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This article proposes that visual encoding learning improves reading fluency by widening the span over which letters are recognized from a fixated text image so that fewer fixations are needed to cover a text line. Encoder is a connectionist model that learns to convert images like the fixated text images human readers encode into the corresponding letter sequences. The computational theory of classification learning predicts that fixated text-image size makes this learning difficult but that reducing image variability and biasing learning should help. Encoder confirms these predictions. It fails to learn as image size increases but achieves humanlike visual encoding accuracy when image variability is reduced by regularities in fixation positions and letter sequences and when learning is biased to discover mapping functions based on the sequential, componential structure of text. After training, Encoder exhibits many humanlike text familiarity effects.
As you read this sentence, your eyes move from point to point across the lines of text using eye movements called saccades. Each saccade centers a different part of the text in the foveal region of the retina, and your eyes fixate at this position for about a fourth of a second before moving on (Rayner, 1998) . Fluent readers squeeze significant information processing into this brief interval. During the first 50 ms, processing moves from the eyes to the visual cortex, converting the fixated image to a representation abstract enough to resist visual masking (Ishida & Ikeda, 1989; Rayner, Inhoff, Morrison, Slowiaczek, & Bertera, 1981; Rayner, Liversedge, White, & Vergilino-Perez, 2003; Sereno & Rayner, 2003) . Sometime within the next 100 ms, sufficient processing has occurred to distinguish high-frequency words from low-frequency words and to use this information to decide where to fixate next (Sereno & Rayner, 2003) .
In this article, I propose that reading fluency stems in part from readers learning how to get better at encoding the contents of fixated text images during this first 150 ms of processing. Becoming a fluent reader requires extensive practice. Reading speed for English text increases about 200% from the second grade (7 years old) to adulthood. Second graders read about 100 words per minute, sixth graders (11 years old) read about 200 words per minute, and adults read about 300 words per minute (Rayner, 1985 (Rayner, , 1986 . My claim is that visual encoding learning contributes to this gradually improving fluency by widening the span over which letter information is encoded from the fixated text image, so that fewer fixations are used to read a line of text, and also by reducing the time to extract information from a fixated text image.
A corollary claim is that some word familiarity effects on reading stem at least partly from visual encoding learning.
I support these claims by reviewing previous reading research and reporting on results obtained from a computational model of visual encoding learning called Encoder. This model is a feedforward connectionist network that uses the backpropagation algorithm (Rumelhart, Hinton, & Williams, 1986) to learn how to convert text images closely approximating the fixated text images human readers encounter into the corresponding sequences of abstract letter identities. Encoder differs from previous connectionist models of reading (e.g., Golden, 1986; Harm & Seidenberg, 1999 , 2004 McClelland & Rumelhart, 1981; Plaut, McClelland, Seidenberg, & Patterson, 1996; Seidenberg & McClelland, 1989) by learning to encode images approximating those that human readers learn to encode. Previous models used abstract input representations designed by model developers. This difference is worthy of note because there is reason to believe that learning to encode text images the size and complexity of images human readers learn to encode is fundamentally difficult, regardless of who or what is doing the learning. This predicted difficulty is consistent with findings that reading fluency takes a long time to develop.
Encoder's simulations support the claim that learning to visually encode fixated text images is fundamentally difficult and provide insights on how human readers eventually overcome these difficulties. Encoder easily learns to encode text images spanning one or two characters. However, without sufficient constraints on learning, it fails miserably as the width of the text images approaches the letter-recognition span of human readers. Applying constraints that human readers seem to use enables the model to achieve human levels of visual encoding accuracy. Encoder's learning benefits from regularities in fixation positions and letter sequences, both of which seem to help human readers. It also benefits from biasing learning to discover input-output mapping functions based on the sequential, componential structure of text. These biases stem from both the training regimen and the underlying network architecture. Once its learning asymptotes, Encoder becomes a model of learned visual encoding in fluent readers,
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testing the extent to which some word familiarity effects can be explained partly in terms of learned visual encoding. As described below, Encoder exhibits a variety of humanlike word familiarity effects, most of which have previously been explained only at more abstract levels of processing, such as lexical access or the conversion from orthographic to phonological representations. The article is organized into three sections. The first reviews reading research underlying Encoder to justify assumptions made about the nature of inputs and outputs associated with visual encoding and to support the claim that visual encoding learning enhances reading fluency. The second section describes Encoder and the results of its simulations. The focus is on what makes visual encoding learning difficult in a computational sense and on modeling how human readers overcome these difficulties. The final section summarizes the findings, briefly compares them with previous explanations of reading fluency, and outlines future research.
Visual Encoding and Reading Fluency
This review focuses primarily on research pertaining to reading English text, although it should be possible to apply a similar analysis to other written languages.
Visual Encoding
Much of what is known about visual encoding in reading has been learned from eye movement research using eye contingent display change methods (Pollatsek & Rayner, 1989; Rayner, 1998; Rayner & Pollatsek, 1987) . Using these methods, the experimenter controls what the reader sees, on the basis of where the reader's eyes are fixated. In the moving window technique (McConkie & Rayner, 1975 ), text to either side of an experimenter-specified window is altered, for example, by replacing the letters with Xs. The window follows along with the eyes during reading, so that readers control where they look and when their eyes move, but the experimenter controls the region over which visual information is available within a fixation. This technique has been used to estimate the span over which people extract useful information from a fixation. Window width is varied from small to large to determine the minimum width that results in reading performance equivalent to that observed when no window is used. Varying how the letters outside the window are altered and observing the effect on reading performance can also be used to investigate the type of information extracted at various points within a span. For example, if replacing the letters outside the window with visually similar letters improves reading performance, relative to replacing the letters with Xs, this would suggest that partial letter information is extracted outside the window area. Results obtained with these techniques help to characterize the images input for visual encoding.
Input Images
The moving window technique and related methods suggest that, for proficient readers of English text, letter or partial letter information is extracted over a region about 14 letters wide, with this region being asymmetric about the fixation point. The region spans 3-4 letter spaces to the left of fixation (Rayner, Well, & Pollatsek, 1980; Underwood & McConkie, 1985) to about 8 -10 letters to the right of fixation (McConkie & Rayner, 1975; Rayner & Pollatsek, 1987; Underwood & McConkie 1985) . This is an estimate of the maximum span, not the average span. The actual span for extracting letter information on any given fixation varies and is often less than this. The size of the span and direction of asymmetry also vary as a function of the written language. For example, the asymmetry is reversed for readers of Hebrew text, which is read from right to left (Pollatsek, Bolozky, Well, & Rayner, 1981) . The span is larger, extending as far as 15 letters to the right, if the information being extracted refers only to between-word spaces used in determining where to look next (McConkie & Rayner, 1975; Rayner, 1986; Rayner, Well, Pollatsek, & Bertera, 1982) . The focus here is on the shorter span because some form of visual letter information must be extracted for the reader to eventually be able to compute the meaning associated with the text image. These data suggest that the image input for visual encoding must be at least 14 letter positions wide, and perhaps wider if additional letters are depicted in the fixated image but not encoded. Therefore, Encoder assumes 14 letter positions as a lower bound estimate of the size of the image processed during visual encoding.
Something can also be said about how the image of a line of text is segmented into a sequence of fixated text images. As noted above, when people read, they move their eyes from point to point, so that they perceive a line of text in terms of a set of successively fixated text images. Although there is considerable variability in eye movements during reading, on average for normal readers of English text, each successive saccade moves the fixation point forward about 7-9 letters, with the fixation point tending to fall just to the left of the middle of a word (Rayner, 1998) . This characterization of eye movements makes it possible to roughly approximate the set of text images a reader is likely to capture in the course of reading. Figure 1 illustrates how the beginning of the first sentence in the book The Wonderful Wizard of Oz ("Dorothy lived in the midst of the great Kansas prairies . . ."; Baum, 1993) can be segmented into a set of fixated images that the visual encoding system processes. Note that each image spans about 14 letters, although the exact number of letters in an image varies somewhat because of the variable-width characters. The fixation point is indicated by the short vertical line at the top of each image. Not every word is fixated. Short function words are often skipped (Rayner, 1998) , in the sense that they are not fixated. 1 In the figure, decreased image contrast is used to convey the decreased image resolution that occurs with increasing distance from the fixation point. The decreased image resolution in "real" fixated text images is due to the drop-off in acuity that occurs outside the fovea, which extends about 1°or 3-4 letters to either side of the fixation point (O'Regan, 1989; Rayner, 1998) . The perceptual span to the left side of the fixation point extends from the beginning of the word but no more than 3-4 letters to the left of the fixation point, and so, this region is perceived with high acuity because it is projected onto the fovea. The perceptual span is wider to the 1 However, as Rayner (1998) noted, there is reason to believe that these skipped words are indeed read on the previous fixation, when they appear to the right of the fixated word in the parafovea. This conclusion stems from findings that short words are more likely to be skipped than longer words and that the fixation duration on the fixation previous to the skip is inflated.
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right of the fixation point, although after 3-4 letters the rightward drop-off in resolution becomes evident. Figure 1 does not reflect refixations or regressive fixations. About 15% of words are refixated (making another fixation on the word before moving on) and 10%-15% of saccades are regressions, moving the eyes backward to a previous part of the text (Rayner, 1998) . One critical issue in characterizing the images input to visual encoding is the question of whether each of the 14-letter images is first segmented into a set of smaller images prior to being visually encoded. There is reason to believe that fixated text images are processed in parallel, as an integrated whole, because the familiarity of the immediate visual context in which a letter appears impacts the ease of identifying it. Word and pseudoword superiority effects (Baron & Thurston, 1973; Reicher, 1969; Wheeler, 1970) refer to findings that, under very brief presentation conditions, letters in words or familiar letter strings are more accurately identified than are isolated letters or letters in unpronounceable nonwords. Reading performance is also better when intact words are presented; as compared with when constituent letters are presented sequentially (Kolers & Katzman, 1966; Newman, 1966) .
Output Representations
Greater uncertainty is associated with specifying the nature of output representations generated from visual encoding because this process occurs rapidly and the representations generated by it cannot be directly observed. Because visual encoding is conceptualized as a process intermediate to the extraction of meaning, one can look for evidence that readers generate representations more abstract than a visual image, prior to the identification of a word or the extraction of the meaning associated with the word. Eye movement research provides one body of relevant evidence in this regard-studies investigating the nature of representations used in integrating information extracted across fixations. In continuous reading, a word is usually first seen when it appears to the right of the fixated word. This parafoveal preview does not typically result in the word being identified on that fixation, but the preview does facilitate identification of the word on the subsequent fixation(s), as indicated by a shorter fixation duration, a reduced likelihood of the word being refixated, or reduced naming and/or response time (Balota, Pollatsek, & Rayner, 1985; Inhoff & Rayner, 1986; Lima & Inhoff, 1985; Rayner, McConkie, & Zola, 1980) . This facilitation (sometimes referred to as a parafoveal preview benefit) suggests that the parafoveal information to the right of the fixation point is retained in some form from one fixation to the next, so that it can be integrated with the information extracted on the next fixation. The boundary technique (Rayner, 1975) is an eye contingent display change technique used to infer the nature of these representations. With this technique, the experimenter replaces the target word in the parafovea with a different word or letter string and reinstates the target word when the reader's eyes move to fixate it. Varying the consistency of the parafoveal preview item and the target word and observing the effect on fixations subsequent to parafoveal preview make it possible to infer the type of information extracted from the parafovea.
Findings using this technique suggest that the representation being integrated contains information more abstract than that in a visual buffer, yet not as abstract as that associated with semantic representations. The visual buffer is ruled out because the parafoveal preview benefit is insensitive to detailed visual features. McConkie and Zola (1979) had participants read sentences printed in alternating cases (e.g., In ThE eStUaRiEs Of ThE fLoRiDa EvErGlAdEs) and changed the case of each letter during some saccades. For example, if the word fLoRiDa was seen in the right parafoveal region on one fixation, then on the next fixation, when the word was fixated, it appeared as FlOrIdA. If a visual buffer was used to integrate the information extracted from the two fixations, this manipulation should have slowed reading performance because visual information was inconsistent across the fixations, but reading performance was unaffected. Rayner, McConkie, and Zola (1980) obtained similar negative results by changing the case of the entire word (e.g., CHART-chart). The semantic representation is ruled out as a basis for integration because semantic relatedness does not produce a parafoveal preview benefit. If parafoveal processing causes a word or a set of candidate words to be partially identified, one should expect that semantic information associated with the candidate words would be partially activated, and something akin to semantic priming should be observed. That is, the identification of the target word should be facilitated if the parafoveal preview word and the target word are semantically associated (e.g., TABLE-CHAIR) or synonyms of each other (e.g., TUNE-SONG). A number of experiments have tested for this benefit but found no evidence for it (Altarriba, Kambe, Pollatsek, & Rayner, 2001; Balota et al., 1985; Rayner, McConkie, & Zola, 1980; . Thus, it seems that the representations that mediate the parafoveal preview benefit lie somewhere between a visual code and a semantic code and, as such, may provide some information about the representations output from visual encoding.
There is evidence that the parafoveal preview benefit is mediated by a representation of the sequence of abstract letter identities The black text is meant to convey letters that are viewed with high acuity because they fall within the foveal region of the retina. The progressively grayer, lighter color of the more rightward text indicates letters that are viewed with reduced acuity because the letters fall on the parafoveal region of the retina. First fixations on a word tend to fall just to the left of the middle of a word. Short function words are often not fixated, although there is reason to believe that they are processed on the previous fixation.
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in the fixated image. Using the moving window technique, Rayner et al. (1982) found that letter information is extracted from the word to the right of the fixated word, even when that word is not identified. They demonstrated that when the letters available to the right of the fixated word varied from one to three letters, reading rate increased with each available letter. They also demonstrated that reading performance was better when visually similar letters, as opposed to visually dissimilar letters, replaced letters outside the window, implying that letters are partially identified near the right boundary of the perceptual span. Experiments using the boundary change technique indicate that this letter information is used in integrating information across saccades. When the parafoveal preview item and the target word share the first two or three letters and have visually similar letters for the remaining letters, the target word is less likely to be fixated on the next fixation. If fixated, the fixation duration is likely to be shorter, as compared with when the parafoveal preview item is visually dissimilar to the target word (Balota et al., 1985; . Similarly, Rayner, McConkie, and Zola (1980) found that the time to name the target word (when it was fixated) was reduced when the word viewed in the previous parafoveal exposure shared the first two letters with the target word (e.g., GREEN-GRAVE) and that no additional reductions in naming times occurred when the first three letters are shared (e.g., GRAIN-GRAVE). These facilitation effects are almost as strong as those found when the parafoveal and target item are identical. Because it is known that visual features are not retained from one fixation to the next, these findings are consistent with the interpretation that the sequence of abstract letter identities in the fixated image is extracted, with this extraction being less accurate on the right edge of the fixated image. Eye movement research also provides reason to believe that phonological representations contribute to parafoveal preview benefits. Pollatsek, Lesch, Morris, and Rayner (1992) demonstrated that when the parafoveal preview word is both visually similar to and a homophone of the target word, identification of the target word is facilitated relative to the case in which the parafoveal preview word is only visually similar to the target word. Similarly, J. M. Henderson, Dixon, Petersen, Twilley, and Ferreira (1995) found that when the preview and target words were identical, a greater preview benefit was derived from a word with a regularly pronounced initial trigram than one from a word with an irregularly pronounced initial trigram. Taken together, this research on the representations mediating parafoveal preview benefits suggests that during reading, a representation of the sequence of abstract letter identities depicted in the fixated image is generated along with a phonological representation.
Beyond these findings from eye movement research, another set of findings relevant to characterizing the outputs generated from visual encoding comes from studies aimed at determining the prerequisite skills for learning how to read. Several different types of findings are relevant. One is that the ability to rapidly name letters is a strong predictor of reading performance (Blachman, 1984; Eden, Stein, Wood, & Wood, 1995; Tunmer, Herriman, & Nesdale, 1988) , which suggests that learning how to read involves learning to associate individual graphemes (the visual representation of a letter) with more abstract categories related to letter identity, such as letter name or the sound associated with each letter. Beyond this basic individual letter identification skill, learning to read involves what is probably a more difficult task, learning to associate strings of graphemes with strings of phonemes (basic units of sound) or some other representation of letter identities. Supporting this claim is evidence that learning how to spell facilitates learning how to read (Ehri & Wilce, 1987) and that learning to read is very difficult unless the beginning reader has learned how to segment a continuous stream of spoken language into a sequence of phonemes (e.g., Ball & Blachman, 1991; Liberman, Shankweiler, Fischer, & Carter, 1974; Wagner et al., 1997) . It may be the case that these language-based representations facilitate learning how to read, in part, by providing effective output representations for learning how to visually encode fixated text images. These findings are consistent with the notion that people convert fixated text images into sequences of abstract letter identities and/or phonemes. Further, it is possible that how readers use these two different types of representations may differ over the course of learning to read. However, no attempt is made to more formally distinguish between these two types of representations here or to elaborate on the roles each may play in the development of reading skills. To keep the initial version of Encoder relatively simple, I define visual encoding as converting a fixated text image into a sequence of abstract letter identities, and the topic of how to expand Encoder to better reflect how readers use both types of output codes over the course of learning how to read is left for future research. Therefore, the visual encoding associated with reading English text is modeled here as a process that converts a text image at least as wide as 14 letters into a sequence of abstract letter identities.
Visual Encoding Learning and Reading Fluency
This section argues that learning how to visually encode fixated text images plays a role in the development of reading fluency by reducing the time needed to identify the contents of a fixated text image and by increasing the span over which letters are identified. There are three parts to this section. The first reviews findings that learning of some sort speeds identification and widens the span over which letters are recognized. The second part describes a previously proposed explanation of how learning facilitates reading fluency-that higher level, learned processes supplement somewhat inadequate visual encoding processes. The third part presents evidence that visual encoding learning contributes to the development of reading fluency.
Learning Speeds Identification and Widens the Letter-Recognition Span
There is ample evidence that familiar words are identified more quickly than less familiar words. Visual duration thresholds (VDTs) refer to the minimum presentation interval at which a word can be recognized with some given level of accuracy (e.g., 75%). VDTs are shorter for high-frequency words than for lowfrequency words (Howes & Solomon, 1951; McGinnies, Comer, & Lacey, 1952; Solomon & Postman, 1952) . Response latencies in naming and lexical decision tasks are also generally shorter for high-frequency words (Andrews, 1992; Forster & Chambers, 1973; Rubenstein, Garfield, & Millikan, 1970) . More recently, analogous findings have been obtained in studies of continuous reading, in which speed of processing is measured in terms of how long a word is fixated. High-frequency words tend to be fixated for shorter periods of time (Inhoff & Rayner, 1986; Hyona & Olson, 1995; Rayner, Sereno, & Raney, 1996; Vitu, O'Regan, & Mittau, A P A P R O O F S 1990), as assessed by both first-fixation duration (duration of the first fixation on a word) and the total gaze duration (summed duration of all fixations prior to saccade to another word). Equivalent results occur when familiarity is defined in terms of reading experience (not word frequency). The average fixation duration for beginning readers is about 300 ms, as compared with an average of 200 -250 ms for skilled readers (Rayner, 1986) . There is also ample evidence that learning increases the span over which letters are identified. As described earlier, readers do not extract letter information equally well across the full extent of the fixated text image. Letter information extraction seems to be best about 1°(3-4 letters) to either side of the fixation point, dropping off precipitously to the left of this region and more gradually to the right (Rayner, 1998) . This latter drop-off is partly caused by visual factors-in particular, the reduced acuity with which more peripheral letters are perceived (O'Regan, 1989 )-but there is also reason to believe that the letter-recognition span increases by about 100% as a result of learning. One way of estimating the span is to simply divide the number of words in a line of text by the number of saccades made in reading the line. Using this method, Taylor (1965) and Rayner (1985 Rayner ( , 1986 found that second graders identify an average of 0.5 words per fixation, with this value increasing to 0.8 words for sixth graders and 1.1 words for adults. An alternative estimation method uses the moving window technique, which measures the span by evaluating the extent to which narrowing the window around the fixation point degrades reading performance. The focus here is on relatively narrow windows to filter out benefits due only to extracting word length information from the far right periphery (up to 15 letters to the right of fixation). Rayner (1985 Rayner ( , 1986 found that a window size of only 5 letter positions (centered around the fixation point) decreased the reading rate of second graders to about 62% of their normal reading rate, while decreasing the reading rate of adults significantly more, to 34% of normal. This difference suggests that second graders normally extract letter information over a smaller region than adults. A window size of 11 letter positions brought adult readers up to 62% of their normal reading rate. That second graders achieved this relative performance level with a span of 5 letters provides additional support for the claim that adult readers extract letter information over a span about twice as large as that for second graders.
The letter-recognition span is also greater for more frequently occurring text. Rayner (1986) varied text difficulty within a given age group, such that the more difficult text contained more lowfrequency words, and found that the more difficult text slowed reading rate and reduced the size of the perceptual span, as measured by observing the impact of reduced window sizes on reading performance. Hyona and Niemi (1990) directly manipulated text familiarity by presenting sentences three times over the course of a week. They found that repetitions led to faster reading rates and a reduced number of fixations being used to read a line of text, thereby suggesting a wider span when the fixated text image depicts familiar words. Findings that high-frequency words are less likely to be refixated than lower frequency words in continuous reading (Hyona & Olson, 1995; Inhoff & Rayner, 1986; Rayner & Duffy, 1986; Rayner et al., 1996; Vitu et al., 1990) suggest a wider span because inadequate extraction of information from the fixated text image is presumably a central reason why a word is refixated. Also relevant are word frequency effects on parafoveal preview benefit (J. M. Henderson & Ferreira, 1990 )-the advantage of viewing the word to the right of the fixated word in the parafovea increases when the fixated word has a high frequency of occurrence. One other example lies in an interaction sometimes found between word length and word frequency effects. If word familiarity increases the span over which letters are identified, then increased word length should have less of a negative impact for more familiar words than for less familiar words. This tendency has been found in isolated word-recognition tasks (Weekes, 1997; Young & Ellis, 1985) and in a continuous reading aloud task (Hyona & Olson, 1995) but not in a silent, continuous reading task (Rayner et al., 1996) , in which increased word length was associated with longer fixation durations and an increased likelihood of refixation for both low-and high-frequency words.
Finally, studies of how the frequency of the word to the right of the fixated word impacts the extraction of information from that word also suggest a wider span for high-frequency words. Inhoff and Rayner (1986) found greater parafoveal preview benefits when the word to the right of the fixated word was a high-frequency word. There are limits on the extent to which word familiarity can extend the perceptual span though, particularly when a word is located farther to the right of the fixation point. Rayner et al. (1996) found that high-frequency words were more likely to be skipped only if they were relatively short (five-six letters), and then only when the launch site (location of the previous fixation) was relatively close to the skipped word. A similar conclusion is drawn from launch site effects on the landing position of the next fixation. In general, launch site effects refer to findings (McConkie, Kerr, Reddix, & Zola, 1988 ) that the fixation position will extend farther into a word if the previous fixation was located closer to this target word. If word frequency has a very strong effect in extending the letter-recognition span, one should expect such launch site effects to be weaker, or at least different, when the target word has a high frequency of occurrence. However, Rayner et al (1996) found such an interaction only at very short distances and for shorter words. In other words, the position of the landing position was shifted farther to the right for high-frequency words only when the launch site was located close to the target word and the target word was short. Thus, such evidence suggests that the letter-recognition span is greater for more familiar words but that the benefits of this expansion drop off rapidly when a word is positioned farther to the right of the fixation position. 
Previous Explanations of These Familiarity Effects
Historically, these findings that learning speeds recognition and increases the letter-recognition span have been explained in terms of learning at higher, more abstract levels of processing than learned visual encoding. The claim is that people use knowledge of sequential redundancies in abstract letter sequences and/or word frequencies to speed up and/or reduce the effort of visually encod-2 Using their E-Z Reader model, Reichle, Pollatsek, Fisher, and Rayner (1998) presented a different interpretation of this set of results-that words within the fixated text image are processed in sequence and that increased word frequency and reading experience speeds the process of identifying or partially identifying a word. As a result, a wider letter-recognition span results from familiar fixated words being processed more rapidly, leaving time within the fixation to at least partially identify the word to the right of the fixated word. The two different interpretations are discussed in the next section of the article.
ENCODER: A MODEL OF VISUAL ENCODING LEARNING
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A P A P R O O F S ing a word. In other words, higher level processing supplements somewhat inadequate visual encoding skills. Adams (1981) drew an analogy to information theory (Shannon, 1948) , which introduced the idea of using known sequential redundancies in a set of messages to detect and correct errors in the noisy transmission of any given message in the set. The extension to reading holds that the visual system partially extracts letter information and then the brain uses knowledge of learned letter-sequence regularities and/or the frequencies of different words to speed up and/or correct inaccuracies in this initial encoding process. A variety of wordrecognition models explain reading fluency in this manner (e.g., Forster, 1976; McClelland & Rumelhart, 1981; Morton, 1969) , specifying different types of mechanisms that use various types of redundancies in text to correct for inadequacies of visual encoding processes. More recently, models of eye movement control in reading have made similar proposals. Mr. Chips (Legge, Klitz, & Tjan, 1997) explains the increased perceptual recognition span characteristic of fluent reading by proposing that lexical constraints on letter sequences in words are used to improve the results of visual encoding. The E-Z Reader model (Reichle, Pollatsek, Fisher & Rayner, 1998; Reichle, Rayner, & Pollatsek, 1999, in press ) claims that lexical processing proceeds more rapidly for high-frequency words, thereby explaining why high-frequency words are fixated for shorter periods of time. Further, the model explains the wider letter-recognition span for high-frequency words by assuming that words within a fixated text image are processed sequentially, such that the fixated word is processed first, followed by the word to its right-but only if there is sufficient time left within the fixation. Because high-frequency words are processed more quickly than low-frequency words, there is more likely to be time left within the fixation to at least partially process the word to the right of the fixated word.
Evidence That Visual Encoding Learning Contributes to Reading Fluency
The claim made here is that learning directly impacts visual encoding, specializing it to be fastest and most accurate for the text images it encounters most often. Supporting this claim requires evidence that text familiarity impacts visual encoding separate from familiarity effects caused by higher level processing. One way to provide such evidence is to show that the visual familiarity of text impacts the speed with which people read, independent of word frequency. Reading performance suffers when text is printed in unfamiliar alternating cases (Coltheart & Freeman, 1974; McClelland, 1976; Smith, Lott, & Cronnel, 1969) and when acronyms like FBI and YMCA are printed in the unfamiliar, lowercase form, fbi and ymca (L. Henderson & Chard, 1976) . Evidence that these effects stem from visual familiarity differences rather than visual feature differences comes from findings that reading performance for alternating-case words improves with practice (Brooks, 1977) . A similar claim can be made regarding the frequency with which letter strings occur across words. Lima and Inhoff (1985) chose pairs of words in which both words of a pair had an equal frequency of occurrence but differed with respect to the frequency of their initial trigrams or bigrams. If both words in a pair have the same word frequency, one might expect that words beginning with low-frequency letter sequences would be identified more quickly because they are associated with fewer words and thus better constrain word identity. In fact, however, first-fixation durations and gaze durations were shorter for words starting with higher frequency letter sequences. Radach and Kempe (1993) replicated the effect on first-fixation durations with German words. Such findings support the claim that visual encoding is one locus for text familiarity effects in the sense that they suggest that learning to read results in a system optimized to identify frequently occurring letter sequences, as well as one that is optimized to identify frequently occurring words.
A second basis for separating familiarity effects due to visual and higher level processing is to show they are carried out by different parts of the brain. Brain imaging studies (e.g., McCandliss, Cohen, & Dehaene, 2003; Petersen, Fox, Snyder, & Raichle, 1990; Polk & Farah, 2002; Posner & Raichle, 1994) suggest that regions of the brain associated with visual word recognition differ from those associated with lexical or semantic processing, with the so-called visual word form area located in the fusiform gyrus of the visual cortex becoming active in response to visually presented words and pseudowords that are presented in pure or alternating cases but not to visually presented random letter strings. Semantic processing tasks, conversely, tend to produce activation in a number of other brain regions, such as areas in the left frontal cortex. Furthermore, damage to the visual word form area produces a reading deficit, called pure alexia or letter-by-letter reading. Readers with this form of brain damage can recognize words through modalities other than vision but resemble beginning readers in requiring more and longer fixations to recognize a visually presented word (Behrmann, Shomstein, Black, & Barton, 2001; McCandliss et al., 2003) .
In summary, previous reading research makes it possible to approximate the nature of the inputs and outputs to the visual encoding task associated with reading and also supports the claim that visual encoding learning contributes to the development of reading fluency. The simulations described next build on this background, with the goal of gaining a better understanding of both the visual encoding learning task that people face in learning to read and the role that learned visual encoding plays in fluent reading.
Encoder
Three sets of visual encoding learning simulations investigate what makes visual encoding learning difficult, in a general computational sense, and how people overcome these difficulties. As described below, these simulations were suggested by the computational theory of classification learning, which predicts that classification-learning success will decline with increases in the size and complexity of the to-be-classified inputs. The simulations support the validity of this prediction, thereby suggesting that visual encoding learning is a particularly difficult skill to acquire. The simulations also demonstrate how human readers may minimize these difficulties. Once visual encoding learning is complete, Encoder is used as a model of learned visual encoding that exhibits humanlike word frequency, length, and position effects.
The Simulation Model Simulating Fixated Text Images
Encoder learned to encode text images captured from the story The Wonderful Wizard of Oz by Frank L. Baum (1993) . The
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primary corpus used here consists of 120 page images, comprising about 160,000 letters and 33,000 total words, or about 2,600 different words of varying lengths. The use of realistic images as inputs distinguishes Encoder from previous connectionist network models of the visual encoding learning associated with learning to read (Golden, 1986; Mozer, 1987) . To provide variations in type font, I used a word processing system to reproduce three sets of material, with 40 different pages in each, printed in one of three fonts (Helvetica, Times Roman, and Courier, a typewriter-like font for which character width varies only slightly across different characters). In each of these font conditions, 20 pages were reproduced using the original mix of lowercase and uppercase characters. The other 20 pages in each font condition were reproduced in all uppercase characters. Examples of the six font and case conditions are presented in Figure 2 . The six font-case conditions reflect the commonly encountered variability in letter shapes and in absolute positions of letters in letter-sequence images. Note that there is considerable variability in word length across the fontcase conditions. Because Encoder learns to classify letter sequences in parallel, rather than through a letter-by-letter scanning process, it must learn to discern the ordinal positions of letters within a letter string, despite variation in the absolute positions of letters.
Images of text lines from this corpus were captured using the xv interactive image manipulation and viewing tool (Bradley, 1994) . The tool's image cropping and scaling capabilities were used to create a constant height of 20 pixels for each line image. The size normalization of the text line with respect to height does not eliminate the variability due to differences in character widths for text printed in variable-width fonts. In addition, some minor variability in character height remained because of the presence of descending characters (e.g., y, j) in some text-line images. Each line image was hand-labeled with respect to character identity, order, and center position, with a software tool created for this purpose. The complete set of text-line images for each of the 120 pages was divided into three separate sets: the training set, a test set, and a validation set. The training set was created from 96 pages. The six different font-case conditions were equally represented such that 16 different pages represented each condition.
Because training set size was varied across these simulations, many of the networks were trained on a subset of this complete set. For each training set size, the same balance of font-case conditions was maintained. The test and validation sets each consisted of 12 pages, with 2 pages per condition.
The simulated fixated text images on which Encoder is trained and tested are created with software (written to support the simulations) that extracts subimages from each text-line image according to an algorithm specific to each simulation being run, as described below. The width of the subimage differs for different simulations, but in a given simulation, the width is constant. The rightward drop-off in image resolution characteristic of the images human readers encounter was not modeled in this set of simulations. The extraction of the subimages can be thought of as scanning the text line with a window, pausing at certain locations, with the contents of the image in the window being passed as input to the network. During training, the letter identities of the characters are used as the target outputs for the networks. During testing, these identities are used to score the accuracy of the network.
Network Architecture
Encoder uses a feedforward, backpropagation neural network architecture (Rumelhart et al., 1986) originally developed for optical character recognition systems trained to classify one handwritten letter at a time (Keeler & Rumelhart, 1992; LeCun, 1989; LeCun et al., 1990; Martin, 1993; Martin & Pittman, 1991; Martin, Rashid, & Pittman, 1993; Martin & Talley, 1995) . Encoder's architecture differs from this previously developed architecture in that Encoder learns to classify images of letter sequences rather than images of single characters, and its inputs are machine-printed characters rather than handwritten characters. Because it learns to encode text images of letter sequences, Encoder must learn to extract letter order and correctly segment the image of the letter string so that two characters are not judged to occur in the same location, although they may overlap, and so that a letter is not mistakenly judged to occur in two or more locations. Figure 3 provides an example of the type of network architecture used in the simulations. The input and output to the network are described first, and then the two hidden layers are described.
Input and output representations. In this particular illustration, the images input to the network are each 40 pixels wide ϫ 20 pixels high, and the network learns to identify the two leftmost letters in each. Across different simulations, a range of such architectures are used, spanning those that learn to encode 20-ϫ 20-pixel images of single characters to those that learn to at least partially classify much larger 188-ϫ 20-pixel images depicting at least 14 characters. Because character widths may vary (for variable-width fonts), the image must be big enough to span a letter sequence of wide characters, such as WARM. When the letters are thin, such as in the word lilt, additional characters will appear to the right, although the network is not trained to identify them. In this example, the net only learns to encode the first two letters (DO), although the image shows four letters (DORO). It is also the case that networks are not trained to identify the punctuation marks (e.g., an apostrophe in a contraction such as I'll or quotation marks) depicted in text images, although they must adapt to the increased letter position variability caused by punctuation marks. Encoder's input images depicted text in six different font and case conditions. From top to bottom, these include mixed-case Times Roman (variable width), mixed-case Helvetica (variable width), mixedcase Courier (constant width), uppercase Courier (constant width), uppercase Times Roman (variable width), and uppercase Helvetica (variable width). Note the variability in word lengths and resulting character positions from the top to the bottom; the word Dorothy is about two character positions wider in the two uppercase conditions at the bottom as compared with the two mixed-case conditions at the top.
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For the network illustrated in Figure 3 , there are 2 sets of output nodes, each of which contains 27 nodes. For each set, the first 26 nodes represent the 26 letters of the alphabet, and the 27th node represents the between-word space character. Networks trained to identify fewer or more letters per image have fewer or more of these 27-node sets. For example, in the case of networks trained to identify the leftmost 14 letters in images spanning 188 ϫ 20 pixels, there are 14 of the 27-node sets. The outputs do not distinguish between uppercase and lowercase letters, nor do they distinguish among the fonts in which the letters are printed, although the input images depict text printed in different cases and fonts. Further, each output node in a given set does not reflect the absolute position (within the image) of the letter it detects. Thus, each output node learns to be an abstract letter identifier for a given left-to-right ordinal letter position. The first 27-node set (depicted at the top of the figure) represents the category of the first, leftmost character (or space) in an imaged string. For this example, the first, leftmost letter is D. The second 27-node set represents the category of the second character (or space) in the string, in this case the letter O. During training, the network learns to detect different letters at different ordinal positions because the net is supplied with a target activation pattern for each set. In the case illustrated, the target activation values for all of the 27 nodes in the first set, except that corresponding to the 4th node (associated with the letter D), are set to a low value, such as .1, and the target activation value for 4th node is set to a high value, such as .9. Similarly, the target activation value for the 15th output node (associated with the letter O) in the second set is set to a high value, and the target activation value for all other output nodes is set to a low value. With backpropagation learning applied over a great number of training trials, the values of the connection weights are adjusted so that the network generates computed output node values that generally match the target activation values. The output of a trained network generates activation values that vary between 0 and 1. Within the 27-node set corresponding to a single ordinal letter position (the 1st letter in a word, the 2nd letter in a word, etc.), the node having the highest activation value is chosen as the classified character for that position.
Hidden nodes with local, shared receptive fields. The networks used in the simulations had hidden nodes with local, shared receptive fields (LeCun, 1989; Rumelhart et al., 1986) . Each network had two hidden "layers". As shown in Figure 3 , each layer can be depicted as a cube made up of multiple horizontal planes, and each plane is made up of a rectangular array of hidden nodes. The phrase local receptive field refers to a node within a plane receiving inputs from a local region in the layer below. As illustrated in the figure, in the first hidden layer, the leftmost node closest to front, in the bottommost plane, receives its inputs from a rectangular local region (e.g., of size 5 ϫ 8 pixels) situated in the leftmost, bottommost region of the text image (covering the lower left portion of the letter D). All nodes in the column above that hidden node also receive their inputs from this region. The next hidden node to the right in the same plane receives its inputs from a rectangular region of the same size shifted a bit (e.g., 2 pixels) to the right, so that adjacent hidden nodes have overlapping receptive fields on the text image. The hidden node in the same plane of the hidden layer but immediately behind the leftmost node receives its input from the rectangular region shifted a bit (e.g., 2 pixels) toward the top of the image. Thus, nearby hidden nodes within a plane of a given hidden layer receive inputs from nearby regions of the image.
The phrase shared receptive fields refers to the nodes within the same horizontal plane of a hidden layer sharing weights in the following sense. Weights in corresponding positions of the nodes' receptive fields (e.g., leftmost, frontmost connection weight of each receptive field) are randomly initialized to the same value and updated by the same error value, which is the average of the errors across all corresponding weights for nodes in a plane. This architectural constraint results in different hidden nodes within the same plane learning to detect the same feature at different locations. Nodes in different planes of a hidden layer learn to detect different features because they have different random initializations. As a result, each node within a column of the hidden layer learns to detect a different feature in the same local area. The more planes within a hidden layer, the greater is the number of different feature detectors. The learned feature detectors illustrated in Figure 3 are Figure 3 . An example of Encoder's network architecture, for the case in which the network is trained to classify the first two letters in the fixated word. See the text for more details, but in general, the input layer for this example corresponds to a 40-ϫ 20-pixel image of the first (leftmost) part of the word Dorothy, with the fixation point centered on the first character in the word. The output layer contains two sets of 27 nodes, with each set representing one of the letters in the (A-Z) alphabet or an empty space character. The topmost 27 nodes in the output layer represent the first (leftmost) letter in the word, and the second set below this represents the next letter to the right. Note that although the input image depicts four letters, the network is only trained to classify the two leftmost letters in the image. The network architecture contains two structured hidden layers, each made up of nodes that have local, shared receptive fields. The five learned feature detectors in the figure illustrate the types of feature detectors that develop through learning in first-hidden-layer nodes within this type of a network architecture. Nodes in the second hidden layer correspond to complex, local feature detectors in that they represent weighted combinations of inputs from the first hidden layer.
examples from previously trained nets that learned to recognize hand printed digits and letters (Martin & Pittman, 1991) . The black rectangles within each feature detector correspond to negatively valued weights, and the white rectangles correspond to positively valued weights. The size of the rectangles reflects the magnitude of the weight values. So, for example, the middle feature detector depicted in Figure 3 would tend to respond positively when the image of a vertical dark bar fell on the right half of its receptive field and a vertical white bar fell on the left half of its receptive field. Thus, in the figure, the leftmost hidden node in the third plane up from the bottom would probably be activated when the lower left edge of the uppercase D was projected onto its receptive field. It is important to emphasize that these feature detectors are not hardwired to detect a set of specific features because the weights are randomly initialized. The second hidden layer has the same general structure, except that its inputs come from the three-dimensional hidden layer below rather than from the text image. Any given hidden node in this layer receives inputs from the local three-dimensional region in the hidden layer below rather than from the local two-dimensional region of the text image. Topological correspondence is preserved in this hidden layer, as it is in the first hidden layer, in that nearby hidden nodes in the second hidden layer receive inputs from nearby hidden nodes in the first layer, which in turn receive inputs from nearby regions in the text image. In this sense, secondhidden-layer nodes learn to become more complex feature detectors, in that their inputs signal the cooccurrence of active and inactive feature detectors in a local region within the first hidden layer. If the receptive field of a second-hidden-layer node only received its inputs from a single column of first-hidden-layer nodes, this complex feature detector could be thought of as something like a weighted combination of the outputs of the feature detectors in the column. The situation is a bit more complex because the receptive field of a second-hidden-layer node spans a three-dimensional rectangular "box" that includes spatially shifted versions of each of the first-hidden-layer feature detectors.
Output nodes are connected to all nodes in the second hidden layer but not to each other, and there is no weight sharing at this level, as there is in the hidden layers. In Figure 3 , this connectivity is illustrated by the lines connecting the A output node (in the second set of output nodes) to the entire collection of nodes in the second hidden layer. That is, each output node receives inputs from all hidden nodes in the second hidden layer. Thus, in the figure, the output node referred to above learns to detect the occurrence of an A in the second ordinal position of a word and to ignore the occurrences of other As in the word. This learning task is complicated because letter width varies across fonts and case, and so an output node cannot learn to focus on just one letter-sized region of the fixated text image. Alternatively, because each output node is fully connected to all of the nodes in the hidden layer below, the nodes in the output layer have the potential of learning how to use the visual context surrounding a depicted letter to help identify the letter. One other important point to underline here is that there are no interconnections between output nodes, and so the network cannot learn to represent frequently occurring letter sequences by forming learned connections between the abstract letter detectors.
Through learning, this local, shared receptive-field architecture results in a visual encoding system that has some similarities to the structure of the primary visual cortex. Both use (spatially) local receptive fields, and as illustrated in Figure 3 , the feature detectors that emerge through learning in the network's hidden nodes are similar to the oriented edge and bar detectors found by neuroscientists in the visual cortex: In both cases, the local feature detectors are replicated across the visual field (Hubel & Wiesel, 1979; Martin & Pittman, 1991) . This type of network architecture has considerably fewer connections than a comparable, fully connected network (in which each hidden node is connected to all nodes in the preceding layer). My experience in working with such architectures is that they are relatively insensitive to small changes in the sizes of receptive fields and number of planes within a hidden layer, as long as network capacity is sufficient to achieve relatively high training accuracy rates. One complaint about these architectures is that they are complex, making it difficult to specify exactly how they learn to visually encode fixated text images. Fortunately, as I describe next, the visual encoding learning task the nets face can be understood at a more abstract level of analysis.
Acquisition of Visual Encoding Skills
Encoder's capabilities can be understood in terms of a more general theory of classification learning (Bishop, 1995; Denker et al., 1987; Duda & Hart, 1973; Hertz, Krogh, & Palmer, 1991; Valiant, 1984) that predicts what makes classification learning difficult, independent of who or what is doing the learning. The theory applies regardless of the type of learning algorithm being used. It is introduced here to provide a framework for reasoning about why the visual encoding learning associated with reading is difficult and for generating predictions about how human readers might overcome these difficulties. The theory also provides a way of predicting the limits of what a neural network (or any other learning system) can learn.
What Makes Visual Encoding Learning Difficult?
Visual encoding can be represented as a function, sometimes called a classifier, that maps a population of inputs onto a population of outputs. A simple example of a binary mapping function is illustrated in Figure 4 . Each input pattern has two elements. Each element can assume the value of 0 or 1, so that four possible input patterns exist (00, 01, 10, and 11). As the present focus is on learning to visually encode images, it may help to think of each of these four input patterns as a simple 2-pixel image, with a 0-valued input corresponding to a white pixel and a 1-valued input corre- Figure 4 . An example of a binary function with four different input patterns and two different output patterns. This function has an input dimensionality of two because each input pattern has two binary elements and an output dimensionality of one because an output has one binary element. Each input can be thought of as an image with 2 pixels, each of which can be white or black.
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sponding to a black pixel, resulting in four distinct, to-be-learned images. Each output pattern has one element, which takes on the value of 0 or 1, so that two possible output patterns exist. The function in the box is thus specified by a list of four input-output pairs (00 -0, 01-1, 10 -1, and 11-0). A function like this is sometimes described as having an input dimensionality of 2 and an output dimensionality of 1. The function underlying the visual encoding that maps fixated text images to the corresponding letter sequences can also be thought of as a list of input-output pairs, although the number of distinct input-output pairs is considerably greater than four. Similarly, visual encoding learning can be represented, to a first approximation, as a classification-learning task. Classification learning entails approximating an unknown mapping function, using samples of input-output pairs drawn from it. For example, as depicted in Figure 5 , the function from Figure 4 is just one member of a family of 16 possible functions having the same input and output dimensionality. To keep things simple for this example, assume that learning proceeds through an exhaustive process of elimination, although a similar argument can be made with respect to algorithms that approximate the function by nonexhaustive sampling processes, and that the unknown population function being identified is the function at the top of Figure 5 . The candidate functions in the search space are the complete set of 16 functions illustrated. If the first training sample selected is the input-output pair 00 -0, any candidate function containing the input-output pair 00 -1 is inconsistent with the training sample and is therefore eliminated from the search space. The first sampled input-output pair eliminates half of the 16, leaving 8 candidate functions. The second sample eliminates half of this remaining 8, leaving 4 candidate functions, and so on. To uniquely specify 1 of the 16 candidate functions, one would have to evaluate all of the input patterns. The learning that makes visual encoding in reading possible can be similarly characterized as a process of approximating the unknown function that maps the set of all possible fixated text images onto the letter sequences depicted in them. Although the method for approximating this function is almost certainly not the exhaustive process of elimination illustrated above, the core assumptions are (a) that the learning process is guided by samples of input-output pairs drawn from the complete set of such pairs that could be encountered in reading English text and (b) that a significant proportion of these pairs will have to be sampled to sufficiently winnow away a majority of the incorrect candidate functions.
Although some mapping functions (such as linear functions) are easier to learn than others, classification learning, in the general case, becomes increasingly difficult as input-output dimensionality increases. This is because the number of different possible input patterns is an exponential function of the dimensionality n of the input vector (2 n ) and the number of different possible output patterns is an exponential function of the dimensionality m of the output vector (2 m ). Thus, for binary input vectors of dimensionality 1, 2, 4, 10, 20, and 40, the number of different input patterns is 2, 4, 16, 1,024, 1,048, 576, and 1.1 ϫ 10 12 , respectively. The number of different mapping functions between the two is an exponential function of these two values, or 2 m raised to the 2 nth power. Because the scaling problems here are exponential in nature, they could not be solved simply by developing faster processing systems or parallel processing schemes. Note further that a dimensionality of 40 is quite low for visual classification problems. A 20-ϫ 20-pixel image of a single letter has a dimensionality of 400. The 14-letter wide text images used in the current research have the dimensions 188 ϫ 20 pixels, for a dimensionality of 3,760. Thus, at some point in considering classificationlearning tasks of ever higher input and output dimensions, it will become impossible, given finite time and resources, to gather the sufficiently large sample of input-output pairs required to guarantee discovery of the underlying population mapping function. This general problem, the impact of the size of input and output patterns on the likelihood of learning being successful, is often referred to as the curse of dimensionality (Bishop, 1995; Duda & Hart, 1973; Hertz et al., 1991) . The remainder of this article tests the relevance of the computational theory of classification learning to the visual encoding learning associated with fluent reading and proposes an explanation of how human readers are able to avoid the curse of dimensionality through constraints on image variability and learning. The curse of dimensionality predicts that, in the general case, classification learning becomes exponentially more difficult with increases to the dimensions of inputs and outputs because such increases exponentially increase the number of possible inputs and outputs that must be sampled during learning. One might argue that this theory does not apply to learning how to visually encode text images because the number of all possible text images is much less than the number of all possible images of the same dimensions. Therefore, the first set of simulations tests the validity of the curse of dimensionality with respect to learning how to visually encode text images. The focus is on determining how text-image size impacts learning. The multiple simulations in the set differed with respect to the size of input text images and k, the number of to-be-classified letters. Four levels of dimensionality were examined (see Figure 6 ), ranging from a 20-20-pixel input window, with k ϭ 1, to an 80-ϫ 20-pixel input window, with k ϭ 4. The to-be-learned images were captured as follows. For any given line Figure 5 . The 16 different candidate functions that make up the complete search space of functions that map two-element inputs to a one-element output. Classification learning involves sampling input-output pairs from a population of input-output pairs and eliminating functions (from this set of 16 candidate functions) inconsistent with the samples drawn from the population.
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of text, the first image of the line was captured by positioning a scanning window at the left edge of the text, with the center of the first character in the line being positioned 10 pixels from the left edge of the window. The second text image in the text line was captured by moving the window to the right one character position, so that the second character in the line was centered 10 pixels from the left edge of the window, and this procedure was repeated for each character position and each text line. With this fixationpositioning scheme, the net must learn to classify text images regardless of which character within a word is fixated. A convincing demonstration of the problems associated with high dimensionality requires that the problems not be specific to a single set of circumstances. Accordingly, this set of simulations examined whether dimensionality effects occur across variations in the number of training samples and in the capacity of the network. Five different training set sizes were used, ranging from about 700 images to about 45,000 images. Two different network capacity conditions were used for each dimensionality condition, one involving 15 unique feature detectors per layer and one involving 18 unique feature detectors per layer. The capacity of a connectionist network refers to the number of different mapping functions it can represent, which is related to the number of unique connection weights that it can represent. The present set of simulations involved training a total of 40 different networks, created from crossing the four dimensionality conditions with the five training set size conditions and the two network capacity conditions.
As shown in Figure 7 , increasing the number of to-be-classified letters from one (dotted lines) to four (solid lines) results in lower levels of asymptotic accuracy on the training set and greater amounts of training required to reach the asymptote. As shown in Figure 8 , comparable effects occur with respect to generalization accuracy. Generalization accuracy rates decline substantially with increased dimensionality. Because the design included only one sample per cell, the statistical analysis focused on the main effect of dimensionality. Effects of sample size and network capacity were pooled as within-treatment error. These variables are included in Figures 7 and 8 to provide a general sense of what was found in training and testing the 40 networks because neural network research has sometimes been criticized on the grounds Figure 6 . Four levels of input-output dimensionality were used in the first set of simulations. Nets learned to classify one letter within 20-ϫ 20-pixel images, two letters within 40-ϫ 20-pixel images, three letters within 60-ϫ 20-pixel images, or four letters within 80-ϫ 20-pixel images. The set of images was generated by using a scanning window that shifted one letter position for each successive image capture. Adapted from "Human Reading and the Curse of Dimensionality," by G. Martin Figure 7 . Training data from the first set of simulations. As shown in the top two graphs, increasing the number of training samples has minimal effects on asymptotic training accuracy in nets learning relatively low dimensional images (i.e., 20 ϫ 20 and 40 ϫ 20 pixels, one and two letter nets, respectively). However, as image dimensionality and number of to-be-classified letters increase, asymptotic training accuracy rates decline with increased training set size. The graph on the left reflects data from lower capacity nets (with fewer weights); the graph on the right reflects data from higher capacity nets. The bottom two graphs show a similar pattern when training performance is measured in terms of the number of training passes required to reach the asymptotic accuracy rates. Considerably more training is required as the number of training samples increases and as the dimensionality of the images increases. The dimensions in the legend (e.g., 20 ϫ 20) refer to pixels. Adapted from "Human Reading and the Curse of Dimensionality," by G. Martin tapraid1/z2q-psycho/z2q-psycho/z2q00304/z2q0523d04g yodert Sϭ4 4/28/04 10:59 Art: 3
that it is not clear how sensitive the effects obtained are to changes in network capacity, training set size, and so on. For each of the four metrics of performance, a one-way analysis of variance (ANOVA) was run, followed by paired-comparison t tests to determine if pairwise contributions to the dimensionality were all significant as well. Increasing dimensionality lowered asymptotic accuracy achieved on the training set, F(3, 27) ϭ 15.15, p Ͻ .01; increased the number of training passes required to reach the asymptote, F(3, 27)ϭ 14.44, p Ͻ .01; and decreased the generalization accuracy rates on both the test set, F(3, 27) ϭ 33.90, p Ͻ .01, and the validation set, F(3, 27) ϭ 61.38, p Ͻ .001. All of the paired-comparison t tests were statistically significant at the level of at least p Ͻ .05. More generally, Figures 7 and 8 show that there is not much "noise" in the training and testing data. Although there is only one data point associated with each point on each graph, the trends are easily seen and are consistent with predicted results. These results confirm the curse of dimensionality prediction that increasing dimensionality, by increasing fixated text-image size and the number of to-be-classified letters in each image, has a large negative effect on training and generalization accuracy. In particular, generalization performance is virtually perfect for the 20-ϫ 20-pixel, 1-letter images with larger training sets but drops 25%-50% for the 20-ϫ 80-pixel, 4-letter images. This is not an exponential drop, presumably because the set of all possible text images of a given size is considerably smaller than the set of all possible images of that size. However, because the 20-ϫ 80-pixel, 4-letter images are considerably smaller than the 14-letter text images people process during visual encoding in reading, the present results support the conclusion drawn from the earlier analysis of this learning task that classification learning on this broader scale is unlikely to be successful without further constraints on the number of to-be-classified images.
How Do People Overcome These Difficulties?
The curse of dimensionality should not be interpreted as a claim that because of their size and complexity, learning to encode fixated text images is impossible, as human readers are clearly able to overcome such problems. The curse does suggest, however, along with the previously reviewed reading research, that visual encoding learning may be a particularly difficult part of becoming a proficient reader. It also raises the question of how readers constrain the learning task sufficiently to achieve success at it. Encoder simulates two general types of constraints that may be relevant to human readers. One type further reduces the number of to-be-encoded images through constraints on fixation positions and on letter sequences. The second type reduces the number of candidate mapping functions by biasing the learning system toward discovering mapping functions based on the sequential, componential structure of text images. As I describe below, there is reason to believe that human readers use both types of constraints.
Reducing the number of to-be-encoded images through constraints on image variability. If fixation positions within words were randomly distributed, the visual encoding system would have to learn to encode all possible text images captured at all possible fixation positions equally well. It is therefore worthy of note that people exhibit regularities in where their eyes fixate within a word and that reading performance is optimal when the eyes fixate at or near these positions. First fixations in a word tend to be at or just to the left of the middle of a word, although there is variability around this position due largely to differences in the launch position of the saccade (McConkie et al., 1988; Radach & Kempe, 1993; Rayner, 1979; Rayner et al., 1996; Vitu et al., 1990) . The benefits of fixating near the word center generally come in the form of a reduced likelihood of refixating the word (Radach & Kempe, 1993; Rayner et al., 1996; Vitu et al., 1990) and, in the case of isolated word recognition, in the form of a reduced fixation duration (Vitu et al., 1990) . The benefits of fixating close to the center of a word have been explained in terms of maximizing the acuity with which the word is perceived (O'Regan, 1989) ; however, the present computational learning framework provides reason to believe that fixating close to the center of a word also enables the system to specialize on learning to classify text images captured at a given location within words, rather than having to learn to classify the much larger set of images captured at all possible fixation positions. Furthermore, as illustrated in Figure 9 , fixating on the center of words appears to be an optimal way to have consistent fixation positions when variable-width fonts are used. For constant-width fonts (see Figure 9A ), letter-position variability does not change with increasing word length. However, with variable-width fonts (see Figures 9B and 9C) , letter-position variability increases with increasing distance from the fixation 
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position. Because center-word fixations minimize the within-word letter distances from the fixation point, they significantly reduce within-word letter position variability, thereby presumably facilitating visual encoding learning of fixated text images. Similarly, if all letter sequences or words had an equal likelihood of being encountered, the visual encoding system would have to learn to classify all possible images of this set of all possible letter sequences equally well. Letter-sequence regularities enable readers to specialize on learning to classify a smaller set of images; they need not learn how to classify images of all possible letter sequences. Differences in word frequency also allow the system to specialize on learning to most accurately encode the most frequently occurring words. The proposal here is that sequential redundancies in fixated text images and differences in word frequencies help tune the visual encoding learning system to be better at encoding the fixated text images it is most likely to encounter. Note that, as described earlier, this proposal differs from proposals made by a number of previous models of reading (e.g., Adams, 1981; Forster, 1976; Legge et al., 1997; McClelland & Rumelhart, 1981; Morton, 1969) that assumed people use knowledge of sequential redundancies in abstract letter sequences and/or word frequencies to speed up or reduce the effort of visually encoding a word. The next set of simulations evaluates the extent to which these two types of constraints on image variability, consistent fixation positions, and letter-sequence regularities facilitate visual encoding learning. Figure 10 , the design for this set of simulations included four different conditions. The consistent and optimal positioning condition used an 80-ϫ 20-pixel input window positioned with respect to the third character of each word of three or more characters. The net was trained to classify the first four characters in the word. Training and generalization measures obtained in this condition were compared with those obtained in the three other conditions. The consistent positioning only condition was identical to the first condition except that the windows were positioned with respect to the first character of a word, not the third. The remaining conditions duplicated the high and low dimensionality conditions of the previous set of simulations, with the exception that manipulations were added to enable a clearer comparison with respect to consistent and optimal positioning and the consistent positioning only conditions described above. The high dimensionality control condition used the same input-output dimensionality, but the window was positioned at all character positions during training and only at the first character in a word during testing. The low dimensionality control condition used a 20-ϫ 20-pixel input window, with k ϭ 1, and the net trained and tested only on the first four characters. Four levels of training set size were used, with three replications of each training set size ϫ window condition, resulting in 48 (4 ϫ 4 ϫ 3) networks trained and tested. A replication consisted of training a network that differed only with respect to the random initializations of the weights. All networks used 18 different feature detectors for each of the two hidden layers. Although the nets in this set of simulations learned to classifying only 1 or 4 letters per image, subsequent simulations involved training nets to classify 14 letters per fixated text image.
Consistent fixation positions. As illustrated in
As shown in Figure 11 , imposing fixation-position regularities dramatically improved asymptotic training and generalization accuracy rates. An ANOVA revealed that the main effect of the dimensionality-positioning manipulations was significant with respect to asymptotic accuracy, F(3, 32) ϭ 71.83, p Ͻ .001, and generalization in both the test and validation sets, F(3, 32) ϭ Figure 9 . An illustration of the value of center-word fixations for reducing character-position variability across font type and case conditions. A: There is no character-position variability between "Dorothy" and "DOR-OTHY" when both are printed in a constant-width font. B: However, when the first character is fixated and a variable-width font is used, the distance from the final character in "Dorothy" is 32 pixels from the final character in "DOROTHY." C: Using the same variable-width font as in B but fixating on the center character of the word reduces the maximum character-position variability to 15 pixels. 
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861.90, p Ͻ .001, and F(3, 32) ϭ 1022.60, p Ͻ .001, but not for the amount of training required to reach asymptote (F Ͻ 1). Subsequent t tests (with p Ͻ .05 used as the threshold for significance) revealed that the high dimensionality control condition networks did worse than the nets in the other three conditions across all three of the above metrics. Moreover, networks in the consistent and optimal positioning condition (images centered with respect to the third letter in the word) achieved better asymptotic training and generalization accuracy than those in the consistent positioning only condition (images centered with respect to the first letter in the word) and better than or equivalent to those in the low dimensionality control condition. Nets trained in the consistent positioning only condition generally performed better than those in the high dimensionality control condition. Figure 12 suggests why consistent and optimal fixation positioning facilitated learning more than consistent only fixation positioning. As shown, letter-classification accuracy remains relatively high and flat across all four-letter positions for the consistent and optimal positioning condition, when the third letter in the word was fixated, 3 but declines with increasing distance from the fixation point for the consistent only condition, when the first letter was fixated. This downward trend in encoding accuracy with increasing distance from the fixation point is consistent with the prediction made earlier that fixating close to the middle of a word should facilitate visual encoding learning because it reduces maximum letter-position variability, relative to the maximum letterposition variability resulting from fixations on the first letter in the word.
These results support the validity of the prediction that regularities in fixation positions significantly facilitate visual encoding learning. The consistent and optimal positioning manipulation produced training and testing performance at least as good as that found in the low dimensionality condition. The results also suggest that the benefits of consistently fixating close to the center of a word come both from the consistency of the fixation positions, which reduces the number and variability of to-be-classified fixated text images, and from optimally positioning the fixations so as to reduce average letter-position variability across the image.
The benefits of fixating on word centers have previously been explained in terms of low-level, visual processing. More specifically, fixating on word centers maximizes the acuity with which the fixated word is perceived (O'Regan, 1989 ). This acuity-based explanation does not explain why Encoder benefited from center fixations, as it has no acuity drop-off. The acuity explanation is not necessarily inconsistent with Encoder's explanation though. In human readers, word-centered fixations may facilitate reading for both reasons. For example, it may be the case that, because of the high acuity needed to distinguish letters, the visual system adopts a general strategy of maximizing acuity by tending to fixate on word centers, with this strategy then having serendipitous benefits on visual encoding learning. Furthermore, the increased image blurring at increased retinal eccentricities may help to offset the greater image variability found with increased distance from the fixation point, thereby facilitating visual encoding learning. 3 The high recognition accuracy for the first letter in the word when the third letter was fixated may seem surprising because it is two characters away from the fixation point and hence should be subject to as much letter-position variability as the third letter in the word when the first letter in the word is fixated because both are two characters away from the fixation point. The high recognition accuracy for the first letter in the word (when the third letter is fixated) may be because this letter never has a letter to its left and often has unlabeled white space to its left, as it is at the beginning of the word. However, in the case of the third letter (when the first letter is fixated), there is typically a character to the right, and hence the identity and position of the third letter may be harder to learn. Figure 11 . The top two graphs show the training data, and the bottom two show the generalization testing data. Consider the training data first. The high dimensionality control (80 ϫ 20, centered on each character) condition yielded the lowest asymptotic training accuracy rates and required the greatest amounts of training to reach asymptotic accuracy rates. For the consistent positioning (80 ϫ 20, centered on first character in each word) and consistent and optimal positioning (80 ϫ 20, centered on third character in each word) conditions, increasing training set size had little effect on asymptotic training accuracy but did increase the number of training passes required to reach asymptote. The bottom two graphs illustrate the generalization results for the test set and the validation set. In all cases, generalization accuracy rates increase with increasing training set size; however, generalization accuracy rates for the high dimensionality control condition are consistently and dramatically lower than those for the other three conditions. Training and generalization testing performance in the second set of simulations supports the beneficial role of consistent fixation positions in facilitating visual encoding learning. Optimally fixating on the third character in the word yielded a small advantage over consistently fixating on the first character in the word. The dimensions in the legend (e.g., 20 ϫ 20) refer to pixels. 20 ϫ 20, centered on each character ϭ low dimensionality control. Adapted from "Human Reading and the Curse of Dimensionality," by G. 
Letter-sequence regularities. The networks trained for the above analysis can also be used in a post hoc fashion to examine the extent to which letter-sequence regularities helped visual encoding learning and also to begin testing the extent to which Encoder exhibits humanlike familiarity effects in reading. The first goal was accomplished by determining if the nets had specialized on learning to visually encode images of wordlike letter sequences. Such specialization would be indicated by the nets exhibiting a pseudoword superiority effect, in which they classify wordlike letter sequences more accurately than random letter sequences, even though they had not been trained on either. This focus was broadened to also examine other types of humanlike familiarity effects reviewed earlier. Four different new sets of letter-sequence images were created for these purposes. The word set was created from 30 four-letter words drawn from The Wonderful Wizard of Oz text (Baum, 1993) , of which 15 occurred very frequently in the text (e.g., said) and 15 occurred infrequently (e.g., paid). The pronounceable nonword set had 30 four-letter pronounceable nonwords (e.g., toid) that were not in The Wonderful Wizard of Oz text (Baum, 1993) . The random nonword set had 30 four-letter random letter strings (e.g., sdia) also not in the original text. The alternating-case word set had the same 30 words from the word set, but the letters were printed in alternating cases (e.g., sAiD). No new training of the nets was carried out, and the networks had never been trained on any of the strings from the latter three sets. Six different versions (images) of each word or letter string as noted above were produced for each of the four sets, one version for each font and case condition. As a further indicator, the accuracy rates achieved on these stimuli by the three best consistent and optimal positioning four-letter nets were compared with the corresponding accuracy rates achieved by the three best nets trained in the low-dimensional, one-letter net conditions. Because these latter nets were trained on low-dimensional, one-letter images that usually depicted only a single letter, they might exhibit letter frequency effects, but they could not exhibit word superiority or word frequency effects because the inputs and outputs on which they were trained did not contain letter-sequence information. Thus, they constitute a useful control for observing the impact of letter-sequence familiarity on accuracy rates.
As shown in Figure 13 , the four-letter nets were similar to human readers in being most accurate at classifying words and only slightly worse at classifying words printed in alternating cases and pronounceable nonwords (on which they had never trained). Also like human readers, classification accuracy was significantly lower for the random letter sequences. Figure 13 also suggests the presence of a word frequency effect in the data. The 3 four-letter classifiers achieved accuracy rates of 100.0%, 98.9%, and 100.0%, respectively, for the high-frequency words and 97.8%, 94.4%, and 94.4%, respectively, for the low-frequency words. For each of the three classifiers, higher accuracy results were obtained for the high-frequency words. The same pattern of results was obtained for the one-letter classifiers, although the differences were not as large. The accuracy rates for the high-frequency words were 98.9%, 98.9%, and 100.0%, respectively, and those for the lowfrequency words were 97.8%, 96.4%, and 98.4%, respectively.
Word superiority results were analyzed in terms of a split-plot ANOVA with text type (words, pronounceable nonwords, random nonwords, and alternating-case words) and dimensionality (fourletter and one-letter nets) as main effects. Associated t tests were run to explore the source of significant results found in the ANOVA. Significant main effects were found for text type, F(3, 12) ϭ 181.80, p Ͻ .001, and dimensionality, F(1, 4) ϭ 77.40, p Ͻ .001. The interaction was also significant, F(3, 12) ϭ 80.20, p Ͻ .001. The interaction effect indicates that although text type had an impact for both one-letter and four-letter classifiers, this effect was considerably stronger for the four-letter classifiers. The classification accuracy of the four-letter classifiers clearly declined as letter-sequence regularities decreased, but there was only a slight decline for the one-letter classifiers, which is presumably a letter frequency effect. This interpretation is supported by pairedcomparison t tests. All pairwise comparisons between the different text conditions for the four-letter classifiers indicated significant differences ( p Ͻ .05), except that between pronounceable nonwords and words printed in alternating cases. For the one-letter classifiers, the only significant pairwise differences were those between the word and alternating-case word conditions 4 and the pronounceable nonword and alternating-case word conditions. The difference between four-letter and one-letter classifiers was not significant in the case of words but was significant for the other three text types.
Word frequency results were analyzed with a two-sample t test. The first sample consisted of the differences among the accuracy rates of each of the 3 four-letter nets for the high-and lowfrequency words. The second sample consisted of the same values for the 3 one-letter nets. The difference between these two samples was marginally significant, t(4) ϭ 2.29, p ϭ .08. A paired t test on the results for the four-letter classifiers alone yielded a significant difference, t(2) ϭ 4.09, p ϭ .05, with that for the one-letter nets yielding a marginally significant difference, t(2) ϭ 3.36, p ϭ .08. The marginal significance of these results is probably due to ceiling effects with respect to words, as the nets were so accurate in classifying words, and to the small sample size, as there were only three classifiers for each. Stronger evidence for the existence of word frequency effects is described in the next set of simulations. 
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These results support the prediction that letter-sequence regularities facilitate visual encoding learning. The four-letter networks were considerably more accurate in classifying pronounceable nonwords as compared with random nonwords, even though they had never been trained on either. This finding suggests that the four-letter nets had specialized on learning the restricted set of letter sequences typically found in words. The tendency observed for high-frequency words to be identified more accurately than low-frequency words also suggests that the nets specialized on learning to classify more frequently occurring words.
In summary, these simulations demonstrate that Encoder can learn to accurately classify text images spanning four letter positions if image variability is constrained: that is, if the images are captured at consistent fixation positions and if they depict orthographically regular letter sequences. As such, the simulations suggest that human readers may also require these constraints for visual encoding learning to be successful.
Further increases to image size and complexity. The previous simulations oversimplified the visual encoding learning task that human readers face because the to-be-classified images were much smaller than those that humans learn to encode and there was no fixation-position variability. In the final set of simulations, Encoder's learning task more closely approximated that which human readers face. As reviewed earlier, human readers can at least partially classify as many as 14 letters in a fixated text image, and so in this third set of simulations, Encoder also attempted to learn how to visually encode text images spanning at least 14 letter positions, with the fixated image size being 188 ϫ 20 pixels.
5 In addition, these simulations introduced some variability in fixation positions to better reflect the fixation-position variability with which human readers must contend. The curse of dimensionality predicts that both manipulations will increase the difficulty of visual encoding learning, and so the simulations provide an opportunity to investigate another strategy that human readers might bring to bear in overcoming the curse of dimensionality-biasing learning to discover the sequential, componential structure of written text. That is, text is made up of recurring sequences of recurring shapes (letters), and so people may succeed in learning to encode letters over a wider span by tailoring their learning to discover such structure.
Three networks were used in this set of simulations, all trained on the wider 14-character images. Two were trained from scratch, beginning with the same random weight initialization. One network used the consistent and optimal positioning scheme used previously. Input images were positioned with respect to the third letter of a word in words of three letters or more, as was done previously in this condition. For the second network, the fixation point fell at or near the center of a word. For words with five letters or less, the image was positioned with respect to the second letter of the word, such that the center of the second letter was positioned 30 pixels from the left edge of the image. For words with 6 or 7 letters, the center of the third letter was positioned 40 pixels from the left edge of the image. For words with eight or more letters, the center of the fourth letter was positioned 50 pixels from the left edge of the image. The third network used was cloned from the second network described above and then trained on images characterized with greater random fixation-position variability. On a randomly chosen one third of the exposures, the fixation position was shifted to the left or right one letter position. As a result, there were three networks trained on images of increasing variability, starting with that trained with consistent fixation positions and ending with that trained with fixation positions based on word length, perturbed by the random positioning manipulation.
Increasing input-output dimensionality necessitates increasing the size of the networks doing the learning. The four-letter nets described previously used inputs corresponding to an 80-ϫ 20-pixel image (1,600 pixels) and outputs corresponding to four 27-element vectors (108 elements). The networks used here accepted input images, each corresponding to a 188-ϫ 20-pixel image (3,760 pixels), and computed output vectors, each of which corresponded to fourteen 27-element vectors (378 elements). The size of the networks also increased. The previous four-letter nets had 8,152 nodes, 581,904 connections, and 104,976 different weight values, with 18 unique features represented in each of the two hidden layers. The networks used in this set of simulations had 18,481 nodes, 2,399,760 connections, and 1,231,020 different weight values, with 15 unique features represented in the first hidden layer and 24 unique features in the second.
Initial experimentation in training nets on the larger images revealed that Encoder failed to learn beyond very minimal levels when the training procedure used in the previous simulations was extended to the 14-letter case. That is, when training began with Encoder having output nodes for all 14 letter positions and getting error feedback for all of them, training accuracy rates stabilized quickly at low levels. Varying network initialization parameters, 
such as weight range, and learning parameters did not eliminate this problem. Biasing learning toward discovering the sequential, componential structure of written text. In an attempt to find another way of overcoming the problem, I tried using a sequential, incremental training regimen intended to bias the net toward discovering mapping functions based on the sequential, componential structure of text images. Training began with the full 14-letter wide text images, but only the output nodes for the single, leftmost letter position were used at first. Because this significantly reduces the number of output nodes, the prediction was that learning should improve, and this prediction was confirmed. The networks did learn to accurately identify the first, leftmost letter in the text image. I then increased the number of letter positions represented in the output successively over the training period, until the output nodes for all 14-letter positions were included. Given this training regimen, Encoder achieved human levels of competency. As described previously, one measure of letter-classification accuracy for human readers comes from findings that, for normal readers of English text, saccades usually span about 7-9 letters, suggesting that the leftmost 7-9 letters in a fixated text image are usually correctly classified (assuming the fixated text image is asymmetric about the fixation point). In the present set of simulations, the average across the three nets of the number of leftmost letters correctly classified was 8.5 letters. Another estimate of the accuracy of human letter-classification capabilities came from a finding by Rayner and Pollatsek (1987) that people can at least partially identify as many as 14 letters in a fixated text image, with letterclassification accuracy dropping off in the right periphery of the fixated text image. Figure 14 shows the average letterclassification accuracy as a function of letter position across the three networks. As indicated there, consistent with results from the second set of simulations and the prediction made earlier, letterclassification accuracy stays relatively flat in the immediate vicinity of the fixation position but drops off with increasing rightward distance. It is important to note that this drop-off could not have been caused by a drop-off in acuity because there was no drop-off in resolution across the surface of these images. As such, these data suggest that the rightward drop-off in letter-classification accuracy seen in human readers may be due to both the drop-off in acuity from the fovea to the parafoveal region of the retina and the increase in image variability found at greater distances from the fixation point. Even with this drop-off, letter-classification accuracy at the 14th letter position remains above the level of chance as it does with human readers as well. Thus, letter-classification accuracy rates obtained by these networks appear to be at least roughly comparable with those found with human readers.
The success of this sequential, incremental training regimen, in which the network first learns to encode the leftmost letter and then progresses rightward, may be related to findings reviewed earlier that for humans, learning how to segment a continuous stream of spoken language into a sequence of basic units of sound called phonemes facilitates learning to read in beginning readers. It has been proposed that such phonological coding skills facilitate learning how to read by helping beginning readers understand that they must focus their efforts on learning how to convert a sequence of graphemes (letters) into the corresponding sequence of phonemes (Liberman & Shankweiler, 1985; Liberman, Shankweiler, & Liberman, 1989; Wagner & Torgesen, 1987) . The present simulations used abstract letter identities rather than phonemes as outputs, but the sequential, incremental training regimen accomplished the same goal by forcing the network to first learn how to classify the leftmost letter in a word, then the next letter to the right, and so on. In other words, it biased the network toward learning mapping functions that reflect the sequential, componential nature of written English text.
Another type of bias on learning that helps Encoder arises from its architecture, which as described earlier has some similarities to the structure of the primary visual cortex, and so may help human readers as well. The shared, local receptive-field architecture, which causes the network to develop spatially local feature detectors that apply across the extent of the image, predisposes the network to learn images having a spatial, componential structure. The sequential, componential structure of written text is reflected in this spatial, componential structure. Evidence of the advantage of this type of architecture came in very preliminary stages of my research, when fully connected networks were used, that is networks in which each hidden node was connected to each node in the preceding layer. As image size was extended beyond a single character, the networks failed to learn beyond minimal levels. Efforts to improve learning by manipulating network weight initialization and learning parameters did not correct the problem. Using network architectures having local, shared receptive fields did correct the problem, thereby suggesting that such architectures bias learning toward discovering mapping functions consistent with the sequential, componential structure of written text. This architecture also probably helped the sequential, incremental training regimen to work because the use of local, shared receptive fields helps to ensure that the learning associated with classifying letters occurring in the first letter position will generalize to the learning associated with classifying letters at other positions. In the language of the curse of dimensionality, both the architecture and the training regimen facilitate learning by reducing the number of candidate mapping functions to a set that includes functions that are effective at encoding text images. 
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The previous sections focused on modeling how people acquire visual encoding skills-what makes this learning difficult and how people overcome these difficulties. The relevance of Encoder to human reading can also be judged by the extent to which these last three trained networks exhibit humanlike reading behaviors, with respect to word frequency, word length, and word position in the fixated text image. Testing for such effects required selecting a subset of high-and low-frequency words from the test and validation sets. This new set was broken down into seven subsets distinguished by word length, from three to nine letters, and each of these was separated into a high-and low-frequency set. As before, word frequency refers to the frequency of the word in the corpus, and performance was evaluated on words in the test and validation sets. An attempt was made to equate frequencies across sets distinguished by word length, with the attempt being more successful for the low-frequency sets than for the high-frequency sets. Frequency ranges and averages for the seven low-frequency word group were as follows: three-letter words, range ϭ 2-13, average ϭ 7.1; four-letter words, range ϭ 2-13, average ϭ 6.9; five-letter words, range ϭ 2-14, average ϭ 6.8; six-letter words, range ϭ 2-14, average ϭ 6.5; seven-letter words, range ϭ 2-16, average ϭ 6.8; eight-letter words, range ϭ 2-21, average ϭ 6.8; nine-letter words, range ϭ 2-18, average ϭ 6.8. The corresponding data for the high-frequency words were, respectively, as follows: three-letter words, range ϭ 108 -302, average ϭ 212.0; four-letter words, range ϭ 100 -215, average ϭ 159.0; five-letter words, range ϭ 88 -140, average ϭ 118.4; six-letter words, range ϭ 51-139, average ϭ 83.2; seven-letter words, range ϭ 29 -346, average ϭ 160.9; eight-letter words, range ϭ 21-78, average ϭ 59.9; nine-letter words, range ϭ 18 -218, average ϭ 151.1. The eight-letter word set had considerably lower frequencies than the other sets in the high-frequency groups, and the results reflect this difference.
Figures 15 and 16 provide a high-level view of word frequency and length effects found for three-and nine-letter words. Letters in low-frequency words are less likely to be correctly identified than letters in high-frequency words, and the span over which high letter-classification accuracy occurs is wider for high-frequency nine-letter words than for high-frequency three-letter words, presumably because word boundaries add a source of letter-sequence variability across images. Further, even though Encoder engages in no formal word-level processing, such as lexical lookup, word boundaries are distinguishable by the rather precipitous drop in letter-recognition accuracy that occurs for letters appearing to the right of the space at the end of a high-frequency word. Thus, what might appear to be lexical processing effects emerge solely from visually encoding letters. These findings build on those of Seidenberg and McClelland (1989) indicating that effects previously attributed to a model's use of lexical representations can arise in connectionist networks lacking a separate lexical level of representation and processing. The present extension to this point is that beneficial effects of lexical structure on reading occur at the level of visual encoding. Also, high letter-classification accuracy occurred across frequently recurring word pairs (e.g., wicked witch) captured within single fixated text images, suggesting that frequently recurring word pairs took on wordlike properties with respect to recognition accuracy.
Processing the Fixated Word
First, consider word-recognition accuracy, the likelihood of a word being correctly identified, for high-and low-frequency words. As described previously, Encoder exhibited only weak word frequency effects when trained on four-letter words, presumably because of ceiling effects. Much stronger word frequency effects were found in this set of simulations, in which overall accuracy rates were lower because of the higher dimensionality of the learning task. Figure 17 presents the average (across the three networks and word sets) percentage of fixated words correctly identified in the test and generalization sets, as a function of word frequency and word length. These results were analyzed with a two-way ANOVA. High-frequency words were correctly identified more often than low-frequency words, F(1, 28) ϭ 147.20, p Ͻ .001. For the high-frequency words, accuracy rates remained high across different word lengths, with the exception of the eight-letter words (which had relatively low frequency rates). For the lowfrequency words, accuracy rates declined with increased word length. The main effect of word length was also significant, F(6, 28) ϭ 23.33, p Ͻ .001, as was the interaction between word length and frequency, F(6, 28) ϭ 6.24, p Ͻ .001.
Humans exhibit a similar interaction in isolated word naming (Young & Ellis, 1985; Weekes, 1997) and in continuous reading aloud (Hyona & Olson, 1995) . Increased word length hurts reading performance for low-frequency words but not for high-frequency words; however, the interaction is not found in silent continuous reading (Rayner et al., 1996) , in which reading performance declines with increased word length for both high-and lowfrequency words. The difference may lie in the extent to which Figure 15 . For three-letter high-frequency words, classification accuracy remains high for all letter positions but declines with increasing distance from the fixation point. For three-letter low-frequency words, the high and flat letter-recognition accuracy rates disappear. Accuracy remains high only for the space following the three-letter word.
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parafoveal information extracted from the previous fixation is used to facilitate recognition of the word when it is fixated. Parafoveal information is encoded in continuous silent reading, but it is not available in most isolated word-recognition tasks and may not be used much in continuous reading aloud tasks, in which readers may optimize for accuracy rather than speed. When parafoveal information is used, word frequency and length effects on parafoveal visual encoding must be considered as well as word frequency and length effects on encoding the fixated word on the subsequent fixation. As reviewed earlier, high frequency facilitates visual encoding from the parafovea only for short words. Thus, if the effects are additive across the two fixations, short high-frequency words will have an advantage over long high-frequency words, as Rayner et al. (1996) found. In Encoder's case, there was no integration of information across fixations, and so its results resemble those found in isolated word recognition and continuous reading aloud.
As noted earlier in the review of frequency effects for human readers, the frequency of a letter string within a word impacts visual encoding accuracy independent of the effect of the overall word frequency. With word frequency held constant, fixation durations in continuous reading are shorter for words beginning with high-frequency trigrams than for words beginning with lowfrequency trigrams, thereby suggesting enhanced visual encoding for familiar letter strings. To determine if Encoder also exhibits enhanced encoding of familiar letter sequences in words, word pairs were selected from the corpus that were matched with respect to word frequency (they all had word frequencies in the range of 1-10) and word length (four-eight letters) but differed with respect to whether the initial trigram had a high or low frequency of occurrence in the text. The high-frequency set was composed of words having initial trigrams with frequencies in the range of 129 -434, and the low-frequency set was composed of words having initial trigrams with frequencies in the range of 4 -9. The average percentage of fixated words correctly identified for the high-and low-frequency trigram groups were 76.5% and 51.8%, respectively, across the three networks and word lengths. A t test revealed that this was a statistically significant difference, t(14) ϭ 6.58, p Ͻ .001. Thus, Encoder's performance is similar to that of human readers with respect to being sensitive to the frequency of the initial letter sequence in words.
Processing the Next Word to the Right of the Fixated Word
Now, consider what affects accuracy at identifying the word to the right of the fixated word.
Word frequency effects on parafoveal preview benefit. First, focus on how the frequency of the fixated word impacts the accuracy of extracting information from the word to the right of the fixated word. As described previously, for human readers, word frequency effects on parafoveal preview benefit suggest that more information may be extracted from the word to the right of the fixated word when the fixated word has a high frequency of occurrence. The networks for these simulations exhibited a similar pattern of results, as can be seen in Figure 18 , which depicts the average perceptual span as a function of word frequency and word length. As shown, the perceptual spans for high-frequency words are consistently higher than those for low-frequency words. Thus, for example, for 3-letter high-frequency words, the average perceptual span is about 8.5 letters, which is 4.5 letters greater than the span covered by the 3 letters in the word and the space following the word. In contrast, for low-frequency words, the average perceptual span is only slightly greater than 6 letters, which corresponds to 2 letters more than the span covered by the 3 letters in the word and the space following the word. A two-way ANOVA for the factors of word frequency and word length revealed that only the word frequency effect was significant, F(1, 28) ϭ 15.45, p Ͻ .001.
Frequency, length, and position effects. Characteristics of the word to the right of the fixated word impact the accuracy of encoding that word. Findings for human readers reviewed earlier Figure 16 . Classification accuracy is high for all letters in nine-letter high-frequency words but declines with increasing distance from the fixation point for nine-letter low-frequency words. Figure 17 . High-frequency words are more accurately recognized than low-frequency words. Increased word length has minimal effects on recognition accuracy for high-frequency words but significantly reduces recognition accuracy for low-frequency words.
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suggest the benefits of higher word frequency in expanding the letter-recognition span drop off the further the word is to the right of the fixation point and the longer the word. High-frequency words are more likely to be skipped only if they are short, and word frequency impacts the landing position in the word only when the word is short and located close to the previous fixation point. Figure 19 depicts a similar pattern of results. It shows the percentage of words to the right of the fixated word that were correctly identified, as a function of that word's length (three-six letters), frequency (high and low frequency), and letter position in the fixated text image. Letter position is measured with respect to the left edge of the text image (fifth-seventh letter position) and refers to the letter's ordinal position within the fixated image, not the pixel-based position. For example, a starting position at the fifth letter position implies that the fixated word had three letters because the three letters of the fixated word occupy the first three ordinal letter positions in the text image, the between-word space fills the fourth ordinal letter position, and the starting letter of the next word fills the fifth ordinal letter position. As shown, the word to the right of the fixated word is more likely to be correctly identified if it is a short high-frequency word beginning closer to the left edge of the image. A three-way ANOVA revealed that all three main effects were statistically significant: word frequency, F(1, 48) ϭ 23.79, p Ͻ .001; word length, F(3, 48) ϭ 29.59, p Ͻ .001; and word position, F(2, 48) ϭ 57.74, p Ͻ .001. The only other significant effect was the interaction among the three factors, F(6, 48) ϭ 3.00, p Ͻ .05, which indicates that the effects of frequency and word length become less strong for words located farther to the right edge of the fixated image.
General Discussion
In summary, the development of reading fluency has previously been explained primarily in terms of lexical processing. Models of visual word recognition assume that people acquire knowledge of the letter sequences making up words and then use this knowledge to speed up and improve the accuracy of word recognition. Accordingly, the presence of word frequency effects in a behavioral paradigm is considered a marker for lexical processing. Findings that word frequency impacts fixation durations, as well as decisions about where to fixate next, have been interpreted as indicating that lexical processing drives the eyes forward in reading. The E-Z Reader model of eye movement control explains how faster lexical processing results in shorter fixation durations and fewer saccades being used to cover a line of text. I have proposed a different explanation of reading fluency in this article. There is reason to believe that learning how to visually encode fixated text images is particularly difficult because of their high dimensionality and that people become fluent readers in part by finding ways to overcome these difficulties. In particular, visual encoding learning enhances reading fluency by increasing the span over which letter information is encoded from a fixated text image, so that fewer fixations are needed to cover a line of text. Three findings from the simulations support this proposal.
The simulations show that learning to visually encode fixated text images of the size human readers learn to encode is very difficult and link this learning difficulty to the high dimensionality of fixated text images. The asymptotic accuracy rates Encoder achieved through learning dropped significantly with moderate increases in image size and number of to-be-encoded letters (from 20 ϫ 20 pixels and one to-be-encoded letter to 80 ϫ 20 pixels and four to-be-encoded letters). Further, when image size and number of to-be-encoded letters were increased to those that human readers learn to encode, the model failed to learn beyond very minimal levels unless sufficient constraints on image variability and biases on learning were applied.
The simulations demonstrate ways in which human readers may minimize the negative effects of the curse of dimensionality: by constraining image variability through consistencies in fixation positions and letter sequences and by biasing learning toward discovering input-output mapping functions consistent with the sequential, componential structure of written text. Even with these constraints and biases, Encoder required a very large number of training samples and very long training times to approach human levels of visual encoding accuracy, findings that are consistent Figure 19 . Like human readers, Encoder exhibits a three-way interaction among word frequency, word length, and starting letter position in accurately encoding the word to the right of the fixated word. The likelihood of correct encoding declines with decreased word frequency, increased word length, and increased distance of starting letter position from the fixation position. Figure 18 . The perceptual span for high-frequency words generally extends beyond the word boundary even for longer words, so that Encoder correctly encodes letters in the word to the right of a fixated high-frequency word. However, Encoder is less likely to correctly encode letters to the right of a longer low-frequency word. These findings are similar to word frequency effects on parafoveal preview benefit found in human readers.
A P A P R O O F S
with the long period of practice human readers require to become proficient readers. After training, Encoder exhibited many of the word familiarity effects that human readers exhibit. That Encoder exhibited word familiarity effects even though it engaged in only visual encoding and that visual encoding learning is presumably a necessary part of learning to read for humans suggest that at least some of the word familiarity effects human readers exhibit stem at least partly from learned visual encoding. So, for example, findings that highfrequency words are less likely to be refixated than are lowfrequency words may be explained in terms of more accurate visual encoding of high-frequency words.
This characterization of how visual encoding learning leads to reading fluency is largely consistent with earlier reviewed evidence, linking reading fluency to the fusiform gyrus of the visual cortex (McCandliss et al., 2003) , referred to as the visual word form area (VWFA). The response properties of the VWFA are similar to Encoder's, and in addition, McCandliss et al. (2003) tie the VWFA to the lengthy time frame needed to become a fluent reader:
We propose here that the VWFA constitutes a special case of perceptual expertise, in which extensive visual experience with a class of stimuli drives enhancement of perceptual mechanisms and changes in the supporting functional architecture in the left fusiform gyrus . . . . This view on the origin of the VWFA implies that the specialization process should be protracted over a long period of experience and that the response properties of the VWFA should evolve in parallel with the rise of cognitive hallmarks of expertise. (p. 296) Together, these cognitive neuroscience findings and the simulations described here provide an initial basis for claiming that fluent reading is a learned, highly developed visual skill as well as a learned, highly developed language-based skill.
Future Directions
Moving beyond this initial support for Encoder requires providing at least two types of additional evidence tying Encoder to the development of reading proficiency. First, it is important to test whether the acuity drop-off in the parafovea has the effect predicted by the curse of dimensionality. In the simulations described in this article, Encoder's input images had a constant resolution across the extent of each image; whereas for human readers, text images are perceived with a drop-off in acuity from the fovea to the periphery. This acuity drop-off can be simulated by applying an appropriate peripheral image blurring transform to the existing text images (Geisler & Perry, 1999) , and new nets can be trained on these images. The curse of dimensionality predicts that as long as this peripheral blurring does not obscure critical feature information, it should facilitate visual encoding learning, both because it reduces overall image dimensionality and because, as described earlier, it minimizes image variability where it is highest, in the periphery. To the extent that this predicted result occurs, it would add further support to the relevance of the curse of dimensionality and visual encoding learning to the development of reading proficiency. Second, the point of increasing the letter-recognition span is to reduce the number of fixations required to cover a line of text; so, it is not enough to simply show that visual encoding learning increases Encoder's letter-recognition span. Somehow this wider span of accurate letter recognition must translate to longer saccades. As a computational model of visual encoding learning, Encoder can be extended to test the notion that activation patterns across the model's output nodes provide sufficient input information for a neural network to learn how to compute the next fixation position so as to maximize both average letter-recognition accuracy and saccade length. This work would constitute the first step in building a model of eye movement control based on visual encoding learning.
