The following noncommutative arithmetic-geometric mean inequality was recently posed: given positive semidefinite (self-adjoint) matrices A 1 , . . . , A n , the following holds for each integer m ≤ n:
Introduction
The arithmetic-geometric mean (AMGM) inequality says that for any sequence of n non-negative real numbers x 1 , x 2 , . . . , x n , the arithmetic mean is greater than or equal to the geometric mean: Note the case m = 1 is trivially true, as both sides of the inequality are the same. The conjecture is also easily seen to be true for n = 2, m = 2, and in this case something stronger can be said: the symmetrized geometric mean precedes the square of the arithmetic mean in the positive definite order: for any A, B 0,
Recht and Re also verify that the conjecture holds for general m, n in expectation for several general classes of random matrices [10] .
Later, Ducci [6] posed a variant of the noncommutative AMGM conjecture where the matrix operator norm appears inside the summation on either side:
. . , A n are positive semidefinite matrices. The following arithmetic and (symmetrized) geometric mean inequality holds for each m ≤ n:
One may also generalize the above conjecture to the setting of compact operators acting on a Hilbert space. 
The case m = 1 of Conjecture 1.4 is trivially true, as both sides of the inequality are the same. The case m = 2 is also straightforward, as reviewed in Section 3. Given the positive results for the cases m = 1 and m = 2, it is tempting to believe that a simple inductive proof could be used to prove the general case. However, the difficulty in this approach, and with the noncommutative AMGM inequalities in general, is that the product of two positive semidefinite matrices is not necessarily positive semidefinite. In Section 4 we provide a proof for the case m = 3 using the Araki-Lieb-Thirring inequality, but this inequality is specific to the product of three operators, and we do not see how to generalize the proof to the case m ≥ 4.
Various AMGM inequalities similar to ours have been treated in the literature; for instance, see [4, 3, 5] for inequalities involving the product of two operators. To the best of our knowledge, our result yields the first AMGM inequality for products of three operators.
Motivation
One can rephrase Conjecture 1.3 in terms of comparing the expectations of random matrices formed by sampling with replacement vs. without replacement. Consider a random variable of the form X = A j1 A j2 . . . A jm , along with two different probability distributions over the indices j ℓ : with replacement sampling where each index j ℓ is drawn uniformly with replacement from the index set [n], and without replacement sampling where the indices j ℓ are drawn sequentially, uniformly and without replacement from [n] . Then E wr X, the expected value of X corresponding to withreplacement sampling, is equal to the LHS expression of 1, while E wor X, the expected value of X corresponding to without-replacement sampling, is equal to the RHS. From this perspective, the noncommutative AMGM conjectures have interesting implications for stochastic optimization problems. For example, Conjecture 1.3 would imply that the expected convergence rate of without-replacement sampling is faster than that of with-replacement sampling for randomized iterative solvers such as the Kaczmarz method [8] . We repeat the following example from [6, 10] for completeness. The Kaczmarz method is a simple and fast method for solving overdetermined consistent least squares problems: solve for x * satisfying Φx * = y, where Φ ∈ C n×d with n ≫ d. Let ϕ * i denote the ith row of Φ. Then, starting from some initial x 0 , the Kaczmarz algorithm iterates the following recursion until convergence:
Then since ϕ i , x * = y i , we may express the residual after k steps of the Kaczmarz algorithm in terms of the matrix product
The residual error can then bounded by
Nonasymptotic convergence rates for the Kaczmarz algorithm have been derived [11, 9] in case each row update i k is selected according to a random update rule, in particular, independently and identically distributed over [n] . At the same time, numerical evidence [10] suggest that the convergence rate can be improved by sampling rows independently without replacement. Conjecture 1.3 would provide theoretical justification to these observations, showing that with-replacement sampling cannot outperform without-replacement sampling, in expectation with respect to the draw of the row indices. Since the randomized Kaczmarz algorithm can be viewed as a special case of stochastic gradient descent [9] , similar remarks about with-replacement vs. without replacement sampling could likely be made for stochastic gradient descent algorithms more generally.
AMGM inequality for products of two operators
For the remainder of the paper, we will focus on the variant of the AMGM inequality stated in Conjecture 1.4. We begin with the case of products of two operators, m = 2. In this setting, we can work with the class of bounded operators, rather than the more restrictive class of compact operators. 
Proof. Rearranging and canceling like terms, the inequality reduces to
which is equivalent to
To show that each of the summands is nonnegative, recall the submultiplicativity of the operator norm, and the identity AA * = A * A = A 2 . We may then estimate, for each (i, j) pair,
This proves the proposition.
AMGM inequality for products of three matrices
To prove Conjecture 1.4 in the case m = 3, we will need norm inequalities for products of three operators. The following matrix version of the Araki-Lieb-Thirring inequality [1, 2] is our starting point.
Theorem 4.1 (Araki-Lieb-Thirring).
For any square matrices A, B 0 and for q ≥ 1,
We will need to generalize the Araki-Lieb-Thirring inequality to the setting of operators on a Hilbert space. This is accomplished, in the setting of compact operators, in the result below.
Theorem 4.2. Let A, B be compact, positive semidefinite operators on a Hilbert space, and let
Proof. The proof uses a limiting argument together with the matrix form of the ArakiLieb-Thirring inequality (Theorem 4.1). Let A, B be compact, positive semidefinite operators on a complex Hilbert space H. Pick an orthonormal basis {ϕ k } k∈N for H, and let P N denote the orthogonal projection operator associated to the subspace spanned by {ϕ 1 , · · · , ϕ N }. We define A N = P N AP N and B N = P N BP N .
Because A and B are compact, we know that A N → A and B N → B as N → ∞ in the topology of norm-convergence (strong topology). Moreover, A N and B N are positive semidefinite operators. Indeed, note that A N x, x = AP N x, P N x ≥ 0 for all x ∈ H, and similarly for B N , where in the last inequality we have used the assumption A is positive semidefinite. By applying the matrix form of the Araki-Lieb-Thirring inequality to the description of A N and B N in coordinates (with respect to the basis
We will also use the following simple lemma: 
Proof. Without loss of generality, we may take C = Id. We then calculate that 2 AB * ≤ AA * + BB * using submultiplicativity of the operator norm, along with the operator norm identity A 2 = AA * = A * A :
By the same argument we also have 2 BA * ≤ AA * + BB * . Averaging the two inequalities gives the lemma.
We will need a scalar inequality known as Muirhead's theorem. We note that Maclaurin's inequality (Proposition 1.1) can be viewed as a special case of this result.
Theorem 4.4 (Muirhead).
Suppose that a 1 , . . . , a n majorizes the sequence b 1 , . . . , b n , meaning We are now ready to state the main result. 
Proof. Rearranging and canceling like terms, this is equivalent to
With the aim of reducing this inequality to something more tractable, we appeal to the Araki-Lieb-Thirring inequality (as stated in Theorem 4.2) with q = 2 to obtain the lower bounds
the first and final equalities following from the operator norm identity AA * = A 2 . By the same reasoning, A i A 2 j ≥ A j A i A j . Applying these lower bounds to the LHS of (3) gives
To continue bounding this expression, we apply Lemma 4.3 to obtain
Summing this estimate over distinct i,j,k gives
Continuing the bound from (4), we have
The desired inequality (3) will follow if the RHS above is greater or equal to the RHS of (3). Rearranging and canceling like terms, this is (n − 2)(n − 1)
But indeed this inequality holds because (n − 2)(n − 1) 
Discussion
There are certain difficulties that arise in the case m = 4 which prevent us from extending the proof technique of Theorem 4.5, even in the setting of matrices. "Loopy" terms such as ABCB start to appear at m = 4, and it is not clear how to pair these terms together to obtain a lower bound of distinct-term products, ABCD . Simple inductive arguments building on the cases m = 1, 2, 3 are also difficult as the product of two positive semi-definite operators is not necessarily positive semi-definite, and there are not many inequalities concerning products of four positive semidefinite operators. This remains a very compelling open problem.
