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Abstract
The concepts of lowness and highness originate from recursion theory and were introduced
into the complexity theory by Sch.oning (Lecture Notes in Computer Science, Vol. 211, Springer,
Berlin, 1985). Informally, a set is low (high resp.) for a relativizable class K of languages if
it does not add (adds maximal resp.) power to K when used as an oracle. In this paper, we
introduce the notions of boolean lowness and boolean highness. Informally, a set is boolean low
(boolean high resp.) for a class K of languages if it does not add (adds maximal resp.) power
to K when combined with K by boolean operations. We prove properties of boolean lowness
and boolean highness which show a lot of similarities with the notions of lowness and highness.
Using Kadin’s technique of hard strings (see Kadin, SIAM J. Comput 17(6) (1988) 1263–1282;
Wagner, Number-of-query hierachies, TR 158, University of Augsburg, 1987; Chang and Kadin
SIAM J. Comput. 25(2) (1996) 340; Beigel et al. Math. Systems Theory 26 (1993) 293–310)
we show that the sets which are boolean low for the classes of the boolean hierarchy are low for
the boolean closure of p2 . Furthermore, we prove a result on boolean lowness which has as a
corollary the best known result (see Beigel, (1993); in fact even a bit better) on the connection
of the collapses of the boolean hierarchy and the polynomial-time hierarchy if BH = NP(k) then
PH = p2 (k − 1)⊕ NP(k). c© 2001 Published by Elsevier Science B.V.
Keywords: Computational complexity; Lowness; Highness; Boolean lowness; Boolean highness;
Boolean hierarchy; Polynomial-time hierarchy; Hard=easy; Advice; Collapse
1. Introduction
The concept of lowness and highness was originally studied in a recursion theoretic
context [6, 14]. At that time the question arose how to measure the content of infor-
mation of an oracle, used by a Turing machine. An oracle was called low for a given
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class K if it does not add power to the machines accepting sets from K. It was called
high for K if it adds (in a sense) maximal power to K. These notions have been
studied particularly in the context of the arithmetic hierarchy.
Many ideas and concepts were translated from recursion theory into the terms of
complexity theory. So Sch.oning [12, 13] introduced the notions of lowness and high-
ness into complexity theory. In the context of the polynomial-time hierarchy he deIned
Lowpk=df{A∈NP | (pk )A=pk } and Highpk=df{A∈NP | (pk )A=pk+1} for k¿0. It
was shown in [13] that
• Lowpk ⊆Lowpk+1 and Highpk ⊆Highpk+1 for any k¿0,
• PH =pk ⇔ Lowpk =NP ⇔ Highpk =NP ⇔ Lowpk ∩Highpk 	= ∅ for any k¿0, and
• Lowp0 =P, Lowp1 =NP ∩ co-NP and Highp0 = {A |A is 6pT -complete for NP}.
In Section 3 we introduce the notions of boolean lowness and boolean highness.
Informally, a set is boolean low (boolean high resp.) for a class K of languages
if it does not add (adds maximal resp.) power to K when combined with K by
boolean operations. We make this precise in the context of the classes NP(k) of the
boolean hierarchy. Let Rpm(A) be the class of all languages which are 6
p
m-reducible to
A and let Rˆpm(A)=dfR
p
m(A)∪P. For classesK andK′ let further co-K=df{ LA |A∈K},
K∧K′=df{A∩B |A∈K; B∈K′}, and K∨K′=df{A ∪ B |A∈K; B∈K′}. For
k¿0, a set A∈NP is in lowpk i# NP(k)∧Rpm(A)=NP(k)∨Rpm(A)=NP(k)∧ co-Rpm
(A)=NP(k)∨ co-Rpm(A)=NP(k); a set A∈NP is in highpk i# NP(k)∧Rpm(A)
=NP(k)∧NP, NP(k)∨Rpm(A)=NP(k)∨NP, NP(k)∧ co-Rpm(A)=NP(k)∧co-NP,
and NP(k)∨ co-Rpm(A)=NP(k)∨ co-NP. For the classes lowpk and highpk we prove
results which are similar to those for the classes Lowpk and High
p
k :
• lowpk ⊆ lowpk+1, highpk ⊆ highpk+2, and highp2k ⊆ highp2k+1 for any k¿0,
• BH =NP(k)⇔ lowpk =NP ⇔ highpk =NP ⇔ lowpk ∩ highpk 	= ∅ for any k¿0, and
• lowp0 =P, lowp1 =NP ∩ co-NP, and highp0 = {A |A is6pm-complete for NP} if
P 	=NP.
In Section 4 we relate boolean lowness to lowness. Using Kadin’s technique of hard
strings (see [8, 15, 5, 1]) we prove that A∈ lowpk implies (p2 )A⊆p2 (2k − 1) where
p2 (k) denotes the kth level of the boolean hierarchy over 
p
2 . Hence every low
p
k set
is low for the boolean closure of p2 , and consequently low
p
k ⊆Lowp3 for all k¿0.
These results have interesting consequences to the connection between the collapses
of the boolean hierarchy and the polynomial-time hierarchy. Kadin [8] showed that
BH =NP(k) implies PH =p3 . This was improved in [15] where 
p
3 could be replaced
by the boolean closure of p2 and independently in [5] where 
p
3 was replaced by
p2 (k). Eventually, Beigel et al. [1] proved that BH =NP(k) implies the collapse of
the polynomial-time hierarchy to the class of all languages that are computable in
polynomial time with k − 1 parallel queries to a p2 set and an unbounded number of
queries in NP. Adapting their method we prove in Section 5 that lowpk ∩Highp1 	= ∅
implies PH =p2 (k − 1) ⊕ p2 for k¿1, where K ⊕K′=df{AB |A∈K; B∈K′}.
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From this and a recent result by Chang [4] one can conclude: If BH =NP(k) then
PH =p2 (k − 1)⊕NP(k), which even slightly improves the [1] result.
2. Preliminaries
With PB (NPB) we denote the class of all languages accepted by a deterministic
polynomial time (nondeterministic polynomial time, resp.) oracle machine using the
oracle B. If the queries to an oracle depend on the answers to previous queries, we
will call them adaptive queries. The queries are said to be made in parallel, if a list of
all queries is calculated before the machine asks the oracle. The class of all languages
accepted by deterministic polynomial time (nondeterministic polynomial time) oracle
machines making only parallel queries to an oracle B will be denoted by PB‖ (NP
B
‖).
For a class K of languages we deIne
PK =df
⋃
B∈K
PB; NPK =df
⋃
B∈K
NPB and PK‖ =df
⋃
B∈K
PB‖ :
For a function r : N → N we denote by PB[r] the class of languages accepted by
some deterministic polynomial time oracle machine asking the oracle only r(n) times
for an input of length n. Similarly let PB‖ [r] be the class of languages accepted by
deterministic polynomial oracle machines making only r(n) parallel queries to B.
For classes K and K′ of languages we deIne co-K=df{ LA |A∈K}, K∧K′
=df{A∩B |A∈K; B∈K′},K∨K′=df{A∪B |A∈K; B∈K′}, andK⊕K′=df{AB
|A∈K; B∈K′}. The boolean hierarchy over a complexity classK⊇P consists of the
classesK(k) and co-K(k) for k =0; 1; : : : which are deIned inductively byK(0)=dfP
and K(k + 1)=df co-K(k)∧K. Furthermore, let BH(K)=df
⋃
k¿0K(k).
With K=NP we obtain the well known boolean hierarchy over NP (see [3,17,
10–12]). For convenience we set BH=dfBH (NP).
We will need the following lemma which is proved for K=NP in [11]. The proofs
remain valid in the general case. The equality in statement 5 can be found in [16].
Lemma 1. Let K⊇P be closed under union and intersection; and let k¿0:
1: K(2k + 1)=K(2k)∨K;
2: K(2k + 2)=K(2k + 1)∧ co-K;
3: K(k + 2)=K(k)∨ (K∧ co-K)=K(k)∧ (K∨ co-K);
4: K(k)= K⊕K⊕ · · · ⊕K︸ ︷︷ ︸
k times
;
5: K(k)⊆PK‖ [k] =P ⊕K(k)⊆K(k + 1).
The polynomial-time hierarchy consists of the classes pk , 
p
k , 
p
k and 
p
k by
deIning inductively p0 =df
p
0 =df
p
0 =df
p
0 =dfP and 
p
k+1=dfNP
pk , pk+1=df co-
p
k+1,
pk+1=dfP
pk , pk+1=dfP
pk [O(log n)]. Obviously pk ∪pk ⊆BH(pk )⊆pk+1⊆pk+1⊆
pk+1 ∩pk+1 for all k¿0. Finally let PH=df
⋃
k¿0 
p
k .
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3. Denitions and properties
In a general way, one can deIne the notions of lowness and highness as follows:
Denition 2.
• For any relativizable class K, the set A is low for K if and only if KA=K.
Let Low(K) be the class of all sets which are low for K.
• For any relativizable class K and any class M, the set A∈M is high for K with
respect to M if and only if KA=KM.
Let High(K;M) be the class of all sets which are high for K with respect to M.
Sch.oning introduced in [13] the classes Lowpk=dfLow(
p
k )∩NP and Highpk=dfHigh
(pk ;NP) for k¿0, where (
p
0 )
A=dfPA and (
p
k+1)
A=dfNP(
p
k )
A
. The following facts
are known about the classes Lowpk and High
p
k .
Theorem 3 (Schoning [13]). For k¿0; the following statements are equivalent:
• PH =pk ;
• Lowpk =NP;
• Highpk =NP;
• Lowpk ∩Highpk 	= ∅.
Theorem 4 (Schoning [13]).
(1) Lowp0 =P.
(2) Lowp1 =NP ∩ co-NP.
(3) Highp0 = {A |A6pT -complete for NP}.
Theorem 5 (Schoning [13]). For all k¿0;
(1) Lowpk ⊆Lowpk+1;
(2) Highpk ⊆Highpk+1.
Now, we want to have notions of boolean lowness and boolean highness, i.e. notions
which are not based on oracle constructions (which build the polynomial-time hierar-
chy) but on the boolean construction which build the boolean hierarchy. Let Rpm(A) be
the class of all languages which are 6pm-reducible to A and let Rˆ
p
m(A)=dfR
p
m(A) ∪ P.
Note that Rˆpm(A)=R
p
m(A) if A 	= ∅ and LA 	= ∅, and that Rˆpm(A)=P otherwise.
Denition 6.
• For any class K⊇P, the set A is boolean low for K if and only if K∧ Rˆpm(A)=
K ∨ Rˆpm(A)=K∧ co-Rˆpm(A)=K∨ co-Rˆpm(A)=K.
Let low(K) be the class of all sets which are boolean low for K.
• For any class K⊇P and any M⊇P which is closed under 6pm, the set A∈M
is boolean high for K with respect to M if and only if K∧ Rˆpm(A)=K∧M,
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K∨ Rˆpm(A)=K∨M, K∧ co-Rˆpm(A)=K∧ co-M, and K∨ co-Rˆpm(A)=
K∨ co-M.
Let high(K;M) be the class of all sets which are boolean high for K with respect
to M.
The following properties are easy to prove.
Proposition 7. Let K⊇P and M⊇P. For sets A and B such that A6pmB;
1: If B∈ low(K) then A∈ low(K).
2: If A∈ high(K;M) and B∈M then B∈ high(K;M).
Proposition 8. Let K⊇P be closed under union; intersection; and 6pm;
1: low(K)=K∩ co-K.
2: If M ∪ co-M⊆K then high(K;M)=M.
Proof. First let A∈ low(K). Thus K∧ Rˆpm(A)=K and K∧ co-Rˆpm(A)=K giving
us L∅∧A=A∈K and L∅∧ LA= LA∈K. Now let A∈K∩ co-K. Then K⊆K∧ Rˆpm(A)
⊆K∧K=K and K⊆K∧ co-Rˆpm(A)⊆K∧K=K. The other two cases can be
done analogously.
The Irst direction follows immediately by DeInition 6. Conversely, let A∈M
givingK∧M⊆K∧K⊆K⊆K∧ Rˆpm(A)⊆K∧M andK∧ co-M⊆K∧K⊆K
⊆K∧ co-Rˆpm(A)⊆K∧ co-M. Again the other two cases can be done similarly.
Consequently, boolean lowness and boolean highness are interesting mainly for
classesK which are not closed under union and intersection. The classes of the boolean
hierarchy (besides the levels 0 and 1) most likely have this properties. For them we
deIne special classes lowpk and high
p
k as analogues for the classes Low
p
k and High
p
k
for the polynomial-time hierarchy.
Denition 9. For k¿0,
1: lowpk=df low(NP(k))∩NP,
2: highpk=dfhigh(NP(k);NP).
Boolean lowness and boolean highness for the class NP(k) are strongly connected
with collapse properties for the boolean hierarchy.
Theorem 10. For k¿0; the following are equivalent:
• BH =NP(k);
• lowpk =NP;
• highpk =NP;
• lowpk ∩ highpk 	= ∅.
The next result exhibits the nature of the classes lowp0 , low
p
1 and high
p
0 .
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Theorem 11. (1) lowp0 =P.
(2) lowp1 =NP ∩ co-NP.
(3)
highp0 =
{ {A |A is 6pm-complete for NP} if P 	= NP
NP if P = NP
Proof. Statements (1) and (2) follow directly from Lemma 8. The case P=NP of
Statement (3) can be done by Theorem 10. Now let P 	=NP. It is clear that any
6pm-complete set A is in high
p
0 since Rˆ
p
m(A)=NP. Let A∈ highp0 . Since P⊆ Rˆpm(A)
we obtain Rˆpm(A)=P ∧ Rˆpm(A)=P ∧NP=NP showing that A is 6pm-complete for
NP.
Thus these classes are similar to the corresponding Lowp and Highp classes. More
precisely lowp0 =Low
p
0 , low
p
1 =Low
p
1 and high
p
0 ⊆Highp0 . The next lemma demon-
strates, that the inclusion structure of the lowp classes (highp classes resp.) is similar
to that of Lowp classes (Highp classes resp.).
Theorem 12. For all k¿0;
(1) lowpk ⊆ lowpk+1;
(2) highpk ⊆ highpk+2;
(3) highp2k ⊆ highp2k+1.
Proof. First let A∈ lowpk . We know that
NP(k)
{∧∨}
{
Rˆ
p
m(A)
co-Rˆ
p
m(A)
}
= NP(k) and A ∈ NP:
Using Lemma 1 and the deInition of the boolean hierarchy of NP the following lines
show that lowpk ⊆ lowpk+1:
NP(k + 1) ∧ Rˆpm(A) = co-NP(k) ∧ NP ∧ Rˆ
p
m(A)
= co-NP(k) ∧ NP
=NP(k + 1);
NP(k + 1) ∧ co-Rˆpm(A) = co-NP(k) ∧ NP ∧ co-Rˆ
p
m(A)
= co-(NP(k) ∨ Rˆpm(A)) ∧ NP
= co-NP(k) ∧ NP
=NP(k + 1);
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NP(k + 1) ∨ Rˆpm(A) = (co-NP(k) ∧ NP) ∨ Rˆ
p
m(A)
⊆ (co-NP(k) ∨ Rˆpm(A)) ∧ (NP ∨ Rˆ
p
m(A))
= co-(NP(k) ∧ co-Rˆpm(A)) ∧ NP
= co-NP(k) ∧ NP
= NP(k + 1):
Now we have to distinguish the odd and the even case:
Case k =2i:
NP(2i + 1) ∨ co-Rˆpm(A) =NP(2i) ∨ NP ∨ co-Rˆ
p
m(A)
=NP(2i) ∨ NP
=NP(2i + 1):
Case k =2i + 1:
NP(2i + 2) ∨ co-Rˆpm(A) = (NP(2i + 1) ∧ co-NP) ∨ co-Rˆ
p
m(A)
⊆ (NP(2i + 1) ∨ co-Rˆpm(A)) ∧ (co-NP ∨ co-Rˆ
p
m(A))
= NP(2i + 1) ∧ co-NP
= NP(2i + 2):
If A∈ highpk the equations
NP(k)
{∧∨}

 Rˆ
p
m(A)
co-Rˆ
p
m(A)

 = NP(k)
{∧∨}
{
NP
co-NP
}
hold. By Lemma 1(3) one can conclude
NP(k + 2) ∨ Rˆpm(A) =NP(k) ∨ (NP ∧ co-NP) ∨ Rˆ
p
m(A)
= (NP(k) ∨ Rˆpm(A)) ∨ (NP ∧ co-NP)
=NP(k) ∨ NP ∨ (NP ∧ co-NP)
=NP(k + 2) ∨ NP;
NP(k + 2) ∨ co-Rˆpm(A) =NP(k) ∨ (NP ∧ co-NP) ∨ co-Rˆ
p
m(A)
= (NP(k) ∨ co-Rˆpm(A)) ∨ (NP ∧ co-NP)
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=NP(k) ∨ co-NP ∨ (NP ∧ co-NP)
=NP(k + 2) ∨ co-NP;
NP(k + 2) ∧ Rˆpm(A) =NP(k) ∧ (NP ∨ co-NP) ∧ Rˆ
p
m(A)
= (NP(k) ∧ Rˆpm(A)) ∧ (NP ∨ co-NP)
=NP(k) ∧ NP ∧ (NP ∨ co-NP)
=NP(k + 2) ∧ NP;
NP(k + 2) ∧ co-Rˆpm(A) =NP(k) ∧ (NP ∨ co-NP) ∧ co-Rˆ
p
m(A)
= (NP(k) ∧ co-Rˆpm(A)) ∧ (NP ∨ co-NP)
=NP(k) ∧ co-NP ∧ (NP ∨ co-NP)
=NP(k + 2) ∧ co-NP:
Hence we have A∈ highpk+2.
If A∈ highp2k the equations
NP(2k)
{∧∨}

 Rˆ
p
m(A)
co-Rˆ
p
m(A)

 = NP(2k)
{∧∨}
{
NP
co-NP
}
hold. By Lemma 1(1) we get
NP(2k + 1) ∧ Rˆpm(A) = co-NP(2k) ∧ NP ∧ Rˆ
p
m(A)
= co-NP(2k) ∧ NP
= (co-NP(2k) ∧ NP) ∧ NP
=NP(2k + 1) ∧ NP;
NP(2k + 1) ∧ co-Rˆpm(A) = co-NP(2k) ∧ NP ∧ co-Rˆ
p
m(A)
= co-(NP(2k) ∨ Rˆpm(A)) ∧ NP
= co-(NP(2k) ∨ NP) ∧ NP
= (co-NP(2k) ∧ co-NP) ∧ NP
=NP(2k + 1) ∧ co-NP;
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NP(2k + 1) ∨ Rˆpm(A) =NP(2k) ∨ NP ∨ Rˆ
p
m(A)
=Np(2k) ∨ NP
= (NP(2k) ∨ NP) ∨ NP
=NP(2k + 1) ∨ NP;
NP(2k + 1) ∨ co-Rˆpm(A) =NP(2k) ∨ NP ∨ co-Rˆ
p
m(A)
= (NP(2k) ∨ co-Rˆpm(A)) ∨ NP
= (NP(2k) ∨ co-NP) ∨ NP
=NP(2k + 1) ∨ co-NP:
Consequently, A∈ highp2k+1.
Unfortunately, we are not able to prove highp2k+1⊆ highp2k+2; even the easiest case
highp1 ⊆ highp2 . This is equivalent with proving that NP ∧ co-Rˆpm(A)=NP ∧ co-NP and
NP ∨ co-Rˆpm(A)=NP ∨ co-NP implies (NP ∧ co-NP)∨ Rˆpm(A)= (NP ∧ co-NP)∨NP
and (NP ∧ co-NP) ∨ co-Rˆpm(A)= (NP ∧ co-NP) ∨ co-NP.
By Theorem 11 it is obvious that the classes lowp0 and low
p
1 are closed under com-
plement. The next theorem shows the consequences of other lowpk and high
p
k classes
to be closed under complement. The behavior of lowpk and high
p
k classes seems to
di#er from the one of Lowpk and High
p
k classes, which are obviously closed under
complement.
Theorem 13. (1) For k¿2; lowpk = co-low
p
k ⇔ lowpk =NP ∩ co-NP. (2) For k¿0;
highpk = co-high
p
k ⇔ NP= co-NP.
Proof. The Irst statement is obvious because of NP ∩ co-NP⊆ lowpk ⊆NP for k¿2.
We prove the second statement:
“⇒”: We know SAT∈ highp0 and highp0 ⊆ highpk ⊆ co-highpk ⊆ co-NP. Hence
NP= co-NP.
“⇐” (k¿1): If NP= co-NP then BH =NP(k)=NP for all k¿1. By Theorem 10
we get highpk =NP and hence co-high
p
k = co-NP=NP= high
p
k .
(k =0, P 	=NP): If A∈ co-highp0 then, by Theorem 11, LA is 6pm-complete for
NP= co-NP. Hence A is 6pm-complete for NP, i.e. A∈ highp0 .
(k =0, P=NP): By Theorem 11 we get highp0 =NP= co-NP= co-high
p
0 .
4. lowpk sets are low for BH (
p
2 )
In this section we show, that our lowpk sets are low for BH(
p
2 ) and hence in Low
p
3 .
To prove this, we use similar hard and easy arguments as introduced in [8] (see also
[5, 1]).
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The projection function that selects the ith to the jth component of a k tuple will be
denoted by 〈x1; : : : ; xk〉(i; j) = 〈xi; : : : ; xj〉. The projection function of the ith component
will be denoted by the shortcut 〈x1; : : : ; xk〉(i)=df 〈x1; : : : ; xk〉(i; i).
For every set A and k¿0 we deIne the set Ak by
A0 =df LA;
Ak+1 =df {〈x1; : : : ; xk+2〉 | 〈x1; : : : ; xk+1〉 ∈ SATk ∧ xk+2 ∈ LA} (k¿0):
Lemma 14. For k¿0 and A∈NP\{∅; ∗}; if A∈ lowpk+1 then Ak6pm SATk .
Proof. DeIne NP′(2k)=dfNP(2k) and NP′(2k + 1)=df co-NP(2k + 1) for k¿0. We
observe that NP′(k + 1)= co-NP′(k)∧ co-NP. Hence SATk is 6pm-complete for NP′
(k + 1) for k¿0, and Ak ∈ co-NP′(k)∧ co-Rˆpm(A) for k¿1. Using these facts and
A∈ lowpk+1 we conclude Ak ∈ co-NP′(k + 1)∧ co-Rˆpm(A)= co-NP′(k + 1)= co-Rpm
(SATk)=R
p
m(SATk).
Similar to [5] we deIne the notion of hard sequences. Note that a hard sequence
wrt h for length m there corresponds to a hard sequence wrt (SAT; h; m) here.
Denition 15.
• Let k¿1, m¿1, j=1; : : : ; k−1, A⊆∗, and h : (∗)k → (∗)k . We call 〈x1; : : : ; xj〉
a hard sequence wrt (A; h; m) i# j=0 or
1. 16j6k − 1,
2. |xj|6m,
3. xj ∈ LA if j=1 and xj ∈SAT if j¿1,
4. ∀y1; : : : ; yk−j ∈6m(h(y1; : : : ; yk−j; xj; : : : ; x1)(k−j+1) ∈SAT),
5. 〈x1; : : : ; xj−1〉 is a hard sequence wrt (A; h; m).
• We call j order of the hard sequence 〈x1; : : : ; xj〉.
• If there is no hard sequence wrt (A; h; m) of order greater than j then every hard
sequence wrt (A; h; m) of order j is called a maximal hard sequence wrt (A; h; m).
Now let k¿1 and A∈ lowpk . By Lemma 14 we get Ak−16pm SATk−1. The next
lemma shows, that under this assumption one can reduce also Ak−j−1 to SATk−j−1 by
using a hard sequence of order j.
Lemma 16. Let A∈NP\{∅; ∗}; k¿2; m¿1; j=1; : : : ; k − 1; and Ak−16pm SATk−1
via h∈FP. If 〈x1; : : : ; xj〉 is a hard sequence wrt (A; h; m) then for all y1; : : : ; yk−j
∈6m:
〈y1; : : : ; yk−j〉 ∈ SATk−j−1 ⇔ h(y1; : : : ; yk−j; xj; : : : ; x1)(1;k−j) ∈ SATk−j−1:
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Proof. By induction on j. For j=1 let 〈x1〉 be a hard sequence wrt (A; h; m). Hence
x1 ∈ LA and h(y1; : : : ; yk−1; x1)(k) ∈SAT for all y1; : : : ; yk−1 ∈6m. We conclude
〈y1; : : : ; yk−1〉 ∈ SATk−2⇔〈y1; : : : ; yk−1〉 ∈ SATk−2 ∧ x1 ∈ LA
⇔〈y1; : : : ; yk−1; x1〉 ∈ Ak−1
⇔ h(y1; : : : ; yk−1; x1) ∈ SATk−1
⇔ h(y1; : : : ; yk−1; x1)(1;k−1) ∈ SATk−2
∨h(y1; : : : ; yk−1; x1)(k) ∈ SAT
⇔ h(y1; : : : ; yk−1; x1)(1;k−1) ∈ SATk−2:
For j¿1 let 〈x1; : : : ; xj+1〉 be a hard sequence wrt (A; h; m). Hence we have xj+1 ∈SAT
and h(y1; : : : ; yk−j−1; xj+1; : : : ; x1)(k−j) ∈SAT for all y1; : : : ; yk−j−1 ∈6m. We con-
clude
〈y1; : : : ; yk−j−1〉 ∈ SATk−j−2
⇔ 〈y1; : : : ; yk−j−1〉 ∈ SATk−j−2 ∧ xj+1 ∈ SAT
⇔ 〈y1; : : : ; yk−j−1; xj+1〉 ∈ SATk−j−1
⇔ h(y1; : : : ; yk−j−1; xj+1; : : : ; x1)(1;k−j) ∈ SATk−j−1
(induction hypothesis)
⇔ h(y1; : : : ; yk−j−1; xj+1; : : : ; x1)(1;k−j−1) ∈ SATk−j−2
∨h(y1; : : : ; yk−j−1; xj+1; : : : ; x1)(k−j) ∈ SAT
⇔ h(y1; : : : ; yk−j−1; xj+1; : : : ; x1)(1;k−j−1) ∈ SATk−j−2:
The next lemma shows, that we can use maximal hard sequences to reduce LA to
SAT. In this case the hard sequence is used as an advice by the reduction function
(see [9, 15] for more information about advices).
Lemma 17. Let A∈NP\{∅; ∗}; k¿1; and Ak−16pm SATk−1 via h∈FP. There exist
a set B∈NP and a polynomial r such that for every n: If 〈x1; : : : ; xj〉 is a maximal
hard sequence wrt (A; h; r(n)) then for all y∈6n:
y ∈ LA⇔ 〈y; 1n; x1; : : : ; xj〉 ∈ B:
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Proof. Let A6pm SAT via g∈FP and choose a polynomial r such that |g(x)|6r(|x|)
for all x∈∗. DeIne the NP-set
B =df {〈y; 1n; x1; : : : ; xj〉 | 16j6k − 1 ∧ ∃y1; : : : ; yk−j−1 ∈ 6r(n)
(h(y1; : : : ; yk−j−1; g(y); xj; : : : ; x1)(k−j) ∈ SAT)}
∪{(y; 1n) | ∃y1; : : : ; yk−1 ∈ 6r(n)(h(y1; : : : ; yk−1; y)(k) ∈ SAT}:
We consider three cases.
Case j=0: For every y∈6r(n)⊇6n the sequence 〈y〉 is not hard wrt (A; h; r(n)).
Hence y∈A or ∃y1; : : : ; yk−1 ∈6r(n)(h(y1; : : : ; yk−1; y)(k) ∈SAT and consequently
y∈ LA ⇒ (y; 1n)∈B. On the other hand, the reduction Ak−16pm SATk−1 via h implies
for all y1; : : : ; yk−1; y∈6r(n):
〈y1; : : : ; yk−1〉 ∈ SATk−2 ∧ y ∈ LA
⇔ h(y1; : : : ; yk−1; y)(1;k−1) ∈ SATk−2 ∨ h(y1; : : : ; yk−1; y)(k) ∈ SAT:
If (y; 1n)∈B then there exist y1; : : : ; yk−1 ∈6r(n) such that h(y1; : : : ; yk−1; y)(k) ∈SAT.
Consequently, y∈ LA.
Case 16j= k − 1: By Lemma 16 we obtain for all y∈6n,
y ∈ LA⇔ g(y) ∈ SAT⇔ h(g(y); xk−1; : : : ; x1) ∈ SAT⇔ 〈y; 1n; x1; : : : ; xk−1〉 ∈ B:
Case 16j¡k−1: This case is similar to the Irst case. Since 〈x1; : : : ; xj〉 is maximal,
the sequence 〈x1; : : : ; xj; g(y)〉 cannot be hard wrt (A; h; r(n)) for all y∈6n. Hence
g(y)∈SAT or ∃y1; : : : ; yk−j−1 ∈6r(n)(h(y1; : : : ; yk−j−1; g(y); xj; : : : ; x1)(k−j) ∈SAT).
Consequently, y∈ LA⇒ g(y)∈SAT⇒〈y; 1n; x1; : : : ; xj〉 ∈B. On the other hand, Lemma
16 implies for all y1; : : : ; yk−j−1 ∈6r(n) and y∈6n:
〈y1; : : : ; yk−j−1〉 ∈ SATk−j−2 ∧ g(y) ∈ SAT
⇔ h(y1; : : : ; yk−j−1; g(y); xj; : : : ; x1)(1;k−j−1) ∈ SATk−j−2
∨h(y1; : : : ; yk−j−1; g(y); xj; : : : ; x1)(k−j) ∈ SAT:
Now, if 〈y; 1n; xj; : : : ; x1〉 ∈B then there exist y1; : : : ; yk−j−1 ∈6r(n) such that
h(y1; : : : ; yk−j−1; g(y); xj; : : : ; x1)(k−j) ∈SAT. Consequently, g(y)∈SAT and hence
y∈ LA.
Lemma 18. Let A∈NP; k¿1; and Ak−16pm SATk−1 via h∈FP. For every set L∈
NPA there exists a set C ∈NP and a polynomial s such that for every n: If 〈x1; : : : ; xj〉
is a maximal hard sequence wrt (A; h; s(n)) then for all w∈6n:
w ∈ L⇔ 〈w; 1n; x1; : : : ; xj〉 ∈ C:
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Proof. For A= ∅ and LA= ∅ this lemma is obviously valid. Now let A 	= ∅ and LA 	= ∅,
and let B∈NP and the polynomial r as given by Lemma 17. Let M be an NP machine
accepting L with oracle A, and let s be a polynomial bounding the running time of M .
Let M1 and M2 be NP machines accepting A and B, resp. Let 〈x1; : : : ; xj〉 be a maximal
hard sequence wrt (A; h; s(n)). Now deIne an NP machine M ′ (without oracle) which
works on input 〈w; 1n; x1; : : : ; xj〉 for w∈6n as follows: M ′ simulates M as long as no
oracle query appears. If M on path p queries z to oracle A then M ′ splits path p into
two paths. On one of these paths M ′ simulates the work of M1 on input z. Accepting
paths of M1 (witnessing z ∈A) are continued by M ′ by simulating path p of M after
an aQrmative answer of A to query z. On the other path M ′ simulates the work of M2
on input 〈z; 1s(n); x1; : : : ; xj〉. Accepting paths of M2 (witnessing z ∈ LA) are continued by
M ′ by simulating path p of M after a negative answer of A to query z. The machine
M ′ stops on all non accepting paths of M1 and M2. It is obvious that exactly those
paths are kept alive by M ′ which simulate a path of M correctly (i.e. with the correct
answers of A to all queries). Consequently, M ′ accepts 〈w; 1n; x1; : : : ; xj〉 if and only if
w is accepted by M . We deIne C to be the NP-set accepted by M ′.
Lemma 19. Let A∈NP; k¿1; and Ak−16pm SATk−1 via h∈FP. For every set
L∈ (p2 )A there exists a set D∈p2 and a polynomial t such that for every n: If j∈{0;
1; : : : ; k − 1} is the order of a maximal hard sequence wrt (A; h; t(n)) then for all
z ∈6n:
z ∈ L⇔ 〈z; 1n; j〉 ∈ D:
If j is greater than the order of a maximal hard sequence wrt (A; h; t(n)) then
〈z; 1n; j〉 	∈D.
Proof. Let M be an NP oracle machine accepting L with an oracle L′ ∈NPA, and
let u be a polynomial bounding the running time of M . Apply Lemma 18 to L′ and
get C ∈NP and a polynomial s such that for all n: If 〈x1; : : : ; xj〉 is a maximal hard
sequence wrt (A; h; s(u(n))) then
w ∈ L′ ⇔ 〈w; 1u(n); x1; : : : ; xj〉 ∈ C
for all w∈6u(n). DeIne t(n)=df s(u(n)). Let E be the set of all sequences
〈1m; x1; : : : ; xj〉 which are not hard wrt (A; h; m). By the deInition of hard sequences,
E is in NP. We deIne F to be the disjoint union of C and E. Now deIne an NP
machine M ′ which works with oracle F on input 〈z; 1n; j〉 for z ∈6n as follows: M ′
guesses a sequence 〈x1; : : : ; xj〉 such that |xi|6t(n) for i=1; : : : ; j and then it queries
the oracle E whether 〈x1; : : : ; xj〉 is hard wrt (A; h; t(n)). If the answer is “yes” then M ′
rejects on this path. Otherwise M ′ simulates the work of M on input z with oracle L′.
Whenever M queries w to oracle L′ then M ′ queries (equivalently) 〈w; 1u(n); x1; : : : ; xj〉
to the oracle C. Obviously, M ′ accepts 〈z; 1n; j〉 if and only if M accepts z. We deIne
D to be the p2 set accepted by M
′ with oracle F ∈NP.
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Lemma 20. Let k¿1 and let A∈ lowpk .
1: (p2 )
A⊆p2 (2k − 1),
2: (p2 )
A⊆p2 (k − 1)⊕ p2 .
Proof. Let A∈ lowpk . By Lemma 14 we get Ak−16pm SATk−1 via a suitable function
h∈FP.
For L∈ (p2 )A we obtain by Lemma 19 a set D∈p2 and a polynomial t such that for
every n: If j∈{0; 1; : : : ; k−1} is the order of a maximal hard sequence wrt (A; h; t(n))
then z ∈L⇔ 〈z; 1n; j〉 ∈D for all z ∈6n and (z; 1n; j) 	∈D if j is greater than the order
of a maximal hard sequence wrt (A; h; t(n)). We deIne the p2 set
T =df {(1m; j) | ∃x1; : : : ; xj ∈ 6m and 〈1m; x1; : : : ; xj〉 is a hard
sequence wrt (A; h; t(n))};
and we obtain:
z ∈ L⇔ (((z; 1|z|; 0) ∈ D) ∨ ((1t(|z|); 1) ∈ T )))
⊕ ((1t(|z|); 1) ∈ T )⊕ (((z; 1|z|; 1) ∈ D) ∨ ((1t(|z|); 2) ∈ T )))
...
⊕ ((1t(|z|); k − 2) ∈ T )⊕ (((z; 1|z|; k − 2) ∈ D) ∨ ((1t(|z|); k − 1) ∈ T )))
⊕ ((1t(|z|); k − 1) ∈ T )⊕ ((z; 1|z|; k − 1) ∈ D):
Consequently, L∈ p2 ⊕ p2 ⊕ · · · ⊕ p2︸ ︷︷ ︸
2k−1
=p2 (2k − 1) (Lemma 1.4).
For L∈PNPA let M be a deterministic polynomial time machine accepting L with
oracle L′ ∈NPA and running time bounded by a polynomial t. By Lemma 14 we
have Ak−16
p
m SATk−1 via a suitable function h∈FP. By Lemma 18 there exists a
set C ∈NP and a polynomial s such that for every n: If 〈x1; : : : ; xj〉 is a maximal hard
sequence wrt (A; h; s(n)) then w∈L′⇔〈w; 1n; x1; : : : ; xj〉 ∈C for all w∈6n. Hence
there is a set E ∈PNP such that for every n: If 〈x1; : : : ; xj〉 is a maximal hard se-
quence wrt (A; h; s(t(n))) then z ∈L ⇔ 〈z; 1t(n); x1; : : : ; xj〉 ∈E for all z ∈6n. To use
the mind-change technique we consider on the set (∗)¡k a partial order  deIned
by 〈x1; : : : ; xi〉  〈y1; : : : ; yj〉 i# (i6j and xl=yl for l=1; : : : ; i). DeIne
F =df {(z; 1n; j) | z ∈ 6n ∧ ∃x1 : : :∃xj(x1  · · ·  xj ∧ xj is hard wrt
(A; h; s(t(n))) ∧ cE(z; 1t(n)) 	= cE(z; 1t(n); x1) 	= · · · 	= cE(z; 1t(n); xj))}:
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Obviously F ∈p2 , and we obtain
z ∈ L⇔ (z; 1t(n)) ∈ E ⊕ (z; 1t(n); 1) ∈ F
⊕(z; 1t(n); 2) ∈ F ⊕ · · · ⊕ (z; 1t(n); k − 1) ∈ F
for all z ∈6n. Hence L∈p2 ⊕ p2 ⊕ p2 ⊕ : : :⊕ p2︸ ︷︷ ︸
k−1
=p2 (k − 1)⊕ p2 (Lemma 1:4).
Now, we are able to relate boolean lowness to classical lowness.
Theorem 21. For k¿0; if A∈ lowpk then BH (p2 )A=BH (p2 ); i.e. lowpk ⊆Low
(BH (p2 )).
Proof. By Lemmas 20 and 1:5 we conclude (p2 (m))
A=(p2 )
A(m)⊆(p2 (2k−1))(m)⊆
P
p2
‖ [(2k − 1) · m]⊆p2 (2km− m+ 1).
Corollary 22. lowp0 =Low
p
0 ⊆lowp1 =Lowp1 ⊆lowp2 ⊆lowp3 ⊆· · ·⊆Low(BH (p2 ))⊆Lowp3 .
5. Consequences to collapse results
From Lemma 20:1 we get immediately a statement on the connection between the
collapses of the boolean hierarchy and the polynomial-time hierarchy.
Corollary 23. For k¿1; if BH =NP(k) then PH =p2 (2k − 1).
Proof. From BH =NP(k) we get SAT∈ lowpk by Theorem 10 and p3 = (p2 )SAT⊆
p2 (2k − 1) by Lemma 20.1. Hence PH =p2 (2k − 1).
This improves Kadin’s original result from [8] but it is not as good as the result
BH =NP(k)⇒ PH =p2 (k) from [5] or the further improvement in [1]. It is obvious
that an improvement of Lemma 20.1 by replacing p2 (2k − 1) by a smaller class K
yields the improvement BH =NP(k)⇒ PH =K of Corollary 23. However, to follow
the idea from [1] to improve Lemma 20.1 we have to combine Lemmas 20.1 and 20.2.
But this cannot be done without the additional assumption that A is not “too easy”.
Lemma 24. For k¿1; if A∈ lowpk ∩Highp1 then (p2 )A⊆p2 (k − 1)⊕ p2 .
Proof. By Lemma 20 we obtain (p2 )
A⊆p2 (2k − 1) and (p2 )A⊆p2 (k − 1) ⊕ p2 .
Since A∈Highp1 we can conclude (p2 )A⊆P
p
2 =PNP
A ⊆p2 (k − 1)⊕ p2 .
Theorem 25. For k¿1; if lowpk ∩Highp1 	= ∅ then PH =p2 (k − 1)⊕ p2 .
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Proof. For A∈ lowpk ∩ Highp1 we obtain (p2 )A⊆p2 (k − 1) ⊕ p2 by Lemma 24 and
(p2 )
A=p3 because of High
p
1 ⊆Highp2 . Hence p3 =p2 (k − 1)⊕p2 and consequently
PH =p2 (k − 1)⊕ p2 .
Now we get as a corollary the best-known result on the connection between the
collapses of the boolean hierarchy and the polynomial-time hierarchy. This can be
found implicitly in [1].
Corollary 26. For k¿1; if BH =NP(k) then PH =p2 (k − 1)⊕NP(k).
Proof. From BH =NP(k) we get SAT∈ lowpk by Theorem 10. Since SAT∈Highp1
we obtain PH =p2 (k − 1)⊕ p2 by Theorem 25. However, it is known from [4] that
BH =NP(k) implies p2 =NP(k).
Since all the above results are relativizable we have also 1
Corollary 27. For m; k¿1; if BH(pm)=
p
m(k) then PH =
p
m+1(k − 1)⊕ pm(k).
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