The Expectation-Maximization (EM) algorithm is one of the most popular methods used to solve the problem of distribution-based clustering in unsupervised learning. In this paper, we propose an analysis of a generalized EM (GEM) algorithm and a designed EM-like algorithm, as linear timeinvariant (LTI) systems with a feedback nonlinearity, and by leveraging tools from robust control theory, particularly integral quadratic constraints (IQCs). Towards this goal, we investigate the absolute stability of dynamical systems of the above form with a sector-bounded feedback nonlinearity, that represent the aforementioned algorithms. This analysis allows us to craft a strongly convex objective function, which led to the design of the aforementioned novel EM-like algorithm for Gaussian mixture models (GMMs). Furthermore, it allows us to establish bounds on the convergence rates of the studied algorithms. In particular, the derived bounds for our proposed EM-like algorithm generalize bounds found in the literature for the EM algorithm on GMMs, and our analysis of an existing gradient ascent GEM algorithm based on the Q-function allowed us to approximately recover bounds found in the literature.
I. INTRODUCTION
The inevitable result of the staggering growth in the size and complexity of datasets used in statistics, control, and machine learning has been a rise of interest in optimization algorithms that efficiently solve the problems that crop up in these settings. For instance, a fundamental problem in unsupervised learning is the problem of clustering, where the task in question is to group certain objects of interest into subgroups called clusters, such that all objects in a particular cluster share features (in some predefined sense) with each other, but not with objects in other clusters [1] , [2] .
The Expectation-Maximization (EM) algorithm [3] is one of the most commonly used methods in distribution-based clustering analysis and density estimation [4] , [5] . Finite mixture models consist of distributions for which each sample in the dataset originates from a randomly selected finite collection of distributions, each characterized by a finite number of parameters. These parameters, when lumped together, characterize the overall sampling distribution, and are often estimated through the EM algorithm.
Gaussian mixture models (GMMs) consist of finite mixture models of multivariate Gaussian distributions, with the parameters being the means, covariance matrices, and distribution probabilities. In this framework, GMM clustering A current trend at the intersection of optimization, machine learning, and control is to leverage ideas from dynamical systems to gain perspectives about iterative optimization algorithms [6] - [10] . The key idea is to view the iterations as the evolution of a state vector over time, with the initial state representing the conditions over which the algorithm is initialized. Then, the rule to construct each subsequent iteration is modeled as a function that dictates the dynamics of the state-space dynamical system which represents the algorithm.
We can use general point-to-set notions of convergence of optimization algorithms, such as Zangwill's convergence theorem [11] , to show the local convergence of the EM algorithm. A detailed analysis of the convergence properties of EM can be found in [12] and [13] . The convergence of the EM algorithm is well studied in the literature, particularly for GMMs [12] , [14] . In [15] we proposed to change the perspectives on local optimizers and convergence of the EM algorithm by assessing, respectively, the equilibria and asymptotic stability (in the sense of Lyapunov) of a nonlinear dynamical system that represents the standard EM algorithm, through explicit use of Lyapunov stability theory.
In this paper, we propose borrowing the notions of integral quadratic constraints (IQCs) from robust control theory [16] as a tool for analysis of generalized EM (GEM) algorithms and EM-like algorithms. We will see how IQCs provide us with an elegant framework to analyze system blocks which are noisy, and sometimes impossible to model, simply using information about constraints that link inputs and outputs of operators. Additionally, IQCs allow us to derive rates of convergence of optimization algorithms applied on not only general strongly convex functions, but also functions that evolve adversarially or stochastically over time, since all we need is for the functions to satisfy a suitable IQC. For strongly convex functions, we can readily derive these IQCs, which, in turn, allow us to analyze first-order optimization methods using small semidefinite programs [7] , [9] . As a consequence, we build upon these results and propose to use IQCs for strongly convex functions to obtain tractable semidefinite programs that allow us to recover comparable rates of convergence to those of the standard EM algorithm for GMMs [14] , [17] .
The main contributions of this manuscript are as follows. We start by showing how we can cast gradient-based EM-like algorithms as LTI systems with a feedback nonlinearity. We then investigate the absolute stability of systems of this form using IQCs. Following this, we craft a strongly convex function that allows us to design a novel EM-like algorithm for GMMs. Finally, combining all these ingredients, we establish bounds on the convergence rates of a GEM algorithm, and the aforementioned novel EM-like algorithm, which generalizes bounds found in the literature for the EM on GMMs.
II. PROBLEM STATEMENT
In this section, we review the Expectation-Maximization (EM) and generalized EM (GEM) algorithms and provide a statement for the problem considered in this paper.
Let θ ∈ Θ ⊆ R p be some vector of unknown (but deterministic) parameters characterizing a distribution of interest, which we seek to infer from a collected dataset y ∈ R m (from now on assumed fixed) and a statistical model composed by a family of joint probability density or mass functions (possibly mixed) p θ (x, y) indexed by θ ∈ Θ, where
is some latent (hidden) random vector. The EM algorithm (Algorithm 1) seeks to find a local maximizer of the incomplete likelihood function L : Θ → R given by
The mapping θ → p θ (x, y) is, naturally, referred to as the complete likelihood function. To optimize L(θ), the EM algorithm alternates at each iteration k between two steps. First, in the expectation step (E-step), we compute Q(θ, θ k ), defined through
so that Q(·, θ k ) denotes the expected value of the complete log-likelihood function with respect to θ = θ k . Second, in the maximization step (M-step), we maximize Q(·, θ k ) and update the current estimate as that maximizer. Before formally stating the EM algorithm, let us make some mild simplifying assumptions that will avoid pathological behavior on the Q-function Q : Θ × Θ → R. Notice that, from Assumption 1, the conditional distribution p θ ′ (x|y) = p θ ′ (x, y)/p θ ′ (y) is well defined in X , since p θ (y) > 0 for every θ ∈ Θ. Finally, we make the following simplifying assumption, which makes the M-step well defined. Assumption 3. Q(·, θ ′ ) has a unique global maximizer in Θ.
With all these ingredients and assumptions, we summarize the EM algorithm in Algorithm 1.
Any variant of Algorithm 1 that does not explicitly maximize Q(·, θ k ) at the M-step (e.g., the δ-EM algorithm we introduced in [15] ) is referred to as a generalized EM (GEM) algorithm. In other words, a GEM is any algorithm that produces a sequence {θ k } of iterations from an initial state
Given the above framework, the problem that we wish to address in this paper is as follows. Problem 1. (i) Construct a linear first-order numerical optimization scheme that approximates the EM algorithm (Algorithm 1) in the form of a GEM algorithm or EM-like algorithm. (ii) Derive explicit bounds for the convergence rate of the previously constructed GEM or EM-like algorithms through the use of integral quadratic constraints and other results borrowed from robust control theory.
III. ANALYSIS OF GRADIENT-BASED EM-LIKE ALGORITHMS VIA IQCS
In this section, we provide an overview of dynamical systems perspectives on iterative optimization algorithms, with a particular focus on gradient-based EM-like and GEM algorithms. We then review results from IQCs, which provide us with insights that allow us to design a novel EM-like algorithm. Finally, establish bounds on the convergence rates of the studied algorithms.
A. A Dynamical Systems Perspective on Iterative Optimization Algorithms
Consider the unconstrained optimization problem
of an arbitrary nonlinear scalar function f : Θ → R with Θ = R p , assumed to be continuously differentiable and strongly convex with Lipschitz continuous gradient (e.g., f (θ) = −L(θ) for maximum likelihood estimation). The most common set of algorithms designed to solve such a problem are, by far, standard first-order methods such as the gradient descent method [18] , heavy-ball method [19] , and Nesterov's accelerated method [20] . It is shown in [7] and [9] that all the aforementioned first-order methods can be represented by a discrete-time, linear time-invariant (LTI) system in state space, connected in feedback through a nonlinearity φ(·), by setting φ(·) = ∇f (·) as the gradient mapping.
For instance, the standard gradient descent algorithm with constant step size α > 0, given by
can be represented as the dynamical system
where u[k] and θ[k] denote, respectively, the input and output vector signals of the underlying LTI subsystem given by (6a)-(6b). To achieve this representation, it suffices to choose
as the underlying LTI subsystem, φ(·) = ∇f (·) as the feedback nonlinearity, and to identify θ k = θ[k]. We can perform the same representation for both the heavy-ball method and Nesterov's accelerated method, with the only change being on the state matrices A, B, C, D. It is also important to ensure the well-posed nature of the feedback in (6) . This is done by ensuring that the feedforward matrix D is zero in the representation of each of the dynamical systems to ensure that the feedback input depends explicitly on the output. More generally, any given iterative optimization algorithm of the form
can be represented as a time-varying nonlinear dynamical system in state space,
by identifying θ k = θ[k].
B. Linear First-Order GEM and EM-like Algorithms
From the previously discussed perspective, limit points and convergence of algorithm (8) correspond, respectively, to equilibria and asymptotic stability (in the sense of Lyapunov) of its dynamical system representation (9) . This perspective was explicitly pursued in [15] for Algorithm 1, which reduces to the time-invariant system
with
under the framework and assumptions of Section II. According to [21] , for most distributions p θ (·, ·), the iterations of the EM algorithm can be stated as
for a suitable transformation matrix P : Θ → Θ. For instance, an explicit expression for the transformation matrix P (θ) for GMMs was first given in [14] , and later extended to models in the exponential family [22] . Before we proceed, we will make one last assumption, which holds for distributions p θ (x, y) belonging to any mixture model of the exponential family [21] . Remark 1. From all the assumptions stated so far, it is shown in [21] that
for every θ ∈ Θ such that F EM (θ) = θ. In other words (and this holds even without (12)), we have L(θ k+1 ) > L(θ k ) for every k ∈ Z + , provided that ∇L(θ 0 ) = 0.
The transformation matrix P (·) also provides us with valuable insights regarding the rate of convergence of the EM algorithm. Indeed, differentiating the equation
which generalizes (12), we have
where ∂P ∂θ = ∂P ∂θ 1 . . . ∂P ∂θ p with θ = (θ 1 , . . . , θ p ),
and S(θ) = ∇ 2 L(θ) denotes the Hessian matrix of L(·). Therefore, it should be clear to see that near a stationary point θ = θ ⋆ of L(θ) over which P (θ) is bounded, we have
As a consequence, it follows that, under the aforementioned conditions, the EM algorithm exhibits superlinear convergence when ∇L(θ) approaches zero. In particular, the nature of convergence is dictated by the eigenvalues of the matrix ∂F EM ∂θ (θ). If the eigenvalues are near zero, then the transformation matrix scales the EM update step by approximately the negative inverse Hessian, and the EM algorithm behaves as Newton's method. On the other hand, if the eigenvalues are near unity (in absolute value), then the EM algorithm exhibits first-order convergence.
Let us now explicitly consider a GMM, described as
x ∈ X = {1, . . . , K}, y, µ, ∈ R m , Σ x ∈ R m×m positive definite, and α x ∈ [0, 1] such that α 1 + . . . + α K = 1.
In other words, a sample from this distribution originates from randomly choosing among K multivariate Gaussian distributions N (µ k , Σ k ) (k = 1, . . . , K), with respective probabilities α k = P θ (x = k), and consecutively sampling it. The vector of unknown parameters θ lumps together the scalar parameters within α k , µ k , Σ k for k ∈ {1, . . . , K}. Consequently, we have
for θ ∈ Θ = Θ 1 ∩ Θ 2 , with Θ 1 = {θ : α 1 + . . . + α K = 1} and Θ 2 = {θ : α 1 , . . . , α K ≥ 0, Σ 1 , . . . , Σ K ≻ 0}. Let E be a matrix whose columns constitute a basis for the space Θ 1 . Notice then that the EM algorithm can be represented as a gradient ascent with fixed unit step size,
on the projected spaceΘ = {E T θ : θ ∈ Θ}, wherẽ L(E T θ) = L(θ), so thatθ k = E T θ k [14] .
Recall that, for a convergent sequence {θ k }, its linear convergence rate is defined as
where θ ⋆ denotes the limit of the sequence. Let θ ⋆ denote a local maximizer of L(θ). Now, given that the matrix E T P SE is the projection of the bilinear matrix product P S onto the set Θ 1 , EM demonstrates a rate of convergence
where σ min (M ) and σ max (M ) denote, respectively, the smallest and largest singular value of the the matrix M [14] , P ⋆ = P (θ ⋆ ), and S ⋆ = S(θ ⋆ ). Note that, even though this result has been proved for GMMs, it can be readily extended to any model of the exponential family for which Assumptions 3 and 4 hold [21] . In addition, the reader is also directed to [23] for a learning-theoretic analysis of the convergence properties of gradient EM with general number of clusters and mixing coefficients [17] .
To conclude this discussion, we introduce two algorithms, the first an EM-like linear first-order algorithm based on a specially crafted strongly convex function, and the second one a GEM algorithm based on a gradient ascent of the Qfunction.
1) An EM-like Algorithm: Let us now consider the following EM-like algorithm
where
denotes a crafted strongly convex function based upon the previous analysis in this section. In Section III-E, we will derive a bound for the convergence rate of this EM-like algorithm, and see that it generalizes (22) .
2) A GEM Algorithm: Let us also consider the algorithm given by
which is known to constitute a GEM [17] , for which we approximately recover, in Section III-E, convergence rate bounds found in the literature.
C. Optimization of Quadratic Forms
Consider a given strongly convex quadratic function
where mI Q LI for some constants 0 < m ≤ L. We now overview a dynamical system representation of linear first-order numerical schemes on (26) , of the form (6) .
We start by setting D = 0 so that the feedback is well posed. Since we are interested in representing linear first-order optimization methods, we set φ(θ) = ∇f (θ). It is straightforward to see that ∇f (θ) = Qθ − p, and thus the only stationary point is θ ⋆ = Q −1 p. Therefore, we have p = Qθ ⋆ , and, enforcing that θ ⋆ = Cξ ⋆ is an equilibrium of the system, we have 
and thus,
where T def = A + BQC is defined as the closed-loop state transition matrix.
D. Integral Quadratic Constraints
The problem of connecting a linear dynamical system in feedback with a nonlinearity φ(·) is one of the most studied problems in nonlinear stability theory, and its stability analysis is known as the Lur'e problem [24] . Megretski and Rantzer [16] proposed the idea of Integral Quadratic Constraints (IQCs) to investigate the solution of the Lur'e problem using an LMI-based approach and to provide a more general framework to the Kalman-Yakubovich-Popov (KYP) lemma [25] and the S-procedure [26] . In the following discussion, we briefly explore the notions of pointwise and sector IQCs, which we will then use to bound the convergence rate of the GEM and EM-like algorithms considered before.
Definition 1 (Pointwise IQC). A nonlinear mapping φ : R p → R p is said to satisfy the pointwise IQC defined by a symmetric and indefinite matrix
In Section III-A, we noted that when we analyze optimization algorithms from the dynamical systems perspective, a common source of the nonlinearity φ(·) is the gradient map φ(θ) = ∇f (θ) of a function f : R p → R. It is especially instructive to define IQCs that characterize the properties of a strongly convex function with Lipschitz continuous gradient.
Definition 2 (Sector IQC for the gradient map). For a strongly convex function f : R p → R with strong convexity parameter m, having Lipschitz continuous gradients with Lipschitz constant L, the gradient map ∇f satisfies the sector IQC defined by
Next, we state the lossless dimensionality reduction principle found in Section 4.2 of [7] . Lemma 1. For the dynamical systems representation (6) of the gradient descent, heavy-ball, and Nesterov's accelerated method, which are all first-order linear optimization methods (φ(θ) = ∇f (θ)), we can assume, without loss of generality for the computation of their corresponding convergence rates, that the dimension of θ is p = 1.
This principle is likely to be applicable for other first-order numerical optimization schemes as well. Finally, we state a modified form of Theorem 4 in [7] . Lemma 2. Consider a first-order linear optimization scheme represented as the dynamical system (6) with nonlinearity φ(θ) = ∇f (θ). If ∇f satisfies the sector IQC defined by (31), then the LMI
is feasible for some R ≻ 0, λ ≥ 0, where µ denotes the convergence rate of {ξ[k]}.
Remark 2. It is interesting to note that the feasibility of the LMI is equivalent to the feasibility of a semidefinite program (SDP). The size of the SDP is proportional to p, and, if p is large, it can be computationally costly to solve large SDPs. However, since most of the optimization algorithms that we are interested in have a block-diagonal structure, we can use the lossless dimensionality reduction argument of Lemma 1 to analyze the SDP for p = 1 without loss of generality.
E. Convergence Rates Using IQCs
Now, we present a new viewpoint of deriving the rates of convergence for the EM-like algorithm (23) for GMMs and the GEM algorithm (25) for arbitrary probability distributions.
For the first scenario, we will show that the gradient of the crafted strongly convex objective function (24) seen as a feedback nonlinearity of the dynamical system representation (6) with suitable A, B, C, and D, allows us to bound the convergence rate for (23) . Theorem 1. Consider the GMM (19) , let E denote a matrix whose columns span Θ 1 = {θ : α 1 + . . . + α K = 1}, and let S(θ) = ∇ 2 L(θ) be the Hessian matrix of L(θ). Suppose that the function (24) is m-strongly convex and has an L-Lipschitz gradient. Then, the convergence rate µ of the sequence {θ k } generated by (23) , with α > 0, can be bounded by µ ≤ max{|1 − αm|, |1 − αL|}.
Proof. Notice that Algorithm (23) can be represented as the LTI system with a feedback nonlinearity (6), with φ(·) = ∇f (·), A = C = I, B = −αI, and D = 0. Due to the regularity of f , we can invoke Lemmas 1 and 2 to yield the following LMI
for some R ≻ 0 and λ ≥ 0, where µ ∈ (0, 1) denotes the convergence rate. Since R is constructed as a scalar (from Lemma 1), we can set R = 1 without loss of generality to obtain the following LMI
The negative semidefiniteness of the above matrix can be ensured if both α 2 − 2λ and the Schur complement of the bottom right block are negative semidefinite. Thus, we have
Combining these two, we have
which yields µ ≤ max{|1 − αm|, |1 − αL|}.
Remark 3. In this analysis, the only assumption that we made about f (θ) is that ∇f satisfies the sector IQC of (31). In general, it is instructive to see that not only does the analysis hold for general strongly convex functions, it is also true for functions that change over time, because all we need is that each input-output pair associated with the gradient block satisfies the pointwise sector IQC.
We now focus on Algorithm (25) for arbitrary probability distributions, which can be similarly represented as the dynamical system (6), allowing us to bound its convergence rate.
Theorem 2. If f : R p → R is an m-strongly convex function with L-Lipschitz gradient satisfying ∇f (θ ′ ) = ∂Q(θ, θ ′ ) ∂θ θ=θ ′ (37)
for θ ∈ Θ, then the convergence rate µ of the sequence {θ k } generated by (25) , with α > 0, can be bounded by µ ≤ max{|1 − αm|, |1 − αL|}.
Proof. It suffices to replicate the proof of Theorem 1.
Remark 4. The bounds derived in Theorems 1 and 2 approximately generalize those found in [14] and [17] for the EM algorithm on GMMs and Algorithm (25) on arbitrary distributions, provided that the standard mild regularity conditions detailed in the theorems are satisfied [12] , [13] .
IV. CONCLUSIONS AND FUTURE WORK
In this paper, we proposed an analysis of a GEM algorithm and a designed EM-like algorithm, as LTI systems with a feedback nonlinearity, by leveraging tools from robust control theory, particularly IQCs. This analysis allowed us to craft a strongly convex objective function, which led to the design of the aforementioned novel EM-like algorithm for GMMs. Furthermore, we leveraged recent results on the stability of linear first-order numerical optimization schemes represented by LTI systems connected to a sector-bounded nonlinearity, to establish bounds on the convergence rates of the studied algorithms. In particular, the derived bounds for our proposed EM-like algorithm generalize bounds found in the literature for the EM algorithm on GMMs, and our analysis of an existing gradient ascent GEM algorithm based on the Q-function allowed us to derive bounds similar to those found in the literature.
The perspective used in this paper also provided us with insight into how control systems theory can be used to analyze, and eventually design, new classes of iterative optimization schemes. Indeed, even though the convergence properties of the considered GEM algorithms are well-known, our analysis is intended to help open the field to this line of research, due to its potential for the design of accelerated or more memory-efficient numerical optimization schemes.
