Abstract. We extend the theory of last-passage Brownian percolation by defining a discrete Markov process of mass profiles on R. Associated with these profiles are the so-called exit points. By controlling the exit points, we are able to develop a comparison technique between two different initial profiles and prove convergence under this evolution. The relation between this model and Brownian queues in tandem, as well as with Brownian particles acting under one sided reflection, gives an interpretation of this result in each context.
Introduction
Tandem queues systems (TQ) is a classical topic in queueing theory consolidated from many decades of research and generalized to stochastic networks with diverse structures. These models are intrinsically related with last-passage percolation (LPP), the totally asymmetric simple exclusion process (TASEP) and growth models, and this relationship is widely known and studied, see [17] . In the last two decades great progress has been made for the LPP models and this has given insight to an important question originally posed in queueing theory: the asymptotic distribution of the departure time of the n-th user in line from the m-th queue (its order in the line of queues), when the whole system starts empty, by making m and n grow to infinity while keeping fixed the ratio between them [8, 23] . On the other hand, strong results from queueing theory concerning the existence and attractiveness of invariant measures under the queueing operator [18, 22] have been used to shed light on difficult questions concerning LPP models, as for example the existence of the semi-infinite geodesic and Busemann functions for the lattice model in Z 2 with general distributed weights, see [6, 7] .
All of these models have been previously defined in the Brownian setting. Hambly, Martin and O'Connell [10] defined the LPP Brownian model and derived concentration results for the associated Brownian growth model. The related Brownian particle system model has been studied in [4, 5] : particles are driven by Brownian motions and each particle is reflected (only) on its left closest particle. While models of Brownian motions interacting by exclusion on the real line has been an active research topic [12, 13, 21] , Ferrari, Spohn and Weiss were successful in constructing a strong version of a two-sided system with an infinite amount of particles in a stationary regime [5] , governed by an asymmetric Skorokhod's type reflection, easily related to the LPP model. They acomplished it by some technique resembling Loynes' stability theorem for G/G/1 queues [16] , and studied the finite-dimensional distributions of the system, characterized in terms of the Airy process. For simplicity, we name this Brownian particle system as the Totally Asymmetric Brownian Exclusion Process (TABEP), as suggested by P. A. Ferrari. A model related to this particle process is the system of queues in tandem where each queue is a Brownian queue. Even though the Brownian queue has been extensively studied, there are few works about tandem queues in this context, see for example [19] .
In this work, we first show the relation between these three models: the LPP Brownian model, the TABEP process and the TQ Brownian system. The relationship between the LPP model and the TABEP process is mentioned in [5] while the relation between the LPP model and the TQ system is in [20] . Relying on these relations, we prove a result concerning the uniqueness of the invariant measure for the Brownian queueing operator, by proving attractiveness to that measure. That result can be translated to an attractiveness result for a semi-infinite TABEP system. For this purpose, we only use that the invariant measure under the queueing operator is known [11] : it is the signed random measure associated to the increments of a Brownian motion. Our proof involves a local comparison technique developed in the LPP Brownian setting. The method of proof differs substantially from the methods developed for queueing systems in the discrete space setting [22] . A rather simplified version of this result was presented in [14] where, using completely different techniques, a non-stationary and one-sided (in time) system is studied with some particular initial conditions.
2. Brownian Queues in Tandem, Exclusion Process and Last Passage Percolation 2.1. Convergence of Brownian Queues in Tandem. We follow the notation introduced in [20] . For real and continuous functions f ∈ C(R), set f (x, y) := f (y)−f (x). Let a = (a(x) , x ∈ R) denote some continuous arrival process and for µ > 0 define the service process by s (1) (x) := µx − B (1) (x) where B (1) = (B (1) (x) , x ∈ R) is a two-sided Brownian motion independent of a. The queue length process is defined as
In order for q (1) to be stable (positive recurrent), we impose that the service process s (1) has a drift larger than that of the arrival process. We do this by requiring The departure process is defined by
The tandem queue model, in words, consists of a line of queues where each queue uses as input (arrival) process the output (departure) process of the queue that is just in front of it in the line. In this context we have an initial arrival process a and service processes {s (n) } n∈N where s (n) (x) = µx − B (n) (x) and B (n) : n ∈ N is a collection of independent (two-sided) Brownian motions. One can define inductively the queue length process of the nth Brownian queue
and the departure process from the nth Brownian queue
A measure on the space of arrival continuous functions with zero drift is called invariant for the queueing operator (in equilibrium), if the departure process has the same law as the arrival process. The existence of such a measure is called an Output theorem in queueing theory. For the Brownian queue operator, the measure induced by an independent standard Brownian motion B is an invariant (ergodic) measure [20] . Our main result is the uniqueness of such a measure, by proving attractiveness: Theorem 1. Start the process of queues in tandem with a zero mean ergodic arrival process. Then
In our way to prove Theorem 3 we will only use that B is an invariant ergodic measure for the queue system. Uniqueness will follow from our method.
2.2.
Convergence in the Totally Asymmetric Brownian Exclusion Process. Let us consider a semi-infinite system of interacting Brownian motions, where each particle is reflected (only) on its closest particle to the left. Let B = {B (n) : n ∈ Z + } be a collection of independent (two-sided) Brownian motions and {ζ (n) } n∈Z + be a collection of random variables which are independent of B and satisfy ζ (1) ≤ ζ (2) ≤ ... . To define the system, consider some leftmost particle {X (0) (x) : x ≥ 0} and for n ≥ 1 recursively define
where X (n) (0) = ζ (n) , n ≥ 0, denote the initial positions of the particles. By definition, the order of the particles is preserved:
.. for every positive time x. Ferrari, Spohn and Weiss [5] considered the particular case of initial positions where {ζ (n+1) − ζ (n) : n ∈ Z + } are independent and exponentially distributed with parameter µ and X (0) (t) = B (0) (x) + µx. Using Burke's theorem for Brownian Motion [20] , they constructed a stationary bi-infinite system of ordered particles
∀x ≥ 0 where each particle moves as a standard Brownian Motion, and for each positive time x the set of positions is distributed as a rate µ Poisson process on the line.
Here we consider a semi-infinite system of Brownian interacting particles defined for all real times x. Take some stationary, ergodic and continuous process {X (0) (x) : x ∈ R} as leftmost particle and for n ≥ 1 define
A sufficient condition to have a well defined system is that for some positive constant µ, X (0) satisfies
Note that the whole system is time stationary: one can prove inductively that the distribution of X (n) (x) does not depend on x, for every natural n. If a system of particles {X (n) } satisfies (2.3), then it is straightforward to check that it satisfies (2.2), where we define
Hence a TABEP satisfying (2.3) is a two-sided time stationary extension of a TABEP system with initial positions. Now we show the relation with the tandem Brownian queues. Consider some system {X (n) } n≥0 defined by (2.3). Define the arrival process a(x) := µx−X (0) (x) and the service processes s (n) (x) := µx − B (n) (x) for each n ≥ 1 (note that a has zero drift and s (n) (x) positive drift µ). Then the associated first queue length process is given by
the first departure process is
and, by (2.3), we conclude that d (1) (x) = X (0) (0)+q (1) (0)+µx−X 1 (x) (we are using the convention d (n) (0) = 0 for every n natural). By induction, one can prove that
Thus (2.1) is equivalent to Theorem 2 below.
Theorem 2. Start a two sided TABEP with an ergodic process as the leftmost particle which satisfies (2.4) for some positive constant µ. Then the limit of the (centered) n-th particle converges to a two-sided Brownian Motion with drift µ, that is
= B(x) + µx .
2.3.
Convergence of the Brownian Last-Passage Percolation System. In this section we define the elements of the theory of last-passage percolation systems [3] with Brownian passage times, as developed in [10] , and show its relationship with tandem Brownian queues. Let ω := B (n) : n ∈ Z be a collection of i.i.d. two-sided Brownian motions. Define the order < in R × Z as the coordinate-wise order. For x = (x, k) < y = (y, l) ∈ R × Z denote Γ(x, y) the set of all real increasing sequences γ = (z 0 = x ≤ z 1 ≤ · · · ≤ z l−k+1 = y). The passage time of γ is defined as
The last-passage time between x and y is defined as
The passage time of a path γ can be seen as a continuous real valued process X = (X(z) : z ∈ Γ) where
Since Γ is compact, by continuity, we have that the maximum is attained at some location. In [15] is proven that, for x and y fixed, with probability one the maximum is attained at a unique location. However, it is not true that this uniqueness holds simultaneously for all points x, y ∈ R × N. To see an example, for x > 0 define
x and note that z ∈ Z(x) is equivalent to W z = sup u∈[0,x] W u . Thus, by Levy's theorem, we have that
where l x is the local time of a standard Brownian motion.
We will call the geodesic (or the maximizer) between x and y to be the path γ(x, y) such that
To introduce the last-passage percolation system we consider an initial profile ν = (ν(x) , x ∈ R) such that ν(0) = 0 and 
The Markov property follows from the following fact: for all n ≥ 1 and k ∈ {0, . . . , n − 1}
This is a graphical construction of the process where the space-time random environment is given by the collection of Brownian motions ω = B (n) : n ∈ Z . The variational formula expresses the profile at time n as a function of the profile at time k < n plus some strip of the space-time environment which is independent of the profile at time k. We note that this construction allows us to run the last-passage percolation system, started with two arbitrary initial profiles ν 1 and ν 2 , simultaneously with the same environment ω (basic coupling). Formally speaking, we define the joint process (M (n)
Notice that L ((z, 1), (x, n)) is a function that only depends on ω.
The analogy with the queue system is as follows. Assume that ν(x) has drift µ and take
ν (x) . From this, one can see the analogous relation for all n ≥ 1. Thus, (2.1) and (2.5) are consequences of (2.11) below. Define
where B is a standard Brownian motion. Using the invariance of the Brownian measure under the queueing operator, it is immediate that B µ is invariant:
The main contribution of this article is the next theorem, from which (2.1) (and (2.5)) will follow. 
Consider the basic coupling (M
constructed by running the last-passage percolation system, started with ν and B µ , simultaneously with the same environment ω = B (n) : n ∈ Z . Then, for all compact K ⊆ R and ǫ > 0,
It should be clear that an ergodic initial profile satisfies (2.10) almost surely, from which (2.1) and (2.5) will follow. We note that Theorem 2.11 implies local convergence for initial profiles beyond the ergodic condition: one could take a deterministic profile satisfying (2.10).
3. Proofs 3.1. Shape Theorem and Exit Points. First proven in [1, 9] , using that L(0, (1, n)) has the same law as the largest eigenvalue of a n × n GUE random matrix, the shape theorem below is presented by Hambly et al. [10] as a consequence of concentration results for the Brownian directed percolation paths:
Note that, by Brownian scaling, [10] , there exist constants c 1 , c 2 ≥ 0 such that
Remark 1. By Lemma 7 in
for all n ≥ 0, and y > ǫ n , where
Since ǫ n → 0, we can choose n large such that ǫ < 4 −1 δ and take y = 2 −1 δ. This implies that there exist constants c 3 , c 4 > 0 such that for all δ > 0 there exists N > 0 such that
for all n ≥ N . We notice that a better upper bound could be produced by using the coupling method [2] to prove that
which would imply that ǫ n = O(n −1/4 ). For the Brownian last-passage percolation model we have all the ingredients necessary for the coupling method: we know explicitly the invariant regime and the shape function.
From now on we will treat ν as a fixed deterministic profile satisfying (2.10). Define the exit point as
We note that it is well defined. First, since we have the same asymptotic hypothesis (2.7) on the profile ν, one can use similar arguments as in Proposition 4.1 of [3] to prove that the function L ν (x, n) is well defined. By Brownian continuity, the map z → L((z, 1), (x, n)) is continuous, just as the profile ν (by hypothesis). Then the set {z ∈ C : 1) , (x, n))} is non empty for any compact set C. To prove that the supremum over z ≤ y can be restricted to some compact set one can mimic the proof of Lemma 4.3 in [3] .
In the next result we show that, in probability, the exit point is asymptotically sublinear.
Lemma 1. Let µ ∈ (0, ∞) and assume (2.10). Then, for all C ∈ R and ǫ > 0,
Proof. We will prove that By Brownian scaling (3.2), one can restrict the attention to µ = 1. For fixed δ > 0, take B 1+δ and construct L 1+δ and L ν simultaneously using the basic coupling (2.9). Since
By (2.10) there exists
Now we recenter the Brownian motion with drift at position u by writing
z ≥ u} has the same distribution as the process {B 2 −1 δ (z) : z ≥ 0} and it is independent of B 2 −1 δ (u). Let
This minimum is well defined becauseB 2 −1 δ has a positive drift, and its distribution is given by minus an exponential random variable of parameter 2 −1 δ (its value will not play an important role when n grows to infinity, since δ is fixed). Thus, by (3.4),
The strategy is to show that if u = ǫn we can choose δ > 0 such that the event on the r.h.s. of (3.5) has small probability. For ǫ 1 > 0, to be defined later, we have that the event on the r.h.s. of (3.5) has probability bounded by
By the shape theorem,
On the other hand,
We now use the result in Section 4 of [20] , where it is shown (in our notation) that L λ (0, n) − L λ (0, 0) (this is the vertical increment) is distributed as the sum of n independent exponential random variables, each with expectation 1/λ. We already know that x → L λ (x, n) − L λ (0, n) (the horizontal increment) is distributed as Brownian motion with drift λ. This shows us how to recenter L 1+δ (n + C, n):
If u = ǫn and we pick δ := 4 −1 ǫ, we get the next lower bound for ∆:
Thus, for ǫ 1 :=
We have already seen that L 1+δ (0, n) − n/(1 + δ) has expectation 0 and variance of order n, and also that L 1+δ (n + C, n) − L 1+δ (0, n) − (1 + δ)n has expectation C(1 + δ) and variance of order n, so we conclude that
and hence lim
To bound the second summand in (3.6), take u = ǫn and write
By (3.4) , this concludes the proof of
To get the analog result for {Z ν (n + C, n) < −ǫn} one just needs to adapt same argument.
Local comparison and attractiveness.
In the next lemmas we will always construct L ν 1 and L ν 2 simultaneously with the basic coupling (2.9).
Lemma 2. If x < y and
Proof. Recall the definition of the geodesic γ(x, y) between two points x < y in R × Z. Denote by γ z n (x) to the geodesic between (z, 1) and (x, n). Notice that
for any (y, m) ∈ γ z n (x).
Assume that Z ν 1 (y, n) ≤ Z ν 2 (x, n), denote z 1 ≡ Z ν 1 (y, ) and z 2 ≡ Z ν 2 (x, n). Let c be a crossing between the two geodesics γ z 1 n (y) and γ z 2 n (x). Such a crossing always exists because x ≤ y and z 1 ≤ z 2 (by assumption). We remark that, by superaddivity of L,
We use this, and that (since c ∈ γ z 2 n (x))
in the following inequality:
By superaddivity,
and hence (since c ∈ γ z 1 (y, n))
Proof. Denote
If z 1 ≤ z 2 then it follows from Lemma 2 (we do not need to use the assumption). If
3.3. Proof of Theorem 3. Without lost of generality we will assume that µ = 1 (again by Brownian scaling (3.2)), and that K = [0, C] with C > 0. We take as an initial profile a Brownian motion with drift 1, B 1 (x) := x + B(x) , and also B µ ± := µ ± x + B(x) , with µ ± := 1 ± δ and δ > 0. Thus,
Lemma 4. Let µ ∈ (0, ∞) and assume (2.10). Then, for all C > 0,
Proof. Let us first prove that
For any ǫ > 0,
Thus, by Lemma 1, it is enough to show that (for fixed δ, C > 0) we can choose ǫ > 0 such that = B(x)), P Z µ − (n + C, n) > −ǫn = P Z µ − (n, n) > −ǫn − C ≤ P Z µ − (n, n) > −2ǫn , for n ≥ C/ǫ. Since n = µ (recall δ ∈ (0, 1/2)) by using shift invariance again,
− n, n) > (δ − 2ǫ)n . Hence, if ǫ < δ/2, Lemma 1 implies (3.7). The proof of lim n→∞ P Z µ − (n + C, n) ≤ Z ν (n, n) = 1 is analogous.
If Z µ − (n + C, n) ≤ Z ν (n, n) and Z ν (n + C, n) ≤ Z µ + (n, n) then Z µ − (n + x, n) ≤ Z ν (n, n) and Z ν (n + x, n) ≤ Z µ + (n, n) for all x ∈ [0, C]. We use that Z ν (y, n) is a non-decreasing function of y (for fixed n). By Lemma 2,
for all x ∈ [0, C], and by Lemma 3,
for all x ∈ [0, C]. Therefore,
for all x ∈ [0, C]. We use that M (n) µ + (n, n + x) − M (n) µ − (n, n + x) is a non-decreasing function of x (Lemma 3). Hence, if Z µ − (n + C, n) ≤ Z ν n (n, n) and Z ν (n + C, n) ≤ Z µ + (n, n) then 
