Abstract. Decompositions of spectral type are obtained for closed Hilbert space operators with empty resolvent set, but whose square has closure which is spectral. Krein space situations are also discussed.
Introduction
Operators A with empty resolvent set arise in various ways. For example, in a Hilbert space H a closed symmetric operator A with a proper self-adjoint extensionÃ is of this type [11, p. 271] . One can then shrink the spectrum from C to (a subset of) R by passing toÃ, and thereby obtain a spectral decomposition of H.
Various examples have also been given of such operators A which are already self-adjoint, but with respect to an indefinite inner product [3, p. 113] , [4, p. 148], [6] . In [2] a Sturm-Liouville problem is described, leading to such an operator (see [6] for discussion). In these cases the "standard" spectral theorem, which requires nonemptiness of the resolvent [9, 5] , does not apply and it is not immediately clear how to obtain decompositions of spectral type.
Further instances appear in certain applications. For example operators of the form (1.1)
in H ⊕ H, where S is self-adjoint on H with Ker(S) = {0} and at least one of the operators S and S −1 is unbounded, arise in connection with Maxwell's equations [8] . Another example is change of independent variable, e.g., A : f (t) → f (1/t) in L 2 (R), cf. [10] .
It turns out that most of the above examples do have enough structure to permit some decomposition of spectral type. A key condition is (1.2) the closure C of A 2 is similar to a bounded symmetric operator.
In many of the above examples, C = I. In Bognar's example A is of the form 0 0 S 0 and then C = 0. The two block-matrix examples above are special cases of
where M is a bounded and boundedly invertible operator, S and Z are self-adjoint operators with commuting resolvents, SZ is a bounded operator, but at least one of the operators S and Z is unbounded. In this case (1.2) holds although C is not symmetric. The above condition (1.2) on C, and another technical condition, turn out to be enough to give a decomposition of H of spectral type related to A. In Section 2 we treat the case C = I and we establish the existence of two orthogonal A-invariant subspaces F and G in which A| F is self-adjoint (permitting the usual decomposition) and G permits a decomposition so that
T being isometric and S positive and contracting. In Section 3 we study the general situation and find that A| F is normal and A| G takes the form
where S and Z commute. We also discuss integral representations for some of these constructions.
In Sections 4 and 5 we admit an (indefinite) inner product, generated by a self-adjoint operator J, which makes H into a Krein space, and we assume that A is J-symmetric. For example, the operator A of (1.1) is J-self-adjoint in H ⊕ H if
Roughly, the results we obtain parallel those of Sections 2 and 3, but where the decompositions respect both A and J. For example, if C = I then A| G is as in (1.3) and
On the other hand some extra conditions are needed in general, e.g., to obtain the analogue of Section 3 we require A to be J-nonnegative for the existence of a J-self-adjoint extension.
A Matrix Representation for a Square Root of the Identity
Let B be a closed operator acting in a Hilbert space H with a dense domain D(B) and such that (2.1) (i) the closure of the restriction of B on D(B 2 ) coincides with B;
(ii) the closure C of B 2 is the identity operator. 
Thus if B is unbounded, then B − ξI cannot have a (closed!) bounded inverse, and the resolvent set of B must be empty.
H nsa , invariant with respect to B, and such that
where L + and L − are the eigenspaces of B, corresponding to eigenvalues 1 and
It is easy to check that the subspace H sa is as required, so without loss of generality we can suppose
2 . Thus the corresponding lineal H 1 := {x + U x} x∈L + is closed [11, p. 231] , and Lemma 2.1 shows that (2.6)
Similarly we find B(x + U x)
In this case the lineal {x − U x} x∈L + need not be closed and we denote its closure by H 2 . Thus B| H 1 : H 1 → H 2 is a strict contraction which is one-to-one (since U x = x ∈ L + implies x = 0) and we take TS as its polar decomposition. The result follows.
Remark 2.7
For a given scalar product the subspaces H sa , H 1 , H 2 and the operators T, S from (2.2) are uniquely determined. Proof First, the subspace H sa is defined by the formula H sa = Ker(B − B * ). Second, we claim that the subspace H 1 must be representable in the form H 1 = {x +W x} x∈L + , where W : L + → L − is a bounded and boundedly invertible operator. Indeed, (2.6) shows that all elements y ∈ H 1 take the form
Thus, the relation x − = W x + ⇔ y = x + + x − generates a linear operator and similarly W is invertible. It is easy also to check that W is closed, so the second part is finished. Third, H 1 ⊥ H 2 , therefore (with P as above) ( 
is imaginary, the operator PW is self-adjoint and W is an isometry. Thus, P * = W (PW ). Finally, by (2.2), (Sy, Sy) ≤ (y, y) for every y = x+W x ∈ H 1 and (y, y) = 2((I +PW )x, x), (Sy, Sy) = 2((I − PW )x, x), so PW > 0. Thus, W and PW are the elements of the (uniquely determined) polar decomposition for P * . The rest is straightforward. Now let us consider another way to reconstruct the domain D(B) of B satisfying conditions (2.1) by using the range of a suitable bounded operator. There is a general way to do this for any closed operator A in a Hilbert space H. Indeed, the operator M := (I + (A * A) 1/2 ) −1 has the required property: MH = D(A). In our particular case there is a more direct solution.
Lemma 2.8 Let:
• B satisfy conditions (2.1),
• P + and P − be ortho-projectors onto the subspaces L + and L − respectively and Θ = P + + P − .
Proof Without loss of generality suppose that (2.3) holds. Let P, U and K be as in (2.4) and (2.5). Then
In the same way dG λ x and by
dG λ x, from (2.10) and (2.11) we have
Now, from (2.10) and Lemma 2.8 we have
In the same way one can show that
Remark 2.9 Let B satisfy (2.1) and (2.3) and let
Proof Indeed, from (2.10) and (2.12) we have that
dG λ x = y ∈ H 1 . In the same way one can prove that Θ 1/2 H 2 = H 2 and
We conclude this section with the case where C = I in (2.1)(ii) is replaced by C = −I. 
where ZS = −I.
Proof The operator iB satisfies (2.1), so by Lemma 2.6 we have the representation
Note thatT is an isometry, so T = −iT is also an isometry.
Operators with Squares Similar to Self-Adjoint Operators
Let B be a closed operator acting in a separable Hilbert space H with a dense domain D(B) and such that 
Proof Our assertion means that BD(B) ⊆ D(B). Let
In consequence we have the following (cf. Remark 2.2)
Corollary 3.2 If B satisfies (3.1) then either B is bounded or else its resolvent set is empty.
Proof By Proposition 3.1,
As before, let C be the closure of B 2 , so by (3.1(i)) C is defined everywhere on H. Let s − Alg(C) be the strong operator closure of {P(C)}, where P(ξ) runs over the set of all polynomials. Proof Let x ∈ D(B) and y = Bx. Under our conditions there is a sequence
and BDx = DBx. Similar arguments hold for
We now impose in addition the following condition on C from Section 1:
The closure C of B 2 is similar to a bounded self-adjoint operator.
Equivalently, C is a scalar spectral operator with real spectrum. Let E λ be the spectral function of C (continuous from the left in the strong topology). 
Theorem 3.4 Let B satisfy conditions (3.1) and (3.2). Then H and D(B) admit the representations
re has non-negative spectrum and Proof In what follows a concrete form of the Hilbert scalar product on H is not really essential, we need to fix only the norm topology. Thanks to this remark we can change the Hilbert scalar product for a new one such that C is a self-adjoint operator and, thus, its spectral function is orthogonal. Throughout the proof we shall suppose that ( · , · ) has the above-mentioned property.
Put
Invariance of these subspaces follows from Proposition 3.3.
The assertion of the theorem is evident for H ni , so let us check it for H re . Fix an arbitrary µ > 0. Then the subspace H µ := (I − E µ )H is invariant with respect to B and 
The analysis for the operator B im is the same as that for B re because the spectrum of operator (iB im ) 2 is non-negative.
For future reference let us mention the following theorem [14, Proposition 1, subsection 2, §41].
Theorem 3.5 Let E be a Hilbert space. Every bounded operator A in
which commutes with all bounded multiplication operators, has the form A : 
Proof (a) Since P M and P N are non-negative, we have the following chain (
Theorem 3.7 Let B satisfy conditions (3.1) and (3.2), the operator C have non-negative spectrum and Ker(C) = {0}. Then one can define on H a new scalar product ( · , · ) ′ topologically equivalent to the initial scalar product and such that H is represented as a direct integral
and if
is a corresponding element of H, then
where ω = C , and the operator B λ : H λ → H λ satisfies condition (2.1).
Proof As at the beginning of the proof of Theorem 3.4 we suppose that C is a selfadjoint operator with respect to ( · , · ) and, thus, its spectral function is orthogonal. Note that in the present case one cannot apply Theorem 3.5 directly because B is, generally speaking, an unbounded operator with empty resolvent set. So, first let us apply Theorem 3.4. In our case H = H re , so for short we put 
We are now ready to generalize Lemma 2.10 to the present assumptions. 
Proof According to Theorem 3.4 we have the representation H = H im+ H ni+ H re . Note also that we can find on H a new scalar product ( · , · ) ′ topologically equivalent to initial one and such that the operator C is self-adjoint. In this case the mentioned above representation takes a form 
By Lemma 2.6 we have the following representation 
where
Note that Z re > S re > 0. 
where T is an invertible isometry and Z ni > 0, so Proof Define J by the formula
A Canonical Form for a J-Positive Square Root of the Identity
In Corollary 3.10 a Krein space structure is defined corresponding to the operator B.
In this section and in the next one we shall consider a different situation where a Krein space H is already given with a fixed indefinite inner product generating various topologically equivalent Hilbert scalar products. First let us consider an operator B with a domain D(B) ⊂ H, such that
the closure C of B 2 is the identity operator.
Our goal is to study the properties of B. Since a J-symmetric operator has eigenvectors that are J-orthogonal when they correspond to different real eigenvalues, we have the following result. Similarly to Remark 2.5 we have the following result.
Proposition 4.2 Let B satisfy the conditions (4.1) and let B [ * ] be the operator J-adjoint to B. Then B
[ * ] is described by the conditions
Corollary 4.3 The operator B from Proposition 4.2 is J-self-adjoint if and only if
+ . 
Corollary 4.4 The operator B from Proposition 4.2 is either J-self-adjoint, or else has at least one J-self-adjoint extensionB which satisfies conditions (4.1) and is described in the following way
•L − = L [⊥] + , • D(B) = L + [+]L − , •B | L + = I| L + ,L + [⊥]L − , • D(B) = L + [+]L − , • B| L + = I| L + , B| L − = −I| L − .
Moreover, under these conditions D(B) = D(B
2 ) = R(B). 
It is easy to see that H b is invariant with respect to B. So without loss of generality we can suppose that
Under condition (4.6) the operators K and K * have the representations
respectively, where 
Hence we have
Similarly one sees that
J-Non-Negative Operators with Spectral Squares
We now weaken the conditions of the previous section, specifically (4.1)(d) and (4.3).
Proposition 5.1 Let an operator B be J-non-negative and satisfy conditions (3.1) and (3.2). Then C has non-negative spectrum.
Proof Let us suppose the contrary. Let E λ be the spectral function of C. Then there is an interval ∆ ⊂ (−∞, 0) such that 0 = E(∆). Since B is J-symmetric, C is J-symmetric too, but the last operator is bounded and defined on all H, so it is
The last, however, is impossible for a J-non-negative operator even if we take into account only its linear algebraic properties.
Note that Proposition 5.1 can also be proved for arbitrary J-non-negative operators B with non-empty resolvent set. First, if an operator B is J-non-negative and its resolvent set ρ(B) is non-empty then B is J-self-adjoint. Indeed, let us suppose the contrary, i.e., B is J-non-self-adjoint and there is λ such that (B − λI)D(B) = H. Without loss of generality we can suppose that λ / ∈ R. Now letB be a J-self-adjoint Jnon-negative extension of B and let x 0 ∈ D(B) but x 0 / ∈ D(B). Put y =Bx 0 . Thanks to the hypothesis λ ∈ ρ(B), there is x 1 ∈ D(B) such that y = (B − λI)x 1 . Then x 0 − x 1 is an eigenvector ofB corresponding to λ, but a J-non-negative operator cannot have a nonreal eigenvalue. So B is J-self-adjoint and the rest of Proposition 5.1 follows from Langer's integral representation for J-non-negative J-self-adjoint operators [9] . In Proposition 5.1, however, the resolvent set can be empty. Corollary 4.8 depends on choosing a maximal pair of subspaces whose existence is well-known. The analogous result in the present context is rather more delicate and uses a maximal pair result that we defer to the Appendix. -negative and satisfy conditions (3.1) and  (3.2) . Then B has a J-self-adjoint extensionB which satisfies the same conditions. Proof First, let us consider the case when the kernel of B is trivial. Then from Theorem 3.4 we have
Theorem 5.2 Let an operator B be J-non
Without loss of generality (if necessary changing the Hilbert scalar product as indicated earlier) we can suppose that C is self-adjoint. Then J commutes with C and with its spectral function E λ .
Let us fix λ > 0 and consider the compression B λ :
Using Proposition 3.3 and Lemma 4.5 on B λ , one can check that D 2 λ x = x for all x ∈ D(B λ ) and thus we can apply Lemma 4.5 to D λ to give an orthogonal definite pair {L + , L − }. In the Appendix it is shown that there is a maximal extension {L + ,L − } (the so-called extension with nullified complement), with the following property. If E is a projector which is simultaneously orthogonal and J-orthogonal and the subspaces L + and L − are invariant with respect to E, then the subspaces L + andL − are also invariant with respect to E. If we take the extension of D λ tõ L + +L − given byD λ x ± = ±x ± for x ± ∈L ± , then the operator 
and henceB is J-self-adjoint. Next we establish (3.1) and (3.2) . If x ∈ D(B) and y =Bx then there is a sequence x n ∈ D(B) so that x n → x and y n :=Bx n → y. We say that an operator A has property P if D(A 2 ) = D(A), so by Lemma 4.5,D λ has property P. Since F and F −1 are bounded,B λ , and henceB, also have property P. Using Proposition 3.3 we then conclude that
, soB 2 x n converges to a limit z, say, andBy n → z. Thus y ∈ D(B) and z =By =B 2 x. It follows thatB has property P, and (3.1)(ii) is proven. From (5.1) we haveB 2 x n = Cx n → Cx and the remaining contentions follow easily. We conclude this section with a partial converse to Proposition 5.1. 
A Canonical Form for a J-Symmetric Root of Minus Identity
In the previous two sections we studied J-symmetric operators B of certain types (e.g., with nonnegative C) that accept J-self-adjoint extensions of desired types. Now we turn to a different case, where J-self-adjoint extensions are not guaranteed.
Let us consider an operator B with a domain D(B) ⊂ H, such that
• the closure of B 2 is minus the identity operator.
Our aim is to find a canonical form for B.
Let us redefine C + := 
Remark 6.2 If an operator B satisfies conditions (6.1) then it is J-self-adjoint if and only if simultaneously (L
We leave open the extension problem for a dense pair of neutral subspaces, but we shall consider a particular case of this problem. Since N is neutral, we have 0
In conclusion, we remark that it is easy to construct a J-symmetric operator B with the properties (6.1) but without a J-self-adjoint extension. Indeed, we can take Γ such that J Γ is symmetric with no self-adjoint extension and then use Lemma 6.3.
A Appendix

A.1 Preliminaries
As is well known any J-orthogonal pair {L + , L − } of definite subspaces can be extended to a maximal pair. Traditional proofs of this result are non-constructive and use the existence of a maximal element in a partially ordered set. Here we provide a constructive proof which may be useful in other applications as well.
A.2 Main Construction
Let H be a Krein space, the representation H = H + ⊕ H − be its canonical decomposition and J be the corresponding canonical symmetry. Next, let L + and L − be positive and negative subspaces respectively, with Let us define the subspaces: H 
The last chain implies (A.3)
In what follows we use a scheme from [1] and [13] to prove existence of a norm preserving extension of a self-adjoint contraction. Taking into account (A.3), let us introduce a new norm on H + by:
With respect to this norm on the domain, the operator K 2,1 is a contraction too. In fact, from (A.1) for 0 = u we have K 2,1 u 2 < u 2 − K 1,1 u 2 = u 2 0 . Our aim is to extend K 2,1 to a contraction acting from the whole space H + with norm · 0 into H (2) − . LetH andH (1) be respectively the completion of the lineals H + and H
(1) + with respect to the norm · 0 . Next, letK 2,1 be the closure of K 2,1 inH and let P be the ortho-projector (with respect to the norm · 0 ) fromH ontoH (1) . Then the operatorK 2 =K 2,1 P is a well defined contraction, acting fromH into H 
+ ⊂ H . Now it is easy to see that E| H + is also orthogonal with respect to the norm · 0 from (A.4). The rest is straightforward.
