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Abstrak—Seiring dengan bertumbuhnya jumlah dokumen 
digital yang sangat pesat, membuat pengguna dihadapkan 
dengan sejumlah besar informasi yang redundan. Oleh sebab itu, 
dibutuhkan suatu sistem yang dapat melakukan peringkasan 
teks multi-dokumen untuk mengekstrak kumpulan informasi 
relevan secara otomatis.  Pada penelitian ini diusulkan sebuah 
rancangan peringkasan teks multi-dokumen dengan pendekatan 
clustering dan pemilihan kalimat. Proses clustering kalimat 
menggunakan metode Latent Semantic Indexing (LSI) dan 
Similarity Based Histogram Clustering (SHC). Penggunaan 
metode LSI dipilih karena mampu menangkap kemiripan 
hubungan term-term dalam suatu konteks kalimat serupa secara 
semantik dan metode SHC dilakukan untuk memperoleh cluster-
cluster kalimat yang berkoherensi tinggi. Sedangkan proses  
pemilihan kalimat menggunakan metode Sentences Information 
Density (SID), yaitu proses pemilihan kalimat berbasis positional 
text graph dimana representasi kalimat dipilih berdasarkan 
tingkat kemiripan antapasangan dalam suatu graph. Kombinasi 
metode tersebut mampu menghasilkan sebuah peringkasan teks 
multi-dokumen yang mengandung coverage, diversity dan 
koherensi yang tinggi. 
Keywords—multi-document summarization; latent semantic 
indexing; similaritiy based histogram clustering; sentences 
information density; sentences clustering 
I. LATAR BELAKANG 
Seiring dengan perkembangan teknologi informasi-
komunikasi yang ekponensial, menyebabkan ketersediaan 
dokumen digital tumbuh dengan jumlah yang pesat [1]. Hal ini 
tentu menyulitkan pengguna dalam mengekstrak informasi 
yang relevan dan sesuai dengan kebutuhan.  Pengguna kini 
dihadapkan dengan sejumlah besar informasi yang bersifat 
redundan dengan konten yang secara kontekstual sama tapi 
dengan narasi yang berbeda [2]. Berdasarkan masalah tersebut 
maka dibutuhkan suatu sistem yang mampu mengekstrak 
informasi-informasi dari beberapa dokumen dan 
merepresentasikannya ke dalam suatu teks ringkasan yang 
efisien. 
Peringkasan teks merupakan cara dalam menyingkat 
sejumlah besar dokumen ke dalam bentuk ringkasan dengan 
memilih informasi-informasi penting dan membuang 
informasi yang redundan dan/atau kurang penting. 
Berdasarkan jumlah sumbernya, teknik peringkasan teks dapat 
dikategorikan menjadi dua, yakni peringkasan dokumen 
tunggal dan multi-dokumen [1]–[3]. Peringkasan dokumen 
tunggal merupakan pemrosesan sebuah dokumen ke dalam 
bentuk yang lebih singkat, sedangkan peringkasan multi-
dokumen merupakan pemrosesan kumpulan dokumen ke 
dalam sebuah ringkasan.   
Penelitian mengenai peringkasan multi-dokumen 
merupakan kelanjutan dari peringkasan dokumen tunggal. 
Penelitian tersebut melakukan penggabungan dan 
pengintegrasian informasi dalam suatu kumpulan dokumen, 
melakukan sintesis pengetahuan, dan merepresentasikannya ke 
dalam bentuk yang lebih ringkas [1]. Kini para peneliti mulai 
melakukan penelitian peringkasan teks multi-dokumen untuk 
mencapai sebuah tujuan yaitu menghasilkan sebuah ringkasan 
yang memiliki coverage yang luas, tidak redundan dan 
koherensi yang tinggi. 
Dalam paper ini diusulkan sebuah rancangan peringkasan 
multi-dokumen berdasarkan pendekatan clustering dan 
pemilihan kalimat yang diharapkan mampu menghasilkan 
sebuah ringkasan yang mencakup sebanyak mungkin 
informasi-informasi penting, keberagaman yang baik, dan 
koherensi antarkalimat yang tinggi. Paper ini disusun sebagai 
berikut; Bagian 2 menjelaskan tentang analisis prapengolahan 
teks. Pengclusteran kalimat dideskripsikan di Bagian 3. 
Pengurutan cluster dan pemilihan kalimat dideskripsikan 
secara berurut pada Bagian 4 dan 5. Arsitektur peringkasan 
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yang diusulkan dideskripsikan pada Bagian 6. Terakhir Bagian 
7 berisi kesimpulan dari keseluruhan isi paper ini. 
II. PRAPENGOLAHAN TEKS 
Prapengolahan teks merupakan tahap awal dalam 
pemrosesan dokumen sebelum dilakukannya proses 
peringkasan teks. Proses ini dilakukan untuk mengubah 
bentuk dokumen yang sebelumnya tidak terstuktur ke dalam 
bentuk yang terstruktur [4]. Hal ini dilakukan untuk 
menghilangkan noise pada saat pengambilan infromasi. 
Adapun tahap prapengolahan teks ini terdiri dari proses 
segmentasi kalimat, case folding, tokenizing, filtering dan 
stemming. Segmentasi kalimat merupakan proses pemecahan 
teks dokumen menjadi beberapa kalimat berdasarkan tanda 
baca titik (.), tanda seru (!) dan tanda tanya (?). Kalimat-
kalimat yang dipecah tersebut selanjutnya dilakukan proses 
case folding, yaitu proses penyeragaman bentuk huruf (‗a‘-‗z‘ 
atau ‗A‘-‗Z‘) dan membuang semua karakter selain huruf. 
Kalimat-kalimat tersebut kemudian dilakukan perombakan 
menjadi sebuah kata-kata tunggal (token) melalui proses 
tokenizing. Kumpulan token tersebut kemudian dilakukan 
proses filtering, yakni proses pembuangan term-term yang 
tidak bermakna atau kurang berarti seperti dia, karena, bahwa, 
atau, pada, dan lain sebagainya. Proses terakhir yaitu 
stemming. Stemming merupakan proses mereduksi suatu kata 
ke dalam bentuk akar katanya berdasarkan aturan-aturan 
morfologi suatu bahasa tertentu [5]. Pada tahap prapengolahan 
teks ini akan dihasilkan sebuah matriks yang berisi frekuensi 
kemunculan masing-masing term didalam kalimat. 
III. CLUSTERING KALIMAT 
Clustering kalimat merupakan tahapan yang penting dalam 
proses peringkasan teks otomatis multi-dokumen berdasarkan 
pengelompokan. Hal ini dikarenakan masing-masing kalimat 
dalam set dokumen harus diidentifikasi cluster mana yang tepat 
untuk menjamin cakupan pembahasaan (coverage) yang baik 
[6]. Oleh sebab itu, diperlukan suatu pemilihan metode yang 
mampu menjamin kalimat-kalimat dalam cluster tersebut 
memiliki koherensi yang tinggi dan cluster yang terbentuk 
bersifat tidak kaku. Hal ini dikarenakan jika kalimat-kalimat 
dalam suatu set dokumen tersebut dikelompokkan ke dalam 
cluster yang jumlahnya tetap, maka ada kemungkinan bahwa 
kalimat tersebut terpaksa masuk menjadi anggota cluster [2]. 
Hal ini tentu menyebabkan cluster menjadi tidak koheren dan 
pemilihan kalimat menjadi redundan untuk ringkasan. Pada 
paper ini diusulkan metode Similarity Based Histogram 
Clustering (SHC) yang diadopsi dari [7]. Metode ini 
menggunakan pendekatan cluster similarity histogram dalam 
menjamin koherensi sebuah cluster. Dalam menghitung tingkat 
kemiripan suatu kalimat terhadap yang lain pada proses SHC 
ini digunakan pendekatan semantik menggunakan Latent 
Semantic Indexing (LSI) yang mampu membangun hubungan 
antara istilah yang satu dengan yang lain dalam konteks 
kalimat yang serupa [8].  
 Latent Semantic Indexing 2.27.
Term-term dalam kalimat yang diperoleh dari tahap 
prapengolahan teks menghasilkan sebuah matriks A  yang 
berisi frekuensi kehadiran masing-masing term dalam kalimat 
tertentu. Pada dasarnya, kalimat dalam konteks yang satu 
memiliki makna yang semantik terhadap yang lainnya namun 
direpresentasikan dalam kata yang berbeda. Hal ini disebabkan 
oleh sifat teks, dimana konsep yang sama dapat diwakili kata-
kata yang berbeda dan memiliki arti yang sama [10]. Dengan 
menggunakan LSI, hubungan term-term dalam konteks kalimat 
yang satu dengan yang lainnya secara semantik dapat diukur. 
Latent Semantic Indexing (LSI) adalah sebuah metode 
untuk menggali dan merepresentasikan konteks tersembunyi 
dalam suatu dokumen [8] [9]. LSI menganut suatu asas bahwa 
kata-kata yang digunakan dalam konteks yang sama  cenderung 
memiliki makna yang semantik. Oleh sebab itu, penentuan 
tingkat kemiripan antarkalimat dalam pembentukan cluster 
menggunakan prinsip LSI dapat menghubungkan antara istilah 
yang satu dengan yang lain dalam konteks kalimat yang serupa.  
Metode LSI menggunakan Singular Value Decomposition 
(SVD) dalam menemukan relasi semantik antara kata dan 
kalimat [11]. Setelah matriks A antara term dan kalimat 
dibentuk, maka SVD akan mendekomposisi matriks A menjadi 
tiga buah matriks T, Ʃ, dan S, sesuai dengan (1). Proses ini 
dimaksudkan sebagai proses pengurangan noise, sehingga 
diperoleh matriks Latent Semantic yang bebas dari noise 
dimension. 
   A = T . ∑ . ST                    (1) 
Matriks T dan S merupakan matriks singular vektor kiri dan 
kanan, dan matriks Ʃ merupakan matriks diagonal yang berisi 
nilai singular.  
 Pengukuran jarak kemiripan antarkalimat dalam matriks 
tersebut menggunakan pendekatan cosine similarity. Cosine 
similarity adalah  perhitungan tingkat kemiripan berdasarkan 
besar sudut  kosinus antara dua vektor, yaitu vektor kalimat 
pertama yang merupakan centroid hasil kali antara vektor term 
(T) terhadap matriks singular value (∑) dan vektor kalimat 
kedua yang merupakan vektor hasil kali antara matriks singular 
value (∑) terhadap vektor kalimat (S). Berdasarkan nilai 
kosinus tersebut, maka nilai similarity  memiliki rentang nilai 
antar 0 sampai 1. Semakin besar nilai similarity, maka semakin 
relevan pula pasangan kalimat tersebut. 
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Gambar 1. Vektor dalam Cosine Similarity 
Perhitungan nilai Cosine Similarity dapat dituliskan sebagai  
   cos (  ⃗⃗⃗     ⃗⃗ ) = 
  ⃗⃗  ⃗   ⃗⃗  ⃗
   
⃗⃗⃗⃗     ⃗⃗  
     dimana  
   ⃗⃗⃗    = vektor kalimat ke-i 
   ⃗⃗   = vektor kalimat ke-j 
     ⃗⃗ ⃗⃗ ⃗⃗   = panjang kalimat vektor qi 
     ⃗⃗ ⃗⃗  ⃗  = panjang kalimat vektor sj          (2)  
 Similarity Based Histogram Clustering 2.28.
Similarity Based Histogram Clustering (SHC) adalah 
metode representasi statistik yang berasal dari himpunan 
pasangan kalimat dalam suatu cluster [7]. Metode yang 
diadopsi dari [7] ini terbukti lebih baik dibandingkan Single-
Pass Clustering, K-Nearest Neightbor, dan Hierarchical 
Agglomertative Clustering dalam hal penentuan clustering 
kalimat. Hal ini dikarenakan metode SHC mampu menjaga 
setiap cluster  sebisa mungkin berada dalam kondisi koheren 
dan mempertahankan derajat koherensi dalam suatu cluster.  
Salah satu cara dalam SHC untuk menjaga setiap cluster 
dalam kondisi koheren yang tinggi adalah dengan 
mempertahankan derajat kemiripan antar anggota yang 
cenderung ke kanan pada histogram kemiripan dalam cluster 
seperti Gambar 2. 
 
Gambar 2. Histogram Kemiripan dalam Cluster 
Kualitas dari koherensi cluster yang direpresentasikan 
melalui kemiripan dalam suatu histogram tersebut ditentukan 
dengan menghitung rasio histogram. Perhitungan rasio 
histogram tersebut dapat dituliskan sebagai 
HR  = 
∑   
  
   
∑   
  
   
      dimana 
T   = Batas ambang kemiripan x jumlah bin histogram 
hi  =  jumlah kemiripan pada bin ke-i                        
(3) 
Berikut merupakan langkah-langkah dari metode SHC. 
 
Gambar 3. Pseudocode clustering Kalimat Menggunakan 
Metode SHC 
 Berdasarkan pseudocode metode SHC pada Gambar 3, 
SHC melakukan pengujian masing-masing kalimat terhadap 
cluster c pada cluster list L. Nilai rasio histogram diukur pada 
saat sebelum dan sesudah penambahan kalimat pada cluster c. 
Apabila rasio histogram sesudah penambahan kalimat lebih 
besar dari nilai rasio sebelumnya atau nilai rasio histogram 
sesudah penambahan lebih besar dari rasio histogram minimum 
dan selisih nilai antara rasio histogram sebelum dan sesudah 
penambahan kalimat lebih kecil dari epsilon(ԑ), maka kalimat 
tersebut ditambahkan. Proses tersebut dilakukan terus menerus 
sebanyak jumlah cluster yang terbentuk. Apabila setelah 
dilakukan pengujian dan kalimat k tersebut tidak berada di 
𝑞𝑖⃗⃗⃗   
𝑠𝑗⃗⃗  
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cluster manapun, maka cluster baru akan dibuat dalam list L 
dan diisi dengan kalimat k tersebut. 
IV. PENGURUTAN CLUSTER 
Karena metode yang digunakan dalam clustering kalimat 
merupakan metode unsupervised dan tidak ada kepastian 
khusus berapa jumlah cluster yang terbentuk, maka sangat 
penting untuk menentukan cluster mana yang akan dijadikan 
perwakilan ringkasan. Salah satu metode termudah dalam 
menentukannya yaitu mengasumsikan bahwa cluster yang 
memiliki jumlah kalimat lebih banyak merupakan cluster yang 
penting dan dijadikan perwakilan ringkasan [6]. Akan tetapi, 
metode tersebut memiliki kekurangan karena beberapa 
kelompok cluster mungkin saja memiliki jumlah kalimat yang 
sama dan sejumlah kalimat dalam suatu cluster kurang 
informatif, yang terkesan hanya memperbanyak kalimat dalam 
suatu cluster. 
Dalam paper ini, diusulkan suatu pendekatan pengurutan 
cluster yang mampu mengatasi masalah diatas, yaitu 
pengurutan menggunakan cluster importance. Cluster 
importance ini merupakan suatu pembobotan cluster 
berdasarkan jumlah bobot suatu term dalam cluster yang 
memiliki frekuensi kemunculan diatas batas ambang/ 
threshold (Ө). Perhitungan cluster importance dalam suatu 
cluster dapat dituliskan dalam (4). 
   weigth(cj) = ∑     (       ( ))               (4)
  
Dimana count(t) merupakan jumlah term t pada cluster ke-
j yang lebih dari threshold  dan weight(cj) merupakan bobot 
yang menyatakan information richness dari suatu cluster ke-j. 
Ketika semua bobot cluster telah dihitung, selanjutnya 
dilakukan proses pengurutan berdasarkan bobot terbesar 
hingga terkecil. Nilai bobot cluster terbesar akan dijadikan 
kandidat cluster pertama dan begitu seterusnya sampai bobot 
yang terkecil. 
V. PEMILIHAN KALIMAT 
Pemilihan representatif kalimat yang dijadikan kandidat 
ringkasan dalam suatu cluster merupakan tahapan penting 
dalam menghasilkan ringkasan yang coverage dan diversity. 
Terdapat beberapa solusi tradisional dalam memilih 
representatif kalimat dalam suatu cluster, diantaranya memilih 
secara acak atau memilih kalimat yang terpanjang. Akan 
tetapi, kedua solusi tersebut belum mampu menghasilkan 
representatif kalimat yang baik [6]. Hal ini dikarenakan 
apabila memilih kalimat secara acak atau secara jumlah kata 
terbanyak, maka kalimat yang dipilih tersebut belum tentu 
menghasilkan suatu representasi informasi secara keseluruhan 
dalam suatu cluster.  
Pada paper ini diusulkan sebuah metode pemilihan 
representatif kalimat berdasarkan positional text graph dalam 
menentukan kalimat-kalimat yang informatif. Metode tersebut 
adalah Sentence Information Density (SID) yang diadopsi dari 
[12]. Dalam paper ini nilai SID dihitung berdasarkan nilai 
kemiripan pasangan-pasangan kalimat dalam suatu cluster 
yang membentuk sebuah graph [13].  
Masing-masing cluster yang telah diurutkan dalam proses 
sebelumnya dibentuk sebuah graph. Graph digambarkan 
sebagai G = (V,E) dimana V merupakan himpunan simpul 
(vertex) pada graph yang berisi kalimat-kalimat dalam suatu 
cluster, dan E merupakan himpuanan setiap busur (edge) pada 
graph yang berisi nilai kemiripan antarkalimat. Apabila nilai 
kemiripan antar pasangan kalimat tersebut memenuhi nilai 
batas ambang/threshold α, maka edge dibentuk dengan nilai 
bobot yang berasal dari nilai kemiripan antarkalimat. Ketika 
graph terbentuk, nilai SID dihitung menggunakan (5). 
    Fsim(ki) = 
   
     *      +   
           (5)  
Dimana Fsim(ki) adalah nilai bobot representasi kalimat ke-i 
dalam suatu cluster,     adalah jumlah semua nilai 
kemiripan yang datang dari kalimat k ke-i pada sebuah cluster, 
dan    adalah jumlah semua nilai kemiripan maksimum 
diantara semua pasangan kalimat  ke-j yang ada pada cluster. 
kalimat yang ada pada masing-masing cluster yang memiliki 
nilai SID yang terbesar akan dijadikan kandidat sebuah 
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Gambar 4. Framework Peringkasan Teks Multi-Dokumen  
 yang Diusulkan 
 
Pada paper ini diusulkan sebuah skema perancangan 
peringkasan teks multi-dokumen secara ektraksi seperti 
Gambar 4. Dokumen yang telah di cluster berdasarkan topik 
terlebih dahulu dilakukan proses prapengolahan teks meliputi 
segmentasi kalimat, case folding, tokenizing, filtering, dan 
stemming. Hal ini dilakukan untuk mengubah dokumen-
dokumen masukan ke dalam bentuk matriks yang berisi bobot 
term terhadap kalimat. Matriks tersebut kemudian dijadikan 
input dalam proses selanjutnya, yaitu proses clustering kalimat 
yang meliputi LSI dan SHC. LSI dilakukan untuk memperoleh 
tingkat kemiripan antarpasangan kalimat berdasarkan relasi 
semantik. Selanjutnya, dilakukan proses pengelompokkan 
kalimat menggunakan metode SHC, yaitu suatu proses 
pengelompokkan kalimat ke dalam masing-masing cluster 
koheren berdasarkan rasio histogram.  
Dalam melakukan pengurutan cluster, cluster importance 
melakukan pengurutan berdasarkan nilai penjumlahan bobot 
term-term yang merupakan kata frequent. Untuk melakukan 
pemilihan kalimat, diajukan sebuah metode perhitungan 
berbasis positional text graph menggunakan Sentences 
Information Density (SID). Kalimat dengan SID terbesar akan 
dijadikan kandidat kalimat ringkasan dalam suatu cluster.  
 
VII. KESIMPULAN 
Peringkasan teks multi-dokumen merupakan perpanjangan 
dari peringkasan dokumen tunggal, dimana peringkasan 
tersebut lebih sulit karena harus mengintegrasikan informasi 
dalam suatu kumpulan dokumen dan merepresentasikannya ke 
dalam bentuk yang lebih ringkas. Peringkasan teks multi-
dokumen menggunakan metode LSI dan SHC mampu 
menjaga koherensi dalam cluster kalimat sehingga 
menghasilkan ringkasan dengan cakupan yang luas dan 
memiliki koherensi yang tinggi. Selain itu, penggunakan 
metode SID juga membantu dalam memilih kalimat mana 
yang akan dijadikan perwakilan cluster.  
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