Abstract-We assess the performance of three unconditionally stable finite-difference time-domain (FDTD) methods for the modeling of doubly dispersive metamaterials: 1) locally one-dimensional FDTD; 2) locally one-dimensional FDTD with Strang splitting; and (3) alternating direction implicit FDTD. We use both double-negative media and zero-index media as benchmarks.
I. INTRODUCTION

D
OUBLE-NEGATIVE (left-handed) media have attracted great interest due to their potential to yield unusual effects, such as negative refraction and backward wave propagation [1] . One way of obtaining materials with double-negative behavior is by constructing tridimensional composite materials made of conducting wires [2] (to yield negative permittivity) and split ring resonators [3] (to yield negative permeability), as suggested in [4] . Using homogenization techniques, such composites can be described, under certain limits, by means of (bulk) frequency-dispersive material parameters with negative permittivity and negative permeability values at some frequencies [5] .
A variant of such material responses that is also of interest can be provided by zero-index media, where permittivity and permeability are simultaneously (close to) zero at a critical frequency [6] - [8] .
The finite-difference time-domain (FDTD) method [9] , [10] is a popular numerical technique that is capable of modeling complex frequency responses of such metamaterials in the time domain. However, highly refined grids should be employed to accurately model strong evanescent waves that are present in connection with double-negative media. Evanescent waves are critical for (subwavelength) imaging quality [11] . Moreover, resonant surface polaritons can also be present at double-negative media interfaces, which require long integration times due to slow transient behavior [12] . Unfortunately, the time step size of FDTD is restricted by the well-known Courant-Friedrich-Levy stability condition, which imposes an upper bound to the time step size according to the spatial cell size [10] , [13] . The simultaneous requirements of small time steps and long integration times make the computational cost of FDTD become prohibitive, especially for 3-D problems.
A possible way to overcome the Courant-Friedrich-Levy limit is through the use of operator-splitting techniques, such as the alternating direction implicit (ADI) algorithm [14] - [19] , which produces an unconditionally stable time-domain update involving a tridiagonal system of linear equations. Another unconditionally stable time-domain approach is based on the locally one-dimensional (LOD)-splitting technique [20] - [29] , sometimes referred to as split-step technique [20] , [21] , [27] . This unconditionally stable FDTD technique yields a very simple algorithm, making it attractive for simulations involving frequency-dispersive media. In contrast to the ADI algorithm however, the LOD technique is only first-order accurate in time. This limitation can be circumvented by a modified Strang splitting, as suggested in [20] and [27] at the cost of an increase in the number of arithmetic operations. This latter technique is denoted here as LOD-FDTD with Strang splitting.
The relative performance of various unconditionally stable FDTD methods was recently evaluated, e.g., consisting of positive-index media only [30] . In the present study, we evaluate unconditionally stable FDTD methods in more challenging problems including negative-index media. In particular, we show that special care is required to accurately model larger field gradients of evanescent modes excited in these problems. We carry out a performance assessment of LOD-FDTD with and without Strang splitting and of ADI-FDTD for the simulation of metamaterials with double-negative and zero-index responses in the bulk. Two benchmark problems are considered: 1) a point source near a slab of double-negative media embedded in air and 2) a point source near and inside a slab of matched zero index. In both cases, the Drude model (with loss) is employed to describe the frequency response in a consistent fashion.
II. FORMULATION
We assume the e time convention and consider transverseelectric polarized waves (transverse-magnetic case is obtained by duality), with 2-D Maxwell equations expressed as
Utilizing the Drude model [31] , [32] for the modeling of doubly dispersive metamaterials, we have (4) (5) where is the plasma frequency and is the damping (loss) coefficient.
By substituting (4)- (5) into (1)- (3) and introducing equivalent Drude currents [19] and then applying an inverse Fourier transformation, we obtain time-domain governing equations, one set of equations for Maxwell equations and the other set of equations for the auxiliary differential equations (ADE):
where and are the equivalent Drude electric currents, and is an equivalent Drude magnetic current. In the spatial grid, , , and are collocated with the corresponding field components, as done in [33] , as opposed to being at the center of the Yee cell, as done in [31] . As discussed elsewhere [33] and [34] , numerical mismatching effects (spurious surface plasmon) that may occur at double-negative interfaces need to be properly addressed. This can be achieved by using either an arithmetic mean of the material permittivity [34] or a current averaging technique [33] at the interfaces. In this work, we use the latter technique at the interfaces. The final FDTD update equations can be derived by applying the central difference scheme (CDS) in both space and time domains [10] , [35] .
A. ADI-FDTD
Alternating-direction implicit finite-difference time-domain algorithms have already been proposed [14] and implemented for metamaterials elsewhere [36] and [37] . We will keep the discussion very brief here. In ADI-FDTD, the update at each time step is divided into two substeps with the time interval of . In the first substep ( ), we have
where the equivalent Drude current terms are temporally averaged at . The spatial derivative can be converted into the spatial difference, using central differencing in a standard fashion [10] . The update equations for the equivalent Drude currents can be obtained using central differencing in time, in a standard fashion:
where (18) (19) We note that and can be updated explicitly by substituting (16) and (17) into (13) and (14), respectively. However, should be solved implicitly by considering (14) , (15) , and (17) . The resulting equation can be cast as a tridiagonal linear system and easily solved with complexity. Update equations in the second substep ( ) can be obtained by (20) 
B. LOD-FDTD
Let us consider the LOD-FDTD formalism. LOD-FDTD is also divided into two substeps, similarly to ADI-FDTD [20] , [22] , [24] . However, for each time step, only two update equations are involved. Using an LOD splitting, in the first substep ( ), we have
In the second substep ( ), we have
For actual simulations, we do not need to perform update (27) , (30), (32), (35) . As a result, for each time step, one explicit update equation and one implicit update equation (in a tridiagonal linear system) are performed. We also note that, in terms of coefficients, and are same as (18) and (19), but, the coefficients for updating and are written as follows
This difference results from the fact that and are updated once (on increment) for two substpes in LOD-FDTD, but twice (on increment) for two substeps in ADI-FDTD. We also note that for updating and , the coefficients in front of the corresponding current terms are half of the ADI-FDTD counterparts, to be compatible with the above difference. This choice can be confirmed by deriving LOD-FDTD updates, using matrix operators [16] suitable for the Drude model. We write down governing (6)- (11) in the matrix form: (40) with and (41) Using the LOD-splitting technique, the two substep procedures of LOD-FDTD are written as [20] , [24] (42) (43) with and a proper choice of and :
The resulting update equations are same as ones presented previously.
C. LOD-FDTD With Strang Splitting
The accuracy of LOD-FDTD can be improved by adopting a different sequence of time increments in three steps instead of two, in the form . This is known as Strang splitting [20] , [28] . The computational cost of the extra step will be addressed later on. The finite-difference expansion of this formalism is carried out in the same manner as before. The first and the third substeps involve an identical set of equations. Hence, we include update equations for the first substep and the second substep in this paper. In the first substep ( , we have 
Similarly to conventional LOD-FDTD, for actual simulations, we do not need to perform update (47), (50), (52), (55). The coefficients for are same as those in ADI-FDTD, but, for they are same as those in conventional LOD-FDTD. In terms of coefficients for , they are same as those in conventional LOD-FDTD for the second substep, but, for the first substep they are written as follows (58) We note that the above expression can be derived by using matrix operators as follows [20] , [27] (59) (60) (61) where and are same, as in (44) and (45) . It should be noted that in this work the equivalent Drude currents , , and are involved at a central time instant when updating corresponding field components. Our extensive numerical tests have indicated that this choice leads to more accurate results. If a backward (or forward) time instant is considered, update equations become first-order accurate in time and thus temporal errors lead to a degradation in accuracy, specially for large . This can also make LOD-FDTD (with and without Strang splitting) prone to late-time instability for the analysis of double-negative media.
III. NUMERICAL EXAMPLES
In this section, a performance evaluation is carried out for unconditionally stable FDTD methods described above. FDTD results are employed as reference [7] , [31] , [32] . The time-domain excitation is a sinusoidal wave with a smooth ramp function, and it is given by for and for , with , where and [31] . We use a five-cycle smooth ramp function ( ) unless specified otherwise. A 2-D metamaterial slab (with the slab thickness and the slab width ) is surrounded by air and the computational domain is terminated by the perfectly matched layer (PML) [10] . We employ . We note that any central angular frequency can be employed, since all dimensions presented in this paper are indicated by a wavelength scale.
A. Double-Negative Media
We first consider a double-negative metamaterial slab. This structure allows one to investigate the concept of perfect lens suggested in [38] . This concept had been anticipated in [1] , where it was predicted that focus formation would occur due to the metamaterial. The investigation carried out by [38] suggested that in a negative-index slab the amplitude of the evanescent components can be amplified, and a perfect image of the object would result. Note, however, that the electromagnetic power flow inside a lossy "unmatched" ( ) negative-index slab is channeled rather than focused [31] , [32] , and a perfect focusing would only occur if the medium were simultaneously lossless and nondispersive [31] . The latter conditions are, of course, unrealistic.
We choose and for the Drude model, cf. (4)- (5), leading to . The slab thickness and the slab width are employed, and the point source is located ( ) above the slab interface. The simulations were carried out for different values of Courant-Friedrich-Levy number [10] . The snapshots of the magnetic field intensity at the time instant , obtained by FDTD and unconditionally stable FDTD methods are shown in Fig. 1 . These results were obtained using in all formalisms. All results of unconditionally stable FDTD schemes agree very well with the conventional FDTD results, showing focus formation. Fig. 2 shows results using for the unconditionally stable schemes, with good agreement. However, there is a discernible discrepancy between LOD-FDTD and FDTD in the near-field close to the source point.
We have also simulated wave propagation through a lossy "unmatched" double-negative slab ( ), with results shown in Fig. 3 . In this case, the Drude model parameters are and . In this example, is employed for all unconditionally stable schemes, while is employed for FDTD. The electromagnetic power flow inside the metamaterial slab is channeled into beams rather than being focused, as observed in [31] .
The results in Figs. 1-3 show that both focusing and channeling phenomena in double-negative media can be successfully modeled by unconditionally stable FDTD methods presented in materials that require long integration times (e.g., transmission coefficient calculation). This will be illustrated in Section IV.
B. Zero-Index Media
Here, we further carry out a performance assessment of unconditionally stable FDTD schemes considered in this paper for the analysis of zero-index Drude medium slabs [7] . Metamaterials in which permittivity and permeability (and therefore the refractive index) are both near zero at certain frequencies have been prescribed for applications, such as delay lines, phase shifters, couplers, and compact resonators [6] , [7] , [39] - [42] .
In the first example, we employ and , and the point source is located above the slab interface. We choose and for the Drude model, leading to . Fig. 4 shows snapshots of magnetic field intensity at , where is chosen for all unconditionally stable formalisms and for FDTD. The results of unconditionally stable FDTD algorithms have good agreement with FDTD results. The magnetic field is nearly uniform within the slab, as expected for a zero-index medium [7] .
The second example consists of a zero-index slab with and . In this case, a point source is located at the center of the zero-index slab. The magnetic field intensity at is shown in Fig. 5 . Overall, the results of unconditionally stable schemes agree well with FDTD results, except for discrepancy in the near-field close to the source point for LOD-FDTD, similarly to the double-negative media case.
IV. RELATIVE COST AND ACCURACY
In this section, we assess relative cost and accuracy of unconditionally stable FDTD schemes considered in this paper. 
A. Relative Cost Per Time Step
First, we carry out a computational cost study for unconditionally stable FDTD schemes, considering free-space simulations incorporating the PML absorbing boundary condition and double-negative metamaterial simulations. A comparison of the computational costs of unconditionally stable formalisms per the time step in free space incorporating PML is listed in Table I for a grid with 600 600 cells. In Table I , the numbers in brackets indicate the "break-even ," i.e., the minimum for the simulation run faster than conventional FDTD. The simulations were carried out on an AMD Athlon 64 3200 2.0 GHz computer with 2-GB memory. As expected, LOD-FDTD with PML yields faster results because of a decrease in the number of arithmetic operations at each time update. As mentioned above, this formalism is only first-order accurate in time. The secondorder accurate (in time) LOD-FDTD with Strang splitting, on the other hand, employs an extra step in the update (note that ADI-FDTD also requires only two steps) and demands about 25% more arithmetic operations in each time update. Nevertheless, this formalism requires approximately 33% less operations per time step than ADI-FDTD, because the former has only one [23] . The relative simplicity of the LOD formalisms becomes quite attractive for implementation of the PML, compared to the ADI case.
In the next example, we consider propagation through a slab of double-negative media. The computational costs per the time step for unconditionally stable FDTD methods are listed in Table II for a grid with 600 600 cells. In this example, LOD-FDTD with Strang splitting requires two extra explicit equations in each step to account for the Drude model. On the other hand, ADI-FDTD requires three extra explicit equations in each step and thus computational costs per time step become comparable to each other. It is worthy to note that the "break-even " for unconditionally FDTD schemes is relatively large in our study. In fact, its value is problem dependent and determined on a case-by-case basis. In general, the larger the required number of cells per wavelength (typically arising from geometrical modeling considerations), the smaller is the "break-even ."
B. Relative Accuracy
Next, we assess the relative accuracy of unconditionally stable FDTD schemes for the analysis of double-negative slab ( ) considered in Figs. 1 and 2 . We choose the FDTD result as the reference solution. Fig. 6 shows snapshots of error of magnetic field intensity (normalized by the maximum magnetic field intensity from the FDTD result) [43] . For , LOD-FDTD produces larger errors compared to the other two unconditionally stable schemes, and it is observed that large errors are produced near the source and the slab interfaces, where spatial derivatives of the field are high. It is interesting that poor accuracy is observed near a vertical line that crosses the source point. For , the overall accuracy is very good for all three unconditionally stable schemes, although LOD-FDTD produces errors in the near-field close to the source point (hence, for , the snapshot of error for LOD-FDTD is only included in Fig. 6 ).
We next compare quantitatively the relative accuracy of the three unconditionally stable schemes versus the time step size for the analysis of double-negative slab ( ) with and . In all cases studied here, the integration time is carried out until with the time step size given by , where is the maximum time step according to the Courant-Friedrich-Levy stability condition [10] . The relative error is investigated as a function of . We calculate the normalized error (in the norm) for the time-averaged amplitude of field components relative to FDTD results in Fig. 7 . As shown in this figure, the accuracy of unconditionally stable formalisms gets worse as increases ( decreases), since the splitting and numerical dispersion errors are proportional to [16] , [18] , [44] , [45] . LOD-FDTD has larger relative error than that of the other two (second-order accurate) unconditionally stable formalisms for the modeling of doubly dispersive metamaterials, similarly to the modeling of an air-filled cavity [28] . The improved ADI-FDTD with iterative fixed-point correction (to reduce the splitting error) is also applied in Fig. 7[44] . For small (large ), the fixed-point iterative procedure leads to a decrease in error, similarly to as observed in free-space simulations [44] . Note that for large (small ), relative errors for second-order accurate formalisms (with or without iterative correction) reach a plateau, because errors associated with the spatial discretization become dominant.
We further assess the relative accuracy of unconditionally stable schemes by calculating the transmission coefficient (from the source plane to the image plane) for a slab of double-negative media ( ) by choosing and in the Drude model. This is a very challenging example for unconditionally stable schemes because of the large number of time steps required for convergence (that accumulates the splitting and numerical dispersion errors) and because of the sensitivity of the result to evanescent field behavior (that also critically depends on the splitting error) [44] . In this study, the absorption is included to obtain stable images by damping out the vertex-like surface mode [46] . We consider two different slab thicknesses ( and ) . For these examples, we choose and a 30-cycle smooth ramp function ( ) in the time-domain excitation. The time marching is performed until to sufficiently perform the process of the (slow) growth of evanescent waves and thus obtain steady-state responses [12] , [34] . Fig. 8 shows the transmission coefficient for a double-negative slab with versus the transverse wave number ( ). LOD-FDTD yields worst accuracy among unconditionally stable FDTD schemes considered in this paper, being consistent with Fig. 7 . We note again that the observed accuracy of LOD-FDTD is poorer than that of ADI-FDTD in this case, differently from other examples [24] , [29] , [30] . Fig. 9 shows the transmission coefficient for the case. The maximum , which can be restored on the image (focal) plane, is increased compared to the case due to a decrease in the distance between source and slab interfaces (
). Similar accuracy for unconditionally stable FDTD schemes is observed, as in Fig. 8 . 
V. SUMMARY AND MAIN CONCLUSION
We have compared the performance of three unconditionally stable FDTD methods, focusing particularly on their relative performance for the simulation of doubly dispersive materials, with either double-negative or zero-index responses. The results have indicated that the first-order truncation error (in time) of LOD-FDTD may be a limiting issue for the analysis of metamaterials, using such algorithm with large . With regard to the second-order accurate algorithms, LOD-FDTD with Strang splitting can yield a better relative accuracy than ADI-FDTD for same . This gain in accuracy for given is traded for the need of extra arithmetic operations at each time step. However, overall computational costs of LOD-FDTD with Strang splitting are comparable to those of ADI-FDTD. On a separate note, it has also been verified numerically that the incorporation of the PML absorbing boundary condition demands less computational overhead in LOD-FDTD than in ADI-FDTD, as suggested in [23] . In addition, it was demonstrated that an iterative fixed-point correction can be successfully incorporated into ADI-FDTD for the analysis of doubly dispersive materials. 
