For nonparametric density estimation, first we give optimal sampling schemes of continuous time processes. Next we study effects of known or small errors-in-variables on such samplings. Throughout the paper various simulations are also presented.
Introduction
Let {X t , t ∈ IR} be a measurable, IR d -valued, continuous time process, where the X t 's have a common density f . Nonparametric estimation of f when the process is observed over [0, T ], with T → +∞, has yield to important literature, we refer to Bosq (1998) for complete results and references therein. Rates of convergence of density estimators essentially depend on nature of sample paths: typically with the mean-square criterion, the kernel density estimator reaches the parametric rate 1/T for diffusion processes (i.e. with non differentiable sample paths). But for e.g. a mean-square differentiable Gaussian process, the rate decreases as (ln T /T ) (see Bosq 1997, Sköld and Hössjer 1999) . In fact according to regularity of sample paths, the kernel estimator reaches a family of rates that are minimax (Blanke and Bosq, 2000) .
However often in continuous time, only sampled data may be available or discretized estimators may be more easy to compute, so that one may ask for 'optimal sampling schemes'. Various schemes have been yet proposed such as deterministic or randomized ones, see e.g. Masry (1983) or Prakasa Rao (1990) . In this paper, we present optimal discretization schemes in accordance with sample paths properties of the underlying process. Specifically we suppose that the statistician may dispose of frequent observations during a long time that is one has: X t 1,n , . . . , X tn,n with t 0 = 0 < t 1,n < · · · < t n,n , t i+1,n − t i,n = δ n where the mesh δ n is chosen such that δ n → 0 and nδ n → +∞ as n → +∞. Note that the choice of δ n is crucial since it determines for how long observations should be collected in order to get precise estimation. According to regularity of sample paths, we give 'optimal' choices of δ n i.e. the smallest ones under which the kernel density estimator still reaches classical rates of the i.i.d. case.
Furthermore frequently in continuous time, errors may also be due to lack of precision of measuring instruments. It is well known that for large classes of noise, consistent estimation is still possible (see e.g. Fan (1991) , Masry (1991) for the discrete-time case as well as Blanke (1996) in a continuous time context) but one may get lethargic rates. Indeed in presence of a Gaussian noise, the rate of convergence in mean-square is only (ln T ) −4 ! Since in reality the nature of noise is often unknown but with negligible level, we study in this paper the maximum level of noise under which the classical kernel density estimator still reaches optimal rates of convergence.
Finally throughout the paper, we present various numerical studies which illustrate our theoretical results.
Optimal discretization schemes

Main Results
Let {X t , t ∈ IR} be a measurable IR d -valued continuous time process observed at deterministic times t 0,n < t 1,n < · · · < t n,n satisfying t 0,n = 0 t k+1,n − t k,n = k δ n , k = 1, . . . , n − 1 where δ n is a positive sequence such that lim n→+∞ δ n = 0 and the { k } are real numbers with 1 ≤ k ≤ * . So that irregularly spaced sampling is allowed and the case of periodic sampling rate is included with the choice k ≡ 1. In all the sequel, we denote by f the common density of the X t 's, f (Xs,Xt) the bivariate density of (X s , X t ) and g u the function defined by
In this section, we give minimal thresholds δ * n over which optimal rates (of the i.i.d. case) for estimation of f are still valid. These thresholds depend on the nature of sample paths. Indeed when sample paths are 'regular', observations should be selected more distant from each other than in the irregular case since correlation between nearby data is emphasized.
Typically if the choice of a sampling scheme (e.g. periodic) is at one's disposal, the following two situations may occur. Consider first the case where the time of observation is [0, T n ] with a fixed large enough T n . Since T n = nδ n , the knowledge of δ * n permits to select the maximal number n of points in [0, T n ] which will play a part in the estimation. On the other hand, suppose now that a maximal (large enough) sample size n is given (e.g. one wants to minimize costs for taking observations from the hidden process), then it is possible to reduce the total time T n = nδ n of the experiment without altering rate of estimation.
We use the classical kernel density estimator given bŷ
where K is a bounded symmetric density such that
where . denotes any norm over IR d . On the other hand let us denote by H 2 the space of twice continuously differentiable real-valued and bounded functions f , defined on IR d , and such that every partial derivatives of order 2, say f (2) , are Hölder continuous with arbitrary exponents in ]0, 1] (not necessarily known). Now assumptions over processes are:
is a bounded and ultimately decreasing sequence which satisfies
Remarks:
(a) Assumption A2.1(i) permits to control the term of bias (see e.g. Efromovich, 1999 p. 356) and does not require boundedness of second partial derivatives. Nevertheless if this latter condition is satisfied, results in this paper hold the same.
(b) A2.1(ii) is a quite weak assumption of stationarity for the process. (c) Assumption A2.1(iii) is linked with local properties of sample paths since it controls the 'explosion' of the density f (Xs,Xt) (x, x) for s close to t. Such condition should be relaxed if the kernel K has a compact support. In this case, the supremum is only taken over ∆ x,x , an open neighbourhood of D = (x, x), x ∈ IR d . Note also that in some situations, α should be interpreted as the 'cumulative regularity' of the process. Indeed if the d-dimensional sample path has local Hölder regularity
More precisely if the density of the vector
0) (when it exists). Now for a kernel K with compact support and α = d i=1 γ i , results of this paper hold the same if Assumption A2.1(iii) is equivalently replaced with 'sup (y,z)∈∆ x,0 f (X 0 ,Yu) (y, z) ≤ M '. Indeed parametric rate (1/T ) is obtained for α < 1 while α ≥ 1 gives various intermediate rates of convergence for estimators. Here, among all α satisfying to A2.1(iii), one has to choose the smallest one in order to get the optimal rate of convergence. Finally, note that this assumption should be strengthened if one wants the exact asymptotic behaviour of the estimator, see e.g. Bosq (1997, 2000) , Sköld and Hössjer (1999) , for further results in this direction.
(d) Assumption A2.1(iv) is a rather weak mixing condition. For example, in the real-valued Gaussian stationary case, using the mean-value theorem, one may check that g u ∞ ≤ K |ρ(u)| for some constant K where ρ(u) is the correlation function (supposed to be bounded away from 1 outside some neighborhood of u = 0).
The mean-square error may be written as:
where B n is the bias term given by
it may be shown (see e.g. Efromovich, 1999 or proof of Theorem 3.2 below) that under A2.1(i) we have B n ∼ c 1 h 2 n , where c 1 is a real coefficient only depending on f (2) and K. V n denotes the variance term that is
Classical results (see e.g. Bosq, 1998) 
where c 2 is a positive coefficient depending on f and K. Now bandwidth h n is chosen in order to balance these both terms, i.e. h n ∼ c 3 n −1/(4+d) where c 3 is a positive constant, so that classical rate of the i.i.d. case n −4/(4+d) is reached.
Note that practical choices of h n are not the goal of our paper since extensive literature does yet exist, for the dependent case we refer e.g. to Hart and Vieu (1990), Hall and al. (1995) , Kim (1997) and .
Sampling times t i,n will be then selected such that one gets again
as n → +∞ where C n denotes the term of covariances defined by:
Optimal choices of δ n now depend on α and are given in the following theorem. Here and in all the sequel, the d i 's denote positive constants.
(a) As noticed before, value of α may be related with the sample path properties of the underlying process. The case α < 1 has already been studied in Bosq (1997) (see also Leblanc (1995) for the special case of the wavelet estimator). It corresponds to 'irregular path processes'. If one observes a real-valued, stationary and mean-square differentiable Gaussian process or alternatively, in dimension 2, two independent Ornstein-Uhlenbeck processes, then α = 1. Extensions to the non-Gaussian case are also possible if one considers for example squared-Gaussian processes which have a similar covariance behaviour. The case α > 1 typically occurs for higher dimensions d > 1. One may found more detailed examples in Blanke and Bosq (2000) . Moreover for preliminary estimation of local smoothness coefficients for continuous time processes, we refer to Blanke (2002) .
(b) Consequently note that irregular paths processes may be observed during less time (T n := nδ n n 4 4+d ) than more regular ones (T n n 4 4+d ln n or T n n 4α+d(α−1) (4+d)α if α > 1) in order to get same efficiency in estimation.
(c) Constants d i depend upon unknown quantities such as f and g u , so practical choices which are not discussed in this paper should lead to further interesting works. In particular for the case α < 1, we refer to Guillou and Merlevède (1999) as well as Blanke and Merlevède (2000) for estimation of the asymptotic variance
Proof of Theorem 2.1
As noticed before, we only have to show in each case that lim sup
where
with an arbitrary large u 1 . For term U n and since
Since π(u) is ultimately decreasing, V n may be bounded by
Finally, we obtain
Now let us turn to the term W n .
First, with the choice of N 0 n , we easily get
Concerning W n,1 , since
Three cases occur according to the value of α.
A. Case α < 1.
give the best possible choice for the optimal threshold δ * n i.e. δ * n as small as possible but such that
B. Case α = 1. We have 
Previous choice of
C. Case α > 1. In this case, the series k≥1 k −α is clearly convergent and one gets
This last term is bounded as soon as
Numerical Studies
In this section, previous discretization schemes are studied via two real-valued stationary Gaussian processes (d = 1): Ornstein-Uhlenbeck (with α = 0.5) and Wong (α = 1). The following figure illustrates how much the two processes differ: typically estimation will be easier for the 'irregular' O.U. process than for the 'regular' Wong process.
Note that here and in all the sequel,X denotes the numerical approximation of X.
Ornstein-Uhlenbeck process The Ornstein-Uhlenbeck (O.U.) process is solution of:
In the following we choose b = √ 2 and a = 1 since then X t 's have the common density N (0, 1). We simulate this process using the iterative Euler Scheme (see Kloeden and 
where ∆τ = τ m+1 − τ m and {τ m ; m = 0, 1, . . .} is a fixed mesh. Note that for the O.U. process, this scheme is of order 1 i.e. E X(t) −X(t) ≤ C∆τ where C is a positive constant andX(t) is given bỹ
From a simulated sample path obtained with τ m+1 − τ m = 0.02, we construct the kernel density estimator using a Gaussian kernel K(x) = (2π) −1/2 exp −x 2 /2 with n = 105, h n = n −1/5 0.4. Since here α = 0.5, we also choose the optimal discretization scheme that is δ n = n −1/5 0.4. We see in Figure 2 that observations of the process during the time interval [0, 42] with the optimal choice of sampling times is sufficient to get a good approximation of the N (0, 1) density.
Next we study the effect of various meshes δ n upon efficiency in estimation. We simulate 50 independent O.U. processes and calculate the measure of accuracy:
where t i+1,n − t i,n = δ, f is the N (0, 1) density, n = 105, N = 50 andf n,δ,j is the usual estimator associated to the j-th simulated sampled path with mesh δ. Wong Process This process was introduced by Wong (1966) and is given by:
Wong process is a mean-square differentiable stationary Gaussian process which is zeromean and with autocorrelation given by:
Then, Assumptions A2.1 are satisfied for this process with α = 1. For its numerical implementation, we use the following iterative relation:
Since the exponential term leads to a long range of integration which could imply nonnegligible numerical errors, consider the change of variables: u = √ 3 ln(s)/2:
Figure 4 (left) presents the density estimate with parameters still given by n = 105, h n = n −1/5 0.4 but now δ n = (ln n)n −1/5 1, 83 so that the process is observed over 
Model with Errors-in-Variables
Now, consider the following model
where (ε t ) is a noise process, for example a stationary diffusion process (see (3.1)). Suppose that one has n observations X t 1,n , . . . , X tn,n given by:
Assumptions upon this model are:
t , t ∈ IR and {ε t , t ∈ IR} are independent. Our goal is to estimate the density f 0 when only observations X t 1,n , . . . , X tn,n are available and the marginal law of the noise process is known. Note that this latter condition is somewhat strong but it allows us to claim that the problem is identifiable. Moreover this condition will be satisfied when for example, one may first calibrate the measuring instrument.
Finally remark that Assumption A3.1(iii) implies that f = f 0 * f ε , so we deal here with the classical deconvolution problem. Deconvolution kernel density estimators have been widely studied for i.i.d. observed variables see e.g. for the mean-square error criterion works of Stefanski and Carroll (1990) , Fan (1991) , for mixing and stationary processes: Masry (1991) and in a continuous time context, Blanke (1996) . The nonparametric kerneltype density estimator is defined as:
where φ K is the Fourier transform of a real kernel K, φ ε is the characteristic function of one real component of the noise, that is φ ε (t) = IR e ituf ε (u) du.
Ordinary Smooth Noise Distribution
Main Results
We consider here effects of sampling schemes when the noise has an ordinary smooth distribution (see Fan, 1991) that is its characteristic function φ ε (t) satisfies the condition
This last condition specifies the asymptotic behaviour of the noise, it includes, in particular Laplacian densities (β = 2) and also the Gamma ones Γ (λ,t) (β = t). We take same technical assumptions upon K as in Masry (1991) , such conditions being in particular satisfied by Gaussian kernels. It is well known that rates of convergence for f 0 n depend on β. The next result gives optimal choice of δ n such that we recover the minimax rates of the i.i.d. case (see Fan, 1991) . Theorem 3.1 Under assumptions A2.1 and A3.1, if h n = c 4 n
< +∞ for δ n depending on α as in Theorem 2.1 (1)- (3).
Remarks:
(a) Now, constants d i coming up in the choice of δ n will also depend on the noise. (b) Assumptions A2.1 are made on the observed process {X t , t ∈ IR}. Using assumption A3.1(iii) and properties of product of convolution, one may easily show that A2.1(i) is true as soon as f 0 or f ε belongs to the set H 2 but with bounded first derivatives. From Young's convolution theorem (see for example Wheeden and Zygmund, 1977 p.146) we also deduce that if X 0 t , t ∈ IR or {ε t , t ∈ IR} satisfy assumption A2.1(iii), it is also fulfilled by {X t , t ∈ IR}. Assumptions A2.1(ii) and A2.1(iv) are true as soon as X 0 t , t ∈ IR and {ε t , t ∈ IR} fulfill them. Last assertion follows from Young's convolution theorem and relations
Proof of Theorem 3.1
We take same notations as in section 2, using kernel W h instead of K. Firstly, well-known results for deconvolution kernels give B n ∼ c 1 h 2 n and V n ∼ c 5 nh
. Furthermore W h is somewhat similar to classical kernels: it is real, uniformly continuous and such that 
Numerical Studies
In order to model the noise, we first consider the process solution of the following stochastic differential equation:
This process has a Laplacian density that is f ε (x) = θ exp(−2θ|x|), so it belongs to ordinary smooth noise classes (with β = 2). Furthermore it can be shown (see Leblanc, 1997 ) that assumptions A2.1(iii) and A2.1(iv) are satisfied with α < 1. Numerical approximation of its sample paths is given by the Euler scheme (with order 1):
Note that for such a noise, the estimator takes the easier form:
Next, independently of the noise, the sample path of an Ornstein-Uhlenbeck process is simulated for (X 0 t ) (f 0 is then the N (0, 1) density to be estimated) and the estimator is computed upon observationsX t (see Figure 6 , left) given byX 0 t +ε t . We choose K as a Gaussian kernel, n = 105, h n = n −1/9 0.6 and optimal δ n 0.6. Finally, we calculate again the error ISE(δ). Similarly to the no-noise case, this error decreases and then stabilizes as δ n increases. Comparing with Figure 3 , we also see that, in accordance to our theoretical results, the error is larger and stabilization is delayed. 
Small Noises
Main Results
Since rates of convergence are very poor for supersmooth noise distributions (which include Gaussian ones) we do not intend to study optimal sampling schemes in this case. However frequently noises have a low level and it is interesting to study behaviour of usual nonparametric density estimators in presence of such noises. Fan (1992) shows that for i.i.d variables and small Gaussian noises, the deconvolution kernel density estimator reaches optimal i.i.d. rates. We generalize here this result in several ways: first we consider a noise with unknown density and study asymptotic behaviour of the classical kernel density estimator (which is of simpler computation than the deconvolution one).
Suppose that X t 1,n ,n , . . . , X tn,n,n are given by
Furthermore suppose as in Fan (1992) that σ n → 0 as n → +∞, thus for n given observations, σ n does symbolize low levels of noise. Note that such level of noise plays a significant role in the bias (see Lemma 3.1 below), so this model does not reduce to asymptotically error-free density estimation. We make use of the classical kernel density estimator:
where kernel K is a bounded density such that
The following theorem gives maximal level of noise under which optimal rates of convergence remain valid. 
< +∞ for δ n depending on α as in Theorem 2.1 (1)-(3).
Remarks: Remarks following Theorem 3.1 are still valid, Assumptions A2.1 will be satisfied as soon as X 0 t , t ∈ IR and/or {ε t , t ∈ IR} fulfill them. Note that proof of Theorem 3.1 establishes exact behaviour of the bias term, so we have the more specifically 
(ii) for = 0,
By Assumption A3.2(iii) and since
Now, one may split up
Recall that f 0 ∈ H 2 , and denote by α i,j the Hölder exponents of f 0 (2) ; we bound the first term by
Similar calculations yield to
Collecting these results, we obtain Lemma 3.1 and Theorem 3.2.
Numerical Studies
We choose the Ornstein-Uhlenbeck process for the noise ε t , and for (X 0 t ) the process defined by (3.1) with a Laplacian density. As usual, consider the estimator
where K is a Gaussian kernel, n = 210, h n = n −1/5 0.34, δ n = n −1/5 0.34 and X t =X 0 t + σε t with σ = 0.2 and σ = 0.8. We obtain the following results: In the case σ = 0.2, the Laplacian density is quite well estimated despite the presence of the Gaussian noise. Note that the density being non-differentiable at x = 0, the estimator has a larger bias near the origin. For σ = 0.8, the noise becomes predominant and the classical density estimator is then inconsistent.
One may also calculates the measure of accuracy, for 50 simulated sample paths, defined for 0 < σ ≤ 1 by
wheref n,j (x) is the kernel density estimator associated to the j-th (j = 1, . . . , N ) simulated sample path of X t = X 0 t + σε t and where n, h n , δ n , (ε t ) are chosen similarly as above. We obtain the following results where (X 0 t ) (with density f 0 ) is either an O.U. process (with the N (0, 1) density) or the process solution of (3.1) (with the Laplacian density). For both processes, the error clearly increases with the noise level σ. In the first case, the noise has hardly any effects until σ = 0.4 but for processes solution of (3.1), estimation is rather more difficult since their density is not differentiable at x = 0. 
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