abstract: Global climate change has made what were seemingly extraordinary environmental conditions, such as prolonged droughts, commonplace. One consequence of extreme environmental change is concomitant changes in resource abundance. How will such extreme resource changes impact biodiversity? We developed a trait-based consumer-resource model to examine how resource abundance affects the potential for adaptive evolution and coexistence among competitors. We found that moderate changes in resource abundance have little effect on trait evolution. However, when resource scarcities were sufficiently extreme, a critical transition-a tipping point-occurred, which caused consumer traits to diverge and restructured the community in a way that outlasted the scarcity. Therefore, even though traits can evolve in response to minor resource fluctuations, large environmental shifts may be necessary for producing long-lasting impacts on community structure. These results may also help to illuminate patterns of stasis frequently observed in nature, despite the considerable evidence demonstrating rapid evolutionary change.
Introduction
Changes in the environment play a pivotal role in shaping the ecology and evolution of species (Chesson 1986 (Chesson , 2000 Hoffmann and Parsons 1991; Chesson and Huntly 1997; Gutschick and BassiriRad 2003) . For example, shifts in environmental conditions, such as climate regimes, can cause resource abundances to change considerably through time. These resource changes are a key factor driving both adaptive diversification (Grant and Grant 2002; De León et al. 2014 ) and the coexistence of multiple competitors (Chesson and Warner 1981; Chesson and Huntly 1997; Chesson 2000; Chesson et al. 2004; Holt 2008; Haney et al. 2015) . However, not all environmental variation necessarily results in appreciable evolutionary change that subsequently affects the structure of biological communities. One reason this may occur is because environmental variation and evolutionary dynamics typically vary along a continuum.
Environmental change and the resulting evolutionary dynamics it can bring about can vary from subtle and continuous to extreme and punctuated. Most lineages within biological communities have likely experienced some combination of these characteristics throughout their evolutionary history (Botero et al. 2015) . Differences in how environmental conditions drive evolutionary change are reflected both in the fossil record and contemporary patterns of rapid ongoing evolution (Hendry and Kinnison 1999; Eldredge et al. 2005; Estes and Arnold 2007; Uyeda et al. 2011) . Some species display continuous evolutionary change in response to a changing environment-adaptive tracking (e.g., Botero et al. 2015 ). Yet others exhibit considerable periods of stasis, despite background changes in the environment, that are occasionally punctuated by periods of rapid evolutionary change (Simpson 1944; Eldredge and Gould 1972; Estes and Arnold 2007; Uyeda et al. 2011) . Numerous explanations for such a blunderbuss pattern have been offered (Uyeda et al. 2011 ). Here we propose an additional explanation: the presence of tipping points, whereby a system shifts from one state to an alternative state once a critical environmental threshold has been passed (Scheffer et al. 2009 (Scheffer et al. , 2010 (Scheffer et al. , 2012 Drake and Griffin 2010; Hughes et al. 2013; Botero et al. 2015; Nosil et al 2017) . It may be that contemporary trait values and community structure reflect the historical passing of these tipping points and that much of short-term evolution is evolutionary noise reflecting subtle shifts in the environment (Estes and Arnold 2007; Uyeda et al. 2011; McPeek 2017) .
Understanding when temporal changes to environmental conditions will have substantial consequences for ecological and evolutionary dynamics is therefore of considerable interest. What type of environmental changes precipitate critical evolutionary shifts that may ultimately shape community structure? Here we address this question by developing a consumer-resource model to examine how temporal changes in resource abundance affect trait divergence and the potential for coexistence among competitors. We focus on traits that determine attack rates of consumers on different resources; a trade-off in resource utilization is imposed by modifying the optimal trait values for each consumer-resource pair. Our results show how slight changes in the magnitude of resource perturbations can rapidly drive trait evolution that restructures communities.
Methods: The Model
We are concerned with the kind of environmental variation that might result from prolonged climate change (such as drought), which could lead to intense resource scarcity (e.g., reductions in seed abundance or prey items; Grant 1993, 2002; Siepielski and Benkman 2007; Siepielski et al. 2009 Siepielski et al. , 2017 . Changes in resource abundance may impose strong selective pressures on organisms, favoring trait values that allow them to exploit alternative, unique resources when common and shared resources decline. Such adaptive trait divergence can in turn affect community structure because it causes a reduction in competition (Smith et al. 1978; Grant and Grant 1979; Schoener 1982; Robinson and Wilson 1998; De León et al. 2014) .
To investigate this scenario, we model the dynamics of the densities of two competitors, C i , three resources, R j , and two traits, x i , in the following resource consumer model:
(see fig. 1A ). The values, units, and interpretations of the parameters and variables in the model can be found in table 1. Each competitor, C i , has a single trait, x i , that determines its attack rates on resource, R j , a i, j (x i ). The population growth rate of consumers is dependent on the quantity of resources consumed, modeled here by a Holling type II functional response with handling time, h; we assume that h is identical across resources. Consumers also have a density-independent per capita mortality rate d. Resources are generated by logistic growth curves with growth rate s and carrying capacity K j (t). Exogenous environmental pressure on resources affects the carrying capacity of resource 2 in a time-dependent manner (see fig. 1C , dotted line). Carrying capacities for resources 1 and 3 are fixed at K 1 p K 3 p 1. The competitor's conversion efficiency of resources is given by r.
The mean trait dynamics in equation (3) are proportional to the additive genetic variance V (assumed to be constant) and the fitness gradient (i.e., the derivative of per capita growth rates with respect to x i ), and x min and x max bound the range of possible trait values. These assumptions underlying equation (3) are based on a well-known and flexible approximation to simple quantitative genetic models (Lande 1982; Abrams et al. 1993; Cortez and Ellner 2010) and are best suited for situations in which selection is weak and the genetic variance is small. Note that while this approach is often used to study frequency-dependent selection, selection is not frequency dependent in the present model (e.g., see Cortez and Ellner 2010; Cortez 2016) . Gradient dynamics models, like the one used here, also make simplifications regarding the genetic basis of traits (e.g., it does not model the mapping between genotype and phenotype; see Iwasa et al. 1991; Abrams 2001 Abrams , 2005 . Despite these simplifying assumptions, we use this approach here due to its analytic tractability for studying the effects of tipping points in eco-evolutionary dynamics (e.g., Abrams 2006a Abrams , 2006b Abrams , 2006c Cortez and Ellner 2010) . For an in-depth discussion of the influence of variance and frequency-dependent selection on evolving predator-prey dynamics, see Cortez (2016) .
Trait-dependent attack rate functions are Gaussian-like, given by
The parameters a min i, j and a
determine the minimal and maximal attack rates, respectively, of competitor i on resource j. Maximal attack rates, a max i, j , are set so that competitor 1 performs better on resource 1, competitor 2 performs better on resource 3, and both perform equivalently on resource 2. A small difference in maximal attack rates allows for a slight nonequivalence between competitors and more generalizable results. The mean of the Gaussians are given by m j (fig. 1B) . The standard deviation, j, determines the severity of the trade-off between specializing on different resources. Small values of j impart severe trade-offs in the ability to use different resources. Large values of j impart lax trade-offs that allow for more intermediate resource use.
To understand how environmental perturbations can affect trait divergence, we constructed fitness landscapes at various time points. Fitness is given by the per capita growth rate
The fitness of an invading competitor of type i, with trait x i , is calculated by varying the possible trait values-and hence attack rates-while the resource abundances are held fixed.
There are three timescales in the model: (i) the timescale of environmental change-controlled by the rate of exogenous resource changes, K 2 (t); (ii) the timescale of ecological change-controlled by the death rate of consumers, d, and replenishment rate of resources, s; (iii) the timescale of evolutionary change-controlled by the amount of additive genetic variance in the model, V. The results discussed below were largely insensitive to parameter changes. However, it was critical that evolutionary changes happen fast enough Figure 1: Tipping points and resource scarcities. A, Stick model of two consumers utilizing three different resources, with variable attack rates that are trait dependent given by a i, j (x i ). B, Trait-dependent attack rate functions, a i, j (x i ); see equation (4). Note that all resources are used regardless of trait values. C, Dynamics of consumer 1 and 2 abundances, blue and red, respectively, and resource scarcity via K 2 (t) (black dashed line). Consumers begin at steady state and change due to scarcity. D, Trait dynamics are plotted for species 1 (blue) and 2 (red). Colored diamonds indicate the timing of fitness curves below. E, Fitness curves for consumer 1 are plotted at different times, color coordinated with diamonds in D. Colored squares denote the actual trait value for consumer 1 at this time. Note that the t p 50 fitness curve is exactly overlaid by the t p 800 fitness curve and thus obstructed. F-H, Similar plots as C-E with scarcity of larger magnitude.
to impart trait changes before resource scarcities recovered. The duration of the scarcity in the figures we present is long relative to the timescale of the consumer death rate. However, we have done simulations (not shown) where the scarcity occurs at 100-fold faster rates (e.g., where ecological and environmental change occur at similar timescales) and the trait divergence remains. Thus, our work can describe extreme events on both long (geological) and short (extreme drought) timescales.
Results Figure 1C shows a simulated resource scarcity by reducing K 2 (t). This scarcity imposed large changes in competitor abundance but resulted in only small changes in traits ( fig. 1D ). To determine why this is the case, we calculated invasion fitness for competitor 1 before, during, and after the scarcity ( fig. 1D, 1E ). For simplicity, here and throughout only the fitness of competitor 1 is plotted; the dynamics of fitness for competitor 2 are similar (see fig. A1 ; figs. A1, A2 are available online). At each time point, the fitness curves showed three distinct maxima corresponding to trait values best suited for exploiting each resource. During the entire simulation, competitor 1 was stuck on the local fitness maximum corresponding to exploiting resource 2 (x 1 ∼ 0:5), even though specializing on resource 1 (x 1 ∼ 0:25) would have conferred higher fitness. This was due to the fact that competitor 1 would have to reduce fitness in order to evolve to that peak, which is not possible in our model. However, if the resource scarcity was sufficiently extreme, we found that it had dramatically different impacts on trait divergence and community structure-a tipping point ( fig. 1F-1H ). While changes in competitor abundance during the scarcity were similar, after the scarcity the total competitor abundance increased by more than 10% ( fig. 1F) . During the scarcity, traits diverged that forced competitor resource use to diverge ( fig. 1G) . Further, this divergence in traits remained after the scarcity of resources normalized, showing hysteresis. The reason that only a small increase in the intensity of the scarcity caused drastic differences in the evolutionary dynamics of traits and resulting community structure can be seen in the fitness landscape ( fig. 1H ). As the intensity of the scarcity increased, the fitness maximum corresponding to the diminishing resource (resource 2) also decreased. During the peak of the scarcity (t p 250), this maximum is destroyed, allowing traits to evolve upward toward the global maximum of fitness (near x 1 p 0:25). This caused divergence in traits and in resource use that led to decreased competition for resources and an increase in total competitor abundance ( fig. 1F) . A similar critical transition can occur with a resource surplus (e.g., Holt 2008; Yang et al. 2008) . We found that increasing K 2 also led to a tipping point and irreversible change in community structure. In this case, initially divergent trait values can converge due Note: Variables are not given a value, whereas parameters are given values as noted. Interpretations of the units of variables in the model are given. These interpretations are based on a dimensionless scaling procedure not shown here. Parameter values for all model simulations are given. The capacity for resource 2, K 2 , varies between 0 and 1 to produce resource scarcities; see figures 1 and 2 for specifics. The standard deviation of attack rate functions is modified as described in figure 2. to the increase in fitness made possible by an abundant resource (see fig. A2 ).
To examine the origin of tipping points, we evaluated how fitness curves depend on resource availability. We fixed K 2 , allowed the system to come to steady state, and evaluated fitness. By repeating this process and sweeping over a range of K 2 values, we determined where critical transitions occurred ( fig. 2A) .
We found that the number of fitness maxima depended on the value of K 2 ( fig. 2B ). For extremely low values of K 2 , resources were insufficient to support competitor coexistence. For intermediate values of K 2 , multiple fitness maxima were possible, and for high values of K 2 , the only fitness maxima corresponded to specializing on resource 2. The tipping point due to an extreme scarcity was explained by the system transitioning between fitness maxima. During a critical scarcity, traits remained close to 0.5 until K 2 was reduced to such an extent that there was no longer a maximum in fitness corresponding to specializing on resource 2. When this occurred, traits experienced strong directional selection, resulting in a shift in resource use. For example, competitor 1 evolved to specialize on resource 1 (x 1 near 0.25). These new trait values remained even after the scarcity ended ( fig. 2B,  arrows) .
The ability to evolve to differential resource exploitation is mitigated by the trade-off competitors face between using the different resources. For extremely strict trade-offs (low values of j), competitors could not switch resource specialization; even large scarcities did not change trait values ( fig. 2C,  2D , light pink). For intermediate trade-offs (j between 0.09 and 0.105), systems underwent a critical transition in response to changing levels of K 2 . This critical transition was caused by moving into a region of parameter space where fitness surfaces no longer have a maximum corresponding to resource 2 ( fig. 2C, 2D , dark pink). For extremely lax tradeoffs (high values of j), competitors did not undergo critical transitions. Instead, traits and fitness maxima varied continuously with the availability of resource 2. This caused reversible changes in resource use in response to any scarcity or surplus ( fig. 2C, 2D, dark purple) . The boundary defining the lax trade-off was determined by the loss of a fitness minimum between fitness maxima corresponding to resources 1 and 2.
Discussion
Resource abundance has long been argued to play a key role in driving evolutionary change and species diversity in biological communities (Schluter 2000a; Pfennig and Pfennig 2012) . Our analysis shows that changes in resource abundance can have wildly different impacts on adaptive evolution, competition, and community structure depending on the intensity of such resource changes. Moderate scarcities resulted in minimal evolutionary changes and were reversed when resource levels normalized. However, larger intensity scarcities caused irreversible changes, a tipping point.
Despite examples of rapid evolutionary change in response to environmental change (e.g., Kinnison and Hendry 2001) , phenotypic stasis is also commonly observed, especially in the fossil record (Simpson 1944; Eldredge and Gould 1972; Estes and Arnold 2007; Uyeda et al. 2011) . A number of hypotheses have been put forth to explain this paradox of stasis (Merilä et al. 2001; Eldredge et al. 2005; Estes and Arnold 2007; Haller and Hendry 2014; Hunt and Rabosky 2014; Pennell et al. 2014) . Our results suggest that one further possibility underlying stasis may be that much of the environmental variation frequently observed in systems (Steele 1985; Weatherhead 1986; Stenseth et al. 2002; Siepielski et al. 2009; Fey et al. 2015 ) is simply not sufficiently large enough to pass tipping points ( fig. 1C-1E ).
There is support for the importance of more extreme environmental perturbations in driving adaptive evolution. Kinnison and Hendry's (2001) analysis of evolutionary rates suggests most evolutionary change occurs in response to large-scale environmental perturbations or when organisms invade a new environment. Presumably, these situations result in an organism initially being quite far from an adaptive peak. Indeed, Estes and Arnold (2007) found that the bestfitting model to explain the paradox of stasis was one in which a population experiences rapid evolution to a new adaptive peak followed by muted responses to smaller-scale environmental perturbations. While the underlying causes of environmental change were not included in Estes and Arnold's (2007) analysis, variation in resource abundance is an obvious candidate. Our model seems to capture the dynamics uncovered in the Estes and Arnold (2007) analysis: jumps in phenotypic evolution and the potential for persistent smallscale change.
Work by Uyeda et al. (2011) also examined the magnitude of evolutionary change over long and short timescales. They found that the best-fitting model to explain trait evolution was one that combined rare but substantial bursts of phenotypic change with bounded fluctuations on shorter timescales. They argued that these rare bursts reflect permanent changes in adaptive zones, whereas the short-term fluctuations represent local variation in niche optima due to restricted environmental variation within a stable adaptive zone. This suggests that weak environmental perturbations may impart only minor microevolutionary changes. However, substantial and long-lasting evolutionary changes may require sufficiently large environmental perturbations, which may be infrequent (Uyeda et al. 2011) .
But what constitutes a sufficiently large event is often unclear. It has been argued that extremity should be defined by the effect on the ecological community post hoc, where an event is extreme only if it produced a significant impact on Recall that the trait with zero fitness value corresponds to the equilibrium trait value. Fitness for competitor 1 is given. B, Maxima of fitness surface in A. The dashed line denotes the threshold of K 2 below which coexistence cannot be supported. Arrows denote the path taken during critical resource scarcity ( fig. 1F-1H ). Trait-dependent attack rate functions are reproduced for comparison. C, Diagram of K 2 and trade-off severity, j, leading to distinct implications for tipping points (see text). Colored arrows denote the trajectory taken in scarcity experiments in D. Simulations were initialized with a given K 2 (j), equal competitor abundances (C 1 p C 2 p 0:5), resource levels equal to their capacity (R j p K j ), and equal trait values (x 1 p x 2 p 0:5). We simulated the model until it reached steady state and used steady-state resource values to calculate fitness for competitor 1 according to equation (5); similar fitness landscapes were seen for competitor 2 ( fig. A1 ). We used 50 equally spaced points in either a log (K 2 ) or linear (j) scale. Parameter space was divided into regions where changes in the number of fitness maxima occurred. For simplicity, only changes in fitness maxima corresponding to resource 1 or 2 were tracked. D, Scarcity experiments for different values of resource trade-off severity, j.
communities (Gutschick and BassiriRad 2003) . We found that in order to change community structure, environmental events must be sufficiently extreme to change the number of fitness maxima/minima, which essentially resulted in the formation of a new adaptive zone (sensu Simpson 1944; Schluter 2000b ). Trade-offs are critical for the coexistence of multiple competitors (Kneitel and Chase 2004; Siepielski and McPeek 2010) . Without trade-offs, superior competitors can dominate every resource and force competitive exclusion. In our model, optimal solutions (or locally optimal solutions) to this trade-off problem are identified with the local fitness maxima. When resource 2 diminished sufficiently to remove a fitness maximum ( fig. 1F-1H ), competitors no longer benefited from specializing on resource 2. This effectively removed trade-offs between specializing on resource 2 and other resources, which resulted in a drastic divergence in traits and resource use, a decrease in competition, and an increase in total competitor abundance. We showed that the existence of tipping points was also dependent on the strength of the trade-off ( fig. 2C ). These results all suggest that the importance of trade-offs in structuring communities can be linked to trait evolution and variation in the environment.
Ecologists have long recognized that temporal variation in the environment can affect the outcome of competition among species and thus affect community structure (Hutchinson 1961; Lewontin and Cohen 1969; Chesson 1986 Chesson , 2000 Chesson and Huntly 1997; Chesson et al. 2004 ). Likewise, evolutionary biologists have grappled with the role of temporal variation in environmental conditions and the consequences of this variation for selection and adaptive evolution (Levins 1968; Schaffer 1974; Gomulkiewicz and Holt 1995; Siepielski et al. 2009 Siepielski et al. , 2017 Bell 2010; Kingsolver and Diamond 2011; Morrissey and Hadfield 2011) . Our analysis integrates these ideas and suggests that rare, extreme environmental events can generate eco-evolutionary tipping points where substantial and irreversible shifts in community structure occur.
