We present a cumulative framework for the problem of model order reduction in limited time and frequency intervals. The proposed algorithms construct the reduced order model in steps and continue to accumulate the interpolation conditions induced in each step. We show that if the reduced-order model accumulated after each step is time-or frequency-limited pseudo-optimal model for H 2,T -or H 2,Ω -model reduction problem, the error decays monotonically after each step irrespective of the choice of interpolation points and tangential directions. Moreover, the proposed algorithms also generate the approximations of the time-or frequency-limited controllability Gramian and the time-or frequencylimited observability Gramian, which monotonically approaches the original solution irrespective of the choice of interpolation points and tangential directions. We show the efficacy of the proposed algorithms using two numerical examples.
the MOR procedures. In projection-based MOR techniques, the original high-order model is projected onto a reduced subspace to obtain a ROM, which preserves the desired and dominant characteristics of the original model. The ROM can then be used as a surrogate in the design and analysis, which provides significant numerical and computational advantages [1] .
Moore presented one of the most widely used MOR techniques in [2] . Moore's balanced truncation (BT) truncates the states which have an insignificant share in the overall energy transfer and thus provides a compact ROM, which contains the important states (and dynamics) of the original model. In many applications, a specific time or frequency interval is more important, i.e., the ROM should maintain a superior accuracy within that desired time or frequency interval.
Gawronski and Juang generalized BT for time-and frequency-limited MOR scenarios in [3] . In time-limited BT (TLBT) and frequency-limited BT (FLBT), the states which have an insignificant share in the overall energy transfer within the desired time and frequency intervals respectively are truncated. BT, TLBT, and FLBT require solutions of Lyapunov equations, which become computationally infeasible when the original model is a large-scale model. In [4] [5] [6] , their applicability is extended to large-scale systems by using a low-rank approximate solution of the Lyapunov equations which can be efficiently computed.
Iterative rational Krylov algorithm (IRKA) is another important algorithm that is as accurate as BT. IRKA is computationally efficient and does not require any solution of dense Lyapunov equation like that in BT. It generates local-optimum for the H 2 -MOR problem. The original algorithm was presented for single-input single-output (SISO) systems in [7] , which was later generalized for multi-input multi-output (MIMO) systems in [8] . IRKA is a tangential interpolation algorithm that generates a ROM, which interpolates the original transfer function at the mirror images of its poles in the directions of its input and output residuals. IRKA generally quickly converges for the SISO case even if the interpolation points and tangential directions are chosen randomly. The speed of convergence, however, slows down as the number of inputs and outputs are increased. In [9] , an iteration-free algorithm is proposed which satisfies a subset of the first-order optimality conditions, which IRKA satisfies upon convergence. The algorithm is named as "Pseudo-optimal Rational Krylov (PORK)" algorithm. In [10] , a cumulative reduction (CURE) scheme is proposed, which generates the ROM in steps, and the final ROM is the accumulation of all the ROMs generated in each step. The interpolation conditions induced at each step are retained and accumulated in the final ROM. If PORK is used to generate the ROM at each step, the H 2 -norm error continues to decay monotonically irrespective of the choice of interpolation points and the tangential directions. Moreover, the final ROM is also pseudooptimal ROM, i.e., it satisfies a subset of the first-order optimality conditions for the H 2 -MOR problem [11] . IRKA is generalized for the time-and frequency-limited scenarios in [12] and [13] , respectively.
The algorithms presented in [14] and [15] yield a ROM which satisfies the first-order optimality conditions for the problems H 2,T -and H 2,Ω -MOR. In [16] and [17] , iteration-free algorithms are presented which constructs a ROM that satisfies a subset of the first-order optimality conditions for H 2,T -and H 2,Ω -MOR problems, respectively. These algorithms are a generalization of PORK, i.e., namely time-limited PORK (TLPORK) and frequency-limited PORK (FLPORK).
In this paper, we generalize CURE in a way that if the ROM accumulated at each step is obtained using TLPORK and FLPORK, the H 2,T -and H 2,Ω -norm errors, respectively continue to decay monotonically irrespective of the choice of interpolation points and the tangential directions. Additionally, the proposed algorithms also provide an approximation of time-limited and frequency-limited Gramians in a computationally efficient way, which can be used to extend the applicability of TLBT and FLBT to large-scale systems. The approximate Gramians monotonically approach the original solution after each step of CURE. We establish the significance of the proposed algorithm by demonstrating its effectiveness on two numerical examples.
II. PRELIMINARIES
Consider a n th order linear-time invariant system with the following state-space realizatioṅ
where x(t) ∈ R n×1 , u(t) ∈ R 1×m , and y(t) ∈ R p×1 are state, input, and output vectors, respectively. A ∈ R n×n , B ∈ R n×m , and C ∈ R p×n are the state matrix, input matrix and output matrix, respectively. Let the system (1) has the following transfer function representation
The MOR problem is to construct a r th order model such that r << n which approximates the original high-order model (1) . Let the ROM has the following state-space and transfer function representationsẋ
where A r ∈ R r×r , B r ∈ R r×m , and C r ∈ R p×r . MOR aims to ensure that y r (t) ≈ y(t) or ||H(s) − H r (s)|| is small in some defined sense depending on the nature of the problem. The time-limited MOR problem is to ensure y r (t) ≈ y(t) is small within the desired time interval 
where V ∈ R n×r and W ∈ R n×r . Let P T and P Ω be the time-limited and frequency-limited controllability Gramians of the state-space realization (1) within the desired time and frequency intervals [t 1 , t 2 ] and [ω 1 , ω 2 ], respectively. P T and P Ω solve the following Lyapunov equations
where
Let Q T and Q Ω be the time-limited and frequency-limited observability Gramians of the statespace realization (1) within the desired time and frequency intervals [t 1 , t 2 ] and [ω 1 , ω 2 ], respectively. Q T and Q Ω solve the following Lyapunov equations
The H 2,T -norm of the error transfer function is defined as
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Similarly, the H 2,Ω -norm of the error transfer function is defined as
where P r,Ω , P 2,Ω , Q r,Ω , and Q 2,Ω solve the following Lyapunov equations
where P , Q, and H 2 are the standard controllability Gramian, observability Gramian, and H 2 -norm, respectively.
A. PORK
Let V r be the input reduction subspace which satisfies the following tangential interpolation condition for any output reduction subspace W r such that W T r V r = I, i.e.,
where {σ 1 , · · · , σ r } and {b 1 , · · · , b r } are the interpolation points and the associated right tangential directions, respectively. This interpolation condition can be achieved if V r satisfies the following
Choose any W r such that W T r V r = I, for instance, W r = V r (V r V T r ) −1 and define the following matricesÃ
Then V r solves the following Sylvester equations
where the interpolation points are the eigenvalues of S r and the right tangential directions are encoded in L r .
Let the ROM is constructed as the following
where P −1 r solves the following Lyapunov equation
Let H r (s) be represented in its pole-residue form as the following
Then H r (s) satisfies the following interpolation condition
and a subset of the first-order optimality conditions for the problem
Thus H r (s) is called a pseudo-optimal ROM.
B. CURE
In CURE, the r th -order H r (s) is not constructed in a single step, and it is constructed adaptively in k steps. (A r , B r , C r ), S r , L r , and B ⊥ are accumulated after each step such that the interpolation condition (18), and the Sylvester equations (22) and (23) are satisfied after each step as well as after k steps. In other words, at each step, new interpolation points and the tangential directions are added without disturbing the interpolation conditions induced by the previous interpolation points and tangential directions.
After each step, the ROM can be accumulated and a r th order ROM can be obtained adaptively in k steps, i.e., the order of the ROM grows after each step without affecting the interpolation conditions induced in the previous steps. The accumulated ROM and the associated matrices for i = 1, · · · , k is given by
tot , and V
tot are all empty matrices. An important property of CURE is that if (Ã (i) ,B (i) ,C (i) ) is computed using PORK for i = 1, · · · , k, (A
tot ) stays pseudo-optimal. This further implies that (A
is a pseudo-optimal ROM of (A 
If H (i) tot s stays pesudo-optimal, the following holds
Thus ||H(s)|| 2
tot s || 2 H 2 decays monotonically irrespective of the choice of interpolation points and tangential directions.
C. TLPORK
Let G (s) and G r (s) be defined as the following
It is shown in [16] that H r (s) satisfies a subset of the first-order optimality conditions for the problem ||H(s) − H r (s)|| 2 H 2,T if the following interpolation conditions are satisfied, i.e.,
Re Λt 2   , Λ = diag(−λ 1 , · · · , −λ r ), and R = r 1 · · · r r . This can be achieved if the input reduction subspace is computed from the following Sylvester equation
and the ROM is computed as
where P −1 r,T satisfies the following Lyapunov equation
If the ROM is obtained as in (35), the following condition is satisfied
D. FLPORK
Let H (s) and H r (s) be defined as the following
It is shown in [17] that H r (s) satisfies a subset of the first-order optimality conditions for the problem ||H(s) − H r (s)|| 2 H 2,Ω if the following interpolation conditions are satisfied
This can be achieved if the input reduction subspace is computed from the following Sylvester equation
where P −1 r,Ω satisfies the following Lyapunov equation
If the ROM is obtained as in (42), the following condition is satisfied respectively. This is the same dilemma that time-limited IRKA (TLIRKA) [12] and frequencylimited IRKA (FLIRKA) [13] face. In TLIRKA and FLIRKA, the IRKA-type framework is used with the modification that the rational Krylov subspaces are computed differently than that in IRKA. We follow a similar approach for the problem under consideration. We retain the CUREtype framework but compute the reduction subspace differently. One problem, however, is that CURE is only valid if V r satisfies equations (22) and (23). In the sequel, we tackle this issue and generalize CURE to adaptively construct ROMs whose H 2,T -and H 2,Ω -norm errors decay monotonically irrespective of the choice of interpolation points and tangential directions.
Recall the ROM constructed by PORK is given by
Since pseudo-optimality is a property of the transfer function, and it does not depend on the state-space realization, a state transformation can be applied using P r as the transformation matrix, i.e.,
On similar lines, the ROM constructed by TLPORK can be defined as Since P r,T and P r,Ω satisfy equation (36) and (43), respectively, the following holds (see [3] for details)
It can also be noted that P −1 r is actually the controllability Gramian of the pair (A It is shown in [9] that P (i) tot can be obtained recursively if (Ã (i) ,B (i) ,C (i) ) is obtained at each step of CURE using PORK, i.e.,
One can note that S Let (Ã (i) ,B (i) ,C (i) ) is constructed using PORK in each iteration of CURE, and let H (i) tot s is constructed as the following
or
where 
tot,Ω ) T monotonically approach to P T and P Ω after each iteration of CURE. Hence, it also provides the approximations of P T and P Ω . 2: for i = 1, · · · , k 3: Ran(V (i) ) = span j=1,··· ,r j
tot,Ω . 10: end for.
We have so far just presented a V-type algorithm for time/frequency-limited CURE (TL/FL-CURE), i.e., only V 
tot,Ω ) T B. 10: end for.
Note that
tot,Ω ) T monotonically approach to Q T and Q Ω after each iteration of CURE. Hence, it also provides the approximations of Q T and Q Ω .
IV. NUMERICAL EXAMPLES
Example 1: Consider the following state-space matrices of the original 6 th order system: We construct 2 nd order ROMs using BT, FLBT, CURE, and FL-CURE. We use PORK within CURE. We also construct a ROM using FLBT with the approximate Gramians generated by FL-CURE, and we name it as "CUREd-FLBT". The desired frequency interval is specified as [8, 9] rad/sec. The interpolation points and (right and left) tangential directions used in the two steps are {1, 2} and {1, 1}, respectively. The sigma plot of the error within [8, 9] rad/sec is shown in Figure 1 . Similarly, we construct ROMs using TLBT and TL-CURE. The desired time interval is specified as [0, 0.5] sec. The impulse responses within [0, 0.5] sec is shown in Figure 2 . The comparison of decay in error for CURE, FL-CURE, TL-CURE is given in Table I . Fig. 1 : Error plot within [8, 9] rad/sec We construct 3 rd order ROMs using BT, FLBT, CURE, and FL-CURE. We use PORK within CURE. We also construct a ROM using FLBT with the approximate Gramians generated by FL-CURE. The desired frequency interval is specified as [15, 16] rad/sec. The interpolation points and (right and left) tangential directions used in the two steps are {1, 2, 3} and {1, 1, 1}, respectively.
The sigma plot of the error within [15, 16] rad/sec is shown in Figure 3 . Similarly, we construct ROMs using TLBT and TL-CURE. The desired time interval is specified as [0, 1] sec. The impulse responses within [0, 1] sec is shown in Figure 4 . The comparison of decay in error for CURE, FL-CURE, TL-CURE is given in Table II . 
