A conjectura de Euler sobre somas de potências quárticas de números
inteiros. by LOPES, G. T. V. S.
UNIVERSIDADE FEDERAL DO ESPI´RITO SANTO
DEPARTAMENTO DE MATEMA´TICA
PROGRAMA DE PO´S GRADUAC¸A˜O EM MATEMA´TICA
Gislayni Telles Vieira Santana Lopes
A CONJECTURA DE EULER SOBRE SOMAS DE POTEˆNCIAS
QUA´RTICAS DE NU´MEROS INTEIROS
VITO´RIA
2017
Gislayni Telles Vieira Santana Lopes
A CONJECTURA DE EULER SOBRE SOMAS DE POTEˆNCIAS
QUA´RTICAS DE NU´MEROS INTEIROS
Dissertac¸a˜o apresentada ao Programa de Po´s
Graduac¸a˜o em Matema´tica da Universidade Fe-
deral do Esp´ırito Santo - PPGMAT, UFES -
como requisito parcial para a obtenc¸a˜o do t´ıtulo
de Mestre em Matema´tica.




Ao meu esposo Andre´, meus pais Conceic¸a˜o e Jose´ e aos meus irma˜os Carlos, Charleston,
Charlie e minha irma˜ Charlene. Voceˆs sa˜o a minha base. A minha maior riqueza.
Agradecimentos
Agradec¸o primeiramente a Deus, que me sustentou ate´ aqui. Nos momentos dif´ıceis, Ele foi
a minha forc¸a. Sou grata a Ele por ter me dado a chance de ter essa oportunidade na minha
vida.
Agradec¸o ao meu amado esposo, meu ajudador e meu maior motivador. Minha inspirac¸a˜o.
Faltam-me palavras para expressar o quanto voceˆ foi essencial nessa conquista.
Agradec¸o a minha famı´lia, em especial aos meus pais, pela determinac¸a˜o e luta na minha
formac¸a˜o acadeˆmica. Essa conquista na˜o seria poss´ıvel sem o apoio de voceˆs.
Agradec¸o aos meus irma˜os e amigos, que muito compreenderam minha auseˆncia. Em espe-
cial, minha amiga Pollyanna, pelo incentivo e sa´bios conselhos.
Agradec¸o ao meu orientador, prof. Dr. Jose´ Gilvan de Oliveira, pela orientac¸a˜o, dedicac¸a˜o
e pacieˆncia durante o processo de realizac¸a˜o desse trabalho.
Agradec¸o a CAPES, pelo apoio financeiro.
Resumo
Em 1772, Leonard Euler conjecturou que a soma de n poteˆncias de nu´meros inteiros positivos
de um dado expoente n tambe´m seria uma tal poteˆncia. Contudo, se o nu´mero de poteˆncias
nessa soma fosse inferior ao expoente, enta˜o tal soma na˜o poderia resultar em uma poteˆncia
de expoente n. No presente trabalho vamos nos concentrar no caso n = 4 da Conjectura de
Euler. Numa primeira abordagem, vamos apresentar um contraexemplo para a conjectura, ou
seja, vamos exibir soluc¸a˜o inteira positiva para a equac¸a˜o diofantina a4 + b4 + c4 = e4, que e´
equivalente a verificar que o conjunto dos pontos racionais da superf´ıcie S1 : r
4 + s4 + t4 = 1
e´ na˜o vazio. Usaremos a teoria de curvas el´ıpticas e conceitos da Teoria dos Nu´meros, como
a reciprocidade quadra´tica e o teorema de Legendre, na construc¸a˜o de um me´todo para obter
o contraexemplo. Em uma segunda abordagem, usaremos a estrutura de grupo de uma curva
el´ıptica para mostrar que existe uma infinidade de soluc¸o˜es inteiras positivas para a equac¸a˜o
diofantina acima, se acrescentarmos uma quarta poteˆncia de um nu´mero inteiro nessa soma.
Palavras-chaves: Conjectura de Euler. Curvas El´ıpticas. Equac¸o˜es Diofantinas.
Abstract
In 1772, Leonard Euler conjectured that the sum of n powers of positive integers of a given
exponent n would also be such a power. However, if the number of powers in this sum is less
than the exponent, then such sum could not result in an exponent power n. In the present
work we will focus on the n = 4 case of the Euler’s conjecture. In a first approach, we will
present a counterexample to the conjecture, that is, we will display positive whole solution for
the diophantine equation a4 + b4 + c4 = e4 , which is equivalent to verify that the set of rational
points of the surface S1 : r
4 + s4 + t4 = 1 is not empty. We will use the theory of elliptic curves
and concepts of Number Theory, such as quadratic reciprocity and Legendre’s theorem, in the
construction of a method to obtain the counterexample. In a second approach, we will use the
group structure of an elliptic curve to show that there is an infinity of positive integer solutions
for the above Diophantine equation if we add a quartic power of an integer in that sum.
Key-words: Euler Conjecture. Elliptic Curves. Diophantine Equations.
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Um dos principais problemas na Teoria dos Nu´meros e´ encontrar soluc¸o˜es inteiras para equac¸o˜es
diofantinas. O conhecido teorema de Pita´goras afirma que em um triaˆngulo retaˆngulo qualquer
a soma dos quadrados dos dois catetos e´ o quadrado da hipotenusa do triaˆngulo. Ja´ o u´ltimo
teorema de Fermat considera o expoente como sendo um nu´mero inteiro maior do que 2 na
fo´rmula de Pita´goras e afirma que nesse caso, a equac¸a˜o na˜o tem soluc¸a˜o inteira na˜o trivial. Este
resultado foi provado por Andrew Wiles em 1994, cerca de 350 anos apo´s ter sido enunciado.
Em 1772, a partir dos seus resultados parciais sobre o problema de Fermat para o caso de
expoente n = 3, Leonard Euler conjecturou que seriam necessa´rios pelo menos n poteˆncias com
expoente n de nu´meros inteiros positivos para que a soma resultasse em uma tal poteˆncia.
Esta afirmac¸a˜o matema´tica foi uma das mais famosas conjecturas no campo da a´lgebra, que
perdurou cerca de dois se´culos. Inicialmente, em 1966, usando recurso computacional, L. J.
Lander e T. R. Parkin encontraram um contraexemplo dessa conjectura para o caso do expoente
n = 5, a saber
275 + 845 + 1105 + 1335 = 1445
Contudo as te´cnicas computacionais usadas por eles na˜o foram suficientes para resolver o pro-
blema no caso n = 4. Posteriormente, em 1988 Noam Elkies, usando a teoria de curvas el´ıpticas,
obteve o seguinte contraexemplo para o caso n = 4:
26824404 + 153656394 + 187967604 = 206156734.
No presente trabalho, vamos nos concentrar no caso n = 4 da conjectura de Euler. Mais
precisamente, vamos exibir nu´meros inteiros positivos satisfazendo a equac¸a˜o diofantina
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considerando inicialmente o caso em que uma das varia´veis e´ nula, e posteriormente, o caso em
que todas as varia´veis sa˜o diferentes de zero.
No Cap´ıtulo 4, trataremos da primeira abordagem: mostraremos como N. Elkies obteve o
contraexemplo acima mencionado da conjectura de Euler. Faremos a conexa˜o entre a Geometria
Alge´brica, no estudo de curvas e superf´ıcies, com a Teoria dos Nu´meros, no estudo de soluc¸o˜es
inteiras de equac¸o˜es diofantinas, pois buscar soluc¸o˜es inteiras para a primeira equac¸a˜o estudada
e´ equivalente a buscar pontos racionais (r, s, t) = (a/e, b/e, c/e) para a superf´ıcie r4+s4+t4 = 1.
Com esse objetivo usaremos a aritme´tica das curvas el´ıpticas, o teorema de Legendre e a Lei
da reciprocidade quadra´tica, na construc¸a˜o de um me´todo para encontrar nu´meros inteiros
positivos satisfazendo a equac¸a˜o (1.1). A refereˆncia ba´sica deste cap´ıtulo e´ o artigo [4].
No Cap´ıtulo 5 trataremos da segunda abordagem: Vamos mostrar como Lee W. Jacobi e
Daniel J. Madden desenvolveram um me´todo para gerar uma sequeˆncia infinita de soluc¸o˜es
inteiras positivas para a equac¸a˜o (1.1) considerando o caso particular em que e = a+ b+ c+ d.
Isto foi poss´ıvel porque uma soluc¸a˜o particular, encontrada por Simcha Brudno ([1]) em 1964,
54004 + 17704 + 26344 + 9554 = 54914,
tambe´m satisfaz
5400 + 1770 + 955 = 2634 + 5491.
Isto significa que (5400, 1770,−2634, 955) e´ uma soluc¸a˜o da equac¸a˜o diofantina
a4 + b4 + c4 + d4 = (a+ b+ c+ d)4. (1.2)
Vale ressaltar que ate´ antes da publicac¸a˜o de Jacobi e Madden, na˜o era conhecido um me´todo
que fornecesse uma soluc¸a˜o parame´trica para a equac¸a˜o (1.2) considerando todas as varia´veis
diferentes de zero.
Mostraremos que o conjunto dos nu´meros inteiros positivos que satisfazem a equac¸a˜o (1.2)
esta´ associado com os pontos racionais em uma curva el´ıptica espec´ıfica. Usaremos o teorema
de Mazur para mostrar que a partir de um ponto particular nessa curva, conseguimos uma
infinidade de soluc¸o˜es inteiras positivas para a equac¸a˜o (1.2). A refereˆncia ba´sica para este
cap´ıtulo e´ o artigo [6].
No Cap´ıtulo 2 estudaremos conceitos necessa´rios da Geometria Alge´brica, a fim de contextu-
alizar o nosso objeto de estudo, tais como: curvas alge´bricas, plano projetivo, parametrizac¸o˜es,
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intersec¸o˜es entre curvas, em destaque o teorema de Bezout, que determina o nu´mero de pontos
na intersec¸a˜o entre duas curvas alge´bricas planas.
No Cap´ıtulo 3 daremos destaque a` teoria de curvas el´ıpticas. Tais curvas sa˜o particular-
mente interessantes porque possuem uma estrutura aritme´tica bastante rica, em especial, o
conjunto dos pontos racionais sobre uma dada curva el´ıptica admite estrutura de grupo abe-
liano. Veremos importantes resultados que fornecem uma caracterizac¸a˜o para esse grupo, em
destaque os teoremas de Mordell-Weil e Mazur.
Cap´ıtulo 2
Curvas Alge´bricas
No presente cap´ıtulo estudaremos conceitos necessa´rios para contextualizac¸a˜o do nosso objeto
de estudo, tais como variedades afins e projetivas, dimensa˜o, func¸o˜es regulares, curvas e su-
perf´ıcies alge´bricas. No decorrer deste cap´ıtulo, k denotara´ um corpo algebricamente fechado,
a menos que se mencione o contra´rio. Nossas refereˆncias ba´sicas sera˜o os textos [7], [9] e [10].
2.1 Curvas Alge´bricas Afins e Projetivas
2.1.1 Variedades Afins
Denotamos por Ank ou simplesmente An, o conjunto de todas as n-uplas dos elementos do corpo
k, chamado espac¸o afim de dimensa˜o n sobre k. Um elemento P = (a1, a2, ..., an) ∈ An e´
chamado um ponto e ai, 1 ≤ i ≤ n, e´ a i-e´sima coordenada de P . Sejam k[x1, x2, ..., xn] o anel
de polinoˆmios em n varia´veis com coeficientes em k e V um subconjunto de An. Dizemos que
V e´ um conjunto alge´brico se existe um conjunto de polinoˆmios S ⊂ k[x1, x2, ..., xn] tal que
V = V (S), onde
V (S) = {P ∈ An/f(P ) = 0 ∀ f ∈ S}.
Em particular, quando S e´ formado por um u´nico polinoˆmio f , o conjunto V (f) e´ chamado
de hipersuperf´ıcie. Se f e´ um polinoˆmio na˜o constante no anel de polinoˆmios k[x1, ..., xn], sua




r induz a decomposic¸a˜o da hipersuperf´ıcie
V (f) = ∪ V (fi), 1 ≤ i ≤ r, como unia˜o de hipersuperf´ıcies. Os conjuntos V (fi), 1 ≤ i ≤ r,, sa˜o
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chamados componentes irredut´ıveis de V (f). Dado um conjunto alge´brico V ⊂ An, o conjunto
I = I(V ) = {f ∈ k[x1, x2, ..., xn]/f(P ) = 0 ∀ P ∈ V }
e´ chamado o ideal de V . O Teorema da Base de Hilbert mostra que cada conjunto alge´brico V
e´ o conjunto das ra´ızes comuns de uma quantidade finita de polinoˆmios, isto e´, I(V ) e´ gerado
por uma quantidade finita de polinoˆmios f1, f2, ..., fr ∈ k[x1, x2, ..., xn]. Dessa forma,
V = {P ∈ An/f1(P ) = f2(P ) = ... = fr(P ) = 0}.
Um conjunto alge´brico V ⊂ An e´ chamado irredut´ıvel se na˜o pode ser escrito como V = V1∪V2,
onde V1 e V2 sa˜o subconjuntos alge´bricos pro´prios de V . Caso contra´rio, V e´ redut´ıvel. Existe
uma relac¸a˜o entre a geometria de um conjunto alge´brico V com uma propriedade alge´brica do
seu ideal I(V ), esclarecida pela seguinte proposic¸a˜o.
Proposic¸a˜o 2.1.1. Um conjunto alge´brico V ⊂ An e´ irredut´ıvel se, e somente se, o ideal I(V )
e´ primo.
Demonstrac¸a˜o. i) Sejam V um conjunto alge´brico irredut´ıvel, f, g ∈ k[x1, x2, ..., xn] polinoˆmios
sem fator comum, tais que f.g ∈ I(V ). Queremos mostrar que f ∈ I(V ) ou g ∈ I(V ). Temos
que fg se anula em todos os pontos de V , dessa forma, V ⊂ V (f)∪ V (g). Por outro lado, vale
a seguinte igualdade
V = (V ∩ V (f)) ∪ (V ∩ V (g)).
Pela irredutibilidade de V , um desses conjuntos, digamos V ∩V (f), deve ser igual a V . Assim,
f ∈ I(V ).
ii) Suponha que V na˜o seja um conjunto alge´brico irredut´ıvel. Existem V1, V2 subconjuntos
alge´bricos pro´prios de V tais que V = V1 ∪ V2. Assim, existem f1 ∈ I(V1)\I(V ) e
f2 ∈ I(V2)\I(V ) tais que f = f1f2 ∈ I(V ), mas f1, f2 /∈ I(V ).
Definic¸a˜o 2.1.2. Um conjunto alge´brico irredut´ıvel V ⊂ An e´ chamado variedade alge´brica
afim.
Exemplo 2.1.3. An e´ uma variedade afim para todo n, pois o ideal I(An) = < 0 > e´ primo.
Seja f um polinoˆmio irredut´ıvel em k[x1, ..., xn], enta˜o V (f) e´ uma variedade afim. Se n = 2
enta˜o V (f) e´ chamado de curva plana afim, se n = 3 enta˜o V (f) e´ chamada de superf´ıcie afim.
Definic¸a˜o 2.1.4. Seja V uma variedade afim no espac¸o An sobre um corpo k. Uma aplicac¸a˜o
f : V −→ A1 e´ chamada regular se existe um polinoˆmio F ∈ k[x1, ..., xn] tal que f(P ) = F (P )
para todo P ∈ V .
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Note que o polinoˆmio F na˜o e´ unicamente determinado. De fato, dois polinoˆmios F e G
determinam a mesma func¸a˜o regular em V se e somente se F (P )−G(P ) = 0 para todo P ∈ V ,
ou seja, se e somente se, F − G ∈ I(V ). Dessa forma, o conjunto das func¸o˜es regulares de V
formam um anel
A[V ] = k[x1, ..., xn]/I(V )
chamado anel de coordenadas de V. E´ claro que A[V ] e´ um domı´nio se e somente se I(V ) e´ um
ideal primo, se e somente se V e´ uma variedade afim.
O corpo das func¸o˜es racionais de uma variedade afim V , denotado por k(V ), e´ o corpo




/ g, h ∈ A[V ], h 6= 0
}
.
Dois elementos g1/h1 e g2/h2 representam a mesma func¸a˜o racional em k(V ) se g2h1 − g1h2 ∈
I(V ), g1, g2, h1, h2 ∈ A[V ]. A dimensa˜o de V , denotada por dim(V ), e´ obtida atrave´s do
grau de transcendeˆncia da extensa˜o k(V )/k.
Exemplo 2.1.5. Se V = An enta˜o dim(V ) = n, pois k(An) = k(x1, ..., xn).
Dada uma variedade V ⊂ An, dizemos que a func¸a˜o racional ϕ ∈ k(V ) e´ regular ou que esta´
definida no ponto P ∈ V , se admitir uma representac¸a˜o ϕ = g/h, com g, h ∈ A[V ] e h(P ) 6= 0.
Fixado um ponto P em V , pode-se definir o conjunto das func¸o˜es racionais que esta˜o definidas
em P , chamado anel local de P em V ,
OP (V ) = {ϕ ∈ k(V ); ϕ e´ regular em P}.
Claramente, uma func¸a˜o regular e´ uma func¸a˜o racional definida em todos os pontos de V ,
assim, temos uma natural inclusa˜o A[V ] ⊂ OP (V ) ⊂ k(V ) para todo P em V . Sejam V ⊂ An e
W ⊂ Am duas variedades afins. Uma aplicac¸a˜o ϕ : V −→ Am e´ chamada uma aplicac¸a˜o racional
se existem func¸o˜es racionais Φ1, Φ2, ..., Φn tais que ϕ(P ) = (Φ1(P ), Φ2(P ), ..., Φn(P )) para
todo P na intersec¸a˜o dos domı´nios de Φi. Ale´m disso, se o conjunto Im(ϕ) ⊂ W , enta˜o ϕ e´
uma aplicac¸a˜o racional de V em W .
Definic¸a˜o 2.1.6. Uma aplicac¸a˜o ϕ : V −→ W e´ birracional se existe uma aplicac¸a˜o racional
Ψ : W −→ V tal que ϕ ◦ Ψ = IdW e Ψ ◦ ϕ = IdV . Se existe uma tal aplicac¸a˜o de V em W ,
dizemos que V e W sa˜o birracionalmente equivalentes.
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Definic¸a˜o 2.1.7. Uma aplicac¸a˜o racional de V em W , que e´ regular em todos os pontos de V
e´ chamada morfismo. Um isomorfismo e´ um morfismo com um morfismo inverso.
Exemplo 2.1.8. Tomando V = A1 e W = V (y − x2) ⊂ A2. A parametrizac¸a˜o f : V −→ W
definida por f(t) = (t, t2) e´ um morfismo da variedade V em W , e a projec¸a˜o g : W −→ V defi-
nida por g(x, y) = x, e´ o morfismo inverso. Assim, as variedades V e W sa˜o birracionalmente
equivalentes. Consequentemente, A[V ] ' A[W ], pois
A[A1] = k[x]/ < 0 > ' k[x] e A[W ] = k[x, y]/ < y − x2 > ' k[x].
2.1.2 Variedades Projetivas
O espac¸o projetivo Pnk ou simplesmente Pn de dimensa˜o n sobre k e´ o conjunto das retas de
kn+1 contendo a origem. Dado um ponto P = (a0, a1, ..., an) ∈ kn+1\{(0, 0, ..., 0)}, denotamos
por (a0 : a1 : ... : an) o ponto de Pn correspondente a` reta de kn+1 determinada pela origem e
o ponto P . Assim,
Pn = kn+1\{(0, 0, ...., 0)}
/
∼
onde (a0, a1, ..., an) ∼ (b0, b1, ..., bn) se, e somente se, existe λ ∈ k∗ tal que (b0, b1, ..., bn) =
(λa0, λa1, ...., λan). Para cada i, seja
Ui = {(a0 : a1 : ... : ai : ... : an) ∈ Pn; ai 6= 0}.
Existe uma natural inclusa˜o ϕi : An −→ Ui definida pela aplicac¸a˜o
ϕi(a1, ..., an) = (a1 : ... : ai−1 : 1 : ai : ... : an)











Note que ϕ−1i esta´ bem definida, uma vez que aj/ai sa˜o independentes da escolha de coordenadas
homogeˆneas. Para i fixo, identificamos An com o conjunto Ui via a aplicac¸a˜o ϕi,
O complementar Hn = Pn\Un = {(a0 : a1 : ... : an) ∈ Pn/ an = 0}, convencionalmente
chamado hiperplano no infinito, pode ser identificado com Pn−1 via a correspondeˆncia
(a0 : ... : an−1 : 0)←→ (a0 : ... : an−1).
Consequentemente, Pn = Un ∪Hn ' An ∪ Pn−1.
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Definic¸a˜o 2.1.9. Dizemos que um polinoˆmio F em k[x0, x1, ..., xn] e´ homogeˆneo de grau d, se




i ∈ k[x0, x1, ..., xn], a 6= 0 e d0 + d1 + ... + dn = d. De
maneira equivalente, temos que F e´ homogeˆneo de grau d se, e somente se, F (tx0, tx1, ..., txn) =
tdF (x0, x1, ..., xn) para todo t ∈ k.
Observac¸a˜o 2.1.10. Dado um polinoˆmio F ∈ k[x0, x1, ..., xn]\k e um ponto
P = (a0 : a1... : an) ∈ Pn, o valor F (P ) pode na˜o estar bem definido, pois as coordenadas ho-
mogeˆneas de um ponto P ∈ Pn na˜o sa˜o unicamente determinadas. Assim, o conjunto V (F ) na˜o
pode ser definido da mesma forma do caso afim. Contudo, se F for um polinoˆmio homogeˆneo de
grau d, enta˜o F (λa0, ..., λan) = 0 se, e somente se, para qualquer λ 6= 0, λdF (a0, a1..., an) = 0,
de modo que a propriedade de F (a0, ..., an) = 0, independe da escolha de coordenadas ho-
mogeˆneas (a0, ..., an).
Um ideal I ⊂ k[x0, ..., xn] e´ homogeˆneo se e´ gerado por polinoˆmios homogeˆneos.
Um conjunto V ⊂ Pn e´ um conjunto alge´brico projetivo se existe um conjunto de polinoˆmios
homogeˆneos S ⊂ k[x0, x1, ..., xn] tal que
V = V (S) = {P ∈ Pn/F (P ) = 0 ∀ F ∈ S}.
O ideal homogeˆneo I(V ) ⊂ k[x0, x1, ..., xn] e´ gerado pelos polinoˆmios homogeˆneos F ∈ S que
satisfazem a equac¸a˜o F (P ) = 0 para todo ponto P de V .
Definic¸a˜o 2.1.11. Um conjunto alge´brico V ⊂ Pn e´ irredut´ıvel se na˜o pode ser expresso como
a unia˜o de dois subconjuntos alge´bricos pro´prios. Uma variedade alge´brica projetiva e´ um
conjunto alge´brico irredut´ıvel em Pn.
Como no caso afim, temos o seguinte resultado.
Proposic¸a˜o 2.1.12. Um conjunto alge´brico projetivo V e´ irredut´ıvel se, e somente se, I(V ) e´
um ideal homogeˆneo primo.
Seja V ⊂ Pn uma variedade projetiva, enta˜o o anel
A[V ] = k[x0, ..., xn]/I(V )
e´ um domı´nio, chamado anel de coordenadas homogeˆneas de V . Note que, diferentemente do
caso afim, um elemento de A[V ] na˜o pode ser considerada uma func¸a˜o em V , a menos que sejam
constante. Temos que f¯ ∈ A[V ] define uma func¸a˜o em V se e somente se f(λx0, ..., λxn) =
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f(x0, ..., xn) para todo λ ∈ k∗. Como f = f0 + ...+ fd, onde cada fi, 0 ≤ i ≤ d, e´ um polinoˆmio
homogeˆneo de grau i, enta˜o isso acontece se e somente se
f(x0, ..., xn) = f(λx0, ..., λxn) = f0(x0, ..., xn) + λf1(x0, ..., xn) + ...+ λ
dfd(x0, ..., xn)
para todo λ ∈ k∗, o que acontece somente no caso em que f e´ constante em V , logo, f¯ e´
constante em A[V ]. Sejam f¯ , g¯ dois elementos de A[V ], g¯ 6= 0. Para o quociente f¯/g¯ fazer
sentido e´ necessa´rio que tais polinoˆmios tenham o mesmo grau, pois nesse caso,
f¯(λa0, λa1, ..., λan)
g¯(λa0, λa1, ..., λan)
=
λ∂f f¯(a0, a1, ..., an)
λ∂gg¯(a0, a1, ..., an)
=
f¯(a0, a1, ..., an)
g¯(a0, a1, ..., an)
⇐⇒ ∂f = ∂g.





f¯ , g¯ ∈ A[V ] polinoˆmios homogeˆneos de mesmo grau com g¯ 6= 0
}
.
Seja V ⊂ Pn uma variedade projetiva. Enta˜o o conjunto V ∩ An = ϕ−1i (V ∩ Ui) e´ uma
variedade afim cujo ideal correspondente e´ dado por
I(V ∩ An) = {f(x0, ..., xi−1, 1, xi+1..., xn)/f(x0, ..., xn) ∈ I(V )}.
Como Pn = ∪ni=0Ui, enta˜o V pode ser expressa como unia˜o de n + 1 variedades afins V =
∪ni=0V ∩ Ui.
Proposic¸a˜o 2.1.13. Seja V ⊂ Pn uma variedade projetiva. Enta˜o
k(V ) ' k(V ∩ Ui) para todo i, 0 ≤ i ≤ n.






f¯(x0, ..., 1, ..., xn)
g¯(x0, ..., 1, ..., xn)
.







xdi h¯(x0/xi, ..., xn/xi)
xdi l¯(x0/xi, ..., xn/xi)
.
Dessa forma as propriedades locais de V podem ser completamente descritas em termos de
suas partes afins V ∩ Ui, esse e´ o caso por exemplo da dimensa˜o.
2.1. CURVAS ALGE´BRICAS AFINS E PROJETIVAS 17
Definic¸a˜o 2.1.14. Seja V ⊂ Pn uma variedade projetiva. A dimensa˜o de V e´ definida como
dim V := grau de transcedeˆncia da extensa˜o k(V )/k.
Consequentemente, dim V = dim (V ∩ Ui). Em particular, dim Pn = dim An = n. O
processo de substituir o polinoˆmio f(x0, ..., xn) pelo polinoˆmio f(x1, ..., xi−1, 1, xi+1, ..., xn), e´
chamado de desomogeneizac¸a˜o com respeito a xi. Esse processo pode ser revertido: dado um
polinoˆmio f ∈ k[x0, ..., xn] de grau d, definimos a homogeneizac¸a˜o de f com respeito a xi por

















Definic¸a˜o 2.1.15. Dada uma variedade afim V ⊂ An, o fecho projetivo de V , denotado por
V¯ , e´ a variedade projetiva
V¯ = {P ∈ Pn/f ∗(P ) = 0 para todo f ∈ I(V )}.
Os pontos de V¯ \V sa˜o chamados os pontos no infinito em V¯ .
Nosso interesse em particular, e´ estudar as variedades alge´bricas planas, que descreveremos
na pro´xima sec¸a˜o.
2.1.3 Curvas alge´bricas planas
Seja f um polinoˆmio na˜o constante e irredut´ıvel no anel de polinoˆmios em duas varia´veis k[x, y].
No exemplo 2.1.3, definimos uma curva alge´brica plana como sendo a variedade no plano afim
V (f) = {(x, y) ∈ A2/f(x, y) = 0}.
Observamos que se um polinoˆmio g ∈ k[x, y] e´ tal que g = λf, λ ∈ k∗, enta˜o eles definem a
mesma curva plana em A2. Dessa forma dois polinoˆmios irredut´ıveis definem a mesma curva
plana se, e somente se, eles diferem por um mu´ltiplo constante na˜o nulo. Isto nos motiva a
fazer a seguinte definic¸a˜o.
Definic¸a˜o 2.1.16. Uma curva alge´brica plana afim e´ uma classe de equivaleˆncia do conjunto
dos polinoˆmios na˜o constantes em k[x, y], mo´dulo a relac¸a˜o definida por
f ∼ g se, e somente se, existe λ ∈ k∗ tal que f = λg.
A equac¸a˜o de uma curva e´ qualquer um dos polinoˆmios da classe de equivaleˆncia que a
define. Nos referimos por Cf a curva plana afim definida por um polinoˆmio f em k[x, y]. O
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grau de uma curva Cf e´ o grau do polinoˆmio f que a define, denotado por ∂f . Se ∂f = 1, enta˜o
Cf e´ uma reta em A2, se ∂f = 2, Cf representa uma coˆnica em A2, se ∂f = 3, Cf representa
uma uma cu´bica em A2. Estamos interessados em estudar uma classe particular das curvas
planas: as chamadas curvas planas na˜o singulares.
Definic¸a˜o 2.1.17. Seja Cf uma curva plana afim e P = (a, b) um ponto em Cf . Se pelo menos




(P ) for diferente de zero, enta˜o P e´ um ponto na˜o singular em
Cf , caso contra´rio, P e´ um ponto singular de Cf .
Dizemos que a curva plana Cf e´ na˜o singular, se todos os seus pontos sa˜o na˜o singulares.
Como vimos anteriormente, dada uma curva plana afim, e´ sempre poss´ıvel transforma´-la em
uma curva projetiva. O fecho projetivo de uma curva plana afim Cf e´ o subconjunto C¯f ∈ P2
formado pelas ra´ızes do polinoˆmio homogeˆneo







; C¯f = {(a : b : c) ∈ P2/f ∗(a, b, c) = 0}.
Definic¸a˜o 2.1.18. Uma curva plana projetiva e´ uma classe de equivaleˆncia de polinoˆmios
homogeˆneos na˜o constantes em k[x, y, z] mo´dulo a relac¸a˜o F ∼ G⇔ ∃ λ ∈ k∗ tal que F = λG.
Dado um polinoˆmio homogeˆneo F ∈ k[x, y, z]\k, denotamos por CF a sua classe mo´dulo a
relac¸a˜o de equivaleˆncia ∼. O grau da curva CF e´ o grau do polinoˆmio F .
Seja CF a curva plana projetiva definida por F (x, y, z) ∈ k[x, y, z]. Temos que a curva CF
apresenta diversas partes afins, pois para cada escolha de plano obtemos uma curva plana afim
Cf diferente: basta eliminar uma das varia´veis x, y ou z utilizando uma das equac¸o˜es x = 1 ou
y = 1, ou z = 1. Dessa forma a noc¸a˜o de singularidade e os demais conceitos introduzidos para
curvas planas afins seguem naturalmente para curvas planas projetivas.
2.2 Intersec¸o˜es de curvas alge´bricas planas
Um dos problemas cla´ssicos na teoria de curvas alge´bricas planas e´ calcular o nu´mero de pontos
na intersec¸a˜o de duas curvas. O teorema de Bezout fornece explicitamente o nu´mero de pontos
nessa intersec¸a˜o. Trataremos inicialmente do caso particular onde uma dessas curvas e´ uma
reta.
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2.2.1 Intersec¸a˜o de uma curva com uma reta
Sejam f um polinoˆmio na˜o constante em k[x, y], Cf a curva plana afim definida por f e a reta
l de equac¸a˜o y = ax+ b. Um ponto P = (x, y) pertence ao conjunto Cf ∩ l se suas coordenadas
satisfazem a equac¸a˜o
fl(x) := f(x, ax+ b) = 0.
Temos as seguintes possibilidades para os pontos em Cf ∩ l:
1. fl(x) = 0, enta˜o l ⊂ Cf .
2. fl(x) = c 6= 0, enta˜o Cf ∩ l = ∅.
3. fl(x) = c
∏r
i=1(x− xi)mi , onde c e´ uma constante na˜o nula, r e´ o grau do polinoˆmio f e
xi sa˜o as abscissas (duas a duas distintas) dos pontos de intersec¸a˜o Pi = (xi, axi + b).
Definic¸a˜o 2.2.1. a multiplicidade ou ı´ndice de intersec¸a˜o das curvas l e Cf em um ponto P e´
dada por
(l, Cf )P =

0, se P /∈ l ∩ Cf
∞, se P ∈ l ⊂ Cf
mi se P = (xi, axi + b) definido no caso 3 acima.
Se l na˜o e´ uma componente de Cf , definimos o inteiro




como a multiplicidade de intersec¸a˜o de l e Cf no infinito.
Exemplo 2.2.2. Seja Cf a curva definida por
f(x, y) = y2 − x3 − x2 e considere as retas l± definidas pelas equac¸o˜es y = ±x. Temos
que fl± = x
2 − x3 − x2 = −x3, logo O = (0, 0) e´ o u´nico ponto em Cf ∩ l, com multiplicidade
(l, f)O = 3.
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Figura 2.1: Multiplicidades de intersec¸a˜o l± ∩ Cf na origem
Exemplo 2.2.3. Sejam Cf e l as curvas definidas respectivamente pelos polinoˆmios f(x, y) =




ax2 + bx+ c = 0
Assim, Cf∩l consiste de dois pontos P e Q, a menos que b2−4ac = 0 ou a = 0. Se b2−4ac = 0,
enta˜o a reta l e´ tangente a Cf , assim temos que Cf e l se intersectam em um u´nico ponto R
com multiplicidade 2. Se a = 0, enta˜o l e´ uma reta vertical, assim Cf e l se intersectam em
um u´nico ponto no plano afim, de multiplicidade 1. Nesse caso, temos m∞ = 1. Veremos mais
adiante, que se tomarmos os fechos projetivos de tais curvas, enta˜o o conjunto C¯f ∩ l¯ possui
exatamente 2 pontos, contados com suas multiplicidades.
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Figura 2.2: Multplicidades da intersec¸a˜o Cf ∩ l dos pontos P,Q e R
Nosso objetivo agora e´ definir o conceito de multiplicidade de um ponto em uma curva plana
Cf arbitra´ria. Esse conceito vai nos permitir classificar se uma tal curva e´ singular ou na˜o.
Proposic¸a˜o 2.2.4. Sejam f(x, y) ∈ k[x, y], Cf a curva definida por f e P um ponto em Cf .
Existe um inteiro m = mP (Cf ) ≥ 1 tal que, para toda reta l passando por P , temos
(l, Cf )P ≥ m,
ocorrendo a desigualdade estrita para no ma´ximo m retas e no mı´nimo uma.
Demonstrac¸a˜o. Podemos supor, sem perda de generalidade que P = (0, 0). Escrevamos
f = fm + ...+ fd,
com fi homogeˆneo de grau i, m ≤ i ≤ d e fm 6= 0. Se P ∈ Cf , temos que m ≥ 1. Seja lt a reta




fm(1, t) + fm+1(1, t)x+ ...+ fd(1, t)x
d−m
)
Consequentemente, (lt, Cf )P ≥ m, e a igualdade ocorre se e somente se, fm(1, t) 6= 0. Como
fm(1, t) e´ um polinoˆmio em t de grau m ≥ 1, ele se anula em no mı´nimo um e no ma´ximo m
valores de t distintos.
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Definimos o inteiro m = mP (Cf ) descrito na proposic¸a˜o acima como sendo a multiplicidade
do ponto P na curva Cf . Se P /∈ Cf , enta˜o mP (Cf ) = 0. Se P = (x0, y0) ∈ Cf , podemos





tal que os fatores lineares aix+ biy sa˜o retas distintas. As retas
li = ai(x− x0) + bi(y − y0)
sa˜o as retas tangentes a Cf em P . O expoente ei e´ a multiplicidade da tangente li. Voltando ao
exemplo 2.2.2, observamos que (l, CF )O = 3 e mO(Cf ) = 2, isso ((l, Cf )P > mp(Cf )) geralmente
ocorre quando l e´ uma das retas tangentes a` curva Cf no ponto P . Um ponto P = (x0, y0) ∈ Cf
e´ na˜o singular ou que Cf e´ na˜o singular em P , se mP (Cf ) = 1. Nesse caso, a u´nica reta tangente
a` curva Cf em P tem equac¸a˜o
∂f
∂x
(x0, y0)(x− x0) + ∂f
∂y
(x0, y0)(y − y0) = 0.
2.2.2 Intersec¸a˜o entre duas curvas planas
Proposic¸a˜o 2.2.5. A intersec¸a˜o de duas curvas planas afins, sem componentes em comum, e´
finita.
Demonstrac¸a˜o. Sejam Cf e Cg as curvas planas afins definidas respectivamente pelos polinoˆmios
f, g ∈ k[x, y]. Sem perda de generalidade, podemos supor que f, g sa˜o polinoˆmios em k[x][y]\k,
tais que (f, g) = 1. Pelo lema de Gauss, temos que (f, g) = 1 no anel k(x)[y]. Como k(x)[y] e´ um
domı´nio principal, assim existem elementos α, β ∈ k(x)[y] tais que αf + βg = 1. Logo, existem
polinoˆmios a, b ∈ k[x, y] e c em k[x]\{0} tais que af + bg = c(x). Se P = (x0, y0) ∈ Cf ∩ Cg,
enta˜o c(x0) = 0, e logo, existem finitas possibilidades para x0. Fixado x0, existe um nu´mero
finito de possibilidades para y0 tais que f(x0, y0) = 0.
Os resultados acima descritos podem ser estendidos de forma natural para o caso projetivo.
Em particular, se L e´ uma reta e CF uma curva em P2, tais que O = (0 : 1 : 0) ∈ L ∩ CF ,
enta˜o a multiplicidade de intersec¸a˜o (L,CF )O coincide com a multiplicidade m∞ ja´ definida
anteriormente. A pro´xima questa˜o natural e´ determinar o nu´mero de pontos na intersec¸a˜o
Cf ∩ Cg. Se Cf e Cg sa˜o curvas planas afins, conseguimos determinar apenas uma cota para
#Cf ∩Cg, pois os pontos no infinito na˜o sera˜o contados. Assim, tomando os polinoˆmios F = f ∗
e G = g∗, vamos considerar as curvas planas projetivas CF e CG.
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Teorema 2.2.6 (Bezout). Sejam CF e CG curvas planas projetivas sem componentes irre-
dut´ıveis em comum, tais que ∂F = m e ∂G = n. Enta˜o o conjunto CF ∩CG possui exatamente
mn pontos, contados com suas multiplicidades.
Corola´rio 2.2.7. Sejam CF e CG duas cu´bicas projetivas sem componentes comuns. Enta˜o a
intersec¸a˜o CG ∩ CF possui exatamente nove pontos, contados com suas multiplicidades.
Teorema 2.2.8. Sejam CF e CG duas cu´bicas projetivas sem componentes em comum e
A1, ..., A9 os pontos na intersec¸a˜o CF ∩ CG. Se uma cu´bica C conte´m os pontos A1, ..., A8,
enta˜o A9 ∈ C.
Demonstrac¸a˜o. Sejam
H(x, y, z) = a1x
3 + a2x
2y + ...+ a10z
3, a1, ..., a10 ∈ k
e C a cu´bica definida por H. Os pontos A1 = (x1 : y1 : z1), ..., A8 = (x8 : y8 : z8) ∈ C
esta˜o em posic¸a˜o geral se os vetores (x3i , x
2
i yi, ..., z
3
i ) sa˜o linearmente independentes para todo
i, 1 ≤ i ≤ 8. Denote por Γ o conjunto formado pelas cu´bicas que passam pelos pontos A1, ..., A8.
Temos que Γ forma um espac¸o vetorial sobre k de dimensa˜o 2. Assim podemos assumir que as
cu´bicas CF e CG formam uma base para Γ e logo, existem λ, µ ∈ k tais que
C = λCF + µCG.
Consequentemente, A9 ∈ C. O caso em que os pontos A1, ..., A8 na˜o esta˜o em posic¸a˜o geral,
pode ser encontrado em [11], III, 6.2.
2.3 Divisor de uma curva projetiva
Definic¸a˜o 2.3.1. Seja C a curva projetiva definida pelo polinoˆmio F (x, y, z) ∈ k[x, y, z]. Um




nP (P ), np ∈ Z.
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O conjunto dos divisores de uma curva C sobre k, denotado por Divk(C), e´ um grupo abeliano.





onde G, H sa˜o polinoˆmios homogeˆneos de mesmo grau, digamos m, tal que F na˜o divide H.
A condic¸a˜o ϕ 6= 0 implica que F na˜o divide G. Assim, pelo teorema de Bezout, temos
∂(F ). m =
∑
P ∈ C ∩ CG
(C,CG)P
∂(F ). m =
∑
P ∈ C ∩ CH
(C,CH)P
Defina o divisor de ϕ por
Div(ϕ) =
∑
ordP (ϕ)(P ), onde
ordP (ϕ) =
∑
P ∈ C ∩ CG
(C,CG)P −
∑
P ∈ C ∩ CH
(C,CH)P .
Note que, como G e H possuem o mesmo grau, temos que deg(ϕ) = 0. Um divisor de uma
func¸a˜o racional em C e´ chamado de principal. Dois divisores D1 e D2 sa˜o linearmente equiva-
lentes, D1 ∼ D2 se D1 −D2 e´ um divisor principal. O conjunto dos divisores (ϕ) formam um
subgrupo P (C), chamado subgrupo dos divisores principais. Denotando por Div0(C) o grupo
dos divisores de grau zero, segue que P (C) ⊂ Div0(C). Dessa forma, faz sentido considerar o
quociente do grupo Divk(C) por P (C), a saber, os chamados grupos de Picard ou grupo das
classes de um divisor de C,
Pic(C) =
{D\ D ∈ Divk(C)}
{(ϕ)\ ϕ ∈ k∗} ; Pic
0(C) =
{D\ D ∈ Div0k(C)}
{(ϕ)\ ϕ ∈ k∗} .
Veremos no pro´ximo cap´ıtulo que quando C e´ uma curva el´ıptica definida sobre o corpo k, a
estrutura do grupo Pic0(C) induz uma estrutura de grupo sobre C.
Definic¸a˜o 2.3.2. Dado um divisor D ∈ Div(C), associamos o conjunto de func¸o˜es
L(D) = {ϕ ∈ k(C)/ div(ϕ) +D ≥ 0} ∪ {0}.
O conjunto L(D) e´ um espac¸o vetorial sobre k de dimensa˜o finita, denotada por
l(D) = dimkL(D).
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Note que se um divisor D e´ tal que deg(D) < 0, enta˜o L(D) = {0} e l(D) = 0, pois se
ϕ ∈ L(D)\{0} enta˜o
0 = deg div(ϕ) ≥ deg(−D) = −deg(D).
Assim, devemos ter deg(D) ≥ 0. O pro´ximo teorema e´ um resultado fundamental na teoria de
curvas alge´bricas.
Teorema 2.3.3 (Riemann). Seja C uma curva projetiva na˜o singular. Existe um inteiro g ≥ 0,
chamado o geˆnero de C, tal que para todo divisor D ∈ Div(C),
l(D) ≥ deg(D) + 1− g,
Demonstrac¸a˜o. Ver [9], pa´gina 23.
Em particular, quando C e´ uma curva plana projetiva na˜o singular, definida pelo polinoˆmio
F ∈ k[x, y, z], o geˆnero de C pode ser completamente determinado pelo grau do polinoˆmio F ,
pela fo´rmula
g(C) =
(∂F − 1)(∂F − 2)
2
.
Assim, curvas planas projetivas na˜o singulares de grau 1 ou 2 possuem geˆnero g = 0, curvas de
grau 3 ou 4 na˜o singulares possuem geˆnero g = 1. Em particular, uma curva el´ıptica, cuja teoria
sera´ fundamental na compreensa˜o do nosso objeto de estudo, e´ uma curva plana projetiva de
geˆnero um, com algum ponto racional .
Cap´ıtulo 3
Curvas El´ıpticas
Curvas el´ıpticas tera˜o um papel de destaque na compreensa˜o do nosso objeto de estudo. Tais
curvas sa˜o particularmente interessantes por apresentarem uma rica estrutura aritme´tica: o
conjunto dos pontos racionais de uma curva el´ıptica E admite uma estrutura de grupo abe-
liano. Nosso foco nesse cap´ıtulo e´ estudar a estrutura desse grupo que, como veremos, e´ um
grupo abeliano finitamente gerado. Demonstrac¸o˜es de teoremas e proposic¸o˜es aqui mencionados
podem ser encontradas em [8] e [7].
3.1 Forma de Weierstrass de uma curva el´ıptica
Definic¸a˜o 3.1.1. Uma curva el´ıptica E definida sobre um corpo k, e´ uma curva plana projetiva
na˜o singular de equac¸a˜o
Y 2Z + a1XY Z + a3Y Z




onde a1, ..., a6 ∈ k.
O u´nico ponto no infinito e´ dado por O = (0 : 1 : 0), obtido fazendo Z = 0 na equac¸a˜o
acima. A equac¸a˜o (3.1) e´ chamada forma de Weierstrass de uma curva el´ıptica.
Usando coordenadas na˜o homogeˆneas x = X/Z e y = Y/Z, a curva el´ıptica E na forma de
Weierstrass e´ dada por
E : y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6. (3.2)
Quando o corpo k possui caracter´ıstica diferente de 2 e 3, a mudanc¸a de varia´veis
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elimina os termos x2 e y. Assim, assumindo que a caracter´ıstica de k e´ diferente de 2 e 3, a
forma de Weierstrass de uma curva el´ıptica E definida sobre k e´
E : y2 = x3 + ax+ b. (3.3)
Proposic¸a˜o 3.1.2. Seja k um corpo de caracter´ıstica diferente de 2 e 3. Enta˜o toda curva
el´ıptica sobre k e´ isomorfa a uma curva da forma
E : y2 = x3 + ax+ b, a, b ∈ k.
A curva E e´ na˜o singular, se e somente se, o discriminante da forma de Weierstrass
∆ = −16(4a3 + 27b2) e´ diferente de zero.
Demonstrac¸a˜o. O ponto (0 : 1 : 0) e´ na˜o singular, pois
∂F
∂Z
(0 : 1 : 0) = 1, F = f ∗.
O polinoˆmio f(x) = x3 + ax+ b possui ra´ızes mu´ltiplas, se e somente se a resultante de f e f ′,
que e´ o determinante de uma matriz espec´ıfica formada pelos coeficientes de f e f ′, for diferente
de zero, o que ocorre quando 4a3 + 27b2 6= 0.
Mais geralmente, se y2 = f(x) onde f e´ um polinoˆmio de grau treˆs ou quatro sem ra´ızes
mu´ltiplas, enta˜o tal equac¸a˜o define uma curva plana na˜o singular de geˆnero um, e portanto uma
curva el´ıptica no plano afim. A intersec¸a˜o de duas superf´ıcies quadra´ticas, no espac¸o projetivo
tridimensional, tambe´m descreve uma curva el´ıptica, desde que tenha pelo menos um ponto
racional. Veremos na pro´xima sec¸a˜o que o conjunto dos pontos de uma curva el´ıptica admite
estrutura de um grupo abeliano, com elemento neutro como sendo o ponto O = (0 : 1 : 0).
3.2 Operac¸a˜o entre os pontos de uma curva el´ıptica
Usaremos a notac¸a˜o E(k) para o conjunto de pontos no plano projetivo situados na curva
el´ıptica E,
E(k) = {(x, y) ∈ A2k; y2 = x3 + ax+ b} ∪ {O}.
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Sejam P e Q pontos em E(k), enta˜o o teorema de Bezout garante a existeˆncia de um terceiro
ponto R em E(k), como sendo a intersec¸a˜o da curva com a reta que passa pelos pontos P e
Q. Se a reta e´ tangente a` curva em um ponto, esse ponto tera´ multiplicidade dois; se a reta e´
paralela ao eixo y, definimos o terceiro ponto como sendo o ponto no infinito. Dessa forma e´
poss´ıvel definir uma operac¸a˜o entre os pontos de E(k) da seguinte maneira.
A lei de Grupo
• Sejam P e Q pontos de E(k);
• Seja r a reta passando pelos pontos P e Q e seja P ∗Q o terceiro ponto de intersec¸a˜o da
curva E(k) com a reta r;
• Repetindo-se o processo com os pontos P ∗Q e O, o terceiro ponto obtido nesse processo
sera´ a soma P +Q.
• se P = Q, tomamos a reta tangente a` curva neste ponto.
Proposic¸a˜o 3.2.1. A operac¸a˜o acima tem as seguintes propriedades:
(a) (Existeˆncia do elemento neutro) P +O = P para todo P ∈ E(k).
(b) (Comutatividade) P +Q = Q+ P para todo P,Q ∈ E(k).
(c) (Existeˆncia do elemento inverso) Seja P ∈ E(k). Enta˜o existe um ponto de E(k),
denotado por −P , satisfazendo
P + (−P ) = O.
(d) (Associatividade) Sejam P, Q, R ∈ E(k). Enta˜o (P +Q) +R = P + (Q+R).
Demonstrac¸a˜o. Vamos mostrar que E(k) admite estrutura de grupo abeliano, com elemento
neutro O. Pelo teorema de Bezout, a operac¸a˜o esta´ bem definida.
(a) Seja P = (x1, y1) ∈ E(k)\{O}. Para calcular o ponto P +O, tomemos a reta que passa
por P e por O, neste caso, a reta vertical passando por P . O terceiro ponto de intersec¸a˜o sera´
o ponto de coordenadas (x1, −y1). Assim, P + O = P, para todo ponto P ∈ E(k), e logo, o
ponto O e´ o elemento neutro da operac¸a˜o.
(b) Pela definic¸a˜o, e´ fa´cil ver que a operac¸a˜o e´ comutativa.
(c) Sejam P = (x1, y1), −P = (x1,−y1) e l a reta passando por P e−P . Enta˜o P∗(−P ) = O
e logo P + (−P ) = O.
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Figura 3.1: Adic¸a˜o de pontos em uma curva el´ıptica
(d) Dados dois pontos P e Q denote por l(P,Q) a reta em P2 passando por P e Q. Sejam
P, Q e R ∈ E(k). Para mostrar que (P + Q) + R = P + (Q + R), e´ suficiente mostrar
que (P + Q) ∗ R = P ∗ (Q + R). Seja S o ponto de intersec¸a˜o das retas l(P,Q + R) e
l(R,P +Q). Vamos mostrar que S ∈ E(k). Considere a cu´bica E1 formada pela unia˜o das retas
l(P,Q), l(R,P +Q), l(Q∗R,O) e E2 formada pela unia˜o das retas l(P,Q∗R), l(Q,R), l(P,O)
Enta˜o
E1 ∩ E2 = {O, P,Q,R, P ∗Q,Q ∗R,P +Q,Q+R, S}
Temos que E(k) passa pelos oito pontos O, P,Q,R, P ∗ Q,Q ∗ R,P + Q,Q + R, e logo pelo
teorema 2.2.8 segue que S ∈ E(k).
Sejam P1 = (x1, y1), P2 = (x2, y2) pontos de E(k)\{O}, as fo´rmulas explicitas para obter
as coordenadas do ponto P1 + P2 podem ser encontradas em [8], pa´gina 53.
Um dos resultados mais importantes sobre a estrutura do grupo E(k) e´ dado pelo seguinte
teorema.
Teorema 3.2.2 (Mordell - Weil). O grupo dos pontos racionais de uma curva el´ıptica e´ um
grupo abeliano finitamente gerado,
E(k) ∼= E(k)tor ⊕ Zr
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onde E(k)tor e´ o subgrupo dos elementos de ordem finita, chamado grupo de torc¸a˜o e r e´
chamado posto de E(k).
Isto significa que existe um conjunto finito {P1, P2, ..., Ps}, s > r, de pontos de E(k) tal que
todo elemento de E(k) e´ da forma n1P1 + n2P2 + ...+ nsPs com n1, ..., ns ∈ Z. Tendo definido
a estrutura geral de um grupo formado por pontos de uma curva el´ıptica, uma questa˜o que
naturalmente surge e´ a quantidade de elementos de tal grupo. Para o grupo de torc¸a˜o, temos
um importante resultado que determina todas as possibilidades para E(k)tor, em particular
estabelece que a quantidade de elementos de ordem finita em E(k) e´ no ma´ximo 16.
Teorema 3.2.3 (Mazur). Se E(k)tor na˜o for trivial, enta˜o e´ isomorfo a um dos 14 grupos:
1. Zn, 1 ≤ n ≤ 10 ou n = 12.
2. Z/2Z× Z/2nZ, 1 ≤ n ≤ 4.
Em particular, #E(k)tor ≤ 16.
Note que, segundo este teorema, a ordem dos pontos de E(k)tor e´ no ma´ximo 12 e na˜o
existem pontos de ordem 11. O pro´ximo resultado estabelece uma maneira para determinar os
elementos de ordem finita em E(k).
Teorema 3.2.4 (Nagell - Lutz). Sejam E a curva el´ıptica sobre k definida pela equac¸a˜o
y2 = x3 + ax + b, com a, b ∈ Z. Enta˜o as coordenadas de um ponto P = (x0, y0) ∈ E(k)tor
sa˜o nu´meros inteiros. Ale´m disso, P tem ordem 2 ou y20| ∆, onde ∆ = −16(4a3 + 27b2).
Os pontos (x0, y0) de ordem 2 em E(k)tor sa˜o exatamente os que tem a coordenada y0 igual
a zero, pois nesse caso,
2P = O ⇐⇒ P = −P ⇐⇒ y0 = −y0.
A estrutura do grupo Pic0(E) definido no cap´ıtulo anterior, induz uma estrutura de grupo
em E(k), que e´ a mesma que definimos anteriormente. Isto pode ser esclarecido a partir da
seguinte proposic¸a˜o.
Proposic¸a˜o 3.2.5. Sejam E uma curva el´ıptica definida sobre k e O ∈ E(k). Enta˜o a aplicac¸a˜o
Φ : E(k) −→ Pic0k(E)
P 7−→ [P ]− [O]
e´ uma bijec¸a˜o.
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Demonstrac¸a˜o. Ver [7], pa´gina 35.
A bijec¸a˜o E(k) −→ Pic0k(E) define uma estrutura de grupo abeliano em E(k), que e´ de-
terminada pela condic¸a˜o: P + Q = S se e somente se [P ] + [Q] ∼ [S] + [O]. Sejam P,Q,R, S
pontos em E(k) tais que P ∗Q = R e P +Q = S. Sejam l1 a reta intersectando E nos pontos
P,Q e R e l2 a reta intersectando E em R, S e O. As retas l1, l2 podem ser consideradas
como sendo polinoˆmios homogeˆneos de grau um. Considere a func¸a˜o racional h = l1
l2
∈ k(E),
enta˜o h possui zeros nos zeros de l1 e polos no zeros de l2. Assim o divisor de h em E
e´ (h) = [P ] + [Q] + [R] − [O] − [R] − [S] = [P ] + [Q] − [S] − [O],. Portanto, temos que
[P ] + [Q] ∼ [S] + [O] e P +Q = S.
Cap´ıtulo 4
Contraexemplo para a Conjectura no
caso n = 4
4.1 Considerac¸o˜es Iniciais
O conhecido Teorema de Fermat afirma que para qualquer expoente n ≥ 3 na˜o existem soluc¸o˜es
no conjunto dos nu´meros inteiros positivos para a equac¸a˜o xn +yn = zn. Diversos matema´ticos
tentaram demonstrar tal teorema, em particular, Euler ficou especialmente interessado nas
descobertas de Fermat, dando uma prova para o caso n = 3. Ele provou que a soma de cubos
na˜o nulos na˜o poderia resultar em um cubo, mas ele tambe´m observou que a soma de treˆs
cubos na˜o nulos poderia resultar em um cubo. A partir dessa observac¸a˜o, Euler propoˆs que
para expoentes n > 3, a soma de k poteˆncias de nu´meros inteiros positivos com expoente
n e´ igual a uma tal poteˆncia se k ≥ n, caso contra´rio, essa soma na˜o gera uma poteˆncia
n - e´sima. Em particular, ele estava convencido que a soma de treˆs poteˆncias qua´rticas de
nu´meros inteiros positivos na˜o poderia resultar em uma tal poteˆncia, por outro lado, a equac¸a˜o
a4 + b4 + c4 + d4 = e4 teria soluc¸o˜es inteiras na˜o triviais.
Em 1988 Noam Elkies, usando a teoria de curvas el´ıpticas, obteve o seguinte contraexemplo
para o caso n = 4:
26824404 + 153656394 + 187967604 = 206156734.
No presente cap´ıtulo, exibiremos o me´todo encontrado por Elkies para encontrar o contrae-
xemplo mencionado acima, destacando o papel da curva el´ıptica na descoberta de tal soluc¸a˜o.
Vamos buscar inicialmente pontos racionais (r, s, t) da superf´ıcie S1 : r
4 + s4 + t4 = 1, que
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tambe´m e´ equivalente a buscar pontos racionais da superf´ıcie S2 : r
4 + s4 + t2 = 1 com a
condic¸a˜o adicional de t ser um quadrado. A vantagem de se trabalhar nesse ambiente e´ que
a superf´ıcie S2 pode ser parametrizada por uma famı´lia de coˆnicas, sendo poss´ıvel reescrever
a equac¸a˜o inicial na forma ax2 + by2 + cz2 = 0. Os nu´meros inteiros positivos satisfazendo
esta equac¸a˜o esta˜o associados com os pontos racionais de uma curva el´ıptica E definida sobre
Q. Ale´m disso, se um ponto em E(Q) possui ordem infinita, enta˜o teremos uma infinidade de
soluc¸o˜es inteiras na˜o triviais para a equac¸a˜o diofantina estudada.
4.2 A superf´ıcie S2
De acordo com [3], a superf´ıcie S2 em Q3 determinada por
r4 + s4 + t2 = 1, (4.1)
pode ser parametrizada por uma famı´lia de coˆnicas U , a partir da aplicac¸a˜o
φ : U −→ S2
(x, y, u) 7−→
(
x+ y, x− y, 4(u
2 − 2)x2 + 8ux+ (2− u2)
(u2 + 2)
)
onde a famı´lia de coˆnicas U e´ parametrizada por um paraˆmetro u da seguinte maneira:
r = x+ y, s = x− y (4.2)
(u2 + 2)y2 = −(3u2 − 8u+ 6)x2 − 2(u2 − 2)x− 2u (4.3)
(u2 + 2)t = 4(u2 − 2)x2 + 8ux+ (2− u2). (4.4)
Tal parametrizac¸a˜o foi redescoberta, independentemente e de maneiras distintas, por Andrew
Bremner, Don Zagier e Noam Elkies. Na abordagem de Bremner, a superf´ıcie S2 foi expressa
da seguinte forma:
2(1 + r2)(1 + s2) = (1 + r2 + s2)2 + t2.
considerando a fatorac¸a˜o de ambos os lados em Q[i]. Ja´ Zagier representou 1−r4−s4 por meio
de
1− r4 − s4 = P 20 − 2Q0R0 (4.5)
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onde P0 e Q0 foram tomados a partir de casos especiais das coˆnicas 4.3 e 4.4, como os casos
onde u = 0 e quando u→∞. As respectivas coˆnicas para estes casos sa˜o:
y2 = −3x2 − 2x; t = 1− 4x2;
y2 = −3x2 − 2x; t = 1− 4x2;
P0 = 4x
2 − 1; Q0 = y + 3x2 + 2x; R0 = y + 3x2 − 2x.
Assim, temos uma infinidade de representac¸o˜es de 1− r4− s4 como P0− 2Q0R0, em particular,
quando Q0 = 0 em (4.5), obtemos uma representac¸a˜o da superf´ıcie S2.
De agora em diante, vamos trabalhar com as coˆnicas (4.3) e (4.4). Considerando a aplicac¸a˜o
φ definida anteriormente, vamos mostrar que de fato, o conjunto φ(U) esta´ contido em S2, isto
e´, para todo (x, y, u) ∈ U, f(φ(x, y, u)) = 0, onde f(r, s, t) = r4 + s4 + t2− 1 e´ o polinoˆmio que
define a superf´ıcie S2. Segue da definic¸a˜o da aplicac¸a˜o φ que
f(φ(x, y, u)) = (x+ y)4 + (x− y)4 +








onde σ(x, u) =
16u4x4−8x2u4+u4−64u2x4+48u2x2−4u2+64x4−32x2+64u3x3−32u3x−128ux3+32ux+4.
Assim, (u2 + 2)f(φ(x, y, u)) =
2(9x4u4 − 4u4x2 + 32u3x3 − 8u3x − 28u2x4 + 48u2x2 − 4u2 − 64ux3 + 16ux + 36x4 − 16x2) +
12x2y2 + 2y4. Substituindo (4.3) temos enta˜o
(u2 +2)2f(φ(x, y, u)) = 18x4u4−8u4x2 +64u3x3−16u3x−56u2x4 +96u2x2−8x2−128ux3 +
31ux+ 72x4−32x2−36u4x4−24u4x3 + 96u3x4−24u3x2−144u2x4 + 192ux4−48ux2−144x4 +
96x3 + 2(9u4x4 − 48u3x2 + 100u2x4 − 96ux4 + 36x4 + 12u4x3 − 32u3x3 + 12u3x2 − 32u2x2 +
64ux3 + 24ux2 − 48x3 + 4u4x2 + 8u3x− 16u2x2 + 4u2 − 16ux+ 16x2) = 0
A aplicac¸a˜o inversa para φ pode ser definida da seguinte forma






. De (4.3) obtemos uma equac¸a˜o quadra´tica em u
(y2 + 3x2 + 2)u2 + (2− 8x)u+ (2y2 + 6x2 − 2x) = 0 (4.6)
com discriminante ∆ = 4(1− (2x4 + 12x2y2 + 2y4). Substituindo (4.2) e (4.3) temos
u =
−1 + (r + s)2 ± t
r2 + rs+ s2 + r + s
(4.7)
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Da´ı, a aplicac¸a˜o
ψ(r, s, t) =






−1 + (r + s)2 + t
r2 + rs+ s2 + r + s
)
e´ uma aplicac¸a˜o racional de S2 definida nos pontos de S2 que satisfazem r
2 +s2 +rs+r+s 6= 0.
De fato, vamos mostrar que para todo (r, s, t) ∈ S2, temos h(ψ(r, s, t)) = 0 onde h(x, y, u) =
(u2 + 2)y2 + (3u2 − 8u+ 6)x2 + 2(u2 − 2)x+ 2u.
Temos
h(ψ(r, s, t)) =
( −1 + (r + s)2 + t



















( −1 + (r + s)2 + t
r2 + rs+ s2 + r + s
)[
− 8






( r + s
2
)2
− 2(r + s)
=
r4 + s4 + t2 − 1
r2 + s2 + rs+ r + s
= 0.
Logo, todo ponto racional (r, s, t) em S2 pertence a coˆnica (4.3), para algum valor racional
de u.
Lema 4.2.1. A aplicac¸a˜o
γ(x, y, u) =
(
− x, y, 2
u
)
e´ uma involuc¸a˜o em U, para u 6= 0.
Demonstrac¸a˜o. Temos que para u 6= 0
γ ◦ γ(x, y, u) = γ
(





− (−x), y, 22
u
)
= (x, y, u).
Vamos mostrar que h(−x, y, 2
u
) = 0, para u 6= 0, onde




























h(x, y, u) = 0.
Para todo ponto (x, y, u) com u 6= 0, temos que o ponto φ◦γ(x, y, u) esta´ em S2. A involuc¸a˜o





esta´ em U , em particular,






U . Reescrevendo as equac¸o˜es (4.3), (4.4) para u = 2m
n
, com m,n nas condic¸o˜es acima, temos
respectivamente as equac¸o˜es
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(2m2 + n2)y2 = −(6m2 − 8mn+ 3n2)x2 − 2(2m2 − n2)x− 2mn (4.8)
(2m2 + n2)t = 4(2m2 − n2)x2 + 8mnx+ (n2 − 2m2). (4.9)
E´ fa´cil ver que os nu´meros m,n, 2m2 + n2, 2m2 ± 2mn + n2, 2m2 ± 4mn + n2 sa˜o dois a dois
relativamente primos. Como n e´ ı´mpar, basta usar o fato que (m,n) = 1 e a propriedade
(k, l) = (k, l−qk), k, l inteiros na˜o nulos relativamente primos. Queremos representar a equac¸a˜o
(2.7) num modelo que ja´ tenha um me´todo de resoluc¸a˜o conhecido, para isto, vamos precisar
estudar alguns conceitos da teoria dos nu´meros, como a reciprocidade quadra´tica e o teorema
de Legendre.
Definic¸a˜o 4.2.2. Sejam a,m nu´meros inteiros na˜o nulos com (a,m) = 1. Enta˜o a e´ um
res´ıduo quadra´tico mo´dulo m se existe soluc¸a˜o da equac¸a˜o a ≡ x2 mod(m).
Por exemplo, 2 e´ um res´ıduo quadra´tico mo´dulo 7, mas 3 na˜o e´, pois 2 ≡ 32 mod(7) e
x2 − 3 6= 0 em Z7.
Observac¸a˜o 4.2.3. Daqui em diante vamos adotar a expressa˜o m R n para denotar que m e´
um res´ıduo quadra´tico mo´dulo n.






1, se a R p;
0, se p | a;











= −1. O s´ımbolo de Legendre e´ um dispositivo bastante
u´til para discussa˜o de res´ıduos quadra´ticos. Vamos utilizar algumas de suas propriedades:


































Demonstrac¸a˜o. Se p divide a ou b, a prova e´ imediata. Assumimos que p - a e p - b.
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1. Temos que ap−1 ≡ 1 mod (p), assim, (a p−12 − 1)(a p−12 + 1) ≡ 0 mod (p). Logo,
a
p−1














































3. Direto da definic¸a˜o.
O pro´ximo resultado fornece uma caracterizac¸a˜o dos primos p ı´mpares nos quais 2 e´ um
res´ıduo quadra´tico mo´dulo p.







8 , isto e´, 2 e´ um
res´ıduo quadra´tico mo´dulo primos da forma 8k ± 1.
Demonstrac¸a˜o. Seja ε uma ra´ız primitiva oitava da unidade e γ = ε + ε−1. Temos que γ2 =














Desenvolvendo a expressa˜o, temos





εp−1 + ...+ ε−p =⇒ γp ≡ εp + ε−p mod(p).
Como p e´ primo ı´mpar, temos dois casos a considerar:
1. p = 8k ± 1 =⇒ εp + ε−p = ε+ ε−1 = γ.
2. p = 8k ± 3 =⇒ εp + ε−p8 = −ε − ε−1 = −γ. Logo, γp ≡ γ mod(p), se p = 8k ± 1 e
γp ≡ −γ mod(p), se p = 8k ± 3. Assim,
γp ≡ (−1) p
2−1







Vamos reescrever a equac¸a˜o (2.7) na forma
aX2 + bY 2 + cZ2 = 0. (4.10)
As condic¸o˜es necessa´rias e suficientes para que a equac¸a˜o acima tenha soluc¸a˜o inteira na˜o trivial
sa˜o dadas pelo seguinte teorema.
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Teorema 4.2.7 (Legendre). Sejam a, b e c nu´meros inteiros na˜o nulos, livres de quadrados,
dois a dois relativamente primos e nem todos de mesmo sinal. Enta˜o a equac¸a˜o (4.10) possui














Demonstrac¸a˜o. Ver [5], pa´g. 272 .
Queremos colocar a equac¸a˜o (4.8) no modelo da equac¸a˜o (4.10), para isto, precisamos definir
duas func¸o˜es que nos fornecera˜o os coeficientes da nova equac¸a˜o, nas hipo´teses do Teorema de
Legendre.
Definic¸a˜o 4.2.8. Dado um inteiro k 6= 0, definimos
a) S(k) e´ o maior inteiro positivo cujo quadrado divide k;
b) R(k) = k
S(k)2
.
Por exemplo, tomando k = 48 = 24. 3 temos S(k) = 4 e R(k) = 3. Em particular, se k for
um primo qualquer, temos S(k) = 1 e R(k) = k.
Observac¸a˜o 4.2.9. Note que o nu´mero R(k) e´ um inteiro livre de quadrados.
Observac¸a˜o 4.2.10. Dados l, j inteiros na˜o nulos, primos entre si, e´ fa´cil ver que R(lj) =
R(l)R(j).
Lema 4.2.11. A coˆnica (4.8) tem infinitas soluc¸o˜es racionais (x, y) se R(2m2 +n2) e R(2m2−
4mn+ n2) sa˜o ambos produtos de primos congruentes a 1 mo´dulo 8.
Demonstrac¸a˜o. Vamos colocar (4.8) na forma
aX2 + bY 2 + cZ2 = 0,
nas condic¸o˜es do teorema acima. Tomando X = 2mn+ (2m2 − n2)x em (4.8), temos:
(2mn+ (2m2 − n2)x)2 = 4m2n2 + 2(2mn)(2m2 − n2)x+ (2m2 − n2)2x2 =
4m2n2 + (8m3n− 4mn3)x+ (4m4 − 4m2n2 + n4)x2 =
2mn[2mn+ 2(2m2 − n2)x+ (6m2 − 8mn+ 3n2)x2] + (4m4 − 12m3n+ 12m2n2 − 6mn3 + n4)x2
Substituindo (4.8) na expressa˜o acima temos:
(2mn+ (2m2 − n2)x)2 = −2mn(2m2 + n2)y2 + (2m2 − 2mn+ n2)(2m2 − 4mn+ n2)x2 (4.11)
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Sejam α = S(2mn(2m2+n2)) e β = S((2m2−2mn+n2)(2m2−4mn+n2). Tomando Y = αy
e Z = βx temos que a = 1, b = R(2mn(2m2 +n2)) e c = R((2m2− 2mn+n2)(2m2− 4mn+n2)
em (4.10), a equac¸a˜o (4.11) fica na forma











Assim, para cada soluc¸a˜o na˜o trivial da equac¸a˜o (4.12) conseguimos uma soluc¸a˜o na˜o trivial
para a equac¸a˜o (4.8).
Pelo teorema anterior, a equac¸a˜o (4.12) possui soluc¸a˜o racional se e somente se −b e −c sa˜o
res´ıduos quadra´ticos mo´dulo c e b respectivamente.
Devemos ter −b ≡ w2mod(c) ⇒ −b.α2 ≡ (w.α)2mod(c) ⇒ −2mn(2m2 + n2) ≡ v2mod(c)
Precisamos saber se b = −2mn(2m2 +n2) e´ um res´ıduo quadra´tico mo´dulo c = R(2m2−2mn+
n2)R(2m2− 4mn+ n2). Pelo Teorema Chineˆs dos Restos, basta verificar que −2mn(2m2 + n2)
e´ um res´ıduo quadra´tico mo´dulo cada fator primo na fatorac¸a˜o de R(2m2 − 2mn + n2) e
R(2m2 − 4mn+ n2).
Da mesma forma, devemos ter c ≡ k2mod(b) ⇒ cβ2 ≡ (kβ)2mod(b) ⇒ (2m2 − 2mn +
n2)(2m2 − 4mn+ n2) ≡ p2mod(b).
Ou seja, (2m2 − 2mn+ n2)(2m2 − 4mn+ n2) deve ser um res´ıduo quadra´tico mo´dulo cada
primo dividindo b = R(2mn(2m2 + n2)) = 2R(m)R(n)R(2m2 + n2).
Treˆs dessas condic¸o˜es sempre sa˜o satisfeitas:
• (2m2 − 2mn+ n2)(2m2 − 4mn+ n2) ≡ n4mod(m);
• (2m2 − 2mn+ n2)(2m2 − 4mn+ n2) ≡ 4m4mod(n);
• −2mn(2m2 + n2) ≡ (2m2 − n2)2mod(2m2 − 2mn+ n2);
Como para cada nu´mero inteiro k, temos que R(k) divide k, enta˜o −2mn(2m2 + n2) e´ um
res´ıduo quadra´tico mo´dulo R(2m2 − 2mn + n2) e (2m2 − 2mn + n2)(2m2 − 4mn + n2) e´ um
res´ıduo quadra´tico mo´dulo 2R(m) e R(n);
As duas condic¸o˜es restantes produzem as restric¸o˜es do lema 4.2.11, pois
• (2m2 − 2mn+ n2)(2m2 − 4mn+ n2) ≡ 2(2mn)2mod(2m2 + n2);
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• −2mn(2m2 + n2) ≡ −2(2mn)2mod(2m2 − 4mn+ n2);
Para que (2m2−2mn+n2)(2m2−4mn+n2) (e portanto R((2m2−2mn+n2)(2m2−4mn+n2)))
seja um res´ıduo quadra´tico mo´dulo cada fator primo de R(2m2 + n2), precisamos que 2 seja
um res´ıduo quadra´tico mo´dulo R(2m2 + n2). E´ necessa´rio que −2 tambe´m seja um res´ıduo
quadra´tico mo´dulo R(2m2 + n2), pois n2 ≡ −2m2mod(2m2 + n2).
Analogamente, para que R(2m2+n2) seja um res´ıduo quadra´tico mo´dulo R(2m2−4mn+n2),
devemos ter 2 e −2 res´ıduos quadra´ticos mo´dulo R(2m2 − 4mn+ n2), pois
• −2mn(2m2 + n2) ≡ −2(2mn)2mod(2m2 − 4mn+ n2);
• n2 ≡ 2(m− n)2mod(2m2 − 4mn+ n2);
Como 2 e −2 devera˜o ser res´ıduos quadra´ticos mo´dulo cada primo pi na fatorac¸a˜o de














Logo, pelo item 1 da proposic¸a˜o 4.2.5 temos que pi−1
2
= 2k e logo pi = 4k + 1. Conclu´ımos,
dessas treˆs condic¸o˜es, que cada primo pi na fatorac¸a˜o de R(2m
2 − 4mn+ n2) e R(2m2 + n2), e´
da forma 8k + 1.
Exemplo 4.2.12. Tomando u = 4, temos 4 = 2m
n
, onde (m,n) = (2, 1). Assim, 2m2 + n2 = 9
e 2m2 − 4mn + n2 = 1 e logo R(9) = 1 = R(1). Portanto (m,n) = (2, 1) satisfaz as hipo´teses
do Lema (4.2.11), assim na equac¸a˜o (4.8), obtemos uma coˆnica de equac¸a˜o
C : 9y2 = −11x2 − 14x− 4. (4.13)























, queremos encontrar o outro
ponto da intersec¸a˜o C ∩ r, em func¸a˜o do coeficiente angular da reta r, de equac¸a˜o










Substituindo a equac¸a˜o da reta r na equac¸a˜o da coˆnica C temos
9
( 2kx+ k + 1
6
)2
= −11x2 − 14x− 4
9
( 4k2x2 + 4k2x+ 4kx+ k2 + 2k + 1
36
)
= −11x2 − 14x− 4
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Simplificando, obtemos uma equac¸a˜o quadra´tica em x:



























x2 = − k
2 + 2k + 17
22 + 2k2
, y2 = − k
2 + 6k − 11
6k2 + 66
.
A respectiva soluc¸a˜o em func¸a˜o de k para (2) e´
(r, s, t) =










Mais geralmente, sempre que u satisfaz as hipo´teses do Lema 4.2.11, pode-se encontrar uma
soluc¸a˜o parame´trica da equac¸a˜o r4+s4+t2 = 1, com r, s de grau 2 e t de grau 4 com denominador
quadrado.
4.2.1 A superf´ıcie S1 : r
4 + s4 + t4 = 1
Buscar soluc¸o˜es racionais para a equac¸a˜o r4+s4+t4 = 1 e´ equivalente a buscar soluc¸a˜o racional
de r4 + s4 + t2 = 1, com a restric¸a˜o adicional que t e´ um quadrado. Substituindo t por ±t2 em
(4.8) e (4.9) temos o seguinte sistema
r = x+ y, s = x− y,
(2m2 + n2)y2 = −(6m2 − 8mn+ 3n2)x2 − 2(2m2 − n2)x− 2mn
±(2m2 + n2)t2 = 4(2m2 − n2)x2 + 8mnx+ (n2 − 2m2).
(4.14)
Exemplo 4.2.13. Tomando (m,n) = (0, 1), obtemos as coˆnicas
C1 : y
2 = −3x2 + 2x, C±2 : ±t2 = 1− 4x2.
O ponto (0, 0) claramente pertence a C1. Considerando a reta l de equac¸a˜o y = kx, en-










Substituindo na equac¸a˜o de C±2 temos
±t2 = k
4 + 6k2 − 7
(k2 + 3)2
.
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Pondo z = (k2 + 3)t, temos duas curvas de geˆnero um de equac¸o˜es ±z2 = k4 + 6k2 − 7, ja´ que
o polinoˆmio g(k, z) = k4 + 6k2− 7 = (k2 + 7)(k2− 1) na˜o possui ra´ızes mu´ltiplas. Dessa forma,
obtemos duas curvas el´ıpticas, cujas formas de Weierstrass sa˜o dadas por
Y 2 = X3 +X2 + 2
Y 2 = X3 +X2 − 2.
(4.15)
obtida atrave´s da mudanc¸a de varia´veis
k = 1− 4
1±X , z =
8Y
(1±X)2 .
Em uma ana´lise inicial, vemos que os pontos (±1, 0) ∈ E1(Q) correspondem as soluc¸o˜es
triviais














4 + 6k2 − 7
(k2 + 3)2
= −4(X
3 +X ± 2)
(X2 + 3)2
= 0;
e (1,±2) ∈ E1(Q) corresponde ao ponto (r, s, t) = (0, 0, 1) em S1. Desejamos encontrar soluc¸o˜es
na˜o triviais da equac¸a˜o r4 + s4 + t4 = 1, para isto, devemos escolher valores diferentes para m
e n em (4.14).
Lema 4.2.14. A coˆnica da equac¸a˜o (4.14) tem infinitos pontos racionais (x, t) se os nu´meros
R(2m2−2mn+n2), R(2m2+n2) e R(2m2+2mn+n2) sa˜o todos produtos de primos congruentes
a 1 mo´dulo 8.
Demonstrac¸a˜o. Analogamente, vamos colocar a equac¸a˜o (4.14) na forma
aX2 + bY 2 + cZ2 = 0.
Seja X = [4mn+ (n2− 2m2)]. Enta˜o X2 = (n2− 2m2)[(n2− 2m2) + 8mnx+ 4(2m2− n2)x2] +
(16m4 + 4n4)x2. Substituindo (4.14) na equac¸a˜o acima temos
X2 ± (2m2 − n2)(2m2 + n2)t2 − 4(2m2 − 2mn+ n2)(2m2 + 2mn+ n2)x2 = 0. (4.16)
Tomando α = S((2m2−n2)(2m2 +n2)) = S(4m4−n4), β = S((2m2−2mn+n2)(2m2 +2mn+
n2) = S(4m4 + n4), a = R(4m4 − n4) e b = R(4m4 + n4), a equac¸a˜o (4.16) fica na forma
X2 ± (aα2)t2 − 4(bβ2) = 0.
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Fazendo Y = αt e Z = βx, colocamos 4.16 na forma
X2 ± aY 2 − 4bZ2 = 0. (4.17)
Pelo teorema de Legendre, a equac¸a˜o acima tera´ soluc¸a˜o inteira na˜o trivial se e somente se
±(4m4−n4) e´ um res´ıduo quadra´tico mo´dulo cada fator primo de R(2m2±2mn+n2) e 4m4+n4
e´ um res´ıduo quadra´tico mo´dulo R(2m2±n2). Se ±(4m4−n4) for um res´ıduo quadra´tico mo´dulo
R(2m2±2mn+n2) e 4m4 +n4 for um res´ıduo quadra´tico mo´dulo R(2m2±n2) enta˜o a condic¸a˜o
acima e´ sempre satisfeita. Temos que
4m4 − n4 ≡ (2m2 − 2mn+ n2)(2m2 + 2mn+ n2) ≡ 2n4mod(4m4 + n2);
n4 − 4m4 ≡ −(2m2 − 2mn+ n2)(2m2 + 2mn+ n2) ≡ −2n4mod(4m4 + n2).
Logo, devemos ter 2 e −2 res´ıduos quadra´ticos mo´dulo cada fator primo pi na fatorac¸a˜o
R(2m2 − 2mn+ n2). E´ necessa´rio que m,n tambe´m satisfac¸am as seguintes condic¸o˜es
4m4 + n4 ≡ 2n4 ≡ −(2nm)2mod(2m2 + n2)
4m4 + n4 ≡ −(2mn)2mod(2m2 + n2).
Enta˜o −1 e 2 devera˜o ser res´ıduos quadra´ticos mo´dulo cada fator primo de R(2m2 + n2). A
u´ltima condic¸a˜o 4m4 +n4 ≡ (2nm)2mod(2m2−n2) e´ sempre satisfeita. Como foi visto no lema
4.2.6, todos esses primos sa˜o congruentes a 1 mo´dulo 8.
Nosso interesse e´ encontrar inteiros m,n relativamente primos, com m na˜o negativo e n
ı´mpar, que satisfac¸am as condic¸o˜es de ambos os lemas (4.2.11) e (4.2.14), para enta˜o obtermos
uma soluc¸a˜o inteira na˜o trivial para a equac¸a˜o diofantina estudada. Os pares (m,n) = (0, 1),
(4,−7), (8,−5), (12, 5), (20,−1) satisfazem as condic¸o˜es dos lemas 4.2.14 e 4.2.11, em particular,
m e´ par: o nu´mero 2m2 +n2 e´ da forma 8w+1, para w inteiro arbitra´rio. Enta˜o m2 = (4w+k),
sendo k um nu´mero par, pois 1− n2 = 2k e logo (1− n)(1 + n) = 2k. Como n e´ ı´mpar, 1± n
e´ par, segue que k e m sa˜o nu´meros pares. Uma outra observac¸a˜o e´ que os pontos da forma
(2n, n) na˜o satisfazem as hipo´teses dos lemas 4.2.11 e 4.2.14, pois tomando m = 2n, temos que
2m2 + 2mn+ n2 = 8n2 + 4n2 + n2 = 13n2, logo, R(13n2) = 13 6≡ 1 mod(8).
Tomando (m,n) = (8,−5) temos R(2m2 + n2) = R(153) = 17 e R(2m2 + 2mn + n2) =
R(73) = 73, logo as condic¸o˜es dos Lemas 4.2.11 e 4.2.14 sa˜o satisfeitas. Para esses valores, as
respectivas coˆnicas sa˜o dadas por
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Cf : 153y
2 = −779x2 − 206x+ 80









pertence a` curva Cf . Queremos encontrar o outro ponto na intersec¸a˜o Cf ∩ s,
onde s e´ a reta de equac¸a˜o y = 14kx−3k+1
42
. Substituindo na equac¸a˜o da coˆnica Cf , obtemos
uma equac¸a˜o quadra´tica em x:
















cuja soluc¸a˜o em func¸a˜o do coeficiente k e´ dada por
(x, y) =
( 51k2 − 34k − 5221
14(17k2 + 779)
,




Substituindo o valor da coordenada x na equac¸a˜o de C±g temos
±21(17k2 + 779)2t2 = −4(31.790k4 − 4.267k3 + 1.963.180k2 − 974.003k − 63.237.532). (4.19)
Em Z3, o lado direito da equac¸a˜o acima fica na forma
−4(31790k4 − 4267k3 + 1963180k2 − 974003k − 63237532) ≡ 4k4 − 2k3 + 2k2 + 2k − 2 mod(3).
≡ k4 + k3 − k2 − k + 1 mod(3)
≡ (k2 − k − 1)2 mod(3).
Para manter pontos (x, y) em coordenadas racionais, devemos escolher o sinal positivo em
(4.19). Vamos colocar (4.19) da forma Y 2 = ax4 + bx3 + cx2 + dx + e, para isto, fazemos a












31790k4 = 76327790X4 + 87231760X3 + 37385040X2 + 7120960X + 508640
−4267k3 = −1463581X3 + 1254498X2 − 358428X + 34136;
1.963.180k2 = 96195820X2 − 54969040X + 7852720;




Y 2 = 21t2(17k2 + 779) e − 4(31790k4 − 4267k3 + 1963180k2 − 974003k − 63237532) =
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−305311160X4−348927040X3−149540160X2−28483840X−2034560+5854324X3−5017992X2
+1433712X−136544−384783280X2+219876160X−31410880+27272084X−7792024+252950128
= −305311160X4 − 343072716X3 − 539341432X2 + 220098116X + 211576120
A equac¸a˜o (4.19) fica na forma









satisfazem a equac¸a˜o acima. Assim, a equac¸a˜o (4.20) define uma curva E de geˆnero 1 que




⇒ k = −1151
467
.








A soluc¸a˜o racional para a equac¸a˜o que define a superf´ıcie S1 e´ dada por












Por meio dessa construc¸a˜o, obtemos o primeiro contraexemplo para o caso n = 4 da Conjectura
de Euler:
26824404 + 153656394 + 187967604 = 206156734.
4.2.2 Considerac¸o˜es Finais
Posteriormente, Roger Frye encontrou os menores nu´meros inteiros positivos satisfazendo a
equac¸a˜o
a4 + b4 + c4 = e4, a saber
958004 + 2175194 + 4145604 = 4224814.
Tal soluc¸a˜o foi obtida por meio de um programa computacional, sendo executado em va´rias
ma´quinas conectadas por cerca de 100 horas, apo´s uma se´rie de procedimentos aritme´ticos e
alge´bricos, como por exemplo, eliminar fatores comuns de a, b e c e tomando e como sendo
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um nu´mero ı´mpar na˜o divis´ıvel por 5. Ale´m disso, ele preferiu estudar outra representac¸a˜o
da equac¸a˜o acima, a4 + b4 = e4 − c4, com a, b nu´meros inteiros divis´ıveis por 5. Tal soluc¸a˜o
pode ser obtida no me´todo apresentado na sec¸a˜o anterior, se considerarmos (m,n) = (20,−9)
na parametrizac¸a˜o (4.14). Ele continuou sua pesquisa e descobriu que esta soluc¸a˜o e´ a u´nica
satisfazendo e < 106.
A partir dos pontos P± na curva el´ıptica E, podemos usar a lei de grupo dessa curva para
encontrar novos pontos. Contudo, definimos a lei de grupo de uma curva el´ıptica na forma
de Weierstrass, no nosso caso, a curva el´ıptica E na˜o esta´ definida nesse formato. Poder´ıamos
fazer uma mudanc¸a de varia´veis e colocar a equac¸a˜o de E na forma de Weierstrass, o que sera´
um trabalho a´rduo, devido aos coeficientes grandes dessa equac¸a˜o. E´ poss´ıvel computar a lei
de grupo diretamente em termos das coordenadas x e y, tomando em vez de retas, para´bolas
y = ax2 + bx + c, tangentes a` curva E. Essa construc¸a˜o pode ser encontrada em [2]. Se
um ponto Q e´ obtido a partir dos pontos P± nessa lei de adic¸a˜o, enta˜o a pro´xima questa˜o
natural e´ determinar a ordem do ponto Q. O teorema de Masur afirma que se [n]Q 6= O
para n = 2, 3, ..., 12, enta˜o esse ponto tem ordem infinita. Nesse caso, obtemos uma sequeˆncia
infinita Q, 2Q, 3Q, ... de pontos em E, consequentemente, pelo me´todo apresentado na sec¸a˜o
anterior, obtemos uma infinidade de soluc¸o˜es inteiras positivas para a equac¸a˜o a4 +b4 +c4 = e4.
Para alcanc¸ar nosso objetivo espec´ıfico, nos preocupamos apenas em buscar pontos racio-
nais situados na superf´ıcie S1. Com um pouco mais de trabalho demonstra-se, que os pontos
racionais na superf´ıcie S1 formam um conjunto denso no conjunto dos pontos reais de S1 ( Ver
[4], pa´g. 833).
Cap´ıtulo 5
Soluc¸o˜es para a equac¸a˜o diofantina
a4 + b4 + c4 + d4 = e4
5.1 Considerac¸o˜es Iniciais







vem sendo estudadas ha´ anos por muitos matema´ticos 3, sendo classificadas de acordo com as
seguintes abordagens:
• k > m+ n;
• k = m+ n;
• k < m+ n;
A chamada Conjectura Estendida de Euler, afirma que na˜o existem soluc¸o˜es (k, n,m) para
tal equac¸a˜o quando k > m+ n. Ate´ o momento, na˜o sa˜o conhecidos resultados nume´ricos para
essa abordagem. Em relac¸a˜o a segunda abordagem, segue alguns dos resultados nume´ricos
conhecidos:
• (4, 1, 3) : 2.682.4404 + 15.365.6394 + 18.796.7604 = 20.615.6734 (Elkies, 1988).
• (4, 2, 2) : 594 + 1584 = 1334 + 1344 (Euler, 1750).
3Ver [12] para conhecer alguns dos principais resultados publicados.
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• (5, 1, 4) : 275 + 845 + 1105 + 1335 = 1445 (Lander, Parkin, 1967).
• (8, 3, 5) : 818 + 5398 + 9668 = 1588 + 3108 + 4818 + 7258 + 9548 (Chase, 2000).
Para a terceira abordagem, segue alguns dos principais resultados publicados:
• (4, 1, 4) : 304 + 1204 + 2724 + 3154 = 3534 (Norrie, 1911).
• (5, 1, 5) : 195 + 435 + 465 + 475 + 675 = 725 (Lander, Parkin, 1967).
• (7, 1, 7) : 1277 + 2587 + 2667 + 4137 + 4307 + 4397 + 5257 = 5687(Dodrill, 1999).
No presente cap´ıtulo, trataremos da segunda abordagem: Vamos buscar novas soluc¸o˜es para a
equac¸a˜o a4 + b4 + c4 +d4 = e4, mais especificamente, exibiremos o me´todo desenvolvido por Lee
W. Jacobi e Daniel Madden para gerar uma sequeˆncia infinita de nu´meros inteiros positivos
satisfazendo tal equac¸a˜o, considerando o caso particular em que e = (a + b + c + d). Isto foi
poss´ıvel devido a soluc¸a˜o particular encontrada por Simcha Brudno em 1964,
54004 + 17704 + 26344 + 9554 = 54914,
que tambe´m satisfaz
5400 + 1770 + 955 = 2634 + 5491.
Isto significa que (5400, 1770,−2634, 955) e´ soluc¸a˜o da equac¸a˜o diofantina
a4 + b4 + c4 + d4 = (a+ b+ c+ d)4. (5.2)
Vale ressaltar que ate´ antes da publicac¸a˜o de Jacobi e Madden em 2008, na˜o era conhecido um
me´todo que gerasse uma famı´lia de soluc¸o˜es inteiras positivas para tal equac¸a˜o, considerando
todas as varia´veis diferentes de zero. Faremos isso da seguinte forma: vamos mostrar que os
nu´meros inteiros que satisfazem a equac¸a˜o (5.2) esta˜o associados com os pontos racionais em
uma famı´lia de curvas em P2. Sob certas condic¸o˜es, vamos reconhecer cada curva nessa famı´lia
como uma curva el´ıptica e enta˜o usaremos o teorema de Mazur para mostrar que se um ponto
nessa curva na˜o e´ de torc¸a˜o, ele pode ser usado para gerar uma sequeˆncia infinita de outros
pontos racionais na curva, como consequeˆncia, obtemos uma infinidade de soluc¸o˜es inteiras
positivas para a equac¸a˜o (5.2).
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Uma famı´lia de soluc¸o˜es para a equac¸a˜o
a4 + b4 + c4 + d4 = (a + b + c + d)4
Seja (5400 : 1770 : −2634 : 955) uma soluc¸a˜o particular de (5.2). Vamos iniciar reescre-
vendo a hipersuperf´ıcie definida pela equac¸a˜o (5.2) como sendo a intersec¸a˜o de duas superf´ıcies
quadra´ticas. Faremos isso a partir da identidade
α4 + β4 + (α + β)4 = 2(α2 + αβ + β2)2. (5.3)
Reescrevendo (5.2) na forma
a4+b4+(a+b)4+c4+d4+(c+d)4 = 2a4+4a3b+6a2b2+4ab3+2b4+2c4+4c3d+6c2d2+4cd3+2d4
= (a+ b)4 + (c+ d)4 + (a+ b+ c+ d)4,
e aplicando a identidade (5.3), a equac¸a˜o (5.2) fica na forma
(a2 + ab+ b)2 + (c2 + cd+ d)2 =
a4 + 2a3b+ a2b2 + 2a2b+ 2ab2 + b2 + c4 + 2c3d+ c2d2 + 2c2d+ 2cd2 + d2
= ((a+ b)2 + (a+ b)(c+ d) + (c+ d)2)2.
Segue que
(c2 + cd+ d)2 = ((a+ b)2 + (a+ b)(c+ d) + (c+ d)2)2 − (a2 + ab+ b)2 =
((a+ b)2 + (a+ b)(c+ d) + (c+ d)2 + (a2 + ab+ b))((a+ b)2 + (a+ b)(c+ d) + (c+ d)2
− (a2 + ab+ b))
(5.4)
Introduzindo um novo paraˆmetro µ, dividimos a equac¸a˜o (5.4) em duas :
c2 + cd+ d2 = µ((a+ b)2 + (a+ b)(c+ d) + (c+ d)2 − a2 − ab− b2)
c2 + cd+ d2 =
1
µ
((a+ b)2 + (a+ b)(c+ d) + (c+ d)2 + a2 + ab+ b2).
(5.5)
A equac¸a˜o (5.5) representa uma famı´lia de superf´ıcies quadra´ticas, assim, a intersec¸a˜o dessas
duas superf´ıcies dadas por um mesmo valor do paraˆmetro µ e´ uma curva projetiva. Dessa
maneira, temos uma famı´lia de curvas parametrizadas por um u´nico paraˆmetro µ e uma soluc¸a˜o
simultaˆnea para ambas equac¸o˜es em (5.5), dada por
a0 = 5400; b0 = 1770; c0 = −2634; d0 = 955.





50CAPI´TULO 5. SOLUC¸O˜ES PARA A EQUAC¸A˜O DIOFANTINA A4 +B4 +C4 +D4 = E4
Assim, temos um ponto racional na intersec¸a˜o dessas superf´ıcies quadra´ticas:
c2 + 2cd+ d2 = µ0(ab+ ac+ bc+ ad+ bd+ c
2 + 2cd+ d2)
µ0(c
2 + 2cd+ d2) = 2a2 + 3ab+ 2b2 + ac+ bc+ ad+ bd+ c2 + 2cd+ d2,
e logo, suspeitamos que essa intersec¸a˜o seja uma curva el´ıptica. Para encontrar a equac¸a˜o dessa
curva explicitamente, vamos fazer a seguinte mudanc¸a de varia´veis
a = 2z + 2w; b = 2z − 2w; c = −x− y − z; d = x− y − z.
As equac¸o˜es das duas superf´ıcies quadra´ticas dadas por (5.5) ficam respectivamente
61(x2 + 3y2 + 6yz + 3z2) = 961(4y2 − 4w2)
961(x2 + 3y2 + 6yz + 3z2) = 61(4w2 + 4y2 + 24z2).
(5.6)
Multiplicando a primeira equac¸a˜o pelo valor obtido para µ0 e subtraindo a segunda, temos o
seguinte sistema:
61x2 − 3661y2 + 366yz + 183z2 + 3844w2 = 0 (5.7)
459900y2 − 11163z2 − 463621w2 = 0. (5.8)
A correspondente soluc¸a˜o para esse novo sistema de equac¸o˜es e´ o ponto










Como a segunda equac¸a˜o envolve apenas treˆs das varia´veis, ela representa uma coˆnica em P2.
Queremos encontrar o conjunto das soluc¸o˜es parame´tricas racionais para (5.8), a partir do
ponto conhecido (y0 : z0 : w0) e do coeficiente angular de uma reta passando por esse ponto.












Intersectando a curva afim C : 459900y2− 11163z2− 463621 = 0 com a reta z = m(y− y′0) + z′0,
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Tomando m = s
t
, t 6= 0, as equac¸o˜es parame´tricas da curva projetiva de equac¸a˜o (5.8) sa˜o:
y1 = −6(146094900t2 + 13339785st+ 3546113s2)
z1 = 45(36638700t




Substituindo os valores de y1, z1, w1 obtidos acima em (5.8), obtemos a equac¸a˜o
f(s, t) = x2t2, onde
f(s, t) = 400640072s4 + 26478277616573460s3t− 3598879905807952500s2t2
+1090868035103658000st3 + 16505811002t4.
(5.10)
A equac¸a˜o (5.10) define uma curva el´ıptica em P2 se e somente se, o polinoˆmio f(s, 1) na˜o
possui ra´ızes mu´ltiplas. Como os coeficientes sa˜o grandes, usamos o software Wolfram para
verificar que f(s, 1) na˜o possui ra´ızes mu´ltiplas.
Dessa forma a equac¸a˜o (5.10) define uma curva el´ıptica E e todo ponto racional em E
fornece uma soluc¸a˜o inteira para a equac¸a˜o a4 + b4 + c4 + d4 = (a+ b+ c+ d)4, pois
a = 2z1 + 2w1 = 39517020s
2 + 3506277600st+ 4966920000t2
b = 2z1 − 2w1 = 120560400s2 + 3506277600st+ 1628046000t2
c = −x− y1 − z1 = −18742677s2 − 1673100090st− 772172100t2 − tx
d = x− y1 − z1 = −18742677s2 − 1673100090st− 772172100t2 + tx.
Em particular, os pontos P± = (s0 : x0 : t0) = (0 : ±1650581100 : 1) satisfazem (5.10). Assim,
temos uma curva el´ıptica com dois pontos racionais conhecidos. Nosso pro´ximo passo e´ usar a
lei de grupo para encontrar novos pontos em E.
Lema 5.1.1. Se (x1 : y1 : z1) e´ uma soluc¸a˜o da equac¸a˜o z












4 − q20x1 − 64y61z61γ3 + 8q0y21z21γ1)(64y61z61γ4 − q20)
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onde
γ1 = F



























1γ2 − γ21 .
(5.11)
Demonstrac¸a˜o. Sejam g(x) = α4x
4 + α3x
3 + α2x
2 + α1x + α0, f(x, y) = y
2 − g(x), E a curva
el´ıptica definida pelo polinoˆmio f e P = (x0, y0) um ponto em E. Consideremos o polinoˆmio
de Taylor de g(x) em torno de x0
y2 = β4(x− x0)4 + β3(x− x0)3 + β2(x− x0)2 + β1(x− x0) + β0,
onde




′(x0) = 4α4x30 + 3α3x
2






































O polinoˆmio obtido pela intersec¸a˜o da para´bola
C : y =
p0
2
(x− x0)2 +m0(x− x0) + y0






(x− x0)4 + (β3 − p0m0)(x− x0)3.
Conclu´ımos que (E,C)P = 3 e a multiplicidade de intersec¸a˜o do ponto P
′ de coordenadas
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Vamos considerar a curva E em P2 obtida pelo polinoˆmio F = f ∗. Para obtermos um ponto
P2 = (x2 : y2 : z2) em E, inicialmente encontramos o correspondente ponto de coordenadas







na parte afim de E. Substituindo os valores obtidos em (5.12) e (5.13) e
tomando z2 = 4β4 − p20 nas coordenadas do ponto P ′(







































8q0y1(q0y1 − 8y41z41γ3)2 + 4y1γ1(q0γ1 − 8y41z41γ3)(64z61y61γ4 − q20)
z2
;







4 − q20x1 − 64y61z61γ3 + 8q0y21z21γ1)(64y61z61γ4 − q20)







Utilizaremos o lema acima para gerar uma sequeˆncia de novos pontos racionais na curva
el´ıptica E de equac¸a˜o (5.10), a partir dos pontos conhecidos
P± = (s0 : x0 : t0) = (0 : ±1650581100 : 1).
A fim de facilitar os ca´lculos, devido aos coeficientes grandes na equac¸a˜o (5.10), vamos conside-
rar E definida sobre um corpo Fp, onde p e´ um nu´mero primo escolhido de maneira conveniente.
Isto permite definir um grupo finito E(Fp) cuja estrutura e´ mais simples de analisar do que a
estrutura do grupo E(Q). Escolhendo p = 71, e´ poss´ıvel identificar 18 pontos racionais distintos
em E(F71).
As coordenadas de P+ em F71 sa˜o dadas por
(0 : 1650581100 : 1) ≡ (0 : 9 : 1) mod (71)
Aplicando o lema 5.2.1 temos
γ1 = α1 = 1090868035103658000 ≡ 28 mod(71)
γ2 = α2 = −3598879905807952500 ≡ −55 ≡ 16 mod(71)
γ3 = α3 = 26478277616573460 ≡ 48 ≡ −23 mod(71)
γ4 = α4 = 1605124656896049 ≡ 12 mod(71)
q0 = 4400 ≡ 69 ≡ −2 mod(71)
(5.14)
As coordenadas do novo ponto obtido no lema a partir de ponto (0 : 9 : 1) sa˜o dadas por
s = (64.96.23− 16.92.28)(64.96.12− 4) = 319270647317630976 ≡ 53 mod(71)
x = −16.9(−56 + 8.94.23)2 + 36.28(−56 + 8.94.23)(64.96.12− 4) + 9(64.96.12− 4)2
= 1995686825442969744 ≡ 64 mod(71).
t = (64.94.12− 4)2 = 166583715660195856 ≡ 50 mod(71)
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Assim, como temos uma simetria nessa curva, o ponto (53 : −64 : 50) ∈ E(F71). Prosseguindo
dessa forma, obtemos os seguintes pontos:
Tabela 5.1:
s 44 41 47 60 15 39 2
x ±31 ±1 ±8 ±48 ±41 ±56 ±10
t 24 1 54 8 10 6 15
Como os valores da coordenada t obtidos acima, sa˜o todos nu´meros diferentes de zero em




























t 1 1 1 1 1 1 1 1 1
A partir dessa construc¸a˜o obtemos 16 pontos racionais distintos (s/t : x/t : 1) mo´dulo 71,
e juntamente com os pontos (0 : ±9 : 1), temos 18 pontos distintos em E(F71). Esses pontos
(antes da reduc¸a˜o mo´dulo 71) sa˜o todos distintos e racionais em E(Q). Pelo teorema de Mazur
podemos concluir que pelo menos dois desses pontos possui ordem infinita, e logo, a curva
el´ıptica E possui uma infinidade de pontos racionais. Isto significa que o conjunto dos nu´meros
inteiros positivos satisfazendo a4 + b4 + c4 + d4 = (a+ b+ c+ d)4 e´ infinito.
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