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Abstract
We present some indications of inefficiency of the Brazilian stock market
based on the existence of strong long-time cross-correlations with foreign
markets and indices. Our results show a strong dependence on foreign mar-
kets indices as the S&P 500 and CAC 40, but not to the Shanghai SSE 180,
indicating an intricate interdependence. We also show that the distribution
of log-returns of the Brazilian BOVESPA index has a discrete fat tail in the
time scale of a day, which is also a deviation of what is expected of an efficient
equilibrated market. As a final argument of the inefficiency of the Brazilian
stock market, we use a neural network approach to forecast the direction of
movement of the value of the IBOVESPA future contracts, with an accuracy
allowing financial returns over passive strategies.
Keywords: Stock Market Forecasting; Neural Network; Efficient Market
Hypothesis; Intermarket Dependence; Financial Series;
1. Introduction
Weather stock markets are predictable goes back at least to 1900 when
the French Physicist Louis Bachelier presented his Doctoral thesis entitled
The´orie de la spe´culation, where he developed a mathematical model describ-
ing market prices movements as a random walk process, as exemplified by
French government bonds [1]. More recent progress characterize such price
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motions as martingales or Wiener processes [2, 3]. If so, then markets are in-
herently unpredictable and forecasting is impossible. This is maybe the first
enunciation, although not equivalent to, of what would become the Efficient
Market Hypothesis (EMH), formulated formally by Samuelson [4], who posit
it as a formal Theorem stating that “Properly Anticipated Prices Fluctuate
Randomly”, and Fama [5, 6], who verified its validity from empirical data
modulo some reasonable assumptions. It can be succinctly formulated in the
statement that market prices always fully reflect all available information. Lo
and MacKinlay [7] rejected the random walk hypothesis from empirical data,
and a lot of evidence is now available showing that stock market prices have
inherent long time correlations [8]. One point to be noted is the meaning
of “available information” or “Properly Anticipated”, in the sense that not
all agents have the same capacity of extracting information from markets,
and therefore the information available to a given agent is not necessarily
the same available to another agent. For instance, a technological innovation
may offer insights on market data not previously available, and thus giving
strategic advantage to those using it. Additional discussions on the history
and the long-standing debate on the EMH see [9, 10, 11, 12, 13].
As a matter of fact, in a market in perfect equilibrium, where all infor-
mation that can be extracted from the market is reflected in the prices, no
arbitrage profits are possible, and no market gains would be observed other
than those earned from pure chance [14]. This seems to be at odds with what
market operators expect and experience, as pointed out by Grossaman and
Stiglitz [15]. The efficient market hypothesis must consequently be envisaged
an idealized situation describing a specific market, with differing accuracy for
different places and different times. This accuracy can, in many instances,
be very good, at least for some time span. but, nonetheless, not fully ex-
act. The key point is that trade-offs between risks and expected returns are
necessary for the workings of any financial market [22], and the presence of
correlations, even weak, allow for some degree of forecasting.
The main goal of the present paper is to show that the Brazilian stock
market, specifically the future contracts of the BOVESPA index, can be
predicted with enough accuracy to allow a significant profitability. The un-
derlying reasons are also discussed in the paper, particularly why the EMF
is only an approximation for the Brazilian stock market. The literature on
forecasting techniques in final markets is, of course, huge, and it is beyond
the scope of the present paper to review it in any significant way, so we refer
the reader to the References [16, 17, 18, 19, 20, 21] and references therein.
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We adopted neural networks as forecasting method, ans this mainly based
on the existence of the universal approximation theorem (see below), that
guarantees that if future values are a function of some judiciously chosen
past values, then a neural network exists that approximates this function
with arbitrary precision. We must note that usually many forecasting ap-
proaches described in the literature, and in particular for neural networks, do
not present explicitly the projected financial returns, which are given here.
The structure of the paper is the following: in Section 2 we present the
data used in our analysis. Section 3 presents our results on correlations in the
Brazilian market, showing that they deviate from a usual random walk, and
also that the BOVESPA is long-range time cross-correlated to the US and
French markets, but quite intriguingly not to Chinese market. In Section 4
we discuss the statistical distributions of log-returns of the IBOVESPA future
contract, evidencing a slight deviation from Gaussianity, while in Section 5
we show that it is indeed possible to extract information from the past with
financial gain in the future. Section 6 is devoted to a summary and a brief
discussion of our results, and some concluding remarks.
2. Data Used
We used the following publicly available data on internet Web sites used,
for the period from December, 28 2015 to September, 26 2018, all closing
market values:
• Markets: IBOVESPA Future (B3 - the Brazilian stock market), number
of negotiated contracts of the IBOVESPA Future, BOVESPA index
and BOVESPA volatility, S&P 500, VIX - CBOE Volatility Index,
NASDAQ, Dow Jones Industrial Average, Huaan Shanghai Composite,
Nikei 225 and CAC 40.
• Stocks: Petrobras PN, Banco do Brasil ON, Ambev ON, Ita-Unibanco
PN , Bradesco PN and Vale ON.
• Commodities: Crude oil and Gold.
• Currency: Future contract for the exchange rate from American Dollar
to Brazilian Real (Dolk19).
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3. Random walks and correlations in the Brazilian stock market
We define the log-return yk(i) ≡ log(xk(i))− log(xk(i− 1)) with xk(i) the
price of the asset k at day i. The reduced series y˜k are defined by:
y˜k(i) ≡ yk(i)− 〈yk〉
σk
, (1)
where 〈· · · 〉 stands for the average over the available data and σk is the
standard deviation of yk. The correlation functions are thence:
Ck,l(n) = 〈y˜k(i)y˜l(i+ n)〉 . (2)
We also consider the correlations Ck,l(n) for the absolute values of the re-
duced log-returns |y˜k|. Figure 1 shows the auto-correlation functions for the
IBOVESPA Futures, the S&P 500 index, and a random walk obtained from
jumps generated from a uniform uncorrelated random number generator,
with same variance as the IBOVESPA. For the log-returns there are no sig-
nificant auto-correlation, while for the absolute value of the log-returns long-
range auto-correlations are evident, with the random walk auto-correlation
at the noise level. Figure 2 shows the cross-correlation between the absolute
values of the log-returns of the IBOVESPA Futures and a few other indices
and stock values. Quite interestingly, no cross-correlation is observed with
the volatility of the BOVESPA Index, while it is clearly non-zero for the VIX.
For the other series strong long standing cross-correlations are observed.
Since some bias can be present in the time series, as for non-stationary
series, we also perform a detrended fluctuation analysis, as developed for
that purpose in Refs, [24, 25]. Let us consider the time series yk(i) and the
corresponding reduced series y˜k(i). The integrated time series are defined by:
Sk,l =
l∑
i=1
y˜k(i), (3)
For a given integer n, these integrated time series are then divided into
overlapping series of length n + 1 with the elements S
(j)
k,l = Sk,l+j−1, j =
1, . . . , N − n, l = 1, . . . , n + 1. A local linear trend Rk,l for the k sub-series
can be obtained from a least-squares fit inside the box l = 1, . . . , n+ 1. The
detrended correlation function for the k-th and k′-the series is then given by:
F 2k,k′(n) =
1
N − n
N−n∑
j=1
f 2dca(n, j), (4)
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Figure 1: Left: Auto-correlation function for the reduced log-returns as a function of the
number of days for the IBOVESPA Future contracts, the S&P 500 index and a random
process. Right: Auto-correlation function for the absolute values of the reduced log-
returns. Data are from January 4, 2000 to October 11, 2018.
where
f 2k,k′(n, j) =
1
n− 1
n+1∑
l=1
(S
(j)
k,l −Rk,l)(S(j)k′,l −Rk′,l). (5)
If long-term correlations are present in the original series, then F 2k,k′(n) obeys
a power law of the form N2λ for sufficiently large values of n. This type of
analysis was used in Ref. [26] to study correlation of the IBOVESPA index
with its constituent stocks and related indices, such as the negotiated volume
and the change rate of the Brazilian Real to the US Dollar.
Figure 3 shows the detrended cross-correlations as defined in Eq. (4)
for the IBOVESPA with some stock and indices values. A power law is
evidences for sufficiently large values of n. We observe a long-term cross-
correlation between the Brazilian and the US (S&P 500) and French (CAC
40) markets, but not with the Chinese (SSE 180) market. The IBOVESPA
is cross-correlated to the VIX volatility index but not to the volatility of the
Brazilian (IBOVESPA) stock exchange itself. A more close look at these
differences is certainly worth of future research, and points to an intricate
market interdependence. This is stressed by Figure 4, that shows the cross-
correlation between the log-returns and the absolute values of the log-returns
between the S&P 500, CAC 40 and SSE 180 indices. Clearly no long-term
cross-correlation exists, contrary to what is observed for the IBOVESPA-
S&P 500 and the IBOVESPA-CAC 40 cases. On the other hand, the absolute
values of the log-returns are cross-correlated, as expected from the discussion
5
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Figure 2: Cross-correlations for the absolute value of the reduced log-returns of the
IBOVESPA Futures contract with some stock prices and indices.
above.
4. Statistical distribution of returns
Another important feature of stock markets is the distribution function of
the log-returns of commodities and indices. It has been shown by Mantegna
and Stanley [27] that high-frequency returns from the S&P 500 index has fat
tails, and are well fitted by a truncated Le´vy distribution of the form [28]:
f(x) = c L(α)(x), if − d < x < d, and f(x) = 0 otherwise, (6)
where c is a normalization constant, d is the value of the truncation and
L(α)(x) is the symmetric Le´vy distribution with index α, defined from its
Fourier transform as:
L(α)(x) =
1
pi
∫ ∞
0
dk e−γk
α
cos(kx), (7)
where γ > 0 is the scale length. The truncation is justified by the obvious
fact that although high absolute values of returns are indeed observed, no
infinite returns are possible. Due to the central limit theorem (for a good
historical review see [29]) a random variable obtained from the sum of n
identical random variables with finite variance converges to a Gaussian in
distribution, as for the distribution f(x) in (7). On the other hand if l→∞
then f(x) becomes the stable Le´vy distribution L(α)(x). For α = 1 we obtain
6
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Figure 3: Detrended correlations F 2 in Eq. (4) of the IBOVESPA Future contract with
a few series. No power law was observed for the IBOVESPA volatility and the Shanghai
Composite index.
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Figure 4: Left panel: Detrended cross-correlation between the log-return of the S&P 500
and Shanghai Composite. The values not shown for the S&P 500-CAC 40 cross-correlation
have negative values, as is the case for all values of the Shanghai Composite-CAC 40 cross-
correlation. Right panel: same as the left panel but for the absolute values of the series.
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a Gaussian distribution. Although f(x) converges asymptotically to a Gaus-
sian, its speed of convergence is usually very slowly (unless d is small) and
the distribution of the summed variables stays close to a Le´vy distribution
up to a crossover value for the number of summed variables, that can be
estimated, it approaches the Gaussian distribution according to the central
limit theorem. Another possible factor that can cause a slowdown of the
convergence is the presence of correlations. A procedure to determine the
exponent α is described in Ref. [28]: for a sum of n identical and uncorre-
lated random variables Xn =
∑n
i=1 xi, where each xi has a distribution given
in Eq. (6), the probability of return to origin X = 0 is given for sufficiently
small n by:
P (Xn = 0) ≈ Γ(1/α)
αpin1/α
, (8)
where Γ is the Euler function. For large values of N , we obtain P (Xn = 0) ∝
n−1/2.
We use the procedure of the previous paragraph to test for fat tails in the
log-returns of the IBOVESPA Future contracts and the S&P 500 stock index
using the same data as in Fig. 1. The sum corresponding to Xn is obtained
by randomly shuffling the values in the series. This allows to eliminate any
possible correlations and to obtain many realizations of the underlying (and
at least partially) stochastic processes. Figure 5 shows the corresponding
results for both series with 5000 realizations. For comparison purposes we
also show the results for a random series with the same standard deviation
as the IBOVESPA Futures series. While the S&P 500 index has a value of
α compatible with a Gaussian distribution, the IBOVESPA Futures has a
value of α = 0.54, indicating the existence of a fat tail, and this for inter-day
data, implying that the Brazilian stock market is not yet equilibrated up to
this time scale.
5. Forecasting the IBOVESPA Future contract
As discussed above, the Brazilian stock market has some peculiarities
with respect to other more mature markets. Particularly, a strong detrended
cross-correlation with foreign markets as exemplified by the S&P 500 and
CAC 500. On the other hand one can argue that despite any such deviations
it is not possible to beat the market, i. e. to devise a strategy that yields
higher returns than a passive investment. If the efficient market hypothesis
is valid for case at hand, no arbitrage is possible, i. e. there is no way to beat
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Figure 5: Probability of return to zero for the log-returns for the BOVESPA index future
contracts obtained from a random shuffling of log-returns from 4639 opening days from
January 4, 2000 to October 11, 2018 and for 5000 realizations, for the S&P 500 index and
from the same number of points from a uniform distribution with zero mean and same
standard deviation as the BOVESPA series.
the market systematically. Conversely, if the hypothesis does not apply, then
a reasonable amount of arbitrage should be possible. We now show that it is
possible to judiciously use available information to increase the profitability,
at least for the IBOVESPA future contracts, as we proceed to show. For that
purpose we use a feed-forward neural network as a forecasting tool using as
input previous market indices and stock prices.
An important issue when looking for patterns in data is to avoid spurious
correlations that result from too large data sets [33]. This can spoil the
forecasting capacity of the model, and thus we need to carefully identify
a data set not too large but yet conveying enough information which are
expected to represent realistically, although approximately, different variables
that influence the target value to be predicted, and is given by the series
presented in Sec. 2. Some choices may seem arbitrary, but are a result of a
few simple logical assumptions and some experimentation, and is certainly
subject to possible further improvements.
5.1. Feed-Forward Neural Networks
Feed-Forward Neural Networks (FFNN) are composed by a number of
layers of neurons organized as [30]: an input layer, a number of hidden
layers and an output layer. Neurons on each layer are connected only to the
neurons of the next layer by synaptic connections, each having a synaptic
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weight denoted by w
(i)
jk connecting the j-th neuron of the i-the layer to the
k-th neuron on the (i+ 1)-th layer. The output of j-the neuron of the i-the
layer is then be written as
y
(i)
j = φ
(i)(z
(i)
j ), z
(i)
i =
∑
k
w
(i−1)
kj y
(i−1)
k , (9)
where z
(i)
j denotes the activation of the neuron and F
(i) is the activation func-
tion of the layer i. Different choices for the activation function are possible,
and examples include the logistic function [31]:
φ(z) = 1/(1 + exp(−z)), (10)
the hyperbolic-tangent function
φ(z) = a tanh(bz), (11)
where a and b are adjustable parameters, and the linear function:
φ(z) = z. (12)
Besides, it is useful to have for each layer (except for the output layer) an
extra bias neuron taking no input and unit output. The main advantage of
the FFNN is that it is an universal approximator as any continuous function
can be approximate with arbitrary precision with a FFNN with single hidden
layer [32].
5.2. Principal Component Analysis
In order to have a relatively simple structure for the neural network which
allows a more efficient training, the number of inputs must be limited. Thus
some sort of dimensionality reduction must be considered, and a good choice
with a sound statistical foundation is the principal component analysis. By
considering the component with the greatest eigen-value we obtain a single
time series, instead of the 20 series listed in Sec. 2. In order to preserve a
causality relation between the input and output series it is important to keep
the target series, the IBOVESPA future contracts, in the set of series to used
to compute the principal component.
Two different time windows of 5 and 10 days prior to the day of prediction
are used to obtain the principal component, which is then used as input for
the neural network. The principal component is obtained from the return
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series ∆x
(i)
k ≡ x(i)k+1 − x(i)k , where i specifies the original series k the day in
the sequence. The covariant matrix M is given by its components:
Mi,j =
〈
(x(i) − x(i))(x(j) − x(j))
σ(i)σ(j)
〉
, (13)
where 〈· · · 〉 denotes the average over the considered period and x(i) and
σ(i) stand for the average and standard deviation of the i-th series over the
same period, respectively. By determining the eigen-vectors of M we have
a linear orthogonal transformation that converts the original series into a
set of (linearly) uncorrelated series, the principal components. The series
corresponding to the largest eigenvalue then yields the contribution with
strongest correlations.
The time variation of the largest eigenvalue of the covariance matrix com-
puted over a 10 days period is shown in Fig. 6, for the last one hundred days
(final day used in the principal component) of our time series. The compo-
nents of the linear transformation resulting in the first principal component
for the last day in the series are given in Table 1, and the set of all the
20 eigenvalues are given in Table 2. Since the greatest eigenvalue is signif-
icantly greater than the other eigenvalues, except for the second and third,
the principal component retains much of the information and is thus a good
representation of the set of data used, resulting in a reduction of data dimen-
sionality, from 20 to a single dimension. Although it possible to use more
than one component, this usually results in a more difficult training of the
network and in a decrease of its learning efficiency [21].
Series No Comp. Series No Comp. Series No Comp. Series No Comp.
1 -0.286 6 -0.289 11 -0.254 16 -0.192
2 -0.291 7 -0.285 12 0.198 17 -0.248
3 -0.284 8 -0.08 13 0.103 18 -0.165
4 -0.28 9 -0.235 14 -0.071 19 0.162
5 -0.214 10 0.258 15 -0.121 20 0.225
Table 1: Components for each series for the first principal component for the last day in
Figure 6.
11
1080 1090 1100 1110 1120 1130 1140 1150 1160 1170
Opening days
4
5
6
7
8
9
10
La
rg
es
t e
ig
en
va
lu
e
Figure 6: Largest eigenvalue of the covariance matrix computed over the 10 previous
days as a function of the day after the last day used in the computation, counting from
December, 28 2015.
−1.268× 10−9 −9.053× 10−10 −6.662× 10−10 −5.343× 10−10
−5.015× 10−10 −4.111× 10−10 −2.986× 10−10 −5.153× 10−11
2.454× 10−12 4.008× 10−10 4.323× 10−10 6.591× 10−10
7.82× 10−10 9.553× 10−10 1.23× 10−9 0.52
0.593 3.091 4.131 11.665
Table 2: Eigenvalues of the covariant matrix for the last day in Fig. 6.
5.3. Prediction from the FFNN
To properly choose a FFNN with a good generalization property some
experimentation is needed. Our best results were obtained using 5 days of
the time series as input, 30 neurons in a single hidden layer, and one output
neuron for the predicted value for the IBOVESPA future contract value one
day ahead. Also, in order to limit the effect of noise, fluctuations and the
effects of external causes, we use a moving average over three days on the
principal component series. The training is performed using a batch of 20
input-output data from the days up to the day the prediction is performed
(after market closure), and by minimizing the square error of each output
with respect to the accurate values for each element in the batch. Different
optimization algorithms were tested, such as the backpropagation, conjugate
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gradient and simplex algorithms [34, 35], with the best choice being the
ADAM stochastic optimization [36].
The decision on which position (hold or put) to assume using the result
of the forecast is crucial for an efficient methodology in a stock market.
On the other hand, predicting the value of an asset, even within a given
error, is indeed very difficult due to the immense number of factor expected
to influence. This is nonetheless not entirely the case for the direction of
the index movement (up or down). As explained above, we perform two
different predictions using the data from then principal component series,
using five and ten days in each case. If the resulting forecasts agree in the
direction of the asset movement, a long or short position is taken accordingly.
Otherwise we take no position. We take as a significant indication of an
upward movement if the output of the neural network is above the threshold
of 500 points.
We also use the additional prescription of considering only long positions,
which increases significantly the profitability for the time period considered
here. This is justified by the usually obvious fact that the natural long term
behavior of a stock market index is to increase in value, which in our case
amounts to say that a bullish market is easier to predict than a bearish
market. This will be justified pos hoc by our results. Since the market can
change its mood over time a continuous follow up is required in any practical
implementation.
The time period used for the forecasting comprises 700 opening days of the
B3 (BOVESPA) stock market in Brasil, starting in December, 28 2015 and
ending on October, 5 2018. The theoretical capital obtained from the present
strategy is shown in Fig. 7 for each unit in the original capital. Although a
high profit of 329.4%, the volatility is quite high. This can be mitigated, with
a loss in total return, by improving the decision strategy as follows. After
Nl days of loss all positions are zeroed and the operations return after Ng
days of gain if investment using the algorithm had continued. Results of the
capital evolution for different values of Nl and Ng are shown in Fig. 8. To
asses the volatility and other relevant information we compute the percentile
average day return ∆x and the standard deviation σ∆x (volatility), skewnes
S∆x and kurtosis K∆x for the returns. A combination of such strategies can
be used along the time by examining and optimizing over previous results.
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Figure 7: Total capital for each 1 R$ without loss regularization with an average monthly
return of 4.4%.
Nl Ng Monthly Total Nl Ng Monthly Total
1 0 4.0% 290.1% 2 0 4.4% 343.6%
1 1 3.2% 202.4% 2 1 1.7% 92.6%
1 2 4.0% 290.3% 2 2 1.9% 106.8%
1 3 0.6% 36.8% 2 3 3.5% 228.1%
Table 3: Monthly average and total returns for a few values of Nl and Ng.
6. Discussion and Conclusions
We presented indications that the Brazilian stock market has some degree
of inefficiency, including a strong cross-correlation with the US and French
stock markets, and a small deviation from Gaussianity on the one-day time
scale, not observed for the US market. This suggests the possibility of ex-
tracting useful information from the financial series studied. We implemented
a Feed-Forward Neural Network to predict, one day ahead, the value of the
IBOVESPA future contract, and considered the direction of the movement
as explained in Section 5.3. The choice is guided by simplicity and the the
universal approximation theorem for FFNNs, alongside the assumption that
a judicious choice of time series can provide a set of information on which a
future stock value depends. If the value of a stock or contract depends, even
14
Nl Ng ∆x σ∆x S∆x K∆x Nl Ng ∆x σ∆x S∆x K∆x
1 0 0.0028 0.041 1.08 15.05 2 0 0.0019 0.044 0.9 11.11
1 1 0.0021 0.031 2.42 36.31 2 1 0.0014 0.037 1.35 18.54
1 2 0.0024 0.03 3.02 38.32 2 2 0.0016 0.034 1.68 24.34
1 3 0.0007 0.026 1.77 56.5 2 3 0.0022 0.031 2.56 35.6
Table 4: Average ∆x, standard deviation σ∆x, skewness S∆x and kurtosis K∆x of daily
return ∆x for the same values of Nl and Ng as in Table 3. The corresponding values for the
straightforward FFNN approach in Fig. 7 are: 0.0019, 0.049, 0.9 and 11.13, respectively.
approximately and up to non-predictable external factors, on (recent) past
values of a few financial series, then a FFNN with a single hidden layer exists
fitting with arbitrary accuracy such a function. The precise structure of the
neural network has to be determined on a trial-error basis. We discussed a
procedure for choosing this structure and how to design a decision strategy
to partially control risk (volatility) and profitability for the IBOVESPA fu-
ture contracts. The predicted net returns are well over market yields from a
passive strategy. Of course much improvement is still in need for the present
approach to be considered and attractive investment strategy, and many di-
rections are worth exploring, such as a more detailed analysis of the financial
data used in the learning and other dimensionality reduction procedures. It
is also relevant to observe that many drawbacks must be considered when
performing this kind of analysis, as spurious correlations and spurious pat-
terns in data [37]. We believe that this is a direction for future research in
forecasting the Brazilian and other emergent financial markets. As a remark,
we note that the detrended cross-correlated analysis can be a powerful tool
for assessing inter-market influence.
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Figure 8: Total capital with loss regularization. a) Nl = 1, Hg = 0; b) Nl = 1, Hg = 1; c)
Nl = 1, Hg = 2; d) Nl = 1, Hg = 3; e) Nl = 2, Hg = 0; f) Nl = 2, Hg = 1; g) Nl = 2,
Hg = 2; h) Nl = 2, Hg = 3.
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