We directly measured the angular diameters for eleven exoplanet host stars using Georgia State University's CHARA Array interferometer and calculated their linear radii and effective temperatures. The sample tends towards evolving or evolved stars and includes one dwarf, four subgiants, and six giants. We then estimated masses and ages for the stars using our effective temperatures combined with metallicity measurements from the literature.
Introduction
Exoplanets are discovered on a regular basis, most via radial velocity surveys and transiting events. Many host star angular diameters have been estimated using photometric and spectroscopic methods (e.g., Ribas et al. 2003; Fischer & Valenti 2005, respectively) , and while these are excellent for approximating angular diameters, they are by nature indirect methods. The advantage interferometry brings is the ability to directly measure the angular sizes of the stars, which in turn leads to physical radii and effective temperatures. These are important parameters that describe the parent star as well as the environment in which the exoplanet resides. This paper represents an extension and continuation of the work described in Baines et al. (2008) , where the angular diameters for 24 exoplanet host stars were published. While the previous sample featured a few giants and some subgiants, well over half were dwarfs or stars showing signs of just beginning to evolve off the main-sequence. This paper focuses on giants and subgiants, and only one dwarf is represented.
Interferometric Observations
All observations were obtained using the Center for High Angular Resolution Astronomy (CHARA) Array, a six-element optical/infrared interferometric array located on Mount Wilson, California (ten Brummelaar et al. 2005) . We used the pupil-plane "CHARA Classic" beam combiner in the K ′ -band (2.15 µm), paired with the longest baseline the Array offers at 331 m. The observing procedure and data reduction process employed here are described in McAlister et al. (2005) . Table 1 lists the exoplanet host stars observed, their calibrators, the dates of the observations, and the number of observations obtained.
Our target list was culled from the complete exoplanet list by using declination limits and magnitude constraints: north of -10
• declination, brighter than V = +10 in order for the tip/tilt system to lock onto the star, and brighter than K = +6.5 so fringes were easily visible. We obtained data on the 11 exoplanet host stars over two observing runs in July and September 2008.
Reliable calibrators stars are critical in interferometric observations, acting as the standard against which the science target is measured, so every effort was made to find spherical, non-variable, single-star calibrators. Our observing pattern was calibrator-target-calibrator so that every target was flanked by calibrator observations made as close in time as possible; therefore "10 bracketed observations" denotes 10 object and 11 calibrator data sets, each of which is comprised of approximately 200 scans across the fringe. This allowed us to cal-culate the target's calibrated visibilities from the instrumental visibilities of the target and calibrator. Figure 1 shows an example of uncalibrated visibilities. Acceptable calibrators were chosen to be smaller than ∼0.4 milliarcseconds (mas), so they were nearly unresolved and uncertainties in their diameters did not affect the target's diameter calculation as much as if the calibrator had a significant angular size on the sky.
In order to estimate the calibrator stars' angular diameters as well as check for excess emission that could indicate a low-mass stellar companion or circumstellar disk, we fitted spectral energy distributions (SEDs) based on published UBV RIJHK photometric values for each star. Limb-darkened diameters were calculated using Kurucz model atmospheres 1 based on effective temperature (T eff ) and gravity (log g) values obtained from the literature. The models were then fit to observed photometric values also from the literature after converting magnitudes to fluxes using Colina et al. (1996) for UBV RI values and Cohen et al. (2003) for JHK values. Table 1 lists the T eff and log g used for each calibrator, the resulting limb-darkened angular diameters, and the distance between the target and calibrator stars. We used calibrators as close to the target star as possible. The target-calibrator (T-C) distances ranged from 1 to 9
• and all but two calibrators were within 5
• of their target stars. This allowed us to observe the stars as close together in time as possible, usually on the order of 3 to 5 minutes between the two. For the T-C pairs of 8 and 9
• , the slightly greater distance added little to the error in the diameter measurement. Table 2 provides more details on each calibrator star used, and Table 3 lists the Modified Julian Date (MJD), projected baseline (B), projected baseline position angle (Θ), calibrated visibility (V c ), and error in V c (σV c ) for each exoplanet host star observed.
Angular Diameter Determinations
Diameter fits to visibilities (V ) were based upon the uniform disk (UD) approximation given by V = [2J 1 (x)]/x, where J 1 is the first-order Bessel function and x = πBθ UD λ −1 , where B is the projected baseline at the star's position, θ UD is the apparent UD angular diameter of the star, and λ is the effective wavelength of the observation (Shao & Colavita 1992) . The limb-darkened (LD) relationship incorporating the linear limb darkening coeffi-cient µ λ (Hanbury-Brown et al. 1974 ) is:
Figures 2 and 3 show the LD diameter fits for all the stars. Though the difference between LD and UD diameters is a minor effect in the wavelength used here, the former have the advantage over the latter in that they are better suited to calculating effective temperatures and more closely represent the physical properties of the star (van Belle & von Braun 2009).
For each θ LD fit, the errors were derived via the reduced χ 2 minimization method: the diameter fit with the lowest χ 2 was found and the corresponding diameter provided the final θ LD for the star. The errors were calculated by finding the diameter at χ 2 + 1 on either side of the χ 2 min and determining the difference between the χ 2 diameter and χ 2 + 1 diameter.
Our experience has shown that the rms of the residuals to diameter fits of visibilities is typically smaller than the mean of the standard errors attributed to each contributing visibility measurement. As described by McAlister et al. (2005) , the error estimates assigned to calibrated visibilities were determined by the rms of the means of subsets of the entire sample of visibility measurements made at a particular epoch. We now find that this approach tends to overestimate the error of individual visibilities, producing reduced χ 2 values well under 1.0. This, in turn, leads to overestimates of the errors in angular diameter. In calculating the diameter errors in Table 4 , we have adjusted the estimated visibility errors by a factor that forces the reduced χ 2 to unity, and we believe the resulting diameter errors are more representative of the influence of the true intrinsic errors in our visibilities. Table 4 lists the following parameters for each star: spectral type, µ λ , the Hipparcos parallax (π, van Leeuwen 2007), the LD diameter estimated from SED fits (θ SED ), the UD and LD angular diameters θ UD and θ LD , and the linear radius (R L ) derived from the combination of θ LD and π. Six of the stars had θ SED calculated by van Belle & von Braun (2009) , and Table 4 lists the photometric sources for the remaining stars, whose SED fits were completed by us as described in §2. The T eff and log g values used in our SED fits were from Allende Prieto & Lambert (1999) for all the stars except HD 17092 and HD 154345, which were from Cox (2000) and , respectively. The star HD 17092 does not have any available parallax measurements, so we used the photometric distance estimate from Gontcharov (2008) with an assigned error of 10%.
To check how well the estimated angular diameters match the measured values, Figure 4 plots θ SED versus θ LD and shows how the SED diameters slightly underestimate the true sizes of these evolved stars. This may be due to model assumptions about opacity that are not exactly true to life. Two stars have been previously measured interferometrically: HD 221345 and HD 222404. van Belle et al. (1999) observed HD 221345 using the Palomar Testbed Interferometer (Colavita et al. 1999) and their value of θ UD was 1.75±0.07 mas. Nordgren et al. (1999) used the Navy Prototype Optical Interferometer (NPOI, Armstrong et al. 1998 ) to measure HD 222404 and their LD angular diameter of 3.24±0.03 mas is close to our measurement of 3.30±0.01 mas. The NPOI observes in visible wavelengths and therefore the limb-darkening effects will be larger and more model dependent than is the case for data from the CHARA Array.
Our data for HD 222404 are on the second lobe of the visibility curve (Figure 3) , and the second lobe is where second-order effects such as limb darkening start to have more of an influence than on the first lobe. In order to check that we are fitting only the angular diameter to these data and are not making unfair assumptions about the limb darkening coefficient, we determined the diameter after changing µ λ by 50%, which is well past the regime for stars of HD 222404's general T eff and log g. The resulting change in diameters was ∼ 0.6%, indicating a low dependence on the µ λ used.
Many of the stars in the sample are published in the literature as variable stars or as components in a binary star system. Table 5 lists the stars, the pertinent references, and why their variability or binarity do not affect our measurements here. For the variable stars, no reliable periods or types are listed in the literature, and if those stars are variable, it is on a level not likely to have a significant impact on our measurements. As for the binary star systems, the companions are too far away from the primary star and well out of the field of view (FOV) of the CHARA Array and/or the magnitude difference is too great for the Array to detect the secondary star.
The range of binary separations available to the CHARA Array, taking all the baselines into account, is approximately 10 mas to 1.0 arcsecond, while the maximum FOV of the baseline used for our observations is ∼230 mas. The lower limit of binary detection using the CHARA Array is 2.5 magnitudes in the K-band, and this value depends on the absolute brightness of the two stars and could therefore be higher for some systems. It is possible that the exoplanet parent stars may also host low-mass stellar companions not detected by the Array, though it is more likely they would have been detected by the radial velocity studies. We cannot detect the exoplanets themselves using the Array, due to the large magnitude difference between star and planet.
Effective Temperatures
Once θ LD is measured, the effective temperature can be calculated using the relation
where F BOL is the bolometric flux and σ is the Stefan-Bolzmann constant. F BOL was determined by applying the bolometric corrections (BC) for each star after taking interstellar absorption (A V ) into account. Table 6 lists the A V and BC used, and the resulting F BOL and T eff . As a comparison, a range of T eff from other sources is also listed in Table 6 . Five stars have T eff within their ranges of temperatures obtained using other means, five stars are slightly out of their ranges but are within measured errors, and only one star is significantly outside its range (HD 185269, by ∼570 K). This could be due to incorrect spectral typing or assumptions about factors such as opacity and metallicity that are buried in the model used for each of the three references that list temperatures for this star.
Because the θ LD is dependent on the µ λ value selected, which in turn is dependent on log g and T eff , we wanted to check the effect of the new temperature values on measured LD diameters. Using the newly-calculated T eff to find µ λ , we found the average difference in µ λ was <6% and the resulting θ LD values differed on average of 0.3%, indicating this is a negligible effect.
Stellar Model Results
In order to estimate stellar ages, masses, and linear radii, we used the PARAM 1.0 model 2 (da Silva et al. 2006) , which is based on a set of theoretical isochrones from Girardi et al. (2000) . The model uses each star's metallicity, effective temperature, and V magnitude to estimate its age, mass, radius, (B − V ) 0 , and log g using the isochrones and a Bayesian estimating method, calculating the probability density function separately for each property in question. da Silva et al. are most confident in resulting (B − V ) 0 , log g, radii, and angular diameter predictions while describing the age and mass estimates as "more uncertain". We left the Bayesian priors (initial mass function and star formation rate in a given interval) on the default settings when running the model. The model's inputs were the star's T eff , [Fe/H], V magnitude, and parallax along with the corresponding error for each value. T eff was calculated using Equation 3, the V magnitude was from Mermilliod (1991) , the parallax was from van Leeuwen (2007) , and the [Fe/H] value was averaged from all the sources available from Ochsenbein et al. (2000) with its error represented by the standard deviation of all the measurements. When only one source of [Fe/H] was in the literature (the case for HD 45410 and HD 185269), an error of 0.05 was assigned. The same error was used when the star had no [Fe/H] listed and solar metallicity was assumed (the case for HD 17092, HD 154345, and HD 210702).
The resulting age, mass, and R model are listed in Table 7 for all the stars except HD 154345 because it is a dwarf and the model is for evolving stars, and for HD 217107, whose metallicity is out of range of the model. Figure 5 plots the model's radii versus those measured interferometrically. The agreement between the two is excellent for the small to intermediate-sized stars, but the model appears to systematically underestimate the radii for the four largest stars. Figure 6 plots luminosity versus T eff and represents the HertzsprungRussell (H-R) diagram. The zero-age main-sequence (ZAMS) line is shown as derived from Cox (2000) and the one dwarf in the sample (HD 154345) is the point nearly on the ZAMS while the other stars form the giant branch.
Conclusion
We measured the angular diameters of 11 exoplanet host stars for a sample almost entirely comprised of evolving and evolved stars. All LD diameters boasted errors of ≤10%, and 8 of the 11 had errors ≤5%. Linear radii were derived from θ LD and the stars' Hipparcos measurements, and we calculated effective temperatures using our θ LD values. The subsequent errors on the T eff were all ≤5%.
Using our new effective temperatures, [Fe/H] values from the literature, and the PARAM stellar model, we were able to estimate the radii, masses, and ages for the stars, and the model radii match the measured radii well for all the giants except the four largest stars in the sample. Previous interferometric measurements of other giant stars showed a similar effect, where high-luminosity stars have larger radii at a given effective temperature (Dyck et al. 1998) . The four stars in question -HD 17092, HD 188310, HD 199665, and HD 221345 -are by far the most luminous stars in the sample so it is not entirely unexpected that the models underestimate their radii. It would be to the model's advantage if it could be modified to incorporate this effect.
By directly measuring exoplanet host stars' angular diameters and calculating the physical radii and temperatures, we are able to better characterize the exoplanets' environments. We now know that solar systems come in many different configurations (Butler et al. 2006) , and interferometric measurements help to describe the all-important central stars. This in turn will help to constrain parameters such as the location and size of the habitable zone as well as putting limitations on the temperature profiles of the planets themselves.
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