A new smoothing method for improvement on the quantification of spectral signals, which requires the previous knowledge of the functions that should be quantified, is presented. These functions are used as weighted coefficients in the proposed smoothing algorithm. This method is extremely effective in reducing the scatter of signals obtained by the multichannel analyzer and it could be applied in atomic and nuclear spectroscopies, preferably to these techniques where net counts are a linear function of the acquisition time, like total reflection X-ray fluorescence, micro X-ray fluorescence, etc. If this algorithm is properly applied, it does not distort the form or the intensity of the signal, so it is well suited for use in all kinds of spectroscopic techniques. However, it should not be applied to data obtained from systems depending on time, e.g., control sciences, time series, sound analysis, etc. We applied this method over simulated data and real experimental measurements. As with all smoothing techniques, the proposed method improves the precision of the results, but when it was applied to computer-simulated spectra, we found a systematic enhancement on the accuracy of the results. We still do not have an answer for this apparent paradox. We also have to evaluate, in spectral analysis, the improvement produced by this smoothing procedure over detection and quantification limits.
Introduction
The interfacing of spectroscopic measurements to computers for the purposes of performing data analysis, using numerical methods that are used to detect and measure peaks, reduce noise, improve the resolution of overlapping peaks, and decompose complex signals into their component parts, is now standard practice. These techniques are designed for extracting more information from the available data and many of them are based on complex mathematical algorithms. Currently, with the support of modern computers, these procedures are routinely applied. A common practice to attempt to improve the precision in spectroscopic measurements is a process called smoothing. In this work, we first briefly describe the characteristics of smoothing, its capabilities, and its limitations. Then we describe a new smoothing method, extremely effective in reducing the scatter of the raw data. This algorithm is applied in order to improve the precision of the results in atomic and nuclear spectral analysis. This heuristic procedure: (1) requires specific weighting functions empirically obtained from the acquisition system; 1 and (2) it takes into account statistical properties of spectroscopic data. The evaluation of the method when it was applied over computer-simulated spectra, shows that the procedure does not lose or distort information of the underlying sought signal and also that the accuracy of the results is improved.
A characteristic of spectroscopic signals acquired with a multichannel analyzer, when it works in a pulse height mode, is some form of random noise. That means that the counts, at each channel, scatter randomly above and below their mean values. An often-used technique for reducing the effect due to random variation is ''smoothing,'' which operates on a single data set. With smoothing, the data are replaced so the points that are higher than the immediately adjacent points are reduced and points that are lower than the adjacent points are increased. This naturally leads to a smoother signal. This technique, when properly applied, reveals more clearly the underlying trend, seasonal, and cyclic components. 2, 3 Time series are commonly studied with standard procedures, which may be divided into two classes: timedomain methods and frequency domain methods. The former includes mathematical tools, mainly based on autocorrelations, cross-correlations, 4 and convolutions; 5,6 the latter includes spectral analysis and recently wavelet analysis. For spectral analysis in total reflection X-ray fluorescence (TXRF), we showed the convenience of the application of the methods widely applied in time series. 7 The wide use of computers in spectroscopic instrumentation and their programming flexibility make software signal smoothing-suited techniques.
Smoothing reduces the uncertainties of the data, but despite the huge growth of computer capabilities, these procedures are still quite scarce in atomic and nuclear spectroscopies. 8, 9 As a particular case, in nuclear magnetic resonance (NMR) and Fourier transform infrared (FT-IR) spectroscopy, ensemble average techniques (EAT) 10, 11 are used. In this technique, many sets of collected data are averaged. Therefore, a prerequisite for the application of this method is the ability to reproduce the signal as many times as possible, always starting from the same datum point. This is the only way to obtain a meaningful signal, when a single scan generates a practically unreadable signal heavily contaminated with random noise. Repetitive additions of noisy signals tend to enhance their systematic characteristics and to cancel out any zero-mean random noise. By applying EAT, if the number of scans is big enough, the signal gradually emerges and even the smaller peaks can be safely identified.
In atomic and nuclear spectroscopies, it is not advisable to smooth a signal before applying least squares fitting; 12 the main reasons are: (1) these methods could not enhance the accuracy of the results, but the precision of the measurements is improved (as is described in the Theoretical section). In nuclear or atomic spectroscopies (counts versus energy) this procedure produces a result equivalent to an increase in the acquisition time; (2) they always modify the original signal, producing changes in the signal shape and amplitude; (3) the evaluation of the quality of the fit by inspecting the residuals is less reliable, because the smoothing could ''delete'' small signals; and (4) they affect the evaluation of the errors in the parameters calculated by the usual error propagation. Smoothing is more suited for peaks location, but is not appropriate for quantification of peaks.
In this paper, we develop a smoothing procedure for the optimization of the precision in the results of atomic spectroscopies, like: energy or wavelength dispersive X-ray fluorescence (EDXRF; WDXRF); particle-induced X-ray emission (PIXE); and micro and total reflection X-ray fluorescence (TXRF; mSR-XRF). The same smoothing procedure can be applied to all these techniques. This versatility relies on the fact that the physical nature of the events studied in all cases is similar. This can be detailed as follows: (1) these techniques require an energetic particle or photon as excitation source. (2) The de-excitation process is acquired with similar detection systems (usually, with solid state detectors), with similar detection electronic chains (preamplifier, amplifier, multichannel analyzer, etc.). (3) In all cases, a mathematical tool which can be used to describe the behavior of the photons or atomic particles used, is the Boltzmann's transport equation. 13, 14 With this tool, the time, space and energetic distributions of atomic particles or energetic photons populations, can be established. (4) All the events collected (counts) are ruled by Poisson statistics. (5) All exhibit a linear spectrum growing with time, showing similar mathematical properties. Therefore, in these cases the spectra can be studied with similar data processing and interpretation techniques.
All spectroscopic measurements are affected by uncertainties, which mainly come from characteristic backgrounds proper of the matrix of the sample, 15 overlaps of elements at different content, intrinsic statistical fluctuations of the sought signals, gain voltage variations, etc. In this paper, we applied a smoothing algorithm in order to optimize the precision of the atomic spectroscopic results. These ''measurements'' can be simulated or real (obtained from an acquisition process).
As a general rule, smoothing algorithms require the definition of parameters empirically adjusted and their limitations should be previously established. They could be based on standard procedures, 16 which does not take into account the underlying physics of the phenomena studied. We propose the development of simple, intuitive, and reliable averaging methods of smoothing data in atomic spectroscopy, applying specific weighting functions (F) directly obtained from the acquisition system used by the applied atomic or nuclear technique. 17 We found that this procedure does not distort the acquired signal and only removes the noise, avoiding the limitations of the common smoothing methods like the Savitzky-Golay, 18 Bayesian, 19 or moving average procedures. When this method was applied to computer simulated spectra, we found a systematic enhancement on the accuracy of the results, but we still do not have an answer for this apparent paradox. We still have to evaluate the improvement produced by this smoothing procedure over detection and quantification limits in spectral analysis.
Theoretical

Adjacent Average Algorithm
A common process for smoothing signals is the moving or adjacent average. A sequence of raw data m ¼ m i f gi ¼ 1, . . . , N can be replaced by another array of smoothed data. The new smoothed point m s i is obtained as the average of an odd number of consecutive 2 n þ 1 (n ¼ 1, 2, 3,..) points of the raw data m i-n ; m i-nþ1 ;. . .; m i-1 ;
The number (2 n þ 1) is named filter width, f w . As the filter width increases, the smoothing effect is more intense. When the smoothing procedure is applied, the first n and the last n elements are lost, but they can be ''artificially'' reinserted in the new sequence of data.
In spectroscopic applications, these procedures should be carefully applied. The shape of the peaks is significantly distorted when they are narrow compared to the filter width, f w .
As an example, we evaluate the smoothing operation determining a constant and its uncertainty in a noisy sequence of data. We propose a given sequence m ¼ m i f g with a sum S ¼ P N i¼1 m i and medium value " m ¼ S=N, affected by noise ruled by a Gaussian distribution with uncertainty Á ¼ 1 (standard deviation) at each point. If we apply Eq. 1 with a filter width, f w ¼ 3 we obtain a smoothed sequence: mi s ¼ (mi-1 þ mi þ mi þ 1)/3. This procedure slightly deteriorates the accuracy of the mean value, but improves the precision (a reduction in the standard deviation is obtained) for each data of the new sequence m s i , as is described. The new smoothed sequence m s is
ð2Þ with a sum S s ¼ P NÀ1 i¼2 m s i , which can be expressed as
which can be rearranged as
If the data at the beginning and at the end of the sequence do not show strong variations, we can approximate m 1 % m 2 and m NÀ1 % m N , and we obtain:
Then, Eq. 4 can be expressed as S s ffi P NÀ1 i¼2 m i and the new mean value is
That is, the accuracy of the new mean value is approximately the same.
The uncertainty of the new sequence can be calculated as
Being ÁH x i ð Þ the combined uncertainty associated with the function H x i ð Þ, and Áx i the uncertainty of every one of the M independent input variables.
Applying Eq. 6 over Eq. 4, we obtain
taking into account that Ám i ¼ 1, the uncertainty of the smoothed data is
This procedure reduces the uncertainty of each of the smoothed mi s data by a factor of ffiffiffiffi ffi f w p .
Proposed Method
As was said, it is not advisable to apply the adjacent averaging method in atomic or nuclear spectroscopies, because the height of the peak is reduced and its width is increased, being both negative effects in spectral analysis. But, once the peaks are properly identified, then the complete spectrum can be analyzed using characteristic functions. 20 That is, to each element a perfectly defined sequence of data Fi (obtained in special conditions 21, 22 can be assigned (see Appendix II). Then, a weighted smoothing method can be proposed, as:
In the case that n ¼ 1, the filter width is
, and the smoothed m s i data are:
This procedure, when properly applied, does not distort the peaks; it only improves the precision of the results. By applying Eq. 6 over Eq. 10, and taking into account that ÁF i ¼ 0, we obtain:
If there is a linear relationship between the measured data m i and the characteristic function Fi, that is, m i ¼ aF i , then the uncertainty of each m i data is ffiffiffiffiffiffiffi aF i p , (since the acquisition of spectroscopic data is ruled by the Poisson statistics), then:
If the data do not show strong variations, we obtain
This procedure reduces the uncertainty of each of the smoothed m s i data by an approximate factor of ffiffiffiffi ffi f w p . This mathematical algorithm will be applied to simulated data in order to evaluate the improvement over the precision in the processed spectra. It should be emphasized that, if it is properly applied, this smoothing operation does not lose or distort the information of the pure underlying signal, so this technique does not produce any loss of reliability in the results.
Error Evaluation
If this algorithm does not modify the signal, then when it is applied to an analytical function F x ð Þ its error should be zero, that is, F s i ¼ F i . Applying this smoothing process to an arbitrary pure function F x ð Þ, with a f w ¼ 3, we obtain:
From Eq. 14 we can obtain the next F iþ1 value, as:
Defining two ''arbitrary'' values for F 1 and F 2 , which can be used as seeds in the ''generating function'' at Eq. 15, we obtain a particular sequence F i which is not altered for the proposed smoothing method, where indeed F s i ¼ F i . In general, this special sequence F i should not match with a given spectroscopic signal.
In a common situation, by the application of this algorithm to an analytical function, an error will be produced. This error can be evaluated, as:
We notice from Eqs. 9, 10, and 14 that this method becomes unstable when the denominator
Þis close to zero. In addition, we can determine that the error is strongly correlated with the relative growing of the function, that is, e i / F iþ1 ÀF i F i . For these reasons, before applying this method, it is convenient to increase the function F x ð Þ by the addition of a constant k, which after smoothing should be subtracted.
We evaluate the error produced by this method over a quadratic function, F x ð Þ ¼ ax 2 þ bx þ c as was implemented by some specialized spectroscopic programs 23 in order to quantify the heights of the peaks. In this case, the proposed function is defined as:
The application of the Eq. 16 over the function FðxÞ evaluates the relative error, which is shown in Figure 1 , where also are included the relative errors produced by: (1) the method over the function FðxÞ biased with a constant k ¼ 500; and (2) by the moving average smoothing over FðxÞ.
In a general analysis, we can evaluate the error when the biasing k is a continuous variable, as is shown in Figure 2 .
As can be seen from Figures 1 and 2 and from Appendix I, the error produced by the application of the proposed smoothing method can be decreased in order to make it negligible.
Application Examples
This method will be applied to both simulated data and measurements obtained from a standard acquisition system in order to evaluate its characteristics and the improvement obtained on the quality of the results.
Simulated Data
In a spectroscopic acquisition, the quadratic signal defined at Eq. 17 will be affected by fluctuations ruled by the Poisson's statistics, as is shown in Figure 3a .
If we take into account the effects of biasing the pure function F, Eq. 10 can be written as: If we apply Eq. 18 with k ¼ 500 over this noisy signal, and two other methods, all with a f w ¼ 3, the results obtained are shown in Figure 3b .
A numerical evaluation of the errors indicates that the error produced by the proposed method is at least one order of magnitude smaller than those produced by the adjacent average and Savitzky-Golay smoothing.
Multiple Sequences of Smoothing
This smoothing operation can be applied more than once in order to obtain a more pronounced effect. For example, if we apply the adjacent average method with f w ¼ 3, Table 1 shows the coefficients of the raw data required in order to obtain the m i js data (j is the number of smoothing sequences).
Pascal's coefficients (OEIS A027907) 24 follow a kind of Pascal´s triangle, but in this case they are obtained from the trinomial triangle. Equivalently, the trinomial coefficients are defined by:
The proposed method, also with f w ¼ 3, follows a similar but more complex sequence of coefficients for multiple smoothing factors, as is shown in Table 2 .
For the second sequence of smoothing (m 2s ), each of the required m raw data should be divided by three particular coefficients, which in this case are defined as:
For the third sequence of smoothing (m 3s ), each of the required m raw data should be divided by seven particular coefficients, which in this case are defined as:
. This smoothing multi-sequence is extremely effective at reducing the noise in the spectroscopic signal. As this sequence increases, the noise is progressively reduced but, if this method is properly applied, the peak height and width remain unchanged. In this case, improvements over accuracy and precision are obtained. Now we evaluate the integral of the successive smoothing techniques of the signal shown in Figure 4 . The results are shown in Figure 4a , where we observe: (1) the fast convergence of the proposed method (only two smoothing methods are required in order to obtain steady results); and (2) an improvement in the accuracy of the results. As a verification of the improvement over the accuracy of the results, Figure 4b shows ten arbitrary applications of the proposed method, over the function defined at Eq. 17 
Real Experimental Data
Now we follow a similar procedure in order to apply this method over measurements obtained from a standard acquisition system. In particular, we study the analysis of a multivitamin sample by TXRF, in order to obtain a reliable quantification of the amount of iron. It's spectrum is shown in Figure 5 .
By a proper definition of the iron function F (Appendix II) (biased in all cases with k ¼ 500) and the recursive application of Eq. 18, we obtain successive smoothing of the raw data. The results are shown in Figure 6 .
The raw data and the successive smoothing were adjusted with three methods: (1) using the Spectra 6.1.1.0 program, provided by the seller of the PicoFox TXRF spectrometer; (2) using a nonlinear procedure, using a Gaussian function; and (3) using the iron function, F, and applying a least squares method. The results obtained are shown in Table 3 . (a) Net area quantification from three different smoothing techniques of the noisy signal defined at Eq. 17 as a function of the successive application of the algorithms. The proposed method converges with only two iterations and also improves the accuracy of the results. (b) Net area quantification from the pure signal defined at Eq. 17 affected by different materialization of noise. Also shown is the net area calculated after one iteration of the proposed method. In all cases, an improvement of the accuracy in the results is obtained. Table 2 . Coefficients applied to the raw data for multiple-smoothing procedures when the proposed method is applied.
The Gaussian fit was made applying the function:
, where A stands for the area under the curve.
The least squares fit was made using the relationships between the measured data and the pure iron function, F, according to:
where a minimizes the residual (e i ) sum of squares. The residuals in the fitting of the raw data and in the successive smoothing, as a function of the a parameter, are available in Appendix III. The chi parameter in the Gaussian and least squares fits is obtained from: 2 ¼ 1 j P j i¼1 m i À E i ð Þ 2 =E i ; E i being the expected value of the measurement.
As can be seen from Table 3 , the proposed smoothing procedure noticeably improves the uncertainty in the net area quantification.
Conclusion
We have proposed and studied a new smoothing method, which was conceived to be applied to atomic and nuclear spectroscopies. This algorithm requires a previous characterization of the signals that are expected to be quantified, which can be obtained from the acquisition of a spectrum of a pure element standard or otherwise, from a theoretical model of the system under study. These signals are used as weighted coefficients in the smoothing algorithm.
In order to evaluate the characteristics of the method and the improvement on the quality of the results, the algorithm was applied to data which obey the Poisson statistics. We processed two sorts of spectra: (1) simulated data; and (2) real experimental measurements. This method becomes unstable if the signal is close to zero (Eqs. 9 and 10). If we take the simple precautions by biasing the weighting function, F, the degradation of the signal can be neglected (Eq. 18 and Appendix I). For instance, in TXRF, mSR-XRF, and PIXE spectroscopies, the typical values of the uncertainties in the results are on the order of few percent, so the error caused by this smoothing procedure ($0.1%) in all cases can be ignored (Figures 1 and 2) . As with all smoothing techniques, the proposed method significantly improves the precision of the results (Table 3 and Appendix III), but when it was applied to computer-simulated spectra, we found a systematic enhancement on the accuracy of the results (Figure 4 ). We still do not have an answer for this apparent paradox. Also, in the particular experimental case studied, after the application of this method, we noticed a strong variation on the net area quantification of the iron peak (Table 3) .
This algorithm, when properly applied, does not distort the form or the intensity of the signal, so it is well suited for all kinds of spectroscopic techniques. This method is extremely effective at reducing the fluctuations in the signal (Figures 3 and 6 ). We have also studied the effect of multiple applications of this method, that is, a recurrent application of this algorithm. As this sequence increases, the noise is progressively reduced but if this method is properly applied, the peak height and width remain unchanged. For the kind of data studied, this method shows a fast convergence and improvements over accuracy and precision of the results are obtained. We also expect improvements over detection and quantification limits when this method is applied over real experimental results. These kinds of evaluations are recurrent in all spectroscopic techniques, for instance, in TXRF spectroscopy there is a list of reports which carefully evaluate its characteristics. [25] [26] [27] We consider that this method will improve the quality of the results in many spectroscopic techniques.
In general, when this algorithm is applied over experimental results, it is necessary that the sought characteristic functions (F) required for this weighted smoothing method should be obtained from a system with strong stability. If the signals used as weighted coefficients are not perfectly defined, this method should be applied with care.
Appendix I. Evaluation of the Error When This Method is Applied over Constant, Linear, and Quadratic Functions
If we smooth a constant function (F ¼ c) with a f w ¼ 3, according to Eq. 10, we obtain:
That is, there is not degradation of the signal. If we smooth a linear function (F ¼ bx þ c) with a f w ¼ 3, according to Eq. 10, we obtain:
We can evaluate the error produced by the smoothing, subtracting at Eq. AI.3 the real value F i :
Since the data can be biased (increasing the value of c, with the addition of a constant k which is later subtracted), we can make the distortion as small as we want.
If we smooth a quadratic function (F ¼ ax 2 þ bx þ c) with a f w ¼ 3, according to Eq. 10, we obtain:
ðAI:5Þ
We can evaluate the error produced by the smoothing, subtracting at Eq. A5 the real value F i :
ðAI:6Þ
Taking the derivative with respect to c, we obtain:
That is, the error always decreases if c increases. In all of the studied cases, the error of this smoothing method, if it is properly applied, can be neglected.
Appendix II. Evaluation of the Function F in a Real Experiment; Function F is Required as a Weighted Coefficient in the Smoothing Algorithm
The iron evaluation in a real measurement requires a perfectly defined sequence of data Fi (obtained in special conditions). The definition of the iron ''pure function'' F (which is used in Eq. 18) was obtained from two spectra (F 1 and F 2 ) acquired for 1000 s each, of a reference compound (a high purity Cl 3 Fe sample, diluted to 15 ppm), as is shown in Figure AII .1.
The spectra F 1 and F 2 background subtracted were normalized as:
, for F 1N ; and the same procedure was made for F 2N . Later they were summed in the region of interest (ROI) (6.0-7.5 keV). The j index corresponds to the number of channels of the ROI. The function F N is obtained as a sum of both spectra, as: F N ¼ (F 1N þ F 2N )/2, which is shown in Figure AII. 2. An evaluation of the error of the F N function, calculated as e ¼ (F N1 À F N2 ), is also included.
Once the iron function F N is obtained, the smooth procedure can be applied. The iron raw data and a linearly increased F N function (F) are shown in Figure AII , so its quality should be evaluated. This noise is calculated as: " ¼ abs(F N1 -F N2 ). In this case, the noise is appropriately small compared with the F N function, being of the order of 0.1%. 
