Matching a set of 3D points to another set of 3D points is an important part of any 3D object recognition system. The Hausdorff distance is known for it robustness in the face of obscuration, clutter, and noise. We show how to approximate the 3D Hausdorff fraction with linear time complexity and quadratic space complexity. We empirically demonstrate that the approximation is very good when compared to actual Hausdorff distances.
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Introduction
In 3D image understanding, we would like to recognize objects such as faces or vehicles in 3D range imagery. One approach uses a template from a database of objects and matches it to the probe image containing the unknown. Mean square error can determine the goodness of the match [2] , but it fails for an obscured object or if the probe image has excess clutter. The
Hausdorff distance can measure the goodness of a match in the presence of occlusion, clutter, and noise [5] [6] . In this paper we discuss a new and novel method on how to efficiently, in time and memory, compute the Hausdorff distance for 3D range imagery.
Hausdorff Distance
The Hausdorff distance was originally designed to match binary edge images [5] . Modifications to the Hausdorff distance permit it to handle not only noisy edge positions, but also missing edges from occlusion, and spurious edges from clutter noise [5] 
where ⋅ represents the distance between points and measured by some norm, for example the Euclidean norm . 
Hausdorff Modifications
The following equation gives a modified Hausdorff distance for handling partial obscurations and clutter [5] :
This equation uses the th K rank pairing instead of the largest one. This allows a certain number of points from the template A to be obscured and not have a matching point from the probe B. An alternative formulation to (2) that does not require a partial sort computes the directed Hausdorff
Here, τ represents the largest acceptable Hausdorff distance and ⋅ represents cardinality or the counting operation. Thus, for each point in A we find the closest point in and count the number of distances less than the threshold B τ . We then divide that count by the number of points in the set A. This gives the fraction of points from A within a certain distance of points from B.
The directed Hausdorff distance is not symmetrical, thus does not always equal . One can view as a hypothesis generation step and by computing over a limited extent, becomes a verification step. We usually take the limited extent to be a bounding box around the points in A. This reduces mismatches caused by other objects or clutter in the image containing the probe B. The same arguments apply to the directed Hausdorff fraction
. Using a limited extent, the undirected Hausdorff distance is defined as . Thus, we require small distances for both the hypothesis and verification for point set A to match point set B. In a similar way, we can define the undirected Hausdorff fraction as
3D Sensors and Data
To ground the discussion of 3D representations and Hausdorff calculation we use the Minolta Vivid 910 ranger scanner. The Minolta Vivid 910 is commercially available and produces a 640x480 range image and a corresponding 640x480 color intensity image. The Minolta uses a projected laser stripe to acquire triangulation-based range data and has an optimal range depth of field of at most 1.2 m with a range resolution of 0.1 mm.
We verify our approach using a 3D database collected with the Minolta Vivid 900 range scanner by the University of Notre Dame. The data comes from Collection D of their biometric database [3] [4] and contains images of 275 subjects acquired over a thirteen week period. Of the 275 subjects, 200 participated in more than one session allowing the first image to be used as template and subsequent acquisitions to be used as a probe image (test image against the template). The faces have an average of 80,000 3D points.
3D Data Representation and Space Complexity
Representation of 3D data is usually determined by the types of algorithms used to process the data and memory requirements for the data structures. We will discuss three data representations we do not lose much accuracy, since the Minolta scans to a 640x480 array. The Minolta scan pattern is not rectangular, so we lose some accuracy when quantizing. If we use 4 bytes to represent a range value, then a range image requires 1.17 MB. Thus, for a slight loss in accuracy,
we gain a reduced memory representation, but still at space complexity. For either the point cloud or range image representation we can reduce the memory requirements using a fixed point representation, if we can constrain the range of the data or normalize to the distance of the object from the 3D sensor.
The voxel representation stores a 3D image using a 3D array. Here, each coordinate in 3D space maps to an integer index. Here, the voxel representation has a cubic space complexity . Each array element contains a 1 or a 0 indicating whether there exists an coordinate that maps to the corresponding index or not, respectively.
Here, one could represent each voxel with one bit. To represent the full resolution of the Minolta sensor (1.2 M range with 0.1 mm accuracy and 640x480 spatial size) would require 12000 ranges bins or 3500 MB to store the 3D array. To reduce the memory requirements, we can decrease the range accuracy to 1mm and require 350 MB.
Hausdorff Computation and Time Complexity
The speed of computing the Hausdorff distance depends on the representation used to store the 3D data. Using the point cloud representation, the Hausdorff fraction (2) We can obtain a faster Hausdorff distance computation of time by using the voxel representation. The reduced time complexity requires using a distance transform (DT) that can be computed in linear time [7] . A DT of a voxel image is a new voxel image where every voxel gives the distance to the closest voxel containing a 3D point or a "1." Figure 2 shows an example of a 2D image and also the corresponding DT. In the DT image the numbers correspond 
in the Hausdorff fraction we compute:
This operation has constant time complexity , since is constant and independent of the number of points B. The quantity
has linear time complexity and grows at the rate of the number of points in A. Thus, the time complexity for the Hausdorff fraction using the range image representation and the distance kernel is linear . 
Conclusion
The 3D Hausdorff fraction can measure the goodness of match in the presence of occlusion, clutter, and noise. This paper describes how to efficiently approximate the 3D Hausdorff fraction in time and space. The window based Hausdorff has a time complexity of linear and a space complexity of quadratic . Using a distance transform, we can get an exact Hausdorff distance in time complexity, but the space complexity increases to cubic . A space complexity is impractical for all, but the smallest of 3D images. Using a point cloud representation we can achieve an space complexity, but the time complexity is also 
