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A SEARCH FOR WINO PAIR PRODUCTION WITH B − L R-PARITY
VIOLATING CHARGINO DECAY TO A TRILEPTON RESONANCE
WITH THE ATLAS EXPERIMENT
Leigh C. Schaefer
E. Thomson
This dissertation presents several searches for supersymmetric partners (superpartners) to Stan-
dard Model particles. These analyses are performed using proton-proton collision data from the
Large Hadron Collider (LHC) collected by the ATLAS experiment. The B −L Minimal Supersym-
metric Standard Model predicts that these superpartners will have small R-parity violating couplings
and the lightest superpartner will therefore decay to Standard Model particles. Two searches are
presented for pair production of scalar top quarks (stops) which subsequently decay to a b-quark
and a charged lepton. Limits are set as a function of the stop decay rate to each lepton flavor. The
first analysis, performed with 20.3 fb−1 of
√
s = 8 TeV data, sets limits on the stop mass between
500 and 1000 GeV, while the second analysis, which used 36.1 fb−1 of
√
s = 13 TeV data, sets
stop mass limits between 900 and 1500 GeV. In both analyses, the best limits are achieved for the
scenario where the stop decays to a b-quark and an electron more than 95% of the time. Addition-
ally, a search for charged and neutral winos (superpartners to the Standard Model gauge bosons) is
presented. One possible decay of the charged wino is to a charged lepton and a Z boson. If the Z
then also decays to two charged leptons, the four-vector of the three leptons reconstructs that of the
charged wino. In this way, the wino search is performed via a trilepton mass resonance. This search
utilizes several reconstruction techniques to have sensitivity to many different charged and neutral
wino decays in addition to the trilepton resonance. Stringent limits are set on the wino mass for
many possible lepton and boson branching ratios. This analysis uses 139 fb−1 of
√
s = 13 TeV data
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Preface
I started graduate school at Penn in September 2013 and officially joined the Penn ATLAS group
in January 2014. For my first semester I was unsure which research group to join, but the decision
was easy after Brig Williams invited me to a group lunch at Han Dynasty (the official Penn ATLAS
lunch venue) in November 2013 “celebrating our first year students on (or interested in) ATLAS”.
An excerpt from Brig’s email:
Justin Khoury stopped by my office yesterday to express with great enthusiasm how
well our first year HEP students did on his first quantum mechanics mid-term, both
individually and collectively (making up more than 50% of the top third of the class).
Congratulations Will, Bill, Bijan, Joey, Khilesh, and Leigh.
It seems they have already gotten into the Penn graduate student culture of inspiring
one another to great accomplishments.
I taught lab at that time so I initially declined the invitation, but Brig convinced me to join the
lunch and in so doing (and as far as I can tell unknowingly) convinced me to join the group. This
interaction is a perfect example of how strongly the faculty advocate for the students, even those who
are not yet involved in the group. The same is true for the older graduate students who immediately
made me feel very welcome and suggested that I work on projects in which they were personally
invested, so that they helped me get ramped up on these projects. This camaraderie was a constant
throughout my time in graduate school.
My first project with the group was getting involved on a search for a supersymmetric partner
to the top quark (“stop”), using LHC data collected in 2012 with a center-of-mass energy of 8
TeV [1]. With advice from Evelyn Thomson and Joe Kroll, the analysis team primarily consisted
of Brett Jackson, who really took me under his wing and taught me an incredible amount about
xx
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LHC physics. This analysis was of particular interest to the group because it is motivated by a
model developed in part by Penn and former-Penn theorists Burt Ovrut, Sogee Spinner, and Austin
Purves. I think my first project was checking the efficiency of various kinematic selections on our
signal objects. My most notable contribution during this time was checking the signal efficiency
of the triggers we planned to use. This led to the revelation that we needed to use an additional
high-momentum lepton trigger to avoid a rapid drop in efficiency for the high mass signal points,
which generally have decay products with higher momentum. I also performed truth-level studies
to compare the exclusion potential of analyses performed with 8 TeV and 13 TeV data, which I
presented as a poster at the US ATLAS meeting in Seattle in August 2014 [2].
In summer 2014, I made my first trip out to CERN to learn about the Transition Radiation
Tracker (TRT), one of the ATLAS subdetectors. I was nominally on the TRT Data Acquisition
(DAQ) team for those few weeks in the summer, although my most notable accomplishment in this
group was getting the permissions necessary to crawl around the detector. Sarah Heim, at the time
a Penn postdoc who led the DAQ team, took time out of her incredibly busy day to give me a tour
around the cavern and to take the obligatory picture of me in front of the detector.
During the same CERN visit, I became involved in the TRT software group. Kurt Brendlinger
proposed a TRT software project to me while we were sitting in Cobra (the Penn office at CERN).
As a very active member of the electron identification efforts, Kurt recognized that it would be useful
to have a local description of the occupancy surrounding a track in the TRT, so he suggested that I
jump in and spearhead this effort. Ultimately TRT software ended up being the group I was most
involved in throughout my graduate career, so I’m grateful to Kurt for suggesting this project to me
that day in Cobra. I spent about a year working on the local occupancy studies while also taking
classes and helping out where I could on the stop search. This project became my qualification task,
which on completion deemed me worthy of being an author on the ATLAS collaboration. At this
point I started to get involved in other aspects of the TRT software group, the grand majority of
which will not be described in more detail in this dissertation, but which are outlined below.
I took many shifts to monitor the quality of the TRT data being collected. This consists of
the prompt daily assessment of new data to ensure that its quality meets certain standards. This
monitoring occurs in two stages for each data run: the rapid “Tier0” processing of new data is
used to check for major issues in the detector during the run, such as noisy or dead parts of the
detector, and to see if new calibrations are necessary. In the TRT, this is a calibration of the relation
between drift radius and drift time, to ensure that the TRT tracks are as accurate as possible. If
needed, a new calibration is then performed and uploaded to the database. In the second stage of
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the monitoring, all the data is re-processed with any new calibrations or other database updates
from all subdetectors, after which a second sign-off is performed for each run. This monitoring is
crucial to the health of the ATLAS data, to ensure that all data is processed with good-quality
calibrations, as well as to ensure that physics analyses only use data that is of good quality.
A few years after taking my first shift, I put some effort into improving the calibration procedure,
in particular to keep an updated database of live and dead TRT straws. This database had not
been regularly updated during data taking, but it is important to maintain a current list in order
to accurately know which straws can have hits or not. This is very important for tracking as well
as for occupancy calculations. I also put a large amount of effort into improving the documentation
which the “shifters” use as guidelines.
Some time in the summer or autumn of 2015, I took over DAOD production for the TRT group.
A DAOD, or Derived Analysis Object Data, is a type of data format which keeps all the useful
information about each event and gets rid of as much of the useless information as possible. Of
course each team has a different opinion on what is useful and what is useless, so there are many
DAOD formats in the collaboration. I took on the role of producing and maintaining the TRT
DAODs for the use of everyone doing studies in the TRT software group. This required a surprising
amount of samples, as most of the active work in the TRT software group is developing algorithms
and tools which affect the output in the DAODs. This included, for example, different gas geometries
(distributions of xenon and argon in the straws), different calibration procedures, different methods
of simulating the pulse shape of a charged particle traversing a straw, or some combination thereof.
Many iterations of samples were necessary as studies progressed. Sometimes it was necessary to do
this from an early stage of simulated processing, called digitization, and this took a good amount
of effort to stabilize as well, since this is a very CPU-intensive procedure. All the examples above
are possible variations for simulated samples, but of course it was important to have data samples
available for the group as well. In this context I developed a set of criteria to select and store specific
events in the data samples, and reject all other events from the output. This was greatly beneficial
to the size of the TRT DAODs, since only interesting events were being stored. In addition to
creating the samples that were needed for everyone’s studies, a large part of my task was defining
and adding all the variables that were needed in the TRT DAODs, as well as maintaining the storage
and bookkeeping of all the samples, and documenting the procedure used.
In September 2016, I became coordinator of the TRT software group, in which role I served
until the following September. I moved out to CERN for the 2017 calendar year to more effectively
perform the associated duties. This is a managerial role usually reserved for postdocs, so it was
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a very unique opportunity for me to take this leadership position in the collaboration. This role
consisted of many responsibilities, which can generally be summarized by the jobs of coordinating
the work within the group and communicating with other groups such as software management and
tracking performance. Both of these roles required attending, and running, many hours of meetings
every week. Coordinating the work within the group required me to understand all the projects
being actively worked on in the group, motivate the analyzers to keep up good progress, and identify
areas that could use more attention as well as the best person to provide that attention. This also
consisted of making sure younger students had the support they needed and assigning appropriate
projects to newcomers to the group. It also required a certain amount of crisis management, putting
out any fires that may come up. One example of this sort of crisis was a drop in TRT track extension
efficiency that was observed with high-pileup data, which we needed to understand and mitigate.
The other managers and I worked incredibly quickly to provide a reasonable solution to this issue
in order to reach a deadline for an upcoming software release. Beyond the work within the TRT
software group, it was also my responsibility to present our progress to external groups. To this end
I gave several collaboration-wide presentations, including an ATLAS week talk. I’m very grateful I
had the opportunity to give a talk in the Main Auditorium at CERN during my time in graduate
school, although each of these meetings made me keenly aware of how difficult my first name is
for Europeans to pronounce. I saw a moment of confusion on the face of a member of the ATLAS
management before he called me Schaefer and later Catherine.
Around late summer 2016, efforts were underway to revamp the stop search with LHC data
collected at the higher center-of-mass energy of 13 TeV [3]. The analysis team consisted of Evelyn
Thomson and Jeff Dandoy, a Penn postdoc that joined the group in summer 2016, as well as three
analyzers from the University of Sussex: Guiseppe Lerner, Kerim Suruliz, and Iacopo Vivarelli. TRT
software coordinating took the grand majority of my time, but I helped with the stop search in a
few ways. I optimized some selections like the b-tagging working point, and some kinematic cuts to
define signal regions. I was able to present these results both at the American Physical Society’s
meeting of the Division of Particles and Fields at Fermilab in August 2017 [4], and as a poster in
Particles In Collision in September 2017 in Prague [5]. I was awarded best poster at that conference,
and my prize was a uranium-doped tumbler glass, which was super cool.
By the time my TRT responsibilities were over, the stop search was more or less finalized. With
no observed deviations from the Standard Model, Evelyn, Jeff, and I started renewing conversations
amongst ourselves and then with Burt, Austin, and Burt’s then-new graduate student Sebastian
Dumitru, to choose the next reasonable place to look for supersymmetry. We experimentalists were
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intrigued by a final state involving a trilepton resonance, and we asked the theorists to investigate if
this was a feasible and likely signature within their model. They really ran with this idea and delved
into this new possibility, providing so much useful information for us to design a realistic search,
and ultimately getting two papers out of the studies as well. This experience was very awe-inspiring
and rewarding for both teams. It is certainly unique for experimentalists and theorists to meet
weekly and compare notes, in order to design a search that’s realistic within the framework of a
certain model, and again speaks to the distinctive environment that is fostered in the Penn physics
department.
The analysis that came from these conversations represents the bulk of my physics work in my
graduate career. I led the effort of this analysis from start to finish, which was incredibly rewarding
and enlightening. My efforts included generating signal samples for charged wino pair production,
optimizing event reconstruction and selection in order to keep signal and reject background events,
developing background estimation and limit-setting strategies, developing the framework, managing
the lists, production, and storage of our samples, as well as documenting the entire procedure start
to finish. Two other of Evelyn’s graduate students were also quite involved in this analysis. Ian
Dyckes drove the effort to estimate the background from fake leptons, as well as optimizing some
object-matching strategies to reconstruct the correct trilepton mass. Lucas Flores spearheaded the
generation of charged-neutral wino production, optimized the regions used to constrain the tt¯Z
background and validate this constraint, and contributed to the choice of bin width used in the
trilepton mass distribution. Last but not least, in addition to many great insights and ideas for the
analysis as a whole, Jeff derived the theory uncertainties. The results from this analysis are still
being finalized, so some results presented in this dissertation are still preliminary. The analysis team
is working very actively so we expect to have final results soon.
All the projects I’ve worked on have been incredibly rewarding, especially as TRT software
coordinator and leader of the wino analysis. I’m so grateful that I had the opportunity to work
with such a large collaboration of extremely smart and dedicated physicists from all over the world,
and I feel especially lucky to have been part of the very welcoming, encouraging, and collaborative
environment in the Penn physics department. It was such a fulfilling experience and I know I will





Particle physics has been a lively and exhilarating field for over a century. From the discovery of the
electron to the Higgs boson, and everything in between, each discovery has led to a more complete
understanding of the most fundamental building blocks of nature, with the goal of understanding
the conditions immediately after the Big Bang and how these conditions evolved into the universe
in which we live today.
Alongside the observation of each of these particles, and the development of more and more
sophisticated experiments with which to search for them, were the development of theories to explain
them all. These theories sometimes worked retroactively, trying to explain some phenomenon that
had already been observed, and they sometimes worked proactively, predicting particles that had not
yet been observed based on the knowledge at the time. These theories were accepted, rejected, and
modified over time to adapt to the most recent observations, and ultimately coalesced into the so-
called Standard Model of particle physics (SM). This is a quantum field theory which mathematically,
and very elegantly, explains all of the known particles and their interactions. With the 2012 discovery
of the Higgs boson by the ATLAS and CMS experiments, the SM is considered complete, meaning
that all of the particles it predicts have been confirmed experimentally to exist.
However there are many experimental observations which are left with no feasible explanation
in the SM. For this reason there are still many new “Beyond the Standard Model (BSM)” theories
being developed, working proactively to try to explain these observations. One of the most popular
of these theories is Supersymmetry (SUSY), which is actually comprised of a large suite of theories
that fall under this umbrella term. SUSY (as well as most, if not all, BSM theories) predicts many
new particles which are then enthusiastically searched for in experiments. Many of these searches are
performed at the Large Hadron Collider (LHC) at the European Organization for Nuclear Research
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(CERN), the world’s largest and highest-energy particle collider, and the experiments that collect
its data, such as ATLAS.
This dissertation presents some of the research conducted with the ATLAS experiment to search
for novel signatures of Supersymmetry, using LHC data from 2012 to 2018, and is organized as
follows. Chapter 2 provides a brief explanation of the Standard Model, including some of its short-
comings. It then introduces Supersymmetry as providing solutions to these shortcomings, and
explains the specific supersymmetric model that is used to motivate the searches presented in this
thesis. One remarkable feature in this model is that the predicted supersymmetric particles can
decay to SM particles, leading to unique experimental signatures. The experimental setup of the
LHC as well as the ATLAS detector is described in Chapter 3, which also explains how the data
collected is translated into information about the physics interactions created in the proton-proton
(pp) collisions. Chapter 4 provides specific details about the Transition Radiation Tracker (TRT),
one of the ATLAS subdetectors that contributes to the momentum measurement of charged parti-
cles and provides electron discrimination. This chapter presents efforts to maintain and improve the
software analysis of the TRT data, to ensure that momentum measurements and electron identifi-
cation are as accurate as possible in the difficult environments at the LHC. Chapter 5 details two
searches for the supersymmetric partner of the top quark (called a “stop”) which were conducted
with two independent LHC datasets. In both searches, the stop decays to a b-quark and a lepton,
leading to final states with 2 leptons and 2 b-jets, which when paired correctly reconstruct the stop
mass. Chapter 6 presents a search for the supersymmetric partner of the gauge bosons (called a
“wino”). One interesting possibility is for the charged wino to decay to a Z boson and a charged
lepton. If the Z boson then subsequently decays to a pair of charged leptons, the final state consists
of three charged leptons which reconstruct the wino mass. The analysis presented in this chapter




This chapter describes the theoretical background which motivates the research presented in the
rest of this thesis.
2.1 The Standard Model
The SM of particle physics is a very well-established quantum field theory which mathematically
explains much of the known phenomena in this field [6–8], in particular all the known particles,
which are summarized in Figure 2.1, and their interactions. These particles can be grouped into
fermions, gauge bosons, and the Higgs boson. Fermions are spin-1/2 particles which comprise what
is commonly considered matter, such as quarks and leptons. There are three generations (flavors)
of each fermion type; the only difference between generations is their mass. Gauge bosons are spin-
1 particles which mediate the interactions between other particles. The Higgs boson is a spin-0
particle which is responsible for the mass of all fundamental particles as well as the breaking of the
electroweak symmetry into its electromagnetic and weak components via the Higgs mechanism, as
described below. The SM encompasses the current understanding of the electromagnetic, weak, and
strong interactions with a local (gauge) SU(3)C × SU(2)L × U(1)Y symmetry.
The SU(3)C symmetry describes the strong force, or quantum chromodynamics (QCD). The
strong force dictates interactions between quarks and gluons, and is mediated by massless gluons.
Quarks and gluons are charged under a quantum number called “color” which can be red, green, or
blue. Particles with color charge have never been observed to exist alone in nature. Rather, it is
energetically favorable to pull new colored particles out of the vacuum and create a colorless state.
This process is known as “hadronization”, as hadrons are colorless bound states of quarks.
3
2. Theoretical Framework 4
8/26/2019 The Standard Model of particle physics is brilliant and completely ﬂawed - Science News - ABC News
https://www.abc.net.au/news/science/2017-07-15/the-standard-model-of-particle-physics-explained/7670338#lightbox-share-7864318 1/5
The Standard Model of particle physics is brilliant and completely
ﬂawed
By Bernie Hobbs
Updated 14 July 2017 at 7:26 pm
First posted 14 July 2017 at 6:25 pm
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The Standard Model of physics describes the known particles and forces that operate at the tiny quantum scale.
(Wikimedia Commons: Miss J)Figur 2.1: The fundamental particles which comprise the SM, grouped by type. The fermions are
the quarks (purple) and the leptons (green). The bosons are the force-carriers (red) and the Higgs
(yellow). The numbers in the top left of each box show, in descending order, the mass, electric
charge, and spin of each particle [9].
The SU(2)L × U(1)Y symmetries describe the weak force and the electromagnetic force, or
quantum electrodynamics (QED). At high energies these forces unite and so it is common to refer
to them as the electroweak (EWK) interaction, and their separation at low energies is referred to
as electroweak symmetry breaking. The fields which describe these interactions are the W and B
fields, and the boson mass eigenstates are admixtures of these fields. QED is mediated by massless
photons and describes QED interactions between charged particles. The weak force is mediated by
massive W± and Z bosons and describes weak interactions such as nuclear decay.
The SM has been extremely successful at predicting measured phenomena, as can be seen from
Figure 2.2 which compares SM predictions for the production cross-sections of various processes
to the measured values. However it also has many shortcomings; in particular it cannot provide
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explanations for many observed phenomena in the universe. For example, gravity, the fourth fun-
damental force, is not included in the SM. It is reasonable to expect that a force carrier called a
graviton would mediate gravitational force in the same way that other gauge bosons mediate the
three forces in the SM, but this has not been successfully incorporated into the SM framework. It
is necessary to have a quantum description of gravity at very high energies, namely at the Planck
scale, which is roughly 1018 GeV. There is also no reason why the mass of the Higgs boson should be
so light compared to the Planck scale. The physical mass of the Higgs is obtained through quantum
corrections from every particle that couples to the Higgs. These corrections are proportional to a
scale where new physics must become relevant. Indeed this has been explored in the context of
grand unified theories (GUTs), which introduce new heavy gauge bosons that couple to the Higgs.
These couplings correct the Higgs mass with terms that are proportional to the square of the GUT
scale, which has current bounds above roughly 1016 GeV [6]. Since the Higgs mass corrections
are proportional to such a large number, it is puzzling how the Higgs mass itself can be so small
in comparison (roughly 125 GeV). This issue is called the “hierarchy problem”, and it raises the
concern that this exact cancellation of the corrections, to obtain physical masses at the EWK scale,
does not seem very natural. It is reasonable to wonder if this mass hierarchy can be explained by
a more fundamental reason than this apparent “fine-tuning”. Additionally, the SM apparently has
no particle which could be a candidate for the dark matter observed in the universe.
2.2 Supersymmetry
There are many theories, collectively referred to as BSM theories, which attempt to provide answers
where the SM falls short. One of the most popular is SUSY, which elegantly resolves many of the
SM’s issues [11]. SUSY introduces a new symmetry which relates fermions and bosons, such that
the SM fermions each get a “superpartner” spin-0 particle called a scalar fermion or sfermion, and
the SM bosons get superpartner spin-1/2 particles called winos, binos, and higgsinos. The winos
and binos are components of supermultiplets corresponding to the W and B fields, and the higgsinos
correspondingly belong to a supermultiplet with the SM Higgs. Two Higgs doublets are required
to cancel anomalies, and the SM Higgs is an admixture of the neutral components of both of these
doublets. The mass eigenstates of the SUSY spin-1/2 particles are called charginos and neutralinos,
according to their electric charge, and are generally admixtures of the wino, bino, and higgsino fields,
analogously to the Z and photon in the SM which are admixtures of the neutral W and B fields.
SUSY is able to resolve many of the mysteries left unanswered by the SM. Firstly, when SUSY




































s = 7 TeV
Data 4.5 − 4.6 fb−1
LHC pp
√
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√
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Data 3.2 − 79.8 fb−1
Standard Model Total Production Cross Section Measurements
Figure 2.2: Comparison of SM predictions for the production cross-sections of various processes to
the values measured by the ATLAS experiment using
√
s = 7, 8, and 13 TeV pp collisions [10].
is gauged, it automatically incorporates quantum gravity since the gravitino (the superpartner to
the graviton) acts as mediator of local SUSY transformations. Additionally, each SUSY particle
is directly related to a SM particle such that all their properties except their spin are in principle
identical, including their masses. And because fermions and bosons contribute to the Higgs mass
corrections with opposite sign, these corrections now cancel in a straightforward way and it is natural
to obtain a Higgs mass at the EWK scale. Of course SUSY must be broken since we have not yet
observed these extra particles at the corresponding SM masses. Finally, the suite of new particles
introduced in SUSY provide several dark matter candidates.
There are many possible models which fall within the SUSY framework. One of the most
common is the Minimal Supersymmetric Standard Model (MSSM) which is the simplest anomaly-
free extension to the SM.
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2.2.1 R-parity violating SUSY
The simplest SUSY superpotential that can be written following the description above includes




ijkLiLj e¯k + λ






The supermultiplet Qi has B = +1/3 and L = 0, and u¯i and d¯i have B = −1/3 and L = 0. Similarly
Li has B = 0 and L = +1 and e¯i has B = 0 and L = −1. Hu has B = 0 and L = 0. The B and
L quantum numbers for SM matter and anti-matter particles are shown in Table 2.1. These terms
lead to rapid proton decay as illustrated in Figure 2.3. This is obviously in conflict with observation,
which sets the limit on proton lifetime above 1032 years [11]. To mitigate this obvious discrepancy,
many SUSY models impose conservation of a quantum number called matter parity [12]:
PM = (−1)3(B−L) (2.2)
or equivalently, R-parity which includes the spin s:
R = (−1)3(B−L)+2s. (2.3)
The inclusion of s is purely for convenience, since with this definition SM particles have R = +1 and
SUSY particles have R = −1. The conservation of this quantum number forbids the terms listed in
Equation 2.1 and so the proton’s stability is ensured. This also requires an even number of SUSY
particles at each vertex, so the lightest supersymmetric particle (LSP) cannot decay. Experimental
limits from astronomical observations prohibit a stable LSP from having color or electric charge.
Thus it provides a convenient dark matter candidate, and is invisible in experimental signatures at
the LHC, typically leading to a large amount of missing energy. The SUSY models which require






Table 2.1: The values of the B and L quantum numbers for quarks q, anti-quarks q¯, leptons ` and
anti-leptons ¯`.
Alternatively, it can be argued that imposing exact conservation of both B and L is somewhat
excessive, since only one must be conserved to avoid processes such as the one shown in Figure 2.3
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• With “out-of-the-box” SUSY, the proton is unstable due to B- 
and L-violating terms in the MSSM L grangian 
 
• Many SUSY models mitigate this by imposing conservation of 
R-parity 
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• R-parity is more common than matter parity for convenience: 
All SM particles have R=+1 and all SUSY particles have R=-1 
• You can see B-L already within these definitions
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R = (-1)3(B-L)+2s
Figure 6.5: Squarks would mediate disas-
trously rapid proton decay ifR-parity were
violated by both ∆B = 1 and ∆L = 1 in-
teractions. This example shows p→ e+π0








assignments are L = +1 for Li, L = −1 for ei, and L = 0 for all others. Therefore, the terms in
eq. (6.2.1) violate total lepton number by 1 unit (as well as the individual lepton flavors) and those in
eq. (6.2.2) violate baryon number by 1 unit.
The possible existence of such terms might seem rather disturbing, since corresponding B- and
L-violating processes have not been seen experimentally. The most obvious experimental constraint
comes from the non-observation of proton decay, which would violate both B and L by 1 unit. If both
λ′ and λ′′ couplings were present and unsuppressed, then the lifetime of the proton would be extremely
short. For example, Feynman diagrams like the one in Figure 6.5† would lead to p+ → e+π0 (shown) or
e+K0 r µ+π0 r µ+K0 r νπ+ or νK+ etc. depending on which components of λ′ and λ′′ are largest.‡







which would be a tiny fraction of a second if the couplings were of order unity and the squarks have
masses of order 1 TeV. In contrast, the decay time of the proton into lepton+meson final states is
known experimentally to be in excess of 1032 years. Therefore, at least one of λ′ijk or λ′′11k for each of
i = 1, 2; j = 1, 2; k = 2, 3 must be extremely small. Many other processes also give strong constraints
on the violation of lepton and baryon numbers [67, 68].
One could simply try to take B and L conservation as a postulate in the MSSM. However, this
is clearly a step backward from the situation in the Standard Model, where the conservation of these
quantum numbers is not assumed, but is rather a pleasantly “accidental” consequence of the fact
that there are no possible renormalizable Lagrangian terms that violate B or L. Furthermore, there
is a quite general obstacle to treating B and L as fundamental symmetries of Nature, since they are
known to be necessarily violated by non-perturbative electroweak eﬀects [69] (even though those eﬀects
are calculably negligible for experiments at ordinary energies). Therefore, in the MSSM one adds a
new symmetry, which has the eﬀect of eliminating the possibility of B and L violating terms in the
renormalizable superpotential, while allowing the good terms in eq. (6.1.1). This new symmetry is
called “R-parity” [8] or equivalently “matter parity” [70].
Matter parity is a multiplicatively conserved quantum number defined as
PM = (−1)3(B−L) (6.2.4)
for each particle in the theory. It is easy to check that the quark and lepton supermultiplets all
have PM = −1, while the Higgs supermultiplets Hu and Hd have PM = +1. The gauge bosons and
gauginos of course do not carry baryon number or lepton number, so they are assigned matter parity
PM = +1. The symmetry principle to be enforced is that a candidate term in the Lagrangian (or in
the superpotential) is allowed only if the product of PM for all of the fields in it is +1. It is easy to see
that each of the terms in eqs. (6.2.1) and (6.2.2) is thus forbidden, while the good and necessary terms
†In this diagram and others below, the arrows on propagators are often omitted for simplicity, and external fermion
label refer to physical particle states rather than 2-component fermion fields.
‡The coupling λ′′ must be antisymmetric in its last two flavor indices, since the color indices are combined antisym-











Figure 6.4: Some of the supersymmetric (scalar)3 couplings proportional to µ∗yt, µ∗yb, and µ∗yτ . When
H0u and H
0
d get VEVs, these contribute to (a) t˜L, t˜R mixing, (b) b˜L, b˜R mixing, and (c) τ˜L, τ˜R mixing.
namely the supersymmetry-respecting mass µ and the supersymmetry-breaking soft mass terms. Yet
the observed value for the electroweak breaking scale suggests that without miraculous cancellations,
both of these apparently unrelated mass scales should be within an order of magnitude or so of 100
GeV. This puzzle is called “the µ problem”. Several diﬀerent solutions to the µ problem have been
proposed, involving extensions of the MSSM of varying intricacy. They all work in roughly the same
way; the µ term is required or assumed to be absent at tree-level before symmetry breaking, and then
it arises from the VEV(s) of some new field(s). These VEVs are in turn determined by minimizing a
potential that depends on soft supersymmetry-breaking terms. In this way, the value of the eﬀective
parameter µ is no longer conceptually distinct from the mechanism of supersymmetry breaking; if we
can explain why msoft ≪MP, we will also be able to understand why µ is of the same order. In sections
11.2 and 11.3 we will study three such mechanisms: the Next-to-Minimal Supersymmetric Standard
Model, the Kim-Nilles mechanism [64], and the Giudice-Masiero mechanism [65]. Another solution
appropriate for GMSB models and based on loop eﬀects was proposed in ref. [66]. From the point of
view of the MSSM, however, we can just treat µ as an independent parameter, without committing to
a specific mechanism.
The µ-term and the Yukawa couplings in the superpotential eq. (6.1.1) combine to yield (scalar)3
couplings [see the second and third terms on the right-hand side of eq. (3.2.18)] of the form












u ) + c.c. (6.1.6)
Figure 6.4 shows some of these couplings, proportional to µ∗yt, µ∗yb, and µ∗yτ respectively. These play
an important role in determining the mixing of top squarks, bottom squarks, and tau sleptons, as we
will see in section 8.4.
6.2 R-parity (also known as matter parity) and its consequences
The superpotential eq. (6.1.1) is minimal in the sense that it is suﬃcient to produce a phenomenolog-
ically viable model. However, there are other terms that one can write that are gauge-invariant and
holomorphic in the chiral superfields, but are not included in the MSSM because they violate either
baryon number (B) or total lepton number (L). The most general gauge-invariant and renormalizable










where family indices i = 1, 2, 3 have been restored. The chiral supermultiplets carry baryon number




Figure 2.3: Proton decay via a strange squark due to B- and L-violating couplings. The B-violating
ve tex is n the left of th diagr m and the L-violating vertex is on the right [11].
which threaten the stability of the proton. There are many SUSY models which do not impose
R-parity, and hence are labeled R-parity violating (RPV) models. Experimentally, the most impor-
tant difference between searches for RPC and RPV models is the fact that in RPV models, the LSP
can decay to SM particles. This means that it can have color an electric charge without coming
into conflict with experimental constraints. This opens a large suite of possibilities for experimental
signatures at the LHC. These signatures also tend to have less missing energy than the RPC coun-
terparts. In these models, the gravitino (the superpartner to the graviton) is typically considered a
possible dark matter candidate.
2.3 The B − L model
This section describes the specific SUSY model used to motivate the searches which will be presented
in Chapters 5 and 6.
2.3.1 Theoretical motivation
The reason why R-parity conservation is impos d in many models, rath r an directly imposing
B and L conservation, is because these are not exactly conserved in nature. This is due to non-
perturbative electroweak effects [13]. For example the process p+n→ e¯+µ¯ is very rare but possible,
and it violates both B and L by 2. It should be noted that these types of processes violate B + L
but never B − L.
Since B−L is an exact, albeit accidental, symmetry in nature, it is reasonable to localize (gauge)
it. From a philosophical point of view, all symmetries should be gauged, to preserve causality for
example. However the simplest way to include this symmetry leads to a new chiral anomaly which
leads to divergences in the SM. To avoid this, the sum of B − L needs to equal 0 for all fermions
in a generation. The um of the left- anded states already equals 0: the up quark and down quark
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states add to 2 and the electron and neutrino add to −2. However for the right-handed states, the
sum of B−L equals −1, since there is no right-handed neutrino in the SM. Hence to make a theory
that includes a gauged U(1)B−L symmetry anomaly-free, right-handed neutrinos, along with their
superpartners, need to be added to the collection of particles [14–17].
It should be noted that adding a U(1)B−L gauged symmetry to a theory does not automatically
imply that R-parity is violated [18]. Indeed if we add to the theory two extra Higgs singlets, one
with B − L = 2 and the other with B − L = −2, then either the Higgs singlets (with even B − L)
or the right-handed sneutrinos (with odd B − L) can break the B − L symmetry. If the symmetry
is broken with one of these new Higgs singlets, then R-parity is conserved. On the other hand if
the symmetry is broken with a right-handed sneutrino, then R-parity is broken. By scanning the
relevant parameters, it was found that R-parity is more often broken than not, meaning that the
B − L symmetry is more often broken by the right-handed sneutrinos than by the Higgs singlets.
This can be seen in Figure 2.4 which shows the correlation between the three couplings between
singlets and sneutrinos. Thus it is reasonable to assume that the right-handed sneutrinos obtain a
vacuum expectation value (vev) which then spontaneously breaks the B − L symmetry as well as
SUSY [14–17, 19–21]. This minimal B − L model violates lepton number but not baryon number.
The couplings for RPV are highly suppressed as they are related to the neutrino masses, and the
model is consistent with the experimental bounds on proton decay and lepton number violation.
The remainder of this thesis will focus on scenarios where U(1)B−L is broken by right-handed
sneutrinos, leading to R-parity violation. There is also a small vev of the left-handed sneutrinos
which is small enough to be negligible. This model of SUSY is called the B −L MSSM. Something
unique to this model is that it is also interesting from a “top-down” perspective, where studies of
E8 × E8 heterotic M-theory led to the exact symmetry group of the B − L MSSM [19, 23–26]. For
this reason it is uniquely interesting to study as a very realistic SUSY model which also works at
unification energies.
2.3.2 Phenomenology of the B − L MSSM
There have been several studies of how the B−L MSSM would manifest at energy scales accessible
at the LHC. This is achieved by scanning possible values for the soft SUSY breaking parameters,
and then RG evolving them from the UV scale to the TeV scale. Any points in the scan which do
not break B − L symmetry as well as satisfying known low-energy phenomena, such as breaking
EWK symmetry, having a 125 GeV Higgs boson, and satisfying lower bounds on all SUSY particles,
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Figure 2.4: Correlation of the three couplings between Higgs singlets and right-handed sneutrinos
fi in a gauged B−L theory. Green points represents points in this parameter space where R-parity
is violated, and black points represent points where R-parity is conserved. Only fairly degenerate
values of the three couplings lead to the black points. [22].
are rejected as invalid points.
The remaining valid points reveal the possible mass spectra of the B − L MSSM in this scan.
Because the RPV couplings in the B − L model are related to the neutrino masses, they are very
small and generally are only relevant for the decay of the LSP, since this is disallowed in RPC models.
Hence, of particular interest in this mass spectrum is the LSP. Figure 2.5 shows the likelihood that
each SUSY particle is the LSP as a result of this parameter scan [27]. As discussed in Section 2.2,
generally speaking, neutralinos (χ˜0) are an admixture of neutral winos (χ˜W ), binos (χ˜B), and neutral
higgsinos (χ˜H), and charginos (χ˜
±) are an admixture of charged winos and charged higgsinos. In
Figure 2.5, the charginos and neutralinos are classified according to sparticle type with the largest
contribution. The SUSY particles that are never the LSP are omitted from this distribution.
Here it can be seen that there is not a constant likelihood of each sparticle to be the LSP. Rather
some sparticles are much more likely than others; in particular the bino χ˜0B is the most likely LSP in
this scan. However the experimental sensitivity of observing a certain signature is also not constant
for all sparticle types; in particular binos cannot be directly pair produced from pp collisions, and
the production cross-section for color-charged particles is much higher than all others, as shown in
Figure 2.6. For this reason several LSP possibilities have been studied in detail, in order to target
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state is dominantly Wino if |M2|< |µ|, and dominantly Higgsino if |µ|< |M2|. The little hierarchy
problem tells us that µ is generally large, of the order of a few TeV. However, the M2 parameter
generally takes smaller values in our simulation. For this reason, the instances in which |µ|< |M2|–
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Figure 3: A histogram of the LSPs associated with a random scan of 100 million initial data points,
showing the percentage of valid black points with a given LSP. Sparticles which did not appear as
LSPs are omitted. The y-axis has a log scale. The notation and discussion of the sparticle symbols
on the x-axis is presented in Table 2.
For any given choice of LSP, we can plot the number of such points as a function of their
masses in GeV. As an example, Figures 4 (a) and (b) present such a mass distribution for Wino
chargino and Wino neutralino LSPs respectively. We obtain viable supersymmetric spectra with
Wino chargino and Wino neutralino LSP masses ranging from about 200 GeV to 1700 GeV. A
striking feature of the Wino chargino and Wino neutralino LSP mass distributions in Figure 4 is the
peak towards the low mass values. Higher LSP masses are exponentially less probable. The reason
is that we sample all soft mass terms log-uniformly in the interval [200GeV, 10 TeV]. This includes
theM2 gaugino mass term, which gives the dominant contribution for both the Wino chargino and
Wino neutralino masses, see (5.6) and (5.47) respectively. If we would plot all the Wino chargino
or Wino neutralino masses for all the viable points in our simulation, we would obtain an almost
uniform mass distribution. However, for the Wino charginos or Wino neutralinos to be the LSPs,
their masses must be lower than all the other random soft masses in our simulation. Conversely,
it demands that all the other random soft mass terms be larger than a Wino chargino or Wino
neutralino mass value for each viable point. This is exponentially less likely as this mass value
increases, following a Boltzmann distribution. We point out that this discussion is a simplification
of what actually happens, since it omits the running of the soft mass terms, as well as their mixing in
the final mass eigenstates. These details, however, do not effect the essence of the above argument,
since the mass runnings and the mass mixing couplings are generically very small.
– 20 –
Figure 2.5: Number and percent of valid points with a given LSP obtained from scanning the soft
SUSY breaking parameters and RG evolving them to the TeV scale [27].
not necessarily the most likely LSPs but rather those that would be visible at the LHC with the
least data. In particular, the stop t˜ [28, 29] and the wino χ˜W [27, 30] LSPs have been studied in
detail to understand the signatures they could leave at the LHC.
2.3.3 The stop LSP
The percent of points which have a stop LSP are s own in Figure 2.5 as t˜c and t˜ad, where the former
represents a mostly right-handed1 stop (over 99%) and the latter represents a left- and right-handed
stop admixture. While the likelihood that either stop is the LSP is not large, the large production
cross-section (see Figure 2.6) makes it an interesting LSP candidate to study as the LHC would
be able to discover it with early data. The stop has two possible decays depending on its “right-
handedness” θt [29]. It was found that a purely right-handed stop decays predominantly to a top
quark and a neutrino, and it can have a decay length of 1 mm or more. Alternatively, if the stop is
1As a scalar, a stop of course has no helicity of its own. The “helicity” of a sfermion corresponds to the helicity
of its SM partner.
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Figure 2.6: Theoretically-predicted cross-sections for pair production of various sparticles at√
s = 13 TeV [31].
not purely right-handed, it decays overwhelmingly to a b-quark and a lepton, with a much shorter
decay length. These effects can be seen in Figure 2.7 which shows the stop decay length as a function
of θt (larger values of θt correspond to a more right-handed stop), and in Figure 2.8 which shows the
ratio of the branching ratio (BR) of the two possible decays as a function of θt. Since much more
of the parameter space favors a stop which is not purely right-handed (denoted t˜ad for “admixture”
in Figure 2.5), it is interesting when searching for a stop LSP to target final states with hadronized
b-quarks (referred to as “jets”, to be defined in Section 3.2.4) and leptons. Henceforth in this thesis,
the stop is assumed to be an admixture of left- and right-handed: t˜ ≡ t˜ad. Additionally, the BR
of the stop to each lepton flavor depends on the neutrino hierarchy as can be seen in Figure 2.9,
so it is interesting to consider individual lepton flavors when interpreting results. Two searches
were performed for such a signature and will be described in detail in Chapter 5: one search was
performed with 20.3 fb−1 of 8 TeV pp collision data, and the second with 36.1 fb−1 of 13 TeV data.
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FIG. 1. Stop LSP decay length in millimeters versus stop mixing angle. The decay length increases sharply past 80 ,
where the stop is dominantly right-handed, due to the suppressed right-handed stop decays, Eq. (47).




Br(t˜1 ! b`+i ). For the admixture stop, the
branching ratio to b`+ is dominant and the branching ratio to t⌫ is insignificant for LHC purposes. For a mixing angle
greater than about 80 , corresponding to a mostly right-handed stop, the branching ratio to t⌫ can be significant.
in the bottom left quadrangle the bottom–muon branching ratio is the largest; and in the bottom right
quadrangle the bottom–electron branching ratio is the largest. Recall that the fit to the neutrino data allows
two values of ✓23. One is shown in blue and and the other in green in the inverted hierarchy (where the
impact on stop decays is most notable) and in red and magenta in the normal hierarchy.
Figure 3 shows the strong connection between the stop branching ratios and the neutrino sector. The
most interesting connection is to the neutrino mass hierarchy. If these decays were observed at the LHC
Figure 2.7: Stop decay length as a function of θt [29].
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in the bottom left quadrangle the bottom–muon branching ratio is the largest; and in the bottom right
quadrangle the bottom–electron branching ratio is the largest. Recall that the fit to the neutrino data allows
two values of ✓23. One is shown in blue and and the other in green in the inverted hierarchy (where the
impact on stop decays is most notable) and in red and magenta in the normal hierarchy.
Figure 3 shows the strong connection between the stop branching ratios and the neutrino sector. The
most interesting connection is to the neutrino mass hierarchy. If these decays were observed at the LHC
Figure 2.8: Ratio of BR(t˜ → tν) to BR(t˜ → b`) as a function of θt, where ν can be any neutrino
and ` can be any lepton [29].
2.3.4 The wino LSP
Wit the full Run 2 LHC data-taking campaign, which massed 140 fb−1 of pp collisi n data (as
will be described in Section 3.1), it is more feasible to access possible LSPs that have a smaller
production cross-section. In particular, according to Figure 2.5, the charged (χ˜±W ) and neutral (χ˜
0
W )
winos are the most likely LSP candidates with reasonable production cross-sections at the LHC2.
2As mentioned before, binos (χ˜0B) cannot be pair produced at the LHC. The same is true for the second most
likely LSP candidates in Figure 2.5: the 1st- and 2nd-generation right-handed sneutrinos.
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Figure 1: The results of the scan specified in Table 1 using the central values for the measured
neutrino parameters in the Br(t˜1 ! b ⌧) - Br(t˜1 ! b e) plane. Due to the relationship between the
branching ratios, the (0, 0) point on this plot corresponds to Br(t˜1 ! b µ) = 1. The plot is divided into
three quadrangles, each corresponding to an area where one of the branching ratios is larger than the
other two. In the top left quadrangle, the bottom–tau branching ratio is the largest; in the bottom
left quadrangle the bottom–muon branching ratio is the largest; and in the bottom right quadrangle
the bottom–electron branching ratio is the largest. The two di↵erent possible values of ✓23 are shown
in blue and green in the IH (where the di↵erence is most notable) and in red and magenta in the NH.
Were it to be shown by another experiment to be an inverted hierarchy, then this
measurement would favor sin2(✓23) = 0.446 over sin
2(✓23) = 0.587.
• If the data point lies in the bottom right quadrangle–where the bottom-electron
branching ratio dominates–then the neutrino masses are likely to be in an inverted
hierarchy. If the data is in the upper part of the populated points, then this
inverted hierarchy would be consistent with sin2(✓23) = 0.587. Data in the lower
part of this region would indicate an inverted hierarchy with sin2(✓23) = 0.446.
Lower Bounds on the Mass of a Stop LSP
Since a stop LSP in the minimal B   L MSSM scenario decays as a leptoquark, one
can set bounds on its mass using previous leptoquark searches at the LHC. Under the
assumption in this paper that the stop LSP is an admixture, it decays predominantly
into a bottom quark and a charged lepton. Stop LSP’s are produced at the LHC in
8
Figure 2.9: Possible values of t˜ → bτ versus t˜ → be branching ratio, for both the normal and
inverted neutrino hierarchies as well as two possible values of the neutrino mixing angle θ23. Since∑3
i=1 BR(t˜→ b`i) = 1, t˜→ bµ is included in this plot as well; i.e. BR(t˜→ bµ) = 100% corresponds
to the origin [28,29].
It was mentioned above that the charginos a d neutrali os in this histogram c n be admixtures of
winos, binos, and higgsinos; however it was found that the LSPs marked wino are indeed overwhelm-
ingly wino [27, 30]. It was also found that for a charged (neutral) wino LSP, the next-to-lightest
supersymmetric particle (nLSP) is consistently a neutral (charged) wino with a mass only a few
MeV larger than the LSP, since both are overwhelmingly wino and therefore obtain mass from the
same term in the Lagrangian. This ca be seen in Figure 2.10. Since th ir masses are so similar,
the decays χ˜±W → W±χ˜0W and χ˜0W → W±χ˜∓W , for example, are highly suppressed. Thus if either
the charged or neutral wino is the LSP, both the charged and neutral wino will decay via RPV
couplings. Moreover, Figure 2.11, which shows the mass spectrum of the charged and neutral wino
LSPs, demonstrates that it is quite possible for these LSPs to be within reach at the LHC.
Similarly to the stop LSP, the wino LSP has several possible decays whose relative BRs depend
on the value of tanβ, which is the ratio of the Higgs vevs, as well as the neutrino hierarchy. The
possible decay products of the charged wino LSP are a Z boson and a charged lepton, a Higgs boson
and a charged lepton, or a W boson and a neutrino. The possible decay products of the neutral
2. Theoretical Framework 15









































Figure 17: a) The Wino neutralino NLSPs are all almost degenerate in mass with the LSPs, the Wino
charginos. The mass difference is smaller than 200 MeV for most of the valid black points, as can
be seen in the mass difference histogram. b) The Wino chargino NLSPs are all almost degenerate in
mass with the LSPs, the Wino neutralinos. The mass difference is smaller than 200 MeV for most of
the viable cases, as can be seen in the mass difference histogram
we plot the mass difference in MeV between the Wino chargino and the Wino neutralino for all 4,869
Wino neutralino black points. It is clear that for every Wino neutralino LSP, the NLSP is a Wino
chargino whose mass is larger than, but very close to, the mass of the LSP– as in Figure 16b. Once
again, this is hardly surprising since the dominant contribution to the mass of both sparticles is given
by the soft supersymetry breaking parameterM2.
Because the mass difference between the two species is so small, both the Wino chargino and the
Wino neutralino will be produced at the LHC; assuming that one of them is the LSP and sufficiently
light. We have already analyzed the decays of the LSP, both for the case in which the LSP is a Wino
chargino and when the LSP is the Wino neutralino. These particles can decay into SM particles due
to the RPV couplings in the B-L MSSM model we are studying. The NLSPs, however, as with any
other sparticle in the mass spectrum that is not the LSP, can decay via channels that either violate
R-parity or channels which conserve it. In general, the RPC couplings are much stronger than the
RPV couplings introduced in our theory, since the latter need to be small enough to be consistent with
the observed neutrino masses and not lead to unobserved effects such as proton decays. Therefore, the
RPC decays of sparticles that are not the LSP are, in general, expected to have much higher branching
ratio than the RPV decays. However, in the cases that we focus on, the NLSP is almost degenerate
in mass with the LSP. The mass difference is so small that an RPC decay of a Wino neutralino NLSP
into a Wino chargino LSP (or vice versa) might prove highly suppressed. Therefore, the NLSP would
– 32 –
Figure 2.10: Mass splitting between LSP and nLSP for both neutral (left) and charged (right) wino
LSP. The masses are almost degenerate for all valid points [30].


































Figure 3: a) Mass distribution of the Wino chargino LSP’s for the 4,858 valid black points. The
masses range from 200 GeV to 1820 GeV, peaking towards the low mass end. b) Mass distribution of
the Wino neutralino LSP’s for the 4,869 valid black points. The masses range from 200 GeV to 1734
GeV, peaking towards the low mass end.
component of the Wino chargino is given by the linear combination of a charged Wino and charged
Higgsino presented in (2.3), where the charged Wino component dominates. The smaller RPV con-
tribution to the Wino chargino was presented in subsection 5.1 of [1]. For the case at hand, where
|M2|< |µ|, this was found to be














for  ˜ W . We sum (3.1) and (3.2) over i = 1, 2, 3.
One of the goals of of this paper is to predict the possible signals produced by the RPV decays
of Wino chargino LSPs, were such particles to exist and be light enough to be detected at the LHC. In
our previous paper [1], we analyzed RPV decay channels using 4-component spinor notation for the









Figure 2.11: Mass spectrum of the LSP for both charged (left) and neutral (right) wino LSP [30].
wino LSP are a Z boson and a neutrino, a Higgs boson and a neutrino, or a W boson and a charged
lepton. The possible branching ratios to different boson types are shown in Figure 2.12 for the
ch rged wino LS and in Figure 2.13 for the n utral ino LSP. The possible branching ratios o
different lepton flavors, for each boson type, are shown in Figure 2.14 for the charged wino LSP and
















1.2   tan   < 5
1.8% cases
MX˜±W = 200  300GeV
MX˜±W = 300  600GeV
MX˜±W = 600  1820GeV
















8   tan   < 16
20.7% cases
MX˜±W = 200  300GeV
MX˜±W = 300  600GeV
MX˜±W = 600  1820GeV
5   tan   < 8
8.4% cases
MX˜±W = 200  300GeV
MX˜±W = 300  600GeV
MX˜±W = 600  1820GeV
X˜±W ! W±  X˜±W ! Z0 ± X˜±W ! h0 ±
16   tan   < 65
69.1% cases
MX˜±W = 200  300GeV
MX˜±W = 300  600GeV
MX˜±W = 600  1820GeV
Figure 6: Branching ratios for the four possible decay channels of the Wino chargino LSP, presented
for the threeMX˜±W mass bins and four tan  regions. The colored horizontal line inside each box indi-
cate the median value of the branching fraction in that bin, the colored box indicates the interquartile
range in that bin, while the dashed error bars show the range between the maximum and the mini-
mum values of the branching ratio for that bin. The case percentage indicate what percentage of the
valid initial points have tan  values within the range indicated. For each channel, we sum over all
three families of possible leptons. Note that X˜±W ! h0`± is strongly favored– except perhaps in the
1.2 < tan  < 5 bin. The calculations were performed assuming a normal neutrino hierarchy, with
✓23 = 0.597.
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Figure 2.12: Branching ratios for the possible boson decay channels of the charged wino LSP,
split into various tanβ ranges and shown for several mass values. The colored box indicates the
interquartile range, the horizontal line indicates the median, and the dashed error bars indicate the
maximum and minimum values of the scan [30].
in Figure 2.15 for the neutral wino LSP. Finally, the lifetimes of the charged and neutral wino LSPs
are fou d to be relati ely short, as shown i Figure 2.16 for he chargino and i Figure 2.17 fo the
neutralino.
It is clear that a large amount of phase space is possible and accessible at the LHC for a charged
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8   tan   < 16
20.8% cases
MX˜0W = 200  300GeV
MX˜0W = 300  600GeV
MX˜0W = 600  1734GeV
5   tan   < 8
8.4% cases
MX˜0W = 200  300GeV
MX˜0W = 300  600GeV
MX˜0W = 600  1734GeV
X˜0W ! W± ⌥ X˜0W ! Z0  X˜0W ! h0 
16   tan   < 65
69.1% cases
MX˜0W = 200  300GeV
MX˜0W = 300  600GeV
MX˜0W = 600  1734GeV
Figure 12: Branching ratios for the three possible decay channels of a Wino neutralino LSP divided
over three mass bins and four tan  regions. The colored horizontal lines inside the boxes indicate
the median values of the branching fraction in each bin, the boxes indicate the interquartile range,
while the dashed error bars show the range between the maximum and the minimum values of the
branching fractions. The case percentage indicate what percentage of the physical mass spectra have
tan  values within the range indicated. We assumed a normal neutrino hierarchy, with ✓23 = 0.597.
each of these, we compute the decay rates via RPV processes, using the expressions (E.2)-(E.8) with
n = 2 given in Appendix E. The branching ratios of the main channels take different values for
different valid points in our simulation. These values are scattered around the median values of these
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Figure 2.13: ranching ratios for the possible boson decay channels of the neutral wino LSP, split into
various tanβ ranges and shown for several mass values. T e colored box indicates the interquartile
range, the horizontal line indicates the median, and the dashed error bars indicate the maximum
and minimum values of the scan [30].
or eutr l wino LSP. It is particularly attractive to search for the charg no decay to a Z boson and
a lepton, since if the Z also decays leptonically, there is a trilepton resonance which reconstructs the
chargino mass ith excellent resolution, allowing for a mass-dependent search. An analysis hich
searched for just such a signature with 140 fb−1 of pp collision data at the LHC will be described
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Figure 10: Branching ratios into the three lepton families, for each of the three main decay channels
of a Wino chargino LSP. The associated neutrino hierarchy and the value of ✓23 is specified by the
color of the associated data point.
then the hierarchy is inverted. Depending on whether the experimental result is a green or a blue point,
implies that ✓23 will be 0.421 or 0.529 respectively. However, if the branching ratios to either the
second or third family leptons are highly dominant, then the hierarchy will be normal, with ✓23 given,
most likely, by 0.597 and 0.417 respectively. That is, with sufficiently precise measured branching
ratios one could determine the type of neutrino hierarchy and the value of the ✓23 mixing angle from
the color of the associated data point.
– 24 –
Figure 2.14: Branching ratios for the possible lepton d cay ch nnels of h ch rged wino LSP, split
into the boson decay types and shown for the rmal and i verted neutrino hierarchies as w ll as
two possible values of θ23, the neutrino mixing angle [30].
in Chapter 6. Additionally, because of the mass degen racy of the chargino and eutralino, there is
discovery potential for both with the same search.
Henceforth in this thesis, the charged wino will be referred to as a chargino (χ˜± ≡ χ˜±W ), and the
neutral wino will be referred to as a neutralino (χ˜0 ≡ χ˜0W ). This is accurate nomenclature because
of the finding that the LSPs are overwhelmingly wino in the B − L MSSM.
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.
Figure 15: Branching ratios into the three lepton families, for each of the three main decay channels
of a Wino neutralino LSP. The associated neutrino hierarchy and the value of ✓23 is specified by the
color of the associated data point.
Additionaly, note that in a Wino neutralino decay via X˜0W ! h0⌫i, the decay rate has a dominant term
proportional to the square of [V †PMNS]ij✏j . The combination leads to a branching ratio distribution as
that observed in Figure 15–no ⌫⌧ neutrino is produced in the case of an inverted hierarchy and no ⌫e
is produced in the case of a normal hierarchy.
– 30 –
Figure 2.15: Branching ratios for the possible lepton decay channels of the neutral wino LSP, split
into the boson d cay types and shown for the normal and invert d neutrino hierar hi s as w ll as
two possible value of θ23, the neu rino mixing angle [30].
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Figure 8: Wino Chargino LSP decay length in millimeters, for the normal and inverted hierarchies,
summing over all three decay channels. The average decay length L = c ⇥ 1  decreases for larger
values of MX˜±W , since the decay rates are amplified because of the longitudinal degrees of freedom
of the massive bosons produced. We have chosen ✓23 = 0.597 for the normal neutrino hierarchy and
✓23 = 0.529 for the inverted hierarchy. However, the choice of ✓23 has no impact on the decay length.
Finally, from Figure 7 we learn that the Wino chargino decays via the X˜±W ! h0`± channel tend
to be slightly more abundant for a normal hierarchy. However, the incremental difference is relatively
small, since the bulk of the points lie in the top left corner, where the decay to h0`± dominates.
Although the effect is too small to be statistically distinguishable, it is of interest to note how the
choice of neutrino hierarchy can have small influence over the decay rates.
3.3 Decay Length
There is one more issue to be discussed; that is, are the decays of theWino chargino “prompt”– defined
to be decays where the overall decay length L, defined in (3.13), satisfies L < 1mm? The key to this
problem lies in the magnitudes of the RPV parameters, ✏i and vLi . We find that for prompt decays, at
least one of the couplings ✏i needs to be larger than 10 4 GeV. The overall scale of neutrino masses
guarantees that this is well satisfied. Putting the lower limit of this interval any lower would not
change our results significantly. The upper limit of this interval eliminates the problem of unphysical
finely tuned cancellations in the neutrino mass matrices. See [1] for details. In Figure 8, we present
two scatter plots– one for the normal and one for the inverted neutrino hierarchy –of the decay length










Figure 2.16: Decay length f charged wi o LSP as a functi n of its ass, shown for both normal
(left) and inverted (rig t) neutrino hierarchies, for all ecay possibilities [30].






















































































Figure 13: Wino neutralino LSP decay length in millimeters, for the normal and inverted hierarchies
summed over all three channels. The average decay length L = c ⇥ 1  decreases for larger values
of MX˜0W , since the decay rates are amplified because of the longitudinal degrees of freedom of the
massive bosons produced. We have chosen ✓23 = 0.597 for the normal neutrino hierarchy and ✓23 =
0.529 for the inverted hierarchy. However, the choice of ✓23 has no impact on the decay length. The
dotted line represents the 1mm line, below which all decays are considered prompt.
into which decay channel is expected to dominate in the chosen regions of parameter space. Ana-
lyzing (4.3)-(4.5), we expect the decay channels to have comparable contributions. Interestingly, the
channels X˜0W !W±`⌥i and X˜0W ! Z0⌫i receive a suppression proportional to vdM2 = 174GeVM2p1+tan2   .
Therefore, for large values of tan , the channel involving the Higgs boson, h0, dominates for Wino
neutralino decays, just as the Higgs channel dominated the Wino chargino LSP decays for this range
of tan .
4.2 Decay length
Figure 13 shows that Wino neutralino LSP decays are prompt– that is, the overall decay length L is
less than 1mm –just as it is for Wino chargino LSP decays. Therefore, signals of both Wino chargino
and Wino neutralino LSP decays produce point-like vertices. This insight is particularly useful when
considering that the NLSPs of these two sparticle species (Wino neutralino NLSP for Wino chargino
LSP andWino chargino NSLP for Wino neutralino LSP) are almost degenerate in mass with the LSPs.
We observe that in the case of the inverted hierarchy, the decay lengths are generally a little smaller,
since the values of the RPV couplings are somewhat larger, as we explained in the previous section.
In Figure 14, we study the decay lengths of the three decay channels separately. We find that all
three processes occur promptly in the detector.
– 28 –
Figure 2.17: Decay l ngth of neutral wino LSP as a function f its mass, shown for both normal
(left) and inverted (right) neutrino hierarchies, for all decay possibilities [30].
Chapter 3
LHC and the ATLAS Detector
The LHC collides particles at very high energies with the goal of studying the SM and BSM models.
Four experiments, including ATLAS, are located along the LHC ring and collect the data produced
by its collisions. ATLAS performs precision measurements of the known particles to study the SM,
and searches for new particles, such as the SUSY particles described in Chapter 2, to study BSM
models. This chapter describes the LHC complex and the ATLAS detector, which are both necessary
to perform the research presented in this thesis.
3.1 The Large Hadron Collider
CERN operates the LHC [32], a 27-km circumference ring located 100 m underground at the French-
Swiss border. It accelerates protons and the nuclei of heavier elements to almost the speed of light,
and then collides these accelerated hadrons at four points along the ring where experiments wait
to collect the data. There have been two large data-taking campaigns at the time of writing this
thesis. The first is referred to as Run 1 and ran from 2010 to 2012, although only data recorded
during 2012 is used in the Run 1 physics analysis which will be presented in this thesis. The second
ran from 2015 to 2018 and is referred to as Run 2.
The four experiments located on the LHC ring are ATLAS [33], CMS [34], ALICE [35], and
LHCb [36]. ATLAS and CMS are “general purpose” detectors which perform a suite of experiments
on the SM and searches for models beyond it. They complement each other by performing similar
experiments with statistically independent datasets, allowing for cross-checks of results. The target
of ALICE research is to understand quark-gluon plasma by studying the data produced from heavy
ion collisions, and LHCb focuses on b-hadron physics to study CP violation.
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Beams of particles are accelerated in a series of steps in the CERN accelerator complex before
finally being injected into the LHC where they achieve their final speed. The accelerators which are
included in this sequence, as well as the detectors on the LHC, are shown in Figure 3.1. Protons
are injected in Linac2 where they reach 50 MeV. Next they are injected into the Booster, the
Proton Synchrotron, and then the Super Proton Synchrotron, which accelerate the proton energy
to 1.4 GeV, 25 GeV, and 450 GeV respectively. Finally they enter the LHC where they reach their
target energy. The design energy of the LHC is 7 TeV per proton beam, resulting in collisions with
a center-of-mass energy of
√
s =14 TeV. The actual operation energies were 7 TeV (2010-2011) and
8 TeV (2012) during Run 1, and 13 TeV during Run 2.
Figure 3.1: The LHC and the CERN accelerator complex [37].
The protons then collide at these well-defined center of mass energies. However since protons are
not fundamental particles, the actual particles colliding are the constituents of the proton, called
partons: quarks and gluons. The amount of energy that these partons have is some fraction of
the total proton energy, so the initial longitudinal momentum may vary significantly from colli-
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sion to collision. Conversely, since the proton collisions are head-on, the initial momentum in the
transverse direction must be zero. For this reason it is very common for measurements from the
LHC experiments to be in the transverse plane as this is invariant to boosts along the longitudinal
direction.
The protons in the LHC are grouped together in “bunches”. Over 1011 protons are in a single
bunch. These bunches collide at fixed time intervals. In Run 1 they collided every 50 ns and in Run
2 they collided every 25 ns. The readout time of many subsystems in the experiments’ detectors
is longer than this bunch spacing, so these out-of-time collisions can have a large impact on the
physics event observed in the data. This phenomenon is referred to as out-of-time pileup. There is
additionally in-time pileup which is due to other pp interactions in the same bunch crossing as the
high-energy pp interaction of interest. The amount of in-time pileup is dictated by the instantaneous
luminosity of the proton beams. The luminosity depends on several things, most notably the number
of protons in a bunch and the width of the beam, which is usually about 20 µm × 20 µm at the
collision point, where strong quadrupole magnets produce this intense focus, but increases as the
protons circulate and collide with each other, reducing the instantaneous luminosity. The design
instantaneous luminosity of the LHC is 2 × 1034cm2s−1. When the instantaneous luminosity falls
below some minimum, the beams are dumped and the LHC is refilled within a few hours.
The total (integrated) luminosity delivered to ATLAS over the course of Run 1 and Run 2
data-taking can be seen in Figure 3.2. Figure 3.3 shows the amount of data collected as a function
of the average number of interactions per crossing (〈µ〉), for each data-taking year in Run 2, and
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Figure 3.2: Total luminosity delivered to ATLAS at
√
s =13 TeV as a function of data-taking
year [38].
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Figure 3.4 shows the peak instantaneous luminosity per fill for both 2015 and 2018 data. The
average number of interactions per crossing is directly proportional to the instantaneous luminosity.
This is well-illustrated by comparing Figures 3.3 and 3.4: in 2015 the maximum peak luminosity is
0.5× 1034 cm2s−1 and the average number of interactions per crossing is 13.4, whereas in 2018 the
maximum peak luminosity is 2.1× 1034 cm2s−1 and the average number of interactions per crossing
is 36.1. Both in-time and out-of-time pileup lead to difficult event reconstruction, as illustrated in
Figure 3.5 which shows a candidate Z → µµ event from 2017 with 65 reconstructed vertices. The
impact of this effect on track reconstruction will be explored in Section 4.4, and event reconstruction
will be described briefly in Section 3.2.4.
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Figure 3.3: Mean number of interactions per crossing for all Run 2 data-taking years [38].
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Figure 3.4: Peak instantaneous luminosity delivered to ATLAS during stable beams for pp collisions
at
√
s =13 TeV is shown for each LHC fill as a function of time in 2015 (left) and 2018 (right) [38].
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Figure 3.5: A display of a Z → µµ candidate event with 65 additional reconstructed vertices from pp
collisions recorded by ATLAS at
√
s =13 TeV in 2017 (Run 336852, Event 883966264). The yellow
lines represent the reconstructed muons, the cyan lines show the other reconstructed tracks and the
multicolored dots represent the reconstructed vertices. The three panels, from top to bottom, show
tracks with a pT cut of 100 MeV, 1 GeV and 5 GeV respectively [39].
3.2 The ATLAS Detector
The ATLAS detector [33] is a general purpose detector which collects and analyzes data from
LHC collisions, with the goals of observing and making precision measurements of the Higgs boson
(discovered in 2012) and of observing physics beyond the SM. It has a cylindrical design, and its
center is located at one of the LHC interaction points. It consists of several subdetectors, each
designed to measure a different property of the particles created in the pp collisions. From inside
out, these subdetectors can be categorized as the Inner Detector, which tracks the trajectory of
charged particles and measures their momentum, and will be described in Section 3.2.1, the sampling
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Calorimeters, which measure the energy of particles and which will be presented in Section 3.2.2,
and a muon spectrometer which identifies and measures the momentum of muons, and which will
be described in Section 3.2.3. Figure 3.6 shows a cut-out view of the ATLAS detector and labels
each of the subdetectors.
Figure 3.6: General cut-away view of the ATLAS detector [33].
ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point
(IP) in the center of the detector and the z-axis along the beam pipe. The x-axis points from the IP
to the center of the LHC ring, and the y-axis points upward. Cylindrical coordinates (r, φ) are used
in the transverse plane, φ being the azimuthal angle around the z-axis. As motivated in Section 3.1,
typically the momentum and energy of particles are measured in the transverse plane, and denoted
with a subscript T (as in pT or ET). The pseudorapidity is defined in terms of the polar angle θ as
η = − ln tan(θ/2). Pseudorapidity is preferred over the polar angle because it is Lorentz invariant,
as differences in pseudorapidity are invariant under longitudinal boosts, and particle production is
roughly constant in η at a hadron collider. Rapidity is defined as y = 0.5 ln [(E + pz) / (E − pz)]
where E denotes the energy and pz is the component of the momentum along the beam direction.
The angular separation between two objects is defined as ∆R =
√
(∆η)2 + (∆φ)2.
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3.2.1 The Inner Detector
The Inner Detector (ID) is used to determine the trajectories of charged particles and to measure
their momentum. These charged particle trajectories are commonly referred to as “tracks”. The
ID spans the pseudorapidity range |η| < 2.5, and consists of three subdetectors: the Pixel detector,
the Semiconductor Tracker (SCT), and the TRT. Figure 3.7 shows a schematic illustration of the
ID. The Pixel detector is the closest to the beampipe and so has the finest granularity channels, for
precise measurements of the positions of tracks. Conversely the TRT is the farthest tracker from
the beampipe and so covers the largest volume with the largest granularity. The Pixel and SCT
detectors are silicon detectors. A high-energy charged particle passing through a channel in these
detectors ionizes the silicon, creating electron-hole pairs, whose signal can then be recorded as a
“hit”. The TRT is a straw tube detector. A charged particle passing through a TRT straw ionizes
the gas in the straw, and the electrical signal from this ionization results in a TRT hit. The ID is
surrounded by a thin superconducting solenoid providing an axial magnetic field of 2 T, allowing the
measurement of charged-particle momenta. In preparation for Run 2, a new innermost layer of the
Pixel detector, the insertable B-layer (IBL) [40], was introduced at a radial distance of 3.3 cm from
the beamline to improve vertex reconstruction and the identification of jets initiated by b-quarks.
3.2.1.1 Pixel Detector
The Pixel detector consists of four cylindrical barrel layers and three disk-shaped endcap layers.
There are a total of 92 million channels in the Pixel detector. The channels in the IBL have a
nominal size of 50 µm× 250 µm, while the channels in the outer three layers have a nominal size of
50 µm× 400 µm, in the φ− z plane. The resolution of the Pixel detector is 14× 115 µm2.
3.2.1.2 Semiconductor Tracker
The SCT uses the same technology as the Pixel detector. The most important difference is that
the SCT channels are larger than the Pixel channels, since it is not as necessary to have such fine
granularity farther from the beampipe. These larger channels are referred to as “strips”. There
are 6.3 million readout channels in the SCT. The SCT has nine disk-shaped endcap layers and four
double barrel layers, allowing for two measurements in each layer. Each strip in the SCT barrel has
a nominal size of 126 mm× 80 µm and a nominal resolution of 17 µm.
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Figure 3.7: Schematic of the Inner Detector. Only the barrel is shown [41].
3.2.1.3 Transition Radiation Tracker
The Transition Radiation Tracker is the outermost component of the ID. It is comprised of almost
350,000 straws of 4 mm diameter, filled with either a xenon-based or argon-based gas mixture 3.
The straws in the TRT barrel lie along the z axis and span the length of the barrel, which is
144 cm long. The barrel straws are electrically separated at z = 0, but otherwise there is no spatial
resolution in the z direction from the TRT barrel measurements. Similarly, the straws in the endcaps
lie radially along the r direction and are 39 cm long, so there is no resolution in the r direction from
3 Over 10 years after installation, the TRT has developed several gas leaks and since xenon is quite an expensive
element, the regions with the worst leaks use argon instead.
3. LHC and the ATLAS Detector 29
TRT endcap measurements. Hence, the TRT barrel only provides measurements in the r−φ plane,
and the TRT endcap only provides measurements in the z − φ plane. Each straw has at its center
an anode wire set to ground potential, and the straw wall is set to negative potential, leading to
an electric field in the straw itself. When a charged particle ionizes the gas in a straw, the ionized
electrons drift towards the anode and cause an avalanche of ionization in the strong electric field
close to the anode, thus amplifying the signal collected at the anode. The TRT extends to an |η|
of 2.0 and has a nominal resolution of roughly 120− 180 µm, for both xenon- and argon- based gas
mixtures. The TRT is also able to identify particles with high Lorentz factors, in particular electrons,
by plastic inserted between straw layers. The difference in dielectric constant between the plastic
and the gas in the straws causes particles to emit transition radiation in an amount proportional to
their Lorentz factor. The transition radiation, which is typically 6 − 15 keV for electrons, is then
absorbed by the xenon or argon in the TRT straws, and the many ionized electrons are read out
analogously to the original ionization from the charged particle. It is possible to have sensitivity to
both the charged particle passing through the straw, with an ionization energy of usually < 300 eV,
and the transition radiation, with an ionization energy of a few keV, by using an electrical signal
readout with a tertiary threshold. The efficiency to absorb the transition radiation photons is much
higher for xenon than for argon, so this method of TRT particle identification is much more effective
in straws with xenon. Chapter 4 will describe in detail this subdetector and the methods used to
improve its track and particle reconstruction.
3.2.2 The Calorimeters
Outside the solenoid, the next layers in the ATLAS detector system are the calorimeters. Calorime-
ters are designed to measure the energy of particles traversing the detector. This is achieved by
interleaving “absorbing” and “sampling” layers of materials. The absorbing layers are made of high-
density materials such as lead and are designed to stop the traversing particles by inducing particle
showers, such that all the energy is deposited within the calorimeter. The sampling layers then
measure the energy of these showers. ATLAS has two types of calorimeter systems, an electromag-
netic and a hadronic, which together cover the region |η| < 4.9. Figure 3.8 shows an illustration of
these calorimeters. The electromagnetic calorimeter uses liquid argon (LAr) as the active material
with lead absorber sheets in the region |η| < 3.2. The central hadronic calorimeter incorporates
plastic scintillator tiles and steel absorbers in the region |η| < 1.7. The hadronic endcap calorimeter
(1.5 < |η| < 3.2) and the forward calorimeters (3.1 < |η| < 4.9) use LAr with copper or tungsten
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Figure 3.8: The ATLAS Calorimeter system [33].
absorbers.
3.2.2.1 Liquid Argon Calorimeters
The geometric size of the calorimeters is determined by the space required to fully stop most particles
of interest. In the LAr, this is measured by the “radiation length”, which is the length that a particle
moves through a material before it has 1/e, or roughly 37%, of its energy. Lead has a radiation
length of roughly 5.6 mm and the LAr calorimeters are 50 cm long, corresponding to 22 (24) radiation
lengths long in the barrel (endcaps). This ensures that the majority of electrons and photons are
fully stopped. The LAr has 110,000 channels total and has an accordion shape oriented radially,
to ensure that measurements can be taken in the full φ range with no gaps. The LAr is divided
into several layers with differing cell sizes. The first is a pre-sampling layer, to sample energy from
showers that are initiated before the first absorber plate. Next comes a fine-granularity layer with
cells of size 0.003125×0.1 in (η×φ), which is especially useful for distinguishing photons and neutral
pions. Next is the largest layer, at 16 radiation lengths and with size 0.025 × 0.0245, and finally
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another small layer of 0.05× 0.0245 to estimate any remaining energy that was not sampled by the
previous layer.
3.2.2.2 Tile Calorimeters
The 500,000 channels in the Tile calorimeter record scintillation from the active material which
travels through fiber optics to Photo Multiplier Tubes. The full tile calorimeter is almost 2 m in
radius, which covers roughly 10 hadronic interaction lengths, depending on the η direction of the
particle. The calorimeter is split into three layers which have cells of size 0.1 × 0.1 in (η, φ) in the
first two layers and 0.2× 0.2 in the third.
3.2.3 The Muon Spectrometer
Figure 3.9: The ATLAS Muon System [33].
As muons are too massive to lose significant energy by radiation passing through the calorime-
ters, there is a detector system fully dedicated to muon detection. The Muon Spectrometer (MS)
surrounds the calorimeters and measures muon tracks within |η| < 2.7 using three layers of preci-
sion tracking chambers and dedicated trigger chambers. A system of three superconducting air-core
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toroidal magnets provides a magnetic field for measuring muon momenta. Figure 3.9 shows a
schematic of the muon system. There are several technologies used to measure the muons. Moni-
tored Drift Tube Chambers (MDTs) are 30 mm drift tubes which measure the momentum of the
muons with a resolution of roughly 80 µm. There are 370,000 drift tubes which extend to an |η|
of 2.7, except in the innermost layer where they extend to an |η| of 2.0. There are also Cathode
Strip Chambers (CSCs) which are multiwire proportional chambers with cathode strips and which
measure the position of the muons with a 60 µm resolution. The CSCs also extend from an |η| of 2.0
to 2.7. There are also two types of detectors dedicated to triggering in the muon system: Resistive
Plate Chambers (RPCs) and Thin Gap Chambers (TGCs). RPCs have a coverage of |η| < 1.05
and TGCs have a coverage of 1.05 < |η| < 2.4, and are additionally used for a secondary position
measurement out to an |η| of 2.7.
3.2.4 Particle Identification and Reconstruction
Now that the ATLAS detector and the particle signatures that are recorded by the various elements
have been presented, it is important to describe how these signatures are translated into identified
physics objects, in particular SM particles. This is possible by combining the signatures from
different detector elements, as illustrated in Figure 3.10, which shows the signatures that several
particles leave in various detector elements. For example, it was discussed in Section 3.2.2 that
most electrons and photons deposit all their energy in the electromagnetic calorimeter. Moreover,
electrons are charged particles so they leave a track in the ID, while photons are neutral so they
leave no track. Similarly, muons can be identified by complementary tracks in the ID and MS.
Strongly interacting particles radiate gluons, which split to pairs of quarks and anti-quarks. A
shower of particles develops that hadronizes into a collection of charged and neutral hadrons. This
cascade of particles is referred to as a jet. Jets are identified by large energy deposits in the
hadronic calorimeter. It is generally impossible to distinguish jets from most quark types, but b-
quark-initiated jets in particular are identifiable. This is because b-quarks hadronize into B-hadrons,
which have a relatively long lifetime (several picoseconds). Thus a B hadron can travel for some
distance (a few mm) before decaying into several particles. The tracking detectors have excellent
spatial resolution and so the reconstruction algorithms can identify that the charged particles from
the B hadron decay appear to meet at a location displaced from the primary collision vertex. This
is called a “displaced vertex”, and thus b-jets are identifiable. There are also efforts to be able to
distinguish quark-initiated and gluon-initiated jets using deep machine learning techniques. Finally,
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it was mentioned in Section 3.1 that the total momentum in the transverse plane must be zero, since
the LHC partons collide head-on in the z direction. Thus any particles which do not interact with
any of the detector elements, such as neutrinos or some stable neutral BSM particle, will also be
indirectly detectable in the form of missing transverse energy.
The process of combining the data from all detector elements to identify particles is referred to
as reconstruction and occurs in several stages. Tracking is the procedure used to identify charged
particle tracks and determine their momentum. This is actually done by measuring the sagitta s
which gives the radius of curvature of the track. Charged particles bend in magnetic fields by an
amount inversely proportional to their momentum. When converted to the units used in ATLAS,
this relationship gives
pT[GeV/c
2] = 0.3B[T]l2/8s (3.1)
Figure 3.10: Schematic illustrating the detector signatures of various Standard Model particles [42].
3. LHC and the ATLAS Detector 34
where B is the magnetic field (2 T in the ID) and l is the lever arm of the measurement (the radius







It can be seen that higher-pT tracks have larger uncertainties, and that a longer lever arm greatly
improves the momentum resolution. For this reason, the TRT is invaluable for momentum resolution
due to its large volume, as it roughly doubles the lever arm of the ID.
Individual hits in the tracking detectors are combined using pattern recognition and track fitting
algorithms such as Kalman and Global χ2 Filter [41, 43, 44]. Vertices are then reconstructed at
locations where many tracks appear to originate [45, 46]. Deposits of energy cells are combined
into “clusters” [47] using either a sliding window algorithm, which builds clusters using a fixed-size
grouping of cells, or a topological cluster algorithm, which builds clusters of varying size based on
the energy deposits in neighboring cells.
Using these tracks and clusters, there are dedicated algorithms to identify all the particles de-
scribed schematically above. Electron identification requires an electromagnetic cluster with a cor-
responding ID track [48]. Photon identification requires an electromagnetic cluster with no ID
track [49]. There are several algorithms for muon identification but the most commonly used, in-
cluding the one used in the analyses which will be described in Chapters 5 and 6, requires an MS
track aligned with an ID track. Similarly, there are several jet reconstruction techniques but the one
within the scope of this thesis is the anti-kT algorithm [50, 51] with an angular size of R = 0.4. As
mentioned above, b-jets are especially identified as originating from a displaced secondary vertex [52].
Finally, the missing transverse energy is calculated as the negative vector sum of the momenta of
all visible calibrated objects in the event, including a track-based “soft” term for any objects with
a momentum too low to be reconstructed as physics objects [53].
All the object reconstruction described above has several options for quality criteria, from which
individual analysis teams can choose the one that gives best performance for their performance.
These are designed to have varying levels of trade-off between signal efficiency and background
rejection.
3.2.5 The Trigger System
Given the extremely high rate of pp collisions at the LHC, which is 40 MHz when protons are
colliding every 25 ns, it is impossible to record all the events, in terms of the storage that would
be necessary to record all the events to disk, as well as the bandwidth necessary for the detector
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elements to read out the data from every event. Rather, it is necessary to carefully select a small
subset of these events “online”, before they are read out. This procedure is called the trigger and it
filters events from a rate of 40 MHz to 1 kHz. The challenge is designing these triggers to record the
majority of the interesting events while still keeping within the limitations of the detector readout.
Since many collisions result in relatively well-understood, low-energy QCD interactions, it is possible
to achieve a rate of 1 kHz.
The ATLAS trigger system begins with a hardware-based level-1 (L1) trigger followed by a
software-based high-level trigger (HLT) [54,55]. The L1 trigger uses data from the calorimeters and
MS and is designed to accept events at an average rate of 100 kHz, with a maximum latency of
2.5 µs. The HLT additionally makes use of the ID, reading data only from regions of interest (RoIs)
which are defined by the L1, and is designed to accept events to write out to disk at an average rate
of 1 kHz.
Electrons are triggered in the pseudorapidity range |η| < 2.5, where the electromagnetic calorime-
ter is finely segmented and track reconstruction is available. Compact electromagnetic energy de-
posits triggered at L1 are used as the seeds for HLT algorithms that are designed to identify electrons
based on calorimeter and fast track reconstruction. The muon trigger at L1 is based on a coincidence
of trigger chamber layers. The parameters of muon candidate tracks are then derived in the HLT by
fast reconstruction algorithms in both the ID and MS. There are additionally hadronic and missing
energy triggers which primarily use calorimeter information, but which are beyond the scope of this
thesis.
Chapter 4
Interpreting Data from the TRT
As mentioned in Section 3.2.1, the TRT contributes to the momentum measurement of charged
particles via the tracks they leave in the ID. The TRT is particularly useful to constrain this
measurement because of its large radius. The details of tracking in the TRT are described in
Section 4.1. The TRT is also able to contribute to electron identification due to the transition
radiation (TR) between straw layers. The process of interpreting the unique signature that electrons
leave in the TRT to improve their identification, referred to as particle identification (PID), will be
described in Section 4.2. One input to the PID is the TRT local occupancy, which quantifies the local
activity around a TRT track. This quantity is useful for both studies and calibrations, for tracking
and PID alike. Studies of the TRT local occupancy will be described in Section 4.3. Finally, some
of the difficulties encountered when performing tracking in a high-luminosity environment, and the
actions taken to maintain performance, will be explored in Section 4.4.
4.1 Tracking in the TRT
When a charged particle traverses a TRT straw and ionizes the gas within, the freed electrons drift
toward the central anode wire and the ions drift toward the straw edge. This signal is then recorded
by the readout electronics. The ion drift time is much longer than the electron drift time, and can
be ignored as the signal is restored to baseline by the readout electronics before the majority of the
ion charge is deposited [56]. The ionized electrons are collected on the wire within about 60 ns.
The TRT reports a tertiary output for each channel in a 75 ns window around each bunch crossing,
with 24 low threshold (LT) bits for tracking (each LT bit corresponds to 3.125 ns) and three high
threshold (HT) bits for transition radiation (each HT bit corresponds to 25 ns). The bit in which a
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Figure 4.1: Example distribution of drift radius as a function of drift time in barrel side A for 2018
data run 350310. The z-axis represents number of hits. The black points represent the profile for
each bin along the x-axis.
signal first rises above the LT is called the leading edge and corresponds to the arrival of the ionized
electrons from the closest approach of the charged particle to the wire. In Run 2, a validity gate is
defined based on the leading edge time in order to minimize the number of hits from the adjacent
bunch crossings 25 ns earlier and 25 ns later. If any of the LT bits within the validity gate are above
threshold, the 27-bit word is collectively referred to as a hit or a drift circle.
The fine granularity of the LT bit pattern allows for a measurement of the track’s position in
the straw which is much more precise than its 2 mm radius. The leading edge has a one-to-one
correspondence with the drift time of these closest electrons, which can then be converted to a drift
radius, as illustrated in Figure 4.1.
A quantity called the pull is used to make sure the uncertainty, or error, of the drift radius
is sensible. The pull makes use of the drift radius rhit and the so-called track-to-wire distance
(TTWD) rtrack, as well as the uncertainties on both of these measurements δrhit and δrtrack. The







The pull should be a Gaussian distribution centered at 0 and with a width of 1. If the width is greater
than 1, then the hit error is underestimated and the fit will be underconstrained. On the other hand,
if the width is less than 1, then the hit error is overestimated and the fit will be overconstrained. To
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ensure that the width of the pull remains at 1, a drift radius “error scaling” method was introduced.
This method fits iteratively and then applies a pileup-dependent scale factor to the errors [57].
The drift radius and its uncertainty are then input to tracking, to constrain the trajectory of
a track. A first pass at tracking gives the expected trajectory of a track [41, 44] (this first pass
may already exist from the Pixel and SCT subdetectors if this is a “Silicon-seeded” track). This
trajectory establishes the straws that the track is expected to have traversed, as well as the TTWD
in each straw. The residual is the numerator of the pull calculation (Equation 4.1); namely the
difference between the drift radius (from the TRT measurement) and the TTWD (from the fitted
track trajectory). It is used to determine how well the TRT measurement agrees with the track
fit, which correspondingly classifies the TRT hit as either “precision”, “tube”, or “outlier”. These
classifications are illustrated schematically in Figure 4.2 and are defined as follows. If the residual
is within ±2.5 of the drift radius error, the hit is a “precision hit”. These hits are used to constrain
the track fit. If the residual is larger than this, or if the drift radius cannot be accurately measured
because there is no leading edge, the hit is a “tube hit”. These hits are also used to constrain the
track fit but they have large errors so they don’t constrain it as much as precision hits. “Outliers”
are hits that pass 100 µm or more outside the straw wall. These hits are used in pattern recognition
but not in the track fit. Precision or tube hits can additionally be classified as outliers if the track is
not successfully extended into the TRT, as described below. Finally, “holes” are identified as TRT
straws which the track is expected to have traversed but which have no recorded hit.
Tracks typically have roughly 30 TRT hits, depending on their pseudorapidity and hence the
region of the detector through which they pass. As mentioned before, ideally each of these hits help
to constrain the momentum measurement of the track. There are several types of tracks. The type
most commonly used is silicon-seeded tracks. These are tracks which originate from the Pixel or
SCT detectors, which may then have “extensions” into the TRT. Tracks are not required to have
TRT extensions but their momentum measurement has a much smaller uncertainty if the TRT is
included, since the momentum uncertainty goes as 1/(lever arm)2 and the TRT doubles the lever
arm as described in Section 3.2.4. There are also TRT-seeded tracks which are useful for identifying
photons which convert to electron-positron pairs and for long-lived particle searches, but which will
not be discussed in this thesis.
Silicon-seeded tracks are extended if the extension candidate meets several quality criteria. There
are requirements on the quality of the Si-only track, as well as the following requirements on the
extension itself:
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Figure 4.2: Illustrative classifications of different TRT hit types. The drift radius and its uncertainty
are shown by the red annulus. The trajectory of the track is shown by the dashed line. The center
of each straw is shown as a red dot, and the straw wall is shown as the black circle. Courtesy of
Narei Lorenzo Martinez.
• There must be at least 9 TRT hits on the extension.
• If there are at least 15 TRT hits on the extension, at least 30% of them must be precision hits.
This value is called the precision hit fraction (PHF) and is designed to prevent low-quality
TRT extensions from degrading the overall quality of an otherwise good track. (This criterion
was 50% until recently. See Section 4.4 for a discussion of this.)
• The combined Si+TRT fit must yield χ2Si+TRT ≤ 2 and χ2Si+TRT ≤ 2 ∗ χ2Si−only
If a TRT extension fails the criteria outlined above, then all the TRT precision and tube hits
are re-classified as outliers. Tracking at high occupancy led to a reduction in the number of suc-
cessful TRT extensions. This was investigated and improved, a discussion of which can be found in
Section 4.4.
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4.2 Electron Identification in the TRT
In addition to the tracking capabilities of the TRT, it can also be used to help identify electrons [58].
This is achieved by inserting plastic, which has a different dielectric constant than the gas in the
straws, between layers of the TRT. As charged particles traverse boundaries between media with
different dielectric constants, they emit an amount of TR proportional to their Lorentz factor γ.
Therefore at a given momentum, electrons emit much more TR than charged pions due to the smaller
value of the electron mass. The TR are X-rays that may be absorbed by the inner shell electrons of
the gas in the TRT straws and cause significant ionization, which contributes a large amount to the
energy read out by the straw wire. This is the reason for the tertiary readout system in the TRT.
The high threshold (HT) is designed to only be exceeded by these high-TR tracks. This effect can
be seen in Figure 4.3 which shows the probability that a track will exceed the HT as a function of
its Lorentz factor.
Along with information about the local geometry of a track and the event environment, its HT
bit pattern is input to a tool which calculates the likelihood that a track is from an electron. Xenon
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Figure 4.3: High threshold probability as a function of Lorentz factor and electron or muon momen-
tum, in data and simulation, for tracks with |η| < 0.625 corresponding to the barrel region of the
TRT [59].
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is more efficient at absorbing the TR than argon, hence the xenon hits provide better discrimination
power. The output of this tool is used by the electron identification described in Section 3.2.4 to
improve discrimination.
The PID likelihood has many dependences. One of these is the amount of detector activity
around a track. Regardless of whether the track was truly an electron or not, increased activity
around the track increases the probability that the HT will be exceeded. For this reason it is useful
to input the occupancy around a track as input to the PID calculation.
4.3 TRT Local Occupancy
Many processes in the ATLAS detector have a dependence on pileup, which is the amount of overall
activity in an event. Detector responses as well as calibrations and working points may change based
on the pileup around an object of interest. For this reason it is important to understand how pileup
affects tracking and PID in the TRT, with the goal of accounting for and correcting this dependence.
In Run 1 of data taking, two quantities were considered as handles to correct the PID dependence
on pileup, which both have drawbacks in a high-pileup environment. One quantity is the number of
number of primary vertices (npv) in a bunch crossing, counted using track reconstruction. At high
pileup, when there are many proton-proton collisions which are close together, it gets difficult to
resolve individual vertices. Since the calculation of npv itself depends on pileup [60], npv is not ideal
in high-pileup conditions. The other quantity considered is the mean number of inelastic proton-
proton collisions per bunch crossing (〈µ〉), which is linear with pileup and can describe the changes
in the instantaneous luminosity over the course of minutes and hours of each run, but cannot provide
an event-by-event quantity. It is averaged over all bunch crossings in a luminosity block (which is
about one minute long) so it does not reflect the pileup of a given event. It is therefore not optimal
for determining the effect of pileup on an event-by-event basis.
In Run 2, a new option was introduced to characterize the pileup on an event-by-event basis.
The occupancy of the TRT is defined as:
number of TRT straws which have a low-level hit within a validity gate
total number of live TRT straws
(4.2)
TRT occupancy has several advantages over npv and 〈µ〉. Firstly, it is much more linear with
pileup than npv is, so it provides a more realistic description of the detector activity in a high-
pileup environment. Figure 4.4 shows that the global TRT occupancy is relatively linear with 〈µ〉.
Secondly, it can be calculated for every event, and to any desired granularity, so it can provide a
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more accurate and local description of the detector activity than 〈µ〉. Global TRT occupancies are
calculated once per event, to have an estimate of the general activity in the event. In addition,
local track occupancies are calculated for every track that enters the TRT PID tool, so that a local
description of the detector activity can be used to correct PID variables which are ultimately used
as input to the electron likelihood.
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Figure 4.4: Global TRT occupancy as a function of 〈µ〉, for 2015 data and Monte Carlo (MC).
Several studies were performed to measure and validate the use of TRT occupancy in this con-
text. In Section 4.3.1, typical occupancy distributions and the choice of granularity are described.
Section 4.3.2 presents a comparison of the occupancy calculated in reconstruction to that calculated
in the online trigger environment.
4.3.1 Occupancy Granularity
The occupancy of the TRT, as well as the occupancy of regions of the TRT, can vary greatly
depending on the activity of an event. Figure 4.5 shows the distribution of global TRT occupancy
for events with 〈µ〉 between 10 and 16. The spread is not exceptionally large, but if we look in
smaller regions of the TRT the spread increases. The occupancy is calculated in several regions, at
two different granularities. Six coarse “partition occupancies” are calculated per event, for Barrel,
Endcap type-A wheels, and Endcap type-B wheels, for either side A or side C of the detector. The
finer granularity “local occupancy” splits the detector into 192 regions, for each of 32 phi sectors in
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Global TRT Occupancy


























Figure 4.5: Global TRT occupancy distribution, for 2015 data and MC.
all 6 partitions.
Figure 4.6 shows the distribution of partition occupancies, and Figure 4.7 shows the distribution
of local occupancies, each as a function of global TRT occupancy. It is clear that the smaller regions
have a larger spread, simply because smaller regions are more susceptible to variations in activity
in a given event. It can also be noted that the slopes of the distribution in each partition are not
the same. This is demonstrated more clearly in Figure 4.8, which plots the average occupancy for
each partition as a function of global occupancy on one axis. It is clear that Endcap B typically has
the highest occupancy, and Endcap A has the lowest. This is because most activity in an event is
in the forward region of the detector. In general, the differential cross-sections for jet production
in proton-proton collisions are approximately constant in pseudorapidity, implying roughly equal
numbers of jets are observed in each interval of pseudorapidity. This means most of the activity
will be in the forward endcaps of the detector, and so Endcap B will have higher occupancy than
Endcap A. This is shown in Figure 4.9, which shows the occupancy of every other wheel in the
endcap. The wheels are numbered from 0 to 13, and the lower-numbered wheels are at lower |z|. It
is clear that these wheels have lower occupancy than the wheels at higher |z|. Similarly, the inner
barrel layer has higher average occupancy than the outer barrel layer because most of the charged
particle tracks passing through the inner layer of the barrel will exit into the endcap. In addition,
the larger surface area of the outer barrel layer compared to the inner barrel layer means there are
more channels per charged particle and so there is lower occupancy in the outer barrel layer than
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Figure 4.6: Distributions of partition occupancies as a function of global TRT occupancy, in 2015
data (top) and MC (bottom).
the inner barrel layer, as demonstrated in Figure 4.10. Figure 4.10a shows the average barrel layer
occupancy, and Figure 4.10b shows the distributions.
Because of this spread in local occupancy which is dependent on detector geometry, it is beneficial
to consider smaller TRT regions when using occupancy to correct for pileup effects, as the local
activity around a track provides a more accurate description of the conditions which might affect
this track. Similarly, since a single track can pass through several partitions, it is useful to define a
local track occupancy which describes the local detector activity along a track. This is a weighted
average of the local occupancies Li in each of the 192 regions i, weighted by the number of track
hits in that region ni. This is described by the expression







Figure 4.11 shows the local track occupancy as a function of global occupancy, and Figure 4.12 shows
the local track occupancy as a function of track pseudorapidity. The shape of the latter is an effect of
the difference in occupancy distributions in different TRT partitions, as demonstrated in Figure 4.8.
A track with |η| ≤ 0.9 goes primarily through the barrel, while a track with 0.9 < |η| ≤ 1.55 goes
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Figure 4.7: Distributions of local occupancies as a function of global TRT occupancy, in 2015 data
(top) and MC (bottom).
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Figure 4.8: Partition average occupancy as a function of Global TRT occupancy, in 2015 data and
MC.
mostly through the Endcap A, and a track with |η| > 1.55 only goes through the Endcap B wheels.
The higher occupancy in the Endcap B wheels is clearly seen for tracks at the highest |η| values.
Several studies were performed to determine the optimal granularity to use, to have a realistic
description of the occupancy around the track while minimizing CPU consumption. Three gran-
ularities were studied in detail: The coarsest granularity (Gran1) is the granularity of partition
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Figure 4.9: Endcap wheel occupancy as a function of Global TRT occupancy, in 2015 data. One
data point corresponds to one event. Only every other wheel is included; there are 14 total. “Wheel
0” corresponds to the wheel at smallest |z|, closest to the interaction point, and “Wheel 12” is the
second outermost wheel, in the most forward region of the TRT.
Global TRT Occupancy






























Figure 4.10: Average (a) and event-by-event (b) barrel layer occupancy as a function of Global
TRT occupancy, in 2015 data and MC. “Layer 0” corresponds to the innermost layer, closest to the
beampipe, and “Layer 2” is the outermost layer, at farthest radius from the beampipe.
occupancies. The middle-sized granularity (Gran2) is the granularity of the 192 local occupancies,
which divide each partition into 32 sections in φ. The finest granularity (Gran3) calculates a number
for each of the 192 regions in Gran2, further divided into the three layers for the barrel, and the
14 wheels in the endcaps, for a total of 1088 regions. Any of these granularities can be chosen to
define the region i used to calculate the track occupancy defined in Equation 4.3. Figures 4.13–4.16
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Figure 4.11: Local track occupancy as a function of global TRT occupancy, in 2015 data and MC.
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Figure 4.12: Local track occupancy as a function of track pseudorapidity, in 2015 data and MC.
compare the local track occupancy for each track, calculated using each of the three granularities.
Figure 4.13 demonstrates that on average, Gran3 leads to a slightly higher local track occupancy,
but this will have no physical consequences for the electron likelihood, since once we pick a granu-
larity, the PID tool is optimized based on these occupancy values. Figure 4.14 shows the difference
in the value of the local track occupancy from each possible pair of granularity options, for example
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Gran1 - Gran2. Figure 4.15 shows the relative difference, after dividing by the smallest local track
occupancy, for example (Gran1- Gran2)/min(Gran1, Gran2). Figure 4.16 shows the ratio of the
values of the local track occupancy, for example Gran1/Gran2. These distributions show that there
is only a small difference between Gran2 and Gran3. This is expected because each track is going
across several barrel layers or endcap wheels, so any occupancy differences between individual layers
or wheels is smeared away due to the averaging in Equation 4.3. The differences between Gran1
and Gran3 are only slightly more pronounced than those between Gran1 and Gran2.
One interesting feature about this set of plots is that in Figure 4.14b, only a small dependence on
global TRT occupancy is visible. However, if we look at Figures 4.15b and 4.16b, a slight dependence
can be seen. As the global occupancy increases, the relative difference between granularities decreases
and the ratio between them approaches unity. This is an artifact of the linear relationship between
local track occupancy and global occupancy. Figure 4.14 shows that the difference between two
granularities is quite flat with global occupancy, so as global occupancy increases, the numerator
of the relative difference stays the same while the denominator increases. This leads to a relative
difference that approaches zero, as seen in Figure 4.15. The same effect can be seen in a slightly
different way in Figure 4.16. As the global occupancy increases, each granularity also increases but
the difference remains constant, such that the ratio approaches one.
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Figure 4.13: Local track occupancy distributions based on different granularities, in 2015 data and
MC. The obvious difference between data and MC in (a) is due to the difference in global occupancy
distributions, as can be seen by considering (b) where the distributions match perfectly.
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Figure 4.14: Difference in local track occupancies based on different granularity calculations, in 2015
data and MC.
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Figure 4.15: Relative difference in local track occupancies based on different granularity calcula-
tions, in 2015 data and MC.
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Figure 4.16: Ratio of local track occupancies based on different granularity calculations, in 2015
data and MC.
Figure 4.17 compares the CPU consumption of each granularity, for three 2014 MC Z → ee sam-
ples. The x-axis markers labeled “GranX” show the CPU required for each of the three granularities
described. The other markers show the CPU consumption of reconstruction before the local occu-
pancy calculation is added, to give a sense of scale. The data point on the far left, labeled “No TRT”,
corresponds to the CPU per event of Inner Detector reconstruction without any TRT tracking. Next
to the left, “No Local Occ”, is the CPU consumption including TRT reconstruction but before the
Local Occupancy Tool is added. Then, on the far right is the CPU consumption for the “Whole
Detector”, which includes the calorimeters and the muon system. It is clear that the addition of
the TRT local occupancy tool does not contribute significantly to the CPU required for an event.
The difference between the three MC samples is due to their different average global occupancy,
shown as “〈occ〉” in the legend, which is directly proportional to the number of charged particles
that have to be reconstructed in each event. If the CPU per event is scaled by the average number
of tracks per event, there is much better agreement for the different global occupancy ranges. This
is shown in Figure 4.18. Figure 4.18a shows the average CPU per event and Figure 4.18b shows the
average CPU per number of tracks. The scale on the left spans 14 s, whereas the scale on the right
spans 20 ms. Note that the x-axis of this figure is different from that of Figure 4.17. In this figure,
the furthest left point shows the CPU consumption including TRT reconstruction but before any
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local occupancy calculation is added. This is identical to the second-left point in Figure 4.17. The
middle point shows the CPU consumption if we calculate the local occupancy in each of 192 regions,
corresponding to Gran2, but without calculating individual local track occupancies. Finally on the
right we see the additional CPU required when the individual local track occupancies are calculated,
according to Equation 4.3. For the highest occupancy sample (green data points), calculating the
local track occupancy increases the average CPU per average number of tracks by 0.10 ms.
Figure 4.17: CPU consumption per event as a function of granularity of local occupancy calculation,
calculated with 2014 MC Z → ee samples. The furthest left point, marked “No TRT”, corresponds
to the CPU consumption when no TRT tracking is performed in the reconstruction. The furthest
right point, marked “Whole Detector”, corresponds to the CPU required to reconstruct the entire
event. The other points only reconstruct the Inner Detector. It is clear that the choice of granularity
for the occupancy calculation does not change the CPU consumption. The huge difference in scale,
depending on the sample used, depends highly on the number of tracks and therefore the occupancy
in that sample. In the legend, “〈occ〉” refers to the global TRT occupancy.
Gran2 is chosen as the nominal granularity for the track local occupancy calculation, since it
provides a better local description than the coarser Gran1, and is not very different from the finer
Gran3, with very little difference in CPU requirement.
4.3.2 Comparison of Online and Oﬄine Occupancy
There are differences in data access between oﬄine reconstruction and the online High Level Trigger
(HLT). In reconstruction, there is unlimited time to access all information in the detector, and so all
TRT data is available at once. In the HLT, constraints are set in order to minimize processing time
to reach a trigger decision for each event. Only portions of the data are read out at a time. RoIs
are defined by towers in the electromagnetic calorimeter, and only portions of the TRT data that
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(a) Per event (b) Per track
Figure 4.18: Amount of CPU required to calculate local track occupancies for each track, calculated
with 2014 MC Z → ee samples. It is clear that the addition of the Local Occupancy Tool adds
negligible CPU. Note the difference in scale on the plots in each panel. The CPU required to
reconstruct each track is relatively constant (hence the scale of 20 ms on the plot on the right), but
an event with higher occupancy has more tracks to reconstruct. This leads the overall CPU of the
event to increase, hence the scale of 14 s on the plot on the left. In the legend, “〈occ〉” refers to the
global TRT occupancy.
Figure 4.19: Example of a trigger RoI in the TRT barrel, courtesy of Mark Sutton. The black lines
mark the limits of the RoI, and the red strips include all straw layers whose data are included for
this RoI.
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align with the RoI are processed and stored. An example is shown in Figure 4.19. The black lines
mark the boundaries of the RoI, and the red strips include all straw layers whose data are within
these boundaries. RoI are not all found at once, but rather several are found at a time as the event
is processed, so the amount of TRT information available is not constant throughout the processing
of an event. For this reason it is impossible to find the global or partition TRT occupancies in the
HLT. Additionally, these RoI are 0.2 wide in pseudorapidity η and 0.2 wide in azimuthal φ, so only
rarely do they conveniently align with the boundaries of TRT phi sectors, which in the barrel have
the same trapezoidal shapes as the mapping of the TRT barrel straws to the front-end electronics
boards, as can be seen in Figure 4.19. It is not immediately straightforward to calculate the local
occupancies as defined in Section 4.3.1, since the RoI do not find all drift circles within one of the 192
regions. They do however have access to all straw words (or Raw Data Objects, RDOs) within one
of these regions, since the structure of the data readout requires that all data on a ReadOut Driver
(ROD) must be read out at once. Again, the RODs follow the geometry of the front-end electronics
boards and so correspond to complete phi sectors. We can thus conveniently select all RDOs in the
appropriate phi sector, and apply the same validity gate that is applied to the drift circles. Then, the
number of RDOs inside the validity gate will match exactly the number of drift circles, and the local
occupancy matches exactly with that which will be found oﬄine. There is one slight complication
in Endcap A, where the wheel at highest |z| is included in the Endcap B ROD. Therefore when an
Endcap A ROD is retrieved by an RoI, and the Endcap B ROD at the corresponding phi sector
was not retrieved, the Endcap A occupancy needs to be rescaled to count only 5 of the 6 wheels in
the denominator. If, in the same event, the Endcap B ROD is later retrieved, then the Endcap A
occupancy is again corrected to count all 6 wheels.
The largest alteration to the Local Occupancy Tool for the online implementation is the fact that
unlike the oﬄine implementation, which calculates all local occupancies in all 192 regions at once,
the online tool calculates occupancies only within regions through which a track has passed. Once
the occupancy for a region is calculated, the number is stored to avoid recalculating its occupancy.
The limited data access also means that it is impossible to calculate partition occupancies in the
HLT, so only local occupancies are calculated.
To test the efficacy of the Local Occupancy Tool online and oﬄine, 1936 events of 2014 MC sam-
ples were processed in Athena release 20.7.3.8. All plots shown in this section were made with these
samples. The same events were processed in the regular oﬄine reconstruction as well as in a trigger
testing environment, which uses the Athena command trigtest.pl --test ElectronSliceAthenaTrigRDO MC.
When running these tests, it is preferential to compare the online and oﬄine occupancies for indi-
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vidual tracks. To make sure that the same tracks are compared directly, the tracks are matched
using their kinematic variables η, φ and pT. Only tracks that pass the following criteria are included
in the figures shown: |ηoff − ηon| < 0.02, |φoff − φon| < 0.02, and |poffT − ponT | < 0.1 GeV. Out of
the 1936 processed events, 25383 tracks were matched between the online and oﬄine samples. The
figures that are split into three partitions are filled depending on the pseudorapidity η of the track,
such that tracks with |η| ≤ 0.9 fill the “Barrel” plot, tracks with 0.9 < |η| ≤ 1.55 belong in the
“EndcapA” plot, and tracks with 1.55 < |η| < 2 go in the plot labeled “EndcapB”.
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(a) Reconstructed track hits
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(b) Local track occupancy
Figure 4.20: Difference in online and oﬄine reconstructed track hits (a) and local track occupancy
(b).
There is one more complication, which is that the track hits which are found online do not match
exactly with those found oﬄine, as shown in Figure 4.20a which plots the difference in number of
track hits found oﬄine and online. Typically, the oﬄine reconstruction associates more hits to a
track, since there is more time to comb thoroughly through the event. Online, many tracks do not
have any associated TRT hits. This difference is inevitable, and for this reason, the local track
occupancy found online does not always match exactly with that found oﬄine. Figures 4.20b and
4.21 show that most tracks have zero difference, but there is a branch that spreads off and increases
with global occupancy. This wing can be explained by the fact that many of the online tracks do
not find any TRT hits. We see that the effect disappears if we remove all tracks with no track
hits (and therefore zero track occupancy) from these plots, as in Figures 4.22a and 4.23, which are
replicas of Figures 4.20a and 4.21 respectively, just with no zero-occupancy tracks. Now the online
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and oﬄine distributions match quite nicely. It is also clear that there is no dependence on global
occupancy. Figures 4.24 and 4.25 show the relative difference in local track occupancy, that is,
(oﬄine - online)/online local track occupancy. The relative difference is consistently less than 15%,
and only a few outliers exceed a relative difference of 10%. Finally, Figure 4.26 plots online local
track occupancy as a function of oﬄine local track occupancy, with a dashed line drawn along y = x.
It is clear that while the two occupancies do not match up perfectly for each track, they follow the
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Figure 4.21: Difference in online and oﬄine local track occupancy, as a function of global occupancy.
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(a) Reconstructed track hits
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(b) Local track occupancy
Figure 4.22: Difference in online and oﬄine reconstructed track hits (a) and local track occupancy
(b), removing all zero-occupancy tracks.
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Figure 4.23: Difference in online and oﬄine local track occupancy, removing all zero-occupancy
tracks.
Global TRT Occupancy




























Figure 4.24: Relative difference in online and oﬄine local track occupancy, removing all zero-
occupancy tracks.
4.3.3 Summary
The Local Occupancy Tool calculates the TRT occupancy at two different granularities, as a means
to handle pileup globally in an event, as well as locally. This is useful in order to understand the
detector activity in the vicinity of a track. This tool has been developed, validated and optimized
to work in oﬄine reconstruction as well as online in the trigger. The granularities were chosen in
order to minimize CPU consumption as well as the amount of numbers stored per event, while still
being effective at gleaning local activity. Output from the tool has been used to tune the TRT PID,
which in turn improves electron identification.
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Figure 4.25: Relative difference in online and oﬄine local track occupancy as a function of oﬄine
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Figure 4.26: Online local track occupancy as a function of oﬄine local track occupancy, removing
all zero-occupancy tracks.
4.4 Tracking at high luminosity in the TRT
In 2016 data it was noticed that the error scaling described in Section 4.1 does not properly ensure
the width of the pull (defined in Equation 4.1) is 1 at high occupancies. Instead, the pull width
increases with larger occupancy. This issue is more prevalent in data than in Monte Carlo, although
the effect is seen in both. If the pull width is larger than 1, then hit errors are underestimated and
therefore fewer hits will be classified as precision since fewer hits will satisfy the requirement that
the residual be within ±2.5 of the hit error. This leads to a smaller PHF and ultimately fewer TRT
extensions. This has a significant impact on the efficiency of reconstructed objects, most notably
muons where a 0.5% drop in efficiency was seen in data, and also on TRT standalone tracks which
are used to reconstruct converted photons.
In fact, there are several possible reasons why TRT extensions can be rejected from a track.
These reasons, and the frequency at which each of them are the cause for a failed extension as
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a function of 〈µ〉, can be seen in Figure 4.27. This plot shows that the largest reason for failed
TRT extensions at high 〈µ〉 is external to TRT, usually due to a large number of Silicon holes. It is
perhaps expected that the overall quality of Silicon tracks degrades at high 〈µ〉, since high occupancy
leads to more possible combinations of hits, which in turn leads to more “fake” or low-quality tracks.
This can be seen from Figure 4.28 which shows that the average number of “Loose” (lower quality)
tracks increases more rapidly as a function of pileup than “Tight” (higher quality) tracks do. There
is clearly nothing that can be done in the TRT algorithms to improve these tracks, so they will be
ignored for the remainder of this discussion. The second largest reason for failed TRT extensions
at high pileup is the PHF requirement. For this reason, it is worth investigating if this requirement






























The biggest extension killer is external to TRT requirements. 
The first and third largest reasons for a failed extension were, 
respectively, large number of Silicon holes and large number 
of double Silicon holes. So these are probably low-quality 
tracks  anyway.
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“Other” - external to TRT
Tracks with failed TRT extension: Reason 
for failure
Figure 4.27: Reason for failed TRT extension.
To study the PHF requirement on TRT extension efficiency, good quality muon tracks were
selected from a Monte Carlo Z → µµ sample, using the following criteria defined by the tracking
subgroup in Ref. [61]:
• at least 1 Pixel hit
• at least 5 SCT hits
• no more than 2 Silicon holes
True and Fake tracks were also selected using the following definitions provided by the tracking
subgroup (see Ref. [62]):
True tracks:
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Figure 4.28: Average number of Loose and Tight tracks per event as a function of pileup, in 2015
data and Monte Carlo. Courtesy of Anthony Morley.
• at least 7 Silicon hits
• no more than 2 shared silicon hits
• no more than 2 silicon holes
• no more than 1 Pixel hole
• Truth match probability ≥ 0.5
• Status=1, charge!=0
• pT > 400 MeV and |η| ≤2.5
• Associated truth particle is a primary particle
Fake tracks:
• at least 7 Silicon hits
• no more than 2 shared silicon hits
• no more than 2 silicon holes
• no more than 1 Pixel hole
• either truth match probability < 0.5 or no associated truth particle or barcode of associated
truth particle = 0.
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It should be noted that this definition of fake tracks includes all pileup tracks, since no truth pileup
information is accessible. Only tracks with pT > 3 GeV and |η| <2 are used in the following studies.
PHF cuts from 10% to 50% were studied, with a goal of increasing the number of tracks with high-
quality TRT extensions without significantly increasing the number of tracks with low-quality TRT
extensions.
The plots in the remainder of this section show the TRT extension fraction, which is the ratio of all
successful TRT extensions to all extension candidates. Figure 4.29 shows the TRT extension fraction
as a function of 〈µ〉 (a), global TRT occupancy (b), and local track occupancy (c). There is a much
larger dependence on track occupancy than 〈µ〉 and global occupancy, which again demonstrates
the usefulness of this variable. The various colors shown in these distributions represent different
PHF cuts on the TRT extension. As expected, loosening the PHF cut increases the TRT extension
fraction. A great increase is seen by lowering the cut from 50% to 30%, where tracks with occupancy
80% experience a 35% increase in efficiency. This PHF cut also results in a TRT extension fraction
which is nearly flat with occupancy. Loosening the cut beyond 30% does not increase the TRT
extension fraction significantly.
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Figure 4.29: TRT extension fraction as a function of 〈µ〉 (a), global TRT occupancy (b), and local
track occupancy (c), for various PHF cuts, in Z → µµ Monte Carlo.
Figure 4.30 compares the TRT extension fraction as a function of track occupancy for various
PHF cuts, split by the tracks’ classification as true (a) or fake+pileup (b) following the criteria
listed above. Here it is seen that the collection of fake+pileup tracks also experiences an increase
in TRT extension efficiency at high occupancy. However it should be remembered that these fake
tracks already existed; they just did not have an extension. The loosening of the PHF cut does
not increase the number of fake tracks but rather the fraction of those tracks which have a TRT
extension.
Another way to visualize this increase in TRT extensions is shown in Figure 4.31, which plots
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Figure 4.30: TRT extension fraction as a function of track occupancy for various PHF cuts, split by
the track’s true (a) or fake+pileup (b) classification, in Z → µµ Monte Carlo.
the number of TRT outliers on track for both successful and failed TRT extensions, separately for
the barrel and the endcaps. As mentioned in Section 4.1, all TRT hits on track with a failed TRT
extension are reclassified as outliers. This can be seen in Figure 4.31, where the tracks with 9 or
more outliers all have failed TRT extensions, as marked with an open circle. Correspondingly it is
very rare for a track with a successful TRT extension (marked with a closed circle in these figures) to
have more than 1 outlier. The drop in number of tracks with a large number of outliers corresponds
to the drop in tracks with a failed TRT extension, due to the loosened PHF cut.
Similarly, Figure 4.32 shows the number of tube hits on track for various PHF cuts. As expected,
the number of tube hits increases slightly with the decreased PHF cut. This motivates an exami-
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Figure 4.31: Number of TRT outliers on track for both successful and failed TRT extensions, for
various PHF cuts, in Z → µµ Monte Carlo.
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Figure 4.32: Number of TRT tube hits on track, for various PHF cuts, in Z → µµ Monte Carlo.
nation of the momentum resolution of the tracks with TRT extensions, to ensure that the loosened
PHF cut does not worsen the track momentum measurement.




where the inverse momentum is used to ensure a Gaussian distribution because the actual measure-
ment is the sagitta, as described in Section 3.2.4. Figure 4.33 shows the momentum resolution for
successful (a) and failed (b) TRT extensions for several PHF cuts, with the width of the Gaussian
fit for each PHF cut also shown in the legend. By comparing the widths reported for each PHF cut
in (a) and (b), it can be seen that on average, tracks with a successful TRT extension have better
resolution than tracks with a failed TRT extension. This illustrates the motivation to recover as
many TRT extensions as possible. It can also be seen by focusing on (a) that the resolution of tracks
with successful TRT extensions using the PHF>30% cut is only very slightly (less than 1%) larger
than that using the PHF>50% cut.
To hone in on the effect of loosening the PHF cut, it is useful to compare the resolution of tracks
that are newly included in the TRT extension population with the loosened PHF cut. Figure 4.34
provides this direct comparison. The plot on the right (b) is the same as Figure 4.33b, but the
plot on the left (a) shows the tracks with successful TRT extensions but with PHF<0.5 so that
this plot is only filled with tracks that pass the new PHF cut, and not all the tracks that always
had a successful extension even with the old tight cut. This distribution shows that if the PHF
cut is loosened to 30%, the resolution of the tracks with newly successful TRT extensions is 2.70%,
4. Interpreting TRT Data 63
 Momentum Resolution

















pT > 3 GeV
True tracks












































It is clear that, on average, successful extensions (left) 
have better resolution than Si-only (right). 
The resolution of successful tracks worsens very 




tracks with ≥15 TRT hits
(a) Successful TRT extension
 o entu  Resolution

















pT > 3 GeV
True tracks











 o entu  Resolution
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Figure 4.33: Momentum resolu ion for tracks with successful and failed TRT extensions, for various
PHF cuts, in Z → µµ Monte Car o.
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(b) Failed TRT extension
Figure 4.34: Momentum resolution for tracks with successful and failed TRT extensions and with
PHF<0.5, for various PHF cuts, in Z → µµ Monte Carlo.
compared to 3.14% with th old 50% PHF c t. This is a sizable improvement in the resolution of
these tracks.
The PHF cut at 50% was found to be the main reason for an observed drop in TRT extension
efficiency at high pileup for otherwise good-quality tracks. Studies show that loosening this cut to
30% results in a significant recovery of the TRT extension efficiency. This is especially beneficial
because of the improved momentum resolution for tracks with TRT extensions. Additionally, the
increase in the rate of low-quality tracks with newly accepted TRT extensions due to the loosened
PHF cut was deemed acceptable, since these tracks were already being reconstructed. For the
reasons outlined here, it was decided to reduce the PHF cut from 50% to 30% for the ATLAS
software Release 21 and the reprocessing of all data with this release.
Chapter 5
Search for Stop LSP Decays to a b-jet and
a Lepton
As motivated in Section 2.3.3, it is interesting to search for supersymmetry via direct stop pair
production due to the large cross-section of this process. Of particular interest is the scenario where
the stop (t˜) is the LSP in the B − L MSSM, in which case each t˜ decays via an RPV coupling to a
b-quark and a charged lepton (t˜ → b`), as shown in Figure 5.1. In contrast to RPC searches for
the stop, there is no significant missing transverse momentum in these RPV decays. The t˜ decay
BRs to each lepton flavor are related to the neutrino mass hierarchy [28,29], and a large phase space
in the BR plane is available, as was shown in Figure 2.9. With an inverted mass hierarchy the BR
to the be final state may be as large as 100%, and with a normal mass hierarchy the BR to the bµ
final state may be as high as 90%. The experimental signature is therefore two oppositely charged
leptons of any flavor and two b-jets, with two lepton-jet resonances at the same mass.
Previous searches with similar final states have targeted the pair production of first-, second-,
and third-generation leptoquarks at ATLAS [63, 64] and at CMS [65, 66]. However, they consider
final states within the same generation (eejj, µµjj, ττbb, where j indicates a light-flavor jet) and
do not focus on final states with both b-jets and electrons or muons (eebb, µµbb), nor consider final
states with leptons of different flavors (for example eµbb). The results of the Run 1 leptoquark
searches were reinterpreted for the t˜ mass and its decay BRs in the B − L model [28, 29], setting
lower mass limits between 424 and 900 GeV at a 95% confidence level. These limits are weakest
for BRs that are equal to all lepton flavors, since final states with different lepton flavors are not
considered.
In this chapter, two analyses for this stop signature will be presented. The dominant backgrounds
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Figure 5.1: Feynman diagram for stop pair production, with t˜ and anti-t˜ (t˜∗) decay to a charged
lepton of any flavor and a b-quark through an R-parity-violating coupling λ′.
and many search strategies are identical between the two analyses, so an overview of both analyses
will be presented in Section 5.1. The first analysis was performed with 20.3 fb−1 of 8 TeV proton-
proton data from the Run 1 LHC campaign, and will be described in detail in Section 5.2. This
analysis was the dissertation topic of Brett Jackson [67] and was published as a conference note [1]
before the focus shifted to Run 2 data. Because of the large increase in center-of-mass energy between
Run 1 and Run 2, the reach of the Run 2 search is expanded by hundreds of GeV beyond that of
the Run 1 search. The second analysis, which was performed with data collected during the early
Run 2 (2015-2016) LHC campaign, corresponding to 36.1 fb−1 of 13 TeV proton-proton data, will
be described in Section 5.3 [3]. This was the dissertation topic of Giuseppe Lerner [68].Throughout
this chapter, “Run 2” refers to the 36.1 fb−1 of data collected during 2015 and 2016, and excludes
the additional luminosity collected during 2017 and 2018 unless otherwise noted. Finally, future
prospects and similar searches which also have sensitivity to this model, as well as an updated
third-generation leptoquark search with 36.1 fb−1 of 13 TeV data, will be discussed in Section 5.4.
5.1 Analysis Overview
5.1.1 Leptonic event selection
It was mentioned above that the stop can have non-negligible BR to all lepton flavors when consider-
ing both the normal and inverted neutrino hierarchies, and so it is interesting to look at final states
of all combinations of lepton flavors. However because of the short lifetime of the tau, and given
that it decays hadronically roughly 65% of the time, it provides for a much cleaner analysis to only
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directly consider final states with light leptons (electrons and muons). Events where the stop decays
to a tau can be included when the tau decays leptonically. In both rounds of this analysis, only
events with electron or muon signatures are selected, and final states are split by flavor into ee, eµ,
and µµ selections. Moreover in the Run 1 search, the signal samples do not simulate t˜ → bτ events.
These decays are included in the Run 2 search. Events are selected using unprescaled single-electron
and single-muon triggers which vary by year and are all listed in Table 5.1.
The efficiency of each trigger used with 2012 data, split by lepton flavor channel, can be seen in
Figure 5.2 as a function of stop mass, and the efficiency of passing at least one these triggers can
be seen in Figure 5.3. The lowest efficiency of passing at least one of the selected triggers is 92.7 ±
0.9%, for flavor mm events, and it is more than 98.3 ± 0.3% for all flavor ee and flavor em events.
It is necessary to use both a low-pT and a high-pT trigger to ensure high trigger efficiency
for all events. While EF e24vhi medium1 has high efficiency for electrons with pT < 100 GeV,
the efficiency drops off for electrons with higher pT. This is because high-pT electrons leave a
more jet-like signature in the detector4 and so are accepted less often by the triggers which are
optimized for low-pT electrons. In contrast, the efficiency of EF e60 medium1 increases with pT.
This effect can be seen in Figure 5.4, which show the trigger efficiencies of flavor eµ events, for several
ranges of electron pT. Particularly noticeable is the decrease in efficiency of the EF e24vhi medium1
trigger with increasing pT in Figure 5.4a, as well as the much lower efficiency for electrons with
pT < 100 GeV in Figure 5.4b. It is therefore beneficial to have two electron triggers, one for low
transverse momentum and one for high. This momentum-dependent efficiency is not seen in the
flavor channels including muons. While the distributions shown here only include the triggers used
in 2012 data, the same reasoning applies to the triggers used in all years.
5.1.2 Branching ratio reweighting
Signal samples are generated with a fixed BR of stop to lepton flavor. Signal events can then be




Btarget(t˜→ b`i)Ntruth t˜→b`i , (5.1)
4High-pT electrons are less likely to deposit all of their energy in the electromagnetic calorimeter and so some
of this energy will be deposited in the hadronic calorimeter. This causes a larger-than-typical value for the variable
Rhad, which is the ratio of transverse energy deposited in the hadronic to the electromagnetic calorimeter. Rhad is
used as a discriminant in electron triggers, so high-pT electrons can be less likely to pass a cut on Rhad in the low-pT
triggers.
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Muon Triggers Electron Triggers
2012
EF mu24i tight EF e24vhi medium1
EF mu36 tight EF e60 medium1
2015
HLT mu20 iloose L1MU15 HLT e24 lhmedium L1EM20VH
HLT mu50 HLT e60 lhmedium
HLT e120 lhloose
2016
HLT mu26 ivarmedium HLT e26 lhtight nod0 ivarloose
HLT mu50 HLT e60 lhmedium nod0
HLT e140 lhloose nod0
Table 5.1: Electron and muon triggers used for each year. “EF” is used for the Run 1 triggers and
“HLT” is used for the Run 2 triggers; they both correspond to the last level of the trigger. Next the
name of the trigger includes either “mu” or “e” which signifies whether a muon or electron candidate
is required. Then the pT cut of the trigger is specified in GeV. “L1” with some string following refers
to the L1 seed; this seed is required for all triggers but it is not explicitly included in all trigger names.
Text with “i” refers to the trigger-level isolation criteria, where “ivar” indicates a variable sized
cone isolation requirement. “vh” indicates a pseudorapidity-dependent transverse energy threshold
and a hadronic isolation requirements applied in the L1 seed. Text such as “tight”, “medium”, and
“loose” refers to the trigger-level identification criteria, where “lh” signifies that a likelihood-based
identification is used. “nod0” means there is no requirement on d0 or d0/σ(d0) [69–71].
where Ndecays represents the number of possible t˜ decays allowed in the simulation (3 in the Run 2
search, for the 3 lepton flavors, and 2 in the Run 1 search, as t˜→ bτ is not simulated in this search),
Btarget is the BR hypothesis of interest, and Ntruth t˜→b`i represents the number of truth decays of
the target type in each simulated event. Indeed, in the absence of an observed excess, limits are set
across the plane of B(t˜→ bτ) versus B(t˜→ be) by making use of this exact reweighting scheme.
5.1.3 Backgrounds
The major SM backgrounds in this search are other processes which lead to two b-jets and two
leptons. Most notable are top quark pair production (tt¯), single top production (single-top), and
Z/γ∗+jets production. Other SM processes which contribute less significantly are W+jets, diboson,
and tt¯ +W/Z.
The lepton–jet pair from each t˜ decay generally reconstructs the invariant mass mb` of the original
t˜. In an event with two leptons and two jets, two pairings are possible; one that reconstructs the
5. Search for Stop LSP Decays to a b-jet and a Lepton 68
 [GeV]stop m
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(c) EF mu24i tight trigger
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(d) EF mu36 tight
Figure 5.2: Efficiency of passing each 2012 trigger broken down by flavor channel.
correct t˜ masses, and one which inverts the pairing and incorrectly reconstructs the masses. As the
two masses should be roughly equal, the pairing that minimizes the mass asymmetry between m0b`







Here m0b` is chosen to be the larger of the two masses. Events are further selected to have small
mass asymmetry in order to reduce the contamination from background processes, whose random
pairings lead to a more uniform masymb` distribution.
To reject backgrounds coming from Z/γ∗+jets processes, we veto any event with leptons that
are consistent with a Z boson. In the Run 1 version of this search, leptons are considered consistent
with a Z if they are same-flavor, opposite-sign (SFOS) and have an invariant mass within 10 GeV
of the true Z mass. In the Run 2 version of this search, all SFOS leptons with an invariant mass
below 300 GeV are considered consistent with a Z boson. This is an efficient selection for the very
high-mass signal points targeted, where the signal leptons are very high energy.
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Figure 5.3: Efficiency of passing either the EF e24vhi medium1, the EF e60 medium1, or the
EF mu36 tight trigger for each flavor channel.
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(a) EF e24vhi medium1
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(b) EF e60 medium1
Figure 5.4: Efficiency of passing the single-electron 2012 triggers for several ranges of electron pT.
Only flavor em events are shown.
Finally, because of the high-mass signal points targeted in both searches, events are required to
have an overall large amount of energy. This is quantified using HT which is the scalar sum of the










The variables defined above are used in both the Run 1 and Run 2 versions of this search. There
are several more variables which are used in one or the other, based on individual optimizations
of those searches. Those variables, as well as the overall region definitions, will be defined in the
following sections.
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5.2 Run 1 analysis
A description of the dataset and simulated samples used in this analysis are given in Section 5.2.1.
The requirements on events and physics objects which are included in this analysis are given in
Section 5.2.2. The kinematic requirements used to define the signal, control, and validation regions
are presented in Section 5.2.3. The systematic uncertainties are detailed in Section 5.2.4, and finally
the results are presented in Section 5.2.5.
5.2.1 Dataset and Monte Carlo simulated samples
The data sample used for this search was collected from proton–proton collisions at a center-of-
mass energy of
√
s = 8 TeV in 2012. After the application of beam, detector, and data-quality
requirements, the total integrated luminosity considered in this analysis corresponds to 20.3 fb−1.
The uncertainty on the integrated luminosity is 2.8%. It is derived following the same methodology
as that detailed in Ref. [72].
MC simulation is used to estimate the detector response and efficiency to reconstruct the signal
process, estimate systematic uncertainties, and to predict the backgrounds from Standard Model
processes. The response of the detector is simulated using a detailed model implemented in Geant
4 [73,74]. Multiple overlapping pp interactions (pileup) are included in the simulation by overlaying
simulated minimum bias events, generated using PYTHIA version 8.160 [75], onto the simulated hard
scatter event. The simulated events are weighted such that the distribution of the average number
of pp interactions per bunch crossing agrees with data. The simulated events are reconstructed with
the same algorithms that are applied to collision data. The underlying event is described with the
AUET2 tune [76] for all samples apart from tt¯, which uses the Perugia 2011C tune [77], and the
Z/γ∗+jets samples which use a SHERPA-specific tune [78].
Stop pair production is modeled using MadGraph version 1.5.12 [79] to generate stop-anti-stop
pairs using the CTEQ 6L1 parton distribution functions (PDFs) [80], and PYTHIA version 6.427 [81]
to perform the R-parity-violating stop decay as well as the parton shower calculation. Stop pairs
are generated for stop masses between 400 GeV and 1000 GeV in increments of 100 GeV. Signal
cross-sections are calculated at next-to-leading order (NLO) in αs, including the resummation of
soft gluon emission at next-to-leading-logarithm accuracy (NLO+NLL) [82–84]. The nominal cross-
section and the uncertainty are taken from an envelope of cross-section predictions using different
PDF sets and factorization and renormalization scales, as described in Ref. [85]. The signal samples
have cross sections ranging from 356± 51 fb for a stop mass of 400 GeV to 0.44± 0.12 fb for a stop
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mass of 1000 GeV. In the simplified models, the stop branching ratios were set to B(t˜→ be) = B(t˜→
bµ) = 0.5, but the events can be appropriately weighted to give any branching fraction hypothesis
using Equation 5.1. Signal contributions from t˜→ bτ decays are not considered.
As previously mentioned, the largest sources of Standard Model backgrounds are tt¯, single top
production (Wt channel), and Z/γ∗+jets production. The tt¯ process is modeled using the next-
to-leading order generator Powheg revision 2129 [86–89] with NLO PDF set CTEQ 6L1 [80], and
showered with PYTHIA version 6.426, When using the baseline Powheg +PYTHIA tt¯ production
sample, events are reweighted in bins of the transverse mass (pT) of the tt¯ system to match the top
quark pair differential cross-section observed in ATLAS data [90,91]. The Wt-channel and s-channel
of the single top background are modeled using Powheg revision 1556 [92] with PYTHIA version
6.426, while the t-channel is modeled using AcerMC version 3.8 [93] with PYTHIA version 6.426, both
with PDF set CTEQ 6L1 [80]. The Z/γ∗+jets production process is modeled using SHERPA ver-
sion 1.4.1 [78] with NLO PDF set CT10. Charm and bottom quarks are treated as massive.
Other backgrounds considered include diboson processes, tt¯ in association with a vector bo-
son, W boson+jets, and Higgs boson production. These additional background sources are small
compared to the three main sources.
5.2.2 Event Reconstruction
Events and physics objects are required to satisfy several quality criteria to be included in the
analysis. Events recorded during stable data-taking conditions are analyzed if the reconstructed
primary vertex has five or more tracks with pT > 400 MeV associated with it. The primary vertex
of an event is identified as the vertex with the highest Σp2T of associated tracks.
Electron candidates are reconstructed from energy deposits in the electromagnetic calorimeter
matched to a charged particle track in the ID. Electron candidates must satisfy the Medium++ iden-
tification requirement of Ref. [94], have pT > 40 GeV and |η| < 2.47, and be consistent with the
primary vertex with impact parameter significance in the transverse plane |d0/σd0 | < 3 and a lon-
gitudinal impact parameter |z0 sin θ| < 0.4 mm. Muon candidates are reconstructed by combining
tracks in the ID and tracks in the MS [95]. Muon candidates must have pT > 40 GeV and |η| < 2.4,
and be consistent with the primary vertex with |d0/σd0 | < 3 and |z0 sin θ| < 1.0 mm. Events con-
taining a poorly measured muon, as determined by having incompatible momentum measurements
in the ID and the MS, are rejected. In simulated samples, the efficiencies identifying electrons and
muons are corrected to match those found in data.
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Jets are reconstructed using the anti-kt algorithm [50,96] with a radius parameter R = 0.4 from
calibrated clusters of energy deposits in the calorimeters. The differences in calorimeter response
between electrons, photons and hadrons are taken into account by classifying each cluster, prior
to the jet reconstruction, as coming from an electromagnetic or hadronic shower on the basis of
its shape [97]. The jet energy thus accounts for electromagnetic and hadronic energy deposits at
the cluster level with correction factors derived from MC simulation. A further correction, used to
calibrate the jet energy to the scale of its constituent particles, (JES) [97, 98], is then applied. The
impact of pileup is accounted for using a technique, based on jet areas, that provides an event-by-
event and jet-by-jet correction [99]. Jets are required to have transverse momentum pT > 40 GeV
and |η| < 4.9. In order to reduce contamination from jets produced by pileup, the scalar sum of the
pT of the tracks matched to the jet and originating from the primary vertex must be at least 50%
of the scalar sum of the pT of all tracks matched to the jet. This criterion is only applied to jets
with pT < 50 GeV and |η| < 2.4.
Overlaps in the reconstruction of electrons, muons, and jets are removed by the following re-
quirements. If two electrons have ∆R < 0.05, then the lower-pT electron is removed as it is assumed
to be from bremsstrahlung followed by pair production. If an electron and a jet have ∆R < 0.20,
then the jet is removed as it is assumed to be dominated by the electron. If an electron (muon)
and a remaining jet have ∆R < 0.40, then the electron (muon) is removed as it is assumed to be
a component of the jet. Of the remaining leptons, if an electron and a muon have ∆R < 0.01,
then both are removed. If two muons have ∆R < 0.05, then both are removed. Finally, if two
remaining electrons (muons) have an invariant mass less than 12 GeV, then both electrons (muons)
are removed to reject leptons from low mass resonances.
After overlap removal, surviving electron (muon) candidates are required to be isolated to sup-
press heavy flavor decays. The ratio of the sum of the pT of the charged particle tracks within





T /min (pT, 60 GeV)) must be less than 0.1.
The identification of b-jets uses the MV1 flavor tagging algorithm [100,101], which is based on an
artificial neural network algorithm that exploits the impact parameters of charged particle tracks,
the parameters of reconstructed secondary vertices, and the topology of b- and c-hadron decays
inside a jet. The operating point corresponds to an overall 80% b-tagging efficiency, as measured in
simulated tt¯ events, to a rejection factor of 25 for jets originating from light quarks or gluons, and
to a rejection factor of 3 for jets originating from charm quarks. In simulated samples the efficiency
of identifying b-jets and the probability of misidentifying jets originating from the fragmentation of
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light-flavor quarks, gluons, and charm quarks are corrected to match those found in data.
The vector momentum imbalance in the transverse plane is obtained from the negative vector
sum of the reconstructed and calibrated physics objects and the calorimeter energy clusters not
associated with reconstructed objects. This is denoted as missing transverse energy, and the symbol
EmissT is used for its magnitude. The E
miss
T calculation is described elsewhere [102].
5.2.3 Event Selection
Two overlapping signal regions (SRs) are defined to search for an excess of signal-like events, which
are inconsistent with the prediction from the SM alone. In order to achieve a large expected signal
to background ratio in the SRs, MC simulation is used to optimize the selection requirements.
The scalar sum of the pT of the two b-tagged jets and two leptons (HT) effectively separates
the signal processes from the major sources of Standard Model background. Events in the SRs are
required to have HT above 1100 GeV. Events with two SFOS leptons with invariant mass within
10 GeV of the Z-boson mass are vetoed to reduce the backgrounds from Z-boson production.
The SRs additionally require a mass asymmetry (defined in Equation 5.2) of less than or equal
to 0.2. Finally, m0b` is used to define the two SRs. SR400 has a requirement of m
0
b` ≥ 400 GeV, and
is optimal for lower stop masses, while SR600 has a requirement of m0b` ≥ 600 GeV, and is optimal
for higher stop masses.
The background estimates of the tt¯ and the Z/γ∗+jets backgrounds use MC simulation nor-
malized in dedicated control regions (CRs), the top control region (Top CR) and Z control region
(Z CR) respectively. The remaining backgrounds are estimated using simulation. Several valida-
tion regions (VRs) are defined to validate the extrapolation from the CRs to regions with different
kinematics.
Both the Top CR and Z CR require HT to be less than or equal to 500 GeV to reduce the
amount of signal contamination in the regions. A cut of masymb` ≤ 0.2 is applied to match the signal
regions, and m0b` is required to be above 200 GeV. No requirement is made on the invariant mass of
the second pair.







Processes like tt¯, with real EmissT , tend to have large E
miss
T significance, while Z/γ
∗+jets, where the
EmissT is from mismeasurement, tend to have low E
miss
T significance. For this reason, the Top CR
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Region m0b` [GeV] HT [GeV] E
miss
T significance [ GeV
1/2] masymb` Z window
SR400 ≥ 400 ≥ 1100 – ≤ 0.2 Veto
SR600 ≥ 600 ≥ 1100 – ≤ 0.2 Veto
Top CR ≥ 200 ≤ 500 ≥ 4 ≤ 0.2 Veto
Z CR ≥ 200 ≤ 500 ≤ 4 ≤ 0.2 Select
Top VR 1 ≥ 200 ≤ 500 < 4 ≤ 0.2 Veto
Top VR 2 ≥ 200 ≤ 500 - > 0.2 Veto
Top VR 3 ≥ 200 > 500 > 4 > 0.2 Veto
Z VR ≥ 200 > 500 – ≤ 0.2 Select
Table 5.2: Summary of signal, control, and validation regions used for this analysis. All regions
require two b-tagged jets and two oppositely charged leptons. An event is in the Z window if it
contains two same-flavored leptons with an invariant mass within 10 GeV of the mass of the Z
boson.
requires EmissT significance ≥ 4 GeV1/2 and the Z CR requires EmissT significance ≤ 4 GeV1/2.
The full selection criteria for the analysis regions is outlined in Table 5.2 and Figure 5.5.
The HT, m
asym
b` , and m
0
b` distributions are shown in Figure 5.6 for the simulated background
processes and three signal models. In this figure, all the SR selections apart from that on the variable
being shown are applied. The number of expected signal events (for the same three signal models)
passing each selection requirement is shown in Table 5.3. The estimates shown in Figure 5.6 and
Table 5.3 are taken from MC simulation, and the event yields are normalized to 20.3 fb−1 .
The normalization of the tt¯ and the Z/γ∗+jets backgrounds are determined using a simultaneous
fit, which takes into account cross-contamination of the different background processes between the
CRs as well as the statistical and systematic uncertainties (described in Section 5.2.4) [103]. The
Selection mt˜ = 500 GeV mt˜ = 800 GeV mt˜ = 1000 GeV
σ · L 1750± 260 59± 12 8.9± 2.5
bb`` 624± 4 19.65± 0.18 2.68± 0.05
Z veto 619± 4 19.62± 0.18 2.68± 0.05
HT ≥ 1100 GeV 122.9± 1.8 16.01± 0.17 2.50± 0.04
mb` asymmetry ≤ 0.2 112.8± 1.7 14.00± 0.15 2.11± 0.04
mb` ≥ 400 GeV 110.3± 1.7 13.74± 0.15 2.09± 0.04
mb` ≥ 600 GeV 7.7± 0.4 12.86± 0.15 1.99± 0.04
Table 5.3: The number of expected signal events parsing each of the signal region cuts. This is
shown for stop masses of 500 GeV, 800 GeV, and 1000 GeV. The estimated yields are taken from
MC simulation, and are normalized to 20.3 fb−1 , and the uncertainty given is the MC statistical
uncertainty. The signal models have an assumed branching fraction of B(t˜→ be) = B(t˜→ bµ) = 0.5.
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Figure 5.5: Position of the regions in the EmissT significance versus HT space. The two SRs apply a
different requirement on the invariant mass of the higher-mass b` pair. SR400 requires m0b` ≥ 400
GeV, and SR600 requires m0b` ≥ 600 GeV.
remaining background estimates, due to single top and other SM processes, are taken from the MC
simulation. The number of observed events as well as the expected number of events in each of the
CRs and VRs are shown in Table 5.4. The agreement between the observed number of events and
the fitted event yields in the VRs is summarized in Figure 5.7. Using the fitted backgrounds, the
dominant process in the same-flavor channels of the SRs is Z/γ∗+jets followed by single top and tt¯.
In the eµ channel, the Z/γ∗+jets background does not contribute, thus, the largest backgrounds are
single top and tt¯. As a result of the fit, the Z/γ∗+jets background is scaled up by approximately
40%. Due to this large normalization factor, the background is over-predicted in the Z VR. This
over-prediction is taken as an additional systematic uncertainty, described in Section 5.2.4.
The extrapolation from low HT CRs to the high HT region where the SRs are located is validated
using the Top VR 3 and Z VR. These validation regions show fair agreement between the observed
and predicted event yields as well as for the shape of the m0b` and HT distributions as shown in
Figures 5.8 and 5.9.
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Figure 5.6: Distributions of the variables which are used to define the SRs. These plots show the
MC simulated background samples and three signal models, and are made after applying all the SR
selection criteria except for that on the variable shown. The top two plots show the HT and m
asym
b`
variables, and the bottom plot shows the m0b` distribution. The arrows show the SR requirement
on the variable being shown. In each plot, the last bin includes the overflow for values beyond the
maximum shown. The hashed error bands show only the statistical uncertainty on the background
MC simulation samples. The signal models have an assumed B(t˜→ be) = B(t˜→ bµ) = 0.5.
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Top CR Z CR Top VR 1 Top VR 2 Top VR 3 Z VR
Observed 369 327 645 606 67 101
Fitted background 369± 19 327± 18 690± 50 630± 40 72± 5 130± 60
Fitted tt¯ 346± 19 9.1± 0.7 600± 40 497± 35 54± 5 2.99± 0.24
Fitted Z/γ∗+jets 3.2± 0.5 309± 18 63± 5 64± 5 1.5± 0.8 120± 60
Single top 16.7± 2.0 0.83± 0.09 23.0± 2.6 56± 6 14.1± 1.9 0.32± 0.04
Other 2.83± 0.27 8.64± 1.0 4.7± 0.4 8.2± 0.8 2.03± 0.27 6.4± 0.7
Input SM 330 230 614 557 66 93
Input tt¯ 310 8.2 543 447 49 2.7
Input Z/γ∗+jets 2.2 220 44 45 1.1 83
Input single top 17 0.8 23 57 14 0.30
Input other 2.8 8.6 4.7 8.2 2.0 6.40
Table 5.4: The observed and expected event yields in the CRs and VRs. The expected event yields
are shown before and after a fit to the data in the CRs. The fitted background yields in the CRs
match the observed number of events in data by construction.
5.2.4 Systematic Uncertainties
Several sources of systematic uncertainty are considered when determining the estimated signal and
background contributions. The largest sources of systematic uncertainty are those related to the
MC statistical uncertainty in the SRs, the JES, the b-tagging efficiency and the extrapolation of the
Z/γ∗+jets background to high HT. The uncertainty on the lepton energy scale and resolution was
considered, but shown to be negligible.
• Jet energy scale: The uncertainty on the JES takes into account the dependence on pT, η,
jet flavor, and the number of primary vertices. The components of the JES uncertainty are
varied by ±1σ in the MC simulation and propagated to the expected event yield.
• b-tagging: The uncertainty on the b-tagging efficiency is evaluated by varying the correc-
tion factors applied to each jet in the simulation within a range that reflects the systematic
uncertainty on the measured tagging and rejection efficiencies. These uncertainties take into
account the dependence on pT and jet flavor.
• Jet energy resolution: The uncertainty on the jet energy resolution (JER) is evaluated by
applying an additional smearing to the pT of each of the jets in the simulation. This smearing
is then propagated to the expected event yield.
• HT extrapolation: An HT extrapolation uncertainty of 50% is applied to Z/γ∗+jets events
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Figure 5.7: The top of this plot shows the number of observed and expected events in the validation
regions, inclusively and broken down by flavor channel. The uncertainty band includes the statistical
uncertainty as well as the systematic uncertainty (described in Section 5.2.4). The bottom of the
plot shows the deviation of that channel’s prediction from the observed number of events divided
by the uncertainty on the prediction. The normalization of the background yields are determined
by fitting the tt¯ and Z/γ∗+jets backgrounds to the observed data in the two CRs.
with HT ≥ 500 GeV. This is assigned to account for uncertainty on the Z/γ∗+jets HT spec-
trum. This uncertainty is derived from the disagreement observed in Figures 5.7 and 5.9.
Several theoretical uncertainties are considered in the modeling of the major background pro-
cesses in MC simulation. These include the uncertainty on the single top (Wt) cross-section, the
uncertainty related to the renormalization and factorization scales, parton shower, and the limited
number of partons included in the matrix element calculation. These theoretical uncertainties are
on the order of a few percent of the total background prediction. The uncertainty on the luminos-
ity is assessed for the signal processes, and all background processes apart from tt¯ and Z/γ∗+jets,
whose normalizations are determined using data. The relative systematic uncertainty on the total
background estimate in the SRs is shown in Table 5.5.
For each of the signal models, the effects of uncertainty on the JES, b-tagging efficiency, JER,
and luminosity are considered as well as the uncertainty on the signal model cross-section which
ranges between 14% and 28%.







































































Figure 5.8: The m0b` distribution in Top VR 3 (left) and Z VR (right). The Standard Model
background prediction is shown after setting the normalization of the tt¯ and Z/γ∗+jets backgrounds
based on the observed data in the CRs. The hashed bands show the uncertainty on the fitted
background prediction including all statistical and systematics uncertainties. The bottom of each











































































Figure 5.9: The HT distribution in Top VR 3 (left) and Z VR (right). The Standard Model
background prediction is shown after setting the normalization of the tt¯ and Z/γ∗+jets backgrounds
based on the observed data in the CRs. The hashed bands show the uncertainty on the fitted
background prediction including all statistical and systematics uncertainties. The bottom of each
plot shows the ratio of the observed data to the Standard Model background prediction.








HT extrapolation 19 20
MC statistical 13 23
CR statistical 3 3
Wt cross-section 2 2
Other theory 1 2
Table 5.5: Summary of the effect of each considered source of systematic uncertainty on the back-
ground estimate in SR400 and SR600. Several sources of theoretical systematic uncertainty which
have a small effect on the total background estimate are grouped into the “Other theory” category.
5.2.5 Results
The background yields in these signal regions are determined by a maximum likelihood fit [103]
for the tt¯ and Z/γ∗+jets normalizations, which are constrained by the observed data in the top
and Z control regions. The systematic uncertainties described previously are included as Gaussian-
distributed nuisance parameters. The fitted background yields and the observed number of events
in each signal region are shown in Tables 5.6 and 5.7. Two events are observed, in agreement with
the SM prediction. The kinematics of the two selected events are shown in Table 5.8 and the m0b`
and HT distributions in SR400 are shown in Figure 5.10.
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Figure 5.10: m0b` (left) and HT (right) distributions in SR400. The Standard Model background
prediction is taken from the fitted background prediction. The hashed bands show the uncertainty on
the fitted background prediction including the MC statistical and sources of systematic uncertainty.
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SR400 SR400 ee SR400 µµ SR400 eµ
Observed 2 0 2 0
Fitted background 1.39± 0.35 0.36± 0.15 0.57± 0.20 0.45± 0.11
Fitted tt¯ 0.33± 0.09 0.07± 0.08 0.07± 0.02 0.19± 0.05
Fitted Z/γ∗+jets 0.54± 0.28 0.20± 0.10 0.35± 0.18 ≤ 0.01
Single Top 0.44± 0.08 0.10± 0.03 0.11± 0.03 0.23± 0.05
Other 0.07± 0.04 ≤ 0.01 0.04± 0.02 0.03± 0.03
Input SM 1.2 0.30 0.46 0.43
Input tt¯ 0.30 0.06 0.06 0.17
Input Z/γ∗+jets 0.38 0.14 0.24 0.00
Input single Top 0.44 0.10 0.11 0.23
Input other 0.07 0.00 0.04 0.03
σvis [fb] 0.23 0.11 0.26 0.11
Observed Nnon−SM 4.8 2.2 5.4 2.3







Table 5.6: The expected and observed event yields in SR400. The expected event yields are shown
before and after performing the fit to the data in the control regions. The last three rows show
the model-independent 95% CL on the visible cross-section and the number of events (expected and
observed) in SR400 from a generic non-Standard Model process.
SR600 SR600 ee SR600 µµ SR600 eµ
Observed 1 0 1 0
Fitted background 0.55± 0.15 0.15± 0.06 0.24± 0.10 0.16± 0.06
Fitted tt¯ 0.10± 0.02 0.03± 0.01 ≤ 0.01 0.07± 0.03
Fitted Z/γ∗+jets 0.23± 0.12 0.08± 0.05 0.15± 0.08 ≤ 0.01
Single Top 0.18± 0.04 0.03± 0.01 0.05± 0.02 0.09± 0.03
Other 0.04± 0.01 ≤ 0.01 0.04± 0.02 ≤ 0.01
Input SM 0.47 0.12 0.20 0.16
Input tt¯ 0.09 0.03 0.00 0.06
Input Z/γ∗+jets 0.16 0.06 0.10 0.00
Input single Top 0.18 0.03 0.05 0.09
Input other 0.04 0.00 0.04 0.00
σvis [fb] 0.19 0.10 0.20 0.10
Observed Nnon−SM 3.9 2.1 4.0 2.1







Table 5.7: The expected and observed event yields in SR600. The expected event yields are shown
before and after performing the fit to the data in the control regions. The last three rows show
the model-independent 95% CL on the visible cross-section and the number of events (expected and
observed) in SR600 from a generic non-Standard Model process.
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Run number 214216 210302
Event number 121272046 2292645861
m0b` [GeV] 558 686
`0 flavor µ µ
`0 charge − −
`0 pT [GeV] 375 272
b0 pT [GeV] 330 460
`0 η −0.11 1.22
b0 η 0.56 0.95
`0 φ 2.0 −1.3
b0 φ −2.7 2.5
m1b` [GeV] 526 528
`1 flavor µ µ
`1 charge + +
`1 pT [GeV] 88 96
b1 pT [GeV] 542 374
`1 η 0.45 1.43
b1 η −1.1 −0.26
`1 φ −2.3 −0.91
b1 φ −0.21 2.3
masymb` 0.03 0.13
HT [GeV] 1335 1203
EmissT significance [ GeV
1/2] 2.9 6.4
EmissT [GeV] 107 223
m`` [GeV] 324 71
Table 5.8: The event and object kinematics for the two events passing the signal region selection.
The first event passes the SR400 selection while the second event passes both SR400 and SR600
selections.
As the observed number of events is consistent with the Standard Model prediction, upper limits
at 95% confidence level (CL) on the number of BSM events for each signal region are derived
using the CLS prescription [104] and neglecting any possible contamination in the control regions.
Normalizing these by the integrated luminosity of the data sample they can be interpreted as upper
limits on the visible BSM cross-section, σvis, where σvis is defined as the product of acceptance,
reconstruction efficiency and production cross-section. The results are given in Tables 5.6 and 5.7.
Exclusion limits on the signal model are determined using the CLS prescription based on a
simultaneous fit of the SRs and CRs [103]. The predicted signal contamination is taken into account
in the CRs. For each stop mass, exclusion fits are performed with various assumptions on the
branching ratios of the stop. For each point on the branching ratio plane, the SR which provided
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the best expected sensitivity, as measured by the lowest expected CLS value, is chosen. The expected
and observed limits are shown in Figure 5.11. This figure shows, for each simulated stop mass, the
observed (expected) 95% exclusion limit on the branching fraction under the red (blue) line. A
yellow band shows the ±1σ uncertainty on the expected limit, determined from the systematic
uncertainty on the signal and background prediction excluding the effect of the signal cross-section
uncertainty. The effect of varying the signal cross-section on the observed limit is indicated by the
dashed red lines. The final limit on the stop mass is shown in Figure 5.12. This plot shows the
95% confidence limit (CL) on the mass obtained by choosing the maximum excluded mass for each
branching ratio on the plane using the nominal cross-section value. As the branching ratio of t˜→ bτ
increases, the number of expected events with electrons or muons in the final state decreases for the
same simulated stop mass. Therefore, the limit on the mass is strongest at the bottom of the plane.
In the top corner of the plot, the SRs described in this analysis note have no sensitivity, however
traditional leptoquark searches for final states with b-tagged jets and τ leptons are able to place
experimental limits in this region [105].
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ATLAS Preliminary√
s =8 TeV, 20.3 fb−1
t˜1 t˜1  production, ˜t1 →b`
Figure 5.11: Expected and observed limit on the branching ratios for the stop decaying to different
lepton flavors shown for different stop mass hypotheses between 400 GeV and 1 TeV. The shaded
area under the solid line represents the branching ratios which are excluded at 95% CL for each
stop mass. The dotted lines represent the uncertainty on the observed mass limit obtained by
varying the signal model cross-section up and down one standard deviation from the nominal value.
The dashed line shows the expected 95% CL exclusion for each stop mass, and the shaded band
shows the uncertainty on this expected exclusion limit from statistical uncertainty and the sources
of systematic uncertainty discussed in Section 5.2.4.
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s =8 TeV, 20.3 fb−1
t˜1 t˜1  production, ˜t1 →b`
Figure 5.12: The observed mass limit on the stop at 95% CL. This limit is obtained using the
nominal stop cross-section. Stop masses between 400 GeV and 1100 GeV, in steps of 100 GeV, were
tested. The mass limit shown corresponds to the highest-mass stop sample which was excluded. As
the branching ratio of t˜ → bτ increases, the number of expected events with electrons or muons in
the final state decreases. Therefore, the limit on the mass decreases.
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5.3 Run 2 analysis
Many characteristics of the early Run 2 analysis are very similar to the Run 1 version presented
in Section 5.2. One noticeable difference is that rather than requiring that each event have two
b-jets, in this version of the search only one b-jet is required per event. This improves the selection
efficiency of signal events over a requirement of two b-jets.
A description of the dataset and simulated samples used in this analysis are given in Section 5.3.1.
The requirements on events and physics objects which are included in this analysis are given in
Section 5.3.2. The kinematic requirements used to define the signal, control, and validation regions
are presented in Section 5.3.3. The systematic uncertainties are detailed in Section 5.3.4, and finally
the results are presented in Section 5.3.5.
5.3.1 Dataset and Monte Carlo simulated samples
The data sample used for this search was collected from proton–proton collisions at a center-of-mass
energy of
√
s = 13 TeV in 2015 and 2016. An integrated luminosity of 36.1 fb−1 was collected
while all tracking detectors, calorimeters, muon chambers, and magnets were fully operational.
The uncertainty in the combined 2015 and 2016 integrated luminosity is 3.2%. It is derived from
a preliminary calibration of the luminosity scale using x–y beam-separation scans performed in
August 2015 and May 2016, following a methodology similar to that detailed in Ref. [106]. The
LHC collided protons with bunch-crossing intervals of 25 ns, and the average number of interactions
per bunch crossing was estimated to be 〈µ〉 = 23.7.
MC simulation is used to predict the backgrounds from SM processes, estimate the detector
response and efficiency to reconstruct the signal process, and estimate systematic uncertainties.
The largest sources of SM background are top quark pair production (tt¯), single-top-quark produc-
tion (single-top), and Z/γ∗+jets production, and their yields are estimated through data-driven
methods described in Section 5.3.3. The smaller backgrounds are W+jets, diboson, and tt¯ +W/Z
production and are estimated directly from MC simulation. The contribution from events with jets
misreconstructed as leptons or with non-prompt leptons is evaluated with the MC simulation and
is negligible. Details of the MC simulations are given below and are summarized in Table 5.9.
The tt¯ and single-top processes were simulated [113] at next-to-leading-order (NLO) accuracy
in perturbative QCD using the Powheg-Box v2 event generator [88] for tt¯, Wt, and s-channel
single-top production, and using the Powheg-Box v1 generator for the electroweak t-channel
single-top production. For these processes the spin correlations in top quark production and decay
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Process Event PS and UE tune PDF Cross section
generator hadronization
tt¯ Powheg-Box v2 Pythia 6.428 P2012 CT10 NNLO+NNLL [107]
single-top
(Wt and s-channel) Powheg-Box v2 Pythia 6.428 P2012 CT10 NNLO+NNLL [108,109]
(t-channel) Powheg-Box v1 Pythia 6.428 P2012 CT10 NNLO+NNLL [110]
Z/W+jets SHERPA 2.2.1 SHERPA 2.2.1 Default NNPDF3.0 NNLO [111]
Diboson SHERPA 2.2.1 SHERPA 2.2.1 Default NNPDF3.0 NLO
Diboson (EW/loop) SHERPA 2.1.1 SHERPA 2.1.1 Default CT10 NLO
tt¯ +W/Z MG5 aMC@NLO 2.2.3 Pythia 8.212 A14 NNPDF2.3 NLO
t˜t˜∗ MG5 aMC@NLO 2.2.3 Pythia 8.186 A14 NNPDF2.3 NLO+NLL [112]
Table 5.9: MC simulation details by physics process.
were preserved, and the top quark mass was set to 172.5 GeV. The matrix element was interfaced
with the CT10 PDF set [114], and the parton shower (PS), fragmentation, and underlying event were
simulated with Pythia 6.428 [81] using the CTEQ6L1 PDF set [115] and the P2012 underlying-
event tuned parameters (UE tune) [77], with additional radiation simulated to the leading-logarithm
approximation through pT-ordered parton showers [116].
The Z/γ∗+jets and W+jets samples were generated at NLO [117] with the SHERPA 2.2.1 event
generator [118]. Matrix elements were calculated for up to two partons at NLO and four partons
at LO using Comix [119] and OpenLoops [120], and merged with the SHERPA PS [121] using the
ME+PS@NLO prescription [122]. The NNPDF3.0 PDF set [123] was used in conjunction with
a dedicated PS tuning developed by the SHERPA authors. Diboson samples with two, three, or
four leptons were similarly generated with SHERPA 2.2.1. The diboson matrix elements contain all
diagrams with four electroweak vertices, and were calculated for up to one (ZZ) or zero (WW ,WZ)
partons at NLO and up to three partons at LO. Electroweak- and loop-induced diboson events were
simulated with SHERPA 2.1.1, using the same prescriptions as above but with the CT10 PDF set used
in conjunction with the dedicated SHERPA PS tuning. The production of tt¯ with a W or Z boson
(tt¯+V ) was simulated at NLO using MadGraph5 aMC@NLO (MG5 aMC@NLO) 2.2.3 [124] and
interfaced to Pythia 8.212 [75] with the CKKW-L prescription [125]. These samples are generated
with the A14 UE tune [126] and NNPDF2.3 PDF set [127].
The RPV stop signal events were generated at leading order using the MG5 aMC@NLO 2.2.3
event generator with the NNPDF2.3 PDF set and interfaced to Pythia 8.186 [75] using the A14
UE tune. The matrix element was matched to the PS using the CKKW-L prescription, with the
matching scale set to one quarter of the generated stop mass. All other supersymmetric particles are
assumed to be decoupled. The signal cross sections are calculated to NLO accuracy in the strong
coupling constant, adding the resummation of soft gluon emission at next-to-leading-logarithm ac-
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curacy (NLO+NLL) [82–85]. The nominal cross section and the uncertainty for each mass value are
taken from a combination of cross-section predictions using different PDF sets and factorization and
renormalization scales, as described in Ref. [112]. Stop samples were generated at masses between
600 and 1000 GeV in increments of 100 GeV and between 1000 and 1600 GeV in increments of 50
GeV. The cross section ranges from 175 ± 23 fb for a t˜ mass of 600 GeV to 0.141 ± 0.038 fb for a
mass of 1600 GeV. The generated stops decay promptly through t˜→ b` with a 1/3 branching ratio
(B) for each lepton flavor. When optimizing the signal event selection, the generated events are
reweighted to have B(t˜ → be) = B(t˜ → bµ) = 0.5 and B(t˜ → bτ) = 0, and various weightings are
used to derive limits for different branching ratio assumptions, again following the prescription in
Equation 5.1.
All background samples are normalized using the available NLO or next-to-next-to-leading or-
der (NNLO) cross sections, as indicated in Table 5.9. The modeling of c-hadron and b-hadron
decays in samples generated with Powheg-Box or MG5 aMC@NLO was performed with Evt-
Gen 1.2.0 [128]. Generated events were propagated through a full simulation of the ATLAS detec-
tor [129] based on Geant4 [130], which describes the interactions of the particles with the detector.
A parameterized simulation of the ATLAS calorimeter called Atlfast-II [129] was used for faster
detector simulation of signal samples, and was found to agree well with the full simulation. Multiple
overlapping pp interactions (pileup) were included by overlaying simulated minimum-bias events
onto the simulated hard-scatter event. Minimum-bias events were generated using Pythia 8.186
with the A2 UE tune [131] and MSTW2008LO PDF set [132]. The simulated events are weighted
such that the distribution of the average number of pp interactions per bunch crossing agrees with
data.
5.3.2 Event reconstruction
Events and individual leptons and jets are required to satisfy several quality criteria to be considered
by the analysis. Events recorded during stable beam and detector conditions are required to satisfy
data-quality criteria [133]. Each event is required to have a primary reconstructed vertex with two
or more associated tracks with pT > 400 MeV, where the primary vertex is chosen as the vertex
with the highest Σp2T of associated tracks. Two stages of quality and kinematic requirements are
applied to leptons and jets. The looser baseline requirements are first applied, and baseline leptons
and jets are used to resolve any misidentification or overlap between electrons, muons, and jets. The
subsequent tighter signal requirements are then applied to identify high-quality leptons and jets in
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the kinematic phase space of interest.
Electron candidates are reconstructed from energy deposits in the electromagnetic calorimeter
matched to a charged-particle track in the ID. Baseline electron candidates must have pT > 10 GeV,
|η| < 2.47, and satisfy a loose electron likelihood identification [134]. Signal electrons must pass the
baseline electron selection, have pT > 40 GeV, and satisfy a tight electron likelihood identification.
In addition, they must be isolated from nearby activity, satisfying a loose pT-dependent track-based
criterion [135]. Finally, their trajectory must be consistent with the primary vertex, such that
their impact parameter in the transverse plane (dPV0 ) satisfies |dPV0 |/σdPV0 < 5, where σdPV0 is the
uncertainty in dPV0 . Each signal electron must have a longitudinal impact parameter with respect
to the primary vertex (zPV0 ) that satisfies |zPV0 sinθ| < 0.5 mm.
Muon candidates are reconstructed by combining tracks in the ID with tracks in the MS. Baseline
muon candidates must have pT > 10 GeV, |η| < 2.7, and satisfy the medium muon identification
criteria [136]. Signal muons must pass the baseline muon selection, have pT > 40 GeV, |η| < 2.5,
|zPV0 sinθ| < 0.5 mm, and |dPV0 |/σdPV0 < 3. As with electrons, muons must satisfy the pT-dependent
loose track-based isolation criteria. Events containing a poorly measured signal muon, as determined
by having incompatible momentum measurements in the ID and the MS, are rejected. Absolute
requirements of |zPV0 | < 1 mm and |dPV0 | < 0.2 mm on the impact parameters of signal muons are
applied to reject cosmic muons.
Jets are reconstructed using the anti-kt algorithm [50,51] with a radius parameter R = 0.4 from
clusters of energy deposits in the calorimeters [137]. Jets are corrected for pileup contamination on
an event-by-event basis using the jet area subtraction method [99, 138]. Jets are further calibrated
to account for the predicted detector response in MC simulation, and a residual calibration of jets
in data is derived through in situ measurements [139]. Baseline jet candidates are required to have
pT > 20 GeV and |η| < 2.8. Jets with pT < 60 GeV and |η| < 2.4 are required to satisfy pileup-
rejection criteria based on charged-particle tracks and implemented through the jet vertex tagger
algorithm [138]. Signal jets must pass the baseline jet selection and have pT > 60 GeV. Events are
rejected if they contain a jet that fails the loose quality criteria [140], reducing contamination from
noise bursts and non-collision backgrounds. Jets within |η| < 2.5 that are initiated by b-quarks are
identified using the multivariate MV2c10 b-tagging algorithm [141, 142], which exploits the impact
parameters of charged-particle tracks, the parameters of reconstructed secondary vertices, and the
topology of b- and c-hadron decays inside a jet. The working point is chosen to provide a b-tagging
efficiency of 77% per b-jet in simulated tt¯ events with a rejection factor of approximately 130 for jets
initiated by gluons or light-flavor quarks and 6 for jets initiated by c-quarks [142]. The choice of this
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working point was motivated to optimize sensitivity in the signal regions; a discussion of this choice
can be found in Appendix A. Correction factors are applied to events to compensate for differences
between data and MC simulation in the b-tagging efficiency for b-jets, c-jets, and light-flavor jets.
To avoid reconstructing a single detector signature as multiple leptons or jets, an overlap removal
procedure is performed on baseline leptons and jets. The requirements are applied sequentially, and
failing particles are removed from consideration in the subsequent steps. If an electron and muon
share a track in the ID, the electron is removed. Any jet that is not b-tagged and is within a
distance5 ∆R(`, jet) ≤ 0.2 of a lepton is removed. If the jet is b-tagged, the lepton is removed
instead in order to suppress leptons from semileptonic decays of c- and b-hadrons. Finally, any
lepton that is ∆R(`, jet) ≤ 0.4 from a jet is removed.
The trigger, reconstruction, identification, and isolation efficiencies of electrons [135] and muons [136]
in MC simulation are corrected using events in data with leptonic Z and J/ψ decays. Similarly,
corrections to the b-tagging efficiency and mis-tag rate in MC simulation are derived from various
control regions in data [142].
5.3.3 Event selection
To identify the pair production of stops, events are required to have at least two leptons and two
jets. If more than two leptons or two jets are found, the two highest-pT leptons and jets are selected.
At least one of the two leading jets must be b-tagged. The selected leptons are required to have
opposite charge, and one of them must be consistent with the associated single-lepton trigger. This
trigger requirement is highly efficient for signal events, with an efficiency of 93% for the µµ channel
and 98% for the ee channel.
Two nested signal regions (SRs) are constructed to optimize the identification of signal over
background events. The signal regions are optimized using MC signal and background predictions,
assuming t˜ decays of B(t˜ → be) = B(t˜ → bµ) = 50%. A primary kinematic selection of the signal
regions is on m0b`, with SR800 requiring m
0
b` > 800 GeV and SR1100 requiring m
0
b` > 1100 GeV. By
defining two signal regions the sensitivity to high-mass signals above 1100 GeV is improved, while
maintaining sensitivity to lower-mass signals. Several other kinematic selections, common to both
SRs, are defined to reduce the contribution from the largest backgrounds. As the t˜ decay products
are generally very energetic, a selection on HT (defined in Equation 5.3) is applied, such that
HT > 1000 GeV. To reduce contamination from Z/γ
∗+jets events, a requirement is placed on the
5 The distance between two four-momenta is defined as ∆R =
√
(∆y)2 + (∆φ)2, where ∆y is their distance in
rapidity and ∆φ is their azimuthal distance. The distance with respect to a jet is calculated from its central axis.
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invariant mass of two same-flavor leptons, with m`` > 300 GeV. A large fraction of the background
from processes involving a top quark is suppressed through the requirement on m0b` and m
asym
b` , with
correctly reconstructed top quark masses falling well below the signal region requirements. However,
top quark decays in which the lepton and b-jet decay products are mispaired can enter the SRs if
the incorrectly reconstructed masses happen to be large. In such cases it is the rejected pairing that
properly reconstructs the top quark decay, with one of the two b` pair masses below the kinematic
limit for a top quark decay. To suppress such backgrounds, events are rejected if the subleading b`
mass of the rejected pairing, m1b`(rej), is compatible with that of a reconstructed top quark, with
m1b`(rej) < 150 GeV. An explanation of the choice of these SR cuts can be found in Appendix A.
The distribution of predicted signal and background events is shown for the SR800 region in
Figure 5.13 for m0b`, HT, m
asym
b` , m``, and m
1
b`(rej), demonstrating the potential for background
rejection. For the model with a t˜ mass of 1000 GeV (1500 GeV), the SR800 selections are 21%
(24%) efficient for events with two t˜ → be decays, 16% (16%) for events with two t˜ → bµ decays,
and 0.1% (0.3%) for events with two t˜ → bτ decays.
For each of the relevant backgrounds in the signal regions, one of two methods is used to estimate
the contribution. The minor diboson, tt¯+ V , and W+jets backgrounds are estimated directly from
MC simulation and the normalization is corrected to the highest-order theoretical cross section
available. For the dominant tt¯, single-top, and Z/γ∗+jets backgrounds, the expected yield in the
SRs is estimated by scaling each MC prediction by a normalization factor (NF) derived from three
dedicated control regions (CRs), one for each background process. Each control region is defined
to be kinematically close to the SRs while inverting or relaxing specific selections to enhance the
contribution from the targeted background process while reducing the contamination from other
backgrounds and the benchmark signals.
To derive a background-only estimate, the normalizations of the tt¯, single-top, and Z/γ∗+jets
backgrounds are determined through a likelihood fit [103] performed simultaneously to the observed
number of events in each CR. The expected yield in each region is given by the inclusive sum over
all background processes in the ee, eµ, and µµ channels. The NF for each of the tt¯, single-top, and
Z/γ∗+jets backgrounds are free parameters of the fit. The systematic uncertainties are treated as
nuisance parameters in the fit and are not significantly constrained.

































































































































































































=13 TeV, 36.1 fbs
SR800
(e) m1b`(rej)
Figure 5.13: Distributions of (a) m0b`, (b) m
asym
b` , (c) HT, (d) m``, and (e) m
1
b`(rej) in the SR800
signal region for the data and post-fit MC prediction. The SR800 event selections are applied
for each distribution except the selection on the variable shown, which is indicated by an arrow.
Normalization factors are derived from the background-only estimation discussed in Section 5.3.3
and are applied to the dominant tt¯, single-top, and Z/γ∗+jets processes. Benchmark signal models
generated with t˜ masses of 900, 1250, and 1600 GeV are included for comparison. The bottom
panel shows the ratio between the data and the post-fit MC prediction. The hatched uncertainty
band includes the statistical uncertainties in the background prediction. The last bin includes the
overflow events.
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Region Nb m
0
b` [GeV] HT [GeV] m
1
b`(rej)[GeV] m`` [GeV] mCT [GeV]
SR800 ≥ 1 > 800 > 1000 > 150 > 300 –
SR1100 ≥ 1 > 1100 > 1000 > 150 > 300 –
CRst = 2 [200,500] < 800 < 150 > 120 > 200
CRtt ≥ 1 [200,500] [600,800] < 150 > 300 < 200∗
CRZ ≥ 1 > 700 > 1000 – [76.2,106.2] –
VRm0b` ≥ 1 > 500 [600,800] < 150 > 300 –
VRm1b`(rej) ≥ 1 [200,500] [600,800] > 150 > 300 –
VRHT ≥ 1 [200,500] > 800 < 150 > 300 –
VRZ = 0 [500,800] > 1000 > 150 > 300 –
Table 5.10: Summary of the selections of the signal, control, and validation regions. All regions
require at least two oppositely charged leptons and at least two jets. A mass asymmetry selection of
masymb` < 0.2 is also applied to all regions. Nb represents the requirement on the number of b-jets in
each event. Each region requires at least one of the two leading jets to be b-tagged with the exception
of CRst, which requires both leading jets to be b-tagged, and VRZ, which requires zero b-tagged
jets in the event. The contransverse mass selection mCT (Equation 5.5) is only applied to events
in CRtt with exactly two b-tagged jets, as indicated by the ∗, ensuring the region is orthogonal to
CRst.
Several validation regions (VRs) are defined to test the extrapolation from the CRs to SRs
over the relevant kinematic variables. The VRs are disjoint from both the CRs and SRs, and are
constructed to fall between one or more CRs and the SRs in one of the extrapolated variables. The
VRs are not included in the fit, but provide a statistically independent cross-check of the background
prediction in regions with a negligible signal contamination. Three VRs are constructed to test the
extrapolation in the m0b`, m
1
b`(rej), and HT observables. A fourth VR is constructed to validate the
extrapolation of the Z/γ∗+jets CR in m``. Details of the selection criteria in each CR and VR are
presented below, and a summary of the selections which define all regions is provided in Table 5.10.
5.3.3.1 Single-top control region
The single-top background enters the SR through theWt process, when the b-jet and lepton produced
in the semileptonic top quark decay are incorrectly paired with the lepton from the W decay and
an additional jet, respectively. The CRst control region is designed to target the Wt production
in a less-energetic kinematic region or where the rejected b` pairing correctly combines the decay
products of the top quark. To separate CRst from the SRs, the HT and m
0
b` requirements are
reversed such that HT < 800 GeV and 200 < m
0
b` < 500 GeV. To target events in which the
top quark is reconstructed in the rejected b` pairing, the selection on m1b`(rej) is reversed, requiring
m1b`(rej) < 150 GeV. As there is no dilepton resonance in this background process the m`` selection
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is lowered to increase the CRst yield and improve the statistical precision of the constraint.
After these selections the control region is dominated by tt¯ production, which has a significantly
higher cross section than the Wt process. The contransverse mass (mCT) [143] is introduced to
discriminate between Wt and tt¯ events and increase the Wt purity in the CRst. The mCT observable
attempts to reconstruct the invariant mass of pair produced particles which decay into visible and
invisible decay products. For two identical decays of top quarks into two visible b-quarks b1 and b2
and two W bosons, each of whose decay products may include an invisible particle, mCT is defined
as
m2CT(b1, b2) = [ET(b1) + ET(b2)]




2 is calculated from the kinematics of the reconstructed b-jet. For an event





where mt and mW are the masses of the top quark and W boson, respectively. Requiring this
variable to exceed a minimum value is effective in suppressing the tt¯ contribution, for which mCT
has a kinematic endpoint of about 135 GeV, and a strict requirement of mCT > 200 GeV is applied
in CRst. The mCT variable is only effective in rejecting tt¯ events in which the b-quark decay products
of both top quarks are properly identified; hence both leading jets (and only the leading jets) are
required to be b-tagged in CRst, such that Nb = 2. The mCT distribution of the backgrounds in
CRst is shown in Figure 5.14a when no mCT requirement is applied, and a significant single-top
contribution above 55% is seen for mCT > 200 GeV.
5.3.3.2 tt¯ control region
The CRtt control region is constructed to target tt¯ events with kinematics similar to the SRs.
As with CRst, the HT and m
0
b` requirements are inverted such that 600 < HT < 800 GeV and
200 < m0b` < 500 GeV. The selection on m
1
b`(rej) is also inverted, requiring m
1
b`(rej) < 150 GeV,
such that one of the two top quarks is reconstructed in the rejected b` pairings. The distribution
of m1b`(rej) in CRtt is shown in Figure 5.14b, showing the mispairing of tt¯ events is well-modeled
in MC simulation. Due to the larger cross section of the tt¯ process, contamination from Wt events
is minimal. However, to maintain orthogonality with CRst, a requirement of mCT < 200 GeV is
applied to events in which both leading jets (and only the leading jets) are b-tagged, with Nb = 2.
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Figure 5.14: Distributions of (a) mCT in CRst and (b) m
1
b`(rej) in CRtt for the data and post-fit MC
prediction. The relevant CR event selections are applied for each distribution except the selection
on the variable shown, which is indicated by an arrow. Normalization factors are derived from the
background-only fit configuration and are applied to the dominant tt¯, single-top, and Z/γ∗+jets
processes. The bottom panel shows the ratio between the data and the post-fit MC prediction. The
hatched uncertainty band includes the statistical uncertainties in the background prediction. The
last bin includes the overflow events.
5.3.3.3 Z/γ∗+jets control region
The CRZ control region targets Z/γ∗+jets events by applying a selection on the invariant mass of
the dilepton pair m``, requiring it to be within 15 GeV of the Z mass. Both leptons are required to
be of the same flavor. The m`` selection is effective in removing signal contamination, and the HT
selection is identical to that in the SRs, while the m0b` selection is slightly relaxed to m
0
b` > 700 GeV
to enhance the event yield. This was chosen to avoid any extrapolation in HT, since the Run 1
search had a large systematic uncertainty associated with this extrapolation.
5.3.3.4 Validation regions
Four disjoint validation regions are used to test the extrapolation of the background fit from the
CRs to the SRs. A full list of the region selections is given in Table 5.10. The VRm0b`, VRm
1
b`(rej),





observables by requiring m0b` > 500 GeV, m
1
b`(rej) > 150 GeV, and HT > 800 GeV, respectively.
In this way VRm0b`, VRm
1
b`(rej), and VRHT all lie between the SRs and both CRtt and CRst, with
signal contamination below 1% for all signal mass values. No requirement is placed on mCT in any
VR, allowing both the tt¯ and Wt contributions to be validated.
A fourth validation region, VRZ, is used to test the extrapolation from CRZ to the SRs in the
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m`` observable, requiring m`` > 300 GeV. As the m`` variable provides the only separation between
CRZ and the SRs, the requirement on m0b` is relaxed to 500 < m
0
b` < 800 GeV, and any event with
a b-tagged jet is rejected, such that Nb = 0. The Z/γ
∗+jets MC prediction is found to model the
data well in both mb` and Nb, with a signal contamination in VRZ below 5% for mass values above
1000 GeV.
The observed data yield and the post-fit background prediction for each CR and VR are shown
in Figure 5.15. Good agreement is seen in all validation regions, with differences between the data
and SM prediction below 1σ. The modeling of the extrapolated variable for each VR is shown in
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Figure 5.15: Comparison of the observed data and expected numbers of events in the CRs, VRs,
and SRs. The background prediction is derived with the background-only fit configuration, and the
hatched band includes the total uncertainty in the background prediction. The bottom panel shows
the significance of the difference between data and the background prediction.
5.3.4 Systematic uncertainties
Systematic uncertainties in the signal and background predictions arise from theoretical uncertainties
in the expected yield and MC modeling, and from experimental sources. The dominant uncertainties
are summarized in Table 5.11.
Experimental uncertainties reflect the precision of the energy and momentum calibration of jets
and leptons, as well as the assumptions about the identification and reconstruction efficiencies in
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b`(rej), (c) HT in VRHT, and
(d) m`` in VRZ, for the data and post-fit MC prediction. Normalization factors are derived from
the background-only fit configuration and are applied to the dominant tt¯, single-top, and Z/γ∗+jets
processes. The bottom panel shows the ratio between the data and the post-fit MC prediction. The
hatched uncertainty band includes the statistical uncertainties in the background prediction. The
last bin includes the overflow events.
MC simulation. The dominant experimental uncertainties are related to jets, including those in the
jet energy scale and resolution [144, 145] and the calibration of the b-tagging efficiency for b-jets,
c-jets, and light-flavor jets [142]. The largest experimental uncertainties in the fitted background
prediction in SR800 (SR1100) are from the b-tagging efficiency of light-flavor jets and the jet energy
resolution. The experimental uncertainties associated with leptons each have a small impact on the
final measurement, and include uncertainties in the energy scale and resolution of electrons [135] and
muons [136], and the calibration of the lepton trigger, identification, reconstruction, and isolation
efficiencies. The 3.2% uncertainty in the measured integrated luminosity also has a marginal effect
on the final result.
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Source \ Region SR800 SR1100
Experimental uncertainty
b-tagging 3% 5%
Jet energy resolution 2% 10%









tt¯ +W/Z 1% 1%
W+jets 1% 1%
Table 5.11: Summary of the dominant experimental and theoretical uncertainties in SR800 and
SR1100 before the likelihood fits, quoted relative to the total pre-fit MC background predictions.
The individual uncertainties can be correlated, and do not necessarily add in quadrature to the total
post-fit background uncertainty.
Theoretical and MC modeling uncertainties of the tt¯ and Wt backgrounds account for the choice
of event generator, underlying-event tune, and their parameters. The uncertainties are derived
separately for each background process and are treated as uncorrelated nuisance parameters. As the
tt¯ (Wt) background normalization is constrained in the likelihood fits, the uncertainties are derived
on the transfer of the NF from the CRtt (CRst) to both SR800 and SR1100 by comparing CR-to-SR
yield ratios in alternative models. The uncertainty in the background estimate due to the choice
of MC event generator is estimated for tt¯ and Wt by comparing the CR-to-SR yield ratios derived
using MG5 aMC@NLO 2.2.3 with the one derived using Powheg-Box v2, both showered with
Herwig++ v2.7.1 [146] using the UEEE5 UE tune [147]. The generator uncertainties are found
to be conservative due to the limited statistical precision of the MG5 aMC@NLO samples. The
hadronization and fragmentation modeling uncertainty is similarly estimated in both tt¯ and Wt
by comparing the nominal Powheg + PYTHIA sample with the same Powheg + HERWIG sample.
The uncertainty due to the choice of parameters in the Powheg + PYTHIA generator and P2012
underlying-event tune are derived by varying the parameters related to the amount of initial- and
final-state radiation, the factorization and renormalization scales, and (for tt¯ only) the pT of the first
additional emission beyond the Born level [113]. An uncertainty in the single-top yield due to the
destructive interference between the tt¯ and Wt processes is estimated by using inclusively generated
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WWbb events in a comparison with the combined yield of tt¯ and Wt samples, all generated at LO
with MG5 aMC@NLO 2.5.5.
The theoretical uncertainties of the Z/γ∗+jets, diboson, and tt¯ + V samples are estimated by
varying event generator parameters related to the factorization, renormalization, resummation, and
CKKW matching scales. The envelope of these variations is taken as the theoretical uncertainty in
the predicted yield in each SR. As the diboson and tt¯+ V samples are not normalized in the CRs,
the uncertainty in the theoretical cross section is also included. The uncertainty in the NLO cross
section is taken to be 6% for the diboson process [148] and 13% for the tt¯+ V process [124]. A 50%
uncertainty is applied to the small W+jets yield in both SRs.
The stop signal model uncertainties are dominated by the cross-section uncertainty, derived from
the envelope of cross-section predictions from several distinct PDF sets and varying the factorization
and renormalization scales, as described in Ref. [112]. The uncertainty in the cross section varies
from 13% for the 600 GeV mass value to 27% for the 1600 GeV mass value. The electron efficiency
uncertainties are between 3 and 4% for the various stop masses when assuming B(t˜→ be) = B(t˜→
bµ) = 50%, and are between 5 and 8% when assuming B(t˜ → be) = 100%. Similarly, the muon
efficiency uncertainties are between 2 and 4% when assuming B(t˜ → be) = B(t˜ → bµ) = 50%,
and rise to 6% when assuming B(t˜ → bµ) = 100%. The electron, muon, and jet energy scale and
resolution uncertainties are generally below 1% for the stop signal models, reaching 1% for masses
near the mb` threshold of 800 GeV for SR800 and 1100 GeV for SR1100. The b-tagging efficiency
uncertainties are between 1 and 3%, reaching the largest value for the 600 GeV signal model.
5.3.5 Results
The observed yields and fitted background predictions in SR800 and SR1100 are shown in Table 5.12.
One event is observed in SR1100 and two are observed in SR800, in agreement with the SM pre-
diction. The SR1100 event is included in SR800 by definition, and both events are found in the µµ
channel. The observed and predicted m0b`, HT, m
asym
b` , m``, and m
1
b`(rej) distributions in SR800 are
shown in Figure 5.13.
For each SR, model-independent upper limits are derived on the visible cross section of potential
BSM processes at a 95% confidence level (CL). A likelihood fit is performed to the number of observed
events in all three CRs and the target SR, and a generic BSM process is assumed to contribute to
the SR only. No theoretical or systematic uncertainties are considered for the signal model except
the luminosity uncertainty. The observed (S95obs) and expected (S
95
exp) limits on the number of BSM
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SR800 SR1100
inclusive ee eµ µµ inclusive ee eµ µµ
Observed yield 2 0 0 2 1 0 0 1
Total post-fit bkg yield 5.2± 1.4 1.8± 0.5 2.1± 0.8 1.35± 0.32 1.2+0.6−0.5 0.51+0.22−0.20 0.44+0.39−0.33 0.22± 0.13
Post-fit single-top yield 2.0± 1.3 0.6± 0.4 1.1± 0.7 0.32± 0.20 0.32± 0.29 0.11± 0.10 0.21± 0.19 –
Post-fit Z/γ∗+jets yield 1.40± 0.33 0.80± 0.24 0.01± 0.01 0.59± 0.14 0.47± 0.15 0.28± 0.10 – 0.19± 0.11
Post-fit tt¯ yield 1.0± 0.5 0.27± 0.14 0.54± 0.25 0.21± 0.10 0.21+0.55−0.21 0.06+0.16−0.06 0.13+0.34−0.13 0.01+0.03−0.01
Post-fit diboson yield 0.64± 0.23 0.14± 0.05 0.31± 0.12 0.19± 0.08 0.13± 0.05 0.06± 0.03 0.07± 0.03 0.01± 0.01
Post-fit tt¯+ V yield 0.12± 0.03 0.01± 0.01 0.07± 0.02 0.04± 0.02 0.03± 0.01 – 0.01± 0.01 0.01± 0.01
Post-fit W+jets yield 0.03± 0.03 – 0.04± 0.04 – 0.01+0.02−0.01 – 0.01+0.02−0.01 –
Total MC bkg yield 4.9± 1.2 1.7± 0.4 2.0± 0.7 1.23± 0.28 1.1+0.6−0.5 0.46+0.21−0.19 0.43+0.40−0.33 0.18± 0.10
MC single-top yield 1.9± 1.0 0.57± 0.34 1.0± 0.6 0.29± 0.17 0.29± 0.25 0.10± 0.08 0.19± 0.17 –
MC Z/γ∗+jets yield 1.15± 0.21 0.65± 0.17 0.01± 0.01 0.48± 0.09 0.38± 0.10 0.23± 0.07 – 0.15± 0.09
MC tt¯ yield 1.1± 0.5 0.29± 0.14 0.57± 0.26 0.22± 0.10 0.22+0.57−0.22 0.07+0.18−0.07 0.14+0.36−0.14 0.01+0.03−0.01
MC diboson yield 0.64± 0.23 0.14± 0.05 0.31± 0.12 0.19± 0.08 0.13± 0.05 0.06± 0.03 0.07± 0.03 0.01± 0.01
MC tt¯+ V yield 0.12± 0.03 0.01± 0.01 0.07± 0.02 0.04± 0.02 0.03± 0.01 – 0.01± 0.01 0.01± 0.01


















S95obs 4.0 3.0 3.0 4.8 3.9 3.0 3.1 4.1
σvis[fb] 0.11 0.08 0.08 0.13 0.11 0.08 0.08 0.11
Table 5.12: The observed and expected background yields in SR800 and SR1100. Both the MC
background expectation before the fit and the background-only post-fit yields are shown, with each
broken down into single-top, Z/γ∗+jets, tt¯, diboson, tt¯ + V and W+jets background processes.
Model-independent upper limits are set at a 95% CL on the visible number of expected (S95exp) and
observed (S95obs) events and on the visible cross section (σvis) of a generic BSM process. Results are
shown in each flavor channel and inclusively. The background estimates and their uncertainties are
derived from a background-only fit configuration.
events are derived at 95% CL in each flavor channel and inclusively, and are shown in the lower
rows of Table 5.12. Also shown are the observed limits on the visible cross section σvis, defined as
S95obs normalized to the integrated luminosity, and representing the product of the production cross
section, acceptance, and selection efficiency of a generic BSM signal. Limits on σvis are set between
0.08 and 0.13 fb, with the weaker limit set in the µµ channel due to the two observed events.
Exclusion limits are derived at 95% CL for the t˜ signal samples. Limits are obtained through a
profile log-likelihood ratio test using the CLs prescription [104], following the simultaneous fit to the
CRs and a target SR [103]. The signal contributions in both the SR and CRs are accounted for in
the fit, although they are negligible in the latter. Exclusion fits are performed separately for various
branching ratio assumptions, sampling values of B(t˜→ be), B(t˜→ bµ), and B(t˜→ bτ) whose sum is
unity in steps of 5%, and reweighting events in the signal samples according to the generated decays.
For both SR800 and SR1100, limits are derived in the ee, eµ, µµ, and inclusive channels. Observed
limits are reported for the SR and channel combination with the lowest expected CLs value, and
therefore best expected sensitivity, at a given mass value and branching ratio. The inclusive channel
typically has the stronger expected sensitivity when B(t˜→ be) and B(t˜→ bµ) are both above 15%,
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while the ee channel is more sensitive when B(t˜→ bµ) is below 15%, and vice versa. The inclusive
channel is always more sensitive than the eµ channel because a substantial fraction of signal events
have two leptons of the same flavor, regardless of individual branching ratios.
The expected and observed exclusion contours for the branching ratios are shown in Figure 5.17
for each simulated t˜ mass. The limits are strongest at low values of B(t˜→ bτ), where the expected
number of events with electrons or muons in the final state is largest. Expected limits are slightly
stronger for increasing B(t˜→ be), reflecting a higher trigger efficiency for electrons than for muons.
Stops with B(t˜→ bτ) up to 80% or more are excluded for masses between 600 and 1000 GeV while
those with larger B(t˜ → be) or B(t˜ → bµ) may be excluded up to 1500 GeV. Observed limits are
stronger than expected for t˜ masses of 1100 GeV or below, reflecting the lower-than-expected event
yield in SR800 in the ee channel and inclusively. Exclusion contours reflecting the highest t˜ mass
excluded at a 95% CL for a given point in the branching ratio plane are shown in Figure 5.18.
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Figure 5.17: Expected (dashed blue) and observed (solid red) limit curves as a function of t˜ branching
ratios for various mass values between 600 and 1500 GeV. The sum of B(t˜ → be), B(t˜ → bµ), and
B(t˜ → bτ) is assumed to be unity everywhere, and points of equality are marked by a dotted
gray line. The yellow band reflects the ±1σ uncertainty of the expected limit due to theoretical,
experimental, and MC statistical uncertainties. The shaded blue area represents the branching
ratios that are expected to be excluded beyond 1σ. The dotted red lines correspond to the ±1σ
cross section uncertainty of the observed limit derived by varying the signal cross section by the
theoretical uncertainties.
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Figure 5.18: The observed lower limits on the t˜ mass at 95% CL as a function of t˜ branching ratios.
The sum of B(t˜ → be), B(t˜ → bµ), and B(t˜ → bτ) is assumed to be unity everywhere, and points
of equality are marked by a dotted gray line. The limits are obtained using the nominal t˜ cross-
section predictions. As the branching ratio B(t˜→ bτ) increases, the expected number of events with
electrons or muons in the final state decreases, reducing the mass reach of the exclusion.
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5.4 Prospects
This chapter presented the first ATLAS results on the search for the pair production of stops, each
decaying via an R-parity-violating coupling to a b-quark and a lepton. No significant excess of events
over the Standard Model prediction is observed, and limits are set on the t˜ mass at a 95% confidence
level. These results significantly extend the lower-mass exclusion limits on the B − L stop model
from reinterpretations of Run 1 leptoquark searches. Model-independent upper limits are set on the
cross section of potential BSM processes in the ee, eµ, and µµ channels and inclusively. A scan of
various t˜ branching ratios is performed to set branching-ratio-dependent limits on decays to be, bµ,
and bτ for various t˜ mass models. Limits are set on t˜ masses between 600 GeV for large bτ decay
branching ratios and 1500 GeV for a be branching ratio of 100%.
There are several ways to strengthen the limits on a stop LSP from this B−L RPV model. Firstly,
the inclusion of tau leptons would greatly improve the signal efficiency in the high B(t˜→ bτ) corner
of the BR plane. As mentioned before, this is covered by a leptoquark search in the exotics group.
Similarly, as mentioned in Section 2.3.2, there is a possibility that the stop decays to a top quark
and a neutrino rather than a b-quark and a lepton if the stop is purely right-handed. In this case the
pair production of two stops would result in a final state with two top quarks and a large amount of
missing energy. There are searches for RPC SUSY that have sensitivity to these decays, in particular
searches for stops which then decay to a top and a stable neutralino. Both the leptoquark search
and the RPC stop searches will be presented in Section 5.4.1. Moreover, limits derived from the
analysis presented in this chapter can be improved with more proton-proton collision data, as well as
some improvements in the analysis strategy. These improvements will be discussed in Section 5.4.2.
5.4.1 Similar searches
5.4.1.1 Third-generation leptoquark search
Many extensions to the SM predict leptoquarks [149–155] which are bosons that decay to a lepton-
quark pair. It is particularly interesting to search for “third-generation leptoquarks” (LQ3) which
can be up-type or down-type analogously to SM quarks. Up-type third-generation leptoquarks
(LQu3) decay to either a top quark and a neutrino or a bottom quark and a tau lepton, as shown
in Figure 5.19 6. Such a search was performed with 36.1 fb−1 of 13 TeV proton-proton data [156],
6Down-type third-generation leptoquarks (LQd3), which are also targeted in the leptoquark search, decay to either
a top quark and a tau lepton or a bottom quark and a neutrino. Since there is no mb` resonance in these final states,
they are not as similar to the RPV stop final states as LQu3 .
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optimized for these up-type third-generation leptoquarks which decay 100% to bτ , so this search is
very sensitive to the RPV stop signature. This analysis uses a boosted decision tree (BDT) algorithm
to improve signal to background ratio using mb` among other variables as input discriminants. In
fact, the assumed leptoquark cross-sections are identical to the stop cross-sections, so the limits set
in this search can be directly translated to stop limits. These limits are shown in Figure 5.20 for
B(LQ→ bτ) = 100%, where leptoquarks (and hence stops) below 1030 GeV are excluded, and as a
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Figure 5.20: Expected and observed 95% CL upper limits on up-type third-generation leptoquark,
for B(LQ→ bτ) = 100%. The observed limit is shown as the solid line. The thickness of the theory
curve represents the theoretical uncertainty from PDFs, renormalization and factorization scales,
and the strong coupling constant αS [156].
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Figure 5.21: Expected and observed 95% CL upper limits on up-type third-generation leptoquark, as
a function of B(LQ→ bτ) versus LQ mass. The green line (bτbτ) represents the limits derived from
this dedicated search. The other lines are reinterpretations for other SUSY models: bottom-squark
pair production (bb + EmissT ) [157], top-squark pair production with one (tt + E
miss
T − 1`) [158] or
zero leptons (tt + EmissT − 0`) [159] in the final state, and for top squarks decaying via τ -sleptons
(ττb+ EmissT ) [160]. The region to the left of the contour lines is excluded at 95% confidence level.
Since the assumed cross-sections are identical to stop pair production, these limits can be interpreted
as stop limits as well [156].
5.4.1.2 RPC stop searches
As discussed in Section 2.3.2, in the B − L MSSM model, if the stop is purely right-handed, it
primarily decays to a top quark and a neutrino. This will look identical to RPC searches for stops
which decay to a top and a stable neutralino when the neutralino is very light. There are several of
these searches, split based on the lepton multiplicity in the final state, which is dependent on the
decay of the W bosons from the tops [158, 159, 161–166]. A summary of the limits set from these
searches is shown in Figure 5.22 [167]. Here it can be seen that stops which decay to a top and a
very light, stable, neutral particle are excluded up to 1 TeV. It is generally interesting that there is
one window that is not excluded, as shown in the insert in the upper right of the figure, but this is
relevant for masses too high to be consistent with a neutrino.
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Figure 5.22: Summary of the dedicated ATLAS searches for top squark (stop) pair production based
on pp collision data taken at
√
s = 13 TeV. Exclusion limits at 95% CL are shown in the (lightest stop
(t˜1), lightest neutralino (χ˜
0
1)) mass plane. The dashed and solid lines show the expected and observed
limits, respectively, including all uncertainties except the theoretical signal cross section uncertainty
(PDFs and scale). Four decay modes are considered separately with 100% BR: t˜1 → t+ χ˜01 (where
the t˜1 is mostly right), t˜1 →W + b+ χ˜01 (3-body decay for m(t˜1) < m(t) +m(χ˜01)), t˜1 → c+ χ˜01 and
t˜1 → f + f ′ + b+ χ˜01 (4-body decay). The latter two decay modes are superimposed. [167]
5.4.2 Future improvements to this search
The inclusion of more data will certainly help improve the limits on a high-mass RPV-decaying
stop, up to roughly 1.7 TeV depending on the assumed lepton flavor branching ratio, as can be
seen in Figure 5.23. This was estimated by interpolating the signal acceptance and efficiency of the
2015+2016 analysis with the full Run 2 luminosity, which was estimated at the time of making this
plot to be 150 fb−1 .
In addition to the gains possible with more data, there are several ways that future versions of this
analysis can be improved for higher discovery potential. Most notably, the dominant uncertainties
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Desired Mass Points
• We are requesting signal generation for the 
following mass points:
• 400GeV to 1000GeV in 100GeV intervals
• 1000GeV to 1900GeV in 50GeV intervals
• Equal branching ratio to each charged lepton
• Will reweight to other branching ratios in limit 
setting
• Expected Run 2 yield From interpolation of: 
• 2015+16 signal efficiency/acceptance
• Stop pair production cross section
• Full Run 2 luminosity
• Visibility has strong dependence on lepton 
branching ratio of stop
4Figure 5.23: Expected number of events with “visible” stops as a function of stop mass with
150 fb−1 at
√
s = 13 TeV, calculated using the signal acceptance and efficiency of the 2015+2016
analysis. The various colored lines represent different lepton flavor branching ratios. The expected
limits for high B(t˜ → bµ) are slightly worse than those for high B(t˜ → be) because muons have
slightly lower efficiency than electrons. The solid black line demarcates 5 events, as an estimate of
the number of signal events required in an SR to claim discovery. Courtesy of James Heinlein.
are the statistics of MC background samples. This is true in both the Run 1 and early Run 2
(2015-2016) analyses, ignoring the Run 1 HT extrapolation uncertainty which was mitigated in the
Run 2 search. It is encouraging to note that these uncertainties were smaller for the early Run 2
search than they were in Run 1; hopefully with dedicated effort to increase the statistics, this trend
continues.
Additionally it would be nice to set stronger limits on the lower masses. Because the loosest
early Run 2 SR had a requirement on mb` of 800 GeV, the efficiency for stops with masses smaller
than this was quite low. This can be gleaned from Figure 5.17 where the limits set on the 600
GeV stop mass are roughly the same as those set on the 900 GeV stop mass. Having something
like a sliding window, or performing a shape fit of the mb` distribution rather than these strict cuts
would greatly improve the low-mass limits. Additionally, sensitivity can potentially be gained by
investigating new b-tagging working points which are targeted for high efficiency at high jet pT, to
avoid the inefficiencies due to a b-quark with a large Lorentz boost (see Appendix A).
Chapter 6
Search for Wino LSP Decays with a
Trilepton Resonance
With no significant deviations from the SM observed, and with the large increase in integrated
luminosity with the full Run 2 LHC dataset, it is feasible to search for SUSY processes with smaller
cross-sections. In particular, it is feasible to search for EWK production of SUSY particles. Recall
there are four charginos (χ˜±1 , χ˜
±
2 ) which are generally admixtures of the charged winos and higgsinos,








4) which are generally admixtures of the neutral winos,
higgsinos, and bino. The subscripts on these particle names are ordered such that smaller numbers
correspond to lighter masses. As discussed in Section 2.3.4, a possible channel in which to search for
the B−L MSSM is via charged and neutral wino LSPs, which both have many possible decays whose
relative BRs depend on tanβ and the neutrino hierarchy. For the remainder of this chapter, the
charged and neutral wino will be referred to simply as the chargino and the neutralino respectively.
The search presented in this chapter targets mass-degenerate chargino (χ˜±1 ) and neutralino (χ˜
0
1)
LSPs which each decay via RPV couplings, produced via either chargino pair production (C1C1)
or chargino-neutralino production (C1N1). In the B − L model, the χ˜±1 and χ˜01 are both almost
fully wino. Therefore the other charginos and neutralinos tend to be heavier and are decoupled, so
additional production modes (for example C1N2) are not considered in this search.
If the chargino decays to Z`, and the Z decays leptonically (χ˜±1 → Z` → ```), as shown in
Figure 6.1, the trilepton invariant mass will reconstruct the chargino mass and leave a very distinct
experimental signature. This analysis searches for a trilepton invariant mass resonance in events
with at least three light leptons (electrons and muons). Taus are not used to optimize the search but
leptonically decaying taus are not explicitly vetoed and so can contribute to sensitivity. Henceforth
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Figure 6.1: Feynman diagram for mass-degenerate chargino pair production (a) and chargino-
neutralino production (b), with at least one χ˜±1 → Z`→ ``` decay.
the ` symbol is used to denote light leptons. While the target of this search is the trilepton resonance
from a single chargino, features from the decay of the other produced chargino or neutralino are
used as well to improve signal selection and background rejection.
During Run 1 there were two similar searches in ATLAS [168,169] and one in CMS [170] which
had sensitivity to this model, but none since then. Ref. [169] performed a resonance search in the
mZ` −m`` distribution and so is quite similar to this search. These searches respectively excluded
type-III Seesaw heavy leptons with masses between 100–468 GeV [168] and below 840 GeV [170],
and excluded vector-like leptons with masses between 114–176 GeV [168], depending on the theo-
retical scenario considered. The current lower bound on chargino and neutralino masses is taken
to be 100 GeV, from the precision EWK measurements at the Large Electron-Positron Collider
(LEP) [171, 172]. LEP collided electrons and positrons at center-of-mass energies up to 209 GeV
and, being energetic enough to pair produce W and Z bosons, enabled precision measurements of
EWK processes. No deviations from the SM were observed, so it follows that any winos must be
too massive to have been produced at LEP.
There are several event reconstruction strategies depending on the physics objects in the final
state, in order to most effectively select signal and reject background. These strategies are described
in Section 6.1. The datasets used in this analysis are listed in Section 6.2. The event reconstruction
is described in Section 6.3, the method used to estimate fake backgrounds is presented in Section 6.4,
and the event selection is explained in Section 6.5. Uncertainties are explored in Section 6.6, and
results and interpretations are presented in Section 6.7. Finally, prospects for future versions of this
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analysis are discussed in Section 6.8.
6.1 Analysis Overview
There are hundreds of possible final states, depending how the chargino, neutralino, and subsequent
bosons decay. All final states with at least one χ˜±1 → Z` → ``` decay leg are targeted in this
analysis, where ` denotes the light leptons (electrons and muons). In order to benefit from the
many possible final states, the analysis strategy combines two main event types, called OneLeg and
TwoLeg. OneLeg targets final states where only the trilepton leg decays fully visibly, and TwoLeg
targets final states where both winos decay fully visibly. Specifically, TwoLeg targets final states
with one trilepton leg from the chargino, and either a trilepton or a jj` leg from the other chargino
or neutralino. Nominally, these final states are:
• C1C1→ Z` Z` → ``` ```
• C1C1→ Z` Z` → ``` jj`
• C1C1→ Z` H` → ``` bb`
• C1N1→ Z` W` → ``` jj`
The OneLeg event type is designed to reconstruct only the trilepton decay leg, in final states where
the other decay leg is semi-invisible or has more than a three-body decay due to cascade decays of
the boson. Some of the final states that are targeted in OneLeg are:
• C1C1→ Z` Z` → ``` νν`
• C1C1→ Z` H` → ``` WW`
• C1C1→ Z` Wν → ``` jjν
• C1N1→ Z` Zν → ``` jjν
• C1N1→ Z` Hν → ``` WWν
• C1N1→ Z` W` → ``` `ν`
In practice, OneLeg also picks up final states with a fully visible non-trilepton decay leg which is not
successfully reconstructed due to leptons not being reconstructed or an invariant mass not falling
within the required mass window for the second boson, described below. A detailed discussion of
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the truth final states that are targeted for, and reconstructed in, each category can be found in
Appendix B.
Each event is assigned to either OneLeg or TwoLeg using the following algorithm, which is
shown schematically in Figure 6.2. First a Z boson is reconstructed by selecting two SFOS with
an invariant mass within 10 GeV of 91.2 GeV. Then if there are at least 4 remaining leptons, or at
least 2 remaining leptons and at least 2 jets, the reconstruction of a second boson is attempted in
the following manner. If there are at least 4 remaining leptons (for a total of 6 leptons in the final
state), the attempted boson is a second leptonic Z, again with an invariant mass within 10 GeV of
91.2 GeV. If there are at least 2 remaining leptons (for a 4-lepton final state) and at least 2 jets,
the attempted boson is reconstructed from a jet pair that has an invariant mass within the window
[71.2 GeV, 111.2 GeV] to target hadronic W and Z decays. If at least one of these jets is b-tagged
(according to the criteria which will be outlined in Section 6.3), the upper limit of the invariant
mass window is extended to 150 GeV to also include Higgs decays. If a second boson is successfully
reconstructed with these criteria and there are still two remaining leptons, then this event falls in
the TwoLeg category. If there are multiple candidates for the second boson, the one with invariant
mass closest to the true Z or Higgs mass is chosen, where the Higgs mass is only considered in
addition to the Z for boson candidates with a b-jet. The leptons are then matched to the bosons in





Here mZ` is the invariant mass of the trilepton leg, and mB` is the invariant mass of the other leg,
labeled with B because it could be a Z, H, or W boson7. The asymmetry should be small if the
boson-lepton pairs come from two particles of the same mass. Indeed this matching scheme selects
the correct lepton-boson pairs effectively.
If a second boson was not successfully reconstructed, or if there are fewer than two remaining
leptons, then this event falls in the OneLeg category. If there are exactly three leptons in the
event, then the third lepton is assigned to the reconstructed Z. If there are four or more leptons,
there is ambiguity as to which lepton should be used for the trilepton leg. Because of the varying
kinematics depending on chargino mass, there is no lepton matching choice that performs best for
all mass points. Many options were studied and are documented in Appendix C. The chosen scheme
uses LT, the scalar sum of the pT of all leptons in an event, as a proxy for the chargino mass.
7If both bosons are reconstructed from two leptons, meaning there are two trilepton legs in an event, the trilepton
leg with the SFOS lepton pair closest to the true Z mass is labeled Z`. However this is very rare because of the small
BR of Z to leptons.
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If LT < 550 GeV, then the lepton spatially closest to the Z (that which minimizes ∆R(Z, `)) is
assigned. This works well for low mass points because the Z and the lepton from the same chargino
leg are generally collimated due to the boost of the chargino. On the other hand, if LT > 550 GeV,
then the lepton which maximizes mZ` is assigned. This works well for high mass points because it




≥3 leptons, one leptonic Z1
How many leptons?3
SROL3ℓ Yes(≥4 leptons and ≥2 jets) or ≥6 leptons?No
1leptonic Z: SFOS dilepton pair with mℓℓ ∈ [81.2,101.2] GeV 
2Hadronic V: dijet pair with mjj ∈ [71.2,111.2] GeV 
3Higgs: dijet pair, 1 or 2 b-tagged, with mjj ∈ [71.2,150] GeV
SROL4ℓ
SRTL
No Hadronic V2 or Higgs3 
or second leptonic Z1?
If multiple boson candidates, 
choose the one with invariant 
mass closest to 91.2 GeV  
(91.2 GeV or 125 GeV if ≥1 b-jet)
Figure 6.2: Schematic flow chart describing the object criteria for each SR.
The main backgrounds in this analysis are Standard Model processes with at least one Z boson.
Most notably these are Drell-Yan (Z/γ∗+jets), WZ, ZZ, and ttZ. The yields of these processes can
be minimized by applying dedicated cuts which will be described in Section 6.5. Because Drell-Yan
only has two prompt leptons in the final state, to enter the 3` final states, the third lepton must be
either another object that was misidentified as a lepton, or a non-prompt decay product such as from
a photon conversion or a B-hadron decay. These leptons are generally referred to as “fakes” even
though the non-prompt leptons are real. There is a dedicated data-driven method for estimating
this fake background, which is referred to as the fake factor method. The other large backgrounds
are estimated using normalization factors derived in dedicated Control Regions (CRs). The fake
factor method will be described in Section 6.4, and the CRs will be described in Section 6.5. Other
smaller backgrounds are Higgs, Triboson, tt¯, and other tt¯ + V processes. These backgrounds are
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estimated using MC simulation directly. The relative abundance of each of these backgrounds is
very different for each of our SR types (OneLeg compared to TwoLeg, 3` compared to 4`).
The goal is to find a resonance in the trilepton invariant mass spectrum. To achieve this, the
search is conducted using a shape fit from the HistFitter [103] statistical analysis framework. If
there are two fully leptonic Z` pairs, reconstructed from six leptons, the average of both is taken
because the mass resolution of each should be similar. The masses of each are also guaranteed to
be similar because of a requirement on mZ` asymmetry which will be described in Section 6.5.
The fit uses a variable bin width in the mZ` −mZ + (91.2/GeV) distribution, denoted mshiftedZ` ,
as outlined in Table 6.1. The choice of this binning is explained in Appendix D. Further details on
the fit procedure are given in Section 6.7.






Table 6.1: The chosen binning for the shape fit of the mshiftedZ` distribution.
6.2 Dataset and Monte Carlo simulated samples
During 2015, 2016, 2017, and 2018, the ATLAS detector recorded approximately 149 fb−1 of pp
collisions at a center-of-mass energy (
√
s) of 13 TeV, of which 139 fb−1 was found suitable for
physics. All subdetectors were required to be operational as defined in the good runs list (GRL)
provided by the Data Preparation Group.
Simulated MC samples are used to model the shape of the expected background and to define and
tune the analysis. Each sample is generated according to the corresponding process and propagated
through a simulation of the ATLAS detector. The primary backgrounds in this analysis are Diboson
(WZ and ZZ), Z/γ∗+jets, and tt¯Z.
Diboson, Triboson, and V+jets samples are simulated with the Sherpa 2.2 [78] Monte Carlo
generator. Diboson samples include fully leptonic and semileptonic decays as well as loop-induced
and electroweak V V jj production.
The production of tt¯ events is modeled using the PowhegBox [86–89] v2 generator at NLO
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with the NNPDF3.0nnlo PDF set and the hdamp parameter
8 set to 1.5 mtop [173]. The events are
interfaced with PYTHIA.230 [174] using the A14 tune [126] and the NNPDF2.3lo PDF set [123]. The
NLO tt¯ inclusive production cross section is corrected to the theory prediction at next-to-next-to-
leading order (NNLO) in QCD including the resummation of next-to-next-to-leading logarithmic
(NNLL) soft-gluon terms calculated using Top++2.0 [107, 175–180]. Single-top Wt associated
production is modeled using the PowhegBox [86–88, 92, 181, 182] v2 generator at NLO in QCD
with the NNPDF3.0nlo parton distribution function (PDF) set. The events are interfaced with
PYTHIA.230 using the A14 tune and the NNPDF2.3lo PDF set. Rare top processes include tt¯ +X
(where X is a W , Z, or Higgs boson), tt¯ +WZ, t+Z, and t+WZ production and are modeled
using the MadGraph5 aMC@NLO v2.3.3 [124] generator at NLO with the NNPDF3.0nlo PDF,
and interfaced with PYTHIA.210 using the A14 tune and the NNPDF2.3lo PDF set. Rare top also
encompasses tt¯ +γ, tt¯ +WW , and 4-top production, which are similarly modeled using Mad-
Graph5 aMC@NLO v2.2.3 interfaced with PYTHIA.186.
Higgs boson production processes are generated using PowhegBox v2 and interfaced with
Pythia 8.212 using the AZNLO [183] tune and CTEQ6L1 [115] PDF set. Higgs samples are normalized
with cross sections calculated at NLO [184].
MC samples are also generated to model the wino signal processes. Samples are generated in
MadGraph+Pythia8 [79, 174] and detector interactions are simulated with Atlfast-II [185], except
the 500 GeV mass point in the mc16d campaign, which used the normal full simulation (“FullSim”).
Signal production cross sections assume a wino-like chargino and neutralino, as this is larger and
more favored than higgsino in the theory model of interest [27]. Signal production cross sections
for C1C1 and C1N1 are computed at NLO plus next-to-leading-log (NLL) precision in a limit of
mass-degenerate wino χ˜02 and χ˜
±
1 , light bino χ˜
0
1, and with all the other sparticles assumed to be
heavy and decoupled [186,187]. Since the benchmark model for this analysis has a wino-like χ˜±1 and
χ˜01, the cross sections calculated here are assumed to be valid for C1N1.
In C1C1, the chargino branching ratios are set to 11.1% for Ze, Zµ, Zτ ,He, Hµ, and Hτ , as
well as 33.3% for Wν to account for the three neutrino flavors. In C1N1, the charginos are forced
to decay to Ze, Zµ, Zτ , each with 33.3% branching ratio, while the neutralinos can decay to Zν or
Hν, each with 33.3% branching ratio, or We, Wµ, or Wτ , each with 11.1%. For mass points below
125 GeV, the Higgs decay is turned off and equal branching ratios are assigned to the Z and W
8The hdamp parameter controls the transverse momentum pT of the first additional emission beyond the leading-
order Feynman diagram in the parton shower and therefore regulates the high-pT emission against which the tt¯ system
recoils.
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decay modes. In both processes, a filter is applied to event generation which requires a leptonically
decaying Z (here, leptons include taus) in each event to be stored in the output. C1N1 has an
additional filter applied that removes any events without at least 3 light leptons, i.e. a hadronically
decaying tau does not count towards this minimum. There is also a filter which requires a minimum
pT of 9 GeV and maximum |η| of 2.8 for all leptons for C1N1, slightly looser than the baseline lepton
requirements that will be described in Section 6.3.
All studies and optimization for this analysis are performed using C1C1 and the nominal event
generation branching ratios, with an effective increase in χ˜±1 → Z` because of the generator fil-
ter. Limits are interpreted for many possible χ˜±1 or χ˜
0
1 branching ratios, by applying a truth-level
event reweighting according to the chargino or neutralino decays in each event analogously to the
reweighting applied for the stop search, given in Equation 5.1.
6.3 Event Reconstruction
Events and physics objects are required to pass a set of quality criteria to be included in the analysis.
Individual events are required to pass the criteria of various sub-detector and physics performance
groups for signs of data corruption, noise bursts, and detector issues [188], as well as to fire one of
several single-lepton triggers. “Baseline” objects are used to calculate missing energy, and as input
to overlap removal. “Signal” objects are baseline objects which pass overlap removal and satisfy
tighter criteria.
Trigger selection
This analysis uses unprescaled single electron and single muon triggers. The triggers for both
electrons and muons for each year are shown in Table 6.2. Events are required to have at least one
signal lepton matched to the trigger fired in that event. This lepton is not required to be the leading
lepton in an event, but it must exceed the oﬄine pT threshold for the trigger. For muons, this is
1.05 times the HLT trigger threshold, which is the number listed in the trigger name (in GeV).
For electrons, this is 1 GeV larger than the HLT trigger threshold. For simplicity and consistency
across data years, the pT requirement applied to the trigger-matched signal lepton corresponds to
the trigger thresholds for data taken during and after 2016, except for HLT e120 lhloose in which
case the standard 121 GeV is used.
The trigger requirement is applied to both data and MC events. To account for differences in the
data and MC trigger efficiencies, a trigger scale factor is applied to MC events. These scale factors
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Electron Triggers Muon Triggers
2015
HLT e24 lhmedium L1EM20VH HLT mu20 iloose L1MU15
HLT e60 lhmedium HLT mu50
HLT e120 lhloose
2016, 2017, 2018
HLT e26 lhtight nod0 ivarloose HLT mu26 ivarmedium
HLT e60 lhmedium nod0 HLT mu50
HLT e140 lhloose nod0
Table 6.2: Electron and muon triggers used for each year. The name of the trigger includes either
“mu” or “e” which signifies whether a muon or electron candidate is required. Then the pT cut of
the trigger is specified in GeV. “L1” with some string following refers to the L1 seed; this seed is
required for all triggers but it is not explicitly included in all trigger names. Text with “i” refers to
the trigger-level isolation criteria, where “ivar” indicates a variable sized cone isolation requirement.
Text such as “lhtight” and “lhmedium” refers to the trigger-level identification criteria, where “lh”
signifies that a likelihood-based identification is used. “nod0” means there is no requirement on d0
or d0/σ(d0) [69–71].
are provided by the e/γ and muon performance groups.
Electron selection
Baseline electrons, which are used for calculating missing energy as well as input into overlap
removal, have the following selection criteria. They are required to have pT > 10 GeV and |η| < 2.47,
with a veto for electrons that fall in the calorimeter crack, corresponding to |η| between 1.37 and
1.52. They must also have a small longitudinal impact parameter |z0 sin(θ)| ≤ 0.5 mm. They
must also pass the LooseAndBLayerLLH likelihood selection and BADCLUSELECTRON object quality
selection.
Signal electrons are all baseline electrons which pass overlap removal and the following additional
selection criteria. They have the tighter likelihood selection of MediumLLH (for a discussion of this
selection, see Appendix E) and must pass the FCTight isolation working point, as well as a transverse
impact parameter significance cut of |d0/σ(d0)| < 5 and a tighter pT cut of 12 GeV.
All criteria for baseline and signal electrons are summarized in Table 6.3.
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Cut Value/description
Baseline electron
Acceptance pT > 10 GeV, |η| < 2.47, crack veto
Impact parameter |z0 sin(θ)| ≤ 0.5 mm
Identification WP LooseAndBLayerLLH
Object quality BADCLUSELECTRON electron veto
Signal electron
Acceptance pT > 12 GeV
Impact parameter |d0/σ(d0)| < 5
Identification WP MediumLLH
Isolation WP FCTight
Table 6.3: Summary of electron selection criteria. Signal criteria are applied on top of baseline
criteria after overlap removal.
Muon selection
Baseline muons, which are used for calculating missing energy as well as input into overlap
removal, have the following selection criteria. They are required to have pT > 10 GeV and |η| < 2.7.
They must also have a small longitudinal impact parameter |z0 sin(θ)| ≤ 0.5 mm. They must also
pass the Medium identification working point (for a discussion of ID WP selection, see Appendix E).
Signal muons are all baseline muons which pass overlap removal and the following additional
selection criteria. They have a tighter pT cut of 12 GeV. They must also pass the FCTight FixedRad
isolation working point, as well as a transverse impact parameter significance cut of |d0/σ(d0)| < 3.
Cosmic muons are vetoed, and events with bad muons are vetoed.
All criteria for baseline and signal muons are summarized in Table 6.4.
Cut Value/description
Baseline muon
Acceptance pT > 10 GeV, |η| < 2.7
Impact parameter |z0 sin(θ)| ≤ 0.5 mm
Identification WP Medium
Signal muon
Acceptance pT > 12 GeV
Impact parameter |d0/σ(d0)| < 3
Identification WP Medium
Isolation WP FCTight FixedRad
Object quality Cosmic muon veto, bad muon event veto
Table 6.4: Summary of muon selection criteria. Signal criteria are applied on top of baseline criteria
after overlap removal.
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Photon selection
While photons are not used as signal objects in this analysis, they are used as input to the missing
energy calculation. Photons have a minimum transverse momentum of 25 GeV and a maximum
|η| of 2.37, with a veto for photons that fall in the calorimeter crack region, corresponding to |η|
between 1.37 and 1.52. The BADCLUSPHOTON object quality criteria is required, as well as an author
selection.
Jet selection
Baseline jets are used to calculate missing energy and as input to overlap removal. This analysis
uses EMTopo jets reconstructed using the anti-kT algorithm with maximum R of 0.4. They have a
minimum transverse momentum of 20 GeV and an effective maximum |η| requirement of 4.5. All
baseline jets are used in EmissT calculation and overlap removal. Baseline jets identified as being
pileup by the track-based jet vertex tagger (JVT) and forward jet vertex tagger (fJVT) are labeled
but not vetoed, as they are needed in the missing energy calculation. JVT is calculated for jets with
pT < 120 GeV and |η| <2.5, using the Medium JVT working point.
Signal jets have a tighter |η| cut of 2.8, and the JVT-tagged jets (but not fJVT) are vetoed. Like
muons, if any signal jets fail the LooseBad working point, the event is rejected.
Jets within |η| < 2.5 are tagged by dedicated algorithms to check if they are initiated by a
b-quark. The tagging is performed on all baseline jets, for use in overlap removal, but only b-tagged
jets which pass all signal criteria are used in the analysis. The b-tagging working point used in this
analysis is Fixed 85% using the MV2c10 b-tagging MVA variable.
All criteria for baseline and signal jets are summarized in Table 6.5.
Cut Value/description
Baseline jet
Acceptance pT > 20 GeV
Signal jet
Acceptance |η| < 2.8
JVT Medium (pT < 120 GeV, |η| < 2.5)
Object quality LooseBad event veto
Signal b-jet
Acceptance |η| < 2.5
b-tagger algorithm MV2c10
b-tagging WP Fixed 85%
Table 6.5: Summary of jet selection criteria. Signal criteria are applied on top of baseline criteria
after overlap removal.
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Missing energy
The missing transverse energy is calculated with the Tight working point, using all calibrated
baseline objects in the event (electrons, muons, jets, and photons) as well as all tracks matched to
the primary vertex not associated with these objects. Baseline jets are used only if they are tagged
as originating from the hard scatter, using JVT.
Overlap removal
Overlaps in the reconstruction of electrons, muons, and jets are removed with a dedicated algo-
rithm. All objects that are rejected by overlap removal are removed from further overlap removal
steps, and from future consideration in the analysis. Overlap removal follows the steps in the order
outlined here:
• Electrons that share a track with another higher-pT electron are rejected.
• Electrons that share a track with a non-calorimeter-tagged muon are rejected.
• Jets that are not b-tagged, or that are b-tagged with pT > 100 GeV, and are within ∆R(e, jet) ≤
0.2 of an electron are rejected.
• Electrons that are within ∆R(e, jet) ≤ 0.4 of a jet are rejected.
• Jets that are not b-tagged, or that are b-tagged with pT > 100 GeV, and are ghost-matched
to a muon (or within ∆R(µ, jet) ≤ 0.2) and which satisfy ntrack < 3 are rejected.
• Muons that are within ∆R(µ, jet) ≤ 0.4 of a jet are rejected.
The b-jet overlap removal is pT-dependent to maintain high efficiency for high-pT electrons and so
high-pT b-jets that are close to a lepton are rejected. For further details regarding this choice, see
Appendix F.
6.4 Fake Factor Method
The MC modeling of fake and non-prompt leptons (collectively labeled “fakes”) tends to be poor,
because it is difficult to properly model the rates at which each source leads to a fake lepton.
Additionally, on the scale of hadronic interactions, the rate of a hadron being reconstructed as a
lepton, and the rate of a non-prompt lepton from a hadronic decay or from a photon conversion
meeting the selection criteria of a prompt lepton, are quite rare. However on the scale of EWK
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interactions, this rate is non-negligible, so even small effects can give rise to fakes. For this reason it
is advantageous for analyses with a sizable fake background contribution to estimate this background
with a data-driven method. In this analysis, this is achieved by selecting a region of phase space that
is enriched in fakes and deriving the number of predicted fake events from that, using collections
of “ID” and “anti-ID” leptons, which are defined by the baseline and signal lepton requirements
outlined in Section 6.3. ID (or “tight”) leptons are those which satisfy all the signal requirements,
and anti-ID (or “loose”) leptons are those which satisfy all the baseline requirements and explicitly
fail at least one of the signal requirements. We then use data events in a dedicated data sample to





where NT and NL are the number of tight and loose leptons, respectively, in the measurement
region. Once measured, the fake factors can be used to estimate the fake background, in the
various analysis regions. For each region, a corresponding anti-ID region is defined with identical
requirements, except at least one signal lepton is replaced with an anti-ID lepton. The number of
events in the analysis region with one fake lepton can then be estimated with the following equation:
NFT = NT −NRT = F (NL −NRL ). (6.3)
The F and R superscripts correspond to the number of events with a fake and real lepton, respec-
tively. So for example, NFT is the number of events with a signal lepton that is fake. F and NL
are measured in data, while NRL is determined from simulation and is subtracted so that processes
which have real leptons in our fake measurement region are not included in the fake estimate. This
procedure can be generalized to handle any number of fake leptons in an event, by adding more
terms. Ultimately the equation used in our 3` analysis to determine the number of events with at
least one fake lepton NFT is:
NFT = NTTT −NRRRTTT = F1(NLTT −NRRRLTT ) + F2(NTLT −NRRRTLT ) + F3(NTTL −NRRRTTL )
−F1F2(NLLT −NRRRLLT )− F1F3(NLTL −NRRRLTL )− F2F3(NTLL −NRRRTLL )
+F1F2F3(NLLL −NRRRLLL ),
(6.4)
where Fi is the factor for the ith lepton, ordered by pT. Similarly, this equation can be extended
for 4` regions as well. In any case, the grand majority of events with a fake lepton have only one.
This prediction is known to depend on the kinematics of the lepton, so the actual fake factors
are binned in the lepton’s pconeT , which is the sum of the pT of the lepton and all tracks within its
6. Search for Wino LSP Decays with a Trilepton Resonance 122
isolation cone. The pconeT variable is used instead of pT because this is found to better reconstruct
the pT of the underlying jet which often leads to the fake lepton. In general, pT ≈ pconeT for ID
leptons, because isolation requirements demand little activity near a signal lepton, but for anti-ID
leptons, pconeT can be much larger than pT. By binning the fake factor in p
cone
T rather than pT, fake
ID leptons originating from jets can be estimated using fake anti-ID leptons originating from jets
with similar momenta.
The fake factors for this analysis are derived in a region dominated by Z/γ∗+jets events with fake
leptons. Events in this region, which is referred to as CRZj, must have exactly three baseline leptons.
Two of these leptons, known as the “tag” leptons, must also pass the signal lepton requirements
and together form a Z boson candidate (SFOS pair with |m`` −mZ | < 10 GeV). Additionally, one
of the two tag leptons must also fire a single lepton trigger and pass its associated oﬄine pT cut, as
described in Section 6.3. The remaining baseline lepton, known as the “probe” lepton, is used for
the fake factor measurement.
To increase the Z/γ∗+jets purity and reduce prompt contamination (mostly WZ), the fake factor
measurement region requires mminT < 30 GeV and E
miss
T < 30 GeV. To reduce the number of Z → 4`
events (with one lost lepton), a cut of m3` > 105 GeV is applied. All selections used to define this
Z/γ∗+jets fake factor measurement region are summarized in Table 6.6.
Three baseline leptons
SFOS pair of signal leptons with |m`` −mZ | < 10 GeV,
with one lepton firing a single lepton trigger and its associated oﬄine pT cut.
mminT < 30 GeV
EmissT < 30 GeV
m3` > 105 GeV
Table 6.6: Selection criteria used to define the Z/γ∗+jets dominated fake factor measurement region.
The pconeT -binned fake factors measured in this Z/γ
∗+jets enriched region are shown in Figure 6.3.
These are the fake factors used for all fake estimates used in this analysis. The fake factors are cutoff
at 100 (50) GeV for electrons (muons) due to a lack of statistics above these values. Events with
anti-ID leptons above the cutoff have the fake factor from the highest bin applied. The data and
MC fake factors are not necessarily expected to agree, since the processes giving rise to fake leptons
are not well modeled by the MC.
To ensure that the fake factor method provides an accurate fake estimate in the signal regions,
it is validated in an intermediate EmissT region. This region is designed to be close to the SRs
while maintaining Z/γ∗+jets purity. The definition of the fake factor validation region (VRZj) is
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Figure 6.3: Z/γ∗+jets fake factors for electrons (left) and muons (right), binned in pconeT .
summarized in Table 6.7. Figure 6.4 shows the data/SM agreement in VRZj in distributions of mZ`,
electron and muon multiplicity, and EmissT , where the latter is shown separately for fake electron and
fake muon events. Good agreement is seen in all distributions so the fake estimate is performing
well.
Exactly three signal leptons, no additional leptons
Same-flavor, opposite-sign pair of signal leptons with |m`` −mZ | < 10 GeV,
mminT < 30 GeV
30 < EmissT < 80 GeV
Table 6.7: Selection criteria used to define the Z/γ∗+jets fake factor validation region.
While Z/γ∗+jets is the largest contributor to the fake background, there are other sources as
well, such as tt¯ in 3` regions and WZ in the 4` regions. These are all estimated using the same fake
factor. Any differences in fake factor which may arise due to these different sources are accounted
for in systematic uncertainties, which will be described in Section 6.6. The relative contributions
of each process to the total fake background in various analysis regions is shown in Table 6.8. Also
shown is the fake background as a percent of the total background. These percentages are measured
in MC.
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Figure 6.4: Distributions of mZ`, electron and muon multiplicity, and E
miss
T in VRZj.
fake process CRWZ VRMet VRmTmin CRttZ VRttZ SROL3l SROL4l SRTL
Z/γ∗+jets/Z + γ 74% 47% 63% 37% 23% 41% 22% 5%
WZ - - - - - - 45% 21%
ZZ - - - - - - 15% 19%
ttV - - - - - - - 40%
top-like 20% 43% 28% 54% 69% 48% 3% 10%
tot. fake / tot. bkgd 4% 5% 8% 12% 11% 7% 5% 2%
Table 6.8: The relative contributions of each process to the fake and total background in various
analysis regions. The “top-like” background includes tt¯, single top, and WW . The ZZ regions are
very pure in real ZZ events and are not included in the table.
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6.5 Event Selection
Several regions of phase space are defined for use in this analysis. Signal regions (SRs) are the
search regions, and are designed to have high signal-to-background ratios. There is one SR for
events with 3 leptons, with only one leg reconstructed (SROL3`). There are two SRs for events
with 4 leptons, one with only one leg reconstructed (SROL4`) and one with both legs fully re-
constructed (SRTL). Additional kinematic requirements are applied in all SRs to reduce back-
ground contributions. These cuts were chosen to optimize the ZN of signal as calculated with
RooStats::NumberCountingUtils::BinomialObsZ(), for mass points 300 GeV and above, while
still maintaining enough background events so as not to be statistics-limited. Control regions (CRs)
are designed to isolate individual background processes from one another and from signal, and are
used to constrain the estimate of the targeted process, in order to extrapolate this estimate to the
SR. Validation regions (VRs) are kinematically between the CRs and SRs, and are used to validate
the extrapolation between CRs and SRs. These regions are also constructed to have small signal
yields. The CRs and VRs are split into 3` and ≥ 4` categories, with the exception of the tt¯Z regions
which require ≥ 3` leptons.
The optimization of the CR and VR definitions targets a signal contamination of less than 5%
from a given mass point, and background purity of at least 70%, to ensure a clean region to estimate
the targeted SM process. However there is a caveat on the signal contamination requirements,
in that the lowest mass points considered in this analysis, which have very similar kinematics as
background processes, are allowed to have more sizable contamination in the CRs and VRs. The
justification for this caveat is that the expected sensitivities for these low mass signals are very
large. Even if a low mass signal appears in real data and has some non-negligible yield in a CR, the
resultant overestimate of background processes in the SRs will not reduce the sensitivity enough to
mask the signal. This is quantified in Appendix G. Therefore the analysis regions have not been
tuned to reduce the contamination of these points so as to not negatively impact the sensitivity
towards higher mass points.
The various regions and the variables they use are defined in the following sections and sum-
marized in Table 6.9. The detailed studies that went into these region definitions are described in
Appendices H and I, and an overview is given in the following two sections. All regions require
three light leptons, two of which are SFOS and which have an invariant mass between 81.2 GeV and
101.2 GeV. Additionally, each region requires mZ` > 90 GeV, to avoid the selection of soft leptons
from i.e. Z → ```. Table 6.10 shows the expected yields in each SR, and Table 6.11 shows the ex-
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pected yields in each CR and VR, compared to two signal mass points with equal wino BR to each
boson and lepton flavor. The signal contamination in the CRs and VRs meets the requirements out-
lined above. The lowest few mass points (< 200 GeV) do have significant contamination especially
in VRZZ and VRttZ, but the sensitivity is so large for these mass points that the contamination is
not concerning.
Region Nlep Nb−jet ∆R(b, b)† EmissT [GeV] mminT [GeV]
Second 4`2Z; mZ`
boson |m``,2 −mZ | [GeV] asymmetry
SROL3` ==3 - < 1.5 > 150 > 125 - - -
CRWZ ==3 - < 1.5 < 80 [50,100] - - -
VRMet ==3 - < 1.5 > 80 < 100 - - -
VRmTmin ==3 - < 1.5 < 80 > 125 - - -
CRZj ==3 - < 1.5 < 30 < 30 - - -
VRZj ==3 - < 1.5 [30,80] < 30 - - -
CRttZ ≥3 ≥2 > 2.5 > 40 - - veto; < 20 -
VRttZ ≥3 ≥2 [1.5,2.5] > 40 - - veto; < 20 -
SROL4` ≥4 - < 1.5 > 80* - No veto; < 20 -
SRTL ≥4 - < 1.5 - - Yes veto; < 20 < 0.1
CRZZ ==4 - < 1.5 - - - require; < 5 -
VRZZ ==4 - < 1.5 - - - require; [5,20] -
Table 6.9: Kinematic selections for each region used in this analysis. The signal regions are empha-
sized with boldface. All regions require a SFOS pair of light leptons with an invariant mass between
81.2 GeV and 101.2 GeV and a third light lepton, the invariant mass of which (mZ`) must be at
least 90 GeV. The dagger (†) indicates that this cut is only applied for events with at least 2 b-jets.
The “second boson” requirement is shown to make the orthogonality between SROL4` and SRTL
explicit. This second boson is usually reconstructed from two jets, but it can also be reconstructed
from a SFOS lepton pair, with an invariant mass requirement that changes depending on the objects
used, as described in Section 6.1. This is distinct from the 4`2Z criterion which only applies to a
leptonic Z. The asterisk (*) in the SROL4` EmissT cut indicates that this cut is only applied for
events with two pairs of SF leptons. This condition is also referred to as Emiss,SFT .
6.5.1 3L regions
The major background in the 3` region is Diboson3` (which is usually WZ), an irreducible back-
ground which has a dedicated CR (CRWZ) and two dedicated VRs (VRMet and VRmTmin), each
designed to validate the extrapolation of one variable used to separate CRWZ from SROL3`. All
selections in SROL3` are designed to reduce both Diboson3` and fake backgrounds.
Selection requirements are applied to the following kinematic observables:
• EmissT . As explained in Section 6.1, many C1C1 and C1N1 final states which are targeted in
SROL3` have missing energy from undetected neutrinos. In contrast, no significant EmissT is
expected in Z/γ∗+jets. A lower EmissT cut of 150 GeV is applied in SROL3`, and an upper cut




=120 GeV 136.98 824.81 384.02
m
χ˜±1
=300 GeV 41.32 47.97 37.11
MC exp. SM events 49.64 73.12 35.52
MC exp. Diboson3l events 31.49 0.40 0.05
MC exp. Diboson4l events 0.80 18.49 18.06
MC exp. ttZ events 6.72 15.58 11.02
MC exp. Triboson events 4.27 13.93 1.41
MC exp. Higgs events 0.47 13.84 2.79
MC exp. Fakes events 2.05 4.07 0.20
MC exp. Other events 3.79 6.76 2.00
Table 6.10: Expected pre-fit yields for all SM backgrounds and C1C1 for two benchmark mass
points, in all SRs, for an integrated luminosity of 139.0 fb−1 .
CRWZ CRZZ CRttZ VRMet VRmTmin VRZZ VRttZ
m
χ˜±1
=120 GeV 1758.88 69.60 23.54 634.17 71.93 214.39 28.63
m
χ˜±1
=300 GeV 30.40 1.77 5.51 38.54 14.58 4.38 8.84
MC exp. SM events 11131.27 1087.74 322.30 4548.60 298.04 625.84 211.40
MC exp. Diboson3l events 9769.73 0.00 57.28 3935.20 229.50 0.00 37.56
MC exp. Diboson4l events 694.55 1078.29 6.07 129.12 31.41 614.33 3.16
MC exp. ttZ events 103.98 1.20 178.52 149.67 7.11 4.56 119.09
MC exp. Triboson events 19.69 1.75 0.46 19.76 1.94 2.45 0.18
MC exp. Higgs events 31.61 0.15 5.79 26.60 0.58 0.75 3.93
MC exp. Fakes events 385.93 6.03 22.50 159.32 21.34 2.26 11.81
MC exp. Other events 125.77 0.33 51.67 128.91 6.15 1.50 35.66
Table 6.11: Expected pre-fit yields for all SM backgrounds and C1C1 for two benchmark mass
points, in all CRs and VRs, for an integrated luminosity of 139.0 fb−1 .
of 80 GeV is applied in VRZj and CRWZ. VRMet validates the extrapolation in this variable
between CRWZ and SROL3`.






T [1− cos(φ` − φmiss)] (6.5)
which should have a kinematic edge at the W mass of 80.4 GeV. In 3` final states, where
the assumed process is WZ, the lepton used in this equation is traditionally the one which
was not already assigned to the Z. For signal, the leptonic Z reconstruction efficiency is high
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(> 95%). However the same is not necessarily true for SM WZ, since the Z can be off-shell and
a selection which minimizes |m`` −mZ | may not choose the correct leptons. For this reason
mminT was introduced by an earlier 3` search [189]. This definition does not automatically
use the lepton left over from the Z, but rather calculates mT for all available leptons which
still leave a SFOS pair, and selects the minimum of these mT calculations. A comparison of
mT and m
min
T is shown in Figure H.5 (in Appendix H). Here it is clear that for signal, mT
and mminT are often the same quantity, which is expected because of the high efficiency of
selecting the leptons from the Z. Meanwhile in the background distributions, mminT is often
much lower than mT, and is more consistent with the kinematic edge at the W mass. Because
of the downward shift in background which is not present in signal, mminT performs better as
a discriminating variable than mT. A lower m
min
T cut of 125 GeV is applied in SROL3`, an
upper cut of 30 GeV is applied in VRZj, and a range of [50,100] GeV is required in CRWZ.
VRmTmin validates the extrapolation in this variable between CRWZ and SROL3`.
• dR(b0, b1), the angular separation between the two hardest b-jets in an event. An upper cut
of dR(b0, b1) < 1.5 is required in all regions with exactly 3 leptons, to impose orthogonality
with tt¯Z regions which will be described in Section 6.5.2. This requirement is only applied to
events with at least two b-jets.
The expected distributions of EmissT , m
min
T , and dR(b0, b1) in SROL3` are shown in Figure 6.5
before the corresponding cut is applied (commonly referred to as N-1 plots). The mZ` distribution
in SROL3` is shown after these cuts in Figure 6.6.
The N-1 distributions of EmissT , m
min
T , and dR(b0, b1) are shown in Figure 6.7 for CRWZ, Fig-
ure 6.9 for VRMet, and Figure 6.11 for VRmTmin. The expected mZ` distribution after these cuts
is shown in Figure 6.8 for CRWZ, Figure 6.10 for VRMet, and Figure 6.12 for VRmTmin.
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(c) dR(b0, b1)
Figure 6.5: Expected distributions of EmissT (a), m
min
T (b), and dR(b0, b1) (c) in SROL3`, before
the corresponding cut is applied (N-1 plots). The entries in the 0 bin of the dR(b0, b1) distribution
correspond to events with < 2 b-jets. Uncertainties are statistical only.
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T and dR(b0, b1) cuts in SROL3`, with constant bin widths (a) and
the nominal binning used in exclusion and discovery fits (b). Lower panel: Estimated sensitivity for
each mass point obtained with a 30 GeV window around the true gaugino mass, with a flat 20% un-
certainty, as calculated with RooStats::NumberCountingUtils::BinomialObsZ(). Uncertainties
are statistical only.
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Figure 6.7: Expected distributions of EmissT (a), m
min
T (b), and dR(b0, b1) (c) in CRWZ, before the
corresponding cut is applied (N-1 plots). The entries in the 0 bin of the dR(b0, b1) distribution
correspond to events with < 2 b-jets. Uncertainties are statistical only.
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Figure 6.8: Data-MC comparisons of mZ` with constant bin widths (a) and the nominal binning
used in exclusion and discovery fits (b) in CRWZ. The plots are shown before the background is
normalized to the data. Uncertainties are statistical only.
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Figure 6.9: Expected distributions of EmissT (a), m
min
T (b), and dR(b0, b1) (c) in VRMet, before the
corresponding cut is applied (N-1 plots). The mminT distribution is cut off at 125 GeV to maintain
orthogonality with SROL3`. The entries in the 0 bin of the dR(b0, b1) distribution correspond to
events with < 2 b-jets. Uncertainties are statistical only.
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Figure 6.10: Data-MC comparisons of mZ` with constant bin widths (a) and the nominal binning
used in exclusion and discovery fits (b) in VRMet. The plots are shown before the background is
normalized to the data. Uncertainties are statistical only.
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Figure 6.11: Expected distributions of EmissT (a), m
min
T (b), and dR(b0, b1) (c) in VRmTmin, before
the corresponding cut is applied (N-1 plots). The EmissT distribution is cut off at 150 GeV to maintain
orthogonality with SROL3`. The entries in the 0 bin of the dR(b0, b1) distribution correspond to
events with < 2 b-jets.
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Figure 6.12: Data-MC comparisons of mZ` with constant bin widths (a) and the nominal binning
used in exclusion and discovery fits (b) in VRmTmin. The plots are shown before the background
is normalized to the data.
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6.5.2 4L regions
Diboson4` (predominantly ZZ) is the dominant background in both SROL4` and SRTL. tt¯Z also
contributes a significant amount in SRTL. All selections in these SRs are designed to reduce these
backgrounds, and dedicated CRs and VRs are also created to normalize them and validate these
normalizations.
Selection requirements are applied to the following kinematic observables in all regions with 4
or more leptons:
• The 4`2Z criterion. This is applied to events with exactly 4 leptons and 2 pairs of SFOS leptons
with invariant mass requirements described below. It is designed to separate ZZ events from
other processes; it is applied as a selection in the ZZ control and validation regions (defined
below) and as a veto in all other regions. One SFOS pair is required to be within 10 GeV of
the Z mass, as per the Preselection requirements described at the start of this chapter. The
mass requirement on the second SFOS pair varies for each region. Several mass windows were
tested for the second Z candidate requirement, which is labeled m``,2; more details on these
studies can be found in Appendix I. In CRZZ, m``,2 must be within 5 GeV of the Z mass, to
preserve good purity in this region. Because the second Z candidate is by definition farther
from the Z mass than the first, the 5 GeV requirement is indirectly imposed on the first Z
candidate as well. In VRZZ, to maintain orthogonality with CRZZ, m``,2 is required to be
between 5 and 20 GeV away from the Z mass, i.e. either between 71.2 and 86.2 GeV, or
between 96.2 and 111.2 GeV. In all other regions, the m`` window for the second Z candidate
is extended to 20 GeV around the Z mass, to maximize the amount of ZZ rejected.
• dR(b0, b1), the angular separation between the leading and subleading b-jet in the event. This
cut is introduced to improve purity in the tt¯Z CR, and is designed to reject events with b-
jets from Higgs decays, which tend to be more collimated than b-jets from tt¯ decays. A cut
of dR(b0, b1) > 2.5 is chosen to optimize tt¯Z purity and statistics in the region. To achieve
orthogonality, in VRttZ a window of 1.5 < dR(b0, b1) < 2.5 is chosen, and in all other regions
dR(b0, b1) < 1.5 is imposed.
Some additional selection criteria are applied to individual regions as described below.
As in SROL3`, many of the targeted final states in SROL4` have missing energy from undetected
neutrinos, whereas no significant EmissT is expected in ZZ, the largest background in this region even
after the 4`2Z rejection. To directly target ZZ and reduce the number of signal events rejected, a
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cut on EmissT is applied only for events with two SF lepton pairs. This requirement is henceforth
referred to as Emiss,SFT . The expected distributions of E
miss,SF
T , m``,2, and dR(b0, b1) in SROL4` are
shown in Figure 6.13 before the corresponding cut is applied (commonly referred to as N-1 plots).
The mZ` distribution in SROL4` is shown after these cuts in Figure 6.14.
For SRTL, the signal is fully reconstructed and EmissT thus provides little discrimination. How-
ever, in SRTL the mZ` asymmetry which was defined in Equation 6.1 can be calculated and provides
excellent discrimination against backgrounds. The mZ` asymmetry is peaked at small values for sig-
nal and is flat for backgrounds. The expected distributions of mZ` asymmetry, m``,2, and dR(b0, b1)
in SRTL are shown in Figure 6.15 before the corresponding cut is applied (commonly referred to as
N-1 plots). The mZ` distribution in SRTL is shown after these cuts in Figure 6.16.
The CRZZ and VRZZ require exactly 4 leptons which satisfy the 4`2Z criterion. The expected
dR(b0, b1) distribution, before the cut on this variable, is shown in Figure 6.17 for CRZZ and in
Figure 6.19 for VRZZ. The expected mZ` distribution after all cuts is shown in Figure 6.18 for CRZZ
and in Figure 6.20 for VRZZ.
In CRttZ and VRttZ, at least 2 b-jets are required. A cut of EmissT ≥ 40 GeV is also required to
increase purity against Z/γ∗+jets. The N-1 distributions of EmissT , m``,2, and b-jet multiplicity are
shown in Figure 6.21 for CRttZ and in Figure 6.23 for VRttZ. The expected mZ` distribution after
all cuts is shown in Figure 6.22 for CRttZ and in Figure 6.24 for VRttZ.
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Figure 6.13: Expected distributions of Emiss,SFT (a), m``,2 (b), and dR(b0, b1) (c) in SROL4`, before
the corresponding cut is applied (N-1 plots). The entries in the 0 bin of the dR(b0, b1) distribution
correspond to events with < 2 b-jets. Uncertainties are statistical only.
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Figure 6.14: mZ` after 4`2Z, E
miss,SF
T and dR(b0, b1) cuts in SROL4`, with constant bin widths
(a) and the nominal binning used in exclusion and discovery fits (b). Lower panel: Estimated
sensitivity for each mass point obtained with a 40 GeV window around the true gaugino mass, with
a flat 20% uncertainty, as calculated with RooStats::NumberCountingUtils::BinomialObsZ().
Uncertainties are statistical only.
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(c) dR(b0, b1)
Figure 6.15: Expected distributions of mZ` asymmetry (a), m``,2 (b), and dR(b0, b1) (c) in SRTL,
before the corresponding cut is applied (N-1 plots). The entries in the 0 bin of the dR(b0, b1)
distribution correspond to events with < 2 b-jets. Uncertainties are statistical only.
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Other (1.98) Triboson (1.40)
Higgs (2.82) ttZ (11.02)
Diboson4l (18.07) Diboson3l (0.05)
Fakes (0.18) 100 (75.19)
120 (384.02) 150 (208.83)
300 (37.11) 500 (6.33)
800 (0.63)
(a) Constant binning
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Other (1.98) Triboson (1.40)
Higgs (2.82) ttZ (11.02)
Diboson4l (18.07) Diboson3l (0.05)
Fakes (0.18) 100 (75.19)
120 (384.02) 150 (208.83)
300 (37.11) 500 (6.33)
800 (0.63)
(b) Nominal binning
Figure 6.16: mZ` after 4`2Z, mZ` asymmetry and dR(b0, b1) cuts in SRTL, with constant bin widths
(a) and the nominal binning used in exclusion and discovery fits (b). Lower panel: Estimated
sensitivity for each mass point obtained with a 40 GeV window around the true gaugino mass, with
a flat 20% uncertainty, as calculated with RooStats::NumberCountingUtils::BinomialObsZ().
Uncertainties are statistical only.
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Other (0.44) Triboson (1.75)
Higgs (0.16) ttZ (2.02)
Diboson4l (1083.42) Diboson3l (-0.02)
Fakes (5.97) data (1213.00)
Figure 6.17: Expected dR(b0, b1) distribution in CRZZ, before the corresponding cut is applied (N-1
plots). The entries in the 0 bin of the dR(b0, b1) distribution correspond to events with < 2 b-jets.
Uncertainties are statistical only.
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Other (0.35) Triboson (1.75)
Higgs (0.15) ttZ (1.20)
Diboson4l (1078.31) Diboson3l (0.00)
Fakes (6.03) data (1204.00)
(a) mZ`, constant binning
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Other (0.35) Triboson (1.75)
Higgs (0.15) ttZ (1.20)
Diboson4l (1078.31) Diboson3l (0.00)
Fakes (6.03) data (1204.00)
(b) mZ`, nominal binning
Figure 6.18: Data-MC comparisons of mZ` with constant bin widths (a) and the nominal binning
used in exclusion and discovery fits (b)in CRZZ. The plots are shown before the background is
normalized to the data. Uncertainties are statistical only.
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Other (1.83) Triboson (2.46)
Higgs (0.86) ttZ (7.96)
Diboson4l (617.18) Diboson3l (0.12)
Fakes (1.99) data (685.00)
Figure 6.19: Expected dR(b0, b1) distribution in VRZZ, before the corresponding cut is applied (N-1
plots). The entries in the 0 bin of the dR(b0, b1) distribution correspond to events with < 2 b-jets.
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Other (1.54) Triboson (2.45)
Higgs (0.76) ttZ (4.56)
Diboson4l (614.34) Diboson3l (0.00)
Fakes (2.26) data (670.00)
(a) mZ`, constant binning
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Other (1.54) Triboson (2.45)
Higgs (0.76) ttZ (4.56)
Diboson4l (614.34) Diboson3l (0.00)
Fakes (2.26) data (670.00)
(b) mZ`, nominal binning
Figure 6.20: Data-MC comparisons of mZ` with constant bin widths (a) and the nominal binning
used in exclusion and discovery fits (b) in VRZZ. The plots are shown before the background is
normalized to the data.
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Diboson4l (16.10) Diboson3l (82.48)
Fakes (44.14) data (432.00)
(a) EmissT
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Other (66.48) Triboson (0.47)
Higgs (5.94) ttZ (181.60)
Diboson4l (7.41) Diboson3l (57.67)
Fakes (22.32) data (325.00)
(b) m``,2
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Other (628.63) Triboson (78.01)
Higgs (103.26) ttZ (486.67)
Diboson4l (909.84) Diboson3l (14211.58)
Fakes (1467.74) data (17406.00)
(c) Number of b-jets
Figure 6.21: Expected distributions of EmissT (a), m``,2 (b) and b-jet multiplicity (c) in CRttZ, before
the corresponding cut is applied (N-1 plots). Uncertainties are statistical only.
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Other (53.98) Triboson (0.46)
Higgs (5.84) ttZ (178.52)
Diboson4l (6.07) Diboson3l (57.28)
Fakes (22.50) data (320.00)
(a) mZ`, constant binning
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Other (53.98) Triboson (0.46)
Higgs (5.84) ttZ (178.52)
Diboson4l (6.07) Diboson3l (57.28)
Fakes (22.50) data (320.00)
(b) mZ`, nominal binning
Figure 6.22: Data-MC comparisons of mZ` with constant bin widths (a) and the nominal binning
used in exclusion and discovery fits (b) in CRttZ. The plots are shown before the background is
normalized to the data. Uncertainties are statistical only.
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Other (60.64) Triboson (0.22)
Higgs (5.13) ttZ (155.17)
Diboson4l (8.12) Diboson3l (54.68)
Fakes (28.67) data (336.00)
(a) EmissT
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Other (46.89) Triboson (0.18)
Higgs (4.09) ttZ (121.21)
Diboson4l (4.01) Diboson3l (37.70)
Fakes (11.68) data (257.00)
(b) m``,2
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Other (609.02) Triboson (77.74)
Higgs (101.40) ttZ (427.01)
Diboson4l (906.89) Diboson3l (14191.62)
Fakes (1457.05) data (17336.00)
(c) Number of b-jets
Figure 6.23: Expected distributions of EmissT (a), m``,2 (b) and b-jet multiplicity (c) in VRttZ, before
the corresponding cut is applied (N-1 plots). Uncertainties are statistical only.
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Other (36.89) Triboson (0.18)
Higgs (3.96) ttZ (119.09)
Diboson4l (3.16) Diboson3l (37.56)
Fakes (11.81) data (250.00)
(a) mZ`, constant binning
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Other (36.89) Triboson (0.18)
Higgs (3.96) ttZ (119.09)
Diboson4l (3.16) Diboson3l (37.56)
Fakes (11.81) data (250.00)
(b) mZ`, nominal binning
Figure 6.24: Data-MC comparisons of mZ` with constant bin widths (a) and the nominal binning
used in exclusion and discovery fits (b) in VRttZ. The plots are shown before the background is
normalized to the data. Uncertainties are statistical only.
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6.6 Systematic Uncertainties
Systematic uncertainties are applied to the signal and background predictions to account for experi-
mental and theoretical sources. The dominant uncertainties in each SR are shown in Tables 6.12 and
6.14. These tables are still currently missing the theory systematics as well as most fake systematics,
which will be described below.
Experimental uncertainties reflect the limited precision of our object measurements, typically
affecting energy scales and resolutions, or the measured efficiency of object selection criteria such
as lepton identification or reconstruction. The dominant uncertainties are related to EmissT and jets,
including jet energy scale and resolution [144,145] and the calibration of the b-tagging efficiency for
b-jets, c-jets, and light-flavor jets [142], as well as the pileup-tagging efficiency. The experimental
uncertainties associated with leptons include uncertainties in the energy scale and resolution of elec-
trons [135] and muons [136], and the calibration of the lepton trigger, identification, reconstruction,
and isolation efficiencies. As all physics objects are propagated through the EmissT calculation, a new
EmissT is derived for each systematic variation. Dedicated uncertainties on the E
miss
T soft term are
also derived [190]. The 1.7% uncertainty in the measured integrated luminosity is derived following
a methodology similar to that detailed in Ref. [106], and using the LUCID-2 detector for the baseline
luminosity measurements [191], from calibration of the luminosity scale using x-y beam-separation
scans. This uncertainty also has a marginal effect on the final result.
Theoretical uncertainties reflect mismodeling in the yield or shape of the MC simulation used
in the background estimation. Cross-section uncertainties exist for all backgrounds, but are less
important for those fitted by HistFitter as the cross-section uncertainty would completely cancel out
in the normalization procedure. Conservative cross-section uncertainties are applied on the minor
backgrounds, as well as on the signals during limit setting. Shape uncertainties are also derived
to account for the chosen renormalization (µR) and factorization (µF ) scales, αS, and PDFs. All
of these may affect the cross-section differently in various regions of phase-space, and can change
the amount of initial and final state radiation. The choice of MC generator for matrix element
calculations and for parton showering may also have a sizable effect. The strategy for calculating
theoretical systematics may change depending on the SM process, and the uncertainties are generally
derived following the recommendations of Ref. [192].
The following general procedure is used for estimation of the theoretical uncertainties of tt¯Z
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Uncertainty of mshiftedZ` range [GeV] [90, 270] [270, 360] [360, 440] [440, 580] > 580
Total background expectation 28.58 8.64 4.76 4.21 4.61
Total statistical (
√
Nexp) ±5.35 ±2.94 ±2.18 ±2.05 ±2.15
Total background systematic ±1.52 [5.33%] ±0.55 [6.42%] ±0.63 [13.32%] ±0.45 [10.73%] ±0.39 [8.40%]
mu ttZ ±0.57 ±0.14 ±0.06 ±0.05 ±0.04
gamma stat SROL3l 0 all mymZlMinusmZPlusZmass bin 2 ±0.55 ±0.00 ±0.00 ±0.00 ±0.00
gamma stat SROL3l 0 all mymZlMinusmZPlusZmass bin 6 ±0.54 ±0.00 ±0.00 ±0.00 ±0.00
gamma stat SROL3l 0 all mymZlMinusmZPlusZmass bin 5 ±0.48 ±0.00 ±0.00 ±0.00 ±0.00
gamma stat SROL3l 0 all mymZlMinusmZPlusZmass bin 7 ±0.48 ±0.00 ±0.00 ±0.00 ±0.00
gamma stat SROL3l 0 all mymZlMinusmZPlusZmass bin 3 ±0.46 ±0.00 ±0.00 ±0.00 ±0.00
alpha MET SoftTrk Scale ±0.45 ±0.14 ±0.05 ±0.06 ±0.05
gamma stat SROL3l 0 all mymZlMinusmZPlusZmass bin 1 ±0.37 ±0.00 ±0.00 ±0.00 ±0.00
alpha MET SoftTrk ResoPerp ±0.21 ±0.09 ±0.05 ±0.03 ±0.06
alpha MET SoftTrk ResoPara ±0.17 ±0.09 ±0.01 ±0.00 ±0.05
alpha JET JER EffectiveNP 3 1up ±0.16 ±0.01 ±0.02 ±0.01 ±0.06
alpha JET JER EffectiveNP 2 1up ±0.15 ±0.01 ±0.01 ±0.00 ±0.05
alpha EL EFF ID TOTAL 1NPCOR PLUS UNCOR ±0.08 ±0.02 ±0.01 ±0.01 ±0.06
alpha JET JER EffectiveNP 7restTerm 1up ±0.04 ±0.02 ±0.03 ±0.00 ±0.05
alpha EG RESOLUTION ALL ±0.02 ±0.09 ±0.11 ±0.00 ±0.00
alpha MUON SCALE ±0.01 ±0.05 ±0.08 ±0.00 ±0.00
alpha JET JER DataVsMC 1up ±0.01 ±0.01 ±0.03 ±0.00 ±0.05
gamma stat SROL3l 4 all mymZlMinusmZPlusZmass bin 0 ±0.00 ±0.00 ±0.00 ±0.00 ±0.35
gamma stat SROL3l 2 all mymZlMinusmZPlusZmass bin 0 ±0.00 ±0.00 ±0.56 ±0.00 ±0.00
gamma stat SROL3l 2 all mymZlMinusmZPlusZmass bin 1 ±0.00 ±0.00 ±0.22 ±0.00 ±0.00
gamma stat SROL3l 1 all mymZlMinusmZPlusZmass bin 1 ±0.00 ±0.31 ±0.00 ±0.00 ±0.00
gamma stat SROL3l 1 all mymZlMinusmZPlusZmass bin 0 ±0.00 ±0.29 ±0.00 ±0.00 ±0.00
gamma stat SROL3l 1 all mymZlMinusmZPlusZmass bin 2 ±0.00 ±0.21 ±0.00 ±0.00 ±0.00
gamma stat SROL3l 3 all mymZlMinusmZPlusZmass bin 0 ±0.00 ±0.00 ±0.00 ±0.44 ±0.00
Table 6.12: Breakdown of the dominant systematic uncertainties on background estimates in the
SROL3` signal regions. Note that the individual uncertainties can be correlated, and do not nec-
essarily add up quadratically to the total background uncertainty. The percentages show the size
of the uncertainty relative to the total expected background, and the grayscale shows the relative
contribution for each region. Theory and most fake systematics are not included. Systematics which
contribute less than 1% of the total uncertainty in all regions shown in this table are excluded.
and multiboson (including WZ and ZZ, as well as triboson processes). Uncertainties on the renor-
malization and factorization (QCD) scales, αS, and PDF error set are propagated to the samples
as internal weights. Following PDF4LHC recommendations [193], a new background prediction is
derived in the mshiftedZ` distribution of every SR for each of the variations. In each bin of m
shifted
Z` ,
the uncertainties are derived as follows.
• QCD: Six variations are considered, which each scale µR and µF by factors of 0.5 and 2,
avoiding opposite factors. These variations are treated as correlated nuisance parameters
among regions, and as uncorrelated across samples.
• αS: Half the difference in event yield between the up and down variations, which each represent
±0.001 shifts in αS.
• PDF error set: The standard deviation of the 100 PDF variations, treating positive and
negative variations separately.
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Uncertainty of mshiftedZ` range [GeV] [90, 270] [270, 360] [360, 440] [440, 580] > 580
Total background expectation 65.13 4.12 1.58 2.05 2.09
Total statistical (
√
Nexp) ±8.07 ±2.03 ±1.26 ±1.43 ±1.45
Total background systematic ±2.82 [4.33%] ±0.25 [6.17%] ±0.13 [8.26%] ±0.32 [15.59%] ±0.33 [15.56%]
mu ttZ ±1.67 ±0.15 ±0.06 ±0.06 ±0.06
alpha EL EFF ID TOTAL 1NPCOR PLUS UNCOR ±1.17 ±0.05 ±0.02 ±0.03 ±0.04
alpha JET GroupedNP 1 ±0.86 ±0.05 ±0.01 ±0.04 ±0.03
alpha JET GroupedNP 2 ±0.73 ±0.05 ±0.00 ±0.05 ±0.03
Lumi ±0.57 ±0.04 ±0.01 ±0.02 ±0.02
alpha FT EFF B systematics ±0.41 ±0.03 ±0.02 ±0.02 ±0.03
alpha JET Flavor Response ±0.28 ±0.01 ±0.00 ±0.03 ±0.01
alpha JET JER EffectiveNP 1 1up ±0.13 ±0.01 ±0.03 ±0.02 ±0.04
alpha JET JER EffectiveNP 2 1up ±0.12 ±0.03 ±0.02 ±0.01 ±0.04
alpha MUON EFF RECO SYS ±0.04 ±0.01 ±0.01 ±0.02 ±0.02
gamma stat SROL4l 4 all mymZlMinusmZPlusZmass bin 0 ±0.00 ±0.00 ±0.00 ±0.00 ±0.30
gamma stat SROL4l 3 all mymZlMinusmZPlusZmass bin 0 ±0.00 ±0.00 ±0.00 ±0.30 ±0.00
gamma stat SROL4l 1 all mymZlMinusmZPlusZmass bin 0 ±0.00 ±0.11 ±0.00 ±0.00 ±0.00
gamma stat SROL4l 1 all mymZlMinusmZPlusZmass bin 1 ±0.00 ±0.09 ±0.00 ±0.00 ±0.00
gamma stat SROL4l 1 all mymZlMinusmZPlusZmass bin 2 ±0.00 ±0.08 ±0.00 ±0.00 ±0.00
gamma stat SROL4l 2 all mymZlMinusmZPlusZmass bin 1 ±0.00 ±0.00 ±0.06 ±0.00 ±0.00
gamma stat SROL4l 2 all mymZlMinusmZPlusZmass bin 0 ±0.00 ±0.00 ±0.08 ±0.00 ±0.00
Table 6.13: Breakdown of the dominant systematic uncertainties on background estimates in the
SROL4` signal regions. Note that the individual uncertainties can be correlated, and do not nec-
essarily add up quadratically to the total background uncertainty. The percentages show the size
of the uncertainty relative to the total expected background, and the grayscale shows the relative
contribution for each region. Theory and most fake systematics are not included. Systematics which
contribute less than 1% of the total uncertainty in all regions shown in this table are excluded.
The αS and PDF uncertainties are derived separately for all samples and regions then added in
quadrature into a single uncertainty, and are treated as uncorrelated nuisance parameters across
samples and regions. Then, the predictions from two samples using different MC generators or
tunes are compared. This typically accounts for differences in the modeling of the hard-scatter
calculation, parton shower, or amount of ISR. To derive the uncertainty on these effects, the event
yield in the CRs and SRs is calculated for each sample. These are calculated at truth-level with
samples that have enhanced statistics. The transfer factor (TF) is then calculated by comparing
this varied yield ratio with the nominal one, providing an uncertainty on the normalization factor.
For the radiation (ISR/FSR) variations, the TF uncertainty is derived as
TF =
( SRCR )up − ( SRCR )down




For the one-sided comparisons against other MC generators, the TF uncertainty is derived as
TF =
( SRCR )shifted − ( SRCR )nominal
( SRCR )nominal
. (6.7)
A conservative, flat uncertainty is applied to less dominant background processes, such as Higgs
and top processes.
6. Search for Wino LSP Decays with a Trilepton Resonance 144
Uncertainty of mshiftedZ` range [GeV] [90, 270] [270, 360] [360, 440] [440, 580] > 580
Total background expectation 33.96 2.58 0.75 0.31 0.07
Total statistical (
√
Nexp) ±5.83 ±1.61 ±0.86 ±0.55 ±0.27
Total background systematic ±2.40 [7.07%] ±0.34 [13.26%] ±0.11 [15.17%] ±0.05 [17.87%] ±0.06 [87.16%]
alpha JET GroupedNP 1 ±1.30 ±0.10 ±0.04 ±0.01 ±0.02
mu ttZ ±1.26 ±0.11 ±0.03 ±0.01 ±0.00
alpha JET GroupedNP 2 ±1.09 ±0.10 ±0.03 ±0.00 ±0.02
mu Diboson4l ±0.53 ±0.03 ±0.01 ±0.01 ±0.00
alpha JET Flavor Response ±0.52 ±0.01 ±0.00 ±0.01 ±0.01
gamma stat SRTL 0 all mymZlMinusmZPlusZmass bin 3 ±0.42 ±0.00 ±0.00 ±0.00 ±0.00
alpha FT EFF B systematics ±0.42 ±0.05 ±0.01 ±0.00 ±0.00
gamma stat SRTL 0 all mymZlMinusmZPlusZmass bin 2 ±0.38 ±0.00 ±0.00 ±0.00 ±0.00
alpha JET JER EffectiveNP 2 1up ±0.31 ±0.10 ±0.01 ±0.02 ±0.03
alpha JET JER EffectiveNP 6 1up ±0.30 ±0.12 ±0.02 ±0.02 ±0.00
alpha JET JER EffectiveNP 5 1up ±0.25 ±0.04 ±0.04 ±0.02 ±0.00
alpha JET JER EffectiveNP 4 1up ±0.23 ±0.05 ±0.02 ±0.00 ±0.01
alpha JET JER EffectiveNP 1 1up ±0.19 ±0.10 ±0.00 ±0.02 ±0.03
alpha JET JER EffectiveNP 3 1up ±0.17 ±0.07 ±0.02 ±0.00 ±0.00
alpha EL EFF ID TOTAL 1NPCOR PLUS UNCOR ±0.15 ±0.01 ±0.00 ±0.00 ±0.00
alpha JET JER EffectiveNP 7restTerm 1up ±0.15 ±0.05 ±0.01 ±0.01 ±0.01
alpha JET JER DataVsMC 1up ±0.04 ±0.02 ±0.01 ±0.01 ±0.00
alpha MUON EFF RECO SYS ±0.02 ±0.00 ±0.00 ±0.00 ±0.00
alpha EG RESOLUTION ALL ±0.02 ±0.00 ±0.00 ±0.00 ±0.00
alpha FT EFF Light systematics ±0.02 ±0.02 ±0.00 ±0.00 ±0.00
alpha EG SCALE ALL ±0.01 ±0.00 ±0.00 ±0.00 ±0.00
alpha MUON MS ±0.01 ±0.01 ±0.00 ±0.00 ±0.00
alpha MUON SAGITTA RESBIAS ±0.00 ±0.00 ±0.00 ±0.00 ±0.00
alpha JET EtaIntercalibration NonClosure posEta ±0.00 ±0.00 ±0.00 ±0.00 ±0.00
alpha MUON ID ±0.00 ±0.00 ±0.01 ±0.01 ±0.00
alpha JET GroupedNP 3 ±0.00 ±0.03 ±0.01 ±0.00 ±0.00
alpha FT EFF extrapolation ±0.00 ±0.00 ±0.01 ±0.00 ±0.00
gamma stat SRTL 2 all mymZlMinusmZPlusZmass bin 0 ±0.00 ±0.00 ±0.05 ±0.00 ±0.00
gamma stat SRTL 2 all mymZlMinusmZPlusZmass bin 1 ±0.00 ±0.00 ±0.06 ±0.00 ±0.00
gamma stat SRTL 3 all mymZlMinusmZPlusZmass bin 0 ±0.00 ±0.00 ±0.00 ±0.03 ±0.00
gamma stat SRTL 4 all mymZlMinusmZPlusZmass bin 0 ±0.00 ±0.00 ±0.00 ±0.00 ±0.03
gamma stat SRTL 1 all mymZlMinusmZPlusZmass bin 2 ±0.00 ±0.16 ±0.00 ±0.00 ±0.00
gamma stat SRTL 1 all mymZlMinusmZPlusZmass bin 1 ±0.00 ±0.07 ±0.00 ±0.00 ±0.00
gamma stat SRTL 1 all mymZlMinusmZPlusZmass bin 0 ±0.00 ±0.08 ±0.00 ±0.00 ±0.00
Table 6.14: Breakdown of the dominant systematic uncertainties on background estimates in the
SRTL signal regions. Note that the individual uncertainties can be correlated, and do not neces-
sarily add up quadratically to the total background uncertainty. The percentages show the size
of the uncertainty relative to the total expected background, and the grayscale shows the relative
contribution for each region. Theory and most fake systematics are not included. Systematics which
contribute less than 1% of the total uncertainty in all regions shown in this table are excluded.
For SUSY signal samples, several uncertainties are considered by generating private samples with
the relevant variations. An uncertainty on the cross-section is also considered.
Fake background uncertainties are derived independently by this analysis, accounting for the
specialized methods and the unique challenges of this search. Unique systematic uncertainties are
derived on the fake factor method that account for various features below.
• Fake factor statistical uncertainties: The uncertainties on each bin of the fake factor
method account for the limited precision in the fake-enriched region. They are treated as
uncorrelated and each is propagated to the final result independently.
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• Magnitude of prompt subtraction: As described in Section 6.4, the fake estimate is
determined by subtracting off the contribution from MC events with at least one real lepton
that is tagged as anti-ID. The cross-section uncertainty of this MC is propagated through the
derivation and application of the fake factors.
• Parameterization: The fake factors are parameterized with respect to pconeT , but could de-
pend on other kinematic variables, such as Nb−jets or η. The fake estimate is recalculated in
the measurement region with various 2D parameterizations, and the effect on the fake factor
is treated as an uncertainty.
• Closure: This uncertainty is designed to account for any difference between the fake estimate
and the amount of fakes in real data. It is estimated using the total VRZj yield, such that
this uncertainty, added in quadrature with MC and data statistical uncertainties, covers any
difference between data and total SM yields.
• Composition: This uncertainty is designed to account for differences in fake source (in partic-
ular light-flavor versus heavy-flavor jets) across regions, which can lead to different fake factors
and therefore fake estimates. This uncertainty is derived by calculating the fake factors in MC
separately for each source, and then applying a weighted fake estimate depending on the rela-
tive contribution from each source. This relative contribution is calculated inclusively, not for
each bin in pconeT , to avoid issues due to low statistics.
6.7 Results
To estimate the background contributions in the signal regions, and search for an excess, the HistFit-
ter package [103] is used to perform a simultaneous fit of the control and signal regions. HistFitter
is a flexible statistical tool used in many ATLAS SUSY analyses. The simultaneous fit accounts
for any expected contributions in the control regions due to the target signal model. First esti-
mates of the expected background contributions are extracted from MC estimates. The various
background processes were grouped as described in Section 6.2. The normalization for the WZ,
ZZ, and tt¯Z samples are allowed to float when performing the fit, while the normalization for the
other background processes are fixed to their theoretical cross-section, with the exception of the
fake background (primarily Z/γ∗+jets) which is estimated via the fake factor method as described
in Section 6.4.
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The number of events passing each of the control and signal region selections is used to constrain
the normalization of the background and signal processes, providing a best fit to the data. These
best-fit normalization factors are then used to estimate the background and signal contribution in
the signal region. The systematic uncertainties discussed in Section 6.6 are treated as nuisance
parameters. All results shown in this section are preliminary as the theory and fake systematics are
not yet included. The effect of these uncertainties is estimated with a flat 30% uncertainty applied to




Table 6.15: Normalization factors obtained from the background-only fit using detector systematics
with 139.0 fb−1 , for each of the three main backgrounds.
The results of the fit are summarized in Figure 6.25 for the CRs and VRs and in Figure 6.26 for
the SRs. Tables with a breakdown of each region are provided in Tables 6.16 and 6.17 for all CRs
and VRs, and in Table 6.18, Table 6.19, and Table 6.20 for all SRs. For each region the observed,
fitted, and MC expectation event yields are shown. The post-fit CR yields agree by design, since
this is the region where the normalization factors are derived. VRmTmin and VRZZ exhibit very
good agreement between data and SM predictions, while VRMet and VRttZ show decent agreement
compared to SM predictions. There are a few SR bins with small deficits and excesses but nothing
significant is observed.
6.7.1 Model-dependent exclusion fit
Model-dependent exclusion limits on the generated SUSY χ˜±1 and χ˜
0
1 signal samples are derived
at 95% confidence level (CL) through the profile log-likelihood ratio test using the CLS prescrip-
tion [104]. For each signal model, a simultaneous fit is performed to the control regions and the
signal regions, fitting to the number of events passing each selection criteria. Each bin of the
mshiftedZ` = mZ` − mZ + (91.2/GeV) distribution in each SR is fit independently, so there are ef-
fectively 48 SRs being fit simultaneously. The modified frequentist CLS technique is then used to
determine the expected mass limit, which is selected as the point where CLS = 0.05.
The C1C1 and C1N1 events are combined and limits are set simultaneously for both production
mechanisms. Since the charged and neutral winos in the B −L model have several possible decays,
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table.results.yields channel CRWZ VRMet VRmTmin
Observed events 11544 4428 299
Fitted bkg events 11545.491± 149.685 5542.893± 1784.281 364.872± 106.396
Fitted Diboson3l events 9940.555± 407.401 4878.653± 1789.392 284.648± 104.554
Fitted Diboson4l events 937.618± 380.111 176.867± 72.277 42.958± 17.582
Fitted ttZ events 102.746± 51.286 148.085± 73.998 7.065± 3.548
Fitted Triboson events 19.715± 5.886 19.776± 5.944 1.946± 0.587
Fitted Higgs events 31.947± 9.552 26.948± 8.098 0.594± 0.179
Fitted Fakes events 383.845± 114.945 159.319± 47.796 21.344± 6.403
Fitted Other events 129.066± 38.612 133.245± 40.100 6.316± 1.913
MC exp. SM events 11134.887 4552.780 298.243
MC exp. Diboson3l events 9769.730 3935.204 229.502
MC exp. Diboson4l events 694.546 129.123 31.414
MC exp. ttZ events 103.982 149.671 7.110
MC exp. Triboson events 19.694 19.761 1.935
MC exp. Higgs events 31.948 26.910 0.590
MC exp. Fakes events 385.935 159.319 21.344
MC exp. Other events 129.052 132.792 6.347
Table 6.16: Expected and fitted results for all 3` CRs and VRs, for an integrated luminosity of
139.0 fb−1 . The results are obtained from the control regions using the discovery fit (see text for
details). Nominal MC expectations (normalized to MC cross-sections) are given for comparison.
The errors shown are the statistical plus detector systematic uncertainties. Uncertainties on the
fitted yields are symmetric by construction, where the negative error is truncated when reaching to
zero event yield.
table.results.yields channel CRZZ CRttZ VRZZ VRttZ
Observed events 1204 320 670 250
Fitted bkg events 1205.602± 39.842 321.317± 17.980 852.626± 342.338 220.915± 58.661
Fitted Diboson3l events 0.000± 0.000 68.346± 27.772 0.000± 0.000 46.433± 18.689
Fitted Diboson4l events 1196.143± 40.016 8.177± 3.625 841.074± 342.877 4.293± 1.940
Fitted ttZ events 1.188± 0.594 163.470± 38.868 4.525± 2.257 117.505± 58.414
Fitted Triboson events 1.749± 0.522 0.454± 0.173 2.449± 0.737 0.167± 0.078
Fitted Higgs events 0.147± 0.044 5.820± 1.752 0.759± 0.228 3.941± 1.194
Fitted Fakes events 6.023± 1.796 22.307± 6.691 2.257± 0.677 11.811± 3.543
Fitted Other events 0.353± 0.109 52.743± 15.982 1.562± 0.482 36.765± 11.160
MC exp. SM events 1087.764 324.652 625.888 212.659
MC exp. Diboson3l events 0.000 57.281 0.000 37.555
MC exp. Diboson4l events 1078.292 6.070 614.329 3.165
MC exp. ttZ events 1.196 178.523 4.558 119.093
MC exp. Triboson events 1.746 0.457 2.446 0.183
MC exp. Higgs events 0.147 5.838 0.761 3.961
MC exp. Fakes events 6.028 22.503 2.257 11.811
MC exp. Other events 0.354 53.980 1.539 36.891
Table 6.17: Expected and fitted results for ZZ and ttZ CRs and VRs, for an integrated luminosity
of 139.0 fb−1 . The results are obtained from the control regions using the discovery fit (see text
for details). Nominal MC expectations (normalized to MC cross-sections) are given for comparison.
The errors shown are the statistical plus detector systematic uncertainties. Uncertainties on the
fitted yields are symmetric by construction, where the negative error is truncated when reaching to
zero event yield.
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Yield of mshiftedZ` range [GeV] [90, 270] [270, 360] [360, 440] [440, 580] > 580
Observed events 35 8 3 7 8
Fitted bkg events 33.867± 4.778 9.204± 1.903 4.781± 1.261 5.332± 1.319 6.000± 1.479
Fitted Diboson3l events 21.123± 5.106 6.314± 1.911 3.724± 1.235 4.229± 1.313 4.947± 1.485
Fitted Diboson4l events 0.613± 0.252 0.219± 0.093 0.096± 0.043 0.090± 0.039 0.087± 0.038
Fitted ttZ events 4.443± 2.209 1.077± 0.537 0.457± 0.233 0.419± 0.216 0.328± 0.166
Fitted Triboson events 2.518± 0.766 0.756± 0.232 0.303± 0.098 0.300± 0.094 0.393± 0.120
Fitted Higgs events 0.433± 0.132 0.031± 0.011 0.008± 0.003 0.012± 0.004 0.005± 0.002
Fitted Fakes events 2.201± 0.653 0.132± 0.041 0.002± 0.001 0.001± 0.000 0.001± 0.000
Fitted Other events 2.535± 0.757 0.675± 0.209 0.191± 0.065 0.280± 0.088 0.240± 0.075
MC exp. SM events 28.171 8.476 4.650 4.112 4.493
MC exp. Diboson3l events 15.749 5.607 3.591 3.054 3.488
MC exp. Diboson4l events 0.449 0.159 0.071 0.064 0.062
MC exp. ttZ events 4.415 1.106 0.473 0.413 0.321
MC exp. Triboson events 2.530 0.762 0.312 0.294 0.382
MC exp. Higgs events 0.428 0.031 0.008 0.012 0.005
MC exp. Fakes events 2.144 0.132 0.002 0.001 0.001
MC exp. Other events 2.456 0.679 0.194 0.273 0.233
Table 6.18: Expected and fitted results for SROL3` signal regions, for an integrated luminosity of
139.0 fb−1 . The results are obtained from the control regions using the discovery fit (see text for
details). Nominal MC expectations (normalized to MC cross-sections) are given for comparison.
The errors shown are the statistical plus detector systematic uncertainties. Uncertainties on the
fitted yields are symmetric by construction, where the negative error is truncated when reaching to
zero event yield.
Yield of mshiftedZ` range [GeV] [90, 270] [270, 360] [360, 440] [440, 580] > 580
Observed events 81 4 1 2 1
Fitted bkg events 76.267± 7.522 4.327± 0.710 1.624± 0.294 2.161± 0.446 2.136± 0.454
Fitted Diboson3l events 0.458± 0.173 0.041± 0.015 0.019± 0.007 0.003± 0.001 0.004± 0.002
Fitted Diboson4l events 26.306± 8.679 0.889± 0.369 0.302± 0.128 0.415± 0.179 0.539± 0.234
Fitted ttZ events 13.984± 6.778 1.135± 0.573 0.456± 0.226 0.485± 0.250 0.450± 0.234
Fitted Triboson events 12.319± 3.420 0.986± 0.298 0.398± 0.124 0.437± 0.147 0.534± 0.184
Fitted Higgs events 13.588± 3.749 0.809± 0.244 0.242± 0.075 0.205± 0.068 0.116± 0.039
Fitted Fakes events 3.813± 1.112 0.003± 0.001 0.002± 0.001 0.272± 0.090 0.256± 0.085
Fitted Other events 5.800± 1.710 0.464± 0.166 0.206± 0.085 0.343± 0.124 0.237± 0.103
MC exp. SM events 63.802 4.094 1.571 2.034 2.062
MC exp. Diboson3l events 0.369 0.033 0.015 0.003 0.003
MC exp. Diboson4l events 16.903 0.646 0.221 0.305 0.421
MC exp. ttZ events 13.034 1.155 0.456 0.483 0.460
MC exp. Triboson events 11.559 0.982 0.402 0.433 0.563
MC exp. Higgs events 12.634 0.810 0.245 0.206 0.120
MC exp. Fakes events 3.747 0.003 0.002 0.274 0.266
MC exp. Other events 5.556 0.465 0.230 0.330 0.230
Table 6.19: Expected and fitted results for SROL4` signal regions, for an integrated luminosity of
139.0 fb−1 . The results are obtained from the control regions using the discovery fit (see text for
details). Nominal MC expectations (normalized to MC cross-sections) are given for comparison.
The errors shown are the statistical plus detector systematic uncertainties. Uncertainties on the
fitted yields are symmetric by construction, where the negative error is truncated when reaching to
zero event yield.
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Figure 6.25: Data/SM agreement in all CRs and VRs. The bottom panel shows the significance in
each bin.
limits are set in each signal region as a function of the branching ratio of the χ˜±1 into Z`, H`,
and Wν and of the χ˜01 into Zν, Hν, and W`. Signal events are reweighted according to the truth
decay of the wino to effectively set limits on each decay separately. This is achieved by using a
truth reweighting of the signals analogous to the reweighting used in the stop search and defined in
Equation 5.1. A scan is performed over each charged lepton flavor (electron, muon, and tau) and
over each possible boson type (Z,W, and Higgs). The considered points in the lepton flavor scan
are (B(χ˜1 → Be), B(χ˜1 → Bµ), B(χ˜1 → Bτ))=(1,0,0), (0,1,0), (0,0,1), and (0.33,0.33,0.34), where
B is a W boson for C1N1 events, and can be either a Z or a Higgs for C1C1. Then for each of these
points, a finer granularity scan is performed over the possible boson types of the wino decay. Limits
are set as a function of B(χ˜1 → H) versus B(χ˜1 → Z), separately for each considered wino-to-lepton
branching ratio point. B(χ˜1 → W ) is implicitly included on the 2D plots since the sum of the three
BRs must equal 1. Because of the generator-level filter which favors χ˜±1 → Z`→ ```, limits are not
set for B(χ˜1 → Z)=0.
To increase sensitivity for the B(χ˜1→ Be)=100% and B(χ˜1→ Bµ)=100% scenarios in the lepton
flavor scan, additional SR selections are applied on the flavor of the third lepton which is assumed
to come directly from the C1 or N1 decay (that which is assigned to the Z` leg but which is not
assigned to the Z). For B(χ˜1 → Be)=100% limits, this lepton is required to be an electron, and
for B(χ˜1 → Bµ)=100% limits, this lepton is required to be a muon. SRTL events require that all

































































































































































































































































Figure 6.26: Data/SM agreement in all SRs. The bottom panel shows the significance in each bin.
leptons assigned directly to the C1 or N1 decay (and not to a boson) must have the required flavor.
This imposes the requirement that both winos decay to the same lepton flavor, as predicted in the
B−L model because the wino-to-lepton BR is dictated by the neutrino hierarchy and hence should
be the same for charginos and neutralinos. SROL4` events are agnostic to the fourth lepton flavor.
The reasoning for this, as opposed to the agreement between the third and fourth leptons which is
required in SRTL, is because in SROL4` the fourth lepton can often come from the second boson
decay and hence its flavor is random compared to the lepton directly from the wino decay. The
other two points in the lepton flavor scan (fully tau and flavor democratic) allow all lepton flavors.
Some examples of these limits set as a function of B(χ˜1 → H) versus B(χ˜1 → Z) can be seen in
Figure 6.27 for B(χ˜1 → Bτ)=100%. These represent the weakest limits achieved in this scan; lower
wino masses and smaller values of B(χ˜1 → Bτ) have stronger exclusion limits and are not shown
here. At the time of writing this thesis, higher mass points are in the process of being generated in
order to set limits across the full boson BR plane. These contours will then be combined to show
the masses excluded as a function of B(χ˜1 → H) versus B(χ˜1 → Z), for each lepton BR point.
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Yield of mshiftedZ` range [GeV] [90, 270] [270, 360] [360, 440] [440, 580] > 580
Observed events 35 5 1 1 0
Fitted bkg events 35.675± 4.901 3.032± 0.713 0.827± 0.226 0.389± 0.123 0.065+0.073−0.065
Fitted Diboson3l events 0.070± 0.065 0.000± 0.000 0.000± 0.000 0.000± 0.000 0.000± 0.000
Fitted Diboson4l events 19.578± 5.902 1.503± 0.617 0.491± 0.204 0.276± 0.117 0.032+0.061−0.032
Fitted ttZ events 9.878± 4.621 0.891± 0.472 0.187± 0.107 0.062± 0.038 0.019± 0.014
Fitted Triboson events 1.124± 0.358 0.173± 0.066 0.033± 0.015 0.047± 0.025 0.014± 0.012
Fitted Higgs events 2.694± 0.838 0.077± 0.034 0.008± 0.004 0.002± 0.001 0.000± 0.000
Fitted Fakes events 0.672± 0.197 0.135± 0.051 0.031± 0.012 0.001± 0.000 0.000± 0.000
Fitted Other events 1.660± 0.538 0.253± 0.101 0.076± 0.037 0.000± 0.000 0.000± 0.000
MC exp. SM events 32.589 2.503 0.716 0.289 0.071
MC exp. Diboson3l events 0.047 0.000 0.000 0.000 0.000
MC exp. Diboson4l events 16.458 1.025 0.363 0.190 0.034
MC exp. ttZ events 9.837 0.898 0.204 0.057 0.020
MC exp. Triboson events 1.147 0.157 0.036 0.039 0.017
MC exp. Higgs events 2.740 0.073 0.008 0.002 0.000
MC exp. Fakes events 0.646 0.121 0.031 0.001 0.000
MC exp. Other events 1.714 0.230 0.074 0.000 0.000
Table 6.20: Expected and fitted results for SRTL signal regions, for an integrated luminosity of
139.0 fb−1 . The results are obtained from the control regions using the discovery fit (see text for
details). Nominal MC expectations (normalized to MC cross-sections) are given for comparison.
The errors shown are the statistical plus detector systematic uncertainties. Uncertainties on the
fitted yields are symmetric by construction, where the negative error is truncated when reaching to
zero event yield.
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, All limits at 95% CL-1=13 TeV, 139.0 fbs
(a) mχ˜1 = 700
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, All limits at 95% CL-1=13 TeV, 139.0 fbs
(b) mχ˜1 = 800
Figure 6.27: Expected (dashed blue) and observed (solid red) 95% CL limit curves as a function of
B(χ˜1 → H) versus B(χ˜1 → Z) for 700 and 800 GeV wino masses, for B(χ˜1 → τ)=100%. The yellow
band reflects the ±1σ uncertainty of the expected limit due to theoretical, fake, experimental, and
MC statistical uncertainties although the theory and fake uncertainties are at the moment estimated
with a flat 30% uncertainty. The shaded blue area represents the branching ratios that are expected
to be excluded beyond 1σ. The grey numbers represent the observed CLS value.
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6.7.2 Model-independent fit
It is also possible to set limits at 95% CL on the visible cross-section (〈σ95obs〉) and the observed
(S95obs) and expected (S
95
exp) number of events for new physics processes, independent of what that
process may be. This fit considers one SR at a time, to avoid any assumption on relative signal
contributions across SRs and mshiftedZ` bins. Hence, this analysis has 48 discovery regions which are
fit independently, corresponding to the 16 bins in each of the three SR types described in Section 6.5.
Figure 6.28 shows the model-dependent p-value and significance, as a function of mshiftedZ` for each of
the SR types. It can be seen there is no significance above 2σ, and in fact most bins have significance
below 1σ.
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Figure 6.28: Model-independent p-value and significance for any BSM processes in each mZ`−mZ+
(91.2/GeV) (mshiftedZ` ) bin. No significance above 2σ is observed, and most bins have significance
below 1σ.
6.8 Prospects
Beyond the obvious gain in sensitivity that will be achieved with additional data, another way to
greatly improve the sensitivity in a realistic way for the model used to motivate this search is to
optimize on the Higgs decays rather than the Z decays. As shown in Figures 2.12 and 2.13 (in
Chapter 2), many more points in the parameter scan have a large Higgs BR than a large Z BR.
For this reason it could be beneficial to use final states with Higgs bosons when searching for a
B − L MSSM wino LSP. To maximize signal efficiency, it is reasonable to focus on Higgs decays to
two b-quarks, since almost 60% of Higgs decay this way. Then the search could be performed in an
analogous way to the trilepton search, but with a resonance in the invariant mass spectrum of bb`
6. Search for Wino LSP Decays with a Trilepton Resonance 153
objects. Of course the mass resolution will not be as sharply peaked, since jet energy resolution is
inherently larger than lepton energy resolution. Analogously to the trilepton search, several final
states could be targeted depending on the decay of the non-bb` wino leg. It would be reasonable
to again split these reconstruction strategies into OneLeg and TwoLeg, where TwoLeg in this case
would be a 2`, 4b final state, where two b-jet pairs each reconstruct a Higgs boson. This would be
very interesting since there are few SM processes which could lead to the same final state, and the
very rare SM di-Higgs production has not yet been observed at the time of this writing [194, 195].
However it would be more challenging to successfully match the b-jet pairs than it is to match lepton
pairs to reconstruct a Z, due to the worse energy resolution and the fact that there are no SFOS
pairs to exploit. One could also consider including 2`, 2b, 2j final states in the TwoLeg category, to
additionally accept χ˜±1 → Z` → jj` and χ˜01 → W` → jj` events. The backgrounds for this final
state would be more numerous, since it is relatively common for any physics process to have extra
jets from ISR or FSR, although the requirement that they have an invariant mass near the W or
Z mass would greatly decrease these backgrounds. Additionally, any SM processes with missing
energy from undetected neutrinos, such as tt¯ or tt¯ +V , could be effectively reduced by requiring
small EmissT significance analogously to the Run 1 stop search, since any signal falling in the TwoLeg
reconstruction should have no missing energy.
Then it would again be reasonable to split the OneLeg events by lepton multiplicity. The major
backgrounds in the 1`2b final state will be SM processes with semi-leptonic b decays as well as
W+jets and V H processes, which could be reduced by requiring large missing energy, while the
major backgrounds in the 2`2b final state will be the same as the backgrounds in the stop search.
Both of these final states present challenges, but there is one feature that could certainly help.
The decay products of a high-mass wino will be high-energy and so the b-jets from the Higgs will
be collimated. These two collimated jets could be reconstructed as a single large-radius jet which
has measurable substructure that can be used to tag the jet as being from a Higgs. This could
certainly help to reject many low-energy backgrounds. It might also be worthwhile to check the
sensitivity of splitting the OneLeg category by b-jet multiplicity, but this may be less effective because
requiring additional b-jets would only target events where the non-bb` leg is χ˜01 → H(Z)ν → bbν,
or χ˜±1 → H(Z)` → bb` when the lepton was not reconstructed. This may be less effective than
splitting by lepton multiplicity, which can increase by a number of boson decay chains and so can
target many χ˜±1 and χ˜
0
1 decays, and which decreases SM background rates more effectively.
Chapter 7
Conclusion
This dissertation has presented efforts in the TRT group to maintain good tracking and electron
identification in high pileup conditions, as well as several searches for SUSY particles with R-parity-
violating decays which are predicted by the B − L MSSM, using √s = 8 and 13 TeV LHC data
collected by the ATLAS experiment from 2012 to 2018.
Chapter 4 presented some recent studies and improvements in the TRT software. The local
track occupancy was introduced as a new metric of detector activity surrounding a TRT track, and
as a proxy for pileup. The exact definition of this variable was optimized to provide an accurate
representation of the detector activity while requiring as little CPU and memory as possible. This
variable proved useful in tracking and PID studies and calibrations alike, and was implemented as a
discriminant in the PID as well as for use in the HLT. Additionally, the observed drop in TRT track
extension efficiency at high pileup was mitigated by reoptimizing the PHF cut, with little observed
difference in the resultant track momentum resolution.
Chapter 5 presented searches for pair production of scalar top quarks (stops) which subsequently
decay to a b-quark and a charged lepton. Depending on the stop BR to lepton flavor, limits are set
on the stop mass between 500 and 1000 GeV for the Run 1 analysis, and between 900 and 1500
GeV for the Run 2 analysis. In both analyses, the best limits are achieved for B(t˜ → be) > 95%.
Chapter 6 presented a search for charged and neutral wino production, searching for a trilepton
mass resonance and utilizing several reconstruction techniques to have sensitivity to many different
chargino and neutralino decays. Stringent limits are set on the wino mass for many possible lepton
and boson branching ratios. This represents the first trilepton resonance search in Run 2.
While no deviations from the SM have been observed, there are many ways presented in these
pages that these analyses can be improved to raise their discovery potential. Beyond these improve-
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ments, ATLAS and CMS will continue to collect pp collisions from the LHC in the years to come, as
well as to explore more corners of phase space that have not yet been probed. There is still plenty
of discovery potential at the LHC as well as at future colliders like the High-Luminosity LHC. If
SUSY is a true theory of nature and is accessible at these energies, it is very possible that it will be
discovered at the LHC, and many of the outstanding issues in the SM, and in particle physics as a




13 TeV Stop Search: Signal Region
Optimization
This appendix illustrates some methods used to optimize the region definitions for the Run 2 stop
search. The SR selections are optimized to maximize sensitivity while reducing statistical uncer-
tainties associated with the number of generated MC events which pass the SR requirements. The
sensitivity can be estimated using the number of signal events divided by the square root of to-
tal background events (S/
√
B), or by simply comparing the signal and background efficiency of a
given cut. As described in Section 5.3.4, the dominating uncertainties are statistical so in order to
avoid too severely reducing background statistics, several selections are looser than would have been
chosen based on sensitivity alone.
First we will consider one example of using efficiency to choose an optimal cut. Figure A.1 shows
the effect of varying cuts on m1b`(rej) on several signal and background processes. Figure A.1a shows
the efficiency as a function of the m1b`(rej) cut, and Figure A.1b shows the consequential raw MC
yield. It can be seen that the processes with a real top (tt¯ and single-top) have a rapid drop in
efficiency between a cut on m1b`(rej) of 50 GeV to 150 GeV, above which the decrease in efficiency
is not as steep. The efficiency for Z/γ∗+jets is higher than for top processes because the b` pairings
are completely random in this process, so there is no kinematic edge. The efficiency of top processes
at a m1b`(rej) cut of 150 GeV is roughly 20%, and the efficiency for Z/γ
∗+jets is roughly 45%.
Meanwhile the signal efficiency of the m1b`(rej) cut is much higher than background for all t˜ mass
points shown, and is > 85% efficient for a m1b`(rej) cut at 150 GeV.
The expected sensitivities for the 1000 GeV stop mass point, as estimated from S/
√
B, are
shown for the variables which define SR800 in Figure A.2, and the corresponding plots for SR1100,
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(a) (b)
Figure A.1: Efficiency and raw MC yield as a function of cut on m1b`(rej) (“MassWrongPair2”).
Distributions shown here are before any other selections except 2 leptons and 2 jets, at least one of
which is b-tagged.
at the 1300 GeV stop mass point, are shown in Figure A.3. These distributions are shown before
the corresponding cuts are applied (N-2 plots). These figures demonstrate how the SRs would have
higher S/
√
B if they had tighter selections, particularly in m`` and HT. However, Table A.1 shows
the raw number of MC events after all cuts are applied in both SRs. Here it can be seen that the
raw number of MC background events is very small with the chosen cuts (in the SRs: HT > 1000
GeV, m1b`(rej) > 150 GeV, m`` > 300 GeV, and mb` > 800 or 1100 GeV as defined in Table 5.10).
Applying selections any tighter than these would reduce the raw number of events to near 0. The
chosen selections optimize for both of these effects.
Selection SR800 SR1100
mt˜ = 1000 GeV 9722 901
mt˜ = 1200 GeV 4092 3336
mt˜ = 1400 GeV 4200 3867
Total background 192 54
tt¯ 26 3




Table A.1: Raw number of Monte Carlo events in SR800 and SR1100, for the selections defined in
Table 5.10. Expected number of events are shown in Section 5.3.3.









 9.6 18.7 26.4 34.2 38.8 37.0 34.3 25.3 28.8 17.8 25.6 14.6
 9.6 18.7 26.4 34.2 38.8 37.0 34.3 25.3 28.8 17.8 25.6 14.6
 9.7 18.7 26.4 34.2 38.8 37.0 34.3 25.3 28.8 17.8 25.6 14.6
10.1 19.2 26.5 34.2 38.8 37.0 34.3 25.3 28.8 17.8 25.6 14.6
11.3 20.6 28.0 36.0 41.0 38.9 38.5 30.1 28.8 17.8 25.6 14.6
13.1 23.6 31.7 37.8 41.9 39.8 38.4 30.1 28.8 17.8 25.6 14.6
15.2 26.4 36.1 42.3 43.7 39.2 37.8 29.6 28.5 17.6 25.3 14.6
17.3 30.1 40.2 46.3 44.4 42.2 39.1 32.5 27.9 17.2 24.7 14.2
18.4 31.3 43.6 51.4 54.0 54.1 42.1 35.0 26.5 16.6 23.8 13.7
16.9 27.6 39.3 42.4 45.5 47.0 35.0 30.7 24.5 15.8 23.0 13.3
13.7 23.8 31.1 34.4 30.2 34.2 26.9 25.8 20.0 14.4 21.3 12.7
 9.8 16.2 22.0 26.0 23.5 31.5 27.4 21.5 15.8 12.1 18.9 11.7
 7.4 13.3 17.8 25.3 23.6 20.6 17.8 14.8 11.6  9.6 15.9 10.4
 5.4  8.9 11.0 16.2 15.0 13.2 11.4  9.7  7.8  6.8 12.0  9.2
 3.9  6.0  7.3 10.9 10.4  9.3  8.1
 7.1  6.2  5.5
 2.8  4.0
 4.7  7.1  6.8  6.1  5.1  4.8  4.5  3.9
 2.0  2.6  3.2
 1.3  1.6  1.9
 1.1  1.8  3.7
 0.7  0.9  2.0
 0.6  0.8
 0.5  0.6
 0.2  0.3
 0.1  0.1
 0.1
Mll cut (GeV)



























 2.4  2.6  6.8  7.8  9.5 12.1 15.8 20.4 26.4 33.3 22.4  6.4  3.8  2.5  1.8  2.2  1.5  2.1
 2.4  2.6  6.8  7.8  9.5 12.1 15.8 20.4 26.4 33.3 22.4  6.4  3.8  2.5  1.8  2.2  1.5  2.1
 2.5  2.6  6.8  7.8  9.5 12.1 15.8 20.4 26.4 33.3 22.4  6.4  3.8  2.5  1.8  2.2  1.5  2.1
 2.9  3.0  8.2  8.8 10.2 12.4 16.1 20.8 26.5 32.4 22.4  6.4  3.8  2.5  1.8  2.2  1.5  2.1
 5.5  5.6 12.0 12.4 13.1 14.9 18.6 23.6 28.0 33.8 22.6  6.4  3.8  2.5  1.8  2.2  1.5  2.1
11.5 11.5 17.4 17.7 18.1 19.4 22.5 27.0 31.7 37.9 23.4  6.6  4.0  2.6  1.9  3.1  3.0  2.1
22.9 22.9 26.4 26.6 27.2 26.8 28.7 32.1 36.1 41.5 24.7  7.0  4.2  2.7  2.0  3.1  3.0  2.1
29.1 29.1 30.2 30.4 31.0 31.3 33.6 35.9 40.2 45.4 26.3  7.5
 4.4  2.9  2.3  3.9  3.0  2.1
34.8 34.8 34.8 35.0 35.0 34.8 37.4 39.1 43.6 47.4 29.2  8.6  5.4  3.3  2.3  3.9  3.0  2.1
39.1 39.1 39.1 39.1 39.0 38.9 38.7 39.7 39.3 41.0 25.3  8.3  5.3  3.2
 2.1  3.7  2.9  2.1
30.1 30.1 30.1 30.1 30.0 30.0 29.9 31.3 31.1 30.5 19.8  7.9  4.8  3.1  1.9  2.5  1.6
 1.2  1.2  0.7
20.9 20.9 20.9 20.9 20.9 20.9 20.8 22.0 22.0 21.1 13.7  5.8  3.7  2.5  1.6  2.1  1.4  1.1  1.3  0.7
18.0 18.0 18.0 18.0 18.0 18.0 17.9 17.8 17.8 17.2 11.4  5.8  3.9  2.9  2.0  2.2  1.4  1.0  1.1  0.6
11.1 11.1 11.1 11.1 11.1 11.1 11.1 11.0 11.0 10.7  7.3  4.2  3.0  2.4  1.8  2.2  1.2  0.9  0.9  0.6
 7.4  7.4  7.4  7.4  7.4  7.4  7.4  7.3  7.3  7.1  5.1  2.9  2.2  1.6  1.1  1.3  0.8  0.6  0.7  0.4
 4.7  4.7  4.7  4.7  4.7  4.7  4.7  4.7  4.7  4.5  3.2  2.1  1.5  1.1  0.8  1.5  1.0  0.7  0.5  0.3
 3.2  3.2  3.2  3.2  3.2  3.2  3.2  3.2  3.2  3.1  2.0  2.8  2.0
 1.4  1.0  0.8  0.6  0.5  0.4  0.2
 1.9  1.9  1.9  1.9  1.9  1.9  1.9  1.9  1.9  1.8
 1.1  1.6  1.2  0.6  0.6  0.5  0.3  0.2  0.2  0.1
 3.7  3.7  3.7  3.7  3.7  3.7  3.7  3.7  3.7  3.6
 2.2  0.9  0.7  0.5  0.4  0.3  0.2  0.2  0.2  0.1
 2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0
 1.4  0.6  0.3  0.3  0.3  0.2  0.1  0.1  0.1  0.1
Mbl cut (GeV)





























13.9 13.9 13.9 14.1 14.9 16.7 20.1 25.1 27.3 27.6 28.4 28.3 28.4 27.7 27.5 28.1 28.3 27.2 26.9 26.9
13.9 13.9 13.9 14.1 14.9 16.7 20.1 25.1 27.3 27.6 28.4 28.3 28.4 27.7 27.5 28.1 28.3 27.2 26.9 26.9
13.9 13.9 13.9 14.1 14.9 16.7 20.1 25.1 27.3 27.6 28.4 28.3 28.4 27.7 27.5 28.1 28.3 27.2 26.9 26.9
14.8 14.8 14.8 14.9 15.5 17.1 20.5 25.3 27.4 27.7 28.6 28.5 28.6 27.9 27.7 28.3 28.5 28.2 27.9 27.1
17.5 17.5 17.5 17.7 18.0 19.5 22.1 26.7 28.9 29.3 30.4 30.2 30.4 29.6 29.4 29.4 29.6 29.3 29.0 28.2
21.5 21.5 21.5 21.7 22.0 23.3 25.8 30.2 32.8 33.1 34.1 33.9 34.3 33.7 33.4 33.6 34.0 33.2 32.9 32.3
25.7 25.7 25.7 25.9 26.3 27.5 29.9 34.7 37.9 38.7 39.8 39.5 40.0 39.3 39.2 39.6 40.0 39.0 38.3 37.4
30.7 30.7 30.7 30.8 31.5 33.3 35.4 39.5 41.1 42.0 42.2 42.1 42.2 41.5 40.7 41.1 41.9 40.9 40.1 38.9
36.1 36.1 36.1 36.1 36.1 39.8 41.3 42.1 43.5 44.0 44.7 44.3 44.2 43.4 42.7 42.7 43.7 42.7 41.8 40.5
31.9 31.9 31.9 31.9 31.9 36.7 37.8 37.8 39.3 39.5 39.1 38.8 39.0 38.3 37.7 37.5 39.2 38.3 37.8 36.6
24.6 24.6 24.6 24.6 24.6 29.7 31.3 31.3 31.1 31.7 31.4 31.3 31.9 31.4 30.9 30.4 30.2 29.5 29.2 28.3
16.4 16.4 16.4 16.4 16.3 21.4 22.2 22.1 22.0 21.8 21.6 21.7 21.3 21.1 20.8 20.5 20.5 20.1 20.0 19.5
17.0 17.0 17.0 17.0 17.0 17.0 18.1 18.0 17.8 17.7 17.5 17.3 17.1 16.9 16.6 16.4 16.6 16.5 16.2 15.6
11.0 11.0 11.0 11.0 11.0 11.0 11.0 11.0 11.0 10.9 10.8 10.7 10.6 10.5 10.3 10.1 10.2 10.1  9.9  9.6
 7.3  7.3  7.3  7.3  7.3  7.3  7.3  7.3  7.3  7.3
 7.2  7.2  7.1  7.0  6.9  6.8  6.7  6.7  6.6  6.4
 4.7  4.7  4.7  4.7  4.7  4.7  4.7  4.7  4.6  4.6  4.6  4.6  4.6  4.5  4.5  4.3  4.2  4.2  4.2  4.1
 3.2  3.2  3.2  3.2  3.2  3.2  3.2  3.2  3.2  3.2  3.2  3.2  3.1  3.1  3.1  3.0  3.0  3.0  3.0  2.9
 1.9  1.9  1.9  1.9  1.9  1.9  1.9  1.9  1.9  1.9  1.9  1.9  1.9  1.9  1.9  1.8  1.8  1.8  1.8  1.8
 3.8  3.8  3.8  3.8  3.8  3.8  3.8  3.8  3.7  3.7  3.6  3.6  3.6  3.6  3.6  3.6  3.6  3.6  3.6  3.6
 2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0
MassWrongPair2 cut (GeV)





























33.3 26.4 20.5 18.1 16.4 15.4 15.2 14.9 14.9
33.3 26.4 20.5 18.1 16.4 15.4 15.2 14.9 14.9
33.3 26.4 20.5 18.1 16.4 15.4 15.2 14.9 14.9
33.4 26.5 20.6 18.2 16.5 15.5 15.3 15.0 15.0
34.8 28.0 22.3 19.6 18.0 17.1 16.9 16.5 16.5
39.1 31.7 25.4 22.6 20.9 19.8 19.5 19.3 19.3
43.3 36.1 29.1 26.2 24.3 23.3 22.8 22.5 22.5
43.3 40.2 32.1 29.3 27.5 26.3 26.0 25.6 25.6
45.9 43.6 35.7 33.0 30.3 28.7 28.3 27.8 27.8
43.8 39.3 34.1 32.2 29.9 28.3 27.8 27.3 27.3
34.4 31.1 27.7 26.2 23.8 22.2 22.1 21.6 21.6
22.2 22.0 19.8 18.5 16.7 15.7 15.7 15.6 15.6
20.9 17.8 14.6 13.7 12.2 11.2 11.2 11.2 11.2
12.7 11.0  9.6  9.3  8.3  8.2  8.2  8.2  8.2
 7.7  7.3  7.2  7.4  6.9  6.9  6.8  6.8  6.8
 4.7  4.7  4.6  4.7  4.7  4.7  4.8  4.8  4.8
 2.5  3.2  3.1  3.2  3.2  3.2  3.2  3.2  3.2
 1.5  1.9
 2.2  2.3  2.4  2.4  2.4  2.4  2.4
 2.8  3.7  4.5
 4.7  4.1  4.1  4.2  4.2  4.2
 1.3  2.0  2.5  2.8
 2.4  2.4  2.5  2.5  2.5
 2.9  2.9  2.9  2.9  2.9
Asym cut





























 5.3  5.3  5.7  5.8  6.0  6.7  8.2 10.4 13.1 15.3  9.8  2.6
 1.7  1.2  0.9  0.6  0.4  0.5  0.3  0.2
 8.6  8.6 11.1 11.3 11.6 12.8 15.2 18.9 23.6 27.1 17.7  4.7  2.9  2.0  1.5  1.2  0.8  0.7  0.5  0.3
11.5 11.5 17.4 17.7 18.1 19.4 22.5 27.0 31.7 37.9 23.4  6.6  4.0  2.6  1.9  3.1  3.0  2.1
13.4 13.4 21.1 21.4 21.8 23.3 26.7 32.9 37.8 43.5 28.0  8.2  4.8  3.2  2.3  4.4
15.7 15.7 23.1 23.3 24.0 26.1 30.4 37.0 41.9 46.4 26.7  8.1
 4.7  3.3  2.3
15.2 15.2 21.0 21.3 21.7 24.4 31.2 33.6 39.8 44.3 23.9  8.5  4.9  4.0  3.5
15.7 15.7 19.5 19.5 19.9 26.2 27.0 27.0 38.4 39.6 22.5 11.8  7.9  5.1  3.2
16.0 16.0 18.2 18.2 19.3 19.8 19.6 19.9 30.1 30.2 17.9  8.6  5.9  4.0  2.6
11.3 11.3 13.0 13.0 14.2 14.2 14.1 13.8 28.8 25.9 14.3  7.1  4.1  2.9  1.8
13.6 13.6 18.6 18.6 18.5 19.1 19.0 18.5 17.8 16.3  9.5  4.5
 2.7  1.9  1.2
13.0 13.0 22.9 22.9 22.9 27.2 27.1 26.5 25.6 22.9 12.7
 7.7  7.7 15.3 15.3 15.3 15.3 15.2 14.9 14.6 13.2  8.1
Mbl cut (GeV)
























12.1 12.1 12.1 12.1 12.2 12.4 12.7 13.0 13.1 13.1 13.0 12.8 12.6 12.4 12.3 12.1 12.0 11.8 11.6 11.4
18.7 18.7 18.7 18.8 19.0 19.7 21.1 23.1 24.0 24.0 24.2 24.1 24.0 23.6 23.3 23.2 23.2 22.8 22.4 22.0
21.5 21.5 21.5 21.7 22.0 23.3 25.8 30.2 32.8 33.1 34.1 33.9 34.3 33.7 33.4 33.6 34.0 33.2 32.9 32.3
23.5 23.5 23.5 23.8 24.0 25.8 29.1 36.0 38.6 39.2 40.3 40.4 41.1 40.2 40.0 39.9 40.2 39.4 38.0 37.8
27.3 27.3 27.3 27.3 27.5 29.0 31.8 40.1 43.0 43.4 42.7 42.7 43.2 42.2 41.2 41.9 40.7 39.4 37.9 37.2
29.1 29.1 29.1 29.1 29.1 29.4 30.7 39.9 41.8 41.2 40.7 41.1 40.1 39.1 38.2 40.0 39.0 37.6 36.2 36.0
27.7 27.7 27.7 27.7 27.7 27.6 30.7 38.5 41.1 40.6 40.0 39.5 38.6 37.9 37.2 36.2 35.4 34.2 33.3 32.0
22.1 22.1 22.1 22.1 22.1 22.1 23.5 30.1 33.7 33.3 33.0 32.6 31.7 31.4 30.9 30.2 29.7 28.7 27.9 26.8
17.9 17.9 17.9 17.9 17.9 17.9 20.1 28.8 28.7 28.5 28.2 27.9 27.3 27.0 26.7 26.1 25.5 24.9 24.3 23.6
17.9 17.9 17.9 17.9 17.9 17.9 17.9 17.9 17.7 17.7 17.5 17.3 17.0 16.8 16.7 16.3 16.0 15.6 15.3 14.9
25.8 25.8 25.8 25.8 25.8 25.8 25.8 25.8 25.6 25.5 25.2 25.0 24.7 24.5 24.5 24.0 23.4 22.8 22.3 21.5
14.8 14.8 14.8 14.8 14.8 14.8 14.8 14.8 14.6 14.6 14.4 14.2 14.2 14.1 14.1 13.8 13.6 13.2 12.9 12.6
MassWrongPair2 cut (GeV)
























15.7 13.1 11.0  9.6  8.7  8.2  8.0  7.9  7.9
28.7 23.6 19.6 17.1 15.5 14.7 14.3 14.1 14.0
39.1 31.7 25.4 22.6 20.9 19.8 19.5 19.3 19.3
46.6 37.8 30.8 28.2 25.9 24.6 24.4 24.3 24.3
50.7 41.9 38.0 34.2 31.5 29.6 29.6 29.3 29.3
70.8 39.8 35.5 32.1 30.2 29.8 29.7 29.7 29.7
60.2 38.4 35.6 33.1 31.8 30.7 30.6 30.5 30.5
55.2 30.1 26.9 24.5 23.1 22.5 22.5 22.4 22.4
28.8 20.2 17.3 15.9 16.0 16.0 15.9 15.9
17.8 14.5 12.3 11.1 11.1 11.1 11.0 11.0
25.6 12.0 11.1 11.2 11.2 11.2 11.0 11.0
14.6  7.0  6.5  6.6  6.7  6.7  6.7  6.7
 4.4  4.0  4.2  4.2  4.2  4.2  4.2
 5.1  5.3  5.3  5.3  5.3  5.3
Asym cut























b` (d), m`` v. mb` (e), m`` v. m
1
b`(rej) (f), and m`` v. m
asym
b` (g) planes, in SR800. The
distribution of all these variables are shown before the corresponding cuts are applied (commonly
referred to as N-2 plots).











 2.7  5.8  8.6 11.3 12.4 11.5 15.7 11.8  9.8  5.6
 2.7  5.8  8.6 11.3 12.4 11.5 15.7 11.8  9.8  5.6
 2.7  5.8  8.6 11.3 12.4 11.5 15.7 11.8  9.8  5.6
 2.8  5.8  8.6 11.3 12.4 11.5 15.7 11.8  9.8  5.6
 3.0  5.9  8.6 11.3 12.4 11.5 15.7 11.8  9.8  5.6
 3.3  6.2  8.9 11.9 12.4 11.5 15.7 11.7  9.8  5.6
 3.7  6.7  9.5 12.1 12.4 11.5 15.7 11.7  9.8  5.6
 4.3  7.3 10.4 12.0 12.3 11.4 15.5 11.6  9.7  5.6
 4.8  8.3 12.6 13.4 14.9 15.2 15.3 11.5  9.6  5.5
 5.6  8.7 12.6 13.4 15.7 16.4 14.6 11.0  9.2  5.4
 5.9 10.1 14.0 15.5 14.1 15.0 12.3  9.5  6.8  5.1
 5.9  9.7 13.5 15.2 13.9 12.8 10.7  8.5  6.3  4.9
 5.1  8.5 11.3 12.7 11.6 10.0  8.3  6.8  5.3  4.3
 4.1  6.2  8.0  8.9  8.0  7.0  5.8  4.9  4.1  3.5
 3.0
 4.4  5.5  5.6  5.2  4.8  4.0  3.4  2.9  2.7
 2.2  3.1  3.8  4.0  3.7  3.5  2.9  2.6  2.3  2.0
 2.1  3.2  6.8
 1.5  2.5  4.6
 1.1  1.7  3.0
 0.8
 1.1  2.0
 0.7  0.8
 0.5  0.6
 0.4  0.4
 0.3  0.3
Mll cut (GeV)





























 0.2  0.2  0.8  0.9
 1.2  1.5  2.0  2.6  3.7  5.0  6.5  8.6  9.2  5.3  1.7  1.6  1.2  1.2
 0.2  0.2  0.8  0.9
 1.2  1.5  2.0  2.6  3.7  5.0  6.5  8.6  9.2  5.3  1.7  1.6  1.2  1.2
 0.2  0.2  0.8  0.9
 1.2  1.5  2.0  2.6  3.7  5.0  6.5  8.6  9.2  5.3  1.7  1.6  1.2  1.2
 0.3  0.3  1.0
 1.1  1.3  1.6  2.1  2.7  3.6  4.8  6.5  8.6  9.2  5.3  1.7  1.6  1.2  1.2
 0.7  0.7  1.5  1.6
 1.7  1.9  2.4  3.1  3.9  5.1  6.6  8.6  9.2  5.3  1.7  1.6  1.2  1.2
 1.4  1.4  2.2  2.3  2.3  2.5  2.9  3.5  4.3  5.6  6.9  8.9  9.7  5.7  1.9  2.6  2.3  1.2
 3.0  3.0  3.5  3.6  3.7  3.6  3.9
 4.4  5.1  6.3  7.4  9.5 10.4  5.9  2.1  2.6  2.3  1.2
 4.2  4.2  4.4  4.4  4.5  4.6  4.9  5.3  6.1  7.4  8.3 10.4 11.0  6.4  2.5  2.6  2.3  1.2
 6.1  6.1  6.1  6.1  6.1  6.1  6.3  6.7  7.8  8.9 10.5 12.6 14.2  7.7  2.6  2.6  2.2  1.2
 9.2  9.2  9.2  9.2  9.2  9.2  9.1  9.5  9.5 10.0 10.9 12.6 14.4  8.0  2.5  2.6  2.2  1.2
10.5 10.5 10.5 10.5 10.5 10.5 10.4 11.2 11.2 11.6 12.0 14.0 14.7  8.2  2.3  1.8  1.3  0.7  0.7  0.4
12.0 12.0 12.0 12.0 12.0 11.9 11.9 13.3 13.5 13.4 13.3 13.5 13.0  7.5
 2.2  1.7  1.3  0.7  0.8  0.5
11.9 11.9 11.9 11.9 11.9 11.9 11.8 11.8 11.9 11.8 11.8 11.3 10.6  6.5  2.0  1.8  1.3  0.7  0.7  0.4
 8.5  8.5  8.5  8.5  8.5  8.5  8.5  8.5  8.4  8.4  8.3  8.0  7.5  4.9  1.8  2.0  1.3  0.7  0.6  0.4
 5.8  5.8  5.8  5.8  5.8  5.8  5.8  5.8  5.8  5.8  5.8  5.5  5.3  3.6  1.5  1.6
 1.2  0.7  0.6  0.3
 3.9  3.9  3.9  3.9  3.9  3.9  3.9  3.9  3.9  3.9  3.9  3.8  3.7  2.5
 1.2  1.7  1.4  0.8  0.4  0.2
 7.0  7.0  7.0  7.0  7.0  7.0  7.0  7.0  6.9  6.9  6.9  6.8  6.6  4.8  2.5
 1.4  1.1  0.6  0.4  0.2
 4.7  4.7  4.7  4.7  4.7  4.7  4.6  4.6  4.6  4.6  4.6  4.6  4.4  3.1  1.7  1.1  0.9  0.4  0.3  0.2
 3.1  3.1  3.1  3.1  3.1  3.1  3.1  3.1  3.1  3.1  3.1  3.0  2.9  2.0
 1.1  0.8  0.7  0.3  0.3  0.2
 2.1  2.1  2.1  2.1  2.1  2.1  2.1  2.1  2.1  2.1  2.1  2.0  2.0  1.4  0.8  0.7  0.6  0.3  0.2  0.1
Mbl cut (GeV)































 5.8  5.8  5.8  5.8  6.0  6.8  7.3  8.6  8.6  8.5  8.5  8.7  9.1  8.9  8.8  9.3  9.2  9.1  9.1  8.9
 5.8  5.8  5.8  5.8  6.0  6.8  7.3  8.6  8.6  8.5  8.5  8.7  9.1  8.9  8.8  9.3  9.2  9.1  9.1  8.9
 5.8  5.8  5.8  5.8  6.0  6.8  7.3  8.6  8.6  8.5  8.5  8.7  9.1  8.9  8.8  9.3  9.2  9.1  9.1  8.9
 5.9  5.9  5.9  5.9  6.1  6.8  7.3  8.6  8.6  8.5  8.5  8.7  9.1  8.9  8.8  9.3  9.2  9.1  9.1  8.9
 6.3  6.3  6.3  6.3  6.4
 7.2  7.5  8.6  8.6  8.5  8.5  8.7  9.1  8.9  8.8  9.3  9.2  9.1  9.1  8.9
 7.3  7.3  7.3  7.3
 7.4  8.0  8.2  8.9  8.9  8.8  8.8  9.0  9.4  9.3  9.2  9.7  9.7  9.5  9.5  9.3
 8.2  8.2  8.2  8.2  8.2  8.5  8.8  9.5  9.5  9.5  9.5  9.7 10.3 10.2 10.0 10.5 10.4 10.3 10.3 10.0
 9.4  9.4  9.4  9.4  9.4  9.4  9.8 10.4 10.3 10.3 10.3 10.6 10.9 10.8 10.6 11.2 11.1 11.0 11.0 10.8
12.6 12.6 12.6 12.6 12.6 12.6 12.6 12.6 12.6 12.5 12.5 12.6 13.1 13.0 12.8 12.7 12.7 12.5 12.7 12.4
12.6 12.6 12.6 12.6 12.6 12.6 12.6 12.6 12.6 12.6 12.6 12.5 13.2 13.0 12.8 12.6 12.7 12.6 12.8 12.5
14.0 14.0 14.0 14.0 14.0 14.0 14.0 14.0 14.0 13.9 13.9 13.8 15.0 14.8 14.6 14.4 14.7 14.5 14.9 14.6
13.5 13.5 13.5 13.5 13.5 13.5 13.5 13.5 13.5 13.5 13.4 13.4 13.3 13.2 13.0 12.8 13.2 13.0 13.5 13.3
11.4 11.4 11.4 11.4 11.4 11.4 11.4 11.4 11.3 11.3 11.3 11.3 11.2 11.1 10.9 10.8 11.3 11.2 11.0 10.8
 8.0  8.0  8.0  8.0  8.0  8.0  8.0  8.0  8.0  8.0  7.9  7.9  7.9  7.8
 7.7  7.6  7.7  7.7  7.6  7.4
 5.5  5.5  5.5  5.5  5.5  5.5  5.5  5.5  5.5  5.5  5.5  5.5  5.4  5.4  5.3  5.2  5.1  5.1  5.0  4.9
 3.8  3.8  3.8  3.8  3.8  3.8  3.8  3.8  3.8  3.8  3.8  3.8  3.8  3.8  3.7  3.6  3.6  3.5  3.5  3.5
 6.8  6.8  6.8  6.8  6.8  6.8  6.8  6.8  6.8  6.8  6.8  6.7  6.7  6.7  6.6  6.3  6.2  6.2  6.1  6.1
 4.6  4.6  4.6  4.6  4.6  4.6  4.6  4.6  4.6  4.6  4.5  4.5  4.5  4.5  4.5
 4.4  4.4  4.4  4.3  4.3
 3.0  3.0  3.0  3.0  3.0  3.0  3.0  3.0  3.0  3.0  3.0  3.0  3.0  2.9  2.9  2.9  2.9  2.9  2.8  2.8
 2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0  2.0
MassWrongPair2 cut (GeV)































12.0  8.6  6.0  5.0
 4.2  3.8  3.6  3.5  3.5
12.0  8.6  6.0  5.0
 4.2  3.8  3.6  3.5  3.5
12.0  8.6  6.0  5.0
 4.2  3.8  3.6  3.5  3.5
12.0  8.6  6.0  5.0
 4.2  3.8  3.6  3.5  3.5
12.0  8.6  6.0  5.0  4.3  4.0  3.9  3.8  3.8
12.9  8.9  6.4  5.4  4.8  4.5
 4.4  4.4  4.4
12.9  9.5  7.3  6.0  5.3  5.0  4.8  4.8  4.8
13.2 10.4  7.9  6.5  5.9  5.5  5.4  5.4  5.4
15.6 12.6  9.9  8.3
 7.2  6.7  6.6  6.5  6.5
15.1 12.6 10.4  9.0  7.9
 7.4  7.3  7.2  7.2
20.1 14.0 11.7 10.1  8.5  7.9  7.9  7.8  7.8
25.2 13.5 11.7  9.7  8.3  7.7  7.7  7.7  7.7
25.6 11.3  9.3  7.9  6.6  6.1  6.0  6.0  6.0
20.4  8.0  6.5  5.8  4.8  4.8  4.8  4.8  4.8
12.7  5.5  5.7  5.9  4.9  4.9  4.8  4.8  4.8
 8.3  3.8  4.0
 4.1  4.0  4.1  4.1  4.1  4.1
 5.6  6.8  5.9  6.1  5.5  5.5  5.5  5.5  5.5
 3.7  4.6  4.9  5.1  4.3
 4.4  4.4  4.4  4.4
 2.4  3.0  3.3  3.4  2.9  3.0  3.0  3.0  3.0
 1.6  2.0
 2.2  2.3  2.0  2.0  2.0  2.0  2.0
 2.4  2.5  2.5  2.5  2.5
Asym cut































 0.6  0.6  0.7  0.7  0.7  0.8  1.0  1.3  1.6
 2.1  2.7  3.3  3.8  2.4  0.8  0.4  0.3  0.3  0.2  0.1
 1.0  1.0
 1.4  1.4  1.4  1.6  1.9  2.4  3.1  3.9  5.0  6.2  6.8  4.1  1.3  0.8  0.6  0.4  0.3  0.2
 1.4  1.4  2.2  2.3  2.3  2.5  2.9  3.5  4.3  5.6  6.9  8.9  9.7  5.7  1.9  2.6  2.3  1.2
 1.8  1.8  2.9  3.0  3.1  3.3  3.8  4.6  5.5  6.8  8.7 11.9 12.7  7.6  3.1  6.3
 2.3  2.3  3.5  3.5  3.7  4.0  4.8  5.8  6.9  8.1  9.2 12.4 12.6  8.1  3.1
 2.5  2.5  3.6  3.6  3.7
 4.2  5.4  5.9  7.4  8.4  8.7 11.5 10.7  7.2  3.0
 3.1  3.1  3.8  3.8  3.9  5.1  5.3  5.4  7.9  9.0  9.5 15.7 16.1  8.8  2.5
 3.8  3.8
 4.4  4.4  4.6  4.6  4.6  4.8  7.5  8.3  9.0 11.7 12.2  6.7  2.1
 3.1  3.1  3.6  3.6  3.9  3.9  3.9  3.9  8.9  8.8  8.7  9.8  8.7  4.9  1.8
 4.2  4.2  5.9  5.9  5.9  6.2  6.1  6.0  6.0  5.9  5.8  5.6  5.0  2.9  1.2
 4.8  4.8 13.8 13.8 13.7
 3.4  3.4
Mbl cut (GeV)


























 3.2  3.2  3.2  3.2  3.2  3.3  3.3  3.3  3.3  3.3  3.3  3.3  3.3  3.2  3.2  3.2  3.1  3.1  3.1  3.0
 5.6  5.6  5.6  5.6  5.6  5.8  5.9  6.2  6.2  6.2  6.1  6.2  6.3  6.2  6.1  6.2  6.1  6.1  6.0  5.9
 7.3  7.3  7.3  7.3
 7.4  8.0  8.2  8.9  8.9  8.8  8.8  9.0  9.4  9.3  9.2  9.7  9.7  9.5  9.5  9.3
 8.6  8.6  8.6  8.6  8.8  9.8 10.3 11.9 11.9 11.8 11.8 12.4 12.9 12.7 12.5 13.7 13.6 13.4 13.2 12.9
 8.8  8.8  8.8  8.8  9.1 10.7 11.1 12.4 12.4 12.4 12.3 13.3 14.3 14.1 13.8 16.4 16.1 15.8 15.5 15.0
10.0 10.0 10.0 10.0 10.0 10.0 10.6 11.5 11.5 11.4 11.4 12.4 12.3 12.1 11.8 14.4 14.1 13.8 13.5 13.0
13.1 13.1 13.1 13.1 13.1 13.1 15.7 15.7 15.7 15.6 15.5 15.4 15.3 15.0 14.7 14.5 14.2 14.0 13.6 13.1
11.8 11.8 11.8 11.8 11.8 11.8 11.7 11.7 11.7 11.7 11.6 11.5 11.4 11.2 11.0 10.9 10.7 10.5 10.2  9.9
 9.8  9.8  9.8  9.8  9.8  9.8  9.8  9.8  9.8  9.7  9.7  9.6  9.5  9.4  9.2  9.1  9.1  8.9  8.7  8.4
 5.6  5.6  5.6  5.6  5.6  5.6  5.6  5.6  5.6  5.6  5.6  5.5  5.5  5.4  5.4  5.3  5.2  5.2  5.0  4.9
MassWrongPair2 cut (GeV)


























 4.1  3.3  2.6  2.2  1.9  1.8  1.7  1.7  1.7
 7.8  6.2
 4.7  3.9  3.5  3.2  3.1  3.1  3.0
12.9  8.9  6.4  5.4  4.8  4.5
 4.4  4.4  4.4
16.8 11.9  7.6  6.4  5.6  5.2  5.2  5.2  5.2
25.9 12.4  9.8  8.0  7.1  6.6  6.6  6.6  6.6
11.5  9.6
 7.7  7.5  7.2  7.2  7.2  7.2
15.7 11.8  9.8  8.9  8.2  8.2  8.2  8.2
11.7  9.1  7.9  7.0  6.7  6.7  6.6  6.6
 9.8  7.0  5.9  5.2  5.2  5.2  5.2  5.2
 5.6  4.3  3.7  3.3  3.4  3.4  3.3  3.3
 4.2  3.8  3.9  3.9  3.9  3.8  3.8
 2.8  2.6  2.6  2.6  2.6  2.6  2.6
 1.9  1.8  1.8  1.8  1.8  1.8  1.8
 2.5  2.5  2.6  2.6  2.6  2.6
Asym cut


















B for mt˜ = 1300 GeV mass point in the HT v. m`` (a), HT v. mb` (b), HT v.
m1b`(rej) (c), HT v. m
asym
b` (d), m`` v. mb` (e), m`` v. m
1
b`(rej) (f), and m`` v. m
asym
b` (g) planes, in
SR1100. The distribution of all these variables are shown before the corresponding cuts are applied
(commonly referred to as N-2 plots).
A. 13 TeV Stop Search: Signal Region Optimization 161
The b-tagging working point can also affect the sensitivity and statistics of an analysis, and
hence should also be considered when optimizing the analysis selections. There are several b-tagging
working points defined by the flavor tagging group [196] which have different signal efficiencies and
background rejection. These typically have the nominal signal efficiency included in the name; for
example the Fixed 77% working point has a nominal signal efficiency of 77%. There is a trade-off
between efficiency and fake positive rate (where light flavor-initiated jets are b-tagged). Higher
signal efficiency comes with higher rates of misidentification, and vice versa. The flavor tagging
working group additionally supplies several different types of working points, because of the unique
difficulties of b-tagging. It is a known effect that b-tagging efficiency decreases as the b-jet pT
increases, because the large Lorentz boost of the B hadron translates to a decay further into the
detector and so the displaced vertex might be too far to pass the criteria of b-tagging. An example
of this drop in efficiency can be seen in Figure A.4. In an effort to mitigate this effect, a campaign of
working points were introduced called “Flat” working points, as opposed to the standard “Fixed”.
The goal of these working points was to maintain a constant (flat) efficiency as a function of jet pT.
Both sets of working points will be compared in this section in terms of sensitivity and raw MC
yields.
Several b-tagging working points, both Flat and Fixed, are compared in terms of their impact
on S/
√
B and raw number of background events. Table A.2 summarizes the significance for each
considered working point, at various stop mass points, in both SR800 and SR1100. Tables A.3 and
A.4 respectively report the number of raw MC signal and background statistics for each working
point, and Tables A.5 and A.6 show the expected number of events in both SRs for signal and
background, respectively. In general the Flat working points lead to a larger raw yield than the
Fixed. This is especially true for background processes, which have a larger difference between Flat
and Fixed than signal processes. This means that the Fixed working points have lower backgrounds
and better sensitivity than Flat, for a given working point. Similarly, for increasing working point
efficiencies, the increase in background yields grows more rapidly than the corresponding increase
in signal yields. Hence the sensitivity is best for the tightest working points.
The Fixed and Flat 70% working points are rejected immediately because of their low statistics,
and the Fixed and Flat 85% working points are also rejected due to their low significance. Flat
77% is slightly preferred over Fixed 77% because it has larger background statistics with relatively
little difference in significance. The selected working point is Fixed 77%.
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Figure A.4: The b-tagging efficiencies as a function of jet pT for the Fixed 77% working point.
The b-tagging efficiencies for the predictions extracted from the simulation are shown as a red line
while the efficiencies measured in data are shown as black dots. The vertical error bars represent
the statistical uncertainty on the measurement. The green band indicates the total statistical and
systematic uncertainties on the measurement. [197]
mt˜ = 1000 GeV mt˜ = 1200 GeV mt˜ = 1400 GeV
SR800 SR1100 SR800 SR1100 SR800 SR1100
Fixed 70% 32.0 7.6 7.7 16.8 2.0 4.9
Flat 70% 31.6 6.4 8.2 14.1 2.3 4.4
Fixed 77% 31.7 6.6 7.9 14.6 2.1 4.6
Flat 77% 29.0 5.5 7.7 11.9 2.1 3.7
Fixed 85% 28.9 5.7 7.6 12.7 2.1 3.9
Flat 85% 25.6 5.0 6.8 10.7 1.9 3.4
Table A.2: S/
√
B for various b-tagging working points, in SR800 and SR1100. The chosen working
point is Fixed 77% and is shown in bold.
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mt˜ = 1000 GeV mt˜ = 1200 GeV mt˜ = 1400 GeV
SR800 SR1100 SR800 SR1100 SR800 SR1100
Fixed 70% 8488 762 278 2827 3465 3193
Flat 70% 10210 1001 4489 3720 4827 4491
Fixed 77% 9722 901 4092 3336 4200 3867
Flat 77% 11015 1099 4909 4054 5268 4895
Fixed 85% 11041 1079 4845 3962 5108 4733
Flat 85% 11823 1204 5313 4369 5781 5368
Table A.3: Raw number of signal Monte Carlo events for various b-tagging working points, in SR800
and SR1100. The chosen working point is Fixed 77% and is shown in bold.
tt¯ Single top Z/γ∗+jets W+jets Other
SR800 SR1100 SR800 SR1100 SR800 SR1100 SR800 SR1100 SR800 SR1100
Fixed 70% 19 1 34 1 65 26 2 2 14 2
Flat 70% 28 5 53 10 127 49 4 2 23 3
Fixed 77% 26 3 45 6 97 41 4 2 20 2
Flat 77% 39 9 63 12 183 76 7 4 40 8
Fixed 85% 35 6 63 13 193 69 8 3 30 6
Flat 85% 62 15 72 14 363 139 13 5 67 19
Table A.4: Raw number of background Monte Carlo events for various b-tagging working points, in
SR800 and SR1100. The chosen working point is Fixed 77% and is shown in bold.
mt˜ = 1000 GeV mt˜ = 1200 GeV mt˜ = 1400 GeV
SR800 SR1100 SR800 SR1100 SR800 SR1100
Fixed 70% 60.751 5.432 14.616 11.997 3.790 3.507
Flat 70% 74.528 7.346 19.405 16.091 5.358 4.997
Fixed 77% 70.139 6.483 17.508 14.338 4.631 4.278
Flat 77% 80.201 8.068 21.282 17.581 5.839 5.439
Fixed 85% 80.320 7.801 21.149 17.268 5.749 5.350
Flat 85% 86.343 8.867 23.033 18.874 6.433 5.985
Table A.5: Expected number of signal Monte Carlo events for various b-tagging working points, in
SR800 and SR1100. The chosen working point is Fixed 77% and is shown in bold.
tt¯ Single top Z/γ∗+jets W+jets Other
SR800 SR1100 SR800 SR1100 SR800 SR1100 SR800 SR1100 SR800 SR1100
Fixed 70% 0.757 0.037 1.415 0.038 0.881 0.315 -0.003 -0.003 0.562 0.121
Flat 70% 1.200 0.183 2.325 0.436 1.341 0.456 0.013 -0.008 0.696 0.243
Fixed 77% 1.103 0.116 1.984 0.298 1.236 0.434 0.022 -0.002 0.561 0.116
Flat 77% 1.640 0.397 2.805 0.509 1.914 0.692 0.042 0.010 1.260 0.582
Fixed 85% 1.531 0.256 2.833 0.572 2.583 0.774 0.070 0.009 0.687 0.243
Flat 85% 2.474 0.589 3.102 0.601 4.188 1.146 0.126 0.035 1.520 0.723
Table A.6: Expected number of background Monte Carlo events for various b-tagging working points,
in SR800 and SR1100. The chosen working point is Fixed 77% and is shown in bold.
Appendix B
Wino Search: Truth Final States
This section shows a breakdown of the final states which typically fall into each reconstruction
algorithm (OneLeg or TwoLeg).
Figure B.1 shows the acceptance of each truth final state in each signal region, before any SR
cuts except lepton multiplicity and ZZ rejection via the 4`2Z criterion. Each truth final state is
represented by a bin on the x-axis, where the bins are defined below. It is clear from Figure B.1 that
usually the majority of truth final states in a given SR are the targeted final states. This is shown
more explicitly in Figure B.2, which collapses the 100+ bins in Figure B.1 into four: targeted final
states for each signal region, and “not targeted” for the final states that are not explicitly targeted in
any of the signal regions. This includes, for example, final states with a tau instead of a light lepton
on the χ˜±1 → Z`→ ``` leg (leptonically decaying taus are also considered to be “not targeted”).
While the majority of final states in each SR are the targeted final states, there is a noticeable
amount of “final state migration”, i.e. when a final state that is targeted for one SR falls in
another. This can usually be explained by one of two situations. The first is when objects are not
reconstructed or do not pass selection criteria, due to an acceptance and efficiency lower than unity.
This situation explains why final states targeted for SROL4` or SRTL fall in SROL3`, and why
final states targeting SRTL fall in SROL4`. The second situation that explains final state migration
is that the decay products of taus or Higgs are used as signal objects in the event. For example,
final states targeting SROL3` can be reconstructed in SROL4` or SRTL if the fourth lepton is a tau
that decays leptonically, or if a Higgs decays to WW and one of these bosons subsequently decays
leptonically.
The following list of truth final states defines the bins used in Figure B.1. In these definitions,
the capitalized characters are the bosons from each wino decay leg. The following characters are
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the decay products of each respective boson, and the final character (or the last character before
the next boson) is the other direct wino daughter. In this notation, “t” denotes a tau lepton. Note
that tau and Higgs decay products (aside from bb¯) are essentially ignored, so there could be more
leptons in a given final state than the notation here suggests.
C1C1
Z` Z`
ZlllZlll=1, ZlllZjjl=2, ZlllZvvl=3, ZlllZttl=4, ZlllZllt=5, ZlllZjjt=6, ZlllZvvt=7, ZlllZttt=8, ZlltZjjl=9,
ZlltZvvl=10, ZlltZttl=11, ZlltZllt=12, ZlltZjjt=13, ZlltZvvt=14, ZlltZttt=15, ZttlZjjl=16, ZttlZvvl=17,
ZttlZttl=18, ZttlZjjt=19, ZttlZvvt=20, ZttlZttt=21, ZtttZjjl=22, ZtttZvvl=23, ZtttZjjt=24, ZtttZvvt=25,
ZtttZttt=26,
Z` H`
ZlllHbbl=27, ZlllHWWl=28, ZlllHotherl=29, ZlllHbbt=30, ZlllHWWt=31, ZlllHothert=32, ZlltHbbl=33,
ZlltHWWl=34, ZlltHotherl=35, ZlltHbbt=36, ZlltHWWt=37, ZlltHothert=38, ZttlHbbl=39, Zttl-
HWWl=40, ZttlHotherl=41, ZttlHbbt=42, ZttlHWWt=43, ZttlHothert=44, ZtttHbbl=45, ZtttH-
WWl=46, ZtttHotherl=47, ZtttHbbt=48, ZtttHWWt=49, ZtttHothert=50,
Z` Wν
ZlllWjjv=51, ZlllWlvv=52, ZlllWtvv=53, ZlltWjjv=54, ZlltWlvv=55, ZlltWtvv=56, ZttlWjjv=57,
ZttlWlvv=58, ZttlWtvv=59, ZtttWjjv=60, ZtttWlvv=61, ZtttWtvv=62,
C1N1
Z` W`
ZlllWjjl=63, ZlllWlvl=64, ZlllWtvl=65, ZlltWjjl=66, ZlltWlvl=67, ZlltWtvl=68, ZttlWjjl=69,
ZttlWlvl=70, ZttlWtvl=71, ZtttWjjl=72, ZtttWlvl=73, ZtttWtvl=74,
ZlllWjjt=75, ZlllWlvt=76, ZlllWtvt=77, ZlltWjjt=78, ZlltWlvt=79, ZlltWtvt=80, ZttlWjjt=81,
ZttlWlvt=82, ZttlWtvt=83, ZtttWjjt=84, ZtttWlvt=85, ZtttWtvt=86,
Z` Zν
ZlllZllv=87, ZlllZjjv=88, ZlllZvvv=89, ZlllZttv=90, ZlltZllv=91, ZlltZjjv=92, ZlltZvvv=93, ZlltZttv=94,
ZttlZllv=95, ZttlZjjv=96, ZttlZvvv=97, ZttlZttv=98, ZtttZllv=99, ZtttZjjv=100, ZtttZvvv=101,
ZtttZttv=102,
Z` Hν
ZlllHbbv=103, ZlllHWWv=104, ZlllHotherv=105, ZlltHbbv=106, ZlltHWWv=107, ZlltHotherv=108,
ZttlHbbv=109, ZttlHWWv=110, ZttlHotherv=111, ZtttHbbv=112, ZtttHWWv=113, ZtttHotherv=114,
lostLeg=115 (when some truth decay information was lost),
other=0 (unwanted final states, where leptonic Z came from Higgs decay)
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Figure B.1: Acceptance of each truth final state in SROL3` (a), SROL4` (b), and SRTL (c), for
several wino mass points.



















































Figure B.2: Acceptance of targeted truth final states in SROL3` (a), SROL4` (b), and SRTL (c),
for several wino mass points.
Appendix C
Wino Search: SROL4` Object Matching
This section describes the optimization that went into matching leptons to reconstruct the trilepton
leg in SROL4`.
C.1 OL4` mZl optimization
Reconstructing the chargino mass is particularly challenging in the OL4` region. While the two
leptons from the Z decay are relatively easy to identify via the SFOS and m`` window requirements,
it is difficult to choose the correct lepton to pair with the Z to reconstruct the chargino. A particular
matching scheme may work well for some range of chargino masses but poorly for another. For
example, choosing the third lepton via minimizing ∆R(Z, `) has a high efficiency at low chargino
mass when the winos are boosted, but a low efficiency at high mass when the winos are nearly at
rest in the lab frame.
While many schemes were studied, the most promising was a “hybrid” method, which involves
using different schemes depending on the value of some proxy for the chargino mass. Ultimately,
the scalar sum of the all lepton transverse momenta, LT, was chosen as this mass proxy. The LT
distributions in the OL4` region are shown in Figure C.1 for a range of chargino masses. Below some
LT value, the third lepton is chosen via minimizing ∆R(Z, `). Above, the third lepton is chosen via
maximizing mZ`.
Figure C.2 shows the efficiency for choosing the correct three leptons for a range of chargino
masses and LT cuts. When calculating this correct lepton selection efficiency, events are only
considered if they have reconstructed all three leptons from a single chargino. This way, the hybrid
matching scheme actually has a chance of choosing the correct leptons.
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Figure C.1: The unit-normalized LT distributions for various wino masses in C1C1 OL4` event types
(as defined in Figure 6.2, before any of the event selections in Table 6.9 applied).
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Figure C.2: The correct lepton selection efficiency as a function of LT cut and wino mass in C1C1
OL4` event types (as defined in Figure 6.2, before any of the event selections in Table 6.9 applied).
The efficiency only considers events where all three leptons from a chargino decay are present at
reconstruction level and pass the signal lepton requirements. Below the LT cut on the y-axis, the
third lepton is chosen by minimizing ∆R(Z, `). Otherwise, the third lepton is chosen by maximizing
mZ`.
While informative, Figure C.2 does not indicate which value of the LT cut maximizes sensitivity.
Choosing the correct three leptons more often will increase the size of the mZ` resonance if the signal
is present, but the background must also be considered. A particular matching scheme may have a
lower efficiency for choosing the three correct leptons, but a higher signal significance if it pushes the
background away from the signal resonance. Also, events with incorrect Z` pairings and therefore
non-resonant mZ` values still contribute to the sensitivity in a shape fit. As a result, the optimal
matching scheme (and in the case of the hybrid method, the optimal LT cut) must be chosen using
the statistical power of HistFitter.
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C.2 HistFitter-based OL4` optimization
With no clear OL4` lepton matching choice that gives the best performance for all mass points,
it is useful to compare the exclusion limit potential of each choice by running through the full
HistFitter machinery. This was performed in SROL4` for each C1C1 mass point for the following
lepton matching schemes:
• minDR: choose lepton closest in ∆R to Z
• min: choose lepton to minimize mZ`
• max: choose lepton to maximize mZ`
• hybrid: if LT < LT cut, use minDR, else use max mZ`
• hybrid minmax: if LT <LT cut, use min mZ`, else use max mZ`
Different values are also tested for the LT cut, from 200 to 800 GeV. The results from these compar-
isons can be seen in Figure C.3, which shows the 95% CL upper limit on the C1C1 signal strength
σ/σSUSY for each of these schemes and for a range of wino mass points. There are two sets of error
bars on each point: one for ±1σ and one for ±2σ. Errors only include statistical uncertainties.
On each plot there is one filled point for each mass point. This filled point marks the lowest limit
achieved for this mass point, and is labeled “min” on the legend.
It can be seen that for a given mass point, the lepton matching scheme gives very little difference





































100 120 150 200
250 300 350 400
450 500 550 600












































100 120 150 200
250 300 350 400
450 500 550 600




Figure C.3: 95% CL upper limit on the signal strength σ/σSUSY for each C1C1 mass point in
SROL4`, for various lepton matching schemes. The numbers in the bin labels represent the LT cut
used for this scheme. On each plot there is one filled point for each mass point. This filled point
marks the lowest limit achieved for this mass point, and is labeled “min” on the legend.
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matching scheme is different for the low masses and the high masses. For this reason we additionally
consider the relative difference between each scheme and the best-performing scheme for each mass
point, to see if, for all mass points, one scheme performs similarly to each mass point’s preferred
scheme. This relative difference is shown in Figure C.4, where it is clear that for all mass points,
the limits achieved by hybrid550 are < 10% larger than the limits achieved by each mass point’s
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Figure C.4: Relative difference between each lepton matching scheme and the best-performing
scheme (“minimum”) for each C1C1 mass point.
Appendix D
Wino Search: Bin Size Optimization
It is crucial to optimize the bin width used in the mZ` distribution, to ensure that the discovery
potential of the shape fit used in this analysis is maximized. As explained in Appendix A, it is
important to balance the maximization of sensitivity against the assurance that there are enough
background statistics to avoid large uncertainties. Additionally, the full sensitivity can only be
appreciated by running a simultaneous fit of the signal and background in all SRs through the
full HistFitter machinery, to take into account correlations across SR types and mZ` bins. This,
however, is computationally time consuming and therefore would be very laborious to use as the
main procedure for optimizing bin width. For this reason the optimization is performed in two steps:
A first-pass optimization is performed by considering the sensitivity in individual mZ` bins, which
will be explained in Appendix D.1. Then the final optimization is chosen by comparing sensitivities
achieved in HistFitter, as explained in Appendix D.2.
D.1 Optimization Based On Individual Bins
The sensitivity metric ZN is computed in each bin of the mZ` distribution in each SR independently,
as shown using a 60 GeV binning in Figure D.1. It is reasonable to expect that this fixed binning
does not provide the best sensitivity, as it does not take advantage of the changing resolution of the
mass peak across the full mZ` range.
Figure D.2 shows the sensitivity that can be achieved by using a variable bin width. The
histograms are switched to a finer binning to better see the shapes of the signal. The ZN is then
maximized for each mass point by using the standard optimization function contained in the SciPy
software package [198]. It can be seen that in general, low mass points prefer narrower bins and
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Figure D.1: mZ` distributions with corresponding ZN ratio plots in each of the signal regions. This
ZN is computed using a 60 GeV window centered at the generated mass for each signal mass point.
high mass points prefer wider bins.
D.2 Optimization Based On HistFitter
It is useful to further optimize the bin sizes using the full statistical treatment from HistFitter.
This is particularly true because it is possible that a mass peak falls in two mZ` bins, and only
a statistical combination of these bins will show the true sensitivity of a signal. A comparison of
C1C1 exclusion limits was performed for each mass point using several bin width options. The bin
width that provides the best exclusion limit for a given mZ` range was then chosen. Because each
SR can have its own optimal binning (mostly driven by the varying amount of statistics), each SR
is optimized separately. Additionally, since the optimal binning for high mZ` will be coarse, fine
granularity bin widths are tested up to some reasonable maximum value as shown in Table D.1.
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Figure D.2: mZ` distributions with corresponding ZN ratio plots in each of the signal regions.
This ZN is computed by varying the window size centered at the generated mass until the ZN is
maximized.
The minimum for each binning tested is 90 GeV.
width [GeV] 15 21 31 41 51 65 91 182 910
maximum [GeV] 240 300 400 500 600 1000 1000 1000 1000
Table D.1: Bin widths tested, and the maximum mZ` value to which each width was tested. The
minimum mZ` value for each binning is 90 GeV.
Figure D.3 shows the upper limit on C1C1 signal strength σ/σSUSY for each mass point in each
SR. There are two sets of error bars on each point: one for ±1σ and one for ±2σ. Errors only include
statistical uncertainties. On each plot there is one filled point for each mass point. This filled point
marks the lowest limit achieved for this mass point, and is labeled “min” on the legend. These
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distributions clearly show that the exclusion potential is much better by using a shape fit rather
than a single bin fit, which is effectively shown in the limits to the far right of each distribution.
Additionally, the lower mass points benefit from a finer binning because of their finer resolution,
whereas the higher mass points prefer a coarser binning, due to the small amount of background
statistics in the regions where they dominate. It can also be seen that the relative performance of
each binning choice does not change much from SR to SR, so one binning scheme can be chosen for
all SRs.
There are some fluctuations between 15 and 20 GeV for the low mass points’ optimal bin width.
To avoid using a bin width smaller than the mass resolution of these points, the 20 GeV width is
chosen between 90 and 270 GeV. A 30 GeV width is chosen between 270 and 360 GeV, to cover
the optimal width for the 300 and 350 GeV mass points, and similarly a 40 GeV width is chosen
between 360 and 440 GeV.
Beyond 440 GeV, a second scan is performed over the full nominal mZ` distribution, to avoid the
changing maximum value performed in this scan as listed in Table D.1. The results of this scan be
seen in Figure D.4. This uses the chosen binning for mZ` < 440 GeV, so the bin widths shown here
are only valid between 440 and 1000 GeV. Since the chosen binning in this range will predominantly
affect the limits for the middle and high mass points, this scan compared upper limits set for masses
350 GeV and above.
These plots show that the lowest mass points in each SR and the high mass points in SRTL
are agnostic to bin width. The mid-range mass points achieve the best limits with a bin width
around 140 GeV. The chosen high-mZ` binning is therefore 140 GeV between 440 and 580 GeV,
and inclusive after that. The final mZ` binning is shown in Table D.2.






Table D.2: The chosen binning for the shape fit of the mZ` distribution.
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Figure D.3: Upper limit on C1C1 σ/σSUSY as a function of bin width, for each mass point in each
SR. Each tested bin spans an mZ` range from 90 GeV to the maximum given in Table D.1. There
are two sets of error bars on each point: one for ±1σ and one for ±2σ. Errors only include statistical
uncertainties. On each plot there is one filled point for each mass point. This filled point marks
the lowest limit achieved for this mass point, and is labeled “min” on the legend. In SROL4`, the
lepton closest in ∆R to the leptonic Z is assigned to the mZ` leg.
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Figure D.4: Upper limit on C1C1 σ/σSUSY as a function of bin width, for mass points 350 GeV
and above in each SR. Each tested bin spans an mZ` range from 440 to 1000 GeV. Below this, the
binning chosen from the first scan is used. The x-axis labels also show the total number of bins in
each SR given each high-mass bin width. There are two sets of error bars on each point: one for
±1σ and one for ±2σ. Errors only include statistical uncertainties. On each plot there is one filled
point for each mass point. This filled point marks the lowest limit achieved for this mass point, and
is labeled “min” on the legend. In SROL4`, the lepton closest in ∆R to the leptonic Z is assigned
to the mZ` leg.
Appendix E
Wino Search: Lepton ID Working Point
Comparison
In the wino search, several lepton ID working points (WPs) were considered to optimize signal
efficiency as well as true and fake lepton multiplicities. In this section, for ease and simplicity of CPU,
samples with each tested WP were only processed with mc16d, and only the largest backgrounds
(Z/γ∗+jets, WZ, and ZZ). Additionally, jobs scanned both electron and muon WPs at the same
time. In order to separate these effects, the distributions shown in the electron section have a muon
veto. The distributions in the muon section do not have an electron veto, because jobs were rerun
with the chosen electron WP. All distributions shown are in the preselection region.
E.1 Electrons
Medium and Tight likelihood electron WPs are compared here. Because of a difference in muon WP
between the job sets, distributions in this section have a muon veto.
Figure E.1 shows the truth and fake electron multiplicities for both Medium and Tight likelihood
WPs. The numbers in the legend show the mean of each distribution. Because of the muon veto,
all the distributions here are shifted to higher values (because there are no events with fewer than
3 electrons, whether real or fake). Here it is clear that there are very small differences (< 1%)
between Medium and Tight WPs in terms of average truth and fake electrons per event, so there is
no preference for one WP over the other.
Figure E.2 shows the signal efficiency in preselection for both Medium and Tight likelihood
electron WPs. Here the efficiency with the Medium WP is a few percent higher than that with
the Tight WP. Since there is no difference in the truth and fake electron multiplicities, this is a
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(d) Fake Tight electrons
Figure E.1: True and fake electron multiplicity for each WP choice. The numbers in the legend show
the mean of each distribution. There is no large difference in the truth or fake electron multiplicity
depending on WP scheme.
reasonable motivation to prefer the Medium likelihood WP over Tight.
E.2 Muons
Medium and HighPt likelihood muon WPs are compared here. The Medium electron WP is used
in both sets of jobs, so there is no electron veto in these distributions.
Figure E.3 shows the truth and fake muon multiplicities for both Medium and HighPt WPs.
The numbers in the legend show the mean of each distribution. Medium has roughly 20-25% more
truth muons per event than HighPt in all three major backgrounds. Medium also has roughly 25%
more fake muons per event than HighPt in Z/γ∗+jets (but the mean is still only 0.25), and for
WZ and ZZ the averages are identical for both Medium and HighPt. This suggests a preference
for Medium, since the Z/γ∗+jets yields in our SRs are actually quite small.
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Figure E.2: Signal efficiency as a function of signal mass (in GeV) for each WP choice in the
preselection region. There is a few-percent improvement in efficiency by using the Medium WP.
Figure E.4 shows the signal efficiency in preselection for both Medium and HighPt muon WPs.
Here the efficiency with the Medium WP is significantly higher than that with the HighPt WP,
across all chargino masses. This further confirms our decision to choose the Medium WP.
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Figure E.3: True and fake muon multiplicity for each WP choice. The numbers in the legend show
the mean of each distribution. The mean number of truth muons is 20-25% larger in Medium than
in HighPt for all three major backgrounds, and the mean number of fake muons is 25% larger in
Medium than in HighPt only for Z/γ∗+jets (where the mean is still only 0.25), and identical for
WZ and ZZ.
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Figure E.4: Signal efficiency as a function of signal mass (in GeV) for each WP choice in the
preselection region. There is a large improvement in efficiency by using the Medium WP.
Appendix F
Wino Search: Overlap Removal
This sections explains the decision to apply a pT-dependent heavy-flavor-aware overlap removal
scheme. In Release 20.7 it was standard to remove electrons and muons within ∆R(`, b−jet) ≤ 0.2
of a b-jet, since they were likely products of a semi-leptonic b-decay. However in Release 21, a
large drop in real electron efficiency at pT > 100 GeV was found to be due to this overlap removal
scheme, so it became standard to remove all jets within 0.2 of a lepton to regain electron efficiency.
An alternative proposal for analyses with real b-jets was a pT-dependent overlap removal scheme,
which favors b-jets with pT below 100 GeV and turns off the heavy-flavor dependency for b-jets
with larger pT. Since the wino signal can have real b-jets (from either a Higgs or Z decay), it is
worthwhile to compare these overlap removal schemes in terms of b-jet multiplicity, true and fake
electrons, and signal efficiency.
In this section, for ease and simplicity of CPU, samples with each OR scheme were only pro-
cessed with data17 and mc16d, and only the largest backgrounds (Z/γ∗+jets, WZ, and ZZ). All
distributions shown are in the preselection region.
The following nomenclature is used in this section. “HFS” refers to the “heavy-flavor selecting”
scheme, which rejects all leptons within 0.2 of a b-jet. “HFR” refers to the “heavy-flavor rejecting”
scheme, which rejects all jets (heavy flavor or otherwise) within 0.2 of a lepton. “pTD” refers to the
pT-dependent scheme: if the b-jet has pT < 100 GeV, do HFS; else do HFR.
Figure F.1 shows the b-jet multiplicity for each OR scheme. The numbers in the legend show
the mean of each distribution for ease of comparison. The differences in average b-jet multiplicity
are small at < 5% (usually closer to 3%). In terms of b-jet multiplicity, there is no strong preference
for any of these OR schemes.
Figure F.2 shows the pT distribution of the leading electron for each OR scheme. Here the drop
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(c) HFR
Figure F.1: b-jet multiplicity for each OR scheme. The numbers in the legend show the mean of
each distribution. There is no large difference in the b-jet multiplicity depending on OR scheme.
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(c) HFR
Figure F.2: Leading electron pT for each OR scheme. The inefficiency from HFS is clearly visible.
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Figure F.3: Signal efficiency as a function of chargino mass (in GeV) for each OR scheme. The
inefficiency from HFS is clearly visible.
in efficiency at high electron pT using HFS is clearly visible, which gives strong motivation to move
away from this scheme.
Figure F.3 shows the signal efficiency for each OR scheme. Here the drop in efficiency at high
electron pT using HFS is again clearly visible in the high mass points, which gives strong motivation
to move away from this scheme. There is no visible difference in efficiency between pTD and HFR.
Figure F.4 shows the true electron multiplicity for each OR scheme. The numbers in the legend
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Figure F.4: True electron multiplicity for each OR scheme. The numbers in the legend show the
mean of each distribution.
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Figure F.5: Fake electron multiplicity for each OR scheme. The numbers in the legend show the
mean of each distribution.
show the mean of each distribution. On average, HFR has roughly 6 or 7% more true electrons per
event than HFS, and < 1% more than pTD.
Figure F.5 shows the fake electron multiplicity for each OR scheme. The numbers in the legend
show the mean of each distribution. On average, HFR has roughly 10% more fake electrons per
event than HFS, and 4 or 5% more than pTD.
There is little difference in the performance of pTD and HFR, except in the fake electron mul-
tiplicity distributions where pTD has slightly fewer fakes than HFR. For this reason pTD is chosen
as the overlap removal scheme in this analysis.
Appendix G
Wino Search: Signal Contamination
This section describes the method by which a certain level of signal contamination is deemed ac-
ceptable in the CRs. The largest concern related to this effect is if a real low-mass signal appears
in data and contaminates a CR. In this case the normalization factor (NF) derived in this CR will
increase proportionately to the signal contamination (NF→NF(1+SCR/BCR)), and the targeted
process will consequently be overestimated in each SR. The total background estimate in an SR will
then increase by roughly B → B(1 + P ∗ SCR/BCR), where P is the relative SR contribution of the
background process being normalized. Then, if we estimate the sensitivity by S/
√
B, the sensitivity
decreases by roughly S/
√
B → S/√B(1 + P ∗ SCR/BCR)−1/2.
This estimate only considers the dominant background in a given SR and ignores the fact that
in each SR, the NFs will be combined from several estimated processes. However this effect should
be small since WZ is small in the 4` SRs, and ZZ is small in SROL3`.
Tables G.1 and G.2 show this effect for C1C1 signal contamination of several mass points, scaling
the ZN reported by RooStats according to the scheme above. It can be seen that there are no large
differences in the expected sensitivity for any mass point in any signal region because of signal
contamination in CRWZ or CRZZ. For signal mass points of 300 GeV or larger, the contamination
is small enough that the sensitivity does not change.
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SROL3` SROL4` SRTL
(P=62.1% WZ) (P=5.1% WZ) (P=1.3% WZ)
Signal
SCR SCR/BCR
Old ZN New ZN Old ZN New ZN Old ZN New ZN
mass [GeV] estimate estimate estimate estimate estimate estimate
100 2156.480 0.153 6.89 6.58 17.03 16.96 12.37 12.36
120 2340.440 0.166 9.32 8.87 22.29 22.19 22.48 22.46
150 784.930 0.056 4.78 4.70 12.89 12.88 14.80 14.79
300 38.000 0.003 4.32 4.32 6.25 6.25 9.94 9.94
Table G.1: Effect of signal contamination on estimated sensitivity in CRWZ. The total background
yield BCR is 14060.
SROL3` SROL4` SRTL
(P=3.5% ZZ) (P=28.9% ZZ) (P=41.7% ZZ)
Signal
SCR SCR/BCR
Old ZN New ZN Old ZN New ZN Old ZN New ZN
mass [GeV] estimate estimate estimate estimate estimate estimate
100 172.100 0.125 6.89 6.87 17.03 16.73 12.37 12.06
120 97.780 0.071 9.32 9.31 22.29 22.06 22.48 22.16
150 39.860 0.029 4.78 4.77 12.89 12.84 14.80 14.71
300 2.230 0.002 4.32 4.32 6.25 6.25 9.94 9.94
Table G.2: Effect of signal contamination on estimated sensitivity in CRZZ. The total background
yield BCR is 1382.
Appendix H
Wino search: 3` Region Optimization
This section describes how the regions with 3 leptons were defined and optimized. All signal distri-
butions in this section show C1C1 production with the nominal χ˜±1 BR.
Figure H.1 shows the expected yields of each background, assuming 140 fb−1, in SROL3` before
any cuts. It is clear that Z/γ∗+jets and Diboson3l, which is usually standard model WZ, are the
major 3` backgrounds. All the selections described in the following sections are designed to reject
these major backgrounds.
Wjets	 4.9 	(0.01%) 
SingleTop	 87.0 	(0.11%) 
Triboson	 171.0 	(0.22%) 
Higgs	 165.5 	(0.22%) 
OtherTop	 4.1 	(0.01%) 
ttV	 1098.3 	(1.44%) 
ttbar	 1154.1 	(1.51%) 
Diboson2l	 234.6 	(0.31%) 
Diboson4l	 5527.9 	(7.23%) 
Diboson3l	 29806.0 	(39.00%) 












Figure H.1: Expected yields of each background in SROL3`, before any cuts, assuming 140 fb−1.
No normalization factors are applied.
Table H.1 shows the raw MC yields in each 3` region for each background, given the cuts that
will be described in this section. CRttZ and VRttZ are shown here as well as the corresponding 4`
table in Appendix I. The important processes have enough raw events in each region such that the
186
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Process CRWZ CRttZ VRMet VRmTmin VRttZ SROL3`
WZ 1441584 12392 889417 59138 8239 6574
tt¯Z 95786 174498 147251 6827 120151 6904
Z/γ∗+jets 3413 388 1680 884 187 33
ZZ 511479 6046 119830 34040 3337 832
Triboson 30632 825 36939 4355 543 10662
Higgs 355970 13647 119140 5205 9956 3700
Other 3016 2921 4793 397 2137 477
Table H.1: Raw MC yields for each background process in each 3` region. CRttZ and VRttZ are
shown here as well as the corresponding 4` table in Appendix I.
Wino mass [GeV] CRWZ CRttZ VRMet VRmTmin VRttZ
100 14 4.8 19 3.7 8.1
120 16 9.0 14 24 17
150 5.3 10 5.0 24 24
200 1.8 6.9 2.7 16 16
300 0.27 2.1 0.8 4.8 5.1
400 0.07 0.7 0.3 1.9 1.6
500 0.02 0.3 0.1 0.8 0.6
600 0.00 0.1 0.0 0.3 0.3
700 0.00 0.1 0.0 0.1 0.1
800 0.00 0.0 0.0 0.0 0.0
Table H.2: Signal contamination as a percentage of total background yield in each 3` CR and VR.
analysis won’t be statistics limited. Table H.2 shows the amount of signal contamination in each 3`
CR and VR, including CRttZ and VRttZ which are again repeated in the corresponding 4` table.
The signal contamination is shown as a percentage of the total background yield in each region.
H.1 SROL3`
The major 3` backgrounds are Z/γ∗+jets and Diboson3l, so all selections in SROL3` are designed to
reduce these backgrounds. Figure H.2 shows the EmissT and m
min
T distributions, which show reason-
able promise in background rejection. In the EmissT distribution the background is predominantly at
lower values, as the expected EmissT is not large in Z/γ
∗+jets or WZ processes. In contrast, there is
a large amount of expected EmissT in OneLeg processes, which can be seen in Figure H.3 which shows
EmissT as a function of truth final state for each event that was reconstructed as OL3` for several
mass points. Moreover, Figure H.4 shows that the resolution of mZ` improves at higher E
miss
T values,
suggesting that a harder cut on EmissT favors events with a correctly reconstructed gaugino mass.
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The Diboson3l distribution in mminT has the expected edge near the W mass, and the Z/γ
∗+jets
distribution is predominantly at very small values of mminT , presumably because of the low E
miss
T .
There is no such edge in the signal mminT distribution, so this is also a promising variable. It was
explained in Section 6.5 why mminT is preferable to the standard mT definition. This can be seen
quantitatively in Figure H.5 which compares the two values for signal and background separately.
For signal, mT and m
min
T are often the same quantity, whereas for background, m
min
T more reliably
shows the expected kinematic edge at the W mass. An alternative mminT definition was tested,
which selects the minimum mT calculation in the same way as the standard mT definition, with
the additional requirement that there is a leftover SFOS lepton pair with m`` below 101 GeV.
The reasoning behind this definition is to leave a more plausibly physical lepton pair for the Z
candidate. However the sensitivity of this variable is not as high as the standard mT sensitivity,
since the background distribution shifts to higher values whereas the signal stays more or less the
same (since mminT is already usually the same as mT in signal as in Figure H.5). A comparison of
this alternate mminT and the standard m
min
T can be seen in Figure H.6.































Wjets SingleTopTriboson HiggsOtherTop ttV
ttbar Diboson2lDiboson4l Diboson3lZjets 100120 150300 500800
ATLAS Internal
-1
=13 TeV, 140.5 fbs
(a) EmissT































Wjets SingleTopTriboson HiggsOtherTop ttV
ttbar Diboson2lDiboson4l Diboson3lZjets 100120 150300 500800
ATLAS Internal
-1
=13 TeV, 140.5 fbs
(b) mminT
Figure H.2: Upper panel: EmissT (a) and m
min
T (b) distributions for signal and background. Lower
panel: Estimated sensitivity for each mass point obtained by the given lower cut on EmissT (a) and
mminT (b) with a flat 20% uncertainty.
Cuts on EmissT and m
min
T were chosen to optimize sensitivity while preserving enough statistics
for each signal and background. The distributions vary significantly as a function of chargino mass,
so a compromise was chosen that would work well for high masses without cutting out too much of
the low masses.
Figure H.7 shows S/
√
B as a function of lower cuts on mminT and E
miss
T for several mass points.
S/
√
B, where S is signal yield and B is background yield, is used as an estimate for sensitivity in





























































































































































Figure H.3: EmissT distribution as a function of truth final state for each event that was reconstructed
as OL3`, for several C1C1 mass points. The definitions of the truth final states can be found in
Appendix B. Most of the final states that are targeted in OL3` have real EmissT .
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these distributions. Note also that ultimately the sensitivity of this search will be determined by the
mZ` distributions, which is not accounted for in these 2D distributions. These are simply used to
determine the optimal cuts to remove background and maintain signal yields, with the understanding
that the final sensitivity may be different than the values obtained here. Here it is clear that the
maximum sensitivity for each mass point is achieved by very different cuts on mminT and E
miss
T , so
some compromise is necessary. The selections mminT > 125 GeV and E
miss
T > 150 GeV were chosen
as such a compromise, since they still have quite high sensitivities for the lower mass points, provide
maximum sensitivities for the mid-range mass points, and leave enough raw background events to
have enough statistics.
Since mZ` is the final discriminating variable of interest, it is interesting to compare the mZ`
distributions before and after these mminT and E
miss
T cuts. Figure H.8 shows this comparison. After
these cuts, the mZ` resolution in signal seems slightly improved, and the sensitivity is significantly
improved. Figure H.9 also shows the background composition after these cuts. It is clear that WZ
is now the dominant background, with ZZ and tt¯Z subdominant.





























































































































































































Figure H.4: EmissT as a function of mZ` for several mass points. The resolution of mZ` improves at
higher values of EmissT , especially for lower mass points.
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Figure H.5: mminT versus mT for various chargino mass points (a) - (f), as well as for standard model
WZ (g) and all backgrounds (h).
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Wjets (4.91) SingleTop (87.04)Triboson (171.69) Higgs (165.56)OtherTop (4.12) ttV (1098.74)
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Figure H.6: Upper panel: Standard mminT (a) and an alternate m
min
T (b) distributions for signal and
background. Lower panel: Estimated sensitivity for each mass point obtained by the given lower
cut on standard (a) and alternate (b) mminT with a flat 20% uncertainty.
















































































































































































B, where S is signal yield and B is background yield, with the given lower cuts on
mminT and E
miss
T , for several mass points. No normalization factors are applied to the background
yields.
H. Wino search: 3` Region Optimization 195































Wjets SingleTopTriboson HiggsOtherTop ttV
ttbar Diboson2lDiboson4l Diboson3lZjets 100120 150300 500800
ATLAS Internal
-1
=13 TeV, 140.5 fbs
(a) Before cuts

















=13 TeV, 139.0 fbs








Other (1.42) Triboson (9.41)
Higgs (0.50) ttZ (6.91)
Diboson4l (0.81) Diboson3l (31.74)
fakes (3.28) 100 (55.20)
120 (138.91) 150 (72.29)
300 (41.84) 500 (10.21)
800 (1.43)
(b) After cuts





panel: Estimated sensitivity for each mass point obtained with a 30 GeV window around the true
gaugino mass, with a flat 20% uncertainty.
Wjets	 0.4 	(0.01%) 
SingleTop	 6.9 	(0.22%) 
Triboson	 44.7 	(1.39%) 
Higgs	 17.7 	(0.55%) 
OtherTop	 2.7 	(0.08%) 
ttV	 270.6 	(8.39%) 
ttbar	 138.4 	(4.29%) 
Diboson2l	 5.8 	(0.18%) 
Diboson4l	 296.8 	(9.20%) 
Diboson3l	 2340.0 	(72.56%) 












Figure H.9: Expected yields of each background in SROL3l, assuming 140 fb−1. No normalization
factors are applied.
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H.2 CRWZ
As WZ is one of the main 3` backgrounds, it has a dedicated control region to constrain its predic-
tions using the method described in Section 6.7.
Referring again to Figure H.2, there is a clear region in mminT where WZ dominates. Applying
the cuts mminT > 50 GeV and m
min
T < 100 GeV already gives a region that has quite high WZ purity.
To increase this purity and reduce signal contamination, an additional cut of EmissT > 80 GeV is
applied. These cuts result in a WZ yield of 1441584 raw events, so there are plenty of statistics
to have a reliable normalization in this region. The resulting background yields can be seen in
Figure H.10, and the signal contamination can be seen in Table 6.11 (in Section 6.5). The maximum
C1C1, nominal χ˜±1 BR signal contamination comes from the 120 GeV mass point and has roughly
1777 expected events, which corresponds to 16% of the total background yield in this region.
It is possible to reduce the signal contamination in CRWZ by applying additional selections,
most notably dR(Z, `), the spatial separation between the leptonic Z and the third lepton. This
distribution can be seen for signal and background in Figure H.11. The lower panel on this plot
shows the signal contamination achieved by the given cut. While a cut of ∆R(Z, `) > 2.75 can result
in a maximum signal contamination of roughly 8%, it is not necessary to reduce the contamination
by this much because the SR sensitivity is still decent given the current signal contamination, as
discussed in Appendix G. So it was decided not to apply this cut since it will unnecessarily move
the CR away from the phase space of the SR.
Other	 71.6 	(1.14%) 
Triboson	 11.1 	(0.18%) 
Higgs	 18.3 	(0.29%) 
ttZ	 55.4 	(0.88%) 
Diboson4l	 381.2 	(6.05%) 
Diboson3l	 5577.3 	(88.50%) 








Figure H.10: Expected yields of each background in CRWZ, assuming 140 fb−1. No normalization
factors are applied.
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Figure H.11: Upper panel: Distribution of ∆R(Z, `) for signal and background in CRWZ. Lower
panel: signal contamination for a given cut on dR(Z, `).
H.3 VRMet and VRmTmin
Since SROL3` and CRWZ are separated by both EmissT and m
min
T cuts, it is useful to have regions to
validate the extrapolation in each of these variables. VRMet is the region used to extrapolate EmissT ,
and requires EmissT > 80 GeV and m
min
T < 100 GeV. VRmTmin is the region used to extrapolate
mminT , and requires E
miss
T < 80 GeV and m
min
T > 125 GeV. WZ is the dominant process in both of
these regions, as can be seen in Figure H.12.
Other	 72.4 	(2.82%) 
Triboson	 11.5 	(0.45%) 
Higgs	 14.9 	(0.58%) 
ttZ	 77.7 	(3.03%) 
Diboson4l	 75.0 	(2.92%) 
Diboson3l	 2238.9 	(87.19%) 









Other	 3.1 	(2.34%) 
Triboson	 1.0 	(0.76%) 
Higgs	 0.2 	(0.18%) 
ttZ	 3.4 	(2.58%) 
Diboson4l	 12.9 	(9.70%) 
Diboson3l	 106.8 	(80.39%) 









Figure H.12: Expected yields of each background in VRMet and VRmTmin, assuming 140 fb−1.
No normalization factors are applied.
Appendix I
Wino search: 4` Region Optimization
This section describes how the regions with 4 leptons were defined and optimized. All signal distri-
butions in this section show C1C1 production with the nominal χ˜±1 BR.
Figure I.1 shows the expected yields of each background, assuming 140 fb−1, in each signal region
before any cuts. Diboson4l, which is usually standard model ZZ, and tt¯Z are the major backgrounds
for final states with four or more leptons. All the selections described in the following sections are
designed to reject these major backgrounds.
Wjets	 0.0 	(0.00%) 
SingleTop	 0.1 	(0.00%) 
Triboson	 58.8 	(2.00%) 
Higgs	 52.6 	(1.79%) 
OtherTop	 0.2 	(0.01%) 
ttV	 47.3 	(1.61%) 
ttbar	 1.8 	(0.06%) 
Diboson2l	 0.2 	(0.01%) 
Diboson4l	 2754.1 	(93.81%) 
Diboson3l	 11.3 	(0.39%) 













Wjets	 0.0 	(0.00%) 
SingleTop	 0.0 	(0.00%) 
Triboson	 8.6 	(3.86%) 
Higgs	 8.0 	(3.61%) 
OtherTop	 0.3 	(0.13%) 
ttV	 68.7 	(30.88%) 
ttbar	 1.9 	(0.86%) 
Diboson2l	 0.1 	(0.06%) 
Diboson4l	 129.7 	(58.29%) 
Diboson3l	 2.6 	(1.15%) 













Figure I.1: Expected yields of each background in SROL4` (a), and SRTL (b), before any cuts,
assuming 140 fb−1. No normalization factors are applied.
Table I.1 shows the raw MC yields in each 4` region for each background, given the cuts that
will be described in this section. CRttZ and VRttZ are shown here as well as the corresponding
3` table in Appendix H. The important processes have enough raw events in each region such that
the analysis won’t be statistics limited. Table I.2 shows the amount of C1C1 nominal χ˜±1 BR signal
contamination in each 4` CR and VR, including CRttZ and VRttZ which are again repeated in the
corresponding 3` table. The signal contamination is shown as a percentage of the total background
198
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Process CRZZ CRttZ VRZZ VRttZ SROL4` SRTL
WZ 12 12392 33 8239 490 88
tt¯Z 1122 174498 4607 120151 12680 12094
Z/γ∗+jets 1 388 3 187 7 2
ZZ 786343 6046 450368 3337 16213 26622
Triboson 23846 825 16990 543 32169 8043
Higgs 2684 13647 3898 9956 70141 50804
Other 0 2921 3 2137 23 11
Table I.1: Raw MC yields for each background process in each 4` region. CRttZ and VRttZ are
shown here as well as the corresponding 3` table in Appendix H.
Wino mass [GeV] CRZZ CRttZ VRZZ VRttZ
100 12 4.8 16 8.1
120 6.4 9.0 34 17
150 2.5 10 16 24
200 1.0 6.9 5.8 16
300 0.2 2.1 0.7 5.1
400 0.0 0.7 0.1 1.6
500 0.0 0.3 0.1 0.6
600 0.0 0.1 0.0 0.3
700 0.0 0.1 0.0 0.1
800 0.0 0.0 0.0 0.0
Table I.2: Signal contamination as a percentage of total background yield in each 4` CR and VR.
yield in each region.
I.1 4`2Z optimization
One criterion that is applied (either as a selection or veto) to all regions with 4 or more leptons is
the 4`2Z criterion which was defined in Section 6.5. Several m`` window sizes were compared for the
Z candidate requirement, to optimize this criterion in terms of signal sensitivities and background
yields in the SRs, and background and signal yields in CRZZ. The windows compared are 10, 20,
30, and 40 GeV wide and centered at 91 GeV (i.e. the 10 GeV window has a range of 86 GeV to
96 GeV).
The mZ` distributions for each m`` window are shown for SROL4` in Figure I.2. Here it can be
seen that the size of the m`` window does little to change the mZ` sensitivity, but the sensitivity
is slightly higher for the larger m`` windows. Predictably, the signal and background yields also
decrease as m`` increases, since more events pass the 4`2Z criterion and are vetoed from this SR.
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Figure I.2: mZ` distributions for each tested m`` window in SROL4`.
The background yields for each m`` window are shown for SROL4` in Figure I.3. Here it can
be seen that ZZ dominates regardless of the m`` window, but its dominance decreases slightly with
larger m`` windows since more events pass the 4`2Z criterion.
The corresponding mZ` distributions and background yields for each m`` window in SRTL are
shown respectively in Figures I.4 and I.5. The overall lesson is the same here as it is in SROL4`;
the choice of m`` window does not change the sensitivities or yields by much. To reject as much ZZ
as possible from the SRs, the largest m`` window is chosen. Any event with a second Z candidate
within the m`` window [71,111] GeV is rejected from the SRs. This same criterion is now applied
to all regions with at least 4 leptons, except those in which ZZ is the targeted process.
The background yields for each m`` window are shown for CRZZ in Figure I.6. Here it is clear
that ZZ totally dominates regardless of the chosen m`` window. Not shown here, but the signal
contamination in CRZZ increases with m`` window, for the same reason that the yields decreased
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Wjets	 0.0 	(0.00%) 
SingleTop	 0.1 	(0.01%) 
Triboson	 54.5 	(3.46%) 
Higgs	 52.5 	(3.33%) 
OtherTop	 0.2 	(0.01%) 
ttV	 45.1 	(2.86%) 
ttbar	 1.8 	(0.11%) 
Diboson2l	 0.2 	(0.01%) 
Diboson4l	 1402.1 	(88.85%) 
Diboson3l	 11.3 	(0.71%) 













Wjets	 0.0 	(0.00%) 
SingleTop	 0.1 	(0.01%) 
Triboson	 51.9 	(4.99%) 
Higgs	 52.4 	(5.04%) 
OtherTop	 0.2 	(0.02%) 
ttV	 42.5 	(4.09%) 
ttbar	 1.7 	(0.17%) 
Diboson2l	 0.2 	(0.02%) 
Diboson4l	 869.3 	(83.60%) 
Diboson3l	 11.2 	(1.08%) 













Wjets	 0.0 	(0.00%) 
SingleTop	 0.1 	(0.01%) 
Triboson	 50.3 	(5.82%) 
Higgs	 52.3 	(6.05%) 
OtherTop	 0.2 	(0.02%) 
ttV	 41.0 	(4.75%) 
ttbar	 1.7 	(0.20%) 
Diboson2l	 0.2 	(0.02%) 
Diboson4l	 697.5 	(80.66%) 
Diboson3l	 11.1 	(1.28%) 













Wjets	 0.0 	(0.00%) 
SingleTop	 0.1 	(0.02%) 
Triboson	 49.1 	(6.30%) 
Higgs	 52.3 	(6.72%) 
OtherTop	 0.1 	(0.02%) 
ttV	 39.6 	(5.09%) 
ttbar	 1.7 	(0.22%) 
Diboson2l	 0.2 	(0.02%) 
Diboson4l	 613.9 	(78.89%) 
Diboson3l	 10.8 	(1.39%) 













Figure I.3: Expected background yields for each tested m`` window in SROL4`. No normalization
factors are applied.
in the SRs.
In VRZZ, to maintain similarity with the SRs, the upper limit on the m`` mass window is again
40 GeV, i.e. the Z candidate must be within [71,111] GeV. To maintain orthogonality with CRZZ,
VRZZ has an additional lower limit on the m`` mass window, meaning there is some minimum value
below which |m``,2 −mZ | is not accepted. The background yields for tested |m``,2 −mZ | minima
are shown for VRZZ in Figure I.7. Here it can be seen that the total yields are quite small for all
choices of m``,2 window, except that with a 10 GeV window minimum (with m`` values < 86 GeV or
> 96 GeV). For this reason the accepted values for the second Z candidate in VRZZ are [71,86] GeV
and [96,111] GeV. In other words, the m``,2 window in VRZZ is set to be [5,20] GeV.
I.2 SROL4`
Diboson4l (ZZ) is by far the dominant background in SROL4` so the selections in SROL4` are
primarily designed to reduce this background.
The effect of the 4`2Z veto in this region can be seen in Figure I.8. More than 50% of ZZ is
rejected, but other processes (including signal) are rarely rejected by this veto.
Another variable with discrimination power in SROL4` is EmissT , as can be seen in Figure I.9,
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Figure I.4: mZ` distributions for each tested m`` window in SRTL.
which shows the EmissT distribution after the 4`2Z veto. ZZ usually has small E
miss
T while many signal
final states that are targeted in SROL4` have true EmissT . This is demonstrated for several mass points
in Figure I.10 which shows the EmissT for individual truth final states, and summarized in Figure I.11
which shows the EmissT of all events targeted for, and reconstructed in, SROL4`. In SROL4`, the
EmissT cut is only applied to events with two pairs of same-flavor leptons, to effectively target ZZ
rejection. The breakdown of the flavor and sign of the two leptons which are not assigned to the
Z is shown in Figure I.12. This distribution is shown before (Figure I.12a) and after (Figure I.12b)
the EmissT cut which is only applied to events with two SF pairs, henceforth referred to as E
miss,SF
T .
The Emiss,SFT distribution before applying this cut is shown in Figure I.9b. Requiring E
miss,SF
T >
80 GeV corresponds roughly to the maximum sensitivity for the low mass points and it still provides
reasonable raw MC statistics in SROL4` for the major backgrounds.
Since mZ` is the final discriminating variable of interest, it is interesting to compare the mZ`
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Wjets	 0.0 	(0.00%) 
SingleTop	 0.0 	(0.00%) 
Triboson	 8.5 	(4.21%) 
Higgs	 8.0 	(4.00%) 
OtherTop	 0.3 	(0.15%) 
ttV	 68.2 	(33.96%) 
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Diboson4l	 88.2 	(49.33%) 
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OtherTop	 0.3 	(0.18%) 
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SingleTop	 0.0 	(0.00%) 
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OtherTop	 0.3 	(0.19%) 
ttV	 62.5 	(42.11%) 
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Figure I.5: Expected background yields for each tested m`` window in SRTL. No normalization
factors are applied.
distributions before and after these 4`2Z and Emiss,SFT requirements. Figure I.13 shows this com-
parison. After these cuts, the mZ` resolution in signal seems slightly improved, and the sensitivity
is significantly improved. Figure I.14 also shows the background composition after these cuts. It is
clear that ZZ is still the dominant background, with tt¯Z and Triboson subdominant.
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Figure I.6: Expected background yields for each tested m`` window in CRZZ. No normalization
factors are applied.
Wjets	 0.0 	(0.00%) 
SingleTop	 0.0 	(0.00%) 
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Diboson4l	 807.9 	(98.20%) 
Diboson3l	 0.4 	(0.05%) 
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Figure I.7: Expected background yields for each tested m`` window in VRZZ. No normalization
factors are applied.
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Figure I.8: Boolean describing if event satisfies 4`2Z criterion in SROL4`, before any cuts. 0 is false,
1 is true. A 4`2Z veto rejects more than half the ZZ events in this region.
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(a) All events
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(b) Events with 2 SF pairs
Figure I.9: EmissT distribution for SROL4` events after 4`2Z veto.





























































































































































Figure I.10: EmissT distribution as a function of truth C1C1 final state for each event that was
reconstructed as OL4`. The definitions of the truth final states can be found in Appendix B. Most
of the final states that are targeted in OL4` have real EmissT .
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=13 TeV, 140.5 fbs
Figure I.11: EmissT distribution for C1C1 final states which are targeted for, and reconstructed in,
SROL4`.
(a) Before Emiss,SFT cut (b) After E
miss,SF
T cut
Figure I.12: Flavor and sign breakdown for all SROL4` events after 4`2Z veto, for the two leptons
that are not assigned to the Z. The x-axis bins are the same for both distributions and are labeled
in Figure I.12b.
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(a) Before cuts
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Other (0.04) Triboson (26.44)
Higgs (15.43) ttZ (16.36)
Diboson4l (21.76) Diboson3l (0.36)
fakes (7.09) 100 (413.85)
120 (888.79) 150 (355.98)
300 (48.85) 500 (7.25)
800 (0.92)
(b) After cuts
Figure I.13: A comparison of mZ` distributions before (a) and after (b) E
miss,SF
T cut and 4`2Z veto
in SROL4`. Lower panel: Estimated sensitivity for each mass point obtained with a 30 GeV window
around the true gaugino mass, with a flat 20% uncertainty.
Other	 3.4 	(8.84%) 
Triboson	 7.6 	(19.50%) 
Higgs	 7.8 	(20.07%) 
ttZ	 7.9 	(20.38%) 
Diboson4l	 10.7 	(27.61%) 
Diboson3l	 0.3 	(0.72%) 








Figure I.14: Expected yields of each background in SROL4`, assuming 140 fb−1. No normalization
factors are applied.
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I.3 SRTL
Diboson4l (ZZ) is by far the dominant background in SRTL so the selections in SRTL are primarily
designed to reduce this background.
The effect of the 4`2Z veto in this region can be seen in Figure I.15. ZZ is the process with the
largest fraction of events that pass the 4`2Z criteria, so this veto performs well in SRTL.
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Figure I.15: Boolean describing if event satisfies 4`2Z criterion in SRTL, before any cuts. 0 is false,
1 is true.
While EmissT is a powerful discriminating variable in the OneLeg SRs, its performance is not as
strong in SRTL because there is not real EmissT in the signal final states which are targeted for SRTL.
The EmissT distribution for signal and background, and the corresponding sensitivity for various E
miss
T
cuts, is shown in Figure I.16.
Alternatively, the mZ` asymmetry which was defined in Equation 6.1 is expected to be small for
signal and more or less flat in background. This is indeed the case, as can be seen in Figure I.17.
Here, since signal is expected to be small and background to be flat, the sensitivity shown in the
lower panel is obtained by applying scanning values of upper cuts on the asymmetry, rather than the
standard lower cut. The upper cut that achieves maximum sensitivity is more or less independent
of mass point, and is chosen to be 0.1 as a compromise between sensitivity and MC statistics.
Since mZ` is the final discriminating variable of interest, it is interesting to compare the mZ`
distributions before and after these 4`2Z and mZ` asymmetry requirements. Figure I.18 shows
this comparison. After these cuts, the mZ` resolution in signal seems slightly improved, and the
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Figure I.16: EmissT distribution for SRTL events after 4`2Z veto.
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Figure I.17: mZ` asymmetry distribution for SRTL events after 4`2Z veto.
sensitivity is significantly improved. Figure I.19 also shows the background composition after these
cuts. It is clear that ZZ is still the dominant background, with tt¯Z subdominant.
I.4 CRZZ
The only criterion for the ZZ CR is the 4`2Z criterion, which is used as a selection in this region.
This selection has very high ZZ purity, which is shown in Figure I.20 (identical to Figure I.6b), and
results in a ZZ yield of 786343 raw MC events, so there are plenty of statistics to have a reliable
normalization in this region. It also has a maximum C1C1 nominal BR signal contamination of
roughly 128 events which corresponds to 12% of the background yield, from the 100 GeV mass point
(see Table 6.11 in Section 6.5 and Table I.2).
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Other (0.06) Triboson (2.64)
Higgs (3.61) ttZ (11.60)
Diboson4l (20.56) Diboson3l (0.04)
fakes (-0.26) 100 (112.76)
120 (431.40) 150 (222.85)
300 (37.98) 500 (6.44)
800 (0.64)
(b) After cuts
Figure I.18: A comparison of mZ` distributions before (a) and after (b) mZ` asymmetry cut and
4`2Z veto in SRTL. Lower panel: Estimated sensitivity for each mass point obtained with a 30 GeV
window around the true gaugino mass, with a flat 20% uncertainty.
Other	 1.2 	(6.06%) 
Triboson	 0.8 	(3.76%) 
Higgs	 1.6 	(7.88%) 
ttZ	 5.9 	(28.95%) 
Diboson4l	 10.6 	(52.37%) 
Diboson3l	 0.0 	(0.20%) 








Figure I.19: Expected yields of each background in SRTL, assuming 140 fb−1. No normalization
factors are applied.
Other	 0.2 	(0.03%) 
Triboson	 1.0 	(0.16%) 
Higgs	 0.1 	(0.01%) 
ttZ	 0.7 	(0.10%) 
Diboson4l	 648.7 	(99.09%) 
Diboson3l	 0.0 	(0.00%) 








Figure I.20: Expected yields of each background in CRZZ, assuming 140 fb−1. No normalization
factors are applied.
I. Wino search: 4` Region Optimization 212
I.5 VRZZ
The only criterion for the ZZ VR is the 4`2Z criterion, which is used as a selection in this region.
This selection has very high ZZ purity, which is shown in Figure I.21 (identical to Figure I.7a). It also
has a maximum C1C1 nominal BR signal contamination of roughly 220 events which corresponds
to 34% of the background yield, from the 120 GeV mass point (see Table 6.11 in Section 6.5 and
Table I.2).
I.6 CRttZ
With the effective rejection of ZZ from the 4`2Z criterion, tt¯+V becomes a significant background
in the 4` SRs. The composition of the tt¯+ V background is predominantly tt¯Z as shown in the pie
chart in Figure I.22. Most tt¯Z events have 2 b-jets from the top decays, so nb−jet ≥ 2 is required
for this region. A cut of EmissT ≥ 50 GeV is also required to increase tt¯Z purity against Z/γ∗+jets.
To reject signal events from this region, a selection is applied to the variable dR(b0, b1), which is
the angular separation between the leading and subleading b-jets in an event. This cut is designed
to reject events with b-jets from Higgs decays, which tend to be more collimated than b-jets from
tt¯ decays. A cut of dR(b0, b1) > 2.5 is chosen to optimize tt¯Z purity and statistics in the region.
The background yields and mZ` distribution, with corresponding signal contamination ratio plot,
in CRttZ are shown in Figures I.23 and I.24 respectively.
Wjets	 0.0 	(0.00%) 
SingleTop	 0.0 	(0.00%) 
Triboson	 5.8 	(0.70%) 
Higgs	 1.0 	(0.12%) 
OtherTop	 0.0 	(0.00%) 
ttV	 7.5 	(0.92%) 
ttbar	 0.1 	(0.01%) 
Diboson2l	 0.0 	(0.00%) 
Diboson4l	 807.9 	(98.20%) 
Diboson3l	 0.4 	(0.05%) 












Figure I.21: Expected yields of each background in VRZZ, assuming 140 fb−1. No normalization
factors are applied.
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ttZ	 897.9 	(95.77%) 
ttW	 32.8 	(3.49%) 




Figure I.22: Expected tt¯+ V yields split into tt¯Z, tt¯W , and tt¯γ, at preselection.
Other	 27.8 	(16.05%) 
Triboson	 0.3 	(0.19%) 
Higgs	 3.2 	(1.84%) 
ttZ	 94.6 	(54.63%) 
Diboson4l	 3.0 	(1.72%) 
Diboson3l	 32.4 	(18.71%) 








Figure I.23: Expected background yields in the CRttZ region, assuming 140 fb−1. No normalization
factors are applied.
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Figure I.24: mZ` distribution in the CRttZ region with corresponding signal contamination ratio
plot, assuming 140 fb−1. No normalization factors are applied.
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I.7 VRttZ
VRttZ utilizes cuts on the same variables as those used in CRttZ. A cut of nb−jets ≥ 2 is applied to
VRttZ to maintain good purity in this region. EmissT ≥ 50 GeV is also required to reduce Z/γ∗+jets.
A dR(b0, b1) window of 2.0 < dR(b0, b1) < 2.5 is applied in order to be kinematically between
CRttZ and the SRs, while maintaining good purity. The background yields and mZ` distribution,
with corresponding signal contamination ratio plot, in VRttZ are shown in Figures I.25 and I.26
respectively.
Other	 20.0 	(17.38%) 
Triboson	 0.1 	(0.07%) 
Higgs	 2.1 	(1.79%) 
ttZ	 63.3 	(55.08%) 
Diboson4l	 1.7 	(1.44%) 
Diboson3l	 21.0 	(18.32%) 








Figure I.25: Expected background yields in the VRttZ region, assuming 140 fb−1. No normalization
factors are applied.
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Figure I.26: mZ` distribution in the VRttZ region with corresponding signal contamination ratio
plot, assuming 140 fb−1. No normalization factors are applied.
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