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With the help of the Lenard recursion equations, we derive a new hierar-
chy of soliton equations associated with a 3×3 matrix spectral problem and
establish Dubrovin type equations in terms of the introduced trigonal curve
Km−1 of arithmetic genus m − 1. Basing on the theory of algebraic curve,
we construct the corresponding Baker–Akhiezer functions and meromorphic
functions on Km−1. The known zeros and poles for the Baker–Akhiezer func-
tion and meromorphic functions allow us to find their theta function repre-
sentations, from which algebro-geometric constructions and theta function
representations of the entire hierarchy of soliton equations are obtained.
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1. Introduction
The study of explicit solutions for various soliton equations has been very
important in modern mathematics with ramifications to several areas of mathe-
matics, physics and other sciences. As we all know, several systematic approaches
have been developed to obtain explicit solutions of the soliton equations such as
the inverse scattering transformation, the algebro-geometric method, the bilinear
transformation methods of Hirota, the Ba¨cklund and Darboux transformations,
and so on (see, e.g., [1–4] and references therein). Some interesting explicit so-
lutions have been found, including N -soliton solutions, peaked soliton solutions,
algebro-geometric (or finite-band, or quasi-periodic) solutions and others.
This work was supported by the National Natural Science Foundation of China (Grant
nos. 11331008 and 11171312).
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Algebro-geometric solutions of soliton equations reveal inherent structure
mechanism of solutions and describe the quasi-periodic behavior of nonlinear
phenomenon or characteristic for the integrability of soliton equation [2, 5]. In
recent years, based on the theory of the hyperelliptic curves, algebro-geometric
solutions of many soliton equations associated with the 2 × 2 matrix spectral
problems have been derived such as the KdV, nonlinear Schro¨dinger, mKdV,
sine-Gordon, Camassa–Holm, Toda lattice, and Ablowitz–Ladik equations, etc.
[2, 5–15]. However, there are very few studies on algebro-geometric solutions of
soliton equations associated with the 3× 3 matrix spectral problems, which are
more difficult and complicated because the theory of non-hyperelliptic and trig-
onal curves [16–20] is involved. In [7, 8] and [21–27], certain algebro-geometric
solutions of the Boussinesq equation related to a third-order differential operator
were found as special solutions of the Kadomtsev–Peiviashvili equation or by the
reduction theory of Riemann theta functions. In [28], a unified framework was
proposed which yields all algebro-geometric solutions of the entire Boussinesq
hierarchy related to the third-order spectral problem. In [29, 30], we give a sys-
tematic method to define the trigonal curve by the characteristic polynomial of
Lax matrix and develop the framework to deal with soliton equations associated
with the 3 × 3 matrix spectral problems, from which the algebro-geometric so-
lutions of some entire hierarchies are obtained, namely, the modified Boussinesq
hierarchy and the Kaup–Kupershmidt hierarchy.
The principle aim of the present paper is to construct algebro-geometric so-
lutions of a new hierarchy of soliton equations associated with a 3 × 3 matrix
spectral problem on the basis of the approaches used in [28–30] but different from
spectral problems considered in [28–30]. An obvious difference is that there is a
potential on the main diagonal, which is a big trouble for us to construct proper
meromorphic functions. However, we constructed the explicit theta function
representations of the corresponding Baker–Akhiezer function, the meromorphic
function, and the solutions of the associated nonlinear evolution equations.
The outline of the present paper is as follows. In Sec. 2, with the aid of
the Lenard recursion equations we construct a new hierarchy of soliton equa-
tions associated with a 3 × 3 matrix spectral problem. In Sec. 3, a trigonal
curve Km−1 of arithmetic genus m − 1 is introduced in terms of characteristic
polynomial of the Lax matrix, from which the stationary Baker–Akhiezer func-
tion and the associated meromorphic function are given on Km−1. In Sec. 4,
we present the explicit theta function representations of the stationary Baker–
Akhiezer function, the meromorphic function and, in particular, that of the poten-
tials u = (u12, u13, u23, u31, u32, v)T for the entire hierarchy of soliton equations.
Sec. 5 then extends the analysis of Secs. 3 and 4 to the time-dependent case.
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2. A New Hierarchy of Soliton Equations
In this section, we will derive a new hierarchy of soliton equations associated
with a 3× 3 matrix spectral problem
ψx = U(u, λ)ψ, ψ =
ψ1ψ2
ψ3
 , U =
λ− v u12 u131 −λ+ v u23
u31 u32 0
 , (2.1)
where the potential u = (u12, u13, u23, u31, u32, v)T , λ is a constant spectral pa-
rameter. To this end, we introduce two sets of Lenard recursion equations
Kgj = Jgj+1, gj+1 |u=0= 0, j ≥ 0, (2.2)
Kgˆj = Jgˆj+1, gˆj+1 |u=0= 0, j ≥ 0 (2.3)
with two starting points
g0 =
(
0 0 0 0 0 0 1 0
)T
, gˆ0 =
(
0 0 0 0 0 0 0 1
)T
, (2.4)
where the initial conditions are chosen so that the constants of integration are
zeros, and two operators are defined by
K =
∂+2v u32 u12u31 −u12u23 −u13 ∂u12 + u12∂ 0
u23 ∂+v 12u13u31 − u12 −12u13u23 0 ∂u13 + 12u13∂ −32u13
0 −1 ∂− v− 12u23u31 12u223 0 ∂u23 − 12u23∂ −32u23
0 0 −12u231 ∂−v+ 12u23u31 1 ∂u31 − 12u31∂ 32u31
−u31 0 12u31u32 u12 − 12u23u32 ∂+v ∂u32 + 12u32∂ 32u32
−1 0 u32− 12∂u31 12∂u23 −u23 −12(∂2 − 2∂v) −12∂
0 −u31 −u32 u13 u23 0 ∂

,
J =

2 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 −1 0 0 0 0
0 0 0 −1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 ∂ 0
0 −u31 −u32 u13 u23 0 ∂

.
Hence gj and gˆj are uniquely determined, for example, the first several members
read as
g1 =
(
1
2u12,x, u13,x, −u23,x, −u31,x, u32,x, v, u13u31 − u23u32
)T
,
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gˆ1 =
(
0, −32u13, 32u23, −32u31, 32u32, 0, 0
)T
,
g2 =
1
4
u12,xx + (vu12)x +
1
2
(u13,xu32 − u13u32,x)− 12u12(u23,xu31 − u23u31,x)
u13,xx+
1
2
u12,xu23+u12u23,x+2vu13,x+
3
2
u13vx+
1
2
u13(u23u31,x−u23,xu31−3u13u31+3u23u32)
u23,xx + u13,x − 12u23vx − 2vu23,x − 12u23(u23,xu31 − u23u31,x − 3u13u31 + 3u23u32)
u31,xx − u32,x − 12u31vx − 2vu31,x − 12u31(u23,xu31 − u23u31,x + 3u13u31 − 3u23u32)
u32,xx− 12u12,xu31−u12u31,x+2vu32,x+ 32vxu32− 12u32(u23,xu31−u23u31,x−3u13u31+3u23u32)
− 1
2
(u12 + vx − 2v2 + u13u31 + u23u32 + u23u31,x − u23,xu31)
u13,xu31 − u13u31,x + u23,xu32 − u23u32,x + 2v(u13u31 − u23u32) + u13u32 + u12u23u31
 ,
gˆ2 =

3
2 (u12u23u31 − u13u32)− 32 (u13,x + vu13 + u12u23 − u13u23u31)− 32 (u23,x − vu23 + u13 − u223u31)
3
2 (u31,x − vu31 − u32 + u23u231)
3
2 (u32,x + vu32 − u12u31 + u23u31u32)− 32u23u31− 32 (u13u31 + u23u32)

.
It is easy to see that
kerJ = {α0g0 + β0gˆ0 | ∀α0, β0 ∈ R}.
In order to generate a hierarchy of evolution equations associated with spectral
problem (2.1), we have to solve the stationary zero-curvature equation
Vx − [U, V ] = 0, V = (Vij)3×3. (2.5)
Equation (2.5) can be written in the form
V11,x + V12 + u31V13 − u12V21 − u13V31 = 0,
V22,x − V12 + u12V21 + u32V23 − u23V32 = 0,
V33,x − u31V13 − u32V23 + u13V31 + u23V32 = 0,
V12,x − 2λV12 + 2vV12 + u12(V11 − V22) + u32V13 − u13V32 = 0,
V13,x − λV13 + vV13 + u13(V11 − V33) + u23V12 − u12V23 = 0,
V21,x + 2λV21 − 2vV21 + V22 − V11 + u31V23 − u23V31 = 0,
V23,x + λV23 − vV23 + u23(V22 − V33)− V13 + u13V21 = 0,
V31,x + λV31 − vV31 + u31(V33 − V11)− u32V21 + V32 = 0,
V32,x − λV32 + vV32 + u32(V33 − V22)− u31V12 + u12V31 = 0,
(2.6)
where each entry Vij = Vij(a, b, c, d, e, f, h) is a Laurent expansion in λ:
V11 = λf + 12((∂ − 2v)f + u31c− u23d− h), V12 = a+ u12f, V13 = b+ u13f,
V21 = f, V22 = −λf − 12((∂ − 2v)f + u31c− u23d+ h), V23 = c+ u23f,
V31 = d+ u31f, V32 = e+ u32f, V33 = h,
(2.7)
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with
(a, b, c, d, e, f, h) =
∑
j≥0
(aj , bj , cj , dj , ej , fj , hj)λ−j . (2.8)
A direct calculation shows that (2.6) and (2.7) imply the Lenard equation
KG = λJG, G = (a, b, c, d, e, f, h)T . (2.9)
Substituting (2.7), (2.8) into (2.6) and collecting the terms with the same powers
of λ, we arrive at the recursion relation
KGj = JGj+1, JG0 = 0, (2.10)
where Gj = (aj , bj , cj , dj , ej , fj , hj)T . It is easy to see that gj , gˆj determined by
(2.2), (2.3) and Gj satisfy (2.10). Then Gj can be expressed as
Gj = α0gj + β0gˆj + . . .+ αjg0 + βj gˆ0, j ≥ 0, (2.11)
where αj and βj are arbitrary constants.
Let ψ satisfy the spectral problem (2.1) and the auxiliary problem
ψtr = V˜
(r)ψ, V˜ (r) = (V˜ (r)ij )3×3, (2.12)
where each entry V˜ (r)ij = V˜ij(a˜
(r), b˜(r), c˜(r), d˜(r), e˜(r), f˜ (r), h˜(r)),
(a˜(r), b˜(r), c˜(r), d˜(r), e˜(r), f˜ (r), h˜(r)) =
r∑
j=0
(a˜j , b˜j , c˜j , d˜j , e˜j , f˜j , h˜j)λ(r−j), (2.13)
and G˜j = (a˜j , b˜j , c˜j , d˜j , e˜j , f˜j , h˜j)T is determined by
G˜j = α˜0gj + β˜0gˆj + . . .+ α˜jg0 + β˜j gˆ0, j ≥ 0.
Then the compatibility condition of (2.1) and (2.12) yields the zero-curvature
equation Utr−V˜ (r)x +[U, V˜ (r)] = 0, which is equivalent to the hierarchy of nonlinear
evolution equations
utr = Xr, r ≥ 0, (2.14)
where the vector fields Xj = X(u; α˜(j), β˜
(j)
) = P (KG˜j) = P (JG˜j+1), P is the
projective map χ = (χ(1), χ(2), χ(3), χ(4), χ(5), χ(6), χ(7))T → (χ(1), χ(2), χ(3), χ(4),
χ(5), χ(6))T , and α˜(j) = (α˜0, . . . , α˜j), β˜
(j)
= (β˜0, . . . , β˜j), which are constant vec-
tors different from α(j) = (α0, . . . , αj), β(j) = (β0, . . . , βj).
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The first nontrivial equation in the above hierarchy under condition (i): β˜0 =
β˜1 = 0 is that
u12,t = α˜0(12u12,xx + 2(vu12)x + u13,xu32 − u13u32,x − u12(u23,xu31 − u23u31,x))
+α˜1u12,x,
u13,t = α˜0(u13,xx + 12u12,xu23 + u12u23,x + 2vu13,x +
3
2u13vx +
1
2u13(u23u31,x
−u23,xu31 − 3u13u31 + 3u23u32)) + α˜1u13,x,
u23,t = −α˜0(u23,xx + u13,x − 12u23vx − 2vu23,x − 12u23(u23,xu31 − u23u31,x
−3u13u31 + 3u23u32)) + α˜1u23,x,
u31,t = −α˜0(u31,xx − u32,x − 12u31vx − 2vu31,x − 12u31(u23,xu31 − u23u31,x
+3u13u31 − 3u23u32)) + α˜1u31,x,
u32,t = α˜0(u32,xx − 12u12,xu31 − u12u31,x + 2vu32,x + 32vxu32 − 12u32(u23,xu31
−u23u31,x − 3u13u31 + 3u23u32)) + α˜1u32,x,
vt = −12 α˜0(u12 + vx − 2v2 + u13u31 + u23u32 + u23u31,x − u23,xu31)x + α˜1vx,
(2.15)
and under condition (ii): α˜0 = 0 is that
u12,t = α˜1u12,x + 3β˜0(u12u23u31 − u13u32),
u13,t = (α˜1 − 32 β˜0)u13,x − 32 β˜0(vu13 + u12u23 − u13u23u31)− 32 β˜1u13,
u23,t = (α˜1 + 32 β˜0)u23,x − 32 β˜0(vu23 − u13 + u223u31)− 32 β˜1u23,
u31,t = (α˜1 − 32 β˜0)u31,x + 32 β˜0(vu31 + u32 − u23u231) + 32 β˜1u31,
u32,t = (α˜1 + 32 β˜0)u32,x +
3
2 β˜0(vu32 − u12u31 + u23u31u32) + 32 β˜1u32,
vt = α˜1vx − 32 β˜0(u23u31)x.
(2.16)
3. The Stationary Baker–Akhiezer Function
In this section, we introduce the stationary Baker–Akhiezer function and the
associated meromorphic function. Then we derive the system of Dubrovin-type
differential equations. Let us consider the stationary equations Xn = 0, n ≥ 0,
which are equivalent to the stationary zero-curvature equations V (n)x = [U, V (n)],
V (n) = (λnV )+ = (V
(n)
ij )3×3, V
(n)
ij =
n∑
k=0
Vij,kλ
n−k where Vij,k are determined by
(2.7) and (2.11). A direct calculation shows that the matrix yI−V (n) also satisfies
the stationary zero-curvature equation. Then the characteristic polynomials of
the Lax matrix V (n), Fm(λ, y) = det(yI − V (n)), are independent constants of x
and have the expansion
det(yI − V (n)) = y3 + ySm(λ)− Tm(λ), (3.1)
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where Sm(λ) and Tm(λ) are the polynomials of λ with the constant coefficients:
Sm(λ) =
∣∣∣∣∣V (n)11 V (n)12V (n)21 V (n)22
∣∣∣∣∣+
∣∣∣∣∣V (n)11 V (n)13V (n)31 V (n)33
∣∣∣∣∣+
∣∣∣∣∣V (n)22 V (n)23V (n)32 V (n)33
∣∣∣∣∣
= −α20λ2n+2 − 2α0α1λ2n+1 + · · · ,
Tm(λ) =
∣∣∣∣∣∣∣
V
(n)
11 V
(n)
12 V
(n)
13
V
(n)
21 V
(n)
22 V
(n)
23
V
(n)
31 V
(n)
32 V
(n)
33
∣∣∣∣∣∣∣
= −α20β0λ3n+2 − (α20β1 + 2α0α1β0)λ3n+1
−(α20β2 + 2α0α1β1 + 2α0α2β0 + α21β0 − 14β30)λ3n + . . . .
(3.2)
It is easy to see the following fact.
Tm(λ) is a polynomial of degree 3n+ 2 with respect to λ as α0β0 6= 0. Then
Fm(λ, y) = 0 naturally leads to a trigonal curve
Km−1 : Fm(λ, y) = y3 + ySm(λ)− Tm(λ) = 0 (3.3)
with m = 3n + 2. For the sake of convenience, we denote the compactifica-
tion of the curve Km−1 by the same symbol Km−1. Thus, Km−1 becomes a
three-sheeted Riemann surface of arithmetic genus m − 1 if it is nonsingular
or smooth. Here nonsingular means that at each point P ′ = (λ′, y′) ∈ Km−1,
(∂Fm(λ,y)∂λ ,
∂Fm(λ,y)
∂y ) |(λ,y)=(λ′,y′) 6= (0, 0) holds. For m ≥ 4, these curves are typ-
ically non-hyperelliptic. The point P on Km−1 is represented as the pair P =
(λ, y(P )) satisfying (3.3), particularly, P∞j = (∞j ,∞j), j = 1, 2, 3, are the points
at infinity. The complex structure on Km−1 is defined in the usual way by intro-
ducing the local coordinates ζQ = λ−λQ near the points Q = (λQ, y(Q)) ∈ Km−1
which are neither branch nor singular points of Km−1. However, a trigonal curve
of degree m = 3n+ 2 has three infinity points P∞1 , P∞2 , P∞3 with local coordi-
nates λ = ζ−1; similarly at other branch and singular points of Km−1.
We now introduce the stationary Baker–Akhiezer function
ψx(P, x, x0) = U(u(x);λ(P ))ψ(P, x, x0),
V (n)(u(x);λ(P ))ψ(P, x, x0) = y(P )ψ(P, x, x0),
ψ3(P, x0, x0) = 1, P = (λ, y) ∈ Km−1 \ {P∞1 , P∞2 , P∞3}, x ∈ C.
(3.4)
Closely related to ψ(P, x, x0) are the two meromorphic functions φ2(P, x) and
φ3(P, x) on Km−1 defined by
φ2(P, x) =
ψ1(P, x, x0)
ψ3(P, x, x0)
, P ∈ Km−1, x ∈ C, (3.5)
φ3(P, x) =
ψ2(P, x, x0)
ψ3(P, x, x0)
, P ∈ Km−1, x ∈ C. (3.6)
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Using (3.4), a direct calculation shows that
φ2 =
yV
(n)
12 + Cm
yV
(n)
32 +Am
=
F
y2V
(n)
12 − yCm +Dm
=
y2V
(n)
32 − yAm +Bm
E
, (3.7)
φ3 =
yV
(n)
21 + Cm
yV
(n)
31 +Am
=
F
y2V
(n)
21 − yCm +Dm
=
y2V
(n)
31 − yAm + Bm
−E , (3.8)
where
Am = V
(n)
12 V
(n)
31 − V (n)11 V (n)32 ,
Bm = V
(n)
32 (V
(n)
22 V
(n)
33 − V (n)23 V (n)32 ) + V (n)31 (V (n)12 V (n)33 − V (n)13 V (n)32 ),
Cm = V
(n)
13 V
(n)
32 − V (n)12 V (n)33 ,
Dm = V
(n)
12 (V
(n)
11 V
(n)
22 − V (n)12 V (n)21 ) + V (n)13 (V (n)11 V (n)32 − V (n)12 V (n)31 ),
(3.9)
Am = V (n)21 V (n)32 − V (n)22 V (n)31 ,
Bm = V (n)31 (V (n)11 V (n)33 − V (n)13 V (n)31 ) + V (n)32 (V (n)21 V (n)33 − V (n)23 V (n)31 ),
Cm = V (n)23 V (n)31 − V (n)21 V (n)33 ,
Dm = V (n)21 (V (n)11 V (n)22 − V (n)12 V (n)21 ) + V (n)23 (V (n)22 V (n)31 − V (n)21 V (n)32 ),
(3.10)
E = V (n)32 (V
(n)
21 V
(n)
32 − V (n)22 V (n)31 ) + V (n)31 (V (n)11 V (n)32 − V (n)12 V (n)31 ),
F = V (n)12 (V
(n)
12 V
(n)
23 − V (n)13 V (n)22 ) + V (n)13 (V (n)12 V (n)33 − V (n)13 V (n)32 ),
F = V (n)23 (V (n)21 V (n)33 − V (n)23 V (n)31 ) + V (n)21 (V (n)13 V (n)21 − V (n)11 V (n)23 ).
(3.11)
We can easily show that among the polynomials Am, Bm, Cm, Dm,Am,Bm, Cm,
Dm, E, F,F , Sm, Tm there exist various interrelationships, some of which are listed
below:
V
(n)
32 F = V
(n)
12 Dm − (V (n)12 )2Sm − C2m,
AmF = (V
(n)
12 )
2Tm + CmDm,
(3.12)
V
(n)
12 E = V
(n)
32 Bm − (V (n)32 )2Sm −A2m,
CmE = (V
(n)
32 )
2Tm +AmBm,
(3.13)
V
(n)
12 Bm + V
(n)
32 Dm − V (n)32 V (n)12 Sm +AmCm = 0,
V
(n)
32 V
(n)
12 Tm + V
(n)
12 AmSm + V
(n)
32 CmSm −BmCm −AmDm = 0,
V
(n)
12 AmTm + V
(n)
32 CmTm + EF −BmDm = 0,
(3.14)
V
(n)
31 F = V (n)21 Dm − (V (n)21 )2Sm − C2m,
AmF = (V (n)21 )2Tm + CmDm,
(3.15)
−V (n)21 E = V (n)31 Bm − (V (n)31 )2Sm −A2m,
−CmE = (V (n)31 )2Tm +AmBm,
(3.16)
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V
(n)
21 Bm + V (n)31 Dm − V (n)31 V (n)21 Sm +AmCm = 0,
V
(n)
31 V
(n)
21 Tm + V
(n)
21 AmSm + V (n)31 CmSm − BmCm −AmDm = 0,
V
(n)
21 AmTm + V (n)31 CmTm − EF − BmDm = 0,
(3.17)
Ex = −u31(2V (n)32 Sm − 3Bm) + u32(2V (n)31 Sm − 3Bm),
V
(n)
12 Fx = [3(λ− v)V (n)12 − 3u12V (n)11 ]F + (u12V (n)13 − u13V (n)12 )(2V (n)12 Sm − 3Dm),
V
(n)
21 Fx = [−3(λ− v)V (n)21 − 3V (n)22 ]F + (V (n)23 − u23V (n)21 )(2V (n)21 Sm − 3Dm).
(3.18)
Next we introduce the holomorphic map ∗, changing sheets, which is defined
by
∗ :
{ Km−1 → Km−1
P = (λ, yi(λ))→ P ∗ = (λ, yi+1(mod3)(λ)), i = 0, 1, 2,
P ∗∗ := (P ∗)∗, etc.,
(3.19)
where yi(λ), i = 0, 1, 2, denote the three branches of y(P ) satisfying Fm(λ, y) = 0,
namely,
(y − y0(λ))(y − y1(λ))(y − y2(λ)) = y3 + ySm(λ)− Tm(λ) = 0. (3.20)
From (3.20), we can easily get
y0 + y1 + y2 = 0,
y0y1 + y0y2 + y1y2 = Sm(λ),
y0y1y2 = Tm(λ),
y20 + y
2
1 + y
2
2 = −2Sm(λ),
y30 + y
3
1 + y
3
2 = 3Tm(λ),
y20y
2
1 + y
2
0y
2
2 + y
2
1y
2
2 = S
2
m(λ).
(3.21)
Then the further properties of φ2(P, x), φ3(P, x) and ψ3(P, x, x0) are summarized
in:
Lemma 3.1. Assume (3.4)–(3.6), P = (λ, y(P )) ∈ Km−1 \ {P∞1 , P∞2 , P∞3},
and let (λ, x, x0) ∈ C3. Then
φ2,x(P, x) + u31(x)φ22(P, x) + u32(x)φ2(P, x)φ3(P, x)
−(λ− v)φ2(P, x)− u12(x)φ3(P, x)− u13 = 0, (3.22)
φ3,x(P, x) + u32(x)φ23(P, x) + u31(x)φ2(P, x)φ3(P, x)
+(λ− v)φ2(P, x)− φ2(P, x)− u23(x) = 0, (3.23)
φ2(P, x)φ2(P ∗, x)φ2(P ∗∗, x) = −F (λ, x)
E(λ, x)
, (3.24)
φ3(P, x)φ3(P ∗, x)φ3(P ∗∗, x) =
F(λ, x)
E(λ, x)
, (3.25)
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φ2(P, x) + φ2(P ∗, x) + φ2(P ∗∗, x) = −2V
(n)
32 (λ, x)Sm(λ)− 3Bm(λ, x)
E(λ, x)
= [
Ex(λ, x)
E(λ, x)
+ 3u32(x)
V
(n)
33 (λ, x)
V
(n)
32 (λ, x)
]
V
(n)
32 (λ, x)
u31(x)V
(n)
32 (λ, x)− u32(x)V (n)31 (λ, x)
,
(3.26)
φ3(P, x) + φ3(P ∗, x) + φ3(P ∗∗, x) =
2V (n)31 (λ, x)Sm(λ)− 3Bm(λ, x)
E(λ, x)
= −[Ex(λ, x)
E(λ, x)
+ 3u31(x)
V
(n)
33 (λ, x)
V
(n)
31 (λ, x)
]
V
(n)
31 (λ, x)
u31(x)V
(n)
32 (λ, x)− u32(x)V (n)31 (λ, x)
,
(3.27)
u31(x)[φ2(P, x) + φ2(P ∗, x) + φ2(P ∗∗, x)] + u32(x)[φ3(P, x) + φ3(P ∗, x)
+φ3(P ∗∗, x)] =
Ex(λ, x)
E(λ, x)
,
(3.28)
1
φ2(P, x)
+
1
φ2(P ∗, x)
+
1
φ2(P ∗∗, x)
=
[3(λ− v)V (n)12 (λ, x)− 3u12(x)V (n)11 (λ, x)]F (λ, x)− V (n)12 (λ, x)Fx(λ, x)
[u12(x)V
(n)
13 (λ, x)− u13(x)V (n)12 (λ, x)]F (λ, x)
,
(3.29)
1
φ3(P, x)
+
1
φ3(P ∗, x)
+
1
φ3(P ∗∗, x)
= − [3(λ− v)V
(n)
21 (λ, x) + 3V
(n)
22 (λ, x)]F(λ, x) + V (n)21 (λ, x)Fx(λ, x)
[V (n)23 (λ, x)− u23(x)V (n)21 (λ, x)]F(λ, x)
,
(3.30)
φ2(P, x)
φ3(P, x)
+
φ2(P ∗, x)
φ3(P ∗, x)
+
φ2(P ∗∗, x)
φ3(P ∗∗, x)
=
V
(n)
23 (λ, x)
V
(n)
21 (λ, x)
V
(n)
21 (λ, x)Fx(λ, x) + 3[(λ− v)V (n)21 (λ, x) + V (n)22 (λ, x)]F(λ, x)
[V (n)23 (λ, x)− u23(x)V (n)21 (λ, x)]F(λ, x)
−3V
(n)
22 (λ, x)
V
(n)
21 (λ, x)
,
(3.31)
φ3(P, x)
φ2(P, x)
+
φ3(P ∗, x)
φ2(P ∗, x)
+
φ3(P ∗∗, x)
φ2(P ∗∗, x)
=
V
(n)
13 (λ, x)
V
(n)
12 (λ, x)
V
(n)
12 (λ, x)Fx(λ, x)− 3[(λ− v)V (n)12 (λ, x)− u12(x)V (n)11 (λ, x)]F (λ, x)
[u12(x)V
(n)
13 (λ, x)− u13(x)V (n)12 (λ, x)]F (λ, x)
−3V
(n)
11 (λ, x)
V
(n)
12 (λ, x)
,
(3.32)
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ψ3(P, x, x0) = exp
( x∫
x0
[u31(x′)φ2(P, x′) + u32(x′)φ3(P, x′)]dx′
)
, (3.33)
ψ3(P, x, x0)ψ3(P ∗, x, x0)ψ3(P ∗∗, x, x0) =
E(λ, x)
E(λ, x0)
. (3.34)
Due to the observation of (2.11) and (3.11), one infers that E, F and F are
polynomials with respect to λ of degree m− 1. Hence we can write them in the
form
E(λ, x) = 2α30u31(x)u32(x)
m−1∏
j=1
(λ− µj(x)), (3.35)
F (λ, x) = α30u12(x)u13(x)
m−1∏
j=1
(λ− νj(x)), (3.36)
F(λ, x) = −α30u23(x)
m−1∏
j=1
(λ− ξj(x)), (3.37)
where α0 6= 0.
Defining
µˆj(x) =
(
µj(x), y(µˆj(x))
)
=
(
µj(x),− Am(µj(x), x)
V
(n)
32 (µj(x), x)
)
=
(
µj(x),− Am(µj(x), x)
V
(n)
31 (µj(x), x)
)
∈ Km−1,
(3.38)
νˆj(x) =
(
νj(x), y(νˆj(x))
)
=
(
νj(x),− Cm(νj(x), x)
V
(n)
12 (νj(x), x)
)
∈ Km−1, (3.39)
ξˆj(x) =
(
ξj(x), y(ξˆj(x))
)
=
(
ξj(x),− Cm(ξj(x), x)
V
(n)
21 (ξj(x), x)
)
∈ Km−1,
1 ≤ j ≤ m− 1, x ∈ C,
(3.40)
it is easy to see that the two representations of µˆj(x) are equivalent. In fact,
E|λ=µj(x) = [(V (n)32 )2V (n)21 + V (n)31 V (n)32 (V (n)11 − V (n)22 )− (V (n)31 )2V (n)12 ]|λ=µj(x)
= [V (n)32 (µj(x), x)Am(µj(x), x)− V (n)31 (µj(x), x)Am(µj(x), x)] = 0,
which means Am(µj(x), x)
V
(n)
31 (µj(x), x)
=
Am(µj(x), x)
V
(n)
32 (µj(x), x)
.
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The dynamics of the zeros {µj(x)}j=1,...,m−1, {νj(x)}j=1,...,m−1 and {ξj(x)}j=1,...,m−1
of E, F and F with respect to x can be described by the first-order system of
nonlinear differential equations also called Dubrovin-type equations.
Lemma 3.2. Suppose the zeros {µj(x)}j=1,...,m−1, {νj(x)}j=1,...,m−1 and
{ξj(x)}j=1,...,m−1 of E(λ, x), F (λ, x) and F(λ, x) remain distinct.
Then {µj(x)}j=1,...,m−1, {νj(x)}j=1,...,m−1 and {ξj(x)}j=1,...,m−1 satisfy the
system of differential equations
µj,x(x) =
u32(x)V
(n)
31 (µj(x), x)− u31(x)V (n)32 (µj(x), x)
2α30u31(x)u32(x)
× [3y
2(µˆj(x)) + Sm(µj(x))]
m−1∏
k=1
k 6=j
(µj(x)− µk(x))
, 1 ≤ j ≤ m− 1, (3.41)
νj,x(x) =
u12(x)V
(n)
13 (νj(x), x)− u13(x)V (n)12 (νj(x), x)
α30u12(x)u13(x)
× [3y
2(νˆj(x)) + Sm(νj(x))]
m−1∏
k=1
k 6=j
(νj(x)− νk(x))
, 1 ≤ j ≤ m− 1, (3.42)
ξj,x(x) =
u23(x)V
(n)
21 (ξj(x), x)− V (n)23 (ξj(x), x)
α30u23(x)
× [3y
2(ξˆj(x)) + Sm(ξj(x))]
m−1∏
k=1
k 6=j
(ξj(x)− ξk(x))
, 1 ≤ j ≤ m− 1. (3.43)
P r o o f. Substituting λ = µj(x) into (3.13) and (3.16), we arrive at
(V (n)32 (µj(x), x))
2Sm(µj(x))− V (n)32 (µj(x), x)Bm(µj(x), x) +A2m(µj(x), x) = 0,
(V (n)31 (µj(x), x))
2Sm(µj(x))− V (n)31 (µj(x), x)Bm(µj(x), x) +A2m(µj(x), x) = 0.
Then we have
Bm(µj(x), x) = V
(n)
32 (µj(x), x)Sm(µj(x)) +
A2m(µj(x), x)
V
(n)
32 (µj(x), x)
= V (n)32 (µj(x), x)[Sm(µj(x)) + y
2(µˆj(x))],
Bm(µj(x), x) = V (n)31 (µj(x), x)Sm(µj(x)) +
A2m(µj(x), x)
V
(n)
31 (µj(x), x)
= V (n)31 (µj(x), x)[Sm(µj(x)) + y
2(µˆj(x))].
(3.44)
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After inserting λ = µj(x) into the first equation of (3.18) and in view of (3.44),
we obtain
Ex(µj(x), x)
= [u31(x)V
(n)
32 (µj(x), x)− u32(x)V (n)31 (µj(x), x)][3y2(µˆj(x)) + Sm(µj(x))].
(3.45)
On the other hand, differentiating (3.35) with respect to x, we find
Ex(µj(x), x) = −2α30u31(x)u32(x)µj,x(x)
m−1∏
k=1
k 6=j
(µj(x)− µk(x)). (3.46)
Comparing (3.45) and (3.46), we derive (3.41). In a similar way, we can prove
(3.42) and (3.43).
4. Algebro-Geometric Solutions to the Stationary Hierarchy
In this section, we will obtain the explicit Riemann theta function representa-
tions for the two meromorphic functions φ2(P, x), φ3(P, x), the Baker–Akhiezer
function ψ3(P, x, x0), and, finally, for each of the potential u of the stationary
hierarchy.
To study the asymptotic expansions of φ2(P, x), φ3(P, x) and ψ3(P, x, x0) near
P∞1 , P∞2 , P∞3 ∈ Km−1, we choose the local coordinate ζ = λ−1, then we have
the following Lemma.
Lemma 4.1. Suppose that u satisfies the nth stationary system Xn = 0.
Moreover, let P ∈ Km−1 \ {P∞1 , P∞2 , P∞3}, x, x0 ∈ C. Then
φ2(P, x) =
ζ→0

1
u31(x)
ζ−1 +
u31,x(x)
u231(x)
− v(x) 1
u31(x)
− 1
2
u32(x)
u231(x)
+O(ζ),
as P → P∞1 ,
1
2
u12(x)
u32(x)
+O(ζ), as P → P∞2 ,
−u13(x)ζ − [u12(x)u23(x) + v(x)u13(x) + u13,x(x)]ζ2 +O(ζ3),
as P → P∞3 ,
(4.1)
φ3(P, x) =
ζ→0

1
2
1
u31(x)
+O(ζ), as P → P∞1 ,
− 1
u32(x)
ζ−1 +
u32,x(x)
u232(x)
+ v(x)
1
u32(x)
− 1
2
u12(x)u31(x)
u232(x)
+O(ζ),
as P → P∞2 ,
u23(x)ζ + [−u13(x) + v(x)u23(x)− u23,x(x)]ζ2 +O(ζ3),
as P → P∞3 ,
(4.2)
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ψ3(P, x, x0) =
ζ→0

u31(x)
u31(x0)
c−1(x, x0) exp
(
ζ−1(x− x0) +O(ζ)
)
, as P → P∞1 ,
u32(x)
u32(x0)
c(x, x0) exp
(
− ζ−1(x− x0) +O(ζ)
)
, as P → P∞2 ,
exp
(
O(ζ)
)
, as P → P∞3 ,
(4.3)
where c(x, x0) = exp(
∫ x
x0
v(x′)dx′).
P r o o f. Inserting the three sets of ansatzes
(1) φ2 =
ζ→0
κ1,−1ζ−1 + κ1,0 +O(ζ), φ3 =
ζ→0
χ1,0 +O(ζ);
(2) φ2 =
ζ→0
κ2,0 +O(ζ), φ3 =
ζ→0
χ2,−1ζ−1 + χ2,0 +O(ζ);
(3) φ2 =
ζ→0
κ3,1ζ + κ3,2ζ2 +O(ζ3), φ3 =
ζ→0
χ3,1ζ + χ3,2ζ2 +O(ζ3);
into the Riccati-type equations (3.22), (3.23) and comparing the coefficients of
the same powers of ζ, we obtain (4.1) and (4.2). Equation (4.3) then follows after
substituting (4.1) and (4.2) into (3.33).
One infers from (3.7), (3.8), (4.1) and (4.2) that the divisors (φ2(P, x)) and
(φ3(P, x)) of φ2(P, x) and φ3(P, x), respectively, are given by
(φ2(P, x)) = DP∞3 ,νˆ1(x),...,νˆm−1(x)(P )−DP∞1 ,µˆ1(x),...,µˆm−1(x)(P ), (4.4)
(φ3(P, x)) = DP∞3 ,ξˆ1(x),...,ξˆm−1(x)
(P )−DP∞2 ,µˆ1(x),...,µˆm−1(x)(P ). (4.5)
That is, P∞3 , νˆ1(x), . . . , νˆm−1(x) are m zeros of φ2(P, x) and P∞1 , µˆ1(x), . . . ,
µˆm−1(x) are m poles; P∞3 , ξˆ1(x), . . . , ξˆm−1(x) are m zeros of φ3(P, x) and P∞2 ,
µˆ1(x), . . . , µˆm−1(x) are m poles.
A tedious calculation reveals that the asymptotic behaviors of y(P ) and Sm
near P∞1 , P∞2 , P∞3 are as follows:
y(P ) =
ζ→0

ζ−n−1[α0 + (α1 − 12β0)ζ +O(ζ2)], as P → P∞1 ,
−ζ−n−1[α0 + (α1 + 12β0)ζ +O(ζ2)], as P → P∞2 ,
ζ−n[β0 +O(ζ)], as P → P∞3 ,
(4.6)
Sm =
ζ→0
−ζ−2n−2{α20 +O(ζ)},
as P → P∞j , j = 1, 2, 3.
(4.7)
Equip the Riemann surface Km−1 with homology basis {aj , bj}m−1j=1 , whose
elements are independent and have the intersection numbers
aj ◦ bk = δj,k, aj ◦ ak = 0, bj ◦ bk = 0, j, k = 1, . . . ,m− 1.
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For the present, we will choose as our basis the following set:
$l(P ) = 13y2(P ) + Sm
{
λl−1dλ, 1 ≤ l ≤ 2n+ 1,
y(P )λl+n−mdλ, 2n+ 2 ≤ l ≤ m− 1 , (4.8)
the elements of which are m−1 linearly independent holomorphic differentials on
Km−1. By using the basis {aj}m−1j=1 and {bj}m−1j=1 , the period matrices A = (Ajk)
and B = (Bjk) can be constructed from
Ajk =
∫
ak
$j , Bjk =
∫
bk
$j . (4.9)
It is possible to show that the matrices A and B are invertible. Now we define
the matrices C and τ by C = A−1, τ = A−1B. Then the matrix τ can be
shown to be symmetric (τjk = τkj) and to have a positive-definite imaginary part
(Im τ > 0) [31, 32]. If we normalize $l(P ) into new basis ωj ,
ωj =
m−1∑
l=1
Cjl$l, (4.10)
then we have
∫
ak
ωj = δjk,
∫
bk
ωj = τjk, j, k = 1, . . . ,m− 1.
A cumbersome calculation yields the following Laurent expansions of (4.10)
near {P∞1 , P∞2 , P∞3}:
ω = (ω1, · · · , ωj , · · · , ωm−1),
ωj =
ζ→0

(
−Cj,2n+1 + α0Cj,m−1
2α20
+O(ζ)
)
dζ, P → P∞1 ,(−Cj,2n+1 + α0Cj,m−1
2α20
+O(ζ)
)
dζ, P → P∞2 ,(
Cj,2n+1
α20
+O(ζ)
)
dζ, P → P∞3 .
(4.11)
Let ω(2)P∞s ,2(P ), s = 1, 2, 3 denote the normalized Abelian differential of the second
kind satisfying ∫
ak
ω
(2)
P∞s ,2
(P ) = 0, k = 1, . . . ,m− 1, (4.12)
ω
(2)
P∞s ,2
(P ) =
ζ→0
(ζ−2 +O(1))dζ, as P → P∞s . (4.13)
We introduce
Ω(2)(P ) = ω(2)P∞1 ,2(P )− ω
(2)
P∞2 ,2
(P ), (4.14)
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then we have
P∫
Q0
Ω(2)(P ) =

−ζ−1 + e(2)1 (Q0) +O(ζ), as P → P∞1 ,
ζ−1 + e(2)2 (Q0) +O(ζ), as P → P∞2 ,
e
(2)
3 (Q0) +O(ζ), as P → P∞3 ,
(4.15)
where e(2)1 (Q0), e
(2)
2 (Q0), e
(2)
3 (Q0) are integral constants, and Q0 is an appropri-
ately chosen base point on Km−1 \ {P∞1 , P∞2 , P∞3}. The b-periods of the differ-
ential Ω(2)(P ) are denoted by
U
(2)
2 = (U
(2)
2,1 , . . . , U
(2)
2,m−1), U
(2)
2,k =
1
2pii
∫
bk
Ω(2)(P ), k = 1, . . . ,m− 1.
(4.16)
Thus, from (4.11) and (4.14), we have
U
(2)
2,k =
1
2pii
[ ∫
bk
ω
(2)
P∞1 ,2
(P )−
∫
bk
ω
(2)
P∞2 ,2
(P )
]
= −Ck,2n+1 + α0Ck,m−1
2α20
+
Ck,2n+1 − α0Ck,m−1
2α20
= −Ck,m−1
α0
,
in which we used the result:
1
2pii
∫
bk
ω
(2)
Q1,2
(P ) = %k,0, if ωk =
∑∞
l=0 %k,lζ
l
Q1
dζQ1 .
Furthermore, the normalized Abelian differentials of the third kind ω(3)P∞3 ,P∞j (P ),
j = 1, 2 are holomorphic on Km−1 \ {P∞3 , P∞j} with simple poles at P∞3 and
P∞j with residues ±1, respectively, that is,
ω
(3)
P∞3 ,P∞1
(P ) =
ζ→0

(−ζ−1 +O(1))dζ, as P → P∞1 ,
O(1)dζ, as P → P∞2 ,
(ζ−1 +O(1))dζ, as P → P∞3 ,
ω
(3)
P∞3 ,P∞2
(P ) =
ζ→0

O(1)dζ, as P → P∞1 ,
(−ζ−1 +O(1))dζ, as P → P∞2 ,
(ζ−1 +O(1))dζ, as P → P∞3 ,
(4.17)
then
P∫
Q0
ω
(3)
P∞3 ,P∞1
(P ) =

− ln ζ + e(3)1,∞1(Q0) +O(ζ), as P → P∞1 ,
e
(3)
1,∞2(Q0) +O(ζ), as P → P∞2 ,
ln ζ + e(3)1,∞3(Q0) +O(ζ), as P → P∞3 ,
P∫
Q0
ω
(3)
P∞3 ,P∞2
(P ) =

e
(3)
2,∞1(Q0) +O(ζ), as P → P∞1 ,
− ln ζ + e(3)2,∞2(Q0) +O(ζ), as P → P∞2 ,
ln ζ + e(3)2,∞3(Q0) +O(ζ), as P → P∞3 ,
(4.18)
where e(3)k,∞j (Q0), k = 1, 2, j = 1, 2, 3, are integration constants.
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Let Tm−1 be the period lattice {z ∈ Cm−1|z = N + τL, N, L ∈ Zm−1}. The
complex torus Jm−1 = Cm−1/Tm−1 is called the Jacobian variety of Km−1. An
Abel map A,Km−1 → Jm−1, is defined by
A(P ) =
(
A1(P ), . . . ,Am−1(P )
)
=
( P∫
Q0
ω1, . . . ,
P∫
Q0
ωm−1
)
(modTm−1)
with the natural linear extension to the factor group Div(Km−1)
A(
∑
nkPk) =
∑
nkA(Pk).
Considering the nonspecial divisors Dµˆ(x) =
m−1∑
k=1
µˆk(x), Dνˆ(x) =
m−1∑
k=1
νˆk(x) and
Dξˆ(x) =
m−1∑
k=1
ξˆk(x), we define
A(
m−1∑
k=1
P
(j)
k (x)) =
m−1∑
k=1
A(P (j)k (x)) =
m−1∑
k=1
P
(j)
k (x)∫
Q0
ω = ρ(j)(x), j = 1, 2, 3,
(4.19)
where P (1)k (x) = µˆk(x), P
(2)
k (x) = νˆk(x), P
(3)
k (x) = ξˆk(x), µˆ(x) = (µˆ1(x), . . . ,
µˆm−1(x)) ∈ σm−1Km−1, νˆ(x) = (νˆ1(x), · · · , νˆm−1(x)) ∈ σm−1Km−1, ξˆ(x) =
(ξˆ1(x), · · · , ξˆm−1(x)) ∈ σm−1Km−1, and σnKm−1 = {{Q1, . . . , Qn}|Qj ∈ Km−1,
j = 1, . . . , n} denotes the nth symmetric power of Km−1.
Theorem 4.2. Assume that the curve Km−1 is nonsingular and let x, x0 ∈ C.
Then
ρ(1)(x) = ρ(1)(x0) + U
(2)
2 (x− x0),
ρ(2)(x) = ρ(2)(x0) + U
(2)
2 (x− x0),
ρ(3)(x) = ρ(3)(x0) + U
(2)
2 (x− x0).
(4.20)
P r o o f. We prove only the first linearity of the Abel map with respect to
x in (4.20). Assume that
µj(x) 6= µj′(x) for j 6= j′.
Then one computes
d
dx
ρ
(1)
l (x) =
d
dx
m−1∑
j=1
µˆj∫
Q0
ωl =
m−1∑
j=1
µj,xωl(µˆj) =
m−1∑
j=1
µj,x
m−1∑
k=1
Clk$k
Journal of Mathematical Physics, Analysis, Geometry, 2015, vol. 11, No. 4 375
H. Wang and X. Geng
=
m−1∑
j=1
[u32(x)V
(n)
31 (µj , x)− u31(x)V (n)32 (µj , x)]
2α30u31(x)u32(x)
× [3y
2(µˆj) + Sm(µj)]
m−1∏
k=1
r 6=j
(µj(x)− µr(x))
×
( 2n+1∑
k=1
Clk
µk−1j
3y2(µˆj) + Sm(µj)
+
m−1∑
k=2n+2
Clk
y(µˆj)µk+n−mj
3y2(µˆj) + Sm(µj)
)
=
1
2α30
{m−1∑
j=1
2n+1∑
k=1
Clk
[V
(n)
31 (µj ,x)
u31(x)
− V
(n)
32 (µj ,x)
u32(x)
]µk−1j∏m−1
r=1
r 6=j
(µj − µr)
+
m−1∑
j=1
m−1∑
k=2n+2
Clk
[V
(n)
31 (µj ,x)
u31(x)
− V
(n)
32 (µj ,x)
u32(x)
]y(µˆj)µk+n−mj∏m−1
r=1
r 6=j
(µj − µr)
}
=
1
2α30
{ 2n+1∑
k=1
Clk
m−1∑
j=1
[α0 − α0]µk+n−1j∏m−1
r=1
r 6=j
(µj − µr)
+
m−1∑
k=2n+2
Clk
m−1∑
j=1
[−α20 − α20]µk+3n+1−mj∏m−1
r=1
r 6=j
(µj − µr)
}
= −Ck,m−1
α0
,
where we can use the standard Lagrange interpolation argument. Obviously, we
have
d
dx
ρ
(1)
l (x) = U
(2)
2,l ,
from which the first representation of (4.20) holds. The second and third equal-
ities in (4.20) follow from the same calculations.
Let θ(z) denote the Riemann theta function associated with Km−1 and an
appropriately fixed homology basis. For brevity, define the function z : Km−1 ×
σm−1Km−1 → C by
z(P,Q) = M (j) −A(P ) + ∑
Q∈Q
D(Q)A(Q), P ∈ Km−1,
Q = (Q1, . . . , Qm−1) ∈ σm−1Km−1, j = 1, 2, 3,
(4.21)
where M (j) are the vectors of Riemann constants.
Given these preparations, the theta function representations of φ2(P, x),
φ3(P, x), ψ3(P, x, x0), and the algebra-geometric solutions of the hierarchy read
as follows.
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Theorem 4.3. Assume that the curve Km−1 is nonsingular. Let P = (λ, y) ∈
Km−1 \ {P∞1 , P∞2 , P∞3} and let (x, x0) ∈ C2. Suppose that Dµˆ(x) or Dνˆ(x) or
Dξˆ(x) is nonspecial. Then
φ2(P, x) = N1(x, x0)
θ(z(P, νˆ(x)))
θ(z(P, µˆ(x)))
exp
( P∫
Q0
ω
(3)
P∞3 ,P∞1
)
, (4.22)
φ3(P, x) = N2(x, x0)
θ(z(P, ξˆ(x)))
θ(z(P, µˆ(x)))
exp
( P∫
Q0
ω
(3)
P∞3 ,P∞2
)
, (4.23)
ψ3(P, x, x0) =
θ(z(P, µˆ(x)))θ(z(P∞3 , µˆ(x0)))
θ(z(P∞3 , µˆ(x)))θ(z(P, µˆ(x0)))
exp
(
(e(2)3 (Q0)−
P∫
Q0
Ω(2))(x− x0)
)
,
(4.24)
where c(x, x0) = exp(
∫ x
x0
v(x′)dx′)
c2(x, x0) = −12
u32(x0)
u31(x0)
θ(z(P∞1 , µˆ(x0)))θ(z(P∞2 , ξˆ(x)))
θ(z(P∞2 , µˆ(x0)))θ(z(P∞1 , ξˆ(x)))
× exp
(
(e(2)1 (Q0)− e(2)2 (Q0))(x− x0) + e(3)2,∞2(Q0)− e
(3)
2,∞1(Q0)
)
,
(4.25)
N1(x, x0) =
1
u31(x0)c(x, x0)
θ(z(P∞1 , µˆ(x0)))θ(z(P∞3 , µˆ(x)))
θ(z(P∞3 , µˆ(x0)))θ(z(P∞1 , νˆ(x)))
× exp
(
(e(2)1 (Q0)− e(2)3 (Q0))(x− x0)− e(3)1,∞1(Q0)
)
,
(4.26)
N2(x, x0) =
1
2u31(x0)c(x, x0)
θ(z(P∞1 , µˆ(x0)))θ(z(P∞3 , µˆ(x)))
θ(z(P∞3 , µˆ(x0)))θ(z(P∞1 , ξˆ(x)))
× exp
(
(e(2)1 (Q0)− e(2)3 (Q0))(x− x0)− e(3)2,∞1(Q0)
)
.
(4.27)
Finally, u12(x), u13(x), u23(x), u31(x), u32(x), v(x) are of the form
u12(x) = −4
θ(z(P∞2 , νˆ(x)))θ(z(P∞1 , ξˆ(x)))
θ(z(P∞1 , νˆ(x)))θ(z(P∞2 , ξˆ(x)))
× exp
(
e
(3)
1,∞2(Q0)− e
(3)
1,∞1(Q0) + e
(3)
2,∞1(Q0)− e
(3)
2,∞2(Q0)
)
,
(4.28)
Journal of Mathematical Physics, Analysis, Geometry, 2015, vol. 11, No. 4 377
H. Wang and X. Geng
u13(x) = − 1
u31(x0)c(x, x0)
θ(z(P∞3 , νˆ(x)))θ(z(P∞1 , µˆ(x0)))
θ(z(P∞1 , νˆ(x)))θ(z(P∞3 , µˆ(x0)))
× exp
(
(e(2)1 (Q0)− e(2)3 (Q0))(x− x0) + e(3)1,∞3(Q0)− e
(3)
1,∞1(Q0)
)
,
(4.29)
u23(x) =
1
2
1
u31(x0)c(x, x0)
θ(z(P∞3 , ξˆ(x)))θ(z(P∞1 , µˆ(x0)))
θ(z(P∞1 , ξˆ(x)))θ(z(P∞3 , µˆ(x0)))
× exp
(
e
(3)
2,∞3(Q0)− e
(3)
2,∞1(Q0) + (e
(2)
1 (Q0)− e(2)3 (Q0))(x− x0)
)
,
(4.30)
u31(x) = u31(x0)c(x, x0)
θ(z(P∞1 , µˆ(x)))θ(z(P∞3 , µˆ(x0)))
θ(z(P∞3 , µˆ(x)))θ(z(P∞1 , µˆ(x0)))
× exp
(
(e(2)3 (Q0)− e(2)1 (Q0))(x− x0)
)
,
(4.31)
u32(x) =
u32(x0)
c(x, x0)
θ(z(P∞2 , µˆ(x)))θ(z(P∞3 , µˆ(x0)))
θ(z(P∞3 , µˆ(x)))θ(z(P∞2 , µˆ(x0)))
× exp
(
(e(2)3 (Q0)− e(2)2 (Q0))(x− x0)
)
,
(4.32)
v(x) = ∂x ln c(x, x0). (4.33)
P r o o f. Let Ψ3 be defined by the right-hand side of (4.24). We intend to
prove that ψ3 = Ψ3 with ψ3 given by (3.33). For this purpose, we first investigate
the zeros and poles of ψ3. Since they can only come from zeros of φ2 and φ3, one
computes using (3.7) and (3.8),
u31(x)φ2(P, x) + u32(x)φ3(P, x)
= u31(x)
y2V
(n)
32 − yAm +Bm
E
− u32 y
2V
(n)
31 − yAm + Bm
E
=
1
E
{[u31V (n)32 − u32V (n)31 ]y2 − [u31Am − u32Am]y
+
1
3
Ex +
2
3
(u31V
(n)
32 − u32V (n)31 )Sm}
=
1
3
Ex
E
+
2
3
[u31V
(n)
32 − u32V (n)31 ](3y2 + Sm)
E
−
u31V
(n)
32 y[y +
Am
V
(n)
32
]− u32V (n)31 y[y + AmV (n)31 ]
E
=
λ→µj(x)
− µj,x(x)
λ− µj(x) +O(1)
=
λ→µj(x)
∂x ln(λ− µj(x)) +O(1).
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Hence,
ψ3(P, x, x0) = exp
 x∫
x0
[u31(x′)φ2(P, x′) + u32(x′)φ3(P, x′)]dx′

=
λ− µj(x)
λ− µj(x0)O(1)
=

(λ− µj(x))O(1) for P near µˆj(x) 6= µˆj(x0),
O(1) for P near µˆj(x) = µˆj(x0),
(λ− µj(x0))−1O(1) for P near µˆj(x0) 6= µˆj(x),
(4.34)
where O(1) 6= 0. Consequently, all zeros and poles of ψ3 and Ψ3 on Km−1 \
{P∞1 , P∞2 , P∞3} are simple and coincident. It remains to identify the essential
singularities of ψ3 and Ψ3 at P∞1 , P∞2 , P∞3 . Taking into account (3.33), (4.3),
(4.14), the expression for Ψ3 in (4.24), we observe that ψ3 and Ψ3 share the
same singularities and zeros. The Riemann–Roch uniqueness results in that the
holomorphic function Ψ3
ψ3
= γ, where γ is a constant. By (4.3), (4.14) and the
right-hand side of (4.24), we have
Ψ3(P, x, x0)
ψ3(P, x, x0)
=
ζ→0
exp(O(ζ))(1 +O(ζ))
exp(O(ζ))
=
ζ→0
1 +O(ζ), P → P∞3 . (4.35)
Then we conclude that γ = 1, which completes the proof of (4.24). With the
help of the asymptotic properties of ψ3 near P∞1 , P∞2 , we obtain (4.31) and
(4.32). Equations (4.4), (4.5) and (4.18) immediately yield that φ2 and φ3 have
the following forms:
φ2(P, x) = N1(x, x0)
θ(z(P, νˆ(x)))
θ(z(P, µˆ(x)))
exp
( P∫
Q0
ω
(3)
P∞3 ,P∞1
)
,
φ3(P, x) = N2(x, x0)
θ(z(P, ξˆ(x)))
θ(z(P, µˆ(x)))
exp
( P∫
Q0
ω
(3)
P∞3 ,P∞2
)
.
Considering the asymptotic expansions of φ2 and φ3 near P∞1 , P∞2 , P∞3 , we have
1
u31(x)
= N1(x, x0)
θ(z(P∞1 , νˆ(x)))
θ(z(P∞1 , µˆ(x)))
exp
(
e
(3)
1,∞1(Q0)
)
,
1
2
1
u31(x)
= N2(x, x0)
θ(z(P∞1 , ξˆ(x)))
θ(z(P∞1 , µˆ(x)))
exp
(
e
(3)
2,∞1(Q0)
)
,
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1
2
u12(x)
u32(x)
= N1(x, x0)
θ(z(P∞2 , νˆ(x)))
θ(z(P∞2 , µˆ(x)))
exp
(
e
(3)
1,∞2(Q0)
)
,
− 1
u32(x)
= N2(x, x0)
θ(z(P∞2 , ξˆ(x)))
θ(z(P∞2 , µˆ(x)))
exp
(
e
(3)
2,∞2(Q0)
)
,
−u13(x) = N1(x, x0)θ(z(P∞3 , νˆ(x)))θ(z(P∞3 , µˆ(x))) exp
(
e
(3)
1,∞3(Q0)
)
,
u23(x) = N2(x, x0)
θ(z(P∞3 , ξˆ(x)))
θ(z(P∞3 , µˆ(x)))
exp
(
e
(3)
2,∞3(Q0)
)
.
(4.36)
which together with (4.31) and (4.32) show the expressions (4.25)–(4.33).
5. Algebro-Geometric Solutions of the Entire Hierarchy
In this section, we extend the stationary Baker–Akhiezer function to the time-
dependent case, from which all the results obtained in Sections 3 and 4 are
generalized to the time-dependent case. In particular, we obtain Riemann theta
function representations for the time-dependent Baker–Akhiezer function, the
meromorphic function, and algebro-geometric solutions.
In analogy to (3.4), we introduce the time-dependent Baker–Akhiezer function
ψx(P, x, x0, tr, t0,r) = U(u(x, tr);λ(P ))ψ(P, x, x0, tr, t0,r),
ψtr(P, x, x0, tr, t0,r) = V˜ (r)(u(x, tr);λ(P ))ψ(P, x, x0, tr, t0,r),
V (n)(u(x, tr);λ(P ))ψ(P, x, x0, tr, t0,r) = y(P )ψ(P, x, x0, tr, t0,r),
ψ3(P, x0, x0, t0,r, t0,r) = 1, P = (λ, y) ∈ Km−1 \ {P∞1 , P∞2 , P∞3}, x ∈ C,
(5.1)
with the conditions α0β0 6= 0 and α˜0β˜0 6= 0 in the Lax matrices V (r) and V˜ (r),
respectively. The compatibility conditions of the first three equations in (5.1)
yield that
Utr − V˜ (r)x + [U, V˜ (r)] = 0, (5.2)
−V (n)x + [U, V (n)] = 0, (5.3)
−V (n)tr + [V˜ (r), V (n)] = 0. (5.4)
A direct calculation shows that yI − V (n) satisfies (5.3) and (5.4). Then the
characteristic polynomial of the Lax matrix V (n) for the hierarchy is a constant
independent of the variables x and tr with the expansion
det(yI − V (n)) = y3 + ySm(λ)− Tm(λ),
where Sm(λ) and Tm(λ) are defined as in (3.2). Then the curve Km−1 is deter-
mined by
Km−1 : Fm(λ, y) = y3 + ySm(λ)− Tm(λ) = 0.
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Closely related to ψ(P, x, x0, tr, t0,r) are the two meromorphic functions φ2(P, x, tr)
and φ3(P, x, tr) on Km−1 defined by
φ2(P, x, tr) =
ψ1(P, x, x0, tr, t0,r)
ψ3(P, x, x0, tr, t0,r)
, P ∈ Km−1, x ∈ C, (5.5)
φ3(P, x, tr) =
ψ2(P, x, x0, tr, t0,r)
ψ3(P, x, x0, tr, t0,r)
, P ∈ Km−1, x ∈ C, (5.6)
which imply from (5.1) that
φ2(P, x, tr) =
yV
(n)
12 (λ, x, tr) + Cm(λ, x, tr)
yV
(n)
32 (λ, x, tr) +Am(λ, x, tr)
=
F (λ, x, tr)
y2V
(n)
12 (λ, x, tr)− yCm(λ, x, tr) +Dm(λ, x, tr)
=
y2V
(n)
32 (λ, x, tr)− yAm(λ, x, tr) +Bm(λ, x, tr)
E(λ, x, tr)
,
(5.7)
φ3(P, x, tr) =
yV
(n)
21 (λ, x, tr) + Cm(λ, x, tr)
yV
(n)
31 (λ, x, tr) +Am(λ, x, tr)
=
F(λ, x, tr)
y2V
(n)
21 (λ, x, tr)− yCm(λ, x, tr) +Dm(λ, x, tr)
=
y2V
(n)
31 (λ, x, tr)− yAm(λ, x, tr) + Bm(λ, x, tr)
−E(λ, x, tr) ,
(5.8)
where P = (λ, y) ∈ Km−1, (x, tr) ∈ C2, andAm(λ, x, tr), Bm(λ, x, tr), Cm(λ, x, tr),
Dm(λ, x, tr), Am(λ, x, tr), Bm(λ, x, tr), Cm(λ, x, tr), Dm(λ, x, tr), E(λ, x, tr),
F (λ, x, tr), F(λ, x, tr) are defined as in (3.9)–(3.11). Therefore, (3.12)–(3.18) also
hold in the present context. Similarly, one can write E, F and F in the following
form:
E(λ, x, tr) = 2α30u31(x, tr)u32(x, tr)
m−1∏
j=1
(λ− µj(x, tr)), (5.9)
F (λ, x, tr) = α30u12(x, tr)u13(x, tr)
m−1∏
j=1
(λ− νj(x, tr)), (5.10)
F(λ, x, tr) = −α30u23(x, tr)
m−1∏
j=1
(λ− ξj(x, tr)). (5.11)
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Defining
µˆj(x, tr) =
(
µj(x, tr), y(µˆj(x, tr))
)
=
(
µj(x, tr),− Am(µj(x, tr), x, tr)
V
(n)
32 (µj(x, tr), x, tr)
)
=
(
µj(x, tr),− Am(µj(x, tr), x, tr)
V
(n)
31 (µj(x, tr), x, tr)
)
∈ Km−1,
(5.12)
νˆj(x, tr) =
(
νj(x, tr), y(νˆj(x, tr))
)
=
(
νj(x, tr),− Cm(νj(x, tr), x, tr)
V
(n)
12 (νj(x, tr), x, tr)
)
∈ Km−1,
(5.13)
ξˆj(x, tr) =
(
ξj(x, tr), y(ξˆj(x, tr))
)
=
(
ξj(x, tr),− Cm(ξj(x, tr), x, tr)
V
(n)
21 (ξj(x, tr), x, tr)
)
∈ Km−1,
1 ≤ j ≤ m− 1, (x, tr) ∈ C2, (5.14)
one infers from (4.1), (4.2), (5.7)–(5.11) that the divisors (φ2(P, x, tr)) and
(φ3(P, x, tr)) of φ2(P, x, tr) and φ3(P, x, tr) are given by
(φ2(P, x, tr)) = DP∞3 ,νˆ1(x,tr),...,νˆm−1(x,tr)(P )−DP∞1 ,µˆ1(x,tr),...,µˆm−1(x,tr)(P ),
(5.15)
(φ3(P, x, tr)) = DP∞3 ,ξˆ1(x,tr),...,ξˆm−1(x,tr)
(P )−DP∞2 ,µˆ1(x,tr),...,µˆm−1(x,tr)(P ).
(5.16)
That is, P∞3 , νˆ1(x, tr), . . . , νˆm−1(x, tr) are m zeros of φ2(P, x, tr) and P∞1 ,
µˆ1(x, tr), . . . , µˆm−1(x, tr) are m poles; P∞3 , ξˆ1(x, tr), . . . , ξˆm−1(x, tr) are m zeros
of φ3(P, x, tr) and P∞2 , µˆ1(x, tr), . . . , µˆm−1(x, tr) are m poles.
Differentiating (5.5) and (5.6) with respect to tr and using (5.1), we have
φ2,tr = (
ψ1
ψ3
)tr
=
V˜
(r)
11 ψ1 + V˜
(r)
12 ψ2 + V˜
(r)
13 ψ3
ψ3
− φ2 V˜
(r)
31 ψ1 + V˜
(r)
32 ψ2 + V˜
(r)
33 ψ3
ψ3
= V˜ (r)13 + (V˜
(r)
11 − V˜ (r)33 )φ2 + V˜ (r)12 φ3 − V˜ (r)31 φ22 − V˜ (r)32 φ2φ3,
φ3,tr = (
ψ2
ψ3
)tr
=
V˜
(r)
21 ψ1 + V˜
(r)
22 ψ2 + V˜
(r)
23 ψ3
ψ3
− φ3 V˜
(r)
31 ψ1 + V˜
(r)
32 ψ2 + V˜
(r)
33 ψ3
ψ3
= V˜ (r)23 + (V˜
(r)
22 − V˜ (r)33 )φ3 + V˜ (r)21 φ2 − V˜ (r)32 φ23 − V˜ (r)31 φ2φ3.
(5.17)
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Then we list the properties of φ2(P, x, tr) and φ3(P, x, tr) as follows:
φ2,x(P, x, tr) + u31(x, tr)φ22(P, x, tr) + u32(x, tr)φ2(P, x, tr)φ3(P, x, tr)
−(λ− v)φ2(P, x, tr)− u12(x, tr)φ3(P, x, tr)− u13(x, tr) = 0,
(5.18)
φ3,x(P, x, tr) + u32(x, tr)φ23(P, x, tr) + u31(x, tr)φ2(P, x, tr)φ3(P, x, tr)
+(λ− v)φ3(P, x, tr)− φ2(P, x, tr)− u23(x, tr) = 0, (5.19)
φ2,tr(P, x, tr) = V˜
(r)
13 + (V˜
(r)
11 − V˜ (r)33 )φ2 + V˜ (r)12 φ3 − V˜ (r)31 φ22 − V˜ (r)32 φ2φ3,
(5.20)
φ3,tr(P, x, tr) = V˜
(r)
23 + (V˜
(r)
22 − V˜ (r)33 )φ3 + V˜ (r)21 φ2 − V˜ (r)32 φ23 − V˜ (r)31 φ2φ3,
(5.21)
φ2(P, x, tr)φ2(P ∗, x, tr)φ2(P ∗∗, x, tr) = −F (λ, x, tr)
E(λ, x, tr)
, (5.22)
φ3(P, x, tr)φ3(P ∗, x, tr)φ3(P ∗∗, x, tr) =
F(λ, x, tr)
E(λ, x, tr)
, (5.23)
φ2(P, x, tr) + φ2(P ∗, x, tr) + φ2(P ∗∗, x, tr) = −2V
(n)
32 (λ, x, tr)Sm(λ)− 3Bm(λ, x, tr)
E(λ, x, tr)
,
(5.24)
φ3(P, x, tr) + φ3(P ∗, x, tr) + φ3(P ∗∗, x, tr) =
2V (n)31 (λ, x, tr)Sm(λ)− 3Bm(λ, x, tr)
E(λ, x, tr)
,
(5.25)
u31(x, tr)[φ2(P, x, tr) + φ2(P ∗, x, tr) + φ2(P ∗∗, x, tr)] + u32(x, tr)[φ3(P, x, tr)
+φ3(P ∗, x, tr) + φ3(P ∗∗, x, tr)] =
Ex(λ, x, tr)
E(λ, x, tr)
,
(5.26)
1
φ2(P, x, tr)
+
1
φ2(P ∗, x, tr)
+
1
φ2(P ∗∗, x, tr)
=
3(λ− v)V (n)12 (λ, x, tr)− 3u12(x, tr)V (n)11 (λ, x, tr)
u12(x, tr)V
(n)
13 (λ, x, tr)− u13(x, tr)V (n)12 (λ, x, tr)
− V
(n)
12 (λ, x, tr)Fx(λ, x, tr)
[u12(x, tr)V
(n)
13 (λ, x, tr)− u13(x, tr)V (n)12 (λ, x, tr)]F (λ, x, tr)
,
(5.27)
1
φ3(P, x, tr)
+
1
φ3(P ∗, x, tr)
+
1
φ3(P ∗∗, x, tr)
= −3(λ− v)V
(n)
21 (λ, x, tr) + 3V
(n)
22 (λ, x, tr)
V
(n)
23 (λ, x, tr)− u23(x, tr)V (n)21 (λ, x, tr)
− V
(n)
21 (λ, x, tr)Fx(λ, x, tr)
[V (n)23 (λ, x, tr)− u23(x, tr)V (n)21 (λ, x, tr)]F(λ, x, tr)
,
(5.28)
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φ2(P, x, tr)
φ3(P, x, tr)
+
φ2(P ∗, x, tr)
φ3(P ∗, x, tr)
+
φ2(P ∗∗, x, tr)
φ3(P ∗∗, x, tr)
=
V
(n)
23 (λ, x, tr)
V
(n)
21 (λ, x, tr)
× V
(n)
21 (λ, x, tr)Fx(λ, x, tr) + 3[(λ− v)V (n)21 (λ, x, tr) + V (n)22 (λ, x, tr)]F(λ, x, tr)
[V (n)23 (λ, x, tr)− u23(x, tr)V (n)21 (λ, x, tr)]F(λ, x, tr)
− 3V
(n)
22 (λ, x, tr)
V
(n)
21 (λ, x, tr)
, (5.29)
φ3(P, x, tr)
φ2(P, x, tr)
+
φ3(P ∗, x, tr)
φ2(P ∗, x, tr)
+
φ3(P ∗∗, x, tr)
φ2(P ∗∗, x, tr)
=
V
(n)
13 (λ, x, tr)
V
(n)
12 (λ, x, tr)
×V
(n)
12 (λ, x, tr)Fx(λ, x, tr)−3[(λ−v)V (n)12 (λ, x, tr)−u12(x, tr)V (n)11 (λ, x, tr)]F (λ, x, tr)
[u12(x, tr)V
(n)
13 (λ, x, tr)− u13(x, tr)V (n)12 (λ, x, tr)]F (λ, x, tr)
− 3V
(n)
11 (λ, x, tr)
V
(n)
12 (λ, x, tr)
. (5.30)
Lemma 5.1. Let (λ, x, tr) ∈ C3. Then
Etr(λ, x, tr) = Ex(λ, x, tr)
V
(n)
32 V˜
(r)
31 − V (n)31 V˜ (r)32
u31V
(n)
32 − u32V (n)31
+ E
{
3(V˜ (r)33 −
u32V˜
(r)
31 − u31V˜ (r)32
u32V
(n)
31 − u31V (n)32
V
(n)
33 )
}
,
Ftr(λ, x, tr) = Fx(λ, x, tr)
V
(n)
13 V˜
(r)
12 − V (n)12 V˜ (r)13
u12V
(n)
13 − u13V (n)12
+ F (λ, x, tr)
{
3(V˜ (r)11 −
u13V˜
(r)
12 − u12V˜ (r)13
u13V
(n)
12 − u12V (n)13
V
(n)
11 )
−3(λ− v)V
(n)
13 V˜
(r)
12 − V (n)12 V˜ (r)13
u12V
(n)
13 − u13V (n)12
}
,
Ftr(λ, x, tr) = Fx(λ, x, tr)
V
(n)
23 V˜
(r)
21 − V (n)21 V˜ (r)23
V
(n)
23 − u23V (n)21
+ F(λ, x, tr)
{
3(V˜ (r)22 −
u23V˜
(r)
21 − V˜ (r)23
V
(n)
23 − u23V (n)21
V
(n)
22 )
+3(λ− v)V
(n)
23 V˜
(r)
21 − V (n)21 V˜ (r)23
V
(n)
23 − u23V (n)21
}
. (5.31)
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P r o o f. Differentiating (5.26) with respect to tr, we have
(
Ex
E
)tr = ∂x∂tr(lnE) = [u31(φ2 + φ∗2 + φ∗∗2 ) + u32(φ3 + φ∗3 + φ∗∗3 )]tr
= [u31,tr + u31(V˜
(r)
11 − V˜ (r)33 ) + u32V˜ (r)21 ](φ2 + φ∗2 + φ∗∗2 )
+[u32,tr + u32(V˜
(r)
22 − V˜ (r)33 ) + u31V˜ (r)12 ](φ3 + φ∗3 + φ∗∗3 )
−u31V˜ (r)31 [φ22 + (φ∗2)2 + (φ∗∗2 )2]− u32V˜ (r)32 [φ23 + (φ∗3)2 + (φ∗∗3 )2]
−(u31V˜ (r)32 + u32V˜ (r)31 )(φ2φ3 + φ∗2φ∗3 + φ∗∗2 φ∗∗3 ) + 3(u31V˜ (r)13 + u32V˜ (r)23 )
= [V˜ (r)31 (φ2 + φ
∗
2 + φ
∗∗
2 ) + V˜
(r)
32 (φ3 + φ
∗
3 + φ
∗∗
3 ) + 3V˜
(r)
33 ]x.
Thus, without loss of generality, we choose the integration constant as zero
∂tr(lnE(λ, x, tr)) = V˜
(r)
31 (φ2 + φ
∗
2 + φ
∗∗
2 ) + V˜
(r)
32 (φ3 + φ
∗
3 + φ
∗∗
3 ) + 3V˜
(r)
33
=
Ex
E
(λ, x, tr)
V
(n)
32 V˜
(r)
31 − V (n)31 V˜ (r)32
u31V
(n)
32 − u32V (n)31
+ 3(V˜ (r)33 −
u32V˜
(r)
31 − u31V˜ (r)32
u32V
(n)
31 − u31V (n)32
V
(n)
33 ), (5.32)
which implies the first equation in (5.31). Differentiating (5.22) with respect to
tr and using (5.22), (5.27), (5.30), we have
−
(
F
E
)
tr
= φ2φ∗2φ
∗∗
2 (
φ2,tr
φ2
+
φ∗2,tr
φ∗2
+
φ∗∗2,tr
φ∗∗2
)
= φ2φ∗2φ
∗∗
2 [V˜
(r)
13 (
1
φ2
+
1
φ∗2
+
1
φ∗∗2
) + V˜ (r)12 (
φ3
φ2
+
φ∗3
φ∗2
+
φ∗∗3
φ∗∗2
) + 3V˜ (r)11
− V˜ (r)31 (φ2 + φ∗2 + φ∗∗2 )− V˜ (r)32 (φ3 + φ∗3 + φ∗∗3 )− 3V˜ (r)33 ]
= −F
E
{
V
(n)
13 V˜
(r)
12 − V (n)12 V˜ (r)13
u12V
(n)
13 − u13V (n)12
[
Fx
F
− 3(λ− v)]
+3(V˜ (r)11 −
u13V˜
(r)
12 − u12V˜ (r)13
u13V
(n)
12 − u12V (n)13
V
(n)
11 )−
Etr
E
}
. (5.33)
Thus we get the second expression in (5.31). The last expression can be proved
in the same way.
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Next, we will display the properties of ψ3(P, x, x0, tr, t0,r) in the following
Lemma immediately.
Lemma 5.2. Assume (5.1), (5.5), P = (λ, y(P )) ∈ Km−1 \{P∞1 , P∞2 , P∞3},
and let (λ, x, x0, tr, t0,r) ∈ C5. Then
ψ3(P, x, x0, tr, t0,r) = exp
( x∫
x0
[u31(x′, tr)φ2(P, x′, tr) + u32(x′, tr)φ3(P, x′, tr)]dx′
+
tr∫
t0,r
[V˜ (r)31 (λ, x0, t
′)φ2(P, x0, t′) + V˜
(r)
32 (λ, x0, t
′)φ3(P, x0, t′) + V˜
(r)
33 (λ, x0, t
′)]dt′
)
.
(5.34)
In analogy to Lemma 3.1, we will show that the zeros {µj(x, tr)}j=1,...,m−1 of
E(λ, x, tr), {νj(x, tr)}j=1,...,m−1 of F (λ, x, tr) and {ξj(x, tr)}j=1,...,m−1 of F(λ, x, tr)
obey the following Dubrovin-type equations.
Lemma 5.3.
(i) Suppose the zeros {µj(x, tr)}j=1,...,m−1 of E(λ, x, tr) remain distinct for
(x, tr) ∈ Ωµ, where Ωµ ⊆ C2 is open and connected. Then {µj(x, tr)}j=1,...,m−1
satisfy the system of differential equations
µj,x(x, tr) =
[u32(x, tr)V
(n)
31 (µj(x, tr), x, tr)− u31(x, tr)V (n)32 (µj(x, tr), x, tr)]
2α30u31(x, tr)u32(x, tr)
× [3y
2(µˆj(x, tr)) + Sm(µj(x, tr))]
m−1∏
k=1
k 6=j
(µj(x, tr)− µk(x, tr))
, 1 ≤ j ≤ m− 1, (5.35)
µj,tr(x, tr) =
[V˜ (r)32 V
(n)
31 − V˜ (r)31 V (n)32 ]
∣∣∣
λ=µj(x,tr)
2α30u31(x, tr)u32(x, tr)
× [3y
2(µˆj(x, tr)) + Sm(µj(x, tr))]
m−1∏
k=1
k 6=j
(µj(x, tr)− µk(x, tr))
, 1 ≤ j ≤ m− 1; (5.36)
(ii) Suppose the zeros {νj(x, tr)}j=1,...,m−1 of F (λ, x, tr) remain distinct for (x, tr)
∈ Ων , where Ων ⊆ C2 is open and connected. Then {νj(x, tr)}j=1,...,m−1 satisfy
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the system of differential equations
νj,x(x, tr) =
[u12(x, tr)V
(n)
13 (νj(x, tr), x, tr)− u13(x, tr)V (n)12 (νj(x, tr), x, tr)]
α30u12(x, tr)u13(x, tr)
× [3y
2(νˆj(x, tr)) + Sm(νj(x, tr))]
m−1∏
k=1
k 6=j
(νj(x, tr)− νk(x, tr))
, 1 ≤ j ≤ m− 1,
(5.37)
νj,tr(x, tr) =
[V˜ (r)12 V
(n)
13 − V (n)12 V˜ (r)13 ]
∣∣∣
λ=νj(x,tr)
α30u12(x, tr)u13(x, tr)
× [3y
2(νˆj(x, tr)) + Sm(νj(x, tr))]
m−1∏
k=1
k 6=j
(νj(x, tr)− νk(x, tr))
, 1 ≤ j ≤ m− 1; (5.38)
(iii) Suppose the zeros {ξj(x, tr)}j=1,...,m−1 of F(λ, x, tr) remain distinct for (x, tr) ∈
Ωξ, where Ωξ ⊆ C2 is open and connected. Then {ξj(x, tr)}j=1,...,m−1 satisfy the
system of differential equations
ξj,x(x, tr) =
[u23(x, tr)V
(n)
21 (ξj(x, tr), x, tr)− V (n)23 (ξj(x, tr), x, tr)]
α30u23(x, tr)
× [3y
2(ξˆj(x, tr)) + Sm(ξj(x, tr))]
m−1∏
k=1
k 6=j
(ξj(x, tr)− ξk(x, tr))
, 1 ≤ j ≤ m− 1, (5.39)
ξj,tr(x, tr) =
[V˜ (r)23 V
(n)
21 − V (n)23 V˜ (r)21 ]
∣∣∣
λ=ξj(x,tr)
α30u23(x, tr)
× [3y
2(ξˆj(x, tr)) + Sm(ξj(x, tr))]
m−1∏
k=1
k 6=j
(ξj(x, tr)− ξk(x, tr))
, 1 ≤ j ≤ m− 1. (5.40)
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For the sake of convenience, we introduce the notations
V˜
(r)
3j =

V˜
(r,1,0)
3j =
r∑
k=0
V˜
(1,0)
3j,k λ
r−k, j = 1, 2, 3,
V˜
(r,0,1)
3j =
r∑
k=0
V˜
(0,1)
3j,k λ
r−k, j = 1, 2, 3,
,
where
V˜
(1,0)
3j,k = V˜3j,k|α˜0=1,β˜0=0,α˜1,...,α˜r,β˜1,...,β˜r∈R, j = 1, 2, 3,
V˜
(0,1)
3j,k = V˜3j,k|α˜0=0,β˜0=1,α˜1,...,α˜r,β˜1,...,β˜r∈R, j = 1, 2, 3,
and the corresponding homogeneous cases
¯˜
V
(r)
3j =

¯˜
V
(r,1,0)
3j =
r∑
k=0
¯˜
V
(1,0)
3j,k λ
r−k, j = 1, 2, 3,
¯˜
V
(r,0,1)
3j =
r∑
k=0
¯˜
V
(0,1)
3j,k λ
r−k, j = 1, 2, 3,
with
¯˜
V
(1,0)
3j,k = V˜3j,k|α˜0=1,β˜0=0,α˜1=···=α˜r=β˜1=···=β˜r=0, j = 1, 2, 3,
¯˜
V
(0,1)
3j,k = V˜3j,k|α˜0=0,β˜0=1,α˜1=···=α˜r=β˜1=···=β˜r=0, j = 1, 2, 3.
From (5.34), one defines a function Ir(P, x, tr) by
Ir(P, x, tr) = V˜
(r)
31 (λ, x, tr)φ2(P, x, tr) + V˜
(r)
32 (λ, x, tr)φ3(P, x, tr) + V˜
(r)
33 (λ, x, tr),
(5.41)
and the associated homogeneous function I¯r(P, x, tr) by replacing V˜
(r)
31 , V˜
(r)
32 , V˜
(r)
33
with the corresponding homogeneous polynomials ¯˜V
(r)
31 ,
¯˜
V
(r)
32 ,
¯˜
V
(r)
33 , that is,
I¯r(P, x, tr) =
¯˜
V
(r)
31 (λ, x, tr)φ2(P, x, tr) +
¯˜
V
(r)
32 (λ, x, tr)φ3(P, x, tr)
+ ¯˜V
(r)
33 (λ, x, tr). (5.42)
Lemma 5.4. Assume (x, tr) ∈ C2, λ = ζ−1 denotes the local coordinate
near P∞j , j = 1, 2, 3. Then
I¯
(1,0)
r =

ζ−r−1 − 1
u31
¯˜
V
(1,0)
31,r+1 +O(ζ), P → P∞1 ,
−ζ−r−1 + 1
u32
¯˜
V
(1,0)
32,r+1 +O(ζ), P → P∞2 ,
O(ζ), P → P∞3 ,
(5.43)
I¯
(0,1)
r =

−12ζ−r −
1
u31
¯˜
V
(0,1)
31,r+1 +O(ζ), P → P∞1 ,
−12ζ−r +
1
u32
¯˜
V
(0,1)
32,r+1 +O(ζ), P → P∞2 ,
ζ−r +O(ζ), P → P∞3 .
(5.44)
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P r o o f. We just prove (5.43) and accordingly obtain (5.44). By (5.42), it
is easy to see that
I¯
(1,0)
1 = u31φ2 + u32φ3
=

ζ−1 − 1
u31
¯˜
V
(1,0)
31,1 +O(ζ), P → P∞1 ,
−ζ−1 + 1
u32
¯˜
V
(1,0)
32,1 +O(ζ), P → P∞2 ,
− ¯˜V (1,0)33,1 ζ +O(ζ2), P → P∞3 .
(5.45)
So (5.43) holds for r = 0. With the aid of (5.1), (5.2), (5.18)-(5.21), we arrive at
∂xI¯
(1,0)
r (P, x, tr)
= ∂x[
¯˜
V
(r,1,0)
31 (λ, x, tr)φ2(P, x, tr) +
¯˜
V
(r,1,0)
32 (λ, x, tr)φ3(P, x, tr) +
¯˜
V
(r,1,0)
33 (λ, x, tr)]
= ∂tr [u31(x, tr)φ2(P, x, tr) + u32(x, tr)φ3(P, x, tr)]. (5.46)
I. When P → P∞1 , by investigating (5.45), one can assume that I¯(1,0)r has
the expansion
I¯(1,0)r (P, x, tr) =
ζ→0
ζ−r−1 +
∞∑
j=0
ς1j(x, tr)ζj , as P → P∞1 , (5.47)
for some coefficients {ς1j(x, tr)}j∈N0 . Suppose that (as P → P∞1)
φ2 =
∑∞
j=0 κ1,j−1ζ
j−1, φ3 =
∑∞
j=0 χ1,jζ
j , (5.48)
where κ1,j−1 and χ1,j are defined in (4.1) and (4.2). Inserting (5.47), (5.48) into
(5.46) and comparing the same powers of ζ imply
ς1j,x = (u31κ1,j + u32χ1,j)tr , j = 0, 1, 2, 3 . . . ,
ς10,x = (u31κ1,0 + u32χ1,0)tr = [−
1
u31
¯˜
V
(1,0)
31,r+1]x,
ς11,x = (u31κ1,1 + u32χ1,1)tr
= −[ ¯˜V (1,0)33,r+1 + 2u31,x−2vu31−u322u231
¯˜
V
(1,0)
31,r+1 +
1
2u31
( ¯˜V
(1,0)
32,r+1
+2 ¯˜V
(1,0)
31,r+2)]x,
(5.49)
from which one infers
ς10(x, tr) = ²1,0(tr)− 1
u31
¯˜
V
(1,0)
31,r+1,
ς11(x, tr) = ²1,1(tr)− [ ¯˜V
(1,0)
33,r+1 +
2u31,x−2vu31−u32
2u231
¯˜
V
(1,0)
31,r+1 +
1
2u31
( ¯˜V
(1,0)
32,r+1
+2 ¯˜V
(1,0)
31,r+2)],
(5.50)
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where ²1,0(tr), ²1,1(tr) are integration constants. Noting that the coefficients of
the power series for φ2(P, x, tr) and φ3(P, x, tr) near P∞1 , and the coefficients of
the homogeneous polynomials ¯˜V
(1,0)
3j,r+1(ζ, x, tr) are differential polynomials in u,
with no arbitrary integration constants in their construction, and the definition
of I¯(1,0)r , it follows that it also can have no arbitrary integration constants and
must consist purely of differential polynomials in u. All the above considerations
mean ²1,0(tr) = ²1,1(tr) = 0. Hence one concludes
I¯
(1,0)
r (P, x, tr) = ζ−r−1− 1
u31
¯˜
V
(1,0)
31,r+1−[ ¯˜V
(1,0)
33,r+1 +
2u31,x − 2vu31 − u32
2u231
¯˜
V
(1,0)
31,r+1
+ 12u31 (
¯˜
V
(1,0)
32,r+1 + 2
¯˜
V
(1,0)
31,r+2)]ζ +O(ζ
2), as P → P∞1 .
(5.51)
On the other hand, we have
I¯
(1,0)
r+1 (P, x, tr) =
¯˜
V
(r+1,1,0)
31 φ2 +
¯˜
V
(r+1,1,0)
32 φ3 +
¯˜
V
(r+1,1,0)
33
= ζ−1I¯(1,0)r +
¯˜
V
(1,0)
31,r+1φ2 +
¯˜
V
(1,0)
32,r+1φ3 +
¯˜
V
(1,0)
33,r+1
= ζ−r−2 − 1
u31
¯˜
V
(1,0)
31,r+2 +O(ζ), as P → P∞1 . (5.52)
II. When P → P∞2 , by investigating (5.45), one can assume that I¯(1,0)r has
the expansion
I¯(1,0)r (P, x, tr) =
ζ→0
−ζ−r−1 +
∞∑
j=0
ς2j(x, tr)ζj , as P → P∞2 , (5.53)
for some coefficients {ς2j(x, tr)}j∈N0 . Suppose that (as P → P∞2)
φ2 =
∑∞
j=0 κ2,jζ
j , φ3 =
∑∞
j=0 χ2,j−1ζ
j−1, (5.54)
where κ2,j and χ2,j−1 are defined in (4.1) and (4.2). Substituting (5.53), (5.54)
into (5.46) and comparing the same powers of ζ imply
ς2j,x = (u31κ2,j + u32χ2,j)tr , j = 0, 1, 2, 3 . . . ,
ς20,x = (u31κ2,0 + u32χ2,0)tr = [
1
u32
¯˜
V
(1,0)
32,r+1]x,
ς21,x = (u31κ2,1 + u32χ2,1)tr
= −[ ¯˜V (1,0)33,r+1 + 2u32,x+2vu32−u12u312u232
¯˜
V
(1,0)
32,r+1 +
1
2u32
(u12
¯˜
V
(1,0)
31,r+1
−2 ¯˜V (1,0)32,r+2)]x,
(5.55)
390 Journal of Mathematical Physics, Analysis, Geometry, 2015, vol. 11, No. 4
Algebro-Geometric Solutions to a New Hierarchy of Soliton Equations
from which one infers
ς20(x, tr) = ²2,0(tr) +
1
u32
¯˜
V
(1,0)
32,r+1,
ς21(x, tr) = ²2,1(tr)− [ ¯˜V
(1,0)
33,r+1 +
2u32,x+2vu32−u12u31
2u232
¯˜
V
(1,0)
32,r+1 +
1
2u32
(u12
¯˜
V
(1,0)
31,r+1
−2 ¯˜V (1,0)32,r+2)],
(5.56)
where ²2,0(tr), ²2,1(tr) are integration constants. Manage together, we find that
²2,0(tr) = ²2,1(tr) = 0. Therefore,
I¯
(1,0)
r (P, x, tr) =
1
u13
¯˜
V
(1,0)
13,r+1 − [ ¯˜V
(1,0)
33,r+1 +
2u32,x + 2vu32 − u12u31
2u232
¯˜
V
(1,0)
32,r+1
+ 12u32 (u12
¯˜
V
(1,0)
31,r+1 − 2 ¯˜V
(1,0)
32,r+2)]ζ +O(ζ
2), as P → P∞2 .
(5.57)
On the other hand,
I¯
(1,0)
r+1 (P, x, tr) =
¯˜
V
(r+1,1,0)
31 φ2 +
¯˜
V
(r+1,1,0)
32 φ3 +
¯˜
V
(r+1,1,0)
33
= ζ−1I¯(1,0)r +
¯˜
V
(1,0)
31,r+1φ2 +
¯˜
V
(1,0)
32,r+1φ3 +
¯˜
V
(1,0)
33,r+1
= −ζ−r−2 + 1
u32
¯˜
V
(1,0)
32,r+2 +O(ζ), as P → P∞2 .
(5.58)
III.When P → P∞3 , by (5.45), one can assume that I¯(1,0)r has the expansion
I¯(1,0)r (P, x, tr) =
ζ→0
∞∑
j=1
ς3j(x, tr)ζj , as P → P∞3 , (5.59)
for some coefficients {ς3j(x, tr)}j∈N. Assume that (as P → P∞3)
φ2 =
∑∞
j=1 κ3,jζ
j , φ3 =
∑∞
j=1 χ3,jζ
j , (5.60)
where κ3,j and χ3,j are defined in (4.1) and (4.2). Inserting (5.59), (5.60) into
(5.46) and comparing the same powers of ζ imply
ς3j,x = (u31κ3,j + u32χ3,j)tr , j = 1, 2, 3 . . . ,
ς31,x = (u31κ3,1 + u32χ3,1)tr = [− ¯˜V
(1,0)
33,r+1]x,
(5.61)
from which one infers
ς31(x, tr) = ²3,1(tr)− ¯˜V
(1,0)
33,r+1, (5.62)
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where ²3,1(tr) are integration constants. In the same way, we conclude that
²3,1(tr) = 0. Thus,
I¯
(1,0)
r (P, x, tr) = − ¯˜V
(1,0)
33,r+1ζ +O(ζ
2), as P → P∞3 . (5.63)
On the other hand, we have
I¯
(1,0)
r+1 (P, x, tr) =
¯˜
V
(r+1,1,0)
31 φ2 +
¯˜
V
(r+1,1,0)
32 φ3 +
¯˜
V
(r+1,1,0)
33
= ζ−1I¯(1,0)r +
¯˜
V
(1,0)
31,r+1φ2 +
¯˜
V
(1,0)
32,r+1φ3 +
¯˜
V
(1,0)
33,r+1
= O(ζ), as P → P∞3 .
(5.64)
To sum up, we complete the proof of (5.43). Similarly, we can show that (5.44)
holds.
From (5.1) one gets
Ir(P, x, tr) =
r∑
l=0
α˜r−lI¯
(1,0)
l (P, x, tr) +
r∑
l=0
β˜r−lI¯
(0,1)
l (P, x, tr). (5.65)
Thus,
tr∫
t0,r
Ir(P, x, t′)dt′ =
ζ→0

(tr − t0,r)(
r∑
l=0
α˜r−lζ−l−1− 12
r∑
l=0
β˜r−lζ−l)+ln
u31(x, tr)
u31(x, t0,r)
−
x∫
x0
v(x′, tr)dx′ +O(ζ), as P → P∞1 ,
−(tr − t0,r)(
r∑
l=0
α˜r−lζ−l−1+
1
2
r∑
l=0
β˜r−lζ−l)+ln
u32(x, tr)
u32(x, t0,r)
+
x∫
x0
v(x′, tr)dx′ +O(ζ), as P → P∞2 ,
(tr − t0,r)
r∑
l=0
β˜r−lζ−l +O(ζ), as P → P∞3 .
(5.66)
Let ω(2)P∞l ,j , j ∈ N, l = 1, 2, 3, be the normalized differential of the second
kind holomorphic on Km−1 \ {P∞l} with a pole of order j at P∞l ,
ω
(2)
P∞l ,j
(P ) =
ζ→0
(ζ−j +O(1))dζ, as P → P∞l . (5.67)
Furthermore, we introduce the normalized differential of the second kind
Ω˜(2)r+1(P ) =
r∑
l=0
α˜r−l(l + 1)(ω
(2)
P∞1 ,l+2
− ω(2)P∞2,l+2)−
1
2
r∑
l=0
β˜r−ll(ω
(2)
P∞1 ,l+1
+ ω(2)P∞2 ,l+1 − 2ω
(2)
P∞3 ,l+1
). (5.68)
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In addition, we define the vector of b-periods of the differential of the second kind
Ω˜(2)r+1,
U˜
(2)
r+1 = (U˜
(2)
r+1,1, . . . , U˜
(2)
r+1,m−1), U˜
(2)
r+1,k =
1
2pii
∫
bk
Ω˜(2)r+1, k = 1, . . . ,m− 1.
(5.69)
Integrating (5.68), we have
P∫
Q0
Ω˜(2)r+1 =

−(
r∑
l=0
α˜r−lζ−l−1 − 12
r∑
l=0
β˜r−lζ−l) + e˜
(2)
1 (Q0) +O(ζ), as P → P∞1 ,
(
r∑
l=0
α˜r−lζ−l−1 +
1
2
r∑
l=0
β˜r−lζ−l) + e˜
(2)
2 (Q0) +O(ζ), as P → P∞2 ,
−
r∑
l=0
β˜r−lζ−l + e˜
(2)
3 (Q0) +O(ζ), as P → P∞3 ,
(5.70)
where e˜(2)1 (Q0), e˜
(2)
2 (Q0), e˜
(2)
3 (Q0) are constants.
Given these preparations, the theta function representations of φ2(P, x, tr),
φ3(P, x, tr), ψ3(P, x, x0, tr, t0,r), and the algebro-geometric solutions of the entire
hierarchy read as follows.
Theorem 5.5. Assume that the curve Km−1 is nonsingular. Let P = (λ, y) ∈
Km−1 \ {P∞1 , P∞2 , P∞3} and let (x, x0, tr, t0,r) ∈ C4. Suppose that Dµˆ(x,tr) or
Dνˆ(x,tr) or Dξˆ(x,tr) is nonspecial. Then
φ2(P, x, tr) = N1(x, x0, tr, t0,r)
θ(z(P, νˆ(x, tr)))
θ(z(P, µˆ(x, tr)))
exp
( P∫
Q0
ω
(3)
P∞3 ,P∞1
)
, (5.71)
φ3(P, x, tr) = N2(x, x0, tr, t0,r)
θ(z(P, ξˆ(x, tr)))
θ(z(P, µˆ(x, tr)))
exp
( P∫
Q0
ω
(3)
P∞3 ,P∞2
)
, (5.72)
ψ3(P, x, x0, tr, t0,r) =
θ(z(P, µˆ(x, tr)))θ(z(P∞3 , µˆ(x0, t0,r)))
θ(z(P∞3 , µˆ(x, tr)))θ(z(P, µˆ(x0, t0,r)))
× exp
(
(e(2)3 (Q0)−
P∫
Q0
Ω(2))(x− x0) + (e˜(2)3 (Q0)−
P∫
Q0
Ω˜(2)r+1)(tr − t0,r)
)
, (5.73)
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where c(x, x0, tr) = exp(
∫ x
x0
v(x′, tr)dx′),
c2(x, x0, tr) = − u32(x0, t0,r)2u31(x0, t0,r)
θ(z(P∞1 , µˆ(x0, t0,r)))θ(z(P∞2 , ξˆ(x, tr)))
θ(z(P∞2 , µˆ(x0, t0,r)))θ(z(P∞1 , ξˆ(x, tr)))
× exp
(
(e(2)1 (Q0)− e(2)2 (Q0))(x− x0) + (e˜(2)1 (Q0)− e˜(2)2 (Q0))(tr − t0,r)
)
× exp
(
e
(3)
2,∞2(Q0)− e
(3)
2,∞1(Q0)
)
, (5.74)
N1(x, x0, tr, t0,r) =
1
u31(x0)c(x, x0, tr)
θ(z(P∞1 , µˆ(x0, t0,r)))θ(z(P∞3 , µˆ(x, tr)))
θ(z(P∞3 , µˆ(x0, t0,r)))θ(z(P∞1 , νˆ(x, tr)))
× exp
(
(e(2)1 (Q0)− e(2)3 (Q0))(x− x0) + (e˜(2)1 (Q0)− e˜(2)3 (Q0))(tr − t0,r)
)
× exp
(
−e(3)1,∞1(Q0)
)
,
(5.75)
N2(x, x0, tr, t0,r) =
1
2u31(x0)c(x, x0, tr)
θ(z(P∞1 , µˆ(x0, t0,r)))θ(z(P∞3 , µˆ(x, tr)))
θ(z(P∞3 , µˆ(x0, t0,r)))θ(z(P∞1 , ξˆ(x, tr)))
× exp
(
(e(2)1 (Q0)− e(2)3 (Q0))(x− x0) + (e˜(2)1 (Q0)− e˜(2)3 (Q0))(tr − t0,r)
)
× exp
(
−e(3)2,∞1(Q0)
)
.
(5.76)
Finally, u12(x, tr), u13(x, tr), u23(x, tr), u31(x, tr), u32(x, tr), v(x, tr) are of the form
u12(x, tr) = −4
θ(z(P∞2 , νˆ(x, tr)))θ(z(P∞1 , ξˆ(x, tr)))
θ(z(P∞1 , νˆ(x, tr)))θ(z(P∞2 , ξˆ(x, tr)))
× exp
(
e
(3)
1,∞2(Q0)− e
(3)
1,∞1(Q0) + e
(3)
2,∞1(Q0)− e
(3)
2,∞2(Q0)
)
,
(5.77)
u13(x, tr) = − 1
u31(x0, t0,r)c(x, x0, tr)
θ(z(P∞3 , νˆ(x, tr)))θ(z(P∞1 , µˆ(x0, t0,r)))
θ(z(P∞1 , νˆ(x, tr)))θ(z(P∞3 , µˆ(x0, t0,r)))
× exp
(
(e(2)1 (Q0)− e(2)3 (Q0))(x− x0) + (e˜(2)1 (Q0)− e˜(2)3 (Q0))(tr − t0,r)
)
× exp
(
e
(3)
1,∞3(Q0)− e
(3)
1,∞1(Q0)
)
,
(5.78)
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u23(x, tr) =
1
2u31(x0, t0,r)c(x, x0, tr)
θ(z(P∞3 , ξˆ(x, tr)))θ(z(P∞1 , µˆ(x0, t0,r)))
θ(z(P∞1 , ξˆ(x, tr)))θ(z(P∞3 , µˆ(x0, t0,r)))
× exp
(
(e(2)1 (Q0)− e(2)3 (Q0))(x− x0) + (e˜(2)1 (Q0)− e˜(2)3 (Q0))(tr − t0,r)
)
× exp
(
e
(3)
2,∞3(Q0)− e
(3)
2,∞1(Q0)
)
,
(5.79)
u31(x, tr) = u31(x0, t0,r)c(x, x0, tr)
θ(z(P∞1 , µˆ(x, tr)))θ(z(P∞3 , µˆ(x0, t0,r)))
θ(z(P∞3 , µˆ(x, tr)))θ(z(P∞1 , µˆ(x0, t0,r)))
× exp
(
(e(2)3 (Q0)− e(2)1 (Q0))(x− x0) + (e˜(2)3 (Q0)− e˜(2)1 (Q0))(tr − t0,r)
)
,
(5.80)
u32(x, tr) =
u32(x0, t0,r)
c(x, x0, tr)
θ(z(P∞2 , µˆ(x, tr)))θ(z(P∞3 , µˆ(x0, t0,r)))
θ(z(P∞3 , µˆ(x, tr)))θ(z(P∞2 , µˆ(x0, t0,r)))
× exp
(
(e(2)3 (Q0)− e(2)2 (Q0))(x− x0) + (e˜(2)3 (Q0)− e˜(2)2 (Q0))(tr − t0,r)
)
, (5.81)
v(x, tr) = ∂x ln c(x, x0, tr). (5.82)
P r o o f. The proofs of (5.71), (5.72) and (5.74)–(5.81) are similar to those
of Theorem 4.3, so we just need to prove (5.73). Let Ψ3 be defined by the right-
hand side of (5.73). We intend to prove that ψ3 = Ψ3 with ψ3 given by (5.34).
For this purpose, one computes by using (5.7) and (5.8) that
u31(x, tr)φ2(P, x, tr) + u32(x, tr)φ3(P, x, tr)
= u31
y2V
(n)
32 − yAm +Bm
E − u32
y2V
(n)
31 − yAm + Bm
E ,
=
1
E
{[u31V (n)32 − u32V (n)31 ]y2 − [u31Am − u32Am]y
+
1
3
Em−2,x +
2
3
(u31V
(n)
32 − u32V (n)31 )Sm},
=
1
3
Ex
E
+
2
3
[u31V
(n)
32 − u32V (n)31 ](3y2 + Sm)
E
−
u31V
(n)
32 y[y +
Am
V
(n)
32
]− u32V (n)31 y[y + AmV (n)31 ]
E
=
λ→µj(x,tr)
− µj,x(x, tr)
λ− µj(x, tr) +O(1)
=
λ→µj(x,tr)
∂x ln(λ− µj(x, tr)) +O(1),
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and
V˜
(r)
31 (λ, x, tr)φ2(P, x, tr) + V˜
(r)
32 (λ, x, tr)φ3(P, x, tr) + V˜
(r)
33 (λ, x, tr)
= V˜ (r)31
y2V
(n)
32 − yAm +Bm
E
− V˜ (r)32
y2V
(n)
31 − yAm + Bm
E
+ V˜ (r)33
=
y2(V˜ (r)31 V
(n)
32 −V˜ (r)32 V (n)31 )−y(V˜ (r)31 Am−V˜ (r)32 Am)+ 13Etr− 23(V˜
(r)
32 V
(n)
31 −V˜ (r)31 V (n)32 )Sm
E
=
1
3
Etr
E
+
2
3
[V˜ (r)31 V
(n)
32 − V˜ (r)32 V (n)31 ](3y2 + Sm)
E
−
V˜
(r)
31 V
(n)
32 y[y +
Am
V
(n)
32
]− V˜ (r)32 V (n)31 y[y + AmV (n)31 ]
E
=
λ→µj(x,tr)
− µj,tr(x, tr)
λ− µj(x, tr) +O(1)
=
λ→µj(x,tr)
∂tr ln(λ− µj(x, tr)) +O(1).
Consequently,
ψ3(P, x, x0, tr, t0,r)
= exp
( x∫
x0
[u31(x′, tr)φ2(P, x′, tr) + u32(x′, tr)φ3(P, x′, tr)]dx′
+
tr∫
t0,r
(V˜ (r)31 (λ, x0, t
′)φ2(P, x0, t′) + V˜
(r)
32 (λ, x0, t
′)φ3(P, x0, t′) + V˜
(r)
33 (λ, x0, t
′))dt′
)
=
λ− µj(x, tr)
λ− µj(x0, tr)
λ− µj(x0, tr)
λ− µj(x0, t0,r)O(1)
=
λ− µj(x, tr)
λ− µj(x0, t0,r)O(1)
=

(λ− µj(x, tr))O(1) for P near µˆj(x, tr) 6= µˆj(x0, t0,r),
O(1) for P near µˆj(x, tr) = µˆj(x0, t0,r),
(λ− µj(x0, t0,r))−1O(1) for P near µˆj(x0, t0,r) 6= µˆj(x, tr),
(5.83)
where O(1) 6= 0. Therefore, all zeros and poles of ψ3 and Ψ3 on Km−1 \
{P∞1 , P∞2 , P∞3} are simple and coincident. In the same way as in Theorem 4.3,
we can show that ψ3 and Ψ3 have the same essential singularities at P∞1 , P∞2 , P∞3 .
Then the Riemann–Roch uniqueness implies Ψ3 = ψ3.
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