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RECURRENCE PROPERTIES AND DISJOINTNESS ON THE INDUCED
SPACES
JIE LI, KESONG YAN, AND XIANGDONG YE
ABSTRACT. A topological dynamical system induces two natural systems, one is
on the hyperspace and the other one is on the space of probability measures. The
connection among some dynamical properties on the original space and on the
induced spaces are investigated. Particularly, a minimal weakly mixing system
which induces a P-system on the probability measures space is constructed and
some disjointness result is obtained.
1. INTRODUCTION
Throughout this paper, by a topological dynamical system (t.d.s. for short) we
mean a pair (X ,T), where X is a compact metric space with a metric ρ and T is
a continuous surjective map from X to itself. A non-empty closed invariant subset
Y ⊂ X (i.e., TY ⊂Y ) defines naturally a subsystem (Y,T ) of (X ,T ).
A t.d.s. (X ,T ) induces two natural systems, one is (K(X),TK) on the hyper-
space K(X) consisting of all non-empty closed subsets of X with the Hausdorff
metric, and the other one is (M(X),TM) on the probability measures space M(X)
consisting of all Borel probability measures with the weak*-topology. Bauer and
Sigmund [3] first gave a systematic investigation on the connection of dynamical
properties among (X ,T ), (K(X),TK) and (M(X),TM). It was proved that (X ,T ) is
weakly mixing (resp. mildly mixing, strongly mixing) if and only if (K(X),TK) (or
(M(X),TM)) has the same property. We remark that later it was shown that the tran-
sitivity of (K(X),TK) (resp. (M(X),TM)) is equivalent to the weak mixing property
of (K(X),TK) (resp. (M(X),TM)), see [2] and [24].
Since then the connection of dynamical properties among (X ,T ), (K(X),TK) and
(M(X),TM) has been studied by many authors, see, e.g., [2, 8, 9, 13, 14, 15, 18, 23].
A remarkable result by Glasner and Weiss [8] stated that the topological entropy of
(X ,T) is zero if and only if so is (M(X),TM) (similar results related to nullness and
tameness can be found in [13, 14]). Recently, Li [18] observed that (K(X),TK) is a
P-system if and only if (X ,T ) is a weakly mixing system with dense small periodic
sets (first defined by Huang and Ye in [12] and called an HY-system in [17]).
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In this paper we further exploit the connection, and focus on periodic systems,
P-systems, M-systems, E-systems and disjointness. On the way to do this we de-
fine an almost HY-system and show that (M(X),TM) is a P-system if and only if
(X ,T) is a weakly mixing almost-HY-system (Theorem 4.10). A minimal weakly
mixing system which induces a P-system on (M(X),TM) is constructed showing
that HY-systems and almost HY-systems are different property (Theorem 4.11). We
conjecture that there is a weakly mixing proximal E-system inducing a P-system on
(M(X),TM) (this will be answered affirmatively in a forthcoming paper [19]). See
the following two tables for the further connection (see Section 3 and Section 4 for
details).
TABLE 1. The connection with hyperspace
(X ,T ) periodic HY-system w.m. M-system w.m. E-system
(K(X),TK) pointwise periodic P-system M-system E-system
TABLE 2. The connection with probability measures space
(X ,T ) periodic almost HY-sys. not nece. M-sys. w.m. E-sys.
(M(X),TM) p.w. periodic P-system M-system E-system
The notion of disjointness of two t.d.s. was introduced by Furstenberg in his
seminar paper [6]. It is known if two t.d.s. are disjoint then one of them is minimal.
It is an open question which system is disjoint from all minimal system. It was
shown that if a transitive t.d.s. is disjoint from all minimal system then it is weakly
mixing with dense minimal points [12], and a weakly mixing system with dense
distal points is disjoint from all minimal systems [5, 21]. In this paper we show
that if (K(X),TK) is disjoint from all minimal system, then so is (X ,T ) (Theorem
5.2). It seems that there are examples (X ,T ) which do not have dense distal points
and at the same time (K(X),TK) do. Unfortunately we could not provide one at this
moment.
Acknowledgments. We thank W. Huang, Jian Li and S. Shao for very useful dis-
cussions. Particularly, we thank B. Weiss for his valuable suggestion related to
Theorem 4.11.
2. PRELIMINARY
2.1. Basic definitions and notations. In the article, the sets of integers, nonnega-
tive integers and natural numbers are denoted by Z, Z+ and N, respectively.
A t.d.s. (X ,T ) is transitive if for each pair non-empty open subsets U and V ,
N(U,V ) = {n ∈ Z+ : T−nV ∩U 6= /0} is infinite; it is totally transitive if (X ,T n) is
transitive for each n ∈ N; and it is weakly mixing if (X ×X ,T ×T ) is transitive. We
say that x ∈ X is a transitive point if its orbit orb(x,T ) = {x,T x,T 2x, . . .} is dense
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in X . The set of transitive points is denoted by TranT . It is well known that if (X ,T)
is transitive, then TranT is a dense Gδ -set.
A t.d.s. (X ,T ) is minimal if TranT = X , i.e., it contains no proper subsystems.
A point x ∈ X is called a minimal point or almost periodic point if (orb(x,T ),T ) is
a minimal subsystem of (X ,T). We say that x ∈ X is a periodic point if T nx = x
for some n ∈ N. The set of all periodic points (resp. minimal points) of (X ,T) is
denoted by P(T ) (resp. AP(T )). A t.d.s. (X ,T ) is called
• a P-system if it is transitive and the set of periodic points is dense;
• an M-system if it is transitive and the set of minimal points is dense;
• an E-system if it is transitive and there is an invariant Borel probability mea-
sure µ with full support, i.e., supp(µ) = X .
Let S be a subset of Z+. The upper Banach density and upper density of S are
defined by
BD∗(S) = limsup
|I|→∞
|S∩ I|
|I|
and D∗(S) = limsup
n→∞
|S∩ [0,n−1]|
n
.
where I is taken over all non-empty finite intervals of Z+ and | · | denote the cardi-
nality of the set.
A subset S of Z+ is syndetic if it has a bounded gap, i.e., there is N ∈N such that
{i, i+1, . . . , i+N}∩S 6= /0 for every i ∈ Z+; S is thick if it contains arbitrarily long
runs of positive integers, i.e., for every n ∈ N there exists some an ∈ Z+ such that
{an,an +1, . . . ,an +n} ⊂ S.
For a t.d.s. (X ,T ), x ∈ X and U ⊂ X let
N(x,U) = {n ∈ Z+ : T nx ∈U}.
It is well know that x ∈ X is a minimal point if and only if N(x,U) is syndetic for
any neighborhood U of x; a t.d.s. (X ,T ) is weakly mixing if and only if N(U,V )
is thick for any non-empty open subsets U,V of X (see, for example, [6, 7]); and a
t.d.s. (X ,T ) is an E-system if and only if there is a transitive point x ∈ X such that
N(x,U) has a positive upper Banach density for any neighborhood U of x (see, for
example, [11, Lemma 3.6]).
Let (X ,T ) be a t.d.s. and (x,y) ∈ X2. It is a proximal pair if
liminf
n→+∞
d(T nx,T ny) = 0;
and it is a distal pair if it is not proximal. Denote by P(X ,T) or PX the set of all
proximal pairs of (X ,T ). A point x is said to be distal if whenever y is in the orbit
closure of x and (x,y) is proximal, then x = y. A t.d.s. (X ,T) is called distal if (x,x′)
is distal whenever x,x′ ∈ X are distinct.
Let {pi}∞i=1 be an infinite sequence in N. One defines
FS({pi}∞i=1) := {pi1 + pi2 + · · ·+ pik : 1 ≤ i1 < i2 < · · ·< ik,k ∈ N}.
A subset F ⊂ N is called an IP-set if it contains some FS({pi}∞i=1). A subset of N
is called an IP∗-set if it has non-empty intersection with any IP-sets. Denote by F ∗ip
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the family of all IP∗-sets. It is known that F ∗ip is a filter, i.e., F1,F2 ∈ F ∗ip implies
F1∩F2 ∈F ∗ip (see [7, p. 179]); and x is distal if and only if x is IP∗-recurrent, i.e.,
N(x,U)∈F ∗ip for any neighborhood U of x (see, for example, [7, Theorem 9.11] or
[5, Proposition 2.7]).
2.2. Hyperspace. Let X be a compact metric space with a metric ρ . Let K(X) be
the hyperspace on X , that is, the space of non-empty closed subsets of X equipped
with the Hausdorff metric dH defined by
dH(A,B) = max
{
max
x∈A
min
y∈B
ρ(x,y),max
y∈B
min
x∈A
ρ(x,y)
}
for A,B ∈ K(X).
This metric turns K(X) into a compact space. It is easy to see that the finite subsets
of X are dense in K(X).
For any non-empty open subsets U1, . . . ,Un of X , n ∈ N, let
〈U1, . . . ,Un〉=
{
K ∈ K(X) : K ⊂
n⋃
i=1
Ui and K∩Ui 6= /0 for each i = 1, . . . ,n
}
.
The following family
{〈U1, . . . ,Un〉 : U1, . . . ,Un are non-empty open subsets of X ,n ∈ N}
forms a basis for the topology obtained from the Hausdorff metric dH , which is
called the Vietoris topology (see [20, Theorem 4.5]).
Now let (X ,T ) be a t.d.s. The transformation T induces a continuous map TK :
K(X)→ K(X) defined by
TK(C) = TC for C ∈ K(X).
It is easy to check that (K(X),TK) is also a t.d.s.
2.3. Probability measures spaces. Let M(X) denote the space of Borel probabil-
ity measures on X equipped with the Prohorov metric D defined by
D(µ,ν) = inf
{
ε :
µ(A)≤ ν(Aε)+ ε and ν(A)≤ µ(Aε)+ ε for all
Borel subsets A ⊂ X
}
for µ,ν ∈ M(X), where Aε = {x ∈ X : ρ(x,A) < ε}. The induced topology is just
the weak∗-topology for measures. It turns M(X) into a compact metric space. A
basis is given by the collection of all sets of the form
Vµ( f1, . . . , fk;ε) =
{
ν ∈ M(X) :
∣∣∣∣
∫
X
fi dµ −
∫
X
fi dν
∣∣∣∣< ε,1 ≤ i ≤ k
}
,
where µ ∈ M(X),k ≥ 1, fi ∈ C(X ,R) (here C(X ,R) denote the Banach space of
continuous real-valued functions on X with the supremum norm ‖ · ‖) and ε > 0. If
{ fn}∞n=1 is a dense subset of C(X ,R), then
d(µ,ν) =
∞
∑
n=1
|
∫ fn dµ − ∫ fn dν|
2n (‖ fn‖+1)
is also a metric on M(X) giving the weak∗-topology.
RECURRENCE PROPERTIES AND DISJOINTNESS ON THE INDUCED SPACES 5
Lemma 2.1. ([25, pp. 149]) The following statements are equivalent:
(1) µn → µ in the weak∗-topology;
(2) For each closed subset F of X, limsup
n→∞
µn(F)≤ µ(F);
(3) For each open subset U of X, liminf
n→∞
µn(U)≥ µ(U).
For x ∈ X , let δx ∈M(X) denote the Dirac point measure of x defined by
δx(A) =
{
1, x ∈ A
0, x /∈ A.
It is easy to see that the map x 7→ δx imbeds X inside M(X). Note that M(X) is
convex and that the point measures are just the extremal points of M(X). It follows
that the convex combinations of point measures are dense in M(X).
For µ ∈M(X) and a Borel subset A of X with µ(A)> 0, the conditional measure
of A is defined by
µA(B) =
µ(A∩B)
µ(A)
for all Borel subsets B ⊂ X .
Lemma 2.2. Let X ,Y be two compact metric spaces, µ ∈M(X) and ν ∈ M(Y ).
(1) If A = ⋃ni=1 Ai, where A1, . . . ,An are Borel subsets of X with µ(Ai) > 0 and
µ(Ai∩A j) = 0 for all 1 ≤ i < j ≤ n, then µA = ∑ni=1 µ(Ai)µ(A) µAi .
(2) Let ε > 0 and A be a Borel subset of X with µ(A)> 0. If B is a Borel subset
of X such that µ(B) > 0 and µ(A△B)< µ(A) · ε , then d(µA,µB)≤ 2ε .
(3) If pi : (X ,µ)→ (Y,ν) is measurable and piµ = ν , then piµpi−1A = νA for each
Borel subset A of Y .
Proof. (1) Note that for any Borel subsets B of X , we have
µA(B) =
µ(A∩B)
µ(A) =
n
∑
i=1
µ(Ai∩B)
µ(A) =
n
∑
i=1
µ(Ai)
µ(A) µAi(B).
(2) Assume that A,B are two Borel subsets of X such that µ(A)µ(B) > 0 and
µ(A△B)< µ(A) · ε . Then for each f ∈C(X ,R) we have∣∣∣∣
∫
f dµA−
∫
f dµB
∣∣∣∣ =
∣∣∣∣ 1µ(A)
∫
A
f dµ − 1µ(B)
∫
B
f dµ
∣∣∣∣
≤
1
µ(A) ·
∣∣∣∣
∫
A
f dµ −
∫
B
f dµ
∣∣∣∣+ |µ(A)−µ(B)|µ(A) ·µ(B) ·
∣∣∣∣
∫
B
f dµ
∣∣∣∣
≤
2 ·µ(A△B)
µ(A) · ‖ f‖< 2‖ f‖ · ε.
Hence,
d(µA,µB) =
∞
∑
n=1
|
∫ fn dµ− ∫ fn dν|
2n (‖ fn‖+1) ≤
∞
∑
n=1
ε
2n−1
= 2ε.
(3) is an obvious fact. 
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Let (X ,T ) be a t.d.s. The transformation T induces a continuous map TM :
M(X)→ M(X) defined by
(TMµ)(A) = µ(T−1A),µ ∈M(X),A⊂ X Borel.
It is easy to check that (M(X),TM) is also a t.d.s. For n ∈ N, define
Mn(X) =
{
1
n
n
∑
i=1
δxi : xi ∈ X (not necessarily distinct)
}
.
Lemma 2.3. Mn(X) is closed in M(X) and invariant under TM.
⋃
∞
n=1 Mn(X) is
dense in M(X).
Let M(X ,T ) = {µ ∈ M(X) : TMµ = µ} be the set of all T -invariant measures
and E (X ,T) be the set of all ergodic measures in M(X ,T). It is well known that
M(X ,T) is nonempty, compact and convex. If M(X ,T ) consists of a single point,
then (X ,T ) is said to be uniquely ergodic.
2.4. Product system, factor and extenison. For two t.d.s. (X ,T ) and (Y,S), their
product system (X ×Y,T ×S) is defined by
T ×S(x,y) = (T x,Sy) for x ∈ X and y ∈ Y.
Higher order product systems are defined analogously and we write (Xn,T (n)) for
the n-fold product system (X ×·· ·×X ,T ×·· ·×T ).
Let (X ,T) and (Y,S) be two t.d.s. A continuous map pi : X → Y is called a
homomorphism or factor map between (X ,T) and (Y,S) if it is onto and pi ◦T =
S ◦ pi . In this case we say (X ,T ) is an extension of (Y,S) or (Y,S) is a factor of
(X ,T). It is easy to see that pi induces in an obvious way a homomorphism from
(M(X),TM) onto (M(Y ),SM) and from (K(X),TK) onto (K(Y ),SK).
3. DYNAMIC PROPERTIES ON HYPERSPACE
In this section, we will study some dynamic properties of (K(X),TK). Firstly, we
recall the following useful lemma.
Lemma 3.1. (see [2]) Let (X ,T ) be a t.d.s.. Then the following statements are
equivalent:
(1) (K(X),TK) is weakly mixing;
(2) (K(X),TK) is transitive;
(3) (X ,T) is weakly mixing.
Let (X ,T ) be a t.d.s. We say that (X ,T) has dense small periodic sets [12] if for
any non-empty open subset U of X there exists a closed subset Y of U and k ∈ N
such that T kY ⊂Y . Clearly, every P-system has dense small periodic sets. If (X ,T)
is transitive and has dense small periodic sets, then it is an M-system.
The system (X ,T) is called an HY-system if it is totally transitive and has dense
small periodic sets. In [12], Huang and Ye showed that an HY-system is also weakly
mixing and disjoint from any minimal systems. There exists an HY-system without
periodic points [12, Example 3.7]. In [17], the author characterized HY-systems by
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transitive points via the family of weakly thick sets. Recently, Li [18] studied the
Devaney’s chaos on the hyperspace. That is, he obtained
Theorem 3.2. (see [18]) (X ,T ) is an HY-system if and only if (K(X),TK) is a P-
system.
We recall that a t.d.s. (X ,T) is said to be pointwise periodic if all points in X
are periodic; and it is said to be periodic if there exists m ∈ N such that T m is the
identity map of X . It is clear that if (K(X),TK) is pointwise periodic, then (X ,T ) is
also pointwise periodic. However, the following example shows that the converse
is not true.
Example 3.3. Let X = {0}∪
{1
n
: n ∈ N
}
with the subspace topology of the real
line R. Define T : X → X as
• T (0) = 0 and T (1) = 1;
• T
( 1
2n
)
= 12n+1 , . . . ,T
(
1
2n+1−1
)
= 12n for each n ∈ N.
Note that (X ,T) is pointwise periodic. Let K = {0}∪
{ 1
2n : n ∈ Z+
}
. Then K is not
a periodic point of (K(X),TK).
What we have is the following theorem and we omit the simple proof.
Theorem 3.4. The following statements are equivalent:
(1) (X ,T) is periodic;
(2) (K(X),TK) is periodic;
(3) (K(X),TK) is pointwise periodic.
Next we study the characterization of M-systems and E-systems on the hyper-
space.
Theorem 3.5. (X ,T ) is a weakly mixing M-system if and only if (K(X),TK) is an
M-system.
Proof. Let (K(X),TK) be an M-system. By Lemma 3.1, (X ,T) is weakly mixing.
Now we show that the set of minimal points of (X ,T ) is dense. Let U,V ⊂ X be
two non-empty open subsets of X with V ⊂U . Then 〈V 〉 = {A ∈ K(X) : A ⊂V} is
a non-empty open subset of K(X). Since (K(X),TK) is an M-system, there exists
a minimal point C ∈ 〈V 〉 of TK . It follows that there exists a syndetic subset F
of Z+ such that T nK(C) ∈ 〈V 〉, which implies that T nK (C) ⊂ V for all n ∈ F . Let
D =
⋃
n∈F T nK (C), then D ⊂ V ⊂ U . By [4, Theorem 7], D∩AP(T ) 6= /0, so U ∩
AP(T ) 6= /0. That is, (X ,T ) is an M-system.
Now assume (X ,T ) is a weakly mixing M-system. Then the product system
(Xn,T (n)) is an M-system for each n ∈ N. This implies that the restriction of TK
to Kn(X) = {C ∈ K(X) : |K| ≤ n}, as a factor of T (n), is also an M-system. Notice
that
⋃
∞
n=1 Kn(X) is dense in K(X). Hence the set of minimal points of (K(X),TK) is
dense in K(X). That is, (K(X),TK) is an M-system. 
Theorem 3.6. (X ,T) is a weakly mixing E-system if and only if (K(X),TK) is an
E-system.
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Proof. By [3, Proposition 5] and Lemma 3.1, it remains to show that (K(X),TK) is
an E-system implies that (X ,T) is an E-system. Assume that (X ,T ) is not an E-
system, then there is a non-trivial factor (Y,S) of (X ,T ) such that (Y,S) is uniquely
ergodic with a fixed point p.
Let ν ′ be an invariant probability measure on K(Y ) with full support. Assume
U ⊂ Y is non-empty open and p 6∈ U . Since 〈U〉 is a non-empty open subset of
K(Y ), there is an ergodic measure (using ergodic decomposition) ν on K(Y ) with
ν(〈U〉)> 0. Let C ∈ 〈U〉 be a generic point for ν (i.e., 1
n ∑n−1i=0 δT iKC → ν), then the
return time set N(C,〈U〉) = {n ∈ Z+ : T nC ⊂U} has positive upper density. This
implies that each point x ∈C returns to U with positive upper density. Fix x ∈C.
Since (Y,S) is uniquely ergodic, 1
n ∑n−1i=0 δT ix −→ δp and thus by Lemma 2.1 we have
0 = δp(U)≥ limsup
n→∞
1
n
n−1
∑
i=0
δT ix(U) = D∗(N(x,U))> 0,
a contradiction. This shows that (X ,T ) is an E-system. 
4. DYNAMIC PROPERTIES ON THE SPACE OF PROBABILITY MEASURES
In this section, we will study some dynamic properties of (M(X),TM).
4.1. Distal points and minimal points. In [3], the authors showed the distality
(resp. minimality) of (X ,T ) does not necessarily imply the distality (resp. minimal-
ity) of (M(X),TM). But we have the following result.
Theorem 4.1. If (X ,T ) is distal, then the set of distal points of (M(X),TM) is dense
in M(X). If (X ,T) is an M-system, then the set of minimal points of (M(X),TM) is
dense.
Proof. Assume that (X ,T ) is a distal system. Then the product system (Xn,T (n)) is
distal for every n ∈ N. This implies that the restriction of TM to Mn(X), as a factor
of T (n), is also distal. Notice that each µ ∈ Mn(X) is a distal point of (M(X),TM).
Hence the set of distal points of (M(X),TM) is dense in M(X).
Now assume (X ,T) is an M-system. Then the set of minimal points of the product
system (Xn,T (n)) is dense for each n ∈ N. This implies that the restriction of TM to
Mn(X), as a factor of T (n), is also has dense minimal points. Notice that
⋃
∞
n=1 Mn(X)
is dense in M(X). Hence the set of minimal points of (M(X),TM) is dense in M(X).

4.2. Weakly mixing. In this subsection, we study the weakly mixing property of
(M(X),TM). Firstly, we recall the following useful lemma.
Lemma 4.2. [22] (X ,T) is weakly mixing if and only if N(U,U)∩N(U,V) 6= /0 for
any non-empty open subsets U,V ⊂ X.
The following fact is known, see for example [24]. We give a proof for complete-
ness.
Theorem 4.3. Let (X ,T ) be a t.d.s.. Then the following statements are equivalent:
(1) (X ,T) is weakly mixing;
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(2) (M(X),TM) is weakly mixing;
(3) (M(X),TM) is transitive.
Proof. (1) ⇒ (2) can see [3, Theorem 1]; and (2) ⇒ (3) is obvious.
(3)⇒ (1) Let U,V be two non-empty open subsets of X and let W1 = {µ ∈M(X) :
µ(U) > 45} and W2 = {µ ∈ M(X) : µ(U) >
2
5 and µ(V ) >
2
5}. It is clear that Wi is
non-empty open in M(X) for i = 1,2.
By the transitivity of TM, there is k ∈ N such that W1 ∩ T−kM W2 6= /0. Let µ ∈
W1∩T−kM W2. Then we have µ ∈W1 and T kµ ∈W2, which implies that U∩T−kU 6= /0
and U ∩T−kV 6= /0. By Lemma 4.2, (X ,T ) is weakly mixing. 
4.3. E-system. In this subsection, we will study the characterization of E-systems
on the space of probability measures. That is, we have the following result.
Theorem 4.4. (X ,T) is a weakly mixing E-system if and only if (M(X),TM) is an
E-system.
Proof. Assume that (X ,T ) is a weakly mixing E-system. It remains to show that
there is a TM-invariant measure µ ∈M(M(X))with full support. It is easy to see that
T (n) admits an invariant measure with full support. This implies that the restriction
of TM to Mn(X), as a factor of T (n), admits an invariant measure µn with full support
on Mn(X). Since
⋃
∞
n=1 Mn(X) is dense in M(X), the TM-invariant measure µ =
∑∞n=1 12n µn ∈M(M(X)) with supp(µ) = M(X). That is, (M(X),TM) is an E-system.
Now assume that (M(X),TM) is an E-system. By Theorem 4.3, (X ,T ) is weakly
mixing. Let ν be a TM-invariant measure on M(X) with full support. Then the
barycenter µ =
∫
M(X) θ dν(θ) is a T -invariant measure on X . Let U be a non-empty
subset of X and let V = {m ∈ M(X) : m(U)> 12}. Then we have
µ(U)≥
∫
V
θ(U)dν(θ)≥ 1
2
ν(V )> 0.
This implies supp(µ) = X . 
4.4. P-system. Note that for each x∈X , δx is a periodic point of (M(X),TM) which
implies that x is a periodic point of (X ,T). Hence, if (M(X),TM) is pointwise
periodic, then (X ,T ) is also pointwise periodic. However, the following example
shows that the converse is not true.
Example 4.5. Let X = {0}∪
{1
n
: n ∈ N
}
with the subspace topology of the real
line R. Define T : X → X as
• T (0) = 0 and T (1) = 1;
• T
( 1
2n
)
= 12n+1 , . . . ,T
(
1
2n+1−1
)
= 12n for each n ∈ N.
Note that (X ,T ) is pointwise periodic. Let µ = ∑∞n=1 12n δ 1
2n−1
. Then µ ∈ M(X) is
not periodic.
Again we omit the simple proof of the following fact.
Theorem 4.6. The following statements are equivalent:
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(1) (X ,T) is periodic;
(2) (M(X),TM) is periodic;
(3) (M(X),TM) is pointwise periodic.
In order to characterize P-systems on the space of probability measures, we need
a notion of an almost HY-system.
Definition 4.7. Let (X ,T ) be a t.d.s. We say that (X ,T ) has almost dense periodic
sets if for each non-empty open subset U ⊂ X and ε > 0, there are k ∈ N and
µ ∈ M(X) with T kMµ = µ such that µ(U c) < ε , where U c = {x ∈ X : x /∈U}. We
say that (X ,T ) is an almost HY-system if it is totally transitive and has almost dense
periodic sets.
We note that (X ,T ) has almost dense periodic sets if and only if for each non-
empty open subset U ⊂X , there are periodic points µk ∈M(X) such that µk(U)→ 1.
It is easy to see that if (X ,T) has dense small periodic sets, then it has almost dense
periodic sets, and hence an HY-system is a weakly mixing almost HY-system. If
(X ,T) has almost dense periodic sets, then it has an invariant measure with full
support. Moreover, we also have the following result.
Proposition 4.8. Let (X ,T) and (Y,S) be two t.d.s.
(1) If (X ,T) has almost dense periodic sets and pi : (X ,T )→ (Y,S) is a factor
map, then (Y,S) has almost dense periodic sets.
(2) If (X ,T ) and (Y,S) have almost dense periodic sets, then (X×Y,T ×S) has
almost dense periodic sets.
Proof. (1) Let V ⊂Y be a non-empty open subset and ε > 0. Then U = pi−1(V )⊂ X
is open and non-empty, and there is T k-invariant measure µ with µ(U c) < ε . This
implies that piµ(V c) < ε . It is clear that ν = piµ is Sk-invariant, and hence (Y,S)
has almost dense periodic sets.
(2) Let U be a non-empty open subset of X ×Y and ε > 0. Then there are non-
empty open subsets U1 ⊂ X and U2 ⊂ Y such that U1×U2 ⊂U . Since (X ,T) and
(Y,S) have almost dense periodic sets, there are T k1-invariant measure µ ∈ M(X)
and Sk2-invariant measure ν ∈ M(Y ) with µ(U c1 ) < 12ε and ν(U c2 ) < 12ε . Set k =
k1× k2, then µ ×ν ∈ M(X ×Y ) is T k×Sk-invariant and
(µ×ν)(U c)≤ (µ ×ν)((U1×U2)c)≤ µ(U c1 )+ν(U c2)< ε.
That is, (X ×Y,T ×S) has almost dense periodic sets. 
It is well known that a totally transitive P-system is weakly mixing [1]. In [12],
Huang and Ye showed that a totally transitive system with dense small periodic
sets is weakly mixing. Now we improve these results by showing that each almost
HY-system is weakly mixing. That is,
Proposition 4.9. If (X ,T) is a totally transitive system with almost dense periodic
sets, then (X ,T ) is weakly mixing.
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Proof. Let U,V be two non-empty open subsets of X . Since (X ,T) has almost
dense periodic sets, there exist k ∈ N and a T k-invariant measure µ ∈ M(X) such
that µ(U) > 45 . Hence, {ki : i ∈ Z+} ⊂ N(U,U). Note that (X ,T k) is topologi-
cal transitive, and thus N(U,U)∩N(U,V) 6= /0. By Lemma 4.2, (X ,T ) is weakly
mixing. 
Theorem 4.10. The following statements are equivalent:
(1) (X ,T) is an almost HY-system.
(2) (X ,T) is weakly mixing, and for each open non-empty U ⊂ X and ε > 0
there are k ∈ N and µ ∈ E (X ,T k) such that µ(U c)< ε .
(3) (M(X),TM) is a P-system.
(4) (M(X),TM) is an almost HY-system.
Proof. (1) ⇒ (2) Let (X ,T ) be an almost HY-system. By Proposition 4.9, (X ,T ) is
weakly mixing. For each non-empty open subset U ⊂ X and ε > 0, there are k ∈ N
and ν ∈ M(X) with T kMν = ν such that ν(U c) < ε . Using the ergodic decomposi-
tion we have ν =
∫
E (X ,T k) mdτ(m), where τ ∈ M(M(X)) with τ(E (X ,T k)) = 1. It
follows that ∫
E (X ,T k)
m(U c)dτ(m) = ν(U c)< ε.
Thus there is µ ∈ E (X ,T k) such that µ(U c)< ε .
(2) ⇒ (3) Let x ∈ X . For any f1, . . . , fs ∈ C(X ,R) and ε > 0, there is r > 0
such that if d(y,x) < r < ε/2 then | f j(y)− f j(x)| < ε/2 for all j = 1, . . . ,s. Let
U = B(x,r). Then there is k ∈ N and µ ∈ E (X ,T k) such that µ(U c)< (max{|| f j|| :
1 ≤ j ≤ s})−1ε/4. Thus∣∣∣∣
∫
X
f j(y)dµ(y)− f j(x)
∣∣∣∣≤
∫
Uc
| f j(y)− f j(x)|dµ(y)+
∫
U
| f j(y)− f j(x)|dµ(y) < ε,
for each 1 ≤ j ≤ s. That is, µ ∈Vδx( f1, . . . , fs;ε). So δx is a limit point of P(TM).
For x1, . . . ,xn ∈ X , let ν = 1n ∑nj=1 δx j . For give f1, . . . , fs ∈C(X ,R) and ε > 0, let
µ j ∈ P(TM)∩Vδx j ( f1, . . . , fs;ε) and µ =
1
n ∑nj=1 µ j. It is clear that µ is a periodic
point of TM and µ ∈Vν( f1, . . . , fs;ε). This implies that Mn(X)⊂ P(TM). Therefore,
the set of periodic points of (M(X),TM) is dense in M(X).
(3) ⇒ (4) is obvious.
(4)⇒ (1) Let U be a non-empty open subset of X and ε > 0. Let V = {m∈M(X) :
m(U)> 1− 12ε}. Then there are k ∈ N and T
k
M-invariant measure ν on M(X) with
ν(V c)< 12ε . Let µ =
∫
M(X) θ dν(θ). It is clear that T kMµ = µ and
µ(U c) =
∫
V
θ(U c)dν(θ)+
∫
V c
θ(U c)dν(θ)≤ ε
2
ν(V )+ν(V c)< ε.
That is, (X ,T) is an almost HY-system. 
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Let Σ2 = ∏∞i=1{0,1}, where {0,1} and Σ2 are equipped with the discrete and the
product topology respectively. For n ∈ N and (x1, · · · ,xn) ∈ {0,1}n, define
[x1, · · · ,xn] := {y ∈ Σ2 : yi = xi, i = 1, . . . ,n},
which is called an n-cylinder . It is known that the set of all cylinders form a
semi-algebra which generates the Bore σ -algebra of Σ2. If x = (x1,x2, · · ·) and
y = (y1,y2, · · ·) are two elements of Σ2, then their sum x⊕y = (z1,z2, · · ·) is defined
as follows. If x1+y1 < 2, then z1 = x1+y1; if x1+y1 ≥ 2, then z1 = x1+y1−2 and
we carry 1 to the next position. The other terms z2, · · · are successively determined
in the same fashion. Let T : Σ2 → Σ2 be defined by T (z) = z⊕ 1 for each z ∈ Σ2,
where 1 = (1,0,0, · · ·). It is known that T is minimal and unique ergodic, which is
called a dyadic adding machine. Now we have
Theorem 4.11. There is a minimal weakly mixing almost-HY-system.
Proof. Let (Σ2,T ) be the dyadic adding machine with a unique ergodic measure
µ . A remarkable result due to Lehrer [16] which generalized the famous Jewett-
Krieger Theorem says that (Σ2,T,µ) has a minimal weakly mixing uniquely ergodic
model, i.e., there exists a system (Y,S,ν) isomorphic to (Σ2,T,µ), where (Y,S) is
a minimal, unique ergodic and weak mixing t.d.s. We shall show that (Y,S) is an
almost-HY-system. By Theorem 4.10, it remains to show that the set of periodic
points of (M(Y ),SM) is dense.
Let pi : (Σ2,T,µ)→ (Y,S,ν) be an isomorphism, that is, there are invariant Borel
subsets X1 ⊂ Σ2 and X2 ⊂ Y with µ(X1) = ν(X2) = 1 and an invertible measure-
preserving transformation pi : X1 → X2 such that pi(Tx) = Spi(x) for all x ∈ X1.
Let ε > 0 and let U be a non-empty open subset of Y . Since (Y,S) is mini-
mal and unique ergodic, we have ν(U) > 0. Thus, there are finitely many pair-
wise disjoint cylinders A1, . . . ,Ak of Σ2 such that µ(pi−1U △ A) < ν(U) · ε with
A =
⋃k
i=1 Ai, which implies ν(U △ pi(A∩X1)) < ν(U) · ε . Using Lemma 2.2 (2),
d(νU ,νpi(A∩X1)) ≤ 2ε . Since T
2|C|C =C for each cylinder C of X , where |C| stands
for the length of C, we conclude that µC is periodic. In particular, each µAi is pe-
riodic. By Lemma 2.2 (3), each νpi(Ai∩X1) is also periodic. By Lemma 2.2 (1),
νpi(A∩X1) = ∑ki=1 piνpi(Ai∩X1), where pi = µ(Ai)/µ(A). Thus, νpi(A∩X1) is periodic. It
follows that νU is approached by periodic points of (M(Y ),SM).
Now take y ∈ Y and let {Un}∞n=1 be a sequence of open neighborhoods of y such
that diam(Un)→ 0. For any f ∈C(Y,R), we have∣∣∣∣
∫
Y
f (z)dνUn − f (y)
∣∣∣∣≤
∫
Un
| f (z)− f (y)|dνUn → 0.
A simple calculation shows νUn → δy, and hence δy is a limit point of P(SM). This
implies that each element of Mn(Y ) is approached by elements of P(SM). Since⋃
∞
n=1 Mn(Y ) is dense in M(Y ), it follows that (M(Y ),SM) is a P-system. 
Remark 4.12. (1) For the dyadic adding machine (Σ2,T ), we remark that the
convex combinations of conditional measures µB (B is a cylinder of Σ2) is dense
in M(Σ2). More precisely, for each n ∈ N, define Cn(Σ2) = {µ = 1n ∑ni=1 µAi :
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Ai is a cylinder of Σ2}. Then each µ ∈Cn(Σ2) is periodic and
⋃
∞
n=1Cn(Σ2) is dense
in M(Σ2). This shows that the set of periodic points of (M(Σ2),TM) is dense.
(2) In [10, Theorem 5.10], Huang, Li and Ye showed that a minimal t.d.s. has
dense small periodic sets if and only if it is an almost one-to-one extension of some
adding machine. We remark that a nontrivial adding machine is never totally tran-
sitive, and hence the systems described in Theorem 4.11 do not have dense small
periodic sets. This shows that any minimal almost HY-system is not an HY-system.
The following question is natural.
Question 4.13. Is there a weakly mixing, proximal E-system (X ,T) such that
(M(X),TM) is a P-system?
This question will be answered affirmatively in a forthcoming paper of Lian, Shao
and Ye by showing that each ergodic system has a weakly mixing and proximal
topological model [19]. And it follows that (X ,T) needs not to be a weakly mixing
M-system whenever (M(X),TM) is an M-system.
5. DISJOINTNESS
In this section, we discuss disjointness. The notion of disjointness of two t.d.s.
was introduced by Furstenberg in his seminar paper [6]. Let (X ,T ) and (Y,S) be
two t.d.s. We say J ⊂ X ×Y is a joining of X and Y if J is a non-empty closed
invariant set, and is projected onto X and Y , respectively. If each joining is equal to
X ×Y , then we say that (X ,T ) and (Y,S) are disjoint, denoted by (X ,T )⊥ (Y,S) or
X ⊥ Y . Note that if (X ,T ) ⊥ (Y,S), then one of them is minimal [6], and if (Y,S)
is minimal, then (X ,T ) has dense minimal points and it is weakly mixing if it is
transitive [12].
Remark 5.1. For any nontrivial t.d.s. (X ,T) we have at least the two distinct self-
joinings X ×X and △= {(x,x) : x ∈ X}, and thus the only system which is disjoint
from itself is the trivial t.d.s. Using Theorem 4.11, we obtain that there is a mini-
mal almost HY-system is not in M⊥, where M⊥ denote the collection of all t.d.s.
disjoint from all minimal systems.
We say that (X ,T) is strongly disjoint from all minimal systems if (Xn,T (n)) is
disjoint from all minimal systems for any n ∈ N. Then we have
Theorem 5.2. Let (X ,T ) be a t.d.s. Then
(1) If (K(X),TK) is weakly mixing and is disjoint from all minimal systems, then
(X ,T) is weakly mixing and is disjoint from all minimal systems.
(2) If (X ,T) is strongly disjoint from all minimal systems, then both (K(X),TK)
and (M(X),TM) are disjoint from all minimal systems.
Proof. (1) Let (Y,S) be a minimal system. Since (K(X),TK) ⊥ (Y,S), we have
orb((E,y),TK×S) = K(X)×Y for any transitive points E of (K(X),TK) and any
y ∈ Y . Choose x ∈ E and let J ⊂ X ×Y be a joining. Then there is y ∈ Y with
(x,y) ∈ J. We will show that orb((x,y),T ×S) = X ×Y , which implies J = X ×Y ,
and hence (X ,T)⊥ (Y,S).
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In fact, for any pair u ∈ X and v ∈ Y , there is a positive integers sequence {ni}∞i=1
such that (TK ×S)ni(E,y)→ ({u},v). By the definition of the Hausdorff metric on
K(X) we known that
d(T nix,u)≤ dH(T niK E,{u})→ 0.
This implies T nix → u, and hence (T ×S)ni(x,y)→ (u,v).
(2) Assume that (X ,T ) is strongly disjoint from all minimal systems. Then the
restriction of TK to Kn(X), as a factor of T (n), is disjoint from all minimal systems
for each n ∈ N. Since
⋃
∞
n=1 Kn(X) is dense in K(X), (K(X),TK) is disjoint from all
minimal systems.
The same argument shows that (M(X),TM) is disjoint from all minimal systems.

Remark 5.3. (1) Furstenberg [6] showed that each weakly mixing system with
dense periodic points is disjoint from any minimal systems. It directly follows from
Theorem 5.2 and Theorem 3.2 that each HY-system (i.e., weakly mixing system
with dense small periodic sets) is disjoint from any minimal systems (first proved
by Huang and Ye in [12, Theorem 3.4]).
(2) It follows from Theorem 4.11 that (X ,T ) needs not to be disjoint from all
minimal systems whenever (M(X),TM) is disjoint from all minimal systems.
We say that a t.d.s. (X ,T ) has dense distal sets if for each non-empty open subset
U of X , there is a distal point C of (K(X),TK) such that C ⊂U .
Proposition 5.4. The following statements are equivalent:
(1) (X ,T) is a weakly mixing system with dense distal sets;
(2) (K(X),TK) is a weakly mixing system with dense distal points;
(3) (K(X),TK) is a weakly mixing system with dense distal sets.
Proof. (1) ⇒ (2) By Lemma 3.1, (K(X),TK) is weakly mixing. Let n ∈ N and
U1, . . . ,Un be non-empty open subsets of X . Since (X ,T ) has dense distal sets,
there exist distal points C1, . . . ,Cn of (K(X),TK) such that Ci ⊂Ui. Let C =
⋃n
i=1Ci.
Clearly, C ∈ 〈U1, . . . ,Un〉. We will show that C is a distal point of (K(X),TK), which
implies (K(X),TK) has dense distal points.
Let V1, . . . ,Vm be non-empty open sets of X with C ∈ 〈V1, . . . ,Vm〉. Then for each
Ci there are s1, . . . ,smi ∈ {1, . . . ,m} such that Ci ∈ 〈Vs1, . . . ,Vsmi 〉. Clearly, we have⋃n
i=1{Vs1, . . . ,Vsmi}= {V1, . . . ,Vm}. Notice that each Ci is distal and F
∗
ip is a filter, it
is not hard to verify that N(C,〈V1, . . . ,Vm〉) contains an IP∗-set
⋂n
i=1 N(Ci,〈Vs1, . . . ,Vsmi 〉),
which implies that C is a distal point of (K(X),TK).
(2) ⇒ (3) is obvious.
(3) ⇒ (1) By Lemma 3.1, (X ,T) is weakly mixing. Now we show that (X ,T)
has dense distal sets. Let U be a non-empty open subset of X . Since (K(X),TK) has
dense distal sets, there exists a distal point A of (K(K(X)),TK) such that A ⊂ 〈U〉.
Let C =
⋃
{A : A ∈A }. Clearly, C ⊂U . Next, we will show that C ∈ K(X). In fact,
let {xn}∞n=1 be a sequence of C and xn → x. Then for each n ∈ N there is An ∈ A
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such that xn ∈ An. Since A is a non-empty closed subset of K(X) and K(X) is a
compact metric space, without loss of generality, we may assume An convergence
to A ∈A . By the definition of Hausdorff metric, we have x ∈ A⊂C, which implies
C ∈ K(X). To complete the proof, it remains to show that C is a distal point of
(K(X),TK).
Let V1, . . . ,Vm be non-empty open sets of X with C ∈ 〈V1, . . . ,Vm〉. Then there
exist non-empty open subsets V1, . . . ,Vs of K(X) satisfies that
• Vi =
〈
Vki1 , . . . ,Vkis(i)
〉
for each i = 1, . . . ,s;
• A ∈ 〈V1, . . . ,Vs〉;
•
⋃s
i=1
{
Vki1 , . . . ,Vkis(i)
}
= {V1, . . . ,Vm}.
It follows that N(A ,〈V1, . . . ,Vs〉)⊂N(C,〈V1, . . . ,Vm〉), and hence C is IP∗-recurrent
(see Section 2). That is, C is a distal point of (K(X),TK). 
In [12] it was showed that each weakly mixing system with dense regular minimal
points is disjoint from any minimal systems; and in [5, 21], the authors showed that
each weakly mixing system with dense distal points is disjoint from any minimal
systems. Now we improve these results by showing that each weakly mixing system
with a dense set of distal sets is disjoint from all minimal systems. That is, we have
Theorem 5.5. If (X ,T ) is a weakly mixing t.d.s. and has dense distal sets, then
(X ,T) is disjoint from all minimal systems.
Proof. It directly follows from Theorem 5.2, Proposition 5.4 and [5, Theorem 7.14].

We strongly believe that there is a t.d.s. which has dense distal sets and does not
have dense distal points.
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