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Abstract. Zero-curvature representations (ZCRs) are one of the main tools in the theory of integrable
PDEs. In particular, Lax pairs for (1+1)-dimensional PDEs can be interpreted as ZCRs.
In [arXiv:1303.3575], for any (1+1)-dimensional scalar evolution equation E , we defined a family of
Lie algebras F(E) which are responsible for all ZCRs of E in the following sense. Representations of the
algebras F(E) classify all ZCRs of the equation E up to local gauge transformations. In [arXiv:1804.04652]
we showed that, using these algebras, one obtains necessary conditions for existence of a Ba¨cklund trans-
formation between two given equations. The algebras F(E) are defined in [arXiv:1303.3575] in terms of
generators and relations.
In this preprint we show that, using the algebras F(E), one obtains some necessary conditions for
integrability of the considered PDEs, where integrability is understood in the sense of soliton theory.
Using these conditions, we prove non-integrability for some scalar evolution equations of order 5. Also,
we prove a result announced in [arXiv:1303.3575] on the structure of the algebras F(E) for certain classes
of equations of orders 3, 5, 7, which include KdV, mKdV, Kaup-Kupershmidt, Sawada-Kotera type
equations.
In this approach, ZCRs may depend on partial derivatives of arbitrary order, which may be higher than
the order of the equation E . The algebras F(E) generalize Wahlquist-Estabrook prolongation algebras,
which are responsible for a much smaller class of ZCRs.
1. Introduction
1.1. The main ideas. Zero-curvature representations belong to the main tools in the theory of inte-
grable PDEs (see, e.g., [31, 3]). This preprint is a sequel of [7] and is part of a research program on
investigating the structure of zero-curvature representations (ZCRs) for partial differential equations
(PDEs) of various types.
Here we present a number of results on ZCRs for (1+1)-dimensional scalar evolution equations
(1) ut = F (x, t, u0, u1, . . . , ud), u = u(x, t),
where we use the notation
(2) ut =
∂u
∂t
, u0 = u, uk =
∂ku
∂xk
, k ∈ Z≥0.
The number d ≥ 1 in (1) is such that the function F may depend only on x, t, uk for k ≤ d.
Using the obtained results on ZCRs, we present also some necessary conditions for integrability of
equations (1) and prove non-integrability for some equations. Here integrability is understood in the
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sense of soliton theory and the inverse scattering method, relying on the use of ZCRs. (This is sometimes
called S-integrability.) As is discussed in Remark 15, this approach to integrability is not equivalent to
the approach of symmetries and conservation laws.
In the future we plan to update this preprint at arxiv.org, in order to present more results and more
details in proofs. The methods of this preprint can be applied also to (1+1)-dimensional multicomponent
evolution PDEs, which are discussed in Remark 9.
Remark 1. When we consider a function Q = Q(x, t, u0, u1, . . . , ul) for some l ∈ Z≥0, we always assume
that this function is analytic on an open subset of the space with the coordinates x, t, u0, u1, . . . , ul. For
example, Q may be a meromorphic function, because a meromorphic function is analytic on some open
subset.
Let g be a finite-dimensional Lie algebra. For an equation of the form (1), a zero-curvature represen-
tation (ZCR) with values in g is given by g-valued functions
(3) A = A(x, t, u0, u1, . . . , up), B = B(x, t, u0, u1, . . . , up+d−1)
satisfying
(4) Dx(B)−Dt(A) + [A,B] = 0.
The total derivative operators Dx, Dt in (4) are
(5) Dx =
∂
∂x
+
∑
k≥0
uk+1
∂
∂uk
, Dt =
∂
∂t
+
∑
k≥0
Dkx
(
F (x, t, u0, u1, . . . , ud)
) ∂
∂uk
.
The number p in (3) is such that the function A may depend only on the variables x, t, uk for k ≤ p.
Then equation (4) implies that the function B may depend only on x, t, uk′ for k
′ ≤ p+ d− 1.
Such ZCRs are said to be of order ≤ p. In other words, a ZCR given by A, B is of order ≤ p iff
∂A
∂ul
= 0 for all l > p.
Remark 2. The right-hand side F = F (x, t, u0, u1, . . . , ud) of (1) appears in condition (4), because F
appears in the formula for the operator Dt in (5). Note that (4) can be written as [Dx+A, Dt+B] = 0,
because [Dx, Dt] = 0. See also Remark 3 for another interpretation of equation (4).
Without loss of generality, one can assume that g is a Lie subalgebra of glN for some N ∈ Z>0, where
glN is the algebra of N × N matrices with entries from R or C. So our considerations are applicable
to both cases glN = glN (R) and glN = glN(C). And we denote by GLN the group of invertible N × N
matrices.
Let K be either C or R. Then glN = glN(K) and GLN = GLN(K). In this preprint, all algebras are
supposed to be over the field K.
Remark 3. So we suppose that functions A, B in (4) take values in g ⊂ glN . Then condition (4) implies
that the auxiliary linear system
(6) ∂x(W ) = −AW, ∂t(W ) = −BW
is compatible modulo (1). Here W =W (x, t) is an invertible N ×N matrix-function.
We need to consider also gauge transformations, which act on ZCRs and can be described as follows.
Let G ⊂ GLN be the connected matrix Lie group corresponding to the Lie algebra g ⊂ glN . (That
is, G is the connected immersed Lie subgroup of GLN corresponding to the Lie subalgebra g ⊂ glN .)
A gauge transformation is given by an invertible matrix-function G = G(x, t, u0, u1, . . . , ul) with values
in G.
For any ZCR (3), (4) and any gauge transformation G = G(x, t, u0, u1, . . . , ul), the functions
(7) A˜ = GAG−1 −Dx(G) ·G
−1, B˜ = GBG−1 −Dt(G) ·G
−1
satisfy Dx(B˜)−Dt(A˜) + [A˜, B˜] = 0 and, therefore, form a ZCR. Moreover, since A, B take values in g
and G takes values in G, the functions A˜, B˜ take values in g.
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The ZCR (7) is said to be gauge equivalent to the ZCR (3), (4). For a given equation (1), formulas (7)
determine an action of the group of gauge transformations on the set of ZCRs of this equation.
Recall that the infinite prolongation E of equation (1) is an infinite-dimensional manifold with the
coordinates x, t, uk for k ∈ Z≥0. The precise definition of the manifold E is given in [7].
For each p ∈ Z≥0 and each a ∈ E , the paper [7] defines a Lie algebra F
p(E , a) so that the fol-
lowing property holds. For every finite-dimensional Lie algebra g, on a neighborhood of a ∈ E , any
g-valued ZCR (3), (4) of order ≤ p is locally gauge equivalent to the ZCR arising from a homomorphism
F
p(E , a)→ g. (We suppose that the g-valued functions (3) are defined on a neighborhood of a ∈ E .)
The algebra Fp(E , a) is defined in [7] in terms of generators and relations, using a normal form for
ZCRs with respect to the action of the group of local gauge transformations. The definition of Fp(E , a)
from [7] is recalled in Section 2 of the present preprint. (To clarify the main idea, in Example 3 below
we consider the case p = 1.)
The family of Lie algebras F(E) mentioned in the abstract of this preprint consists of the algebras
F
p(E , a) for all p ∈ Z≥0, a ∈ E .
According to Section 2, the algebras Fp(E , a) for p ∈ Z≥0 are arranged in a sequence of surjective
homomorphisms
(8) · · · → Fp(E , a)→ Fp−1(E , a)→ · · · → F1(E , a)→ F0(E , a).
According to Remark 14, for each p ∈ Z>0, the algebra F
p(E , a) is responsible for ZCRs of order ≤ p,
and the algebra Fp−1(E , a) is responsible for ZCRs of order ≤ p − 1. The surjective homomorphism
F
p(E , a) → Fp−1(E , a) in (8) reflects the fact that any ZCR of order ≤ p − 1 is at the same time of
order ≤ p.
The homomorphism Fp(E , a)→ Fp−1(E , a) is defined by formulas (47), using generators of the algebras
F
p(E , a), Fp−1(E , a).
Remark 4. Consider the case when p = 0 and the functions F , A, B do not depend on x, t. Then
formulas (3), (4) become
(9) A = A(u0), B = B(u0, u1, . . . , ud−1), Dx(B)−Dt(A) + [A,B] = 0.
ZCRs of the form (9) can be studied by the Wahlquist-Estabrook prolongation method (WE method
for short).
Namely, for a given equation of the form ut = F (u0, u1, . . . , ud), the WE method constructs a Lie
algebra so that g-valued ZCRs of the form (9) correspond to homomorphisms from this algebra to g
(see, e.g., [2, 10, 13, 30]). It is called the Wahlquist-Estabrook prolongation algebra. Note that in (9) the
function A = A(u0) depends only on u0.
The WE method does not use gauge transformations in a systematic way. In the classification of
ZCRs (9) this is acceptable, because the class of ZCRs (9) is relatively small.
The class of ZCRs (3), (4) is much larger than that of (9). As is shown in [7], gauge transformations
play a very important role in the classification of ZCRs (3), (4). Because of this, the classical WE
method does not produce satisfactory results for (3), (4), especially in the case p > 0.
It is proved in [7] that, if the function F in (1) does not depend on x, t, then the algebra F0(E , a) is
isomorphic to a certain subalgebra of the Wahlquist-Estabrook prolongation algebra for (1).
Using Fp(E , a), we obtain some necessary conditions for integrability of equations (1) and necessary
conditions for existence of a Ba¨cklund transformation between two given equations. To get such results,
one needs to study certain properties of ZCRs (3), (4) with arbitrary p, and we do this by means of the
algebras Fp(E , a). As explained above, the classical WE method (which studies ZCRs of the form (9))
is not sufficient for this.
Applications of Fp(E , a) to obtaining necessary conditions for integrability of equations (1) are pre-
sented in Section 4. Examples of the use of these conditions in proving non-integrability for some
equations of order 5 are given in Section 4 as well. Applications of Fp(E , a) to the theory of Ba¨cklund
transformations are described in [8]. See also Remark 7 below.
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Furthermore, we present a number of results on the structure of the algebras Fp(E , a) for some classes
of scalar evolution PDEs of orders 3, 5, 7 and concrete examples. The KdV equation is considered in [7].
The Krichever-Novikov equation is discussed in Proposition 1, which is proved in [8]. In Section 4.2
we study the algebras Fp(E , a) and integrability properties for a parameter-dependent 5th-order scalar
evolution equation, which was considered by A. P. Fordy [4] in connection with the He´non-Heiles system.
The problem to study this equation was suggested to us by A. P. Fordy.
In the theory of integrable (1+1)-dimensional PDEs, one is especially interested in ZCRs depending
on a parameter. That is, one studies ZCRs of the form
A = A(λ, x, t, u0, . . . , up), B = B(λ, x, t, u0, . . . , up+d−1), Dx(B)−Dt(A) + [A,B] = 0,
where g-valued functions A, B depend on x, t, uk and a parameter λ. For a given equation (1),
existence of a nontrivial parameter-dependent ZCR is reflected in the structure of the algebras Fp(E , a)
of equation (1). This is illustrated by Examples 1, 2.
Example 1. It is well known that the KdV equation possesses an sl2(K)-valued ZCR depending poly-
nomially on a parameter λ. This is reflected in the structure of the algebras Fp(E , a) for KdV as follows.
Consider the infinite-dimensional Lie algebra sl2(K[λ]) ∼= sl2(K) ⊗K K[λ], where K[λ] is the algebra
of polynomials in λ. (If we regard K as a rational algebraic curve with coordinate λ, the elements
of sl2(K[λ]) can be identified with polynomial sl2(K)-valued functions on this rational curve.)
According to [7], the algebra sl2(K[λ]) plays the main role in the description of F
p(E , a) for the KdV
equation. Namely, it is shown in [7] that, for KdV, the algebras Fp(E , a) are obtained from sl2(K[λ]) by
applying several times the operation of central extension.
Also, one can prove similar results on the structure of Fp(E , a) for many other evolution equations
possessing parameter-dependent ZCRs.
Example 2. We denote by so3(C) the 3-dimensional orthogonal Lie algebra over C. According to [14,
20], the Krichever-Novikov equation has an so3(C)-valued ZCR with elliptic parameter. One can see
this in the structure of the algebras Fp(E , a) as follows. According to Proposition 1, in the description
of Fp(E , a) for the Krichever-Novikov equation we see an infinite-dimensional Lie algebra of certain
so3(C)-valued functions on an elliptic curve.
We suppose that the variables x, t, uk take values in K. A point a ∈ E is determined by the values of
the coordinates x, t, uk at a. Let
a = (x = xa, t = ta, uk = ak) ∈ E , xa, ta, ak ∈ K, k ∈ Z≥0,
be a point of E . In other words, the constants xa, ta, ak are the coordinates of the point a ∈ E in the
coordinate system x, t, uk.
Example 3. To clarify the definition of Fp(E , a), let us consider the case p = 1. To this end, we fix an
equation (1) and study ZCRs of order ≤ 1 of this equation.
According to Theorem 1 in Section 2, any ZCR of order ≤ 1
(10) A = A(x, t, u0, u1), B = B(x, t, u0, u1, . . . , ud), Dx(B)−Dt(A) + [A,B] = 0
on a neighborhood of a ∈ E is gauge equivalent to a ZCR of the form
A˜ = A˜(x, t, u0, u1), B˜ = B˜(x, t, u0, u1, . . . , ud),(11)
Dx(B˜)−Dt(A˜) + [A˜, B˜] = 0,(12)
∂A˜
∂u1
(x, t, u0, a1) = 0, A˜(x, t, a0, a1) = 0, B˜(xa, t, a0, a1, . . . , ad) = 0.(13)
Moreover, according to Theorem 1, for any given ZCR of the form (10), on a neighborhood of
a ∈ E there is a unique gauge transformation G = G(x, t, u0, . . . , ul) such that the functions
A˜ = GAG−1−Dx(G)·G
−1, B˜ = GBG−1−Dt(G)·G
−1 satisfy (11), (12), (13) andG(xa, ta, a0, . . . , al) = Id,
where Id ∈ GLN is the identity matrix.
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(In the case of ZCRs of order ≤ 1, this gauge transformation G depends on x, t, u0, so G = G(x, t, u0).
In a similar result about ZCRs of order ≤ p, which is described in Theorem 1, the corresponding gauge
transformation depends on x, t, u0, . . . , up−1.)
Therefore, we can say that properties (13) determine a normal form for ZCRs (10) with respect to
the action of the group of gauge transformations on a neighborhood of a ∈ E .
A similar normal form for ZCRs (3), (4) with arbitrary p is described in Theorem 1 and Remark 11.
Since the functions A˜, B˜ from (11), (13) are analytic on a neighborhood of a ∈ E , these functions are
represented as absolutely convergent power series
A˜ =
∑
l1,l2,i0,i1≥0
(x− xa)
l1(t− ta)
l2(u0 − a0)
i0(u1 − a1)
i1 · A˜l1,l2i0,i1 ,(14)
B˜ =
∑
l1,l2,j0,...,jd≥0
(x− xa)
l1(t− ta)
l2(u0 − a0)
j0 . . . (ud − ad)
jd · B˜l1,l2j0...jd.(15)
Here A˜l1,l2i0,i1 and B˜
l1,l2
j0...jd
are elements of a Lie algebra, which we do not specify yet.
Using formulas (14), (15), we see that properties (13) are equivalent to
(16) A˜l1,l2i0,1 = A˜
l1,l2
0,0 = B˜
0,l2
0...0 = 0 ∀ l1, l2, i0 ∈ Z≥0.
To define F1(E , a), we regard A˜l1,l2i0,i1, B˜
l1,l2
j0...jd
from (14), (15) as abstract symbols. By definition, the algebra
F
1(E , a) is generated by the symbols A˜l1,l2i0,i1 , B˜
l1,l2
j0...jd
for l1, l2, i0, i1, j0, . . . , jd ∈ Z≥0. Relations for these
generators are provided by equations (12), (16). A more detailed description of this construction is given
in Section 2.
In this preprint we mostly study equations of the form
(17) ut = u2q+1 + f(x, t, u0, u1, . . . , u2q−1), q ∈ {1, 2, 3},
where f is an arbitrary function. Examples of such PDEs include
• the KdV equation ut = u3 + u0u1,
• the mKdV equation ut = u3 + u
2
0u1,
• the Kaup-Kupershmidt equation [12] ut = u5 + 10u0u3 + 25u1u2 + 20u
2
0u1,
• the Sawada-Kotera equation [26] ut = u5+5u0u3+5u1u2+5u
2
0u1 (which is sometimes called the
Caudrey-Dodd-Gibbon equation [1]).
Many more examples of integrable PDEs of this type can be found in [18, 19] and references therein.
Remark 5. A classification of equations of the form ut = u3 + g(x, u0, u1, u2) and
ut = u5+g(u0, u1, u2, u3, u4) satisfying certain integrability conditions related to generalized symmetries
and conservation laws is presented in [18]. We study the problem of describing all ZCRs (3), (4) for a
given equation (1). This problem is very different from the description of generalized symmetries and
conservation laws.
Let L, L1, L2 be Lie algebras. One says that L1 is obtained from L by central extension if there is an
ideal I ⊂ L1 such that I is contained in the center of L1 and L1/I ∼= L. Note that I may be of arbitrary
dimension.
We say that L2 is obtained from L by applying several times the operation of central extension if there
is a finite collection of Lie algebras g0, g1, . . . , gk such that g0 ∼= L, gk ∼= L2 and gi is obtained from gi−1
by central extension for each i = 1, . . . , k.
Equations of the form (17) are considered in Theorem 3. Some consequences of Theorem 3 are
summarized in Remark 6.
Remark 6. Theorem 3 implies that, for any equation of the form (17) with q ∈ {1, 2, 3},
• for every p ≥ q + δq,3 the algebra F
p(E , a) is obtained from Fp−1(E , a) by central extension,
• for every p ≥ q + δq,3 the algebra F
p(E , a) is obtained from Fq−1+δq,3(E , a) by applying several
times the operation of central extension.
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Here δq,3 is the Kronecker delta. So δ3,3 = 1, and δq,3 = 0 if q 6= 3.
Applications of Theorem 3 to obtaining necessary conditions for integrability of equations (17) are
presented in Section 4.1. Results similar to Theorem 3 can be proved for many other evolution equations
as well. See, e.g., Proposition 1 about the Krichever-Novikov equation.
For any constants e1, e2, e3 ∈ C, one has the Krichever-Novikov equation [14, 29]
(18) KN(e1, e2, e3) =
{
ut = uxxx −
3
2
u2xx
ux
+
(u− e1)(u− e2)(u− e3)
ux
, u = u(x, t)
}
.
Consider also the following algebraic curve in C3
(19) V(e1, e2, e3) =
{
(v1, v2, v3) ∈ C
3
∣∣∣ v2i − v2j + ei − ej = 0, i, j = 1, 2, 3
}
.
If e1 6= e2 6= e3 6= e1, then this curve is nonsingular, irreducible and is of genus 1, so this is an elliptic
curve. It is known that the Landau-Lifshitz equation and the Krichever-Novikov equation possess so3(C)-
valued ZCRs parametrized by points of this curve [28, 3, 20, 21]. (For the Krichever-Novikov equation,
the paper [20] presents a ZCR with values in the Lie algebra sl2(C) ∼= so3(C).)
Proposition 1 is proved in [8], using some results of [11, 21].
Proposition 1 ([8]). Consider the case K = C. For any constants e1, e2, e3 ∈ C, consider the Krichever-
Novikov equation KN(e1, e2, e3) given by (18). Let E be the infinite prolongation of this equation. Let
a ∈ E .
Then one has the following.
• The algebra F0(E , a) is zero.
• For each p ≥ 2, the algebra Fp(E , a) is obtained from Fp−1(E , a) by central extension. (Therefore,
F
p(E , a) is obtained from F1(E , a) by applying several times the operation of central extension.)
Furthermore, the kernel of the surjective homomorphism Fp(E , a) → F1(E , a) from (8) is nilpo-
tent.
• If e1 6= e2 6= e3 6= e1, then F
1(E , a) is isomorphic to an infinite-dimensional Lie algebra of
certain so3(C)-valued functions on the elliptic curve (19). The precise definition of this infinite-
dimensional Lie algebra is given in [8]. (It is known that the standard ZCR with elliptic parameter
for the Landau-Lifshitz equation can be interpreted as a ZCR with values in this algebra [28, 5,
21].)
Remark 7. In [8] we show that the algebras Fp(E , a) help to obtain necessary conditions for existence
of a Ba¨cklund transformation (BT) between two given evolution equations. This allows us to prove a
number of non-existence results for BTs. For instance, a result of this kind is presented in Proposition 2,
which is proved in [8].
For any e1, e2, e3 ∈ C, we have the Krichever-Novikov equation KN(e1, e2, e3) given by (18). Consider
also the algebraic curve
(20) C(e1, e2, e3) =
{
(z, y) ∈ C2
∣∣∣ y2 = (z − e1)(z − e2)(z − e3)
}
.
If e1 6= e2 6= e3 6= e1 then the curve (20) is elliptic.
Proposition 2 ([8]). Let e1, e2, e3, e
′
1, e
′
2, e
′
3 ∈ C such that e1 6= e2 6= e3 6= e1 and e
′
1 6= e
′
2 6= e
′
3 6= e
′
1.
If the curve C(e1, e2, e3) is not birationally equivalent to the curve C(e
′
1, e
′
2, e
′
3), then the equation
KN(e1, e2, e3) is not connected with the equation KN(e
′
1, e
′
2, e
′
3) by any Ba¨cklund transformation.
Also, if e1 6= e2 6= e3 6= e1, then KN(e1, e2, e3) is not connected with the KdV equation by any BT.
BTs of Miura type (differential substitutions) for (18) were studied in [18, 29]. According to [18, 29],
the equation KN(e1, e2, e3) is connected with the KdV equation by a BT of Miura type iff ei = ej for
some i 6= j.
Proposition 2 considers the most general class of BTs, which is much larger than the class of BTs
of Miura type studied in [18, 29]. The definition of BTs is given in [8], using a geometric approach
from [13].
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Remark 8. If e1 6= e2 6= e3 6= e1 and e
′
1 6= e
′
2 6= e
′
3 6= e
′
1, the curves C(e1, e2, e3) and C(e
′
1, e
′
2, e
′
3)
are elliptic. The theory of elliptic curves allows one to determine when C(e1, e2, e3) is not birationally
equivalent to C(e′1, e
′
2, e
′
3). One gets a certain algebraic condition on the numbers e1, e2, e3, e
′
1, e
′
2, e
′
3,
which allows us to formulate the result of Proposition 2 more explicitly. See [8] for details.
Remark 9. It is possible to introduce an analog of Fp(E , a) for multicomponent evolution PDEs
(21)
∂ui
∂t
= F i(x, t, u1, . . . , um, u11, . . . , u
m
1 , . . . , u
1
d, . . . , u
m
d ), u
i = ui(x, t), uik =
∂kui
∂xk
, i = 1, . . . , m.
In this preprint we study only the scalar case m = 1. The case m > 1 requires much more computations,
which will be presented elsewhere. Some results for m > 1 (including a normal form for ZCRs with
respect to the action of gauge transformations and computations of Fp(E , a) for a number of multicom-
ponent PDEs of Landau-Lifshitz and nonlinear Schro¨dinger types) are sketched in the preprints [6, 9],
which are not in final form yet and will be updated in arxiv.
Other approaches to the study of the action of gauge transformations on ZCRs can be found in [15,
16, 17, 23, 24, 27] and references therein. For a given ZCR with values in a matrix Lie algebra g, the
papers [15, 16, 23] define certain g-valued functions, which transform by conjugation when the ZCR
transforms by gauge. Applications of these functions to construction and classification of some types of
ZCRs are described in [15, 16, 17, 23, 24, 27].
To our knowledge, the theory of [15, 16, 17, 23, 24, 27] does not produce any infinite-dimensional Lie
algebras responsible for ZCRs. So this theory does not contain the algebras Fp(E , a).
1.2. Abbreviations, conventions, and notation. The following abbreviations, conventions, and no-
tation are used in this preprint.
ZCR = zero-curvature representation, WE = Wahlquist-Estabrook, BT = Ba¨cklund transformation.
The symbols Z>0 and Z≥0 denote the sets of positive and nonnegative integers respectively.
K is either C or R. All vector spaces and algebras are supposed to be over the field K. We denote
by glN the algebra of N ×N matrices with entries from K and by GLN the group of invertible N ×N
matrices.
By the standard Lie group – Lie algebra correspondence, for every Lie subalgebra g ⊂ glN there is
a unique connected immersed Lie subgroup G ⊂ GLN whose Lie algebra is g. We call G the connected
matrix Lie group corresponding to the matrix Lie algebra g ⊂ glN .
We use the notation (2) for partial derivatives of a K-valued function u(x, t). Our convention about
functions of the variables x, t, uk is described in Remark 1.
2. The algebras Fp(E , a)
Recall that x, t, uk take values in K, where K is either C or R. Let K
∞ be the infinite-dimensional
space with the coordinates x, t, uk for k ∈ Z≥0. The topology on K
∞ is defined as follows.
For each l ∈ Z≥0, consider the space K
l+3 with the coordinates x, t, uk for k ≤ l. One has the natural
projection pil : K
∞ → Kl+3 that “forgets” the coordinates uk′ for k
′ > l.
Since Kl+3 is a finite-dimensional vector space, we have the standard topology on Kl+3. For any
l ∈ Z≥0 and any open subset V ⊂ K
l+3, the subset pi−1l (V ) ⊂ K
∞ is, by definition, open in K∞. Such
subsets form a base of the topology on K∞. In other words, we consider the smallest topology on K∞
such that the maps pil, l ∈ Z≥0, are continuous.
The infinite prolongation E of an evolution equation (1) is defined in [7] as a certain open subset
of K∞. Therefore, x, t, uk for k ∈ Z≥0 can be regarded as coordinates on the manifold E , and the
topology on E is induced by the embedding E ⊂ K∞.
A point a ∈ E is determined by the values of the coordinates x, t, uk at a. Let
(22) a = (x = xa, t = ta, uk = ak) ∈ E , xa, ta, ak ∈ K, k ∈ Z≥0,
be a point of E . In other words, the constants xa, ta, ak are the coordinates of the point a ∈ E in the
coordinate system x, t, uk.
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We continue to use the notation introduced in Section 1.1. In particular, g ⊂ glN is a matrix Lie
algebra, and G ⊂ GLN is the connected matrix Lie group corresponding to g, where N ∈ Z>0.
For any l ∈ Z≥0, a matrix-function G = G(x, t, u0, u1, . . . , ul) with values in G is called a gauge
transformation. Equivalently, one can say that a gauge transformation is given by a G-valued function
G = G(x, t, u0, . . . , ul).
In this section, when we speak about ZCRs, we always mean ZCRs of equation (1). For each i = 1, 2,
let
Ai = Ai(x, t, u0, u1, . . . ), Bi = Bi(x, t, u0, u1, . . . ), Dx(Bi)−Dt(Ai) + [Ai, Bi] = 0
be a g-valued ZCR. The ZCR A1, B1 is said to be gauge equivalent to the ZCR A2, B2 if there is a gauge
transformation G = G(x, t, u0, . . . , ul) such that
A1 = GA2G
−1 −Dx(G) ·G
−1, B1 = GB2G
−1 −Dt(G) ·G
−1.
Remark 10. For any l ∈ Z≥0, when we consider a function Q = Q(x, t, u0, u1, . . . , ul) defined on a
neighborhood of a ∈ E , we always assume that the function is analytic on this neighborhood. For
example, Q may be a meromorphic function defined on an open subset of E such that Q is analytic on
a neighborhood of a ∈ E .
Let s ∈ Z≥0. For a function M = M(x, t, u0, u1, u2, . . . ), the notation M
∣∣∣
uk=ak, k≥s
means that we
substitute uk = ak for all k ≥ s in the function M .
Also, sometimes we need to substitute x = xa or t = ta in such functions. For example, if
M =M(x, t, u0, u1, u2, u3), then
M
∣∣∣
x=xa, uk=ak , k≥2
=M(xa, t, u0, u1, a2, a3).
The following result is obtained in [7].
Theorem 1 ([7]). Let N ∈ Z>0 and p ∈ Z≥0. Let g ⊂ glN be a matrix Lie algebra and G ⊂ GLN be the
connected matrix Lie group corresponding to g ⊂ glN .
Let
(23) A = A(x, t, u0, . . . , up), B = B(x, t, u0, . . . , up+d−1), Dx(B)−Dt(A) + [A,B] = 0
be a ZCR of order ≤ p such that the functions A, B are analytic on a neighborhood of a ∈ E and take
values in g.
Then on a neighborhood of a ∈ E there is a unique gauge transformation G = G(x, t, u0, . . . , ul) such
that G(a) = Id and the functions
(24) A˜ = GAG−1 −Dx(G) ·G
−1, B˜ = GBG−1 −Dt(G) ·G
−1
satisfy
∂A˜
∂us
∣∣∣∣
uk=ak, k≥s
= 0 ∀ s ≥ 1,(25)
A˜
∣∣∣
uk=ak , k≥0
= 0,(26)
B˜
∣∣∣
x=xa, uk=ak , k≥0
= 0.(27)
Furthermore, one has the following.
• The function G depends only on x, t, u0, . . . , up−1. (In particular, if p = 0 then G depends only
on x, t.)
• The function G is analytic on a neighborhood of a ∈ E .
• The functions (24) take values in g and satisfy
A˜ = A˜(x, t, u0, u1, . . . , up), B˜ = B˜(x, t, u0, u1, . . . , up+d−1),(28)
Dx(B˜)−Dt(A˜) + [A˜, B˜] = 0.(29)
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(So the functions (24) form a g-valued ZCR of order ≤ p.)
Note that, according to our definition of gauge transformations, the function G takes values in G. The
property G(a) = Id means that G(xa, ta, a0, . . . , ap−1) = Id.
Fix a point a ∈ E given by (22), which is determined by constants xa, ta, ak.
A ZCR
(30) A = A(x, t, u0, u1, . . . ), B = B(x, t, u0, u1, . . . ), Dx(B)−Dt(A) + [A,B] = 0
is said to be a-normal if A, B satisfy the following equations
∂A
∂us
∣∣∣∣
uk=ak, k≥s
= 0 ∀ s ≥ 1,(31)
A
∣∣∣
uk=ak, k≥0
= 0,(32)
B
∣∣∣
x=xa, uk=ak , k≥0
= 0.(33)
Remark 11. For example, the ZCR A˜, B˜ described in Theorem 1 is a-normal, because A˜, B˜ obey (25),
(26), (27). Theorem 1 implies that any ZCR on a neighborhood of a ∈ E is gauge equivalent to an
a-normal ZCR. Therefore, following [7], we can say that properties (31), (32), (33) determine a normal
form for ZCRs with respect to the action of the group of gauge transformations on a neighborhood of
a ∈ E .
Remark 12. The functions A, B, G considered in Theorem 1 are analytic on a neighborhood of a ∈ E .
Therefore, the g-valued functions A˜, B˜ given by (24) are analytic as well.
Since A˜, B˜ are analytic and are of the form (28), these functions are represented as absolutely
convergent power series
A˜ =
∑
l1,l2,i0,...,ip≥0
(x− xa)
l1(t− ta)
l2(u0 − a0)
i0 . . . (up − ap)
ip · A˜l1,l2i0...ip,(34)
B˜ =
∑
l1,l2,j0,...,jp+d−1≥0
(x− xa)
l1(t− ta)
l2(u0 − a0)
j0 . . . (up+d−1 − ap+d−1)
jp+d−1 · B˜l1,l2j0...jp+d−1,(35)
A˜l1,l2i0...ip, B˜
l1,l2
j0...jp+d−1
∈ g.
For each k ∈ Z>0, we set
(36) Vk =
{
(i0, . . . , ik) ∈ Z
k+1
≥0
∣∣∣ ∃ r ∈ {1, . . . , k} such that ir = 1, iq = 0 ∀ q > r
}
.
In other words, for k ∈ Z>0 and i0, . . . , ik ∈ Z≥0, one has (i0, . . . , ik) ∈ Vk iff there is r ∈ {1, . . . , k} such
that (i0, . . . , ir−1, ir, ir+1, . . . , ik) = (i0, . . . , ir−1, 1, 0, . . . , 0). Set also V0 = ∅. So the set V0 is empty.
Using formulas (34), (35), we see that properties (25), (26), (27) are equivalent to
(37) A˜l1,l20...0 = B˜
0,l2
0...0 = 0, A˜
l1,l2
i0...ip
= 0, (i0, . . . , ip) ∈ Vp, l1, l2 ∈ Z≥0.
Remark 13. The main idea of the definition of the Lie algebra Fp(E , a) can be informally outlined as
follows. According to Theorem 1 and Remark 12, any ZCR (23) of order ≤ p is gauge equivalent to a
ZCR given by functions A˜, B˜ that are of the form (34), (35) and satisfy (29), (37).
To define Fp(E , a), we regard A˜l1,l2i0...ip, B˜
l1,l2
j0...jp+d−1
from (34), (35) as abstract symbols. By definition, the
algebra Fp(E , a) is generated by the symbols A˜l1,l2i0...ip, B˜
l1,l2
j0...jp+d−1
for l1, l2, i0, . . . , ip, j0, . . . , jp+d−1 ∈ Z≥0.
Relations for these generators are provided by equations (29), (37). The details of this construction are
presented below.
Consider formal power series
A =
∑
l1,l2,i0,...,ip≥0
(x− xa)
l1(t− ta)
l2(u0 − a0)
i0 . . . (up − ap)
ip · Al1,l2i0...ip,(38)
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B =
∑
l1,l2,j0,...,jp+d−1≥0
(x− xa)
l1(t− ta)
l2(u0 − a0)
j0 . . . (up+d−1 − ap+d−1)
jp+d−1 · Bl1,l2j0...jp+d−1,(39)
where
(40) Al1,l2i0...ip , B
l1,l2
j0...jp+d−1
, l1, l2, i0, . . . , ip, j0, . . . , jp+d−1 ∈ Z≥0,
are generators of a Lie algebra, which is described below.
We impose the equation
(41) Dx(B)−Dt(A) + [A,B] = 0,
which is equivalent to some Lie algebraic relations for the generators (40). Also, we impose the following
condition
(42) Al1,l20...0 = B
0,l2
0...0 = 0, A
l1,l2
i0...ip
= 0, (i0, . . . , ip) ∈ Vp, l1, l2 ∈ Z≥0.
The Lie algebra Fp(E , a) is defined in terms of generators and relations as follows. The algebra Fp(E , a)
is given by the generators (40), relations (42), and the relations arising from (41).
Note that condition (42) is equivalent to the following equations
∂A
∂us
∣∣∣∣
uk=ak, k≥s
= 0 ∀ s ≥ 1,(43)
A
∣∣∣
uk=ak, k≥0
= 0,(44)
B
∣∣∣
x=xa, uk=ak , k≥0
= 0.(45)
So the algebra Fp(E , a) is generated by the elements (40). Theorem 2, which is proved in [7], says
that the elements (46) generate the algebra Fp(E , a) as well. This fact is very useful in computations of
F
p(E , a) for concrete equations, because the set of the elements (46) is much smaller than that of (40).
We will use Theorem 2 in Section 3.
Theorem 2 ([7]). The elements
(46) Al1,0i0...ip, l1, i0, . . . , ip ∈ Z≥0,
generate the algebra Fp(E , a).
Remark 14. According to [7], the algebra Fp(E , a) is responsible for ZCRs of order ≤ p in the fol-
lowing sense. For any finite-dimensional matrix Lie algebra g, it is shown in [7] that g-valued ZCRs of
order ≤ p on a neighborhood of a ∈ E are classified (up to local gauge equivalence) by homomorphisms
µ : Fp(E , a)→ g.
Suppose that p ≥ 1. As said above, the algebra Fp(E , a) is given by the generators Al1,l2i0...ip, B
l1,l2
j0...jp+d−1
and the relations arising from (41), (42). Similarly, the algebra Fp−1(E , a) is given by the generators
Aˆ
l1,l2
i0...ip−1
, Bˆl1,l2j0...jp+d−2 and the relations arising from
Dx
(
Bˆ
)
−Dt
(
Aˆ
)
+
[
Aˆ, Bˆ
]
= 0,
Aˆ
l1,l2
0...0 = Bˆ
0,l2
0...0 = 0, Aˆ
l1,l2
i0...ip−1
= 0, (i0, . . . , ip−1) ∈ Vp−1, l1, l2 ∈ Z≥0,
where
Aˆ =
∑
l1,l2,i0,...,ip−1
(x− xa)
l1(t− ta)
l2(u0 − a0)
i0 . . . (up−1 − ap−1)
ip−1 · Aˆl1,l2i0...ip−1 ,
Bˆ =
∑
l1,l2,j0,...,jp+d−2
(x− xa)
l1(t− ta)
l2(u0 − a0)
j0 . . . (up+d−2 − ap+d−2)
jp+d−2 · Bˆl1,l2j0...jp+d−2.
This implies that the map
(47) Al1,l2i0...ip−1ip 7→ δ0,ip · Aˆ
l1,l2
i0...ip−1
, Bl1,l2j0...jp+d−2jp+d−1 7→ δ0,jp+d−1 · Bˆ
l1,l2
j0...jp+d−2
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determines a surjective homomorphism Fp(E , a)→ Fp−1(E , a). Here δ0,ip and δ0,jp+d−1 are the Kronecker
deltas. We denote this homomorphism by ϕp : F
p(E , a)→ Fp−1(E , a).
According to Remark 14, the algebra Fp(E , a) is responsible for ZCRs of order ≤ p, and the
algebra Fp−1(E , a) is responsible for ZCRs of order ≤ p − 1. The constructed homomorphism
ϕp : F
p(E , a) → Fp−1(E , a) reflects the fact that any ZCR of order ≤ p − 1 is at the same time of
order ≤ p. Thus we obtain the following sequence of surjective homomorphisms of Lie algebras
(48) . . .
ϕp+1
−−−→ Fp(E , a)
ϕp
−→ Fp−1(E , a)
ϕp−1
−−−→ . . .
ϕ2
−→ F1(E , a)
ϕ1
−→ F0(E , a).
3. Some results on Fp(E , a) for equations (17)
In this section we study the algebras (48) for equations of the form (17), where f = f(x, t, u0, . . . , u2q−1)
is an arbitrary function and q ∈ {1, 2, 3}. Let E be the infinite prolongation of equation (17). Then E
is an infinite-dimensional manifold with the coordinates x, t, uk for k ∈ Z≥0. (The definition of E has
been given in Section 2.)
For equation (17), the total derivative operators (5) are
(49) Dx =
∂
∂x
+
∑
k≥0
uk+1
∂
∂uk
, Dt =
∂
∂t
+
∑
k≥0
Dkx
(
u2q+1 + f(x, t, u0, . . . , u2q−1)
) ∂
∂uk
.
Consider an arbitrary point a ∈ E given by (22), where the constants xa, ta, ak are the coordinates of a
in the coordinate system x, t, uk.
Let p ∈ Z>0 be such that p ≥ q + δq,3, where δq,3 is the Kronecker delta. According to Section 2, the
algebra Fp(E , a) can be described as follows. Consider formal power series
A =
∑
l1,l2,i0,...,ip≥0
(x− xa)
l1(t− ta)
l2(u0 − a0)
i0 . . . (up − ap)
ip · Al1,l2i0...ip,(50)
B =
∑
l1,l2,j0,...,jp+2q≥0
(x− xa)
l1(t− ta)
l2(u0 − a0)
j0 . . . (up+2q − ap+2q)
jp+2q · Bl1,l2j0...jp+2q(51)
satisfying
A
l1,l2
i0...ip
= 0 if ∃ r ∈ {1, . . . , p} such that ir = 1, im = 0 ∀m > r,(52)
A
l1,l2
0...0 = 0 ∀ l1, l2 ∈ Z≥0,(53)
B
0,l2
0...0 = 0 ∀ l2 ∈ Z≥0.(54)
Then Al1,l2i0...ip, B
l1,l2
j0...jp+2q
are generators of the algebra Fp(E , a), and the equation
(55) Dx(B)−Dt(A) + [A,B] = 0
provides relations for these generators (in addition to relations (52), (53), (54)).
Note that condition (52) is equivalent to
(56)
∂
∂us
(A)
∣∣∣∣
uk=ak, k≥s
= 0 ∀ s ≥ 1.
Using (49), one can rewrite equation (55) as
(57)
∂
∂x
(B) +
p+2q∑
k=0
uk+1
∂
∂uk
(B) + [A,B] =
∂
∂t
(A) +
p∑
k=0
(
uk+2q+1 +D
k
x
(
f(x, t, u0, . . . , u2q−1)
)) ∂
∂uk
(A).
Here we regard f(x, t, u0, . . . , u2q−1) as a power series, using the Taylor series of the function f at the
point (22). Differentiating (57) with respect to up+2q+1, we obtain
(58)
∂
∂up+2q
(B) =
∂
∂up
(A).
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Since q ∈ {1, 2, 3}, from (58) it follows that B is of the form
(59) B = up+2q
∂
∂up
(A) + B0(x, t, u0, . . . , up+2q−1),
where B0(x, t, u0, . . . , up+2q−1) is a power series in the variables
x− xa, t− ta, u0 − a0, . . . , up+2q−1 − ap+2q−1.
Differentiating (57) with respect to up+2q, up+i for i = 1, . . . , 2q − 1 and using (59), one gets
∂2
∂up∂up
(A) +
∂2
∂up+1∂up+2q−1
(B0) = 0,
∂2
∂up+s∂up+2q−1
(B0) = 0, 2 ≤ s ≤ 2q − 1.
Therefore, B0 = B0(x, t, u0, . . . , up+2q−1) is of the form
(60) B0 = up+1up+2q−1
(1
2
δq,1 − 1
) ∂2
∂up∂up
(A) + up+2q−1B01(x, t, u0, . . . , up) + B00(x, t, u0, . . . , up+2q−2).
Here B01(x, t, u0, . . . , up) is a power series in the variables x − xa, t − ta, u0 − a0, . . . , up − ap and
B00(x, t, u0, . . . , up+2q−2) is a power series in the variables x− xa, t− ta, u0 − a0, . . . , up+2q−2 − ap+2q−2.
Lemma 1. Recall that q ∈ {1, 2, 3} and p ≥ q + δq,3. We have
(61) Dx
( ∂2
∂up∂up
(A)
)
+
[
A,
∂2
∂up∂up
(A)
]
= 0.
Proof. Since Dx =
∂
∂x
+
∑
k≥0 uk+1
∂
∂uk
, one has
(62)
∂
∂un
(
Dx(Q)
)
= Dx
( ∂
∂un
(Q)
)
+
∂
∂un−1
(Q) ∀n ∈ Z>0
for any Q = Q(x, t, u0, u1, . . . , ul). Here Q is either a function or a power series.
In what follows we sometimes use the notation
Bun =
∂
∂un
(B), Bumun =
∂2
∂um∂un
(B), m, n ∈ Z≥0.
Using (62), one gets
(63)
∂2
∂um∂un
(
Dx(B)
)
=
∂
∂um
(
Dx
( ∂
∂un
(B)
)
+
∂
∂un−1
(B)
)
= Dx(Bumun)+Bum−1un +Bumun−1 ∀m,n ∈ Z>0.
We will need also the formula
(64) Dt(A) =
∂
∂t
(A) +
p∑
k=0
(
uk+2q+1 +D
k
x
(
f(x, t, u0, . . . , u2q−1)
)) ∂
∂uk
(A),
which follows from (49).
Consider the case q = 1. Then, by our assumption, p ≥ 1. Equation (17) reads ut = u3+f(x, t, u0, u1).
According to (59), (60), for q = 1 one has
(65) B = up+2
∂
∂up
(A)−
1
2
(up+1)
2
∂2
∂up∂up
(A) + up+1B01(x, t, u0, . . . , up) + B00(x, t, u0, . . . , up).
Since we assume q = 1 and p ≥ 1, formula (64) implies
(66)
∂2
∂up∂up+2
(
Dt(A)
)
=
∂2
∂up∂up−1
(A),
∂2
∂up+1∂up+1
(
Dt(A)
)
= 0.
Using (63), (65), (66), one obtains
(67)
( ∂2
∂up∂up+2
−
1
2
∂2
∂up+1∂up+1
)(
Dx(B)−Dt(A) + [A,B]
)
=
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= Dx
(
Bupup+2 −
1
2
Bup+1up+1
)
+ Bup−1up+2 −
∂2
∂up∂up−1
(A) +
[
A, Bupup+2 −
1
2
Bup+1up+1
]
=
=
3
2
(
Dx
( ∂2
∂up∂up
(A)
)
+
[
A,
∂2
∂up∂up
(A)
])
.
Since Dx(B)−Dt(A) + [A,B] = 0 by (55), equation (67) implies (61) in the case q = 1.
Now let q = 2. Then p ≥ 2. Equation (17) reads ut = u5 + f(x, t, u0, u1, u2, u3). Using (59), (60), for
q = 2 one obtains
(68) B = up+4
∂
∂up
(A)− up+1up+3
∂2
∂up∂up
(A) + up+3B01(x, t, u0, . . . , up) + B00(x, t, u0, . . . , up+2).
Applying the operator
∂2
∂up+2∂up+3
to equation (57) and using (68), we get
(69)
∂2
∂up+2∂up+2
(B00)−
∂2
∂up∂up
(A) = 0.
Since we assume q = 2 and p ≥ 2, formula (64) implies
∂2
∂up∂up+4
(
Dt(A)
)
=
∂2
∂up∂up−1
(A),(70)
(
−
∂2
∂up+1∂up+3
+
1
2
∂2
∂up+2∂up+2
)(
Dt(A)
)
= 0.(71)
Using (63), (68), (69), (70), (71), one obtains
(72)
( ∂2
∂up∂up+4
−
∂2
∂up+1∂up+3
+
1
2
∂2
∂up+2∂up+2
)(
Dx(B)−Dt(A) + [A,B]
)
=
= Dx
(
Bupup+4 − Bup+1up+3 +
1
2
Bup+2up+2
)
+ Bup−1up+4 −
∂2
∂up∂up−1
(A)+
+
[
A, Bupup+4 − Bup+1up+3 +
1
2
Bup+2up+2
]
=
=
5
2
(
Dx
( ∂2
∂up∂up
(A)
)
+
[
A,
∂2
∂up∂up
(A)
])
.
As Dx(B)−Dt(A) + [A,B] = 0, equation (72) yields (61) in the case q = 2.
Finally, consider the case q = 3. Then p ≥ 4.
Equation (17) reads ut = u7 + f(x, t, u0, u1, u2, u3, u4, u5). According to (59), (60), for q = 3 we have
(73) B = up+6
∂
∂up
(A)− up+1up+5
∂2
∂up∂up
(A) + up+5B01(x, t, u0, . . . , up) + B00(x, t, u0, . . . , up+4).
Differentiating (57) with respect to up+5, up+i for i = 2, 3, 4 and using (73), one gets
−
∂2
∂up∂up
(A) +
∂2
∂up+2∂up+4
(B00) = 0,
∂2
∂up+3∂up+4
(B00) =
∂2
∂up+4∂up+4
(B00) = 0.
Therefore, B00 = B00(x, t, u0, . . . , up+4) is of the form
(74) B00 = up+2up+4
∂2
∂up∂up
(A) + up+4B001(x, t, u0, . . . , up+1) + B000(x, t, u0, . . . , up+3)
for some B001(x, t, u0, . . . , up+1) and B000(x, t, u0, . . . , up+3).
Applying the operator
∂2
∂up+3∂up+4
to equation (57) and using (73), (74), we obtain
(75)
∂2
∂up+3∂up+3
(B000) +
∂2
∂up∂up
(A) = 0.
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Since we consider the case when q = 3 and p ≥ 4, formula (64) implies
∂2
∂up∂up+6
(
Dt(A)
)
=
∂2
∂up∂up−1
(A),(76)
(
−
∂2
∂up+1∂up+5
+
∂2
∂up+2∂up+4
−
1
2
∂2
∂up+3∂up+3
)(
Dt(A)
)
= 0.(77)
Using (63), (73), (74), (75), (76), (77) one gets
(78)
( ∂2
∂up∂up+6
−
∂2
∂up+1∂up+5
+
∂2
∂up+2∂up+4
−
1
2
∂2
∂up+3∂up+3
)(
Dx(B)−Dt(A) + [A,B]
)
=
= Dx
(
Bupup+6 − Bup+1up+5 + Bup+2up+4 −
1
2
Bup+3up+3
)
+ Bup−1up+6 −
∂2
∂up∂up−1
(A)+
+
[
A, Bupup+6 − Bup+1up+5 + Bup+2up+4 −
1
2
Bup+3up+3
]
=
=
7
2
(
Dx
( ∂2
∂up∂up
(A)
)
+
[
A,
∂2
∂up∂up
(A)
])
.
Since Dx(B)−Dt(A) + [A,B] = 0, equation (78) implies (61) in the case q = 3. 
Lemma 2. One has
(79)
∂3
∂uk∂up∂up
(A) = 0 ∀ k ∈ Z≥0.
Proof. Suppose that (79) does not hold. Let k0 be the maximal integer such that
∂3
∂uk0∂up∂up
(A) 6= 0.
Equation (56) for s = k0 + 1 says
(80)
∂
∂uk0+1
(A)
∣∣∣∣
uk=ak, k≥k0+1
= 0.
Differentiating (61) with respect to uk0+1, we obtain
(81)
∂3
∂uk0∂up∂up
(A) +
[ ∂
∂uk0+1
(A),
∂2
∂up∂up
(A)
]
= 0.
Substituting uk = ak in (81) for all k ≥ k0 + 1 and using (80), one gets
∂3
∂uk0∂up∂up
(A) = 0, which
contradicts to our assumption. 
Using equation (56) for s = p and equation (79) for all k ∈ Z≥0, we see that A is of the form
(82) A = (up − ap)
2
A2(x, t) + A0(x, t, u0, . . . , up−1),
where A2(x, t) is a power series in the variables x− xa, t− ta and A0(x, t, u0, . . . , up−1) is a power series
in the variables x− xa, t− ta, u0 − a0, . . . , up−1 − ap−1.
From (79), (82) it follows that equation (61) reads
(83) 2
∂
∂x
(A2) + 2[A0,A2] = 0.
Note that condition (53) implies
(84) A0
∣∣∣
uk=ak , k≥0
= 0.
Substituting uk = ak in (83) for all k ≥ 0 and using (84), we get
(85)
∂
∂x
(A2) = 0.
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Combining (85) with (83), one obtains
(86) [A2,A0] = 0.
In view of (50), (82), we have
(87) A0 =
∑
l1,l2,i0,...,ip−1≥0
(x− xa)
l1(t− ta)
l2(u0 − a0)
i0 . . . (up−1 − ap−1)
ip−1 · Al1,l2i0...ip−10
According to (50), (82), (85), one has
(88) A2 =
∑
l≥0
(t− ta)
l · A˜l, A˜l = A0,l0...02 ∈ F
p(E , a).
Combining (82), (87), (88) with Theorem 2, we see that the elements
(89) A˜0, Al1,0i0...ip−10, l1, i0, . . . , ip−1 ∈ Z≥0,
generate the algebra Fp(E , a). Substituting t = ta in (86) and using (87), (88), one gets
(90)
[
A˜
0,Al1,0i0...ip−10
]
= 0 ∀ l1, i0, . . . , ip−1 ∈ Z≥0.
Since the elements (89) generate the algebra Fp(E , a), equation (90) yields
(91)
[
A˜
0, Fp(E , a)
]
= 0.
Lemma 3. One has
(92)
[
A˜
l, Fp(E , a)
]
= 0 ∀ l ∈ Z≥0.
Proof. We prove (92) by induction on l. The property
[
A˜
0, Fp(E , a)
]
= 0 has been obtained in (91).
Let r ∈ Z≥0 be such that
[
A˜l, Fp(E , a)
]
= 0 for all l ≤ r. Since
∂l
∂tl
(A2)
∣∣∣∣
t=ta
= l! · A˜l, we get
(93)
[
∂l
∂tl
(A2)
∣∣∣∣
t=ta
,
∂m
∂tm
(A0)
∣∣∣∣
t=ta
]
= 0 ∀ l ≤ r, ∀m ∈ Z≥0.
Applying the operator
∂r+1
∂tr+1
to equation (86), substituting t = ta, and using (93), one obtains
0 =
∂r+1
∂tr+1
(
[A2,A0]
) ∣∣∣∣
t=ta
=
r+1∑
k=0
(
r + 1
k
)
·
[
∂k
∂tk
(A2)
∣∣∣∣
t=ta
,
∂r+1−k
∂tr+1−k
(A0)
∣∣∣∣
t=ta
]
=
=
[
∂r+1
∂tr+1
(A2)
∣∣∣∣
t=ta
, A0
∣∣∣∣
t=ta
]
=
=
[
(r + 1)! · A˜r+1,
∑
l1,i0,...,ip−1
(x− xa)
l1(u0 − a0)
i0 . . . (up−1 − ap−1)
ip−1 ·Al1,0i0...ip−10
]
,
which implies
(94)
[
A˜
r+1, Al1,0i0...ip−10
]
= 0 ∀ l1, i0, . . . , ip−1 ∈ Z≥0.
Equation (91) yields
(95)
[
A˜
0, A˜r+1
]
= 0.
Since the elements (89) generate the algebra Fp(E , a), from (94), (95) we get
[
A˜r+1, Fp(E , a)
]
= 0. 
Theorem 3. Let E be the infinite prolongation of an equation of the form (17) with q ∈ {1, 2, 3}. Let
a ∈ E . For each p ∈ Z>0, consider the surjective homomorphism ϕp : F
p(E , a)→ Fp−1(E , a) from (48).
If p ≥ q + δq,3 then
(96) [v1, v2] = 0 ∀ v1 ∈ kerϕp, ∀ v2 ∈ F
p(E , a).
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In other words, if p ≥ q+ δq,3 then the kernel of ϕp is contained in the center of the Lie algebra F
p(E , a).
For each k ∈ Z>0, let ψk : F
k+q−1+δq,3(E , a)→ Fq−1+δq,3(E , a) be the composition of the homomorphisms
F
k+q−1+δq,3(E , a)→ Fk+q−2+δq,3(E , a)→ · · · → Fq+δq,3(E , a)→ Fq−1+δq,3(E , a)
from (48). Then
(97) [h1, [h2, . . . , [hk−1, [hk, hk+1]] . . . ]] = 0 ∀h1, . . . , hk+1 ∈ kerψk.
In particular, the kernel of ψk is nilpotent.
Proof. Let p ≥ q + δq,3. Combining (82), (59), (88) with the definition of the homomorphism
ϕp : F
p(E , a)→ Fp−1(E , a), we see that kerϕp is equal to the ideal generated by the elements A˜
l, l ∈ Z≥0.
Then (96) follows from (92).
So we have proved that the kernel of the homomorphism ϕp : F
p(E , a) → Fp−1(E , a) is contained in
the center of the Lie algebra Fp(E , a) for any p ≥ q + δq,3.
Let us prove (97) by induction on k. Since ψ1 = ϕq+δq,3, for k = 1 property (97) follows from (96).
Let r ∈ Z>0 be such that (97) is valid for k = r. Then for any h
′
1, h
′
2, . . . , h
′
r+2 ∈ kerψr+1 we have
(98)
[
ϕr+q+δq,3(h
′
2),
[
ϕr+q+δq,3(h
′
3), . . . ,
[
ϕr+q+δq,3(h
′
r),
[
ϕr+q+δq,3(h
′
r+1), ϕr+q+δq,3(h
′
r+2)
]]
. . .
]]
= 0,
because ϕr+q+δq,3(h
′
i) ∈ kerψr for i = 2, 3, . . . , r + 2. Equation (98) says that
(99)
[
h′2,
[
h′3, . . . ,
[
h′r,
[
h′r+1, h
′
r+2
]]
. . .
]]
∈ kerϕr+q+δq,3.
Since kerϕr+q+δq,3 is contained in the center of F
r+q+δq,3(E , a), property (99) yields[
h′1,
[
h′2,
[
h′3, . . . ,
[
h′r,
[
h′r+1, h
′
r+2
]]
. . .
]]]
= 0.
So we have proved (97) for k = r + 1. Clearly, property (97) implies that kerψk is nilpotent. 
Now we prove a result which is used in Example 4.
Theorem 4. Let E be the infinite prolongation of the equation
(100) ut = u5 + f(x, t, u0, u1, u2, u3)
for some function f = f(x, t, u0, u1, u2, u3) such that
∂3f
∂u3∂u3∂u3
6= 0. (More precisely, we assume that the
function ∂
3f
∂u3∂u3∂u3
is not identically zero on any connected component of the manifold E . Usually, the
manifold E is connected, and then our assumption means that ∂
3f
∂u3∂u3∂u3
is not identically zero on E .)
Then F1(E , a) = F0(E , a) = 0 and Fp(E , a) is nilpotent for all a ∈ E , p > 1.
Proof. Consider an arbitrary point a ∈ E given by (22). According to Section 2, the algebra F1(E , a) for
equation (100) can be described as follows. Consider formal power series
A =
∑
l1,l2,i0,i1≥0
(x− xa)
l1(t− ta)
l2(u0 − a0)
i0(u1 − a1)
i1 · Al1,l2i0,i1 ,(101)
B =
∑
l1,l2,j0,...,j5≥0
(x− xa)
l1(t− ta)
l2(u0 − a0)
j0 . . . (u5 − a5)
j5 · Bl1,l2j0...j5(102)
satisfying
(103) Al1,l2i0,1 = A
l1,l2
0,0 = B
0,l2
0...0 = 0, l1, l2, i0 ∈ Z≥0.
Then Al1,l2i0,i1, B
l1,l2
j0...j5
are generators of the algebra F1(E , a), and the equation
(104) Dx(B)−Dt(A) + [A,B] = 0
provides relations for these generators (in addition to relations (103)). Note that here Dt(A) is given by
formula (64) for q = 2 and p = 1, so we have
(105) Dt(A) =
∂
∂t
(A) +
(
u5 + f(x, t, u0, u1, u2, u3)
) ∂
∂u0
(A) +
(
u6 +Dx
(
f(x, t, u0, u1, u2, u3)
)) ∂
∂u1
(A).
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Similarly to (68), from (104) we deduce that B is of the form
(106) B = u5
∂
∂u1
(A)− u2u4
∂2
∂u1∂u1
(A) + u4B01(x, t, u0, u1) + B00(x, t, u0, u1, u2, u3),
where B01(x, t, u0, u1) is a power series in the variables x − xa, t − ta, u0 − a0, u1 − a1 and
B00(x, t, u0, u1, u2, u3) is a power series in the variables x− xa, t− ta, u0 − a0, u1 − a1, u2 − a2, u3 − a3.
Differentiating (104) with respect to u4, u3 and using (106), we get
(107)
∂2
∂u3∂u3
(B00) =
∂2
∂u1∂u1
(A) +
∂2f
∂u3∂u3
·
∂
∂u1
(A).
Using (62), (105), (106), (107), one can verify that
(108)
(
−
∂3
∂u3∂u2∂u4
+
1
2
∂3
∂u3∂u3∂u3
)(
Dx(B)−Dt(A) + [A,B]
)
=
=
1
2
∂3f
∂u3∂u3∂u3
·
(
Dx
( ∂
∂u1
(A)
)
+
[
A,
∂
∂u1
(A)
]
−
∂
∂u0
(A)
)
.
Since Dx(B)−Dt(A) + [A,B] = 0 by (104), equation (108) implies
(109)
∂3f
∂u3∂u3∂u3
·
(
Dx
( ∂
∂u1
(A)
)
+
[
A,
∂
∂u1
(A)
]
−
∂
∂u0
(A)
)
= 0.
Since the analytic function ∂
3f
∂u3∂u3∂u3
is not identically zero on any connected component of the mani-
fold E , equation (109) yields
(110) Dx
( ∂
∂u1
(A)
)
+
[
A,
∂
∂u1
(A)
]
−
∂
∂u0
(A) = 0.
Differentiating (110) with respect to u2, we obtain
∂2
∂u1∂u1
(A) = 0.
Recall that A is of the form (101). Since Al1,l2i0,1 = 0 for all l1, l2, i0 ∈ Z≥0 by (103), equation
∂2
∂u1∂u1
(A) = 0 yields ∂
∂u1
(A) = 0. Combining the equation ∂
∂u1
(A) = 0 with (110), one gets ∂
∂u0
(A) = 0.
Combining the equations ∂
∂u1
(A) = ∂
∂u0
(A) = 0 with (103), we get Al1,l2i0,i1 = 0 for all l1, l2, i0, i1 ∈ Z≥0.
Since, by Theorem 2, the algebra F1(E , a) is generated by the elements Al1,0i0,i1 for l1, i0, i1 ∈ Z≥0, we
obtain F1(E , a) = 0. As one has the surjective homomorphism F1(E , a) → F0(E , a) in (48), one gets
F
0(E , a) = 0.
According to Theorem 3 for q = 2, for any k ∈ Z>0 the kernel of the homomorphism
ψk : F
k+1(E , a)→ F1(E , a)
is nilpotent. Since F1(E , a) = 0, this implies that Fp(E , a) is nilpotent for all p > 1. 
4. Integrability conditions and examples of proving non-integrability
4.1. Necessary conditions for integrability. As said in Section 1.1, in this paper, integrability of
PDEs is understood in the sense of soliton theory and the inverse scattering method, relying on the use
of ZCRs.
For each scalar evolution equation (1), in Section 2 we have defined the family of Lie algebras Fp(E , a),
where E is the infinite prolongation of (1), a is a point of the manifold E , and p ∈ Z≥0. In this subsection
and in Subsection 4.2 we show that, using the algebras Fp(E , a), one obtains some necessary conditions
for integrability of equations (1). Examples of the use of these conditions in proving non-integrability
for some equations are given in Example 4 and in Subsection 4.2.
In this subsection, g is a finite-dimensional matrix Lie algebra, and G is the connected matrix Lie group
corresponding to g. (The precise definition of G has been given in Section 1.1.) A gauge transformation
is a matrix-function G = G(x, t, u0, . . . , ul) with values in G. ZCRs and gauge transformations are
supposed to be defined on a neighborhood of a point a ∈ E .
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A g-valued ZCR
A = A(x, t, u0, u1, . . . ), B = B(x, t, u0, u1, . . . ), Dx(B)−Dt(A) + [A,B] = 0
is called gauge-nilpotent if there is a gauge transformation G = G(x, t, u0, . . . , ul) such that the functions
A˜ = GAG−1 −Dx(G) ·G
−1, B˜ = GBG−1 −Dt(G) ·G
−1
take values in a nilpotent Lie subalgebra of g. In other words, a g-valued ZCR is gauge-nilpotent iff it
is gauge equivalent to a ZCR with values in a nilpotent Lie subalgebra of g.
It is known that a ZCR with values in a nilpotent Lie algebra cannot establish integrability of a given
equation (1). Therefore, a gauge-nilpotent ZCR cannot establish integrability of (1) either, because a
gauge-nilpotent ZCR is equivalent to a ZCR with values in a nilpotent Lie algebra.
Hence the property
(111) “there is g such that equation (1) possesses a g-valued ZCR which is not gauge-nilpotent”
can be regarded as a necessary condition for integrability of equation (1).
It is shown in [7] that, for any g-valued ZCR of order ≤ p, there is a homomorphism µ : Fp(E , a)→ g
such that this ZCR is gauge equivalent to a ZCR with values in the Lie subalgebra µ
(
F
p(E , a)
)
⊂ g.
Therefore, if for each p ∈ Z≥0 and each a ∈ E the Lie algebra F
p(E , a) is nilpotent then any ZCR
of (1) is gauge-nilpotent, which implies that equation (1) is not integrable. This yields the following
result.
Theorem 5. Let E be the infinite prolongation of an equation of the form (1). If for each p ∈ Z≥0 and
each a ∈ E the Lie algebra Fp(E , a) is nilpotent, then this equation is not integrable.
In other words, the property
(112) “there exist p ∈ Z≥0 and a ∈ E such that the Lie algebra F
p(E , a) is not nilpotent”
is a necessary condition for integrability of equation (1).
For some classes of equations (1) one can find a nonnegative integer r such that for any k > r the
algebra Fk(E , a) is obtained from Fk−1(E , a) by central extension. This implies that for any k > r the
algebra Fk(E , a) is obtained from Fr(E , a) by applying several times the operation of central extension.
Then condition (112) should be checked for p = r.
For example, according to Theorem 3 and Remark 6, for equations of the form (17) we can take
r = q−1+δq,3. According to Proposition 1, for the Krichever-Novikov equation (18) one can take r = 1.
Let us show how this works for equations (17).
Theorem 6. Let E be the infinite prolongation of an equation of the form (17) with q ∈ {1, 2, 3}. Let
a ∈ E . If the Lie algebra Fq−1+δq,3(E , a) is nilpotent, then Fp(E , a) is nilpotent for all p ∈ Z≥0.
Proof. According to Theorem 3 and Remark 6, for every p ≥ q+ δq,3 the Lie algebra F
p(E , a) is obtained
from Fq−1+δq,3(E , a) by applying several times the operation of central extension.
Since the homomorphisms (8) are surjective, for each p˜ ≤ q − 1 + δq,3 we have a surjective homomor-
phism Fq−1+δq,3(E , a)→ Fp˜(E , a).
Clearly, these properties imply the statement of Theorem 6. 
Combining Theorem 6 with Theorem 5, we obtain the following.
Theorem 7. Let E be the infinite prolongation of an equation of the form (17) with q ∈ {1, 2, 3}.
If for all a ∈ E the Lie algebra Fq−1+δq,3(E , a) is nilpotent, then for each p ∈ Z≥0 any ZCR of order ≤ p
A = A(x, t, u0, u1, . . . , up), B = B(x, t, u0, u1, . . . ), Dx(B)−Dt(A) + [A,B] = 0
is gauge-nilpotent. Hence, if Fq−1+δq,3(E , a) is nilpotent for all a ∈ E , then equation (17) is not integrable.
In other words, the property
(113) “the Lie algebra Fq−1+δq,3(E , a) is not nilpotent for some a ∈ E”
is a necessary condition for integrability of equations of the form (17).
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Remark 15. In this paper we study integrability by means of ZCRs. Another well-known approach
to integrability uses symmetries and conservation laws. Many remarkable classification results for some
types of equations (1) possessing higher-order symmetries or conservation laws are known (see, e.g., [18,
19, 25] and references therein).
However, it is also known that the approach of symmetries and conservation laws is not completely
universal for the study of integrability. For a given evolution equation, non-existence of higher-order
symmetries and conservation laws does not guarantee non-integrability. For example, in [22] one can
find a scalar evolution equation which is connected with KdV by a Miura-type transformation and is,
therefore, integrable, but does not possess higher-order symmetries and conservation laws.
Example 4. Consider (17) in the case q = 2. Let E be the infinite prolongation of an equation of the
form
(114) ut = u5 + f(x, t, u0, u1, u2, u3).
According to Theorems 4 and 7, if
∂3f
∂u3∂u3∂u3
6= 0, then F1(E , a) = 0 and equation (114) is not
integrable.
4.2. An evolution equation related to the He´non-Heiles system. The following scalar evolution
equation was studied by A. P. Fordy [4] in connection with the He´non-Heiles system
(115) ut = uxxxxx + (8α− 2β)uuxxx + (4α− 6β)uxuxx − 20αβu
2ux.
Here u = u(x, t) is a K-valued function, where K is either C or R, and α, β are arbitrary constants.
(In [4] these constants are denoted by a, b, but we use the symbol a for a different purpose.)
If α = β = 0 then (115) is the linear equation ut = uxxxxx. Since we intend to study nonlinear PDEs,
in what follows we suppose that at least one of the constants α, β is nonzero. We want to determine for
which values of α, β equation (115) is not integrable.
The following facts were noticed in [4].
• If α+β = 0 then (115) is equivalent to the Sawada-Kotera equation. (That is, if α+β = 0 then
(115) can be transformed to the Sawada-Kotera equation by scaling of the variables. As said
above, we assume that at least one of the constants α, β is nonzero.)
• If 6α+ β = 0 then (115) is equivalent to the 5th-order flow in the KdV hierarchy.
• If 16α+ β = 0 then (115) is equivalent to the Kaup-Kupershmidt equation.
So in the cases α + β = 0, 6α + β = 0, 16α + β = 0 equation (115) is equivalent to a well-known
integrable equation.
Now we need to study the case
(116) α + β 6= 0, 6α + β 6= 0, 16α + β 6= 0.
As discussed in Remark 15, there are several different approaches to the notion of integrability of
PDEs. According to [4] and references therein, in the case (116) equation (115) is not integrable in
the approach of symmetries and conservation laws. (This means that the equation does not possess
higher-order symmetries and conservation laws.) However, according to Remark 15, this fact does not
guarantee non-integrability of (115) in some other approaches.
Let us see what the structure of the algebras Fp(E , a) can say about integrability or non-integrability
of equation (115) in the case (116). Lemma 4 is proved in [8].
Lemma 4 ([8]). Let E be the infinite prolongation of equation (115). Let a ∈ E . Then
• the Lie algebra F1(E , a) is obtained from F0(E , a) by central extension,
• if (116) holds and α 6= 0, the algebra F0(E , a) is isomorphic to the direct sum of the 3-dimensional
Lie algebra sl2(K) and an abelian Lie algebra of dimension ≤ 3,
• if α = 0 and β 6= 0, the Lie algebra F0(E , a) is nilpotent and is of dimension ≤ 6.
Combining Lemma 4 with Theorem 3 and Remark 6, we get the following.
Theorem 8. Let E be the infinite prolongation of equation (115). Let a ∈ E . Then one has the following.
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• For any p ∈ Z≥0, the kernel of the surjective homomorphism F
p(E , a) → F0(E , a) from (8) is
nilpotent. The algebra Fp(E , a) is obtained from the algebra F0(E , a) by applying several times
the operation of central extension.
• If (116) holds and α 6= 0, then F0(E , a) is isomorphic to the direct sum of sl2(K) and an
abelian Lie algebra of dimension ≤ 3, and for each p ∈ Z≥0 there is a surjective homomor-
phism Fp(E , a)→ sl2(K) with nilpotent kernel.
• If α = 0 and β 6= 0, the Lie algebra Fp(E , a) is nilpotent for all p ∈ Z≥0.
According to Theorem 8, if α = 0 and β 6= 0 then for any p ∈ Z≥0 the Lie algebra F
p(E , a) for (115)
is nilpotent. Then Theorem 5 implies that equation (115) is not integrable in the case when α = 0 and
β 6= 0.
Now it remains to study the case when (116) holds and α 6= 0. Before doing this, we need to discuss
something else. All our experience in the study of the algebras Fp(E , a) for various evolution equations
suggests that the following conjecture is valid.
Conjecture 1. Let E be the infinite prolongation of a (1+1)-dimensional evolution equation (1). Sup-
pose that the equation is integrable. Then there exist p ∈ Z≥0 and a ∈ E such that
• the Lie algebra Fp(E , a) is infinite-dimensional,
• for any nilpotent ideal I ⊂ Fp(E , a), the quotient Lie algebra Fp(E , a)/I is infinite-dimensional
as well.
This conjecture is supported by the following examples.
Example 5. According to [7] for the KdV equation, the Lie algebra F0(E , a) is isomorphic to the direct
sum sl2(K[λ]) ⊕ K
3, where K3 is a 3-dimensional abelian Lie algebra. Hence sl2(K[λ]) is embedded in
F
0(E , a) as a subalgebra of codimension 3.
Evidently, the infinite-dimensional Lie algebra sl2(K[λ]) does not have any nontrivial nilpotent ideals.
Hence, for any nilpotent ideal I ⊂ F0(E , a), one has I ∩ sl2(K[λ]) = 0 and, therefore, dim I ≤ 3. This
implies that Conjecture 1 is valid for the KdV equation.
Example 6. Recall that the KdV hierarchy consists of commuting flows, which are scalar evolution
equations of orders 2k+1 for k ∈ Z≥0. The standard sl2(K)-valued ZCR for the KdV hierarchy depends
polynomially on a parameter λ. Therefore, this ZCR can be regarded as a ZCR with values in sl2(K[λ]).
It can be shown that this gives a surjective homomorphism F0(E , a)→ sl2(K[λ]) for each equation in
the hierarchy. Since the Lie algebra sl2(K[λ]) is infinite-dimensional and does not have any nontrivial
nilpotent ideals, this implies that dimF0(E , a) = ∞ and dimF0(E , a)/I = ∞ for any nilpotent ideal
I ⊂ F0(E , a), so Conjecture 1 holds true for each equation in the KdV hierarchy.
Example 7. According to Proposition 1, for the Krichever-Novikov equation KN(e1, e2, e3) in the case
e1 6= e2 6= e3 6= e1, the algebra F
1(E , a) is isomorphic to an infinite-dimensional Lie algebra of cer-
tain so3(C)-valued functions on the elliptic curve (19). Using the explicit description of this infinite-
dimensional Lie algebra in [8], one can show that it does not have any nontrivial nilpotent ideals.
Therefore, F1(E , a) is infinite-dimensional and does not have any nontrivial nilpotent ideals, which im-
plies that Conjecture 1 is valid in this case.
According to [29], if e1, e2, e3 ∈ C are such that ei = ej for some i 6= j, then the Krichever-Novikov
equation KN(e1, e2, e3) is connected by a Miura-type transformation with the KdV equation. Using this
fact and the fact that Conjecture 1 is valid for the KdV equation, one can show that Conjecture 1 holds
true for the equation KN(e1, e2, e3) when ei = ej for some i 6= j.
Example 8. In this paper we study scalar evolution PDEs (1). As said in Remark 9, it is possible to
introduce an analog of Fp(E , a) for multicomponent evolution PDEs (21). Therefore, one can try to check
Conjecture 1 for multicomponent evolution PDEs. Computations in [9] show that Conjecture 1 holds
true for the Landau-Lifshitz, nonlinear Schro¨dinger equations (which can be regarded as 2-component
evolution PDEs) and for a number of other multicomponent PDEs. (The preprint [9] is not in final form
yet and will be updated in arxiv.)
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Example 9. The standard Lax pair of the Sawada-Kotera equation can be interpreted as an sl3(K)-
valued ZCR of the form
A = A(λ, u0), B = B(λ, u0, u1, u3, u4), Dx(B)−Dt(A) + [A,B] = 0,
where the sl3(K)-valued functions A, B depend polynomially on a parameter λ. This gives a
homomorphism µ : F0(E , a) → sl3(K[λ]) for the Sawada-Kotera equation. Analyzing the image
µ
(
F
0(E , a)
)
⊂ sl3(K[λ]) of this homomorphism, one can prove that dim µ
(
F
0(E , a)
)
= ∞ and
dim
(
µ
(
F
0(E , a)
)
/J
)
= ∞ for any nilpotent ideal J ⊂ µ
(
F
0(E , a)
)
of the Lie algebra µ
(
F
0(E , a)
)
.
This implies that Conjecture 1 is valid for the Sawada-Kotera equation.
Using similar arguments, one can show that Conjecture 1 is valid also for the Kaup-Kupershmidt
equation.
Now return to the study of equation (115) in the case when (116) holds and α 6= 0. According to
Theorem 8, for any a ∈ E and any p ∈ Z≥0 there is a surjective homomorphism ψ : F
p(E , a) → sl2(K)
with nilpotent kernel. Let I ⊂ Fp(E , a) be the kernel of ψ. Then I is a nilpotent ideal of Fp(E , a), and
we have
dimFp(E , a)/I = dim sl2(K) = 3.
Then Conjecture 1 implies that equation (115) is not integrable in this case.
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