Abstract. We prove new ℓ p (Z d ) bounds for discrete spherical averages in dimensions d ≥ 5. We focus on the case of lacunary radii, first for general lacunary radii, and then for certain kinds of highly composite choices of radii. In particular, if A λ f is the spherical average of f over the discrete sphere of radius λ, we have
Introduction
We prove ℓ p bounds for discrete spherical maximal operators, concentrating on variants of the lacunary versions of these operators. They have a surprising intricacy. For λ 2 ∈ N, let s λ be the cardinality of the number of n ∈ Z d such that |n| 2 = λ 2 . Define the spherical average of a function f on Z d to be
We will always work in dimension d ≥ 5, so that for any choice of λ 2 ∈ N, one has s λ ≃ λ d−2 . Define the maximal function A * f = sup λ A λ f, where f is non-negative and the supremum is over all λ for which the operator is defined. This operator was introduced by Magyar [12] , and the ℓ p bounds were proved by Magyar, Stein and Wainger [11] . Namely, this is a bounded operator on ℓ p for p > We address the discrete lacunary spherical maximal function. We say that a set of integers {λ , for which the full supremum A * f is bounded [11] . Kevin Hughes [6] proved a version of the result above, for a very particular sequence of radii, and in dimension d = 4. In contrast to the continuous case, no such inequalities can hold close to ℓ
1 . An example of Zienkiewicz [13] show that there are lacunary radii {λ k } for which the corresponding maximal operator A lac is unbounded on
. It is an interesting question to determind the best p = p(d) for which any lacunary maximal function A lac would be bounded on ℓ p (Z d ).
The Theorem above concerns classical type examples of radii. Brian Cook [5] has shown that for highly composite radii λ 2 k = 2 k !, that the maximal function sup k A λ k f is bounded on ℓ p , for all 1 < p < ∞. The Theorem below shows that this continues to hold for e.g. 
Our method of proof is inspired by a method of Bourgain [2] , and its application to the discrete setting by Ionescu [7] . We used it for the full discrete spherical maximal operator of Magyar, Stein and Wainger in [10] . In particular, we proved an endpoint sparse bound in that setting.
These arguments are relatively easy. The maximal operators are treated as maximal multipliers. Each component of the decomposition of the multiplier needs only one estimate, either an ℓ 2 estimate, or an ℓ 1 estimate. As such, the argument can be used to simplify existing results, and simplify the search for new ones.
General Lacunary Sequences
The key Lemma is the restricted type estimate below. 
We will use the stopping time τ to simplify notation throughout. We turn to the proof. It suffices to show that for all integers N, we can decompose
Above, implied constants depend upon 0 < ǫ < 1, but we do not make this explicit here, nor at any point of the paper. Optimizing over N proves (2.2). Both M 1 and M 2 have several parts. The first part of M 1 is M 1,1 = 1 τ≤N A λ k f. It trivially satisfies the first half of (2.3).
Recall the decomposition of A λ f from Magyar, Stein and Wainger [11] . We have the decomposition below, in which upper case letters denote a convolution operator, and lower case letters denote the corresponding multiplier. Let e(x) = e 2πix and for integers q, e q (x) = e(x/q).
The term G(a, ℓ, q) is a normalized Gauss sum. Above, a is in the multiplicative group
In (2.5), the hat indicates the Fourier transform on Z d , and the notation identifies the operator C a/q λ , and the kernel. All our operators are convolution operators or maximal operators formed from the same. The function ψ is a radial Schwartz function on R d which satisfies
The function ψ q (ξ) = ψ(qξ). The uniform measure on the sphere of radius λ is denoted by dσ λ and dσ λ denotes its Fourier transform computed on R d . The standard stationary phase estimate is
We have this estimate, stronger than what we need, from [11, Prop. 4.1] : For all Λ ≥ 1,
Our first contribution to M 2 is M 2,1 = |E τ f|. This clearly satisfies the second half of (2.3). It remains to bound C τ f, requiring further contributions to M 1 and M 2 . Recall the estimate below, which is a result of Magyar, Stein and Wainger [11, Prop. 3.1] .
It follows that (2.10)
Our second contribution to M 2 is therefore
We are left with the term below, which will be controlled with further contributions to M 1 and M 2 . 
The last contribution to M 2 is
When considering C a/q τ,2 , the difference ψ q (ξ) − ψ λ/N (ξ) arises. But this is zero if |ξ| < N/2λ. Using the Gauss sum estimate (2.6) and the stationary decay estimate (2.8), we have
This is smaller than required.
The principle point is the control of 
The terms c q are Ramanujan sums, well-known for having more than square root cancellation. We need a further quantification of this fact. We find this result in a paper by Bourgain [1, (3.43) , page 126] and will give a short proof for completeness. (Also see [8] .) We remark that the main result of [3] gives a precise asymptotic for the expression below for j = 2. In particular, this result shows that the inequality below is sharp, up the ǫ dependence. Lemma 2.13. Given ǫ > 0 and integer j, the inequality below holds for all integers M > Q j .
(2.14)
We postpone the proof of this fact to the end of this section. We also need Proposition 2.15. For the kernel K λ defined in (2.12), we have this maximal inequality, valid for any lacunary choice of radii {λ k }.
Proof. This follows by comparison to lacunary averages on R d , which we can do since the inner and outer radii compare favorably, as indicated in Figure 1 . Let us elaborate.
Then, the volume of the annulus is comparable to λ d /M. And, the number of lattice points is, Let us give the proof of M 1,2,τ f 1+ǫ N 1+ǫ f 1+ǫ , as required for (2.3). We can estimate M 1,2,τ f from the kernel estimate (2.11). We use Hölder's inequality for a large even integer j, and fixed λ k
We pick j ≃ 10/ǫ, and claim that
Indeed, we have 1 < j ′ < p. Therefore, we can use (2.16) to verify the first claim in (2.18).
Concerning the second term in (2.17), we turn to Lemma 2.13, and argue that
from which (2.18) follows. Apply Lemma 2.13 with Q = N,
The following extension holds: Let ζ be monotone smooth non-negative decreasing function, constant on [0, M 0 ], with L 1 norm one. We then have
This follows by a standard convexity argument, based on the identity
Recall that k ≥ N, so that λ k > 2 N > M 0 . And, we can write
The inequality (2.19) shows that this last term is uniformly bounded by N j , since β = 
The left-hand side is essentially constant on the annulus around the sphere of λ k of width λ k /N β , and has total integral one. It follows that ψ(λ k , r) is essentially constant on the same region, and
And, ∞ 0 ψ(λ k , r) dr 1 by construction. The case of 0 < r < λ 2 is entirely similar.
Proof of Lemma 2.13. We will marshal four facts. First, n → c q (n) is q-periodic, and bounded by q. Moreover, we have the bound |c q (n)| ≤ (q, n). To see this, recall that if q is a power of a prime p, we have
We see that the conclusion holds in this case. The general case follows since c q (n) is multiplicative in q.
Second, for q = (q 1 , . . . , q j ) ∈ [1, Q] k , let L( q) be the least common multiple of q 1 , . . . , q k . Observe that n → j i= c q j (n) is periodic with period L( q). This, with the condition that M > Q j , implies that
To see this, begin with the case of q = p x , for prime p and x ≥ 1. For integers k,
as is easy to check. We need an extension of this. Let x 1 , . . . , x t be distinct integers, and let k 1 , . . . , k t be integers. There holds (2.22)
where above we assume that x 1 > x 2 > · · · > x t . As n → (p xs , n) k is periodic with period p xs , one has Fourth, we have the inequality below, valid for all ǫ > 0 (2.23)
Appealing to the divisor function d(r) = q≤r:q|r 1, and the estimate d(r) r ǫ , we have
As ǫ > 0 is arbitrary, we are finished.
We turn to the main line of the argument. Estimate
This is our bound (2.14).
The Highly Composite Case
We follow the lines of the previous argument, but the underlying details are substantially different, as we are modifying Cook's argument [5] , also see [4] . The essential features are due to Cook. We hope that this way of presenting the proof makes the argument more accessible.
The point is to show that for any 0 < ǫ < 1, and f = 1 F , a finitely supported function, stopping time τ : Z d → {λ k }, and any integer N, we can choose M 1 and M 2 so that
The implied constants depend upon ǫ > 0. This proves our Theorem 1.2.
Fix ǫ > 0. It suffices to prove (3.1) and (3.2) for sufficiently large N > N 0 . Recall that λ 
Note that this is a very big sum. In particular it is typical to restrict Gauss sums G(a, ℓ, Q) to the case where gcd(a, ℓ, Q) = 1, but we are not doing this here. Our second contribution to M 2 is M 2,2 f = |B τ f − A τ f|. Here, we are adopting our conventions about operators and their multipliers. Proof. The difference M 2,2 f is split into several terms. Using the expansion of A λ from (2.4), the expansion is
We bound the ℓ 2 norm of each of these terms in order. The first term on the right is bounded by appeal to (2.9). The second term on the right is bounded by appeal to (2.10). Thus, it is the third term (3.5) that is crucial. We have this critical point about the term e q (−τ 2 a) appearing in (3.5). The stopping time τ takes values in {λ k : k > N ǫ }. The highly composite nature of the λ k shows that e q (−λ Namely, the multiplier t λ is 1/Q-periodic, and has the spherical part of the multiplier. All the Gauss sum terms are in u(ξ). The fact that B λ = T λ • U follows from choice of ψ in (2.7). Concerning the maximal operator T τ φ, we can appeal to the transference result of [11, Prop 2.1] to bound ℓ p norms of this maximal operator. Since the lacunary spherical maximal function is bounded on all L p (R d ), we conclude that
Apply this with φ = Uf. It remains to see that Uf is bounded in the same range. But this is the proposition below, which concludes the proof of (3.1), and hence the proof of Theorem 1.2. 
