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Concatenation of two quantum error correcting codes with complementary sets of transversal
gates can provide a means towards universal fault-tolerant computation. We first show that it is
generally preferable to choose the inner code with the higher pseudo-threshold in order to achieve
lower logical failure rates. We then explore the threshold properties of a wide range of concatenation
schemes. Notably, we demonstrate that the concatenation of complementary sets of Reed-Muller
codes can increase the code capacity threshold under depolarizing noise when compared to extensions
of previously proposed concatenation models. We also analyze the properties of logical errors under
circuit level noise, showing that smaller codes perform better for all sampled physical error rates.
Our work provides new insights into the performance of universal concatenated quantum codes for
both code capacity and circuit level noise.
PACS numbers: 03.67.Pp
I. INTRODUCTION
Quantum error correcting codes provide a means to
suppress errors in physical quantum systems through the
encoding of information into protected subspaces of a
larger Hilbert space. Choosing how to encode such infor-
mation however will greatly affect the rate and behaviour
of such error suppressions. Moreover, codes must be care-
fully chosen in order to prevent the propagation of errors
when trying to manipulate the stored information for the
purposes of performing logical operations.
In this work, we extend the constructions first pre-
sented and analyzed in Refs. [1, 2] for concatenated codes
that can implement a universal set of fault-tolerant op-
erations. Namely, we expand on the possible combina-
tions of different error correcting codes that can pro-
vide fault-tolerant universality, determining their thresh-
old behaviour and logical failure rates given two different
error models, code capacity and circuit level depolariz-
ing noise. The original construction used complementary
codes, the 7-qubit Steane and 15-qubit Reed-Muller, as
they have different sets of transversal gates. These codes
also correspond to the smallest codes of the 2D and 3D
color code families [3, 4]. As such, the simplest gen-
eralization would be to consider larger codes from such
families and determine their threshold behaviours.
Alternatively, we show that by concatenating the 15-
qubit Reed Muller code with a rotated version of the same
code, we can obtain two single-qubit non-Clifford fault-
tolerant gates which allow for the implementation of a
universal set of gates. This rotated version of the Reed-
Muller code can be thought of as fixing a new gauge for
the code, where some of the Z stabilizers of the original
∗ c6chambe@uwaterloo.ca
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code are replaced by X stabilizers. Moreover, such a con-
catenation configuration exhibits a higher threshold than
combining the 15-qubit Reed-Muller code with different
2D color codes in the case of code capacity noise.
The concatenation order for a universal scheme mat-
ters for the resulting value of the fault-tolerance thresh-
old. In particular, given two codes with different pseudo-
thresholds, it is generally preferable to take the inner
code to be the one with the higher pseudo-threshold in
order to get preferable logical noise suppression. We be-
gin by arguing from an asymptotic coding perspective
why such a behaviour should hold true in Section II, and
expand upon this argument with exact analytic and nu-
meric simulations. In Section III we detail the underlying
circuits for the universal model based on the concatena-
tion of complementary Reed-Muller codes, and analyze
the logical noise behaviour that results from such a con-
catenation. In order to optimize the performance under
gate noise, we derive a new state preparation algorithm
as well as logical gate constructions (see Appendices C
to E). Namely, the logical gate constructions for the non-
Clifford gates are optimal with respect to their number
of CNOT gates as well as circuit depth.
II. OPTIMIZING THE CONCATENATION
ORDER FOR UNIVERSAL CONCATENATED
QUANTUM CODES
In Section II A we begin by presenting an argument
for determining the concatenation order of two different
error correcting codes that yields the lowest logical fail-
ure rate. In Section II B, we provide a brief review of the
process matrix formalism and show how their calcula-
tion can be simplified for physical noise models described
by Pauli channels. Using symmetries of error correcting
codes and optimization methods developed in Ref. [5],
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2we compute the code capacity depolarizing noise1 thresh-
olds for the codes listed in Table I. In Section II C, we
provide new insights into constructing universal concate-
nated quantum codes. We use the optimization tools
of this section to compute memory thresholds of several
universal concatenated quantum codes for a depolarizing
noise model. These results demonstrate that the concate-
nation order of two different error correcting codes can
affect the threshold for a biased noise model.
A. Optimizing the concatenation order of error
correcting codes
Consider the codes C1 and C2 with code parameters
[[n1, k1, d1]] and [[n2, k2, d2]], respectively. Suppose we
concatenate the codes C1 and C2. In this work, we ex-
plore the freedom in which we can choose the concatena-
tion order of the two codes, and here present an argument
as to why it is generally favourable to choose a code with
a higher pseudo-threshold as the inner code.
Consider the case where the code C1 forms the outer
code, while C2 forms the inner code, that is the qubits
forming the outer code C1 are themselves encoded in the
code C2. Suppose that C2 has a higher pseudo-threshold
than C1, where the pseudo-threshold is the threshold
rate at which the logical error rate of the code becomes
smaller than the physical error rate. Denote these thresh-
old rates as 1, and 2. We argue that it is favourable that
1 < 2 since there will be a regime of physical error rates
1 < p < 2 that may be otherwise uncorrectable. In this
regime, the logical error rate for inner code C2 will sat-
isfy p2(p) < p. The rate at which p2(p) is suppressed
will be a function of the code used and other important
fault-tolerance factors, however if the suppression is high
enough it could be that p2 < 1. In such a case, since
the logical error rate is below the pseudo-threshold of the
outer code C1, noise will be further suppressed and the
error rate p is below the pseudo-threshold of the con-
catenated code. Of course, this argument relies on the
logical error rate of the inner code C2 being suppressed
rapidly below threshold, which is always true as the code
size grows for families of topological codes, however we
found it also to be true via simulation for small topolog-
ical codes.
Consider now if we chose the alternative encoding or-
der. Then since 1 < p, the logical error rate would
actually increase for the inner code, p1(p) > p. More-
over, if the logical error rate were to increase sufficiently
rapidly, it would be in a regime where 2 < p1, thereby
no longer being below threshold for the new outer code.
As such, there would be no hope for further suppressing
errors, resulting in the logical error rate being worse than
the physical error rate.
1 Code capacity noise corresponds to memory noise on each qubit
with perfect encoding, error correction, and decoding.
B. Effective noise for Pauli channels
For the remainder of this section, we will focus on Pauli
channels and perform an exact error analysis using the
process matrix formalism developed in Refs. [5, 6]. The
process matrix formalism allows one to compute the ef-
fective noise at the logical level after performing error
correction given a noise channel acting on all of the phys-
ical qubits. To be concrete, suppose the physical noise
channel is given by N . For a stabilizer code C encoding
a single logical qubit into n physical qubits, we can write
the encoding map E : H2 → HC ⊂ H2n as
E(ρin) = BρinB†, (1)
where B = |0〉〈0| + |1〉〈1|. A pure input state |ψ〉 =
α|0〉 + β|1〉 is encoded to |ψ〉 = α|0〉 + β|1〉 under the
map E ∈ HC .
The decoding step can be separated into two parts.
Given a measured syndrome l with associated recovery
map Rl, we define Rl as the map that includes the mea-
surement update and recovery Rl. The map E† simply
decodes the encoded state back toH2. The effective noise
channel can then be written as
G(N , Rl) = E† ◦ Rl ◦ N ◦ E . (2)
Using the set of normalized Pauli matrices σ =
(I,X, Y, Z)/
√
2, it was shown in Ref. [5] that the ma-
trix representation of G(N , Rl) is given by
Gσ,τ (N , Rl) =
∑
σ∈σ
|G(N , Rl)(σ)〉〉〈〈σ|, (3)
where the map |.〉〉 : Cd×d → Cd2 is defined by setting
|Bj〉〉 = ej and the set {ej} corresponds to the canonical
unit basis of Cd2 .
The effective process matrix presented in Eq. (2) is
dependent on the recovery map Rl that was chosen for
the measured syndrome l. The full process matrix can
be obtained by averaging over all syndromes.
Pauli channels have the form:
N (ρ) = (1− px − py − pz)ρ+ pxXρX + pyY ρY + pzZρZ.
(4)
By choosing the Pauli basis, the matrix representation of
the channel in Eq. (4) is diagonal and can be expressed
as
N =

1 0 0 0
0 1− 2py − 2pz 0 0
0 0 1− 2px − 2pz 0
0 0 0 1− 2px − 2py

= diag(1, x, y, z). (5)
35-qubit code Steane code 15-qubit Reed-Muller 17-qubit color code
XZZXI IIIZZZZ ZIZIZIZIZIZIZIZ ZZZZIIIIIIIIIIIII
IXZZX IZZIIZZ IZZIIZZIIZZIIZZ ZIZIZZIIIIIIIIIII
XIXZZ ZIZIZIZ IIIZZZZIIIIZZZZ IIIIZZIIZZIIIIIII
ZXIXZ IIIXXXX IIIIIIIZZZZZZZZ IIIIIIZZIIZZIIIII
IXXIIXX IIZIIIZIIIZIIIZ IIIIIIIIZZIIZZIII
XIXIXIX IIIIZIZIIIIIZIZ IIIIIIIIIIZZIIZZI
IIIIIZZIIIIIIZZ IIIIIIIZIIIZIIIZZ
IIIIIIIIIZZIIZZ IIZZIZZIIZZIIZZII
IIIIIIIIIIIZZZZ XXXXIIIIIIIIIIIII
IIIIIIIIZIZIZIZ XIXIXXIIIIIIIIIII
XIXIXIXIXIXIXIX IIIIXXIIXXIIIIIII
IXXIIXXIIXXIIXX IIIIIIXXIIXXIIIII
IIIXXXXIIIIXXXX IIIIIIIIXXIIXXIII
IIIIIIIXXXXXXXX IIIIIIIIIIXXIIXXI
IIIIIIIXIIIXIIIXX
IIXXIXXIIXXIIXXII
〈HS,X,Z〉 〈H,S,CNOT 〉 〈T,X,Z,CNOT 〉 〈H,S,CNOT 〉
TABLE I: Stabilizer generators (top) and the generating set of transversal logical operations (bottom) for the
5-qubit code [7], Steane’s 7-qubit code [8], the 15-qubit Reed-Muller code [9], and the 17-qubit color code [10], where
H and S are the Hadamard and phase gates respectively, T = diag(1, eipi/4), and 〈.〉 denotes the group generated by
the argument.
The derivation of the matrix representation of Eq. (3) is
significantly simplified for Pauli channels. We first define
the function
fj,σ(Rl) = η(Sj , Rl)η(Rl, σ), (6)
where given the Pauli operators P1 and P2, η(P1, P2) =
±1 for P1P2 = ±P2P1. The operators Sj belong to the
stabilizer group and σ is an element in the set of the
codes logical operators. Lastly, we define wσ(P ) to be
the σ weight of the Pauli operators P . For instance,
wZ(Z1X2Y3Z4Z5) = 3.
With the above definitions, and for an n-qubit channel
of the formN = (N (1))⊗n whereN (1) is given by Eq. (4),
it was shown in [6] that the components of the process
matrix are given by
Gσ,τ (Rl) = δσ,τ 1|S|
∑
j
fj,σ(Rl)x
wX(Sjσ)ywY (Sjσ)zwZ(Sjσ).
(7)
It is also straightforward to compute the process ma-
trix for concatenated codes. In Ref. [6], it was shown
that by computing the effective noise channel at the first
concatenation level G(1)(N ) , the channel at the second
level could be computed by replacing the physical noise
N by G(1) in Eq. (2). This process can be repeated recur-
sively to obtain the effective noise channel at any desired
concatenation level.
For an [[n, k, d]] stabilizer code, the number of distinct
syndromes is given by 2n−k. If a code encodes a single
logical qubit, one would be required to compute 2n−1
process matrices in Eq. (7) for each recovery map Rl.
However, as was shown in Ref. [5], not all process ma-
trices are distinct. Given a generic noise model which is
independently and identically distributed (i.i.d.) on all
the physical qubits, there can be many process matrices
for distinct syndromes which are identical. For a generic
Pauli channel, the number of distinct process matrices is
even smaller. It is also important to point out that the
number of distinct process matrices depends on the par-
ticular decoder that is being used, that is, the choice of
recovery maps Rl for a given syndrome measurement l.
One particular type of decoder which will be used below
is the symmetric decoder. By symmetric decoder, we are
considering a decoder that associates the measured syn-
drome with the error that acts on the fewest number of
qubits and is consistent with the syndrome.
In Table II, we computed the number of distinct pro-
cess matrices for the codes of Table I. To find the to-
tal number of distinct process matrices, we computed
Gσ,τ (Rl) for each syndrome Rl using a generic i.i.d. Pauli
channel and a symmetric decoder. Comparing the full list
of the obtained process matrices allowed us to determine
which ones were distinct. Comparing the total number
of possible syndrome measurements with the number of
distinct process matrices, it can be seen that substantial
savings can occur.
Using the above tools, we now compute code capacity
thresholds of the codes in Table I for a depolarizing noise
4[[5, 1, 3]] [[7, 1, 3]] [[15, 1, 3]] [[17, 1, 5]]
Number of syndromes 16 64 16384 65536
Distinct process matrices 4 7 23 106
TABLE II: Table for the number of distinct process
matrices for the codes in Table I. We used a symmetric
decoder and a generic Pauli channel. Comparing with
the total number of distinct syndromes, it can be seen
that substantial savings can occur.
[[5, 1, 3]] [[7, 1, 3]] [[15, 1, 3]] [[17, 1, 5]]
Threshold p = 0.1835 p = 0.1291 p = 0.0254 p = 0.1608
TABLE III: Exact depolarizing noise thresholds for the
codes given in table Table I. We note that codes with
higher thresholds also have higher pseudo-thresholds.
The depolarizing noise channel is given by Eq. (8). The
15-qubit code has the lowest depolarizing noise
threshold value, due to its high number of qubits and
low distance.
model given by
N (ρ) = (1− 3
4
p)ρ+
p
4
(XρX + Y ρY + ZρZ). (8)
In the infinite concatenation limit, we demand that the
effective noise channel converges to the identity channel.
This ensures that the initial state can be perfectly recov-
ered in the presence of noise. Therefore, a threshold will
correspond to the value pth such that for p < pth, the
process matrix converges to the identity matrix in the
infinite concatenation limit.
In computing the effective noise channel at each con-
catenation level, we used an optimized hard2 decoding
algorithm developed in Ref. [5] to achieve lower logical
failure rates for the studied error correcting codes. In Ta-
ble III, we computed exact threshold values for the codes
listed in Table I. It can be seen that the 15-qubit code has
a lower threshold value by roughly an order of magnitude
than the other codes that were considered. The reason
is that the 15-qubit code encodes one logical qubit using
15 physical qubits, and the effective distance is only 3
(compared to the 17-qubit color code which is 5). The
large number of physical qubits means there are more
opportunities for errors to be introduced which cannot
be corrected due to the code’s low distance.
In Section II C, we will use the tools developed in this
section and in Section II A in order to find an optimized
concatenation scheme for the codes in Table I that lead to
universal concatenated quantum codes. Despite the low
threshold of the 15-qubit code, we will show that we can
2 In concatenated coding, hard decoding refers to decoding errors
layer by layer, where the correction at one concatenation layer is
independent of the corrections made at another layer.
use its asymmetric distance in X and Z to our advantage
in order to obtain a code with a relatively high memory
threshold compared to other concatenation schemes.
C. Concatenation order analysis of universal
concatenated quantum codes
The idea behind universal concatenated quantum
codes is to use a modified notion of transversality which
demands only that single-qubit errors remain correctable
[1]. By concatenating two different error correcting
codes, a gate that cannot be implemented transversally
in one code can be implemented transversally in the other
and vice-versa. Hence all gates in the universal gate set
can be implemented fault-tolerantly.
In the remainder of this section, we concatenate pairs
of stabilizer codes chosen from Table I that form univer-
sal concatenated quantum codes. The 5-qubit code is the
cyclic perfect code, the smallest code that corrects for any
single qubit error. The 7-qubit Steane code is the small-
est 2D color code, while the 17-qubit code is the smallest
2D color code with distance 5. The 2D color code family
has the property that all of the Clifford gates can be im-
plemented transversally. The 15-qubit Reed-Muller code
is the smallest code of the 3D color code family. In par-
ticular, by fixing a particular gauge in the 3D color code,
that is fixing all of the weight-4 Z stabilizers in Table I,
the code contains a transversal T gate. Fixing the gauge
can be achieved for higher distance 3D color codes as well
by fixing the basis of the set of faces at the intersections
of different tetrahedra in the 3D gauge color code.
We note an interesting feature about the 15-qubit
Reed-Muller code. By taking its Hadamard trans-
form, we obtain a new code (replace all Z stabiliz-
ers with X stabilizers and vice-versa) with a gen-
erating set of transversal logical operations given by
〈HTH,X,Z,CNOT〉, see Appendix A for details3.
By concatenating the 15-qubit Reed-Muller code with
its Hadamard transform, we also obtain a universal
concatenated quantum code since the generating set
〈T,HTH,X,Z,CNOT〉 is universal (see Appendix B).
For the remainder of this work, we shall refer to the
gate Tx = HTH, as it corresponds to a T gate rotation
in the x-axis.
In Table IV, we computed exact memory thresholds
using the depolarizing noise model of Eq. (8) for a set of
universal concatenated quantum codes (apart from the
last two columns where thresholds were computed for the
[7,17] and [17,7] code). Comparing the [7,17] code with
the [17,7] code, taking the 17-qubit color code as the inner
code yields a higher threshold value. This is in agreement
3 Note, that by exchanging the X and Z stabilizers, this is equiv-
alent to changing the gauge stabilizers from Z to X, recall they
were given by the weight-4 stabilizers. A similar result could be
obtained by changing the gauge stabilizers to Y stabilizers.
5[5,15] [15,5] [7,15] [15,7] [15,15H] [17,15] [15,17] [7,17] [17,7]
Depolarizing threshold p = 0.1146 p = 0.1393 p = 0.04768 p = 0.06886 p = 0.1065 p = 0.05993 p = 0.0997 p = 0.1523 p = 0.1425
TABLE IV: Depolarizing threshold results for a set of universal concatenated quantum codes (apart from the last
two columns). The depolarizing noise channel is given by Eq. (8). We defined the notation [n1, n2] to indicate that
the code C1 = [[n1, 1, d1]] forms the outer code and C2 = [[n2, 1, d2]] forms the inner code. Note that 15H indicates
the Hadamard transform of the 15-qubit Reed-Muller code. All other codes are chosen from Table I. For universal
concatenated codes where the CNOT gate is transversal in both codes, it can be observed that [15,15H] has the
highest memory threshold.
px = 0.001, py = 0.001 pz = 0.001, py = 0.001
Threshold pz = 0.1199 px = 0.0437
TABLE V: Biased noise thresholds for the Pauli
channel given in Eq. (4) using the [15,15H] code. The
inner code is the Hadamard transform of the 15-qubit
Reed-Muller code which has a dZ = 7 distance.
Therefore, the threshold improves significantly when the
noise is biased towards Z errors. If the [15H,15] code
was used, the threshold values would be reversed.
with Section II A since as can be seen from Table III,
the 17-qubit code has a higher threshold (and pseudo-
threshold) compared to the Steane code. On the other
hand, recall that the 15-qubit Reed-Muller code has the
lowest threshold value compared to all codes considered
in Table I. Therefore, from Section II A, we expect that
setting the 15-qubit code as the outer code when con-
catenated with other codes of Table I would yield higher
threshold values. The threshold values computed for the
codes in Table IV are in agreement with our expectations.
As was first observed in Ref. [11], the 15-qubit Reed-
Muller code can be concatenated with the 5-qubit code
to form a universal concatenated quantum code (since
the transversal HS gate of the 5-qubit code can be com-
bined with the transversal T and CNOT gates of the
15-qubit code to form a universal gate set). These codes
have the highest memory thresholds for the universal con-
catenated codes studied in Table IV. However, since the
5-qubit code cannot implement the CNOT gate transver-
sally, in a full circuit level noise analysis, the CNOT gate
would not benefit from the dual protection of both codes.
The dual protection of the CNOT gate was in large part
responsible for the high thresholds observed in Ref. [2].
Hence, even though the 15-qubit Reed-Muller code con-
catenated with the 5-qubit code has the highest code ca-
pacity threshold, we would not expect these codes to be
competitive in a fault-tolerant simulation compared to
universal concatenated quantum codes which can imple-
ment the CNOT gate transversally in both codes C1 and
C2.
The next universal concatenated quantum code with
the highest memory threshold in Table IV is the code ob-
tained by concatenating the 15-qubit Reed-Muller code
(chosen as the outer code) with its Hadamard transform
(which we denote [15,15H]). Note that neither of the two
codes are 2D color codes and the universal gate set is
not composed of the standard Clifford + T gate set. We
also note that the code’s threshold is more than twice the
threshold for [7,15] which is the code that was studied in
Ref. [2]. In the next section we will perform a full circuit
level noise analysis of the [15,15H] code and compare its
logical failure rates with the [7,15] code.
To understand the high threshold value of the [15,15H]
code, we first note that the [15,15H] code will perform
very well against Z errors at the inner level due to the
high dZ = 7 distance. At the outer level, there will be
many ”left-over” X errors due to the inner codes low
dX = 3 distance. However, this effect will be compen-
sated by the outer codes large dX = 7 distance which will
be able to correct at least three blocks containing logical
X errors. For the [15H,15] code (where the Hadamard
transform of the 15-qubit Reed-Muller code is used as the
outer code), the analysis for X and Z errors is reversed.
Since for depolarizing noise models both X and Z errors
occur with equal probability, it is not surprising that we
find that both the [15,15H] and [15H,15] codes have the
same depolarizing noise threshold.
Since 15H is a [[15, 1, (dX = 3, dZ = 7)]] code, the order
in which it is concatenated with the 15-qubit code mat-
ters if the noise is biased. If the noise is biased in such a
way that Z errors occur with higher probability than X
and Y errors, choosing 15H as the inner code would yield
a higher threshold given that 15H has higher dZ distance
(see Table V), which is in agreement with the analysis of
Section II A.
III. CIRCUIT LEVEL NOISE ANALYSIS OF
THE [15,15H] CODE
In Section II we saw that the [15,15H] code had the
highest memory threshold value of all other universal
concatenated quantum codes where the CNOT gate was
transversal in both codes. We used the notation [15,15H]
to indicate that the Hadamard transform of the 15-qubit
Reed-Muller code was taken as in the inner code.
In this section we provide a full circuit level noise
analysis of the [15,15H] code using the methods of
Refs. [2, 12, 13]. We calculate the logical failure rates of
the T , Tx and CNOT gates at the first and second con-
catenation level. We provide a comparison with the [7,15]
code where threshold results were calculated in Ref. [2].
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FIG. 1: Circuits for verifying the encoded |0〉 and |+〉
states as part of Steane error correction. All gates are
applied transversally. The extra encoded |0〉 and |+〉
states are verifier states and are used for detecting
errors that can occur in the encoding circuits. If a
non-trivial syndrome or the −1 eigenvalue of a logical Z
or X operator is measured, the states are rejected and
the process starts anew with fresh ancilla states.
A. Fault-tolerant error correction
We use Steane’s method as part of our fault-tolerant
error correction protocol, as the 15-qubit Reed-Muller
code is a CSS code. In Steane error correction, X and
Z errors are measured separately using encoded |0〉 and
|+〉 ancilla states (see Fig. 1). We used Steane’s Latin
rectangle method [14] in order to compute the encoded
|0〉 circuit and applied the optimization methods of [12,
13] allowing one to remove some of the CNOT gates. In
Appendix C, we provide a general method for obtaining
encoded |+〉 circuits for CSS codes that are not self-dual.
The encoding circuits for the |0〉 and |+〉 ancilla states of
the 15-qubit Reed-Muller code were obtained in Ref. [13]
while the circuits for the Hadamard transform of the 15-
qubit Reed-Muller code were obtained using the methods
of Appendix C.
Since the Hadamard transform of the 15-qubit Reed-
Muller code forms the inner code of [15,15H], the en-
coding circuits for the full [15,15H] code are obtained by
replacing the physical |0〉 and |+〉 states in the encoding
circuit of the 15-qubit code with the encoded |0〉 and |+〉
states of the Hadamard transform of the 15-qubit code.
All of the remaining CNOT gate locations in the encoding
circuits of the 15-qubit code are performed transversally.
B. Circuits implementing T and Tx gates
The 15-qubit code can implement all gates in the set
generated by 〈T,CNOT 〉 transversally. However, the Tx
gate cannot be implemented transversally since, as was
shown in Section II C, 〈T, Tx,CNOT〉 forms a universal
gate set. In Appendix D we provide a circuit which im-
plements the logical Tx gate (illustrated in Fig. 5a) on
the 15-qubit code. Similarly, we provide a circuit which
implements the logical T gate on the 15-qubit Hadamard
transformed code (illustrated in Fig. 5b). Note that in
both cases, the circuits have the form UCNOTTx,jU
†
CNOT
for the logical Tx gate and UCNOTTkU
†
CNOT for the log-
ical T gate where j, k ∈ {1, 2, · · · , 15}. The operator
UCNOT is given by a product of CNOT gates acting on
the 15-qubit code (or the 15-qubit Hadamard transform
code depending on the particular logical gate we are per-
forming). The role of the CNOT gates is to transform
part of the stabilizer generators to operators that have
no support on the qubit acted on by Tx or T . Applying
U†CNOT will then guarantee that the resulting operators
will be mapped back to operators in the stabilizer group.
In Appendices D and E we also provide a proof that
the operators UCNOT in Fig. 5 are implemented using the
minimum number of gates as well as circuit depth, when
using only CNOT gates. This is especially relevant when
performing a circuit level noise analysis since the CNOT
gates can propagate errors badly within a code block.
Therefore, having fewer CNOT gates in the circuit of
UCNOT reduces the probability for logical faults to occur.
Additionally, minimizing the depth will reduce the total
number of memory noise locations, reducing overall error
rates.
C. Noise model and decoding algorithm
In our full circuit level noise analysis, we considered the
depolarizing noise model of Eq. (8). Applying the depo-
larizing noise model to each location in a quantum circuit,
gates, state-preparation, measurements and qubits wait-
ing in memory can fail according to the following noise
model:
1. A noisy CNOT gate is modelled as applying a
CNOT gate followed by, with probability 15p16 , a
two-qubit Pauli error drawn uniformly and inde-
pendently from {I,X, Y, Z}⊗2 \ {I ⊗ I}.
2. A noisy preparation of the |0〉 state is modelled as
the ideal preparation of the |0〉 state with prob-
ability 1 − p2 and |1〉 = X|0〉 with probability p2 .
Similarly, the noisy preparation of the |+〉 state is
modelled as the ideal preparation of the |+〉 state
7with probability 1− p2 and |−〉 = Z|+〉 with prob-
ability p2 .
3. A noisy measurement in the Z-basis is modelled
by applying a Pauli X error with probability p2
followed by an ideal measurement in the Z-basis.
Similarly, a noisy measurement in the X-basis is
modelled by applying a Pauli Z error with prob-
ability p2 followed by an ideal measurement in the
X-basis.
4. A single-qubit gate error or storage error is mod-
elled by applying the ideal gate with probability
1− 3p4 . With probability 3p4 , the ideal gate is imple-
mented followed by a Pauli error chosen uniformly
from the set {X,Y, Z}.
After measuring the error syndrome, a decoding pro-
cedure is implemented in order to correct the errors that
could occur. We applied a minimum weight decoder to
decode the [15,15H] code. Before proceeding with the
description of our decoding scheme, a few definitions are
required.
We define Ql to be the set of all errors correspond-
ing to the measured syndrome value l. As an exam-
ple, for Steane’s 7-qubit code and the syndrome l =
001000, using the stabilizers of Table I we find that
Ql = {X1, X2X3, X6X7, . . . }.
Next, given the stabilizer group S, we define N(S) =
{P |PQP † ∈ S ∀ Q ∈ Pn} to be the normalizer of the
stabilizer group (Pn is the n-qubit Pauli group). Equiva-
lently, N(S) is the set of all elements that commute with
elements of S. Consequently, the set N(S) \ S is the set
of all non-trivial logical operators for a code described by
the stabilizer group S.
Given the above definitions we now describe our de-
coding algorithm:
1. Each qubit in the 15-qubit Reed-Muller code is en-
coded in the 15H code. Correct each of the 15-qubit
blocks using the Hadamard transform of the 15-
qubit stabilizer generators shown in Table I. Store
the total weight of the correction for each block.
2. Measure the new syndrome l at the outer level us-
ing the stabilizer generators of the 15-qubit Reed-
Muller code in Table I.
3. For each element in the set Ql, correct the corre-
sponding blocks with the appropriate logical oper-
ators. Repeat for all logical operators in the set
N(S) \ S of the same type. For every pair of op-
erators in Ql and N(S) \ S, store the total weight
correction taking into account corrections from the
previous level.
4. The final correction will consist of the operators in
Ql and N(S)\S that gives the overall lowest weight
correction.
FIG. 2: Illustration of an extended rectangle (exRec)
implementing a logical gate G with its leading (LEC)
and trailing (TEC) error correction circuits. The EC
circuits perform Steane error correction.
As an example, consider the weight 8 error X1X2 on
the first 4 blocks of the [15,15H] code. Correcting each
block according to the stabilizers of the [[15, 1, (3, 7)]] code
results in an X3 correction on each code block. Hence the
total weight correction is 4 (a weight one correction on
blocks 1-4). Note that the operator X1X2X3 is a logical
operator for the [[15, 1, (3, 7)]] code. Using the stabilizers
of the [[15, 1, (7, 3)]] code, the error X1X2X3X4 triggers
the syndrome l = 0100000001 from the 10 Z stabiliz-
ers. For this particular syndrome, Ql is given by the
set Ql = {X5X6X7, X1X2X3X4, . . . }. Going through all
operators in Ql and all logical X operators in the set
N(S) \ S, we find that the overall lowest weight correc-
tion is to apply X1X2X3X4 on the first 4 blocks with the
logical X = X1X2X3. This correction will thus remove
the initial weight 8 error. Since X3 was applied at the
previous level, the total weight correction is 4(3−1) = 8.
If one had chosen X5X6X7, the total weight correction
would have been 3(3) + 4 = 13. The factor of 4 comes
from the weight one corrections of the previous level. Ap-
plying the latter correction would lead to a logical fault.
D. Comparison of the logical failure rates of the Tx
gate with the H gate of the [7,15] code
In a quantum algorithm, one needs to perform fault-
tolerant error correction in between the application of
logical gates in order to ensure that errors do not spread
in an uncontrollable fashion. This ensures that errors of
weight t = b(d−1)/2c remain correctable. As was shown
in [15], even though logical gates can share multiple error
correction (EC) circuits (such as Steane EC circuits), the
threshold of a code is lower bounded by the gate with
the highest threshold of all gates in a universal gate set.
The gates must be combined with a leading and trailing
error correction circuit (which are known as exRec’s, an
abbreviation that stands for extended rectangles). An
illustration of an exRec is shown in Fig. 2. Often the
exRec with the lowest threshold value will correspond to
the CNOT exRec due to the large number of locations
(since a CNOT exRec contains four EC circuits compared
to two for single-qubit gates). However, as was observed
in [2], for universal concatenated quantum codes where
the CNOT gate is transversal in both code’s, the CNOT
exRec does not necessarily provide a lower bound on the
code’s threshold.
In computing logical failure rates, we first define the
8FIG. 3: Log-log plots comparing the total probability of
failure for the Hadamard exRec of the [7,15] code with
the Tx exRec of the [15,15H] code at the first two levels.
We chose the H and Tx gates since they provide lower
bounds on the thresholds of the [7,15] and [15,15H]
code.
notion of a malignant event [2, 12, 13]. We set |ψ1〉 to be
a single or two-qubit logical state obtained by applying
ideal decoders immediately after the LEC circuit and |ψ2〉
to be the logical state obtained by applying ideal decoders
immediately after the TEC. We define the event malE as
|ψ2〉 = EU |ψ1〉 where E is a single or two-qubit error and
U is the desired logical gate.
In performing our simulations, at each location of a
given exRec G, we inserted errors given by the noise
model described in Section III C. Once all the error lo-
cations were fixed, we propagated the errors through the
exRec and ideally decoded the output to determine if a
logical-fault occurred. We determined if the event malE
occurred for all logical Pauli errors. We repeated our
procedure N times in order to compute the probabili-
ties Pr(malE) = aE/N . Here aE is the number of times
the event malE occurred during the N simulations. As
was shown in Ref. [2], for an exRec simulating the gate
G under the depolarizing noise channel describe in Sec-
tion III C, we can upper bound Pr(malE) by
Pr[mal
(1)
E |G, p] ≤
LG∑
k=d d∗2 e
c(k)pk := Γ
(1)
G . (9)
The coefficients c(k) parametrize the possible weight-k
errors that lead to a logical fault, LG is the total num-
ber of locations in the circuit G and d∗ characterizes the
minimal distance of a given logical gate.
When going to the second concatenation level, each
level-1 exRec can be treated as a physical location with
the effective noise rate given by the polynomials Γ
(1)
G .
More details can be found in Refs. [2, 13].
When using Steane error correction, the ancilla states
|0〉 and |+〉 are encoded using the same error correcting
code that protects the data. For codes using a large num-
ber of physical qubits to encode the data, the circuits en-
coding the ancilla states in Steane error correction will be
very large. As an example, for the [15,15H] code which
encodes 1 logical qubit to 225 physical qubits, the an-
cilla circuits contain approximately 2000 locations. For
physical error rates p & 10−3, the ancilla states will get
rejected with very high probability which leads to unre-
alistically large physical qubit overheads. To avoid large
overheads arising from ancilla rejection, we will only com-
pare the [7,15] and [15,15H] codes for physical error rates
p < 10× 10−3.
In Fig. 3, we compare the total logical failure rates
of the H and Tx exRecs by summing Pr(malE) over all
malignant events. We chose the Hadamard exRec for
the [7,15] code since it lower bounds the codes thresh-
old value [2]. For the T gate exRec implemented in the
[15,15H] code, we found that the errors were dominated
by logical Z errors whereas for the Tx exRec, the errors
were dominated by logical X errors.
A detailed analysis of the circuits implementing a logi-
cal Tx and T gate in the 15-qubit code and its Hadamard
transform is provided in Appendix D (see also Fig. 5).
Our numerical results show that the Tx exRec has higher
logical failure rates compared to the T gate exRec. To
understand these results, we first note that from Table V,
the [15,15H] code is able to correct more Z errors since
the inner code has higher dZ distance. Consequently,
after performing Steane error correction, the remaining
errors at the output of an EC circuit will be biased to-
wards X errors. The Tx exRec is very sensitive to input
X errors since there are more locations where they can
propagate yielding a logical fault. Alternatively, the T
gate exRec is more sensitive to input Z errors. Since at
the first concatenation level input errors to the T and Tx
exRecs will be dominated by X errors, it is not surpris-
ing that the logical failure rate of the Tx exRec will be
larger.
When going to higher concatenation levels, there will
be much fewer errors at the output of an EC circuit due to
the double protection the CNOT gates from both codes.
Therefore, input errors to the Tx and T gate exRecs will
occur with much lower probability. However, since logical
X errors will occur with higher probability in a level-1
Tx exRec compared to logical Z errors in a level-1 T gate
exRec, at higher concatenation levels the Tx exRec will
continue to fail with higher probability compared to a T
gate exRec.
At the first concatenation level, it can be seen from
Fig. 3 that the Tx exRec slightly outperforms the
Hadamard exRec of the [7,15] code for physical error
rates p > 10−4. We point out however that at low phys-
ical error rates, the pseudo-threshold of the [7,15] code
((4.47± 0.29)× 10−5) is slightly higher than the pseudo-
threshold of the [15,15H] code ((3.91± 0.24)× 10−5), as
obtained by our least-squares fit to the numerical data.
We note that the [15,15H] code has roughly twice as many
qubits as the outer code is larger, therefore increasing the
number of possible error paths. However it also bene-
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FIG. 4: (a) Circuit implementing a logical Tx gate in
the [15,15H] code. Each line is encoded in the
Hadamard transform of the 15-qubit Reed-Muller code
and Tx is implemented transversally on the 15’th code
block. (b) Circuit implementing a logical Hadamard
gate in the 15-qubit Reed-Muller code. Note that to
implement a logical Hadamard gate in the [7,15] code,
each of the 7 code blocks implement the circuit in
Fig. 4b since the Hadamard gate can be implemented
transversally in the Steane code. Solid dark lines
represent resting qubit locations.
fits from increased protection against Z errors, therefore
these two competing factors results in a slightly improved
performance at the first concatenation level.
Due to the double protection from both the 15-qubit
Reed-Muller code and its Hadamard transform code,
compared to the T and Tx exRecs, all other exRecs of
the [15,15H] code have lower logical failure rates by sev-
eral orders of magnitude for the sampled physical error
rates. Consequently, their contribution to the total log-
ical failure rate of the T and Tx exRecs at the second
concatenation level will be negligible. Now consider the
circuit implementing the logical Tx gate shown in Fig. 4a,
where each line is encoded in the Hadamard transform
of the 15-qubit Reed-Muller code (more details are pro-
vided in Appendix D). A single X error occurring at the
Tx gate location will result in a weight-one error on 7
code blocks after propagating through the CNOT gates.
However, each error will be corrected on the individual
code blocks due to the protection from the inner code.
On the other hand, if a weight-2 X error occurred at
the Tx location, the error would propagate to weight-two
errors on 7 code blocks. Since the inner code has an X
distance dX = 3, a logical fault would occur on each code
block leading to an overall logical X error. Therefore, at
the second concatenation level, Pr[mal
(2)
X |Tx, p] can be
approximated by
Pr[mal
(2)
X |Tx, p] ≈
15∑
l=2
(
15
l
)
(Γ
(1)
Tx
)l, (10)
where Γ
(1)
Tx
upper bounds Pr[mal
(1)
X |Tx, p]. In Eq. (10)
we neglected the contributions from the other exRecs
(CNOT, storage, measurement and state-preparation)
since their level-1 logical failure rates are smaller by sev-
eral orders of magnitude for the sampled physical error
rates. Using Γ
(1)
Tx
≈ 23861p2 to leading order in p, ob-
tained from our level-1 simulation, we find that Eq. (10)
reproduces the data of Fig. 3 obtained from our level-2
simulation. This result confirms that the performance of
the [15,15H] code is mainly limited by X errors of weight
greater or equal to two occurring at the Tx location in
Fig. 4a. Therefore, the primary benefit of the [15,15H]
code is negated, since at the weak point of the circuit
in Fig. 4a where the Tx is implemented, there is only
protection from the inner code which is susceptible to
X errors. The same will be true for the Hadamard gate
in Fig. 4b for the [7,15] code, however the number of lo-
cations in the inner code will be about half those in the
[15,15H] code, therefore the probability of error will be
smaller. As such, the level-2 logical failure rate for the
Hadamard circuit is smaller then that of the Tx gate, as
shown in Fig. 3.
Due to the large number of resting qubit locations in
the Tx exRec, we also performed a level-1 simulation of
the Tx exRec where the failure rate of resting qubit loca-
tions were 100 times less than gate locations. Even in this
case, our numerical analysis showed that at the second
concatenation level, the Hadamard exRec of the [7,15]
code still achieved smaller logical failure rates compared
to the Tx exRec of the [15,15H] code for all sampled error
rates.
IV. CONCLUSION
In this paper we began by considering error correct-
ing codes obtained by concatenating two different codes
C1 and C2. In Section II A we provided general argu-
ments showing that by choosing the inner code to be
the code with the highest pseudo-threshold, the result-
ing code would have a higher code capacity threshold
value. In Section II B we briefly reviewed the process
matrix formalism which we used in Section II C to com-
pute exact threshold values of several universal concate-
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nated quantum codes. All universal concatenated codes
where the inner code had the highest pseudo-threshold
achieved better error suppression capabilities. In par-
ticular, for universal concatenated codes where C1 and
C2 were CSS codes, we found that concatenating the 15-
qubit code with its Hadamard transform code (which we
called [15,15H]) resulted in a code with the highest code
capacity threshold value compared to the other codes in
Table IV. The universal gate set of the [15,15H] code is
not the standard Clifford + T gate set but is instead gen-
erated by 〈Tx, T, CNOT 〉 where Tx = HTH. This tech-
nique would generalize to higher distance 3D color codes,
among which the 15-qubit code is the smallest non-trivial
code. Moreover, we believe that similar gauge switching
techniques for the smaller stabilizers could be generalized
to higher-order Reed-Muller codes, allowing for the im-
plementation of fault-tolerant gates from higher levels of
the Clifford hierarchy.
In Section III, we performed a full circuit level noise
analysis of the [15,15H] code and showed that its thresh-
old was limited by the Tx gate exRec. We compared
the total logical failure rate of the Tx exRec at the first
and second concatenation level to that of the Hadamard
exRec for the [7,15] code (which limits its threshold
value). Although the code capacity threshold of the
[15,15H] code is higher than the [7,15] code by more than
a factor of 2, we showed that the [7,15] code outperforms
the [15,15H] code when considering gate, preparation and
measurement errors. We provided an analytic argument
showing that the large number of error configurations of
weight greater or equal to two occurring at the Tx loca-
tion of Fig. 4a compared to error configurations of weight
greater or equal to two occurring at different H locations
of Fig. 4b was the primary reason that the [7,15] code
achieved lower logical failure rates.
We conclude that for universal concatenated codes, it
is preferable to use smaller codes in order to minimize
the number of locations where errors can propagate in
circuits used for fault-tolerantly implementing one of the
underlying codes non-transversal gates. We note that
a possibility for improved performance of the comple-
mentary concatenation scheme would be to use higher-
distance 3D color codes, strengthening potential weak
points in the circuits with further protection. However,
we note that again that there is a careful balance be-
tween growing the code size and improving the distance
that would require further analysis.
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Appendix A: Proof of transversal HTH for the
rotated Reed-Muller code
Let the rotated Reed-Muller code be the quantum er-
ror correcting code where all of the X stabilizers of the
original Reed-Muller code are replaced by Z stabiliz-
ers, and vice versa. Additionally, define logical X as
XL,15H = X
⊗15, and logical Z as ZL,15H = Z⊗15. That
is, S15H := {H⊗15SH⊗15|S ∈ S15}, where S15 and S15H
are the stabilizer groups of the 15-qubit and rotated 15-
qubit Reed-Muller codes, respectively.
Claim 1. ⊗i(HTH)i is a transversal gate for the rotated
Reed-Muller code and implements a logical (HT †H) gate.
Proof. We begin by showing that the stabilizers of the
15H code are preserved under the action of ⊗i(HTH)i.
Let Q ∈ S15H , then,
(HTH)⊗15Q(HT †H)⊗15 = (HT )⊗15SQ(T †H)⊗15
= (H)⊗15S′Q(H)
⊗15
= Q′,
Note SQ = H
⊗15QH⊗15 ∈ S15, by definition. Then,
since SQ ∈ S15 and the T gate is transversal (implement-
ing logical T †) for the 15-qubit Reed Muller code, it pre-
serves the stabilizer group and S′Q = T
⊗15SQ(T †)⊗15 ∈
S15. Finally, Q′ = H⊗15S′QH⊗15 ∈ S15H , by definition,
and as such the stabilizer group is preserved.
We now have to show that the logical operators trans-
form in the appropriate manner to determine the logical
transformation. Recall again that transversal T applies
logical T † for the 15-qubit code. Therefore,
(HTH)⊗15X⊗15(HT †H)⊗15 = (HT )⊗15Z⊗15(T †H)⊗15
= H⊗15Z⊗15H⊗15
= X⊗15,
and the logical X operator is preserved. As for the logi-
cal Z operator,
(HTH)⊗15Z⊗15(HT †H)⊗15
= (HT )⊗15X⊗15(T †H)⊗15
= H⊗15
(
1√
2
(X⊗15 − Y ⊗15)
)
SH⊗15
=
(
1√
2
(Z⊗15 − Y ⊗15)
)
QS ,
where we have used the fact that transversal T imple-
ments a logical T † in the 15-qubit Reed-Muller code,
therefore XL transforms to
1√
2
(X⊗15 − Y ⊗15), up to a
stabilizer S. Therefore, transversal (HTH) implements
logical (HT †H) for the rotated 15-qubit code.
Appendix B: Generating a universal set of gates
The gate set 〈H,T,CNOT〉 is a universal gate
set for quantum computation [16]. Therefore, we
show 〈Tx, T,CNOT〉 is universal by showing it can gen-
erate H.
Claim 2. 〈Tx, T,CNOT〉 form a universal gate set.
Proof. Note that Tx = HTH can easily generate HSH =
(HTH)2, since H2 = I and T 2 = S. We will now show
that using the Clifford gates HSH and S we can gen-
erate H. First note how the H transforms the Pauli
operators under conjugation:
H : X → Z
Y → −Y
Z → X.
Now, note how HSH and S transform the Pauli opera-
tors under conjugation:
HSH : X → X
Y → Z
Z → −Y,
S : X → Y
Y → −X
Z → Z.
Given these transformation properties, it is straightfor-
ward to note that (HSH)S(HSH) will be equivalent (up
to global phase) to a Hadamard transformation:
X
HSH−−−→ X S−→ Y HSH−−−→ Z
Y
HSH−−−→ Z S−→ Z HSH−−−→ −Y
Z
HSH−−−→ −Y S−→ X HSH−−−→ X.
Appendix C: General method for finding encoded
|+〉 circuits
Calderbank-Shor-Steane (CSS) codes are constructed
from two classical codes C1 and C2 with the property
that C⊥1 ⊆ C2 [17]. The codes parity check matrix is
given by
H =
(
Hz
Hx
)
. (C1)
The X-stabilizers generators are given by the rows of Hx
with one’s replaced by X operators and zeros mapped
to the identity. Similarly the Z-stabilizers generators are
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given by the rows of Hz. The condition C
⊥
1 ⊆ C2 en-
sures that Hx ·HTz = Hz ·HTx = 0 so that all stabilizer
generators commute.
We first describe a method for finding the encoding
circuits of |0〉 for CSS codes. Suppose that the code has
r X-stabilzer generators. The standard method has been
to perform Gaussian elimination on the matrix Hx to
reduce it to the form
Hx →
(
I | A
)
, (C2)
where I is the r×r identity matrix [12, 14, 18]. For each
row, the ones of the identity matrix act as the control
qubits of the CNOT, which are prepared in the state
|+〉. The remaining ones are the target qubits prepared
in the state |0〉. However, in most cases, the Gaussian
elimination steps that are performed to reduce Hx to
the form in Eq. (C2) require permutation of some of the
columns of Hx.
We point out that permutation of the columns of Hx in
the Gaussian elimination procedure is unnecessary. In-
stead, one can perform Gaussian elimination on the ma-
trix Hx without swapping any columns. For each row of
the resulting matrix, the first non-zero element acts as
the control qubit of the CNOT prepared in the |+〉 state.
The remaining ones of the row under consideration acts
as the target qubits of the CNOT. Our method requires
fewer operations and avoids having to swap qubits in or-
der to obtain the correct encoded state.
Self-dual CSS codes satisfy the property that C⊥1 = C2.
For self-dual codes, the encoding circuit for the encoded
|+〉 can be obtained from the encoding circuit of |0〉 by in-
terchanging all the physical |+〉 states with the |0〉 states
and reversing the direction of all the CNOT gates. We
now present a method for finding the encoding circuit of
the |+〉 state which is applicable to any CSS codes.
Once the encoding circuit for the |0〉 state is obtained,
it can be written as
|0〉 = UCNOT |ψin〉, (C3)
where UCNOT is the unitary matrix containing all the
CNOT gates in the encoding circuit of |0〉 and |ψin〉 is its
input state, consisting of a tensor product of |0〉 and |+〉
states.
The |1〉 can be obtained from the |0〉 state by using the
codes logical X as follows
|1〉 = X|0〉
= XUCNOT |ψin〉
= UCNOT X˜|ψin〉, (C4)
where the operator X˜ is obtained by commuting the
codes logical X through the CNOT gates backwards in
time. In other words, we propagate X from the final
CNOT gates in the |0〉 circuit to the direction of the in-
put state |ψin〉.
Since |+〉 = |0〉 + |1〉, combining Eqs. (C3) and (C4)
we obtain
|+〉 = UCNOT (|ψin〉+ X˜|ψin〉). (C5)
This shows that the encoding circuit for |+〉 can be ob-
tained from the same encoding circuit as |0〉 but with the
modified input state |ψin〉 + X˜|ψin〉. The circuit depth
can then be optimized by applying Steane’s Latin rect-
angle method. We note that our method is in general not
optimal in terms of circuit depth and CNOT gate counts.
However, methods presented in [12, 13] can be used to
reduce the number of CNOT gates in the encoding cir-
cuits.
Appendix D: Minimum number of CNOT gates for
Tx and T circuits
In this section we provide a proof that the number of
CNOT gates used in the circuits implementing the Tx
gate in the 15-qubit Reed-Muller code and the circuits
implementing the T gate in the Hadamard transform of
the 15-qubit Reed-Muller code cannot use fewer than six
CNOT gates.
Since T = diag(1, eipi/4), it can be shown that
TXT † =
1√
2
X(I + iZ), (D1)
TZT † = Z, (D2)
TxXT
†
x = X, (D3)
TxZT
†
x =
1√
2
Z(I + iX). (D4)
A general feature about the circuits in Fig. 5
is that they have the form UCNOTTxiU
†
CNOT and
UCNOTTjU
†
CNOT . Given the transformation rules of
Eqs. (D1) to (D4), the form of the circuits ensures that
for the Tx gate, the 15-qubit codes Z stabilizers have no
support on i’th qubit when propgating through UCNOT .
Similarly, the X stabilizers of the Hadamard transform
of the 15-qubit code will have no support on the j’th
qubit when propagating through UCNOT . The gates
U†CNOT will then undo the transformations underwent
from UCNOT so that all stabilizer generators are un-
changed when propagating through the Tx and T circuits.
We first focus on the implementation of Tx in the 15-
qubit Reed-Muller code. Note that logical X operators
for the 15-qubit code have minimum weight 7 [9] (one
possible representation is X = X1X2X3X4X5X6X7).
From Eq. (D3), Tx leaves X operators invariant under
conjugation so that the circuit in Fig. 5a will have no
effect on X.
The logical Z operator must transform as Z →
1√
2
Z(I − iX). The gates UCNOT in Fig. 5a must be cho-
sen to ensure that Z always has support on the i’th qubit
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FIG. 5: (a) Tx and (b) T gate circuits used in our
simulations for the 225-qubit code. In both circuits the
CNOT gates on the left of T or Tx are the inverse of the
CNOT gates on its right. Each circuit has a total of 12
CNOT gates and is implemented in 9 time steps. If a
single physical T and Tx gate is used, these circuits
cannot be implemented with fewer than 12 CNOT
gates.
(the qubit acted on by Tx) when propagating through
UCNOT . From Eq. (D4) Zi → 1√2Zi(I − iXi). Hence we
will have
ZUCNOTTxiU
†
CNOT
= UCNOT Z˜ZiTxiU
†
CNOT
=
1√
2
UCNOTTxiZ˜Zi(I − iXi)U†CNOT (D5)
Since ZUCNOT = UCNOT Z˜Zi, then Z˜ZiU
†
CNOT =
U†CNOTZ. However, we now require that XiU
†
CNOT =
U†CNOTX to ensure that the logical Z operator trans-
forms as intended by a logical Tx gate. Since the mini-
mum weight of X is 7 for the 15-qubit code, there must
be a minimum of 6 CNOT gates in U†CNOT to ensure
that the single-qubit Xi operator transforms to a weight
7 X operator. Therefore, the minimum number of CNOT
gates in the Tx circuit is 12. An analogous argument us-
ing the transformation rules in Eqs. (D1) and (D2) can
be used to show that the minimum number of CNOT
gates for the T circuit is also 12.
Appendix E: Proof of minimal depth CNOT
construction
In this section we show that the transformations given
in Figs. 5a–5b are not only optimal in terms of their
minimal number of CNOT gates, but also in their depth
of the UCNOT transformation. As noted in Appendix D,
the transformation UCNOT must satisfy:
UCNOTXU
†
CNOT = Xi (E1)
UCNOTZU
†
CNOT = Zi, (E2)
for some chosen target qubit i. We will prove the re-
sult for the logical gate Tx as the argument will follow
similarly for the logical gate T . As such, we have the
following equalities to satisfy:
U†CNOTX15UCNOT = X = X13X14X15 (E3)
U†CNOTZ15UCNOT = Z = Z9Z10Z11Z12Z13Z14Z15,
(E4)
where we have chosen particular minimal representations
of the logical operators, however any such choice would be
equivalent. We have chosen to study U†CNOT as we find
it more intuitive to think of the inverse transformation,
yet again all arguments will translate.
We already have a depth 4 circuit implementing the de-
sired logical transformation and our goal will be to find
a operation UCNOT = U3U2U1, where each Uk is com-
posed of only CNOT gates, with no overlapping support
on the CNOT gate supports (that is each segment is triv-
ially of depth 1). We do not consider the case of depth 2
as this can be easily ruled out by the following identity:
wt((U2U1)
†Pi(U2U1)) ≤ 4, where wt(·) is the weight of a
Pauli operator. This equality follows from the fact that
a given depth 1 circuit of CNOT gates can only at most
double the support of a particular Pauli operator. There-
fore, given a depth 2 circuit, a weight-1 Z operator could
at most grow to be of weight 4, smaller than the desired
target weight of the distance 7. As such, this rules out
circuits of depth 2.
However, circuits of depth 3 are not ruled out by
the above argument. Yet, there is some structure
that a depth 3 circuit would need to have in order
to achieve the transformation: U†CNOTZ15UCNOT =
U†1U
†
2U
†
3Z15U3U2U1 = Z. Note that U3 must have a
CNOT gate with qubit 15 as a target qubit in order
15
to map Z15 to a Pauli operator composed of Z opera-
tors on 2 qubits. If not then wt(U†1U
†
2 (U
†
3Z15U3)U2U1) =
wt(U†1U
†
2Z15U2U1) ≤ 4 < 7, and we arrive at the same
contradiction as before. Therefore, U†3Z15U3 = ZlZ15,
and as a result U†3X15U3 = X15, since qubit 15 is
a target qubit, the X15 remains unchanged. The op-
erator U2 must also have a set of CNOT gates with
target qubits on qubits l and 15, else we arrive at
the following contradiction: wt(U†2 (ZlZ15)U2) ≤ 3 ⇒
wt(U†1U
†
2 (ZlZ15)U2U1) ≤ 2 · 3 = 6 < 7. As such, we
must have that U†2 (ZlZ15)U2 = ZlZmZnZ15 and simi-
larly U†2X15U2 = X15. However, we now arrive at our
final contradiction, wt(U†1X15U1) ≤ 2 < 3. Therefore,
there exists no depth 3 UCNOT circuit that can achieve
the desired transformation of the logical Pauli operators.
This is important from the perspective of error correc-
tion as minimizing the depth minimizes the number of
memory locations in the circuit which have a large effect
on the logical error rate at the first few concatenation
levels.
