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Adiabatic approximations in time-dependent density functional theory (TDDFT) will in general
yield unphysical time-dependent shifts in the resonance positions of a system driven far from its
ground-state. This spurious time-dependence is explained in [J. I. Fuks, K. Luo, E. D. Sandoval
and N. T. Maitra, Phys. Rev. Lett. 114, 183002 (2015)] in terms of the violation of an exact
condition by the non-equilibrium exchange-correlation kernel of TDDFT. Here we give details on
the derivation and discuss reformulations of the exact condition that apply in special cases. In its
most general form, the condition states that when a system is left in an arbitrary state, the TDDFT
resonance position for a given transition in the absence of time-dependent external fields and ionic
motion, is independent of the state. Special cases include the invariance of TDDFT resonances
computed with respect to any reference interacting stationary state of a fixed potential, and with
respect to any choice of appropriate stationary Kohn-Sham reference state. We then present several
case studies, including one that utilizes the adiabatically-exact approximation, that illustrate the
conditions and the impact of their violation on the accuracy of the ensuing dynamics. In particular,
charge-transfer across a long-range molecule is hampered, and we show how adjusting the frequency
of a driving field to match the time-dependent shift in the charge-transfer resonance frequency,
results in a larger charge transfer over time.
I. INTRODUCTION
The art of making approximations in the ab initio
quantum theory of many-body systems enables us to in-
vestigate realistic systems of various sizes, ranging from
atoms to biological molecules with affordable compu-
tational resources. Accurate but efficient approxima-
tions are crucial to reproduce the experimental results,
improve our understanding of the mechanisms in play
and make both qualitative and quantitative predictions.
Rapid progress in experimental spectroscopy has begun
to unveil dynamics of the electronic degrees of freedom
on the timescale of tens of attoseconds, which provides
a touchstone for the assessment of ab initio electronic
structure theories[1–3].
Based on Runge-Gross theorem, time-dependent den-
sity functional theory(TDDFT) is an in-principle exact
and efficient theory[4–6], that, with functional approxi-
mations inherited from ground state density functional
theory stands out prominently among all other meth-
ods. The interacting one-body density n(r, t) is obtained
from the evolution of the Kohn-Sham (KS) system, a
system of fictitious non-interacting particles. The KS
particles evolve under a one-body potential vS(r, t), fol-
lowing i∂tϕk(r, t) = (−∇22 + vs(r, t))ϕk(r, t), such that
the interacting density is reproduced from n(r, t) =∑occ
k |ϕk(r, t)|2. The theory is in principle exact but the
KS potential vs(r, t) contains an unknown contribution
called exchange-correlation (xc) potential vXC(r, t), which
in practice needs to be approximated. The latter is a
functional of the density at all points in space and at all
previous times as well as the initial interacting state Ψ0,
and initial KS state Φ0: vXC[n; Ψ0,Φ0](t).
Most TDDFT calculations however are adiabatic, i.e.
the instantaneous density is plugged into a ground state
functional, vadiaXC [n; Ψ0,Φ0](t) = v
g.s.
XC [n(t)], neglecting all
dependence on the history of the density and on the ini-
tial states Ψ0 and Φ0. Adiabatic linear response TDDFT
is extensively and successfully used to compute excita-
tion energies of molecules and solids[5] , but TDDFT is
not limited to linear response: the theorems state that
the density response to any order in an external pertur-
bation can be reproduced. It is a promising candidate
for modeling non-equilibrium electron dynamics since it
can capture the correlation effects with a relatively cheap
computational cost. Although the performance of avail-
able functionals for non-equilibrium dynamics has been
much less explored, promising results have been reported
[7–11]. On the other hand, work on small systems where
numerically-exact or high-level wavefunction methods are
applicable, has shown that the approximate TDDFT
functionals can yield significant errors in the simulated
dynamics [12–25]. There is an urgent need to better un-
derstand the origin of errors in TDDFT approximations
in this realm, especially since many topical applications
such as for example charge-transfer dynamics and exci-
tonic coherences in light-harvesting systems [8, 26, 27] or
attosecond control of electrons in real time [1, 28] to name
a few, involve tracking the system as it evolves far from its
ground state. When simulating these experiments with
TDDFT, one particular problem that has come to light in
a number of recent studies, is that approximate TDDFT
can present spurious time-dependence in the resonance
positions in non-perturbative dynamics and discrepan-
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2cies between resonant frequencies computed from differ-
ent reference states [20–25, 29–31]. Such an artifact can
lead to inaccurate dynamics and can muddle the analysis
of electron-ion interactions, coherent processes and quan-
tum interferences, among others [8, 9, 32–35]. The prob-
lem is not unique to TDDFT: it is inherent to any method
that utilizes approximate potentials that depend on the
time-evolving orbitals, such as time-dependent Hartree-
Fock(TDHF) for instance [36].
Given that TDDFT is formally exact, there is hope
that approximate functionals can be designed that mini-
mize the spurious time-dependence of the resonances and
thereby improve the accuracy of the predicted dynam-
ics. To this end, the exact condition derived in Ref. [25]
should be useful, and here we give details elaborating on
the condition and its implications in various cases.
Any system can be perturbed continuously and left in
a non-equilibrium state. If we turn off the perturbation,
it starts to evolve freely, the state being a superposi-
tion of the eigenstates of the static potential. In this
work, we define resonances, or response frequencies, of
the system via the poles of the density-response of the
field-free system; these appear as peaks in its absorption
spectra. From the principles of quantum mechanics, in
the absence of ionic motion the resonances are indepen-
dent of the instantaneous state of the system once any
external field is turned off, and independent of the time
the field is turned off. The linear response of the system
may show dynamics in the oscillator strengths, and new
peaks may appear or disappear, but their positions re-
main constant. An exact TDDFT simulation reproduces
the physical resonances at all times, but approximate xc
functionals in general display spuriously time-dependent
resonances, also referred to as “peak-shifting”. Ref. [25]
rationalized the spuriously time-dependent resonances in
terms of the violation of an exact condition on the xc
functional. Here we elaborate on the derivation and pro-
vide a detailed analysis of examples that illustrate this
effect.
The paper is organized as follows. In Section II we re-
view the generalized non-equilibrium linear response for-
malism for TDDFT, introduced in Refs. [25, 37], point-
ing out differences from the standard ground state linear
response. We discuss the difficulty of defining a pole
structure for the non-equilibrium KS response function
around an arbitrary state. In Section III we discuss in
detail the exact condition presented in Ref. [25] and refor-
mulate it in several ways, including the special case of re-
sponse around a stationary state. In Section IV we show
explicit time-dependent electronic spectra computed us-
ing approximate functionals for charge transfer dynam-
ics. In order to illustrate the non-adiabatic nature of this
spurious “peak shifting”, in Section IV we analyze the
electronic spectra for adiabatic dynamics using the exact
ground state functional. For this purpose we utilize a
lattice model system, for which the exact ground state
xc functional can be computed and then used to prop-
agate the KS system. For the same system, we present
t
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FIG. 1. The cartoon shows the time series of the applied field
in a typical pump-probe experiment. Note that v
(0)
ext is not
shown since it is always on. At time T ′, the pump is turned
off and after a delay θ, a weak probe laser is turned on for
duration of ∆θ. In pump-probe spectroscopy, the experiment
is repeated with different delays using the same probe. At
T +∆θ, the probe field has died off and only the static nuclear
field is present. The times shaded in blue represents times
when only the static potential v
(0)
ext is present.
a proof of concept showing the impact of the violation
of the exact condition on the simulated dynamics. We
conclude and outlook the future work in Section V.
II. NON-EQUILIBRIUM RESPONSE THEORY
A. General Formalism
The non-equilibrium response function plays a crucial
role in analyzing non-equilibrium dynamics, as has been
recently highlighted in theoretical formulations of time-
resolved photoabsorption spectroscopy [37, 38]. In fact
the language of pump-probe dynamics is very useful for
establishing the exact condition, although the relevance
of the condition is not at all restricted to such a setup.
Consider then a pump pulse that drives the system out
of its ground state. At time T ′ the pump pulse is turned
off and is followed, after some delay θ, by a weak probe
pulse for duration ∆θ, see Figure 1.
The response of the excited system is monitored by re-
peating the experiment for different delay θ. When the
electronic response is measured, coupling of the electronic
dynamics to ionic motion manifests itself as changes in
the position of the spectral peaks with respect to T ′ and
θ. But when ions are clamped the peak positions should
not move; they should be independent of both θ and T ′.
For t > T ′ and considering the ions clamped within the
timescale of interest, the unperturbed Hamiltonian be-
comes static Hˆ(0) = Tˆ +Wˆ + vˆ
(0)
ext, with Hˆ
(0)Ψn = EnΨn.
Throughout the paper, the superscript (0) indicates a
quantity in the absence of time-dependent external fields.
Here Tˆ and Wˆ are the kinetic energy and the electron-
electron interaction energy operators respectively. The
system is left in a superposition state which, at times t
greater than T = T ′ + θ, in the absence of any probe
3pulse can be written,
Ψ(0)(t ≥ T ) =
∑
n
cn(T )Ψne−iEn(t−T ), (1)
with cn(T ) = cn(T ′)e−iEnθ and the (0) superscript
denotes a field-free evolution. We denote the time-
dependent density of this state as n
(0)
T (r, t), defined for
times t ≥ T ,
n
(0)
T (r, t) = N
∑
σ1,...σN
∫
dr2...drN |Ψ(0)(rσ1, r2σ2, ...rNσN , t)|2 ,
(2)
where the indices σ’s represent the spin. The non-
equilibrium response function, χ˜(we distinguish it from
the ground state response function χ by a tilde), de-
scribing the density response δn(r, t) to a perturbation
δvext(r
′, t′) (probe) applied at time t′ < t reads,
χ˜[n
(0)
T ; Ψ(T )](r, r′, t, t′) =
δn(r, t)
δvext(r′, t′)
∣∣∣∣
n
(0)
T ,Ψ(T )
. (3)
In principle, χ˜ depends on the unperturbed density
n(0)(t) at times between T and t, and on the state at time
T , as follows from the Runge-Gross theorem [4]. Widely
discussed in the literature is the ground state response
function, which is a particular case of Eq. (3) when the
initial state is the ground state, Ψ(T ) = Ψ0, and the
unperturbed density becomes the ground state density
n
(0)
T (r, 0) = n0(r). The ground state response function
χ[n0] depends only on the time interval τ = t− t′,
χ[n0](r, r
′, t, t′) =
δn(r, t)
δvext(r′, t′)
∣∣∣∣
n0
≡ χ0(r, r′, τ) (4)
due to the time-translation invariance of the ground
state. Fourier transforming with respect to τ yields
the zero temperature Lehmann representation, see e.g.
Ref. [39],
χ0(r, r
′, ω) =
∫
dτχ0(r, r
′, τ)e−iωτ
=
∑
k
(
f0k(r)fk0(r
′)
ω − ωk0 + i0+ −
f0k(r
′)fk0(r)
ω + ωk0 + i0+
)
.
(5)
where fjl(r) = 〈Ψj |nˆ(r)|Ψl〉 and ωjl = Ej − El.
χ0(r, r
′, ω) has poles at the frequencies corresponding to
transitions from the ground state to other eigenstates k
of the system.
Unlike the ground state response function the
generalized non-equilibrium response function
χ˜[n
(0)
T ; Ψ(T )](r, r′, t, t′) defined in Eq. (3) in princi-
ple depends both on t and t′ independently. Following
derivations in standard linear response theory [39] but
now generalized to an arbitrary initial state:
χ˜[n
(0)
T ; Ψ(T )](r, r′, t, t′)
= −iθ(t− t′) 〈Ψ(T )|[nˆ(r, t), nˆ(r′, t′)]|Ψ(T )〉 . (6)
In Eq. (6) the density operator is in the interaction pic-
ture: nˆ(r, t) = eiHˆ
(0)tnˆ(r)e−iHˆ
(0)t. Given that the re-
sponse function is defined as the response of the density
at time t with respect to a perturbation at time t′ we
define again τ = t − t′, which we will Fourier transform
with respect to, in order to obtain a spectral represen-
tation. Then, inserting the expansion for the arbitrary
state Eq. (1) in Eq. (6), we have
χ˜t′(r, r
′, τ) = −iθ(τ)
∑
m,n,k
Pnm(T )eiωnmt′
[
eiωnkτfnk(r)fkm(r
′)− eiωkmτfnk(r′)fkm(r)
]
(7)
with Pjl(T ) = c∗j (T )cl(T ), where we choose to parameterize the response function via t′. Instead, one could parame-
terize it via T = (t+ t′)/2, in which case we have,
χ˜T (r, r
′, τ) = −iθ(τ)
∑
n,m
Pnm(T )eiωnmT
∑
k
[
ei
ωnk+ωmk
2 τfnk(r)fkm(r
′)− e−iωnk+ωmk2 τfnk(r′)fkm(r)
]
. (8)
Performing the Fourier transform yields, for the two choices of parametrization,
χ˜t′(r, r
′, ω) = χdiag(r, r′, ω) +
∑
n 6=m
Pnm(T )eiωnmt′
∑
k
[
fnk(r)fkm(r
′)
ω − ωkn + i0+ −
fnk(r
′)fkm(r)
ω + ωkm + i0+
] , (9)
and
χ˜T (r, r
′, ω) = χdiag(r, r′, ω) +
∑
n 6=m
Pnm(T )eiωnmT
∑
k
[
fnk(r)fkm(r
′)
ω − ωkn+ωkm2 + i0+
− fnk(r
′)fkm(r)
ω + ωkn+ωkm2 + i0
+
] , (10)
4where the diagonal term corresponding to m = n, an incoherent sum over populations of initially occupied states, has
been isolated,
χdiag(r, r′, ω) =
∑
n
Pnn(T )
∑
k
(
fnk(r)fkn(r
′)
ω − ωkn + i0+ −
fnk(r
′)fkn(r)
ω + ωkn + i0+
)
(11)
Note that the second terms in the large curved parenthesis on the right of Eqs. (9), (10), and (11), are simply complex
conjugates of the first terms when evaluated at −ω; in the following we will replace such terms by the expression
+c.c.(ω → −ω). It may appear from the different pole structure of Eqs. (9) and (10), that χ˜t′ and χ˜T yield different
density-responses, but in fact this is not the case. Since they originate from the same χ˜(r, r′, t, t′) they must yield
the same density-response δn(r, ω), and we now show this explicitly; in particular the poles at half-sum frequencies
in χ˜T vanish once δn(r, ω) is computed. The density-response in the frequency domain δn(r, ω) =
∫
dt δn(r, t)eiωt is
computed via
δn(r, t) =
∫
dr′ dt′ χ˜(r, r′, t, t′)δv(r′, t′) . (12)
Taking the inverse Fourier transforms, χ˜t′(r, r
′, τ) = 12pi
∫
dw1 e
−iω1τ χ˜t′(r, r′, ω1) and δv(r′, t′) =
1
2pi
∫
dω2 e
−iω2t′δv(r′, ω2), we have
δn(r, ω) =
∫
dr′ dtdt′
dω1
2pi
dω2
2pi
eiωte−iω1τe−iω2t
′
χ˜t′(r, r
′, ω1)δv(r′, ω2) . (13)
Inserting Eq. (9) into Eq. (13) yields two contributions:
δn(r, ω) = δndiag(r, ω) +
∫
dr′
∑
n 6=m
Pnm(T )
∑
k
fnk(r)fkm(r
′)
ω − ωkn + i0+ + c.c.(ω → −ω)
 δv(r′, ω + ωnm) , (14)
where
δndiag(r, ω) =
∫
dr′
∑
n
Pnn(T )
∑
k
[
fnk(r)fkn(r
′)
ω − ωkn + i0+ + c.c.(ω → −ω)
]
δv(r′, ω) . (15)
The first term in Eq. (14) arises from the diagonal term,
where the poles are at the true excitations: the energy
differences between an occupied state n and an unoccu-
pied state k. The second term arises from the second
term of Eq. (9); the identities
∫
dt eiωte−iω1t = 2piδ(ω −
ω1) and
∫
dt′eiω1t
′
e−iω2t
′
eiωnmt
′
= 2piδ(ω1 − ω2 + ωnm)
enabled us to readily perform the integrals. If instead of
χt′ , we insert χT into Eq. (13), we find exactly the same
expression as Eq. (14) after recognizing that the dt and
dt′ integrals in this case yield δ(ω − ω1 + ωnm/2) and
δ(ω2 − ω1 − ωnm/2) respectively.
The diagonal term has the usual structure showing res-
onant peaks where the perturbing potential has compo-
nents at a frequency equal to an energy-difference be-
tween occupied and unoccupied states; the only differ-
ence with the ground-state response is that states other
than the ground-state are occupied, as reflected in the
Pnn(T ) prefactor. The off-diagonal term also has re-
sponse peaks at the occupied–unoccupied energy differ-
ences: the peaks are at the zeroes of the denominator, at
frequencies ωkn. Considering that this is multiplied by
the (ω + ωnm)-frequency-component of the applied po-
tential δv, then we see that this term is resonant when
the applied potential resonates at ωkn + ωnm = ωkm.
B. Generalized Non-Equilibrium Kohn-Sham
Response
Generally the wavefunctions that are summed over in
response function of an interacting system are inacces-
sible for a realistic system, so one turns to alternative
methods to calculate it, such as TDDFT. Unlike the
interacting system, which, after the field is turned off
evolves under the static potential v
(0)
ext(r), the KS system
evolves in the potential
vS[n
(0)
T ,Φ(T )](r, t) = v(0)ext(r) + vHXC[n(0)T ; Ψ(T ),Φ(T )](r, t)
≡ v(0)S (r, t),
(16)
which typically continues to evolve in time for t ≥ T even
in the absence of time-dependent external fields. The
time-dependence of the KS potential v
(0)
S [n
(0)
T ,Φ(T )](r, t)
5is due to the potential itself being a functional of the
non-stationary density n
(0)
T (r, t) and the KS initial state
Φ(T ).
Similar as for the ground state response χ0, TDDFT
can be used to find the interacting non-equilibrium re-
sponse χ˜. Since the physical and KS system must yield
the same density-response, we can derive a Dyson-like
equation linking the generalized non-equilibrium inter-
acting response function χ˜ Eq. (3) with a generalized
non-equilibrium KS response function χ˜S,
χ˜−1[n(0)T ; Ψ(T )] = χ˜−1S [n(0)T ; Φ(T )]−f˜HXC[n(0)T ; Ψ(T ),Φ(T )]
(17)
via a generalized Hartree-xc kernel f˜HXC = 1/|r−r′|+f˜XC,
with,
f˜XC[n
(0)
T ; Ψ(T ),Φ(T )](r, r′, t, t′) =
δvXC(r, t)
δn(r′, t′)
∣∣∣
n
(0)
T ,Ψ(T ),Φ(T )
.
(18)
Note that the dependence on the unperturbed density
n(0) at times between T and t, and the interacting and KS
initial states Ψ(T ), Φ(T ) in χ˜(r, r′, t, t′)[n(0)T ; Ψ(T )] and
χ˜S(r, r
′, t, t′)[n(0)T ; Φ(T )] follows from the Runge-Gross
and van Leeuwen proofs [4, 40]. As a consequence of
the time-dependence of v
(0)
S the bare KS eigenvalues and
eigenvalue-differences also become time-dependent [41].
The KS response function in Eq. (17) is defined as
χ˜S[n
(0)
T ,Φ(T )](r, r′, t, t′) =
δn(r, t)
δvS(r′, t′)
∣∣∣∣
n
(0)
T ,Φ(T )
≡ χ˜S(r, r′, t, t′) .
(19)
Unlike χ˜, χ˜S in general does not have a simple spectral
(Lehmann) representation. The reason is the interac-
tion picture for the KS system involves a time-dependent
Hamiltonian, H
(0)
S (t) = −∇2/2+ vˆS[n(0)T ,Φ(T )](t), there-
fore the non-equilibrium KS response [39, 42],
χ˜S(r, r
′, t, t′) = −iθ(t− t′) 〈Φ(T )|[nˆ(r, t), nˆ(r′, t′)]|Φ(T )〉
= −iθ(t− t′)
∑
l,k
ϕ∗k(r, t)ϕ
∗
l (r
′, t′)ϕ∗k(r
′, t′)ϕl(r, t) + c.c. .(20)
involves time-ordered operators nˆ(r, t) =
Tˆ ei
∫ t
0
dτHˆ
(0)
S (τ)nˆ(r)Tˆ e−i
∫ t
0
dτHˆ
(0)
S (τ), with Tˆ being
the time-ordering operator. A simple interpretation of
the Fourier transform of χ˜S(r, r
′, t, t′) with respect to τ ,
χ˜S,t′(r, r
′, ω) or χ˜S,T (r, r′, ω), as in the SEc. II, in terms
of eigenvalue differences of some static KS Hamiltonian
is generally not possible. Despite the fact that a pole
structure for χ˜S may not be simple to define in general
(see particular cases for which it can be done in Sec. IV),
when χ˜ is constructed from χ˜S and f˜HXC via Eq. (17),
the interacting spectral representation is retrieved.
III. EXACT CONDITIONS
As discussed in Sec. II B the KS potential for
non-stationary dynamics Eq. (16) is generally time-
dependent even after any external field is turned off.
This is the case both for the exact KS potential and
also for adiabatic approximations, because the density
n
(0)
T is time-dependent. The instantaneous eigenvalue-
differences of the KS Hamiltonian are time-dependent
because vHXC[n
(0)
T ; Ψ(T ),Φ(T )] changes as the density
evolves. For ground state linear response, fXC must shift
the KS response frequencies to the physical ones and cre-
ate missing multi-electron excitations. For the present
non-equilibrium response, the generalized f˜XC must ad-
ditionally cancel spurious T -dependence in Eq. (17) to
ensure T -independent TDDFT resonances. Cancellation
of spurious T -dependence is an exact condition on the xc
functional [25]. We give the general form of this condition
in (i) below, and in (ii) and (iii) we discuss implications
for a few special cases.
(i) Condition 1: Invariance with respect to T .
Consider the TDDFT prediction for the transition fre-
quency ωi between two given interacting states. This ωi
is a pole of(
χ˜−1S [n
(0)
T ,Φ(T )]− f˜HXC[n(0)T ; Ψ(T ),Φ(T )]
)−1
. (21)
Then ωi should be invariant with respect to T :
dωi
dT = 0 . (22)
We shall call this Condition 1 in the following.
We note that as a system evolves under an external
field, more states can become populated and so when
the field is then turned off and the system’s linear re-
sponse probed, new frequencies may appear correspond-
ing to transitions from states populated at the later time
that were not populated at earlier times. Likewise, some
frequencies appearing in the response at earlier times
may disappear. The exact condition addresses those re-
sponse frequencies present at both earlier and later times:
the positions of these must be invariant. (See also con-
sistency condition discussed in ii). Although expressed
above in the context of pump-probe spectroscopy, the ex-
act condition clearly applies to any non-equilibrium dy-
namics, where ωi are the field-free resonance positions of
the system at some time T . It can be viewed in another
way: let ΨT be any arbitrary interacting state, not neces-
sarily a stationary state, of a system in a static potential
v
(0)
ext, and n
(0)
T (t) be its field-free time-dependent density
as it evolves in v
(0)
ext. The subscript T is no longer a time
label but instead labels a particular arbitrary state ΨT .
Then the response of this arbitrary state has poles at fre-
quencies ωi, which for a given transition satisfy Eq. (22):
their positions are independent of the choice of this arbi-
trary state, i.e of T .
(ii) Condition 2: Invariance with respect to any sta-
tionary interacting state of a given static potential
Consider now the special case when the interacting sys-
tem is in a stationary excited state, Ψ(T ) = Ψk of the
static potential that it lives in, v
(0)
ext. The density is then
6stationary, n
(0)
T (t) = nk. The initial state chosen for the
KS calculation must have the same density and its first
time-derivative as the initial interacting state [40, 44],
but need not itself be a stationary state of any potential,
since it is possible for time-dependence of different KS or-
bitals to cancel each other out. However, let us choose a
KS initial state Φl with density nk that is a stationary ex-
cited state of some static one-body potential v
(0)
S . (Note
that v
(0)
S is not the ground-state KS potential correspond-
ing to the external potential v
(0)
ext; they do not have the
same ground-state density, but rather the excited state
Φl of the former has the same density nk as the excited
state Ψk of the latter). Then, because the unperturbed
KS system is static, we can find a Lehmann represen-
tation for the KS density-response function, and derive
a matrix formulation of the Dyson equation Eq. (17) in
frequency-domain. The poles of the frequency-domain
Dyson equation are eigenvalues of the matrix equation
[45].
Now let {Ψ1, ...Ψk...} be a set of eigenstates of the same
static potential v
(0)
ext, and imagine finding an appropriate
KS stationary state Φk for each one, that is an excited
state of some KS potential v
(0)
S [nk; Φk], reproducing the
density, nk, of the kth true excited state Ψk. Note that,
although we use here the same index k to label the corre-
sponding KS wavefunction instead of l as in the previous
paragraph, to avoid proliferation of subscripts, it need
not be the kth KS excitation of the potential in which
it is an eigenstate, vS[nk; Φk] (see also Condition 3 (iii)
shortly). Then the exact condition is that the TDDFT
response frequency predicted for a given transition be-
tween two states Ψk and Ψk′ of a given potential v
(0)
ext
must be independent of which of these two states is cho-
sen as the reference, i.e. the TDDFT response frequency
should be identical whether the response is calculated
around Ψk or around Ψk′ . We call this Condition 2 in
the following. Other excitation frequencies of the system
must be consistent. For example, consider computing
the response around (a) state Ψ2 and (b) state Ψ3. Then
this condition expresses that |ωa32| predicted in calcula-
tion (a) must equal |ωb23| predicted in calculation (b), but
also other frequencies have to be consistent, i.e. we must
have ω
(b)
k3 = ω
(a)
k2 −ω(a)32 . Within a single-pole approxima-
tion (SPA) of this generalized Dyson equation (justified
for a KS transition well-separated from all other transi-
tions [46]), Condition 2 simplifies to the condition that,
ωSPA = ωkS,q + 2 Re
∫
dr
∫
dr′Φ¯kq (r)f˜
k
HXC(r, r
′, ωkS,q)Φ
k
q (r
′)
(23)
is the same whether Ψk or Ψk′ is chosen as the reference
kth interacting state. The notation ωkS,q means the i→ a
KS excitation out of the potential v
(0)
S [nk; Φk] and q =
(i, a) represents a double index. We have defined the
transition density
Φkq (r) = ϕ¯
k
i (r)ϕ
k
a(r), (24)
in which ϕ¯ki (r) denotes the complex conjugate of ϕ
k
i (r).
Here ϕki , ϕ
k
a are the initial occupied and unoccupied KS
orbitals of potential v
(0)
S [nk; Φk], and ω
k
S,q is their orbital
energy difference. The shorthand f˜kHXC represents the
generalized kernel f˜HXC[Ψk,Φk] (the field-free density-
dependence is redundant when beginning in a specified
stationary state of the unperturbed potential, since that
information is contained already in the initial states).
The expression Eq. (23) is given for the spin-saturated
case; for spin-polarized systems and non-degenerate KS
poles, replace f˜HXC with (1/|r− r′|+ f˜σ,σ
′
XC ), where σ and
σ′ are spin indices.
Condition 2 and Eq. (23) were given in Ref. [25] but
discussed within the adiabatic approximation, where,
having a static density is enough to guarantee that the
KS potential is static, and Φk solves self-consistent field
(SCF) equations for the static potential v
(0)
S [nk; Φk].
Like Condition 1, the degree to which Condition 2 is
violated can be used to determine the accuracy of the dy-
namics, especially relevant when the dynamics involves
just a few interacting excited states that get populated
and depopulated in time. Strictly speaking, to use Con-
dition 2, one would need to know the exact density of the
interacting excited states, but in practise one can often
find appropriate KS excited states for a given functional
approximation, whose densities are assumed to approxi-
mate the interacting ones [47]. This was done in Ref. [25]
for a few examples (see also section IV), and we will also
utilize this approximate Condition 2 in the next section.
(iii) Condition 3: Invariance with respect to the choice
of a stationary non-interacting state Φk.
Continuing with response of stationary states, not only
must the TDDFT frequencies be independent of the in-
teracting excited state of a fixed potential, but also they
must be independent of the choice of the KS state. Let
{Φ1,Φ2...Φl...}, each with density nk which is the den-
sity of a fixed interacting excited state Ψk of a given
external potential v
(0)
ext, be possible KS stationary states
of different one-body potentials {v(0)s,1 , v(0)s,2 ...v(0)s,l }. Then
Condition 3 states that, for a given transition, the fre-
quency obtained via TDDFT response must be the same
for any of these Φl’s. Again, like in (ii), one can express
this condition directly in the frequency-domain in a gen-
eralized matrix formulation which within the single-pole
approximation reduces to Eq. (23) where here k should
be replaced by l, labelling the particular KS state around
which the TDDFT response is calculated.
IV. SPURIOUS TIME-DEPENDENT SPECTRA
We illustrate the significance of our exact conditions
using two examples of charge-transfer dynamics. Charge
transfer(CT) is a crucial process in many topical appli-
cations today, including photovoltaic design where the
system is initially photoexcited, and transport in nano-
scale devices where the system begins in its ground state.
7For each of these scenarios, we utilize model two-electron
systems for which exact results are available to compare
with, and for which we can thoroughly analyze how the
spectral peaks shift as a function of time. We will find
both the Conditions 1 and Condition 2 are useful to un-
derstand the performance of the approximate functionals.
We also discuss a situation where Condition 3 is violated.
A. Charge Transfer from a Photoexcited State
Our first example revisits an example of Ref. [25],
focusing here on the electronic spectra as the system
evolves, obtained via the unrestricted exact-exchange ap-
proximation (EXX) and self-interaction-corrected local
spin density approximation (SIC-LSD). We consider two
interacting electrons in a one-dimensional double well de-
scribed by,
vext(x) = − ZL√
(x+R)2 + 1
− UL
cosh2(x+R)
− UR
cosh2(x−R)
(25)
with parameters ZL = 2, UL = 2.9, UR = 1 and R =
3.5 a.u. Electrons interact via soft-Coulomb w(x′, x) =
1/
√
(x′ − x)2 + 1. The spacing of the simulation box is
0.1 a.u. and we use zero boundary conditions at ±20.0
a.u. Atomic units are used throughout. The real-time
propagation is done using real-space code octopus [48–
50] with a time step of 0.005 a.u..
Vs
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FIG. 2. To the left the EXX potential v↑,iS and the initial con-
figuration for the photoexcited KS state; to the right the final
EXX potential v↑,fS and the target CT state are plotted. Here
the position of the arrow denotes where most of the density
sits. The model is specified in Section IV A. As discussed in
the text for this photoexcited CT dynamics the EXX poten-
tial the transferring ↑ −electron experiences (in the absence
of time-dependent external fields) is nearly constant.
The interacting system is prepared in an excited eigen-
state of the unperturbed Hamiltonian and then evolved
in the presence of a weak monochromatic laser resonant
with the photoexcited-to-CT transition frequency ωCT .
The latter corresponds to the energy difference between
the initial photoexcited state, denoted by i, and the final
target CT state, denoted f , ωCT = Ef −Ei = 0.289 a.u..
The parameters are chosen such that Rabi oscillations
between the photoexcited and the CT states are induced
(although other states get lightly populated). The exact
interacting dynamics is compared with the results from
the various TDDFT approximations. For the latter, the
initial state is obtained by promoting a KS particle from
the ground state configuration to an unoccupied orbital
(see the left-hand side of Fig. 2), such that the dominant
configuration of the interacting initial state is mimicked.
This KS excited state is then relaxed via an SCF calcu-
lation to be the KS eigenstate of the initial KS potential
v
(0)
S (r, 0), which prevents any dynamics before the ap-
plied field is turned on. The KS system is propagated in
the presence of a weak laser resonant with the TDDFT
CT resonance of the given approximate functional com-
puted via linear response around the initial KS photoex-
cited state. (As is common practise, spin-polarized dy-
namics is run from the initial singly-excited KS determi-
nant). We note that if Condition 2 is violated, this value
of the CT resonance is not the value determined from
the usual linear response around the ground state, nor is
it the value determined from linear response around the
target CT state. In fact, as pointed out in Ref. [25], the
deviation of the resonance predicted from linear response
around the initial state, ωi, to that from target state, ωf ,
is strongly correlated with the performance of the func-
tional approximation. For example, for the two func-
tionals we present here, for EXX ωi = ωf = 0.287a.u.
while for SIC-LSD ωi = 0.287a.u. and ωf = 0.237a.u..
Accordingly, we found in Ref. [25] that EXX demon-
strated near-perfect charge-transfer, while SIC-LSD be-
gan promisingly but ultimately failed to transfer the
charge. (Ref. [25] also considered LSD, whose discrep-
ancy between the frequencies determined from the ini-
tial and target state responses was even greater, and
its dynamics was even worse). For the same cases, we
demonstrate here explicitly the violation of Condition 1,
namely the unphysical time-dependence of the resonance
positions, as a function of T .
At various times T during the evolution we turn off
the monochromatic laser and perform a linear density-
response calculation to obtain the spectra at these times.
The latter is done by applying a delta-kick [51] right after
the laser is turned off, followed by a free evolution of some
duration T and then Fourier transforming the ensuing
dipole difference between the kicked and un-kicked free
propagations [22, 29, 30]
∆d(t) = dkicked(t)− dun−kicked(t) . (26)
We then plot the dipole spectrum |∆d(ω)|, denoted the
“absolute spectrum”,
|∆d(ω)| = |
∫
dt e−iωt∆d(t)| , (27)
We evolved the field-free system for T = 5000 a.u,, re-
sulting in a frequency-resolution of 2pi/T ≈ 0.001 a.u..
We plot the absolute spectrum |∆d(ω)| instead of the
absorption spectrum Im[d(w)] to simplify the analysis,
since here we are only analyzing the position of the spec-
tral peaks, not their oscillator strengths.
Fig. 3 shows the spectra for the exact, EXX, and SIC-
LSD cases, each driven at their respective initial response
8frequencies ωi, at different times T = 0, 400, 800, 1200
a.u. of the photoexcited CT dynamics shown in the inset.
As expected, the exact CT resonance peak only changes
strength, but does not shift in position, remaining at
0.289 a.u. (see upper panel Fig. 3). Note that the ex-
act is obtained from solving the interacting Schro¨dinger
equation and coincides with TDDFT with the exact func-
tional, which satisfies all 3 Conditions.
We had seen in Ref. [25] that EXX fulfills Condition
2 in this case, although the resonance position is off by
about 0.002 a.u. from the exact. Here we show explicitly
in the middle panel of Fig. 3 that EXX for this dynamics
also satisfies Condition 1; in fact even its peak strength
changes in a similar way to the exact functional (see mid-
dle panel Fig. 3).
SIC-LSD is shown in the lower panel of Fig. 3: peak-
shifting signifying violation of Condition 1 is observed as
a function of T . The resulting incomplete CT dynamics
is evident in the inset. We note that the SIC-LSD peak
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FIG. 3. Logarithm of absolute spectrum |∆d(ω)| Eq. (27)
showing CT frequency for different laser durations T . Inset:
dipole moments |d(t)| for the photoexcited CT dynamics stud-
ied in Ref. [25]. Upper panel: Exact. Middle panel: EXX.
Lower panel: SIC-LSD.
drifts towards lower frequencies as the charge begins to
transfer in time, retracing its path as the charge returns
to the donor. That the peak tracks the instantaneous
dynamics is not unexpected, given the adiabatic nature
of the approximation. The direction of the peak shift (i.e.
towards lower frequencies) appears to be consistent with
the fact that the linear response frequency computed at
the target state, which gets partially occupied during the
dynamics, is lower (ωf = 0.237 a.u.) than that computed
at the initial state (ωi = 0.287 a.u., see Table I).
One might ask what happens to the positions of the
other resonances (transitions from the photoexcited state
to other unoccupied states) during the dynamics. In
Fig. 4 a few peaks corresponding to excitations to higher
delocalized states are analyzed as a function of T . For
the exact dynamics the positions of the peaks do not
change, but as the target CT state gets populated new
peaks appear in the spectra, corresponding to transitions
from the CT state. The same is true for EXX which is
shown in the middle panel of Fig. 4. This is consistent
with the observation that EXX satisfies the exact condi-
tion. As explained in Ref. [25], this is because once the
laser is turned off, the KS potential for the transfering
electron within EXX is constant.
For SIC-LSD shown in lower panel of Fig. 4 not only
the CT resonance but also the other peaks correspond-
ing to transitions from the initially photoexcited state to
other unoccupied states shift in time. The direction of
the shift during the transfer (from T =0 to about T = 800
au) is again towards the positions computed from the fi-
nal target CT state (see Table I last column), and then
they shift back as the charge returns, as can be seen in
Table I. In the table, the SIC-LSD response frequencies
computed using a δ-kick at different T for a few transi-
tions lying close to the CT peak are tabulated. The last
column shows the values of the resonances computed ap-
plying a strong kick in the target SCF CT state. The
ω2 transition shifts up in energy and in the target con-
figuration it lies higher in energy than the CT resonance,
thus these two transitions cross as the system evolves
becoming degenerate at T = 800 a.u.(see Fig. 5).
These resonant frequencies can also be computed from
linear response around the SCF CT state, by shifting the
transition frequencies from this state to the relevant un-
occupied states by the value of the transition frequency
between the CT and the locally excited state (see Table
II). That is, this table is a check on the ”consistency”
statement in Condition 2. We have checked that the ex-
act functional and EXX give identical numbers for the
second and third columns, but as evident in Table II,
SIC-LSD shows some deviation from consistency. It is
interesting to note that the frequencies obtained from
the shifted linear-response TDDFT calculations in col-
umn 3 of Table II are close to, but not equal, to those
obtained by the second-order response calculation in the
last column in Table I. One can also check the consis-
tency statement for excitations out of the CT state (3rd
excited state), by shifting the linear-response TDDFT
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FIG. 4. Logarithm of absolute spectrum |∆d(ω)| Eq. (27) for
different laser durations T corresponding to the photoexcited
CT dynamics shown in insets of Fig. 3. Upper panel: Ex-
act. Middle panel: EXX. Lower panel: SIC-LSD. Exact and
EXX have constant positions for all shown resonances, while
SIC-LSD has spuriously time-dependent resonances. For SIC-
LSD, ω2 peak shifts up in energy as the system evolves while
the ωCT shifts down, resulting in one unique broader peak for
T = 800 a.u. (see Fig. 5 and Table. I).
frequencies using the photo-excited state (4th state) as
reference. This is shown in Table III. It is evident that
the consistency statement is more significantly violated
in this case. Consistency condition is likely to be violated
whenever Condition 2 is significantly violated.
B. Charge-transfer from a Ground State
The TDKS description of long-range CT beginning in
a ground state is quite different than that beginning in
SIC-LSD T = 0 T = 400 T = 800 T = 1200 CT target state
ω1 0.202 0.205 0.211 0.204 0.251 ± 0.003
ω2 0.268 0.270 0.279 0.269 0.314 ± 0.003
ωCT 0.286 0.285 0.279 0.286 0.236 ± 0.003
ω4 0.304 0.306 0.311 0.305 0.352 ± 0.003
TABLE I. SIC-LSD resonant frequencies (in atomic units)
as computed in the initial locally photoexcited SCF state
(T = 0) and after the laser has acted for T = 400, 800 and
1200 a.u.. The values at each T were obtained via linear re-
sponse to a δ-kick perturbation of strength 0.002 a.u.., for
total propagation time 5000 a.u. and resolution of 0.00125
a.u., also shown in lower panel Fig. 4. ω1, ω2 and ω4 cor-
respond to excitations from the initial photoexcited state to
higher, delocalized states and ωCT is a de-excitation to the
target CT state. The last column shows the SIC-LSD reso-
nances as computed from the targeted SCF CT state, com-
puted from second order response using a δ-kick perturbation
of 0.1 a.u. strength and evolving for 2000 a.u., with a resolu-
tion of 0.003a.u. (see text).
SIC-LSD photoexc. (4th state) CT (3th state)
ω1 = ω45 0.202 ω35 − ω34 = 0.250
ω2 = ω46 0.268 ω36 − ω34 = 0.313
ωCT = ω43 -0.286 ω34 = 0.237
ω4 = ω47 0.304 ω37 − ω34 = 0.347
TABLE II. Second column: SIC-LSD resonant frequencies (in
atomic units) corresponding to transitions from the initial lo-
cally photoexcited SCF state(which corresponds to the 4th
excited state) to higher excited states, as computed from the
initial photoexcited SCF state (same as shown in second col-
umn Table I). The last column shows the SIC-LSD resonances
corresponding to the same transitions but computed via lin-
ear response from the targeted SCF CT state(the 3th excited
state). (See consistency condition in Section III). The latter
are obtained as the difference between the transition frequen-
cies from the SCF CT state to the same final states, after
subtraction of the CT resonance as computed at the SCF CT
state, namely ωCT = ω34 = 0.237 a.u.
SIC-LSD CT (3th state) photoexc. (4th state)
ω34 0.237 ω43 = −0.286
ω35 0.487 ω45 − ω43 = 0.489
ω36 0.550 ω46 − ω43 = 0.554
ω37 0.584 ω47 − ω43 = 0.590
TABLE III. Second column: SIC-LSD resonant frequencies
(in atomic units) corresponding to transitions from the SCF
CT state (the 3th excited state) to higher excited states, as
computed from the SCF CT state. The last column shows
the SIC-LSD resonances corresponding to the same transi-
tions but computed via linear response from the initial locally
photoexcited SCF state (the 4th excited state). (See consis-
tency condition in Section III). The latter are obtained as
the transition frequencies from the SCF locally excited state
to the same final states, after subtraction of the CT reso-
nance as computed at the SCF locally excited state, namely
ωCT = ω43 = −0.286 a.u.
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a photoexcited state. The reason is that when beginning
in a ground state the natural choice for the KS initial
state is a non-interacting ground state, which is a single-
Slater determinant. Such a choice places the transfering
electron in a doubly occupied orbital, with the other elec-
tron occupying this orbital remaining in the donor. The
time-dependent orbital describing the transfering elec-
tron must at the same time describe an electron that re-
mains in the donor. The exact KS potential for a model
molecule consisting of two closed-shell fragments in its
ground state is depicted in Fig. 6. The doubly-occupied
orbital initially localized on the donor becomes increas-
ingly delocalized over both the donor and acceptor [17].
In the exact xc potential, a step feature develops over
time. Approximate functionals can not capture the step,
and it is known [17, 19, 52–54] that they yield poor CT
dynamics, failing to transfer the charge, even when the
functional yields a good prediction for the CT excitation
energy. This is borne out in the dipole dynamics shown
in the upper panel Fig. 3 in Ref. [19], Fig. 4 in Ref. [17]
and upper panel Fig. 1 in Ref. [25].
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FIG. 5. SIC-LSD resonances for different laser durations
T = 0, 400, 800, 1200 a.u.. ω1, ω2 and ω4 shift up as charge
transfers, but ωCT moves down. It can be seen in table I that
the direction of the shift is towards the value of each reso-
nance at the final target state. For T = 800a.u. ω2 and ωCT
resonances become degenerate, resulting in the overlap of the
two peaks (see lower panel Fig. 4). All the resonances return
to their initial positions as the dipole moment d(t) shown in
inset lower panel Fig. 3 returns to its initial value.
In Ref. [25], the failure of the approximate TDDFT dy-
namics was analyzed from the viewpoint of the violation
of Condition 2 using a simple two-electron model and fo-
cusing on the EXX approximation. The argument there
also goes through for commonly used functionals. Essen-
tially, even when the CT excitation frequency, as deter-
mined by linear response from the ground state is accu-
rate, the CT frequency as determined by linear response
from the target CT state is poor – in fact it is vanishing,
due to static correlation, with delocalized antibonding
type of orbitals lying near the delocalized bonding-type
of orbital. In the target CT state, the bare KS frequency
->- >
- > ->
V fsExact:V
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FIG. 6. To the left the exact KS potential and initial KS
ground state; to the right the exact final KS potential and
target CT state are plotted. The model is specified in Section
IV A. As discussed in the text for the CT dynamics starting
in the ground state the choice of a SSD forces the occupied
time-dependent KS orbital to describe both the electron that
transfers to the acceptor, and the electron that remains in the
donor. The degeneracy between the bonding and antibonding
orbitals in the target CT state is related to the building up
over time of a CT step in the exact xc potential [17].
becomes very small, and so does the approximate fXC-
correction, resulting in large violations of Condition 2 by
available functionals, ωi >> ωf . The dynamics is conse-
quently very poor, yielding practically no CT, and very
little dynamics occurs except at very short times. Al-
though Condition 2 is strongly violated, the lack of dy-
namics means that actually Condition 1 is satisfied; since
there is very little change in the density, vXC(t) remains
about constant and so do the time-dependent spectra.
This example highlights the importance of considering
both conditions together when understanding and pre-
dicting the performance of approximate functionals.
It is also interesting to analyse Condition 3 in this ex-
ample. Let’s imagine running the same CT dynamics
discussed above but backwards, i.e. starting in the CT
state and targeting the ground state. We could choose as
initial state a doubly occupied orbital, in which case, for a
stretched molecule, the bare KS eigenvalue difference ωS
becomes very small due to the degeneracy between bond-
ing and antibonding orbitals. The EXX kernel together
with the Hartree contribution, fHX, equals half Hartree in
this case, and the predicted resonance is very small and
inaccurate, since the EXX kernel can not correct the van-
ishing ωS. On the other hand, we could choose as initial
state a spin-broken configuration where ↑ and ↓ electrons
occupy different orbitals as we did for the photoexcited
CT dynamics studied in Section IV A. Such choice of
KS initial state has a finite bare KS eigenvalue difference
ωS, and despite vanishing of the EXX kernel correction
within SPA as discussed in Appendix A, EXX gives a
reasonably accurate prediction of the physical resonance
(0.287 au). This example illustrates how two distinct
choices of KS initial state can lead to two different pre-
dictions of the TDDFT resonance, signifying violation of
Condition 3.
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C. Adiabatically-Exact Propagation
To assess the impact of the adiabatic approximation it-
self on the fulfillment of the exact conditions, we now con-
sider propagating self-consistently using the exact ground
state xc functional. This “adiabatically-exact” (AE) ap-
proximation [14], vAEXC [n; Ψ0,Φ0](t) = v
exact−gs
XC [n(t)], is
the best possible ground state approximation to the xc
functional, when using explicit density functionals. All
discrepancies with the exact dynamics will be due to the
adiabatic approximation. Because this involves finding
the potential whose ground state density coincides with
the instantaneous one at each time-step, it is computa-
tionally quite laborious, so we simplify the model here
and consider an asymmetric Hubbard dimer [52, 53], be-
ginning the dynamics in the ground state. The exact
ground state functional can be found by Levy-Lieb con-
trained search within the small Hilbert space [55]. In
Ref. [52, 53] an asymmetric Hubbard dimer was used
to study CT dynamics from the ground state (see Fig.
7), showing the same trends as CT dynamics in the
LiCN molecule [19] and in the real-space one-dimensional
model systems studied in Refs. [17, 25]. We now consider
the dynamics in the light of Condition 1 and Condition 2.
Further, we exploit these conditions to apply a modified
field that enhances the amount of charge transfered.
The Hamiltonian of the 2-site Hubbard model reads
(Fig. 7),
Hˆ =− T
∑
σ
(
cˆ†Lσ cˆRσ + cˆ
†
Rσ cˆLσ
)
+ U (nˆL↑nˆL↓ + nˆR↑nˆR↓)
+
∆v(t)
2
(nˆL − nˆR),
(28)
where cˆ†L(R)σ and cˆL(R)σ are creation and annihilation
operators for a spin-σ electron on the left(right) site
L(R), respectively, and nˆL(R) =
∑
σ=↑,↓ cˆ
†
L(R)σ cˆL(R)σ are
the site-occupancy operators. The occupation difference
〈nˆL − nˆR〉 = ∆n represents the dipole in this model,
d = ∆n, and is the main variable [55]; the total number
of fermions is fixed at N = 2. A static potential differ-
ence, ∆v0 =
∑
σ(v
0
Lσ−v0Rσ), renders the Hubbard dimer
asymmetric. The total external potential ∆v(t) is given
by ∆v(t) = ∆v0 + 2E(t), where the last term represents
a tunable electric field applied to induce CT between the
sites. An infinitely long-range molecule is represented by
T/U → 0. We choose here the static potential difference
as ∆v0 = −1.5 U, the hopping parameter T = 0.05 U
and the on-site interaction U = 1 (see also Ref. [53]).
The KS Hamiltonian has the form of Eq. (28) but with
U = 0 and ∆v(t) replaced by the KS potential difference,
∆vs[∆n,Φ(t0)](t) = vHXC[∆n,Ψ(t0),Φ(t0)](t) + ∆v(t).
(29)
For a resonant applied field E(t) = E0 sin (ωCTt), with
ωCT = (ECT−Egs) = 0.5177 a.u., the interacting system
achieves full population of the CT state after half a Rabi
FIG. 7. Two-site lattice model Eq. (28) used to study a CT
starting in the ground state. Initially, the two electrons oc-
cupy the site with the deeper on-site potential vL, |∆ngs| ≈ 2.
The target CT state consists of two open-shell fragments with
approximately one electron on each, |∆nCT| ≈ 0.
cycle (about 128 a.u.), coinciding with a vanishing dipole
moment (see inset in upper panel of Fig. 8). AE dynamics
is poor (inset in the middle panel) despite the AE reso-
nance being very accurate, ωAEgs = 0.5187 a.u. [52]. We
follow an analogous procedure as described in Section IV
to compute the linear response after different durations
of the applied laser. The time-step used is 0.01a.u. and
the total propagation time is T = 3000a.u., resulting in a
frequency resolution of about 2pi/T ≈ 0.002 a.u.. Fig. 8
upper panel shows the exact dipole response |∆d(ω)| for
different T . As expected the position of the peak is con-
stant at ωCT for all T . In the middle panel of Fig. 8 the
AE response for the corresponding T is shown. Peak-
shifting as function of the laser duration T is noticeable,
with clear violation of Condition 1. As time evolves, the
density starts transferring to the other site and the KS
potential Eq. (29) follows the changes in the density. The
AE xc kernel is also time-dependent, but does not have
the correct time-dependence to maintain fixed resonance
positions. The changes in the AE peak position follow
the evolution of the density ∆n(t) (compare peak migra-
tion in lower panel of Fig. 8 with evolution of AE dipole
shown in the inset). The AE peak shifts towards higher
energies, this is consistent with our findings of Section
IV A, since here ωf > ωi [53] and thus the peak shift is
in the direction of the resonance computed at the final
state.
In the lower panel of Fig. 8 the EXX spectra at dif-
ferent T is shown. The EXX peak shifts as the electron
starts transferring and returns to its initial ground state
position as the density ∆n localizes back on the donor
site around T = 60 a.u. (see inset lower panel of Fig. 8).
As the density transfers, the EXX peak shifts towards
higher energies, although ωEXXCT = ω
f → 0. Thus, in
this case, the EXX peak does not shift towards ωf . In-
stead, it is consistent with the peak-shift directions ob-
served in Ref. [23], where the instantaneous spectra of
small, closed-shell, laser-driven molecules beginning in
their ground-state, was studied. There, a single peak
was observed in the TDDFT spectra that, as the system
transitions onto a single-excited state migrates towards
the value of the de-excitation energy from the doubly-
excited state to the single-excited state.
In Fig. 9 we present the AE response |∆d(ω)| for non-
resonant dynamics starting in the ground state. The ap-
plied laser is detuned by 0.1a.u. from ωAEgs (which for
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FIG. 8. Logarithm of absolute spectrum |∆d(ω)| Eq. (27)
showing CT frequency for different laser durations T . Inset:
dipole moments |d(t)| for the CT dynamics starting in the
ground state studied in Refs. [52, 53]. Upper panel: Exact.
Middle panel: AE. Lower panel: EXX.
this problem as discussed before is very accurate) and
is chosen 20 times stronger than the one applied in the
resonant CT dynamics of Fig. 8. The exact dynamics is
shown in the inset of Fig. 9 in black, along with the AE
dynamics, shown in red in the inset. As expected for the
exact dynamics, the position of the CT peak is constant
and only the intensity varies (not shown here). Again
AE presents spurious time-dependent CT resonance as a
function of T , signifying violation of Condition 1. This
example of non-resonant dynamics is presented to stress
the fact that spurious peak shifting within TDDFT is not
exclusive to resonant dynamics.
We next consider an example that violates Condition
1 but satisfies Condition 2, unlike the previous examples:
resonant dynamics for a weakly-correlated (T = U = 1),
homogeneous (∆v0 = 0) Hubbard dimer [55]. Due to
symmetry of the Hamiltonian, the ground-state and first-
excited densities are identical, ∆ngs = ∆n
∗. Condi-
tion 2 is satisfied within AE if we start the dynamics
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FIG. 9. Logarithm of absolute AE spectrum |∆d(ω)| showing
CT resonance for different laser durations T . Inset: dipole
moments |d(t)| = |∆n(t)| for exact (black) and AE (red) for
an applied laser E(t) = 1.8 sin(0.618t) starting in the ground
state.
in the ground state and target the first local excitation,
namely ωiAE = ω
f
AE , since the density of both station-
ary states is the same. The AE dynamics however de-
viates from the exact as is shown in Ref.[55] and this is
due to violation of Condition 1. Linear response calcu-
lations at different moments T for resonant Rabi oscilla-
tions show significant peak-shifting, e.g. ωAEgs = 2.6 a.u.,
ωAE(T = 15) = 2.3 a.u..
Finally we present a proof of principle directly demon-
strating the effect of the spurious time-dependence of
the electronic spectra on the TDDFT dynamics. Peak-
shifting as the system evolves means that the instanta-
neous TDDFT resonance is continuously detuned from
the TDDFT resonance computed by perturbing the ini-
tial state. But what if we would adjust for this spu-
rious detuning by making the applied laser frequency-
dependent, i.e. by designing a chirped laser that adjusts
its frequency according to changes in the evolving density
in order to stay tuned with the instantaneous TDDFT
resonance of the KS system?
In Fig. 10, we show the results of propagating the AE
system in the presence of a laser whose frequency is ad-
justed piecewise-in-time during the evolution to be ap-
proximately resonant with the KS system; that is ev-
ery 20a.u., the frequency of the laser is changed such to
be resonant with the instantaneous AE CT resonances
shown in middle panel of Fig. 8.
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FIG. 10. Exact CT dynamics starting in the ground state
(black). The AE dynamics in the presence of the monochro-
matic laser is shown in red. AE dynamics in the presence
of the chirped laser, which every 20 a.u. is adjusted to
the instantaneous AE resonance ωAE(T ) shown in middle
panel Fig. 8, is shown in blue. Inset: monochromatic laser
E(t)(ωAEgs , t) = 0.09 sin (0.518t) in red, chirped laser Eq. (30)
in blue.
E [ωAE(T )](t) = 0.09 sin (ωAE(T ) t) , (30)
The chirped laser, Eq. (30), is shown in blue in the in-
set of Fig. 10, as a guide the monochromatic E(t) =
0.09 sin (0.518t) is plotted on top in red. In Fig. 10 the
exact dipole dynamics ∆n(t) is in black, the AE dynam-
ics under the monochromatic laser is in red and the AE
dynamics under the chirped laser is in blue. An improve-
ment of the AE dynamics is observed for the laser that
is approximately “optimally tuned” in the way above.
Notice that for the instantaneous resonances ωAE(T ) in
Eq. (30) we have simply used the ones computed for the
monochromatic driven AE dynamics of Fig. 8. Further
improvements and eventually agreement with the exact
dynamics is expected if the chirped laser is designed in
a self-consistent way, i.e. if ωAE(T ) would be computed
for the AE evolution in the presence of the chirped laser.
V. CONCLUSIONS AND OUTLOOK
Recent observations of time-dependent spectra in
TDDFT(or TDHF) have drawn much attention: Un-
physical shifts in the position of their spectral peaks have
been reported for electron dynamics far from equilibrium
[20–25, 29, 30]. Peak shifting is expected for coupled
electron-ion dynamics or when computing resonances in
the presence of time-dependent fields, but once all time-
dependent fields are turned off electronic resonance posi-
tions are constant for pure electron dynamics. The can-
cellation of spurious time-dependence to yield constant
resonances has been rationalized as an exact condition
for the xc functional of TDDFT in Ref. [25]. In this ar-
ticle we have elaborated on the theoretical aspects of the
formulation and provided a detailed study of some rep-
resentative examples that illustrate the relevance of the
exact condition for the dynamics.
A generalized non-equilibrium response function was
derived which applies to general non-equilibrium situ-
ations when the external fields are off [25, 37]. In
contrast to the standard linear response formalism ap-
plied to systems around the ground state, the gener-
alized non-equilibrium response function χ˜[n
(0)
T ; Ψ(T )]
deals with non-stationary densities n
(0)
T in the absence
of time-dependent fields and is not time-translationally
invariant. We showed that due to the lack of this sym-
metry the frequency-dependent response χ˜t′(r, r
′, ω) or
χ˜T (r, r
′, ω) depends parametrically on a time-variable t′
or T = (t + t′)/2, respectively, and each exhibits a dif-
ferent pole structure. The density response δn(r, ω) is
independent of this choice as it should be. The latter
has poles at the physical resonances of the system, cor-
responding to transitions between eigenstates of the un-
perturbed Hamiltonian.
By virtue of the Runge-Gross theorem [4] the ex-
act time-dependent KS system reproduces the non-
equilibrium density response δn(r, ω) exactly. There-
fore, a Dyson-like equation connects χ˜[n
(0)
T ; Ψ(T )] with
the non-equilibrium KS response χ˜S[n
(0)
T ; Ψ(T ),Φ(T )] via
a generalized kernel f˜HXC[n
(0)
T ; Ψ(T ),Φ(T )]. A simple
Lehmann representation can be written down for χ˜ but
not for χ˜S because the KS potential is not static for non-
stationary densities n
(0)
T .
The exact condition was formulated in several different
ways. In the language of pump-probe experiments, the
resonance positions must be independent of the moment
T ′ the pump is turned off and of the delay θ between
pump and probe. More generally, in the absence of ionic
motion, the TDDFT response frequencies (corresponding
to transitions between two given interacting states) of a
field-free system must be independent of the interacting
state Ψ(T ) around which the response is calculated (Con-
dition 1). When the interacting system is in any excited
stationary state, and the KS reference state is also chosen
to be a stationary state of its potential, we can formulate
the exact condition in a matrix form. In such a case,
the TDDFT resonance frequency for a specific transition
between two stationary states must be independent of
which of the two states the response is calculated around
(Condition 2). Further, a consistency condition relates
the frequencies of transitions to other states from each
reference state. The TDDFT response frequencies must
be invariant also with respect to the choice of KS state
(Condition 3). The exact conditions pose a very challeng-
ing task for the xc kernel, as we illustrated with several
examples.
The first example was that of CT dynamics from a
photo-excited state. We used a model system of two elec-
14
trons in an asymmetric double-well and started the KS
propagation with one orbital promoted to a locally ex-
cited orbital; this electron was then driven to the other
well by means of a weak resonant field. The performance
of the different functionals to accurately simulate this
dynamics was related to the fulfillment of the exact con-
dition in its different forms. In Ref. [25] it was observed
that the degree of violation of Condition 2 was directly
related to the performance of the approximate functional
to reproduce the dynamics. Here the time-dependent
spectra for the same approximated functionals, including
EXX and SIC-LSD are compared against the exact cal-
culation at different moments in the evolution. We find
that in addition to Condition 2 also Condition 1 was vio-
lated within SIC-LSD, resulting in spurious peak shifting
and consequently in poor dynamics. The CT peak moved
towards the SIC-LSD resonance computed around the fi-
nal target state and this trend held also for the other
resonances of the system. SIC-LSD resonances were also
shown to violate the consistency condition. Unrestricted
EXX was shown to fulfill Condition 2 for this particular
case [25] and here we showed it also has fixed peak po-
sitions along the evolution (fulfillment of Condition 1),
resulting in very accurate photoexcited CT dynamics.
In the next example, CT dynamics starting in the
ground state, EXX trivially fulfilled Condition 1 but vi-
olated Condition 2, resulting in poor dynamics. We also
briefly discussed the violation of Condition 3 by EXX
when we consider different initial KS states when run-
ning the dynamics backwards beginning in the CT state.
In order to assess the impact of the adiabatic approx-
imation alone, independent of the effect of the choice of
approximate ground-state functional, we used a two-site
lattice model. Given the small Hilbert space the exact
ground state xc functional can be found [55] and was
used to self-consistently propagate the KS system (AE
propagation). We tuned the parameters of the system
to mimic long-range CT dynamics starting in the ground
state [52, 53]. We observed that the AE CT dynamics vi-
olates both Condition 1 and Condition 2 and resulted in
poor dynamics. Violation of Condition 1 was observed
for AE for both resonant and also off-resonant dynam-
ics. In the case of the weakly-correlated homogeneous
Hubbard model studied in Ref. [55] Condition 2 was sat-
isfied but Condition 1 was violated within AE, resulting
in inaccurate dynamics.
Perhaps the clearest impact of the influence of the ex-
act condition on the dynamics was illustrated by the “op-
timally tuned” laser that adjusted in a piece-wise manner
to the instantaneous AE resonance (Figure 10 and dis-
cussion). This showed that the AE propagation in the
presence of this chirped laser resulted in an improved
charge transfer rate in the case of resonant CT dynam-
ics.
We conclude that in order to be able to predict the
performance of a given approximate functional all three
Conditions need to be considered. Further because the
best possible ground state approximation for the density-
functional fails to fulfill the exact conditions, resulting
in poor dynamics, we stress the need to go beyond the
adiabatic approximation.
We have shown the large impact that the violation of
the exact conditions has on the ability of approximate
functionals to reproduce the dynamics: the higher the
degree of the violation, the poorer the simulated dynam-
ics. The examples presented here are drastic, but we have
only analyzed small systems, perhaps a worst-case sce-
nario for approximate TDDFT. An important question
for future work is the system-size scaling of the violation
of the exact conditions. When ionic motion is consid-
ered, the spectral peaks can be vibrationally broadened,
perhaps relaxing the stringent exact conditions discussed
here. Development of an approximate functional or a
propagation scheme that fulfills exactly or approximately
the exact conditions is an important direction for future
research.
ACKNOWLEDGMENTS
Financial support from the National Science Founda-
tion CHE-1152784 (for K.L.), Department of Energy,
Office of Basic Energy Sciences, Division of Chemical
Sciences, Geosciences and Biosciences under award DE-
SC0015344(N.T.M., J.I.F.), a grant of computer time
from the Cuny High Performance Computing Center un-
der NSF grants CNS-0855217 and CNS-0958379.
[1] F. Krausz and M. Ivanov, Rev. Mod. Phys. 81, 163
(2009).
[2] E. Goulielmakis, Z.-H. Loh, A. Wirth, R. Santra,
N. Rohringer, V. S. Yakovlev, S. Zherebtsov, T. Pfeifer,
A. M. Azzeer, M. F. Kling, S. R. Leone, and F. Krausz,
Nature 466, 739 (2010).
[3] S. Neppl, E. R., C. A. L., Lemell, G. C., Wachter,
E. Magerl, E. M. Bothschafter, M. Jobst, M. Hofstetter,
U. Kleineberg, J. V. Barth, D. Menzel, J. Burgdorfer,
P. Feulner, F. Krausz, and R. Kienberger, Nature 517,
342 (2015).
[4] E. Runge and E. K. U. Gross, Phys. Rev. Lett. 52, 997
(1984).
[5] M. A. L. Marques, N. T. Maitra, F. M. S. Nogueira,
E. K. U. Gross, and A. Rubio, Fundamentals of time-
dependent density functional theory, Vol. 837 (Springer
Science & Business Media, 2012).
[6] C. A. Ullrich, Time-dependent density-functional the-
ory: concepts and applications (Oxford University Press,
2011).
[7] Y. Shinohara, K. Yabana, Y. Kawashita, J.-I. Iwata,
T. Otobe, and G. F. Bertsch, Phys. Rev. B 82, 155110
15
(2010).
[8] C. A. Rozzi, S. M. Falke, N. Spallanzani, A. Ru-
bio, E. Molinari, D. Brida, M. Maiuri, G. Cerullo,
H. Schramm, J. Christoffers, et al., Nature Communi-
cations 4, 1602 (2013).
[9] S. M. Falke, C. A. Rozzi, D. Brida, M. Maiuri, M. Am-
ato, E. S. Sommer, A. DeSio, A. R. Rubio, G. Cerullo,
E. Molinari, and C. Lienau, Science 344, 1001 (2013).
[10] P. Wopperer, P. Dinh, P.-G. Reinhard, and E. Suraud,
Physics Reports 562, 1 (2015), electrons as probes of
dynamics in molecules and clusters: A contribution from
Time Dependent Density Functional Theory.
[11] G. Wachter, S. Nagele, S. A. Sato, R. Pazourek, M. Wais,
C. Lemell, X.-M. Tong, K. Yabana, and J. Burgdo¨rfer,
Phys. Rev. A 92, 061403 (2015).
[12] P. Elliott, J. I. Fuks, A. Rubio, and N. T. Maitra, Phys.
Rev. Lett. 109, 266404 (2012).
[13] K. Luo, J. I. Fuks, E. D. Sandoval, P. Elliott, and N. T.
Maitra, J. Chem. Phys 140, 18A515 (2014).
[14] M. Thiele, E. K. U. Gross, and S. Ku¨mmel, Phys. Rev.
Lett. 100, 153004 (2008).
[15] J. Ramsden and R. Godby, Phys. Rev. Lett. 109, 036402
(2012).
[16] M. Ruggenthaler and D. Bauer, Phys. Rev. Lett. 102,
233001 (2009).
[17] J. I. Fuks, P. Elliott, A. Rubio, and N. T. Maitra, J.
Phys. Chem. Lett. 4, 735 (2013).
[18] J. I. Fuks, N. Helbig, I. V. Tokatly, and A. Rubio, Phys.
Rev. B 075107 (2011), 10.1103/PhysRevB.84.075107,
arXiv:1101.2880.
[19] S. Raghunathan and M. Nest, J. Chem. Theory and Com-
put. 7, 2492 (2011).
[20] B. F. Habenicht, N. P. Tani, M. R. Provorse, and C. M.
Isborn, J. Chem. Phys. 141, 184112 (2014).
[21] R. Ramakrishnan and M. Nest, Phys. Rev. A 85, 054501
(2012).
[22] S. Raghunathan and M. Nest, J. Chem. Theory and Com-
put. 8, 806 (2012).
[23] M. R. Provorse, B. F. Habenicht, and C. M. Isborn, J.
Chemical Theory and Computation 11, 4791 (2015).
[24] S. A. Fischer, C. J. Cramer, and N. Govind, Journal
of Chemical Theory and Computation 11, 4294 (2015),
http://dx.doi.org/10.1021/acs.jctc.5b00473.
[25] J. I. Fuks, K. Luo, E. D. Sandoval, and N. T. Maitra,
Phys. Rev. Lett. 114, 183002 (2015).
[26] G. D. Scholes, G. R. Fleming, A. Olaya-Castro, and
R. van Grondelle, Nature Chemistry 3, 763 (2011).
[27] C. C. Jumper, J. M. Anna, A. Stradomska, J. Schins,
M. Myahkostupov, V. Prusakova, D. G. Oblinsky, F. N.
Castellano, J. Knoester, and G. D. Scholes, Chemical
Physics Letters 599, 23 (2014).
[28] a. L. Cavalieri, N. Mu¨ller, T. Uphues, V. S. Yakovlev,
A. Baltuska, B. Horvath, B. Schmidt, L. Blu¨mel,
R. Holzwarth, S. Hendel, M. Drescher, U. Kleineberg,
P. M. Echenique, R. Kienberger, F. Krausz, and
U. Heinzmann, Nature 449, 1029 (2007).
[29] U. De Giovannini, G. Brunetto, A. Castro, J. Walken-
horst, and A. Rubio, ChemPhysChem 14, 1363 (2013).
[30] M. J. T. Oliveira, B. Mignolet, T. Kus, T. A. Papadopou-
los, F. Remacle, and M. J. Verstraete, J. Chem. Theory
Comput. 11, 2221 (2015).
[31] S. Raghunathan and M. Nest, J. Chem. Phys 136, 064104
(2012).
[32] S. S. Skourtis, D. H. Waldeck, and D. N. Beratan, J.
Phys. Chem. B 108, 15511 (2004).
[33] S. S. Skourtis, D. H. Waldeck, and D. N. Beratan, Annu.
Rev. Phys. Chem. 61, 461 (2010).
[34] S. S. Skourtis and D. H. a. Beratan, David N. Waldeck,
Procedia chemistry 3(1), 99 (2011).
[35] B. Mignolet, R. D. Levine, and F. Remacle, Phys. Rev.
A 89, 021403 (2014).
[36] R. Padmanaban and M. Nest, Chem. Phys. Lett. 463,
263 (2008).
[37] E. Perfetto and G. Stefanucci, Phys. Rev. A 91, 033416
(2015).
[38] E. Perfetto, D. Sangalli, A. Marini, and G. Stefanucci,
Phys. Rev. B 92, 205304 (2015).
[39] G. Giuliani and G. Vignale, Quantum theory of the elec-
tron liquid (Cambridge University Press, 2005).
[40] R. van Leeuwen, Phys. Rev. Lett. 82, 3863 (1999).
[41] The time-dependent KS eigenvalues are referred as the
eigenvalues when one solves a static KS equation with
the instaneous xc potential.
[42] C. A. Ullrich, U. J. Gossmann, and E. K. U. Gross, Phys.
Rev. Lett. 74, 872 (1995).
[43] G. Giuliani and G. Vignale, Quantum theory of the elec-
tron liquid (Cambridge University Press, 2005).
[44] N. T. Maitra and K. Burke, Phys. Rev. A 63, 042501
(2001).
[45] T. Grabo, M. Petersilka, and E. Gross, J. Mol. Struct.
THEOCHEM 501-502, 353 (2000).
[46] M. Petersilka, U. Gossmann, and E. Gross, Phys. Rev.
Lett. 76, 1212 (1996).
[47] P. Elliott and N. T. Maitra, Phys. Rev. A 85, 1 (2012),
arXiv:1203.6856.
[48] X. Andrade, J. Alberdi-Rodriguez, D. A. Strubbe, M. J.
Oliveira, F. Nogueira, A. Castro, J. Muguerza, A. Arru-
abarrena, S. G. Louie, A. Aspuru-Guzik, et al., Journal
of Physics: Condensed Matter 24, 233202 (2012).
[49] A. Castro, H. Appel, M. Oliveira, C. A. Rozzi, X. An-
drade, F. Lorenzen, M. A. L. Marques, E. K. U. Gross,
and A. Rubio, physica status solidi (b) 243, 2465 (2006).
[50] X. Andrade, D. Strubbe, U. De Giovannini, A. H. Larsen,
M. J. T. Oliveira, J. Alberdi-Rodriguez, A. Varas,
I. Theophilou, N. Helbig, M. J. Verstraete, L. Stella,
F. Nogueira, A. Aspuru-Guzik, A. Castro, M. A. L. Mar-
ques, and A. Rubio, Phys. Chem. Chem. Phys. 17, 31371
(2015).
[51] K. Yabana, T. Nakatsukasa, J.-I. Iwata, and G. Bertsch,
Physica Status Solidi (b) 243, 1121 (2006).
[52] J. I. Fuks and N. T. Maitra, Phys. Chem. Chem. Phys.
16, 14504 (2014).
[53] J. I. Fuks and N. T. Maitra, Phys. Rev. A 89, 062502
(2014).
[54] M. J. P. Hodgson, J. D. Ramsden, J. B. J. Chapman,
P. Lillystone, and R. W. Godby, Phys. Rev. B 88, 2
(2013), arXiv:arXiv:1312.2534v1.
[55] J. I. Fuks, M. Farzanehpour, I. V. Tokatly, H. Appel,
S. Kurth, and A. Rubio, Physical Review A 88, 062512
(2013).
Appendix A: fHXC correction in EXX within the
Single Pole Approximation
Within the single-pole approximation using EXX it can
be shown that for a two-electron singlet state where the
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two electrons occupy different spatial orbitals, the fHXC
correction vanishes. First, note the definition of the spin-
resolved xc kernel [45, 46],
fσσ
′
XC (r, r
′, t, t′) =
δvσXC(r, t)
δnσ′(r′, t′)
(A1)
In adiabatic EXX, vσXC[n↑, n↓](r) = v
σ
X [n↑, n↓](r) =
δEX[n↑,n↓]
δnσ(r)
, where for two electrons
EX = −1
2
∑
σ=↑,↓
Nσ∑
ij
∫ ∫
φiσ(r)φiσ(r
′)φjσ(r′)φjσ(r)
|r− r′| drdr
′
= −1
2
∑
σ=↑,↓
∫ ∫
nσ(r)nσ(r
′)
|r− r′| dr dr
′
= −EH[n↓]− EH[n↑] . (A2)
This yields vσX [n↑, n↓] = −vH[nσ], and so using Eq. A1,
f↓↑XC = f
↑↓
XC = 0 while f
↑↑
XC = f
↓↓
XC = −fH (A3)
Thus for the parallel spin case the Hartree-exchange ker-
nel fσσHX = 0 vanishes, however in the case of anti-parallel
spin f↑↓HX = f
↓↑
HX = fH.
Now for a non-degenerate Kohn-Sham pole, ωS =
a − i, the single-pole approximation for the TDDFT
excitation energy depends only on the parallel-spin com-
ponent of the kernel [45, 46]:
ω = ωS +
∫
Φq(r) (fH + f
σσ
XC ) Φq(r
′)drdr′ (A4)
(where, as before, Φq(r) = φi(r)φa(r)), clearly yielding
a zero correction for the case of adiabatic EXX. That is,
within the single-pole approximation, the KS response
frequencies are identical to the TDDFT excitations when
the two electrons are occupying different orbitals (see
Section IV A). In contrast, when they occupy the same
spatial orbital, as for a spin-saturated two-electron sin-
glet (see section IV B), each Kohn-Sham pole is doubly-
degenerate, and Eq. A4 is modified, see Ref. [45, 46] for
details; the kernel correction in EXX, fX = −fH/2, does
not vanish for this case.
