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Abstract: We designed mirrored plasmonic filters using an advanced active machine
learning algorithm that efficiently explores multiple physical models with different
approximation fidelities and costs. This method is applicable to a variety of nanophotonics
optimization problems.
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Introduction Plasmonic devices look very promising as a platform for designing ultra-compact integrated
narrow-band photonic filter. Recently Fleischman et al. [1] demonstrated a novel design for optical and near-
infrared color filters with high spectral resolution (FWHM <31 nm) and subwavelength dimensions. In these
mirrored filters a single plasmonic slit is coupled to an in-plane Fabry-Perot resonator by metal mirrors, compris-
ing a plasmonic cavity (see Fig. 1a). Combining such individual filters into pixel arrays enables compact image
sensors for multispectral and hyperspectral applications (see Fig. 1b).
Designing such mirrored plasmonic filters sets up a non-trivial optimization challenge. Due to the interplay be-
tween several physical resonances, the optimization landscape is non-convex with many local minima (see details
in [1]). In addition, simulating a particular configuration of a mirrored plasmonic filter requires a computationally-
expensive numerical procedure, which limits the applicability of purely stochastic optimization approaches. We
seek intelligent methods which execute global, derivative-free search, with an efficient adaptive strategy that min-
imizes the overall computational cost of the numerical solver.
Here we present an application of an in-house developed Bayesian optimization strategy based on multi-fidelity
Gaussian processes (GP) [2] to this nanophotonics design problem. Our simulation setup allows us to utilize low
fidelity physical models (e.g., numerical simulators with coarse geometric mesh size, and/or low simulation time)
to aid with the optimization of the (high fidelity) target physical system. We compare our method with other GP
approaches and an algorithm commonly used in nanophotonics community — Particle Swarm Optimization.
Fig. 1: a) Mirrored plasmonic filter and its optimization parameters. b) Concept of a hyperspectral imaging sensor,
based on mirrored plasmonic filters. Reprinted with permission from [1]. ©2019 American Chemical Society.
Active learning of multi-fidelity physical models We briefly describe a novel strategy proposed in [2] - a mu-
tual information based multi-fidelity Gaussian process (GP) optimization algorithm (MF-MI-Greedy). It consists
of two components: an exploratory procedure to gather information about the target (i.e., the highest fidelity) func-
tion via querying lower fidelity functions; an exploitative procedure to optimize the target level fidelity with the
previously gathered information. MF-MI-Greedy considers an information-theoretic criterion for greedily choos-
ing low fidelity queries. At the end of the exploration phase, MF-MI-Greedy updates the posterior distribution of
the joint GP using the full observation history, and searches for a target fidelity action via the (single-fidelity) GP
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Fig. 2: Results of optimization trials, in which fidelity level was controlled via: a) mesh size, b) simulation time.
Smaller Figure of Merit (FOM) is better. Every method is run 20 times and we plot the mean plus/minus one
standard error in the figures.
optimization subroutine, that could be any off-the-shelf Bayesian optimization algorithm. We use a common ap-
proach, namely GP-UCB [3], in our implementation. Different from the previous exploration phase, which seeks
an informative set of low fidelity actions, the GP optimization subroutine aims to trade off exploration and ex-
ploitation on the target fidelity, and outputs a single action at each round. MF-MI-Greedy then proceeds to the
next round until it exhausts the preset budget, and eventually outputs an estimator of the target function optimizer.
Setup for computational experiments We use Lumerical commercial implementation of the finite-difference
time-domain (FDTD) method to simulate the transmission spectra of our devices. We extract scalar measures of the
goodness of the spectrum such as transmission peak amplitude, its offset from designed wavelength, full-width
half-maximum, signal-to-noise ratio, and combine them into one weighted Figure of Merit (FOM). Using this
FOM, the evolution of the design can then be pursued as a minimization problem over a 5-dimensional geometric
parameter space (see Fig. 1a). By varying the geometrical mesh size and the time-domain solver total time duration
of simulated physical processes we obtained two sets of multi-fidelity data (effectively creating different physical
models of our devices), each with three fidelity levels on 4983 designs.
For all experiments, we use a total runtime budget of 100 times the cost of target fidelity function call. Every
method is run with 20 trials to compute its mean and standard error.
Compared methods and results We compare with a popular multi-fidelity baseline algorithm, namely MF-
GP-UCB [4], and the single-fidelity baseline algorithm, GP-UCB [3]. Besides the Bayesian optimization based
methods, we also compare with a common heuristic called Particle Swarm Optimization [5], which is inspired by
the social behavior of animals and is often used for nanophotonic structure designs.
Fig. 2 shows the results of this experiment. After a small portion of the budget is used in initial exploration,
MF-MI-Greedy (red) is able to arrive at a better final design compared with MF-GP-UCB, GP-UCB and Particle
Swarm. MF-MI-Greedy tends to have a worse figure of merit in the beginning because initial explorations in the
lower fidelity do not yield FOM scores on the target fidelity, so essentially it has a late start in all the plots because
it starts querying the target fidelity late. However, the advantage of exploring lower fidelities becomes apparent
once the exploitation phase starts in the target fidelity level, as seen by the rapid convergence to low FOM designs.
Conclusion Our results on several pre-collected nanophotonics datasets demonstrate the compelling perfor-
mance of the multiple-fidelity Bayesian optimization approach. These experiments suggest that there is a great
potential in utilizing cheap, multi-fidelity simulations to aid the discovery of the optimal photonic nanostructures.
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