The push and pull of war: the political geography of rebel behavior during wartime by Reeder, Bryce Wesley
c© 2015 by Bryce W. Reeder. All rights reserved.
THE PUSH AND PULL OF WAR: THE POLITICAL GEOGRAPHY OF REBEL
BEHAVIOR DURING WARTIME
BY
BRYCE W. REEDER
DISSERTATION
Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Political Science
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2015
Urbana, Illinois
Doctoral Committee:
Professor Paul Diehl, Chair
Professor John Vasquez
Professor Robert Pahre
Professor Sara McLafferty
Abstract
The bulk of work on civil conflict seeks to explain variation across civil wars rather than
within them. This has led to a better understanding as to why civil wars erupt in some
countries, whereas others remain relatively peaceful over a prolonged period of time. What
is lacking, however, is a complete understanding as to why civil conflicts evolve the ways
in which they do. This project suggests that identifying the characteristics of the specific
localities used by rebel organizations is vital to understanding this puzzle. A theory is
developed that explains why rebels choose the geographic locations that they do, and under
what circumstances relocation is likely to occur. The potential consequences of relocation
are then explored, with an emphasis on civilian victimization during wartime. In addition,
the influence of militarized interstate conflict and peacekeeping deployments are explored in
relation to shifts in the behavioral profiles of rebel organizations.
The findings reveal that rebels do strategically select geographic locations that provide
them with access to physical security and important resources. Relocation is observed when
negative shocks occur locally, which are moments in time in which the locality in question
becomes less conducive to rebellion. Relocation is significant in terms of rebel behavior
because it is associated with the use of violence targeting civilian populations, especially
when the rebel group is weaker relative to the national government. Finally, both militarized
interstate conflict and peacekeeping deployments are shown to fundamentally alter local
conditions, which in turn, leads to shifts in the tactics employed by rebels. This further
highlights the importance of transnational factors in understanding the dynamics of internal
wars.
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Chapter 1
Introduction
The Lord’s Resistance Army (LRA) is one of the most brutal rebel organizations active to-
day. Operating in Uganda and other neighboring countries, the group is known for targeting
civilians and engaging in abductions, sexual violence, mutilations, and widespread murder.
According to statistics published by the Central Intelligence Agency (CIA) the LRA has
been directly responsible for 66,000 abductions between 1986 - 2005, and have forced an
estimated 465,000 people to flee their homes from 1986 - 2011.1 In addition to these signifi-
cant consequences of LRA behavior, Human Rights Watch (HRW) estimates that hundreds
of thousands of civilians have been murdered at the hands of LRA members.2
The sheer brutality with which the group operates has long had them on the radar
of several countries. The LRA was labeled a terrorist organization in the aftermath of the
September 11 attacks on the United States (US) and the United States Treasury Department
placed Joseph Kony, the leader of the group, on a list of terrorists and imposed financial
penalties (Capaccio, 2011). The US has also been directly involved in military operations
against the organization. First, in November of 2008, the US provided equipment and
intelligence to the Ugandan military in an effort to force the LRA from their jungle base
during a mission code-named Operation Lightning Thunder (Gettleman and Schmitt, 2009).
This was following by the decision by President Obama in 2011 to deploy military advisors
to train and assist in eliminating the LRA once and for all.3 The US has not been the only
1See the CIA Fact Sheet at: http://www.state.gov/r/pa/prs/ps/2012/03/186734.htm
2See the following: http://www.hrw.org/news/2012/03/21/qa-joseph-kony-and-lords-resistance-army
3See the following article: http://www.cnn.com/2011/10/14/world/africa/africa-obama-
troops/index.html
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external actor involved, as in 2012 the African Union launched an initiative to coordinate
operations among several different countries in order to better control the LRA threat.
Though, there continues to be significant disagreement on the specific roles of the various
political actors involved.
These efforts at eliminating the group have been significant. However, the LRA remains
active and thus continues to use violence against civilian populations and the troops of
several legally-recognized states. This means that the LRA, which is a relatively weak actor,
has been able to remain active in the region for nearly two decades. This is notable given
the amount of resources that have been allocated with the intent to eliminate them – the
advisors and equipment deployed by President Obama cost an estimated 4.5 million dollars
per month (Arieff and Ploch, 2014), and the CIA claims to have dedicated nearly 560 million
dollars in an effort to mitigate the influence of the group in the area.4 The question that
this brings into the forefront, then, is how was the LRA capable of surviving over such a
prolonged period of time? Relatedly, why were international efforts to deal with the threat
unable to put an end to the organization?
The answer to this question, which is the central theme of this research project, is that
location matters. There are some geographic locations that are conducive to rebel behavior
in that they provide access to resources and a notable level of physical security. In the
context of the LRA, they are particularly known for exploiting densely forested locations,
mountainous terrain, and the presence of international borders. This has allowed them to
identify safe geographic locations, set up a safe-haven, and then engage in ‘hit-and-run’
tactics in which they go commit acts of violence and then flee to security. When pressure
increases via the inflow of external resources and media attention, they simply relocate in
order to survive the period of uncertainty. The repetition of this pattern helps explain why
they have been able to survive for so long, as well as why efforts to eliminate the group have
been unsuccessful.
4See footnote 1.
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The goal of this project is to further delineate local-level factors in order to help explain
why rebel organizations behave the ways in which they do – the assumption being, that
the factors that are available locally will shape rebel behavior. This is a topic of inquiry
that has largely been ignored in the mainstream civil war literature even though empirical
evidence suggests that where armed non-state groups are operating from is important, as
is evident in the LRA case. The stated purpose of this project, therefore, is to begin the
process of addressing this shortcoming in the literature by developing a theory that uses
the characteristics of localities to explain why rebels choose to base operations from certain
geographic locations. Perhaps more importantly, the theory also explores the relationship
between changes in local conditions and subsequent shifts in the tactics used by rebels. In
this way, the contribution of this project is that it explains variation in the timing and
geographic location of political violence that occurs during wartime.
Briefly summarized, the theory that is developed in Chapter 2 argues that much of the
variation in the timing of political violence can be explained by identifying moments in which
relocation occurs. The notion being that relocation, especially if it is forced, will be apt to
limit the range of tactics a group may employ. In addition, the theory argues that the vari-
ation in the location of political violence can be explained by identifying specific local-level
factors that are apt to attract rebels. Indeed, political violence will likely occur where rebels
choose to base operations from as the national government and other political actors have an
incentive to target them at those locations. Taken together, then, this project encompasses
the following research questions: (i) why do rebels choose to occupy one geographic location
over another?, (ii) under what circumstances does rebel relocation occur?, (iii) what are the
humanitarian consequences of relocation in terms of civilian victimization?, and (iv) how
might transnational factors, such as militarized interstate conflict and peacekeeping forces,
influence rebel behavior at the local level?
This chapter begins by outlining the research on civil conflicts. During this process
the shortcomings of this work with regard to its inability to account for the evolution of
3
internal wars is highlighted. Specifically, the argument is made that the focus of this work
in on explaining variation across civil wars rather than within them.5 This is followed by
an explicit outline of the contribution made by this project, a summary of the theoretical
framework, and a discussion of the empirical approach used to test the theoretical logic. It
is during this section that the findings produced by this study are briefly discussed. Finally,
an outline for the remainder of the research project is provided.
1.1 Prior Work on Internal Wars
The consequences stemming from civil war violence are profound. During 1945-1999 an
estimated 16 million people have been killed in civil conflicts around the globe (Fearon and
Laitin, 2003), while an estimated 90% of all fatalities resulting from warfare in the 1990s
took place in internal conflicts (Lacina and Gleditsch, 2005). These immediate human costs
are in addition to the socioeconomic costs and also the notable damage that often occurs
to economic and social infrastructure. Civil war, for instance, has been shown to have
devastating economic consequences for the host state (Koubi, 2005). There is also a growing
body of literature that highlights the costs for human security and public health. Findings in
this vein of work has produced evidence that internal armed conflict continues to maim and
kill even after the cessation of violence (Ghobarah et al., 2003). This is because the legacy
of armed conflict promotes the spread of disease (Murray et al., 2002), prevents states from
providing public health services to their citizens (Iqbal, 2006), and incentives regimes and
their neighbors to increase military spending despite the dire need to provide basic social
services to a vulnerable population (Reeder and Reeder, 2014).
Given the severity these consequences, a large body of literature has emerged in recent
decades that seeks to identify the correlates of political violence. For the most part, these
studies that have sought to explain civil conflict are state-centric – they aggregate the de-
5With some notable exceptions, of course. These studies are discussed in the latter part of the literature
review.
4
pendent variable to the state-level and record it on a year-to-year basis. There are some
exceptions to this, of course, but much of the work discussed in this section emphasize vari-
ation among civil war characteristics. They do not, however, empirically account for the
varying frequency, spatial clustering, or severity of violent events as they occur as a civil
war evolves. This vein of research can identify the correlates of civilian victimization at the
hands of the LRA in 2009, for example, but little can be said as to why a majority of those
attacks occurred during only three months.6
This section briefly outlines some these important contributions, while also taking special
care to highlight how the local-level perspective employed by this project has the potential to
increase our understanding of internal wars. The literature covered includes studies of onset
that can help explain the evolution of wars when conceptualized as local-level factors that are
subject to change – such as levels of state capacity, government repression, and the presence
of valuable natural resources. In addition, the correlates of civilian victimization at the hands
of rebels is discussed. During the latter portion of this section, some disaggregated work on
conflict is highlighted and discussed in order to place the approach here in the context of
the burgeoning body of spatially disaggregated studies seeking to better understand political
violence.
1.1.1 The Local-Level “Causes” of Internal Wars
State Capacity
Traditionally, theories of internal war have often emphasized the role of weak and/or failed
states. Tilly (1975), for instance, notes that the establishment of states in western Europe
required a heavy price in terms of “death, suffering, loss of rights, and unwilling surrender
of land, goods, or labor.” This was necessary, he argues, because there was a need to
subordinate several social institutions and recognized authorities into a single centralized
6This pattern was observed via exploring the UCDP event data.
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organization. This process of ‘simplifying’ society in order to effectively govern is a process
that is very controversial and is thus resisted by much of the population (Scott, 1999).
Internal resistance, in turn, is a long process leads to devastating periods of violence in
what many scholars see as the inevitable process towards state formation (Ayoob, 2001). In
this sense, instability and the use of state violence is a necessary condition in the quest for
statehood.
Whether or not state formation is the end game in modern civil wars, the empirical
observation that they do tend to occur in weak states is noteworthy. The reason is likely the
fact that these states lack the resources, experience, and institutions to filter out popular
discontent (Azam, 2001). Because of this, violence is often seen as the only option available
to force the regime in question to meet the demands of society. This is difficult because
weak states often lack the capacity to do so, which increases the likelihood of violence. This
is contrary to developed states, as they usually have the wealth, resources, and institutions
necessary to satisfy grievances and enough loyal manpower to keep the population in check
via repression if needed. The former is more common in democratic regimes, whereas the
latter is usually the preferred method of autocratic governments (Sambanis, 2001). Though,
democratic regimes are more likely to increase repression vis-a-vis autocratic regimes when
trying to cope with an external threat (Wright, 2014).
According to the literature, therefore, regimes have three potential options at their dis-
posal when domestic instability begins to grow – they can honor the social contract and
alleviate grievances, they can ignore the social contract and instead choose to impose order
via repression, or they can do nothing. It is those states that choose to do nothing, or are
unable to act because of a lack of state capacity, that will be apt to experience civil conflict
(Mason and Krane, 1989; Arena and Hardt, 2014). This is why governments that are in the
midst of a transition from one regime type to another are most prone to civil conflicts (Hen-
derson and Singer, 2000; Hegre et al., 2001). They do not yet have consolidated democratic
institutions at their disposal to alleviate grievances, nor do they have the ability to repress
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at a high level. Thus, if a significant grievance arises they have no means to respond in a
way that might provide stability and prevent violence from taking place. They are, for all
intents of purposes, stuck between a rock and a hard place.
The issue with this focus on weak states and the lack of resources that they have at their
disposal, is that the logic assumes that the level of state capacity is homogenous across a
state’s territory. In other words, there is not significant difference between the ability of a
state to project its power near the capital and the ability of mobilize resources to respond
to events on the periphery. In the context of a contemporary civil conflict, this assumption
implies that the regime governing the Democratic Republic of the Congo (DRC) is equally
capable of responding to unrest on its eastern border near Rwanda and Burundi as it is
in Kinshasa, the capital city. This, despite the fact that the country is nearly the size of
western Europe and Kinshasa is located on its western border. In this sense, conceptualizing
state capacity as a state-level phenomenon largely misses the point – all state’s are relatively
strong in some locations when compared to others. In order to use this logic to explain civil
conflicts, therefore, there is a need to account for the variation in the ability of a government
to project its power across geographic space and the size of the state relative to that power.
This is something that the current literature does not address.
In addition, this body of work also does not account for temporal variation in state
capacity. Because troops that are affiliated with regimes have the ability to move across the
country in response to events, this implies that the locations of high state capacity today
may become areas of low state capacity tomorrow. These constantly evolving attempts
to undermine rebels has implications for how the contentious interaction evolves between
combatants, as well as the likelihood of another opposition group being born at a location
with low state capacity as a consequence of these attempts. When taking this into account,
conceptualizing state capacity as a local-level factor that is apt to change over time is not
only capable of explaining war onset, but it also provides insight into where this violence is
likely to erupt. It also has the potential to help scholars understand war dynamics, as levels
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of state capacity ebb and flow across geographic space as a war progresses.
Greed and Grievance
In the literature, grievances are usually the result of a lack of economic opportunity for
a large proportion of the population. This is why some have found that one of the most
important factors in explaining the onset of civil conflict is poverty (Elbadawi and Sambanis,
2000; Collier et al., 2003; Fearon and Laitin, 2003). According to these relative deprivation
theories, frustration from persistent poverty and a perception that it is inescapable produce
violence via psychological mechanisms. This perception is the direct result of a gap that
exists between actual outcomes and personal aspirations (Gurr, 1970), or the position of
the individual relative to the most wealthy in society (Boswell and Dixon, 1993). Both
mechanisms can arguably be seen in the relationship that has been observed between political
violence and the distribution/use of land in the developing world (Moore, 1966; Scott, 1976).
Booth (1991), for instance, makes the case that the exploitation of the peasant class by rich
landowners in Central America was directly responsible for uprising in the 1970s and 1980s.
In addition to these prolonged patterns of inequality, sudden shocks to an economy can
give rise to grievances in society. The sudden drop in cocoa prices in the 1980s produced
an unstable social environment in the Ivory Coast that many believe can be linked to the
subsequent civil war (Woods, 2003). This is consistent with empirical evidence, as sudden
drops in commodity prices has been linked to an outbreak in violence (Bruckner and Ciccone,
2010). There is some evidence, however, that this should only occur when wealthy elites are
unable to relocate their assets (Boix, 2008).
Notably, grievances usually cluster on specific groups or tend to arise at a specific ge-
ographic area. The reason is that ethnicity and identity are often sources of cleavages in
society, which has the potential to produce violence when certain conditions are present.
These conditions seem to be widespread discrimination against a specific group, which pro-
duces the diffusion of anti-government sentiment among members of the group in question
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(Horowitz, 1985; Petersen, 2002; Denny and Walter, 2014). Or, on the other hand, focused
government repression and discrimination targeting specific geographic areas where support
for the governing regime is low.7 The goal of this state behavior is to mobilize the population
in a way that will be beneficial to the current regime, or to marginalize a segment of the
population who poses a threat to the status quo. In either case, the result is often the reemer-
gence of societal tensions that are difficult to resolve (Alesina et al., 2003; Kanbur et al.,
2011). This was observed in the buildup to the Sri Lankan civil war, in which widespread dis-
crimination against the Tamil population led to the emergence of several different insurgent
groups (Swamy, 2002; Roberts, 2009; Mampilly, 2011).
Not only do ethnically-based social cleavages produce grievances, they also provide
greater opportunity to mobilize in preparation for war relative to non-ethnic groups. Eth-
nicity, for example, is highly visible and thus has played a role in many conflicts (Horowitz,
1985; Sambanis, 2001). According to Denny and Walter (2014), this visibility means that
political elites are easily able to distinguish their own group from others, making nepotism
more likely. In addition, the authors point out that because ethnic groups tend to live close
to one another they are better able to mobilize – this is because they have institutionalized
important mechanisms for managing intragroup relations.8 Finally, the inelasticity of eth-
nicity relative to other forms of identity means that credible commitments are more difficult
to come by. Taken together, the authors show that ethnic groups have ample grievances,
opportunities, and incentives to fight relative to groups formed along different lines. This
can partially explain why the Liberation Tigers of Tamil Eelam in Sri Lanka were able to
survive for such a prolonged period time, as well as develop such a sophisticated fighting
force (Swamy, 2002).
Given that grievances tend to arise along societal divisions, and that these groups tend
to cluster together in geographic space, the role of geography is especially important. Few
7This is common and often occurs alongside the targeting of a specific group because ethnic groups tend
to be clustered in geographic space (Toft, 2005).
8This logic is also found in Toft (2005).
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studies account for geography theoretically or empirically, with Toft (2005) being one of the
most notable examples. In her work, the author argues that whether or not an ethnic group
mobilizes against a government is partially determined by the settlement pattern of the group
in question. Those that settled in such a way that they are clustered in geographic space are
more apt to mobilize because it eases communication and coordination. Those groups who
are dispersed geographically, on the other hand, are less likely to mobilize because of the
costs associated with doing so. It is important to note, however, that this work is concerned
with the onset of ethnic wars. There has been little work looking at how these sorts of
patterns might help explain why civil wars evolve the ways in which they do – something
that is particular study is concerned with.
Contrary to the grievance literature (which tends to implicitly absorb ethnicity and
identity), scholars have also theorized about civil conflicts being motivated by greed. This
distinction became part of the mainstream academic discussion on civil via the work of
Collier and Hoeﬄer (1998, 2001, 2002), and has dominated much of the quantitative civil
war literature since. According to the greed hypothesis, civil wars stem from greedy non-
state groups who are presented with an economic opportunity to enrich themselves. The
source of the wealth can be from (or a combination of) the availability of valuable natural
resources, donations from sympathetic groups, contributions from external states who are
hostile to the current regime, or multinational corporations who have an interest in working
with rebels rather than the regime. These potential sources of wealth are not mutually
exclusive, of course. A third-party state or multinational corporation, for example, might be
more apt to support rebels if they have access to valuable natural resources. Indeed, there
is some evidence that international actors have a keen interest in wars involving natural
resources (Humphreys, 2005). In any case, having access to a source of wealth helps sustain
the group in question, assists in recruitment by promising personal enrichment, and acts as
leverage when dealing with other domestic or international groups. This insight has led some
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to argue that rebels should be conceptualized as criminal organizations (Collier, 2000),9 as
the end game is economic gain rather than some grand political ambition. This is arguably
the case with the LRA, as the persistent civil unrest allows them to continue engaging in
violent activity and profiting from local populations and their resources.
This logic also applies to national governments. The availability of valuable natural
resources in a state’s territory, for instance, has the potential to influence the likelihood for
internal wars. Regimes that are dependent on oil, for example, have the no incentive to
create a tax base because of the wealth supplied by the natural resource. This lack of an
incentive means that important domestic institutions are not established that are able to
communicate the preferences of the citizens to that of the government (Fearon, 2005). In
addition, the wealth provides regimes with the ability to purchase equipment that assists in
repression and also makes it possible to buy off elites who become upset with the current
state of affairs. Though the ability to repress exists in these cases, widespread grievances
have no other outlet than violence because of the lack of social/political institutions. This
can produce a dangerous interaction between the regime and its citizens because repeated
repressive acts tend to give rise to episodes of political violence (Lichbach, 1987; Gartner
and Regan, 1996; Moore, 2000; Carey, 2006). With repression and state violence being the
only tools in the toolbox, resource-dependent governments often do not have what they need
to prevent, or respond to, a widespread uprising.
Despite the importance of the location of natural resources and those locations in which
government repression is ongoing in explaining violence, the contemporary literature does not
account for this. Rather, the emphasis tends to be on the level of repression or availability
of resources at the state-level. Implicit in this logic is the notion that state repression
and natural resources are distributed equally throughout a state’s territory. There is no
difference, for example, between the level of repression occurring at those locations where a
popular uprising is taking place and those locations where support for the regime is relatively
9See Sanin (2004) for a different perspective.
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high. By conceptualizing this relationship in this way, scholars are unable of explaining why
violence tends to erupt at some locations but not others. In addition, measuring these
concepts annually means that the timing of violence is also poorly understood, as the ebbs
and flows of government repression is not accounted for. In this sense, civil war is treated as
static, rather than a constantly-evolving process in which strategic interactions are shaping
combatant behavior.
This is similar to the shortcomings pertaining to natural resources. By implicitly assum-
ing that natural resources are equally distributed across a state’s territory, scholars are also
assuming that each rebel organization is influenced by the presence of these resources. The
fact of the matter, however, is that a group may be thousands of miles away from diamond
mines, which makes it unlikely that they are reaping any benefits from the resource. In
much the same vein, the view of natural resources as being dichotomous is also problematic.
This is because some locations include several diamond mines (to use one example), whereas
another may only be proximate to a single mine. This is an important distinction, as rebels
will likely be attracted to those locations that provide them with the most wealth. Because
of this, it is necessary to account for where these armed non-state actors are in relation to
natural resources.
1.1.2 Civilian Victimization at the Hands of Rebels
In the study of civilian victimization at the hands of rebels, scholars have identified a number
of important factors that contribute to this strategic decision often made by insurgent groups.
The first focuses on the role of group strength in conditioning the frequency and severity of
attacks. In one study on the topic, Wood (2010) argues that weak rebel organizations that are
coping with collective action problems are more apt to attack civilians via-a-vis their stronger
counterparts. The underlying logic is the notion that weaker groups lack the capacity to
provide incentives to members, and are also incapable of sanctioning members to compel
support. Thus, they must rely on violence, which is a relatively low cost option (also see
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Azam and Hoeﬄer, 2002; Kalyvas, 2006; Kalyvas and Kocher, 2009). One interesting caveat,
however, is the additional finding that only weaker groups increase attacks against civilians
as government pressure grows. This pattern does not hold for stronger rebel organizations.
This recent finding is supplemented by other work. Wood (2013), for instance, further
delineates this incentive for civilian victimization by arguing that the source of support
matters. Rebel organizations who rely on resources locally, usually from civilian populations,
are less likely to attack civilians if they are stronger. In contrast, when the source of rebel
support comes from a different source, the more powerful the insurgent group the more
frequent and severe the attacks against civilians become. Thus, the role of group strength
in explaining violence against civilians is conditional on the resource acquisition process on
a group-by-group basis. This is consistent with the evidence provided by Hazen (2013), as
well as recent work using event data that shows that weaker armed non-state groups who
are competing with stronger groups are often relegated to killing civilians in an uncertain
environment characterized by finite resources (Raleigh, 2012). It also fits nicely with the
work of Weinstein (2007), who argues that rebels who are dependent on civilians are less
likely to brutalize those that they depend upon.
The second motivation is the notion that by attacking civilians, the rebel organization
in question will be able to extract concessions from the regime (e.g. a bargaining tool).
This is most relevant to civil conflicts that erupt in democratic states, as rebels can create
the perception that the government is unable to protect its citizens. This will lead to
a citizenry that is mobilized to hold the regime accountable, either in elections or through
other mechanisms. There is an incentive, therefore, for rebels to target civilians in democratic
regimes (Eck and Hultman, 2007; Hultman, 2012). There is some evidence that this tactic
is successful, as a recent study has found empirical evidence that there is a curvilinear
relationship between civilian victimization and the likelihood of a negotiated settlement – a
moderate level of violence is associated with what is likely deemed by the insurgent group in
question to be a favorable outcome (Wood and Kathman, 2014). The use of violence against
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civilians as a bargaining strategy was readily apparent during the civil war in Mozambique,
as the Mozambican National Resistance (RENAMO) used this form of violence to undermine
the government by producing war fatigue (Hultman, 2009). The overarching strategy was to
force the government into negotiations, which is why RENAMO chose to target those living
where support for the government was relatively high.
Finally, there is are some that argue that violence aimed at civilian populations is not
always strategic, but can sometimes be driven by personal motives that were often present
prior to war onset (but inform the evolution of the war and group behavior). This might
include local political rivalries (Valentino, 2014), personal revenge (Kalyvas, 2006), resent-
ment (Petersen, 2002), personal greed (Weinstein, 2007), a psychological response to a major
loss during war (Midlarsky, 2005), or even sadism (Mueller, 2004). Because these motives
undermine the ability of a group to achieve their end goals, those groups with a strong
central command structure will likely seek to limit this type of behavior on the part of their
members.
In addition to these group-level determinate of civilian victimization, there is also a
growing body of work that looks at how international intervention might lead (or deter)
civilian deaths. Of particular importance given the aims of this study is work that looks at
the role of international peacekeepers. This is an important vein of research, as protecting
civilians is now one of the core components of peacekeeping missions (Diehl and Druckman,
2010). This explains why, when looking at patterns of peacekeeping deployments at the local-
level, these forces are especially keen on responding to this form of violence (see Townsen
and Reeder, 2014; Powers et al., 2015). The most rigorous study to look at the effectiveness
of peacekeepers in this regard is that done by Hultman et al. (2013). In the study, the
authors find that peacekeepers are effective at protecting civilians, though there is a need
for significant manpower in order to do so. This is because the more troops that are on the
ground, the less likely that civilians are victimized.
Notably, the use of violence against civilians by rebels is widely seen as being suboptimal.
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The importance of having the support of local populations has long been acknowledged by
rebel leaders, as these populations often provide sanctuary from government forces, vital
provisions that allow the rebellion to continue, and invaluable information about the location,
intent and relative power of government troops (Migdal, 1974; Mason, 1996). This plays out
empirically, as the level of civilian support is strongly correlated with a preferable outcome
from the perspective of rebels (Scott et al., 1970; Kalyvas, 2004; Hultman, 2007). The onset
of attacks against civilians at the hands of rebels, therefore, usually represents an attempt
to counter a strategic setback (Hultman, 2007), promote group cohesion and encourage
mobilization (Byman, 1998), acquire vital and/or strategic resources (Hoffman, 2004), or
improve the bargaining position of the group (Lake, 2002).
Each of these motivations imply that there will be periods in time in which it is advan-
tageous or necessary to engage in this behavior, though this incentive will not always be
present. By disaggregating the study of civilian victimization spatially and temporally, one
can get a sense as to where and when rebels are employing these tactics. This is contrary to
most studies on the topic, as they either aggregate on the group (either a group kills civilians
or they do not) or look at yearly patterns in terms of civilian victimization. By isolating
specific temporal patterns, one can get a better sense of what factors are correlated with the
use of this particular tactic. By accounting for where these attacks are occurring spatially, it
becomes possible to correlate local-level factors with civilian victimization. These local-level
factors include government repression, the availability of specific forms of resources, as well
as other features that promote physical security.
1.1.3 The Move Towards Local-Level Analyses
Disaggregated analyses of political violence is a burgeoning field. There are many ways in
which one may disaggregate, however. The two of interest for the purposes of this study
is temporal and spatial. Temporal disaggregation is important because it allows scholars
to study conflict-related mechanisms at a more appropriate time scale, which is capable
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of better linking theoretical concepts and the data used to test expectations derived from
theory (Kalyvas, 2008). Spatial disaggregation, especially when combined with temporal
disaggregation, essentially affords the same advantage – by looking at where violence takes
place, scholars can get a sense of the specific motivations driving the combatants and better
understand how local-level features might be linked with the onset, evolution, and outcome
of contentious interactions among political actors.
Arguably, the most prolific research program that looks at the local-level determinants
of violence is that which explores violence in relation to climate – something that makes
sense given the availability of local-level climate data locally. The evidence in this area
seems to indicate that weather shocks that impact the growing season of the dominant
crops tends to increase political violence at those locations (Harari and Ferrara, 2012), as
do temperatures that are much warmer than normal (O’Loughlin et al., 2012). This is
especially true when warmer temperatures are contributing to droughts over a significant
period of time (Maystadt and Ecker, 2014). Using disaggregated data, rainfall has also
shown to be a predictor of violence. Wetter than normal weather is associated with violence
according to O’Loughlin et al. (2012), which has been confirmed by another study that found
extreme rainfall variations to be associated with violent conflict (Raleigh and Kniveton,
2012). Finally, a meta-analysis confirmed these findings and found warmer temperatures
and extreme rainfall to be associated with an increase in political violence (Hsiang et al.,
2013). The substantive effect was estimated to be such that a 1 standard deviation change
in climate would produce a median rise of 14% in the frequency of armed conflicts.
In addition to this work on climate variability, other work that is related to war dynamics
has also appeared in recent years. This work was born out of the fact that civil war violence
tends to diffuse across geographic space, with the onset of an event at one location increasing
the likelihood that violence occurs at proximate locations (Schutte and Weidmann, 2011).
In this sense, it is necessary to account for violence that is occurring nearby in order to
understand the characteristics of violence at the location in question. One of the most
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prominent examples of work in this area is that done by Balcells (2010, 2011). In a series
of articles, the author looks at violence in all municipalities of Catalonia during the Spanish
Civil War. The most important finding from the study is that the higher the prewar electoral
competition, the more severe violence targeting civilians tended to be during wartime.
Other work has explored the relationship between economic factors and violence at the
local-level. Perhaps the first disaggregated study to take on this question was done by Ostby
et al. (2009). Using disaggregated data from Sub-Saharan Africa on welfare and socioeco-
nomic inequalities, the authors find that conflict onset is more likely in regions low levels
of education, high levels of relative deprivation, and strong intraregional inequalities. In
addition, evidence is presented that the presence of valuable natural resources interacts with
relative deprivation to make conflict onset more likely. This finding was later supplemented
by a study performed by Buhaug et al. (2011), who looked at the relationship between ab-
solute poverty at the local-level and conflict onset. Consistent with expectations and the
findings by Ostby et al. (2009), absolute poverty was associated with conflict onset at those
locations even if a country’s GDP per capita was relatively high. It is noteworthy, however,
that these findings differ from that presented by Hegre et al. (2009). In a disaggregated study
using event data, the authors find that war events were more common in richer areas – which
seems to indicate that opportunity might be more important than relative deprivation in
the outbreak of violence at the local-level.
Other studies have focused on the evolution of violence in a number of specific cases.
Braithwaite and Johnson (2012), for example, look at the relationship between Coalition
counterinsurgency (COIN) action in Iraq and Improvised Explosive Device (IED) attacks.
They find a recursive relationship, in that COIN operations respond to IED attacks but
can also make IED attacks more likely in some cases. This is consistent with the spatial
patterns uncovered by Linke et al. (2012), as they find evidence of a ‘tit-for-tat’ pattern of
insurgent-coalition interactions. In much the same vein, a group of scholars recently pub-
lished work that explores spatial patterns of contested urban spaces and its relationship to
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patterns of violence in Jerusalem (Bhavnani et al., 2014). The authors find that proximity
in geographic space and social distance via social networks can help explain violence. Thus,
minimizing intergroup interactions might be successful in minimizing violence, though this
strategy might be difficult and/or ineffective if entrenched social networks are present. Fi-
nally, McCauley (2013) uses micro-level data in Ghana to show that economic development
strategies matter – namely, that those that create contestation across group lines will make
violence more likely.
In addition to the focus on conflict onset and dynamics at the local-level, other work has
appeared recently that looks at the role of peacekeeping forces in influencing violence locally.
First, Townsen and Reeder (2014) sought to explain why peacekeepers are deployed to some
locations but not others. Notably, they find that the spatial distribution of peacekeeping
forces is predicated on a number of local-level factors, such as the presence of transportation
networks, population centers and international borders. They also find that peacekeepers
tend to be most concerned with government-rebel battles and areas where civilian victimiza-
tion is ongoing, a finding later confirmed by Powers et al. (2015). In this article the authors
also find that a peacekeeping mission becomes better at responding to conflict events the
longer they have been in the country. The effectiveness of peacekeepers at the local-level
is considered by Costalli (2013), who finds that they tend to be successful in mitigating
violence.
Taken together, this growing body of disaggregated work has contributed greatly to our
understanding of civil conflicts. The problem with much of this research, however, is that the
role of geography in influencing conflict behavior remains understudied and in many ways,
taken for granted. The reason is that much of this work still looks at patterns of violence
annually instead of disaggregating the work in a manner that is more conducive to under-
standing war dynamics. In other words, the research is unable to correlate a specific factor
with a particular outcome. Using data measured yearly, for example, makes it impossible to
determine whether international intervention is truly associated with a decrease in violence
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because one is unable to account for the timing of events. Intervention that occurs after the
onset of violent events are coded the same as interventions that occur before an outbreak
in violence. Any findings that pertain to this relationship, then, might be spurious as the
direction of this causal relationship can not be captured by the statistical models.
The second shortcoming of most disaggregated work is that it is simply disaggregated
spatially, but does not actually treat ‘space’ as an important factor. Most studies, for exam-
ple, simply use a more disaggregated unit of analysis but continue to rely upon methodologies
that fail to account for spatial dependence (most common being various forms of regression
analysis). What this essentially means is that scholars are still taking the role of location for
granted in their studies of political violence. As such, questions pertaining to the diffusion
of violence across geographic space remains poorly understood. In addition, the failure of
many studies to account for spatial dependence puts many findings into question as much
of the violence occurs could be the result of spillover, or might directly be related in some
other way to violence occurring at proximate locations.
1.2 The Contribution
Aside from building on the disaggregated work cited above, the contribution of this project
is twofold. First, it seeks to develop a local-level theory of rebel behavior that is predicated
on the actual locations utilized by armed non-state groups. In doing so, the argument is
made that location matters and can be used to explain why rebels behave the ways in which
they do. It can help scholars understand, for example, the timing and intensity of LRA
attacks targeting civilians – a tactic that tends to be employed for only a few weeks during
each year. This has obvious implications for policymakers, as understanding what specific
factors are associated with the onset of violent events can help external actors mitigate the
consequences of these events. In addition to identifying the timing of these events, having
an estimate as to where armed non-state groups are located can help policymakers identify
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those population centers that are most at risk of attack. As such, peacekeepers and other
forces can be deployed to deter rebels from engaging in these human rights abuses.
The second contribution of this project is to assist in building a bridge between macro
and micro-level studies of political violence. As highlighted during the literature review,
some of the important factors that are associated with onset can also play a role in the
evolution of wars when conceptualized in a different manner. State capacity, government
repression and the location of valuable natural resources, to use the examples cited in the
literature review, are actually local-level phenomenon. They are subject to ebbs and flows in
terms of intensity and/or value, and also where they fall in geographic space. By accounting
for this temporal and spatial variation, these factors can be linked to rebel behavior during
wartime. In the context of this particular project, this has the potential to provide insight
into why rebels behave the ways in which they do. Through potential extensions to this
project, this topic of inquiry also has the potential to help scholars understand the birth of
rebel organizations and how local-conditions might influence the structure and institutions
that are established by armed non-state actors.
In addition to these two theoretical contributions, this project also develops a unique
geo-referenced dataset constructed from existing event data. This data provides month-
to-month estimates of rebel locations in Africa. These estimates are used to create two
new variables that have yet to be considered by scholars – the extent of movement across
geographic space and the spatial extent of rebel organizations. As will be argued in greater
detail throughout this project, these two factors are vital in understanding shifts in rebel
behavior during wartime. In addition, several local-level measures are attached to these
estimates of rebel location. Examples include forest cover, elevation/slope, levels of state
capacity, intensity of government repression, intensity of interstate conflict, among others.
The next section outlines the causal mechanism that is used to explain shifts in rebel
behavior during periods of civil conflict. As is to be expected, this mechanism has a strong
spatial component as it is predicated on the movement of rebels across geographic space.
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This section will lead into a more detailed discussion of the research design and findings.
1.3 Identifying a Causal Mechanism
This project is concerned with exploring the spatial dimensions of political violence at the
group level, and argues that much of the variation observed in rebel behavior is the result
of where these actors are located in geographic space – what resources are available locally,
and whether or not relocation is taking place. In doing so, I argue that it is important to
consider four interdependent forms of variation: temporal, spatial, severity, and group-level.
In other words, when do rebels engage in violent activity, where do the violent events take
place, how many people are killed during each violent episode, and who was responsible for
the attacks. By focusing on these four elements, I am able to explain why an insurgent
group chooses to launch attacks at one moment in time, but not another. Similarly, the
theoretical approach is able to distinguish those groups that rarely engage in some actions,
such as civilian victimization, and those who often rely on the use of such tactics.
Contrary to contemporary work that emphasizes state-level factors, the theory presented
in this project focuses on the role of local-level factors. The assumption driving this decision
is non-controversial – political violence, especially attacks against civilian populations, is a
local-level phenomenon. As such, understanding why these tragic events occur when and
where they do requires an account of local characteristics and the motivations driving the
specific actors occupying the area. In discussing the impact of these local-level conditions,
I argue that armed non-state groups are rational, complex organizations that continually
update their tactics in order to meet the realities of a changing strategic environment. By
doing so, they are able to maximize the probability of achieving long-term success in an
environment characterized by significant uncertainty and danger. They are not, as is implicit
in much of the state-level research, a mere collection of individuals that are solely reactive
to a more powerful political actor. Rather, insurgent movements have a plethora of strategic
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decisions to make over the course of a civil conflict and are willing to adapt in the name of
survival.
The most basic (and arguably vital) strategic decision is where to base operations from.
The central theme of this dissertation is that this decision matters. The reason for this is
that not all locations are created equal – some are more conducive to rebel activity (and
thus, survival), whereas others place significant limitations on the group. What this means,
essentially, is that the locations occupied by armed non-state actors become a significant
causal mechanism in understanding why rebels behave the ways in which they do. In ad-
dition, because this is a strategic choice, the locations chosen by insurgent movements can
provide important insight into the wartime strategies a group will likely employ at any given
moment in time. This aspect of rebellion is one that has been taken for granted in the
literature. The theory presented herein fills this gap, by showing why the location of civil
conflict activity is vital in understanding the evolution of rebel behavior.
In delineating the importance of local-level characteristics on rebel behavior, the theory
relies on the concept of push and pull factors – concepts common in tourism and animal
studies. The notion being that rebel organizations will seek out an ecological niche (a
concept also borrowed from animal studies) that provides them with the greatest probability
of survival. Survival in the context of rebellion is the product of security and resources.
Security is found in local-level features such as international borders, forests, mountains
terrain, and a general lack of state capacity. Resources can be acquired locally, such as
working with civilian populations, via valuable natural resources, operating near productive
croplands, and other important terrain characteristics. Those security-enhancing features
and resources that assist rebels are conceptualized as pull factors, whereas those that might
deter rebels (e.g. government repression) are defined and push factors. Rebels are predicted
to seek out locations that have a favorable balance of push/pull factors because doing so
increases the menu of tactics available to the group. Notably, however, I argue that the
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preferred features will differ depending on several group-level factors.10
Though the above logic can explain why one location is chosen over another, it does not
answer the central question that inspired this study – what explains the evolution of rebel
behavior during civil war? Specifically, the spatial and temporal clustering of rebel attacks
targeting civilian populations. In answering this question, I argue that many local-level
factors are subject to ebbs and flows during civil conflict. As changes in local conditions
produce a fundamental shift in the balance of push/pull factors, a given area is apt to
become less or more preferable to rebels at specific moments. I term these events as local
shocks, which are defined as sudden alterations in the characteristics of the geographic space
occupied by rebels. These shocks come in different forms, each of which is predicted to alter
rebel behavior in a different manner. The first, which I term positive shocks, are instances
in which the difference between the pull and push factors increases. During these periods
the geographic space becomes more conducive to rebel behavior, increasing the probability
of group survival while also expanding the range of options available to the group. This
increase in security and/or resources is predicted to decrease attacks against civilians by
creating an incentive to remain stationary. Though, which will be discussed at length in
the next chapter, this is conditional on the strength of the rebels relative to the regime and
other armed non-state groups.
Contrary to positive shocks, negative shocks are moments in which the geographic area
occupied by the group becomes less conducive to rebel behavior. This is usually a conse-
quence of increasing government presence in the area, but might also arise because of the
deployment of peacekeeping forces, severe drought, or a natural disaster that leads to an
influx of government resources.11 When a negative shock takes place, I argue that there is a
strong incentive to relocate in search of an area with a more favorable balance of push/pull
factors. This is because the range of options available to the group has decreased, which
10The logic driving this argument is found in the next chapter – especially as it pertains to group strength
relative to the national government
11This is not an exhausitve list of the factors considered in this study.
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means that they might not be able to behave in a way that is consistent with group goals.
This puts the survival of the rebels at risk. By moving across geographic space in search of
a more suitable location that provides an acceptable balance of push and pull factors, they
are able to reestablish (or improve upon) the status quo. Reestablishment in this context
refers to finding a location where the balance of push/pull factors is roughly equal to what
is what before the negative shock, whereas improvement refers to finding a location where
local conditions are actually more favorable to rebels.
It is the onset of these unexpected local shocks, therefore, that are the causal agent of
behavioral change that takes place over the course of an internal conflict. Because rebel
organizations are strategic actors that seek to maximize the probability of group success,
they are unlikely to ignore the onset of a local shock. Rather, group leaders will either
take advantage of the increased range of options available in the case of a positive shock, or
attempt to adapt to the changing security environment that is inherent in a negative shock.
In this sense, the decision to adjust behavior according to these shocks is rational behavior
on part of the organization. Failure to account for these local changes can either put the
survival of the group at risk, or lead to suboptimal behavior in which the organization fails
to exploit a potentially valuable opportunity to improve their prospect for success.
Empirically, however, there are cases in which suboptimal behavior is observed in a
geographic sense. In other words, some organizations choose to remain in locations that are
not particularly conducive to rebel behavior. This begs the question – why would insurgent
forces choose to occupy a less than ideal geographic location? The answer to this question,
as argued in the next chapter, has to do with the amount of available space available locally.
When territory that is conducive to rebel behavior is in short supply, there is an opportunity
on part of the government to be present at these specific locations in a relatively short period
of time (or, to maintain a presence). This creates an incentive on part of the rebels to find
a location with security-enhancing features and become entrenched at that location. This
incentive to stay put is also true when the rebel organization was founded along ethnic lines,
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as the sacrifice made in terms of security might be deemed worthwhile if significant gains are
made in terms of funding and recruitment. The influence of local shocks on rebel behavior,
therefore, is predicted to be conditional on a) the range of the difference between push and
pull factors locally, b) the spatial extent of geographic space that is conducive to rebels, and
c) whether or not the rebel group in question was formed along ethnic lines.12
The central causal mechanism employed in this dissertation, which can be described as
the characteristics of the local environment and sudden changes in those characteristics, is
applied to both internal and international processes in this project. In the case of the former,
a theory is developed that describes how the onset of government repression and the presence
of other important local-level factors have the potential to produce local shocks, fundamen-
tally altering the behavioral profiles of rebel organizations. Regarding the latter, the onset
of interstate conflict and the deployment of international peacekeepers are investigated as
they pertain to shifts in the local environment occupied by insurgent groups.
1.4 Research Design, Data, and Results
In order to test the empirical expectations derived from the theory, event data is used to
construct a spatially-referenced dataset that includes every formally organized rebel group
in Africa. The dataset is spatially-referenced, in that each rebel group month is a spatial
polygon that represents the likely location occupied by the organization during the month in
question. This is accomplished via home-range analysis, which makes it possible to estimate
the home-range of a species. It is useful in the study of rebel organizations, as the core
assumption is that the chosen location is that which maximizes the ability of the group to
survive in the short-term (Krebs and Davies, 1997). Like animal populations, the geograph-
ical areas chosen by rebel organizations are not random, but are strategic decisions made
by group leaders and thus have an underlying spatial structure. By using this method to
12Note that these condtional effects are not the focus of the subsequent empirical chapters, but are ac-
counted for via research design strategies and control variables in the empirical models.
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determine the locations occupied by rebels, I am able to empirically explore why one location
is chosen over another. In addition, the construction of home-range profiles provides infor-
mation pertaining to the size of the geographic area occupied by each rebel organization,
and also the range of movement observed month-to-month during periods of civil conflict.13
In addition to the construction of a geo-referenced dataset that uses individual rebel
organizations as the unit of analysis, it was also necessary to operationalize the characteristics
of the locations occupied by the groups. The influence of each local-level factor on rebel
behavior is examined in isolation, as well is together by creating a spatial index of geographic
space conducive to rebel behavior. The notion being that it is the combination of factors at
a given location that makes it more desirable to rebels.
Using this data, the various hypotheses (which are developed in Chapter 2) are tested
using a series of spatial regression models and some estimation strategies borrowed from
ecology. Specifically, ecological niche factor analysis (ENFA) is employed in order to better
understand why rebels choose one location over the potential alternatives. In addition to this
approach, spatial regression models are used to estimate the influence of local shocks on rebel
relocation and subsequent behavioral changes. This includes the domestic sources of local
shocks and transnational sources, such as interstate conflict and peacekeeping deployments.
Notable findings produced by this project, very briefly summarized, are as follows:
• Empirical evidence suggests that rebels do strategically select geographic locations
based on the amount of physical security they provide, as well as the extent to which
they ease resource acquisition.
• The relationship between rebel movement across geographic space is curvilinear – at-
tacks occur at moderate levels of movement.
• Rebel relocation is associated with deteriorating local conditions. During these periods,
13These home-range profiles, along with information about each rebel organization for each month they
were active, will be made available via an R package entitled rGIS shortly after the dissertation defense.
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organizations who are weaker relative to the national government are more likely to
target civilians.
• Interstate conflict is associated with relocation when the group is stronger relative to
the national government, weaker organizations decrease their movement across geo-
graphic space.
• Interstate conflict that occurs in the context of deteriorating local conditions is asso-
ciated with increased civilian victimization at the hands of weak groups.
• Rebels that are weaker relative to the national government tend to remain stationary
when peacekeepers are deployed to their location in order to exploit the security-
enhancing benefits.
• Rebels that are stronger relative to the national government increase levels of civilian
victimization and are also more likely to kill peacekeepers when deployments occur
nearby.
1.5 Looking Forward
In Chapter 2, I elaborate on the theoretical framework briefly described above. It addresses
the factors that make a specific location conducive to rebel behavior, as well as those local-
level factors that organizations would prefer to avoid. The availability of space conducive to
rebel behavior is then discussed as an explanation of why some rebel groups behave in one
way, while simliar groups employ very different tactics during an ongoing civil conflict. Next,
the concepts of positive and negative shocks are further delineated with an emphasis on how
these factors might influence the decision of a rebel organization to abandon one location
in favor of another. It is during this discussion that an explanation as to why sudden shifts
in the behavioral profiles of armed non-state actors occur over time during civil conflicts.
Specifically, certain forms of negative shocks are predicted to produce an increase in violence
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against civilian populations. This chapter is then concluded by considering the role of
two transnational factors in this process: militarized interstate conflict and peacekeeping
deployments.
Chapter 3 provides a detailed overview of the research design. The chosen method for
accounting for local-level factors is discussed in great detail, as is the spatial technique used
to estimate where rebels are located during any given moment in time. The former, which I
refer to as the Conflict-Space Raster data (CS-Raster), provides month-to-month estimates
as to which locations are conducive to rebel behavior. The latter, which I refer to as the
Rebel Groups in Space data project (R-GIS), provides month-to-month estimates of where
African rebel groups are operating from during the 1990-2010 period.14 In this chapter,
each of the covariates that will be used in testing the hypotheses outlined in Chapter 2 are
described, as are the statistical estimation strategies that will be employed. Special care is
taken to note any limitations of the research design, and any robustness tests that will be
utilized are briefly discussed.
Chapter 4, 5, and 6 are the empirical chapters of this research project, and will thus
present the findings from the statistical models and discuss the implications. The focus of
Chapter 4 is the locations chosen by rebel organizations, and how each of the factors identified
can help explain why one location is chosen over another. In this chapter, the role of local
shocks in producing rebel relocation is also empirically tested. Chapter 5 tests the hypotheses
concerned with the influence of rebel relocation on the behavior of rebel organizations. In
particular, this chapter presents evidence of a significant difference between negative and
positive shocks in terms of subsequent behavioral changes on the part of rebel organizations,
as well as evidence that group strength matters in this process. Finally, Chapter 6 further
explores the relationship between peacekeeping deployments and shifts in rebel behavior. In
particular, the factors associated with rebel violence targeting peacekeepers, as well as the
14R packages are nearing completion that will make each data source downloadable for use in the study
of political violence at the local-level.
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correlates of the diffusion of violence across geographic space are considered.
Some concluding remarks are presented in Chapter 7. A summary of the findings is
provided, and some implications of this project are discussed. Several extensions to this
project are also proposed, most of which focusing on the importance of linking local-level
findings to state-level processes.
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Chapter 2
A Local-Level Theory of Rebel
Behavior During Wartime
Why do rebel organizations shift tactics over the course of a civil conflict? This chapter
argues that political violence, especially attacks targeting vulnerable civilian populations, is
a local-level phenomenon. As such, understanding why these tragic events occur when and
where they do requires an account of local-level characteristics. In particular, the strategic
decision of where to base operations from provides important insight into the tactics that
will likely be employed by armed non-state actors. Below, the argument is put forth that
rebels seek to maximize their probability of survival by occupying geographic locations that
are conducive to providing physical security and access to important resources. When the
level of protection and/or amount of resources available for acquisition is reduced, the theory
that is presented below predicts a strong incentive to relocate will result. This incentive,
especially when the group is weak relative to the government, is predicted to produce a
fundamental shift in the behavioral profiles of rebel organizations.
The role of the geographic locations occupied by armed non-state groups during wartime
has been taken for granted in the civil war literature thus far. The theory outlined herein fills
this gap by explicitly outlining why the location of rebels is vital in understanding why they
behave the ways in which they do. As is discussed in greater detail below, the reason for this
is that the level of security and resources a group has at its disposal directly influences the
range of potential strategies that an organization might employ. Thus, rebel organizations
who have access to local-level features that provide physical security and resources are more
apt to behave in accordance to achieving their end goals. Those organizations who do not
have access to security and/or resources, on the other hand, are relegated to do what is
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necessary to survive in the short-term. This often involves behavior that is not in the best
interest of the group, such as launching raids on villages in order to acquire resources.
This chapter first provides a brief overview of the dangerous environment that rebels
are forced to cope with during wartime. It is the fact that rebels are forced to operate in
this environment that produces the incentive to occupy geographic areas that have certain
features. This is followed by a description of the causal mechanism that is predicted to alter
rebel behavior – a fundamental shift in the amount of security and/or resources available
at a given locality. During this discussion the concept of local shocks is introduced, and
a distinction is made between negative and positive shocks. The next section develops a
theory of civilian victimization that is predicated on the movement of rebel organizations
across geographic space. The chapter is then concluded by applying this theoretical logic
to two transnational sources of local shocks: militarized interstate conflict and international
peacekeeping deployments.
2.1 Rebel Incentives During Wartime
Survival in the context of an ongoing civil conflict is difficult for rebel organizations. In
particular, the severity of the threat posed to these groups and the great uncertainty sur-
rounding the acquisition of resources are challenges that must be overcome. The most
common source of threat is the national government, which nearly always has a much larger
amount of military power relative to the rebels (Cunningham et al., 2009). If necessary,
the government also has the ability to mobilize significant levels of manpower and resources
in the name of putting an end to the rebellion. This is an advantage that states have, as
inherent in the process of establishing a governing body is the ability to extract rents in
the name of producing military armaments, increasing manpower, and investing in research
and development in order to promote technological innovation (Taliaferro, 2006). It is rare
that rebels have access to such benefits, which ensures that even if the government does not
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possess a preponderance of power during onset, the regime is capable of growing steadily in
power as the conflict evolves (i.e. enjoy relative gains).
In addition to the state-based threat, rebel organizations often have to cope with the
presence of other armed non-state groups. Examples of rebel-based violence are plenti-
ful, with one being the armed confrontations that occurred between the United Liberation
Movement of Liberia for Democracy (ULIMO) and the National Patriotic Front of Liberia
(NPFL) during the Liberian Civil War. ULIMO was formed by fighters who took refuge in
Sierra Leone, and re-entered Liberia in 1991 and was able to capture NPFL territory near
the diamond mines concentrated near Lofa and Bomi counties.1 These cases are not unique,
however, as in many cases rebels spend as much time and resources fighting other armed
non-state groups as they do the government (see Cunningham et al., 2009, page 572). The
reason that rebels are willing to dedicate such high levels of resources to this end, is that
the groups are often competing for resources and other materials that will aid them in their
battle against the government (Fjelde and Nilsson, 2012). This behavior is so prevalent
among rebel organizations that some communities have established their own armed groups
to combat the influence of other rebel organizations. One example is the Patriotes Resistants
Congalais Mayi-Mayi group (PARECO) in the Democratic Republic of the Congo, which
was formed to defend its constituency from other armed actors.2
There are also some extreme cases, especially when the rebel group in question has
committed some act that the international community deems unacceptable, when coalitions
of states seek to undermine the organization. More prominent examples of this include the
campaigns targeting the Lord’s Resistance Army (LRA) and the ongoing effort targeting
the Islamic State of Iraq and the Levant (ISIS). Intervention in an attempt to undermine
rebels is not restricted to coalitions of states, however, as in many cases third-party states
have been known to act alone in an attempt to undermine rebels. This tends to occur when
1Other examples can be found in Afghanistan, Democratic Republic of the Congo, Burma, and Sudan.
2New York Times - Notes from a Young American in Congo: A Rebel Speaks:
http://kristof.blogs.nytimes.com/2011/11/04/notes-from-a-young-american-in- congo-a-rebel-speaks/
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rebels are using territory as a safe-haven with the consent of the state, or when the rebel
organization in question is known to cross the border and inflict harm on the state or its
citizens (Gleditsch et al., 2008). In the former scenario, there is a strong incentive to target
the rebels because failure to do so might lead to an interstate dispute with the government
(Schultz, 2010). This is a costly prospect, as disputes that take this form are apt to be
severe, even relative to disputes that arise over territory (Reeder, 2014).
Security is not the only concern, of course, as resource acquisition is often difficult while
armed conflict is ongoing. Resources are especially important because they directly shape
the capacity of a rebel organization to continue fighting (Hazen, 2013). The difficultly in
acquiring resources is predicated on three realities: (i) the government and other actors
have an incentive to prevent easy access to resources that benefit the rebels, (ii) there is
great uncertainty surrounding the benefit that might be enjoyed by gaining access to a given
resource, and (iii) the ability of the government to prevent access, as well as the benefits
enjoyed via acquisition, are subject to ebbs and flows over the course of a civil conflict.
The incentive to prevent access is born out of a strong desire on part of the government
to undermine the opposition movement. As previously discussed, this can be accomplished
militarily, but can also be done by making acquisition more difficult. In most cases, the
method for doing so involves shaping policy around the source of resources currently sought
by rebels. By some accounts, for example, a large proportion of rebels organizations have
extracted and sold natural resources in order to fund their campaigns (see Le Billon, 2001;
Ross, 2004; Lujala, 2010). Examples include diamonds in Sierra Leone, timber in Burma,
gold in the Democratic Republic of the Congo, cocoa in the Ivory Coast, and ivory in
much of sub-saharan Africa. In order to profit from these goods, however, they must be
able to bring them to market. Without market access, natural resources are essentially
worthless to rebels operating in the context of civil conflict. Thus, in order to undermine a
opposition movements, governments can establish roadblocks, border controls, or sanctions
against potential buyers. This method also works in preventing small arms from reaching
33
rebel forces (Killicoat, 2007).
Not all resources are material, which requires different tactics on part of the government
if they hope to limit access. Political resources, in which there are political patrons who
are willing and able to provide support to rebels, is one such example. This might involve
providing material resources through channels that evolve in order to avoid interception
by the government. The material support provided to Liberians United for Reconciliation
and Democracy (LURD) during the Liberian civil war is one such example. Though, most
political support that occurs during civil conflicts involve allowing rebels to establish a safe-
haven across international borders. This has been observed in numerous cases, such as
Congolese rebels in Rwanda and Uganda, Uganda rebels in Sudan and the Congo, Burundi
and Rwandan rebels in the Democratic Republic of the Congo, among others.3 Finally,
diaspora communities often provide substantial financial support, as well as apply political
pressure on governing elites in their adoptive states. Tamil diaspora communities played
a large role in sustaining the opposition during the Sri Lankan civil war, for example (see
Chalk, 2000; Subramaniam, 2000).
The issue with politically-based resources is that there are significant costs, both in terms
of the supply and demand side of the equation. From the demand side, most third-party
support has strings attached that require that specific actions be taken if support is to
continue (Salehyan et al., 2011). This makes this option attractive for weaker organizations
who are desperate to maintain some ability to wage war. This incentivizes organizations
who grow more powerful over time, however, to abandon political support in favor of an
option that allows for more autonomy. Because rebel strength relative to the government is
apt to change, both in terms of objective measures of power and perception of power, there
is the potential that rebels might burn bridges over time as they sway between sponsorship
and non-sponsorship.4 The relationship also has the potential to turn on the rebels, such
3See Salehyan (2009) for more cases and a detailed discussion.
4Reputational costs are also likely a consequence of this incentive – in other words, other sponsors will
be less apt to provide resources to the group in question.
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as what took place in Sri Lanka when Indian support for Tamil rebels evolved into a rather
precarious partnership that eventually ended entirely (Smith, 1999).
With regard to the supply side, the third-party partner risks becoming involved in re-
peated incidents of militarized conflict with the government (Gleditsch et al., 2008). The
reason is that ongoing third-party support decreases the probability of settlement by in-
creasing the ability of rebels to wage war. As such, the national government has a strong
incentive to put an end to third-party support in order to make the opposition vulnerable
and less able to recruit and thrive in the unstable domestic environment. This explains why
the two forms of third-party involvement in civil wars that are most associated with bene-
fiting rebels, direct intervention and interstate coercion, are apt to produce severe interstate
conflict that is comparable in magnitude to territorial disputes (Reeder, 2014). Becoming
involved in severe episodes of militarized conflict also has the potential to produce audi-
ence costs, as there might be a backlash domestically as the military is given precedence
over public services (see Iqbal, 2006, 2010; Reeder and Reeder, 2014, for a discussion of the
consequences for public health).
The incentive of a government to limit access to important resources is not the only
obstacle. There is also a need to determine which resources to seek without perfect infor-
mation. Is it worth it for rebels, for instance, to suffer the costs associated with fighting for
a geographic location where lootable diamonds are available if there is uncertainty whether
or not they will be able to get the goods to market? Similarly, the price of a natural re-
source now will not be the price of that resource in the future. Thus, the perceived benefit
at the time might not be realized following acquisition. This is especially true because the
government would prefer to limit access to those resources that will benefit rebels the most.
The fight over access to diamonds in Sierra Leone, for instance, were often severe and led
the Revolutionary United Front (RUF) to retreat into the forests. The reason that these
resources were given precedence over others, is that they were the primary source of rebel
revenue for much of the civil conflict. Though the RUF were able to profit, there were
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points in time in which they suffered costs with little financial return because of government
pressure (Metelits, 2009).
Finally, the amount of resources that rebels are able to extract over the course of a civil
conflict are subject to ebbs and flows. The first reason for this is the back-and-forth that
takes place between rebels and the national government, in which the government seeks to
prevent armed non-state actors from being able to secure a variety of different resources
over time. As the benefit enjoyed by rebels increases, the likelihood that the government
attempts to cut off the supply increases, as well. This includes material resources such as
access to diamonds, croplands and timber, as well as political support such as a neighbor
allowing rebels to operate from their territory. The second reason for ebbs and flows are
price shifts in markets that are rooted in the global economy, or occur because outside actors
are acting in an effort to undermine rebel funding. This might take place by deterring the
sale of “blood diamonds,” for instance. Or, by putting political pressure on those who would
import the goods in question.
By some accounts, coping with these ebbs and flows is the most important goal task
of armed non-state groups because without resources rebellion cannot continue (Metelits,
2009). This is why a significant decrease in resources is often accompanied by behavior
that most would argue is not in the best interest of the group. The Revolutionary Armed
Forces of Colombia (FARC), for example, began to commit acts of violence against civilians
in the face of government repression in order to acquire resources even though it led to
a dramatic reduction in popular support for the group (Metelits, 2009). The difficulty
associated with resource acquisition is likely also part of the reason that a large proportion
of rebel organizations are willing to accept third-party sponsorship, even though it places
important limitations on group behavior (see Salehyan et al., 2011, for a discussion).
The importance of both physical security and resources during wartime incentivizes
groups to do whatever is necessary to meet the needs of the group. Likewise, from the
perspective of the national government (and perhaps other actors), there is a strong incen-
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tive to prevent armed non-state groups from overcoming these obstacles. The evolution of
a civil conflict, therefore, may be conceptualized as this interaction that occurs among the
parties to the conflict. The easier it is for a rebel organization to gain access to physical
security and resources, the more likely that the campaign against the government will con-
tinue. Much in the same vein, a government that is able to prevent rebels from meeting
these basic requirements for rebellion inherently raise the costs on those involved, which
has the potential to gut the movement by undermining recruitment and efforts to establish
relationships with civilian populations at specific localities.
The source of these costs imposed on rebels are the violence and insecurity faced by rebel
group members. If physical security is not guaranteed, for instance, members of the rebellion
will be more likely to be killed by government forces. Similarly, civilians who cooperate with
rebels will be more apt to suffer at the hands of government forces. This implies that
cooperation between the regime and civilians will increase, which will also make it more
likely that those involved in the opposition movement will be identified. Identification risks
having those close to individual members, such as family and friends, imprisoned or killed
by those operating under orders issued by the current regime. This is a real risk, as in the
context of an ongoing civil conflict civilians are often caught in the middle of the contentious
interaction and are often killed due to a perception that they are favoring one side over the
other (Kalyvas, 2006; Balcells, 2010).
Preventing rebels from acquiring resources has a simliar influence on the rebellion, as the
benefits associated with participation are limited. This means that recruitment efforts will
not be predicated on the promise and wealth and prosperity, but will instead need to focus
on the overall goal of the movement or guarantees that certain human rights abuses will be
tolerated (see Gates, 2002; Weinstein, 2005, for a discussion of rebel recruitment efforts).
Recruitment is further complicated by the costs that it might impose on individuals. Without
access to wealth that is necessary to survive at a personal level (and in many cases, support
a family), potential members must be willing to sacrifice their livelihood in the name of
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participation. Scenarios such as these mean that it will be difficult to attract members,
which puts the short-term survival of the group at risk.
At the group-level, failure to acquire resources undermines the ability of rebels to wage
war. This is not only because access to resources includes military armaments, manpower
and other necessary tools, but also because the inability to feed rebel troops makes it more
difficult to maintain discipline. This increases the probability that the group, on a whole,
begins to behave in a manner that might undermine the end goals of the movement. This
includes raiding villages in order to acquire resources, the use of indiscriminate killing during
these raids, kidnapping for ransom, and the use of sexual violence (see Bakke et al., 2012,
for a brief discussion of discipline in rebel organizations). In addition, the likelihood that
the group splinters into other sub-groups is apt to increase during these periods as some
members become apprehensive about the behavior of their peers.
Overcoming the challenge of physical security and resource acquisition, therefore, is a
central goal among all rebel organizations engaged in civil conflict. Doing so is not only
a necessary condition for survival, but it will also allow the group in question to act in
accordance with group goals. Because political violence is a local-level phenomenon, it is
necessary to understand what specific local-level factors can assist rebels in overcoming these
obstacles and why it is often so difficult to do so. In the following section this is explicitly
addressed, with an emphasis on developing a theory as to why rebels choose to occupy the
geographic locations that they do.
2.2 The Political Geography of Survival
Explicit in the above logic is that rebel organizations will seek to occupy locations where
physical security and resource acquisition is possible and relocate when there are sudden
changes to the amount of security and/or resources available. In order to explain which
geographic spaces are likely to be preferred by rebels, I employ the concept of pull and
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push factors. Pull factors are those that tend to attract rebel organizations because of the
availability of vital and/or strategic resources, or due to an ability to enhance group security.
Push factors, on the other hand, are those factors that push rebels away from a given location
because the current conditions put the group at risk and prevents them behaving a way that
is conducive to securing group survival. In other words, pull factors are those associated with
security and/or resources, whereas push factors are those associated with the lack thereof.
In this section, a series of push and pull factors are discussed and placed into one of two
groups: security-based factors and resource-based factors.
2.2.1 Security-Based Factors
As highlighted by previous work on civil war violence, security during wartime is usually
extracted from the local environment. In particular, mountainous terrain and forest cover
have been linked to the onset and escalation of domestic political violence in some state-
level analyses (Buhaug and Gates, 2002; Fearon and Laitin, 2003). These locations tend
to attract combatants because they provide a sense of physical security. Rebels are able
to employ what amount to ‘hit-and-run’ tactics, in which they attack government forces or
civilian populations and then retreat to terrain that is difficult to navigate. Any effort to
pursue or root out the groups that occupy these locations is likely costly, as the positions
are defensible. The RUF, for example, often speaks of the forest as their ‘savior’ due to the
security it has provided.5 As such, mountainous terrain and forested areas are considered
pull factors, in that they are likely to attract armed non-state groups who are seeking to
avoid being sanctioned by the regime in question.
The role of the third security-based factor, international borders, is well-documented
(Salehyan, 2008, 2009; Salehyan et al., 2011). According to this literature, international
borders provide physical security by allowing the group in question to establish safe-haven
5A detailed discussion of the importance of forests can be found in the RUF manifesto: www.sierra-
leone.org/AFRC-RUF/footpaths.html
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in another state’s territory. Operations are thus conducted in close proximity to the border
so that rebel troops can quickly retreat across the border in order to avoid being sanctioned
by the government they are fighting. This arrangement between rebels and a third-party
can be voluntary, or may exist simply because the third-party state lacks the capacity to
prevent the rebels from maintaining a base in their territory (Salehyan, 2009). In any case,
pursuing rebels across international borders increases the likelihood of interstate conflict,
whereas continued third-party support often leads the government to aggressively target the
third-party state in an effort to raise the costs associated with allowing rebels to operate
within their territory (Schultz, 2010; Reeder, 2014). Thus, international borders are not
only a pull for rebels because they provide safe-haven, they are also a pull because it might
also force the government to dedicate resources to fighting an external state. This will
reduce the amount of resources the regime can dedicate to combating the rebels, increasing
group autonomy is those spaces that once were subjected to state violence and government
repression.
Implicit in this discussion is that rebels would prefer to avoid any area where the gov-
ernment is able to exert its power. Even if rebels choose to base operations from a location
where government forces are absent, for example, the risk of the government quickly de-
ploying troops would likely prove to be far too risky for a group concerned primarily with
survival. This provides a strong incentive on part of non-state actors embroiled in civil
conflict to seek out those geographic spaces that have been described by some scholars as
being ‘black spots’ or ‘ungoverned spaces’ (see Rabasa et al., 2007; Stanislawski, 2008). At
these locations rebels enjoy more autonomy and are sometimes able to begin functioning as
shadow states (Reno, 1998), hybrid political orders (Fischer and Schmelzle, 2009), or engage
in warlordism (Marten, 2006). By doing so, rebels are able to establish more reliable mech-
anisms to acquire resources, and are also more apt to connect to the international system
much in the same way that states do (Vinci, 2008). All of which increases the probability
of survival.
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From this discussion, the following hypothesis is proposed:
Hypothesis 1 Rebel organizations will prefer to occupy locations that provide them with a
sense of physical security. This includes: (1a) forested areas, (1b) mountainous areas,
(1c) localities near international borders, (1d) away from areas with high levels of state
capacity., and (1e) away from locations in close proximity to government repression.
2.2.2 Resource-Based Factors
The pull of natural resources on rebel organizations, the next economic factor, is well-
documented empirically. In addition to the large-N analyses that have confirmed a positive
relationship between natural resources and the dynamics of political violence (see Lujala,
2010, for an overview), there is a large body of qualitative work that has documented the
importance of natural resources to combatants on a case-by-case basis (see Le Billon, 2001;
Samset, 2002, for a few examples). Consistent with this work, this theory argues that
natural resources are a strong pull for rebel organizations. Phrased using the terminology of
contemporary civil war studies, both groups motivated by greed and grievance have strong
incentives to occupy these areas (see Collier and Hoeﬄer, 2001, for the logic). For rebels
driven by greed, natural resources provide a source of significant wealth and can also assist
in recruiting other members with the promise of financial rewards (Weinstein, 2005). For
those groups motivated by grievance, the wealth can be used to provide social services to
the population that the regime has chosen to exclude, or simply be a source of revenue that
is able to sustain operations for a prolonged period of time. Though the location of these
resources are relatively static,6 the market value of natural resources is apt to change over
time. This is especially true in the context of civil war, as violence has the potential to
fundamentally alter the production of some resources (Mitchell and Thies, 2012).
6This depends on the resource being considered, of course. If the drug trade is thrown into ‘natural
resources’ this is not the case. Also, there are often new discoveries of petroleum or minerals that increase
the amount available to rebels.
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The second economic factor, which is considered to be a pull factor, is the amount of crops
being produced at a given location. There are several accounts of rebel organizations who
have essentially adopted a ‘hunting and gathering’ method to acquiring vital resources. The
benefit to operating near areas where crops are being produced are twofold. First, it alleviates
some of the difficulty with maintaining supply lines that are necessary to sustain troops as
combat operations are ongoing. This is especially salient in the case of weaker groups who
lack the institutional structure or leadership necessary to make sure that supplies are being
supplied to where they are most needed. Relying on local food sources allows rebel troops
to stray from the group’s home base without much fear of going hungry. Second, high crop
yields imply the presence of civilian populations engaged in agricultural activities. Civilians
such as these are highly attractive to rebels because they are apt to live in rural environments
that are relatively far away from centers of state power and control, and also because the
benefits associated with establishing rebel-civilian relations are higher relative to civilians
that do not participate in the production of resources. In addition, if the rebels became
desperate there is ample opportunity to simply pillage the food sources in order to survive.
The final pull factor that is predicted to supply resources to rebels are locations where
acts of political expression are ongoing. Political expression are anti-state acts perpetrated
by civilians with the aim of expressing their discontent with the national government. These
can include protests, riots, sit-ins, boycotts of government goods, and other related activities.
The presence of these actions signal to rebels that the likelihood of establishing relationships
with civilian populations is relatively high. As is the opportunity to attract new recruits
and funds from the civilian population at these locations. There is an incentive, therefore,
to seek to move to these locations if the group in question can benefit from civilian support.
From this discussion, the following empirical expectation is derived:
Hypothesis 2 Rebel organizations will prefer to occupy locations that provide them with
access to resources. This includes: (2a) diamond mines, (2b) croplands, and (2c)
near acts of political expression.
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2.2.3 Considering Combinations of Local-Level Factors
Determining which geographic locations are conducive to rebel behavior will not likely be
predicated on a single factor – rather, various combinations of pull factors might attract
rebel forces. The reason for this is that one factor might be able to substitute for another. If
rebels were to lose third-party sponsorship, for example, diamond mines might become more
attractive as a consequence. In much the same vein, losing access to a densely forested area
might prompt a rebel organizations to seek out an international border in order to achieve
some sense of physical security.
In addition to substitution effects, there is also the possibility that the benefits provided
by the presence of one pull factor is worth the costs that might be imposed by some specific
push factors. If having access to another state’s territory by operating near a border region
is deemed to be essential for survival, for instance, rebels might be willing to remain at
that location even in the face of increasing government repression (via the government or
external state). This is especially likely to be true when a strong incentive exists for rebels,
such as those formed along ethnic lines. These groups have a strong incentive to remain
in close proximity to their ethnic kin in order to provide protection. Doing so also allows
the group to recruit, coordinate, and engage in other activities that enhance their ability
to survive. Even though the location of their kin may not be near some local-level features
that would prove to be beneficial, these groups are still likely to choose these locations as
a base of operations. This was observed in the case of the SPLA in South Sudan, as they
often suffered significant costs to retake cities that the government captured (Rone, 1994).
2.2.4 The Importance of Group Strength
The behavior predicted above is conditioned by the strength of the rebels relative to the
national government. Rebel organizations who are stronger relative to the national govern-
ment are less apt to be concerned with physical security, as the level of threat imposed is not
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severe enough to threaten survival. Weaker groups, on the other hand, are likely to seek out
those locations that provide physical security and resources because they likely lack other
means to cope with these problems that are inherent in waging rebellion.
This is consistent with recent work that differentiates between stronger and weaker
groups, and finds strong empirical support that the latter behave fundamentally differ-
ent vis-a-vis the former. This difference is usually predicated on resource availability and
security concerns. There is evidence, for instance, that weaker rebel organizations target
civilian populations because they suffer from collective action problems (Wood, 2010). This
is because they lack the resources necessary to provide incentives to members and are thus
forced to rely upon violent tactics (also see Azam and Hoeﬄer, 2002; Kalyvas, 2006; Kalyvas
and Kocher, 2009). Notably, evidence is also presented that only weaker groups increase
violence against civilians when government repression takes place. Stronger groups are able
to cope with this and behave in a manner that is more conducive to realizing the group’s
end goals.
These recent findings have been supplemented by other work. Wood (2013), for in-
stance, further delineates this incentive for civilian victimization by arguing that the source
of support matters. Rebel organizations who rely on resources locally, usually from civilian
populations, are less likely to attack civilians if they are stronger relative to the national
government. In contrast, when the source of rebel support comes from a different source,
the more powerful the insurgent group the more frequent and severe the attacks against
civilian populations become. Thus, the role of group strength in explaining violence against
civilians is conditional on the resource acquisition process on a group-by-group basis. This is
consistent with the evidence provided by Hazen (2013), as well as research using event data
that shows that weaker armed non-state groups who are competing with stronger groups
are often relegated to killing civilians in an uncertain environment characterized by finite
resources (Raleigh, 2012). It also fits nicely with the work of Weinstein (2007), who argues
that rebels who are dependent on civilians are less likely to brutalize those that they depend
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upon.
In the literature, therefore, there is growing evidence that group strength matters. These
findings are especially salient when outlining the incentives concerning where rebels are likely
to operate during wartime. Because of this, I propose the following hypothesis:
Hypothesis 3 The stronger the rebel organization relative to the national government, the
more likely that they will operate away from areas that are conducive to rebel behavior.
2.3 Local Shocks and Rebel Movement
Though the above explains why rebels choose to operate from the geographical locations
that they do, it does not explain why a group would choose to relocate. Briefly stated,
rebel organizations will prefer to operate from locations where the total influence of pull
factors are greater relative to the sum influence of push factors. This, as described above,
is because it is these locations offer a higher probability of survival – in other words, rebels
will have the autonomy to behave in a manner that is conducive to achieving their end
goals. The process of finding and occupying these spaces, however, is not as simple as it
seems. Many of the push and pull factors identified in the above discussion are not static
over space and time; rather, several are subject to sudden change that can dramatically
alter the amount of security and/or resources available at a locality. I refer to these sudden
changes as local shocks, which are defined as any factor that produces a sudden change in
the local environment occupied by a rebel organization. These local shocks can be sudden,
such as the onset of government repression or state violence. Or, take place over a longer
period of time, such as the consequences for crops and water supplies that often result from
an intense heat wave.
According to this logic, local shocks have the potential to take two forms. The first,
negative shocks, are those in which the locality occupied by a rebel organization becomes
less conducive to rebels. This means that the amount of physical security and/or resources
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at the location in question decreases, which reduces the probability that the group can
survive. This produces a strong incentive to relocate in order to find a new locations where
the group might be better off than it would be if they remained stationary. Though a group
need not heed the incentive to relocate, not doing so has the potential to be disastrous.
This essentially socializes groups to relocate under these conditions, or risk extinction.7 For
all intents and purposes, therefore, this movement may be conceptualized as being forced
relocation. From this, I derive the following:
Hypothesis 4 Rebel organizations will be more likely to relocate during periods of negative
shocks.
Contrary to negative shocks, positive shocks are instances in which conditions for rebels
improve at a given locality. In other words, the amount of security and/or physical security
has increased at the location that they occupy. This increases the probability of survival and
produces an incentive that is opposite of that present during periods of negative shocks –
namely, that the organization should remain at the current location and enjoy the improved
conditions. From this, I derive the following:
Hypothesis 5 Rebel organizations will be less likely to relocate during periods of positive
shocks.
It is notable, however, that there are other factors that might influence the decision to
relocate during the onset of a local shock. Or, stated differently, it is possible that the decision
to relocate is conditioned by the experience of the group in the locality. If, for instance, a
rebel organization has become entrenched at a given location and has begun establishing
social services, relocating might be unlikely even in the context of a negative shock. Group
goals and structure also play a role here, as secessionist groups might be unwilling to abandon
7This is not unlike the socialization argument put forth by Waltz (1979). In Theory of International
Politics he argues that states are free to ignore the constraints imposed by anarchy, but will likely not do
so because that would risk disaster.
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the territory that they hope to govern. In the same vein, ethnically-based groups may be
unlikely to leave their ethnic kin as they are often a vital source of funding, and there is
often an expectation to protect one’s kin. To take one example, the SPLA in Sudan lost one
of their strongholds of Bor to the Sudanese government in 1992. In response, they launched
a counterattack in order to regain the city and prevent the government from killing those
civilians loyal to the SPLA (Rone, 1994) – a risky move that would likely not have been
made if they had not become so entrenched in the area.
2.4 Rebel Movement and Civilian Victimization
Relocation is not a simple process, but represents a significant strategic decision that fun-
damentally alters the menu of options available to a group. There are three core reasons
why this is the case. First, movement across geographic space can potentially devastate an
opposition movement. By relocating, rebels are abandoning any local-level feature that pro-
vided physical security, access to resources and are forced to sacrifice any other investments
that they have made in the local community (i.e. deal with losing sunk costs). During peri-
ods of movement, therefore, rebels are especially vulnerable because the level of uncertainty
surrounding both resource acquisition and security has increased dramatically. If a rebel
organization fails to reach an area that is more conducive to survival, or perceived a location
to be more suitable than it actually was, there is an opening for the national government
(or some other actor) to target the organization. Doing so will make survival more difficult,
as recruitment will decline as the costs associated with membership increases. There is also
an increased likelihood that members will defect in order to avoid the costs being imposed
by the more powerful actor.
The second reason why relocation is a costly action has to do with the strategic limi-
tations it places on the group. Not only are groups that relocate more vulnerable because
they are losing access to the local-level features that they once enjoyed, but they are also
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placing notable limitations on how they might respond to an event that takes place during
the relocation period. Stationary groups, for instance, have many more options at their
disposal vis-a-vis organizations that are on the move because they have access to security-
enhancing features and likely have an established source of resources. Depending on how
long they have been occupying the location in question, there is also the possibility that
they have established relationships with local civilian populations. The presence of these
factors affords the group in question the autonomy to continue their campaign against the
national government and any other actor that is impeding the group from attaining their
end goals. Because basic needs are met, stationary groups might also choose to engage in
institution-building or other non-violent actions that further improve the prospects of group
survival.
Groups on the move, on the other hand, are usually entering territory where there is
uncertainty surrounding the most reliable sources of security and vital resources. They have
also not had an opportunity to work with civilian populations, which means that they will
not be able to rely on civilian-rebel relationships to survive the current period. There is also
little incentive to begin to establish institutions, as there is a real possibility that the group
will not be choosing the current area as the location to occupy. When push comes to shove,
therefore, rebels that are engaged in relocation will be more likely to emphasize short-term
survival over other ends. This might lead to the use of suboptimal tactics, as they are not
in the best interest of the group. This includes coercing civilians into providing aid, and
perhaps even killing in the process. This occurred when government pressure increased on
FARC (Metelits, 2009), was observed early in the Sri Lankan civil war when survival was
difficult for the LTTE (Swamy, 2002), and is likely the reason for surges in violence against
civilians by the Sudan People’s Liberation Army (SPLA) in Sudan (Arnold and LeRiche,
2013).
The final reason that relocation is costly for rebels is the notable uncertainty surrounding
the process. The decision to relocate in the context of war requires some sort of decision-
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making regarding the likely target location. The assumption being, that this new location
will provide the group in question with a renewed sense of physical security and access to
the resources that are needed for survival. The issue with this assumption is that rebels are
not currently near the new area, and thus have no sense as to what the group will encounter
upon arrival. In addition to this reality, there is the possibility that a local shock will occur
during the movement period. This means that the chosen location will be fundamentally
different than what was anticipated. This risk, therefore, is that the organization in question
will make themselves worse off rather than better – something that further decreases the
likelihood of survival.
Because relocation is potentially costly for rebels, it is unlikely to occur in cases in which
there is not increasing pressure on rebels and the rebels possess relatively good information
about the target area. All else equal, armed non-state actors would prefer to occupy a given
locality for an extended period of time, as entrenchment can only increase the probability of
group survival.8 The exception to this are moments in which positive shocks occur in close
proximity to a rebel organization. During these periods there is an opportunity to improve
the prospects of survival by relocating to the location where the difference between the pull
and push factors is greater relative to the current location. If the area in question is directly
contiguous to the locality occupied by rebels, there is also an incentive to expand in order
absorb the new territory.9 This should only take place, however, if the group is certain that
the potential costs of doing so are lower when compared to the perceived benefit. Thus,
rebels will only engage in relocation in the absence of a local shock if the group can continue
to behave in a manner that is in the best interest of the organization.
It is during periods in which negative shocks occur, therefore, that there is likely to be a
fundamental shift in the behavioral profile of a rebel organization. During these moments,
rebels are essentially forced to abandon the location in question. This creates an environment
8This is evident in the frequency of institution-building observed among rebel organizations.
9Note that spatial expansion is not explored in this dissertation, but instead is an extension that may be
explored in a later project.
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plagued by uncertainty regarding physical security and the acquisition of resources. The
probability that the group in question is relegated to coercing civilian populations into
providing support is likely to increase. This is especially true for weaker organizations, as
the extent to which their options decrease as a consequence of movement is greater relative
to stronger groups.10 In particular, not only do stronger organizations have a larger portfolio
of resources, but they are also more capable of confronting government forces military and
are also apt to occupy a larger geographic area. Basing operations from a larger area implies
an ability to move away from one location while still enjoying the benefits of having access
to important local-level features. Thus, they are able to pull out of the location under threat
while still being able to secure themselves and access important resources. This leads to the
following empirical prediction:
Hypothesis 6 Movement that occurs in the context of negative shocks will be associated
with an increase in the use of violence against civilian populations by weak rebel orga-
nizations.
Like the decision to move across geographic space, the use of violence is a costly action
that requires time, effort, and resources. There is, therefore, a limit on how frequent and
severe violent action can be during periods in which relocation is taking place. This implies
that the relationship between relocation and the use of violence against civilians during
periods of negative shocks is nonlinear – it should increase as movement increases, but
decrease as movement becomes extreme. In other words, rebels will be apt to attack civilians
during periods of movement, but not if they are dedicating all of their time and energy to
finding a new location that is conducive to rebel behavior. From this, the following empirical
prediction is proposed:
Hypothesis 7 There will be an inverse-U relationship between movement across geographic
space and the use of violence against civilian populations by rebel organizations.
10This is evident by several studies which have highlighted the importance of group strength in conditioning
civilian victimization in the context of civil conflict (as already cited).
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2.5 Transnational Sources of Local Shocks
The logic above discusses the role of domestic factors in conditioning where rebels operate
from and under what circumstances relocation makes sense. As is evident by the civil war
literature, however, very few internal conflicts are isolated from the influence of global politics
and outside intervention. In this section, I discuss two potential transnational sources of
local shocks and theorize about how they might influence the local environment occupied by
rebels. Doing so can provide insight into how interactions between states, and international
efforts to end civil war violence, might influence armed non-state actors.
In particular, I apply the main causal mechanism outlined above – the onset of local shocks
that incentivize rebel organizations to relocate in order to find a locality more conducive to
rebellion. Doing so will increase the likelihood of survival during an ongoing civil conflict,
but will require behavior that is not in the best interest of the group. This is predicted
to be especially true of weaker organizations, who have a much smaller portfolio of tac-
tics/strategies available when relocation is ongoing (and, in general). In the discussion that
follows, therefore, specific components of interstate conflict and peacekeeping deployments
are identified that are apt to give rise to local shocks.
2.5.1 Militarized Interstate Conflict
The logic outlined above has been applied to factors that are, for the most part, endogenous
to the civil war. Political factors that push and pull rebels to specific locations, for instance,
tend to evolve alongside the war itself. State violence, government repression, and political
expression are all intimately related to the civil war, which explains why they are predicted
to be the factors associated with the location and movement of rebels across geographic
space. Civil conflicts, however, are rarely isolated to the host country. Rather, there are
several transnational dynamics that have the potential to alter every phase of the conflict
under consideration. Some of these transnational features are also endogenous to the civil
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war, such as the role of refugees (Salehyan and Gleditsch, 2006), cross-border safe havens
(Salehyan, 2009), third-party sponsorship (Salehyan et al., 2011), and the diffusion of violence
across international borders (Buhaug and Gleditsch, 2008). There are others, however, that
are exogenous to the civil war and are often out of the control of the combatants embroiled
in conflict.
Exogenous shocks, be they negative or positive, are significant to the dynamics of war
because they are, in many cases, out of the control of all involved parties to the conflict.
Such events influence the evolution of rebel-government interactions, often without the con-
sent of either party. One such example, interstate conflict, warrants consideration in this
study because it is commonplace during internal wars (Gleditsch et al., 2008). Not only
are contentious interactions between states more likely when civil conflict is ongoing, but
they are also apt to recur and become serious threats to regional security (see Schultz, 2010;
Reeder, 2014). This is especially true when the host state is involved in an active rivalry,
as the internal conflict provides a useful vehicle for the third-party rival to undermine the
regime (Salehyan, 2010).
As an external state becomes involved in militarized conflict with the host country,
resources are diverted away from the civil war in an attempt to cope with an external
threat. This reduces the amount of ‘push’ a government can impose on the geographic space,
increasing the amount of autonomy enjoyed by rebel organizations.11 On the other hand, if a
regime decides to ignore the external threat and continue using a large proportion of available
resources to engage rebels, they risk setting a dangerous precedent – any external challenge
that occurs during a civil war will not be met with a response. Thus, the government has
a difficult decision to make – they can either continue to suppress the rebellion in order to
increase their probability of victory in the civil war, or divert resources in order to respond
to the external challenge (while also potentially deterring future challenges by setting a
11This is especially the case in autocratic regimes because they have a higher baseline of repression
(Henderson and Tucker, 2001; Regan and Henderson, 2002)
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precedent for responding to aggressive challenges).
The choice that the national government makes is likely predicated on the level of external
threat and/or the salience of the issue at stake. A salient issue in which the third-party
adversary has mobilized forces is likely to prompt a militarized response from the government
because such an act has the potential to undermine national security. Evidence suggests that
in scenarios such as this, states have a tendency to respond in a resource-intensive manner.
Territorial disputes, for example, are more prone to escalate and thus tend to produce more
fatalities when compared with disputes that arise over other issues (Hensel, 1996; Senese
and Vasquez, 2003). It is also notable that interstate rivalry is often born out of interstate
competition related to territory (Diehl and Goertz, 2000), which implies that states are
willing to dedicate a significant amount of resources over a prolonged period of time in order
to pursue a desired outcome. This implies that disputes that arise over certain issues might
be more apt to lead to a response on part of the government. The empirical evidence suggests
that along with territory, some forms of disputes that are born directly out of the war itself
can produce an extremely aggressive reaction (Reeder, 2014).
The onset of interstate conflict that leads to a diversion of resources away from fighting
the civil war in favor of responding to an external threat might influence the behavior of rebels
in a number of different ways, depending on where the conflict is occurs. Interstate conflict
that occurs inside (or, in close proximity) of the geographic space occupied by a group will
likely lead to an influx of government resources and manpower. Like government repression,
this will impose hierarchy at that location, limiting the menu of tactics/strategies available
to the group. This sudden decrease in the organization’s ability to employ the strategy that
best guarantees its survival will provide an incentive for the group to seek a more favorable
geographic location.
It is not only the reduced menu of tactics/strategies that likely push rebels away from
locations in close proximity to where interstate conflict has occurred. Indeed, with the birth
of an external threat comes an increased likelihood that the regime in question will begin
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to increase state repression as a direct consequence (Regan and Henderson, 2002). This is
especially true of regimes experiencing civil wars at the same moment in time, as a segment
of the population already has the means and willingness necessary to fight. Thus, interstate
conflict not only has the potential to produce an influx of government resources to a specific
area, but it also makes the government more apt to target rebels and those who they perceive
to be affiliated with them.
Militarized interstate conflict that occurs in close proximity to the geographic space
being used by rebels, therefore, will constitute a negative shock.12 From this, the following
is derived:
Hypothesis 8 Interstate conflict that occurs in close proximity to the territory occupied by
rebels will be associated with rebel relocation.
Per the theoretical logic outlined previously in this chapter, the level of civilian victim-
ization that occurs as a direct consequence of relocation is conditioned by group strength.
Weaker organizations who are forced to cope with a negative shock are predicted to be more
likely to increase their attacks on civilians because of growing uncertainty surrounding secu-
rity and resource acquisition. Stronger organizations, on the other hand, are more capable
of coping with relocation that occurs as a consequence of negative shocks because of their
ability to militarily compete with government forces, as well as the relatively large portfolio
of resource acquisition options. From this, the following hypothesis is proposed:
Hypothesis 9 Movement that occurs because of interstate conflict will be associated with an
increase in the use of violence against civilian populations by weak rebel organizations.
2.5.2 International Peacekeeping Deployments
The bulk of the literature on international peacekeeping seeks to determine whether this
conflict management strategy is successful (see Fortna, 2003, 2004, 2008, for examples). In
12The exception to this expectation are cases in which a third-party state initiates a conflict on behalf of
the rebels.
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other words, does the deployment of peacekeepers to a given country lead to the cessation
of violence, which in turn, might make the settlement of the conflict more likely? Or, if
a some form of settlement has already been reached, do peacekeepers assist during the
implementation of a ceasefire or peace agreement? As is appropriate given the question at
hand, this work is at the state-level as it is concerned with the outcome of civil conflicts.
Disaggregated work that does look at where peacekeepers are deployed are relatively
rare, but are becoming more common in the literature. By shifting the unit of analysis
away from the state and to a lower-level of analysis, scholars are able to explore several new
questions. The first, and perhaps most fundamental, is where are peacekeeping sent within a
country once a mission is approved? Using data from the Democratic Republic of the Congo,
Townsen and Reeder (2014) find that peacekeeping forces tend to target violent events that
are most related to their mandate – namely, battles between rebels and government forces
and areas where civilians are being victimized. This finding is consistent with the work of
Powers et al. (2015), who find that peacekeepers cluster spatially around rebel-government
battles and where violence against civilians have occurred. Finally, Costalli (2013) looks to
see whether or not peacekeepers are effective at the local-level and finds that they are.
The issue with the work cited above is twofold. First, despite the availability of data
that is recorded daily, all three studies temporally aggregate the data and conduct their
analyses yearly. Much is lost in this decision, as the inferences made are subject to criticism.
It is difficult to say, for instance, that peacekeepers cluster to violent events when there
is a real possibility that the peacekeepers arrived before the violent event was observed.
Second, there is no distinction made among different actors. The focus of disaggregated
work is on ‘violence’ and does not seek to account for which specific actors were involved.
The underlying assumption, therefore, is that violence is created equal and that no variation
should be expected regardless of who is involved in the act.
For the purposes of the theoretical logic presented here, the timing of violent events and
the arrival of peacekeeping forces is vital in understanding how site-specific deployments
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might influence local conditions (i.e. has the potential to produce local shocks). As is
information about which specific groups are in close proximity to the deployments, because
the subsequent reaction is apt to be conditioned by group strength. Finally, the specific
aims of the peacekeeping deployments are likely to be important as well – those whose aim
is to disarm a group, or prevent it from operating in a certain way, will likely influence
rebel behavior much differently relative to those that are simply monitoring missions. It is
important, therefore, to differentiate between the purposes of different deployments in order
to understand the potential influence on the localities occupied by rebels.
In accounting for the timing, specific groups involved and stated purposes of peacekeep-
ing deployments, there are two ways in which the arrival of peacekeepers might influence
rebel behavior. First, peacekeepers might be perceived as a source of security that can be
exploited. In this scenario the arrival of peacekeeping forces is a positive shock, as they
increase the likelihood of survival by improving levels of physical security. By remaining
near the locations where peacekeepers have been deployed, rebels can begin to rearm, re-
cruit new members, and seek out new resources that might be available nearby. From a
spatial perspective, this means that we should expect weak rebel organizations to cluster
near peacekeepers.
This should only be the case, however, if the specific purpose of the peacekeeping mission
is not a serious threat to group survival. When group survival is put at risk by peacekeepers,
because they are attempting to disarm or otherwise reduce the ability of the group to defend
itself, a negative shock is the likely result. Group strength is also important in this discussion,
as there is a stronger incentive for weaker organizations to exploit the security offered by
the presence of peacekeepers. Stronger organizations, on the other hand, have little need for
security as they have the ability to confront their adversary militarily and win. From this,
the following empirical expectation is derived:
Hypothesis 10 Peacekeeping deployments near weak rebel organizations will be associated
with less movement across geographic space.
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Contrary to weak rebel organizations, strong groups do not view peacekeepers as a sig-
nificant source of security. Nor is there a need to shelter their group from the national
government in the same way that weak organizations must in order to survive. The reason
is the power of stronger organizations relative to the national government, and the limited
ability of peacekeeping troops to use force. Even if peacekeepers are deployed in an attempt
to rein in rebel aggression, for example, the targeted group usually has the resources neces-
sary to avoid being limited by the presence of peacekeeping forces. The RUF in Sierra Leone,
for example, were able remain near diamond mines while simultaneously threatening the cap-
ital upon the arrival of peacekeeping forces in 1999. This was because they were occupying
a large geographic area, which means that they were able to move away from peacekeeping
forces when it served their goals, and return when necessary to obtain resources (Hazen,
2013).13 Peacekeepers in this instance, therefore, were much more of a nuisance than a real
threat to the goals and ambitions of rebels.
This implies that there is no real incentive to relocate when peacekeepers are deployed
near strong rebel organizations. Rebels might choose to move away from a portion of the
territory that they occupy, but complete abandonment of a geographic space is unlikely.
This is especially true if the purpose of the deployment is to monitor activity, or some other
action that does not seek to directly undermine the ability of an organization to behave
as they prefer. Thus, peacekeeping deployments near strong rebel groups are unlikely to
produce a local shock, and if it does, it is not likely to be great enough to warrant relocation.
This does not mean that peacekeepers are inconsequential to rebels, as deployments near
the group might lead to logistical problems that can become a significant concern. Indeed,
one of the core activities is the monitoring of events that transpire at a given location.
This means that peacekeeping forces will likely be apt to track rebel movement, which in
turn, might allow for the deployment of peacekeepers to new locations that the group would
prefer to operate from free from the restraints imposed by the external actor. In addition,
13Hazen (2013) attributes this to military training.
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patterns of civilian support for rebels might be fundamentally altered by the presence of a
peacekeeping force. This is likely to occur for the sake of security, as individuals would likely
prefer not to be identified as being sympathetic to rebel forces (especially if a government
victory is plausible). Instead of suffering the costs associated with relocation, therefore,
rebels should instead seek to force peacekeepers away from the areas that they occupy.
This is because this option imposes much less risk on the group relative to the complete
abandonment of an area.
The most efficient way to accomplish this is to signal to commanders on the ground,
the national government and the international community, that the mission is not effective.
This might lead to a number of different shifts in the behavior of rebels, but the most likely
is an increase in the use of violence against civilians. Preventing these attacks is often one
of the most central goals of a peacekeeping mission, which means that by taking part in
these actions rebels can undermine the mission – a simliar tactic used when rebels seek
to undermine a democratic regime during war (Hultman, 2012). This should only occur,
however, when the goal of specific deployments is to monitor activity in the area in order to
minimize casualties. The expectation is that creating the perception that peacekeepers are
unable to accomplish what they set out to do will reduce the likelihood that peacekeepers
will remain at that location in the future.
This tactic might have consequences, however. An increase in the use of violence targeting
civilians might lead to an influx of peacekeeping forces. The ability of peacekeepers to
monitor, or directly target the group, will increase dramatically as a consequence. During
these moments, in which peacekeepers are seeking to directly undermine the ability of a
strong rebel organization to behave in the manner they would prefer, a strong incentive
to raise the costs associated with deployments is born. This is accomplished by targeting
peacekeepers with violence, in the hope that fatalities will lead to withdrawal (Salverda,
2013). From this, I derive the following:
Hypothesis 11a Peacekeeping deployments that occur near strong rebel organizations will
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be associated with the use of violence against peacekeeping forces.
Hypothesis 11b Peacekeeping deployments that occur near strong rebel organizations will
be associated with an increase in the use of violence against civilian populations.
2.6 Looking Forward
The next chapter outlines the empirical approach that will be used to test the hypotheses
developed in this chapter. In particular, the method chosen to estimate rebel group location
will be discussed in detail, as will the manner in which the variables of interest will be
operationalized. Special care is taken during this process to be explicit about the limitations
of the chosen empirical strategies.
In Chapter 4 the hypotheses concerning the locations chosen by rebels, as well as under
what circumstances armed non-state actors are likely to move, are empirically tested. This
will lead into Chapter 5, where rebel relocation and civilian victimization are linked by
testing the notion that negative shocks will lead weak organizations to resort to using violence
against civilians in order to acquire resources and survive during movement. The suspected
curvilinear relationship between violence against civilians and movement across geographic
space is also explored in this chapter. Finally, Chapter 6 will test the relationship between
two transnational sources of local shocks and shifts in rebel behavior (in terms of movement,
the use of violence against civilians, the use of violence targeting peacekeepers, and conflict
diffusion).
The final chapter of the dissertation, Chapter 7, will summarize the findings and discuss
them in terms of the current literature on political violence that takes place in the context
of civil wars. During this discussion, special care will be taken to link these findings to
existing work. In addition, several direct extensions will be outlined that can further our
understanding as to why civil conflicts evolve the ways in which they do.
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Chapter 3
Research Design
This chapter outlines the research design that will be employed in this study. The first part
of the chapter will provide an overview of the spatial and temporal domain. It is during this
process that the method used to estimate rebel location is introduced and described in detail.
The second section of the chapter deals with measuring the concepts under consideration –
or, stated differently, focuses on the variables (dependent, independent, and control) that
are used in the empirical models. This is followed by a brief introduction to the empirical
models that are used for the purposes of this study. In describing these statistical approaches,
a ‘neighbor list’ is also described. It is this component of the tests that captures and/or
controls for diffusion effects. Finally, some limitations of the research design are discussed.
It is worth noting that this chapter does not discuss every potential detail of the empirical
models. Most notably, more details about specific model specifications are provided in the
relevant empirical chapters. This allows these decisions to be justified in the context of the
hypotheses under consideration.
3.1 Spatial and Temporal Domain
In order to test the hypotheses outlined in the previous chapter, I construct a spatially-
referenced dataset that includes every organized rebel group in Africa on a month-to-month
basis from 1990-2010. The only groups included are those that are deemed by the UCDP
Actor Dataset to be formally organized.1 These are rebel organizations with a formally
1See www.pcr.uu.se/research/ucdp/datasets/ for more information.
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announced name that have a relatively high level of group organization. Less-organized
insurgent movements are dropped because the decision about where to base operations is
less likely to be strategic due to limited coordination among members, as well as a general
lack of centralized leadership. The result is a dataset that includes a total of 3568 rebel group
months, which is the unit of analysis in the study. In total, there are 193 organized rebel
groups represented (including splinter groups).2 A majority of these groups only appear in
the data for a few months, but all of the major organizations that were active in civil conflicts
for a prolonged period of time are included as well. Per the method described below, the
dataset also includes an estimate of where each rebel group was located during every month
of the study period, as well as a measure of how much geographic space was occupied.
Information pertaining to rebel group behavior during periods of civil conflict is taken
from the UCDP Georeferenced Event Dataset (Sundberg and Melander, 2013). This data
project records every violent event that takes place in the context of an ongoing civil conflict,
as defined by the 25+ battle death threshold. In addition, events are disaggregated based
on the type of event and also includes information about how many people were killed.3 I
subset the data based on the non-state group involved in the event. This information is
then used to determine where each rebel group was located for each month during the study
period.
The method that provided me with the most data, because a relatively high threshold of
events need not be met during each period, was home-range analysis.4 Home-range analysis
is predicated on the observation that animals tend to restrict their movement to finite areas.
Or, as articulated long ago by one prominent ecologist, “No wild animal roams at random
2A list of these groups can be found in the appendix.
3The three event types are state-based violence (rebel-government confrontations), non-state violence
(rebel-rebel confrontations), and one-sided violence (rebels or the regime attacks unarmed civilians).
4This is done in two different ways, with each serving as a robustness check for the other – I use geographic
criminal targeting (CGT) and home-range analysis. I only describe home-range analysis in this chapter
because the models reported use this method. This extent of differnece was estimated by calculating the
percentage of the resulting polygons that overlapped. This value ranged from 83.23%-95.31%, which seems
to indicate that little difference exists when applying these methods to rebel groups.
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over the country; each has a home region, even if it has not an actual home” (Seton, 1909).
According to this logic, a home-range is the geographic space that a given species uses to find
security, resources, and to maximize the probability of survival (Krebs and Davies, 1997).
These locations are not chosen at random, but evolve alongside the environment and the
needs of the species under consideration. If there a fundamental shift in the availability of
resources, for example, the habitat is apt to expand or move entirely. In this sense, a habitat
is the location at which a sufficient amount of resources is available to support the group. If
the level of resources becomes insufficient for the purposes of survival, finding a new location
that meets this requirement is necessary.
Though rebel organizations are much more complex relative to animal populations, there
are two core similarities that make applying this technique to armed non-state actors possible
from a methodological perspective. First, like animal populations, the locations chosen by
rebel organizations are not random but are a strategic decision made by group leaders
and thus have an underlying spatial structure. The Revolutionary United Front in Sierra
Leone, for example, actively sought out forested areas that were proximate to diamond mines
(Denov, 2010). This provided them with a sense of physical security and access to a valuable
natural resource that served as an important source of wealth. This implies that not only is
it possible to determine where these groups are located, but it is worthwhile to investigate
why one location is chosen over another.
Second, like animal populations, rebels are forced to seek out ‘habitat’ that is conducive
to their survival. Though this habitat must contain more than just food sources, there is
strong evidence that specific geographic features are attractive to armed non-state groups
currently embroiled in conflict.5 These locations are also likely difficult to find and protect, as
there is an incentive on part of the government (and perhaps other actors) to prevent rebels
from occupying these areas. Like animal populations, therefore, there is a constant need to
5This is evident by the large body of literature that explores the role of natural resources and rough
terrain in the onset of civil conflicts.
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adapt when location conditions change. The Revolutionary Armed Forces of Colombia, for
example, have undergone several transformations. Most of which have been the direct result
of being forced from locations via government pressure, where they were then relegated to
acquiring access to resources in new areas (Metelits, 2009).
In animal studies, determining where a species is located requires reliable information
about spatial distributions during the study period under consideration. In contemporary
research, this usually involves the use of GPS technology as it has the ability to monitor and
record animal locations at regular intervals. We do not have the ability to monitor rebel
groups in this way, of course, but the UCDP Georeferenced Event Dataset does include
information about when and where insurgents are involved in violent actions.6 These events
serve as a proxy for the footprints found in the snow, human recordings of animal locations,
and/or GPS coordinates obtained via radio collars – common sources of data in the ecology
literature. This allows for the use of a habitat identification method that is common in
the animal studies literature that relies on kernel density estimation to derive utilization
distributions (Worton, 1989).7
Utilization distributions, as usually calculated, estimates the probabilities of where an
animal might be found at a chosen moment in time. As evident by the literature, this
technique allows one to estimate animal preferences for different types of landcover, the
likelihood that different species overlap, and the effect of topography on home-range locations
(Horner and Powell, 1990; Mitchell et al., 2002; Fieberg and Kochanny, 2005; Ryan et al.,
2006). One documented shortcoming of utilization distributions is the underlying assumption
that the probability of spending time in a certain location is a measure of the importance of
that place to the animal in question, which is not always true when looking at some animal
6There are several instances in which the duration of an event was longer than a single day. In order to
account for this, I expand the data based on the duration of each event. A battle between government and
rebel forces that was recorded as taking place from July 2-July 7, for example, is expanded to 6 events (one
for each day the event was ongoing).
7This method is best-suited for the problem at hand, as other approaches assume large numbers of
observations via GPS technology.
63
populations. This assumption is actually an advantage when applying the technique to rebel
organizations, however, as rebels will be choose locations that emphasize security and access
to vital resources (e.g. important) because the alternative would prove to be far too costly.
It is also notable that the notion that home-range estimation techniques can be applied to
human beings is not new (see Powell and Mitchell, 2012, for an example). Humans are a
product of their social and physical environment, which means that we each have our own
habitat – the geographical area where we work, go to school, purchase food and clothing,
exercise, among other activities.
In building a utilization distribution model, the use of space of the rebels in question
is described by a bivariate probability density function, which gives the probability density
that the group will be present at any place during the time period under consideration (in
this case, each month). This is accomplished by placing a bivariate kernel function over each
observed location. The values of these functions are then averaged together. Though the
choice of kernel function does not greatly influence the estimates, I choose an Epanechnikov
kernel as it has been shown to be more efficient (Wand and Jones, 1995). In terms of
bandwidth selection (size of the kernel function), I use what is referred to in the literature
as the ‘reference bandwidth.’ Because I use an Epanechnikov kernel, this value is multiplied
by 1.77.8 Doing so is necessary when using an Epanechnikov kernel in the context of habitat
analysis because it helps increase the probability that the resulting surface is consistent with
the data (Silverman, 1986).9
This technique is used to create home-range profiles for each rebel organizations for each
month that they were active. Figure 3.1 contains an example month, with each color/polygon
representing a different rebel organization. These estimates are then attached to each obser-
vation, which is why the data in question are referred to as being spatially-referenced.10 As
8Note that this technique assumes the presence of a single home-range. There is an alternative option,
least square cross validation (LSCV), but this option is too computionally intensive to apply so broadly.
9Consistent in the sense that the surface will not be over or under smoothed.
10These home-range profiles will be made available for download after the completion of the dissertation
project. In preparation, an R package entitled rGIS has been developed that allows for the data to be
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Figure 3.1: Rebel Group Home-Range Profiles, January 2001
is described in greater detail below, this information allows for the extraction of information
at the local-level, which provides a much more nuanced account of rebel behavior in the
context of an ongoing civil conflict.
3.2 Measuring Concepts
This study is concerned with estimating the influence of local-level conditions on shifts in
rebel behavior during civil conflicts. In order to build empirical tests that are able to cap-
ture this variation, it is necessary to measure various aspects of rebel behavior (dependent
varaibles) and the characteristics of the local environment occupied by rebels (independent
varibles). Finally, there is a need to measure the international sources of behavioral change
– interstate conflict and international peacekeeping (additional independent variables). Re-
garding rebel behavior, measures of violence against civilians, rebel movement, rebel violence
against peacekeepers, and rebel expansion/conflict diffusion are developed. These four vari-
ables will serve as the dependent variables in the empirical models. Local-level conditions
accessed. In addition, the functions used to create the profiles are also available so that they may be applied
to other event data.
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are accounted for empirically by creating a spatial index of geographic space that is con-
ducive to rebel behavior. This index includes nine different covariates, each representing
either physical security or an important resource. This index is then used to operationalize
the concept of local shocks, as well as in making a distinction between positive and negative
shocks.
In addition to outlining the dependent and independent variables of interest, this section
also describes several control variables that are included in the regression models. These
include information taken from existing datasets that account for group-level factors, as well
as geographic information that was used to construct the spatial index referenced above.
3.2.1 Dependent Variables
Movement and Spatial Expansion
In order to create the dependent variables that are concerned with the geographical locations
occupied by rebel organizations, I use the home-range profiles produced via habitat analysis.
First, regarding the movement of rebels across geographic space, I take the centroid of the
home-range profile at time t and calculate the distance to the centroid of the home-range
profile at time t + 1. In order to be considered movement, the group must be in the dataset
during consecutive months; otherwise, the movement variable is coded as missing. Of the
3568 rebel group months, 2714 were recorded during consecutive months. This means that
in 854 instances this variable is coded as missing. The range of movement for the 2714 rebel
group months is 0-1168.26 kilometers. The mean movement is 101.48 kilometers, whereas
the median distance is 51.23 kilometers. The natural log of this variable is used due to skew.
The same method is used to measure the extent of rebel expansion/conflict diffusion.
Specifically, the area of each home-range profile at time t is subtracted by the area at time
t + 1. The result is the change in the geographic size of the area occupied by rebels on a
month-by-month basis from 1990-2010. Like the movement dependent variable, this measure
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is only included if the group in question was active during consecutive months. Otherwise,
it is coded as missing. Of the 3568 rebel group months, 2714 were active during consecutive
months. The range of the value for the study period is -16858.59-13214.68 kilometers. The
mean change in the geographic area is -5.32 kilometers, and the median value is 0.
Violence Against Civilians
Though there are several potential ways in which a rebel group might choose to behave, this
study emphasizes a group’s propensity for violence and locations that these groups occupy.
In the case of the former, there are three potential ways to proceed – event counts, battle
deaths, or a combination of the two. Using the same information that was employed in order
to construct home-range profiles for each group (Sundberg and Melander, 2013), I choose to
develop a measure of violence that accounts for both the frequency of violent events and the
number of people killed. This avoids the real possibility that two events in which no one was
killed is deemed to be more ‘intense’ relative to a single event where 100 people lost their
lives. In addition, the fact that the data being used is geo-coded makes it possible to use
a method that can also account for the spatial clustering of events. The resulting measure,
therefore, assumes that locations where numerous events took place, people were killed and
other events were nearby, experienced high levels of political violence relative to locations
that lacked one (or all) of these factors. The inclusion of clustering is not controversial, as
the influence of violence on behavior at a given location is apt to increase as the proximity
to violent events decreases. Or, simply stated, rebels organizations are likely to take note of
an increase in political violence occurring nearby their current location.
The chosen method to create this measure is kernel density estimation. This spatial
method uses a point pattern, which in this case is the known locations of violent events, to
estimate the ‘intensity’ of a events across the study area. The intensity value of the point
pattern is constructed in such a way so that higher values indicate more violent locations,
whereas lower values are assigned to areas where less violent activity was observed. Creating
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Figure 3.2: Intensity of Violence in Africa, 2001
these local-level intensity measures via kernel density estimation is accomplished in three
steps. First, the point pattern under consideration is overlaid across the study area (in this
case, Africa). In the context of this study, this is done for every group for each month
that they were active. Second, a series of grid cells are placed over the study area and the
point pattern in question. Finally, the kernel visits the centroid (i.e. center) of each grid
cell and calculates the ‘intensity’ of the events at that location based upon the number of
points in the cell, as well as the surrounding grid cells.11 The result is a spatial surface that
estimates the intensity of violent events at the local-level – an example of which can be seen
in Figure 3.2. In the figure, the peaks are those locations where high ‘intensity’ of violence
was estimated, whereas the valleys are those locations with little (or no) episodes of civilian
victimization.
In employing this method to measure the propensity for group violence, I subset the
11The shape of the kernel means that those events in surrounding grid cells are given much less influence
on the resulting measure vis-a-vis those that are in the grid cell in question.
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data based on the group and the type of event. I also weigh each point by the number of
people killed, which means that the influence of a given spatial point on the creation of the
intensity measure will increase as the number of people killed during the event increases.
In the context of the use of violence targeting civilian populations at the hands of rebels,
the range is 0-183680.4, the mean value is 1739.07, and the median value is 0. Note that
when creating this measure, only those events in which rebels attacked civilians are included
– instances in which government forces were the responsible party are dropped from the
data.12 Because this variable is skewed, the natural log is taken in order to correct for this.
Rebel Violence Targeting Peacekeepers
Data pertaining to rebel violence targeting peacekeepers is taken from the replication data
for Salverda (2013). The variable is a dummy variable that is coded as a 1 if the rebel group
in question attacked peacekeepers; otherwise, it is coded as a 0. The rebel groups that are
not encompassed by the temporal or spatial domain of the study done by Salverda (2013)
are assigned missing values. When combining this information with the spatially-referenced
data created for this project, there are 70 rebel group months in which violence was used
against peacekeeping forces by rebels. There are 170 rebel group months in which no violence
was used.
One important limitation of this data in the context of this study is the fact that the
data are recorded annually. Thus, a rebel organization is coded as targeting peacekeepers for
an entire year, even if the attack occurred during a single month. Though this is less than
ideal, the data are indeed capturing rebel organizations that have displayed a propensity for
this type of action in the past (or, in some cases, will in the future).
12Variables were also created to measure battles with government forces and battles with other rebel
groups. Though, these are not used in this study they will be used when extending this project.
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3.2.2 Independent Variables
The independent variables of interest deal with the local conditions experienced by rebel
organizations on a month-to-month basis during a civil conflict. I explore each local-level
factor in isolation, as well as the interaction among them by creating a spatial index of
geographic space that is conducive to rebel behavior. In order to aggregate these variables
to the group-level, I extract the values that are found within each home-range profile that is
attached to each observation. In doing so, I take the mean value of each measure in order to
control for the size of the territory occupied by rebels.13 The descriptive statistics presented
below, therefore, are the values extracted from the various rebel organizations and not the
global values taken from the entire study area.
Local-Level Factors
The local-level factors that are available take one of three forms: constant, observed peri-
odically, or date-specific event data. Of the nine local-level factors included in this study,
three are constant in the sense that the data are only available for a single year. The first
is a measure of forest density that was derived from a satellite image captured in 2005
(Sexton and Townshend, 2013). The data were then processed to create a single raster file
that contains an estimate for the percentage of forest cover in each grid cell worldwide.14
In order to be included in the estimate, a tree must have been greater than 5 meters in
height. In addition, the forest cover measure incorporates all vegetation that is attributed
to trees. This means that leaves, stems, branches, and any other object that provides cover
are accounted for.15 This is useful given the research question at hand, as it is the fact
that these locations provide physical security that associates them with armed conflict. This
factor, as mentioned above, is constant as it is only available for a single year. Though, it
13In order to do this, I convert each data source to raster data. The average that is calculated, therefore,
is the mean of the grid cells that are found within each home-range profile.
14Raster data is spatial data that is a matrix of cells organized into rows and columns. Each cell contains
a value representing the information under consideration.
15The range of this value in Africa is 0%-80%.
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should be noted that the rate of global forest change is estimated to be around 0.6% per
year (Hansen and Potapov, 2010). Thus, it is therefore unlikely that any dramatic changes
occurred during the study period.
The second constant factor is the location and intensity of international borders. The
data were acquired via Natural Earth, a collection of basic GIS-related data that are in the
public domain.16 I drop all ocean borders and only include land borders among states. In
operationalizing this information for use in the study, I rely on kernel density estimation to
estimate the intensity of borders at each location – intensity being the concentration (and
thus availability) of international borders relative to rebel location. The logic behind this
is the notion that those locations where several international borders intersect will likely
be more secure relative to areas where only one border is present. The reason, which is
discussed in the theoretical story, is that the rebels will have multiple options in place, and
will still be able to find security if one of the states decides to close off its border.17 Finally,
using kernel density estimation is also useful because it allows for a gradient effect. In other
words, a rebel organization need not be located directly on an international border. Rather,
the security provided by the border decreases as the distance to the border increases, but
there remains a security-enhancing effect when nearby (and not directly contiguous to) a
border region (see Figure 3.3 for a visualization of this variable). The range of values for
this variable is 0-11.65, the mean is 5.72, and the median is 5.29.
The third and final constant factor is elevation. As described in the theoretical story,
elevation is predicted to be associated with the presence of armed non-state groups because of
the difficulty associated with traversing mountainous regions. This difficult makes projecting
state power difficult, and also increases the likelihood that rebels will use locations at higher
elevations as a base of operations because of the security that is provides. The data for
this conflict-related factor were taken from the CGIAR Consortium for Spatial Information
16See http://www.naturalearthdata.com/about/terms-of-use/ for more information.
17In the civil war literature, this is usually understood as an attempt to deter externalization or spillover
events from taking place (Gleditsch et al., 2008).
71
Figure 3.3: Intensity of International Borders of Africa
(version 4).18 This data project used data collected by the NASA Shuttle Radar Topographic
Mission (SRTM) and added all missing information around the globe. The result is raster
data that contains the elevation for 5 x 5 degree grid cells around the world. In conducting
a series of case studies in order to evaluate the quality of the data the authors find it not
only to be accurate, but also a modest improvement to other data sources available.19 In
addition to elevation, I also create a measure of slope (the rising or falling of the surface)
and find no statistically significant difference between these two measures in the statistical
models.20 The range of elevation when looking at rebel organizations is 19.14-2185.36 feet
above sea level. The mean value is 751.12 feet and the median is 722.61 feet.
Like the constant factors described above, three of the nine local-level factors used in the
study were observed periodically. The first is the intensity of lights that can be seen from
space, which in this study serves as a proxy for state capacity and economic development.
This is not a new idea, as these data have been shown to be highly correlated with industrial
18See http://srtm.csi.cgiar.org/ for more information.
19This report can be found at: http://srtm.csi.cgiar.org/PDF/Jarvis4.pdf
20Because of this, I choose to report the findings using elevation in this study.
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activity and gross domestic product (Small and Elvidge, 2005; Doll and Morley, 2007). The
data are available via the NOAA’s National Geophysical Data Center,21 and contain lights
from cities, towns, and other sites with persistent lighting. I use the satellite images from
1993, 2003 and 2010 and use interpolation to predict the values for the missing years. In doing
so, I assume a normal growth curve for each year in which the values are being predicted.
Using this method, I am able to derive yearly changes in the intensity of night-time lights
from 1990-2010.22 The result is a series of raster files in which each grid cell contains the
percentage of the cell that contains lights, which are then extracted from each home-range
profile estimated for rebels. The range is 1.98%-15.26%, the mean is 2.46%, and the median
is 2.22%.
The second factor, which also required spatial interpolation, is active croplands. They
are ‘active’ in the sense that they produced some crops during the observed period. This
data were acquired via Earth Stat, a collaborative project between McGill University and the
University of Minnesota to study agricultural issues globally.23 The cropland data available
is an expanded version of the data presented in Ramankutty and Foley (1999), and includes
the location and intensity of croplands from 1700-2007. In order to predict the missing years,
I take the mean change at each location in Africa over the 1990-2007 period and use that
value to predict the missing 3 years (2008-2010). In other words, I assume that the trend
observed during the years that will be included in the study hold for the final 3 years at each
location. Extracting these variable using the home-ranges profiles produces the percentage
of rebel territory that contains croplands. This value ranges from 0%-77.19%, the mean
value is 11.53%, and the median is 8.27%.
The same data source cited above also contains information about pasturelands. These
are locations where domesticated livestock are grazed. Per the definition, the land is usually
available to livestock with minimal effort by humans. This is in contrast to meadows or
21See http://ngdc.noaa.gov/eog/ for more information.
22The only exception to this are the years 1990-1993. During these years the values for 1993 are retained.
23See http://www.earthstat.org/ for more information.
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Table 3.1: Summary of Local-Level Variables Included in Study
Variable Type Interpolated? Years Available
Forest Density Constant No 2005
International Borders Constant No 2010
Elevation Constant No 2012
Night-Time Lights Periodic Yes 1990-2010
Croplands Periodic Yes 1990-2010
Pasturelands Periodic Yes 1990-2010
Diamond Mines Date-Specific No 1990-2010
Government Repression Date-Specific No 1990-2010*
Political Expression Date-Specific No 1990-2010*
* available monthly
other land cover, where they are usually only available for use after being made suitable for
animal habitation (significant maintenance is also required). Like croplands, pasturelands
have the potential to provide rebels with vital food supplies that are necessary to continue to
rebellion. Using this information in combination with the home-ranges profiles provides the
percentage of rebel territory that contains pastures. The range of this variable is 0%-80.21%,
the mean is 29.77%, and the median is 23.66%.
Finally, three of the nine local-level factors used in this study are date-specific event
data. These are data sources that provide information about the specific location and
date that a particular spatial point appeared. Information about the first local factor,
the location of diamond mines, was taken from the DIADATA project (Gilmore et al.,
2005). This data include the location of diamond mines, the date that they appeared, and
distinguishes between primary and secondary diamonds. As the authors note, this distinction
is important because secondary diamonds are easier to gain access to and are thus more apt
to be looted by rebel forces. In order to account for this important difference, I create a
weight for secondary diamonds that gives those locations 50% more influence relative to
primary diamonds when calculating the intensity measure via kernel density estimation.
Because this intensity measure is used to estimate how conducive a given location is to
rebel activity, this is an appropriate method as rebels are more apt to prefer secondary over
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primary diamonds.24 The range of diamond intensity, when aggregated to the group level
using home-ranges profiles, is 0-8.07. The mean value is 0.52 and the median is 0.
The final two date-specific event data used to account for local-level conditions come
from the Social Conflict in Africa Database (Hendrix and Salehyan, 2014). First, in order to
account for government repression, I create kernel density estimate every month from 1990-
2010 that only includes those events in which a national government responded to anti-state
activity with repression. In producing these monthly measures I weigh each spatial point
by the number of people killed at each event.25 These forms of events, especially if they
are severe, are predicted to push rebels away from the area in question. The range of the
intensity of repression when aggregated to the group-level is 0-1.71, the mean is 0.01, and
the median is 0. Second, I also create a measure using the same method that includes every
incident in which anti-state activity occurred but no government repression followed. Events
that take this form are predicted to signal anti-government sentiment, which is likely to be
attractive to rebels during periods of civil conflict. Like the intensity measure created for
government repression, I also weigh each spatial point by the number of people killed at
each event.26 The range of the intensity of these events is 0-9.79, the mean is 0.19, and the
median is 0.01.
Spatial Index
In addition to being tested in isolation, each of the factors above are used to construct a
spatial index of geographic space that is conducive to rebel behavior. This index will allow
this study to investigate how these various factors might interact, which is important in
24As a robustness check, I also create this variable by using different weight schemes. There is no difference
when altering this weight.
25Note that in the data deaths are only observed when a regime responded with repression. This strongly
implies that a) either a government response leads to the escalation of violence, or b) government forces are
actually doing the killing. Given the empirical evidence, the latter is most likely.
26Though, as described in the previous footnote, this is rare. An alternative would be to weigh each point
by the number of people involved in anti-state activity, but this information is missing for a large proportion
of the observations.
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understanding why rebels choose the locations that they do. A location that has access
to diamonds and is heavily forested, for example, is likely to be more attractive to armed
non-state groups vis-a-vis another location with only natural resources. ‘Conducive’ in this
context, therefore, refers to those locations that contain a favorable balance of physical
security and access to the resources necessary to continue the rebellion. Rebels prefer to
occupy these locations because doing so greatly increases the likelihood of group survival.
It also improves the probability that the group will be able to act in accordance with the
goals of the rebellion, which makes a preferable outcome more likely.
With regard to the local-level factors considered in this study, I use the civil war literature
to derive the local-level factors that are apt to make a certain area conducive to rebel
activity.27 First, in terms of those factors that provide a sense of physical security, I assume
that rebels prefer densely forested areas, the presence of international borders, and higher
elevations. In addition, I believe that rebels will avoid areas where government repression is
taking place, as well as locations where state capacity is high. In the case of those factors that
provide vital and strategic resources, I assume that rebels prefer to operate near diamond
mines, croplands, pasturelands, and those areas where anti-state activity is taking place but
no government response has occurred. Those locations in which anti-state activity is present
represent a hot spot of rebel recruitment, as well as a location where it might be possible
to establish rebel-civilian relationships – though only when the regime signals that they are
hesitant to exert influence on the area.
In order to construct this spatial index, I transform each data source described above
into spatial quantiles – that is, each grid cell is assigned a value of 1-4 depending on how
desirable each location is predicted to be to rebel forces. Notably, each quantile contains
an equal number of raster cells. Grid cells that are assigned a value of 1 represent those
locations most favorable to rebel activity, whereas 4 are locations that are are apt to be
avoided by insurgent movements. In the case of government repression, for example, areas
27Note that these are discussed at length and cited in the previous chapter.
76
Figure 3.4: Spatial Index of Geographic Space Conducive to Rebel Behavior, January 2001
in which no repression is taking place is given a value of a 1, while the areas experiencing
the highest levels are assigned a 4. The transformed data are then stacked together to form
a single raster file. The sum in each raster cell is then taken to determine how conducive the
location in question is to rebel activity. Aggregating this information up the the group-level
using the home-range profiles produces an index with a theoretical range of 9-36, with lower
numbers indicating locations more conducive to rebel activity. This is performed each month
included in the study (see Figure 3.4 for an example from 2001). The range of the spatial
index occupied by rebels is 15.64-32.11, the mean value is 22.33, and the median is 21.94.28
28In building this spatial index, I also took special care to construct an R package that will allow others to
download the data. Entitled CSRaster, this package allows one to access specific components of the index,
as well as construct their own spatial index using a chosen set of local-level factors. This will be released
after the defense of the dissertation.
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Local Shocks
This index is used as an independent variable in the statistical models, and is also important
in operationalizing the concept of local shocks. Per the theoretical logic proposed in this
project, a local shock is an instance in which the geographic space that a rebel organizations
occupies is subjected to a sudden shift. In other words, there is a sudden change in either the
push or pull factors associated with a given area. This will make the location more or less
conducive to rebel behavior. Instances in which the geographic space becomes less favorable
to rebel behavior are referred to as negative shocks, whereas cases in which an area becomes
more conducive are referred to as positive shocks.
In operationalizing these concepts using the spatial index, the difference from time t +
1 and time t are taken. A positive value indicates a negative shock, in that conditions
have deteriorated for rebels at their current location. A negative value, on the other hand,
indicates those moments in which conditions have improved. This information is used to
create two variables. The first is the extent of negative shocks that have occurred – the
range of this value is 0-12.84, the mean value is 1.31, and the median is 0.008. The second
variable is the extent of positive shocks, which is derived from taking the absolute value of
the difference variable when it is negative. The range of this variable is 0-14.22, the mean
value is 1.28, and the median value is 0.004.
Rebel Group Strength
In order to determine rebel group strength relative to the national government, information
is taken from the Non-State Actor Data (Cunningham et al., 2009).29 Specifically, two
variables are created. The first is a dichotomous variable that is coded as a 1 if the rebel
group under consideration was equal to or stronger in terms of military strength relative to
the national government; otherwise, it is coded as a 0. The second variable is a dichotomous
29This was released by David Cunningham, Kristian Gleditsch, and Idean Salehyan. It can be accessed at
the following link: http://privatewww.essex.ac.uk/ ksg/eacd.html.
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variable that is coded as a 1 if the rebel organization in question was weaker in terms of
military strength relative to the national government; otherwise, it is coded as a 0.
Interstate Conflict and Peacekeeping Deployments
Finally, there is also a need to measure the location and intensity of two international sources
of local shocks: interstate conflict and international peacekeeping deployments. In order to
operationalize both variables, kernel density estimation is utilized (per the method described
previously). In the case of militarized interstate conflict, version 1.1 of the Militarized
Interstate Dispute Locations data are used to determine where each episode of interstate
conflict occurred (Braithwaite, 2010). With temporal coverage up to 2001, this data project
records the date and location of each militarized interstate dispute. Aggregating the intensity
of interstate conflict to the location and geographic extent of each rebel organization produces
a variable that ranges from 0-0.35. The mean value is 0.004 and the median is 0. Because
the values are skewed, the natural log of the variable is taken for use in the empirical models.
In addition, the values from 2002-2010 are coded as missing because the coverage is only up
to 2001.
In order to account for the intensity of local-level peacekeeping deployments the same
technique is used. Specifically, geo-coded event data are used that identifies the specific
locations where peacekeepers were deployed during each month in Africa (Dorussen and
Ruggeri, 2011). In many cases the deployment locations are coded to the capital because
the necessary site-specific information was not available. During these instances, which
constitute less than 3% of the total sample, the event is dropped because it is not ‘local’
enough.30 Like the other variables, this information allows one to aggregate the intensity
of the point pattern to the group-level by taking the mean value of the resulting grid cells
that are found within rebel-occupied territory. The range of this value is 0-26.85, the mean
30Also note that events that were not deployments were dropped – such as those coded as the start of a
mission, a meeting between combantants, among others.
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value is 1.09, and the median value is 0.001. Because the measure is skewed, the natural log
is used in the statistical models.
3.2.3 Control Variables
In order to control for group-level and state-level factors, I rely on the Non-State Actor
Data (Cunningham et al., 2009). Covering the time period 1946-2010, the data provides
information on the characteristics of armed non-state groups in relation to the government
they are fighting (a dyadic approach). Because this is a direct extension of the Uppsala
Armed Conflict Data, I am able to merge this into the home-ranges profiles as the same
unique IDs are used. In addition, my use of the UCDP Georeferenced Event data means
that the definition of a civil war used by the authors is identical to that employed in this
study. Thus, data are available for every instance in which there is an going civil conflict in
Africa during the temporal domain used in this study.
In addition to those variables taken from the Non-State Actor Data, the spatial index
and individual local-level factors (cited above) are used to control for the characteristics of
the locality utilized by rebels. In Chapter 4, each local-level factor is included to get a sense
of how they might influence the dependent variables. In subsequent chapters, however, the
spatial index is included as it is a combination of each of the local-level factors.
The controls taken from the Non-State Actor Data, and included in each equation, are
as follows:
• Secessionist Group: A dummy variable that is coded as a 1 if the rebel organization in
question is seeking secession. Otherwise, it is coded as a 0. Secessionist groups have
been shown to behave differently than other groups, as they are attempting to achieve
state recognition. This likely has implications for the various dependent variables used
in this study, as they should be less likely to kill civilians and are also apt to remain
stationary and protect the areas that they one day hope to govern. A discussion about
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the incentives present for these groups can be found in Lasley and Thyne (2014).
• Ethnically-Based Group: A dummy variable that is coded as a 1 if the rebel organization
in question was formed along ethnic lines. Otherwise, it is coded as a 0. This is an
important control for the purposes of this study because ethnic wars tend to erupt for
different reasons(Sambanis, 2001), which implies that they will evolve differently than
non-ethnic wars. This is particularly salient for rebel group location, as ethnic groups
that are receiving aid and support from their ethnic kin will likely choose to remain
stationary and fight then relocate and put their ethnic group at risk.
• Terrorist Group: A dummy variable that is coded as a 1 if the rebel organization in
question is widely seen as being a terrorist organization. Otherwise, it is coded as a
0. Unlike secessionist and ethnic groups, who have an incentive to remain at a given
location, terrorist organizations benefit from remaining mobile. In addition, they have
a keen interest in attacking civilian populations. As such, controlling for this type or
organization is necessary.
• External Support: Indicates whether or not the rebel group in question is supported
by the government of an external state. It is a dummy variable that is coded as a 1 if
external support is being provided to the rebels; otherwise, it is coded as a 0. Rebel
organizations that are being sponsored by a third-party behave differently than those
who are not (Salehyan et al., 2011). As such, it is necessary to account for this factor
when considering the behavior of rebels during wartime.
• Territorial Control: A dummy variable that is coded as a 1 if the rebel organization in
question has explicit control over territory. Otherwise, it is coded as a 0. A group will
be likely to remain stationary and suffer the costs imposed by a negative shock if they
have become entrenched in the area. In addition, territorial control will likely impact
patterns of civilian victimization – either because groups kill civilians in order to force
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support, or kill fewer civilians because of an active working relationship.
In addition to controlling for these factors, I also take special care to address independence
among organizations. Specifically, social networks are developed that include rebels that are
in an alliance, as well as those organizations that can be characterized as splinter groups.
A splinter group is deemed to be so because it was born directly from an existing group.
It does not include those instances in which the original group ceases to exist. Rather, the
group in question operates alongside the original organization. By developing a set of social
networks that are able to allow related groups to interact in the empirical models, I am
able to control for the impact that the behavior of one group might have on another. More
specific information on how this was accomplished is found in the subsequent section that
describes the neighbor list utilized in the statistical models.
3.3 Summary of Empirical Strategy
3.3.1 The Models
In Chapter 4, the empirical strategies used to explore rebel group preferences are presented.
Specifically, ecological niche factor analysis (ENFA) is used to identify ecological niches that
are utilized by rebel organizations. In doing so, the data are disaggregated based on rebel
strength relative to the national government. This allows for an exploration into the differing
preferences of strong versus weak rebel groups. In addition to borrowing this technique from
ecology, spatial regression models are also estimated in order explore the influences of local
shocks on rebel relocation. These models are estimated on the complete sample, and also
sets of data that are subsetted based on group strength. The independent variables employed
during this analysis are the measures for negative shocks, positive shocks, and the difference
in the spatial index from time t to time t+1.
Chapter 5 continues this line of inquiry by exploring the consequences of relocation in
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terms of civilian victimization at the hands of rebels. This is accomplished by estimating a
series of spatial regression models. The first set of statistical models includes movement, the
difference in the spatial index from time t to time t+1, and the measures for positive and
negative shocks as the independent variables of interest. These variables are used to explain
variation in the intensity of rebel attacks against civilian populations. The second set of
statistical models are disaggregated by group strength, and include an interaction term that
accounts for local shocks and rebel movement across geographic space. This approach is
used to test the relationship between different forms of local shocks, relocation that occurs
as a consequence, and the use of violence against civilian populations.
The final empirical chapter, Chapter 6, explores the relationship between transnational
sources of local shocks and shifts in rebel behavior. The first set of statistical models are
spatial regression models that seek to explain variation in the movement of rebel organiza-
tions. Measures of interstate conflict and peacekeeping deployments at the local-level are
used to explain variation in rebel movement in various ways – including an interaction term
between each of these variables and the forms of local shocks. The second set of models
estimated in this chapter look to explain variation in the intensity of civilian victimization.
The same independent variables that were utilized in the first set of models are included
here, as well. In both sets, the models are estimated on the full sample and then sets of data
disaggregated by group strength.
In the latter portion of Chapter 6, models are also estimated to test the relationship
between the deployment of peacekeeping forces and other types of shifts in rebel behavior.
Specifically, logistic regression models are estimated to explain variation in the probability
of a rebel group using violence against peacekeepers. Like the prior models, the estimation
is done on the full sample and disaggregated samples subsetted based on group strength. In
addition, variation in the geographic size of the area occupied by rebels is used as a dependent
variable. This done in order to determine if there is a relationship between peacekeepers
and the diffusion of violence. These models are spatial regression models, which allows the
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Figure 3.5: Visualization of Neighbor List Used for Spatial Regression Models
estimates to account for dependence among observations.
3.3.2 The Neighbor List (spatial weights)
As is evident from the summary of models, this project relies heavily on spatial regression
models. The reason for this is that rebel organizations are likely influenced by other groups
that are in close proximity. Or, on the other hand, those groups who they share a relationship
with. This is especially true when attempting to explain variation in rebel location and
movement, as the presence of other rebel organizations in close proximity would influence
these decisions. If a weak group was looking to relocate, for example, it would be unlikely to
do so if it would risk getting involved in a violent interaction with a stronger group. Similarly,
a rebel organizations that is allied with another group would be unlikely to relocate if doing so
would prevent them from acquiring resources and information from the allied organizations.
In this sense, it is necessary to account for the distance between organizations and formal
relationships that might be active.
Accomplishing this involves constructing a neighbor list, which is essentially how the
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observations in the dataset are connected. For the purposes of this study, the neighbor list
is constructed in such a way that any groups within 200 miles of one another are connected,
as are those who are formally allied or deemed to be a splinter group that was born out
of a larger organization (see Figure 3.5 for a visualization – the points are the centroid
of rebel territory, whereas the red lines are the links). The percentage of nonzero links is
6.53, the average number of links is 232.94, and there are 4 rebel groups with 0 links. The
average number of links is rather high, because the time-series nature of data mean that
each group is also connected with itself for each month it appears in the dataset. This is
actually useful, as it allows the value of the dependent variable influence subsequent values.
Or, stated differently, it allows prior behavior exhibited by a rebel organization to influence
the characteristics of subsequent behavior.
In creating spatial weights from this neighbor list, row standardization is used to create
proportional weights because rebel organizations differ in the number of neighbors each is
assigned. This process involves dividing each neighbor weight by the sum of all neighbor
weights, and is useful in accounting for any potentially biasing features of the aggregation
scheme imposed in this project. Using this spatial weights matrix, Moran’s I tests are
performed for each equation to confirm spatial autocorrelation. Once confirmed, Lagrange
multiplier diagnostic tests for spatial dependence are estimated in order to determine which
type of dependence is present. Then, the appropriate model is selected.31
3.4 Limitations and Robustness Checks
There are several limitations of the research design that warrant mention. First, the temporal
and spatial scope of the empirical analysis is quite small when compared to contemporary
studies of civil conflict. The fact that most studies emphasize state-level factors that are
measured yearly allows for global analyses that include a significant amount of time (usually
31The results from these tests can be found in the appendix.
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1946-2001, sometimes extended to 2008). This makes it possible to generalize the findings
produced by these models across all civil conflicts in the post World War II period. This
study, however, is limited to the African continent from 1990-2010. The only inference that
can be drawn, therefore, pertains to how rebels behave during civil conflicts in Africa during
the post-Cold War period. In many ways this is a worthwhile trade-off, as I examine the
evolution of violent conflicts vis-a-vis an actor-centric approach for each month of the conflict
(rather than annually). Thus, even though the temporal and spatial domain is limited, the
level of disaggregation has the potential to offer new insight. This is because not only can
short-term changes be explored in the context of intrastate violence, but so can the behavior
of multiple groups embroiled in the same conflict.
In addition, this study acknowledges the limitations associated with many of the local-
level factors used. Some local-level variables, such as forest density and night-time lights,
are only available for a specific subset of years. This required me to make some assumptions
about the variables in order to account for the missing values. In addition, most of the
data are only available yearly. This is problematic in the context of this study because I
am interested in exploring month-to-month variation as it pertains to the behavior of rebel
organizations. When exploring the relationship between these local-level factors and rebel
behavior individually, I am unable to account for this problem. In the context of the spatial
index of geographic space conducive to rebel behavior, however, I am still able to use this
information to build a monthly measure. Though, as is obvious, the variation that occurs
is the product of only those factors that are available monthly. Thus, like most other data
sources, what is available for use in this study is not ideal given the aims of this project.
This fact does not mean, however, that scholars should ignore the influence of geography
in the evolution of political violence in the developing world. Indeed, the findings that are
revealed now can be verified/updated as data become more reliable in the future.
86
Chapter 4
The Location and Movement of Rebel
Organizations
This chapter empirically tests the hypotheses that are concerned with addressing two funda-
mental questions born out of studying rebel organizations at the local-level. First, why do
rebel organizations choose to operate from the locations that they do? And second, under
what circumstances do rebels choose to take on the costs associated with relocation and
move across geographic space?
As discussed in Chapter 2, the theory predicts that rebels will choose to occupy those
locations that maximize their probability of survival. These are areas that are capable of
providing armed non-state actors with physical security and access to important resources.
The level of physical security provided at a given location and the amount of available
resources, however, are subject to ebbs and flows over the course of a civil conflict. As such,
we should expect rebel organizations to relocate when there is a sudden decline in the ability
of the group to survive at the location in question. Relocation, therefore, is predicated on
finding a new locality that eases resource acquisition and provides a renewed sense of physical
security.
In testing these propositions, a combination of spatial regression models and methods
borrowed from ecology are used. Specifically, in exploring the locations occupied by rebel
organizations, ecological niche factor analysis (ENFA) is employed. This method allows for
an exploration into the specific local-level features used by rebels, as well as provides impor-
tant insight into the geographic preferences of rebels. In empirically testing the hypotheses
regarding the movement of rebels across geographic space, a series of spatial regression mod-
els are used. This will include two sets of models – the first tests the hypotheses regarding
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the influence of local shocks on relocation, whereas the second will look at the influence of
the difference in the value of the spatial index from time t to time t+1 (which, is a different
way to operationalize local shocks).
Below, the location and movement of rebel organizations are separated into two sections.
Each will briefly reintroduce the theoretical expectations, outline the data and variables that
will be used, and discuss the findings from the empirical tests.
4.1 The Location of Rebel Organizations
Survival during civil war is inherently a local problem – the location that a group occupies
fundamentally shapes the ability of that group to survive. The easier it is to access important
resources that are necessary to continue fighting, the more likely that the civil conflict in
question will continue. In much the same vein, the more security-enhancing features that
are in close proximity (e.g. mountainous terrain, forests, etc.), the more secure the location
will be perceived to be. This perception of security is vital, as it affords rebels the freedom
to act in accordance with their end goals instead of emphasizing short-term survival. From
this, the first two empirical predictions were derived:
Hypothesis 1 Rebel organizations will prefer to occupy locations that provide them with a
sense of physical security. This includes: (1a) forested areas, (1b) mountainous areas,
(1c) localities near international borders, (1d) away from areas with high levels of state
capacity, and (1e) away from locations in close proximity to government repression.
Hypothesis 2 Rebel organizations will prefer to occupy locations that provide them with
access to resources. This includes: (2a) diamond mines, (2b) croplands, and (2c)
near acts of political expression.
As described in Chapter 2, much of this behavior is conditioned by group strength.
Groups that are strong relative to the national government are better able to defend them-
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selves and are thus not fearful of extinction. Because their risk is lower relative to weaker
groups, they enjoy much more autonomy regarding where they are able to base operations
from. This implies that they will be more apt to venture into areas that might not be con-
ducive to rebel behavior, per the logic described in the theory chapter. This leads to the
following empirical prediction:
Hypothesis 3 The stronger the rebel organization relative to the national government, the
more likely that they will operate away from areas that are conducive to rebel behavior.
4.1.1 Data and Methods
In order to test the empirical predictions outlined above, the geographic profiles described in
the previous chapter are used. Each profile is a spatial polygon, which allows for local-level
information to be extracted. This makes it possible to derive measures for each of the push
and pull factors described in the theoretical logic. In sum, there are 3851 rebel group months
that will be used when employing ecological niche factor analysis (ENFA).1
Variables
The dependent variable used for ENFA is the physical location of rebels as defined by the
home-range estimation profiles. In particular, local-level information is extracted from each
profile. In doing so, the mean value is taken in order to account for the spatial extent
occupied by the group in question. This is accomplished by converting each data source into
a raster file, which divides the study area into a series of grid cells and assigns each a value.
Per the data sources outlined in the previous chapter, the analysis will include measures
of forest density, elevation as a proxy for mountainous terrain, the presence of international
borders, nighttime lights as a proxy for state capacity, and government repression. In addi-
tion to these security-based features, measures that capture the intensity of diamond mines,
1This number is reduced to 1851 in the subsequent regression analysis. The reason is missing values in
several of the controls.
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croplands, and acts of political expression are also included.2
Estimation Techniques
In testing the hypotheses that pertain to the geographic locations occupied by rebel organi-
zations, ecological niche factor analysis (ENFA) is used. Simply stated, ENFA accounts for
the fact that ecological variables are not independent (e.g. mountainous areas also tend to
be those that are forested) by identifying combinations of the spatial covariates to produce
uncorrelated indices or components. In other words, it recognizes and accounts for those
locations that would likely bias the results because of significant correlations among the
factors under consideration. This allows one to identify the geographic space most preferred
by the actor in question with confidence.3
Central to ENFA are the concepts of marginality and specialization. Marginality refers
to the extent that the ecological niche occupied by the group differs from the available
conditions in the study area. A positive value indicates that the actor under consideration
prefers higher-than-mean values on the ecological variable (with closer to 1 being a stronger
preference), whereas negative values indicate the inverse – that the actor prefers lower-than-
mean values (a value of 0 means that a groups preference is equal to the mean available in
the study area). A positive value on forest density, for example, would indicate that rebels
choose forests as part of their ecological niche. The second concept, specialization, indicates
how restricted an actors’ niche is in relation to the study area. The higher the value, the
more restricted the range of the actor on the corresponding ecological variable. Or, stated
differently, the more that the group under consideration relies on this particular ecological
variable over time.
2Please see the previous chapter for a detailed discussion of each variable.
3In the literature, this geographic area is termed an ecological niche – that area that the group under
consideration is likely to occupy because it is characterized by factors that are conducive to survival.
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Table 4.1: Ecological Niche Factor Analysis of African Rebel Organizations, 1990-2010
Marginality Specialization
STRONG GROUPS
International Borders 0.518860461 0.0051352063
Elevation 0.018633942 0.0052956182
Forest Density 0.232767295 -0.0296638085
State Capacity 0.006137199 -0.9964339294
Croplands 0.120859155 -0.0475324283
Diamond Mines 0.732204969 0.0004369695
Political Expression 0.354223838 0.0447129153
Government Repression 0.003569378 -0.0438896506
WEAK GROUPS
International Borders 0.3633115 -0.21144240
Elevation 0.3430765 -0.05380430
Forest Density 0.2221710 0.58389922
State Capacity 0.2879760 -0.30977199
Croplands 0.1371179 0.20186779
Diamond Mines 0.2849831 -0.07280578
Political Expression 0.7020208 -0.08548043
Government Repression 0.1586291 0.67981029
4.1.2 Findings
The findings from the ENFA analysis can be seen in Table 4.1. Per the theoretical logic,
there is expected to be a difference between strong and weak organizations. As such, the
data were subsetted and ENFA was conducted for each type of rebel group.
The first value of interest is the Marginality score, which provides a sense of whether
or not the value of a given spatial covariate is above or below the mean in the study area.
Because the potential range of this value is -1 to 1, we can confirm that both strong and
weak rebel groups have a preference for all of the factors under consideration, but some
preferences are much stronger relative to others (note that positive values indicate higher
than the mean, whereas negative indicate lower). There is notable variation, however, in the
strength of preferences observed between strong and weak organizations.
First, with regard to stronger rebel groups, there appears to be a strong preference for
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diamond mines and international borders. In addition, there is a more moderate preferences
for those locations where political expression is ongoing and densely forested areas. Their
weaker counterparts, on the other hand, have a strong preference for areas where political
expression is ongoing. More moderate preferences are revealed for international borders,
mountainous regions, areas of state capacity, diamond mines, and forested areas. This
implies that these are the factors that rebels seek out when choosing a suitable location to
operate from.
The Specialization score for each type of rebel organization provides further insight, as
it identifies how restricted an actor’s niche is in relation to the study area. Positive values
indicate some degree of specialization, with those values that are closer to 1 indicating
that the groups in question occupy those locations consistently over time (thus, they are
seen to ‘specialize’ in relying on these factors). The first observation from these scores is
that stronger organizations tend not to significantly specialize in any of the factors under
consideration. The highest specialization score is 0.045, which suggests that they occupy
areas where political expression is ongoing most often. Weaker rebel organizations, on the
other hand, are highly specialized in three different local-level factors (in order): government
repression, forested areas, and croplands. Also notable, both types of rebel groups are
extremely unspecialized in areas where state capacity is highest. This is especially true
with regard to stronger organizations, who likely have the means to thrive away from these
locations.
The fact that the evidence presented here shows that weaker organizations are highly
specialized in government repression (Specialization score = 0.680) seems to indicate that
governments are more apt to target weaker organizations. This interpretation is supported by
the negative Specialization score produced by the ENFA models for stronger organizations.
The specialization in forests and croplands are also notable with regard to weaker groups,
as it implies that these two particular local-factors are those that the group targets when
selecting a suitable habitat. Perhaps most important given the aims of this study, especially
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(a) Strong Groups (b) Weak Groups
Figure 4.1: Visualization of Ecological Niche Factor Analysis for African Rebel Organiza-
tions, 1990-2010
as it relates to Hypothesis 3, is the strong evidence that strong rebel organizations need
not specialize in any particular local-level factor. Instead, it appears as if they enjoy the
autonomy to move around the study area as they deem necessary. This is likely because
stronger organizations have a much larger portfolio of resources, and are also likely less
threatened because they are able to challenge the government militarily.
Figure 4.1 provides a visualization of the ENFA analysis. The x-axis is the Marginality
score, whereas the y-axis is the Specialization score. In addition, the light gray polygon in
each plot represents the geographic space that is suitable for rebels. Or, in other words, the
amount of geographic space that rebels have to choose from. The dark polygon is the geo-
graphic space actually utilized by rebels. Overlap, therefore, indicates that the organizations
are choosing those geographic spaces that are likely to improve their prospects for survival.
The lack of overlap, on the other hand, indicates that the organizations are venturing away
from the geographic locations that are most conducive to survival. In addition, because the
axes represent both Marginality and Specialization, the further from the intersection the
factor is the more important that factor is to rebels.
Using these visualizations as a guide, the ENFA analysis reveals that the most important
factor for strong rebel organizations is state capacity, as they are very effective at avoiding
those locations. In addition to this finding, it appears that these groups are likely to operate
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near diamonds, international borders, and locations where political expression is ongoing.
They have a moderate preference for forests and croplands. Finally, as evident by the position
of the polygons, stronger organizations are apt to operate away from areas that are most
apt to ensure their survival. As previously discussed, this implies that these groups have
a larger portfolio of resources and are much less fearful of being confronted by government
forces.
Weaker rebel organizations, on the other hand, are especially attracted to locations where
government repression is ongoing, forests, and croplands. The finding regarding government
repression does not likely represent a strategic choice, as it likely implies that governments
are more apt to target weaker groups. Forests and croplands, on the other hand, are likely
attractive to these groups because they provide resources and physical security. In addition
to these two features, weaker groups also have a moderate preference for areas where polit-
ical expression is ongoing, diamonds, international borders, and mountainous regions. Like
stronger groups, they prefer to avoid areas of high state capacity. Also notable, weaker orga-
nizations are much more likely to occupy the geographic space that improves their prospect
for survival (per the polygons). The fact that the dark polygon is larger relative to the light
gray polygon, implies that there is not enough habitat available to satisfy the demand. This
finding has the potential to produce important insight regarding rebel-on-rebel violence.4
4.2 Local Shocks and Rebel Relocation
Sudden shifts in the characteristics of a locality occupied by rebels is referred to as a local
shock. Local shocks, as discussed at length in Chapter 2, can take one of two forms. First,
negative local shocks are instances in which the geographic space in question becomes less
conducive to survival from the perspective of rebels. These shifts can be sudden and dra-
matic, such as the onset of government repression or a decision by a third-party state to
4The assumption being that rebel groups will compete for this finite geographic space.
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deny access to their territory. Or, they might evolve slowly over a significant period of time,
such as prolonged drought or a decline in the value of a natural resource that rebels were
relying upon. In either case, the worsening environment creates an incentive for the group
to relocate in order to find more conducive geographic space. This incentive is much more
powerful in the case of weaker groups, as negative local shocks represent a serious threat to
group survival. From this, the following is derived:
Hypothesis 4 Rebel organizations will be more likely to relocate during periods of negative
shocks.
Contrary to negative local shocks, positive local shocks are when the locality occupied
by rebels become more conducive to survival. These are instances in which government
repression decreases, a new market is opened for a natural resources found within rebel-held
territory, a third-party state begins to allow access to rebels, or some other fundamental shift
in local-level characteristics. During these moments there is an incentive born to remain at
the location in question. Doing so will allow the organizations to enjoy the benefits of the
local shock, which will further enhance their ability to survive in the context of civil conflict.
As such, the following empirical expectation is proposed:
Hypothesis 5 Rebel organizations will be less likely to relocate during periods of positive
shocks.
Militarized interstate conflict is common during periods of civil conflict, as the dynamics
of internal wars tend to produce issues of contention between states. As states confront one
another over these issues, rebels are likely to respond if they are forced to do so. As described
in Chapter 2, this is likely to be the case if the episode of interstate conflict occurs in close
proximity to rebels. The reason for this is twofold. First, interstate conflict will lead to
an influx of military-based resources from the government and the third-party state. Thus,
this has the potential to function as a significant negative shock. Second, regimes are apt to
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ramp up repressive actions during these periods. Because of this, this theory presented in
this project expects rebels to avoid these locations. From this, the following hypothesis is
proposed:
Hypothesis 8 Interstate conflict that occurs in close proximity to the territory occupied by
rebels will be associated with rebel relocation.
In addition to interstate conflict, this project also proposes an important relationship
between peacekeeping deployments and patterns of rebel movement across geographic space.
In particular, the expectation is that rebel groups who are weaker relative to the national
government will remain stationary in the shadow of peacekeeping forces. The reason is that
the group can exploit the security-enhancing benefits indirectly afforded to them by their
presence, which will increase the likelihood of survival. From this, the following is derived:
Hypothesis 10 Peacekeeping deployments near weak rebel organizations will be associated
with less movement across geographic space.
It is notable that local shocks are predicted to influence the behavior of rebels, regard-
less of group strength relative to the government. The reason for this expectation is the
assumption that all rebel organizations will do whatever is necessary to make themselves
better off, as failure to to so undermines their ability to engage in the behavior that best
suits their interests. The difference that exists in relation to group strength, therefore, rests
in how each type of group is able to cope with movement across geographic space – a topic
that will be empirically explored in the subsequent chapter.
4.2.1 Data and Methods
The unit of analysis is rebel group months, per the geographic profiles described in the
previous chapter. Unlike the ENFA analysis, not every observation is used in the regression
equation because of missing values in some of the control variables. As such, there are a
total of 1851 rebel group months included in the analysis.
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Variables
The dependent variable in the regression equations is the extent of rebel movement across
geographic space. Specifically, the distance in kilometers is measured between the two points.
This is done on a month-to-month basis for each rebel organizations included in the analysis.
The natural log of the variable is used in the analysis in order to correct for skew. Thus, the
coefficients will be interpreted as indicating a percentage change in the dependent variable
in relation to change in the independent variables included in the equation.
There are five independent variables of interest that will be used to explain variation
in rebel movement across geographic space: the extent of negative shocks, the extent of
positive shocks, the difference in the spatial index from the previous month, the intensity
of interstate conflict in rebel territory, and the intensity of peacekeeping forces in rebel
territory. In addition, a set of interaction terms are constructed in order to examine how
external factors (interstate conflict and peacekeepers) interact with changing local conditions
to either promote or deter relocation.
A set of control variables are also included in the regression equations in order to account
for group-level characteristics that might influence movement across geographic space. Of
those described in detail in the previous chapter, those that capture group strength, the type
of organization, whether or not the group has external support, and territorial control are
included. In addition, dummy variables for each month are included in order to account for
changes in the ease of movement during certain seasons.
Estimation Technique
In order to estimate the influence of shifts in local-level characteristics on rebel movement,
spatial regression models are employed. The spatial weights matrix is based on the neighbor
list described in Chapter 3, which means that groups within 200 miles of one another, those
who are formally allied, and splinter groups are linked. In each model, spatial autocorrelation
was verified via a Moran’s I test. In addition, Lagrange multiplier diagnostic tests identified
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the type of spatial dependence present and was used to select the correct model specification.5
4.2.2 Findings
The findings from the spatial regression models can be found in Table 4.2. The estimates
strongly support Hypothesis 4, which expects periods of negative shock to be associated with
an increase in rebel movement across geographic space. This, as described while introducing
the theoretical logic, is the case because a strong incentive is born during these moments
to relocate in order to increase the probability of survival during wartime. The importance
of negative shocks in also notable, as an increase of 3.1% is anticipated for every one unit
increase in the extent of the shock (see Model 3). This finding is supported by the model
estimated with the difference in the spatial index from time t to time t+1 as the independent
variable of interest. The coefficient is positive, indicating that movement increases as the
value of the spatial index increases. Because higher values are associated with deteriorating
local conditions, this is further evidence of this incentive to relocate. The model indicates
an increase in movement of 1.5% for every one unit increase in the spatial index (see Model
4).
The substantive effect of changing local conditions on rebel movement can be found in
Figure 4.2. The figures show the simulated change in the range of movement exhibited by
rebel organizations when moving from the minimum to maximum observed values (along
with the corresponding confidence intervals).6 As can be seen in the figure, moving from the
minimum to the maximum extent of a negative shock is predicted to produce an increase in
movement of roughly 40 kilometers during the month in question. This equates to a 37%
increase. The simulation from the model that relies on the difference in the spatial index
also reveals a simliar pattern – moving from the most extreme positive shock to the most
extreme negative shock is predicted to increase rebel movement by roughly 35 kilometers. In
5The results from these tests can be found in the appendix.
6Note that are dummy variables are held at 0, whereas continuous variables are held at their mean values.
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Table 4.2: Influence of Local Shocks on the Movement of Rebel Organizations During
Wartime, 1990 – 2010
Dependent variable:
ln Movement (kilometers)
(1) (2) (3) (4)
Negative Shock 0.030∗∗ 0.031∗∗
(0.013) (0.014)
Positive Shock −0.012 0.001
(0.013) (0.014)
Spatial Index Change 0.015∗
(0.008)
Strong Group −0.828∗∗∗ −0.831∗∗∗ −0.828∗∗∗ −0.829∗∗∗
(0.187) (0.187) (0.187) (0.187)
Weak Group −0.399∗∗∗ −0.409∗∗∗ −0.399∗∗∗ −0.406∗∗∗
(0.134) (0.134) (0.134) (0.134)
Secessionist Group 0.174 0.185 0.175 0.178
(0.215) (0.215) (0.215) (0.215)
Ethnic Group −0.043 −0.024 −0.043 −0.034
(0.173) (0.173) (0.173) (0.173)
Terrorist Group 0.658∗∗∗ 0.656∗∗∗ 0.659∗∗∗ 0.657∗∗∗
(0.160) (0.160) (0.160) (0.160)
External Sponsorship 0.438∗∗∗ 0.434∗∗∗ 0.439∗∗∗ 0.435∗∗∗
(0.089) (0.089) (0.089) (0.089)
Territorial Control −0.102 −0.104 −0.102 −0.104
(0.118) (0.118) (0.118) (0.118)
Forest Density −0.003 −0.003 −0.003 −0.003
(0.004) (0.004) (0.004) (0.004)
Elevation −0.0001 −0.0001 −0.0001 −0.0001
(0.0002) (0.0002) (0.0002) (0.0002)
International Borders −0.029∗ −0.028∗ −0.029∗ −0.028∗
(0.015) (0.015) (0.015) (0.015)
State Capacity −0.062 −0.062 −0.062 −0.061
(0.085) (0.085) (0.085) (0.085)
Diamond Mines −0.048 −0.047 −0.048 −0.049
(0.045) (0.045) (0.045) (0.045)
Political Expression 0.022 0.019 0.022 0.023
(0.034) (0.034) (0.034) (0.034)
Government Repression −0.443 −0.415 −0.442 −0.447
(0.332) (0.333) (0.333) (0.333)
Constant 5.125∗∗∗ 5.178∗∗∗ 5.122∗∗∗ 5.163∗∗∗
(0.332) (0.332) (0.333) (0.332)
Observations 1,511 1,511 1,511 1,511
Log Likelihood −2,110.836 −2,113.159 −2,110.832 −2,111.716
σ2 0.932 0.935 0.932 0.933
Akaike Inf. Crit. 4,257.671 4,262.318 4,259.664 4,259.433
Wald Test (df = 1) 520.341∗∗∗ 519.428∗∗∗ 519.905∗∗∗ 523.977∗∗∗
LR Test (df = 1) 131.674∗∗∗ 130.706∗∗∗ 131.664∗∗∗ 131.405∗∗∗
Note: spatial error models ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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this case, this represents an increase in movement across geographic space of approximately
38%. It notable that movement might often encompass multiple months, which implies that
these increases in movement may extend far beyond the time period included in the empirical
models.
Regarding the relationship between positive shocks and rebel movement across geographic
space, no evidence is produced by the statistical models that this is an important one. Each
of the coefficients fails to reach statistical significance, which means that positive shocks
do not alter the way in which rebels behave spatially. This is not inconsistent with the
theoretical framework, as this simply implies that these organizations continue operating
according to the status quo. Thus, taken together, the evidence shows that while negative
shocks create a strong incentive to relocate in order to increase the probability of survival,
positive shocks do not necessarily lead a rebel organization to remain stationary.
Because the dependent variable and many of the control variables have yet to be consid-
ered in the conflict literature, a brief discussion of these findings is also warranted. First,
regarding the relationship between the variables taken from the Non-State Actor Data, there
are four variables that reach statistical significance in each of the statistical models. First,
both strong and weak groups are negatively associated with movement. Though, the ef-
fect is much greater for stronger organizations as their movement across geographic space is
found to be reduced by 82.5% (as compared to 39.9% for weak groups). In addition to the
importance of group strength found in the models, terrorist groups and those with external
support are found to move more during periods of civil conflict. Terrorist organizations
move 65.9% more, holding all else constant. Similarly, those groups who enjoy external
sponsorship move 43.9% more when all the other factors are held constant. No patterns are
uncovered for secessionist groups, ethnically-based groups, or those who control territory.
Those controls that account for local-level conditions all fail to reach statistical signifi-
cance, with the exception of international borders. The coefficient for this factor is negative,
which indicates that rebels operating near borders regions are less apt to move across geo-
100
(a) Negative Shocks (b) Spatial Index Change
Figure 4.2: The Effect of Changing Local Conditions on Rebel Movement in Africa, 1990 –
2010
graphic space. The effect, however, is relatively minimal – producing a decrease in movement
of 2.9% in the empirical model.
Hypothesis 8 predicts that interstate conflict that occurs in close proximity to rebels will
be associated with relocation. The reason is that this form of event may lead to an influx
of resources, both government and those from an external state. The estimates from the
models used to test this expectation can be found in Table 4.3. The model estimated on
the full sample finds no support for this hypothesis, as the variable is negative and fails to
reach statistical significance. When subsetting the data based on group strength, however,
some noteworthy findings appear. Weak organizations seem to be hesitant to relocate during
these periods (for every one percent increase in interstate conflict, movement decreases by
1.1%), whereas stronger organizations are associated with increased levels of movement (for
every one percent increase in interstate conflict, movement increases by 2.1%). This seems
to show that weak organizations are uneasy relocating during such an uncertain period, or
are moving cautiously as external resources come to the location. Strong groups, on the
other hand, seem concerned with getting away from interstate conflict as it is ongoing.
Looking further at the models that use the subsetting data (see Model 8 and Model 9),
some more nuanced findings emerge. When interacting interstate conflict with the various
forms of local shocks, it appears that negative shocks are important in understanding why
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Table 4.3: Militarized Interstate Conflict, International Peacekeeping, and the Movement of African Rebel Organizations
Across Geographic Space, 1990 – 2010
Dependent variable:
ln Movement
full weak strong full weak strong
sample groups groups sample groups groups
(5) (6) (7) (8) (9) (10)
ln Intensity of Interstate Conflict −0.007 −0.011∗∗ 0.021∗ NA NA NA
(0.005) (0.005) (0.012)
ln Intensity of Peacekeeping Forces NA NA NA −0.001 0.001 −0.005
(0.004) (0.004) (0.009)
Spatial Index 0.028 0.027 −0.037 0.016 0.013 0.013
(0.026) (0.033) (0.060) (0.019) (0.021) (0.038)
Positive Shock −0.014 0.019 −0.135∗ −0.053∗ −0.057∗ −0.022
(0.040) (0.048) (0.074) (0.028) (0.033) (0.051)
Negative Shock 0.041 0.065 −0.060 −0.023 −0.023 0.013
(0.044) (0.051) (0.091) (0.029) (0.033) (0.059)
ln Interstate Conflict x Positive Shock −0.00005 0.001 −0.006 NA NA NA
(0.002) (0.002) (0.004)
ln Interstate Conflict x Negative Shock 0.003∗ 0.004∗∗ −0.011∗∗ NA NA NA
(0.002) (0.002) (0.004)
ln Peacekeeping Forces x Positive Shock −0.004∗∗∗ −0.004∗∗ −0.002
(0.001) (0.002) (0.003)
ln Peacekeeping Forces x Negative Shock NA NA NA −0.003∗∗ −0.003∗ −0.002
(0.001) (0.002) (0.003)
Strong Group −0.823∗∗∗ NA NA −1.109∗∗∗ NA NA
(0.284) (0.246)
Weak Group 0.222 NA NA −0.394∗∗ NA NA
(0.230) (0.174)
Secessionist Group −1.301∗∗∗ −1.976∗∗∗ none 0.697∗ 0.470 none
(0.250) (0.343) (0.357) (0.383)
Ethnic Group −0.186 −0.232 0.029 −0.377∗ −0.079 −1.565∗∗
(0.198) (0.491) (0.590) (0.222) (0.339) (0.667)
Terrorist Group 0.872∗ 1.325∗∗ none 1.025∗∗∗ 1.113∗∗∗ none
(0.501) (0.570) (0.378) (0.392)
External Sponsorship 0.592∗∗∗ 1.158∗∗∗ −0.775∗ 0.673∗∗∗ 0.784∗∗∗ −0.566
(0.131) (0.189) (0.467) (0.106) (0.121) (0.504)
Territorial Control 0.787∗∗∗ 2.410∗∗∗ 0.052 −0.195 0.063 −0.370
(0.168) (0.329) (0.566) (0.160) (0.197) (0.585)
Constant 0.229 1.247 2.768∗ 4.087∗∗∗ 3.784∗∗∗ 5.087∗∗∗
(0.626) (0.786) (1.548) (0.465) (0.497) (1.011)
Observations 952 774 178 818 682 136
Log Likelihood −1,925.440 −1,563.521 −353.109 −1,166.160 −988.011 −179.295
σ2 3.296 3.240 2.978 0.974 1.016 0.753
Akaike Inf. Crit. 3,882.879 3,155.042 730.218 2,364.320 2,004.021 382.591
Wald Test (df = 1) 101.354∗∗∗ 154.212∗∗∗ 61.755∗∗∗ 393.109∗∗∗ 401.646∗∗∗ 188.734∗∗∗
LR Test (df = 1) 93.417∗∗∗ 70.629∗∗∗ 43.611∗∗∗ 153.005∗∗∗ 140.301∗∗∗ 45.145∗∗∗
Note: spatial regression models ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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rebels relocate in the context of interstate conflict. First, regarding weak organizations, the
interaction terms is positive and statistically significant – indicating that weak organizations
are more apt to relocate when interstate conflict occurs in the context of a negative shock.
Contrary to weak groups, those groups that are strong relative to the government are less
likely to relocate in the context of a negative shock. It is also notable that these groups
are also less likely to move across geographic space during periods of positive shocks. Thus,
not only is interstate conflict associated with rebel movement, but it is also conditioned by
changes occurring locally.
The second hypothesis tested in this section, Hypothesis 10, predicts that weak organi-
zations will remain stationary when peacekeeping deployments occur nearby because they
want to enjoy the protection that these forces afford. According to the estimates produced by
the statistical models (see Models 4-6), this is indeed the case. When estimating the model
using the full sample there is no relationship between the intensity of peacekeeping forces
and movement across geographic space. When looking at the interaction terms, however,
the coefficient becomes negative and statistically significant for both forms of local shocks.
As is evident by the models that use subsetted data (Model 5 and Model 6), this findings
only holds for weak organizations. There is evidence, therefore, that weak organizations pre-
fer to remain stationary when peacekeepers are deployed to their locations – likely because
peacekeepers provide a sense of security. Movement of strong groups, on the other hand, is
not influenced by peacekeeping forces.
4.3 Conclusion
In summary, the empirical analyses presented in this chapter have uncovered some important
patterns pertaining to the location and movement of armed non-state groups engaged in civil
conflict. First, there is strong evidence that rebels do indeed choose to strategically occupy
certain geographic locations. This is especially the case for weaker groups, as they are seen
103
to specialize much more relative to their stronger counterparts. In particular, these weaker
groups have an affinity for forested areas and croplands. Stronger organizations, on the other
hand, have a preference for diamonds mine, international borders, political expression, and
forests. Though, as noted, they do not specialize in any one factor.
Relocation during periods of civil conflict is associated with local shocks, but only those
that are negative in the sense that local conditions are deteriorating. There is no empiri-
cal relationship uncovered between positive shocks and the predicted incentive for rebels to
remain stationary. Rather, this form of shock shares no relationship with the movement
of rebels across geographic space. The implication, then, is that armed non-state actors
are especially attune to shifts in their strategic environment that increases threat. This is
consistent with the findings regarding the presence of interstate conflict, as weaker organi-
zations are shown to be more apt to flee when it occurs in the context of a negative shock.
This is contrary to instances in which peacekeeping forces are deployed in close proximity
to weaker organizations, as they decrease their range of movement across geographic space.
This provides support for the notion that they prefer to remain stationary in order to exploit
the security-enhancing benefits provided by these forces.
The policy-making implications that stem from these findings are twofold. First, the
fact that rebels strategically select into areas that provide certain benefits imply that the
amount of space that is conducive to rebels matters. This means that ending civil wars
may be possible when the national government, or some other external actor, is able to
prevent access to areas that are conducive to rebel behavior. Though this might be difficult
in the context of wars ongoing in relatively large countries governed by weak regimes, such
as in the Democratic Republic of the Congo, it might have been possible in other cases –
such as defending the diamond mines against the RUF in Sierra Leone. Though, significant
manpower would be needed in order to accomplish this task.
Second, the fact that weak rebel organizations exploit peacekeepers in order to enhance
their security implies that these forces might be inadvertently prolonging civil conflicts. As
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groups begin to feel more secure, and have the autonomy to coordinate and remobilize, the
likelihood that a lasting peace is achieving decreases. It might be a better tactic, therefore,
to deploy in close proximity to rebels and focus on containment – or, stated differently,
prevent rebel forces from occupying those geographic locations that provide them with the
most benefit. A potential problem with this strategy, however, is that weaker organizations
might relocate closer to peacekeepers if they are deployed in close proximity. This study has
not taken up this question, so future empirical work will need to address this possibility.
In terms of scholarly work, these findings highlight the fact that local conditions matter
for rebel behavior. As such, variation in how rebels groups behave can be explained by
the level of resources that they have at their disposal locally. When the level of resources
becomes insufficient for survival, they relocate in order to find a more suitable locality. As
will be empirically explored in the next chapter, these periods of relocation can potentially
explain fundamentally shifts in the tactics employed by rebels. Or, stated differently, explain
why civil war violence clusters temporally during internal wars.
This leads directly into the question posed in the next chapter – how might relocation
alter rebel behavior? Specifically, this study has a strong interest in movement that occurs
as a result of negative shocks because of the expectation that the group in question is coping
with threat during these moments. This move the motivation of the group away form long-
term objectives and to those that prioritize survival in the short-term. Confirmation that
negative shocks are indeed associated with rebel movement justify this further exploration
in rebel behavior during periods of war.
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Chapter 5
Local Shocks and Civilian
Victimization During Wartime
In the the previous chapter empirical tests confirmed that rebels strategically select specific
locations that provide them with access to resources and security, and relocate when negative
shocks occur – that is, when the amount of resources and/or level of security available at
a location decreases. Evidence was also presented that indicates that weak organizations
relocate when interstate conflict occurs in the context of a negative shock, whereas stronger
groups are more apt to remain stationary. In addition, weaker rebels seem to remain station-
ary when peacekeeping forces are deployed nearby in order to exploit the security-enhancing
benefits that these troops afford. This chapter builds directly off of these findings by empiri-
cally exploring the potential consequences of this relocation. In other words, what observable
shifts in rebel behavior might be observed during these periods of uncertainty?
The expectation, as outlined in Chapter 2, is that movement across geographic space
requires a shift in rebel tactics. This is especially true when the movement is involuntary via
a significant negative shock. During these moments, armed non-state groups are essentially
forced to abandon their previous sources of security and resources in the name of surviving in
the short-term. It is expected that weaker rebel organizations will be more apt to behave in
this way, as they are at much greater risk of extinction relative to their stronger counterparts.
In what follows, the empirical predictions are further delineated and reintroduced. The
research design is then presented, and is followed by a discussion of the findings. The chapter
is concluding by briefly linking the findings from the previous chapter to those presented here.
Special care is taken during this discussion to foreshadow the necessity of the subsequent
chapter, which considers other potential ways in which peacekeeping forces might influence
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rebel behavior during wartime.
5.1 Rebel Relocation and Civilian Victimization
Relocation in the context of civil conflict has the potential to produce serious consequences.
This is because doing so necessitates leaving local-level factors behind that were being relied
upon for physical security and resources. If rebels fail to find a new location to operate from
that provide them with these benefits, the survival of the group will likely be at risk. In
addition to abandoning local-level features vital for rebellion, movement also decreases the
range of options that a group has. Or, stated differently, limits the tactics and strategies
that a group may employ. This puts the organization at a serious strategic disadvantage,
and often forces them to behave in a manner that is commonly viewed as being sub-optimal
– such as targeting civilian populations for resources.
This cost of relocation means that rebels will only engage in this behavior if there is a
high probability that doing so will make them better off and will not put the survival of the
group at risk, or if they are forced to relocate because of increasing threat. As described in
Chapter 2, it is during these periods of forced relocation via the onset of a negative shock
that begins the shift in the behavioral profile of rebels. During these moments they do
not choose to abandon potentially important local-level features, but instead must do so in
order to avoid suffering the costs imposed locally. As movement occurs, the group is now
relegated to behaving as “roving bandits,” in that resource acquisition takes place by raiding
and looting villages in close proximity to the escape route. Even though this behavior may
be sub-optimal, it occurs because surviving in the short-term is given precedence over longer
term goals and aspirations.
This process likely only occurs if the group in question is weaker relative to the national
government. Those rebel organizations that are capable of engaging the government militar-
ily are less likely to feel the pressures associated with anegative shock. In addition, stronger
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organizations are apt to enjoy a much larger portfolio of resources. As such, relocation is
less likely during these moments. In addition, if relocation occurs, these forms of groups are
less likely to resort to sub-optimal tactics as their survival will not be perceived as being at
risk. From this, the following empirical predictions is derived:
Hypothesis 6 Movement that occurs in the context of negative shocks will be associated
with an increase in the use of violence against civilian populations by weak rebel orga-
nizations.
The use of violence targeting civilians takes time and resources – as such, it is a relatively
costly action. As such, we should expect extreme movements across geographic space to be
associated with relatively fewer attacks targeting civilian populations. This, when paired
with the expectation that this tactic will not be employed when relocation is not occurring
(or, was not forced) means that empirically we should observe a curvilinear relationship –
violence should not occur during low-level of movement, nor should it occur at the extremes.
Rather, it is moderate ranges of movement across geographic space that are expected to be
associated with civilian victimization. From this, the following is derived:
Hypothesis 7 There will be an inverse-U relationship between movement across geographic
space and the use of violence against civilian populations by rebel organizations.
Because movement is expected to result from interstate conflict that occurs in close
proximity to rebels, it is anticipated that the main causal mechanism outlined in this study
will be sparked. In particular, as weak rebel organizations are forced to abandon local-level
features that provide them with physical security and access to resources, they are likely
to become increasingly desperate. As such, there is a strong incentive born to emphasis
short-term survival over any long-term goals or aspirations that the group in question might
have. This will increase the likelihood that during these moments weak groups will become
to rely on civilian populations for support. As no prior relationship has been established,
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this will involve coercion – usually in the form of raiding and looting villages that are near
the route being traveled. From this, the following empirical expectation is proposed:
Hypothesis 9 Movement that occurs because of interstate conflict will be associated with an
increase in the use of violence against civilian populations by weak rebel organizations.
This project also asserts that the deployment of peacekeeping forces also has the potential
to alter patterns of civilian victimization at the hands of rebels. As described in Chapter
2, this is because strong organizations will seek to undermine a mission because they would
prefer not to be monitored to interfered with during periods of civil conflict. One way to
undermine a peacekeeping mission is to kill civilians. Because protecting these populations
is one of the core purposes of peacekeeping missions, killing civilians sends the signal that
the mission is not effective in its purpose. This is not unlike the finding in the literature
that rebels target civilians when fighting democratic regimes because they want to signal
to the population that the government is unable to protect them. In this case, however,
the purpose is to signal to the international community that intervention is a wasted effort.
From this, the following is derived:
Hypothesis 11b Peacekeeping deployments that occur near strong rebel organizations will
be associated with an increase in the use of violence against civilian populations.
5.1.1 Data and Methods
The sample used for the empirical models below consists of 1851 rebel group months. This
is lower than the 3568 available months for two reasons. First, in order for a local shock to
occur to rebels they need to be active for consecutive months. This is because the home-
range analysis method used to create the geographic profiles needs known locations of rebel
activity. Thus, the observations in which this was not the case are dropped as the local shock
variables are coded as missing. Second, the control variables are only available for a subset
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of rebel organizations. When this information is not available, therefore, the group is absent
from the sample.
In addition, the data are disaggregated by group strength in order to estimate the inter-
action between rebel relocation and local shocks on the intensity of civilian victimization. In
doing so, strength is defined relative to the national government – strong groups, therefore,
are stronger or equal in military strength to the national government. Weaker groups are,
of course, weaker relative to the national government.
Variables
The dependent variable used in this portion of the study is the intensity of violence used
against civilian populations by rebel organizations. As described in Chapter 3, this variable
was created using kernel density estimation. Because violence targeting civilians is relatively
rare when looking at month-to-month patterns, the variable is highly skewed. Thus, the
natural log is used in the empirical models.
In terms of independent variables, there are seven that are used to test the hypotheses
outlined in developing the theory. The first is the natural log of rebel movement in geographic
space, as measured in kilometers. In addition to including this measure, the variable is
squared in order to test the expectation of a curvilinear relationship between movement and
civilian victimization. If both versions of the variable reach statistical significance, with one
coefficient revealing a positive relationship and the other negative, the evidence will be such
as to support this hypothesis.
In addition to rebel movement, five others are included: the extent of negative shocks,
the extent of positive shocks, the difference in the spatial index from the previous month,
the intensity of interstate conflict, and the intensity of peacekeeping deployments. These
variables are also used to construct a series of interaction terms to explore the interaction
between local conditions and other potentially important factors.
A set of control variables are also included in the regression equations in order to account
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for group-level characteristics that might influence the use of violence targeting civilian
populations. Of those described in detail in the previous chapter, those that capture group
strength, the type of organization, whether or not the group has external support, and
territorial control are included. In addition, the value of the spatial index is included to
account for local-level characteristics.
Estimation Technique
In order to estimate the influence of shifts in local-level characteristics on civilian victimiza-
tion during wartime, spatial regression models are employed. The spatial weights matrix is
based on the neighbor list described in Chapter 3, which means that groups within 200 miles
of one another, those who are formally allied, and splinter groups are linked. In each model,
spatial autocorrelation was verified via a Moran’s I test. In addition, Lagrange multiplier
diagnostic tests identified the type of spatial dependence present and was used to select the
correct model specification.1
5.1.2 Findings
Hypothesis 7 predicts that a curvilinear relationship will exist between rebel relocation and
the use of violence targeting civilians. The reason for this, which is discussed at length in
Chapter 2, has to do with the combination of opportunity and willingness. When movement
across geographic space is not taking place (or is occurring in a very limited way), there is
no willingness on part of rebels to shift to using violence against civilians. When movement
is extreme, on the other hand, the group is dedicating high levels of resources towards this
task. As such, there is very little opportunity to target civilian populations with violence.
The estimates from the empirical models provide evidence that this is indeed the case (see
Model 1, Model 3, and Model 4). Using Model 4, for every one percent increase in the range
1The results from these tests can be found in the appendix.
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Table 5.1: Rebel Movement, Local Shocks and Civilian Victimization in Africa, 1990-2010
Dependent variable:
ln Intensity of Civilian Victimization
(1) (2) (3) (4)
ln Movement 0.529∗∗∗ 0.535∗∗∗ 0.533∗∗∗
(0.087) (0.087) (0.087)
ln Movement2 −0.084∗∗∗ −0.085∗∗∗ −0.085∗∗∗
(0.015) (0.015) (0.015)
Spatial Index Change 0.020 0.027
(0.020) (0.020)
Negative Shock −0.001
(0.032)
Positive Shock −0.051∗
(0.030)
Spatial Index −0.039∗∗ −0.054∗∗ −0.063∗∗ −0.060∗∗
(0.019) (0.026) (0.026) (0.026)
Strong Group −0.815 −0.440 −0.816 −0.906
(1.648) (1.658) (1.647) (1.649)
Weak Group 1.230∗∗ 1.550∗∗∗ 1.316∗∗ 1.264∗∗
(0.522) (0.507) (0.526) (0.527)
Secessionist Group −3.019∗∗ −3.032∗∗ −3.021∗∗ −3.060∗∗∗
(1.184) (1.195) (1.184) (1.184)
Ethnic Group −2.251∗∗ −1.938∗∗ −2.349∗∗ −2.323∗∗
(1.029) (0.985) (1.030) (1.029)
Terrorist Group −1.509∗∗∗ −1.270∗∗∗ −1.522∗∗∗ −1.516∗∗∗
(0.383) (0.368) (0.383) (0.383)
External Sponsorship −1.072∗∗∗ −0.680∗ −0.949∗∗ −0.999∗∗
(0.411) (0.404) (0.421) (0.423)
Territorial Control 0.974∗∗ 1.167∗∗∗ 0.926∗∗ 0.942∗∗
(0.382) (0.366) (0.383) (0.383)
Constant 1.231 1.528 1.728∗ 1.777∗
(0.879) (0.950) (0.951) (0.951)
Observations 1,851 1,851 1,851 1,851
Log Likelihood −3,944.143 −3,961.757 −3,943.223 −3,942.604
σ2 4.136 4.209 4.132 4.129
Akaike Inf. Crit. 8,036.286 8,069.514 8,036.447 8,037.207
Wald Test (df = 1) 15.112∗∗∗ 21.945∗∗∗ 15.254∗∗∗ 15.393∗∗∗
LR Test (df = 1) 11.499∗∗∗ 16.458∗∗∗ 11.597∗∗∗ 11.649∗∗∗
Note: spatial error models ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
of movement produces an increase in the intensity of violence against civilians of 53.3%.2
The observed negative relationship produced when this variable is squared indicates that
the curve begins to decline as this measure increases. Specifically, for every one percent
2The percentage is used during the interpretation beacuse both the dependent and independent variable
are logged.
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Figure 5.1: Rebel Movement and Civilian Victimization in Africa, 1990 – 2010
increase in movement when the variable is squared decreases rebel attacks against civilians
by 8.5%. Thus, the use of violence against civilians increases dramatically when relocation
is occurring, but decreases slightly as the range of movement becomes extreme. It it also
notable that positive shocks are associated with a reduction in the intensity of attacks against
civilian targets, producing roughly a 5.1% decrease for every one unit increase in the extent
of the positive shock.
In terms of substantive impact, the nonlinear relationship can be seen in Figure 5.1.
Each curve (the movement of rebels and squared term) are simulated while holding all other
variables constant – dichotomous variables are set at 0, whereas continuous predictors are set
at the mean value. The inverse-U relationship, then, is captured by looking at where the two
curves overlap. According to the model, therefore, the intensity of violence targeting civilians
is at its highest at around 6 kilometers. Following this point, the curve begins a gradual
descent with no significant difference in the intensity of violence being observed after the 30
kilometer mark (roughly). The fact that this relationship holds for strong and weak rebel
organizations means that this finding might be capturing the strategy that rebels employ
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in attacking civilian targets – rebels may be moving beyond their base of operations, killing
civilians, and then returning. This would be consistent with the behavior of the LRA, for
example, as they prefer to employ the same ‘hit-and-run’ tactics that this empirical pattern
seems to be picking up.
Looking at the control variables included in each equation, some interesting patterns
emerge. First, only weaker groups are associated with violence against civilian populations
– a finding that is consistent with the literature in this area. The effect is also significant,
leading to an increase of 126.4% when all other factors are held constant. In terms of the
type of group, all four included in the equation are negatively associated with the use of
violence against civilian populations (secessionist, ethnic, and terrorist). The most substan-
tively important of the three are secessionist groups, with are associated with a decrease of
306%. Finally, those rebel organizations who enjoy external sponsorship are less likely to kill
civilians in these models, yet those who control territory are more likely to engage in this
behavior. This is consistent with the argument found in the literature that controlling ter-
ritory often involves using violence to coerce civilians into providing support. In the model,
those groups that control territory are associated with an increase of 94.2% in the intensity
of civilian victimization.
The next hypothesis, Hypothesis 6, predicts that movement that occurs because of a
negative shock will be associated with the use of violence against civilian populations by
weak organizations. This is because these forms of local shocks incentivize relocation in
the name of survival, which forces rebels away from resources and the features that were
providing physical security. As such, they begin to resort to tactics that are not always in
their best interest – such as raiding and looting villages, or coercing civilians into providing
support. Positive shocks, on the other hand, do not force the hand of these organizations in
the same way.
The estimates from the models used to test this notion are found in Table 5.2. Model
5 uses a subset of the data that only include organizations that are weak relative to the
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Table 5.2: Rebel Movement, Negative Shocks, and Civilian Victimization in Africa (weak
versus strong groups), 1990-2010
Dependent variable:
ln Intensity of Civilian Victimization
weak strong
groups groups
(5) (6)
ln Movement 0.477∗∗∗ 0.537∗∗
(0.095) (0.269)
ln Movement2 −0.083∗∗∗ −0.083∗
(0.015) (0.044)
Negative Shocks −0.075 −0.143
(0.060) (0.132)
Positive Shocks −0.033 −0.075
(0.061) (0.152)
ln Movement x Negative Shocks 0.026∗∗ 0.016
(0.014) (0.033)
ln Movement x Positive Shocks −0.001 −0.015
(0.014) (0.037)
Spatial Index −0.074∗∗∗ 0.002
(0.029) (0.068)
Secessionist Group −3.084∗∗∗ none
(1.148)
Ethnic Group −2.503∗∗∗ −1.790∗
(0.900) (0.967)
Terrorist Group −1.563∗∗∗ none
(0.365)
External Sponsorship −0.940∗∗ 3.127∗∗∗
(0.403) (0.908)
Territorial Control 0.865∗∗ 2.070∗∗
(0.365) (0.948)
Constant 3.544∗∗∗ −0.317
(0.778) (2.150)
Observations 1,570 281
Log Likelihood −3,289.243 −634.545
σ2 3.836 5.259
Akaike Inf. Crit. 6,710.487 1,311.090
Wald Test (df = 1) 30.165∗∗∗ 9.175∗∗∗
LR Test (df = 1) 16.759∗∗∗ 8.184∗∗∗
Note: spatial error models ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
national government, whereas Model 6 provides the estimates from groups that are stronger
relative to the national government. First, in the case of weak organizations, it is first notable
that the curvilinear relationship between relocation and civilian victimization is still present
in this sample. There is no relationship, however, between the two forms of local shocks and
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civilian victimization. When interaction terms are used between the extent of movement
and extent of these local shocks patterns do emerge. In particular, movement that occurs
in the context of negative shocks is associated with an increase in civilian victimization,
supporting Hypothesis 6. This finding implies that even though the nonlinear relationship
between movement and civilian victimization might be picking up the ‘hit-and-run’ tactics
rebels employ, there is something else going on with regard to weaker groups. In this sense,
the only form of movement that actually increases violence against civilians is that which
occurs in the context of a negative shock imposed on a weak organization.
When teasing out the substantive importance of this interaction between rebel relocation
as a consequence of negative shocks and civilian victimization at the hands of weak orga-
nizations, the effect appears to be significant. As is evident by the relationship presented
in Figure 5.2, a move from the minimum value of this interaction term to the maximum is
associated with an increase in the intensity of civilian victimization of roughly 90 – which,
in terms of the estimates produced by the simulation, represents nearly a 20% increase in
the intensity of these attacks (the maximum value of the intensity measure is roughly 460
in the simulations).
Stronger groups are simliar to weaker organizations, as the curvilinear relationship be-
tween movement and civilian victimization is present as well (see Model 6). There is no
relationship, however, between the interaction terms and the intensity of these attacks. This
seems to imply that unlike weak groups, stronger organizations do not enter that period of
desperation in which shifting to this tactic makes strategic sense. There is a notable shift in
the direction of an empirical relationship vis-a-vis weaker groups – there is a strong positive
relationship between external sponsorship and the use of violence against civilian popula-
tions (being associated with a 312.7% increase in intensity). This is contrary to weaker
organizations, who are less apt to engage in this behavior in the content of external sponsor-
ship. This finding pertaining to stronger groups is consistent with the literature in this area,
but the negative relationship observed among weak organizations is notable – it might be
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Figure 5.2: Rebel Movement During Negative Shocks and Civilian Victimization by Weak
Organizations in Africa, 1990 – 2010
the case that they are much more concerned about losing third-party support and are thus
guarding against reputational costs that might be imposed on the third-party. Evidence that
this might be the case is found in a recent study by Reeder (2015), who finds that during
periods in which an external actor is being pressured to end support for rebels, the rebels in
question become less likely to kill civilians but more likely to violently engage government
forces. The notion being that the rebels want to signal their resolve to the third-party, as
well as prevent any unnecessary reputational costs.
Hypothesis 9 predicts that weak organizations will increase their use of violence against
civilian populations, especially in cases in which movement occurs as a result of negative
shocks. The estimates produced by the models, including those estimated with the subsetted
data, can be found in Table 5.3. The first thing to note is that in the model that was esti-
mated using the full sample, none of the independent variables of interest reach statistical
significance (see Model 7). The models that use samples based on group strength, however,
tells a different story. First, regarding weak organizations, Hypothesis 9 receives some sup-
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Table 5.3: Militarized Interstate Conflict, International Peacekeeping, and Civilian Victimization by African Rebel Organiza-
tions, 1990-2010
Dependent variable:
ln Intensity of Civilian Victimization
full weak strong full weak strong
sample groups groups sample groups groups
(7) (8) (9) (10) (11) (12)
ln Intensity of Interstate Conflict −0.002 −0.010 0.036∗ NA NA NA
(0.007) (0.007) (0.019)
ln Intensity of Peacekeeping Forces NA NA NA 0.007 −0.003 0.057∗∗∗
(0.008) (0.009) (0.019)
ln Movement 0.001 −0.011 0.440∗∗∗ 0.007 −0.007 0.589∗∗∗
(0.046) (0.047) (0.122) (0.042) (0.044) (0.100)
Negative Shock −0.027 0.003 −0.235∗ 0.013 0.021 −0.130
(0.064) (0.068) (0.142) (0.055) (0.059) (0.119)
Positive Shock −0.036 0.028 −0.213∗ −0.033 0.009 −0.184∗
(0.058) (0.063) (0.121) (0.053) (0.057) (0.106)
ln Interstate Conflict x Negative Shock 0.0001 0.005∗ −0.014∗∗ NA NA NA
(0.003) (0.003) (0.007)
ln Interstate Conflict x Positive Shock 0.0004 0.002 −0.0004 NA NA NA
(0.002) (0.003) (0.007)
ln Peacekeeping Forces x Negative Shock NA NA NA 0.0001 0.003 −0.008
(0.003) (0.003) (0.008)
ln Peacekeeping Forces x Positive Shock NA NA NA −0.0002 0.001 −0.002
(0.003) (0.003) (0.007)
Spatial Index −0.048 −0.001 −0.057 −0.055 −0.036 −0.079
(0.042) (0.043) (0.101) (0.038) (0.040) (0.086)
Strong Group 2.609∗∗∗ NA NA 3.658∗∗∗ NA NA
(0.616) (0.536)
Weak Group −1.438∗∗∗ NA NA −0.788∗∗ NA NA
(0.492) (0.401)
Secessionist Group −1.303∗∗∗ −0.915∗∗ none −1.617∗∗∗ −1.599∗∗∗ none
(0.480) (0.457) (0.347) (0.340)
Ethnic Group −2.690∗∗∗ −0.870 −0.847 −2.552∗∗∗ −1.162∗∗ 4.637∗∗
(0.527) (0.615) (1.708) (0.493) (0.566) (1.839)
Terrorist Group −3.194∗∗∗ −3.548∗∗∗ none −1.440 −2.149∗∗ none
(0.815) (0.749) (1.016) (0.922)
External Sponsorship −1.511∗∗∗ −1.850∗∗∗ 4.899∗∗∗ −0.967∗∗∗ −1.596∗∗∗ 4.983∗∗∗
(0.250) (0.252) (1.200) (0.235) (0.242) (1.442)
Territorial Control 1.808∗∗∗ 0.111 2.380 1.694∗∗∗ 0.065 5.194∗∗∗
(0.407) (0.434) (1.562) (0.325) (0.340) (1.641)
Constant 5.764∗∗∗ 3.385∗∗∗ −0.671 5.178∗∗∗ 4.226∗∗∗ −1.396
(1.113) (1.028) (2.772) (0.970) (0.931) (2.218)
Observations 952 774 178 1,249 1,048 201
Log Likelihood −2,267.174 −1,774.006 −438.621 −2,981.397 −2,455.544 −468.622
σ2 6.659 5.598 7.731 6.760 6.242 5.738
Akaike Inf. Crit. 4,568.349 3,578.011 903.242 5,996.795 4,941.089 963.245
Wald Test (df = 1) 245.034∗∗∗ 124.624∗∗∗ 83.694∗∗∗ 371.634∗∗∗ 129.159∗∗∗ 715.462∗∗∗
LR Test (df = 1) 104.197∗∗∗ 69.985∗∗∗ 33.225∗∗∗ 144.288∗∗∗ 81.509∗∗∗ 82.041∗∗∗
Note: spatial regression models ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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port (see Model 8). Specifically, the interaction term that was formed by interacting the
intensity of interstate conflict and the negative shock variable is positive and statistically sig-
nificant. This indicates that weak organizations are more apt to target civilians during these
periods. Stronger groups, on the other hand, are shown to increase their attacks targeting
civilians in the presence of interstate conflict (producing an increase of 3.6% for every one
percent increase in the intensity of interstate conflict), but seem to decrease these attacks
when interstate conflict occurs in the context of negative shocks.
The next hypothesis tested in this section, Hypothesis 11b, predicts that stronger rebel
organizations will increase the intensity of their attacks against civilian populations when
peacekeepers are present. The logic, as discussed in Chapter 2, is the notion that these groups
will seek to undermine the mission. The estimates produced by the spatial regression models
provide support for this notion, as a one percent increase in the intensity of peacekeeping
forces near rebels is associated with a 5.7% increase in the intensity of attacks targeting
civilians (see Model 12). It is noteworthy that no relationship exists between the presence
of peacekeeping forces and civilian victimization at the hands of weak rebel groups. Also
notable, changing local conditions do not seem to influence these empirical patterns (as
indicated by the local shock variables).
It is notable, however, that the effect of peacekeepers on civilian victimization at the
hands of stronger rebel organizations is marginal. Using the same simulation method em-
ployed previously, moving from the minimum intensity of peacekeepers to the maximum
leads to an increase in the intensity of these attacks of 11 on the intensity scale. This, given
the maximum value of this scale in the simulation, amounts to an increase of just over 2%
when holding all the other variables constant. Thus, even though stronger organizations are
more apt to target civilians in the presence of peacekeepers, they seem to do so with caution.
One reason for this may be the possibility that several violent assaults may attract more
peacekeeping forces rather than less – it appears to be the case, therefore, that these groups
are trying to straddle a fine line between undermining the mission and leading commanders
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on the ground to increase their presence in the area.
In combination with the findings from the previous section, these results seem to indicate
that weak organizations tend to remain stationary when peacekeepers arrive and do not shift
their behavior in terms of civilian victimization. This is likely because they prefer to enjoy
the security-enhancing benefits afforded to them by these forces. Stronger organizations, on
the other hand, seem unaffected in terms of their relocation patterns. They do, however,
begin to increase their use of violence against civilian targets in a very limited way.
Weaker organizations are also less apt to relocate when interstate conflict is in close
proximity. This might be the case because these periods pose significant risk and thus these
groups choose to hunker down instead of risk relocation. In addition, when interstate conflict
occurs in the context of a negative shock, weak groups increase their use of violence against
civilian populations. Stronger organizations differ, in that they are more apt to relocate
when interstate conflict is occurring nearby – the exception being when this takes place in
the context of a negative shock. In these instances, they become less apt to move across
geographic space. This pattern is identical to that observed when civilian victimization is
the dependent variable. Specifically, strong organizations increase this form of violence when
interstate conflict increases, yet decrease this form of violence when this takes place in the
context of a negative shock.
5.2 Conclusion
In this chapter, the humanitarian consequences of rebel relocation were considered. Specif-
ically, statistical models were estimated that explored the role of local shocks in leading to
relocation, which in turn makes civilian victimization more intense. The first finding in this
regard was the role of movement across geographic space in leading to changing patterns
of rebel behavior as it pertains to the treatment of civilians. The models found evidence,
regardless of model specification or sample, of a curvilinear relationship – civilian deaths
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appear to take place during moderate ranges of movement. This is because when relocation
is not occurring there is little incentive to behave in this manner, whereas extreme ranges
of relocation requires significant resources which leaves little opportunity to target civilians
with violence. Though, this empirical pattern might also be picking up on ‘hit-and-run’
tactics often employed by rebels.
The estimates produces by the statistical models also uncovered some other interesting
patterns when considering the full sample (weak and strong groups). First, positive shocks
are associated with a decrease in the intensity of violence targeting civilians by rebels. This
is consistent with the theoretical logic, as the group in question is free to engage in behavior
that is in accordance with group goals. In addition, the empirical evidence confirms that
weak rebels are more apt to attack civilians. Contrary to existing literature, however, groups
that enjoy external sponsorship are actually less likely to engage in severe acts of violence
targeting civilians. The reversal of this relationship, as it has been established in prior work,
might be a result of the disaggregated research design employed here, or the creation of a
new measures of civilian victimization via kernel density estimation. Or, the elimination of
bias via spatial regression models might also be apt to produce a change in this relationship.
In any case, it is notable that this contradicts much of the prior work in this area. Though,
it is noteworthy that when estimating the model in a subset of data that only includes strong
organizations, the relationship becomes positive and statistically significant. The effect is
also powerful – leading to an increase in intensity of 312.7% for stronger groups (see Model
6).
These subsets of data predicated on group strength also found evidence that relocation
only has humanitarian consequences of they occur in the context of negative shocks (see
Model 5). Though, this effect only holds if the rebel organization in question is weak
relative to the national government, consistent with Hypothesis 6. This provides support
for the notion that when weak organizations are forced to relocate in response to a negative
shock, they enter a period of desperation in which survival is given precedence over other
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goals. Thus, the groups become more apt to raid and loot villages in order to acquire the
resources that they need. During periods of positive shock, on the other hand, the group
perceives the environment to be more secure and are thus not apt to shift their behavior.
These findings, when paired with those presented in Chapter 4, highlight the role that
geography plays in the evolution of rebel behavior during wartime. Specifically, much of
these shifts are predicated on the characteristics of the locality, as well as how those charac-
teristics change over time. This is because these factors either expand or reduce the range
of options available to rebels, and might also incentivize relocation which necessitates a shift
in tactics. What has been absent thus far, however, is an account of some transnational
influences that are common during civil conflicts. Specifically, the next chapter empirically
explores the possibility that militarized interstate conflict and peacekeeping missions have
the potential to alter local conditions, sparking important shifts in the behavioral profiles of
rebel organizations.
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Chapter 6
Digging Deeper into the Relationship
Between Peacekeeping Deployments
and Rebel Behavior
The previous chapter expanded on Chapter 4 by examining the humanitarian consequences
of rebel relocation. By confirming the relationship between changes in local conditions, sub-
sequent relocation and civilian victimization, the central causal mechanism of this study
has been confirmed – namely, that forced relocation of rebel organizations during wartime
can help explain shifts in rebel group behavior. This chapter explores other potential con-
sequences beyond civilian victimization. Specifically, the role of peacekeeping forces in the
diffusion of violence across geographic space is considered. This is in addition to an analysis
that attempts to explain variation in the probability that rebels target peacekeepers with
violence.
This chapter begins with a reintroduction of the hypothesis under consideration. It is
important to note, however, that the only hypothesis that stems from the theory is that which
pertains to the use of violence by rebels against peacekeeping forces. The empirical analysis
that is concerned with the diffusion of violence across geographic space is performed because
the data can be leveraged to address this question – which is relatively common in local-
level studies that look at the role of peacekeepers in shaping conflict (see Beardsley, 2011;
Beardsley and Gleditsch, 2015; Powers et al., 2015, for a few examples). This reintroduction
of the hypothesis will then lead into an outline of the research design that is employed. This
is followed by a presentation of the results from the statistical analysis and a discussion of
the implications that stem from the findings. Finally, the chapter is concluding by linking
the findings presented in this chapter with those presented in Chapter 5 that pertain to
peacekeeping forces.
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6.1 Rebel Responses to Peacekeeping
6.1.1 Empirical Predictions
While weak rebel organizations are likely to take advantage of the security-enhancing benefits
that peacekeepers provide, strong groups have no need for this security. Rather, the presence
of these forces undermine strong organizations because they are likely monitoring rebel
activity, preventing access to specific areas, and are reducing civilian support. In this sense,
there is a strong incentive on part of these organizations to rid themselves of the influence of
a peacekeeping mission. One way to accomplish this task is to kill peacekeepers, as it raises
the costs on those actors who are actively supporting the mission – especially the countries
who are providing the peacekeeping forces. From this, the following is proposed:
Hypothesis 11a Peacekeeping deployments that occur near strong rebel organizations will
be associated with the use of violence against peacekeeping forces.
6.1.2 Data and Methods
This section tests one hypothesis outlined in the theoretical framework (above), and engages
in an empirical analysis of a research question that has been discussed widely in the peace-
keeping literature: under what circumstances do peacekeepers inadvertently diffuse violence
across geographic space? In the case of the former, the sample is limited by the data avail-
ability – violence targeting peacekeepers at the hands of rebels is only available for a small
subset of organizations. As such, the sample includes 216 rebel group months in the full
sample. When subsetting the sample, there are 115 weak rebel group months and 101 strong
rebel group months.
Regarding the former, the full sample consists of 1222 rebel group months. There are
1031 months when looking only at weak organizations, and 191 months when the data are
subsetting to only include groups that are stronger relative to the national government. The
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growth in the sample relative to previous sets of models (movement and civilian victimiza-
tion) is due to the dependent variable. The spatial extent of geographic profiles is present
regardless if the group was active for consecutive months. As such, there are fewer missing
values in the dependent variable vis-a-vis the other empirical chapters.
Variables
There are two dependent variables that are used in the statistical models presented in this
section of the chapter. The first is the use of violence targeting civilian populations. As
described in Chapter 3, this variable was borrowed from prior work in this area and is a
dummy variable that is coded as a 1 if the rebel group in question targeted peacekeepers
with the intent to inflict physical harm. Otherwise, it is coded as a 0. The second dependent
variable, the spatial extent of rebel organizations, was derived from the geographic profiles
created via habitat analysis. The variable is the area of the profile in kilometers. In both
cases, the dependent variables are led (t + 1) in order to address the timing at which each
respective process is expected to occur. In the case of spatial extent, for instance, the
geographic size of the area occupied by rebels is predicted to change in response to the
independent variables of interest. Thus, leading the variable is necessary.
In the first set of models, which use violence targeting peacekeepers as the dependent
variable, there are two independent variables that are of particular interest to testing Hy-
pothesis 11a. The first is the intensity of peacekeeping forces, which was created via kernel
density estimation. As discussed previously, the natural log of this value is taken in order to
address skew. The second is the movement of rebel organizations across geographic space.
This is the distance traveled in kilometers from time t to time t+1, and is logged in order to
correct for skew. This variable is important in the context of Hypothesis 11a because move-
ment away from peacekeepers will condition whether or not violence targets these forces.
Indeed, rebels will not be able to kill peacekeepers if they choose to move away from these
locations.
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The second set of models, which use the spatial extent of rebels in geographic space, relies
on four independent variables of interest. These variables are then used to create a series of
interaction terms. Each of these variables are identical to those used in prior models, and
have thus been discussed previously in this chapter (as well as in great detail in Chapter 3).
They include the intensity of peacekeeping forces, the range of movement across geographic
space, the extent of negative shocks, and the extent of positive shocks. The values for the
intensity of peacekeeping forces, as well as the range of movement across geographic space,
are logged in order to correct for skew.
Each set of models also includes control variables in order to account for potentially
important factors that might influence the dependent variables. When estimating the models
that are used to explain variation in the use of violence against peacekeepers, these controls
include the change in the spatial index (to control for local shocks), group strength, the
spatial index (to control for local-level factors), and territorial control. In the equations
used to explain variation in the geographic extent of rebel organizations, the controls include
the spatial index (to control for local-level factors), group strength, group type, external
sponsorship, and territorial control.
Estimation Technique
Two different model specifications are used in this section. The first is logistic regression be-
cause the models that explore the use of violence against peacekeepers rely on a dichotomous
dependent variable. In estimating these models, robust standard errors that are clustered
on the rebel group are reported. In addition, time-dependence is taken into account by
including a cubic polynomial approximation in the equation (Carter and Signorino, 2010).
In order to estimate the models that attempt to explain variation in the spatial extent
of rebels, spatial regression models are employed. The spatial weights matrix is based on
the neighbor list described in Chapter 3, which means that groups within 200 miles of
one another, those who are formally allied, and splinter groups are linked. In each model,
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Table 6.1: Local Conditions and the Use of Violence Against Peacekeepers by African Rebel
Organizations, 1990 – 2005
Dependent variable:
Violence Targeting Peacekeepers (t+ 1)
full weak strong
sample groups groups
(1) (2) (3)
ln Intensity of Peacekeeping Forces 0.892∗ −1.201∗∗∗ 3.819∗∗∗
(0.465) (0.426) (1.104)
Spatial Index Change 0.078∗ 0.052 0.298∗∗∗
(0.042) (0.041) (0.066)
ln Movement 0.046 −0.488∗∗∗ −3.294∗∗∗
(0.165) (0.176) (0.336)
ln Peacekeepers x ln Movement −0.120∗ 0.252∗∗ 0.481
(0.073) (0.127) (0.294)
ln Peacekeepers x Spatial Index Change 0.003 −0.001 −0.099
(0.032) (0.014) (0.098)
Strong Group 11.796∗∗∗ NA NA
(1.013)
Weak Group 9.676∗∗∗ NA NA
(0.972)
Spatial Index −0.131∗ −0.080 0.150
(0.070) (0.072) (0.274)
Territorial Control 2.924∗∗∗ 8.552∗∗∗ 7.644∗∗∗
(0.747) (1.042) (2.949)
Constant −10.602∗∗∗ −4.745∗∗∗ −5.630
(1.549) (1.659) (9.501)
Observations 216 115 101
R2 0.513 0.159 0.922
χ2 97.542∗∗∗ (df = 9) 14.056∗ (df = 7) 99.624∗∗∗ (df = 7)
Note: time controls not reported ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
spatial autocorrelation was verified via a Moran’s I test. In addition, Lagrange multiplier
diagnostic tests identified the type of spatial dependence present and was used to select the
correct model specification.1
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Figure 6.1: Intensity of Peacekeeping Deployments and the Probabilty of Civilian Victim-
ization by Strong Rebel Organizations
6.1.3 Findings
Violence Targeting Peacekeepers
The estimates from the models used to test Hypothesis 11a, that stronger groups will be
more likely to attack peacekeepers, can be found in Table 6.1. The estimates provide strong
support for this hypothesis, as the model that uses data pertaining to strong organizations
reveals a positive, statistically significant relationship (see Model 3). Because the natural
log of the variable is used in the equation, this amounts to an increase of 281.81% in the
probability of strong organizations attacking peacekeepers relative to the baseline. Weak
organizations, on the other hand, are less likely to attack peacekeepers (see Model 2). In
addition, it is notable that the interaction term created by combining movement and the
intensity of peacekeepers is positive and statistically significant for these groups. This seems
to imply that peacekeepers that do spark movement in part of weak rebels do indeed lead
to attacks targeting peacekeepers.
1The results from these tests can be found in the appendix.
128
Table 6.2: Local Conditions, Peacekeeping Deployments, and the Diffusion of Civil War
Violence in Africa, 1990 – 2005
Dependent variable:
Spatial Extent (t+ 1)
full weak strong
sample groups groups
(4) (5) (6)
ln Intensity of Peacekeeping Forces 2.673 4.724 −7.103
(5.107) (5.454) (14.294)
ln Movement 42.692∗∗ 32.736 156.722∗∗∗
(20.885) (23.121) (48.214)
ln Peacekeepers x ln Movement −2.835∗∗ −3.114∗∗ −0.971
(1.169) (1.239) (3.798)
Negative Shock 39.294∗ 48.991∗∗ 15.937
(23.095) (24.876) (61.341)
Positive Shock −24.572 −10.587 −43.401
(22.373) (24.753) (53.788)
ln Peacekeepers x Negative Shock 2.857∗∗ 3.500∗∗ 0.107
(1.306) (1.370) (4.217)
ln Peacekeepers x Positive Shock 1.362 1.433 2.446
(1.300) (1.404) (3.400)
Spatial Index −31.934∗∗ −28.493∗ −22.244
(14.554) (15.404) (41.435)
Strong Group −102.759 NA NA
(178.242)
Weak Group −114.746 NA NA
(119.265)
Secessionist Group −378.506∗∗∗ −366.937∗∗∗ none
(122.739) (125.063)
Ethnic Group −421.881∗∗∗ −265.580∗∗ −321.089
(107.909) (112.697) (403.249)
Terrorist Group 544.444∗∗ 545.812∗∗ none
(258.452) (254.564)
External Sponsorship −169.432∗∗ −176.948∗∗ 234.684
(74.402) (76.023) (373.573)
Territorial Control 237.216∗∗ 186.660∗ 494.517
(93.954) (98.782) (370.421)
Constant 1,107.583∗∗∗ 925.095∗∗ 282.313
(347.442) (359.409) (1,030.421)
Observations 1,222 1,031 191
Log Likelihood −10,315.650 −8,683.574 −1,620.551
σ2 1,233,211.000 1,182,905.000 1,362,675.000
Akaike Inf. Crit. 20,667.290 17,399.150 3,269.102
Wald Test (df = 1) 357.442∗∗∗ 387.355∗∗∗ 5.562∗∗
LR Test (df = 1) 307.779∗∗∗ 299.988∗∗∗ 6.022∗∗
Note: spatial regression models ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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In terms of substantive effects, Figure 6.1 displays the predicted probability that peace-
keepers will be targeted as the intensity of peacekeeping deployments near strong organiza-
tions increase. These probabilities were created by setting all dichotomous variables at 0 and
continuous variables at their mean, and then simulating the probability of violence based on
1000 different intervals of peacekeeping deployment intensities present in the data.2 The pat-
tern that is revealed is interesting, as the probability of an attack increases as the intensity
of peacekeeping forces in the area increases (as anticipated). The probability reaches 0.95 at
roughly half of the observed intensity of peacekeepers, lowers slightly, and then remains rel-
atively static. This suggests that there is a specific threshold in which strong organizations
will not tolerate peacekeepers forces near their base of operations. Once this threshold is
reached, it is more likely than not that the peacekeeping forces in question will be attacked
by rebels.
Also consistent with expectations, the movement of rebel organizations across geographic
space is negatively associated with violence targeting peacekeepers. Given the model spec-
ifications, this implies one of two things. First, when rebels make the strategic decision to
move towards peacekeepers they are less likely to target those peacekeepers. This is likely
the case because it is a moment in time in which the armed non-state group in question
is seeking to exploit the security-enhancing benefits that these troops afford. Second, the
causal arrow might go the other direction – namely, that rebels are in the process of relocat-
ing away from peacekeepers and are thus not interesting in attacking them, or are simply do
not have the opportunity to launch an attack because they are too preoccupied with moving
across geographic space.
Finally, it is notable that those groups who control territory are more likely to target
peacekeeping forces if deployed to those locations (see Table 6.1). As discussed previously,
this is consistent with the notion that groups that become entrenched at a given location will
be more apt to stay and defend those areas. Or, in the case of peacekeeping forces, do what
2Note that the width of the line represent the condifence intervals.
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they can to deter other actors from interfering with their ability to govern and control what
takes place. This implies that the risks for peacekeepers are high when deploying to these
locations, which has important implications for not only the civil conflict that peacekeepers
are seeking to end, but also the political willingness of participants to continue the mission
in the shadow of rebel attacks.
Conflict Diffusion/Spatial Expansion
The estimates produced by the models used to test the notion that peacekeepers might
diffuse violence can be found in Table 6.2. The first thing to note in this series of models
is the relationship between negative shocks and the geographic area occupied by rebels. In
the model that used the full sample, this relationship is positive and statistically significant.
When subsetting the data based on group strength, however, this relationship only holds
for weaker organizations. It is also of notable substantive importance – for every one unit
increase in the extent of a negative shock, the geographic extent of weak rebel organizations
increases by 48.99 kilometers. This variable fails to reach statistical significance when looking
at armed non-state actors who are strong relative to the national government.
This finding implies one of two things. First, it is plausible that this empirical pattern
suggests that the spatial extent of rebel organizations is estimated to be larger as they relo-
cate across geographic space in response to a negative shock. The fact that this relationship
does not hold for stronger organizations, however, would mean that they either do not re-
locate because of negative shocks or their strategy of relocation differs fundamentally from
that of weaker groups. Given the empirical patterns uncovered in Chapter 4, it is likely that
the former is more likely than the latter. Because the estimates created in order to determine
where rebels are operating from rely on the known locations of violent events, this findings
implies that the diffusion of violence is indeed taking place for weaker organizations.
More insight is gained by looking at the interaction terms and their relation to the
the spatial expansion of rebel organizations. First, the interaction term that captures the
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intensity of peacekeeping forces and the extent of rebel movement is negative and statistically
significant in both the full sample (Model 4) and the model estimated on weak organizations
(Model 5). This implies that as weak groups move towards peacekeepers, the spatial range
of their violent activity decreases. This could be the case because they become less likely
to initiate attacks in the present of peacekeepers, or the security afforded to them by the
peacekeeping forces prevents other actors from targeting them. In either case, this provides
evidence that peacekeepers are successful in mitigating the diffusion of violence when they
are deployed in close proximity to rebels that are weaker relative to the national government.
This is not the case of organizations that are stronger relative to the national government,
as there is no empirical relationship between peacekeeping forces and the spatial extent of
these groups.
Second, the interaction term comprised of the intensity of peacekeepers and the extent of
negative shocks is positive and statistically significant, but only for weak rebel groups. This
finding is important, as it indicates the diffusion of violence across geographic space when
peacekeepers are deployed during periods in which local conditions are deteriorating. This
is unexpected, as one might expect peacekeepers to be especially welcome as weak groups
begin to feel more vulnerable. However, this might be due to the uncertainty surrounding
the actions of peacekeepers – indeed, there may be some threshold in which even weak
organizations begin to perceive peacekeepers as being a threat to their survival. Or, on the
other hand, it might be the case that weak organizations actually remain in close proximity
to peacekeepers but begin to engage in violence further away from those locations in order
to avoid being sanctioned. If a group loses access to important resources because of a
negative shock, for example, the incentive to loot and raid villages is born. If peacekeepers
are present, however, this will likely take place at more distant locations. Thus, the tactic
begins to resemble the ‘hit-and-run’ tactics often employed by transnational rebels.
Finally, it is worth noting that very few of the factors included in the empirical model
are seen to be significant in the case of strong rebel organizations (see Model 6). The spatial
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extent of these stronger groups is not influencing by the goal or make-up of the group, nor
is it influenced by changing local conditions. Rather, the only significant factor appears to
be the range of movement across geographic space. This positive coefficient likely indicates
that movement is associated with the acquisition of more territory. The fact that movement
does not influence the spatial extent of weak organizations further highlights that this might
be the case. Thus, it appears that groups with enough military power to defend themselves
are not influenced by group-level or local conditions – rather, they have the autonomy to
identify and utilize the geographic space that best suits them.
6.2 Conclusion
The two prior empirical chapters confirmed that rebels strategically select into specific ge-
ographic locations, relocate when local conditions begin to deteriorate, and tend to target
civilians during the relocation process. This is especially true of weaker rebel organizations,
who experience much higher levels of threat during these periods. This chapter extended
these findings, especially as they related to the deployment of peacekeeping forces during
wartime.
The central hypothesis tested in this chapter found support – strong rebel organizations
were found to be more likely to target peacekeepers as the intensity of those deployments in-
creased, whereas weaker groups were less likely to engage in this behavior. The probability of
these attacks at the hands of strong rebels presented an interesting pattern. Specifically, the
probability of an attack increased dramatically (to roughly 0.95), lowered slightly (roughly
0.9), and then remained relatively constant. This implies a threshold effect, in which strong
rebel organizations are not willing to accept high numbers of peacekeepers near their base
of operations. In response, therefore, they begin to target these forces in order to under-
mine the mission. This finding is consistent with that uncovered in Chapter 5, in which
peacekeeping deployment in close proximity to strong rebel groups was associated with an
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increase in attacks targeting civilians. Thus, by targeting strong rebel organizations directly,
peacekeepers are forced to cope with two unintended consequences: (i) attacks on their own
forces, and (ii) an increase in civilian victimization by these groups.
In leveraging the geo-referenced data to better understand the conditions that lead to
the diffusion of violence, several findings emerged. First, the spatial extent of weaker rebel
organizations is influenced by a number of different factors, including the group make-up,
goals, external sponsorship, whether or not they control territory and changing local condi-
tions. This is not true of groups that are stronger relative to the national government, as
the only significant variable was movement across geographic space. It appears to be the
case, therefore, that groups that have enough military power to confront their adversary are
able to identify and use the geographic areas that best suit them. Or, on the other hand,
are less concerned with the location they occupy because it is not intimately connected with
group survival (which is the case for weak groups).
In terms of weak rebels, peacekeepers are shown to be able to deter the diffusion of
violence or make it more likely. First, with regard to the former, the findings indicate that
when weak groups relocate near peacekeepers the range of their violent events decreases.
This is either because they are less likely to engage in these sorts of events, or other actors
have fewer opportunities to engage them in the presence of peacekeeping forces. Second,
speaking to the latter, there is empirical evidence that even though weak organizations
remain near peacekeeping forces, they are still more apt to engage in violent actions during
periods of negative shocks (likely, targeting civilians). The difference is that the rebels move
further away from their base of operations so that the peacekeeping troops are unable to
monitor this behavior, which allows them to avoid be punished or identified. In this way,
peacekeepers have the potential to diffuse violence across geographic space.
In the next chapter, the findings from this project are summarized and discussed. In
addition, a number of potential extensions are outlined.
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Chapter 7
Concluding Remarks
This project sought to provide some insight into why rebels shift behavior during wartime.
To this end a theory was developed that argued that understanding where these organiza-
tions chose to base operations, and the motivations driving relocation, interacted to pro-
duced fundamental shifts in behavior. Specifically, the logic put forth predicted rebels to
strategically choose locations that would maximize their probability of survival. This means
different things for different groups, however, as those organizations who are stronger rela-
tive to the national government enjoy more autonomy in this decision vis-a-vis their weaker
counterparts. Borrowing a method of ecology (ENFA), this study confirmed this notion
by producing evidence that weaker groups are much more specialized when compared to
stronger organizations – which means that they occupy geographic space that is conducive
to rebel behavior consistently over time. Stronger organizations, on the other hand, prefer
certain local-level features but do not remain at those locations over time.
The argument pertaining to the decision to relocate argued that changes in local con-
ditions is what determined whether or not this choice was made. Changes, however, take
different forms. Instances in which local-conditions improved, which the theory termed
positive shocks, were not predicted to lead to relocation because an incentive is born to re-
main stationary in order to enjoy the benefits of this shift in the locality. Cases in which
local-conditions deteriorate and begin threaten group survival, termed negative shocks, were
expected to produce a strong incentive to relocate in order to find a location more suitable to
rebellion. The empirical models used to test this argument found that only negative shocks
were associated with relocation of rebels across geographic space. The effect was such that
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moving from the minimum to the maximum extent of a negative shock is estimated to pro-
duce an increase in movement of roughly 40 kilometers during the month in question. This
equates to a 37% increase. No relationship was found to exist between positive shocks and
patterns of rebel relocation.
These two findings regarding the location of these groups, and their likely response to
changing local conditions, justified an empirical test of an important related question – what
are some potential consequences of relocation during wartime? The theory predicted that
because negative shocks constitute forced relocation, that the level of threat perceived by
rebels would increase dramatically during these periods. The reason is that these organi-
zations are being forced away from the local-level factors that provided them with physical
security and access to important resources. As such, these periods in time represent a mo-
ment of desperation in which short-term survival is given precedence over long-term goals and
aspirations. Because of this, the theory expects the intensity of violence targeting civilians
to increase as an incentive is born to launch raids on villages in order to acquire resources.
This relationship is conditioned by group strength, however, as the level of threat posed to
stronger organizations is dramatically lower relative to their weaker counterparts. As such,
only weak groups are predicted to resort to relying upon these suboptimal tactics.
The spatial regression models estimated to test this expectation found support, as nega-
tive shocks that lead to relocation were associated with increased levels of civilian victimiza-
tion at the hands of weaker groups. Stronger organizations, on the other hand, appeared to
be unaffected by both forms of local shocks in terms of their use of violence against civilians.
In addition to this finding, the models also found that a nonlinear relationship exists between
rebel movement across geographic space and the intensity of civilian victimization. This is
likely because the incentive to engage in this form of behavior does not exist while relocation
is not occurring, in combination with the fact that those groups who are moving extreme
distances do not have the time and/or resources to target civilian populations. This finding
holds when estimating the model on the full sample, and also for both strong and weak
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rebel organizations when using subsetted data. The pattern, however, was not a perfect
inverted-U. Rather, the intensity of civilian victimization increases dramatically and then
begins to decline once movement begins to increase further.
Confirmation that relocation that is sparked via negative shocks is associated with the
use of violence targeting civilians begs the question – what other sources of local shocks
might be important? As the topic at hand are active civil conflicts, the next step in this
project was to explore two transnational factors that are commonplace during these violent
periods: militarized interstate conflict and international peacekeeping deployments. Regard-
ing interstate conflict, the theory predicted that the closer this occurred in geographic space
to the rebels, the more apt this event would function as a negative shock. As such, it would
incentivize relocation on part of rebels due to the influx of war-fighting resources from the
national government and external state (especially for weaker groups). Peacekeeping deploy-
ments, on the other hand, were hypothesized to provide security-enhancing benefits to those
rebels who were weaker relative to the national government. Stronger groups, on the other
hand, would likely do what they could to undermine the mission in order to avoid being
monitored.
The empirical evidence suggests that the opposite is true of rebel behavior in the context
of interstate competition – strong organizations were more apt to relocate during interstate
conflict, whereas weaker groups were more apt to remain stationary. This, as discussed pre-
viously, might be the case because movement during this moment in time is risky. Negative
shocks that occur in the context of interstate conflict, however, leads weaker organizations
to increase their attacks targeting civilians and also makes them more likely to move across
geographic space. With regard to international peacekeeping deployments, the findings con-
firm the expectation that weak organizations will remain stationary when peacekeepers are
deployed nearby. They are also less likely to kill peacekeepers, which is not true of their
stronger counterparts. In addition to targeting peacekeepers, stronger organizations are also
more apt to kill civilians when peacekeepers are present. There is strong evidence, therefore,
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that strong rebel groups seek to undermine peacekeeping missions when they are nearby.
7.1 What Does it All Mean?
Very simply stated, the findings presented in this project show that location matters. It
matters for rebels, in the sense that they strategically select those locations that improve
their prospects for survival. It also matters for the national government and external actors,
as the manner in which they deploy to these locations alter the way in which rebels perceive
their security environment. This fact is especially salient for international peacekeepers, as
deploying in close proximity to a strong rebel organizations has the potential to lead to more
civilian deaths, something that these missions have a keen interest in preventing (Diehl and
Druckman, 2010). Peacekeepers are also much more likely to die at the hands of rebels when
they deploy near rebels that are strong relative to the national government. This can be
costly, as deaths inflicted by rebels on peacekeepers might undermine political support for
the mission.
This finding, as it pertains to civilian deaths, is not necessarily inconsistent with that
reported by Hultman et al. (2013) – who find that having boots on the ground in the most
effective way to prevent civilian deaths during internal conflicts. It does raise some questions,
however, with the most prominent stemming from what Townsen and Reeder (2014) refer
to as the ‘second stage’ of a peacekeeping mission.1 Every peacekeeping mission, regardless
of troop allotments, has to cope with finite resources. Indeed, no one mission has enough
manpower to protect every civilian on the ground. Nor do commanders on the ground have
perfect information about where violence has taken place, and where it will be apt to erupt
in the future. Inherent in this strategic reality is the fact that peacekeepers will be successful
at some locations, but fail to protect civilians at others. Thus, though Hultman et al. (2013)
finds that peacekeepers are successful in the aggregate under some circumstances, the study
1This refers to day-by-day decisions about where to send troops and supplies.
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provides little insight into the mechanisms associated with success at the local-level.
The findings presented in this project provides insight into this aspect of peacekeeping
missions, and not only identify factors associated with success, but also has some insight
pertaining to failure at the local-level. In particular, when attempting to monitor and
control the behavior of stronger rebel groups, there are a series of difficult decisions to
make. Targeting these groups directly with peacekeeping forces is apt produce an increase
in civilian casualties, and also increases the likelihood that peacekeepers are killed at the
hands of rebels. Failure to target these groups directly, on the other hand, allows the rebels
in question to enjoy relative autonomy and likely does little to pressure them to a point
where settlement might be likely. Or, alternatively, to the point where they will not renege
on an agreement that has been put in place. From a peacekeeping commander’s perspective,
then, there is a need to determine whether the short-term costs of targeting the group are
worth it in the sense it saves more lives in the long-run.
The findings produced by this study also presents a nuanced explanation of weak rebel
behavior in the context of peacekeeping deployments. First, weak rebel organizations appear
apt to remain stationary when peacekeepers target them directly. By doing so they are able
to exploit the security-enhancing benefits of the troops. This might be a dangerous prospect,
however, as decreasing the level of threat posed to the group might actually prolong the civil
conflict. Thus, there is a need for peacekeepers to engage in active monitoring and prevent
these weaker groups from rearming, or engaging in simliar behavior that might make the
recurrence of conflict more likely.
A second aspect of the behavior of weak groups seems to be how they react to negative
shocks when peacekeepers are present. Per the empirical analysis, during these periods the
spatial extent of violent events in which the group participates increases. This implies that
the incentive to target civilians remains during these moments, but rebels are forced to move
to distant locations in order to engage in this tactic – thus, producing the diffusion of violence
across geographic space. In this way, peacekeepers might be providing rebels with a sense
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of physical security but are unable to monitor their behavior once it extends to a certain
point on the periphery. By targeting civilians at these locations, weak rebel organizations
are able to avoid being observed and thus can prevent being punished for these actions. If
this is indeed the case, the amount of boots on the ground at the location in question is vital
– which is consistent with Hultman et al. (2013).
In addition to the implications of this study for peacekeeping, the findings pertaining to
interstate conflict are also noteworthy. Regarding the movement of rebels across geographic
space, both weak and strong rebel organizations decrease their movement across geographic
space during periods of interstate conflict. The likely reason for this finding is that as
resources flow into the location from the government and third-party, movement becomes
a risky proposition. Thus, what movement does occur is done cautiously. Interestingly,
however, when interstate conflict occurs in the context of a negative shock weak organizations
actually increase their range of movement across geographic space. This seems to imply that
these groups perceive extreme threat and take the risk to relocate as quickly as possible.
The notion that this movement is ‘forced’ is supported by the additional finding that weak
groups are more apt to kill civilians during these moments, as well.
From the point of view of scholars of international conflict, this findings confirms the flood
of work that has found an important relationship between interstate and internal conflicts
(see Gleditsch et al., 2008; Salehyan, 2008, 2009; Schultz, 2010; Reeder, 2014, 2015, for some
examples). From a policymaking perspective, it implies a strong need to manage inter-
intrastate conflicts simultaneously – especially because regimes involved in internal war at
home are much more likely to become involved in interstate conflict (Gleditsch et al., 2008).
The reason is that both forms of conflict tend to exacerbate one another, with civilians
caught in the crossfire suffering much of the costs of escalation.
Finally, the importance of specific local-level factors, especially for groups that are weak
relative to the national government, imply that the duration of conflicts might be minimized
by making this geographic space less conducive to rebel behavior. This is not imply that
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forests need to be burned down, mountains exposed, and natural resources purged from the
area – rather, it means that troops need to be present, and technology should be leveraged
in order to monitor and expose human rights abuses that take place in the context of war.
Though this appears on its face to be a difficult proposition, especially in large countries such
as the DRC, it is possible if a reliable estimate of rebel location can be achieved. Though
the method advocated in this project is not perfect, there remains some real policy-based
benefits to refining a method that can assist in monitoring armed non-state actors embroiled
in conflict.
7.2 Scope Conditions and Limitations
This project is bounded by three important scope conditions that warrant mention. First,
the theory outlined in this project assumes a high level of organization on the part of rebel
organizations. As such, the findings presented herein are not intended to be generalizable to
other groups that often participate in political violence. Nor do I make the argument that
the theoretical logic would apply to other forms of armed non-state actors. This includes
less organized rebel organizations with a lack of a central command structure, transnational
terrorist groups, criminal organizations, or other loosely structured non-state actors. This is
not to say that there is nothing useful found in this project that might be applied to other
cases. Indeed, the role of physical security and resources is likely to be important to all
relatively weaker non-state entities, though the processes driving acquisition is apt to vary
depending on a number of group-level factors.
The trade-off in this case pertains to the notable variation among these group-level
factors. By focusing solely on rebel organizations with a clear command structure that are
currently engaged in civil conflict, I am able to control for many group-level factors that
might be driving the behavior of a given group. In the case of organized rebel organizations,
for instance, there is very little incentive on part of the group to guard the identities of those
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involved in the fighting or the general location of the organization. This is not the case for
other forms of non-state actors, as there is a need to hide the identity of participants in
order to avoid punishment, which is often severe (Kalyvas, 2006). This means that formally
organized groups will be more willing to operate openly, revealing their method of acquiring
resources and surviving in a local environment characterized by uncertainty. Group-level
characteristics matter, of course, but by only including organized groups involved in a specific
definition of civil war I am able to limit the amount of variation that it would be necessary
to account for (both theoretically and empirically). The sacrifice, as previously mentioned,
is the non-generalizability of the findings across other forms of non-state groups.
The second scope condition pertains to a core assumption in the theoretical framework –
the presence of a weak state. As will be described in greater detail in Chapter 2, the ability of
a rebel organization to seek out geographic space that is more suitable to rebels is predicated
on an adversary that is unable to control a large proportion of its territory. Indeed, the logic
described only works if there is in fact geographic space that is conducive to rebel behavior.
This, by definition, must be the case to some degree for any civil war to occur. Though, the
logic obviously works best if the group in question has a choice to make when it comes to
where to base operations from. The onset of a local shock will not lead to rebel relocation,
for example, if there is no place to relocate to. Though this is partially accounted for in this
study when controlling for the range of push/pull factors and the spatial extent of conducive
geographic space, it warrants mention. It is notable, however, that there is nearly always
new geographic space that rebels find preferable to move to. In Rwanda, a state roughly the
size of Massachusetts, the government is able to control the entire territory with ease. This
simply means that rebel organizations often choose to operate across international borders
during periods of civil violence (Autesserre, 2010).
Finally, the third scope condition is the temporal and spatial domain of the study. Be-
cause of data constraints, the empirical tests of the theory are limited to the African continent
between 1990-2010. Though this is less than ideal, this sample provides a sufficient number
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of rebel organizations and periods of civil conflict to explore the mechanisms described in
this project. This is due to the unfortunate fact that Africa has long been a hot spot of pro-
longed civil conflict. Many of these wars have involved multiple armed rebel organizations,
with many of those being classified as formally organized.2 In addition, a large proportion
of African states that have been embroiled in civil wars during the study period are rela-
tively large (in terms of the size of territory) and are governed by weak regimes. There is
opportunity on the part of armed non-state actors, therefore, to seek out geographic space
that is conducive to rebel behavior. In the context of the theoretical logic put forth in this
project, this means that the influence of local shocks on shifts in the behavioral profiles of
rebels should be significant.
It might be argued that there are other limitations to this study, as well. In particular, the
behavioral profiles used in this project encompass the behavior of the group across geographic
space, as well as the propensity for violence at specific moments. In operationalizing rebel
behavior in this way, I am not implying that these are the only forms of behavior that should
be of interest to scholars and policymakers. Indeed, rebel organizations engage in a wide
array of behavior, many of which are nonviolent. In an ideal world, all scholars would be able
account for the most important of this behavior in order to understand why rebels behave
the ways in which they do. As is true in much of the quantitative literature, however, data
constraints make this difficult (if not impossible).
This concern is especially salient when estimating where rebels are operating from during
specific moments. The spatial technique that is used, which is discussed in great detail in
Chapter 3, estimates where rebels are located based on the known locations of events that
are associated with the group. Because the only known events are violent, one could argue
that the estimates actually represent geographic profiles of violence, rather than a geographic
profile that is consistent with where the organization is operating from. Though this is a
valid concern, the fact that rebels do not have complete control over the violent interactions
2More details on what it means to be “formally organized” can be found in Chapter 3.
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that they have with other actors helps to alleviate the problem. Moments in which the rebel
organization in question gets involved in a competition with another armed non-state group
and also those instances when the government launches attacks against the group, are likely
to take place near the area that the group is occupying. In other words, even though they
would prefer to avoid conflict near their base of operations, this is not always possible. The
resulting estimates, therefore, are likely representative of where they fight, as well as where
they go to engage in nonviolent behavior.
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Appendix
I. List of Rebel Organizations Included in Analysis
Group Name Months Group Name Months
ADF 68 AFDL 22
AFRC 10 Ahlu Sunna Waljamaca 17
Ahlul Sunnah Jamaa 3 AIAI 8
AIS 53 al-Gama’a al-Islamiyya 61
al-Qaida 1 Al-Shabaab 37
AN 4 ANC 15
ANC - ’Greens’ 5 ANC - ’Reds’ 5
AQIM 132 ARPCT 7
Arrow Boys 4 ARS/UIC 32
ATNMC 9 AWB 2
Bakassi boys 1 Bangadi Militia 1
BDK 5 CATA 8
CNDD 44 CNDD-FDD 67
CNDP 19 CNR 1
Cobras 5 Cocoyes 14
Codeta 8 CPJP 10
CRA 5 CSNPD 9
DSA 4 EIJM - AS 17
EPLF 15 EPRDF 13
FAPC 4 FARF 6
FDLR 93 FDR 2
FIAA 6 FLAA 8
FLEC-FAC 53 FLEC-R 39
FN - IC 2 FNI 13
FNT 1 Forces of Abdirizak Bihi 1
Forces of Abdullahi Yusuf 5 Forces of Abdurahman Ahmed
Ali ’Tur’
11
Forces of Ahmed Sheikh Bu-
raleh
1 Forces of Francois Bozize 4
Forces of General Morgan 16 Forces of Hussein Ali Ahmed 3
Forces of Jama Ali Jama 4 Forces of Omar Jess 12
Forces of Yussuf Hajji Nur 1 FPR 32
FRCI 4 FRF 2
Frolina 2 FRPI 3
FRUD 12 FRUD - AD 5
FUCD 4 GIA 106
GIA - El Ahd Battalion 1 GIA - El Forkane 1
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GIA - El Khadra Battalion 2 Harakat Ras Kamboni 2
Hizbul Islam 17 Hutu rebels 59
IFP 17 IGLF 1
INPFL 7 Interahamwe, ex-FAR 5
Islamic Legion 4 Jama’atu Ahlis Sunna
Lidda’awati wal-Jihad
2
Janjaweed 79 Janjaweed - Bin Kulaib faction 1
Janjaweed - Moro faction 1 JEM 28
JVA 8 JVA faction 3
Kamajors 10 LDF 12
LPC 36 LRA 244
LURD 37 MAGRIVI 10
Mayi Mayi 45 Mayi Mayi - Chinja Chinja 4
Mayi Mayi - Ngilima 6 Mayi Mayi Complet 1
MDD 5 MDF 1
MDJT 18 MFDC 70
MFDC - FN 4 MFDC - S 2
MFDC Front Nord - MD 2 Military faction 1
Military faction (forces loyal to
Lon M’Ba)
2 Military faction (forces of Andr
Kolingba)
4
Military faction (forces of Mal-
doum Bada Abbas)
1 Military Junta for the Consol-
idation of Democracy, Peace
and Justice
6
MILOCI 1 MJP 2
MLC 14 MNJ 15
MODEL 3 MPA 5
MPCI 16 MPGK 3
MPIGO 6 MPS 3
Mujahideen in the Golis Moun-
tains
10 Mungiki 8
Naparama 3 NDA 44
NDPVF 9 NDV 6
Ninjas 17 NPFL 72
NRF 6 Ntsiloulous 21
NUM 3 OLF 89
ONLF 109 PAC 8
Palipehutu 3 Palipehutu-FNL 111
Palipehutu-FNL - LP 2 PARECO 7
PDF 1 PFNR 1
Puntland state of Somalia 14 PUSIC 2
RAFD 4 Rastas 8
RCD 58 RCD - CP 1
RCD - LN 5 RCD-K-ML 10
RCD-ML 14 RCD-N 1
Renamo 33 Republic of Somaliland 18
RFDG 8 RRA 40
RRA - MH 14 RUF 82
SLDF 16 SLM/A 49
SLM/A - MM 10 SLM/A-Unity 7
SNF 5 SNF - MSAB 2
SNM 11 SNM - ’Calan cas’ 3
SPLM/A 140 SPLM/A - AH 3
SPLM/A - WN 3 SPM 19
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SPM/SNA 8 SRRC 12
SSDF 47 SSDM/A 9
SSUM/A 8 Takfir wa’l Hijra 6
Tawhid wal Jihad 2 UFDD 6
UFDR 3 UFR 3
UFRA 3 ULIMO 21
ULIMO - J 8 ULIMO - K 28
UNITA 113 UNRF II 4
UPA 13 UPC 18
USC-PM 1 USC/SNA 59
USC/SNA - OA 18 USC/SSA 17
USC/SSA - OMF 10 Uwusa 3
WNBF 14 WSB 1
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II. Model Specification Tests (spatial regression)
Chapter 4
Moran’s I Test
Moran’s I Statistic Expectation Variance P-Value
Model 1 0.092 -0.006 0.001 0.001
Model 2 0.092 -0.006 0.001 0.001
Model 3 0.092 -0.006 0.001 0.001
Model 4 0.092 -0.006 0.001 0.001
Model 5 0.103 -0.005 0.001 0.001
Model 6 0.123 -0.006 0.001 0.001
Model 7 0.238 -0.016 0.001 0.001
Model 8 0.191 -0.006 0.001 0.001
Model 9 0.211 -0.008 0.001 0.001
Model 10 0.219 -0.022 0.001 0.001
Lagrange Multiplier Diagnostic
Lag Test Error Test Lag Test (robust) Error Test (robust) Model Choice
Model 1 149.97 250.59 8.38 109.01 Spatial Error
(0.001) (0.001) (0.004) (0.001)
Model 2 151.79 247.66 9.28 105.14 Spatial Error
(0.001) (0.001) (0.002) (0.001)
Model 3 150.29 250.71 8.36 108.78 Spatial Error
(0.001) (0.001) (0.004) (0.001)
Model 4 151.45 248.97 9.05 106.57 Spatial Error
(0.001) (0.001) (0.003) (0.001)
Model 5 169.86 130.07 49.68 9.89 Spatial Lag
(0.001) (0.001) (0.001) (0.002)
Model 6 97.81 143.03 5.98 51.20 Spatial Error
(0.001) (0.001) (0.014) (0.001)
Model 7 112.18 98.69 15.48 1.99 Spatial Lag
(0.001) (0.001) (0.001) (0.159)
Model 8 165.18 365.79 0.01 200.62 Spatial Error
(0.001) (0.001) (0.929) (0.001)
Model 9 108.30 370.52 8.29 270.51 Spatial Error
(0.001) (0.001) (0.004) (0.001)
Model 10 28.17 47.01 0.05 18.90 Spatial Error
(0.001) (0.001) (0.821) (0.001)
Note: the p-values are in parentheses.
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Chapter 5
Moran’s I Test
Moran’s I Statistic Expectation Variance P-Value
Model 1 0.156 -0.003 0.001 0.001
Model 2 0.169 -0.003 0.001 0.001
Model 3 0.151 -0.003 0.001 0.001
Model 4 0.150 -0.003 0.001 0.001
Model 5 0.115 -0.003 0.001 0.001
Model 6 0.331 -0.011 0.001 0.001
Model 7 0.128 -0.005 0.001 0.001
Model 8 0.129 -0.006 0.001 0.001
Model 9 0.146 -0.017 0.001 0.001
Model 10 0.113 -0.005 0.001 0.001
Model 11 0.085 -0.005 0.001 0.001
Model 12 0.173 -0.017 0.001 0.001
Lagrange Multiplier Diagnostic
Lag Test Error Test Lag Test (robust) Error Test (robust) Model Choice
Model 1 494.45 1049.10 22.20 576.85 Spatial Error
(0.001) (0.001) (0.002) (0.001)
Model 2 577.84 1228.33 18.20 668.69 Spatial Error
(0.001) (0.001) (0.002) (0.001)
Model 3 471.31 982.70 23.99 535.38 Spatial Error
(0.001) (0.001) (0.002) (0.001)
Model 4 470.58 961.20 25.95 516.57 Spatial Error
(0.001) (0.001) (0.002) (0.001)
Model 5 222.15 467.39 3.54 248.78 Spatial Error
(0.001) (0.001) (0.059) (0.001)
Model 6 290.12 417.09 17.98 144.95 Spatial Error
(0.001) (0.001) (0.002) (0.001)
Model 7 84.12 202.59 0.29 118.75 Spatial Error
(0.001) (0.001) (0.591) (0.001)
Model 8 81.42 156.30 1.54 76.41 Spatial Error
(0.001) (0.001) (0.215) (0.001)
Model 9 28.68 36.94 2.82 11.07 Spatial Error
(0.001) (0.001) (0.093) (0.001)
Model 10 129.64 211.52 10.82 92.69 Spatial Error
(0.001) (0.001) (0.002) (0.001)
Model 11 64.68 99.77 4.65 39.74 Spatial Error
(0.001) (0.001) (0.031) (0.001)
Model 12 27.98 48.23 0.35 20.60 Spatial Error
(0.001) (0.001) (0.552) (0.001)
Note: the p-values are in parentheses.
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Chapter 6
Moran’s I Test
Moran’s I Statistic Expectation Variance P-Value
Model 4 0.207 -0.005 0.001 0.001
Model 5 0.232 -0.005 0.001 0.001
Model 6 0.014 -0.016 0.001 0.001
Lagrange Multiplier Diagnostic
Lag Test Error Test Lag Test (robust) Error Test (robust) Model Choice
Model 4 711.68 1079.41 93.79 461.52 Spatial Lag
(0.001) (0.001) (0.001) (0.001)
Model 5 683.75 1122.20 78.64 517.08 Spatial Lag
(0.001) (0.001) (0.001) (0.001)
Model 6 8.88 0.41 NA NA Spatial Lag
(0.002) (0.522)
Note: the p-values are in parentheses.
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