This paper proposes a novel object detection method in which a set of local features inside the superpixels are extracted from the image under analysis acquired by a 3D visual sensor. To increase the segmentation accuracy, the proposed method firstly performs the segmentation of the image, under analysis, using the Simple Linear Iterative Clustering (SLIC) superpixels method. Next the key points inside each superpixel are estimated using the Speed-Up Robust Feature (SURF). These key points are then used to carry out the matching task for every detected keypoints of a scene inside the estimated superpixels. In addition, a probability map is introduced to describe the accuracy of the object detection results. Experimental results show that the proposed approach provides fairly good object detection and confirms the superior performance of proposed scene compared with other recently proposed methods such as the scheme proposed by Mae et al.
Introduction
In the area of intelligent systems, the autonomous mobile robots are expected to have the ability to recognize their surrounding environment in real time. Object detection, which is a task for searching and localizing a target in a particular scene, can be considered as prime feature for autonomy. This fact has stimulated the research in this field and as a result several algorithms have been proposed during the last several years. Lai et al. [1] , Ozuysal, et al. [2] , Harzallah, et al. [3] , Dalal and Triggs [4] proposed to use the standard sliding window approach in which the system evaluates a score function for all positions and scales in an image; and sets limits to the scores to obtain bounding boxes for each instance. Each detector window has a fixed size and search across 20 scales on an image in a pyramidal form. For efficiency a linear score function is considered. The performance of the classifier heavily depends on the data and also the features used for the object detection [1] . Another popular approach is to extract local interest points from the image and then to classify each of the regions around these points, rather than looking at all possible sub windows [5] [6] [7] . A weakness shared by all of the above approaches is that they can fail when local image information is insufficient, that is, if the target is very small or highly occluded. To reduce these problems, Mae et al. [8] included a local feature matching algorithm using local geometric consistency for object detection. When it is online, the system uses SIFT for scene feature extraction and compares them with those of the reference image. This research is suited for objects that have texture, and performs better when the objects have flat surface or when they are observed from the same view angle. The advantage of this approach is the simplicity of the implementation and portability for various robot control systems, minimal knowledge for the target pattern and fairly good performance. The main disadvantages are that it is limited to the patterns with texture and the flat surface assumption for pose estimation. As a result, the matching could worsen if the object has non-planar surface and if it is observed from a different view-point.
Other proposals are based on the appearance [9] [10] [11] [12] [13] [14] [15] , which are offline methods based on a collection of small patches. These approaches provide good detection rates although its computational complexity is large, requiring in general long processing time to generate the model of each object [15] .
Thus the current progress in object detection still requires further research to achieve efficiency close to 100% in real time. To contribute to the improvement of some issues in object detection, this paper proposes an object detection algorithm based on super pixel together with the Speed-Up Robust Feature (SURF) as a feature extraction method to perform the matching task. Evaluation results show that despite a cluttered background and occlusion, the proposed algorithm is able to detect the specific object among several other similar looking ones. This property makes the proposed algorithm suitable for using on robotic platforms which may operate in natural sceneries.
The rest of this paper is organized as follows: Section 2 provides a detailed description of proposed method for object detection. Section 3 provides the experimental results and discussion together with a comparison of the performance of the proposed method with other recently proposed algorithms. Finally, the main conclusions are presented in Section 4.
Proposed Method
The proposed method is based on the use of SLIC super pixel [6] and SURF [7] , together with a voting process and the probability map, which is introduced in this work in order to improve the accuracy of object detection. Figure 1 shows the block diagram of the proposed method. Here given an input image color and the Time of Flight (TOF) data, is segmented using SLIC super pixel [16, 17] . Next several key points are extracted and labeled as a feature, for matching, using SURF [18] . Then the extracted key points of the input image are compared against the learned key points stored in a database. Next, a voting, which is similar to a histogram of Ids, is calculated for the input key points and then the final Id is determined as the greatest number in this step. Then we use a probability map, which is generated for each Id, to increase the accuracy of the position estimated of a given object in the scene. Finally using these Ids, the desired object is detected in the scene. Next sub-sections provide a detailed description of each stage of proposed system.
Database
A 3D visual sensor [16] which consists of a TOF and two CCD cameras is used to capture color and 3D information to construct a database. To obtain the visual information, a small handheld observation table with an XBee wireless controller is installed on a robot that enables the observation of the object from various viewpoints. Here, 10 objects are used and 40 different views of each object are captured. Considering the computational cost, the SURF algorithm [17] is used to collect a set of 128 dimensional descriptors from each captured image which is stored in the database.
Input Image
The proposed object detection method uses visual sensor, shown in Figure 2 , which acquires color information in real time by calibrating the TOF (Time of Flight) and two CCD cameras [16] .
Segmentation Process
Superpixels has been applied in several computer vision applications such as depth estimation [17] , image segmentation [18, 19] and object localization [20] , etc. Because in most of these applications superpixels have performed fairly well, several approaches to calculate such superpixels have been proposed in the last decade [21] [22] [23] [24] [25] [26] . Among them a suitable approach is the so called Simple Linear Iterative Clustering (SLIC) [27] because it is faster to compute, achieve high segmentation quality and provides accurate segmentations.
Assume that an N-pixels image is divided in K nonoverlapped sub-blocks of size pixels, where S = (N/K) 1/2 , whose center is given by (x i , y i ). To avoid the superpixel center being located on an edge or a noisy pixel, it is estimated as the point with the smallest gradient in a window of 3 × 3 pixels around the center of sub-block S S  under analysis [27] . After the center of i-th superpixel is obtained, the center of the i-th cluster center is determined as follows:
where ˆ, i i 
x y is the center of i-th-cluster, L i is its lightness, a i its redness-greenness, b i its yellowness-blueness. Once the K initial centers are determined, each pixel in a neighborhood of 2S × 2S pixels is associated with the superpixel, in such neighborhood, whose distance, D, be minimum, where
and is a constant that controls the importance of color similarity and spatial distance. Thus when m is large the spatial distance is more relevant and the resulting superpixels are more compact, while when m is small the color becomes more important and the superpixels becomes more irregular in size and shape, approaching more closely to the image boundaries. Finally, after all pixels have been associated the closest superpixel, a new center C i , I = 1, 2,…,K, is estimated by averaging all pixels belonging to the i-th superpixel.
Proposed algorithm assumes K = 200 and to control the compactness of a superpixel we select m = 10 which provides a good balance between the color similarity and spatial proximity.
Feature Extraction
The Speeded-Up Robust Features (SURF) [28] , which is a scale and rotation-invariant detector and descriptor, is used for feature extractions. The main task of SURF is finding point correspondences between two images of the same object. The structure of the SURF algorithm is divided in three steps: 1) Interest key point detection; 2) estimation of a feature vector, called descriptor; 3) matching between images. The interest point detection is employed to find relevant points in one image or object, in order to allocate valuable information that is going to be computed by a local descriptor, by means of the Hessian-Laplace matrix detectors. The Estimation of a feature vector describes the relevant regions within the interest point neighborhood. It has to be distinctive and at the same time robust to noise, detection, geometric and photometric displacement deformations. Finally in most situations the scenery has many key points that must be identified with labels, which can be achieved using locality-sensitive hashing (LSH) [29, 30] . It is an indexing scheme for performing approximate search in high dimensional environments by enumerating all nearest neighbors and choosing the nearest point. To filter the matching results, the Euclidean distance between the matched descriptor and the most similar one is firstly calculated. The descriptors with low distances comparing a predetermined threshold are used. Finally, the best k results that satisfy the threshold will be used for voting step described in the next step.
Voting
In the voting process, the key points estimated by the feature extraction stage that are inside a given boundary are considered in the voting process. A voting technique is applied to estimate the object inside the superpixel and then to obtain the Id to capture the object. Let N be the number of objects in the database; V(i,j) is the number of matched key points of the object j inside the i-th superpixel and V(i,N + 1), is the number of unmatched key points inside the i-th superpixel. Then, the resulting parameter
is determined by the maximum vote number. This Id is used to segment the superpixels that results of the whole segmentation of a given input image.
Probability Map
The probability map is used to determine the probability of the Id in each segmented part of the image. The process of estimating the probability map consists of finding the occurrence rate of each Id in the image, such that a particular Id can be selected according to the occurrence rate to that Id. The probability of object j at pixel (a, b) inside the i-th superpixel is then given by
where  
, , m P a b j is defined as the probability map that represents the accuracy of object detection at pixel (a, b), V(i, j) is the vote number of matched keypoints of object j inside the i-th superpixel. The Probability map is estimated for all Id's in order to determine the probability of the detected objects. This method, as well as the voting helps to increase the accuracy of the object detection algorithm.
Experimental Results
This section presents the results of the experimental evaluation of proposed system. The experiment is carry out in a room using 10 different objects as shown in the Figure 3(a) . The user shows each object in various angles to the robot to build the database, as shown in Figure 3(b) , which acquires features vectors of 40 consecutive frames for each object that are generated by the robot in the learning phase.
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Detection Performance
To evaluate de object detection capability of proposed system, 10 different experimental setups are constructed as shown in Tables 1 and 2 . Some of the experimental processes used for obtaining the object detection performance of proposed scheme are shown in Figures 4-7 .
Figure 4(a) shows the setup 1, where we have 3 objects, two of them belonging to the database, which means that the robot will only have to detect two of them. Figure 4(b) shows the superpixel estimation used for segmenting the desired region; Figures 4(c) and (d) give the desired probability map for orange juice bottle and green tea carton box. Finally, Figure 4 (e) shows the detected region both objects, as it was expected. database. Figure 5(b) shows the superpixels used for segmenting the desired regions, Figures 5(c)-(e) shows the desired probability map of the green tea, milk tea carton boxes and the yellows box containing potatoes; finally, Figure 5(f) shows that, as we expected, the proposed algorithm was able to correctly detect the three objects. Figure 6 (a) shows the setup 8 which have several objects, 3 of them belonging to the database, which means that the robot has to detect the 3 objects belonging to the database. Figure 6(b) shows the superpixels used for segmenting the desired region, Figures 6(c)-(e) show the desired probability map of milk tea carton box, as well as yellow and red potatoes packages; finally Figure 6 (f) shows that proposed system is able to correctly detect the objects belonging to the database. Figure 7(a) shows the setup 9 which also have several objects, 3 of them belonging to the database which means that the robot has to detect the 3 object belonging to the database. Figure 7(b) shows the superpixels used for segmenting the desired region, Figures 7(c)-(e) show the desired probability of green tea carton box, orange tea and chipstar, respectively. Finally Figure 7(f) shows that the proposed system is able to correctly detect the three objects in the database.
Evaluation Criterion
In the literature there are different evaluation criterions to assess the local descriptors. Among the most remarkable works it is worth to mention those that operate within the ROC space [31] , and those that employs the Recall vs. 1-Precision space [32, 33] . In this work the descriptors evaluation was carried out by using the work reported by Mikolajczyk and Shmid [22, 23] , which employs the recall versus 1-precision criterion. This evaluation criterion is based on the number of correct and false matches obtained for an image pair. The test is based on the number of correct matches and false descriptors obtained from a pair of images. The real positive, Tp (true positive) and false positives, Fp (false positive) denote the correct and false correlation that were detected by the system. The False negative Fn (false negative) and true negatives, Tn (true negative) represents the correct and false correlation that were not detected by the system. The descriptor evaluation employs the following parameters:
Precision (P): is the fraction of detected region where are the objects belonging to the database.
Recall (R): is defined as the fraction of object region that is detected.
is the harmonic-mean of P and R.
Precision and recall are the basic measurements employed in the evaluation of searching strategies. Figure 8 shows the matching aspects between Fn, Tp and Fn. Fn represents the relevant items that have not been detected. On the other hand, the items that have been detected, but are not relevant, are placed on the right (Fp). Recall is obtained from the matching between Fn and Tp; which determines the fraction of the detected area. The precision is determined by the matching between Tp and Fn, which determines the fraction of the region where the objects that belong to the same data base are detected. In this work the evaluation criteria was applied for the descriptors SURF employing the data set from visual sensor. Note that recall and 1-precision are independent terms. Recall is computed with respect to the number of corresponding regions and 1-precision with respect to the total number of matches. Table 3 shows the results obtained for the recall (%), precision (%) and F-measure, using the evaluation criteria proposed by Mikolajczyk and Schmid [33] , when the proposed algorithm is applied to the experimental setups described in Table 1 . From these results it follows that the proposed system performs fairly well in most situations, although it has difficulties when it is required to detect plastic bottles. Table 4 shows a summary of the performance of proposed algorithm using the evaluation criteria proposed by Mikolajczyk and Schmid [33] . The average results obtained for recall is 47.5%, for precision is 79% and for F-measure is 57%, even it appears to be a low detection rate, the result from 10 sceneries show that the proposed system is able to detect 21 from 28 objects, it means that 76.5% objects are correctly detected. The plastic bottle gives the worst F-measure and from Table  4 , its turns out that the transparent bottles are responsible for the low recall, precision and F-measure rates. Figure  9 illustrate the difficulties found when it is required to detect plastic bottles.
Comparison with the Y. Mae et al. [8]
The proposed method differs from the method proposed by Mae et al. [8] in three main respects: 1) We use for feature extraction the SURF [28] algorithm, while the Mae et al. employed the Scale-invariant feature transform (SIFT) [34] [35] [36] for this task; 2) To find the best match for each feature we use the LSH [29, 30] , meanwhile Hough transform [35] was used by [8] ; and 3) We use 10 different small objects as carton bottle, plastic bottle, and circular objects at a distance of 1.5 meters, while in the experiments of [8] , they used six small static objects. Figure 10 shows the results obtained using the Mae et al. method [8] . As we can see, the object detection can be reliably obtained when they are in close range, but the success rate drops dramatically when it is relatively far. Objects C (carton cup) and D (canned) are small and have round surfaces, and their input images show quite large perspective deformation from the reference images that are taken from a perpendicular viewpoint. As a result, their success rates are dramatically lower than other objects with flat surface. The Object E and F (juice carton box) at a distance of 1m is below about 25%. On the other hand the proposed method with a distance of 1.5 meters between the objects and the robot provides better results even with the plastic bottle that provides the worst results. Thus using the proposed method the object detection can be improved using the method when the distance between the object and robot is larger than 1.3 m. Using the criteria proposed by Mikolajczyk and Schmid [33] in terms of Precision-Recall we can see that the proposed method provides a fairly good performance with objects located at a distance of 1.5 meters, providing a significant improvement even with small, non flat and circular objects.
Conclusion
This paper proposes a novel object detection method using local features inside the superpixel. The proposed algorithm shows that object detection could be improved using SURF features and SLIC superpixel. Our approach can be used in an online robot system for a search task in real environment. Experimental results illustrated the capabilities of the algorithm to detect the object, which is used as the average criteria of evaluation for recall and precision as well as the detection rate. Evaluation results show that the proposed algorithm performs fairly well in the majority of the sceneries, although its performance degrades when it is required to detect transparent plastic objects. Our method exceeds the state of the art on Mae et al. [8] for object detection, obtaining better results for objects that are small and have round surfaces, especially when the distance between the object and robot is larger than 1.2 m. In the future work, we propose to increase the database of objects and improve our object detection system using 3D information.
