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a b s t r a c t
The study of the dependence of fluxes, concentrations and response times, on the
characteristic properties of drug delivery polymeric devices, plays an important role in
the design of drug release platforms. The aim of this paper is to develop mathematical
tools for an in-depth understanding of drug release tracking. The mathematical model
presented takes into account the viscoelastic properties of the polymer and the state of
the dispersed drug: free or chemically bound to the matrix. For nonlinear chemical bounds
the process is described by a nonlinear integro-differential system and the drug release
tracking is treated numerically. For linear chemical bounds closed formulas for the fluxes
and response times are established in terms of the parameters that characterize the drug
and the platform. These formulas provide a set of a priori estimations for the variables of the
model. Numerical examples which show the effectiveness of the approach are included.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let us consider the system of partial differential equations
∂u
∂t
= D∂
2u
∂x2
+ E ∂
2σ
∂x2
+ f (u, v) in (−ℓ, ℓ)× (0, T ], (1)
∂v
∂t
= g(u, v) in (−ℓ, ℓ)× (0, T ], (2)
∂σ
∂t
+ βσ = αu+ γ ∂u
∂t
in (−ℓ, ℓ)× (0, T ]. (3)
System (1)–(3) can be used to model drug delivery from a homogeneous polymeric membrane with length 2ℓ. In this case
and assuming that inside of the membrane we have only one drug specie, u, v represent the concentration of the drug in
two different states. For example the drug can be freely dispersed in the polymeric membrane but also chemically bound
to the polymeric matrix (see [1] when the viscoelastic effect is not considered). Another example occurs when the drug is
free but also entrapped in nanoparticles dispersed in the polymeric membrane (see [2] when the viscoelastic effect is not
considered). In this case u, v denote the concentrations of the free and entrapped drug, respectively. The reaction terms f
and g represent the physical and chemical processes involved in the delivery process. In the previous examples they can
represent binding or the transference from the particles to the matrix. The viscoelastic behavior of the polymeric matrix is
described by (3) where σ represents the stress [3–6]. We note that different viscoelastic models, such as the Maxwell or
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Maxwell–Voigt models [7,8], can be obtained as a particular case of (3). In (1)–(3), D stands for the diffusion coefficient of
the drug in the polymer, α, β and γ are positive parameters that characterize the mechanical behavior of the material and
E ‘‘weights’’ the influence of the non-Fickian flux. We postpone for Section 2 some comments on the sign of E. We note that
in [8,4,5], the relaxation time 1
β
is a function of the concentration. However when working in a regimewhere the polymer is
either in the rubbery or the glassy state β is nearly invariant within the states. Moreover this condition is essential to allow
analytical manipulation within the framework of Laplace transforms and to simplify the analysis in Section 2.1.
The characterization of the drug delivery device, that is the selection of the parameters that define the polymeric matrix,
depend on the requirements previously imposed by medical specifications namely a therapeutical drug flux or a total mass
released at specific times. The dependence on the parameters of such flux (or released mass) and the time to attain it, have
an important role in the design of the device. For the general nonlinear models (1)–(3) this dependence can only be studied
numerically. This fact motivates the study of the qualitative properties of system (1)–(3) as well as the establishment of a
class of numerical methods that mimic this differential model.
For linear reactions f and g , a priori estimations for the flux or total mass released, at a certain time t , can be obtained.
Particular attention will be given to functions of type f (u, v) = −Kbu + Kµv, g(u, v) = −f (u, v). In this case, (1)–(3)
can be used to model the drug delivery with binding of drug to immobilizing sites and release from these sites as well
drug delivery when loaded particles are used to entrap the drug. The theory of Laplace transforms is used to obtain such
estimations which are given by closed formulas exhibiting an explicit dependence on the parameters that characterize the
drug and the delivery device. The theoretical concept that underlies the approach is the effective time [9], a time constant
that gives a priori information about the time when the delivery process can be regarded as completed to some specific
extent.
This paper is organized as follows. Section 2 is devoted to the study of system (1)–(3) when natural boundary conditions
are imposed. Energy estimates for this problem will be established and a numerical method that mimics the properties
of the initial problem is introduced. Using this method we illustrate the behavior of the concentrations u and v, the flux
at a specified boundary and the released mass as well. An estimation of the time needed to attain specified levels is also
computed. The linearized version of (1)–(3) is studied in Section 3 for Dirichlet boundary conditions and natural boundary
conditions. Explicit formulas for the fluxes (or masses) and response times are established in terms of the parameters that
characterize the drug and the platform.
2. A nonlinear integro-differential model
We start by rewriting the differential system (1)–(3) as an equivalent integro-differential system. From (3) we have
σ(x, t) = e−βtσ(x, 0)+ (α − βγ )
 t
0
e−β(t−s)u(x, s)ds+ γ u(x, t)− γ u(x, 0)e−βt . (4)
Assuming that the initial stress σ(x, 0) and the initial concentration u(x, 0) are constant, we deduce from (1)
∂u
∂t
= D∗ ∂
2u
∂x2
+ E∗
 t
0
e−β(t−s)
∂2u
∂x2
(s)ds+ f (u, v) in(0, ℓ)× (0, T ], (5)
which replaces in our mathematical models Eqs. (1) and (3). In Eq. (5) D∗ = D+ Eγ and E∗ = E(α − βγ ). We remark that
Eq. (5) admits the representation
∂u
∂t
+ ∂ J
∂x
= f (u, v), (6)
where J is the non-Fickian flux defined by
J(x, t) = −D∗ ∂u
∂x
(x, t)− E∗
 t
0
e−β(t−s)
∂u
∂x
(x, s)ds. (7)
The first term on the right-hand side of (7) represents a Fickian flux with diffusion coefficient D∗, with D∗ = D + Eγ ; the
second term stands for a viscoelastic contribution, withweight E∗, where E∗ = E(α−γ β). Following [10,11], the coefficient
E is negative, which reflects a certain opposition of the polymeric structure to the Fickian diffusion. In this case D+Eγ < D,
and the positivity of D∗ must be ensured. The sign of E∗ depends on the value α − γ β . For Maxwell and Maxwell–Voigt
models, E∗ > 0 [12]. For the viscoelastic model in [10], E∗ < 0, which corresponds to a flux overshoot. However we note
that in [8] E is considered positive. The fact that different assumptions on the sign of E can be found in the literature is a
result of the huge variety of behaviors presented by polymeric matrices. In the approach followed in the present paper, E
can be considered positive or negative provided that D∗ > 0 and E∗ > 0.
The mathematical models (2) and (5) is coupled with the boundary conditions
J(−ℓ, t) = µ1(uext − u(−ℓ, t)), −J(ℓ, t) = µ2(uext − u(ℓ, t)), t ∈ (0, T ], (8)
and with the initial conditions
u(x, 0) = u0, v(x, 0) = v0, x ∈ (−ℓ, ℓ). (9)
In (8) µi ≥ 0, i = 1, 2, and uext stands for the an external drug concentration.
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In Section 2.1wepresent somequalitative properties of themathematicalmodels (2), (5), (8) and (9). A numericalmethod
that mimics the continuous model is studied in Section 2.2. We point out that numerical methods for integro-differential
equations have been proposed in the literature. Without being exhaustive we mention [13–21].
2.1. Energy estimates
We denote by L2(0, T , V ), where V = H1(−ℓ, ℓ) or V = L2(−ℓ, ℓ), the space of functions p defined in (−ℓ, ℓ) × [0, T ]
and such that, p(t) ∈ V and  T0 ∥p(t)∥2V dt <∞. Let (u, v) ∈ L2(0, T ,H1(−ℓ, ℓ))× L2(0, T , L2(−ℓ, ℓ)) be a solution of the
following system
∂u
∂t
(t), u1

= −

D∗
∂u
∂x
(t), u′1

− E∗
 t
0
e−β(t−s)

∂u
∂x
(s), u′1

ds+ (f (u(t), v(t)), u1)
+µ1(uext − u(−ℓ, t))u1(−ℓ)+ µ2(uext − u(ℓ, t))u1(ℓ), ∀u1 ∈ H1(−ℓ, ℓ), (10)
∂v
∂t
(t), v1

= (g(u(t), v(t)), v1), ∀v1 ∈ L2(−ℓ, ℓ), (11)
where (., .) denotes the usual inner product in L2(−ℓ, ℓ).
As this section is devoted to the stability analysis of the IBVP (9), (10), (11), with respect to perturbations of the initial
conditions we assume without loss of generality that uext = 0. We establish in what follows an estimation for
Egrad(t) = Mtot(t)+ 2D∗
 t
0
∂u∂x (s)
2 ds+ E∗  t
0
e−β(t−s)
∂u
∂x
(s)ds
2 , t ∈ [0, T ],
whereMtot(t) = ∥u(t)∥2 + ∥v(t)∥2 and ∥.∥ represents the norm induced by the inner product (., .).
It is physically reasonable to assume that the reaction rates of f and g with respect to the concentrations u and v aswell as
the concentrations u and v are bounded. As f and g are defined in a certain domain [c, d]×[c, d], we assumemathematically
the following assumptions:
u(x, t), v(x, t) ∈ [c, d], (x, t) ∈ [−ℓ, ℓ] × [0, T ], f (0, 0) = g(0, 0) = 0, f , g ∈ C1([c, d] × [c, d]). (12)
We use the notations: fu,max = max[c,d]×[c,d] ∂ f∂u , |fv,max| = max[c,d]×[c,d] | ∂ f∂v |, |gu,max| = max[c,d]×[c,d] | ∂g∂u | and gv,max =
max[c,d]×[c,d] ∂g∂v .
Theorem 1. Let (u, v) ∈ L2(0, T ,H1(−ℓ, ℓ)) × L2(0, T , L2(−ℓ, ℓ)) be a solution of the variational problems (10), (11) with
initial condition (9). If (12) holds then
Egrad(t) ≤ emax{0,Φ}tMtot(0), (13)
where
Φ = 2max

fu,max + ϵ2(|fv,max| + |gu,max|), gv,max + 14ϵ2 (|fv,max| + |gu,max|)

(14)
and ϵ ≠ 0 is an arbitrary constant.
Proof. Taking in (10), (11), u1 = u(t) and v1 = v(t), respectively, we easily obtain
1
2
d
dt
∥u(t)∥2 = −D∗
∂u∂x (t)
2 − E∗  t
0
e−β(t−s)

∂u
∂x
(s),
∂u
∂x
(t)

ds
−µ1u(0, t)2 − µ2u(ℓ, t)2 + (f (u(t), v(t)), u(t)), (15)
and
1
2
d
dt
∥v(t)∥2 = (g(u(t), v(t)), v(t)).
Let us consider now (f (u(t), v(t)), u(t)). We have
(f (u(t), v(t)), u(t)) =

f (0, 0)+ ∂ f
∂u
(θ1u(t), v(t))u(t)+ ∂ f
∂v
(0, θ2v(t))v(t), u(t)

≤ fu,max∥u(t)∥2 + |fv,max||(u(t), v(t))|,
where θ1, θ2 ∈ [0, 1]. Analogously, it can be shown that
(g(u(t), v(t)), v(t)) ≤ gv,max∥v(t)∥2 + |gu,max||(u(t), v(t))|.
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Consequently
(f (u(t), v(t)), u(t))+ (g(u(t), v(t)), v(t))
≤ fu,max∥u(t)∥2 + gv,max∥v(t)∥2 + (|fv,max| + |gu,max|)|(u(t), v(t))|
≤ (fu,max + ϵ2(|fv,max| + |gu,max|))∥u(t)∥2 +

gv,max + 14ϵ2 (|fv,max| + |gu,max|)

∥v(t)∥2,
where ϵ ≠ 0 is an arbitrary constant. As t
0
e−β(t−s)

∂u
∂x
(s),
∂u
∂x
u(t)

ds = 1
2
d
dt
 t
0
e−β(t−s)
∂u
∂x
(s)ds
2 + β  t
0
e−β(t−s)
∂u
∂x
(s)ds
2 ,
we deduce
d
dt

Mtot(t)+ 2D∗
 t
0
∂u∂x (s)
2 ds+ E∗  t
0
e−β(t−s)
∂u
∂x
(s)ds
2

≤ −2βE∗
 t
0
e−β(t−s)
∂u
∂x
(s)ds
2 + ΦMtot(t), (16)
whereΦ is defined by (14).
Finally, applying the Gronwall lemma to inequality (16) we obtain (13). 
Let us analyze the meaning of estimation (13). IfΦ ≤ 0 then Egrad(t) ≤ Egrad(0) for all t ∈ [0,+∞). Otherwise Egrad(t) is
bounded in bounded time intervals. Estimation (13) does not allow us to conclude the convergence to zero of ∥u(t)∥, ∥v(t)∥
and ∂u
∂x . Nevertheless, if in (15) we do not consider the term−D∗
 ∂u
∂x (t)
we obtain
1
2
d
dt
∥u(t)∥2 ≤ −E∗
 t
0
e−β(t−s)

∂u
∂x
(s),
∂u
∂x
(t)

ds− µ1u(−ℓ, t)2 − µ2u(ℓ, t)2 + (f (u(t), v(t)), u(t)), (17)
which is used to prove Theorem 2 where we establish an estimation for
Eint(t) = Mtot(t)+ E∗
 t
0
e−β(t−s)
∂u
∂x
(s)ds
2 .
Theorem 2. Let (u, v) ∈ L2(0, T ,H1(−ℓ, ℓ)) × L2(0, T , L2(−ℓ, ℓ)) be a solution of the variational problems (10), (11) with
initial condition (9). If (12) holds then
Eint(t) ≤ emax{−2β,Φ}tMtot(0), (18)
whereΦ is defined by (14). 
If the reaction terms f and g are such thatΦ < 0, then from the last result we obtain
∥u(t)∥2 + ∥v(t)∥2 + E∗
 t
0
e−β(t−s)
∂u
∂x
(s)ds
2 → 0, t →+∞. (19)
We take ϵ = 1√
2
. Then for f and g such that
fu,max < −12 (|fv,max| + |gu,max|) and gv,max ≤ −
1
2
(|fv,max| + |gu,max|), (20)
the convergence (19) holds. This condition means that in (1) and (2), the reaction rates of f and g with respect to the
concentrations, respectively, u and v are negative and less than the average of the absolute values of the reaction rates
of f and g with respect to the concentrations, respectively, v and u.
We particularize Theorem 2 for the linear case considered in [1] when the viscoelastic effect is not considered. In this
case u and v represent, respectively, the free and bound concentration specie, f (u, v) = −(Ku + ru)u + Kvv, g(u, v) =
kuu− (Kv + rv)v, where Ku and Kv represent, respectively, the reaction rates of bound and unbound concentrations and ru
and rv represent, respectively, first-order elimination rates for free and bound concentrations. Condition (20) is equivalent
to
ru >
1
2
(Kv − Ku), rv > 12 (Ku − Kv), (21)
which establish a lower bound for the degradation rates of both concentrations. Assuming that the degradation rates ru and
rv satisfy (21) we conclude the convergence (19).
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2.2. A discrete model
In this section we present a numerical method to compute an approximation to the solution of (2), (5), (8), (9). The
method mimics the continuous model in the sense that it presents the qualitative properties of the continuous model and
discrete versions of the results in Theorems 1 and 2 can be established.
In [−ℓ, ℓ] and [0, T ]we introduce, respectively, the following grids
Ih = {xi, i = 0, . . . ,N, x0 = −ℓ, xN = ℓ, xi − xi−1 = h, i = 1, . . . ,N},
{tn, t0 = 0, tM = T , tn − tn−1 = 1t, n = 1, . . . ,M}.
We denote byWh(Ih) the space of grid functions defined in Ih. We use, for rh, ph ∈ Wh(Ih) the following notations:
(rh, ph)I ′h =
N−1
i=1
hrh(xi)ph(xi), (rh, ph)+ =
N
i=1
hrh(xi)ph(xi), ∥rh∥2+ = (rh, rh)+,
where I ′h = Ih−{−ℓ, ℓ}.We also consider the backward finite difference operatorsD−x and the second-order finite difference
operator, respectively,
D−xph(xi) = 1h (ph(xi)− ph(xi−1)), i = 1, . . . ,N,
D2ph(xi) = 1h2 (ph(xi+1)− 2ph(xi)+ ph(xi−1)), i = 1, . . . ,N − 1.
We remark that the following identity holds
(D2ph, rh)I ′h = −(D−xph,D−xrh)+ − D−xph(x1)rh(x0)+ D−xph(xN)rh(xN). (22)
Let unh ∈ Wh(Ih) and vnh ∈ Wh(I ′h) be defined by the following variational problem
(un+1h , u1,h)I ′h = (unh, u1,h)I ′h −1tD∗(D−xun+1h ,D−xu1,h)+
−1t2E∗
n+1
j=1
e−β(tn+1−tj)(D−xujh,D−xu1,h)+1t(f (u
n+1
h , v
n+1
h ), u1,h)I ′h
+1tµ1(uext − un+1h (x0))u1,h(x0)+1tµ2(uext − un+1h (xN))u1,h(xN), ∀u1,h ∈ Wh(Ih), (23)
(vn+1h , v1,h)I ′h = (vnh , v1,h)I ′h +1t(g(un+1h , vn+1h ), v1,h), ∀v1,h ∈ WH(I ′h), (24)
complemented with the initial conditions
u0h = u0 in Ih, v0h = v0 in I ′h. (25)
The discrete variational identities (23) and (24) can be seen as discrete versions of the correspondent variational identities
(10) and (11). We show in what follows that they are equivalent to a standard finite difference discretization of the partial
differential equations (5), (2), respectively. Using identity (22), it can be shown that (23) is equivalent to
(un+1h , u1,h)I ′h = (unh, u1,h)I ′h +1tD∗(D2un+1h , u1,h)I ′h +1t2E∗
n+1
j=1
e−β(tn+1−tj)(D2ujh, u1,h)I ′h
+1t
D∗D−xun+1h (x1)+1tE∗ n+1
j=1
e−β(tn+1−tj)D−xujh(x1)
 u1,h(x0)
−1t
D∗D−xun+1h (xN)+1tE∗ n+1
j=1
e−β(tn+1−tj)D−xujh(xN)
 u1,h(xN)
+1tµ1(uext − un+1h (x0))u1,h(x0)+1tµ2(uext − un+1h (xN , t))u1,h(xN)
+1t(f (un+1h , vn+1h ), u1,h)I ′h∀u1,h ∈ Wh(Ih).
Considering, for each grid point xi, a grid function u1,h such that u1,h(xi) = 1 and u1,h(xj) = 0, j ≠ i, we conclude that
un+1h − unh
1t
= D∗D2un+1h + E∗1t
n+1
j=0
e−β(tn+1−tj)D2ujh + f (un+1h , vn+1h , wn+1h ), (26)
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and
−D∗D−xun+1h (x1)− E∗1t
n+1
j=1
e−β(tn+1−tj)D−xujh(x1) = µ1(uext − un+1h (x0)),
D∗D−xun+1h (xN)+ E∗1t
n+1
j=1
e−β(tn+1−tj)D−xujh(xN) = µ2(uext − un+1h (xN)).
(27)
From (26) and from the boundary conditions (27) we conclude that (23) holds. Analogously, it can be shown that (24) is
equivalent to
vn+1h − vnh
1t
= g(un+1h , vn+1h ). (28)
Consequently, to compute the solution of the discrete variational problems (23), (24), with the initial condition (25) is
equivalent to solving the finite difference equations (26), (28) coupled with conditions (25), (27).
In the next result an estimation for
Eint,h(tn) = Mtot,h(tn)+ E∗
1t n
j=1
e−β(tn−tj)D−xujh

2
+
, n = 1, . . . ,M,
is established. In the definition of Eint,h(tn) we used the notation Mtot,h(tn) = ∥unh∥2I ′h + ∥v
n
h∥2I ′h . We remark that as Eint,h(tn)
is a discrete version of Eint(tn), Theorem 3 can be seen as a discrete version of Theorem 2 and we need to assume a discrete
version of the assumptions (12)
unh(xi), v
n
h(xi) ∈ [c, d], i = 1, . . . ,N − 1, n = 1, . . . ,M, f (0, 0) = g(0, 0) = 0, f , g ∈ C1([c, d] × [c, d]). (29)
Theorem 3. Let unh ∈ Wh(Ih), vnh ∈ Wh(I ′h), n = 1, . . . ,M, be defined by (26), (28), coupled with conditions (25), (27), with
uext = 0 and E∗ > 0. If (29) holds then
Eint,h(tn) ≤ 1min{1− 21tΦ, 1}nMtot,h(t0), (30)
for 1t such that
1− 21tΦ > 0, (31)
whereΦ is defined by (14).
Proof. Considering in (23) and (24) u1,h = un+1h , v1,h = vn+1h , respectively, and using the Cauchy–Schwarz inequality we
obtain
1
2
∥un+1h ∥2I ′h ≤
1
2
∥unh∥2I ′h −1tD
∗∥D−xun+1h ∥2+ −1t2E∗
n+1
j=1
e−β(tn+1−tj)(D−xujh,D−xu
n+1
h )+
+1t(f (un+1h , vn+1h ), un+1h )I ′h −1tµ1un+1h (x0)2 −1tµ2un+1h (xN) (32)
and
1
2
∥vn+1h ∥2I ′h ≤
1
2
∥vnh∥2I ′h +1t(g(u
n+1
h , v
n+1
h ), v
n+1
h )I ′h . (33)
As 
n+1
j=1
e−β(tn+1−tj)D−xujh,D−xu
n+1
h

+
= 1
2
n+1
j=1
e−β(tn+1−tj)D−xujh

2
+
− 1
2
e−2β1t
 n
j=1
e−β(tn−tj)D−xujh

2
+
+ 1
2
∥D−xun+1h ∥2+,
it can be shown, from (32), (33) and following the proof of Theorem 1, that
(1− 21tΦ)Mtot,h(tn+1)+ E∗
1t n+1
j=1
e−β(tn+1−tj)D−xujh

2
+
≤ Mtot,h(tn)+ E∗∥1t
n
j=1
e−β(tn−tj)D−xujh∥2+,
that is, min{1− 21tΦ, 1}Eint,h(tn+1) ≤ Eint,h(tn).
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Fig. 1. Numerical released masses computed with the numerical scheme (26), (28), (27):MB obtained with binding;M obtained without binding.
Table 1
Numerical simulations of the total mass released
obtained with D = 0.6, γ = 1, α = 0.2 for M1 (with
E = −0.2, β = 1), M2 (with E = −0.59, β = 1), and
M3 (with E = −0.59, β = 0.25).
Time M1 M2 M3
t1 = 5.55 0.6758 0.6728 0.5825
t2 = 11.11 0.8869 0.8858 0.8552
t3 = 16.66 0.9603 0.9599 0.9484
t4 = 22.21 0.9861 0.9859 0.9816
t5 = 27.76 0.9951 0.9950 0.9934
This inequality implies that
Eint,h(tn+1) ≤ 1min{1− 21tΦ, 1}n Eint,h(t1),
provided that1t satisfies (31). As
Eint,h(t1) ≤ 1min{1− 21tΦ, 1}Mtot,h(t0),
we conclude inequality (30) provided that condition (31) holds. 
As a corollary of Theorem 3 we have the stability result:
Corollary 1. The finite difference method (26), (28) coupled with the boundary conditions (27) is unconditionally stable provided
that Φ ≤ 0 and it is conditionally stable for Φ > 0.
2.3. Numerical results
In this section we illustrate the use of the numerical scheme (26), (28) in the computation of the released mass. We
observe that an estimation of the time when the steady state is attained can be obtained from the numerical values of the
mass. We take D = 0.6, γ = 1, α = 0.2, E = −0.2, β = 1, µ1 = µ2 = 0.2 and ℓ = 0.5.
In Fig. 1 we plot the numerical mass MB obtained when binding occurs and is represented by the nonlinear functions
f (u, v) = −u(u + 2) + v(v + 2), g(u, v) = −f (u, v). The form of f reflects the fact that in mass balance (1) there is a
positive contribution of bound drug which becomes free and a negative contribution of free drug which becomes immobile.
In this simulation we used u0 = 0.75, v0 = 0.25. The released mass M when no binding occurs is also represented. To
compare both profiles we considered that u0 = 1, in the absence of binding. In the picture t1s and t2s represent the instants
when the steady state is attained without andwith binding, respectively. We note that, as expected, binding induces a delay
in the drug delivery.
In Table 1 we present numerical simulations of the total mass released. The results have been obtained with D = 0.6,
γ = 1, α = 0.2 for three different set of parameters: M1 (E = −0.2, β = 1),M2 (E = −0.59, β = 1), and M3
(E = −0.59, β = 0.25). The decreasing of E leads to a delay in the delivery because such a decrease means an increase
in the viscoelastic effect. The decreasing of β also leads to a delay in the delivery. In fact when β decreases the relaxation
parameter increases which explains the observed delay.
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3. Analysis of a linearized drug delivery model
In this section we consider a linear version of the mathematical models (1)–(3). We suppose that f (u, v) = −Kbu +
Kµv and g(u, v) = −f (u, v), where Kb and Kµ represent rate constants associated respectively with binding of drug to
immobilizing sites and release of drug from these sites. We recall that, in the previous context, Eq. (2) can describe binding
or transference from loaded microparticles dispersed in the membrane. In fact, if Kb ≠ Kµ system (1)–(3) describes the
behavior of drug diffusion through a viscoelastic membrane where binding and unbinding occur but at different rates. If
Kb = Kµ, the system represents either diffusion through a viscoelastic membrane with equal rates of binding and unbinding
or alternatively the coupling of a drug diffusion with transference from loaded microparticles. We note that in this last case
v represents the drug concentration within the microparticles [2].
Proceeding as in Section 2 we easily obtain for u the following integro-differential equation
∂u
∂t
= D∗ ∂
2u
∂x2
+ E∗
 t
0
e−β(t−s)
∂2u
∂x2
(s)ds+ KµKb
 t
0
e−Kµ(t−s)u(s)ds+ Kµe−Kµtu(x, 0), (34)
where D∗ and E∗ are defined in Section 2. As we are dealing in this section with a linear equation with constant coefficients,
Laplace transforms are well fitted to the analysis. In order to simplify the presentation, we start with Dirichlet boundary
conditions and then we consider natural boundary conditions.
3.1. Equilibrium variables and effective time constant
Two important characteristics of drug delivery devices are the steady state flux (or total released mass) and the time
required to attain such a state. To compute these characteristics for nonlinear drug delivery models, the problem must be
solved numerically. However, if a linear drug delivery model of the type introduced in this section is considered closed
formulas for the steady state flux and for the effective time constant can be established without solving analytically the
linear problem. From these formulas, estimations for the flux at any time are obtained.
To compute the steady state flux leaving the membrane, the Final Value Theorem of Laplace Transforms can be used. Let
w(x, t) represent a state variable. Then this theorem states that limt→∞w(x, t) = limp→0 pw(x, p), where w represents
the Laplace transform ofw,w(x, p) = ∞0 e−ptw(x, t)dt .
From (7), the Laplace transform J(x, p) of the flux J(x, t) at x = ℓ, assumes the form
J(ℓ, p) = −F∗ ∂u
∂x
(ℓ, p), (35)
where
F∗ = D
∗(p+ β)+ E∗
p+ β , (36)
and consequently the steady flux Js(ℓ) is given by
Js(ℓ) = − lim
p→0 pF
∗ ∂u
∂x
(ℓ, p). (37)
As the mass released at time t , at x = ℓ,Mℓ(t), is defined by Mℓ(t) =
 t
0 J(ℓ, s)ds, to compute the equilibrium mass
released from the boundary x = ℓ,Ms(ℓ) = limt→+∞Mℓ(t), we have
Ms(ℓ) = lim
p→0 F
∗ ∂u
∂x
(ℓ, p). (38)
The equilibrium flux (or the equilibriummass) is given by (37) (or (38)) without solving the integro-differential equation
(34) and just by computing the Laplace transform of u. Closed formulas for Js(ℓ) orMs(ℓ), exhibiting explicit dependence on
the parameters of the model, will be obtained in Section 3.2 for two different sets of boundary conditions.
We recall now the concept of effective time [9] which is defined as the first moment associated with the density
probability function
d(x, t) = ws(x)− w(x, t)∞
0 (ws(x)− w(x, t))dt
, (39)
that is
teff(x) =
∞
0 t(ws(x)− w(x, t))dt∞
0 (ws(x)− w(x, t))dt
, (40)
wherew represents a state variable andws(x) = limt→∞w(x, t).
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As proved in [9], teff can be computed by
teff(x) = lim
p→0
ws(x)
p + ∂w∂p (x, p)
ws(x)
p − w(x, p)
,
that is from the Laplace transform ofw and without knowingw explicitly. From this last equation it can be established that,
if for p small enough,w admits the representation
w(x, p) = −ws(x)
p
+ B+ Cp+ O(p2), (41)
where B and C are p independent, then
teff(x) = −CB (42)
whenever B ≠ 0.
Let us suppose that the drug is released at x = ℓ. A density distribution d(ℓ, t) can be computed from J(ℓ, t) or Mℓ(t)
that is considering in (39)w(ℓ, t) = J(ℓ, t) orw(ℓ, t) = M(ℓ, t).
Making the natural ansatz that the density is exponentially shaped, d(t) = a(t)e−b(t), then as ∞0 d(s)ds = 1, we have
a(t) = b(t) and, from (39), a(t) = t−1eff .With this ansatz, teff can be viewed as the firstmoment of the exponential distribution
d∗(t) = 1teff e
− tteff . Consequently, interpreting t as a statistical variable, we have
P(t ≤ Kteff) = 1− e−K , ∀K ∈ R+0 , (43)
and an estimation w˜(ℓ, t) forw(ℓ, t), wherew(ℓ, t) represents J(ℓ, t) orMℓ(t) can be obtained from
w˜(ℓ, Kteff) = (1− e−K )ws(ℓ), ∀K ∈ R+0 . (44)
From (44) we note that to compute an estimation forw(ℓ, t) at t = Kteff, only the steady state valuews(ℓ) and the effective
time teff must be known. This approach provides closed analytical formulas for the estimations that can be used not only to
give an in-depth understanding of delivery process but also useful quantitative approximations.
3.2. Closed forms for the steady state variables and effective time constant
We compute in what follows the steady state flux (or the total delivered mass) and the effective time for problem (34)
with two different sets of boundary conditions.
3.2.1. Dirichlet boundary conditions
Let the membrane occupy [0, ℓ] and the boundary conditions be represented by
u(0, t) = ud, u(ℓ, t) = 0, t > 0. (45)
The initial conditions are defined by u(x, 0) = v(x, 0) = σ(x, 0) = 0. The concentration ud is related to a donor cell
concentration at x = 0 and at x = ℓ a sink condition is applied.
Taking the Laplace transform of (34) and (45) we obtain
u¯(x, p) = ud sinh(A(ℓ− x))
p sinh(Aℓ)
, (46)
where
A2 = p(p+ Kb + Kµ)(p+ β)
(p+ Kµ)(D∗(p+ β)+ E∗) . (47)
Replacing (46) in (35) and using the Final Value Theoremwe obtain Js(ℓ) = udℓ βD
∗+E∗
β
. We note that the steady flux does not
depend on the rates of binding and unbinding and just depends on the viscoelastic properties of the membrane. When
no viscoelastic effects are considered, E∗ = 0, and Js(ℓ) = udℓ D which corresponds to the steady flux of pure Fickian
diffusion [22]. We compute the Laplace transform of the flux,
J(ℓ, p) = ud
pℓ
A
sinh(Aℓ)
D∗(p+ β)+ E∗
p+ β , (48)
where A is defined in (47). Expanding the hyperbolic function in powers of pwe give (48) the form (41), and following (42)
we establish closed formulas for teff.
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Fig. 2. Behavior of teff , when teff is a function of the parameters β1, β2 ,: (a) without binding given by (50); (b) with binding given by (51).
If no viscoelastic effects are considered – Problem I – we obtain, from (42),
teff = KbKµ(Kµ + Kb) +
7
60
ℓ2
D

1+ Kb
Kµ

. (49)
We note that ∂teff
∂Kb
> 0, ∂teff
∂Kµ
< 0 which represents an expected physical behavior. In fact as the binding rate Kb increases the
mean time to attain equilibrium increases and as the unbinding rate Kµ increases, time decreases.
If Kb = 0, that is no binding occurs, then the effective time of a pure diffusion problem is obtained. In the case where
only viscoelastic effects are considered – Problem II – we obtain
teff = 1D∗β + E∗

E∗
β
+ βℓ
2
3! +
D∗E∗ℓ− 23!βE∗ℓ3 − 15!β3ℓ5
E∗ℓ+ 13!β2ℓ3

. (50)
The behavior of effective time (50) has been studied in [12] for different viscoelastic models obtained from (3) with
β = β1+β22 , α = β1β22 and γ = β2, where β1 + β2 represents the Young modulus. We mention that teff increases with
the Youngmodulus as reported by experimentalists in the literature [23,24]. If problems (1)–(3) with f (u, v) = −Kbu+Kµv
and g(u, v) = −f (u, v) are considered, that is, if diffusion, viscoelasticity and binding occur – Problem III – then following
the same procedure we obtain
teff = β
βD+ Eα

1+ Kb
Kµ

7ℓ2
60
− 1
β
− 1
Kµ + Kb +
D∗Kµ + βD+ Eα
Kµ(βD+ Eα) . (51)
We note that (51) holds for β, Kµ, Kb ≠ 0. The particular cases β = 0 and Kµ = Kb = 0must be obtained respectively from
(49) and (50). The behavior of (51) is illustrated in Fig. 2(b) and it is qualitatively analogous to the behavior of teff given by
(50) (Fig. 2(a)). However the range of variation of teff is larger in Fig. 2(b) due to the delay effect induced by binding.
3.2.2. Natural boundary conditions
We consider now the natural boundary conditions (8). In this case the equilibrium flux is zero and the variable of interest
is the released massM(t) = M−ℓ(t)+Mℓ(t)withMa(t) =
 t
0 J(a, s)ds, a = −ℓ, ℓ, where J(x, t) is given by (7) and u is the
solution of (34), (8) with u(x, 0) = u0, v(x, 0) = v0.
The same approach of Section 3.2.1 is followed but instead of J(ℓ, t) the total mass is used. As we haveM(p) = M−ℓ(p)+
Mℓ(p) andMa(p) = − 2p J(a, p), a = ±ℓ, we begin by computing u, solution of the following differential problem
− F∗ ∂
2u
∂x2
+ p(p+ Kµ + Kb)
p+ Kµ u = u0 +
Kµ
p+ Kµ v0 (52)
coupled with the boundary conditions
− F∗ ∂u
∂x
(ℓ, p) = µ1

uext
p
− u(ℓ, p)

, F∗
∂u
∂x
(−ℓ, p) = µ2

uext
p
− u(−ℓ, p)

. (53)
The differential problems (52), (53) is obtained by applying Laplace transforms to (8), (34). Forµ1 = µ2 = µ, the following
solution is obtained u(x, p) = µ

uext
p − S

cosh(Ax)
AF∗ sinh(Aℓ)+µ cosh(Aℓ) + S, where S = u0(p+Kµ)+Kµv0p(p+Kµ+Kb) , F∗ is defined in (36) and A is
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Fig. 3. Behavior of teff , when teff is a function of the parameters D, E, Kµ and µ.
Table 2
Predicted and numerical masses for u0 = 0.75, v0 = 0.25,D = 0.6, γ = 1,
α = 0.2, µ1 = µ2 = 0.2, E = −0.2, β = 1.
Effective time Predicted mass (%Ms) Numerical mass Relative error
teff = 5.55 63.21 0.67487895 6.3388× 10−2
2teff = 11.11 86.47 0.88593096 2.3965× 10−2
3teff = 16.66 95.02 0.95982782 1.0031× 10−2
4teff = 22.21 98.17 0.98590559 4.2657× 10−3
5teff = 27.76 99.33 0.99504565 1.7543× 10−3
defined in (47). Consequently the Laplace transform of M(t) is given by M(p) = −2 F∗µp

uext
p − S

A tanh(Aℓ)
AF∗ tanh(Aℓ)+µ and from
the Final Value Theorem we obtain a closed formula for the steady mass,
Ms = −2ℓ

uext

1+ Kb
Kµ

− u0 − v0

. (54)
Following (41), we give M(p) the form (42). After some tedious but straightforward computations a final expression of teff
is obtained. We do not exhibit this closed form, but just present its plots as a function of D, E, Kµ andµ (Fig. 3). The physical
decreasing behavior of effective time with such parameters is observed.
Using (43) and (44) for the mass we have
M(Kteff) ≃ (1− e−K )Ms, ∀K ∈ R+0 , (55)
withMs defined in (54). This expression leads to a prediction of the released mass for different values of K .
In what follows we illustrate the use of (55) to estimate the released masses for f (u, v) = −2u + 2v, g(u, v) =
−f (u, v), u0 = 0.75, v0 = 0.25 and D = 0.6, γ = 1, α = 0.2, µ1 = µ2 = 0.2, E = −0.2, β = 1. We also compare
these results with the numerical masses obtained using the numerical method introduced in Section 2.2. The results are
presented in Table 2. In Fig. 4 we plot the predicted and numerical masses.
From Table 2 and Fig. 4 we conclude that when K increases the agreement between the prediction and the numerical
masses improves.
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Fig. 4. Predicted (Mest) and numerical (Mnum) masses.
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