Cooperation in context-free grammars  by Dassow, Jürgen & Mitrana, Victor
ELSEVIER Theoretical Computer Science 180 (1997) 353-361 
Theoretical 
Computer Science 
Note 
Cooperation in context-free grammars 
Jiirgen Dassowa-* , Victor Mitrana”,b* ’ 
aOtto-von-Guericke-Universitiit Magdeburg, Fakultiit fiir Informatik, P. 0. Box 4120, D-39016, 
Magdeburg, Germany 
bFaculty of Mathematics, Department of Computer Science, University of Bucharest, Str. Academiei 14, 
R-70109 Bucharest, Romania 
Received May 1996; revised October 1996 
Communicated by A. Salomaa 
Abstract 
A new dynamical measure of the descriptional complexity for context-free grammars and lan- 
guages, namely the degree of cooperation, is introduced and studied. This measure is connected 
with respect to both families of languages considered, namely the regular and context-free lan- 
guages. We prove that the degree of cooperation is computable for regular and unambigous 
context-free grammars and it is not computable for arbitrary context-free grammars. The com- 
putability status of this measure for languages remains to be investigated. 
1. Introduction 
Undoubtedly, the most investigated generative devices in the theory of formal lan- 
guages are the context-free grammars. As likely as not this has happened due to a 
certain extend to their nice mathematical properties [3]. Among such properties, a nat- 
ural as well as important one, is the syntactical complexity of describing languages. 
This means to define adequate descriptional complexity criteria and investigate their 
properties (computability, connectivity, etc.). Few criteria have been introduced and 
investigated for context-free grammars and languages in [4]. Since then, these mea- 
sures as well as specific ones, have been studied for other generative devices and their 
languages: the regulated rewriting devices [2], grammar systems [l], etc. 
The complexity measures defined in [4] for context-free grammars are static in the 
sense that they can be determined just by an examination of the parameters which define 
a context-free grammar (for example the number of variables, productions, etc.). The 
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computability problem of the static measures aforementioned is very easy for grammars 
and very hard (leading quite often to negative answers) for languages. Of course, 
dynamical measures as index or grammatical levels have been also investigated for 
different classes of generative devices. 
Our intention is to define a dynamical measure of “how much” cooperate the pro- 
duction rules of a grammar in the process of generating words. By this reason we 
shall call our measure the degree of cooperation. Roughly speaking, the degree of 
cooperation of a grammar is the maximal number of productions strictly necessary for 
generating each word in the associated language. 
This measure might be useful in the theory of parsing. Whenever a word with a 
small degree of cooperation is parsed, one may restrict our search to a smaller set of 
productions. 
As it was to be expected, the computability matter of the degree of cooperation is not 
trivial. Unfortunately, one can compute the degree of cooperation only for unambigous 
grammars, whereas there is no algorithm which computes the degree of cooperation 
for an arbitrary context-free grammar. 
2. Preliminaries 
In the sequel, we are going to provide some preliminary definitions and notations 
necessary for a good understanding of this paper. The reader is referred to [5] for basic 
elements of formal languages and grammars. If V is an alphabet, then V* is the set of 
all words over V. The empty word is denoted by 1 and the set of all nonempty words 
is V+ = V* - {A}. Denote by 
l 1x1 thelengthofxEV*, 
l (x)~ the word obtained from x by erasing all symbols in Y - U, 
l alp/z(x) the minimal alphabet V such that x E V*. 
For a finite set A, card(A) denotes the number of elements in A. 
Let G = (N, T, S, P) be a context-free grammar. We want to stress at the very begin- 
ning that in the present paper the regular grammars actually are right-linear grammars, 
namely they have only rules of the forms A-+xB, A+x, x E T*, A, B E IV. 
For every word x E L(G) and every derivation D of x in G, we define 
coop(x, D) = the number of distinct rules of P used in D, 
coop(x) = min{coop(x, D) ) D is a derivation of x in G}, 
and 
coop(G) = max{ coop(x) 1 x E L(G)}. 
Moreover, if card(P) = m, then for all 1 < k < m 
&(G) = {x E L(G) 1 COOP(X) = k}, L<k(G)={x~L(G)Icoo~(x)<k). 
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Clearly, 
Lo =L&G) - &-i(G) for all ka2 
and 
L(G)= (j Lk(G). 
k=l 
For any regular language L we write 
coqREG(L) = min{coop(G) / G is a regular grammar which generates L} 
and for any context-free language L we write 
coopCF(L) = min{coop(G) 1 G 1s a context-free grammar which generates L} 
Example 1. Instead of giving all parameters we prefer to list only the set of pro- 
ductions. Take the grammar G with the set of rules given by P = {S4SS,S+aSb, 
S+%}. It is easy to observe that coop(abab) = 3 while coop(aabb) =2. Hence, 
coop(G)=3. Furthermore, L,(G)=(A) and L2(G)={a”b”InaO}. 
Example 2. Consider the regular language 
L={a}U{a2”~n>l}. 
The above language can be generated by the grammar with the set of productions 
P= {S--+a2A,A--+a2A,A+3,,S+a}. Then, coop,,(L)<3. 
Let G = (N, T,S, P) be an arbitrary context-free grammar which generates L, with 
coop(G) = 2. Every rule A+x, A#S, ct@T*, can be removed from P without modifying 
the generated language. Suppose the contrary and let z E L(G) such that every derivation 
of z in G needs the rule A4a. Then, every derivation of z is of the form 
S++xAy=t-xay++z. 
For the above derivation uses at least three distinct rules it follows that coop(z) 23, 
contradiction. On the other hand, it is clear that for every rule S-+x exists 
such that (x)~ = A”‘, for some m. Consequently, all rules of P are of the 
S--+X, c1 E (T U {A})*, for some A EN, and A+x,x E T*,A#S. Construct the 
mar G’=({S},T,S,P’) with 
P’ = {S+a~xa2x . . . CI,XCI,+I 1 S--+c(~Aa~A . . .a,Aa,+l E P, for some n 
ai~T*,l<i<n+l, A+xgP,A#S} 
u{S+x 1 S+x E P,x E (T u {S})*}. 
The grammar G’ is equivalent to G and coop(G’) d coop(G). 
AEN 
forms 
gram- 
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Now, take the derivations in G’: 
S J* a’Sa’ for some i+j>O, 
SJ*a, 
S+*aa 
which can be combined leading to the words a’+j+’ and ai+j+2, which is contradictory. 
In 
3. 
conclusion, coop,,(l) = coop,o(L) = 3. 
Connectivity 
A measure M defined on a family of languages 2’ is said connected if for any 
positive integer IZ there exists a language L, E _f.Z such that M(L,) = n. First we want 
to emphasize that for the degree of cooperation such languages over the one letter 
alphabet do not exist. 
Theorem 1. Zf L is a context-free language over the one letter alphabet, then 
CoopCF (L) < 3. 
Proof. It is well-known that every context-free language over the one letter alphabet 
is actually a regular language. Let L C(a)* be a regular language. Then, there exist a 
finite set F and the positive integers ki, qi, 1 <i <m, for some m, such that 
L=FU fi {aL+nqz In.20). 
i=l 
Thus, the language L can be generated by the regular grammar G = (N, {a}, S,P) where 
N = {Wl,S2,...,&), 
P = {S+X]XEF} U {S-d& 1 l<idm} U fi {Si+aq’Si,Si+A}. 
i=l 
Since coop(z) <3 for any z E L we conclude that coop,,(L) <3, therefore 
coop,,(L)d3, too. 0 
Obviously, by definitions the degree of cooperation of a regular language with respect 
to the class of context-free grammars is at least as small as the degree of coopera- 
tion with respect to the class of regular grammars. Formally, coop,,(L) <coop,,(L), 
for all regular languages L. However, there are regular languages which require less 
cooperation if they are generated by context-free grammars. 
Theorem 2. There is a sequence of regular languages R,, n 2 4, such that 
coop,,(R,) = n and coop,,(R,) <n. 
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Proof. Let n B 4 be an even integer and m = n/2. Take V, = {al, a2, . . . , a,,,} and con- 
sider the regular language 
R, = L,,(a) = aTa:. . at. 
It can be easily shown that coop REG(L,) 62m = n. In any regular grammar G = (N, V,, 
S,P) generating L,(a) there is a derivation of the form A+ia:af+lB, 1 di <n - 1, for 
some s 3 1 and a large enough t. We may choose t >2k, where 
k=max{/xI :A&+.xBEP}. 
The minimal number of productions needed in the aforementioned derivation is either 
two, if rules of the form A-+xA are allowed, or three, otherwise. Consequently, every 
regular grammar G generating L,(a), with coop(G) = n, contains rules of the form 
S+xS, for some x E V,*. 
On the other hand, there exists a context-free grammar which generates the language 
L,(a) and has less than n productions. This grammar might be G = (N, V,,S,P), where 
N= (9 
1 
if n=4, 
{S,S3,& ,..., Sm} if n>6, 
{ 
{S+alS,S+Sa2,S+ala2} if n = 4, 
P = {S+alS,S-+alS3&. . .Sm,S3-+a2S3,S3+S3a3, 
S3+a2a3} U Uyz, {Si+aiSi,Si+a,} if nb6. 
In all cases, card(P) = 2m - 1, hence coop&l,(a))<n. 
Now, for an odd integer n > 4, n = 2m + 1, we consider the regular language 
R, =&(a) U L,(b), a#b. 
Clearly, every regular grammar that generates R, does not admit rules of the form 
S-+xS, for some xE({al, a2,. . . , a,} U {bl, bz,. , bm})+. It follows that coopMG(R,) > 
2m+l. Let Gi =(N1,V,,S1,P1),G2=(N2,{bl,b2,...,bm},S2,P2) be two regular gram- 
mars with disjoint sets of nonterminals such that L(Gi ) = L,(a), L(G2) = L,(b) and 
coop(G1) = coop(G2) = 2m. 
The following regular grammar generates R,: 
G’=(Nl UN, u {S}, V,,, u {b1,b2,. . .,b,},S,Pl u Pz u {S+Si,S+&}). 
Therefore, coopEG = n. 
As far as the degree of cooperation of R, with respect to the class of context-free 
grammars is concerned, we have coop&R,) d 2m <n, which ends the proof. 0 
Corollary 1. The measure coopREG is connected. 
Proof. Obviously, every finite language has its degree of cooperation equal to 1 and 
coopwG( { a} * ) = coop& { a} * ) = 2. On the other hand, Example 2 provides a language 
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over the one letter alphabet having its degree of cooperation equal to 3. The statement 
follows now from the previous theorem. 0 
Theorem 3. The measure coopCF is connected. 
Proof. Let us consider the Dyck language D,, over T,, = {al, bl,. . . ,a,, b,}, n 2 1, i.e. 
the context-free language generated by the grammar 
G = ({S}, T,, S, {S-+1, S-&S} U {S-+aiSbi 1 1 < i <n}). 
By induction on II, we shall prove that coop,,(D,) = n + 1, for all n 2 1. Clearly, 
coop,,(D1)22 because D1 is an infinite language. On the other hand, the grammar 
whose set of productions is {S+alSblS,SAA} generates D1. 
Assume now that coop,,(D,__1) =n. Let G be a grammar generating D,. By the 
inductive hypothesis, there exists x E D,_, such that at least n productions are needed 
to generate it. Among all words of the form xa;by there exists one which requires at 
least 12 f 1 productions. It follows that coop(G) an + 1. In order to finish the proof 
it suffices to give a context-free grammar generating D, and having its degree of 
cooperation equal to n + 1. Such a grammar could be 
G, = ({S}, T,,S, {S --taiSbJ 1 1 <i<n} U {S+A}). 0 
Arbitrarily large terminal alphabets are involved in the proofs of the statements of 
this section. However, we suspect that two symbols are sufficient. Let us consider the 
homomorphism ai+ba*‘, bi+ba3’ defined f or all terminal symbols used in the previous 
two proofs. Our feeling is that the homomorphical images of the languages considered 
in the previous two proofs preserve the degree of cooperation. 
4. Computability 
Lemma 1. Let G = (N, T,S, P) be a context-free grammar with card(P) = m. Then, 
the following hold: 
1, If G is regular, then Lk(G) is a regular language for all 1 <k <m. 
2. If G is context-free, then L<k is a context-free language for all 1 < k<m. 
Proof. We shall prove the second assertion from which the first statement will easily 
follow. Let k be a given integer between 1 and m. Let PI, P2,. . , PC;) be subsets of k 
rules of P. The language L$k can be expressed now as a finite union of context-free 
languages as follows: 
L<k(G)= ‘c L(Gj)t 
j=l 
where Gj = (N, T, S, Pi), 1 <j < (km). Consequently, L,k(G) is context-free which con- 
cludes the proof of the second statement. 
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It is clear that L<k(G) is regular providing that G is regular. Since LI(G) =L, I (G) 
and _&(G)=L<k(G) - L<k-l(G) the first statement follows. q 
Theorem 4. One can compute the degree of cooperation for any regular grammar. 
Proof. The computability of the degree of cooperation for regular grammars follows 
from the previous lemma and the decidability of the emptiness problem for regular lan- 
guages. Note that for any regular grammar G a regular grammar Gk with L(Gk) = &(G) 
can effectively be constructed. 0 
Lemma 2. Let G = (N, T,S, P) be a unambigous context-free grammar with 
card(P) = m. Then, LB(G) is a context-free language, for all 1 <k dm. 
Proof. Let us label the rules of P with integer numbers from 1 to m, and construct 
the following context-free grammar: 
G’=(N,TU {al,al,..., a,},S,P’), 
where 
(i) a,a2,,.., a,,, are new terminal symbols, 
(ii) P’ = {A+ua; [A -+CL E P has the label i}. 
Let Tl, Tg,. . . , T(F) be all subsets of k elements of the set {a,,az,. . . ,a,}, and for 
any 1 <j<(r) denote by Tj,l,Tj,z ,..., Tj,k the subsets of k - 1 elements of the set Tj. 
Clearly, 
LdG)=h(QG’)n&), 
where 
m 
Rk=(i; (TUT,)*- b(T”q,i)* 
j=l i=l 
and 
h : (T U {al,a2,. . .,am})*+T*, h(a)=a,aE T, h(ai)=l,, l<i<m. 
Indeed, Rk is the set of all words y over T U {al, a2,. . . , a,} with card(alph 
((Y){ a,,az ,..., .,}))=k. Because R k is a regular language and owing to the closure 
properties of the family of context-free languages, we infer that Lk is a context-free 
language. 0 
Theorem 5. The degree of cooperation is computable for any unambigous context- 
free g rammar. 
Proof. The theorem follows from the previous lemma and the decidability of the 
emptiness problem for context-free languages. One can give also a straightforward 
algorithm. 0 
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Theorem 6. There is no algorithm which computes coop(G) for a given context-free 
grammar G. 
Proof. Let G = (N, T, {a, b, c}, S, P) be a context-free grammar generating 
L = {wcu / w, u E (a, b}+, v#wR}. 
Here J@ denotes the mirror image of w. We set IZ = card(P). Moreover, let 
be an instance of the Post Correspondence Problem over {a,b}, man. 
We say that the instance 1 has a maximal solution if there are 1 < il, i2, . . . , ik <m, 
for some k am, such that the following hold: 
(i)XilXiZ...Xik=Yi,Yiz...yik’ 
(ii) for any 1 <q <m there exists 1 <j < k such that ij = q. 
For any algorithm that decides whether the instance Z has a maximal solution can 
be used in order to decide whether the instance I has an arbitrary solution it follows 
that the existence of a maximal solution is a undecidable question. 
Now we construct the context-free grammar 
GI = (N U {SO,S,X), (a,b,c},So,P U J”), 
where So and X are additional symbols not contained in N, and 
Then any derivation of a word in L(G1) is either of the form 
DI : s+s**z,, (1) 
where S+*zr is a derivation according to G, z1 E L and coop(zl, D1) d n + 1, or of the 
form 
02 : S~~X~~i,XU~~ui,u,Xu~U~~. . ’ +Ui,Uiz . . . Ui,C$. . . ,2 ,, vfvf =z2, (2) 
We consider a word z = wcv E L(G1). If v # &, then there is a derivation of the 
form (1) generating z and therefore coop(z) dn + 1. 
On the other hand, if u = &, then z is generated by a derivation of the form (2) 
and the sequence il i2 . . . i, is a solution of the instance I. Furthermore, coop(z) = m + 2 
if and only if il, i2,. . . , i, is a maximal solution of the instance I. 
Hence coop(G) = m + 2 holds if and only if the instance Z has a maximal solu- 
tion. Thus, the computability of coop(G) would imply the decidability of the Post 
Correspondence Problem. 0 
However. 
Theorem 7. One can compute the degree of cooperation for every word in the lan- 
guage generated by an arbitrary context-free grammar. 
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Proof. Let G be a context-free grammar. The computability of coop(x), for every 
x E L(G), can be reduced, due to Lemma 1, to the problem of finding the smallest k 
such that x E L&G). III 
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