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ABSTRACT
Cu(In,Ga)Se2 (CIGSe), CuZnSn(S,Se)4 (CZTSSe), etc., are the potential chalcogenide 
semiconductors being investigated for next-generation thin film photovoltaics (TFPV). 
While the champion cell efficiency of CIGSe has exceeded 20%, CZTSSe has crossed the 
10% mark. This work investigates the effect of laser annealing on CISe films, and 
compares the electrical characteristics of CIGSe (chalcopyrite) and CZTSe (kesterite) 
solar cells.
Chapter 1 through 3 provide a background on semiconductors and TFPV, properties 
o f chalcopyrite and kesterite materials, and their characterization using deep level 
transient spectroscopy (DLTS) and thermal admittance spectroscopy (TAS).
Chapter 4 investigates electrochemical deposition (nonvacuum synthesis) o f CISe 
followed by continuous wave laser annealing (CWLA) using a 1064 nm laser. It is found 
that CWLA at ~ 50 W/cm2 results in structural changes without melting and dewetting of 
the films. While Cu-poor samples show about 40% reduction in the full width at half 
maximum o f the respective x-ray diffraction peaks, identically treated Cu-rich samples 
register more than 80% reduction. This study demonstrates that an entirely solid-phase 
laser annealing path exists for chalcopyrite phase formation and crystallization.
Chapter 5 investigates the changes in defect populations after pulse laser annealing in 
submelting regime of electrochemically deposited and furnace annealed CISe films. 
DLTS on Schottky diodes reveal that the ionization energy of the dominant majority
carrier defect state changes nonmonotonically from 215±10 meV for the reference 
sample, to 330±10 meV for samples irradiated at 20 and 30 mJ/cm2, and then back to 
215±10 meV for samples irradiated at 40 mJ/cm2. A hypothesis involving competing 
processes of diffusion of Cu and laser-induced generation of In vacancies may explain 
this behavior.
Chapter 6 compares the electrical characteristics of chalcopyrite and kesterite 
materials. Experiments reveal CZTSe cell has an order of magnitude higher net carrier 
concentration and saturation current density, whereas five times smaller shunt resistance 
and depletion width at equilibrium compared to CIGSe. The TAS measurements suggest 
that the dielectric freezeout occurs at relatively higher temperatures (~ 150 K) and lower 
frequencies (< 1 MHz) for CZTSe cell. Both sample types show a broad DLTS signal, 
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1.1 The source of energy 
A photovoltaic cell is a device which converts photon flux into electron current. 
Photons are the particles associated with light energy and electrons are the negatively- 
charged particles that bind atoms together but are also sufficiently mobile to dominate 
electrical conductivity. The source of the photons from the sun is nuclear fusion 
reactions at MeV typical energies, but the outgoing spectrum is thermalized to the sun’s 
surface temperature of approximately 6000 K. In every second approximately 6x1011 kg 
of H2 is converted into He, with a loss of about 4000 kg, which is equivalent to 4x1020 
Joules as per the Einstein’s relation (E= mc2) [1]. The intensity of solar radiation in free 
space at the average distance of the earth from the sun is about 1353 W/m2. While the 
solar radiation incident on the earth's atmosphere is relatively constant, the radiation at 
the earth's surface varies widely due to atmospheric absorption and scattering, local 
variations in the atmosphere such as water vapor, clouds, pollution, latitude, season, and 
time of day. These variations make it necessary to generate a standard solar spectrum for 
standardizing the testing devices: otherwise the performance in Salt Lake City, UT would 
not be comparable to that in Hillsboro, OR. The Air Mass (AM) is the path length which 
light takes through the atmosphere normalized to the shortest possible
2path length (that is, when the sun is directly overhead). It quantifies the reduction in the 
power of light as it passes through the atmosphere and is absorbed by air and dust. The 
Air Mass (AM) is defined as:
AM =
CosO (1.1)
in which 9 is the angle from the vertical (zenith angle). Thus AM0 represents the solar 
spectrum outside the earth’s atmosphere and AM1.5 conditions (with sun at ~ 45° above 
the horizon) represents a satisfactory time and mid-latitude-geography-weighted average 
for terrestrial applications. The total incident power density for AM1.5 spectrum is ~ 
1000 W/m2. Figure 1.1 shows the solar irradiance at AM0 and AM1.5 conditions. Inset 
to Fig. 1.1 illustrates the position of sun for various AM conditions.
Figure 1.1: Solar spectrum for AM0 and AM1.5 conditions. Inset to figure shows the 
position of sun for various AM conditions.
1.2 Photovoltaic principles
1.2.1 p-n junction formation 
Now, let us discuss the underlying physics of the working of a solar cell. An 
inorganic solar cell (relevant for this work, see examples later) is essentially a 
photoactive p-n junction diode. A p-n junction is formed when a p-type and an n-type 
semiconductor are brought in intimate contact with each other. A p-type semiconductor 
is one which has holes (electrons) as the majority (minority) charge carriers, while an n- 
type semiconductor has electrons (holes) as majority (minority) charge carriers. Since 
both of these have different majority charge carrier type, they are referred to as anisotype 
semiconductors. If the anisotype semiconductors are made out of the same material, the 
junction is termed as anisotype homojunction. The reader is suggested to refer to the 
Appendix for the discussion on anisotype p-n homojunctions.
When a p and n type semiconductors are brought in intimate contact with each other, 
excess free carriers move from one side to other side. The driving force for the 
movement is the difference in the electrochemical potential of the free carriers. This 
electrochemical potential is termed as the Fermi energy or level (E ) of the free carriers. 
The Fermi level is defined as an arbitrary energy level that represents the charge 
neutrality position in the semiconductor on the energy scale. Roughly speaking it gives 
an idea about the average energy of the free carriers. Now, for a p-type (n-type) 
semiconductor that has excess holes (electrons), Ef lies close to the valence (conduction) 
band. Because of the difference in Ef on both the sides, the system would try to minimize 
its energy when in intimate contact. Thus at equilibrium or steady state, Ef is constant 
throughout the p-n junction. However because of the difference in the Ef on both the
3
4sides initially, a built-in voltage (Vbi) or potential is created at the interface which acts as 
a barrier for the carrier’s movement once the steady state is achieved.
Again, following the discussion in the Appendix, we could modify equation A.21 to a 
more robust form, if we consider the majority carrier contribution in addition to the 
impurity concentration, and also take into account the applied bias (Vapplied) on the 
junction. The depletion region or the space charge region (SCR) width in that case can 
be calculated as per the following equation:
in which Wtotai is the width of the SCR, kb is the Boltzmann constant, T is the absolute 
temperature q is the charge on the electron, s is the is the permittivity or the dielectric 
constant of the medium and Nnet is the net space charge density.
The SCR can be visualized to be equivalent to a parallel plate capacitor, i.e., positive 
and negative charges separated by a dielectric medium. In that case the capacitance of 
the junction can be expressed as:
As will be seen later in Chapter 5 and 6, equation 1.3 can be used to calculate the Nnet 
and Vbi for a diode.
Figure 1.2 shows the band diagram alignment for the various bias conditions in the 
case of an anisotype homojunction (p and n type semiconductors are of same material).
diode is under forward (reverse) bias condition the depletion region shrinks (expands) as
(12)
(13)
The Ef will be constant all throughout the device for equilibrium condition. When the
5Figure 1.2: p-n homojunction formation, band bending and appearance of the barrier 
potential for various bias conditions.
per equation 1.2 and the barrier for carrier’s movement also decreases (increases). Also 
since under biased condition the equilibrium condition of the diode is perturbed, the 
constant Ef splits into quasi Fermi levels on both the sides designated by Efp and Efn for 
holes and electrons respectively.
The discussion so far applies to the case of anisotype homojunctions, i.e., the electron 
affinity (energy difference between the bottom of conduction band and the vacuum level) 
of both the p-type as well as the n-type materials is same. Now let us take a quick look at 
the formation of anisotype heterojunctions.
6In case of heterojunctions the electron affinity of the p-type and n-type materials is 
dissimilar. When these materials are brought in intimate contact with each other, SCR 
will be formed, Vbi will appear and band-bending will take place similar to the case of 
homojunctions. Although different cases might be possible for the case of 
heterojunctions, the formation of Straddling junction or Type-I junction which is most 
relevant to the kind of materials discussed in this work is presented over here. Although 
the framework for finding out the basic parameters will not change, for further details the 
reader is suggested to go through the references [1-5]. Now in order to calculate Vbi the 
following set of equations and procedure could be adopted:
where SEfp and SEfn represent the position of Ef with respect to valence band and 
conduction band in case of p and n type semiconductors respectively and Nv and Nc 
correspond to density of states in valence and conduction band respectively. As 
discussed earlier, Vbi develops because of the difference in the electrochemical potential 
or Ef on both the sides of p-n junction. Hence:
The depletion region widths on the p-type side and the n-type side can be expressed 
as (after modifying equations A.23 and A.24):
(14)
(1.5)
Vbi *  AEf (16)




7^ to  ta l = Wp+Wn  (1.9)
Also, similar to equation.1.3:
r  -  I Ep EnA2 q Na Nd (i 1 0 )
L deple110n I  ( 7 ,  i -  V aPPlied) ( £p Na+SnNd) (1^ 0)
Figure 1.3 illustrates the formation of Type- I p-n heterojunction. The band bending 
principle discussed for homojunctions case is applicable to heterjunctions also. However, 
due to the initial offset between the respective conduction band (AEc) and valence band 
(AEv), there exists a discontinuity at the metallurgical junction interface when the 
junction is formed.
Figure 1.3: p-n junction formation, band bending and appearance of the barrier potential 
for anisotype heterojunction.
For the example illustrated in Fig. 1.3, the Vbi can be determined by the following 
expression:
Vbi =  (%1 — % 2) — SE fn  +  (Eg 1 — SE f p) (111)
1.2.2 Photovoltaic effect
So far we saw how a p-n junction is formed in case of anisotype homo- and 
heterojunctions. Now, we shall discuss the principle of photovoltaic cell and how it can 
be used for doing work. For the sake of explanation, again consider a homojunction.
Figure 1.4 shows a photoactive p-n homojunction under equilibrium. When white 
light (composed of photons of different wavelength) shines on this p-n junction from the 
n-side, electron-hole (e-h) pairs are generated all throughout the p-n junction. This is 
because the incoming photons are absorbed by the material based on the complex 
refractive index (see Chapter 2) and hence the electrons in the valence band are promoted 
to the conduction band leaving behind holes in the valence band. Now, these e-h pairs 
diffuse randomly and eventually recombine to release photons or phonons (quasi particles 
associated with lattice vibrations) depending on the mechanism of recombination [6]. 
However, e-h pairs which are generated within the diffusion length (Le/h ~ e/  h x) from 
depletion region boundary, could be drifted across the SCR because of the Vbi. The 
electrons which are minority carriers on the p-type side would be drifted towards the n- 
type side and vice versa. When this happens, an extra negative charge appears on the n- 
type side and an extra positive charge appears on the p-type side. This appears as the 
open circuit voltage (Voc) in the cell and could be used to do work externally.
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9Figure 1.4: The principle of operation of a solar cell.
If we look closely we will realize that a solar cell works when the minority carriers 
become the majority carriers and the sooner it occurs, the better it is for the device 
performance. Also, an important thing to be kept in mind while designing the solar cell is 
that the e-h pair generation rate will fall off exponentially along the depth as per the Beer- 
Lambert’s law [1], and thus the main absorber layer should be chosen based on minority 
carrier diffusion length. For example, in case of homojunctions the absorber layer should 
be p-type if electrons (minority carriers) have a larger diffusion length.
Thus under light, the current density of the p-n junction could be expressed by the 
following equation:
J = Jd i o d e — Jp h = Jo [ e x P ) — 1 ] — J P h (111)
where J is the net current density, Jph is the current density because of the photon 
absorption also termed as the short circuit current density (Jsc) and Jo is the saturation 
current density. Thus if J = 0:
Jph =  Jo [ e x p ( ^ ) - l ]  (1.12)
f  ' " ( f + ^ f  ■ " ( £ )  ( 113) 
Thus we see that Voc is a function of Jph, Jo and temperature. In order to maximize 
Voc we have to aim for maximum Jph and minimum Jo. Now, Jph is governed by the band 
gap of the material; i.e., the smaller the bandgap of the material the larger the Jph because 
of more photon capture and vice versa. Hence we can realize from Fig. 1.1 that the band 
gap of the material sets an upper limit on the maximum possible Jph. If  we consider the 
AM1.5 spectrum in Fig. 1.1 and integrate the flux of incoming photons at each different 
wavelength as per the following expression we would end up with the maximum Jph 
possible for each different bandgap:
Jph ( m ax) | Eg = q / “  /p h ( E) dE (1.14)
where Eg is the band gap of the particular material and r ph is the photon flux at the 
corresponding energy. In the above expression the quantum conversion efficiency of 
photons to electrons is assumed to be unity.
Again Jo can be expressed as per the following expression:
Jo = q NC (  ) e x p (  - ltr  ) = Joo exp (  - f ?  ) <115)
where Nc and Nv are density of states of the conduction and valence band, respectively, 
Na and Nd are acceptor and donor atom densities, Dn and Dp are diffusion lengths of
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electrons and holes, respectively, and Tn and tp are lifetimes of electron and holes, 
respectively. The preexponential factor Joo combines all these terms and as per Ref. [7-8]
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equation 1.15 that Jo is inversely related to Eg, i.e., larger the band gap smaller the Jo. 
Hence in order to maximize Voc one has to make a compromise and chose the optimum 
band gap material.
Again a theoretical limit could be set up on the Voc based on the band gap of the 
material. The ideal-maximum Voc possible for a solar cell is:
However, due to nonideal factors such as recombination of free carriers in SCR and or 
quasi-neutral region and or interface etc., this scenario is never realized. Hence the Voc at 
room temperature always tend to be smaller than Eg. Now if we replace Jo in equation
1.11 by the expression in equation 1.15, we can find an expression for Voc which is given
in which Jph for the corresponding Eg is given by equation 1.14. Thus using equation
1.14 and 1.17 we can end up with the Fig. 1.5, which shows the maximum possible Jph 
and Voc for various band gaps.
Now the overall efficiency (n) of a solar cell is defined as:
it is approximately ~ 108-109 mA/cm2 for good quality diodes. Thus we can infer from
Voc (ideal  m a x im u m )\Eg =  Eg (116)
by:
V0c (m axim um )  | E = — + —  1 n
& Q Q V Joo'
(117)
V =
O u tp u t p o w e r _  Pout 
In p u t  p o w e r P in (118)
where Pin is the input power density at AM1.5 conditions (~ 1000 W/m2) and Pout is the 
maximum output of the solar cell. The Pout is given by:
FF KcJpn (119)
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Figure 1.5: Maximum possible Jph and Voc for various materials band gap.
where FF stands for fill factor and is defined as the ratio of the actual maximum output 
power density to maximum possible theoretical power density. Figure 1.6 illustrates the 
various terms discussed above. Thus equation 1.18 can be written as:
^ _  VocJphFF (1.20)
Pin
Again, based on the above discussion a theoretical efficiency limit could be imposed 
on the material based on its band gap. This is usually referred to as the principle of 
detailed balance. For an exhaustive treatment on the detailed balance, reader could refer 
to [9]. However, based on the assumptions made in the above discussion, an approximate 
solution [10] to theoretical efficiency curve is presented here. Figure 1.7 shows the 
approximate solution to the detailed balance problem. By using the expressions for Voc 
(equation 1.17), Jph (equation 1.14), assuming FF to be 0.85 and Pin as the AM1.5 input 
power density, one could arrive at Fig. 1.7. We can see from the figure that the
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Figure 1.6: J-V characteristic of a solar cell under dark and AM1.5 conditions.
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Figure 1.7: Approximate solution to the problem of detailed balance.
theoretical efficiency curve peaks around 1-1.5 eV. Thus a semiconductor material 
which has a bandgap in the range of 1-1.5 eV is most suited for photovoltaic application.
The net current density expressed by equation 1.11, can be modified to the following 
if we consider the effect of parasitic resistances:
ve -  ^  (121)
where Rs is the series resistance, Rsh is the shunt resistance and n is the diode ideality 
factor. The term Rs usually accounts for the resistance offered by the quasi neutral 
semiconductor regions to the charge carriers and also the contact resistance between the 
metal grid and the semiconductor.
The main impact of Rs is to reduce the FF, although excessively high values may also 
reduce the Jph. The Rsh is associated with the leakage or alternate shortcut current path in 
the solar cells. Thus for maximum J, one should aim for minimum Rs and maximum Rsh. 
Figure 1.8 illustrates the equivalent solar cell circuit including Rs and Rsh and also the 
effect of Rs and Rsh on the I-V characteristics of solar cell.
The diode ideality factor is also an important indicator of the optoelectronic quality of the 
p-n junction. Ideally, n should be unity but because of the nonradiative recombination 
process inside SCR and other nonideal effects (as mentioned above), n tends to be greater 
than unity. Figure 6.7 in Ref. [2] illustrates the effect of diode ideality factor on I-V 
curves for various semiconductor materials.
Last but not the least, temperature also affects the performance of a photovoltaic 
device. As temperature increases, firstly the bandgap will decrease according to 
Varshini’s equation [1]. Also a higher temperature implies larger minority carrier 
diffusion length. Both of these effects will increase Jph with increasing temperature.
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Figure 1.8: Equivalent circuit of a solar cell with parasitic resistances and the effect of Rs 
and Rsh on I-V characteristics of solar cell (modified after Ref. [10]).
However, an increase in temperature also causes an exponential increase in J0 as per 
equation 1.15. Since the percentage change in Eg is less than the percentage change in 
absolute temperature, the net effect is an exponentially decreasing Voc. The Voc effect 
dominates Jo effect resulting in decreasing efficiency with increasing temperature. Hence 
cold-sunny environment is best suited for solar cells.
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CHAPTER 2
CHALCOGENIDE PHOTOVOLTAIC MATERIALS
2.1 Properties and solar cell structure
2.1.1 Properties of chalcogenide absorbers (CISe: Chalcopyrite type)
The chalcogenide absorbers are compounds that contain one of the group VI elements 
such as S, Se etc. CuInSe2 (CISe), CuZnSnS4 (CZTS) and their other derivatives 
(mentioned later) are the potential Cu-based compound semiconductors that are being 
used and investigated for next generation photovoltaics.
CISe is a thin film semiconductor that offers various advantages and the following 
properties:
1) It has a tetragonal crystal structure which is regarded as the superstructure of ZnSe 
(Zinc blende). The chalcopyrite structure could be derived by ordered substitution of Zn 
atoms with Cu and In atoms. See Fig. 2.1.
2) It is a direct bandgap semiconductor whose bandgap can be varied from ~ 1-2.67 
eV by alloying it with other elements such as Ag, Al, Ga, S etc. Firstly, since it is a 
direct bandgap semiconductor, it is good for optoelectronics applications. This is because 
in a direct bandgap semiconductor, a band to band transition leading to creation of an 
electron-hole (e-h) pair is more probable to occur as against an indirect bandgap 
semiconductor such as silicon.
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Figure 2.1: Comparison of (a) Zinc blende and (b) Chalcopyrite crystal structures.
Secondly, the maximum in the Shockley-Queisser theoretical efficiency limit 
calculation [1] (also see Fig. 1.7) occurs in the range from ~ 1-1.5 eV. Hence the 
bandgap of CISe could be manipulated within the optimum bandgap range. The various 
alloying atoms such as Al, Ga, and S are smaller than the corresponding In cations and Se 
anions. Hence the bandgap tends to increase from the base value of ~ 1eV. For this class 
of compounds, alloying with cations usually effects the conduction band while alloying 
with anions usually effect both the conduction as well as valence band. Figure 2.2 shows 
the variation in the bandgap with alloying.
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Figure 2.2: Variation and lineup of bandgaps in chalcopyrites. (a) Variation of bandgap 
of CISe by alloying with various elements in various proportions and (b) lineup of the 
actual band diagram of various chalcopyrites. Figure modified after Ref. [2].
3) CISe has a very high optical absorption coefficient (a) ~ 104 cm-1 for photons with 
energy > bandgap. This translates into an optical absorption depth of ~ 1^m as per the 
Beer-Lambert’s law [3]. Hence a solar cell based on CISe absorber layer needs only 1 
|im thin film of CISe. This number is in contrast to Si which has a very low optical 
absorption coefficient (~ 102 cm-1) , and hence one needs a thick layer ~ 100 |im, for a 
solar cell made out of Si absorber. Figure 2.3 shows the absorption coefficient of various 
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Figure 2.3: Optical absorption coefficient of various semiconductors. Figure modified 
after Ref. [4].
4) CISe is very tolerant towards large stoichiometric deviations. This implies that 
even if the atomic ratio of the synthesized CISe compound semiconductor is not 1:1:2, 
the chalcopyrite phase is still formed. CuInSe2 and other chalcopyrites can tolerate a 
large range of anion to cation off stoichiometry, i.e., samples with few atomic % of Cu- 
poor and/or In-poor stoichiometries are stable [5]. As a result of nonstoichiometry, 
native defects are formed in CISe which are responsible for its doping, electrical and 
optical behavior. These native defects have low defect formation enthalpies (< 1 eV) as 
compared to elemental or II-VI semiconductors [5-6] and play an important role in the 
optoelectronic properties of these compounds (discussed next).
5) CISe is natively p-type and hence no additional dopant atoms are needed as in case 
of Si. This can be attributed to its native defect equilibrium. In the ternary CISe system, 
at least 12 native defects (see Chapter 3) are possible: three vacancies (VCu, Vin, VSe), at 
least three interstitials (Cui, Ini, Sei) and six antisite defects (CuIn, CuSe, InCu, InSe, SeCu, 
SeIn). Additionally, various defects can interact to form defect complexes such as, (2VCu- 
+ InCu+2)0, etc. It is generally believed that VCu- cause p-type conductivity whereas Cui+ 
and InCu+2 antisite defects give n-type character to CISe [7]. Zhang et al. [5] have 
theoretically calculated the formation energies of various point defects in CISe 
(excluding VSe) using first-principles self-consistent electronic structure theory. They 
found that the VCu is easy to form in CISe and its defect formation energy varies from 0.6 
to -2.41 eV for various stoichiometries and electron Fermi energy.
Interestingly the off-stoichiometry in CISe, which leads to a large number of defects, 
does not seems to have a negative impact on its electronic properties [8]. This has been 
attributed to the formation and interaction of defect complexes. The formation energy of
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defect complex (2VCu" + InCu+2)0 is actually negative. Again this is in huge contrast to II- 
VI and III-V semiconductors in which the lowest native defect complex formation 
energies are roughly 5 eV [5].
Also it is interesting to note that the pairing of defects can alter the electrical activity. 
For example, an isolated VCu" is a shallow acceptor (discussed in Chapter 3), while an 
isolated InCu+2 is a deep donor (discussed in Chapter 3), but a defect pair based on [2VCu" 
+ InCu+2]0 is electrically inactive, i.e., neither a dopant nor a recombination center. 
Because of the negative formation energy of defect complex in CISe, large bandgap Cu- 
depleted ordered defect compounds (ODC’s) such as CuIn5Se8, CuIn3Se5, etc., can form 
at surfaces and grain boundaries of CISe. The band alignment of CISe and ODC’s as per 
Ref. [8-9] is shown in Fig. 2.4. It can be realized from Fig. 2.4 that if  an electron-hole (e­
h) pair is created in the bulk of a CISe film, the minority electron would move towards 
the ODC while the majority hole sees a barrier towards the ODC and hence moves 
towards the bulk region. This reduces the probability of e-h pair recombination.
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Figure 2.4: Flat band alignment of CISe and ODC. Figure after Ref. [8-9].
Evidence of Cu-depletion at the surface of CISe and related compounds comes from 
experimental results as well [10-12]. It has been reported that for bulk compositions with 
a relative Cu content in the range of ([Cu]/ [III])int = 0.55-0.90, surface compositions of 
around ([Cu]/[III])surf ~ 0.35 have been found. Figure 3(a) in Ref. [10] shows the depth 
profiles of various CISe films with varying bulk compositions. It can be concluded from 
the figure that the depth of the inflection point of the Cu/III distribution varies from 3 to 
25 nm. Another interesting aspect associated with the Cu-depletion is the type inversion 
of the CISe semiconductor layer at the surface. It has been found that as-grown CuIn3Se5 
films are slightly n-type with very high resistivity [13]. This is evidence that a native p-n 
junction is formed by CISe-ODC semiconductors, which helps in the reduction of 
recombination at the metallurgical interface between CISe and CdS (see section 2.1.2). It 
is worthwhile to mention now that in order to achieve an efficient device quality p-type 
CISe absorber, an overall slightly Cu-poor composition is necessary, whereas the region 
close to the buffer/absorber interface should be of n-type character by exhibiting a very 
Cu-poor composition [14].
Figure 2.5(a) shows the various possible phases in the ternary Cu-In-Se system. The 
chalcopyrite phase along with the ODC’s, lie on the tie line between Cu2Se and In2Se3 
phases. The detail of the tie-line near CuInSe2 is given by the pseudobinary phase 
diagram reproduced in Fig. 2.5(b). Here a  is the chalcopyrite CuInSe2, 5 is a high- 
temperature phase with the sphalerite structure, and P is an ODC phase. A 
comprehensive study on the phase diagram of Cu-In-Se system has been reported by 
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Figure 2.5: Phase diagrams of Cu-In-Se material system. (a) Ternary phase diagram of 
Cu-In-Se system. Thin films usually have composition near Cu2Se-In2Se3 tie line. (b) 
Pseudobinary Cu2Se-In2Se3 equilibrium phase diagram close to chalcopyrite CuInSe2 
phase (a). Figure after Ref. [15].
6) The most intriguing characteristic associated with chalcopyrite semiconductors is 
that the polycrystalline films seem to be more efficient than the corresponding single 
crystal counterparts [14, 16-20]. This is in contrast to semiconductors such as Si, GaAs 
etc. Although a lot of theories have been proposed to date to explain this behavior, but a 
general consensus has so far not been achieved. Hence a brief overview of the grain 
boundary (GB) theory in general is presented over here, followed by the proposed 
theories for chalcopyrites.
A polycrystalline material is composed of crystallites or grains arranged randomly 
with respect to each other. Inside each grain the atoms are arranged in a periodic manner 
so that it can be considered as a small single crystal. This is because the grains are large 
(~ 1^m) in quantum mechanical terms and hence the mechanical, thermal, optical and 
electronic properties of the bulk grain is almost identical to single crystal material or the 
theoretical results. However at the free surface or the grain boundary the periodicity of
the crystal is destroyed and hence the above mentioned properties should be affected. 
The grain boundary is a complex structure, usually consisting of a few atomic layers of 
disordered atoms, dangling bonds, adsorbed species, etc., which represent a transitional 
region between the different orientations of neighboring grains.
As per Seto [21] there are two theories associated to describe the effect of grain 
boundaries on the electrical properties of semiconductors. One theory states that grain 
boundary acts as a sink for impurity atoms due to impurity segregation at the grain 
boundary. Consequently, the amount of impurity in the bulk grains is reduced making 
them more resistive in comparison to grain boundaries. The other theory states that since 
the atoms at the grain boundary are disordered, there are a large number of defects due to 
incomplete atomic bonding. This results in the formation of trapping states, which are 
capable of trapping carriers and thereby immobilizing them. This reduces the number of 
free carriers available for electrical conduction. After trapping the mobile carriers, the 
traps become electrically charged, creating a potential energy barrier which impedes the 
motion of carriers from one crystallite to another. Based on this theory, for the same 
amount of doping, the mobility and carrier concentration of a polycrystalline 
semiconductor would be less than that of a single crystalline material. These two theories 
have been used over the years [22-26] to explain the behavior of polycrystalline 
semiconductor films such as in case of Si.
Now, before delving into the discussion of chalcopyrites grain boundary theories, let 
us take a quick look at the defect physics of the free surface and or grain boundaries that 
will help us understand the band diagram and band bending for polycrystalline material. 
As mentioned earlier the grain boundary consists of dangling bonds or states that are
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capable of capturing free carriers. Similar to bulk defect states (Refer to Chapter 3), an 
interface defect is considered as a donor (acceptor) if  it is neutral and can become 
positively (negatively) charged by donating (accepting) an electron. Also, analogous to 
the case of bulk semiconductors, where the Fermi level (Ef) denotes the charge neutrality 
position (See Chapter 1), a charge neutrality level (Eo) is defined for free surface too. In 
equilibrium, all the states above Eo are empty and all the states below Eo are filled with 
electrons. Now consider a situation as shown in Fig. 2.6, where two p-type grains are 
separated with a grain boundary that has E0 > Ef initially. Again following the band 
bending principles discussed in Chapter 1 (also see Schottky barrier formation in Chapter
3), we can see that the bands will bend downwards, a positive charge appears at grain 
boundary (donates electrons) and a negative charge (accepts electrons) on the grains side.
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Figure 2.6: Band bending and appearance of back-to-back Schottky barriers in two p- 
type grains separated by a grain boundary with E0 > Ef.
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Again, as mentioned earlier, polycrystalline CIGSe films outperform their epitaxial 
counterparts and hence several theories have been proposed to explain this phenomenon. 
In general there are four models available in chalcopyrite literature which addresses this 
issue. Although a large literature is available discussing the effects of grain boundaries, 
the work of Gloeckler et al. [27-28] who have considered all of the four cases and have 
tried to predict the behavior of films and cells under these conditions is discussed here. 
Figure 2.7 schematically illustrates the proposed models for grain boundary behavior in 
chalcopyrite.
The electrically benign grain boundary model states that the band diagram at the grain 
boundary is indistinguishable from the band diagram of the bulk material and the 
electronic defect states lie in the valence band rather than in the bandgap region. The
Figure 2.7: Various grain boundary band diagram models for polycrystalline 
semiconductors. The figure shows: (a) Benign grain boundary model, (b) Positively 
charged grain boundary model with small barrier, (c) Positively charged grain boundary 
model with large barrier and (d) Valence band offset model. Figure after Refs. [27-28].
positively charged grain boundary model is based on grain boundary discussion made 
earlier (see Fig. 2.6). However, two cases are possible, where a small or a large barrier 
for holes could be present at the grain boundary. A large hole barrier actually helps in 
type inversion at the grain boundary, which helps in minority carrier transport. The 
valence band offset model states that the offset in valence band causes a reduced free 
hole density at the grain boundary leaving fewer unoccupied states available for electrons 
within the conduction band, which effectively results in a reduced recombination rate. 
The VB offset model is actually in agreement with the formation of ODC’s (Cu- 
depletion) at the free surface (see Fig. 2.4) which mainly affects the VB.
If we look at the results in Fig. 3 of Ref. [27], we can conclude that the recombination 
rate and the associated current loss is least for case (c) and case (d), i.e., positively 
charged grain boundary with large barrier for holes and valence band offset model. The 
simulated current density-voltage (J-V) curves (see Fig. 14 in Ref. [27]) under AM1.5 
spectrum for solar cells made out of these types of precursor layers are in agreement with 
the above results. Again, case (c) and case (d) precursors tend to minimize the effect of 
grain boundaries in case of chalcopyrites. Also see section 2.2 in order to draw 
comparison between GB’s in CIGSSe and CZTSSe type materials.
The above discussed characteristics make polycrystalline chalcopyrites as interesting 
photovoltaic absorber layer materials and hence they have been the subject of research 
and industrial interest for many years.
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2.1.2 Fabrication of chalcogenide solar cells 
The complete solar cell structure of CISe based solar cells is illustrated in Fig. 2.8. 
CISe is used in conjunction with various other semiconductor materials to form a 
heterojunction solar cell. Let us take a look at the various materials involved one by one.
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2.1.2.1 Substrate
Soda lime glass (SLG), although one of the cheapest commodity glasses, is the 
preferred substrate for CIGSe based photovoltaics. The thermal expansion coefficients 
(TEC) of CISe and SLG match closely: The TEC for SLG is 9x10"6 K 1, while for CISe 
it is 8.32x10"6 K-1and 7.89x10"6 K"1 perpendicular to and parallel to c-axis, respectively 
[14]. Initially SLG was used as the substrate as it was stable during CISe processing as 
well as cost effective. However it was realized that the Na diffusing out of SLG plays an 
important role in synthesizing device-quality CISe films. The Na diffuses through the 
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Figure 2.8: Complete solar cell heterostructure of chalcogenide solar cell.
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its properties. A typical Na concentration in high efficiency CIGSe solar cells is ~ 0.1%
[14]. In CISe, Na accumulates at grain boundaries (see Fig. 1 in Ref. [29]) and 
presumably passivates them and increases p-type conductivity [30-31]. Optimum Na 
doping mainly improves fill factor and open circuit voltage of the solar cell [30-31]. The 
effect of Na on the grain size and preferred orientation of CISe films seems to be 
contradictory [14, 32-35].
If flexible (stainless steel etc.) or other substrates (borosilicate glass etc.) are used, Na 
could be incorporated in controlled amount by depositing a thin layer of Na containing 
compound on top of the substrate [32] or post deposition of Na containing compound on 
top of the film followed by heat treatment [31].
2.1.2.2 Back contact layer
Molybdenum (Mo) forms the back contact layer and is deposited using DC 
magnetron sputtering. Mo is used because it has negligible diffusion into the CIGSe film 
and it does not form a high recombination back surface. Interestingly the work function 
of Mo (~ 4.6 eV) is smaller than the work-function of CISe. Hence, it should form a 
Schottky-contact (see Chapter 3) with CISe. However, Mo forms a layer of MoSe2 (~ 
100 nm) during the CISe processing (see Fig. 3 in Ref. [36]) which possibly is 
responsible for the Ohmic behavior at the back contact.
In addition to Mo, Orgassa et al. [37] have tried solar cell fabrication with other back 
contact layers such as W, Cr etc. and evaluated the performance of CIGSe solar cells. 
They found that while the performance of W was comparable to Mo, Cr reacts with 
CIGSe during the growth.
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2.1.2.3 Buffer layer
The first layer in direct contact with the CISe layer from the top forms the buffer 
layer. A thin layer (~ 50 nm) of CdS (~ 2.4 eV) usually deposited by chemical bath 
deposition (CBD) [14, also see Chapter 5], instead of physical vapor deposition, is 
generally used as the buffer layer. The CBD process is preferred as it gives more 
conformal deposition [38]. Although the role of CdS layer is still under active research, 
various advantages have been identified over the years, such as removal of native oxides 
from CIGSe surface [39] and protection of CIGSe surface from high energy ions during 
sputtering of window layers (see section 2.1.2.4). However the most important aspect of 
CdS deposition is that Cd diffuses into the CIGSe layer within few atomic layers (see Fig.
2 and Fig. 3 in Ref. [40]) and induces type inversion of the CIGSe layer by forming a 
shallow CdCu+ defect [14, also see Chapter 3].
Because of the toxicity of Cd, other buffer layers under investigation are ZnS, ZnSe, 
In(OH )3 , Zn(O,OH) etc. [14].
2.1.2.4 Window layers
The transparent window layers consist of a highly-resistive intrinsic i-ZnO layer (~ 50 
nm) and a highly conductive aluminum doped n-ZnO layer (~ 300 nm). Both of these 
films are usually deposited by RF sputtering [14, also see Chapter 5]. Although the role 
of i-ZnO is debatable, it is believed that it reduces the impact of lateral inhomogeneities 
due to varying electrical properties of different crystallites and also prevents Al from 
diffusing into the absorber layer thereby avoiding shunt paths. On the other hand ZnO:Al 
provides the transparent conductive front contact for the solar cell. The electrical
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conductivity of ZnO:Al is directly dependent on the free carrier concentration and 
mobility. While increasing the carrier concentration increases the free carrier absorption 
thus resulting in reduced transmission, increasing the mobility of the carriers is a better 
route to achieve improved conductivity. Examples of other window layers being 
investigated include In2O3, SnO2, In2O3:Sn (ITO), etc. [14].
2.1.2.5 Metal grid
The PV cell is then usually completed by depositing a Ni-Al bilayer metal grid. A 
thin layer of Ni is generally used to improve adhesion of Al to the ZnO:Al window layer 
while Al is used for the main contact metal.
Figure 2.9 shows the complete band diagram of CIGSe solar cell at equilibrium. The 
band diagram is not intuitive and is somewhat intriguing. As can be seen in Fig. 2.9(a), 
there is an energy “spike” for electrons in the band diagram at the CIGSe/CdS interface, 
which should act as a barrier for electrons passing into the buffer and window layers. 
Seemingly one might expect that an energy “cliff’ (Fig. 2.9(b)) at the CIGSe/CdS 
interface should be better in comparison to energy spike. This however is not supported 
by the experimental and theoretical results. The Ef is close to the valence band (Fig. 
2.9(a)) in the bulk CIGSe region and hence a photogenerated free electron will be a 
minority carrier in the bulk CIGSe region. However once this free electron reaches close 
to the metallurgical junction, it effectively becomes a majority carrier, since Ef is closer 
to conduction band rather than valence band. As highlighted in section 1.2.2, the 
underlying principal of the working of solar cell is to make minority carriers as the
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Figure 2.9: Band diagram of full solar cell stack in case of energy (a) Spike and (b) Cliff. 
Figure modified after Ref. [28].
majority carriers and here we realize that the minority carrier electrons become the 
majority carriers even before crossing the metallurgical junction. This is important 
because the metallurgical junction might be having a lot of surface states such as 
interface defects, traps and or recombination centers which would decrease the 
photocurrent. It has been reported that if  the energy spike is greater than about 0.4 eV, 
collection of photogenerated electrons is impeded. However, with a smaller spike 
electrons can transport across the interface via thermionic emission. This however is not 
true in the case of the system with energy cliff. In the case of the system with energy 
cliff, the induced type inversion near the interface is eliminated and interface state 
recombination will limit Voc [41].
(b)
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2.2 Key comparison of chalcopyrite and kesterite materials 
Since a portion of this thesis research involved the study of defects in Cu2ZnSn(S,Se)4 
absorber layers, the current status of these materials is presented followed by a quick 
comparison between the chalcopyrite and kesterite materials.
The kesterite phase of quaternary CZT(S,Se) has attracted interest as a possible 
candidate for earth-abundant photovoltaic (PV) absorber layers which could be used to 
reduce materials costs for a large-scale PV industry producing>150 GWP/ year of thin- 
film panels [42-50]. CZT(S,Se) has very similar structural and optoelectronic properties 
to the chalcopyrite CIG(S,Se) alloys, which are the thin-film absorber materials used in 
current thin-film cells with record laboratory efficiency. Figure 2.10 shows the crystal 
structure of CZTSe which can be derived by replacing In atoms with Zn and Sn atoms. 
Research and development on CZT(S,Se) is progressing at a fast rate. So far the best 
sulfur (CZTS) device has achieved a power conversion efficiency of 8.4% [51], the 
mixed CZTSSe a record efficiency of 11.1% [52] and the pure Se devices (CZTSe) have 
reached a maximum efficiency of 9.1% [53].




Figure 2.10: Kesterite crystal structure.
Although first-principles calculations and experimental results suggest many 
similarities between CIG(S,Se) and CZT(S,Se) materials, one of the key differences is the 
narrow range of the compositional stability of kesterite. Minor deviations from 
stoichiometry in CZT(S,Se) system lead to formation of secondary phases such as ZnS, 
SnS2, etc. which severely limit device performance and pose a huge challenge from the 
materials science perspective.
Another striking difference between the chalcopyrite CIG(S,Se) and kesterite CZTS 
and CZTSe materials has been discussed by Romero et al. [54-55]. One of the critical 
aspects behind high efficiency CIG(S,Se) materials is their grain boundary physics (see 
section 2.1.1). Because of the Cu-depletion at the free surface and or grain boundaries, 
VCu- point defects extend the acceptor band into the band gap region leading to red shift 
on energy scale in luminescence spectroscopy. The predicted valence band offset caused 
by the removal of copper atoms from the boundary leads to the formation of a neutral 
barrier for holes that do not otherwise impede the electron transport and reduce 
recombination [56-57]. This appears as a red shift of the bandgap at the grain boundaries 
in luminescence images of polycrystalline CIGSe thin films (see Fig. 5 in Ref. [55]). It 
has been established that this redshift is absolutely critical in achieving high efficiency in 
CIGSe and must be related to the formation of the neutral barrier [54-55]. At least to 
date, the kesterite CZTS does not show a clear red shift and the spatial variation in the 
emission spectrum is largely dominated by grain-to grain inhomogeneity possibly 
because of disorder and or secondary phases. On the other hand luminescence images of 
high-efficiency kesterite CZTSe shows similar characteristics to chalcopyrite CIGSe thus 
indicating that it may be more capable of producing higher-efficiency cells.
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2.3 Electrochemical deposition of chalcopyrites and laser annealing theory 
For this NSF sponsored project we collaborated with Dr. P.J. Dale at the University 
of Luxembourg. The deposition of the samples was primarily carried out by H. 
Meadows, a PhD student with Dr. Dale, using the electrochemical deposition method. 
This was followed by laser annealing of the samples at University of Utah.
The details of the exact samples prepared and used for carrying out the various laser 
annealing experiments is provided in Chapters 4 and 5. However, an overview of these 
two processes is presented in the following sections.
2.3.1 Electrochemical deposition: Basics 
In electrochemical deposition, ions in the solution are assembled as atoms on the 
surface of the conductive back contact (Mo in this case) to form a semiconductor 
precursor thin film by the application of a modest voltage. Figure 2.11 illustrates the 
setup of electrochemical deposition (ED). Although a detailed discussion of all the 
factors (pH, ionic concentration, temperature, mass transport, etc.) that influence 
electrochemical deposition is beyond the scope of the discussion here, the underlying 
thermodynamic principle of electrochemical deposition is presented here.
The main components of the ED setup include working electrode, counter electrode, 
reference electrode and the electrolyte. An electrode is a conductor or semiconductor 
material in contact with an electrolytic solution. The working electrode (cathode in this 
case) is the one at which a desired reaction or a set of reactions are evaluated by altering 
the potential using a potentiostat or any other external means. The reduction of ionic 
species takes place at the working electrode. The counter electrode (anode in this case) is
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Figure 2.11: Electrochemical deposition setup.
an auxiliary electrode used to provide the current so as to counter balance the reactions 
taking place at the working electrode. On the other hand, the reference electrode is an 
electrode with constant electrochemical potential [58] and is used as a reference to which 
the potential of the working electrode is compared or measured against. Thus the main 
purpose of reference electrode is to constantly monitor the reactions taking place at the 
working electrode based on the sign of the voltage, so that the counter electrode could be 
used to supply or accept the electrons. The various reference electrodes used in practical 
applications include standard hydrogen electrode (SHE: E0 = 0 V), silver chloride 
electrode (E0 = +0.23 V vs SHE) etc. Here E0 represents the standard electrode potential.
The other reference electrodes are generally preferred over SHE because of the dangers 
involved with H2 evolution and its handling. It should be pointed out here that SHE is an 
arbitrary reference chosen for convenience, in order to compare or evaluate a set of 
reactions. In a sense it is similar to the vacuum level (0 eV) defined in solid state physics 
for evaluating junction formation and charge transfer when two dissimilar materials come 
in intimate contact. The SHE energy level is located -4.5 eV below the vacuum level 
[59]. Lastly, an electrolyte is a medium through which charge is transferred without the 
direct conduction of electrons. It is composed of a solvent and dissolved ionic 
compound/compounds that serve as the precursors for the semiconductor film that need 
to be deposited.
During the course of electrochemical deposition, positive ions from the electrolyte 
solution migrate to the cathode and there receive electrons, losing their positive charge 
and becoming new lower charge ions or neutral elements or molecules; this process is 
known as reduction. At the same time, negative ions migrate to the anode and transfer 
electrons to it, also becoming new lower negative charged ions or neutral elements or 
molecules; this process is known as oxidation. These two processes, the transfer of 
electrons from negative ions to positive ions, are known as an electrochemical reaction.
Now consider the following half-cell reaction:
M x + + X e ~  = M  ; E0 = E 0M V vs SHE (2.1)
The reaction will proceed cathodically, i.e., lead to deposition of M  at the working 
electrode, as long as the applied potential is more negative or lower than the equilibrium 
potential. This is true provided the activity of the involved species is unity. In the real 
world this is not true and we have to take into account the activity (depending on the
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concentration) of the involved specie, which modifies the equilibrium potential value as 
per the following equation (referred as the Nernst equation [60-61]):
where, R is the universal gas constant, T is the temperature, n is the number of electrons
species. Now, the rate of an electrochemical reaction or the rate at which the mass is 
deposited at the working electrode can be determined by the Faraday’s law [60-61]:
Now if we have to deposit a compound MaNb, the situation is a little different. This is 
because the equilibrium potential of the species M and N are dissimilar and hence when 
we mix the corresponding precursors, there will be superposition of the electrochemical 
reactions. In addition a precise adjustment of the deposition conditions is necessary to 
avoid excess of either M or N. This poses a big question on the potential to be used for 
the deposition because we need to reduce both the species M and N at the same time. 
The way it is usually achieved is by modifying the activity values of the corresponding 
species in the electrolytic solution. A complexing agent is introduced in the electrolytic 
solution that forms intermediate compound-complex with the ionic species of M and N. 
This modifies their effective activity values and bridges the gap between their 
equilibrium potential values. The free energy of formation of the compound MaNb 
further closes the gap between their corresponding equilibrium potentials by an amount 
proportional to -AGf/XF, where AGf is the Gibb’s free energy and X is the number of 
transferred electrons [62].
(2.2)
involved, F is the Faraday constant and aM and aMX+ are the activities of the respective
i =  n F j
where, i is the current density (A/m2) and j is the molar flux density (moles/s-m2).
(2.3)
As mentioned earlier, the above discussion is based on just the thermodynamic 
considerations. In actual practice electrochemical deposition is a complex process and 
various variables (mentioned earlier) need to be optimized in order to deposit a good 
quality film. In addition if the specie to be deposited exhibits multiple oxidation states or 
the effect of the substrate on the properties of the deposited film make the problem quiet 
challenging. Thus for further reading, reader is suggested to study Ref. [62-67].
2.3.2 Laser annealing: Basics 
The term Laser was originally an acronym meaning light amplification by stimulated 
emission of radiation. In nature everything follows the principle of minimization of 
energy, i.e., if  there is an electron in a higher energy level it will fall back spontaneously 
to the lower energy level thus emitting a photon. This type of process is called 
spontaneous emission and is the basic principle behind light emitting diodes (LED). In 
this kind of emission the light produced is random both in space and time. However, if  a 
photon of known energy is impinged on an electron in an excited state, the emitted 
photon tends to be into the identical photon state. Thus this stimulated emission is 
coherent and amplifies the field intensity of that mode. In a laser, a population inversion 
of electrons is created by pumping the gain medium with electrical or optical means and 
then a resonant optical cavity with one partially-transmitting mirror at the emission end is 
used to give each photon multiple passes through the gain medium to reinforce the 
desired wavelength. Such a laser works in continuous wave mode (CW; constant 
emission intensity vs. time).
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One technique to further increase the peak power and create a pulsed output is to 
introduce a switchable loss or shutter into the cavity such that the population inversion in 
the gain medium is allowed to reach its maximum value. Then the loss or shutter is 
switched off, changing the finesse or quality (Q) factor of the cavity and allowing lasing 
to occur on nanosecond timescales, hence the name Q-switching [68, 69]. A Q-switch is 
typically a Pockels’ cell which uses an electro-optical crystal coupled with a fixed 
polarizer to modulate its transmission. When the Q-switch is working (closed), some of 
the light leaving the gain medium does not return and hence there is no lasing as the 
losses exceed the gain in the cavity. This corresponds to losses inside the Fabry-Perot 
cavity of the laser and hence low Q-factor. At the same time population inversion keeps 
on building inside the gain medium. After a certain time the stored energy inside the gain 
medium will reach some maximum level; the gain medium is said to be saturated. At this 
point, the Q-switch is quickly opened, i.e., the Q-factor is changed from low to high Q 
thus allowing feedback to the gain medium. Because of the large amount of energy 
already stored in the gain medium, the intensity of light in the Fabry-Perot cavity of the 
laser builds up very quickly (and the stored energy in the gain medium drained quickly) 
and the net result is a short duration pulse of light output from the laser, with very high 
peak intensity. Thus, the main difference between pulsed and CW lasing is that pulsed 
lasing gives high peak power and low average power, while CW lasing results in high 
average power and low peak power.
Laser annealing of semiconductors takes place in a number of steps and involves a 
number of semiconductor properties [70-72]. While the optical properties of the material 
govern the absorption of photons in the material, the free-carrier transport and
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recombination properties are also important since most of the radiation absorbed by a 
semiconductor goes initially into the system of mobile electrons and holes. Also, the 
absorption of laser radiation by a semiconductor can be substantially increased if lattice 
disorder and or amorphous regions are present [73-74]. Last but not the least the thermal 
properties such as specific heat capacity, thermal conductivity, etc., govern the flow of 
heat (generated) inside the material.
Consider the band diagram of semiconductor illustrated in Fig. 2.12. When a photon 
of certain energy impinges on a semiconductor, it can be absorbed by an electron in the 
valence band or an electron (hole) already in the conduction (valence) band. Thus the 
respective processes leading to photon absorption are; creation of an electron hole pair 
(band to band transition: B to B) or free carrier absorption (FCA). The FCA is dominant 
when hv < Egap and is stronger for longer wavelengths, while photons with hv >> Egap 
also induce B to B transitions, which present stronger oscillator strengths as well. In 
general, for efficient laser annealing, it is desirable to use laser wavelengths which lie
A
Figure 2.12: Energy absorption and release in a material system. (a) Photon absorption 
followed by e-h pair creation and their thermalization. (b) Band to band absorption and 
free carrier absorption.
within the absorption band (hv >> Egap) exhibited by the material of interest. Now, if hv 
>> Egap, the newly created e-h pair have energies in excess of the quasi-equilibrium 
values Efh and Efp, respectively. The “hot” electron and hole rapidly relax or thermalize 
to quasi-equilibrium state via collision to other quasi particles such as electrons/holes or 
phonons at time scales of ~10-12 s or less. This released energy gets converted to lattice 
heat. This is followed by diffusion of relaxed e-h pair in the crystal; eventually leading to 
their recombination (~10-9 s) thus liberating more energy and heat. Another important 
process that could take place is the Auger recombination process, in which an electron 
hole pair recombines and gives its energy to an electron or hole (which becomes hot) 
instead of emitting a photon or a series of phonons. Eventually the hot carrier will 
thermalize by emitting phonons. Since Auger recombination involves an electron-hole 
pair and another carrier, it becomes more and more significant at high doping or high 
injection conditions. The inverse process in which a hot carrier thermalizes to the band 
edge by creating an electron-hole pair is also possible and is responsible for multiple 
exciton generation (MEG).
Thus to summarize we could say that for pulses or dwell times of lasers longer than 
the ps range, laser annealing may be understood in terms of light absorption in the 
material, nearly instantaneous conversion to heat, and heat flow.
In order to get an idea about the carrier generation rate, let us consider a simple 
calculation outlined as following. Consider photons of energy 5 eV (248 nm) from KrF 
laser. If the fluence is 100 mJ/cm2, it gives us a power density of -  8 MW/cm2 assuming 
a triangular pulse with pulse width -  25 ns. This translates into a photon flux of -1x1025 
photons/cm2-s which will be absorbed within -10  nm of the surface giving an e-h pair
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generation rate of ~ 1x1031 cm-3s-1. The net change in carrier density is determined by 
the net recombination rate, which will include contributions from radiative, Schockley- 
Read-Hall, Auger, and surface recombination processes. Under these conditions a steady 
state electron density of about ~ 1019 cm-3 could be achieved [75]. Thus a very large 
number of free carriers (comparable to atomic density of the material) could be 
generated, which mainly reduce the real part and increase the imaginary part of the 
refractive index of the material (see below) thus further enhancing absorption of the laser 
radiation (by the free-carrier mechanism primarily, which result in phonon emission but 
not further pair generation although some inverse Auger generation can occur).
This all happens microscopically inside the material during the course of laser 
annealing. What we see is the macroscopic effect in terms of heating of the material. 
The laser beam is an electromagnetic (EM) wave and its propagation inside the material 
is governed by Maxwell equations [72]. This EM wave carries energy with itself in form 
of flux of photons, which determine the amplitude of the associated electric field. The 
relevant property of the material that determines the speed of the EM wave and its decay 
inside the material is complex refractive index (N), which is expressed as:
N = n — i k (2.4)
where n is the refractive index of the material and governs the speed of the wave inside 
the material and k is the extinction coefficient which governs the decay of the wave 
inside the material. The n and k can further be expressed as:
n = -  (2.5)
V




where c and v are the speed of light in vacuum and material, respectively, and a  is the 
absorption coefficient of the material at the concerned wavelength X. Thus simply 
speaking, the EM wave slows down and decays its energy inside the material thus 
releasing the energy it possesses which causes the material to heat.
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CHAPTER 3
CHARACTERIZATION OF DEFECTS IN SEMICONDUCTORS
3.1 Defects in semiconductors: Basics
A defect in a crystalline semiconductor is a disturbance or divergence from a
perfectly periodic crystal structure. In general defects can be classified into four major
categories: point defects which involve a single lattice point (vacancies, interstitials,
antisite etc.), line defects which involve a string of lattice points (screw dislocation, edge
dislocation etc.), planar defects which involve a surface of lattice points (grain
boundaries, stacking faults, twin planes, etc.), and voids and inclusions which are 3D
volumes containing lattice dissimilarity. Figure 3.1 illustrates the various point defects.
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Figure 3.1: Point defects in crystal structure.
As discussed in Chapter 2, Cu-based compound semiconductors have a natural 
tendency to form point defects in the absence of stoichiometry. Some of these defects are 
shallow (small ionization energy) while some are deep (large ionization energy). Let us 
now discuss the implications of the shallow and deep point defects in terms of 
optoelectronic properties of the material.
3.1.1 Shallow level defects
As outlined earlier, shallow level defects have small ionization energy. By small the 
implication is the energy required to ionize the defect (set free the trapped charge carrier, 
i.e., hole or electron) is comparable to the thermal energy at room temperature given by 
kBT ~ 26 meV in which kB is the Boltzmann constant and T is taken as 300 K. Since the 
defect could be readily ionized at room temperature, shallow level defects do not 
deteriorate and or degrade the optoelectronic properties of semiconductors. In fact, the n 
and p-type doping of semiconductors is a direct consequence of the introduction of 
shallow level defects. Examples of extrinsic shallow level defects include but are not 
limited to P in Si, B in Si, S in GaAs, etc.
In compound semiconductors, absence of stoichiometry creates native or intrinsic 
defects such as vacancies, antisite etc. These native defects could be electrically charged 
or neutral depending on the position of Fermi level (Ef). Examples include the oxygen 
vacancy (VO) in ZnO and VCu in CISe etc. These are examples of intrinsic shallow level 
defects. The ionization state of the defect could be decided as per Kroger-Vink notation 
[1-2]. For example VCu which is an acceptor type defect (0-(+1) = -1) can take up an 
ionization state of -1/0 and VO which is a donor type defect takes an ionization state of
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+2/0 (0-(-2) = +2). This rule could be applied to PSi (+5 -  (+4) = +1) also which is a 
donor type defect. It is important here to point out that a defect is neutral if  it is occupied 
and gets ionized when it releases the charge carrier.
3.1.2 Deep level defects 
Since the ionization energy of deep level defects is greater than several kbT, carriers 
may become trapped at these localized sites for appreciable times before being thermally 
emitted back to their relevant band. A large ionization energy of deep levels means that 
the wave function of the trapped charge carrier is localized in real space and hence is de­
localized in reciprocal space as per the Heisenberg’s uncertainty principle [3]. 
Reciprocal space delocalization implies that a large number of k-values are allowed to 
couple with phonons and hence they have a tendency to behave as nonradiative centers 
[4-5]. Any type of acceptor-like or donor-like defect can trap a hole or an electron for 
short periods of time; the emission cross-section, thermal velocity, energy difference 
between the charge transition level and the respective band, and the absolute temperature 
determine the residence time. If the deep defect involved is close to mid-gap, then the 
probability of interaction of both the carrier types (holes and electrons) with the defect is 
approximately equal and hence nonradiative recombination can take place via the deep 
defect. In this process both carriers are localized at the same place and the large wave 
function overlap promotes rapid recombination. Thus, a deep level defect can either act 
as a carrier trap or a nonradiative recombination center. The net recombination rate (U), 
which is the difference between the recombination rate and the excess generation rate 
induced by a deep center, is given by:
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where U is the recombination rate, n, p and n  are the concentration of electrons, holes 
and intrinsic carrier concentration, op is the capture cross-section, vth is the thermal 
velocity, Nt is the density of the defects and Ef and Et are the Fermi energy level and 
defect level, respectively. This is the reason why deep level defects should be avoided as 
much as possible in solar cell materials, as they severely deteriorate the optoelectronic 
properties of the semiconductor by reducing the number of available free carriers. It is 
hard to predict the exact charge transition levels an impurity atom will form, but the more 
different the type (s, p, d, f) and energy of the atomic orbitals of the impurity compared to 
the host crystal the more likely it will form a deep defect [6].
Examples of deep level defects include but are not limited to FeSi (+2/+1/0), VSe 
(+2/+1/0) in CISe, etc. Figure 3.2 illustrates the difference between the behavior of 
shallow and deep level defects.
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Figure 3.2: The wave functions associated with deep and shallow level defects.
Zhang et al. and Lany et al. [7-9] have calculated the charge transition energies of 
various point defects in CISe using first-principles self-consistent electronic structure 
theory. The results of their calculations are summarized in Fig. 4.14 of Ref. [10], which 
gives the ionization energy values of various point defects in CISe. It can be inferred 
from the Fig. that VCu is a shallow acceptor while CdCu is a shallow donor. On the other 
hand, the behavior of VSe is very complex and it can exhibit multiple ionization states and 
also form defect clusters with VCu.
3.2 Characterization of deep level defects in semiconductors 
Although a variety of techniques such as deep level transient spectroscopy (DLTS)
[11], thermal admittance spectroscopy (TAS) [12], photocapacitance and 
photoconductance [13-16], thermally stimulated capacitance spectroscopy [17], etc., are 
available to characterize deep level defects, the work in this thesis relied primarily on 
DLTS and TAS to characterize the behavior of defects in thin film CISe and CZTSe 
samples. It is important here to point out that DLTS and photoluminescence (PL) [18] 
are in large part complementary and best for characterizing mutually exclusive sets of 
defects. As mentioned in section 3.1.2, deep level defects behave either as carrier traps 
or nonradiative recombination centers. Neither of these behaviors results in photon 
emission and hence such defects cannot be characterized using PL. PL measures photon 
yields arising from radiative recombination transitions of photogenerated carriers either 
by band to band transition, shallow level defect assisted transitions etc. [19].
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3.2.1 Principle of deep level transient spectroscopy (DLTS)
In general we could observe the behavior of a deep defect state by measuring 
capacitance, charge or current response of the device [20]. In this work we have 
primarily focused on the capacitance response and hence discuss the technique from the 
capacitance perspective.
DLTS measures the decay time of the capacitance transient occurring when the bias 
of a diode is changed from positive, zero or slightly negative bias to more reverse bias 
resulting in a change in its depletion width. An exponential transient arises when carriers 
are emitted from a single localized state. DLTS can be used to determine the activation 
energy of the dominant defect, its type, its concentration, and its capture cross-section. 
Let us now study the physics behind DLTS and determine how to calculate the defect 
related parameters mentioned above.
Consider a p-type Schottky diode in equilibrium at zero bias as shown in Fig. 3.3. If 
this diode is pulsed to forward bias condition (~ few ms to tens of ms) and then its 
polarity is switched to reverse bias, the following things happen in sequence:
First, a sudden switch from forward to reverse bias increases the depletion width. An 
increase of depletion width implies the capacitance should decrease up as per the parallel 
plate capacitor formula (see equation 1.3).
Second, at this reverse bias some of the deep level defects that lie below Ef are still 
occupied by holes, while they should be ionized.
Third, this leads to emission of these trapped holes to the valence band and hence 
ionization of the deep defect. This increases the corresponding space charge density,
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Figure 3.3: Formation of Schottky diode and principle of DLTS technique.
which decreases the depletion width and hence the capacitance rises with a characteristic 
time constant.
The above discussion dealt with switching the diode polarity from forward to reverse 
bias, i.e., conditions used for the DLTS experiments discussed in Chapter 5 and 6. 
However, the capacitance transient would result (as mentioned earlier) whenever a diode 
is brought from positive, zero or slightly negative bias to more reverse bias.
Now let us derive the equations associated with the analysis of the DLTS data and 
determine the parameters of the deep defect state. Consider Fig. 3.4 which shows the 
capture and emission of hole associated with a deep defect state at energy Et and total 
density Nt (#/cm3). Let us assume that out of the total concentration Nt, nt (#/cm3) is the 
density of states occupied by holes. Hence the density of free holes (#/cm3) in the 
valence band (neglecting the concentration of intrinsic holes) is Nt-nt. It should be 
pointed out that this is a valid assumption because the capacitance transient is a result of 
change in the space charge density brought about by deep defects only and shallow level 
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Figure 3.4: Capture and emission of holes associated with a deep level defect.
Thus the net rate of holes being emitted (#/cm3-s) and captured (#/cm3-s) is given by:
Ep 6p Tl j (32)
and
Cp = Cp(Nt - n t) (3.3)
where ep and cp are the emission and capture coefficients of the holes with the units of 
inverse time (s-1).
Again, the principle of detailed balance [21] requires that in a neutral material at 
thermal equilibrium there should be no charge accumulation. Hence:
epn t =  Cp( N t - n  t) (3.4)
Now, as per the Fermi-Dirac statistics [4]:
-  1 (3.5)
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The capture coefficient can further be expressed by:
Cp = OpVthV = OpVth(Nt -  Tt) (3.6)
where op is the capture cross-section (cm2), vth is the thermal velocity (cm/s) and p is the 
free hole concentration (#/cm3) in the valence band and can be expressed by:
V = (Nt -  n^  = N v ex p (  -  E^fkb^ )  (3 7)
and Nv is the effective valence band density of states given by:
^  =  2 ( 2 ^ V ) 3/2 (3.g)
where mdh is density of states effective mass of valence band and h is the Planck’s 
constant.
Also vth is given by:
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ep = apv th Nv exp ( =  Const.T2 exp (  - ^ l )  (3.12)
Now, the capacitance transient during the course of holes emission can be expressed
as:
where Coo is a constant offset and C* is the steady state capacitance of the junction.
Thus if we record the capacitance transient at different temperatures and curve fit the 
data to extract the emission constant, we could then use equation 3.12 to determine 
ionization energy of the defect state. However the DLTS technique emerged at a time 
when computer routines were not available to curve fit the capacitance transient. Hence 
an alternative method to extract the information is the rate window analysis which is 
described as follows.
At two different time instances (defined as the rate window) during the course of 
single transient, we could define:
This DLTS signal (AC/C*) is then plotted over a range of temperatures, with the 
maximum signal at a temperature where the emission rate is given by (obtained by 
differentiating equation 3.14 with respect to ep and setting the differential equal to zero):
C (t) =  C00 + Coo exp( —t ev) (3.13)
A C = C oo(exp( -  t-L ev) -  exp( -  t2 ep) ) (3.14)
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A peak in the plot of DLTS signal versus temperature can then be used to obtain the 
emission rate at the temperature of the peak. Setting the boxcar integrators to measure 
the DLTS signal at another two points (different At) during the transients and repeating 
the temperature scan results in an emission rate at another temperature. One temperature 
cycle is then required for each pair of points, T and ep. From several temperature scans, 
pairs of ep and T can be obtained and plotted on an Arrhenius plot of ln(ep/T2) versus 1/T 
based on equation 3.12. The slope of the Arrhenius plot is the ionization energy of the 
defect level. The intercept with the vertical axis can be used to determine the capture 
cross section. If the condition of full saturation of the defect level is met, its 
concentration could also be determined by the following expression:
where Nnet is the net average free carrier concentration.
The important thing to be kept in mind is the sign of the capacitance transient as the 
sign indicates whether a majority carrier defect or a minority carrier defect is being 
measured. Based on the above discussion we can conclude that for a majority carrier 
related defect the capacitance transient will be negative, as shown in Fig. 3.3. This is true 
irrespective of the type of conductivity of the samples, i.e., whether a p-type or n-type 
sample is being measured.
Nt =  2 (JVnet) (3.16)
3.2.2 Principle of minority carrier deep level transient 
spectroscopy (MCDLTS)
As discussed in Chapter 1, the minority carrier transport is important for the optimal 
performance of a photovoltaic cell and hence there is a need to study the defects 
associated with the minority carriers (electrons in this case). However, the minority 
carrier behavior is more difficult to measure than the majority carrier parameters. One 
way to obtain information about minority carrier defects in a p-n junction is by applying 
an injecting (forward bias) pulse and then observing the capacitance transient. However 
because both types of carrier are present the minority carrier occupancy is uncertain 
which presents difficulties for quantitative measurements of concentration unless omin>>
Gmaj [22].
A better method for studying minority carriers is minority carrier DLTS (MCDLTS) 
which is a variant using light biasing in place of voltage bias and was introduced by 
Brunwin et al. [23]. This technique is mainly used to characterize the deep level defects 
associated with the minority carriers. In MCDLTS, the sample is held under reverse bias 
during the entire measurement and above bandgap light is pulsed on the sample to 
generate electron-hole pairs. The electric field in the depletion region excludes majority 
carriers, and the photogenerated minority carriers created within a diffusion length from 
the depletion region boundary may then enter the depletion region and be available for 
capture.
Again, consider the p-type Schottky diode under reverse bias as shown in Fig. 3.5 (a) 
and 3.5 (b). Under this condition in the dark, it is under steady state, which is obviously 
different from the steady state under equilibrium (zero bias). Two cases are possible as
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Figure 3.5: Principle of MCDLTS technique: (a) Acceptor like neutral defect and (b) 
donor like ionized defect.
presented in Fig. 3.5(a) and 3.5(b) which might give a capacitance transient 
corresponding to minority carrier defect state. The steps of MCDLTS are as follows: 
First, light above band gap energy is pulsed on the diode held under reverse bias 
condition.
Second, this generates e-h pairs all over the diode. Holes being the majority carriers 
cannot enter the depletion region because of the huge barrier presented by built-in voltage 
and the reverse bias. However, photo generated electrons (on p-side) within diffusion 
distance experience an electric field that forces them into the depletion region. Hence, 
the free electrons within diffusion length distance from the space charge boundary can 
enter the depletion region.
Third, once the minority carrier electrons enter the space charge region, two scenarios 
are possible:
(a) Electrons get captured by neutral defect states previously occupied by holes. 
If this happens, it increases the net space charge density, as there is an increase in the 
net negative charge. This decreases the depletion width which increases the 
capacitance. This whole action takes place during the course of light pulse. When 
the light is switched off, the diode would go back to its original quasi equilibrium 
condition. This will lead to emission of trapped electrons and hence a corresponding 
decrease in the space charge density or an increase in depletion width or a decrease in 
capacitance. Thus a positive capacitance transient is observed in this case.
(b) The other possibility is that minority carrier electrons are captured by 
positively-charged defect states, making them less positive. If this happens, during 
the course of light pulse the net space charge density will again increase, however this
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time due to decrease in the net positive charge. This again decreases the depletion 
width or increases the capacitance. When the light is switched off, the diode would 
go back to its original quasi equilibrium condition. This will lead to emission of 
trapped electrons and hence a corresponding decrease in the space charge density or 
an increase in depletion width or a decrease in capacitance. Thus a positive 
capacitance transient could be observed in this case too.
The remaining procedure of MCDLTS is similar to DLTS and the data collected are 
analyzed in a similar fashion to DLTS, the main difference being that the defect energy Et 
in this case will be measured from conduction band and also one has to use effective 
mass of electrons and effective density of states for conduction band.
3.2.3 Principle of thermal admittance spectroscopy (TAS)
TAS involves measuring the junction capacitance as a function of the frequency of a 
small AC bias signal and temperature. The capacitance of the depletion region is given 
by equation 1.3. However equation 1.3 was derived assuming complete ionization 
(shallow defects). In the presence of deep defects, the band bending in the depletion 
region causes the Fermi level to cross the deep defect level at some distance (crossover 
point) from the interface as discussed earlier (see Fig. 3.3). Now, if a small AC voltage 
(10’s of mV) with oscillating frequency ro is superimposed on the DC bias and applied to 
the junction, it causes the electric charge accumulated by traps to oscillate in the vicinity 
of crossover point. The trapped electric charge follows the applied voltage oscillations 
and contributes to the total capacitance only if their frequency does not exceed the 
characteristic trap frequency rot, which is related to emission coefficient ep by:
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Thus the junction capacitance in presence of a single deep defect level can be 
expressed as [24]:
The depletion capacitance usually corresponds to high frequency capacitance (~ 
MHz) and the capacitance at low frequency (~ 10’s to 100’s of Hz) has a contribution 
from deep defects as well. Hence if capacitance is plotted vs. applied AC frequency the 
capacitance decreases with increasing frequency, with an inflexion point (step) stationed 
in between high and low frequencies. The frequency at the inflexion point (fi) 
corresponds to ep at the particular temperature from a set of C-f-T data. The inflexion 
frequencies for corresponding temperatures are then determined from the maxima of the 
quantity -f(dC/df) plotted as a function of f  (which will yield a peak). The set of (fi,T) 
values form the input values for equation 3.12 and again the activation energy of the 
defect state could be determined from the modified Arrhenius expression given by 
equation 3.12.
As per the above discussion, it is reasonable to state that the volume concentration of 
an isolated trap state can be estimated by:
Walter et al. [25] have derived a more rigorous solution to the above formulation in 
order to calculate the concentration of defect states across the band gap of the 
semiconductor. The expression for this calculation is:
(3.18)
Nt °c (Clf2 - C hf2) (3.19)
(3.20)
in which Era corresponds to the activation energy in equation 3.12.
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The application of DLTS, MCDLTS and TAS to characterize defects in Cu based 
photovoltaic films will be discussed in Chapter 5 and Chapter 6.
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LASER ANNEALING OF as-ELECTRODEPOSITED 
CHALCOPYRITE FILMS
4.1 Background and motivation 
Cu(In,Ga)(Se,S)2 (CIGSeS) is one of the leading inorganic absorber layers for thin 
film photovoltaic technology. It offers a number of desirable properties such as a direct 
band gap tunable from ~ 1.04-1.68 eV, very high optical absorption coefficient (a~104 
/cm) and low surface recombination velocity, to name a few. Over the years CIGSe 
technology has emerged from the laboratory with industrial module efficiency reaching 
close to 16% [1] and champion cells in laboratory exceeding 20% [2]. However in order 
to expand the CIGSe photovoltaics market and approach the desired $0.50/Watt, a 
production method which is fast, cost-effective, reliable, scalable, and not energy 
intensive but which at the same time maintains the high efficiency of CIGSSe devices is 
of paramount importance. These challenges have motivated us to attempt to synthesize 
device-quality CIGSSe material from a process which couples rapid nonvacuum but low- 
crystalline quality deposition (electrochemical deposition) followed by high temperature 
laser annealing.
Electrochemical deposition offers attractive characteristics for large area, low cost, 
low temperature and soft processing of materials [3]. Compared to vacuum deposition, it
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has the advantages of requiring only a small amount of energy, allowing fast 
depositionrates ~20 |im/hr [4], and effective material utilization. Recently, one of the 
photovoltaic manufacturers has scaled up the electrodepositon of CIGS by selenization of 
electrodeposited elemental stacks [5]. However the biggest disadvantage is that as- 
electrodeposited (ED) thin film semiconductors are not useful in devices and thermal 
annealing is required to form the desired semiconductor phase, to improve crystallinity, 
and to minimize structural and electronic defects [6].
Laser annealing is advantageous over furnace annealing and or rapid thermal 
annealing (RTA), as it could be used for selective heating of different layers or depths 
within a sample, i.e., annealing the semiconductor absorber layer effectively while 
minimizing the thermal budget of the substrate by choosing the correct laser wavelength 
and dwell time. Since the heat capacity of the semiconductor thin film (~ 1 |im) is 
negligible as compared to the thick glass substrate (~ 2-3 mm), it could result in the use 
of less total energy to achieve a given annealing process. Lasers today are being used for 
selective emitter doping of c-Si solar cells and line beams up to 750 mm wide are the 
enablers of the thin Si recrystallization on glass critical for thin film display technologies. 
These applications, which laser anneal the entire area as opposed to, e.g., laser scribing of 
monolithically integrated thin film photovoltaic (TFPV) modules, thus indicating 
viability of current technologies towards laser annealing in CIGSeS TFPV production.
Hence the motivation behind this work is to reduce the overall annealing time and 
thermal budget for small areas as compared to typical furnace annealing and RTA 
processes. There has been some work reported by different groups [7-12] which were 
marred with problems like thermal cracking, oxide formation, dewetting, etc. Hence we
believe that this work sheds some light on the laser annealing of CISe and help develop 
the annealing process.
4.2 Experimental details
4.2.1 Sample synthesis and preparation 
CISe thin films with Cu-poor (Cu/In<1) and Cu-rich (Cu/In>1) stoichiometry were 
electrodeposited from a single bath on Mo coated soda lime glass substrates at University 
of Luxembourg. The precursors for the Cu, In and Se atoms are CuCl2, InCl3 and 
H2SeO3. For details involved in sample preparation, the reader is suggested to go through 
Ref. [6, 13] . The deposition was carried out for varying times of 60 and 30 min giving 
an average thickness of ~ 1000 nm and ~ 600 nm, respectively. The 1” x 1” as-ED (as- 
electrodeposited) samples were cut into 6 mm x 6 mm samples at University of Utah 
followed by laser annealing.
Pulsed laser annealing (PLA) was carried out using a KrF excimer laser (X =248 nm 
and t  ~ 25 ns) and a solid state Nd:YAG (Neodymium-doped Yttrium Aluminum Garnet) 
laser (X = 1064 nm and t  ~ 75-150 ns). On the other hand continuous wave laser 
annealing (CWLA) was carried out with solid state Nd:YAG laser (X = 1064 nm) only. 
Figure 4.1 shows the setup of 1064 nm laser.
The samples were held in an annealing chamber with a quartz front window and 
purged with flowing Ar gas to provide an inert atmosphere and suppress oxidation. For 
the annealing experiments with 1064 nm laser, an aperture of 2x2 mm size was used in 
front of the sample and multiple spots were tiled to cover the entire sample surface. 
Varying annealing conditions of fluence (mJ/cm2) and power densities (W/cm2) and
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annealing time were tested (as will be discussed later) so as to determine the optimal 
annealing parameters. A computer controlled mechanical shutter was used to control the 
exact annealing time.
4.2.2 Characterization 
Scanning electron microscopy (SEM) was used to investigate the surface morphology 
and energy dispersive x-ray (EDS) analysis at an acceleration voltage of 15 kV was used 
to determine the bulk composition of the CISe films. X-ray diffraction (XRD) 
measurements (9-29) were carried out using CuKa radiation (X = 1.54056 A) in a range 
varying from 29 = 20°-60° in a Bragg-Brentanno focusing geometry. Raman spectra 
were obtained with 532 nm laser excitation from a spot size of 2 |im within a 20 |im 
laser-illuminated area on the sample using a confocal optical microscope.
4.3 Results
4.3.1 PLA of as-ED CISe films (Cu-poor, 1000 nm thick)
4.3.1.1 PLA using 248 nm laser
PLA of as-ED CISe films was carried out with the 248 nm excimer laser at varying 
fluence from 30 mJ/cm2 up to 500 mJ/cm2. The number of pulses used was 1, 5 or 25. 
Figure 4.2 shows the SEM images of the as-ED and PLA samples. As can be seen in the 
figure, no changes in the surface morphology are observed for fluence < 50 mJ/cm2. 
However at fluence > 50 mJ/cm2, the CISe film starts to melt and completely dewets at 
about 100 mJ/cm2. The full dewetting must occur within 200 ns after laser pulse, as
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Figure 4.2: SEM images of as-ED and PLA CISe films on Mo using 248 nm laser.
suggested by temperature estimates on furnace annealed CISe films (see Chapter 5). 
While XRD results (Fig. 4.3) at low fluence show no improvement in crystallinity , a 
reduction in full width at half maximum (FWHM) of the XRD peaks for the samples 
annealed at >100 mJ/cm2 is observed. However these films are not suitable for PV 
applications because any attempt to synthesize a PV device would result in short 
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Figure 4.3: XRD data of as-ED and PLA CISe films on Mo using 248 nm laser.
Since CISe films annealed at high fluence dewet on Mo, interfacial energy was 
changed by depositing the CISe films on top of Mo, which was furnace annealed in Se 
atmosphere so as to yield MoSe2 as the back contact. These films were further annealed 
under high fluence conditions. However, dewetting was observed for these films too 
(Fig. 4.4), suggesting that interfacial energy did not change significantly.
74
Figure 4.4: SEM images of as-ED and PLA CISe films on MoSe2 using 248 nm laser.
4.3.1.2 PLA using 1064 nm laser
Since liquid phase CISe dewets on Mo and MoSe2, thus the substrate was changed to 
Cu, again in an attempt to change interfacial energy and avoid dewetting. Figure 4.5 
shows the SEM image of the sample that underwent PLA at 100 mJ/cm2 and was exposed 
to 5 laser pulses at 10 Hz. For comparison, SEM image of a similar CISe film on Mo 
annealed under same conditions is shown. As can be seen from the figures, unfortunately 
changing the substrate to Cu also did not help in prevention of dewetting.
Hence an attempt was made to work in the submelting regime but for longer times 
and total numbers of pulses so as to avoid dewetting but at the same time reach high 
enough temperatures for long enough to drive long range atomic diffusion. Since 1064 
nm laser has a larger optical absorption depth (inversely related to absorption coefficient; 
see Chapter 1, 2, see Fig. 4.6), it will help in heating the CISe film more uniformly in 
comparison to 248 nm laser. Various CISe films underwent PLA at 50, 60 and 70 
mJ/cm2. The number of laser pulses was also varied up to 1000 and frequency varied up 
to 400 Hz. Figure 4.7 (a) and (b) show the SEM images of (respectively) an as-ED CISe
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Figure 4.5: SEM images of as-ED and PLA CISe films using 1064 nm laser.
Figure 4.6: Comparison of optical absorption depth in CISe for lasers with varying 
wavelengths.
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Figure 4.7: SEM images of (a) as-ED CISe ref film, (b) PLA at 70 mJ/cm for 1000 
pulses at 400 Hz and (c) shows XRD scans of as-ED CISe films and samples that 
underwent PLA at 1064 nm, 70 mJ/cm2 for 1000 pulses at 10 Hz and 400 Hz.
film and a film that underwent PLA at 70 mJ/cm for 1000 pulses working at 400 Hz. As 
can be seen from the figure there is no sign of melting, but counter to the purpose of the 
experiment no improvements are seen in XRD results of the films (Fig. 4.7(c)).
These results prompted us to think carefully about the PLA process. The atomic
diffusion length can be estimated as ~^D(T) t  in which D is the diffusion coefficient 
which is a function of temperature (T) and t is the time of annealing. Now, in order to
increase the atomic diffusion length, i.e., to improve crystallinity of CuInSe2 system we 
could either increase D(T) or t.
In the case of electrodeposited CuInSe2 on a Mo back contact, increasing T beyond 
Tmelt results in dewetting of CuInSe2. Electron back scatter diffraction (EBSD) data [14] 
revealed that dewetted CuInSe2 droplets sit on top of Mo. These droplets have an 
amorphous shell with the recrystallized grains in the core. The amorphous shell could be 
overcome by using slower pulses, but the gathering up of the CuInSe2 into droplets will 
be present for any conditions producing a melt for long enough time for viscous flow to 
occur. If it is made faster so that the liquid solidifed before droplet formation, then we 
face another problem of amorphous solidification. So the conclusion is that there is no 
process window at all, unless the interface energetics are changed. However as discussed 
earlier changing the substrate to MoSe2 or Cu also did not solved the dewetting problem. 
Although there exists a possibility of trying out liquid phase CuInSe2 recrystallization 
using other suitable back contact layers such as W, Ta, etc. [15].
The other approach to increase crystallinity will be to work under the sub-melting 
regime (T < Tmelt). As discussed earlier working in sub-melting regime also did not help 
in improving crystallinity of the samples. This is because of the constraint imposed by t 
which is < 150 ns and is probably not large enough for long range diffusion. It should be 
pointed out that the long range diffusion simply means an annealing process which gives 
an increase in X-ray coherence length by about 10 times, i.e., approximately from 7 nm 
to 70 nm. These estimates are based on Scherrer's formula [16] applied to as-ED and 
furnace annealed CISe [6, 17-18] samples. The reason behind no appreciable 
improvements in X-ray coherence length is simple to understand. The work frequency of
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laser beam during the experiments is varied from 10 Hz to 400 Hz which is equivalent to 
a minimum of 2.5 ms, about five orders of magnitude greater than the pulse width. This 
implies that the each pulse that CuInSe2 film is exposed to (either 5 or 1000) is acting 
independently of each other resulting in noneffective long range diffusion. One of the 
possible but difficult way to counter this would be to work with a laser system which can 
possibly work at MHz and still deliver high energy laser pulses to drive long range 
atomic diffusion in submelting regime.
The other possibility that exists and we have used is to increase the annealing time by 
switching from PLA mode to CWLA mode. In CWLA, the sample can be held at an 
elevated temperature for longer times which can allow for sufficient diffusion to occur 
without exceeding the melting temperature.
4.3.2 CWLA of as-ED Cu-poor and Cu-rich films using 1064 nm laser 
Two kinds of samples with Cu-poor (Cu/In < 1) and Cu-rich (Cu/In > 1) 
stoichiometry underwent CWLA using 1064 nm laser at ~ 50 W/cm2. The thickness of 
both kinds of samples was ~ 500 nm. Figure 4.8 (a) and (b) show the SEM images of the 
Cu-poor and Cu-rich as-electrodeposited reference samples, respectively. As can be 
seen, both of the films have granular structure with a sparse layer of tall features 
protruding from the films’ surface and appear to be quite similar irrespective of the initial 
Cu-content. However, Cu-rich films appear to be more compact in plane but also 
nonuniform with protrusions. There is no apparent change detectable by SEM in the 
respective surface morphology of the samples even after CWLA for up to 45 s (Fig. 4.8
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Cu-poor stoichiometry Cu-rich stoichiometry
Figure 4.8: SEM images of Cu-poor and Cu-rich samples in the as electrodeposited state 
(as-ED) and after CWLA at 50 W/cm2 using 1064 nm laser. The Cu-rich and Cu-poor 
films have somewhat different surface morphology and no apparent changes result from 
CWLA.
(c) and (d)). This lack of apparent change in surface morphology is consistent with the 
results of furnace annealed samples [6]. Thus from the SEM images we can infer that no 
melting and/or dewetting occurred during the course of CWLA and the annealing takes 
place in complete solid phase mode.
EDS measurements of the samples (Fig. 4.9 (a) and (b)) clearly show the difference in 
the composition of Cu-poor and Cu-rich samples before and after CWLA. The literature 
on CIGSe suggests that an overall Cu-poor stoichiometry results in the champion
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Figure 4.9: Composition of (a) Cu-poor and (b) Cu-rich samples as measured by EDS 
after CWLA for varying times at 50 W/cm2 using 1064 nm laser. Dotted lines represent 
composition of the films before KCN etching while solid lines show the composition 
after KCN etching. The Cu-poor films do not change significantly after KCN etching, 
while the Cu-rich films go from Cu-rich to Cu/In ~1 (within estimated uncertainty).
efficiency cells [2]. This is interesting from research point of view also because although 
Cu-poor chalcopyrites end up with higher efficiency they are characterized by a high 
degree of compensation, lower mobilities, and a higher degree of space charge 
recombination [19]. On the other hand Cu-rich samples tend to have lower compensation 
and better transport properties such as higher mobility but are limited by recombination at 
the interface [19]. Also the presence of highly conductive CuxSey phase in case of Cu- 
rich samples, could end up in short circuiting the solar cell device. The CuxSey phase is 
generally etched off using KCN solution, and the etching has been done for these 
samples. While the Cu-poor samples do not show much change in the composition after 
KCN etching (Fig. 4.9(a)), as expected the Cu/In ratio in Cu-rich samples reduces to ~ 1 
after KCN etching (Fig. 4.9(b)). The samples are also observed to become progressively 
Se-poor as the CWLA time increases (Fig. 4.9 (a) and (b)). The Se-poor films will have
Se vacancies (VSe) which are known to severely restrict cell efficiency. The VSe can 
either induce a deep donor defect state (0/+) or form a defect complex with Cu vacancy 
(VSe-VCu). This defect complex is amphoteric in nature and possess multiple ionization 
states and is known to be metastable in nature [20, also see Chapter 3]. Thus, 
incorporation of additional processes or the modification of the laser step to suppress Se 
loss will be critical for use of CWLA in actual cell processing.
Figure 4.10(a) and (b) show the XRD (9-29) scans for Cu-poor and Cu-rich samples 
respectively. As can be seen from the Fig. 4.10, the as-ED reference samples have a 
broad (112), (220/204) and (312/116) diffraction peaks. This indicates the nano­
crystalline nature of as-ED reference samples. After CWLA all of the diffraction peaks 
become both narrower and more intense, indicating improved crystalline quality. This is 
because a longer X-ray coherence length is an indication of less structural defects and/or 
imperfections. The full width at half maximum (FWHM) values for (112) diffraction 
plane is around 1.6°, 1.0°, 0.16° and 0.11 for as-ED reference (Cu-poor as well as Cu- 
rich), laser annealed Cu-poor, laser annealed Cu-rich and furnace annealed Cu-poor 
sample, respectively. Thus, while the reduction in the FWHM (Fig. 4.10(c)) of the 
diffraction peaks in Cu-poor samples irradiated for times >15 seconds is only about 40%, 
Cu-rich samples show more than 80% reduction in the FWHM of diffraction peaks. It is 
important to highlight here that no peaks corresponding to CuxOy or InxOy are seen here 
which has been observed by others [9-10]. This we think is probably because of the 
different precursor structure used in this study.
The reduction in FWHM value (Fig. 4.10(c)) for the diffraction peaks of Cu-rich 
samples after CWLA is comparable to what has been observed by annealing CISe films
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Figure 4.10: 9-29 XRD results of (a) Cu-poor and (b) Cu-rich samples annealed for 
varying times at 50 W/cm2 using 1064 nm laser. Panel (c) shows the reduction in 
FWHM for the (112) peak after CWLA for varying times at 50 W/cm2.
in a furnace [17-18] or by rapid thermal annealing [21-22] (both in the presence of Se or 
S vapor) -  the difference here for the CWLA case is the timescale of annealing. In terms 
of kinetics within the film, CWLA demonstrated herein is roughly 100 times faster than 
furnace annealing and 10 times faster than the time at maximum temperature for RTA 
because of the higher temperatures attainable.
It is known in the CIGSe literature that in case of Cu-rich films the individual grains 
are significantly larger than in case of Cu-poor films [23]. However since no gross 
changes are observed in the grain structure from SEM observations we speculate that in
this solid state annealing case the x-ray coherence length is being lengthened by increase 
of intragranular crystalline order.
In order to gain insight into the CWLA process and understand the difference in the 
behavior of Cu-poor and Cu-rich samples, i.e., how the laser beam interacts with the 
respective samples based on their optical properties, a finite element model in COMSOL
[24] was developed with the geometric structure and optical properties given in Table 
4.1. A full-field simulation was run to determine the electric field (V/m) at all points and 
the total power dissipation density (W/m3) at all points in the simulation volume. The 
boundary conditions used in this study are: (a) The tangential components of the electric 
field at the interface between two mediums is equal, i.e., Etangential (medium 1) =Etangential 
(medium 2) and (b) the electric flux density at the interface between two medium is 
equal, i.e., D (medium 1) = D (medium 2), where D= s E and s is the electrical 
permittivity. A periodic boundary condition was used at the boundary edges of the each 
material element (perpendicular to direction of propagation). This sets the electric field 
periodic, i.e., equal on the source and destination. Figure 4.11 shows the result of the 
steady-state simulation when a 1064 nm laser interacts with the Air/CISe/Mo/Glass 
materials stack. The absorption properties of Cu-poor and Cu-rich CISe are based on 
Ref. [25], which shows that the absorption coefficient of Cu-rich CuInSe2 is almost twice 
as for Cu-poor.
For the case of a UV excimer laser, the light is absorbed completely with 
approximately 10 nm and the temperature may be estimated with little error using a heat 
flow model with a surface heat source (see Chapter 5). This is not the case for the 
weakly-absorbed 1064 nm laser. The weak absorption of the 1064 nm light within the
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Table 4.1: Properties of the materials and other parameters used for simulating the steady 
state EM interaction of 1064 nm laser with Air/CuInSe2/Mo/Glass stack. These 
properties are as per Ref. [20, 25, 27-28].
Layer Thickness
(nm)
1064 nm Complex Refractive Index
Air 500 1
CuInSe2 500 2.95 + 0.15 i (Cu-poor), 2.95 + 0.3 i (Cu-rich)
Mo 500 2.35 + 4.43 i
Glass 2000 1.5 + 1x10-7 i
i— ■— I— ■— i— ■— i— ■— i— ■— i— ■ — ■— i— ■— 1— i— 1— ■— i— ■— i— ■—
0 500 1000 1500 2000 2500 3000 0 500 1000 1500 2000 2500 3000
Depth (nm) Depth (nm)
Figure 4.11: Multilayer calculation of the steady-state electric field amplitude for the 
interaction of the 1064 nm laser with the Air/CuInSe2/Mo/Glass stack. (a) shows the 
normalized electric field amplitude vs. depth while (b) shows the normalized total power 
dissipation density as a function of depth. Inset to Fig. 4.11(b) shows the region from 
400 nm to 1200 nm.
CISe film results in Fabry-Perot oscillations within the stack and hence a complicated 
depth-varying heat generation pattern within the CISe film as well as at the Mo interface 
(Fig. 4.11(b)).
This is in contrast to the situation for a smaller wavelength laser (i.e., hv=5 eV 
excimer) which is completely absorbed according to the Beer-Lambert law within the 
currently-used thickness of the CISe and thus points out the importance of calculations 
and simulations to help understand the laser annealing experiments. One very interesting 
possibility unique to using engineered incident light spectra (i.e., lasers or filtered 
broadband sources) is that it may be possible to induce inverted temperature gradients 
within the film by maximizing power absorption at the Mo interface and minimizing the 
power absorbed at the front interface. Such an inverted gradient could be utilized to 
produce otherwise inaccessible compositional, electronic, and microstructural changes in 
the films.
From the multilayer optical model (which includes reflection from the front interface) 
in Fig. 4.11(b), it is seen that the power dissipated in the CISe for Cu-rich samples is 
higher than for Cu-poor samples and hence the temperatures reached during the course of 
CWLA will be greater for Cu-rich samples for a given laser power density. This would 
be in addition to any effects of pseudo-liquid CuxSey 2nd phase fluxing widely discussed 
in the CIGSe literature [26]. These could possibly explain the greater reduction in 
FWHM for Cu-rich samples. Another possibility which we cannot rule out is that the 
thermophysical properties, i.e., thermal conductivity, specific heat capacity, emissivity, 
density, and melting temperature of Cu-poor and Cu-rich samples are different, which 
may also contribute to higher temperatures for the Cu-rich case. This is well supported
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by the fact that properties like thermal conductivity and reflectivity of CIGSeS undergo a 
sudden change as soon as a small amount of Cu-excess is present in the material and the 
secondary phases formed because of the Cu-richness dominate the properties of the Cu- 
rich samples [26].
In order to investigate phases present at the sample surface, Raman spectroscopy was 
performed on the samples. Besides identification of small volume fractions of phases 
which XRD 9-29 scans may miss, Raman spectroscopy is an important tool for 
characterization of chalcopyrite thin films because XRD peaks of phases such as 
sphalerite cation disordering, CuxSey etc. lie close to XRD peaks of the chalcopyrite 
phase of CISe while they may be easily distinguished from Raman data [27]. The inset to 
Fig. 4.12 (a) and (b) show the Raman spectra of Cu-poor and Cu-rich samples 
respectively in the spectral range of 125-300 cm-1. No Raman peaks corresponding to 
secondary phases such as Cu or In oxide and/or selenides are observed. Single crystalline 
CuInSe2 has a dominant Raman peak at 174-175 cm-1 corresponding to the chalcopyrite 
(CH) A 1 vibration mode corresponds to motion of all of the Se anions against the cation 
sublattice. The other phonon modes that are generally seen are mixed B2-E modes 
observed between 215-230 cm-1 [29].
As can be seen from the inset to Fig. 4.12 (a) and (b) the spectrum for the as-ED 
reference samples is featureless except for a broad hump extending from 150 to 250 cm-1 
indicating high disorder in as-ED state. After CWLA both A 1 and mixed B2-E modes 
emerge indicating increased crystalline quality and or ordering in the material. As the 
dwell time increases from 15 to 45 s, the peak position of the A 1 mode for the Cu-rich 
samples (Fig. 4.12 (b)) approaches 175 cm-1. The observed peak position is in agreement
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Figure 4.12: Comparisons of Raman peak position and FWHM for the A 1 vibration 
mode for (a) Cu-poor (Cu/In < 1) and (b) Cu-rich (Cu/In > 1) samples annealed for 
varying times at 50 W/cm2 using the 1064 nm laser. The insets show the respective 
Raman spectra in the range from 125 cm-1-300 cm-1.
with what has been observed for furnace annealed samples [17-18]. However the peak 
position for Cu-poor samples (Fig. 4.12(a)) trends towards 180 cm-1. This shift of the A 1 
mode towards higher wavenumber could be attributed to compressive stress [30] or to the 
presence of extended defects such as twins, dislocations and grain boundaries [31]. 
These two possible reasons may correlate to the XRD results, in which we see only about 
40% improvement in crystalline quality of the Cu-poor samples after CWLA indicating 
residual numbers of extended defects and strain resulting from cold deposition of 
samples. Another possible reason for the apparent shift in A 1 mode could be because of 
presence of Cu-Au ordered CISe phase coexisting with the chalcopyrite CISe phase. The 
Cu-Au ordered CISe phase has an energy formation difference of only 2 meV per atom 
with that of chalcopyrite CISe phase [32-33] and hence could be formed easily. The 
Raman peak position for the Cu-Au ordered CISe phase is reported to be at 185 cm-1
[34], which may imply that our samples contain either incomplete ordering or both types 
of ordering in different grains. Examining the FWHM values for the A 1 peak (Fig. 4.12
(a) and (b)), the reduction is comparable to the XRD results, i.e., a decrease of more than 
80% observed for the Cu-rich CWLA samples. The FWHM of the A 1 mode (~ 12 cm-1) 
for the Cu-rich CWLA films is comparable to furnace annealed samples [17-18]. On the 
other hand the FWHM of Cu-poor samples after CWLA is slightly larger at 16 cm-1 also 
indicative of inhomogeneity.
Encouraged by the results with CWLA of CISe films, an attempt was made further to 
reduce the dwell time of the laser on the samples, since the main idea behind this research 
is to lay the foundation for a path that could be used to increase the throughput, reduce 
the cost and synthesize device quality CIGSeS films via a complete nonvacuum synthesis
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route. The power density of the laser beam was increased to ~ 1000 W/cm2 and the dwell 
time of the laser beam on the sample was reduced to 1 s. Figure 4.13(a) shows the XRD 
result of as-ED and laser annealed sample. As can be seen from the figure, the reduction 
observed in the FWHM of the (112) peak is about 70%. The SEM images (Fig. 4.13(b)) 
suggest that the annealing still takes place in the nonmelting regime. Although the 
samples annealed at high laser power density yield photoresponse [35], a big challenge is 
to overcome the problem of Se loss which as discussed earlier is not good from device 
point of view. Figure 4.14 shows the evidence of Se loss during the course of CWLA.
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Figure 4.13: CWLA results for reduced dwell time and high power density. (a) XRD 
results of as-ED ref and laser annealed sample at 1000 W/cm2. (b) SEM images of as-ED 
ref and laser annealed sample at 1000 W/cm2. The dwell time of the laser beam is 1s.
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Figure 4.14: Evidence of Se loss (red condensate on window) from the sample and 
graphic illustrating experiment design for the same.
As can be seen in Fig. 4.14 after laser annealing, the evaporated Se from the sample 
(hot) condenses (red matter) on the glass (cold) which is transparent to 1064 nm laser. 
This experiment suggests that future work should focus on designing the experiment to 
avoid Se loss from the sample but at the same time improve crystallinity of the as-ED 
CISe film.
4.4 Summary
Electrochemical deposition coupled with laser annealing offers a complete non­
vacuum synthesis route for CISe film processing. We have carried out pulsed laser
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annealing (PLA) and continuous wave laser annealing (CWLA) of as-electrodeposited 
(as-ED) CISe films using 248 nm and 1064 nm lasers. PLA in melting regime using both 
kinds of lasers leads to dewetting of CISe on the back contact layer making the samples 
unsuitable for photovoltaic application. On the other hand PLA in submelting regime 
does not shows any improvements in the crystalline quality of the samples as is evident 
by broad X-ray diffraction (XRD) peaks.
The CWLA of as-ED CISe films in the submelting regime shows promising results 
and has outlined the course for the possible future experiments. The effect of Cu/In ratio 
on the crystalline quality of the samples is compared for CWLA conditions of: -50  
W/cm2 and dwell time of > 15 s. While Cu-rich samples yield parameters (such as X-ray 
coherence length, FWHM of XRD peaks and Raman peak) comparable to furnace 
annealed CISe films, Cu-poor samples do not show significant improvements. For 
example, the reduction in FWHM of XRD (112) diffraction plane is about 80% for Cu- 
rich samples and about 40% for Cu-poor samples. Future experiments will focus on 
reducing the dwell time as well as the Se loss which might limit the process feasibility 
and cell performance, respectively.
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CHAPTER 5
LASER ANNEALING OF PREVIOUSLY ANNEALED 
CHALCOPYRITE FILMS
5.1 Introduction and motivation 
Cu(In,Ga)Se2 (CIGSe) is one of the leading inorganic absorber layers for thin film 
photovoltaic technology. Although the gap between the power conversion efficiency (n) 
of champion cells synthesized in lab (n= 20.4 %) [1] and the highest reported module 
efficiency ( n= 15.7 %) [2] is closing, there is still a lack of certainty about the details of 
point and extended defects responsible for the higher or equivalent efficiency of 
polycrystalline CIGSe solar cells when compared to their epitaxial counterparts.
This chapter discusses optoelectronic changes induced by nanosecond pulsed laser 
annealing (PLA) of electrodeposited-furnace annealed (EDA) CuInSe2 (CISe) thin films 
(also some other CISe films, see section 5.2 for sample preparation details). The EDA 
films have been furnace annealed in Se atmosphere after electrochemical deposition.
PLA is very different from furnace annealing and or rapid thermal annealing (RTA), 
in that the effective heating time in PLA is of the order of 10’s to 100’s of ns as opposed 
to furnace annealing (>1000 s) and RTA (~ 1-100 s). Very high temperatures (including 
melting) and quenching rates (109 K/s) can be achieved in PLA and thus the annealing 
parameters that can be realized using PLA can never be achieved using furnace annealing
or RTA processes. For more discussion on laser annealing theory, the reader should refer 
Chapter 2.
In this chapter we will discuss whether or not access to these very different annealing 
regimes can yield improvements in processing and performance of CISe and related thin 
film photovoltaic materials. Evidence of improvement in photoconductivity has been 
reported by Gnatyuk et al. [3] following the PLA of CdTe films using a pulsed ruby laser 
with 694 nm wavelength and a pulse width of 20 ns. Improvements in minority carrier 
diffusion length, carrier lifetime, mobility, and cell efficiency have been reported earlier 
by Wang et al. [4-5] following the PLA of vacuum-deposited CIGSe films using a pulsed 
excimer laser of 248 nm wavelength and 25 ns pulse width. The changes have been 
attributed to annealing of defect states probably residing near the CdS/CIGSe interface 
but no identification of the specific defects was carried out. The work reported herein is 
an attempt to identify changes in dominant defects after PLA of EDA-CISe absorber 
layers.
5.2 Experimental details
5.2.1 Sample synthesis and preparation 
CISe films were electrodeposited followed by furnace annealing (EDA) in Se 
atmosphere as per Ref. [6] on Mo coated soda lime glass substrates. The electrochemical 
deposition and furnace annealing was carried out at the University of Luxembourg. The 
thickness of CISe films after furnace annealing is ~ 1^m. Photoresist was applied to the 
samples to protect the surface and the 1” x 1” EDA-CISe films were diced into 5 mm x 5 
mm samples after which the photoresist was removed with acetone. Although most of
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the characterization was done on EDA samples, some statistics have been collected on 
epitaxial CISe films from the University of Luxembourg and also physical vapor 
deposited CIGSe films acquired from AQT Solar Company. The details of the deposition 
are described in Ref. [7] and Ref. [8], respectively.
PLA was done using a KrF excimer laser (X = 248 nm, pulse width -  25 ns) while the 
samples were held in a custom annealing chamber with a quartz front window. Figure
5.1 shows the 248 nm laser annealing setup and the annealing chamber. The chamber 
was purged with flowing N 2 to provide an inert atmosphere and suppress oxidation 
during PLA. Each sample was annealed with 5 identical laser pulses each in the low 
fluence regime (< 100 mJ/cm2) below the threshold for surface melting. Note that the 
time between pulses was much longer than the cooling time after each individual pulse, 
so the temperature fields T(x,t) for each pulse are completely independent. The spot size 
of the laser was slightly larger than the sample size and was uniform in intensity. Thus 
the entire sample area was irradiated under the same conditions.
In order to perform electrical characterization, reference and laser annealed samples 
were KCN etched (5 wt. % solution) for 1 minute immediately before Al (for Schottky 
diodes) and CdS (for full cell stack) deposition. KCN treatment in general is used to etch 
off excess CuxSey from CIGSe films [9]. A 250 nm thick Al film was deposited on top of 
CISe using e-beam evaporator. The deposition was carried out at a base pressure of < 
1x10-6 Torr using a current of 100 mA and 6.5 kV voltage.
In order to make a complete cell stack, CdS/i-ZnO and n-ZnO were deposited on 
reference and laser annealed samples. The deposition of CdS was carried out using 
chemical bath deposition (CBD). The CBD process of CdS deposition was developed by
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Figure 5.1: 248 nm PLA setup and the custom built annealing chamber.
E. Lund, another graduate student in Dr. Scarpulla’s group, following the process used at 
the National Renewable Energy Laboratory (NREL). It involves a precipitation reaction 
via the combination of different solutions. The cadmium source is a salt, usually CdCl2 , 
CdSO4, or Cd(CH3COO)2. The sulfur source is thiourea (SC(NH2)2) and the remaining 
reactants are deionized (DI) water and ammonium hydroxide (NH4OH). These solutions 
are mixed together in a heated beaker (~ 65 °C) and agitated with a magnetic stir bar 
during the deposition. The deposition time varies but is usually around 11-13 minutes. A 
sacrificial Mo coated glass slide is included during the reaction. The CdS precipitates out 
of solution, depositing on the sample(s). The sacrificial Mo slide is used to determine 
when an adequate CdS layer thickness is achieved by noting the thickness-dependent 
color change. The Mo starts out silvery and upon the addition of CdS (which is 
yellowish in color) will change colors from silver to brown to purple and then to blue. 
The ideal deposition time involves stopping the deposition when the Mo sample changes 
from purple to blue which corresponds to a thickness of approximately 50-70 nm.
The CdS deposition was followed by intrinsic (i) and n-type ZnO using the Denton 
sputtering chamber at the University of Utah Nanofab facility. The i-ZnO is deposited 
for about 15 minutes at an Ar pressure of 2.8 mTorr using RF sputtering at 125 W. The 
n-ZnO:Al was deposited for 30 minutes at an Ar pressure of 2.8 mTorr using RF 
sputtering at 125 W. The base pressure was < 1x10"6 Torr for ZnO deposition. The 
target materials for i-ZnO and n-ZnO are pure ZnO and (2% Al doped) ZnO, 




Scanning electron microscopy (SEM) at an acceleration voltage of 15 kV was used to 
investigate the surface morphology. An electron microprobe (EPMA) equipped with four 
wavelength-dispersive X-ray spectrometers was used for elemental analysis. Raman 
spectra were recorded using a micro-Raman spectrometer with 488 nm laser excitation.
Capacitance-voltage (C-V) and DLTS analyses were carried out using a system from 
Semetrol, LLC which incorporates a Boonton 7200 capacitance meter. For the DLTS 
measurements a forward bias filling pulse of +0.1 V was applied for 50 ms followed by - 
0.5 V measurement bias. Dark and light J-V measurements were carried out using Oriel 
Sol3A Class AAA Solar Simulator and a Keithley 2400 SMU.
Photoluminescence (PL) measurements were carried out at the University of 
Luxembourg. Samples were placed in a cryostat and illuminated with 514 nm laser light 
with varying intensity of illumination. PL was recorded on an InGaAs CCD detector 
with 5 s integration time.
For the 5 eV photons from the KrF laser, the optical absorption depth is 
approximately 10 nm while within the pulse duration (~ 25 ns) heat will diffuse a 
distance of 450 nm. Therefore the effects of the laser may be approximated as a surface 
heat source. The thermal diffusion equation for an infinite CISe layer with a surface heat 
source with Gaussian temporal dependence is:
5.3 Results
5.3.1 Heat flow modeling and calculation
where cp is the specific heat capacity (0.30 J/g-K) [10], p is the density (5.77 g/cm3) [10], 
k is the thermal conductivity (0.037 W/cm-K) [10], F is the laser fluence (J/cm2), a  is the 
optical absorption coefficient at 5 eV (106 cm-1), R is the reflectivity (0.32) of CISe in air
[11], and o is the standard deviation of the temporal Gaussian laser pulse. The total pulse 
energy per unit area or fluence (J/cm2) is the time integral of the instantaneous power flux 
(W/cm2) for the pulse.
The following procedure was used to estimate the temperature fields T(x, t) in the 
electrodeposited CISe samples during PLA. Note that this is considered an estimate 
because the critical material parameters such as surface reflectivity and thermal 
conductivity are ill-defined for the nanostructured films resulting from electrodeposition 
and because temperature-dependent properties are not available. A no-flux boundary 
DT (x t)
condition --------— x=0 = 0 has been shown to introduce minimal error for ns PLA of
Dx
semiconductors [12] and was used here also. However, in Ref. [12] the case of 
crystalline samples such as Si was considered, where the conductive heat flow is really 
fast. Hence taking into account these factors, we propose an error bar of about ± 100 K 
in the predicted temperatures, although reducing the thermal conductivity of CISe in the 
model affects the temperature by about 25 K only.
An initial condition of T(x, 0) = 298 K and a constant-temperature condition of 298 K 
at a depth of 10 ^m were assumed. Results are only shown in Fig. 5.2 for depths up to 
the film thickness of 1 |im and for times such that the temperature does not change 
appreciably at this depth. These estimates are relevant for the actual CISe film on Mo 
because no heat reaches the Mo interface during the pulse time. Figure 5.2(a) shows the
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Figure 5.2: Normalized temperature increase above initial temperature (To) (a) versus 
time at varying depths and (b) versus depth at varying times.
normalized temperature profile versus time for different film depths and Fig. 5.2(b) 
shows the normalized temperature profile versus depth for different times. The 
maximum temperature always occurs at the surface and noting that the pulse shape can be 
assumed to be fluence-independent for a standard excimer laser, a proportionality 
constant of 13.5 K-cm2/mJ has been calculated between the maximum surface 
temperature increase above the initial temperature (K) and the pulse fluence (mJ/cm2). 
This is a useful estimate because the differential equation is linear and we are not using 
temperature dependent properties so we could scale temperature for any fluence. This 
gives estimated maximum temperatures of 570, 705, and 840 K (± 100 K) for fluences of 
20, 30, and 40 mJ/cm2, respectively. Though we are working at fluences lower than 
required for surface melting of CISe (Tmelt ~ 1200 K) the temperatures during PLA are 
enough to cause atomic level rearrangement and modify the optoelectronic behavior of 
the films (evidence discussed below). Also, this is supported in Refs. [13-14] which 
suggest that multiple low power laser pulses (below melting regime), well-separated in 
time can cause defects reordering in a disordered semiconductor.
5.3.2 Structural and compositional characterization 
The top view and cross-sectional SEM images of the EDA-reference and 40 mJ/cm2 
PLA sample in Fig. 5.3 show that no gross microstructural changes are induced by the 
laser annealing. The composition of the films as measured by EPMA is shown in Fig. 
5.4(a). The inset in Fig. 5.4(a) shows the variation in Cu/In and Se/(Cu+In) ratios with 
fluence. For both EDA-reference and PLA samples the values of Cu/In and Se/(Cu+In)
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Figure 5.3: Top view SEM images of (a) EDA-reference sample and (b) PLA sample 
processed at 40 mJ/cm2. Cross-sectional SEM images of (c) EDA-reference sample and 
(d) PLA sample processed at 40 mJ/cm2.
Fluence (m J/cm 2)
Mo -723.7 nm -361.9 nm 0 nm 361.9 nm 723.7 nm
Figure 5.4: Composition and simulation results for CISe films. (a) EPMA results 
showing the composition of EDA-reference and PLA samples. Inset shows minor 
variation in Cu/In and Se/(Cu+In) ratios for samples. (b) CASINO simulation results for 
electron beam at 15 kV interacting with CISe.
are less than 1, suggesting that all of the films are both Cu-poor and Se-poor. The 
composition results are in agreement with the photoluminescence (PL) spectra of the 
samples (see section 5.3.3.1) which shows the characteristic behavior of Cu-poor 
samples, i.e., relatively broad emission from below the stoichiometric band gap as 
compared to their Cu-rich counterparts. The changes in the values of Cu/In and 
Se/(Cu+In) for EDA-reference and PLA samples are less than 2%, which is within the 
limits of error. Therefore any changes in the composition as a result of the PLA carried 
out in this work are below the noise level. However there is a possibility of some Se loss 
from the samples. Fig. 5.4(b) shows the estimated depth of collection of signal (~ 800 
nm) for EPMA measurements as determined from CASINO simulations [15].
The peak near 290 cm-1 [16] in the Raman scattering measurements on the EDA- 
reference sample (Fig. 5.5(a)) indicates the presence of CuO which could possibly 
contribute to the high built-in voltage (Vbi) observed in the capacitance-voltage 
characterization (see section 5.3.3.2.1). The absence of the CuO peak for all of the PLA 
samples indicate that the laser treatment removes surface copper oxides -  a significant 
finding given the risk of further oxidation during the PLA process. The PLA samples 
show only the A 1 (174 cm-1) and mixed B2-E (213-230 cm-1) phonon modes 
corresponding to the CISe chalcopyrite phase [17]. Figure 5.5(b) shows that the A 1 mode 
for EDA-reference sample occurs at slightly higher wavenumber than those for the PLA 
samples. Relaxation of residual strain present in the EDA samples during PLA 
processing may help to explain this behavior.
A decrease in full width at half maximum (FWHM) of the Raman A 1 mode is also 
observed following the PLA process and is a signature of improved crystalline quality.
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Figure 5.5: Raman characterization results. (a) Raman spectra for EDA-reference and 
PLA samples. The peak at 174 cm-1and 213-230 cm-1 correspond to Ai and mixed B2-E 
phonon modes, respectively. The peak at 290 cm-1 corresponds to CuO phase present in 
EDA-reference sample. (b) Raman peak position and normalized FWHM of A 1 mode for 
EDA-reference and PLA samples.
Figure 5.5(b) shows the normalized FWHM of the Raman 174 cm-1 peak. The structural 
improvement result is consistent with the results reported elsewhere [4, 18]. The 
mechanism(s) responsible for the observed phonon mean free path increase is not known 
but grain growth should be ruled out based on the SEM observations of the unchanged 
surface morphology. This improvement in the crystalline order parameter proves that 
measurable atomic diffusion does take place during PLA although the diffusion lengths 
for each species during each pulse are not known.
5.3.3 Optoelectronic characterization
5.3.3.1 Photoluminescence measurements
PL measurements were made on two sets of EDA-ref and laser annealed samples, 
measured at University of Luxembourg. Figure 5.6(a) and (b) shows the PL data on 
EDA-ref and PLA samples recorded at 10 K and 298 K, respectively. Since our samples 
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Figure 5.6: PL spectra for EDA-reference and PLA samples recorded at (a) 10 K and (b) 
298 K, respectively.
5.6(a) are a result of the other radiative transitions taking place at low temperature. As 
can be seen from Fig. 5.6(a) the sample laser annealed at 30 mJ/cm2 shows a broader and 
relatively higher luminescence yield as compared to the EDA and other PLA samples. A 
broader spectrum is an indication of compensation of the samples, while the higher 
luminescence probably indicates annealing of surface states leading to an overall increase 
in number of radiative transitions.
It is known for Cu(In,Ga)(S,Se)2 family that surface states are detrimental for device 
performance as they act as nonradiative recombination centers. Since we are using a 248 
nm laser which has a small absorption depth it could possibly be annealing out those 
surface states. A similar observation of reduction in surface states after PLA of single 
crystal CdTe samples was reported by Gnatyuk et al. [3]. They attributed the increase in 
photoconductivity signal to a decreased surface recombination rate as a result of removal 
of oxygen and annealing of structural imperfections. This observation is supported by 
our Raman data, which shows CuO removal and stress reduction for PLA samples.
Fig. 5.6(b) shows a similar trend in the PL yield to what we observe at low 
temperature, the only difference being the data at 298 K are a result of band to band 
transitions. In general, the higher PL yield indicates lower nonradiative recombination 
suggesting good optoelectronic quality of the absorber layer.
These trends have been observed on two sets of EDA samples synthesized separately 
and measured at different times. However, in order to build more statistics out of the PL 
data and affirm that the trends in the PL data are sample specific and not caused by 
inhomogeneity across the EDA sample or just optical alignment issue, epitaxial samples 
of CISe (Cu-poor and Cu-rich) were also laser annealed in the low fluence regime and
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measured by PL spectroscopy. In order to quantify the net difference between the 
reference and PLA epitaxial samples, generalized Planck’s law [19-21] was applied to the 
PL spectra of both the Cu-rich as well as Cu-poor samples. The relevant equation is:
where YPL (ro) is the photon flux emitted by the sample, A(ro) is the absorptivity of the 
sample, hro is the photon energy, |i is the Fermi level splitting (AEfn -  AEfp) and is 
proportional to the achievable open circuit voltage. The constant C is given by:
where h is the reduced Planck’s constant and c is the speed of light in vacuum.
For high photon energies, where hro - |i >> kbT, and the absorptivity approaches unity 
(A -  1), equation 5.2 can be written as the following to determine |i:
Figure 5.7(a) and (b) show the Fermi level splitting for the Cu-poor and Cu-rich 
epitaxial samples treated at varying laser fluence. Again we see that PLA induces an 
increase in the Fermi level splitting by about 50 meV for the case of the Cu-poor epitaxial 
sample. In a PL study by Larsen et al. [19], it was found that spatial variations in 
epitaxial CGSe samples can cause the |i to vary up to about 7 meV. Since the epitaxial 
films studied over here have been prepared following similar recipes, we believe that the 
50 meV difference between the reference and PLA samples is above the error bars 
brought about by spatial inhomogeneties.
The average Fermi level splitting is greater in case of Cu-rich samples as compared to 




Figure 5.7: Fermi level splitting for (a) Cu-poor and (b) Cu-rich epitaxial samples before 
and after PLA.
to point out that although Cu-rich samples tend to yield sharp, narrow and well defined 
PL spectra, the PV devices made out of Cu-rich samples turn out to be inferior to Cu- 
poor samples which usually show broad PL spectra. For more discussion on Cu-rich vs. 
Cu-poor samples reader is suggested to read Chapter 4.
5.3.3.2 Electrical characterization
5.3.3.2.1 Capacitance voltage characterization results
Capacitance voltage (C-V) measurements were made on Schottky didoes fabricated 
on EDA-ref and PLA samples. Figure 5.8 shows the 1/C2 vs. V (Mott-Schottky plots) 
results for these diodes. For Schottky junctions, the slope of the graph is inversely 
proportional to the net doping concentration and the intercept on the x-axis gives the 
built-in voltage (Vbi). The results of this analysis are tabulated in Table 5.1.
The slopes for the EDA-reference and 30 mJ/cm2 samples are similar indicating 
similar net dopant densities near 4x1016 cm-3 while the 40 mJ/cm2 sample has the highest 
apparent carrier density of 6x1017 cm-3. The data for both the 20 mJ/cm2 and 30 mJ/cm2 
PLA samples show reasonable Schottky barrier heights near 0.6 V while the EDA- 
reference and the 40 mJ/cm2 samples indicate Vbi > 4 V, well in excess of the CISe 
bandgap and thus indicating perhaps the presence of an insulating oxide and trapped 
charges at the Al/ CISe interface. However, the 1.2 eV bandgap of CuO is insufficient to 
explain the Vbi > 1.0 V for these two samples so other oxides (e.g., In2O3) (although not 
observed in Raman or XRD results) are speculated, as well as a large density of interface 
states possibly from Se vacancies may have been present for these two samples. While 
PLA using low fluence conditions, i.e., 20 and 30 mJ/cm2 could cause structural ordering
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Figure 5.8: Mott-Schottky plots as obtained for Schottky diodes synthesized from EDA- 
reference and PLA samples when the voltage is varied from -3 to +0.5 V.
Table 5.1: Net carrier concentration values (cm- ) and built-in voltage: Vbi (V) as 
determined from Mott-Schottky plots for EDA-reference and PLA samples.
Sample Net carrier 
concentration (N - N )
v a d '
-3
(cm )
















[13-14] and thus passivation of these defects leading to improved surface, the high 
surface temperature during PLA at 40 mJ/cm2 probably caused excessive elemental loss 
from sample surface thus damaging near surface region and resulting in abnormal Vbi. 
The surface of the EDA-reference sample had at least surface CuO and possibly other 
oxides which were apparently removed by the PLA process at 20-30 mJ/cm2. Similar 
surface cleaning has been reported for PLA of Si [25] as well as CdTe [3]. It is also 
noted that the PL yield decreased for similar samples irradiated at 40 mJ/cm2.
5.3.3.2.2 DLTS characterization results
DLTS measurements were carried out on the same Schottky diodes to investigate the 
details of any changes in defect populations brought about by PLA. Figure 5.9 shows the 
Arrhenius plots as extracted from the capacitance transient data for all of the samples. 
For all of the samples the capacitance transients were negative indicating that majority 
carrier defects were being measured. The signal polarity may be inverted resulting in an 
erroneous assignment of defect type if  a large series resistance is present [26-27]. In 
order to test whether series resistance could be causing this inversion, a 1 kQ resistor was 
placed in series with each sample. In all cases this caused the transient’s polarity to 
invert, implying that the sample itself did not suffer from this complication. Thus the 
assignment of the entire defect states measured in this work as majority (hole) carrier 
defects for the p-type CISe films is definitive. The extracted defect activation energies 
for the EDA-reference and 40 mJ/cm2 PLA samples are very close at ~ 200 meV, while 
the 20 and 30 mJ/cm2 samples exhibited a dominant defect level at ~ 300 meV. Similar
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Figure 5.9: Arrhenius plots showing the activation energy of the majority carrier defects 
(holes) present in EDA-reference and PLA samples.
defect activation energies have been reported earlier by other groups [28-29] for Cu-poor 
samples.
Table 5.2 gives the values for the apparent concentration of majority defects (Nt) as 
determined from equation 3.16. The apparent concentration of defects increases 
monotonically with the fluence, while interestingly both the activation energies and 
capture cross-sections (also in Table 5.2) indicate that the identity of the dominant defect 
type changes twice as the fluence increases from 20 to 40 mJ/cm2. This implies that at 
least two competing physical effects occur in parallel.
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Table 5.2: The activation energy of the defect (meV), capture-cross section (cm2) and 

































Definitive assignment of the actual defects responsible for these activation energies is 
of course very difficult, but it is plausible if not probable that the -  200 meV defect is 
caused by indium vacancies VIn(-/0) or defect complex associated with vacancy of Se and 
Cu VSe-VCu (+/-), given the Cu-poor and Se-poor nature of the samples. On the other 
hand the -300 meV defect is probably caused by copper antisites CuIn(-/0). These 
tentative assignments were made primarily on the basis of the data presented in Ref. [9, 
30].
At first glance, one would assume that since the samples are Cu-poor, indium 
antisites InCu(0/+) and copper vacancies VCu(-/0) should be the dominant point defects. 
However, counter intuitive defects could be present in samples as has been reported by 
Stephan et al. [31]. They reported presence of CuIn antisite defects for samples with Cu- 
poor stoichiometry, as determined from neutron scattering experiments.
In this study, since the measurements were made on Schottky diodes which are 
majority carrier devices and not p-n junctions (minority carrier devices) the simplest 
explanation is that majority carrier (hole) defects were measured. Minority carrier 
injection may be possible for Schottky diodes [32-33] leading to DLTS signals 
originating from minority carrier defects. This is possible when the Schottky barrier is 
large and comparable to the bandgap thus allowing minority carrier injection into the 
semiconductor. However, we can rule this out in the 20-30 mJ/cm2 samples because of 
the 0.4-0.5 eV Schottky barrier heights measured in the Mott-Schottky data in Fig. 5.8. 
For the EDA-reference and 40 mJ/cm2 samples a risk of minority carrier injection arises 
based on the C-V data. However the possibility was ruled out by the unambiguous 
majority-carrier capacitance transients from all of these samples.
As pointed out earlier, the defect present at ~ 200 meV could also be attributed to 
defect complex associated with VSe-VCu (+/-), given the Se- and Cu-poor stoichiometry of 
the films. However this defect is a metastable complex [9] and shows multiple ionization 
energy states varying from a 100-200 meV acceptor state to a 100 meV donor state. 
Since these DLTS measurements were not carried out under light nor any light soaking 
experiments that could induce changes in the material and could possibly expose (if) the 
metastable nature of this defect state were performed, it is not possible to assign the 
defect state definitively either to Vin(-/0) or VSe-VCu (+/-). However it is important here 
to realize that in order to perform any light dependent study the samples should be 
transparent and not Schottky as is the case here. Again it is worthwhile to mention here 
that we have over the period of time consistently observed the same activation energy 
values and the sign of capacitance transient of the defect observed for different EDA-
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reference samples. However if the defect state present at 200 meV is attributed to Vin(- 
/0), a plausible hypothesis (discussed below) could explain the changes in the defect 
spectra as observed here.
Based on the assignments of the dominant defect signals to VIn(-/0) in EDA-reference 
sample and CuIn(-/0) in 20 mJ/cm2 sample, the most likely explanation for the change in 
ionization energy is that Cu diffuses to and fills In vacancies converting VIn(-/0) to CuIn(- 
/0). This interpretation is supported by the measured density of defects being identical 
for these two samples (within experimental error) as shown in Table 5.2. Also, Cu is the 
fastest-diffusing species in chalcopyrites such as CISe [9]. The origin of the Cu atoms 
migrating into these VIn is unknown -  CuO, Cu2-xSe, Cui, or metallic Cu are all 
possibilities (although metallic Cu is considered to be very unlikely given the sample 
preparation). For the 30 mJ/cm2 sample, it appears that CuIn(-/0) antisites are still the 
dominant hole defects but their density increases by an order of magnitude. The two 
ways for this to happen during PLA are via direct formation of CuIn(-/0) or via the 
formation of VIn(-/0) by the removal of In from lattice sites followed by their filling by 
Cu. It is noted that for Cu/In <1, the calculated formation enthalpy in Ref. [30] for VIn(- 
/0) is lower that of CuIn(-/0). So to first order we would expect that VIn(-/0) will form in 
greater numbers than CuIn(-/0) as the temperature or the fluence is raised.
As mentioned earlier, cooling of a solid sample after ns pulsed laser irradiation is 
very fast and thus it can be assumed that defect populations formed at high temperature 
are quickly quenched. However, full thermal equilibrium may not be reached during the 
laser irradiation and thus the defect populations will be determined by kinetics. Hence 
thermodynamic driving forces could guide us but predicting actual defect populations is
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more complex. It is also noted that the formation of VIn(-/0) requires the diffusion of 
only one atom compared to the direct formation of CuIn(-/0) which requires two atoms to 
exchange simultaneously and is thus statistically less likely. A plausible, self-consistent 
picture emerges when the conversion of the dominant defect back to VIn(-/0) is 
considered for the 40 mJ/cm2 sample and the increase in the net defect density by another 
factor of ~2 compared to the 30 mJ/cm2 sample. If  we postulate that the primary directly- 
laser-induced majority defect generation process for all fluences studied herein is the 
formation of VIn(-/0), and that a secondary parallel process of Cu diffusion from a finite 
reservoir of Cu fills these vacancies to form CuIn(-/0) antisites up to a maximum density 
of ~ 1016 /cm3, then the entire range of behavior could be explained.
However, it is intriguing to note that the samples annealed at 20 and 30 mJ/cm2 have 
a deeper defect similar to results in Refs. [34-35] which observed a deeper majority 
carrier defect for material yielding increased photovoltaic device efficiency. It should be 
pointed out that for low injection conditions, Shockley-Read-Hall recombination rate (see 
equation 3.1) is maximized not by the defect state being at midgap, but rather by the 
defect level coinciding with the Fermi level. Therefore this confounding behavior could 
be possible if the Fermi level is closer to 200 meV defect.
5.3.3.2.3 Current voltage characterization results
In order to further analyze the effects of PLA on the properties of CISe absorber 
layers, current voltage (J-V) measurements were performed on the complete solar cell 
stacks made out of EDA CISe and PVD CIGSe samples. Figure 5.10(a) and (b) shows 
the J-V results on EDA CISe and PVD CIGSe samples, respectively.
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Figure 5.10: J-V results for (a) EDA CISe and (b) PVD CIGSe samples.
Table 5.3 and Table 5.4 give the parameters of the EDA CISe and PVD CIGSe cells, 
respectively. Although the efficiency of all of the synthesized cells is close to 1%, the 
trend observed in the change in the efficiency is in agreement with the changes observed 
in the PL spectra as well as the changes in the parameters of the solar cell as reported by 
Wang et al. [4]. Unfortunately these fabricated solar cells are not suited for any 
capacitance spectroscopy and hence defect characterization because the series resistance 
is high for all of the cells ( > 1 0  Q-cm2), diode ideality factor >2 and capacitance 
transients suffer from high noise to signal ratio as well as change their behavior with 
time. These problems might result in ambiguous interpretation of the data.
Table 5.3: Cell parameters for EDA CISe samples.
Fluence
(mJ/cm2)
Voc (V) J sc
(mA/cm2)
n (% )
Ref 0.23 4.57 0.29
20 0.33 9.28 0.8
30 0.27 11.07 0.82
40 0.19 6.88 0.34
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Table 5.4: Cell parameters for PVD CIGSe samples.
Fluence
(mJ/cm2)
Voc (V) J sc
(mA/cm2)
n (% )
PVD-Ref 0.46 9.39 1.20
25 0.46 10.79 1.30
50 0.32 5.15 0.43
5.4 Summary
We have carried out pulse laser annealing (PLA) of electrodeposited-furnace 
annealed (EDA) CISe films at varying fluence (mJ/cm2) of 20, 30 and 40 mJ/cm2. 
Raman spectroscopy and photoluminescence results suggest improvements in structural 
properties as well as optical properties of the samples after laser annealing at low fluence 
conditions. These results are in agreement with the results reported earlier for PLA on 
CIGSe as well as CdTe samples. In order to understand these changes from defect 
physics point of view, deep level transient spectroscopy (DLTS) was performed on 
Schottky diodes made out of reference and laser annealed samples. The measurements 
suggest that the defect level for reference and high fluence sample is at about ~ 200 meV 
while the low fluence samples have a defect state at around ~ 300 meV. Both of these 
states correspond to majority carrier related defects. We present a hypothesis that 
possibly explains this behavior and suspect that Fermi level might be residing closer to 
200 meV defect state thus maximizing Shockley-Read-Hall recombination rate. Full 
solar cells made out of PLA absorbers need to be characterized further in order to 
complement the present work, which will give insights into the changes in minority 
carrier related defect states.
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CHAPTER 6
ELECTRICAL CHARACTERIZATION COMPARISON OF 
EFFICIENT CIGSe AND CZTSe SOLAR CELLS
6.1 Background and motivation
As mentioned in Chapter 2, Cu2ZnSnSe4 (CZTSe) is analogus to CuInGaSe2 (CIGSe), 
where In and Ga are replaced with Zn and Sn. The CZTSe material has a direct bandgap 
of about 1eV [1-2] and high absorption coefficient (> 104 cm-1) [3]. Although the 
efficiency of CZTSSe based materials has reached 11.1% [4], many physical properties 
of these compounds are still unknown. Furthermore, there is lack of information about 
the point defects in these absorber materials.
On the other hand CIGSe type solar cells have been a subject of research for more 
than two decades and the efficiency of the champion cells synthesized in lab has reached 
20.4% [5]. Although a lot of research (e.g., Refs. [6-11]) has been focused on 
understanding the defect physics in these compounds there exists a lot of discrepancy 
amongst the scientific community as far as the role and assignment of deep defects are 
concerned.
In this chapter a comparison of the device characteristics of efficient CZTSe and 
CIGSe solar cells is presented, using various electrical characterization techniques.
6.2 Experimental details
6.2.1 Sample synthesis and preparation 
CIGSe based solar cells were acquired from AQT Inc. solar company while CZTSe 
based solar cells were supplied by NREL. Although the complete details of synthesis of 
the CIGSe type solar cells is not available, the recipe is similar to what has been reported 
by Hsu et al. [12], which mainly involves selinization of sputtered metallic precursor of 
Cu-In-Ga, deposited on top of Mo coated glass at 500°C for about 20 minutes. This was 
followed by CdS deposition by chemical bath deposition and i-ZnO/n-ZnO by RF 
sputtering. The fabrication of the CZTSe solar cells is described elsewhere [13]. Briefly, 
it involves co-evaporation of elemental Cu, Zn, Sn and Se on Mo coated glass at 500 °C 
for about 40 minutes. This was again followed by the deposition of usual layers i.e. 
CdS/i-ZnO/n-ZnO.
6.2.2 Characterization techniques 
In order to compare the electrical characteristics of the two kinds of cells, various 
characterization techniques were used. Dark and AM1.5 current density- voltage (J-V) 
measurements were performed using a Keithley 2400 SMU and an Oriel Sol3A Class 
AAA solar simulator. Capacitance-voltage (C-V) and DLTS analyses were carried out 
using a system from Semetrol LLC which incorporates a Boonton 7200 capacitance 
meter, which operates at 1 MHz. For the DLTS measurements (see Chapter 3 for theory 
of DLTS) a forward bias filling pulse of +0.1 V (absolute) was applied for 5 ms followed 
by -0.5 V (absolute) measurement bias for CIGSe cells. The measurement bias for 
CZTSe solar cells was -0.6 V and a filling pulse of +0.2 V vas applied for 1 ms. Since
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the filling pulse is > 0 V, it could lead to injection of minority carriers and hence both 
types of carriers could be present in this scenario. The minority carrier related defect 
states will show up under these conditions provided ominority >> cmajority, as discussed in 
Chapter 3. The minority carrier DLTS (MCDLTS) was performed using -0.5 V and -0.6 
V for CIGSe and CZTSe solar cells, respectively. During the course of measurement, 1 s 
white light pulses from a LED were used to bias the diode, and the capacitance transients 
were recorded following the end of the light pulses. The thermal admittance 
spectroscopy (TAS) (see Chapter 3 for theory) measurements were made using a 
Quadtech 1920 LCR meter. The DC bias for all TAS measurements was either 0 V or - 
0.5 V while an AC voltage of 50 mV was used. The frequency of measurements was 
varied from 20 Hz to 1 MHz. During the course of measurements, the temperature was 
varied from 50 to 325 K using a closed-cycle He cryostat. Figure 6.1 shows the 
instrumentation for C-V, DLTS and TAS measurements.
124
Figure 6.1: Instrumentation and setup for C-V, DLTS and TAS measurements.
6.3.1 Dark and AM1.5 current density-voltage (J-V) measurements 
Table 6.1 summarizes the parameters as extracted from Fig. 6.2, which shows the J-V 
results for CIGSe and CZTSe solar cells. The parameters were extracted using the 
CurvA program [14]. As can be seen, the efficiency of both the cells is 5% < n < 10% 
and have very small series resistance (Rs) making them ideal for defect spectroscopy. 
The diode ideality factor for both of the devices is 1 < n < 2, which is usually found for 
these material types of solar cells. The other difference between the two kinds of cells is 
the fill factor (FF) which is about 1.3 times larger for CIGSe solar cell and the shunt 
resistance (Rsh) which is again 5 times larger for CIGSe device. A smaller shunt 
resistance could probably be because of the presence of secondary phases and or 
disordered phases in case of CZTSe devices [15]. This could possibly cause an order of 




Table 6.1: Parameters for the CIGSe and CZTSe solar cells determined from AM1.5 J-V 
curves.
Cell param eter CIGSe CZTSe
n (% ) 9.74 6.27
Voc (V) 0.53 0.35
J sc (mA/cm ) 28.04 34.5
FF 65.1 51.2
Rs (H-cm2) 0.03 0.05
Rsh (H-cm2) 170 34.5
J o(mA/cm2) 4.9x10-4 5.3x10-3
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Figure 6.2: J-V dark and AM1.5 curves on CIGSe and CZTSe solar cells.
As discussed in Chapter 1, the theoretical limit on Voc is set by the band gap of the 
material. However, the nonideal factors (recombination, etc.) contribute to losses and 
hence a rule of thumb is that the maximal Voc for good p-n junction solar cells is 
approximately 0.4 V smaller than Egap/e [6]. In this case we see that for CZTSe solar 
cells the Voc is atleast 40% lower than the expected value while it is only about 25% 
lower in case of CIGSe cells. The differences in Rsh or Jo could possibly be contributing 
to the losses observed here.
6.3.2 Capacitance-voltage (C-V) measurements 
Figure 6.3 shows the net carrier concentration (Nnet) vs depth for both type of solar 
cells. In order to generate these plots we could use the following equation which states 
that:
d ( 1
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Figure 6.3: Net carrier density profiles extracted from the C-V measurements on CIGSe 
and CZTSe solar cells. Inset shows the Mott-Schottky plots in order to determine the 
built-in voltage for the respective cells.
The above equation could be derived by differentiating equation 1.3 two times. 
When we change the applied bias from equilibrium (0 V) to more negative, we increase 
the depletion width and hence by continuously increasing the bias (more negative) we 
could probe deeper into the device starting from the edge of the space charge region. An 
important thing to keep in mind is that this analysis is good only in the reverse bias 
region and not in the forward bias region. This is because the depletion capacitance 
accounts for most of the junction capacitance when the junction is in the reverse bias. In 
the forward bias regime, in addition to the depletion capacitance, the capacitance of the 
device has contribution from diffusion capacitance as well, which arises from the 
rearrangement of minority carriers [16].
The Nnet actually represents the apparent or effective carrier density. It is a measure 
of the net ionized concentration of the defects in the space charge region [17]. As can be 
seen, the shape of the curves for both of the cells looks identical, except for order of 
magnitude higher carrier densities for CZTSe solar cell. The apparent increase in Nnet 
with depth for both of the samples could possibly be because of the contribution from 
incompletely ionized deep defect state. The inset to the figure shows the Mott-Schottky 
curve, intercept of which on the X-axis gives the value of the built-in voltage (Vbi, as per 
equation 1.3). The Vbi for both of the cells is around 0.35 V. One difference between the 
two solar cells is the depletion width at equilibrium (no bias). The depletion width for 
CIGSe solar cells is about ~ five times larger than CZTSe solar cells. One of the factors 
that causes this difference is the larger net carrier density for CZTSe cell, which is 
inversely related to depletion width (see equation 1.2).
These all factors are significant from device performance point of view because for 
good optoelectronic performance one aims for a larger depletion width, smaller J0 and 
larger Rsh. These all parameters cumulatively determine the probability of minority 
carrier collection i.e. transfer of minority carrier to the other side of junction thus making 
them majority carriers (see Chapter 1). And hence CIGSe solar cell looks promising 
from this point of view.
6.3.3 Thermal admittance spectroscopy (TAS) measurements
The basic principle of TAS measurements was discussed in Chapter 3. Both of the 
cells underwent TAS measurements made at 0 V DC bias and 50 mV AC bias in a 
temperature range of 50 K to 325 K. Figure 6.4 (a, b) shows the C-f curves for the
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Figure 6.4: TAS data analysis on CIGSe and CZTSe solar cells. Figures (a) and (b) 
show the capacitance variation with frequency at different temperatures at 0 DC bias and 
50 mV AC bias. Figures (c) and (d) show the capacitance variation with frequency below 
150 K. Open symbols represent measurements at 0 DC bias and 50 mV AC bias while 
filled symbols represent measurements at -0.5 DC bias and 50 mV AC bias. Figures (e) 
and (f) show the differentiated capacitance spectra for both of the cells.
CIGSe and CZTSe solar cells. As can be seen, the C-f spectra for both of the samples 
look quite distinct. Firstly, the capacitance of the CIGSe cell at higher temperatures 
decreases with increasing frequency and decreasing temperature. However, no clear step 
in the C-f spectra is observed at higher temperatures for CIGSe solar cell. For the 
temperatures below 140 K, capacitance changes only slightly with decreasing 
temperatures and increasing frequency. This kind of behavior can also be seen in the 
TAS data reported by Walter et al. [18] for CIGSe. Thus for the interpretation of defects 
from TAS data, only the region > 140 K should be considered. Comparing the C-f 
spectra collected at 0 and -0.5 DC bias (Fig. 6.4(c)), the spectra at the two biases start to 
converge only around 100 K. This shows that in this regime (T < 100 K and frequency > 
1 MHz), the capacitance is independent of applied bias, space charge region behaves as 
an insulator and the capacitance response is a consequence of dielectric freezeout and not 
a response of deep defect state [19-21].
On the other hand, for CZTSe cells (Fig. 6.4(b)) at high temperatures the capacitance 
changes only slightly with decreasing temperatures and increasing frequency. It is only 
below 200 K that we start to see a large drop in capacitance with decreasing temperature 
and increasing frequency. Again for region < 150 K, capacitance curves start to converge 
and become independent of the applied bias (Fig. 6.4(d)) for certain frequency ranges 
which change with temperature. This again is a consequence of dielectric freezeout and 
hence this region should not be considered for interpretation of defect states from TAS 
data.
In order to find the inflexion point and hence the peaks (see Chapter 3), the 
capacitance spectrum is differentiated with respect to frequency (see Fig. 6.4(e) and (f)).
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While for CIGSe cell we could deduce a set of (f, T) points corresponding to different 
peaks above 140 K, the analysis of CZTSe cell results in peaks only below 150 K. This 
region for CZTSe cell could not be used for data interpretation as it is a consequence of 
dielectric freezeout and not a response from a defect state. Hence TAS analysis on 
CZTSe sample unravels no peaks.
Following the procedure outlined in Chapter 3, we could determine density of states 
for CIGSe sample (Fig. 6.5). The peak position is at about ~ 150 meV and the defect 
state is usually referred to as N1 defect. This defect energy position has been reported 
earlier by different groups [6] and there is still a debate on the interpretation and the 
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Figure 6.5: Density of states extracted from TAS analysis on CIGSe solar cell. For the 
defect analysis, only the data at higher temperatures were used (as explained earlier).
the characteristics of CIGSe and CZTSe cells, we do not assign this defect state to any 
particular kind of defect and just report the energy value.
6.3.4 Deep level transient spectroscopy (DLTS) and minority 
carrier deep level transient spectroscopy 
(MCDLTS) measurements 
The physics behind the DLTS and MCDLTS spectroscopy was discussed in Chapter 
3. A common feature for both the CIGSe and CZTSe cells is that in the DLTS spectrum 
the peaks/valleys observed are relatively broad, extending over a large temperature range 
(> 100 K) (see Fig. 6 .6). Igalson et al. [22] have attributed this behavior to non­
exponential capacitance transients caused by a hyperbolic process of recombination 
which contributes to the transients apart from the thermal emission from traps.
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Figure 6 .6 : DLTS spectrum for CZTSe cell.
The other possibility for the broad DLTS signal observed in these material systems 
could probably be related to a distribution of defect states and band tails extending into 
the forbidden gap region. It is known that these material systems possess a large number 
of shallow defect states which give them smeared band edges and give them an effective 
(reduced) bandgap rather than a sharp band edge [6 , 15, 23]. It is quite possible that a 
superposition of all these factors results in a broad signal observed here. Also it is argued 
that this process is a specific material property, depending only indirectly on the interface 
properties or junction quality.
The DLTS data analysis on CIGSe and CZTSe cells reveals majority carrier related 
defects located at ~ 550 meV (around mid-gap) for CIGSe and two defect levels for 
CZTSe located at ~ 350 meV and ~ 600 meV. The respective capture-cross sections and 
concentrations are reported in Fig. 6.7. In order to test whether series resistance could be 
causing signal inversion, a 0.5 kQ resistor was place in in series with each sample. In all 
cases this caused the transients’ polarity to invert, implying that the sample response 
rather than the equivalent circuit response is causing the observed signal. Thus the 
assignment of all of the defect states measured in this work as majority (hole) or minority 
(electron) carrier defects is definitive.
A similar defect level situated at around 550 meV related to majority carrier defect 
has been reported earlier by different groups for CISe as well as CIGSe [24-29]. This 
defect level could possibly be because Cuin (-/-2) or OSe (-/0) [6 , 30]. As discussed in 
Chapter 5, the interpretation and origin of any defect level is difficult especially if the 
complete history of the sample is unknown. Since no exact details are available about the 
CIGSe precursor layers, we think more work is warranted in order to definitively assign
133
134
Figure 6.7: Arrhenius plot for DLTS data on CIGSe and CZTSe solar cells. Solid circles 
(• , • ) represent data for CZTSe cells and solid square (■) represent data for CIGSe cells, 
respectively.
these defect levels to certain defect states that have been theoretically calculated.
On the other hand the assignment of the defect levels in CZTSe is complicated by the 
fact that there is a lack of theoretical and experimental work related to deep defects in 
CZTSe. However, interpretation of these defect levels based on Ref. [31] is in progress 
and will be published soon [32].
MCDLTS study was performed on both the CIGSe and CZTSe solar cells. Figure 6.8 
shows the capacitance transients collected for the CZTSe solar cell. As can be seen, the 
positive capacitance transient arises only when the light is switched off and no transient is 
present in dark. This interpretation is consistent with the theory and hypotheses 
discussed in Chapter 3 making us believe that the capacitance transient in this case either
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Figure 6 .8 : The capacitance transients under the reverse bias Vr =-0.6 V: (a) after the 
voltage pulse Vp=0.2 V (majority carrier DLTS), (b) after the voltage pulse Vp=-0.6 V 
without light pulse (minority carrier DLTS), (c) after the voltage pulse Vp=-0.6 V 
synchronized with light pulse (minority carrier DLTS).
corresponds to a recombination center or a minority carrier related defect. The calculated 
value of ionization energy of the defect state is this case is around ~ 650 meV from the 
conduction band (Fig. 6.9). Since the sum of defect level measured using DLTS and 
MCDLTS is close to band gap of CZTSe (~ 0.35 + 0.65 =1 eV), we speculate that the 
defect level being measured here may be a recombination center (see Chapter 3), which 
can interact with both majority and minority carriers and thus affect the device 
performance. A similar behavior has been reported earlier by Johnston et al. [33] for 
Schottky diodes synthesized using InGaAsN/Au. They observed that as the electron 
injection was increased, the behavior associated with the hole defect changed to electron
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Figure 6.9: Arrhenius plot for MCDLTS data on the CZTSe solar cell.
trap, thus confirming recombination center theory hypothesis. The MCDLTS study on 
CIGSe solar cell resulted in large values of ionization energies as well as capture cross 
section making the data unreliable.
6.4 Summary
In this study, the electrical characteristics of CIGSe and CZTSe solar cells were 
measured and compared using current-voltage (J-V) measurements, capacitance-voltage 
(C-V) measurements, thermal admittance spectroscopy (TAS), deep level transient 
spectroscopy (DLTS) and minority carrier deep level transient spectroscopy (MCDLTS). 
It is found that shunt resistance is about 5 times larger and saturation current is an order 
of magnitude smaller for CIGSe cells in comparsion to CZTSe cells as determined from 
AM1.5 J-V measurements. The C-V measurements suggest 5 times larger depletion 
width for CIGSe cells. These all factors could possibly contribute to easy minority 
carrier transport in case of CIGSe cells in comparison to CZTSe cells.
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TAS measurements reveal that dielectric freezeout occurs at much higher 
temperatures (~ 150 K) and lower frequency (< 1MHz) in case of CZTSe cells. The 
DLTS signal for both kinds of samples results in a broad peak/valley. This probably 
indicates some parallel recombination process occurring with carrier emissions or a 
distribution of closely spaced defect states contributing to the DLTS signal. A 
recombination center is speculated for CZTSe cell based on the MCDLTS results.
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CONCLUSIONS AND FUTURE WORK
This chapter summarizes the conclusions of the research undertaken and also 
proposes the future avenues that might be explored based on this work.
7.1 Chapter 1 through Chapter 3
Chapter 1 provides an overview of semiconductor physics followed by photovoltaic 
principles in general and the effect of various parameters on photovoltaic cell 
performance.
This is followed by literature review of Cu based thin film photovoltaic materials in 
Chapter 2. It highlights the various aspects of polycrystalline CIGSe and related 
materials which make them special and discusses the reasons why polycrystalline 
materials outperform their epitaxial counterparts. Most importantly, the low formation 
energy of native point defects results in creation and interaction of electrically benign 
defect clusters and also ordered vacancy compounds (n-type) if  the film is non- 
stoichiometric. The ordered vacancy compounds are segregated at the surface and 
perhaps intergranular interfaces mainly affecting the valence band by creating a barrier 
for holes. This helps in lowering the recombination rate at grain boundary since the 
probability of finding an electron as well as a hole at the same time is reduced. The role
of various material layers that go into making a complete CIGSe type solar cell is 
discussed followed by the physics of an actual CIGSe type solar cell. The formation of 
ordered vacancy compounds coupled with Cd diffusion in CIGSe results in type inversion 
at the interface of CdS/CIGSe and hence formation of a buried p-n junction which 
suppresses recombination at the metallurgical interface. A quick comparison is provided 
between CIGSSe and CZTSSe type materials, which are believed to possess similar 
characteristics. However the main difference so far appears to be the smaller region of 
stability of CZTS as compared to CIGSe. This is followed by the discussion on 
thermodynamic principles of electrochemical deposition and theory of laser annealing.
Chapter 3 begins with a general discussion on defects in a material system followed 
by the theory and physics behind advanced characterization techniques such as deep level 
transient spectroscopy (DLTS) and thermal admittance spectroscopy (TAS) that can be 
used to characterize deep defect states in a semiconductor. In general, both DLTS and 
TAS rely on measuring changes in the capacitance of the p-n junction. The main 
difference being that DLTS measures the capacitance transient when a diode is switched 
from a positive, zero or slightly negative bias to more reverse bias, while TAS measures 
the absolute capacitance of the junction when the frequency of the applied AC voltage is 
varied. The optical variant of DLTS, i.e., minority carrier deep level transient 





7.2.1 Summary and conclusions 
Chapter 4 deals with laser annealing of as-electrodeposited CISe films in order to 
investigate the possibility of a complete nonvacuum synthesis route of synthesizing 
device quality CISe films by coupling electrochemical deposition with laser annealing. 
Different annealing conditions such as wavelength of laser (248 nm and 1064 nm), 
operating mode of the laser (pulsed and continuous), energy/power densities, annealing 
time and number of pulses were the variables for the experiments. It is found that CISe 
films dewet on top of Mo, MoSe2 and Cu if melted. Although crystallinity may be 
improved by passing through a liquid phase having high mass transport mobilities, in this 
case the dewetted films cannot be used for making solar cells because of severe shunting. 
In the submelting regime of PLA using a 1064 nm laser, no change is seen in crystalline 
quality using XRD. Thus we conclude that no PLA processing window for structural 
modification of as-electrodeposited CuInSe2 absorber films exist for lasers with similar 
parameters.
Continuous wave laser annealing (CWLA) using 1064 nm laser in submelting regime 
improves crystallinity of samples while dewetting has been avoided. These results are 
better than what has been reported earlier, because no secondary phases related to oxides 
and or selenides are observed. However, for the same CWLA conditions the peak 
FWHM narrowing is more pronounced in Cu-rich samples (~ 80% reduction) as against 
Cu-poor samples (~ 40% reduction). The probable reasons for the difference in behavior 
of the samples have been mentioned, one of them being higher absorption coefficient for 
Cu-rich samples which translates into higher temperatures. The dwell time of the laser
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while achieving similar increases in crystalline perfection was reduced to 1 s by 
increasing the power density to approximately ~ 1000 W/cm2. However a key issue to be 
addressed is the Se loss from the samples which is detrimental for device performance.
7.2.2 Future work related to Chapter 4
One experiment that needs to be tried is having a heated glass window on top of the 
CISe film which could induce a Se vapor pressure on top of the CISe film if the 
temperature of the heated glass is around ~ 200 °C. If the glass window is coated with n- 
ZnO or fluorinated tin oxide (FTO) or a similar material, Ohmic heating of the 
conductive film might help achieve the above mentioned conditions. Also, in order to 
increase the coupling between the 1064 nm laser radiation and CISe film, heating the 
sample from the back side during the course of annealing could be tried. This might help 
in the reduction of the laser power density employed for annealing if surface damage is 
suspected by high power densities employed in laser annealing.
Working in melting regime is possible only if  we change the back contact layer. As 
highlighted in Chapter 2 and 4, W has been shown equivalent to Mo, as far as the 
electrical properties to the CIGSe devices are concerned. The good thing is that W has 
higher surface energy than Mo, which makes us think that CISe has lower probability of 
dewetting on W.
Lastly a full finite element model should be developed combining both 
electromagnetic interactions and heat flow in order to estimate the temperature of the 
sample during any arbitrary laser annealing process. As mentioned in Chapter 4, due to 
incomplete and weak absorption of 1064 nm laser the heat generation function inside the
film is complicated and the correct way to estimate the temperature during CWLA using 
1064 nm laser would be solve the time dependent EM wave interaction with the sample 
which dissipates power as it travels through the test structure.
Some initial steps have been made in this direction in the course of this research. 
However, problems like scaling of the geometry and selection of the appropriate 
boundary conditions for heat flow must be resolved and the model be verified by 
experiments. A few things that need to be tried are making the air column in front of the 
CISe film infinite in thickness making the mesh denser at the Air/CISe interface, taking 
into account rastering of the laser beam and making a full 3-D model. One more thing 
that could be added to the model is the phase transition phenomena and the diffusion of 
species.
7.3 Chapter 5
7.3.1 Summary and conclusions 
Chapter 5 of thesis discusses the research work on pulsed laser annealing (PLA) of 
previously annealed CIGSe type films. It was found (by peak shift in Raman 
spectroscopy) that PLA of CISe films in low fluence (mJ/cm2) regime results in increased 
structural ordering. Changes in optoelectronic properties such as minority carrier lifetime 
for CIGSe and photoconductivity of CdTe films after PLA, has been reported previously 
by different groups. However, no complimentary defect study has been performed. We 
saw an increase in the photoluminescence yield for low fluence treatment which suggests 
reduction in nonradiative recombination, while high fluence treatment could damage the 
sample surface resulting in a decrease in the PL yield. Also observed is the expected
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increase in the Voc for epitaxial Cu-poor as well as Cu-rich epitaxial CISe samples related 
to this increased PL yield.
This was followed by characterization of reference and PLA Schottky diodes 
(Al/CISe) using DLTS technique. Signatures of dominant hole traps with transition 
energies of 210-220 meV for unirradiated samples and for those irradiated at 40 mJ/cm2 
and 320-340 meV for samples irradiated at 20 and 30 mJ/cm2 were identified. The trap 
level at ~ 200 meV may correspond to either Vin(-/0) or VSe-VCu (+/-) transitions 
indicating the dominance of these defects, while the defect level at ~ 300 meV 
correspond to CuIn(-/0) point defect. A hypothesis is presented to explain the non­
monotonic changes in the dominant defect populations versus laser fluence in which the 
two primary effects of the laser irradiation on point defect populations are the formation 
of VIn (assuming VIn defect at ~ 200 meV) accompanied by diffusion of Cu in the film 
which forms CuIn antisites. This hypothesis may explain the observations that the 
apparent concentration of majority carrier traps increases monotonically with fluence but 
that the identity of the dominant traps changes. Further work is required to fully 
understand all of the competing effects of PLA on device performance including those 
related to changing defect populations.
7.3.2 Future work related to Chapter 5 
In order to correlate the device performance with the defect states and their 
populations, characterization of minority carrier related defects is warranted using 
MCDLTS technique. An initial step in that direction has been made by starting to 
characterize full solar cell stacks synthesized using reference CIGSe films as well as laser
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annealed films. The device parameters deduced from the current density- voltage (J-V) 
results also suggest the same trend, i.e., low fluence treatment improves the absorber 
while high fluence treatment damages the surface resulting in deteriorated performance. 
However, the series resistance of the synthetized cells is large and as well, the room 
temperature capacitance transients are noisy and change behavior with time. These 
problems might result in ambiguous interpretation of the DLTS data. Hence the future 
work in this direction should focus on firstly trying to optimize the deposition of the solar 
cell stack, i.e., finding the correct parameters of deposition for CdS/i-ZnO/n-ZnO layers. 
The aim should be to get reasonable device parameters (Rs < 1 Q/cm2 and diode ideality 
factor < 2) rather than matching the champion cell efficiency of the cells, synthesized 
using the similar absorber layers. This is because efficiency of a cell could be affected 
depending on the deposition parameters of buffer and window layers. So as long as the 
diode parameters are good and the reference and PLA films undergo cell completion by 
identical procedure (ideally simultaneously) there is minimal chance of inducing errors 
and/or misinterpretation of the collected data.
Other experiment that could be of interest is the PLA of full cell stack using 1064 as 
well as 532 nm laser. Preliminary results suggested improvements in Isc (or Jsc) of the 
sample after PLA at around 75 mJ/cm2 using 1064 nm laser (Fig. 7.1(a)). One of the 
possible reasons for this to happen is by the reduction in the series resistance of n-ZnO. 
The 1064 nm radiation could be absorbed by ZnO via free carrier absorption mechanism, 
resulting in more capture of photons by CIGSe and hence an increase in Jsc. However 
one has to be careful while interpreting the data as poor electrical connections between 
the probe and metal pads on the sample might induce changes in fill factor (FF) (see
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Figure 7.1: Current-voltage results on the solar cells. (a) Isc improvement after PLA 
using 1064 nm laser and (b) Reduction in FF because of improper electrical connection.
Fig. 7.1(b)). As can be seen, the error induced by improper measurement only affects FF 
and not ISC or VOC of the cell. Hence one should always make multiple measurements (at 
least three) in order to verify the observed behavior.
7.4 Chapter 6
7.4.1 Summary and conclusions 
Chapter 6 presents a comparison of efficient CIGse and CZTse samples using 
various electrical characterization techniques. The net carrier concentration versus depth 
plots deduced from capacitance-voltage (C-V) measurements suggests similar 
concentration profiles except for an order of magnitude higher carrier concentration for 
CZTSe and 5 times smaller depletion width at equilibrium. The TAS data on both the 
cells look quite different. While the CIGSe samples experience a dielectric freeze out at 
relatively lower temperatures (T < 100 K) and higher frequencies (> 1 MHz), CZTSe 
samples experience a dielectric freezeout at around 150 K and lower frequencies. A 
common feature for both the CIGSe and CZTSe cells is that in the DLTS spectrum the 
peaks/valleys observed are relatively broad. DLTS data suggest majority carrier related
defect states at around ~ 550 meV for CIGSe and ~ 350 and 600 meV for CZTSe 
samples, respectively. MCDLTS experiments suggests that the observed defect state in 
CZTSe might be a recombination center. This is speculated based on the observed 
change of behavior of the majority carrier state to minority carrier state as minority 
carriers (electrons) are effectively injected into the space charge region.
7.4.2 Future work related to Chapter 6 
One important thing that needs to be considered for future DLTS or MCDLTS 
experiments is the contribution from the band tails and multiple defect states with either 
different ionization energy or ionization state. This is a relevant point because chalcogen 
semiconductors have a lot of shallow level defects which result in smeared band edges. 
In addition, if  we have closely spaced energy levels or a single state with different 
ionization states responding to the signal, the data interpretation will be fudged out. This 
is because (for example) the capture-cross section of the states with similar ionization 
energy but different ionization state will be different. Hence some information or insight 
into the material might be lost. Obviously this will involve a theoretical model 
development in order to design the relevant experiments.
Another relevant experiment would be to test the metastable behavior as well as 
ageing effects on the samples. These are very crucial experiments, as for real 
applications we need to understand how chalcogenide properties get affected under the 
above mentioned circumstances. Some work has been done by various groups dealing 
with these issues but their proper interpretation as well as how they manifest into device 
performance is still a matter of active research. Hence the apt experiments would be
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trying out bias soaking and or light soaking of the samples and compare the capacitance 
spectroscopy response to dark soaking of the samples (relaxed state). A complete story 
needs to be stitched together, suggesting which defects are good and which are bad for 
device performance.
APPENDIX
FORMATION OF ANISOTYPE p-n HOMOJUNCTIONS
A p-n junction is formed when a p-type and an n-type semiconductor are brought in 
intimate contact with each other. A p-type semiconductor is one which has holes 
(electrons) as the majority (minority) charge carriers, while an n-type semiconductor has 
electrons (holes) as majority (minority) charge carriers. When these two anisotype 
semiconductors (different type of majority charge carriers) come in intimate contact, 
diffusion of majority carriers take place from one side to other side. Initially the barrier 
for majority carrier diffusion is small and the driving force is large because of the huge 
concentration gradient. However as the diffusion progresses, the driving force for 
diffusion keeps on reducing. The diffusion of electrons (holes) from n-type (p-type) side 
to p-type (n-type) side leaves behind the exposed positive (negative) ionic cores on the n- 
type (p-type) side. This sets up an electric field pointing from positive ionic cores 
towards negative ionic cores. It is important to note that this electric field (drift) will be 
in a direction opposite to the driving force for diffusion. Eventually a stage will arrive 
when the diffusion and the drift fields will balance each other. This stage is termed as 
steady state. Again it is important to realize that steady state does not mean that the 
movement of charge carriers has ceased. In fact under steady state charge carriers do 
move but the net movement is such that there is no charge accumulation on either side or
the diffusion and drift process counterbalance each other. Under this scenario a 
spacecharge region (SCR) or the depletion region that is devoid of any free charge 
carriers and contains only the fixed ionic cores exists between the p-type and n-type side. 
This condition represents the dynamic equilibrium condition of the p-n junction diode. 
The electric field that points from the positive ionic cores towards negative ionic is 
termed the built-in electric field, which also implies the presence of a built-in voltage 
difference between the sides. This built-in voltage acts as a barrier for the electrons 
(holes) which have a natural tendency to go down (up) the hill. Figure A.1 illustrates the 
principal of formation of p-n junction step by step. As can be seen at time t < 0, p-type 
(n-type) semiconductor has excess holes (electrons) and negative-acceptor cores 
(positive-donor cores). Hence the net charge density in the semiconductors is zero. 
However, when the two anisotype semiconductors are brought in intimate contact with 
each other (Fig. A.2) charge carriers begin to flow and once the equilibrium stage is 
reached an SCR devoid of any free charge carriers develops in between the two anisotype 
semiconductors.
The above discussion on the formation of p-n junction was a qualitative view to the 
ideal p-n junction. Now let us try to quantify the p-n junction formation and derive the 
basic equations related to it.
Again, when p and n type semiconductors are brought in intimate contact with each 
other, excess free carriers move from one side to other side. The driving force for the 
movement is the difference in the electrochemical potential of the free carriers. This 
electrochemical potential is termed as the Fermi energy or level (Ef) of the free carriers. 
The Fermi level is defined as an arbitrary energy level that represents the charge
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Figure A.1: Representation of p and n type semiconductors before they are brought in 
intimate contact with each other. As the number of holes (electrons) is approximately 
equal to negative-acceptor ions (positive-donor ions) the net charge density in p-type (n- 
type) semiconductor is ~ zero.
153
Figure A.2: Formation of p-n junction when p and n type semiconductors are brought in 
intimate contact with each other. At t>0, equilibrium stage is achieved all throughout the 
p-n junction and a space charge region (SCR) is formed in between the two anisotype 
semiconductors. The SCR is devoid of any free charge carriers but has positive 
(negative) ionic cores on the n-type (p-type) side. This leads to a built-in field across the 
SCR.
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neutrality position in the semiconductor on the energy scale. Roughly speaking it gives 
an idea about the average energy of the free carriers. Now, for a p-type (n-type) 
semiconductor that has excess holes (electrons), Ef lies close to the valence (conduction) 
band. Because of the difference in Ef on both the sides, the system would try to minimize 
its energy when in intimate contact. Thus at equilibrium or steady state, Ef is constant 
throughout the p-n junction. However, because of the difference in the Ef on both the 
sides initially, a built-in voltage (Vbi) or potential is created at the interface which acts as 
a barrier for the carrier’s movement once the steady state is achieved.
As per the Maxwell-Boltzmann statistics, for a two-energy level system separated by 
energy (AE), the carrier concentration at the two levels can be related by the following 
equation:
where n2 and n1 are the concentrations of the carriers at the two-energy levels, kb is the 
Boltzmann’s constant and T is the absolute temperature. Now, if we assume that the 
concentration of majority carrier holes (electrons) on the p-type (n-type) side at 
equilibrium is pp0 (nn0) while the concentration of minority carriers electrons (holes) on 





Now as per the mass-action law:
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(A.4)
Thus from equations A.2, A.3 and A.4 solving for Vbi gives:
(A.5)
where Na and Nd are the majority carrier concentration on the p-type and n-type side, 
respectively, and ni is the intrinsic carrier concentration.
Now let us try to calculate the width of SCR or the depletion region. In order to 
simplify the analysis, let us assume that the depleted charge has a box profile or abrupt 
junction is formed. Since the p-n junction considered here is at equilibrium, the net 
charge density on the p-type side and the n-type side across the SCR must be equal. Thus 
it follows that:
where Wp and Wn are the width of SCR on the p and n type side respectively. Again as 
per Gauss’s Law:
in which s is the permittivity or the dielectric constant of the medium. Thus the built-in 
field across the SCR can be calculated by:
Na Wp =  NdWn (A.6)
dE p n e tOO (A.7)
dx £




£ (x ) =  7 ^  Pne t (X) d X ; 0 <  X <  Wn (A.9)
Again assuming full ionization,
Pnet R Na > W p ^  X  <  0  
And
Pnet R ^ d  < 0  — — M 71
Thus,
E (x) =  — - q  Na (x  +  Wp), — Wp <  x <  0
And
E(x) =  —- q  Nd (Wn — x),  0 <  x < W n
Again at x =0 (metallurgical junction):
E (0 ) =  EmaX =  —- q  Na (W p)=  —- q  Nd (W J
and
( ) ( )
Now from Figure A.2,
^bi A t eCL o f  tTiCLTigIe — ( Wn +  Wp)|E max| 2 ( WtotaO ^m ax1
where Wtotal = Wn+Wp. Now, the net charge density can also be calculated as:
N n et ^ t o t a l  ~  — ^ d  ^Ki
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=  Z~ (A 1 8 )Nnet Na Nd
Thus
W  o ta I =  7 ^  (A.19)
Wt0tal =  - — y —T =  ——7 —^- =  -----— - (A.20)t0 ta 1 q Na ( Wp) q N d (Wn) q Nnet (Wt0ta;) v 7
Wt0 tal =  I71711 =  r  77 j — (Na+Nd) (A.21)t o t a l  J q N net J  q N aN d v 7
Thus for a one-sided abrupt junction (n+-p), N d >> Na :
Wtotal =  I2^ — (A 22)
It can be realized from equation A.22 that for an abrupt one-sided junction the 
depletion region extends in the low doping side.
Also from equation A.17, A.18 and A.21 it can be shown that:
Wv =  I 2 Vb 1 — Nd (A.23)
P yj q N a(N a +N d) V 1
and
W  =  I 2 Vy i — Na (A.24)
n ~\q N d(Na+N d) V '
