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Abstract: We consider a system consisting of 5 dimensional gravity with a negative
cosmological constant coupled to a massless scalar, the dilaton. We construct a black
brane solution which arises when the dilaton satisfies linearly varying boundary con-
ditions in the asymptotically AdS5 region. The geometry of this black brane breaks
rotational symmetry while preserving translational invariance and corresponds to an
anisotropic phase of the system. Close to extremality, where the anisotropy is big
compared to the temperature, some components of the viscosity tensor become para-
metrically small compared to the entropy density. We study the quasi normal modes
in considerable detail and find no instability close to extremality. We also obtain the
equations for fluid mechanics for an anisotropic driven system in general, working upto
first order in the derivative expansion for the stress tensor, and identify additional
transport coefficients which appear in the constitutive relation. For the fluid of interest
we find that the parametrically small viscosity can result in a very small force of fric-
tion, when the fluid is enclosed between appropriately oriented parallel plates moving
with a relative velocity.
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1. Introduction
The AdS/CFT correspondence has opened the door for an interesting dialogue between
the study of strongly coupled field theories, of interest for example in the study of
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QCD and condensed matter physics, and the study of gravity. See, for example, the
reviews [1, 2, 3, 4, 5] and references therein. An important area in which there has
already been a fruitful exchange is the study of transport properties, and the related
behavior of fluids, which arise in strongly coupled systems, see [6] for a review. Another
interesting area has been the study of black holes and branes which carry hair or have
reduced symmetry. The existence of such solutions, which at first sight contradict the
conventional lore on no-hair theorems, was motivated by the existence of corresponding
phases on the field theory side, see [7, 8, 9, 10], for example.
Among solutions with reduced symmetry which have been found are black branes
which describe homogeneous but anisotropic phases, i.e. phases which leave transla-
tional invariance, at least in some generalized sense, intact, but which break rotational
symmetry. An example of such a phase on the field theory side is a spin density wave
phase, well known in condensed matter physics. Such black brane solutions were sys-
tematically studied in [11, 12, 13] and it was shown that they can be classified using the
Bianchi classification developed earlier for understanding homogeneous cosmologies. A
natural follow up question is about the transport properties in such anisotropic phases.
One would like to know whether these transport properties reveal some interesting
and qualitatively new types of behavior when compared to weakly coupled theories or
strongly coupled isotropic situations which have already been studied via gravity.
In this paper we turn to examining this question in one of the simplest examples
of an homogeneous but anisotropic phase. This phase is obtained by considering a five
dimensional system consisting of gravity coupled to a massless scalar, the dilaton, in
the presence of a negative cosmological constant. The anisotropic phase arises when the
dilaton is subjected to a linearly varying boundary condition along a spatial direction in
the asymptotically AdS5 region. More precisely, a non-normalisable mode for the dila-
ton is turned on in the asymptotically AdS5 region which is linearly varying along one
of the boundary spatial directions. The spatial direction along which the dilaton varies
breaks isotropy. The resulting solution is characterized by two parameters, ρ, which is
proportional to the dilaton gradient and is a measure of the breaking of isotropy, and
T , the temperature. By taking the dimensionless ratio ρ/T to be large or small we can
consider the highly anisotropic case or the mildly anisotropic one respectively.
Next, we analyze the transport properties of this system, and studying its stability
by both examining the thermodynamics and the spectrum of quasi normal modes in
some detail. We also set up the fluid mechanics which arises in anisotropic phases in
some generality and apply these general considerations to study the system at hand.
When the anisotropy is small its effects can be incorporated systematically, starting
with the well known rotationally invariant black brane in AdS5, in a perturbative
expansion in ρ/T . The resulting changes in thermodynamics and transport properties
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are small, as expected. It is the region where the anisotropy is big, with ρ/T ≫ 1, that
is truly interesting, and where qualitatively new phenomenon or behavior could arise.
It is this region of parameter space that we mostly explore in this paper.
Before proceeding it is worth mentioning that the linearly varying dilaton actually
breaks translational invariance along with rotational invariance. Thus, it would seem
that this system is quite different from the ones mentioned above which describe homo-
geneous but anisotropic phases. In fact the similarity is closer than one might expect
because for the more standard situation, where the dilaton takes a constant asymptotic
value, it is well known that the thermodynamics of the dual CFT is independent of
this asymptotic value, in the gravity approximation. As a result, any corrections to the
thermodynamics must be proportional to the gradient of the dilaton. Since this is a
constant for a linearly varying dilaton, the resulting thermodynamics behaves like that
of a translationally invariant, but anisotropic system.
We find that when T = 0, with fixed ρ, the resulting extremal black brane flows to
an AdS4×R attractor geometry in the near horizon region. This shows that in the dual
field theory the anisotropy is in fact a relevant perturbation and the theory flows to a
new fixed point characterized by the symmetries of a 2 + 1 dimensional CFT, unlike
the theory in the UV which is a CFT in 3 + 1 dimensions. Starting from this extremal
geometry we then study the effects of turning on a small temperature, so that ρ/T
continues to be large but not infinite. The essential features of the thermodynamics
can be understood analytically from the near-horizon region. We find that the system
is thermodynamically stable, with a positive specific heat.
We then turn to analyzing the viscosity of the system in more detail. In a rotation-
ally invariant theory there are two independent components of the viscosity, the shear
and bulk viscosity. In the conformally invariant case the bulk viscosity vanishes. Once
rotational invariance is broken the viscosity has many more independent components
and should be thought of most generally as a fourth rank tensor, with appropriate sym-
metry properties. In our case, for a dilaton gradient along the z direction, rotational
invariance in the x− y plane is preserved and can be used to classify the various com-
ponents. We find that viscosity, η‖, which corresponds to the spin two component of
the metric perturbations continues to saturate the famous Kovtun-Son-Starinets (KSS)
bound, see [14], [15], with
η‖
s
=
1
4π
, (1.1)
where s is the entropy density. But the viscosity, η⊥, which corresponds to the spin one
component can become much smaller, violating this bound. In fact, close to extremality
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it goes like,
η⊥
s
=
8πT 2
3ρ2
. (1.2)
so that the ratio η⊥/s vanishes as T → 0 for fixed ρ.
In section 5 we study the quasi normal modes of the system in considerable detail,
see [16] for a general discussion. Our emphasis is on the regime close to extremality
where, as mentioned above, components of the viscosity can become very small. In
the rotationally invariant case, the KSS bound can be violated, see [17], [18], [19],
[20], but attempts to make η/s very small often lead to pathologies, like causality
violation in the boundary theory, see [21], [22]. Here, in the anisotropic case, we find
no signs of instability, close to extremality, for the quasi normal modes we study. All
the frequencies of these modes we find lie safely in the lower complex plane. While we
do not study all the quasi normal modes, we view the absence of any instability in the
fairly large class we have studied as an encouraging sign of stability for the system.
In section 6 we turn to a more detailed analysis of the fluid mechanics. We first
describe in fairly general terms how to set up the fluid mechanics, at least to first order
in the derivative expansion for the stress tensor, for anisotropic phases. The breaking
of rotational invariance is characterized by a four vector, ξµ, proportional to the dilaton
gradient which enters in the fluid mechanics. As a result the number of allowed terms
in the constitutive relation for the stress tensor proliferate. An added complication
is that the system we are considering actually breaks translational invariance. While
the equilibrium thermodynamics still continues to be translationally invariant, as was
mentioned above, the breaking of translational invariance does need to be accounted
for in out of equilibrium situations pertaining to fluid mechanics. We describe how to
do so in a systematics manner in the derivative expansion as well. Towards the end of
this section we consider a simple example of a flow between two plates with a relative
velocity between them. This is a canonical situation where the shear viscosity results
in a friction force being exerted by the fluid on the plates. Due to the breaking of
rotational invariance we find that the friction force is different depending on how the
plates are oriented. For a suitably chosen orientation it turns out to be proportion to
η⊥, eq.(6.18), and can become very small close to extremality, as T → 0.
In section 7 we discuss string embeddings of our system. The simplest embedding
is the celebrated example of IIB string theory on AdS5 × S5. However, we find that
in this example there is an instability for the extremal and near-extremal brane which
arises from a KK mode on S5. This mode saturates the BF bound in AdS5 but lies
below the BF bound for the AdS4 geometry which arises in the near horizon limit of
the near-extremal black brane.
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Let us make some comments before concluding this introduction. First, it is worth
pointing out that the equations which govern the fluid mechanics of an isotropic phase
are always rotationally invariant since these equations inherit the symmetries of the
underlying equilibrium configuration. The solutions of these equations in contrast of
course need not be, and are often not, rotationally invariant. The rotational symmetry
can be broken, for example, by initial conditions. This is what happens for example
in relativistic heavy ion collision experiments. Rotational invariance is not broken
in equilibrium by heating up QCD to temperatures attained at heavy ion colliders.
However the initial conditions for the collisions are anisotropic resulting in anisotropic
fluid flows. In contrast, the system we are studying has no rotational invariance in
equilibrium, and the resulting equations of fluid mechanics themselves break rotational
invariance regardless of initial or boundary conditions.
Second, some references which directly bear on the study being discussed here
should be especially mentioned. The behavior of the gravity-dilaton system, subjected
to a general slowly varying dilaton, was studied in [23]. Our results in this paper extend
this analysis to the rapidly varying case, after restricting to the linearly varying profile.
In fact the more exotic phenomenon arise in the rapidly varying limit as mentioned
above. Anisotropic phases along with their viscosity was discussed in [24], [25], [26],
[27], [28], [29], [30], [31], [32], [33], [34], [35]. It was found that the shear viscosity can
acquire components in some cases which violate the KSS bound [30], [31], [32], [33],
[35]. In particular, in [25] [30] and [31], a system quite similar to the one studied here
was analyzed in some depth. These authors considered the gravity system coupled to
an axion-dilaton which is subjected to a linearly varying axion instead of dilaton. The
related paper by [32] found that some components of the viscosity tensor can become
very small violating the KSS bound eq.(1.1). The main virtue of the dilaton system we
have studied is that it is somewhat simpler and this allows the study of issues related
to stability to be carried out in more detail. In the paper [33] the F1 − NS5 system,
which is supersymmetric and thus stable, was studied and the ratio of viscosity to
entropy density, for a component of viscosity, was found to go like T 2, as in our case.
Gravitational systems where the phase of a complex scalar is linearly varying have been
studied in [36]. The near horizon extremal AdS4×R solution we obtain, with a linearly
varying dilaton, was found earlier in section 6 of [37], see also [38].
Let us end by mentioning that besides the contents of various sections summarized
above, additional important details can also be found in appendices A - E. In particular
appendix B contains details on how to set up the fluid mechanics in anisotropic situa-
tions, and appendix C and D discuss, from a fluid mechanics perspective, the response
after coupling to a metric and the linearized fluctuations about equilibrium. These
allow us to relate the transport coefficients which appear in fluid mechanics to results
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from the gravity side. Appendix A and E contain more details of the calculations of
the stress energy tensor and quasi normal modes in the gravity theory and appendix
F contains a discussion of instabilities in AdS space. Appendix F analyses instabilities
in AdS4 and shows that they are relatively insensitive to the UV completion of the
geometry and continue to persist independent of the details of this completion. This
is due to the infinite throat of the AdS4; the argument is also valid for other AdSd+1
spaces and should be generalizable for other attractor geometries as well. Finally Ap-
pendix G contains an analysis of a similar theory in one lower dimension. In this case
the spacetime is asymptotically AdS4, and the near horizon extremal geometry due to
the linearly varying dilaton is AdS3 ×R. One finds that a component of the viscosity,
compared to the entropy density, again becomes small. One advantage in this case is
that some of the analysis of the quasi normal modes can be carried out analytically.
2. Anisotropic solution in dilaton gravity system
We consider a system consisting of gravity, a massless scalar field, φ, which we call the
dilaton, and cosmological constant, Λ, in 5 space time dimensions with action,
Sbulk =
1
2κ2
∫
d5x
√−g
(
R + 12Λ− 1
2
(∂φ)2
)
. (2.1)
Here 2κ2 = 16πG is the gravitational coupling with G being Newton’s Constant in
5-dimension. This system is well know to have an AdS5 solution with metric
ds2 = L2
[
− u2dt2 + du
2
u2
+ u2(dx2 + dy2 + dz2)
]
(2.2)
and with a constant dilaton. L2, the radius of AdS space, is related to Λ by
Λ =
1
L2
. (2.3)
We will also use the constant Nc defined by
L3
G
=
2N2c
π
. (2.4)
In the discussion which follows we use units where
Λ = 1, (2.5)
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so that from eq.(2.3)
L = 1. (2.6)
The system above is well known to arise as a consistent truncation of the bulk
system in many cases, e.g., AdS5×S5 solution of IIB supergravity, and more generally
several AdS5×M5 solutions where M5 is an Einstein Manifold. In the dual field theory,
the dilaton is dual to a dimension 4 scalar operator, e.g., in the AdS5 × S5 case dual
to the N = 4 SYM theory it is dual to the gauge coupling.
We will be interested in solutions which break the rotational invariance in the three
spatial directions. This breaking of rotational invariance will be obtained by turning
on the dilaton. We will show below that a set of black brane solutions can be obtained
in which the dilaton varies linearly along one of the spatial directions, say z, and takes
the form:
φ = ρ z. (2.7)
Note that this will be the form of the dilaton in the bulk, in the solutions we consider 1.
In particular the dilaton will be independent of the radial direction u. The parameter ρ
will be an additional scale which will characterizes the breaking of rotational invariance.
The resulting metric which arises after incorporating the back reaction due to the
dilaton will preserve rotational invariance in the x, y directions. In addition, since the
dilaton stress energy only depends on gradients of the dilaton, it will be translationally
invariant in t, x, y, z. In this way by turning on a simple linear dilaton profile we will
find a class of black brane solutions which correspond to homogeneous but anisotropic
phases of the dual field theory.
The metric which arises after incorporating the dilaton back reaction can be written
in the form,
ds2 = −A(u)dt2 + du
2
A(u)
+ β B(u)(dx2 + dy2) + C(u)dz2. (2.8)
The coefficient β on the RHS above can be clearly set to unity by rescaling x, y, but
we will keep it explicitly in the metric, since this will prove convenient in some of the
following analysis.
The trace reversed Einstein equations and the equation of motion for the dilaton
1In a string embedding, e.g., IIB theory on AdS5 × S5, as discussed towards the end of this paper,
the gravity approximation can break down at large |z| when the dilaton gets very large or small. We
have in mind placing the system in a box of size LB along the z direction to exclude this large |z|
region. Mostly our interest is in near-extremal situations and our conclusions will follow by taking
1/T < LB < 1/ρ.
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are given by
Rµν + 4Λgµν − 1
2
∂µφ∂νφ = 0
∇2φ = 0.
(2.9)
In terms of the metric coefficients, the uu, tt, xx, zz components of the trace reversed
Einstein equations can be written explicitly as
4Λ
A
− A
′B′
2AB
+
B′2
2B2
− A
′C ′
4AC
+
C ′2
4C2
− A
′′
2A
− B
′′
2B
− C
′′
2C
= 0,
−4ΛA + AA
′B′
2B
+
AA′C ′
4C
+
1
2
AA′′ = 0,
4ΛB − 1
2
A′B′ − AB
′C ′
4C
− 1
2
AB′′ = 0,
−ρ
2
2
+ 4ΛC − 1
2
A′C ′ − AB
′C ′
2B
+
AC ′2
4C
− 1
2
AC ′′ = 0.
(2.10)
It is easy to see that the linearly varying ansatz, eq.(2.7), for the dilaton satisfies its
equation of motion. Moreover, while the dilaton does not become constant asymptoti-
cally, as u→∞, its back reaction on the metric can easily be seen to be sub dominant
compared to Λ in this region. Thus the metric becomes that of AdS5, eq.(2.2), as
u → ∞. In particular, we will assume that no non-normalizable deformation for the
metric is turned on so that we are considering the dual field theory in flat space. We
also see that the non-normalizable mode is turned on for the dilaton, this means that
the dual field theory is subjected to a varying source term, e.g. for the N = 4 case a
linearly varying gauge coupling. The varying source term breaks rotational invariance
and gives rise to the anisotropic phases which we study2.
We will choose β so that the asymptotic form for the metric is AdS5, eq.(2.2), in
effect setting the speed of light i.e. c = 1 at the boundary3. With these normaliza-
tions the thermodynamics can be easily computed. First, we note that the Euclidean
2It is worth noting that the source terms in the boundary by themselves do not preserve even
translational invariance. However the response of the metric in the bulk only cares about gradients of
the dilaton and thus is translationally invariant. In the boundary theory this implies that the resulting
expectation values of the stress tensor or the operator dual to the dilaton are also translationally
invariant. This happens from the field theory point of view because the expectation value of energy
density, entropy etc in the CFT is independent of the value of the gauge coupling, gYM , for any
constant value of gYM in the gravity approximation. Therefore any deviations from these results must
be proportional to the gradient of the gauge coupling which preserves translational invariance.
3In general the asymptotic behavior of gzz → γ u2, and the additional constant γ would also then
have to be taken into account in the determining the thermodynamics. In the analysis below we will
see how this constant can be set equal to unity.
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continuation of the above metric in the t, u plane takes the form
ds2E ≈ A′(uH)(u− uH)dt2 +
du2
A′(uH)(u− uH) , (2.11)
The requirement of regularity of the metric at the horizon then implies that the inverse
of the period of the Euclidean time is identified with the temperature
T =
1
δtE
=
A′(uH)
4π
, (2.12)
The entropy can be calculated as follows. The area element on a t = const., u = uH ,
is given by
dAH = βB(uH)
√
C(uH)dxdydz. (2.13)
The entropy is given by
S =
AH
4G
(2.14)
so that the entropy density per unit volume in the xyz-direction is
s =
N2c
2π
βB(uH)
√
C(uH). (2.15)
2.1 Gravity solutions
We will be interested in black brane solutions at finite temperature T , with a dilaton
of the form in 4 eq.(2.7). These solutions have two mass scales, T and ρ. High values of
ρ/T will be highly anisotropic, while low values of ρ/T will be nearly isotropic solutions.
The solution in the regime where ρ/T ≪ 1 can be constructed by starting with the
black brane in AdS5 and incorporating the effects of the varying dilaton perturbatively
in ρ/T . Upto second order in ρ/T one gets
A(u) = u2 − u
4
H
u2
+ ρ2a1(u),
B(u) = u2 + ρ2b1(u),
C(u) = u2 + ρ2c1(u),
(2.16)
4The work in this section was jointly done with Prithvi Narayan.
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where the coefficient functions are given by
a1(u) =
1
12
(
u2H
u2
− 1
)
,
b1(u) = − u
2
24u2H
log
[
1− u
4
H
u4
]
− u
2
u2H
log
[
u2 + u2H
u2 − u2H
]
,
c1(u) =
u2
12u2H
log
[
1− u
4
H
u4
]
+ 2
u2
u2H
log
[
u2 + u2H
u2 − u2H
]
.
(2.17)
This second order solution is a special case of the general discussion in [23]. We have also
obtained the solution upto fourth order, the resulting expressions are quite complicated
and can be found in [39].
The solution in the highly anisotropic region, where ρ/T →∞ is more interesting.
It is useful to first consider the extremal case where T = 0 with ρ 6= 0. In this case
the full black brane solution is hard to find analytically but a simple calculation shows
that the near horizon region is of the form AdS4 ×R, with metric components,
A(u) =
4
3
u2, B(u) = u2, C(u) =
ρ2
8
, (2.18)
Note that we have retained β as in eq.(2.8), as a free parameter in the solution. In
fact, as often happens with attractor geometries, eq.(2.18) is an exact solution of the
equations of motion, with the dilaton given by eq.(2.7).
This attractor geometry will play an important role in the subsequent discussion.
It is worth emphasizing that the linear variation of the dilaton gives rise to extra
components in the stress tensor which prevent the z direction from shrinking, resulting
in the AdS4 ×R geometry. Also we note from eq.(2.18) that the AdS4 geometry has a
radius smaller than that of the asymptotic AdS5,
L24 = 3/4L
2. (2.19)
Starting with the near horizon geometry in eq.(2.18) we can show that by adding
a suitable perturbation which grows in the UV the solution matches asymptotically to
the AdS5 metric, eq.(2.2), for a suitable choice of β. The form of this perturbation is
A(u) =
4
3
u2 (1 + δA(u)) ,
B(u) = βu2 (1 + δA(u)) ,
C(u) =
ρ2
8
(1 + δC(u)) ,
(2.20)
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Figure 1: Numerical interpolation of near horizon AdS4 × R to asymptotic AdS5, for
the metric coefficients A(u), B(u) with ρ = 1 and c1 = 2.
with
δA(u) = a1 u
ν , δC(u) = c1 u
ν ,
a1 =
1
16
(
−7 +
√
33
)
c1, ν =
1
2
(
−3 +
√
33
)
.
(2.21)
The analysis showing that after turning on this perturbation one matches with AdS5
at large u was carried out using mathematica. The resulting value of β is
β =
4
3
. (2.22)
By adjusting the coefficient c1 one can ensure that the asymptotic behavior of C(u) in
the metric eq.(2.18), eq.(2.8) agrees with eq.(2.2).
A plot showing the resulting metric components as a function of u is given in Fig. 1
and Fig. 2. These plots were obtained by numerical interpolation for the case ρ = 1 and
c1 = 2. Asymptotically, as u→∞, one finds that A(u), B(u)→ u2, while C(u) = γ u2,
with γ 6= 1.
Now that we have understood the extremal solution, one can also turn on a small
temperature, while still keeping ρ/T ≫ 1. In the near-horizon AdS4 × R region the
metric components for the near extremal solution are given by
A(u) =
4
3
(
u2 − u
3
H
u
)
, B(u) = u2, C(u) =
ρ2
8
. (2.23)
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Figure 2: Numerical interpolation of near horizon AdS4 × R to asymptotic AdS5, for
the metric coefficient C(u) with ρ = 1 and c1 = 2.
The horizon radius uH is related to the temperature by
T =
uH
π
. (2.24)
Note that the effects of the temperature die out at large u, thus the perturbation
eq.(2.20), eq.(2.21), when added to this solution will flow at large u to AdS5 space, for
small enough values of uH . Using the definition in eq.(2.15), the entropy density for
the solution in eq.(2.23) can be obtained as
s =
N2c π
3
√
2
ρ T 2, (2.25)
where we used the numerical value of the coefficient β from eq.(2.22). It is fixed by
requiring that the metric becomes AdS5 of form eq.(2.2). To leading order in T the
resulting value of β is the same as in the extremal case.
3. Thermodynamics
The aim of this section is to discuss the thermodynamics of the anisotropic solutions
presented in the previous section from both field theory and gravity point of view.
First we shall discuss basic facts in general about thermodynamics for the situation
when we have anisotropy in one of the spatial directions from purely field theory point
of view. Then we shall consider the gravity solutions explicitly and check that the
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thermodynamics obtained from the study of dual gravity background is consistent with
that obtained from the field theory analysis.
3.1 Thermodynamics of anisotropic phase from boundary analysis
We consider a relativistically invariant quantum field theory at temperature T . It’s
partition function is given by
Z[φ, gµν ] =
∫
DΨ e−S[φ,gµν ]. (3.1)
Here Ψ stand for the fields in the theory over which one must integrate. S is the action
which depends on the fields, Ψ, and also on the background metric gµν and the dilaton
φ.
The metric has Euclidean signature and is of the form
ds2 =gµνdx
µdxν
=e2σ(~x)
(
dt + ai(~x)dx
i
)2
+ g˜ij(~x)dx
idxj,
(3.2)
where i = 1, 2, 3, and where time t has periodicity,
tE : [0, β], with β =
1
T
. (3.3)
The resulting partition function is a functional of φ, gµν . With the system of interest
here in mind we would like to consider cases where the dilaton is linearly varying with
the profile eq.(2.7). The system is therefore characterized by two energy scales, T, ρ.
We will take the metric to be varying slowly compared to both T, ρ.
For the systems we are studying this boundary partition function can be obtained
by evaluating the dual path integral in the bulk. As was discussed above in the bulk
it is clear that the dependence on φ can only arise through gradients of the dilaton.
For the dilaton profile under consideration, eq.(2.7) this means the partition function
would depend on
χ = ξ2 ≡ ξµξµ, (3.4)
where
ξµ = ∂µφ. (3.5)
When the metric is varying slowly we can express the dependence of log(Z) on the
metric, gµν , in terms of a derivative expansion. It will be enough for our case to set
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ai = 0 in the metric in eq.(3.2). This gives
5,
W = logZ =
∫
d3x
√
g˜
1
Tˆ
P (Tˆ , χ) + · · · ,
√
g˜ =Det[g˜ij], Tˆ = Te
−σ + · · · ,
(3.6)
where the terms in the ellipses stand for terms with one or more derivatives of the
metric. It will be enough for our purposes to consider the leading term on the RHS
above.
In the flat space limit, the stress tensor is defined in terms of the variation of logZ
with respect to the metric gµν
〈T µν〉 = − 2√
g
δW
δgµν
∣∣∣∣
gµν=δµν
, (3.7)
where
√
g = Det[gµν ]. With the metric in eq.(3.2) and ai = 0 we get
T µν =
2Tˆ√
g˜
δ logZ
δgµν
∣∣∣∣
σ=0, g˜ij=δij
. (3.8)
The µ = 0, ν = 0 component of the stress tensor can be obtained from eq.(3.8) as,
T00 = e
2σ
[
− P + Tˆ ∂P
∂Tˆ
]∣∣∣∣
σ=1
= −P + T ∂P
∂T
. (3.9)
With the following definitions of the energy density
T00 = ǫ (3.10)
and the entropy density
s =
∂P
∂T
∣∣∣∣
χ
, (3.11)
one readily obtains the thermodynamic relation,
ǫ+ P = sT. (3.12)
5Note that the dependence of partition function on χ and the subsequent discussions are similar in
structure to the superfluid case studied in [40].
– 15 –
Next, we consider the µ = i, ν = j component of the stress tensor
T ij =
−2Tˆ√
g˜
gikgjl
δ logZ
δgkl
= −2gikgjl
[
−1
2
gklP +
∂P
∂χ
∂χ
∂gkl
]
= Pgij + fξiξj, (3.13)
where we have defined
f = −2∂P
∂χ
∣∣∣∣
T
. (3.14)
Using the definitions of entropy density in eq.(3.11) and of the function f from eq.(3.14)
one obtains the relation
dP = s dT − 1
2
f dχ. (3.15)
From eq.(3.13) we obtain
T xx = T yy = P,
T zz = Pz = P + f(ξ
z)2.
(3.16)
The last equation in eq.(3.16) implies
Pz = P − 2∂P
∂χ
(ξz)2. (3.17)
Defining the extensive quantities i.e. total energy E = ǫ V and total entropy S = s V
in terms of the energy density, entropy density and the volume V , one can further
obtain a thermodynamic relation from eq.(3.12), and eq.(3.15),
dE + P dV +
1
2
f V dχ = T dS. (3.18)
This is the first law of thermodynamics but now also including a term which arises due
to the presence of the dilaton gradient.
A few comments are now in order. First, we note from eq.(3.18) and eq.(3.16) that
the pressure P which is conjugate to the volume V is {µ = x, ν = x} or {µ = y, ν = y}
component of the stress tensor T µν . Second, a useful analogy to keep in mind for
comparison is that of a system in a magnetic field, H . For such a system the first law
takes the form,
dE + P dV +M dH = T dS, (3.19)
with M being the magnetization of the system. By comparing we see that χ, which is
determined by the external dilaton’s gradient, plays the role of the external magnetic
field and 1
2
fV the role of M .
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The various components of the stress tensor in eq.(3.9), eq.(3.13) can be combined
in the following simple form
T µν = (ǫ+ P )uˆµuˆν + Pgµν + fξµξν , (3.20)
where uˆµ the velocity four-vector is given by
uˆµ = (1, 0, 0, 0). (3.21)
With this general analysis of the thermodynamics in hand we are now ready to
turn to the system at hand. We will consider first the low anisotropy region and then
the high anisotropy region below.
3.2 More on thermodynamics of the highly anisotropic regime: ρ/T ≫ 1
We are now ready to consider some aspects of the highly anisotropic regime.
We begin with the T → 0 extremal limit, where, ρ/T → ∞. In this limit the
thermodynamic identity eq.(3.12) becomes
ǫ0 + P0 = 0. (3.22)
where the subscript 0 indicates the T = 0 values. Notice that it follows from eq.(3.22)
that if the energy density ǫ0 > 0 the pressure P0 < 0. We will comment on this feature
further below. Finally, since the near horizon geometry is AdS4×R the entropy vanishes
in the extremal case.
Close to extremality, for T
ρ
≪ 1, the entropy density no longer vanishes. To leading
order we see that
s = c1ρ T
2, (3.23)
where c1 > 0. We can express the other thermodynamic variables as corrections about
the extremal values,
ǫ = ǫ0 + δǫ, P = P0 + δP, f = f0 + δf. (3.24)
Using the identity eq.(3.11) one obtains
δP =
c1
3
ρT 3. (3.25)
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Further using the relation eq.(3.12) along with eq.(3.22) one obtains,
δǫ =
2c1
3
ρT 3. (3.26)
Next, can also use the relation eq.(3.14) and eq.(3.25) to get
δf = − 1
ρ2
δP. (3.27)
This in turn gives from eq.(3.16) that
δPz = 0. (3.28)
Let us end this subsection with two comments. First, we will see from the gravity
analysis that the trace anomaly in this system takes the form
T µµ =
N2c ρ
4
192π2
. (3.29)
In particular the RHS above is independent of T . This means that the corrections to
the energy and pressures must satisfy the relation
Tr[δTµν ] = δT
µ
µ = −δǫ+ 2 δP + δPz = 0. (3.30)
We see from the expressions obtained above that this relation is indeed met. We have
also seen that δPz vanishes at small temperature. This can be understood in terms
of the AdS4 × R solution which describes the near horizon geometry. The AdS4 × R
solution should be dual to a CFT which is Lorentz invariant in 2 + 1 dim. Small
temperature or energy excitations should be states in this CFT. The trace anomaly in
this CFT takes the form
−δǫ0 + δPx + δPy = 0. (3.31)
On the other hand the full asymptotically AdS5 solution is dual to a Lorentz invariant
3 + 1 dimensional theory (with a source turned on) with the trace anomaly eq.(3.29).
This implies that eq.(3.30) must also be valid. Both these constraints then necessarily
lead to vanishing of δPz.
Second, we had mentioned above that the pressure at extremality P0 can be nega-
tive. This might lead to the worry that the system is unstable. However, we see that
the small temperature excitations above extremality have positive δP , and also δPz is
not negative. The stress energy of small excitations there does not show any instability.
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In addition we see from eq.(3.23) that the entropy density and therefore specific heat is
positive, which shows that the system is also thermodynamically stable. An instability
would be present if the compressibility, ∂P
∂V
> 0. But this is not true for our system.
In fact a negative pressure at extremality is akin to what happens in a system with
a positive cosmological constant and does not by itself signal an instability. Let us
also mention that the parameter ρ determines the magnitude of the external forcing
function provided by the dilaton, it is the analogue of an external magnetic field H .
Thermodynamic stability does not require ∂
2F
∂ρ2
to necessarily have a definite sign, where
F denotes the Free energy. This is analogous to what happens in an external magnetic
field. The susceptibility of a system coupled to a magnetic field can be positive or
negative depending on whether the system is para or diamagnetic and stable systems
of both kinds can arise.
3.3 Thermodynamics from gravity
To study the thermodynamics from gravity we need the near boundary behavior of
the metric and the dilaton. From this behavior one can extract the stress energy
tensor 〈T µν〉 after suitably subtracting divergences using the procedure of holographic
renormalization, see [41], [42]. For this purpose one needs to work with a total action
of the form,
Stot = Sbulk + SGH + Sct, (3.32)
where Sbulk is the bulk action given in eq.(2.1), SGH is the Gibbons Hawking boundary
term, and Sct is the counter term action needed to subtract the divergences.
It is convenient to work in Fefferman-Graham coordinates in which the near bound-
ary metric and dilaton take the form
ds2 =
dv2
v2
+ γµν(x, v)dx
µdxν ,
γµν =
1
v2
[
g(0)µν + v
2g(2)µν + v
4(g(4)µν + 2 log v g˜
(4)
µν ) +O(v
6)
]
,
φ = φ(0) + v2φ(2) + v4(φ(4) + 2 log v φ˜(4)) +O(v6).
(3.33)
Here v is a coordinate which vanishes at the boundary and it is related to the coordinate
u by
v =
1
u
+ · · · , (3.34)
where the ellipses stand for corrections which vanish near the boundary where v → 0.
We will follow the analysis in [43]. The counter term action is given in eq. B.12
of [43]. In our case the axion χ = 0 and the boundary metric is flat, γij = δij. Since
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there is no normalizable mode for the dilaton turned on we have
〈O〉 = 0, (3.35)
where O is the operator dual to the dilaton in the boundary. After subtracting the
divergences, the stress tensor has an expectation value
〈Tµν〉 = 1
8πG
[
2
(
g(4)µν − Tr[g(4)] g(0)µν
)
+
(
g˜(4)µν − Tr[g˜(4)] g(0)µν
)
−
(
Tr[g(2)] g(2)µν − Tr[g2(2)] g(0)µν
)
+
ρ2
4
(
g(2)µν − g(2)zzg(0)µν
)]
,
(3.36)
From eq.(B.8), eq.(B.11), eq.(B.16) of [43] we have that6
g˜(4)µν − Tr[g˜(4)] g(0)µν = −
1
24
ρ4
4
(
2δzµδzν − 1
2
δµν
)
. (3.37)
Note in particular that the RHS is independent of temperature and only dependent on
ρ.
Also, from eq.(3.36) we get that trace
〈T µµ 〉 = −ǫ+ 2P + Pz =
N2c ρ
4
192π2
, (3.38)
where the last equality follows from eq.(3.29) and we have also used the relation between
G and Nc given in eq.(2.4) with L = 1.
Note we see from eq.(B.21), eq.(B.22) of [43] that for the system at hand, the trace
anomaly is given by
T µµ =
L3
384πGN
((∂φ)2)2. (3.39)
This agrees with eq.(3.38) after using eq.(2.4), eq.(2.7).
Let us end this subsection with one comment. The choice of counter-terms one
makes does affect the the final result for the stress tensor. However important physical
consequences are independent of this choice. For example, the choice of counter terms
will affect the value of the energy density, ǫ, P , etc, at extremality, as calculated below
in eq.(3.51), but it will not change the additional finite temperature corrections, δǫ, δP ,
etc which determine the physical consequences.
6It is important to note that the dilaton kinetic term in the action, eq.(2.1) of [43] has a relative
factor of 2 with the dilaton kinetic term in our action eq.(2.1).
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3.3.1 Low anisotropy regime: ρ/T ≪ 1
We are now ready to study the low anisotropy region. The asymptotic form of the metric
is given in eq.(A.1), eq.(A.3) appendix A.1. The resulting values for the stress energy
tensor in terms of T, uH are given in eq.(A.4) of appendix A.1. The thermodynamic
quantities can be obtained, as is explained in appendix A.1, as
ǫ =
3
8
N2c π
2T 4 +
1
32
N2c ρ
2T 2 − N
2
c (13− 8 log[2])
1536π2
ρ4 +O(ρ6), (3.40)
P =
1
8
N2c π
2T 4 +
1
32
N2c ρ
2T 2 +
N2c (15− 24 log[2])
4608π2
ρ4 +O(ρ6), (3.41)
Pz =
1
8
N2c π
2T 4 − 1
32
N2c ρ
2T 2 +
N2c (−45 + 72 log[2])
4608π2
ρ4 +O(ρ6), (3.42)
The resulting entropy density becomes
s =
1
2
N2c π
2T 3 +
1
16
N2c ρ
2T − N
2
c ρ
4
192π2T
+O(ρ6), (3.43)
Using eq.(3.40), eq.(3.41) and eq.(3.42) we can also obtain the value of the trace
anomaly
〈T µµ 〉 = −ǫ + 2P + Pz =
N2c ρ
4
192π2
, (3.44)
which agrees with eq.(3.38).
It is also worth pointing out from eq.(A.3) and eq.(3.33) that
(g˜4µν − Tr(g˜4)g0µν) = − 1
24
ρ4
4
[2δzµδzν − 1
2
δµν ], (3.45)
which agrees with eq.(3.37). In fact Tr(g˜4) vanishes.
Let us mention that the low anisotropy regime was also studied in [23] in some
generality.
3.3.2 High anisotropy regime: ρ/T ≫ 1
In this case the full solution cannot be obtained analytically. Instead one can under-
stand the near horizon region analytically and then numerically interpolate to go to
the asymptotically AdS5 region.
We start with the extremal case, with T = 0. The full solution preserves Lorentz
invariance in the t, x, y directions. As a result the metric components in the asymptotic,
u→∞ region take the form
gtt = −1 + ρ
2v2
24
− v4a4(ρ) + 1
96
ρ4v4 log(ρv),
gxx = gyy = 1− ρ
2v2
24
+ v4a4(ρ)− 1
96
ρ4v4 log(ρv),
gzz = 1 +
5ρ2v2
24
+ v4c4(ρ) +
1
32
ρ4v4 log(ρv),
(3.46)
where a4(ρ), c4(ρ) are unknown functions of ρ. Here we are using the Fefferman -
Graham coordinate defined in eq.(3.34).
Note that the coefficient of the log v term is fixed by the anomaly and coefficient
of v2 is fixed in terms of the dilaton in the FG expansion (see [43]).
Using eq.(3.46) in eq.(3.36) gives
ǫ =
N2c (768a4(ρ) + 384c4(ρ)− 5ρ4)
768π2
,
P =
N2c (−768a4(ρ)− 384c4(ρ) + 5ρ4)
768π2
,
Pz =
N2c (ρ
4 − 384a4(ρ))
256π2
.
(3.47)
The anomaly constraint eq.(3.38) allows us to solve for a4(ρ) in terms of c4(ρ) and
yields,
a4(ρ) =
7
1728
ρ4 − 1
3
c4(ρ). (3.48)
From eq.(3.48), eq.(3.47) and eq.(3.17) we get a differential equation for c4 which yields,
c4(ρ) = c1ρ
4 +
1
32
ρ4 log(ρ), (3.49)
where c1 is an integration constant. c1 can be absorbed by introducing a suitable scale
µ giving,
a4(ρ) =
7
1728
ρ4 − 1
96
ρ4 log(
ρ
µ
), c4(ρ) =
1
32
ρ4 log(
ρ
µ
). (3.50)
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Finally, inserting eq.(3.50) back in eq.(3.47) gives
ǫ =
N2c ρ
4
(
−17 + 36 ln( ρ
µ
)
)
6912π2
,
P = −
N2c ρ
4
(
−17 + 36 ln( ρ
µ
)
)
6912π2
,
Pz =
N2c ρ
4
(
−5 + 36 ln( ρ
µ
)
)
2304π2
.
(3.51)
Note that at the leading order ǫ = −P in eq.(3.47) and also in eq.(3.51), hence
from eq.(3.12) the entropy is zero. It is worth noting that an additional scale µ has
appeared in the expressions above. The value of µ can be determined from a numerical
analysis where the full solution which interpolates between the near horizon region and
asymptotic AdS space is constructed. Note also that eq.(3.50) determines all terms in
the metric eq.(3.46) which go like v4 log(v). One can verify that these terms satisfy the
relation eq.(3.37).
The behavior at small temperatures above extremality was discussed in subsection
3.2 above. Numerically we find that the coefficient c1 in eq.(3.23) takes the value
c1 =
N2c π
3
√
2
. (3.52)
The resulting values of thermodynamics quantities can then be obtained from the for-
mula in subsection 3.2.
4. Computation of the viscosity from gravity
In isotropic situations it is well known that the shear viscosity for any system having
a gravity dual is given by
η
s
=
1
4π
, (4.1)
where s is the entropy density. This result holds as long as Einstein’s two deriva-
tive theory is a good approximation on the gravity side. The only other independent
component is the bulk viscosity which vanishes for a conformally invariant theory.
More generally, for anisotropic situations, the viscosity should be thought of as a
tensor ηij,kl where the indices, i, j, k, l, take values along the spatial directions. A Kubo
formula can be written down relating the viscosity to the two point function of the
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stress tensor and takes the form:
ηij,kl = − lim
ω→0
1
ω
Im
[
GRij,kl(ω)
]
, (4.2)
where
GRij,kl(ω, 0) =
∫
dtdx eiωt θ(t) 〈[Tij(t,x), Tkl(0, 0)]〉 (4.3)
is the retarded Green’s function, and Im denotes its imaginary part. Note that we
are interested here in the viscosity at vanishing spatial momentum. It is clear from
eq.(4.2) that the viscosity is a fourth rank tensor, ηij,kl, symmetric in i, j and k, l
and also symmetric with respect to the exchange (ij) ↔ (kl). This means it has 21
independent components.
In the gravity theory, this two point function can be calculated by studying the
behavior of metric perturbations in the corresponding black brane solution. The solu-
tion we are interested in preserves partial rotational invariance in the x− y plane. We
can use this unbroken SO(2) subgroup, R, to classify the perturbations. We write the
metric as
ds2 = gMN dx
MdxN + hµν dx
µdxν . (4.4)
Here gMN , with M,N = t, u, x, y, z, stands for the background black brane metric
while, hµν , with µ, ν = t, x, y, z, correspond to general metric perturbations. We have
made a gauge choice to set huu = huµ = 0. Let us note before proceeding that for the
brane solution we consider the black brane metric is given in eq.(2.8), in the following
discussion we will take it to be more generally of the form
ds2 = −gttdt2 + guudu2 + gxxdx2 + gyydy2 + gzzdz2. (4.5)
The two-point functions of the spatial components of the stress tensor, which ap-
pear in eq.(4.3) require us to study the behavior of the metric perturbations hµν where
µ, ν = x, y, z. There are six independent components of this type. Two of these,
(hxx− hyy), hxy, carry spin 2 with respect to R. Two more, hxz, hyz, carry spin 1. The
remaining two, (hxx + hyy) and hzz, are of spin 0. Correspondingly, we see that the
viscosity tensor will have 5 independent components 7. Actually, the analysis of the
spin 0 sector is more complicated due to mixing with the dilaton perturbation. We will
comment on this more below.
The spin 2 and spin 1 perturbations, as we will see below, satisfy an equation of
the form,
∂u
(√−gP (u)guu∂uφ(u))− ω2N(u)gttφ(u) = 0, (4.6)
7There are three independent two point functions among the two spin 0 perturbation.
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where φ is a scalar field, whose precise relation to the metric perturbation will be
discussed shortly, and the functions P (u), N(u) are determined in terms of background
metric. The expectation value of the dual operator is determined, as per the standard
AdS dictionary in terms of the canonical momentum
Π(u, ω) =
1
16πG
√−gP (u)guu∂uφ(u). (4.7)
It then follows that the retarded Green’s function takes the form
Gret = −Π(u, ω)
φ(u, ω)
∣∣∣∣∣
u→∞
. (4.8)
And the response function which will enter in the definition of the viscosity eq.(4.2) is
given by
χ = lim
ω→0
Π(u, ω)
iωφ(u, ω)
∣∣∣∣∣
u→∞
. (4.9)
An important fact, see [44], is that the RHS of eq.(4.9) can equally well be evaluated
very close to the horizon, u = uH, instead of at the boundary of AdS space, u → ∞.
This follows from noting that to evaluate the RHS we are interested in the behavior of
the ratio (Π(u) / φ(u)) only upto O(ω)2 correction, as ω → 0. Now from the equation of
motion, eq.(4.6), we see that unless we are very close to the horizon, where gtt diverges,
the second term can be neglected since it is proportional to ω2. Thus
∂uΠ = 0 (4.10)
upto O(ω)2. From eq.(4.10) it follows that
Π = C, (4.11)
where C is a constant, independent of u. At u → ∞ it will turn out that φ goes to a
constant upto O(ω2). Thus it will turn out that C in eq.(4.11) vanishes upto O(ω2)
and therefore φ itself is a constant.
From the discussion above it follows that ∂u(
Π
φ
) = 0 upto O(ω2) leading8 to
χ = lim
ω→0
Π(u, ω)
i ω φ(u, ω)
∣∣∣∣∣
u→uH
. (4.12)
8More correctly the vanishing of ∂u(
Π
φ
) = 0 holds as long as we are not too close to the horizon,
more properly the analysis involves a matched asymptotic expansion for small ω.
– 25 –
Now the solution one considers must be regular at the future horizon. This means
that quite generally near the horizon,
φ ∼ e−iω(t+r∗), (4.13)
where the tortoise coordinate,
r∗ =
∫ √
guu
gtt
du. (4.14)
It is then simple to show from eq.(4.12) that
χ = − 1
16πG
P (uH)
√ −g
gttguu
∣∣∣∣∣
u→uH
. (4.15)
The spin 2 and spin 1 components of the viscosity will then follow from the appropriate
response χ.
It will turn out, interestingly, that whereas the spin 2 component still satisfies the
viscosity bound, eq.(4.1), the spin 1 component does not and can become much smaller.
In fact, we will find that at extremality, when T → 0, the spin 1 component will vanish,
while the entropy as discussed above stays finite in this limit. We will denote the spin
2 component of the viscosity as η‖ and the spin 1 component as η⊥.
Before proceeding let us mention that our system is quite analogous to that studied
in [30], [31] and subsequently in 9 [32], where it was found that the η⊥ component of
the viscosity scales with T as in eq.(1.2). This was also found in [33] which studied the
D1-D5 system.
4.1 Computation of the spin 1 component of the viscosity, η⊥/s
The spin 1 component of viscosity can be written, using eq.(4.2), as
η⊥ = ηxz,xz = − lim
ω→0
1
ω
Im
[
GRxz,xz(ω)
]
. (4.16)
To calculate the spin 1 component it is enough to consider the hxz component of a
9We should alert the reader that in [30], [31], [32], the notation for η‖, η⊥ is reversed compared to
ours.
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metric perturbation, eq.(4.4), so that the full metric is of the form
ds2 = −gtt(u)dt2 + guu(u)du2+gxx(u)
d−2∑
i=1
dx2i + gzz(u)dz
2
+ 2e−iωtZ(u)gxx(u)dxdz,
(4.17)
where Z(u) is the perturbation that we need to study. One can easily show that the
other modes decouples from Z(u) and so can be consistently set to zero.
The equation that one obtains for this mode Z(u) is
∂u(
√
ggzzguugxx∂uZ(u))− ω2Z(u)√g gzzgttgxx = 0. (4.18)
Comparing with (4.6) we see that P (u) = gzzgxx, and
φ = Z(u). (4.19)
It also follows from the action eq.(2.1) that the canonical momentum is given by eq.(4.7)
with φ given by eq.(4.19).
The expression for the entropy density is given by
s =
1
4G
√−g√−guugtt
∣∣∣∣∣
uH
. (4.20)
Further using (4.15), eq.(4.8) with eq.(4.16) we obtain
η⊥
s
=
1
4π
gxx
gzz
∣∣∣∣∣
uH
. (4.21)
4.1.1 Low anisotropy regime: ρ/T ≪ 1
Using the form of the metric in this regime given in (2.16) (see also appendix A.1) near
the horizon, the ratio turns out to be
η⊥
s
=
1
4π
− ρ
2 log 2
16π3T 2
+
(6− π2 + 54(log 2)2)ρ4
2304π5T 4
+O
[(
ρ
T
)6]
. (4.22)
As ρ/T → 0 the ratio approaches the universal value
η⊥
s
→ 1
4π
. (4.23)
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Interestingly, the effect of anisotropy is to reduce the value of this ratio from this
universal value.
4.1.2 High anisotropy regime: ρ/T ≫ 1
In this region of parameter space the near horizon region is given by the metric of a
black brane in AdS4 × R geometry, with components, eq.(2.23). From eq.(4.21), with
eq.(2.24) and eq.(2.22) we then get,
η⊥
s
=
8πT 2
3ρ2
. (4.24)
We see that the ratio can be made arbitrarily small, with η⊥
s
→ 0, as T → 0 keeping ρ
fixed. Eq.(4.24) is also reproduced in the introduction, eq.(1.2), since it is one of our
main results.
4.2 Computation of the spin 2 component of the viscosity, η‖/s
The spin 2 component of the viscosity can be written, using eq.(4.2), as
η‖ = ηxy,xy = − lim
ω→0
1
ω
Im
[
GRxy,xy(ω)
]
. (4.25)
To compute the spin 2 component it is enough to consider a metric perturbation with
hxy non-zero. The full metric then takes the form,
ds2 = −gtt(u)dt2 + guu(u)du2 + gxx(u)
d−2∑
i=1
dx2i + gzz(u)dz
2
+ 2e−iωtY (u)gxx(u)dxdy,
(4.26)
where Y (u) is the perturbation that determines η‖. One can easily show that the other
modes decouples from Y (u) and therefore can be consistently set them to zero.
The equation that one obtains for the mode Y (u) is of the form
∂u(
√
gguu∂uY (u))− ω2Y (u)√ggtt = 0. (4.27)
The analysis which follows is similar to the one above, so we will be brief. Compar-
ing with (4.6) we immediately conclude that P (u) = 1. The ratio η‖/s is then easily
computable and is given by
η‖
s
=
1
4π
. (4.28)
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We see that this is the same as in the isotropic case. Thus the spin 2 component of the
viscosity takes the same value as eq.(4.1) in the isotropic case.
4.3 Comments on the spin 0 case
As mentioned above the analysis in the spin 0 sector is more complicated since the two
metric perturbations, (hxx + hyy) and hzz, can mix also with the dilaton perturbation.
We will not discuss this case in further detail here. However, when we analyze the quasi
normal modes we see how the imaginary parts of the hydrodynamical modes determine
or constrain transport coefficients in the spin zero sector.
5. The spectrum of quasi normal modes
In this section we analyze the spectrum of quasi normal modes in some detail with
a view to studying the stability of the brane solutions presented above. Previous
attempts, in the isotropic case, to violate the viscosity bound, eq.(4.1), have sometimes
lead to inconsistencies, see [21], [22]. Since the anisotropic solutions we have found
violate the bound for some components of the viscosity, as was discussed in section
4.1, and in fact do so dramatically close to extremality, it is natural to ask about the
stability of these solutions.
The analysis of the quasi normal modes is quite non-trivial since the solutions of
interest are not known analytically, for general values of the anisotropy parameter ρ/T .
When ρ/T ≪ 1 the solution is close to a Schwarzschild black brane and one does not
expect any instability. The imaginary parts of the quasi normal modes should be safely
in the lower half of the complex plane, for all modes. The only possible exceptions are
the hydrodynamic modes, but these are Goldstone modes and protected by symmetries.
The opposite regime close to extremality, with ρ/T ≫ 1, is the interesting one where
potential instabilities could be present. As mentioned above, this is also the regime
where the violations of the viscosity bound are big.
Close to extremality the solution interpolates between asymptotically AdS5 space
in the UV and an AdS4 × R attractor in the IR, more correctly its finite temperature
deformation. Quasi normal modes of very high frequency, |ω| ≫ ρ, would be localized
near the boundary and one expects them to be very similar to those in AdS5 and thus
to be stable. It is the low frequency modes with
|ω| ≪ ρ, (5.1)
for which instabilities might appear. One expects these modes to be localized in the
near horizon AdS4 × R region, which is quite different from AdS5.
– 29 –
Fortunately, as often happens in the study of near extremal solutions, the black
brane in AdS4 × R is a solution of the equations in motion in its own right. To study
the possible instabilities in the frequency regime, eq.(5.1), we therefore study quasi
normal modes about the AdS4 × R black brane solution below. As we will see, while
the analysis is not fully exhaustive, in the many channels we study we do not find any
instability. The analysis therefore provides considerable evidence that the black brane
solutions studied in this paper are stable.
We should add that analysis we have carried out does not apply to modes with
frequencies |ω| ∼ ρ, which must be analyzed in the full interpolating geometry. It
seems unlikely to us on physical grounds that an unstable mode appears in this regime,
but we have not ruled this out. Doing so would require a numerical analysis about the
background solution which is also known only numerically. We leave such an analysis
for the future.
5.1 General strategy for finding quasi normal modes
Let us now turn to discussing the perturbations in more detail. The metric and dilaton
will be denoted by
gMN = g
(0)
MN + hMN , where M,N = t, x, y, z, u, (5.2)
φ = φ(0) + ψ. (5.3)
Here gMN denotes the background metric for a black brane in AdS4 × R, and φ(0) the
background value for the dilaton given in eq.(2.7). We will work in coordinates where
the background metric is given by
ds2 = −A(u)dt2 + du
2
A(u)
+B(u)(dx2 + dy2) + C(u)dz2, (5.4)
with A(u), B(u), C(u) given in eq.(2.18). Note that since we will be working in the
AdS4 × R region we have set the parameter β which appears in eq.(2.8) to unity.
Indices will be raised and lowered in the following discussion using this background
metric.
In the analysis below we choose the gauge
huµ = 0, where µ = x, y, z, t, (5.5)
and huu = 0. (5.6)
The metric perturbation then has 10 components, and the dilaton perturbation has
one component, making for a total of 11 independent perturbations.
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A perturbation will be partially specified by its momentum ~q = (qx, qy, qz) and
frequency ω with dependence on (x, y, z, t) given by
δφ ∼ ei ~q· ~x−i ω t. (5.7)
The perturbations satisfy the Einstein equations and also the equation of motion for
the dilaton. Once the dependence on (x, y, z, t) is specified these determine the radial
dependence of the perturbations. There are 15 components of the Einstein equations,
of these 5 are constraints which only involve first derivatives with respect to the radial
variable. These 5 constraints reduce the number of independent perturbations from 11
to 6. We will study the behavior of these 6 independent perturbations when we analyze
the quasi normal mode spectrum.
Quasi normal modes are perturbations which satisfy the following two boundary
conditions:
• The modes are in going at the future horizon
• Only normalizable components are turned on at the boundary so that no source
terms are activated in the dual field theory.
These conditions can be met only if the frequencies take “quantized” values, which
are in general complex. A quasi normal mode with a frequency lying in the upper half
of the complex plane will grow exponentially in time signaling an instability.
We will study the spectrum of quasi normal modes about the black brane in AdS4×
R. This solution was given in eq.(2.23) with the radial coordinate being denoted as u.
It will be convenient in the subsequent analysis to work with the coordinate v,
v =
uH
u
. (5.8)
which takes value v = 1 at the horizon, where u = uH and v = 0 at the boundary,
u → ∞. In what follows, throughout this section, we will work without any loss of
generality in units where uH = 1 or equivalently with T = 1/π. We will reinsert them
whenever needed through dimensional analysis.
Our strategy will be as follows. As mentioned in eq.(5.7) a perturbation has mo-
mentum ~q = (qx, qy, qz) and frequency ω. For any choice of ~q, ω, we first identify suitable
combinations of perturbations for which the linearized equations decouple. Denoting a
generic perturbation of this type by Z(v), we will find that such a perturbation satisfies
an equation of the type
a(v)Z ′′(v) + b(v)Z ′(v) + c(v)Z(v) = 0. (5.9)
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The two boundary conditions mentioned above, then give rise to the conditions,
Z(v)|v→1 ∼ (1− v3)− iω4 , Z(v)|v→0 ∼ vγ, (5.10)
where γ > 0.
We will then use use Leaver’s method, [45], to numerically compute the frequencies
of quasi normal modes for the Z(v) perturbation10 [46, 47]. In this method we expand
Z(v) about the midpoint v = 1/2 as
Z(v) =
(
1− v3)− iω4 vγ
M∑
n=0
dn
(
v − 1
2
)n
. (5.11)
Inserting in eq.(5.9) and also expanding the coefficients a(v), b(v), c(v) in a Taylor series
about v = 1/2, we then collect terms of the same order in (v − 1/2) to obtain M + 1
linear relations among the M +1 coefficients dn. These can be summarized as a matrix
equation
M∑
n=0
Amn(z) dn = 0. (5.12)
The matrix elements Amn depend on ~q, ω. For a non-trivial solution we get the condi-
tion,
det[Amn(~q, ω)] = 0, (5.13)
which determines ω in terms of the momentum ~q. As mentioned above the solutions
for ω will be complex in general. With M big enough one can get reasonable numerical
accuracy for ω.
5.2 Modes with qz 6= 0
We first consider modes where the momentum has vanishing component along the x−y
direction, ~q = (0, 0, qz). In the subsequent discussion of this subsection we will use the
notation
q = qz (5.14)
to denote the only non-zero component of the momentum. Additional details pertaining
to this subsection can be found in appendix E.1.
We can use the rotational invariance in the x−y plane to classify the perturbations.
10We thank Sean Hartnoll for generously sharing a mathematica notebook where a similar analysis
of quasi normal modes had been performed.
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Figure 3: QNM plot for spin 2 mode for q
ρ
= 0, 2, with ~q along z direction.
The 11 perturbations (without using the constraint equations) split up as follows:
Spin 2 : hxy , (h
x
x − hyy)/2
Spin 1 : hxt , h
x
z , h
y
t , h
y
z
Spin 0 : (hxx + hyy)/2 , hzz , htt , htz , ψ.
(5.15)
As we will see below, the 5 constraint equations among the Einstein equations will
cut down the number of independent perturbations to 6. We will be able to find linear
combinations among these for which the equations decouple and then use Leaver’s
method for obtaining the quasi normal modes.
5.2.1 Spin 2
It turns out that the equations for hxy and (h
x
x−hyy)/2 automatically decouple and each is
of the form, eq.(5.9) withe the coefficients, a(v), b(v), c(v) given in eq.(E.1) in appendix
E.1.1. The resulting spectrum of quasi normal modes is shown in Fig 3. There are two
plots in this figure, the blue dots correspond to q/ρ = 0, and the red dots to q/ρ = 2.
We see that all the allowed values of ω are in the lower half plane, showing that there
are no instabilities in this channel. Changing the value of q/ρ results in qualitatively
similar plots. From the fact that there is no mode with ω → 0 as q → 0 we see that
there is no hydrodynamic mode in this channel.
5.2.2 Spin 1
In the spin 1 case the equations are coupled together. To decouple them it is useful to
– 33 –
-10 -5 5 10
ReHΩL
-25
-20
-15
-10
-5
5
ImHΩL
q
Ρ
=0
q
Ρ
=2
Figure 4: QNM plots for spin 1 mode with q
ρ
= 0, 2 with ~q along z direction
consider combinations of perturbations which are invariant under a gauge transforma-
tion
hµν → hµν +∇µξν +∇νξµ. (5.16)
where the gauge transformation parameter is of the form
ξM = fM(v) e
i q z−i ω t, with M = t, x, y, z, v, (5.17)
and fM(v) is a general function of v.
Two gauge invariant combinations are
Z
(1)
1 =q h
x
t + ω h
x
z , (5.18)
Z
(2)
1 =q h
y
t + ω h
y
z . (5.19)
These satisfy equations of the form, eq.(5.9) with the coefficient functions given in
eq.(E.3) of appendix E.1.2.
The resulting spectrum of quasi normal modes is shown in Fig 4. The blue dots
in this figure correspond to q/ρ = 0 and the red dots to q/ρ = 2. Once again we see
that all values of ω have Im(ω) < 0. There is a mode, for Z
(1)
1 and Z
(2)
1 , with ω → 0
as q → 0; these are hydrodynamic modes. In appendix E.1.2 we analyze this limit in
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more detail. The resulting dispersion relation, in this limit, we find is given by
ω = −i8 π T q
2
3ρ2
. (5.20)
This gives rise to a viscosity coefficient η⊥ that agrees with the result obtained using
the Kubo formula in section 4.1, eq.(4.24). Note that, eq.(5.18), eq.(5.19) suggests
that in the fluid dynamics side the fluid flow has nontrivial solutions for fluctuation for
velocity δux(t, z) or δuy(t, z) but the temperature is fixed to its equilibrium value. This
is precisely what we found in subsection D.2 eq.(D.10).
There are two additional perturbations in the spin 1 channel besides Z
(1)
1 , Z
(2)
1 . The
constraint equations among the Einstein equations, which were mentioned above, give
rise to first order equations for these perturbations. For example, choosing one of these
two remaining perturbations to be hxt we get the equation
hxt
′(v) =
32q(1− v3)
32q2(1− v3)− 3v2ρ2ω2Z
(1)
1
′
(v), (5.21)
here Z
(1)
1 , which is a known function solving eq.(5.9) for any given (q, ω), can be thought
of as a source term in this equation. The general solution to eq.(5.21) can be written
as
hxt = (h
x
t )
hom + (hxt )
P , (5.22)
where (hxt )
hom solves the homogeneous equation
hxt
′(v) = 0 (5.23)
and (hxt )
P is a particular solution sourced by Z
(1)
1 . Now (h
x
t )
P will have the same
frequency dependence as Z
(1)
1 . So the only additional possibility for independent modes
is from (hxt )
hom. It is easy to see though that eq.5.21 does not admit any solutions which
meet the required two boundary conditions at the horizon and infinity. Thus the full
spectrum of allowed frequencies in the spin 1 case is obtained from those for Z
(1)
1 , Z
(2)
1 .
5.2.3 Spin 0
There are five perturbations in this channel. Two gauge invariant combinations are
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Figure 5: QNM plot for spin 0 mode with q
ρ
= 0,
√
2 for Z
(1)
0 (v) with ~q along z direction
denoted by Z
(1)
0 and Z
(2)
0 . They are given by
Z
(1)
0 (v) =
v2ρ2 (8v + 3ω2)
8 (3q2 + ρ2)
hzz −
8iq2ρv3 − iρ3v2ω2
12q3 + 4ρ2q
ψ − 8 (v
3 − 1)ω
3q
hzt
− 4 (v
3 − 1)
3
htt +
v3 + 2
3
h,
(5.24)
Z
(2)
0 (v) =
1
6
ρ2
(
v2 +
2
v
)
hzz −
1
3
iqρ
(
v2 +
2
v
)
ψ, (5.25)
where h = hxx + h
y
y. These satisfy the decoupled equations
a1(v)Z
(1)
0
′′
(v) + b1(v)Z
(1)
0
′
(v) + c1(v)Z
(1)
0 (v) = 0, (5.26)
a2(v)Z
(2)
0
′′
(v) + b2(v)Z
(2)
0
′
(v) + c2(v)Z
(2)
0 (v) = 0. (5.27)
where the coefficients a1, a2, b1, b2, c1, c2 are given in eq.(E.11), eq.(E.12) appendix
E.1.3.
The resulting spectrum of quasi normal modes for Z
(1)
0 (v) and Z
(2)
0 (v) are shown
in Fig. 5 and 6 respectively with the blue dots for q/ρ = 0 and red dots for q/ρ =
√
2.
We see that all modes have frequencies lying in the lower half plane. From the plot for
the Z
(1)
0 (v) perturbation we see that there is a hydrodynamic mode. As discussed in
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Figure 6: QNM plot for spin 0 mode with q
ρ
= 0,
√
2 for Z
(2)
0 (v) with ~q along z direction
appendix E.1.3 it has a dispersion relation
ω = −3iπ T q
2
ρ2
. (5.28)
Note that, Z
(1)
0 (v) in eq.(5.24) suggests that in the fluid dynamics side the fluid flow has
nontrivial solutions for fluctuation for velocity δuz(t, z) and for temperature δT (t, z).
This is precisely what we found in subsection D.2 eq.(D.13).
The analysis of linearized perturbation in fluid mechanics is carried out in appendix
D. The mode which corresponds to the hydrodynamic mode above is discussed in sec-
tion D.2, eq.(D.16). Comparing we see that eq.(5.28) puts constraints on a combination
of the transport coefficients ζb1, ζ
b
2 and the coefficients n51 , n52 , n63 which appear in the
derivative expansion of 〈O〉, eq.(B.21). Assuming all six terms on RHS of eq.(D.16) are
comparable, barring cancellations, we find that the transport coefficients ζb1, ζ
b
2 scale
with T as
ζb1
s
∼ 1/T , (5.29)
ζb2
s
∼ T. (5.30)
As a result ζb1 ≫ η‖ while η‖ ≫ ζb2 ≫ η ⊥ at small T . Note that in deriving eq.(5.29),
eq.(5.30) we made use of the relations P0 + ǫ0 + fρ
2 ∼ ρ4 ∼ O(T )0, and (∂T ǫ)0 ∼ T 2.
As in the spin 1 case, the constraint equations can be used to obtain first order
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equations for the remaining three spin 0 perturbations in terms of Z
(1)
0 , Z
(2)
0 . These
equations do not give rise to any additional modes.
Let us end this subsection by noting that the independent modes from which the
quasi normal modes arose, were, hxy , (h
x
x− hyy)/2, Z(1)1 , Z(2)1 , Z(1)0 , Z(2)0 , which is indeed
6 in number as mentioned above.
5.3 Modes with qy 6= 0
Next we consider modes with qz = 0. By using the rotational symmetry in the x − y
plane we can take the non-zero momentum to be along the y direction and denote it by
q below. The perturbations then have a dependence going like δφ ∼ eiqy−iωt. Since the
analysis parallels that of the previous subsection we will be more brief in the following
discussion. Also, additional details can be found in appendix E.2.
There are 11 perturbations to begin with, of which only 6 remain after using the
constraints. We describe these modes and their quasinormal modes below. The 6 can
be combined into the following combinations
Z1 = q h
x
t + ω h
x
y ,
Z2 = h
x
z ,
Z3 = v
3hzz,
Z4 =
4
3
q2
(
v3 − 1) htt + 2qωhyt + ω2 hyy
+
1
3
(
2q2
(
v3 + 2
)− 3ω2)hxx + q2v3 hzz,
Z5 = hyz +
q
ω
htz ,
Z6 = htz + iω
ρ
8
ψ.
(5.31)
which are each gauge invariant under a gauge transformation of the form eq.(5.16) with
ξM = fM(v) e
i q y−i ω t, for M = t, x, y, z, v. (5.32)
Each combination in eq.(5.31) satisfies an equation of the form in eq.(5.9). The
coefficient functions for each of the modes are given in appendix E.2.
The resulting spectrum of quasi normal modes is given in Fig 7 to Fig 12. We
observe that, mode Z1 has a hydrodynamic mode in its spectrum. At, q = 0 the
hydrodynamic mode sits at the origin where as at finite momenta, this mode shifts in
the imaginary axis as can be seen from the plot for momenta q = 2. At smaller values
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Figure 7: QNM plot for Z1 mode with q = 0, 2 with ~q along y
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Figure 8: QNM plot for Z2 mode with q = 0, 5 with ~q along y
of momenta the hydrodynamic mode takes the form (see appendix E.2.1)
ω = −i q
2
3 π T
. (5.33)
From the analysis of the hydrodynamic modes (see eq.(D.5) in appendix D) we
obtain
ω = −i η‖
sT
qˆ2, (5.34)
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Figure 9: QNM plot for Z3 mode with q = 0, 5 with ~q along y
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Figure 10: QNM plot for Z4 mode with q = 0, 1, 2 with ~q along y
where qˆ is the momenta defined at the boundary of AdS5. To compare eq.(5.33),
eq.(5.34), we need to rescale the coordinates of spatial directions (x and y) of AdS4
and accordingly the momenta q, see eq.(E.18) appendix E.2. Expressing eq.(5.33) in
terms of the rescaled momenta qˆ and using eq.(5.34) we finally obtain (see appendix
E.2.1 for details)
η‖
s
=
1
4π
. (5.35)
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Figure 11: QNM plot for Z5 mode with q = 0, 5 with ~q along y
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Figure 12: QNM plot comparing both the Z5 and Z6 modes for q = 1 with ~q along y.
This matches with result in eq.4.28. Note that, Z1 in eq.(5.31) suggests that in the
fluid dynamics side the fluid flow has nontrivial solutions for fluctuation for velocity
δux(t, y) but the temperature is fixed to its equilibrium value. This is precisely what
we found in subsection D.1 eq.(D.2).
We also observe from Fig.10 that, the mode Z4 has a hydrodynamic mode and the
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dispersion relation is given by
ω = ±
√
2
3
q − i q
2
6 π T
, (5.36)
which when expressed in terms of qˆ gives
ωˆ = ± 1√
2
qˆ − i qˆ
2
8 π T
. (5.37)
As explained in more detail in appendix E.2.3, we can compare this dispersion relation
to that of a suitably identified mode (see eq.(E.41)) in the linearized analysis in fluid
mechanics. Comparing, we find that the coefficient of the linear term in qˆ corresponds
to a speed of sound,
cs =
1√
2
, (5.38)
which agreed with the result from fluid mechanics, while the coefficient of the quadratic
term in qˆ, upon using the fact that
η‖
2(ǫ+ P )
=
1
8 π T
, (5.39)
we obtain a relation, eq.(E.44) between two transport coefficients ζa2 , ζ
2
1 defined in
eq.(B.12). Note that, Z4 in eq.(5.31) suggests that in the fluid dynamics side the
fluid flow has nontrivial solutions for fluctuation for velocity δuy(t, y) and temperature
fluctuation δT (t, y). This is precisely what we found in subsection D.1 eq.(D.6).
The quasinormal mode for Z5 is plotted in Fig. 11. The plot for the other mode,
i.e. Z6, will be similar and we are not plotting quasi normal modes for it separately.
In Fig. 12 we plot the quasi normal modes corresponding to both, Z5 and Z6, for
comparison.
5.4 Modes with general momentum turned on
Finally we turn to modes where all components of the momentum, qx, qy, qz are turned
on. Using the rotational symmetry we can set qx = 0. We have not been able to analyze
the spectrum of quasi normal modes in full detail in this case. Some partial results are
as follows.
Similar to the analysis for the previous two subsections 5.2 and 5.3 in this case also
there are 6 independent perturbations. Four of the six perturbations couple among
themselves and we do not analyze their quasi normal spectrum since it is very compli-
cated. The rest of the two perturbations are also coupled among themselves and we
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Figure 13: QNM plot for Z(v) and Z˜(v) mode with both momentum turned on, qy =
1, qz
ρ
= 1, ρ = 10
carry out a similar analysis as in the previous subsections, to obtain the spectrum of
their quasi normal modes. These two modes are
Z(v) =hxy(v) +
qy
ω
hxt (v),
Z˜(v) =hxz (v) +
qz
ω
hxt (v).
(5.40)
The equation of motion for them is given in appendix E.3. The spectrum of the
quasinormal modes for them are plotted in Fig.13 and Fig.14.
We see from the figures, Fig.13 and Fig.14 that there are two hydrodynamic poles,
which shifts accordingly along the negative imaginary axis for increasing momenta.
6. Fluid mechanics in anisotropic phases
6.1 Anisotropic fluid mechanics: general discussion
We begin this section by first describing how to set up the general equations of forced
fluid mechanics for an anisotropic phase where the breaking of rotation invariance is
characterized by a vector ξ which is constant in space-time. In the present context ξ is
given by eq.(3.5).
Fluid mechanics is an effective theory which describes slowly varying situations.
More precisely, it is an effective theory that is valid when the four velocity, temperature,
and any other relevant parameters, are varying slowly compared to the mean free path
of the quasi particle excitations in the system. In a conformal field theory, where there
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Figure 14: QNM plot for Z(v) and Z˜(v) mode with both momentum turned on, qy =
1, qz
ρ
= 3, ρ = 10
are no well defined quasi particles, the temperature plays the role of the mean free
path, since it is the only scale which characterizes the equilibrium configuration.
For systems we are interested in the fundamental variables of fluid mechanics will
be the four velocity uµ and temperature T . To get the equations of fluid mechanics one
expands the stress energy tensor in terms of these variables in a derivative expansion
and obtains the constitutive relation. Then using the equations of momentum-energy
conservation,
∂µT
µν = 0, (6.1)
or their generalization in the presence of forcing functions, leads to the equations of
fluid mechanics.
In the anisotropic case, the equilibrium configuration is characterized by two scales,
the temperature, T , and the length of the vector ξ. From eq.(3.5) and eq.(2.7) we see
that
|ξ| = ρ. (6.2)
We will take the spatial-temporal gradients to be small compared to both T, ρ. In such
situations the stress energy tensor can be written in a derivative expansion,
Tµν = T
(0)
µν + T
(1)
µν + · · · , (6.3)
where the superscript 0, 1 indicate terms with no and one derivative respectively and
the ellipses stand for higher derivative terms.
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At zeroth order the constitutive relation takes the form,
T (0)µν = ǫ uµ uν + P (ηµν + uµ uν) + f ξˆµ ξˆν , (6.4)
where
ξˆµ ≡ ξµ + (u · ξ) uµ, (6.5)
and uµ is the four velocity of the fluid at any point in spacetime. Note that the three
terms on the RHS of eq.(6.4) are the most general we can write down, keeping in mind
the fact that the rotational anisotropy of the equilibrium situation is characterized by
a single vector, ξ. We have also imposed that stress tensor satisfies the condition
T µν u
ν = ǫ uµ. (6.6)
This can be taken as the definition of uµ, namely that it is the timelike eigenvector of
T µν , with norm, u
2 = −1, and ǫ is the corresponding eigenvalue. The three coefficients,
ǫ, P, f in eq.(6.4) depend in general on the three independent scalars in the problem,
T, ρ, and also, u · ξ. On imposing the symmetry that T µν is invariant under ξ → −ξ,
we learn that ǫ, P, f are even functions of u · ξ.
We see that the form in eq.(6.4) agrees with eq.(3.20) after noting that in section
3.1 we considered situations where
u · ξ = 0, (6.7)
and therefore, ξˆµ = ξµ. Due to eq.(6.7), ǫ, P, T, were found to be functions of T, ρ alone
in section 3.1.
Going beyond leading order is now conceptually straightforward. For example, to
obtain T (1)µν one writes down all the independent terms of the appropriate tensorial
type involving T, ξµ, uµ and one derivative. The coefficients of these terms, which are
the analogue of ǫ, P, f above are functions of T, ρ, u ·ξ. In practice though this is quite
complicated because in the absence of rotational invariance the number of independent
terms proliferate. As discussed in appendix B there are 10 independent terms11 which
can appear in T (1)µν , eq.(B.12).
In a translationally invariant system the stress-energy would be conserved and the
11It turns out that for the specific system at hand, the number of independent terms is smaller, as
discussed in appendix(B). The trace conditions as discussed in eq.(B.14), eq.(B.15), cuts down the
number of independent terms to 8. Further equilibrium consideration, reduces the number of transport
coefficients to even smaller number. See discussion around eq.(B.16).
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equations of fluid mechanics would follow from demanding that
∂µT
µν = 0, (6.8)
where we would substitute for T µν in terms of uµ, T, ξµ using the constitutive relation.
For a forced system the forcing terms would appear on the right hand side of the
equation above. For example with the dilaton turned on one gets
∂µT
µν = 〈O〉 ∂νφ, (6.9)
where 〈O〉 is the expectation value of the operator dual to the dilaton.
Due to this complication, for the forced system at hand, we must also consider the
behavior of 〈O〉 when studying the stress tensor. We can write, in a similar fashion to
eq.(6.3) in a gradient expansion
〈O〉 = 〈O〉(0) + 〈O〉(1) + 〈O〉(2) + · · · , (6.10)
where the superscripts, 0, 1, 2, indicate the order of the derivative expansion. Next, we
need to expand 〈O〉(n) in terms of scalar terms involving uµ, T and the required number
of derivatives. Inserting this expansion on the RHS of eq.(6.9) would give the required
equations of fluid mechanics for this dilaton system. Note that one needs to go upto
n = 2 on the RHS of eq.(6.10) if T µν is being expanded upto 1st order for consistency
in eq.(6.9).
In appendix B we carry out this procedure of expanding both T (1)µν and 〈O〉 upto
O(〈O〉(2)). As mentioned above 10 independent terms appear in the expansion of T (1)µν
which takes the form,
T (1)µν =
3∑
i=1
ζai P˜µν S
(1)
i +
3∑
i=1
ζbi ξˆµξˆν S
(1)
i +
3∑
i=1
vi (ξˆµ Vi
(1)
ν + ξˆν Vi
(1)
µ ) + η t
(1)
µν , (6.11)
where Si, V
(1)
iν , t
(1)
µν refer to scalar, vector and tensor terms which are defined in eq.(B.3),
eq.(B.4, eq.(B.5). Similarly, 5 terms appear in the expansion of 〈O〉(1). And 20 inde-
pendent terms appear in 〈O〉(2). Let us also mention that both the coefficients which
appear in T (1)µν and in the expansion of 〈O〉 are in general functions of T, ρ, u · ξ.
This completes our discussion of the fluid mechanics in anisotropic driven systems in
general.
Let us end this subsection with one comment. The constitutive relation for the
stress tensor we have obtained in the anisotropic case is analogous to that for a super-
fluid, [40], with the role of ξˆ being played by the component of the superfluid velocity
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orthogonal to the velocity of the normal fluid.
6.2 The Dilaton Driven System
We are now ready to apply these general considerations to the dilaton driven system
of interest here. In principle, in this case, the dependence of the coefficients which
appear in T (1) and also in 〈O〉 can be obtained by carrying out a complete analysis on
the gravity side. But we will not carry out this analysis in detail here since it is quite
complicated. Important constraints on various constraints arise, for example, close to
extremality. These will be discussed further towards the end of this section and also in
in appendix B.
To begin, in the next subsection we will focus on a very simple situation, free
from many of the complications, which allows us to understand some of the physical
consequences of the small viscosity we had found close to extremality above.
6.3 Flow between two plates
This situation arises when we consider the fluid to be enclosed between two parallel
planes which are moving with a relative velocity to each other. This is a standard
situation which is studied to understand the role of viscosity, see for example, section
17 in [48] and section 12.3 in [49]. We take the two plates to be separated along the z
direction, this is the direction along which the dilaton varies in the gravity description,
and it is therefore the direction along which rotational invariance is broken. The two
plates are in the x− y plane and taken to be infinite in extent, with the bottom plate,
at z = 0 being at rest, and the top plate, at z = L moving with a velocity v0 along
the x direction. See Fig.15. Usually, in such a situation a velocity gradient develops
for the fluid, which in turn generates an off diagonal stress tensor proportional to the
viscosity. As a result the fluid exerts a frictional force per unit area for example on the
upper plate, and an opposing external force must be exerted on it to keep it moving at
a constant velocity. This opposing force must then be also proportional to the viscosity
and can be in fact used to measure it.
We would like to understand if the anisotropic fluid we are studying behaves sim-
ilarly. In particular, whether the required force becomes anomalously small close to
extremality, where as we saw in section 4 eq.(4.24) the component of viscosity η⊥ van-
ishes.
In the situation discussed above it is reasonable to assume at steady state that the
only gradients are along the z direction. To simplify the analysis we will also assume
that the velocity v0 is small (compared to the speed of light), so that the flow is non-
relativistic, and we will work to first order in the spatial velocities, ui, i = x, y, z. We
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Figure 15: Fluid flow between two parallel plates separated in the z-direction by a
distance L. The upper plate has velocity v0 along the x-direction and the lower plate
is at rest. The fluid generates a flow along x-direction with velocity ux(z).
will find that the Navier Stokes equations upto second order in the derivative expansion,
are then all self consistently satisfied if
uy = 0, (6.12)
uz = 0, (6.13)
and if the temperature T is a constant independent of z. The Navier Stokes equations
upto second order are
∂µ (T
(0)µν + T (1)µν) = (〈O〉(1) + 〈O〉(2)) ξν . (6.14)
With the ansatz made above for uy, uz, T one finds all the terms contributing to
〈O〉(1), 〈O〉(2) vanish. This is a tremendous simplification and essentially occurs be-
cause the flow we are considering has a shear nature making all the scalars Si which
appear in eq.(6.11) and in eq.(B.13), eq.(B.21) vanish. Also eq.(6.14) with ν = t, y, z
are identically met to the required order. This leaves only the ν = x component of
eq.(6.14). The only contribution to it comes from T (1)xz , for which in turn we find that
only the V1α term is activated, eq.(6.11), see also appendix B eq.(B.25), resulting in
the equation,
∂2zux = 0, (6.15)
– 48 –
with solution
ux = a z + b. (6.16)
Due to the viscosity the fluid will acquire the velocity of the plates at the two ends in the
steady state solution we are describing here. Imposing these two boundary conditions
gives
ux = v0
z
L
. (6.17)
In fact this solution is the same as obtained for a more conventional isotropic
fluid described in section 17 of [48]. Thankfully all the additional complications in the
anisotropic case have dropped out for this simple fluid flow!
We can finally now evaluate the stress tensor for this solution. It is easy to see that
the relevant component to determine the force on the plates is T xz. One finds for the
solution above, to the order we are working in, that T (0)xz = 0 and thus
T µν = T (1)xz = v1 ρ
2 v0
L
. (6.18)
where we have used eq.(6.11). This, upto a possible sign, is the force per unit area
exerted by the fluid on the plates. The force is a friction force, and should act in a
direction to retard the relative motion of the plates. Using eq. (C.6) in appendix C to
relate v1 to η⊥ gives,
T (1)xz = η⊥
v0
L
. (6.19)
We see that analogous to the rotationally invariant fluid the force required to
sustain the gradient flow is a proportional to the viscosity. In particular, for the plates
separated along the anisotropy direction z the relevant component of the viscosity is
η⊥. As noted in section 4 eq.(4.24) close to extremality this scales like η⊥ ∼ T 4/ρ,
and is much smaller than the entropy density, s. As a result, close to extremality the
required force does become very small12.
In the set up analyzed above the plates were separated along the z direction with
a relative velocity along the x direction. Due to the breaking of rotational invariance
other situations related to the one above by a rotation will behave differently. For
example, taking the plates to be separated say along x with a relative velocity along y
leads to a solution analogous to the one above. However, now the force is determined
by η‖, which close to extremality goes like η‖ ∼ T 2ρ, and is of order s and much bigger.
A third configuration is where the plates are separated say along x direction but the
plates move in the z direction. Analyzing this situation is more complicated.
12Note since gradients must be small compared to T , for fluid mechanics to be valid, this requires
v0/L to be sufficiently small.
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6.4 More On Fluid Mechanics Close to Extremality
Having studied the simple situation above, let us now return to analyzing the fluid
mechanics which arises close to extremality in our system in more generality.
For Lorentz invariant systems fluid mechanics can be thought of as an effective
theory that governs the dynamics of Goldstone modes which arise by carrying out local
boost transformations or local changes in temperature. A local boost gives rise to a
locally varying four velocity, uµ, starting from an equilibrium configuration. Combining
this with a locally varying temperature gives rise to the 4 variables of fluid mechanics,
uµ, T with uµ meeting the condition, u2 = −1. Now for the the system at hand, when
it is close to extremality, we see from the gravity description that the near horizon
geometry is a black brane in AdS4×R. Thus the boost symmetry along the z direction
is broken, due to the linearly varying dilaton. This shows that the degrees of freedom
in the near extremal fluid motion are only three, u0, ux, uy, meeting the condition,
u2 = −1, and T . In particular, the fluid cannot move in the z direction, at least in
the fluid mechanics approximation, and uz = 0. Note that u0, ux, uy, T are functions of
t, x, y and z in general, since gradients along the z direction are allowed.
As a result of this observation
u · ξ = 0 (6.20)
for the fluid close to extremality and this leads to a some simplification in the consti-
tutive relation and in the resulting equations of motion. It is worth emphasizing that
even though the degrees of freedom have been reduced to 3 in number, the equations
that the fluid must meet are still given by eq.(6.9), with ν = t, x, y, z, and are 4 in
number. Thus the fluid must satisfy one non-trivial constraint close to extremality.
Ensuring that this additional equation is met would serve as an important check in a
more detailed analysis of the coefficient functions etc.
Some of the consequences of these comments are worth mentioning in more detail.
Eq.(6.20) and eq.(6.5) imply that ξˆ = ξ. As a result, since ξ is a constant, V
(1)
3
in eq.(B.11) vanishes leading to the corresponding term in the constitutive relation
eq.(6.11), and also in 〈O〉(2), eq.(B.21), being absent. Also, S(1)4 , S(1)5 vanish, so the first
order relations eq.(B.7) and eq.(B.8) imply important constraints on the fluid.
Let us end with two more observations 13. First, an analysis of the hydrodynamic
modes was carried out in detail in section 5, see also appendix E. Both for the case
where qz is turned on and qy is turned on, one finds exactly 3 Goldstone modes in the
limit when the momentum vanishes. Also, the functional forms of the hydrodynamic
modes in this limit agree with that for the Goldstone modes obtained by changing T and
carrying out boost along the x, y directions of the near extremal brane, in agreement
13We thank S. Minwalla for discussions related to these observations.
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with the discussion above. Second, far from extremality when, T/ρ → ∞, the black
brane is approximately the AdS5 Schwarzschild black brane and the fluid can clearly
have a velocity along the z direction, and 4 degrees of freedom, including uz 6= 0,
must enter the fluid mechanics description. This is because there is an approximate
Goldstone mode, with the boost along z being broken only mildly by the linearly varying
dilaton in this limit. As T/ρ increases this breaking became more important until
eventually when T/ρ→∞, close to extremality, the additional mode corresponding to
boosts along z is no longer light and should not be kept in the low-energy fluid dynamics.
More physically, one expects a drag force to bring the velocity along z direction to zero
on a time scale faster than T , close to extremality. It would be interesting to investigate
the change in behavior as T/ρ is varied in more detail.
7. String embeddings
The gravity-dilaton system we consider in this paper, with a negative cosmological
constant, is well known to arise as a consistent truncation in string theory. The most
famous example being that of IIB string theory in the AdS5×S5 background, which is
dual to the N = 4 SYM theory. Other examples are when the S5 is replaced by some
other Einstein Manifold. For example T 1,1, which is the base of the conifold, or orbifolds
of S5. Thus it is easy to embed this system in string theory and/or supergravity.
However once this embedding is done one must also analyze the additional modes
which arise in the full theory in addressing the question of stability, and this poses a non-
trivial constraint, as we now discuss. In particular, for IIB theory on AdS5×S5, starting
from the ten dim. SUGRA theory, one gets fields in the 5 dim. theory which arise after
KK reduction on the S5 and which carry non-trivial SO(6) charge. These fields do
not mix with the dilaton and 5 dim. graviton which are excited in the background
black brane geometry we have analyzed above. If a mode of this type lies below the
BF bound of the near horizon AdS4 geometry present in the extremal or near extremal
black brane, then the corresponding brane solution is unstable, as we show in appendix
F. Now, actually a scalar field of this type does arise in the AdS5 × S5 theory. It has
a mass which in units of the AdS5 radius is
m2L2 = −4 (7.1)
and therefore it saturates the BF bound for AdS5. In AdS4 the condition for a scalar
to lie above the BF bound is
m2L24 ≥ −9/4. (7.2)
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Using the relation eq.(2.19) between the AdS4 and the AdS5 radii we see that this
scalar violates the BF bound of AdS4. This scalar field arises from the four-form and
the metric with legs along the S5, and transforms as a 20 of SO(6). It is the k = 2 mode
in the series described in the first equation in eq.(2.34) of [50]. In the gauge theory this
mode corresponds to the bilinear made from two scalars, Tr(φiφj)− 1/6δijTr(φiφi).
The extremal or near extremal black branes, with T/ρ≪ 1, are therefore unstable
in the IIB theory compactified on S5. As the temperature increases, the AdS4 region
disappears, when T ∼ ρ, and the geometry of the black brane becomes more akin to
an AdS5 Schwarzschild. One expects that the instability will therefore disappear when
T ∼ ρ.
Let us note that the instability we have found above is akin to what was also found
in [25] where extremal black branes with a linearly varying axion field was considered.
It is easy to check that an unstable mode close to extremality is also present when
the S5 is replaced by an S5/ZN orbifold, and cannot be completely projected out. An
instability also arises in the T 1,1 case where for e.g., there is a scalar with a mass meeting
eq.(7.1), which is dual to the operator, |A|2 − |B|2, of dimension 2. The T (1,1) theory
also has a scalar with mass m2L2 = −15/4 which is dual to the scalar component of
the chiral operator Tr(AB) of dimension 3/2. For the spectrum of IIB on T (1,1) see
[51], we are using the notation of [52] for the operators in the field theory, see also [53].
It would be interesting to ask if there are compactifications where the S5 is replaced
by another suitable Einstein manifold for which there is no such instability. We leave
this important question for the future.
8. Conclusions
In this paper we have analyzed a simple example of an anisotropic phase which arises
when we consider a system of gravity coupled to the dilaton, with linearly varying
boundary conditions for the dilaton. The dual description is that of a CFT which is
subjected to linearly varying source term. The system actually breaks both rotational
and translational invariance but it turns out that its behavior, as far as equilibrium
thermodynamics is concerned, is in fact translationally invariant. We learn this from
the gravity theory where the equilibrium configuration corresponds to a black brane at
finite temperature. The back reaction of the dilaton breaks rotational invariance, but
not translational invariance, since this back reaction depends on the gradient of the
dilaton field which is constant for a linearly varying profile.
There is one dimensionless parameter, T/ρ, where T is the temperature and ρ
the dilaton gradient, eq.(2.7), which characterizes this phase. The behavior in the
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highly anisotropic case, when T/ρ→ 0, is especially interesting. In this limit the near-
horizon geometry is given by an AdS4×R attractor, which manifestly breaks rotational
invariance, and many properties of the phase can be understood from this near horizon
geometry. We find in fact that some novel features arise in the transport coefficients
on account of the anisotropy. The viscosity should now be thought of as a four index
tensor, and has 5 independent coefficients in this case. One component, η⊥, with spin
1 with respect to the unbroken U(1) rotation subgroup, satisfies the relation, eq.(4.24)
and its ratio η⊥/s vanishes as T/ρ→ 0.
We carried out a fairly detailed, but not fully exhaustive, analysis of the quasi
normal mode spectrum near extremality. All the modes we study are stable, with
frequencies that have an imaginary part in the lower complex plane. This suggests
that the system is in fact stable.
The system we analyze is quite analogous to the one studied in [30], [31], in which
a linearly varying axion was considered in detail, and the subsequent paper [32] where
it was was also found that η⊥ violates the KSS bound.
In the latter part of the paper we turn to an analysis of the resulting fluid mechanics
in some detail. We first show how to set up the equations of fluid mechanics, order
by order in a derivative expansion, in a systematic manner. These provide us with the
analogue of the Navier Stokes equations for an anisotropic driven system. In the absence
of rotational symmetry the equations of fluid mechanics are much more complicated.
We find that many more terms can appear in the constitutive relation for the stress
tensor. For example, there are ten terms at first order in the derivative expansion,
while in the rotationally invariant case only two terms are allowed out of which one,
proportional to the bulk viscosity, vanishes for the conformally invariant case. Even
more parameters, which originate from the forcing term due to the dilaton, enter in
the resulting equations of forced fluid mechanics.
For the dilaton system at hand, on carrying out the fluid mechanics analysis for
linearized perturbations as discussed in appendix D, and also by coupling the fluid to
small metric perturbations, appendix C, we can relate some of the coefficients appearing
in the fluid mechanics to components of the viscosity calculated from gravity; we also
find various additional conditions that these coefficients must satisfy. In principle
all coefficients etc which determine the fluid mechanics can be obtained by carrying
out a more systematic derivative expansion on the gravity side as discussed in [54],
[55],[23],[56], [57]. We leave such a complete analysis for the future.
Having formulated the fluid mechanics in general, we then apply it to study a
simple situation where the fluid in the dilaton system is enclosed between two parallel
plates which are separated by some distance and are moving with a relative velocity
v0 which is small (non relativistic). The equations simplify a lot in this situation and
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the dependence on the many unknown coefficients drops out. Depending on how the
plates are oriented we find that the frictional force exerted by the fluid on the plates is
proportional to a different component of the viscosity. In particular, for an appropriate
orientation this force can be made proportional to η⊥ and therefore very small close to
extremality. As a result the fluid can slip past the plates with very little friction.
We have not found a string theory embedding of this system in which the black
brane solution close to extremality is free from instabilities. In the case of IIB string
theory on AdS5 × S5, we found a mode which lies below the BF bound in the AdS4
near horizon region thereby signaling an instability for the extremal and near-extremal
cases. An instability is also present when the S5 is replaced by an S5/ZN orbifold or
by the base of the conifold, T 1,1. This instability should disappear as the temperature
increases, and T becomes bigger than ρ. More generally, since we did not find any
instabilities in the AdS5 dilaton-gravity system, any instability would have to arise
from the extra modes in the string embedding which could arise from KK reduction on
an internal manifold. It would seem surprising, at least at first glance, if in the vast
string landscape the masses of such modes cannot be made to lie about the BF bound
of the AdS4 near horizon spacetime. But of course one will only be sure with a concrete
example in hand 14. As noted above, if the instability turns out to be a general feature
close to extremality, it should still go away for T ∼ ρ. It will not then be possible to
make the viscosity to entropy ratio, for some components of the viscosity, arbitrarily
small, but one can make it violate the KSS bound, eq.(1.1) by a fraction of order unity,
analogous to [21], [22], [58], [59].
A natural expectation is that in strongly coupled systems the viscosity meets a
bound
η/s ∼ O(1). (8.1)
As explained in [15], [6] this expectation arises because for systems with weakly coupled
quasiparticles
η
s
∼ lmfp
λdeBroglie
, (8.2)
where lmfp, λdeBroglie are the mean free path and the De Broglie wavelength of the
quasi particles respectively. When the system becomes strongly coupled one expect
that lmfp ∼ λdeBroglie leading to eq.(8.1). The violation we see in the anisotropic case,
where the viscosity to entropy ratio can become parametrically small is striking in view
of this expectation and begs for a better explanation. It is particularly important in
light of this intuitive argument to try and find stable string embeddings for this system.
14We should note that in [33] similar behavior was found for the viscosity in the susy NS5-F1 system
which is stable.
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It is worth pointing out, in this context, that the diffusion lengths for the different
hydrodynamic modes, whose dissipation is governed by different components of the
viscosity, also become very different in the highly anisotropic limit. From subsection
5.2.2 we see that the diffusion length D⊥ of the mode described by eq.(5.18), eq.(5.19),
eq.(5.20), and also appendix D.2, eq.(D.12), and appendix E.1.2 is given by
D⊥ =
η⊥
ǫ+ P
. (8.3)
While the diffusion length of the mode discussed in section 5.3, by eq.(5.31), eq.(5.33),
eq.(5.34), and also appendix D.1, eq.(D.5), and appendix E.2.1,
D|| =
η||
ǫ+ P
. (8.4)
Here ǫ and P are the energy density and pressure in the x − y plane, eq.(3.10) and
eq.(3.16). In the highly anisotropic limit we find that
D⊥ =
8πT
3ρ2
, (8.5)
D|| =
1
4πT
. (8.6)
The modes with diffusion lengthsD⊥, D|| carry momentum along the z direction and the
x− y directions respectively. Thus, we see that the externally applied dilaton gradient
impedes the diffusion along the z direction which is singled out by the anisotropy, as
opposed to the x − y directions where rotational invariance is preserved. It would be
worth understanding this behavior better in the field theory description itself.
Independent of further theoretical investigations along these lines, it will be inter-
esting to ask whether there are strongly coupled anisotropic systems in nature, in which
some components of the viscosity, when compared to entropy density, violate the KSS
bound, eq.(1.1), as we find here. In the system we study the gravity hologram makes
this possibility geometrically very clear. The near horizon geometry close to extremal-
ity is AdS4 ×R, with z being the coordinate along R, and obviously breaks rotational
invariance in the spatial directions. The 5 dimensional metric after KK reduction along
the z direction gives rise to a 4 dim. metric, a gauge field and a scalar, and the different
components of the viscosity correspond to the viscosity, related to metric perturbations
in the lower dim. theory, the conductivity related to the gauge field, etc. These turn
out to scale differently with temperature. This lesson is much more general and one
expects it to be borne out in other situations as well where the near horizon geometry
breaks rotational invariance. In fact, it is known to be true in various cases already
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studied in the literature, including, [30], [31], [32], where the near horizon geometry
close to extremality is of Lifshitz type, in [33] where it is AdS3 × R4 × S3, and in
[27], [28], [29] which is dual to the p wave superfluids 15. This general behavior from
the gravity side provides good motivation to ask about whether a small component of
viscosity can arise in nature as well.
Another direction, would be to explore the behavior of viscosity, and more generally
transport phenomenon, in other phases which are homogeneous but anisotropic. Such
phases have been recently discussed in [11], [12], [13]. They do not preserve the usual
translation symmetries in general, but a sort of generalized version of them in which
the symmetry generators do not commute and their algebra can be classified using the
Bianchi classification. The behavior of transport properties and the formulation of fluid
mechanics in such phases are interesting open questions.
Finally, as was mentioned in the introduction, the study here extends the work in
[23] where the forced fluid with a slowly varying dilaton was studied. We see that the
rapidly varying situation, ρ/T →∞, is quite different and corresponds to an AdS4×R
near horizon geometry which is quite distinct from that of the AdS5 Schwarzschild
geometry. It would be interesting to ask what happens if the system is similarly placed
in a rapidly varying background metric. In some cases, for example when the spatial
geometry is S3, one knows that the T → 0 limit is quite different and the system
undergoes a Hawking Page transition. It will be fascinating to study this question in
more generality as well.
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A. Details of computing thermodynamic quantities using FG
expansion
In this appendix we provide the details for the calculation of various thermodynamic
quantities like energy, pressure and entropy using the Fefferman-Graham (FG) expan-
sion.
A.1 Low anisotropy regime: ρ/T ≪ 1
We expand the metric coefficients in eq.(2.16) near the boundary upto quartic order in
ρ/T .
A(u)|u→∞ = u2 − ρ
2
12
− 1
u2
(u2H −
u2Hρ
2
12
− ρ
4
216
− πρ
4
144
)− ρ
4
72u2
log[
8uH
u
],
B(u)|u→∞ = u2 − ρ
2
12
+
1
u2
(
u2Hρ
2
24
+
7ρ4
864
)− ρ
4
72u2
log[
2uH
u
],
C(u)|u→∞ = u2 + ρ
2
6
− 1
u2
(
u2Hρ
2
12
+
ρ4
432
) +
ρ4
36u2
log[
2uH
u
],
(A.1)
We move to the standard FG coordinates using the coordinate transformation
u =
1
v
+
ρ2
48
v +
864u4H − 72u2Hρ2 − (7 + 6π − 36 log[2])ρ4
6912
v3 +
ρ4
576
v3 log[vuH], (A.2)
to obtain
gtt = −1 + ρ
2
24
v2 + (
3u4H
4
− 7ρ
4
2304
− ρ
2u2H
16
− πρ
4
192
+
ρ4 log[2]
32
)v4 +
ρ4
96
v4 log[vuH ],
gxx = gyy = 1− ρ
2
24
v2 + (
u4H
4
+
u2Hρ
2
48
+
5ρ4
768
− πρ
4
576
− ρ
4 log[2]
288
)v4 − ρ
4
96
v4 log[vuH ],
gzz = 1 +
5ρ2
24
v2 + (
u4H
4
− 5u
2
Hρ
2
48
− ρ
4
256
− πρ
4
576
+
11ρ4 log[2]
288
)v4 +
ρ4
32
v4 log[vuH ],
(A.3)
Using eq.(A.3) in eq.(3.36) we obtain
〈Ttt〉 = ǫ = N
2
c
1536 π2
(576u4H − 48u2Hρ2 + (−3− 4π + 24 log[2])ρ4),
〈Txx〉 = Px = Py = P = N
2
c
4608 π2
(576u4H + 48u
2
Hρ
2 + (17− 4π − 8 log[2])ρ4),
〈Tzz〉 = Pz = N
2
c
9216 π2
(576u4H − 240u2Hρ2 + (−19− 4π + 88 log[2])ρ4),
(A.4)
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The near horizon form of the metric in eq.(2.16) is
A(u) =(u− uH)
(
ρ4(2− π + log(16))
144u3H
− ρ
2
6uH
+ 4uH
)
+O(u− uH)2
B(u) =
ρ4
(
6
(
1 + 7 log2(2) + log(4)
)− π(6 + π))+ 1728u4H − 144ρ2u2H log(2)
1728u2H
+O(u− uH)1
C(u) =
ρ4 ((π − 3)π − 6(log(4)− 1)2) + 864u4H + 144ρ2u2H log(2)
864u2H
+O(u− uH)1
(A.5)
The temperature, defined in eq.(2.12), is then given by
T =
1
4π
(
ρ4(2− π + log(16))
144u3H
− ρ
2
6uH
+ 4uH
)
, (A.6)
Inverting this relation we can express
uH = πT +
ρ2
24πT
+
−3 + π − 4 log[2]
576π3T 3
ρ4 +O(ρ6), (A.7)
Using eq.(A.7) in eq.(A.4) we obtain the thermodynamic quantities as given in eq.(3.40),
eq.(3.41) and eq.(3.42).
B. Details of derivative expansion in anisotropic fluid dynamics
In section 6 we studied the fluid mechanics for an anisotropic phase, characterized by
the vector ξµ, eq.(3.5), upto second order in derivative expansion. As it was mentioned,
for a consistent analysis, following eq.(6.9), we need to consider Tµν upto first order
in derivative expansion, eq.(6.3), and 〈O〉 upto second order in derivative expansion,
eq.(6.10). In this appendix we will carry out a more detailed analysis of this derivative
expansion for both Tµν and 〈O〉.
The main strategy for carrying out the derivative expansion is to consider the basic
fluid dynamic variables at our disposal, e.g. T, ξˆµ and uµ along with their derivatives
to construct all possible scalar, vector and tensorial quantities at higher orders
It will be useful for our discussion below to define the quantity
P˜ µν = ηµν + uµuν − 1
ξˆ2
ξˆµξˆν , (B.1)
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which is the projector onto a plane perpendicular to both uµ and ξˆµ, i.e.,
P˜ µν uµ = P˜
µν ξˆµ = 0. (B.2)
As it has been already mentioned, at zeroth order of derivative expansion, the
possible scalars are16 T, ρ and ξˆ2. Similarly the possible vectors are uµ and ξˆµ and the
possible tensors are ηµν , uµuν and ξˆµξˆν .
At first order in derivatives we see that there are five possible scalars made out
of combining zeroth order quantities and their derivatives. We denote them as Si, for
i = 1, · · · , 5,
S
(1)
1 =∂.u, S
(1)
2 = (u.∂)T, S
(1)
3 = (ξˆ.∂)T,
S
(1)
4 = (u.∂)(ξˆ.ξˆ), S
(1)
5 = (ξˆ.∂)(ξˆ.ξˆ).
(B.3)
The vectors, denoted as Viα for i = 1, 2, 3, 4, are
V1
(1)
α = P˜αν(ξˆ.∂)u
ν , V2
(1)
α = P˜αν∂
νT,
V3
(1)
α = P˜αν∂
ν(ξˆ.ξˆ), V4
(1)
α = P˜αν(u.∂)u
ν .
(B.4)
Similarly the tensors at first order in derivatives are,
t(1)µν = P˜
α
µ P˜
β
ν (∂αuβ + ∂βuα − ηαβP˜ λγ∂λuγ) (B.5)
Therefore upto first order in derivatives T
(1)
µν and 〈O〉(1) can be written as,
T (1)µν =
5∑
i=1
ζai P˜µν S
(1)
i +
5∑
i=1
ζbi ξˆµξˆν S
(1)
i +
4∑
i=1
vi (ξˆµ Vi
(1)
ν + ξˆν Vi
(1)
µ ) + η t
(1)
µν ,
〈O〉(1) =
5∑
i=1
ζci S
(1)
i
(B.6)
where ζai , ζ
b
i , vi, η are various transport coefficients and ζ
c
i ’s are arbitrary forcing coef-
ficients which in principle can be determined from gravity.
Independent Data upto first order in derivatives:
In eq.(B.3) we have written all the possible scalars that can be obtained from
16Note that we are considering ξˆ2 as the scalar quantity in place of u · ξ, but from eq.(6.5) it is easy
to see that they are related
ξˆ2 = ρ2 + (u · ξ)2.
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zeroth order quantities and their derivatives. We can further make use of the equation of
motion in eq.(6.9) to relate some of them in terms of others and obtain the independent
datas. Upto first order in derivative expansion, using Tµν upto zeroth order from
eq.(6.4) and 〈O〉(1) upto first order in derivatives from eq.(B.6), we get the the scalar
relation by projecting eq.(6.9)17 along ξˆµ
(ǫ+ P )ξˆν(u.∂)u
ν + (ξˆ.∂)P + ξˆ2(ξˆ.∂)f + f ξˆ2(∂.ξˆ) +
1
2
f(ξˆ.∂)ξˆ2 = ξˆ.ξ
5∑
i=1
ζci S
(1)
i (B.7)
where (ǫ+P )ξˆν(u.∂)u
ν and f(ξˆ.∂)ξˆ2 can be expressed in terms of the scalars mentioned
in eq.(B.3).
Similarly projecting eq.(6.4) along uµ we obtain the second scalar relation,
−(ǫ+ P )(∂.u)− (u.∂)(ǫ+ P ) + (u.∂)P + fuν(ξˆ.∂)ξˆν = u.ξ
5∑
i=1
ζci S
(1)
i (B.8)
Thus we have obtained two scalar relation between all the five scalars given in eq.(B.3).
Hence there will be three independent scalars at the first order in derivatives. We can
make a choice to work with the independent scalars as
S
(1)
1 = ∂.u, S
(1)
2 = (u.∂)T, S
(1)
3 = (ξˆ.∂)T (B.9)
Similarly projecting eq.(6.9) with P˜µν along the directions perpendicular to both
ξµ, uµ, we obtain a vector relation between V2
µ and V4
µ
(ǫ+ P )P˜ αν (u.∂)u
ν + P˜ αν ∂
νP + fP˜ αν (ξˆ.∂)ξˆ
ν = 0 (B.10)
Therefore we make a choice to work with the three independent vectors as
V1
(1)
α = P˜αν(ξˆ.∂)u
ν , V2
(1)
α = P˜αν∂
νT, V3
(1)
α = P˜αν∂
ν(ξˆ.ξˆ). (B.11)
Upto first order in derivatives then we write T
(1)
µν in terms of independent scalars, vectors
and tensors as,
T (1)µν =
3∑
i=1
ζai P˜µν S
(1)
i +
3∑
i=1
ζbi ξˆµξˆν S
(1)
i +
3∑
i=1
vi (ξˆµ Vi
(1)
ν + ξˆν Vi
(1)
µ ) + η t
(1)
µν , (B.12)
17Notice that in eq.(6.9) on the RHS ∂νφ = ξν and not ξˆν .
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and also for 〈O〉(1) as
〈O〉(1) =
3∑
i=1
ζci S
(1)
i . (B.13)
Note that there are 10 independent terms in eq.(B.12).
Actually there are important relations which reduce the number of independent co-
efficients among the ten terms that appear in eq.(B.12) and also among the coefficients
that appear in eq.(B.13). We discuss these in some detail now. As far as the coefficients
in eq.(B.12) are concerned, the first order stress tensor should meet the condition
T (1)µµ = 0. (B.14)
This follows from the fact that the full stress tensor must meet the trace anomaly
condition given in eq.(3.39), which is already satisfied by the zeroth order stress tensor.
In addition, if one is close to extremality, T/ρ ≪ 1, we can think of the system as a
state in AdS4 and T
(1)µ
µ must also meet the condition
T (1)
t
t + T
(1)x
x + T
(1)y
y = 0. (B.15)
This is analogous to the conditions that δǫ, δP, δPz were found to satisfy in section 3.2.
These two conditions will result in two relations between the 10 parameters in eq.(B.12),
so that the number of independent transport coefficients close to extremality will be 8.
In addition, it further turns out that, equilibrium consideration also impose con-
ditions reducing the number of independent coefficients in eq.(B.12). At equilibrium,
following [40], one can write down three terms in partition function at first order
ξi∂iTˆ , ∇iξi, ξi∂i (ξ · ξ) , (B.16)
where Tˆ is given in eq.(3.6), ξµ = {0, 0, 0, ρ} as defined in eq.(3.5) and index i denote
spatial directions x, y, z. Note that ξµ is a constant vector. This implies that the third
term in eq.(B.16) is zero. The second term ∇·ξ in eq.(B.16) can be related to first term
ξ · ∂Tˆ by integration by parts. So, there is only one non-dissipative term. While we do
not go into details here, these consideration further reduces the number of independent
transport coefficients.
As far as the coefficients in eq.(B.13) are concerned, it turns out that ζc1, ζ
c
2, must
vanish. This can be argued as follows. From the gravity theory it can be easily seen
that there must be solutions for which which uz = 0 and the remaining components of
the velocity, u0, ux, uy and T are independent of z. It is easy to see that such a solution
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must satisfy the equation
∂µT (0)µz = 0. (B.17)
One the other hand, the equations of motion, eq.(6.9), to this order gives
∂µT (0)µz = 〈O〉(1)ρ. (B.18)
On comparing with eq.(B.17) we see that 〈O〉(1) must vanish for any such solution.
Since S
(1)
1 , S
(1)
2 do not vanish in general for such solutions it follows that
ζc1 = ζ
c
2 = 0. (B.19)
Having discussed the constraints on the coefficients in eq.(B.12) and eq.(B.13) we
are ready to proceed with our discussion of the equations of fluid mechanics to second
order in the derivative expansion. This requires information about 〈O〉(2), for which in
turn we need to know the possible scalars upto second order in derivatives. They can
be obtained using the independent first order quantities and their derivatives as follows
S
(2)
i ⇒ tµνtµν ,
Vi
(1)
µ Vj
(1)µ, for i, j = 1, · · · , 3,
S
(1)
i S
(1)
j , for i, j = 1, · · · , 3,
∂µVi
(1)µ, for i = 1, · · · , 3,
(ξˆ.∂)S
(1)
i , for i = 1, · · · , 3,
(u.∂)S
(1)
i , for i = 1, · · · , 3,
(B.20)
Upto second order in derivatives we then obtain
〈O〉(2) =n(2)1 tµνtµν +
3∑
i, j=1
n2
(2)
ij Vi
(1)
µ Vj
(1)µ +
3∑
i, j=1
n3
(2)
ij S
(1)
i S
(1)
j
+
3∑
i=1
n4
(2)
i ∂µVi
(1)µ +
3∑
i=1
n5
(2)
i (ξˆ.∂)S
(1)
i +
3∑
i=1
n6
(2)
i (u.∂)S
(1)
i
(B.21)
with n
(2)
i ’s being arbitrary coefficients and they are 22 in number.
Note that following our discussion above for the quantities at first order in deriva-
tives we can also use the equation of motion to show that the scalars at second order
in derivative listed in eq.(B.21) are not all independent. As it turns out, at second
order in derivatives projecting eq.(6.9) along both uµ and ξµ, 2 of them can be ex-
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pressed in terms of the other 20. So, there are 20 independent scalars at second order
in derivatives.
Once we have obtained T
(1)
µν , 〈O〉(1) and 〈O〉(2), eq.(6.9) is also known to us explicitly
upto second order in derivatives.
B.1 Consistent fluid configuration for the flow between two plates
In subsection 6.3 we considered a specific example of a fluid flowing between two plates
separated along the z−direction. We considered non-relativistic fluid flow along the
x−direction with velocity ux(z) and having no components along the other two spatial
directions, i.e y, z. In this subsection we argue in some more detail that the specific fluid
configuration we considered is a consistent solution of the equation of hydrodynamics
eq.(6.9), working to first order in the fluid velocity ux(z). Let us write the fluid velocity
in the form
uµ = {−1, 0, 0, 0}+ λ {0, ux(z), 0, 0} (B.22)
where λ≪ 1 is a small parameter signifying that the fluid velocity is small and consis-
tent with non-relativistic fluid flow. As already mentioned we will work upto the linear
order in λ, i.e. O(λ).
The anisotropy vector ξµ is given in eq.(3.5). We also consider the situation where
the temperature T is a constant.
For this fluid configuration the stress energy tensor in zeroth order of derivatives,
in eq.(6.4), becomes upto O(λ),
T (0)µν =


ǫ −λ (P + ǫ)ux(z) 0 0
−λ (P + ǫ)ux(z) P 0 0
0 0 P 0
0 0 0 fρ2 + P

 (B.23)
At first order in derivatives all the independent scalars Si, for i = 1, 2, 3, 4, 5, defined
in eq.(B.9), vanishes upto O(λ) for this particular fluid configuration. Similarly, the
tensor tµν , defined in eq.(B.5) also vanishes upto O(λ). Among the vectors Viα for
i = 1, 2, 3, defined in eq.(B.11), only V1α contributes,
V1α = {0, λ ρ u′x(z), 0, 0} (B.24)
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Therefore the stress energy tensor in first order in derivatives becomes upto O(λ),
T (1)µν =


0 0 0 0
0 0 0 λ v1 ρ
2 u′x(z)
0 0 0 0
0 λ v1 ρ
2 u′x(z) 0 0

 (B.25)
and also
〈O〉(1) = 0 (B.26)
It turns out that the scalars at second order in derivative, given in eq.(B.20), vanish
upto O(λ). Therefore,
〈O〉(2) = 0 (B.27)
Therefore eq.(6.9) upon using eq.(B.23), eq.(B.25), eq.(B.26) and eq.(B.27) reduces
to eq.(6.15).
C. Kubo analysis
In the previous subsection B.1, we have seen how the system behaves under the pertur-
bation of velocity configuration of the fluid. The aim of this section is to study response
of the system under background metric fluctuations. At the end of this analysis, we
will be able to identify various two point functions of stress tensors which in the limit
of small frequency gives various transport coefficients. This is known by the name of
the Kubo formula.
Let us consider the perturbed metric to be given by
gµν = ηµν + hµν(t) (C.1)
where we will work upto linear order in metric fluctuation hµν . Under this perturbation,
the zeroth order stress tensor eq.(6.4) is given by
T (0)µν =


2ǫ+ P htt(t) P hxt(t) P hyt(t) P hzt(t)
P hxt(t) 2P (hxx(t) + 1) P hxy(t) P hxz(t)
P hyt(t) P hxy(t) 2P (hyy(t) + 1) P hyz(t)
P hzt(t) P hxz(t) P hyz(t) 2
(
fρ2 + P
)
+ P hzz(t)

 (C.2)
The first order stress tensor eq.(B.12) takes a more complicated form. In fact additional
terms, with new coefficients, can now appear in its constitutive relation which vanish
in the flat space limit. An example is the term
δT (1)µν = ζ
a
6 P˜µν(∇.ξˆ). (C.3)
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In the fourier space with hµν(t) =
∫
dt
2π
hµν(ω)e
−iωt the first order stress tensor is
given by
T (1)xy (ω) = −
1
2
i ω η hxy(ω)
T (1)xz (ω) = −
1
2
i ω v1 ρ
2 hxz(ω)
T (1)yz (ω) = −
1
2
i ω v1 ρ
2 hyz(ω)
T
(1)
tz (ω) = 2i ω v3 ρ
3 hzz(ω)
T (1)zz (ω) = −
1
2
i ω ζb1 ρ
2 (htt(ω) + hxx(ω) + hyy(ω) + hzz(ω)) + · · ·
trT (1) =
T
(1)
xx (ω) + T
(1)
yy (ω)
2
= −1
2
i ω ζa1 (htt(ω) + hxx(ω) + hyy(ω) + hzz(ω)) + · · ·
(C.4)
where the ellipses denote contributions coming from the additional terms in the con-
stitutive relation mentioned above which arise in curved space, e.g., eq.(C.3). We will
not study the added complications due to such terms further in this paper and leave
them for future.
We can now use eq.(C.4) to arrive at the Kubo’s formula for various transport
coefficients using eq.(3.7). This gives
lim
ω→0
〈Txz(ω)Txz(ω)〉 = i ω v1ρ2
lim
ω→0
〈Txy(ω)Txy(ω)〉 = i ω η
lim
ω→0
〈Ttz(ω)Tzz(ω)〉 = −4i ω v3 ρ3
lim
ω→0
〈trT (ω)trT (ω)〉 = i ω ζa1 + · · ·
lim
ω→0
〈Tzz(ω)Tzz(ω)〉 = i ω ζb1 + · · · .
(C.5)
It might seem strange at first that the coefficient ζa2 , eq.(B.12) does not appear on the
RHS above. However, as discussed in appendix B, after eq.(B.13), this coefficient is in
fact not independent of the others.
Following our definition for η⊥, η‖ in eq.(4.16), eq.(4.25) respectively, and compar-
ing with first two relations in eq.(C.5) we obtain
η⊥ = v1ρ2 and η‖ = η. (C.6)
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D. More on hydrodynamic modes
In this appendix we discuss the hydrodynamic modes in detail through a field theory
analysis. For that we need to study the normal modes of the linearized hydrodynamic
equations. These solutions behave as ei(−ωt+~k.~x) and we will focus on the situation when
ω → 0 as k → 0.
We consider fluid mechanics in flat space with a metric
ηµν = {−1, 1, 1, 1}. (D.1)
The equation of hydrodynamics is given in eq.(6.9). We consider the stress energy
tensor upto first order in derivative expansion,T µν = T µν0 + T
µν
1 , where T
µν
0 is given
in eq.(3.20) and T µν1 in (B.12). In what follows we consider various possible solutions
for velocity field uµ and temperature T , which are the dynamical variables of the fluid
mechanics. We can divide the modes into two sector. Fluid fluctuations which depends
on time coordinate t and one of the spatial direction say y. Another case that we might
consider is that fluid fluctuations which depends on time coordinate t and z direction.
D.1 Fluid fluctuations as a function of t, y
• First we consider fluid configuration of the form
uµ = u
0
µ + {0, δux(t, y), 0, 0}
T = T0.
(D.2)
with temperature and the background fluid velocity given by
T = T0
u0µ = {−1, 0, 0, 0}
(D.3)
where T0 is constant. We expand δu(t, y) in fourier modes as
δu(t, y) =
∫
dky dω δu(ω, ky) e
−i ω t+i ky y (D.4)
Demanding that there exists a nontrivial solution of eq.(6.9), one obtains
ω = −ik2y
η‖
P0 + ǫ0
(D.5)
where ǫ0 and P0 are values of energy density and pressure respectively at tem-
perature T = T0. Note that, in deriving eq.(D.5), we have used the fact that
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δu is very very small compared to background velocity and temperature (u0µ and
T = T0).
• We also consider fluid configuration of the form
uµ = u
0
µ + {0, 0, δuy(t, y), 0}.
T = T0 + δT (t, y)
(D.6)
For this case, we obtain two modes,
1. The first one as,
ω = ±kycs + i ζ
a
2
2(∂T ǫ)0
k2y − ik2y
ζa1 + η‖
2(P0 + ǫ0)
(D.7)
2. The other hydrodynamic mode is given by
iω (ζc2 (P0 + ǫ0)− ζc1(∂T ǫ)0) + k2y (n42 + v2) (P0 + ǫ0)
+ ω2 (n62 (P0 + ǫ0)− n61(∂T ǫ)0) = 0,
(D.8)
where ǫ0, P0, (∂T ǫ)0 are evaluated at temperature T = T0. From the gravity
analysis of section 5.3, we have seen that we have got only two hydrodynamic
modes with momenta along y direction. As will be argued below eq.(E.41),
we see that while eq.(D.7) has a interpretation from gravity analysis, there
seem to exist no mode of the form presented in eq.(D.8). From eq.(B.19)
we see that ζc1, ζ
c
2 vanish. The remaining conditions for this mode to not be
present are then
v2 + n42 = 0
n62 =
n61(∂T ǫ)0
(P0 + ǫ0)
.
(D.9)
D.2 Fluid fluctuations as a function of t, z
• Let us consider fluid configuration of the form
uµ = u
0
µ + {0, δux(t, z), 0, 0}
T = T0.
(D.10)
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where T0 and u
0
µ given in eq.(D.3). Expanding δu(t, z) similarly in fourier modes
we get
δux(t, z) =
∫
dkzdωδux(ω, kz)e
−iω t+ikz z (D.11)
Further we demand that there exists a nontrivial solution of eq.(6.9) to obtain
ω = −ik2z
v1ρ
2
P0 + ǫ0
= −ik2z
η⊥
P0 + ǫ0
, (D.12)
where we have used eq.(C.6).
• Let us consider fluid configuration of the form
uµ = u
0
µ + {0, 0, 0, δuz(t, z)}
T = T0 + δT (t, z)
(D.13)
The hydrodynamic mode in this case is given by
ρ2k2z
(
fρ2 + P0 + ǫ0
) (
ρkz
(
ζb3 + n53
)− iζc3)
− iω2(∂T ǫ)0
(
fρ2 + P0 + ǫ0
)− iωkzρ (ζc1(∂T ǫ)0 − ζc2 (fρ2 + P0 + ǫ0))
− ωk2zρ2
((
ζb2 + n52 + n63
) (
fρ2 + P0 + ǫ0
)− (∂T ǫ)0 (ζb1 + n51))
+ ω2kzρ
(
n62
(
fρ2 + P0 + ǫ0
)− n61(∂T ǫ)0)
+ ρ2ωk2z
((
ζb2 + n52 + n63
) (
fρ2 + P0 + ǫ0
)− (∂T ǫ)0 (ζb1 + n51)) = 0.
(D.14)
Turning on momenta along z direction gives in the gravity side two hydrodynamic
modes as discussed in section 5.2. We have identified eq.(D.12) with eq.(5.20).
So, eq.(D.14) should be identified with eq.(5.28). In order to do that we need to
assume that
ζc1 = ζ
c
2 = ζ
c
3 = 0 (D.15)
which is consistent with eq.(B.19). Using this we obtain
ω = −iρ2k2z
(
n51 + ζ
b
1
P0 + ǫ0 + fρ2
− n52 + n63 + ζ
b
2
(∂T ǫ)0
)
(D.16)
In order to match with eq.(5.28), we need to compute various transport coef-
ficients appearing in eq.(D.16) in AdS4 background. We leave this as a future
exercise.
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E. More on quasi normal modes
In this appendix we discuss in more detail the analysis for the spectrum of the quasi
normal modes. We will provide the intermediate steps for the analysis in section 5.
E.1 Modes with qx, qy = 0
First we consider the situation when the modes have momentum turned on along the
z-direction.
E.1.1 Spin 2
It was mentioned in subsection 5.2.1 that each of the modes hxy and (hxx − hyy)/2
satisfy decoupled equation of the form eq.(5.9). We considered the mode hxy and for
that the coefficient functions are given as
a(v) = −16(1− v
3)2ρ2
v3
,
b(v) =
16(2− v3 − v6)ρ2
v4
,
c(v) =
96q2(1− v3)− 9v2ρ2ω2
v5
,
(E.1)
We further decompose this mode as in eq.(5.11) and obtain
γ =
3 +
√
24
(
q
ρ
)2
+ 9
2
(E.2)
E.1.2 Spin 1
The mode Z
(1)
1 defined in eq.(5.18), also satisfies an equation of the form eq.(5.9) with
the coefficient functions given as
a(v) =16ρ2v2
(
v2 − 1)2 (32q2 (v2 − 1)+ 3ρ2v2ω2)
b(v) =− 32ρ2v (v2 − 1) (32q2 (v2 − 1)2 + 3ρ2v2 (v2 − 2)ω2)
c(v) =96ρ2v2
(
v2 − 1)ω2 (6q2 + ρ2v2)+ 1024q2 (v2 − 1)2 (3q2 + ρ2v2)
+ 27ρ4v4ω4.
(E.3)
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Further decomposing this mode according to eq.(5.11) will give us
γ =
3 +
√
24
(
q
ρ
)2
+ 9
2
(E.4)
Hydrodynamic Mode:
We now proceed for the calculation of the hydrodynamic modes of the shear channel
in the z direction. We will solve the equation perturbatively in the limit q, ω → 0
and expand only upto the linear order in q, ω. For this we introduce ǫ such that
q → ǫq, ω → ǫω and expand upto linear order in ǫ which at the end we will set to 1.
Z(v) = (1− v3)− ıω4 C1[Z0(v) + ǫZ1(v) +O(q2, ω2)] (E.5)
with C1 is a normalization constant. Solving eq.(5.9) with eq.(E.3) consistently upto
linear order in ǫ we obtain
Z0(v) = 1,
Z1(v) =
1
24ρ2ω
(
64iq2(1− v3) + iρ2ω2
(
9 + 2
√
3π − 9v2 tan−1
(
1 + 2v√
3
)
+ 3 log
[
3 + (1 + 2v)
12
]))
,
(E.6)
The hydrodynamic modes are found by putting the Dirichlet boundary condition at
the boundary
Z(v)|v→0 = 0, (E.7)
Upto leading order in q we obtain
ω = −i8 q
2
3ρ2
. (E.8)
Now inserting factor of uH by dimensional analysis gives
ω = −i8 uH q
2
3ρ2
. (E.9)
Now using eq.(2.24), the dispersion relation corresponding to the hydrodynamic pole
is same as given in eq.(5.20). Comparing eq.(5.20) with eq.(D.12), we conclude that
η⊥
s
=
8π T 2
3ρ2
, (E.10)
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where we have used ǫ + P = sT. Note that eq.(E.10) is in perfect agreement with
eq.(4.24).
E.1.3 Spin 0
The gauge invariant combinations for the spin 0 modes Z
(1)
0 (v), Z
(2)
0 (v) are defined
in eq.(5.25) and eq.(5.24). The decoupled equations satisfied by them are given in
eq.(5.26) and eq.(5.27) with the coefficients as follows,
a1(v) = 16ρ
2v2
(
v3 − 1)2
(
192q4
(
v3 − 2)2 + 16ρ2q2(v2(3(v3 − 2)ω2 − 16v)
+ 16) + ρ4v2ω2
(
32v3 + 3v2ω2 − 32)
)
b1(v) = 16ρ
2v
(
v3 − 1)
(
192q4(v9 − 8v6 + 8v3 + 8)
+ 16ρ2q2
(
32
(−2v6 + v3 + 1)+ 3v2 (2v6 − 3v3 − 8)ω2)
+ ρ4v2
(
v3 + 2
)
ω2
(
64v3 + 9v2ω2 − 64)
)
c1(v) = 3
(
16ρ4v4ω4
(
3q2
(
5v3 − 8)+ ρ2 (v6 + 10v3 − 2))
+ 64q2ρ2v2ω2
(
3q2
(
11v6 − 36v3 + 28)+ 2ρ2 (v9 + 3v6 − 36v3 + 14))
+ 1024q4
(
6q2
(
v3 − 1) (v3 − 2)2 + ρ2 (−3v9 + 4v6 + 16v3 − 8))
+ 9ρ6v6ω6
)
(E.11)
and
a2(v) = 16ρ
2v2
(
v6 + v3 − 2)2 ,
b2(v) = −16ρ2v
(
v12 − 19v9 − 30v6 + 32v3 + 16) ,
c2(v) = 96q
2(v9 + 3v6 − 4) + ρ2
(
9(v4 + 2v)2ω2
+ 16(v12 − 40v9 + 96v6 + 32v3 − 8)
)
,
(E.12)
Hydrodynamic limit:
For studying the hydrodynamic mode we have seen that only the gauge invariant
combination Z
(1)
0 (v) has a hydrodynamic pole. Following the same procedure as for the
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spin 1 mode we write upto linear order in ω, q
Z
(1)
0 (v) = (1− v3)−
iω
4
−1C(Z˜0(v) + Z˜1(v) +O(ω2, q2)) (E.13)
Further solving eq.(5.27) consistently upto linear order in ω, q we obtain
Z˜0(v) = (1− v3),
Z˜1(v) =
1
24ρ2ω
(72iq2 − iρ2ω2(−2
√
3π(1− v3) + 3(2 + 3v2 + log[1728]
− v3(2 + log[1728])))− 3(1− v3)ρ2ω2(−(3i+
√
3) log[
√
3− i(1 + 2v)]
+ (
√
3− 3i) log[
√
3 + i(1 + 2v)]))
(E.14)
Now imposing the Dirichlet boundary condition at the boundary eq.(E.7) we obtain
the dispersion relation upto quadratic order in the momenta q as
ω = −3i q
2
ρ2
(E.15)
which upon inserting the appropriate factor of uH gives as
ω = −3iuH q
2
ρ2
= −3iπ T q
2
ρ2
(E.16)
Note that the hydrodynamic mode does not have a real part. This implies that the
velocity of the sound mode in the z-direction is 0.
E.2 Modes with qz = 0
It was mentioned earlier that while considering modes with momentum along x − y
direction we have to rescale the coordinates
(x, y)→ (
√
βx,
√
βy) (E.17)
to ensure that the asymptotic form of the metric at the boundary becomes of the form
eq.(2.2). The value of β was obtained from numerical interpolation in eq.(2.22). This
enforces us to rescale the momentum along the (x, y) direction as
q → qˆ√
β
(E.18)
where qˆ corresponds to momenta in AdS5.
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E.2.1 Mode Z1
The gauge invariant combination for the spin 2 mode is given by
Z1(v) = q h
x
t + ω h
x
y . (E.19)
It satisfies an equation of the form eq.(5.9) where the coefficients are given by,
a(v) = −16(1− v
3)2(3ω2 − 4q2(1− v3))
v6
,
b(v) =
16(1− v3)(3(2 + v3)ω2 − 8q2(1− v3)2)
v7
,
c(v) = −3(3ω
2 − 4q2(1− v3))2
v6
,
(E.20)
Hydrodynamic limit:
The Z1 mode admits hydrodynamic pole in the limit q, ω → 0 as can be seen
from Fig.7. To analysis this further we do an expansion of the function Z1(v) in this
limit. We introduce a book keeping parameter ǫ such that q → ǫ q, ω → ǫ ω and do the
expansion of Z1(v) in ǫ upto linear order. At the end we will set ǫ = 1. Thus
Z1(v) = (1− v3)− i ω4 C1[Z01(v) + ǫZ11 (v) + ǫ2O(q2, ω2)] (E.21)
where
Z01 (v) = 1,
Z11 (v) =
3ω2 log[3] + 4q2(1− v3)− 3ω2 log[1 + v + v2]
12ω
,
(E.22)
C1 is an overall constant fixed by normalization. Note that in the above expansion
Z11(v) ∼ O(q, ω). The hydrodynamic modes are found by putting the Dirichlet bound-
ary condition at the boundary
Z1(v)|v→0 = 0, (E.23)
Solving this upto leading order in q we obtain the dispersion relation for the hydrody-
namic pole as given in eq.(5.33), which we write in terms of the rescaled momentum qˆ,
defined in eq.(E.18), as
ω = −i qˆ
2
4
. (E.24)
In obtaining the above relation we used the value of β obtained from numerical inter-
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polation as β = 4/3. Upon inserting, appropriate factor of uH in eq.(E.24) we obtain
ω = −i qˆ
2
4uH
= −i qˆ
2
4 π T
. (E.25)
As discussed in appendix D in eq.(D.5), the relevant hydrodynamic mode is given by
ω = −i η‖
sT
qˆ2, (E.26)
where we have used eq.(3.12). Thus by comparing eq.(E.25) with eq.(E.26 we obtain
η‖
s
=
1
4π
, (E.27)
which reproduces eq.(5.35).
E.2.2 Mode Z2
The gauge invariant combination for this channel is given by
Z2(v) = h
x
z (E.28)
It satisfies the equation of the form eq.(5.9) with the coefficients are given by,
a(v) = −16v(1− v3)2,
b(v) = 16(1− v)(1 + v + v2)(4− v3),
c(v) = 3v(4q2 − 4q2v2 + 3ω2),
(E.29)
This mode is stable against the perturbations since there are no modes in the
upper half plane of the spectrum of the quasi normal mode. It also does not admit any
hydrodynamic mode since the Dirichlet boundary condition
Z2(v)|v→0 = 0, (E.30)
at the boundary is not compatible with the condition q, ω ≪ 1.
E.2.3 Modes Z3, Z4
The two decoupled equations are
a1(v)Z
′′
3 (v) + b1(v)Z
′
3(v) + c1(v)Z3(v) = 0,
a2(v)Z
′′
4 (v) + b2(v)Z
′
4(v) + c2(v)Z4(v) = 0,
(E.31)
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where the coefficients are given as
a1(v) = 16v
4(1− v3)2
b1(v) = −16v3(8− 13v3 + 5v6)
c1(v) = 3v
2
(
4
(
v3 − 1) (v2 (q2 + 12v)− 16)+ 3v2ω2)
(E.32)
and
a2(v) = 16v
4
(
v3 − 1)2 (q2 (v3 − 4)+ 3ω2)
b2(v) = −16v3
(
v3 − 1) (q2 (5v6 − 4v3 + 8)− 3 (v3 + 2)ω2)
c2(v) = 3v
4
(
3q2
(
5v3 − 8)ω2 + 4q2 (v3 − 1) (q2 (v3 − 4)+ 12v4)+ 9ω4)
(E.33)
The equation for Z4(v) gives the hydrodynamic modes for the sound channel which
we will discuss in the following section. Similar to the earlier section we can use the
ingoing boundary conditions near the horizon and normalizability near the boundary.
Thus both the modes admit the solutions of the form
Z3(v) =(1− v3)− iω4 v 12 (9+
√
33)Z˜3(v),
Z4(v) =(1− v3)− iω4 v3Z˜4(v).
(E.34)
Figure 9 and 10 shows the quasi normal mode plot for the mode Z3(v), Z4(v) respec-
tively for various momenta. As we increase the momenta the QNMs get separated.
Hydrodynamic limit:
The sound mode admits hydrodynamic pole for the mode Z4(v) which can be deter-
mined as follows. We expand the equation perturbatively in ω, q≪ 1 upto linear order.
For convenience we introduce the bookkeeping parameter ǫ such that q → ǫq, ω → ǫω
and expand in ǫ upto linear order and eventually put equal to 1. We can perturbatively
expand the solution as
Z4(v) = (1− v3)− iω4 C(Z04 (v) + ǫZ14 (v) + ǫ2O(ω2, q2)), (E.35)
where C is a normalization constant. The explicit form of the functions are
Z04(v) =
q2(2 + v3)− 3ω2
10q2 − 3ω2 , Z
1
4 (v) = −
iq2ω(1− v3)
10q2 − 3ω2 . (E.36)
The hydrodynamic modes are given as the solutions of the equation
Z4(0) = 0, (E.37)
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which gives
q2(2− iω)− 3ω2 = 0. (E.38)
Solving this we obtain eq.(5.36) which is the dispersion relation for the hydrodynamic
modes for Z4(v). In terms of the rescaled momentum q = qˆ/
√
β we write the hydrody-
namic modes as
ωˆ = ± 1√
2
qˆ − i qˆ
2
8
. (E.39)
Again inserting appropriate factor of uH we obtain
ωˆ = ± 1√
2
qˆ − i qˆ
2
8 uH
= ± 1√
2
qˆ − i qˆ
2
8 π T
. (E.40)
Now comparing above equation with (eq.(D.7))
ω = ±qˆ cs + i ζ
a
2
2∂T ǫ
qˆ2 − iqˆ2 ζ
a
1 + η‖
2(P + ǫ)
, (E.41)
we obtain
cs =
1√
2
, and
ζa1 + η‖
2(P + ǫ)
− ζ
a
2
2∂T ǫ
=
1
8 π T
. (E.42)
Note that value of sound velocity cs in eq.(E.42) is consistent with the definition
cs =
√
∂TP
∂T ǫ
, (E.43)
where ǫ and P is given in eq.(3.26), eq.(3.25). Now using the fact that
η‖
2(P+ǫ)
= 1
8π T
(see eq.(5.35)) we immediately see
− ζ
a
2
2∂T ǫ
+
ζa1
2(P + ǫ)
= 0. (E.44)
E.2.4 Modes Z5, Z6
The modes Z5 and Z6 as defined in eq.(5.31) satisfy the set of coupled differential
equations given by
Z ′′5 (v) + f1(v)Z
′
5(v) + f2(v)Z5(v) + f3(v)Z
′
6(v) = 0
Z ′′6 (v) + g1(v)Z
′
6(v) + g2(v)Z6(v) + g3(v)Z
′
5(v) = 0
(E.45)
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where the coefficients are given as
f1(v) =
96v5 + 9v4ω2 − 96v2
(v3 − 1) (4q2 (v3 − 1) v2 + 32v3 + 3v2ω2 − 32)
f2(v) =
3 (4q2 (v3 − 1) v2 + 32v3 + 3v2ω2 − 32)
16v2 (v3 − 1)2
f3(v) = − 96qv
2
ω (4q2 (v3 − 1) v2 + 32v3 + 3v2ω2 − 32)
(E.46)
and
g1(v) =
v (v3 + 2) (4q2 (v3 − 1) + 3ω2)
(v3 − 1) (4q2 (v3 − 1) v2 + 32v3 + 3v2ω2 − 32)
g2(v) =
3 (4q2 (v3 − 1) v2 + 32v3 + 3v2ω2 − 32)
16v2 (v3 − 1)2
g3(v) = − 4qv (v
3 + 2)ω
4 (v3 − 1) (q2v2 + 8) + 3v2ω2 .
(E.47)
The boundary behavior of the modes are given by
Z5(v) = (1− v3)− iω4 v3Zˆ5(v)
Z6(v) = (1− v3)− iω4 v3Zˆ6(v).
(E.48)
The quasi normal mode plots are given in figure 11 and 12. We notice that there are
no poles on the upper half plane as well as there is no hydrodynamic mode. This we
have verified from the explicit computation.
E.3 Modes with both qy and qz turned on
As discussed in section 5.4, there are total 6 modes, out of which we have only analyzed
two modes
Z(v) =hxy(v) +
qy
ω
hxt (v)
Z˜(v) =hxz(v) +
qz
ω
hxt (v).
(E.49)
These two modes couple with each other and their equitations are given by
Z ′′(v) + a1(v)Z ′(v) + a2(v)Z(v) + a3(v)Z˜ ′(v) = 0
Z˜ ′′(v) + b1(v)Z˜ ′(v) + b2(v)Z˜(v) + b3(v)Z ′(v) = 0
(E.50)
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with
a1(v) = −
12ρ2v4q2y
32 (v3 − 1) q2z + ρ2v2
(
4 (v3 − 1) q2y + 3ω2
) − v3 + 2
v − v4
a2(v) =
3
(
4 (v3 − 1) (ρ2v2q2y + 8q2z)+ 3ρ2v2ω2)
16ρ2v2 (v3 − 1)2
a3(v) = − 96v
2qyqz
32 (v3 − 1) q2z + ρ2v2
(
4 (v3 − 1) q2y + 3ω2
)
(E.51)
and
b1(v) = −
64 (v3 − 1)2 q2z + ρ2v2 (v3 − 4)
(
4 (v3 − 1) q2y + 3ω2
)
v (v3 − 1) (32 (v3 − 1) q2z + ρ2v2 (4 (v3 − 1) q2y + 3ω2))
b2(v) =
3
(
4 (v3 − 1) (ρ2v2q2y + 8q2z)+ 3ρ2v2ω2)
16ρ2v2 (v3 − 1)2
b3(v) = − 4ρ
2v (v3 + 2) qyqz
32 (v3 − 1) q2z + ρ2v2
(
4 (v3 − 1) q2y + 3ω2
) .
(E.52)
Details of quasinormal mode is plotted in Fig.13 and Fig.14.
F. Instability in AdS space
It is well known that for a field with a mass lying below the BF bound in AdS space
there is a tachyonic mode which grows exponentially in time. If R is the radius of
AdSd+1, the mass of a scalar field lies above the BF bound when
m2R2 ≥ d2/4. (F.1)
If the AdSd+1 spacetime is not the full solution of interest but arises only in the
far infrared one might wonder if the instability is still present, or whether the process
of gluing the IR geometry to another one in the UV (say an AdS spacetime of higher
dimension) can get rid of the instability sometimes? Here we will argue that this is
not possible, and show that the instability in the IR AdSd+1 space will continue to be
present in the full geometry as well. The essential point is that there are unstable modes
which are located sufficiently close to the horizon and this makes them insensitive to
the exact nature of the UV geometry 18.
18We are grateful to Shiraz Minwalla for outlining the proof given below.
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Although our analysis is more general, for concreteness we will restrict ourselves
to the case at hand where the IR geometry is 19 AdS4 and the UV geometry is AdS5.
And we will consider a scalar, φ, which lies below the BF bound in AdS4 but not in
AdS5. The full geometry is given by eq.(2.8). The mode we consider has φ ∼ e−iwt
and is independent of x, y, z. It satisfies an equation which can be cast in the form of
a one-dimensional Schroedinger equation:
−∂2xψ + V (x)ψ = ω2ψ (F.2)
where
x = −
∫
du
A(u)
(F.3)
ψ = φ(u)(det(g))1/4 (F.4)
det(g) = β2B(u)2C(u) (F.5)
The Schroedinger variable x ∈ [0,∞] where x = 0 is the boundary of AdS5 space and
x =∞ is the horizon of AdS4.
We see from eq.(F.2) that ω2 is the energy in the Schroedinger problem. A bound
state which is normalisable and meets the required boundary conditions would have
negative energy and would correspond to imaginary ω and thus to a tachyonic insta-
bility.
Let us first consider the behavior of bound states which arises in pure AdS4. For
this case eq.(F.2) becomes
−∂2xψ +
α
x2
ψ = Eψ (F.6)
This equation is invariant under the scaling symmetry
ψ → ψ, x→ λx,E → E/λ2 (F.7)
which will play a crucial role in the discussion below. Note that the energy E is given
by
E = ω2 (F.8)
and a negative energy state has E < 0. Due to the scaling symmetry we can denote the
solution to eq.(F.6) by ψ(
√|E|x). Eq.(F.6) can be cast as a (modified) Bessel equation
x2∂2xψ˜ + x∂xψ˜ + (x
2Eψ˜ + (α− 1/4))ψ˜ = 0 (F.9)
19More correctly the IR is AdS4 × R but we will loosely refer to it as AdS4 since it is only the
propagation in AdS4 that will be of interest.
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where
ψ˜ = x−1/2ψ (F.10)
For α < 1/4 it is easy to see that there are negative energy normalisable bound states
which decay exponentially towards the horizon, ψ ∼ e−
√
|E|x, and which vanish as
ψ ≃ C1(
√
|E|x)1/2((
√
|E|x)i
√
α−1/4 + Complex Conj.) (F.11)
towards the boundary. In fact such a state exists for any value of E. Thus there are
an infinite number of normalisable bound states and the system is unstable. A bound
state with energy E is located roughly at x ∼√|E| as also follows from eq.(F.7). Also,
from eq.(F.9) we see that the limiting behavior in eq.(F.11) is valid for
x≪ 1√|E| . (F.12)
We will normalize ψ so that the coefficient C1 is of order unity. A normalisable state
can then be written as
ψN = c|E|1/4ψ(
√
|E|x) (F.13)
and satisfies the condition∫
dx|ψN |2 = c2
∫ y=∞
y=0
dy|ψ(y)|2 = 1 (F.14)
with c ∼ O(1). In eq.(F.14) the coordinate y is related to x by
y =
√
|E|x (F.15)
Now we turn to the case where the AdS4 geometry is connected to the AdS5
geometry in the UV. By rescaling the u coordinate in eq.(2.8) we can always set ρ = 1.
The geometry then has no scale left and the region where the transition from the AdS4
near horizon geometry to the asymptotic AdS5 geometry occurs is around u ∼ O(1).
In the x coordinate, eq.(F.3) the transition occurs around x ∼ O(1).
We will use a variational argument to conclude that the system continues to have
negative energy states and thus an instability. We do this by demonstrating that a trial
normalisable wave function exists which meets the boundary conditions and which has
a negative expectation value for the energy. This is enough to show that there must be
a negative eigen value for the energy and therefore an instability.
The trial wave function is obtained by smoothly patching together the solution of
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the Bessel equation, eq.(F.9) above, for the case where
|E| ≪ 1, (F.16)
with the solution to the Schroedinger equation also with energy E obtained in the
asymptotic AdS5 region. The details of the interpolating function will not be important
so we are not very explicit about it here.
In the AdS5 region eq.(F.2) also reduces to a Bessel function of the type, eq.(F.6),
but now with α ≥ 1/4 (since we are assuming no instability in AdS5). We denote
the corresponding solution, with the appropriate boundary conditions that are to be
imposed as x→ 0, as ψ5(
√|E|x). The trial function, ψT is then obtained by smoothly
pasting together ψN , eq.(F.13) with ψ5(
√|E|x) around x ∼ O(1). We write,
x≫ 1 ⇒ ψT = ψN (F.17)
x≪ 1 ⇒ ψT = C ψ5 (F.18)
x ∼ O(1) ⇒ ψT = ψI (F.19)
where ψN denotes the normalized function given in eq.(F.13) and ψI stands for an
interpolating function.
Note that in the patching region, x ∼ O(1), and √|E|x ≪ 1, so that ψ5 is given
by
ψ5 ≃ B1x1/2+ν (F.20)
where ν is determined by the mass of the scalar in AdS5 units. In passing we note that
ν need not be positive, but square integrability gives rise to the condition
ν > −1 (F.21)
which agrees with the unitarity bound in AdS5 [53]. Equating ψ5 and ψN in the
matching region x ∼ O(1) then gives
|B1| ∼ |E|1/2 (F.22)
The expectation value of the energy for ψT is
〈E〉 =
∫∞
0
dxψ∗T (−∂2x + V (x))ψT∫∞
0
dxψ∗T ψT
(F.23)
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The Denominator on RHS can be estimated as
denominator =
∫ ∞
0
dx |ψT |2 ≃
∫ ∞
0
dx |ψN |2 −
∫ 1
0
dx |ψN |2 +
∫ 1
0
dx |ψ5|2 (F.24)
where we have not included the contribution of the interpolating region explicitly since
it will not change the estimate. The second term in eq.(F.24) is O(|E|), and the third
term is O(B21) and thus also of the same order. These are much smaller than the first
term which is unity. So we see that ψT is approximately of unit norm. The numerator
can be similarly estimated as
numerator =
∫ ∞
0
dxψ∗N(H4)ψN −
∫ 1
0
dxψ∗N(H4)ψN +
∫ 1
0
dxψ∗5(H5)ψ5 (F.25)
with
H4 = −∂2x + α/x2 (F.26)
being the Hamiltonian in the AdS4 region and similarly for H5. Just as for the denomi-
nator we find that the last two terms in eq.(F.25) are comparable, each being O(E|E|),
and much smaller than the first term which equals E.
In summary we find that 〈E〉 ≃ E for small E, upto small corrections, so that ψT
has a negative expectation value for energy. This proves that the instability persists in
the full geometry.
We dealt with the extremal geometry, but it is clear now that a similar argument
will also apply for a near-extremal situation. It is also clear that a similar argument
applies in other dimensions and also one expects to be able to generalize this to Lif-
shitz near horizon regions. As the temperature is increased the horizon moves to the
transition region where x ∼ O(1), and eventually, for large enough T the instability
should disappear.
G. QNM analysis for AdS3 ×R
In this appendix we discuss an independent check for the consistency of the numerical
analysis we performed to find the QNM spectrum for the AdS4×R. A detailed analysis
of the QNM spectrum in 2 + 1 dimensions can be found in [60, 61, 62, 63, 64, 65] and
[66]. For that we work in one lower spacetime dimension, i.e. in (3+1) dimensions
with coordinates t, r, y, z, but with the same gravity set up of a dilaton coupled to
gravity with negative cosmological constant given in eq.(2.1). Working with the same
units and conventions, eq.(2.5),eq.(2.6) as in section 2 and also with the same linearly
varying profile for the dilaton in eq.(2.7), we obtain a finite temperature solution of the
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form AdS3 ×R in the highly anisotropy region with ρ/T ≫ 1,
ds2 =
du2
A(u)
− A(u)dt2 +B(u)dy2 + C(u)dz2,
with A(u) =
3
2
u2
(
1− u
2
H
u2
)
, B(u) = u2, C(u) =
ρ2
6
(G.1)
The advantage of working with this anisotropic solution in one lower dimension is that
the QNM spectrum can be obtained analytically for the geometry given in eq.(G.1).
This enables us to compare the QNM spectrum obtained using the numerical technique
developed in section 5 for the geometry in eq.(G.1) against the same obtained from an-
alytical calculation directly. We will finally show that they are in good agreement with
each other. As already mentioned, this provides an independent check of the numerical
technique we used for extracting the QNM spectrum for the AdS4×R geometry, where
the analytical calculation is too complicated to be done.
The perturbations in the metric and in the dilaton are defined in eq.(5.2) and
eq.(5.3). Note that there is no x−coordinate now as we are working in one lower
dimension. We also make a choice of the gauge same as given in eq.(5.5) and eq.(5.6).
Therefore the metric perturbations have 6 components and the dilaton perturbation
has one additional, making it 7 in total. They can be listed as
htt, hyy, hzz, hty, htz, hyz, and φ. (G.2)
Furthermore following the same argument discussed in section 5, the 4 constraint equa-
tions out of the 10 components of the Einstein equations further reduces the number
of independent perturbations down to 3. We will identify suitable combinations of the
perturbations such that the linearized equations decouple.
The perturbations, denoted by the momentum ~q = (qy, qz) and frequency ω de-
pending on (y, z, t), as given in eq.(5.7). We will consider here two situations, firstly
when the momentum is along z-direction with qy = 0 and secondly, when the momen-
tum is along y-direction with qz = 0. We will not consider the more general situation
when the momentum is turned on along both y and z-direction because our aim is
to give an example where both the analytic and numerical calculation produces same
result for the QNM.
G.1 Modes with momentum along z direction
We are considering the situation when the modes have momentum along the z-direction
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only and we will denote in this subsection the momentum by
qz = q (G.3)
The gauge invariant combinations for this case are
shear mode: Z(u) =qhty + ωhyz,
sound mode: Z1(u) =htt +
2ω
q
htz +
iω2ρ
3q
φ+
A′
B′
hyy,
Z2(u) =hzz − iqρ
3
φ
(G.4)
We will only consider the mode Z(u) in eq.(G.4) corresponding to shear channel for
the purpose of providing an example, leaving out the rests. It satisfies an linearized
equation of the form
a(u)Z ′′(u) + b(u)Z ′(u) + c(u)Z(u) = 0, (G.5)
where,
a(u) = 6(−1 + u)2u2ρ2(6q2u+ (−1 + u)ρ2ω2),
b(u) = 6(−1 + u)uρ2(12q2u2 + (1− 3u+ 2u2)ρ2ω2),
c(u) = −36q4u2 − 12q2(−1 + u)uρ2ω2 − (−1 + u)ρ4ω2(−ω2 + u(6 + ω2)),
(G.6)
This equation can be solved analytically in the limit q → 0, as the solution for general
q is very complicated to be solved analytically. The solution is given by,
Z(u)
∣∣∣∣
q→0
=
u−iω/
√
6
1− u 2F1[−
iω√
6
,−1− iω√
6
, 1− i
√
2
3
ω, u]. (G.7)
Imposing the Dirichlet boundary condition i.e. Z(u) = 0 at the boundary u = 1 we
obtain the exact QNMs, at least in the q = 0 limit, as
ω = −i
√
6(n+ 1), n = 0, 1, 2, · · · , (G.8)
We would like to point out that it is insufficient to conclude from (G.8) that there
is no hydrodynamic mode because (G.8) does not capture the hydrodynamic mode.
The reason is that in (G.8) we are setting q = 0 and this kills of any ρ dependence in
the equation. Whereas for the hydrodynamic mode we should actually retain ρ and set
q/ρ to be small. So the hydrodynamic mode is derived in some very specific limit.
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Figure 16: Comparison between the numerical estimates and the theoretical values of
the QNMs for the shear mode with momentum along z direction with a = 0
We also carry out a numerical analysis along the general lines discussed in section
5 to obtain the QNM spectrum for this mode. In Fig. 16 we plot the QNMs for this
mode where we compare the analytical result against the numerical one and find that
they are in good agreement with each other. We also note that the agreement is within
2%. From the plots it is not technically possible to cleanly isolate the hydrodynamic
modes. Thus in the appendix as well as in the paper we analyze the hydrodynamic
modes separately.
Hydrodynamic limit:
Since (G.8) does not feature the hydrodynamic modes we verify them explicitly in
this section by doing a small expansion around ω, q ≪ 1. The mode equation can then
be solved perturbatively by assuming
Z(u) = u
− iω√
6Zt(u), (G.9)
where Zt(u) = Z0(u)+ ǫZ1(u) and at the end we put ǫ = 1. These functions are defined
as
Zt(u) = C
(
1
1− u +
iu(6q2 + ρ2ω2)
(1− u)√6ρ2ω
)
, (G.10)
By imposing the Dirichlet boundary condition on the modes Z(u) = 0 at the boundary
u = 1 we obtain the dispersion relation for ω and q of the form,
√
6ρ2ω + i(6q2 + ρ2ω2) = 0. (G.11)
Note that if we naively put q = 0 in equation (G.10), then we will wrongly conclude
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that there is a root at ω = 0. In fact the hydrodynamic mode exists only in the limit
q/ρ → 0 and not at q = 0. When q 6= 0 we have equation (G.11). This equation has
two roots given by considering q/ρ = a,
ω = −i
√
3
2
(
− 1 +
√
1 + 4a2
)
, ω = i
√
3
2
(
1 +
√
1 + 4a2
)
, (G.12)
The second root does not satisfy the hydrodynamic limit and the first one satisfies the
conditions where both ω and q are small. This is given by,
ω = −i
√
6a2, (G.13)
G.2 η⊥/s for AdS3 ×R
We can calculate the shear viscosity to entropy density ratio in the similar way as
discussed in section 4.1. Using the prescription given in eq.(4.21). for the geometry in
eq.(G.1) one obtains
η⊥
s
=
4πT 2
ρ2
. (G.14)
Further, from eq.(G.1) one can obtain a relation for the temperature,
T =
√
6uH
4π
. (G.15)
Using eq.(G.15) along with the dispersion relation obtained via Kubo analysis that
defines the viscosity η⊥ as given in eq.(D.12), one can obtain from eq.(G.13) that the
ratio η⊥/s indeed agrees with eq.(G.14).
G.3 Modes with momentum along y direction
Next we consider the situation when the modes have momentum along the y-direction
only and denote in this subsection the momentum by
qy = q (G.16)
The gauge invariant combinations for this case are
Z(u) = C ′
(
hty + q
2htt + ω
2hyy
)
+ (q2A′ − ω2B′)hzz,
Z1(u) = hyz +
q
ω
htz, Z2(u) = htz + i
C
ρ
ωφ,
(G.17)
– 86 –
where A,B,C are given in eq.(G.1). In order Note that from eq.(G.1) C ′(u) = 0 and
Z(u) becomes
Z(u) = (q2A′ − ω2B′)hzz. (G.18)
By a coordinate transformation [66] we can bring the AdS3 part of the metric in eq.(G.1)
to BTZ form and the equation for the mode Z(u) takes the form
Z ′′(u) +
Z ′(u)
u
+ [
ω2
6u2(1− u) −
q2
6u(1− u) −
1
u(1− u)2 ]Z(u) = 0, (G.19)
which is of the form of a massive scalar field in BTZ background given by
f ′′k (u) +
f ′k(u)
u
+ (
ω2l2
4u2(1− u) −
q2l2
4u(1− u) −
m2l2
4u(1− u)2 )fk(u) = 0. (G.20)
From this we can identify l = 2/3 and m =
√
6. This equation admits as exact solution
of the type,
Z(u) = e
√
2
3
πω(−1 + u) 1−
√
5
2 u
− iω√
6 C 2F1(a, b, c, u), (G.21)
where,
a =
1
6
(3(1−
√
5)− i
√
6α), b =
1
6
(3(1−
√
5)+ i
√
6α−2i
√
6ω), c = 1− i
√
2
3
ω, (G.22)
The exact solution above demonstrates the near horizon ingoing boundary conditions
where horizon is at u = 0 and in addition we put Z(u) = 0 at the boundary u = 1 and
where α = q + ω for convenience. Using these conditions we get,
lim
ǫ→0
Z(1− ǫ) = π csc(
√
5π)Γ(c)
Γ(1
6
(3 + 3
√
5− i√6α))Γ(1
6
(3 + 3
√
5 + i
√
6α− 2i√6ω)) . (G.23)
The exact solutions QNMs will correspond to the poles of Γ functions in the denomi-
nator. These are given by
ω = ±q − i
√
6[n+
1
2
(1 +
√
5)], n = 0, 1, 2, · · · , (G.24)
In Fig.17 we plot the results for the QNM spectrum obtained both analytically and
numerically. It shows that they are in agreement with each other to within 2%.
We also carried out the procedure as done in the previous subsection and found no
hydrodynamic mode for this case.
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Figure 17: Comparison between the numerical estimates and the theoretical values of
the QNMs for the sound mode with momentum along the y direction for q = 5
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