We consider the problem of covering simple orthogonal polygons with star polygons. A star polygon contains a point p, such that for every point q in the star polygon, there is an orthogonally convex polygon containingp andq.
Introduction
One of the most well-studied class of problems in computational geometry concerns the notion of visibility. Two points in the plane are said to be visible to each other in the presence of obstacles (which are generally polygonal) if there exists a straight-line path between the two points which does not meet any of the obstacles. Other notions of visibility involve paths which are not straight lines, e.g. rectilinear or staircase paths. Perhaps the most popular problem concerning visibility is the Art Gallery Problem [13] : station a minimum number of guards in a polygon (possibly with polygonal holes) such that they see every point of the polygon.
There is an intimate connection between visibility problems and polygon covering problems. For instance, the Art Gallery Problem can be restated as the problem of covering a polygon with a minimum number of star polygons. A star polygon contains a point, or guard, that sees every point of the polygon. If the polygon has holes, the problem of covering the polygon with a minimum number of star polygons is NP-hard [16] . Aggarwal [1] later showed that the problem remains NP-hard even if the polygon does not contain holes.
In the light of these NP-hardness results, it becomes important to restrict our attention to orthogonal polygons. In his recent book on the Art Gallery Problem, O'Rourke [13] states that the fundamental ,problems involving visibility in computational geometry will not be solved until the combinatorial structure of visibility is more fully understood. In this paper (and a companion paper [12] ) we attempt to study this combinatorial structure. A visibility graph has vertices which correspond to geometric components, such as points or lines, and edges which correspond to the visibility of these components from each other. We show that a certain kind of visibility graph of a simple orthogonal polygon, called the star graph in this paper, is perfect [5, 10] . We use this property of the star graph to devise polynomial algorithms for a non-trivial class of the polygon covering problem that is NP-hard in general.
Two kinds of visibility for orthogonal polygons have been studied in the literature [2] . Two points of a polygon P are said to be s-visible if there exists an orthogonally convex polygon in P that contains the two points. Equivalently, we say that two points are s-visible to each other if there exists a staircase path in P that joins them. Two points of the polygon are said to be r-visible if there exists a rectangle that contains the two points. This gives us two classes of star covers for orthogonal polygons. An s-star polygon contains a point p, such that for every point q in the polygon, there is an orthogonally convex polygon containing p and q. An r-star polygon is similarly defined. Thus, an s-star cover is a cover by s-star polygons and an r-star cover is a cover by r-star polygons.
For r-star covers, Keil [9] has provided an O (n 2) algorithm for covering a horizontally convex orthogonal polygon with a minimum number of rstars. For s-star covers, Culberson and Reckhow [2] provide an O (n 2) algorithm for covering an orthogonal polygon with concavities (dents) in two directions (orientations) only with a minimum number of s-stars. In general, an orthogonal polygon has dents of four orientations (see Figure 1 ). Since this paper does not deal with r-star covers, the word star will be taken to mean an s-star.
The purpose of this paper is three-fold: First, we wish to make the point that perfect graphs play a crucial role in polygon covering problems. For instance, in the case of covering with orthogonally convex polygons, when the orthogonal pglygon has only three dent orientations, the underlying visibility graph defined in [12] is perfect. However, when the polygon has all four dent orientations, the same graph is no longer perfect, and the problem is still open. In fact, the main emphasis of this line of research is to exhibit the relationship between perfect graphs and polygon covering problems and not to provide the most efficient algorithms. We are also convinced that for covering orthogonal polygons with r-stars, the perfect graph approach presented in this paper would work. 'This will be reported elsewhere.
We show that for the case where the orthogonal polygon has all four dent orientations, the covering problem can be formulated and solved as the problem of finding a minimum clique cover for a weakly triangulated graph [7] . A minimum clique cover of a graph G is the minimum number of cliques in G such that every vertex of G is in some clique. A minimum clique cover for a weakly triangulated graph can be found in O (v 5) time [8] , where v is the number of vertices of the graph. This gives us an O (n 1°) algorithm, where n is the number of edges of the polygon boundary. Since weakly triangulated graphs are perfect [7] , we also obtain the following duality relationship: the minimum number of star polygons needed to cover an orthogonal polygon P is equal to the maximum number of points of P, no two of which can be contained together in a covering star polygon. Finally, we show that the problem of covering orthogonal polygons with three dent orientations with a minimum number of star polygons can be formulated and solved by finding a minimum clique cover for triangulated (chordal) graphs [4, 5] . This gives us an O (n 3 ) algorithm.
Preliminaries
An orthogonal polygon (OP), P, is a polygon with all its sides parallel to one of the two co-ordinate axes. In this paper, we are concerned with covering simple, connected OP's. An OP is said to be an orthogonally convex polygon (OCP) if its intersection with every line parallel to one of the co-ordinate axes is either empty or a single line segment.
Dents
Consider the traversal of the boundary of P in the clockwise direction, ensuring that the interior is always to the right [14] . At each comer (vertex) of P, we either turn 90 ° right (outside comer) or 90 ° left (inside comer). A dent is an edge of the boundary of P, both of whose endpoints are inside comers. The direction of traversing a dent gives its orientation: for instance, a dent traversed from west to east has a N orientation. Figure 1 illustrates the N, S, E and W dents. A polygon is said to have only three dent orientations if all its dents take on only one of three orientations (see Figure 2 ). An OCP is a polygon that has no dents. 
Staircase Paths and Visibility
A staircase path p =Xo,Xl, • • • ,XI =q in P is a path joining p and q and completely contained in P such that xi_l andxi are the endpoints of a segment parallel to one of the co-ordinate axes and with no two consecutive turns to the same side (left or right). We say p ~ q (read as p sees q, or, p is visible to q) if there exists a staircase path joining p and q. The following observation from [14] will be useful. Observation 1. p =-q if and only if some OCP includes both p and q.
We say that a staircase path from p to q goes southwest if, in traversing it from p to q, we go west on all the horizontal segments and south on all the vertical segments. Thus, staircase paths between p and q can be of four possible orientations: northeast, northwest, southeast, southwest. We now show that the boundary between v (p) and Q is a single line segment. Assume to the contrary that the boundary contains adjacent line segments ab, that is horizontal, and bc, that is vertical. Assume without loss of generality, that v (p) lies to the south of ab. If p lies to the south of ab, then the staircase paths from p to any point on ab goes northeast or northwest. Such a staircase path can be extended vertically upwards to see points in Q, implying that ab is not part of the boundary. Thus, p lies to the north of ab.
If c lies to the north of b then Q is to the west of bc (see Figure 3) . By an argument similar to the one for ab, this implies that p is to the west of bc. Now, the staircase paths from p to a and c, together with ab and bc form an OCP, which must have a non-empty interseetion with Q. This implies, by Observation 1, that p sees points in Q, a contradiction.
If c lies to the south of b, then Q is to the east of bc (see Figure 4) . As before, p lies to the east of bc. Clearly, the staircase path from p to b must pass through Q, a contradiction.
Q.E.D. I I c .
• ~v(p) 
Dent Lines and Zones
For each dent edge D, we construct a dent line /~ by extending D in both directions until it meets the boundary of P. The orientation of/~ is the same as the orientation of D. ff divides P into three zones. Two of these zones (labeled Bt (/.~) and B,. ( ~ ) in Figure 5 ) are said to be below the dent, and are the two connected components of P below /~. The third zone, A (/~ ) is above /~, and is the connected component of P above /~. For any p E B t (D),q E B, (D),p ~q. Thus, ifp _=r and q ~r, then r e A(D). Also, for any p, q E P, if p ~ q, then there is a dent D, such that p ~ Bt (D),q ~ B, ( D ), or vice versa. We say that D separates p and q, and D itself is called a separating dent between p and q. Note that when there are several separating dents, we will confine our attention to any one separating dent. The following fact is fi:om [12, 15] . Observation 2. Let L be a southeast staircase path from r to p and M be a northeast staircase path from r to q, where p, q and r are points in P. If p ~ q, then an E dent D separates p and q. (Similar statements can be made about the other three dent orientations.) 
The Region DAG
The set of all dent fines of P subdivides P into regions. Reckhow and Culberson [14] conslruct a region DAG (directed acyclic graph) as follows: The vertices of the region DAG correspond to the regions, and there is an arc from u to v if u and v share a common border/~ and u is below 1~. A source is a region of zero in-degree in the region DAG. Similarly, a sink is a region of zero out-degree in the region DAG. (see Figure 6 ). The notions of sources and sinks will come in useful in Section 8 of this paper. u, is the same as v (q,), for every q,, a u. Thus, the notions of visibility of regions and points are identical, and may be used interchangeably.
Observation 3 also implies that any star cover of P of cardinality k can be converted into a cardinality k cover of P by a set of maximal stars [2] . The boundary of any maximal star is composed of dent lines and the boundary of P. Thus, a maximal star either covers every point of a region or none. In the rest of this paper, a star cover of P refers to a cover of P by maximal stars.
The Star Graph
In order to exploit the geometric structure of the problem, we formulate it as the problem of finding a minimum clique cover of a graph defined below, called the star graph. The minimum clique cover problem for general graphs is NP-hard [3] . However, it turns out that the star graph belongs to a special class of graphs, and this enables us to solve the problem efficiently.
The star graph H = ( V, E ) is defined as follows. The vertices of H correspond to the regions of P. Two vertices, vl and v2 are adjacent in H if there is a region u that sees the regions corresponding to vl and v 2.
For two points pl ,P2 in P,Pl ^ P2 (read asP1 indirectly sees Pz) if there exists p e P, such that Pl -= P andp2 =-p. Letpl andp2 belong to regions rl and r 2. We then say that rl ^ r2. We refer to the concatenation of the staircase paths p 1 p and p P2 as a 1-bend path from Pl to P2, andp is called the bend point. If there does not exist any point p that sees bothp 1 and p2, we say thatpl hp2 and r I -h r 2.
From Observation 3, and from the definitions of the preceding two paragraphs, one can physically visualize the star graph H as follows. Abritrarily choose one point from each region of P. Let this set of points be the vertex set V. An edge of H is a 1-bend path joining two points of V. In the rest of this paper, we work with this physical notion of H.
Having defined the star graph, we now show how it helps in solving the covering problem. Theorem 1. A minimum clique cover of H corresponds exactly to a minimum cover of P by star polygons.
The rest of this section is devoted to proving this theorem.
In a star polygon Q, any two points p, q ~ Q see each other indirectly. Thus, every maximal star corresponds to a clique in H. This implies that a cover of P by maximal stars corresponds to a cover of H by cliques. To complete the proof of Theorem 1, we need to show that every clique cover of H corresponds to a star cover of P, It is enough to show that a clique C in H determines a star in P that covers all the regions corresponding to the vertices of C. We will show that if C is a clique in H, then v(v) is non-empty. Let p E N v(v).
v ~ V(C) v e V(C)
Then, v (p) is a maximal star that covers the regions corresponding to the vertices of C. This would complete the proof of Theorem 1.
Let a cell denote a simply connected compact subset of the plane. The following Helly-type theorem from topology, due to Moln'~x [11] , will be useful. ~{C ~ C}~0.
The following two results show that if two points indirectly see each other, then the intersection of their visibility polygons is a simply connected region. Further, if three points indirectly see each other, then there is at least one point that sees all three, and, thus, the intersection of their visibility polygons is non-~mpty. Since every visibility polygon is a cell, Theorem 2 now implies the desired result -viz., a clique C in H corresponds to a maximal star in P.
Since v (p) ~ v (q) is not simply connected, the boundary between v (q) and W is not simply connected. As in the proof of Lemma 1, v (q)k_)W, which is, of course, v (p) U v (q), bounds a region S that is disjoint from v (q) k.) W. Every point of S is in P, as P is a simple polygon. Therefore, the boundary of S is composed entirely of the boundary of v (p) U v (q), not including edges of P. Let R be the connected component of P -v (p) that contains S. By Lemma 1, the boundary of v (p) with R is a single line segment, implying that the boundary of v (p) with S is a single line segment. Similarly, the boundary of v (q) with S is a single line segment. Since at least four orthogonal line segments are required to enclose a region, we obtain a contradiction.
Q.E.D. Q.E.D.
Weakly Triangulated Graphs and the Star Graph
In this section, we assert that the star graph introduced in the previous section belongs to a special class of graphs called perfect graphs [5, 10] . In a perfect graph G, the size of a minimum clique cover of every induced subgraph G' is equal to the size of a maximum independent set of G ". A minimum clique cover of a perfect graph can be found in polynomial time [6] [. We first need the following definition.
Definition 4. A graph G is weakly triangulated [7] 
We now state our main result, the proof of which is contained in the next three sections.
Theorem 4. The star graph of an orthogonal polygon P is weakly triangulated.
Theorem 4, together with Hayward's theorem, provides us with the following duality relationship:
Corollary 1. (The Duality Relationship)
The minimum number of star polygons needed to cover an orthogonal polygon P is equal to the maximum number of points of P, no two of which see each other by 1-bend paths.
We can now use any algorithm that would cover the vertices of a weakly triangulated graph with a minimum number of cliques to cover an orthogonal polygon with a minimum number of star polygons. The fastest such algorithm [8] runs in 0 (v 5) time, where v is the number of vertices of the graph. If n is the number of edges of the boundary of P, then the star graph has 0 (n 2) vertices. Reckhow and Culberson [2] provide a 0 (n) algorithm to determine whether two points see each other. The star graph can easily be obtained from this in O (n 6) time. Thus, there is an 0 (n 1°) algorithm for finding a minimum star cover for P.
Constrictions
The main purpose of this section is to provide a theoretical handle on the covering problem. Consider two points, p, q ~ P, such that they do not have any 1-bend staircase path between them, i.e., p ~ q. Given such a pair of points, we will identify a con-nected subset of P, Cons (p, q ), with the following properties: (a) there is no staircase path from either p or q to any point in Cons (p, q ), and (b) any path in P from p to q must pass through this region. We call this region the constriction between p and q. In a sense, the existence of the constriction is the reason why there is no 1-bend path from p to q. We first give a formal definition of a constriction and then obtain certain useful properties. 
Q.E.D.
Definition 5. The unique component Qi _c Q, which shares a boundary with both v(p) and v(q), is called the constriction between p and q. The constriction between p and q is denoted by Cons (p , q ). (see Figure 7) We now state four important properties concerning Cons(p, q ). Properties 1 and 2 deal with the physical characteristics of Cons (p , q ).
Property 1. The boundary between Cons (p , q ) and
v (p) (resp., v (q)) is a single line segment (horizontal or vertical), called the p dent line (resp., the q dent line). 
Q.E.D.
Property 2. Let the p dent line of Cons (p, q ) be vertical, and let Cons (p, q ) lie to its east (wes0. Let r' be a point on the p dent line, and let r be any point in Cons (p, q ) to the east (resp., wes0 of r', such that r _= r'. Then, an E dent (resp., W dent) separates p from r. (Similar statements can be made about the other two dent orientations).
Proof: Since p sees r', and does not see r to the east of r', every staircase from p to r' has to travel to the northwest or southwest. Thus, r" sees p to its northeast or southeast, and sees r to its east, and p ~ r. By Observation 2, there is an E dent separating p and r. The proof for the other part of Property 2 is similar. Q.E.D.
Properties 3 and 4 are concerned with the nature of paths in P that pass through Cons (p, q ). Property 3 follows immediately from the definition of a constriction. Property 3. Let S be a path in P connecting p and q.
Then, there is a connected subpath of S that joins a point on the p dent line and a point on the q dent line of Cons (p ,q ) and is completely contained in Cons (p , q ).
Property 4. Let r ^ p and r h q.
(1) If r ~ Cons (p, q ), there is a 1-bend path from a point on the p dent line to a point on the q dent line with r as bend point.
(2) If r ¢z Cons (p, q ), r has a single staircase path that meets the p and q dent lines.
Proof: (1) Since r ^ p and r ^ q, we have that r has staircase paths L and M to points in v (p) and v(q), respectively. Since r • Cons (p ,q ), L and M will constitute staircase paths from r to points on the p and q dent lines. (2) If r ¢z Cons (p, q ), assume, without loss of generality, that r is on the same side of Cons (p, q ) in P asp. Clearly, there is a staircase path L from r to some point in v (q), and hence, to the q dent line. L has to intersect the p dent line, thus establishing a staircase from r that meets both the p and q dent lines.
We now define three types of constrictions. The other types of constrictions do not play a part in this paper.
Type I. In a type I constriction, the p and q dent lines are parallel and there exist points rl and r 2 on the p and q dent lines respectively such that r 1 -= r 2.
Type H. In a type II constriction, the p and q dent lines are orthogonal and there exist points r 1 and r2 on the p and q dent lines respectively such that r 1 mr 2.
Type IlL In a type III constriction, Cons (p, q ) is not of type I or II, and there exist points r 1 and r 2 on the p and q dent lines respectively such that r 1 ^ r 2.
Thus, ifr ^ p and r ^ q , then r • Cons (p , q ).
The next three results will be used repeatedly in the following three sections. In what follows, p,q • P, such that p~q.
Lemma 5 follows immediately from the definitions of the three types of constrictions. 
Proof Sketch: We will only prove it for the case where k = 1. The proof can be extended to the general case easily.
By Property 4, there is a 1-bend path L from r' on the p dent line to r" on the q dent line with r as bend point. Without loss of generality, let the p dent line be vertical, and let the staircase path from r to r" be southwest (the other cases are handled similarly). Thus, r sees every point below r" on the p dent line (see Figure 8) . Assume to the contrary that r ~sl. This implies that s 1 does not see r" or any point below r" on the p dent line. Since S is a sequence of 1-bend paths, p ^ sl and q ^ sl. By Property 4, there is a subpath M c S from s" on the p dent line to s" on the q dent line that is either a staircase or a 1-bend path with s~ as the bend point. By the preceding argument, let s" be above r" on the p dent line. Clearly, r ~ s'. Since r" sees s" to its north, and r" sees r to its northeast, Observation 2 implies that there is a N dent D separating r and s'. We have Proof: Let r be on the same side of Cons (p , q ) asp (the other case is symmetrical). Without loss of generality, assume that the p dent line is vertical and the q dent line is horizontal. By Property 4, there is a staircase path L (southeast, say) from r to r" on the q dent line that meets the p dent line at r'. Clearly, r sees every point of the p dent line below r' and every point of the q dent line to the right of r" (see Figure   9 ).
seen by r
Fig. 9
For r not to see some point of S inside Cons (p, q ), S has to meet the p dent line above r', and the q dent line to the left of r". Thus, S meets L inside Cons (p, q ), say at x. Since x ~ Cons (p,q), we have that p ~x and q ~x. This implies that r ^ si, for some i e {1, • • •, k}.
Q.E.D.
Induced Cycles of the Star Graph
In this section, we establish one part of the proof of Theorem 4, namely that the star graph contains no induced cycles of length greater than four. By assumption, edge < 1,3 > ~ E, implying that 1,3. Hence, we have the constriction Cons (1,3) .
We now assert that point 2 cannot be in Cons (1,3) .
Assume to the contrary that
2~ Cons(I,3). S=C-{2}
is a sequence of 1-bend paths connecting points 1 and 3, and hence by Lemma 6, 2 ^ i, for some i ~ {4, ...,k}, thus establishing a chord.
This also implies that Cons (1,3) 
Fig. 10
Now, let Cons (1,3) be of type I, and let the two dent lines be vertical (the other case is similar). Further, let 2 be on the same side of Cons (1,3) as 1. By Property 4, there is a staircase L (southeast, say) from 2 to the 3 dent line, meeting the 1 and 3 dent lines at 2" and 2", respectively. Therefore, 2 sees every point below 2" and 2" on the 1 and 3 dent lines, respectively (see Figure 10) . To prevent chords, S needs to meet the 1 and 3 dent lines (at z and y) above 2" and 2". Case 1: 2" ~ y (see Figure 11) . 2" sees y to its north, and sees 2" to its northwest. By Observation 2, there is a N dent D separating 2" and y. We have
2" ~ B t (D ) and y ~ B, (D ). 2" ~ 2" and
2" =-y, implying that 2" ~ A (D). Thus, L crosses /~ at some point, say l'. Since z is to the north of 2", we have that z ~ Bt (D). Thus, S is a sequence of 1-bend paths from a point in B t (D) to a point in B, (D). This implies that S crosses /~ at x to the east of l'. Hence, 2 ~ x, implying that 2 ^ i, for some i ~ {4, .-• , k}, a contradiction.
Case 2: 2" =-y (see Figure 12) . If the staircase from 2" to y is southeast, then the concatenation of this staircase with the southeast staircase from 2 to 2' gives us a southeast staircase from 2 to y, implying that 2 ^ i, for some i e {4, ... ,k}, a contradiction. Therefore, the staircase from 2" to y is northeast. Let S' be such a staircase from 2' to y such that no other such staircase lies entirely to its north. Thus, some horizontal edge of S' touches a polygon edge. S', L and the 3 dent line between y and 2" together form an OCP, R. We now assert that S has a point in R. Assume to the contrary that S does not have a point in R. Then z ~ R. This means that z is above S" on the 1 dent line. By our choice of S', y and z are now in different connected components of the portion of P that is bounded by S" and the two dent lines (see Figure 12 ). Since this portion of P borders R at S', and S is a connected path, S must have a point in R. 
Fig. 12
Since S is a sequence of 1-bend paths, and R is in Con,,: (1,3) , one of the points of S in R is either i ¢ {4, • • • , k} or a bend point x such that x sees some j e {5, " • , k} (every bend point of S that is in Cons(I,3) sees two points in {4, ..-,k}). If i e R, then the vertical line from i to L exists in R (R is an OCP), thus establishing a chord between 2 and i. If there is no i e {4, ... , k} in R, then we have a bend point, x e R, such that x _= j, for some j e {5, "" , k}. By our choice of R, j is above S' in Cons ( 1, 3 ) . Since S' is a northeast staircase from 2" to y, the staircase from j to x can only travel southwest, southeast or northeast. If it is southwest or southeast, then 2 A j by using a vertical line from x to L. If it is northeast, then 3 A j by using a horizontal line from x to the 3 dent line, implying that 3 ^ j, a contradiction.
Induced Cycles in the Complement of the Star Graph
We establish in this section the other part of the proof of Theorem 4, namely that the complement H e = (V, F ) of the star graph does not have induced cycles of length greater than 4. We now have that, for all i, Cons (i, i + 1 mod k ) must be of type I. Let us now further classify type I constrictions as type IA (where the two dent lines are vertical) and type IB (where the two dent lines are horizontal). We now assert that Cons (1, 2) and Cons (i, i + 1 ) cannot both be of type IA or IB (IA, say), for some i E {4, "" , k -2}. To see this, we reason as follows: Neither the i dent line nor the i + 1 dent line of Cons (i, i + 1 ) can be inside Cons (1, 2) , since i and i + 1 indirectly see both 1 and 2. Now, let the i dent line be outside Cons(I,2), implying that Cons (i , i + 1 ) and Cons (1, 2) are on different sides of the i dent line. This would imply that that i + 1 does not indirectly see 1 and 2, a contradiction.
A simple combinatorial argument now shows that it is impossible to obtain an induced 7 cycle using only type IA and IB constrictions for cycle edges. Thus, let k = 6.
It is clear that at least two of Cons (1, 2) , Cons (3, 4) and Cons (5, 6 ) must be of the same type (IA or IB). Assume, without loss of generality, that Cons (1, 2) and Cons (3, 4) are both of type IA. We now assert that this would imply that Cons (2, 3 ) must be of type IA and that Cons (1,2) is contained in Cons(2,3) (see Figure 13 (a) ). Thus, the only way that one could possibly obtain an induced 6 cycle is by using type IA constrictions for three consecutive edges and type IB constrictions for the other three edges. Let edges <1,2>, <2,3>, and <3,4> correspond to type IA conslxictions and let <4,5 >, < 5,6 > and < 6, 1 > correspond to type IB constrictions. The arrangement is shown in Figures 13 (a case path K from 6 to the 2 and 3 dent lines of Cons (2, 3) , and passing through Cons (2, 3) .
Since the 1 dent line of Cons(I,2) is in Cons (2, 3) , (see Figure 13 (a)), K intersects the 1 dent fine of Cons (1, 2) , implying that 6 ^ 1. But < 6, 1 > is a cycle edge ofH c , a contradiction.
An O (n 3) Algorithm for Polygons with Three Dent Orientations
In this section, we show that ifP has only three dent orientations, then the star graph H is triangulated [5, 10] . This would give us an O (n 3) algorithm for finding the star cover for P. Definition 6. [5, 10] A graph is said to be triangulated (or chordal) if it contains no induced cycles of length greater than three.
In general, the star graph H is not triangulated: there exist induced 4 cycles in H (see Figure 14) . For the case where P has only three dent orientations, H is triangulated, as the following theorem shows.
Theorem 5. The star graph H of an orthogonal polygon with at most three dent orientations is triangulated.
Proof: By Lemma 8, we have that H does not contain induced cycles of length greater than four. It now suffices to show that H cannot have an induced 4 cycle.
Assume to the contrary that < 1,2 >, < 2,3 >, <3,4> and <4, 1> is an induced 4 cycle in H. Since <1,3> is not present, 1 ~3. Consider Cons ( 1,3 ) . Neither 2 nor 4 is in Cons ( 1,3 ) , else Thus, Cons (1, 3 ) is a type I constriction.
Without loss of generality, let the two dent lines be vertical and let the 1 dent linebe to the west of the 3 dent line (see Figure 15 (a)). By Property 2, we have established the presence of an E dent and a W dent. staircase L (southeast, say) from 2 to 2" on the 3 dent line, intersecting the 1 dent line at 2'. 2 sees every point below 2' on the 1 dent line and every point below 2" on the 3 dent fine.
Case 1:4 is on the same side of Cons ( 1,3 ) as 1.
Then, every staircase from 4 to 4" on the 3 dent line, and hence to 4" on the 1 dent line, has to be northeast (else, 4 ^ 2) (see Figure 15 (a)). Since 2 does not see 4', 2' sees 4' to its north, and 2' sees 2 to its northwest, Observation 2 implies that a N dent separates 2 and 4'. By a similar argument, a S dent separates 4 from 2'. This establishes that there exist 4 different dent orientations, a contradiction.
Case 2:4 is on the same side of Cons ( 1, 3 ) as 3.
Then the staircase from 4 to 4' on the 1 dent line, and hence to 4" on the 3 dent line, has to be northwest (else, 4 ^ 2) (see Figure 15 Since 2 does not see 4", 2" sees 4" to its north, and 2' sees 2 to its northwest, Observation 2 implies that a N dent separates 2 and 4'. By a similar argument, a S dent separates 4 from 2". This establishes the existence of four different dent orientations, a contradiction.
Q.E.D..
Now that we have shown that the star graph is chordal, how does it help us? The minimum clique cover of a chordal graph can be found in O (v 2) time [4] , where v is the number of vertices of the graph. This would imply an O (n 2) algorithm once the star graph is found. However, finding the star graph requires O (n 6) time. Fortunately, the following lemma from [2] shows that it suffices to cover all the sources of P to cover every region of P.
4
Lemma 10. If 13 is a set of maximal star polygons that includes every source of P, then 13 covers every region of P.
The subgraph Hs of H induced by the sources of P is also chordal. The advantage of this formulation is that instead of dealing with regions, we need only consider the sources. All we require is a minimum clique cover oftl,.
It can be shown that if two regions are indirectly visible to each other, then there exists a sink that sees both these regions. There are at most O (n) sources and sinks in an OP with three or less dent orientations [2] . This implies that H, has O (n) vertices. For a source v and sink u, it is easy to figure out in O(n) time ifu _--v [2] . Thus, in O(n 3) time, we can list the sources seen by each sink. Now, for each pair of sources, we can figure out in O (n) time if they see each other indirectly, thus constructing Hs in 0 (n 3) time. Gavril's algorithm [4] now gives, in O (n 2) time, the minimum clique cover of H, implying that the the star cover of P can be obtained in O (n 3) time.
