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Аннотация
Матричные уравнения Ляпунова, а также их обобщения — матрич-
ные уравнения Сильвестра широко используются в теории устойчивости
движения, теории управления, при решении обыкновенных дифференци-
альных уравнений Риккати и Бернулли, при решении уравнений в част-
ных производных, а также в задачах восстановления изображений. Если
структура общего решения однородной части уравнения Ляпунова хорошо
изучена, то решение неоднородного уравнения Сильвестра и, в частности,
уравнения Ляпунова достаточно громоздко.
Наиболее распространенным требованием при решении матрич-
ных уравнений Сильвестра и, в частности, уравнения Ляпунова, являет-
ся условие единственности решения. Ранее, в статье А. А. Бойчука и С.
А. Кривошеи с использованием теории обобщенных обратных операторов,
установлен критерий разрешимости матричных уравнений AX - XB = D и
X - AXB = D типа Ляпунова и исследована структура семейства их реше-
ний. В статье А. А. Бойчука и С. А. Кривошеи использовано псевдообра-
щение линейного матричного оператора L, соответствующего однородной
части уравнений AX - XB = D и X - AXB = D типа Ляпунова.
Используя технику псевдообратных (по Муру-Пенроузу) матриц и про-
екторов, в статье предложены оригинальные условия разрешимости, а
также схема нахождения семейства линейно независимых решений неод-
нородного обобщенного матричного уравнения Сильвестра и, в частно-
сти, уравнения Ляпунова, в общем случае, когда линейный матричный
оператор L, соответствующий однородной части обобщенного матричного
уравнения Сильвестра не имеет обратного.
Найдено выражение для семейства линейно независимых решений не-
однородного обобщенного матричного уравнения Сильвестра и, в частно-
сти, уравнения Ляпунова с использованием проекторов и псевдообратных
1Работа выполнена при финансовой поддержке Государственного фонда фундаменталь-
ных исследований. Номер государственной регистрации 0109U000381.
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(по Муру-Пенроузу) матриц. Этот результат является обобщением соот-
ветствующих результатов, полученных в статье А. А. Бойчука и С. А. Кри-
вошеи, на случай линейного обобщенного матричного уравнения Сильве-
стра.
Предложенные условия разрешимости, а также схема построения част-
ного решения неоднородного обобщенного матричного уравнения Сильве-
стра подробно проиллюстрированы на примерах.
Ключевые слова: матричное уравнение Сильвестра, матричное уравне-
ние Ляпунова, псевдообратные матрицы.
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Abstract
Lyapunov matrix equations and their generalizations — linear matrix Syl-
vester equation widely used in the theory of stability of motion, control theory,
as well as the solution of diﬀerential Riccati and Bernoulli equations, partial
diﬀerential equations and signal processing. If the structure of the general
solution of the homogeneous part of the Lyapunov equation is well studied,
the solution of the inhomogeneous equation Sylvester and, in particular, the
Lyapunov equation is quite cumbersome.
By using the theory of generalized inverse operators, A. A. Boichuk and
S. A. Krivosheya establish a criterion of the solvability of the Lyapunov-type
matrix equations AX - XB = D and X - AXB = D and investigate the structure
of the set of their solutions. The article A. A. Boichuk and S. A. Krivosheya
based on pseudo-inverse linear matrix operator L, corresponding to the homo-
geneous part of the Lyapunov type equation.
The article suggests the solvability conditions, as well as a scheme for
constructing a particular solution of the inhomogeneous generalized equation
Sylvester based on pseudo-inverse linear matrix operator corresponding to the
homogeneous part of the linear matrix generalized Sylvester equation.
Using the technique of Moore-Penrose pseudo inverse matrices, we suggest
an algorithm for finding a family of linearly independent solutions of the
inhomogeneous generalized equation Sylvester and, in particular, the Lyapu-
nov equation in general case when the linear matrix operator L, corresponding
to the homogeneous part of the linear generalized matrix Sylvester equation,
has no inverse.
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We find an expression for family of linearly independent solutions of the
inhomogeneous generalized equation Sylvester and, in particular, the Lyapu-
nov equation in terms of projectors and Moore-Penrose pseudo inverse matri-
ces. This result is a generalization of the result article A. A. Boichuk and
S. A. Krivosheya to the case of linear generalized matrix Sylvester equation.
The suggested the solvability conditions and formula for constructing a
particular solution of the inhomogeneous generalized equation Sylvester is
illustrated by an examples.
Keywords: matrix Sylvester equation, matrix Lyapunov equation, pseudo
inverse matrices.
Bibliography: 19 titles.
MSC: 15A24, 34В15, 34C25
1. Введение
Матричные уравнения Ляпунова, а также их обобщения — матричные урав-
нения Сильвестра [1, 2, 3, 4, 5] широко используются в теории устойчивости
движения [3, c. 245], а также при решении дифференциальных уравнений Рик-
кати [6, 7] и Бернулли [9]. Если структура общего решения однородной части
уравнения Ляпунова хорошо изучены [1, 5], то решение неоднородного уравне-
ния Сильвестра и, в частности, уравнения Ляпунова достаточно громоздко. В
статье [6] предложены условия разрешимости, а также схема построения част-
ного решения неоднородного уравнения Сильвестра и, в частности, Ляпунова
на основе псевдообращения оператора L; соответствующего однородной части
уравнения Ляпунова. В данной статье предложена формула построения частно-
го решения уравнения, обобщающее известное уравнение Сильвестра [3, c. 239].
2. Условия разрешимости
Исследуем задачу о построении решения обобщенного матричного уравне-
ния Сильвестра
kX
i=1
Qi X Ri +
X`
i=1
Si Y Ti = B : (1)
Здесь
Qi 2 R; Ri 2 R; Si 2 R; Ti 2 R
и B 2 R — данные матрицы, X 2 R; Y 2 R — неизвестные матрицы.
Обозначим 
j

j=1
2 R;

j

j=1
2 R
О РЕШЕНИИ ОБОБЩЕННОГО МАТРИЧНОГО УРАВНЕНИЯ . . . 55
естественные [11] базисы пространств R и R : Общее решение уравнения
(1) ищем в виде сумм
X =
X
j=1
jxj; Y =
X
j=1
jyj; xj; yj 2 R1:
Последнее выражение приводит уравнение (1) к виду
X
j=1
 kX
i=1
QijRi

xj +
X
j=1
X`
i=1
SijTi

xj = B:
Обозначим матрицы
Vj :=
kX
i=1
QijRi 2 R; j = 1; 2; :::   
и
Wj :=
X`
i=1
SijTi 2 R; j = 1; 2; :::   :
Таким образом, уравнение (1) равносильно следующему
X
j=1
Vjxj +
X
j=1
Wjyj = B:
Определим оператор
M[A] : Rmn ! Rmn;
как оператор, который ставит в соответствие матрице A 2 Rmn вектор-столбец
B :=M[A] 2 Rmn; составленный из n столбцов матрицы A; а также обратный
оператор [16, 17]
M 1

B

: Rmn ! Rmn;
который ставит в соответствие вектору B 2 Rmn матрицу A 2 Rmn:
Заметим, что операторM[A]; как и обратный операторM 1[B]; могут быть
представлены в явном виде. Определим матрицы
1 := ( 1 ) 2 R11; 2 := ( 1 0 0 1 ) 2 R41;
3 := ( 1 0 0 0 1 0 0 0 1 )
 2 R91;
4 := ( 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 )
 2 R161; ::: :
Вектор m состоит из m  1 цепочки вида
( 1 0 0 ::: 0 ) 2 R(m 1)1
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и заканчивается единицей:
m :=

1 0 0 ::: 0 1 0 0 ::: 0 ::: 1 0 0 ::: 0 1

2 Rm21:
В новых обозначениях операторM[A] представим в явном виде:
M[A] =

In 
 A

n 2 Rmn:
Определим также матрицы
Emn

j
:=

Em1

j

 In 2 Rnmn;

Em1

j
:=

ij
m
i=1
2 R1m;
здесь ij — символ Кронеккера:
ij :=

1; j = i;
0; j 6= i ; i = 1; 2; ::: m:
Таким образом, обратный операторM 1[B] представим в явном виде:
M 1[B] =
nX
k=1

Emn

k
 B 

Em1

k
:
В новых обозначениях уравнение (1) равносильно уравнению
Q c =M[B] (2)
относительно вектора
c := col (x; y) 2 R+ ; x 2 R; y 2 R :
Здесь Q+ — псевдообратная по Муру – Пенроузу матрица [1],
PQ : R(+)(+) ! N(Q); PQ : R ! N(Q)
— ортопроекторы матриц, соответственно, Q и Q;
Q :=

M[V1] M[V2] ::: M[V] M[W1] M[W2] ::: M[W ]

2 R(+):
Матрица PQr составлена из r линейно независимых столбцов матрицы-ортопро-
ектора PQ: Условия существования и вид решения обобщенного матричного
уравнения Сильвестра (1) определяет следующая теорема.
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Теорема 1. Обобщенное матричное уравнение Сильвестра (1) разрешимо
тогда и только тогда, когда выполнено условие
PQM[B] = 0: (3)
При условии (3) и только при нем, уравнение (1) имеет r-параметрическое
семейство решений
X = (cr) + (B); (cr) :=
X
j=1
jx
(0)
j (cr); x
(0)(cr) :=

I O

PQrcr;
Y = 	(cr) + (B); 	(cr) :=
X
j=1
jy
(0)
j (cr); y
(0)(cr) :=

O I

PQrcr;
где
(B) :=
X
j=1
jx
(1)
j ; x
(1) :=

I O

Q+M[B];
(B) :=
X
j=1
jy
(1)
j ; y
(1) :=

O I

Q+M[B]:
Доказательство. Действительно, выше показана равносильность матрич-
ного уравнения Сильвестра (1) и традиционного линейного алгебраического
уравнения (2), как известно [8, 16, 17], разрешимого тогда и только тогда, ко-
гда выполнено условие (3). При условии (3) и только при нем уравнение (2)
разрешимо
c = Q+M[B] + PQrcr; cr 2 Rr;
при этом уравнение (1) имеет r-параметрическое семейство решений
X =
X
j=1
jxj; Y =
X
j=1
jyj;
где
x =

I O

Q+M[B] + PQrcr

; y =

O I

Q+M[B] + PQrcr

:
2
При условии PQ 6= 0 будем говорить, что для обобщенного матричного урав-
нения Сильвестра (1) имеет место критический случай, при этом обобщенное
уравнение Сильвестра (1) разрешимо лишь для тех неоднородностей B; для
которых выполнено условие (3). При условии PQ = 0 будем говорить, что для
обобщенного матричного уравнения Сильвестра (1) имеет место некритический
случай, при этом уравнение (1) разрешимо для любой неоднородности B:
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Следствие 1. Обобщенное матричное уравнение (1) в некритическом слу-
чае (PQ = 0) разрешимо для любой неоднородности B 2 R: В этом случае
уравнение (1) имеет r-параметрическое семейство решений
X = (cr) + (B); Y = 	(cr) + (B):
Доказательство. Действительно, выше показана равносильность матрич-
ного уравнения Сильвестра (1) и традиционного линейного алгебраического
уравнения (2), как известно [8, 16, 17], разрешимого тогда и только тогда, ко-
гда выполнено условие (3). При условии PQ = 0 требование (3) выполнено,
следовательно уравнение (2) разрешимо
c = Q+M[B] + PQrcr; cr 2 Rr;
при этом уравнение (1) имеет r-параметрическое семейство решений
X = (cr) + (B); Y = 	(cr) + (B);
где
(cr) :=M 1

I O

PQrcr

; 	(cr) :=M 1

O I

PQrcr

;
(B) :=M 1

I O

Q+M[B]

; (B) :=M 1

O I

Q+M[B]

:
2
3. Псевдорешения матричного уравнения Сильве-
стра
Предположим далее, что условие (3) не выполнено: PQM[B] 6= 0; при этом
система (2) неразрешима, однако она всегда имеет псевдорешение [10, 8, 12, 13]
X+ := (B); Y + = (B); минимизирующее невязку [8] в решении системы
(2), при этом среди всех векторов c 2 R+ ; для которых невязка достигает
своего наименьшего значения, вектор c+ 2 R+ имеет наименьшую длину
jcj := cc:
Лемма 1. Матричное уравнение Сильвестра (1) при условии PQM[B] 6= 0
не разрешимо, однако имеет псевдорешение, наилучшее (в смысле наименьших
квадратов)
X+ := (B); (B) :=
X
j=1
jx
(1)
j ; Y
+ = (B); (B) :=
X
j=1
jy
(1)
j ;
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минимизирующее невязку Q c M[B]
R
! min
в решении системы (2). При этом норма невязки  равна норме выражения,
входящего в левую часть выражения (2)
 :=
Q c+  M[B]
R
=
PQM[B]
R
:
Доказательство. Действительно, выше показана равносильность матрич-
ного уравнения Сильвестра (1) и традиционного линейного алгебраического
уравнения (2). Как известно при условии PQM[B] 6= 0 линейное алгебраи-
ческое уравнение (2) не разрешимо, однако имеет псевдорешение [8]
c+ := Q+M[B];
наилучшее (в смысле наименьших квадратов), минимизирующее невязку в ре-
шении системы (2). Матричное уравнение Сильвестра (1) при этом имеет псев-
дорешение, наилучшее (в смысле наименьших квадратов)
X+ := (B); Y + = (B):
2
Пример 1. Обобщенное матричное уравнение Сильвестра
2X
i=1
Qi X Ri + S1 Y T1 = B :=
0@ 1 0 0 0 10 0 0 0 0
0 0 0 0 0
1A : (4)
разрешимо при
Q1 =
0@ 1 0 10 0 0
1 0 0
1A ; Q2 =
0@ 0 0 10 0 0
1 0 1
1A ; R1 =
0@ 1 0 0 0 10 0 0 0 0
0 0 1 0 0
1A ;
R2 =
0@ 0 0 1 0 00 0 0 0 0
1 0 1 0 1
1A ; S1 =
0@ 1 00 0
1 0
1A ; T1 =  1 0 0 0 10 0 1 0 0

:
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Поскольку
Q =
0BBBBBBBBBBBBBBBBBBBBBBBB@
1 0 1 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 1 0 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 1 0 2 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 1 0 0 0 2 0 1 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 1 0 1 1 0 0 0
1CCCCCCCCCCCCCCCCCCCCCCCCA
и
PQ =
0BBBBBBBBBBBBBBBBBBBBBBBB@
1
2
0 0 0 0 0 0 0 0 0 0 0  1
2
0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1
2
0 0 0 0 0 0 0 0 0 0 0  1
2
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
 1
2
0 0 0 0 0 0 0 0 0 0 0 1
2
0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0  1
2
0 0 0 0 0 0 0 0 0 0 0 1
2
1CCCCCCCCCCCCCCCCCCCCCCCCA
6= 0;
постольку для матричного уравнения Сильвестра (4) имеет место критический
случай, при этом выполнено условие (3), следовательно, поставленная задача
разрешима. Искомое r := 9 – параметрическое семейство решений матричного
уравнения Сильвестра (4) определяет матрица
Q+M[B] =   19
61
0 37
61
0 0 0  24
61
0   5
61
10
61
0   3
61
0

и r линейно независимых столбцов матрицы-ортопроектора PQ :
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PQr =
0BBBBBBBBBBBBBBBBBBBB@
0 0 0 0 0 10
61
0 6
61
0
1 0 0 0 0 0 0 0 0
0 0 0 0 0   3
61
0  14
61
0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0   3
61
0  14
61
0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 7
61
0   8
61
0
0 0 0 0 0  14
61
0 16
61
0
0 0 0 0 0 0 1 0 0
0 0 0 0 0   8
61
0 44
61
0
0 0 0 0 0 0 0 0 1
1CCCCCCCCCCCCCCCCCCCCA
:
Таким образом, решение обобщенного матричного уравнения Сильвестра (4)
представимо в виде
X = (cr) + (B); (cr) =
0@ 10c6 + 6c8 61c2  3c6   14c861c1 61c3 61c5
 3c6   14c8 61c4 7c6   8c8
1A ;
Y = 	(cr) + (B); 	(cr) =
  14c6 + 16c8  8c6 + 44c8
61c8 61c9

;
где
(B) =
0@ 1961 0  24610 0 0
37
61
0   5
61
1A ; (B) =  1061   361
0 0

:
Здесь c1; c2; c3; ::: c9 2 R1 — произвольные константы.
Пример 2. Обобщенное матричное уравнение Сильвестра
2X
i=1
Qi X Ri + S1 Y T1 = B (5)
не разрешимо при
B =
0@ 0 0 1 0 01 0 1 0 1
0 0 1 0 0
1A ;
матрицы Q1; Q2; R1; R2; S1 и T1 определены в примере 1.
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Поскольку
Q =
0BBBBBBBBBBBBBBBBBBBBBBBB@
1 0 1 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 1 0 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 1 0 2 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 1 0 0 0 2 0 1 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 1 0 1 1 0 0 0
1CCCCCCCCCCCCCCCCCCCCCCCCA
и
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PQ =
0BBBBBBBBBBBBBBBBBBBBBBBB@
1
2
0 0 0 0 0 0 0 0 0 0 0  1
2
0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1
2
0 0 0 0 0 0 0 0 0 0 0  1
2
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
 1
2
0 0 0 0 0 0 0 0 0 0 0 1
2
0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0  1
2
0 0 0 0 0 0 0 0 0 0 0 1
2
1CCCCCCCCCCCCCCCCCCCCCCCCA
6= 0;
постольку для обобщенного матричного уравнения Сильвестра (5) имеет ме-
сто критический случай, при этом условие (3) не выполнено
PQM[B] =
 
0 1 0 0 0 0 0 1 0 0 0 0 0 1 0
 6= 0;
следовательно, матричное уравнение (5) не разрешимо. Искомое псевдорешение
уравнения (5)
X+ =
0@   661 0 14610 0 0
14
61
0 8
61
1A ; Y + =   1661 1761
0 0

;
наилучшее (в смысле наименьших квадратов), определяет матрица
Q+M[B] =     6
61
0 14
61
0 0 0 14
61
0 8
61
 16
61
0 17
61
0

:
В случае некорректно поставленной задачи [10, 8, 12, 13] обобщенное матрич-
ное уравнение Сильвестра (1) может быть регуляризовано аналогично [14, 15].
4. Заключение
Найденные условия разрешимости и предложенная формула решения обоб-
щенного уравнения Сильвестра могут быть использованы при решении тради-
ционных матричных уравнений Сильвестра [16], матричных уравнений Ляпу-
нова [17], в теории устойчивости движения [18], а также при решении нетеровых
краевых задач для матричных дифференциальных уравнений [19].
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