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Esta pesquisa aborda o desenvolvimento e avaliação de um sistema para classiﬁcação de
imagens de retina como forma de auxílio a diagnóstico da retinopatia diabética. Atualmente,
caso não haja tratamento, a retinopatia é a maior causa de cegueira no mundo para as pessoas
com Diabetes Mellitus. Sendo assim, como o diagnóstico por imagem é a forma de detecção
da doença, o trabalho tem por ﬁnalidade desenvolver um sistema com melhor desempenho
e praticidade e que possa ser utilizado, por exemplo, em ambientes carentes de serviços de
saúde universais, como ferramenta de apoio ao diagnóstico para os proﬁssionais de saúde.
O método tradicional de classiﬁcação de imagens médicas utiliza extração de caracte-
rísticas, porém muitas vezes pode ocorrer a perda de informações importantes na imagem
que serviriam para um diagnóstico mais preciso. Por isso, o intuito é comparar algoritmos
de classiﬁcação de imagens com algumas características propostas e também com algorit-
mos que dispensam extração de características por meio de treinamento de dicionários. Para
isso, a ideia é implementar a classiﬁcação utilizando-se classiﬁcadores frequentemente usados,
como Support Vector Machine (SVM) e do tipo Comitês, além de um método mais recente
que explora o treinamento de dicionários simultaneamente ao treinamento do classiﬁcador, o
chamado Learning Algorithm for Soft-thresholding Classiﬁer (LAST) . Além disso, avalia-se
a utilização de algumas ferramentas que possam melhorar o desempenho da classiﬁcação
como análise de componentes principais (PCA, do inglês Principal Component Analysis ) e
o uso da transformada discreta de Fourier para extração de características espectrais.
Testes de hipóteses realizados após avaliação sistemática do sistema mostraram que a
classiﬁcação usando o método do LAST com PCA teve melhor desempenho nas comparações
com o classiﬁcador do tipo Comitê com o PCA com nível de signiﬁcância de 98% e com o
SVM com PCA com nível de signiﬁcância de 99.99%. Já na comparação entre o classiﬁcador
do tipo Comitês com PCA e SVM com PCA, o método do tipo Comitês obteve resultado
melhor com nível de signiﬁcância de 99.99%. Outros testes de hipóteses mostraram que as
três classiﬁcações possuem acurácia superior a 0.8 com nível de signiﬁcância de 91% para o
LAST, 99.99% para o classiﬁcador do tipo Comitês e 99% para o SVM. Em experimentos
com outras variáveis, tendo a Medida-F como parâmetro obteve-se a seguinte ordem de
desempenho: LAST com PCA e o módulo da Transformada de Fourier (0.88), LAST (0.75),
LAST com módulo de Fourier (0.70), LAST com PCA e fase de Fourier (0.65) e LAST com
fase de Fourier (0.60). A análise no plano Receiver Operating Characteristic mostrou que as
classiﬁcações da imagens com SVM com PCA, do tipo Comitês com PCA, LAST com PCA,
LAST e LAST com o módulo da transformada de Fourier e PCA possuem boa relação entre
verdadeiros positivos e falsos negativos, o mesmo não acontece nos casos do LAST módulo
da transformada de Fourier, LAST com fase da transformada de Fourier e PCA e no LAST
com a fase da transformada de Fourier.
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Ao ﬁnal, conclui-se que no treinamento com o uso de dicionários, sem a extração prévia
de características, o LAST obteve melhor acurácia média (0.84) do que a acurácia comu-
mente encontrada na literatura (0.8) e com as acurácias médias encontradas na pesquisa
usando o classiﬁcador do tipo Comitês (0.81) e o SVM (0.79). Estes resultados sugerem que
algumas conﬁgurações propostas, sobretudo a do LAST aplicado diretamente a imagens de
retina, podem auxiliar o diagnóstico de retinopatia diabética, dados os índices de verdadeiros
positivos encontrados e os baixos índices de falsos negativos. Em trabalho futuro, o autor
pretende combinar técnicas de aprendizagem profunda com as abordagens aqui empregadas,
para avaliar o impacto sobre as métricas de desempenho, com base em bancos de imagens
maiores a serem obtidos em parcerias de pesquisa.
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Abstract
This research is the development and evaluation of a system to classify retinal images as a
way to assist in the diagnosis of diabetic retinopathy. Currently, if there is no treatment,
the retinopathy is the largest cause of blindness in the world for people with Diabetes
Mellitus. Thus, as imaging diagnosis is the form of detection of the disease, the purpose
of the work is to develop a system with better performance and that can be used, for
example, in environments lacking universal health services, as a tool for support for health
professionals.
The traditional method of medical imaging uses extractions of features, but often
there is a loss of important information in the image that would serve a more accurate
diagnosis. Therefore, the aim is to compare algorithms of image classiﬁcation with some
characteristics proposed and also with algorithms that do not require extraction of featu-
res through the training of dictionaries. For this, the idea is to implement classiﬁcation
using frequently used classiﬁers, such as Support Vector Machine (SVM) and Ensemble,
as well as a more recent method that explores the training of dictionaries simultaneously
to training Classiﬁer, the Learning Algorithm for Soft-thresholding Classiﬁer (LAST). In
addition, it is evaluated the use of some tools that can improve the classiﬁcation perfor-
mance as main component analysis (PCA) and use of the discrete fourier transform to
extract spectral features.
Hypothesis tests performed after systematic evaluation showed that the classiﬁca-
tion using the LAST method with PCA performed better in the comparisons with the
Ensemble with the PCA with a level of signiﬁcance 98% and with the SVM with PCA
With a level of signiﬁcance 99.99%. In the comparison between Ensemble with PCA and
SVM with PCA, the Ensemble method obtained a better result with a level of signiﬁcance
99.99%. Other hypothesis tests showed that all three classiﬁcations had accuracy above
0.8 with a level of signiﬁcance 91% for LAST, 99.99% for Ensemble and 99% for SVM.
In the experiments with other variables, the performance of F-measure order was obtai-
ned: LAST with PCA and Fourier transform (0.88), LAST (0.75), LAST with Fourier
module (0.70), LAST with PCA and Fourier phase (0.65) and LAST with Fourier phase
(0.60). The analysis in the Receiver Operating Characteristic plane showed that the
classiﬁcations of SVM images with PCA, Ensemble with PCA, LAST with PCA, LAST
and LAST with the Fourier transform module and PCA have a good relationship between
true positives and false negatives, the same does not happen in the cases of LAST Fourier
transform module, LAST with Fourier transform phase and PCA, and LAST with the
Fourier transform phase.
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Finally, we conclude that dictionary training without the previous extraction of featu-
res with the LAST obtained a better average accuracy (0.84) than the accuracy commonly
found in the literature (0.8) and with the average accuracy Found in the search using
Ensemble (0.81) and SVM (0.79). The research shows that the classiﬁcation using LAST
would help in the diagnosis of diabetic retinopathy, because the system presented good
index of true positives and low index of false negatives. In future work, the authors
intend to combine deep learning techniques with the approaches used here to evaluate
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1 Histórico, consequência, diagnóstico e
limitações
1.1 Contextualização
Ao longo das duas últimas décadas, a Diabetes Mellitus (DM) tornou-se um dos pro-
blemas de saúde mais desaﬁadores. Estima-se que havia 366 milhões de pessoas com
diabetes em 2011, e projeta-se que o número aumente para 552 milhões em 2030 [1].
As taxas de ocorrência estimadas de retinopatia diabética (RD) e o risco de perda da
visão são de 40,3% e 8,2%, respectivamente, em adultos no Estados Unidos acima dos 40
anos [1]. Estima-se que metade dos pacientes com retinopatia no estágio mais avançado,
chamada de proliferativa, perde a visão dentro de cinco anos se não recebem o tratamento
adequado [1].
A RD constitui a principal causa de deﬁciência visual e perda de visão entre adultos
e afeta mais de 90% dos pacientes diabéticos em algum grau. Aproximadamente 10%
dos pacientes diabéticos com mais de 15 anos desenvolvem deﬁciência visual grave, sendo
que cerca de 10% chegam a cegueira [2]. A Figura 1.1 ilustra o efeito da retinopatia
diabética avançada sobre o campo visual.
A retinopatia é uma doença que causa danos microvasculares e macrovasculares na
retina e que pode ser causada pela Diabetes Mellitus (retinopatia diabética) e pela hi-
pertensão arterial (retinopatia hipertensiva). A DM é uma doença comum em torno do
mundo e é grande causadora de cegueira. Diversos efeitos negativos sobre a retina se
desenvolvem em consequência da hiperglicemia crônica [4].
A RD é a mais comum causa de perda de visão em pacientes com diabetes no mundo,
segundo a Organização Mundial da Saúde (OMS). Cerca de 80% dos indivíduos com
diabetes vivem em países em desenvolvimento, como China, Índia e Brasil [5]. No Brasil,
no ﬁnal da década de 1980, estimou-se a prevalência de DM na população adulta em
7.6%. Em 2014, estimou-se que existiriam 11,9 milhões de pessoas, na faixa etária de
20 a 79 anos, com diabetes no Brasil, podendo alcançar 19,2 milhões em 2035 [5]. Além
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Figura 1.1. Comparação entre os campos visuais de uma pessoa com (a) visão
normal e (b) retinopatia severa. Fonte: [3].
disso, segundo o censo realizado pelo Conselho Brasileiro de Oftalmologia em 2014 havia
um médico especialista em saúde ocular para cada grupo de 11.604 pessoas. A OMS
estabelece como ideal a proporção de um para 17.000. O dado é animador, porém apenas
848 dos 5.570 municípios brasileiros, ou 15%, contam com atendimento de especialistas
em saúde ocular. Ou seja, 85% das cidades não possuem tais especialistas, resultando na
carência de médicos especializados em saúde ocular em pequenas cidades pelo país [6].
Assim como a diabetes, a hipertensão arterial acomete grande parte da população
mundial causando elevado risco de doenças cardiovasculares e eventos cerebrovasculares,
tais como infarto e acidente vascular cerebral. Além disso, a hipertensão causa danos
em orgãos especíﬁcos como os rins (insuﬁciência renal) e a retina (retinopatia hiperten-
siva) [7].
1.2 Definição do problema e Proposta
A detecção precoce da RD é de fundamental importância para a eﬁcácia dos tratamen-
tos [8]. O exame oftalmológico completo incluindo o exame do fundo do olho e biomicros-
copia é necessário para a detecção e determinação da fase e gravidade da retinopatia. A
documentação fotográﬁca (retinograﬁa) também é importante para a detecção e avaliação
da progressão da doença e dos resultados do tratamento [8, 9].
Alguns métodos para classiﬁcação de imagens de retina com RD estão presentes
na literatura. Em 2007, Sanchez et al. propuseram um algoritmo baseado na Análise
Linear Discriminante de Fisher e de intensidade de cores para classiﬁcar retinas com
exsudatos [10]. Em 2009, Welfera et al. ﬁzeram uso do método de morfologia matemática
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para detectar exsudatos em imagens de fundo de olho de diabéticos [11]. Em 2011,
Kumaria e Maruthib usaram a técnica de Equalização de histograma para segmentar
exsudatos em imagens de retina [12]. Em 2012, Youssef e Salouma usaram métodos para
segmentação de bordas para detectar os vasos sanguíneos e classiﬁcar automaticamente
imagens com retinopatia [13]. Também no ano de 2012, Ranamuka e Meegama usaram a
morfologia matemática para detectar exsudatos, então por meio de um algoritmo de lógica
Fuzzy com funções de associação no espaço de cor RGB [14]. Já em 2015, Rokade e Manza
usaram, no pré-processamento, cálculos de mapas de probabilidade para exsudatos e então
ﬁzeram uso de uma Transformada Wavelet para classiﬁcação da retinopatia diabética.
Apesar de todos os avanços no entendimento de complicações diabéticas crônicas, a
retinopatia diabética continua a ser um problema clínico grave devido, muitas vezes, à
falta de intervenção terapêutica eﬁcaz [15]. Tendo em vista que em muitos lugares há
carência de proﬁssionais capacitados para diagnosticar pacientes que desenvolvem a RD,
a proposta desse trabalho é desenvolver um sistema automatizado para classiﬁcação de
imagens com RD. O sistema visa detectar as retinas que apresentam depósitos de lipídios,
chamados de os exsudatos duros, que estão presentes no estágio inicial da retinopatia
o que poderá servir como uma ferramenta de apoio ao diagnóstico. Posteriormente,
após os pacientes diabéticos passarem por esse exame eles poderão ser encaminhados a
oftalmologistas.
O sistema tradicional automatizado utilizado para o diagnóstico de algumas doenças
por imagem é gerado pela extração das principais características. Elas são usadas no clas-
siﬁcador de forma separada. A diﬁculdade encontrada, geralmente, é saber com precisão
quais características devem ser empregadas no classiﬁcador gerando, muitas vezes, perda
de informações importantes no diagnóstico. O treinamento de dicionários substitui a ex-
tração prévia de características. Apesar dos novos métodos já utilizados na classiﬁcação
de imagens retinianas, não foram encontrados estudos sistemáticos comparando diversos
classiﬁcadores, e sobretudo classiﬁcadores que explorem treinamento de dicionários, isola-
damente ou em conjunto com a utilização de características extraídas previamente como
em análises de componentes principais (PCA, do inglês Principal Component Analysis ).
Houve muitos avanços em classiﬁcadores como do tipo Comitês [16], Aprendizagem Pro-
funda [17], Extreme Learning Machine [18] e Dictionary learning for fast classiﬁcation
based on soft-thresholding (LAST) [19], porém estes não foram comparados sistematica-
mente para retinopatia.
Na presente pesquisa, as informações extraídas por meio da PCA serão utilizadas para
a classiﬁcação utilizando classiﬁcadores clássicos como a máquina de vetores de suporte
(SVM) [20, 21] e classiﬁcadores do tipo Comitês [16, 22]. Além disso, os resultados obtidos
com a SVM e do tipo Comitês serão comparados com um classiﬁcador implementado
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mais recentemente, o algoritmo de aprendizagem por limiarização suave (LAST, do inglês
Dictionary learning for fast classiﬁcation based on soft-thresholding ). Nele a intenção é
integrar a extração de características e o classiﬁcador em um único sistema de forma que
o classiﬁcador esteja sempre atualizado com as novas informações relevantes retiradas
da imagem. Teoricamente, é possível extrair um conjunto de características para uma
classiﬁcação desejada junto com o treinamento do classiﬁcador, o que poderá resultar em
melhor desempenho.
A proposta é implementar, avaliar e validar um sistema para imagens de retina espe-
ciﬁcamente para o pré-diagnóstico de retinopatia diabética. A intenção é criar e avaliar
um classiﬁcador automático eﬁciente que sirva como uma ferramenta de diagnóstico mais
rápida e estabeleça com precisão os pacientes com maior suspeita de retinopatia diabética.
1.3 Objetivos
1.3.1 Objetivo geral
O objetivo desta pesquisa é implementar e analisar um sistema de classiﬁcação de imagens
de retina baseado em técnicas para redução de dimensionalidade aplicadas a imagens
e em técnicas baseadas em treinamento de dicionários. O sistema deve servir como
ferramenta de apoio ao diagnóstico em pacientes diabéticos a ﬁm de identiﬁcar a presença
de exsudatos duros, por se tratar de um dos principais sintomas da retinopatia. O sistema
passará por testes de validação e comparação com técnicas de aprendizagem de máquina e
otimização numérica como SVM, do tipo Comitês e LAST para conﬁrmar se a classiﬁcação
de imagens de retina sem a extração prévia de características aumentará a precisão,
acurácia e sensibilidade na tarefa de detectar exsudatos.
1.3.2 Objetivos especíﬁcos
Para a comparação sistemática das estratégias de classiﬁcação propostas, é necessário o
cumprimento de alguns objetivos especíﬁcos, a saber:
 Implementação de um sistema de detecção de disco óptico, para que esta região
imagem não seja classiﬁcada erroneamente como exsudato;
 Implementação de um sistema para treinamento e validação de imagens de retina
com base em treinamento de dicionários e usando a metodologia LAST [19];
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 Implementação de um sistema para treinamento e validação de imagens de retina
usando SVM, do tipo Comitês e LAST com as características extraídas pelo PCA;
 Implementação de um sistema para treinamento e validação de imagens de retina
usando LAST com as características extraídas pelo PCA e informações dadas pelo
módulo e fase da Transformada de Fourier;
 Implementação de um sistema para treinamento e validação de imagens de retina
usando LAST com informações dadas pelo módulo e fase da Transformada de Fou-
rier;
 Realização de testes com diferentes conjuntos de testes e validação para avaliação
estatística das métricas de desempenho;
 Comparação dos classiﬁcadores SVM, do tipo Comitês e LAST por meio Testes de
Hipóteses;
 Comparação do desempenho do classiﬁcador LAST usando métricas estatísticas da
acurácia, precisão sensibilidade e medida-F.
 Análise da hipótese de que as técnicas mais recentes de aprendizagem de máquinas
(LAST) comparadas com a abordagem clássica (extração de características seguida
de classiﬁcação) podem levar a um aumento da precisão, acurácia, sensibilidade na
detecção de exsudatos duros.
1.4 Justificativa
O sistema poderá ser usado em lugares com maior carência como em alguns lugares da
África, Índia e no Brasil, onde não se tem acesso facilitado a exames de diagnóstico para
doenças na retina. Cabe enfatizar que, por falta de um diagnóstico precoce, a retinopatia
diabética é um dos maiores causadores de cegueira em todo o mundo. Portanto, a falta
de compreensão do dano que a diabetes e a hipertensão causam, sem o desenvolvimento
de novos e eﬁcazes diagnósticos preventivos, é motivo de signiﬁcativa perda de visão [1].
A intenção é que em lugares onde há carência de proﬁssionais especializados em
oftalmologia o sistema possa ser utilizado por técnicos treinados. Eles realizarão o exame
de forma mais precisa e o sistema implementado servirá como uma ferramenta automática
de apoio ao diagnóstico para atender a pessoas com hiperglicemia suspeitas ou portadoras
de retinopatia. A ideia é que os casos apontados como suspeitos de retinopatia sejam
encaminhados a proﬁssionais de saúde para análise mais detalhada e tratamento.
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1.5 Estrutura da dissertação
A dissertação está organizada da seguinte forma. O Capítulo 2 aborda conceitos bási-
cos de diabetes mellitus e retinopatia diabética, sobretudo a necessidade do diagnóstico
rápido da retinopatia por meio da classiﬁcação automatizada. Uma seção em particular
aborda os principais pontos de extração de características na imagens de retina. Em se-
guida são abordados os classiﬁcadores que serão utilizados para comparação dividido com
subsessões especíﬁcas para o máquina de vetores de suporte, algoritmo de aprendizagem
por limiarização suave e do tipo Comitês. Finalmente, são apresentados os princípios de
análise de componentes principais e da Transformada de Fourier.
O Capítulo 3 apresenta toda a metodologia utilizada na pesquisa. O desenvolvimento
do sistema é detalhado nessa seção, incluindo a detecção do disco óptico e a rotação
das imagens com exsudatos duros para composição dos conjuntos de treinamento dos
classiﬁcadores. Também são detalhados os experimentos de validação dos classiﬁcadores.
O Capítulo 4 mostra com histogramas os resultados obtidos nos testes das classiﬁca-
ções, além de avaliar e comparar os resultados por meio testes de hipóteses e métricas de
desempenho como precisão, acurácia, sensibilidade e Medida-F.
Finalmente, o Capítulo 5 apresenta as conclusões desta pesquisa, com ênfase nos
ganhos das novas técnicas de classiﬁcação avaliadas com respeito aos métodos tradicionais
de extração de características e classiﬁcação, e nos trabalhos futuros que se pretende
desenvolver a partir destes resultados.
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2 Fundamentação teórica
A retinopatia diabética é a maior causa de cegueira entre diabéticos e o dignóstico ocorre
por meio de exame de imagens do fundo da retina. Neste capítulo são apresentados con-
ceitos e um breve contexto histórico da doença, com uma descrição de suas causas e das
principais características encontradas em imagens de retina. Além disso, descrevem-se
os principais conceitos relacionados a extração de características e alguns dos principais
classiﬁcadores estudados e utilizados como LAST, SVM e do tipo Comitês. É apresentada
a técnica de análise de componentes principais e sua aplicação em redução de dimensi-
onalidade. Finalmente, detalham-se os principais conceitos da Transformada de Fourier
em processamento de imagens.
2.1 Retinopatia
2.1.1 Retinopatia Diabética
A Diabetes Mellitus é uma enfermidade reconhecida desde o século II AC, contudo so-
mente foi associada a complicações oftalmológicas em meados do século XIX. A primeira
descrição da Retinopatia Díabética Proliferativa foi apresentada por WilhelmManz (1833-
1911) em 1886 com a publicação Retinis proliferans. A primeira classiﬁcação da retino-
patia diabética foi usada em 1890 por Julius Hirschberg (1843-1925), tendo este dividido
em: retinitis centralis punctuate, haemorrhagic form, retinal infarction e haemor-
rhagic glaucoma [23]. No início do século XX, o escocês Arthur James Ballantyne
(1876-1954) mostrou pela primeira vez o papel das alterações na parede capilar no de-
senvolvimento da retinopatia diabética, assim como a presença de exsudatos moles [23].
A DM é uma desordem no metabolismo da glicose com complicações graves, incluindo
complicações como disfunções microvasculares (retinopatia, nefropatia e neuropatia) e
macrovasculares, doença cerebrovascular, doença coronária isquémica e doença arterial
periférica. O avanço da retinopatia progride de forma lenta e gradual, sendo a maior
causa de perda de visão em pacientes com diabetes [15]. A Tabela 2.1 mostra as principais
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complicações oftalmológicas causadas pela DM, sendo a retinopatia a mais importante e
comum entre elas [3].





Oclusão da veia central da retina
Papilite diabética
Nervo Óptico Glaucoma




Aumento da transiluminação da íris
Diminuição da sensibilidade corneana
Córnea Síndrome da erosão corneana recorrente
Diminuição da contagem de células endoteliais
As imagens de retina são utilizadas por oftalmologistas para o diagnóstico de várias
doenças, tais como retinopatia diabética e maculopatia. A detecção de vasos sanguíneos é
um primeiro passo importante para o desenvolvimento de sistemas de diagnóstico assistido
por computador para análise de imagens de fundo de olho. Um dos métodos usados para
obtenção dessas imagens é o exame ocular do fundo do olho, feito com o aparelho chamado
oftalmoscópio. Este método pode ser pode ser direto, quando se obtém uma imagem
ampliada quinze vezes maior, mas com restrito campo de visão, ou indireto, quando se
usa uma imagem com ampliação menor, porém com visualização mais ampla da retina.
Outro exame feito é a biomicroscopia da retina sob midríase medicamentosa (dilatação)
em que se utiliza um microscópio com grande aumento possibilitando a visualização
de detalhes do olho, que vão da córnea ao nervo óptico. A documentação fotográﬁca,
chamada de retinograﬁa, usando o aparelho retinógrafo mostrado na Figura 2.2 também
é importante para a detecção e avaliação da progressão da doença e dos resultados do
tratamento [8] e [9].
A retina é composta por dez camadas: membrana limitante interna, camada de ﬁbras
nervosas, camada de células ganglionares, plexiforme interna, nuclear interna, plexiforme
externa, fotorreceptores (nuclear externa, segmento interno e o externo) e epitélio pig-
mentado da retina [26]. A camada dos fotorreceptores é composta de células chamadas
cones e bastonetes. Essas células estão próximas à superfície externa da retina e a luz,
para atingi-la, deve atravessar toda a cavidade vítrea e a retina interna. Após a fotor-
recepção, o sinal é conduzido para as células bipolares (camada nuclear interna), que
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Figura 2.1. Principais partes anatômicas da imagem de retina: disco óptico,
mácula e fóvea. Adaptado de [24].
transmitem os sinais para a camada de células ganglionares, cujos axônios se agrupam
na superfície interna da retina para formar o nervo óptico [26].
A retinopatia é classiﬁcada em duas fases. Na fase inicial, chamada de retinopatia
diabética não-proliferativa (RDNP), as modiﬁcações encontradas são: microaneurismas,
hemorragias, exsudatos duros, manchas algodonosas e edema macular. Os microaneuris-
mas são normalmente o primeiro sinal clínico detectável de RD [3].
Os microaneurismas podem ser visualizados no exame de fundoscopia como pequenos
pontos vermelhos localizados nas camadas intermediárias da retina. A sua formação
ocorre pelo enfraquecimento focal da parede vascular, sendo que normalmente aumentam
em número e tamanho com a progressão da doença.
Com as rupturas dos microaneurismas ocorrem as hemorragias diferenciadas em re-
lação a sua profundidade: hemorragias profundas são normalmente redondas ou ovais e
hemorragias superﬁciais adquirem a forma de chama [27].
Outra alteração decorrente desta fase é a formação de exsudatos duros. Esses con-
sistem em depósitos de lipídeos nas zonas adjacentes a anomalias vasculares, podendo
formar um padrão espiralado em volta do vaso envolvido. Os exsudatos duros têm maior
signiﬁcado clínico quando se localizam na mácula uma vez que podem diminuir a acuidade
visual do paciente [3].
Na segunda e avançada fase da retinopatia, chamada de retinopatia diabética prolife-
rativa (RDP), ocorre o agravamento da doença com o aparecimento da neovascularização
no disco óptico e/ou nos grandes vasos da retina. Esse estágio é uma ameaça para a
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Figura 2.2. Retinógrafo responsável pelo exame de fundo de retina. Fonte: [25].
visão e quando não tratado pode levar à formação de hemorragias vítreas. Olhos com
RDP também são susceptíveis a neovascularização de íris e glaucoma neovascular. As
principais causas de perda de visão na RDP são: descolamento da retina, hemorragia
vítrea e glaucoma neovascular [27]. A Fig. 2.3 mostra exemplos de imagens para as duas
fases da retinopatia diabética.
Figura 2.3. Fases Retinopatia Diabética: (A) retina saudável, (B) retina com
retinopatia não-proliferativa, (C) retina com retinopatia proliferativa. Fonte: [24].
As imagens digitais da retina podem revelar características patológicas relacionadas
com a retinopatia diabética, tais como aneurismas, hemorragias, exsudatos e edema ma-
cular. A detecção automática e análise quantitativa auxiliam na veriﬁcação de patologias
relacionadas à RD [28].
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2.2 Extração de características
Uma das formas de classiﬁcação de imagens médicas é realizada por meio de extração
de características. Nas imagens de retina, as características mais relevantes são: disco
óptico, vasos sanguíneos, mácula e fóvea, como pode ser visto na Figura 2.4. Além disso,
em imagens de pacientes com retinopatia a extração deve detectar os microaneurismas,
hemorragias, exsudatos duros e moles e neovascularização. A Figura 2.5 apresenta um
exemplo de detecção de exsudatos duros em uma imagem de retina.
Figura 2.4. Principais características da imagem de retina: disco óptico, mácula,
fóvea e vasos sanguíneos. Adaptado de [24].
Figura 2.5. Detecção manual de exsudatos duros em imagens retinianas.
Fonte: [27].
A extração pode ser feita manualmente, o que requer tempo, habilidade e esforço, ou
por meio de algoritmos automáticos. Em trabalhos como [29] e [30] foram desenvolvidos
algoritmos para ajudar na tarefa de discriminar vasos sanguíneos em imagens de retina.
Esses trabalhos mostram que o processamento de imagens da retina é desaﬁador. Em
primeiro lugar, as imagens da retina possuem baixo contraste, de modo que os vasos não
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são facilmente discriminados de seu fundo. Em segundo, a detecção de vasos sanguíneos
capilares é difícil em comparação com a detecção de vasos de espessura maior. Esse
problema pode levar a um excesso de segmentação, resultando em falsa detecção de
vasos. Finalmente, a presença de estruturas patológicas devido a doenças pode degradar
o desempenho de algoritmos [29].
Outra forma de extração de características automática é detectar o disco óptico (DO).
Rangayyan et al. [31] detectam essa estrutura anatômica da retina sem a necessidade de
uma discriminação preliminar dos vasos sanguíneos, o que diminui a complexidade do
processo. O DO aparece no lado esquerdo ou direito da imagem em uma área aproxi-
madamente circular geralmente com um sexto da largura do diâmetro da imagem. Além
disso, é uma região mais brilhante que a área circundante e converge a rede de vasos
sanguíneos. Em uma imagem de uma retina saudável, todas as propriedades menciona-
das (forma, cor, tamanho e convergência) contribuem para a identiﬁcação do DO. Esse
trabalho se baseou na transformada de Hough para detecção da DO e obteve taxa de
acerto de 92.5% usando os operadores Sobel e de 80% usando método Canny [31].
2.3 Classificadores
2.3.1 Máquinas de Vetores de Suporte
As Máquinas de Vetores de Suporte (SVM, do inglês Support Vector Machine) constituem
numa técnica fundamentada na Teoria de Aprendizado Estatístico visando a proposição
de técnicas de aprendizado de máquina que buscam a maximização da capacidade de
generalização e a minimização do risco estrutural. A maximização da capacidade de
generalização em técnicas de aprendizado de máquina é a capacidade da máquina na
classiﬁcação eﬁciente perante o conjunto de treinamento, e a minimização do risco es-
trutural é a probabilidade de classiﬁcação errônea de padrões ainda não apresentados à
máquina [32].
Assume-se inicialmente que os dados do domínio em que o aprendizado está ocor-
rendo são gerados de forma independente e identicamente distribuída de acordo com uma
distribuição de probabilidade P(x, y), que descreve a relação entre os dados e os seus
rótulos. O erro esperado para dados de teste é
R(f) =
∫
c(f(x), y)dP (x, y), (2.1)
em que c(f(x), y) é uma função de custo relacionado à previsão f(x) quando a saída
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desejada é y [33].
A classiﬁcação de dados é uma tarefa básica em aprendizado de máquina. Parte do
princípio que cada ponto dado pertence a uma das duas classes e o objetivo é decidir em
qual classe um novo ponto de dados será inserido. Seja T um conjunto de treinamento
com n dados xi ∈ X e seus respectivos rótulos yi ∈ Y , em que X constitui o espaço dos
dados e Y = {−1,+1}. O conjunto T é linearmente separável se é possível separar os
dados das classes +1 e -1 por um hiperplano [21].
Um hiperplano é um plano com uma dimensão a menos que o espaço, ou seja, é um
subespaço com uma dimensão a menos que o espaço ambiente (espaço de conﬁguração
de ambiente). Existem muitos hiperplanos que podem classiﬁcar esses dados, conforme
ilustrado na Figura 2.6.
Figura 2.6. Ilustração da separação de classes SVM. Adaptado de: [34].
Assumindo-se que o conjunto de treinamento é linearmente separável, o melhor hi-
perplano é o que representa a separação mais distante, ou margem, entre as duas classes.
Assim, opta-se pelo hiperplano no qual a distância entre os dados mais próximos é maxi-
mizada. Se tal hiperplano existe, ele é conhecido como hiperplano de máxima margem,
e o classiﬁcador linear que o deﬁne é conhecido como classiﬁcador de margem máxima
[35]. O hiperplano de máxima margem é deﬁnido como:
〈w · x〉+ b = 0, (2.2)
sendo x e b, o vetor peso e o bias, respectivamente. O vetor peso w deﬁne uma
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direção perpendicular ao hiperplano, como mostra a Figura 2.7, e com a variação do bias
o hiperplano é movido paralelamente a ele mesmo.
Figura 2.7. Interpretação geométrica de w e b sobre um hiperplano. Fonte: [34].
Considerando as restrições
〈w · x1〉+ b > +1, para yi = +1 e
〈w · x1〉+ b 6 −1, para yi = −1,
(2.3)
os classiﬁcadores lineares que separam um conjunto de treinamento possuem margem
positiva. Ou seja, esta restrição aﬁrma que não há nenhum dado entre 〈w · x〉 + b = 0 e
〈w · x〉+ b = 1.
As restrições podem ser combinadas em
yi(〈w · xi〉+ b) > 1, i = 1, 2, ..., n. (2.4)
O problema inicial do SVM é como separar em classes determinados padrões exis-
tentes no sistema pela comparação das entradas oferecidas pelo usuário (novos dados).
Observando a Figura 2.8, pode-se entender melhor essa questão. Na Figura 2.8 observam-
se dois padrões, os `x' e os `*'. O SVM é capaz de identiﬁcar o que ele chama de vetores
de suporte (support vectors), que são as linhas mais próximas das informações contidas
no treinamento do sistema [36].
O hiperplano de margem máxima é dado pela minimização da norma ||w||, conside-
rando a restrição da Eq. 2.4. Formalmente pode-se escrever
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Sujeito a yi(〈w · xi〉+ b) > 1, para i = 1, 2, ..., n.
(2.5)
O problema P1 trata-se de um problema clássico de otimização. Ele pode ser resolvido
com o método de multiplicadores de Lagrange. Utilizando a teoria dos multiplicadores
de Lagrange, pode-se representar o problema 2.5 como:






αi(yi(〈w · xi〉+ b)− 1), (2.6)
em que αi são os multiplicadores de Lagrange. O problema passa a ser a minimização de
L(w, b, α), em relação a w e b e a maximização dos αi. O método dos multiplicadores
encontra os pontos de máxima margem igualando as derivadas parciais a zero. Sendo
























A partir das Equações 2.7 e 2.8 obtém-se
n∑
i=1






Retomando a equação de um hiperplano como sendo
f(x) = 〈w · x〉+ b = 0, (2.12)
em que w · x é o produto escalar entre os vetores w e x, w ∈ X é um vetor normal ao
hiperplano descrito e b‖w‖ corresponde à distância do hiperplano em relação à origem, com
b ∈ <.
O plano descrito em 2.12 permite dividir o espaço dos dados X em duas distâncias
iguais: w · x + b > 0 e w · x + b < 0. Uma função sinal g(x) = sgn(f(x)) pode então ser
empregada para obter as classiﬁcações [37], como
g(x) = sgn(f(x)) = +1, se w · x+ b > 0 (2.13)
e
g(x) = sgn(f(x)) = −1, se w · x+ b < 0. (2.14)
Seja x1 um ponto no hiperplano H1 : w · x + b = +1 e x2 um ponto no hiperplano
H2 : w · x+ b = −1, conforme ilustrado na Figura 2.9. Projetando x1 − x2 na direção de
w, perpendicular ao hiperplano separador w · x+ b = 0, é possível obter a distância entre









Portanto, tem-se w · x1 + b = +1 e w · x2 + b = −1. A diferença entre essas equações
fornece w · (x1 − x2) = 2. Substituindo esse resultado na Equação 2.15, tem-se que a
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Figura 2.9. Cálculo da distância d entre os hiperplanos H1 e H2. Fonte: [33].


















O problema 2.17 corresponde à minimização da norma l2 de w, já que minimizar


























2 + · · ·+ v2n. (2.20)
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2.3.2 Classiﬁcadores do tipo Comitês
Diante de problemas complexos, são comuns as tomadas de decisões através de comitês,
em que os membros apresentam suas opiniões, com base em suas experiências e conhe-
cimentos sobre o domínio, e assim contribuem em sua resolução. O mesmo princípio,
tão usualmente aplicado no cotidiano, vem sendo amplamente estudado e aplicado para
problemas de aprendizado supervisionado. Segundo este princípio, pode-se obter um
resultado para um problema de classiﬁcação através de comitês de classiﬁcadores, de-
nominadas Comitês. Ele é um paradigma de aprendizado em que um grupo ﬁnito de
propostas alternativas é utilizado para a solução de um dado problema [40].
O método em Comitês, também conhecido como Ensemble, tenta construir um con-
junto de aprendizes e uma combinação deles. A aprendizagem do tipo Comitês pode
ser chamada também aprendizagem baseada em comitês (committee-based learning ) ou
sistema classiﬁcador de múltipla aprendizagem (multiple classiﬁer learning systems ) [16].
A Figura 2.10 mostra uma arquitetura comum com Comitês, no qual o resultado ﬁnal
é uma combinação dos métodos de aprendizado. Os métodos podem ser diversos tipos
de algoritmos de aprendizagem como, por exemplo, rede neural ou decisão em árvore.
Se os métodos mostrados na Figura 2.10 foram do mesmo tipo então o método do tipo
Comitês é chamado de Comitês homogêneos, porém se utilizar diversos tipos diferentes
de métodos tem-se Comitês heterogêneos [16].
Figura 2.10. Arquitetura comum do tipo Comitês. Adaptado de: [16].
O uso da abordagem com Comitês tem sido bastante explorado na última década,
por se tratar de uma técnica capaz de aumentar a capacidade de generalização de so-
luções baseadas em aprendizado de máquina. No entanto, para que os Comitês sejam
capazes de promover melhorias de desempenho, os seus componentes devem apresentar
bons desempenhos individuais e, ao mesmo tempo, devem ter comportamentos diversos
entre si.
O método Bagging (Bootstrap Aggregating), proposto por Breiman (1996), é um algo-
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ritmo para construção de classiﬁcadores agregados. O método consiste em gerar subcon-
juntos de exemplos através de sorteio simples com reposição, sobre o conjunto de dados
de treinamento original. Cada subconjunto amostrado é utilizado para a construção de
um novo classiﬁcador. A classiﬁcação ﬁnal é realizada por um sistema de votação, em
que usualmente se atribui para uma nova instância a classe com maior número de votos
entre os classiﬁcadores. Uma vez que a classe prevista resulta da combinação das decisões
individuais dos classiﬁcadores, demonstra-se que as previsões se tornam mais conﬁáveis
à medida que se têm mais votos. Dessa forma, o método bagging aposta na expansão da
quantidade de classiﬁcadores a ﬁm de se reduzir a variância do conjunto, especialmente
na presença de dados com ruídos.
O fato de combinar múltiplos classiﬁcadores ajuda quando eles apresentam dife-
renças entre si e quando cada um lida bem com uma parte do conjunto de dados,
complementando-se, ao invés de duplicar um ao outro. O método boosting, proposto
em 1996 por Freund e Schapire [41], explora esse conceito selecionando explicitamente
modelos que se complementem. Embora se baseie em reamostragem dos dados do con-
junto de treinamento, não adota a reamostragem uniforme. O processo de criação dos
subconjuntos de treinamento os condiciona a serem dependentes dos desempenhos indi-
viduais de cada classiﬁcador.
O AdaBoost é uma implementação do boosting, de Freund e Schapire (1996). Foi pro-
jetado especiﬁcamente para problemas de classiﬁcação e pode ser aplicado combinado com
qualquer algoritmo de aprendizagem de classiﬁcação. Ele trabalha apenas com problemas
de classes nominais. O algoritmo inicia atribuindo pesos iguais a todas as instâncias nos
dados de treinamento. Em seguida, executa o algoritmo de aprendizagem para gerar um
classiﬁcador para estes dados e redistribui os pesos para cada instância de acordo com a
saída deste classiﬁcador. Os pesos de instâncias corretamente classiﬁcadas são diminuídos
e os pesos dos casos mal classiﬁcados são aumentados. Em todas as iterações subsequen-
tes, um classiﬁcador é construído para os dados reponderados, concentrando-se, portanto,
em classiﬁcar corretamente as instâncias erroneamente classiﬁcadas pelos classiﬁcadores
anteriores.
Entre 2001 e 2004, Viola e Jones [42], [43] e [44] propuseram a detecção geral de
objetos pela combinação AdaBoost com a arquitetura em cascata. Viola e Jones [44]
reportaram que, em uma máquina de 466MHz, a detecção de face gastou apenas 0.067
segundos em uma imagem de 384x288; o que era quase quinze vezes mais rápido do que
o estado-da-arte para reconhecimento facial na época. Foi considerado um dos maiores
avanços em reconhecimento facial durante a última década.
Huang et al. [45] desenvolveram uma arquitetura do tipo Comitês para reconheci-
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mento facial independente da pose da face, rotacionando as imagens das faces. A ideia
básica foi utilizando uma combinação redes neurais. Em contraste com as técnicas que
requerem informações de pose, este método não necessita da informação da pose para o
reconhecimento de face. Huang et al. [45] reportaram que a técnica superou as técnicas
convencionais facilitadas pela estimação da pose da face inicial.
2.3.2.1 Algoritmo AdaBoost
O AdaBoost (do inglês, Adaptative Booting ) é uma das abordagens usadas no classi-
ﬁcador do tipo Comitês para selecionar as características e treinar o classiﬁcador. O
AdaBost é o modelo mais utilizado dos algoritmos do boosting. Nesta seção é explicado
o funcionamento do AdaBoost, bem como da unidade básica que compõe o classiﬁcador,
denominada classiﬁcador fraco (do inglês, weak learner ).
Um classiﬁcador fraco é uma estrutura simples que contém um vetor de características
f, um limiar e uma paridade. Durante o treinamento do classiﬁcador fraco deve ser
encontrado um limiar que melhor separe o valor de uma feature de exemplos deﬁnidos
como positivos dos negativos. A paridade é utilizada para indicar se os objetos positivos
devem ser classiﬁcados abaixo ou acima do limiar [46]. O classiﬁcador fraco, em que, pj
é a paridade, θj é o limiar e fj(x) é o valor da feature é
hj(x) =
{




Caso os exemplos positivos sejam classiﬁcados abaixo do limiar, a polaridade recebe
1, caso contrário recebe 0.
O AdaBoost combina um conjunto de classiﬁcadores fracos para fazer um classiﬁ-
cador forte. Um classiﬁcador forte é composto de um conjunto de classiﬁcadores fracos,
associados a pesos que classiﬁcam de forma precisa dois conjuntos de dados pré-rotulados,
na qual as características com pesos maiores são mais signiﬁcativas para a classiﬁcação
de exemplos deﬁnidos como parte de um certo conjunto. A equação
H(x) = α1h1 + α2h2 + · · ·+ αnhn(x) (2.22)
cria um classiﬁcador forte por meio de um algoritmo de Boosting, em que H(x) é o
classiﬁcador forte, αi é o peso associado ao classiﬁcador hi. Quando se tem uma base de
dados de entrada, a função do AdaBoost é encontrar o conjunto de características que
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formarão o classiﬁcador forte e proverão a melhor classiﬁcação do conjunto de entradas,
seguindo o algoritmo 1.
Algoritmo 1: Pseudocódigo do AdaBoost. Fonte:[16]
1 Obtém N exemplos de imagens (x1, y1), (x2, y2), · · · , (xn, yn), em que x corresponde
à matriz de pixels de uma imagem, e y = 0 para exemplos negativos e y = 1 para
exemplos positivos.
2 Inicializa os pesos ω1,i = 12m para yi = 0 e ω1,i =
1
2l
para yi = 1, em que m é o total
de exemplos negativos e l o total de positivos.
3 início
4 para t = 1, ..., T faça faça
5 Normalize os pesos: ωt,i ←− ωt,i∑N
j=1 ωt,j
, em que ωt é uma distribuição de
probabilidade.
6 para cada feature j faça faça
7 treine um classiﬁcador hj restrito ao uso de uma única feature.




10 escolha o classiﬁcador ht com o menor erro t
11 atualize os pesos: ωt+1,i = ωt,iβ
1−ei
t , em que ei = 0, se o exempplo xi for
classiﬁcado corretamente, ei = 1 caso contrário, e βt = t1−t .
12 ﬁm
13 O classiﬁcador forte é deﬁnido por: H(x) = 1, se
∑T
t=1 αtht(x) > 12
∑T
t=1 αt e
H(x) = 0, caso contrário. Sendo que αt = log 1βt .
14 ﬁm
Para sistemas extensos a tarefa descrita anteriormente demanda um tempo muito
grande. Para resolver esse problema, Viola e Jones desenvolveram em [47] uma estrutura
chamada de árvore de decisão, chamada também de cascata. A ideia principal é que os
primeiros estágios da cascata sejam mais genéricos, e ao longo da cascata os classiﬁcadores
ﬁquem mais especíﬁcos. Deste modo, a avaliação do exemplos é acelerada, uma vez que
grande parte dos exemplos negativos são eliminados nos primeiros estágios da cascata [47].
A estrutura de uma árvore de decisão pode ser observada na Fig. 2.11. O nó raiz
são os dados de entrada do sistema, os nós de decisão dividem um atributo e geram
ramiﬁcações, e por ﬁm os nós folha que apresentam as informações de classiﬁcação do
algoritmo.
Nesse modelo, cada nó representa um teste e cada percurso na árvore, da raiz até a
folha, corresponde a uma regra de classiﬁcação. O diferencial desse modelo é fato de uma
decisão complexa poder ser decomposta em decisões elementares. Entretanto, o sistema
é considerado instável, pois pequenas perturbações do conjunto de treinamento podem
provocar grandes alterações na classiﬁcação.
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Figura 2.11. Modelo de uma árvore de decisão. Nesse modelo uma decisão com-




Após o desenvolvimento do AdaBoost original, muitas variações e extensões deste al-
goritmo foram propostas e desenvolvidas como alternativas para fornecerem melhores
resultados para os mais diversos problemas.
Os problemas binários, ou seja, em que existem somente duas classes para que os
exemplos sejam classiﬁcados, foram os primeiros a serem pesquisados. Diversas variações
para resolver esses problemas foram desenvolvidas, como o Discrete AdaBoost [41], Real
Adaboost [49], Gentle AdaBoost [50] e o Modest AdaBoost [51].
Em muitas tarefas, porém, o exemplo pode ser classiﬁcado em várias classes em
vez de apenas duas. Esses problemas, denominados multi-classes, são enfrentados por
outras variações do AdaBoost. Pode-se destacar: AdaBoost.MH e AdaBoost.MR, além
do AdaBoost.M1 e AdaBoost.M2, que serão brevemente introduzidos.
O AdaBoost.M1 é considerado o mais simples dentre as versões do AdaBoost, e foi
sugerido por Yoav Freund e Robert E. Schapire em 1996 [41]. Os autores provaram
que caso o erro do classiﬁcador fraco seja somente ligeiramente maior que 1/2, o erro
de treinamento da hipótese ﬁnal H(x) diminui de forma exponencial. O AdaBoost.M1
segue praticamente o mesmo algoritmo mostrado no Algoritmo 1, com a diferença de que
os algoritmos base podem ser classiﬁcadores de multi-classes ao invés de serem binários.
Este foi o modelo adotado para a realização dos experimentos dessa pesquisa.
O AdaBoost.M2 é similar ao AdaBoost.M1, sendo também capaz de resolver proble-
mas de multi-classes, e foi desenvolvido pelos mesmos cientistas no mesmo ano (1996).
A diferença encontra-se na forma como trabalham as multi-classes. No AdaBoost.M1 o
peso do classiﬁcador fraco é função do erro calculado em relação a todos os exemplos da
base. Por outro lado, no AdaBoost.M2 o peso do classiﬁcador fraco é em função do erro
calculado somente em relação aos exemplos classiﬁcados incorretamente. Dessa forma, o
objetivo não é focar apenas nos exemplos difíceis de serem classiﬁcados como ocorre no
AdaBoost.M1, mas sim nas classes utilizadas de forma incorreta durante a classiﬁcação
e que portanto são difíceis de serem discriminadas [41].
2.3.3 Algoritmo de Aprendizagem por Limiarização Suave
O algoritmo de aprendizagem por limiarização suave (LAST, do inglês Learning Algorithm
for Soft-Thresholding ) foi desenvolvido por Fawzi et al. [19], em 2014. A classiﬁcação
linear é um método computacionalmente eﬁciente usado para classiﬁcar amostras de teste
para encontrar um separador linear entre duas classes.
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O LAST está baseado na forma de interagir a extração de características e o classiﬁca-
dor simultaneamente, em um único sistema de forma que o classiﬁcador esteja atualizado
com novas informações relevantes. O sistema implementado treina um dicionário a partir
de um banco de imagens, que extrai as características, e um classiﬁcador que usa esse di-
cionário simultaneamente. Dessa forma, é possível extrair um conjunto de características
para a classiﬁcação desejada junto com o treinamento do classiﬁcador.
Antes da explicação detalhada de como funciona o algoritmo do LAST, se faz ne-
cessário uma explicação breve do que são a limiarização suave (Soft-Thresholding ) e
classiﬁcação linear. Para qualquer α ∈ R, deﬁne-se a limiarização suave hα : R → R
como
hα(z) = max(0, z − α). (2.23)
Assim, hα pode ser estendido em vetores z aplicando a transformada linear de coorde-
nadas independentes. Esta transfomação pode ser aplicada por z = DTx que representa
os coeﬁcientes das características no sinal x. As características mais importantes de x
são usadas na classiﬁcação. Nesse caso, a classiﬁcação leva em conta, resumidamente, os
seguintes procedimentos:
1. Extração de características: para D ∈ Rn×N e α ∈ R dado um ponto de teste
x ∈ Rn, calcula-se hα(DTx).
2. Classiﬁcação linear: para w ∈ RN . Se wThα(DTx) é positivo, então x é da classe
1. Se negativo, x é da classe -1.
A vantagem do LAST [19] é a capacidade de aprender ao mesmo tempo o dicionário de
esparsiﬁcação (D) e o classiﬁcador linear (w). Para os sinais do conjunto de treinamento
(X,y), em que X = [xi]ni=1 é o conjunto de sinais com cada sinal xi ∈ Rm e y = [yi]ni=1 são
as respectivas classes de x, com cada classe yi ∈ {−1, 1}, o dicionário esparsiﬁcante D,












em que, L é a função de perda L(x) = max(0, 1− x) e v é o parâmetro de regularização
que previne o classiﬁcador (w) de se sobreajustar aos dados do conjunto de treinamento.
Quando se necessita realizar o teste, a saída do classiﬁcador para um sinal x normalizado
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é a classe retornada pelo classiﬁcador; sendo +1 se wTmax(0,DTx− α) > 0 ou -1, caso
isso não ocorra. Essa classiﬁcação pode ser visualizada na Figura 2.12, onde o sinal em
tempo de teste x normalizado (norma l2 igual a 1) é primeiramente transformado de
forma linear por meio da matriz D, resultando no vetor de características f = DTx.
Em seguida, o vetor de características f é transformado de forma não-linear por meio de
limiarização suave, resultando no vetor de características esparsas fα = max(0, f − α).
Finalmente, esse vetor de características esparsas fα é classiﬁcado pelo vetor hiperplano
w, resultando no valor escalar c = wTfα. A classe resultado do classiﬁcador será 1 se
c > 0 e -1, caso contrário [52].
Figura 2.12. Classiﬁcação em tempo de teste realizados pelo LAST. Adaptado de
[19].
Os sinais de treinamento devem ser normalizados para ter norma l2 igual a 1 antes do
treinamento. Isso é necessário, para evitar instabilidade numérica nos cálculos realizados
durante a fase de aprendizagem. Além disso, como D e w são treinados com sinais
normalizados, os sinais em tempo de teste também deve ser normalizados.
O algoritmo 2 mostra os procedimentos para implementar o classiﬁcador LAST em
tempo de execução.
2.4 Análise de Componentes Principais
A Análise de Componentes Principais (PCA, do inglês Principal Component Analysis ) é
uma técnica que visa a analisar os dados com a intenção de reduzir, eliminar sobrepo-
sições e escolher formas mais representativas de dados a partir de combinações lineares
das variáveis originais. Ela é bastante útil quando se deseja identiﬁcar relações entre
as informações extraídas de dados e entre vetores de características com muitas dimen-
sões. Um dos principais objetivos dessa técnica é a diminuição de dimensionalidade com
o máximo aproveitamento de informações dos dados originais. Matematicamente, isso
representa uma transformação linear dos dados para um novo conjunto de variáveis dos
dados, chamados de componentes principais (CPs), que não estão correlacionados [53].
Ela inclui cálculos de autovalores e autovetores da matriz de covariância. Os autovetores
são ortogonais entre si para formar o sistema de vetores e são classiﬁcados de forma de-
crescente na ordem de seus respectivos autovalores. O autovetor correspondente ao maior
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Algoritmo 2: Algoritmo LAST
1 início LAST
2 // Carrega D, w, X
3 D: dicionário D
4 X: imagem
5 w: vetor classiﬁcador
6 // Extração de características
7 aux ← D[i][k] ∗X[k][j]
8 // Aplica limiar: max(0, d ∗ x− α)
9 fα ← aux− α
10 if fα < 0 then
11 fα ← 0
12 // Aplica a classiﬁcação
13 c← w ∗ fα




autovalor será o primeiro componente principal, o autovetor correspondente ao segundo
maior autovalor será o segundo componente principal, e assim sucessivamente.
A meta é ter p variáveis X1, X2, · · · , Xp, como na Tabela 2.2, e encontrar combinações
dessas para produzir índices Z1, Z2, · · · , Zp, que sejam não correlacionados na ordem de
sua importância, e que descrevam a variação de dados. A ordem é tal que Var(Z1) >
Var(Z2) > · · · > Var(Zp), em que Var(Z1) denota a variância de (Z1), nos quais os índices
Z são os componentes principais.
Tabela 2.2. Exemplo de dados para Análise de Componentes Principais.
Caso X1 X2 · · · Xp
1 a11 a21 · · · a1p
2 a21 a22 · · · a2p
...
...
... · · · ...
n an1 an2 · · · anp
Dadas as variáveis como indicado na Tabela 2.2, o primeiro componente principal
dado por
Z1 = a11X1 + a12X2 + · · ·+ a1pXp, (2.25)
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é a combinação linear das variáveis X1, X2, · · · , Xp e varia tanto quanto possível. A
variância de Z1, Var(Z1), tem uma variância maior que qualquer variância entre os Xs.
Além disso, precisa obedecer a restrição da equação
a211 + a
2
12 + · · ·+ a21p = 1. (2.26)
Seguindo a mesma ideia, o segundo componente principal será
Z2 = a21X1 + a22X2 + · · ·+ a2pXp, (2.27)
com variância de Z2, Var(Z2), sendo a maior possível e com a restrição da equação
a221 + a
2
22 + · · ·+ a22p = 1. (2.28)
Os componentes posteriores são deﬁnidos da mesma maneira.
Outro fato importante é de que Z1, Z2, · · · , Zp tenham correlação zero para os dados.
Se existem p variáveis, então existirão no máximo p componentes principais. Portanto, a




c11 c12 . . . c1p





cp1 cp2 . . . cpp
 , (2.29)
em que o elemento cii na diagonal é a variância de Xi e os termos fora da diagonal cij é
a covariância entre as variáveis XiXj.
As variâncias dos componentes principais são os autovalores da matriz C, sendo que
alguns podem ser zero. Assumindo que os autovalores estão ordenados como:
λ1 > λ2 > · · · > λp > 0, (2.30)
então λi corresponde ao i-ésimo componente principal sendo:
Zi = ai1X1 + ai2X2 + · · ·+ aipXp. (2.31)
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Outra propriedade importante do PCA é que a soma dos autovalores é igual à soma
dos elementos da diagonal (traço) da matriz C dado por:
λ1 + λ2 + · · ·+ λp = c11 + c22 + · · ·+ cpp. (2.32)
Isso acontece porque cii é a variâcia de Xi e λi é a variância de Zi, o que signiﬁca que
a soma das variâncias dos CPs é igual à soma das variâncias das variàveis originais.
Uma das formas de se aplicarem os princípios do PCA é utitlizando a Decomposição
em Valores Singulares (SVD, do inglês Singular Value Decomposition ). Esse método
consiste em fatorar uma matriz qualquer em um produto UΣV T [54]. Foi demonstrado
pela primeira vez por Beltrami e Jordan na década de 1870, para matrizes quadradas
reais. Mais tarde, em 1915, Autonne demonstrou a decomposição SVD para matrizes
quadradas complexas. Em 1936, Carl Eckart e Gale Young demonstraram para matrizes
retangulares gerais [55]. Em relação aos principais métodos de cálculo, o primeiro deles,
baseado nas rotações de Givens, surgiu com o matemático Ervand G. Kogbetliantz em
1958 [56]. Em 1965 foi publicado por Golub e William, uma forma alternativa baseada nas
reﬂexões Householder [57]. Finalmente, em 1970 foi publicado por Gene Howard Golub
e Christian Reinsch uma atualização do algoritmo de Golub/Kahan que é o método mais
utilizado atualmente [58].
Por deﬁnição, a SVD é uma técnica de fatoração de matrizes que consiste em repre-







em que Umxm e V Tnxn são matrizes ortogonais, ou seja, UU
T = Im e V V T = In e Σnxn
é uma matriz diagonal que contém os valores singulares σj em ordem decrescente σ1 >
σ2 > · · · > σj > 0 para 1 6 j 6 min(m,n). A decomposição em valores singulares de
uma matriz A é dada pelo Teorema 2.4.1 [54].
Teorema 2.4.1 Qualquer matriz Amxn possui uma decomposição em valores singulares
da forma A = UΣV T . Além disso, os seus valores singulares são sempre únicos. Porém,
os vetores singulares à direita e os vetores singulares à esquerda somente serão únicos se
a matriz A for quadrada e possuir autovalores distintos.
Resumidamente, o Teorema 2.4.1 pode ser explicado da seguinte forma. Suponha
que {v1, v2, · · · , vn} é uma base ortogonal para Rn consistindo em autovetores de ATA
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ordenados de tal forma que os autovalores associados satisfaçam λ1 > λ2 > · · · > λn.
Considera-se que Av1, Av2, · · · , Avr seja uma base ortogonal. Para normalizar cada Avi








Avi = σiui (1 6 i 6 r). (2.35)
Agora estende-se {u1, u2, · · · , ur} a uma base ortogonal {u1, u2, · · · , um} de Rm e
deﬁne-se U = [u1, u2, · · · , um] e V = [v1, v2, · · · , vn]. As matrizes U e V são ortogonais.
Além disso, a partir da Eq. 2.35, tem-se a igualdade da equação
AV = [Av1 · · ·Avr 0 · · · 0] = [σ1u1 · · ·σrur 0 · · · 0]. (2.36)
Supondo uma matriz diagonal D cujos elementos diagonais são σ1, σ2, · · · , σr. Então
UΣ será
UΣ = [u1u2 · · ·um]

σ1 0 0 0 · · · 0
0 σ2 0 0 · · · 0
0 0
. . . 0 · · · 0




... · · · ...
0 0 0 0 · · · 0

= [σ1u1, · · · , σrur, 0, · · · , 0] = AV.
(2.37)
Como V é uma matriz ortogonal, UΣV T = AV V T = A. As colunas das matrizes U
e V são os vetores singulares esquerdos e os vetores singulares direitos de A, respectiva-
mente [59].
2.5 Transformada de Fourier
A Transformada de Fourier (FT, do inglês Fourier Transform), desenvolvida pelo mate-
mático francês Jean Baptiste Joseph Fourier, que viveu de 1768 a 1830, é uma ferramenta
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matemática fundamental na solução de problemas de processamento de imagens digitais.
Esta transformada é uma das maneiras de realizar uma mudança de domínio espacial (x,y)
para espectral, no qual um sinal ﬁca caracterizado por suas componentes de frequência
(u,v). Na FT, não há perda de informação durante a mudança de domínios, apenas
a informação visual da imagem está representada de uma outra forma, no domínio da
frequência [60].




f(x) exp[−j2piux]dx, j = √−1, (2.38)




F (u) exp[j2piux]du. (2.39)
As equações 2.38 e 2.39 são chamadas de par de transformada de Fourier e podem
existir se forem absolutamente integráveis e se f(x) em tempo for contínuo. A FT de
uma f(x) é uma função complexa e pode ser expressa pela soma de suas componentes real
e imaginária, representadas por R e I, respectivamente, ou seja,
F (u) = R(u) + jI(u). (2.40)
Para obter-se o espectro de Fourier (módulo) e o ângulo de fase da função F(x), faz-se
necessário expressar a equação 2.40 na forma exponencial
F (u) = |F (u)|ejθ(u). (2.41)
Com isso deﬁne-se o módulo de Fourier como
|F (u)| = [R2(u) + I2(u)]1/2 (2.42)
e o ângulo de fase
φ(u) = tan−1[I(u)/R(u)]. (2.43)
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A ﬁgura 2.13, mostra os espectro de Fourier de algumas imagens simples: um círculo,
um segmento de reta vertical e quatro segmentos de reta. Um ponto no espaço, que foi
representado em todo o domínio da frequência, pode conter informações sobre toda a
imagem no domínio espacial, indicando quanto desta frequência há na imagem.
Figura 2.13. Algumas funções bidimensionais e seus espectros de Fourier.
Fonte: [60].
A variável u que está presente na transformada de Fourier é chamada de variável de
frequência derivada do termo exponencial, exp[−j2piux] e pela fórmula de Euler obtêm-se
exp[−j2piux] = cos 2piux− j sin 2piux. (2.44)
Portanto, pode ser decomposta pelo somatório de senos e cossenos e a FT informa a
distribuição de amplitudes, frequências e fases desses senos e cossenos [60].
A FT de uma função unidimensional (1D), em que a entrada é um vetor, pode ser
estendida para uma função bidimensional (2D) f(x,y), na qual a entrada é uma matriz.
Em processamento de imagens é comum utilizar transformadas bidimensionais. E assim,
tem-se o par de transformadas de Fourier
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f(x, y) exp[−j2pi(ux+ vy)]dxdy (2.45)
e a partir de F(u,v), pode-se obter f(x,y) através da transformada inversa de Fourier





F (u, v) exp[j2pi(ux+ vy)]dudv. (2.46)
Assim como acontece na transformada unidimensional, a transformada de Fourier
bidimensional de uma função f(x,y) é uma função complexa e pode ser expressa pela
soma de componentes real e imaginário, representados por R e I, respectivamente, ou
seja,
F (u, v) = R(u, v) + jI(u, v). (2.47)
Como ocorre no caso unidimensional, o espectro de Fourier e o ângulo fase podem
ser representados, respectivamente, conforme as equações:
|F (u, v)| = [R2(u, v) + I2(u, v)]1/2 (2.48)
e
φ(u, v) = tan−1[I(u, v)/R(u, v)]. (2.49)
A fase contém as informações essenciais sobre a estrutura da imagem, e o espectro
de Fourier mostra o que a estrutura contém, mas sem nenhuma referência espacial [61].
A transformada de Fourier pode ser aproximada usando a Transformada Discreta de
Fourier (DFT). Ela utiliza um número ﬁnito de pontos no domínio do tempo e deﬁne
uma representação discreta do sinal no domínio da frequência. Uma função contínua
pode assumir a seguinte sequência discreta: {f(x0), f(x0 + ∆x), f(x0 + 2∆x), · · · , f(x0 +
[N − 1]∆x)}, com um número ﬁnito de pontos.
Nesse caso, N são amostras separadas em intervalos de ∆x unidades. Para usar x
como uma variável discreta, deﬁni-se: f(x) = f(x0 + n∆x), com n assumindo os valores
discretos (0, 1, 2, · · · , N − 1).
Com isso, pode-se denotar amostragens de N valores com intervalos uniformemente
espaçados de uma função contínua através da sequência: {f(0), f(1), f(2), · · · , f(N−1)}.
Com base na transformada de Fourier de funções contínuas e a partir desta discretização
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de x, pode-se deﬁnir o par de transformadas discretas de Fourier como sendo uma soma
ﬁnita de exponenciais complexas [32]. Considerando o domínio da frequência também
discreto e representado por u = (0,∆u, 2∆u, · · · , (N − 1)∆u), em que ∆ = 1/N∆x. A






f(x) exp[−j2piux/N ] (2.50)






F (u) exp[j2piux/N ]. (2.51)
Considerando x uma discretização, para x = (0, 1, 2, · · · , N − 1) e aplicando estas
equações para uma função bidimensional, o par de transformadas discretas de Fourier
passa a ser:

















para u e v, discretizados com u = (0, 1, 2, · · · ,M − 1) e v = (0, 1, 2, · · · , N − 1) e a
inversa


























Na prática, para diminuir o esforço computacional, em aplicações de processamento
de imagens, as transformadas discretas de Fourier são calculadas utilizando o algoritmo
da transformada rápida de Fourier (FFT, do inglês Fast Fourier Transform) que devido
as suas características de implementação fazem com que a complexidade caia de N2 para
N log2N operações. Representando assim, uma signiﬁcativa economia computacional,
particularmente quando o valor de N é muito grande.
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2.6 Avaliação de desempenho para classificadores
2.6.1 Métricas de desempenho
Para avaliar o desempenho de classiﬁcação, há algumas medidas de desempenho que
podem ser usadas para comparar o comportamento do classiﬁcadores como taxa de erro,
acurácia, precisão, sensibilidade e Medida-F. Nessa seção é apresentada a deﬁnição de
cada métrica.






||yi 6= h(xi)||, (2.56)
em que n é o número de exemplos, yi é a classe verdadeira do exemplo i e h(xi) é a classe
dada pelo classiﬁcador h para o exemplo i. Essa medida compara a classe verdadeira de
cada exemplo com a classe atribuída pelo classiﬁcador h. Se as duas classes forem iguais,
ou seja, se yi = h(xi), então ||yi 6= h(xi)|| = 1; caso contrário, ||yi 6= h(xi)|| = 0.
A acurácia ou taxa de acerto é denotada por acc(h) e corresponde ao complemento
da taxa de erro
acc(h) = 1− err(h). (2.57)
As taxas de erro e acerto também podem ser obtidas por meio de uma matriz de
confusão. Ela possui dimensão correspondente ao número de classes existentes em um
determinado conjunto de exemplos. A sua diagonal principal corresponde ao número de
acertos de cada classe e os elementos fora da diagonal principal correspondem ao número
de erros. Na Tabela 2.3 é mostrado um exemplo de uma matriz de confusão referente
a um conjunto de exemplos com duas classes geralmente denominadas como positiva e
negativa.
Tabela 2.3. Exemplo de uma matriz de confusão.
Predição Positiva Predição Negativa
Classe Positiva Verdadeiro Positivo(VP) Falso Negativo(FN)
Classe Negativa Falso Positivo(FP) Verdadeiro Negativo(VN)
Nesta tabela, verdadeiros positivos corresponde ao exemplo que é positivo e foi clas-
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siﬁcado como positivo; falsos positivos são os exemplos negativos que foram classiﬁcados
como positivos; verdadeiros negativos são os exemplos negativos e que foram classiﬁcados
como negativos e falsos negativos são os exemplos positivos que foram classiﬁcados como
negativos [62].








V P + V N
V P + FN + FP + V N
, (2.59)
respectivamente.
Outras medidas de desempenho que podem ser calculadas a partir da matriz de
confusão são: precisão(P), sensibilidade(S) e medida-F. A precisão:
P =
V P
V P + FP
, (2.60)
é a taxa com que todos os exemplos classiﬁcados como positivos são realmente positivos;




V P + FN
, (2.61)
é a taxa com que classiﬁca como positivos todos os exemplos que são positivos; nenhum
exemplo positivo é deixado de fora
A partir do cálculo da precisão e sensibilidade é possível encontrar mais uma métrica
de desempenho, a medida-F, derivada em 1979 por Van Rijsbergen [63]. Medida-F é a
média harmônica ponderada da precisão e sensibilidade dada por:
Fβ =
(1 + β)× (P × S)







A Medida Fβ mede a eﬁcácia da recuperação em relação ao valor atribuído a β. Pesos
comumente utilizados para β são: F2 (sensibilidade é o dobro da precisão) e F0.5 (precisão
é o dobro da sensibilidade). A precisão tem peso maior para valores β < 1, enquanto










para mostrar que a relação entre a Fα e a medida de eﬁciência é: Fα = 1−E. Quando a
precisão e a sensibilidade têm o mesmo peso (β = 1) tem-se a Medida-F:
Medida F =




Uma alternativa à avaliação utilizando medidas é o uso de gráﬁcos e/ou diagramas. Uma
das medidas que pode-se utilizar é o gráﬁco de sensibilidade (taxa de verdadeiros positi-
vos) versus taxa de falsos positivos (1-especiﬁcidade), conhecido como curva das caracte-
rísticas de operação do receptor (ROC, do inglês Receiver Operating Characteristics ). A




FP + V N
. (2.66)
Alguns pontos no espaço ROC merecem destaque. O ponto (0, 0) representa a es-
tratégia de nunca classiﬁcar um exemplo como positivo. Modelos que correspondem a
esse ponto não apresentam nenhum falso positivo, mas também não conseguem classi-
ﬁcar nenhum verdadeiro positivo. A estratégia inversa, de sempre classiﬁcar um novo
exemplo como positivo, é representada pelo ponto (100%, 100%). O ponto (0, 100%) re-
presenta o modelo perfeito com todos os exemplos positivos e negativos são corretamente
classiﬁcados. O ponto (100%, 0) representa o modelo que sempre faz predições erradas.
Modelos próximos ao canto inferior esquerdo podem ser considerados "conservadores":
eles fazem uma classiﬁcação positiva somente se têm grande segurança na classiﬁcação.
Como consequência, eles cometem poucos erros falsos positivos, mas frequentemente têm
baixas taxas de verdadeiros positivos. Modelos próximos ao canto superior direito podem
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ser considerados liberais: eles predizem a classe positiva com maior frequência, de tal
maneira que classiﬁcam a maioria dos exemplos positivos corretamente, mas, geralmente,
com altas taxas de falsos positivos [64].
A linha diagonal ascendente (0, 0)−(100%, 100%) representa um modelo de comporta-
mento estocástico: cada ponto (p,p) pode ser obtido pela previsão da classe positiva com
probabilidade p e da classe negativa com probabilidade 100% − p. Pontos pertencentes
ao triângulo superior esquerdo a essa diagonal representam modelos que desempenham
melhor que o aleatório e pontos pertencentes ao triângulo inferior direito representam
modelos piores que o aleatório. A diagonal descendente (0, 100%)− (100%, 0) representa
classiﬁcadores que desempenham igualmente em ambas as classes. À esquerda dessa li-
nha, estão os modelos que desempenham melhor para a classe negativa em detrimento
da positiva e, à direita, os modelos que desempenham melhor para a classe positiva. O
gráﬁco da Figura 2.14 representa o espaço ROC [64].
Figura 2.14. Espaço ROC. Adaptado de: [64].
Na Figura 2.15 é mostrado um gráﬁco ROC com 5 pontos arbitrários representando 5
modelos de classiﬁcação diferentes (A, B, C, D, E), para um conjunto de dados também
arbitrário. Neste caso hipotético, A é o mais conservador (aceita poucos falsos negativos,
mas consequentemente penaliza bastante o desempenho do verdadeiros positivos) e D
é o mais liberal (não se importa muito em aceitar bastante falsos positivos, porém seu
desempenho nos verdadeiros positivos é muito bom). Além disso, percebe-se que um
ponto no espaço ROC é melhor que outro se e somente se ele está acima e à esquerda do
outro ponto, porque tem uma maior taxa de verdadeiros positivos e uma menor taxa de
falsos positivos.
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Figura 2.15. Diferentes pontos no espaço ROC. Adaptado de: [64].
2.6.3 Testes de hipótese
No desenvolvimento dos métodos da estatística moderna, as primeiras técnicas de in-
ferência que apareceram foram as que faziam diversas hipóteses sobre a natureza da
amostra da qual se extraíram os dados. Como os valores relacionados com a amostra são
denominados parâmetros, tais técnicas estatísticas foram denominadas de paramétricas.
Os levantamentos feitos para realizar um teste de hipótese determina o grau de acei-
tação do comportamento dos dados. Formulada uma determinada hipótese particular é
necessário coletar dados empíricos e com base nestes dados decide-se então sobre a va-
lidade ou não da hipótese. A decisão sobre a hipótese pode levar a rejeição, revisão ou
aceitação da teoria que a originou.
Para se chegar a conclusão se uma determinada hipótese deverá ser aceita ou rejeitada,
baseado em um particular conjunto de dados, é necessário dispor de um processo objetivo
que permita decidir sobre a veracidade ou falsidade de tal hipótese.
Uma hipótese estatística é uma suposição ou aﬁrmação que pode ou não ser verda-
deira, relativa a uma ou mais populações. A veracidade ou falsidade de uma hipótese
estatística nunca é conhecida com certeza.
Em estatística trabalha-se com dois tipos de hipótese: nula (H0) e alternativa. A
hipótese nula é a hipótese de igualdade. A rejeição da hipótese nula envolve a aceitação
de outra hipótese denominada de alternativa. Esta hipótese é a deﬁnição operacional da
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hipótese de pesquisa que se deseja comprovar. A natureza do estudo vai deﬁnir como
deve ser formulada a hipótese alternativa. Por exemplo, se o teste é do tipo paramétrico,
no qual o parâmetro a ser testado é representado por θ, então a hipótese nula seria:
H0 : θ = θ0 e as hipóteses alternativas seriam:
 H1 : θ = θ1 (Hipótese alternativa simples) ou
 H1 : θ 6= θ0; θ > θ0 ou θ < θ0. (Hipóteses alternativas compostas).
No primeiro caso, H1 : θ 6= θ0, diz-se que o teste é bilateral(ou bicaudal), se H1 : θ >
θ0, diz=se que o teste é unilateral (ou unicaudal) à direita e se H1 : θ < θ0, então, diz-se
que o teste é unilateral (ou unicaudal) à esquerda.
Existem inúmeros testes estatísticos tanto paramétricos quanto não paramétricos.
Alguns itens devem ser levados em conta na escolha da prova estatística para determinada
situação. A maneira como a amostra foi obtida, a natureza dos dados da qual se extraiu
a amostra e o tipo de mensuração ou escala empregado nas deﬁnições operacionais das
variáveis envolvidas, isto é, o conjunto de valores numéricos e ainda o tamanho da amostra
disponível.
Uma vez determinados a natureza da população e o método de amostragem ﬁcará
estabelecido o modelo estatístico. Associado a cada teste estatístico tem-se um modelo
estatístico e condições de mensuração. O teste é válido sob as condições especiﬁcadas no
modelo e pelo nível da escala de mensuração. Nem sempre é possível veriﬁcar se todas as
condições do modelo foram satisfeitas e neste caso tem-se que admitir que estas condições
foram satisfeitas. Estas condições do modelo estatístico são denominadas suposições ou
hipóteses do teste. Qualquer decisão tomada por meio de um teste estatístico somente terá
validade se as condições do modelo forem válidas. Quanto mais fracas forem as suposições
do modelo mais gerais serão as conclusões. No entanto, as provas mais poderosas, isto é,
as que apresentam maior probabilidade de rejeitar H0 quando for falsa, são as que exigem
as suposições mais fortes ou mais amplas.
Além dos conceitos já vistos, para o teste de hipóteses é necessário ainda deﬁnir os
erros envolvidos e as regiões de rejeição e de aceitação. Para poder aceitar ou rejeitar
uma hipótese H0 e como consequência, rejeitar ou aceitar a hipótese alternativa H1, é
necessário estabelecer uma regra de decisão, isto é, é necessário estabelecer para quais
resultados vai-se rejeitar H0, ou seja, aﬁrmar H1, e para quais resultados, vai-se aceitar
H0. O conjunto de valores de uma amostra que levará a rejeição da hipótese nula é
denominado de região crítica (RC) e a faixa restante de valores da amostra é denominada
de região de aceitação (RA).
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A probabilidade de que uma variável dentro dos dados assuma valores do conjunto
RC é denominada de nível de signiﬁcância do teste. O nível de signiﬁcância do teste
é, na realidade, a probabilidade de se rejeitar a hipótese nula, quando ela é verdadeira,
sendo então a probabilidade de se cometer um erro. Como este é apenas um dos dois
tipos de erro possível de ser cometido num teste de hipóteses, ele é denominado de erro
do tipo I. O outro tipo de erro possível de ser cometido é aceitar H0 quando ela é falsa
e é denominado de erro do tipo II. Em resumo pode-se ter as seguintes situações em um
teste de hipóteses:
Tabela 2.4. Possibilidades envolvidas em um teste de hipóteses.
Realidade
H0 verdadeira H0 falsa
Decisão
Rejeitar H0 Erro Tipo I Decisão Correta
Aceitar H0 Decisão Correta Erro Tipo II
Os testes de hipóteses dividem-se em paramétricos e não paramétricos. Os paramé-
tricos exigem que as amostras tenham uma distribuição normal, especialmente se tiverem
uma dimensão inferior a 30. Os testes não paramétricos não precisam de requisitos tão
fortes, como a normalidade. Para os testes paramétricos se tem os testes t-student e
ANOVA e para os não paramétricos os testes Wilcoxon, McNemar, Friedman, entre ou-
tros. Para veriﬁcar se os dados seguem a Distribuição Normal e atendem à pressuposição
de normalidade, podem-se utilizar alguns testes como: teste de assimetria, de curtose, de
Qui-quadrado e de Lilliefors. Nessa pesquisa utilizou-se o teste de Lilliefors para o teste de
normalidade, t-student para os testes paramétricos e Wilcoxon para os não paramétricos.
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3 Metodologia
Este capítulo detalha todos os métodos realizados para a classiﬁcação de imagens de
retina. Para isso é necessário usar bancos de dados disponíveis, porém constatou-se, em
testes preliminares, que a quantidade de imagens com exsudatos duros para a etapa de
treinamento era baixa. Para resolver esse problema as imagens com exsudatos foram
rotacionadas (como detalhado na Seção 3.1.2) com intuito de gerar mais exemplos para a
classiﬁcação. A imagem de retina possui formas como os vasos sanguíneos, disco óptico,
fóvea e mácula. Um obstáculo encontrado, comum na literatura, para a classiﬁcação
de imagens com exsudato é similaridade que a região com disco óptico possui com os
exsudatos, por isso é necessário detectar o local em que o disco óptico está para que não
seja confundido com exsudato (detalhado na seção 3.1.1). Em um primeiro momento foi
testada a possibilidade de classiﬁcar as imagens inteiras (1440 x 960 pixels), porém nos
primeiros testes percebeu-se que os classiﬁcadores não suportariam classiﬁcar a imagem
completa. Sendo assim, por meio de experimentos iniciais escolheu-se empiricamente
trabalhar com janelas de tamanho 100 x 100 pixels em todos os métodos. Assim, optou-
se, em cada etapa de treinamento ou classiﬁcação, por percorrer cada imagem em janelas
de 100 x 100 pixels.
Todos os métodos desenvolvidos foram testados. Alguns métodos foram testados sis-
tematicamente em centenas de vezes e outros foram testados uma única vez por conta
do tempo elevado, aproximadamente uma semana, gasto para a realização de um teste
(conforme está detalhado na Seção 3.2). Todos os resultados obtidos dos testes foram
validados e comparados por meio de métricas de desempenho como acurácia, precisão,
sensibilidade e Medida-F (Seção 2.6.1), calculadas a partir da matriz de confusão de cada
teste, e técnicas de comparação da acurácia dos classiﬁcadores como testes de hipóte-
ses 2.6.3 e a relação entre o verdadeiros positivos e falsos positivos, o plano ROC 2.6.2.
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3.1 Desenvolvimento dos algoritmos de classificação das ima-
gens de retina
O desenvolvimento dos algoritmos de classiﬁcação seguiu algumas etapas descritas a se-
guir. Os treinamentos e validações foram feitos com imagens de um banco de dados
disponibilizado por um grupo de pesquisa (conforme detalhado na Seção 3.2). As ima-
gens do banco foram separadas em dois grupos: saudáveis (268) e retinopatia (320). As
imagens identiﬁcadas como retinopatia eram de toda a retina, portanto foi necessário
separar manualmente as regiões com exsudatos duros em janelas de 100 x 100 pixels, ta-
manho escolhido empiricamente. A quantidade de imagens com exsudato duros utilizada
foi 208, pois nem todas as imagens com retinopatia presentes no banco de dados possuem
exsudatos. Com os dois grupos deﬁnidos, as imagens usadas no treinamento (60%, 161
imagens saudáveis e 125 imagens com exsudatos) e na validação (107 imagens saudá-
veis e 83 imagens com exsudatos) eram selecionadas aleatoriamente, a cada experimento
realizado, para gerar novas combinações.
Ressalta-se que em cada experimento três módulos foram comuns: detecção do disco
óptico, janelamento das imagens saudáveis e rotação de imagens com exsudatos. O mó-
dudo de detecção do disco óptico (DO) é necessário para que essa região não seja clas-
siﬁcada posteriormente como exsudato duro, tendo em vista a semelhança entre essas
estruturas. A Figura 3.1 ilustra a região do disco óptico e uma região com exsudatos
duros (conforme detalhado na Seção 3.1.1). Esse problema é encontrado em algumas
pesquisas de classiﬁcação de imagens de retina como [65], [66] e [67], nas quais mostram
como é necessário detectar os discos ópticos antes de classiﬁcar.
Figura 3.1. Semelhança entre o disco óptico e região com exsudatos duros. (a)
disco óptico e (b) exsudatos duros.
Para a montagem das matrizes que eram usadas no treinamento e na validação,
percorreu-se as imagens saudáveis em janelas com tamanho 100 x 100 pixels. Esse tama-
nho foi escolhido empiricamente para as janelas fossem do mesmo tamanho das imagens
com exsudatos duros. O módulo para rotacionar as imagens com exsudatos, detalhado
na Seção 3.1.2, serviu para resolver o problema de se ter poucos exemplos para treinar
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em relação a quantidade de imagens saudáveis disponíveis.
Nos métodos que utilizaram o módulo com a técnica de PCA, cada imagem selecio-
nada para treinamento, saudável e com exsudato, foi colocada como uma coluna numa
matriz para montar a matriz de covariância 2.4. Portanto, como eram selecionadas 286
imagens de tamanho 100 x 100 pixels para treinamento, a matriz de covariância tinha
dimensão 10000x286. A partir desta etapa, foram calculados os autovalores da matriz
montada e ordenou-se os autovetores em ordem descrecente dos autovalores calculados.
Os autovetores foram colocados em uma matriz contendo as novas funções de base re-
presentando as principais informações das imagens. A ideia central foi veriﬁcar como os
classiﬁcadores se comportam a partir da seleção das componentes principais avaliadas.
Dadas as funções de base determinadas pela PCA, optou-se, a partir de testes prelimina-
res que levaram em conta o custo e a qualidade das imagens reconstruídas, por utilizar
as 100 primeiras componentes principais.
Outra técnica abordada para redução de dimensionalidade foi associada à transfor-
mada de Fourier de cada imagem. A transformada de Fourier (FT) resulta em uma
representação complexa que pode ser expressa em termos do módulo e fase, como visto
na Seção 2.5. A informação visual na FT está representada de outra forma e não há
perda de informação. O módulo da transformada de Fourier fornece a distribuição de
energia na imagem e o ângulo da fase da FT fornece informações sobre as formas da
imagem. Em algumas tarefas de aplicação a informaçao das formas é mais importate do
que a distribuição de energia e outras ocorre o inverso. Nos experimentos que utilizaram
módulo transformada de Forier, a ideia foi veriﬁcar o comportamento do classiﬁcador
LAST separando o espectro da fase e a fase do espectro da transformada de Fourier.
Os métodos explicados: detecção do disco óptico, janelamento das imagens saudáveis,
rotação da imagens com exsudatos, PCA e transformada de Fourier foram utilizados nos
algoritmos para investigar o comportamento dos classiﬁcadores SVM, Comitês e LAST.
A técnica de PCA foi aplicada nos três classiﬁcadores. Além disso, classiﬁcou-se usando
o LAST diretamente, com a fase ou espectro da FT e com a fase ou espectro da FT com
PCA. Portanto, as classiﬁcações foram:
 SVM com PCA;
 do tipo Comitês com PCA;
 LAST com PCA;
 LAST com espectro da transformada de Fourier e PCA;
 LAST com fase da transformada de Fourier e PCA;
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 LAST com fase da transformada de Fourier;
 LAST com espectro da transformada de Fourier;
 LAST.
A Figura 3.2 mostra o esquemático com todos os métodos implementados. No método
1 classiﬁcou-se as imagens usando o LAST com a fase ou espectro da transformada de
Fourier com PCA. O método 2 foi o LAST com o espectro ou a fase da transformada
de Fourier. No 3 classiﬁcou-se usando o SVM, Comitês e LAST com as componentes
principais do PCA. Por ﬁm, no método 4, a classiﬁcação foi realizada usando as imagens
diretamente no LAST.
No método 1 classiﬁcou-se as imagens usando o LAST com a transformada de Fourier.
As duas informações dadas pela FT (espectro e o ângulo da fase) foram usados em
cada teste separadamente. Primeiro somente o espectro e depois somente a fase. Além
disso, com o espectro ou a fase empregou-se também módulo de PCA (como explicado
anteriormente) para treinar. Para a validação não se usou o módulo do cálculo de PCA,
porque se pretende classiﬁcar a imagem real e direta. A diferença nesse método está no
fato de se calcular a transformada de Fourier antes do cálculo do PCA no treinamento e
nas imagens para validação.
O segundo método foi utilizado novamente a transformada de Fourier, mas sem o
PCA, como ilustrado na Figura 3.2. Na primeira parte desse método usou-se a compo-
nente do espectro de Fourier antes da montagem das matrizes de treinamento e validação
para serem utilizados na classiﬁcação diretamente no LAST. Depois repete-se todo o pro-
cesso, porém usando a fase da transformada de Fourier. Nesse método utiliza-se, assim
como nos outros, os módulos de rotacionar as imagens com exsudatos no treinamento e
percorrer em janelas as imagens saudáveis.
Na etapa do terceiro método, o módulo para percorrer as imagens é usado para
as imagens saudáveis, tanto para o treinamento quanto para a validação. O módulo
para rotacionar as imagens foi usado para os exemplos com exsudatos duros somente no
treinamento. As imagens resultantes desses módulos são usadas no módulo seguinte para
o cálculo do PCA. Depois, o resultado dos principais componentes calculados servem para
a montagem da matriz de treinamento. As imagens saudáveis selecionadas aleatoriamente
para validação passam pelo mesmo processo de serem percorridas em janelas compondo a
matriz de validação juntamente com as imagens em que estão os exsudatos. As matrizes
de treinamento e validação montadas são usadas na classiﬁcação. O processo é o mesmo
para classiﬁcação usando o SVM, Comitês e LAST.
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O último método implementado foi a classiﬁcação direta, sem PCA e sem Fourier, com
o LAST. Nessa etapa as imagens são separadas como nas etapas anteriores, percorre-se
as imagens saudáveis em janelas e rotaciona-se as imagens com exsudatos e os resultados
são usados para a montagem das matrizes de treinamento e validação, seguindo para a
classiﬁcação no LAST.
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Figura 3.2. Diagrama esquemático com a metodologia implementada para o trei-
namento e classiﬁcação usando SVMs, Comitês e LAST.
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3.1.1 Detecção do disco óptico
O disco óptico da retina diz respeito à porção do nervo óptico vista no fundo do olho,
formado pelo encontro de todos os axônios das células ganglionares da retina, ou seja, o
disco óptico é o fundo do olho. Na Figura 3.3 (A) mostra-se uma imagem de um olho
esquerdo e na (B) de um olho direito. Um dos problemas frequentes em classiﬁcação de
imagens de retina é a região do disco óptico, porque o classiﬁcador pode ser induzido a
marcar esta região como sendo um exsudato duro. Esse problema é comum em classiﬁca-
dores de imagens de retina. Rangayan [30, 31], detecta o disco óptico e vasos sanguíneos
da retina utilizando os ﬁltros de Gabor. Outra forma que ele usou é a determinação de
ângulos entre a fóvea e o centro do DO por meio da Transformada de Hough [68, 25] para
determinar o grau da retinopatia.
Figura 3.3. Exempliﬁcação das posiçôes diferentes do disco óptico. (A) Olho
esquerdo e (B) Olho direito. Fonte: imagens extraídas do banco de dados MESSI-
DOR [24].
No sistema implementado, foi feita a detecção do disco óptico separadamente e clas-
siﬁcando essa região como sendo saudável. A abordagem escolhida para detecção disco
óptico foi detectá-la manualmente. Um exemplo do DO marcado está na Figura 3.4.
Como a imagem é RGB, a abordagem feita para encontrar o DO foi por meio da inten-
sidade dos pixels na região vermelha, verde e azul, sendo que a intensidade na região do
DO é diferente em comparação com as outras regiões da imagem. Após isso, através de
histogramas foi possível determinar a posição do centro do disco óptico e demarcar uma
região 160 x 160 pixels ao redor do centro como sendo o disco óptico. Em todas as ima-
gens separa-se a janela da imagem que está presente o DO e a classiﬁca como saudável.
Este processo foi realizado para todos os classiﬁcadores, SVM, Comitês e LAST.
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Figura 3.4. Exempliﬁcação da marcação do disco óptico. Fonte: imagens extraídas
do banco de dados MESSIDOR [24].
3.1.2 Rotação imagens com exsudato duro
As imagens de exsudatos duros foram obtidas manualmente, pela extração por meio de
janelas (100 x 100 pixels) feita nas imagens dos bancos de dados disponíveis, Figura 3.5.
Nesse processo foram geradas 208 imagens com exsudatos duros para serem utilizadas
como a classe de retinopatia diabética nos classiﬁcadores. Estas imagens foram acrescen-
tadas à matriz de treinamento do sistema.
Figura 3.5. Exemplo da obtenção de imagem com exsudato duro. (A) Imagem da
retina completa. (B) Janela separada para ser utilizada como a classe de exsudato
duro.
A quantidade de imagens com exsudatos duros é muito inferior em comparação com
a quantidade de imagens disponíveis classiﬁcadas como saudáveis. Uma das soluções
encontrada para resolver esse problema é gerar mais exemplos de exsudatos rotacionando
as próprias imagens. Para exempliﬁcar o processo de rotação necessário, na Figura 3.6,
mostra um exemplo de 25 rotações feitas com variação de, aproximadamente, 25 graus
entre cada imagem. No caso do sistema, a quantidade necessária de rotações foi 100, ou
seja, com variação de, aproximadamente, 3 graus entre cada imagem. Esta abordagem
foi feita em todas as imagens para o sistema ter um melhor aprendizado, por conta da
quantidade maior de imagens com exsudatos para imagem
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Figura 3.6. Exemplo de rotações em uma imagem com exsudato duro. Nesse caso,
foram feitas 25 rotações com variação de, aproximadamente, 14 graus entre cada
imagem.
3.2 Experimentos de avaliação dos métodos implementados
de classificação de imagens de retina
Para a implementação de testes experimentais, alguns bancos de dados de imagens de
retina foram encontrados na literatura como: Messidor [24], e-optha [69], DRIVE [70],
STARE [71], HRF [72], entre outros. Um dos fatores essenciais para a escolha do banco a
ser utilizado foi a quantidade de imagens com RD. Assim, o banco de dados de imagens de
retina escolhido foi o MESSIDOR [24]. Ele possui 1200 imagens de fundo de olho com três
tamanhos diferentes: 1440 x 960, 2240 x 1488 e 2304 x 1536 pixels. O tamanho escolhido
para o projeto foi 1440x960 pixels, pois é o tamanho que possui o maior número de imagens
- 320 com retinopatia diabética e 268 sem retinopatia, Figura 3.7. Cabe ressaltar, que
as imagens com exsudatos usadas nos experimentos foram retiradas manualmente das
imagens do banco de dados selecionadas como portadores de retinopatia.
A parte experimental do projeto teve como objetivo colher resultados para posterior
avaliação do desempenho do sistema. As classiﬁcações usando o SVM com PCA foram
rodadas de forma sistemática 180 vezes na mesma máquina para validar a classiﬁcação. Os
resultados como a SVM treinada e os resultados obtidos (acurácia, verdadeiros positivos,
verdadeiros negativos, falsos positivos e falsos negativos) foram armazenadas em arquivos
para serem avaliados na parte de validação do sistema.
O classiﬁcador do tipo Comitês possui diversas abordagens para classiﬁcação como:
Bag, AdaBoostM1, LogitBoost, GentleBoost, RobustBoost, LPBoost, RUSBoost e Subs-
pace. A escolha do melhor método para a pesquisa foi feita por meio de testes prelimi-
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Figura 3.7. Exemplos de imagens do banco de dados MESSIDOR. (A) imagem
sem a presença de sintomas de Retinopatia Diabética. (B) imagens com sintomas
de Retinopatia Diabética. Fonte: [24].
nares, em que usou-se todas as abordagens individualmente. Os resultados obtidos com
todos os métodos estão na Tabela 3.1. Como o AdaBoostM1 foi a abordagem que mos-
trou melhor resultado com acurácia de 87.01% foi então escolhido para os experimentos
futuros.
Tabela 3.1. Resultados de experimentos preliminares com os métodos do tipo
Comitês.









Com a escolha da abordagem do classiﬁcador do tipo Comitês partiu-se para a etapa
de sucessivos testes para a validação e comparação desse classiﬁcador com os demais. Fo-
ram realizados 200 testes sucessivos na mesma máquina armazenando todos os resultados
em arquivos para que os resultados fossem comparados e validados posteriormente.
Outro experimento realizado sucessivamente foi usando o classiﬁcador LAST com o
PCA. Nesse caso, foram feitos 164 repetições sistematicamente para obtenção de resul-
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tados concretos da classiﬁcação para validação. Nesse caso, também os resultados foram
armazenados em arquivos para que pudessem ser analisados posteriormente.
Um problema enfrentado na parte de experimentos foi o tempo gasto para rodar
alguns programas que usam o classiﬁcador LAST, aproximadamente uma ou até duas
semanas. Por esta razão, as classiﬁcações do LAST com PCA e o módulo e a fase da
Transformada de Fourier, sem o PCA e com o módulo e a fase de Fourier e com a imagem
diretamente (sem PCA e Fourier) foram rodados apenas uma vez. O tempo que seria
gasto para rodar esses programas centenas de vezes era inviável.
3.3 Metodologia de Análise dos Resultados de Classificação
 Validação e Comparação dos Classificadores
Em aprendizagem de máquina, algumas métricas são usadas para validar o desempenho do
classiﬁcador. Dentre tais medidas, algumas serão utilizadas como: taxa de erro, acurácia,
precisão, sensibilidade e Medida-F. A partir desses cálculos, a deﬁnição da classiﬁcação
com melhor desempenho foi deﬁnido pelo maior valor de Medida-F 2.6.1 Os métodos que
foram testados sistematicamente serão comparados de duas formas: entre si e tomando
um valor de acurácia como referência (0.8), por meio de testes de hipóteses. Outro método
de comparação explicado nessa seção será a relação entre verdadeiros positivos e falsos
positivos pelo método ROC (do inglês, Receiver Operating Characteristics ). Todos esses
métodos estatísticos servirão para comparar o desempenho entre os classiﬁcadores SVM,
do tipo Comitês e LAST.
3.3.1 Métricas para avaliação de desempenho dos classiﬁcadores
As métricas de desempenho: acurácia, precisão, sensibilidade e Medida-F foram calcula-
das nos métodos de classiﬁcações feitas uma única vez (LAST, LAST com PCA, LAST
com fase da transformada de Fourier, LAST com módulo da transformada de Fourier,
LAST com fase da transformada de Fourier e PCA e LAST com módulo da transformada
de Fourier e PCA). Por meio dessas medidas, poderá avaliar e comparar o desempenho
do classiﬁcador LAST.
Os resultados dos testes realizados uma única vez, por conta do tempo de execução que
levam, foram coletados e os seus valores de verdadeiros positivos, verdadeiros negativos,
falsos positivos e falsos negativos colocados em matrizes de confusão como no modelo da
Tabela 2.3. Na pesquisa os verdadeiros positivos correspondem ao exemplos de imagens
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com exsudatos (positivos) e foram classiﬁcados como tendo exsudatos (positivos); os falsos
positivos são os exemplos negativos (saudável) que foram classiﬁcados como positivos
(possuindo exsudatos); verdadeiros negativos são as imagens saudáveis (negativos) e que
foram classiﬁcados como imagens saudáveis (negativos) e falsos negativos são os exemplos
positivos (imagens com exsudatos) que foram classiﬁcados como negativos (saudáveis).
A acurácia ou taxa de acerto de cada classiﬁcação é calculada pela Equação 2.59.
Ela é medida pelo número de acertos (verdadeiros positivos e verdadeiros negativos)
dividido pelo total (acertos e erros). A precisão, Eq. 2.60, é calculada pela razão entre
os verdadeiros positivos pelo número total de classiﬁcados como positivos (verdadeiros
positivos e falsos positivos). Na classiﬁcação de imagens de retina, a precisão é a taxa com
que todas as imagens classiﬁcadas como tendo retinopatia realmente possuem exsudatos.
A sensibilidade, Equação 2.61, é deﬁnida pela razão entre verdadeiros positivos e
a soma dos verdadeiros positivos e falsos negativos. Ela calcula a taxa com que o sis-
tema classiﬁca como positivos todos os exemplos que são positivos. Nos classiﬁcadores
representa a taxa das imagens com exsudatos são classiﬁcadas com tendo retinopatia. A
Medida-F 2.65 é a média ponderada de precisão e sensibilidade. Ela será usada como
padrão para comparar os classiﬁcadores, ou seja, o classiﬁcador que tiver maior Medida-
F será considerado como tendo o melhor desempenho de classiﬁcação com imagens de
retina.
3.3.2 Testes de Hipóteses
Para comparar as acurácias das classiﬁcações feitas sistematicamente, foram realizados
testes de hipóteses. Eles podem ser divididos em paramétricos e não paramétricos. Os
paramétricos exigem que as amostras tenham distribuição normal. Os testes não paramé-
tricos não precisam de requisitos tão fortes, como a normalidade. Antes de fazer o teste
de hipótese, testa-se a normalidade. Para veriﬁcar se os dados seguem a distribuição
normal e atendem à pressuposição de normalidade utilizou-se o teste de Lilliefors. Os
testes paramétricos foram feitos usando o teste t-student e os não paramétricos o teste
Wilcoxon.
Na metodologia de um teste de hipótese, determina-se uma hipótese nula, espera-se
que seja rejeitada, com um certo nível de signiﬁcância calculada. O nível de signiﬁcância
é a probabilidade de se rejeitar a hipótese nula e quanto maior for (mais próximo de
100%) maior a conﬁança de que a hipótese nula pode ser rejeitada.
Os experimentos em que foram feitos testes de hipóteses foram: SVM com PCA,
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do tipo Comitês com PCA e LAST com PCA. O primeiro teste feito foi para deﬁnir
se seguiam a distribuição normal ou não. Caso os dois fossem normais o teste seria
paramétrico, caso contrário, o teste seria não paramétrico. Na comparação entre eles as
hipóteses nulas deﬁnidas foram: Comitês tem acurácia melhor do que o LAST (o teste foi
não paramétrico), SVM tem acurácia melhor do que LAST (teste foi não paramétrico) e a
acurácia do SVM é melhor do que o classiﬁcador do tipo Comitês (teste foi paramétrico).
Outro teste de hipótese formulada foi de que as classiﬁcações realizadas sucessiva-
mente obtiveram, como hipótese nula, desempenho menor do que uma acurácia de re-
ferência de 80%. Na comparação entre o LAST e o valor de referência o teste foi não
paramétrico e entre Comitês e SVM os testes foram paramétricos. Essa comparação
serviu para avaliar o desempenho dos classiﬁcadores desenvolvidos com os presentes na
literatura [19, 67, 66].
3.3.3 Medida de desempenho no plano ROC
Para comparar todas as classiﬁcações foi usado o método ROC. No espaço ROC, como
mostrado na Figura 2.15, plota-se taxa de falsos positivos, ou especiﬁcidade 2.66, pela
taxa de verdadeiros positivos, ou sensibilidade 2.61, foi usado para comparar todas as
classiﬁcações realizadas. Nos testes feitos uma vez (LAST, LAST com PCA, LAST com
fase da transformada de Fourier, LAST com módulo da transformada de Fourier, LAST
com fase da transformada de Fourier e PCA e LAST com módulo da transformada de
Fourier e PCA) usaram-se as matrizes de confusão montadas para plotar os pontos no
plano. Nos testes sistemáticos escolheu-se um ponto e a partir da matriz de confusão
plotaram-se os pontos no plano junto com os outros pontos. A partir desse gráﬁco é
possível avaliar o método de classiﬁcação que obteve melhor desempenho para imagens
de retina.
A avaliação é dada pelo posicionamento do ponto no plano ROC, Figura 2.14. Os
classiﬁcadores que tiveram ponto próximo ao canto inferior esquerdo podem ser considera-
dos "conservadores", porque eles fazem uma classiﬁcação positiva somente se têm grande
segurança na classiﬁcação. Como consequência, eles cometem poucos erros falsos posi-
tivos, mas frequentemente têm baixas taxas de verdadeiros positivos. Os classiﬁcadores
que tiverem pontos próximos ao canto superior direito podem ser considerados liberais,
pois eles predizem a classe positiva com maior frequência, de tal maneira que classiﬁ-
cam a maioria dos exemplos positivos corretamente, mas, geralmente, com altas taxas de
falsos positivos. Portanto, os melhores classiﬁcadores serão aqueles que estiverem mais
próximos do canto superior esquerdo do gráﬁco.
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4 Resultados e Discussão
Os resultados obtidos nos experimentos são mostrados e avaliados de quatro formas nesse
capítulo. A primeira será em forma de histogramas de desempenho obtidos nos testes
sucessivos: SVM com PCA, Comitês com PCA e LAST com PCA. Na segunda parte, será
por meio da comparação das medidas de desempenho nos métodos de classiﬁcação com
único teste. Na terceira parte os testes sucessivos serão avaliados por meio de testes de
hipóteses, tanto na comparação entre eles quanto comparando com um valor de referência.
Por ﬁm, todos os métodos usados na pesquisa são esboçados no placo ROC.
4.1 Histogramas de desempenho dos métodos testados siste-
maticamente
O resultado das acurácias obtidas nos testes sistemáticos, SVM com PCA, Comitês com
PCA e LAST com PCA, estão representadas nessa seção por meio de histogramas de
frequência. Cabe ressaltar que a acurácia é taxa de acerto calculada como o número de
acertos na validação dividido pelo número de acertos mais o número de erros na validação.
Na Figura 4.1 está o histograma obtido nos experimentos usando o classiﬁcador SVM
com o PCA com frequência total de 180. Na Figura 4.2 está o histograma obtido com
o classiﬁcador do tipo Comitês com PCA com frequência total de 200. Por ﬁm, na
Figura 4.3 expõe o histograma do LAST com PCA com frequência total de 164.
Para veriﬁcar se os histogramas encontrados obedecem a curva de normalidade, foi
feito previamente um teste de hipótese usando o método Lilliefors. Os resultados obtidos
no tipo Comitês e SVM foram deﬁnidos como seguindo uma curva normal. Já para a
classiﬁcação com o LAST essa hipótese foi rejeitada, não dando a curva a condição de
normalidade. Na Figura 4.3 é possível perceber que os alguns resultados fugiram do
padrão e ﬁcaram entre 0.6 e 0.7.
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Figura 4.1. Histograma dos testes do classiﬁcador SVM com PCA.
Figura 4.2. Histograma dos testes do classiﬁcador do tipo Comitês com PCA.
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Figura 4.3. Histograma dos testes do classiﬁcador LAST com PCA.
4.2 Medidas de desempenho para os testes realizados uma vez
Para os métodos de classiﬁcação realizados uma vez, a comparação foi feita colocando-se
os resultados obtidos na forma de matrizes de confusão como na Tabela 2.3, nas quais
estão colocados os verdadeiros positivos, verdadeiros negativos, falsos positivos e falsos
negativos encontrados, em cada caso. Na tabela 4.1 estão as matrizes de confusão para a
classiﬁcação usando o LAST com a fase da transformada de Fourier das imagens, LAST
com o módulo da transformada de Fourier, LAST com PCA e o módulo da transformada
de Fourier, LAST com PCA e a fase da transformada de Fourier e LAST sem PCA e sem
Fourier.
A comparação entre os métodos utilizados com o LAST foi feita por meio de métricas
de desempenho como acurácia, precisão, sensibilidade e Medida-F, Tabela 4.2. Por meio
das fórmulas de cada uma detalhadas na Seção 3.3.1 calculou-se a Medida-F de cada
experimento. Tomando como medida padrão a Medida-F, o melhor resultado foi a clas-
siﬁcação de imagens de retina usando o PCA com o módulo da transformada de Fourier
no LAST com 0.8815. A partir desse resultado conclui-se que o uso do PCA foi impor-
tante para melhorar o desempenho e que a distribuição de energia nas imagens ajudou o
classiﬁcador a separar as classes. Por outro lado, o que apresentou menor Medida-F foi a
classiﬁcação com a fase da transformada de Fourier, mostrando que as informações sobre
as bordas das estruturas que a imagem não ajudaram na classiﬁcação.
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Tabela 4.1. Matrizes de confusão para os resultados da classiﬁcação com testes
feitos uma vez.
Predição Positiva Predição Negativa
LAST com fase de Fourier
Classe Positiva 45 38
Classe Negativa 20 44
LAST com módulo de Fourier
Classe Positiva 40 41
Classe Negativa 0 66
LAST com módulo de Fourier e PCA
Classe Positiva 65 14
Classe Negativa 2 66
LAST com fase de Fourier e PCA
Classe Positiva 43 30
Classe Negativa 8 66
LAST
Classe Positiva 62 22
Classe Negativa 2 71
Tabela 4.2. Resultados de experimentos feitos com LAST e ferramentas como
PCA e Transformada de Fourier.
Acurácia Precisão Sensibilidade Medida-F
LAST com fase 0.6054 0.6923 0.5421 0.6065
de Fourier
LAST com módulo 0.72 1 0.5422 0.7031
de Fourier
LAST com PCA e 0.8526 0.9710 0.8072 0.8815
módulo de Fourier
LAST com PCA e 0.74 0.8431 0.5310 0.6516
fase de Fourier
LAST 0.8526 0.9687 0.62 0.7560
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4.3 Testes de Hipóteses para comparação entre os testes sis-
temáticos
Os testes de hipóteses foram feitos com os experimentos realizados sistematicamente
(SVM com PCA, Comitês com PCA e LAST com PCA). A primeira parte comparou os
três métodos entre si e na segunda foi comparar os três testes com um valor de referência.
Antes de comparar fez-se o teste de normalidade (método Lilliefors) para determinar se
os testes seriam paramétricos ou não paramétricos. Caso a hipótese de normalidade não
fosse rejeitada para os dois casos comparados o teste seria paramétrico (t-student), caso
contrário, o teste seria não paramétrico (Wilcoxon).
A Tabela 4.3 mostra os resultados obtidos nas comparações entre os classiﬁcadores.
A primeira hipótese nula testada foi de que a acurácia obtida pelo classiﬁcador do tipo
Comitês seria maior do que a obtida no LAST. Esse teste foi não paramétrico e a hipótese
foi rejeitada com nível de signiﬁcância de 98%. O segunda segunda hipótese nula testada
foi de que a acurácia obtida no SVM foi maior do que LAST. Esse teste também foi não
paramétrico e a hipótese foi rejeitada com nível de signiﬁcância de 99.99%. No terceiro
teste, a hipótese nula foi de que a acurácia no SVM foi maior do que no classiﬁcador do
tipo Comitês. Ao contrário dos testes anteriores, esse teste foi paramétrico e a hipótese
nula foi rejeitada com nível de signiﬁcância de 99.99%. Esses testes mostraram, com nível
de signiﬁcância alto, que o LAST apresentou melhor desempenho na comparação do tipo
Comitês e SVM. Em segundo lugar ﬁcou o classiﬁcador do tipo Comitês e em terceiro a
classiﬁcação com o SVM.
Tabela 4.3. Valores dos níveis de signiﬁcância os testes de hipótese entre SVM
com PCA, Comitês com PCA e LAST com PCA. O teste com hipótese nula de que
a classiﬁcação com tipo Comitês era maior do que o LAST foi rejeitada com 98%.
O teste com hipótese nula de que a classiﬁcação com SVM foi maior do que o LAST
foi rejeitaada com 99.99%. O teste com hipótese nula de que a classiﬁcação com
SVM foi maior do que o tipo Comitês foi rejeitada com 99.99%.
Comitês com PCA SVM com PCA
LAST com PCA 98% 99.99%
Comitês com PCA 99.99%
Na segunda parte, os resultados obtidos foram comparados com um valor de referência
para acurácia de 0.8. A primeira hipótese nula testada foi de que a acurácia usando o
classiﬁcador LAST era menor do que 0.8. Esse teste realizado foi não paramétrico e a
hipótese nula foi rejeitada com nível de signiﬁcância de 91%. A segunda hipótese nula
foi de que a acurácia usando o classiﬁcador do tipo Comitês era menor do que o valor
de referência. Esse teste foi paramétrico e a hipótese nula foi rejeiada com nível de
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signiﬁcância de 99.99%. O terceiro teste foi testar se a acurácia usando o SVM foi menor
do que o valor de referência. Esse teste também foi paramétrico e a hipótese nula foi
rejeitada com nível de signiﬁcância de 99%. Todos esses resultados estão presentes na
Tabela 4.4.
Os resultados obtidos nessa avaliação mostram que os três classiﬁcadores funcionaram
bem e que estão acima do esperado de 80% de acurácia. Cabe ressaltar que acredita-se
que o nível de signiﬁcância para o LAST foi menor por conta do valores de acurácia na
região entre 0.6 e 0.7 mostrados no histograma e discutido na Seção 4.1.
Tabela 4.4. Valores dos níveis de signiﬁcância os testes de hipótese das médias das
acurácias do SVM com PCA, do tipo Comitês com PCA e LAST com PCA com
acurácia de referência de 0.8.
Acurácia de referência 0.8
LAST com PCA 91%
do tipo Comitês com PCA 99.99%
SVM com PCA 99%
4.4 Resultados de desempenho de todos os testes no plano
ROC
Os desempenho mostrado no plano ROC exibe a comparação entre todos os métodos
testados na pesquisa. O gráﬁco da Figura 4.4 apresenta os pontos obtidos da relação
entre a taxa de falsos positivos (1-especiﬁcidade) e a taxa de verdadeiros positivos (sensi-
bilidade). Como detalhado na Seção 3.3.3 os pontos que estão na parte esquerda superior
são os que possuem melhor desempenho.
Pelo gráﬁco é possível deﬁnir que a classiﬁcação do LAST com módulo de Fourier é
o mais conservador na comparação, porque ele não aceita falsos positivos, mas prejudica
bastante o desempenho dos verdadeiros positivos. O mais liberal é a classiﬁcação usando
o LAST com a fase da transformada de Fourier, porque aceita bastante falsos negativos,
porém tem bom desempenho nos verdadeiros positivos.
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A maioria dos classiﬁcadores (SVM com PCA, Comitês com PCA, LAST com PCA,
LAST e LAST com o módulo da transformada de Fourier e PCA) estão próximos do
canto esquerdo superior do gráﬁco, o que mostra bom desempenho pela relação entre
falsos positivos e verdadeiros positivos. Dentre eles, pode-se detacar o desempenho do
SVM com PCA e o LAST com o módulo da transformada de Fourier e PCA como os
melhores. Por outro lado, a classiﬁcação que mostrou pior desempenho foi com o LAST
com a fase da transformada de Fourier, conﬁrmando o que foi encontrado também na
Seção 4.2.
Figura 4.4. Metricas de desempenho no plano ROC para todos metodos testa-
dos. Os pontos no gráﬁco representam: (a)SVM com PCA, (b)Comitês com PCA,
(c)LAST com PCA, (d)LAST com a fase da transformada de Fourier, (e)LAST
com o módulo da transformada de Fourier, (f)LAST com a fase da transformada




A pesquisa desenvolveu e avaliou um sistema para classiﬁcação de imagens de retina
como forma de auxílio a diagnóstico da retinopatia diabética. Como o diagnóstico por
imagem é a forma de detecção da doença, o trabalho teve como ﬁnalidade comparar os
métodos tradicionais de classiﬁcações de imagens médicas utilizando a extração de ca-
racterísticas com algoritmos que dispensam a extração prévia de características por meio
de treinamento de dicionários. Avaliou-se também a utilização de algumas ferramentas
que possam melhorar o desempenho da classiﬁcação como PCA e o uso da transformada
discreta de Fourier para extração de características espectrais.
Os resultados mostraram, por meio de testes de hipóteses, realizados após avaliação
sistemática que a classiﬁcação usando o método do LAST com PCA teve melhor desem-
penho nas comparações com o classiﬁcador do tipo Comitês com o PCA com nível de
signiﬁcância de 98% e com o SVM com PCA com nível de signiﬁcância de 99.99%. Já
na comparação entre Comitês com PCA e SVM com PCA, o método do tipo Comitês
obteve resultado melhor com nível de signiﬁcância de 99.99%. Outros testes de hipóteses
mostraram que as três classiﬁcações possuem acurácia superior a 0.8 com nível de signiﬁ-
cância de 91% para o LAST, 99.99% para Comitês e 99% para o SVM. Em experimentos
com outras variáveis, tendo a Medida-F como parâmetro obteve-se a seguinte ordem de
desempenho: LAST com PCA e o módulo da Transformada de Fourier (0.88), LAST
(0.75), LAST com módulo de Fourier (0.70), LAST com PCA e fase de Fourier (0.65) e
LAST com fase de Fourier (0.60). A análise no plano Receiver Operating Characteristic
mostrou que as classiﬁcações da imagens com SVM com PCA, Comitês com PCA, LAST
com PCA, LAST e LAST com o módulo da transformada de Fourier e PCA possuem boa
relação entre verdadeiros positivos e falsos negativos, o mesmo não acontece nos casos do
LAST módulo da transformada de Fourier, LAST com fase da transformada de Fourier
e PCA e no LAST com a fase da transformada de Fourier.
Conclui-se que no treinamento usando dicionários, sem a extração prévia de carac-
terísticas, o LAST obteve melhor acurácia média (0.84) do que a acurácia comumente
encontrada na literatura (0.8) e com as acurácias médias encontradas na pesquisa usando
o classiﬁcador do tipo Comitês (0.81) e o SVM (0.79). A pesquisa mostrou que a classiﬁ-
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cação usando o LAST ajudaria no diagnóstico de retinopatia diabética, porque o sistema
apresentou bom índice de verdadeiros positivos e baixo índice de falsos negativos. Em
trabalho futuro, pretende-se combinar técnicas de aprendizagem profunda com as abor-
dagens aqui empregadas, para avaliar o impacto sobre as métricas de desempenho, com
base em bancos de imagens maiores a serem obtidos em parcerias de pesquisa.
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