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INTRODUCCIÓN
En el caso del análisis modal frecuentemente, los datos procesados se
obtienen en condiciones de laboratorio. Sin embargo, en muchas aplica-
ciones industriales, los datos obtenidos son muy diferentes a los datos
de laboratorio, lo que implica el desarrollo de modelos que permitan ana-
lizar datos en condiciones operacionales [1], lo que es muy común en el
mantenimiento preventivo de maquinarias, ya que en este caso los datos
de entrada no son medidos, sólo se dispone de datos de salida, por lo que
sólo con los datos de salida se tiene que obtener información acerca de
cómo la maquina esta vibrando y cuál es su amortecimiento para poder
hacer un diagnóstico y una detección de falla [2].
Una técnica muy usada en análisis operacional es la técnica “Pick
picking”, aplicada a las funciones de densidad espectral cruzada [2].
Seleccionando los picos en la curva espectral, se pueden obtener esti-
maciones aproximadas de las frecuencias de resonancia y de formas de
deflexión, luego éstas, comparadas con las que se obtienen en condi-
ciones de laboratorio, permiten tomar decisiones, con respecto a que si
se requiere el mantenimiento.
En el presente trabajo, se presenta el modelo Multivariado Autoregresivo
con Medias Móviles (VARMA) para el análisis en condiciones operacionales.
Los modelos VARMA se han analizado en extenso en la bibliografía [5, 7,
8, 9, 10] y han sido muy aplicados en situaciones donde sólo se disponen
de datos de salida [2, 5, 7, 8, 9, 10]. Es conocido que la parte autoregresiva
del modelo VARMA contiene las características del sistema mecánico
analizado [5, 9]. Por consiguiente, es necesario estimar los parámetros
del modelo VARMA. Para tal estimación, se emplea mucho el algoritmo
de Spliid [3, 6]. La gran ventaja de este algoritmo es que, cuando se
dispone de una gran cantidad de datos y las condiciones de regularidad
son satisfechas, los resultados obtenidos se parecen mucho a los que se
han obtenidos empleando técnicas de máxima verosimilitud [3, 6,11]. Por
otro lado, para la obtención de los parámetros modales, la matriz compa-
ñera se construye con las estimaciones de los parámetros de la parte
autoregresiva del modelo propuesto  [5, 9]. La aplicabilidad de dicho mo-
delo se hará simulando un sistema mecánico de tres grados de libertad.
MODELO VARMA
El modelo VARMA se expresa mediante la ecuación (1):
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RESUMEN
El Modelo multivariado autoregresivo con
medias móviles (VARMA) se emplea para
identificar características dinámicas de un
sistema estructural ante la presencia de ruido.
Para estimar los parámetros del Modelo
VARMA, se emplea el algoritmo de Spliid. Para
determinar los parámetros modales,  la matriz
compañera se forma con los coeficientes de la
parte autoregresiva del Modelo VARMA. La
eficiencia de este modelo, discutida aquí, se
analiza por medio de un sistema vibratorio de
tres grados de libertad.
Palabras Clave: VARMA, análisis modal,
matriz compañera, multivariado, estimación,
mantenimento preventivo.
IDENTIFICATION OF MODAL PARAMETERS OF
VIBRATING STRUCTURES WITH UNKNOWN OR
STOCHASTIC EXCITATION
ABSTRACT
The Vector Autoregressive Moving Average
(VARMA) Model is used to identify dynamical
characteristics of a structural system in the
presence of noise. In order to estimate the
parameters of the VARMA Model, the Spliid’s
fast algorithm is used. To determine the modal
parameters the companion matrix is built with
the autoregressive part of the VARMA Model.
The performance of this method here discussed
is presented by means of simulations, using
three degrees of freedom mass-damping-
stiffness vibrating system.
Key words: VARMA, modal analysis,
companion matrix, multivariate, estimation.
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donde:
son k vectores componentes, y
                                          representan matrices
de parámetros no conocidos.
Es sabido que con las raíces del polinomio caracte-
rístico, formado con las estimaciones de los
parámetros de la parte autoregresiva del modelo
VARMA, pueden obtenerse las características diná-
micas del sistema mecánico.
Algoritmo para la Estimación de los
Parámetros del Modelo VARMA
El algoritmo usado para la estimación de los
parámetros del modelo VARMA fue desarrollado  por
Spliid (3, 6).
Sea   la matriz de observaciones en el tiempo, cuya
dimensión es k x N:
de manera análoga, se define la matriz de residuales
Por otro lado, se definen las matrices de rezagos:
(2)
donde
Las matrices de los coeficientes  son ordenadas en
una única matriz de orden (kq +kp)xk:
                                                         (3)
El algoritmo se inicia sin parte de medias móviles
pero, en compensación el número de términos
autoregresivos, se incrementa, s (en la práctica s = p
+ q). A continuación, se presenta el mencionado al-
goritmo. Es importante acotar que este algoritmo no
necesita valores iniciales.
Procedimiento
Paso 0: Construir la matriz                                         ,
luego por regresión lineal se tiene:
donde          denota el valor estimado de la matriz
obtenido en la iteración 0. Luego, se hace
y se va para el paso 2.
Paso 1: Calcular recursivamente las estimaciones de
los residuales para t = 1,2,......,N:
Paso 2: Construir          formar la matriz         y
calcular las nuevas estimaciones de los parámetros,
resolviendo la siguiente ecuación:
Paso 3:  Si                              , incrementar j en 1 y
repetir los pasos 1 hasta 3, si                            parar.
Spliid (3, 6) muestra que los estimadores obtenidos,
usando su algoritmo, tienen distribución
asintóticamente normal. Otra ventaja de este algorit-
mo es que es bastante rápido, en comparación con
los métodos de máxima verosimilitud.
Orden del Modelo
Pare escoger el orden del modelo VARMA, se em-
plea el Criterio Bayesiano de Schwarz (BCS) [4]:
donde:
r   :   es el número de parámetros estimados
T  :   es el número de muestras
    :   es la matriz de covariancia
Estimación del Parámetro Modal (Modal
Parameter Estimation)
Para obtener las características modales del siste-
ma mecánico es necesario formar la matriz compa-
ñera M [5, 9],
Los autovalores y autovectores de M se relacionan
con los parámetros modales [5,12,13] de la siguien-
te forma:
donde:
    :   representa los autovalores de M
    :    representa los autovalores del sistema mecánico
    :   representa los autovectores de M
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:  representa los autovectores del sistema mecáni-
co, el cual es la mitad superior de la matriz     .
RESULTADOS
Para aplicar la teoría que se ha presentado hasta el
momento, se simuló un sistema de tres grados con
dos entradas y tres salidas. Para utilizar la metodo-
logía propuesta sólo utilizaremos los datos de sali-
da. Se presentan dos simulaciones: En la primera,
no se contaminan los datos de salida con ruido
estocástico, mientras que, en el segundo caso, sí.
Caso 1: Simulación sin Contaminación en
la Salida
Aplicando el modelo VARMA(2, 2) se puede apre-
ciar, en el Cuadro 1, que las frecuencias de vibración
son bien aproximadas, mientras que los
amortecimientos lo son en menor medida. Por otro
lado, en el Cuadro 2, se presentan los modos de vi-
brar estimados. En este caso, sólo un modo de vi-
brar es bien aproximado, los otros mantienen sólo
sus signos.
Caso 2: Simulación con Contaminación en
la Salida
En el presente caso, se contaminó la salida con rui-
do estocástico que llevó a una razón ruido/salida de
0.30.  Aplicando el modelo VARMA(10, 10), se pue-
Sψ
Mψ
Frecuencias 
Naturales 
Teóricas (Hz) 
Frecuencias 
Naturales 
Estimadas (Hz) 
Amortecimiento 
Teórico 
Amortecimiento 
Estimado 
0.6631 0.6617 0.0114 0.0144 
1.1010 1.1025 0.031 0.015 
2.5898 2.5909 0.080 0.084 
Modos de Vibrar 
Teóricos  
Modos de Vibrar 
Estimados 
1.0000 
-0.0884 + 0.0008i 
-0.0992 + 0.0010i 
  1.0000           
  -2.6122 + 0.0110i 
  -1.7189 + 0.0101i 
1.0000 
6.5732 + 0.0404i 
4.2208 + 0.0250i 
1.0000           
   0.2624 + 0.0026i 
   0.1438 + 0.0017i 
1.0000 
-15.4828 - 0.2628i 
23.8749 + 0.4254i 
  1.0000           
 -16.3137 + 3.4079i 
  25.3193 - 5.2711i 
de apreciar, en el Cuadro 3, que las frecuencias de
vibración son bien aproximadas, igual que en el caso
sin ruido, mientras que los amortecimientos también
tienen aproximaciones buenas, mejores que en el
caso sin ruido. Por otro lado, en el Cuadro 4, se pre-
sentan los modos de vibrar estimados. En este caso,
sólo un modo de vibrar es bien aproximado, los otros
mantienen sólo sus signos, igual que en el caso sin
ruido.
CONCLUSIONES
El modelo propuesto para la determinación de carac-
terísticas dinámicas de un sistema mecánico, bajo
la influencia de ruido aleatorio y con sólo datos de
salida, da buenos resultados, en cuanto a las fre-
cuencias de vibración y también da resultados relati-
vamente buenos, con respecto a los amortecimientos.
En general, el modelo VARMA, que se ha señalado,
presenta buenas estimativas de las características
dinámicas del sistema de tres grados de libertad.
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