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Abstract
Sparse identification of nonlinear dynamical systems is a topic of continuously increasing
significance in the dynamical systems community. Here we explore it at the level of lattice
nonlinear dynamical systems of many degrees of freedom. We illustrate the ability of a
suitable adaptation of Physics-Informed Neural Networks (PINNs) to solve the inverse problem
of parameter identification in such discrete, high-dimensional systems inspired by physical
applications. The methodology is illustrated in a diverse array of examples including real-field
ones (φ4 and sine-Gordon), as well as complex-field (discrete nonlinear Schrödinger equation)
and going beyond Hamiltonian to dissipative cases (the discrete complex Ginzburg-Landau
equation). Both the successes, as well as some limitations of the method are discussed along
the way.
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Introduction

While the study of nonlinear partial differential equations (PDEs) captures the lion’s share of
modeling efforts in physical, chemical and biological problems, the study of nonlinear dynamical
lattices has received growing attention over the last decades [1, 2, 3, 4]. To some degree, this
interest stems from the consideration of discretization methods for simulating PDEs. However,
arguably, the most appealing aspect of such lattice problems is that they naturally emerge as the
suitable model in systems where there is a degree of “granularity”/lattice structure. This may stem
from waveguides and their arrays in nonlinear optics [5], or in experiments of micromechanical
oscillator arrays [6] as well as lattice nonlinear electrical circuits [7]. It may arise in material
science systems [8, 9], in antiferromagnetic [10], or more generally anharmonic [11, 12] crystals, in
superconducting settings of Josephson-junction ladders [13, 14] or in biological models of DNA
base pairs [15, 16]. Such lattice models may also be effective ones, emulating the periodic variation
of optical lattices in atomic condensates [17].
On the other hand, over the past few years there has been an explosion of interest in the use of
data-driven techniques towards the study of physical phenomena and the development, as well as
identification of relevant models [18]. Among the most dominant methodologies in that regard for
1

the solution of both inverse and forward problems in PDEs have been methodologies such as PINNs
(Physics-Informed Neural Networks) [19], and the subsequent extension of DeepXDE [20], as well
as the SINDY (sparse identification of nonlinear systems) method of [21], sparse optimization
in [22], meta-learning [23], and neural operators [24]. There have been numerous variations
and extensions of these approaches in a wide range of problems (a small subset of which, e.g.,
contain [25, 26, 27, 28, 29]). Yet, it can be argued that these approaches have been, by and large,
limited to continuum PDE problems and the emergent aspect of nonlinear dynamical lattices has
been somewhat overlooked.
Here, we build on the earlier work of some of the present authors [30], which was aiming to build in
the neural networks more of the physical structure of the underlying problem (in that case through
symmetries, while other authors have also enforced, e.g., the symplectic structure of potential
underlying systems [31]). Our emphasis in the present work is to adapt methods of the above
type, most notably PINNs, to nonlinear dynamical lattices. In particular, we will select a sequence
of progressively more complex yet physically relevant examples and seek to leverage the above
computational methodology, albeit now in an inherently discrete, high-dimensional setting. By
high-dimensional here, we refer to the number of degrees of freedom (and not the spatial dimension
of the problem). Our aim will be to solve the inverse problem of the identification of linear and
nonlinear coefficients of the models building progressively from simpler to more complex. We will
start from a real φ4 discrete nonlinear Klein-Gordon system [32] and subsequently move to the
complex variant of the model, namely the discrete nonlinear Schrödinger (DNLS) model [33]. We
will subsequently explore an example bearing a different type of complexity where the nonlinearity
is not a pure power law, but rather a sinusoidal one in the form of the Frenkel-Kontorova [34]
or discrete sine-Gordon [35] nonlinearity. This will serve to showcase some of the challenges and
limitations of the approach. Finally, we will extend considerations beyond the Hamiltonian class
of examples to the discrete variant [36, 37] of the Ginzburg-Landau equation [38], a topic that
continues to be of wide interest in its own right as evidenced in the recent review of [39].
Our presentation will be structured as follows. In Section 2, we will provide some of the
mathematical background of the problem, both at the level of the dynamical models under
consideration (Sec. 2.1) and as concerns the PINN approach (Sec. 2.2). Then, upon explaining
how to adapt the discovery of the governing equation to nonlinear dynamical lattices in Sec. 3, we
present our numerical experiments in Sec. 4. Finally, in Sec. 5, we summarize our findings and
present a number of possibilities for future studies.

2
2.1

Background
Discrete nonlinear lattices

In this work, we consider a variety of 1D discrete nonlinear lattices consisting of N nodes. In all
the cases that we will focus on hereafter, un (t) (which can be real or complex, depending on the
model) will correspond to a dynamical variable with n = 1, . . . , N . We start our presentation of
the models by considering first the discrete φ4 model [32]
ün = C(un+1 + un−1 − 2un ) + 2(un − u3n ),
2

un ∈ R,

(1)

where the overdot stands for the temporal derivative of un , and C = 1/h2 (> 0) effectively
represents the coupling constant with h representing the lattice spacing between adjacent nodes.
It should be further noted that neighboring sites in Eq. (1) are coupled due to the presence of the
(un+1 + un−1 − 2un ) discrete Laplacian term therein, and the strength of the coupling is dictated
by the magnitude of C. That is, a large value of C, i.e., C  1 or equivalently h  1 signifies
that Eq. (1) is close to the continuum φ4 limit, whereas a small value of C will result in a highly
discrete system. Moreover, this coupling term (involving C), that will be ubiquitous in all of the
models that we consider herein, emanates from the discretization of the Laplacian operator in 1D
by using a centered, second-order accurate finite difference scheme. This provides a vein along
which the model can interpolate between the so-called anti-continuum limit [1] of C = 0 and
the continuum limit of the respective PDE. Eq. 1 is a model, variants of which have been useful
towards understanding solitary wave dynamics in a simpler, real lattice nonlinear system [40, 41].
We thus use it as a preamble to studying the complex DNLS variant of the model.
Indeed, we subsequently focus on the well-known yet physically relevant, discrete nonlinear
Schrödinger (DNLS) equation [33] with a focusing (cubic) nonlinearity:
iu̇n = −C(un+1 + un−1 − 2un ) − |un |2 un ,

un ∈ C.

(2)

Here, we allow the relevant field representing, e.g., the envelope of the electric field along an
optical waveguide array [5] or the quantum-mechanical wavefunction along the nodes of a deep
optical lattice [17], to be complex.
Another intriguing example consists of the discrete sine-Gordon (DsG) [35], also known in
dislocation theory as Frenkel-Kontorova model [34]:
ün = C(un+1 + un−1 − 2un ) − sin (un ),

un ∈ R.

(3)

This model, similarly to Eq. (1) admits kink-like solutions. However, it also has a key distinguishing
feature from the former. Namely, it bears a transcendental nonlinear function, one that cannot
be expressed as a simple power law. Indeed, the difficulty to represent such a simple pendulum
(unless further, e.g., Hamiltonian structure of the problem is built in the sparse identification
approach) has been previously documented, e.g., as concerns SINDY in [42].
Finally, the other fundamental model of interest in the present work is the discrete, complex
Ginzburg-Landau (DCGL) equation:
u̇n = (1 + i)C(un+1 + un−1 − 2un ) − (1 − i)|un |2 un + un ,

un ∈ C,

(4)

with a cubic nonlinearity [36]. The DCGL can be considered as a (dissipative) perturbation of the
DNLS [cf. Eq. (2)]. Such settings are of interest in the same contexts as DNLS when dissipative
perturbations are present, as, e.g., in experimental studies such as that of [43] in optics or the one
of [44] in atomic Bose-Einstein condensates.
A recap of the principal models of interest can be found in the Table 1. The table contains not
only the mathematical form of each of the models but also the initial conditions (ICs) that are
used therein in order to perform the model training (cf. Section 4.1). We conclude this section
by mentioning the boundary conditions (BCs) that we will employ for all the above models. In
3

Model
DNLS
DCGL

Equation
iu̇n = −C(un+1 + un−1 − 2un ) − |un |2 un
u̇n = (1 + i)C(un+1 + un−1 − 2un ) − (1 − i)|un |2 un + un

Discrete φ4

ün = C(un+1 + un−1 − 2un ) + 2(un − u3n )

DsG

ün = C(un+1 + un−1 − 2un ) − sin (un )

IC(u)
2
e−xn
tanhxn exp(i ln (cosh
 xn ))

xn
tanh √1−v


 2
xn
4 arctan exp √
1 − v2

Table 1: Discrete nonlinear lattices that are considered in this work together with the respective
initial conditions.
Note
h
i that xn are grid points with n = 1, . . . , N , taken uniformly from the
N
N
√
√
interval − 2 C , 2 C .
particular, we impose free BCs at both ends of the lattice, i.e., u0 = u1 and uN +1 = uN . These
BCs can be thought of as the discrete analogues of zero Neumann BCs in the continuum limit,
and emanate through the discretization of the latter through first-order accurate, forward and
backward finite difference formulas, respectively. Having discussed about the models of interest
herein, we now turn into a brief overview of Physics-Informed Neural Networks (PINNs).

2.2

Physics-Informed Neural Networks

Since their introduction by Raissi et al. [19], PINNs have garnered growing attention from the
scientific machine learning community due to their flexible and gridless design in data-driven
modeling of forward and inverse problems. Consider, for instance, the following parametrized
PDE:

x ∈ Ω, t ∈ [0, T ],

ut = N (u; λ),
u(x, 0) = g(x),
x ∈ Ω,
(5)


Bu(x, t) = h(x, t),
x ∈ ∂Ω, t ∈ [0, T ],
where u(x, t) is the unknown, N (·; λ) is a (spatial) nonlinear differential operator parametrized
by λ, and B is an operator associated with a specific BC.
In forward problems, i.e., when the model parameter λ is fixed and given, one aims to derive
the (numerical) solution u(x, t) of Eq. (5) with the specified initial and boundary conditions. A
PINN for Eq. (5) in this setting is a neural network ansatz û(x, t; θ) that serves as a surrogate of
the solution u(x, t), where θ is the collection of all trainable parameters of the neural network,
e.g., weights and biases of a fully-connected feed-forward PINN. The optimal solution û(x, t; θ ∗ )
is searched such that the constraints imposed by the PDE and the initial/boundary conditions
are (approximately) satisfied. More specifically, let TN ⊂ Ω × [0, T ], Tg ⊂ Ω × {t = 0} and
Th ⊂ ∂Ω × [0, T ] be three finite collections of scattered “training” points sampled from their
corresponding regions. The discrepancy between û(x, t; θ) and the constraints in Eq. (5) is
measured through the following loss function L(θ; TN , Tg , Th ) defined as a weighted sum of the
discrete l2 norms of the residuals for the PDE and the initial/boundary conditions:
L(θ; TN , Tg , Th ) := wN LN (θ; TN ) + wg Lg (θ; Tg ) + wh Lh (θ; Th ),
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(6)

where
LN (θ; TN ) =
Lg (θ; Tg ) =
Lh (θ; Th ) =

1
|TN |

1
|Tg |
1
|Th |

X

|ût (x, t; θ) − N (û; λ)(x, t; θ)|2 ,

(7)

(x,t)∈TN

X

|û(x, 0; θ) − g(x)|2 ,

(8)

|Bû(x, t; θ) − h(x, t)|2 ,

(9)

(x,0)∈Tg

X
(x,t)∈Th

|TN |, |Tg |, |Th | are the cardinalities of the sets TN , Tg , Th , and wN , wg , wh > 0 are the weights.
The differential operators in the loss function L(θ; TN , Tg , Th ) are obtained through automatic
differentiation [45], and θ ∗ = arg minθ L(θ; TN , Tg , Th ) is typically solved by gradient-based
optimization methods (such as ADAM [46] or L-BFGS [47]).
In inverse problems, the parameter λ in Eq. (5) is not known, and the objective is to infer the
unknown parameter λ from some extra measurement of the system in addition to the PDE and
the initial/boundary conditions. For instance, let Tf ⊂ Ω × [0, T ], and assume that the values of
the solution u(x, t) are known for (x, t) ∈ Tf :
u(x, t) = f (x, t),

∀(x, t) ∈ Tf ⊂ Ω × [0, T ].

(10)

In this setting, the loss function L(θ, λ; TN , Tg , Th , Tf ) will have an extra term corresponding to
the additional information of the system given by Eq. (10):
L(θ, λ; TN , Tg , Th , Tf ) := wN LN (θ, λ; TN ) + wg Lg (θ, λ; Tg ) + wh Lh (θ, λ; Th ) + wf Lf (θ, λ; Tf ),
(11)
where
Lf (θ, λ; Tf ) =

1
|Tf |

X

|û(x, t; θ) − f (x, t)|2 .

(12)

(x,t)∈Tf

Another notable change from Eq. (6) to Eq. (11) is that the unknown λ also becomes the trainable
parameter of the model, and it is jointly searched with θ by minimizing Eq. (11).

3

Discovering governing equations in discrete systems

The problem of interest to us herein concerns the data-driven discovery of governing equations, and
in particular, the ones corresponding to the nonlinear dynamical lattices discussed in Section 2.1.
To do so, consider a 1D lattice of N nodes with a dynamical variable un (t) ∈ R (or C) associated
to each node n = 1, 2, . . . , N . Assume that the evolution of u = (u1 , u2 , . . . , uN ) is governed by
the following nonlinear dynamics
u̇ = (u̇1 , u̇2 , . . . , u̇N ) = N (u1 , . . . , uN ),

5

(13)

where N : RN → RN (or CN → CN ) is an operator comprised of inter-site couplings between
nearest neighbors, but the explicit form of N (u1 , . . . , uN ) is unknown. Our objective is to learn the
governing equation N from sparse (temporal) observations of the nonlinear dynamics u(t) = f (t)
at times t ∈ Tf ⊂ [0, T ], where T > 0 is the terminal time of the system.
The differences between our setting and the PDE inverse problem explained in Section 2.2 are
two-fold. First, even though the inter-site couplings in N between nearest neighbors can sometimes
be viewed as finite differences, bearing resemblance to their continuous counterparts of (spatial)
differential operators (cf. Section 2.1), the system described by Eq. (13) is intrinsically discrete.
Second, unlike the parametric nonlinear operator N (u; λ) in Eq. (5), whose explicit dependence
on λ is given, the governing equation [cf. Eq. (13)] is generally unknown, except for the prior
knowledge that the right-hand-side N (u1 , . . . , uN ) involves only a shift-invariant coupling to
nearby sites.
We thus make the following modifications to the PINN model of Eq. (11). For systems with real
dynamical variables u(t) ∈ RN , the PINN û : R → RN takes only time t as the input, which is
mapped through an L-layer fully-connected neural network to the output corresponding to an
N -dimensional vector û(t) = (û1 (t), û2 (t), . . . , ûN (t)) ∈ RN . Since the form of N (u1 , . . . , uN ) is
not known, we build an overcomplete library Lib = {Dα }α∈A of shift-invariant discrete spatial
operators modeling the linear inter-site couplings between nearest neighbors, as well as different
types of nonlinear contributions. For instance, one dictionary element that is included in many of
our numerical experiments is the discrete Laplacian
(D2 u)n = un−1 − 2un + un+1 .

(14)

P
The unknown operator N : RN → RN is then modeled as a linear combination N = α∈A λα Dα of
elements Dα in the library, and the expansion coefficients λ = (λα )α∈A are learned by minimizing
the loss function
L(θ, λ; TN , Tf ) := wN LN (θ, λ; TN ) + wf Lf (θ, λ; Tf ),

(15)

where
2

X
1 X ˙
LN (θ, λ; TN ) =
û(t; θ) −
λα Dα û(t; θ) ,
|TN |
t∈TN
α∈A
1 X
|û(t; θ) − f (t; θ)|2 ,
Lf (θ, λ; Tf ) =
|Tf |

(16)
(17)

t∈Tf

and TN , Tf , respectively, are subsets of [0, T ] corresponding to the training collocation points
at which the ODE residual and the discrepancy between û and the observed f are minimized.
Nevertheless, it should be noted that although the notation D2 prompts one to think of derivative
operators, the relevant symbolism of Dα more generally concerns elements of the nonlinear
operator, some of which will, by necessity, reflect the nonlinearity of the model (so they should be
generally thought of as nonlinear operators).
In concluding this section, it is worth pointing out that when the dynamical variables are
complex, i.e., u(t) ∈ CN , they can be decomposed into real and imaginary parts, i.e., u(R)
6

and u(I) , respectively, thus rendering the dynamical variable u to be a mapping of the form
of u : [0, T ] → R2N . This way, the PINN û : R → R2N is mapped again through a fullyconnected neural network to an output 2N -dimensional vector now being itself of the form of
(R)
(R)
(R)
(I)
(I)
(I)
û(t) = (û1 (t), û2 (t), . . . , ûN (t), û1 (t), û2 (t), . . . , ûN (t)) ∈ R2N . Having set up the stage of
our computations, we are now ready to turn to the details of our numerical experiments.

4

Numerical Experiments

In all the numerical experiments that we discuss below, we consider the models summarized in
Table 1. Moreover, we will use N , i.e., the number of lattice sites, to be in the range 20 to 31. In
our experiments we find that changing the size of the lattice does not seem to change the results
in any dramatic way. On the other hand, our experiments suggest that learning is faster when
more lattice sites are involved in the dynamics as compared to when the dynamics is local to only
a few sites. We made this observation while trying different initial conditions for the φ4 model
where ICs that led to dynamical behavior involving a larger number of lattice nodes led to faster
learning and convergence.

4.1

Data generation

At first, we solve the initial-value problems (IVPs) consisting of the models of Table 1 and the
specific ICs in order to obtain spatio-temporal data that will be used for training our PINNs. To
do so, we employ temporal integration. In particular, we use a fourth-order Runge-Kutta (RK4)
method for the discrete φ4 and DsG examples, and an implicit backward difference scheme [48]
for the DNLS and DCGL examples. The ICs for our data generation (see, Table 1) are inspired
by the exact solutions to the continuous analogues of our models, although they do not always
constitute ones such. For example, and as per the discrete φ4 and DsG cases, we use a traveling
kink solution of the respective continuum cases. On the other hand, we use a Gaussian pulse in
lieu of a bright soliton for the DNLS in order to observe an example of dynamics not necessarily
proximal to a solitonic equilibrium. On the other hand, in the DCGL case, we use a form of the
so-called Nozaki-Bekki holes [38].
As such, we solve the respective IVPs from t = 0 to t = 10 with a time step-size of dt = 10−3 . We
then extract 50 samples from the simulated data at equal time intervals (∆t = 0.2), and use these
samples to train our neural network.

4.2

Neural Network setup

We conducted all of our experiments, presented here and otherwise, using the DeepXDE [20]
library. Our neural networks take as input only time (t) and for first-order systems output
un (t), ∀n ∈ 1, . . . , N, while for second-order systems output un (t), ∀n ∈ 1, . . . , N, and vn =
u̇n (t), ∀n ∈ 1, . . . , N . Furthermore, as it was already mentioned in Section 3, in the cases where
we have complex data (such as in the DNLS and DCGL cases), we split the data into real and
imaginary parts and learn the two simultaneously, i.e., our neural network outputs: uR
n (t) and
uIn (t), ∀n ∈ 1, . . . , N .
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In the residual losses we construct, we only consider the interior nodes (i.e., nodes having
both nearest-neighbors). This eliminates the need to know the BCs that govern the underlying
data. Furthermore, and as per the second-order systems, we consider residual losses on both
displacements and velocities (un , vn ), as discussed above.
Lastly, the neural network architecture used in all the experiments involves fully-connected
networks consisting of three hidden layers with 40 neurons each, and each layer uses the tanh
activation function.

4.3

Results and Discussion

We start our results presentation by the arguably simplest among our selected models, namely the
(real) discrete φ4 model given by Eq. (1). We consider first the following library of terms
n
o
Lib(1) = (un+1 + un−1 − 2un ) , (un+1 − un−1 ) /2, un , u3n ,
(18)
which contains the discrete Laplacian operator as well as the finite difference representation of
the first derivative (i.e., the second element in Eq. (18) corresponding to a centered, second-order
accurate finite difference operator for ux ) alongside linear and cubic terms in un . One can argue
that this is a library inspired by the continuum analogue of the model and its respective (potential)
derivative term inclusions. Our respective results for C = 2 are depicted in Fig. 1(a) for this
case where the solid red, blue, green and yellow lines correspond to the discrete representation
of uxx , ux , u, and u3 , respectively. Indeed, the PINN learns the correct coefficients, and most
importantly, it learns that there is no ux (namely, its discrete version) present in the governing
equation for our data.
In the experiments that are shown in Figs. 1(b)-(d), we are taking a more “inherently discrete”
approach to the relevant problem. More specifically, motivated by the discreteness coupling to
near-neighbors (rather than to combinations prompting towards derivatives), we disaggregate the
(discrete) operator (un+1 + un−1 − 2un ) into its constituents. Namely, instead of trying to learn
the particular form of the inter-component difference, we learn the dependence of the governing
equation on each of the sets of nearest neighbors. In particular, the panels (b), (c), and (d) in the
figure consider respectively the following libraries:
n
o
(2)
3
Lib = un+1 , un−1 , un , un ,
(19)
n
o
Lib(3) = Lib(2) , un+2 , un−2 ,

(20)

and
n
o
Lib(4) = Lib(2) , u2n+1 un , u2n−1 un , un+1 un−1 un , u2n+1 un−1 , u2n−1 un+1 , u2n un+1 , u2n un−1 , u3n+1 , u3n−1 . (21)

Lib(2) is the simplest example containing the main ingredients of the original model. Hence, one
would like to check whether the methodology can “disentangle” the role of these ingredients from
other similar contributions to both the linear and nonlinear terms. With that in mind, Lib(3) is
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essentially an augmentation of Lib(2) whence the next-nearest neighbors, i.e., un±2 are appended
therein. Moreover, Lib(4) contains several possibilities for the cubic nonlinearity of the model.
Indeed, in the latter case all possible combinations involving nearest neighbor contributions to a
cubic nonlinearity have been incorporated; see, e.g., Ref. [49] where also the complex variant of
such terms is discussed in the context of the DNLS model.
In Fig. 1(b), we observe that our gradient optimization method converges to the correct coefficients,
thus constructing the correct nonvanishing prefactors for each of the relevant term contributions.
Next, in the numerical experiments presented in Figs. 1(c)-(d), we consider the libraries of Eqs. (20)
and (21), respectively, and try to find the dependence on next-to-next neighbors of each node.
Here, we expect that solely the relevant “ingredient” terms will be selected, while the prefactor of
extraneous contributions will converge to zero. However, it is important to note, as a limitation
of the method, that for libraries that contained even-ordered terms (in particular, quadratic and
quartic terms in our experiments), the model had difficulty learning the correct coefficients, and
only by using data augmentation, were we able to get the model to learn the correct coefficients.
More specifically, we accomplished data augmentation by using the fact that if u is a solution
to our system, so is −u, i.e., leveraging the relevant invariance of the model under this parity
transformation of the field. This is, in line, with the earlier work of [30], where we have leveraged
the symmetries of the model to enhance the network’s ability to solve the inverse problem. We
thus made the model learn both solutions simultaneously, and as expected, the model learned
that the governing equations do not have any even order terms in them. In that sense, we have
ensured (results not shown here for brevity) that, using both u and −u, even-ordered terms in
the library do not alter the findings presented in Fig. 1.
Our next example involved the complex variant of the model, namely the DNLS [cf. Eq. 2],
which enables considerable additional richness in terms of the available nonlinear terms (see, e.g.,
Eq. (16.11) in [49]). It should be noted again that the PINN models consider real coefficients and
thus we split our coefficients herein and state variables into real and imaginary parts. As a result,
we construct separate losses for the real and imaginary parts, and set up the PINN to learn the
respective coefficients simultaneously. Indeed, the panels (a) and (b) in Fig. 2 summarize our
results herein for C = 2 (a setting more proximal to the continuum limit) and C = 1/2 (i.e., a
rather discrete case), respectively. For this numerical experiment, we consider a library of the
form:
u̇n = α1 un+1 + α2 un−1 + α3 un + α4 |un |2 un , αk = ak + ibk ∈ C, ak , bk ∈ R, k = {1, 2, 3, 4},
(22)
for both cases (i.e., Figs. 2(a)-(b)). It can be discerned from both panels of Fig. 2 that the PINN
learns purely imaginary coefficients (i.e., bk ) as expected (see the red, blue, green, and yellow lines
therein). That is, in this case, the scheme detects the effectively conservative nature of the model,
since real coefficients would be tantamount to gain terms. Consequently, here the real coefficients
ak denoted by solid black lines converge to zero. For convenience, in both panels we include the
correct values of the coefficients for comparison.
We further performed numerical experiments on the DNLS with other libraries, motivated by the
general cubic nonlinearity form presented in [49] and found that the PINN is capable of learning
9

(a)

(b)

(c)

(d)
φ4

Figure 1: Numerical results for the discrete
model [cf. Eq. 1] with C = 2. In panel (a),
(1)
the library Lib of Eq. (18) was considered where the solid blue, red, green and yellow lines
correspond to the discrete representation of uxx , ux , u, and u3 , respectively. The numerical results
obtained by using the library Lib(2) [cf. Eq. (19) are presented in panel (b) where solid blue, red,
green, and yellow depict the un+1 , un−1 , un , and u3n , respectively. The same line-coloring-toterms correspondence is used in panels (c) and (d) utilizing the libraries of Eqs. (20) and (21),
respectively. The solid black lines therein correspond to (c) the terms un±2 , and (d) to all the
other cubic terms. In all the panels, the dashed lines serve as reference values for the actual values
of the coefficients.
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(a)

(b)

Figure 2: Numerical results for the DNLS [cf. Eq. 2] with (a) C = 2 and (b) C = 1/2 (see,
also Eq. (22)). The dashed lines are reference values corresponding to the actual values for the
coefficients (see text). The solid lines (see the legends of each panel) with colors other than black
correspond to the imaginary parts of the trained coefficients b1 (blue), b2 (red), b3 (green), and b4
(orange). The solid black lines depict the real parts of the trained coefficients (ak ).

(a)

(b)

Figure 3: Numerical results for the DNLS [cf. Eq. 2] both with C = 1/2, and by using the
library of (a) Eq. (23) and (b) Eq. (24). Similar to Fig. 2, the dashed lines are reference values
corresponding to the actual values for the coefficients. For the line coloring, see the legends of
each panel.
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(a)

(b)

Figure 4: Numerical results for the DCGL [cf. Eq. 4] with (a) C = 2 and (b) C = 1/2 (see, also
Eq. (22)). Same as before, the dashed lines are reference values corresponding to the actual
values for the coefficients. Note that Re(αi ) = ai and Im(αi ) = bi (see also the legend for the
coloring-to-coefficients mapping).
the coefficients of the DNLS correctly. Indicatively, we demonstrate in Figs. 3(a)-(b) two cases
with C = 1/2 that, respectively, consider the following libraries:
un+1 + un−1
un
2
+ α9 |un |2 (un+1 + un−1 ) + α10 un (|un+1 |2 + |un−1 |2 ), αk = ak + ibk ∈ C, k = {1, . . . , 10},
(23)

u̇n = α1 un+1 + α2 un−1 + α3 un + α4 |un |2 un + α5 |un |2 + α6 u2n + α7 (u∗n )2 + α8

and
u̇n = α1 un+1 + α2 un−1 + α3 un + α4 |un |2 un + α5 |un |2 + α6 |un+1 |2 + α7 |un−1 |2 + α8 |un+1 |2 un+1
+ α9 |un−1 |2 un−1 , αk = ak + ibk ∈ C, k = {1, . . . , 9},

(24)

where both ak and bk are real as before. Notice that once again here, similarly to the φ4 case
discussed above, we have included terms that are quadratic in nature, and, similarly to the φ4 case
we needed to use data augmentation in order to retrieve the correct coefficients in the presence of
such quadratic terms. Despite the generality of the above libraries containing themselves different
quadratic and cubic nonlinearities, the PINN model learned correctly the (purely imaginary)
coefficients, as this can be discerned from panels (a) and (b) of Fig. 3. We mention in passing
that we tried other values for the coupling constant C as well as other libraries (alongside the
ones presented so far), and found that in all the cases considered the PINN discovered the correct
coefficients.
Having discussed the DNLS, we turn our focus to the DCGL model [cf. Eq. (4)]. Our motivation
in doing so was to investigate whether PINNs can learn complex coefficients, when ones such are
relevant for the (general) libraries considered herein. At first, we consider the prototypical library
of Eq. (22), where we expect to discover the complex prefactor of both the discrete Laplacian term,
including the equal (complex) coefficients of the un±1 terms, as well as that of the linear term
12

∝ un . Finally, the PINN method is able to capture equally accurately not only the above linear
terms, but also the complex (−(1 − i))) term of the cubic nonlinearity. As is clearly shown in
Fig. 4, all the relevant terms are accurately identified, while the prefactors of additional, irrelevant
terms in the library converge to vanishing values beyond a suitably large number of Epochs. We
found this true for a variety of libraries, including ones with even ordered terms and next to next
neighbors. We even performed experiments using the libraries of Eq 23 Eq 24 and found that our
models learned the correct coefficients.
Finally, we choose the discrete sine-Gordon (DsG) model of Eq. (3) as an intriguing example due
to the fact that it contains the sin (un ) term. The latter can be expanded in Taylor series, yet it
cannot be fully approximated by means of a power-law library. It is presumably for this reason
that relevant attempts at the inverse problem of the pendulum [42] or the double pendulum [50]
involve libraries containing trigonometric terms (rather than purely power-law ones). This key
difference of the present model from the earlier ones inspired us to use sine series-based libraries,
polynomial libraries and mixed libraries in order to explore what the PINN model would learn
in such a case and what the limitations of each case example may be. For all the numerical
experiments that we discuss here, we picked C = 1/2, and the respective results are shown in
Fig. 5. In particular, Fig. 5(a) considers the library (once again, effectively, building in the
un → −un invariance of the model):
ün = α1 un+1 + α2 un−1 + α3 un + α4 sin (un ) + α5 sin (2un ) + α6 sin (3un ) + α7 sin (4un ) + α8 sin (5un ).
(25)

Here, the PINN model is able to learn the correct sine term (notice that the solid black lines in
the figure correspond to αk = 0, k = 5, 6, 7, 8, upon convergence). Next, the results presented
in Fig. 5(b) explore the case of a power-law-based library of functions. Indeed, in this case, we
consider a library that contains three terms of the Taylor series expansion of the sine function
as:
ün = α1 un+1 + α2 un−1 + α3 un + α4 u3n + α5 u5n .

(26)

It can be discerned from panel (b) of the figure that the model tries to learn a (truncated) Taylor
series expansion of the sine-term. However, we should mention that the model seems to be
very sensitive when it comes to polynomial libraries while simultaneously, the number of terms
in the library seems to have a considerable impact on what the model learns (even when all
the terms are odd powers). Indeed, in this case, for instance, the yellow curve associated with
coefficient a4 converges to a finite value which is clearly distinct from, e.g., the theoretical Taylorfunction prediction of 1/5! We can thus observe the relevant limitation of the approach in that a
polynomial-based library is unable to fully capture the effects of a sinusoidal nonlinearity.
We conclude our series of experiments by discussing Fig. 5(c) which embodies the library:
ün = α1 un+1 + α2 un−1 + α3 un + α4 u3n + α5 u2n + α6 u5n + α7 sin (un ) + α8 sin (2un ),

(27)

i.e., a setting containing both polynomial and sinusoidal terms. Our numerical results suggest that
there is some sort of a competition between the polynomial and sine terms in trying to describe the
nonlinearity of the model. It should be noted however, that when trying to learn the coefficients
for this model, the choice of ICs may have a significant impact, especially in cases of this sort
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(a)

(b)

(c)
Figure 5: Numerical results for the DsG model [cf. Eq. 3] with C = 1/2. In panel (a), the library
of Eq. (25) was considered whereas panel (b) utilized the library of Eq. (26). The numerical
results while using the library of Eq. (27) are depicted in panel (c). The legends in each of these
panels offer the line-coloring-to-terms correspondence, and the dashed lines serve as reference
values for the actual values of the coefficients.
with different competing terms contributing at the same order. We briefly report that using the
exact solution of the continuous sine-Gordon seemed to work well for some libraries, and using
the exact solution of the continuous φ4 seemed to work well with other libraries. In particular,
using the exact solution of the continuous sine-Gordon seems to work better for libraries with sine
terms in them while the exact solution of the continuous φ4 seems to work better for libraries
with polynomial terms corresponding to the Taylor expansion of the sin nonlinearity.

5

Conclusions and Future Challenges

In the present work, we have explored the methodology of Physics-Informed Neural Networks
(PINNs) and how PINNs perform when attempting to solve the inverse problem in the context of
nonlinear dynamical lattices with many degrees of freedom. We argued herein that, in addition to
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the relevant problem for PDEs, such lattice models are of particular interest in their own right
for various physical contexts ranging from optics to atomic physics to materials science. Hence,
a detailed understanding of the solution of the inverse problem of coefficient identification is of
particular relevance in this context as well. Indeed, we envision the rather mature experimental
observation and data acquisition techniques in such settings to be of value in the near future, not
only for machine-learning-based classification tasks, as, e.g., has recently been realized in [51], but
also for data-driven modeling efforts.
We started with a simpler real system case example in the form of the φ4 model. Here, we were
able to identify the coefficients, although to avoid the possibility of quadratic terms, a relevant
limitation concerned the use of dynamics both for u and −u to establish the invariance of the
model under such a transformation. Both in the real case of the φ4 and in its complex analogue of
the discrete nonlinear Schrödinger lattice, we considered a wide variety of nonlinear terms. We thus
confirmed that the additional nonlinearities bear prefactors that eventually (for sufficiently many
epochs) tend to vanishing values, thereby establishing the models of interest. We did not restrict
our considerations to purely real (or purely imaginary) coefficients, but rather extended them to
models with complex ones such as the discrete complex Ginzburg-Landau equation. Finally, we
considered cases beyond the setting of purely power-law nonlinearities, such as the sine-Gordon
lattice. Here, too, we explored some of the limitations of the PINNs, such as their inability to
capture the fully sinusoidal effects with power-law-based libraries, but also the potential sensitivity
that the concurrent presence of trigonometric and power-law terms may lead to.
Naturally, the field of such inverse (and forward) problems in the realm of nonlinear dynamical
lattices is still at a particularly early stage, and further studies are certainly warranted. Among
the numerous points meriting further exploration, we note the case example of nonlinearities
beyond nearest-neighbors (and indeed the case of longer-range kernels). Moreover, here we have
restricted considerations to (1+1)-dimensional problems, yet the examination of higher dimensional
settings is of particular interest in its own right. Beyond these examples, a progressively deeper
understanding of the limitations of the PINN (or SINDY) type approaches and of how further
inclusion of the model structure (conservation laws, symmetries, symplectic nature etc.) of the
underlying system may facilitate convergence are, in our view, questions of importance for further
studies. Such efforts are presently in progress and will be reported in future publications.
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