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Figure I. An illustration of a district heatiilg &nd cooling system. 
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Figure 2. An illustration of a district heating and cooling plant. 
Under these circumstances, in this paper, we formulate an operation planning problem of a 
DHC plant as a nonlinear 0-1 programming one and propose an approximate solution method 
fbr the fornmlated i)roblem through genetic algorithms. 
2. OPERAT ION PLANNING OF DHC PLANT 
2.1. S t ructure  of  DHC P lant  
A DHC phmt, as illustrated in Figure 2, generates cold water, steam, and electricity by running 
many instruments using gas and electricity. Relations among instruments in a DHC plant are 
depicte(t in Figure 3. From Figure 3, it can be seen that steanl required for heating and cold water 
required for cooling are generated by running four absorbing freezers (DAR1 . . . . .  DAR4 where 
DAR1 ~ DAR,) are the same type), six turbo fi'eezers (ER1 . . . . .  ER6 where ERI ~ ER4 are 
the same type) and three boilers (BW1 . . . .  , BW:~ where BW1 ~ BW2 are the same type) using 
gas and electricity in this DHC plant, where pumps and cooling towers are connected with the 
corresponding freezers. 
For the DHC plant, we consider an optimal operation plan to rninimize the cost of gas and 
electricity under the condition that the demand for cold water and steam nmst 1)e satisfied by 
ru l ln ing  i l lStlunlenI-s. 
2.2. P rob lem Formulat ion  
Given the (predictcd) amount of the demand for (:old water  Cload(~) and that for s team Sdist(t )
at time t, the operation planning l)roblem of tile DHC plant can be summarized as follows. 
(I). The problem contains 14 decision variables. They are all 0-1 variables as x~ . . . .  , x~0 which 
indicate whether each of four absorbing fl'eezers and six turbo fl'eezers is running or not, y{, . . . ,  y~ 
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Figure 3. Structure of a district heating and cooling plant. 
which indicate whether each of three boilers is running or not, and z t which indicates whether 
some condition holds or not. 
(II). The freezer output load rate P = C~oad/C t, which means the ratio of the (predicted) amount 
of the demand for cold water Ctoad(t) to the total output of running freezers Ct ~- ~i=110 aixi,t 
must be less than or equal to 1.0, i.e., 
t 
C t ~ Cload, (1) 
where a~ denotes the rating output of the ith freezer. This constraint means that the sum of 
output of running freezers must exceed the (predicted) amount of the demand for cold water. 
(I I I). The freezer output load rate P t t = Clo~d/C must be greater than or equal to 0.2, i.e., 
t 0.2. C t < C,o~d. (2) 
This constraint means that the sum of output of running freezers must not exceed five times the 
(predicted) amount of the demand for cold water. 
(IV). The boiler output load rate Q t t t = (SDAR-I-Sdist)/S , which means the ratio of the (predicted) 
amount of the demand for steam to the total output of running boilers S t 3 t = ~ j= l  f JY j  must be 
less than or equal to 1.0, i.e., 
t --S~)AR -~ S t ~_ Sdist, (3) 
where f j  denotes the rating output of the j th boi ler and S~)Aa denotes the total amount of steam 
used by absorbing freezers at time t, defined as 
4 
StAR = S O(P)" s]n~× "xi, (4) 
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where SI ..... is the maximal steam amount used by the i TM absorbing freezers. Furthermore, O(P) 
denotes the rate of use of steam in an absorbing freezer, which is a nonlinear function of the freezer 
output load rate P. For the sake of simplicity, in this paper, we use the following pieeewise linem" 
approximation. 
0 .8775.P+0.0285,  P<0.6 ,  
o(p)  = - (r ,)  
1.1125. P -  0.1125, P > 0.6. 
This constraint nmans that the sum of output of running boilers nmst exceed the (predicted) 
amount of the denmnd for steam. 
(V). The boiler output load rate Q t t t = (SDA R q- Sdi~t)/S must be greater than or equal to 0.2, 
i.e., 
t 
- -S~A R Jr- 0 .2"  S t ~ Sdist .  (6) 
This constraint means that the sum of output of rurming boilers must not exceed five times the 
(predicted) amount of the demand for steam. 
(VI). The lninimizing objective function J ( t )  is the energy cost which is the stun of the gas 
bill G t and the electricity bill E t. 
J(t) = Gcost  • G t Jr- Ecost  • E t, (7) 
where Ocost and Ecost denote the unit cost of gas and that of electricity, respectively. The gas 
bill G t is defined by the gas amount consumed in the rating running of a boiler .qj, j 1, 2, 3, 
and the boiler output load rate Q. 
(s) 
On the other hand, E t is defined as the sum of electricity amount consumed by turbo freezers, 
accompanying cooling towers, and pumps. 
10 10 10 10 
- ' ' + Z <* :: e, < . . . .  ' ,+  +Z 
i=5 i=1 i= 1 i=1 
(9) 
where El n'~x denotes the maximal electricity amount used by the ith turbo fi'eezer, c,, di, and ei 
are the elect, ricity amount of cooling tower and two kinds of pumps. 
In the above equation, {(P) denotes the rate of use of electricity in a turbo fi'eezer, which is a 
nonlinear function of the freezer output load rate P. For the sake of simplicity, in this paper, we 
use tile following piecewise linear approximation. 
0 .6 .P+0.2 ,  P_<0.6, (10) 
{ (P )= 1 .1 .P -0 .1 ,  P>0.6 .  
Accordingly, tile operation planning problem is formulated as tile following nonlinear 0-1 pro- 
granuning problem. 
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PROBLEM P( t ) .  
Mininlize 
subject to 
(£ / j ( x  t ,y t  z t) _-- Gcost" 9jgJ "Q 
V =~ / { 0 10 ,0 / 
i= i  i=1 i=1 
_ C t <_ -Clo~, d 
z t .  (0.2. C t) + (1 - zt) • (0.6. C t) <_ C[oad 
- (0.6. c _< -C oad 
t z t .  Ol (P )  + (1 - zt) • e2(P )  - S t <_ --Sdist 
t 
- z ' .  (-)1 (P) - (1 - zt) • 02(P)  + 0.2. S t _< Sdlst , 
:r~ ~ {0,1}, i=  1 , . . . ,10 ,  
y} ~ {0,1}, j=1 , . . . .3 ,  
z t C {0, 1}, 
,(11) 
(12) 
(13) 
(14) 
(15) 
(16) 
(17) 
(is) 
(19) 
where  
10 
c t  ~ , ,t 
i=1 
3 
j= l  
C t 
ID __ load  
Ct ' 
4 
O1 (P) = E (0.8775 
i=  1 
4 
02(P)  = E (1.1125 
i=1 
10 
P + 0.0285) • £ .a~.  z! 
l nax  , , t  P - 0.1125) • S i ..ri, 
(20) 
(21) 
(22) 
(23) 
(24) 
=-l(P) = ~ (o.6. p + 0.2). Z '''a~ • ~,.' (2~) 
' i=5 
10 
z2(P)  = E (1.1 • P - 0.1) • El '"~x. x't,~, (26) 
i=5  
O = {z  t" OI(P)  + (1 - zt) . 02(P )  + S~lkt } , (27) 
and z t = 1, z t = 0 mean P << 0.6, P > 0.6, respectively. In the following, let A t - ((xt) T, (y t )T  
zt) T and let A t, f{(X t) and r~, i - 1 . . . .  ,5 represent he feasible region of P( t ) ,  left sides and 
right ones of constraints (12)-(16), respectively. 
The problem P( t )  can be exactly solved by complete numeration, since it includes only 14 0-1 
variables. However, a multiperiod operation planning made by pasting K solutions to P(t) ,  P( t  + 
1) , . . . ,  P( t  + K -  1) solved independently at each time t together often becomes uch all unnatural  
one that the switching of instruments occurs frequently. Since the starting and stopping of 
instruments need more electricity and manpower than continuous running does, the additional 
cost for these operations should be taken into at.count in optimizing a multiperiod operation 
planning problem. 
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Thus, in this paper, we formulate an extended operation planning problem in consideration of 
the starting and stopping of instruments. To be more explicit, we deal with the following problem 
P'(t, K) gathering K periods. 
EXTENDED PROBLEM P'(t, K). 
Minimize a'  (A(t,K)) = E J (A ' )  + Cj - A.I r - t )  , (28) 
r= l  
subject to A(t, K) < a(t, K), (29) 
where A(t, / ()  ((Al)T .... ,(At+K I)T)T A(t ,K)  = A t × ... x A t+K-s,  and c,:).j is the {:()st. of 
switching of the jth instrument. 
Observe tlmt P'(t, K) is a large-scale nonlinear 0-1 programming problem which involves A" 
times as many variables as P(t) does. Consequently, because there does not exist a general 
method for nonlinear integer programming problems as the branch-and-bound lethod for linear 
ones and enumeration methods seem impractical, we propose an approximate solution method 
through genetic algorithms. 
3. GENET IC  ALGORITHMS FOR NONLINEAR 
0-1 PROGRAMMING 
Genet, ic algorithms (GAs) were ilfitially proposed by Holland, his colleagues and his students 
at, the University of Michigan in the early 1970s. as search algorithms based on the 11mchanism 
of natural selection and natural genetics, and have recently attracted considerable attention as a 
methodology for search, optimization, and learning [7 10]. 
For multidimensional 0-1 knapsack problems, Saka~.a et al. [11] proposed genetic algorithms 
using double, string representation a d a decoding algorithm to decode all individual to a feasible 
solution and showed its effectiveness [12d4]. Furthermore, they [15] proposed genetic algorithrns 
with double strings based on reference solution updating for general 0-1 programming problems 
inw)lving positive and negative coefficients [16]. 
In this paper, we propose a new genetic algorithm using 0-1 string representation corresponding 
to A(t, K), based on the decoding algorithrn using a reference solution and the reference sohltion 
uI~dating in [15]. 
3.1 .  Cod ing  and  Decod ing  
In genetic algorithms for optimization probleins, a solution A(t,_/() and an individual S are 
generally called a phenotype and a genotype, respectively. A mapping from a phenotype space to 
a genotype space is called coding, while a mapping fl'om a genotype space to a phenotype space 
is called decoding. In this paper, we adopt an individual using only '0' and '1' corresponding to 
a solution A(t, K)  to P'(t, K),  illustrated in Figure 4. Its an individual S, s ~ is a subindividual 
corresponding to a solution A ~ at time r, and the basic decoding is represented by A ~ s ~, 
r t . . . . .  t+K- l , i . e . ,A ( t ,K ) -S .  
f ;U /.,+1 
1 0 . . . . .  1 
! ~ s t  )' ', '( S t+l • ', 
i', S 
~t+K-I 
. . . o l  
t+K-1 S •', 
I 
i 
Figure ,1. Individual. 
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It should be noted that  all phenotypes are nol; always feasible when the problein is constrained. 
From the viewpoint of search efficiency and feasibility, decoding such that all I)henotypes are 
feasible seems desirable. 
Sakawa et ttl. [11,15] proposed genetic algorithms using double string representation and a de- 
coding algorithm to decode an individual to a feasible solution for multidimensional 0-1 knapsack 
problems and more general 0-1 programming problems involving positive and negative coeffi- 
cients. Here, we propose a new decoding algorithm to decode an individual to a feasible solution 
ibr nonlinear 0-1 programming problems PZ(t, K),  based on the decoding algorithm using a ref- 
erence solution in [15]. 
In [15], a feasible solution used as a template in decoding, called a reference sohltion, must be 
obtained in advance. In order to find a feasible solution to the extended problem PZ(t, K), we 
solve a maximizing problem with the following objective function: 
a(X(t,K)) =exp -0 ~ R ' 
where 
R(~) / 0, ~<0, 
and 0 is a positive constant. To be more explicit, we find a feasible solution ,~°(t,K) to an 
optimization problem to maximize the following objective function G()~(t, K)):  
maximize G(,k(t, IV)), )~(t, K) ~ A(t, K),  (30) 
by a genetic algorithm which uses a fitness function f (S)  = G(A(t, K)) and the basic decoding. 
Then, let the obtained feasible solution be a reference flmction in decoding, i.e., i X °(t, K).  
If no feasible solution can be obtained after a prescribed munber of generations, we judge that 
there exists no feasible solution to the problem. 
Using the feasible solution N°(t, K),  the decoding algorithm to decode each of individuals to 
the corresponding feasible solution to P'(t, K) is summarized as follows. In the algorithm, 9~, 
j = 1 , . . . ,  14, 7- = t . . . .  , t + K 1 denotes the jth gene of a subindividual s~ of an individual S, 
and X = ( (Xt )T , . . . ,  (Xt+I¢-t)T)T is a reference solution. 
DECODING ALGORITHM USING A REFERENCE SOLUTION. 
STEP 1. Let ~- :=t .  
STEP 2. Let j := 1, l := 0, and A" :=  (0T,0T,g~'4)T. 
7-  STEP 3. Let ~ :=  gj. 
STEP 4. If C~()~ ) < r r, let 1 := j, j := j + 1 and go to Step 5. Otherwise, let j := j + 1 and go 
to Step 5. 
STEP 5. If j > 14, go to Step 6. Otherwise, return to Step 3. 
STEP 6. If l > 0, let 7- := ~- + 1 and go to St.ep 11. Otherwise, go to Step 7. 
STEP 7. Let j := 1 and ,V := >,~. 
STEP S. Let, A~3 := g~" 
STEP 9. If ~(~)  _< r ¢, let j := j + 1 and go to Step 10. Otherwise, let. A.~ := X~, j := j + 1 and 
go to Step 10. 
STEP 10. If j > 14, let 7- := ~- + 1 and go to Step 11. Otherwise, return to Step 8. 
STEP 1 1. Regarding instruments of the same type, revise ~ so that instrumentals will be used 
in numerical order. Concretely, revise )~ as Ar := 1 (1 < j < ~q), Ar := 0 ('nl + 1 < 
3 - -  - -  J - -  
j <_ 2), A}- := 1 (5 _< j <_ ~,2+4), )xr3 := 0 (r~,~+5 < j < 8), /V3 := 1 (11 _< j _< 'n,a+10), 
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T 12 T At3 := 0 (n3 + 11 _< j <_ 12), where n~ = ~j= l  3' 
Then, go to Step 12. 
STEP  12. If r > t + K - 1, let A :=  ( (At )T , . . . ,  (..V+K-1)T) T and stop. Otherwise. returrl to 
Step 2. 
If phenotypes )~ obtained by the decoding strongly depend on the reference solution, the global 
search may be impossible without updating the reference solution. Consequently, we propose the 
following algorithm for updating the reference solution, where the phenotype which is farthest 
fl'om the reference solution is substituted for the current reference solution when the average 
distance between the reference solution and a phenotype in the current population is less than 
a sufficiently small positive constant 71. In the algorithm, N is the population size, A(r) is the 
phenotype of the r TM individual, and ~ is the reference solution. 
ALGORITHM FOR REFERENCE SOLUTION UPDATING. 
STEP 1. Let r := 1, r,n~x := 1, dmax : :  0, and dsu m : :  0. 
STEP '2. After calculating d~ := z_~,=t - A¢I, let dsum := d~um + d,.. If d,. > dm~x 
and J'(A(r)) < J ' (~) ,  let d,,~x := d,, rm~x := r, r := r+ 1 and go to Step 3. Otherwise, 
let r := r + 1 and go to Step 3. 
STEP 3. If r > N, go to Step 4. Otherwise, return to Step 2. 
STEP 4. If dsum/(N" n) < 'q, replace the reference solution ~ with A(rm~x) and stop. Otherwise, 
stop without updating the reference solution. 
It should be noted that most of individuals may be decoded in the neighborhood of the reference 
solution when constraints are tight. To avoid such a situation, every P generations, we replace 
the reference solution with a feasible solution obtained by solving the maximizing problem (30) 
through a genetic algorithm which uses a fitness flmction f(S)  = G(,k(t,K)) and the basic 
decoding. 
3.2.  Eva luat ion  
In this paper, the fitness f (S )  of an individual S is defined as 
f (S)  := ft. f + (1 - /3 ) .  (1 - dis). f ,  
- j ,  
where ! and J are the minimal objective function value and the maximal one of the operation 
plan obtained by connecting K solutions to P(T), T = t , . . . ,  t + K - 1 solved by complete 
enumeration, J'(A) denotes the cost of the operation plan for the phenotype A decoded from S, 
dis is the average Hamming distance between the individual S and its phenotype A: 
t+K- i  14 
1 , Sj I E EI J- " 
r=t  j= l  
Namely, f indicates the cost performance of the individual normalized by the difference be- 
tween J and _J, while (1 - dis) • 3~i s the evaluation value in consideration of (1 - dis), which is 
the degree of similarity between the individual S and its phenotype ,k. Thereby, the dependence 
of the fitness f (S)  on the degree of the similarity increases with decreasing/3. In this paper,/3 is 
determined as I ..... 
0.2, z < 
/3 = I I > Imp× (31) 
Im~x' 5 ' 
where I and Imax denote the generation counter and the maximal search generation. 
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3.3. Sea l ing  
When the variance of fitness in a population is small, it is often observed that the ordinary 
roulette wheel selection does not work well because there is little difference between the proba- 
bility of a good individual surviving and that of a bad one surviving. In order to overcome this 
problem, the linear scaling technique is adopted in this paper. 
L INEAR SCALING.  
STEP 0. Calculate the mean fitness f, ....... the maximal fitness J', .... and the minimal fitness fmin 
in the current population. If 
fmin  
let 
(Cmult -- 1.0)" fmean 
oz: - -  
and go to Step 1. Otherwise, let 
flneall OZ . - -  
fm~a,, - fmin' 
and go to Step 1. 
STEP 1. Let r := 1. 
Cmult" fmean -- fmax 
Cmult -- 1.0 
~:= fmean' (fmax -- emult' J'iIlegll) 
, f . ,~x - f , , ,~ .  
fllliH " f lnean 
fm .... - fmin 
STEP 2. For the fitness f~ = f (S(r) )  of the r TM individual S(r), carry out the linear scaling 
fr t := c~. f~ + ~, (32) 
and let r := r + 1. 
STEP 3. If r > N, stop. Otherwise, return to Step 2. 
In the procedure, era, It denotes the expectation of the number of the best individual that will 
survive in the next generation, usually set ~ 1.2 < Cmult _< 2.0. 
3.4. Reproduct ion  
In [11], Sakawa et al. suggested that elitist expected value selection is more effective than 
the other five reproduction operators (ranking selection, elitist ranking selection, expected value 
selection, roulette wheel selection, elitist roulette wheel selection). Accordingly, in the present 
paper, we adopt elitist expected value selection, which is the combination of expected value 
selection and elitist preserving selection. 
Expected  va lue  se lec t ion  
Let N denote the number of individuals in the population. The expected value of the number 
of the r TM individual S(r) in the next population is calculated as 
\ 
f (S(r) )  / x X. 
Nr= N (33) ) f(S( i))  
i=1 
In expected value selection, the integral part of Nr (= IN,.]) denotes the definite number of 
the r TM individual S(r) preserved in the next population. While using the fractional part of N,. 
(= Nr - IN,.]), the probability to preserve S(r), in the next, population is determined by 
N~.- L;v,,J 
N 
El i t ist  p reserv ing  se lec t ion  
One or more individuals with the largest fitness up to the current population is unconditionally 
preserved in the next generation. 
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3.5. Crossover  
In order to preserve the feasibility of offspring generated by crossover, we use the one-point 
crossover in which the crossover point is chosen from among K - 1 end points of K subindividual 
sr, v=t , t+ l , . . . , t+K 1, as shown in Figure 5. 
Crossover point 
81 [l " ' "  O l ' "  "10 " ' "  1 11 " ' "  1 [ . .  0 " ' "  O[ 
i 
I 
.:, • • i+- -s [  . .  . • • . : * - - s?  - , - :  
::::::::::::::::::::::::::: i i : :  ~ : : :  :::::::::::::::::::::::::::::::::::::: !:::::: : ~::::::: S, l1 .-I01"-I0 ..[l 
I~! ~:: t ~: :[ :  ~: t i: ~ ~ i  ~ ~'i~: i | i~ ~:::: ~:!: :::: [ :  ~: : : :::: !: !:~:::~: ~: :: : ~[: ~: ~:~:~:~:: ~i:::::: :~:::::: :~ :/:i i :::i:::i ~ ::: .f::~ :: '::: ': :: : : 
Figure 5. An illustration of crossover. 
ONE-POINT CROSSOVER. 
STEP 0. Let r := 1. 
STEP 1. Generate a random number R E [0, 1). 
STEP 2. If Pc >-- R holds for the given crossover ate Pc, let the r th individual and another one 
chosen randomly from the population be parent individuals. Otherwise, let r := r + 1 
and go to Step 5. 
STEP 3. After determining the crossover point k E {1, K - 1} by a random number, generate 
offspring by changing subindividuals s ~, 7- = ~ + k . . . .  , t + K - 1 of one parent individual 
for that of the other. 
STEP 4. Get rid of these parent individuals from the population and include these offspring in 
the population. 
STEP 5. If r > N, stop. Otherwise, return to Step 1. 
3.6. Mutat ion  
As the mutat ion operator, we use the mutation of bit-reverse type and inversion. 
~/[UTATION OF BIT-REVERSE TYPE. 
STEP 1. For each gene which takes 0-1 value in an individual, generate a random number R 
[0, 1]. 
STEP 2. If p~,~ > R holds for the given mutation rate Pro, reverse the value of the gene, i.e., 
0 --~ 1 or 1 ---~ 0. 
STEP 3. If the new individual is feasible, replace the original individual with the new one. On 
the other hand, if not, preserve the original individual in the population. 
STEP 4. Carry out the procedure from Step 1 to Step 3 for all individuals in the population. 
Figure 6 illustrates an example of mutation. 
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Figure 6. An example of mutat ion.  
3.7. Proposed Genetic Algorithm 
Following the preceding discussions, the proposed genetic algorithm tor operation plamfing of 
a DHC plant can be summarized as follows. 
PROPOSED GENET IC  ALGORITHM.  
STEP 0. Determine values of the parameters used in the genetic algorithm: the population 
size N, the generation gap G, the probability of crossover Pc, the probability of muta- 
tion Pro, the probability of inversion Pi, the minimal search generation Imin, the maxi- 
mal search generation I ..... (> Imin), the scaling constant Cmult, the convergence crite- 
rion c, the parameter for reference solution updating 7/, and set the generation counter 
ta t0 .  
STEP 1. Generate the initial population consisting of N individuals. 
STEP 2. Decode each individual (genotype) in the current population and calculate its fitness 
based on the corresponding solution (phenotype). 
STEP 3. If the termination condition is flflfilled, stop. Otherwise, let t := t + 1 and go to Step 4. 
STEP 4. Carry out linear scaling. 
STEP 5. Apply reproduction operator using elitist expected value selection. 
STEP  6. Apply one-point crossover. 
STEP 7. Apply mutation of bit-reverse type. Return to Step 2. 
4. NUMERICAL  EXPERIMENTS 
We are now ready to present an operation planning problem involving 14 0-1 variables P(t) ill a 
certain actual DHC plant. After formulating three extended problems P'(t, K) (K = 6, 12, 24) for 
the problem P(t),  we apply the proposed solution method through a genetic algorithm explained 
in the previons section 'proposed method' and the mettlod to connect K solutions to P(v),  
r = t , . . . ,  t + K - 1 solved by complete numeration 'conventional method' to each of P~(t, 6), 
P'(t, 12), and P'(t, 24) for comparison. The rmmerical experiments are carried out on a personal 
computer (CPU: Intel Pentium II Processor 266 MHz, C_Compiler: Microsoft Visual C++ 6.0). 
Table 1 shows results for the case of K = 6. Then, the extended problem P'(t, K) involves 
84 0-1 variables. In the table, results obtained by 'proposed method' for P'(t, 6) about the best 
objective function value, the average one, the worst one, the number of best solutions (#),  the 
average number of times of switching and the average processing time of ten trials are shown 
in the upper row, while results obtained by 'conventional method' about the objective function 
value, the number of times of switching and the processing time are shown in the lower row. 
Here, parameter values in the genetic algorithm are set as population size N = 70, crossover ate 
p~ = 0.8, mutation rate p,~ = 0.01, and the maximal search generation Im~,x = 2500. 
Table 1. Results of s imulat ions (K = 6). 
J '  (yen) # Number  of Switching T ime (sec) 
80099.02 (best) 
1.0 4.6 × 1() l 
Proposed 80099.02 (average) 10 
(average) (average) 
80099.02 (worst) 
Conventional 80099.02 1 9.0 x 10 -2  
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In Table 1, all solutions obtained by ten trials of 'proposed method'  are the same ones obta ined 
by 'conventional  method' .  In the case where K is less than eight or so, since a solution obta ined 
by 'conventional method '  is probably  an opt imal  solution to the extended problem P'(t,K), 
'proposed method '  may be inefficient. 
Results for the case of K = 12 are shown in Table 2. Then, the extended problem P'(t, K) 
involves 168 0-1 variables. Here, parameter  values in the genetic a lgor i thm are set as: populat ion 
size N = 70, crossover rate Pc = 0.8, mutat ion rate Pm = 0.005, and the maximal  search 
generat ion Im~x = 5000. 
Table 2. Results of simulations (K = 12). 
J '  (yen) 
532451.96 (best) 
Proposed 535030.28 (average) 
539265.86 (worst) 
Conventional 536804.4 
# 
4 
Number of Switching Time (sec) 
6.7 1.5 x 102 
(average) (average) 
8 2.0 x 10-1 
In Table 2, nine solutions obtained by ten tr ials of 'proposed method '  are better  than the 
solution obta ined by 'conventional method'  with regard to cost. As to processing t ime, 'proposed 
method '  is sufficiently pract ical  since 'proposed method'  takes only about 150 seconds. 
Finally, results for the case of K = 24 are wr i t ten in Table 3. In this case, 334 0-1 variables 
are contained in the extended problem P'(t, K). Here, parameter  values in genetic a lgor i thms 
are set as populat ion size N = 70, crossover ate Pc = 0.8, mutat ion rate P~n = 0.003, and the 
nmximal  search generat ion I,. . . .  = 10000. 
Table 3. Results of simulations (K = 24). 
J '  (yell) 
1528257.95 (best) 
Proposed 1542574.70 (average) 
1566468.39 (worst) 
Conventional 1573317.37 
# 
1 
Number of Switching Time (Sec) 
12.2 6.1 x 102 
(average) (average) 
22 5.9 × 10 -1 
In  Tab le  3, all so lu t ions  obta ined  by ten  t r ia ls  of 'p roposed  method '  are bet ter  than  ti le so lu t ion  
obtained t) 3, 'conventional method '  with regard to cost. As to processing time, 'proposed method '  
is effective and efficient fox' K 24 as well as for K = 12 since 'proposed method '  takes only 
about  600 seconds. 
Conventional method Proposed method 
Load Load 
DARIBWER { iii!!iii{!{i!!!!!!!!!!!!!!!!!! ................... !!!!!!!!!i!!!!!!ii DAR{~BWER { ........................... '::: .............. !!!!!!!!!!!i!! 
) 
1 6 12 18 24Time 1 6 12 18 24Time 
! Running BW: Boiler 
DAR: Absorbing Freezer 
-- Demand ER:Turbo Freezer 
Figure 7. Comparison of operation plannings (/(  = 24). 
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Figure 7 i l lustrates the obtained operation plans based on the solutions by 'proposed method'  
and 'conventional method'.  In the figure, the axis of abscissa denotes time, thick lines indicate 
the change of cooling load in a day, and bars shaded inside mean that machines are in operation. 
From Figure 7, we can see that the application of 'conventional method'  ignoring cont inuity of 
operat ion to the mult iperiod operation planning results in an unnatura l  operation plan. 
Through these experiments, it is observed that an operation plan obtained by solving P(t)  
independent ly  every hour is less reasonable, practical, or economical than one obtained by solving 
the extended problem P'(t ,  K) .  Unfortunately, since the extended problem P~(t, K)  involves more 
than 100 0-1 variables if K exceeds even, the complete nunlerate method for P'(t ,  K )  cannot 
obtain an optimal sohltion in practical t ime or 'conventional method'  cannot obtain a good 
approximate sohltion. On the other hand, the application of 'proposed method'  through genetic 
algorithms is supposed to be nlore practical and efficient han enumerat ion-based methods, for 
it can obtain better approximate solutions than they can obtain in hundreds of seconds. 
5. CONCLUSION 
In this paper, for operation planning of district heating and cooling (DHC) plants, we formu- 
lated single-period operation planning problems P(t) and nmltiperiod operation planning prob- 
lems P'(t, K) considering continuity of operation of instrutnentals and proposed an approximate 
solution method through genetic algorithms. Furthermore, by applying the proposed method 
and the conventional method based on complete nmneration to numerical examples using ac- 
tual data and comparing their results, the feasibility and efficiency of the proposed method were 
demonstrated. 
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