Introduction
In recent years, the method of fundamental solutions (MFS, see e.g. Alves, Chen and Šarler [1] ) has become quite popular due to its simplicity, accuracy and the fact that it is a truly meshless method, requiring neither domain nor boundary mesh structure. In its original form the solution of the partial differential equation (PDE) to be solved is approximated by a linear combination of values of the fundamental solution of the operator at some source points which are located outside the domain of the PDE. In generalized versions of the MFS not only the fundamental solution itself, but its derivatives also can be used, e.g. dipoles (Fam and Rashed [7] ). Since fundamental solutions of the usual second-order partial differential equations exhibit a singularity at the origin, the approximate solution has singularities at the source points. The a priori unknown coefficients of the linear combination are determined by forcing the boundary conditions at predefined boundary collocation points. However, this results in a linear system which is severely ill-conditioned if the source points are too far from the boundary. On the other hand, if they are too close to the boundary, the singularities at the source points destroy the approximation. The situation is even worse if a Neumann boundary condition is attached to the PDE (along the whole boundary or on a part of the boundary).
To overcome this difficulty, several methods have been developed. In desingularization techniques (see Young, Chen and Lee [16] ), the matrix elements which belong to the singular terms are defined in a particular way, see also Chen and Wang [5] , Šarler [13] [14] [15] . This allows the source and the collocation points to coincide. A similar technique is the singular boundary method (SBM, see [11, 12] ) which is based on the concept of origin intensity factors, thus avoiding the direct computation of singular terms. A completely different method is the use of nonsingular solutions instead of the fundamental solutions (boundary knot method, see Chen et al. [3, 4] ), where the problem of singularities does not appear at all. Unfortunately, this leads to extremely ill-conditioned linear systems again. Another possible way is to approximate the original second-order PDE by a singularly perturbed higher order one (Gáspár [9] ), the fundamental solution of which is continuous at the origin, so that the problem of singularities is avoided (at least in the case of Dirichlet boundary conditions). For instance, the Laplace operator can be approximated by the fourth-order operator
), where I is the identity operator and denotes a scaling constant. In the 2D case, the fundamental solution of the latter operator can be expressed (in polar coordinates) as Φ( ) = (K 0 ( ) + log( ))/(2π), where K 0 is the usual Bessel function. Since the function K 0 decreases rapidly far from the origin, the function Φ approximates the fundamental solution of the Laplacian far from the origin, while Φ remains continuous at the origin (the logarithmic singularities of the two terms cancel out). The approach can be applied to other problems as well, e.g. to the Stokes system (Gáspár [10] ), but in its original form it is not applicable to treat Neumann boundary conditions.
In this paper, we present some generalizations of the above outlined regularization techniques. It should be emphasized that the solution of a second-order PDE supplied with mixed boundary conditions can be split into two independent parts. First, from the boundary data, one has to reconstruct the Dirichlet data, i.e. the values of the solution along the whole boundary. Next, one should reconstruct the solution inside the domain. (The situation is similar to the classical boundary element method, where first the boundary integral equation is to be solved; once it has been solved, Green's formula can be applied to reconstruct the inner solution.) These steps can be performed independently, using not necessarily the same tools.
Throughout the paper, we restrict ourselves to discrete single layer-type potential formulations. We also present an approach based on the fundamental solutions which are concentrated on lines instead of the classical fundamental solutions which are concentrated at points. These functions (which are in fact not radial basis functions) exhibit much weaker singularities and make it possible to derive MFS-like equations, which are, in a special sense, between the classical MFS and the boundary knot method.
All the presented methods are illustrated via very simple test problems in order that the main ideas and features of the methods could easily be compared.
The method of fundamental solutions, original formulation
As a model problem, consider the 2D Laplace equation defined in a bounded domain Ω ⊂ R 2 ,
supplied with mixed boundary conditions
where Γ 1 ∪ Γ 2 is a disjoint decomposition of the boundary Γ = ∂Ω (Γ 2 may be empty in some cases).
Remark 2.1. The MFS gives us an approximate solution of (1)- (2) in the following RBF-like form:
where 1 2 N are predefined source points located outside Ω, and Φ is a fundamental solution of the Laplacian.
In polar coordinates
The a priori unknown coefficients α 1 α N can be determined by forcing the boundary conditions at the predefined collocation points
where denotes the outward normal unit vector at the boundary point .
Since Φ has a singularity at the origin, the source and collocation points should not coincide. As is well known, the method is quite accurate, however, the system (4) is extremely ill-conditioned if the source points are located far from the boundary. The proper location of the source points is not obvious. A possible choice is to use circularly distributed sources (Fam and Rashed [6] ), which choice is independent of the shape of the domain. However, the resulting algebraic system becomes severely ill-conditioned as the radius of the circle of the sources increases.
To illustrate the phenomenon, consider the test problem (1)-(2) at the test solution
defined on the unit circle. The boundary conditions are supposed to be pure Dirichlet conditions consistent with the test solution. Table 1 shows the relative L 2 -errors of the approximate solution of the form (3) (upper values) as well as the condition numbers (lower values) at different values of N (the number of the source points) and the distance (the distance of the source points from the boundary). The collocation points and the source points are equally spaced along the boundary of the unit circle and along the boundary of the concentric circle with radius (1 + ), respectively. The notation * * * indicates that the computed condition number exceeds the value 1 0E+16. This shows that, though the accuracy rapidly increases when the distance increases, the system (4) becomes extremely ill-conditioned. On the other hand, in the case of complicated and/or multiply connected domains, no reliable strategy is known to predict the locations of the source points. These well-known facts have inspired the efforts to develop methods, where the source and the collocation points are allowed to coincide; the problem of singularities of Φ should then be circumvented. It should be emphasized, however, that once the boundary values ( ) have been calculated by solving the system (4), the reconstruction of the values of inside the domain is a problem which is completely independent of the original problem (1)- (2). To do this, a pure Dirichlet problem has to be solved.
Regularization by truncation
Perhaps the simplest way to avoid the problem of singularities is to replace the fundamental solution of the Laplacian with the function
where > 0 is a predefined scaling constant. This means that the solution to (1)- (2) is sought as a linear combination of harmonic functions which are identically zero along small circles centered at the source points with radius 1/ . (Of course, is not harmonic along these circles, and the derivatives have a jump here). Since Φ is now continuous at the origin, the source points and the collocation points may coincide.
The truncation has an effect in the vicinity of the boundary points only, so that if 1/ remains under the distance of the neighboring boundary points, one may hope that, at least in the case of Dirichlet boundary conditions, the approximation errors remain tolerable. This is illustrated in Table 2 . Here the harmonic function (5) was reconstructed from the Dirichlet data using (6) as an RBF. Table 2 shows the relative L 2 -errors of the approximate solution (upper values) and the condition numbers (lower values) at different values of N (the number of the equally spaced collocation points) and the scaling parameter . (The notation * * * means again that the calculated condition number is greater than E+16.) As expected, the optimal value of is inversely proportional to the distance of neighboring boundary points. Note that the appearing condition numbers are much more moderate than in the case of the original form of the MFS shown in Table 1 . The above approach fails in the presence of Neumann boundary conditions. Since the approximate solution has the form
(now ∈ Γ), the Neumann data are expressed as
so that at a collocation point ,
and the last term (∂Φ/∂ )( − ) is quite irregular and destroys the approximation of the normal derivative of . To overcome this difficulty, a desingularization method is used in general (Young, Chen and Lee [16] , Šarler [15] , Chen and Wang [5] ; see also Gu, Chen and Zhang [12] , Gu, Chen and He [11] ). In its simplest form, consider the auxiliary Dirichlet problem ∆ = 0 in Ω Γ = 1 (8) which has the unique solution ≡ 1. Expressing in the same form,
and computing the coefficients β 1 β N , the normal derivative of can be calculated as
from which the diagonal terms B can be redefined as
Now the Neumann boundary condition of the original problem can be approximated in the following way:
while the Dirichlet boundary condition can be approximated simply by
where A = Φ( − ).
Remark 3.1.
The choice ≡ 1 is not the only possibility. For instance, ( ) = + (see Chen and Wang [5] ) or any other regular solution of the Laplace equation can also be applied.
The approach works in the case of different PDEs. For instance, if the original problem is the modified Helmholtz equation ∆ − λ 2 = 0, then can be defined as ( ) = I 0 (λ ), where I 0 is the familiar Bessel function. Moreover, the desingularization method can be extended to 3D problems without difficulty.
As an example, consider again the test problem (5) in the unit circle. Let the boundary be divided into two half-circles Γ 1 and Γ 2 . Along Γ 1 , Dirichlet boundary conditions are imposed, while along Γ 2 , Neumann conditions are imposed. Table 3 shows the relative L 2 -errors of the approximate solution at different values of N (the number of the equally spaced collocation points) and the scaling parameter . The errors are calculated on the boundary only. (After computing the Dirichlet data along the whole boundary, the solution inside the domain is an additional, independent problem and can be realized by formula (7) using the truncated fundamental solution (6) or any other regularized technique.) The optimal value of is again inversely proportional to the distance of neighboring boundary points. 
Regularization by higher order problems
Now, instead of the original problem (1), consider the fourth-order problem
where I denotes the identity operator, and > 0 is a scaling constant. If (1) as well as (9) are supplied with Dirichlet boundary condition, the solutions of this new problem approximate well the solutions of the original problem (1), see Gáspár [9] . To solve the fourth-order problem (9), the MFS can be applied, resulting in the following boundary interpolation problem:
where now Φ denotes the fundamental solution of the operator ∆(I − ∆/ 2 ), i.e.
(K 0 is the modified Bessel function of the third kind). Using the well-known series expansion of the function K 0 , one can easily see that the singularities of the two terms cancel out, so that Φ is continuous at the origin, moreover,
Here γ denotes the Euler constant γ = 0 577215
In the case of Dirichlet boundary conditions, the coefficients α in (10) can be determined by solving the system
with A = Φ( − ). However, the Neumann boundary condition again destroys the applicability of the approach, since the functions (∂Φ/∂ )( − ) have jumps in the vicinity of the points . Nevertheless, the desingularization technique still works: Solve first the auxiliary Dirichlet problem (8), i.e. determine the coefficients β and the Neumann boundary condition can be taken into account in the following way:
As an example, consider the test problem (5) again in the unit circle supplied with Dirichlet boundary conditions on the half of the boundary (Γ 1 ) and Neumann boundary conditions on the other half of the boundary (Γ 2 ). Table 4 shows the relative L 2 -errors of the approximate solution at different values of the number of the equally spaced collocation points (N) and the scaling parameter . The errors are calculated on the boundary only. The optimal value of is inversely proportional to the distance of neighboring boundary points. The Laplace equation can be regularized also in other ways using the sixth-order operator ∆(I − ∆/ 2 ) 2 or even the eighth-order operator ∆(I − ∆/ 2 ) 3 . As can be easily checked, the associated fundamental solutions have the form
(first case), and
, which are much more smooth functions at the origin than (11) . However, numerical experience shows that this property does not increase the accuracy in a significant way.
Once the Dirichlet data have been calculated at all boundary points, the inner solution can be reconstructed by solving an independent problem again,
in Ω supplied with pure Dirichlet boundary condition. However, this can be performed without using any fundamental solutions or any RBFs but through directly solving this fourth-order problem using quadtree-based multi-level tools. Thus, the use of large ill-conditioned matrices can be completely avoided and the computational cost can be significantly reduced. For details, see Gáspár [8] .
It should be pointed out that the proper choice of the scaling parameter is crucial using either truncated fundamental solutions, or higher order fundamental solutions. It should be inversely proportional to the characteristic distance of the boundary collocation points, but the exact optimal value is a priori not known. However, it seems to depend on the set of the boundary collocation points only, so that it may be determined via test solutions.
Regularization by nearly fundamental solutions
The truncation technique outlined in Section 3 is based on potentials which are harmonic outside a (small) circle and identically vanish along this circle. A more sophisticated approach is the use of potentials which identically vanish along straight (short) segments and are harmonic outside these segments. More precisely, suppose that (using the more familiar Cartesian coordinates ( ) instead of the vector notation) ( ) ∈ Γ is a boundary collocation point and = ( ) ( ) is the outward normal unit vector at ( ). Let be a tangential unit vector here, i.e. = ( ) ( ) = − ( ) ( ) , and define the functions
where > 0 is a scaling constant, and
Then, as can be easily checked, Φ is harmonic outside the segment Γ = [−( /2) ( /2) ], and vanishes at the points of Γ .
Remark 5.1.
The equipotential curves of Φ are confocal ellipses with foci −( /2) and ( /2) . Now the solution of the model problem (1)- (2) is sought in the form
which is continuous everywhere (including also the neighborhoods of the collocation points), so that no singularity problem arises in assembling the collocation equations in the case of a pure Dirichlet problem,
Note that the form (13) is not an RBF-like form; however, if the parameter in (12) is small enough, the basis function Φ ( − ) approximates the fundamental solution of the Laplacian shifted to (up to an additive constant).
Despite the fact that the normal derivative of Φ can be calculated without difficulty, the Neumann boundary condition still needs the desingularization technique outlined in Section 3.
As an example, consider the test problem (5) again in the unit circle supplied with Dirichlet boundary conditions on the half of the boundary (Γ 1 ) and Neumann boundary conditions on the other half of the boundary (Γ 2 ). Table 5 shows the relative L 2 -errors of the approximate solution at different values of the number of the equally spaced collocation points (N) and the scaling parameter , which is defined here by = 2/ in order to be consistent with the previous test results. The errors are calculated on the boundary only. The optimal value of seems to be inversely proportional to the distance of neighboring boundary points. 
Regularization by fundamental solutions concentrated on lines
From Table 5 , it might be expected that the optimal value of the parameter in (12) is proportional to the distance of the neighboring boundary points. Assuming Ω to be strictly convex, let us change the parameter just in the opposite direction. We can observe a surprising phenomenon: if is in the order of magnitude of the size of the domain Ω, the error of the approximation becomes extremely low, while the condition number becomes extremely large, as can be seen in Table 6 . Here N denotes again the number of (equally spaced) collocation points and the test problem is again equation (5) supplied with mixed boundary conditions. The notation * * * indicates that the computed condition number exceeds the value 1 0E+16. The reasoning for this phenomenon is that in this case, the function Φ approximates a function E (up to a multiplicative constant), for which ∆E = δ , where δ denotes the Dirac distribution concentrated on the line which passes through the origin and has normal vector . This function can be considered a special kind of fundamental solution. Observe that in the cases of the usual second-order partial differential operators, this has a much simpler form compared with the classical fundamental solutions, where δ is replaced with the Dirac distribution concentrated at the origin (i.e. a single point). For instance, if the Laplacian is considered and = (0 1), the function E has the form E( ) = | |/2 (in Cartesian coordinates), and for other vectors , the associated fundamental solution can be derived from E by rotating the coordinate system, i.e. E ( ) = 1 2
All of these functions satisfy the Laplace equation everywhere (with the exception of the associated lines), and in contrast to the classical fundamental solutions, have no singularity.
Unfortunately, an approximate solution of the model problem (1)-(2) cannot be sought in the form
since in the domain Ω, each E is a polynomial of first degree, therefore they are not linearly independent. However, the functions Φ of the form (12) remain linearly independent, but, as expected, system (14) becomes highly ill-conditioned if the scaling parameter is large.
If instead of equation (1), a modified Helmholtz equation is considered,
then the fundamental solution E concentrated on the -axis has the form
so that the rotated functions are
The approximate solution of (16) can now be sought in the form (15) and both the Dirichlet and the Neumann boundary conditions can be enforced at the boundary collocation points 1 N without singularity problems and without desingularization techniques. (Recall that the domain Ω is assumed to be strictly convex, therefore both E and ∂E /∂ are smooth function over Ω.) The situation exhibits some similarities to the boundary knot method (Chen et al. [3, 4] ), which is based also on nonsingular solutions of the original equation. However, in contrast to the boundary knot method, the above approach is based on non-radial basis functions (17). Similarly to the boundary knot method, this technique produces quite accurate solutions but the price of the accuracy is that the collocation system is again severely ill-conditioned. Another limitation is that the domain Ω must be strictly convex.
It should be emphasized that, due to the lack of the singularity, the normal derivatives of Φ can be computed without difficulty, and the Neumann boundary conditions can be enforced without any desingularization technique. As an illustrative example, consider the test problem (16) with the exact solution ( ) = cos · sinh
In the example set λ = 5 . As earlier, equation (18) is supplied with Dirichlet boundary conditions on the half of the boundary and Neumann boundary conditions on the other half of the boundary. Table 7 shows the relative L 2 -errors of the approximate solution at different values of the number of the equally spaced collocation points (N) as well as the condition numbers. The notation * * * indicates again that the computed condition number exceeds the value 1 0E+16. 
Summary and conclusions
Some variants of the MFS have been presented. The aim was to circumvent the problems due to the singularities of the applied fundamental solutions and their derivatives. One possible strategy is to use functions with weaker singularities instead of the fundamental solutions (e.g. fundamental solutions of approximate higher order equations or potentials which are constant on segments (in 2D) or on discs (in 3D)). These methods are less accurate than the original MFS, but result in much better conditioned linear systems. Sometimes (when using a singularly perturbed higher order problem to approximate the original one) the use of ill-conditioned matrices can completely be avoided. In solving pure Dirichlet problems, these techniques can be applied directly. In solving Neumann or mixed boundary value problems, they should be combined with some desingularization method. Another approach is to use fundamental solutions concentrated on lines, provided that the domain of the original problem is strictly convex. This method needs no desingularization. It was illustrated that this approach results in much more accurate solutions, but leads to extremely ill-conditioned systems.
