Dirichlet space by Arcozzi, Nicola
Dirichlet Spaces and Related Spaces
Draft 5.0, 25 Feb 2017
Nicola Arcozzi
Richard Rochberg
Eric T. Sawyer
Brett D. Wick

Contents
Chapter 1. Preface v
1. Overview v
2. Sources vii
3. Not Included viii
4. Bookkeeping and Notation viii
5. Acknowledgments viii
Chapter 2. Geometry and Analysis on the Disk 1
1. Conformal Automorphisms 1
2. Distances 1
3. Disks 2
4. Di¤erential Operators 3
5. Harmonic Functions and Fourier Series 4
6. Convergence Regions and Maximal Functions 5
7. Subdividing the Disk and the Circle 7
7.1. Whitney Covers 7
7.2. Tents and Carleson Boxes 8
8. Notes and Comments 8
Chapter 3. Spaces of Holomorphic Functions 9
1. The Dirichlet Space 9
1.1. D is a Reproducing Kernel Hilbert Space 9
1.2. A Geometric Denition 10
1.3. Dening Spaces by Kernel Functions 11
2. The Hardy Space 12
2.1. Boundary Values 13
3. The Bergman Space 14
4. Results About the Spaces 15
4.1. Size and Smoothness 15
4.2. Multipliers and Carleson Measures 18
4.3. The Distance Function 21
5. Related Spaces 25
5.1. Other Planar Domains 25
5.2. The Dirichlet, Hardy, Bergman Family 25
5.3. Besov Spaces 26
5.4. The Containing Sobolev Space 26
5.5. Several Complex Variables 27
5.6. The SegalBargmann space 27
5.7. RKHS with a CPP 27
5.8. Weighted Dirichlet Spaces 28
iii
iv CONTENTS
5.9. Spaces on Trees 28
5.10. Real Variable Analogs 28
6. Notes and Comments 29
Chapter 4. Intermezzo: Hardy Spaces 31
1. Boundary Values and Fourier Series 31
2. Zero Sets 32
3. The Factorization Theorem 33
4. The Shift Operator 35
5. Carleson Measures 35
6. Pick, Interpolation, Corona 36
6.1. Pick-Nevanlinna 36
6.2. Interpolation 36
6.3. Corona 37
7. H1; BMO; Fe¤ermans Duality Theorem 38
8. Exponential Integrability, the John-Nirenberg Theorem 40
9. Notes and Comments 42
Chapter 5. Carleson Measures 43
1. The Hardy Space and the Reproducing Kernel Thesis 43
2. Carleson Measures for the Dirichlet Space 48
2.1. The Reproducing Kernel Thesis Fails 48
2.2. The Adjoint of the Inclusion Map and a Bilinear Form 49
2.3. The Reproducing Kernel Thesis Extended 50
2.4. Capacity, Stegengas Theorem 52
3. Notes and Comments 61
Chapter 6. Analysis on Trees 63
1. Trees, Metrics, Boundaries 63
2. The Disk and the Tree 66
2.1. The Tidy Case 67
2.2. The More General Case 68
3. The Ideal Boundary and Integration 69
4. The Dyadic Dirichlet Space 71
5. Carleson Measures for D(T ) and D 72
5.1. Radial Variation 78
6. The Tree Characterization of Carleson Measures 78
7. A Capacity Construction for Interpolation 83
7.1. Extremal Functions: Basic Properties 84
7.2. Extremal Functions: Disjoint Supports 86
7.3. Stopping Estimates 88
8. Capacity and Blowups 89
8.1. The Disk and the Tree 89
8.2. Capacity 90
8.2.1. Capacitary Extremals 92
8.2.2. Blowups 94
9. Notes and Comments 96
Chapter 7. The Pick Property 97
1. Pick Interpolation 97
CONTENTS v
2. The Complete Pick Property 99
3. Rescaling 100
4. Identifying CPKs 101
4.1. Diagonal Kernels 102
4.2. Shimorins Lemma 103
5. Consequences of the Pick Property 105
5.1. The General Schwarz Pick Lemma 105
5.2. The Gleason Metric 106
5.3. Function Spaces on the Disk 107
5.4. Extremal Problems 108
5.4.1. Pairs of Extremal Problems 108
5.4.2. Two Point Extremal Functions 110
6. Zero Sets 111
6.1. Zero Sets for D and Mult(D) 111
6.2. Generalized Blaschke Products 112
6.3. General Zero Sets 114
7. The Toeplitz Corona Theorem 115
8. Notes and Comments 116
Chapter 8. Interpolation 117
1. The Basic Questions 117
1.1. Multiplier Interpolation 118
1.2. Hilbert Space Interpolation 118
2. Related Conditions 120
2.1. CPP and Multiplier Interpolation 122
2.2. The Gram and Dual Gram Matrices 122
3. Interpolation in H2 and D 125
3.1. The Hardy Space 126
3.2. The Dirichlet Space 127
3.3. Other Spaces 130
4. Notes and Comments 131
Chapter 9. Onto Interpolation 133
1. The Dual Gram Matrix and OIS 133
1.1. OIS for H2 134
1.2. Bishops Theorem, OIS for D 135
1.3. A Su¢ cient Condition for an OIS for H2 136
2. The Tree Dirichlet Space, D(T ) 138
2.1. IS for D(T ) 138
2.2. OIS for D(T ) 140
3. The Dirichlet Space, D 141
3.1. Geometric Conditions 141
3.1.1. The Simple Condition 142
3.1.2. The Weak Simple Condition 143
4. The Weak Simple Condition and OIS 144
4.1. The Building Blocks and the Space They Generate 144
4.2. Separated Weak Simple Sequences with kZk <1 are OIS 146
4.3. Separated Weak Simple Treelike Sequences are OIS 146
4.3.1. Tree-Like Sequences 146
vi CONTENTS
4.4. Examples of Sequences in the Disk 152
4.4.1. Example A: An OIS with kZk =1 152
4.4.2. Example B: Weak Simple does not Imply Simple 153
4.5. Relations Between the Conditions 154
5. Notes and Comments 154
Chapter 10. Boundary Values 155
1. Finding the Boundary Function 155
1.1. Radial Limits 155
1.2. Radial Variation 156
1.3. Trees 156
1.4. Broader Approach Regions 158
2. How Big is the Boundary Function? 160
2.1. Beurlings Theorem 160
2.2. The Sharp Result of Chang and Marshall 161
2.2.1. The Proof 162
2.2.2. Search for the Extremal 162
2.2.3. Alternate Proofs and Extensions 162
2.2.4. Related Results 163
3. Where Can the Boundary Function Vanish? 163
3.1. Zero Sets on the Boundary 163
3.2. Uniqueness Sets on the Boundary 164
4. Notes and Comments 167
Chapter 11. Alternative Norms 169
1. Measuring Oscillation in D 169
2. Interior Di¤erences 172
2.1. Spreading of Carleson Measures 174
2.2. Hankel Forms 174
2.2.1. The Hardy Space 175
2.2.2. The Bergman Space 176
2.2.3. The Dirichlet Space 178
2.2.4. The Asymmetric Dirichlet Hankel Form 180
2.3. Decomposition Theorems 181
3. The Local Dirichlet Integral 184
3.1. Preliminary Analysis 186
3.2. Proof of Theorem ?? 189
3.2.1. Separating The Inner and Outer Factors 189
3.2.2. Angular Derivatives and the Proof for Inner Functions 191
3.2.3. The Proof for Outer Functions 192
3.3. Consequences 193
3.3.1. Approximations and Truncations 193
3.3.2. Boundary Values and Carleson Measures 198
3.3.3. The Formulas of Douglas and Carleson 200
3.3.4. The F Property and Zero Sets 201
4. Notes and Comments 203
Chapter 12. Shift Operators and Invariant Subspaces 205
1. Classes of Operators 206
CONTENTS vii
1.1. Unitary and Normal Operators 206
1.2. Subnormal Operators 207
1.3. Isometries 208
2. The Hardy Shift 209
2.1. Simple Things 210
2.2. Beurlings Theorem 211
2.3. The Projection 211
2.4. The Lattice 212
3. The Dirichlet Shift 213
3.1. Two-Isometries 213
3.2. The Shift on D() 214
4. The Bergman Shift 215
5. Notes and Comments 215
Chapter 13. Invariant Subspaces of the Dirichlet Shift 217
1. Overview 217
2. The Codimension One Property 218
3. Invariant Subspaces are Generated by Multipliers 219
4. Outer Generators: Joins, Meets, and Powers 221
5. Inner Generators 224
6. Mixed Generators 225
7. Cyclic Vectors 226
7.1. Which Vectors are Cyclic? 226
7.2. Using the Previous Results 227
7.3. Constructing Outer Functions 229
8. Notes and Comments 231
Chapter 14. Bilinear Forms on D 233
1. Preliminaries 233
2. The Boundedness Criterion 234
2.1. Capacity and Blowups 235
2.2. Approximate Extremals and Capacity Estimates 235
2.3. Schur Estimates and a Bilinear Operator on Trees 242
2.4. The Main Bilinear Estimate 243
3. Related Operators 248
3.1. Beyond Hankel Forms 248
3.1.1. Weak Factorization 249
3.1.2. Commutators 251
3.1.3. Operators on Potential Spaces 252
3.1.4. Paraproducts, Volterra Operators 252
3.2. Other Operators 252
3.2.1. Multiplication Operators 252
3.2.2. The Backward Shift 252
3.2.3. Toeplitz Operators 253
3.2.4. Composition Operators 253
4. Notes and Comments 253
Chapter 15. Besov Spaces on the Ball 255
1. The Ball 256
viii CONTENTS
1.1. Automorphisms their Actions 256
1.2. Measures and Distances 257
1.3. Anisotropic Geometry 257
1.4. Di¤erential Operators 258
1.5. Boxes and Cubes 259
1.6. The Bergman Tree 259
2. The Besov Spaces 262
2.1. The Spaces and Their Duals 263
3. Function Spaces on Trees 268
4. Carleson Measures 269
4.1. Discretization of Carleson Measures 269
4.2. Carleson Measures and Multipliers 270
4.3. Characterizing Carleson Measures 273
5. Local Analysis of Besov Functions 284
5.1. An Almost Invariant Holomorphic Derivative 284
5.2. Equivalence of Semi-norms 289
5.3. The Oscillation Inequality 292
6. Notes and Comments 294
Chapter 16. Interpolating Sequences 295
1. Setting Things Up 295
2. The Theorems and Comments 299
2.1. The Proof Outline 301
3. Proof of Multiplier Space Necessity 302
3.1. The Necessity of Separation and Carleson Measure 304
3.2. The Case 1 < p < 1 + 1=(n  1) 304
3.3. The Case p  2 307
4. Proof of Multiplier Space Su¢ ciency 308
4.1. Transformation of Carleson Measures 310
4.2. Multiplier Approximations 314
4.3. The Proof of Multiplier Interpolation 324
5. Proof of Besov Space Interpolation 327
6. Completing the Multiplier Interpolation Loop 332
7. Notes and Comments 337
Chapter 17. Spaces on Trees 339
1. Besov Spaces on Trees 339
1.1. Interpolating Sequences 344
1.2. The Restriction Map 348
2. Structured Trees 353
2.1. A Digression 357
3. Holomorphic Besov Spaces on Trees 358
3.1. Prelude 358
3.2. Order Zero and Order One Holomorphic Besov Spaces 360
3.3. Reproducing Kernels 361
3.4. An Example 367
3.5. Tensor-valued Functions 368
3.5.1. Order Zero Spaces of t-tensors 372
3.5.2. Order One Spaces of t-tensors 374
CONTENTS ix
3.6. Higher Order Holomorphic Besov Spaces 375
3.7. Reproducing Kernels and the Positivity Property 378
3.8. Carleson Measures 382
3.9. Restricting Holomorphic Functions 384
3.10. Restricting Besov Space Multipliers 388
3.11. Embeddings and Isomorphisms 399
3.12. The Modied Bergman Tree 399
4. Notes and Comments 404
Chapter 18. Corona Theorems for Besov Spaces in Cn 405
1. Single Variable Corona Questions 405
1.1. The Corona Theorem for H1 406
1.2. A Proof Scheme for Corona Theorems 407
1.3. The Baby Corona Theorem for H2 409
1.4. The Toeplitz Corona Theorem 409
2. Corona Theorems on the Ball 410
2.1. Denitions and Theorems 410
2.2. Plan for the Proof 413
2.3. Related Results 415
3. Charpentiers Solution Kernels 415
3.1. Ameliorated Kernels 423
3.2. Integration by Parts 425
3.3. The Radial Derivative 428
3.4. Integration by Parts in Ameliorated Kernels 429
4. The Koszul Complex 430
4.1. Wedge products and factorization of the Koszul complex 432
4.2. Real Variable Analogues of Besov Spaces 433
4.3. Three Crucial Inequalities 443
5. Operator Estimates 446
5.1. Estimates in Special Cases 453
5.1.1. The Estimate for F0 453
5.1.2. The Estimate for F1 456
5.1.3. Boundary Terms for F1 460
5.1.4. The Estimate for F2 461
5.1.5. Boundary Terms for F2 466
5.2. The Estimates for General F 467
6. Notes and Comments 467
Appendix A. Some Functional Analysis 469
1. The open mapping theorem 470
2. The closed graph theorem 470
Appendix B. Schurs Test 473
1. Introduction and Motivation 473
2. Schurs Test 474
3. Application of the Linear Schur Estimate 477
4. Bilinear Schur Estimates 478
5. Technical Applications of Schurs Lemma Used in the Text 480
5.1. Schurs Test and Solutions to @-problems 480
x CONTENTS
5.2. Application of the Bilinear Schur Estimate 482
Appendix. Bibliography 487
CHAPTER 1
Preface
1. Overview
The vibrant interaction between function theory and functional analysis is over
one hundred years old, [Pic, 1915], [RieFM, 1916], and it continues to prosper. In
this volume we discuss topics in this tradition which center on the classical Dirichlet
space, D, the space of functions f which are holomorphic on the disk which have
nite Dirichlet integral;
D(f) =
1

ZZ
D
jf 0j2 dxdy <1:
We follow that by considering recent developments for generalizations of the Dirich-
let space, Besov spaces of holomorphic functions on the complex ball.
We begin each chapter with a brief discussion to help place the chapter in
context. In the early chapters we focus on D as a reproducing kernel Hilbert space.
From that viewpoint we investigate multipliers, Carleson measures, zero sets, and
interpolating sequences for both the space and for its multiplier algebra. The fact
that the reproducing kernel for D has the complete Pick property is often a central
factor.
In the middle section we consider further topics about D, including discussions
of onto interpolation, boundary behavior, alternative norms, the local Dirichlet
integral, shift invariant subspaces, and Hankel forms. These topics are treated
independently of each other and can be read in any order. In those sections the
Hilbert space structure of D is still used but the general theory of reproducing
kernel Hilbert spaces has a smaller role and the complete Pick property is rarely
mentioned. A larger role is taken by estimates from potential theory and function
theory.
In later chapters we expand our viewpoint in two fundamental ways. We move
beyond functions of a single variable and consider spaces of holomorphic functions
on the ball in Cn. Also, we go beyond Hilbert spaces and consider Banach spaces
of functions. With these changes, new techniques need to be introduced. In par-
ticular, analysis of the Besov spaces on the ball requires working with higher order
derivatives. Obtaining good local estimates for those derivatives in the context of
the anisotropic geometry of the ball requires new machinery. Also, as we move to
Banach spaces of functions we lose access to tools from the theory of reproducing
kernel Hilbert spaces: As a consequence, for instance, when characterizing interpo-
lating sequences in the ball, we obtain interpolating functions constructively, not
by abstract existence theorems as done in one variable. Those chapters present
basic facts about Carleson measures, multipliers, and interpolating sequences for
the spaces of holomorphic functions as well as for their discrete model spaces.
xi
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The nal chapter has a corona type theorem for Besov spaces on the ball as
well as a classical multiplier corona theorem for the Hilbert spaces in the family,
including H2; D, and the nite dimensional Drury-Arveson spaces. Interestingly,
at this point the discussion comes full circle. The theory of reproducing kernel
Hilbert spaces with complete Pick kernels, a tool that had been set aside, is used
for passage from "corona type theorems" to classical j"corona theorems".
The nal chapters contain only a few theorems, some with elaborate proofs.
However we feel, and hope some readers feel, that the true heart of those section lies
beyond those specic results, and is in the techniques and tools that are developed.
Those techniques include an "almost invariant holomorphic derivative", a tool for
quantifying local oscillation of Besov space functions, development of new types
of function spaces on trees which model spaces of holomorphic functions on the
ball, and new methods for solving @ equations in several variables with estimates
in Besov spaces.
There are two themes which run as subtexts throughout the book. The rst
is the major background role of the Hardy space H2. The study of H2 is the his-
torical and conceptual basis of much of modern function theoretic operator theory;
understanding how classical Hardy space results do or do not generalize is a con-
tinuing major theme. Further, there is the more recent insight that both H2 and
D are Hilbert spaces whose reproducing kernels have the complete Pick property
and, as such, they share certain fundamental properties. We will discuss that as
we go along.
The other ongoing theme is the introduction of discrete "tree" models of the
disk and ball, and then the study of spaces of functions on those trees. Those
function spaces are, in the language of physicists, toy models. It is the authors
experience these are very valuable tools, both conceptually and technically. Also,
it is the authorsopinion that these models are intrinsically very interesting. As we
go along we try to present those views in detail.
The book includes two appendices. The rst is a small collection of results from
functional analysis. The second concerns Schurs lemma for proving boundedness
of linear operators. We use that basic tool in several contexts and with several
variations; and we felt it would be convenient for the authors, and we hope for the
readers, to collect that material in a single location.
Most material is presented at the level of a topics courses, appropriate for
students who have taken the introductory graduate courses. Selections from the
material in the rst seven chapters could be used as a basis for a graduate course
at the level just beyond the qualifying exams. Various subsets of the later chapters
could be used as the basis for an advanced graduate course, reading course, or
seminar. The material in those later chapters is generally more sophisticated, and
in particular the proof of the corona theorem for the Drury Arveson space is best
suited for advanced students or researchers.
Although much of our presentation is self contained, some parts are not. We try
to remain clear as we go along which mode we are in, and ask the readers indulgence
for the times we are unclear. In particular, we do not o¤er full discussions of Hardy
space theory, of potential theory on function spaces, or of the functional analytic
basics for Besov spaces. Also, along the way we mention without proof some results
which are an interesting part of the story; sometimes we include a small discussion,
in other cases just a reference.
2. SOURCES xiii
There are a number of exercises in the rst part of the book. Their intention
is to encourage the reader to keep the pencil and paper nearby:
Can one learn mathematics by reading it? I am inclined to say no.
Reading has an edge over listening because reading is more active
but not much. Reading with pencil and paper on the side is very
much better it is a big step in the right direction. The very best
way to read a book, however, with, to be sure, pencil and paper
on the side, is to keep the pencil busy on the paper and throw the
book away.
Paul Halmos, The problem of learning to teach, American Mathematical Monthly 82
(1975), 466476.
These are rapidly evolving topics. Our hopes of providing an up to date and
comprehensive treatment collapsed under the weight of material. Thus this is not
a systematic survey of the areas mentioned; rather we present questions, answers,
and techniques that the authors hope are an invitation to the area. We focus on
the specics we know best and which we hope move our narrative forward. We
end each chapter with a section of notes which includes references to the literature
and, in some cases, additional comments. We are telling a very rich story, and our
telling reects both our interests and our ignorance. Our apologies to those who
are ill treated in our telling.
2. Sources
The theory of the Hardy space, which is the background arena for many of the
early topics, is presented in many places. The sources the authors rely on heavily
include [Gar] and [Nik02].
The theory of the Dirichlet space is presented in [EKMR14] and some of
that material is also presented here. That presentation gives more emphasis to
the potential theoretic aspects of the theory, ours to the Hilbert space theoretic.
There are also surveys on the Dirichlet space which discuss many of the results
here; [Wu98], [Ross], [ARSW11b], [Lev].
Our discussion of interpolating sequences is informed by the presentations in
[Gar], [Nik02], [Sei04], [Saw], and [AgMc].
The book by [AgMc] is a basic reference for Hilbert spaces with reproducing
kernels as well as the more specialized theory of kernels with the complete Pick
property.
The books [Rud80], [Zhu05], and [ZZ] are our basic references for function
theory and function spaces on the unit ball in complex n space.
Background about corona problems in several variables is in [DKSTW], [DouR],
and [Kra14].
A substantial fraction of the contents here are based on research papers, new
and old, by the authors and others. We will mention those as we go along, in the
text or in the notes at the end of each chapter, or both. However we will certainly
overlook some relevant references.
There are informal presentations of some of the ideas discussed here which
we have not used as references. However interested readers may nd them use-
ful, and evolved versions of parts of those presentations are in this volume. First,
in the academic year 2010-2011 Brett Wick ran an Internet Analysis Seminar on
the topic "The Dirichlet Space". The lectures and some other material from that
xiv 1. PREFACE
seminar are available online, [Wic]. Second, in the summer of 2011 the Mathe-
matical Sciences Research Institute sponsored a Summer Graduate School titled
"The Dirichlet Space, Connections Between Operator Theory, Function Theory,
and Complex Analysis. Videos of many of the lectures given there, as well as and
other material, is available online at [MSRI].
Are there other things to mention here? Brett, if you prefer I will exclude
your course notes. 
3. Not Included
As is customary in presentations of mathematical material, we start by noting
some things we will not talk about. Here are a few.
For many mathematicians "Dirichlet spaces" are a topic in abstract potential
theory which traces back to the classical work of Beurling and Deny [BD]. Although
D is their basic model, that work extends the ideas in directions that are very
di¤erent from those we consider. We will mention it no more.
We will introduce trees and function spaces on trees. That is a huge topic and
we will not even try give an overview of it. The history goes back, at least, to
Poincare [Ghy]. We only present our small corner of that larger picture. Some
samples of work that resonates with what we are doing here are [KPT], [Per],
[LP] [LN].
Also, we do not give a systematic development of the potential theory associated
with spaces of smooth functions, or even the details of potential theory associated
to the Dirichlet space. Sources for that material include [AH] and [Ran] as well as
the discussions in [EKMR14]. Nor do we systematically consider potential theory
for function spaces on trees, see [LP] and the references there.
Although tempted, we do not have a discussion of corona questions for spaces
of functions on the disk.
4. Bookkeeping and Notation
We take an inconsistent policy on normalizing constants associated with inte-
grals. Often, when we know them we include them. However when we are unsure,
or when we feel the exact value is not essential, we use a generic "c" to denote
that unspecied constant. Thus, the letter is an oxymoronically named variable
constant. Worse still, at times we will forget to include the constant.
At times we will use the notation A(x) . B(x) to indicate that there is an
unspecied, but nite, C such that, for all x (or all x in an obvious range) A(x) 
CB(x): This avoids introducing C as another variable constant. We write A(x) 
B(x) if both A(x) . B(x) and A(x) & B(x) hold.
All our Hilbert spaces are assumed separable.
 Is there anything else to mention here? 
5. Acknowledgments
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CHAPTER 2
Geometry and Analysis on the Disk
In this chapter we present some notation and terminology for the
unit disk D = B1 in the complex plane C. In Chapter 14 the intro-
duction of analogous ideas for the complex ball, Bn  Cn:
Many of the ideas in this chapter have simple, and for us fundamental, geomet-
ric formulations. The reader new to these ideas would be extremely well served by
making informal sketches along the way to help understand the geometric content.
1. Conformal Automorphisms
The disk has a transitive group of biholomorphic automorphisms, Aut(D): For
 2 D,  6= 0; the function '(z) dened, for z 2 D, by
(1.1) '(z) =
  z
1  z
is in Aut(D): The map ' interchanges 0 and ; '(0) = ; and '() = 0; and '
is the only element of Aut(D) with that property. It is involutive, '('(z)) = z:
Straightforward computation shows that for ; z; w 2 D we have
(1.2) '0(z) =  
1  jj2
(1  z)2
and
(1.3) 1  'a (w)'a (z) = (1  aa) (1  wz)
(1  wa) (1  az) :
The rotations, given for real  by r(z) = eiz are also in Aut(D) and together with
the '; they generate Aut(D): In fact any ! 2 Aut(D) is of the form ! = r  '
for some  2 R;  2 D [Gar].
2. Distances
The pseudohyperbolic distance (sometimes called the Mobius distance), ; is
the function on D D given by
(2.1) (x; y) =
 x  y1  xy
 = j'x(y)j = j'y(x)j:
It satises 0   < 1 and is a metric on the disk: It is clearly symmetric and positive
semidenite. It satises a strengthened triangle inequality; 8x; y; z 2 D
(2.2)
j(x; z)  (z; y)j
1  (x; z)(z; y)  (x; y) 
(x; z) + (z; y)
1 + (x; z)(z; y)
:
1
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Setting a = x and w = z = y in (1.3) produces the following useful identity.
For x; y 2 D
(2.3) 1  (x; y)2 = 1 
 x  y1  xy
2 = (1  jxj2)(1  jyj2)j1  xyj2 :
In terms of the automorphisms
1  j'x(y)j2 = (1  jyj2) j'0x(y)j :
The pseudohyperbolic metric is not dened by lengths of curves. If we use 
to dene the length of curves and then set (x; y) to be the inmum of the length
of curves connecting x and y then  6= : The function  that is obtained this way
is the hyperbolic metric (also called the Poincare or Bergman metric). It is related
to  by
(2.4) (x; y) = log

1 + (x; y)
1  (x; y)

; (x; y) = tanh

(x; y)
2

In particular, for x 2 [0; 1)
(0; x) = x(2.5)
(0; x) = log

1 + x
1  x

= log

1
1  x

+ r(z):
r(x) = Ox!1(1); r(x) = ox!0(1):(2.6)
The hyperbolic metric is a Riemannian metric with arc length element, ds =
2(1  jzj2) 1 jdzj : It has (Gaussian) curvature identically equal to  1: The volume
element is
(2.7) d = 4(1  jzj2) 2dxdy:
Exercise 1. Prove (2.2). One path is to use the triangle inequality for ; (2.4)
and the addition formula for the hyperbolic tangent.
Both  and  are invariant under the action of elements of Aut(D): If x; y 2 D
and ' 2 Aut(D) then (x; y) = ('(x); '(y)) and (x; y) = ('(x); '(y)):
The disk, together with the metric ; is the Poincare model for hyperbolic
geometry. Although we will not explore that geometry systematically, the rich
relation between hyperbolic geometry on the disk and function theory on the disk,
discussed, for instance, in [BM], is the stage for much of what follows. The disk,
with its hyperbolic geometry is also closely related to the geometry of the rooted
dyadic tree which we will introduce in Chapter 5 as a model for the unit disk. The
relation between those two geometries has a rich history; an interesting discussion
of its early days is given in [Ghy]
3. Disks
We will denote the Euclidean ball, or disk, with center z and radius r by B(z; r):
For z 2 D we denote the pseudohyperbolic ball of pseudohyperbolic radius r by
B(z; r): Similarly we will denote the hyperbolic balls by B(z; r): The distances 
and  are monotone functions of each other and hence the sets of pseudohyperbolic
and hyperbolic disks are the same.
Also true, but less obvious, is that the set of pseudohyperbolic disks is the same
as the set of Euclidean disks inside D. This can be seen by direct computation.
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Alternatively it can be seen by combining several geometric observations. First
note that Aut(D) acts transitively on the points of D and isometrically with respect
to . Hence Aut(D) acts transitively on the set of pseudohyperbolic disks. Next,
note from (2.5) that the class of Euclidean disks centered at 0 is the same as the
class of pseudohyperbolic disks centered there. Thus we will be nished if we show
that Aut(D) acts transitively on the set of Euclidean disks inside D: Suppose   D
is a Euclidean disk and  2 Aut(D): Because  is a linear fractional map of the
complex plane, () will be a Euclidean disk or a halfplane; () is contained in
D and hence is a disk. It remains to show that if  is not centered at the origin
then there is a   2 Aut(D) such that  () is a disk centered at the origin. Let
 and  be the two points where the straight line connecting the origin and the
center of  cuts the boundary circle of : Let   be an element of Aut(D) which
map  and  to two points on the real axis, one the negative of the other. This  
does the job.
Exercise 2. Fill in the details at the end of the previous argument. Why is
there such a  ? Why is the image of  a Euclidean disk centered at 0?
For xed small  > 0 and 0 <  < 1; set zn = 1 n: The Euclidean distances
jzn   zn+1j decrease approximately geometrically. The  distances, (zn; zn+1);
are approximately constant. For large n; k; (zn; zn+k) =  k log  +O(1):
4. Di¤erential Operators
For functions dened on the disk, writing z = x+ iy, we introduce di¤erential
operators:
@ =
@
@z
=
1
2

@
@x
  i @
@y

;
@ =
@
@z
=
1
2

@
@x
+ i
@
@y

;
 =
@2
@x2
+
@2
@y2
:
Using this notation, the Cauchy-Riemann equations, which characterize ana-
lyticity for a function f(z); take the form @f = 0: The operator  is called the
Laplacian and the equation f = 0 is referred to as Laplaces equation. Functions,
f; which satisfy this equation are called harmonic. Direct computation shows that
@ @ = @@ = =4:
Note: We will only rarely use the notation for either the Laplace operator,
as above; or for a Euclidean disk, as slightly earlier. In the coming chapters
we will use  frequently to denote a di¤erence operator for functions on
a tree. We will use it in later sections for a geometric quantity related to
points in the complex ball.
These di¤erential operators do not interact cleanly with the conformal auto-
morphisms of the disk. However, the invariant gradient, er; and the invariant
Laplacian, e; dened for smooth functions f on the disk by
(erf)(a) = (1  jaj2)(rf)(a);(4.1) ef(a) = (1  jaj2)2(f)(a);
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do transform nicely. Indeed we have
j(er (f  ')) (z) j = j(erf)('(z))j; and
(e(f  '))(z) = (ef)('(z)):
In particular, with ' = 'a; we have:
j(erf)(a)j = jr (f  'a) (0)j ; and
(ef)(a) =  (f  'a) (0):
5. Harmonic Functions and Fourier Series
The Dirichlet problem for Laplaces equation on the disk is the following bound-
ary value problem. Given U(ei); a continuous function on the unit circle T, nd a
function u(z) = u(x; y) which is harmonic in D, is continuous on D = D [ T, and
which agrees with U on T.
If U is given by a nite Fourier series; that is
(5.1) U(ei) =
NX
 N
U^(n)ein; ei 2 T
with
(5.2) U^(n) =
1
2
Z 2
0
U(ei)eind; n 2 Z
then u(z) = u(rei) given by
(5.3) u(rei) =
NX
 N
U^(n)rjnjein; rei 2 D
is a solution to the Dirichlet problem with boundary data U: Because U is a nite
sum it su¢ ces to verify this for each term. For the individual terms note that the
extension of the function ein on T to a harmonic function on D is given by rjnjein:
Alternative, with z = rei noting that on T z = ei we nd that if the boundary
function is
U(z) =
 1X
 N
U^(n)zn +
NX
 N
U^(n)zn; jzj = 1
then
u(z) =
 1X
 N
U^(n)zn +
NX
0
U^(n)zn; jzj < 1:
is the solution function.
With additional technical work this approach can be extended to more general
U: Alternatively we can use the Poisson kernel and the associated Poisson integral
formula. The Poisson kernel is a function P (r; ei) dened on [0; 1)T such that,
writing z = rei; we have, for any continuous U;
(5.4) u(rei) =
1
2
Z 2
0
U(ei)P (r; ei( ))d;
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is the unique solution to the Dirichlet problem with boundary data U(ei): The
function P is given by the formula
(5.5) P (r; ei) =
1  r2
1  2r cos+ r2 :
or, with z = rei,
(5.6) P (r; ei) =
1  jzj2
j1  zj2 = Re

1 + z
1  z

:
The crucial facts about the Poisson kernel are: for any r; P (r; ) is a nonneg-
ative function having integral one; as r ! 1 the measures P (1; ei)d converge
weakly to 1; the point mass at 1; and, for each  the function x + iy = rei !
P (jx+ iyj ; ei( )) is a harmonic function of (x; y):
An important special case is when U(z) is a given function which is harmonic
in D and continuous on D. The solution to the Dirichlet problem is unique and both
u and U are solutions, hence u(z) = U(z) in the disk. That is, (5.4) recaptures the
interior values of the harmonic function from its boundary values. In particular (5.4)
can be used to recapture the values of holomorphic functions from their boundary
values, in a manner reminiscent of the Cauchy integral formula. We will use this
fact a number of times going forward.
Both the Fourier series approach given by (5.3) and the Poisson kernel approach
using (5.4) can be extended to solve the Dirichlet problem for U in L2(T, d=2):
The function u(z) produced by a Fourier series formula analogous to (5.3) and u
produced by (5.4) are the same, are harmonic, and have boundary limits which
satisfy limr!1 u(rei) = U(ei) for a set of ei of full measure which includes every
point of continuity of U:
The inner product on L2(T, d=2) can be given with an integral or using
Fourier series. Given F;G 2 L2(T; d=2) with Fourier coe¢ cients fF^ (n)g; and
fG^(n)g we have
hF;GiL2(T;d=2) =
1
2
Z 2
0
F (ei)G(ei)d =
1X
 1
F^ (n)G^(n):
This fact can be used to show the equivalence of the two paths we described to
solving the Dirichlet problem.
6. Convergence Regions and Maximal Functions
We recall some denitions and basic results; proofs can be found in [Gar].
If a function f(z) is dened on the disk D and if ! 2 T is a boundary point
then
lim
z!! f(z)
is the conventional shorthand for the more awkward but more precise
(6.1) lim
z!!
z2D
f(z):
It turns out to be useful to also consider less demanding limits in which convergence
is only required as z approaches w through a constrained region. Radial convergence
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is a basic example. In that case z is restricted to lie on the radius R(!) connecting
the origin and !: Thus the radial limit at ! is limr%1 f(r!); or, in other notation,
(6.2) lim
z!!
z2R(!)
f(z):
Nontangential convergence is the variation in which z is restricted to approach
! through a region   (; !) which is larger than the R(!) but smaller than the full
disk. For ! 2 T and  > 1 we dene the nontangential convergence region by
(6.3)   (!) = f 2 D : j  !j <  (1  jj)g :
Thus near !   (!) is approximately the intersection of the disk with a cone having
vertex at ! and bisected by the radial segment to !: The angular aperture of that
cone is  = 2 sec 1  (and so, when  = 1 + ";   "): The name refers to the fact
that   (!) does not contain any curve tangent to the boundary circle. For most
purposes the exact value of  does not play an essential role.
Suppose  > 1 is xed. The nontangential limit of f at ! is dened as
lim
z!!
z2 (!)
f(z):
A fundamental role in the study of the existence of such restricted limits is played
by the associated maximal function. For F dened on D we dene F ; the nontan-
gential maximal function of F; to be the function on the boundary circle T dened
by
F (!) = sup fjF (z)j : z 2   (!)g :
The value F (!) =1 is allowed. The starting point for seeing the relation between
this maximal function and nontangential convergence is the elementary observation
that, given F; the set of ! 2 T for which F has a nontangential limit at ! is contained
in the set of ! for which F (!) <1:
A closely related maximal function is the Hardy-Littlewood maximal function
of F; MF; dened for functions on T by
MF (!) = sup
!2J2I
1
jJ j
Z
J
jF ()j jdj
where I is the collection of all subintervals of T.
Suppose p and  are xed, 1 < p <1;  > 0: The Hardy-Littlewood maximal
theorem states that if U 2 Lp (T) and u(z) is the associated harmonic function on
the disk given by (5.4), or, equivalently, (5.3); then MU and u are roughly the
same size as each other and as U:
Proposition 1 (Hardy-Littlewood maximal theorem). With constants of equiv-
alence that depend on p;  but not U ;
kUkLp(T)  kMUkLp(T)  kukLp(T)
The ideas of convergence regions and associated maximal functions can be
extended to more general geometries and there are subtle relationships between
the shape of the convergence regions and the convergence results. If the cones
  (!) are replaced by oricycles at ! 2 T (those are circles internally tangent to
T at !; also called horocyles) of radius 1= we have oricyclic convergence. We
will encounter oricyclic convergence in Proposition 37 when considering boundary
behavior of functions in the Dirichlet space. We discuss more general convergence
regions for Dirichlet space functions briey in Section 1.4.
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7. Subdividing the Disk and the Circle
7.1. Whitney Covers. We now describe a Whitney cover, or Whitney de-
composition, of D  C. Although our construction will be detailed, the details are
not the central point. What is important is to have a covering with certain met-
ric properties. Constructions of this sort are available in great generality and are
a powerful tool. Very informally, a Whitney cover of an open set 
 in Rn is a
collection of nice subsets f
ig such that
 S
i = 

 The 
i have disjoint interiors,
 The 
i are, roughly, all the same shape.
 The 
i are of di¤erent sizes.
The size of each 
i is roughly proportional to the distance from 
i
to the complement Rn n 
:
 If 
i and 
j are near each other, then they are of comparable size.
 There is a uniform upper bound on the number of 
j that are relatively
close to any given 
i:
By "nice" we mean that there will be no trouble when we are casual about
distinguishing between the sets, their interiors, and their closures. In fact, in many
cases the sets can be taken to be cubes or other very regular sets. Details of
constructing such covers in general situations, as well as applications, can be seen
in, for example, [Stei93], [Gra1, Appendix J].
We will be particularly interested in the disk, D = B1  C, and the ball Bn 
Cn: Here is a construction of f
ig for those cases. Pick a small positive ". Pick a
set of points fig in the disk such that the  (pseudohyperbolic) distance (dened
for the ball in Chapter 14) between any two is at least "; and which is maximal with
respect to that condition. We then have that the balls fB(i; "=2)g are disjoint
and the balls fB(i; ")g form a covering. Dene 
j inductively for j = 1; 2; :::

j = B(j ; ")r
h
([i<j
i)
[
([i>jB(i; "=2))
i
:
We then have that B(j ; "=2)  
j  B(j ; ") and the other properties mentioned
earlier. We will use this construction and variations on it several places, for example
in Lemma 29, and will develop more detail as needed.
A clean example of such a decomposition is the dyadic decomposition of the
disk, a simple explicit decomposition for which the geometric properties mentioned
before are clear. For integer n > 0 and 1 6 j 6 2n, we dene the "cubes" Qn;j by
Qn;j =

z = re2it 2 D : 2 n 1 6 1  r 6 2 n; j   1
2n
6 t 6 j
2n

:
We write zn;j for the center of Qn;j ;
zn;j = (1  2 n 1=2) exp(2i(j   1=2)=2n):
We denote the projection of Qn;j onto the boundary T of D by In;j ; In;j =
fz= jzj : z 2 Qn;jg : The collection fIn;jg is called the dyadic decomposition of the
circle.
Later we will introduce trees as a model for the disk. The dyadic decompositions
o¤er convenient visualizations of one such tree. The centers fzn;jg can be viewed as
the vertices of the tree, with an edge connecting each vertex to the two "below" it.
Alternatively, but equivalently, the intervals fIn;jg can be regarded as the vertices
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of the tree and an edge connects two vertices if and only if one of the associated
intervals is half of the other.
7.2. Tents and Carleson Boxes. We will need specic versions of the gen-
eral idea of "the part of the disk near a specied boundary interval". There are
several standard constructions of such regions; here we describe two. For our pur-
poses these variations and several others can be used interchangeably.
The rst construction is a Carleson box over I; B(I): Fix I; an interval in T,
and let jIj denote its length and cI its center. A Carleson box over I; B(I) is the
set
B(I) = fz : z 2 D, z= jzj 2 I; 1  jIj =2 < jzj < 1g :
The same object is sometimes called Carleson square over I, and denoted S(I):
The second construction is a tent over I; sometimes called a Carleson tent
over I; T (I): Let mI be the midpoint of I and set cI , the vertex of the tent, be
(1   jIj2 )mI : The tent T (I) is the convex hull of I and cI : We will also write z(T )
or z(I) for the vertex and T (z) for the tent with that vertex.
Finally we will need a notion of "close to the boundary interval but not too
close". A standard choice is the top half of the Carleson box, TB(I) :
TB(I) = fz : z 2 D, z= jzj 2 I; 1  jIj =2 < jzj < 1  jIj =4g :
Note that for dyadic intervals I the relation between I;B(I); and TB(I) can
be described in terms of the Qj;k of the previous section and their projections.
Exercise 3. In terms of the  metric all of the TB(I) are, roughly balls of the
same size. Precisely, there are 1; 2 > 0 such that each TB(I) contains a  ball
of  radius 1 and is contained in a  ball of  radius 2: A similar statement
holds for  balls.
8. Notes and Comments
The material in this chapter is covered in detail in many texts. The authors
often use [Gar] as a reference.
CHAPTER 3
Spaces of Holomorphic Functions
In this chapter we introduce Hilbert spaces with reproducing ker-
nels, HSRK. Our emphasis is on spaces of holomorphic functions
on the disk; in particular the Bergman, Hardy, and Dirichlet space.
We introduce multipliers, Carleson measures, and a distance func-
tion; and develop some of their basic properties.
1. The Dirichlet Space
The Dirichlet space, D, is the Hilbert space of holomorphic functions, f; dened
on the unit disk, f 2 Hol (D) ; with power series f(z) =P10 anzn satisfying
(1.1) kfk2D =
1X
0
(n+ 1) janj2 <1:
Note that this condition ensures that the radius of convergence of the power series
is at least 1.
For g(z) =
P1
0 bnz
n 2 D the inner product hf; giD is given by
(1.2) hf; gi = hf; giD =
1X
0
(n+ 1)anbn:
1.1. D is a Reproducing Kernel Hilbert Space. The Dirichlet space is
a Hilbert space with additional structure. It is a space of functions on D, and for
each  2 D the evaluation functional e dened by e(f) = f(); is a continuous
linear functional on D. Hence the Riesz representation theorem ensures that there
is a k 2 D, the reproducing kernel for ; with the property that
(1.3) f() = hf; ki 8f 2 D:
This structure a Hilbert space, H; consisting of functions on a set, X; and such
that for all x in X the evaluation functional f ! f(x) is continuous on H is a
reproducing kernel Hilbert space, RKHS.
For the Dirichlet space, rather than prove the evaluation functionals are contin-
uous on D and as a consequence know the existence of the k ; we construct k 2 D
so that (1.3) holds, and thus conclude that evaluation is a continuous functional.
Using (1.1) one checks that the polynomials are dense in D and that the nor-
malized monomials en(z) = zn=
p
n+ 1; n = 0; 1; ::: are an orthonormal basis. Set
(1.4) k (z) =
1X
n=0
en(z)en():
9
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Using orthonormality we have, for  2 D
kkk2 =
X
jen()j2 =
X jj2n
n+ 1
=
1
jj2 log
1
1  jj2 <1;
and thus k 2 D. To see the reproducing property we compute
hf; ki =
D
f(z);
X
en(z)en()
E
=
XD
f(z); en(z)en()
E
=
X
hf(z); en(z)i en()
=
X
hf; eni en

()
= f():(1.5)
In the passage to the last line we used the fact that feng is an orthonormal basis.
To obtain an explicit formula we compute
(1.6) k (z) =
1X
n=0
en(z)en() =
1X
n=0
1
n+ 1
(z)n =
1
z
log
1
1  z :
It will be convenient to have a separate notation for the normalized reproducing
kernels. Set
bk = kkkk :
Also, note that for any z; w 2 D, hkz; kwi = hkw; kzi and hence
(1.7) kz(w) = kw(z):
1.2. A Geometric Denition. The area of f(D); the image of the unit disk
under a holomorphic map f; with area counted according to multiplicity, equals
D(f); where D(f) is Dirichlet integral of f dened by
(1.8) D(f) :=
1

Z
D
jf 0j2 dA =
1X
1
n janj2 :
If f is one to one this is a direct consequence of the change of variables formula for
the integral measuring the area. The general case is almost as straightforward.
This gives a geometric characterization of functions in the Dirichlet space; f is
in the Dirichlet space exactly if the area of f(D) is nite. Using this characterization
we can check that D neither contains nor is contained in H1 (D) ; the space of
bounded holomorphic functions on D. An example of an unbounded function is D
is the Riemann map of the unit disk onto any unbounded region of nite area: An
example of a bounded function not in D is given by any innite Blaschke product B
(dened below in (2.1)). Such a function maps the disk to an innite sheeted cover
of the disk. Hence the area of the image, computed with multiplicity, is innite and
thus B =2 D. Alternatively, one can give an elementary example:
(1.9) g(z) = exp

i log
1 + z
1  z

:
The map of z to (1 + z) = (1  z) takes the disk to the right halfplane. the log-
arithm takes the right half plane to the horizontal strip fz = x+ iy : jyj < =2g :
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Multiplication by i then produces the vertical strip with  =2 < x < =2 which is
then mapped in an innite-valent manner to the ring
fz : exp ( =2) < jzj < exp(=2)g :
Thus g is bounded but, because D(g) computes the area of the image with mul-
tiplicity, D(g) =1; and hence g is not in the Dirichlet space.
The functional D(f) is a quasinorm on D (it annihilates constants). An alter-
native norm on D, equivalent to kkD ; is given by kk2D; alt
kfk2D,alt = ja0j2 +
1

Z
D
jf 0(z)j2 dxdy(1.10)
= ja0j2 +
1X
1
n janj2 = jf(0)j2 +D(f):
The associated inner product is given by, for f =
P
anz
n; g =
P
bnz
n;
hf; giD; alt = f(0)g(0) +
1

Z
D
f 0(z)g0(z)dxdy = a0b0 +
1X
1
nanbn:
Exercise 4. Show that if the norm kfk2D; alt is used then the reproducing
kernel for D is given by
(1.11) k (z) = 1 + log
1
1  z
The space of functions with kfk2D alt <1 is the same as the space of functions
with kfk2D <1 and the two norms are equivalent. Both are also sometimes referred
to as "the Dirichlet space" and for many purposes the choice makes no di¤erence.
One area where the distinction matters is that when the norm kk2D is used the
space D has a complete Pick kernel (dened later), but that fails when kk2D alt
is used. With that in mind, when we make no other comment, we will work with
kk2D :
On the other hand, the exponential integrability results of Beurling-Chang-
Marshall in Section 2 have a more elegant formulation using the space D dened
by
D = ff 2 Hol (D) : f(0) = 0; D(f) <1g
and normed by kfkD = D(f)1=2: This space has an interesting invariance property.
For  2 Aut(D) we have, noting the area interpretation of D(); D(f) = D(f  ):
Thus the map of D to itself which takes f to f     f ((0)) is an isometry of
D. A theorem of Arazy and Fisher [AF] states that, essentially, this property
characterize the Dirichlet space among Hilbert spaces of holomorphic functions on
the disk.
1.3. Dening Spaces by Kernel Functions. We dened the Dirichlet space
by giving an inner product on a space of functions. We then used the fact that the
monomials were an orthogonal basis to obtain a formula for the reproducing kernel.
We will do the same for the Hardy and Bergman spaces in a moment.
It is also possible to reverse the procedure and start with the kernel functions.
Here is an informal description of that process. The Moore-Aronszajn theorem
[Aro] states that any RKHS can be obtained this way.
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Suppose we are given a set X and a complex valued function K(x; y) dened
on X  X which is a positive kernel function. That is, we require that for any
fxigni=1  X; the matrix (K(xi; xj))ni;j=1 is positive denite; for any sequence
faigni=1  C we have
(1.12)
nX
i;j=1
K(xi; xj)aiaj  0
with equality holding only if all the ai = 0:We then dene, for x 2 X; the functions
kx() = K(; x):
We dene an inner product on the set of functions fkxg by setting
(1.13) hky; kxi = hK(; y);K(; x)i = K(x; y) = ky(x):
Next we extend the denition of the inner product to nite linear combinations of
the kx so that it is linear in the rst variable and conjugate linear in the second.
By virtue of (1.12) this denes a positive denite inner product and thus the set of
linear combinations is a pre-Hilbert space of functions on X: Let H be the Hilbert
space obtained as the completion of that pre-Hilbert space. We regard h in H as
a function on X by setting h(x) = hh; kxi and note that this is consistent with the
action of the evaluation functional on the pre-Hilbert space. Thus the k0s are the
reproducing kernels for the RKHS H:
This type of description can be quite useful but it may hide a great deal. For
instance, suppose X is the interval (0; 1) and consider the RKHS X associated with
the kernel function K(x; y) dened on X  X by
K(x; y) =
1
xy
log

1
1  xy

:
Tracing through the denitions and comparing this with (1.6) we see that there is
a natural isometric imbedding of X into D: Next, note that a function in D that
is orthogonal to the image of X must vanish on (0; 1) and hence must be the zero
function. Thus X is, or is naturally isometrically isomorphic to, D: In particular,
functions in X ; originally dened only on (0; 1) ; all extend to be holomorphic on
the unit disk; a fact not clear from the denition of X .
2. The Hardy Space
The Hardy space, H2; is the Hilbert space of f 2 Hol (D) with power series
f(z) =
P1
0 anz
n satisfying
(2.1) kfk2H2 =
1X
0
janj2 <1:
In particular D  H2:
The inner product for the Hardy space is given by, for g(z) =
P1
0 bnz
n 2 H2;
hf; giH2 =
1X
0
anbn:
Again, the power series of functions in this space have radius of convergence at
least one, the point evaluations ez; z 2 D, dened by ez(f) = f(z) are continuous
and the values can be obtained by taking the inner product with the (Hardy space)
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reproducing kernel. The analysis we used to nd the formula for the reproducing
kernel for the Dirichlet space can be adapted for the Hardy space. We nd
k (z) = kH2; (z) =
1X
n=0
(z)n =
1
1  z :
Exercise 5. Do the computation.
Here we are using subscripts on the notation for the kernel function to denote
the space being considered, H2 in this case. We will use similar notation below but
we will generally omit the subscripts when we think it is safe.
There is an alternative formula for the norm on H2 which resembles the norm
(1.10) of the Dirichlet space. Reduction to the case of monomials and then straight-
forward computations establish
kfk2H2 = jf(0)j2 +
2

Z Z
D
jf 0(z)j2 log 1jzjdxdy:
Hence we also have the less precise but more convenient
(2.2) kfk2H2  jf(0)j2 +
Z Z
D
jf 0(z)j2 (1  jzj2)dxdy:
Exercise 6. Check these formulas.
2.1. Boundary Values. A powerful tool in the study of functions analytic
on the closed disk, D, is the ability to pass information back and forth between the
boundary function, f(ei); dened on T, and the holomorphic function f(z) dened
on the open domain D. We would like to have that tool for Dirichlet space and
Hardy space functions but those functions are not dened on T. An attempt to
dene them on T using limits runs into problems.
Exercise 7. (1) Show that the linear functional e1(f) = f(1) is well de-
ned on a dense subspace of H2 but cannot be extended to be a continuous
functional on H2: Do the same for D.
(2) Show that the linear functional limr%1 f(r) is well dened on a dense
subspace of H2 but cannot be extended to be a continuous functional on
H2:
There is a technically sophisticated way to dene boundary values of functions
in H2. We will describe the approach and use its outcome, but we will not give the
details of the development. Those details can be found in [Gar, Chapter 2].
For f(z) =
P
anz
n 2 H2 and ei in T we dene the boundary value function
f(ei) to be the radial limit (6.2) of f(z) at ei;
f(ei) = lim
r!1 
f(rei):
It is clear how this works if f is a polynomial, but for general f this limit may
not exist. However the general theory ensures that for any f 2 H2 a limit f(ei)
does exist except perhaps for a set of ei of Lebesgue measure zero on the circle.
Furthermore, the boundary value limit function, f ; will be in L2 = L2 (T; d=2) :
As such it has a Fourier series and, exactly as formal computations suggest, the
Fourier coe¢ cients of f are the power series coe¢ cients of f:
f(ei) 
1X
n=0
ane
in:
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The norm of f 2 L2 is given by
(2.3)
f2
L2
=
1
2
Z
T
f(ei)2 d = 1X
n=0
janj2 :
Exercise 8. Show that the H2 inner product can be given by a boundary inte-
gral,
hf; gi = 1
2
Z
T
f(ei)g(ei)d:
Thus the map of f in H2 to f in L2 is an isomorphism onto the subspace of
L2 of consisting of Fourier series of power series type, that is, Fourier series whose
Fourier coe¢ cients of negative index are all zero. That subspace of L2 is also called
H2 and one generally writes f(ei) rather than the more precise f(ei):
3. The Bergman Space
The Bergman space A2 (also denoted L2a(D); shorthand for the analytic func-
tions in L2(D)) is another RKHS of holomorphic functions on D: For f(z) =P1
0 anz
n and g(z) =
P1
0 bnz
n the Bergman space norm and inner product are
given by
kfk2A2 =
1X
0
1
n+ 1
janj2 = 1

Z Z
D
jf(z)j2 dxdy(3.1)
hf; giA2 =
1X
0
1
n+ 1
anbn =
1

Z Z
D
f(z)g(z)dxdy:
There is also an equivalent norm which is in the spirit of (1.10) and (2.2):
(3.2) kfk2A2  jf(0)j2 +
1

Z Z
D
jf 0(z)j2 (1  jzj2)2dxdy:
Again, functions in this space have power series with radius of convergence at least
one and again the functionals of evaluation at points z 2 D are continuous. As
before, using the fact that the monomials are an orthogonal basis we can compute
the reproducing kernel, which is often called the Bergman kernel :
k (z) = kA2; (z) =
1X
n=0
(n+ 1)(z)n =
1
(1  z)2 :
The space A2 is a closed subspace of the Hilbert space L2(D) = L2(D; dxdy=):
The Bergman projection P; the orthogonal projection P of L2(D) onto A2, maps
F in L2 to PF given by
(3.3) PF () = hF; kiL2(D) =
1

Z Z
D
F (z)
1
(1  z)2 dxdy:
Exercise 9. Verify this.
In particular if F 2 A2 we have
(3.4) F () =
1

Z Z
D
F (z)
1
(1  z)2 dxdy:
which is sometimes called the Bergman reproducing formula.
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We mentioned that functions in the Hardy space have radial boundary limits
a:e:: The Dirichlet space is a subspace of the Hardy space and hence functions in
the Dirichlet space also have boundary limits a:e:: In contrast, functions in the
Bergman space need not have limits along any radius.
General references about the Bergman space include [Zhu90], [HKZ], and
[DjSh],
4. Results About the Spaces
To repeat: the spaces D, H2; and A2 are not only Hilbert spaces, they have
additional structure. For each there is an associated set X; in these cases X = D,
and the elements of the Hilbert space are functions on X. Furthermore, in each
case, for any x 2 X, the evaluation functional ex; dened by ex(f) = f(x); is a
continuous linear functional on the Hilbert space. Hence, in each case, and for each
x 2 D, there is a reproducing kernel, kx, an element of the space which realizes the
evaluation functional, ex(f) = f(x) = hf; kxi :
Some properties of these spaces can be formulated and proved using the lan-
guage of RKHS. Often that proof is neither longer nor shorter; but it does emphasize
the generality of the approach and results. With this in mind, for now we will work
with a generic RKHS H; a space of functions on some X; with, for x 2 X; the
kernel function and normalized kernel function denoted by, kx and k^x respectively.
4.1. Size and Smoothness. There is a fundamental estimate for the size of
the values of functions in RKHS. The result for the Dirichlet space is
Proposition 2. Suppose f 2 D; kfk  1; z 2 D, then jf(z)j  bkz(z) =
kz(z)
1=2 = jzj 1
q
  log(1  jzj2):
That is the specialization to D of the general RKHS result.
Proposition 3. Suppose H is a RKHS on X and that x 2 X. We have
sup fRe f(x) : f 2 H; kfk  1g =ckx(x) = kx(x)1=2 = kkxkH :
Furthermore, the unique f for which equality is attained is f() =ckx() = kx(x) 1=2kx():
Using that f the kernel function is given by kx() = f(x)f():
Proof. The proof is shorter than the statement. We know Re f(x) = Re hf; kxi :
We know from Hilbert space basics that sup fRe hf; gi : kfk  1g is attained with
the unique choice f = g= kgk : 
Exercise 10. Given f 2 H2, kfk  1;  2 D, what is the maximum possible
value of jf 0 ()j? Suggestion: nd j 2 H2 such that hf; ji = f 0() and then
maximize the inner product. Does the same procedure work for D?
The previous proposition shows that for any f in H;
lim sup
jwj!1
jf(w)j
kkwk  kfk :
But once f is xed, more is true.
Proposition 4. Suppose f 2 H for H = D, H2; or A2:Then
lim
jwj!1
jf(w)j
kkwk = 0:
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Proof. The restriction on H gives us easy access to dense set of nice functions,
the polynomials. Pick " > 0 and a polynomial p" with kf   p"k  ": We estimate
lim sup
jwj!1
jf(w)j
kkwk  lim supjwj!1
jp"(w)j
kkwk + lim supjwj!1
j(f   p") (w)j
kkwk
 lim sup
jwj!1
jhp"; kwij
kkwk + kf   p"k
 lim sup
jwj!1
jhp"; kwij
kkwk + ":
 ":
where the last estimate uses the following exercise. Letting " tend to 0 completes
the proof. 
Exercise 11. To nish the proof of the proposition, show that for the spaces
considered, and for any xed polynomial p";
lim
jwj!1
jhp"; kwij
kkwk = 0:
If V is a closed subspace of H then V is also a RKHS and it has reproducing
kernels fkV;x : x 2 Xg: That is, there are functions kV;x 2 V such that if v 2 V then
v(x) = hv; kV;xi : These kernel functions can be obtained using PV ; the orthogonal
projection of H to V:
Proposition 5. 8x 2 X; kV;x = PV kx:
Proof. The presence of the projection PV ensures that kV;x 2 V: For v 2 V
we have
hv; PV kxi = hPV v; kxi = hv; kxi = v(x);
as required. 
In particular, suppose x 2 X and V = Vx; the subspace of H of functions that
vanish at x: In that case (Vx)
? is the one dimensional space spanned by kx: Hence
the orthogonal projection, P?x , of some v 2 H into (Vx)? is given by P?x (v) =
< v;ckx >ckx. The projection PV equals I   P?x : Hence
v = (v  < v;ckx >ckx)+ < v;ckx >ckx
is the decomposition of v 2 H2 with respect to the decomposition H = (Vx)?Vx.
Combining these observations with the previous proposition we have the following.
For w 2 X;w 6= x; the function hw; the reproducing kernel in the space Vx for the
point w, is given by
(4.1) hw() = PV kw() = kw() 
D
kw;ckxEckx():
Proposition 3 gave information about the size of functions in H: We now col-
lect similar information about their oscillation. It will be convenient to have the
notation, for any x;w 2 X;
(4.2) (x;w) = H(x;w) =
r
1 
Dckx;ckwE2:
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Proposition 6. Suppose x;w 2 X; f 2 H; kfk  1. If f(x) = 0 then
Re f(w)  H(x;w)kw(w)1=2: Furthermore there is a unique fext for which equality
holds,
fext = H(z; w)
 1P?x ckw = H(z; w) 1 ckw   Dckw;ckxEckx :
Proof. Let V be the subspace of H consisting of functions that vanish at
x: By Proposition 3 the extremal value we seek is hw(w)= khwk where hw is the
reproducing kernel of the space V for evaluation at w: That proposition also ensures
that the unique extremal function is hw()= khwk :
The formula for hw is given in (4.1). In order to normalize h we compute
khwk2 =
kw   Dkw;ckxEckx2
= kkwk2   2Re
D
kw;
D
kw;ckxEckxE+ Dkw;ckxEckx2
= kkwk2  
Dkw;ckxE2
= kw(w)  jkw(x)j
2
kx (x)
= kw(w)

1 
Dckx;ckwE2 ;
Thus
khwk = kw(w)1=2
r
1 
Dckx;ckwE2
as required. 
We can also obtain estimates for jf(z)  f(w)j : Here is a specic result for the
Dirichlet space. Recall from formula 2.4 that the hyperbolic metric on the disk, ;
is related to the pseudohyperbolic metric ; by
(4.3) (z; w) = log

1 + (z; w)
1  (z; w)

:
Proposition 7. If f 2 D; kfk  1; z; w 2 D then
(4.4) jf(z)  f(w)j  (z; w)1=2:
Proof. Let ~D be the space of functions inD which vanish at the origin, normed
using the Dirichlet integral (1.8); kfk2~D = D(f): The reproducing kernels for ~D are
the functions h(z) =   log
 
1  z :
18 3. SPACES OF HOLOMORPHIC FUNCTIONS
Let kz and kw be reproducing kernels in D for z; w: and let hz; hw be the
corresponding kernels in ~D. For f 2 D; kfk  1 we have
jf(z)  f(w)j2  sup fjhf; kz   kwij : f 2 D; kfkD  1g2
 sup fjhf; kz   kwij : f 2 D; f(0) = 0; kfkD  1g2
 sup
n
jhf; hz   hwi ~Dj : f 2 ~D; kfk ~D  1
o2
= khz   hwk2~D
= hhz   hw; hz   hwi ~D(4.5)
=   log(1  jzj2)  log(1  jwj2) + 2 log j1  zwj
= (z; w)  2 log (1 + (z; w))(4.6)
 (z; w)
In passing from the rst line to the second we replace f(z) by f(z)   f(0) which
does not change the inner product and makes the norm of f smaller. In passing
to the third line the value of the inner product is again unchanged and the set of
candidate functions is expanded. The passage to (4.6) uses (2.3) and (4.3). 
Thus Dirichlet functions, as maps from the disk with its hyperbolic metric to the
plane with its Euclidean metric, are Hölder continuous of order 1=2: Although this
estimate is not good for nearby pairs of points, it is optimal when the points are far
from each other. We will see analogous results later for Besov spaces, for instance
Lemma 32, but the exponent in those estimates must be modied depending on
the space being considered.
4.2. Multipliers and Carleson Measures. Suppose H is a RKHS on the
space X. The elements of H are functions and hence we can multiply them by each
other or by other functions. We say that a function m dened on X is a multiplier
(of H or for H ) if pointwise multiplication by m; denoted as an operator by Mm;
maps H boundedly to itself; that is, if there is a C = C(m) so that for all h 2 H
(4.7) kMmhkH = kmhkH  C khkH :
Exercise 12. In fact (4.7) is a consequence of the supercially weaker hy-
pothesis that for all h 2 H; mh 2 H: (See Corollary appendix reference 
.)
Let Mult(H) be the space of all multipliers of H. For m 2 Mult(H) let kmk =
kmkMult(H) = kMmkoperator. With this norm Mult(H) is a commutative Banach
algebra and understanding this algebra is an important part of understanding H:
Exercise 13 (Smooth functions are multipliers). Show that multiplication by
the monomial zj is a bounded operator on D, on H2; and on A2: In each case,
estimate the norm of the operator as a function of j: Using those estimates show that
if m 2 Hol(D) then multiplication by m(z) is a bounded operator on each of those
spaces. Furthermore m is the limit in multiplier norm of polynomial multipliers.
If m 2 Mult(H) then the action of Mm; the adjoint of the multiplication oper-
ator, on kernel functions takes a very simple form.
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Proposition 8. Let H be a RKHS on X. For  2 X; let kH; be the associated
kernel function. For m 2 Mult(H) we have
Mmk(z) = m()k :
Proof. We select ; z 2 X and compute
Mmk(z) = hMmk ; kzi
= hk ;Mmkzi
= hk ;mkzi
= hmkz; ki
= m()kz ()
= m()k(z);
the last step using (1.7). 
Corollary 1. Multipliers are bounded functions. More precisely, supX jm()j =
km()k1  kMk :
Proof. We just saw that the kernel function k is an eigenvector of M with
eigenvalue m(): Hence
m()  kMk = kMk : Taking the supremum over  2 D
gives the conclusion. 
Proposition 9. Suppose H is a RKHS and H is the distance function given
by (4.2). For z; w 2 X and m 2 Mult(H); kmk  1; if m(z) = 0 then jm(w)j 
H(z; w):
Proof. Let k^w be the normalized reproducing kernel for w: Because kmk  1
the vectormk^w has norm at most one. Also,mk^w(z) = 0: Thusmk^w is a competitor
in the extremal problem described in Proposition 6. Hence, from the conclusion of
that proposition we have
m(w)k^w (w)  kw (w)1=2 H(z; w): This gives what we
want. 
This estimate is sharp for some choices of H and not sharp for others. We will
nd out more about that in Chapter 6 when we consider the Pick property.
For specic H it can be easy or di¢ cult to nd a description of Mult(H); the
details depend on the particular space. With that in mind we now narrow our focus
from general RKHS H to the three specic choices H = D; H2; and A2:
For those H; k1kH = 1 and hence there is a contractive inclusion of the multi-
pliers into H
kmkH  kmkMult(H) :
In particular, the multipliers are holomorphic. Thus, taking into account Corollary
1, the multiplier algebras are contractively contained in H1; for all m 2 Mult(H);
kmkH1  kmkMult(H) :
For the Bergman space that is the full story; Mult(A2) = H1: By the previous
Corollary Mult(A2)  H1; the other inclusion follows from (3.1).
For the Hardy space the answer is the same;Mult(H2) = H1; but the argument
is more subtle. It is not transparent from the denition (2.1) that every m 2 H1
is a multiplier. One route to showing m is a multiplier is to develop the boundary
value theory for the spaces H2 and H1: We mentioned that the map of f to f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takes H2 to a closed subspace of L2 of the circle. The same map also takes H1 to a
closed subspace of L1 of the circle. Furthermore, the boundary values work out as
expected; if f 2 H2 and m 2 H1 then (mf) (ei) = f(ei)m(ei) a:e: d: One
can then detect if m is a multiplier on H2 by checking that m is a multiplier of the
space of boundary values of H2 functions. That holds because multiplication by
bounded functions takes L2(T) to itself, and because the product of two functions
with Fourier series of power series type is another such function. Note that this
argument uses the fact that, just as with the Bergman space, the Hardy space can
be realized as a closed subspace of a Lebesgue space, and its multiplier operators
are the restrictions to that subspace of multiplication operators on the larger space.
The Dirichlet space cannot be realized that way (Corollary 26) and we will see in
a moment that Mult(D) is not all of H1:
An alternative path to showing that every m 2 H1 is a multiplier for H2
involves Carleson measures. For any Hilbert space of Borel measurable functions
on the disk, H; we say that a positive measure d on the disk is a Carleson measure
for H; d 2 CM(H); if there is a C = C() so that for all h 2 H
(4.8)
Z Z
D
jhj2 d  C2 khk2H :
That is, the natural inclusion map of H to L2 (d) has norm at most C. The norm
of the inclusion map, the inmum of all such C; is the Carleson imbedding constant
of ; kkCM(H) :
Suppose now that we want to show that m 2 H1 is a multiplier of H2: Select
f 2 H2; By Exercise 12 we need to show that mf 2 H2: By (2.2) we want to show
(4.9) jm(0)f(0)j2 +
Z Z
D
(mf)0 (z)2 (1  jzj2)dxdy <1:
The constant term causes no problem. Using (mf)0 = mf 0 +m0f we can estimate
the main term by estimating two pieces. For the rst note using (2.2) that if
m 2 H1; and f 2 H2 then R RD jm(z)j2jf 0(z)j2(1 jzj2)dxdy <1: Hence, to verify
(4.9) it remains to show that for some C(m) <1;
(4.10)
Z Z
D
jf(z)j2 jm0(z)j2 (1  jzj2)dxdy  C(m)2 kfk2 :
That is, we need to know dm = jm0(z)j2 (1  jzj2)dxdy 2 CM(H2):
Proposition 10. m 2 Mult(H2) if and only ifm 2 H1 and dm = jm0(z)j2 (1 
jzj2)dxdy 2 CM(H2):
Proof. The previous discussion shows that such m are multipliers. In the
other direction we know from Corollary 1 that the multipliers are bounded. Finally,
if m 2 Mult(H2) and f 2 H2 then, taking note of (2.2) we have
kfkH2 & kmfkH2 &
(mf)0
L2(D;((1 jzj2)dxdy)
& km0f +mf 0kL2(D;((1 jzj2)dxdy)
&

km0fkL2(D;((1 jzj2)dxdy)   kmf 0kL2(D;((1 jzj2)dxdy)

&

km0fkL2(D;((1 jzj2)dxdy)   kmk1 kfkH2

:
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Because we know m is bounded this establishes that jm0(z)j2 (1   jzj2)dxdy 2
CM(H2); 
Of course this is not satisfying without more insight into the condition dm 2
CM(H2). That condition is a subtle one. However it is known to hold for bounded
functions (and some unbounded ones). The proof that Mult(H2) = H1 is com-
pleted with the non-trivial
Theorem 1. If m 2 H1 then dm = jm0(z)j2 (1  jzj2)dxdy 2 CM(H2).
We will discuss that theorem in Section 7.
Corollary 2. Mult(H2) = H1:
On the other hand, it is not true that H1 = Mult(D). In fact we saw at (1.9)
that H1 is not even contained in D which contains Mult(D). However we will see
several results similar to Proposition 10; a function is a multiplier if and only if
it is bounded and certain derivatives generate Carleson measures. In particular,
the argument that led to that proposition applies essentially unchanged for the
Dirichlet space.
Proposition 11. m 2 Mult(D) if and only if m 2 H1 and
dm = jm0(z)j2 dxdy 2 CM(D):
That Carleson measure condition on m will be of interest later even if m is not
bounded and so we introduce a notation for it. We say that h 2 Hol (D) is in X if
(4.11) dh = dh;Dir = jh0(z)j2 dxdy 2 CM(D);
in which case we set khkX = kdhkCM(D) :
In Chapter 4 we give the classical characterizations of Carleson measures for
H2 and for D.
4.3. The Distance Function. If H is a RKHS on X then the function 
dened in (4.2) is, in fact, a metric on X; and that metric is closely related to
the function theory of H: We saw this in Proposition 6 and Proposition 9, and we
will see other examples later. Here we collect some basic facts about : Further
discussion of  is in [ARSW11a] and [Roc14].
If H is the Hardy space then H has a familiar description;
H(z; w) = H2(z; w) =
s
1  (1  jzj
2
)(1  jwj2)
j1  zwj2 :
In view of (2.1) and (2.3) we conclude that  is the pseudohyperbolic distance ;
that is
(4.12) H2(z; w) =
 z   w1  zw
 = (z; w):
For a general H; the function H (; ) from (4.2) clearly satises 0  H  1:
In fact H is always a distance function. It is clearly positive semidenite and
symmetric. The triangle inequality can be veried by an elementary argument
([AgMc, pg 128]). Alternatively, the triangle inequality is a corollary of the rst
equality in the next proposition:
Fix z; w 2 X. Let Pz and Pw be the self adjoint projections onto the span of kz
and kw The quantity (z; w) measures how close these two are to being the same.
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Let P?z and P
?
w be the corresponding complementary projections. For a linear
operator L we denote the operator norm by kLk : If L is a nite rank self adjoint
operator then it will have real eigenvalues figni=1 : In that case we can evaluate
the norm of the operator and its trace by
kLk = sup fjijg and Trace (L) =
X
i:
Proposition 12 (Coburn [Cob07]).
(z; w) = kPz   Pwk
=
P?z Pw = PzP?w 
=
q
1  kPzPwk2:
Proof. For the rst equality, note that Pz and Pw are rank one self adjoint
projections, and thus each has trace 1. Hence the di¤erence, Pz Pw; is a rank two
self adjoint operator with trace zero. Such an operator must have two eigenvalues,
 for some   0: We will be nished if we show 2(z; w)2 = 22: We compute
22 = Trace((Pz   Pw)2)
= Trace (Pz + Pw   PzPw   PwPz)
= 2  Trace (PzPw)  Trace (PwPz)
= 2  2Trace (PzPw) :
The rst line comes from putting Pz Pw in diagonal form, squaring, and summing
the diagonal elements. The last line used the fact that for any A;B; Trace (AB) =
Trace (BA) :
We now compute Trace (PzPw) : Let V be the span of kz and kw: PzPw maps V
to V and is identically zero on V ?; hence we can evaluate the trace while regarding
PzPw as an operator on V: We do that by picking an orthonormal basis for V; and
summing the diagonal elements of the matrix representation of V with respect to
that basis. We select the basis ckw and j where j is any unit vector in V orthogonal
to kw: Noting that Pwckw = ckw and Pwj = 0 we compute
Trace (PzPw) =
D
PzPwckw;ckwE+ hPzPwj; ji
=
D
Pzckw;ckwE
=
DDckw; bkzE bkz;ckwE
=
Dckw; bkzE2 :
which is what we needed.
The other equalities are obtained by straightforward computation of the norms
of rank one operators. 
Using  will help display and emphasize formal similarities between the Hardy
space and the Dirichlet space. However the two distance functions have very dif-
ferent behavior. Near any point each is comparable to a constant multiple of the
Euclidean distance. However the constants of comparability depend on both the
point and on which Hilbert space is considered. At large scales the two metrics
behave quite di¤erently from each other. The next exercise develops that point.
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Exercise 14. (1) For "; "0 small and positive and k > 1; nd the ap-
proximate value of H2(0; 1   "); of H2(1   "; 1   "0); and of H2(1  
"; (1  ") ei"0):
(2) At what rate should "n ! 0 to ensure that the sequence of distances of
H2(1  "n; 1  "n+1) remains bounded away from 0 and 1?
(3) Answer the same two questions for D:
In Chapter 7 we study interpolating sequences. One important property of
those sequences is that their points are separated. The function  gives a natural
way to make this precise. Given a RKHS H of holomorphic functions on the disk;
we will say that a sequence of points Z = fzng1n=1  D is separated (relative to H)
if
(4.13) 9" > 0 such that 8z; w 2 Z, z 6= w we have H(z; w) > ":
For the Hardy space this condition states that there is a lower bound on the
hyperbolic distance between the points. That formulation, together with some
knowledge of hyperbolic geometry, gives an informal understanding of the condition.
The metric D however is less familiar and is very di¤erent from H2 and an intuitive
understanding of the condition (4.13) for the Dirichlet space is less clear. However,
again, there is a formulation in terms of the hyperbolic geometry of the disk, without
reference to D. That formulation is, perhaps, more intuitive.
Recall that ; dened in (2.4), is the hyperbolic metric on the disk.
Proposition 13 ([MaSu]). Given Z = fxng1n=1  D, Z satises (4.13) for
H = D if and only if it satises the following condition:
(4.14) 9C > 0 such that 8z; w 2 Z; z 6= w;we have (0; z)  C(z; w):
Remark 1. In this proof, as in many proofs in this area, the points far from the
boundary is relatively easy to deal with by straightforward, though perhaps awkward
looking, standard approximations. Although those cases are necessary for the proof,
they are side issues conceptually, and are frequently left to the reader. The analysis
for points near the boundary is the conceptual heart of the proof.
Proof. Pick and x z; w 2 D, set  = j
D
k^z; k^w
E
j2 and  = (z; w): Recalling
the denitions we see that we want to show the following. There is a constant  > 0
so that
(4.15)  < 1  
if and only if (4.14) holds. That condition is that there is a constant C so that
(4.16) log

1 + jzj
1  jzj

 C log

1 + 
1  

:
It will be convenient to work instead with the condition that there is a C 0 so that
(4.17) log
 
1
1  jzj2
!
 C 0 log

1
1  2

:
Exercise 15. Show (4.16) and (4.17) are equivalent. Outline: If  is near one
then terms involving log(1 + ) and log(1 + jzj) can be absorbed. If  is small then
so is jzj and the rst order Taylor expansion of log(1 + x) can be used.
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We now follow the proof of Lemma 19 of [MaSu] to show that (4.15) and
(4.17) are equivalent. First suppose (4.15) holds. Using (4.15) and the fact that
2ab  a2 + b2 we have
2 log
1
j1  zwj  2
log 11  zw
  2
(1  )2 log 11  jzj2

1=2 log 11  jwj2

1=2
 (1  )2 log 1
1  jzj2 + log
1
1  jwj2 :
Hence, doing a small bit of algebra and invoking (2.3), we obtain
log
 
1  2  h(1  )2   1i log 1
1  jzj2
!
:
Noting that (1  )2   1 < 0; this gives (4.17).
Suppose now that (4.17) holds and, without loss of generality, that jwj  jzj.
Using (4.17) and (2.3) we nd that
(4.18) log
1
j1  zwj2   log
1
1  jzj2 + log
1
1  jwj2
where  = 1  1=C 0: Note that if (4.17) holds then it also holds for any larger C 0.
Hence we can assume C 0 > 1 and thus 0 <  < 1:
Next note that if 0  a  b  (2  ) a then
(4.19) b+ a   (2  ) a+ a =  1 + 2  2 a   1 + 2  2 a1=2b1=2:
Thus, if
(4.20) log
1
1  jzj2  (2  ) log
1
1  jwj2
then we can use (4.18) and (4.20) in inequality (4.19) and obtain, in that case,
(4.21) log
1
j1  zwj2  2

1
2
+   
2
2
 
log
1
1  jzj2
!1=2 
log
1
1  jwj2
!1=2
:
If (4.20) fails then we have
log
1
j1  zwj  log
1
1  jzj jwj  log
1
1  jwj


1
2  
1=2 
log
1
1  jzj2
!1=2 
log
1
1  jwj2
!1=2
:
Thus, in either case we have
log
1
j1  zwj  
 
log
1
1  jzj2
!1=2 
log
1
1  jwj2
!1=2
for some  < 1: That is ReDk^z; k^wE  :
Furthermore ImDk^z; k^wE  
2
log(1  jzj2)1=2 log(1  jwj2)1=2 :
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If both jzj and jwj are close to 1 then these two estimates combine to give the
desired
(4.22)
Dk^z; k^wE2  0:
with 0 < 1: It remains to deal with the possibility that one of z; w is not near the
boundary; suppose z is not. For each such z we have, for elementary reasons, that,
for all allowable choices of w; j
D
k^z; k^w
E
j2  (z) < 1: Also, there are only nitely
many z in this category. Hence we get the desired control using the maximum of
(z) over such z: 
5. Related Spaces
The topics we discuss here and variations on them are also studied for many
other function spaces, including many with various similarities to the Dirichlet
space. Some of those spaces will be studied later in this volume; others will not
be mentioned again. We list some of them briey here. It is useful to be aware of
them as we move forward.
As we do this we will be casual about details such as the existence of boundary
value functions.
5.1. Other Planar Domains. One can dene a Bergman space or Dirichlet
space or Hardy space associated with a general domain in the plane. The Bergman
space of the halfplane and the Hardy space of the halfplane are both frequently
studied. However even at this step problems appear. For instance, there are two
di¤erent spaces with good claims to be the Hardy space of the halfplane and both
are studied [Hof, Chapters 5, 8].
Most of the topics we have discussed have analogs for these more general spaces.
When the geometry is simple and the boundary is tame, using a conformal map to
transport results to and from function spaces on the disk is valuable, but need not
be decisive. When the domain or its boundary is complicated, those complications
become basic objects of study.
5.2. The Dirichlet, Hardy, Bergman Family. The denitions of the Dirich-
let, Hardy, and Bergman space make it clear that D  H2  A2; and the den-
itions also suggest a natural scale of spaces containing all three. Specically, for
 1 <  <1; consider the scale of Hilbert spaces D of holomorphic functions on
the disk, f(z) =
P
anz
n; normed by
(5.1) kfk2D =
1X
0
(n+ 1) janj2 <1:
Thus D, H2; and A2 correspond to  = 1; 0 and  1 respectively. Following the
pattern used in analysis of the Dirichlet space, and recalling the binomial theorem
for general powers, we nd that the reproducing kernels for the spaces D;  < 1;
are given by
kD;(z) = c(1  z)1 
The parameter values  = 1 and  = 0 correspond to sharp changes in the
properties of functions in the spaces. The change in boundary behavior is one
example. For  > 1; functions in the function spaces D extend to continuous
functions on the closed disk. This is not true for the Dirichlet space which contains,
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for instance, f(z) = (log(1  z))1=3 : The spaces D for the range 1 <  < 0 are
sometimes called generalized Dirichlet spaces. They are each contained in H2 and
hence functions in those spaces have radial boundary values almost everywhere. (In
fact, more is true, depending on , [Two02], [Two10].) The spaces D for  < 0
are the generalized Bergman spaces; functions in them need not have limits along
any radius.
The spaces D; H2; and A2 have equivalent norms given by (1.10), (2.2), and
(3.2). In fact there is an alternative approach to the full family of D spaces which
focuses on integral formulas rather than Taylor coe¢ cients. Those formulas are
also a starting point for describing the Besov spaces, which we mention next.
5.3. Besov Spaces . We have focused on Hilbert spaces of functions. How-
ever, many of the topics considered are equally natural for Banach spaces of func-
tions. For instance, many questions studied for the Hardy space H2 are also con-
sidered for the more general Hardy spaces, Hp; 1 < p < 1; described in Chapter
3.
The Besov spaces, Bp; 1 < p < 1; are a family of spaces which contains the
Dirichlet space, B2 = D. A function, f 2 Hol (D) ; is in the Besov spaceBp = Bp (D)
if
(5.2a) kfkpBp = jf(0)j
p
+
1

Z Z (1  jzj2)f 0(z)p dxdy
(1  jzj2)2 <1:
That norm can be written more compactly and more informatively using the in-
variant gradient ~r dened in (4.1) and the invariant area element d dened in
(2.7):
(5.3) kfkpBp = jf(0)j
p
+ c
Z Z
j ~rf(z)jpd <1:
The Bloch space B1 is a limiting case of the Besov spaces; f 2 B1 exactly if
(5.4a) kfkBloch = jf(0)j+ sup
D
j ~rf(z)j = jf(0)j+
 ~rf
1
<1:
These spaces also carry a variety of alternative norming functionals. For in-
stance, if 1 < p <1 and m is a positive integer then kkm;Bp dened by
(5.5) kfkpm;Bp = jf(0)jp +
1

Z Z (1  jzj2)mf (m)(z)p dxdy
(1  jzj2)2 :
is an equivalent norm for Bp: The Besov spaces Bp (D) are presented in detail in
[Zhu90].
Many of the topics we discuss for the Dirichlet space are also studied for the
spaces Bp(D); 1 < p <1: However we will not do that now because we are focusing
on Hilbert space questions and techniques. In later sections however we will consider
Besov spaces of functions of n variables, Bp (Bn) ; for the full range 1 < p < 1:
The spaces Bp (Bn) are discussed systematically in [Zhu05] , [ZZ].
5.4. The Containing Sobolev Space. The theory of the Hardy space H2
on the circle is closely entwined with the theory of the Lebesgue space L2: In fact,
we have a decomposition L2 = H2  H20 where the second term is the space of
complex conjugates of H2 functions of mean value 0: Using this, L2 can be realized
as the space of boundary values of a space of harmonic functions in the disk, each
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such harmonic function being the sum of a holomorphic with H2 boundary values
and the complex conjugate of such a function.
Similarly, the Dirichlet space D sits inside the Sobolev space W1=2;2(T); the
space of functions on the boundary that has a decomposition W1=2;2(T) = DD0:
(The notation is for having 1=2 derivative in L2 (T) :) The harmonic extensions
of these functions to the disk have square integrable gradients and form a subset
of the Hilbert space W1;2(D) which consists of functions with one derivative in
L2(D): Both the space of functionsW1=2;2(T) and the associated space of harmonic
functions on the disk are sometimes called "the Dirichlet space" and they arise quite
naturally in contexts unrelated to what we discuss here, for example in [NaSu].
are these paragraphs correct? 
5.5. Several Complex Variables. Given a domain 
  Cn; one can study
various spaces of functions contained in Hol(
): In particular, the Bergman space,
dened as L2 (
; dV ) \ Hol(
);and its kernel function, the Bergman kernel, are
basic tools in the study of the relation between the geometry of 
 and the function
theory of 
, [Kra13].
5.6. The SegalBargmann space. The SegalBargmann space (a.k.a. Bargmann
space, Fock space) is the space of entire functions whose modulus is square inte-
grable with respect to the standard Gaussian density; f such thatZ
C
jf(z)j2 e jzj2=2dA <1:
In interesting counterpoint to the other spaces of holomorphic functions we mention,
the multiplier algebra of this space is one dimensional.
There are also variants with a rescaled version of the density, and there are
analogous spaces of functions on Cn:
5.7. RKHS with a CPP. The Hardy and Dirichlet spaces are RKHS which
have the complete Pick property, CPP, that is, they have complete Pick kernels
(CPK ); and that underpins some of the close analogies between results for the two
spaces. The study of spaces with this property is an active research area; a picture
of the area as 2002 is in [AgMc].
We will dene and discuss the CPP in Chapter 6. For the moment we just
mention some other spaces that share this property.
The spaces D0 and D1 in the notation of Section 5.2 are the Hardy and Dirichlet
space respectively. Both of these spaces have the the CPP as do the spaces D for
0 <  < 1: The other D do not. A class of spaces related to this scale is considered
in [APMRS].
The weighted Dirichlet spaces of the next section have complete Pick kernels.
For n = 1; 2; ::: the Drury-Arveson space, DAn; (also, sometimes, H2n; and, in
Chapter 17, B1=22 (Bn)) are the spaces with reproducing kernels
k(z) =
1
1  hz; i ;  2 B
n:
The value n =1 is allowed, with C1 being interpreted as `2(C): The reproducing
kernel for DA1 is the same as the reproducing kernel of H2 and hence the two
spaces are the same; however for n > 1; DAn is not the space traditionally called
the "Hardy space" in n variables.
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The space DAn has a CPK and, in fact, the spaces DAn have a central place
in the theory of spaces with the CPP; and DA1, which contains all the others,
has a particularly distinguished position [AgMc]. However because DA1 is a
space of holomorphic functions on an innite dimensional domain it is the least
well understood.
We should not leave the impression that the theory of spaces with a CPK only
involves spaces of holomorphic functions. The rst order Sobolev space on [0; 1] ;
the space of functions f dened on [0; 1] with
kfk2 =
Z 1
0
jf(x)j2 dx+
Z 1
0
jf 0(x)j2 dx <1;
also has a CPK. Another example with functions that are not holomorphic is the
"diameter space" of [ARS07]; another is the space on functions on a dyadic tree
with kernel function d(x^y),  > 1 discussed in [ARS10].
5.8. Weighted Dirichlet Spaces. For a positive superharmonic function U
on D, D(U); the weighted Dirichlet space, or Dirichlet type space, with weight U;
is the Hilbert space of holomorphic functions on the disk for which
(5.6) kfk2WD(U) = kfk2H2 +
Z Z
D
jf 0j2 U(z)dxdy <1:
By convention D(0) = H2:
Any such U can be written as
U() = U;() =
Z Z
D
log
1  z   z
2 d(z)1  jzj2 +
Z
T
1  jj2
j   zj2 d(z);
with  and  nonnegative measures, the rst supported on the open disk, the second
on the unit circle.
The choice U(z) = (1  jzj2) for 0 <  < 1 gives the spaces D1  of (5.2).
Exercise 16. Compute, or look up, the formula for the Laplacian in polar
coordinates and check that this U is superharmonic.
These weighted Dirichlet spaces play an important role in characterizing two-
isometries, see Section 3.1. Also, it is a theorem of Shimoran [Shi02] that each
of these spaces have a CPK, the rst step of his proof is in Section 4.2. Further
information about those spaces is in [EKMR14].
5.9. Spaces on Trees. We will study function spaces on trees, both for their
intrinsic interest and as tools and models for studying spaces of holomorphic func-
tions. The tree spaces are considered systematically in Chapters 5 and 16 and used
is several other sections.
5.10. Real Variable Analogs. When studying spaces of holomorphic func-
tions there are powerful tools from function theory such as the Cauchy-Riemann
equations and power series representations, and those tools can produce results
of great subtlety. Inspired by such results, one can look for hypotheses weaker
than holomorphy which still allow results of comparable delicacy. The function
spaces developed in such programs are sometimes called "real variable versions";
the thought being that tools based on holomorphy are being replaced by "real
variable techniques".
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For example, instead of the Bergman space, the subspace of L2 (D) consisting of
holomorphic functions, we could consider the harmonic Bergman space consisting
of the harmonic functions in L2 (D) as in [ABR]. The harmonic Dirichlet space,
the space W1=2;2(T) mentioned a moment ago, is another example. In both cases
the size and smoothness constraints dening the space are kept, the requirement
of interior holomorphy, or of having a boundary function of power series type, is
dropped. The "real variable Besov spaces" introduced and studied in Section 4.2
are another example. Those spaces contain functions which are not holomorphic,
but in many ways behave similarly to the holomorphic functions in the classical
Besov spaces.
The spaces just mentioned are still spaces of smooth functions. However, one
can go in a di¤erent direction. In the spaces of functions on trees which we con-
sider systematically in Chapter 5 and later in Chapter 16, the functions have no
smoothness. What is retained is local geometric data (the tree structure) and local
oscillation data (the values of the tree functions at the tree vertices are proxies
for normalized derivatives.). However, we will see that those spaces mimic many
properties of spaces of holomophic functions.
One of the triumphs of real variable techniques has been the development of a
theory of "real variable Hardy spaces". The Hardy spaces, discussed in the next
chapter, are subspaces of the Lebesgue spaces of the circle. Functions in the Hardy
spaces have subtle properties not shared by general Lebesgue space functions; for
example, a Hardy space function whose boundary function vanishes on a set of
positive measure must vanish identically, Corollary 3. Classical Hardy space theory
was strongly tied to the realization of Hardy space functions as boundary values
of holomorphic functions. Over years, the reasons for the more subtle behavior
of those functions were isolated and became the basis of the modern real variable
Hardy space theory which is a powerful tool in many contexts completely unrelated
to holomorphy. The early evolution of the modern theory can be seen in [Fef74]
and [CW], both are dated but very readable; a mature version is presented in
[Stei93].
6. Notes and Comments
The foundations of the modern theory of reproducing kernel Hilbert spaces are
[Ber] and [Aro]. There is also related earlier work by those authors and by others,
for instance [Zar], [Mer], [Boc], as well as work by M. M. Djrbashian discussed
in the introduction of [DjSh]. We do not know enough to give a detailed account
of the history. More information is in [DjSh], [Sai], [AgMc]. [?] and the works
referenced there.
A great deal of material about the Dirichlet space is in the book [EKMR14].
Surveys about the Dirichlet space include [Wu98], [Ross], [ARSW11b], and
[Lev].
The theory of the Hardy space is presented in many books, we list several at
the end of the next chapter.
The Bergman space has a small role in our story; mainly as an example of things
behaving di¤erently. The theory of the Bergman space on the disk is considered
in depth in [Zhu90], [HKZ] and [DjSh]. The Bergman spaces on the ball, which
appear in our later chapters, is discussed in [Zhu05] and [ZZ].
More information about  is in [ARSW11a].

CHAPTER 4
Intermezzo: Hardy Spaces
The theory of the Hardy space is a fundamental part of the his-
torical and conceptual landscape for the topics in this book. In
this chapter we review that theory. We o¤er only a few proofs or
proof outlines. We focus on topics which we will consider for the
Dirichlet space.
For 1  p  1, dene the Hardy space Hp to be the Banach space of functions,
f; which are holomorphic on the unit disk and for which the norm given by
kfkHp = sup
0<r<1
Z 2
0
f(rei)p d1=p , 1  p <1
kfkH1= sup fjf(z)j : z 2 Dg ; p =1;
is nite. (The same denition also denes the Hardy spaces Hp; 0 < p < 1: Those
are quasi-Banach space but not Banach spaces.) Direct computation shows that
a function f(z) =
P
akz
k; which is holomorphic in the disk, is in H2 if and only
if kfk2H2 =
P jakj2 < 1; thus recapturing our earlier denition of H2:If p 6= 2
the spaces are not Hilbert spaces and there there is no simple relationship between
membership in the space and the size of the Taylor coe¢ cients fang :
1. Boundary Values and Fourier Series
Functions in the Hp spaces need not extend continuously to the closed disk; for
example, f(z) = log (1  z) is in Hp for p  1: However, as mentioned earlier for
H2; these functions do have boundary values in a certain sense. For 1  p  1;
any f 2 Hp has radial boundary limits a:e: d on the unit circle and those limits
dene the boundary function f ,
(1.1) f(ei) = lim
r!1
f(rei) a:e: d:
The same boundary limit function is also obtained using nontangential convergence.
That is, for xed  > 1; recalling the denition  (; ei) in Section 6, we have
(1.2) f(ei) = lim
z!ei
z2 (;ei)
f(z) a:e: d:
The map of f to f is an isometric map of Hp to a closed subspace of the
Lebesgue space Lp(T) and it is common to identify the holomorphic function on
the disk with the corresponding boundary function on the circle, to use the same
notation for both, i.e. f = f; and to call the subspace of Lp obtained this way
Hp. In particular In particular, for f 2 Hp we have f 2 Lp and
(1.3) kfkpHp =
Z
T
f(ei)p d
2
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Any G 2 L1(T) can be represented by a Fourier series
(1.4) G(ei) 
1X
k= 1
G^(k)eik:
There is then an associated function PG; the Poisson extension of G; a harmonic
function on the disk, which has boundary function (PG) in the sense of (1.1) and
with (PG) = G a:e: For G as in (1.4), PG is given by the Poisson integral formula
(5.4): Alternatively, PG can be obtained from directly (1.4). The two formulae are
PG(rei) = 1
2
Z 2
0
G(ei)
1  r2
jrei   eij2
d(1.5)
=
1X
k= 1
G^(k)rjkjeik:
If G 2 L1 then the integral converges absolutely and uniformly on compact
subsets of the disk, the series does the same, and the two limits are the same
harmonic function. Of course, if G is smooth then PG is the solution of the Dirichlet
problem described in Section 5.
If the Fourier series of G is of power series type, that is, G^(k) = 0 for all k < 0;
then PG given by (1.5) will be a power series which converges in the open disk to
a holomorphic function,
PG(z) =
1X
k=0
G^(k)zk:
Furthermore, if G is also in Lp; 1  p  1; then PG 2 Hp: Thus, in terms
of boundary functions, Hp is the subspace of Lp consisting of functions having
Fourier series of power series type.
If the functions involved are smooth, for instance if G is a trigonometric poly-
nomial, then what we have just said is elementary. However, there are subtleties in
the general case, as is suggested by the following example. The function
(1.6) f(z) =
1 + z
1  z
is not in the Hp spaces just dened but it is in the analogously dened Hp spaces
for 0 < p < 1. When we study its boundary values we nd that, except for  = 0;
we have
Re f(ei) = Re lim
r!1
f(rei) = 0:
Thus, for this function, the scheme of passing from f to (Pf) and then back to f
fails. This suggests, correctly, that when working with general functions there are
important technical details to be lled in and pitfalls to be avoided.
2. Zero Sets
Suppose Z = fzng1n=1 is a sequence in D which may include repetitions. We
dene the Blaschke product associated with the sequence Z to be the product
(2.1) BZ(z) =
Y
n
jznj
zn
zn   z
1  znz :
By convention, the factors on the right are taken to be z if zn = 0:
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Each factor is holomorphic on the closed disk, has modulus identically one on
the boundary circle, has modulus strictly less than one on the open disk, and has a
single zero in the disk. Hence on D this innite product either diverges identically
to zero or converges to a holomorphic function whose only zeros are the points of Z;
with multiplicity taken into account. We can nd out which case occurs by testing
convergence at some point not in Z. Suppose z = 0 is such a point, the general
case being easily reduced to this. We nd BZ(0) =
Q
n jznj and thus the necessary
and su¢ cient condition for convergence to a nontrivial product is that
Q
n jznj > 0:
However, it is customary to present the condition in terms of a sum. BZ will be a
holomorphic function on the disk, bounded by one in modulus, and with zero set
exactly Z; if and only if Z satises the Blaschke condition
(2.2)
X
n
(1  jznj2) <1:
Except in trivial cases, B(z) is not holomorphic on the closed disk; however it is of
modulus one on the boundary, at least in the extended sense:
(2.3) jBZ
 
ei
 j = 1 a:e: d:
Further, it is a consequence of Jensens formula that the zero set, Z; of a
function f in any Hp must satisfy (2.2). In that case, the previous construction
gives a function, BZ ; which will have the same zero set as f: Thus f(z) = BZ(z)h(z);
where h is holomorphic in the disk and zero free. It is also true, as suggested by that
equality and (2.3), that h 2 Hp and its boundary values satisfy f = h a:e::
Because h is zero free it has a holomorphic logarithm which satises Re log h =
log
f : The analysis of that logarithm is a fundamental tool in the study of f ; in
particular, it is one of the foundations of the factorization theorem we now describe.
3. The Factorization Theorem
We have dened Blaschke products. We now introduce the two additional
classes of functions which are also used in the factorization theorem.
A function Q(z); holomorphic in the disk and in Hp for some p  1; is called
an outer function if it is determined by
Q through,
Q(z) =  exp

1
2
Z
T
ei + z
ei   z log
Q(ei) d
with  a unimodular constant. In the other direction, given h(ei)  0 with log h 2
L1 and h 2 Lp we have that
(3.1) R(z) = exp

1
2
Z
T
ei + z
ei   z log h(e
i)d

is an outer function in Hp which has
R = h a:e::
We say that a function, S(z), holomorphic on the disk, is a singular inner
function if it is zero free and satises
sup
z2D
jS (z)j  1 and lim
r!1
S(rei) = 1 a:e: d:
It can be shown that the singular inner functions are exactly those functions which
can be written as
(3.2) S(z) =  exp

 
Z
T
ei + z
ei   z d()

34 4. INTERMEZZO: HARDY SPACES
for unique choices of unimodular constant  and nonnegative measure  which is
singular with respect to d:
Any analytic function simultaneously in two of the three classes, Blaschke prod-
ucts, singular inner functions, and outer functions, is a constant.
It is sometimes convenient to work with the product of the Blaschke product
and the singular inner function
If (z) = Bf (z)Sf (z):
Any function which can be written in that form is called an inner function. The
particular function If is called the inner factor of f and the representation f =
IfOf is called the inner-outer factorization of f:
There is then the fundamental factorization theorem for Hp.
Theorem 2. Given f(z) in Hp for some p; 1  p  1; there is a Blaschke
product Bf (z); a singular inner function Sf (z); and an outer function Of (z) so
that
(3.3) f(z) = Bf (z)Sf (z)Of (z):
These functions are unique (up to placement of unimodular constant factors). BZ
is the Blaschke product with the same zero set as f ; the outer function is given by
(3.4) Of (z) = exp

1
2
Z
T
ei + z
ei   z log
f(ei) d :
Conversely, if u(ei) is an integrable real valued function on T with expu 2 Lp(d)
then
Of (z) = exp

1
2
Z
T
ei + z
ei   z u(e
i)d

is an outer function in Hp and for any inner function I(z) the product O(z)I(z) 2
Hp:
The theorem is sometimes called "Beurlings Factorization Theorem" but the
history is richer than that name suggests, see [Hof], [Gar].
Corollary 3. If f is in Hp for some p; 1  p  1; and f = 0 on a subset
of the circle T of positive measure, then f is the zero function.
The singular inner function can be dened by rewriting (3.3) to obtain Sf (z) =
f(z)=(Bf (z)Of (z)): Alternatively, a measure d = df can be dened intrinsically
so that Sf is given by (3.2).
The factor Bf carries the information about the zeros of f: Formula (3.4)
shows that Of is determined by the size of
f : The factor Sf is more subtle.
Singular inner functions have modulus bounded by one and have no zeros in the
disk. However,they tend to zero very strongly near boundary points in the support
of the measure : A model case is when  is the point mass at z = 1; then f is the
associated inner function,
jf(z)j = exp

 Re 1 + z
1  z

;
which tends strongly to 0 as z approaches 1 along the real axis.
One consequence of the factorization which we use later is:
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Proposition 14. Given f 2 H1 there are g1; g2 2 H2 with kfk1=2H1 = kg1kH2 =kg2kH2 and f = g1g2:
Proof. Start with the factorization of f; f = BSO. Next, note that O is
an exponential and hence has a holomorphic square root. Set g1 = BSO1=2 and
g2 = O
1=2 and check that everything works. 
4. The Shift Operator
The shift operator on H2; S = SH2 ; is the operator of multiplication by the
coordinate function, z; acting on the Hardy space. It has properties that are im-
possible for a linear operator on a nite dimensional space; it is isometric, i.e. for
all f; kSfk = kfk ; and yet it is not invertible (the constant function is not in the
range). Because S has this and other quintessentially innite dimensional behavior,
and because there are powerful function theoretic tools to study S; this operator
has become a fundamental example in operator theory.
A closed subspace V of H2 is called an invariant subspace for S if f 2 V
impliesSf 2 V: A fundamental question for any operator is to describe its nontrivial
invariant subspaces. An important particular case is describing the cyclic vectors
for the operator, those f for which [f ] ; the smallest invariant subspace containing
f; is all of H2:
We will say an inner function is normalized if its rst nonvanishing Taylor
coe¢ cient is positive.
In 1948 the invariant subspaces of S were described by Beurling in a funda-
mental paper [Beu48].
Theorem 3. The non-trivial invariant subspaces of the operator S acting on
H2 are exactly the subspaces of the form IH2 =

If : f 2 H2	 for inner functions
I: Di¤erent normalized inner functions give di¤erent invariant subspaces.
Given a non-zero f 2 H2; [f ] = IfH2: In particular, f is a cyclic vector for S
if and only if f is an outer function.
With this result in hand, many basic facts about the invariant subspaces of
S can be obtained easily. For instance, given the theorem, it is trivial that each
invariant subspace contains a bounded function. Also, it is not hard to see that the
intersection of two nontrivial invariant subspaces contains a third. These and other
properties of the invariant subspaces of S suggest natural questions for the operator
of multiplication by z acting on function spaces such as the Bergman space and the
Dirichlet space. We will develop that general theme a bit further in Chapter 11. In
Chapter 12 we will look systematically at the invariant subspaces of the operator
of multiplication by z acting on the Dirichlet space.
5. Carleson Measures
We dened Carleson measures for the Hardy space in Section 4.2 using the
inequality (4.8) and we saw there, Proposition 2, that the problem of describing
Carleson measures for H2 is closely related to describing the multipliers of H2: In
the next chapter we develop an intrinsic description of those measures; here we just
record the description. Recall that for an interval I in T, T (I); the tent over I is
dened in Section 7.2.
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Theorem 4 ([Car58]). A non-negative measure, ; on the open disk is a
Carleson measure for the Hardy space,  2 CM(H2); if and only if
sup

1
jIj (T (I)) : I an interval in T

<1:
Exercise 17. Show that class of measures described in the theorem would be
the same if we replaced the tents T (I) with the Carleson boxes CB(I) dened in
Section 7.2.
In Section 4.2 we dened Carleson measures for H2 by the requirement that,
with p = 2; there is a C > 0 such that
8h 2 Hp;
Z Z
D
jhjp d  Cp khkpHp :
We now expand that denition. For each p; 1  p <1; we dene Carleson measures
for Hp by requiring that there be a C > 0 such that the previous inequality hold
for that p:
Exercise 18. For 1  p < 1; the class of measures obtained this way is
independent of p:
6. Pick, Interpolation, Corona
Some basic questions in Hardy space theory ask about nding functions which
take assigned values at assigned points.
6.1. Pick-Nevanlinna. One classical result is:
Theorem 5 (Pick [Pic, 1916], Nevanlinna [Nev, 1919]). Given fzigni=1 and
fwigni=1 in D a necessary and su¢ cient condition for the existence of f 2 H1 with
kfk  1; and f(zi) = wi; i = 1; :::; n is that the matrix
1  wiwj
1  zizj
n
i;j=1
be positive denite.
The Hilbert space H2 is not mentioned in the theorem. However, it turns out
to be productive to view the theorem as being about both H2 and its algebra of
multipliers,Mult(H2) = H1: Given that viewpoint, it is natural to ask if analogous
results hold for other RKHS and their multiplier algebras. We will discuss that in
Chapter 6.
6.2. Interpolation. A related question is describing the sequences on which
the values of functions in H2; or in Mult(H2); can be freely specied, subject only
to a natural size constraint such as the fact that functions inMult(H2) are bounded.
Such sequences are called interpolating sequences.
Given Z = fzig1i=1  D, dene the measure dZ by
dZ =
X
kkzik 1H2 zi :
Associated to Z is the restriction map RZ = R which takes f in H2 to the function
Rf on Z which is dened by (Rf)(zi) = f(zi); i = 1; 2; ::: The sequence Z is
called an interpolating sequence for H2 if R maps H2 boundedly into and onto
`2 = `2 (Z; dZ) : The sequence is called an interpolating sequence for Mult(H2) if
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R maps Mult(H2) into and onto `1: However in this case, by Corollary 1, "into"
is automatic.
If R maps boundedly into `2 then, by unpacking the denitions, we see that
(6.1) dZ is a Carleson measure
for H2: Also, starting with Proposition 6 it is easy to see that for R to map onto `2Z ,
even if R is not known to be bounded, a necessary condition is that Z be separated,
that is, it satises (4.13);
(6.2) inf fH2(zi; zj) : i 6= ig > 0:
Exercise 19. Show that (6.2) is a necessary condition for interpolation. (Hint:
use the closed graph theorem and Proposition 6).
In Chapter 7 we show that these two necessary conditions are in fact su¢ cient
for Z to be an interpolating sequence for H2 or for Mult(H2) and, furthermore,
analogous results hold for D.
In Chapter 14 we consider certain Banach spaces of holomorphic functions of
several variables and their multiplier algebras, and also associated discrete model
spaces. A similar pattern holds in those cases; a separation condition together with
a Carleson measure condition is necessary and su¢ cient to characterize interpo-
lating sequences. However, although this pattern is common it is not ubiquitous
[Sei04].
6.3. Corona. Corona problems are questions about multiplier algebras. They
are related to interpolation questions both historically and through shared solution
techniques.
If H is a RKHS then Mult(H) is a commutative Banach algebra and it is
natural to ask about its algebraic structure. For instance, given f 2 Mult(H); how
can you tell if f is contained in a proper closed ideal? For H1; this question is
elementary, but even for two questions the analogous question, how do you know if
the set ffig2i=1 is contained in a proper closed ideal, is di¢ cult. A rephrasing of the
question is to ask what conditions su¢ ce to ensure that there are fgigni=1  H1
so that
P
figi = 1 and the question is traditionally formulated in terms of the
existence of the fgig : The condition
inf
z2D
X
jfi(z)j > 0
is necessary for the existence of fgig ; is it su¢ cient?
Exercise 20. Prove the condition is necessary.
The question of the existence of such fgig is called a Corona problem and
a resolution is a Corona theorem. The Corona theorem for H1 was proved by
Carleson in 1962 [Car62]. The ideas from Carlesons original proof, such as the
"corona construction" were, and continue to be, very inuential, but we will not
speak of them further. A later proof of the theorem focused on the solvability of
certain @ equations with Carleson measure data. That approach has evolved into
a exible general tool and we will see a version of it Chapter 17 where we prove
Corona theorems for certain spaces of functions on the ball.
Although we will not develop the ideas here, the same @ equations can be
used to give alternative approaches to some of the results we will present about
interpolation problems, for example in [Jon], [Xia], and [ABP].
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7. H1; BMO; Fe¤ermans Duality Theorem
For 1 < p < 1; the dual space of the Lebesgue space Lp(T) is Lp0(T), where
the conjugate index, p0; is dened by p 1 + p0 1 = 1. Because of the close relation
between the (boundary value)Hp spaces and the Lebesgue spaces, one might expect
a similar relationship for the Hardy space. In fact, that is the case and we briey
indicate why.
BecauseH2 is a closed subspace of L2; there is a bounded self-adjoint projection
P , mapping L2 toH2: This projection can be used to give an isometric identication
of the Banach space dual of H2 with H2. (A direct appeal to the fact that H2 is
a Hilbert space and thus self-dual would not shed light on the case p 6= 2:). The
core of the argument goes as follows. Suppose we are given a continuous linear
functional, L; on H2: By the Hahn-Banach theorem, there is a linear functional
~L on L2 which agrees with L on H2 and has the same norm as L: Hence, by the
duality results for Lebesgue spaces, there is a G 2 L2 with kGk = jj ~L jj and such
that
8f 2 H2; L(f) = ~L(f) = hf;GiL2 :
Because f is in H2; it is xed by the projection P: Also, for two functions in H2;
the L2 inner product and the H2 inner product are the same. Hence, recalling that
P is self adjoint, we continue with
L(f) = hf;GiL2 = hPf;GiL2 = hf; P GiL2 = hf; PGiL2 = hf; PGiH2 :
Setting g = PG; we see that every linear functional L on H2 is of the form
L(f) = Lg(f) = hf; giH2 ;
for some g 2 H2: Considering this equation as f varies over H2, one nds that
kLk  kgk : Considering the equation for f = g; one checks that kgk  kLk.
Combining these gives kgk = kLk ; as required. The converse is immediate and we
have an isometric identication of the dual space
 
H2

with the space H2:
A version of this argument holds for Hp for 1 < p < 1: We start with the
straightforward observation that, for trigonometric polynomials, the behavior of P
is the natural one;
P
 
NX
n= N
ane
in
!
=
NX
n=0
ane
in:
This shows that P maps the trigonometric polynomials, a dense subset of Lp, into
Lp: Next, we need a deeper fact, this densely dened P extends to be a bounded map
of Lp to itself which is the identity on Hp: Furthermore, the adjoint P  mapping
Lp
0
to itself is also given by P . When we now follow the argument of the previous
paragraph, two things change. First, the extension of the linear functional L is now
a linear functional ~L acting on Lp
0
: Second, the map P  = P acting on Lp
0
has
norm greater than one. Thus, when the details are lled in, this argument gives
an identication of the Banach spaces (Hp) and Hp
0
; but it is not an isometric
identication.
This approach fails when p = 1. It is true that (L1) = L1 but the operator P
does not extend to a bounded linear operator on L1; and the dual of H1 is not equal
to H1: However, the dual of H1 can be realized as a space of holomorphic functions
on the disk and is easily seen to be contained in H1; hence we have full access to the
correspondence between the holomorphic functions in the disk and their boundary
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values. Thus, functions in the dual space,
 
H1

; can be characterized either
in terms of their boundary values or in terms of the corresponding holomorphic
functions on the disk. We will o¤er both characterizations, their equivalence is one
of the fundamental results of the theory.
The condition on the boundary value function f 2 (H1) is that it be an
L1 function with Fourier series of analytic type, and that it have bounded mean
oscillation, which we now dene. Given an integrable function f dened on T and
given any interval I  T, we dene the mean of f on I; mI(f) by
mI(f) =
1
jIj
Z
I
f(ei)d:
For the same interval, we dene the oscillation of f about its mean, OscI (f) ; by
OscI (f) = mI (jf  mIf j) :(7.1)
=
1
jIj
Z
I
f(ei) mI(f) d
A function, f , is said to have bounded mean oscillation if the seminorm
(7.2a) kfkBMO = sup fOscJ (f) : J an interval in Tg
is nite. The space of all such functions is denoted BMO (or BMOA; for analytic
BMO, when one wants to restrict to those functions which are boundary values of
analytic functions.) Even though kkBMO is only a seminorm (or a norm on the
space of functions modulo constants), it is generally called the "BMO norm".
Theorem 6 ([Fef71]). (H1) = BMOA
This is a fundamental result in Hardy space theory. Informally the theorem
appears to say that any bounded linear functional L on H1 is given by a BMOA
function b through the formula
(7.3) L(f) = Lb(f) =
Z
f(ei)b(ei)d 8f 2 H1:
However, there is something subtle going on. Using (3.1) we see that, given G 2 L1;
G > 1; there is an f 2 H1 with jf j = G: Hence, for any unbounded b 2 BMOA
there is an f 2 H1 such that the integral in (7.3) is not absolutely convergent.
Thus, (7.3) is an oversimplication and some nontrivial details have been hidden.
In particular, this duality pairing is more subtle than that for the p > 1 which
involves absolutely convergent integrals. (However, in fairness, the standard proofs
that the operator P has a bounded extension to all of Lp also involves integrals
that do not converge absolutely.)
An equally basic part of the story is characterizing the behavior in the disk of
holomorphic functions whose boundary functions are in BMOA: From the same
paper:
Theorem 7 ([Fef71]). A function b is in BMOA if and only if jb0j2 (1  
jzj2)dxdy is a Carleson measure for the Hardy space H1:
Recall that we saw in Exercise 18 that the Carleson measures for H1 are the
same as those for H2: Those measures were described in Theorem 4.
It follows immediately from the denitions that H1  BMOA: Also, one can
show directly, or by using the previous theorem, that D  BMOA.
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Exercise 21. Both inclusions are proper; H1 & BMOA, D & BMOA:
With this theorem we complete our characterization of Mult(H2):
Corollary 4. Mult(H2) = H1
Proof. By Proposition 10 and the previous theorem, Mult(H2) = H1 \
BMOA: Now take note of the previous exercise. 
Using Theorem 7, we can sketch the proof of the easy half of Theorem 6. Full
details for these results are in [Gar].
For convenience, and because this is only a sketch, we assume that all the
holomorphic functions we consider vanish at the origin. We start with b 2 BMOA
and want to show that
Lb(f) =
Z
f(ei)b(ei)d
is a bounded functional on H1: By polarizing (2.2), we can rewrite this as
Lb(f) =
ZZ
D
f 0(z)b0(z)(1  jzj2)dxdy;
(recall that our functions vanish at the origin). We now invoke Proposition 2 and
write f = g1g2 with g1; g2 2 H2 and kfk1=2H1 = kg1kH2 = kg2kH2 :We continue with
Lb(f) =
ZZ
D
(g1g2)
0
b0(1  jzj2)dxdy
=
ZZ
D
g01g2b0(1  jzj2)dxdy +
ZZ
D
g1g
0
2b
0(1  jzj2)dxdy = I + II:
By symmetry we need only consider I: By Cauchy-Schwarz
jIj 
ZZ
D
jg01j2 (1  jzj2)dxdy
1=2ZZ
D
jg2j2
b02 (1  jzj2)dxdy1=2
 (kg1kH2)

kg2kH2
b02 (1  jzj2)dxdy
CM(H2)

 (kg1kH2) (kg2kH2 kbkBMO)
= kfkH1 kbkBMO
Thus we have that, if b 2 BMOA, and if we have the previous theorem, then we
have a path to proving Lb is a bounded functional on H1.
8. Exponential Integrability, the John-Nirenberg Theorem
Sometimes, if a function is required to satisfy a condition uniformly on all
intervals the condition is "self improving"; that is, one can actually conclude that
the function satises a formally stronger condition on each interval. A classic
example of this is the theorem of John and Nirenberg [JN], which shows that a
function in BMO; and thus having local oscillation which is, in the mean, uniformly
bounded; actually has local oscillation which is uniformly exponentially integrable.
Theorem 8 (John-Nirenberg [JN]). There are A;B > 0 so that if f 2 BMO;
kfkBMO  1 and I is an interval in T then
1
jIj
Z
I
exp (A jf(t) mI (f)j) dt < B:
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Exercise 22. Show that if f satises the conclusion of the previous theorem
then f 2 BMO:
The theorem shows, among other things, that the function log(1   z); which
we noted was in BMO; exhibits as large a singularity as is possible for functions
in the space.
The elegant classical proof of this theorem works directly with the boundary
values of f; see [Gar]. Here we prove a related result using the Carleson measure
characterization of BMO:
Theorem 9. There are A;B > 0 so that if f 2 BMOA; kfkBMO  1 thenZ
T
exp (A jf(t)  f(0)j) dt < B:
Proof. We work with g(z) = f(z)   f(0): The fact that jg0j2 (1   jzj2) 2
CM(H2); when applied to the function 1 2 H2; shows that g 2 H2 and kgkH2  C
for some absolute constant C:
That fact gives a rst step for an inductive estimate of kgnkH2 using (2.2) and
Theorem 7;gn+12
H2
 C
ZZ
D
 gn+102 (1  jzj2)dxdy
= C (n+ 1)
2
ZZ
D
jgnj2 jg0j2 (1  jzj2)dxdy
 C(n+ 1)2 kgnk2H2
jg0j2 (1  jzj2)dxdy2
CM(H2)
 C (n+ 1)2 kgnk2H2 kgk2BMO :
Hence, by induction,gn+12
H2
= O(Cn+1 (n+ 1)!)2 kgk2BMO = O(Cn+1 (n+ 1)!)2:
This, together with Stirlings estimate, givesZ
jgj2k = O( Ckk!2) = O( ~C2k (2k)!):
Using Holders inequality, this estimate for even integers 2k can be extended to all
nonnegative integers n :
R jgjn = O(Cnn!):
Using the power series for the exponential, we obtain the estimateZ
T
exp (A jgj) =
X An
n!
Z
T
jgjn =
X An
n!
O(Cnn!):
If A is small enough the last sum is nite, which is the required conclusion. 
Using the fact that composition with conformal automorphisms of the disk
leaves kfkBMO essentially unchanged, the previous theorem can be extended to
give a result in which the uniform measure on the boundary is replaced by a more
localized probability measure (given by the Poisson kernel); thus giving a result
with greater resemblance to the invariant version of the John Nirenberg theorem.
This is discussed in [Gar, Ch. 6].
We mentioned that some Hardy space proofs apply, essentially unchanged, to
a class of RKHS. The proof of Theorem 9 is an example.
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Suppose w > 0; w 2 L1(D) and that J; the set of h 2 Hol(D) for which
khk2J = jh(0)j2 +
ZZ
D
jh0(z)j2 w(z)dxdy <1;
is a RKHS. With the model case of w  1; J = D in mind, we introduce the
following denitions. Let Mult (J) be the multiplier algebra of J , CM(J) be the
set of Carleson measures for J , those  for which there is a C such that
(8.1)
Z
jhj2 d  C khk2J :
Following (4.11), we let X (J) be the space of holomorphic functions which generate
Carleson measures; that is h for which jh0j2 wdxdy 2 CM(J):
Proposition 15. (1) X (J)  J
(2) Mult (J) = H1 \ X (J).
(3) There is a C > 0 such that if h 2 X (J), khkJ  1, then
exp (C (h  h(0))) 2 J:
Proof. The rst statement follows from evaluating (8.1) with  = jh0j2 wdxdy
and f = 1: The second holds because the proof of Proposition 10 works, essentially
unchanged, in this context. Similarly, the third statement holds because the proof
of the previous theorem works here. 
In particular, with w = 1; these results apply to the spaces D and X = X (D).
For the Dirichlet space we had seen the rst statement as Proposition 11.
9. Notes and Comments
Except for the last section, the material in this chapter is covered in detail in
the many books on the Hardy space. The books the authors use frequently include
[Hof], [Dur], [Koo80], [Gar], [Nik86], and [Nik02].
CHAPTER 5
Carleson Measures
Carleson measures were introduced in [Car58] and are now funda-
mental tools throughout analysis. In this chapter we show how the
viewpoint of the "Reproducing Kernel Thesis" leads to a descrip-
tion of Carleson measures for the Hardy space, we discuss how that
approach fails to give the full story for Carleson measures on the
Dirichlet space, and we present Stegengas characterization [Steg]
of Dirichlet space Carleson measures.
Some work with Carleson measures only uses their dening property (4.8). For
instance that is all that was used in Section 4.2 when we established the relation
between multipliers and Carleson measures for H2 and for D. However, it is inter-
esting, useful, and at times crucial, to have intrinsic descriptions of those measures.
Those descriptions are the topic of this chapter.
We begin with analysis of Carleson measures for the Hardy space. This topic
is covered well and in detail in many books including [Dur], [Gar] and [Nik02].
We proceed rather quickly, our goal is to present some techniques of general use
and to help elucidate the contrast with the Dirichlet space.
We will then turn to the Dirichlet space. The situation there is more com-
plicated; there are several seemingly di¤erent characterizations of Dirichlet space
Carleson measures. In this chapter, we prove the classical result of Stegenga which
characterizes those measures using capacity. We also take a preliminary look at an-
other approach, but postpone the completion of that discussion to the next chapter.
1. The Hardy Space and the Reproducing Kernel Thesis
Recall that a non-negative measure, ; dened on D is a Carleson measure (for
H2);  2 CM(H2); if the natural embedding map, J , maps H2 boundedly into
L2(D, ); that is, there is a constant C() so that
(1.1)
Z
D
jJ f(z)j2d(z)  C()2 kfk2H2 8f 2 H2(D):
If we view f 2 H2 as a holomorphic function on D then the embedding operator is
dened simply by J f(z) = f(z): If we choose to identify f 2 H2 with its boundary
value function f dened on T then the formula for the embedding is given by the
Poisson integral formula (5.4): writing Pz() rather than P (z; ) we have
J (f)(z) = 1
2
Z
T
Pz()f
() jdj :
We will generally suppress both "J " and "" below.
Our goal is to give an intrinsic characterization of  which satisfy (1.1). To see
the the direction in which we are heading suppose we are use f to extend f , at
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least almost everywhere, on the boundary circle, T. In that case it is natural to
consider measures dened on the closed disk. (In fact the discussion below extends
to that case.)
Suppose the measure of interest is supported on the circle. We noted in Section
1 that
kfk2H2 =
1
2
Z
T
f2 d:
This is exactly the statement that arclength measure on the circle is a Carleson
measure. It then follows immediately that if w(ei) is positive and bounded then
w(ei)d is also a Carleson measure. If we wanted to show that this boundedness
of w was also necessary we would need to be able to construct functions in H2 of
norm one which had large modulus on any preassigned set on the circle.
Exercise 23. Finish the argument above to show that the positive measure
w(ei)d is a Carleson measure if and only if w is bounded.
Recall from Section 7 that if I is an interval in the circle of length jIj and
with center cI then T (I); the tent over I; is the convex hull of I and the vertex
z(I) = (1   jIj =2)cI : We will write B(; r) for the Euclidean ball with center 
and radius r: We will prove the following detailed version of Theorem 4.
Theorem 10. Let  be a non-negative measure in D. Then the following are
equivalent:
(1) The embedding operator J : H2(D)! L2(D; ) is bounded.
(2) C()2 := supz2D
k^z2
H2
= supz2D kPzkL1() <1:
(3) I() := sup

1
r(D \B(; r)) : r > 0;  2 T
	
<1:
(4) J() := sup
n
1
jIj (T (I)) : I an interval in T
o
<1:
and if these hold then kJ k  C()  I()  J ().
If the rst condition holds then there is a uniform bound for kJ fk as f ranges
over the unit ball of H2: If this holds then, automatically the second condition, a
uniform bound as f ranges over a subset of that unit ball, must also hold.
In some contexts, including this one, the reverse implication also holds, that is
(2) implies (1) and hence (2) characterizes Carleson measures. The suggestion that
such an equivalence holds in a particular case, that is, the suggestion that testing
over kernel functions is the full story, a tempting speculation for operators closely
related to the underlying function theory, is sometimes called the Reproducing Ker-
nel Thesis. This theorem is one of the great successes of that viewpoint. For more
about the Reproducing Kernel Thesis see [Nik02, Section A.5.8].
Proof (following Nik02).]We just observed that (1) ) (2). Next, note
that if any of the conditions hold then  must be a nite measure. This follows by
testing the rst two conditions on the constant function, by testing (3) for large r;
and checking (4) for large intervals. Next, it su¢ ces to consider z near the boundary,
r near 0, and jIj near zero respectively in conditions (2), (3), (4); what happens
in the other cases is easily controlled using the fact that  is a nite measure (see
Remark 1).
We now suppose z is near the boundary. To show that (2) ) (3), we select
 2 T and, with no loss, suppose  = 1. Direct computation shows that, for any
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z 2 D, jk^zj2 equals the Poisson kernel for z :
jk^z(w)j2 = Pz(w) = 1  jzj
2
j1  wzj2 :
Thus the two suprema in (2) are equal. Next, select z = 1   r with r small. We
now want to estimate minfPz(w) : w 2 D \ B(1; r)g: By geometric analysis this
minimum is attained at w = 1  r and is, essentially, 2=r: Thus
1
r
(D\B(1; r)) = 1
r
0B@r
2
Z
D\B(1;r)
2
r
d
1CA
 C
Z
D\B(1;r)
Pz(w)d  C
Z
D
Pz(w)d = C kPzkL1() :
Hence (2) ) (3):
To see that (3) and (4) are equivalent note that D \B(1; r) both contains and
is contained in a tent over an interval I of length jIj  r and that a tent over I
both contains and is contained in regions of the form D \B(1; r) with r  jIj :
Exercise 24. Draw a sketch to convince yourself of those geometric facts.
We now prove that (3) ) (2). First, suppose jzj  3=4. Elementary estimates
show that for some nite positive A
sup fPz(w) : z; w 2 D, jzj  3=4g  A:
We noted that (3) implies kk < 1: Combining this with the previous estimate,
we see
sup
n
kPz()kL1() : z 2 D, jzj  3=4
o
 A kk <1:
Now consider the case jzj > 3=4. The method we use in this case is quite
general, and straightforward geometric ideas lie behind the notation. A common
informal description of what we are about to do is, "Now we break things up into
dyadic rings." Readers not familiar with this type of argument should make a sketch.
Pick and x such a z, without loss of generality z is real and positive. Dene
Bk := D \B(1; 2k+1(1  jzj2)) 8k 2 N:
For w in the ring Rk = Bk+1 n Bk; we have that j1  wj  2k(1   jzj2): By the
triangle inequality
j1  wj  j1  wzj+ jwz   wj
 j1  wzj+ (1  jzj2):
Combining these we have
j1  wzj  2k 1(1  jzj2):
Hence, for w 2 Rk
(1.2) Pz(w) =
1  jzj2
j1  wzj2 
1  jzj2
4k 1(1  jzj2)2 =
1
4k 1(1  jzj2) :
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Exercise 25. Show that there is a constant C; independent of k; so that for
w 2 Rk
Pz(w)  C 1
4k 1(1  jzj2) :
That is, the estimate (1.2) doesnt give away much.
Thus,Z
D
Pz(w)d(w) =
Z
B1
Pz(w)d(w) +
1X
k=1
Z
Bk+1nBk
Pz(w)d(w)

Z
B1
22
(1  jzj2)d(w) +
1X
k=1
Z
Bk+1nBk
1
4k 1(1  jzj2)d(w)
 C (B1)
(1  jzj2) + C
1X
k=1

1
4
k
(Bk+1)
(1  jzj2) :
From the denition of I(); it follows that (Bk)  2k+1(1   jzj2)I(): Hence we
can continue withZ
D
Pz(w)d(w)  C (Q1)
(22(1  jzj2)) + C
1X
k=1
(4 1)k(2k+2)
(Qk+1)
(2k+2(1  jzj2))
 CI() + CI()
Combining this with elementary estimates for jzj  3=4; we have thatZ
D
Pz(w)d(w)  CI():
Taking the supremum over z 2 D then establishes (1).
We now come to the heart of the proof, showing that (2)) (1): It is here that
we see the success of the Reproducing Kernel Thesis. It is enough to show that the
formal adjoint J  : L2(D; )! L2(T) given by
(1.3) J (f)() =
Z
D
Pz()f(z)d(z);
is bounded. With this in mind we compute,
kJ (f)k2L2(T) =
Z
T
jJ (f)()j2 jdj(1.4)
=
Z
T
J (f)()J (f)() jdj
=
Z
T
Z
D
Pz()f(z)d(z)
Z
D
Pz0()f(z0)d(z0)

jdj
=
Z
D
Z
D
Z
T
Pz()Pz0() jdj

f(z)f(z0)d(z)d(z0):(1.5)
The following lemma will be used to prove that J  is bounded.
Lemma 1. (Vinogradov-Senichkin Test) Let (Z; ) be a measure space and k a
non-negative measurable function on Z  Z. IfZ
Z
k(s; t)k(s; x)d(s)  C(k(t; x) + k(x; t))
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for a.e. (t; x) 2 Z  Z, then the linear operator Tk dened by
Tk(g)(z) :=
Z
Z
k(z0; z)g(z0)d(z0):
is bounded on L2 (Z; ) and has norm at most 2C:
Exercise 26. Prove the Vinogradov-Senichkin Test. (Hint: Estimate kTk(g)k2 :)
We nish by appealing to the Vinorgadov-Senichkin test. To do this, we need
to know that the hypotheses of the lemma are satised with L2 (Z; ) = L2(D; )
and k(z0; z) = Pz(z0) .
We begin by estimating the product of Poisson kernels. Let z; z0; w 2 D then
we claim that
Pz(z
0)Pw(z0)  C (Pz(w)Pw(z0) + Pw(z)Pz(z0)) :
As a rst step note that the following inequality holds
a 1 : = j1  zwj = 1  zz0 + zz0   zw
 1  zz0+ jzj z0   w
 1  zz0+ 1  z0w
=: b 1 + c 1:
Multiplying through by abc we obtain bc  a(b+ c); which in turn implies that
b2c2  2a2(b2 + c2):
Inserting the expressions dening a, b, and c and multiplying by (1 jzj2)(1 jwj2)
we nd that
Pz(z
0)Pw(z0)  2j1  zwj2 (1  jzj
2
)(1  jwj2)
 
11  zz02 + 1j1  z0wj2
!
= 2
"
(1  jwj2)
j1  zwj2
(1  jzj2)1  zz02 + (1  jwj
2
)
j1  zwj2
(1  jzj2)
j1  z0wj2
#
= 2(Pw(z)Pz(z
0) + Pz(w)Pw(z0)):
We will now apply the Vinogradov-Senichkin Test. We rst show that the
kernel k(z0; z) = Pz(z0) satises the hypothesis of the lemma. To this end, we need
to estimate Z
D
Pz(z
0)Pw(z0)d(z0)
Using the estimate we just found for the product of two Poisson kernels, we haveZ
D
Pz(z
0)Pw(z0)d(z0)  2
Z
D
Pz(w)Pw(z
0) + Pw(z)Pz(z0)d(z0)
= 2

Pz(w)
Z
D
Pw(z
0)d(z0) + Pw(z)
Z
D
Pz(z
0)d(z0)

 2C()2(Pz(w) + Pw(z)):
The last inequality uses the hypothesis (2). Thus the Vinogradov-Senichkin Test
applies and we conclude T; given by
Tf(z0) =
Z
D
Z
T
Pz()Pz0() jdj

f(z)d(z);
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is bounded. We now note that, by (1.4),
kJ (f)k2L2(T) = hTf; fi
and hence the boundedness of T implies that of J and hence of J : 
Exercise 27. In formulating our boundedness criterion we used the functionals
J() and I() dened using tents and semidisks respectively. Another traditional
formulation of the condition uses Carleson boxes introduced in Section 7.2. That
is, given an interval I in the circle let
CB(I) = fz 2 D : jzj > 1  jIj =2; z= jzj 2 Ig
and
K() := sup

1
jIj (CB(I)) : I an interval in T

<1:
Show that the theorem also holds with J() replaced by K(): (Note: This is an
elementary exercise in geometry. It does not require reconsidering the heart of the
previous proof.)
Exercise 28. Describe the Carleson measures for the Bergman space. Note
that for the Bergman space the characterization in terms of the measure of boxes
B(I), described in Section 7.2, is equivalent to a characterization in terms of the
measure of the top halves TB(I) described there, and hence is also equivalent to a
characterization in terms of the measure assigned to a hyperbolic ball of xed radius.
2. Carleson Measures for the Dirichlet Space
We would like to characterize the Carleson measures for the Dirichlet space.
Certainly any Carleson measure for the Hardy space is a Carleson measure for
the Dirichlet space, but there is no reason to even suspect that that is the full story.
We begin by trying to follow the path that succeeded for the Hardy space.
As before, the statement that  2 CM(D) is equivalent to the boundedness of
the embedding map J , but now J is viewed as acting from D to L2(d): We
consider the boundedness of J acting on reproducing kernels and nd a condition
which is necessary for  2 CM(D): However, in contrast to the Hardy space, the
condition we obtain from this simple test, sometimes called the simple condition,
is not su¢ cient to characterize Carleson measures.
We next focus on using J ; the adjoint of J , to describe Carleson measures.
That approach does lead to a characterization. We start that discussion here but
nish it in the next chapter where we also introduce function spaces on trees and
characterize their Carleson measures.
We nish this chapter by introducing tools from potential theory and proving
Stegengas theorem characterizing CM(D) using capacity.
2.1. The Reproducing Kernel Thesis Fails. If  2 CM(D); then we must
have an analog of the condition
(2.1) (T (I))  C jIj
which held for  2 CM(H2): That condition came from the fact that for such 
there must be a uniform bound on
J k^H2;z
L2()
. That is;
sup
z2D
Z
D
jk^H2;zj2d

= C2 <1:
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Similarly, if  2 CM(D) then we must have a uniform bound when testing the
embedding J over normalized kernel functions k^D;z;
(2.2) sup
z2D
Z
D
jk^D;zj2d

= C2 <1
Select an interval I in the boundary, with associated tent T (I) and with z = z(I)
the vertex of that tent. Making direct estimates, one nds that, on T (I); jkD;zj
is dominated by a multiple of kD;z(z): Hence, if (2.2) holds then we must have
estimates
C2 
Z
D
jk^zj2d

 C 0
Z
D
2T (I) () kx(z)d ()

= C 0kx(z)(T (z)):
Hence our analog of condition (2.1) is that if  2 CM(D) then there is a constant
C so that for all intervals I
(2.3) (T (I))  C 1
1 + log (2= jIj) :
Thus this condition, sometimes called the simple condition or the one box con-
dition, is a necessary condition for  to be a Dirichlet space Carleson measure.
(The word "box" is a reference Carleson boxes CB(I) which could have been used
instead of the tents, see Exercise 27. The "one" is in contrast to the necessary and
su¢ cient condition we develop in Section 2.4 which requires working with unions
of boxes.)
If the analysis followed the pattern from the Hardy space story then (2.3), which
we just showed was necessary, would also be su¢ cient. However, it is not. The
examples that show this are not straightforward, [Steg], [SmSt], or Proposition
20; and rely on actually knowing the correct characterization of Carleson measures.
However, here is a simple computation which already suggests that (2.3) might not
be the answer.
Notice that when we split I into n equal size subintervals fIkg and apply (2.3)
to each one we obtain
(
S
T (Ik)) =
X
(T (Ik))(2.4)
 nC 1
1 + log(2n= jIj) = C
n
1 + log n+ log (2= jIj) :
As n gets larger the region
S
T (Ik) gets small, yet the right hand side, our constraint
on its  measure, gets larger. This would be odd behavior for a su¢ cient condition.
2.2. The Adjoint of the Inclusion Map and a Bilinear Form. Charac-
terizing Carleson measures means giving boundedness criteria for the embedding
map J . We know J is bounded if and only if its adjoint, J ; is bounded. We used
that observation when studying the Hardy space and it will be useful here. We
start by developing the formula for J :
We have  2 CM(D) if and only if J  maps L2() boundedly into D; that is,
8g 2 L2()
(2.5) kJ (g)k2D  C kgk2L2() :
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Recalling (1.7) we see that J (g) is the holomorphic function on the disk given by
J (g)(z) = hJ (g); kziD = hg;J kziL2()
=
Z
D
g(w)kz(w)d(w)
=
Z
D
g(w)kw (z) d(w):
Hence, just as we computed for (1.4),
kJ (g)k2D = hJ (g);J (g)iD
=
Z
D
g(w)kz(w)d(w);
Z
D
g(w0)kz(w0)d(w0)

D
=
Z
D
Z
D
g(w)g(w0) hkw(z); kw0(z)iD d(w)d(w0)
=
Z
D
Z
D
g(w)g(w0)kw(w0)d(w)d(w0):
Thus, a necessary and su¢ cient condition for  2 CM(D) is that there is a C so
that 8g 2 L2()Z
D
Z
D
g(w)g(w0)kw(w0)d(w)d(w0)  C kgk2L2() :
We now make several reductions. If this inequality holds for all g then it
certainly holds for real valued g: If g is real then the quantity on the left, which is
positive, is unchanged if kw(w0) is replaced by Re kw(w0): This gives
B(g; g) =
Z
D
Z
D
g(w)g(w0)Re kw(w0)d(w)d(w0)  C kgk2L2()
for all real g and particularly for non-negative g:
Now note that we can reverse these last few observations. Because B(; ) is
given by integration against a real symmetric non-negative kernel, its boundedness
for real functions can be established by bounding B(g; g) for non-negative g: Next,
on the real L2 space one can pass from Re kw(w0) to kw(w0) without changing the
value of B(g; g): That establishes the boundedness of J  on real functions, the
complex case then follows by linearity. In sum:
Proposition 16.  2 CM(D) if and only if there is a C so that for all g  0
(2.6)
Z
D
Z
D
g(w)g(w0)Re kw(w0)d(w)d(w0)  C kgk2L2() :
2.3. The Reproducing Kernel Thesis Extended. The previous discussion
was general and a version of the previous proposition holds for Carleson measures
on any RKHS. We now specialize that discussion to the Dirichlet space and obtain
a geometric condition which is a candidate for characterizing  2 CM(D):
We obtained a necessary condition for membership in CM(H2) by testing the
boundedness of J on reproducing kernels fkzg. The kernels played a central role
because each kz() is approximately equal to, and hence is a holomorphic proxy for,
a multiple of the characteristic functions of the tent T (z). The tents are crucial
because they are, essentially, the superlevel sets of the integration kernels in (2.6).
2. CARLESON MEASURES FOR THE DIRICHLET SPACE 51
The reproducing kernel thesis is the suggestion that the necessary condition ob-
tained this way is also su¢ cient. That turned out to be correct although the proof
was not straightforward.
We mentioned earlier that applying the reproducing kernel thesis to J gives
a condition (2.3) which was necessary, but not su¢ cient, for being a Carleson
measure. However, we can make further progress by studying the boundedness of
the adjoint, J ; using similar ideas. We evaluate (2.6) for test functions, fgzg ;
and having J  be uniformly bounded on the gzs will be a necessary condition
for the boundedness of J ; and hence, also, a new necessary condition for the
boundedness of J . Presumably this will be most e¤ective if we select gs which are
large where Re kw(w0) in (2.6) is large. The domain of J  is a Lebesgue space, so
rather than select gs which approximate characteristic functions, we can start with
actual characteristic functions; set gz = T (z):
In general, conditions for boundedness of an operator obtained by testing on a
set of relatively simple functions, often selected to be large where an integral kernel
is large, are called testing conditions. Based on the analogy with our analysis of J
we regard the suggestion that this new testing condition is su¢ cient for membership
in CM(D) to be an extension of the reproducing kernel thesis.
In the next chapter we use this pattern of analysis to describe the Carleson
measures on a discrete model of the Dirichlet space and then use that to develop
a criterion for membership in CM(D): Now we just do heuristic computations to
identify the form that criterion will take.
We are given  and want to test the boundedness of J  on the set of functions
T (z)
	
: A necessary condition for  2 CM(D) is that there is a C = C() so that
(2.7) sup
z2D
J T (z)2D  C T (z)2L2() :
The right hand side of the inequality can be evaluated,
(2.8) C
T (z)()2L2() = C(T (z)):
To estimate the Dirichlet norm on the left hand side of (2.7) we need to know the
size of dJ (gz)=d: We have ddJ (gz)()
 =  dd
Z
D
T (z) (w) kw () d(w)


Z
T (z)
 dd kw ()
 d(w):
We then use the estimate dd kw ()
   11 jj2 if w 2 T ()0 otherwise
which is obtained by di¤erentiating the kernel function and then estimating the
expression j1=(1  w)j on T ():
The Dirichlet norm in (2.7) involves a Hardy space norm and a Dirichlet in-
tegral. The Dirichlet integral is the main term and in this informal analysis we
drop the other term. Using the estimate just given for k0w we estimate the Dirichlet
52 5. CARLESON MEASURES
integral with
(2.9) D(J (gz)) 
Z
2D
0B@ Z
w2T (z)\T ()
1
1  jj2 d(w)
1CA
2
dx () dy():
Suppose we now replace the integration over D with integration over the smaller
region T (z): If  2 T (z) then T () \ T (z) = T () and in that case the inner
integral is then easy to evaluate. Recalling that the invariant measure is d() =
(1  jj2) 2dxdy; we continue with
D(J (gz)) &
Z
T (z)
(T ())2
(1  jj2)2 dxdy =
Z
T (z)
(T ())2d:
We have replaced our earlier estimate with something smaller but we have not
lost too much. Informally, the reason is that the test function gz is supported in
the tent T (z) and the operator J  produces a new function J (gz) which has most
of its mass in the same tent. That e¤ect will be particularly easy to see then we do
the analysis of the Carleson measures for the discrete model of the Dirichlet space.
Accepting this and putting it and (2.8) in (2.7), we have the following candidate
to be a characterization of  2 CM(D):
Condition 1. 9 C so that 8z 2 DZ
T (z)
(T ())2d()  C(T (z)):
In Theorems 13 and ?? we see that a condition of this sort does characterize
Dirichlet space Carleson measures. However it is convenient to develop that fact
in tandem with the analogous result for the discrete model of the Dirichlet space
which we consider in the next chapter.
We now develop Stegengas description of  2 CM(D) which, on the surface, is
of a very di¤erent form than Condition 1. We discuss the relation between the two
briey in Sections 1.3 and 2.2 and in more detail in [ARSW11b] and [ARSW14].
2.4. Capacity, Stegengas Theorem. If f(z) =
P
cnz
n 2 H2 then g(z) =P
(n+ 1)
 1=2
cnz
n 2 D and, in fact, kgkD = kfkH2 : Informally, this looks like a
half-order integration is taking the Hardy space to the Dirichlet space. We now
describe one of the ways of making that precise.
Recall from Chapter 1 that any f 2 L2(T) is the a:e: boundary function of the
harmonic function, Pf; the Poisson extension of f , described by (5.4):
Pf(z) = 1
2
Z
T
f()
1  jzj21  z2 jdj :
Alternatively, working with Fourier series, if f P1 1 cnein then
Pf(rei) =
1X
 1
cnr
jnjein:
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Let  be the angle variable on the circle, selected in the range jj   and let
k1=2 () = jj 1=2 : The Fourier series of this function is
(2.10) k1=2() 
1X
 1
n
(1 + jnj)1=2 e
in
for a sequence fng of positive numbers which is bounded and bounded away from
zero.
Exercise 29. Prove this.
Recall that convolution of functions on the circle has the e¤ect of multiplying
their Fourier coe¢ cients. Thus
(k1=2  f)(ei) =
1X
 1
cn
n
(1 + jnj)1=2 e
in
and
P(k1=2  f)(rei) =
1X
 1
cn
n
(1 + jnj)1=2 r
jnjein:
If f 2 H2 then its negative Fourier coe¢ cients are zero and thus P(k1=2  f)(z)
is holomorphic. Also, checking the size of its Taylor coe¢ cients, we see that it is in
D. The argument can be reversed and we see that
(2.11) f ! P(k1=2  f)
is a bounded invertible linear map of H2 onto D. That is, we have
Lemma 2. A function g 2 D if and only if g = P(f  k1=2) for f 2 H2(D).
Moreover, the kgkD is comparable to kfkH2(D).
For n > 0 this map takes zn to a controlled positive multiple of zn=
p
n; so it
is a plausible proxy for integration of order one half.
At this point we remove holomorphy from the discussion and move to a real
variable formulation. Recalling that every function h 2 L2 is a sum h = f + g
with f; g 2 H2, g(0) = 0; we see that the same mapping (2.11) is also a bounded
invertible linear map of L2 onto the space of harmonic functions, F; in the disk
with nite Dirichlet integral Z
D
jrF (z)j2 dA(z) <1:
Also, if the map is bounded on L2 then it is certainly bounded when restricted to
non-negative functions. Further, if F 2 L2 then there are non-negative functions
pi; i = 1; 2; 3; 4 such that F = p1   p2 + i(p3   p4) and kFk 
P kpik : Combining
these observations we have the following:
Lemma 3. A non-negative measure  is a D Carleson measure if and only ifZ
D
P(f  k1=2)(z)2 d(z)  C()2 kfk2L2(T)
for all f 2 L2(T) such that f  0.
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Informally, the previous lemma shows that describing the Carleson measures
for D is related to understanding the size and geometry of sets where functions of
the form P(f  k1=2) might be large. Also, considering where the Poisson kernel is
large suggests that the only places P(f  k1=2) might be large are in regions of D
near the region in T where jf j is large. Finally, the discussion which led to (2.4)
suggests that when we study that region in T, we consider not just its length, but
also its geometry. An e¤ective set function for that purpose is capacity, which we
now introduce.
For E  T, let (E) denote the corresponding subset of [ ; ] on the real line
R. We dene the capacity of a set E; Cap(E), by
Cap(E) = inf
n
kfk2L2(T) : f  0; k1=2  f  1 on (E)
o
:
Capacity is a set function which takes note of both the size and the geometry of a
set. It is a more subtle notion than the Lebesgue measure of a set and is designed to
be extremely well suited to relating properties of f 2 L2(T) to those of P(f k1=2).
(If k1=2 were replaced by another choice, for instance if 1=2 in (2.10) were replaced
by ; 0 <  < 1; we would use an similar denition and have an analogous, but
di¤erent, capacity functional.)
Some properties of this set function are easy to establish; for example, given
E1; E2 we have p
Cap(E1 [ E2) 
p
Cap(E1) +
p
Cap(E2):
However, and this is a fundamental di¤erence between measure theory which we use
in the Hardy space theory and capacity theory which we need when working with
the Dirichlet space; even for disjoint E1 and E2 there is no algebraic relationship
between the three terms in the previous inequality. In particular, there is no analog
of the fact that if the sets are disjoint then for Lebesgue measure, jj ; jE1 [ E2j =
jE1j+ jE2j : The capacity of the union of disjoint sets depends, in subtle ways, on
their geometric situations relative to each other.
We will adapt to our context some results about capacity from the book by
Adams and Hedberg, [AH]. That book presents a general development of capac-
ity theory for function spaces including the Dirichlet space and also some of the
other spaces mentioned in Section 5. Capacity theory more directly related to the
Dirichlet space is developed in [Ran] and in [EKMR14]. Capacity theory on trees,
which we will use later, is discussed in [ARS08a], and [ARSW14]. Related topics
are in [?].
For ease of presentation, we will now conate the circle and line and o¤er
details for functions on the line. (Informally, we can do this without loss because
the crucial estimates are only critical for points extremely close to the boundary;
and for such points, the pictures, and the geometry of the two situations, are almost
identical; see Remark 1) There are technical adjustments to be made when working
on the circle and we refer to Stegengas paper [Steg] for those details.
We begin with some general denitions which are used even in contexts much
more general than R or T: We are given a positive kernel g(x; y) on R  R and
a measure  and now dene two potentials that will play a role in what we are
studying. Let  be a non-negative Borel measure, (and we denote the class of all
such measures by M+(R)) and let f be a  measurable function. The potentials
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are then
Gf(x) =
Z
R
g(x; y)f(y)d(y);
G(y) =
Z
R
g(x; y)d(x):
The case of primary interest for us is g(x; y)  jx  yj 1=2 and d = dx: Using
these two potentials we dene the mutual energy of  and f by
Eg(f; ) =
Z
R
Gf(x)d(x) =
Z
R
G(y)f(y)d(y)
=
Z
R
Z
R
g(x; y)f(y)d(x)d(y):
As a denition, we take the capacity of a set with respect to the kernel g to be
Capg(E) = inf
n
kfk2L2() : Gf(x)  1 on E
o
:
It turns out that based just on this denition and then using standard measure the-
ory arguments, one can prove the capacity is a subadditive and monotone function
of sets. One can further extend this denition to more general sets (much as in
standard measure theory where one rst denes Lebesgue measure for nicesets
and then extends to more general sets). Another important fact is that there is a
unique function fE such that fE 2 L2() and GfE(x)  1 on E (technically up to
a set of capacity zero) and Z
R
(fE)2d = Capg(E):
This unique function is usually called the capacitary function.
We also need the deeper fact that it is possible to compute the capacity of a
set via a dual denition. In particular, for compact sets K  R we will have
Capg(K)
1=2 = sup
n
(K) :  2M+(K); G
L2()
 1
o
or, the elementary reformulation
Capg(K)
 1 = inf
n G2
L2()
:  2M+(K); (K) = 1
o
:
One direction is trivial, namely it is easy to show that  (K)  Capg(K)1=2 just
using the denitions and Hölders inequality. The other direction then uses a sub-
stantial result, von Neumanns minimax theorem, applied to the functional Eg.
Similarly to the existence of the capacitary function, there is a capacitary measure
which plays an important role. For any K  R compact we have a measure K
such that fK = GK and
K(K) =
Z
R
( GK)2(s)d(s) =
Z
R
( GK)(s)fK(s)d(s)(2.12)
=
Z
R
g(y; s)d(y)fK(s)d(s) =
Z
R
g(y; s)GfK(y)d(y)
= Capg(K):
The case of interest to us is g(x; y) = jx  yj 1=2 and d = dx. But, continuing
to conate the circle with the line, we now work on the circle with  2M+(T); G =
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k1=2  , and d = dm = arc length on the circle. A straightforward computation
veries Z
T
( G)2d =
Z
T
(k1=2  )(t)(k1=2  )(t)dm(t)
=
Z
T
Z
T
(k1=2  k1=2)(r   s)d(r)d(s):
We continue looking at the Fourier coe¢ cients of k1=2  k1=2 and see that we can
continue with the following approximationZ
T
( G)2d 
Z
T
Z
T
log+
1
jr   sjd(r)d(s):
The right-hand expression is sometimes called the energy (or self-energy, or
energy integral) of ; and the denition of capacity is sometimes given using it.
The name comes from electrostatics and relates to the potential energy associated
with placing a charge distribution  on the circle. Informally, in two dimensional
electrostatics   log+ 1jr sjd(r)d(s) is the repulsive force between the innitesimal
charges of magnitude d(r) and d(s) at positions r and s: Hence the double integral
represents the energy that would be released if the charges were allowed to y apart.
As a consequence we have, for K a compact subset of T,
Capg(K)
 1 = inf
Z
T
Z
T
log+
1
jr   sjd(r)d(s); 2M
+(K); (K) = 1

:
Thus, for example, if K is a nite set then the integrand is innite on a set of
positive measure and thus Capg(K) = 0:
(Care is needed here with names. Capg(E) is certainly a measure of the size
and complexity of E. It might be tempting, given the previous formula, to call that
quantity the "logarithmic capacity" of E: However, that name is, in fact, generally
given to
Logcap(E) = exp

  1
Capg(E)

:
Unfortunately, the literature is not consistent on these usages. The fact that the
two quantities agree in the important special case of "negligible" sets; Logcap(E) =
0 if and only if Capg(E) = 0; both encourages the confusion and mitigates its
consequences.)
For a single interval the computation of capacity is not hard;
Exercise 30. Show that for I an interval on the circle (or a short interval on
the line)
Cap(I)  1
1 + log(2= jIj)
The following lemma, called the strong capacity inequality, is a basic interface
between capacity theory and measure theory. We will just present the particular
case of interest. See [EKMR14].
Lemma 4. Let f 2 L2(T) then
2
Z 1
0
Cap
 f 2 T :  k1=2  f () > g d  C kfk2L2(T) :
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Proof. Note that it su¢ ces to prove thatX
k2Z
22k Cap
 f 2 T : k1=2  f() > 2kg  C kfk2L2(T) :
Without loss of generality, we may suppose that f is a non-negative, smooth, com-
pactly supported function. Set
Ek = f : k1=2  f()  2kg:
The hypotheses on f imply that Ek is compact and empty for k su¢ ciently large.
Dene
J :=
X
k2Z
22k Cap
 f 2 T : k1=2  f() > 2kg
and let k be the extremal measure for Ek; as described in (2.12). Then we have
J =
1X
k= 1
22k
Z
dk

1X
k= 1
2k
Z
k1=2  fdk
=
1X
k= 1
2k
Z
f(x)(k1=2  k)(x)dx
 kfkL2

1X
k= 1
2kk1=2  k

L2
:
We set
L :=

1X
k= 1
22k 1k1=2  k

2
L2
and will show that L . J to complete the proof.
To see that L . J , rst, set
(x) =
1X
k= 1
2kk1=2  k(x)
and
j(x) =
1X
k=j
2kk1=2  k(x):
Clearly we have that j 2 L2 (because of the assumptions on f) and j ! . Now,
notice that
(x)2 = lim
n! 1n(x)
2 = lim
n! 1
1X
j=n
 
j(x)
2   j+1(x)2

 2
1X
j= 1
j(x) (j(x)  j 1(x))
= 2
1X
j= 1
j(x)2
jk1=2  j(x);
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where the passage from the rst line to the second used the monotonicity of the
j : Using this, we see that
L  2
Z X
j
2jj(x)(k1=2  j(x))dx
= 2
X
j
X
kj
2k2j
Z
k1=2  k(x)k1=2  j(x)dx
= 2
X
j
X
kj
2k2j
Z
( GK)2dx
=
X
j
X
kj
2k2j Cap(Ek)
=
X
k
22k Cap(Ek) = J:

With these preliminaries out of the way, we now prove the following character-
ization of the Carleson measures for D obtained by Stegenga. Recall from Section
7.2 that T (I) is the tent over the interval I in the circle.
Theorem 11 (Stegenga, [Steg]). Suppose  is a non-negative Borel measure
in the disc D. Then the following are equivalent:
(i) The embedding
D ! L2(D; )
is bounded;
(ii) There exists a constant C() such that for all f 2 D we haveZ
D
jf(z)j2 d(z)  C()2 kfk2D ;
(iii) There is a constant C > 0 such that for all families fIjg of disjoint inter-
vals in T we have
(2.13) 
S
jT (Ij)

 C Cap
S
jIj

:
Moreover, the constants in (ii) and (iii) are comparable.
Remark 2. In fact, it is enough to require (iii) for nite unions of intervals.
We refer to Stegengas paper for that technical improvement.
Proof of Theorem 11. The equivalence between (i) and (ii) is an immediate
consequence of the denitions. We now focus on showing that (ii) and (iii) are
equivalent. First suppose that  is a D Carleson measure. Let E = Snj=1Ij . Now
select a test function for the capacity, namely a competitor f 2 L2(T) for the
inmum with f  0 and f  k1=2  1 on (E). A simple computation shows that
P(Ij )(z)  1=4 for z 2 T (Ij). So, we further have that
P(f  k1=2)(z)  1
4
8z 2
n[
j=1
T (Ij):
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Thus, by Lemma 3, we have that

0@ n[
j=1
T (Ij)
1A . Z
D
P(f  k1=2)(z)2 d(z)
. kfk2L2(T) :
Since f was arbitrary, this implies that for any competitor for the inmum, we have

0@ n[
j=1
T (Ij)
1A . kfk2L2(T) :
So, in particular, we have that

0@ n[
j=1
T (Ij)
1A . Cap (SIj) :
Conversely, suppose that for all disjoint collections of intervals Ij  T we have

0@ n[
j=1
T (Ij)
1A . Cap (SIj) :
We need to show that for all f 2 D, we haveZ
D
jf(z)j2 d(z) . kfk2D :
Equivalently, via Lemma 3 it su¢ ces to show thatZ
D
P(f  k1=2)(z)2 d(z) . kfk2L2(T) :
Set u(z) = P(f  k1=2)(z). Recall u; the nontangential maximal function of u;
from Section 6. Now, observe that the set
S := ft : u(t) > g
is an open set, and so is a disjoint union of open intervals fIjg: Let T (Ij) denote
the corresponding tent over Ij : We now claim that we have the inclusion
L := fz 2 D : ju(z)j > g 
[
j
T (Ij) =: R:
To see that L  R we select a point z 2 L. By the denition of u; we know
that z= jzj 2 S and hence z= jzj is in one of the Ij : Furthermore, if ! is near z= jzj
then the nontangential region with vertex ! will contain z; and thus u(!) > :
This observation, applied to all possible !; shows the set where u >  includes an
interval J on the circle. That interval is centered at z= jzj and has width comparable
to the distance from z to the circle. We must have J  Ij and hence T (J)  T (Ij):
We will be nished if we know that z 2 T (J): We would like to say that this
holds because the midpoint of J is the radial projection of z and the width of J is
comparable to the distance from z to the boundary. This does hold, and is easy
to see geometrically, but only if we have, in advance, selected the aperture  to be
large enough. We assume that has been done. (Absent that assumption, the proof
is slightly more technical.)
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Exercise 31. Make a sketch showing those things that are "easy to see."
Now we can continue with
 (fz 2 D : ju(z)j > g)  
0@ n[
j=1
T (Ij)
1A
 C() Cap
0@ n[
j=1
Ij
1A
= C() Cap (ft 2 R : u(t) > g) :
By (2.13) the second inequality holds.
We now apply all these observations with u = P(f  k1=2). Doing so, and
recalling the denition of the Hardy-Littlewood maximal function,M; and Theorem
1 from Section 6, we see thatZ
D
P(f  k1=2)(z)2 d(z) = 2 Z 1
0

 fz : P(f  k1=2)(z) > g d
.
Z 1
0
Cap
 fP(f  k1=2)() > g d
.
Z 1
0
Cap
 fM(f  k1=2)() > g d
.
Z 1
0
Cap
 fMf  k1=2() > g d
. kMfk2L2(T)
. kfk2L2(T) :
Here, in the second to last inequality, we used Lemma 4. Then applying Lemma 3
gives that  is a D Carleson measure. 
For any open set 
  T, set
T (
) =
[
fT (I) : I an interval, I  
g :
Another way to view condition (2.13) is that for any open set 
  T, we have that
 (T (
))  C Cap (
) :
It is not true for a general family of disjoint intervals fIjg that Cap
S
jIj

=P
Cap (Ij) : If it did then the condition (2.3), which we noted earlier in the chapter
is suggested by the reproducing kernel thesis, (and is, in fact, (2.13) for a single
interval) would imply (2.13) and thus the condition (2.3) would be necessary and
su¢ cient for  to be a Carleson measure. However, that is not true; examples where
that fails are given in [Steg], [SmSt], and Proposition 20.
However, for some simple geometries, the condition (2.3) is necessary and suf-
cient for  to be a Carleson measure.
Exercise 32. If the support of  is on the segment [0; 1] then  is a Carleson
measure for the Dirichlet space if and only if (2.3) holds.
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We introduced Carleson measures for D in the context of describing multipliers
and saw that f 2 Mult(D) if and only if it is bounded and jf 0j2 dxdy is a Carleson
measure. Stegenga also gives an example which shows that (3.3) does not imply
(2.13) even for this restricted class of measures.
Theorem 12 (Stegenga, [Steg]). There exists a function f 2 H1(D) such that
for all intervals I in the boundaryZ
T (I)
jf 0(z)j2 dA(z) . 1
1 + log(2= jIj) ;
but f is not a multiplier of D.
Exercise 33. Look up the example constructed by Stegenga and work through
it.
Stegenga also has a description of boundary values of functions f 2 X , that is,
f such that jf 0j2 dxdy is a Carleson measure. We will return to that in Section 3.3
after we have introduced the local Dirichlet integral.
3. Notes and Comments
Carleson measures were introduced in [Car58]. The name is now very widely
used for measures characterized by a bounded embedding or restriction map on
specic function spaces. This can be seen for instance in the books [Gar], [Zhu90],
[Stei93], [Gra1], [Gra2], and [MS].
Our presentation of Carleson measures for H2 follows [Nik02].
The attempt to use the Reproducing Kernel Thesis for Dirichlet space Carleson
measures is from [ARS08b].
Our presentation of Stegengas result follows [Steg]. As we said, our presen-
tation of the related capacity theory is quite sketchy. More detailed presentations
are in [AH], [Ran], and [EKMR14].
An improvement of Stegengas result, obtained through an approach closer to
one we use the next chapter is given by Kerman and Sawyer in [KS].
Questions very similar to characterizing Carleson measures on the Dirichlet
space are treated in potential theory under the name "trace inequalities". Some of
that work is very close to topics discussed in this chapter and later chapters, see
for instance [Ver].

CHAPTER 6
Analysis on Trees
In this chapter we introduce trees and analysis of functions dened
on them. We dene D(T ), the Dirichlet space on the tree, and de-
scribe the Carleson measures for D(T ). This leads to an alternative
characterization of the Carleson measures for D as measures which
satisfy a rened version of Condition 1. We show that boundary
sets on which functions in D(T ) or in D fail to have radial limits
must be a null set for every Carleson measure.
In the nal sections we develop technical results about capacity
on trees for use later in studying onto interpolation and in studying
Hankel forms.
Recall from Section 7 that both the dyadic Whitney decomposition of the unit
disc and the related dyadic decomposition of the unit interval are associated with
tree structures. This viewpoint is not only inspiring, but it is useful in proving
results on the Dirichlet space, and in later chapters, the Besov spaces. Here we will
discuss trees and the analysis on them in some detail, always with an eye to those
applications. We want to emphasize that, in addition to being valuable models and
useful tools, we nd the function spaces on trees intrinsically very interesting.
Again we encourage readers new to these ideas to make sketches along the way.
Trees will recur throughout the book, especially in Chapters 16 where there is
an extensive development of tree Besov spaces on the complex ball.
1. Trees, Metrics, Boundaries
Before we embark in our discrete journey, let us briey recall some metric
structures on the unit disc which are relevant to function theory in general, and
to the Dirichlet space in particular. The most important one is the hyperbolic
metric; the Riemannian metric with length element ds2 = 4 jdzj2 =(1 jzj2)2: Up to
a multiplicative constant, it is the only Riemannian metric on D which is invariant
under biholomorphic transformations of the disc. Some authors prefer the pseudo-
hyperbolic metric  which is not a Riemannian distance function but is invariant
and has the simple formula (0; z) = jzj for z 2 D. And, of course, there is the
usual Euclidean metric with ds2Euclid = jdzj2 : In contrast to the previous two, that
metric has the virtue of extending naturally to the boundary circle T.
As it often happens, it is easier to begin with the general case and then go to
the specic instance of central interest. A tree T = (V (T ) ; E (T )) is a connected,
undirected graph without loops. We are given a countable set of vertices V (T ) and
a set of edges E (T ) such that, for any edge  in E (T ),  can be identied with
a couple fx; yg of vertices from V (T ), called the endpoints of the edge. We will
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generally identify the tree T with the vertex set V (T ) while regarding the set of
edges as structural data about V (T ).
We assume that any vertex is the endpoint of at most nitely many edges (the
graph is locally nite). A nite path in T is a sequence   = fjgnj=1 of edges, such
that j = fxj 1; xjg for a sequence fxjgnj=0 of vertices. The length of the path  
is n, the number of the edges in the sequence. When this causes no confusion, we
identify a path with its sequence of vertices, writing    fxjgnj=0 as a sequence in
V (T ) :
The graph having vertices V (T ) and edges E (T ) is a tree if
(1) it is connected: for all x; y in V (T ) there is a path    fxjgnj=0 such that
x0 = x and xn = y;
(2) it is simply connected: the only way a path can start and end at the same
point is by backtracking; if   is a path with edges fjgnj=1 and vertices
fxjgnj=0 with x0 = xn then each edge in the list fjgnj=1 appears an even
number of times.
Given x 6= y in V (T ), the geodesic [x; y] between x and y is the shortest path
starting at x and ending at y. We set by default [x; x]  fxg, a singleton sequence
of vertices (the corresponding sequence of edges is empty!).
The natural, edge-counting distance d^ (x; y) 2 N between x and y in V (T )
is the number of the edges in [x; y]. Notice that, as a consequence of the simple
connectivity, for any weight w : E (T ) ! [0;+1), the weighted distance d^w (x; y)
on V (T ) ; dened by minimizing the sum of the weights over paths joining x and
y, has the same geodesics as d^ = d^1:
We add structure to the tree by choosing a privileged vertex o 2 V (T ) as the
root of T . We dene a partial order on V (T ), writing x 6 y if x 2 [o; y]. We say
that x 1 is the predecessor, or parent, of x if x 1 < x and d^(x 1; x) = 1. In that
case x is said to be a child of x : In particular, o has no predecessor.
Convenient Fictions: We will often talk as if the trees we consider are
dyadic trees; each vertex x 6= o being on three edges, one connecting to its
parent x 1 and one to each of two children, x+ and x ; the root, having
no parent, is on only two edges. We do this even when it is clear that
the tree actually being considered is not of this type. This allows simpler
language and notation, and the results we describe extend mechanically
to rooted trees with a universal upper bound for the number of successors
at each vertex. We say those trees are of dyadic type.
It will also be convenient to adjoin to each such tree a ctitious vertex, the
pre-root, o 1 and ctitious edge   o 1; o	 connecting the pre-root and root.
Finally, we will assume that any function dened on the vertex set is dened and
equal zero on the pre-root. The purpose of o 1 and  is to avoid needing to deal
with the root as a special case in various denitions and computations.
For x; y in V (T ) ; we dene their minimum as x^y = max ([o; x] \ [o; y]) : Here
we regard the geodesics as subsets of V (T ) and the maximum is with respect to the
partial order on that set. We also use the symbol d^ (x) := d^ (o; x) to denote the level
of x in the rooted tree with the root as level zero. Observe that d^ (x ^ y) = (d^ (x)+
d^ (y)  2d^ (x; y))=2. These quantities are stable with respect to a change of root. If
~o is another root, ~^ denotes the corresponding wedge, and x = d^ (~o; x)  d^ (o; x) ;
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similarly for y, then:
jd^ (x ~^y)  d^ (x ^ y) j = j(x +y) =2j 6 jd^ (o; ~o) j:
Exercise 34. Check this.
The metric d^ is the discrete version of the hyperbolic metric on the unit disc.
We now introduce a discrete version of the Euclidean metric. To each edge  in
E (T ) assign the weight  () = 2 d^() 1, where d^ () is the distance from o to the
endpoint of  which is farthest from o. It models the Euclidean distance from 
to the boundary. The -distance between x and y is the minimum over all paths
connecting x and y of the sum of the weights () for all edges in the path. On a
tree this number is nite and the unique path for which the minimum is attained
is the tree geodesic [x; y]. It then holds that
 (x; y) = 2 d^(x^y)   1
2

2 d^(x) + 2 d^(y)

:
By our previous remark, the distances associated to di¤erent roots o; ~o are bi-
Lipschitz equivalent: ^ (x; y)   (x; y), where the bi-Lipschitz constants depend
only on d^ (o; ~o).
Inspection of a half-innite geodesic starting at the root makes it clear that the
metric space (T ; ) := (V (T ) ; ) is far from being complete. Each such geodesic
 = fxng is a sequence in V (T ) with x0 = o, with all elements distinct, and such
that fxn 1; xng 2 E (T ) for n > 1. It is a Cauchy sequence because  (xn; xn+l) 
2 n, but it has no limit in T .
We denote by T the metric completion of T : T is the set of the Cauchy
sequences in (T ; ), modulo the equivalence relation fxng v fyng if  (xn; yn)! 0,
with the distance  ([fxng] ; [fyng]) := limn  (xn; yn). We identify T as a subset of
T by identifying each x in T with the constant sequence fxn = xg and extend  to
T in the natural way. We denote by @T := T n T the metric boundary of T . The
expression for the metric  on T is obtained by taking the limit of the metric on T .
For ;  in @T , we have in particular that
 (; ) = 2 d^(^);
and, more generally, for x; y 2 T ; x 6= y,  (x; y)  2 d^(x^y).
It is useful to have a more concrete model for the boundary elements. Let
Ray(T ) be the set of rays in T ; that is, geodesics of innite length which have the
root as an endpoint.
Proposition 17. For  = fxng 2 Ray(T ); set A () = [fxng] 2 T . Then, A
is a bijection of Ray(T ) onto the metric boundary @T .
Proof. The map is well dened. It is one to one: if  = fxng and  = fyng
are di¤erent geodesics with  ^  := Max ( \ ), then  (xn; yn) & 2 d^(^) for
n > d^ ( ^ ), hence they are not equivalent. We have to show that the map is
onto. Cauchy sequences tending to points of T must be eventually constant. Let
 = fxng be a Cauchy sequence in (T ; ) which is not eventually constant and, for
n > 0, let tn = Max (\mn [o; xm]) be the point which is farthest from the root,
and common to all geodesics joining the root and the elements in the sequence with
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index m > n. The sequence fxng is Cauchy, hence
0 = lim
n!1 supl>0
 (xn; xn+l)
> lim
n!1  (xn; tn)
because there is l > 0 such thatxn ^ xn+l = tn
> lim
n!1
1
2
2 d^(tn;o)
which is theweight of an edge having tn as the endpoint closest to o:
Consider now the sequence  = ftng. It is not eventually constant. If it were
tn = t for n large enough, then we could nd points xm and xl with m; l arbitrarily
large and such that xm ^ xl = t. But this implies that either (i) there are points
xl 6= xm with l;m arbitrarily large and such that  (xl; xm)  2 d^(t) (but this
contradicts the fact that the sequence is Cauchy); or (ii) xl = xm = t, but this
implies that, being Cauchy, the sequence is eventually equal to t.
We then have the properties: (i)  increases, tn 6 tn+1; (ii) it is Cauchy,
 (tn; tn+l)  2 d^(tn;o) if l is large enough (because  is not eventually constant);
(iii) it is equivalent to :  (xn; tn) .  (tn; o)! 0 as n!1. 
Exercise 35. Show that  is an ultrametric on the boundary @T :
 (; ) 6 max ( (; ) ;  (; )) :
Exercise 36. Show that (@T ; ) is a complete, compact, totally disconnected
metric space. Also show that, if each vertex x (but the root, possibly) is the endpoint
of at least three geodesics, then, in addition, (@T ; ) is perfect: each point in @T is
of accumulation point of @T .
Exercise 37. Root at innity. Let 0 = fxng+1n= 1 be a distinguished, doubly
innite geodesic in T , which we think as oriented by the map n 7! xn. Dene
x ^ o = xn as the point on 0 which is closest to x with respect to the metric d^. If
 = fp (x) ; xg is the edge having as endpoint x in the geodesic [x; x ^ 0], assign to
it the weight ~ () := 2 d^(x;x^0). Use the weight ~ to dene a metric on T  V (T ).
Show that the completion of the metric space (T ; ~) is a metric space

~T ; ~

which
is not compact. Show that
 
T ;  is in fact the one-point compactication of  ~T ; ~,
and that 0, thought of as a point in @T , is the point one has to add to ~T in order
to compactify it. (Remark. T is the upper-half plane version of the Euclidean
structure of the tree.)
2. The Disk and the Tree
One of the themes of this volume is the value of passing back and forth between
analysis on a tree and analysis on the disk, and later between the tree and the
complex ball. For instance we did that in the proof of Theorem 13 and will do in
again when proving Lemma 29. Here we set up a detailed version of the relation
between the two viewpoints. There are many possible variations in the details, all
serving the same overall themes. Also, the discussion below with the disk extends,
with very little change, to the ball.
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2.1. The Tidy Case. We are still under the aegis of the "convenient ction"
and will discuss the dyadic tree, the notationally minimal model case. However we
often have more general possibilities in mind for the tree and the decomposition of
the disk.
We can realize the vertices of the dyadic tree T as the regions of a dyadic
decomposition of the unit disk described in Section 7.1, or, rather, the indices they
depend on. That is, for integer n > 0 and 1 6 j 6 2n, let
T =

z = re2it 2 D : 2 n 1 6 1  r 6 2 n; j   1
2n
6 t 6 j
2n

:
We write (n; j) = zn;j =
 
1  2 n 1=2 exp(2i2 n(j 1=2))) for the center of Qn;j
and In;j = fz= jzj : z 2 Qn;jg for its projection on the boundary T of the disk. We
then view the vertices of T as a set of points in the disk; V (T ) = fzn;jg = f(n; j)g
and the root is o = (0; 1) :With the exception of the root, each vertex (n; j) belongs
to three edges:
f(n  1; [j=2]) ; (n; j)g ; f(n; j) ; (n+ 1; 2j)g ; f(n; j) ; (n+ 1; 2j + 1)g :
In each case rst entry of the pair is the predecessor of the second. The root has
no predecessor and hence is only part of two edges.
After conating tree vertices and points in the disk, some quantities associated
to T are analogs of familiar quantities associated to D. The quantity d^ (x ^ y) is
the tree distance between the root and the point in the tree geodesic between x and
y which is closest to the root. It is a model for the hyperbolic distance between the
origin and the point closest to the origin on the hyperbolic geodesic connecting x
and y; a distance which is on the order of log j1  xyj 1 : The quantity 2 d^(x^y);
which models j1  xyj ; is roughly the Euclidean distance between that point and
the boundary and hence also, again roughly, the Euclidean distance between x and
y.
Exercise 38. Check the estimates in the previous paragraph.
The dyadic tree is a su¢ ciently good model of the disk so that some results
involving capacity or involving Dirichlet space Carleson measures can be moved
from one venue to the other. We will see instances of that, but will not develop
the theme systematically; for that we refer to [ARSW14]. However, we do want
to mention a graph G which is a useful construct in that development.
The vertices of G are the boxes of the dyadic decomposition of the disk which
we just described. There is an edge connecting two vertices whenever those boxes
share a side. We dene a distance on G by starting with the observation that,
in the disk, moving from one dyadic box to a neighboring one corresponds to a
displacement by approximately one unit in the hyperbolic metric. Thus we consider
the corresponding movement in G to be a step of size one. This produces an analog
of the hyperbolic metric. To obtain an analog of the Euclidean metric we start by
observing that the Euclidean distance between two adjacent boxes is approximately
the distance of either of the boxes to the boundary.
From G we can now make the dyadic tree T by keeping the same vertices but
removing the edges connecting pairs of vertices which correspond to boxes of the
same size. We can set up distance functions on T using the same weight functions
as on G and they will produce (approximately) the hyperbolic- and a Euclidean-like
metrics, which we introduced with the dyadic tree. The distances between vertices
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in T will in general be greater than distances in G, as there are fewer paths in
the dyadic tree. As a consequence, the metric completion of G with respect to the
Euclidean metric will be larger (more Cauchy sequences).
The graph G models many features of the disk and it apparently models the
disk more closely than T does. The graph functions as an e¤ective intermediate
step in the job of transferring results between T and D; some basic results can be
transferred rst from T to G and then from G to D.
2.2. The More General Case. The construction just described is an elegant
way to associate the vertex set of a dyadic tree with a set of points in the disk,
but the method is relatively rigid. However, the core idea of breaking the disk into
parts that are, very roughly, hyperbolic disks of the same size is rather exible.
Here we describe a way to start with A = fig  D and construct a dyadic type
tree T in such a way that when the vertex set V (T ) is identied with A then the
tree geometry and disk geometry t together well.
We regard D as a metric space with the hyperbolic metric : (The pseudohy-
perbolic metric  is a monotone function of  so we could use either.) We require
that A is neither too thick nor too thin; there are C1; C2 > 0 such that
the balls fB(i; C1) : i 2 Ag are disjoint,
the union of the balls fB(i; C2) : i 2 Ag covers D:(2.1)
For convenience we suppose 0 2 A and we will identify it with the root o 2 V (T ).
We regard the other elements of A as the remaining elements of V (T ). To complete
the description of the tree T we need to dene the edge structure.
For each vertex  6= o we introduce an edge connecting  to its parent (prede-
cessor)   2 A. The point   is selected near the radial segment o in D and a bit
closer to the origin than  is. More precisely, we require that for some C3; C4 > 0
and all  2 A other than the root, we have
(2.2) C3 < (o; )  (o;  ) < C4:
There is often a convenient choice for  : Absent that, here is an awkward but
explicit scheme that works in general. If  is close to the origin, (o; ) < 4C2;
then set   = o: Otherwise let   be an auxiliary point on the radial segment o
in the disk with (;  ) = 2C2 and let  be the hyperbolic disk centered at  
with hyperbolic radius C2: From (2.1) it follows that \A is not empty. We select
for   the element of  \ A with the greatest modulus and, if there is a tie, with
the greatest argument.
It is not hard to verify the following:
(1) Hyperbolic balls about the fig of radius B > C2 give a covering of the
disk of bounded depth: There is a C = C(B; fCig) so thatS
2AB(;B) = D, and
sup
z
# f 2 A : z 2 B(;B)g < C:
(2) The tree T is of dyadic type; it has bounded branching. That is, there is
a C = C(fCig) so that
sup

#

 2 A :  =  	 < C
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(3) For  2 A the path distance, d; to the origin is comparable to the hyper-
bolic distance, ;
(2.3) d()  1 + (o; ):
The constants of comparability can be selected to only depend on the
fCig : (This is where (2.2) is used.)
(4) Suppose o 2 Z; Z  D and Z is separated in the hyperbolic metric ;
that is 9c > 0;8z1; z2 2 Z; z1 6= z2 we have (z1; z2) > c: Then there is a
tree T  D of the type just described with Z  A = V (T ): Furthermore
A can be choose with structural constants fCig which only depend on the
separation constant c:
Exercise 39. Why do these properties hold?
Also, it is not hard to see that given any dyadic type tree S and nd a subset
A  D of the type just described so that S can be realized as a subset of A:
Given A; which we can regard as the vertex set of an abstract tree T we can
use holomorphic functions on the disk to construct functions on A: The value f()
is an informal proxy for the value of a Bergman space function f(z) 2 A2 in a
small  ball about : In fact the restriction map taking f(z) 2 A2 to ff()g2A
is a bounded map of A2 into `2(A). The boundedness of this restriction map is
a starting point for the relation between spaces of holomorphic functions on the
disk and the spaces on functions on trees. In this context such A; vertex sets of an
abstract tree realized as point sets inside a complex ball, are sometimes informally
referred to as Bergman trees with the space `2(T ) called the tree Bergman space.
Exercise 40. Prove that if f is in the Bergman space then ff()g2A is in
`2: (There are two basic steps. First jf()j2 can be estimated by the mean value of
jf(z)j2 over a small ball about : Second, this can be arranged so that the union of
the small balls is a cover of the disk of bounded depth.)
The dyadic Dirichlet space D(T ) will be dened in a moment. Informally, it
is the following. Functions in the Dirichlet space are primitives of functions in the
Bergman space: if G 2 D then G = R g for some g 2 A2: The discrete model for
the Dirichlet space, D(T ); is constructed analogously, but using the discrete model
for integration. That is, if f 2 `2(T ), the tree Bergman space, then, with I as
a summation operator which serves as a discrete analog of integration, F = If
is in D(T ); the tree Dirichlet space. Furthermore, D(T ) consists of all functions
obtained this way.
3. The Ideal Boundary and Integration
In Proposition 17 we saw that Ray(T ) was in bijection with @T . There is also a
bijection between elements of Ray(T ); half innite geodesics  = fxng1n=0 starting
at the root, and sequences of nested closed dyadic arcs on T. This lets us dene a
map  : @T ! T,  = fxng 7!
T
n0 Ixn . The map is surjective, but it fails to be
injective precisely at the set of dyadic rationals.
The map  can be extended to a map  : T ! D by assigning to x 2 T the
point  (x) = zx, the center of the dyadic box Qx.
Nicola: the previous sentence and some that follow involved T +: I couldnt
nd the denition of T + and it seemed to be T so I changed the T + to T ; here
and below. If this is wrong could you regenerate the correct version? 
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Exercise 41. Show that the map  :
 
T ;  !  D; dEuc is Lipschitz. Here
dEuc is the Euclidean distance on D.
We would like to use  to move functions and measures back and forth between
T and D; but there are some di¢ culties. First note that as a map from T into D the
map has a very small range, so it is not clear how much information can be gained
knowing the values of a function at the points (T ). However, by Theorem 6 the
functions on D that we wish to study, functions in D, are essentially constant on
each box of the dyadic decomposition, and (T ) has one point in each dyadic box.
Treating the value on each box as if it were constant, and assigning that constant
value to a point of  (T ) denes a function on  (T ) ; and that assignment is the
basis for going forward.
(Here the analogy is clearer than the details. By Theorem 6 the variation of
a function in D on a dyadic box is controlled by the pseudohyperbolic diameter of
the box. All the dyadic boxes have, roughly, the same pseudohyperbolic diameter.
To ensure that the variation is small, i.e., the function is "essentially constant",
requires using smaller boxes. Although that takes us out of the world of dyadic
trees, it stays within the world of dyadic type trees.)
Also, the map from the boundary of T to the circle is not a di¤erentiable
map between structures. We deal with that issue, which is a greater concern in
the general situation considered in [ARSW14], by being more explicit and careful
than usual when moving measures and integrals back and forth using changes of
variables involving .
Because  is a continuous map between metric spaces, it can be used to canon-
ically push measures forward from @T to T:  (E) := 
 
 1 (E)

, whenever E
is Borel measurable in T. A special feature of  is that we can dene a (noncan-
nonical) pull back in @T of a Borel measure on T. This will turn useful when we
discuss Carleson measures at the boundary.
Proposition 18. Let  be a Borel measure on T and F a closed subset in @T .
Then, the function t 7! ]   1 (t) \ F  =] 1 (t) is Borel measurable on T.
Dene a Borel measure  on @T by:
 (F ) :=
Z
T
]
 
 1 (t) \ F 
] 1 (t)
d (t) :
Then,  (F )   ( (F )) and  = .
If moreover  is atomless, then  (F ) =  ( (F )).
Proof. The proof is easy, because ] 1 (t) = 1, except for t in the countable
set of dyadic rational, in which case ] 1 (t) = 2. If we also know that  does not
have atoms, then the measure of the set of dyadic rationals is zero. 
Corollary 5. The action of  and  on integrals of measurable, positive
functions is as follows:Z
T
gd () =
Z
@T
(g  ) d;Z
@T
'd () =
Z
T
P
2 1(t) ' ()
] 1 (t)
d (t) =
Z
T
'
 
 1 (t)

d (t) ;
where the integrand in the nal integral is nite    a:e: if  is atomless.
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4. The Dyadic Dirichlet Space
Let T be the dyadic type tree with root o: To each vertex  2 T we associate
its predecessor set Pr () = f 2 E (T ) :  2 [0; ]g. Dually, to each  2 E (T )
we associate its successor set S ()  T , S () =  2 T :  2 Pr ()	 and we set
S (o) = T : Alternatively Pr () = f 2 E (T ) :   g; S () =  2 T :   	 :
Note that when T is realized inside the disk then S () is, roughly,the tent T (())
described in Section 7.2:We set d() = d^()+1; and thus d () counts the number
of edges in the geodesic

o 1; 

or, equally, the number of vertices in the geodesic
[o; ]
Our fundamental example is given by the dyadic tree T with its vertex set
realized as the set of dyadic boxes fQj;kg in the disk, or, when convenient, realized
as the set of centers fzj;kg :
When doing analysis on trees it is often useful and at times crucial to emphasize
the distinction between a function dened on the set of vertices of a tree and a
function dened on the set of edges. We are now abandoning that distinction. We
will identify each edge with its further vertex and will conate functions dened on
the edges and functions dened on the vertices. That will let us dene the Hardy
operator, our discrete model for indenite integration, and also its inverse, as maps
from functions dened on the vertex set to functions dened on the same set. This
will help emphasize the analogy with indenite integration and di¤erentiation which
have a similar property.
Let ' be a complex valued function dened on V (T ) and suppose  2 T . We
dene the Hardy operator I to be the map from functions on T to functions on
given by
(4.1) I' () =
X
2Pr()
' () :
In particular, given our conventions, I' (o) = ' (o) : (The analog of this operator
on the tree of nonnegative integers was studied by Hardy.)
The operator I models indenite integration, and its inverse, ; dened as the
map from F = fF ()g to
(4.2) F =

F ()  F ( 1)	 ;
is similar to di¤erentiation.
When we view the vertex set fg of T as a set fwg inside D then we can use
any f 2 D to construct a function ' on T by setting ' () = (1  jwj2) jf 0 (w)j.
Thus ' () is the modulus of the invariant gradient (4.1) of f ; the distortion of
the holomorphic map f : (D; dhyp) ! (C; dEuc) : If the details work well, we can
estimate the Dirichlet seminorm as follows;
D(f) =
1

ZZ
D
(1  jzj2) jf 0(z)j2 d X

(1  jwj2) jf 0 (w)j2 = k'k2`2(T ) :
With this background we now dene the dyadic Dirichlet space, the tree Dirich-
let space, D(T ); to be the Hilbert space of functions F on T for which F 2 `2(T ):
It is normed by
kFk2D(T ) = kFk2`2(T ) :
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As a space of functions on V (T ); D(T ) is a RKHS with inner product
hF;GiD(T ) = hF;Gi`2(T )
=
X
2T
4F ()4G ():
The reproducing kernel, k () ; is given by
k () =
8<: d() if   d() if   
0 otherwise
:
as can be seen from the following computation:
hF; kiD(T 2) = hF;ki`2(T ) =


F; ()

`2(T )
=
X

F () = F ():
Thus for any f 2 D (T ) ;  2 T we have hf; ki = f() and
(4.3) kkk2 = k() = d():
For any ;  2 T we have
(4.4) 2D(T )(; ) = 1 
d( ^ )2
d()d()
:
The following easy analog of Proposition 6 is an oscillation estimate for functions
in D (T ).
Proposition 19. If F 2 D (T ) ; kFkD(T )  1; ;  2 T then jF ()  F ()j 
d(; )1=2:
Proof. Let n = d(; ) and let  = 0; 1; :::n =  be the sequence of vertices
on the geodesic from  to : Then F () F () =Pni=1F (i) (where the signs
depend on the location of i in the path). Applying the Cauchy-Schwarz inequality
and the denitions completes the proof. 
5. Carleson Measures for D(T ) and D
We want to describe Carleson measures for I: That is, we look for positive,
Borel measures on such that the inequalityZ
T
jI' ()j2 d () 6 jjjj2CM
X
2E(T )
j' ()j2 ; equivalently(TI)
Z
T
j ()j2 d () 6 jjjj2CM
X
2E(T )
j()j2(5.1)
holds with nite jjjj2CM ; that is,  for which
jjjj2CM := sup
`2(E(T ))3' 6=0
R
T jI' ()j2 d ()P
2E(T ) j' ()j2
= jjIjj2B(`2(E(T ));L2()) <1:
Nicola: Given earlier disclaimers that we will conate functions on the vertex
set and functions on the edge set; could we, should we, here and throughout the
5. CARLESON MEASURES FOR D(T ) AND D 73
section replace E (T ) with T in expressions such as P2E(T ) : In later chapters
we just work with functions "on T " 
By analogy with earlier usage these can also be called the Carleson measures for
D(T ): In the language often used in potential theory we are looking for nonnegative
measures  which satisfy a trace inequality.
The reader is perhaps worried that, although we want the inequality for all '
in `2 (E (T )) ; the series in I' () might not be dened for  2 @T : However here,
and often below, it su¢ ces for our needs to have the inequality for ' which are real
and positive. In that case, accepting +1 as a value, I' () is dened everywhere.
We now establish a quantitative relation between the Hardy operator acting
on the tree Bergman space ( = `2(T ) ) and the integration operator acting on the
Bergman space A2: This will let us show that a characterization of the Carleson
measures for the D(T ) leads to a characterization of Carleson measures for D.
We will write I for the integration type operator dened in (4.1) and denote
the identity operator acting on a Banach space by Id: For Banach spaces A;B we
denote by B(A;B) the space of bounded linear operators from A to B:
For f 2 Hol(D) we dene V (f)  reit to be the radial variation of f until
rei 2 D; the Euclidean length of the image under f of the radial segment from 0
to rei; V (f)
 
reit

=
R r
0
f 0  eit d:
Theorem 13. (1) If  is a Borel measure on D then it is a Carleson
measure for the Dirichlet space if and only if  is a Carleson measure
for I: In that case the norms are comparable;
jjIjj2B(`2(E(T ));L2())  kIdk2B(D;L2()) :
(2) If  is a Borel measure on T ; then  is a Carleson measure for I if and
only if  is a Dirichlet space Carleson measure. In that case the norms
are comparable;
jjIjj2B(`2(E(T ));L2())  kIdk2B(D;L2()) :
(3) Furthermore kIdkB(D;L2()) is comparable with the best constant K in the
stronger inequality Z
D
V (f)
2
d 6 K2 kfk2D :
The proof of the theorem is simple conceptually. In one direction, to prove
that discrete Carlesonimplies holomorphic Carleson, we write f (z)  f (0) as
the sum of di¤erences of values of f at points belonging to adjacent dyadic boxes
(rather, we use that idea to deal with the larger V (f)). That is, we estimate f by
some I', and it turns out that we can estimate k'k`2 by kfkD.
Showing that holomorphic Carleson implies discrete Carleson is slightly
more delicate. We need to produce a holomorphic function with behavior similar
to that of a given discrete function. We do this by following the path suggested in
the previous chapter; we consider the dual inequality, the one for I. Not only does
that operator map unstructured sequences in L2 () to holomorphic functions,
but when the formulas are written explicitly it is seen that the holomorphy is a
consequence of the conjugate holomorphy of the Dirichlet space kernel, kz(w) as a
function of z: We then estimate using the two facts which were used heuristically
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in the discussion in Section 2.3; (i) the real part of the kernels derivative is non-
negative; (ii) on S (z), the tent under z; the real part of @zk (z; w) is comparable to
(1   jzj2) 1. Testing the dual inequality on functions which are nonnegative and
are constant on dyadic boxes we obtain what we need, the dual inequality of the
trace inequality for I.
Proof. First note that because the Dirichlet space does not have bounded
point evaluation at the boundary, the Carleson measures for the Dirichlet space
have no atoms on the boundary. Similarly, a Carleson measure for I does not have
atoms on the boundary because a point mass at the boundary point  would lead
to the following false inequality: for any positive f' ()g ;
P
2P () ' ()
2
.P
2P () ' ()
2. Having established these facts we have access to the full strength
of Corollary 5.
Now, given a Borel measure  on D, we extend the denition of  to ver-
tices of T . Redene the dyadic boxes in such way they are disjoint: e.g. for
(n; j) 2 T , let ~Qn;j =

z = re2it 2 D : 2 n 1 < 1  r 6 2 n; j 12n < t 6 j2n
	
, and
let  (f(n; j)g) = ( ~Qn;j). This time,  concentrates the mass of ~Qn;j into
its center zn;j , while  =  for all Borel measures on T .
Taking into account the elementary pointwise inequality for f 2 D with f(0) =
0: jf(z)j2 . V (f)(z)2 it now su¢ ces to establish the following two estimates
(1) If  is a Carleson measure for I then v is what could be called a Carleson
measure for the variation operator V: That is for all f in D
(5.2)
Z
D
V (f)
2
d . kk2CM(T ) kfk2D :
(2) If  is a Carleson measure for D then I : L2 () ! `2 (E (T )), the
adjoint of the map I : `2 (E (T )) ! L2 (), is bounded and thus  is a
Carleson measure for I: That is, 8' 2 L2()
(5.3)
I'2`2 . kk2CM(D) ZT '2d:
For the rst claim, we start by estimating V (f) pointwise. For z; w 2 D let
[z; w] be the straight line segment from z to w:
V (f) () = V (f) () =
Z jj
0
f 0 jj
 d
6
X
2 1()
X
2Pr()
Z
Q\[0;]
jf 0 (w)j jdwj
whereQ is the dyadic region indexed by
6
X
2 1()
X
2Pr()
jQj1=2
f 0  wMax 
wherewMax maximizes jf 0j inQ and jQj =
Z
Q
dxdy:
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Integrating,Z
D
V (f)
2
d 6
Z
D
0@ X
2 1()
X
2Pr()
jQj1=2
f 0  wMax 
1A2 d ()

Z
D
1
] ( 1 ())
X
2 1()
0@ X
2Pr()
jQj1=2
f 0  wMax 
1A2 d ()
=
Z
T
I' ()
2
d ()
where' () = jQj1=2
f 0  wMax 
6 kk2CM(T )
X
2E(T )

jQj1=2
f 0  wMax 2
= kk2CM(T )
X
2E(T )
 
jQj1=2

R
B
f 0 (z) dxdy
jBj

!2
:
Here B is a disk with center at wMax ; with Euclidean radius comparable to jQj1=2 ;
and which meets no Q except possibly those sharing a boundary segment with
Q:We then used the area version of the mean value property for that disk. The
geometry of the construction ensures that there is a nite upper bound on the
number of Q which contain any given z 2 D. That bounded overlap allows us to
dominate expressions of the type
P

R
Q
by integrals over the entire disk.
In the other direction, elementary hyperbolic geometry estimates show it is pos-
sible to obtain a similar covering with pseudohyperbolic balls, all having the same
radius 0; and, furthermore there is a 1; 0 < 1 < 1 so that the pseudohyperbolic
balls with the same centers and radius 1 will be a cover of D and will have the
bounded overlap property just described. Hence, among other things, one can then
bound integrals over the disk by sums of integrals over these larger balls.
Exercise 42. Draw sketches to elucidate the basic geometric properties of the
covering.
We continue our estimates with
6 kk2CM(T )
X
2E(T )
jQj
R
B
jf 0 (z)j2 dxdy
jBj by Jensens inequality,
 kk2CM(T )
X
2E(T )
Z
B
jf 0 (z)j2 dxdy
 kk2CM(T )
Z
D
X
2E(T )
Q (z) jf 0 (z)j2 dxdy
 kk2CM(T )
Z
D
jf 0 (z)j2 dxdy:
Hence we have established (5.2).
To establish (5.3) assume that  =  is a Carleson measure for D, and assume
that  is supported on @T , the other case being easier. If kz () = 1+log (1  z) 1
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is the reproducing kernel for D at z 2 D, then
Id g (z) = hId g; kziD = hg; kziL2()
=
Z
D
g () k (z) d () :
(This kernel k is actually the kernel associated with the norm kkD,alt of (1.10)
rather than the norm (1.1). That leads to slightly cleaner computations and makes
no essential di¤erence.) Now, the operator Id is bounded if and only if
Z
D
 ddz
Z
D
g () k (z) d ()
2 dxdy = Z
D
Z
D
g () 
1  z d ()
2 dxdy(5.4)
6 Id2B(D;L2())
Z
D
jgj2 d:
Let S(z) be a tent with vertex z; similar to that described in Section (7.2):
S (z) :=

w 2 D : 2 (1  jwj) 6 1  jzj ; jarg (zw)j 6 2 (1  jzj)	
We use the elementary estimate:
Re
 
1  jzj2
1  z
!
 0 on D
 1 on S (z) :
We proceed to estimate the rst terms in (5.4) from below, making some assump-
tions on g.
Z
D
Z
D
g () 
1  z d ()
2 dxdy > Z
D
Re
Z
D
g () 
1  z d ()
2
dxdy
=
Z
D
 Z
D
Re
 
1  jz 2
1  z
!
g () d ()
!2
dxdy
(1  jzj2)2
if h () = g ()  is positive;
&
Z
D
 Z
S(z)
h () d ()
!2
dxdy
(1  jzj2)2

Z
D
 Z
S(z)
h () d ()
!2
dxdy
(1  jzj2)2
=
X
2E(V )
Z
Q
 Z
S(z)
h () d ()
!2
dxdy
(1  jzj2)2 :
5. CARLESON MEASURES FOR D(T ) AND D 77
We now consider two cases;  (T) = 0 and supp ()  T. In the rst case we can
continue with
&
X
2E(V )
Z
Q
0@ X
x2S()
Z
Qx
h () d ()
1A2 dxdy
(1  jzj2)2

X
2E(V )
0@ X
x2S()
Z
Qx
h () d ()
1A2
=
X
2E(V )
0@ X
x2S()
Z
Qx
h () d ()
1A2
assume now thath = h] () is constant inQx
=
X
2E(V )
0@ X
x2S()
h] ()  (fg)
1A2
where
=
X
2E(V )
 
Ih
] ()
2
;(5.5)
In the second case we continue with
&
X
2E(V )
 Z
S()
h ( ()) d ()
!2 Z
Q
dxdy
(1  jzj2)2
if h] () = h ( ())

X
2E(V )
 
Ih
] ()
2
:(5.6)
Also, in either case we have Z
D
jgj2 d .
Z
T
h]2d:
Combining this with (5.4), (5.5), and (5.6), we have then, for any choice of h], the
inequality X
2E(V )
 
Ih
] ()
2 . Id2B(D;L2()) Z
T
h]2d;
which is dual to the trace inequality I : `2 ! L2 (), which then holds with the
same constant. 
The partitioning of in the disk into subsets that are disjoint (up to sets of
measure zero), whose dilates ( = controlled expansions) form a cover of bounded
depth, and all being roughly spherical in terms of a natural intrinsic distance, is
at the core of this proof and, more generally at the center of the analogy between
spaces of holomorphic functions and spaces of functions on trees. We are now
focusing on the Dirichlet space; but for f 2 D the function we analyze is f 0 which
is in the Bergman space A2: Hence the natural choice of distance is A2 rather than
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the very di¤erent D: The metric A2 is equivalent to the the pseudohyperbolic
metric,  = H2 ; and for convenience we will generally  rather than A2 :
5.1. Radial Variation . Given f 2 D let X be the set of ei 2 T for which
the image under f of the segment

0; ei

has innite length. It is easy to check
that if ei =2 X then f has a radial limit at ei: The last statement in the theorem
ensures that X is a null set for every Carleson measure. However that property
also characterizes sets of capacity zero, see Theorem 40. Thus we obtain following
classical result of Beurling ??.FF is that really the right reference, check Ransford
book FF
Theorem 14. If f 2 D then for each  outside a set of capacity zero limr!1 f(rei)
exists.
A similar statement for f 2 H2 fails completely. Hardy space functions can
have innite variation along every radius. The function
P
1
nz
2n is an example, see
Flett [Fle]. For a discussion of discrete analogs of that Hardy space behavior see
[CFPR]. We discuss boundary behavior further in Chapter 9.
Both the theorem and its proof are rather stable under variations. For instance
variation `2(T ) can be replaced by `p(T ; !) for p 6= 2 and various weights !:
Exercise 43. State and prove a version of the theorem corresponding to the
imbedding Id : Bp ! Lq (), where 1 < p; q <1 and Bp is the Besov space normed
by (5.2a). Hint. Look for a reference where it is proved that Bp = Bq under the
pairing in D.
6. The Tree Characterization of Carleson Measures
We now describe the Carleson measures for D(T ); the measures which satisfy
a trace inequality. When that result is combined with Theorem 13 we also obtain
a characterization of the Carleson measures for D.
In the previous chapter we saw that the simple, one box, condition did not
characterize the Carleson measures for the Dirichlet space and we gave a heuristic
argument that suggested considering a condition such as Condition 1, a condition
based on testing the adjoint of the inclusion map. We now prove such a result for
the tree Besov space.
Theorem 15. Let  > 0 be a Borel measure on . Then,  satises the trace
inequality (TI) if and only if it satises
(TC)
X

 (S ())
2 6 []CM  (S ()) <1
with a nite constant []CM. Moreover, []CM  kkCM.
The condition (TC) is sometimes called the tree condition. More generally, that
name is used generically for conditions in the spirit of Condition 1 which are based
on testing the adjoint of an operator of interest.
More generally: This theorem characterizes  for which kkCM < 1; that
is, the operator I is bounded from `2 (E (T ) ; counting measure) to L2 () : There is
also a "two weight" version of the theorem which gives a tree condition characteri-
zation of pairs (; w) for which I is bounded from `2 (E (T ) ; ) to L2 (w) ; Theorem
3 in [ARS02]. We state and use the more general result later, near (5.10).
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Proof of Theorem 15. By duality, the trace inequality is equivalent to the
dual inequality X
2E(T )
I (g)
2
() 6 kkCM kgk2L2() ;
where I : L
2 () ! `2 (E (T )) is the adjoint of I : `2 (E (T )) ! L2 (). We will
prove this dual inequality.
To nd the formula for I we computeX
2E(T )
Ig ()' () = hIg; 'i`2(E(T )) = hg; I'iL2()
=
Z
T
g ()
X
2Pr()
' () d ()
=
X
2E(T )
 Z
S()
g () d ()
!
' () :
Therefore,
Ig () =
Z
T ()
g () d () :
If we test the inequality for I on functions of the form g = T (), we obtain the
necessity statement:
kkCM  (T ()) = kkCM
T ()2L2()
>
X

I
2
T () ()
=
X

 (T () \ T ())2
= d () (T ())2 +
X

 (T ())2 :
For the su¢ ciency part, we rst majorize the left hand side by a maximal
function and show a stronger inequality for the maximal function. We dene the
maximal function M by the following. Let g > 0 be a measurable function on .
Recall that [z; w] is the line segment connecting z to w: Set
 (x) =
X
>x
 (S ())
2
:
We have
X
2E(T )
I (g)
2
() 6
X
x2V (T )
max
2P (x)
I (g)
2
()
 (S ())
2 
 
S
 
x 1; x
2
=:
X
x2V (T )
Mg (x)2  (x) :
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Observe that M extends in the obvious way to T : Now, the condition on 
implies that for t > 0 we have
 (x :Mg (x) > t) =  ([jS (j))
where eachj =  isminimalwith the property that
I (g) ()
 (S ())
> t
=
X
j
X
>j
 (S ())
2
6
X
j
[]CM  (S (j)) by the necessary condition
= []CM  ( :Mg () > t) :
Then, X
x2V (T )
Mg (x)2  (x) =
Z 1
0
 (x :Mg (x) > t) d2tdt
6 []CM
Z 1
0
 ( :Mg () > t) d2tdt
=
Z
T
(Mg)2 d:
We obtain the desired L2 inequality by the standard interpolation argument. The
strong L1 inequality kMgkL1() 6 kgkL1() is obvious, and the weak L1-
inequality
 ( :Mg () > t) =
X
j
 (S (j))
6
X
j
1
t
I (g) (j) =
1
t
Z
[jS(j)
gd
6
R
T gd
t
holds as well. The desired inequality then follows by interpolation. 
Combining the previous theorem with Theorem 13 gives the following charac-
terization of Carleson measures for D. Recall the denition of  from Proposition
18.
Corollary 6. The nonnegative measure  on D is a Carleson measure for D
if and only if the measure  satises (TC).
This can be recast as a description that has a more classical form. Roughly,
Condition 1 is a good rst approximation. However the discrete world is only a
grainy approximation to the holomorphic world and hence to get a correct statement
Condition 1 must be softened a bit. For z 2 D let z be the point obtained my
moving z a bit closer to the origin: z = :9z:
Corollary 7. The nonnegative measure  on D is a Carleson measure for D
if and only if there is a C > 0 so that 8z 2 DZ
T (z)
(T () \ T (z))2d()  C(T (z)):
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The passage from the rst corollary to the second is discussed in detail in
[ARS02] and [ARSW11b].
Of course these characterizations of Carleson measures for D and the capacity
theoretic characterization in Theorem 11 must be equivalent. The direct proof
that the two are equivalent reveals an interesting relationship between the Carleson
measure theory for D(T ) and capacity theory on T , and then, also, between the
Carleson measure theory for D and the capacity theory on the circle. Theorem 40
is an explicit statement. The following exercise gives a glimpse of the connection.
Exercise 44. Let 0 <  6 1. Show that for a nite Borel measure on T one
has:
(6.1)
X
x;y2S()
 (x) (y) d (x ^ y)  d ()  (S ())2 + 
X

d ()
 1
 (S ())
2
;
with constants independent of .
Let `2
 
d1 

be the weighted `2 space on T :
k'k2`2(d1 ) =
X

j' ()j2 d ()1  :
Use the proof of the characterization theorem to show that

X

d ()
 1
 (S ())
2 .  (S (w))
holds uniformly in w for a given positive measure  if, and only if, the Hardy op-
erator I : `2(d1 )! L2 () is bounded, and show that the norm does not crucially
depend on .
Note that the left hand side of (6.1) is of the general form of an energy integral
in capacity theory (for the tree) and the right hand side is related to the criterion for
Carleson measures (again, on the tree). That observation is a step in understanding
the relationship between the tree description of Carleson measures and the capacity
description.
In the previous chapter we saw that the simple condition
(6.2)  (S ()) 6 kkCM d () 1 <1
is necessary for a measure to be a Carleson measure. Hence, by the previous theorem
this condition must be implied by the tree condition (TC).
Exercise 45. Give a direct proof of that implication. Hint: Pick  in E (T )
with d () > 2 and let ^ be an edge about half-way between the root and . If 
satises (TC), 

S() does as well. Write (TC) for 

S() at ^ and deduce (SC)
for  at .
On the other hand, we mentioned in the previous chapter that the simple
condition was not su¢ cient for a measure to be a Carleson measure. That follows
from the previous theorem and the following construction.
Proposition 20. There is a measure  on the dyadic, rooted tree, such that
(SC) holds, but  does not satisfy (TC).
Proof. We will produce a measure  having the form
 =
X
n0;1j2n
d (xn;j)
 1
xn;j ;
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where the points xn;j 2 V (T ) will be specied shortly and x is a unit mass at
x. We will identify edges and vertices. For n > 0, pick 2n points xn;j such that
d (xn;j) = 2
nan, with an to be chosen, having the structure of a subtree. That
is, xn;2j 1 ^ xn;2j = xn 1;j holds for all n; j. For each xn;j choose then a point
yn;j > xn;j such that d (yn;j) = 2nbn (with bn > an to be chosen), and that, for
xm;k > xn;j , one has yn;j ^ xm;k = x^n;j is one of the immediate successors of xn;j .
For simplicity of notation, we suppose that yn;j ^xm;k = xn;j (which is not possible
in a dyadic tree, but the reader can check that the estimate works the same way in
the more rigorous assumption above).
The simple condition (SC) becomes, in the worst scenario:
2 (n 1)a 1n 1 = d (xn 1;j)
 1 &
X
xm;k>xn;j
d (ym;k)
 1
=
X
l0
2l
 
2n+lbn+l
 1
;
i.e. a 1n 1 &
P
l>0 b
 1
n+l. The tree condition (TC) is:
2 n
X
l>0
b 1n+l 
X
xm;k>xn;j
d (ym;k)
 1
&
X
t>xn;j
0@ X
xm;k>t
d (ym;k)
 1
1A2

X
l>0
2l
 
2n+lan+l   2n+l 1an+l 1
0@2 n lX
j0
b 1n+l+j
1A2
since changes only occur at the pointsxm;k;
= 2 n
X
l>0
 
an+l   2 1an+l 1
0@X
j0
b 1n+l+j
1A2 :
It now su¢ ces to pick an v n and bn v n2 as n!1 to have (SC) true, and (TC)
false, since the last expression in the chain of inequalities diverges. 
Larger measures have larger Carleson measure constants: if 0 6  6  then
kkCM 6 kkCM. Hence, by the previous theorem, it must also hold that, for some
C; []CM  C []CM. We now show that this weak monotonicity of []CM is a direct
consequence of the denitions and does not require the previous theorem.
Proposition 21. Suppose the positive Borel measure  on satises (TC) and
that  :! [0; 1] is measurable. Then, []CM 6 2 []CM.
Proof. Using the same notation as in the proof of the characterization the-
orem, but writing  = d to exhibit the dependence of  on , we have for
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 2 E (T ):
d (S ()) :=
X

 Z
S()
d
!2
6
X

(M () ())2  ()
=
Z 1
0
 (   :M () > t) d2tdt
=
Z 1
0
 ([jS (j (t))) d2tdt =
Z 1
0
X
j
 (S (j (t))) 2tdt
where eachj (t) =  isminimal inS () with
I () ()
 (S ())
> t
6 2 []CM
Z 1
0
X
j
 (S (j)) tdt
6 2 []CM
Z 1
0
X
j
I (j) dt
byminimality of thej
0s
6 2 []CM I () = 2 []CM
Z
S()
d;
as wished. 

Nicola, Brett,
The next two sections were moved here from the Onto chapter
and from the Hankel chapter. Based on casual inspection I think
there is overlap between the two, some repetition, and perhaps
some inconsistent notation and terminology.
My suggestion is the two be merged and rewritten (as one
section or two). Also, there are a places where we refer to our
papers rather than including proofs. I suggest reconsidering those
decisions and perhaps including those proofs.
After this is done the references to the material in the Onto
and Hankel chapters will need to be redone.
Richard

7. A Capacity Construction for Interpolation
In Chapters 7 and 8 we consider interpolation problems for D. It is easy to
nd formal solutions of those problems as sums of solutions to certain fundamental
problems. However it can be di¢ cult to obtain the required norm estimates for
that sum. For the analogous problems on D(T ) it is possible to construct those
fundamental solutions with enough control of the support of the function (or of its
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derivative) to make estimating the norm of the sum straightforward. We will see an
example of this done in detail in Chapter 8. The technical preliminaries for doing
this involve tree geometry and tree capacity and hence we choose to include them
in this chapter.
We start with a xed dyadic tree T and a subset fjg1j=1 = Z  T . We
suppose that Z satises the tree separation condition, there is a c > 0 such that
(7.1) 8z; w 2 Z; d (z; w)  cd (o; z) :
Let E;F be disjoint subsets of T. The capacity Cap(E;F ) of the condenser
(E;F ) is dened as
(7.2) Cap(E;F ) = inffkhk2`2 : IhjE = 1; IhjF = 0g:
For Z a sequence in T set (z; Z) = Cap(fzg ; Z n fzg): We say that Z satises the
tree capacity condition if
(7.3) 9C; 8z 2 Z; (z; Z)  Cd(z) 1:
Definition 1. We say that S  T is a stopping time or stopping region if every
pair of distinct points in S are incomparable in T. Equivalently, for all x; y 2 S;
x 6= y; S(x) \ S(y) = :
Lemma 5. Given a subset Z of T that satises the tree separation condition
(7.1), there are functions Hw = Ihw on T and a constant C depending only on the
constant in (7.1) satisfying
(1) Hw (z) = w;z for w; z 2 Z;
(2) supp (hw) \ supp (hz) =  for z; w 2 Z, z 6= w,
(3) kHwkD(T )  2C (w;Z) for w 2 Z,
(4) If S is a stopping region in T, then
P
2S jhw ()j  2 (w;Z) for w 2 Z.
7.1. Extremal Functions: Basic Properties. We now prove a string of
results on capacity that will culminate in the proof of Lemma 5. More precisely,
properties 1, 2 and 3 of Lemma 5 will follow from Proposition 25 below, and prop-
erty 4 will follow from Proposition 26. We use the following notation. If x is an
element of the tree T , x 1 denotes its immediate predecessor in T . If z is an ele-
ment of the sequence Z  T , ZPr(z) denotes its predecessor in Z: ZPr(z) 2 Z is
the maximum element of Z \ [o; z) Let 
  T .
A point x 2 T is in the interior of 
 if x; x 1; x+; x  2 
. A function H is
harmonic in 
 if, for every point x which is interior in 
,
(7.4) H(x) =
1
3
[H(x 1) +H(x+) +H(x )]:
In that case, if H = Ih; then, for the same x we have that
(7.5) h(x) = h(x+) + h(x ):
Proposition 22. Let T be a dyadic tree.
(1) If E and F are nite, there is an extremal function H = Ih such that
Cap(E;F ) = khk2`2 .
(2) The function H is harmonic on T n (E [ F ).
(3) Let E = fzg, F = Z   fzg. Then the support of h consists of (at most)
three connected components. The upper support consists of the segment
(ZPr(z); z] and of all segments [(w); w), where w 2 Z and ((w); w] has
some intersection with the component of T n Z lying above z (i.e., the
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component containing z 1). The lower support consists of all segments
[(w); w), where w 2 Z and ((w); w] has some intersection with one of
the (at most) two components of T nZ lying below z (i.e., the components
containing, respectively, z+ and z ).
(4) The function h is positive on (ZPr(z); z], negative on the segments [(w); w)
and vanishes everywhere else.
In classical potential theory capacities can be recovered from the derivative of
the Green potential. An analogous result holds here for the capacity of (z; Z n fzg)
with h playing the role of that derivative.
Proposition 23. Let , P be the `2-sum of h over the lower and upper
components of its support, respectively. Then,
 =  h(z); P = h(z 1):
Proof of both propositions: We consider rst the case of +. Let T +z be
the component of T n Z containing x+ and let T +z be its forward closure, which is
obtained by adding to T +z all points w 2 Z, w 6= z, such that d(w; T +z ) = 1. For
each x 2 T +z , x 2 T +z . We proceed by induction on the cardinality of Z \ T +z .
If ](Z \ T +z ) = 1; Z \ T +z = fwg, then supp(h) = (z; w] and h =  d(z; w) 1
over its support, so that + = d(z; w)  d(z; w) 2 = d(z; w) 1 =  h(z+).
Suppose we know that N  1 and that the property holds when ](Z\ T +z )  N
and suppose now that ](Z\ T +z ) = N+1. ConsiderWz = fw^w0 : w;w0 2 Z\ T +z g,
the subtree of T +z generated by Z \ T +z . Then, Wz has a minimal element  2 T +z
( =2 Z because N + 1  2). Let U+ = S(+) \ Z \ T +z and U  = S( ) \ Z \ T +z .
Then, the function H goes from 1 to H() > 0 on [z; ] and from H() to 0 as x
moves from  to U = S()\Z \ T +z in fg[X = fg[S()\ T +z . Note that
H() = 1  d(z; )h(z+) = 1  d(z; )h():
The function hjX+ has minimal `2 norm with the property that
Pw
x=+
=  H()
whenever w 2 U+, otherwise we could modify it to obtain a global H with better
`2 norm, contradicting the hypothesis that H was optimal. Also, observe that
](U)  N .
Let H+ = Ih+ be the function such that H+() = 1, H+jU+ = 0 and which
has minimal `2 norm with these properties. Similarly dene H  = Ih  and H 0 =
Ih0, the latter with the conditions H 0(z) = 1 and H 0() = 0. By the induction
hypothesis,
kh+k2`2 = h+(+); kh k2`2 = h ( ); kh0k2`2 = h0(z+) = h0():
By uniqueness of the extremal function H and by homogeneity of the minimization
problem, we have that, with constants a+ = H() = a ; a0 = 1 H(),
h = a  h; h = a0  h0:
The norm of h is then
khk2`2 = a2+kh+k2`2 + a2 kh k2`2 + a02kh0k2`2
= H()2  [h+(+) + (h ( )] + (1 H())2  h0()
= H()  [h(+) + h( )] + (1 H())  h()
= h() = h(z+);
as wished. In the fourth equality, we used the harmonicity of H = Ih.
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Exactly the same argument works for   and a variation thereof gives the
desired formula for P .
Remark 3. The proof gives a useful formula for computing capacities. Given
z, 2T; z <  and given U  S() we have
(7.6) Cap(z; U+ [ U ) = Cap(; U+) + Cap(; U )
1 + d(z; ) fCap(; U+) + Cap(; U )g :
To see this note that,
Cap(z; U+ [ U ) = h(z+) = h() = h(+) + h( )
= H() fh+(+) + h ( )g
= (1  d(z; )h(+)) fCap(; U+) + Cap(; U )g
= (1  d(z; )  Cap(z; U+ [ U )) fCap(; U+) + Cap(; U )g :
This formula is used in [ARS16] to construct sequences with desired properties..
7.2. Extremal Functions: Disjoint Supports. From now on, we consider
a nite sequence Z satisfying (7.1). We want to show that the functions h =
hz can be replaced by near extremal functions kz, with the extra property that
supp(kz) \ supp(kw) =  if z 6= w.
We will assume that Z = fzj : j  0g is ordered in such a way that d(zn) 
d(zn+1). We will also assume that z0 = o = 0 belongs to Z. We dene
Zn = fz0; : : : ; zng
and
Tn =
Sn
j=1[o; zj ]
We also need T1 =
S1
j=1[o; zj ], the minimum subset of T containing Z which is
geodesically connected. The landing point of z = zn+1 is, by denition,
(z) = max ([o; z] \ Tn)
By construction, Z \ ((z); z) =  and, if z 6= w, [(z); z] and [(w); w] are either
disjoint, or they intersect in (z), or in (w). If ij  ik, then (zik) 2 [(zij ); zij ] if
and only if (zij ) = (zik).
The following lemma seems to be an odd spot to invoke a technical lemma
from [ARS16] rather than giving the proof. What do you think?
Lemma 6 ([ARS02, Lemma 27]). Let Z be a sequence satisfying (7.1). Then,
for some positive constant ,
(7.7) d((z); z)  d(z)
for all z in Z.
As a consequence, by removing a nite number of points from Z we can assume
that d((z); z)  3 for all z 6= o.
We record some further properties of the functions H = Hz.
Proposition 24. The function H is increasing on [ZPr(z); z] and decreasing
on all segments of the form [(w); w]. Moreover, H is convex on all intervals of the
form [(w); w] and on [ZPr(z); z].
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Does this proposition need a proof? (I havent though about it). A few
lines down we refer to the proof. 
For z in Z, let
N (z) =
[
wZPr(z)
(w;ZPr(z))\Zfzg
[w;ZPr(z))
The set N (z) is the downward closure of the connected component N0(z) of
T1 n (Z n fzg) containing z. We have
N0(z) = N (z) n (Z n fzg) :
All of the interesting action takes place inside N (z).
The main tool we need is the following. Recall that K = k if K = Ik.
Proposition 25. If (2.13) holds, then to each z in Z we can associate a
function Kz in D such that Kz (w) = z (w) for w 2 Z, Kz is harmonic on
supp (Kz) n Z, kKzkD  C (z; Z) and such that supp(Kz) \ supp(Kw) = 
if z 6= w. In fact the K 0s are pairwise disjoint as well: supp(Kz) \ supp(Kw) = 
if z 6= w.
Remark 4. Because the K 0s have disjoint support we have an immediate so-
lution,
P1
j=1 jKzj ; to the problem of interpolating  = fjg1j=1 on the tree T .
Proof of Proposition 25. Fix z 2 Z. By Proposition 24 there is a function
H such that kHk2D = (z; Z) and H(z) = 1, HjZnfzg  0, H  0, supp(H) 
N (z) and H is convex on intervals of the form [w; (w)]. Let Qz be the rst point
x on [ZPr(z); z] such that d(x; z)  13d(ZPr(z); z). For each w 2 N (z) \ (Z nfzg) \ S((z)), let Qw be the rst point y in [(w); w) such that d(y; (w)) 
1
3d((w); w). As in the proof of Proposition 24, but we didnt include that proof
?! N (z) \ (Z n fzg) \ S((z)) = fzij : j  0g, where z = zi0 , d(zij+1)  d(zij )
and (zij+1) 2Tij . The function Kz is constructed inductively, in such a way that
supp(kz)  Nr (z) 
S
j [Qzi0 ; Qzij ]; kz = Kz:
It is clear that if z 6= w are points in Z, then Nr(z) \Nr(w) = .
Step j = 0. Construct a new function K0 as follows. On [ZPr(z); Qz), set
K0 = 0. For x 2 [Qz; z], set
K0(x) =
H(x) H(Qz)
H(z) H(Qz) :
If y is such that y ^ z 2 [ZPr(z); z], set
K0(y) =
K0(y ^ z)
H(y ^ z) H(y):
Set K0(y) = H(y) otherwise. The function K0 has the following properties (with 
from (7.7) and with the parameter ` = 0),
(1) K` is admissible for z, K`  0, K` is harmonic on Nr (z), K` is convex on
[(zij ); zij ] for j  1;
(2) K`  H, pointwise;
(3) if x =2 [Qz; z], then jK`(x)j  jH(x)j;
(4) if x 2 [Qz; z], then jK`(x)j  CjH(x)j, where C = 3=;
(5) supp(K`)  [Qz; z]
S
(
S
j1[zij ; (zij )]).
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Properties 1, 2, 3 and 5 immediately follow from the construction. We show 4.
By convexity,
1 H(Qz)
d(z)  d(Qz) =
H(z) H(Qz)
d(z)  d(Qz) 
H(z) H(o)
d(z)  d(o) =
1
d(z)  1
hence,
H(z) H(Qz)  d(z)  d(Qz)
d(z)  1 

3
by Lemma 6 and by the denition of Qz. Thus, if x 2 [Qz; z], then jK0(x)j =
jH(x)j=(H(z) H(Qz))  CjH(x)j.
Induction. Pick now zi1 . If (zi1) 2 [ZPr(z); Qz), let K1 = K0. If (zi1) 2
(z;Qz], construct K1 as we did above, changing rst the values of K0 on [(zi1); zi1 ]
in such a way K1 vanishes on (Qzi1 ; zi1 ], then adjusting the values elsewhere to
make K1 admissible for z. Observe that fx : K1 6= K0g \ [ZPr(z); z] = . The
function K1 has (` = 1) properties 1, 2 (that is, K`  K` 1), 3 (that is, if
x =2 [Qzi` ; zi` ], then jK`(x)j  jK` 1(x)j), 4 (that is, if x 2 [Qzij ; zij ], then
jK`(x)j  CjK` 1(x)j  CjH(x)j, and this time C = 3 su¢ ces). Property 5
becomes
supp(K`)  [Qz; z]
S
(
S
1j`[Qzij ; zij ])
S
(
S
j`+1[zij ; (zij )]):
Moreover, we have that 
K`(x) = K` 1(x) on the set B` 1 =
S
1j` 1[(zij ); zij ]:
Passing to the limit, we nd a function Kz with all the desired properties, since
the estimates for jK`j add up nicely.
7.3. Stopping Estimates. Let S be a stopping region in the tree T as in
Denition 1.
Proposition 26. Let Kz = Ikz be the function in Proposition 25 and let S be
a stopping region. Then, X
x2S
jkz(x)j  2 (z; Z) :
Proof : Let k = kzz. We know that k  0 on [Qz; z] and that k  0 elsewhere.
Let S be a stopping time in T . Then S \ [Qz; z] consists of at most one element x
and
0  k(x)  k(z) = P ;
since k is convex on [Qz; z].
Let x0 = Qz; x1; : : : ; xN = z be an ordered enumeration of the points in
[Qz; z
 1]. Let Sj = S \ (S(xj)   S(xj+1)), j = 0; : : : ; N   1. Without loss of
generality, we can assume that xj+1 = xj+, so that S(xj) S(xj+1) = S(xj ). By
the harmonicity of k (8.5) and an easy induction we have thatX
x2Sj
jk(x)j =  
X
x2Sj
k(x) =  k

xj 

=  
h
k (xj)  k

xj+
i
:
Summing over j, we haveX
j
X
x2Sj
jk(x)j = k(z)  k(Qz)  k(z) = P :
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Let S = S \ S(z). Induction and harmonicity show thatX
j
X
x2S
jk(x)j = jk(z)j = :
All points in the support of k fall in S(Qz)
S
: : :
S
S(z), henceX
x2S
jk(x)j  2P + + +    2(z; Z):
8. Capacity and Blowups
In Chapter 13 we will use quantitative estimates of how the capacity of a union
of intervals in the boundary of the disk changes when all the individual intervals
are expanded; i.e., when we form the blowup of the set. It turns out to be e¤ective
to study that question in conjunction with the analogous question on the tree, and
hence we include that analysis in this chapter.
8.1. The Disk and the Tree. We begin by recalling and elaborating on some
earlier notation, in particularly that from Section 7
For an interval I in the circle we let Im be its midpoint and z(I) = (1  jIj =2) Im
be the associated index point in the disk. In the other direction let I(z) be the
interval such that z(I(z)) = z: Let T (I) be the tent over I; the convex hull of I
and z(I) and let T (z) = T (z (I)) := T (I). More generally, for any open subset H
of the circle T, we dene T (H) ; the tent region over H in the disk D, by
T (H) =
[
I an interval in H
T (I) :
We work with the dyadic tree T of Sections 7.1 and 2.1. We write fxg for
the index set for the boxes fQxg in the dyadic decomposition of D: There is a
natural bijection between the boxes and the intervals on the circle fI(Qx)g obtained
by radial projection of the boxes. This also induces a bijection with the set of
index points associated to those intervals, the set fz(I(Qx))g  D. Furthermore
z(I(Qx)) 2 Qx. At times we will use the label x to denote the point z(I(Qx)):
Recall Denition 1 that S  T is a stopping time if no pair of distinct points
in S are comparable in T . Given stopping times E;F  T we say that F  E if
for every x 2 F there is y 2 E above x; i.e., with x > y. For stopping times F  E
denote by G (E;F ) the union of all those geodesics connecting a point of x 2 F to
the point y 2 E above it.
The bijections between fQxg, fI(Qx)g, and fz(I(Qx))g induce bijections be-
tween other sets. We will be particularly interested in three types of sets:
 stopping times W in the tree T ;
 T -open subsets G of the circle T;
 T -tent regions   of the disk D.
The bijections are given as follows. For W a stopping time in T , its associated
T -open set in T is the T -shadow ST (W ) = [fI(x) : x 2Wg of W on the circle
(this also denes the collection of T -open sets). The associated T -tent region in D is
TT (W ) = [fT (I ()) :  2Wg (this also denes the collection of T -tent regions).
When we constructed the ideal boundary the I 0s were closed intervals (so
we could use intersections). I also think that closed boxes were the default when
we broke up the disk. Here we have open intervals. Do we need to clean that up?
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How? Can we hide behind (an enhanced version of) the denition of "nice" given
earlier?
At times we will identify a stopping time W = WT in a tree T with its asso-
ciated T -shadow on the circle and its T -tent region in the disk and will use W or
WT to denote any of them. When we do this the exact interpretation will be clear
from the context.
Note that for any open subset E of the circle T, there is a unique T -open set
G  E such that E nG is at most countable. We often informally identify the open
sets E and G.
Exercise 46. Make enough sketches to ensure you understand the geometric
content of the previous denitions and the various bijections and identications.
8.2. Capacity. Recall from Chapter 4 that for G  T the capacity of G is
CapDG = inf
n
k k2D :  (0) = 0;Re (z)  1 for z 2 G
o
:
We saw in Theorem 11 that  2 CM(D) exactly if for any nite collection of disjoint
arcs H = fIjgNj=1 in the circle T we have
(8.1) (T (H)) = 
[N
j=1
T (Ij)

 C CapD
[N
j=1
Ij

:
We will need to understand how the capacity of a set changes if we expand it
in certain ways. For I an open arc and 0 <   1, let I be the arc concentric with
I having length jIj.
Definition 2 (disk blowup). For G open in T we call
GD =
[
I an interval in G
T (I)
the disk blowup (of order ) of G.
The important feature of the disk blowup is that it achieves a good geometric
separation between DnGD and G1D = T (G) : This fact will be crucial in the work in
Chapter 13.
Lemma 7. Let G be an open subset of the circle T. If w 2 G1D = T (G) and
z =2 GD then jz   wj  (1  jwj2).
Proof. The inequality follows from the denition of GD and the inclusion
T (I)  z : jz   z (I)j < 2(1  jz (I)j)2	 : 
It would be useful to us if we knew there were constants C; 0 <  < 1; such
that
(8.2) CapD (G

D)  CCapDG:
and
(8.3) lim
!1 
C = 1:
In [Bis] Bishop proved (8.2) but he did not obtain (8.3) and we do not have a direct
proof. Instead we obtain Lemma 10, an analog of (8.2) and (8.3) in a tree model,
and that will play an important role in the proof. After we show that tree and disk
capacity are comparable, Corollary 36, then we will also have (8.3).
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Recall from (4.1) and (1.2) that for functions k; K dened on T , we have
Ik (x) =
P
y2[o;x] k (y) and K(x) = K(x) K(x ): Also, by convention, K(o ) =
0:
For 
  T a point x 2 T is in the interior of 
 if x; x 1; x+; x  2 
. A
function H is harmonic in 
 if
(8.4) H(x) =
1
3
[H(x 1) +H(x+) +H(x )]
for every point x which is interior in 
. If H = Ih is harmonic then for all x in the
interior of 

(8.5) h(x) = h(x+) + h(x ):
Let CapT be the tree capacity associated with T :
(8.6) CapT (E) = inf
n
kfk2`2(T ) : If  1 on E
o
:
We refer to an f which can be used in evaluating that inmum admissible. More
generally, if E;F  T are disjoint stopping times with F  E; the capacity of the
pair (E;F ), commonly known as a condenser, is given by
(8.7) CapT (E;F ) = inf
(
kfk2`2(T ) : If  1 on F; supp(f) 
[
e2E
S(e)
)
;
and note that for any E; CapT (E) = CapT (fog ; E) :
 Here is the denition of cap of a condenser given in (7.2)
(8.8) Cap(E;F ) = inffkhk2`2 : IhjE = 1; IhjF = 0g:
In that version the value is one on E; here it is one on F: It doesnt matter but
still.....More serious is that I think the two denitions do not agree. I think we
dene If() by summing on the closed interval [o; ] in which case the previous
condition doesnt give a function that is zero on E; it gives a function that is zero
on the predecessor set of
S
S(e): We should bring the two denitions in line or, if
that would be awkward, call one a "variation on capacity" and give it a slightly
di¤erent notation.
Let T be the rotation of the tree T by the angle , and let CapT be the tree
capacity associated with T as in (8.6), and extend the denition to open subsets
G of the circle T by,
CapT (G) = inf
(X
2T
f ()
2
: If ()  1 for  2 T, I ()  G
)
:
This is consistent with the denition of tree capacity of a stopping time W in T;
that is, if G = [fI () :  2Wg we have
CapT (W ) = CapT (fog ;W ) = CapT (G) :
When the angle  is not important, we will simply write T with the understanding
that all results have analogues with T in place of T .
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8.2.1. Capacitary Extremals. We will use functions on the disk which are ap-
proximate extremals for measuring capacity, that is functions for which the equality
in (7.2) is approximately attained. A tool in doing that is an analysis of the model
problems on a tree. We begin with that case, rst analyzing the situation where
one plate of the condenser is the origin.
Much of the following proposition and Proposition 28 which follows it, as well
as the related Propositions 22 and 23 could be extracted from general capacity
theory such as presented in, for instance, [AH].
Statement (3) is the discrete analog of the fact that continuous capacity can
be interpreted as the derivative at innity of a Green function.
Proposition 27. Suppose E  T is given.
(1) There is a function h such that the inmum in the denition of CapT (E)
is achieved.
(2) If x =2 E,
(8.9) h(x) = h(x+) + h(x ):
(3) h(o) = khk2`2 .
(4) h is strictly positive on G (o;E) and zero elsewhere.
(5) IhjE = 1:
Proof. Consider rst the case when E is a nite subset of T . Multiplying an
admissible function by the characteristic function of G (o;E) leaves it admissible
and reduces the `2 norm. Hence we need only consider functions supported on the
nite set of vertices in G (o;E) : In that context it is easy to see that an extremal
exists, call it h: Now consider (2). Suppose x 2 T nE and consider the competing
function h which takes the same values as h except possible at x; x+; and x  and
whose values at those points are determined by
(1) : h(x) + h(x+) = h(x) + h(x+) and h(x) + h(x ) = h(x) + h(x )
(2) : h(x)2 + h(x+)2 + h(x )2 is minimal subject to (1) :
Then h is admissible, khk2`2  khk2`2 ; and, doing the calculus problem, h satises
(1.4). Hence h must satisfy (1.4).
If h(x) < 0 at some point, replacing its value by zero leaves the function
admissible while reducing the `2 norm, hence h  0. To complete the proof of (4)
we must show that we cannot have an x 2 G (o;E) at which h(x) = 0: Suppose
we had such a point. By (1.4) and the fact that h  0, we have h  0 on ST (x).
Hence by admissibility Ih(x 1)  1. Let y 6= x be the point such that x 1 = y 1.
If h(y) > 0 then setting h(y) = 0 we would decrease the `2 norm while keeping the
function admissible. Thus h(y) = 0 and, by (1.4), h(x 1) = 0. Continuing in this
way we nd that h  0 an the geodesic from o to some e 2 E; an impossibility for
an admissible function. Item (5) is a consequence of this. If Ih(e) > 1 for some e 2
E and h(e) > 0 then we could decrease h(e) slightly, reducing the norm of h and
still have h admissible; contradicting the supposition that h is extremal.
It remains to show (3) and we do that by induction on the size of E. If E = feg
is a single point having distance d  1  0 from o then the extremal is h  1=d on
[o; e] and khk2`2 = d(1=d)2 = h(o). Given E with more than one point, let z be the
uniquely determined branching point in G (o;E) having the least distance from the
root. Consider the rooted trees T = S(z) with roots z: Set E = E \ T and
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let h be the extremal functions for the computation of CapT(E). By induction,
we have that khk2`2 = h(z). From properties (1)-(5) satised by the extremal
functions h, h+ and h  it is easy to see that
h(x) =
8<: (1  Ih(z))h(x) if x 2 G(z)h(o) if x 2 [o; z]
0 otherwise.
In particular, Ih(z) = dh(o) if there are d points in [o; z], so that
(8.10) h(o) = h(z) = h(z+) + h(z ) =
h+(z+) + h (z )
1  Ih(z) =
h+(z+) + h (z )
1  dh(o) :
Rescaling and using the induction hypothesis,
khk2`2 =
 kh+k2`2 + kh k2`2 (1  dh(o))2 + dh(o)2
= (h+(z+) + h (z )) (1  dh(o))2 + dh(o)2
=
h(z+) + h(z )
1  dh(o) (1  dh(o))
2 + dh(o)2
=
h(z)
1  dh(o) (1  dh(o))
2 + dh(o)2
=
h(o)
1  dh(o) (1  dh(o))
2 + dh(o)2
= h(o):
We note in passing that, by (3), formula (8.10) gives a recursive formula for com-
puting tree capacities.
Suppose now that E is innite. Select a sequence of nite sets En = fe1; : : : ; eng
such that En % E. Let hn be the corresponding extremal functions and Hn = Ihn.
We claim that the sequence Hn increases, in the sense specied below. Let K =
Hn   Hn 1 = I(hn   hn 1) = Ikn. By (1.4), the function K satises the mean
value property on G(o;En) n (fog [ En):
K(x) =
1
3
[K(x+) +K(x ) +K(x 1)]; if x 2 G(o;En) n (fog [ En):
Moreover, K vanishes on fog[En 1 and it is positive at en, since Hn 1(en)  1 =
Hn(en), by (3) and (4). By the maximum principle (an easy consequence of the
mean value property), Kn  0 in G(o;En). Hence, the limit Ih = H = limnHn
exists in G(o;E) and it is nite because each Hn is bounded above by 1. Since
h(x) = H(x)  H(x 1) = limhn(x), h is admissible for E and it satises (3), (4)
and (5).
Also, hn ! h as n!1, pointwise, and khnk2`2 = hn(o)! h(o), by dominated
convergence, hence,
h(o) = lim
n!1 khnk
2
`2 = khk2`2 ;
which is (3) for h.
It remains to prove that h is extremal. Suppose k is another admissible function
for E, and let kn be its restriction to G(o;En), which is clearly admissible for En.
By the extremal character of the functions hn, we have
kkk2`2 = limn!1 kknk
2
`2  limn!1 khnk
2
`2 = limn!1hn(o) = h(o) = khk
2
`2 ;
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hence, h is extremal among the admissible functions for E. 
The following is the general result we will use.
Proposition 28. Suppose E; F  T are disjoint stopping times with F  E:
(1) There is an extremal function H = Ih such that Cap(E;F ) = khk2`2 .
(2) The function H is harmonic on T n (E [ F ).
(3) If S is a stopping time in T , then P2S jh ()j  2Cap(E;F ).
(4) The function h is positive on G (E;F ), and zero elsewhere.
Proof. Consider each e 2 E as the root of the tree Te = S(e): Set Fe =
F \ S(e) and let he be the extremal function (from the previous proposition) for
computing CapTe(Fe): Using the previous proposition it is straightforward to check
that h =
P
he is the required extremal function and has the required properties. 
8.2.2. Blowups.
Definition 3 (Stopping Time Blowup). Given 0    1 and a stopping time
W in a tree T , dene the stopping time blowup W T of W in T as the set of
minimal tree elements in fR :  2 Tg, where R denotes the unique element in
the tree T satisfying
o  R  ;(8.11)
d ()  d (R) < d () + 1:
Clearly W T is a stopping time in T . Note that R1 = . The element R can
be thought of as the th root of since jRj = 2 d(R)  2 d() = jj.
If W is a stopping time for T and W T is the stopping time blowup of W , then
there is a good estimate for the tree capacity of W T given in Lemma 10 below:
CapT (fog ;W T )   2 CapT (fog ;W ) : Unfortunately, there is not a good con-
denser estimate of the form CapT (W

T ;W )  CCapT (fog ;W ) ; the left side can
be innite when the right side is nite. We now introduce another type of blowup,
a tree analog of the disk blowup, for which we do have an e¤ective condenser esti-
mate. We do this using a capacitary extremal function and a comparison principle.
Let W be a stopping time in T . By Proposition 28, there is a unique extremal
function H = Ih such that
Ih(x) = H (x) = 1 for x 2W;(8.12)
CapT W = khk2`2 :
Definition 4 (Capacitary Blowup). Given a stopping time W in T , the corre-
sponding extremal H satisfying (8.12), and 0 <  < 1, dene the capacitary blowupdW T of W bydW T = ft 2 G (fog ;W ) : H (t)   and H (x)   for x < tg :
Clearly dW T is a stopping time in T .
Lemma 8. CapT dW T   2 CapT W:
Proof. Let H be the extremal for W in (8.12) and set h = H; h = 1h and
H = 1H: Then H
 is a candidate for the inmum in the denition of capacity of
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dW T , and hence by the comparison principle, that is, by the fact that the capacity
was dened as the inmum,
CapT dW T  khk2`2 = 1
2
khk2`2 =  2 CapT W:

The next lemma will be used in the proof of the main estimate, (2.17) in Chapter
2.9 and it requires an upper bound on CapD (G) : However, (2.17) is straightforward
if CapD (G) bounded away from zero so that restriction is not a problem. In fact,
moving forward we will assume, at times implicitly, that CapD (G) is not large.
Lemma 9. CapT

W;dW T   4(1 )2 CapT W provided CapT W  (1  )2 =4.
Proof. Let H be the extremal for W in (8.12). For t 2 dW T we have by our
assumption,
h (t)  khk`2 
p
CapT W 
1
2
(1  ) ;
and so
H (t) = H
 
t 

+ h (t)  + 1
2
(1  ) = 1 + 
2
:
If we dene eH (t) = 21  H (t)  1+2 	, then eH  0 on dW T and eH = 1 on W .
Thus eH is a candidate for the capacity of the condenser and so by the comparison
principle
CapT

W;dW T   4 eH2
`2(G(WT ;W))

4 eH2
`2(T )
=

2
1  
2
khk2`2(T ) =
4
(1  )2 CapT W:

We also have good tree separation inherited from the stopping time blowup
W T . This gives our substitute for (8.2) and (8.3).
Lemma 10. W T dW T as open subsets of the circle or, equivalently, as T -tent
regions in the disk. Consequently CapT W

T   2 CapT W .
Proof. The restriction of H to a geodesic is a concave function of distance
from the root, and so if o < z < w 2W , then
H (z) 

1  d (z)
d (w)

H (o) +
d (z)
d (w)
H (w) =
d (z)
d (w)
 ; z 2dW T ;
and this proves W T dW T . The inequality now follows from Lemma 8. 
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9. Notes and Comments
Hyperbolic geometry and tree models are parts of the early history of function
theory on the disk [Ghy]. The study of function spaces on trees has ourished
since, both because of their intrinsic interest and as sources of insight into smooth
functions. We will not attempt an overview of this rich history.
Dyadic decompositions and their variants, as well as associated tree models,
have many roles in harmonic analysis; for instance [KPT], [Per], [LN]. Our func-
tion theoretic viewpoint here is in a tradition going back to [CR] and [Roc85].
The development of a detailed theory of function spaces on trees as models for the
Dirichlet and related spaces is in a series of papers by the authors. Much of the
material in the rst part of the chapter is from [ARS02], which also considers sim-
ilar questions for the analogous Banach spaces (i.e. p 6= 2) and from [ARSW14].
The material in Section 7 is from [ARS16]. The material in Section 8 is from
[ARSW10].
When the approach used to identify the Carleson measures for D(T ) is used in
more general circumstances it often produces two conditions which are, together,
necessary and su¢ cient for boundedness; one, in the spirit of (6.2) obtained by
testing the operator, and one in the spirit of (TC). obtained by testing the adjoint
of the operator. In the particular case of D(T ) that pattern, although present, is
hidden because the second condition implied the rst, Exercise 45. The presence of
a pair of conditions, one from testing the operator and one from testing the adjoint,
is quite common and is very similar to the pair of hypotheses in the famous T (1)
theorem of David and Journee. This is discussed in detail in the introductory
section of [NTV].
There are interesting similarities between the work in this chapter and the
work by Evens, Harris, Pick and others studying Poincare and related inequalities
for weighted Sobolev spaces. The article [EHP] and the book [EE] are an entrance
to that research.
The paper [CFPR] has results on the radial variation of functions in other
function spaces on trees, as well as references to other work in the area.
CHAPTER 7
The Pick Property
The theorem of Pick and Nevanlinna about interpolation of values
by bounded holomorphic functions in the unit disk is more than a
hundred years old. For a long time the theorem was seen as a par-
ticularly elegant, but relatively isolated, piece of classical function
theory. However, more recently it has become clear that the result
is just the most accessible manifestation of a fundamental property,
the complete Pick property, that is shared by some, but not all,
reproducing kernel Hilbert spaces. When that property is present
there is a particularly close relationship between the Hilbert space
and its multiplier algebra.
In this chapter we dene the complete Pick property and dis-
cuss criteria for a space to have the property; the Hardy and Dirich-
let space do have it, the Bergman space does not. We also develop
some of the consequences of having that property, including results
about solutions to multiplier extremal problems and results about
zero sets.
A brief overview of the role of Picks theorem is in [McC]. A systematic
presentation of the theory associated with the Pick property is in Agler-McCarthy
[AgMc].
1. Pick Interpolation
Picks theorem, Theorem 17 below, answers a question about existence of a
bounded analytic function on the disk which takes specied values at specied
points and has modulus bounded by one.
Problem 1 (Picks Interpolation Question). What is a necessary and su¢ cient
condition, given sets Z = fzigni=1  D and W = fwigni=1  D; for there to be an
f 2 H1; kfk1  1; which solves the interpolation problem f (zi) = wi i = 1; :::; n?
Picks solution of the problem was published in 1916 [Pic]: A few years later
Rolf Nevanlinna [Nev] independently found an alternative solution. The problem
is now sometimes called Picks problem and sometimes goes with both names, Pick-
Nevanlinna (chronological) or Nevanlinna-Pick (alphabetical).
We now view this question as asking about interpolation by functions inMult(H);
the multiplier algebra of a RKHS H; in this particular case H = H2 and thus
Mult(H) = H1: Given that viewpoint it is natural to study similar questions for
other choices of H:
Problem 2 (Generalized Picks Interpolation Question). Given a RKHS H of
functions on X; what are necessary and su¢ cient conditions on sets Z = fzigni=1 
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X, W = fwigni=1  D to ensure that there is an f which solves the following
interpolation problem:
(1.1) f (zi) = wi; i = 1; :::; n; f 2 Mult(H); kfkMult(H)  1 ?
The study of this and related questions has been extraordinarily fruitful and
inuential, and many of the ideas in this volume have intellectual roots in those
studies.
There is a necessary condition for there to be such an f and we develop that
now. Suppose H is specied and we are given data for the interpolation question,
a nite set Z = fzig  X and a nite set W = fwig  D. Let V be the span of the
kernel functions fkig : (Notation: Here, and at times later, we are writing ki for
kH;zi :)
Theorem 16. Let T be the map of V to itself given by
T
X
aiki

=
X
ai wiki:
A necessary condition for there to be an f which satises (1.1) is that kTk  1:
Equivalently, a necessary condition is that the matrix
(1.2) Mx(T ) = ((1  wjwi) kj (zi))ni;j=1
be positive semidenite; Mx(T )  0:
Proof. Suppose there is such a multiplier m and let M be the operator of
multiplication by m acting on H: We have kMk = kmkMult(H)  1: Hence the
adjoint operator, M; satises kMk  1: We know from Proposition 8 that for
any  2 D, Mk = m()k . Thus V is an invariant subspace for M and the
restriction ofM to V is the operator T of the theorem. Furthermore, the restriction
of M to V has, a fortiori, norm at most one. That gives the rst statement.
The fact that the norm of T  is at most one means that for any scalars faigni=1
we have X ai wiki2  X aiki2 :
When we compute both norms explicitly in terms of inner products, recall that
hki; kji = ki (zj) ; and rearrange terms; we nd thatX
i;j
(1  wj wi) ki (zj) aiaj  0:
Having this for arbitrary faigni=1 is exactly the condition that Mx(T )  0: 
The matrix Mx(T ) is called the Pick matrix of the problem. For the Hardy
space it takes the form
(1.3) Mx (T ) =

1  wi wj
1  zizj
n
i;j=1
In this language Picks result is:
Theorem 17. For H = H2, the necessary and su¢ cient condition for the
existence of an f which satises (1.1) is that the Pick matrix, given in (1.3), be
positive semidenite.
2. THE COMPLETE PICK PROPERTY 99
Proof. We will not include a proof here. There are several proofs available,
each with its own insights; see [Gar] or [AgMc] for proofs and more information.

Exercise 47. The analog of Picks theorem fails for the Bergman space: (1.2)
is not su¢ cient for there to be an f which satises (1.1).
Example 1. When n = 2 things can be made very explicit. Given z1; z2; w1; w2 2
D,
(1.4) 9m 2 Mult(H2); m(zi) = wi; i = 1; 2, kmk1  1
if and only if the matrix 0@ 1  jw1j21  jz1j2 1 w1 w21 z1z2
1  w1w2
1 z1z2
1  jw2j2
1  jz2j2
1A
is positive semidenite. For this two by two matrix with nonnegative elements on
the diagonal, being positive semidenite is equivalent to the determinants being
nonnegative,
1  jw1j2
1  jz1j2
1  jw2j2
1  jz2j2
 
1  w1w21  z1z2
2  0:
Doing a small bit of algebra, noting (2.3) and taking note of the denition of the
pseudohyperbolic metric, ; this can be rewritten as
(1.5) (w1; w2)  (z1; z2):
In sum, if m is any analytic map of D into itself then m must be a (not necessarily
strict) contraction in the pseudohyperbolic metric. For any ;  2 D,
(1.6)  (m();m())  (; ):
This statement for maps of D into itself is sometimes called the Schwarz-Pick
lemma; we prove a version of it for general RKHS with CPP in Theorem 20 below.
The fact that such maps satisfy (1.6) is a consequence of Theorem 16 and does not
require Theorem 17. That theorem insures that if the data satisfy (1.5) then (1.4)
holds.
Exercise 48 (Equality in the Schwarz-Pick lemma). Show that, given  6= 
then there is a multiplier m for which equality holds in (1.6). Furthermore this
m is unique and is a linear fractional map of the disk onto itself. Hint: use disk
automorphisms to reduce to the case  = m() = 0:
2. The Complete Pick Property
It is now understood that there are classes of RKHS for which the condition
(1.2) is su¢ cient for the interpolation problem to have a solution. Those spaces, a
class including the Hardy space and the Dirichlet space, are said to have the Pick
property. There is a subclass of that class of spaces, again including H2 and D, for
which the matricial extension of (1.2) is a necessary and su¢ cient for a matricial
extension of the interpolation problem to have a solution. Those spaces are said to
have the complete Pick property. However, we will invert the history and present a
more recent condition as our denition of the CPP; in fact the equivalence of the
denition we use and the original denition is one of the substantial results of the
theory.
100 7. THE PICK PROPERTY
We will say a space has the complete Pick property or that its kernel function
is a complete Pick kernel (CPK) exactly if it satises an algebraic condition which
we now describe.
We consider a RKHS H dened on a set X: We say that a complex valued
function B; dened on X X is a positive semidenite kernel function if for any
choice of fxigni=1  X the matrix (B(xi; xj))ni;j=1 is positive semidenite. We say
that kz(w); the reproducing kernel for H; is irreducible if it satises the rst two
conditions below and an irreducible complete Pick kernel, CPK, if it satises all
three:
(1) For any x; y 2 X the functions kx and ky are linearly independent.
(2) For any x; y 2 X, kx(y) 6= 0:
(3) There is a positive semidenite kernel function B on XX with modulus
at most 1; and a non vanishing function  dened on X so that
(CPK 1) kx(y) =
(y)(x)
1 B(y; x) :
Irreducibility excludes examples such as the direct sum of two copies of the
Hardy space. The kernels we consider will be irreducible and we will regard irre-
ducibility as a standing assumption. If H has an irreducible complete Pick kernel
we will say H has the complete Pick property.
It is not di¢ cult to pass from the denition we just gave to the following
variation. Suppose H is a RKHS of functions on X having irreducible kernel ky(x):
The kernel has the CPP if and only if there is a  2 X and a positive semidenite
kernel function B on X X with modulus at most 1; so that for all x; y 2 X
(CPK 2) kx(y) =
kx()k(y)
k()
1
1 B(y; x)
If a RKHS has the CPP then we can solve the Pick interpolation problem.
Theorem 18. If H is a RKHS with a CPK then the necessary condition for
the Generalized Picks Interpolation Question to have a positive solution, given in
Theorem 16 is also su¢ cient for the problem to have a solution.
Although we will use this result going forward, we will not prove it here. It is
a special case of Theorem 7.28 of [AgMc].
3. Rescaling
Under what circumstances should we regard two RKHS, H and J; as the same?
If H and J have the same dimension they are isometrically isomorphic, but that
is independent of their structure as RKHS and so is not the relation we want. A
useful notion is that one space is a rescaling of the other. Suppose that H is a
RKHS of functions on X and J on Y: We say J is a rescaling of H if there is a
unitary map U of H to J; and a nonvanishing function c dened on X; and a map
 : X ! Y so that for all x 2 X we have
U(kH;x) = c(x)kJ;(x):
(In some contexts it would be said that J is obtained from H by a gauge transfor-
mation.)
Exercise 49. This is an equivalence relation on the class of RKHS.
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Exercise 50. Suppose  is a nonvanishing holomorphic function on the disc.
Consider the space J of functions

f : f 2 H2	 with the inner product
hf; giJ = hf; giH2 :
Show that J is a RKHS which is a rescaling of H2:
A common case is X = Y and  is the identity map. In that case the two
spaces are related by rescaling exactly if there is a nonvanishing function  dened
on X such that 8x; y 2 X
(3.1) kJ;x(y) = (y)(x)kH;x(y):
If, further, kH is a CPK with representation (CPK 1) then kJ is also a CPK and
has a representation of the form (CPK 1) with the same B but with  replaced
by ~ = : In particular J can be constructed so that ~ = 1: Conversely, if H is a
RKHS with CPK given by (CPK 1), then replacing  with  in (CPK 1) produces
the kernel function kJ;x described in (3.1).
If H and J are related this way then it is straightforward to verify the following
facts by working directly with the kernel functions:
(1) J = H = ff : f 2 Hg ;
(2) The inner products for J and H are related as follows: for h1; h2 2 H;
j1 = h1; j2 = h2 2 J ;
hj1; j2iJ = hh1; h2iJ = hh1; h2iH :
(3) The map  : H ! J given by (h) = h is a unitary map of H to J:
(4) The multiplier algebras Mult(J) and Mult (H) are the same; that is, they
are the same sets of functions, both with product given by pointwise
multiplication, and they have the same norm.
It is often obvious from descriptions of spaces that one is a rescaling of the
other; however, sometimes not.
Example 2. Suppose Z is the two dimensional subspace of the Hardy space
spanned by kernel functions, kz1 and kz2 ; and, similarly, W is spanned by kw1
and kw2 : Show that Z and W are rescalings. of each other if and only if the
two sets fz1; z2g and fw1:w2g are related by a disk automorphism. Show that a
similar condition is su¢ cient for a pair of n dimensional subspaces of this sort to
be rescalings. of each other.
Example 3. At (1.3) we saw that for f 2 H2 we had kfk2H2 =
R
T
f2 :
Suppose we have a positive function on the circle, 1  W (ei)  2; and dene an
equivalent norm on H2 by kfk2new =
R
T
f2W: Show that the Hilbert space dened
by this new norm is a rescaling of H2: (Use the factorization theorem to nd (z)
so that the new normed space is, isometrically, H2:)
4. Identifying CPKs
Theorem 18 is a rst indication that knowing H has a CPK is a very valuable
piece of information about H: In some cases, for instance if H = H2; it is clear
how to nd  and B so that (CPK 1) is satised, and thus see that H2 has a CPK.
However it is not clear how to proceed for a general H. Here we describe two
situations in which we can go further.
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4.1. Diagonal Kernels. For many of the spaces of primary interest to us
(CPK 1) can be made much more tractable.
Suppose for the remainder of this section that we are considering H, a RKHS
of holomorphic functions on the unit disk D. Suppose further, as was the case with
D; H2; and A2; that the monomials are an orthogonal basis. In such cases the
analysis we did in Chapter 3 that led to the formulas for the kernel functions for D;
H2; and A2 can be repeated. The normalized monomials will be an orthonormal
basis (the normalization depending on H): We can then write the kernel as
(4.1) kz(w) =
X
anw
nzn
where an = kznk 2 if kznk 6= 0; an = 0 otherwise. We will say such a kernel
function is diagonalized by the monomials.
We want to give conditions on a kernel function of the form (4.1) which ensure
that we have a representation of the form (CPK 1). We suppose that a0 = k1k 2H >
0 and that
P
n ant
n has a positive radius of convergence. In that case the function
(
P
n ant
n)
 1 has a power series that is convergent in a neighborhood of the origin.
Dene fcng by
(4.2)
X
n
cnt
n
X
n
ant
n

= 1
Having a0 > 0 ensures c0 > 0:
Theorem 19 (Quigen 77 [Qui]). The space H has a CPK if and only if
cn  0 8n > 0:
Proof. We will show (CPK 1) is satised; there is a  so that
B(x; y) = 1  (x)(y)
k(x; y)
is a positive kernel. By selecting  = a1=20 we reduce to considering the case a0 = 1;
in which case c0 = 1 and the signs of the other cn are unchanged. We then have,
with the new cn;
B(w; z) =
X
n 6=0
  cnwnzn:
With these choices we have the formula (CPK 1). The fact that each cn is non-
positive ensures that B is nonnegative, as can be seen by considering each cnwnzn
separately.
Because B is a positive kernel we have, for all x; y; jB(x; y)j2  B(x; x)B(y; y):
Hence the required jB(x; y)j  1 is a consequence of that same estimate with x = y;
and that case is elementary.
The proof in the other direction, if one of the coe¢ cients is positive then no such
representation is possible requires more work; it is Theorem 7.33 in [AgMc]. 
Exercise 51. The Hardy space has a CPK as do the spaces D; 0 <  < 1;
dened in (5.1).
The same is true of the spaces of functions in Cn with kernel functions kz(w) =
(1  hw; zi)  ; 0 <   1; and for essentially the same reason: We will consider
those spaces starting in later chapters.
Exercise 52. The Bergman space A2 fails to have a CPK.
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The Dirichlet space also has a CPK. That follows from the previous theorem
and the following fact about power series.
Lemma 11 (Kaluza [Kal]). Suppose the power series
P1
n=0 ant
n and
P1
n=0 cnt
n
are related as in (4.2): Suppose further that for all n we have an > 0 and that the
sequence of ratios an+1=an, n = 0; 1; 2; :::is nondecreasing. Then cn  0 for all
n > 0:
Proof. By hypothesis a0 > 0 so without loss of generality we can suppose
a0 = 1: In that case we nd c1 =  a1 < 0: We now proceed by induction. Starting
from (4.2), clearing the fractions, multiplying the power series, and then considering
the coe¢ cients of tn and of tn+1 we nd
a0cn + a1cn 1 +   + anc0 = 0
a0cn+1 + a1cn +   + an+1c0 = 0:
We now use these two equations to obtain an expression for cn+1: We multiply
the rst equation by an+1; the second by an; and then subtract the rst from the
second to obtain
ana0cn+1 + (a1an   a0an+1)cn +   + (anan   an 1an+1)c1 + 0c0 = 0:
From this it follows that
ana0cn+1 = a0an(
an+1
an
 a1
a0
)cn+a1an(
an+1
an
 a2
a1
)cn 1 +an 1an(an+1
an
  an
an 1
)c1:
The hypotheses ensure that the ak are positive and that the expressions in paren-
theses are non-negative. The induction hypothesis ensures that the cj on the right
hand side are non-positive. Thus cn+1  0 and we are done. 
Exercise 53. The space D normed by
1X
n=0
anz
n

2
D
=
1X
n=0
(n+ 1) janj2 = kak2H2 +D(a)
has a CPK. The same space of functions with the alternative, equivalent, norm
(4.3)

1X
n=0
anz
n

2
D;alt
= ja0j2 +
1X
n=1
n janj2 = ja(0)j2 +D(a)
does not have a CPK:
4.2. Shimorins Lemma. Theorem 19 and its straightforward extension to
functions of several variables apply to a large variety of frequently studied RKHS,
but where that theorem does not apply it is di¢ cult to detect if a kernel function is
a CPK. However in [Shi02] Shimorin showed that the generalized Dirichlet spaces
dened in Section 5.8 have CPK. The rst step in his argument is very general.
He shows that the property of having a CPK is stable under certain elementary
perturbations of the structure. We present that now.
Suppose H is a RKHS on X with a CPK and with norm and inner product
denoted by kko and hf; gio ; and with kernel functions ko: Suppose x 2 X; and
 > 0 are given, and are such that for every f in H other than the zero function
(4.4) kfk2n = kfk2o    jf(x)j2 > 0:
Thus kkn is a n¯ ew inner product built from the o¯ld one kko :
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Proposition 29 (Shimorin). If (H; kko) is a RKHS with a CPK ; then (H; kkn) is
a RKHS with equivalent norm and with a CPK.
Proof. The condition (4.4) ensures that the Hermitian form
(4.5) hf; gin = hf; gio   af(x)g(x)
is positive and hence that kkn is a Hilbert space norm.
By the Cauchy Schwarz inequality jf(x)j2  kfk2o ko;x(x): Evaluating (4.4)
for f = ko;x and noting that kko;xk2o = ko;x(x) we see that ako;x(x) < 1:
Combining these two facts with (4.4) we nd that for any f
kfk2o  kfk2n  kfk2o   a kfk2o ko;x(x) & kfk2o ;
and thus the two norms are equivalent. In particular, the two spaces have the same
set of bounded point evaluations.
We now want to nd the new kernel function. Noting Proposition 3; the new
kernel function kn;y is a scalar multiple of the function f which has (new) norm one
and which maximizes Re f(y): Suppose we have a candidate f for that extremal
problem. If we project f onto the two dimensional subspace spanned by ko;x
and ko;y (orthogonal projection in the h; io structure) then we obtain ~f; a better
competitor. That is, we have f(y) = ~f(y): Also
 ~f
o
 kfko and f(x) = ~f(x);
hence
 ~f
n
 kfkn : Thus the search for an extremal function can be conned to
candidates of the form ko;y + ko;x for scalars ; ::One then checks by explicit
computation that, setting
 =
ako;x(x
)
1  ako;x(x) ;
the function
(4.6) kn;y() = ko;y() +  ko;y(x
)
ko;x(x)
ko;x()
is a reproducing kernel when used with the inner product (4.5).
To show this is a CPK we will use this formula for the kernel and use the fact
that ko has a representation (CPK 2). We then do some algebra to conclude that
kn has a similar representation.
By evaluating the previous expression at x we nd, suppressing the subscript
y;
(4.7) kn(x) = (1 + ) ko(x):
When we rewrite (CPK 2) we obtain
ko;x(y)  ko;(y)ko;x()
ko;a()
= Bo(y; x)ko;x(y)
Straightforward calculation using the previous two equations yields
(4.8) kn;x(y)  kn;(y)kn;x()
kn;a()
= Bn(y; x)kn;x(y)
with
(4.9) Bn =
Bo
 + 1  Bo =
X
j0
j
( + 1)
j+1
Bjo :
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The equation (4.8) expresses the new kernel kn in the required form (CPK 2). We
need to show that Bn has the required properties. Each Bjo is a positive denite
kernel because the Schur (elementwise) product of positive denite matrices is pos-
itive denite. Hence Bn which is a convergent linear combination of the Bjo with
positive coe¢ cients is itself a positive denite kernel. Using (4.9) the size estimate
on Bn follows from that for Bo after summing the geometric series. 
To go further Shimorin next notes that this construction can be applied repeat-
edly, allowing modications of the original norm involving nitely many points. He
then obtains very interesting results by studying the limiting behavior of such mod-
ications as the number of point modications grows. In particular he shows that
the "weighted Dirichlet spaces" described in Section 5.8 all have CPK. Other ap-
plications of the lemma are given by Serra in [Ser].
A nal comment, this result shows a certain stability of the CPP. However
Exercise 53 shows that the full stability story is not simple.
5. Consequences of the Pick Property
We now look at some consequences of having a CPK.
5.1. The General Schwarz Pick Lemma. We saw in Example 1 that, for
the Hardy space, the positivity of the two by two Pick matrix was related to the
classical Schwarz Pick lemma. The same argument applies more generally.
Theorem 20 (General Schwarz Pick Lemma). Suppose H is a RKHS on X.
Suppose z1; z2 2 X; z1 6= z2; w1; w2 2 D are given. If there is an m 2 Mult (H);
kmkMult (H)  1; with m(zi) = wi; i = 1; 2 then
(5.1) (w1; w2)  H(z1; z2)
If, additionally, H has a CPK then the previous inequality is su¢ cient for the
existence of such a multiplier m:
Proof. As in Example 1.2 we must nd out when the two by two Pick matrix
is positive semidenite. The matrix is
M =

(1  w1w1) kz1(z1) (1  w1w2) kz1(z2)
(1  w2w1) kz2(z1) (1  w2w2) kz2(z2)

The wi are in the disk and hence the diagonal elements are nonnegative. Thus M
is positive semidenite if and only if the determinant is nonnegative. Computing
the determinant, writing the inequality, and rearranging gives
(1  w1w1) (1  w2w2)
(1  w2w1) (1  w1w2) 
kz2(z1)kz1(z2)
kz1(z1)kz2(z2)
By (2.3) this is equivalent to
1  2(w1; w2)  j hkz1 ; kz2ij
2
kkz1k2 kkz2k2
which is in turn equivalent to (5.1). 
Thus, as was the case in Example 1, by Theorem 16, if there is such a multiplier
then (5.1) holds. In the presence of a CPK, Theorem 20 applies and if (5.1) holds
there must be such a multiplier.
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We could have reduced the previous proof to the special case w1 = 0 by using
the following Proposition.
Proposition 30. Suppose H is a RKHS on X: Suppose z1; z2 2 X; z1 6= z2;
w1; w2 2 D are given. There is an m 2 Mult (H); kmkMult (H)  1; with m(zi) = wi;
i = 1; 2 if and only if there is an  2 Mult (H); kkMult (H)  1, (z1) = 0;
(z2) = (wi; w2):
Proof. Suppose m is given. Dene L by
L(w) = 
w1   w
1  w1w
where  is the unimodular constant which makes L(w2) positive. L is a conformal
automorphism of the disk and is selected so that (z) = L(m(z)) takes the required
values. We want to show  is a multiplier of norm at most 1: If we had H = H2
we would have Mult (H) = H1 and the multiplier norm would be the supremum.
In that case, recalling that L is an automorphism we would continue with
kmk1 = sup jm(z)j  1 =) kk1 = sup jL(m(z))j  1
and thus  would be a multiplier of norm at most one.
In general the multiplier norm is more complicated than the supremum norm,
but in the general case we can appeal to von Neumanns inequality [AgMc]. More
specically, because Mm; multiplication by m; is a contraction on a Hilbert space,
and L is holomorphic on the closed disk, we have the operator norm estimate
kL(Mm)k  kLk1 kMmk = kMmk = kmkMult (H)  1:
On the other hand, one checks that that .
L(Mm) =ML(m) =M:
Hence  is the required multiplier.
For the other half of the proof, repeat the same argument but using L 1 to go
from  to m: 
5.2. The Gleason Metric. Suppose H is a RKHS on X. The Gleason metric
[Gle], dH;G; is a metric on X^; the unit ball of the dual space of the multiplier algebra
of H: Using the previous proposition we can see the equality of two alternative
denitions of dH;G(; ) :
dH;G(; ) = sup
n
((m); (m)) : m 2 Mult (H); kmkMult (H)  1
o
= sup
n
j(m)j : m 2 Mult (H); kmkMult (H)  1; (m) = 0
o
:
There is a natural inclusion of X into X^ as point evaluations; i.e. for x 2 X
dene ex 2 X^ by ex(m) = m(x): Using this we can regard dH;G as a metric on X;
dH;G(x; y) = dH;G(ex; ey): In general dH;G gives smaller distances than the metric
H ; however, the two are equal if H has a CPK.
Corollary 8. For general H; dH;G  H : If H has a CPK then the two
metrics agree on X:
Proof. After unpacking the denitions, the Corollary is a direct consequence
of Theorem 9. 
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5.3. Function Spaces on the Disk. In the class of metrics induced on D by
a RKHS with a CPK and consisting of holomorphic functions, the pseudohyperbolic
metric H2 is the largest.
Theorem 21. Suppose that H is a RKHS of holomorphic functions on D which
has a CPK then H  H2 : That is, 8z; w 2 D
(5.2) H(z; w)  H2(z; w):
Furthermore, if equality holds for some pair of points then it holds for all points
and H is (a rescaling of) H2:
Proof. Because both spaces have CPK we can take note of the previous corol-
lary and it su¢ ces to prove the result for the Gleason metrics dH;G and dH2;G. How-
ever now the inequality is immediate. By Corollary 2 the unit ball of Mult (H2)
is the unit ball of H1: By Corollary 1 the unit ball of Mult (H) is a subset of the
unit ball of H1: Hence the supremum dening dH;G is taken over a subset of the
set used in the supremum dening dH2;G; thus the inequality (7.2).
Suppose now that equality holds for some z; w: Then there is an m in Mult(H)
of norm at most one for which
(m(z);m(w)) = dH;G(z; w) = dH2;G(z; w) = (z; w):
By Corollary 1 m must be an element of H1 of norm at most one. By Exercise
48 we conclude that m is a linear fractional map of the disk to itself. Using this
multiplier m in Proposition 30 one then checks that (5.2) holds for all z; w in the
disk.
Pick z0 in D and consider the Pick problem inMult(H) of nding the multiplier
of norm one which vanishes at the origin and maximizes jm(z0)j : The classical
Schwarz lemma ensures this maximum is at most jz0j : The form of the extremal
problem ensures that the maximum is attained. Hence, because the space H has
the Pick property, the Pick matrix for the problem must be positive semidenite
but not strictly positive denite. In short, the two by two matrix
kH(0; 0) kH(0; z0)
kH(z0; 0) (1  jz0j2)kH(z0; z0)

must have determinant zero. On rearranging that gives
kH(z0; z0) =
jkH(z0; 0)j2
kH(0; 0)
1
1  jz0j2
:
Hence, writing (z0) = kH(z0; 0)= jkH(0; 0)j1=2 ; discarding the subscript (recalling
that z0 was arbitrary) we have
kH(z; w) = (z)(w)kH2(z; w)
for z = w: However, given that each side is holomorphic in z and conjugate holo-
morphic in w that is enough to ensure the equality for all z; w. That equality
expresses the claimed rescaling 
The proof actually establishes several intertwined conclusions. First, even with-
out the assumption of CPK, we have the inequality between the Gleason metrics
dH;G  dH2;G: Second, if equality holds in that inequality for a single pair of points
then it holds for all points and the coordinate function m(z) = z is a multiplier
of H of norm one. Third, in the presence of a CPK, the fact that m(z) = z is
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a multiplier of norm one ensures that H is a rescaling of the Hardy space. This
last fact is Theorem 5.37 in [AgMc] which is the source of the second part of the
previous proof; Theorem 5.38 in [AgMc] considers a variation on these ideas in
which the functions in H are not assumed to be holomorphic.
5.4. Extremal Problems.
5.4.1. Pairs of Extremal Problems. For a RKHS H with CPK there is a rich
relationship between extremal problems for the Hilbert space and those for its
multiplier algebra Mult(H):
Suppose Z = fzigni=1  X is a set of distinct points in X and w 2 X r Z: Let
FZ;w denote the function in H which solves the extremal problem
(5.3) sup fRe f(w) : f 2 H; kfk = 1; f(zi) = 0; i = 1; :::; ng :
Hilbert space considerations ensure that the supremum is obtained and that
the extremal function is unique. (To see this consider rst the problem of nding
g which vanishes on Z; takes the value 1 at w and has the smallest norm. That
problem asks for the function of smallest norm in a closed convex set of a Hilbert
space. Hilbert space geometry ensures that such g exists and is unique. It is then
straightforward to check that f = g= kgk solves the original extremal problem.)
Let VZ be the subspace of H consisting of all functions which vanish at all
points of Z: Then VZ is also a RKHS on X and from Proposition 3 we see that
kZ;w = FZ;w (w)FZ;w is the reproducing kernel in the space VZ for the point w: That
is, kZ;w 2 VZ and 8g 2 VZ ; g(w) = hg; kZ;wi :We write k^Z;w = kZ;w= kkZ;wk = FZ;w
for the normalized kernel.
In the classical case of the Hardy space everything can be made explicit.
Exercise 54. Show that if H = H2; Z = fzign1  D, 0 =2 Z, then FZ;0 is
a nite Blaschke product with zero set Z: Does the analogous statement hold with
VZ replaced by the most general invariant subspace, IH2; where I is a xed inner
function?
There is one an aspect of the previous exercise which appears to be particular
to H2 rather than a general RKHS with a CPK. The exercise considered FZ:0 but
the same argument applies to FZ;w for any w =2 Z[f0g : Thus FZ:0 and FZ;w are two
Blaschke products with the same zero set. Hence they di¤er only by a unimodular
factor. In particular, for any  the value of jFz;w()j is independent of w:
We now consider a similar problem, but looking for an extremal function in the
multiplier algebraMult(H): For the sameH; Z; and w; letMZ;w be the multiplier of
norm at most one which vanishes at all points of Z and, subject to those constraints,
maximizes ReM(w). Thus
(5.4)
ReMZ;w(w) = sup
n
Rem(w) : m 2 Mult(H); kmkMult(H)  1;m = 0 on V
o
Proposition 31. There is a unique function MZ;w 2 Mult(H) for which the
supremum in (5.4) is attained. It is characterized by
(5.5) MZ;wk^w = k^Z;w = FZ;w:
Proof. In the proof we write z0 = w: We know FZ;w is a unit vector and
vanishes on Z: Hence, for any scalars fjgnj=0,
j0FZ;w(z0)j =
DFZ;w;Xn
j=0
ikzi
E  Xn
j=0
ikzi
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Thus, setting 0 = jFZ;w(z0)j = kkwk and 1 = ::: = n = 0 we have
(5.6) 0 
Xn
j=0
ikzi
2   j0FZ;w(z0)j2 =Xn
j;m=0
 
1  j m

kzj (zm)j
m:
Associated with the question of the existence of a multiplier, G; of norm at most
one, and with G(zj) = j ; j = 0; 1; :::; n is a Pick matrixM . The previous inequality
is exactly the statement that that M  0: Hence, because we assumed H has the
CPP, we can invoke Theorem 18 and conclude that there is a multiplierMZ;w, with
kMZ;wkMult(H)  1; which has
MZ;w(w) = 0 =
jFZ;w(z0)j
kkwk ; MZ;w(zi) = 0; i = 1; 2; :::; n:
Consider now the function h =MZ;wk^w: BecauseMZ;w has multiplier norm at most
one, khk  1: Also h(zi) = 0; i = 1; :::; n; hence h is a competitor for the extremal
problem which was used to dene FZ;w: Because of this jFZ;w(z0)j = Reh(w) 
ReFZ;w(z0): Thus h is a solution to that extremal problem. However that solution
is unique; hence h(z) = FZ;w(z) and we have (5.5). Knowing that F is unique it
follows from (5.5) that the solution to the extremal multiplier problem, MZ;w; is
also unique. 
We know that any multiplier of norm one takes values of modulus at most one.
Hence
Corollary 9. Given Z;w; for any  2 X
(1) kZ;w(w) < kw(w)
(2)
k^Z;w ()  k^w ()
(3) jkZ;w ()j  jkw ()j
Proof. By Proposition 5 kZ;w is the projection of kw onto a subspace and
hence kZ;w has smaller norm. From Proposition 3 we know that for any kernel
function j the norm is given by kjk2 = j(): Combining these facts gives the
rst statement. The second statement is a consequence of (5.5) and the fact that
MZ;w; being a multiplier of norm at most one also has supremum at most one,
Corollary 1. The third inequality is a consequence of the second and the just
mentioned inequality between the norms. 
Exercise 55. The analog of the corollary fails for the Bergman space.
Because MZ;w has norm at most one, the operator MZ;wMZ;w is a positive
operator of norm at most one. Hence any eigenvalue it has must be in the interval
[0; 1] : In fact kw is an eigenvector of MZ;wMZ;w with eigenvalue 1: That is:
Corollary 10. MZ;wMZ;wkw = kw:
Exercise 56. Prove the corollary.
5.4.2. Two Point Extremal Functions. The function FZ;w is the renormalized
projection of the kernel function kw onto the subspace (
W fkzig)? and hence can
be studied using linear algebra; that is done in [ShSh62], [Saw], and [AgMc].
PAGE REFERENCES?. Although we will not pursue that general program
here we will make the details of the previous analysis explicit for n = 2.
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We are given H a RKHS on X which we suppose has a CPK. We are given x1,
x2 2 X and we are interested in the multiplier of norm one which vanishes at the
rst point and is as large as possible at the second. Thus we want to consider M
which solves (5.4). It will have
M 2 Mult (H); kMkMult (H)  1;
M(x1) = 0; M(x2) = H(x1; x2):
Following the pattern of the proof of the previous proposition we also consider
F 2 H which satises the associated (5.3). It will be of norm one, vanish at x1;
and maximize Re f(x2): By Proposition 6 we have a formula for this function. With
the obvious notation for the kernel functions
F () =
k2() 
D
k2; k^1
E
k^1()
kk2k H(x1; x2) :
Combining this with the previous proposition we nd
M =
1
(x1; x2)

1  k2(x1)
k1(x1)
k1
k2

:
We now introduce some notation and record this result.
Definition 5. Suppose H is an RKHS on X and z; w 2 X; z 6= w: Dene
Gz;w by
(5.7) Gz;w () = (z; w) 1

1  kw(z)kz()
kz(z)kw()

:
Proposition 32. Suppose H is an RKHS on X and z; w 2 X; z 6= w; and
suppose further that H has the CPP. The function G = Gz;w satises G 2 Mult(H);
kGkMult(H) = 1 and G(z) = 0: Among all functions ~G which satisfy those three
conditions, G is the unique function which maximizes Re ~G(w): That maximum
value is Gz;w (w) = (z; w):
In particular, if H is the Hardy space, the Dirichlet space, or, in fact, any space
for which k0()  1 then we have
Gz;0 () =
1q
1  kkzk 2

1  kz()
kz(z)

=
k^z(z)  k^z()p
kz(z)  1
(5.8)
Gz;0 (0) = H(0; z) = (1  kkzk 2)1=2:(5.9)
Equation (5.8) shows a path for reconstructingH from information aboutMult (H),
see [Har, Proposition 11.8] for details.
For the Hardy space the analysis of the extremal functions in the Schwarz Pick
lemma leads to Blaschke products of order one; that is, individual Blaschke factors.
Thus when (5.7) is specialized to H2 we must obtain a Blaschke factor. When we
specialize (5.8) to H2 we obtain
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Gz;0 () =
1q
1  (1  jzj2)
 
1  1
1  z
,
1
1  jzj2
!
=
z
jzj
z   
1  z
which is the individual Blaschke factor normalized to be positive at the origin.
6. Zero Sets
6.1. Zero Sets for D and Mult(D). If H is a RKHS on D and Z  D, we say
that Z is a zero set for H if there is a function f 2 H; not the zero function, with
f = 0 on Z: We say that Z is an exact zero set if f can be chosen to vanish only
on Z: We dene zero sets and exact zero sets for the multiplier algebra, Mult(H);
analogously.
It is trivial that exact zero sets are zero sets, that exact multiplier zero sets
are multiplier zero sets, and that every multiplier zero set is a zero set. Other
implications however depend on the individual space being considered.
For the Hardy space, H2; the situation is simple and well understood. A
complete characterization of each class of the sets can be read o¤ from the Theorem
2. In each of the four cases the Blaschke condition (2.2) is necessary and su¢ cient.
Hence, in particular, the four classes are the same.
The analysis for the Dirichlet space is more complicated. Any nite Blaschke
product B is inD and, if fact, by Exercise 13, B 2 Mult(D): Hence any nite set is in
each of the four classes of zero sets. However beyond that the analysis is complicated
and intrinsic characterizations of the the sets is not known. Nevertheless it is known
that the four classes of zero sets are the same. We prove that now.
We start with a general fact for spaces with a CPK.
Proposition 33. Suppose H is a RKHS on a set X and H has a CPK. If Y
is a zero set for H then it is a zero set for Mult(H):
Proof. [?, pg 138]. Select w 2 X and f(w) = c 6= 0:Without loss of generality
we may suppose kfk = 1; c > 0. The function f is a nontrivial competitor for
the extremal problem (5.3) and hence FY;w; the solution to the (5.3) must satisfy
FY;w(w) > 0: Hence the solution GY;w to the extremal problem (5.4) will be a
multiplier of norm at most one, which vanishes on Y and has GY;w(w) > 0: Thus
G is not the zero function and hence Y is a zero set for Mult(H). 
Next we show how to make a zero set smaller.
Lemma 12. Suppose f 2 D,  2 D and f() = 0 and, for convenience that
f 0() 6= 0: Set
f(z) = f(z)


jj
  z
1  z
(where the bottom factor is taken to be z if  = 0): Then f 2 Hol(D); f() 6= 0;
the zeros of f are exactly the remaining zeros of f , in location and multiplicity.
Also f(0) = f(0)= jj ; (or f 0(0) if  = 0); jf(z)j  jf(z)j 8z 2 D and f 2
D with kfkD  kfkD : Furthermore, if f 2 Mult(D) then f 2 Mult(D) and
kfkMult(D)  kfkMult(D) :
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Proof. The estimate of kfkD is the crucial fact. Recall that kfk2D =
kfk2H2 +D(f). Now note that f is a Blaschke factor times f and thus jfj = jf j
on the boundary and hence kfkH2 = kfkH2 : We now want an inequality for
D(f): Note that D(f) can be expressed in terms of the Taylor coe¢ cients f,
and similarly for f: Hence, if  = 0 the desired inequality
(6.1) D(f)  D(f)
follows directly from considering those coe¢ cients. Finally, recall that for any
 2 Aut(D) and h 2 Hol(D) we have D(h((z))) = D(h(z)). By choosing the
appropriate  we can reduce (6.1) for general  to the case  = 0 which we just
settled.
To obtain the result about multipliers note that for  as above f 2 Mult(D);
and g 2 D we have fg = (fg) and use the result for D.
The other details are straightforward. 
We return to this theme when looking at the F property in Section 3.3.4.
Theorem 22 ([MaSu],[AgMc]). PAGE REF  For D the four classes
of sets, zero sets and exact zero sets for the Hilbert space, and zero sets and exact
zero sets for the multiplier algebra, are the same.
Proof. Taking into account the earlier elementary observations and the pre-
vious results, it remains to show, for both D and its multiplier algebra, that zero
sets are exact zero sets. We do that using the previous lemma to modify zero sets
one element at a time.
We want to show that if Z is a zero set for D then it is an exact zero set.
Suppose we have a nontrivial f 2 D which vanishes on Z and possibly at other
points. We assume that all the zeros of f are simple and not at the origin, the
general case requires only minor modications. Pick any a1 =2 Z with f(a1) = 0:
Using the previous lemma we can nd g1 2 D with smaller norm and not vanishing
at a1: We can now apply the lemma to g1 and continue. That is, with faig a
listing of the zeros of f that are not in Z we construct a sequence of gn 2 D with
decreasing norms. We claim that the limit function g is in D and has zeros at
exactly the points of Z. By the lemma, for any z 2 D the sequence fjgn(z)jg is
nondecreasing. By the uniform bounds on kgnk the sequence is bounded pointwise.
This gives a pointwise limit which must be zero exactly on Z. The existence of a
pointwise limit together with the norm bounds ensures that the limit function is in
D  reference to appendix A. This g shows that Z is an exact zero set.
Again using the previous lemma, the same pattern of argument gives the result
for zero sets of Mult (D). 
This proof actually shows a bit more.
Corollary 11. For the Dirichlet space or its multiplier algebra; any subset of
an exact zero set is an exact zero set.
6.2. Generalized Blaschke Products. We saw that our extremal functions
Gz;0 were generalizations of Blaschke factors. We now use them to construct gen-
eralized Blaschke products. The construction works for any RKHS with a CPK;
however for now we only look at H = D; 0    1: That is, H will be H2; or
D or one of the D, 0 <  < 1 (dened in (5.2)). Each of these spaces has 0 as a
distinguished point with k0  1:
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We will work with the functions G of the previous section. Those functions
depend on the choice of H but we will suppress that in the notation.
Suppose we are given a sequence Z = fzig1i=1  D and we construct a general-
ized Blaschke product; that is, we form the innite product
(6.2) B() =Q1j=1Gzj ;0():
Each G has multiplier norm one and hence modulus bounded by one. Given that,
general facts about convergence of innite products of analytic functions ensure that
there are exactly two possibilities, either the product diverges to 0; or the product
converges, uniformly on compact sets, to a holomophic function B() whose zero
set is exactly Z+; the union of the zero sets of the functions Gzj ;0:
We now want to know which of those two possibilities occur. We suppose for
convenience that 0 =2 Z and leave the other possibility to the reader. If 0 =2 Z
we can test which side of the dichotomy we are on by to see if the product for
B(0) converges to a non-zero value. Noting (checking5.9) we see that the product
converges to a nontrivial function if and only if the product
Q
(0; zi) converges.
Proposition 34. The product (6.2) converges to a nontrivial function B()
analytic in the disk if and only if
(6.3)
1Y
i=1
H(zi; 0) > 0;
or, equivalently
(6.4)
1X
i=1
kzi(zi)
 1 <1:;
In those cases B 2 Mult(H), kBkMult(H)  1; and B(z) = 0 exactly for z 2 Z+:
Proof. We have discussed why (6.3) is equivalent to the convergence of the
product. The standard facts about products and sums ensure that (6.3) is equiva-
lent to (6.4). We also noted that if the product converges then Z+ is the zero set
for B:
To see that B is in the multiplier algebra with norm at most one, note that
the individual factors in the product are multipliers of norm at most one, and
hence so are the partial products. It remains to note that the limit of a sequence
of multipliers of uniformly bounded norms which converges uniformly on compact
sets will be multiplier with the same norm bound. 
Exercise 57. Justify the last sentence of the previous proof.
Corollary 12. For H equal to H2; D, or D, 0 <  < 1; if Z is given then
(6.3), or, equivalently, (6.4) is su¢ cient to ensure there is a function m(z); in both
H and its multiplier algebra Mult(H); equal to 0 on Z; and with no other zeros.
For H = H2 condition (6.4) is the Blaschke condition
(6.5)
X
(1  jzij) <1:
For the spaces D; 0 <  < 1; the condition is
(6.6)
X
(1  jzij) <1:
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For the Dirichlet space the condition is
(6.7)
X
(  log (1  jzij)) 1 <1:
Proof. The statements for the sums are straightforward. As to the zero sets,
we have functions which vanish on Z+ and want functions which vanish on the
possibly smaller set Z: If the zero set for each factor Gzj ;0 is exactly fzjg then the
Z = Z+: That is easy to check for  > 0: For  = 0; the Dirichlet space, we saw
in the proofs in the previous section how to go from a function which vanishes on
a set to one which vanishes on a subset. 
We have done these computations using 0 as a base point. It is not hard to
check that a di¤erent choice of base point would lead to di¤erent formulas but, at
the end, the same conditions on Z:
Condition (6.5) for H2 or H1 is the classical Blaschke condition which the
necessary and su¢ cient condition for zero sets for functions in those spaces. For
the other spaces the conditions (6.6) and (6.7) are su¢ cient conditions for a set
to be a zero set but they are not necessary. We will see in a moment that if all
the zi are real and positive then, in fact condition (6.5) is necessary and su¢ cient
for there to be an f 2 D whose zero set is exactly Z: This condition is much less
restrictive than (6.6) or (6.7). Also, D  D; 0 <  < 1; hence the same f will also
show that Z is a zero set for those spaces.
6.3. General Zero Sets. It is not known what conditions ensure that W =
fwig  D is a zero set for D. The condition (6.7) is the optimal condition which
only depends on the moduli of the fwig : It was shown by Nagel, Rudin, and Shapiro
[NRS] that if (6.7) fails there is a choice of

eij
	
so that W 0 =

eij jwj j
	
is not
the zero set of any function in D. That was rened by Richter, Ross, and Sundberg
[RRS] to show that there was always a choice with lim i = 0 which would produce
a W 0 with that property.
In the construction by Richter, Ross and Sundberg, the points approach the
boundary in a very at manner; that is, the numbers fjg tend to zero very, very
slowly as jwij ! 1: The opposite case, in which the w0j = eij jwj j and the fjg
tend to zero quickly, is easier to analyze. First consider the extreme case in which
all the j are zero. In that case W 0 = frig with the ri positive and tending to one.
Because D  H2 any zero set for D is also a zero set for H2 and hence must satisfy
the Blaschke condition (2.2). Hence for W 0 to possibly be a zero set we must haveP
1  rj <1: The Blaschke product with those zeros is
B(z) =
Y rj   z
1  rjz :
If this is a nite product then it is certainly in the Dirichlet space; however if it is
an innite product it is not in D (Corollary 22). However, it was noted by Carleson
[Car52a] that the function f(z) = (1  z)2B(z); which also has the zero set W 0; is
in D. To see this, rst note that
jB0(z)j 
X 1  rj
j1  rjzj2
 Cj1  zj2 :
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The rst line uses the fact that the individual factors of B each have modulus at
most one. The second line follows from the rst by using the Blaschke condition
on the numerators and making each denominator smaller. Using that estimate it
is easy to check that f 2 D and hence W 0 is a zero set for D:
It is possible to extend these observation toW 0 which approach a single bound-
ary point nontangentially and, further, to nite unions of such sets. Bogdan [Bog]
proved a more subtle result giving a necessary and su¢ cient condition on a set
W  D for it to have the property that every W 0 W which satises the Blaschke
condition is a zero set for the Dirichlet space. The condition is thatZ 2
0
  log dist  W; ei <1:
We will not prove this here, but will mention a fundamental preliminary reduction.
Suppose that W 0  W and that there is a Blaschke product, BW 0 , with zero set
W 0: Taking into account the factorization theorem, Theorem 3, and the discussion
of the F property in Section 3.3.4 we see that, if there is a function in D which
is zero on W 0; then there is such a function of the form BW 0G with G an outer
function in D. In the elementary example of points on the axis the choice was was
G(z) = (1  z)2. However the general problem constructing an outer function in D
with specied properties is very hard.
Research continues on describing the general zero sets for the Dirichlet space;
[KM] includes recent research on the question.check forward, get a better
reference
We have not discussed boundary zero sets. As discussed for the Hardy space
in Chapter 3 and the Dirichlet space in Chapter 9, functions in these spaces do not
have boundary values in the classical sense. Their boundary functions, dened as
radial limits, are only well dened o¤ an exceptional set. For the Hardy space the
exceptional sets are sets of Lebesgue measure zero and those sets are also exactly the
sets where the boundary value function can vanish. For f 2 D Theorem 36 ensures
radial boundary values exist o¤ a set of capacity zero. It is a result of Carleson
that a closed set of capacity zero on the boundary can be the exact zero set of
a boundary function. We discuss boundary zero sets for Dirichlet space functions
further in Chapter 9. A complete description of those sets is not known.
For RKHS without a CPK the situation is more complicated and less is known.
For instance, although some results for Bergman space are similar to what we
have seen, some basic results are quite di¤erent. Here are a few results about the
Bergman space to give some avor.
The multiplier algebra of A2 is H1 and hence any multiplier zero set must
satisfy the Blaschke condition. However the zero sets for the Bergman space itself
need not satisfy that condition. Hence Bergman space zero sets are not the same
as the zero sets for its multiplier algebra. Because of this our previous proof that
the union of two zero sets is a zero set (based of forming the product of multipliers)
does not work. In fact, it was shown by Horowitz, [Hor74], that the union of two
Bergman space zero sets need not be a Bergman space zero set. On the other hand
some results do parallel those for the Hardy space. It is a result of Horowitz from
the same paper that every subset of a zero set is a zero set, and it is a result of
Hedenmalm [Hed91] that every zero set is an exact zero set. These aspects of the
theory of the Bergman space is discussed in detail in [DjSh] and [HKZ].
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7. The Toeplitz Corona Theorem
The Toeplitz corona theorem is a consequence of the CPP which will be of
great use to us later.
Suppose B is a Banach space of holomorphic functions and Mult (B) is its
multiplier algebra (which is dened the way you would guess). A corona theorem
for Mult (B) is a statement about solvability of certain equations in Mult (B) : A
baby corona theorem for B is the statement that certain similar equations can be
solved in B: It is often true that the baby corona theorem is the easier of the two
to establish. The Toeplitz corona theorem is the statement that for RKHS with
the CPP (not just the Pick property) the baby corona theorem implies the corona
theorem.
In Chapter 17 we prove a baby corona theorem for a family of Besov spaces
on the ball in complex n space which generalizes the family of spaces described in
Section 5.3. The Hilbert spaces in the family, including H2 and D as well as the
spaces DAn; n < 1 of Section 5.7, are all RKHS with the CPP and thus we also
obtain corona theorems for their multiplier algebras. Details are in Chapter 17.
8. Notes and Comments
The book by Agler-McCarthy [AgMc] presents the parts of the theory of the
complete Pick property which we use here. There are many other active areas of
research related to Picks theorem which we are not discussing, including work with
transfer functions, control theory, the commutant lifting theorem, and matricial
multipliers.FFmore ?FF. The paper by McCarthy [McC] o¤ers a quick overview
of some of those topics, the books [Fei] and [FFGK] contain much more. more
detail? more references?
The authorsknowledge of the recent history of developments related to Picks
theorem is limited to information from [AgMc], [McC], and [Sei04]. The full
history of the area is opaque because the inuential papers [Agl88], [MaSu], and
[Bis] were never published.
The discussion of generalized Blaschke products is based on [Saw] which in
turn evolved from the analysis by Shapiro and Shields in [ShSh62]. Related work
is in [AgMc].
 add stu¤ to this section, it seems a little thin 
AM section 2.6 for more about rescaling 
CHAPTER 8
Interpolation
For holomorphic functions there is a fundamental tension between
specifying the values a function takes at a sequence of points and
controlling the size of the function. The interpolating sequences
for a function space are those sequences that are su¢ ciently scat-
tered so that this tension can be overcome. Characterizing those
sequences in a important part of understanding the ne structure
of the function space. In this chapter we present the classical re-
sults about interpolating sequences for the Hardy space and its
multiplier algebra. We also present the newer results about similar
questions for the Dirichlet space and its multiplier algebra. The
Pick property plays a role in the analysis.
1. The Basic Questions
Given a space of functions A on a set X and a sequence Z  X we ask which
functions on Z are the restrictions to Z of functions in A? In particular we want
to characterize the interpolating sequences, those Z for which the set of restrictions
is, in some natural sense, as large as possible.
If, for instance, X = D, A = H1, and Z is a nite set in D, then any function
on Z is the restriction of a function in A: If we ask further that the interpolating
function have norm at most one then this is the Pick interpolation problem which
we discussed in Chapter 6. Now we look at a di¤erent variation. Suppose Z is an
innite sequence. The restriction to Z of any function in A will be bounded and
we ask for which Z it is true that every bounded function on Z can be obtained
this way.
In this chapter and the next we consider that problem for H1 as well as
related questions for the Hardy space, the Dirichlet space, and the tree model of
the Dirichlet space. The results for H2 and Mult(H2) = H1 are classical [Car58],
[ShSh61]; those for the D, Mult(D) and D (T ) ; the tree model of the Dirichlet
space, are more recent, [MaSu], [Bis], [Boe02], [ARS02, Theorem 26], [AR04,
Theorem 4], [Boe05] and [ARS16]. A great deal of information is in the book of
Seip [Sei04]. Because both H2 and D are RKHS with a CPK, some of the results
for the two spaces are strikingly similar; and the proofs we o¤er for those two spaces
are the same until the nal steps. The results for D and D (T ) are similar to each
other, but the proofs are not.
Our main tools in this chapter are the theory of RKHS and of complete Pick
kernels. In the next chapter and in Chapters 15 and 16 we will see alternative, more
constructive, techniques that can be used on the problems here as well as analogous
problems in Banach spaces.
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Similar problems are also considered for spaces without the CPP, for instance
the Bergman space and the Fock space. The results for those spaces have a very
di¤erent form from the ones here. A good introduction is in [Sei04].
1.1. Multiplier Interpolation. Suppose we have a RKHS, H; of functions
on a set X and a sequence fzng1n=1 = Z  X: Let R be the restriction map taking
functions on X to functions on Z: We know that every f 2 Mult(H) is a bounded
function and hence Rf is a bounded function. The multiplier interpolation question
asks for which Z is it true that every bounded function on Z can be obtained this
way? In other words, given H and Mult(H); for which Z is it true that R; which
automatically maps into `1 (Z) ;maps onto all of `1 (Z)? If it does then Z is called,
perhaps somewhat oddly, a multiplier interpolating sequence.
There are natural necessary conditions for Z to be a multiplier interpolating
sequence. For instance, if the set of restrictions is all of `1 (Z) then for any zi 2 Z;
there is fi in Mult(H) with fi(zj) = ij : With such functions in hand we see that
Z must be a zero set for Mult(H): For instance, if H = H2 then Mult(H) = H1
and the zero sets for H1 must satisfy the Blaschke condition (2.2): This shows
that

1  n 1	1
n=:1
is not a multiplier interpolating sequence but doesnt rule out
1  n 2	1
n=1
:
Furthermore, if a pair of points in Z is very close together then any f which
takes very di¤erent values at the two points would have very large norm. This is
a potential obstacle to having interpolation with good norm control. To make this
idea quantitative note that if the restriction map is surjective then the open
mapping theorem in Appendix A ensures that there is a constant C so that all
of the fi can be chosen to have norm at most C: We can then apply Proposition
(9) to the functions

C 1fi
	
and conclude that the sequence must be separated,
that is
(1.1) 9" > 0, 8i; j; i 6= j; H(zi; zj) > ":
is a necessary condition on Z for it to be a multiplier interpolation sequence. This
is enough to show that, for H1; Z =

1  n 2	 is not a multiplier interpolating
sequence; but it allows that f1  2 ng might be one (which, in fact, it is).
Exercise 58. The use of the notation H helps display the analogies between
the results for the Hardy space and those for the Dirichlet space. However the two
metrics, H2 and D di¤er in detail. Show that, for fzig = Z  (0; 1) ; having
the numbers f1  zig tend to zero at least at an exponential rate is a necessary
and su¢ cient condition for the sequence to be separated with respect to H2 : The
condition is not su¢ cient for separation with respect to D: Give a condition that
is su¢ cient for that.
1.2. Hilbert Space Interpolation. When we study the action of R on H
new issues arise. It is less clear what the natural target space should be. By
Proposition 3, if f 2 H then the sequence of numbers
n
kkik 1 f (zi)
o
is bounded.
Further, for H = H2 or D, by Proposition 4 this sequence tends to zero. With these
facts as background we ask if this sequence is always square summable and/or if
all square summable sequences can be obtained this way.
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Given Z = fzig  X; we will write fkig rather than fkzig for the associated
kernel functions. Dene the measure Z by
(1.2) Z =
1X
i=1
ki (zi)
 1
zi =
1X
i=1
kkik 2 zi :
There are then three questions one can ask:
Is R(H)  `2 (Z; Z)?(into)
Is R(H) = `2 (Z; Z)?(into and onto)
Is R(H)  `2 (Z; Z)?(onto)
Both the second and third question could claim to be the precise formulation of
the question, "Is the interpolation always possible?" For multiplier interpolation
the distinction is moot because the restriction operator automatically maps into
`1 and hence the analogs of the second and third questions automatically have the
same answer. Those two questions also have the same answer for the Hardy space
H = H2; in that case it is a nontrivial fact, specic to the Hardy space, that if R
satises (onto) then it also satises (into). In contrast for H = D there are Z for
which the second and third questions have di¤erent answers; the map R satises
(onto) but not (into).
For Hilbert spaces, a sequence is called an interpolating sequence, IS, if (into
and onto) has an a¢ rmative answer. Such sequences will be discussed in this
chapter. Sequences for which there is a positive answer to (onto) but the answer to
(into) is negative or is not known are called onto interpolating sequences, OIS. We
will discuss those sequences in the next chapter.
Some facts about these sequences are straightforward and hold in great general-
ity. For instance any nite sequence will be both an IS and OIS; or, if H  Hol (D)
then neither class will contain any sequence with an interior accumulation point.
However full characterization of the IS or OIS depend very strongly of the specic
H being considered. In this chapter and the next we develop ideas that have had
success in studying interpolation for H2; D, and related spaces. There are also
closely related problems which are studied by very di¤erent methods. We see some
of those problems and those methods in Chapters 15 and 16. The book by Seip
[Sei04] gives further information and a more global view.
There are two conditions which are easily seen to be necessary for the equality
R(H) = `2 (Z; Z) : First, if the two spaces are equal then, by the closed graph
theorem, appendix A the map R will be bounded from H into `2 (Z; Z) ; there
will be a C > 0 so that for all f in H
(1.3)
Z
D
jf j2 dZ =
1X
i=1
kkik 2 jf(zi)j2  C kfk2H :
Thus, by denition, dZ is a Carleson measure for H; Z 2 CM(H):
Second, we noted a moment ago that if Z is a multiplier interpolating sequence
then the sequence must be separated. That same argument shows that the separa-
tion condition (1.1) must hold for any IS. Again, if the restriction map is a bounded
map onto the `2 space then by the open mapping theorem appendix A  there
must be functions fgig  H with uniformly bounded norm and gi(zj) = ij : Hence,
by an appeal to Proposition 6 and a bit of analysis there must be a lower bound
on H(zi; zj): That is (1.1) must hold for the sequence.
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2. Related Conditions
There are a number of implications between statements about interpolating
sequences and we collect some of those here. These results are based on general
functional analysis and do not involve specic properties of H beyond its being a
RKHS. In particular in this section we are not requiring that H have the CPP.
Recall that a set of vectors fvng in a Hilbert space J is said to be a Riesz
basis for J if 8j 2 J; j = P anvn and kjk2  P janj2 ; it is a slightly weaker
condition than being an orthonormal basis. A set of vectors is said to be a Riesz
basic sequence if it is a Riesz basis for its closed linear span. That is, fwng  J is
a Riesz basic sequence if X anwn2 X janj2
Suppose H and fzig = Z  X are given.
Theorem 23. Consider the following
(1) Z is a multiplier interpolating sequence.
(2) The reproducing kernels fkig are an unconditional basic sequence in H:
That is, there is a C > 0 so whenever jaij  jbij 8i thenX aiki
H
 C
X biki
H
:
(3) The normalized reproducing kernels
n
k^i
o
are a Riesz basic sequence in H:
That is, there are C;C 0 > 0 so that for any sequence faig of scalars
C
X
jaij2 
X aik^i2
H
 C 0
X
jaij2 :
(4) Z is an interpolating sequence; that is, (into and onto) has an a¢ rmative
answer.
(5) Z is separated and Z is a Carleson measure for H; that is (1.3) and (1.1)
hold.
We have
(1) =) (2)() (3)() (4) =) (5):
Proof. (1) =) (2): For i = 1; 2; ::: dene  (zi) by requiring  (zi)bi =
ai: The hypotheses in (2) ensure fa(zi)g 2 `1 (Z) : Hence by condition
(1) there is an m 2 Mult(H) of norm at most C with m(zi) =  (zi) ;
i = 1; 2; :::. Hence M; the adjoint of the operator of multiplication by m
has norm at most C: Also, we know from Proposition 8 that for any z;
M (kz) = m(z)kz: HenceX aiki
H
=
X (zi)biki
H
=
M X biki
H
 kMk
X biki
H
 C
X biki
H
:
(2) =) (3): First note that for any sequence of vectors fhng  H there is
a real  so that
P einhn2 =P khnk2 : One way to see this is to note
that
1
2
Z 2
0
X einhn2 d =X
n;m
hhn; hmi 1
2
Z 2
0
ei(n m)d =
X
khnk2 :
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and use the intermediate value theorem. We use this to represent the
quantity on the right in statement (3) and then use property (2) twice.
That is, there are  and  so thatX
jaij2 =
Xaik^i2
H
=
X einaik^i2
H
 C
X aik^i2
H
= C
X e ineinaik^i2
H
 C2
X einaik^i2
H
= C2
X
jaij2 :
(3) =) (2): Straightforward.
(3) =) (4): First we show the map T of f 2 H to Tf =
n
kkik 1 f (zi)
o
is
a map into `2 (Z+) :nf (zi) kkik 1o
`2
= sup
nX f (zi) kkik 1 ai :X jaij2 = 1o
= sup
nDf;X aik^iE
H
 :X jaij2 = 1o
 sup
n
kfkH
X aik^i
H
:
X
jaij2 = 1
o
 C sup

kfkH
X
jaij2
1=2
:
X
jaij2 = 1

= C kfkH :
We now want to show that the same map is surjective. By a consequence
of the open mapping theorem. Appendix A it su¢ ces to show that
the adjoint, T ; is bounded below. One checks directly that T  (faig) =P
aik^i. Now we use (3):
kT  (faig)k2H =
X aik^i2
H
 C
X
jaij2 = C kfaigk2 :
(4) =) (3): Suppose b = fbig 2 `2 (Z+) : Because we have an interpolating
sequence there is B 2 H; B(zi) = bi kkik for i = 1; 2; :::; kBk  C kbk : Set
A=
P
aik^i:We then haveX biai = jhB;Aij  kBk kAk  C kbk kAk
and taking the supremum over b 2 `2 (Z+) gives the left hand inequality.
In the other direction, we know the restriction map is bounded and
thus the map of S taking h 2 H to
n
h(zi) kkik 1
o
is bounded from H to
`2 (Z+) : Hence the adjoint, S; is bounded, that is
kS (faig)k  C
X
jaj j2 :
By direct computation S (faig) = A and hence this is the required right
hand inequality.
(4) =) (5): We showed this in the discussion in the previous section.

Remark 5. In the proof we were informal with innite sums. In particular, in
the proof (2) =) (3) we invoked the intermediate value theorem, implicitly assuming
that
P einhn was a continuous function of : That is certainly true if the sum
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is nite but is unclear otherwise. One standard resolution of this and other similar
issues is rst to obtain the desired statements for the case of nite Z. Next note that
if we have the results for an increasing sequence of nite subsets which exhaust an
innite Z; and if we have uniform norm estimates, it is generally a straightforward
limiting argument to obtain the result for the full sequence. For instance, in the
implication (2) =) (3) we have that (2) for nite sets implies (3) for nite sets.
Using (3) for nite sets we can show that the partial sums of
P
einhn form a
Cauchy sequence. We could then complete the argument by studying that Cauchy
sequence. Such limiting arguments are often left unmentioned; however one should
be aware they may be lurking in the background.
2.1. CPP and Multiplier Interpolation . We now show that for both the
Hardy space and the Dirichlet space the interpolating sequences are the same as
multiplier interpolating sequences.
For the Hardy space and for the Dirichlet space the fact that the two types of
interpolating sequences are the same is mediated by the CPP and does not require
that the sequences be characterized. However analogous result holds in some cases
where there is no analog of the theory of Pick kernels; in particular we will see in
Chapter 15 that a similar result holds for certain Banach spaces of holomorphic
functions in n variables. For those spaces the interpolating sequences and the
multiplier interpolating sequences are characterized independently and then the
characterizations are observed to be identical. In those cases it is not known how
to show the two sets of sequences are the same without rst characterizing them.
Theorem 24. If, in the situation of Theorem 23, additionally, H has a CPP,
then the interpolating sequences and the multiplier interpolating sequences are the
same. In the terminology of Theorem 23, (1)() (4).
Proof. From Theorem 23 we know that (1) =) (4): We need to show that
(4) =) (1): We want to ensure that, given fbig 2 `1 we can nd a multiplier m
with m(zi) = bi; i = 1; 2; ::with control of kmk : Alternatively, it is enough to show
that there is a bounded multiplication operator M such that Mki = biki: Because
we have a CPP this will happen if and only if such an M would be bounded on
the closed span of the fkig : That is the case exactly if there is C such that, given
h =
P
aiki; we have a norm estimate for the purported value of Mh which isPbiaiki: That is, we want Xbiaiki  C X aiki
to hold if fbig 2 `1: This last statement would be a consequence of unconditional
basic sequence statement, condition (2) of Theorem 23. Hence we would be done
if we knew that (4) =) (2); and that implication is included in the previous
theorem. 
2.2. The Gram and Dual Gram Matrices. An important role in the pre-
vious analysis was played by the map from sequences faig to Hilbert space vectorsP
aiki: The Gram matrix and the dual Gram matrix are tools for studying such
maps.
Suppose H is a RKHS on X, Z is a sequence in X and fkzigzi2Z = fkigzi2Z
is the associated set of kernel functions. Let K^ =
n
k^i
o1
i=1
be the sequence of
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normalized kernels. The Gramian or Gram matrix of K^ or, equivalently, the Gram
matrix of the sequence Z; Gram(Z); is the matrix
(2.1) Gram(Z) = Gram(K^) = GK^ =
D
k^i; k^j
E
:
Lemma 13. The Gram matrix (2.1) is bounded on `2 if and only if Z is a
Carleson measure for H.
Proof. To see this let T : H ! `2 be the normalized restriction map Tf =n
kkjk 1 f(zj)
o1
j=1
. Then Z is a Carleson measure for H if and only if T is
bounded. But T  fjg1j=1 =
P1
j=1 j k^j and so the matrix representation of TT

relative to the standard basis fejg1j=1 of `2 is the Gramian:
(hTT ei; eji)1i;j=1 =
D
T k^i; ej
E1
i;j=1
=
D
k^i; k^j
E1
i;j=1
:
Finally, recall that T is bounded if and only if TT  is bounded. 
The sequence ffig1i=1  H of minimal norm solutions to the set of equationsD
fi; k^j
E
= ij i; j = 1; 2; ::: is called the minimal dual system. Such a system need
not exist; but if it does then the matrix
(2.2) Gdual
K^
= (fij) = (hfi; fji)
is called the dual Gramian of the system. (Note that the vectors ffig are not
normalized.)
Exercise 59. Suppose S is a bounded invertible linear map on a Hilbert space
H and feig is an orthonormal basis of H: Let K = fSeig and let K^ be the corre-
sponding set of normalized vectors. Compute GK^ and G
dual
K^
:
There may not be a minimal dual system. For instance there is none if one
of the ki is in the closed linear span of the others. Issues of this type are more
complicated for functions of several variables; see, for instance the discussion in
Section 4.2 of adding a point to an interpolating sequence.
Exercise 60. Let H2(D2) be the Hardy space of the bidisk, the RKHS of holo-
morphic functions on D2 with power series representations
X
anmz
n
1 z
m
2 satisfy-
ing
X
janmj2 < 1: Let Z = f(1  1=n; 0) : n = 1; 2; :::g and consider the kernels
fkzgz2Z : Show that this set does not admit a minimal dual system.
However this issue is not a problem in the cases of primary interest to us.
Exercise 61. Show that if H = H2 or D and if Z is a zero set, then the set
of kernel functions fkzgz2Z does admit a minimal dual system.
Assuming there is a minimal dual system. the entries of the dual Gram matrix
can be expressed using quantities we have already seen. For A  Z let HA be the
subspace ofH consisting of functions which vanish on A: For zi 2 ZnA let kAi be the
reproducing kernel for zi in the space HA: Let FAi be the function which maximizes
ReF (zi) among all F in HA of norm one. By Proposition 5 the reproducing kernels,
kAi ; can be characterized using the extremal function F
A
i :
kAi = F
A
i (zi)F
A
i(2.3)
FAi (zi)
2 = k^Ai (zi) =
kAi 2(2.4)
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For n = 1; 2; ::: set Z(n) = Z n fzng : The functions
(2.5) ffng1n=1 =
(
kknk
F
Z(n)
n (zn)
FZ(n)n
)1
n=1
=
8><>: kknkkZ(n)n 2 kZ(n)n
9>=>;
1
n=1
are the minimal dual system associated to the system
n
k^n
o
: To see this we compute
D
fn; k^m
E
=
kknkkZ(n)n 2
D
kZ(n)n ; k^m
E
=
kknkkZ(n)n 2
k
Z(n)
n (zm)
kkmk = nm:
Using this, and noting that the quantities FZ(n)n (zn) are positive, we nd the entries
of the dual Gram matrix are
(2.6) hfn; fmi = kknk kkmkkZ(n)n 2 kZ(m)m 2
D
kZ(n)n ; k
Z(m)
m
E
If we also have the Pick property, as we do with H2 and D, we can recast
this using MAi : the multiplier of H of norm one and vanishing on A and such that
ReMAi (zi) is maximal. By Proposition 31, we have
(2.7) FAi =M
A
i k^i;
and hence
kAi =M
A
i (zi)M
A
i ki:
and thus
(2.8) hfn; fmi = 1
F
Z(n)
n (zn)F
Z(m)
m (zm)
D
MZ(n)n kn;M
Z(m)
m km
E
:
Theorem 25. The following are equivalent:
(1) Condition (3) of Theorem 23 holds; the normalized reproducing kernelsn
k^i
o
are a Riesz basic sequence: That is, there are C;C 0 > 0 so that for
any sequence faig of scalars
(2.9) C
X
jaij2 
X aik^i2  C 0X jaij2 :
(2) The Gram matrix is bounded and bounded below. That is, there are
C;C 0 > 0 so that for any sequence of scalars faig
(2.10) C
X
jaij2 
XD
k^i; k^j
E
aiaj  C 0
X
jaij2 :
(3) The Gram matrix is bounded, and there is a minimal dual system ffig,
and the dual Gram matrix also bounded. That is, there are C;C 0 > 0 so
that for any sequence of scalars faigXD
k^i; k^j
E
aiaj  C
X
jaij2(2.11) X
hfi; fji aiaj  C 0
X
jaij2 :(2.12)
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Proof. Pick and x the sequence of scalars faig :
The middle terms of (2.9) and (2.10) are equal by denition and hence those
two statements are equivalent. Inequality (2.11) is the same as the right hand
inequality in (2.10). Hence it remains to show that (2.12) is equivalent to either
the left inequality in (2.9) or, what is the same thing, the left inequality in (2.10).
If (2.12) holds; that is, the dual Gram matrix is bounded, then, for some C 0  0;
we have X aifi2  C 0X jaij2 :
Using that estimate we ndX
jaij2 =
DX
aik^i;
X
ajfj
E

X aik^jX ajfj

X aik^jC 0X jaij21=2
which is the left side inequality in (2.10).
In the other direction, if the Gram matrix is bounded below then we have the
estimates X ajfj = supnDX ajfj ;X bj ; k^jE : X bj ; k^j  1o
 sup
nX
ajbj :
X
jbj j2  1=C2
o
 1
C
X
jaj j2
1=2
:
which is (2.12), the desired boundedness for the dual Gramian. In showing this
we took into account that the ffig were a minimal system. Knowing that ensures
that each fj is in the closed span of fkjg and hence when computing the norm of
F = aifi it was su¢ cient to pair F with vectors in that span. 
3. Interpolation in H2 and D
We now specialize further, to the Hardy space and the Dirichlet space. We
show in both cases that if a sequence Z satises a Carleson measure condition and
is separated, that is, if condition (5) of Theorem 23 is satised, then the sequence
is an interpolating sequence for the Hilbert space and for the multiplier algebra.
We have already developed many of the tools we need. Theorem 24 ensures that
if we have an interpolating sequence then we also have a multiplier interpolating
sequence. For interpolating sequences, in the language of Theorem 23 we want
to show that condition (5) implies condition (4). By virtue of that theorem it
su¢ ces to show that condition (5) implies condition (3). Theorem 25 ensures that
condition (3) is equivalent to knowing both the Gram matrix and the dual Gram
matrix are bounded. Furthermore, noting Lemma 13, condition (5) implies the
boundedness of the Gram matrix. Hence, in sum, our task is reduced to proving
the boundedness of the dual Gram matrix. We will do that with separate proofs
for the Hardy space and the Dirichlet space.
The proofs we present are not the original ones, they are more recent proofs
based the RKHS theory. Although these arguments are elegant they do not display
the many beautiful analytical techniques developed in this area, including those
of Carleson [Car58], Wol¤ [Gar, Chapter ***], Shapiro-Shields [ShSh61], Jones
[Jon], Marshall-Sundberg [MaSu], and Böe [Boe02], [Boe05].  say more about
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this ? less? put in chapter notes ?? . We will see some of those ideas, implicitly
or explicitly, in the next chapter when we consider "onto interpolation", in Chapter
15 where we give a constructive proof of an interpolation theorem for Besov spaces,
and in Chapter 17 when we use @ techniques to prove corona theorems.
3.1. The Hardy Space. We have H = H2 and a xed Z = fzng1n=1  D.
Theorem 26. If Z is separated and Z is a Carleson measure for the Hardy
space, that is (1.3) and (1.1) hold, then Z is an interpolating sequence for H2 and
for Mult (H2) = H1.
As we just mentioned, it remains to show that the dual Grammatrix is bounded.
At this point we use the specics of the Hardy space and explicitly compute the
dual Gram matrix.
Proof. For n = 1; 2; ::: let bn be the Blaschke factor associated with zn;
bn(z) =
jznj
zn
zn   z
1  znz :
Let B be the associated Blaschke product, B =
Q1
k=1bk: For n = 1; 2; :::let Bn =
B=bn =
Q
k 6=nbk: At the end of this proof we obtain a positive lower bound for
jBn(zn)j and having such a bound ensures that these innite products converge.
In the Hardy space we can write down the exact solution to the extremal
problems which dene MZ(n)n ; M
Z(n)
n = nBn with n = jBn(zn)j =Bn(zn):so that
M
Z(n)
n (zn) > 0:
Exercise 62. Prove that this is the solution.
Now using (2.7) we see that FZ(n)n (zn) = nBn(zn) kknk : Thus, by (2.8) the
matrix entries of interest are
hfn; fmi = 1
n mBn(zn) kknkBm(zm) kkmk
hBnkn; Bmkmi
= (n;m)
D
kn
Q
j 6=nbj ; km
Q
j 6=mbj
E
= (n;m) hknbm; kmbni :
Here (n;m) is just a shorthand for the number before the inner product. The
passage from the second line to the third uses the fact that the inner product can
be computed as an L2 inner product on the boundary values and, on the boundary,
for any j; bjbj  1 and hence Blaschke factors which appear on both sides in the
inner product can be canceled.
We now use partial fractions and evaluate
hknbm; kmbni =

knbm;
1
1  zmz
jznj
zn
zn   z
1  znz

=
jznj
zn
*
knbm;

zmzn   1
zm   zn

km +
 
1  jznj2
zm   zn
!
kn
+
:
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Using the fact that the k0s are reproducing kernels and recalling that bm(zm) = 0
we continue with
hknbm; kmbni = jznj
zn
jzmj
zm
1  jznj2
zm   zn
zm   zn
1  zmzn
1
1  jznj2
=
jznj
zn
jzmj
zm
1
1  zmzn
=
jznj
zn
jzmj
zm
hkn; kmi:
Thus the matrix elements are
hfn; fmi = 1
nBn(zn) kknk mBm(zm) kkmk
jznj
zn
jzmj
zm
hkn; kmi(3.1)
=

1
Bn(zn)
jznj
nzn
 
1
Bm(zm)
jzmj
mzm
D
k^n; k^m
E
:
Let R(n) be the row matrix whose nth entry is the expression in the rst
square brackets in the previous line; and let C(m) be the column matrix C = RT :
Using that notation, we want to show that the matrix

R(n)
D
k^n; k^m
E
C(m)

is
bounded. The middle entries are the conjugates of the entries of the Gram matrix
which we know is bounded. Hence those entries correspond to a bounded matrix.
Multiplication by R and C will produce a new bounded matrix if R and C have
bounded entries. Recall that the factors jznj =nzn are unimodular. Hence we will
be done if we show that
inf
n
jBn(zn)j = inf
n
Qj 6=nbj(zn) > 0:
We know jbj(zn)j2 = 1   2(z; w) hence the separation condition ensures that the
individual factors are uniformly bounded away from zero. For such products we
can obtain a uniform, in j; lower estimate if we can nd a uniform upper bound onP
n 6=j(1  jbj(zn)j): It is enough to bound the larger quantity
P
all n(1  jbj(zn)j2):
By (2.3) the sum equals
P
all n
Dk^n; k^jE2 : Now note that the Gram matrix is
bounded and hence its rows and its columns are square summable with an upper
bound independent of which row or column is considered. This gives us our required
uniform bound, and we are done. 
3.2. The Dirichlet Space. In this section we consider the Dirichlet space
and quantities such as FZ(n)n are to be interpreted in that space.
Theorem 27. If Z is separated and Z is a Carleson measure for the Dirichlet
space, that is (1.3) and (4.13) hold, then Z is an interpolating sequence for D and
for Mult (D).
The rst proofs of this were due to Marshall-Sundberg [MaSu] and Bishop
[Bis] in 1994. Both papers were widely circulated but remain unpublished. The
rst published proof is by Böe in 2002 [Boe02]. The proof we give in Chapters
15 and 16 characterizing interpolating sequences for Besov spaces of functions of
several variables is similar in spirit to that proof in [Boe02].
The proof in [Boe02], which gives results for the family of Besov spaces, does
not simplify very much when restricted to the Dirichlet space, the one Hilbert space
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in the family. On the other hand, the proof we will present here, which is from
[Boe05], while much simpler, is a Hilbert space based argument and has yet to
give any insights into a simple proof, or, in fact, any proof, for the Besov spaces
which are not Hilbert spaces.
Proof of Theorem. The discussion in Section 2.2 applies and hence we have
formula (2.6) for the entries of the dual Gram matrix   = (hfn; fmi),:
(3.2) hfn; fmi = kknk kkmkkZ(n)n 2 kZ(m)m 2
D
kZ(n)n ; k
Z(m)
m
E
:
In contrast to the Hardy space, we do not know how to write explicit formulas
for these terms. Instead we proceed by estimating the hfn; fmi beginning with the
inner product on the right hand side of the previous equation.
For n;m = 1; 2; ::: let Z(n;m) = Z n fzn; zmg ; and thus
Z(n;m) = Z(m;n)  Z(n)
Z(m)
 Z:
Corollary 5 tells us how to go from kZ(n;m)n which is the kernel function the
space HZ(n;m) for evaluating at zm and obtain the kernel function for the same
point zm but with respect to the space HZ(m) which is the subspace of HZ(n;m) of
functions which also vanish at xn: We obtain
kZ(m)m = k
Z(n;m)
m  
k
Z(n;m)
m (zn)
k
Z(n;m)
n (zn)
kZ(n;m)n :
Hence D
kZ(n)n ; k
Z(m)
m
E
=
*
kZ(n)n ; k
Z(n;m)
m  
k
Z(n;m)
m (zn)
k
Z(n;m)
n (zn)
kZ(n;m)n
+
= kZ(n)n (zm) 
k
Z(n;m)
m (zn)
k
Z(n;m)
n (zn)
kZ(n)n (zn)
= 0  k
Z(n)
n (zn)
k
Z(n;m)
n (zn)
k
Z(n;m)
m (zn):(3.3)
To see this note rst that kZ(n)n 2 HZ(n)  HZ(n;m) and hence the rst line can
be evaluated using the fact that kZ(n;m)n and k
Z(n;m)
m are kernel functions in that
larger space. Moving to the third line uses the fact that kZ(n)n 2 HZ(n) which
ensures kZ(n)n (zm) = 0:
Now note that by the rst statement in Corollary 9 the fraction in the last line
is between 0 and 1: Thus we have
DkZ(n)n ; kZ(m)m E  kZ(n;m)m (zn) and combining
this with (3.2) we obtain
(3.4) jhfn; fmij  kknk kkmkkZ(n)n 2 kZ(m)m 2
kZ(n;m)m (zn) :
Kernel functions with respect to a subspace are obtained by projecting a kernel
function for the entire space, hence for any n
kZ(n)n   kknk :We want an estimate
in the other direction. That will be a quantitative formulation of the informal idea
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that, for each n; zn is well separated from Z(n): To obtain those estimates we use
(2.7), which is a consequence of the CPP, to move from questions about subspace
kernels, which are solutions to Hilbert space extremal problems, to questions about
solutions to multiplier extremal problems. We estimate the extremal multiplier
by writing a generalized Blaschke products which is a competitor for the extremal
problem and evaluating it. The convergence of that Blaschke product is ensured
by the boundedness of the Gram matrix which is a consequence of the Carleson
measure hypothesis.
In detailkZ(n)n 2 = kZ(n)n (zn)
=MZ(n)n (zn)M
Z(n)
n (zn)kn(zn) =M
Z(n)
n (zn)
2 kknk2
 B2Z(n);zn(zn) kknk
2
= kknk2
Q
j 6=n(1 
Dk^j ; k^nE2)
 C kknk2 :
The passage to the second line uses (2.7). The third line contains the generalized
Blaschke product of (4.5), The inequality holds in that line because MZ(n)n is the
solution to an extremal problem for which BZ(n);zn is also a competitor. The
next line is the evaluation of B2Z(n);zn(zn): The nal inequality follows by exactly
the same argument as was used in the proof of the previous theorem to obtain
infn jBn(zn)j > 0. Using that estimate for n and again for m we continue (3.4)
with
(3.5) jhfn; fmij  C
kZ(n;m)m (zn)
kknk kkmk :
By the second part of Corollary 9 we know
kZ(n;m)m (zn)  jkm(zn)j : Combining
this with (3.5) gives
jhfn; fmij  C jkm(zn)jkknk kkmk = C
Dk^m; k^nE :
Recall that if a matrix A = (ij) satises jij j  ij ; and if the matrix (ij)
denes a bounded operator, then so does the matrix A: Hence the proof will be
nished when we prove the following lemma which is elementary for the Dirichlet
space and whose analog for the Hardy space is false. 
Lemma 14. If Z satises (1.3) thenDk^i; k^jE
denes a bounded operator.
Proof of Lemma. Recalling the formula for the kernel function, we must
show that if fang 2 `2 then we can boundX
n;m
an
kknk
am
kkmk
 1znzm log

1
1  znzm

 :
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However one can easily check that there are positive constants A;B so that for
z; w 2 D
(3.6)
 1z w log

1
1  z w
  A+BRe 1z w log

1
1  z w

:
We then haveX
n;m
an
kknk
am
kkmk
 1znzm log

1
1  znzm


 A
X
n;m
janj
kknk
jamj
kkmk
+B
X
n;m
janj jamjRe 1kknk kkmk
1
znzm
log

1
1  znzm

= A
X janj
kknk
2
+BRe
X
n;m
janj jamj
D
k^n; k^m
E
:
The rst term in the previous line can be estimated by
P janj21=2 P kknk 21=2 ;
the rst factor of which is under control because fang 2 `2 and the second factor
is seen to be nite because it is the integral of the function 1 against the Carleson
measure Z . The second term is under control because, by the Carleson measure
hypothesis, the matrix
D
k^n; k^m
E
is bounded on `2: 
3.3. Other Spaces. In [Boe05] Böe pointed out that the proof, the one we
just gave for Dirichlet space interpolating sequences, applies directly to some other
spaces.
Suppose we are given H a RKHS on X with a CPK and Z = fzig  X: We
denote the associated Gram matrix Gram(Z) and we denote by jGramj (Z) the
matrix obtained by replacing each entry of Gram(Z) with its modulus. Thus
Gram(Z) =
D
k^i; k^j
E
and jGramj (Z) =
Dk^i; k^jE :
In the previous proof we used the facts that the Dirichlet space has a CPK and
then we used (3.6) to conclude that
(3.7) jGramj (Z) is bounded if Gram(Z) is bounded.
In general, if (3.7) holds for H; or even just for a particular Z; then the previous
path can be followed so show Z is an interpolating sequence. For instance, (3.7) is
automatic if we know that there is a C so that for all z; w 2 Z we have
Dk^z; k^wE 
C Re
D
k^z; k^w
E
: This is the case for the spaces D; 0 <  < 1; mentioned in Section
5.2, having kernels (1  zw) , and also for analogous spaces of functions on the
ball, the spaces B1=22 (Bn) introduced in Chapter 17. Also, (3.7) is automatic if
the entries of the Gram matrix are always real and positive; for instance in the
"diameter space" of [ARS07] and the space on functions on a dyadic tree with
kernel function d(x^y),  > 1 discussed in [ARS10]. On the other hand there is
no such estimate for the Hardy, nor for its higher dimensional generalizations, the
Drury-Arveson spaces dened in Section 2.
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In particular this path does not lead to a proof of the following conjecture of
Seip, that the pattern we have seen holds all H which have a CPK.
Conjecture 1. [Sei04, pg. 33]If H is a RKHS with CPK then Z is an
interpolating sequence H if and only if it is an interpolating sequence for Mult(H)
if and only if both Z is separated and dZ is a Carleson measure.
Late Remark:: See the comments in the notes at the end of this Chapter.
4. Notes and Comments
 baris theorem, kothe toeplitz theorem, sort out names and perhaps his-
tory
 there are now many paths through this material, see Garnett, Ag Mc,
seip. bishop Böe, Böe, nikolskii, elds and our presentation through the
material has borrowed to various degrees from all of them
 The interpolation theorem for H1 proved by Carleson was seen as an
a type of extension of Picks theorem, however it was some time before
proofs of the theorem based on the pick interpolation theorem were devel-
oped, see [Koo00] as well as the Mathematics Reviews review (MR1771759)
for more history on this and on Formula (F) relating the Gram matrix
and dual Gram matrix for Hardy space interpolation
 The rst study of interpolating sequences for Mult(D) is in Axlers paper
[Axl92]
 After this manuscript was completed Aleman, Hartz, McCarthy, and Richter
posted a preprint [AHMR] containing a proof of Conjecture 1 and other
results for HSRK with a CPK. Their proof is in the framework we have
discussed, obtaining estimates for the dual Gram matrix. However in ad-
dition to ideas we have seen they make fundamental use of the resolution
of the Paving Conjecture **ref** through the resolution of the Kadison-
Singer conjecture by ***. FF get details from their reprint FF
  some of the history is recounted in the text. should we say more there?
here? refer to Seips book as an basic source for background, history, and
overview? 
 here or in text make the point that answers are of a very di¤erent form
in, for instance, Bergman space, Mention Seips paper

CHAPTER 9
Onto Interpolation
An onto interpolating sequence is one for which the associated
restriction map is surjective but perhaps not bounded. A crucial
di¤erences between the Hardy and Dirichlet spaces is the vastly
increased separation that interpolating sequences of the Dirichlet
space enjoy. One striking manifestation of this phenomenon is that
the Dirichlet space has onto interpolating sequences that are not
interpolating sequences.
We begin this chapter looking at the relation between onto in-
terpolation and the boundedness of the dual Gram matrix. That
provides a framework for showing that in H2 every onto inter-
polating sequence is an interpolating sequence, and for discussing
Bishops analytic characterization of onto interpolating sequences
for D.
We then give a geometric characterization of onto interpolat-
ing sequences for the dyadic Dirichlet space. Finally there is a
discussion of what is known about geometric descriptions of onto
interpolating sequences for D.
Onto interpolating sequences are less well studied than interpolating sequences
and not as well understood. One reason is that inH2, where interpolating sequences
were rst studied, every OIS is an IS, deecting attention from describing OIS. The
results we describe here for OIS are less crisp than those in the previous chapter
and for several topics we include discussions but not complete proofs.
1. The Dual Gram Matrix and OIS
We will continue to use notation and terminology of Section 2.2. In particular,
we have a RKHSH of functions on a setX; a sequence fzig = Z  X; the associated
measure dZ ; and the restriction map R: We write ki for kzi and set k^i = ki= kkik.
The Gram matrix associated with that sequence is G =
D
k^i; k^j
E
H

: Further, if
there is a minimal dual system, we denote it by ffig, in which case the matrix
Gdual =
 hfi; fjiH is the dual Gram matrix of the system. Recall that if we are
working with H2 or D, and Z is a zero sequence, then the existence of a minimal
dual system is automatic.
As with IS, an OIS must be separated. If Z is an OIS for H then the open
mapping theorem  Appendix A ref  ensures that any interpolation problem
can be solved with natural norm bounds; that is
(1.1) 9C > 0; 8 2 `2(Z; Z); 9f 2 H; kfkH  C kk`2(Z;Z) ; Rf = :
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Using this we see that, given z; w 2 Z there is a function f 2 H with f(z) = 0;
f(w) = kkwk ; and kfk under control. Using this f with Proposition 3 we nd that
Z is separated. That is
(1.2) 9" > 0, 8z; w 2 Z; z 6= w; H(z; w) > ":
In Theorem 25 we saw relations between G; Gdual; and interpolation problems.
We continue that theme with the following:
Theorem 28. Given H;X;Z as above; suppose there is a dual Gram matrix
Gdual: Then Gdual is bounded if and only if Z is an onto interpolation sequence.
Proof. Suppose Gdual is bounded and we want to solve the interpolation prob-
lem associated to the sequence  = fig 2 `2(Z; Z): Consider the function
(1.3) h =
X i
kkikH
fi
We compute h(zi) = hh; kiiH = i and hence h is a formal solution to the
interpolation problem. To see that it is an actual solution we check that h 2 H
by checking that its norm is nite. We have
khk2H = hh; hiH =
X i
kkikH
j
kkikH
hfi; fji :
Now note that
n
i kkik 1H
o
is a sequence in unweighted `2 and by hypothesis the
matrix
 hfi; fjiH is bounded on that space. Thus h 2 H and we have solved the
interpolation problem.
In the other direction, suppose we wish to show that the matrix is bounded.
It su¢ ces to show it is bounded on nitely supported sequences. We select such
a sequence fig and set i = i kkikH : The sum in (1.3) is nite and hence we
can use it to dene h: We have h(zi) = i for all i; and h is orthogonal to
functions which vanish at all points of Z: Hence h is the minimal norm solution
to this interpolation problem. On the other hand from (1.1) we know that the
interpolation problem has a solution j with kjkH  C kk`2(Z;Z) = C kk`2 :
But ha is the minimal norm solution soX
i j hfi; fji = khk2H  kjk2H  C kk2`2
as required. 
1.1. OIS for H2.
Corollary 13. The onto interpolating sequences for H2 are the same as the
interpolating sequences.
Proof. An IS is automatically an OIS. For the other direction, suppose Z
is an OIS. By Theorem 26 we need to show that Z is separated and satises a
Carleson measure condition. We saw at (1.2) that Z is separated so to nish we
need to establish the Carleson measure condition.
It is immediate from the denitions, and was veried in the previous chapter,
that dZ 2 CM(H2) if and only if G is bounded. Thus we will be nished if we
show G is bounded. By the previous theorem we know Gdual is bounded. We now
use the relation between Gdual and G that we developed in the proof of Theorem
26.
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In that proof we computed the entries of Gdual and in doing that we needed to
know that certain innite Blaschke products converged. We obtained the required
convergence using the assumption that G was bounded. Here we take a di¤erent
path. Using (1.1) it is easy to see that Z must be a zero sequence for H2: By
the factorization theorem such zero sets must satisfy the Blaschke condition and
that is enough to ensure that the products used in the proof of Theorem 26 are
convergent. Hence we can follow the computations in that proof and get to (3.1)
and the discussion that follows. There we saw that the passage from the Gram
matrix to the dual Gram matrix involved multiplying by a row matrix and its
transpose, and the elements of those matrices were seen, after some thought, to be
bounded. We now want to go in the other direction, from the boundedness of the
dual Gram matrix to the boundedness of the Gram matrix. The form of argument
is the same but now the entries of the relevant row matrix are the reciprocals of
those we saw earlier and thus their moduli are given by Blaschke products and
hence are bounded. Hence the boundedness of G follows from that of Gdual and we
are done. 
1.2. Bishops Theorem, OIS for D.  Eric, Nicola; I was intentionally
vague here about whether we are actually vouching for Bishops result. Are you
comfortable with what is said about it? If not, what type of changes do you
suggest?.
We have seen that the boundedness of Gdual is equivalent to having an OIS. Cer-
tainly the boundedness of Gdual implies a uniform bound on the diagonal elements
of that matrix:
(1.4)  = sup hfi; fiiH = sup kfik2H <1:
In [Bis] showed that this more conceptual and formally weaker condition is equiv-
alent to having an OIS.
Before stating his result we introduce a related denition. If we apply the
condition (1.1) to the standard unit vectors in `2(Z; Z) we see that
(1.5) 8z; w 2 Z; 9hz 2 H, hz(w) =

kz(z)
1=2 w = z
0 w 6= z ; khzkH  C:
This condition is supercially weaker than being an OIS. It was studied for various
RKHS by Schuster and Seip in [ScSe]. We follow them in calling sequences which
satisfy the condition weak interpolating sequences for H:
Theorem 29 ([Bis, Thm $$$]). Z is an OIS for D if and only if any, and
hence all, of the following equivalent conditions hold.
(1) Z is a WIS,
(2)  <1;
(3) The choice
hzi =
kkikkZi  k^Zi = M
Z
i k^i
MZi (zi)
i = 1; 2; :::
shows that Z is a WIS.
(4)
 = inf

MZi (zi)
	
> 0;
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(5)
inf
(kZi 
kkik
)
> 0:
(6)
Z is a WIS, and for some C the fhzg(1.6)
can be chosen with khnk1  C kknkH :
Proof Discussion:: The straightforward equivalence of the six conditions
is the subject of the next exercise.
: If Z is an OIS then it is automatically a WIS and hence all six conditions
hold. The heart of Bishops proof is the reverse implication, showing
that Condition (6) implies Z is an OIS. If we start with the functions
fhzig from (1.6) and want to interpolate the sequence of values fig then
the sum h =
P
ihzi is a formal solution to the interpolation problem.
However that series may not converge. Bishop then constructs a sequence
of functions fjng with jn(zn) = 1 and jj0(z)j small away from zn; and sets
ri = hziji: The details are arranged so that r =
P
iri, which is another
formal solution to the interpolation problem, is a convergent series in D,
and hence a solution to the interpolation problem. The construction of
the required ji is done using substantial results from function theory.
Conditions (1)-(6) are a global separation condition, stronger than (1.2) and
more subtle. Consider for instance condition (5). The assumption that ratiokZi  = kkik is never small ensures that no single ki is close to being in the span of
all of the others, kj : The condition (1.2) insures that no ki is close to being in the
span of any particular one of the other kj :
Exercise 63. Prove the equivalence of Conditions (1)-(6) in the theorem.
This is a "soft" result which follows from the denitions, the previous formulas,
and basic facts about kernel functions. The proof does not require further analysis
using function theory or the CPP.
1.3. A Su¢ cient Condition for an OIS for H2. If H = H2; the Hardy
space, then an analogous result holds. Given Z; the uniform boundedness of the
diagonal entries of the dual Gram matrix ensures it is an OIS. One can show that
by deriving the separation and Carleson measure conditions necessary to invoke
Theorem 26, and thus obtain the stronger fact that Z is an IS. However the following
simple proof due to Shapiro and Shields [ShSh62] is more direct.
Exercise 64. An analog of the previous exercise holds for the Hardy space.
That is, the natural Hardy space analogs of the six conditions are equivalent.
In particular we can work with Condition (4). Recall from Exercise FF*FF
that for the Hardy space the extremal multipliers MZn are given by Blaschke prod-
ucts; in the notation of Section FF*FF, MZn = Bn: For n = 1; 2; ::: set n =
jBn(zn)j : Hence in this context Condition (4) becomes
inf fjBn(zn)jg = inf n =  > 0:
Theorem 30. Z is an OIS for H2 if and only if  > 0.
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Proof. If Z is an OIS then we have an estimate for the norms of the entries
of the minimal dual system and hence the analogs of the six conditions hold, in
particular  > 0:
In the other direction we saw in the proof of Theorem 28 that to show a sequence
is an OIS it su¢ ces to exhibit functions fjng 2 H2 which satisfy two conditions:
jn(zm) = nm kknk and
the matrix (hjn; jmi) is bounded on `2:
Recall the functions B and Bn that were used in the proof of Theorem 26. For
n = 1; 2; :::dene
gn(z) =
1
n
Bn(z)k^n =
(1  jznj2)1=2
n

B(z)
1
z   zk

hn(z) =
(gn(z))
2
kknk =
(1  jznj2)3=2
2n

B(z)
1
z   zn
2
:
By simply evaluating the functions we see that gn(zm) = hn(zm) = nm kkmk and
hence either set of functions might work as a choice for the j0s: For each n we set
jn = hn; we will discuss the g0ns after the proof. We compute
hhn; hmi = (1  jznj
2
)3=2
2n
(1  jzmj2)3=2
2m
*
B(z)
z   zn
2
;

B(z)
z   zm
2+
=
(1  jznj2)3=2(1  jzmj2)3=2
2n
2
m

1
(z   zn)2 ;
1
(z   zm)2

=
(1  jznj2)3=2(1  jzmj2)3=2
2n
2
m
1 + znzm
(1 + znzm)
3 ;
the rst equality because Blaschke factors on both sides of an L2(d) inner product
can be canceled, the second by, for instance, the Cauchy integral formula. We
continue with
jhhn; hmij  C (1  jznj
2
)(1  jzmj2)
j1  znzmj2
(1  jznj2)1=2(1  jzmj2)1=2
j1  znzmj
 C (1  jznj
2
)(1  jzmj2)
j1  znzmj2
= C(1  H2(zn; zm)):
The rst estimate is obtained using the hypothesis that the 0s are bounded away
from 0 and the trivial estimate on 1 + znzm: The next estimate holds because the
second fraction is at most one. The nal line follows from (2.3) and the denition
of H2 :
Our hypothesis insures that we have uniform estimates from below on
Q
n 6=mH2(zn; zm)
and hence by standard facts about sums and products we also have a uniform bound
on
P
n 6=m(1  H2(zn; zm)): Thus the row sums of the symmetric matrix with posi-
tive entries are uniformly bounded. Hence by the elementary case of Schurs lemma
FF appendix reference FF), the version where the test function is identically
one, we are done. 
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Note that the proof makes no mention or use of Carleson measures. In fact this
proof can be used if proving that  > 0 implies that dZ is a Carleson measure;
see [Hof, Ch. 10] for details.
Also note that we used the functions fhng : At rst glance this is perhaps
surprising. The simpler functions fgng are scalar multiples of the minimal dual
system and hence are a tempting choice for the j0s: However that path leads to
computations similar to those in the proof of Theorem 26, and the matrix we would
need to show is bounded is essentially the Gram matrix itself. That boundedness
cannot generally be established by Schurs lemma, and to nish we would need to
show that  > 0 implies we have a Carleson measure.
It is interesting to note that Bishops proof of Theorem 29 has a similar avor.
The rst candidates for the interpolating functions do not insure that the formal
solution is in the space, equivalently, we do not know that the associated matrix is
bounded. The modications, in the language of the previous proof a wiser choice
for the j0s; is such that the boundedness can be demonstrated easily.
2. The Tree Dirichlet Space, D(T )
In this section we will consider IS and OIS for D(T ): As we mentioned, the
results are quite similar to those for D but the proofs are not.
When we return to considering D in the next section we will use the framework
developed for D(T ): So, before going on we review the relation between D(T ) and
D. Some of this is repetition of material from Chapter 5.
2.1. IS for D(T ). We recall the dyadic Dirichlet space, D(T ); from Section 4
and we will continue that notation.
We start with a rooted tree T and we suppose that the branching number of T
is bounded above. Recalling "A Convenient Fiction" from Chapter 5, we will talk
about it as a dyadic tree. The tree carries a partial order, ; induced by declaring
the root to be the minimal element. It has a distance function, d(; ); which is
the number of edges on the unique edge path without repetitions connecting  and
: Also, it is convenient to set, for any vertex ; d() = 1 + d(o; ):
For functions dened on T we recall the discrete di¤erentiation operator 
given by (4f) () = f()   f( ); and the discrete integration operator I; given
by (If)() =
P
o f(): By direct computation bothI and I are the identity
operator.
The space D (T ) is the RKHS on T consisting of all complex-valued functions
F on T for which the norm given by
(2.1) kFk2D(T ) =
X
2T
j4F ()j2
is nite. It has the inner product
hF;GiD(T ) =
X
2T
4F ()4G ();
and kernel functions k () = () with kkk2D(T ) = k() = d():
For a sequence Z  T let R be the map which restricts functions on T to
functions on Z and let Z be the measure given by (1.2). A measure  dened
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on T is called a Carleson measure for D (T ) if the natural restriction map taking
D (T ) to `2 (T ; ) is bounded;
(2.2)
X
2T
jf ()j2 ()  C
X
2T
j4f ()j2 :
An intrinsic characterization of these measures is given in Theorem 15. As before,
knowing Z is a Carleson measure is equivalent to knowing R is bounded. Also as
before, knowing that R is surjective ensures that Z is a weak interpolating sequence.
In this case the statement is:
(2.3)
8;  2 Z;9f 2 D (T ) ;with f() =

k()
1=2  = 
0  6=  and kfkD(T )  C:
Again, this ensures a separation condition,
(2.4) 9c > 0, 8;  2 Z; 6= ; D(T )(; ) > c:
When studying interpolating sequences for D we had two di¤erent looking versions
of the separation condition; (4.13) and (4.14). The condition above is the analog
of the rst of those. The analog of the second is obtained by using the oscillation
result, Proposition 19, for the functions ffzg from (??)  dont know that that
reference is and noting that for those functions
jfz(z)  fz(w)j2 = kz(z)  (0; z)  d(o; z):
From this we obtain
(2.5) 9C > 0, 8;  2 Z; 6= ; d(0; ) < Cd(; ):
Nicola: here and probably everywhere I am messing up on the right hand side
of the inequality by not writing C (1 + d(; )) :Remind me if need the extra term
for the tree, the disk, or both, and I will put it in everywhere.
A sequence Z is called an IS for D (T ) exactly if R is a bounded map of D (T )
onto `2 (T ; Z) : Just as with H2 and D, such sequences are characterized by a
separation condition together with a Carleson measure condition.
Theorem 31. A sequence Z  T is an interpolating sequence for D (T ) if and
only if and Z is separated and the associated measure Z is a Carleson measure
for D (T ) ; that is, if and only if Z satises (2.5), or, equivalently, (2.4) and Z
dened in (1.2) satises (2.2).
Proof. This is proved in [ARS02, Thm. 26]. Also, it is a special case of
Theorem 78 whose proof is outlined in Section 1.1. 
 Nicola, Two things. First, The tree Dirichlet space onto interpolation
theorem is proved here. it uses facts about tree capacitary extremals from the
tree chapter . After those parts of that chapter are revised this chapter has to be
revised to make a smooth transition with that earlier material, at a minimum the
cross references in the later chapters have to be redone.
Second, I dont want to make this longer or slow things down but.....Given what
we do include about capacitary extremals and do include in the onto proof, might
it be simple to include the proof of interpolating sequences for the tree space? 
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2.2. OIS for D(T ). For D(T ) the weak interpolation condition (2.3) which
we saw was necessary for a sequence to be an OIS is also su¢ cient. We will prove
that in this section with the basic tool being Lemma 5 from Chapter 5.
We could proceed with the denitions we have. However some related work in
Chapters 5 and 13 uses the language of capacity theory. Also the work of Bishop
[Bis] which is the holomorphic analog of what we are considering here, and which
we discuss in a moment, uses that language. Hence we digress for a moment to
o¤er the restatement of (2.3) as a condition about tree capacities.
Recall that for E;F disjoint subsets of T ,.the capacity Cap(E;F ) of the con-
denser (E;F ) is dened as
Cap
T
(E;F ) = Cap(E;F ) = inffkhk2`2 : IhjE = 1; IhjF = 0g:
For Z a sequence in T and z 2 Z set (z; Z) = Cap(z; Z n fzg): We say that Z
satises the tree capacity condition if (2.13) holds;
(2.6) 9C > 0;8z 2 Z; (z; Z)  Cd(z) 1:
Notice that this condition is equivalent to being a weak interpolating sequence.
It is straightforward to pass back and forth from functions which satisfy (2.3) to
functions which are allowable competitors for computing (z; Z):
Theorem 32. A sequence Z is an onto interpolating sequence for D(T ) if and
only if it satises the weak interpolation condition (2.3); equivalently if and only if
it satises the capacity condition (2.6).
One attractive feature of this result is that the quantities (z; Z) can be eval-
uated with a reclusive algebraic algorithm using geometric data about Z. This is
crucial for developing some of the details in [ARS16], see also [ARSW14].
We will prove the theorem by constructing, for each z; a function which is
approximately extremal for the problem of computing (z; Z) and such that the
supports of the (discrete) derivatives of those functions are disjoint. It is then
straightforward to combine these functions to solve interpolation problems. The
basic analytical step is contained in Lemma 5 which we now recall.
Recall that S  T is a stopping region if every pair of distinct points in S are
incomparable in T .
Lemma 15 (Lemma 5 from Chapter 5). Given a subset Z of T that satises
the tree separation condition (2.5), or, equivalently (2.4), there are functions
H = Ih on T and a constant C depending only on the constant in (2.6) satisfying
(1) H () = ; for ;  2 Z
(2) supp (h) \ supp (h) =  for ;  2 Z,  6= ,
(3) kHkD(T )  2C (; Z) for  2 Z,
(4) If S is a stopping region in T , then P2S jh ()j  2 (; Z) for  2 Z.
(5) $WHERE IS 4 ABOVE USEDF
Proof of the Theorem . Weve already discussed that any OIS must sat-
isfy the tree capacity condition. Conversely, if (2.6) holds uniformly then so does
(2.3) and hence also properties 1, 2 and 3 of Lemma 5. Write Z = fjg1j=1. Given
 = fjg1j=1 2 `2 (), set f =
P1
j=1 jHj . By property 1 f (j) = j for all j  1.
By properties 2 and 3 f 2 D (T ) and kfkD(T )  C kk`2() : 
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3. The Dirichlet Space, D
Of course our analysis of OIS for D(T ) involved detailed work with the tree
T . It will be convenient to continue to use the notation and language of T in our
work on OIS for D. That will also help clarify and emphasize the analogy between
those two situations. A useful, although anhistorical, way to view the analogy is
that this analysis for D is the result of adapting the arguments from D(T ) to the
holomorphic category. In that context sharp geometric localization is not possible,
and substitutes and approximations must be found.
Now we consider an OIS Z for the Dirichlet space. As we mentioned in Section
2.2 we can regard Z as sitting inside a tree T which sits in D and we will use some
of the language of the dyadic Dirichlet space D(T ):
Elision: Having placed Z in T we will use some of the language of the dyadic
Dirichlet space D(T ) to study Z: However that entails certain distinctions which
we nd it convenient to ignore. For instance, when studying Z we consider the
measure Z on D dened by (1.2). For the same Z; thought of as the vertex set of
T we might consider fZ ; again dened by (1.2) but now using the kernel function
for D(T ); is a measure dened on T . The formulas are
Z =
X
zi2Z
kDzi(zi)
 1zi ; k
D
zi(zi)  (0; zi)
fZ = X
zi2Z
kD(T )zi (zi)
 1zi ; k
D(T )
zi (zi)  d(zi):
However both measures are supported on Z and, taking note of (2.3), we see that we
can move from one to the other by multiplying by a function which is bounded and
bounded away from zero, with constants only depending on the containing tree T .
In short, for the purposes of this chapter we can work with the two interchangeably
or talk as if they were the same. We will do that and we will not mention it further.
Also, we will make similar elisions of, for instance, d() and 1 + (0; ); and we will
continue these practices in later chapters when studying the Besov spaces.
3.1. Geometric Conditions. From Theorem 29 we know that Z being a WIS
is necessary and su¢ cient for Z to be an OIS. However it is not straightforward to
apply that criterion to specic Z: In particular it is not clear how to use that result
to answer the question raised by Bishop of whether there is an OIS with kZk =1:
We obtain a positive answer to that question later with Example F* using
an alternative approach to describing OIS for D.
We will give geometric conditions which ensure a sequence is an OIS and which
can be veried easily in some cases. However, although the conditions ensure a
sequence is OIS they are not but are not complete characterizations of those se-
quences.
We regard Z as a subset the metric measure space (T , d; Z). An example of
the type of condition we have in mind the condition in Proposition 1, Z is an OIS
if
inf
n
Q
m6=nD(zn; zm) > 0:
However, although this is a condition in terms of purely geometric data it is still
not easy to work with. For further conditions we return to our analysis of OIS for
the tree space D(T ):
142 9. ONTO INTERPOLATION
We saw in Exercise 40 that the map which restricts a holomorphic function
to a Bergman tree is a bounded map of the Bergman space to `2(T ). Using this
it is not hard to see that the same restriction map takes the Dirichlet space D
boundedly into the tree Dirichlet space D(T ) [ARS16, Section 7.2]. This implies
that if Z is an OIS for the Dirichlet space, and if Z sits inside a tree T in the way
we described, then Z will be an OIS for the tree space D(T ): Hence, by the earlier
theorem, Z must satisfy the tree capacity condition (2.6) or, equivalently the weak
interpolation condition (2.3). This gives nontrivial information about OIS for the
Dirichlet space.
However this condition is not decisive, the tree geometry is only an imperfect
reection of the holomorphic geometry. For example, given  2 Z then, noting
(2.3), the quantity d() is essentially independent on the choice of T ; however
given ;  2 Z the value of d(; ) depends in an essential way on T . In fact the
tree capacity condition (2.6) is a condition on the pair (Z; T ) :
We suppose Z is a separated sequence, not just in the hyperbolic metric but
in the stronger sense of (2.5) or, equivalently (2.4). We know that condition is
necessary for having Z be an OIS and we now keep it as a standing assumption as
we look for su¢ cient conditions.
Recall that for any  2 T the successor set of  is S() = f 2 T :   g :
This set is, roughly, the intersection of the tree with the tent T () in D having vertex
. The Carleson measures for D(T ); which are dened by (2.2), are characterized
in Theorem F*; namely, a measure  is a D(T ) Carleson measure if and
only if
(3.1)
X
2T
(S())2  C(S());
Using (4.3) we can rewrite (1.2) as
Z =
X
2Z
d(zi)
 1zi
and hence the condition that Z be a Carleson measure is
(3.2)
X
2T
0@ X
2S()
d() 1
1A2  C X
2S()
d() 1:
Exercise 65. If Z = fzkg is contained in a single tree geodesic and d(zk)  k 2
then (3.2) holds.
3.1.1. The Simple Condition. The condition (3.2) is the type of condition we
are looking for; it is formulated using geometric data about the metric measure
space (T , d; Z) :
Assuming Z is separated, having Z satisfy (3.2) is necessary and su¢ cient for
Z to be an IS. If we are looking for conditions that might characterize OIS that
are not IS we should consider conditions weaker. A natural candidate for a weaker
condition is the simple condition:
(3.3) (S())  Cd () 1 :
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For Z the condition can be written as
(3.4)
X
2S()
d ()
 1  Cd () 1 :
Condition (3.3) is a straightforward consequence of (3.2).
Exercise 66. Show that.
In particular, evaluating the condition with  = o we see that  must be a
nite measure.
If Z is a separated sequence and Z satises the simple condition we will say
that Z satises the simple condition. We met a similar condition earlier, condition
(2.3) which arose in Section 2.1 where we tried to characterize Carleson measures
for the Dirichlet space by testing boundedness of the embedding operator on kernel
functions. That condition was also called the simple condition and was additionally
called the one box condition. As noted there, it is true but not obvious that that
condition is strictly weaker than being a Dirichlet space Carleson measure. The
construction in Proposition 20 shows that (3.3) is not equivalent to (3.1). Other,
related, constructions of examples are in [Bis], [ARS16, Section ****] and the last
section of this chapter.
Theorem 33. Suppose Z is a separated sequence which satises the simple
condition. Then Z is an OIS for the Dirichlet space.
Proof. This theorem is proved by Bishop in [Bis, Thm. 1.3] with a separate
proof from Theorem 29. Also, it was noted by Böe in [Boe02, Cor. 5.1] that his
constructive proof describing IS used only the simple condition, not the Carleson
measure condition, in constructing interpolating functions, and hence showed that
sequences which satisfy the simple condition are OIS. 
Similar results hold for OIS for some spaces of functions on the ball, and for
similar reasons [ARS06, Remark 5.27].
Corollary 14. The OIS for the Dirichlet space are not the same as the IS.
3.1.2. The Weak Simple Condition. Thinking about the structure of the tree
integration operator, I; suggests that the simple condition is not a natural candidate
to be a su¢ cient condition for an OIS.
Suppose a sequence Z is given. Consider what we need to do if, given  2 Z;
we want to nd a function f of the type described in (2.3). If f = If is to have
the required large positive value at  there must be positive values of f on the
tree path o. Further, for each  2 Z \ S() such that the open interval (; ) is
disjoint from Z \S(); there must be some negative values of f on that path to
ensure that f() = 0: Once those values are in place f can be set to zero at the
other points in S() and the structure of the tree integration will ensure that f
will also vanish at any other points of Z \ S(): Furthermore, setting those values
equal zero will decrease the norm of f: In short, the points of Z \S() other than
the (; ) just described do not contribute to the obstruction to constructing the
required f:
This suggests considering a variation of the simple condition which, for each ;
only considers the points of Z\S() which are visible from  with an unobstructed
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view. Here is such a condition. We say that a sequence Z; or its associated measure
dZ satises the weak simple condition if 9C > 0; 8 2 T
(3.5) 9C > 0;8 2 T
X
2S()
[;]\Z\S()=f;g
d() 1  Cd () 1 :
Note that, in contrast to (3.3), the condition (3.5) does not itself ensure that
kk <1:
4. The Weak Simple Condition and OIS
4.1. The Building Blocks and the Space They Generate. We describe
two results about OIS for D and prove one of them. Both results say that if Z is a
separated weak simple sequence that satises an additional condition then Z is an
OIS. For the rst result the additional condition is that kZk <1; for the second
result the additional condition is a geometric condition on the sequence, that it be
"tree-like".
Although both of these results show the weak simple condition is useful; it
is a awed condition for studying OIS because it is not preserved on passing to
subsequences. A subsequence of an OIS is automatically an OIS and, once the
including tree is xed, then a subsequence of a separated sequence is separated.
However a subsequence of a Z which satises (3.5) need not satisfy the condition,
explicit examples are in[ARS16].[ARS16].
The proof of both theorems is constructive. The required interpolating func-
tions are built using linear combinations of basic building blocks, similar to building
blocks introduced by Böe in [Boe02, Cor. 5.1].
We begin with a discussion of the building blocks. Suppose Z is given and xed.
In [Boe02, Cor. 5.1] Böe showed how to construct, for each w 2 Z; a holomorphic
function 'w with values very close to one on the tent T (w) and very close to zero
on an enlargement of that tent. In this chapter we will use those functions and
variations on them as building blocks in explicitly constructing solutions to certain
interpolation problems. In Chapter 15 we will use extensions of these ideas to
functions of several variables to construct solution to certain interpolation problems
on the ball.
A fundamental role is played by the operators  s; dened for s >  1 by
 sg (z) =
Z
D
g () (1  jj2)s 
1  z1+s dA():
For such s the operator Ps given by
Psg (z) = cs
Z
D
g () (1  jj2)s 
1  z2+s dA();
is a skew (i.e. non-selfadjoint) bounded projection of L2(D; dxdy) to A2 [Zhu05,
Thm. 2.11]. Hence it is nearly true that the operator  s satises @z sg = Psg:
Thus  s can be used to nd functions with @z derivative equal to the projection
of a given rough function. This gives  s a role similar to the formulas for solving
@ equations which are often used is solving interpolation problems, for instance
[ABP],  other references??, Xiao, Nicolau, Nicolau Xiao ???....also, coordinate
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these sentences with other d-bar and interpolation comments in, I think, the Corona
chapter
To obtain our building block, 'w; w 2 D, we apply  s to a function supported
near w: and which is essentially constant on that support The details of the con-
struction and properties can be found in [Boe02] and [ARS16]. Here we just
collect the relevant properties of 'w.
Suppose 1  c=5 <  < 1 where c is as in (2.4). Given  <  <  < 1, we will
use the cuto¤ function c; dened by
(4.1) c; () =
8<:
0 for  < 
 
  for     
1 for  < 
:
The next lemma fully exploits the extra separation enjoyed by onto interpolat-
ing sequences in the Dirichlet space.
Lemma 16. (Lemma 4.1 in [Boe02]) Suppose s >  1, c is as in (2.4), and
1   c=5 <  < 1. There are 1,  and  satisfying  < 1 <  <  < 1 such that
for every w 2 D, we can nd a function gw so that
'w (z) =  sgw (z) =
Z
D
gw () (1  jj2)s 
1  z1+s d
satises
(4.2)
8>>><>>>:
'w (w) = 1
'w (z) = c; (w (z)) +O

log 1
1 jwj2
 1
; z 2 V w
j'w (z)j  C

log 1
1 jwj2
 1 
1  jwj2
( 1)(1+s)
; z =2 V 1w
;
where w (z) is dened by
jz   wj =

1  jwj2
w(z)
;
w is radial projection of w to @D, and c; is as in (4.12). FIX REFERENCE
Furthermore we have the estimate
(4.3)
Z
D
jgw ()j2 d  C
 
log
1
1  jwj2
! 1
:
We will also need the following lemma from [MaSu], (see also [ARS02] IS
THAT CORRECT?). For w 2 D and c;  as above dene
(4.4) Vw = V w =
n
z 2 D : jz   wj  (1  jwj2)
o
;
where w = w= jwj is the radial projection of w onto the circle T = @D.
Lemma 17. Suppose the separation condition in (2.5) holds. Then for every
 satisfying 1   c=5 <  < 1 there is  >  > 1 such that if V zi \ V zj 6=  and
jzj j  jzij, then zi =2 V zj and
(4.5) (1  jzj j)  (1  jzij) :
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There are choices of parameters in the previous lemmas; we assume that al-
lowable choices have been made once and for all. (Some of the work in [ARS16]
requires the further constraints on the parameters:  <  < 2=( + 1) and
s > (  )=(  ):)
4.2. Separated Weak Simple Sequences with kZk < 1 are OIS. We
dene the Böe space, B2;Z (D), to be the closed linear span in B2 (D) of the functions
f'wgw2Z : It follows from results in [ARS16] that for an appropriate conite subset
fjg1j=1 of Z we have
B2;Z (D) =
8<:' =
1X
j=1
aj'j :
fajg1j=1
`2()
<1
9=; ;(4.6)
k'kB2;Z(D) 
fajg1j=1
`2()
:
We will say Z is an onto interpolating sequence for B2;Z (D) if it is an onto inter-
polating sequence for the Dirichlet space B2 (D) and if, further, the interpolating
functions can all be selected from B2;Z (D). In the case that Z is nite, the next
theorem completely characterizes onto interpolation for B2;Z (D) in terms of sepa-
ration and the weak simple condition. The proof is in [ARS16].
Theorem 34. Let Z  D and suppose kZk < 1. Then Z is an onto in-
terpolating sequence for the Böe space B2;Z (D) if and only if both the separation
condition (2.4) and the weak simple condition (3.5) hold.
Corollary 15 ([Bishop],[Boe]). Let Z  D and suppose kZk < 1. If Z
satises the separation condition (2.4) and the weak simple condition (3.5) then Z
is an onto interpolating sequence for the Dirichlet space B2 (D) :
Example B in Section 4.4 is a sequence which is covered by these results but
not by Theorem 33.
4.3. Separated Weak Simple Treelike Sequences are OIS.
4.3.1. Tree-Like Sequences. In this section, for convenience of discussion, we
will consider sequences Z = fzkg which are subsequences of the standard dyadic
tree T2 described in Section 2.1. The extension to the more general case is straight-
forward. Also, in this section, for zk 2 Z we will use the notation Azk for the
predecessor of zk in the tree structure induced on Z by T2:
The building blocks for constructing interpolating functions on the tree take
the value one on a part of the boundary and zero on the complementary part. The
analogous holomorphic functions on the disk also have additional regions where
they take intermediate values. When trying to construct solutions to interpolation
problems, these regions of intermediate behavior can pile up and prevent extending
to the disk the construction which works on the tree. In the previous theorem the
fact that kZk < 1 helped limit the e¤ect of these overlaps. We now introduce
an alternative way to control the overlaps, introducing a geometric condition on Z
which ensures that those regions are not an issue; or, rather, are a small enough
issue so they can be controlled. Although from a general viewpoint, the condition
is ad hoc and restrictive, it is exible enough to allow straightforward construction
of interesting examples.
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Suppose that Z satises the separation condition (2.4), the weak simple condi-
tion (3.5), and the following tree-like condition: there is  2 (1  c=5; 1) where c is
the constant in (??) x such that
(4.7) zj 2 T (zk) whenever jzj j  jzkj ;
zj   zkjzkj
  (1  jzkj2) and zj ; zk 2 Z:
Definition 6. Suppose that Z satises (2.4) with constant c > 0, and is that
 2 (1  c=5; 1). Then we dene the -Böe tree structure on Z, or simply the Böe
tree structure on Z when  is understood, by declaring that zj 2 Z is a child of
zi 2 Z provided zj 2 V zi and jzij  jzj j and there is no other zk 2 Z with zj 2 V zk
and zk 2 V zi .
Thus for a separated sequence Z there is the -Böe tree structure on Z, as well
as the Bergman tree structure on Z that is inherited from the usual Bergman tree
structure on T2. The Bergman structure is ner than the Böe structure in the sense
that the set of Bergman children is always contained in the set of Böe children. We
now see that the tree-like condition on Z simply asserts that the Böe and Bergman
tree structures coincide on Z. Now if Z is such a subtree of T2, i.e. if z 2 Z is a Böe
child of w 2 Z, then z actually lies in the Bergman successor set S (w) of w, then
the value of c; (w (z)) in Lemma 42 is 1, which is exploited in (4.11) below. The
advantage when assuming (4.7) is that we may use the elementary construction in
(4.9) below of a holomorphic function M approximating the integrated sequence
(I)j =
P
zizj i on Z. This permits us to interpolate the di¤erence sequence 4
using the operator 4M , whose kernel is well localized. Of course in the absence of
(4.7), the values c; (w (z)) may lie in [0; 1) and then M will not in general be a
good approximation to I on Z.
Under these conditions Z is an OIS for the Dirichlet space D even if the measure
 is innite.
Theorem 35. Suppose Z = fzjg1j=1  D is a subtree of T2 that satises the
separation condition (2.4) and is tree-like; that is, if c is the constant in (2.4), that
there is  2 (1  c=5; 1) satisfying (4.7). Then Z is onto interpolating for the Böe
space DZ if and only if the weak simple condition (3.5) holds.
This result, together with Example A in Section 4.4 gives an a¢ rmative answer
to a question raised by Bishop in [Bis].
Corollary 16. There are OIS Z for which kZk =1:
Proof of the Theorem. To see the necessity of (3.5) when Z is onto inter-
polating for the Böe space B2;Z (D), we note that a subtree of a dyadic tree has
branching number at most 2, and it follows easily from the separation condition
that 1X
j=1
(1  jzj j2) <1
for all  > 0. Thus Proposition 3.3 ?!? can be applied together with the
argument used above to prove necessity of (3.5) in the case kZk <1.
To establish su¢ ciency we rst x fjg1j=1 with
(
jkzjB2
)1
j=1

`2
= 1:
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Recall that
kzjB2  log 11 jzj j21=2 and that we have Z  T2. We note that
(??) ?!?holds here - in fact the proof is simpler using the separation condition (2.4)
and the assumption that Z is a subtree of T2 (and hence has branching number
at most 2). In particular we obtain that
P1
j=1 (1  jzj j) < 1. Thus given any
 > 0, we can discard all points from Z that lie in some ball B (0; R), R < 1, and
reorder the remaining points so that
(4.8)

log
1
1 R2
 1
; 1 R2;
1X
j=1
(1  jzj j) < ":
(This modication by discarding some points is straightforward in one dimen-
sion but more subtle in higher dimensions, see the proof of Lemma 43 below.) We
now suppose in addition that the sequence Z = fzjgJj=1 is nite, and obtain an
appropriate estimate independent of J  1. Given a sequence of complex numbers
 = fjgJj=1 we dene a holomorphic function M on the ball by
(4.9) M (z) =
JX
j=1
j'zj (z) ; z 2 D;
where 'w (z) is as in Lemma 42. View  as the measure assigning mass

log 1
1 jzj j2
 1
to the point j 2 f0; 1; 2; :::; Jg. We have
fjgJj=1
`2(d)


(
jkzjB2
)J
j=1

`2
;
for any complex sequence fjgJj=1. We will use another useful consequence of
Lemma 39:
(4.10) 1  jAzj j2 

1  jz`j2

; for zj 2 Vz` n C (z`) :
Indeed, if zj 2 Vz` n C (z`), then Azj 6= z` and jAzj j  jz`j by the construction
in (4.24). Then Vz` \ VAzj contains zj and is thus nonempty, and Lemma 39 now
shows that 1  jAzj j2 

1  jz`j2

.
Now dene a linear map T from `2 (d) to `2 (d) by
T = 4 (M) jZ= fM (zk) M (Azk)gJj=1
=
8<:
JX
j=1
j

'zj (zk)  'zj (Azk)
9=;
J
j=1
;
where Azj denotes the predecessor of zj in the forest structure on Z dened in
(4.24)  is (4.24) a correct reference here and a couple of lines earlier above
(we identify zk here with k there). Let R denote the set of all roots of maximal
trees in the forest. In the event that zk 2 R, then Azk is not dened and our
convention is to dene 'zj (Azk) = 0. We claim that T is a bounded invertible map
on `2 (d) with norms independent of J  1. To see this it is enough to prove that
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I  T has small norm on `2 (d) where I denotes the identity operator. We have
(I  T )  =
8<:k  
JX
j=1
j

'zj (zk)  'zj (Azk)
9=;
J
k=1
= fk'zk (Azk)gJk=1  
8<:X
j:j 6=k
j

'zj (zk)  'zj (Azk)
9=;
J
k=1
since 'zk (zk) = 1.
We will now estimate the kernel K (k; j) of the operator I   T and then use
Schurs lemma to obtain the required norm estimate. We have on the diagonal,
jK (k; k)j =
 j'zk (Azk)j  (1  jzkj2)( 1)(1+s) if zk =2 R
0 if zk 2 R ;
by the third estimate in (4.2).
Suppose now that zk =2 R and j 6= k. Lemma ??  no such lemma shows
that
'0zj (k)  (1   jzj j2)  and the denition of Vzj shows that jzk  Azkj 
(1  jAzkj2) . Thus if 1  jAzkj2  (1  jzj j2), then
jK (k; j)j = 'zj (zk)  'zj (Azk)  '0zj (k) jzk  Azkj
 C(1  jzj j2) (1  jAzkj2)
 C(1  jzj j2)( ) (1  jAzkj2);
where the exponent  (   )    is positive if we choose  small enough, since
 < 1 <  by Lemma 39.
Suppose instead that 1  jAzkj2 > (1  jzj j2). Then Azk =2 Vzj by Lemma 39.
If zk =2 C (zj), then zk =2 Vzj by (4.10), and this time we use the third estimate in
(4.2) to obtain
jK (k; j)j = 'zj (zk)  'zj (Azk)  'zj (zk)+ 'zj (Azk)
 C(1  jzj j2)( 1)(1+s)
 C(1  jzj j2)( 1)(1+s) (1  jAzkj2)=:
On the other hand, if zk 2 C (zj), then jzkj  jzj j and our hypothesis (4.7) implies
that zk 2 S (zj). Then we have
(4.11) jK (k; j)j = 'zj (zk)  'zj (zj) 
 
log
1
1  jzj j2
! 1
by the rst two estimates in (4.2) since c;
 
zj (zk)

= 1 in Lemma 42 if zk 2
S (zj).
Finally, we consider the case when zk 2 R and j 6= k. The third estimate in
(4.2) shows that
jK (k; j)j = 'zj (zk)  C(1  jzj j2)( 1)(1+s);
where the exponent (  1) (1 + s) can be made as large as we wish by taking s
su¢ ciently large. Combining all cases we have in particular the following estimate
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for some 1; 2 > 0:
jK (k; j)j  C
8><>:
(1  jzj j2)1(1  jAzkj2)2 ; if zk =2 R and zk =2 C (zj)
log 1
1 jzj j2
 1
if zk =2 R and zk 2 C (zj)
(1  jzj j2)3; if zk 2 R
:
Now we obtain that I T is bounded on `2 (d) and has small norm by Schurs
test. It is here that we use the assumption that  satises the weak simple condition
(3.5). With  2 `2 (d) and  2 `2 (d), we have
h(I  T ) ; i =

X
k
0@X
j
K (k; j) j
1A k (k)

 C
X
j
X
k=2R;zk =2C(zj)
(1  jzj j2)1(1  jAzkj2)2 jj j jkj (k)
+ C
X
j
X
k=2R;zk2C(zj)
 
log
1
1  jzj j2
! 1
jj j jkj (k)
+ C
X
j
X
k2R
(1  jzj j2)3 jj j jkj (k) ;
and since  (j)  (1  jzj j2)", we have with 01 = 1   ",h(I  T ) ; i  CX
j
X
k=2R;zk =2C(zj)
(1  jzj j2)01(1  jAzkj2)2 jj j (j) jkj (k)
+ C
X
j
X
k=2R;zk2C(zj)
jj j (j) jkj (k)
+ C
X
j
X
k2R
(1  jzj j2)2 jj j (j) jkj (k) :
By Schurs test it su¢ ces to show
 (Ak) +
JX
j=1
(1  jzj j2)01 (j) < C" < 1;(4.12) X
k:zk2C(zj)
 (k) +
X
k=2R
(1  jAzkj2)2 (k) < C" < 1;
X
k2R
(1  jzj j2)3 (k) < C" < 1:
Now (4.8) yields
JX
j=1
(1  jzj j2)01 (j)  C
X
j
(1  jzj j2)001 < C";
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and combined with the weak simple condition (3.5), we have
JX
k=1
(1  jAzkj2)2 (k) =
X
`

1  jz`j2
2 0@ X
zk2C(z`)
 (k)
1A
 C
X
`

1  jz`j2
2
 (`)
 C
X
`

1  jz`j2
02
< C":
Finally we write the annulus B (0; 1) nB (0; R) as a pairwise disjoint union SNi=1Bi
of Carleson boxes of sizeR where N   1 R2 1. Then
X
zk2Bi:k2R
 (k)  C

1 + log
1
1 R2
 1
 C
by the weak simple condition (3.5), and thus the left side of the nal estimate in
(4.12) satises
X
k2R
(1  jzj j2)2 (k) 
 
1 R22 NX
i=1
X
zk2Bi:k2R
 (k)
 C  1 R22N
 C  1 R2 < C";
by (4.8) as required.
Thus T 1 exists uniformly in J . Now we take  2 `2 (d) and set  = 4.
Here we use the convention that  (A) = 0 if  is a root of a tree in the forest Z.
By the weak simple condition we have the estimate
kk2`2(d) =
X
j
jj j2  (j) =
X
j
jj   Aj j2  (j)(4.13)
 C
X
j
jj j2  (j) + C
X
`
j`j2
0@ X
zj2C(z`)
 (j)
1A
 C
X
j
jj j2  (j) + C
X
`
j`j2  (`)
 C kk2`2(d) :
Then let h =M
 
T 1

so that
4h jZ= 4
 
MT 1
 jZ= TT 1 =  = 4:
Thus the holomorphic function h satises
h jZ= :
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Finally, from (4.32) refF and then (4.13) we have the Besov space estimate
[ARS16], specic refF.
khk2B2(D)  C
JX
j=1
 T 1j2 Z
D
1  jj2 gw ()2 d1 () d
 C
JX
j=1
 T 1j2
 
log
1
1  jwj2
! 1
 C T 12
`2(d)
 C kk2`2(d)  C kk2`2(d) :
Since all of this is uniform in J we may let J ! 1 and use a normal families
argument to complete the proof of Theorem 19. Indeed, if hJ 2 B2 (D) satises
khJkB2(D)  C; 1  j  J;
hJ (zj) = j ; 1  j  J;
then jhJ (z)j  C

1 + log 1
1 jzj2
1=2
khJkB2(D) shows that fhJg
1
J=1 is a normal
family on the disk. If the subsequence fhJkg1k=1 converges uniformly on compact
subsets of D, then the limit h = limk!1 hJk satisesZ
D
1  jzj2 f 0 (z)2 d1 (z) <1;
khkB2(D) =
Z
D
1  jzj2h0 (z)2 d1 (z)1=2
 lim inf
k!1
Z
D
1  jzj2h0Jk (z)2 d1 (z)1=2
 C;
hJ (zj) = j ; 1  j <1:

4.4. Examples of Sequences in the Disk. We present two examples of
sequences. The rst is a tree-like OIS having innite mass. The second improves
on the known theorems for sequences having nite mass, by showing that there is
a nite mass sequence that satises the weak simple condition, but not the simple
condition.
4.4.1. Example A: An OIS with kZk =1. Here we construct a subtree with
innite measure to which Theorem onto  no theorem with that name  applies.
This yields an example of an onto interpolating sequence of innite mass, thus
resolving a question of Bishop in [Bis].
Let a; b > 1 satisfy

ak+1b
  akb + 1 for all k  0 (in particular this will
hold if (a  1) b  2), and dene a Cantor-like sequence Z;
Z = Za;b =
S1
k=0

zkj
	2k
j=1
 T2;
as follows. Pick a point z01 = 0 of T2 satisfying d
 
z01

= [b]. Then choose 21
points

z11 ; z
1
2
	  T2 that are successors to distinct children of z01 and having
d
 
z1j

= [ab], 1  j  21, and   z1i ; z1j  ' [ab] for i 6= j. Then choose 22
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points

z21 ; z
2
2 ; z
2
3 ; z
2
4
	  T2 that are successors to distinct children of the points in
z11 ; z
1
2
	
and having d
 
z2j

=

a2b

, 1  j  22, and   z2i ; z2j  ' a2b for i 6= j.
Having constructed 2k points

zkj
	2k
j=1
 T2 in this way, we then choose 2k+1 points
zk+1j
	2k+1
j=1
 T2 that are successors to distinct children of the points in

zkj
	2k
j=1
and having d
 
zk+1j

=

ak+1b

, 1  j  2k, and   zk+1i ; zk+1j  ' ak+1b for i 6= j.
Note that the condition

ak+1b
  akb+1 allows for the existence of such points.
Then Z =
S1
k=0

zkj
	2k
j=1
satises the separation condition (2.4) with constant
roughly a  1 and condition (4.7) with  close to 1, and the associated measure Z
satises the weak simple condition (3.5) with constant 2. Thus Theorem 19 applies
to show that Z is onto interpolating for B2 (D). Yet the total mass of the measure
Z satises
kZk =
1X
k=0
2k

akb
 1  1
b
1X
k=0

2
a
k
=1
if a  2.
4.4.2. Example B: Weak Simple does not Imply Simple . We now use the pre-
vious example to construct a separated sequence W in the disk with nite measure
 = W satisfying the weak simple condition but not the simple condition. This
yields an example of a sequence which fails the simple condition, but to which
Theorem 15 applies.
With notation as in the previous section, we choose a = 2 for convenience, let
b;N 2 N be large integers, and replace the sequence Z2;b above with the truncated
sequence Z2;b;N =
SN
k=0

zkj
	2k
j=1
. Then Z2;b;N satises the separation condition
(2.4) with constant roughly 1, the associated measure Z2;b;N satises the weak
simple condition (3.5) with constant 2, and the total mass of Z2;b;N is about N=b:Z2;b;N = NX
k=0
2k

2kb
 1  1
b
NX
k=0

2
2
k
 N
b
:
On the other hand the constant C
 
Z2;b;N

in the simple condition (3.3) for Z2;b;N
satises
(4.14) C
 
Z2;b;N

& N;
since
N
b

Z2;b = X
z0
Z2;b ()  C
1
d (z0)
=
C
b
:
It is now an easy exercise to choose sequences of parameters fb (n)g1n=1 and
fN (n)g1n=1, and initial points

z01 (n)
	1
n=1
so that the corresponding sequences
Z2;b(n);N(n) =
SN(n)
k=0

zkj (n)
	2k
j=1
satisfy
(4.15)
Z2;b(n);N(n)  N (n)b (n)  2 n
and
(4.16) lim
n!1N (n) =1;
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along with the nested property
(4.17) z01 (n+ 1)  zb(n)1 (n) ; n  1:
Then the union W =
S1
n=1Z2;b(n);N(n) satises the separation condition and the
associated measure W is nite by (4.15), satises the weak simple condition by
(4.17), yet fails the simple condition by (4.14) and (4.16).
4.5. Relations Between the Conditions. Other related examples are in
[ARS16]. In particular the recursive scheme for computing tree capacities is used
there to construct an example of an OIS for D (T2) that fails not only the weak
simple condition, but also fails to be contained in any separated sequence satisfying
the weak simple condition.
5. Notes and Comments
The fact that OIS for the Hardy space are automatically IS follows the presen-
tation in Ho¤man (FF check ho¤mans book and garnetts to try to get history
straight. FF
The work about onto interpolating sequences for D is from [Bis] and [ARS16].
The second paper also contains the results for D (T ) :
CHAPTER 10
Boundary Values
We saw in Chapter 5 that functions in D have radial boundary
values o¤ a set of capacity zero. We begin by discussing that
result and other types of convergence of functions in D to their
boundary value function. We then study those boundary functions.
We consider their size, their zero sets, and the associated sets of
uniqueness (determining sets). Proofs are provided for only some
of the topics.
Facts that hold except on a set of measure zero are said to hold almost every-
where, a.e.; properties which hold o¤ a set of capacity zero is said to hold quasiev-
erywhere, q.e.
We will also consider a di¤erent type of capacity, one dened using a complex
valued kernel and using complex measures. The theory of this capacity is much less
well developed, but it arises naturally in a question we will consider. For a complex
measure  supported on S  T we set
~E(S:) =
Z
S
Z
S
log
1
(1  wz)d(z)d(w)
and dene the associated functionals ~E(S) and gCap(S) by
~E(S) = inf

~E(S; );  a complex measure
supported on S;
R
d = 1

gCap(S) = 1= ~E(S):
1. Finding the Boundary Function
1.1. Radial Limits . We introduced D as a space of functions on the disk.
However we know D  H2 and hence, recalling results from the Hardy space theory,
any f 2 D has radial limits a:e: In fact more is true. The story starts with the
classic results of Beurling [Beu40] who showed that every f 2 D has radial limits
q:e: He also considered the Lebesgue points of the boundary function f : Those
are the points where f is su¢ ciently smooth so that it could be recaptured by
"di¤erentiating its integral"; that is, points ei for which
lim avg f(ei) = lim
h!0
1
2h
Z h
 h
f(ei(+t))dt
exists. The classical Lebesgue di¤erentiation theorem ensures that this happens
a:e:
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Theorem 36 ([Beu40]). Given f 2 D there is an S  T with Cap(S) = 0
such that for all ei =2 S the radial limit dening the boundary function f and the
limit lim avg f both exists and the two are equal.
This relation between boundary smoothness and radial smoothness is an in-
stance of a common pattern. If f 2 Hol (D) has, in some sense, boundary values
f on the circle; then the smoothness of f(z) as z approaches ei 2 T is closely
related to the smoothness of f at ei: If f were, in fact, holomorphic in B(ei; "),
then the Cauchy-Riemann equations would give an explicit relation between radial
smoothness, measured by @@rf , and the angular smoothness measured by
@
@f: The
art is in nding ways in which vestiges of that fact survive as "! 0: An interesting
introduction to this theme is in [DiB12].
In fact Beurling went further still and considered the set of boundary points at
which the radial variation function was nite. We return to that topic in a moment.
Beurlings theorem is sharp in the following sense.
Theorem 37 (Carleson [Car52b]). Given a closed set E  T with Cap(E) = 0,
there is an f 2 D such that limr!1 f(rei) does not exist for any ei 2 E .
1.2. Radial Variation. Beurling obtained Theorem 36 as a consequence of
a result on radial variationFFget reference here, from ransford book or rossFF.
We discussed that radial variation result in Section 5.1 and we return to it now, but
with di¤erent notation. We say that f has nite radial variation in the direction ei
if the curve

f(rei) : 0 < r < 1
	
has nite length: Lf (ei) =
R 1
0
f 0(rei) dr <1:
It is easy to see that if Lf (ei) < 1 then f has a radial boundary value at the
point ei and it is not hard to see that if f 2 D then Lf (ei) is nite a:e: d:
Exercise 67. Verify the last two statements.
Beurling proved the following theorem.
Theorem 38. Given f 2 D, Lf (ei) <1 for all ei outside on an exceptional
set S  T having Cap(S) = 0:
This is in contrast with H2: The function
P
1
nz
2n is in H2 and Lf is identically
innite, see Flett [Fle].
One of our themes is that function spaces on trees can be useful both as models
and as tools for studying holomorphic functions. The study of boundary values of
functions on the tree and on the disk is a good example. In Section 5 we used
functions in the tree model of the Dirichlet space to obtain Theorem 13 which
includes the following.
Theorem 39. Given f 2 D, Lf (ei) < 1 for all ei =2 S with the exceptional
set S:having (S) = 0 for all  2 CM(D):
We will give an informal recapitulation of the proof of this theorem in a moment
and will note a core similarity with Beurlings proof of Theorem 38. We will also
discuss why the sets of capacity zero are the same as those which are null sets for
every D Carleson measure, the fact that insures the equivalence of the two previous
results.
1.3. Trees. We start with a tree T placed in the disk in the manner described
in Section 2.2, and we suppose that the parameters C1 and C2 are rather small.
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However, having said that, it may be easier to picture the following discussions by
thinking of the model in Section 2.1.
The "integration" operator I acts on functions T by summation along geodesic
If() =
X
o
f():
The space `2(T ) is the dyadic model of the Bergman space and the space If : f 2 `2(T )	
("primitives of functions in the Bergman space") is the dyadic Dirichlet space,
D(T ). Let   be the collection of semi-innite geodesics which start at the root o:
These are in one to one correspondence with the points of @T , the boundary of T .
We will use a parameter  to label the points of @T and also to index the associated
semi-innite geodesics  = (o:1 ; 

2 ; :::; ) 2  :
We then have three results:
First, given F 2 D(T ) there is a X  @T , so small that (X) = 0 for every
 2 CM(D(T )); and such that F has nite variation along  for every  2 @TX:
To see that note that F 2 `2(T ), hence jF j 2 `2(T ), and hence F+ = I jDF j 2
D(T ): The variation of F along any  2   is majorized by (actually, is equal to)
F+ and hence the choice X = f : F+() =1g has the desired properties.
Second, one can put a tree, T , inside the disk in such a way that for any
G 2 D we can majorize the radial variation of G by the variation along geodesics
using of some If 2 D(T ). That function is dened, roughly, by setting at  2 T ,
f() = jG0(z)j (1  jzj2) for some z close to :
Combining the previous two results one can conclude that G 2 D has nite
radial variation in the direction ei except for a set of ei which is a null set for
every D(T )-Carleson measure. The third fact we need, which connects the previ-
ous statement to Beurlings theorem, is a relation between Carleson measures and
capacities.
Theorem 40. Suppose R is a closed subset of @T and S is the corresponding
set in T (in the sense of the map  of Section 3.) Then
(1)
CapT (R)  CapD(S);
(2)
(1.1) CapD(S) ' sup
(S)
kkCM(D)
where the supremum is over all  2 CM(D) which are supported on S: In
particular, S is a null set for every Carleson measure, or, equivalently, S
does not support a nontrivial Carleson measure. if and only if Cap(S) = 0:
Proof. This result follows by combining the following facts. First there is, the
result of Benjamini and Peres [BP] comparing capacity on the tree and capacity
on the disk. The informal conclusion is that the two are equal. Second is the
relation between CM(D(T )) and CM(D) described in Theorem 13. That result
says that, informally, CM(D(T )) and CM(D) are the same. Finally we need the
fact from [ARS08a, Section 5] that a version of (1.1) holds for measures on T ;
that is capacity on @T can be computed using Carleson measures and in particular
capacity zero corresponds to being a null set for every Carleson measure.
These results are discussed further in [ARSW10], [ARSW14], and Chapter
13. 
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Corollary 17. CapD(S) = 0 if and only if (S) = 0 for all  2 CM(D).
Even the outline we just gave of the proof of Theorem 38 is longer than Beurl-
ings original proof. However the proof we discussed, based on underlying hyper-
bolic geometry and on modulus of continuity estimates, can be extended to contexts
where the functions studied are not holomorphic or even harmonic.
It is interesting to note that, at their hearts, Beurlings proof and the proof of
the tree version are not that di¤erent. The tree proof uses the fact that one can
make the "discrete derivative" positive and obtain a majorant which is still inside
the dyadic Dirichlet space. Beurlings proof also makes the derivative positive, that
is it dominates f =
R
f 0 by Mf =
R jf 0j : Although Mf is not in the space of
holomorphic functions, it can be studied using the function theory associated to
functions in D.
1.4. Broader Approach Regions . The boundary function of f; f is de-
ned using radial limits. There is a rich story of what happens when radial approach
to the boundary is replaced by approach through regions with tighter contact with
the boundary. Those results only depend on local behavior and it is more convenient
to discuss them in the upper halfplane picture. Instead of considering convergence
along radii of function values to boundary values on the circle, we will talk about
convergence on vertical lines of function values to boundary values on the real axis.
That is, we set S0 = f0 + iy : 0 < yg and for f dened on the upper halfplane we
consider, for each t 2 R; the boundary limit f(t) dened by
(1.2) f(t) = lim
y!0; z2S0
f(z + t):
The analog of the previous theorem insures that the limit exists for all t outside a
set of capacity zero.
What happens when we replace S0 with a larger region? The crucial factor is
the size of the approach region close to the boundary and one way to investigate that
is to consider approach regions with varying degrees of tangency to the boundary.
As a rst step we could consider nontangential limits such as those obtained by
replacing S0 by S1 = fx+ iy : jxj < yg (this region is tangent of order 0) and,
again, asking for the size of the exceptional set on which the limit fails to exist.
In this case, again, the exceptional set has capacity zero. We can go further and
consider the regions with positive order algebraic contact with the axis:
algebraic contact,  > 1 Sa; = fx+ iy : jxj < yg;
The regions S;2 are the type of regions used in orocyclic convergence in Proposition
37. Going further still we could consider:
subexponential contact, 0 <  < 1 Ss; = fx+ iy : exp ( 1= jxj) < yg ;
exponential contact Se = fx+ iy : exp ( 1= jxj) < yg :
For each choice of S and each t 2 R one considers the analog of (1.2). For each S
the question is the size of the set on which the limit might fail to exist.
For regions which make algebraic contact the result is the same as for non-
tangential regions; there is q:e:convergence. For the subexponential contact re-
gions there is again convergence for t outside a small exceptional set S: However
in this case we cannot require Cap(S) = 0; rather we have the weaker statement
Cap(S) = 0 where Cap is a functional whose denition involves the parameter
: Early results of this type are due to Kenny [Kin]; more recent results are due
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to Twomey, [?] and [Two02] are samples. At the end of the scale of results is the
result of Nagel, Rudin and Shapiro [NRS] showing that in the case of exponential
contact there is convergence for t outside a set of measure zero. The result of [NRS],
specialized to the Dirichlet space, is proved in full in Chapter 3 of [EKMR14]
It is straightforward to extend the D(T ) version of these results to cover the
tree analog of nontangential convergence. Let   be the set of half innite geodesics
in T parameterized by their terminal point  2 @T . That is, if  2   has endpoint
 we realize the geodesic as a sequence of vertices  =  = (o; 1; 2; :::; ): For a
function f dened on T we studied its limiting behavior by majorizing the variation
of f along  using M0 = I(jf j): We then observed that M0 2 D(T ) and went on
from there.
Each geodesics is the analog of a set S0 + t in (1.2) and convergence along
S0() is a analog of of radial convergence. We form analogs of the expanded
convergence regions in the halfplane by replacing the S0() with larger neighbor-
hoods, Sbigger() and again the questions are the size of the set of  for which the
boundary limit fails to exist, where now the boundary limit is given by
f() = lim
d(o;)!1;2Sbigger()
f():
Consider, for instance, the choice of Sbigger() consisting of all vertices which
are at most xed distance from : That is, For a nonnegative integer j and any
 2   we set
+j = f 2 T : 9 2 ;  2 S(); d(; )  jg ;
and set Sj() = +j : In terms of the intrinsic geometry of the tree this is a tubular
neighborhood of : However when considered in the context of the realization of
the vertices of T in the disk this is the analog of a nontangential approach region.
Exercise 68. Make enough sketches to understand the previous two sentences.
Should convergence along S0() be regarded as an analog of radial convergence or
of nontangential convergence?
Suppose we want to study the Sj() limits of of an F 2 D(T ). Fix  and we
want to study limits of the form limn F (n) where

n
	
satises
(1.3) d(o; n) = n and d(

n; )  j:
We again build function, F+ which is a majorant for the variation of F: More
specically, we want to majorize, for each xed ; the variation along all sequences
F (n)
	
where

n
	
satises (1.3). For  2  set
(1.4) () = max fjF ()j ; 2 T ; d(; ) < 3jg ;
and set F+ = I: Drawing a sketch we see that, with  xed, and for any

n
	
which satises (1.3) we have, for all  2 ;
Variation(F;

n
	
)() =
X
md(o;)
F (m)  F (m 1)  3jI():
We can nish the argument as before as soon as we know that
P
2T j(a)j2 <1:
We know fF ()g 2 `2(T ); and we know that each () is one of the values of
jF ()j with  satisfying d(; ) < 3j: We now want to bound how frequently
each jF ()j is used. That is, we will be nished if we can bound #() =
jf : d(; ) < 3jgj : Finally, note that #() is bounded above by a constant which
only depends on the upper bound of the branching number of the tree and on j:
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Exercise 69. Check the details of the previous sketch of a proof.
Corollary 18. Theorem 36 continues to hold if radial convergence is replaced
by nontangential convergence.
One can try to go further with this approach, introducing approach regions
Sbigger which are larger still. If we follow the previous argument we are led to a
situation where the upper bound on the number of times a particular  can be
selected depends on d(o; ): This would lead to a function f(a)g which was not in
`2(T ) but, instead, was in a weighted `2 space. One could then use the theory of
function spaces on weighted trees from [ARS02] to follow the previous arguments
and obtain exceptional sets which were null sets for a modied type of capacity.
There are some discussions of this type outlined in Section 6 of [ARS08a] but it
is not clear if they are dispositive.
The book by DiBiasi [DiB98] has a detailed discussion of types of boundary
convergence, both for harmonic functions (and hence also holomorphic ones) and
for functions dened on trees.
2. How Big is the Boundary Function?
2.1. Beurlings Theorem. At (1.2) we dened the space D as
D = ff 2 Hol (D) : f(0) = 0; D(f) <1g
with norm D(f)1=2: The same techniques we used to nd the reproducing kernel
for D can be used for D and we nd that the reproducing kernel in the space D
for the point ! in the disk is function !(z) =   log(1  !z),
In Chapter 3 we saw that the Dirichlet space was contained in BMO. Combined
with the John Nirenberg theorem (Theorem 8) this is enough to conclude that for
any f 2 D there is a positive " so that, using the same notation for the boundary
function, exp (" jf j) is integrable on T. However much more is true.
Theorem 41 ([Beu33]). Suppose 0   < 1; there is a C() <1 so that for
all f 2D; kfkD  1 Z
T
exp(
f(ei)2)d < C():
Proof. We are given f 2D; kfkD  1: We have,Z
T
exp( jf j2) =
X n
n!
Z
T
jf j2n =
X n
n!
kfnk2H2(2.1)

X n
n!
Z
D
(fn)02 (1  jzj2)dxdy
=
X nn2
n!
Z
D
n
(1  jzj2) fn 1(z)2o f 0(z)2 dxdy

X nn2
n!

sup
z2D
n
(1  jzj2) fn 1(z)2oZ
D
f 0 2 dxdy:
Passage from the rst line to the second used (2.2) for an alternative description of
H2 norms. Because kfkD  1 we can estimate the integral in the last line by 1: Also,
we know from (3) that at any point z with jzj = r we have jf(z)j2     log(1  r2):
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Hence we can continue withZ
T
exp( jf j2) .
X nn2
n!
sup
0r1
 
1  r2    log(1  r2)n 1:(2.2)
=
X nn2
n!
e n+1 (n  1)n 1

X 1p
2n
n = C()
We obtained the second line by explicitly solving the extremal problem in the rst
line. We then used Stirlings approximation, n!  nne np2n; and the approxi-
mation (1 +A=n)n  eA: 
A central aspect of this result is the uniformity; that is, for a xed  the integral
has a bound independent of f: Using this result we can see that, for any f 2 D;
exp(jf j2) is integrable (equivalently, the previous theorem holds for all  but with
constant C(; f) rather than C():). To see this, note that by working with the
power series we can split any given f as f = p + s with p a polynomial and D (s)
very small. Then, using the fact that p is bounded, we can reduce the question
of the integrability of exp(jf j2) to the question of the integrability of exp(jsj2); a
question covered by the previous theorem if D (s) < 1:
Exercise 70. Fill in the details of the argument in the previous paragraph.
If Theorem 41 holds for a particular  then it automatically holds for smaller
: The theorem is false for  > 1: That can be seen using the normalized kernel
functions for the space D:
Exercise 71. Verify that the ! dened above are the kernel functions for D.
Use those functions to show that Theorem 41 fails for  > 1:
We saw in Proposition 1 that if f 2 X then for some  > 0 we have exp (f) 2
D: The previous result can then be applied to a normalized version of exp (f)
to conclude that for some  > 0; f must satisfy a form of double exponential
integrability; Z
exp( jexpf j2) <1:
That result and related ones are studied in the thesis of Lin [LinL].
2.2. The Sharp Result of Chang and Marshall. Chang and Marshall
proved a version of Beurlings theorem for the optimal case  = 1 [ChMa].
Theorem 42 (Chang and Marshall, [ChMa]). There is a C > 0 so that if
f 2D, kfkD  1 then
(2.3)
Z
T
exp(jf(ei)j2)d  C:
We will not prove that theorem here, but we will comment on the proof and
mention some more recent work which builds on this result.
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2.2.1. The Proof. We will just describe the beginning of the path that Chang
and Marshall use in proving Theorem 42.
A crucial fact in the proof of Theorem 41 was that at any point z we have
jf(z)j2    log(1   jzj2): For a given f; if we have the stronger fact that for some
very small " > 0 and all z
(2.4) jf(z)j2 <   (1  ") log(1  jzj2):
then we could use that same proof and obtain (2.3) for that particular f; however
with a constant C that depended on ": To complete the proof of Theorem 42 it
would then su¢ ce to estimate the integral in (2.3), under the hypothesis that (2.4)
fails.:
If (2.4) fails then there is a point a 2 D where equality holds.
jf(a)j2 = (1  ")

  log(1  jaj2

)
In this case we have the following Hilbert space observation. The function f is close
to the maximum allowable value at a; a value attained uniquely by the normalized
reproducing kernel ^a: Hence we expect that f is close to ^a: More precisely we
dene a remainder function r by f(z) = arg(f(a))
p
1  "^a(z)+ r(z): We compute
that r(a) = 0 and thus r ? ^a: Hence, using the Pythagorean relation and the
hypothesis on the size of f; we see that krk2  ": Hence f = ^a+~r with k~rk 
p
2":
The heart of the proof in [ChMa] is estimating the integral for such an f , with "
small, and obtaining a nal estimate which is independent of f and ":
2.2.2. Search for the Extremal. Given Theorem 42 it is natural to wonder what
is the smallest possible value of C; if the extreme value is attained, and by what
function? Experience with other function theoretic extremal problems suggest such
an extremal function might be quite simple and have substantial symmetry. In this
particular case it is speculated that f(z) = z is the extremal. Substantial partial
results have been attained but basic questions remain open. [AnMa94], [CiMa],
[MP], [AnMa03], [And].
2.2.3. Alternate Proofs and Extensions. The ideas used by Chang and Marshall
are inside the framework we are using in this volume. The same is true about the
later, shorter, proof by Marshall [Mar]. There are also related developments which
open into areas we are not considering. That work shows the range of analytical
ideas that can be used with Dirichlet space functions and also the ability of ideas
used for the Dirichlet space to be extended into more general contexts. We will just
say a few words and o¤er some references.
Given a nonnegative function F dened on a domain 
  C one can ask if
F has a harmonic majorant; is there a harmonic function G dened on 
 such
that F  jGj in 
? At its heart this is a question about the size of F and, more
specically, the relation between the regions where F is large and the shape of

: Many integrability questions can be reduced to questions about existence of
harmonic majorants and there is a very rich analytical toolkit for studying such
problems. In [Ess] Essen proves a very general result about existence of such
majorants which has as a special case that if 
 is a domain in C which contains the
origin and has area at most  then the function F (z) = exp(jzj2) has a harmonic
majorant on 
. This fact implies Theorem 42.
Some analysis of holomorphic functions in the plane makes fundamental use of
the fact that such functions are conformal o¤ a small exceptional set. On the other
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hand, outside of a rather small set of relatively elementary functions, there are no
conformal maps between higher dimensional spaces. However there are very rich
theories of maps such as quasiregular maps which share, at least approximately,
some of the basic properties of conformal maps. Generalizations of, and analogs
or, Theorems 41 and 42 have been proved in several of these contexts. [PoRa],
[PPR], [AR].
2.2.4. Related Results. In some ways the Dirichlet space is similar to the func-
tion space BMOA which we described in Section 7 and to the Bloch space dened
by (5.4a). There are very sharp results concerning exponential integrability of func-
tions in both of those two spaces. Although those results are not known to imply
or be implied by the previous theorems, the resemblance between the results is
intriguing. This is discussed in Section 1.5 of [ChMa] and in the Introduction in
Hedenmalms paper [Hed15]. Theorem 9 is also in the same ill-dened family of
related results.
3. Where Can the Boundary Function Vanish?
3.1. Zero Sets on the Boundary. In Chapter 6 we considered zero sets and
exact zero sets in D for functions in D and for functions in Mult(D): We have seen
that those functions have boundary values q:e: on the circle, and hence we can also
consider the zero sets in the circle. Less is known about these sets and we restrict
our attention to zero sets for D, putting aside consideration of exact zero sets or
zero sets for functions in Mult(D):
For f 2 D we will use the same notation, f; to denote its boundary function
which is dened q:e: by taking radial limits. A boundary zero set for D is a set
E  T with the property that there is an f 2 D, not the zero function, which has
boundary values zero q:e: on E: If E is not a zero set and if f; g 2 D agree on E we
must have f = g: Those sets, which uniquely determine functions in D, are called
(boundary) sets of uniqueness. In short, set E  T is a zero set if and only if it is
not a set of uniqueness. We will give a characterization of sets of uniqueness in T,
and hence also of zero sets, in a moment. However the characterization is in terms
of a capacity functional which is not well understood. So before going to that we
describe some of the more geometric facts that are known about zero sets.
The Dirichlet space is contained in the Hardy space and so we know from
Corollary 3 that a zero set cannot have positive measure. However the story is
richer than that.
It was shown by Carleson [Car52b] that if S  T has Cap(S) = 0 then S is
a zero set and if, further, S is closed then it is an exact zero set. In fact one can
give a proof of Theorem 37 so that the function produced, f; has Re f  0 and
f(rei) =  1 for ei in the exceptional set S; insuring that g = exp ( f) 2 D
and has boundary values 0 on S: FFcheck ross and/or book that Carleson did
bothFF
Carleson sets are a class of sets which occurs frequently when studying bound-
ary behavior of functions in Hol (D) : We introduced them in Section 6.3 where we
said that a closed set E  T of measure zero is Carleson set if
(3.1)
Z
T
d
dist(ei; E)
<1:
Here dist(z;A) denotes the distance from a point z to the set A: Equivalently,
writing the complement of E as a union of disjoint open intervals, T r E = [ In;
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then E is a Carleson set exactly ifX
jInj log(2= jInj) <1:
Exercise 72. Show those two conditions are equivalent.
It was shown, again by Carleson [Car52b],. that any Carleson set is an exact
zero set for the Dirichlet space. These two classes, the closed sets of capacity zero
and the Carleson sets are independent; neither class contains the other.
More information about boundary zero sets is in Sections 4.3 and 4.4 of [EKMR14].
3.2. Uniqueness Sets on the Boundary. As we said, a set E  T is a
uniqueness set if two functions in D which agree on E must agree everywhere. The
zero sets are exactly those that do not have this property.
We now give a result due, independently, to Malliavin [Mal, 1977] and Hamilton
[Ham, 1983] which describes the boundary uniqueness sets. The description is in
terms of a set function gCap(E) which is itself not well understood, We will follow
the presentation of Hamilton.
Theorem 43 ([Mal], [Ham]). A set E  T of positive capacity is not a set
of uniqueness for D if and only if gCap(E) > 0: That is, there is a constant c such
that
(3.2)
Z
E
d
2  cZ
E
Z
E
log
1
1  zwd(z)d(w)
for every complex measure  supported by E.
A key tool will be the following lemma for E  T
Lemma 18 ([Ham]). Set E0 = E [ f0g: A measurable function ~f on E0is the
restriction to E0 of a function f 2 D if and only if there is a c > 0 such that for any
complex scalar a0 and complex measure  supported on E; setting 0 = a00 + ,
(3.3)
Z ~f do2  c2 Z Z 1 + log 11  zw

d0(z)d0(w)
In that case f can be chosen with kfkD = c:
Here 0 is the unit mass at the origin.
Giving the proof of the lemma would require a digression into capacity theory.
Instead we will discuss the lemma informally and refer to Hamiltons paper for the
proof.
Although the lemma considers  on the boundary, we gain some insight into
its content by considering measures of the form
 = a00 +
nX
i=1
aizi
with the fang complex scalars and E = fzng  D. In this modied case the function
~f would be an assignment of values at the points of E [ f0g : Writing z0 = 0; the
left hand side of (3.3) would be 
nX
i=0
~f (zi)ai

2
;
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and the right hand side would be,
c2
nX
i=0
nX
j 0

1 + log
1
1  zizj

aiaj :
Now note that the quantities in braces are the reproducing kernels for the Dirichlet
space normed by kk2D;alt ; see Exercise 4. Hence, setting K =
P
aikzi we nd that
the right hand side of (3.3) is c2 kKk2D;alt, and, further, writing
(3.4) L(K) =
nX
i=1
~f (zi)ai
we see that the lemma states that the linear functional L; dened on the subspace
of D spanned by the K 0s, extends to a linear functional on all of D if and only if
it is bounded on that subspace. The extension, being a bounded linear functional
on the Hilbert space D must be given by taking an inner product with some f in
D and f can be chosen so that the norm of f is the norm of the functional on the
space of K 0s:
Assuming this Lemma, it is straightforward to prove Theorem 43.
Proof of Theorem 43. Begin by supposing that E is not a set of uniqueness
for D. Let
DE =

f 2 D : f(0) = 1 and f(ei) = 0 8ei 2 E	 :
Since E is not a set of uniqueness, we have that DE 6= ;: It is not hard to see that
DE is closed, but that requires a bit of capacity theory, see the discussion in the
proof of Theorem 61. Set
m = inf fkfkD : f 2 DEg :
Because f(0) = 1 we know m  1: We now show m > 1: Otherwise there is
a sequence ffkg  DE with kfkkD ! 1: Recalling that fk(0) = 1 we see that we
must have
R
D jf 0k(z)j2 dA(z)! 0. This implies that fk ! 1 pointwise, and hence by
FFappendix reference FF,fk ! 1 in norm. However ffkg  DE which is closed;
hence 1 2 DE : This contradiction eliminates the possibility that m = 1:
Because E is not a uniqueness set for D there exists a function f 2 D, not the
zero function, such that f(ei) = 0 for all ei 2 E. By Lemma 18 we have that
(3.5) ja0j2  m2
 a0 + Z
E
d
2 + Z
E
Z
E
log
1
1  zwd(z)d(w)
!
for all a0 2 C and all admissible measures . Indeed, because f 2 DE we have thatZ
E
fd0 = a0 +
Z
E
fd = a0:
This gives the left hand side of (3.5). For the right hand side observe that
d0(z)d0(w) = ja0j2 z=0w=0 + a0z=0d(w) + a0w=0d(z) + d(z)d(w):
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Hence integration of the function

1 + log 11 zw

against the measure d0(z)d0(w)
producesZ Z 
1 + log
1
1  zw

d0(z)d0(w)
= ja0j2 + a0
Z
E
d(w) + a0
Z
E
d(z)
+
Z
E
d(z)
Z
E
d(w) +
Z
E
Z
E
log
1
1  zwd(z)d(w)
=
a0 + Z
E
d
2 + Z
E
Z
E
log
1
1  zwd(z)d(w)
Algebra coupled with (3.5) provides
(3.6)
0 

1  1
m2

ja0j2 + 2Re

a0
Z
E
d

+
Z
E
d
2 + Z
E
Z
E
log
1
1  zwd(z)d(w)
for all a0 2 C. Letting a0 =   m2m2 1
R
E
d in the above gives
0 

1  1
m2

m2
m2   1
2 Z
E
d
2   2 m2m2   1
Z
E
d
2
+
Z
E
d
2 + Z
E
Z
E
log
1
1  zwd(z)d(w);
and rearrangement then easily proves 
m2   1 Z
E
Z
E
log
1
1  zwd(z)d(w) 
Z
E
d
2 ;
which is the necessary condition we need.
For the converse, now suppose that there exists a constant c > 0 such that
(3.7)
Z
E
d
2  cZ
E
Z
E
log
1
1  zwd(z)d(w)
for every complex measure  supported by E. If we could show that this implied
(3.8) 0  c
c+ 1
ja0j2+2Re

a0
Z
E
d

+
Z
E
d
2+ Z
E
Z
E
log
1
1  zwd(z)d(w)
for all a0 2 C then we would have that
(3.9) ja0j2  c
 a0 + Z
E
d
2 + Z
E
Z
E
log
1
1  zwd(z)d(w)
!
held for all a0 2 C. But, again by an application of Lemma 18, we would have that
there exists 0 6= f 2 D such that f has boundary values equal to 0 on E. Thus DE
is not a set of uniqueness.
However, note that under our hypothesis we have thatZ
E
d
2 + Z
E
Z
E
log
1
1  zwd(z)d(w) 
c+ 1
c
Z
E
d
2
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and so (3.8) follows easily since
c
c+ 1
ja0j2 + 2Re

a0
Z
E
d

+
c+ 1
c
Z
E
d
2
=
 pcpc+ 1a0 +
p
c+ 1p
c
Z
E
d
2  0:

We have chosen to follow Hamiltons presentation and have used the functionalgCap which is adapted to the RKHS with norm kfk2D;alt : However that RKHS is
the same set of functions as D and hence the conclusion also applies to functions in
D. Alternatively we could have adapted Hamiltons denition of gCap to the space
D and followed exactly the same proof strategy. Of course the functionals gCap and
the modied version can be shown directly to have the same null sets.
4. Notes and Comments
FF zero sets on boundary, kellay, mashreghi, get some recent references from
ransrd book FF
FF what else to say here, a lot is said in the chapter FF

CHAPTER 11
Alternative Norms
The Dirichlet space, and more generally Besov spaces, carry a va-
riety of equivalent norming functionals. After a brief discussion
of the general pattern, we develop two specic instances for the
Dirichlet space. The rst is based, roughly, on integrals over the
disk of divided di¤erences. The second is based on integrals of
divided di¤erences on the boundary circle. In both cases we also
give several applications of those norming functionals. The theme
unifying the applications is that many questions become (more)
straightforward if one nds a convenient choice of norm. However
there is an overhead cost in establishing that various norms are
equivalent. We see that again later when we study invariant sub-
spaces for the Dirichlet shift and when we work with Besov spaces
on the ball.
We rst dened D, H2; and A2 using power series coe¢ cients and some of
the results in previous chapters ow from those denitions and computations with
reproducing kernels. However other developments used realization of the norms
through integral formulas. As an example, the fact that functions in H1 are
multipliers of H2 is not an obvious consequence of the power series denition, but
it is an easy consequence of the realization of H2 as a subspace of L2.
In this chapter we present additional integral formulas for norms of the Dirichlet
space. These formulas are more complicated than the ones we have been using; but
they carry information about the geometric behavior of functions and are well suited
for some interesting questions.
We begin with some general comments.
1. Measuring Oscillation in D
The Dirichlet space is a Besov space. Norms for Besov spaces are frequently
built by summing or integrating quantities measuring smoothness, variability, or
oscillation. The possible choices; sums or integrals, integration on the domain or
on the boundary, measuring smoothness with derivatives or divided di¤erences or
through oscillation etc. lead to a large variety of norming functionals. Work is
required to show that various choices give equivalent norms, but nding a convenient
choice of norm can be of great help in a specic situations.
The study of norming functionals on Besov spaces has a rich history; an in-
teresting early discussion is in the book by Peetre [Pee]. Recent considerations of
these issues for spaces of holomorphic functions include [DjSh], [Zhu91], [Zhu05],
[ZZ], and the series of books [?].
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After dening D using power series we noted that an equivalent norm could be
based on the Dirichlet integral:
(1.1) D(f) =
Z Z
D
jf 0(z)j2 dxdy:
The quantity jf 0(z)j measures the oscillation of f near the point z: The naturalness
of the formula for combining those measures is emphasized when we rewrite (1.1)
using the invariant gradient, ~r; from (4.1) and the invariant measure d (2.7);
D(f) =
Z Z 2
D
j ~rf j2d:
We saw similar measures for the other Besov spaces in (5.3). In Chapter 14 we
introduce Besov spaces of holomorphic functions of several variables and will use
similar expressions, but involving higher derivatives:
Variance, a quantity from probability theory, is another measure of oscilla-
tion. Given  a probability measure on X and f a function on X, we dene the
expectation of f; E(f) = E(f; ) and the variance of f; Var(f) = Var(f; ) by
E(f) =
Z
X
fd(1.2)
Var(f) = E(jf   E(f)j2)
= E(jf j2)  jE(f)j2:
Thus Var(f) is the average oscillation of f about its average, and the mass distri-
bution of  species the regions being emphasized in computing the averages. For
instance, if we were studying a function f on the boundary of the disk, and for a
given z 2 D, wanted to quantify the oscillation of the boundary values of f near the
interval I(z) we could choose for our measure the normalized arc length on I(z):
Another plausible choice would be to use z given by
dz =
1  jzj2
j1  e izj2
d
2
;
As we discussed in Section 5, z is used in the Poisson integral formula to evaluate
the harmonic extension of the boundary function f to the point z; E(f; z) =
PI(f)(z): In particular, if f is the boundary value of a function that is holomorphic,
and thus harmonic, we have
E(f; z) = PI(f)(z) = f(z):
Hence, for such an f
(1.3) Var(f; z) = PI(jf j2)(z)  jPI(f)(z)j2 = PI(jf j2)(z)  jf(z)j2
We can use this variation measure to build a functional equivalent to D(f)2 :
(1.4) jf(0)j2 +
Z Z
Var(f; z)d:
(The integration is with respect to the invariant measure d: Part of the craft of
working with Besov space norms is mastering the bookkeeping involved in such
normalizations.) That fact is a special case of a general result of Böe [Boe03],
however this particular case has a longer history. We will see this functional again,
later in this chapter, when we consider the Garcia norm of the space BMO.
1. MEASURING OSCILLATION IN D 171
Another approach to quantifying local oscillation of function on T, or on D,
would be to use the size of the di¤erence quotient. For f dene on T we would
study the size of
(1.5)
f(eit)  f(eis)
eit   eis :
That is a very productive approach and we study it extensively in the second part
of this chapter. For holomorphic f dened on D it is convenient to use a variation
on (1.5). For z; w 2 D we consider
(1.6)
f(z)  f(w)
1  wz :
As to the choice of 1  wz in the denominator, note that for points near the boundary,
the main case for determining the size of the quantity, j1  wzj  jw   zj and so this
expression is roughly the same size as the di¤erence quotient. The actual formula
is dictated by the invariance considerations which we will see in a moment.
In the next section we will show that for appropriate ;  the functional
I(; ) (f) =
Z
D
Z
D
f(z)  f(w)1  wz
2 (1  jzj2)(1  jwj2)j1  wzj2++ dA(z)dA(w):
is equivalent to the Dirichlet integral. For  =  >  1 this functional was studied
by Arazy, Fisher, and Peetre [AFP] who showed that, setting  =  = ; there is
a c 6= 0 such that, for f 2 Hol(D)
I(; ) (f) = cD (f) :
Hence, the functional I(; ) can be used in dening the norm on D. In the next
section we show that I(; ),  6= ; can also be used that way.
We can rewrite I(; ) in a way that claries its invariance properties. Recall
that the measure d is Aut(D) invariant and that the invariant pseudohyperbolic
metric  satises the identity
1  2(x; y) = (1  jxj
2
)(1  jyj2)
j1  xyj2
Hence we can rewrite I(; ) as
I(; ) =
Z
D
Z
D
jf(z)  f(w)j2  1  2(x; y)2+ d(z)d(w):
Thus we have a measure of the "typical" distance between the value of f at z
and w; and this quantity is unchanged when we replace f(z) by f((z)) for any
 2 Aut(D):
We can rene this formula and insert a numerical factor K2 chosen so that
d(z) = K(1 jzj2)dxdy is a probability measure. We could then take the limit
lim
! 1
K(1  jzj2)dxdy = d
2
:
To see this note that the measures on the left are rotationally invariant probability
measures with most of their mass near the circle. Hence, recalling that zz = 1 for
z on the boundary, we have
(1.7) J = lim
! 1
K2I(; ) =
Z 2
0
Z 2
0
f(eit)  f(eis)eit   eis
2 ds2 dt2 :
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It is a famous result of Douglas [?] that J = D (f) : That representation of the
Dirichlet integral is the conceptual starting point for the analysis of the Dirichlet
norm by Richter and Sundberg [RiSu91] which we present in the second part of
this chapter.
2. Interior Di¤erences
Theorem 44. Fix ;  >  1. For any f 2 Hol (D)
D(f) 
Z
D
Z
D
jf(z)  f(w)j2 (1  jzj
2
)(1  jwj2)
j1  wzj4++ dA(z)dA(w):
The theorem was proved in [RW93], the proof here follows that in [BP].
Proof. First note that for z; w 2 D
(2.1) (1  jzj)(1  jwj)  j1  zwj :
Hence, if   
(1  jzj2)(1  jwj2)
j1  wzj4+2 
(1  jzj2)(1  jwj2)
j1  wzj4++
 (1  jzj
2
) (1  jwj2)
j1  wzj4+2 :
Hence it su¢ ces to prove the theorem in the case  = ; a case treated in [AFP]
by a more intricate argument.
Recall that 'w(z) = (z   w)=(1   wz) is the conformal automorphism of D
which interchanges w and 0. It satises
1  j'w(z)j2 = (1  jzj
2
)(1  jwj2)
j1  wzj2 ; j'
0
w(z)j =
1  j'w(z)j2
1  jzj2
The rst equality is a restatement of (2.3); the second follows from the rst after
explicitly computing '0w(z).
Making the change of variables  = 'w(z) we nd
I(; ) =
Z
D
(1  jwj2) 2
Z
D
j(f  'w) ()  (f  'w) (0)j2 (1  jj2)dA()dA(w):
To continue we use the fact that for h 2 Hol(D)Z
D
jh(z)  h(0)j2 (1  jzj2)dA(z) .
Z
D
jh0(z)j2 (1  jzj2)+2dA(z):
Using polar coordinates one sees that it su¢ ces to verify this for monomials. That
estimate can be veried by doing two integrations by parts. Using it we continue
with
I .
Z
D
(1  jwj2) 2
Z
D
(f  'w)0 ()2 (1  jj2)+2dA()dA(w):
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We now reverse change of variables, z = 'w(). (Recall that 'w('w(z)) = z.) That
leads to
I .
Z
D
(1  jwj2)
Z
D
jf 0(z)j2 (1  jzj
2
)+2
j1  wzj4+2 dA(z)dA(w):
=
Z
D
jf 0(z)j2 (1  jzj2)+2
 Z
D
(1  jwj2)
j1  wzj4+2 dA(w)
!
dA(z)
.
Z
D
jf 0(z)j2 dA(z):
here in the last inequality we used FF appendix referenceFF
To obtain an estimate in the other direction we start with the reproducing
formula
f(z) = c
Z
D
f(w)
(1  jwj2)2+
(1  wz)4+ dA(w):
FF appendix referenceFF. From this we obtain
f 0(z) = d
Z
D
wf(w)
(1  jwj2)2+
(1  wz)5+ dA(w);
f 0(0) = d
Z
D
wf(w)(1  jwj2)2+dA(w)
= d
Z
D
w (f(w)  f (0)) (1  jwj2)2+dA(w):
Thus
jf 0(0)j2 .
Z
D
jf(w)  f (0)j2 (1  jwj2)2+dA(w):
Let 'z be the conformal automorphism of the disk which interchanges z and 0:
Replacing f by f  'z we obtain
(1  jzj2)2 jf 0(z)j2 .
Z
D
j(f  'z) (w)  f (z)j2 (1  jwj2)2+dA(w):
Using this, and making the change of variables w = 'z() we obtainZ
D
jf 0(z)j2 dA(z)
.
Z
D
1
(1  jzj2)2
Z
D
j(f  'z) (w)  f (z)j2 (1  jwj2)2+dA(w)dA(z):
.
Z
D
1
(1  jzj2)2
Z
D
jf()  f (z)j2 j'0z()j2

1  j'z()j2
2+
dA()dA(z)
=
Z
D
Z
D
jf()  f (z)j2 (1  jzj
2
)(1  jj2)
j1  zj4+2
(1  jzj2)2(1  jj2)2
j1  zj4 dA()dA(z)
.
Z
D
Z
D
jf()  f (z)j2 (1  jzj
2
)(1  jj2)
j1  zj4+2 dA()dA(z);
where we used (2.1) to go to the last line. This completes the proof. 
174 11. ALTERNATIVE NORMS
Notice that in the proof we used automorphism to go to and from an analytically
more convenient formulation in which a distinguished point was relocated at the
origin.
2.1. Spreading of Carleson Measures. Recall that a Carleson measure for
D is a positive measure  on D such that for all f in DZ
D
jf j2 d . kfk2D :
Because the integrand has some intrinsic smoothness it is perhaps not surprising
that if d is a Carleson measure then an appropriately smeared version of d will
also have this property. The following proposition is a particular instance of that,
another is in Lemma 2.4 of [Boe02]. We will see multivariate versions of the same
idea later, for example in Lemma 40.
Proposition 35. Given  >  1; b > max f1; ( + 3) =2g ; set
L2 = L
2(D; (1  jzj2)dA(z)):
Consider the linear operator
Tf(w) =
Z
D
f(z)
(1  jzj2)b 2
j1  zwjb
dA(z):
If v 2 L2 is a function such that the measure dv = jv(z)j2 (1   jzj2)dA(z) is a
Carleson measure for D, then the measure dTv = jTv(z)j2 (1  jzj2)dA(z) is also
a Carleson measure for D.
Proof. The measure dv is a Carleson measure for D exactly if the multipli-
cation operator Mv dened by Mvf = vf is a bounded map from D into L2 : Also,
we know from Lemma FFreference to appendixFF T is a bounded map of
L2 to itself. Hence, to show MTv is bounded it su¢ ces to show that the di¤erence
MTv   TMv is bounded. We compute
j(MTz   TMv) g(w)j2 =

Z
D
v(z) (g(w)  g(z)) (1  jzj
2
)b 2
j1  zwjb
dA(z)

2
. kvkL2

Z
D
j(g(w)  g(z))j2 (1  jzj
2
)2b 4 
j1  zwj2b
dA(z)
 :
Hence,
k(MTz   TMv) gkL2
. kvk2L2
Z
D
Z
D
j(g(w)  g(z))j2 (1  jzj
2
)2b 4 
j1  zwj2b
(1  jwj2)dA(z)
. kgkD :
For the nal inequality we used the previous theorem. 
2.2. Hankel Forms.
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2.2.1. The Hardy Space. Several di¤erent operators on the Hardy space are
called Hankel operators and the associated theories are roughly equivalent. Here
we take a quick look at three of them.
We view H2 as a space of boundary values, a closed subspace of L2(T): Let P
be the orthogonal projection from L2 to H2 and P? = I   P the complementary
projection. Let H2 be the space of complex conjugates of functions in H2 and let
P be its projection. Suppose b 2 L2:We begin with densely dened operations and
then consider conditions on b which ensure the operators are bounded.
We dene the bilinear Hankel form Hb : H2 H2 ! C by
(2.2) Hb(f; g) = hfg; bi :
Dene the conjugate linear Hankel operator hb : H2 ! H2 by
(2.3) hb(f) = P (b f):
Dene the linear Hankel operator hb : H2 !
 
H2
?
by
(2.4) hb(f) = P?(bf);
For examples, set b = k ; the Hardy space reproducing kernel for  and let
j(e
i) = e i=(1  e i) = k   k(0) (which reproduces the values of conjugate
holomorphic functions of mean zero). Then we have
Hb(f; g) = f()g()
hb(f) = f()k
hb(f) = f()j :
In each of the three cases it is immediate that b 2 H1 ensures the operator is
bounded. In fact, if b is bounded then the integral estimates needed to show the
operator is bounded hold even if each function in the estimate is replaced by its
modulus. However even weaker conditions on b also su¢ ce to ensure boundedness
and understanding those conditions is one of the goals. Before considering those
details note that the same condition for boundedness holds in all three cases. For
Hb to be bounded we would need to know that
(2.5) sup
kfk=kgk=1
jhfg; bij <1:
For the second, hb; to be bounded we would need to know that
sup
kfk=kgk=1

g; P (b f) <1:
However, after noting that
(2.6) hgf; bi = 
g; b f
and that P (g) = P (g) = g we see that those two conditions are the same. The
other case is only slightly less mechanical.
Exercise 73. The boundedness condition for hb is the same as for the other
two.
Exercise 74. The operators are bounded if b 2 L1:
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We can improve that last condition with the following observation: adding
a conjugate holomorphic function of mean zero to b does not change any of the
operators. Hence an improved su¢ cient condition for boundedness is that b is
a holomorphic function and there is a conjugate holomophic function d such that
h = b+d 2 L1; or, equivalently, that there is h 2 L1 with b = P (h): It is a classical
result of Nehari [Neh] that this is the full story. We will come to that through an
indirect argument which, along the way will exhibit a relationship between Hankel
operators and Carleson measures.
A su¢ cient condition for the boundedness of, say, Hb is that b generates a
Carleson measure for H2 in the sense described in Chapter 3. That is, Hb will be
bounded if
(2.7) db = db;Hardy = jb0(z)j2 (1  jzj2)dxdy 2 CM(H2):
To see this, pick f; g; unit vectors in H2 having norm one. We want to establish an
upper bound for
hfg; bi =
Z Z
(fg)
0 b0(1  jzj2)dxdy:
(Here we are using the pairing associated with (2.2).) Di¤erentiating fg produces
two similar terms, by symmetry it su¢ ces to estimate one of them. We do that by
Z Z fg0b0(1  jzj2)dxdy2

Z Z
jg0j2 (1  jzj2)dxdy
Z Z
jf j2 jb0j2 (1  jzj2)dxdy

 C kgk2H2 kfk2H2 :
The rst inequality is by Cauchy Schwarz, the second comes from the denition of
the norm and the Carleson measure condition on db:
We noted in Theorem 7 that this Carleson measure condition on the holomor-
phic function b was equivalent to having b 2 BMOA which, by Theorem 6 is  H1 ;
the dual of H1: To nish our argument and see that this condition on b is, in fact,
necessary, we want to show that if the Hankel form is bounded then b 2  H1 :
For this we appeal to Proposition 14 which states that
(2.8)

fg : f; g 2 H2; kfkH2  1; kgkH2  1
	
=

h : h 2 H1; khkH1  1
	
:
With this, knowing that (2.5) holds is equivalent to knowing that
sup
h2H1;khk=1
Z hb <1;
which states that b 2 (H1); which is what we wanted. Functional analysis can
then be used to show this is equivalent to Neharis result that Hb is bounded if and
only if there is a conjugate holomorphic g such that b+ g is bounded.
2.2.2. The Bergman Space. The operators we described were dened using
products of functions. There is no natural notion of products for elements of an
abstract Hilbert space H; but there is one if H is a RKHS. In that case analogs of
the previous operators are again object of study. We now look briey at the case
H = A2; the Bergman space.
We generalize (2.2) and (2.3) to the Bergman space by making the natural
changes in interpretation of the notation. That is, let h; i denote the inner product
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of L2(D, dA) and let P be the Bergman projection, the self adjoint projection of
L2 onto A2: Also, because we again have (2.6), the boundedness criteria for the
two will be the same.
There are several, fundamentally di¤erent, ways to generalize the denition
(2.4) to the Bergman space. When working with the Hardy space operators, (2.4)
t well with the other two operators was because H2 and
 
H2
?
, the space of
complex conjugates of functions in H2 and the orthogonal complement of H2, are
almost the same space; the second has codimension one in the rst. The analogous
spaces in the Bergman context are A2; the space of complex conjugates of functions
in A2, and
 
A2
?
, the orthogonal complement of A2: These two spaces are not close
to being the same, zA2 has innite codimension in
 
A2
?
:The map of the Bergman
space into L2 constructed using formula (2.4), with the projection PA2? = I  P is
studied, and so is the one built using the projection PA2 ; sometimes each is given
the name Bergman space Hankel operator. Because the space
 
A2
?
is a much
bigger space than A2 the operator built using PA2? is sometimes called the big
Hankel operator, the other being called the small or little Hankel operator.
The boundedness criteria for the Bergman space bilinear form analogous to
(2.2), for the operator analogous to (2.3), and for the Bergman space little Hankel
operator are the same as each other and are similar to what we saw for H2: It
is automatic that having b 2 H1 is su¢ cient for boundedness and it is straight-
forward that having b = P (h) with P the Bergman projection and b 2 L1 is
also su¢ cient. The argument involving Carleson measures can also be repeated
showing that for b holomorphic on the disk and jb0j2 (1   jzj2)2 2 CM(A2) then
the operators will be bounded. Also as before, the condition obtained this way is
also necessary for boundedness, but that requires additional analysis. Furthermore
there is are analogs of Theorems 6 and 7. The space of holomorphic functions b
for which jb0j2 (1 jzj2)2 2 CM(A2) can be identied as the Bloch space, BLOCH;
mentioned in (5.4a), the space of holomorphic functions on the disk for which
supx(1   jzj2)jb0(z)j < 1=is bounded. That same space can also be identied as
the dual space of the space A1 = Hol (D) \ L1(D, dA):
In sum, for holomorphic b the small Hankel operator on the Bergman space is
bounded if and only if b is in BLOCH; equivalently, if and only if it generates a
Carleson measure, if and only if it is the Bergman projection of a bounded function,
if and only if it generates a bounded linear functional on A1: All this is in [Zhu90].
One fundamentally new feature does show up for Bergman space Hankel op-
erators. For the Hardy space we used Proposition 14, an immediate consequence
of the factorization theorem, to connect Hardy space Hankel operators with the
dual of H1: There is a factorization theorem which could be used in this context,
due to Horowitz [Hor74]. Instead, however, we use a weak factorization theorem,
which represents a function not as a product but as a sum of products. The general
relation between weak factorization theorems and Hankel forms is discussed a bit
more in Section 3.1.1.
Theorem 45 ([CRW]). There is a C > 0 so that given f 2 A1; kfkA1 = 1;
9 fgig ; fhig  A2 with
f =
X
gihi and
X
kgikA2 khikA2  C:
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The straightforward analog of this theorem holds for the Hardy and Bergman
spaces of the ball in Cn:
Exercise 75. Show that, for b 2 Hol (D) the bilinear form on A2 given by the
analog of (2.2) is bounded if and only if b 2  A1 :
2.2.3. The Dirichlet Space. To dene a Hankel form for the Dirichlet space in
the style of (2.2) we would want a form B(f; g) that is a linear function of the
product fg: Formally, for a given b; we set
(2.9) Bb(f; g) = hfg; bi ;
and we suppose for now that b is holomorphic. Setting f = 1 we see that if this form
is bounded then b must be in D. In particular b 2 H1 is not su¢ cient to ensure
that the form is bounded. However we again have that if b generates a Carleson
measure, in this case jb0j2 dxdy 2 CM(D) then (f; g) ! hfg; bi is a bounded map
D D ! C. The proof is the same as for the analogous fact in the Hardy space.
It is also true in this case, as for the Hardy space and Bergman space, that the
condition is necessary. However that is not straightforward; we prove it in Chapter
13.
Alternatively we can look for an analog of the operator (2.3) or its associated
bilinear form. We would want a conjugate linear map f ! P (b f) of the Dirichlet
space to itself. We do not yet have a denition for the projection P; but if we did
then the boundedness of that operator would be equivalent to the boundedness of
the bilinear form
(2.10) ~Bb(g; f) =


g; P (b f)

:
Furthermore, if our projection were self adjoint we would have
~Bb(g; f) =


g; b f

:
which is formally the same as (2.6). Now there are questions. What is the space on
which the projection P acts? What is P? How do we interpret the previous inner
product which involves functions which are not holomorphic?
The Hardy and Bergman space each have a natural enveloping Lebesgue space
and that gives a is a natural choice for the projections. That is not true for the
Dirichlet space and hence the identication of the appropriate projection is not
straightforward.
Exercise 76. Show that the Dirichlet space inner product is not the restriction
to the Dirichlet space of a Lebesgue space inner product. Hint; use Corollary 26 in
Chapter 11.
There is a standard choice for a Hilbert space containing D, the space W 1;2 =
W 1;2 (D) : The notation refers to the fact that the functions have one derivative in
L2: It is the Hilbert space formed by the completion of the pre-Hilbert space of
smooth functions on the closed disk D with the inner product given by
hF;GiW 1;2 = F (0)G(0) +
Z
D
@F@G+ @F @G:
There is a natural inclusion of D into W 1;2 as a closed subspace. We will not
need much information about W 1;2 but do note that D0; the space of complex
conjugates of functions in D which have mean zero is another closed subspace and
is orthogonal to D. The sum, D0  D consists of all harmonic functions h on the
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disk with nite Dirichlet integral,
R
D jrhj2 < 1; a space sometimes called the
Dirichlet space and sometimes called the harmonic Dirichlet space. The orthogonal
projection P of W 1;2 onto D is the projection we will use, it is realized by the
formula
PF () = hF; kiW 1;2 :
where k is the Dirichlet space reproducing kernel for evaluating at a point  2 D.
We now proceed informally to obtain a bilinear form in the spirit of (2.10)
which uses the projection P. We know k(z) is holomorphic in z and so @k = 0:
Hence,
PF () =
Z
D
F

+
Z
D
@F@k :
Being informal we drop the constant term in the previous formula. We start with
f 2 D and a symbol function b 2 Hol (D) and form the operator
P  b f () =Z
D
b0 f@k :
The bilinear form we want to consider is
~Bb(g; f) =


g;P  b fD = Dg0;P  b f0EA2
=
Z
D
g0
 
@tP
 
b f

dA(t)
=
Z
D
g0(t)

@t
Z
D
b0(w) f(w)@wkt(w)dA(w)

dA(t)
=
Z
D
g0(t)
Z
D
b0(w) f(w)@t@wkt(w)dA(w)

dA(t):
Now we simplify this expression. We will use the kernel function given in Exercise
4; other choices give more awkward formulas but, at the end, an equivalent result.
Using that kernel function a straightforward computation shows that
@t@wkt(w) =
c
(1  tw)2 ;
(a scalar multiple of) the Bergman space reproducing kernel for evaluating at t:We
have Z
D
g0(t)
1
(1  tw)2 dA(t) = g
0(w):
Ignoring c we have
~Bb(g; f) =
Z
D
g0(w)b0(w) f(w)dA(w)
=


g0; b0 f

A2
= hfg0; b0iA2 :(2.11)
After this informal preamble we dene the asymmetric Hankel form ~Bb(f; g)
by that last line,
~Bb(g; f) = hfg0; b0iA2 ;
and we will study the properties of ~Bb: Note that
(2.12) Bb(f; g) = ~Bb(f; g) + ~Bb(g; f):
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and hence some types of information can be passed easily from ~Bb to Bb: For
instance, any condition on b which ensures ~Bb is bounded will also ensure that Bb
is bounded.
In [CFR] a bilinear form B on a RKHS H of functions on the disk is called a
Hankel form of order 0 if the bilinear form  B dened by  B(f; g) = B(zf; g)  
B(f; zg) is the zero form. The forms of higher order are then dened inductively, a
bilinear form B is a Hankel form of order n+ 1 if  B is a Hankel form of order n:
Exercise 77. ~Bb is a Hankel form of order one; Bb is a Hankel form of order
zero.
2.2.4. The Asymmetric Dirichlet Hankel Form . One reason the function space
BMOA plays an important role in the theory of the Hardy space is the close relation
between BMOA functions and Carleson measures for H2 which was discussed in
Chapter 3. Given holomorphic b we have a Carleson measure condition for its
membership in BMOA;
kbkBMO v
jb0j2 (1  jzj2)dxdy
CM(H2)
:
There is a similar relationship between the Bloch space discussed is Section 2.2.2
and Bergman space Carleson measures,
kbkBloch v
jb0j2 (1  jzj2)2dxdy
CM(A2)
:
At (4.11) we introduced a Dirichlet space analog, saying, now by denition, that a
holomorphic b in X exactly if an associated measure is in CM(D);
kbkX v
jb0j2 dxdy
CM(D)
:
Exercise 78. (1) Check that if b 2 X then ~Bb is bounded.
(2) Show the boundedness of ~Bb is equivalent to the boundedness of Pb:
Given these analogies it is natural to suspect that b 2 X is the condition which
characterizes the boundedness of ~Bb: That is so, as was rst proved by Tolokonnikov
 Brett: What is a good Tolokonnikov reference here?  [?] and related results
were obtained by Coifman and Murai [CoMu]. The argument we give is from
Rochberg-Wu [RW93].
Theorem 46. Suppose b is holomorphic in the disk. The bilinear form ~Bb
is bounded on D D if and only if b 2 X . Equivalently, with P the Bergman
projection, the mapping
f ! Pbf(w) = P (b0 f) =
Z
D
b0(z)f(z)
(1  zw)2 dA(z)
is a bounded map from D into L2(D,dA) if and only if b 2 X .
Proof. We now need to show that b 2 X is necessary for the boundedness of
Pb: Supposing Pb is bounded, we need so show that 8h 2 D, kb0hkL2  C khkD :
By an elementary reduction we suppose h(0) = 0; :after which we write
b0(w)h(w) Pbh(w) =
Z
D
b0(z)(h(w)  h(z))
(1  zw)2 dA(z):
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We want to estimate the rst term on the left. Because we are assuming the
second expression on the left is bounded, we can obtain
b0h
L2(D)  Cb khkD by
estimating the right hand side. By Cauchy-Schwarz
Z
D
b0(z)(h(w)  h(z))
(1  zw)2 dA(z)

2

Z
D
jb0(z)j2 dA(z)
Z
D
h(w)  h(z)2
j1  zwj4 dA(z):
Hence,
b0h Pbh2  kbk2D Z
D
Z
D
h(w)  h(z)2
j1  zwj4 dA(z)dA(w)
. kbk2D khk2D :
To go to the last line we used an equivalent norm for D from Theorem 44. Thus,
recalling that X  D, and our assumption that Pb is bounded we have
kb0hk2 . kbk2X khk2D ;
as required. 
2.3. Decomposition Theorems. Informally, a decomposition theorems for a
space of holomorphic functions on the disk, S; is a set of building block functions,
fbig, indexed by a "hyperbolic lattice" fzig  D (dened below), and a solid
sequence space S; so that two conclusions hold. First, if f 2 S then there is a
sequence of scalars fig 2 S; with each i closely related to the behavior of f near
zi; so that f =
P
ibi. Second, if g =
P
ibi with fig 2 S then g 2 S: All of this
with natural norm estimates.
The passage from the study of functions in S to analysis of sequences in S is
not the same as passing from a function space to a tree model, but it is based on
the same set of analogies. In some sense the two approaches are complementary.
In Chapter 5 we reduced questions such as describing Dirichlet space Carleson
measures to questions about functions on trees. In the other direction, the formula
g =
P
ibi together with careful choices for fig (which can be viewed as a function
on a tree) allows construction of functions with desired properties. We saw that
in Chapter 8 where we constructed functions for onto interpolation and will use
that approach again in Chapter 13 where we construct functions which are large in
prescribed regions and small away from those regions.
In this section we will state a decomposition theorem for D and outline the
proof of a similar theorem for X . That outline will also show an application of the
earlier result about spreading of Carleson measures,
We give few details in this section. The general ideas go back to [CR] and
the results in this section are developed in detail in [?, Ch. ??] and in [RW93,
Thm??].FF zhu chapter, RW theorem #FF
One pattern for proving decomposition theorems is to start with a represen-
tation of f by an integral formula, for instance the Bergman reproducing formula,
(3.4) if f 2 A2 then
(2.13) f(w) =
1

Z
D
f(z)
1
(1  zw)2 dxdy:
We now form a Riemann sum for the integral based on an (approximate) hyperbolic
lattice. Given small positive d; we will say that a set Z = fzig  D is a d lattice
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if it is separated and it leaves no large gaps. More precisely,
8zi; zj 2 Z; zi 6= zj ; H2(zi; zj) > d
8 2 D 9zi 2 Z; H2(; zi) < 10d:
Associated with Z we can nd a decomposition of the disk of the type described
in Section 2.2. We have D =
S
Di with Di disjoint, and B(zi; d=20)  Di 
B(zi; 20d): This ensures that jDij ; the Lebesgue measure of Di; satises jDij 
(1  jzij2)2: The approximation operator A dened by
Af(w) =
X
i
f(zi)
1
(1  ziw)2 jDij
=
X
i
jDij f(zi)
(1  jzij2)
(1  jzij2)
(1  ziw)2 ;
Af is a Riemann sum approximation for the integral representation of f in (2.13):
The numbers fig =
n
(1  jzij2) 1 jDij f(zi)
o
are the rst approximation to fig and
kfigk`2 is a Riemann sum approximation to kfk. Also note that the functions
(1  jzij2)(1  ziw) 2 are unit vectors in the Bergman space.
To obtain good estimates for the accuracy of this approximation, crucial use is
made of the fact that the integral operator T dened by
Tf(w) =
1

Z
D
f(z)
1
j1  zwj2 dxdy
is bounded; FF Appendix B reference FF. Using T one proves
Lemma 19. We have the pointwise estimate
jf(w) Af(w)j  CdTf(w)
In particular we can make the approximation very good by choosing d very
small. Once it is known that the approximation is accurate then iterating the
approximation scheme gives the desired decomposition.
The boundedness of T is also provides the crucial estimates for showing that
the function g has the desired properties.
These ideas can be combined to prove a decomposition theorem for functions in
the Bergman space. We state the result for the Dirichlet space but di¤erentiation
of (2.14) will recapture the Bergman space formulation.
Theorem 47. There are d0; c; c0 > 0 so that given a d lattice Z = fzig  D
with d < d0
(1) Given f 2 D we can write
(2.14) f(z) =
1X
j=1
aj
(1  jzj j2)
(1  zjz)
with
P1
j=1 jaj j2  C kfk2D :
(2) If
P1
j=1 jaj j2 = C 0 < 1then f(z) given by (2.14) is in D and kfkD 
CC 0.
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A general result which have this as a special case are proved in [Zhu90]
:FFFinclude page refsFFF
We now outline the proof of a decomposition theorem for X . That theorem is
an evolved version of the previous theorem and is analogous to the decomposition
theorem for BMOA in [?].
Theorem 48. There is a d0 > 0 so that given a d lattice Z = fzig  D with
d < d0 :
(1) Given b 2 X we can write
(2.15) b(z) =
1X
j=1
aj
(1  jzj j2)
(1  zjz)
with 
1X
j=1
jaj j2 zj

CM(D)
 C kbk2X
(2) If
(2.16)

1X
j=1
jaj j2 zj

CM(D)
 C 0 <1
then b(z) given by (1.4) is in X and kbkX  CC 0:
Proof. We start with the second statement. By the Theorem 65, to show
b 2 X it su¢ ces to show that the antilinear map f ! P(b f) takes D to D. We
represent b as a sum using the previous theorem. We compute
@
@w
P(b f)(w) =
Z
b0(z)f(z)
(1  zw)2 dA(z)
=
X
aj zj(1  jzj2)
Z
1
(1  zjz)2
f(z)
(1  z w)2 dA(z)
=
X
aj zj(1  jzj2) f(zj)
(1  zjw)2 :
We want this to be in A2 with appropriate estimates. We now use the Bergman
space version of Theorem 47, the result obtained from that theorem by termwise
di¤erentiation. We see that our function of interest is in the Bergman space ifP jaj j2 jf(zj)j2 <1: That estimate is exactly what is ensured by (2.16).
For the rst part, suppose we are given g 2 D. The assumption b 2 X ensures
that b0g 2 A2; that is R jb0gj2 <1:We estimate that integral using a Riemann sum
associated to the partition D =
S
Di: Using that estimate we see that
b0(zj)g(zj)
 
1  jz2i j
	 2 `2:
Having this for arbitrary g 2 D is exactly the statement that
 =
X
jb0(zi)j2
 
1  jz2i j
 1 jDij zi :
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is a D Carleson measure. We have
(Ab0) (z) = C
X
j
jb0(zi)j
 
1  jz2i j
 1 jDij (1  jzij2)
(1  ziz)
= C
X
j
jb0(zi)j jDij 1
(1  ziz) :
To nish we will show that A is invertible on X ; having that and then writing
b = A(A 1b) will the required representation of b and complete the proof. We will
establish the invariability of A by showing that (I  A) is a contraction on X .
From Lemma 19 we have the pointwise estimate
jb0(z) A(b0)(z)j  cdTb0(z):
Hence the norm of the D-Carleson measure jb0  A(b0)j2 dxdy; which is the multi-
plier norm of operator of multiplication by b0 Ab0 acting fromD to A2; is dominated
by Cd times the Carleson measure norm of jTb0j2 dxdy: We know from the earlier
result on spreading of Carleson measures, Proposition 35, that this last Carleson
measure norm is dominated by C kbkX . Hence taking d su¢ ciently small we ensure
that (I  A) is a contraction on X . 
3. The Local Dirichlet Integral
Functions in the Dirichlet space are in the Hardy space and hence can be
reconstructed from their boundary values. Thus the full story of a Dirichlet space
function is carried in its boundary values. In this section we develop tools which
let us extract information from that boundary value function. This is a di¤erent
focus than regarding D as a RKHS and it will lead to a complementary collection
and insights.
Recall the factorization theorem, Theorem 2, that says that any f 2 H2 can
be written, essentially uniquely, as f = BfSfOf where
 Bf is the Blaschke factor of f: It has zeros at fzng1n=1 ; the zero sequence
of f; and has the representation
(3.1) Bf (z) =
Y
n
jznj
zn
zn   z
1  znz ;
with the convention that jznj =zn = 1 if zn = 0:
 Sf is the singular inner function
(3.2) Sf (z) = exp

 
Z
T
ei + z
ei   z df ()

where df is a non-negative measure on the circle which is singular with
respect to Lebesgue measure, and
 setting uf (ei) = log
f(ei) ; Of is the outer function
(3.3) Of (z) = exp

1
2
Z
T
ei + z
ei   z uf (e
i)d

:
Conversely, if f has such a representation and Of 2 L2(T) then f 2 H2 and
kfkH2 = kOfkL2 :
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Using this result it is often clear how to relate the behavior of f 2 H2 to the
behavior of its factors. However that relation is often less transparent for f 2 D.
Here is an example.
Using the factorization theorem the following proposition is easy.
Proposition 36. If f 2 H2; f = BfSfOf as above, then f=Sf 2 H2 and fSf

H2
= kfkH2 :
The analogous result for f 2 D is also true.
Theorem 49. If f 2 D; f = BfSfOf as above, then f=Sf 2 D and fSf

D
 kfkD :
But this second theorem is not a direct consequence of the factorization theorem
and is less straightforward to prove. It is, however, an easy consequence of formula
(3.5) below. We now develop formula (3.5) and also a localized version of that
formula, and give some applications of those ideas. Those ideas will also play a
major role in Chapter 12 when we study invariant subspaces of the Dirichlet shift.
Recall that the Dirichlet integral, D(f) = 1
R
D jf 0j2 is a seminorm on D. A
conceptual starting point for studying the boundary values of f 2 D is Douglas
formula which evaluates D(f) using the boundary value function of f :
(3.4) D(f) =
1

Z
D
jf 0(z)j2 dxdy =
Z
T
Z
T
f(eit)  f(eis)eit   eis
2 dt2 ds2 :
Wementioned this double integral earlier, (1.7). It is striking that this is an equality,
not just an equivalence, and that fact was crucial in Douglaswork. However, for
our uses, equivalence in (3.4) would su¢ ce, both here and for many other formulas
in this section.
In [Car60] Carleson gave a rened statement relating the boundary values of
f to D(f) through data from the factorization theorem. Suppose f = BfSfOf
as above and, again, set u = uf = log jf j on the boundary. Recall that P(ei)
is the Poisson kernel for evaluating a harmonic function at  2 D; P(ei) = 
1  jj2 =j   eij2: Carlesons formula is
D(f) =
Z
T
X
j
Pzj (e
is)
f(eis)2 ds
2
(3.5)
+
Z
T
Z
T
2
jeit   eisj2 df (t)
f(eis)2 ds
2
+
Z
T
Z
T
(e2u(e
it)   e2u(eis))(u(eit)  u(eis))
jeit   eisj2
dt
2
ds
2
:
We now develop a more rened analysis of the boundary function and its rela-
tion to D(f); an analyses which will have both (3.4) and (3.5) as simple corollaries.
The form of Douglass formula (3.4) suggests our approach. We will analyze D(f)
by regarding that double integral as a repeated integral and then studying the inner
integral carefully. Specically, we dene the local Dirichlet integral of f at  2 T,
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D(f); by
D(f) =
Z
T
f(eit)  f()eit   
2 dt2 ;
with D(f) = 1 as a possible value. This quantity was used by Stegenga in his
study of Carleson measures for the Dirichlet space and we discuss his result in
Section 3.3.2. For  2 T he found D to be a useful measure of the boundary
oscillation of f; with an emphasis on oscillation near : In [RiSu92] and [RiSu94]
Richter and Sundberg go much further, regarding D as a function on its own and
developing it into a powerful tool. We will follow their presentation.
It is convenient to introduce two auxiliary functions.
(x; y) =

ex   ey   ey(x  y) x; y 2 R
ex x 2 R, y =  1(3.6)
(t) =

e2t   1  2t; t 2 R
+1 t = 1(3.7)
It can be checked using calculus that  is nonnegative and convex with minimum
(0) = 0: Then, noting that (x; y) = ey ((x  y) =2) ; one sees that  is nonneg-
ative.
One basic result in [RiSu92] is a localized version of (3.5) which evaluates the
local Dirichlet integral.
Theorem 50. Suppose f 2 H2; f = BfSfOf as above and set u = uf =
log jOf j = log jf j then
D(f) =
X
j
Pzn() jOf ()j2(3.8)
+
 Z
T
2
jeit   j2 df (t)
!
jOf ()j2
+
Z
T
(2u(eit); 2u())
jeit   j2
dt
2
:
3.1. Preliminary Analysis. Before going to the proof of the theorem we will
develop some basic facts about D :
Suppose f 2 H2. This ensures that f has a:e: boundary values on the circle
and we will identify f with that boundary value function. Hence for that f and
any " > 0 Z
jeit j>"
f(eit)  f()eit   
2 dt2 <1:
Thus the niteness of D(f) is determined by the smoothness of f near :
Proposition 37. For f 2 H2;  2 T, there is at most one complex number 
such that
D(f) =
Z
T
f(eit)  eit   
2 dt2 <1:
If there is such an  then
(1) limr!1 f(r) = ; thus, by denition of the boundary function, f() = ;
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(2) For k > 0; letting O; be the orocycle
O; =
n
z 2 D : jz   j2 < k(1  jzj2)
o
:
We have orocyclic convergence limz!;z2O; f(z) = f(); and
(3) The Fourier series of f converges at  to the value f():
Proof. Clearly there is at most one such : If there is such an  then the
niteness of the integral ensures that
 
f(eit)   =  eit    is the boundary value
of an H2 function which we will call g(z): Thus
f = + (eit   )g:
Hence
jf(z)  j2 = j(z   ) g(z)j2 =
 
jz   j2
1  jzj2
!
((1  jzj2) jg(z)j2):
The assumption that z 2 O; ensures that the rst factor on the right is bounded.
By Proposition 4 the second factor tends to 0 as jzj ! 1: Thus the left hand side
tends to zero as z approaches  from within O; : This is the second statement and
the second implies the rst, thus f() = : 
Exercise 79. The third statement wont be used, it was included as background
information. Prove it. First express the Taylor coe¢ cients of f in terms of those
of g: Use those to nd compact expression for the partial sum of the series for f;
then take a limit. [Ross].
We now want to relate boundary integrals of D(f) to integrals of jf 0j2 on the
disk. For a nite nonnegative Borel measure  on T we let (z) be the harmonic
function on the disk which has  as its "boundary values". That is,
(z) =
Z
T
Pz()d() =
Z
T
1
2
1  jzj21  zd():
Proposition 38. For f 2 H2
(3.9)
Z
T
D(f)d() =
Z
D
jf 0(z)j2 (z)dxdy

:
Proof. We will verify (3.9) for  ; the point mass at : The general result
then follows by integrating that special case with respect to d() and then using
Fubinis theorem. By the obvious rotation invariance it su¢ ces to consider  = 1:
We now want to show that, for general f 2 H2;
(3.10)
Z
T
f(eit)  f(1)eit   1
2 dt2 =
Z
D
jf 0(z)j2 1  jzj
2
j1  zj2
dxdy

:
More precisely, we want to show that if either side is nite then so is the other and
the two are equal.
First we consider polynomial f: Multiplying out the quadratic expressions we
see that it is enough to consider monomials and verify that for any nonnegative
integers k; j we haveZ
T
eikt   1
eit   1
eijt   1
eit   1
dt
2
=
Z
D
 
zk
0
(zj)
0 1  jzj2
j1  zj2
dxdy

:
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We evaluate the two sides separately, rst the left:
LHS =
1
2
Z
T
Xk 1
r=0
eirt
Xj 1
s=0
eist

dt = min (k; j) :
For the other side we go to polar coordinates:
RHS = 2kj
Z 1
0
rk+j 1
 
1
2
Z 2
0
ei(k j)t
1  jzj2
j1  zj2 dt
!
dr:
We evaluate the inner integral by recalling that 1 jzj
2
j1 zj2 =
P
n r
jnjeint and we nd
RHS = 2kj
Z 1
0
rk+j 1rjk jjdr =
2kj
k + j + jk   jj = min (k; j) :
For general f; rst suppose that the left side of (3.10) is nite. Thus g(z) =
(f(z)  f(1)) = (z   1) 2 H2: Select a sequence of polynomials fgng which converge
to g in H2: The sequence ffng given by fn(z) = f(1) + (z   1)gn(z) converges
pointwise to f: Also, D1(fn   f) = kgn   gk2H2 ! 0: Hence D1 (fn)! D1 (f) :
Now consider the seminorm N dened by
N(h)2 =
1

Z
D
h0(z)1  z
2 (1  jzj2)dxdy:
The polynomial case of the proposition gives us that N(fn) = D1(fn) for all n:We
need to show that N(fn) ! N(f): The polynomial case also ensures that ffng is
an N -Cauchy sequence. We noted that fn ! f pointwise. Combining those two
gives N(fn)! N(f): FFAppendix A reference FF
FF RR: check the rest of this proof again FF
Suppose now the right hand side of (3.10) is nite. It then follows from (2.2)
that the function h =
R 
0
(f 0= (1  z)) is in H2: Select fhng  H2, a sequence of
polynomials converging in norm to h and set
rn(z) =
R z
0
(1  )h0n()d  
R 1
0
(1  )h0n()d
z   1 :
By the polynomial version of (3.10)
krn   rmk2H2 =
Z rn(eit)  rm(eit)2 dt
2
=
Z Z
j(hn   hm)0j2 (1  jzj2)dxdy

. khn   hmk2H2 :
Thus frng is a Cauchy sequence in H2 and has some limit, r:Hence, in particular,
there is pointwise convergence at the origin,Z 1
0
(1  )h0n()d = rn(0)! r(0):
Now consider the equation
(z   1) rn(z) =
Z z
0
(1  )h0n()d   r(0)  [rn(0)  r(0)] :
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As n!1 the numbers in the square brackets tend to 0; and hn converges uniformly
to h on compact subsets. Thus, in the limit, the equation becomes
(z   1) r(z) =
Z z
0
(1  )h0()d   r(0)
=
Z z
0
f 0()d   r(0)
= f(z)  (f(0) + r(0)):
Thus there is a constant  such that (f   ) = (z   1) 2 H2: Hence, by the previous
proposition the left side of (3.10) is nite. Once we know that then, by the previous
part of this proof, it equals the right hand side 
3.2. Proof of Theorem 50. We will prove Theorem 50 in three steps. The
rst step is to show that it su¢ ces to prove the result separately for inner functions
and for outer functions. We then prove the theorem in those two cases. We will
use the conventions that 0  (1) = 0:
3.2.1. Separating The Inner and Outer Factors.
Proposition 39. Suppose  2 T, f 2 H2; and  is an inner function. Then
(1) If D(f) <1 then
(3.11) D(f) = D() jf()j2 +D(f)
(2) If D(f) =1 then D(f) =1:
In particular, if f() = 0 then D(f) = D(f) even if D() =1:
Lemma 20. Suppose  2 D, f 2 H2; then, writing z 2 T as z = ei;f(z)  f()z   
2
H2
=
Z
T
f(ei)21  ei2 d2   jf()j
2
1  jj2
=
Z
T
f(ei)2   jf()j21  ei2 d2 :
Proof of the Lemma. The singularity of (f(z)  f()) = (z   ) at  is re-
movable. We compute theH2 norm by integration on T. There we have jf(z)  f()j2 =f(ei)2 2Re f(ei)f()+jf()j2 and jz   j2 = 1  ei2 : Using these formulas
and recalling that integration against the Poisson kernel P() = (1   jj2)=j1  
eij2 evaluates harmonic functions at ; :we obtain the right hand side of the rst
line. Another evaluation gives the second line. 
Recall from (6.3) that, for  2 T and  > 0 the nontangential convergence
region   () is
  () = f 2 D : j  j <  (1  jj)g ;
and we say f() converges to L nontangentially if f() ! L as  !  with  2
  () :
Lemma 21. Suppose  2 T, f 2 H2: For  2 D set
g(z) =
f(z)  f()
z    :
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(1) If D(f) < 1 then, for each  > 0;  2   () we have that kgk2H2 <
(1 + )
2D(f) and kgk2H2 ! D(f) as !  nontangentially.
(2) If there is a sequence fng in D which converges unrestrictedly to  and
for which fkgnkH2g is bounded then D(f) <1:
In particular kgk2H2 ! D(f) as !  nontangentially even if D(f) = 1:
Proof of the Lemma. BecauseD(f) <1 we know that g(z) = (f(z)  f()) = (z   ) is
in H2 and kgk2H2 = D(f): By doing the algebra we nd
(3.12) g(z) = g(z) + (  ) g(z)  g()
z    :
Now note that starting with the previous lemma we have
(3.13)
g(z)  g()z   
2
H2
=
Z
T
g(ei)21  ei2 d2   jg()j
2
1  jj2 
1
(1  jj)2 kgk
2
H2 :
The inequality comes from dropping the negative term and estimating the denom-
inator of the integrand. Starting with (3.12) and using the previous estimate we
obtain, for  2   () ;
kgkH2 

1 +
j  j
1  jj

kgk2H2  (1 + )
q
D(f);
which is the rst claim. Furthermore, using (3.13) we have.
kg   gk2H2 = j  j2
g(z)  g()z   
2
H2

Z
T
j  j21  ei2 g(ei)2 d2 :
Thus, as  ! ,  2   () ; the fraction in the integral is uniformly bounded and
tends to zero for almost all : Hence, by dominated convergence, the left side tends
to zero, nishing the rst part of the proof.
For the second part, suppose we have a sequence fng as described. The
sequence fgng is bounded and hence has a subsequence which converges weakly
to a function g 2 H2: Weak convergence implies pointwise convergence and by
evaluating the pointwise limit at, say, z = 0 we nd that there is an  such that
f(n) ! : Thus g must equal the the pointwise limit; g = (f   ) = (z   ) : We
know g 2 H2 and hence, by Proposition 37, D(f) <1. 
Proof of the Proposition. Fix  2 D: Recalling that jj = 1 on T we
compute  (f) (z)  (f) ()z   
2
H2
=
Z
T
(f) (ei)2   j(f) ()j21  ei2 d2
=
Z
T
(ei)2   j()j21  ei2 d2 jf()j2
+
Z
T
f(ei)2   jf()j21  ei2 d2 :
We now apply Lemma 20 to both integrals and ndf   (f) ()z   
2
H2
=
   ()z   
2
H2
jf()j2 +
f   f ()z   
2
H2
:
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The nal comment in Lemma 21 shows that we can now let  approach  nontan-
gentially and obtain
D(f) = D() jf()j2 +D(f)
as required. 
3.2.2. Angular Derivatives and the Proof for Inner Functions. With the previ-
ous proposition in hand, proving (3.8) is reduced to proving the formula separately
for f inner and f outer.
Proof. Suppose now that f is inner. In this case we use the classical theory
of angular derivatives. If f is a holomorphic map of D into itself,  2 T, and there
is an ! 2 T so that the nontangential limit
lim
! nontangentially
f()  !
   = 
exists, then f is said to have an angular derivative at ; f 0() = : It was shown
classically, as part of the Julia-Carathéodory theorem; that this will happen if and
only if
(3.14) lim inf
!
1  jf()j
1  jj = d <1;
in which case d = jj = jf 0()j : A study of the angular derivative and related issues
using the theory of RKHS is given in [Sar]. 
Proposition 40. If f is a holomorphic map of D into itself and if for some  2
T, f has a nite angular derivative f 0 () at ; then D(f)  jf 0 ()j : Furthermore,
if f is inner then D(f) < 1 if and only if f has a nite angular derivative and,
in that case, D(f) = jf 0 ()j :
Proof. Using rst Lemma 20, then the fact that jf j  1 on D, and then the
formula for the Poisson kernel P; we havef(z)  f()z   
2
H2
=
Z
T
f(ei)2   jf()j21  ei2 d2 :

Z
T
1  jf()j21  ei2 d2
=
1  jf()j2
1  jj2
=
1  jf()j
1  jj
1 + jf()j
1 + jj :
If f has a nite angular derivative at  then, taking note of (3.14), there must be
a sequence fng !  along which jf (n)j ! 1: The nal comment in Lemma 21
now gives the rst statement. If, furthermore, f is inner then equality holds in the
previous estimate and that gives the second statement. 
We now need information about the angular derivatives of inner functions.
They were studied classically M. Riesz [Rie] and Frostman [Fro42]. A more modern
treatment is given by Ahern and Clark in [AhCl]. We obtain the two terms in
Theorem 50 which correspond to the inner factor of f by combining the previous
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proposition with the following fact about angular derivatives which can be found
in [AhCl].
Proposition 41. Suppose that  is the inner function  = BfSf where the
two factors are as in (3.1) and (3.2). For  in T.
j0()j =
X
j
Pzn() +
Z
T
2
jeit   j2 d(t);
3.2.3. The Proof for Outer Functions.
Proof. It remains to verify (3.8) for outer functions. Suppose f 2 H2, f 6= 0
and f is outer. Thus log jf()j = u() is the harmonic function with nontangential
boundary values u(ei) = log
f(ei) : For jj  1 set
(3.15) I() =
Z
T
e2u(e
i)   e2u()   2e2u()(u(ei)  u())1  ei2 d2 :
We need to show that for all  2 T, I() = D(f). We have
I() =
Z
T
e2u(e
i)   e2u()1  ei2 d2   2e2u()
Z
T
 
u(ei
  u())1  ei2 d2
=
Z
T
e2u(e
i)   e2u()1  ei2 d2 + 0 =
Z
T
f(ei)2   jf()j21  ei2 d2(3.16)
=
f   f ()z   
2
H2
:
Here the rst line is an algebraic rewriting, the passage to the second uses the fact
that
1  ei 2 is a multiple of the Poisson kernel for evaluating at : The passage
to the third line is by Lemma 20.
Our observation after (3.7) that   0 ensures that I() is nonnegative, al-
though possibly innite. Hence, by Fatous lemma and Lemma 21, if u()! u()
as !  nontangentially, then
I ()  lim inf I() = D(f):
Also, if D(f) is nite then f()! f() and hence u()! u(): Thus, if u() does
not approach u() then D(f) =1 and we still have our inequality.
We now need to establish the reverse inequality. That is trivial if I() = 1:
To nish we show that if for some ; I() < 1 then u() ! u() as  ! 
nontangentially and, furthermore, D(f)  I () : If u() =  1 then (3.15) can be
simplied and we have
I() =
Z
T
e2u(e
i)1  ei2 d2 =
 fz   
2
H2
= D(f):
On the other hand if u() is nite we will see that u()! u() as !  in  ():
Recalling our auxiliary function  from (3.7) we can write
I() = e2u()
Z
T

 
u(ei)  u()1  ei2 d2 :
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Also

 
u(ei)  u() = Z
T
P
 
ei
  
u(ei
  u()) d
2


Z
T
P
 
ei


 
u(ei
  u()) d
2
=

1  jj2
Z
T

 
u(ei
  u())1  ei2
1  ei21  ei2 d2
 (1 + )2

1  jj2
Z
T

 
u(ei
  u())1  ei2 d2 :
Here the passage from the rst line to the second uses Jensens inequality and the
passage to the nal line uses the denition of  () and Lemma 21. Taking the
limit as !  now gives what we want.
Having established that u()! u(); we now study I () I () : Taking (3.16)
into account we have the following expressions for I ()  I ()
I ()  I () =
Z
T
e2u(e
i)   e2u()   2e2u()(u(ei)  u())1  ei2 d2
 
Z
T
e2u(e
i)   e2u()1  ei2 d2
=
Z
T
e2u()
 
u(ei)  u()1  ei2
 
1 
1  ei21  ei2
!
d
2
+
Z
T
e2u()
 
u(ei)  u()1  ei2   e
2u(ei)   e2u()1  ei2 d2
=
Z
T
e2u()
 
u(ei)  u() 1  1  ei21  ei2
!
d
2
+
Z
T
e2u() (u()  u())1  ei2 d2
The rst line used (3.16). The passage to the second line is algebraic. The passage
to the third line uses the denition of ; algebraic cancellation, and the fact that,
because u is harmonic,
R
u(ei)=
1  ei2 d: = R u()= 1  ei2 d:
By the dominated convergence theorem the rst integral tends to zero as ! 
nontangentially. The second integral has positive integrand. This gives an upper
bound for I() for  near  and hence, by Lemma 21, we know that I()! D(f)
as  !  nontangentially. Thus D(f)  I () and that inequality completes the
proof of Theorem 50. 
3.3. Consequences.
3.3.1. Approximations and Truncations. The previous results and techniques
can be used to establish majorization and approximation tools. We do some of
that now and return to those themes in Chapter 12 where we consider the invariant
subspaces of the Dirichlet shift.
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Approximations: When studying f 2 Hol (D) it is often convenient to be
able to approximate f by functions that are better behaved, for instance by fr
where, for 0  r < 1; fr(z) = f(rz). For example, if f 2 D then fr 2 D \Hol
 
D

and we have norm convergence fr ! f as r ! 1: We now develop tools to do
approximation in the function spaces D :
Proposition 42. Fix  2 T, f 2 H2; r < 1; then 
1  r22D(fr)  kfk2H2
Proof. Suppose f(z) =
P
n0 fnz
n: For  xed, we want to compute the H2
norm of the following function of z
f(rz)  f(r)
z    =
X
n0
fnr
n z
n   n
z   
=
X
n0
fnr
n
n 1X
k=0
zkn k 1
=
X
k0
 1X
n=k+1
fnr
nn k 1
!
zk:
We estimate the coe¢ cient of zk by
1X
n=k+1
fnr
nn k 1

2

 1X
n=k+1
jfnj2
! 1X
n=k+1
r2n
 kfk2H2
r2k+2
1  r2
and thus
D(fr) =
f(rz)  f(r)z   
2
 kfk2H2
1X
k=0
r2k+2
1  r2
= kfk2H2
r2
(1  r2)2 ;
which gives what we want. 
Proposition 43. Suppose D(f) <1; r < 1; then D(fr)  4D(f):
Proof. That D(f) < 1 ensures there is g 2 H2 with f(z) = f() +
(z   ) g(z) and kgk2 = D(f): Thus, for 0 < r < 1
D(fr) =
f(rz)  f(r)z   
2
D
=
rgr   (1  r)gr   gr ()z   
2
D
:
Using the fact that k+ k2  2 kk2 + 2 kk2 and the previous proposition it is
straightforward to complete the proof. 
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Proposition 44. Suppose D(f) <1 and g 2 H1: We have D(fg) <1 if
and only if f() = 0 or D(g) <1: Furthermore
D(fg)  2

kgk21D(f) + jf()j2D(g)

; and
jf()j2D(g)  2

kgk21D(f) +D(fg)

:
Proof. Dene A by
(3.17) A(z) =
fg(z)  fg ()
z    = g
f   f()
z    + f()
g   g ()
z    :
The hypothesis ensure that the rst summand on the right is in H2: Thus A is in
H2 if and only if the second term on the right is in H2: That is a reformulation of
the rst statement to be proved.
To estimate D(fg) = kAk2H2 we use the right side of (3.17) and the natural
estimates. If we then rewrite our equation A = B + C; as C = A  B and use the
same argument we obtain the desired estimate for jf()j2D(g): 
Proposition 45. Suppose  is a nonnegative measure on the circle, f 2 D () ;
g 2 H1; and gf 2 D () : Then, as r ! 1; grf converges weakly in D () to gf:
Proof. Certainly grf converges pointwise to gf: Hence, noting Proposition
FFappendix A reference FF it su¢ ces to show kgrfkD() is uniformly bounded.
That norm involves an H2 norm and a boundary integral of local Dirichlet integrals.
The H2 term is easy to deal with. We now estimate the local Dirichlet integrals,
D . We will nd A;B > 0 which may depend on f and g but not on  or r; so that
D (grf)  AD(f) +BD(gf):
Integrating with respect to  will then give the desired conclusion.
If f() = 0 then, by the previous proposition, we are done. We now consider
the other case and use both parts of Proposition 44;
D(grf)  2

kgrk21D(f) + jf()j2D(gr)

 2

kgrk21D(f) + 4 jf()j2D(g)

 2

kgrk21D(f) + 8(kgk21D(f) +D(fg)

= AD(f) +BD(gf);
as required. 
Auxiliary Functions: We collect some computational properties of our aux-
iliary function : Recall that  was dened in (3.6) as
(x; y) =

ex   ey   ey(x  y) x; y 2 R
ex x 2 R, y =  1
For real numbers a; b, set a _ b = max fa; bg and a ^ b = min fa; bg :
Proposition 46. For x1; x2 2 R , y1; y2 2 R [ f1g ;
 (x1 _ x2; y1 _ y2)   (x1; y1) _  (x2; y2) ;(3.18)
 (x1 ^ x2; y1 ^ y2)   (x1; y1) _  (x2; y2) :(3.19)
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Proof. If x1 _ x2 = x1 and y1 _ y2 = y1 the conclusions are automatic;
similarly if x1_x2 = x2 and y1_ y2 = y2:We now consider the case of x1_x2 = x1
and y1 _ y2 = y2; the other case then follows by symmetry. Also, because of the
continuity of ; the result for y2 =1 will follow from the result for nite y2.
We now use the monotonicity properties of : If x1  y2 then, noting that
@x(t; y2)  0 for x2  t  x1  y2; we conclude that (x1; y2)  (x2; y2): If, on
the other hand, x1  y2 then, noting that @y(x1; t)  0 for y1  t  y2  x1; we
see that (x1; y2)  (x1; y1): This completes the proof of (3.18).
The proof of (3.19) is similar. If x2  y1 we use the fact that @y(x2; t)  0
for x2  y1  t  y2 to see that (x2; y1)  (x2; y2) In the nal case, x2  y1;
we note @x(t; y1)  0 for y1  x2  t  x1 to see that (x2; y1)  (x1; y1): 
Dene the functions g and G by, for x; y 2 R;
g(x) =

2x if x < 0
x if x  0(3.20)
G(x; y) = 4(x; y)  (g(x); g(y))(3.21)
Proposition 47. 8x; y 2 R; G(x; y)  0:
Proof. If x; y  0 then G(x; y) = 3(x; y)  0:
If x; y < 0 then we compute
sgn (@yG) = sgn (4e
y (1  ey) (y   x)) = sgn (y   x) :
This, together with the fact that G(x; x) = 0; lets us conclude that G  0 in this
region.
Now suppose x < 0  y: In this region @yG = ey (3y   2x)  0 and thus G is
a non-decreasing function of y: Also, from the previous case we know G(x; 0)  0:
Hence G is positive in this region.
Finally we consider y < 0  x: We know from the rst case that in this region
G(x; 0)  0: Also, in this region
@yG (x; y) = 4e
y (y   x)  2e2y (2y   x)  4ey (y   x)  0:
and hence G(x; y) decreases with y: These two together ensure G  0 in this
region. 
Truncations: For f; g outer functions in H1 we dene f _ g to be the outer
function whose modulus on the boundary is j(f _ g) ()j = jg ()j _ jf ()j : We
dene the outer function f ^ g by requiring that j(f ^ g) ()j = jg ()j ^ jf ()j on
the boundary. These constructions interact nicely with the functionals D :
Proposition 48. Suppose f and g are outer functions in D. For every  2 T
we have
D (f _ g)  D (f) +D (g) ;
D (f ^ g)  D (f) +D (g) :
Consequently
kf _ gk2D  kfk2D + kgk2D ;(3.22)
kf ^ gk2D  kfk2D + kgk2D :
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Proof. The cases of D (f) = 1 or D (g) = 1 are immediate. Otherwise,
by (3.8)
D (f _ g) =
Z
T
(2

log
f  eit _ log g(eit)	 ; 2 flog jf ()j _ log jg()jg)
jeit   j2
dt
2
:
We now use the rst conclusion of Proposition 46 to dominate that byZ
T

(2(log
f  eit ; log jf ()j)	 _ (2  log g(eit) ; log jg()j))	
jeit   j2
dt
2
:
This estimate, together with the observation that if ;   0 then  _    + 
yields the rst part of the conclusion. Integrating that rst estimate gives the
part of (3.22) which involves D(): The part of (3.22) involving H2 norms is a
consequence of the inequality jf j2 _ jgj2  jf j2 + jgj2 :
The work for the other estimates is similar. 
For an outer function F 2 H1 and n > 0 we dene the truncation, Fn to be
the outer function Fn = F ^n:We extend the notation to all f 2 H1 by letting the
truncation act on the outer factor. That is, if f has the inner-outer factorization
f = IfOf then we set fn = If (Of )n:
Proposition 49. Suppose f 2 D; then
(1) Fix n > 0; For f = IfOf we have jfn(z)j  jf(z)j for all z 2 D and
kfnkD  kfkD :
(2) There is a sequence fgng  D \ H1 with jgn(z)j  jf(z)j for all n; all
z 2 D, kgnkD  kfkD for all n; and gn ! f in norm.
Proof. The pointwise estimate in the rst statement holds because the two
functions have the same inner factor and there is a pointwise inequality between
their outer factors. That inequality is a consequence of the pointwise inequality of
the boundary values of the harmonic functions log jOf j and log j (Of )n j:
The norm estimate is a straightforward consequence of the following estimate.
D (fn) = D (If (Of ^ n))
= D(If ) jOf ^ n()j2 +D(Of ^ n)
 D(If ) jOf ()j2 +D(Of ) +D(n)
= D(f)
Here the passage to the second line uses (5.2), the passage to the following line
uses the denition of Of ^ n and the previous proposition. The nal line comes
from noting that D(n) = 0 and using (5.2) again.
Now that we know the sequence ffng1n=1 is bounded we can nd a weakly
convergent subsequence fhng : The pointwise limit of the fn is f and hence the
weak limit of the hn must be f: FF Put Mazurs lemma in Appendix A and refer
to it here FFMazurs lemma states that in such a case there is a sequence fgng of
convex combinations of the h0ns which converge in norm to the same limit. Because
the gn are convex combinations they inherit the required additional properties from
the hn: 
Note that if f 2 H1 and K > 0 then (1=f)K 2 H1: To see this, rst note that
it su¢ ces to verify it for f which are outer. The outer function (1=f)K is dened
198 11. ALTERNATIVE NORMS
by having modulus G = jf j 1 ^K on the boundary. For G to be the modulus of
the boundary value of an H1 function it su¢ ces to have G bounded above, which
it is, and to have log G 2 L1(d) (3). That last fact is a consequence of knowing
jf j 2 L1(d):
Proposition 50. For  2 T;K > 0, f 2 H2; f outer
D
  
f 1

K
f2
  4D (f) :
Proof. There is nothing to do if the right side is innite. Next, note that by
homogeneity, the case K = 1 implies the general case. To see this we compute
D
  
f 1

K
f2

= D
 
K 1
 
(Kf) 1

1
(Kf)2

= K 2D
  
(Kf) 1

1
(Kf)2

 4K 2D (Kf) = 4D (f) :
The passage to the second line used the case K = 1:
Now we consider the case K = 1: We always have
 f 1
1
f2
  jf j : Hence,
tracing through the denitions we nd that if f() = 0 we have D
  
f 1

1
f2
 
D (f)  4D (f) :
Suppose now f() 6= 0. For  2 T, set w() = log jf()j : Again working through
the denitions we see that
log
 f 1
1
f2
 () = g (w())
where g was dened in (3.20).
Taking note of formula (3.8) for outer functions, we see that we will be done if
we show that, 8 2 T,
(2g (w()) ; 2g (w()))  4(2w(); 2w());
or, equivalently, using the notation from (3.21), that G(2w(); 2w())  0: That,
however is Proposition 47. 
3.3.2. Boundary Values and Carleson Measures. Recall that Mult (D) is the
space of multipliers of D, CM(D) is the space of Carleson measures on D; and
X =
n
f 2 Hol (D) : jf 0j2 dxdy 2 CM(D)
o
with the norm kfkX = jf(0)j+
jf 0j2 dxdy
CM(D)
.
FFthat last term looks quadratic -there might be a bunch of mistakes
on this particular issue scattered through. please be on the lookout for them
FF
We encountered X when studying multipliers and showed that Mult (D) =
H1\X and again in this chapter when studying asymmetric Hankel forms. It will
reappear in Chapter 13 when we study the symmetric Hankel form.
By testing the Carleson condition against the constant function we see that
X  D  H2. Hence functions in X have boundary values a:e: d and, in fact, can
be recovered from these values. This leads to the question of how membership in
X , which in terms of behaviorinside D, be characterized in terms of the boundary
values? The analogous question for multipliers was answered by Stegenga [Steg,
Thm. 2.7] using D and an analogous result holds for multipliers. SeteX = ff 2 Hol (D) : D(f) jdj 2 CM(D)g
Proposition 51.
X = eX ; Mult (D) = H1 \ X = H1 \ eX :
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Proof. We know that the rst two spaces in the second equation are equal.
Hence we will be done if we establish X = eX : The statement f 2 eX is the statement
that there as a Cf such that, for any g 2 D;Z
jgj2D(f) jdj  Cf kgk2 :
We now use (3.9) to rewrite the left hand side as an integral over the disk:
(3.23)
Z
jgj2D(f) jdj =
Z Z
D
PI(jgj2) jf 0j2 dxdy;
where PI(h) is the Poisson integral of a boundary function h: On the other hand
the statement f 2 X is the statement that there as a C 0f such that, for any g 2 D;
(3.24)
Z Z
D
jgj2 jf 0j2 dxdy  Cf kgk2 :
We will be done if we can get good comparison of the left hand side of (3.24)
with the right hand side of (3.23). To do that we compare
g2(z) with PI(jgj2):
First we represent
g2(z) using the Poisson integral formula, bring in absolute
values and invoke Jensens inequality; that is,g2(z) = jPI(g(z))j2  jPI(jgj)(z)j2  PI(jgj2)(z):
This gives
PI(jgj2)(z)  jPI(jgj)(z)j2  0:
On the other hand
(3.25) sup
z2D
n
PI(jgj2)(z)  jPI(jgj)(z)j2
o
<1:
This fact is more subtle. The supremum in the previous line is the square of the
Garsia seminorm, a seminorm which is nite on the space BMO; and, in fact, could
be used to deneBMO [?]: Combining that with the fact that g 2 D  BMO allows
us to complete the proof. 
An aside: The result about BMO is not necessary for the proof; a direct proof
that (3.25) holds for g 2 D is not di¢ cult. We mentioned the Garsia seminorm
because it is part of the story we were discussing in Section 1 of using variation
measures to dene spaces. Continuing that story, and using notation from (1.3),
we set StdDev(f)(z) =
p
Var(f)(z): (In probability theory the standard deviation
is the square root of the variance.) With the denition, the fact that BMO can be
dened using the Garsia seminorm is the statement that f is in BMO exactly if
StdDev(f)(z) 2 L1(D; d):
This is in the same spirit as the theorem of Böe mentioned in Section 1 that f is
in D exactly if
StdDev(f)(z) 2 L2(D; d):
In fact, for 1 < p < 1 having StdDev(f)(z) 2 Lp(D; d); characterizes f in the
Besov space Bp [Boe03] which were dened in Section 5.3.
It would be interesting to have a characterization of functions in eX in terms of
local oscillation, in the spirit of the characterization of BMO by (3.25).
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3.3.3. The Formulas of Douglas and Carleson.
Corollary 19. If f 2 D then Douglasformula (3.4) holds.
Proof. This only requires Proposition 38. The formula (3.4) is the special
case of that proposition in which d is arc length measure on the circle. 
The following is an interesting further consequence. However we should note
that it is much weaker than the rened boundary convergence results that we
mention briey in Section 1.4.
Corollary 20. At almost every boundary point ;D(f) < 1 and f has an
orocyclic limit.
Proof. Given Douglasformula, the integrand must be nite a:e::We saw in
Proposition 37 that there is an orocyclic limit at any  at which D(f) <1: 
Corollary 21. If f 2 D then Carlesons formula, (3.5) holds.
Proof. By Douglas formula we know D(f) =
R
TD(f) jdj =2: When we use
Theorem 50 and obtain three terms. The rst two are terms in (3.5). The third
term is, recalling that u = log jf j ;
I =
Z
T
Z
T
e2u(e
it)   e2u(eis)   2e2u(eit)(u(eit)  u(eis))
jeit   eisj2
dt
2
ds
2
We need to manipulate this expression slightly to get the third term of (3.5). We
write I = I=2 + I=2, thus
I =
Z
T
Z
T
=
1
2
Z
T
Z
T
+
1
2
Z
T
Z
T
:
In the second summand we interchange the order of integration and then relabel
the integration variables; s! t; t! s: We then continue with
I =
1
2
Z
T
Z
T
e2u(e
it)   e2u(eis)   2e2u(eit)(u(eit)  u(eis))
jeit   eisj2
dt
2
ds
2
+
1
2
Z
T
Z
T
e2u(e
is)   e2u(eit)   2e2u(eis)(u(eis)  u(eit))
jeit   eisj2
dt
2
ds
2
=
Z
T
Z
T
(e2u(e
it)   e2u(eis))(u(eit)  u(eis))
jeit   eisj2
dt
2
ds
2
:
The last step was algebraic combination of the two integrals. The nal line is the
required expression for (3.5). 
Every f 2 D has a factorization f = BfSfOf where the three factors are given
by (3.1), (3.2), and (3.3). The H2 norm of f only depends on Of : The situation
with the D norm is more complicated but the following pair of consequences of
(3.5) gives some insight into the roles of the factors.
Corollary 22. The only inner functions in D are nite Blaschke products.
Proof. If f 2 D is inner then u is identically zero and Of is identically one.
In that case (3.5) becomes
D(f) =
Z
T
X
j
Pzj (e
is)
ds
2
+
Z
T
 Z
T
2
jeit   eisj2
ds
2
!
df (t):
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Each Pzi is a probability measure and hence the rst term counts the number of
zeros of the Blaschke product; hence that must be nite. In the second term, the
inner integral is identically innite. Hence that term is nite only if f is the zero
measure. 
This result can also be obtained using the geometric point of view of Section
1.2. The crucial fact needed from geometric function theory is that if f is any inner
function other than a nite Blaschke product then it maps the disk to itself in an
innitely sheeted manner, [Zyg].
The following observation is due to Ross [Ross].
Corollary 23. With the notation of the theorem, and for any  in the circle
D(f) = [D(Of )] + [D(BfOf ) D(Of )] + [D(SfOf ) D(Of )] :
The corollary is an elementary algebraic consequence of the theorem. It is
noteworthy because it expresses D(f) as a sum of three positive terms, each having
a conceptual description. The rst term is the contribution of the outer factor.
Once that outer factor is xed, the further increase in D(); due to inclusion of
a Blaschke factor and a singular inner factor, are given by the second and third
terms.
3.3.4. The F Property and Zero Sets. Any f 2 D, in fact any f 2 H1; has
a factorization f = BfSfOf : Recalling that an inner function is any product of
a Blaschke factor and a singular function, we see that f also has an inner-outer
factorization, f = IfOf ; where the inner factor, If is given by If = BfSf ; There
are aspects of a function which behave in predictable ways when an inner factor is
removed. For instance the number of zeros in the disk decreases. Also, the moduli
of the boundary values are unchanged, and hence the H2 norm is unchanged. We
say that a space Y  H1 has the F property if it is always possible to remove an
inner factor and stay in the space. That is, if If 2 Y for some inner function I
then f 2 Y. In particular, if Y has the F property then for any g 2 Y, the outer
factor of g is in Y. For instance, H2 has the F property.
Recall the spaces X and eX discussed in Section 3.3.2. Also recall the Dirichlet
type space D(); given a nonnegative measure  on T then D() is the space of
f 2 Hol (D) for which the norm given by
kfk2D() = kfk2H2 +
Z
T
D(f)d()
is nite. Thus, if  is normalized Lebesgue measure then D() = D, if  is the zero
measure then D() = H2:
If we set
(z) =
Z
T
Pz()d():
Then, by Proposition 38, we also have that
kfk2D() = kfk2H2 +
Z
D
jf 0(z)j2 (z)dxdy

:
Corollary 24. Suppose  is a nonnegative measure on T
(1) The spaces D and D() have the F property.
(2) The spaces Mult (D) and Mult (D()) have the F property.
(3) The space X = eX has the F property.
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Proof. Suppose f 2 D, I is an inner function, and  is on the circle. Theorem
50 states that D(f) is a sum of three terms. The term involving the outer factor of
f will not change when f is replaced by If: The other two terms will both become
larger. Thus
(3.26) D(f)  D(If):
Integrating this estimate and noting that the kfkH2 = kIfkH2 gives the rst state-
ment. The second statement follows because, in general, if X has the F property
then so does its multiplier algebra. For the third property, having g 2 eX is equiv-
alent to having D(g)d be a Carleson measure. The fact (3.26) ensures that this
measure becomes smaller when an inner factor is removed: Hence the modied
measure is also a Carleson measure and thus the modied function is in eX : Finally
X = eX by Proposition 51. 
Exercise 80. Check that if X has the F property then so does its multiplier
algebra.
Knowing a space X has the F property is a basic tool for studying zero sets
for functions in X: For instance here is the proof of Theorem 22 based on the F
property instead of the explicit computations involving division by Blaschke factors.
Corollary 25. (1) Any subset of a zero set for Mult (D) is an exact
zero set for Mult (D).
(2) Theorem 22 holds: D and Mult (D) have the same zero sets.
(3) The union of any two exact zero sets for D is an exact zero set for D.
Proof. Suppose S is zero set for Mult (D) and R  S is the subset of interest.
Select m 2 Mult (D), not identically zero and having zero set T  S: We know
Mult (D)  H1 and hence T satises the Blaschke condition (2.2). The Blaschke
product BT associated with T factors as the product of Blaschke products with
zero sets R and TR; BT = BRBTR: We know that m = BTO for some outer
function O: Because Mult (D) has the F property we conclude that
m
BTR
=
BTO
BTR
= BRO 2 Mult (D).
This gives an element of Mult (D) with zero set exactly R, establishing the rst
claim.
Given the rst claim, the earlier proof of Theorem 22 goes through without
need for the lemma concerning division by Blaschke factors.
For the third claim, rst note that the product of two multipliers is a multi-
plier, hence the multiplier analog of the third statement is true. Combining this
observation with the second statement yields the third statement. 
A similar result holds for the Hardy spaces; there it is a straightforward of the
factorization theorem and the basic theory of Blaschke products. The analog of the
rst statement also holds for the Bergman space, a result of Hedenmalm [Hed91].
On the other hand the zero sets for Bergman space functions need not satisfy the
Blaschke condition, hence the second statement fails. That the third statement also
fails was rst shown by Horowitz [Hor74].
Exercise 81. Suppose H is a RKHS of holomorphic functions on the disk,
that H has a CPP, and that H has the F property. To what extent can the previous
proof be adjusted to give an analogous result for H?
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4. Notes and Comments
 Much of the material in the rst half of the chapter is based on [Rochberg
Wu],
 Mention [AP] for vectorial version of Hankel and related
 Perhaps a sentence or two on decomposition theorems, perhaps references
to [rrcrr] for spaces of holomorphic functions, [fj] for besov spaces, and
[yves] for spaces characterized by wavelet coe¢ cients. The viewpoint in
this chapter is discussed more systematically in [Roc85] and. More recent
situation can be glimpsed in the paper by Feichtinger and Voigtlaender
[FV], the series of books by Triebel [Tri] and the references in those
sources.
 Much of the second half is based on a pair of papers by Richter and
Sundberg.
 A more general version of Proposition 3.9, one which applies to the spaces
described in Section 5.8, [Ale93, Theorem IV.1.9].
 Chapter *** considers a di¤erent type of Hankel form on the Dirichlet
space and has more discussion.

CHAPTER 12
Shift Operators and Invariant Subspaces
In this chapter and the next we consider the shift operator, the
operator of multiplication by the coordinate function, on spaces of
holomorphic functions on the disk. In this chapter we recall ba-
sic facts about operators and summarize some of the basic results
about the shift operator on the Hardy space. We also introduce
Richters results on twoisometries which will be fundamental in
our discussion of the Dirichlet shift. The following chapter is de-
voted to the shift operator on the Dirichlet space.
The theory of shift operators on function spaces in general,
and on the spaces we are considering in particular, is a rich and
rapidly evolving topic. We will only tell a few parts of that story
and our presentation will not be self contained.
The shift operator on a space of holomorphic functions on the disk is the oper-
ator of multiplication by the coordinate function. Our focus will be on S; the shift
operator on the Dirichlet space D. However for background and for comparisons
we begin with a discussion of the Hardy shift, SH2 ; the operator of multiplication
by z on the Hardy space, H2; and the Bergman shift, SA2 : In each of the three
cases the operator is unitarily equivalent to an operator on a one sided sequence
space (the space of Taylor coe¢ cients) which acts by inserting 0 in the initial spot
and shifting each other entry one place to the right, whence the name. We will
pass freely between the two viewpoints, operators on functions and the operators
on sequences, generally using the same name and notation for both. For the Hardy
space the associated sequence space is `2(Z0): For the other two a weighted `2
space is needed.
Exercise 82. Fill in the details above. What are the relevant weighted spaces?
What are the unitary maps? Also, SA2 is unitarily equivalent to a "weighted shift"
on the unweighted space `2(Z0): Fill in the details of that equivalence and of the
analogous one for S = SD.
We will be particularly interested in the invariant subspaces of these operators.
Recall that for a bounded linear operator, T; on a Hilbert space, H, an invariant
subspace, V; is a closed subspace of H which is mapped into itself by T; i.e. 8v 2 V;
Tv 2 V: The name is sometimes restricted, sometimes without mention, to non-
trivial subspaces; V 6= H; V 6= f0g : A fundamental question for any operator T is
if it has any nontrivial invariant subspaces. (The question if every bounded oper-
ator on Hilbert space has an invariant subspace is the Invariant Subspace Problem
which has been open for more than fty years.) For instance, for each of our three
shifts the subspace of functions which vanish at the origin is a nontrivial invariant
subspace.
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More generally, with T given, for any f in H one wants a description of [f ] ;
the invariant subspace generated by f; that is, the smallest invariant subspace
containing f: In the extreme case this invariant subspace is the whole space, [f ] = H:
In that case f is called cyclic (for T ), and describing the cyclic vectors is one goal
of the analysis of T: If there is such a cyclic vector then the operator T is said to
be cyclic.
The invariant subspace [f ] is the closure in the norm topology of the set
Poly(T )(f) = fp(T )f : p a polynomialg : In particular, if H is a space of holo-
morphic functions on the disk and T is the shift operator on that space, then
Poly(T ) (f) = fpf : p a polynomialg : If, also, 1 2 H then Poly(T )(1) = fp : p a polynomialg
in which case the question if 1 is cyclic is the question of the density of the poly-
nomials. Thus, the constant function is a cyclic vector for the Bergman shift, the
Hardy shift, and the Dirichlet shift and each of those operators is cyclic. On the
other hand, the direct sum of two of those operators acting on the direct sum of
the two corresponding spaces is not cyclic.
There are alternative descriptions of [f ] which are sometimes more convenient.
We state the following result for the shift on the Dirichlet space but it is clearly
more general.
FFThe equivalence 1 and 3, even in the case f = 1 perhaps should have
separate mention, perhaps in the appendix, track down richter-sundberg comments
 FF
Proposition 52 (Brown and Shields, [BS, Prop. 6??]). Suppose f 2 D and
[f ] is the shift invariant subspace generated by f: The following are equivalent for
g 2 D:
(1) g 2 [f ]; that is, g is in the norm closure of {pf : p a polynomial}
(2) g is in the weak closure of {pf : p a polynomial}
(3) There is a sequence fgng  [f ] which is norm bounded, sup fkgnkg < 1;
and which converges pointwise to g; 8z 2 D, gn(z)! g(z):
Proof comments. The rst two are equivalent because the norm closed sub-
spaces of a Hilbert space are the same as the weakly closed subspaces. The rst
statement clearly implies the third. If the third condition holds then fgbg must
have a weakly convergent subsequence. The convergence of fgn(z)g ensures that
that weak limit must be g; which establishes the second condition. Combining these
observations completes the proof. 
In particular we will frequently verify that g 2 [f ] by verifying the third condi-
tion.
1. Classes of Operators
1.1. Unitary and Normal Operators. A basic model of an innite dimen-
sional Hilbert space is the one-sided sequence space `2 = `2(Z0); the space of
sequences A = (a0; a1; a2; :::) for which kAk2 =
P
n0 janj2 < 1: A basic linear
operator on this space is the unilateral shift, SH2 ; which shifts each entry one place
to the right; SH2A = (0; a0; a1; a2; :::).
Exercise 83. Verify that this operator is unitarily equivalent to multiplication
by z on H2:
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This simple operator exhibits quintessentially innite dimensional behavior.
The operator SH2 is isometric, for all v kSH2vk = kvk : An isometric linear operator
acting on a nite dimensional space must be invertible; however, in contrast, SH2
is not invertible. Specically, it fails to be surjective; the vector (1; 0; 0; 0; :::) is not
in its range.
If T is any isometric operator on a Hilbert space then it must hold that T T = I.
(Here T  denotes the adjoint of T:) If, further, H is nite dimensional, then the
left inverse, T ; must be the inverse; hence T  = T 1 and we can continue with
T T = TT  = I: Operators which satisfy this last equation are called unitary, even
if H is innite dimensional. The operator SH2 ; having no inverse, is, a fortiori, not
unitary.
Recall that an operator is called normal if it commutes with its adjoint. Every
unitary operator is normal, but not conversely. The operator SH2 is not normal;
we can check that by computing both SH2SH2 and SH2S

H2 : Computation shows
that SH2 acts by discarding the rst entry of a sequence and shifting each of the
remaining entries one place to the left; SH2A = (a1; a2; a3:::): Thus S

H2SH2 = 1
(reecting the fact that SH2 is an isometry) and, with just a moments thought,
SH2S

H2 = I P0 where P0 is the projection onto the span of the vector (1; 0; 0; :::) :
Thus SH2SH2 has a nontrivial kernel and, hence, does not equal S

H2SH2 ; thus SH2
is not normal.
Although we will not pursue this direction, the operator SH2 has been and
continues to be actively studied [CR], as have the analogously dened operators
on other spaces. The operator SH2 is sometimes called the  shift (because it is
the adjoint) and sometimes called the backwards shift (describing its action on `2):
However on D, and in general, the backwards shift is not the adjoint of the shift.
Both of those operators are studied, the former perhaps more than the latter.
Exercise 84. Verify that the adjoint of the shift on `2 is the backwards shift.
When the natural unitary map is used to identify `2 and H2 the shift operator cor-
responds to Mz; multiplication by the coordinate function z:With that identication
what is the formula for the  shift?
Exercise 85. Compute the adjoint of the shift S on the Dirichlet space, both in
terms of its action on the sequence of coe¢ cients and as an operator on holomorphic
functions.
1.2. Subnormal Operators. Although SH2 is not normal; it is an important
member of a closely related class of operators; SH2 is a subnormal operator. An
operator T on a Hilbert space K is said to be subnormal if there is a larger Hilbert
space H which contains K as a closed subspace, and a normal operator R on H;
such that for all k in K; Rk = Tk: In particular, K is an invariant subspace for
R: We see that T = SH2 is subnormal by setting K = `2(Z0); H = `2(Z); and
letting R be is the bilateral shift, the operator on `2(Z) which acts by moving each
component of the sequence (in this case, a doubly innite sequence) one place to
the right. The Bergman shift, SA2 , is also subnormal, as is seen by the choices
K = L2(D, dxdy); H = A2 and with R the operator of multiplication by z acting
on L2 (D) :
The Dirichlet shift, S; is not subnormal. One way to see this is to use the
unitarily equivalent version of S; which is realized as an operator on a sequence
space, and then use Bergers criterion for a weighted shift to be subnormal. A proof
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of the criterion is in [Con, III,8.1,6], and that book is also a good introduction to
the theory of subnormal operators. Here we just state that result.
Given a sequence of positive numbers,  = fng1n=0 we say that the operator
S is the weighted shift with weight sequence  if there is a Hilbert space H with
orthonormal basis feng1n=0 such that the operator S is dened by Sen = nen+1:
There is no loss in taking H to be `2(Z0) with S given by
S(b0; b1; b2; :::) = (0; 0b0; 1b1; 2b2; :::) :
We will use the notation
n =

0 if n = 0
20
2
1    2n 1 if n > 0:
Thus S; SH2 ; and SA2 are (unitarily equivalent to) the weighted shifts with, for
n = 0; 1; 2; :::
n =

n+ 1
n+ 2
 1=2
; n = (n+ 1)
1
;
n =

n+ 1
n+ 2
0
= 1; n = (n+ 1)
0
= 1
n =

n+ 1
n+ 2
1=2
; n = (n+ 1)
 1
respectively.
Theorem 51 (Berger [Con, III,8.1,6]). The weighted shift SA is subnormal if
and only if the numbers

2n
	
are a moment sequence. That is, if and only if there
is a nonnegative measure, ; supported on
h
0; kSAk2
i
such that, for n = 0; 1; :::
n =
Z kSAk2
0
xnd(x) =
Z 1
0
xnd(x):
Corollary 26. The Dirichlet shift, S; is not subnormal.
Exercise 86. Check that the theorem gives the correct answer for SH2 and
SA2 : Prove the corollary. (Hint: Assume there is a  and estimate j+k for j xed
and k growing.)
1.3. Isometries. The simple properties of SH2 which we noted are almost
enough to characterize SH2 (up to unitary equivalence). We rst look at examples
to see how close we are to a characterization.
We know that SH2 is an isometry and is not invertible; but there are many
other operators with the same property. For instance, pick any auxiliary Hilbert
space H and consider the operator T = SH2
L
IH acting on `2(Z0)
L
H (IH
denoting the identity operator on H): This is a noninvertible isometry but is not
equivalent to SH2 : That can be seen, for instance, by noting that for any v 2
`2(Z0);
SnH2v ! 0: However for any nonzero h 2 H we have kT n (0 h)k =
k0 hk 9 0: Furthermore, letting dim(H) = k vary we obtain an innite family
of examples, and the kth example has T  acting isometrically on a subspace of
dimension exactly k; hence no two of the examples are unitarily equivalent.
To eliminate such examples we focus on isometries which are not invertible, and,
further, are not invertible on any nontrivial subspace. This excludes the previous
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example which are invertible on, for example, f0gLH: However, we have still not
characterized SH2 . Let `22 = `
2
2(Z0) = `2(Z0;C2) be the space of sequences
b = (b0; b1; b2; :::) where, now, the sequence entries are in C2 and kbk2 =
P kbnk2 :
The operator S(2)H2 ; the shift operator on `
2
2(Z0); is dened similarly to the shift
SH2 acting on `2(Z0); it shifts each sequence entry one place to the right and
inserts the zero vector in the rst spot. This operator is an isometry which is
not invertible on any nontrivial subspace. However S(2)H2 is not unitarily equivalent
to SH2 : One way to see this is to compute the codimension of the ranges of the
operators:
codim`2 SH2`
2 = dim(`2  SH2`2) = 1
6= 2 = dim(`22  S(2)H2`22) = codim`22 S
(2)
H2`
2
2:
The operator S(2)H2 ; which is called the shift of multiplicity two, is easily seen to
be unitarily equivalent to a direct sum of two copies of SH2 ; the shift of multiplicity
one.
That last variation brings us to the end of the story. Dening S(n)H2 ; n =
1; 2; :::;1 analogously, we have
FF review this page///make sure halmos ref is correct FF
Theorem 52 (Halmos [Hal61]). If T is an isometry on a Hilbert space H
which is not unitary on any nontrivial subspace, then there is an integer n (possibly
innite) such that T is unitarily equivalent to S(n)H2 acting on `
2
n:
That T is not unitary on any nontrivial subspace is implied by the condition
(1.1)
\
n>0
TnH = f0g :
Operators that satisfy (1.1) are called analytic; a reference to the fact that multipli-
cation by the coordinate function on spaces of analytic functions on the disk have
this property. Halmostheorem states that any analytic isometry is equivalent to
a (nite or countable) direct sum of copies of SH2 : In particular, if T is an analytic
isometry and dimker(T ) = 1 then T is unitarily equivalent to SH2 :
2. The Hardy Shift
If we regard SH2 ; the Hardy space shift, as acting on `2 then it is easy to nd
invariant subspaces: The subspace V1 =

A 2 `2 : a0 = 0
	
is a non-trivial invariant
subspace, as are the subspaces Vn; n = 2; 3; ::: consisting of vectors which begin
with strings on n zeros. It is also possible to nd some cyclic vectors. Clearly the
vector (1; 0; 0; :::) is cyclic and the vector (0; 1; 0; 0; :::) is not. Going a bit further:
Exercise 87. Show that the vector va;b = (a; b; 0; 0; :::) is cyclic if jaj > jbj and
is not cyclic if jaj < jbj : What happens when jaj = jbj?
The full story about the operator SH2 is much richer, and that richness begins
to unfold beautifully when we change viewpoints from the shift acting on `2(Z0)
to multiplication by z acting on H2: That is, when we associate A = (a0; a1; :::) 2
`2(Z0) with A(z) =
P
k0 akz
k 2 H2 then the shift. using intentionally am-
biguous notation, is given by SH2(A)(z) = zA(z): In this picture SH2 acts by
multiplication and hence the operator is sometimes denoted by M or Mz:
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2.1. Simple Things. Viewing the shift as a multiplication operator on a space
of functions, suggests analogies between the invariant subspace theory of the shift
and ideal theory for algebras of analytic functions on the disk. For instance, knowing
if a function is in an invariant subspace is similar to knowing if a function is in an
ideal. Also, the question whether a function f is cyclic is similar to the question if
the ideal generated by that function is the entire algebra. Given this, it is natural
to speculate that if f has a zero inside the disk then f is not cyclic. Conversely,
perhaps if the values jf(z)j stay away from zero (whatever that may mean) then f
will be cyclic. Here are some elementary results in line with these thoughts
In the polynomial algebra the constant function, 1; is not in any proper ideal.
In H2 the function 1 is not in any nontrivial invariant subspace. Also, each w 2 C
corresponds to a maximal ideal in the polynomial algebra; the ideal of polynomials
which vanishes at w or, equivalently, the ideal with generator f(z) = z w: For the
shift on H2 each w 2 D corresponds to an invariant subspace of codimension one,
f 2 H2 : f(w) = 0	 and this subspace is generated by z  w: Verify this with the
following
Exercise 88. (1) Show that if w 2 D then f 2 H2 : f(w) = 0	 is a
closed subspace and equals

f 2 H2 : f(z) = (z   w)h(z); h 2 H2	
(2) Show f is not cyclic by giving an example of a nonzero h ? [f ] :
(3) Show that if h; k 2 [f ]? then there is a linear combination of h and k that
is in [f ] ; hence dim [f ]?  1: Together with the previous statement this
shows codim [f ] = dim [f ]? = 1:
This analysis can be continued. Given fwigni=1  D, a set of not necessar-
ily distinct points, the polynomial pW (z) =
Qn
i=1(z   wi) generates an ideal of
codimension n in the polynomial algebra and that ideal can also be described as
consisting of all polynomials which vanish (to the appropriate order) at all the wi:
The same polynomial generates a shift invariant subspace of H2 which is also of
codimension n; and it too can be characterized in terms of location and orders of
zeros. In fact this process gives all the shift invariant subspaces of H2 having nite
codimension.
Our analogy begins to fray when we consider the function f(z) = z   w with
jwj > 1. That function generates a nontrivial ideal in the polynomial algebra, yet
it is cyclic for the shift on the Hardy space.
Exercise 89. Show that if jwj > 1 then f(z) = z   w is cyclic. Show that, in
fact, given g 2 H2 then there is a k 2 H2 such that g(z) = (z   w)k(z):
The analysis to this point has been su¢ ciently simple so that what we have said
is not actually particular to the Hardy space. The same functions that generate
the invariant subspaces of nite codimension for the shift on the Hardy space also
generate all the nite codimension invariant subspaces for the Bergman shift or
the Dirichlet shift. Also, in each of the three cases, if jwj > 1 then f(z) = z  
w is cyclic. Di¤erences between the three cases appear when behavior near the
boundary of the disk is an issue. Membership in the three spaces places subtle
constraints on behavior near the boundary; constraints which vary from space to
space. That behavior near the boundary requires more careful analysis even in the
most straightforward examples.
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Exercise 90. Suppose we want to describe the invariant subspace of SH2 gen-
erated by f(z) = z   1:
(1) There is no analog of Exercise 89 to show that f is cyclic.
(2) Show that there is no nonzero h in [f ]? and thus f is cyclic.
(3) Is the function f(z) = z   1 a cyclic vector for the shift operator on the
Dirichlet space? for the shift operator on the Bergman space?
2.2. Beurlings Theorem. A fundamental step in merging the function theo-
retic and operator theoretic viewpoints for the Hardy space was Beurlings transfor-
mative 1948 paper [Beu48] in which he gave a complete description of the invariant
subspaces of the shift operator on the Hardy space.
Recall Theorem 2 from Chapter 3 which says that any f in H2 has an inner-
outer factorization f = IfOf . If If is normalized (its rst nonvanishing Taylor
coe¢ cient is positive), then the factorization is unique. Using this notation we
have
Theorem 53. The non-trivial invariant subspaces of the operator SH2 act-
ing on H2 are exactly the subspaces of the form IH2 =

If : f 2 H2	 for inner
functions I: If we require I to be normalized then the representation is unique.
Given a non-zero f 2 H2; f = IfOf ; then the smallest invariant subspace
containing f; is [f ] = IfH2: In particular, f is a cyclic vector for SH2 if and only
if f is an outer function.
With this result in hand, many facts about the invariant subspaces of SH2
can be obtained easily. For instance, every such subspace has the codimension one
property; that is, if V is any invariant subspace then dim (V 	 zV ) = 1: Also, every
invariant subspace is of the form mH2 where m is a multiplier of H2. Because all
multipliers are bounded, this ensures that each shift invariant subspace contains a
bounded function. In contrast there are subspaces of the Bergman space which are
invariant for the Bergman shift and which contain no nontrivial bounded function.
Finally, for inner functions I and J we have IH2 \ JH2  IJH2 and hence the
intersection of any two invariant subspaces contains a third.
Each of these properties suggest questions about the invariant subspaces of
other shift operators. We will show later that the analog of each of these three
properties hold for S; the shift operator on the Dirichlet space. None of them
hold for SA2; the shift operator on the Bergman space. FF The Bergman space
references are in other sections....Im not repeating them here. FF
2.3. The Projection. Let P denote the orthogonal projection of L2 onto H2:
Using Fourier series it is easy to check that P can be realized by
PF (z) = hF; kxiL2 =
1
2
Z
F ()
1
1  z d:
Beurlings theorem ensures that any invariant subspace, V; of SH2 is of the form
H2 =

f : f 2 H2	 for some inner function  = V :We now derive the formula
for the projection PV of H2 onto V:
Let M be the map of H2 to itself given my multiplication by ; Mf = f:
The adjoint,M; is given by PM whereM is the map of H
2 to L2 (d=2) given
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by multiplication by : That is veried by the computation:

(M)

f; g

H2
= hf;MgiH2 = hf;MgiL2(d=2)
= hMf; giL2(d=2) = hPMf; giH2 :
We now claim that PV , the orthogonal projection of H2 onto V; is given by
PV =MM

 =MPM:
To verify this we must show that for any f 2 H2; we have PV f 2 V and f  PV f ?
V: The rst statement is clear. For the second, select f 2 H2 and g 2 V We have
hf   PV f;gi = hf;gi   hPV f;gi
= hf;gi   hMMf;gi
= hf;gi   hMf;gi
= hf;gi   hMf; gi
= hf;gi   hf;Mgi
= hf;gi   hf;gi = 0;
as required.
We know from Proposition (5) that kV; the reproducing kernel for the space V
which evaluates a function in V at ; is given by PV k By the previous computation,
that equals MPMk : Recalling that k(z) = (1  z) 1 we see that
kV;(z) = PV k(z) =
()(z)
1  z ;
Pvf() =
*
f(z);
()(z)
1  z
+
:
Finally, the projection onto V ?; the orthogonal complement of V in H2; is given
by PV ? = P?V = I   PV . Hence for any f in H2 (or in L2)
P?V f() =
*
f(z);
1 ()(z)
1  z
+
:
Given an inner function  the space V ? just described is called the model space
associated with : Model spaces are studied for many reasons [GMR].
2.4. The Lattice. The set of invariant subspaces of an operator, for example
SH2 ; has a natural lattice structure. One lattice operation is forming the inter-
section of two invariant subspaces; the second is forming the join, the closure of
the vector sum of the two subspaces. Each gives a new invariant subspace, the
rst is the largest invariant subspace contained in both, the second is the smallest
invariant subspace containing both. This lattice is denoted Lat(SH2 ;H2) or just
Lat(SH2):
Using Beurlings theorem together with basic facts about inner functions it is
straightforward to describe the lattice structure of Lat(SH2 ;H2). We just collect
the basic observations.
The set of inner functions is a lattice with the operations of least common
multiple (LCM) and greatest common divisor (GCD). To compute the LCM of a
pair of inner functions I and J we work with the Blaschke factors and the singular
inner factors separately, the same holds for the GCD. The Blaschke factor of the
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LCM is the Blaschke product with zero set equal to the union of the zero sets of
I and J: The GCD is formed similarly but using the intersection of the zero sets.
Singular inner functions are determined by non-negative singular measures. The
lattice structure for them is induced by forming the largest measure smaller than
the given two, and the smallest measure larger than both. Both processes produce
new measures which are, again, non-negative singular measures.
Beurlings theorem establishes a lattice preserving correspondence between
Lat(SH2 ;H
2) and the set of inner functions. In short, the two lattices are the
same.
3. The Dirichlet Shift
Notice, for instance in the previous two subsections, how valuable inner func-
tions and Beurlings theorem are in studying invariant subspaces of the Hardy shift.
The situation is more complicated for the Dirichlet space.
3.1. Two-Isometries. Halmosresult, Theorem 52, has been very inuential.
Basing a study of SH2 on the fact that it is a cyclic analytic isometry has been
a powerful viewpoint in studying the operator itself, and has been at the heart
of fundamental generalizations. Helsons book [Hel] is an early example. More
generally, this theme pervades Nikolskiis book [Nik02].
The Dirichlet shift has di¤erent, but closely related property. It is a cyclic
analytic two-isometry. That fact and the viewpoints that come with it have become
a basic tool in the study of the Dirichlet shift, beginning with the results of Richter
[Ric91].
A linear operator T acting on a Hilbert space H is an isometry exactly if
T T   I = 0:
We will say T is a two-isometry if it satises the following two equivalent conditions:
(3.1) T 2T 2   2T T + I = 0;
or, equivalently, for all h in H;
(3.2)
T 2h2   kThk2 = kThk2   khk2 :
Any isometry is a two-isometry. Also, if T is a two-isometry on H then the re-
striction of T to any T  invariant subspace of H is a two-isometry. Two-isometries
were introduced by Agler and they are studied in [Agl90] [AS] but for reasons
quite di¤erent from the ideas we explore here.
The Dirichlet shift, S; is not an isometry (consider S (1)). However it is a
cyclic analytic two-isometry. It is analytic because (1.1) holds, and cyclic because
the polynomials are dense in D and hence the constant function is a cyclic vector.
To see that it is a two-isometry we verify (3.2). The monomials are a complete
orthogonal set and SD preserves that orthogonality. Hence we can verify (3.2) by
checking it for monomials. For h = zn the equation (3.2) reduces to
(n+ 3)  (n+ 2) = (n+ 1)  (n) :
Exercise 91. Check that the Hardy space shift, S; is a two-isometry. Find all
weighted shifts which are two-isometries. Can you describe those two isometries
as Mz; multiplication by z; on spaces of holomorphic functions on the disk with a
norm given in terms of the Taylor coe¢ cients.
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3.2. The Shift on D(). For the moment we denote by Mz the operator of
multiplication by z acting on any Hilbert space of functions analytic on the disk.
Recall the Dirichlet type spaces D() dened in Chapter 10; given a nonnegative
measure  on the circle, D() is dened as the space of g 2 Hol(D) for which
kgk2D() = kgk2H2 +
Z
T
D(g)d () <1:
Also. as we saw in Proposition 38 the integral on the right equals an integral over
the disk: Z
T
D(g)d =
Z Z
D
jg0j2 PI(d)dxdy:
Here PI(d) denotes the Poisson integral of the boundary measure d();
Theorem 54 ([Ric91, Theorems 7.1, 9.1]). (1) Suppose T is an opera-
tor on H with dim (H  TH) = 1: Then T is a cyclic analytic two-
isometry if and only if there is a positive nite Borel measure  on T
such that T is unitarily equivalent to Mz acting on D().
(2) If W is a proper invariant subspace of Mz acting on D() which satises
(3.3) dim (W MzW ) = 1;
then, selecting f 2W MzW with kfk = 1; and setting f = jf j2 d; we
have W = fD(f ) and, for all g 2 D(f ); kfgkD() = kgkD(f ) : That is,
8g 2 D(f ) we have fg 2W and
kfgk2H2 +
Z
T
D(gf)d = kgk2H2 +
Z
T
D(g) jf j2 d
= kgk2H2 +
Z Z
D
jg0j2 PI(jf j2 d)dxdy:
Furthermore, every element of W is obtained this way.
We will not prove this theorem but we will use it in our analysis of the invariant
subspaces of D. In the next chapter we will use the rst part of the theorem to
show that any W in Lat(Mz;D) satises (3.3) and then use the second part of the
theorem, in the special case D() = D, to develop information about W ..
This theorem brings into view a fundamental tool in the study of shift oper-
ators in general and the Dirichlet shift in particular. Given a RKHS of holomor-
phic functions on the disk, and given V , an invariant subspace for the operator
of multiplication by z; we dene the extremal function of V to be a unit vector in
f 2 V MzV: In some ways these functions generalize inner functions. In particular
the previous theorem and corollary show that those f are contractive multipliers
which are generators of the associated invariant subspaces.
Exercise 92. If H = H2 and V is a shift invariant subspace then the ex-
tremal function for V is a contractive multiplier (in fact, an inner function) which
generates V:
The full story on extremal functions is rich and rapidly evolving. In the next
chapter we will see aspects of that theory in the Dirichlet space. Similarly dened
functions also play a role in Bergman space theory, [HKZ], [DjSh]; and, more
generally, for a large class of RKHS, for example [Shi98].
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4. The Bergman Shift
We will be focusing on the invariant subspace theory of the Dirichlet shift
and have discussed the Hardy shift to provide historical context and to highlight
analogies. Results for the shift on the Bergman space provide interesting contrasts
with those results. We will mention two examples. The Bergman space and its shift
operator are actively studied; the books [HKZ] and [DjSh] are a good introduction.
One basic di¤erence between A2 and both H2 and D is that the Bergman space
contains functions whose zero sets do not satisfy the Blaschke condition. This has
immediate consequences for invariant subspaces of SA2 : Suppose f 2 A2; has a zero
set, Z; which does not satisfy the Blaschke condition. Every function in Vf = [f ]
must vanish on Z; but no nontrivial function in a Hardy space can vanish on Z:
Hence [f ] is disjoint from the Hardy spaces. In particular [f ] contains no bounded
functions and thus no multipliers. This contrasts with the shift invariant subspaces
of H2 and D which are generated by multipliers.
We noted in the previous section that the invariant subspaces of the Hardy space
had the codimension-one property; namely, if V 2 Lat(SH2 ;H2) then dim (V  SH2V ) =
1: We will see that a similar statement holds for the shift operator on the Dirichlet
space. For the Bergman space the situation is completely di¤erent. A striking
result of [BFP] is that dim (V  SA2V ) can take any positive integer value or can
be innite. One immediate consequence of this is that not every V 2 Lat(SA2 ; A2)
is singly generated.
5. Notes and Comments
 Nikolskiis books are a good reference.
 Helsons book?
 Are there any other good standard references for these things? Agler
mccarthy? conway ?

CHAPTER 13
Invariant Subspaces of the Dirichlet Shift
In this chapter we present some of what is known about S; the
shift operator on D, and its invariant subspaces. We will see that
each invariant subspace is generated by a single function and we
develop relationships between f 2 D and the invariant subspace,
[f ] ; which it generates.
A fundamental question is characterizing the f which are cyclic,
that is, [f ] = D. The question is still open; we will discuss some
of what is known and the conjectured answer.
In this chapter we write S for the shift operator on D; the operator of multi-
plication by z acting on functions in D. There are substantial similarities between
results for S acting on D and results for the shift operators which act on the
weighted Dirichlet spaces D(); Theorem 54 shows that the theories of are closely
intertwined. Nevertheless, we will restrict our attention to the classical case of S
and D. More general results can be seen in [Ric88], [Ric91]. [RiSu91], [RiSu92]
and the papers going forward from those.
The book [EKMR14] is an excellent source of further information about the
shift invariant subspaces of D and D(), and in particular about cyclic vectors.
1. Overview
A few results about invariant subspaces of the D shift can be obtained using
results about the shift on the Hardy space. For instance, if f 2 D with the inner-
outer factorization f = Ih then [f ] ; the shift invariant subspace of D generated by
f; satises
(1.1) [f ] = [Ih]  D \ IH2:
To see this note that [f ] is certainly contained in D. For the other inclusion note
that
[f ] = [Ih] = closure in D of fpIh : p a polynomialg
 closure in H2 of fpIh : p a polynomialg = IH2:
In particular, if f has an inner factor then 1 =2 [f ] and hence f is not cyclic.
Corollary 27. If f 2 D is cyclic for the shift then it is outer.
However the Hardy space techniques are of limited use and even when results
for the D shift are very similar to those for the Hardy shift the methods of proof
are often quite di¤erent.
A basic tool in our analysis is Richters result, Theorem 54. To access that we
need to know that the invariant subspaces of the D shift have the codimension
one property. We prove that in the next section. After that, with Theorem 54 in
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hand, we know that any V in Lat(S;D), the lattice of invariant subspace of the
D shift, is singly generated. We then study the relation between the generator and
the subspace it generates, with our earlier analysis of the local Dirichlet integral
as a major tool. In Section 4 we study generators which are outer functions. In
Section 6 we consider the generators which have both inner and outer factors.
If f is cyclic for S it must be an outer function, and being outer is a complete
characterization of cyclic vectors for the shift on H2: However the situation for S
is more complicated. In the nal section we give a few results about cyclic vectors
for S and describe the current conjecture for their characterization.
2. The Codimension One Property
Lemma 22. Suppose V 2 Lat(S;D) and  2 H1, then V \ D  V:
Proof. Recall that for 0  r < 1 we dene r(z) = (rz): We know from
Exercise 13 that r is a multiplier. Thus for any f in V; rf 2 V: Now note that
the set frfg is bounded in norm. This follows from Propositions 43 and 44, and
here we use the fact that  2 H1: Hence, as in Proposition 52, the limit f is in
V: 
A subspace W is said to be a multiplier invariant subspace if it is invariant
under multiplication by all multipliers: 8w 2W ,  2 Mult (D); w 2W: Although
this is formally a stronger requirement than having W be invariant with respect to
multiplication by z; the two notions agree for the Dirichlet space.
Corollary 28. V 2 Lat(S;D) if and only if V 2 Lat(M;D) for all  2
Mult (D).
The nontrivial part of the proof of that is covered by the previous lemma.
The next corollary supports the informal idea that membership in any partic-
ular shift invariant subspace is determined by knowing where a function is small.
Corollary 29. Suppose V 2 Lat(S;D). If f 2 V , g 2 D; and jg(z)j  jf(z)j
then g 2 V:
Proof. Apply the previous lemma to  = g=f: 
Theorem 55. If f0g 6= V 2 Lat(S;D) then dim (V 	 zV ) = 1:
Proof. It is straightforward that dim (V 	 zV )  1: We need to establish the
other inequality.
In order to access the Lemma 22 and its corollary we will pass to an equivalent
problem where we can nd a bounded auxiliary function h. Let k be the greatest
nonnegative integer such that V  zkD. The fact that V is nontrivial and that Mz
is analytic (1.1) ensures that k is nite. Dene W by V = zkW: Note that W 2
Lat(S;D) and it is straightforward to see that
dim (V 	 zV ) = dim  zkW 	 zk+1W   dim (W 	 zW ) :
We now need to show the right hand quantity is at most one. To do that is su¢ ces
to show that if we have any g 2 W with g(0) = 0 then g 2 zW: We know g = zf
for some f 2 D hence we are reduced to showing that f 2W:
The construction ofW ensures that it contains a function h 2W with h(0) 6= 0:
Hence we can suppose that h(0) = 1 and, furthermore, using Proposition 49, that
h is bounded.
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By Proposition 49 we can nd ffng  D, each bounded by f in modulus and
converging to f in norm. Consider the decomposition of each fn given by
fn = fnh+ (zf)

fn (1  h)
zf

:
The rst summand is the product of two bounded functions in D and hence is in D
and hence, by subtraction, so is the second. The fn are each bounded and h is in
W; hence by Lemma 22 their product is in W: Also, zf is in W and the quantity in
the square brackets in bounded, hence, using that lemma again, the second product
is in W: Thus fn; the sum of the two, is in W: To nish note that the fn converge
to f and W is closed, thus f 2W: 
3. Invariant Subspaces are Generated by Multipliers
Theorem 56. Suppose f0g 6= V 2 Lat(S;D). Then:
(1) (V has the codimension one property) dim (V 	 SV ) = 1;
(2) ( is a multiplier) For  2 V 	 SV;  2 Mult (D)
kkMult (D)  max fkkD ; kkH1g <1:
(3) ( is a contractive multiplier) If  is normalized by kkD = 1 then
kkMult (D) = 1:
(4) (V is generated by ) V = [] ; in fact V = D(jj2 d) and 8g 2 D,
kgkD = kgkD(jj2d) ; in particular
D(g) =
Z Z
D
(g)=2 dxdy = Z
T
D(g) jj2 d:
(5) (Lat(S;D) is cellularly indecomposible.) If f0g 6= V;W 2 Lat(S;D) then
V \W 6= f0g :
Proof. Statement (1) is the previous theorem. Once we have that then we
have access to Theorem 54. We now use that theorem but with di¤erent notation.
In place of f; d; and df we now write ; d=2; and d = jj2 d=2:
We now establish 2: Recall the notation from Chapter 10. For functions f; g; I
in H2 with f; g outer, I inner, and for N  0 we have: f _ g is the outer function
which has boundary values jf _ gj = jf j _ jgj ; f ^ g is the outer function which has
boundary values jf ^ gj = jf j ^ jgj ; fN = f ^N; and (If)N = I  fN :
We separate the next step as a separate lemma. 
Lemma 23 ([Ale93, Lemma 4.8]). Suppose  2 D, k kD = 1 and for n =
1; 2; 3; :::;  ? zn ; then k k1  1:
FF that reference may be to the wrong paper FF
Proof of Lemma. By rst considering the case of polynomial  we see that,
if  2 [ ] then h ;  i = (0); and that
j(0)j2  k k2D :
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Pick and x t > 0; For  = 1^ (t= ) we have  =  ^ t, and thus, by Proposition
53,  2 [ ] : We can then use the previous estimate to obtain
j(1 ^ (t= )) (0)j2  k(1 ^ (t= )) k2D = k ^ tk2D
= k ^ tk2H2 +
Z
D ( ^ t) jdj
 k ^ tk2H2 +
Z
D ( ) jdj
= k ^ tk2H2 + 1  k k2H2
= 1 +
Z 
j ^ tj2   j j2

jdj :
In the passage from the second line to the third we used Proposition 48 and the
fact that D of a constant function is zero.
Now note that on the set f : j j  tg we have j ^ tj2 = j j2 : Hence
j(1 ^ (t= j j)) (0)j2   1 
Z
j j>t
 
t2
j j2   1
!
j j2 jdj
= t2
Z
j j>t
 
1  j j
2
t2
!
jdj
 t2
Z
j j>t
log
t2
j j2 jdj
= t2
Z
T
log
1 ^ (t= j j)2 jdj
= t2 log (1 ^ (t= j j))2 (0):
Here we passed from the second line to the third using the fact that, for all x;
1   x  log (1=x) : After rewriting that line we passed to the nal line using the
mean value property of harmonic functions. Using x   1  log x on the left hand
side, we obtain
log

1 ^ (t= )2

(0)  t2 log

1 ^ (t= )2

(0):
The quantity log

1 ^ (t= )2

(0) is the mean value of a nonpositive boundary func-
tion and hence nonpositive. If the previous inequality is to hold for some t > 1
then that nonpositive quantity must be zero; and hence its boundary function must
vanish identically, which happens only if f : j ()j > tg is a null set. 
Proof of Theorem, continued. To establish 2 rst note that by homo-
geneity it su¢ ces to verify the estimate with kkD = 1: In that case, by the previ-
ous lemma we also have kkH1  1: Thus we need to show that  2 Mult (D) and
kkMult(D)  1; that is, to show that for any g 2 D, kgkD  kgkD :
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Because  is bounded, g 2 D  D(jj2 d=2): By Theorem 54,
kgk2D = kgk2D(jj2d) = kgk2H2 +
Z
D(g) jj2 d=2
 kgk2H2 +
Z
D(g)d=2 = kgkD :
as required.
At this point, to establish 3 we only need to show kkMult(D)  1: That follows
by testing the operator of multiplication by  on a constant function,
Statement (4) is contained in Theorem 54.
Our remaining task is to show Lat (S;D) is cellularly indecomposible.; that is,
given V; ~V 2 Lat (S;D) ; V; ~V 6= f0g ;D there is a W 2 Lat (S;D) ; W 6= f0g ;with
W  V \ ~V : To do that it su¢ ces to nd a nonzero g 2 V \ ~V : Select a nonzero
F 2 V and a nonzero f 2 [F ] 	 z [F ]  V: By the previous parts of this proof we
see that f is a multiplier. Similarly, for any other nontrivial ~V 2 Lat (S;D) we can
nd ~f 2 ~V which is a multiplier. Hence by the second corollary above f ~f 2 [f ]  V
and similarly f ~f 2 ~V : Thus V \ ~V is nonempty. 
4. Outer Generators: Joins, Meets, and Powers
Now that we know every invariant subspace in singly generated we focus on
the relation between the invariant subspace and its generator. In this section we
consider outer generators.
The analogy between invariant subspaces and ideals in algebras of functions
suggests that a critical factor in describing the invariant subspace is knowing where
the generator is small and how small. The invariant subspaces generated by nite
Blaschke products, described in Exercise 95 are elementary examples. A less subtle,
but still straightforward instance is given by the following proposition which is a
slight variation of Lemma 29
Proposition 53. If f; g 2 D and there is a c such that for all z 2 D,
(4.1) for all z 2 D; jg(z)j  c jf(z)j
then [g]  [f ] : If f is outer then it su¢ ces to have
(4.2) for all  2 T; jg()j  c jf()j :
Proof. If f is outer then (4.2) implies (4.1). Thus we can assume (4.1) holds.
In that case we know k = g=f 2 H1: Recall that for 0 < r < 1; kr(z) = k(rz): From
Exercise 13 we know kr is a multiplier. Hence, taking note of the rst of the two
corollaries above we know krf 2 [f ] : We now use Proposition 45 with our function
k as the g in that proposition: We conclude that krf converges weakly to kf: The
subspace [f ] is closed and hence weakly closed; thus kf 2 [f ] as required. 
Exercise 93. V 2 Lat(S;D) contains an outer function if and only if any
generator of V is an outer function. In particular if V = D then any generator is
outer.
For fg1; g2; :::g  D, we denote by [g1; g2; :::] the smallest invariant subspace
containing G:
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Theorem 57. If f; g 2 D are outer then
[f; g] = [f _ g] :
Proof. We know that on the boundary circle jf j ; jgj  jf _ gj : Hence by
Proposition 53, f; g 2 [f _ g] ; and thus [f; g]  [f _ g] :
To prove the opposite inclusion rst note that, by Theorem 56, that there is a
 2 D such that [f _ g] = [] = D(jj2 d):We just saw f 2 [f _ g] ; hence, noting
the previous exercise, we see that  is outer.
We need to show that f_g 2 D(jj2 d); or, equivalently that 1 = (f _ g) = 2
D(jj2 d): Working through the denitions we nd that 1 = f1 _ g1 where
f1 = f=; g1 = g=: We know f 2 D(jj2 d) and hence f1 2 D(jj2 d); and
similarly g1 2 D(jj2 d): Hence, by Proposition 48, 1 2 D(jj2 d) and thus
1 2 D(jj2 d): However 1 =  ((f _ g) =) = f _ g; and hence we are
done. 
Proposition 54. Suppose f 2 D can be written f = = with ;  2 H1\D,
kk1 ; k k1  1 and ;  ; 1= 2 D. Then [f ] = [] ; and, also,  and 1= are
cyclic.
Given any f it is possible to nd ;  so that this proposition applies. We will
see that in the proof of Theorem 58.
We begin with a lemma which we will use to control some approximations.
Lemma 24. Suppose  2 H1; ! 2 H2; N > 0,  2 T. Then
D(!N)  4D(!) + 6 kk21D(!):
Proof of the Lemma. If the right hand side is innite there is nothing fur-
ther to do. If it is nite we note that
!N  (!N) ()
z    = !N
  ()
z    + ()
!N   !N ()
z   
and
!
  ()
z    =
!  (!) ()
z      ()
!   !()
z    :
Hence
D(!N)  2
 !N   ()z   
2
H2
+
()!N   !N ()z   
2
H2
!
 2
 !  ()z   
2
H2
+ kk21
!N   !N ()z   
2
H2
!
 2
 !  (!) ()z      ()!   !()z   
2
H2
+ kk21D(!)
!
 2

2
n
D(!) + kk21D(!)
o
+ kk21D(!)

= 4D(!) + 6 kk21D(!):
In passage from the rst line to the second we used the fact that j!N j  j!j ;
in passing to the third line we used algebra and Proposition 48, which gives that
D(!N )  D(!): 
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Proof of the Proposition. First note that  = f! and hence jj  jf j :
Thus, by Proposition 53 []  [f ] :
We now invoke the previous lemma with ! = 1= : We obtain
D((  1)N)  4D(f) + 6 kk21D(1= ):
Integrating with respect to jdj we obtain, for some constant c;(  1)N2D  ckfk2D + k1= k2D ;
that is, the sequence R =

(  1)N
	
is a bounded subset of D. Further, taking
note of Proposition 53 again, we see that R  [] : Finally, it is easy to see that, as
N approaches innity then, pointwise, (  1)N!   1 = f:
We have established that f is the pointwise limit of a norm bounded sequence
in [] and hence, by Proposition 52, f 2 [] which ensures the other inclusion.
We now show that  and 1= are cyclic. We know j1= j  1 and hence by
Proposition 53 1= is cyclic. Each (  1)N 2 [ ] and an argument similar to that
used earlier in the proof shows (  1)N ! 1 weakly which, by Proposition 52,
ensures that 1 2 [ ] : 
If we set  = 1 we obtain the following:
Corollary 30. Suppose f; 1=f 2 D. If, also, f is bounded then f is cyclic,
that is [f ] = D.
We will see later, in Corollary 34, that the conclusion holds even without the
hypothesis that f is bounded.
Theorem 58. Suppose f is an outer function in D and  > 0: If f 2 D; then
[f ] = [f] :
Proof. First write f = = where  = f ^ 1 and  = 1= (f _ 1) : It is imme-
diate that kk1 ; k k1  1: Also, by Proposition 48, ; 1= 2 D. Furthermore,
noting k k1  1: and hence also, j 0j = j j2
(1= )0  (1= )0 we see that  is
in D. Thus, by Proposition 54, [f ] = [] : Similarly [f] = [] Hence we may,
and do, suppose f is bounded.
Consider the case  = 2: With f bounded, Proposition 53 ensures that

f2
 
[f ] : To prove the other inclusion, [f ]  f2 ; it su¢ ces, by Proposition 52, to show
that the set of functions
R =
 
f 1

N
f2 : N 2 R	
is contained in

f2

; is norm bounded, and that, as N !1 the functions converge
pointwise to f: To do this we follow the pattern of the proof of Proposition 54.
It follows from Lemma 24 and Proposition 53 that
 
f 1

N
f2 2 f2 and that 
f 1

N
f2 ! 1 pointwise; the required norm bound is a consequence of Proposition
50.
Suppose now that  > 1 and pick an integer n so that 2n   > 1: Taking note
of the fact that f is bounded we see f2
n 2 D. We have
[f ]  [f2n ]  [f]  [f ] :
The rst inclusion is a consequence of the n fold application of the  = 2 case
theorem which we just proved: Because 2n   > 1 and f is bounded, the second
and third inclusions are consequences of Theorem 53. This gives the desired equality
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for  > 1: If  < 1 then the required equality follows from applying what has been
done so far to the functions g and g where g = fa and  = 1= > 1: 
Theorem 59. Suppose f; g 2 D are outer then
[f ^ g] = [f ] \ [g] :
If, furthermore, fg 2 D then we can continue with
[f ^ g] = [f ] \ [g] = [fg] :
Proof. We begin by showing that if fg 2 D then [f ] \ [g]  [fg] : Invoking
Theorem 53 several times we nd that p = (f ^ 1)(g ^ 1) 2 [f ] \ [g] : Theorem 56
insures that there is an h 2 D \H1 which is a generator of the invariant subspace
[f ] \ [g] : Noting that p is outer, and recalling Exercise 93, we see that h must be
outer. Without loss we suppose khk1 = 1:
We now show h2 2 [fg] ; which, by Theorem 58 will ensure [f ] \ [g] = [h] =
h2
  [fg].
By assumption there are polynomials pn such that pnf converges to f in norm.
Hence fpnfg is a bounded set, and hence so is the set of truncated functions
f(pnf)1g : Also (pnf)1 (z) ! h(z) for each z in D. To see that consider rn =
(pnf)1 = (pnf) : Each krnk1  1 and hence it su¢ ces to show rn(0)! 1: Showing
that is an exercise in the use of truncations.
We now use Proposition 52. We have established uniform boundedness and
pointwise convergence of the (pnf)1 to h: Similarly there are qn and then (qng)1 ;
uniformly bounded functions converging pointwise to h: Hence the sequence of
functions f(qng)1 (pnf)1g converges pointwise to h2: Recalling that D \ H1 is a
Banach algebra we see that f(qng)1 (pnf)1g is a bounded set in D. Hence, by the
Proposition, h2 is in [fg].
To nish the proof we note that the following chain of inclusions holds for any
outer f; g:
[f ^ g]  [f ] \ [g]
= [f ^ 1] \ [g ^ 1]
 [(f ^ 1)(g ^ 1)]
 [(f ^ 1) ^ (g ^ 1)]
 [f ^ g] :
The rst inclusion and also the last two, follow from Proposition 53. The equality
at the second line is a consequence of Proposition 54. To pass from the second
line to the third note that (f ^ 1); (g ^ 1) 2 D \ H1 which is an algebra. Hence
(f ^ 1)(g ^ 1) 2 D \H1  D and hence the desired inclusion follows from the case
of the theorem which is already proved. 
Exercise 94. A step in the proof was described as an "exercise in truncations".
Do the exercise. (Hint: [BS, Lemma 6], [RiSu94, Lemma 2.8].)
5. Inner Generators
We have looked at invariant subspaces with a generator, f; which is an outer
function. The case of f an inner function is elementary because, as we noted in
Corollary 22, the only inner functions in D are the nite Blaschke products; and in
that case everything is straightforward. Verify that with the following exercise.
6. MIXED GENERATORS 225
Exercise 95. Show that if B is a nite Blaschke product then [B] = BD. More
generally, for f 2 D, [Bf ] = B [f ] :
6. Mixed Generators
Suppose now that a generator, f; has both an inner and outer factor, with the
factorization being f = Ih: We noted at (1.1) that
[f ] = [Ih]  D \ IH2:
It is also true that
[f ] = [Ih]  D \ I [h] :
To see this note that if we select g 2 [Ih] then certainly g 2 D. Also, if g 2 [Ih]
then there is a sequence of polynomials fpng such that pnIh converges to g in
Dirichlet norm. That implies pnIh converges to g in H2: From that it follows that
g = IG for some G in H2: We now have that pnIh converges to IG in Dirichlet
norm. We saw in Corollary 24 that the Dirichlet space has the F property, namely
removing inner factors decreases Dirichlet norms. Hence pnh converges to G in
Dirichlet norm and thus G 2 [h] : We have g = IG 2 [h] ; as required
In fact the right hand sides in the two previous displays are the same.
Proposition 55. Suppose h 2 D is outer and I is inner. (We do not assume
Ih 2 D.) Then
D \ I [h] = [h] \ IH2:
= [h] \  D \ IH2
Furthermore the right hand side is trivial, i.e. equals f0g ; if and only if either [h]
is trivial or
 D \ IH2 is trivial.
Proof. First note that [h]  D and hence the two right hand sides are equal.
To show the left hand side is contained in the right, rst note that I [h]  IH2:
Also, if g is in the left hand side then g = Ik for some k in [h] : By Proposition 53
this ensures that g 2 [k]  [h] : These two facts establish the desired inclusion.
If g is in the right hand side then g 2 [h]  D. We now want to show,
further, that if g = Ik with k 2 H2 then, in fact, g 2 I [h]. We know h is outer,
hence, noting Exercise 93, j; the generator of [h] produced by Theorem 56 is outer.
Furthermore, by that theorem [h] = jD(jjj2 d) and so we must have g = jr for
some r 2 D(jjj2 d): We know that the inner function I divides g = jr; and we
know that j is outer. Hence I divides r and, by the F property for local Dirichlet
spaces, Corollary 24, r=I 2 D(jjj2 d): Thus g = Ijr=I 2 IjD(jjj2 d) = I [h]; as
required.
The nal comment follows from the fact that the right hand side, as written,
is the intersection of two invariant subspaces. By item (5) in Theorem 56, the in-
variant subspace lattice of the D shift is cellularly indecomposible. That property
states that if the intersection is trivial then at least one of the terms is trivial. 
With this result in hand, Richter and Sundberg give a pair of results on the
role of inner factors in generators of invariant subspaces [RiSu92, Theorem 5.3].
The rst focuses on the case in which the generator is known, the second on the
case in which the invariant subspace is given. The proofs are similar in spirit to
the analyses we have been doing, and we refer to their paper for the proofs.
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Definition 7. Given M; a closed subspace of D, we say that an inner function
J dividesM if J divides m for all m 2M:We will say that J is the greatest common
inner divisor of M if J divides M and; for any inner function I which divides M ,
I divides J:
Theorem 60. (1) Suppose I is an inner function, h is an outer function,
and Ih 2 D. Then
[Ih] = D \ I [h] = [h] \ IH2:
(2) Suppose V 2 Lat(S;D) and let I be the greatest common inner divisor of
V: There is an outer function h in D with Ih in D such that
V = [Ih] = D \ I [h] = [h] \ IH2:
7. Cyclic Vectors
7.1. Which Vectors are Cyclic? The results of the previous section give
a great deal of information about the invariant subspaces of S; but many funda-
mental questions are currently beyond reach. One of the most straightforward and
fundamental is describing the cyclic vectors. The question is particularly intriguing
in light of the simplicity, subtlety, and usefulness of Beurlings result for the Hardy
space; the cyclic vectors there are exactly the outer functions. For the Dirichlet
space the story is more complicated and the full answer is not known.
Roughly a cyclic vector cannot be too small too often. For instance, if f 2 D
is zero at some  2 D then k ? [f ] and f is not cyclic. On the other hand the
vector 1 is cyclic and hence, taking note of Proposition 53, if jf j is bounded away
from zero then f is cyclic. What remains is the delicate case, f is zero free but
is small near, or on, part of the boundary. An extreme version of being small near
the boundary is if f has a singular inner factor. In that case f tend strongly to
zero near the support of the associated singular measure, and in that case we know
from Corollary 27 that such f cannot be cyclic.
To discuss the boundary values of f we recall f(ei) = limr%1 f(rei) and we
dene
Z(f) = fei 2 T : f(ei) = 0g:
(Such sets are only well dened up to sets of capacity zero and that should be
noted in the discussion and notation, here and elsewhere. However we dont do
that.) Because D  H2; we know from Corollary 3 that for any nontrivial f 2 D
the Lebesgue measure of Z(f) is zero. If, further, f is cyclic then much more is
true.
Theorem 61. If f is cyclic then Cap (Z(f)) = 0:
Proof. Let E = Z(f) and set DE =

g 2 D : g = 0 q:e: on E	 : This space
contains f and is invariant under multiplication by z: We claim it is closed To see
this, suppose fgng  DE and gn ! g: Thus there is a constant A such that, for
t > 0 and any n;
Cap

E \ g > t		 = CapE \ g   gn > t		
 Capg   gn > t	
 A kg   gnk2D =t2:
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The last line is the so-called weak capacitary inequality. That result is weaker than
Lemma 4 but is still substantial, see [EKMR14, Thm 3.2.5].
Passing to the limit, rst in n then in t; we nd Cap

E \ g > 0		 = 0 and
thus g 2 DE :
We now have that DE is a closed invariant subspace which contains the cyclic
vector f: Hence 1 2 DE and thus E  Z(1) = ? which is the desired conclusion. 
It was conjectured by Brown and Shields in 1984, [BS], that this is the full
story.
Conjecture 2 (Brown Shields Conjecture). f 2 D is cyclic if and only if it
is outer and CapZ(f) = 0:
To put this in context we have
Theorem 62. (1) Given E, a closed subset of the circle with Cap(E) = 0;
there is an an outer function f 2 D which extends continuously to the
closed disk, has Z(f) = E; and is cyclic.
(2) There is a closed subset E of the circle with Cap(E) > 0 and an an
outer function f 2 D which extends continuously to the closed disk, has
Z(f) = E; and is not cyclic.
Proof discussion. The rst statement is a result of Brown and Cohn [BC]
extending an earlier result of Carleson. In the second statement the fact that f
is not cyclic follows from the previous theorem as soon as we have E and f with
the required properties: For E we can select a Cantor set of measure zero, positive
capacity, and which is a Carleson set in the sense described in Section 3.1. Given
such an E the construction of f is given by Carleson [Car52b]. 
7.2. Using the Previous Results. There has been substantial work re-
lated to the Brown Shields conjecture. There is some discussion in [Ross] and
[EKMR14, Ch. 8] tells the story as of 2014. In this section and the next we just
give a small taste.
Some results about cyclic vectors follow directly from the work in the previous
sections and additional results can be obtained using those techniques. Here are
some samples.
Corollary 31. If, for some  > 0; f , f 2 D then f is cyclic if and only if
f is cyclic.
Proof. If either is cyclic then it is outer, in which case both are outer. Given
that, the conclusion follows from Theorem 58. 
For any f we have dened Z(f): It is convenient to also dene the possibly
larger set
(7.1) Z(f) = fei 2 T : lim inf
r%1
jf(rei)j = 0g:
We saw in Proposition 53 that if f; g are outer functions with jgj  jf j on the disk
then [g]  [f ] :
Corollary 32. (1) Suppose f; g 2 D are outer and jgj  jf j on the disk;
if g is cyclic then f is cyclic.
(2) If f 2 D and for some c > 0 we have jf j > c on the disk, then f is cyclic.
(3) If f 2 D is outer and Z(f) = ?;then f is cyclic.
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Proof. The rst statement follows from Corollary 29 and the denitions. The
second follows from the rst with the choice g = c: For the third, note that, f
being outer, it has no zeros in the disk. The assumption on Z(f) ensures that jf j
is bounded away from zero on a neighborhood of the boundary of the disk. Those
two facts together are enough to ensure jf j is bounded away from zero on the disk;
hence the second statement can be applied. 
It may be CapZ(f) = 0 is enough to ensure f is cyclic. The third part of the
previous corollary deals with the case that Z(f) is empty. We consider the case of
Z(f) a singleton later, in Theorem 64.
In Theorem 59 we saw that if f; g; fg 2 D and f; g are outer, then [f ] \ [g] =
[fg] :
Corollary 33. For f; g 2 D \H1, f and g are both cyclic if and only if fg
is cyclic.
Proof. Note that fg is outer if and only if both f and g are. Also, by Corollary
27, cyclic functions are outer. Thus the only case that needs further analysis is if
all three are outer. If f; g are in D \H1, then, again recalling that D \H1 is an
algebra, fg 2 D \H1: Hence, if f and g are cyclic we can invoke Proposition 59
and conclude fg is cyclic. In the other direction, suppose fg cyclic. We know f
is bounded, hence jfg(z)j  kfk1 jg(z)j : Thus, by Proposition 53, [fg]  [g] and
hence g is cyclic. Similarly f is also cyclic. 
Another result in line with the informal thought that if f is not too small then it
is cyclic is the result of Richter and Sundberg [RiSu92, Cprpllary 2.7] who showed
that if f; 1=f 2 D then f is cyclic. A later improvement of that result, due to
Aleman [Ale93] and, independently, Seco [Sec], quanties smallness by requiring
log f 2 D.
Theorem 63 (Aleman, Seco). If f and log f 2 D then f is cyclic.
Proof. We rst claim that f must be outer. This will follow if we show that
log jf j is the Poisson integral of its boundary values. However log f = g 2 D  H2:
Hence log jf j = Re g and the required integral representation of such a function
is a consequence of Hardy space theory. Hence, by Theorem 58 we know that
for all positive ; [f ] = [f] : Certainly lim!0 f = 1 pointwise. If we also had
convergence in Dirichlet norm we would know 1 2 [f ] and thus that f was cyclic.
We now show that is the case.
kf   1k2 = kf   1k2H2 +
Z Z (f   1)02
7. CYCLIC VECTORS 229
The rst term on the right goes to zero by the dominated convergence theorem.
We need to show the second term goes to zero as  ! 0: We haveZ Z (f   1)02 = 2 Z Z f 1f 02 = 2 Z Z f 1f 02 jf j2
= 2
0B@Z Z
jf j1
f 1f 02 jf j2 + Z Z
jf j>1
f 1f 02 jf j2
1CA
 2
0B@Z Z
jf j1
f 1f 02 + Z Z
jf j>1
jf 0j2 jf j2 2
1CA
 2
Z Z f 1f 02 + Z Z jf 0j2
 2(klog fk2 + kfk2):

The hypotheses in this theorem are implied by those in the Richter-Sundberg
result.
Lemma 25. If f and 1=f 2 D then log f 2 D.
Proof. The required integrability of (log f)0 follows from the observation
(log f)02 =
jf 0j j  f 10 j: To obtain the required H2 estimate for log f note that from Hardy
space theory (the boundedness on L2 of the conjugate function operation) it suf-
ces to bound the L2 norm of Re log f: That follows directly from jRe log f j 
jf j+ j1=f j : 
Corollary 34 ([RiSu92]). If f , 1=f 2 D then f is cyclic..
7.3. Constructing Outer Functions. For many questions about functions
in D it is very useful to be able to nd outer functions in D with specic properties.
For instance, we noted in Section 6.3 that knowing if Z  D is a zero set for D
comes down to knowing if, with BZ the Blaschke product for Z; we can nd an
outer function OZ 2 D such that BZOZ 2 D. Flexible tools for constructing outer
functions are also of great value in studying cyclic vectors. In this section we give
a sample of that.
An outer function G is determined by the specication of jGj on the boundary,
and knowing that G 2 H2 only requires jGj 2 L2: Knowing G 2 D is more delicate,
but Carlesons formula for the Dirichlet integral, Corollary 21, and its localized
version, Theorem 50, make explicit the role of jGj in determining if G 2 D, and are
thus natural tools for constructing outer functions with desired properties.
Here is an argument due to El-Fallah, Kellay, and Ransford [EKR09] for con-
structing outer functions in D.
For E a closed subset of T, and for  2 T, let d(; E) denote the linear distance
from  to E:
Lemma 26 (Fusion Lemma). Suppose E is a closed subset of T of measure
zero and that the complement, T r E is the union of disjoint open sets Ui;i = 1; 2:
Suppose we have outer functions fi 2 D, i = 1; 2 and a constant C so that, for
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i = 1; 2, for all  2 T, jfi()j  Cd(; E); in particular the jfij are bounded. Let f
be the outer function which is dened by jf j = jfij on Ui: Then f 2 D and
D(f)  D(f1) +D(f2) + C
22
2
log

C
jf1(0)f2(0)j

:
Proof. Recall formula (3.5) that says that if f is an outer function in H2
then, writing u = log jf j, we have
D(f) =
Z
T
Z
T
(e2u(e
it)   e2u(eis))(u(eit)  u(eis))
jeit   eisj2
dt
2
ds
2
We need to estimate the integral. We break the region of integration into four
parts; Ui  Uj for i; j = 1; 2: For i = 1; 2 the integral over Ui  Ui is bounded by
D(fi):
The two remaining cases are symmetrical; we consider points (; ) 2 U1 
U2: Because the two points are in di¤erent components of TE there must be a
semicircular arc containing ; ; and some point " 2 E between the two. On this
semicircle the chordal distance is uniformly comparable to the arc length distance.
Hence, using the triangle inequality for arc length, there is an absolute A > 0 so
that
d(; )  A 1 (d(; ") + d("; ))  A 1 (d(;E) + d(; E)) ;
with the second inequality because d(; E) is an inmum. Thus (e2u(e
it)   e2u(eis))
jeit   eisj2
  AC2d(;E)2 + C2d(; E)2jd(;E) + d(; E)j2  AC2:
Hence the contribution of U1  U2 to the integral is at most
AC2
Z
U1
Z
U2
u(eit)+ u(eis) dt
2
ds
2
:
Recalling the submean value property of the subharmonic function juj ; renaming
the constant, and doing minor bookkeeping completes the proof. 
Here is a sample of using this construction to study cyclic vectors. The previous
result applies to any E which is a closed set of measure zero. Here we only use the
minimal version with E a singleton.
If f is an outer function in D then we know from Corollary 1 that if Z(f);dened
in (7.1), is empty then f is cyclic. We now obtain the same conclusion under the
assumption that Z(f) is a singleton.
get references from Ransford book or papers 
Theorem 64 ([?][?]). If f is outer and Z(f) is a single point then f is cyclic
Proof. The Fusion Lemma was formulated for bounded functions so we rst
replace f by g = f ^ 1 which is bounded and, by Proposition FF get reference
FF has [g] = [f ] :
Pick "n ! 0 and for each n let gn be the function constructed using the lemma
with the data: jf1 ( )j =
(   ei"n)(   e i"n)g() on U1;n = ei : jj < "n	
and jf2()j =
(   ei"n)(   e i"n) on U2;n = TrU1;n:
The lemma ensures that the resulting functions gn are in the Dirichlet space and
that their norms are uniformly bounded. The construction ensures jgnj  Cn jgj on
the boundary, and hence, by Proposition 53 gn 2 [g] : By the dominated convergence
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theorem gn ! (z   1)2: Having established (z   1)2 is the pointwise limit of a
norm bounded sequence of functions in [g] we conclude, by Proposition 52 that
(z   1)2 2 [g] :
To nish the proof we need to show (z   1)2 is cyclic. That can be done by
extending the proof in Exercise 1 that (z   1) is cyclic, or by using the fact that
(z   1) is cyclic, together with Theorem 58. 
FFget references for theorem and history it is in Ransford book or paper
or lecture notes.....clean the discussion below and perhaps put it in the notes and
comments section FFF
The original work of Hedenmalm-Shields [HeSh] and Richter-Sundberg [RiSu94]
IS THAT CORRECT REFERENCE considered Z(f) countable. The later work
of El-Fallah, Kellay, and Ransford [?] WHICH ONE IS REFERENCE, builds from
the ideas in the proof we just gave and obtains a similar result for Z(f) which
satisfy certain metric conditions.
8. Notes and Comments
 The techniques in this chapter can be taken further and much more is
known. The book [EKMR14] has up to date information as of 2014.
More recent work includes[EEK] FF what else FF
 An interesting, and rather di¤erent, approach to some of the issues dis-
cussed here is given in [Fan].
 We should give credit to people, but I dont want to discuss the details
as they chase conditions involving log t (log log t) (log log log t) dtt .....Kellay,
Mahs....
 need to work a bit on these notes and comments.

CHAPTER 14
Bilinear Forms on D
A Hankel form is a bilinear functional whose value on a pair of
functions is a linear function of their product; we discussed them
briey in Chapter FF. The characterization of the bounded Han-
kel forms onH2 by Nehari in 1957 [Neh], they are bounded exactly
if the symbol function generates a Carleson measure for H2, is a
basic part of the rich interrelationship between H2; H1; CM(H2)
and (H1) = BMOA. In this chapter we characterize the bounded
Hankel forms on the Dirichlet space; now they are those whose
symbol functions generate Carleson measures for D. That is also
the boundedness criterion we obtained in Section FF for asym-
metric Hankel forms. We also indicate how both of those results
are related to weak factorization statements.
In the nal part of the chapter we briey discuss related linear
operators on the Dirichlet space and other spaces, as well as some
further classes of operators that are studied on the Dirichlet space.
1. Preliminaries
In Section 11.2 we introduced the asymmetric bilinear Hankel forms on the
Dirichlet space, ~Bb; and the symmetric form, Bb. Given a holomorphic symbol
function b and f; g 2 D, the asymmetric Hankel form ~Bb on D is dened by
~Bb(g; f) :=


g0; b0 f

L2(D) = hfg0; b0iA2 ;
and the symmetric Hankel form Bb on D by
(1.1) Bb(f; g) := hfg; biD = hf 0g + fg0; b0iA2 :
Clearly
(1.2) Bb(f; g) = ~Bb(f; g) + ~Bb(g; f);
and hence some types of information can be passed easily from ~Bb to Bb: For
instance, any condition on b which ensures ~Bb is bounded will also ensure that Bb
is bounded.
Also recall the space X which plays a role in the Dirichlet space theory similar
to that of BMOA in the Hardy space theory. A holomorphic function b is in X if
the measure
db(z) := jb0(z)j2 dA(z)
is a Carleson measure for the Dirichlet space. We norm this space by
kbkX := kdbkCM(D) :
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As with the "norm" of BMOA, this functional is actually only a seminorm. Let
X0 be the closure in X of the space of polynomials.
We have the following boundedness and compactness criteria for ~Bb:
Theorem 65. Suppose b is holomorphic in the disk. The asymmetric bilinear
form ~Bb is bounded on D D if and only if b 2 X . Moreover, the asymmetric form
is compact if and only if b 2 X0.
The boundedness criterion was proved in Section 2.2.4. The compactness result
then follows easily, by the same argument as we use below for the symmetric form.
Given the previous comments, this theorem is enough to show that b 2 X is
a su¢ cient condition for boundedness of Bb. Our main result in this chapter is
the converse statement, b 2 X is necessary in order for Bb to be bounded. That
is not immediate from what we have said. Equation (1.2) does not foreclose the
possibility that for some b the left hand side is a bounded form while the right hand
side of a pair of unbounded forms which have substantial cancellation.
The proof we give is from [ARSW10]. A shorter proof is given by Cascante
and Ortega in [CO12]. That proof is based on a di¤erent set of background ideas
than the ones we are emphasizing. Richter and Sundberg develop related ideas in
[RiSu14].
Theorem 66.
(1) Bb : D D ! C is bounded if and only if b 2 X . Moreover,
kBbkDD  kbkX :
(2) Bb is compact if and only if b 2 X0:
It is straightforward to see that if the rst part of the theorem holds then so
does the second. Suppose Bb is compact. For any holomorphic function k(z) on D
and r; 0 < r < 1; set Srk(z) = k(rz): A computation with monomials veries that
TSrb (f; g) = Bb(Srf; Srg):
As r ! 1; Sr converges strongly to I: Using this and the fact that Bb is compact
we obtain lim kTSrb  BbkDD!C = 0: Hence, by the rst part of the theorem
lim kSrb  bkX = 0: The Taylor coe¢ cients of Srb decay geometrically and trivial
estimates show kznkX = O(n), hence Srb 2 X0 and thus b 2 X0.
In the other direction note that if b is a polynomial then Bb is nite rank and
hence compact. By denition the polynomials are dense in X0: If we select fbng ; a
sequence of polynomials which converge in norm to b 2 X0; then, by the rst part
of the theorem Bb is the norm limit of the Bbn and hence Bb is compact.
2. The Boundedness Criterion
Now we turn to the boundedness statement. That kBbkDD!C  C kbkX
follows from (1.2) and the analogous result for ~Bb; or, alternatively, the simple
argument used for ~Bb adapts easily.
To complete the proof of Theorem 66 we must show that, given b; if Bb is
bounded then b := jb0(z)j2 dA(z) is a D-Carleson measure. We will do this by
showing that b satises the Stegengas capacitary characterization of Carleson
measures, Theorem 11. Analysis of that condition will let us focus attention on a
certain set V in D and the relative sizes of
R
V
jb0j2 dA(z) and the capacity of the set
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V \@ D: To compare these quantities we construct Vexp ; an expanded version of the
set V which satises two conicting conditions. First, Vexp is not much larger than
V , either when measured by
R
Ve x p
jb0j2 dA(z) or by the capacity of the Vexp \ @ D:
Second, D n Vexp is well separated from V; in a way that allows the interaction
of quantities supported on the two sets to be controlled. Once this is done we
construct a function V 2 D which is approximately one on V and which has 0V
approximately supported on D n Vexp : Using V we build functions f and g with
the property that
jBb(f; g)j =
Z
V
jb0(z)j2 dA(z) + error.
The technical estimates on V allow us to show that the error term is small. The
boundedness of Bb then gives the control of
R
V
jb0j2 we need to show that b is a
Carleson measure.
 Brett, The tree capacity material from this section and from the onto inter-
polation section were both moved to the tree chapter. After those two discussions
are unied references from this chapter back to that capacity material needs to be
redone.
Also, I did a fair amount of cutting and pasting in this chapter which probably
has introduced problems. rr 
2.1. Capacity and Blowups. To create Vexp we will start with a boundary
set associated with V; expand that set, and then take the union of the tents over
the expanded set. When we do this we will want estimates for the capacities of the
various sets we encounter. We develop those estimates using the theory of capacity
for the tree Dirichlet space and, for that reason, have included that analysis as
Section 8 in Chapter 5.
2.2. Approximate Extremals and Capacity Estimates. Recall that Propo-
sition 28 involves a function fh ()g2T dened on the tree T and an extremal
function H = Ih: We now dene and study ; a holomorphic approximation to
H: We will use a parameter s; always suppose s >  1; and will place additional
constraints on s later.
Dene ' (z) =

1 jj2
1 z
1+s
and set
(2.1)  (z) =
X
2T
h ()' (z) =
X
2T
h ()
 
1  jj2
1  z
!1+s
:
Note that for  2 T
(2.2)
X
2T
h () I () = I
 X
2T
h () 
!
() = Ih () = H () ;
and so
(2.3)  (z) H (z) =
X
2T
h () f'   Ig (z) :
We are going to show that the di¤erence in the previous equation is small.
That is a quantitative version of the informal idea that functions on the tree are
approximations to functions in the Dirichlet space. Alternatively (or, perhaps,
equivalently) the functions ' are another version of the building block functions
used in decomposition theorems such as Theorem 47 and 48.
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In (2.2) we are viewing h as a sum of point masses. We will obtain our holomor-
phic approximation by applying an integral operator to h; but it is more convenient
to formulate the analysis after the point masses are delocalized. Dene g by
(2.4) g () =
X
2T
h ()
1
jBj
 
1  1+s
(1  jj2)s B () ;
and B is the Euclidean ball centered at  with radius c (1  jj) where c is a small
positive constant to be chosen later.
Still supposing that s >  1; dene  s by
(2.5)  sf (z) = cs
Z
D
f ()
(1  jj2)s 
1  z1+s dA:
We have used this operator before, in Section 4, and will use it here for the same
purpose;  sg is a holomorphic function whose derivative is (almost) a holomorphic
projection of g: It is part of the chain passing information from h and g; rough
functions with desired properties, to a holomorphic function with closely related
properties. We will see an analogous operator, for functions of several variables, in
Chapter 15 where it is used for a similar purpose.
We dened  in (2.1). We have constructed g to that  =  sg and we will use
both presentations.  really? 
The function  satises the following estimates.
Proposition 56. Set F = cET and write E = fwkg. Suppose z 2 D and
s >  1. Then we have
(2.6)
8>><>>:
j (z)   (wk)j  C CapT (E;F ) ; z 2 T (wk)
Re (wk)  c > 0; k  1
j (wk)j  C; k  1
j (z)j  C CapT (E;F ) ; z =2 F:
:
 My apologies.....from here and moving forward for several pages has gotten
messed up by my cutting and pasting and revising. Im leaving a bunch of earlier
comments in place but I think the issues go beyond needing a few patches. The
section needs a rereading and a bit of rewriting, probably after the revision of the
capacity material in the tree chapter. Would you (collective) do it? 
Corollary 35. We have  =  sg and s >  1: If, furthermore, s >  1=2
then we can select g which satises
(2.7)
Z
D
jg ()j2 dA  C CapT (E;F ) ;
and if s > 1=2 then we can require
(2.8) kk2D 
Z
D
jg ()j2 dA  C CapT (E;F ) :
 This corollary doesnt seem to be a corollary of the proposition it follows.
Some discussion of cross reference is needed
I didnt see conditions s >  1=2 and s > 1=2 mentioned later. Could we just
take s > 1=2 at the start of the discussion and perhaps mention in passing that at
some spots we need less.
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Proof. From (2.3) we have
j (z) H (z)j 
X
2[o;z]
jh () f' (z)  1gj+
X
=2[o;z]
jh ()' (z)j
= I (z) + II (z) :
We also have that h is nonnegative and supported in V G n V G . We rst show that
II (z) 
X
=2[o;z]
h ()
1  jj21  z

1+s
 C Cap (E;F ) :
For A > 1 let

j =
(
 2 T : A j 1 <
1  jj21  z
  A j
)
:
For every j the set 
j is a union of two stopping times for T .
Let 
1j be the subset of 
j of points whose distance from the root is odd and
set 
2j = 
j n
1j : We will show both are stopping times; i.e. if for r = 1; 2;  2 
rj ,
 2 T , and  2 [o; ), then  =2 
rj :
Set  =   . We have 1  z1  jj2
 = 1  jj21  jj2
1 
 
+ 

z
1  jj2

=
1  jj2
1  jj2
 1  z1  jj2   z1  jj2

 1  jj
2
1  jj2
( 1  z1  jj2
 
z
1  jj2
)
(2.9)
By the construction of the tree (1  jj2)  2s(1  jj2) for some positive integer s;
and if  and  are in the same 
rj then s  2: Also, by the construction of T ; we
have z
1  jj2 
p
2 (1  jj) jzj
1  jj2 .
p
2
2
;
and hence we continue with 1  z1  jj2
  4
 
Aj  
p
2
2
!
:
We are done if for each j; Aj+1  4  Aj  p2=2. That holds if A  4(1 p2=2) <
1: 17:
Now by the stopping time property, item 3 in Proposition 28, we haveX
2
j
h ()  C CapT (E;F ) ; j  0:
Altogether we then have
II (z) 
1X
j=0
X
2
j
h ()A j(1+s)  Cs CapT (E;F ) :
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If z 2 D n F then I (z) = 0 and H (z) = 0 and we have
j (z)j = j (z) H (z)j  II (z)  Cs CapT (E;F ) ;
which is the fourth line in (2.6).
If z 2 T (wj), then for  =2 [o; wj ] we have
j' (wj)j  C j' (z)j ;
and for  2 [o; z] we have
j' (z)  ' (wj)j =

 
1  jj2
1  z
!1+s
 
 
1  jj2
1  wj
!1+s  Cs jz   wj j1  jj2 :
Thus for z 2 T  wj ,
j (z)   (wj)j 
X
2[o;wj ]
h () j' (z)  ' (wj)j+ C
X
=2[o;z]
h () j' (z)j
 Cs
X
2[o;wj ]
h ()
jz   wj j
1  jj2 + CII (z)
 Cs CapT (E;F ) ;
since h ()  C CapT (E;F ) and
P
2[o;wj ]
1
1 jj2  11 jwj j2 . This proves the rst
line in (2.6).
Moreover, we note that for s = 0 and  2 [o; wj ],
Re' (wj) = Re
1  jj2
1  wj = Re
1  jj2
j1  wj j2
(1  wj)  c > 0:
A similar result holds for s >  1 provided the Bergman tree T is constructed
su¢ ciently thin depending on s. It then follows from
P
2[o;wj ] h () = 1 that
Re (wj) =
X
2[o;wj ]
h ()Re' (wj) +
X
=2[o;wj ]
h ()Re' (wj)
 c
X
2[o;wj ]
h ()  C CapT (E;F )  c0 > 0:
We trivially have
j (wj)j  I (z) + II (z)  C
X
2[o;wj ]
h () + C CapT (E;F )  C;
and this completes the proof of (2.6).
Now we prove (4.14). From property 1 of Proposition 28 we obtainZ
D
jg ()j2 dA =
Z
D
X
2T
h ()
1
jBj
 
1  1+s
(1  jj2)s B ()

2
dA
=
X
2T
jh ()j2 1jBj2
Z
B
1  2+2s
(1  jj2)2s dA

X
2T
jh ()j2  CapT (E;F ) :
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Finally (2.8) follows from (4.14) and [Boe02, Lemma 2.4]. 
 Find good earlier reference for CapT (G) ; possibly including sets on bdry,
or introduce it here 
Corollary 36. Let G be a nite union of arcs in the circle T. Then
(2.10) CapD (G)  CapT (G) ;
where CapD denotes Stegengas capacity on the circle T
Proof. To prove the inequality . in (2.10) we use Proposition 56 to obtain
a test function for estimating the Stegenga capacity of G. We take F = fog and
E = G in Proposition 56. Let c; C be the constants in Proposition 56, and suppose
that Cap (E;F )  c=(3C). Set 	(z) = 3c ( (z)   (0)). Then 	(0) = 0 and
Re	 (z) =
3
c
fRe (z)  Re (0)g
 3
c
fc  2C CapT (E;F )g  1; z 2 G:
By denition (7.2) and (2.8) we have that for G  T
CapD(G)  k	k2D =

3
c
2
kk2D


3
c
2
C CapT (E;F )  C CapT E
= C CapT G:
To obtain the opposite inequality we use  2 D; an extremal function for
computing CapDG. For R > 0; z 2 D let B(z;R) be the hyperbolic disk of radius
R centered at z. Pick R large enough so that for all  2 T nfog we have B(;R) 
convexhull (B [B 1) : Our candidate for estimating CapT is given by setting
h (o) = 0 and
h () = (1  jj2) sup fj 0(z)j : z 2 B(;R)g ;  2 T n fog :
We have the pointwise estimate
Re ()  j ()j 
X
2[o;]
 ()     1

X
2[o;]
   1 supj 0(z)j : z 2 segment  ;  1	
 C
X
2[o;]
h() = CIh():
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We have the norm estimate, with z () denoting the appropriate point in B(;R);
khk2`2(T ) =
X
2T
 
1  22 j 0 (z ())j2
 C
X
2T
 
1  22
jB(;R)j
Z
B(;R)
j 0 (z)j2 dA
 C
X
2T
Z
B(;R)
j 0 (z)j2 dA
 C
Z
D
j 0 (z)j2 dA  C k k2D :
Here the rst inequality uses he submean value property for the subharmonic
function j 0 (z)j2 ; the second uses straightforward estimates for jB(;R)j ; and
the next estimate holds because the B(;R) are approximately disjoint; namelyP
B(;R)(z)  C: Recalling denition (8.6) we nd
CapT G  C
1c 
2
D
=
C
c2
CapDG:

 nd ref to CapT etc. and recall it here 
In Chapter 5 we discussed the connection between tress and the disc and be-
tween their associated capacities.  really? Abbreviate CapT by Cap, and
let T (E) be the T-tent region corresponding to an open subset E of the circle T.
Recall that T (E) =
S
IE
T (I). Now dene M by
(2.11) M := sup
E open T
R
T b (T (E)) dR
TCap (E) d
:
Corollary 37. We have kbk2D Carleson M:
Proof. Using Corollary 36, we have
M  C sup
E open T
R
T b (T (E)) dR
TCapD (E) d
= C sup
E open T
b (T (E))
CapD (E)
 kbk2D Carleson ;
where the nal comparison is Stegengas theorem. Conversely, one can verify using
an argument in the style of the one in (2.14) below that for 0 <  < 1,
b (E)  C
Z
T
b (T (E

D)) d
 CM
Z
T
Cap (E

D) d
 CM CapD (ED)
 CM CapD (E) :
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Here the third line uses (2.10) with ED and T () in place of G and T , and the nal
inequality follows from ((19)). Thus from Stegengas theorem we obtain
kbk2D Carleson  sup
E open T
b (E)
CapD (E)
 CM:

Given 0 <  < 1, let G be an open set in T such that
(2.12)
R
T b (T (G)) dR
TCap (G) d
 M:
We need to know that b(V

G n VG) is small compared to b (VG). This crucial step
of the proof is where we use the asymptotic capacity estimate Lemma 10 check
that reference .
Proposition 57. Given " > 0 we can choose  = (") < 1 in (2.12) and
 = (") < 1 so that for any G satisfying (2.12), we have, with V G = G

D and
VG = G
1
D = T (G),
(2.13) b(V

G n VG)  "b (VG) ;
Proof. LetG () = GT . Lemma 10 shows that Cap (G
 ())   2 Cap (G),
for 0   < 2, 0 <  < 1, and if we integrate on T we obtainZ
T
Cap (G
 ()) d   2
Z
T
Cap (G) d:
From (2.11) and (2.12) we thus haveZ
T
b (T (G
 ())) d M
Z
T
Cap (G
 ()) d
M 2
Z
T
Cap (G) d
 1
2
Z
T
b (T (G)) d:
It follows thatZ
T
b (T (G
 ()) n T (G)) d =
Z
T
b (T (G
 ())) d  
Z
T
b (T (G)) d


1
2
  1
Z
T
b (T (G)) d:
Now with  = (+ 1)=2,Z
T
b (T (G
 ()) n T (G)) d =
Z
T
Z
T(G())nT(G)
db (z) d(2.14)

Z
T
Z
T(G())nT (G)
db (z) d
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=
Z
D
8><>: 12
Z
f:z2T(G())nT (G)g
d
9>=>; db (z)  12
Z
T(GD)nT (G)
db (z) ;
since every z 2 T (GD) lies in T (G ()) for at least half of the s in [0; 2). Here
we may assume that the components of GD have small length since otherwise we
trivially have
R
TCapT () (G) d  c > 0: We continue with
(2.15) M  1
c
Z
D
db(z) =
1
c
kbk2D 
C
c
kBbk2DD!C :
Combining the above inequalities, using  = 2  1, 1=2   < 1, and choosing
 = , we obtain
b (T (G

D) n T (G))  2

1
2
  1
Z
T
b (T (G)) d
= 2
 
1
 (2   1)2   1
!Z
T
b (T (G)) d
 C (1  )
Z
T
b (T (G)) d;
for 3=4   < 1. Recalling that V G = T (GD) and that for all  we have T (G) 
T (G) = VG this becomes
b (V

G n VG)  C (1  )
Z
T
b (T (G)) d  C (1  )b (VG) ; 3
4
  < 1;
Hence given " > 0 it is possible to select  and  so that (2.13) holds. 
2.3. Schur Estimates and a Bilinear Operator on Trees. The following
lemma is proved using a bilinear version of Schurs well known theorem. Both the
appropriate version of Schurs result and the lemma are proved in FF appendix B
FF
Lemma 27. Suppose A and B are subsets of T , h 2 `2 (A) and k 2 `2 (B) :
Suppose further that for some ; 1=2 <  < 1; A and B satisfy the separation
condition: 8 2 A,  2 B we have
(2.16) j  j  (1  jj2):
Then the bilinear map of (h; k) to functions on the disk given by
T (h; b) (z) =
 X
2A
h ()
(1  jj2)1+s
j1  zj2+s
!0@X
2B
b ()
(1  jj2)1+s
j1  zj1+s
1A
is bounded from `2 (A) `2 (B) to L2 (D).
Exercise 96. The condition (5.2) is a separation condition, Make sketches of
those regions, including a sketch for the case which is not allowed,  = 1:
Remark 6. For h 2 `2 (A) and b 2 `2 (B) set
H (z) =
X
2A
h ()
(1  jj2)1+s
(1  z)2+s , B(z) =
X
2B
b()
(1  jj2)1+s
(1  z)1+s :
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By [Zhu90, Thm 2.30] H 2 L2 (D) and B 2 D. Because there are unbounded
functions in D these facts do not ensure that the produce HB is in L2 (D). The
lemma shows that if A and B are separated then HB 2 L2 (D) :
2.4. The Main Bilinear Estimate. To complete the proof we will show that
b is a D-Carleson measure by verifying Stegengas condition (8.1); that is, we will
show that for any nite collection of disjoint arcs fIjgNj=1 in the circle T we have
b
[N
j=1
T (Ij)

 C CapD
[N
j=1
Ij

:
In fact we will see that it su¢ ces to verify this for the sets G = [Nj=1Ij described
in (2.12) that are almost extremal for (2.11). We will prove the inequality
(2.17) b (VG)  C kBbk2DD!C CapD (G) :
Once we have this Corollary 36 yields
M =
R
T b (T (G)) dR
TCap (G) d
 b (VG)R
TCap (G) d
 C kBbk2DD!C :
By Corollary 37 kbk2D Carleson  M which then completes the proof of Theorem
74.
We now turn to (2.17). Let 1=2 <  < 1 <  <  < 1 with additional
constraints to be added later. Suppose G satises (2.12) with " > 0 to be chosen
below. We dene in succession the following regions in the disk,
VG = TT (G) ;
V G = G

D;
V G =
\
(V G )
=
T ;
V G = (V

G)
=
D :
Thus VG is the T -tent associated with G, V G is a disk blowup of G, V G is a
T -capacitary blowup of V G , and V G is a disk blowup of V G . Using the natural
bijections described in Section ?? nd correct section reference , we write
(2.18) VG = fwkgk and V G = fwk gk and V G = fwkgk and V G = fwkgk;
with wk; wk ; w

k ; w

k 2 T . Following earlier notation we write E = V G and F = V G .
We proceed by estimating Bb(f; g) for well chosen f and g in D: Let  be as in
(2.1); we then have the estimates in Proposition 56 and Corollary 35. Set g = 2;
in particular note that g is approximately equal to VG : The function f will be,
approximately, b0VG ;
(2.19) f (z) =  s

1
(1 + s) 
VGb
0 ()

(z) =
Z
VG
b0 () (1  jj2)s 
1  z1+s dA()(1 + s)  :
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We now analyze Bb(f; g): From (2.19) and (??)  need correct reference
we have
f 0 (z) =
Z
VG
b0 () (1  jj2)s 
1  z2+s dA()
= b0 (z) 
Z
DnVG
b0 () (1  jj2)s 
1  z2+s dA()
= b0 (z) + b0 (z) ;
where the last term is dened by
(2.20) b0 (z) =  
Z
DnVG
b0 () (1  jj)s 
1  z2+s dA():
We have
Bb (f; g) =
 
f2b

(0) +
Z
D
ff 0 (z)  (z) + 2f (z)0 (z)g (z) b0 (z)dA(z)(2.21)
=
 
f2b

(0) +
Z
D
jb0 (z)j2  (z)2 dA(z)
+ 2
Z
D
 (z) 0 (z) f (z) b0 (z)dA(z) +
Z
D
b0 (z) b0 (z) (z)2 dA(z)
= (1) + (2) + (3) + (4):
Now we write
(2) =
Z
D
jb0 (z)j2  (z)2 dA(z)(2.22)
=
(Z
VG
+
Z
V GnVG
+
Z
DnV G
)
jb0 (z)j2  (z)2 dA(z)
= (2A) + (2B) + (2C):
The main term is (2A) . By (2.6) it satises
(2A) = b (VG) +
Z
VG
jb0 (z)j2 ( (z)2   1)dA(z)(2.23)
= b (VG) +O(kBbk2DD!C CapT (E;F ));
Rearranging this and using (2.21) and (2.22) we nd
b (VG)  C kBbk2 CapT (E;F ) + jBb(f; g)j(2.24)
+ j(1)j+ (2B) + (2C) + j(3)j+ j(4)j
Using the boundedness of Bb and Corollary 35 we have
jBb(f; g)j =
Bb(f;2) = jBb(f;)j(2.25)
 kBbkDD!C kfkD kkD
 C kBbkDD!C kfkD
p
CapT (E;F ):
For (1) we use the elementary estimate
j(1)j  C kbk2D CapT (E;F )  C kBbk2DD!C CapT (E;F ) :
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For (2B) we use (2.13) to obtain
(2.26) (2B)  Cb

V G n VG

 C"b (VG) :
Using (2.6) once more, we see that (2C) satises
(2C) 
Z
DnV G
jb0 (z)j2 (C;; CapT (E;F ))2 dA(z)(2.27)
 C kBbk2DD!C CapT (E;F ) :
Putting these estimates into (2.24) we obtain
b (VG)  C(kBbk2DD!C CapT (E;F )(2.28)
+ kBbkDD!C kfkD
p
CapT (E;F ) + j(3)j+ j(4)j):
For small positive " we estimate (3) using Cauchy-Schwarz as follows:
j(3)j  2
Z
D
j (z) b0 (z)j j0 (z) f (z)j dA(z)
 "
Z
D
j (z) b0 (z)j2 dA(z) + C
"
Z
D
j0 (z) f (z)j2 dA(z)
= (3A) + (3B):
Using the decomposition and the argument surrounding term (2) we obtain
(3A)  "
(Z
VG
+
Z
V GnVG
+
Z
DnV G
)
j (z) b0 (z)j2 dA(z)(2.29)
 C"

b (VG) + C kBbk2DD!C CapT (E;F )

:
To estimate term (3B) we use
jf (z)j 
 s 1(1 + s)  VGb0 ()

(z)


Z
VG
(1  jj2)s1  z1+s jb0 ()j dA()

X
2T \VG
(1  jj2)1+s
j1  zj1+s
Z
B
jb0 ()j (1  jj2)d ()
=
X
2T \VG
(1  jj2)1+s
j1  zj1+s b () ;
whereX
2T \VG
b ()
2 
X
2T \VG
Z
B
jb0 ()j2 (1  jj2)2d () =
Z
VG
jb0 ()j2 dA():
We now use the separation of D n V G and VG: The facts that A = supp (h) 
DnV G and B = T \VG  VG, together with Lemma 7, ensure that (5.2) is satised
and hence we can use Lemma 69 and the representation of  in (2.1) to continue
with
(3B) =
Z
D
j0 (z) f (z)j2 dA(z)  C
 X
2A
h ()
2
!0@X
2B
b ()
2
1A :
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We also have from Corollary 35 that X
2A
h ()
2
!0@X
2B
b ()
2
1A  C CapT (E;F ) kBbk2DD!C :
Altogether we then have
(2.30) (3B)  C CapT (E;F ) kBbk2 ;
and thus also
(2.31) j(3)j  "b (VG) + C kBbk2DD!C CapT (E;F ) :
We begin our estimate of term (4) by
j(4)j =
Z
D
b0 (z) b0 (z) (z)2 dA(z)
(2.32)

sZ
D
jb0 (z)  (z)j2 dA(z)
sZ
D
jb0 (z)  (z)j2 dA(z):
where the rst factor is
p
(3A) =". We claim the following estimate for the second
factor
p
(4A) := kb0kL2(D):
Lemma 28.
(4A) =
Z
D
j (z) b0 (z)j2 dA(z)(2.33)
 Cb

V G n VG

+ C kBbk2DD!C CapT (E;F )
Proof. From (4.10) we obtain
(4A) =
Z
D
j (z)j2

(Z
V GnVG
+
Z
DnV G
)
b0 () (1  jj)s 
1  z2+s dA()

2
dA(z)
 C
Z
D
j (z)j2
 Z
V GnVG
jb0 ()j (1  jj)s1  z2+s dA()
!2
dA(z)
+ C
Z
D
j (z)j2

Z
DnV G
b0 () (1  jj)s 
1  z2+s dA()

2
dA(z)
= (4AA) + (4AB):
Corollary FFappendix Bboundedness of SabFF shows that .
j(4AA)j 
Z
D
 Z
V GnVG
jb0 ()j (1  jj)s1  z2+s dA()
!2
dA(z)
 C
Z
V GnVG
jb0 ()j2 dA() = Cb

V G n VG

:
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We write the second integral as
(4AB) =
(Z
V G
+
Z
DnV G
)
j (z)j2

Z
DnV G
b0 () (1  jj)s 
1  z2+s dA()

2
dA(z)
= (4ABA) + (4ABB);
where by Corollary FFsameFF again,
(4ABB)  C CapT (E;F )2
Z
D
jb0 ()j2 dA()
 C kBbk2 CapT (E;F )2
 C kBbk2 CapT (E;F ) :
Finally, with  < 1 <  <  < 1, Corollary FFsameFF shows that the term
(4ABA) satises the following estimate. Recall that V

G = [Jk and wj = z (Jk ). We
set A` =
n
k : Jk  J1`
o
and dene ` (k) by the condition k 2 A`(k). From Lemma
7 we have that, with  = 1=; sidelength(J

k )  sidelength(J1` )1=. Hence
(4ABA)  C
Z
V G
 Z
DnV G
jb0 ()j (1  jj)s1  z2+s dA()
!2
dA(z)
 C
X
k
Z
Jk
jJk j
 Z
DnV G
jb0 ()j (1  jj)s1  wk 2+s dA()
!2
dA(z)
= C
X
k
jJk jJ1`(k)
J1`(k)
 Z
DnV G
jb0 ()j (1  jj)s1  wk 2+s dA()
!2
 C
X
`
P
k2A` jJ

k jJ1` 
Z
J
1
`
 Z
DnV G
jb0 ()j (1  jj)s1  z2+s dA()
!2
dA(z)
 C
V 1G "( 1) Z
V
1
G
 Z
DnV G
jb0 ()j (1  jj)s1  z2+s dA()
!2
dA(z)
 C
V 1G "( 1) kbk2D  C kBbk2DD!C CapT (E;F ) :
We continue from (2.32). We know that j(4)j  p(3A)="p(4A) We estimate
(3A) using (2.29) and estimate (4A) using (2.33). After that we continue by using
(2.13);
j(4)j 
q
Cb (VG) + C kBbk2DD!C CapT (E;F )(2.34)

r
Cb

V G n VG

+ C kBbk2DD!C CapT (E;F )
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
q
Cb (VG) + C kBbk2DD!C CapT (E;F )

q
"b (VG) + C kBbk2DD!C CapT (E;F )
 p"b (VG) + C
p
b (VG)
q
kBbk2DD!C CapT (E;F )
+ C kBbk2DD!C CapT (E;F ) :
Now, recalling that f 0 = b0 + b0;
kfk2D  C
Z
j0 (z) f (z)j2 dA(z) + C
Z
j (z) (b0(z) + b0(z))j2 dA(z)(2.35)
 C (3B) + C 1
"
(3A) + C (4A) :
 Cb (VG) + C kBbk2DD!C CapT (E;F ) ;
by (2.33) and the estimates (2.29) and (2.30) for (3A) and (3B).
Using Proposition 57 and the estimates (2.31), (2.34) and (2.35) in (2.28) we
obtain
b (VG) 
p
"b (VG) + C kBbk2DD!C CapT (E;F )
+ C
q
kBbk2DD!C CapT (E;F )
p
b (VG)
 p"b (VG) + C kBbk2DD!C CapT (E;F ) :
We absorb the rst term into the left side. Now using Lemma 9, Lemma 10 again,
and Corollary 36 we obtain
CapT (E;F )  C CapDG:
Finally we have
b (VG)  C kBbk2DD!C CapT (E;F )  C kBbk2DD!C CapDG;
which is (2.17). 
3. Related Operators
We now discuss some ideas and operators related to Dirichlet space Hankel
forms. In the following section we mention some other classes of operators that are
also studied on the Dirichlet space and related spaces. These are large topics and
our goal here is limited to letting the reader know the topics are there. We o¤er
some supercial comments and a few references to help in further exploration. The
main criterion for selecting the particular references is that they were at the top of
authorsmemory stacks.
3.1. Beyond Hankel Forms. Hankel forms are studied for many space. In
this chapter we looked at the Dirichlet space version, in Chapter 10 we briey
considered versions on the Hardy and Bergman spaces. Hankel forms and variations
on them are also studied for Hardy, Bergman, and related spaces on domains in Cn
with various geometries, and with the geometry sometimes playing a decisive role;
[CRW], [JPR], [BPS], [FL], [LT] FF krantz ?? FF.
Additionally there are several interesting classes of linear operators that are
closely related, either behaviorally or historically, to Hankel forms and operators.
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3.1.1. Weak Factorization. In the discussion in Section 10.2.2 we dened the
Hankel bilinear form BH
2
b on the Hardy space. Given a holomorphic symbol func-
tion b we set, for f; g 2 H2
BH
2
b (f; g) := hfg; biH2 :
We then outlined a proof of the following result.
Theorem 67 (Nehari). BH
2
b : H
2  H2 ! C is bounded if and only if b 2 
H1

. Moreover, BH2b 
H2H2!C
 kbk(H1) :
At the heart of Neharis proof is the following observation. The boundedness
of BH
2
b is equivalent to having a bound for hfg; bi as f and g range over the unit
ball of H2 and, by Proposition 2.8 this is equivalent to having a bound for hh; bi as
h ranges over the unit ball of H1: Thus the condition of interest for b is that it be
in the dual space
 
H1

: In current formulations this result is combined with the
later identication (H1) = BMO (Theorem [?]).
In Section 2.2.2 we discussed a similar question for the Bergman space; what
condition on b ensures that form
(3.1) BA
2
b (f; g) := hfg; biA2 :
is bounded? For this case, if we try to follow the Hardy space argument there is
an obstacle. Although the product of unit vectors in A2 is in the unit ball of A1
it is not clear if that gives the full ball; however, see [Hor77]. We went around
that obstacle using a weak factorization theorem for A1; Theorem 45; which states
that every function in A1 is a sum of products of functions in A2 with good norm
control. That is a su¢ cient tool to show that, for a holomorphic symbol b, BA
2
b is
bounded if and only if b is in the dual space
 
A1

= BLOCH.
(The previous paragraph is not a historical description. The identication of
the b for which BA
2
b is bounded is due to Anderson, Clunie and Pommerenke [ACP]
and was obtained by di¤erent methods.)
In fact these arguments can be reversed. A boundedness criterion for a class of
Hankel operators can be used to obtain a weak factorization result for the predual
of the associated space of symbols. With this general fact in mind we dene the
weak product of two Banach spaces of functions. Suppose A and B are Banach
spaces of functions dened on a domain X; for example they could both be RKHS
on X: Dene the weak product, or weakly factored space A B to be the completion
of nite sums f =
P
aibi; faig  A, fbig  B using the norm
kfkAB = inf
nX
kaikA kbikB : f =
X
aibi
o
:
With this denition the boundedness result for Hardy space Hankel forms
amounts to
(3.2)
 
H2 H2 = BMO
and the corresponding statement for the Bergman space is 
A2 A2 = BLOCH:
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(See Exercise 75.) Similarly the rst statement in Theorem 74 is equivalent to a
weak factorization of the predual of X ;
(3.3) (D D) = X :
More precisely
Corollary 38. For b 2 X set bh = BDb (h; 1) ; then b 2 (D D) : Con-
versely, if  2 (D D) there is a unique b 2 X so that for all polynomials h we
have h = BDb (h; 1) = bh: In both cases kbk(DD)  kbkX .
Proof. If b 2 X and f 2 DD, say f =P1i=1 gihi withP1i=1 kgikD khikD 
kfkDD + ", then
jbf j =

1X
i=1
hgihi; biD
 =

1X
i=1
BDb (gi; hi)

 BDb  1X
i=1
kgikD khikD 
BDb   kfkDD + " :
It follows that bf = hf; biD denes a continuous linear functional on D D with
kbk 
BDb .
Conversely, if  2 (D D)with norm kk, then for all f 2 D
jf j = j (f  1)j  kk kfkD k1kD = kk kfkD :
Hence there is a unique b 2 D such that f = bf for f 2 D. Finally, if f = gh
with g; h 2 D we haveBDb (g; h) = jhgh; biDj = jbf j = jf j
 kk kfkDD  kk kgkD khkD ;
which shows that BDb extends to a continuous bilinear form on DD with
BDb  
kk. By Theorem 74 we conclude b 2 X and collecting the estimates that kk =
kbk(DD) 
BDb   kbkX : 
Based on the analogy between 3.2 and 3.3 we can regard DD as a type of H1
space and X as a type of BMO space. However in contrast to the situation with
H1 (or A1); an intrinsic description of D  D, independent of the factorization, is
not know.
Similar analysis can be done for asymmetric Hankel forms on the Dirichlet
space, but now using Theorem 65. Dene the space @ 1 (@D D) to be the
completion of the space of functions f which have f 0 =
PN
i=1 g
0
ihi (and thus
f = @ 1
P
(@gi)hi)) using the norm
kfk@ 1(@DD) = inf
(X
kgikD khikD : f 0 =
NX
i=1
g0ihi
)
:
Corollary 39.  
@ 1 (@D D) = X .
Proof. The argument has the same form as the previous proof. Here are some
details.
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By Theorem 65, b 2 X . if and only if, with P the Bergman projection, the
operator f ! P (b0 f) is a bounded map from D to A2: This holds if and only if
there is a C with 
P  b0 f ; G
A2
  C kfkD kGkA2 :
Now note that on the left side we can drop the projection; on the right side we can
write G = g0 with g 2 D and kGkA2 = kgkD :Thus we have
C kfkD kgkD 

b0 f; g0
A2
 = jhb0; fg0iA2 j = jhb; I(fg0)iDj :
Here I(fg0) is dened by (I(fg0))0 = fg0: Thus we have b 2 X if and only if b is in
the dual space of @ 1 (@D D) ; which is what we wanted. 
A rened version of the results in Section 2.4 shows that half order di¤erentia-
tion maps D to H2: In the obvious notation we have;
Corollary 40.
@ (D D) = @D D,
@ (D D) 6= @1=2D  @1=2D.
Proof. The rst statement comes from combining the two previous corollaries.
To see the second, note that @1=2D  @1=2D = H2H2 = H1 and that f(z) =
(log (1  z))1=3 satises f 0 2 @D  @ (D D) ; f 0 =2 H1: 
3.1.2. Commutators. There is a very close relation between the Hardy space
Hankel operator and the commutator

Mb; P
? ; whereMb is the operator on L2 of
multiplication by the function b and P? is the projection of L2 onto
 
H2
?
: The
fundamental fact about this commutator, which is clearly bounded if b is bounded,
is that there is a subtle cancellation which allows the operator to be bounded even
for some unbounded b: In particular it is bounded if b 2 BMO: More specically,
consider the Hardy space Hankel operator described in (2.4);
hb(f) = P
?(bf):
To make this preliminary version of the story slightly cleaner, we restrict that
operator to the subspace H20 ; functions in H
2 with mean zero and we suppose b
is holomorphic. For f 2 H20 we have P?f = 0: Hence we can rewrite hb as the
commutator of Mb and P
?
Mb; P
? f = P?Mbf  MbP?f = P?(bf)  b  0 = hb(f):
Thus, from the Hankel operator theory, this (restricted version of the) commutator
is bounded if and only b 2 BMOA: With a bit more background (such as knowing
that P is bounded from BMO to BMOA) this line of argument leads to
Theorem 68. [Mb; P ] : L2 (T)! L2 (T) is bounded if and only if b 2 BMO:
This observation opens into a rich story going back to [CRW] of the relation
between Hankel type operators, commutators of integral operators with multiplica-
tion operators, and statements about weak factorization. A very interesting later
step in that story is given in [CLMS].
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3.1.3. Operators on Potential Spaces. Dirichlet space functions are those whose
derivative of order 1=2 is in the Hardy space and topics similar to those we have
looked at on the Dirichlet space are also studied for spaces of functions having a
fractional order derivative in Lebesgue spaces. Some of that work is inspired by
the work on spaces of holomorphic functions, some is not. Examples include [JP],
[CoMu], [RiSu14], [MV]. That last paper was one of the inspirations for the
work in [ARSW10] and its inuence is also seen in ?? and ??.
3.1.4. Paraproducts, Volterra Operators. Paraproducts are a large, informally
dened, class of bilinear expressions. They are characterized by mapping properties
that resemble those of products but are also inuenced by the oscillation, or lack of
oscillation, of the arguments. With a broad interpretation of current terminology,
the Hardy space Hankel operator hb(f); viewed as a function of the pair (b; f); is a
paraproduct as is the commutator operator [Mb; P ] f of the previous theorem.
Paraproducts were introduced by Calderón in a function theoretic context, see
the discussion in [Stei98, Pg 1136]. For b; f 2 Hol (D) we dene the paraproduct
bilinear operator  by
(3.4) b(f) =
Z z
0
b0()f()d:
The name paraproduct reects the relation of  to a product: bf = b(f) +
f (b): This particular operator and very broad families of generalizations of it are
fundamental technical tools in many areas [MS].
The operator (3.4) and similar operators are still studied for spaces of holomor-
phic functions but, for historical reasons, under a di¤erent name. In some contexts
indenite integration is called the Volterra operator and operators such as (3.4) are
often called Volterra operators or integration operators, for instance [PP13].
The operator b() acting on H2 was studied by Pommerenke in [Pom], and
the rst part of the following result is from that paper.
Theorem 69. The map f ! b(f) is
(1) a bounded map of H2 to itself if and only if b 2 BMOA;
(2) a bounded map of D to itself if and only if b 2 X .
Exercise 97. Prove the theorem. It straightforward using the Carleson mea-
sure characterizations of BMOA and X .
3.2. Other Operators. We have studied the shift operator acting on D and
Hankel operators. There are many other classes of operators which act on D and/or
the containing Sobolev space W1=2;2 (T) (Section 5.4) which are also studied sys-
tematically. We mention some of those here very briey.
3.2.1. Multiplication Operators. The only multiplication operator on D which
we considered systematically was the shift operator. However for every  2 Mult(D)
there is a multiplication operator M and those operators can be studied system-
atically; examples include [Lec], [Ale93] and [AHMR].
3.2.2. The Backward Shift. The backward shift is the map of f(z) 2 Hol(D) to
g(z) = (f(z)   f(0))=z: The Taylor coe¢ cients of g are those shifted one place to
the left. On the Hardy space this gives the adjoint of the shift. On the Dirichlet
space the story is not as simple but the backward shift is closely related to the
adjoint of the Dirichlet shift.
Exercise 98. Give a precise version of the previous statement.
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A great deal is known about the backwards shift acting on the Dirichlet space
and related spaces; see [AleRS] as well as Section 8 of [Ross] and the references
there. The basic reference for the backwards shift acting on the Hardy space is the
book [CR].
3.2.3. Toeplitz Operators. A Toeplitz operators on H2 is the composition of a
multiplication operators taking H2 into L2(T) with the orthogonal projection of
L2(T) back to H2: Alternatively, a Toeplitz operator on H2 is a sum of a holo-
morphic multiplication operator acting on H2 and the adjoint of such an operator
This second description can be used for D and it gives one of several natural ways
of dening Toeplitz operators on D. Toeplitz operators are studied on the Dirich-
let space, but they are much less well understood than the analogs on the Hardy
space or Bergman space. Here are a few references; [RW92], [Wu92], [DL], [AK],
.[Che], [LZ], [LX].
3.2.4. Composition Operators. The composition of two holomorphic functions
is holomorphic and this fact can be used to dene a class of operators, composition
operators, [Sha], [CoMa].
Composition operators on the Dirichlet space: Composition operators
on the Dirichlet and on Dirichlet type spaces are studied in various places including
[JM], [CCG], [CGP], and [LLQR].
Composition operators on the Sobolev space: Going beyond holomorphic
functions leads to further possibilities [Roc94]. Here me describe very briey a par-
ticularly interesting instance of this in the context of the spaces D and W1=2;2 (T).
Suppose we have ; an orientation preserving homeomorphism of T. Composi-
tion with this homeomorphism, C; mapping a given F (ei) to F ((ei)) certainly
takes D to some space of functions dened on the circle. It is then natural to ask if
the map is an isomorphism of a space D to itself. It is not hard to show that this
happens if and only if  is the boundary function of a conformal automorphism of
D, the boundary value of a Mobius map. The question of conditions on  which
insure that C is a bounded map of D into the containing Sobolev spaceW1=2;2 (T)
has a more interesting and more subtle answer. It is a result of Nag and Sullivan
[NaSu] that this happens if and only if  is the boundary value of a quasiconformal
homeomorphism of the disk.
Starting with this result one can construct related operators such as the map
of D to itself given by C followed by the orthogonal projection of W1=2;2 (T) to
D. In addition to their intrinsic interest these mappings can play a role wherever
quasiconformal homeomorphisms arise, for instance [HuSh] and [SS].
Also, there is an intriguing resemblance between the operator C and the op-
erators dened on the Hardy space which were used by Coifman and Meyer in one
of their approaches to the boundedness of the Cauchy integral on curves [CoMe].
4. Notes and Comments
 The theory of Hankel operators on the Hardy space is well established and
much of it is presented in [Pell]. The theory of the small Hankel operator
on the Bergman space goes back to [ACP], see also [CRW, Section 5],
[Axl86], and [Zhu90]. An analogous theory can be developed in many
function spaces, for instance ??, [BPS]. The theory of the big Hankel
operator is not as well developed and the material is more scattered; the
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classic paper on those operators include [Axl86] and [AFP], more recent
developments include [GP].FF axlers paper, really?? FF
 The space DD and related weakly factored spaces are discussed further
in [?], [ARSW11c], [RiSu14], [LR], and [RiSunk]. The last two papers
include discussion of a relation between Hankel operators and invariant
subspaces.
 theorem for dyadic tree is in NYJM article
 mention alternative proof by cascante ortega, generalizations by Cascante-
Fàbrega.
 ref IEOT-D-16-00168
 "Toeplitz operators on Dirichlet space with Sobolev Symbols"
 Integral Equations and Operator Theory xiao and luoif it is in print
CHAPTER 15
Besov Spaces on the Ball
We now study Besov spaces, Bp (Bn) ; of holomorphic functions on
Bn  Cn; the unit ball in complex n space. This will require that
we expand our focus in several ways.
 -We have been considering Hilbert spaces of holomorphic
functions. The Besov spaces are Banach spaces, hence we leave
behind the tools from the theory of RKHS. However the Besov
spaces do have reproducing kernels and those evaluation function-
als are a constant tool.
 -For holomorphic functions on Bn the radial derivative be-
haves very di¤erently from the derivative in directions orthogonal
to the radial. This distinction is fundamental to analysis of holo-
morphic functions on the ball. Many of the technical details below
are designed to work e¤ectively with that distinction or to work
around it.
 - One way to deal with this asymmetry is to use elements
of the automorphism group, Aut (Bn) ; to reduce questions about
local behavior to questions about behavior at the origin where the
picture is symmetric. As a result we will make extensive use of the
automorphism group, Aut (Bn) :
 -Earlier we introduced a space of functions on a tree which
was a useful model for the Dirichlet space. We will do the same here
for the Besov spaces, but, because we have moved to n dimensions,
the straightforward extension of the ideas used for the Dirichlet
space does not give as good a model and a more sophisticated
construction is used.
 -In addition to working with scalar functions we will also
work with vector valued functions. This requires more notation
but not much additional work.
We begin this chapter by recalling classical material about
analysis and geometry on the complex ball, summarizing needed
material from [Rud80], [Zhu05], and [ZZ]. We then introduce
the Besov spaces Bp and the rst of several families of Besov type
spaces on trees. We develop basic functional analytical results for
the Bp, for CM(Bp); and Mult(Bp). We also introduce an "al-
most invariant holomorphic derivative" for dealing with the com-
plex geometry associated to local analysis in Bn:
Much of this material in this chapter and the next two has
appeared in [ARS06]. However the results here are more complete;
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in particular the restriction on the range of p in Theorem  of
[ARS06] has been removed.
Before going on we should comment on something we are not doing. The unit
ball, Bn  Cn;
Bn =
n
z = (z1; :::; zn) : z 2 Cn;
X
jzij2 < 1
o
;
is a natural analog of the unit disk D = B1 C: Hence questions about function
theory and operator theory in subspaces of Hol (Bn) are natural extensions of our
earlier themes. However Bn is not the only domain in Cn with a good claim to
being the natural generalization on the unit disk. The unit polydisk, Dn  Cn;
Dn =
n
z = (z1; :::; zn) : z 2 Cn; max
n
jzij2
o
< 1
o
is another candidate for that role, and the topics we will be discussing are also
studied for subspaces of Hol (Dn). However we will say nothing about those spaces.
The function theory and related operator theory on those spaces have fundamental
di¤erent character from the theories on the ball; a distinction, which was already
apparent in the two classic books by Rudin, [Rud69] and [Rud80].
1. The Ball
1.1. Automorphisms their Actions. We recall some basic denitions and
properties from [Rud80] and [Zhu05]. For a 2 Bn let Pa denote the orthogonal
projection onto the one-dimensional complex subspace Ca generated by a, and
let Qa = I   Pa denote the orthogonal projection onto (Ca)? ; the orthogonal
complement of Ca: Thus
(1.1) Paz =
z  a
jaj2 a; Qaz = (I   Pa) z = z  
z  a
jaj2 a
Dene a biholomorphic involutive automorphism of the ball Bn by ([Rud80], page
25)
'a (z) =
a  Paz   (1  jaj2)1=2Qaz
1  z  a ;(1.2)
=
a  zajaj2 a  (1  jaj
2
)1=2

z   zajaj2 a

1  z  a ;
for z 2 Bn. We have 'a (0) = a, 'a (a) = 0 and 'a  'a = I. We also have the
following identities [Rud80, Theorem 2.2.2].
'0a (0) =  (1  jaj2)Pa   (1  jaj2)1=2Qa;(1.3)
'0a (a) =  (1  jaj2) 1Pa   (1  jaj2) 1=2Qa;
1  'a (w)  'a (z) = (1  a  a) (1  w  z)
(1  w  a) (1  a  z) ;
1  j'a (z)j2 = (1  jaj
2
)(1  jzj2)
j1  a  zj2 ;
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and [Rud80, Theorem 2.2.6]
J'a (z) = jdet'0a (z)j2 =
 
1  jaj2
j1  a  zj2
!n+1
;
where J'a (z) denotes the real Jacobian of 'a at z.
The group of biholomorphic automorphisms of Bn; Aut (Bn), consists of all
maps U'a where U is a unitary transformation and a 2 Bn.
1.2. Measures and Distances. An Aut (Bn) invariant measure on Bn is
given by [Rud80, Theorem 2.2.6].
dn (z) = (1  jzj2) n 1dz:
The invariance of dn follows from the above Jacobian formula and the last identity
in (1.3).
We will also make frequent use of the measures, for  >  1;
(1.4) d (z) = (1  jzj2)dz = (1  jzj2)n+1+dn (z) :
For these measures, and in fact for any measure  on Bn and E  Bn; we
sometimes write jEj for the  measure of E:
The pseudohyperbolic metric, (z; w) on Bn is given by (z; w) = j'z (w)j ;
[Zhu05, Corollary 1.22]. It satises the triangle inequality; for z; ; w 2 Bn;
(1.5)  (w; z)   (; z) +  (w; )
The Bergman (hyperbolic) metric  (z; w) given by [Zhu05, Proposition 1.21],
(1.6)  (z; w) =
1
2
log
1 + j'z (w)j
1  j'z (w)j ; z; w 2 B
n:
Both metrics are invariant under actions by elements of Aut (Bn)
1.3. Anisotropic Geometry. We see from (1.6) that Bergman metric balls
centered at the origin are Euclidean balls. Given r > 0; let t be such that the
Bergman ball centered at the origin with Bergman radius r; B (0; r) ; is the same
as B (0; t) ; the Euclidean ball centered at the origin with Euclidean radius t. Using
the previous formulas
1  t2 = 4
e2r + 2 + e 2r
;
and thus we have the approximations
t  rp
2
for 0 < r < 1;
1  t2  4e 2r for 1 < r <1:
Because the Bergman metric isAut (Bn) invariant, the Bergman metric ballsB (a; r)
of radius r at the point a 2 Bn satisfy
B (a; r) = 'a (B (0; r)) :
In one complex dimension, a  ball in the disk is a Euclidian ball and, although
the formulas relating the centers and radii are slightly awkward, there are convenient
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estimates to go back and forth. This is not true in dimension n > 1: There the 
balls are ellipsoids; the exact formulas are
(1.7) B (a; r) =
(
z 2 Bn : jPaz   caj
2
t22a
+
jQazj2
t2a
< 1
)
;
where
ca =
 
1  t2 a
1  t2 jaj2 ; a =
1  jaj2
1  t2 jaj2 :
In particular if the radius r is xed (and hence t is also xed), then as amoves to the
boundary the ratio of the denominators in (1.7) tends to 0 and thus the eccentricity
of the ellipse tends to the maximum possible value of 1. More precisely, if 0 < a < 1
is embedded in the ball Bn as (a; 0; :::; 0), and if 0 < r  1, then a  1  jaj2 and
this ellipse is approximately the rectangle R = R1 Rn 1  C Cn 1 where
R1 =
h
a  r

1  jaj2

; a+ r

1  jaj2
i

h
 r

1  jaj2

; r

1  jaj2
i
is the two dimensional square centered at (a; 0) in C and having half side length
equal to max jPaz   caj =
p
t22a = ta; and where
Rn 1 =

 r
q
1  jaj2; r
q
1  jaj2
2(n 1)
is the 2n  2 dimensional square centered at 0 in Cn 1 and having half side length
equal to max jQazj =
p
t2a = t
p
a. Thus the Lebesgue measure of the ball
B (a; r) satises
jB (a; r)j  jRj 
h
r

1  jaj2
i2 
r
q
1  jaj2
2n 2
= r2n

1  jaj2
n+1
for 0 < r  1.
This change from round balls in one dimensions to ellipsoidal ones in higher
dimensions is not just a di¤erence in details in certain formulas; the change reects
the appearance of fundamental new geometric issues in the study of functions of
several complex variables.
We will analyze functions in Hol(Bn) at interior points of the ball Bn. However
the functions we consider have radial boundary values a:e: on the boundary sphere
@Bn: That sphere carries its own anisotropic metric ; and, although we will not
do analysis on @Bn, we will encounter the formula for : For z; w set  (w; z) =
j1  wzj1=2 : In addition to being a metric on the sphere, this function also satises
the triangle inequality on the ball [Rud80, Proposition 5.1.2]: for z; ; w 2 Bn;
(1.8)  (w; z)   (; z) +  (w; )
1.4. Di¤erential Operators. For k = 1; :::n we set
@k =
@
@zk
=
1
2

@
@xk
  i @
@yk

; @k =
@
@zk
=
1
2

@
@xk
+ i
@
@yk

:
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The Aut (Bn) invariant gradient, ~r; and invariant Laplacian, ~; are given in terms
of the Euclidean r and  as follows. For a 2 Bn and f holomorphic on Bn we set
( ~rf)(a) = r(f  'a)(0)(1.9)
( ~f)(a) = (f  'a)(0):
(but see Note 4).
Even if f() is holomorphic it is not generally true that ( ~rf)() is holomorphic.
This leads to computational awkwardness when working with higher derivatives.
We avoid those di¢ culties by introducing, in Section 5, a useful alternative to ~r:
Radial di¤erentiation, R; is the operator given by
Rf =
nX
k=1
zk
@
@zk
:
1.5. Boxes and Cubes. In order to facilitate the imposition of a tree struc-
ture, we give a more rened construction of Carleson boxes than the dyadic decom-
position of Chapter 1 and 5 or than that given in Theorem 2.23 of [Zhu05]. Let
 be the Bergman metric on the unit ball Bn in Cn. The metric balls of radius 1
will essentially play the role of an upper half of a Carleson tent, or top half of a
Carleson box. Note that for each r > 0 the set
Sr = @B (0; r) = fz 2 Bn :  (0; z) = rg
is a Euclidean sphere (with di¤erent radius) centered at the origin. In fact, by
(1.40) in [Zhu05] we have  (0; z) = tanh 1 jzj, and so
1  jzj2 = 1  tanh2  (0; z)(1.10)
=
4
e2(0;z) + 2 + e 2(0;z)
 4e 2(0;z)
for  (0; z) large. We will apply the following abstract construction, in the spirit of
the discussions in Section 7 and 2 to the spheres Sr for r > 0.
Lemma 29. Let (X; d) be a separable metric space and  > 0. There is a
denumerable set of points E = fxjg1 or Jj=1 and a corresponding set of Borel subsets
Qj of X satisfying
X =
1 or J[
j=1
Qj ;(1.11)
Qi \Qj = ; i 6= j;
B (xj ; )  Qj  B (xj ; 2) ; j  1:
We refer to the sets Qj as unit cubes centered at xj . (These are not quite
cubes, but in the analogous function theory on Rn it is common to use RnR+ as
a phase space and there to use actual cubes for the localized pieces.)
Proof. Let E = fxjg1 or Jj=1 be a maximal -separated subset of X; that is
d (xi; xj)  ; i 6= j;
d (x;E) < ; x 2 X:
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Let A =
S1 or J
j=1 B (xj ; ) and dene inductively
Qj = B (xj ; 2) n fA [ ([i<jQi)g ; j  1:
It is routine to verify that these cubes Qj satisfy (1.11). 
1.6. The Bergman Tree . Now x ;  > 0, which we will refer to as struc-
tural constants for the Bergman tree. (We will make various choices of  and 
below.) For N 2 N, apply Lemma 29 with parameter  to the metric space (SN; )
to obtain points

zNj
	J
j=1
and unit cubes

QNj
	J
j=1
in SN satisfying (1.11). For
z 2 Bn, let Prz denote the radial projection of z onto the sphere Sr (not to be
confused with the orthogonal projection Pa dened above). We now dene subsets
KNj of Bn by K01 = fz 2 Bn :  (0; z) < g and
KNj =

z 2 Bn : N  d (0; z) < (N + 1) ; PNz 2 QNj
	
; N  1; j  1:
We dene corresponding points cNj 2 KNj by
cNj = P(N+1=2)
 
zNj

:
Again, the subsets KNj of Bn are not literally cubes, but will refer to them as cubes.
We say KNj is centered at c
N
j (while K
0
1 is centered at 0).
Dene a tree structure on the collection of unit cubes
(1.12) Tn =

KNj
	
N0;j1
by declaring that KN+1i is a child of K
N
j , written K
N+1
i 2 C
 
KNj

, if the projection
PN
 
zN+1i

of zN+1i onto the sphere SN lies in the cube QNj . In the case N = 0,
we declare every cube K1j to be a child of the root cube K
0
1 . We will typically
write ; ;  etc. to denote elements KNj of the tree Tn when location in the unit
ball Bn is immaterial. We will write K for the cube KNj and c for its center cNj
when the location matters. Sometimes we will further abuse notation by using 
to denote the center c = cNj of the cube K = K
N
j , especially in the section below
on interpolating sequences.
Finally, we dene the dimension n (T ) of an arbitrary tree T .
Definition 8. The upper dimension n (T ) of a tree T is given by
n (T ) = lim sup
`!1
log2 (N`)
1=`
;
where
N` = sup
2T
card f 2 T :  >  and d () = d () + `g ;
along with a similar denition for the lower dimension n(T ) using lim inf`!1 in
place of lim sup`!1. If the upper and lower dimensions coincide, we denote their
common value, called the dimension of T , by n (T ).
Note that if T is a homogeneous tree with branching number N , then N =
(N`)
1=` for all `  1. The choice of base 2 for the logarithm then yields the
relationship N = 2n, consistent with the common usage that the dyadic tree has
dimension 1 and the linear tree has dimension 0.
Lemma 30. The tree Tn, constructed above with positive parameters  and ,
and the unit ball Bn satisfy the following properties.
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(1) The ball Bn is a pairwise disjoint union of the cubes K,  2 Tn, and
there are positive constants C1 and C2 depending on  and  such that
B (c; C1)  K  B (c; C2) ;  2 Tn; n  1:
(2)
S
K is comparableto the Carleson tent Vc associated to the point
c, where
Vz = fw 2 Bn : j1  w  Pzj  1  jzjg ;
and Pz denotes radial projection of z onto the sphere @Bn.
(3) The invariant volume of K is bounded between positive constants depend-
ing on  and , but independent of  2 Tn. In particular, for 0 < ;   1
we have jKjn  2n 22 and
jKj  2n 22(1  jcj2)n+1  2n 22e 2d()(n+1):
(4) The dimension n (Tn) of the tree Tn is 2ln 2n.
(5) For any R > 0, the balls B (c; R) satisfy the nite overlap conditionX
2Tn
B(c;R) (z)  CR; z 2 Bn:
Note: If n = 1 then the V s just dened are the Carleson tents over intervals
of the boundary circle, as introduced in Chapter 1. If we did the analysis
for n > 1 we would nd that the V s are, roughly, the geometric tents
over the anisotropic disks in @Bn which are dened using the metric  in
Section 1.5.
Proof. Property 1 follows easily from the construction of KNj , and property
2 is then a consequence of the formula for the metric .
Property (3) follows since using (1.10), K is comparable to a rectangle, two
of whose side lengths (those in the complex radial directions) are (1   jcj2) =
e 2d(), while the remaining n  2 side lengths (those in the complex tangential
directions) are 
q
1  jcj2 = e d(). Thus
jKj 
h
(1  jcj2)
i2 

q
1  jcj2
2
= 2n 22(1  jcj2)n+1  2n 22e 2d()(n+1);
and then
jKjn =
Z
K
dz
(1  jzj2)n+1 
1
(1  jcj2)n+1
jKj  2n 22:
The nal two properties follow from volume comparisons. Indeed, given  2 Tn
and `  1, let fjgN`j=1 be an enumeration of the descendents ` generations beyond
:
C(`) () = f 2 Tn :  >  and d () = d () + `g = fjgN`j=1 :
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From property (3) and (1.10) we have that 2n 22  jK jn  e2d()(n+1) jK j,
and since
SN`j=1Kj   e 2` jKj, we obtain
2n 22e 2`e 2d()(n+1)  e 2` jKj 

N[`
j=1
Kj
 =
NX`
j=1
Kj 

NX`
j=1
2n 22e 2d(j)(n+1)
= N`
2n 22e 2(d()+`)(n+1):
Thus there are positive constants c and C depending only on n and  such that
c  N`
e2n`
 C;  2 Tn; `  1;
and it follows that n (T ) = log2 e2n, completing the proof of property 4.
The nite overlap property 5 is obtained as follows. Let z 2 K. If z 2
\Nj=1B
 
cj ; R

, then since  is a metric,
N[
j=1
B
 
cj ; C1
  B (c; R+ 2C1) :
Since the balls B
 
cj ; C1

are pairwise disjoint by property 1, we thus have
N 
NX
j=1
B  cj ; C1n  jB (c; R+ 2C1)jn  CR;
where CR is a positive constant depending on n and , but independent of  2 Tn,
hence also of z 2 Bn. 
Remark 7. (1) We are being imprecise. It is the interiors of the cubes
K which are disjoint. However our interest is in writing integrals over the
ball as a sum of integrals over the K; and in that context the distinction
is safely ignored.
(2) The choice  = ln 22 yields dim (Tn) = n and the convenient equivalence
1  jzj2  2 d() for z 2 K.
(3) The previous construction simplies greatly when n = 1 since then the
spheres Sr are circles, and the cubes QNj can be taken to be circular arcs
of equal length. In one dimension with   1, this identies Bp (T1) with
the one-dimensional Besov space Bp (T ) dened earlier on the dyadic tree
T , and in higher dimensions with the abstract Besov spaces Bp (Tn) de-
ned below on Tn. However, Corollary ??  nd current correct reference
 on monotonicity of Carleson measures requires both  and  to be small
(to invoke the atomic decomposition of Besov spaces), while the more re-
ned holomorphic Besov spaces HBp (Tn) on Tn considered in Section 8
will require  small and  large. The structural inequality (3.37), used
to dene the spaces HBp (Tn) and prove the restriction Theorem 80, re-
quires  su¢ ciently large, while the positivity property (3.43) in Lemma
54 requires in addition that  is su¢ ciently small. Thus we must choose
2. THE BESOV SPACES 263
di¤erent structural parameters in di¤erent applications of tree theory to
the continuous theory.
Eric: Could you check and, as appropriate, clean and polish
the previous paragraph. It is old text and I have lost track of what
is correct. Also, do we still have a monotonicity result ??, I have
a vague recollection that we (I??) removed it.
2. The Besov Spaces
We will study analytic Besov spaces, sometimes called Besov-Sobolev spaces,
on the unit ball Bn in Cn. For 1 < p < 1 and m > n=p the Besov space Bp =
Bp(Bn) consists of those functions f; holomorphic on Bn for which
(2.1)
Z
Bn
(1  jzj2)mf (m) (z)p dn (z) <1:
Here dz is Lebesgue measure on Cn; dn (z) = (1   jzj2) n 1dz is the invariant
measure on the ball, and f (m) is the mth order complex derivative of f . We will
see that, as our denition suggests, the space dened is independent of m as long
as m is su¢ ciently large.
If n = 1 then the choice m = 1 is allowable for all p > 1 and we recapture
the denition of single variable Besov spaces given in Section 5.3. In particular, if
n = 1 and p = 2 we have the classical Dirichlet space and the choices of m > 1 give
alternative norming functionals for that space.
We saw in Chapter 10 that, even for the Dirichlet space, there are other, dif-
ferent looking, norming functionals and they were at times very useful. For the
spaces we are introducing now there are many measures of oscillation that can be
used to build equivalent norming functionals. We will introduce several basic ones
and state the equivalence results from [Zhu05] and [ZZ]. Later we introduce other
variants to meet our particular needs. As we mentioned, there is some overhead
cost in introducing a large variety of norms, but once they are in place they are a
exible tool for working with Besov spaces.
2.1. The Spaces and Their Duals. Let Hol (Bn) be the space of holomor-
phic functions on Bn
We have the reproducing formula of Bergman ([Rud80], Theorem 3.1.3),
(2.2) f (z) =
n!
n
Z
Bn
f (w)
(1  w  z)n+1 dw; f 2 L
1 (dn) \Hol (Bn) ;
and the following variants [Rud80, Theorem 7.1.2] reference to Appendix??
(2.3) f (z) =
n!
n

n+ s
n
Z
Bn
(1  jwj2)s
(1  w  z)s+n+1 f (w) dw; Re s >  1;
valid for all f 2 Hol (Bn) for which the integrand is in L1.
We now recall the invertible radial operators R;t : Hol (Bn) ! Hol (Bn)
given in [Zhu05]. For f 2 Hol (Bn) with homogenous expansion f(z) =P1k=0 fk (z)
dene
R;tf (z) =
1X
k=0
  (n+ 1 + )   (n+ 1 + k +  + t)
  (n+ 1 +  + t)   (n+ 1 + k + )
fk (z) ;
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provided neither n+  nor n+  + t is a negative integer.
If the inverse of R;t is denoted R;t, then Proposition 1.14 of [Zhu05] yields
R;t
 
1
(1  w  z)n+1+
!
=
1
(1  w  z)n+1++t ;(2.4)
R;t
 
1
(1  w  z)n+1++t
!
=
1
(1  w  z)n+1+ ;
for all w 2 Bn. Thus for any , R;t is approximately di¤erentiation of order t.
From Theorem 6.1 and Theorem 6.4 of [Zhu05] we have that, for m large, the
derivatives R;mf (z) are Lp norm equivalentto
Pm 1
k=0
rkf (0)+rmf (z).
Proposition 58. (Theorem 6.1 and Theorem 6.4 of [Zhu05]) Suppose that
0 < p < 1, n+  is not a negative integer, and f 2 Hol (Bn). Then the following
four conditions are equivalent:
(1  jzj2)mrmf (z) 2 Lp (dn) for some m > n
p
;m 2 N;
(1  jzj2)mrmf (z) 2 Lp (dn) for all m > n
p
;m 2 N;
(1  jzj2)mR;mf (z) 2 Lp (dn) for some m > n
p
;m+ n+  =2  N;
(1  jzj2)mR;mf (z) 2 Lp (dn) for all m > n
p
;m+ n+  =2  N:
Moreover, we have for 1 < p <1, for all m1;m2 > n=p, m1+n+ =2  N, m2 2 N,
C 1
(1  jzj2)m1R;m1f
Lp(dn)
(2.5)

m2 1X
k=0
rkf (0)+ Z
Bn
(1  jzj2)m2rm2f (z)p dn (z)1=p
 C
(1  jzj2)m1R;m1f
Lp(dn)
and the constant C depends only on m1, m2, n,  and p.
Definition 9. We dene the analytic Besov spaces Bp on the ball Bn by taking
 = 0 and m = [n=p] + 1 and setting
(2.6) Bp = Bp (Bn) =

f 2 Hol (Bn) :
(1  jzj2)mR0;mf
Lp(dn)
<1

:
and we norm Bp with any of the equivalent expressions in (2.5).
Moew Generally: We just introduced the spaces Bp (Bn) ;and we will be
developing properties of these spaces. In later sections we will also use
analogs of these properties in extended contexts; often without further
comment. The proofs we give here cover those extensions, mutatis mu-
tandis; the primary new feature being additional notation. There are two
main types of extension.
First, beyond the Bp (Bn) we will also work with related spaces of
vector value functions. It was clear from the start that this would be nec-
essary because our analysis, and even our denitions, involve derivatives
of functions of several variables and those derivatives are not scalars.
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Second, we will introduce and consider the spaces Bp (Bn) ; 0   
1=2; where Bp (Bn) = B0p (Bn) : This allows to include consideration of
the spaces B1=22 (Bn) ; :the Drury-Arveson spaces which play a central role
in the theory of RKHS with CPP. Very informally Bp (Bn) is a space
obtained by applying di¤erentiation of order  to functions in Bp (Bn) :
This family of spaces continues to be of interest for  > 1=2 but out
techniques do not extend to that range. Some results in that range are in
[VW] ( correct??)
For  >  1 and with d given by (1.4), we consider the weighted Bergman
space A2 = L
2(Bn; d)\ Hol (Bn) and we denote its inner product by h; i :
hf; gi =
Z
Bn
f (z) g (z)d (z) ; f; g 2 A2;
We see from (2.3) that Kw (z) = K
 (z; w) = (1  w  z) n 1  is the reproducing
kernel for A2 : f (w) = hf;Kwi for f 2 A2: Because the polynomials are dense in
in Ap, 1 < p < 1, this reproducing formula holds as well for f 2 Ap and we will
use it as a basis for a reproducing formula for those spaces.
Notation: For the rest of this chapter and for the next chapter we will use
the following notation, for n; ; and p xed and p0 = (p  1) =p we set
s = (n+ 1 + )=p;(2.7)
s0 = (n+ 1 + )=p0; and hence
s+ s0 = n+ 1 + :
Note that s and s0are not conjugate indices.
Corollary 6.5 of [Zhu05] states that R;s is a bounded invertible operator from
Bp onto Ap, provided that neither n +  nor n +  + s is a negative integer. It
turns out to be convenient to take  =  s here (with this choice we can explicitly
compute certain derivatives and Bp0 norms of our reproducing kernels - see (2.11)
and (2.12) below), and thus we single out the special operators
Rt = R t;t:
Note that the operators Rt and their inverses (Rt ) 1=R t;t are self-adjoint
with respect to h; i : To see this note that the monomials are orthogonal with
respect to h; i (see (1.21) and (1.23) in [Zhu05]), and the action of the operators
is to multiply each term in the expansion of f in homogenous polynomials by
a positive constant. The next denition is motivated by the fact that Rs is a
bounded invertible operator from Bp onto Ap, and that Rs0 is a bounded invertible
operator from Bp0 onto Ap
0
 , provided that neither n+ , n+   s nor n+   s0
is a negative integer. In particular this proviso holds for  >  1.
Definition 10. For  >  1 and 1 < p < 1, we dene a pairing h; i;p for
Bp and Bp0 using h; i as follows:
hf; gi;p = hRs f;Rs0gi =
Z
Bn
Rs f (z)Rs0g (z)d (z)
=
Z
Bn
n
(1  jzj2)sRs f (z)
on
(1  jzj2)s0Rs0g (z)
o
dn (z) :
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By Hölders inequality we havehf; gi;p  kfkBp kgkBp0
By Theorem 2.12 of [Zhu05], we also have that every continuous linear functional
 on Bp is given by f = hf; gi;p for a unique g 2 Bp0 satisfying
(2.8) kgkBp0 = supkfkBp=1
hf; gi;p :
Indeed, if  2 (Bp), then   (Rs ) 1 2 (Ap), and by Theorem 2.12 of [Zhu05],
there is G 2 Ap0 with kGkAp0 = kk such that   (R

s )
 1
F = hF;Gi for all
F 2 Ap. If we set g = (Rs0) 1G, then we have kgkBp0 = kGkAp0 = kk and with
F = Rs f , we also have
f =   (Rs ) 1 F = hF;Gi = hRs f;Rs0gi = hf; gi;p
for all f 2 Bp. Then (2.8) follows from
kgkBp0 = kk = supkfkBp=1
j (f)j = sup
kfkBp=1
hf; gi;p :
Note: The Besov space pairing h; i introduced in [Zhu05] is given by
hf; gi = 
R0;n+1f;R0;n+1g
n+1
= hf; gin+1;2 ;
and so coincides with our pairing for the Hilbert space B2 with the choice
 = n + 1. However, for p 6= 2, our pairing h; i;p uses the operators
Rt = R t;t with t = s and t0 = s0, and so does not coincide with h; i in
[Zhu05].
With Kw (z) the reproducing kernel for A
2
, we now claim that the kernel
(2.9) k;pw (z) = (Rs0) 1 (Rs ) 1Kw (z)
satises the following reproducing formula for Bp:
(2.10) f (w) = hf; k;pw i;p =
Z
Bn
Rs f (z)Rs0k;pw (z)d (z) ; f 2 Bp:
Indeed, for f a polynomial, we have
f (w) = hf;Kwi
=
D
(Rs ) 1Rs f;Kw
E

=
D
Rs f; (Rs ) 1Kw
E

=
D
Rs f;Rs0 (Rs0) 1 (Rs ) 1Kw
E

=
D
f; (Rs0) 1 (Rs ) 1Kw
E
;p
:
We now obtain the claim since the polynomials are dense in Bp and the kernels
k;pw are in Bp0 for each xed w 2 Bn. Thus we have proved the following theorem.
Theorem 70. Let 1 < p <1 and  >  1. Then the dual space of Bp can be
identied with Bp0 under the pairing h; i;p,. The reproducing kernel k;pw for this
pairing is given by (2.9).
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From (2.9) and (2.4) we have
Rs0k;pw (z) = (Rs ) 1Kw (z)(2.11)
= R s;s

(1  w  z) (n+1+)

= (1  w  z) s0 :
The parameter  >  1 appearing in condition (2.11) plays only a limited role.
The next result is an example of this.
Lemma 31. For  >  1 and 1 < p <1, we have
(2.12) kk;pw kp
0
Bp0
 1 + log 1
1  jwj2  (1 +  (0; w)) :
Proof. Using (2.11) and m = s0 > n=p0, we compute that
kk;pw kp
0
Bp0
=
Z
Bn
(1  jzj2)s0Rs0k;pw (z)p0 dn (z)
=
Z
Bn
 1  jzj21  w  z

n+1+
dn (z)
=
Z
Bn
(1  jzj2)
j1  w  zjn+1+ dz
 1 + log 1
1  jwj2 ;
the last estimate by Theorem 1.12 of [Zhu05]. include reference to appendix
B 
For later use we note the following estimate for the modulus of continuity of
functions in Bp: The case n = 1; p = 2 of this result was Proposition 7.
Lemma 32. For f 2 Bp and z; w 2 Bn,
(2.13) jf (z)  f (w)j  C kfkBp  (z; w)
1=p0
:
Proof. To see (2.13), we rst observe that by (2.12),
kk;pw   k;p0 kBp0(2.14)
=
Z
Bn
(1  jzj2)s0Rs0 (k;pw   k;p0 ) (z)p0 dn (z)1=p0
=
0@Z
Bn
(1  jzj2)
 1(1  w  z)s0   1

p0
dz
1A1=p
0
 C jwj
 Z
Bn
(1  jzj2)
j1  w  zjn+1+ dz
!1=p0
 C (0; w)1=p0 :
By the invariance of Bp and the Bergman metric , we then get
Eric, Richard: We dont prove the invariance of Bp: It is in Zhu and I can
dig it out.
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Once we have the almost invariant holomorphic derivative we can prove the
lemma as follows. Let fkg be a string of points at unit distance on the hyperbolic
geodesic connecting the points. Estimate k = f(k+1)  f(k) using some oscil-
lation measure on B(k; 100): Write f()   f() =
P
k and now use Holders
inequality. The balls have bounded overlap so that sum is controlled by the norm,
the other sum just counts o¤ the hyperbolic distance from  to ;This, of course,
assumes that this lemma is not a logical precursor of the almost invariant holomor-
phic derivative.
Having thought about it a moment, perhaps we should include the above ar-
gument as an example of the use of the almost invariant derivative? It probably
gives the "right" invariant statement (whatever that is) for the o¤ diagonal case

jf (z)  f (w)j = jf  'w ('w (z))  f  'w (0)j
=
Df  'w; k;p'w(z)   k;p0 E;p

 kf  'wkBp
k;p'w(z)   k;p0 Bp0
 C kf  'wkBp  (0; 'w (z))
1=p0
= C kfkBp  (z; w)
1=p0
:

3. Function Spaces on Trees
We discussed the tree Besov space B2(T ) in Chapters in 5 and 9 and other
places. In this chapter and the next two we consider several families of Besov
type spaces dened on the n dimensional Bergman tree Tn: In addition to their
intrinsic interest these spaces are useful; and at times necessary, for development
of our results for spaces of holomorphic functions.
For the moment we just introduce the simplest of those families, the spaces
Bp;1(Tn): We make the denition for positive integers n and for the full range
1 < p <1: However the motivation is clearest if we look at the case p > n because
in that case, taking note of Proposition 58, we can dene the Besov space Bp(Bn)
using just rst derivatives.
The tree Besov spaces Bp(T ); 1 < p < 1; are generalizations of the tree
Dirichlet space B2(T ): They are dened similarly but using pth power summability
of di¤erences in the place of square summability. Those spaces are natural compan-
ions to the holomorphic spaces Bp(D) = Bp(B1) which we described in Section 5.3.
The Bp(T ) have their own multiplier algebras, Carleson measures, etc. and their
theory closely resembles that of the spaces Bp(D) [ARS02], [AR04], [ARSW14].
We dene the spaces Bp;1(Tn) using the same recipe as for the Bp(T ) and
informed by the same analogies. That is, given f 2 Bp(Bn) we have that the deriv-
ative, f 0; is in an Lp Bergman space of the ball. Modulus of continuity estimates
ensure that f 0 is roughly constant on each of the cubes in the Bergman tree, a
set which is, or is in bijection with, the set of vertices of Tn: We use versions of
those constants as our model of f 0 on Tn. The invariant volume, d; is roughly the
same for each cube and we model it with counting measure on Tn. Thus we we
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expect our model of f 0 will be in lp of Tn. Noting that Bp(Bn) consists of primi-
tives of Bergman space functions we dene Bp;1(Tn) to be the space of "summation
primitives" of functions in lp of the tree.
Specically, the tree Besov spaces, Bp;1(Tn); are dened as follows. We have Tn;
a rooted tree, and we continue the notation and language of Chapter 5 for the partial
ordering induced by the root, for parents and children, for the predecessor and
successor sets, and for the operators I and : For 1 < p <1 we let Bp;1(Tn) be the
space of functions F dened on Tn such thatF dened byF () = F () F ( )
is in `p(Tn). The space is normed by kFkpBp;1(Tn) = jF (o)j
p
+ kFkp`p(Tn) : We will
use the spaces Bp;1(Tn) here; we introduce spaces Bp;m(Tn) and more in Chapter
17.
4. Carleson Measures
Recall that Carleson measures for Bp are dened in (4.5).
A measure  on Tn is said to be a Carleson measure for Bp;1(Tn) if there is a
C > 0 such that for all F = If in Bp;1(Tn) with f  0
(4.1)
X
2Tn
If ()
p
 ()  C
X
2Tn
f ()
p
; f  0:
Equivalently, for all F; kFk`p()  C kFkBp;1(Tn) :
4.1. Discretization of Carleson Measures. We now show that  is a Car-
leson measure if and only an averaged version and a discretized version are Carleson
measures. We now dene those. Pick a large positive R and let RK denotes the
Bergman ball with center c  center (K) and radius R. We will have K  RK
and the RK have bounded overlap
(4.2)
X
2Tn
RK . CR;
We denote the  measure of RK by () and let fR denote an averaged version
of  given by
(4.3) dfR (z) = X
2Tn
()
jRKjRK (z) dn (z) ;
and we dene the discretized version \R by
(4.4) \R =
X
2Tn
()c
Finally, we will denote by ^ the associated measure on the tree Tn; that is 8 2 Tn,
^() = () = (RK):
We will need the following:
Theorem 71. Let 1 < p < 1, r  R < 1, let  be a positive Borel measure
on the ball Bn and fR; \R be dened as in (4.3) and (4.4) respectively. Then  is
a Bp-Carleson measure on Bn if and only if fR is a Bp-Carleson measure on Bn
if and only if \R is a Bp-Carleson measure on Bn. The implied constants depend
only on R, n and p.
We make no restriction here on the structural constants  and .
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Proof. Testing the denition of Carleson measure on the constant function
we see that such measures are nite. Hence the bounded overlap condition (4.2)
ensures that  (Bn)  fR (Bn)  \R (Bn). Fix f 2 Bp and, for the moment, R  r;
and let fwg2Tn and fg2Tn be sequences with w;  2 RK satisfying
jf (w)j = max
w2RK
jf (w)j ; jf ()j = min
w2RK
jf (w)j ;  2 Tn:
By Minkowskis inequality and (??), no idea what that reference is 
 X
2Tn
jf (w)jp  (RK)
!1=p
 
 X
2Tn
jf ()jp  (RK)
!1=p

 X
2Tn
jf (w ())  f ()jp  (RK)
!1=p
 C
 X
2Tn
kfkpBp  (RK)
!1=p
 CR (Bn)1=p kfkBp :
From the inequalities
c jf ()jp  (RK) 
Z
RK
jf (z)jp d (z)  C jf (w)jp  (RK) ;
c jf ()jp  (RK) 
Z
RK
jf (z)jp
Z
RK
d

dn (z)  C jf (w)jp  (RK) ;
c jf ()jp  (RK) 
Z
RK
jf (z)jp
Z
RK
d

c (z)  C jf (w)jp  (RK) ;
it follows that if  is any of the three measures ; fR; \R, then
c
X
2Tn
jf ()jp  (RK)  kfkpLp()  C
X
2Tn
jf (w)jp  (RK) ;
and hence if 1 and 2 denote any two of the three measures ; fR; \R, then
kfkLp(1) =

kfkLp(1)   kfkLp(2)

+ kfkpLp(2)
 CCR (Bn) kfkpBp + kfk
p
Lp(2)
:
The conclusion of the theorem now follows immediately. 
4.2. Carleson Measures and Multipliers.
Definition 11. Given 1 < p < 1, a positive Borel measure  on the ball Bn
is a Bp-Carleson measure on Bn if there is C <1 such that
(4.5)
Z
Bn
jf (z)jp d (z)  C kfkpBp ; f 2 Bp:
Definition 12. We say that ' is a (pointwise) multiplier on Bp if 'f 2 Bp
for all f 2 Bp. By the closed graph theorem, this is equivalent to the existence of a
constant C <1 such that
k'fkBp  C kfkBp ; f 2 Bp:
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We denote by H1(Bn) the space of bounded functions on Bn with the usual
supremum norm. As was true for functions of a single variable (Section 4.2), mul-
tipliers are bounded and there is an intimate relation between multipliers and Car-
leson measures.
Theorem 72. A function ' dened on Bn is a multiplier on Bp if and only if
' 2 H1 (Bn) \Bp and for some (or every) m > n=p
d' =
(1  jzj2)mrm' (z)p dn (z)
is a Bp-Carleson measure.
Proof. Just as in Section 4.2, it is straightforward to see that if ' is a multi-
plier on Bp, then ' 2 H1(Bn)\Bp. First note that, since 1 2 Bp, the measure d'
must be nite which insures ' 2 Bp. Next, the adjoint M' of the multiplier oper-
ator M'f = 'f is also bounded on Bp, and if ez is the point evaluation functional
on Bp, then

f;M'ez

= hM'f; ezi = ' (z) f (z) = ' (z) hf; ezi =
D
f; ' (z)ez
E
; f 2 Bp:
This shows that M'ez = ' (z)ez. Thus
j' (z)j kezkB0p =
' (z)ez
B0p
=
M'ezB0p  M' kezkB0p
which implies that j' (z)j  M' = kM'k since kezkB0p <1.
The analysis of the Carleson measure condition is complicated slightly by the
need to include analysis of derivatives past the rst. Fix 1 < p <1 and m > n=p.
Let f; ' 2 Bp. Then
k'fkBp =
m 1X
k=0
rk ('f) (0)+ Z
Bn
(1  jzj2)mrm ('f) (z)p dn (z)1=p ;
and, for some constants cm;k;
(4.6) rm ('f) (z) =
mX
k=0
cm;k
 rm k' (z)  rkf (z) :
Hence, using this estimate,Z
Bn
(1  jzj2)mrm ('f) (z)p dn (z)1=p
 C
Z
Bn
(1  jzj2)mrm' (z)p jf (z)jp dn (z)1=p
+ C
m 1X
k=1
Z
Bn
(1  jzj2)m krm k' (z)p (1  jzj2)krkf (z)p dn (z)1=p
+ C
Z
Bn
j' (z)jp
(1  jzj2)mrmf (z)p dn (z)1=p :
For 1  k  m  1 set
qk =
m
m  k ; q
0
k =
m
k
:
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Noting that m   k = m=qk > n=(pqk) and k = m=q0k > n=(pq0k); apply Holders
inequality for each k to obtainZ
Bn
(1  jzj2)m krm k' (z)p (1  jzj2)krkf (z)p dn (z)1=p

Z
Bn
(1  jzj2)m krm k' (z)pqk dn (z)1=(pqk)

Z
Bn
(1  jzj2)krkf (z)pq0k dn (z)1=(pq0k)
 k'kBpqk (Bn) kfkBpq0k (Bn)
Now the atomic decomposition of Besov spaces, Theorem 6.6. in [Zhu05],
implies in particular that the inclusions of the Besov spaces Bp are determined by
those of the `p spaces; that is,
Bp  Bq; 0 < p < q <1;
and hence, because qk; q0k > 1. we also have
(***) k'kBpqk kfkBpq0k  k'kBp kfkBp ; 1  k  m  1;
Also,
m 1X
k=0
rk ('f) (0)  C m 1X
k=0

kX
j=0
 rk j' (0)  rjf (0)

 C
 
m 1X
k=0
rk' (0)! m 1X
k=0
rkf (0)!
 k'kBp kfkBp :
Combining all of these inequalities we obtain
(4.7) k'fkBp  C
n
kfkLp() + k'kBp kfkBp + k'kH1(Bn) kfkBp
o
;
where
d (z) =
(1  jzj2)mrm' (z)p dn (z) :
Similarly, if we rewrite (4.6) as
cm;0 (rm' (z)) f (z) =  rm ('f) (z) +
mX
k=1
cm;k
 rm k' (z)  rkf (z) ;
and multiply through by (1  jzj2)m, the above inequalities yield
(4.8) kfkLp()  C
n
k'fkBp + k'kBp kfkBp + k'kH1(Bn) kfkBp
o
:
For ' 2 H1 (Bn) \ Bp, inequalities (4.7) and (4.8) show that ' is a multiplier on
Bp if and only if  is a Bp-Carleson measure on Bn. 
4. CARLESON MEASURES 273
4.3. Characterizing Carleson Measures. In this section we give general-
ization of results of Chapter 6 concerning the relation between Carleson measures
for tree spaces and those for spaces of holomorphic functions. We also investigate
the role of the tree conditions, such as (TC), (4.1) and (4.9) below, in characterizing
those measures. In particular we show that, given a nonnegative measure  on the
ball, if ^ is a Bp(Tn)-Carleson then  is a Bp-Carleson measure. We also obtain a
partial converse. In the range 1 < p < 2+1=(n  1) we show that if  is a Carleson
measure for Bp then ^ is a Carleson measure for Bp(Tn): The remaining possible
implication, necessity in the range p 2 [2 + 1=(n  1);1) ; is left open.
Theorem 73. Suppose 1 < p <1; 1=p+ 1=p0 = 1; and that 0 < ;  <1 are
the structural constants in the construction of Tn in Section 1.6: Let  be a positive
measure on Bn. Then with constants depending only on p; ; ; n, conditions ( 2)
and ( 3) below are equivalent. Condition ( 3) is su¢ cient for condition (1), and,
provided 1 < p < 2 + 1=(n  1), condition ( 3) is also necessary for condition (1):
(1)  is a Bp-Carleson measure on Bn, i.e. (??) x  holds.
(2) b = f ()g2Tn is a Bp (Tn)-Carleson measure on the Bergman tree Tn,
i.e. (4.1) holds .
(3) There is C <1 such that
(4.9)
X

I ()p
0  CI () <1;  2 Tn:
Proof. The tree theorem in [ARS02] yields the equivalence of conditions (2)
and 3 in Theorem 73. That proof, for general p; is essentially the same for as the
proof for the case p = 2 given in Chapter 5.
We will consider the necessity and su¢ ciency of condition 3 for condition (1)
separately in the next two subsections. For convenience we prove only the case
 = 1 and  = ln 22 , so that by Lemma 30, the dimension of Tn is n, and
(4.10) 1  jzj2  e 2(0;z)  e 2d() = 2 d()
for z 2 K by (1.10). The proof of the general case is similar.
Duality: First we dualize the Carleson embedding by computing its adjoint
relative to the pairing h; i;p introduced above. Let
(4.11) hf; gi =
Z
Bn
f (z) g (z)d (z)
be the usual pairing between Lq () and Lq
0
(), and suppose that 1 < p < 1,
 >  1. We claim that for a polynomial f 2 Bp (Bn) and a simple function
g 2 Lq0 (), we have
hf; gi = hf;gi;p
where g 2 Bp0 (Bn) is given by the formula
Rs0g (w) =
Z
Bn

1
1  z  w
s0
g (z) d (z) :
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In fact, by (2.10) and (2.11) we have
hf; gi =
Z
Bn
f (z) g (z)d (z) =
Z
Bn
hf; k;pz i;p g (z)d (z)
=
Z
Bn
Z
Bn
Rs f (w)Rs0k;pz (w)d (w)

g (z)d (z)
=
Z
Bn
Rs f (w)
(Z
Bn

1
1  z  w
s0
g (z) d (z)
)
d (w) :
The Carleson embedding statement.
kfkLq() =
Z
Bn
jf (z)jq d (z)
1=q
 C kfkBp(Bn) ; f 2 Bp (Bn) ;
is equivalent to its Banach space dual statement. By the density of polynomials in
Besov spaces, the density of simple functions in Lebesgue spaces, and the previous
computation; the dual statement is
kgkBp0 (Bn)  C kgkLq0 () :
Since we have
kgkBp0 (Bn) =
0@Z
Bn

Z
Bn

1
1  z  w
s0
g (z) d (z)

p0
d (w)
1A1=p
0
=
0B@Z
Bn

Z
Bn
 
1  jwj2
1  z  w
!s0
g (z) d (z)

p0
dn (w)
1CA
1=p0
;
we can restate the dual inequality as
(4.12)
SgLp0 (n)  C kgkLq0 () ; g 2 Lq0 () ;
where the operator S is given by
(4.13) Sg (w) =
Z
Bn
 
1  jwj2
1  z  w
!s0
g (z) d (z) :
Remark 8. The implication (1) implies (2) of Theorem 73 is equivalent to the
implication that boundedness of S from L
q0 () to Lp
0
(n) (as in (4.12)) implies
the boundedness of T  between the same two spaces, where
(4.14) T g (w) =
Z
Bn
 1  jwj21  z  w

s0
g (z) d (z) ;
that is, the kernel for T  is the modulus of the kernel for S

. Roughly speaking, the
Carleson embedding implies the tree condition if and only if we can take absolute
values inside the operator S without destroying the boundedness in (4.12). This
claim follows easily from the argument in the next subsection.
Necessity in a Small Range: We now give a relatively simple argument
which establishes necessity in the small range 1 < p < 1 + 1=(n+ 1): Suppose that
 is a Bp-Carleson measure on Bn where 1 < p < 1 + 1=(n  1): Choose  >  1 so
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that s0 = 1. We then obtain from (??)  the previous broken reference shows up
here and several other places that
Z
Bn

Z
Bn
Re
 
1  jwj2
1  z  w
!
g (z) d (z)

p0
dn (w)
 Sgp0Lp0 (n)
 C
Z
Bn
jgjp0 d
for all g  0. The tree inequality (4.1) now follows as in the one-dimensional case
in [ARS02], [AR04]. Indeed, x  2 Tn and let g =
P
2n g ()K . Here g is
constant on K with value g (). Then since
Re
 
1  jwj2
1  z  w
!
 c > 0; w 2 K ; z 2 S
for   , and Re

1 jwj2
1 zw

 0 otherwise, we obtain
cp
0kI (g) kp0
Lp0 (T n) =
X
2T n
0@X

c (g) (K)
1Ap
0
 C
Z
Bn
 Z
Re
 
1  jwj2
1  z  w
!
g (z) d (z)
!p0
dn (w)
 C
Z
Bn
jgjq0d
= C
X
2T n
jg()jq0() = Ckgkp0
Lq0 (T n);
which yields the dual of inequality (4.1).
Unfortunately, this elegant proof breaks down for p  1 + 1=(n  1). For those
p; and with the restriction that  >  1; we cannot ensure  = s0 2 (0; 1], thus we
no longer have the crucial estimate Re

1 jwj2
1 zw

> 0. I rewrote this paragraph,
is it correct?
Su¢ ciency: We will show Condition 3 is su¢ cient for Condition (1), Suppose
that b satises the tree inequality (4.1). We want to show that Condition (1) holds.
We will do that by establishing the dual inequality  (??). Since b = be, we now
replace  by e in (??) and establish (4.12) for Se instead of S in (4.13). We will
do that by establishing the boundedness of T e ; given by a formula such as (4.14),
from Lq
0
(e) to Lp0 (n). When that is done, it follows that e, and hence also , is
a Bp-Carleson measure.
From Lemma 33 below with  = 0, s = n+ 1 + , r = p0 and
f (z) = g (z)
de
dz
(z) = g (z)
X
2Tn
 (K) (1  jzj2) n 1K (z) ;
276 15. BESOV SPACES ON THE BALL
we obtain, with bT as in Lemma 33,T egp0Lp0 (dn) = bT (ge)p0Lp0 (dn)  Cp0 X
2Tn
I (ge) ()p0 ;
where
I (ge) = X
2Tn:
Z
K
gde = X
2Tn:
 (K)
Z
K
gdn
and g () =
R
K
gdn. The tree inequality (4.1) holds for e () = e (K), and this
in turn is equivalent toX
2Tn
I (ge) ()p0  C X
2Tn
g ()
p0 e () ;
Finally, since e is constant on K, we have
g ()
p0 e () =  (K)Z
K
gdn
p0
  (K)
Z
K
gp
0
dn =
Z
K
gp
0
de;
for all  2 Tn, and hence X
2Tn
g ()
p0 e ()  Z
Bn
gp
0
de:
Combining these inequalities establishes (??)  ??  as required. 
Lemma 33. For 0    1, 1 < r <1, s+ r > n and f 2 L1 dene
bTf (w) = Z
Bn
(1  jwj2)s=r
j1  w  zj+s=r
f (z) dz:
Then we have bTfr
Lr(dn)
 Cr
X
2Tn
h
e2d()If ()
ir
;
where If () =
P
2Tn: f () and f () =
R
K
jf (z)j dz.
Note that the discretization of f involves the measure dz, as compared to the
discretization of g above that uses dn.
Proof of Lemma. Let  = ln 22 for notational convenience. We compute for
f  0,bTfr
Lr(dn)
=
Z  Z
Bn
(1  jwj2)s=r
j1  w  zj+s=r
f (z) dz
!r
dn (w)

Z 0@ 1
(1  jwj2)
  log2(1 jwj)X
m=0
2 m(+s=r)
Z
Swm
f (z) dz
1Ar dn (w) :
Here Swm is the tent below wm; for any  2 Bn,
S =

z :
1  z  jj
  1  jj2 :
and for any w 2 Bn; m = 0; 1; :::
Pm (w) = 2
m (1  jwj) wjwj :
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We now x a constant  such that n=(s + r) <  < 1 and continue the string of
inequalities starting with Hölders inequality:
bTfr
Lr(dn)

Z 8<:
  log2(1 jwj)X
m=0
2 m(+s=r)(1 )r
0
9=;
r=r0

8<:
  log2(1 jwj)X
m=0
2 m(s+r)
 
1
(1  jwj2)
Z
Swm
f (z) dz
!r9=; dn (w)
 Cs;r;;
1X
m=0
2 m(s+r)
Z  
1
(1  jwj2)
Z
Swm
f (z) dz
!r
 [m;1) (  log2 (1  jwj)) dn (w)
 Cs;r;;
1X
m=0
2 m(s+r)
X
2Tn
[m;1) (d ())
0@2d() X
2Tn:Pm()
f ()
1Ar ;
with Cs;r;; =
P1
m=0 2
 m+s=r(1 )r0
r 1
, and where Pm () denotes the mth
predecessor of . The nal term above satises
1X
m=0
2 m(s+r)
X
2Tn
[m;1) (d ())
0@2d() X
2Tn:Pm()
f ()
1Ar

1X
m=0
2m(n (s+r)) sup
m0
2 nm
X
2Tn
[m;1) (d ())
0@2d() X
2Tn:Pm()
f ()
1Ar
 CC 0s;n;;
X
2Tn
0@2d() X
2Tn:
f ()
1Ar = X
2Tn

2d()If ()
r
;
with C 0s;n;; =
P1
m=0 2
m(n (s+r)) <1 since n=(s+r) < , and where we have
used the fact that
card f 2 Tn : Pm () = g  C (2n)m ;
which follows from Lemma 30 and our choice of  = ln 22 in (4.10). This completes
the proof of Lemma 33.
With this lemma proved, we have completed the proof that condition (3) is
su¢ cient for condition (1) in Theorem 73.
Necessity in the Extended Range: We now prove necessity for 1 < p <
2 + 1=(n + 1); but with a more substantial argument than we used earlier for the
restricted range. Suppose that  is a Bp-Carleson measure on Bn where 1 < p <
2 + 1=(n  1). We have from (??) that
Z
Bn

Z
Bn
 
1  jwj2
1  z  w
!s0
g (z) d (z)

p0
dn (w)(4.15)
=
Sgp0Lp0 (n)  C
Z
Bn
jgjq0 d
p0=q0
;(4.16)
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where the operator S is given by (4.13)
The left side of (4.15) raised to the power 1=p0 is
0B@Z
Bn

Z
Bn
 
1  jwj2
1  z  w
!s0
g (z) d (z)

p0
dn (w)
1CA
1=p0
(4.17)
= sup
kFkLp(dn)1

Z
Bn
8<:
Z
Bn
 
1  jwj2
1  z  w
!s0
g (z) d (z)
9=;F (w)dn (w)

 sup
f0

Z
Bn
8<:
Z
Bn
 
1  jwj2
1  z  w
!s0
g (z) d (z)
9=; Vf (w)kVfkLp(dn) dn (w)
 ;
where for 0 <  < 1 we dene the operator V by
Vf (w) =
Z
Bn
(1  jwj2)s

Rs

1
1  z  w

f (z) dz
= (1  jwj2)sRs
Z
Bn
f (z)
(1  z  w) dz:
From (2.4) we have
1
1  z0  w

= R n 1;s

1
1  z0  w
s+
;
and so with
fVf (w) = Z
Bn
(1  jwj2)s
(1  z  w)s+ f (z) dz;
Uf (w) =
Vf (w)
(1  jwj2)s ;
fUf (w) = fVf (w)
(1  jwj2)s ;
we obtain
Uf (w) = R
 s;sR n 1;sfUf (w) :
We now use the fact that R1;tR2;t is bounded on the Bergman space A

p provided
n+ i, n+ i + t =2  N (Corollary 6.5 of [Zhu05]) to conclude that
kVfkLp(dn) = kUfkLp(d) =
R s;sR n 1;sfUf
Lp(d)
(4.18)
 C
fUf
Lp(d)
= C
fVf
Lp(dn)
:
Remark 9. Note that in the special case p = 2, Sg = eT0 (g), so that the
adaptation of the argument below to  = 0 reduces to a familiar TT  argument.
The nal line in (4.17) is
(4.19) sup
f0
1
kVfkLp(dn)
Z
Bn
Sg (w)Vf (w)dn (w)
 :
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To compute this supremum, we note that the integral in (4.19) for f  0 is
Z
Bn
Sg (w)Vf (w)dn (w)
(4.20)
=
Z
Bn
Z
Bn
(Z
Bn

1
1  z  w
s0 
Rs

1
1  w  z0

d (w)
)
f (z0) dz0g (z) d (z)
=
Z
Bn
Z
Bn

1
1  z  z0

f (z0) dz0g (z) d (z)
since with `z0 (z) =

1
1 z0z

, the integral in braces above is by (2.11),Z
Bn
Rs0k;pz (w)Rs `z0 (w)d (w) = h`z0 ; k;pz i;p
= `z0 (z) =

1
1  z  z0

:
We can discretize the last integral in (4.20) by breaking up the integrals over
the balls into Bergman cubes K and using the fact that

1
1 zz0

is essentially
constant on products of Bergman cubes. Observe also that by our choice of  = ln 22
in (4.10),
Re

1
1  z  z0

 c2d(^); z 2 K; z0 2 K ;
for a positive constant c, provided 0 <  < 1. Note that c tends to 0 as  ! 1,
so that we cannot use  = 1 even though Re 11 zz0 > 0 on the ball. We obtain thatZ
Bn
Sg (w)Vf (w)dn (w)


Re Z
Bn
Sg (w)Vf (w)dn (w)

 c
Z
Bn
Z
Bn

Re

1
1  z  z0

g (z) d (z) f (z0)dz0
 c
X
2Tn
X
2Tn
2d(^)g () f () :
for f; g  0 on the ball Bn, and where f () = R
K
f (z) dz and g () =
R
K
g (z) d (z).
We also observe thatX
2Tn
2d()Ig () If () =
X
2Tn
2d()
X
2Tn:
g ()
X
2Tn:
f ()
=
X
2Tn
X
2Tn
0@ X
2Tn:;
2d()
1A g () f ()

X
2Tn
X
2Tn
2d(^)g () f () ;
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and so altogether we obtain
(4.21)
sup
f0
1
kVfkLp(dn)
X
2Tn
2d()Ig () If ()  C
Z
Bn
jg (z)jq0 d (z)
1=q0
;
for g 2 Lq0 (). Provided g is nonnegative and essentially constant on the Bergman
boxes K, we can discretize the nal integral above as
(4.22)
Z
Bn
jg (w)jq0 d (w) 
X
2Tn
g ()
q0
 () :
Then (4.21) becomes approximately
sup
f0
1
kVfkLp(dn)
X
2Tn
2d()Ig () If ()  C
 X
2Tn
g ()
q0
 ()
!1=q0
:
With  = , s = n+ 1 +  and r = p in Lemma 33, we obtain
fVf
Lp(dn)
 Cp
 X
2Tn

2d()If ()
p!1=p
;
which together with (4.18), yields the discretized inequalityX
2Tn
Ig () 2d()If ()(4.23)
 C
 X
2Tn
g ()
q0
 ()
!1=q0  X
2Tn

2d()If ()
p!1=p
;(4.24)
for f; g  0 on Tn. If we write the left side of (4.23) asX
2Tn
Ig () 2d()If () =
X
2Tn
g () () I2dIf ()
and then take the supremum over all g  0 we obtain the inequality
(4.25) X
2Tn

I2dIh ()
q
 ()
!1=q
 C
 X
2Tn
h
2d()Ih ()
ip!1=p
; h  0 on Tn;
which is (??) tested over f of the form f = 2dIh, and with  () =
R
K
d and
T replaced by Tn. We will however continue instead with the bilinear form (4.23).
We may assume without loss of generality that  has nite support on the tree Tn.
Indeed, if we simply restrict  on the ball to a nite union F of Carleson boxes, then
this restriction F is a Carleson measure with norm under control. If we can show
that condition (??), and thus also (??), holds for F with a constant independent
of F , then obviously (??) holds for  with the same constant.
 the references (??) and (??) in the previous few lines are undened 
If we are able to nd f  0 such that
(4.26) 2d()If () = (Ig ())p
0 1
;  2 Tn;
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then from (4.23) we have
X
2Tn
(Ig ())p
0  C
 X
2Tn
g ()
q0
 ()
!1=q0  X
2Tn
(Ig ())(p
0 1)p
!1=p
= C
 X
2Tn
g ()
q0
 ()
!1=q0  X
2Tn
(Ig ())p
0
!1=p
;
which yields (??) as required. So it remains to solve (4.26) for as large a range of p
as we can, using 0 <  < 1. To this end, we invoke the following elementary result
on a tree T .
Lemma 34. Given G  0 on T such that G (o) < 1, there is h  0 on T
satisfying
(4.27) Ih () = G () ;  2 T ;
if and only if both
(4.28)
X
d()=N
G ()! 0 as N !1;
and
(4.29) G () 
X
j
G (j)  0;  2 T ;
and where j are the children of .

Proof of the Lemma. For the necessity, (4.27) and h  0 imply
0  h () = Ih () 
X
j
Ih (j) = G () 
X
j
G (j) ;
which is (4.29), while (4.27) and
P
2T h () = I
h (o) = G (o) < 1 with h  0
yield X
d()=N
G () =
X
d()=N
Ih () =
X
2T :d()N
h ()! 0 as N !1;
which is (4.28).
Conversely, (4.29) and (4.28) yield (4.27):
Ih () =
X
2T :
h () = lim
N!1
X
;d()<N
h ()
= lim
N!1
X
;d()<N
8<:G () X
j
G (j)
9=;
= lim
N!1
8<:G ()  X
d()=N
G ()
9=;
= G () :
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By Lemma 34, solving (4.26) for f  0 is equivalent to the inequality
2 d() (Ig ())p
0 1 
X
j2C()
2 d(j) (Ig (j))
p0 1
;  2 Tn;
where the sum is taken over the the set C () of children j of . This inequality is
trivial if p  2 since then p0   1  1 implies
(Ig ())p
0 1 
0@ X
j2C()
Ig (j)
1Ap
0 1

X
j2C()
Ig (j)
p0 1
;
and d (j) > d () for j 2 C (). So we suppose that p > 2. Since d (j) = d ()+1,
and j runs from 1 to the maximum branching number N of the Bergman tree Tn,
we have using Hölders inequality with exponents p  1 and (p  1)=(p  2),X
j2C()
2 d(j) (Ig (j))
p0 1
 2 d() 
0@ X
j2C()
1
1A(p 2)=(p 1)0@X
j
(Ig (j))(
p0 1)(p 1)
1A1=(p 1)
 2 d()2  (N)(p 2)=(p 1)
0@X
j
Ig (j)
1A1=(p 1)
 2(log2N)((p 2)=(p 1) )
n
2 d() (Ig (j))
p0 1
o
 2 d() (Ig (j))p
0 1
;
as required provided
(log2N)
p  2
p  1     or p 
2 (log2N)  
(log2N)  
= 2 +

(log2N)  
:
In order to obtain the full range 1 < p < 2+1=(n 1), we will take  su¢ ciently
close to 1, and use the device of splitting the sum
P
2Tn into sparse piecesP
2Tn:d()2`N+m for 0  m < `, where ` is chosen so large in Denition 8 that
log2 (N`)
1=`
= log2

sup
2T
card f 2 T :    and d () = d () + `g
1=`
(4.30)
<
p  1
p  2 :(4.31)
This can be done if p < 2+1=(n  1), or equivalently n < (p  1)=(p  2), since the
dimension n (Tn) of the tree Tn is n by Lemma 30 when  = ln 22 .
With ` chosen so that (4.30) holds, we consider solving the equation
(4.32) 2d()If () = (Ig ())p
0 1
;  2 Tn; d () 2 `Z+;
for 0 <  < 1 and with f  0 on Tn and supported in

`  f 2 Tn : d () 2 `Z+g :
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By Lemma 34 applied to the tree 
`, this is equivalent to the inequality
2 d() (Ig ())p
0 1 
X
j2C`()
2 d(j) (Ig (j))
p0 1
;  2 
`;
where the sum is now taken over the the set C` () of grand` 1-children j of , i.e.
those with j >  and d (j) = `. From Hölders inequality with exponents p   1
and p 1p 2 again,X
j2C`()
2 d(j) (Ig (j))
p0 1
 2 d() `
0@ X
j2C`()
1
1A(p 2)=(p 1)0@X
j
(Ig (j))(
p0 1)(p 1)
1A1=(p 1)
 2 d()2 ` (N`)(p 2)=(p 1)
0@X
j
Ig (j)
1A1=(p 1)
 2(log2N`) p 2p 1 `
n
2 d() (Ig ())p
0 1
o
 2 d() (Ig ())p0 1 ;
since

log2 (N`)
1=`

p 2
p 1    < 0 for  su¢ ciently close to 1 by (4.30).
Thus we have solved (4.32) for f  0 on Tn, and supported in 
`. We also
have, for  2 
`:
(4.33)
X
>:1d(;)`
h
2d()If ()
ip
 Cp;`
h
2d()If ()
ip
= Cp;` (I
g ())p
0
:
Thus using rst (4.32) and (4.23), and then (4.33), we have
X
2
`
(Ig ())p
0  C
 X
2Tn
g ()
p0
 ()
!1=p0  X
2Tn
h
2d()If ()
ip!1=p
 C
 X
2Tn
g ()
p0
 ()
!1=p0 0@Cp;` X
2
`
(Ig ())p
0
1A1=p :
Since
P
2Tn (I
g ())p
0  C 0p;`
P
2
` (I
g ())p
0
, this yields the dual of (4.1),
and hence (??) as required. 
Note: If the weight one of the two following exponents needs to be xed
2d() in (4.26) were replaced by 2nd(), then the argument above
would solve (4.26) for all 1 < p < 1. However, this would require using
`nz0 (z) =

1
1 z0z
n
above, and the real part of `nz0 (z) would no longer
be positive. We do not know if inequality (4.25) characterizes (??) when
p  2 + 1=(n  1).
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5. Local Analysis of Besov Functions
We will work now in the situation described in Section 1.6. That is, we have
the tree Tn and the corresponding decomposition of the ball Bn = [K: Select a
particular  2 Tn and let a = c:
To work with the spaces Bp(Bn) we need to work with mth derivatives, m >
n=p; Hence, in general, we will need to consider m > 1: This introduces compli-
cations. For functions in Hol(Bn); n > 1; the radial derivatives satisfy di¤erent
estimates than the derivatives in the tangential (orthogonal to the radial) direc-
tions. This lack of isotropy is a distinctive feature of the higher dimensional theory
and we need a convenient formalism for working with it. Higher partial derivatives
involve mixtures of these cases and estimation becomes more complicated. Al-
though results such as Proposition 58 allow global comparison of the size of various
higher order derivative, we will also need local information.
In (1.9) we dened the invariant derivative erf of f 2 Hol(Bn) by erf (a) =
f 0 (a)'0a (0) where 'a is the ball automorphism which interchanges 0 and a: This is
a good tool for rst order derivatives. However, because erf (a) is not a holomorphic
function of a; using it as a rst step on a path to studying higher order derivatives
would lead to a variety of new complications. Instead we introduce an almost
invariant holomorphic derivative fDag :
Specically, on each Bergman cube K we construct a di¤erential operator Da
that, on K; is close to the invariant gradient er, and which has the additional
property that, for f 2 Hol(K) and m  1 we have Dma f 2 Hol(K): We will show
that fDma g can be used to dene an equivalent norm on the Besov space Bp. This
construct o¤ers a good formalism for dealing with the lack of isotropy. Further, it
keeps us inside the holomorphic category and hence o¤ers a straightforward path
to higher derivatives. We will show that fDma g can be used to dene an equivalent
norm on the Besov space Bp:
The awkwardness of the fact that fDag is not a globally dened function in
compensated for by the fact that when studying local behavior, for instance in
Proposition 60, we can make progress using small sets of the K.
Most of the rest of this chapter is devoted to establishing properties of fDag.
5.1. An Almost Invariant Holomorphic Derivative. We write the usual
Euclidean gradient as the pair
 r;r where
r =

@
@z1
; : : : ;
@
@zn

and r =

@
@z1
; : : : ;
@
@zn

:
Recall that for any a 2 Bn; Pa and Qa are given by (1.1). The invariant derivative
of f 2 Hol(Bn) is then given by
erf (a) = (f  'a)0 (0) = f 0 (a)'0a (0)
=  f 0 (a)

1  jaj2

Pa +

1  jaj2
1=2
Qa

=  rf(a)

1  jaj2

Pa +

1  jaj2
1=2
Qa

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which fails to be holomorphic in a. To rectify this, we dene as in [ARS06],
Daf (z) = f
0 (z)'0a (0)
=  f 0 (z)

1  jaj2

Pa +

1  jaj2
1=2
Qa

=  rf(z)

1  jaj2

Pa +

1  jaj2
1=2
Qa

(5.1)
which, for a xed, is a holomorphic function of z:
We denote the full collection of these operators by D; D = fDg :
To see more clearly what is going on we work out an example in detail. It is
convenient here to use matrix notation. We view each w 2 Bn as an n 1 complex
matrix, and denote by wt the 1  n transpose of w. Using this notation we have
that rz (a  z) = at and thus the derivative of the projection Pa(z) = azjaj2 a is the
linear operator Pa = aa
t
jaj2 = jaj
 2
[aiaj ]1i;jn.
Example 4. In the case n = 2 we can calculate the di¤erential operator Da
for a 6= 0 more explicitly using the basis a; a?	 of C2 where a =  a1
a2

and
a? =
  a2
a1

. For w = a + a?, we compute the action of the linear operator
Daf (z) on w as
 Daf (z)w = f 0 (z)
n
(1  jaj2)a+ (1  jaj2)1=2a?
o
= (1  jaj2)

a1
@
@z1
f (z) + a2
@
@z2
f (z)

+ (1  jaj2)1=2

 a2 @
@z1
f (z) + a1
@
@z2
f (z)

:
Thus in the basis

a; a?
	
, we have
 Da =

(1  jaj2)

a1
@
@z1
+ a2
@
@z2

; (1  jaj2)1=2

 a2 @
@z1
+ a1
@
@z2

;
where at the point a,

a1
@
@z1
+ a2
@
@z2

f (a) = f 0 (a) a is the complex radial deriv-
ative of f at a, and

 a2 @@z1 + a1 @@z2

f (a) = f 0 (a) a? is the complex tangential
derivative of f at a.
We also dene the conjugate operator. For each ; for any smooth function,
f 2 C1(Bn); we dene, for each a;
Daf (z) =   rf(z)

1  jaj2

Pa +

1  jaj2
1=2
Qa

;
and denote the collection of all of them by D: Note that these operators are not
restricted to holomorphic functions, in fact they annihilate holomorphic functions.
We can iterate these constructions, in each case regarding a as a xed parameter
and z as the variable. Thus D2af (z) = Da(Daf (z)) and we can continue to form
Dma and D
n
a for nonnegative integers m;n:
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In general we have that Dmb f (z) as a symmetric m-linear form. For instance
suppose that m = 2 and f is holomorphic; viewing D2af (z) as a symmetric bilinear
form, we have that
D2af (z)  (1  jaj2)2Paf 00 (z)Pa(5.2)
+ (1  jaj2)3=2 (Paf 00 (z)Qa +Qaf 00 (z)Pa)
+ (1  jaj2)Qaf 00 (z)Qa:
The next lemma shows that Dma and D
m
b are comparable when a and b are close
in the Bergman metric. In particular, if z 2 Ka then erf (z) is close to Daf (z) :
Lemma 35. Let a; b 2 Bn satisfy  (a; b)  C. There is a positive constant Cm
depending only on C and m such that
C 1m jDmb f (z)j  jDma f (z)j  Cm jDmb f (z)j ;
for all f 2 Hol (Bn).
Proof. The equivalence is easy if a or b is near the origin so we now assume
that jaj ; jbj  1=2. We rst note that b 2 B (a;C) implies the estimates
jPa (a  b)j+ jQa (a  b)j2  C(1  jaj2);
(1  jaj2)  (1  jbj2);
and since Qaa = 0, this yields
jQabj = jQa (a  b)j  C(1  jaj2)1=2;
and by symmetry,
jQbaj  C(1  jbj2)1=2  (1  jaj2)1=2:
We can now estimate the modulus of '0b (0) a by
j'0b (0) aj =
(1  jbj2)Pba+ (1  jbj2)1=2Qba
 C(1  jaj2) + C(1  jaj2)1=2 jQbaj
 C(1  jaj2):
Thus we may write
(5.3) '0b (0) a = (1  jaj2)
 
a+ v?

; jj ; j j  C;
where v? is a unit vector in (Ca)?.
Recall that 'b(z) is a ball automorphism which interchanges 0 and b: We want
estimates on '0b (0) : We start with the derivative formula in (1.3). Let a
? be any
unit vector in (Ca)?. We want to know that
'0b (0) a
? = (1  jbj2)Pba? + (1  jbj2)1=2Qba?(5.4)
= (1  jaj2)a+ (1  jaj2)1=2w?; jj ; jj  C;
where w? is another unit vector in (Ca)?. To see this we use
Pba
? = PaPba? +QaPba?
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and
Qba
? = a?   Pba? = a?   b  a
?
jbj2 b
= a?   b  a
?
jbj2 (Pab+Qab)
to write
'0b (0) a
? = (1  jbj2)  PaPba? +QaPba?
+ (1  jbj2)1=2
 
a?   b  a
?
jbj2 Pab 
b  a?
jbj2 Qab
!
;
so that for (5.4) to hold we must have
(1  jaj2)a = (1  jbj2)PaPba?   (1  jbj2)1=2 b  a
?
jbj2 Pab
and
(1  jaj2)1=2w? = (1  jbj2)QaPba? + (1  jbj2)1=2
 
a?   b  a
?
jbj2 Qab
!
:
Since Pa and Qa are orthogonal projections onto Ca and (Ca)? respectively, we see
that the representation (5.4) holds with the stated bounds upon usingb  a? = (b  a)  a?  C jb  aj  C(1  jaj2)1=2:
From (5.3) and (5.4) above we obtain in particular that for every unit vector
v 2 Cn, there is a unit vector v? 2 (Ca)? and bounded scalars ;  such that
(5.5) '0b (0) v = (1  jaj2)a+ (1  jaj2)1=2v?
(simply write v as a linear combination of a and a vector perpendicular to a and
use (5.3) and (5.4)).
Now suppose that m = 1. Then for any unit vector v 2 Cn, we have from (5.5)
that
jDbf (z) vj = jf 0 (z)'0b (0) vj
=
(1  jaj2)f 0 (z) a+ (1  jaj2)1=2f 0 (z) v?
 C(1  jaj2) jf 0 (z) aj+ C(1  jaj2)1=2 f 0 (z) v?
 C jDaf (z)j ;
since
jDaf (z)j =
f 0 (z)n(1  jaj2)Pa + (1  jaj2)1=2Qao
 sup
jvj1
f 0 (z)n(1  jaj2)Pav + (1  jaj2)1=2Qavo
 (1  jaj2) jf 0 (z)Paj+ (1  jaj2)1=2 jf 0 (z)Qaj :
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Now suppose that m = 2. Then viewing D2af (z) as a symmetric bilinear form,
we have that D2af (z)  (1  jaj2)2 jPaf 00 (z)Paj(5.6)
+ (1  jaj2)3=2 (jPaf 00 (z)Qaj+ jQaf 00 (z)Paj)
+ (1  jaj2) jQaf 00 (z)Qaj :
Indeed, write fPa = (1  jaj2)Pa and fQa = (1  jaj2)1=2Qa, and note that the set of
vectors
V = fPav + Qaw : ;  2 C; v; w 2 Cn; jj ; j j ; jvj ; jwj  1g
satises
fV 2 Cn : jV j  1g  V  fV 2 Cn : jV j  2g :
Then with Vi = iPavi + iQawi for i = 1; 2 we have
fPaVi + fQaVi = ifPavi + ifQawi; i = 1; 2
Hence
sup
V1;V22V
nfPaV1 + fQaV1o f 00 (z)nfPaV2 + fQaV2o
= sup
jij;jij1
jvij;jwij1
n1fPav1 + 1fQaw1o f 00 (z)n2fPav2 + 2fQaw2o
= sup
jij;jij1
jvij;jwij1
(1; 1)
" fPav1f 00 (z)fPav2 fPav1f 00 (z) fQaw2fQaw1f 00 (z)fPav2 fQaw1f 00 (z) fQaw2
#
2
2

 sup
jvij;jwij1
fPav1f 00 (z)fPav2+ fPav1f 00 (z) fQaw2
+
fQaw1f 00 (z)fPav2+ fQaw1f 00 (z) fQaw2 :
which yields (5.6). Since vtD2bf (z)w = ('
0
b (0) v)
t
f 00 (z)'0b (0)w, we must now
show that the expression
(5.7)(1  jaj2)a+ (1  jaj2)1=2v?t f 00 (z)(1  jaj2)a+ (1  jaj2)1=2w?
is at most
D2af (z). However, the expression (2.7) is dominated by
C(1  jaj2)2 jPaf 00 (z)Paj+ C(1  jaj2)3=2 jPaf 00 (z)Qaj
+ C(1  jaj2)3=2 jQaf 00 (z)Paj+ C(1  jaj2) jQaf 00 (z)Qaj ;
which is at most
D2af (z) by (5.6). This completes the proof of Lemma 35 in cases
m = 1; 2.
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The case m > 2 is handled similarly viewing Dmb f (z) as a symmetric m-linear
form on Cn  ::: Cn (m times). Briey, the argument is this:Dmb f (z) fvjgmj=1  f (m) (z) f'0b (0) vjgmj=1

f (m) (z)n(1  jaj2)ja+ (1  jaj2)1=2jw?j om
j=1

 C
mX
`=0
(1  jaj2)m `(1  jaj2)`=2
f (m) (z) fujgmj=1 ;
where in the summand corresponding to the index `, m  ` of the uj are equal to a
and the remaining uj are equal to w?j . Each summand is dominated by jDma f (z)j,
thereby completing the proof of Lemma 35. 
5.2. Equivalence of Semi-norms.
Definition 13. Suppose 1 < p <1 and m  1. We dene a tree semi-norm
kkBp;m by
(5.8) kfkBp;m =
 X
2Tn
Z
Bd(c;C2)
Dmcf (z)p dn (z)
!1=p
:
The semi-norms kkBp;m ; and the associated norms, turn out to be independent
of m > 2n=p. We will obtain this fact as a corollary of the equivalence of the norm
in (2.6) with the corresponding norm based on radial derivatives, as in Proposition
58. Let Rm be one of the operators R;m from Proposition 58.
Note that the restriction m > 2n=p is dictated by the fact that
Dmcf (z)
involves the factor (1 jzj2)m=2 times the mth order tangential derivatives of f , and
so we must have that (1 jzj2)mp=2dn (z) is a nite measure, i.e. mp=2 n 1 >  1.
Proposition 59. Let 1 < p <1 and m > 2n=p. Then
kfkBp;m +
m 1X
j=0
rjf (0)(5.9)

 X
2Tn
Z
Bd(c;C2)
Dmcf (z)p dn (z)
!1=p
+
m 1X
j=0
rjf (0)

Z
Bn
(1  jzj2)mRmf (z)p dn (z)1=p :
Proof. We have
(5.10) jDaf (z)j =
f 0 (z)n(1  jaj2)Pa + (1  jaj2)1=2Qao  (1  jaj2)f 0 (z) ;
and iterating with f replaced by (the components of) Daf in (5.10), we obtainD2af (z)  (1  jaj2) (Daf)0 (z) :
Applying (5.10) once more with f replaced by (the components of) f 0, we get(1  jaj2) (Daf)0 (z) = (1  jaj2)Da (f 0) (z)  (1  jaj2)2f 00 (z) ;
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which when combined with the previous inequality yieldsD2af (z)  (1  jaj2)2f 00 (z) :
Continuing by induction we have
(5.11) jDma f (z)j 
(1  jaj2)mf (m) (z) ; m  1:
Proposition 58 and (5.11) now show thatZ
Bn
(1  jzj2)mRmf (z)p dn (z)1=p
 C
Z
Bn
(1  jzj2)mf (m) (z)p dn (z)1=p + m 1X
j=0
rjf (0)
 C
 X
2Tn
Z
Bd(c;C2)
(1  jzj2)mf (m) (z)p dn (z)!1=p + m 1X
j=0
rjf (0)
 C
 X
2Tn
Z
Bd(c;C2)
(1  jcj2)mf (m) (z)p dn (z)!1=p + m 1X
j=0
rjf (0)
 C
 X
2Tn
Z
Bd(c;C2)
jDma f (z)jp dn (z)
!1=p
+
m 1X
j=0
rjf (0)
= C kfkBp;m +
m 1X
j=0
rjf (0) :
For the opposite inequality, we employ some of the ideas in the proofs of The-
orem 6.11 and Lemma 3.3 in [Zhu05], where the case m = 1 > 2n=p is proved.
Suppose f 2 H (
) and that the right side of (4.9) is nite. By Proposition 58 and
Theorem 6.7 of [Zhu05] we have
f (z) =
n!
n
Z
Bn
g (w)
(1  w  z)n+1 dw; z 2 B
n;
for some g 2 Lp (dn) where
(5.12) kgkLp(dn) 
m 1X
j=0
rjf (0)+ Z
Bn
(1  jzj2)mRmf (z)p dn (z)1=p :
Fix  2 Tn and let a = c 2 Bn. We claim that
(5.13)
jDma f (z)j  Cm(1  jaj2)m=2
Z
Bn
jg (w)j
j1  w  zjn+1+m=2
dw; m  1; z 2 Bd (a;C) :
We now compute Dma f (z) for z 2 Bd (a;C), beginning with the case m = 1.
Since
Da (w  z) = (w  z)0 '0a (0) =  wt
n
(1  jaj2)Pa + (1  jaj2)1=2Qa
o
=  
n
(1  jaj2)Paw + (1  jaj2)1=2Qaw
ot
;
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we have
Daf (z) =
n!
n
Z
Bn
Da (1  w  z) (n+1) g (w) dw
=
(n+ 1)!
n
Z
Bn
(1  w  z) (n+2)Da (w  z) g (w) dw
=   (n+ 1)!
n
Z
Bn
(1  w  z) (n+2)
n
(1  jaj2)Paw + (1  jaj2)1=2Qaw
ot
g (w) dw:
Taking absolute values inside, we obtain
(5.14) jDaf (z)j  C(1  jaj2)1=2
Z
Bn
(1  jaj2)1=2 jPawj+ jQawj
j1  w  zjn+2 jg (w)j dw:
From the following elementary inequalities
jQawj =
w   w  ajaj2 a
  jw   aj+ jaj 1 j1  w  aj ;
jw   aj2 = jwj2 + jaj2   2Re (w  a)
 (1  jwj2) + (1  jaj2) + j1  w  aj
 C j1  w  aj ;
we obtain that jQawj  C j1  w  aj1=2. Now using (1   jaj2) + j1  w  aj 
C j1  w  zj for z 2 Bd (a;C), we see that
(1  jaj2)1=2 jPawj+ jQawj
j1  w  zjn+2 
C
j1  w  zjn+3=2
; z 2 Bd (a;C) :
Plugging this estimate into (5.14) yields
jDaf (z)j  C(1  jaj2)1=2
Z
Bn
jg (w)j
j1  w  zjn+3=2
dw;
which is the case m = 1 of (5.13).
To obtain the case m = 2 of (5.13), we di¤erentiate  (??) again to get
D2af (z) =  
(n+ 2)!
n
Z
Bn
(1  w  z) (n+3)WW tg (w) dw:
where we have written W =
n
(1  jaj2)Paw + (1  jaj2)1=2Qaw
o
for convenience.
Again taking absolute values inside, we obtain
D2af (z)  C(1  jaj2)Z
Bn

(1  jaj2)1=2 jPawj+ jQawj
2
j1  w  zjn+3 jg (w)j dw:
Once again, using jQawj  C j1  w  aj1=2 and (1 jaj2)+ j1  w  aj  C j1  w  zj
for z 2 Bd (a;C), we see that
(1  jaj2)1=2 jPawj+ jQawj
2
j1  w  zjn+3 
C
j1  w  zjn+2 ; z 2 Bd (a;C) ;
which yields the casem = 2 of (5.13). The general case of (5.13) follows by induction
on m.
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Now with a = m=2, b = 0 and t =  n   1, our assumption that m > 2n=p
yields
 pa < t+ 1 < p (b+ 1) :
The inequality (5.13) shows that jDma f (z)j  CmS jgj (z) for z 2 Bd (a;C), where
Sg (z) =
Z
Bn
(1  jaj2)m=2
j1  w  zjn+1+m=2
g (w) dw
is the operator in Theorem 2.10 of [Zhu05] with parameters a = m=2 and b = 0.FF
also reference to appendix B FF Thus the nite overlap property of the balls
Bd (c; C2) together with Theorem 2.10 of [Zhu05] yield
kfkBp;m =
 X
2Tn
Z
Bd(c;C2)
Dmcf (z)p dn (z)
!1=p
 Cm
Z
Bn
jSg (z)jp dn (z)
1=p
 C 0m
Z
Bn
jg (z)jp dn (z)
1=p
 C 00m
Z
Bn
(1  jzj2)mRmf (z)p dn (z)1=p
by (5.12). This completes the proof of Lemma 62. 
5.3. The Oscillation Inequality. We will obtain an oscillation inequality
for Besov spaces by transporting Taylor polynomials at the origin to the cubes K
using the a¢ ne map f'a (z) = a+'0a (0) z, and its inverse f'a 1 (z) = '0a (a) (z   a)
with a = c. Inequality (5.15) below is due to Peloso [Pelo].
Eric, the notation ((z   a) 0)k f (a) is only used four times, all in the
proposition below and its proof, I found it confusing/distracting. Is there a way to
work around it? or we could dene it.
Proposition 60. For 1 < p < 1 and m  1, we have the Taylor polynomial
oscillation inequality
(5.15)
(X
2Tn
 
sup
z2K
f (z) 
m 1X
k=0
((z   a) 0)k f (a)
k!

!p)1=p
 C kfkBp;m ;
for every sequence of points fag2Tn with a 2 K,  2 Tn. We also have the
local estimate that there are C and M so that
(5.16) sup
2K
f () 
m 1X
k=0
((   a) 0)k f (a)
k!
  C
 Z
K
Dmcf (z)p dn (z)
!1=p
:
Here K is the union of the Carleson box K and its neighbors at most M boxes
away.
Proof. From part 1 of Lemma 30, and provided we chooseM su¢ ciently large,
we obtain that there are constants A1, A2 and A2 in [0; 1) with 1 A2 = 12 (1 A2)
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depending only on n such that
B (c; A1)  K  B (c; A2) ;
B (c; A

2)  K;
for  2 Tn. We rst establish the estimate
(5.17) sup
z2B(0;A2)
jf (z)j  Cm;n;p
 Z
K0
jDm0 f (z)jp dn (z)
!1=p
;
for all f 2 Bp satisfying the initial conditions
(5.18) rkf (0) = 0; 0  k < m:
We have by standard methods, for jzj < A2 and f 2 Bp satisfying (5.18),
jf (z)j  C
Z
B(0;A2)
jrmf (w)j dw
 C
Z
K0
jrmf (w)j dw
 C
 Z
K0
jrmf ()jp dn ()
!1=p
;
which establishes (5.17) since Dm0 = rm.
Using the a¢ ne maps f'a, we now show that (5.17) implies the estimate (5.16).
We set a = c. Since f'a (B (0; A2))  K for A2 large enough, we will apply (5.17)
to the function
g (z) = (f f'a) (z)  m 1X
k=0
(z  r)k (f f'a) (0) ;
which satises (5.18) with g in place of f . We also restrict the supremum over z in
(5.17) to f'a 1 (K). We compute that
(w  r) (f f'a) (0) = f 0 (a)'0a (0)w = Daf (a)w  (w Da) f (a) ;
and more generally
(w  r)k (f f'a) (0) = (w Da)k f (a) ; 0  k  m  1; w 2 Cn;
so that
g (z) = f (f'a (z))  m 1X
k=0
(z Da)k f (a)
k!
:
Now using f'a 1 () = '0a (a) (   a) and
('0a (a) (   a) Da) f (a) = f 0 (a)'0a (0)'0a (a) (   a)
= f 0 (a) (   a)
= ((   a) 0) f (a) ;
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we get from (5.17), with g in place of f , that
max
2K
f () 
m 1X
k=0
((   a) 0)k f (a)
k!

p
= max
z2K0
jg (z)jp
 C
Z
K0
jDm0 g (z)jp dn (z) :
Noting that Dm0 g = D
m
0 (f f'a) = (Dma f) f'a and dn ()  dn (z), we haveZ
K0
jDm0 (f f'a) ()jp dn ()  Z
K
jDma f (z)jp dn (z) ;
which yields the rst inequality (5.16) since a = c.
Now we apply (5.16) to obtain the case a = c of (5.15) as follows:X
2Tn
 
max
z2K
f (z) 
m 1X
k=0
((z   c) 0)k f (a)
k!

!p
 C
X

Z
K
Dmcf (z)p dn (z)  C kfkpBp ;
by the nite overlap condition 5 in Lemma 30. The general case with a 2 K is
similar. This completes the proof of Proposition 60. 
6. Notes and Comments
 what goes here?? 
CHAPTER 16
Interpolating Sequences
In this chapter we describe the interpolating sequences for the
spaces Bp (Bn) and Mult (Bn) : Although the form of the results
is the same as the earlier results for H2 and D, the approach here
is very di¤erent. In the earlier work we used Hilbert space the-
ory and to give an abstract existence theorem for interpolating
functions; here we give constructive proofs. The proof uses results
about function spaces on trees which are developed in the next
chapter.
In this chapter we identify the interpolating sequences for the Besov spaces
and for their multiplier algebras. As was the case in Chapter 7 for the Hardy
space and the Dirichlet space; the sequences must be separated and an associated
measure must be a Carleson measure. However we must take a di¤erent path for
the proof. We no longer have use of Theorems such as 23 and 25 which concerned
Hilbert spaces of holomorphic functions. Following the lead of Theorem 1.1 of Böes
[Boe02] we obtain a Banach space substitute for some of those results, Theorems
74 and 75 below. This lets us move to the central issue of demonstrating the
existence of interpolating functions. We do that using the constructive techniques
pioneered by Marshall-Sundberg [MaSu], Böe [Boe02] and Bishop [Bis]. Also, in
further analogy with results in Chapter 7, we nd that the interpolating sequences
for the each Besov spaces and for its multiplier algebra are the same. However in
contrast to Chapter 7 where that fact was obtained in Theorem 24 using Hilbert
space techniques and was proved before the sequences were characterized, for the
Besov spaces we characterize the sequences independently of each other and then
observe that the descriptions are the same.
1. Setting Things Up
We will be working with the Besov spaces Bp = Bp (Bn). The parameter p will
take various values, always nite and greater than one, and p0 will be the dual
index; p 1 + p0 1 = 1. We will carry a parameter  >  1 that species which
pairing we are using for the duality between Bp and Bp0 . The choice of  does
not e¤ect, for example, the estimate for the norms of the reproducing kernels in
Lemma 31. We will choose a specic value of  later to ensure a certain positivity
condition for the kernel. We will continue to have s and s0 given by (2.7).
Let Z = fzjg1j=1 be a sequence of points in the unit ball Bn:We will prove that
one can perform weighted `p interpolation on the sequence Z using functions from
the Besov space Bp; that is (2.3) below holds; if and only if Z is separated and the
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measure/
(1.1)  = Z = Z;p =
1X
j=1
 
1 + log
1
1  jzj j2
!1 p
zj
is a Bp Carleson measure; that is, if and only if condition (2.5) below holds. For
n = 1 and p = 2 this is the interpolation result we presented for the Dirichlet space
in Theorem 27. However there we wrote the separation condition in the equivalent
form D(zi; zj)  c > 0.
Claim 1. We may assume that the points zj occur as the centers cj for a
corresponding sequence fjg1j=1 in the Bergman tree Tn, provided we take  > 0
su¢ ciently small and  > 0 su¢ ciently large in the construction.
Remark 10. Being able to obtain this claim requires only the much weaker
separation condition  (zi; zj)  c > 0.
We now sketch a proof of Claim 1. First, in Theorem 74 below that treats
Besov space interpolation, we make no appeal whatsoever to Bergman trees, and so
no special assumptions are needed there. In Theorem 75 that deals with multiplier
space interpolation, we only invoke Bergman trees Tn = Tn (; ), with parameters
 > 0 su¢ ciently small and  > 0 su¢ ciently large, in order to prove the necessity
of separation and Carleson embedding (2.5) for multiplier space interpolation. So
we now suppose that Theorem 75 holds when Z is a subset of such a Bergman
tree Tn (; ), i.e. we assume that Z satises the separation and Carleson embed-
ding condition (2.5) whenever multiplier space interpolation (2.7) holds with such
Z = fzjg1j=1  fcg2Tn(;)  Bn, i.e. that the map f ! ff (zj)g
1
j=1 takes
Mult(Bp) boundedly into and onto `1. We will now apply a Banach space pertur-
bation argument to obtain a Bergman treeTn and a subset W = fwjg1j=1  Tn
such that multiplier space interpolation (2.7) holds for W = fwjg1j=1. But a com-
plication involving the parameter  arises, and which requires subtle adjustments
to an otherwise standard perturbation argument. Here are the details, beginning
with a familiar abstract result for Banach spaces.
LetX and Y be Banach spaces and let B (X;Y ) be the Banach space of bounded
linear maps T : X ! Y from X to Y equipped with the strong operator norm
kTkX!Y  supx6=0 kTxkkxk . Denote by O (X;Y ) the subset of maps T 2 B (X;Y )
that are onto Y , i.e. T (X) = Y . We recall the well known result that T : X ! Y
is bounded and onto if and only if T  : Y  ! X is bounded and there exists a
positive constant c such that
kT yk  c kyk ; y 2 Y :
Let c (T ) denote the smallest such constant c for a given T .
Lemma 36. The set of onto maps O (X;Y ) is an open subset of B (X;Y ). More
precisely, if S 2 B (X;Y ) and T 2 O (X;Y ) satisfy kS   TkX!Y < c (T ), then
S 2 O (X;Y ).
Proof. Suppose kS   TkX!Y < c (T ). Then kS   T kX!Y = kS   TkX!Y ,
and so
kSyk   kSy   T yk  kT yk   (S   T ) y
 (c (T )  kS   TkX!Y ) kyk :
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Thus c (S)  c (T )   kS   TkX!Y > 0, which shows that S : X ! Y is onto,
hence S 2 O (X;Y ). 
Now let TZ : Mult (Bp)! `1 denote the restriction map f ! ff (zj)g1j=1, and
suppose that TZ is bounded and onto, i.e. TZ 2 O (Mult (Bp) ; `1). First choose
0 < " < c (T Z), where c (T

Z) is the positive constant in the proof of Lemma 36
above. Then choose parameters  and  in the construction of the Bergman tree
Tn, so small that the set of centers fcg2Tn is "-dense in the ball Bn. Then for
every zj 2 Z we can choose j 2 Tn such that 
 
zj ; cj

< ". Taking " > 0 even
smaller if necessary, it follows from the separation of Z that the cubes j so chosen
are distinct. Now take W = fwjg1j=1 where wj = cj . Then for f 2 Mult (Bp) ;
using (2.13) we have
k(TZ   TW) (f)k`1 = sup
j
jf (zj)  f (wj)j
 sup
j
kfkBp  (zj ; wj)
1=p0
 "1=p0 kfkBp  "1=p
0 kfkMult(Bp) ;
which implies kTZ   TWkMult(Bp)!`1  "1=p
0
< c (T Z). Now Lemma 36 above
applies to show that TW is onto, i.e. the map f !

f
 
cj
	1
j=1
takes Mult (Bp)
boundedly into and onto `1.
At this point we would like to appeal to the special case of Theorem 75 that we
are assuming holds, i.e. the case in which the set Z in the theorem is a subset of a
Bergman tree Tn = Tn (; ) having parameters  > 0 su¢ ciently small and  > 0
su¢ ciently large. But in our construction of Tn (; ) above we assumed that  > 0
and  > 0 were both su¢ ciently small. To circumvent this di¢ culty surrounding
the parameter , we split the Bergman tree Tn (; ) into nitely many subtrees
T 1n ; T 2n ; :::; T Mn as follows. Recall that the cubes KNj in Tn were dened by
KNj =

z 2 Bn : N   (0; z) < (N + 1) ; PNz 2 QNj
	
; N  1; j  1;
and that their centers cNj were dened by
cNj = P(N+ 12 )
zNj :
Now we dene the subtree T kn to consist of those cubes M
 
KNj

where KNj 2 Tn
such that N 2MN+ k = fMi+ kg1i=0, and where
M
 
KNj

=

z 2 Bn :

N   M
2

   (0; z) <

N +
M
2
+ 1

; PNz 2 QNj

is the Bergman cube KNj expanded in the radial direction so that the collection
of such sets

M
 
KNj
	
N2MN+k; j1 is a pairwise disjoint decomposition of the
ball Bn (provided the cube K0 is redened appropriately). Then without loss of
generality, we may view T kn as a Bergman treewith parameters 0 and 0 where
0 =  and 0 = M. Indeed, the subtree T Mn is precisely the Bergman tree
Tn (;M) with parameters  and M, while the remaining subtrees T kn simply
have the centers of T Mn = Tn (;M) shifted by k in the radial direction, and the
cube K0 centered at the origin modied appropriately. What we then mean by
saying that we may view these subtrees T kn as Bergman trees, is simply that that
all of the arguments in this chapter that involve Bergman trees, turn out to hold
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just as well for these subtrees T kn , 1  k  M , provided we take both  > 0 and
 > 0 su¢ ciently small and M > 1 su¢ ciently large - something that the reader
can easily verify when reading through the chapter.
So now we split our sequence W  Tn into nitely many sequences Wk 
W \ T kn for 1  k  M . Now each Wk inherits multiplier space interpolation
(2.7) from W. Since Wk  T kn , and we may view each T kn as a Bergman tree with
parameters  and M, we can apply our assumption that Theorem 75 holds for
such Wk, and deduce that each sequence Wk satises the separation and Carleson
embedding condition (2.5). But since W itself is already separated, it now follows,
from adding the measures of Carleson tents, that W itself satises the separation
and Carleson embedding condition (2.5). Finally, from the construction of W =
fwjg1j=1 =

cj
	1
j=1
we have  (zj ; wj) < " for each j, and it follows easily that
the sequence Z = fzjg1j=1 also satises the separation and Carleson embedding
condition (2.5), with possibly a larger Carleson embedding constant. This nally
completes the proof of Claim 1.
Having gotten this far, namely accomplishing a reduction to the special case
where Z = fzjg1j=1 is a subset of a Bergman tree Tn = Tn (; ) with  small and 
large, one might hope that no further reductions are needed. On the contrary, an
even more delicate reduction is needed in the next chapter when considering the
holomophic Besov spaces HBp;m (Tn) on the Bergman tree Tn, the tool that per-
mits establishing the necessity of separation and Carleson embedding for multiplier
interpolation on the ball. The problem here is that we need a certain structural in-
equality to hold for the complex structure we impose there on HBp;m (Tn), and this
structural inequality requires a further perturbation of the centers of the Bergman
trees already constructed above. We refer to these perturbed trees as modied
Bergman trees, and defer their construction until they are needed in the next chap-
ter.
We will show that for 1 < p <1 the analogue of condition (2.5) on the Bergman
tree Tn, condition (2.9) below, a Carleson measure condition and a separation
condition, is necessary and su¢ cient for `1 interpolation on Z by the multiplier
spaces Mult(Bp).
There are various ways to rewrite the Carleson measure conditions we are con-
sidering. First, note that (2.5) and (2.9) are equivalent by Theorem 73. Also, recall
from Lemma 31 that
kk;pw kp
0
Bp0
 1 + log 1
1  jwj2  (1 +  (w; 0)) ;
Recalling that d denotes the edge counting distance in the Bergman tree Tn; (4.10)
yields
(1.2) d (i; o)   (ci ; 0)  log
1
1  jci j2
;
These facts allow various rewriting of Carleson measure conditions and we will pass
between rewritings without further mention.
Also note that the separation condition  (zi; 0)  C (zi; zj) on the ball implies
the tree separation condition d (i; o)  Cd (i; j), but not conversely. The failure
of the converse is of course due to "edge e¤ects", the phenomenon whereby two
leaves high up in a tree can be almost touching, yet far apart in tree distance if
they belong to di¤erent limbs that branch o¤ from the trunk near the ground.
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2. The Theorems and Comments
For typographic convenience, throughout this chapter we will set
(2.1) j = zj =
k;pzj  1
Bp0
and hence the normalized reproducing kernels are jk;pzj :
Recall the duality statement and the formula for the reproducing kernel for the
Besov spaces. For ; p given Theorem 2.2 states that (Bp)
 and Bp0 are identied
under the pairing, for f 2 Bp, g 2 Bp0 ;
hf; gi;p = hRs f;Rs0gi =
Z
Bn
Rs f (z)Rs0g (z)d (z)(2.2)
=
Z
Bn
n
(1  jzj2)sRs f (z)
on
(1  jzj2)s0Rs0g (z)
o
dn (z) ;
Further, the reproducing kernel for Bp relative to this pairing is given by
k;pw (z) = (Rs0) 1 (Rs ) 1Kw (z)
= (Rs0) 1 (1  w  z) s
0
;
where the last formula above follows from (2.11).
We now state our interpolation theorem in two separate statements. For n = 1
both results are due to Böe [Boe02]. In particular, for n = 1; p = 2 we recapture
the result in Chapter 7 for the Dirichlet space, but with a di¤erent proof. New
complications that arise in higher dimensions are discussed in Section 2.1 below.
Theorem 74 (Besov Space Interpolation). Let 1 < p < 1,  >  1 and
k;pw (z) be the reproducing kernel for Bp relative to the pairing (2.2). Let Z be a
sequence in the unit ball Bn. Then the following conditions are equivalent.
(2.3) Z is an interpolating sequence for Bp: That is
(2.3) the map f ! fjf(zj)g1j=1 takes Bp boundedly into and onto `p:
(2.4) The following norm equivalence holds:
(2.4)

1X
j=1
ajjk
;p
zj

Bp0

0@ 1X
j=1
jaj jp
0
1A1=p
0
:
(2.5) The following separation condition and Carleson embedding hold:
 (zi; 0)  C (zi; zj) ; i 6= j and(2.5)
Z;p =
1X
j=1
pjzj is a Bp-Carleson measure.
or, in an equivalent form that is sometimes more convenient
 (zi; 0)  C (zi; zj) and(2.6)
1X
j=1
 
1 + log
1
1  jzj j2
!1 p
zj is a Bp-Carleson measure.
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Theorem 75 (Multiplier Interpolation). In the same situation, condition (2.5)
also characterizes multiplier interpolation sequences. That is, the three conditions
in Theorem 74 are also equivalent to the following condition:
(2.7) Z = fzjg1j=1 is an interpolating sequence for Mult(Bp); that is,
(2.7) the map f ! ff (zj)g1j=1 takes Mult(Bp) boundedly into and onto `1:
Also, we have further relations involving the following two conditions.
(2.8)
n
k;pzj
on
j=1
is an unconditional basic sequence in Bp0 :
(2.8)

1X
j=1
bjk
;p
zj

Bp0
 C

1X
j=1
ajk
;p
zj

Bp0
; whenever jbj j  jaj j :
(2.9)fzjg1j=1 =

cj
	1
j=1
where fjg1j=1 is a sequence in a Bergman tree Tn
satisfying
 (zi; 0)  C (zi; zj) ; i 6= j and(2.9)
1X
j=1
(1 + d (j ; o))
1 p
j is a Bp(Tn) Carleson measure (4.1).
Theorem 76. Condition (2.9) implies condition (2.7) implies condition (2.8).
If p 2 (1; 2 + 1=(n  1)), then each of conditions (2.7) and (2.9) is equivalent
to the three conditions in Theorem 74.
If p 2 (1; 1 + 1=(n  1)) [ [2;1), then condition (2.8) implies condition (2.5):
Remark 11. Our proofs show that the interpolations in (2.7) and (2.3) can
be taken to be linear, i.e. there are bounded linear maps R : `1 ! Mult(Bp)
and S : `p ! Bp that yield right inverses to the restriction maps in (2.7) and
(2.3) respectively. For multiplier interpolation in dimension n = 1 Böe has shown
[Boe02] the stronger result that there are functions fk 2 Mult(Bp) with fk (zj) = jk
and kP aifikMult(Bp)  C kfaigk1 :(compare Theorem 2.1 in chapter 7 of [Gar]).
It seems plausible that this extends to 1 < p <1 for n > 1, but we do not know.
In TheoremFF in [ARS06] we saw that if a xed measure  on the ball is
a Bp0 Carleson measure for some p0 then it also a Bp Carleson measure for all
p < p0; the condition propagates downward. In contrast, we show in the next proof
that if a sequence Z satises (2.5) for a particular p0 then this fact propagates
upward; it also satises (2.5) for all p > p0: We just state the consequences of this
for interpolating sequences.
Corollary 41. Suppose 1 < p0 < p <1.
(1) If Z is an interpolating sequence for Bp0 , i.e. if (2.3) holds for p0, then
Z is also an interpolating sequence for Bp.
(2) If Z is an interpolating sequence for Mult(Bp), i.e. if (2.9) holds for p0,
then Z is also an interpolating sequence for Mult(Bp).
Proof. By the two previous theorems it su¢ ces to show that if for some p0
Z;p0 is a Bp0 Carleson measure then for any p > p0; Z;p is a Bp Carleson measure.
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Suppose Z; p0 are given and Z;p0 is a Bp0 Carleson measure. We write that
Carleson embedding in the following form,
1X
j=1
 f
 
cj

1 + log 1
1 jcj j2

p0  
1 + log
1
1  cj 2
!
 C kfkp0Bp0 ;
or
kTfkLp0 ()  C kfkBp0 ;
where
Tf (z) =
 
1 + log
1
1  jzj2
! 1
f (z) ;
 =
1X
j=1
 
1 + log
1
1  cj 2
!
cj :
Because T is bounded from the Bloch space B1 to L1 (), (Corollary 3.7 in
[Zhu05]), we have by interpolation (Theorem 6.12 in [Zhu05]) that for any p0 <
p < 1;1 T is bounded from Bp to Lp (), which is the statement that it is a
Bp Carleson measure. We remark that in the proof of Theorem 6.12 in [Zhu05],
Theorem 3.4 substitutes for Theorem 6.7 when p1 =1 in the conclusion
Bp = [Bp0 ; Bp1 ] ;
1
p
=
1  
p0
+

p1
:

It is not apparent to us how to reach the conclusion of the corollary without
passing through the equivalence of interpolation with condition (2.5).
2.1. The Proof Outline. We will see that the one-dimensional arguments
used in Theorem 1.1 of Böes paper [Boe02] to prove that (2.7) implies (2.8),
and that (2.3) implies (2.4) implies (2.5) extend to higher dimensions with any
choice of pairing and corresponding reproducing kernel in Theorem 2.2. However
the one-dimensional proof of the implication (2.8) implies (2.4) does not extend
to the full range of p: In the proof of that implication Böe uses what he calls his
curious lemma Lemma 3.1. That lemma is a bit of analysis which is used in
place of certain Hilbert space tools. To use that lemma he needs to know that his
reproducing kernel, kw (z) = log 11 wz ; satises the positivity property
(2.10) Re
1
w
k0w (z) = Re
1
1  wz > 0:
With the choice p = (n+ 1 + ) =(n+) = 1+=(n+) it follows from (2.11) that
the reproducing kernel k;pw (z) given in Theorem 70 has the analogous positivity
property,
ReRs0k;pw (z) = ReR1 k;pw (z) = Re
1
1  w  z > 0:
This does in fact lead to a proof that (2.8) implies (2.4), but because we must have
 >  1, it does so only for the restricted range 1 < p < 1 + 1=(n   1). It is the
failure of this argument for the remaining values of p, as well as our failure to obtain
the necessity of the tree condition (??)FF for the Carleson embedding (??)FF
when p  2 + 1=(n  1), that forces us to proceed via a di¤erent logical route.
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The series of implications (2.3) implies (2.4) implies (2.5) implies (2.3), as well
as the implication (2.5) implies (2.7), do not use our characterization of Carleson
measures in Theorem 73, relying instead on only the embedding statement which
denes Carleson measures (we do however use the simple condition (3.3) in conjunc-
tion with our general tree theorem from [ARS02]). The remaining implications use
only the embedding denition of Carleson measure together with one-dimensional
techniques, except for the nal implication (2.7) implies (2.9).
We refer to the implications (2.5) implies (2.7)and (2.5) implies (2.3)as
su¢ ciency implications, and the remaining ones as necessity implications.
The proof of the theorems will take the rest of this chapter as well as parts of
the next, and various of the arguments will only be valid for certain ranges of p.
We begin with an overview.
We will prove Theorems 74 and 75 by demonstrating the following implications:
(1) In Section 3, Proof of Multiplier Space Necessity, we prove that (2.7)
implies (2.8), that (2.3) and (2.4) are equivalent, that (2.3) implies (2.5),
and that if p 2 (1; 1 + 1=(n  1)) [ [2;1), then (2.8) implies (2.5).
(2) In Section 4, Proof of Multiplier Space su¢ ciency, we prove that (2.5)
implies (2.7).
(3) In Section 5, Proof of Besov Space Interpolation, we prove that (2.6),
which is equivalent to (2.5), implies (2.3).
(4) In Section 6, Completing the Multiplier Interpolation Loop, we show that
if p 2 (1; 2 + 1=(n  1)), then (2.7) implies (2.9) (this implication already
follows for p 2 (1; 1 + 1=(n  1)) [ [2; 2 + 1=(n  1)) from the previous
ones and Theorem 73).
(5) However the necessity is more di¢ cult to establish in the subrange 1 +
1=(n   1)  p < 2 and we postpone that portion of the proof until the
next chapter where additional properties of a rened Bergman tree Tn
are developed including a more delicate argument to show that we may
assume the points zj occur as the centers cj of certain cubes Kj in the
tree (see the nal paragraph of Section )
Remark 12. We do not know if (2.5) is su¢ cient for (2.9) in the range
p 2 [2 + 1=(n  1);1). The geometriccondition (2.9) is exible due to its posi-
tivity and simplicity, and would thus be a welcome equivalence for (2.5). The only
other implication left open at this time is whether or not the unconditional basic
sequence property (2.8) implies multiplier interpolation (2.7) in the missingrange
[1 + 1=(n  1); 2 + 1=(n  1)). For the range of small p 2 (1; 1 + 1=(n  1)), Böes
curious lemma su¢ ces for this, while for p 2 [2 + 1=(n  1);1), Khintchines in-
equality su¢ ces for this.
 Eric, is the previous paragraph still correct? 
3. Proof of Multiplier Space Necessity
We begin with the straightforward necessity implications; (2.7) implies (2.8),
(2.3) implies (2.4), and (2.4) implies (2.5). For the most part, we follow Böe
[Boe02], who in turn generalized the Hilbert space arguments in Marshall and
Sundberg [MaSu]. First, we have that condition (2.8) follows from (2.7) since if
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we choose ' 2 Mult(Bp) so that bj = ' (zj)aj , then M'

k;pzj

= ' (zj)k
;p
zj and so
1X
j=1
bjk
;p
zj

Bp0
=
M'
0@ 1X
j=1
ajk
;p
zj
1A
Bp0
 kM'k

1X
j=1
ajk
;p
zj

Bp0
 C sup
j
j' (zj)j

1X
j=1
ajk
;p
zj

Bp0
:
Next we prove the equivalence of (2.3) and (2.4). First, if the map Tf =
fjf(zj)g1j=1 in (2.3) maps Bp into `p, then we have
1X
j=1
ajjk
;p
zj

Bp0
= sup
kfkBp=1

*
f;
1X
j=1
ajjk
;p
zj
+
;p

= sup
kfkBp=1

1X
j=1
jf(zj)aj

 sup
kfkBp=1
0@ 1X
j=1
jjf(zj)jp
1A1=p fajg1j=1
`p0
 C
fajg1j=1
`p0
:
If the map T is also onto, then its adjoint T , given by
T 

fajg1j=1

=
1X
j=1
ajjk
;p
zj ;
satises T  fajg1j=1
Bp0
 c
fajg1j=1
`p0
;
which is the opposite inequality in (2.4), and completes the proof that (2.3) implies
(2.4). Conversely, if the inequality . in (2.4) holds, then0@ 1X
j=1
jjf(zj)jp
1A1=p = sup
kfajg1j=1k`p0=1

1X
j=1
jf(zj)aj

= sup
kfajg1j=1k`p0=1

1X
j=1
D
f; ajjk
;p
zj
E
;p
(3.1)
 sup
kfajg1j=1k`p0=1
kfkBp

1X
j=1
ajjk
;p
zj

Bp0
 C kfkBp ;
304 16. INTERPOLATING SEQUENCES
and thus the map T in (2.3) is a bounded map into. If the reverse inequality & in
(2.4) also holds, then
T  fajg1j=1
Bp0
=

1X
j=1
ajjk
;p
zj

Bp0
 c
fajg1j=1
`p0
;
which shows that T is also onto.
Note that, in particular, we have just shown that the inequality . in (2.4)
implies that the map T in (2.3) is bounded. This will be used below.
The implication (2.4) implies (2.5) will now follow if we show that (2.3) implies
(2.5). The Carleson embedding in (2.5) is a restatement that the map T in (2.3) is
into. In fact, the left side of (into) is kfkLp(Z;p), and thus shows that the Carleson
embedding in (2.5) holds. To obtain the separation condition, x i and use that
T is onto to obtain f 2 Bp satisfying f (zi) = 1 and f (zj) = 0 for i 6= j. It now
follows from the open mapping theorem, the Hölder estimate (2.13), and (2.1) that
kfkBp  C kTfk`p = Ci jf (zi)j
= Ci jf (zi)  f (zj)j  C kfkBp
 (zi; zj)
1=p0
 (zi; 0)
1=p0 ;
for all i 6= j.
3.1. The Necessity of Separation and Carleson Measure. Now we turn
to proving the more di¢ cult necessity implication (2.8) implies (2.5). First we
dispose of the straightforward part namely that the separation condition in (2.5)
follows from (2.8). Indeed, by (2.12), (2.8) and (2.13) we have
(1 +  (0; zi))
1=p0  k;pzi Bp0  C k;pzi   k;pzj Bp0
= C sup
kfkBp=1
Df; k;pzi   k;pzj E;p

= C sup
kfkBp=1
jf(zi)  f (zj)j
 C (zi; zj)1=p
0
:
It remains to prove that the Carleson embedding follows from (2.8). For this,
we show that (2.8) implies (2.4) for both 1 < p < 1 + 1=(n   1) and p = 2, and
also that (2.8) implies the inequality . of (2.4) for p > 2. The note above then
yields that the map T in (2.3) is into, which we showed above is a restatement of
the Carleson embedding.
3.2. The Case 1 < p < 1 + 1=(n   1). Here we prove the implication (2.8)
implies (2.4) for the special case 1 < p < 1+1=(n 1). Given 1 < p < 1+1=(n 1),
we make the choice  1 <  <1 to satisfy
(3.2) p =
n+ 1 + 
n+ 
;
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which accounts for our restriction 1 < p < 1+ 1=(n  1). Note that p0 = n+1+,
so that
s = n+ ;
s0 = 1:
Thus in this case we have Rs = Rn+ and Rs0 = R1 where  is as in (3.2), so that
hf; gi;p =

Rn+f;R1 gA2
=
Z
Bn
(1  jzj2)n+Rn+f (z) (1  jzj2)R1 g (z)dn (z) :
Let Z be a sequence in the ball Bn. We will need the following two results.
Lemma 37. ([Boe02, lemma 3.1]) If ffjg1j=1 is an unconditional basic sequence
of positive functions in Lq (d), 1 < q <1, then
1X
j=1
jajfj j

Lq(d)
 Cq
sup
j1
jajfj j

Lq(d)
 Cq
0@ 1X
j=1
jaj jq kfjkqLq(d)
1A1=q :
Proof. For convenience we sketch Böes proof, which we will need to adapt
in Subsection 9.1 anyway. Since the fn are positive and unconditional in Lq (d),
we have, letting frj (t)g1j=1 denote the Rademacher functions,
1X
j=1
jajfj j

Lq(d)


1X
j=1
jaj j fj

Lq(d)
 C

1X
j=1
rj (t) ajfj

Lq(d)
for all t 2 [0; 1] (since jaj j = jrj (t) aj j). Now average the qth power of this inequality
over t 2 [0; 1], and use Khinchines inequality (see e.g. [Stei70, Chapter 5]:) to
obtain 
1X
j=1
jajfj j

q
Lq(d)
 Cq
Z 1
0

1X
j=1
rj (t) ajfj

q
Lq(d)
dt
= Cq
Z Z 1
0

1X
j=1
rj (t) ajfj

q
dtd
 Cqq
Z fajfjg1j=1q
`2
d:
Since
fajfjg1j=1
`2

fajfjg1j=11=2
`1
fajfjg1j=11=2
`1
, we have by the Cauchy-
Schwartz inequality,
1X
j=1
jajfj j

q
Lq(d)
 Cqq
Z fajfjg1j=1q
`1
d
q=2Z fajfjg1j=1q
`1
d
q=2
;
which yields the inequality
1X
j=1
jajfj j

Lq(d)
 Cq
sup
j1
jajfj j

Lq(d)
:
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Thus the expressions 
0@ 1X
j=1
jajfj jr
1A 1r

Lq(d)
are all comparable for 1 < r <1, and the choice r = q yields the nal equivalence
in the lemma.
Lemma 38. For  1 <  <1, 1 < q <1 and F 2 Hol (Bn) with ImF (0) = 0,
(3.3)
Z
Bn
jF (z)jq d (z)
1=q

Z
Bn
jReF (z)jq d (z)
1=q
:
Proof of the Lemma. The Korànyi-Vagi theorem [Rud80, Theorem 6.3.1]
shows the equivalence of the left and right hand sides in (3.3) when the measure
d (z) on the ball Bn is replaced by surface measure d (z) on the sphere @Bn (and
F is say a polynomial). This immediately yields (3.3) by an integration in polar
coordinates. 
Now suppose that (2.8) holds. Since p0 = n+ 1 + , we have from (2.11) that
(3.4) R1 k;pw (z) =
1
1  w  z :
We now compute that
1X
j=1
ajjk
;p
zj

Bp0
=
(1  jzj2)R1
0@ 1X
j=1
ajjk
;p
zj
1A
Lp0 (dn)
=
(1  jzj2)
0@ 1X
j=1
ajjR1 k;pzj
1A
Lp0 (dn)
=

1X
j=1
ajj
1
1  zj  z

Lp0 (d)
since p0 = n+ 1 + . Now by the lemmas above, and using p0 = n+ 1 +  and
fj = j Re
1
1  zj  z > 0;
we continue with
1X
j=1
ajj
1
1  zj  z

Lp0 (d)


1X
j=1
ajj Re
1
1  zj  z

Lp0 (d)

0@ 1X
j=1
jaj jp
0 kfjkp
0
Lp0 (d)
1A1=p
0

0@ 1X
j=1
jaj jp
0
1A1=p
0
;
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since
kfjkLp0 (d) = j
Re 11  zj  z

Lp0 (d)
 j
 11  zj  z

Lp0 (d)
= j
(1  jzj2)R1k;pzj 
Lp0 (dn)
= j
 1
j = 1
upon using the previous lemma again. This completes the proof of condition (2.4)
in the case 1 < p < 1 + 1=(n  1).
3.3. The Case p  2. (Note that this range of p; together with the range
from the previous section, do not ll the range of interest, 1 < p < 1: This is
discussed in Section 2.1.)
Here we show that (2.8) implies the inequality . in (2.4) for p > 2, and also
that (2.8) implies (2.4) for p = 2. First we claim that the unconditional basis
condition (2.8) and Khinchines inequality yield the inequality
1X
j=1
ajjk
;p
zj

Bp0
 C
0@ 1X
j=1
jaj jp
0
1A1=p
0
for p  2, and with equality in the case p = 2. To see this, we compute using rst
(2.8) and then Khinchines inequality, that for any m > n=p0, we have
1X
j=1
ajjk
;p
zj

p0
Bp0

Z 1
0

1X
j=1
ajjk
;p
zj rj (t)

p0
Bp0
dt
=
Z 1
0
Z
Bn

1X
j=1
ajj(1  jzj2)mRmk;pzj (z) rj (t)

p0
dn (z) dt

Z
Bn
0@ 1X
j=1
ajj(1  jzj2)mRmk;pzj (z) rj (t)2
1Ap
0=2
dn (z) :
Since p0=2  1, we continue with
1X
j=1
ajjk
;p
zj

p0
Bp0
 C
Z
Bn
1X
j=1
ajj(1  jzj2)mRmk;pzj (z) rj (t)p0 dn (z)
=
1X
j=1
jaj jp
0 k;pzj  p0
Bp0
Z
Bn
(1  jzj2)mRmk;pzj (z)p0 dn (z)
=
1X
j=1
jaj jp
0
;
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which is the inequality . in (2.4). In the case p = 2 we have equality, and so then
(2.4).
4. Proof of Multiplier Space Su¢ ciency
Here we prove that (2.5) implies (2.7) for 1 < p <1. We generalize the main
ideas in Böes one-dimensional proof to the unit ball Bn.
For z 2 Bn and  < 1, dene the region V z by
V z =
n
w 2 Bn : j1  w  Pzj  (1  jzj)
o
;
where Pz denotes the radial projection of z onto the sphere @Bn. The intersection
of V z with the complex line Cz through z and the origin isn
w 2 Bn \ Cz : jw   Pzj  (1  jzj)
o
;
and the intersection of V z with the sphere @Bn is an ellipsewith radius (1  jzj)
in the radial tangential direction, and radius (1  jzj)=2 in the complex tangential
directions. Using arguments in Marshall and Sundberg [MaSu], the separation
condition in (2.5) implies the following geometric separation conditions.
Lemma 39. Suppose the separation condition in (2.5) holds. Then there are
constants 0 <  < 1 <  <  such that if V zi \ V zj 6=  and jzj j  jzij, then
zi =2 V zj and
(4.1) (1  jzj j)  (1  jzij) :
Proof of Lemma. Fix zi; zj with jzj j  jzij, suppose w 2 V zi \ V zj and set
! = jzj jw so that
1  j!j2 = 1  jzj j2 jwj2  1  jzj j2 :
Then the separation condition  (zi; zj)  c (zj ; 0) (We apologize,  is both a
positive constant and the Bergman distance.) yields
c (0; !)  c (0; zj)   (zi; zj)   (zi; !) +  (!; zj) ;
and so
c (0; !)  2 (zk; !) ;
where k is either i or j. Now the identity
 (z; w)  j'z (w)j = tanh (z; w) ;
yields for this k,
1   (!; zk)2 = 1  tanh2  (!; zk)
 1  tanh2 (c (!; 0))
=
4
e2c(!;0) + 2 + e 2c(!;0)
 4
e2c(!;0)
= 4
(1  j!j)c
(1 + j!j)c
 4 (1  j!j)c  (1  j!j2);
for some 0 <  < c provided zi is large enough, which we may assume by discarding
nitely many of the points zi.
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Then the nal identity in (1.3) gives
(1  j!j2)(1  jzj2)
j1  !  zkj2
= 1   (!; zk)2  (1  j!j2):
Now we use that
1  !  zk = 1  jzkj+ jzkj (1  w  Pzk + w   !  Pzk)
implies
j1  !  zkj  (1  jzkj) + (1  jzj2) + (1  jzj j)
 3(1  jzj2) ;
to obtain
(1  j!j2)(1  jzj2)  j1  !  zkj2 (1  j!j2)
 C(1  jzj2)2(1  j!j2):
Hence with 1 <  < (2   1)=(1  ) and jzij su¢ ciently large, we have
1  jzj j2  1  j!j2  C(1  jzj2)(2 1)=(1 )
 (1  jzj2)  (1  jzj2);
which is (4.1). In particular, if zi 2 V zj , then
1  jzij  j1  zi  Pzj j  (1  jzj j2) 

1  jzij2

 C (1  jzij)
yields a contradiction for jzij su¢ ciently large if  > 1. This completes the proof
of Lemma 39. 
We now x constants  and  as in Lemma 39, and write Vz = V z .
Lemma 42 below is the key construction in the su¢ ciency proof and is motivated
by the formula ((1.35) in [Zhu05])
Rs n;n
 
1
(1  w  z)1+s
!
=
1
(1  w  z)n+1+s ;
valid for s not a negative integer. The point is that if we dene
(4.2)  ns g (z) 
Z
Bn
g (w) (1  jwj2)s
(1  w  z)1+s dw
for a given (not necessarily holomorphic) function g, then with ' (z) =  ns g (z),
(4.3) Rs n;n' (z) = Rs n;n ns g (z) =
Z
Bn
g (w) (1  jwj2)s
(1  w  z)n+1+s dw;
and by the reproducing formula (2.3), valid for Re s >  1, we also have that
Rs n;n' (z) = cn;s
Z
Bn
Rs n;n' (w) (1  jwj2)s
(1  w  z)n+1+s dw:
Thus Rs n;n' (w) behaves morally like g (w), and this provides exibility in choos-
ing g so that ' has desirable algebraic multiplier properties on the one hand, while
controlling the multiplier norm of ' on the other hand. Now we use the fact
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that by Theorem 72, the multiplier norm is equivalent to the Carleson norm of(1  jzj2)nrn' (z)p dn (z).
Remark 13. The same operator   was used in Section 2.2 for roughly the same
purpose; moving from from a precisely controlled function which was not holomor-
phic to a holomorphic function with closely related properties. At an informal level
the use of this operator is both related to, and an alternative to, obtaining a con-
trolled solution to a @ equation.
4.1. Transformation of Carleson Measures. At times it is useful to know
that a controlled spreading process takes Carleson measures to Carleson measures.
We saw a single variable result of that type in Section 2.1. A similar result is given
in Lemma 2.4 in [Boe02].
Lemma 40 (Spreading Lemma). Suppose that
(4.4) sup
2Bn
(1  jj2)ng ()  C0;
and that the measure
d (z) =
(1  jzj2)ng (z)p dn (z)
is a Carleson measure for Bp with norm C1. Then for 1 < p <1 and s > n+ 2np ,
both (1  jzj2)nRs n;n ns g (z)p dn (z)
and (1  jzj2)nrn ns g (z)p dn (z)
are also Carleson measures for Bp, and with norms at most C (C0 + C1).
We prove Lemma 40 using the following extension due to Peloso [Pelo] of the
characterization of Bp given by Theorem 6.28 of [Zhu05]:
(4.5) kfkpBp 
Z
Bn
Z
Bn
f (z) PL`=0 ((z w)r)``! f (w)p
j1  w  zj2(n+1)
dzdw;
provided p > 1 and L > 2n=p.
Proof. (of Lemma 40) We begin with the case Rs n;n ns g. Dene Tsg (z) =
Rs n;n ns g (z), and cTsg (z) by
cTsg (z) = cn;s Z
Bn
g (w) (1  jwj2)s
j1  w  zjn+1+s dw:
Then by (4.3) and Theorem 2.10 in [Zhu05], we have that Ts, and in fact cTs, is
bounded on Lp (d),  >  1, if and only if 0 <  + 1 < p (s+ 1), Thus with
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 = np  (n+ 1), we obtain that
kTs (hg)kLp(d)  C khgkLp(d) =
Z
jh (z) g (z)jp (1  jzj2)dz
=
Z
jh (z)jp
(1  jzj2)(+n+1)=pg (z)p dn (z)
=
Z
jh (z)jp
(1  jzj2)ng (z)p dn (z)  CC1 khkBp
for all h 2 Bp provided that 0 < np  n  1 < p (s+ 1), i.e. p > 1 and
s > n  n+ 1
p
  1 = n
p0
  1
p
:
We need the analogous extension of this inequality to the Taylor polynomial
PLh (w; z) 
LX
`=0
((z   w)  r)`
`!
h (w) :
To see this this we split the polynomial into its homogeneous terms and estimate
each separately:
kTs [(PLh (; z)) g] (z)kLp(d)
=

Z
Bn
(
LX
`=0
((z   w)  r)`
`!
h (w)
)
g (w)
(1  jwj2)s
(1  w  z)n+1+s dw

Lp(d)

LX
`=0
1
`!

Z
Bn
n
((z   w)  r)` h (w)
o
g (w)
(1  jwj2)s
(1  w  z)n+1+s dw

Lp(d)
:
For z; w 2 Bn and m 2 N, we introduce (w; z): a symmetric function of z and
w which has many equivalent descriptions.
4 (w; z) = j1  wzj2   (1  jwj2)(1  jzj2)(4.6)
= (1  jzj2) jw   zj2 + jz(w   z)j2
= (1  jwj2) jw   zj2 + jw(w   z)j2
= j1  wzj2 j'w (z)j2
= j1  wzj2 j'z (w)j2
=
Pw (z   w) +q1  jwj2Qw (z   w)2
=
Pz (z   w) +q1  jzj2Qz (z   w)2 :
=  (w; z)
4
 (w; z)
2
:
In the last line  and  are the anisotropic metrics on the sphere and ball respec-
tively. They were introduced in Sections 1.3 and 1.2.
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Letting D denote the almost invariant holomorphic derivative, and invoking
inequality (5-7) on page 526 of [CSW11] we have, for z; w 2 Bn and m 2 N,
(4.7)(z   w) @m@wF (w)
  C
 p4 (w; z)
1  jwj2
!m
jDmF (w)j ; F 2 Hol (Bn) ;m = jj ;
We then note that h is holomorphic and hence (4.7) applies to h, so
Z
Bn
n
((z   w)  r)` h (w)
o
g (w)
(1  jwj2)s
(1  w  z)n+1+s dw


Z
Bn
D`h (w) jg (w)j
p4 (w; z)` (1  jwj2)s `
j1  w  zjn+1+s dw
= bT0;s `;`  gD`h (z) ;
where
bTa;b;cf (z) = Z
Bn
(1  jzj2)a(1  jwj2)b
p4 (w; z)c
j1  wzjn+1+a+b+c
f (w) dV (w) ;
The following lemma which gives a boundedness result for bTa;b;c is proved as
Lemma  in appendix A . The case c = 0 is Theorem 2.10 in [Zhu05].
Lemma 41. Let a; b; c; t 2 R. Then the operator bTa; is bounded on Lp Bn; (1  jwj2)tdV (w)
if and only if c >  2n and
(4.8)  pa < t+ 1 < p (b+ 1) :
If
0 < np  (n+ 1) + 1 < p (s  `+ 1) ;
and in particular, if p > 1 and s > n+ `  1 then, setting
d (w) =
(1  jwj2)ng (w)p dn (w)
we can use this lemma in the estimate
Z
Bn
n
((z   w)  r)` h (w)
o
g (w)
(1  jwj2)s
(1  w  z)n+1+s dw

p
Lp(d)

bT0;s `;`  gD`hp
Lp(d)
 gD`hp
Lp(d)
=
Z
Bn
D`h (w)p jg (w)jp (1  jwj2)pm n 1dw
=
Z
Bn
D`h (w)p (1  jwj2)mg (w)p dn (w) = Z
Bn
D`h (w)p d (w) ;
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Now we use the elementary inequality
Z
K
D`h (w) dn = Z
K
1  jcK j2`r`radh (w) + 1  jcK j2`=2r`tanh (w) dn
(4.9)
 Cn;`
Z
RK
jh (w)j dn ;
for R su¢ ciently large, say R = r=2, that is valid for all functions h holomorphic
in the ball, and all Bergman cubes K,  2 Tn. Indeed, to see this we use an
automorphism ' to reduce matters to the case when 'K contains the origin.
In this case we can use the Cauchy reproducing formula [Rud80]
f (z) =
Z
@Bn
f (w)
(1  w  z)n d (w) ; z 2 B
n ;
rescaled to RBn for a xed 0 < R < 1, together with some simple estimates to
obtain the conclusion above.
Then since h is holomorphic, we can continue withZ
Bn
D`h (w)p d (w) . X
2Tn
Z
K
D`h (w) dnpZ
K
d

.
X
2Tn
Z
RK
jh (w)j dn
pZ
K
d

.
X
2Tn
Z
RK
jh (w)jp dn
Z
RK
d

=
Z
Bn
jh (w)jp dfR (w) . khkBpp ;
since Proposition 71 shows that fR, dened in (4.3) is a Carleson measure for Bp
if  is.
The conclusion of the spreading lemma, Lemma 40, is equivalent to the in-
equality
khTsgkLp(d) =
Z
jh (z)jp
(1  jzj2)nRs n;n ns g (z)p dn (z)1=p
 CC1 khkBp ; h 2 Bp;
and thus in particular, it su¢ ces to show that
(4.10) kTs ((PLh (; z)) g)  hTsg (z)kLp(d)  CC0 khkBp ; h 2 Bp:
We have that
Ts ((PLh (; z)) g) (z)  h (z)Tsg (z)
= cn;s
Z
Bn
(PLh (w; z)  h (z)) g (w) (1  jwj
2
)s
(1  w  z)n+1+s dw;
and we obtain a pointwise estimate on this using the sup norm estimate (4.4)
on g and Hölders inequality. We nd that jTs (Pz (h;w) g) (z)  h (z)Tsg (z)j is
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dominated by
CC0
 Z
Bn
jPLh (w; z)  h (z)jp
j1  w  zj2(n+1)
dw
!1=p

 Z
Bn
(1  jwj2)(s n)p0
j1  w  zj[(1  2p )(n+1)+s]p0
dw
!1=p0
 CC0(1  jzj2) n+
n+1
p

 Z
Bn
jPLh (w; z)  h (z)jp
j1  w  zj2(n+1)
dw
!1=p
;
by Theorem 1.12 of [Zhu05] provided (s  n) p0 >  1, i.e.
s > n  1
p0
:
To obtain the required norm estimate we use (4.5) with p > 1 and L > 2n=p and
estimate
kTs (PLh (; z) g)  hTsg (z)kpLp(d)
 CpCp0
Z
Bn
(1  jzj2) pn+(n+1)
Z
Bn
jPLh (w; z)  h (z)jp
j1  w  zj2(n+1)
dwd (z)
= CpCp0
Z
Bn
Z
Bn
jPLh (w; z)  h (z)jp
j1  w  zj2(n+1)
dwdz
= CpCp0
Z
Bn
Z
Bn
h (z) PL`=0 ((z w)r)``! h (w)p
j1  w  zj2(n+1)
dwdz
 CpCp0 khkpBp ;
which yields (4.10) as required.
The case where we consider rn s in place of Ts = Rs n;n s is handled just as
above using the pointwise estimate
(4.11) jrn ns g (z)j  Cs;n
Z
Bn
jg (w)j (1  jwj2)s
j1  w  zjn+1+s dw = C
0
s;n
cTs jgj (z) :
4.2. Multiplier Approximations. The next lemma constructs a holomor-
phic function that is close to 1 on the Carleson region associated to a point w 2 Bn,
and decays appropriately away from the Carleson region. We follow Böes proof
in [Boe02], which adapts a real-variable argument of Marshall and Sundberg in
[MaSu] to produce a holomorphic multiplier approximation. Given  <  <  < 1,
we will use the cuto¤ function c; dened by
(4.12) c; () =
8<:
0 for  < 
 
  for     
1 for  < 
:
Lemma 42. (analogue of [Boe02, Lemma 4.1]) Suppose s >  1. There are 
and  satisfying  <  <  < 1 such that for every w 2 Bn, we can nd a function
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gw so that
'w (z) =  sgw (z) =
Z
Bn
gw () (1  jj2)s 
1    z1+s d
satises
(4.13)
8>>><>>>:
'w (w) = 1
'w (z) = c; (w (z)) +O

log 1
1 jwj2
 1
; z 2 Vw
j'w (z)j  C

log 1
1 jwj2
1 p
; z =2 Vw
;
where w (z) is dened by
j1  z  Pwj = (1  jwj2)w(z)
and c; is as in (4.12). Furthermore we have the estimate
(4.14)
Z
Bn
(1  jj2)ngw ()p dn () d  C  log 1
1  jwj2
!1 p
:
Remark 14. The proof of Lemma 42 shows that the third estimate in (4.13)
can be vastly improved, and also holds for a larger range of z; namely there is
 < 1 <  such that
j'w (z)j  C
 
log
1
1  jwj2
! 1
(1  jwj2)( 1)(1+s); z =2 V 1w :
This fact will be used in the proof of Lemma 43 below.
Proof. Dene gw () by
(4.15)
gw () (1  jj2)s 
1    w1+s = K
 
log
1
1  jwj2
! 1 1    Pw n 1 ;
when  lives in the annular sector S centred at Pw; S = A \ C where A is the
annulus
(4.16) A = Aw =
n
 2 Bn : (1  jwj2)  1    Pw  (1  jwj2)o
and C the cone
C = Cw =
n
 2 Bn : Im    Pw+       PwPw2  c  1    Pwo ;
where c is a suitably small constant. Dene gw () = 0 otherwise. The following
observation will be used repeatedly.
Remark 15. The cone Cw corresponds to the geodesic in the Bergman tree
Tn joining the root to the boundary point Pw. To see this, consider the case
w = (t; 0; :::; 0) and  =
 
rei;  0

with rei = x + iy, so that Im
 
  Pw = y,
      PwPw = (0;  0) and 1    Pw = 1  r.
Now choose K so that 'w (w) = 1, i.e.
K =
 
log
1
1  jwj2
!Z
S
1    Pw n 1 d 1 :
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We have
(4.17) K  K;;n = cn
  
since the annular sector
Ea =

 2 Bn : a  1    Pw  2a	 \ C
is comparable to a Bergman ball of radius one,
1    Pw n 1 d is comparable
to invariant measure dn () on Ea, and S 
[J
j=0
E2j(1 jwj2) where
J = log
(1  jwj2)
(1  jwj2) = (  ) log(1  jwj
2
):
Note also that
(4.18)
1    Pw  1    w  1  jj2 ;  2 S;
and so gw satises the estimate
(4.19) jgw ()j  C
 
log
1
1  jwj2
! 1 1    Pw n ;  2 Bn:
Now x z 2 Vw and set
E1 =
n
 2 Bn : 1    Pw  (1  jwj2)w(z)o ;
E2 = Bn n E1 =
n
 2 Bn : 1    Pw > (1  jwj2)w(z)o :
Thus the common boundary of E1 and E2 passes through z. The main contribution
to 'w (z) will come from integration over E2. Thus we write
'w (z) =
Z
E1
gw () (1  jj2)s 
1    z1+s d +
Z
E2
gw () (1  jj2)s 
1    z1+s d = I + II:
By (4.18), (4.19) and the denition of w (z), term I is dominated by C

log 1
1 jwj2
 1
times Z
f(1 jwj2)j1 Pwjj1 zPwjg\C
 
1  jj21    z
!1+s
dn () ;
which is at most a constant C since1    z  j1  z  Pwj ;  2 C \ E1:
Thus we have
jIj  C
 
log
1
1  jwj2
! 1
:
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We now write
II =
Z
E2\S
gw () (1  jj2)s 
1    z1+s d
=
Z
E2\S
(
gw () (1  jj2)s 
1    z1+s   gw () (1  jj
2
)s 
1    w1+s
)
d
+
Z
E2\S
gw () (1  jj2)s 
1    w1+s d
= III + IV:
Using (4.17), and that gw is supported in S, we calculate that
IV =
K
  log(1  jwj2)
Z
f(1 jwj2)w(z)j1 Pwj(1 jwj2)g\C
1    Pw n 1 d
=
 (z)  
   log
1
1  jwj2
in the case  < w (z) < . We also have IV = 0 in the case w (z) < , and
IV = log 1
1 jwj2 in the case  < w (z). This gives the estimate
IV = c; (w (z)) +O
0@ log 1
1  jwj2
! 11A ; z 2 Vw:
Using  1 1    z1+s   1 1    w1+s
  C jz   wj(1  jj2)2+s
together with (4.18) and (4.19), we obtain that
jIIIj  C
Z
E2\S
jgw ()j (1  jj2) 2 jz   wj d
 C jz   wj
 
log
1
1  jwj2
! 1 Z
E2\S
(1  jj2) 1dn ()
 C
 
log
1
1  jwj2
! 1
;
as required. This completes the proof of the second estimate in (4.13).
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We now turn to the third estimate in (4.13). For z =2 Vw, we have
1    z 
c(1  jwj2) for  2 S, and thus
j'w (z)j 
 
log
1
1  jwj2
! 1 Z
S
 
1  jj21    z
!1+s
dn ()
 C
 
log
1
1  jwj2
! 1
(1  jwj2)( )(1+s)
 Cp
 
log
1
1  jwj2
!1 p
:
Finally, the estimate (4.14) is a calculation using (4.18), (4.19) the denition
of the support of gw. In fact, the left side of (4.14) is at most
C
Z
S
 
log
1
1  jwj2
! p
dn ()  C
 
log
1
1  jwj2
!1 p
:
The next lemma uses Lemma 40 to construct inductively a holomorphic func-
tion whose restriction to the sequence Z approximates an arbitrarily prescribed
bounded sequence fjg1j=1.
Lemma 43. (analogue of [Boe02, Lemma 4.2]) Suppose s >  1, that fjg1j=1 2
`1 and let 0 <  < 1. Let 'j, gj and j correspond to zj as in Lemma 42 and with
the same s. Then there is faig1i=1 2 `1 such that ' =
P1
i=1 ai'i satises
(4.20)
fj   ' (zj)g1j=1
`1
< 
fjg1j=1
`1
and
(4.21) kfaig1i=1k`1 ; k'kH1(Bn)  C
fjg1j=1
`1
:
Remark 16. The series
P1
i=1 ai'i in Lemma 43 converges absolutely for each
z 2 Bn. In fact, the proof below will show that (using the estimate #G`  C (0; z`)
for the chains G` dened there)
1X
i=1
j'i (z)j  C
 
1 + log
1
1  jzj2
!
; z 2 Bn:
Remark 17. The construction in the proof below shows that both the sequence
faig1i=1 and the function ' depend linearly on the data fjg1j=1.
Proof. We follow the proof of Lemma 4.2 in [Boe02]. Let
fjg1j=1
`1
= 1.
We rst choose J so large that
(4.22) sup
jJ

log
1
1  jzj j
 1
+
1X
j=J

log
1
1  jzj j
1 p
< ";
where " > 0 will be determined later. Note that the series above converges by the
Carleson embedding in (2.6).
We would like to discard the nitely many points fzjgJ 1j=1 from consideration
and assume that J = 1 in (4.22), then perform the basic construction, and then,
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after that, adjust things on the nite point set we had discarded. To see that that
is possible It su¢ ces to show that if we adjoin a single point to an interpolating
sequence we still have an interpolating sequence. That is, given Z = fzjg1j=1 an
interpolating sequence for Bp, i.e. that (2.3) holds, and given w 2 Bn n Z we want
to show that Z [ fwg satises (2.3). To do this it su¢ ces to exhibit a function
h 2 Bp that vanishes on Z, but not at w. In one dimension this is straightforward.
Pick an f in Bp which is not the zero function and which vanishes on Z n fz1g but
not at z1. For some nonnegative integer k; h(z) = (z  z1)f(z)=(z w)k will be the
required function. We need to show h 2 Bp but we do not need a norm estimate
and hence that is easy to see.
In higher dimensions we must work a bit harder. Suppose that Z = fzjg1j=1 is
an interpolating sequence for Bp, i.e. that (2.3) holds. Suppose that w 2 Bn nZ. In
order to show that Z[fwg satises (2.3), it su¢ ces to exhibit a function h 2 Bp that
vanishes on Z, but not at w. Using the Hahn-Banach theorem and the reexivity of
Bp, this is equivalent to showing that the point evaluation ew = k;pw is not in the
closure S of the linear span of the set of point evaluations ezj	1j=1 in B0p = Bp0 .
So suppose, in order to derive a contradiction, that ew 2 S. Above, we showed the
equivalence of (2.3) for Z and the Riesz condition (2.4) for Z,
1X
j=1
aj
k;pzjk;pzj Bp0

Bp0

0@ 1X
j=1
jaj jp
0
1A 1p0 ;
and consequently we have
(4.23) ew =
1X
j=1
aj!jezj ;
where !j = 1=
ezjBp0 and
1X
j=1
jaj jp
0
<1:
Now let f` 2 Bp satisfy f` (zk) = `k. Then from (4.23) we have
f` (w) =
1X
j=1
aj!jf` (zj) = !`a`;
for all `  1, and we will have the desired contradiction, namely ew = 0, if we can
show f` (w) = 0 for all `  1. To see this, choose a linear function g` that vanishes
at z` and takes the value 1 at w. Then g` 2 MBp implies f`g` 2 Bp, and (4.23)
yields
f` (w) = (f`g`) (w) =
1X
j=1
aj!j (f`g`) (zj) = a`!`g` (z`) = 0:
We now suppose J = 1 and go forward. Order the points Z so that 1 jzj+1j 
1 jzj j for j  1. We now dene a forest structureon the index set N by declaring
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that j is a child of i (or that i is a parent of j) provided that
i < j;(4.24)
Vzj  Vzi ;
Vzj  Vzk for i < k < j:
Note that a child j chooses the nearestparent i if we have competing indices i and
i0 with Vzj  Vzi \ Vzi0 . We dene a partial order associated with this parent-child
relationship by declaring that j is a successor of i (or that i is a predecessor of j) if
there is a chainof indices fi = k1; k2; :::; km = jg  N such that k`+1 is a child of
k` for 1  ` < m. Under this partial ordering, N decomposes into a disjoint union
of trees. Thus associated to each index ` 2 N, there is a unique tree containing `
and, unless ` is the root of the tree, a unique parent P (`) of ` in that tree. Denote
by G` the unique geodesic joining the root of the tree to `. We will now dene the
coe¢ cients faig1i=1 of ' =
P1
i=1 ai'i, where 'i is the function 'zi in Lemma 42
with w there replaced by zi, by considering separately the indices in each tree of
the forest N.
Let Y be a tree in the forest N with root k0. For each k 2 Y n fk0g, dene
k 2 [0; 1] by
k = c
 
P (k) (zk)

;
where the functions c = c; and j = zj are dened as in the statement of Lemma
42 with w there replaced by zj . Note that by Lemma 42 with w = zP (k), we have
the estimate
'P (k) (zk) = c
 
P (k) (zk)

+O
0@ log 1
1  zP (k)2
! 11A
= k +O
0@ log 1
1  zP (k)2
! 11A ;
which can serve as motivation for the denition of the coe¢ cients given below in
(4.26). Indeed, with gross oversimplication, what we want is
k = ' (zk)  ak'k (zk) + aP (k)'P (k) (zk) + :::
 ak + aP (k)k + :::;
which leads to (4.26).
We will now dene numbers fakgk2Y by induction on the linear ordering in Y
induced from the natural ordering of N, so that
(4.25)
( jakj  2Pi2Gknfk0g iaP (i)  1
holds for all k 2 Y. First dene ak0 = k0 . Now x ` 2 Y n fk0g and assume that
ak has been dened for all k 2 Y for which k < ` so that (4.25) holds for all k 2 Y
for which k < `. We now dene a` by
(4.26) a` = `  
X
i2G`nfk0g
iaP (i):
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Of crucial importance is the observation that the geodesics G` and GP (`) are related
by
GP (`) = G` n f`g ;
i.e. if G` = [k0; k1; :::; km 1; km] with km = `, then km 1 = P (`) and GP (`) =
[k0; k1; :::; km 1]. By the induction assumption and the fact that P (`) 2 Y and
P (`) < `, we have 
X
i2GP (`)nfk0g
iaP (i)
  1:
We have from (4.26) and the above that
X
i2G`nfk0g
iaP (i)
 =

0@ X
i2GP (`)nfk0g
iaP (i)
1A+ `
0@P (`)   X
i2GP (`)nfk0g
iaP (i)
1A
=
`P (`) + (1  `)
X
i2GP (`)nfk0g
iaP (i)

 `
P (`)+ (1  `)

X
i2GP (`)nfk0g
iaP (i)
  1:
From this, and (4.26) once more, it immediately follows that ja`j  2, which shows
that (4.25) holds for k = ` as well. This completes the inductive denition of
the sequence fakgk2Y satisfying (4.25) on the tree Y, and hence denes the entire
sequence faig1i=1.
We now show that both (4.20) and (4.21) hold for the function ' =
P1
i=1 ai'i.
Fix an index ` 2 N, and with notation as above, let F` = N n G` and write using
'` (z`) = 1 and (4.26),
' (z`)  ` =
1X
i=1
ai'i (z`)  `
=
0@ X
i2GP (`)
ai'i (z`) + a`'` (z`) +
X
i2F`
ai'i (z`)
1A
 
0@a` + X
i2G`nfk0g
iaP (i)
1A
=
X
i2G`nfk0g
aP (i)
 
'P (i) (z`)  i

+
X
i2F`
ai'i (z`)
= I + II:
We now claim that
jIj  C sup
i1

log
1
1  jzij
 1
;(4.27)
jIIj  C
1X
i=1

log
1
1  jzij
1 p
:
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With this done we obtain from (4.22) (recall that we assume J = 1 there) that
sup
j1
j' (zj)  j j  C" < 
provided we choose " > 0 small enough, and this proves (4.20). We note in passing
that the proof below will show that the supremum in (4.27) need only be taken
over indices i that are a root of a tree in the forest N.
To estimate term I, we begin with
jIj =

X
i2G`nfk0g
aP (i)
 
'P (i) (z`)  i


X
i2G`nfk0g
aP (i) 'P (i) (z`)  c  P (i) (zi)
 2
X
i2G`nfk0g
8<:c  P (i) (z`)  c  P (i) (zi)+ C
 
log
1
1  zP (i)2
! 19=; ;
where the nal inequality follows from Lemma 42 since z` 2 VzP (i) . Now if Vzi has
empty intersection with the annulus AP (i) given in (4.16) with w = zP (i), then both
c
 
P (i) (z`)

and c
 
P (i) (zi)

have the same value, either 0 or 1. Otherwise, since
c is Lipschitz continuous with norm 1=(  ), we havec  P (i) (z`)  c  P (i) (zi)  C P (i) (z`)  P (i) (zi)
= C
  log
1  z`  PzP (i)
  log

1  zP (i)2  
  log 1  zi  PzP (i)
  log

1  zP (i)2

 C
 
log
1
1  zP (i)2
! 1
;
since
C 1 
1  z`  PzP (i)1  zi  PzP (i)  C
for zi; z` 2 AP (i). Now if G` = [k0; k1; :::; km 1; km], then by applying the separation
condition repeatedly, we obtain
(1  jzj2) 

1  jzk0 j2
i
;
and so combining these estimates we have
jIj  C
X
i2G`nfk0g
 
log
1
1  zP (i)2
! 1
 C
0@m 1X
j=0
 j
1A log 1
1  jzk0 j2
! 1
 C
 
log
1
1  jzk0 j2
! 1
since  > 1, which shows the rst inequality in (4.27).
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To estimate term II =
P
i2F` ai'i (z`) in (4.27), we rst note that if z` =2 Vzi ,
then
(4.28) j'i (z`)j  C
 
log
1
1  jzij2
! (p 1)
by Lemma 42. On the other hand, if z` 2 Vzi , then jzij < jz`j, and if G` =
[k0; k1; :::; km 1; km], then either jzij < jzk0 j or there is j such that
zkj 1 < jzij zkj . Note however that equality cannot hold here by Lemma 39, and so we actually
have
zkj 1 < jzij < zkj . From (4.24) we obtain that no index m 2 (kj 1; kj)
satises Vzkj  Vzm . Since i =2 G`, we have i 2 (kj 1; kj) and thus we have both
Vzkj  Vzi and
zkj  > jzij :
Now using Lemma 39 and  > 1, we obtain
(1  jzj2) 

1  jzij2



1  jzij2

:
If we choose w 2 Vzkj n Vzi , then w; z` 2 Vzkj implies jz`   wj  C(1   jzj
2
) by
denition, and w =2 Vzi implies j1  w  Pzij  c

1  jzij2

. Together with the
reverse triangle inequality we thus have
j1  z`  Pzij  j1  w  Pzij   jz`  Pzi   w  Pzij
 c

1  jzij2

  C

1  jzij2



1  jzij2
1
;
for some 1 2 (; ) (again provided the jzij are large enough). Thus estimate
(4.28) now follows by Remark 14. With this done, we have completed the proof of
(4.27), as well as the rst estimate in (4.21).
To prove the second estimate k'kH1(Bn)  C in (4.21), we x z 2 Bn. If
z 2
[
k2NVzk , let ` be such that
z 2 Vz` and z =2 Vzk for any k > `:
Then we have using (4.26) that
' (z)  ` =
1X
i=1
ai'i (z)  `
=
0@ X
i2GP (`)
ai'i (z) + a`'` (z) +
X
i2F`
ai'i (z)
1A 
0@a` + X
i2G`nfk0g
iaP (i)
1A
=
0@ X
i2G`nfk0g
aP (i)
 
'P (i) (z)  i
1A+ a` ('` (z)  1) +X
i2F`
ai'i (z) ;
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and the estimates we proved above for z` show that with z` replaced by z, we also
have
j' (z)  `j 

X
i2G`nfk0g
aP (i)
 
'P (i) (z)  i
+ ja` ('` (z)  1)j+
X
i2F`
ai'i (z)

 C
 
log
1
1  jzk0 j2
! 1
+ C + C
X
i2F`
 
log
1
1  jzij2
! (p 1)
;
which yields j' (z)j  C. Finally, if z =2
[
k2NVzk , then
j' (z)j =

1X
i=1
ai'i (z)
  CX
i2N
 
log
1
1  jzij2
! (p 1)
 C
by Lemma 42. Easy modications of these estimates also prove Remark 16. At this
point we can use a normal families argument to prove that ' is holomorphic. This
completes the proof of Lemma 43. 
4.3. The Proof of Multiplier Interpolation. Using Lemma 43, we rst
complete the proof that (2.9) implies (2.7) for 1 < p < 1. Fix s >  1, 0 <
 < 1 and fjg1j=1 with
fjg1j=1
`1
= 1. Then by Lemma 43 there is f1 =P1
i=1 a
1
i'i 2 H1 (Bn) such that
fj   f1 (zj)g1j=1
`1
<  and
a1i	1i=1`1 ,
kf1kH1(Bn)  C where C is as in (4.21). Now apply Lemma 43 to the sequence
fj   f1 (zj)g1j=1 to obtain the existence of f2 =
P1
i=1 a
2
i'i 2 H1 (Bn) such thatfj   f1 (zj)  f2 (zj)g1j=1
`1
< 2 and
a2i	1i=1`1 , kf2kH1(Bn)  C where C
is as in (4.21). Continuing inductively, we obtain fm =
P1
i=1 a
m
i 'i 2 H1 (Bn)
such that 
(
j  
mX
i=1
fi (zj)
)1
j=1

`1
< m;
kfami g1i=1k`1 ; kfmkH1(Bn)  Cm 1:
If we now take ' =
P1
m=1 fm, we have
j = ' (zj) ; 1  j <1;(4.29)
k'kH1(Bn)  C;
as well as ' =
P1
i=1 ai'i with kfaig1i=1k`1  C. Recall that the series ' =P1
i=1 ai'i converges absolutely by Remark 16, and depends linearly on the data
fjg1j=1 by Remark 17 and the linear construction in this paragraph. Thus ' 2
H1 (Bn) linearly interpolates the values fjg1j=1 on the sequence Z, and it remains
to prove that ' 2 Mult(Bp). Recall that our function ' depends on our choice of
s >  1.
By Theorem 72, ' 2 Mult(Bp) will follow if we show that
(4.30)
(1  jzj2)nrn' (z)p dn (z)
Carleson
 C:
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Since
' =
1X
i=1
ai'i =
1X
i=1
ai sgi =  sg
where g =
P1
i=1 aigi with supi1 jaij  C, (4.30) will follow from Lemma 40 for s
su¢ ciently large provided we show that (4.4) holds and that(1  jzj2)ng (z)p dn (z)
is a Carleson measure. From the denition of gi in (4.15), and the fact that the
supports of the gi are pairwise disjoint by the separation condition, we see that the
estimate in (4.4) holds. The Carleson condition will follow from the next lemma.
Lemma 44. Suppose (2.5) holds. With 1 < p <1 and g =P1i=1 aigi as above,
we have
(4.31)
(1  jzj2)ng (z)p dn (z)
Carleson
 C:
Proof. Inequality (4.31) follows from estimate (4.14) for gzi ,
(4.32)
Z
Bn
(1  jj2)ngzi ()p dn () d  C
 
log
1
1  jzij2
!1 p
;
as follows. Fix an index i. From Remark 15 we see that the support of gzi is
essentially the union of a geodesic segment of Bergman cubesKi1;K
i
2; :::;K
i
Mi where
Mi  (  ) log 1
1  jzij2
:
Indeed, recall that the support gzi is contained in the intersection of the cone Czi
and the annulus Azi . Now for  in the cone Czi , we have
1    Pzi  1   jj2,
and thus for  in the annulus Azi as well, we have approximately
log
1
1  jj2 2
 
 log
1
1  jzij2
;  log
1
1  jzij2
!
:
Thus , which is in the suppose of gzi ; lies in the union of those cubes in Tn
along the geodesic joining the root to the boundary pointPzi, and having tree
distance from the root lying roughly between  (0; zi) and  (0; zi). Moreover,
this segment can be continued to a longer sequence of adjacent Bergman cubes
Ki1;K
i
2; :::;K
i
Mi ; :::K
i
Ji
= Kzi connecting the support of gzi to the cube Kzi con-
taining zi, and where
(4.33) Ji  log 1
1  jzij2
:
Choose wij 2 Kij for 1  j < Ji. Then with a large integer L > 2n=p, and PLh (w; z)
denoting the LthTaylor polynomial centered at w,
PLh (w; z) 
LX
`=0
((z   w)  r)`
`!
h (w) ;
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we have for z 2 Kim, 1  m Mi, and f 2 Bp,
f (z) = f (z) 
Z
Kim
PLf
 
wim; 

dn
+
Ji 1X
j=m
"Z
Kij
PLf
 
wij ; 

dn  
Z
Kij+1
PLf
 
wij+1; 

dn
#
+
Z
Kzi
PLf (zi; ) dn ;
and so
jf (z)jp .
f (z) 
Z
Kim
PLf
 
wim; 

dn

p
+ (Ji)
p 1
Ji 1X
j=1

Z
Kij
PLf
 
wij ; 

dn  
Z
Kij+1
PLf
 
wij+1; 

dn

p
+

Z
Kzi
PLf (zi; ) dn

p
.
f (z) 
Z
Kim
PLf
 
wim; 

dn

p
+ (Ji)
p 1
JiX
j=1
 
max
2RKij

Z
RKij
PLf (; ) dn

!p
+

Z
Kzi
PLf (zi; ) dn

p
;
for a su¢ ciently large R. Using this together with (4.32), (4.33), the inequalityf ()  PLf  wij ;  . DLRKijf  ; for  2 RKij ;
and the fact that the supports of the gzi are pairwise disjoint, we obtainZ
Bn
jf (z)jp
(1  jzj2)ng (z)p dn (z)
.
X
i
DLKimf p +X
i
JiX
j=1
DLRKijf p +X
i

Z
Kzi
PLf (zi; ) dn

p 
log
1
1  jzij2
!1 p
 I + II + III:
Since the expanded cubes

RKij
	
have bounded overlap in j and are pairwise
disjoint in i by Lemma 39, the rst two terms on the right are dominated by
I + II 
X
2Tn
DLRKf p  C kfkpBp
by the oscillation estimate, Proposition 60, since L > 2n=p.
The third term III is dominated by C kfkpBp since
RKzi Pf (zi; ) dn .R
RKzi
jf j dn by (4.9), and since we are assuming in (2.5) that d 
P
i

log 1
1 jzij2
1 p
zi
is a Bp-Carleson measure. Indeed, Theorem 71 shows that the measure
dfR (z) = X
2Tn
Z
RK
d

RK (z) dn (z)
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in (4.3) is a Carleson measure, and so from this and (4.9) we obtain
III .
X
i
 Z
RKzi
jf j dn
!p 
log
1
1  jzij2
!1 p
.
X
i
 Z
RKzi
jf jp dn
!
 (RKzi) 
Z
Bn
jf jp dfR . kfkpBp :
This completes the proof of Lemma 44, and hence completes the proof that (2.5)
implies (2.7).
5. Proof of Besov Space Interpolation
Here we adapt the above arguments to prove that (2.6), or equivalently (2.5),
implies (2.3) for 1 < p < 1, and with linear interpolation. We note in passing
that we already have that (2.6) implies (2.3) for 1 < p  2. In fact, the Carleson
embedding in (2.6) implies that the map
Tf = fjf(zj)g1j=1
in (2.3) maps Bp into `p. On the other hand, (2.6) implies (2.7) implies (2.8) implies
(this is where we use p  2) the inequality & of (2.4), which in turn implies that
the map T in (2.3) maps Bp onto `p.
Fix ; s >  1 and fjg1j=1 with
8<: jk;pzj Bp0
9=;
1
j=1

`p
= 1:
We may suppose that the sequence fzjgJj=1 is nite, and obtain an appropriate esti-
mate independent of J  1 (see (5.2) below). Since the sequence fjgJj=1 is bounded
(we are not concerned that this bound blows up as J ! 1), the construction in
the previous section leading to (4.29) yields ' =
PJ
m=1 'm satisfying
j = ' (zj) ; 1  j < J;
k'kH1(Bn)  C
fjgJj=1
`1
;
as well as ' =
PJ
i=1 ai'i withfaigJi=1
`1
 C
fjgJj=1
`1
:
We need additional weighted `p control on the coe¢ cients faigJi=1. Let d be the
measure assigning mass

log 1
1 jzj j2
1 p
to the point j 2 f0; 1; 2; :::; Jg. Recall that
by (2.12),
k;pzj 
Bp0


log 1
1 jzj j2
1=p0
so that we have
fbjgJj=1
`p(d)


8<: bjk;pzj Bp0
9=;
J
j=1

`p
;
for any sequence fbjgJj=1.
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Lemma 45. The sequence faigJi=1 constructed in (4.29) using Lemma 43 sat-
ises
(5.1)
fajgJj=1
`p(d)
 C
fjgJj=1
`p(d)
 C:
Once this lemma is established we can easily complete the proof. We do that
now and postpone for a moment the proof of the lemma.
We have that ' 2 H1 (Bn) interpolates the values fjgJj=1 on the sequence
fzjgJj=1, and it remains only to prove that ' 2 Bp with k'kBp  C wheneverfjgJj=1
`p(d)
= 1, independent of J  1. Thus we must show that
Z
Bn
(1  jzj2)nrn' (z)p dn (z)  C;
independent of J  1. Now
' =
JX
i=1
ai'i =
JX
i=1
ai sgi =  sg
where g =
PJ
i=1 aigi with
faigJi=1
`1
 C
fjgJj=1
`1
. Moreover,
jrn sg (z)j  C 0s;ncTs jgj (z)
by (4.11) where the operator cTs is given by
cTsf (z) = cs;n Z
Bn
f (w) (1  jwj2)s
j1  w  zjn+1+s dw:
Thus we must estimateZ
Bn
(1  jzj2)ncTs jgj (z)p dn (z) = Z
Bn
cTs jgj (z)p dt (z)
where t = pn n  1. Now by Theorem 2.10 in [Zhu05], cTs is bounded on Lp (dt)
if and only if 0 < t+ 1 < p (s+ 1), i.e.
p > 1 and s >
n
p0
  1:
Thus choosing s >  1 + n=p0, we haveZ
Bn
(1  jzj2)nrn' (z)p dn (z)  C Z
Bn
jg (z)jp dt (z)
= C
Z
Bn
(1  jzj2)ng (z)p dn (z) :
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Since the supports of the gi are pairwise disjoint by the separation condition, we
obtain from (4.14) and then (5.1) that g =
PJ
i=1 aigi satisesZ
Bn
(1  jzj2)ng (z)p dn (z) = JX
j=1
jaijp
Z
Bn
(1  jzj2)ngi (z)p dn (z)
 C
JX
j=1
jaijp
 
log
1
1  jzj j2
!1 p
= C
fajgJj=1
`p(d)
 C
fjgJj=1
`p(d)
= C:
Altogether we have proved that ' 2 Bp interpolates the values fjgJj=1 on the
sequence fzjgJj=1 with the norm estimate
(5.2) k'kBp  C
fjgJj=1
`p(d)
;
where C is independent of J  1 as required. A limiting argument now nishes the
proof that (2.6) implies (2.3).
Proof of Lemma 45. Recall from the proof of Lemma 43 that the approxi-
mating sequence fajgJj=1 (not the actual sequence used in (5.1) above, but rather
the sequence appearing in the conclusion of Lemma 43) is given by
a` = `  
X
i2G`nfk0g
iaA(i); 1  `  J;
where for any given `, the numbers i lie in [0; 1], and the geodesics G` and GA(`)
lie in a xed tree Y of the forest fjgJj=1, and are related by
GA(`) = G` n f`g ;
i.e. if G` = [k0; k1; :::; km 1; km] with km = `, then km 1 = A (`) and GA(`) =
[k0; k1; :::; km 1]. Without loss of generality, we may assume that the forest of
indices fjgJj=1 is actually a single tree Y.
Now x `. At this point it will be notationally convenient to momentarily
relabel the points fzjgj2G` = fzk0 ; zk1 ; :::; zkmg as fz0; z1; :::; zmg, and similarly
relabel fa0; a1; :::; amg, f0; 1; :::; mg and f0; 1; :::; mg so that
ak = k  
kX
i=1
iai 1; 0  k  `:
We also have d (j) =

log 1
1 jzj j2
1 p
where zj now denotes the point which,
before relabelling, had been denoted zkj and lies in the ball corresponding to what
was then kj : In other words, we are restricting attention to the geodesic G` and
relabeling sequences so as to conform to the ordering in the geodesic. Now let
!k =
kX
i=1
iai 1
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for 1  k  ` so that
ak = k   !k; 0  k  `:
We now claim that
(5.3)
0BBB@
!1
!2
...
!k
1CCCA =
26664
b11 0    0
b21 b22    0
...
...
. . .
...
bk1 bk2    bkk
37775
0BBB@
0
1
...
k 1
1CCCA ; 1  k  `;
where bij 2 [0; 1] and bij = 0 if i < j. We prove this by induction on k. This is
evident for k = 1 since then !1 = 1a0 = 10. Assuming its truth for k, we obtain
from
!k+1 = k+1ak +
kX
i=1
iai 1 = k+1 (k   !k) + !k = (1  k+1)!k + k+1k;
that the vector
0BBBBB@
!1
!2
...
!k
!k+1
1CCCCCA is given by
2666664
b11 0    0 0
b21 b22    0 0
...
...
. . .
...
...
bk1 bk2    bkk 0
(1  k+1) bk1 (1  k+1) bk2    (1  k+1) bkk k+1
3777775
0BBBBB@
0
1
...
k 1
k
1CCCCCA ;
which has the desired form, thus proving (5.3). The consequence we need from
(5.3) is
jakj = jk   !kj  jkj+ j!kj 
kX
j=0
jj j ; 0  k  `:(5.4)
(5.5)
We now return our attention to the tree Y. For each  2 Y, with corresponding
index j 2 fjgJj=1, there are values a () = aj and  () = j . Dene functions
f () = ja ()j and g () = j ()j on the tree Y. Note that we are simply relabelling
the indices fjgJj=1 as  2 Y to emphasize the tree structure of Y when convenient.
The inequality (5.4) says that
(5.6) f ()  Ig () ;  2 Y:
Recall also that we are assuming that the measure d =
P
2Y

log 1
1 jzj2
1 p
is
a Bp Carleson measure on the ball Bn, where z = zj 2 Bn if  corresponds to j.
The only consequence of this that we need here is the simple condition,
(5.7)  (0; )p 1
X
j:zj2S()
 (j)  C;  2 Tn:
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Note that this last inequality refers to the tree Tn rather than to Y. Using the fact
that  (0; )  log 1
1 jzj2 , we obtain from this simple condition that if S ()  Vzk ,
i.e.  
h
1 

1  jzkj
i
zk, thenX
:
 () =
X
j:zj2S()
 (j)  C (0; )1 p
 C
 
log
1
(1  jzj2)
!1 p
 C
 
log
1
1  jzkj2
!1 p
= C () ;
by the denition of the region Vzk . Thus on the tree Y, we have
(5.8) I ()  C () ;  2 Y:
We now claim that (5.8) implies the inequality
(5.9)
X
2Y
Ig ()
p
 ()  C
X
2Y
g ()
p
 () ;
which together with (5.6) yields (5.1).
To see (5.9), we use our more general tree theorem for the tree Y which we
referred to after Theorem 15. That is,X
2Y
Ig ()
p
w ()  C
X
2Y
g ()
p
v () ; g  0;
if and only if
(5.10)
X

Iw ()p
0
v ()
1 p0  CIw () <1;  2 Y:
With w = v = , (5.8) yields condition (5.10) as follows:X

I ()p
0
 ()
1 p0  C
X

 ()
p0
 ()
1 p0
= C
X

 () = CI () :
This nishes the proof that (2.6) implies (2.3) for all 1 < p <1. 
Remark 18. Note that the above proof shows that the map T in (2.3) is onto,
provided both (5.7) and the separation condition in (2.5) hold. Moreover, the proof
shows that separation and condition (5.10) with w = v = , i.e.
X
zj2Vzk
24 X
zi2Vzj
 
log
1
1  jzij2
!1 p35p
0  
log
1
1  jzj j2
!
(5.11)
 C
X
zj2Vzk
 
log
1
1  jzj j2
!1 p
<1;(5.12)
for all k, su¢ ces for the map T in (2.3) to be onto. In fact, in the presence of
the separation condition, the map T in (2.3) takes the subspace (Bp \ span f'zig) 
boundedly into and onto `p if and only if (5.11) holds. The necessity of (5.11)
can be obtained by testing the inequality for T with functions of the form f (z) =
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ai'zi (z) and noting that f (zj) =
P
ai'zi (zj) 
P
zizj ai by Lemma 42 and
the Remark following it. This yields (5.9), and hence (5.11). While the separation
condition is necessary for the map T in (2.3) to be onto, we do not know a charac-
terization of when the map T in (2.3) is onto. Onto interpolation is discussed in
Chapter 8 and in [arXiv paper].
6. Completing the Multiplier Interpolation Loop
At this point Theorem 74 has been completely proved, and the only assertion
remaining to be proved in Theorem 75 is that (2.7) implies (2.9) in the range
1 + 1=(n   1)  p < 2. We do that in the next chapter, the main tool being the
introduction and study of the spaces HBp (Tn) ; "holomorphic Besov spaces on the
Bergman tree Tn" and their multiplier algebras Mult(HBp (Tn)). That requires
substantial preparatory work, but before going to those details we give a brief and
informal look at the path ahead, and indicate how, with those techniques in hand,
we nish the proof.
The spaces we introduce require an elaborate complex structure on Tn; and
include restrictions on the functions which are somewhat similar to, but more com-
plicated than, those placed on martingales. These spaces serve as analogs for and
models of the Besov and multiplier spaces Bp (Bn) and Mult(Bp (Bn)); :and have
three properties of particular importance to us
(1) The natural restriction map is bounded fromMult(Bp) toMult(HBp (Tn)).
(2) The reproducing kernels for HBp (Tn) satisfy a positivity property, analo-
gous to the property Re w 1k0w (z) > 0 satised by the reproducing kernel
of Bp(B1). That is crucial in proving an analog of Böes "curious lemma".
(3) Carleson measures for HBp (Tn) are characterized by the tree condition
of the type (4.9).
With these three properties available we can complete the proof that (2.7)
implies (2.9). Indeed, property 1 will show that Mult(Bp) interpolation on the
ball implies Mult(HBp (Tn)) interpolation on the Bergman tree. Property 2 will
then show that the atomic measure  associated with the interpolation sequence
is a Carleson measure for HBp (Tn). Finally, property 3 will show that  satises
the tree condition, and hence, Theorem 73,  is a Bp-Carleson measure. This will
complete the multiplier interpolation loop since we have already shown in Section
5, that if  is a Bp-Carleson measure, then Mult(Bp) interpolation holds on the
ball.
We will see that that property 1 follows from Theorem 80 if m > 2n=p and
the structural constant  is large enough; property 2 follows from Lemma 54 if in
addition the structural constant  is small enough; and nally, property 3 follows
from Theorem 79 if both  is small enough and  is large enough.
Here are some of the details. If Z  Bn interpolates Mult(Bp), i.e. (2.3)
holds, and if we construct the Bergman tree Tn so that fcg2Tn contains Z, say
with zj = cj , then it follows easily from Theorem 80 that fjg1j=1 interpolates
Mult(HBp (Tn)), i.e.
(6.1) f ! ff (j)g1j=1 maps Mult(HBp (Tn)) boundedly into and onto `1:
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Indeed, to see that (6.1) holds, suppose that fjg1j=1 2 `1. Using (2.3) we can nd
' 2 Mult(Bp) satisfying
' (zj) = j ; 1  j <1;
k'kMult(Bp)  C
fjg1j=11 :
Now dene f on the tree Tn by
f () = ' (c) ;  2 Tn:
Then we have
f (j) = '
 
cj

= ' (zj) = j
and Theorem 80 shows that
kfkMult(HBp(Tn)):  C k'kMult(Bp) ;
thus establishing (6.1).
We can now use soft arguments, together with the positivity property (3.43)
of the reproducing kernels k(m;0) , with m > 2n=p in Lemma 54, to show that the
measure
 =
1X
j=1
k(m;0)j  p
HBp0 (Tn)
j
is a HBp (Tn)-Carleson measure. Theorem 79 then shows that  satises the tree
condition (4.9). Finally then, to obtain that
 =
1X
j=1
 
log
1
1  jj j2
!1 p
j
satises the tree condition (4.9), we use
kkkp
0
HBp0 (Tn) 
X
2[o;]
1 = d () 
 
log
1
1  jj2
!
;
by (3.43).
Here are those soft arguments in detail. For convenience in notation, we ab-
breviate HBp0 (Tn) by HBp0 ; k(m;0)j by kj and write Kj for the normalized kernel
function
kj 1HBp0 kj . From (6.1) we obtain in the usual way that kj	1j=1 is
an unconditional basic sequence in HBp0 :
(6.2)

1X
j=1
bjkj

HBp0
 C

1X
j=1
ajkj

HBp0
; whenever jbj j  jaj j :
We will now use (3.43),
r md()Re

Dmmk
(m;0)
 () ^ f
mg

 1D`mk(m;t) ()

+
Q(m;t) Dk(m;t) 



C for   
0 otherwise
;
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and (6.2), along with a modication of the technique of Böes curiousLemma 3.1
in [Boe02], to obtain the following norm equivalence:
(6.3)

1X
j=1
ajKj

HBp0

0@ 1X
j=1
jaj jp
0
1A1=p
0
:
We use the `p variant (3.58) of Denition 22 for the scalar function f , namely
kfkpHBp(Tn) = kfk
p
HBp;m(Tn) =
X
sk<m
D`km sk 1 :::D`2m `1D`1mf (o)p
+
X
sk=m
X
2Tn
Q(m sk 1;sk 1) DD`k 1m sk 2 :::D`1mf p
+
X
sk=m
X
2Tn
D`km sk 1 :::D`1mf ()p
=
 Dfp
`p(Tn) ;
where Df is dened on the tree in the obvious way and the `p norm involves the
metric jj as usual, together with the Rademacher functions rj (t) in conjunction
with (6.2) to obtain
1X
j=1
ajKj

p0
HBp0

Z 1
0

1X
j=1
ajrj (t)Kj

p0
HBp0
dt

Z 1
0

1X
j=1
ajrj (t) DKj()

p0
`p0 ()
dt:
Now Khinchines inequality holds for nite-dimensional vector spaces in place
of scalars. Indeed, if aj = (aj (i))
N
i=1 2 CN , then0@Z 1
0

1X
j=1
rj (t)aj

q
dt
1A1=q 
0@Z 1
0
8<:
NX
i=1

1X
j=1
rj (t) aj (i)

q9=; dt
1A1=q

NX
i=1
0@Z 1
0
8<:

1X
j=1
rj (t) aj (i)

q9=; dt
1A1=q

NX
i=1
0@ 1X
j=1
jaj (i)j2
1A1=2

0@ 1X
j=1
jaj j2
1A1=2 :
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Thus with N su¢ ciently large, we have that
P1j=1 ajKjp0
HBp0
is dominated by a
constant multiple of 
8<:
1X
j=1
jaj j DKj ()2
9=;
1=2

p0
`p0 ()
:
Using (3.43), we can then continue the above with
1X
j=1
ajKj

p0
HBp0
 C

8><>:
1X
j=1
 jaj jkjHBp0 r md()Re

Dmmk
(m;0)
 () ^ f
mg

2
9>=>;
1=2

p0
`p0 ()
:
Let
Aj () =
jaj jkjHBp0 r md()Re (Dmmk () ^ f
mg)
= Re
8<: jaj jkjHBp0 r md()Dmmk ()
9=; ^ f
mg :
We now use kk`2 
pkk`1 kk`1 and the nonnegativity of Aj () to obtain
1X
j=1
ajKj

p0
HBp0
 C

8<:
1X
j=1
Aj ()
2
9=;
1=2

p0
`p0 ()
 C

8<:
24 1X
j=1
Aj ()
35 sup
1j<1
Aj ()
9=;
1=2

p0
`p0 ()
 C

1X
j=1
Aj ()

p0
2
`p0 ()
 sup
1j<1
Aj ()

p0
2
`p0 ()
:
Now set K =
P1
j=1Kj so that
1X
j=1
Aj () = Re
8<:
1X
j=1
jaj jkjHBp0 r md()Dmmkj ()
9=; ^ f
mg
= Re
n
r md()DmmK ()
o
^ f
mg
Using the inequality
(6.4)
r md()DmmK ()2   DK2 ;
336 16. INTERPOLATING SEQUENCES
and (3.58) again, we obtain
1X
j=1
Aj ()

`p0 ()
=
Renr md()DmmK ()o ^ f
mg
`p0 ()
 C  DK
`p0 ()  C kKkHBp0
= C

1X
j=1
jaj jKj

HBp0
:
Another application of the unconditional basic sequence property (6.2), shows that
this is dominated by a constant multiple of
1X
j=1
ajKj

HBp0
:
Altogether we now have
1X
j=1
ajKj

p0
HBp0
 C

1X
j=1
ajKj

p0=2
HBp0
 sup
1j<1
Aj ()
p0=2
`p0 ()
;
which yields
1X
j=1
ajKj

HBp0
 C
 sup
1j<1
Aj ()

`p0 ()
 C

0@ 1X
j=1
Aj ()
p0
1A1=p
0
`p0 ()
= C
8><>:
1X
j=1
0@ jaj jkjHBp0
1Ap
0 Renr md()Dmmkj ()o ^ f
mgp0
`p0 ()
9>=>;
1=p0
 C
8<:
1X
j=1
jaj jp
0
9=;
1=p0
;
since by (6.4) and (3.58) once more,Renr md()Dmmkj ()o ^ f
mg
`p0 ()
 C  Dkj ()`p0 ()  C kjHBp0 :
This completes the proof of the inequality . in (6.3), and the opposite inequality
is standard.
From the inequality . in (6.3), we obtain in the usual way that the measure
 =
1X
j=1
kj pHBp0 j
is a HBp (Tn)-Carleson measure, and as shown above, this completes the loop.
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7. Notes and Comments
 here, as well as the nearby chapters, what, if anything, do we want to say
beyond noting our own papers ? 

CHAPTER 17
Spaces on Trees
In this chapter we present several types of function spaces on the
trees Tn:
The rst, Bp;1(Tn); dened using the size of the rst di¤erences
of functions, is a straightforward analog of the dyadic Dirichlet
space D(Tn). We develop basic properties of Bp;1(Tn) including
its relation to the space of holomorphic functions Bp;1(Bn); and
we nd that, if p > 2n; this relationship can be used to com-
plete the proof in the previous chapter. We also dene and study
spaces Bp;m(Tn), dened using mth order di¤erences, m > 1; and
we develop some basic functional analysis for these spaces includ-
ing discussion of duality, reproducing kernels, Carleson measures,
multipliers, and interpolating sequences. Although these spaces are
useful, the functions in them do not mimic holomorphic functions
adequately for all of our needs.
We then go further; we dene and study holomorphic Besov
spaces on trees, HBp;m (Tn) : At the heart of their denition is a
splitting of the di¤erence operator analogous to the classical split-
ting of the derivative of holomorphic functions on the ball into
radial and tangential components. The space HBp;m (Tn) is de-
ned by using the split di¤erence operator to identify functions
on the tree which behave very similarly to holomorphic functions.
Those similarities are su¢ cient for us to complete the program de-
scribed in Section 6 and thus nishing the proofs of the theorems
in the previous chapter.
The need to work with higher order di¤erences in dening the
HBp;m (Tn) ; m > 1; leads to consideration of tensor valued func-
tions. This produces a fair amount of linear algebra.
1. Besov Spaces on Trees
Recall that in dening the spaces Bp(Bn) it was always possible, and generally
necessary, to use higher derivatives. This ensured, among other things, that the
coordinate functions would be in the space. We will see in Example 5 that similar
di¢ culties occur with the spaces Bp;1(Tn): Here we get past those di¢ culties by
introducing spaces Bp;m(Tn) which are based on mth order di¤erences. As one
would hope, the space obtained is independent of m if m is large enough. We then
dene Bp(Tn); the Besov space of Tn; to be Bp;m(Tn) for any su¢ ciently large m:
We begin with a discussion of the spaces Bp;m (T ) for an abstract rooted tree
T with our primary example being the Bergman tree Tn: The root denes a partial
ordering on the tree and thus we can dene A; the predecessor or immediate
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Ancestor of , sometimes denoted  : Dene the di¤erence operator  on the tree
by
f () = f ()  f (A) ;  2 T ;
The right inverse of  is the summation operator I which is dened by
If() =
X
o44
f():
Thus I is the identity.
Dene the pointwise multiplier operator 2d on the tree by
2df () = 2d()f () ;  2 T ;
where d () = d (o; ) denotes the edge counting distance distance in the tree from
the root o to .
Definition 14. For 1 < p < 1 and m  0, dene the Besov space Bp;m (T )
on a tree T to consist of all sequences f = ff ()g2T such that
kfkBp;m(T ) =
0@ X
2T :d()m
 2 dm  2dm f ()p
1A1=p + X
d()m 1
jf ()j <1:
For m = 0 these are `p spaces. For m = 1 and with T the Bergman tree in the
disk, they are the Besov spaces on trees studied in [ARS02]. If also p = 2 we have
the tree space B2 (T1) of Chapters 5 and 9.
Comparing this denition to the norming functionals of Bp(Bn) given in Propo-
sition 58, we see that the term 2 d plays the role of (1   jzj2), and 2d plays the
role of gradient, or, equivalently,  plays the role of the invariant gradient.
We say that a positive function f ()g2T is a Bp;m (T )-Carleson measure if
(1.1) X
2T
jf ()jp  ()
!1=p
 C
 X
2T
 2 dm  2dm f ()p!1=p+ X
d()m 1
jf ()j ;
It turns out that the set of Carleson measures on Bp;m (Tn) is the same for all
m  1.
Lemma 46. Let 1 < p < 1 and m  1. Then f ()g2T is a Bp;m (T )-
Carleson measure if and only if f ()g2T is a Bp;1 (T )-Carleson measure, which
in turn holds if and only if  satises a tree condition:X
2T :
I ()p
0  Cp0I () ;  2 T :
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Proof. If we write g () =
 
2 d
m  
2d
m
f () for d ()  m and then invert
the operators, we have
f () =
 
I2 d
m  
2d
m
g ()
(1.2)
=
X
1
2 d(1)
X
21
2 d(2):::
X
m 1m 2
2 d(m 1)
X
m 1
2 d()2md()g ()
=
X
m 1:::21
2 d(1) d(2) d(m 1)2(m 1)d()g ()
= C1
X
m 1:::2
2 2d(2) d(3)::: d(m 1)2(m 1)d()g ()
= C2
X
m 1:::3
2 3d(3)::: d(m 1)2(m 1)d()g ()
= Cm 1
X
m 1
2 (m 1)d(m 1)2(m 1)d()g ()  Ig () :
The condition (1.1) is equivalent to X
2T
 I2 dm  2dm g ()p  ()!1=p  C  X
2T
jg ()jp
!1=p
:
From (1.2) we obtain that this latter inequality holds if and only if X
2T
jIg ()jp  ()
!1=p
 C
 X
2T
jg ()jp
!1=p
;
which in turn holds if and only if f ()g2T is a Bp;1 (T )-Carleson measure. The
nal assertion follows from the equivalence the second and third statements in
Theorem 73. 
In analogy with the various equivalent norms on Bp(Bn); the norms kfkBp;m(T )
and kfkBp;m0 (T ) are equivalent for m;m0 large enough. Just how large depends on
the notion of upper dimension n (T ) of a tree T , dened in Denition 8 by
n (T ) = lim sup
`!1
log2

sup
2T
card f 2 T :    and d ()  d () + `g
1=`
:
Lemma 47. For m > m0, we have kfkBp;m(T )  kfkBp;m0 (T ). If n = n (T ) is
the upper dimension of the tree T , then kfkBp;m(T )  kfkBp;m0 (T ) for m;m0 > n=p.
Proof. Let g () =
 
2 d
m0  
2d
m0
f () so that f () =
 
I2 d
m0  
2d
m0
g ()
for d ()  m0. Then 
2 d
m  
2d
m
f () =
 
2 d
m  
2d
m  
I2 d
m0  
2d
m0
g () :
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If m > m0, then 2 dm  2dm f () =  2 dm  2dm m0  2dm0 g ()
 C
m m0X
k=0
g  Ak ;
and so
kfkBp;m(T ) =
 X
2T
 2 dm  2dm f ()p!1=p
 C
 X
2T
jg ()jp
!1=p
= kfkBp;m0 (T ) :
On the other hand, if m < m0, then using (1.2) with m replaced by m0  m,
we obtain 2 dm  2dm f () =  2 dm  I2 dm0 m  2dm0 m  2dm g ()
 C  2 dm I  2dm jg ()j
= C
X

2m[d() d()] jg ()j
= C
X
2T
K (; ) jg ()j ;
where the kernel K (; ) is given by [o;] () 2m[d() d()]. We now show that
K (; ) is the kernel of a bounded operator. To do this we apply Schurs test,FFLemma
?? in Appendix BFF with auxiliary function with h () = 2td(). If m+ p0t > 0.
then we haveX
2T
K (; )h ()
p0
=
X

2(m+p
0t)d()2 md()  Ch ()p0
To estimate the complementary sumX
2T
K (; )h ()
p
=
X

2(pt m)d()2md();
we use the device of splitting the sum
P
 into sparsepieces
P
2T :d()2d()+`N+j
for 0  j < `, where ` is chosen so large in Denition 8 that given " > 0, *
log2 (N`) = log2

sup
2T
card f 2 T :    and d () = d () + `g
1=`
< n (T ) + ":
This is similar to the sparse argument used surrounding (4.30) to obtain the
necessity of the tree condition for the Carleson embedding on the ball. We then
haveX
2T
K (; )h ()
p  C`
1X
k=0

2n(T )+"
k`
2(pt m)[d()+k`]2md()  C`h ()p ;
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provided n (T )+"+pt m < 0. Thus if we can choose m=p0 < t < (m  n (T )  ") =p
for some " > 0, Schurs test shows that
kfkBp;m(T ) =
 X
2T
 2 dm  2dm f ()p!1=p
 C
0@X
2T

X
2T
K (; ) jg ()j

p1A1=p
 C
 X
2T
jg ()jp
!1=p
= C kfkBp;m0 (T )
as required. But this choice of t is possible if and only if  mp0 < m n(T ) "p for some
" > 0, or m > n (T ) =p. 
With a small abuse of notation the norm kfkBp;m(T ) will be denoted simply
by kfkBp(T ) when it is understood that m > n (T ) =p. Otherwise, we will write
Bp;m (T ) to emphasize the dependence on m. We note that in general Bp;m (T ) 6=
Bp;m0 (T ) if m < m0 and m  n=p.
Example 5. In the case m = 1 and m0 = 2, dene f on the Bergman tree Tn,
with  = ln 22 as in (4.10), by f () = 2
 d(). Then f () =  2 d() and
22d
 
2d
2
f () = 2 d
  2d2 d () = 0
for d ()  2. Thus f 2 Bp;2 (Tn) for all 1 < p <1. On the other hand, using the
sparseargument again, f 2 Bp;1 (Tn) if and only if p > n:
kfkBp;1(Tn) =
0@ X
2Tn:d()1
jf ()jp
1A1=p + jf (o)j
=
 X
2Tn
2 pd()
!1=p
+ jf (o)j
 C`
 1X
k=0
2(n+")k`2 pk`
!1=p
+ jf (o)j ;
if log2 (N`)
1=l
< n+ ", since by Lemma 30, the dimension of the Bergman tree Tn
is n when  = ln 22 . Thus if n = 1 the two spaces are the same, but not otherwise.
I wrote this a while ago and havent rethought it: .Eric, it looks like that
only gives "if" and needs a one more sentence.
We can now characterize the pointwise multipliers on Bp;m (T ).
Lemma 48. Let m > n (T ) =p. Then f 2 Mult(HBp (Tn)). if and only if f is
bounded and
n 2 dm  2dm f ()po
2T
is a Bp;m (T )-Carleson measure.
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Proof. We just provide the details for the case m = 2 > n (T ) =p: For the
su¢ ciency, let an = f (), an 1 = f (A), an 2 = f
 
A2

and similarly bn =
' (), bn 1 = ' (A), bn 2 = '
 
A2

for ' 2 Bp;2 (T ). Then
2 d2d(f') ()
= 2 d(0;)
(
(f') ()  (f') (P)
2 d(0;)
  (f') (P)  (f')
 
P 2

2 d(0;P)
)
= (anbn   an 1bn 1)  1
2
(an 1bn 1   an 2bn 2)
= an

(bn   bn 1)  1
2
(bn 1   bn 2)

+ bn 2

(an   an 1)  1
2
(an 1   an 2)

+
3
2
(an   an 1) (bn 1   bn 2)
= f ()
 
2 d2d'

() + '
 
A2
  
2 d2df

()
+
3
2
(f) () (') (A) :
Because f is bounded and ' 2 Bp;2 (T ), we have f ()
 
2 d2d'

() 2 `p.
Appealing to the equivalence of norms in Lemma 47 and noting that 1 > n (T ) =2p
we have B2p;2 (T )  B2p;1 (T )  Bp;1 (T ) : Hence we obtain from the Cauchy-
Schwartz inequality that32 (f) () (') (P)
  j(f) ()j2 + j(') (P)j2 :
The expression on the right, and hence also the expression on the left, is a generic
term from an `p sequence Thus the `p norm of '
 
A2
  
2 d2df

() is con-
trolled by theBp;2 (T ) norm of ', showing that
2 d2df ()p	
2T is aBp;2 (T )-
Carleson measure. The case m > 2 is similar.
The necessity of the boundedness of f is standard. One can reverse the above
argument to obtain the necessity of the Carleson embedding. 
1.1. Interpolating Sequences. Let A = fjg1j=1 be a sequence of points in
a tree T having nite dimension n = n (T ). In this section we will describe the
equivalence of weighted `p interpolation for the Besov spaces Bp;m (T ), m > n=p,
on the sequence A, `1 interpolation for their multiplier spaces Mult(Bp;m (T )) on
A, and the separation and Carleson embeddings on the tree, (1.10) below. We
will not, however give complete proofs; we will only give some proof sketches and
discussions.
In order to give a precise statement involving additional equivalent conditions,
we need to introduce duality pairings and reproducing formulas for Bp;m (T ) and
Bp0;m (T ).
For m  1, dene the pairing
hF;Gim =
X
2T
 
2 d
m  
2d
m
F () (2 d)m (2d)mG ():
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In the case m = 1,
 
2 d
m  
2d
m
=  and the reproducing kernel k1 () =
k1 (; ) with respect to the pairing
hF;Gi1 =
X
2Tn
F ()G ();
for the Besov space Bp;1 (T ) on the tree T is given by
k1 () = [0;] () d (0; ) + S() () d (0; ) ; ;  2 T ;
where S() denotes the "shadow" of ; the tree analog of a Carleson tent: S() =
f 2 Tn :   g.
Indeed, we have
(1.3) k1 () = [0;] ()
and so 

F; k1

T =
X
2T
F ()k1 () =
X
0
F () = F () :
The important property here is that the di¤erence kernel, k1 in (1.3), is nonnega-
tive and pointwise comparable to [0;]. This is easily generalized to the reproducing
kernels km for all m  1:
(1.4)
 
2 d
m  
2d
m
km ()  [0;] ()  0; ;  2 T :
For example, when m = 2,
 
2 d
m  
2d
m
= 2 d2d and the reproducing kernel
k2 () = k
2 (; ) with respect to the pairing
hF;Gi2 =
X
2T
2 d2dF () 2 d2dG ();
for the Besov space Bp;2 (T ) on the tree T satises
(1.5) 2 d2dk2 () = [0;] ()
8<: X
2[;]
2d() d()
9=; ; ;  2 T :
In fact, with f = 2 d2dF , we have F = I2 dI2df and
F () = I2 dI2df () =
X

2 d()
X

2d()f () =
X

8<: X
2[;]
2d() d()
9=; f () :
Thus we have

F; k2

Bp;2(T ) =
X
2T
2 d2dF () 2 d2dk2 ()
=
X
0
8<: X
2[;]
2d() d()
9=; f () = F () :
Continuing this analysis leads to the following theorem.
Theorem 77. Let 1 < p <1 and m > n=p where n = n (T ) is the dimension
of the tree T . Then the dual space of Bp;m (T ) can be identied with Bp0;m (T )
under the pairing h; im, and the reproducing kernel kmw for this pairing satises
(1.4).
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Now we suppose that m > n=p; n=p0 and suppress the dependence of k = km
and of Bp = Bp (T ) = Bp;m (T ) on m and T . Here is the abstract tree analogue of
Böes interpolation theorem. Note that by (1.4), we have
kkkBp0 =
 2 dm  2dm km 
`p0
 d (o; )1=p0 ;  2 T :
We continue to write i =
kj 1Bp0 and hence, again, the normalized kernels
are ikj :
Theorem 78. Let 1 < p <1, m > n=p; n=p0 and k be the reproducing kernel
for Bp (T ) relative to the pairing h; im given in Theorem 77 above. Let A be a
sequence in the tree T . Then the following conditions are equivalent.
(1) A interpolates Mult(Bp):
(1.6) The map f ! ff (j)g1j=1 takes Mult(Bp) boundedly into and onto `1:
(2)

kj
	1
j=1
is an unconditional basic sequence in Bp0 :
(1.7)

1X
j=1
bjkj

Bp0
 C

1X
j=1
ajkj

Bp0
; whenever jbj j  jaj j :
(3) The following norm equivalence holds:
(1.8)

1X
j=1
ajikj

Bp0

0@ 1X
j=1
jaj jp
0
1A1=p
0
:
(4) A interpolates Bp:
(1.9) The map f !
8<: f (zj)kjBp0
9=;
1
j=1
takes Bp boundedly into and onto `p:
(5) The following separation condition and Carleson embedding hold:
d (i; o)  Cd (i; j) and(1.10)
1X
j=1
d (o; j)
1 p
j is a Carleson measure for Bp;m (T ) .
Remark 19. The interpolations in (1.6) and (1.9) can be taken to be linear,
i.e. there are bounded linear maps R : `1 ! Mult(Bp) and S : `p ! Bp that yield
right inverses to the restriction maps in (1.6) and (1.9) respectively.
We give a brief sketch of those parts of the proof that we will need in the more
rened setting of holomorphic Besov spaces on trees. The proofs that (1.6) implies
(1.7) implies (1.8) implies (1.9) implies (1.10) follow the corresponding arguments
in Böe [Boe02]. The details are standard, with the exception of the implication
(1.7) implies (1.8). The proof of this uses Böes Lemma 3.1 in [Boe02] together
with the crucial property (1.4) that the di¤erence operator
 
2 d
m  
2d
m
applied
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to the reproducing kernel on the tree is nonnegative for all 1 < p < 1. Indeed,
assuming (1.7) we have
aj  2 dm  2dm ikj
`1
p0
`p0
=

1X
j=1
jaj jikj

p0
Bp0
 C
Z 1
0

1X
j=1
jaj j rj (t)ikj

p0
Bp0
dt
= C
X
2T
Z 1
0

1X
j=1
jaj j rj (t)
 
2 d
m  
2d
m
ikj

p0
dt

aj  2 dm  2dm ikj
`2
p0
`p0
:
Continuing to follow Böe, we now use the inequality kk`2  kk`1 kk`1 along with
the Cauchy-Schwartz inequality to obtainaj  2 dm  2dm ikj
`1
p0
`p0
 C
aj  2 dm  2dm ikj
`2
p0
`p0
 C
aj  2 dm  2dm ikj
`1
p0=2
`p0

aj  2 dm  2dm ikj
`1
p0=2
`p0
;
which yields
1X
j=1
ajikj

p0
Bp0

aj  2 dm  2dm ikj
`1
p0
`p0

 2 dm  2dm ikj
`1
p0=2
`p0

 2 dm  2dm ikj
`p0
p0=2
`p0
=
0@ 1X
j=1
jaj jp
0
1A1=p
0
since  2 dm  2dm ikj
`p0
= 1; 1  j <1:
We have not yet discussed why the separation condition and Carleson embed-
ding in (1.10) are su¢ cient for the multiplier interpolation in (1.6). We do not use
this result later and hence, rather than give a proof, we only make a few comments.
The result can be proved by following the argument given in Chapter 16 for
the ball. The proof there is for the range 1 < p < 1=(n   1) however that range
is dictated by the range for which we have the positivity condition (1.4). Here, as
we just saw, we have the positivity condition (1.4) for 1 < p < 1 and hence that
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earlier argument can be used here for all p. (See also Theorem 26 in Section 6 of
[?], where the implication (1.10) implies (1.9) is proved in the case m = 1.)
1.2. The Restriction Map. Let p > bn where
bn =  1 if n = 1
2n if n > 1
:
Note that in this case we can take m = 1 in both the denition of Bp on the unit
ball Bn and Bp (Tn) on the tree Tn. We have from the case m = 1 of Proposition
60, or from Theorem 6.30 of [Zhu05], the following estimate on the oscillation of a
Bp function on Bergman balls of bounded radius.
Lemma 49. The oscillation inequality
(1.11)
(X
2Tn

max
z1;z22K
jf (z1)  f (z2)j
p)1=p
 C kfkBp ;
holds for p > bn.
The following local version of Lemma 49, also essentially contained in Proposi-
tion 60, will prove useful in estimating Carleson measure norms.
Lemma 50. The local oscillation inequality8<: X
2Tn:

max
z1;z22K
jf (z1)  f (z2)j
p9=;
1=p
 C
0@ X
2Tn:
Z
Bd(c ;C2)
 erf (z)p dn (z)
1A1=p ;  2 Tn;
holds for p > bn.
This local oscillation inequality is not in [Zhu05], and we prefer to give here a
proof of Lemma 49 using the invariant derivative, that immediately yields Lemma
50 as well, and avoids the use of the almost invariant holomorphic derivatives Da
in Proposition 60.
Proof. (of Lemmas 49 and 50 without using Proposition 60) Denote by K
the union of the Carleson box K and its neighbors at most M boxes away. From
part 1: of Lemma 30, and provided we choose M su¢ ciently large, we obtain that
there are constants A1, A2 and A2 in [0; 1) with 1   A2 = 12 (1 A2) depending
only on n such that
B (c; A1)  K  B (c; A2) ;
B (c; A

2)  K;
for  2 Tn. We rst establish the estimate
(1.12) max
z1;z22K0
jf (z1)  f (z2)j  C
 Z
K0
 erf (z)p dn (z)!1=p ;
for the root Carleson box K0 = 14B
n. Here erf is the invariant gradient of f
introduced in Section 1.4; erf (z) = r (f  'z) (0) : Note that while the vector
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erf (z) = r (f  'z) (0) is not invariant under the action of the automorphism
group, its length
 erf (z) is invariant, i.e.
(1.13)
 er (f   ) = erf    ;  2 Aut (Bn) :
Indeed, given  2 Aut (Bn) and z 2 Bn, let w =  (z). Then 'w    'z (0) = 0
and so 'w  'z = U is unitary. For any unitary U; the lengths of the (ordinary)
gradients of g and g  U are the same at the origin, hence er (f   ) (z) = jr (f    'z) (0)j = jr (f  'w  U) (0)j
= jr (f  'w) (0)j =
erf (w) = erf    (z) :
To obtain (1.12), we use the standard Euclidean inequality,Z
B
jf (z)  f (w)j dw  C
Z
B
jz   wj 1 jrf (w)j dw;
valid for continuously di¤erentiable f on a Euclidean ballB, together with Bergmans
formula (applied to the derivative) scaled to the ball 34B
n,
f 0 (w) = cn
Z
3
4Bn
f 0 () 
3
4     w
n+1 d;
valid for f holomorphic on 34B
n, to obtain that for jzj < 14 and f 2 Bp,f (z)  1 1
4Bn
 Z 1
4Bn
f (w) dw

 1 1
4Bn
 Z 1
4Bn
jf (z)  f (w)j dw
 C
Z
1
4Bn
jz   wj 1 jf 0 (w)j dw
 C
Z
1
4Bn
jz   wj 1
(Z
3
4Bn
jf 0 ()j d
)
dw
 C
Z
3
4Bn
jf 0 ()j d
 C
 Z
3
4Bn
jf 0 ()jp d
!1=p
:
This establishes (1.12) since jf 0 ()j 
 erf () and d  dn () for  2 34Bn. 
Using the holomorphic automorphisms 'w of the ball, we now show that (1.12)
implies the estimate
(1.14) max
z1;z22K
jf (z1)  f (z2)j  C
 Z
K
 erf ()p dn ()!1=p ;  2 Tn:
Recall that c denotes the center of K. Since 'c maps T to T0 (at least
approximately) with inverse 'c , we can apply (1.12) to the function g = f  'w
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with w = c and then use the invariance of er (see (1.13)) and n together with
the change of variable  = 'w (z) to obtain
max
z1;z22K
jf (z1)  f (z2)jp = max
1;22K0
jg (1)  g (2)jp
 C
Z
K0
 er (f  'w) ()p dn ()
= C
Z
K0
 erf ('w ())p dn ()
= C
Z
K
 erf (z)p dn (z) :
This proves (1.14).
We now apply (1.14) to obtain (1.11) as follows:
X
2Tn

max
z1;z22K
jf (z1)  f (z2)j
p
 C
X
2Tn
Z
K
 erf (z)p dn (z)
 C
Z
Bn
 erf (z)p dn (z)1=p ;
by the nite overlap condition 5. in Lemma 30. By Theorem 6.11 in [Zhu05],
the above expression is equivalent to the Besov space norm kfkBp for p > bn. This
completes the proof of Lemma 49. Lemma 50 follows by adding up estimates in
(1.14): for each  2 TnX
2Tn:

max
z1;z22K
jf (z1)  f (z2)j
p
 C
X
2Tn:
Z
K
 erf (z)p :
Corollary 42. Let p > bn. Then the restriction map
Tf = ff ()g2Tn ; where Tf () = f (c) ;
is bounded from Bp to Bp (Tn). If, in addition, n = 1 and 1 < p < 1, then T is
also bounded from Mult(Bp
 
B1

) to Mult(Bp (T1)).
The reason the dimension is restricted to n = 1 for the boundedness of the
restriction map on the multiplier space, is that this restriction requires that Carleson
embeddings be characterized by the tree condition. We have only established this
latter result for p < 2 + 1=(n   1), which together with the restriction p > bn =
2n > 2 + 1=(n  1) for n  2, leaves n = 1 as the only possible dimension in which
our argument applies. Nevertheless, in the interest of motivating proofs in later
sections, we will present our arguments in as general a setting as possible.
Proof. With the tree di¤erence operator
 
2 d
  
2d

=  as in Denition
14 above with m = 1, we have
(1.15) jf ()j  max
z1;z22K
jf (z1)  f (z2)j ;
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where K is the Bergman ball centered at c with radius C. Then from a modi-
cation of (1.11) where K is replaced by K, we obtain
kfkBp(Tn) =
0@ X
2Tn:d()1
jf ()jp
1A1=p + jf (o)j
 C
0@ X
2Tn:d()1
 maxz1;z22K jf (z1)  f (z2)j
p
1A1=p + jf (o)j
 C kfkBp :
To handle the restriction map T on the multiplier space Mult(Bp
 
B1

), we
need Stegengas characterization of multipliers on the disk in terms of Carleson
embeddings on the disk. More generally, we rst record a variant of our multiplier
theorem on the ball using the size of the invariant gradient. 
Lemma 51. Let  2 H1 (Bn) \ Bp and p > bn. Then  is a multiplier on Bp
if and only if  er (z)p dn (z)
is a Bp-Carleson measure on Bn.
Proof of the Previous Lemma. Using the product rule
er ( g) (z) = r [( g)  'z] (0) = r [(  'z) (g  'z)] (0)
=   'z (0)r (g  'z) (0) +r (  'z) (0) (g  'z) (0)
=  (z) erg (z) + er (z) g (z) ;
the case m = 1 of the proof of our multiplier theorem, Theorem FF check mem-
oirs to get right ref here, nd proof earlier in this volume FF, applies virtually
verbatim. 
Proof of the Corollary Continued. Now let f 2 Mult(Bp
 
B1

) and set
d (z) =
X
2Tn
K (z)
Z
K
 erf ()p d1 () :
The above lemma shows that  is a Bp
 
B1

-Carleson measure. Dene the dis-
cretization of  in the usual way by
 () =
Z
K
 erf ()p d1 () :
Since p < 2+1=(n 1) when n = 1, it then follows from Theorem 73 that f ()g2T1
is a Bp;1 (T1)-Carleson measure. Now set
! () = jf ()jp :
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From (1.15) and a modication of Remark 50, we obtain
I! () =
X
2T1:
jf ()jp
 C
X
2T1:

max
z1;z22K
jf (z1)  f (z2)j
p
 C
X
2T1:
Z
Bd(c ;C2)
 erf (z)p d1 (z)
= CI () :
It now follows that f! ()g2T1 is a Bp;1 (T1)-Carleson measure with norm bounded
by that of the Bp
 
B1

-Carleson measure . Finally, the tree multiplier character-
ization in Theorem 48, shows that Tf 2 Mult(Bp;1 (T1)) = Mult(Bp (T1)) with
kTfkMult(Bp;1(T1))  C kfkMult(Bp(T1)). 
Remark 20. Let p > bn. Assume that the restriction map in Corollary 42 is
bounded from Mult(Bp) to Mult(Bp (Tn)). If fzjg1j=1  Bn interpolates Mult(Bp),
i.e.
(1.16) The map f ! ff (zj)g1j=1 takes Mult(Bp) boundedly into and onto `1;
and if we construct the Bergman tree Tn so that fcg2Tn contains fzjg
1
j=1, say
with zj = cj , then it follows that A interpolates Mult(Bp (Tn)), i.e. that (1.6)
holds with Tn in place of T :
(1.17)
The map f ! ff (j)g1j=1 takes Mult(Bp (Tn)) boundedly into and onto `1:
Proof of Remark. To see that (1.17) holds if (1.16) does, suppose that
fjg1j=1 2 `1. Using (2.7) we can nd ' 2 Mult(Bp) satisfying
' (zj) = j ; 1  j <1;
k'kMult(Bp)  C
fjg1j=11 :
Now dene f on the tree Tn by
f () = ' (c) ;  2 Tn:
Then we have
f (j) = '
 
cj

= ' (zj) = j
and our assumption on the restriction map shows that
kfkMult(Bp(Tn))  C k'kMult(Bp) ;
thus completing the proof of (1.17). 
Remark 21. It would be desirable to extend the conclusion of the previous
remark to all 1 < p < 1 and n > 1, or at least to the case 1 < p < 2 + 1=(n   1)
where we have the equivalence of Carleson embeddings with the tree condition. The
argument above breaks down for higher order di¤erences since the analogue of (1.15)
fails to hold. In fact, the restrictions of linear functions on the ball fail to belong to
Bp (Tn) for p  2n, n  2 (on the other hand, we showed above that the analogous
linear functions, f () = 2 d() on the tree, belong to Bp;2 (Tn) for all 1 < p <1).
2. STRUCTURED TREES 353
Indeed, if f (z) = z1, then for most  2 Tn, in particular for those  at a distance
at least c > 0 from the complex line C (1; 0; :::; 0), we haveX
2C()
jf ()  f ()j =
X
2C()
j1   1j  e d();
where C () denotes the set of children of . By property 4 of Lemma 30, we have
# f 2 Tn : d () = Ng  e2nN;
and thus
kfkpBp(Tn) = kfk
p
Bp;1(Tn)  c
X
2Tn
0@ X
2C()
jf ()  f ()j
1Ap
 c
X
2Tn

e d()
p

1X
N=1
X
2Tn:d()=N
e pN

1X
N=1
e2nNe pN =1
if 2n  p  0.
What is needed now is a denition of Besov space on a tree that involves
complex structure su¢ cient for higher order di¤erences, or derivatives, to be
properly dened. We discuss that next.
2. Structured Trees
We will now move to the "holomorphic spaces" HBp;m (Tn) and HBp (Tn)
mentioned at the start of the chapter. We begin by giving an alternative description
of Bp;1 (Tn) that reects more clearly the relation between the tree and the complex
geometry of the ball Bn in which it sits. Rather than impose a geometry on the
tree we will use the complex geometry of the ball to inform the way in which the
local di¤erences of functions on the tree are combined to produce a norm. The
resulting scheme will then be generalized to higher order di¤erences producing
the "holomorphic Besov spaces on trees", HBp (Tn) ; which will meet the needs
described in Section 6.
Although Tn can be seen as an abstract tree, for now we view it as sitting
inside the ball Bn: If a function F; holomorphic on Bn; is restricted to the tree
then as  ranges over the children of a xed  the di¤erences F ()   F () are
related ; namely they approximately equal to F 0 () (   ) which is a complex
linear function of (   ). If, furthermore, F is in some Besov space then the
quality of that approximation can be quantied. We now wish to dene in an
analogous, or at least closely related, way a notion of a complex derivative f 0 of a
complex-valued function f on the Bergman tree Tn which we can use n dening an
analogous approximation property for functions on the tree.
As a rst step we introduce "complex" structure on the trees we consider.
Definition 15. An n-dimensional complex structure V on a tree T is a col-
lection of n-vectors V = fvg2T , v 2 Cn.
We can immersethe structured tree (T ;V) in Cn by identifying  2 T with
the point c () = vo +
P
o< v 2 Cn. For example, the standard embedding
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of the Bergman tree Tn in the ball arises in this way from the complex structure
V = fc   cAg2Tn on Tn. In general however, the map  ! c () need not be
one-to-one, hence the term immerse. Additional properties of V will be required
below.
Recall that the (backward) di¤erence operator  on functions f mapping the
tree T to C is given by, for  2 T and with A denoting the immediate Ancestor
(predecessor) of ; f () = f ()   f (A) : We denote the set of children of
 2 T by C (). We now assume that there is an upper bound N for the branching
number of the tree, i.e. #C ()  N for all  2 Tn. In particular this ensures that
dim (T )  N: Let j	#C()
j=1
= C () be an enumeration of the children of . For
notational convenience we articially expand these sets to sets

j
	N
j=1
by setting
j =  if #C () < j  N: For  2 T we then dene the linear map L : Cn ! CN
by
L (w) = (w  vj )Nj=1 ;
where, by our convention, vj = 0 if #C () < j  N . We make the further
assumption that L is one-to-one for all  2 T .
Given a complex-valued function f on T we dene its complex derivative
f 0 () 2 Cn as follows. Let P denote orthogonal projection of CN onto the range
of L, and let Q = I  P. Denote by Df the N -vector of (forward) di¤erences
of f :
Df =
 
f
 
j
  f ()N
j=1
=
 
f
 
j
N
j=1
2 CN ;
where, by our convention, f
 
j

= 0 if #C () < j  N . We then dene
f 0 () = L 1 P (Df) ;
so that
(2.1)
 
f
 
j
  f ()N
j=1
= (f 0 ()  vj )Nj=1 +Q (Df) :
In the case of the natural complex structure introduced above on the Bergman tree
Tn, we have vj = j    and (2.1) is thus an analogue of Taylors formula of
degree one on Tn.
We now make this more explicit for the particular case of the Bergman tree Tn.
For the Bergman tree Tn we can choose N = Ce2n, with   1 and  > 1 to be
chosen below, by property 4 of Lemma 30. We also dene the di¤erence
 =  A;  2 Tn;
where we identify  with the center c of the Bergman cube K. With our no-
tational convention, the set of di¤erences Df =
 
f
 
j
N
j=1
is an N  vector
of complex numbers; Df 2 CN . We also consider the corresponding family of
di¤erences
 
j
N
j=1
;as a vector of points in Cn of length N , i.e. in (Cn)N .
The linear map L dened above sends v 2 Cn to the point
Lv =
 
v   j   N
j=1
2 CN :
Note that for the Bergman tree, if  > 1 is chosen large enough, then the collection of
n-vectors
 
j   N
j=1
has rank n and hence the map L is one-to-one. Recall that
P is the orthogonal projection of CN onto the range of L and Q = I  P. Be-
cause L is injective it has a well dened inverse on range(P) = range(L) and we
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use that inverse to dene the "complex derivative". The complex derivative f 0 ()
of f at the point  is then the unique vector v such that Lv = P (Df) :Thus
we have
Lf
0 () = P (Df) =
 
f 0 ()   j   N
j=1
:
Denote the radial and tangential components of f 0 () by f 0 ()P and f 0 ()Q
respectively, where Pz = zjj2 as in (1.1), and Q = I  P. Here we are viewing
f 0 () as belonging to the space $ (Cn;C) of linear maps from Cn to C, and P;Q
as belonging to the corresponding space of linear maps $
 
CN ;$
 
CN ;C

. Thus
we have decomposed the di¤erence set Df as
Df =
 
f
 
j
N
j=1
(2.2)
=
 
f 0 ()P 
 
j   N
j=1
+
 
f 0 ()Q 
 
j   N
j=1
+Q (Df) :
 At one point I thought that the math mode capital PQ and the calligraphic
PQ were too close visually. Other possibilities include Fraktur and Bold, PQ and
PQ, Your thoughts ?? 
In our alternative denition of the Besov space Bp;1 (Tn), we weight the various
components of this decomposition in accordance with the complex structure the
Bergman tree Tn inherits from its embedding in the unit ball Bn.
The Bergman metric on Bn (the Riemannian metric which induces the Bergman
distance ) assigns to the tangent vector v at the point  in Bn the lengthvuuuut
0B@ Pv
1  jj2
2 + Qv
1  jj2
1CA  v;
or, equivalently, setting
B (z) =
1
n+ 1
@2
@zi@zj
log
1
(1  jzj2)n+1
the length of v is
p
(B ()v)  v:- see (1.10) and Chapter 1.5 of [Zhu05].
The expression e 2d()vP + e d()vQ
is the tree analogue of this length functional. Thus we make the following denition.
Definition 16. For a vector v 2 Cn and  2 Tn, let
jvj =
e 2d()vP + e d()vQ =p(B ()v)  v:
Definition 17. For 1 < p <1, dene the holomorphic Besov space HBp;1 (Tn)
on Tn to consist of all complex-valued sequences f = ff ()g2Tn such that
kfkpHBp;1(Tn) = jf (o)j
p
+
X
2Tn
e 2d()f 0 ()P + e d()f 0 ()Qp
+
X
2Tn
jQDf jp
= jf (o)jp +
X
2Tn
jf 0()jp +
X
2Tn
jQDf jp <1:
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For 1 < p <1 and  su¢ ciently large, the norms kkBp;1(Tn) and kkHBp;1(Tn)
are equivalent. This follows from the denitions, the following proof, and noting
that, for m = 1 we have
D =
 
2 n
m
(2n)m = :
Proposition 61. For  su¢ ciently large in the construction of the Bergman
tree Tn, and for all 1 < p <1, we have X
2Tn
jDf jp
!1=p

 X
2Tn
jf 0 ()jp
!1=p
+
 X
2Tn
jQDf jp
!1=p
:
Proof. Recalling that P and Q are orthogonal projections on CN and that
P and Q are orthogonal projections on Cn; we compute
jDf j2 = jPDf j2 + jQDf j2
= jLf 0 ()j2 + jQDf j2

e 2d()f 0 ()P2 + e d()f 0 ()Q2 + jQDf j2
= jf 0 ()j2 + jQDf j2 ;
where the third line follows from
jPDf j2 = jLf 0 ()j2
=
f 0 ()P  P  j   + f 0 ()Q Q  j   	Nj=12

e 2d()f 0 ()P2 + e d()f 0 ()Q2 :
To see this last equivalence, we note using (1.10) that both
NX
j=1
P  j     ce 2d();(2.3)
NX
j=1
Q  j     ce d():
The rst inequality is obvious. The second inequality follows if  > 1 is chosen
su¢ ciently large, since the set of projections onto the sphere Sd() of the chil-
dren C () is e 2C2-dense in the cube Qd()j = K \ Sd() corresponding to K.
This because, by property 4 of Proposition 30, there are roughly e2n children of
 whose projections onto the Bergman sphere Sd() all lie in Q
d()
j . Since the
Bergman distance  is preserved by automorphisms, we see upon mapping mat-
ters to the origin that these projections are roughly e 2-dense in the Bergman
distance. With this established for e 2 su¢ ciently small, we now see that the vec-
tors

Q
 
j   	N
j=1
are su¢ ciently well distributed to ensure that (2.3) holds
uniformly in . 
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2.1. A Digression. This general approach is very exible and can be used to
build many types of function spaces on trees, some analogous to spaces of classical
analysis. Before going on to our case of primary interest, HBp;m (Tn) ; we digress
briey to describe a few examples. Other than the work in [AR04] on martingale
variants of tree Besov spaces, these variations have not been developed in any detail.
In the discussions we will use the notation kkBp(T ) in a context dependent
manner.
Given a tree T with branching number bounded by N , we can more generally
than above, suppose that we are given an m-dimensional complex vector space W ,
and for each  2 T , Hilbert space norms [] and fg on W and CN respectively,
and a one-to-one linear map L from W to CN . Then we can dene a derivative
f 0 () 2W by
f 0 () = L 1 P (Df) ;
where Df is the (forward) di¤erence set dened as above, and P is orthogonal
projection onto the range of L. With Q = I   P, dene a norm on CN by
jwj2 =

L 1 P (w)
2

+ fQ (w)g2 :
Then we dene a Besov space norm kfkBp(T ) by
kfkpBp(T ) = jf (o)j
p
+
X
2T
jf 0 ()jp :
Rather than develop this abstract viewpoint further, we list some examples.
Example 6. In the case T = Tn and W = Cn, with L dened as above and
[v] = jvj =
e 2d()vP + e d()vQ ; v 2 Cn;
fwg = jwj ; w 2 CN ;
we obtain that Bp (T ) is the holomorphic Besov space HBp;1 (Tn) dened above. If
however we take W = CN , L = I and the norms [] and fg to be the Euclidean
norm on CN , then Bp (T ) is the abstract space Bp;1 (T ) dened earlier.
Example 7. Suppose that T is a homogeneous tree with branching number N .
Take W to be the orthogonal complement in CN of the one-dimensional subspace
C (1; 1; :::; 1) generated by (1; 1; :::; 1), and let [] be the restriction of the Euclidean
norm to W . Let L be the natural inclusion of W into CN . Finally, let fg be the
trivial norm on CN that is innite on all nonzero vectors and vanishes on the zero
vector. Then Bp (T ) is the martingale of all `p functions on the tree T satisfying
f () =
1
N
X
2C()
f () ;  2 T :
Spaces of this type are considered in [AR04].
Example 8. Take T = T1, W = C, Lv =
 
v
 
j   2
j=1
and
[v] =
e 3d()v ; v 2 C;
fwg = jwj ; w 2 C2:
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The resulting space B2 (T ) normed by
kfk2B2(T ) = jf (o)j
2
+
X
2T1
e 3d()f 0 ()2 + X
2T1
jQDf j2
is a tree model for the Hardy space
H2 (D) =

F 2 H (D) : jF (0)j2 +
Z
D
(1  jzj2)3=2F 0 (z)2 d2 (z) <1
on the unit disk. Note that jDf j 
e 2d()f 0 () + jQDf j, so that the tree
model B2 (T ) for the Hardy space permits the di¤erences of f to grow rapidly in the
holomorphic direction, and is thus much larger than the abstract space B2;1 (T1).
Example 9. By including higher order derivatives, this example can be ex-
tended to higher dimensions to provide a tree model for the Drury-Arveson space,
H2n; mentioned in Section 5.7, that consists of all F 2 Hol (Bn) whose radial deriv-
ative RmF satisesZ
Bn
(1  jzj2)mRmF (z)2 dz
(1  jzj2)n
=
Z
Bn
(1  jzj2)m+1=2RmF (z)2 dn (z) <1;
where m = 1+

n 1
2

(the Hardy space H2 (D) on the disk is the case m = n = 1).
3. Holomorphic Besov Spaces on Trees
3.1. Prelude. We now go beyond the spaces HBp;1 (Tn) and dene the holo-
morphic Besov spaces on trees, HBp;m (Tn) and HBp (Tn) : (Similarly to before,
HBp (Tn) is HBp;m (Tn) for any su¢ ciently large m:) Although we saw that the
spaces HBp;m (Tn) and Bp;m (Tn) are the same for m = 1; that is no longer true
for larger m:
We have several overlapping reasons for moving to these additional spaces.
The rst is aesthetic/conceptual. There is a sense in which the spaces Bp(Tn) fail
to fully capture the consequences of smoothness. It is a fundamental fact that
for a holomorphic function F in Bp, the di¤erences F ()   F () are related as
 ranges over the children of a xed ; namely they are close to F 0 () (   )
which is a complex linear function of (   ). Furthermore that closeness can be
quantied using the Bp norm. (A similar comment applies to F which are smooth
but not holomorphic.) However the local di¤erences of functions in Bp(Tn) do
not, apparently, have such constraints. Thus the functions in those tree Besov
spaces can have more local uctuation, can be rather "oppy", in contrast to the
more constrained behavior of smooth functions. We dene the space HBp (Tn) to
consist of functions whose higher order di¤erences resemble the restriction to the
tree Tn of complex multi-linear functions obtained as higher order almost invariant
holomorphic derivatives, as dened in FF Section FFF.
A second reason we pass to the HBp (Tn) is to complete the characterization
of interpolating sequences Bp (Bn). For n = 1 the result on interpolating sequences
for Bp (Tn) ([ARS02] and Section 1.1) are similar to, and independent from, the
results for Bp (Bn) ([Boe02] and the previous chapter). For n > 1 the theorems are
not independent. The results about tree spaces are used in completing the outline in
Section 6 and thus nishing the proof of the results for Bp (Bn) : For this to succeed
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we need to pass information back and forth between holomorphic functions on Bn
and functions Tn: A natural approach in one direction is to restrict the holomorphic
functions to the tree vertices, and we would like that to be a bounded map between
the Besov spaces and also between their multiplier algebras. This is not generally
true if we use the Bp (Tn) ; but using the oscillation inequality from Section 5.3
we nd the situation is much better for the HBp (Tn) : In particular we will see
that the restriction map from Bp to HBp;m (Tn) (as in Corollary 42) is bounded
if p > 2n=m; and that we are free to let m be large. This will let us show that
Carleson measures for HBp;m (Tn) are characterized by the tree condition (??),
and that is the condition we use to prove the su¢ ciency implication for multiplier
interpolation on the ball.
Another specic reason for passing to the HBp (Bn) is for (generalized) positiv-
ity of the reproducing kernel. Some of the Hilbert space tools we used in Chapter
7 are not available when p 6= 2: For n = 1; Böe nds a substitute in his "curious
lemma" [Boe02], a piece of functional analysis for positive functions in Lp spaces.
He used the positivity of the real part of the reproducing kernel for Bp
 
B1

; we
will follow a similar path using a positivity property of the kernel functions for
HBp (Bn). That lets us go forward to prove the necessity of the tree condition for
multiplier interpolation on the ball in the "di¢ cult range" 1 + 1=(n  1)  p < 2.
The spaces Bp;1 (Tn) satises some of our requirements. In the previous section
we showed in Corollary 42 that the restriction map is bounded from Bp to Bp;1 (Tn)
in the range p > bn = 2n1 . The Carleson measures for Bp;1 (Tn) are characterized
by the tree condition, and the rst order di¤erence of the reproducing kernel for
Bp;1 (Tn) is nonnegative (the analogues of these latter two properties actually hold
for all Bp;m (Tn) by Lemma 46 and (1.4)). This demonstrates that the abstract
Besov space Bp;1 (Tn) has the properties desired of our holomorphic Besov space
for p > 2n, and in view of Lemma 61, we have
(3.1) HBp;1 (Tn) = Bp;1 (Tn) :
However the more general Bp;m (Tn) spaces do not have the desired properties;
they do not capture the higher order derivatives of holomorphic functions in the ball.
Indeed, higher order tree di¤erences vanish on appropriate polynomial functions of
r d() on the tree, but not on the restrictions to the tree of polynomials on the ball,
even though the corresponding derivatives of polynomials do vanish. In particular,
recall from Remark 21 that linear functions on the ball do not restrict to Bp;m (Tn)
for p  2n for any m  1. The proof of the restriction theorem given in Corollary
42 is not amenable to generalization to higher order di¤erences.
Thus we now proceed, as we did for m = 1 in our denition of HBp;1 (Tn)
above, to model our denition ofHBp;m (Tn) after the almost invariant holomorphic
derivatives Dma used in the seminorms (4.6) for Bp. We begin with the holomorphic
Besov space HBp;1 (Tn) ; already dened in Subsection 7.3, and identify its repro-
ducing kernels relative to the duality pairing induced by the norm kkHBp;1(Tn),
and show they have the required positivity properties. We will view higher order
complex tree derivatives f (k) () as tensor-valued functions on the tree. Hence, In
preparation for an inductive denition of the higher order Besov spacesHBp;m (Tn),
we also develop the analogous theory of the Besov spaces HB(k)p;1 (Tn) of k-tensors
dened on Tn, To expedite this process, it is convenient to consider rst the order
zero case, and develop the required tensor apparatus for `p spaces, the order zero
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analogue of a holomorphic Besov space. Then we proceed to dene HBp;m (Tn)
inductively for m  2 Eric: The previous sentences seem odd.... it sounds like
doing m = 0 rst and then doing m  2 by induction, without being clear about
m = 1and establish the appropriate positivity properties of their reproducing
kernels. That will require a careful choice of the structural constants  and  in the
construction of the Bergman tree Tn, along with an additional modication of the
centers of the Bergman balls. Finally, we establish for these spaces the Carleson
measure theorem and the restriction theorem, and then complete the proof of the
multiplier interpolation loop for 1 < p < 2 + 1=(n   1), that was left open at the
end of the previous chapter.
Although the general themes in the following sections are familiar from the
previous chapters (and they recur in the next chapter), a substantial amount of
technical detail is needed. Some of the details are standard for work on function
spaces and sequences: establishing that point evaluations are continuous function-
als, obtaining a description of the dual space and bilinear pairing, representing
point evaluation functionals in the dual space (i.e. describing the reproducing ker-
nels), etc. Other details are typical to the study of Besov spaces. In particular we
show that a variety of measures of local variation can be used to dene equivalent
norms and we analyze the details of those measures of variation to learn the valid
parameter ranges for the equivalence of the norms. Finally, there is a substantial
notational burden associated to the interaction of tensor valued higher derivatives
with the anisotropic geometry of the ball.
In spite of the complexity and detail of these sections, we emphasize that the
underlying ideas are more straightforward than the notational intricacies.
3.2. Order Zero and Order One Holomorphic Besov Spaces. Recall
that for 1 < p < 1 we dened the order 1 holomorphic Besov space HBp;1 (Tn)
on Tn in Denition 17 to consist of all complex-valued sequences f = ff ()g2Tn
such that
kfkpHBp;1(Tn) = jf (o)j
p
+
X
2Tn
r d()f 0 ()P + r d()=2f 0 ()Qp
+
X
2Tn
jQDf jp <1;
where for convenience we have written
(3.2) r = e2
and hence by (1.10) we have the approximations
(3.3) 1  jj2  e 2(0;)  e 2d() = r d():
In comparing this denition with Denition 14 for the real Besov space Bp;1 (Tn)
on the Bergman tree Tn,
kfkpBp;1(Tn) = jf (o)j
p
+
X
2Tn
jDf jp <1;
recall that the set of di¤erences Df can be written as the linear sum of the two
pieces PDf and QDf ; the rst piece PDf lying in the range of L (the
holomorphic part), and the second piece QDf orthogonal to the range of L.
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The rst piece PDf can be further decomposed using the identities
Lf
0 () = PDf;
f 0 () = L 1 PDf;
where the second one follows since L is one-to-one and P is orthogonal projection
onto the range of L. We then decompose f 0 () as f 0 ()P + f 0 ()Q. Now L
has the N  n matrix representation
h
jk   k
i
1jN;1kn
where j =

jk
n
k=1
and  = (k)
n
k=1, and so resembles the anisotropic linear operator
R d()  r d()P + r d()=2Q;
whose action on a vector v 2 $ (Cn;C) is given by R d()v  r d()vP +
r d()=2vQ. Thus we formally have that
Df = Lf 0 () +QDf
 R d()f 0 () +QDf:
We actually proved that jDf j 
R d()f 0 ()+ jQDf j in the course of proving
Lemma 61.
Thus locally we measure the holomorphic parts PDf of the di¤erences Df
by the Bergman Riemannian metric, where the radial directions f 0 ()P are
weighted by r d(), and the tangential directions f 0 ()Q weighted by
p
r d() =
r d()=2. This is analogous to the denition (5.1) of the almost invariant holomor-
phic derivative D given in the ball by
Daf (z) =  f 0 (z)

1  jaj2

Pa +

1  jaj2
1=2
Qa

; a 2 Bn:
We then take the `p (Tn) norm of these local measures. We measure the antiholo-
morphic parts QDf of the di¤erences Df () by the `p (T )-norm.
3.3. Reproducing Kernels. We now consider reproducing kernels associ-
ated to these norms. The reproducing kernel k for the space `p (Tn) is trivial:
k () = fg (), the delta function at . We must work harder to obtain the
reproducing kernel for HBp;1 (Tn). We rst observe that we can recover a function
f 2 HBp;1 (Tn) from its di¤erences
Df = PDf +QDf
= Lf
0 () +QDf
and hence also from its derivatives and antiholomorphic di¤erences QDf . In
order to give an exact formula, we write
PDf =
PDf  j	Nj=1 and QDf = QDf  j	Nj=1 ;
so that f
 
j

= PDf
 
j

+QDf
 
j

, where  = Aj ; the parent of j .
Thus PDf
 
j

is the jth component of the N -vector PDf = Lf 0 (), i.e.
PADAf () = f 0 (A)  (  A) ;
and we have the tree version of the Taylor expansion of order 1 at the point A;
f () = f (A) + f 0 (A)  (  A) +QADAf () :
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An explicit formula for f (), when  2 Tn has geodesic [o; ] = fo; 1; 2; :::; mg
(note the di¤erent use of the terminology j here),  could this be "note that
here j is a generic point of the geodesic [o; ] ; not a generic point of Tn" is
now given by
f () = f (m) =
mX
k=1
f (k) + f (o)(3.4)
= f (o) +
mX
k=0
Pk 1Dk 1f (k) +
mX
k=0
Qk 1Dk 1f (k)
= f (o) +
mX
k=0
f 0 (k 1)  (k   k 1) +
mX
k=0
Qk 1Dk 1f (k) :
We can rewrite this as
(3.5) f () = f (o) +
X
<
f 0 ()  (   ) +
X
<
QDf () ;
where  denotes the child of  lying on the geodesic [o; ], so that  = k if
 = k 1. Note that an immediate consequence of (3.5) is an inequality in the
spirit of Lemma 32;
(3.6) jf ()j  C kfkHBp;1(Tn) d ()
1=p0
:
In fact, using I = P 2 +Q
2
 we have the formula
(3.7) f 0 ()  (   ) = f 0 ()P  P (   ) + f 0 ()Q Q (   ) ;
and hence the estimate
jf 0 ()  (   )j  jf 0 ()P  P (   )j+ jf 0 ()Q Q (   )j
 jf 0 ()P j r d() + jf 0 ()Q j r 
d()
2

r d()f 0 ()P + r  d()2 f 0 ()Q = jf 0 ()j :
(The expression on the left in the nal line is the anisotropic norm of the vector
f 0 () : That expression shows up often. Here we are foreshadowing the introduction,
in (3.21), of the notation for it: jf 0 ()j :) Plugging this estimate into (3.5) and
using Holders inequality yields (3.6).
Now consider the case p = 2. Since P and Q are orthogonal projections with
vanishing product PQ = P (I   P) = P  P 2 = 0, polarization shows that the
inner product hhf; gii1 for the Hilbert space HB2;1 (Tn), with norm kkHB2;1(Tn) as
in Denition 17, is given by
hhf; gii1 = f (o) g (o)(3.8)
+
X
2Tn
n
r 2d()f 0 ()P  g0 ()P + r d()f 0 ()Q  g0 ()Q
o
+
X
2Tn
QDf  QDg:
Note that the dot product in the second line of (3.8) is n-dimensional, while that
in the third line is N -dimensional.
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By inequality (3.6), point evaluation at  2 Tn is a continuous linear func-
tional on HB2;1 (Tn). Thus there is a unique k(1) 2 HB2;1 (Tn) such that f () =DD
f; k
(1)

EE
1
, which written out explicitly is
f () = f (o) k
(1)
 (o)(3.9)
+
X
2Tn
n
r 2d()f 0 ()P  k(1)0 ()P + r d()f 0 ()Q  k(1)0 ()Q
o
+
X
2Tn
QDf  QDk(1) :
Just as for the real Besov spaces Bp;1 (Tn), we can construct by hand a function
k
(1)
 2 HBp;1 (Tn) so that the right hand side of (3.5) matches the expression in
(3.9).
Indeed, for  2 Tn with geodesic [o; ] = fo; 1; 2; :::; m = g, we choose
(3.10) k(1)0 () =

r2d()P (   ) + rd()Q (   ) if  = k 1
0 if  =2 [o; ] :
Using the identity (3.7), we then have
f 0 ()  (   )(3.11)
= f 0 ()P  P (   ) + f 0 ()Q Q (   )
= r 2d()f 0 ()P  r2d()P (   ) + r d()f 0 ()Q  rd()Q (   )
= r 2d()f 0 ()P  k(1)0 ()P + r d()f 0 ()Q  k(1)0 ()Q ;
upon applying the formulas
(3.12) Pz = zP ; Qz = zQ ;
to (3.10). Indeed, (3.12) yields
k
(1)0
 ()P = Pk
(1)0
 ()
= P
n
r2d()P (   ) + rd()Q (   )
o
= r2d()P (   )
and
k
(1)0
 ()Q = Qk
(1)0
 ()
= Q
n
r2d()P (   ) + rd()Q (   )
o
= rd()Q (   ) ;
and the formula Pz = zP in (3.12) follows from

zP ; w

= hz; Pwi =


Pw; z

= hPw; zi = hw;Pzi = hPz; wi ;
where ha; bi = a  b is the usual inner product in Cn.
The vectors QDk(1) must be chosen to lie in the orthogonal complement of
the range of L . Let M = RangeL and let M? be its orthogonal complement.
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For  = k 1 we must also have the identity
Qk 1Dk 1f  Qk 1Dk 1k(1) = Qk 1Dk 1f (k)
or
(3.13) QDf  QDk(1) = QDf () ;  < ;
for all f , which implies that for  < , QDk(1) is the unique vector V in M?
whose inner product gives rise to the -coordinatelinear functional. Recall that
the -coordinate points to the path along which  lies. In fact we have
QDk(1) = V = Qe
where e is the coordinate vector in CN in the direction of the  coordinate. In
fact we have that
hw;Qei = hQw; ei = hw; ei
if w 2M? since Q is a projection onto M? . For future reference we note that
(3.14)
QDk(1)  = jQe j  1;   ;
since Q is an orthogonal projection in CN . Thus we dene
(3.15) QDk(1) () =
 Qe ; if  2 [o; )
0 if  =2 [o; ) ;
so thatX
2Tn
QDf ()  QDk(1) () =
mX
k=1
Qk 1Dk 1f (k) =
X
<
QDf () :
Finally, we set
(3.16) k(1) (o) = 1
so that
f (o) k
(1)
 (o) = f (o) :
Combining these denitions and observations with (3.4) and (3.9) we obtain
f () =
DD
f; k(1)
EE
1
:
Using the fact that the representation given in (3.5),
(3.17) g () = g (o) +
X
<
g0 ()  (   ) +
X
<
QDg () ;
is uniquely determined by the condition that
QDg () 2M? ;  < ;
(since g0 ()  (   ) is obviously in M) we thus see that there does indeed exist
a unique function k(1) satisfying properties (3.10), (3.15) and (3.16). Indeed, if
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 2 [0; ], then with g = k(1) in (3.17) we have
k(1) ()
(3.18)
= k(1) (o) +
X
<
k(1)0 ()  (   ) +
X
<
QDk(1) ()
= 1 +
X
<
n
r2d()P (   ) + rd()Q (   )
o
 (   ) +
X
<
Qe ()
where Qe () denotes the -coordinate of the N -vector Qe . If  6= 
is at distance exactly one from the geodesic [o; ), then A 2 [o; ) and the for-
mula for k(1) () is identical to that above except that the nal term in the sumP
< Qe () is now QAeA () instead of QAeA (A). The function
k
(1)
 is then determined for all remaining  by the requirement that k
(1)
 be con-
stant on all successor sets S () with vertex  at distance exactly one from the
geodesic [o; ).
These calculations generalize to yield duality and reproducing kernels for the
holomorphic Besov spaces HBp;1 (Tn), 1 < p < 1. In fact, Hölders inequality
yields
jhhf; gii1j  kfkHBp;1(Tn) kgkHBp0;1(Tn) ;
and to see that
(3.19) kfkHBp;1(Tn) = supkgkHB
p0;1(Tn)
=1
jhhf; gii1j ;
we choose G to be the unique function satisfying
G (o) = f (o) jf (o)jp 2 ;
G0 () = f 0 () jf 0 ()jp 2 ;
QDG = QDf jQDf jp 2 :
Thus
DG () = fG0 () (j   )gNj 1 +QDf () jQDf ()jp 2
where QDf () jQDf ()jp 2 2 M? and fG0 () (j   )gNj 1 2 M. With this
choice we have kGkHBp0;1(Tn) = kfk
p 1
HBp;1(Tn) since (p  1) p0 = p, as well as
hhf;Gii1 = jf (o)j2 jf (o)jp 2
+
X
2Tn:d()1
n
jf 0 ()Pj2 + jf 0 ()Qj2
o
jf 0 ()jp 2
+
X
2Tn
jQDf j2 jQDf jp 2
= kfkpHBp;1(Tn) ;
since jf 0 ()Pj2 + jf 0 ()Qj2 = jf 0 ()j2. Then taking g = G= kGkHBp0;1(Tn) we
obtain (3.19). We summarize these results in the following Proposition.
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Proposition 62. Let 1 < p < 1. Then the dual space of HBp;1 (Tn) can
be identied with HBp0;1 (Tn) under the pairing hh; ii1 given in (3.8), and the
reproducing kernel k(1) () for this pairing is the unique function k
(1)
 satisfying
(3.10), (3.15) and (3.16), and given explicitly in (3.18).
The corresponding formula (1.3) for k1; the di¤erence operator applied to
the reproducing kernel k1 for the abstract Besov space Bp;1 (Tn), consists entirely
of nonnegative entries, a feature that plays prominently in deriving the Carleson
embedding property from multiplier interpolation using Böes curious lemma.
The terms k(1) (o), k
(1)0
 () and QDk(1) arising in the above formula do not
consist entirely of nonnegative entries, but the following two properties will serve
as a suitable substitute:r d()k(1)0 ()P + r  d()2 k(1)0 ()Q(3.20)
 r d()Re
n
  r2d()P (   ) +   rd()Q (   )
o
 r d()Re

  k(1)0 ()

 1;QDk(1)   1:
Analogues of these properties will be used in Section F ????FF to complete the
proof of equivalence of multiplier interpolation with the separation and tree condi-
tions when 1 < p < 2 + 1=(n  1).
To see the equivalence in the rst line of (3.20), we compute that
  P (   ) =     (   )jj2  =   (   )
has real part approximately r d(), that
jP (   )j  cr d();
and that
j Q (   )j  jQ (   )j  j   j  Cr 
d()
2 :
Using (3.10), we thus obtain
r d()Re

  k(1)0 ()

= r d()Re

  k(1)0 ()

= r d()Re
n
  r2d()P (   ) +   rd()Q (   )
o
 r d()
n
rd() +O

r
d()
2
o
 1:
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Using (3.10) again, we obtain from (3.12) and the above thatr d()k(1)0 ()P + r  d()2 k(1)0 ()Q2
=
r d()k(1)0 ()P2 + r  d()2 k(1)0 ()Q2
=
r d()Pk(1)0 ()2 + r  d()2 Qk(1)0 ()2
=
rd()P (   )2 + r d()2 Q (   )2
 c > 0;
which completes the proof of the rst line in (3.20). The inequality in the second
line of (3.20) is (3.14).
3.4. An Example. We close this section by computing k(1) for the simple
case of the Bergman tree T1 in terms of the geometric embedding of T1 in the unit
disk, and then verifying (3.20) in this case. The branching number for the tree T1
is 2. Fix  2 T1 with geodesic [o; ] = fo; 1; 2; :::; m = g as above, and let
 = k 1 with children 1 = k and 2. Then
1 = 1   ;
2 = 2   ;
E () = f1;2g ;
and for v 2 C, 3
Lv = fv1; v2g :
Thus
M = fv1; v2 : v 2 Cg = C f1;2g ;
M? = C
 2;1	 ;
since if V = v f1;2g 2M and W = w
 2;1	 2M? , then
hV;W i = vw f(1) ( 2) + (2) (1)g = 0:
We now claim that
QDk(1) =
2
j1j2 + j2j2
 1;2	
=
(
j2j2
j1j2 + j2j2
;
 12
j1j2 + j2j2
)
:
Indeed, we have QDk(1) 2M? from the denition, and if
W = fW1;W2g = w
 2;1	 2M? ;
then the left side of (3.13) isD
W;QDk(1)
E
= w
  2 j2j2j1j2 + j2j2 + w  1  12j1j2 + j2j2
= w
  2 =W1;
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which is the right side of (3.13) since 1 = k 2 [o; ].
Since the projection P is the identity in dimension n = 1, we also have
k(1)0 () = r
2d()(   );
and since it is geometrically evident that Re        jj j   j, we now have
Re

  k(1)0 ()

= r2d()Re        rd() 
k(1)0 () ;
jQDkj2  j2j
4
+ j1j2 j2j2
j1j2 j2j2
2  1;
which is (3.20) for the Bergman tree T1.
Using (3.18), we give an exact formula for k (), ;  2 T1. When  2 [o; ]
we have
k(1) () = 1 +
X
<
r2d()(   ) (   ) +
X
<
?   2
j   j2 +
?   2 ;
where ? is the child of  not lying in [o; ]. The formula for k
(1)

 
?

, where
 2 [o; ) and ? is the child of  not lying in [o; ], is given by
k(1)
 
?

= 1 +
X
o<
r2d()(   )
 
?   

+
X
o<<
?   2
j   j2 +
?   2  
(   )
 
?   

j   j2 + j?   j2
:
The values of k(1) remain constant on the successor sets S () and S
 
?

for
 2 [o; ), and this completes the evaluation of k(1) () for all  2 T1.
3.5. Tensor-valued Functions. In order to extend our denitions to tensor-
valued functions on the Bergman tree, it is convenient to consider rst the simplest
case of order zero.
Definition 18. Let 1 < p < 1. For a C-valued function f () dened for
 2 Tn, dene
kfkHBp;0(Tn) = kfk`p(Tn) =
 X
2Tn
jf ()jp
!1=p
:
Dene an operator R d on Cn-valued functions v on the tree Tn by 
R dv

() = r d()v ()P + r d()=2v ()Q:
For vectors v 2 Cn , let
jvj =
 R dv () = e 2d()vP + e d()vQ p(B ()v)  v;
and for a Cn-valued function v () dened for  2 Tn, dene
kvk
HB
(1)
p;0(Tn)
= kjvjk`p(Tn) =
 X
2Tn
jvjp
!1=p
:
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Remark 22. Recall from (3.1) that we have HBp;1 (Tn) = Bp;1 (Tn). Let
QDf () = QDf . Then using Denitions 18 and 17, we have the following
observation that will provide the basis for extending the denition of HBp;0 (Tn) to
HBp;m (Tn) for larger m:
kfkpHBp;1(Tn) = jf (o)j
p
+ jf 0 (o)jp +
X
2Tn
jf 0 ()jp +
X
2Tn
jQDf jp
= jf (o)jp + kf 0kp
HB
(1)
p;0(Tn)
+ kQDfkp`p(Tn) :
In Denition 18 above, we dened the order zero holomorphic Besov space
HB
(1)
p;0 (Tn) on Tn for Cn-valued functions v () using the anisotropic norm
(3.21) jvj =
r d()vP + r d()=2vQ ;
and where v () was interpreted as a covariant tensor of order 1 acting on the
tangent space Cn at . We now wish to extend this denition to order zero
holomorphic Besov spaces HB(t)p;0 (Tn) of symmetric covariant tensors of order t, or
t-tensors, on Tn. First we review the tensor setup.
Let E be the n-dimensional Hilbert space (Cn; h; i) whose inner product is
given by 

v1; v2


= r 2d()


v1; p
 hv2; pi+ r d() nX
i=2


v1; qi
 hv2; qii
where fp; q2; :::; qng is an orthonormal basis of Cn with M = span fpg and M? =
span fq2; :::; qng. Thus p = eis jj for some s 2 R, and we will take s = 0 so that
(3.22) p =

jj :
In terms of the operator R d we have

v1; v2


=


R dv1;R dv2

;
where h; i denotes the usual inner product on Cn. For t  1, denote by E(t)
the vector space of symmetric multilinear maps, or symmetric t-tensors, from the
product space Et = E  ::: E (t times) to the complex numbers C.
Using the identication of E with E under the Euclidean inner product h; i
(not h; i), every symmetric t-tensor A 2 E(t) can be written
A =
X
1i1i2:::itn
ai1;i2;:::;itei1 
 :::
 eit ;
where e1 (respectively ej , j  2) is the Euclidean dual vector to e1 = p (respectively
ej = qj , j  2) so that ej (ei) = hei; eji = ij . The vectors ei depend on , but we
will usually suppress this dependence. We have
(3.23) A

v1; :::; vt

=
X
1i1i2:::itn
ai1;i2;:::;it


v1; ei1
 ::: 
vt; eit :
We now dene an inner product h; i(t) on E(t) by

ei1 
 :::
 eit ; ej1 
 :::
 ejt(t)

=
tY
k=1


eik ; ejk


=
tY
k=1
D
R d()eik ;R
 d()ejk
E
;
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and then extend the denition by linearity so that
(3.24)
hA;Bi(t) =
X
1i1i2:::itn
ai1;i2;:::;itbi1;i2;:::;iti1;i2;:::;it () =
X
i
aibii () :
where we write i = (i1; :::; it), j = (j1; :::; jt) and
i () = i1;i2;:::;it ()(3.25)
=


ei1 ; ei1


 ::: 
eit ; eit

=
D
R d()ei1 ;R
 d()ei1
E
 :::
D
R d()eit ;R
 d()eit
E
;
and where A =
P
i a
iei1 
 ::: 
 eit and B = Pi biei1 
 ::: 
 eit . We extend this
inner product to t-tensor-valued functions A and B on the Bergman tree Tn in the
obvious way:
(3.26) hhA;Bii(t)0 =
X
2Tn
hA () ;B ()i(t) :
We denote by jAj the norm of A in the Hilbert space E(t) when there is no
confusion regarding the order t of the tensor in question.
Example 10. If F 2 Hol (Bn) and  2 Bn, then F 00 () 2 E(2) is a symmetric
2-tensor, or equivalently an n  n matrix [F 00 ()] relative to the basis fe1; :::; eng
satisfying F 00 () [v 
 w] = v0 [F 00 ()]w, and whose norm squared in E(2) is given
by
jF 00 ()j2 = hF 00 () ; F 00 ()i(t)
=
*
nX
i;j=1
@2F
@zi@zj
() ei 
 ej ;
nX
k;`=1
@2F
@zk@z`
() ek 
 e`
+(t)

=
nX
i;j;k;`=1
@2F
@zi@zj
()
@2F
@zk@z`
()


ei; ek


hej ; e`i
=
nX
i;j=1
 @2F@zi@zj ()
2 (i;j);
where
(i;j) =
8>><>>:
r 2d() if i = j = 1
r 
3
2d() if i = 1; 2  j  n
r 
3
2d() if j = 1; 2  i  n
r d() if 2  i; j  n
:
This is of course comparable to the operator norm
sup
jvj;jwj1
F 00 () R dv;R dw2
where
F 00 () R dv;R dw2 is equal tor 2d()F 00 () [Pv; Pw]2 + r  32d()F 00 () [Pv;Qw]2
+
r  32d()F 00 () [Qv; Pw]2 + r d()F 00 () [Qv;Qw]2 :
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In similar fashion we dene the Hilbert space E(s;t) of symmetric (s; t)-tensors
that are covariant of order s and contravariant of order t (see for example chapter
4 of Spivak [Spi]). Then E(t) = E(t;0) and we will stop referring to tensors as
covariant or contravariant. We dene the tensor product of a (s1; t1)-tensor B and
a (s2; t2)-tensor A to be the (s1 + s2; t1 + t2)-tensor B
A in the usual way,
B
A v1; :::; vs1 ; w1; :::; wt1 ; x1; :::; xs2 ; y1; :::; yt2
= B

v1; :::; vs1 ; w1; :::; wt1
A x1; :::; xs2 ; y1; :::; yt2 ;
as well as the Euclidean contraction B^A of an (s; t)-tensor B and a t-tensorA (see
immediately below for this denition). We will see later that reproducing kernels for
Besov spaces of t-tensor-valued functions can be interpreted as (t; t)-tensor-valued
functions on Tn.
We dene the -contraction B ^ A of an (s; t)-tensor
B =
X
1i1:::itn
bi1;:::;isj1;:::;jte
i1 
 :::
 eis 
 ej1 
 :::
 ejt
and a t-tensor
A =
X
1i1:::itn
ai1;i2;:::;itei1 
 :::
 eit
to be the s-tensor given by
B ^ A =
X
1i1:::itn
bi1;:::;isj1;:::;jta
j1;:::;jt hej1 ; ej1i  ::: hejt ; ejti ei1 
 :::
 eis
=
X
i
bija
jj () e
i1 
 :::
 eis ;
where by the summation convention, we also sum over the repeated upper and lower
indices j1; :::; jt. The Euclidean contraction B^A is given by
P
i b
i
ja
jei1 
 :::
 eis
without the j . Thus B ^ A [v1; :::; vs] is the contraction (trace if t = 1) of the
linear map  given by
 (w1; :::; wt; u1; :::; ut) = B
A (v1; :::; vs; w1; :::; wt; u1; :::; ut)
(see page 4-27 in [Spi]). Note that if we interpret vj as a (0; 1)-tensor (contravariant
of order 1), then from (3.23) we have
(3.27) A

v1; :::; vt

= A ^  v1 
 :::
 vt :
Definition 19. We dene the inner product hA;Bi(t) of a t-tensor A and
a (t; t)-tensor B to be the t-tensor given by
(3.28) hA;Bi(t) = B ^ A;
so that
(3.29) hA;Bi(t) =
X
i
bija
jj () e
i1 
 :::
 eit :
We also dene an inner producthhA;Bii(t)0 , for a t-tensor-valued function A and
a (t; t)-tensor-valued function B on the tree Tn, by
(3.30) hhA;Bii(t)0 =
X
2Tn
hA () ;B ()i(t) :
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The use of the same notation hA;Bi(t) in both (3.24) and (3.28) should not
cause confusion as the former is a scalar and the latter a t-tensor, and similarly for
the same notation hhA;Bii(t)0 in both (3.26) and (3.30).
3.5.1. Order Zero Spaces of t-tensors. We now dene the order zero holomor-
phic Besov spaces HB(t)p;0 (Tn) of t-tensors on Tn.
Definition 20. For 1 < p < 1 and t 2 N, let HB(t)p;0 (Tn) consist of all
t-tensor-valued functions A () dened for  2 Tn such that the norm
kAk
HB
(t)
p;0(Tn)
= kjAjk`p(Tn) =
 X
2Tn
jA ()jp
!1=p
is nite.
The inner product for the Hilbert space HB(t)2;0 (Tn) is given by (3.26), and
the dual space of HB(t)p;0 (Tn) can be identied with HB(t)p0;0 (Tn) under the pairing
hh; ii(t)0 .
Lemma 52. For 1 < p <1 and t 2 N, we havehhA;Bii(t)0   kAkHB(t)p;0(Tn) kBkHB(t)p0;0(Tn) ;
kBk
HB
(t)
p0;0(Tn)
= sup
kAk
HB
(t)
p;0(Tn)
1
hhA;Bii(t)0  :
Moreover, in the case p = 2, the function v
1;:::;vt
 dened by
v
1;:::;vt
 A = A ()

v1; :::; vt

is a continuous linear functional on HB(t)2;0 (Tn) for  2 Tn and every choice of
v1; :::; vt. Thus there is a unique kv
1;:::;vt
 in the Hilbert space HB
(t)
2;0 (Tn) such that
(3.31)
DD
A;kv
1;:::;vt

EE(t)
0
= v1;:::;vtA = A ()

v1; :::; vt

:
By this uniqueness, the function that sends v1; :::; vt to the t-tensor kv
1;:::;vt
 () is
multi-conjugate linear in v1; :::; vt, and so there is a unique (t; t)-tensor k(0;t) such
that
kv
1;:::;vt
 ()

w1; :::; wt

= k(0;t) ()
h
w1; :::; wt; v1; :::; vt
i
;
which by (3.27) is
kv
1;:::;vt
 () = k
(0;t)
 () ^ v1 
 :::
 vt:
We refer to this (t; t)-tensor-valued function k(0;t) as the reproducing kernel for the
holomorphic Besov space of t-tensors HB(t)p;0 (Tn) relative to the pairing hh; ii(t)0
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since by (3.27), (3.28) and (3.30), we haveDD
A;k(0;t)
EE(t)
0

v1; :::; vt

=
X
2Tn
D
A () ;k(0;t) ()
E(t)


v1; :::; vt

=
X
2Tn
k
(0;t)
 () ^ A ()

v1; :::; vt

=
X
2Tn
k
(0;t)
 () ^ A () ^ v1 
 :::
 vt
=
X
2Tn
k
(0;t)
 () ^ v1 
 :::
 vt ^ A ()
since ^ and ^ commute, as they act on di¤erent sets of variables. We then continue
with DD
A;k(0;t)
EE(t)
0

v1; :::; vt

=
X
2Tn
D
A () ;k(0;t) () ^ v1 
 :::
 vt
E(t)

=
X
2Tn
D
A () ;kv
1;:::;vt
 ()
E(t)

=
DD
A;kv
1;:::;vt

EE(t)
0
= A ()

v1; :::; vt

;
by (3.31). Thus we have shown that
(3.32) A () =
DD
A;k(0;t)
EE(t)
0
;  2 Tn:
The reproducing kernel k(0;t) is in fact given by the (t; t)-tensorX
i
i ()
 1
ei1 
 :::
 eit 
 ei1 
 :::
 eit
times the delta function at , i.e.
k(0;t) () = fg ()
X
i
i ()
 1 
ei1 
 :::
 eit	
 fei1 
 :::
 eitg
(3.33)
= fg ()
X
i
n
Rd()ei1 
 :::
Rd()eit
o


n
Rd()ei1 
 :::
Rd()eit
o
:
Indeed, by (3.28) and (3.29),X
2Tn
D
A () ;k(0;t) ()
E(t)

= k(0;t) () ^ A ()
=
(X
i
i ()
 1 
ei1 
 :::
 eit	
 fei1 
 :::
 eitg
)
^
(X
i
aiei1 
 :::
 eit
)
;
=
X
i
i ()
 1
aii () e
i1 
 :::
 eit = A () :
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3.5.2. Order One Spaces of t-tensors. We next turn to dening the order one
holomorphic Besov spaces HB(t)p;1 (Tn) of t-tensors on Tn. In Remark 22, we have
already dened the scalar case HBp;1 (Tn) using the norm (to the pth power)
kfkpHBp;1(Tn) = jf (o)j
p
+ kf 0kp
HB
(1)
p;0(Tn)
+ kQDfkp`p(Tn) :
In order to replace f with a tensor, we rst need to dene the complex derivative
A0 () of a t-tensor-valued function A () on the tree Tn. The derivative A0 will
be a (t+ 1)-tensor-valued function on the tree dened in the same spirit as f 0.
Dene the forward di¤erence DA of a t-tensor-valued function A () in the
obvious way. Dene the linear map L(t) from the space of (t+ 1)-tensors E(t+1) to
the space

E(t)
N
by sending v 2 E(t+1) to
L(t) v =
 
v^  j   N
j=1
2

E(t)
N
;
where v^  j    denotes the t-tensor obtained by contracting the (t+ 1)-tensor
v with the vector
 
j    viewed as a (0; 1)-tensor or contravariant 1-tensor, i.e.
v^  j    v1; :::; vt = v j   ; v1; :::; vt ;
since if v =
P
vikek 


ei1 
 :::
 eit	, then both sides of the above equation equalX
vik


j   ; ek
 

v1; ei1
 ::: 
vt; eit :
In Subsection 3.12 below, we will show that by choosing  su¢ ciently large
in the construction of the Bergman tree in Section 1.6, and then modifying the
centers, we can make the map L(t) one-to-one for all 0  t  M   1 for any nite
M - we only need to take M = 2n for our purposes in this paper. Let P(t) be
the orthogonal projection of

E(t)
N
onto the range M (t) of L
(t)
 with respect to
the inner product on the product Hilbert space E(t)  :::  E(t) (N times). Let
Q(t) = I   P(t) be orthogonal projection onto

M
(t)

?
. The complex derivative
A0 () of A at the point  is then the unique (t+ 1)-tensor v such that
Lv = P(t) (DA) :
Thus we have
L(t) A
0 () = P(t) (DA) =
 
A0 () ^  j   N
j=1
;
and the rst order Taylor formula for t-tensor-valued functions
DA =
 
A0 () ^  j   N
j=1
+Q(t) (DA) :
We can now dene the order one holomorphic Besov space HB(t)p;1 (Tn) of t-
tensors on Tn. First we deneQ(t)DAp
`p(Tn)
=
X
2Tn
Q(t) (DA)p

where
 v1; :::;vN2

=
PN
j=1
vj2

for
 
v1; :::;vN
 2 E(t) N . Note that at the
root o, jjo is always a Euclidean norm.
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Definition 21. For 1 < p <1 and 0  t  M   1, let HB(t)p;1 (Tn) consist of
all t-tensor-valued functions A on the tree Tn such that the norm (to the pth power)
kAkp
HB
(t)
p;1(Tn)
= jA (o)jp + kA0kp
HB
(t+1)
p;0 (Tn)
+
Q(t)DAp
`p(Tn)
is nite.
As in Proposition 62, we can obtain the duality of HB(t)p;1 (Tn) and HB(t)p0;1 (Tn)
relative to the inner product hh; ii(t)1 for the Hilbert space HB(t)2;1 (Tn):
hhA;Bii(t)1 = A (o)B (o) +
X
2Tn
hA0;B0i(t+1) +
X
2Tn
QDA  QDB(3.34)
= A (o)B (o) + hhA0;B0ii(t+1)0 +
X
2Tn
QDA  QDB:
Lemma 53. For 1 < p <1 and t 2 N, we havehhA;Bii(t)1   kAkHB(t)p;1(Tn) kBkHB(t)p0;1(Tn) ;
kBk
HB
(t)
p0;1(Tn)
= sup
kAk
HB
(t)
p;1(Tn)
1
hhA;Bii(t)1  :
Combining the arguments for the order one space HBp;1 (Tn) in Section 8.1.1
with the arguments above for the order zero space HB(t)p;0 (Tn) of t-tensors, we can
show there is a unique reproducing kernel k(1;t) for the holomorphic Besov space of
t-tensors HB(t)p;1 (Tn) relative to this pairing. Again, k(1;t) is a (t; t)-tensor-valued
function on the tree satisfying
A () =
DD
A;k(1;t)
EE(t)
1
;  2 Tn;
for A 2 HB(t)p;1 (Tn), where just as in Denition 19, the notation hhA;Bii(t)1 repre-
sents a scalar if B is a t-tensor, and a t-tensor if B is a (t; t)-tensor.
3.6. Higher Order Holomorphic Besov Spaces. We cannot simply dene
the mth order holomorphic Besov space HB(t)p;m (Tn) of t-tensor-valued functions
inductively to consist of all f such that f 0 2 HB(t+1)p;m 1 (Tn). Besides the question of
how to handle the error term
n
Q(t) (DA)
o
2Tn
, the restriction theorem from Bp to
HBp;2 (Tn) will fail because kf 0kHB(1)p;1(Tn) will not in general be controlled by kFkBp
when f is the restriction of F 2 Bp to the Bergman tree Tn. The problem arises
when we minimize the distance from Df to M by letting f 0 () = L 1 PDf .
The resulting vector f 0 () is within order 2, but not within order 3, of the restriction
F 0 () of F 0 to the tree. In order to circumvent this di¢ culty, we will simultaneously
dene the rst, second and through to the mth order derivatives f 0 (), f 00 (), ...,
f (m) () at  using a single orthogonal projection onto the range of an appropriate
generalization of the operator L. We will also need to dene holomorphic Besov
spaces of t-tensor-valued functions as well, in order to implement an inductive
denition. Recall that we dened a variant L(t) of L  L(0) in order to dene the
complex derivative of a t-tensor-valued function on the Bergman tree. We will now
use the notation L(1;t) to denote these operators, and use the notation L
(m;t)
 to
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dene a corresponding linear operator that will allow us to simultaneously dene
rst through mth order complex derivatives of a t-tensor-valued function on the
Bergman tree. Here is the setup for the scalar case, t = 0.
We dene the operator L(m;0) as the linear map taking the point x =
 
v1; :::;vm

in the product space E(1)  E(2)  ::: E(m) to the point L(m;0) x given by
L(m;0) x =
(
mX
`=1
1
`!
v` ^ 
`  j   	)N
j=1
=
(
mX
`=1
1
`!
v`

j   ; :::; j   )N
j=1
2 CN ;
where the second equality follows from (3.27). Here 
`  j    denotes the (0; `)-
tensor  
j   
 :::
  j    ;
where
 
j    is repeated ` times. Let M (m;0) = RangeL(m;0) and denote by
M
(m;0)

?
the orthogonal complement of M (m;0) in CN . Let P(m;0) denote or-
thogonal projection of CN onto M (m;0) , let Q(m;0) = I   P(m;0) be orthogonal
projection of CN onto

M
(m;0)

?
, and dene as usual
Df =
 
f
 
j
  f ()N
j=1
2 CN :
At this point we need to know that L(m;0) is one-to-one. In fact, in order
to prove the boundedness of the restriction map later, we will need the following
inequality
(3.35) cm
mX
`=1
v`


L(m;0)  v1; :::;vm  Cm mX
`=1
v`

;
for all 1  m  M , uniformly for  2 Tn (we actually only need M = 2n for our
purposes). This is established in Section 3.12 below using a careful reconstruction
of the Bergman tree Tn with parameter  su¢ ciently large depending on M .
Assuming (3.35) for the moment, we see that L(m;0) is one-to-one. If we now
dene the derivatives
 
Dmf () ; D
2
mf () ; :::; D
m
mf ()

by
L(m;0)
 
Dmf () ; D
2
mf () ; :::; D
m
mf ()

= P(m;0) Df;
then we have that Q(m;0) Df 2 = Df   P(m;0) Df 2
is given by
NX
j=1
f  j 
(
f () +
mX
`=1
1
`!
D`mf () ^

`  j   	)
2
;
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and is the minimum value of
Df   L(m;0) x2 over x =  v1; :::;vm in the product
space E(1)  E(2)  ::: E(m) , where
Df   L(m;0) x2 is given by
NX
j=1
f  j 
(
f () +
mX
`=1
1
`!
v` () ^ 
`  j   	)
2
:
Thus if we write
Q(m;0) Df =
n
Q(m;0) Df
 
j
oN
j=1
;
we have the following mth order Taylor expansion of f at A:
f () = f (A) +
mX
`=1
1
`!
D`mf (A) ^

` ( A)	+Q(m;0)A DAf () :
The remainder term Q(m;0) Df satises the minimizing property
(3.36)
Q(m;0) Df  = min
x2E(1):::E(m)
Df   L(m;0) x :
Note that the complex derivatives D`mf () dened here depend on both the order
m and the degree of di¤erentiation `, and are generally di¤erent for di¤erent m.
We now extend the denition of mth order derivatives to t-tensor-valued func-
tions A on the tree. Dene the operator L(m;t) as the linear map taking the point
x =
 
v1; :::;vm

in the product space E(t+1)  E(t+2)  :::  E(t+m) to the point
L
(m;t)
 x given by
L(m;t) x =
(
mX
`=1
1
`!
v` ^ 
`  j   	)N
j=1
2

E(t)
N
;
where v^
`  j   	 denotes the t-tensor obtained by contracting the (t+ `)-
tensor v with the (0; `)-tensor 
`  j   , i.e.
v^  
`  j    v1; :::; vt = v j   ; :::; j   ; v1; :::; vt :
Let M (m;t) = RangeL
(m;t)
 and denote by

M
(m;t)

?
the orthogonal complement
of M (m;t) in

E(t)
N
. Let P(m;t) denote orthogonal projection of

E(t)
N
onto
M
(m;t)
 with respect to the inner product on the product Hilbert space E(t) :::E(t)
(N times), and let Q(m;t) = I   P(m;t) be orthogonal projection of

E(t)
N
onto
M
(m;t)

?
.
In Section 3.12 below, we also demonstrate the extension to t-tensors of inequal-
ity (3.35) above, namely that the map L(m;t) satises the structural inequality
(3.37) cm
mX
`=1
v`


L(m;t)  v1; :::;vm

 Cm
mX
`=1
v`

for all 0  m+ t  M , uniformly for  2 Tn. This shows in particular that L(m;t)
is one-to-one. Suppose now that A is a t-tensor-valued function on the tree Tn. We
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dene the m-tuple
 
DmA () ; D
2
mA () ; :::; D
m
mA ()

of derivatives up to order
m of A so that
L(m;t)
 
DmA () ; D
2
mA () ; :::; D
m
mA ()

= P(m;t) DA:
As in the case t = 0, the remainder term Q(m;t) DA satises the minimizing
property
(3.38)
Q(m;t) DA

= min
x2E(1) :::E(m)
DA  L(m;t) x

:
We can now dene by induction on m the order m holomorphic Besov space
HB
(t)
p;m (Tn) of t-tensors on Tn. As usual, we useQ(m;t)DAp
`p(Tn)
=
X
2Tn
Q(m;t) DAp

;
where as above, we dene
jwj2 =
NX
j=1
jwj j2 ; w = (w1; :::; wN ) 2

E(t)
N
:
Definition 22. For 1 < p <1 and 0  m+ t M , let HB(t)p;m (Tn) consist of
all t-tensor-valued functions A on the tree Tn such that the norm (to the pth power)
kAkp
HB
(t)
p;m(Tn)
= jA (o)jp +
mX
`=1
D`mApHB(t+`)p;m `(Tn) + Q(m;t)DAp`p(Tn)
is nite. We write simply HBp;m (Tn) for the scalar case t = 0.
3.7. Reproducing Kernels and the Positivity Property. In this subsec-
tion we establish the key positivity property of reproducing kernels that will permit
us to use the technique of Böes curious lemma. It is this property that yields
the fruit of our labour in developing the theory of holomorphic Besov spaces on
trees. Let p = 2. Then the inner product corresponding to the Hilbert space norm
kAk
HB
(t)
2;m(Tn)
dened on t-tensor-valued functions A on the tree Tn is dened by
induction on m by
hhA;Bii(t)m = A (o) B (o) +
mX
`=1



D`mA; D
`
mB
(t+`)
m `
+
X
2Tn
D
Q(m;t) (DA) ;Q(m;t) (DB)
E

;
where the cases m = 0 and m = 1 are dened in (3.26) and (3.34) respectively. We
have the following duality relation.
Proposition 63. For 1 < p <1 and t 2 N, we havehhA;Bii(t)m   kAkHB(t)p;m(Tn) kBkHB(t)p0;m(Tn) ;
kBk
HB
(t)
p0;m(Tn)
= sup
kAk
HB
(t)
p;m(Tn)
1
hhA;Bii(t)m  :
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Denote by k(m;t) the reproducing kernel for  2 Tn relative to this inner prod-
uct, which exists by a modication of the argument in the case m = 0 immediately
following Lemma 52 in Section 8.1.2. Then with the usual notation convention
regarding inner products as in Denition 19, we have
A () =
DD
A;k(m;t)
EE(t)
m
(3.39)
= A (o)  k(m;t) (o) +
mX
`=1
DD
D`mA; D
`
mk
(m;t)

EE(t+`)
m `
+
X
2Tn
D
Q(m;t) (DA) ;Q(m;t)

Dk(m;t)
E

:
We can also recover A () from A (o) together with the data
A0 () ;A00 () ; :::;A(m) ()
and the remainder termQ(m;t) DA for  2 [o; ]. In fact with [o; ] = fo; 1; :::; M = g
we have
A () = A (o) +
MX
j=1
[A (j) A (j 1)](3.40)
= A (o) +
MX
j=1
DmA (j 1) ^ (j   j 1)
+
MX
j=1
1
2
D2mA (j 1) ^ f(j   j 1)
 (j   j 1)g
...
+
MX
j=1
1
m!
DmmA (j 1) ^ f
m (j   j 1)g
+
mX
j=1
Q(m;t)j 1Dj 1A (j) :
Using the reproducing kernels k(m `;t+`)A to recover D
`
mA (A), we can rewrite this
as
A () = A (o) +
mX
`=1
X
o<
1
`!
D`mA (A) ^

` (  A)	
+
X
o<
Q(m;t)A DAA ()
= A (o) +
mX
`=1
X
o<
1
`!
DD
D`mA;k
(m `;t+`)
A
EE(t+`)
m `
^ 
` (  A)	
+
X
o<
Q(m;t)A DAA () ;
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and since ^ and ^A commute, we haveD
D`mA () ;k
(m `;t+`)
A ()
E(t+`)

^ 
` (  A)	
= k
(m `;t+`)
A () ^ D`mA () ^

` (  A)	
= k
(m `;t+`)
A () ^

` (  A)	 ^ D`mA ()
=
D
D`mA () ;k
(m `;t+`)
A () ^

`  A	E(t+`)

;
and so
A () = A (o) +
mX
`=1
**
D`mA;
X
o<
1
`!
k
(m `;t+`)
A ^
 
`  A++(t+`)
m `
(3.41)
+
X
o<
Q(m;t)A DAA () :
By uniqueness of the representation formula (3.40) subject to the condition
that
Q(m;t)j 1Dj 1A (j) 2M?j 1 ; 1  j  m;
(this uses that L(m;t)j 1 is one-to-one as well as the uniqueness of the orthogonal
decompositions into Mj 1 and M
?
j 1 ; see the discussion surrounding (3.17)), we
see upon comparing (3.39) and (3.41) that we have the recursion formula
(3.42) D`mk
(m;t)
 =
X
o<
1
`!
k
(m `;t+`)
A ^
 
`  A ; 1  `  m;
as well as
A (o) = A (o)  k(m;t) (o);X
o<
Q(m;0)A DAA () =
X
2Tn
D
Q(m;t) (DA) ;Q(m;t)

Dk(m;t)
E

:
Note that the left side (3.42) is a tensor of order 2t + `, while that of the right
side has order 2 (t+ `)   `, the same order. We now use the recursion formula in
(3.42) to establish by induction the following positivity property for derivatives of
the reproducing kernels k(m;t) .
Lemma 54. Let 0  m+ t M . Then provided we choose  small enough and
 large enough in the construction of the Bergman tree, we have for all ;  2 Tn,
r md()Re

Dmmk
(m;0)
 () ^ f
mg

 1(3.43) D`mk(m;t) ()

+
Q(m;t) Dk(m;t) 



C for   
0 otherwise
;
where Dmmk
(m;0)
 () ^ f
mg = Dmmk(m;0) () [; :::; ].
Proof. Using induction with (3.33) and the recursion formula (3.42), we see
that D`mk
(m;t)
 is supported in the geodesic [o; ] for `  1. The case m = 0 of
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(3.43) is trivial from (3.33), and for m = 1 and t = 0 (3.43) has been established in
(3.20) above. Now consider the case m = 1 and t  1. Then from (3.42) we have
Dmk
(1;t)
 () =
X
o<
k
(0;t+1)
A () ^   A:
Note that each side of the above equation is a (2t+ 1)-tensor. By (3.33), we have
that k(0;t+1)A () is a 2 (t+ 1)-tensor that vanishes if  6= A, and so
Dmk
(1;t)
 () = k
(0;t+1)
 () ^    :
Recall also from (3.33) that
k(0;t) () =
X
i
n
Rd()ei1 
 :::
Rd()eit
o


n
Rd()ei1 
 :::
Rd()eit
o
:
We now easily obtain the second line in (3.43) for m = 1 and t  0.
For m = `  2 and t = 0, the recursion formula (3.42) yields
Dmmk
(m;0)
 () =
X
o<
1
m!
k
(0;m)
A () ^

m  A	
=
1
m!
k(0;m) () ^ f
m   g ;
and so
Dmmk
(m;0)
 () ^ f
mg
=
1
m!
k(0;m) () ^ f
m   g ^ f
mg
=
1
m!
X
i
D
Rd()ei1 ;    
E
 :::
D
Rd()eim ;    
E

D
Rd()ei1 ; 
E
 :::
D
Rd()eim ; 
E
:
Now we recall from (3.22) that e1 =

jj and that ej is orthogonal to  for j  2.
Thus


Rd()eik ; 

= rd() jj 1ik and so
Dmmk
(m;0)
 () ^ f
mg =
1
m!
D
Rd()e1;    
Em 
rd() jj
m
=
r2md()
m!
h;    im
=
r2md()
m!
h; P   im :
Let " > 0 be given. The vector P lies in PK , and from the construction of
the Bergman tree Tn with  chosen su¢ ciently small, we see that
jarg h; P   ij < ";
as well as
Re h; P   i = Re h;    i  cr d():
It follows that
Re (h; P   im)  cmr md() (1 m")  c0r md():
This proves the rst line in (3.43) for 0  m M .
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The proof of the second line in (3.43) can easily be completed by induction as
follows. By the recursion formula (3.42), we have
D`mk(m;t) ()

=

X
o<
1
`!
k
(m `;t+`)
A () ^

`  A	



X
o<
1
`!
k(m `;t+`)A () ^ 
`  A	

;
which is bounded by a constant C using the induction assumption with m   ` <
m, together with the fact that  > A   if k(m `;t+`)A () is nonzero. The
boundedness of
Q(m;t) Dk(m;t) 

follows from (3.38), and this completes the
proof of Lemma 54.
3.8. Carleson Measures. Here we characterize Carleson measures on the
holomorphic Besov space HBp;m (Tn).
Theorem 79. Let 1 < p < 1 and 1  m  M . Then there are  and  in
the construction of the Bergman tree, su¢ ciently small and large respectively, such
that  is a HBp;m (Tn)-Carleson measure, i.e.
(3.44)
 X
2Tn
jf ()jp  ()
!1=p
 C kfkHBp;m(Tn) ;
if and only if the tree condition (4.9) holds, i.e.
(3.45)
X

0@X

 ()
1Ap
0
 C
X

 () <1;  2 Tn:
Proof. We rst show that (3.45) implies (3.44). To see this, note that by
Denition 22 with t = 0 and (3.40) with f in place of A, we have
jf ()j  jf (o)j+
mX
`=1
X
o<
1
`!
D`mf (A) ^ 
` (  A)	+

X
o<
Q(m;t)A DAA ()

 jf (o)j+ C
mX
`=1
X
o<
1
`!
D`mf (A)A +

X
o<
Q(m;t)A DAA ()

 jf (o)j+ CIg () ;
where
(3.46) g () =
mX
`=1
D`mf (A)A + jQADAf ()j :
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Using this, together with our assumption (3.45) and Theorem 73, we have
 X
2Tn
jf ()jp  ()
!1=p
 C
8<:jf (o)j+
 X
2Tn
jIg ()jp  ()
!1=p9=;
 C
8<:jf (o)j+
 X
2Tn
jg ()jp
!1=p9=;
 C kfkHBp;m(Tn) ;
which is (3.44). Note that we do not use the full size of the HBp;m (Tn) norm in
the last line.
Remark 23. The Bergman norm
D`mf (A)A of D`mf (A) arises naturally
in (3.46) as a pointwise bound for the expression
D`mf (A) ^ 
` (  A)	. The
somewhat simpler scaled Euclidean norm r `d(A)
D`mf (A) would not provide
a pointwise upper bound here and that is one reason we choose the slightly more
complicated Bergman norms over the scaled Euclidean norms. Another reason is the
growth estimate (3.6) for functions in HBp;m (Tn) that ensures point evaluations are
continuous linear functionals on HBp;m (Tn). The Bergman norms are also natural
in view of the almost invariant seminorms kkBp;m dened on the ball in Denition
29. It is not known if one can develop a satisfactory theory of holomorphic Besov
spaces on Bergman trees using the scaled Euclidean norm.
Conversely, we show that the dual of (3.44) implies (3.45). Let k(m;0) be the
(scalar-valued) reproducing kernel for HBp;m (Tn). Since
X
2Tn
f () g () () =
X
2Tn
DD
f;k(m;0)
EE(0)
m
g () ()
=
**
f;
X
2Tn
g () ()k(m;0)
++(0)
m
;
(3.44) and Proposition 63 imply the dual inequality
X
2Tn
g () ()k(m;0)

HBp0;m(Tn)
= sup
kfkHBp;m(Tn)1

**
f;
X
2Tn
g () () k
++(0)
m

= sup
kfkHBp;m(Tn)1
 X
2Tn
f () g () ()

 sup
kfkHBp;m(Tn)1
kfkLp() kgkLp0 ()
 C kgkLp0 () :
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By Denition 22 with t = 0, this implies in particular that
Dmm
 X
2Tn
g () ()k(m;0)
!
HB
(m)
p0;0(Tn)

X
2Tn
g () ()k(m;0)

HBp0;m(Tn)
(3.47)
 C kgkLp0 () :
Note that, as always, that we may assume  has nite support.
We now restrict g to be nonnegative in (3.47). From the rst part of (3.43)
in Lemma 54, and the fact that the support of k(m;0) is contained in the geodesic
[o; ), we obtain that
kIgk`p0 ()
=

X
2Tn:
g () ()

`p0 ()
 C
X
2Tn
g () () r md()Re

Dmmk
(m;0)
 () ^ f
mg

`p0 ()
= C
r md()Re
 X
2Tn
g () ()Dmmk
(m;0)
 () ^ f
mg
!
`p0 ()
 C
r md()Dmm
 X
2Tn
g () () k(m;0) ()
!
`p0 ()
 C
Dmm
 X
2Tn
g () () k(m;0) ()
!
HB
(m)
p0;0(Tn)
 C kgkLp0 ()
for all g  0 by (3.47). The choice g = S() now yields (3.45) as required.
3.9. Restricting Holomorphic Functions. In the special case where f
arises as the restriction f = TF = fF (c)g2Tn of a holomorphic function F 2 Bp,
m > 2n=p, then D`mf ()  F (`) (c) for 1  `  m, and using Taylors for-
mula we will see that Q(m;0) Df is controlled by F (m+1). Similarly, D`mf () =
F (`) () +

D`mf ()  F (`) ()
	
, and we will show that each term in this sum is
also controlled by F (m+1). In this way we will obtain the following Besov space
restriction theorem, as well as the corresponding multiplier space restriction theo-
rem:
Theorem 80. Let m > 2n=p. Then provided  is chosen large enough in the
construction of the Bergman tree Tn, the restriction map
TF = fF ()g2Tn ; where TF () = F (c) ;
is bounded from Bp to HBp;m (Tn), and if in addition p < 2 + 1=(n  1), then T is
also bounded from Mult(Bp) to MultHBp;m (Tn).
The proof of the rst assertion in Theorem 80 will be given immediately below.
The more di¢ cult second assertion is proved in Section 8.4.1, and will require
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the lengthy proof of Proposition 64, characterizing the pointwise multipliers of
HBp;m (Tn).
Proof. We rst prove a stronger assertion for Besov spaces by induction on
m. To state this stronger version, we need to recast the seminorms kkBp;m(Bn) we
introduced for Besov spaces on the ball in Section 6, in the language of the discrete
tensors we are using on the Bergman tree. This is easily accomplished by observing
that for f 2 Hol (Bn), and z;  2 Bn, we have
(3.48)
D`f (z) = f (`) (z)

:
Indeed,
jDf (z)j2 =
f 0 (z)1  jj2P + 1  jj21=2Q2
=
f 0 (z)nr d()P + r d()=2Qo2
=
X
i
@f
@zi
(z) ei
n
r d()P + r d()=2Q
o
2
=
X
i
 @f@zi (z)
2 DR d()ei;R d()eiE
= jf 0 (z)j2 ;
and the general case `  1 can be veried by expanding each of the `-tensors
D`f (z) and f
(`) (z) as a sum of the basis tensors ei1 
 ::: 
 ei` , and then using
denitions. Then by Lemma 62 we have
kfkBp 
m 1X
j=0
rjf (0)+ X
2Tn
Z
K
f (m) (z)p

dn (z)
!1=p
;
provided m > 2n=p.
To fully exploit this realization of the Besov space norm, we now dene the
Besov space B(t)p;m (Bn) of t-tensors on the ball.
Definition 23. The space B(t)p;m (Bn) consists of all holomorphic t-tensor-
valued functions A on the ball Bn such that the norm
kAk
B
(t)
p;m(Bn)

m 1X
j=0
rjA (0)+ X
2Tn
Z
K
A(m) (z)p

dn (z)
!1=p
is nite.
Note thatA(m) (z) is a (t+m)-tensor and
A(m) (z)

is its norm in the Hilbert
space E(t+m) given by
q

A(m) (z) ;A(m) (z)
(t+m)

. If A is a polynomial, thenA(m) (z)

 CA;m;t(1  jzj2)(t+m)=2 z 2 K
and we thus see that the space B(t)p;m (Bn) contains all polynomials if p(t+m)=2 
n 1 >  1, orm > 2n=p. One can in fact show that the above norms are equivalent
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for di¤erent m;m0 if both t+m and t+m0 are greater than 2n=p, but we will not
need this fact. We will use however the trivial inequality
(3.49)
A(`)
B
(t+`)
p;m `(Bn)
 kAk
B
(t+m)
p;m (Bn)
; t+m > 2n=p;
for holomorphic t-tensor valued functions, which uses only the denitions and the
identity
 
A(`)
(k)
= A(`+k).
We now extend the denition of the restriction map T to t-tensor-valued func-
tions A on the ball by
TA = fA ()g2Tn ; where TA () = A (c) :
The stronger assertion we will prove by induction on m is:
(3.50) kTAk
HB
(t)
p;m(Tn)  C kAkB(t)p;m(Bn) ; t+m > 2n=p:
The case t = 0 is the required Besov space restriction theorem.
We begin the induction with the case m = 0 of (3.50), i.e.X
2Tn
jA ()jp  C
X
2Tn
Z
K
jA (z)jp dn (z) ;
follows immediately from the mean value equality for holomorphic functions and
tensors,
(3.51) A () =
Z
'(K0)
A (z) dn (z) ;
followed by an application of Minkowskis inequality with the norm jj, and then
observing that ' (K0)  K. Inequality (3.51) is in turn a consequence of the
mean value equality A (0) =
R
B(0;1=2)
A (z) dn (z) and the invariance of the mea-
sure dn.
Now x 0 < m; t M with t+m > 2n=p and make the induction assumption
that (3.50) holds for all smaller m0 < m and 0  t0 M satisfying t0 +m0 > 2n=p.
By Denition 22 we have, with a = TA,
(3.52) kakp
HB
(t)
p;m(Tn)
= ja (o)jp +
mX
`=1
D`mapHB(t+`)p;m `(Tn) + Q(m;t)Dap`p(Tn) :
To estimate the term
D`mapHB(t+`)p;m `(Tn) in (3.52) we write
D`ma = T

A(`)

+

D`ma  T

A(`)

;
and estimate the terms
(3.53)
T A(`)p
HB
(t+`)
p;m `(Tn)
and
(3.54)
D`ma  T A(`)p
HB
(t+`)
p;m `(Tn)
separately. The rst term (3.53) is easy by the induction assumption:T A(`)p
HB
(t+`)
p;m `(Tn)
 C
A(`)p
B
(t+`)
p;m `(Bn)
;
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since (t+ `) + (m  `) = t+m > 2n=p, and then (3.49) yieldsT A(`)p
HB
(t+`)
p;m `(Tn)
 C kAkp
B
(t)
p;m(Bn)
:
To handle the second term (3.54), let a(`) = T
 
A(`)

denote the restriction
of the holomorphic (t+ `)-tensor A(`) to the tree, and use the structure inequality
(3.37) with v` = D`ma  a(`), to obtain
cm
mX
`=1
D`ma  a(`)


L(m;t)  D1ma; :::; Dmma  L(m;t) a(1); :::;a(m)

=
P(m;t) DA  U(m;t) 

=
V(m;t) 

where the vectors U(m;t) and V
(m;t)
 in

E(t)
N
are dened by
U(m;t) = L
(m;t)


a(1); :::;a(m)

= L(m;t)

A(1); :::;A(m)

;
V(m;t) = Da  U(m;t) = DA  U(m;t) :
By a generalization of the local oscillation inequality (5.16) in Proposition 60, with
the scalar f replaced by a t-tensorA, we have the estimate (recall we are identifying
 with c),
V(m;t) 

=

(
A
 
j
 A ()  mX
`=1
D`mA () ^ 
`
 
j   )N
j=1


(3.55)
 C
 Z
K
Am+1 (z)p

dn (z)
!1=p
 C
 Z
K
jAm (z)jp dn (z)
!1=p
:
 Eric: on the second integral on the previous line, I had changed the region of
integration in my copy to KF : That was some time ago. When I came back to it
now I wasnt sure what I had meant by that. My speculation was that it was a note
to myself indicating that you had written K and I thought it should be K and
that the odd construction KF was a reminder to myself to make that change. So,
I made the change. BUT I am speculating on what my earlier intentions were,
AND my thought that it should be K rather than K is based on visual pattern
matching, not on thinking through the math.
The same issue shows up two times about ten pages further on. I have marked
them with H and left them there so you could see what I mean. Could you sort
this out? 
Let `p(t) (Tn) be the space of t-tensor-valued functions A on the tree with
kAk`p
(t)
(Tn) =
 X
2Tn
jA ()jp
!1=p
<1:
We can now estimate the second term (3.54) above using the embedding
`p(t+`) (Tn)  HB(t+`)p;m ` (Tn) ;
388 17. SPACES ON TREES
where to obtainD`ma  T A(`)p
HB
(t+`)
p;m `(Tn)
 C
D`ma  T A(`)

p
`p(Tn)
(3.56)
 C
V(m;t) 

p
`p(Tn)
 C
 X
2Tn
Z
K
jAm (z)jp dn (z)
!1=p
 C kAkp
B
(t+m)
p;m (Bn)
:
To estimate the term
Q(m;t)DAp
`p(Tn) in (3.52), we note that the minimizing
property (3.38) yieldsQ(m;t) DA

= min
x2E(1) :::E(m)
DA  L(m;t) x

(3.57)

DA  U(m;t) 

=
V(m;t) 

:
Thus by (3.55) we can bound
Q(m;t) DA

by C
R
K
jAm (z)jp dn (z)
1=p
, and
so Q(m;t)DAp
`p(Tn)
 C
V(m;t) 

p
`p(Tn)
 C kAkp
B
(t+m)
p;m (Bn)
;
by (3.56). This completes the proof of the rst assertion in Theorem 80.
3.10. Restricting Besov Space Multipliers. We now turn to proving that
T is bounded from the ball multiplier space Mult(Bp) to the tree multiplier space
Mult(HBp;m (Tn)) for 2n=m < p < 2 + 1=(n  1). First we record a variant of the
ball multiplier Theorem 72 using the derivatives Dmc in place of rm.
Lemma 55. Let ' 2 H1 (Bn) \ Bp and m > 2n=p. Then ' is a multiplier on
Bp if and only if X
2Tn
K (z)
Z
K
Dmc' ()p dn () dn (z)
is a Bp-Carleson measure on Bn.
Proof. Since the operators Dmc satisfy the same product rule as rm, and
can be used in place of rm in the seminorm for Bp when m > 2n=p by Lemma
62, the proof of Theorem 72 applies almost verbatim. This completes the proof of
Proposition 55.
Second, we prove the analogue of the tree multiplier Lemma 48 for the holo-
morphic Besov space HBp;m (Tn). We only need the su¢ ciency statement in the
sequel. In order to state the lemma, we begin by expressing the Besov space norm
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HBp;m (Tn) as an `p norm of appropriate quantities. We have
kfkpHBp;m(Tn) = jf (o)j
p
+
X
2Tn
Q(m;0) Df p + mX
`1=1
D`1mf ()pHB(`1)p;m `1 (Tn)
= jf (o)jp +
X
2Tn
Q(m;0) Df p + X
2Tn
jDmmf ()jp
+
m 1X
`1=1
D`1mf ()pHB(`1)p;m `1 (Tn) :
Now write each term
D`1mf ()pHB(`1)p;m `1 (Tn) asD`1mf ()pHB(`1)p;m `1 (Tn) = D`1mf (o)+ X
2Tn
Q(m;m `1) DD`1mf p
+
X
2Tn
Dm `1m `1D`1mf ()p
+
m `1 1X
`2=1
D`2m `1D`1mf ()pHB(`1)p;m `1 (Tn) ;
to get
kfkpHBp;m(Tn) = jf (o)j
p
+
m 1X
`1=1
D`1mf (o)
+
X
2Tn
Q(m;0) Df p + m 1X
`1=1
X
2Tn
Q(m;m `1) DD`1mf p
+
X
2Tn
jDmmf ()jp +
m 1X
`1=1
X
2Tn
Dm `1m `1D`1mf ()p
+
m 1X
`1=1
m `1 1X
`2=1
D`2m `1D`1mf ()pHB(`1)p;m `1 (Tn) :
Continuing in this way we arrive at the desired formula (let sk = `1 + :::+ `k):
kfkpHBp;m(Tn) =
X
sk<m
D`km sk 1 :::D`2m `1D`1mf (o)p(3.58)
+
X
sk=m
X
2Tn
Q(m sk 1;sk 1) DD`k 1m sk 2 :::D`1mf p
+
X
sk=m
X
2Tn
D`km sk 1 :::D`1mf ()p :
Proposition 64. Let m > 2n=p. Then f 2 Mult(HBp;m (Tn)) if and only if
f is bounded and f! ()g2T is a HBp;m (Tn)-Carleson measure, where
(3.59)
! () 
X
sk=m
D`km sk 1 :::D`1mf ()p + X
sk=m
Q(m sk 1;sk 1) DD`k 1m sk 2 :::D`1mf p :
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For the proof of this characterization of the pointwise multipliers ofHBp;m (Tn),
we will need the embeddings
HBq;2 (Tn)  HBr;2 (Tn) ; 1 < q < r <1(3.60)
HBp;m (Tn) = HBp;m0 (Tn) ; m;m0 > 2n=p:
The embedding HBq;2 (Tn)  HBr;2 (Tn) for q < r is automatic from Denition
17 and the embeddings of `q spaces. The equality HBp;m (Tn) = HBp;m0 (Tn) for
m;m0 > 2n=p is established in the following lemma.
Lemma 56. HBp;m (Tn)  HBp;m+1 (Tn) for m  0, 1 < p < 1; and
HBp;m (Tn) = HBp;m0 (Tn) for m;m0 > 2n=p.
Proof. We rst show by induction on m that
kAk
HB
(t)
p;m+1(Tn)
 C kAk
HB
(t)
p;m(Tn) ; 1 < p <1;m  0;
for all t-tensor-valued functions A on the tree Tn. We have from (3.37) that
kAkp
HB
(t)
p;1(Tn)
= jA (o)jp + kD1AkpHBp;0(Tn) +
Q(1;t)DAp
`p(Tn)
 jA (o)jp +
P(1;t)DAp
`p(Tn)
+
Q(1;t)DAp
`p(Tn)
 jA (o)jp + C kDAkp`p(Tn)
 jA (o)jp + C kAkp`p(Tn) = C kAk
p
HB
(t)
p;0(Tn)
:
The signicant inequality above is kDAkp`p(Tn)  C kAk
p
`p(Tn), which cannot be
reversed for general functions A. This establishes the case m = 0 of the induction.
Now from the case m = 0 applied to the (t+ 1)-tensor D2A we have
kAkp
HB
(t)
p;2(Tn)
= jA (o)jp + kD2AkpHBp;1(Tn) +
D22ApHBp;0(Tn) + Q(2;t)DAp`p(Tn)
 jA (o)jp + kD2AkpHBp;0(Tn) +
D22ApHBp;0(Tn) + Q(2;t)DAp`p(Tn)
 jA (o)jp +
P(2;t)DAp
`p(Tn)
+
Q(2;t)DAp
`p(Tn)
 jA (o)jp + kDAkp`p(Tn)
 jA (o)jp +
P(1;t)DAp
`p(Tn)
+
Q(1;t)DAp
`p(Tn)
= kAkp
HB
(t)
p;1(Tn)
;
which is the case m = 1. The general case is similar.
This proof of the opposite inequality,
(3.61) kfkHBp;m(Tn)  C kfkHBp;m+1(Tn) ; m > 2n=p;
is similar to the proof of the analogous Theorem 58 on the ball - see Theorem 6.1
of [Zhu05]. To illustrate we prove only the case m = 1 of (3.61), the case m = 0
being trivial. We must show that kfkHBp;1(Tn)  C kfkHBp;2(Tn) provided p > 2n.
Recall that
kfkHBp;1(Tn)  jf (o)j+ kD1fkHBp;0(Tn) +
Q(1;0)Df
`p(Tn)
;
kfkHBp;2(Tn)  jf (o)j+ kD2fkHBp;1(Tn) +
D22fHBp;0(Tn) + Q(2;0)Df`p(Tn) :
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Now we have
kD1fkHBp;0(Tn) +
Q(1;0)Df
`p(Tn)

P(1;0)Df
`p(Tn)
+
Q(1;0)Df
`p(Tn)
 kDfk`p(Tn)

P(2;t)Df
`p(Tn)
+
Q(2;t)Df
`p(Tn)
 kD2fkHBp;0(Tn) +
D22fHBp;0(Tn) + Q(2;0)Df`p(Tn) ;
and thus it su¢ ces to show that kD2fkHBp;0(Tn)  C kD2fkHBp;1(Tn), orX
2Tn
jD2f ()jp  C
 
jD2f (o)jp +
X
2Tn
jD1D2f jp +
X
2Tn
Q(1;0) DD2f p

!
 jD2f (o)jp +
X
2Tn
P(1;0) DD2f p

+
X
2Tn
Q(1;0) DD2f p

 jD2f (o)jp +
X
2Tn
jDD2f jp ;
i.e.
(3.62)
X
2Tn
jD2f ()jp  C
 
jD2f (o)jp +
X
2Tn
jD2f ()jp
!
(we use the convention D2f (o) = D2f (o)).
Now using (3.2), (3.3) and the operator 
Rd

() = rd()P + rd()=2Q
as in Denition 18, we have 
R df 0

() = f 0 ()
 
R d

()
=
0@ X
o
f 0 ()
1A R d ()
=
X
o
 
R df 0

()
 
Rd

()
 
R d

() ;
and thus the estimate
jD2f ()j =
 R dD2f ()(3.63)

X
o
 R dD2f ()  Rd ()  R d ()
=
X
o
 Rd ()  R d () jD2f ()j :
We now claim that
(3.64)
 Rd ()  R d ()  Cr d()=2:
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To see this we expand the product of operators as 
Rd

()
 
R d

()
=

rd()P + r
d()
2 Q

r d()P + r d()=2Q

= r 
d() d()
2
n
r 
d() d()
2 PP + r
d()
2 PQ + r
 d()=2QP +QQ
o
;
which reduces the proof of the claim to
jPQj  Cr 
d()
2 :
For this it is enough to show that the adjoint (PQ)

= QP

 = QP has norm
bounded by Cr 
d()
2 . However, for a unit vector v, Pv =  where  is a complex
number of modulus at most one, and so
jQPvj = jQ ()j = j   P ()j
= jj
(   )  ((   )  )jj2

 2 j   j  C

1  jj2
1=2
= Cr 
d()
2 ;
by (3.3).
Combining (3.63) and (3.64) we obtain
jD2f ()j  C
X
o
r 
d() d()
2 jD2f ()j :
We write this as
jD2f ()j  C
X
2T
K (; ) jD2f ()j
where the kernel K (; ) is given by [o;] () r[d() d()]=2. We now apply Schurs
test,FF Appendix B ref FF Lemma ??, with auxiliary function with h () =
rtd(). We haveX
2T
K (; )h ()
p0
=
X

r(1=2+p
0t)d()r 
1
2d()  Ch ()p0
provided 1=2 + p0t > 0. We also have using the sparseargument of Lemma 47,
that for " > 0,X
2T
K (; )h ()
p
=
X

r(pt 1=2)d()r
1
2d()
 C`
1X
k=0
 
rn+"
k`
r(pt 1=2)(d()+k`)r
1
2d()  C`h ()p
provided n + " + pt   1=2 < 0, where ` is chosen so large in Denition 8 that
2(N`)
1=`
< rn+". Now since p > 2n, we can choose   12p0 < t < 1=2 n "p for some
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" > 0, and then Schurs test shows that
 X
2T
jD2f ()jp
!1=p
 C
0@X
2T

X
2T
K (; ) jD2f ()j

p1A1=p
 C
0@X
2T
jD2f ()jp
1A1=p ;
which is (3.62) as required. This completes the proof of the case m = 1 of (3.61).
Again the general case is similar and the details are left to the reader. The proof
of Lemma 56 is complete.
Proof. We now return to the proof of Proposition 64. We rst prove the su¢ -
ciency assertion. Let f be bounded and suppose that f! ()g2T is a HBp;m (Tn)-
Carleson measure where ! is as in (3.59). Then if g 2 HBp;m (Tn), we must show
that fg 2 HBp;m (Tn) with norm control
kfgkHBp;m(Tn)  C kgkHBp;m(Tn) ;
where C depends on the Carleson norm k!kCarleson of f! ()g2T . We have
kfgkpHBp;m(Tn) =
X
sk<m
D`km sk 1 :::D`2m `1D`1m (fg) (o)p(3.65)
+
X
sk=m
X
2Tn
Q(m sk 1;sk 1) DD`k 1m sk 2 :::D`1m (fg)p
+
X
sk=m
X
2Tn
D`km sk 1 :::D`1m (fg) ()p :
Consider rst the case that s1 = m in (3.65), so that `1 = m. We must show
that
(3.66)X
2Tn
Q(m;0) D (fg)p

+
X
2Tn
jDmm (fg) ()jp  C k!kpCarleson kgkpHBp;m(Tn) :
To see this we write
D (fg) = f(fg) (j)  (fg) ()gNj=1
= f () fg (j)gNj=1 + g () ff (j)gNj=1
+ ff (j)g (j)gNj=1 ;
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and using the denitions of D`mf () and D
`
mg () we obtain
D (fg) = f ()
(
mX
`=1
1
`!
D`mg () ^

` (j   )	)N
j=1
+ g ()
(
mX
`=1
1
`!
D`mf () ^

` (j   )	)N
j=1
+ f ()Q(m;0) Dg + g ()Q(m;0) Df
+ ff (j)g (j)gNj=1 :
Now using (??), the jth component in the nal term above is 
mX
`=1
1
`!
D`mf () ^

` (j   )	! mX
`=1
1
`!
D`mg () ^

` (j   )	!
+
 
mX
`=1
1
`!
D`mf () ^

` (j   )	!Q(m;0) Dg (j)
+
 
mX
`=1
1
`!
D`mg () ^

` (j   )	!Q(m;0) Df (j)
+

Q(m;0) Df (j)

Q(m;0) Dg (j)

;
where the rst line is
mX
k=1
mX
`=1
1
k!`!
 
Dkmf () ^

k (j   )	  D`mg () ^ 
` (j   )	
=
mX
k=1
mX
`=1
1
k!`!
 
Dkmf ()
D`mg ()

k+` (j   )
=
mX
r=1
"
rX
`=1

r
`
 
Dr `m f ()
D`mg ()
#
r (j   ) :
Altogether we have
(fg) (j) =
mX
r=0
"
rX
`=0

r
`
 
Dr `m f ()
D`mg ()
#
r (j   )(3.67)
+
 
mX
`=1
1
`!
D`mg () ^

` (j   )	!Q(m;0) Df (j)
+
 
mX
`=1
1
`!
D`mf () ^

` (j   )	!Q(m;0) Dg (j)
+

Q(m;0) Df (j)

Q(m;0) Dg (j)

:
Recall the notation jAj =
q
hA;Ai(t) introduced in (3.24). The rst term on
the right side of (3.67) lies in M, and by the fact that P and Q are orthogonal
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projections onto M and M? respectively, we thus haveQ(m;0) D (fg)  mX
`=1
D`mf () Q(m;0) Dg(3.68)
+
mX
`=1
D`mg () Q(m;0) Df 
+
Q(m;0) Df  Q(m;0) Dg :
As in the proof of the corresponding multiplier characterization on the ball, Theo-
rem 72, we set
(3.69) q` =
m
m  ` ; q
0
` =
m
`
; 1  `  m  1;
and continue by estimating the `p norm of the rst terms on the right side of (3.68)
by
X
2Tn
D`mf ()p Q(m;0) Dgp 
(X
2Tn
D`mf ()pq0`
) 1
q0
`
(X
2Tn
Q(m;0) Dgpq`

) 1
q`
 kfkpHBpq0
`
;`(Tn) kgk
p
HBp;m(Tn)
 kfkpHBpq0
`
;m(Tn) kgk
p
HBp;m(Tn)
 kfkpHBp;m(Tn) kgk
p
HBp;m(Tn) ;
where we have used rst that(X
2Tn
D`mf ()pq0`
)1=p
 C kfkHBpq0
`
;`(Tn)
for ` > 2n=p = 2n=pq0` and m  ` (the case m = ` is by denition, and the case
m > ` follows easily), and then (3.60). The `p norms of the remaining terms in
(3.68) are handled similarly and thus we have obtainedX
2Tn
Q(m;0) D (fg)p  C kfkpHBp;m(Tn) kgkpHBp;m(Tn)(3.70)
 C k!kpCarleson kgkpHBp;m(Tn) ;
which is the rst half of (3.66).
The other half of (3.66) requires that
(3.71)
X
2Tn
jDmm (fg) ()jp  C k!kpCarleson kgkpHBp;m(Tn) :
To prove this we write
Dmm (fg) () =
mX
`=0

m
l
 
Dm `m f ()
D`mg ()

(3.72)
+
(
Dmm (fg) () 
mX
`=0

m
l
 
Dm `m f ()
D`mg ()
)
;
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where the rst term is what one expects from Leibnitzrule, and the second term
is the error. With q` and q0` as in (3.69), we estimate the rst term on the right
side of (3.72) by
X
2Tn
Dm `m f ()
D`mg ()p  X
2Tn
Dm `m f ()p D`mg ()p
(3.73)

(X
2Tn
Dm `m f ()pq`
) 1
q`
(X
2Tn
D`mg ()pq0`
) 1
q0
`
 kfkpHBpq`;m `(Tn) kgk
p
HBpq0
`
;`(Tn)
 kfkpHBp;m(Tn) kgk
p
HBp;m(Tn) ;
again since m  ` > 2n(m `)pm = 2npq` and ` > 2n`pm = 2npq0` . To estimate the second term
on the right side of (3.72), we use (3.35) to obtainDmm (fg) () 
mX
`=0

m
l
 
Dm `m f ()
D`mg ()


 C
L(m;0)
(
Drm (fg) () 
rX
`=0

r
l
 
Dr `m f ()
D`mg ()
)m
r=1
 :
We now compute that
L(m;0) fDrm (fg) ()gmr=1 = P(m;0) D (fg)
and that the jth component of L(m;0)
Pr
`=0
 
r
l
  
Dr `m f ()
D`mg ()
	m
r=1
is
mX
r=1
rX
`=0
1
(r   `)!`!
 
Dr `m f ()
D`mg ()

r (j   )
=
mX
r=1
rX
`=0
1
(r   `)!`!
 
Dr `m f ()
r ` (j   )
  
D`mg ()
` (j   )

=
 
mX
`=0
1
`!
D`mf () ^

` (j   )	! mX
`=0
1
`!
D`mg () ^

` (j   )	!
  f () g ()
=

f () + P(m;0) Df (j)

g () + P(m;0) Dg (j)

  f () g () :
Thus the jth component of
(3.74) L(m;0)
(
Drm (fg) () 
rX
`=0

r
l
 
Dr `m f ()
D`mg ()
)m
r=1
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is
P(m;0) D (fg) (j)  g ()P(m;0) Df (j)  f ()P(m;0) Dg (j)
  P(m;0) Df (j)P(m;0) Dg (j)
=  (fg) (j) Q(m;0) D (fg) (j)  g ()

f (j) Q(m;0) Df (j)

  f ()

g (j) Q(m0) Dg (j)

 

f (j) Q(m;0) Df (j)

g (j) Q(m;0) Dg (j)

;
and now, noting that all products not involving a projection Q(m;0) cancel, we
obtain that the jth component of (3.74) is
 Q(m;0) D (fg) (j) + g ()Q(m;0) Df (j) + f ()Q(m;0) g (j)
+ f (j)Q(m;0) Dg (j) + g (j)Q(m;0) Df (j)
 Q(m;0) Df (j)Q(m;0) Dg (j) ;
or simply
f (j)
(m;0)
 Dg (j) + g (j)Q(m;0) Df (j)
 Q(m;0) D (fg) (j) Q(m;0) Df (j)Q(m;0) Dg (j)
= I (j) + II (j) + III (j) + IV (j) :
To handle the sumX
2Tn
jI (j)jp =
X
2Tn
jf (j)jp
Q(m;0) Dg (j)p ;
we simply use the boundedness of f together with the denition of kgkpHBp;m(Tn).
To handle the sumX
2Tn
jII (j)jp =
X
2Tn
jg (j)jp
Q(m;0) Df (j)p ;
we use the inequality Q(m;0) Df (j)p  ! ()
together with our assumption that f! ()g2Tn is a HBp;m (Tn)-Carleson measure.
The sum
P
2Tn jIII (j)j
p is controlled by (3.70), and the nal sum is easy:
X
2Tn
jIV (j)jp  C
 X
2Tn
Q(m;0) Df 2p
!1=2 X
2Tn
Q(m;0) Dg2p
!1=2
 C kfkpHB2p;m(Tn) kgk
p
HB2p;m(Tn)
 C kfkpHBp;m(Tn) kgk
p
HBp;m(Tn) :
This completes the proof of (3.66), which is the case s1 = 1 in (3.65).
The remaining cases sk = `1 + ::: + `k = m with k > 1 are handled similarly,
using repeated application of Hölders inequality on products of tensors as in (3.73),
and using the structural inequality (3.37) to estimate the error in the Leibnitz
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formula, as in (3.72). The details are routine but long, and are left to the interested
reader. The normalizing termsX
sk<m
D`km sk 1 :::D`2m `1D`1m (fg) (o)p
in (3.65) are handled easily, just as the corresponding terms
m 1X
k=0
rk ('f) (0)
in the proof of Theorem 72 on the ball. This completes the proof of the su¢ ciency
assertion in Proposition 64.
For the necessity, a standard argument using the boundedness of the adjoint
of the multiplication operator shows that kfk1  C kfkMult(HBp;m(Tn)). The ar-
guments above can then be reversed to show that f! ()g2Tn is a HBp;m (Tn)-
Carleson measure. This completes the proof of Proposition 64.
Now we return to the proof of the multiplier restriction in Theorem 80. Let
F 2 Mult(Bp) and set
d (z) =
X
2Tn
K (z)
(Z
K
DmcF ()p dn ()
)
dn (z) :
Since p > 2n=m by hypothesis, Lemma 55 shows that  is a Bp-Carleson measure.
Dene the discretization of  in the usual way by
 () =
Z
K
DmcF ()p dn () :
Since p < 2 + 1=(n   1), Theorem 73 shows that f ()g2Tn satises the tree
condition (3.45). Set
! () =
X
sk=m
D`km sk 1 :::D`1mf ()p + X
sk=m
Q(m sk 1;sk 1) DD`k 1m sk 2 :::D`1mf p ;
as in (3.59) in the proof of Lemma 64. It will follow from Lemma 64 that the
restriction f = TF lies in Mult(HBp;m (Tn)) if we can show that f! ()g2Tn is a
HBp;m (Tn)-Carleson measure.
To this end, we invoke the following local version of (3.50):X
sk=m
D`km sk 1 :::D`1mA ()p + X
sk=m
Q(m sk 1;t+sk 1) DD`k 1m sk 2 :::D`1mAp
 C
Z
K
F

A(m) (z)p

dn (z) ;
HH for all holomorphic t-tensor-valued functions A on the Bergman tree. This can
be proved by an induction similar to the proof of (3.50), and we omit the details.
From this we obtain that
I! () =
X
2Tn:
! ()
 C
X
2Tn:
Z
K
F

DmcF (z)p dn (z)
= CI () :
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HHIt now follows that f(+ !) ()g2Tn satises the tree condition (3.45), hence is
aHBp;m (Tn)-Carleson measure by Theorem 79. This nally yields that f! ()g2Tn
is a HBp;m (Tn)-Carleson measure with norm bounded by that of the Bp-Carleson
measure . At long last, this completes the proof of Theorem 80.
3.11. Embeddings and Isomorphisms. Here we make some observations
regarding the restriction map, showing in particular that it is always an embedding,
but never an isomorphism. We rst observe that Tn is neither a zero set for Bp, nor
forMult(Bp), and hence the restriction map T is one-to-one from Bp toHBp;m (Tn),
as well as from Mult(Bp) to Mult(HBp;m (Tn)). Next note that if a holomorphic
function f in the ball vanishes on Tn, then the admissible limits f of f on @Bn are
zero whenever they exist, and thus f vanishes identically on the ball if it is in the
Nevanlinna class ([Rud80]: Theorem 5.6.4).
Second, we observe that Lemma 56 shows that `p (Tn) = HBp;0 (Tn) embeds
continuously into HBp;m (Tn). As a consequence, the restriction map T cannot
map Bp onto HBp;m (Tn). Indeed, if T is onto HBp;m (Tn), and  2 Tn, then
there is F 2 Bp such that F () = 0 for all  2 Tn n fg, and F () = 1. Thus
F (z) is not identically zero, and hence neither is G (z) = F (z) (z1   1) where
 = (1; :::; n). But G 2 Bp by Theorem 72, and this implies that Tn is a zero
set for Bp, a contradiction. The same argument also shows that T cannot map
Mult(Bp) onto Mult(HBp;m (Tn)).
3.12. The Modied Bergman Tree. In this subsection, we construct a
Bergman tree Tn that satises the structural inequality (3.37) for all 0  m+t M ,
where M is chosen so large that M > 2n=p for all 1 < p <1, e.g. M = 2n will do.
Our construction will also have the property that given a sequence Z = fzjg1j=1 in
the ball satisfying the separation condition in (2.5);
 (zi; 0)  C (zi; zj) ; 1  i 6= j <1;
we can arrange to have Z  Tn. This property is crucial for the arguments in Section
5 on interpolating sequences. Moreover, we recall from Lemma 1 above, that we
may assume Z = fzjg1j=1 is already a subset of a Bergman tree Tn = Tn (; ) with
structural constants 0 <  < 1 small and 1 <  <1 large.
We now recall (3.37): for 0  m+ t M , we have
(3.75) cm
mX
`=1
v`


L(m;t)  v1; :::;vm

 Cm
mX
`=1
v`

;
where
L(m;t) x =
(
mX
`=1
1
`!
v` ^ 
`  j   	)N
j=1
2

E(t)
N
;
and x =
 
v1; :::;vm
 2 E(t+1) E(t+2) :::E(t+m) . The main point here is that the
constants cm and Cm in (3.75) are independent of  2 Tn. It is not hard to see that,
given a construction of the Bergman tree Tn = fg2Tn , we can perturb the centers
 = c slightly so that the expression
L(m;t) x

vanishes only when x vanishes.
However, we need a uniform version, and to see this we will use the equivalence
of norms on a nite dimensional vector space together with unitary maps and the
a¢ ne maps   (z) =  + '0 (0) z. These latter maps have the property that  
takes K0 to K approximately, and thus we can initially x our attention on the
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root cube K0. The argument is however complicated by the fact that while we
localize our perturbations to a su¢ ciently small portion of K0 that the a¢ ne maps
  are a good approximation to the corresponding automorphism ', we must also
perturb a large enough number of points in that portion in order that (3.75) holds.
For convenience in notation, we will prove only the case t = 0  m  M as given
in (3.35) above,
(3.76) cm
mX
`=1
v`


L(m;0)  v1; :::;vm  Cm mX
`=1
v`

;
where
L(m;0) x =
(
mX
`=1
1
`!
v` ^ 
`  j   	)N
j=1
; x =
 
v1; :::;vm

:
It su¢ ces to take m =M .
To begin, we will assume that a perturbation has already been performed on
the rst (N = 1) generation of centers c1j in the construction of the Bergman tree
Tn, as given in section 2 above, so that

c1j
	
j
is not contained in the zero set of any
nontrivial complex polynomial of degree at most M . This will require that some
of the centers c1j are displaced a small distance away from the sphere S 32  on which
they initially resided in the construction. We now construct a xed collection of
points E with the above zero set property, and then use unitary and a¢ ne maps to
transplant these points as replacements for certain of the remaining centers cNj .
Let  denote the real (2n  1)-dimensional vector space perpendicular to e1 =
(1; 0; ::; 0) 2 Bn, i.e.
 = fz 2 Cn : Re z1 = 0g :
Let D denote the Euclidean ball of radius 1=2 centered at the origin in ,
D =

z 2  : jzj  1
2

;
and let E = fzjgJj=1 be a maximal -separated subset of D in the Bergman metric,
i.e.
 (zi; zj)  ; for i 6= j;
 (z; E) < ; for z 2 D;
where 0 <  <  will be chosen later. Note that we can arrange to have J as large
as we wish by taking  su¢ ciently small. We also suppose that  is large enough
that D  K0.
We now perturb the points zj slightly by moving them to points z0j so that

 
zj ; z
0
j

< " ;
and such that the set of points E = z0j	Jj=1 is not contained in the zero set of any
nontrivial polynomial F on Cn of degree at most M . This can be done provided
J is large enough, which in turn follows from choosing  small enough (the zero
set property will necessarily force some of the points z0j to lie outside the space ).
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Now dene V(M) (Cn) to be the vector space of polynomials on Cn of degree at
most M that vanish at the origin. Then for all  2 Cn the expression
kFk =
0@ JX
j=1
F  z0j   2
1A1=2
is a norm on V(M) (Cn). Another norm on V(M) (Cn) is given by jxj, where
x =
 
v1; :::;vM

is the unique element such that F (z) =
PM
`=1
1
`!v
`^
`z	. Since
the vector space V(M) (Cn) is nite dimensional, these norms are all equivalent, and
uniformly so for  in any compact subset K of Cn. Such a K will be xed below.
We now transport these points and norms to K , where  is a child of , by
induction on N where  = cNj is in the N
th generation of the construction in
Section 2. So let N  1 and  = cNj so that d () = N . We will perturb certain of
the children of  as follows. Let  be the unique point on the sphere S(d()+1=2)
(where the children of  currently reside) such that
Pd()
 = z = Pd()
for  2 Tn (see the construction of the Bergman tree prior to Lemma 30). We now
pick a unitary map U that takes e1 to jj and use the map  U, where   is
the a¢ ne map dened above, to transport points and norms to [2C()K .
The points E = z0j	Jj=1 are taken by the a¢ ne map  U to a set of points
E =

j0
	J
j=1
=

 Uz
0
j
	J
j=1
;
whose Bergman distance from  is at most a constant C. In order to see this we
note that

 
j0; 

= 
 
'
 
j0

; 0

since the automorphisms preserve the Bergman distance, and thus it su¢ ces to
prove
(3.77) 
 
' Uz
0
j ; 0
  C:
However, a calculation shows that
(3.78) 'a a (z) =
z
1 + a  z ;
which in particular yields j'a a (z)j  1=2 if jzj  1=3, and thus (5.14) as required.
To calculate (3.78), we obtain from (1.2) and (1.3) that
'a (z) =
a  Paz  

1  jaj2
1=2
Qaz
1  a  z ;
 a (z) = a 

1  jaj2

Paz  

1  jaj2
1=2
Qaz
= (1  a  z)'a (z) + jaj2 Paz:
Thus with w =  a (z), we obtain
'a (w) = (1  a  w) 1
n
 a (w)  jaj2 Paw
o
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where
 a (w)  jaj2 Paw = a 

1  jaj2

Pa a (z) 

1  jaj2
1=2
Qa a (z)  jaj2 Pa a (z)
= a  Pa

a 

1  jaj2

Paz  

1  jaj2
1=2
Qaz

 

1  jaj2
1=2
Qa

a 

1  jaj2

Paz  

1  jaj2
1=2
Qaz

= a 
h
a 

1  jaj2

Paz
i
 

1  jaj2
1=2 
 

1  jaj2
1=2
Qaz

=

1  jaj2

[Paz +Qaz]
=

1  jaj2

z
and
1  a  w = 1  a 

a 

1  jaj2

Paz  

1  jaj2
1=2
Qaz

= 1  jaj2 +

1  jaj2

a  z
=

1  jaj2

(1 + a  z) :
Combining these equalities yields (3.78).
Now project the set of points E onto the sphere S(N+1) to obtain the set
P(N+1)E =

P(N+1)
j0	J
j=1
. We note that the sets of points P(N+1)E and
P(N+1)E are well separated from each other for  6= , N = d () = d () if 
is chosen large enough. We now redene the points

zN+1j
	J
j=1
and unit cubes
QN+1j
	J
j=1
in S(N+1) satisfying (1.11) in Section 1.6. We start with the points
EN+1 = [2Tn:d()=NP(N+1)E. They are (1 
p
r") -separated where r = e2 as
in (3.2). Now extend the collection EN+1 to E0N+1 by adding those original points
zN+1j that are at distance at least  from the set EN+1. The resulting collection
E0N+1 = fx0ig satises
d
 
x0i; x
0
j
   1 pr" ; i 6= j;
d (x;E0N ) <
 
1 +
p
r"

; x 2 S(d+1);
Now we proceed with the construction of the cubes QN+1j as in Lemma 29, and
then construct the new cubes KN+1j with new centers as in Section 1.6. Finally,
we repeat this construction inductively for N  1 to obtain a perturbed Bergman
tree.
We have
 Uz = 
 + '0 (0)Uz = 
 + Tz
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where T = '0 (0)U is linear, and so for F (z) =
PM
`=1
1
`!v
` ^ 
`z	 and x = 
v1; :::;vM

,
L(M;0) x2 =

(
MX
`=1
1
`!
v` ^ 
`  j   	)N
j=1

2
(3.79)

JX
j=1

MX
`=1
1
`!
v` ^ 
`  j0   	
2
=
JX
j=1

MX
`=1
1
`!
v` ^ 
`TT 1  j0   	

2
=
JX
j=1

MX
`=1
1
`!
Tv
` ^ 
` z0j   T 1 (  )	

2
= kFk2 
MX
`=1
Tv`2  MX
`=1
v`2

;
since the perturbed children

j0
	J
j=1
are a subset of C (), and since  = T 1 (  )
lies uniformly in a su¢ ciently large compact set K, independent of  2 Tn. Thus
we have proved the left-hand inequality of (3.76) for the new centers. The right
hand inequality is trivial (and not used in this paper anyway).
Finally, we can adapt this construction so that Tn contains a given sequence
Z = fzjg1j=1 in the ball satisfying the separation condition
 (zi; 0)  C (zi; zj) ; 1  i 6= j <1:
Recall that we have already used Lemma 1 to assume that Z  Tn = Tn (; ) with
 small and  large. To see the adaptation, let U = [Jj=1Kj0 be the union of the
cubes Kj0 corresponding to a set of perturbed points E constructed above. Then
the separation condition implies the points zi are so well separated that no more
than one of them occurs in any U, and in fact those U that contain a point zi
are themselves pairwise disjoint and well separated. Thus it su¢ ces to choose the
model set E = z0j	Jj=1 to have the somewhat stronger property that, even after the
removal of a xed number C of points z0i, the resulting set E 0 is still not contained
in the zero set of any nontrivial complex polynomial of degree at most M . Then if
a point zi from Z lies in the cube K, we simply replace  by zi, and if necessary,
modify at most C of the neighboring points so as not to lie too close to zi.
Definition 24. We dene HBp (Tn) to be any of the spaces HBp;m (Tn) with
m > 2n=p. Lemma 56 shows that these spaces are identical, and the above con-
struction of the Bergman tree Tn shows that we can use the same tree Tn for all
Besov spaces HBp;m (Tn) with p > 1 if we choose M = 2n.
4. Notes and Comments
 This material is from our paper, I dont know of anything else we should
mention.

CHAPTER 18
Corona Theorems for Besov Spaces in Cn
In this chapter we prove corona type theorems for the Besov spaces
Bp (Bn) ; 1 < p <1;   0:
The theorems are statements about the solvability of equations
in function spaces. For functions of one variable such theorems are
often proved by constructing solution functions, often by solving
@ equations with function space estimates. As we follow that path
here new di¢ culties arise. The Kozul complex for algebraically
reducing corona problems to solving systems of @ equations is more
intricate. We deal with that by building on the ideas of Andersson
and Carlsson [AC00]. Also, the solution operators of Charpentier
[Charp] which we use for those @ equations have homogenieties
di¤erent from those commonly encountered and techniques must be
introduced to obtain the required estimates. Our approach to that
is facilitated by using the almost invariant holomorphic derivative
of Chapter 14.
Some of the Hilbert spaces we consider have the CPP. For
those we can access the Toeplitz corona theorem and obtain a clas-
sical corona theorem for their multiplier algebras, Mult (B2 (Bn)) ;
0    1=2; n = 1; 2; :::: Special cases include Carlesons cele-
brated corona theorem [Car62] forH1 as well as multiplier corona
theorems for the Dirichlet space and the Drury-Arveson spaces.
1. Single Variable Corona Questions
We begin with an informal discussion of corona theorems and some of the ideas
used in proving them. Additional background is in [Gar] and [Saw, Ch. 3]; more
recent work and further references are in [DKSTW]. add more references here
or in "notes and comments" if appropriate.
It is natural to ask how aspects of the theory of the algebra of polynomials
extend to algebras of analytic functions. For instance, a set of polynomials fpigNi=1
generates the full polynomial algebra, equivalently 1 2 [pi] ; the ideal generated by
fpig ; if and only if the polynomials have no common zeros. The analogous question
makes sense for the algebra of entire functions and was answered by Helmer in 1940
[Hel].
Theorem 81. Given entire functions fgigNi=1 ; a necessary and su¢ cient con-
dition that there are entire functions ffigNi=1 such that
(1.1)
NX
j=1
gj (z) fj (z) = 1; z 2 C;
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is that there is  > 0 so that
(1.2) inf
z2C
NX
i=1
jgi(z)j   > 0:
Exercise 99. Prove this. Hint: Use induction. For the inductive step select
gN+1 to be a polynomial.
Exercise 100. Prove an analogous result with the algebra of entire functions
replaced by the algebra Hol(D):
This particular formulation of (1.2) emphasizes the analogy with what we will
see below. An alternative, equivalent, condition that we will also see below is that
there is a 0 > 0 so that
(1.3) inf
z2C
NX
i=1
jgi(z)j2  0 > 0:
We should go with one of (1.2), (1.3) through the chapter. Which one ??
1.1. The Corona Theorem for H1. It is natural to ask if an analog of the
previous theorem holds for H1 = H1(D), the algebra of bounded analytic function
on the disk. Beyond its intrinsic interest, that question came to prominence because
it is equivalent to an interesting question about the Banach algebra structure of
H1.
The space H1 is a commutative Banach algebra. Its spectrum, or maximal
ideal space, M; is a compact Hausdor¤ space consisting of generalized point eval-
uations. The maximal ideals are the kernels of those functionals. In particular,
associated to each z in D is the evaluation functional, f ! f(z); and its associated
kernel. This association produces a copy D of D inside M: We know D is not com-
pact, so D cannot be all of M: Other points of M can be obtained as generalized
limits of the point evaluations from D; and the question arose if this was the entire
story. Is D dense in M?
The solar corona is a ball of hot gas that is a part of the sun. It extends
far beyond the visible disk of the sun and is ordinarily hidden from sight by the
brightness of the main disk. However it is visible when the main disk is blocked
from view during a solar eclipse. By analogy, the corona" of M is the name given
to the part of M far beyond the discernible disk D and not easily visible. The
corona is the complement of the closure of D; MrD: The corona conjecture was
that there is a corona, that M nD is not empty.
It is an exercise in Banach algebra theory to show that giving a negative answer
to the corona conjecture is equivalent to proving the following analog of Theorem
81 [Saw, Ch. 3].
Theorem 82 (The Corona Theorem, Carleson [Car62]). Given fgigNi=1  H1;
a necessary and su¢ cient condition that there are ffigNi=1  H1 such that
(1.4)
NX
j=1
gj (z) fj (z) = 1; z 2 D;
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is that there exist  > 0 such that
(1.5) inf
z2D
NX
i=1
jgi(z)j > :
This states that there is no corona. There are no hidden evaluation functionals
and the only obstruction to the closed ideal [gi]
N
i=1 being the entire algebra is the
obvious one, the one precluded by (1.5).
Exercise 101. Show that the condition (1.5) is necessary for (1.4).
1.2. A Proof Scheme for Corona Theorems. Suppose we are given fgig
which satises (1.5) and want to nd ffig so that (1.4) is satised. One path would
be to rst nd fFig which satisfy all the required properties except holomorphy
and then adjust or modify these functions as needed.
Here is an outline of that approach for N = 2 functions. Write jgj2 = jg1j2 +
jg2j2 : For i = 1; 2 set
Fi =
gi
jgj2 :
We then have g1F1 + g2F2 = 1: Also, the Fi are bounded and satisfy estimates of
the form
jrFi (z)j  C(1  jzj2) 1
which is the type of smoothness possessed by bounded holomorphic functions.
Exercise 102. Check the estimates for Fi:
Our goal now is to modify the F1 and F2 into functions which still satisfy
the equation, are bounded, and are also holomorphic. Recall that a function h is
holomorphic exactly if @h = 0: Hence, we can nish to proof by modifying F1 and
F2 as follows. Find b1;2 and b2;1 which are bounded and satisfy
(1.6) @bij = Fi @Fj
and then set
f1 = g1 + (b12   b21)g2
f2 = g2 + (b21   b12)g1:
It is straightforward to check that if we can nd the required bij then this would
give an acceptable choice of Fi and the proof would be complete.
Exercise 103. Check the claim in the previous sentence.
To use this proof scheme for N > 2 we need to identify an algebraic structure,
generalizing the equations for bij and Fi; so that the scheme would produce a formal
solution. For functions of one variable this algebraic step is only slightly compli-
cated. When we work with functions of several variables, the algebraic problems
are more substantial and we will rely on a sophisticated algebraic organizing tool,
the Koszul complex. We will discuss those algebraic details later in this chapter.
In any case, we also need to know that we could nd b which not only solve
equations such as (1.6) but which are also in an appropriate function space. That
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will ensure that the functions Fi we construct are multipliers and thus our for-
mal solution will solve the problem. Often, as in the example just presented, the
equation of interest is in the form
(1.7) @b = :
with b the unknown function and with data, ; which is a type of Carleson measure.
For functions of one variable it is not hard to give a solution to the equation. The
function
(1.8) F (z) =
1
2i
Z
D
d ()
   z dA()
satises @F =  in the sense of distribution.
Exercise 104. Prove the claim about @F:
However we will want solutions in particular function spaces such as a multiplier
algebra, and that requires function space estimates for our solution.
There has been a great deal of work on solving equations such as (1.7) with esti-
mates. One powerful tool for doing this is a non-linear solution operator introduced
by Jones [Jon].
Theorem 83. Let  be a complex measure on D and suppose jj is a H2-
Carleson measure. Set  = = kkCM(H2) and dene the integration kernel K by
K (; z; )  2i

1  jj2
(z   )  1  z exp
(Z
j!jjj

 1 + !z
1  !z +
1 + !
1  !

d (!)
)
:
For S dened by
(1.9) S () (z) =
Z
D
K (; z; ) d ()
we have
S () 2 L1loc (D) ;
@S () =  in the sense of distributions,
kS ()kL1(T) . kkCM(H2) :
Jonestheorem can be used to complete the proof outlined above and prove a
corona theorem. There are also extensions and variations which can be used with
the Dirichlet space [Xia] and with Besov spaces [ABP], and those versions can also
be used to prove corona theorems.
(We want to at least mention a path we are not taking. The previous theorem,
and its variations and extensions, can be used to study interpolating sequences,
[Jon], [Saw, Ch. 4.2], [ABP]. We did not do that in Chapter 7 because we were
focusing on Hilbert space methods. In the previous two chapters when considering
interpolating sequences for functions on the ball we did not use theorems about
solving @ equations. However we made fundamental use of an operator   and
noted in the remark at the end of Section 4 that using   was closely related to an
approach based on solving @ equations.)
 the previous paragraph, say more? say less? further references? ok as
is??
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1.3. The Baby Corona Theorem for H2. The corona theorem asks for
existence of functions in H1. Experience has shown that it is often more di¢ cult
to nd a bounded holomorphic function satisfying certain algebraic conditions than
to nd a function in some other function space which satises the same conditions.
Hence, it is at least plausible that the following baby corona theorem could be easier
to establish.
Theorem 84 (Baby Corona Theorem). Given fgigNi=1  H1; a necessary and
su¢ cient condition that, for each h 2 H2 there are ffigNi=1  H2 such that
(1.10)
NX
j=1
gj (z) fj (z) = h(z); z 2 D;
is that there exist  > 0 such that
(1.11) inf
z2D
NX
i=1
jgi(z)j > :
Exercise 105. Check that the baby corona theorem holds if and only if it holds
for h equal to the constant function 1:
Exercise 106. Show that if Theorem 82 is known then the hard implication in
the previous theorem, (1.11) implies (1.10), holds.
1.4. The Toeplitz Corona Theorem. We will call Theorem 82 and its
analogs multiplier corona theorems; that is, if X is a Banach space of holomor-
phic functions on a domain 
 in Cn and Mult (X) is its multiplier algebra, then we
will say the multiplier corona theorem holds for X if Theorem 82, as modied for
X; is true. The modications are the obvious ones; H1 is replaced by Mult (X) ;
D is replaced by 
: The Banach algebra argument which works for H1 also works
in this general case to show that such a theorem is equivalent to the absence of a
corona in the maximal ideal space of the Banach algebra Mult(X).
A baby corona theorem is a consequence of, and often easier to prove than,
a multiplier corona theorem. Furthermore in some cases there is also a reverse
implication; a baby corona theorem implies a multiplier corona theorem. We men-
tioned that for a RKHS with a CPP there is a very close interrelation between
the function theory of the Hilbert space and the function theory of the associated
multiplier algebra. The following Toeplitz corona theorem which relates the baby
corona theorem to the multiplier corona theorem is a striking example of this. The
theorem was proved for H2 and H1 in [Arv75] and [Sch]. The general version is
due to Ball, Trent and Vinnikov [BTV] (see also Ambrozie and Timotin [AT] and
Theorem 8.57 in [AgMc]).
Theorem 85 (Toeplitz Corona Theorem). Suppose 
 is an open set in Cn and
H  Hol (
) is a RKHS with a CPK. The multiplier corona theorem holds for X
if and only if the baby corona theorem holds for X:
In this chapter we will prove the baby corona theorem for a family of Besov
spaces on the complex ball. For the spaces in that family that are RKHS with a
CPK we are then able to invoke this Toeplitz corona theorem (actually, a slightly
more elaborate version stated in a moment) and obtain a multiplier corona theorem.
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2. Corona Theorems on the Ball
We will consider Besov spaces Bp
 
Bn;Ck

; 0    1=2; 1 < p < 1; of
Ck valued functions dened on the n ball Bn: (These spaces are studied for all
  0:However our methods here require   1=2: Less is known if  is larger;
however see [TW].) Our multiplier theorems will involve N tuples of multipliers
between two such spaces. Although we will work in a rather general context the
reader may want to focus on special cases.
The parameter value  = 0 corresponds to the classical Besov spaces, the ones
we considered in previous chapters. Most of the main ideas of the proofs are already
present in that special case, but some of the details about boundedness of operators
are more delicate at the endpoint  = 1=2: Most of the core ideas are of the proof
are also present in the special cases of Hilbert spaces of scalar valued functions,
p = 2; k = 1; and for multipliers of a space into itself.
When restricted to functions of one variable, n = 1; the parts of the proof
involving the Kozul complex can be simplied a great deal as can the computation
of the kernels for the solution operators. However the boundedness estimates for
the solution operators still carry some of the basic ideas of the general proof. For
 = 1=2 and n = 1 we obtain an alternative proof of Carlesons corona theorem,
however the estimates it provides are not as sharp as those of the standard proof.
The theorem involves N tuples of functions. If N = 1 the result are trivial.
If N = 2 there is a fundamental simplication in the algebraic analysis associated
with the Kozul complex; that is discussed briey below. The case N = 3 captures
the ideas of the general case.
ARE THE PREVIOUS PARAGRAPHS CORRECT
2.1. Denitions and Theorems. We dene the spaces Bp (Bn); 1 < p <1;
0    1=2; to be the spaces of holomorphic functions on Bn for which
(2.1) kfkBp 
m 1X
k=0
rkf (0)+ Z
Bn
(1  jzj2)m+rmf (z)p dn (z)1=p <1;
for some m > n=p   . The spaces with  = 0 are the Besov spaces of previous
chapters and many of the results for these spaces follow the same pattern as the
results for those spaces and for the same reasons. For instance, as before. the right
side is nite for some m > n=p    (i.e. if m is large enough to insure that the
integral is nite when f is a polynomial) if and only if it is nite for all m > n=p 
in which case the associated norming functionals are equivalent; see Proposition 58
(see also [Bea], [ZZ]).
The spaces B2 (Bn) are all RKHS and many carry additional names. B
1=2
2 (B1)
is the one variable Hardy space, H2; a space of functions in the disk that can also be
studied as a space of boundary value functions on the circle. The spaces B1=22 (Bn),
often called the n dimensional Hardy spaces, H2(@Bn) are spaces of functions on
the ball which can also be studied as spaces of boundary value functions on the
sphere. The space B12(B1) is the Bergman space, A2; space of holomorphic functions
that are square integrable (with respect to area measure) on the disk. The spaces
B12(Bn) consists of holomorphic functions on the ball that are square integrable
with respect to volume measure. They are the higher dimensional Bergman spaces,
A2(Bn). The spaces .B1=22 (Bn) are RKHS with kernel function kz(w) = (1  zw) 1:
If n = 1 this is the classical Hardy space. If n > 1 the space is not the same
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as the Hardy space. It is often called the Drury-Arveson space (although usage
is still in ux) and sometimes denoted DAn; sometimes H2n: The space B
0
2(B1) is
the classical Dirichlet space, D. The spaces B02(Bn) are sometimes called higher
dimensional Dirichlet spaces.
FF check and correct all the indices in the previous paragraph FF
We will denote by Bp
 
Bn; `2

the corresponding spaces of Hilbert space valued
functions, equivalently the space of sequences of scalar valued functions. Taking
into account that we use jj for both the modulus of a complex number and the
norm of an element in `2 we nd that the formula for the norm Bp
 
Bn; `2

has the
exact same appearance as the formula given above for the norm in Bp (Bn): The
space Bp
 
Bn; `2

consists of all f = (fi)
1
i=1  Hol (Bn) such that
(2.2)
kfkBp (Bn;`2) 
m 1X
k=0
rkf (0)+ Z
Bn
(1  jzj2)m+rmf (z)p dn (z)1=p <1;
for some m > n=p   . Again, the right side is nite for some m > n=p    if
and only if it is nite for all m > n=p    in which case the associated norming
functionals are equivalent.. We will continue to write Bp (Bn) for the scalar-valued
space.
We will consider multipliers between spaces of vector valued functions. We
start with the abstract situation, Given a Banach space of functions X and given
N 2 N we let NX be the vector space of N tuples of elements of X; normed by,
for h = (hj)
N
j=1 2 NX;
(2.3) khkNX =
0@ NX
j=1
khjk2X
1A1=2 :
We now dene multipliers from X to NX: For f = (f)N=1 2 NX the multi-
plication operator Mf which sends h 2 X to Mfh = (fh)N=1 is a densely dened
map of X to NX. If it is bounded we say f is a multiplier of X to NX: We
denote the space of all multipliers by Mult
 
X;NX and we norm that space by
kfkMult(X;NX) = kMfkX!NX = supkhkX1
kMfhkNX :
We are comfortable with the choice N = 1 in the previous formulas and we
will be particularly interested in the multipliers from Bp (Bn) to Bp
 
Bn; `2

: Given
g 2 Bp
 
Bn; `2

the multiplication operatorMg dened by (Mgf) (z) = f(z)g(z) is a
densely dened map from Bp (Bn) to Bp
 
Bn; `2

:When Mg extends to a bounded
map we say that g is a vector valued multiplier, g 2 Mult  Bp (Bn) ; Bp  Bn; `2 ;
and dene the multiplier norm of g to be the operator norm of Mg;
kgkMult(Bp (Bn);Bp (Bn;`2)) = kMgkBp (Bn)!Bp (Bn;`2) :
However, that being said, when it seems safe we may abbreviate things; for example
writing kgkMult ; or kMgk :
This space of vector valued multipliers, Mult
 
X;NX ; is very similar to the
multiplier algebraMult (X) ; but when considering analogies between the two spaces
it should be kept in mind that the rst space is not an algebra if N > 1:
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Here is the baby corona theorem for the `2-valued Banach spaces Bp
 
Bn; `2

,
  0, 1 < p <1 ([CSW11]).
Theorem 86 (Baby Corona Theorem). Let  > 0,   0 and 1 < p < 1.
Then there is a constant Cn;;p; such that given
g = (gi)
1
i=1 2 Mult
 
Bp (Bn) ; Bp
 
Bn; `2

which satises
kMgkBp (Bn)!Bp (Bn;`2)  1;
1X
j=1
jgj (z)j2  2 > 0; z 2 Bn;
there is, for each h 2 Bp (Bn) ; a vector-valued function f 2 Bp
 
Bn; `2

satisfying
kfkBp (Bn;`2)  Cn;;p; khkBp (Bn) ;(2.4)
1X
j=1
gj (z) fj (z) = h (z) ; z 2 Bn:
For some Hilbert spaces we also have the Toeplitz corona theorem. Let X
be a Hilbert space of holomorphic functions in an open set 
 in Cn: Suppose X
is a reproducing kernel Hilbert space with a irreducible complete Pick kernel as
described in Section 2.
Theorem 87 (Toeplitz Corona Theorem). Let  > 0 and N 2 N. The functions
g1; : : : ; gN 2 Mult(X) satisfy the following "baby corona property"; for every h 2 X,
there are f1; : : : ; fN 2 X such that
kf1k2X +   + kfNk2X 
1

khk2X ;(2.5)
g1 (z) f1 (z) +   + gN (z) fN (z) = h (z) ; z 2 
;
if and only if g1; : : : ; gN 2 Mult(X) satisfy the following "multiplier corona prop-
erty"; there are '1; : : : ; 'N 2 Mult(X) such that
k'kMult(X;NX)  1;(2.6)
g1 (z)'1 (z) +   + gN (z)'N (z) =
p
; z 2 
:
This formulation with  is traditional.
For 0    1=2 the spaces X = B2 (Bn) are RKHS with CPP. That follows
from the multivariate version of Quiggens theorem, Theorem 19; see also [ARS06].
Hence, for those spaces we can combine the previous two theorems and obtain the
following.
Corollary 43 (Multiplier Corona Theorem). For the algebras A = Mult (B2 (Bn)) ;
0    1=2; the corona theorem is true; that is, (??) holds if and only if (1.1).
This covers the multiplier algebras of the n dimensional Drury Arveson space,
Mult(B
1=2
2 (Bn)); and of the n dimensional Dirichlet space, Mult
 
B02 (Bn)

; For
 = 1=2; n = 1; the algebra is H1(D) and the result is Carlesons corona theorem.
The particular case  = 0; n = 1 gives a corona theorem for the multiplier algebra
of the classical Dirichlet space, a result rst proved by Tolokonnikov [?]. Brett,
what is the right reference here? same question other Tolokonnikov references
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This corollary actually only requires the baby corona theorem for CN valued
functions with N nite. However the general statement for Hilbert space valued
functions opens the way to further developments. For instance, there is a richer,
more complicated, story for operator valued multipliers between spaces of Hilbert
space valued functions. We will just mention a result. Combining the baby corona
theorem, the Toeplitz corona theorem, and the work of Trent and Zhang on ma-
tricial corona theorems [TZ06], [TZ07].we have a semi-innite matricial corona
theorem.
Corollary 44 (Matricial Corona Theorem). Let 0    1=2. Let H1 be
a nite m-dimensional Hilbert space and let H2 be an innite dimensional Hilbert
space. Suppose that G 2 Mult(B2 (Bn) (H1 ! H2)) satises 2Im  G(z)G(z) 
Im. Then there is F 2 MultB2 (Bn)(H2!H1) such that
F (z)G(z) = Im;
kFkMult(B2 (Bn)(H2!H1))  C;n;;m:
Surprisingly, the story ends here in a certain sense. S. Treil has shown if we per-
mit both H1 and H2 to have innite dimension then this corollary can fail, even for
the classical Hardy space on the disk, H2 = B1=22
 
B1

: include reference??.
2.2. Plan for the Proof. As we said, most of the work in this chapter is in
proving the baby corona theorem. Fundamental work on that problem was done in
a 2000 paper by J. M. Ortega and J. Fabrega [OF00]. They obtained results for
the multiplier algebras Mult (B2 (Bn)) with 0   < 1=2 (but not  = 1=2): They
considered fgigNi=1 with N = 2: That case is already highly nontrivial, note that in
[Car62] Carleson uses his new description of the interpolating sequences for H1
to resolve the N = 2 case of the corona conjecture for H1: With the restriction
to N = 2 the antisymmetric 2-tensor 
21 of (0; 1)-forms which arises in the Koszul
complex below is, in fact, a 2  2 antisymmetric matrix. The simple form of such
matrices makes it easy to see that 
21 is @-closed and hence to move forward in the
proof. Substantial new issues arise if this simplication is not present. Nevertheless,
the work of Ortega and Fabrega was inuential in shaping the basic groundwork
and approach in the following sections.
When going past N = 2 functions it turns out to be just as easy to treat the
case N = 1. This includes the results for `2N valued functions and, in fact, gives
all those results with constants independent of N .
We are given an innite vector of multipliers
g = (gi)
1
i=1 2 Mult
 
Bp (Bn) ; Bp
 
Bn; `2

that satisfy
kgkMult(Bp (Bn);Bp (Bn;`2)) = kMgkBp (Bn)!Bp (Bn;`2)  1
inf
Bn
jgj   > 0:
We are given an element h 2 Bp (Bn). We wish to nd f = (fi)1i=1 2 Bp
 
Bn; `2

such that
(1) Multg f = g  f = h;
(2) @f = 0;
(3) kfkBp (Bn;`2)  Cn;;p; khkBp (Bn) :
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A rst approximation to a solution is
f =
g
jgj2h:
That function obviously satises (1) and it can be shown to satisfy di¤erential
estimates similar to (3), but in general it fails to satisfy (2).
To rectify this we use the Koszul complex in Section 4. To help adapt it to our
needs we use the remarkable factorization of the Koszul complex due to Andersson
and Carlsson [AC00]. Those tools show how to use solutions to @ problems on
forms of bidegree (0; q), 1  q  n, to produce a correction term g 20 so that
f =
g
jgj2h  g 
2
0
now satises (1) and (2).
The correction term g 20 is obtained by solving @ equations and to ensure
that (3) holds we must have good estimates for the solution operator. In one di-
mension the formula of Jones, Theorem 83, can be used to nd solutions which
are readily seen to satisfy the needed estimates. However the situation in higher
dimension is more complicated. In Section 3 we explicitly calculate Charpentiers
solution operators for @ equations and use them in solving the equations that arise
from the Koszul complex. Those computations are lengthy but the solution opera-
tors obtained are remarkably simple in form. Moreover the operators are superbly
adapted for obtaining estimates in real-variable analogues of the Besov-Sobolev
spaces in the ball. In particular, the kernels K (w; z) of these solution operators
involve expressions such as
(2.7)
(1  wz) (1  jwj2)
4 (w; z) ;
see, for example, (3.4). Here 4 (w; z) is a quantity related to the complex geometry
and the distance between w and z; it has many equivalent descriptions (4.6).
In Section 3.2 we recall the clever integration by parts formulas of Ortega
and Fabrega involving the left side of (2.8), and extend them to the Charpentier
solution operators for higher degree forms. When we di¤erentiate (2.7) the power
of 4 (w; z) in the denominator can increase but the integration by parts in Lemma
59 below will temper this singularity on the diagonal. On the other hand the radial
integration by parts in Corollary 45 below will temper singularities on the boundary
of the ball.
In Section 4.2 we introduce p;m (Bn) ; real-variable analogues of the Besov-
Sobolev spaces Bp (Bn) along with `2-valued variants. Just as with the spaces
Bp (Bn) and HBp(Tn), the denitions reect the complex geometry of the ball, a
geometry that is reected in the solution kernels in (2.7). This will be done using
the almost invariant holomorphic derivative, D; which was introduced in Section
5.1
Df (w) = (1  jwj2)Pwr+
q
1  jwj2Qwr:
as well as its conjugate operator; also introduced there. That operator will give us
information when applied to functions which are not necessarily holomorphic.
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Several crucial inequalities are then developed to facilitate showing the bound-
edness of the Charpentier solution operators, most notably
(2.8)
(z   w) @m@wF (w)
  C 4 (w; z)m=2 (1  jwj2) mDmF (w) ;
for F 2 H1  Bn; `2, which controls the product of Euclidean lengths with Euclid-
ean derivatives on the left, in terms of the product of the smaller length
p4 (w; z)
and the larger derivative (1  jwj2) 1D on the right. (We caution the reader that
our denition of D
m
is not simply the composition of m copies of D see Denition
30 below.)
We then use the Schurs test analysis in FF specic Appendix B reference
FF to establish the boundedness of positive operators with kernels related to (2.7).
Those results turn out to be extremely well suited for dealing with the ameliorated
solution operators of Charpentier.
Finally in Section 5 we put these pieces together to prove theorem 86.
2.3. Related Results. Relatively little is known about multiplier algebras of
other spaces of holomorphic functions of several complex variables.
Of course the scale of Besov spaces is not the only one for which these questions
make sense. The Hardy spaces on the ball, Hp(Bn); 1 < p < 1: have also been
considered. Those spaces all have H1(Bn) as their multiplier algebra. An early
and very inuential paper by Varapoulos [Var] gave results in the spirit of a corona
theorem for N = 2 functions but only obtained BMO estimates for the function
ff1; f2g, not boundedness. This was taken slightly further by Costea, Sawyer and
Wick in [CSW10, n] where it was shown that it is possible to obtain BMO esti-
mates when there are an innite number of generators. The actual corona question
remains open for the algebra H1(Bn):
Also, baby corona theorems and variants are known for some of the Hardy
spaces on the ball, including work by Andersson and Carlsson [AC94], [AC01],
Amar [Ama91], and Krantz and Li [KL].
There are also results for the Hardy spaces on the polydisk. In [TW05] Treil
and Wick obtain the Hp corona theorem on the polydisk Dn (see also Lin [LinKC]
and Trent [Tren08]). However the Hardy space on the polydisk, H2 (Dn) ; fails to
have the CPP, and the more complicated version of the Toeplitz corona theorem
which holds for H2 (Dn) is not directly applicable. As a result the corona theorem
for the algebra H1 (Dn) on the polydisk remains open for n  2. Finally, even the
baby corona problems, apart from that for Hp, remain open on the polydisk.
3. Charpentiers Solution Kernels
In Theorem I.1 on page 127 of [Charp], Charpentier proves the following for-
mula which, when given a @-closed (0; q + 1)-form f , will let us solve @zu = f .
Theorem 88. For q  0 and all forms f () 2 C1  Bn of degree (0; q + 1), we
have for z 2 Bn:
f (z) = Cq
Z
Bn
@f () ^ C0;q+1n (; z) + cq@z
Z
Bn
f () ^ C0;qn (; z)

:
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Here C0;qn (; z) ;dened in Denition 26 below, is a (n; n  q   1)-form in  on
the ball and a (0; q)-form in z on the ball. Using Theorem 88 we can solve @zu = f
as follows. Set
u(z)  cq
Z
Bn
f() ^ C0;qn (; z)
Taking @z of this we see from Theorem 88 and @f = 0 that
@zu = cq@z
Z
Bn
f() ^ C0;qn (; z)

= f(z):
It is essential for our proof to explicitly compute the kernels C0;qn when 0  q 
n  1. The case q = 0 is given in [Charp] and we briey recall the setup. Denote
by 4 : Cn  Cn ! [0;1) the map
4(w; z)  j1  wzj2   (1  jwj2)(1  jzj2):
and recall from (4.6) that this quantity is a measure of the distance between w and
z and it can be rewritten in a number of ways, some with quite di¤erent appearance.
To compute the kernels C0;qn we start with the closed Cauchy-Leray form (see
e.g. 16.4.5 in [Rud80])
(; w; z)  1
((w   z))n
nX
i=1
( 1)i 1i [^j 6=idj ] ^ni=1 d(wi   zi):
One then lifts the form  via a section s to give a closed form on CnCn. Namely,
for s : Cn  Cn ! Cn one denes,
s (w; z)  1
(s (w; z) (w   z))n
nX
i=1
( 1)i 1si (w; z) [^j 6=idsj ] ^ni=1 d (wi   zi) :
Now we select s to be the following section used by Charpentier:
(3.1) s(w; z)  w(1  wz)  z(1  jwj2):
Simple computations [?] should be ??,but which one,. Why are they not "FO"
in alphabetical order? Also, it is used one other place, I assume the same choice
for ??. Also, even if these two are di¤erent from each other, we are still not using
all three [?] refs in the current bibliography.  demonstrate that
(3.2) s(w; z)(w   z) = 4 (w; z) :
Definition 25. We dene the Cauchy Kernel on Bn  Bn to be
(3.3) Cn (w; z)  s(w; z)
for the section s given in (3.1) above.
Definition 26. For 0  p  n and 0  q  n  1 we let Cp;qn be the component
of Cn (w; z) that has bidegree (p; q) in z and bidegree (n  p; n  q   1) in w.
Thus if  is a (p; q + 1)-form in w, then Cp;qn ^  is a (p; q)-form in z and a
multiple of the volume form in w. We now prepare to give explicit formulas for
Charpentiers solution kernels C0;qn (w; z). First we introduce some notation.
Notation 1. Let !n (z) =
Vn
j=1 dzj. For n a positive integer and 0  q 
n   1 let P qn denote the collection of all permutations  on f1; : : : ; ng that map to
fi ; J ; Lg where J is an increasing multi-index with card(J) = n q 1 and L
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is an increasing multi-index with card(L) = q. Let   sgn () 2 f 1; 1g denote
the signature of the permutation .
Note that the number of increasing multi-indices of length n   q   1 is   nq+1,
while the number of increasing multi-indices of length q is
 
n
q

. Since we are only
allowed certain combinations of J and L (they must have disjoint intersection
and they must be increasing multi-indices), it is straightforward to see that the
total number of permutations in P qn that we are considering is (n  q)
 
n
q

.
From Øvrelid [Ovr] we obtain that Charpentiers kernel takes the (abstract)
form
C0;qn (w; z) =
1
4(w; z)n
X
2P qn
sgn () si
^
j2J
@wsj
^
l2L
@zsl ^ !n(w):
Fundamental for us will be the explicit formula for Charpentiers kernel given in
the next theorem. We are informed by Part 2 of Proposition I.1 in [Charp] that
Cp;qn (w; z) = 0 for w 2 @Bn, and this serves as a guiding principle in the proof
below. It is convenient to isolate the following factor common to all summands in
the formula:
(3.4) qn (w; z) 
(1  wz)n 1 q (1  jwj2)q
4 (w; z)n ; 0  q  n  1:
Theorem 89. Let n be a positive integer and suppose that 0  q  n 1. Then
(3.5)
C0;qn (w; z) =
X
2P qn
( 1)q qn (w; z) sign () (wi   zi )
^
j2J
dwj
^
l2L
dzl
^
!n (w) :
Remark 24. We can rewrite the formula for C0;qn (w; z) in (3.5) as
(3.6)
C0;qn (w; z) = qn (w; z)
X
jJj=q
X
k=2J
( 1)(k;J) (zk   wk) dzJ ^ dw(J[fkg)c ^ !n (w) ;
where J [ fkg here denotes the increasing multi-index obtained by rearranging the
integers fk; j1; : : : ; jqg as
J [ fkg = j1; : : : ; j(k;J) 1; k; j(k;J); : : : ; jq	 :
Thus k occupies the  (k; J)th position in J [ fkg. The notation (J [ fkg)c refers
to the multi-index obtained by rearranging the integers of f1; 2; : : : ; ngn(J [ fkg) in
increasing order. To see (3.6), we note that in (3.5) the permutation  takes the n-
tuple (1; 2; : : : ; n) to (i ; J ; L). In (3.6) the n-tuple (k; (J [ fkg)c ; J) corresponds
to (i ; J ; L), and so sgn () becomes in (3.6) the signature of the permutation that
takes (1; 2; : : : ; n) to (k; (J [ fkg)c ; J). This in turn equals ( 1)(k;J) with  (k; J)
as above.
We observe at this point that the functional coe¢ cient in the summands in
(3.5) looks like
( 1)qqn (w; z) (wi   zi ) = ( 1)q
(1  wz)n q 1(1  jwj2)q
4(w; z)n (wi   zi ) :
Hence, relative to the invariant measure and the Bergman metric, this kernel has a
singularity on the diagonal similar to that of a fractional integral operator of order
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one. Finally, we will adopt the usual convention of writing
C0;qn f (z) =
Z
Bn
f (w) ^ C0;qn (w; z) ;
when we wish to view C0;qn as an operator taking (0; q + 1)-forms f in w to (0; q)-
forms C0;qn f in z.
Proof of Theorem 89: The proof is a lengthy computation in exterior di¤er-
ential calculus with more exterior algebra bookkeeping than calculus.
For typographic convenience for dealing with some of the long formulas in this
section we introduce the abbreviations:

 = (1  wz)
	 = (1  jwj2)
In the computation of the Cauchy kernel Cn(w; z), we need to compute the full
exterior derivative of the section s(w; z). Straightforward computations show that
@wsi (w; z) =
nX
j=1
(ziwj   wizj) dwj(3.7)
@wsi (w; z) = 
dwi +
nX
j=1
wjzidwj
= 
dwi + zi@wjwj2(3.8)
@zsi (w; z) =  
dzi  
nX
j=1
wiwjdzj
=  	dzi   wi@z(wz):(3.9)
@zsi (w; z) = 0;
We also have the following representations of sk, again following by simple
computation. Recall from Notation 1 that f1; 2; : : : ; ng = fig [ J [ L where J
and L are increasing multi-indices of lengths n   q   1 and q. We will use the
following with k = i .
sk = (wk   zk) +
X
l 6=k
wl(wlzk   wkzl)
= (wk   zk) +
X
j2J
wj(wjzk   wkzj) +
X
l2L
wl(wlzk   wkzl)
= (wk   zk) + zk
X
j2J
jwj j2   wk
X
j2J
wjzj + zk
X
l2L
jwlj2   wk
X
l2L
wlzl:
Remark 25. Since A^A = 0 for any form, we have in particular that @w jwj2^
@w jwj2 = 0 and @z (wz) ^ @z (wz) = 0.
Using this remark we next compute
V
j2J @wsj . We identify J as j1 < j2 <
   < jn q 1 and dene a map {(jr) = r, namely { says where jr occurs in the
multi-index. We will frequently abuse notation and simply write {(j). Because
@wjwj2 ^ @wjwj2 = 0 it is easy to conclude that we cannot have any term in @wjwj2
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of degree greater than one when expanding the wedge product of the @wsj .
^
j2J
@wsj =
^
j2J


dwj + zj@wjwj2
	
= 
n q 1
^
j2J
dwj
+
n q 2
X
j2J
( 1){(j) 1zj@wjwj2 ^
^
j02Jnfjg
dwj0
= 
n q 2
0@
+ X
j2J
wjzj
1A ^
j2J
dwj
+
n q 2
X
j2J
( 1){(j) 1zj
X
k2L[fig
wkdwk
^
j02Jnfjg
dwj0
The last line follows by direct computation using
@w jwj2 =
X
j2J
wjdwj +
X
k2L[fig
wkdwk:
A similar computation yields that
^
l2L
@zsl = ( 1)q
^
l2L

	dzl + wl@z(wz)
	
= ( 1)q
 
	q
^
l2L
dzl
!
+ ( 1)q	q 1
X
l2L
( 1){(l) 1wl@z(wz) ^
^
l02Lnflg
dzl0
= ( 1)q	q 1
 
	+
X
l2L
jwlj2
! ^
l2L
dzl
+ ( 1)q	q 1
X
l2L
( 1){(l) 1wl
X
k2J[fig
wkdzk
^
l02Lnflg
dzl0 :
An important remark at this point is that the multi-index J or L can only
appear in the rst term of the last line above. The terms after the plus sign have
multi-indices that are related to J and L , but di¤er by one element. This fact
will play a role later.
Combining things, we see that
^
j2J
@wsj
^
l2L
@zsj = ( 1)q
n q 2	q 1 (I + II + III + IV) ;
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where
I =
0@
+ X
j2J
wjzj
1A 	+ X
l2L
jwlj2
! ^
j2J
dwj
^
l2L
dzl;
II =
0@
+ X
j2J
wjzj
1A ^
j2J
dwj

0@X
l2L
( 1){(l) 1wl
X
k2J[fig
wkdzk
^
l02Lnflg
dzl0
1A
III =
0@X
j2J
( 1){(j) 1zj
X
k2L[fig
wkdwk
^
j02Jnfjg
dwj0
1A

 
1  jwj2 +
X
l2L
jwlj2
! ^
l2L
dzl;
IV =
0@X
j2J
( 1){(j) 1zj
X
k2L[fig
wkdwk
^
j02Jnfjg
dwj0
1A

0@X
l2L
( 1){(l) 1wl
X
k2J[fig
wkdzk
^
l02Lnflg
dzl0
1A
We next introduce a bit more notation to aid in the computation of the kernel
C0;qn (w; z). For 1  k  n we let P qn(k) = f 2 P qn : (1) = i = kg. This divides
the set P qn into n classes with
 
n 1
q

elements. At this point, with the notation
introduced in Notation 1 and computations performed above, we have reduced the
calculation of C0;qn (w; z) to
C0;qn (w; z) =
1
4(w; z)n
X
2P qn
si
^
j2J
@wsj
^
l2L
@zsl ^ !(w)
=
( 1)q
n q 2	q 1
4(w; z)n
nX
k=1
sk
X
2P qn(k)
(I + II + III + IV)
=
( 1)q
n q 2	q 1
4(w; z)n
nX
k=1
sk(I(k) + II(k) + III(k) + IV (k))
=
( 1)q
n q 2	q 1
4(w; z)n
nX
k=1
skC(k):
Here we have dened C(k)  I(k) + II(k) + III(k) + IV (k), and
I(k) 
X
2P qn(k)
I II(k) 
X
2P qn(k)
II
III(k) 
X
2P qn(k)
III IV (k) 
X
2P qn(k)
IV :
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For a xed  2 P qn we will compute the coe¢ cient of
V
j2J dwj
V
l2L dzl.
We will ignore the functional coe¢ cient in front of the sum since it only needs to
be taken into consideration at the nal stage. We will show that for this xed
 the sum on k of sk times I(k), II(k), III(k) and IV (k) can be replaced by

	(wi   zi )
V
j2J dwj
V
l2L dzl. There will also be other terms that appear
in this expression that arise from multi-indices J and I that are not disjoint. Using
the computations below it can be seen that these terms actually vanish and hence
provide no contribution for C0;qn (w; z). Since  is an arbitrary element of P qn this
will then complete the computation of the kernel.
Note that when k = i then we have the following contributions. It is easy to
see that II(i ) = III(i ) = 0. It is also easy to see that
I(i ) = 
0@
+ X
j2J
wjzj
1A 	+ X
l2L
jwlj2
! ^
j2J
dwj
^
l2L
dzl
= 
	
^
j2J
dwj
^
l2L
dzl
+
0@
X
l2L
jwlj2 +	
X
j2J
wjzj +
X
l2L
jwlj2
X
j2J
wjzj
1A ^
j2J
dwj
^
l2L
dzl:
We also receive a contribution from term IV (i ) is this case. This happens by
interchanging an index in the multi-index J with one in L . Namely, we consider
the permutations  : f1; : : : ; ng ! fi ; (J n fjg) [ flg; (L n flg) [ fjgg: This
permutation contributes the term zlwlwjwj . After summing over all these possible
permutations, we arrive at the simplied formula,
IV (i ) =  
0@X
j2J
jwj j2
1A X
l2L
wlzl
! ^
j2J
dwj
^
l2L
dzl:
Collecting all these terms, when k = i we have that the coe¢ cient of 
V
j2J dwj
V
l2L dzl
is:
C(i ) = 
	+ (
 +
X
j2J
wjzj)
X
l2L
jwlj2
+ (	 +
X
l2L
jwlj2)
X
j2J
wjzj
 
X
l2L
jwlj2
X
j2J
wjzj  
X
j2J
jwj j2
X
l2L
wlzl:
We next note that when k 6= i it is still possible to have terms which contribute
to the coe¢ cient of
V
j2J dwj
V
l2L dzl. To see this we further split the conditions
on k into the situations where k 2 J and k 2 L . First, observe in this situation
that if k 6= i then term I(k) can never contribute. So all contributions must come
from terms II(k), III(k), and IV (k). In these terms it is possible to obtain the
term
V
j2J dwj
V
l2L dzl by replacing some index in . Namely, it is possible to
have  and  di¤er by one index from each other, or one by replacing an index with
i .
FFFplease rewrite the previous sentenceFFF
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Next, observe that when k 2 L there exists a unique  2 P qn(k) such that
J = J . Namely, we have that  : f1; : : : ; ng ! fk; J ; (L n fkg) [ ig. Here, we
used that i = k. Terms of this type will contribute to term II(k) but will give no
contribution to term III(k). However, they will give a contribution to term IV (k).
Similarly, when k 2 J there will exist a unique  2 P qn(k) with L = L .
This happens with  : f1; : : : ; ng ! fk; (J n fkg) [ i ; Lg. Here we used that
i = k. Again, we get a contribution to term III(k) and IV (k) and they give no
contribution to the term II(k).
Using these observations when k 2 L we arrive at the following for I(k), II(k),
III(k), and IV (k):
I(k) = 0
II(k) =  
0@
+ X
j2J
wjzj
1Awiwk ^
j2J
dwj
^
l2L
dzl
III(k) = 0
IV (k) = ziwk
0@X
j2J
jwj j2
1A ^
j2J
dwj
^
l2L
dzl:
Similarly, when k 2 J we arrive at the following for I(k), II(k), III(k), and
IV (k):
I(k) = 0
II(k) = 0
III(k) =  
 
	+
X
l2L
jwlj2
!
ziwk
^
j2J
dwj
^
l2L
dzl
IV (k) = wiwk
 X
l2L
wlzl
! ^
j2J
dwj
^
l2L
dzl:
Collecting these terms, we see the following for the coe¢ cient of 
V
j2J dwj
V
l2L dzl:
C(k) =  wk
 
zi
 
	+
P
l2L jwlj2
  wi  Pl2L wlzl 8k 2 J ;
C(k) =  wk

wi


+
P
j2J wjzj

  zi
P
j2J jwj j2

8k 2 L :
This then implies that the total coe¢ cient of 
V
j2J dwj
V
l2L dzl is given
by
siC(i ) +
X
k2J
skC(k) +
X
k2L
skC(k):
At this point the remainder of the proof of the Theorem 89 reduces to tedious
algebra. The term siC(i ) will contribute the term (1 wz)(1 jwj2)(wi zi ) and
a remainder term. The remainder term will cancel with the terms
P
k 6=i skC(k).
The reader may consult the Appendix of [CSW11] for the remaining details in the
proof of Theorem 89.
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3.1. Ameliorated Kernels. We now wish to dene right inverses with im-
proved behavior at the boundary. We consider the case when the right side f of
the @ equation is a (p; q + 1)-form in Bn.
As usual for a positive integer s > n we will projectthe formula @Cp;qs f = f
in Bs for a @-closed form f in Bs to a formula @Cp;qn;sf = f in Bn for a @-closed form
f in Bn. To accomplish this we dene ameliorated operators Cp;qn;s by
Cp;qn;s = RnCp;qs Es;
where for n < s, Es (Rn) is the extension (restriction) operator that takes forms

 =
P
I;Jdw
I ^ dwJ in Bn (Bs) and extends (restricts) them to Bs (Bn) by
Es
X
I;Jdw
I ^ dwJ


X
(I;J R) dwI ^ dwJ ;(3.10)
Rn
X
I;Jdw
I ^ dwJ


X
I;Jf1;2;:::;ng
(I;J  E) dwI ^ dwJ :
Here R is the natural orthogonal projection from Cs to Cn and E is the natural
embedding of Cn into Cs. In other words, we extend a form by taking the coe¢ cients
to be constant in the extra variables, and we restrict a form by discarding all wedge
products of di¤erentials involving the extra variables and restricting the coe¢ cients
accordingly.
For s > n we observe that the operator Cp;qn;s has integral kernel
(3.11) Cp;qn;s (w; z) 
Z
p
1 jwj2Bs n
Cp;qs ((w;w0) ; (z; 0)) dV (w0) ; z; w 2 Bn;
where Bs n denotes the unit ball in Cs n with respect to the orthogonal decompo-
sition Cs = Cn  Cs n, and dV denotes Lebesgue measure. If f (w) is a @-closed
form on Bn then f (w;w0) = f (w) is a @-closed form on Bs and we have for z 2 Bn,
f (z) = f (z; 0) = @
Z
Bs
Cp;qs ((w;w0) ; (z; 0)) f (w) dV (w) dV (w0)
= @
Z
Bn
(Z
p
1 jwj2Bs n
Cp;qs ((w;w0) ; (z; 0)) dV (w0)
)
f (w) dV (w)
= @
Z
Bn
Cp;qn;s (w; z) f (w) dV (w) :
We have proved the following:
Theorem 90. For all s > n and @-closed forms f in Bn, we have
@Cp;qn;sf = f in Bn:
We will use only the case p = 0 of this theorem and from now on we restrict
our attention to this case. The operators C0;0n;s have been computed in [?] see
earlier [?] note  and are given by
(3.12) C0;0n;sf (z) =
Z
Bn
n 1X
j=0
cn;j;s
(1  jwj2)s n+j(1  jzj2)j
(1  wz)s n+j (1  wz)j C
0;0
n (w; z) ^ f (w) ;
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where
C0;0n (w; z) = c0
(1  wz)n 1n
j1  wzj2   (1  jwj2)(1  jzj2)
on

nX
j=1
( 1)j 1 (wj   zj)
^
k 6=j
dwk
n^
`=1
dw`:
A similar result holds for the operators C0;qn;s. Dene
qn;s (w; z) = 
q
n (w; z)
 
1  jwj2
1  wz
!s n n q 1X
j=0
cj;n;s
  
1  jwj2  1  jzj2
j1  wzj2
!j
=
(1  wz)n 1 q (1  jwj2)q
4 (w; z)n
 
1  jwj2
1  wz
!s n

n q 1X
j=0
cj;n;s
  
1  jwj2  1  jzj2
j1  wzj2
!j
=
n q 1X
j=0
cj;n;s
(1  wz)n 1 q j (1  jwj2)s n+q+j  1  jzj2j
(1  wz)s n+j 4 (w; z)n :
Note that the numerator and denominator are balanced in the sense that the sum of
the exponents in the denominator minus the corresponding sum in the numerator
(counting 4 (w; z) double) is s + n + j   (s+ j   1) = n + 1, the exponent of the
invariant measure of the ball Bn.
Theorem 91. Suppose that s > n and 0  q  n  1. Then we have
C0;qn;s(w; z) = C0;qn (w; z)
 
1  jwj2
1  wz
!s n n q 1X
j=0
cj;n;s
  
1  jwj2  1  jzj2
j1  wzj2
!j
= qn;s (w; z)
X
jJj=q
X
k=2J
( 1)(k;J) (zk   wk) dzJ ^ dw(J[fkg)c ^ !n (w) :
Proof : For s > n recall that the kernels of the ameliorated operators C0;qn;s are
given in (3.11). For ease of notation, we will set k = s n, so we have Cs = CnCk.
Suppose that 0  q  n  1. Recall from (3.5) that
C0;qs (w; z) = ( 1)q
(1  wz)s q 1 (1  jwj2)q
4 (w; z)s

X
2P qs
sgn () (wi   zi )
^
j2J
dwj
^
l2L
dzl
^
!s (w)
=
X
2P qs
zqs;i (w; z)
^
j2J
dwj
^
l2L
dzl
^
!s (w) :
where
zqs;i (w; z) = 
q
s (w; z) (wi   zi )
=
(1  wz)s q 1 (1  jwj2)q
4 (w; z)s (wi   zi ) :
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To compute the ameliorations of these kernels, we need only focus on the func-
tional coe¢ cient zqs;i (w; z) of the kernel. It is easy to see that the ameliorated
kernel can only give a contribution in the variables when 1  i  n, since when
n + 1  i  s the functional kernel becomes radial in certain variables and thus
reduces to zero upon integration.
Then for any 1  i  n the corresponding functional coe¢ cient zqs;i (w; z) has
amelioration zqn;s;i (w; z) given by
zqn;s;i (w; z) =
Z
p
1 jwj2Bs n
zqs;i ((w;w
0); (z; 0)) dV (w0)
=
Z
p
1 jwj2Bk
(1  wz)s q 1 (1  jwj2   jw0j2)q (zi   wi)
4((w;w0) ; (z; 0))s dV (w
0)
= (zi   wi) (1  wz)s q 1
Z
p
1 jwj2Bk
(1  jwj2   jw0j2)q
4((w;w0) ; (z; 0))s dV (w
0) :
Theorem 91 is a thus a consequence of the following elementary lemma, which will
nd application in Section 3.2 below on integration by parts as well.
Lemma 57. We have
(1  wz)s q 1
Z
p
1 jwj2Bs n
(1  jwj2   jw0j2)q
4((w;w0) ; (z; 0))s dV (w
0)
=
s n
(s  n)!
q
n (w; z)
 
1  jwj2
1  wz
!s n n q 1X
j=0
cj;n;s
  
1  jwj2  1  jzj2
j1  wzj2
!j
:
3.2. Integration by Parts. We begin with an integration by parts formula
involving a covariant derivative in [OF96, Lemma 2.1] that reduces the singularity
of the solution kernel on the diagonal at the expense of di¤erentiating the form.
However, in order to prepare for a generalization to higher order forms, we replace
the covariant derivative with the notion of Zz;w-derivative dened in (3.14) below.
 Is the equation @C0;0n  =  in the next sentence correct? I wasnt following
the math but it is funny looking 
Recall Charpentiers explicit solution C0;0n  to the @ equation @C0;0n  =  in the
ball Bn when  is a @-closed (0; 1)-form with coe¢ cients in C
 
Bn

: for (w; z) 2
Bn  Bn and recalling that 4 (w; z) is dened in (4.6), the kernel is given by
C0;0n (w; z) = c0
(1  wz)n 1
4 (w; z)n
nX
j=1
( 1)j 1 (wj   zj)
^
k 6=j
dwk
n^
`=1
dw`:
Dene the Cauchy operator Sn on @Bn  Bn with kernel
Sn (; z) = c1 1 
1  zn d () ; (; z) 2 @Bn  Bn:
Let  =
Pn
j=1 jdwj be a (0; 1)-form with smooth coe¢ cients. Let Z = Zz;w
be the vector eld acting in the variable w = (w1; : : : ; wn) and parameterized by
z = (z1; : : : ; zn) given by
(3.13) Z = Zz;w =
nX
j=1
(wj   zj) @
@wj
:
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It will usually be understood from the context what the acting variable w and the
parameter variable z are in Zz;w and we will then omit the subscripts and simply
write Z for Zz;w.
Definition 27. For m  0, dene the mth order derivative Zm of a (0; 1)-
form  =
Pn
k=1 k (w) dwk to be the (0; 1)-form obtained by componentwise di¤er-
entiation holding monomials in w   z xed:
(3.14) Zm (w) =
nX
k=1

Zmk

(w) dwk =
nX
k=1
8<:
nX
jj=m
(w   z) @
mk
@w
(w)
9=; dwk:
Lemma 58. (cf. [OF96, Lemma 2.1]) For all m  0 and smooth (0; 1)-forms
 =
Pn
k=1 k (w) dwk, we have the formula,
C0;0n  (z) 
Z
Bn
C0;0n (w; z) ^  (w)(3.15)
=
m 1X
j=0
cj
Z
@Bn
Sn (w; z)

Zj
 Z (w) d (w)
+ cm
Z
Bn
C0;0n (w; z) ^ Z
m
 (w) :
Here the (0; 1)-form Zj acts on the vector eld Z in the usual way:

Zj
 Z =  nX
k=1
Zjk (w) dwk
! 
nX
i=1
(wi   zi) @
@wi
!
=
nX
k=1
(wk   zk)Zjk (w) :
We can also rewrite the nal integral in (3.15) asZ
Bn
C0;0n (w; z) ^ Z
m
 (w) =
Z
Bn
0n (w; z)

Zm
 Z (w) dV (w) :
Lemma 58 is proved by following verbatim the proof of Lemma 2.1 of [OF96].
We now extend this lemma to (0; q + 1)-forms. Let
 =
X
jIj=q+1
I (w) dw
I
be a (0; q + 1)-form with smooth coe¢ cients. Given a (0; q + 1)-form  =
P
jIj=q+1 Idw
I
and an increasing sequence J of length jJ j = q, we dene the interior product ydwJ
of  and dwJ by
(3.16) ydwJ =
X
jIj=q+1
Idw
IydwJ =
X
k=2J
( 1)(k;J) J[fkgdwk;
since dwIydwJ = ( 1)(k;J) dwk if k 2 I n J is the  (k; J)th index in I, and 0
otherwise. Recall the vector eld Z dened in (3.13). The key relation between
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ydwJ and the vector eld Z is
 
ydwJ
  Z =  nX
k=1
( 1)(k;J) J[fkgdwk
!0@ nX
j=1
(wj   zj) @
@wj
1A(3.17)
=
nX
k=1
(wk   zk) ( 1)(k;J) J[fkg:
We now dene an mth order derivative Dm of a (0; q + 1)-form  using the
interior product. In the case q = 0 we will have Dm =

Zm
 Z for a (0; 1)-form
.
Remark 26. We are motivated by the fact that the Charpentier kernel C0;qn (w; z)
takes (0; q + 1)-forms in w to (0; q)-forms in z. Thus in order to express the solu-
tion operator C0;qn in terms of a volume integral rather than the integration of a form
in w and z, our denition of Dm, even when m = 0, must include an appropriate
exchange of w-di¤erentials for z-di¤erentials.
Definition 28. Let m  0. For a (0; q + 1)-form  = PjIj=q+1 IdwI in the
variable w, dene the (0; q)-form Dm in the variable z by
Dm (w) =
X
jJj=q
Zm  ydwJ Z (w) dzJ :
Again it is usually understood what the acting and parameter variables are in
Dm but we will write Dz;wm (w) when this may not be the case. Note that for a
(0; q + 1)-form  =
P
jIj=q+1 Idw
I , we have
 =
X
jJj=q
 
ydwJ
 ^ dwJ ;
and using (3.14) the above denition yields
Dm (w)(3.18)
=
X
jJj=q
Zm  ydwJ Z (w) dzJ
=
X
jJj=q
nX
k=1
(wk   zk) ( 1)(k;J)

ZmJ[fkg

(w) dzJ
=
X
jJj=q
nX
k=1
(wk   zk) ( 1)(k;J)
8<: Xjj=m (w   z)
@mJ[fkg
@w
(w)
9=; dzJ :
Thus the e¤ect of Dm on a basis element IdwI is to replace a di¤erential dwk from
dwI (I = J [ fkg) with the factor ( 1)(k;J) (wk   zk) (and this is accomplished
by acting a (0; 1)-form on Z), replace the remaining di¤erential dwJ with dzJ , and
then to apply the di¤erential operator Zm to the coe¢ cient I . We will refer to the
factor (wk   zk) introduced above as a rogue factor since it is not associated with
a derivative @@wk in the way that (w   z)
 is associated with @
jj
@wjj . The point of
this distinction will be explained in Section 5 on estimates for solution operators.
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The following lemma expresses C0;qn  (z) in terms of integrals involving D
j
 for
0  j  m. Note that the overall e¤ect is to reduce the singularity of the kernel on
the diagonal by m factors of
p4 (w; z), at the cost of increasing by m the number
of derivatives hitting the form . Recall from (3.4) that
`n (w; z) 
(1  wz)n 1 ` (1  jwj2)`
4 (w; z)n :
We dene the operator `n on forms  by
`n (z) =
Z
Bn
`n (w; z)  (w) dV (w) :
Lemma 59. Let q  0. For all m  0 we have the formula,
(3.19) C0;qn  (z) =
m 1X
k=0
ckSn

Dj

(z) +
qX
`=0
c`
`
n

Dm

(z) :
The proof is simply a reprise of that of Lemma 58 (see the proof of Lemma 2.1
of [OF96]) complicated by the algebra that reduces matters to (0; 1)-forms.
3.3. The Radial Derivative. Recall the radial derivative from (4.7)
R =
nX
j=1
wj
@
@wj
:
The following useful radial integration by parts lemma is essentially Lemma 2.2 of
[OF96].
Lemma 60. Let b >  1. For 	 2 C  Bn \ C1 (Bn) we haveZ
Bn
(1  jwj2)b	(w) dV (w)
=
Z
Bn
(1  jwj2)b+1

n+ b+ 1
b+ 1
I +
1
b+ 1
R

	(w) dV (w) :
Remark 27. Typically the above lemma is applied with
	(w) =
1
(1  wz)s (w; z)
where z is a parameter in the ball Bn: In that case,because 1(1 wz)s is antiholomor-
phic in w;
R	(w) =
1
(1  wz)sR (w; z) :
We will also need to iterate Lemma 60, and for this purpose it is convenient to
introduce for m  1 the notation
Rb = Rb;n =
n+ b+ 1
b+ 1
I +
1
b+ 1
R;
Rmb = Rb+m 1Rb+m 2   Rb =
mY
k=1
Rb+m k:
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Corollary 45. Let b >  1. For 	 2 C  Bn \ C1 (Bn) we haveZ
Bn
(1  jwj2)b	(w) dV (w)
=
Z
Bn
(1  jwj2)b+mRmb 	(w) dV (w) :
Remark 28. The important point in Corollary 45 is that combinations of radial
derivatives R and the identity I are played o¤ against powers of 1   jwj2. It will
sometimes be convenient to write this identity asZ
Bn
F (w) dV (w) =
Z
Bn
Rmb F (w) dV (w)
where
(3.20) Rmb  (1  jwj2)b+mRmb (1  jwj2) b;
and provided that 	(w) = (1  jwj2) bF (w) lies in C  Bn \ C1 (Bn).
3.4. Integration by Parts in Ameliorated Kernels. We must now extend
Lemma 59 and Corollary 45 to the ameliorated kernels C0;qn;s given by
C0;qn;s = RnC0;qs Es;
where E is dened in (3.10). Since Corollary 45 already applies to general functions
	(w), we need only consider an extension of Lemma 59. Our procedure for doing
this is to apply Lemma 59 to C0;qs in s dimensions, and then integrate out the
additional variables using Lemma 57.
Lemma 61. Suppose that s > n and 0  q  n  1. For all m  0 and smooth
(0; q + 1)-forms  in Bn we have the formula,
C0;qn;s (z) =
m 1X
k=0
c0k;n;sSn;s

Dk
 Z (z) + qX
`=0
c`;n;s
`
n;s

Dm

(z) ;
where the ameliorated operators Sn;s and `n;s have kernels given by,
Sn;s (w; z) = cn;s
 
1  jwj2s n 1
(1  wz)s = cn;s

1  jwj2
1  wz
s n 1
1
(1  wz)n+1 ;
`n;s(w; z) = 
`
n (w; z)
 
1  jwj2
1  wz
!s n n ` 1X
j=0
cj;n;s
  
1  jwj2  1  jzj2
j1  wzj2
!j
:
Proof. Recall that for a smooth (0; q + 1)-form  (w) =
P
jIj=q+1 Idw
I in
Bn, the (0; q)-form DmEs is given by
DmEs (w) =
X
jJj=q
Dm  ydwJ dzJ = X
jJj=q
Dm
 X
k=2J
( 1)(k;J) J[fkg (w) dwk
!
dzJ
=
X
jJj=q
Dm
 X
k=2J
( 1)(k;J) J[fkg (w) dwk
!
dzJ
=
X
jJj=q
X
k=2J
( 1)(k;J)
0@ X
jj=m
(wk   zk)(w   z) @
m
@w
J[fkg (w)
1A ;
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where J [fkg is a multi-index with entries in In  f1; 2; : : : ; ng since the coe¢ cient
I vanishes if I is not contained in In. Moreover, the multi-index  lies in (In)
m
since the coe¢ cients I are constant in the variable w0 = (wn+1; : : : ; ws). Thus
Dm(z;0);(w;w0)Es = Dmz;w = Dm;
and we compute that
Rn
`
s

Dm(z;0);(w;w0)Es

(z)
= `s
 Dm ((z; 0))
=
X
jJj=q
X
k2InnJ
( 1)(k;J)
X
jj=m
`s

(wk   zk)(w   z) @
m
@w
J[fkg ((w;w0))

((z; 0)) ;
where J [ fkg  In and  2 (In)m and
`s

(wk   zk)(w   z) @
m
@w
J[fkg (w)

((z; 0))
=
Z
Bs
(1  wz)s 1 `

1  jwj2   jw0j2
`
4 ((w;w0) ; (z; 0))s (wk   zk)(w   z)
 @
m
@w
J[fkg (w) dV ((w;w0))
=
Z
Bn
8><>:(1  wz)s ` 1
Z
Bs n

1  jwj2   jw0j2
`
4 ((w;w0) ; (z; 0))s dV (w
0)
9>=>;
 (wk   zk)(w   z) @
m
@w
J[fkg (w) dV (w) :
By Lemma 57 the term in braces above equals
s n
(s  n)!
`
n (w; z)
 
1  jwj2
1  wz
!s n n ` 1X
j=0
cj;n;s
  
1  jwj2  1  jzj2
j1  wzj2
!j
;
and now performing the sum
P
jJj=q
P
k2InnJ ( 1)
(k;J)P
jj=m yields
(3.21) Rn`s

Dm(z;0)Es

(z) = `s
 Dmz  ((z; 0)) = `n;s  Dmz  (z) :
An even easier calculation using formula (1) in 1.4.4 on page 14 of [Rud80] shows
that
(3.22) RnSs

EsDkz

((z; 0)) = Ss

Dkz

((z; 0)) = Sn;s

Dkz

(z) ;
and now the conclusion of Lemma 61 follows from (3.21), (3.22), the denition
C0;qn;s = RnC0;qs Es, and Lemma 59. 
4. The Koszul Complex
In Section 1.2 we saw how to reduce proving a simple version of a corona theo-
rem to a problem of solving certain @ equations. The algebraic work in formulating
those equations could have been cast in the language of the Kozul complex; but,
because we were in one dimension and only dealing with two functions, nding the
equations was elementary and so we did not to introduce algebraic machinery. The
algebraic work when dealing with n functions is less straightforward; it can be seen
in [Gar].
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We will use the Kozul complex here to help formulate a set of @ equations, the
solving of which will let us complete our proof. However now, working in higher
dimensions, the algebra is more substantial. That algebra is presented in [LinKC]
for the nite dimensional setting and a more detailed treatment in that setting is
in Section 5.5.3 of [Saw]. Here we just review the basics.
Fix h holomorphic as in (4.2). Now if g = (gj)
1
j=1 satises jgj2 =
P1
j=1 jgj j2 
2 > 0, let

10 =
g
jgj2 =
 
gj
jgj2
!1
j=1
=
 

10 (j)
1
j=1
;
which we view as a 1-tensor (in `2 = C1) of (0; 0)-forms with components 
10 (j) =
gj
jgj2 . Then f = 

1
0h satises Multg f = f  g = h, but in general fails to be
holomorphic. The Koszul complex provides a scheme which we now recall for
solving a sequence of @ equations that result in a correction term g 20 that when
subtracted from f above yields a holomorphic solution to the second line in (4.2)
below.
The 1-tensor of (0; 1)-forms @
0 =

@
gj
jgj2
1
j=1
=
 
@
10 (j)
1
j=1
is given by
@
10 (j) = @
gj
jgj2 =
jgj2 @gj   gj@ jgj2
jgj4 =
1
jgj4
1X
k=1
gkfgk@gj   gj@gkg:
and can be written as
@
10 = g

2
1 
" 1X
k=1

21 (j; k) gk
#1
j=1
;
where the antisymmetric 2-tensor 
21 of (0; 1)-forms is given by

21 =


21 (j; k)
1
j;k=1
=
"
fgk@gj   gj@gkg
jgj4
#1
j;k=1
:
and g
21 denotes its contraction by the vector g in the second index  "in the
second index" replaces "in the nal variable" OK?  .
We can repeat this process and by induction we have
(4.1) @
q+1q = g

q+2
q+1; 0  q  n;
where 
q+1q is an alternating (q + 1)-tensor of (0; q)-forms. Recall that h is holo-
morphic. When q = n we have that 
n+1n h is @-closed and this allows us to solve a
chain of @ equations
@ qq 2 = 

q
q 1h  g q+1q 1;
for alternating q-tensors  qq 2 of (0; q   2)-forms, using the ameliorated Charpentier
solution operators C0;qn;s dened in (3.11) above (note that our notation suppresses
the dependence of   on h). With the convention that  n+2n  0 we have
@
 

q+1q h  g q+2q

= 0; 0  q  n;(4.2)
@ q+1q 1 = 

q+1
q h  g q+2q ; 1  q  n:
Now
f  
10h  g 20
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is holomorphic by the rst line in (4.2) with q = 0, and since  20 is antisymmetric,
we compute that g 20  g =  20 (g; g) = 0 and
Mult
g
f = f  g = 
10h  g   g 20  g = h  0 = h:
Thus f = (fi)
1
i=1 is a vector of holomorphic functions satisfying the second line in
(4.2). The rst line in (4.2) is the subject of the remaining sections of the paper.
4.1. Wedge products and factorization of the Koszul complex. Here
we record the factorization of the Koszul complex in Andersson and Carlsson
[AC00]. To describe the factorization we introduce an exterior algebra structure
on `2 = C1. Let fe1; e2; : : :g be the usual basis in C1, and for an increasing
multiindex I = (i1; : : : ; i`) of integers in N, dene
eI = ei1 ^ ei2 ^    ^ ei` ;
where we use ^ to denote the wedge product in the exterior algebra  (C1) of
C1, as well as for the wedge product on forms in Cn. Note that feI : jIj = rg is a
basis for the alternating r-tensors on C1.
If f =
P
jIj=r fIeI is an alternating r-tensor on C1 with values that are (0; k)-
forms in Cn, which may be viewed as a member of the exterior algebra of C1
Cn,
and if g =
P
jJj=s gJeJ is an alternating s-tensor on C1 with values that are (0; `)-
forms in Cn, then as in [AC00] we dene the wedge product f ^ g in the exterior
algebra of C1 
 Cn to be the alternating (r + s)-tensor on C1 with values that
are (0; k + `)-forms in Cn given by
f ^ g =
0@X
jIj=r
fIeI
1A ^
0@X
jJj=s
gJeJ
1A(4.3)
=
X
jIj=r;jJj=s
(fI ^ gJ) (eI ^ eJ)
=
X
jKj=r+s
 

X
I+J=K
fI ^ gJ
!
eK :
Note that we simply write the exterior product of an element from  (C1) with an
element from  (Cn) as juxtaposition, without writing an explicit wedge symbol.
This should cause no confusion since the basis we use in  (C1) is feig1i=1, while
the basis we use in  (Cn) is fdzj ; dbzjgnj=1, quite di¤erent in both appearance and
interpretation.
In terms of this notation we then have the following factorization in Theorem
3.1 of Andersson and Carlsson [AC00]:
(4.4) 
10 ^
`^
i=1
f
10 =
 1X
k0=1
gk0
jgj2 ek0
!
^
`^
i=1
 1X
ki=1
@gki
jgj2 eki
!
=   1
`+ 1

`+1` ;
where

10 =
 
gi
jgj2
!1
i=1
and f
10 =
 
@gi
jgj2
!1
i=1
:
The factorization in [AC00] is proved in the nite dimensional case, but this ex-
tends to the innite dimensional case by continuity. Since the `2 norm is quasi-
multiplicative on wedge products by Lemma 5.1 in [AC00] we have
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(4.5)

`+1` 2  C` 
102 f
102` ; 0  `  n;
where the constant C` depends only on the number of factors ` in the wedge product,
and not on the underlying dimension of the vector space (which is innite for
`2 = C1).
4.2. Real Variable Analogues of Besov Spaces. In order to handle the
operators arising from integration by parts formulas below, we will need yet addi-
tional equivalent norms on Bp;m
 
Bn; `2

and we will need to deal with functions f
on Bn that are not necessarily holomorphic. In particular we will want to consider
tensor products such as
f
10 
 f
10 =
 1X
i=1
@gi
jgj2 ei
!


0@ 1X
j=1
@gj
jgj2 ej
1A = 1X
i;j=1
@gi 
 @gj
jgj4 ei 
 ej ;
which are not holomorphic, as well as more general expressions such as Xf
10 

X f
10 where Xm denotes the vector derivative which we dene in Denition 31
below. We will do this using the almost invariant holomorphic derivative and other
notation and constructions from Section 5. We will also take advantage of the fact
the `2-norm is multiplicative on tensor products.
Definition 29. (see [ARS06]) Suppose   0, 1 < p < 1 and m  1. We
dene a tree semi-norm kkBp;m(Bn;`2) by
(4.6) kfkBp;m(Bn;`2) =
 X
2Tn
Z
Bd(c;C2)
(1  jzj2)Dmcf (z)p dn (z)
! 1
p
:
The results from Section 2.1 also continue to hold after making the natural
adjustments. In particular we still have the operators R;t : Hol (Bn) ! Hol (Bn) :
We can then, if m is a large enough integer, build seminorms using the pth power
integrals of the functionals (1   jzj2)mrmf (z) or (1   jzj2)mR;mf (z) where, as
before, we require that
n+ ;m+ n+  =2  N:
The parameter  shows up in the choice of measure (1   jzj2)pdn where before
we used dn: We now require that m be large enough so that (1  jzj2)(m+)pdn
is a nite measure. We then have a complete analog of Proposition 58: if one of
the seminorms is nite then they are all nite and are equivalent to each other.
The extensions of the proof of Proposition 58 to   0 and `2-valued f is
routine. In summary we have, with  (z) = 1  jzj2, we have for 1 < p <1,
C 1
 m1+R;m1f
Lp(dn;`2)

m2 1X
k=0
rkf (0)+ Z
Bn
(1  jzj2)m2+rm2f (z)p dn (z) 1p
 C  m1+R;m1f
Lp(dn;`2)
for all 1 < p < 11;m1;m2 2 N,m2 > n=p   , m1 + n +  =2  N, and where the
constant C depends only on , m1, m2, n,  and p.
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There is one further equivalent norm involving the radial derivative
(4.7) Rf (z) = z  rf (z) =
nX
j=1
zj
@f
@zj
(z) ;
and its iterates Rk = R R     R (k times). See [Bea].
Proposition 65. Suppose that   0, 0 < p <1 and f 2 Hol  Bn; `2. Then
m1X
k=0
Z
Bn
(1  jzj2)m1+Rkf (z)p dn (z) 1p(4.8)

m2 1X
k=0
rkf (0)+ Z
Bn
(1  jzj2)m2+rm2f (z)p dn (z) 1p
for all m1;m2 > n=p   , m1 + n +  =2  N, m2 2 N, and where the constants in
the equivalence depend only on , m1, m2, n and p.
The seminorms kkBp;m(Bn;`2) turn out to be independent of m > 2 (n=p  ).
We will obtain this fact as a corollary of the equivalence of the standard norm in
(4.8) with the corresponding norm in Proposition 58 using the radialderivative
R0;m.  the rst reference in the previous sentence has been changed, please check
that change is OK Note that the restriction m > 2 (n=p  ) is dictated by the
fact that
Dmcf (z) involves the factor (1   jzj2)m=2 times mth order tangential
derivatives of f , and so we must have that (1   jzj2)(m=2+)pdn (z) is a nite
measure, i.e. (m=2 + ) p   n   1 >  1. The scalar case  = 0 of the following
lemma is Lemma 6.4 in [ARS06].
Lemma 62. Let 1 < p < 1,   0 and m > 2 (n=p  ). Denote by B (c; C)
the ball center c radius C in the Bergman metric . Then for f 2 Hol (Bn),
kfkBp;m(Bn;`2) +
m 1X
j=0
rjf (0)
(4.9)

 X
2Tn
Z
B(c;C2)
(1  jzj2)Dmcf (z)p dn (z)
! 1
p
+
m 1X
j=0
rjf (0)

Z
Bn
(1  jzj2)m+R;mf (z)p dn (z) 1p + m 1X
j=0
rjf (0) = kfkBp;m(Bn;`2) :
It is a straightforward exercise to adapt the proof in [ARS06] to the case   0
and `2-valued f .
In Chapter 15 we introduced the operators Da and Da as well as their higher
powers. We will use those operators for, among other things, building new opera-
tors, Xn, Yn: The new operators are related to powers of radial di¤erentiation. The
Xn interact well with the generalized integration by parts formulas below. The Yn
are well suited for studying certain functions that arise in our work with the Kozul
complex.
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Definition 30. For m 2 N and f 2 C1  Bn; `2 smooth in Bn we dene
mf (a; z) = Dma f (z) for a; z 2 Bn, and then set
Dmf (z) = mf (z; z) = Dmz f (z) ; z 2 Bn:
Note that in this denition, we iterate the operator Dz holding z xed, and
then evaluate the result at the same z. If we combine Lemmas 35 and 62 we obtain
that for f 2 Hol (Bn),
kfkBp;m(Bn;`2) 
m 1X
j=0
rjf (0)+ Z
Bn
(1  jzj2)Dmf (z)p dn (z) 1p :
Definition 31. We denote by Xm the vector of all di¤erential operators of the
form X1X2   Xm where each Xi is either 1 jzj2 times the identity operator I, the
operator D, or the operator (1  jzj2)R. Just as in Denition 30, we calculate the
products X1X2   Xm by composing Da and (1  jaj2)R and then setting a = z at
the end. Note that Da and (1 jaj2)R commute since the rst is an antiholomorphic
derivative and the coe¢ cient z in R = z  r is holomorphic. Similarly we denote
by Ym the corresponding products of (1  jzj2)I, D (instead of D) and (1  jzj2)R.
In the iterated derivative Xm we are di¤erentiating only with the antiholomor-
phic derivative D or the holomorphic derivative R. When f is holomorphic, we thus
have Xmf 
n
(1  jzj2)mRkf
om
k=0
. The reason we allow 1 jzj2 times the identity
I to occur in Xm is that this produces a norm (as opposed to just a seminorm)
without including the term
Pm 1
k=0
rkf (0). We dene the norm kkBp;m(Bn;`2) for
smooth f on the ball Bn by
kfkBp;m(Bn;`2) 
 
mX
k=0
Z
Bn
(1  jzj2)m+Rkf (z)p dn (z)!
1
p
;
and note that providedm+ > n=p, this provides an equivalent norm for the Besov
space Bp
 
Bn; `2

of holomorphic functions on Bn. These considerations motivate
the following two denitions of a real-variable analogue of the norm kkBp;m(Bn;`2).
Definition 32. We dene the norms kkp;m(Bn;`2) and kkp;m(Bn;`2) for f =
(fi)
1
i=1 smooth on the ball Bn by
kfkp;m(Bn;`2) 
Z
Bn
(1  jzj2)Xmf (z)p dn (z) 1p ;(4.10)
kfkp;m(Bn;`2) 
Z
Bn
(1  jzj2)Ymf (z)p dn (z) 1p :
It is not true that either of the norms kkp;m(Bn;`2) or kkp;m(Bn;`2) are in-
dependent of m for large m when acting on smooth functions. Indeed, a smooth
function f could articially be given a highly oscillating (m+ 1)st derivative, so
that the p;m+1
 
Bn; `2

norm of f is innite while the p;m
 
Bn; `2

norm is nite.
However, Lemmas 35 and 62 show the equivalence of norms when restricted to
holomorphic vector functions:
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Lemma 63. Let 1 < p < 1,   0 and m > 2 (n=p  ). Then for f a
holomorphic vector function we have
(4.11) kfkBp;m(Bn;`2)  kfkp;m(Bn;`2)  kfkp;m(Bn;`2) :
We need some information about multipliers.
Standard arguments show that the pointwise multipliers in MBp (Bn)!Bp (Bn;`2)
are bounded.
Lemma 64.
(4.12) MBp (Bn)!Bp (Bn;`2)  H1
 
Bn; `2
 \Bp  Bn; `2 :
Proof. The function 1 2 Bp (Bn) : Hence if ' 2 MBp (Bn)!Bp (Bn;`2), then
' 2 Bp
 
Bn; `2

:
If ez denotes point evaluation at z 2 Bn, x 2 `2 and f 2 Bp (Bn), then the
calculation

f;M' (xez)

Bp (Bn)
= hM'f; xeziBp (Bn;`2) =
1X
i=1
h'if; xieziBp (Bn)
=
1X
i=1
xi'i (z) f (z) =
1X
i=1
xi'i (z) hf; eziBp (Bn)
=
1X
i=1
D
f; 'i (z)xiez
E
Bp (Bn)
= hf; hx; ' (z)i`2 eziBp (Bn) ;
shows that
M' (xez) = hx; ' (z)i`2 ez:
This yields
jhx; ' (z)i`2 j kezkBp (Bn) =
M' (xez)Bp (Bn)
 M'Bp (Bn;`2)!Bp (Bn) kxezkBp (Bn;`2)
= kM'kBp (Bn)!Bp (Bn;`2) jxj kezkBp (Bn) ;
which gives
j' (z)j = sup
x6=0
jhx; ' (z)i`2 j
jxj  kM'kBp (Bn)!Bp (Bn;`2) ; z 2 B
n;
and completes the proof of Lemma 64. 
In our estimating the holomorphic function g in the Koszul complex we will
use the following multilinear inequality whose scalar version is, after translating
notation, Theorem 3.5 in [OF96].
Proposition 66. Suppose that 1 < p < 1, 0   < 1, M  1, m >
2 (n=p  ) and  = (0; : : : ; M ) 2 ZM+1+ with jj = m. For g 2MBp (Bn)!Bp (Bn;`2)
and h 2 Bp (Bn) we have,Z
Bn
(1  jzj2)p j(Y1g) (z)jp    j(YM g) (z)jp j(Y0h) (z)jp dn (z)
 Cn;M;;p kMgkMpBp (Bn)!Bp (Bn;`2) khk
p
Bp (Bn)
:
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Remark 29. The inequalities forM = 1 in Proposition 66 actually characterize
multipliers g in the sense that a function g 2 Bp
 
Bn; `2
 \ H1  Bn; `2 is in
MBp (Bn)!Bp (Bn;`2) if and only if the inequalities with M = 1 in Proposition 66
hold. This follows from noting that each term in the Leibnitz expansion of Ym (gh)
occurs on the left side of the display above with M = 1.
Proposition 66 is proved by adapting the proof of Theorem 3.5 in Ortega and
Fabrega [OF96] to `2-valued functions. This argument uses the complex interpola-
tion theorem of Beatrous [Bea] and Ligocka [Lig], which extends to Hilbert space
valued functions with the same proof. In order to apply this extension we will need
the following operator norm inequality.
If ' 2MBp (Bn)!Bp (Bn;`2) and f =
P
jIj= fIeI 2 Bp
 
Bn;
 1`2, we dene
M'f = '
 f = '

0@ X
jIj= 1
fIeI
1A = X
jIj= 1
('fI)
 eI ;
where I = (i1; : : : ; i 1) 2 N 1 and eI = ei1 
    
 ei 1 .
Lemma 65. Suppose that   0, 1 < p < 1 and   1. Then there is a
constant Cn;;p; such that
(4.13) kMgkBp (Bn;
 1`2)!Bp (Bn;
`2)  Cn;;p; kMgkBp (Bn;`2)!Bp (Bn;`2) :
In the case p = 2 we have equality:
(4.14) kM'kB2 (Bn;
 1`2)!B2 (Bn;
`2) = kM'kB2 (Bn)!B2 (Bn;`2) :
It turns out that in order to prove (4.13) for p 6= 2 we will need the caseM = 1
of Proposition 66. Fortunately, the case M = 1 does not require inequality (4.13),
thus avoiding circularity.
Proof of Proposition 66 and Lemma 65. We begin with the proof of the
case M = 1 of Proposition 66. We will show that for m = `+ k,
(4.15)Z
Bn
(1  jzj2)  Y`g  Ykhp dn (z)  Cn;;p kMgkpBp (Bn)!Bp (Bn;`2) khkpBp (Bn) :
Following the proof of Theorem 3.1 in [OF96] we use the Leibnitz formula in
"divergence form",
(4.16)
 Y`g  Ykh = X`
=0
c`Y
 
gYk+` h :
Next we note that for s > n=p, Bsp
 
Bn; `2

is a Bergman space, henceMBsp(Bn)!Bsp(Bn;`2) =
H1
 
Bn; `2

. Thus using (4.12) we have for s > n=p,
g 2MBp (Bn)!Bp (Bn;`2) \H1
 
Bn; `2

=MBp (Bn)!Bp (Bn;`2) \MBsp(Bn)!Bsp(Bn;`2):
Then, still following the argument in [OF96], we use the complex interpolation
theorem of Beatrous [Bea] and Ligocka [Lig] (they prove only the scalar-valued
version but the Hilbert space valued version has the same proof),
Bp (Bn) ; Bn=p+"p (Bn)


= B(1 )+(n=p+")p (Bn) ; 0    1;
Bp
 
Bn; `2

; Bn=p+"p
 
Bn; `2


= B(1 )+(n=p+")p
 
Bn; `2

; 0    1;
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to conclude that g 2 MBsp(Bn)!Bsp(Bn;`2) for all s  , and with multiplier norm
kMgkBsp(Bn)!Bsp(Bn;`2) bounded by kMgkBp (Bn)!Bp (Bn;`2). Recall now that
khkpBp (Bn) 
Z
Bn
(1  jzj2)Ymh (z)p dn (z) ;
and similarly for kfkpBp (Bn;`2), provided m satises
(4.17)

 +
m
2

p > n;
where m=2 appears in the inequality since the derivatives D that can appear in Ym
only contribute (1 jzj2)1=2 to the power of 1 jzj2 in the integral (see Section 5.1).
Remark 30. At this point we recall the convention established in Denitions
30 and 31 that the factors of 1   jzj2 that are embedded in the notation for the
derivative Y are treated as constants relative to the actual di¤erentiations. In the
calculations below, we will adopt the same convention for the factors (1  jzj2)s
that we introduce into the integrals. Alternatively, the reader may wish to write out
all the derivatives explicitly with the appropriate power of 1   jzj2 set aside as is
done in the proof of Theorem 3.5 in [OF96].
So we have, keeping in mind the previous Remark,Z
Bn
(1  jzj2)Y  g (z)Yk+` h (z)p dn
=
Z
Bn
(1  jzj2)sY ng (z) (1  jzj2) sYk+` h (z)op dn
=
g (z) (1  jzj2) sYk+` hp
Bsp;(Bn;`2)
:
Here the function
H (z) = (1  jzj2) sYk+` h (z)
is not holomorphic, but recall that we have also dened the norm kkBsp;(Bn;`2)
on all smooth functions. Now we would like to apply a multiplier property of g,
and for this we must be acting on a Besov-Sobolev space of holomorphic functions,
since that is what we get from the complex interpolation of Beatrous and Ligocka.
Precisely, we get that Mg is a bounded operator from Bsp (Bn) to Bsp
 
Bn; `2

for all
s  .
Now we express Yk+` h (z) as a sum of terms that are products of a power
of 1   jzj2 and a derivative RiLjh (z) where i + j = k + `    and R is the radial
derivative and L denotes a complex tangential derivative @@zq   zqR as in [OF96].
However, the operators RiLj have di¤erent weights in the sense that the power of
1  jzj2 that is associated with RiLj is (1  jzj2)i+j=2, i.e.
Yk+` h (z) =
X
(1  jzj2)i+j=2RiLjh (z) :
It turns out that to handle the term (1   jzj2)i+j=2RiLjh (z) we will use that g is
a multiplier on Bsp (Bn) with
s =  + i+
j
2
;
an exponent that depends on i+ j=2 and not on i+ j = k + `  .
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Indeed we have, using the convention noted in Remark 30, thatg (z) (1  jzj2) s(1  jzj2)i+j=2RiLjh (z)p
Bsp;(Bn;`2)
=
Z
Bn
(1  jzj2)sY ng (z) (1  jzj2) s(1  jzj2)i+j=2RiLjh (z)op dn
=
Z
Bn
(1  jzj2)+i+j=2Y g (z)RiLjh (z)	p dn
=
g (z)RiLjh (z)p
Bsp;(Bn;`2)
:
Now the function g (z)RiLjh (z) is holomorphic and s =  + i + j=2   so that
we can use that g is a multiplier on Bsp (Bn) = Bsp; (Bn) (this latter equality holds
because
 
s+ 2

p > n by (4.17)). The result is thatg (z)RiLjh (z)p
Bsp(Bn;`2)
 kMgkpBsp(Bn)!Bsp(Bn;`2)
RiLjh (z)p
Bsp;(Bn)
 kMgkpBsp(Bn)!Bsp(Bn;`2)
Z
Bn
(1  jzj2)+i+j=2YRiLjh (z)p dn
= kMgkpBsp(Bn)!Bsp(Bn;`2)
Z
Bn
(1  jzj2)Y h(1  jzj2)Rii
q
1  jzj2L
j
h (z)

p
dn
 kMgkpBsp(Bn)!Bsp(Bn;`2)
Z
Bn
(1  jzj2)Y+i+jh (z)p dn
= kMgkpBsp(Bn)!Bsp(Bn;`2)
Z
Bn
(1  jzj2)Ymh (z)p dn
 kMgkpBp (Bn)!Bp (Bn;`2) khk
p
Bp (Bn)
;
and the case M = 1 of Proposition 66 is proved.
Now we turn to the proof of the operator norm inequality (4.13) in Lemma 65.
The case p = 2 is particularly easy:
kM'fk2B2 (Bn;
`2) =
Z
Bn
(1  jzj2)2
X
jIj= 1
jYm ('fI)j2 dn
=
X
jIj= 1
kM'fIk2B2 (Bn;`2)
 kM'k2B2 (Bn)!B2 (Bn;`2)
X
jIj= 1
kfIk2B2 (Bn)
= kM'k2B2 (Bn)!B2 (Bn;`2)
Z
Bn
(1  jzj2)2
X
jIj= 1
jYmfI j2 dn
= kM'k2B2 (Bn)!B2 (Bn;`2) kfk
2
B2 (Bn;
 1`2) ;
and from this we easily obtain (4.14).
For p 6= 2 it su¢ ces to show that
(4.18) kM'kBp (Bn;C)!Bp (Bn;C
C)  Cn;;p kM'kBp (Bn)!Bp (Bn;C)
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for all ;   1 where the constant Cn;;p is independent of ; . This holds because
both `2 and 
 1`2 are separable Hilbert spaces and so can be appropriately ap-
proximated by C and C respectively. For each z 2 Bn we will view ' (z) 2 C as
a column vector and f (z) 2 C as a row vector so that (M'f) (z) is the rank one
  matrix
(M'f) (z) =
264 ('1f1) (z)    ('1f) (z)... . . . ...
('f1) (z)    ('f) (z)
375 = ' (z) f (z) ;
where we have inserted the symbol  simply to remind the reader that this is not
the dot product ' (z)  f (z) = f (z)' (z) of the vectors ' (z) and f (z).
Now we consider a single component Xm of the vector di¤erential operator Ym
for some m > 2 (n=p  ), which can be chosen independent of  and . The main
point in the proof of the lemma is that the matrix Xm (M'f) (z) has rank at most
m+ 1 independent of  and . Indeed, the Leibnitz formula yields
Xm (M'f) (z) = Xm (' (z) f (z)) =
mX
`=0
c`;mX
m `' (z)X`f (z) ;
where each matrix Xm `' (z) X`f (z) is rank one. Thus on those terms, where
the Hilbert Schmidt norm is multiplicative, we haveXm `' (z)X`f (z) = Xm `' (z) X`f (z) :
(Recall that we are using jj to denote a general Hilbert space norm; here the Hilbert
Schmidt norm.)
Momentarily x 0  `  m and dene
T `h (z) = Xm `' (z)h (z) ; h (z) 2 C;
T `g (z) = Xm `' (z) g (z) ; g (z) 2 C :
For x 2 @B, which we view as a row vector, dene
T `xg (z) = xT
`g (z) = x
 
Xm `'

(z) g (z) :
Now choose x (z) 2 @B such that x (z)
 
Xm `'

(z) =
Xm `' (z) so that
T `x(z)g (z) = x (z)
 
Xm `'

(z) g (z) = Xm `' (z) g (z) ;
and hence T `x(z)  X`f (z) = Xm `' (z) X`f (z)
=
Xm `' (z)X`f (z) = T `  X`f (z) :
Now we follow the standard argument found on, for example, page 451 of
[Stei93]. For y 2 @B , which we view as a column vector, and g (z) 2 C dene
the scalars
gy (z) = g (z) y;
T `x(z)g

y
(z) = T `x(z)g (z) y = x (z)
 
Xm `'

(z) g (z) y;
and note that
T `x(z)
 
X`f

(z) y = x (z)
 
Xm `'

(z)  X`f (z) y = T `x(z)  X`fy (z) :
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Thus we have with d surface measure on @B ,Z
@B
T `x(z)  X`f (z) yp d (y) = T `x(z)  X`f (z)p Z
@B
 T
`
x(z)
 
X`f

(z)T `x(z) (X`f) (z)  y

p
d (y) ;
as well asZ
@B
 X`fy (z)p d (y) = X`f (z)p Z
@B
 X`f (z)jX`f (z)j  y
p d (y) :
The crucial observation now is thatZ
@B
 T
`
x(z)
 
X`f

(z)T `x(z) (X`f) (z)  y

p
d (y) =
Z
@B
 X`f (z)jX`f (z)j  y
p d (y) = p;
is independent of the row vector in @B that is dotted with y. Thus we haveT `  X`f (z)p = T `x(z)  X`f (z)p = 1p;
Z
@B
T `x(z)  X`f (z) yp d (y) ;X`f (z)p = 1
p;
Z
@B
 X`fy (z)p d (y) :
So, with d!p (z) = (1  jzj2)pdn (z), we conclude thatZ
Bn
jXm (M'f)jp d!p (z)
 Cn;;p;m
mX
`=0
Z
Bn
T `  X`f (z)p d!p (z)
= Cn;;p;m
mX
`=0
1
p;
Z
@B
Z
Bn
x (z)  Xm `' (z)  X`fy (z)p d!p (z) d (y)
 Cn;;p;m
mX
`=0
1
p;
Z
@B
Z
Bn
 Xm `' (z)  X`fy (z)p d!p (z) d (y)
 Cn;;p;m
mX
`=0
1
p;
Z
@B
kM'kpBp (Bn)!Bp (Bn;C)
Z
Bn
(Xmf)y (z)p d!p (z) d (y)
by the case M = 1 of Proposition 66, where `2 there is replaced by C , g by ' and
h by fy. Now we use the equalityZ
@B
(Xmf)y (z)p d (y) = p; jXmf (z)jp
to obtainZ
Bn
jXm (M'f)jp d!p (z)  Cn;;p;m kM'kpBp (Bn)!Bp (Bn;C)
Z
Bn
jXmf (z)jp d!p (z)
 Cn;;p;m kM'kpBp (Bn)!Bp (Bn;C) kfk
p
Bp (Bn;C)
:
Since m depends only on n,  and p, this completes the proof of (4.18), and hence
that of Lemma 65.
Finally we return to complete the proof of Proposition 66. We have already
proved the case M = 1. Now we sketch a proof of the case M = 2 using the
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multiplier norm inequality (4.13) with  = 2. By multiplicativity of jj on tensors,
it su¢ ces to show that for m = `1 + `2 + k,Z
Bn
(1  jzj2)  Y`1g
  Y`2g  Ykhp dn (z)(4.19)
 Cn;;p kMgk2pBp (Bn)!Bp (Bn;`2) khk
p
Bp (Bn)
:
Using (4.16) on tensors we obtain
 Y`1g
  Y`2g  Ykh =  Y`1g
( `2X
=0
c`2 Y
 
gYk+`2 h)
=
`2X
=0
c`2
 Y`1g
 Y  gYk+`2 h
=
`2X
=0
c`2
8<:
`1X
=0
c`1 Y
 
g 
 Y+`1   gYk+`2 h
9=; :
We rst use the Hilbert space valued interpolation theorem together with the
case  = 2 of Lemma 65 to show that g 2 MBs1p (Bn;`2)!Bs1p (Bn;`2
`2) and g 2
MBs2p (Bn)!Bs2p (Bn;`2) for appropriate values of s1 and s2. Assuming for convenience
that Y = (1  jzj2)R, and keeping in mind Remark 30, we obtaing (z)
 (1  jzj2) s1Y+`1   gYk+`2 hp
B
s1
p (Bn;`2
`2)
 kMgkpBs1p (Bn;`2)!Bs1p (Bn;`2
`2)
(1  jzj2) s1Y+`1   gYk+`2 hp
B
s1
p (Bn;`2)
= kMgkpBs1p (Bn;`2)!Bs1p (Bn;`2
`2)

Z
Bn
(1  jzj2)s1Y(1  jzj2) s1Y+`1   gYk+`2 hp dn;
which by (4.13) is at most
Cn;;p kMgkpBp (Bn)!Bp (Bn;`2)

Z
Bn
(1  jzj2)s2Y+`1 g(1  jzj2) s2Yk+`2 hp dn
= Cn;;p kMgkpBp (Bn)!Bp (Bn;`2)
g(1  jzj2) s2Yk+`2 hp
B
s2
p (Bn;`2)
 Cn;;p kMgkpBp (Bn)!Bp (Bn;`2)
 kMgkpBs2p (Bn)!Bs2p (Bn;`2)
(1  jzj2) s2Yk+`2 hp
B
s2
p (Bn)
 Cn;;p kMgk2pBp (Bn)!Bp (Bn;`2) khk
p
Bp (Bn)
:
Summing up over  and  gives (4.19).
Repeating this procedure for M  3 and using (4.13) with  =M nishes the
proof of Proposition 66. 
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4.3. Three Crucial Inequalities. In order to establish appropriate inequal-
ities for the Charpentier solution operators, we will need to control terms of the
form (z   w) @m@wF (w), Dm(z)4(w; z), Dm(z)
n
(1  wz)k
o
and Rm(z)
n
(1  wz)k
o
in-
side the integral for T as given in the integration by parts formula in Lemma 59
above. Here we are using the subscript (z) in parentheses to indicate the variable
being di¤erentiated. This is to avoid confusion with the notation Da introduced in
Section 5.1. We collect the necessary estimates in the following proposition.
Proposition 67. For z; w 2 Bn and m 2 N, we have the following three crucial
sets of estimates:
(4.20)(z   w) @m@wF (w)
  C
 p4 (w; z)
1  jwj2
!m DmF (w) ; F 2 Hol (Bn) ;m = jj :
D(z) 4 (w; z)  C n(1  jzj2)4 (w; z)1=2 +4 (w; z)o ;(4.21) (1  jzj2)R(z) 4 (w; z)  C(1  jzj2)p4 (w; z);
Dm(z) n(1  wz)ko  C j1  wzjk
 
1  jzj2
j1  wzj
!m=2
;(4.22)
(1  jzj2)mRm(z) n(1  wz)ko  C j1  wzjk
 
1  jzj2
j1  wzj
!m
:
Proof. To prove (4.20) we viewDa as a di¤erentiation operator in the variable
w so that
Da =  rw

1  jaj2

Pa +
q
1  jaj2Qa

:
A basic calculation is then:
(1  az)'a (z)  (Da)t
=

Pa (z   a) +
q
1  jaj2Qa (z   a)



1  jaj2

Parw +
q
1  jaj2Qarw

= Pa (z   a)

1  jaj2

Parw
+
q
1  jaj2Qa (z   a)
q
1  jaj2Qarw
=

1  jaj2

(z   a)  rw:
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From this we conclude the inequality(zi   ai) @@wiF (w)
  j(z   a)  rF (w)j

 1  az1  jaj2'a (z)
 jDaF (w)j
=
p4 (a; z)
1  jaj2 jDaF (w)j ;
as well as its conjugate(zi   ai) @@wiF (w)
  C
p4 (a; z)
1  jaj2
DaF (w) :
Moreover, we can iterate this inequality to obtain(z   a) @m@wF (w)
  C
 p4 (a; z)
1  jaj2
!m  Dam F (w) ;
for a multi-index of length m. With a = w this becomes the rst estimate (4.20).
To see the second estimate (4.21), recall from (5.1) that
Daf (z) =  

1  jaj2

Parf (z) +

1  jaj2
1=2
Qarf (z)

:
We let a = z. By the unitary invariance of
4 (w; z) = j1  wzj2   (1  jzj2)(1  jwj2);
we may assume that z = (jzj ; 0; : : : ; 0). Then we have
@
@zj
4 (w; z) = @
@zj
n
(1  wz) (1  zw)  (1  zz) (1  jwj2)
o
=  wj (1  zw) + zj(1  jwj2)
= (zj   wj) + wj (zw)  zj jwj2
= (zj   wj) (1  jzj2) + zj jzj2   wj jzj2 + wj (zw)  zj jwj2
= (zj   wj) (1  jzj2) + zj

jzj2   jwj2

+ wj (z (w   z)) :
Now Qzrf =

0; @f@z2 ; : : : ;
@f
@zn

and thus a typical term in Qzr4 is @@zj4(w; z)
with j  2. From z = (jzj ; 0; : : : ; 0) and j  2 we have zj = 0 and so
@
@zj
4 (w; z) = (zj   wj) (1  jzj2)  (zj   wj) (z (w   z)) ; j  2:
Now (4.6) implies
(4.23) 4 (w; z) = (1  jzj2) jw   zj2 + jz(w   z)j2 ;
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which together with the above shows thatq
1  jzj2 jQzr4 (w; z)j  C jz   wj (1  jzj2) 32(4.24)
+ C
q
1  jzj2 jz   wj jz (w   z)j
 C(1  jzj2)4 (w; z)1=2 + C 4 (w; z) :
As for PzrD =

@f
@z1
; 0; : : : ; 0

we use (4.23) to obtain
jPzr4 (w; z)j =
(z1   w1) (1  jzj2) + z1 jzj2   jwj2+ w1z (w   z)
 jz   wj (1  jzj2) +
jzj2   jwj2+ jz (w   z)j
 C
p
4 (w; z) + 2 jjzj   jwjj :
However,
4 (w; z)  (1  jwj jzj)2   (1  jzj2)(1  jwj2)
= 1  2 jwj jzj+ jwj2 jzj2  
n
1  jzj2   jwj2 + jzj2 jwj2
o
= jzj2 + jwj2   2 jwj jzj = (jzj   jwj)2
and so altogether we have the estimate
(4.25) jPzr4 (w; z)j  C
p
4 (w; z):
Combining (4.24) and (4.25) with the denition (5.1) completes the proof of the
rst line in (4.21). The second line in (4.21) follows from (4.25) since R(z) = Pzr.
To prove the third estimate (4.22) we compute:
D(z) (1  wz)k = k (1  wz)k 1D(z) (1  wz)
= k (1  wz)k 1

(1  jzj2)Pzr+
q
1  jzj2Qzr

(1  wz)
=  k (1  wz)k 1

(1  jzj2)Pzw +
q
1  jzj2Qzw

;
R(z) (1  wz)k = k (1  wz)k 1 ( wz) :
Since jwj2 + jaj2  2 we have
jQzwj2 = jQz (w   z)j2  jw   zj2 ;
= jwj2 + jzj2   2Re (wz)
 2Re (1  wz)  2 j1  wzj ;
which yieldsD(z) n(1  wz)ko  C j1  wzjk
8<: (1  jzj
2
) +
q
(1  jzj2) j1  wzj
j1  wzj
9=;
 C j1  wzjk
s
1  jzj2
j1  wzj :
Iteration then yields (4.22). 
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5. Operator Estimates
We will make heavy use of the following characterization of boundedness of the
positive operators that arise as majorants of the solution operators below. It is
proved in FFappendix BFF using a version of Schurs Lemma. It is interesting
to note that we need only estimate positive operators in this proof, and not singular
integral operators.
In the next lemma (and perhaps elsewhere) do we need a separate constraint
that t not be large negative ?? 
Lemma 66. Let a; b; c; t 2 R. Then the operator
Ta;b;cf (z) =
Z
Bn
(1  jzj2)a(1  jwj2)b
p4 (w; z)c
j1  wzjn+1+a+b+c
f (w) dV (w)
is bounded on Lp

Bn; (1  jwj2)tdV (w)

if and only if c >  2n and
(5.1)  pa < t+ 1 < p (b+ 1) :
Noting that j1  wzj  2 we also have an immediate corollary of the lemma
Remark 31. If a; b; c; p; t are as in the previous Lemma, and if d > 0 then the
operator
Ta;b;c;df (z) =
Z
Bn
(1  jzj2)a(1  jwj2)b
p4 (w; z)c
j1  wzjn+1+a+b+c+d
f (w) dV (w)
is bounded on Lp

Bn; (1  jwj2)tdV (w)

:
We must show that f = 
10h g 20 2 Bp
 
Bn; `2

where  20 is an antisymmetric
2-tensor of (0; 0)-forms that solves
@ 20 = 

2
1h  g 31;
and inductively where  q+2q is an alternating (q + 2)-tensor of (0; q)-forms that
solves
@ q+2q = 

q+2
q+1h  g q+3q+1;
up to q = n   1 (since  n+2n = 0 and the (0; n)-form 
n+1n is @-closed). Using the
Charpentier solution operators C0;qn;s on (0; q + 1)-forms we then get
f = 
10h  g 20
= 
10h  gC0;0n;s1
 

21h  g 31

= 
10h  gC0;0n;s1
 

21h  gC0;1n;s2
 

32h  g 42

...
= 
10h  gC0;0n;s1
21h+ gC0;0n;s1gC0;1n;s2
32h  gC0;0n;s1gC0;1n;s2gC0;2n;s3
43h    
:::+ ( 1)n gC0;0n;s1   gC0;n 1n;sn 
n+1n h
 F0 + F1 +   + Fn:
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The goal is to establish
kfkBp (Bn;`2)  Cn;;p; (g) khkBp (Bn) ;
which we accomplish by showing that
(5.2) kFkBp;m1 (Bn;`2)  Cn;;p; (g) khkp;m (Bn) ; 0    n;
for a choice of integers m satisfying
n
p
   < m1 < m2 <    < m` <    < mn:
Recall that in in (4.10) we dened both of the norms kFkBp;m (Bn;`2) and kFkp;m (Bn;`2)
for smooth vector functions F in the ball Bn.
Note on constants: We often indicate via subscripts, such as n; ; p; , the
important parameters on which a given constant C depends, especially
when the constant appears in a basic inequality. However, at times in mid-
argument, we will often revert to suppressing some or all of the subscripts
in the interests of readability.
The norms kkp;m(Bn;`2) will now be used to estimate the composition of Char-
pentier solution operators in each function
F = gC0;0n;s1   gC0; 1n;s 
+1 h
as follows. More precisely we will use the specialized variants of the seminorms
given by
kFkp
p;m0;m00 (B
n;`2) 
Z
Bn
(1  jzj2) n(1  jzj2)m0Rm0oDm00F (z)p dn (z) ;
where we take m00 derivatives in D followed by m0 derivatives in the invariant
radial operator (1  jzj2)R. Recall from Denition 31 that Xm denotes the vector
of all di¤erential operators of the form X1X2   Xm where each Xi is either I,
D, or (1   jzj2)R, and where by denition 1   jzj2 is held constant in composing
operators. It will also be convenient at times to use the notation
(5.3) Rm  (1  jzj2)m  Rkm
k=0
:
Note that Rm is simply Xm when none of the operators D appear. We will make
extensive use the multilinear estimate in Proposition 66.
Let us x our attention on the function F = F0 and write
F0 = gC0;0n;s1
n
gC0;1n;s2   gC0; 1n;s 
+1 h
o
= gC0;0n;s1 fF1 g ;
F1 = gC0;1n;s2
n
gC0;2n;s3   gC0; 1n;s 
+1 h
o
= gC0;1n;s2 fF2 g ;
Fq = gC0;qn;sq+1
Fq+1	 ; etc;
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where Fq is a (0; q)-form. We now perform the integration by parts in Lemma 61
in each iterated Charpentier operator Fq = gC0;qn;sq+1
Fq+1	 to obtain
Fq = gC0;qn;sq+1Fq+1(5.4)
=
m0q+1 1X
j=0
c0j;n;sq+1gSn;sq+1

DjFq+1

(z)
+
X
`=0
c`;n;sq+1g
`
n;sq+1

Dm
0
q+1Fq+1

(z) :
Now we compose these formulas for Fk to obtain an expression for F that is
a complicated sum of compositions of the individual operators in (5.4) above. For
now we will concentrate on the main terms gn;sk+1

Dm
0
k+1Fk+1

that arise in
the second sum above when ` = . We will see that the same considerations apply
to any of the other terms in (5.4) . Recall from Lemma 61 that the "boundary"
operators Sn;sq+1 are projections of operators on @Bs to the ball Bn and have (bal-
anced) kernels even simpler than those of the operators `n;sq+1 . The composition
of these main terms is
g

n;s1D
m01

F1(5.5)
=

g

n;s1D
m01

g

n;s2D
m02

F2
=

g

n;s1D
m01

g

n;s2D
m02

  

g

n;sD
m0


+1 h:
At this point we would like to take absolute values inside all of these integrals
and use the crucial inequalities in Proposition 67 to obtain a composition of positive
operators of the type considered in Lemma 66. However, there is a di¢ culty in
using the crucial inequality (4.20) to estimate the derivative Dm on (0; q + 1)-forms
 given by (3.18):
Dm (z) =
X
jJj=q
X
k=2J
X
jj=m
( 1)(k;J) (wk   zk)(w   z) @
m
@w
J[fkg (w) :
The problem is that the factor (wk   zk) has no derivative @@wk naturally associated
with it, as do the other factors in (w   z). We refer to the factor (wk   zk) as a
rogue factor, as it requires special treatment in order to apply (4.20). Note that we
cannot simply estimate (wk   zk) by jw   zj because this is much larger in general
than the estimate
p4 (w; z) obtained in (4.20) (where the di¤erence in size between
jw   zj and p4 (w; z) is compensated by the di¤erence in size between @@wk and
D).
We now describe how to circumvent this di¢ culty in the composition of oper-
ators in (5.5). Let us write each Dm
0
q+1Fq+1 asX
jJj=q
X
k=2J
X
jj=m0q+1
( 1)(k;J) (wk   zk)(w   z) @
m
@w
 Fq+1J[fkg (w) ;
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where
 Fq+1J[fkg is the coe¢ cient of the form Fq+1 with di¤erential dwJ[fkg.
We now replace each of these sums with just one of the summands, say
(5.6) (wk   zk)(w   z) @
m
@w
 Fq+1J[fkg (w) :
Here the factor (wk   zk) is a rogue factor, not associated with a corresponding
derivative @@wk . We will refer to k as the rogue index associated with the rogue
factor when it is not convenient to explicitly display the variables.
The key fact in treating the rogue factor (wk   zk) is that its presence in (5.6)
means that the coe¢ cient
 Fq+1I of the form Fq+1 that multiplies it must have k
in the multi-index I. Since Fq+1 = gC0;q+1n;sq+2
Fq+2	, the form of the ameliorated
Charpentier kernel C0;q+1n;sq+2 in Theorem 91 shows that the coe¢ cients of C0;q+1n;sq+2 (w; z)
that multiply the rogue factor must have the di¤erential dzk in them. In turn, this
means that the di¤erential dwk must be missing in the coe¢ cient of C0;q+1n;sq+2 (w; z),
and hence nally that the coe¢ cients
 Fq+2H with multi-index H that survive
the wedge products in the integration must have k 2 H. This observation can be
repeated, and we now derive an important consequence.
Returning to (5.5), each summand in Dm
0
q+1Fq+1 has a rogue factor with as-
sociated rogue index kq+1. Thus the function in (5.5) is a sum of terms of the
form 
g

n;s1(wk1   zk1)Z
m01



g

n;s2(wk2   zk2)Z
m02

I1

   

g

n;s (wk   zk )Z
m0

I 1

   

g
 1
n;s
 
wk   zk
Zm0
I 1
  
+1 hI ;
where the subscript I on the form gn;s (wk   zk )Z
m0 indicates that we are
composing with the component of gn;s (wk   zk )Z
m0 corresponding to the
multi-index I 1, i.e. the component with the di¤erential dzI 1 . The notation
will become exceedingly unwieldy if we attempt to identify the di¤erent variables
associated with each of the iterated integrals, so we refrain from this in general. The
considerations of the previous paragraph now show that we must have fk1g = I1,
fk2g [ I1 = I2 and more generally
fkg [ I 1 = I ; 1 <   :
In particular we see that the associated rogue indices k1; k2; : : : k are all distinct
and that as sets
fk1; k2; : : : ; kg = I:
If we denote by  the variable in the nal form 
+1 h, we can thus write each
rogue factor (wk   zk ) as
(wk   zk ) = (wk   k )  (zk   k );
and since k 2 I, there is a factor of the form @@k
@jjgi
@
 in each summand of
the component
 

+1 h

I
of 
+1 h. So we are able to associate the rogue factor
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(wk   zk ) with derivatives of g as follows:
(5.7)

(wk   k )
@
@k

@jjgi
@

 

(zk   k )
@
@k

@jjgj
@
 :
Thus it is possible to
(1) apply the radial integration by parts in Corollary 45,
(2) then take absolute values and `2-norms inside all the integrals,
(3) and then apply the crucial inequalities in Proposition 67.
One of the di¢ culties remaining after this is that we are now left with additional
factors of the form p4 (w; )
1  jwj2 ;
p4 (z; )
1  jzj2
that result from an application of (4.20) to the derivatives in (5.7). These factors
are still rogue in the sense that the variable pairs occurring in them, namely (w; )
and (z; ), do not consist of consecutive variables in the iterated integrals of (5.5).
This is rectied by using the fact that d (w; z) =
p4 (w; z) is a quasimetric; that
is, there is a K so that for all p; q; r; d(p; r)  K(d(p; q)+d(q; r)): That fact follows
from the identityp
4 (w; z) = j1  wzj j'z (w)j =  (w; z)2  (w; z) ;
where  (w; z) = j'z (w)j is the invariant pseudohyperbolic metric on the ball
[Zhu05, Corollary 1.22] and where  (w; z) = j1  wzj1=2 satises the triangle in-
equality on the ball [Rud80, Proposition 5.1.2]. Using the quasi-subadditivity of
d (w; z) we can, with some care, redistribute appropriate factors back to the iterated
integrals where they can be favorably estimated using Lemma 66. It is simplest
to illustrate this procedure in specic cases, so we defer further discussion of this
point until we treat in detail the cases  = 0; 1; 2 below. We again emphasize that
all of the above observations regarding rogue factors in (5.5) apply equally well to
the rogue factors in the other terms `n;sq+1

Dm
0
qFq+1

(z) in (5.4), as well as to
the boundary terms Sn;sq+1

DjFq+1

(z) in (5.4).
The other di¢ culty remaining is that in order to obtain a favorable estimate
using Lemma 66 for the iterated integrals resulting from the bullet items above, it
is necessary to generate additional powers of (1  jzj2) (we are using z as a generic
variable in the iterated integrals here). This is accomplished by applying the radial
integrations by parts in Corollary 45 to the previous iterated integral. Of course
such a possibility is impossible for the rst of the iterated integrals, but there we
are only applying the radial derivative R thanks to the fact that our candidate
f from the Koszul complex is holomorphic. As a result, we see from (4.21) that
(1   jzj2)R, unlike D, generates positive powers of 1   jzj2 even when acting on
4 (w; z). This procedure is also best illustrated in specic cases and will be treated
in the next subsection.
So ignoring these technical issues for the moment, the integrals that result
from taking absolute values and `2-norms inside (5.5) are now estimated using
Lemma 66 and Remark 31. Note that we only use scalar-valued Schur estimates
since all the integrals to which Lemma 66 and Remark 31 are applied have pos-
itive integrands. Here is the rough idea. Suppose that fT1; T2; : : : ; Tg is a col-
lection of Charpentier solution operators and that for a sequence of large integers
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m01;m
00
1 ;m
0
2; ;m
00
2 : : : ;m
0
+1;m
00
+1
	
, we have the inequalities
(5.8) kTjFk
p;m0
j
;m00
j
(Bn;`2)  Cj kFk
p;m0
j+1
;m00
j+1
(Bn;`2) ; 1  j  `+ 1;
for the class of smooth functions F that arise as TG for some Charpentier solution
operator T and some smoothG. Then we can estimate kT1  T2      T
kBp;m(Bn;`2)
by
kT1  T2      T`
k
p;m01;m001
(Bn;`2)
 C1 kT2      T`
k
p;m02;m002
(Bn;`2)
 C1C2 kT3      T`
k
p;m03;m003
(Bn;`2)
 C1C2   C` k
k
p;m0
`+1
;m00
`+1
(Bn;`2) :
Finally we will show that if 
 is one of the forms 
q+1q in the Koszul complex, then
k
k
p;m0
`+1
;m00
`+1
(Bn;`2)  k
k
p;m0
`+1
+m00
`+1
(Bn;`2)  Cn;;p; (g) khkBp;m(Bn) ;
and so altogether this proves that
kfkBp (Bn;`2)  Cn;;p; (g) khkBp;m(Bn) :
We now make some brief comments on how to obtain the inequalities in (5.8).
Complete details will be given in the cases  = 0; 1; 2 below, and the general case
0    n is no di¤erent than these three cases. We note that from (3.5) the kernel
of C0;qn typically looks like a sum of terms
(5.9)
(1  wz)n 1 q (1  jwj2)q
4 (w; z)n (zj   wj)
times a wedge product of di¤erentials in which the di¤erential dwj is missing. We
again emphasize that the rogue factor (zj   wj) cannot simply be estimated by
jzj   wj j as the formula (4.6) shows thatp
4 (w; z) =
Pz (z   w) +q1  jzj2Qz (z   w)
can be much smaller than jz   wj. As we mentioned above, it is possible to exploit
the fact that any surviving term in the form 
+1 must then involve the derivative
@
@wj
hitting a component of g. This permits us to absorb part of the complex
tangential component of z   w into the almost invariant derivative D which is
larger than the usual gradient in the complex tangential directions. This results in
a good estimate for the rogue factor (zj   wj) in (5.9) based on the smaller quantityp4 (w; z). We have already integrated by parts to write (5.9) as (recall that the
factors zj   wj are already incorporated into Dmz  (w))Z
Bn
(1  wz)n 1 q (1  jwj2)q
4 (w; z)n D
m (w) dV (w) ;
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plus boundary terms which we ignore for the moment. Then we use the three
crucial inequalities (4.20), (4.21) and (4.22);
(zj   wj)Dmz;w
`+1` (w) 
 p4 (w; z)
1  jwj2
!m+1 Dm[
`+1` (w) ;D(z) 4 (w; z)  C(1  jzj2)4 (w; z)1=2 +4 (w; z) ;(1  jzj2)R(z) 4 (w; z)  C(1  jzj2)4 (w; z)1=2 ;Dm(z) n(1  wz)ko  C j1  wzjk
 
1  jzj2
j1  wzj
!m=2
(1  jzj2)mRm(z) n(1  wz)ko  C j1  wzjk
 
1  jzj2
j1  wzj
!m
;
to help show that the resulting iterated kernels can be factored (after accounting
for all rogue factors zj   wj) into operators that satisfy the hypotheses of Lemma
66 or Remark 31 above.
Definition 33. The expression [
`+1` denotes the form 

`+1
` but with every
occurrence of the derivative @@wj replaced by the derivative Dj.
Recall that each summand of 
`+1` includes a product of exactly ` distinct
derivatives @@wj applied to components of g. Thus the entries of D
m[
`+1` (w) consist
of m+ ` derivatives distributed among components of g. Using the factorization of

`+1` in (4.4), we obtain the corresponding factorization for
[
`+1` :
(5.10) 
10 ^
`^
i=1
c
10 =   1`+ 1[
`+1` ;
where 
10 =

gi
jgj2
1
i=1
and c
10 = Dgijgj2 1i=1 :
It is important for this purpose of using Lemma 66 and Remark 31 to rst
apply the integration by parts Lemma 59 to temper the singularity due to negative
powers of4 (w; z), and to use the integration by parts Corollary 45 to infuse enough
powers of (1  jwj2) for use in the subsequent iterated integral.
Finally it follows from Lemma 62, Proposition 65 and Proposition 66 together
with the factorization (4.4) that
(5.11)
(1  jzj2)Xm[
+1 h (z)
Lp(n;`2)
 C kMgkm+Bp (Bn)!Bp (Bn;`2) khkBp (Bn) :
We defer the proof of (5.11) until Section 5.1.1 when further calculations are avail-
able.
Remark 32. At this point we observe from (5.2) that the exponent m +  in
(5.11) is at most mn + n, and thus we may take  = mn + n. We leave it to the
interested reader to estimate the size of mn.
Taking into account all of the above, the conclusion is that with  = mn + n,
kfkBp (Bn;`2)  Cn;;p; kMgk

Bp (Bn)!Bp (Bn;`2) khkBp (Bn) :
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As the arguments described above are rather complicated we illustrate them
by considering the three cases  = 0; 1; 2 in complete detail in the next subsection
before proceeding to the general case.
5.1. Estimates in Special Cases. Here we prove the estimates (5.2) for
 = 0; 1; 2. We rst give an informal overview and then provide the details.
Recall that
F0 = 
10h;
F1 = gC0;0n;s1
21h;
F2 = gC0;0n;s1gC0;1n;s2
32h:
To obtain the estimate for F0 we use the multilinear inequality in Proposition 66.
In estimating F1 we confront for the rst time a rogue factor zk   wk that we
must associate with a derivative @@wk occurring in each surviving summand of the
kth component of the form 
21. After applying the integration by parts formula in
61 as in [OF96], we use the crucial inequalities in Proposition 67 and the Schur
type operator estimates in Lemma 66 with c = 0 to obtain the desired estimates.
Finally we must also deal with the boundary terms in the integration by parts
formula for ameliorated Charpentier kernels in Lemma 61. This requires using the
radial derivative integration by parts formula in Corollary 45 as in [OF96], and
also requires dealing with the corresponding rogue factors.
The nal trick in the proof arises in estimating F2. This time there are two
iterated integrals each with a rogue factor. The problematic rogue factor zk   k
occurs in the rst of the iterated integrals since there is no derivative @
@k
hitting the
second iterated integral with which to associate the rogue factor zk   k. Instead we
decompose the factor as zk   wk   k   wk and associate each of these summands
with a derivative @@wk already occurring in 

3
2. Then we can apply the crucial
inequality (4.20) and use the fact that
p4 (w; z) is a quasimetric to redistribute
the estimates appropriately. As a result of this redistribution we are forced to
use Lemma 66 with c = 1 this time as well as c = 0. In applying the Schur type
estimates in Lemma 66 to the second iterated integral, we require a su¢ ciently large
power of (1 jwj2) to be carried over from the rst iterated integral. To ensure this
we again use the radial derivative integration by parts formula in Corollary 45.
The estimate (5.2) for general  involves no new ideas. There are now  rogue
terms and we need to apply Lemma 66 with c = 0;1; : : : ; (  1). With this
noted the arguments needed are those used above in the cases  = 0; 1; 2.
5.1.1. The Estimate for F0. We begin with the estimateF0
Bp;m(Bn;`2)
=

10hBp;m(Bn;`2)
 Cn;;p; kMgkmBp (Bn)!Bp (Bn;`2) khkBp;m(Bn) ;
for m+ > n=p. However, for later use we prove instead the more general estimate
with X in place of R, except that m must then be chosen twice as large:Z
Bn
(1  jzj2)Xm  
10h (z)p dn (z)(5.12)
 Cn;;p; kMgkmpBp (Bn)!Bp (Bn;`2) khk
p
Bp (Bn)
;
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for m > 2 (n=p  ). Recall that Xm is the di¤erential operator of order m given
in Denition 31 that is adapted to the complex geometry of the unit ball Bn. It
will be in estimating iterated Charpentier integrals below that the derivatives Rm
and Dm will arise from integration by parts in the previous iterated integral, and
this will require estimates using Xm.
By Leibnitzrule for Xm we have
Xm  
10h = mX
k=0
ck
 X k
10  Xm kh ;
and
(5.13) X k  
10 = X k
 
g
jgj2
!
=
kX
`=0
c`
 X k `g X ` jgj 2 :
It su¢ ces to proveZ
Bn
(1  jzj2)
 
mX
k=0
kX
`=0
ckc`
 X k `g X ` jgj 2  Xm kh!
p
dn
 Cn;;p; kMgkmpBp (Bn)!Bp (Bn;`2) khk
p
Bp (Bn)
;
and hence Z
Bn
(1  jzj2)p X k `gp X ` jgj 2p Xm khp dn(5.14)
 Cn;;p; kMgkmpBp (Bn)!Bp (Bn;`2) khk
p
Bp (Bn)
;
for each xed 0  `  k  m.
Now we can protably estimate both
Xm kh and X k `g as they are, but we
must be more careful with
X ` jgj 2. In the case ` = 1, we assume for convenience
that X annihilates gi (if not it will annihilate gi unless X = I, and the estimates
are similar) and obtain,
X jgj 22 =   jgj 4
1X
i=1
giX gi

2
 jgj 8
 1X
i=1
jgij2
! 1X
i=1
jX gij2
!
 jgj 6
1X
i=1
jX gij2 :
Similarly when ` = 2,
X 2 jgj 22 =
  jgj 4
1X
i=1
giX 2gi + 2 jgj 6
X
i 6=j
(giX gi) (gjX gj)

2
 2 jgj 6
1X
i=1
X 2gi2 + 4 jgj 8 1X
i=1
jX gij2
!2
;
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and the general case isX ` jgj 22(5.15)
 C` jgj 6
1X
i=1
X `gi2 + C` 1 jgj 8 1X
i=1
X ` 1gi2! 1X
i=1
jX gij2
!
+   + C0 jgj 4 2`
 1X
i=1
jX gij2
!`
=
X
112M
1+2++M=`
c jgj 4 2`
MY
m=1
 1X
i=1
jXmgij2
!
:
We can ignore the powers of jgj since jgj is bounded above and below by Lemma
64 and the hypotheses of Theorem 86. Fixing  we see that the left side of (5.14)
is thus at most
Cn;;p;
Z
Bn
(1  jzj2)p X k `gp Ym khp
0@ MY
j=1
jXjgjp
1A dn:
Since
X k `g2 =P1i=1 X k `gi2 and k   ` could vanish (unlike the exponents `
which are positive), we see that altogether after renumbering, it su¢ ces to proveZ
Bn
(1  jzj2)p jY1hjp jY2gjp    jYM gjp dn(5.16)
 Cn;;p; kMgkMpBp (Bn)!Bp (Bn;`2) khk
p
Bp (Bn)
for each xed  = (1; 2; : : : ; M ) with M  2, jj = m and at most one of
2; : : : ; M is zero. We have used here that
Dg = jDgj. Now Proposition 66
yields (5.16) for each 0  k  m and jj = m   k. Summing these estimates
completes the proof of (5.12).
We can now prove the more general inequality (5.11). Using the factorization
(4.4) of [
+1 together with the Leibnitz formula gives
Xm

[
+1 h

= Xm


10 ^
c
10 h
=
X
2Z+2+ :jj=m
 X0
10 ^ ^
j=1

Xjc
10 (X+1h)
=
X
2Z+2+ :jj=m
8<: X0
10 ^
^
j=1
 Xj+1
10
9=; (X+1h) ;
where we have used that c
10 already has an X derivative in each summand, and
so Xjc
10 can be written as Xj+1
10. Now use (5.13) and (5.15) to see thatXm[
+1 h is controlled by a tensor product of at most m +  factors, and
then apply Proposition 66 as above to complete the proof of (5.11).
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5.1.2. The Estimate for F1. The estimate in (5.2) with  = 1 will follow from
(5.11) and the estimate(1  jzj2)Ym1  gC0;0n;s
21hp
Lp(n)
(5.17)
 C
Z
Bn
(1  jzj2)Xm2 c
21h (z)p dn (z) ;
where as in Denition 33, we dene c
21 to be 
21 with @ replaced by D throughout:
c
21 = NX
j;k=1
fgkDgj   gjDgkg
jgj4 ej ^ ek;
and where Dh =
Pn
k=1 (Dkh) dzk and Dk is the k
th component of D. We are using
here the following observation regarding the interior product 
21hydwk:
For each summand of 
21hydwk, there is a unique 1  i  N(5.18)
so that
@gi
@wk
occurs as a factor in the summand.
We rewrite (5.17) as(1  jzj2)Rm001Dm01  gC0;0n;s
21hp
Lp(n)
(5.19)
 C
Z
Bn
(1  jzj2)Rm002Dm02 c
21h (z)p dn (z) ;
where Rm = (1   jzj2)m  Rkm
k=0
as in (5.3). As mentioned above, we only need
to prove the case m001 = 0 since (5.2) only requires that we estimate
F1
Bp;m(Bn)
.
However, when considering the estimate for F2 in (5.2) we will no longer have the
luxury of using the norm kkBp;m(Bn) in the second iterated integral occurring there,
and so we will consider the more general case now in preparation for what comes
later. As we will see however, it is necessary to choose m01 su¢ ciently large in order
to obtain (5.19). It is useful to recall that the operator (1 jzj2)R is "smaller" than
D in the sense that
D = (1  jzj2)Pzr+
q
1  jzj2Qzr;
(1  jzj2)R = (1  jzj2)Pzr:
To prove (5.19) we will ignore the contraction g since if derivatives hit g in the
contraction, the estimates are similar if not easier. Note also that jgF j  jgj jF j
for the contraction gF of any tensor F .
We will also initially suppose that m001 = 0 and later take m
00
1 su¢ ciently large.
Now we apply Lemma 61 to C0;0n;s
21h and obtain
C0;0n;s
21h (z) = c0C0;0n;s

Dm
0
2
21h

(z) + boundary terms(5.20)
=
Z
Bn
0n;s (w; z)D
m02  
21h dV (w) + boundary terms:
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A typical term above looks like
(5.21)
Z
Bn
 
1  jwj2
1  wz
!s n
(1  wz)n 1
4 (w; z)n D
m02  
21h dV (w)
where we are discarding the sum of (balanced) factors

(1 jwj2)(1 jzj2)
j1 wzj2
j
for 1 
j  n  1 in Lemma 61 that turn out to only help with the estimates. This can be
seen from (4.22) and its trivial counterpartDm(z) n(1  jzj2)ko+ (1  jzj2)mRm(z) n(1  jzj2)ko  C(1  jzj2)k:
Recall from the general discussion above that in the integral (5.21) there are
rogue factors zk   wk in Dm
0
2
 

21h

(w) that must be associated with a @@wk de-
rivative that hits some factor of each summand in the kth component 
21ydwk of

21  fgi@gj   gj@gig. Thus we can apply (4.20) to the components of 
21h (z) to
obtain Dm02
21h (z) 

nX
k=1
nX
jj=m02
(wk   zk) (w   z) @
m02
@w
 

21hydwk

 C
 p4 (w; z)
1  jwj2
!m02+1 Dm02 c
21h (w) :
Thus we get
(1  jzj2)
Dm01C0;0n;s
21h (z)(5.22)

Z
Bn
(1  jzj2)
Dm01(z)
(
(1  jwj2)s n (1  wz)n 1
(1  wz)s n 4 (w; z)n
)

 p4 (w; z)
1  jwj2
!m02+1 Dm02 c
21h (w) dV (w)
 Ssm01;m02f (z) ;
where
(5.23) f (w) = (1  jwj2)
Dm02 c
21h (w) :
Now we iterate the estimate (4.21),D(z) 4 (w; z)  C(1  jzj2)4 (w; z)1=2 +4 (w; z) ;
to obtain Dm01(z)
(
(1  jwj2)s n (1  wz)n 1
(1  wz)s n 4 (w; z)n
)(5.24)
 (1  jzj
2
)m
0
1(1  jwj2)s n 4 (w; z)m01=2
j1  wzjs 2n+1 4 (w; z)n+m01
+   + (1  jwj
2
)s n
j1  wzjs 2n+1 4 (w; z)n +OK;
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where the terms in OK are obtained when some of the derivatives D hit the factor
1
(1 wz)s n or factors D4 (w; z) already in the numerator. Leaving the OK terms
for later, we combine all the estimates above to get that if we plug the rst term
on the right in (5.24) into the left side of (5.19), then the result is dominated by
Z
Bn
(1  jzj2)m01+(1  jwj2)s n m02 1  4 (w; z)
m01+m02+1
2
j1  wzjs 2n+1 4 (w; z)n+m01
f (w) dV (w)
=
Z
Bn
(1  jzj2)m01+(1  jwj2)s n 1 m02 
j1  wzjs 2n+1
p
4 (w; z)m
0
2 m01 2n+1
f (w) dV (w) :
Now for convenience choose m02 = m
0
1 + 2n   1 so that the factor of
p4 (w; z)
disappears. We then get
(1  jzj2)
Dm01C0;0n;s
21h (z)(5.25)

Z
Bn
(1  jzj2)m01+(1  jwj2)s 3n m01 
j1  wzjs 2n+1 f (w) dV (w) :(5.26)
Lemma 66 shows that the operator
Ta;b;0f (z) =
Z
Bn
(1  jzj2)a(1  jwj2)b
j1  wzjn+1+a+b
f (w) dV (w)
is bounded on Lp

Bn; (1  jwj2)tdV (w)

if and only if
 pa < t+ 1 < p (b+ 1) :
We apply this lemma with t =  n 1, a = m01+ and b = s 3n m01 . Note that
the sum of the exponents in the numerator and denominator of (5.25) are equal if
we write the integral in terms of invariant measure dn (w) = (1 jwj2) n 1dV (w).
We conclude that Ssm01;m02 is bounded on L
p (dn) provided T is, and that this latter
happens if and only if
 p (m01 + ) <  n < p (s  3n+ 1 m01   ) :
This requires m01 +  > n=p and s > 3n  1 +m01 +    n=p.
Remark 33. Suppose instead that we choose m02 above to be a positive integer
satisfying c = m02 m01 2n+1 >  2n. Then we would be dealing with the operator
Ta;b;c where a = m01 +  and
b = s  n  1 m02    = s  3n  c m01   :
By Lemma 66, Ta;b;c is bounded on Lp (dn) if and only if
 p (m01 + ) <  n < p (s  3n+ 1  c m01   ) ;
i.e. m01 +  > n=p and s > c+ 3n  1 +m01 +    n=p. Thus we can use any value
of c >  2n provided we choose m02  m01 and s large enough.
Now we turn to the second displayed term on the right side of (5.24) which
leads to the operator Ta;b;0 with a = , b = s   3n   . This time we will not
in general have the required boundedness condition  > n=p. It is for this reason
that we must return to (5.19) and insist that m001 be chosen su¢ ciently large that
m001 +  > n=p. For convenience we let m
0
1 = 0 for now. Indeed, it follows from the
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second line in the crucial inequality (4.21) that the second displayed term on the
right side of (5.24) is
(1  jzj2)m001 (1  jwj2)s n 4 (w; z)m001 =2
j1  wzjs 2n+1 4 (w; z)n+m001
+ better terms:
Using this expression and choosing m02 = m
00
1 + 2n  1 so that the term
p4 (w; z)
disappears from the ensuing integral, we obtain the following analogue of (5.25):
(1  jzj2)(1  jzj2)m001
Rm001 C0;0n;s
21h (z)

Z
Bn
(1  jzj2)m001+(1  jwj2)s 3n m001 
j1  wzjs 2n+1 f (w) dV (w) :
The corresponding operator Ta;b;0 has a = m001 +  and b = s   3n  m001    and
is bounded on Lp (n) when  p (m001 + ) <  n < p (s  3n+ 1 m001   ). Thus
there is no unnecessary restriction on  if m001 and s are chosen appropriately large.
Note that the only di¤erence between this operator Ta;b;0 and the previous one is
that m01 has been replaced by m
00
1 .
The above arguments are easily modied to handle the general case of (5.19)
provided m001 +  > n=p and s is chosen su¢ ciently large.
Now we return to consider the OK terms in (5.24). For this we use the in-
equality (4.22):
Dm(z) n(1  wz)ko  C j1  wzjk
 
1  jzj2
j1  wzj
!m=2
:
We ignore the derivative (1 jzj2)R as the second line in (4.22) shows that it satises
a better estimate. We also write m1 and m2 in place of m01 and m
0
2 now. As a
result, one of the extremal OK terms in (5.24) is
(1  jzj2)m1=2(1  jwj2)s n
j1  wzjs 2n+1+m1=2 4 (w; z)n
;
which when combined with the other estimates leads to the integral operatorZ
Bn
(1  jzj2)m1=2+(1  jwj2)s n 1 m2 
j1  wzjs 2n+1+m1=2
p
4 (w; z)m2 2n 1f (w) dV (w) :
This is Ta;b;c with a = m1=2+, b = s n  1 m2  and c = m2  2n  1. This
is bounded on Lp (n) provided m2  2 and
 p
m1
2
+ 

<  n < p (s  n m2   ) ;
i.e. m1=2 +  > n=p and s > n +m2 +    n=p. The intermediate OK terms are
handled similarly. Note that the crux of the matter is that all of the positive oper-
ators have the form Ta;b;c, and moreover, if s and the m0s are chosen appropriately
large, then Ta;b;c is bounded on Lp (n).
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5.1.3. Boundary Terms for F1. Now we turn to estimating the boundary terms
in (5.20). A typical term is
(5.27) Sn;s

Dk  
21h Z (z) = Z
Bn
(1  jwj2)s n 1
(1  wz)s D
k  

21h
 Z (w) dV (w) ;
with 0  k  m  1 upon appealing to Lemma 61.
We now apply the operator (1  jzj2)m1+Rm1 to the integral in the right side
of (5.27) and using Proposition 67 we obtain that the absolute value of the result
is dominated byZ
Bn
(1  jzj2)m1+(1  jwj2)s n 1
j1  wzjs+m1
 p4 (w; z)
1  jwj2
!k+1 Dk c
21h dV (w)
=
Z
Bn
(1  jzj2)m1+(1  jwj2)s n 2 k p4 (w; z)k+1
j1  wzjs+m1

(1  jwj2)Dk c
21h (w) dV (w) :
The operator in question here is Ta;b;c with a = m1 + , b = s  n  2  k    and
c = k + 1 since
a+ b+ c+ n+ 1 = s+m1:
Lemma 66 applies to prove the desired boundedness on Lp (n) provided m1+ >
n=p.
However, if k fails to satisfy k + 1 > 2 (n=p  ), then the derivative Dk+1

cannot be used to control the norm k
kBp (Bn). To compensate for a small k,
we must then apply Corollary 45 to the right side of (5.27) (which for xed z is
in C
 
Bn
 \ C1 (Bn)) before di¤erentiating and taking absolute values inside the
integral. This then leads to operators of the form
(1  jzj2)m1+Rm1
Z
Bn
(1  jwj2)s n 1
(1  wz)s
 (1  jwj2)mRm
h
Dk  
21h (w)i dV (w)
which are dominated byZ
Bn
(1  jzj2)m1+(1  jwj2)s n 1
j1  wzjs+m1

 p4 (w; z)
1  jwj2
!k+1 RmDk c
21h (w) dV (w) ;
which is Z
Bn
(1  jzj2)m1+(1  jwj2)s n 2 k p4 (w; z)k+1
j1  wzjs+m1

(1  jwj2)RmDk c
21h (w) dV (w) :
This latter operator is Ta;b;cH (z) with
a = m1 + ; b = s  n  2  k   ; c = k + 1
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and H (w) =
(1  jwj2)Rmb0Dk c
21h (w). Note that for m > 2 (n=p  ) we do
now have kHkLp(n) 
c
21h
Bp (Bn)
. The operator here is the same as that above
and so Lemma 66 applies to prove the desired boundedness on Lp (n).
5.1.4. The Estimate for F2. Our next task is to obtain the estimate (5.2) for
 = 2, and for this we will show thatZ
Bn
(1  jzj2)m1+Rm1gC0;0n;s1gC0;1n;s2
32p dn (z)(5.28)
 C
Z
Bn
(1  jzj2)(1  jzj2)m003Rm003Dm03 c
32h (z)p dn (z) :
Unlike the previous argument we will have to deal with a rogue term
 
z2   2

this
time where there is no derivative @
@2
to associate to the factor
 
z2   2

. Again we
ignore the contractions g. Then we use Lemma 61 to perform integration by parts
m02 times in the rst iterated integral and m
0
3 times in the second iterated integral.
We also use Corollary 45 to perform integration by parts in the radial derivative
m002 times in the rst iterated integral (for xed z, C0;1n;s2
32 2 C
 
Bn
 \C1 (Bn) by
standard estimates [Charp]), so that the additional factor (1 jj2)m002 can be used
crucially in the second iterated integral, and also m003 times in the second iterated
integral for use in acting on 
32.
Recall from Lemma 61 that
C0;qn;s (z) = boundary terms (depending on m)
+
qX
`=0
Z
Bn
(1  wz)n 1 ` (1  jwj2)`
4 (w; z)n
 
1  jwj2
1  wz
!s n

0@n ` 1X
j=0
cj;`;n;s
"
(1  jwj2)(1  jzj2)
j1  wzj2
#j1ADm (z) :
Recall also that that Dm already has the rogue terms built in, as can be seen from
(3.18). Now we use the right side above with q = ` = j = 0 to substitute for C0;0n;s1 ,
and the right side above with q = ` = 1 and j = 0 to substitute for C0;1n;s2 . Then a
typical part of the resulting kernel of the operator C0;0n;s1C0;1n;s2
32 (z) isZ
Bn
(1  z)n 1
4 (; z)n
 
1  jj2
1  z
!s1 n  
z2   2

(5.29)
 (1  jj2)m02Rm02Dm
00
2
Z
Bn
 
1  wn 2  1  jwj2
4 (w; )n
 
1  jwj2
1  w
!s2 n
  w1   1 (1  jwj2)m03Rm03Dm003  
32h (w) dV (w) dV () ;
where we have arbitrarily chosen
 
z2   2

and
 
w1   1

as the rogue factors.
Remark 34. It is important to note that the di¤erential operators Dm2 are
conjugate in the variable z and hence vanish on the kernels of the boundary terms
Sn;s

Dk
32h

(z) in the integration by parts formula (3.19) associated to the Char-
pentier solution operator C0;1n;s2 since these kernels are holomorphic. As a result the
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operator Dm
0
2 hits only the factor Dk
32h and a typical term is
(zi   i) @
@zi
n
(wi   zi)
32h
o
=  (zi   i)
32h;
where the derivative @@wi must occur in each surviving term in 

3
2h, and this term
which is then handled like the rogue terms.
FFFEric, Please rewrite the last sentence, I get lost at "and this
term"?FFF
Now we recall the factorization (4.4) with ` = 2,

32 =  4
10 ^ f
10 ^ f
10;
and that 
32 (w) must have both derivatives
@g
@w1
and @g@w2 occurring in it, one sur-
viving in each of the factors f
10, along with other harmless powers of g that we
ignore. Thus we may replace f
10 ^ f
10 with @@w2
10 ^ @@w1
10. If we use
z2   2 = (z2   w2) 
 
2   w2

;
we can write the above iterated integral as a di¤erence, A B; with
A =
Z
Bn
(1  z)n 1
4 (; z)n
 
1  jj2
1  z
!s1 n

Z
Bn
(1  jj2)m002Rm002Dm
0
2
8<:
 
1  wn 2  1  jwj2
4 (w; )n
 
1  jwj2
1  w
!s2 n9=;


(1  jwj2)m003Rm003  2   w2 @
@w2
Dm
0
3 `
10

^

(1  jwj2)m003Rm003  1   w1 @
@w1
D`
10

dV (w) dV ()
B =
Z
Bn
(1  z)n 1
4 (; z)n
 
1  jj2
1  z
!s1 n

Z
Bn
(1  jj2)m002Rm002Dm
0
2
8<:
 
1  wn 2  1  jwj2
4 (w; )n
 
1  jwj2
1  w
!s2 n9=;


(1  jwj2)m003Rm003 (z2   w2) @
@w2
Dm
0
3 `
10

^

(1  jwj2)m003Rm003  1   w1 @
@w1
D`
10

dV (w) dV () :
Here we have temporarily ignored the wedge products with terms that do not
include derivatives of g, as these terms are bounded and hence harmless.
Now we apply (1   jzj2)(1   jzj2)m001Rm001Dm01 to these operators. Using the
crucial inequalities in Proposition 67 together with the factorization (5.10) with
` = 2, c
32 =  4
10 ^ c
10 ^ c
10;
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the result of this application on the rst integral is then dominated byZ
Bn
(1  jzj2) j1  zjn 1
4 (; z)m01+m001+n
h
(1  jzj2)
p
4 (; z)
im001
(5.30)

h
(1  jzj2)
p
4 (; z)
im01
+4 (; z)m01
 1  jj21  z

s1 n

Z
Bn
(1  jj2)m002 1  wn 2  1  jwj2
4 (w; )m02+m002+n
 p4 (; z)
1  jj2
!m02

h
(1  jj2)
p
4 (w; )
im002 h
(1  jj2)
p
4 (w; )
im02
+4 (w; )m02


1  jwj21  w

s2 n p4 (w; )
1  jwj2
!m03  p4 (w; )
1  jwj2
!2

(1  jwj2)m003Rm003Dm03 c
32h (w) dV (w) dV () ;
and the result of this application on the second integral is dominated byZ
Bn
(1  jzj2) j1  zjn 1
4 (; z)m01+m001+2
h
(1  jzj2)
p
4 (; z)
im001
(5.31)

h
(1  jzj2)
p
4 (; z)
im01
+4 (; z)m01
 1  jj21  z

s1 n

Z
Bn
(1  jj2)m002 1  wn 2  1  jwj2
4 (w; )m02+m002+n
 p4 (; z)
1  jj2
!m02

h
(1  jj2)
p
4 (w; )
im002 nh
(1  jj2)
p
4 (w; )
im
+4 (w; )m02
o

1  jwj21  w

s2 n p4 (w; )
1  jwj2
!m03  p4 (w; z)
1  jwj2
! p4 (w; )
1  jwj2
!

(1  jwj2)m003Rm003Dm03 c
32h (w) dV (w) dV () ;
The only di¤erence between these two iterated integrals is that one of the factorsp
4(w;)
1 jwj2 that occur in the rst is replaced by the factor
p
4(w;z)
1 jwj2 in the second.
Note that the ignored wedge products have now been reinstated in c
32.
We can realize the iterated integral in (5.30), as the composition of two opera-
tors of the form treated previously. One factor is the operatorZ
Bn
(1  jzj2) j1  zjn 1
4 (; z)m01+m001+n
h
(1  jzj2)
p
4 (; z)
im001
(5.32)

h
(1  jzj2)
p
4 (; z)
im01
+4 (; z)m01


 p4 (; z)
1  jj2
!m02 1  jj21  z

s1 n
(1  jj2) F () dV () ;
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and the other factor is the operator
F () =
Z
Bn
(1  jj2) 1  wn 2  1  jwj2
4 (w; )m02+m002+n
h
(1  jj2)
p
4 (w; )
im002
(5.33)

h
(1  jj2)
p
4 (w; )
im02
+4 (w; )m02
 1  jwj21  w

s2 n

 p4 (w; )
1  jwj2
!m03+2
(1  jwj2) f (w) dV (w) ;
where f (w) = (1   jwj2)
(1  jwj2)m003Rm003Dm03 c
32h (w). We now show how
Lemma 66 applies to obtain the appropriate boundedness.
We will in fact compare the corresponding kernels to that in (5.25). We use
the sum in the middle line of (5.32) to write that integral operator as the sum of
two operators. The second, which includes the factor (; z)m
0
1 ; is simplied by
the choice m02 = m
00
1 + 2n which lets the factor 4 (; z) disappear:
(1  jzj2)+m001 (1  jj2)s1 n m02 
j1  zjs1 2n+1 4 (; z)m01+m001+n 
m001 +2m01+m02
2
=
(1  jzj2)+m001 (1  jj2)s1 3n m001 
j1  zjs1 2n+1 ;(5.34)
This is exactly the same as the kernel of the operator in (5.25) in the previous
alternative argument but with m001 in place of m
0
1 there. When we consider the
other summand, the one including
h
(1  jzj2)p4 (; z)im01 ; we obtain the kernel
in (??)  x reference but with m001 +m01 in place of m001 .
We then do an analogous splitting of the operator in (5.33). For the summand
which includes the factor 4 (w; )m02 we select m03 = m002 + 2n  2 and use
(1  jj2)m002+  1  jwj21+s2 n m03 2 1  ws2 2n+2 4 (w; )m02+m002+n m002 +2m02+m03+22
=
(1  jj2)m002+  1  jwj2s2 3n+1 m002 1  ws2 2n+2 :(5.35)
Thus we again obtain the kernel of an operator which is bounded on Lp (dn) for
m002 and s2 su¢ ciently large. Finally, for the operator coming from the splitting
of (5.33) which contains the factor
h
(1  jzj2)p4 (; z)im02 we note that it is the
same as the kernel in (??)  x reference but with m002 +m02 in place of m002 .
Note: It is here in choosingm002 large that we are using the full force of Corollary
45 to perform integration by parts in the radial derivative m002 times in the rst
iterated integral.
To handle the iterated integral in (5.31) we must rst deal with the rogue
factor
p4 (w; z) whose variable pair (w; z) doesnt match that of either of the
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denominators 4 (; z) or 4 (w; ). For this we use the fact thatp
4 (w; z) = j1  wzj j'z (w)j =  (w; z)2  (w; z) ;
where  (w; z) = j'z (w)j and  (w; z) = j1  wzj1=2 are the anisotropic metrics
on the ball and sphere respectively mentioned in Sections 1.2 and 1.3. Using the
triangle inequality for those metrics we nd the estimatep
4 (w; z)  2
h
 (; z)
2
+  (w; )
2
i
(j'z ()j+ j' (w)j)
= 2
 
1 +
1  w
j1  zj
!p
4 (; z) + 2
 
1 +
j1  zj1  w
!p
4 (w; ):
Thus we can writep4 (w; z)
1  jwj2(5.36)
. 1  jj
2
1  jwj2
p4 (; z)
1  jj2 +
1  w
1  jwj2
1  jj2
j1  zj
p4 (; z)
1  jj2
+
p4 (w; )
1  jwj2 +
j1  zj
1  jj2
1  jj21  w
p4 (w; )
1  jwj2 :
All of the terms on the right hand side of (5.36) are of an appropriate form to
distribute throughout the iterated integral, and again Lemma 66 applies to obtain
the appropriate boundedness.
For example, the nal two terms on the right side of (5.36) that involve
p
4(w;)
1 jwj2
are handled in the same way as the operator in (5.30) by taking m03 = m
00
2 +2n  2
and m02 = m
00
1 + 2n, and taking s1 and s2 large as required by the extra factors
j1 zj
1 jj2
1 jj2
j1 wj . With these choices the rst two terms on the right side of (5.36) that
involve
p
4(;z)
1 jj2 are then handled using Lemma 66 with c = 1 as follows.
If we substitute the rst term 1 jj
2
1 jwj2
p
4(;z)
1 jj2 on the right in (5.36) for the factorp
4(w;z)
1 jwj2 in (5.31) we get a composition of two operators as in (5.32) and (5.33) but
with the kernel in (5.32) multiplied by
p
4(;z)
1 jj2 and the kernel in (5.33) multiplied
by 1 jj
2
1 jwj2 and divided by
p
4(w;)
1 jwj2 . If we consider the summand 4 (; z)
m01 in the
middle line of (5.32), and with the choice m02 = m
00
1 + 2n already made, the rst
operator then has kernelp4 (; z)
1  jj2
(1  jzj2)+m001 (1  jj2)s1 3n m001 
j1  zjs1 2n+1
=
(1  jzj2)m001+(1  jj2)s1 m001 3n 1 p4 (; z)
j1  zjs1 2n+1 ;
466 18. CORONA THEOREMS FOR BESOV SPACES IN Cn
and hence is of the form Ta;b;c with
a = m001 + ;
b = s1   3n  1 m001   ;
c = 1;
since a+ b+ c+n+1 = s1 n  1. Now we apply Lemma 66 to conclude that this
operator is bounded on Lp (n) if and only if
 p (m001 + ) <  n < p (s1   3n m001   ) ;
i.e. m001 +  > n=p and s1 > m
00
1 +  + 3n  n=p.
If we consider the summand 4 (w; )m02 in the middle line of (5.33), and with
the choice m03 = m
00
2 + 2n  2 already made, the second operator has kernel
1  jj2
1  jwj2 
 p4 (w; )
1  jwj2
! 1
 (1  jj
2
)m
00
2+
 
1  jwj2s2 3n+1 m002 1  ws2 2n+2
=
(1  jj2)m002++1  1  jwj2s2 3n+1 m002 p4 (w; ) 11  ws2 2n+2 ;
and hence is of the form Ta;b;c with
a = m002 +  + 1;
b = s2   3n+ 1 m002   ;
c =  1:
This operator is bounded on Lp (n) if and only if
 p (m002 +  + 1) <  n < p (s2   3n+ 2 m002   ) ;
i.e. m002 +  > n=p  1 and s2 > m002 +  + 3n  2  n=p.
If we now substitute the second term j1 wj
1 jwj2
1 jj2
j1 zj
p
4(;z)
1 jj2 on the right in (5.36)
for the factor
p
4(w;z)
1 jwj2 in (5.31) we similarly get a composition of two operators
that are each bounded on Lp (n) for mi and si chosen large enough.
5.1.5. Boundary Terms for F2. Now we must address in F2 the boundary
terms that arise in the integration by parts formula (3.19). Suppose the rst op-
erator C0;0n;s1 is replaced by a boundary term, but not the second. We proceed
by applying Corollary 45 to the boundary term. Since the di¤erential operator
(1   jzj2)m1+Rm1 hits only the kernel of the boundary term, we can apply Re-
mark 31 to the rst iterated integral and Lemma 66 to the second iterated integral
in the manner indicated in the above arguments. If the second operator C0;1n;s2 is
replaced by a boundary term, then as mentioned in Remark 34, the operators D
m2
hit only the factors Dm3 , and this produces rogue terms that are handled as above.
If the rst operator C0;0n;s1 was also replaced by a boundary term, then in addition
we would have radial derivatives Rm hitting the second boundary term. Since ra-
dial derivatives are holomorphic, they hit only the holomorphic kernel and not the
antiholomorphic factors in Dm3 , and so these terms can also be handled as above.
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5.2. The Estimates for General F. In view of inequality (5.11), it su¢ ces
to establish the following inequality:
kFkpBp (Bn)(5.37)
=
Z
Bn
(1  jzj2)m1+Rm1gC0;0n;s1   gC0; 1n;s 
+1 hp dn (z)
 C;n;p;
Z
Bn
(1  jzj2)Xm [
+1 h (z)p dn (z) :
Recall that the absolute value jF j of an element F in the exterior algebra is the
square root of the sum of the squares of the coe¢ cients of F in the standard basis.
The case  > 2 involves no new ideas, and is merely complicated by straight-
forward algebra. The reason is that the solution operator gC0;0n;s1   gC0; 1n;s acts
separately in each entry of the form 
+1 h, an element of the exterior algebra of
C1 
 Cn which we view as an alternating `2-tensor of (0; ) forms in Cn. These
operators decompose as a sum of simpler operators with the basic property that
their kernels are identical, except that the rogue factors in each kernel di¤er accord-
ing to the entry. Nevertheless, there are always exactly  distinct rogue factors in
each kernel and after splitting, the  rogue factors can be associated in one-to-one
fashion with each of the @@wj derivatives in the corresponding entry of

+1 h =   (+ 1)
 1X
k0=1
gk0
jgj2 ek0
!
^
^
i=1
 1X
ki=1
@gki
jgj2 eki
!
h:
After applying the crucial inequalities, this e¤ectively results in replacing each
derivative @@wj by the derivative Dj , and consequently we can write the resulting
form as [
+1 h.
This completes our proof of Theorem 86.
6. Notes and Comments
 how much talking should we do here beyond the historicaldevelopmental
comments in the text??

APPENDIX A
Some Functional Analysis

Eric,
Im neutral on the issue of including proofs here or just a few statements and
references; for instance references to the Fields book.
There are several things that should be named Corollaries (or whatever) for
reference from the text:
(1) A linear operator that is well dened everywhere is bounded.
(2) An operator is surjective if and only if its adjoint is bounded below.
(3) If a linear operator T is surjective then 9C > 0 so that 8y 9x y = Tx and
kxk  C kyk
(4) Perhaps some version the following should be in this Appendix??
A non-empty closed convex set in a Hilbert space contains a unique
element of smallest norm. This fact can be used to show that certain
extremal problems have unique solutions. For instance, suppose H is a
Hilbert space and g; h 2 H: The problem of nding f 2 H, kfk  1; which
satises hf; gi = 0 and maximizes Re hf; hi has a unique solution. To see
this rst note that because for any real  the set fF 2 H : Re hF; hi = g
is a non-empty closed convex set. Hence it has a unique element of
smallest norm, F0: It is then straightforward to check that the function
f = F0= kF0k is the solution to the original problem.
(5) Pointwise limits of norm bounded sequences are in the space (for appro-
priate spaces): Suppose fgng  D and has a pointwise limit gn(z)! g(z):
If sup kgnk < 1 then g 2 D. The variant of this that I use several times
is the following result from the Brown and Shields paper: (This text is
from some version of the book, perhaps the current one. My thought is
to not discuss it in the main text (i.e. get rid of the "proof comments")
and just have a clean statement in the appendix.
Proposition 68 (Brown and Shields). Suppose f 2 D and [f ] is the
closed shift invariant subspace generated by f: The following are equivalent
for g 2 D:
(a) g 2 [f ]; that is, g is in the norm closure of {pf : p a polynomial}
(b) g is in the weak closure of {pf : p a polynomial}
(c) There is a sequence fgng  [f ] which is norm bounded (i.e. fkgnkg
is bounded) and such that for all z 2 D, gn(z)! g(z):
Proof Comments. The rst two are equivalent because the norm
closed subspaces of a Hilbert space are the same as the weakly closed
subspaces. The rst statement clearly implies the third. If the third
condition holds then fgbg must have a weakly convergent subsequence.
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The convergence of fgn(z)g ensures that the weak limit must be g; which
establishes the second condition, and then, as noted the weak closure of
the subspace is the norm closure. 
(6) Also, perhaps we should include a statement of "Mazurs Lemma" which
is used in a proof: Let V be a normed linear space and {uj} a sequence
converging weakly to u*. Then there exists a sequence of convex combi-
nations of the {uj} which converges in norm.
*****************************
From here on is what you had put in earlier 
*****************************
E. H. Moore discovered the following bijection between Hilbert function spaces
and kernel functions. Given a kernel function k on 
 
, dene an inner product
on nite linear combinations
PN
i=1 ikxi of the functions kxi () = k (; xi),  2 
,
by
(0.1)
*
NX
i=1
ikxi ;
NX
j=1
jkxj
+
=
NX
i:j=1
ijk (xj ; xi) :
Definition 34. Given a kernel function k : 

! C on a set 
, dene the
associated Hilbert function space Hk to be the completion of the functions
PN
i=1 ikxi
under the norm corresponding to the inner product (0.1).
1. The open mapping theorem
A map f : X ! Y where X;Y are topological spaces is open if f (G) is
open in Y for every G open in X. A famous open mapping theorem is that a
holomorphic function f on a connected open subset 
 of the complex plane is open
if it is not constant. If we consider continuous linear maps  : X ! Y where
X;Y are Banach spaces, then  is open if it is onto. Note that for a linear map
 : X ! Y from one normed linear space X to another Y ,  is open if and only if
 (BX (0; 1))  BY (0; r) for some r > 0.
Theorem 92. (Open mapping theorem) Suppose X;Y are Banach spaces and
 : X ! Y is bounded and onto. Then  is an open map.
Corollary 46. klk;k;lk;l
Corollary 47. We can combine the Hahn-Banach Theorem with the open
mapping theorem to obtain a characterization of when a bounded map T is onto in
terms of its adjoint T .
Suppose T : X ! Y is bounded. Then T is onto Y if and only if there is  > 0
such that
kT yk   kyk ; y 2 Y :
2. The closed graph theorem
If X is any topological space and Y is a Hausdor¤ space, then every continuous
map f : X ! Y has a closed graph (exercise: prove this). A statement that gives
conditions under which the converse holds is referred to as a closed graph theorem.
Here is an elementary example. Suppose that X and Y are metric spaces and Y is
compact. If the graph of f is closed inXY then f is continuous. Indeed, for metric
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spaces it is enough to show that every sequence fxng1n=1 in X converging to a point
x 2 X has a subsequence fxnkg1k=1 such that f (xnk)! f (x) as k !1. However,
since Y is compact, ff (xn)g1n=1 has a convergent subsequence, say f (xnk)! y 2 K
as k ! 1. Thus (x; y) is a limit point of the graph G = f(x; f (x)) : x 2 Xg, and
since G is assumed closed, we have (x; y) 2 G, i.e. y = f (x). The next theorem
gives the same conclusion for a linear map from one Banach space to another. Note
that linearity is needed here since f : R ! R by f (x) =

1
x if x 6= 0
0 if x = 0
has a
closed graph, but is not continuous at the origin.
Theorem 93. (closed graph theorem) Suppose that X and Y are Banach spaces
and  : X ! Y is linear. If the graph G = f(x; (x)) : x 2 Xg is closed in X  Y ,
then  is continuous.
:
Corollary 48. OUR MAIN APPLICATION

APPENDIX B
Schurs Test
It is a classical resut of Schur [?] that a matrix of positive en-
tries with uniformly bounded row sums and column sums gives a
bounded operator on the Hilbert space `2: Extensions of that re-
sult apply to operators dened on Lebesgue spaces by non-negative
matrices or non-negative integration kernels. We use several ver-
sions of this result in the text. For the readers convenience we
collect them here along with some additional comments.
 Brett, this appendix needs a nal pass through 
1. Introduction and Motivation
Schurs test is a fundamental tool to prove that integral operators with non-
negative kernels are bounded. The utility of Schurs test is that it allows one to
test the action of the operator on just a single function (or maybe a pair, or small
family of functions), and knowing the behavior in this particular case, one deduces
the operator is bounded on all functions.
As simple motivation we consider the following computation for proving a ma-
trix is bounded. Let A = (aij) : `2 ! `2 and we want some su¢ cient conditions to
show that the operator is bounded. We proceed under the simple hypothesis that
sup
j
X
i
jaij j  C1and sup
i
X
j
jaij j  C2:
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Under this very simple hypothesis we can deduce the A is a bounded operator.
Indeed,
jhAx; yi`2 j =

X
i
X
j
aijxjyi
 
X
i
X
j
jaij j
1
2 jaij j
1
2 jxj j jyij

X
i
0@X
j
jaij j
1A 12 0@X
j
jaij j jxj j2
1A 12 jyij

p
C2
 X
i
jyij2
! 1
2
0@X
i
X
j
jaij j jxj j2
1A 12

p
C2 kyk`2
0@X
j
X
i
jxj j2 jaij j
1A 12

p
C1C2 kyk`2
0@X
j
jxj j2
1A 12 =pC1C2 kyk`2 kxk`2 :
2. Schurs Test
The proof strategy used above is exible enough to be modied to yield much
more useful results. In the remainder of this appendix, we explore some extensions
of this idea and applications that are relevant for the book.
Theorem 94 (Simple Schurs Test). Let (X;) be a measure space and H (x; y)
be a non-negative symmetric kernel. Dene
Tf (x) =
Z
X
H (x; y) f (y) d (y) :
Then T is bounded on L2 (X;) if and only if there is a positive function h 2
L2 (X;) such that
Th (x) =
Z
X
H (x; y)h (y) d (y)  Ah (x) ;   a:e:x 2 X:
Moreover, if A is the least such constant, then
T : L2(X;)! L2(X;) = A:
Proof. We haveZ
X
jTf (x)j2 d (x)

Z
X
Z
X
H (x; y)h (y) d (y)
 Z
X
H (x; y)
f (y)
2
h (y)
d (y)
!
d (x)
 A
Z
X
Z
X
H (x; y)h (x) d (x)

f (y)
2
h (y)
d (y)
 A2
Z
X
h (y)
f (y)
2
h (y)
d (y) = A2
Z
X
f (y)
2
d (y) :
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Conversely, if T is bounded, choose f > 0 in L2 (),  > 1, and dene
h (x) =
1X
n=0

1
 kTk
n
Tnf (x) ; x 2 X:
Then
khkL2() 
1X
n=0

1
 kTk
n
kTkn kfkL2() <1;
and
Th (x) =
1X
n=0

1
 kTk
n
Tn+1f (x)
=  kTk
1X
n=1

1
 kTk
n
Tnf (x)
=  kTk (h (x)  f (x))
  kTkh (x) :

The most general (linear) version of Schurs test is the following result. In some
applications, one doesnt have a symmetric kernel H(x; y), yet it is still positive and
one would like a simple test to verify the boundedness of the operator. This then
requires that one test on two di¤erent functions as opposed to just a single function.
Nevertheless, one obtains a very simple test by which to verify the boundedness.
Theorem 95 (Linear Schurs Test). Let (X;) and (Y; ) be measure spaces
and H (x; y) be a non-negative measurable function on X  Y . Dene, initially for
non-negative functions f; g;
T (f) (x) =
Z
Y
H (x; y) f (y) d (y) ; x 2 X;
For 1 < p < 1, suppose there are positive functions h and k on X and Y respec-
tively such that
T (kp
0
)(x) =
Z
Y
H (x; y) k (y)
p0
d (y)  (Ah (x))p0 ;
for -a.e. x 2 X, and
T (hp)(y) =
Z
X
H (x; y)h (x)
p
d (x)  (Bk (y))p ;
for -a.e.y 2 Y . Then T is a bounded linear transformation from Lp (Y ; ) to
Lp (X;) and kT : Lp(Y ; )! Lp(X;)k  AB:
Proof. The idea is to simply use the denition of the operator T , multiply
and divide by one of the functions appearing in the testing conditions appearing in
the hypothesis, and then use Fubini (which is permissible since we are dealing with
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non-negative quantities). Using this approach, we haveZ
X
jTf (x)jp d (x)

Z
X
Z
Y
H (x; y) k (y)
p0
d (y)
p=p0 Z
Y
H (x; y)

f (y)
k (y)
p
d (y)

d (x)
 Ap
Z
Y
Z
X
H (x; y)h (x)
p
d (x)

f (y)
k (y)
p
d (y)
 ApBp
Z
Y
k (y)
p

f (y)
k (y)
p
d (y)
= (AB)
p
Z
Y
f (y)
p
d (y) :
This clearly proves that kT : Lp(Y ; )! Lp(X;)k  AB as claimed. 
Remark 35. Although we will not use the fact, it is interesting to note that the
converse also holds, if the linear operator T in Theorem 95 is bounded then there
must be functions which satises the testing conditions. And, additionally, there is
a third equivalence that can also play a role in applications of Schurs Lemma.
The third condition that is equivalent is both of the conditions in Theorem 95
is the following: For all C > kT : Lp(Y; )! Lp(X;)k there exists a non-negative
nite measurable function l on (X;) such that
T 

(T l)
p 1

 Cplp 1
for -almost every x 2 X. If we have this function l, then dene h = (T l) p 1p ,
and k = Cl
p 1
p . This implies that kp
0
= Cp
0
l and hp
0
= T l. Then we have by
the hypothesis, T (hp) = T 

(T l)
p 1

 Cplp 1 = kp. And, we also have that
T (kp
0
) = Cp
0
T (l) = Cp
0
hp
0
. We thus have functions h and k and constants A = C
and B = 1 so that the hypotheses in Theorem 95 hold.
It then would su¢ ce to prove that if T is bounded between Lp(Y; ) and Lp(X;)
then we can nd the function l used above. We outline the details, and point the
interested reader to [?, Theorem 4] for full details. Without loss, we assume that
the norm of T is at most 1. Dene
S(f) =

T  (Tf)p 1
 1
p 1
:
Then we have that kSkLp(Y;)  1 when kfkLp(Y;)  1, if 0  f1  f2 then
Sf1  sF2 and if fn % f in Lp(Y; ) then Sfn % Sf -almost everywhere. Let
f1 2 Lp(Y; ) be positive almost everywhere with kf1kLp(Y;)  C 1C . For n > 1
dene fn  f1 + 1CSfn 1. A simple inductive argument gives that fn  fn+1 and
that kfnkLp(Y;)  1. This further implies that we can nd a function l 2 Lp(Y; )
such that fn % l -almost everywhere and klkLp(Y;)  1. Since Sfn % Sl -
almost everywhere we have that l = f1 + 1CSl, which implies that Sl  Cl. Using
the denition of S we arrive at the alternate condition mentioned.
F.F.F.F.F.QUESTION: HOW MUCH HISTORY AND BIBLIOGRAPHY
ON THIS? e.g.Schurs paper? Gagliardo. An integral transformation with positive
kernel PAMS 1965? One one hand.....on the other hand.....FF.F.F.F.F
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3. Application of the Linear Schur Estimate
The well-known application of Schurs Lemma is to prove that the Bergman
projection is bounded on L2(Bn). Recall that the Bergman projection is given by
P(f)(z) =
Z
Bn
f(w)
(1  wz)n+1 dv(w)
and we have the Bergman space of square integrable analytic functions on the Bn.
One would like to know that P is bounded on L2, or more generally Lp. This turns
out to be a simple application of Schurs Lemma. The only challengeis to guess
the form of the function to test on. But, the symmetry of the problem suggests that
we try k(z) = h(z) =

1  jzj2
"
for an appropriate choice of ". To see that this has
a chance of working we recall the following well-known lemma is important in this
application. See [?, Theorem 1.12] for the proof, which is essentially a computation
with power series.
Lemma 67 (Rudin-Forelli Estimates). Suppose that c is real and that t >  1.
The for z 2 Bn we have
(3.1)
Z
Bn
(1  jwj2)t
j1  wzjn+1+t+c dw 
8<:
Ct if c < 0; t >  1
 Ct log(1  jzj2) if c = 0;
Ct(1  jzj2) c if c > 0:
Theorem 96 (Boundedness of the Bergman Projection). Dene
Tf (z) = (1  jzj2)a
Z
Bn
(1  jwj2)b
(1  wz)n+1+a+b
f (w) dv(w);
Sf (z) = (1  jzj2)a
Z
Bn
(1  jwj2)b
j1  wzjn+1+a+b
f (w) dv(w):
Suppose t 2 R and 1  p < 1. Then T is bounded on Lp

Bn; (1  jzj2)t dv

if
and only if S is bounded on Lp

Bn; (1  jzj2)t dv

if and only if
(3.2)  pa < t+ 1 < p (b+ 1) :
Proof. We outline this now, but leave the details to the reader. The complete
details can be found in [?, Theorem 2.10]. Clearly, if S is bounded, then T is
bounded. Setting h"(z) =

1  jzj2
"
for " chosen so that " + b >  1 lets one
deduce through a straightforward computation that Th"(z) = C"ha(z). Using
that T is bounded on the spaces in question lets one deduce the condition that
t + 1 > pa. The condition that t + 1 < p(b + 1) is deduced by doing the same
computations but for T . It remains to show that the conditions on a; b; p; t imply
that S is bounded. But, the conditions on a; b; p and t, coupled with the Rudin-
Forelli estimates easily let one deduce that the hypotheses in Schurs Lemma holds,
and hence S is bounded. 
Remark 36. Ta;b is the self adjoint projection of ...hence, it is a bounded
projection of .....whereever it is bounded....see Zhu
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4. Bilinear Schur Estimates
We next show how to obtain a bilinear version of Schurs Test. The proof is
essentially the same as above. This can be extended to the multi-linear setting. A
further, related multi-linear extension can be found in [?].
Theorem 97 (Bilinear Schur Lemma). Let (X;), (Y; ) and (Z; !) be measure
spaces and H (x; y; z) be a non-negative measurable function on XY Z. Dene,
initially for non-negative functions f; g;
T (f; g) (x) =
Z
YZ
H (x; y; z) f (y) d (y) g (z) d! (z) ; x 2 X;
For 1 < p < 1, suppose there are positive functions h, k and m on X, Y and Z
respectively such thatZ
YZ
H (x; y; z) k (y)
p0
m (z)
p0
d (y) d! (z)  (Ah (x))p0 ;
for -a.e. x 2 X, andZ
X
H (x; y; z)h (x)
p
d (x)  (Bk (y)m (z))p ;
for   !-a.e. (y; z) 2 Y  Z. Then T is bounded from Lp (Y ; )  Lp (Z;!) to
Lp (X;) and kT : Lp(Y ; ) Lp(Z;!)! Lp(X;)k  AB:
Proof. The proof is essentially the same as the linear case. We haveZ
X
jTf (x)jp d (x)

Z
X
Z
YZ
H (x; y; z) k (y)
p0
m (z)
p0
d (y) d! (z)
p=p0

Z
YZ
H (x; y; z)

f (y)
k (y)
p
d (y)

g (z)
m (z)
p
d! (z)

d (x)
 Ap
Z
YZ
Z
X
H (x; y; z)h (x)
p
d (x)

f (y)
k (y)
p
d (y)

g (z)
m (z)
p
d! (z)
 ApBp
Z
YZ
k (y)
p
m (z)
p

f (y)
k (y)
p
d (y)

g (z)
m (z)
p
d! (z)
= (AB)
p
Z
Y
f (y)
p
d (y)
Z
Z
g (z)
p
d! (z) :

Theorem 98 (Matrix-Valued Kernel Schur Test). Let T be a linear operator
taking Cd-valued functions on a measure space (X;) to Cd-valued functions on a
measure space (Y; ). Suppose that the action of T is given by:
Tf(y) =
Z
X
K(y; x)f(x) d(x)
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where K(y; x) is a dd matrix-valued kernel. Suppose that it is possible to pointwise
factor the kernel K(y; x) = K1(y; x)K2(y; x) and thatZ
X
K1(y; x)K

1 (y; x) d(x)  C1 Idd a:e:y 2 YZ
Y
K2 (y; x)K2(y; x) d(y)  C2 Idd a:e:x 2 X
with the inequality understood in the sense of operators. Then T : L2(X;;Cd) !
L2(Y; ;Cd) with norm at most C
1
2
1 C
1
2
2 .
Proof. It su¢ ces to bound the following:
hTf; giL2(Y;;Cd) =
Z
Y
hTf(y)g(y)iCd d(y)
=
Z
Y
Z
X
hK(y; x)f(x); g(y)iCd d(x) d(y)
=
Z
Y
Z
X
hK1(y; x)K2(y; x)f(x); g(y)iCd d(x) d(y)
=
Z
Y
Z
X
hK2(y; x)f(x);K1 (y; x)g(y)iCd d(x) d(y):
Estimating we then havehTf; giL2(Y;;Cd)  Z
Y
Z
X
jhK2(y; x)f(x);K1 (y; x)g(y)iCd j d(x) d(y)

Z
Y
Z
X
kK2(y; x)f(x)kCd kK1 (y; x)g(y)kCd d(x) d(y)

Z
Y
Z
X
kK2(y; x)f(x)k2Cd d(x) d(y)
 1
2
Z
Y
Z
X
kK1 (y; x)g(y)k2Cd d(x) d(y)
 1
2
:
It su¢ ces to control each of these terms. Note thatZ
Y
Z
X
kK2(y; x)f(x)k2Cd d(x) d(y) =
Z
Y
Z
X
hK2(y; x)f(x);K2(y; x)f(x)iCd d(x) d(y)
=
Z
X
Z
Y
K2 (y; x)K2(y; x) d(y)f(x); f(x)

Cd
d(x)
 C2
Z
X
hf(x); f(x)iCd d(x) = C2 kfk2L2(X;;Cd) ;
hence
R
Y
R
X
kK2(y; x)f(x)k2Cd d(x) d(y)
 1
2  C 122 kfkL2(X;;Cd). Similarly, we
have thatZ
Y
Z
X
kK1 (y; x)g(y)k2Cd d(x) d(y) =
Z
Y
Z
X
hK1 (y; x)g(y);K1 (y; x)g(y)iCd d(x) d(y)
=
Z
Y
Z
X
K1(y; x)K

1 (y; x) d(x)g(y); g(y)

Cd
d(y)
 C1
Z
X
hg(y); g(y)iCd d(y) = C1 kgk2L2(Y;;Cd) ;
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giving
R
Y
R
X
kK1 (y; x)g(y)k2Cd d(x) d(y)
 1
2  C 121 kgkL2(Y;;Cd). All together
this provides: hTf; giL2(Y;;Cd)  C 121 C 122 kfkL2(X;;Cd) kgkL2(Y;;Cd)
which by duality yieldsT : L2(X;;Cd)! L2(Y; ;Cd)  C 121 C 122 :

5. Technical Applications of Schurs Lemma Used in the Text
5.1. Schurs Test and Solutions to @-problems. Here we characterize
boundedness of the positive operators that arise as majorants of solution opera-
tors to the @-equation on the unit ball. The case c = 0 of the following lemma is
[?, Theorem 2.10] and was sketched above in Theorem 96.
Lemma 68. Let a; b; c; t 2 R. Then the operator
Ta;b;cf (z) =
Z
Bn

1  jzj2
a 
1  jwj2
b p4 (w; z)c
j1  wzjn+1+a+b+c
f (w) dv (w)
is bounded on Lp

Bn;

1  jwj2
t
dv (w)

if and only if c >  2n and
(5.1)  pa < t+ 1 < p (b+ 1) :
Remark 37. Recall from (4.6) that 4 (w; z) is described my many equivalent
formulas and that it has a rich set of transformation properties. In this proof we
use 4 (w; z) = j1  wzj2 j'w (z)j2 :
Proof. We sketch the proof for the case c 6= 0 when p = 2 and t =  n   1.
Let  " () =

1  jj2
"
:
We compute conditions on a, b, c and " such that we have
Ta;b;c " (z)  C " (z) and T a;b;c " (w)  C " (w) ; z; w 2 Bn;
where T a;b;c denotes the adjoint relative to L
2 (Bn;n). For this we take " 2 R and
compute
Ta;b;c " (z) =
Z
Bn

1  jzj2
a 
1  jwj2
n+1+b+"
j'z (w)jc
j1  wzjn+1+a+b
dn (w) :
Note that the integral dening Ta;b;c " (z) is nite if and only if " >  b  1. Now
in this integral make the change of variable w = 'z () and use that n is invariant
to obtain
Ta;b;c " (z) =
Z
Bn
 
1  jzj2a 1  j'z ()j2n+1+b+" jjc1  'z ()zn+1+a+b (1  jj2)n+1 dv () :
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Plugging the identities
1  'z () z = 1  h'z () ; 'z (0)i = 1  jzj
2
1  z ;
1  j'z ()j2 = 1  h'z () ; 'z ()i =

1  jzj2

1  jj2

j1  zj2 ;
into the formula for Ta;b;c " (z) we obtain
Ta;b;c " (z) =  " (z)
Z
Bn

1  jj2
b+"
jjc
j1  zjn+1+b a+2"
dv () :
Then from Lemma 67 we obtain that
sup
z2Bn
Z
Bn

1  jj2

j1  zj
dv () <1
if and only if     < n + 1. Provided c >  2n it is now easy to see that we also
have
sup
z2Bn
Z
Bn

1  jj2

jjc
j1  zj
dv () <1
if and only if     < n+ 1. It now follows from the above that
Ta;b;c " (z)  C " (z) ; z 2 Bn;
if and only if
 b  1 < " < a:
Arguing as above and provided c >  2n, we obtain
T a;b;c " (w)  C " (w) ; w 2 Bn;
if and only if
 a+ n < " < b+ n+ 1:
Altogether then there is " 2 R such that h = p " is a Schur function for Ta;b;c
on L2 (Bn;n) in Schurs Test if and only if
max f a+ n; b  1g < min fa; b+ n+ 1g :
This is equivalent to  2a <  n < 2 (b+ 1), which is (5.1) in the case p = 2; t =
 n  1. This completes the proof (in this case) that (5.1) implies the boundedness
of Ta;b;c on L2 (Bn;n). The converse is easy - see for example the argument for
the case c = 0 of Theorem 96. 
Because j1  wzj  2 this lemma has the immediate consequence which we will
use later.
Corollary 49. The operator
Ta;b;c;df (z) =
Z
Bn

1  jzj2
a 
1  jwj2
b p4 (w; z)c
j1  wzjn+1+a+b+c+d
f (w) dv (w)
is bounded on Lp

Bn;

1  jwj2
t
dv (w)

if c >  2n, d  0 and (5.1) holds.
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5.2. Application of the Bilinear Schur Estimate. When studying the
bilinear form on the Dirichlet space, we are required to estimate certain bilinear
forms. This leads to an application of Theorem 97. Recall that we are working with
the dyadic tree on the disc, and need to show that if A, B  T are well separated
then a certain bilinear operator mapping on `2 (A)  `2 (B) maps boundedly into
L2 (D) :
Lemma 69. Suppose A and B are subsets of T , h 2 `2 (A) and k 2 `2 (B) ;
and 1=2 <  < 1: Suppose further that A and B satisfy the separation condition:
8 2 A,  2 B we have
(5.2) j  j  (1  jj2):
Then the bilinear map of (h; k) to functions on the disk given by
T (h; b) (z) =
 X
2A
h ()
(1  jj2)1+s
j1  zj2+s
!0@X
2B
b ()
(1  jj2)1+s
j1  zj1+s
1A
is bounded from `2 (A) `2 (B) to L2 (D).
Exercise 107. Draw sketches for condition (5.2). Include the case, not allowed
in the lemma,  = 1:
Remark 38. For h 2 `2 (A) and b 2 `2 (B) set
H (z) =
X
2A
h ()
(1  jj2)1+s
(1  z)2+s , B(z) =
X
2B
b()
(1  jj2)1+s
(1  z)1+s :
*By [?, Thm 2.30] H 2 L2 (D) and B 2 D. There are unbounded functions in D
hence these facts do not ensure show HB 2 L2 (D). The lemma shows that if A
and B are separated then HB 2 L2 (D) :
Proof. We will verify the hypotheses of the Theorem 97. The kernel function
here is
H (z; ; ) =
(1  jj2)1+s
j1  zj2+s
(1  jj2)1+s
j1  zj1+s ; z 2 D;  2 A;  2 B;
with Lebesgue measure on D, and counting measure on A and B. We will take as
Schur functions
h (z) = (1  jzj2) 1=4, k () = (1  jj2)1=4 and m () = (1  jj2)"=2;
on D, A and B respectively, where " = "(; s) > 0 will be chosen su¢ ciently small
later. We must then verify
(5.3)
X
2A
X
2B
(1  jj2)3=2+s
j1  zj2+s
(1  jj2)1+"+s
j1  zj1+s  A
2(1  jzj2) 1=2;
for z 2 D, and
(5.4)
Z
D
(1  jj2)1+s
j1  zj2+s
(1  jj2)1+s
j1  zj1+s (1  jzj
2
) 1=2dA  B2(1  jj2)1=2(1  jj2)";
for  2 A and  2 B.
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To prove (5.3) we writeX
2A
X
2B
(1  jj2)3=2+s
j1  zj2+s
(1  jj2)1+"+s
j1  zj1+s = X
2A
(1  jj2)3=2+s
j1  zj2+s
!0@X
2B
(1  jj2)1+"+s
j1  zj1+s
1A :
Then from (??) we obtainX
2A
(1  jj2)3=2+s
j1  zj2+s  C
Z
D
(1  jwj2) 1=2+s
j1  wzj2+s dw  C(1  jzj
2
) 1=2
and X
2B
(1  jj2)1+"+s
j1  zj1+s  C
Z
2VG
(1  jj2) 1+"+s1  z1+s dA  C;
which yields (5.3).
We now prove (5.4) We will make repeated use of (5.2) as well as its consequence
via the triangle inequality: 8 2 A,  2 B (1 jj2)  C j  j :We set  = = jj ;
 = = jj :Z
D
(1  jj2)1+s
j1  zj2+s
(1  jj2)1+s
j1  zj1+s (1  jzj
2
) 1=2dA
=
Z
jz j1 jj2
+
Z
1 jj2jz j 12 j j
+
Z
jz j1 jj2
+
Z
1 jj2jz j 12 j j
+
Z
jz j;jz jj j
:::dA
= I + II + III + IV + V:
We have
I  (1  jj
2
)1+s
j  j2+s
Z
jz j1 jj2
(1  jzj2) 1=2dA
 (1  jj
2
)1+s(1  jj2)3=2
j  j2+s  C(1  jj
2
)1=2(1  jj2)3(1 )=2:
Similarly we have
II  (1  jj
2
)1+s(1  jj2)1+s
j  j2+s
Z
1 jj2jz j 12 j j
(1  jzj2) 1=2
jz   j1+s dA
 (1  jj
2
)1+s(1  jj2)1+s
j  j2+s (1  jj
2
)1=2 s
=
(1  jj2)1+s(1  jj2)3=2
j  j2+s  C(1  jj
2
)1=2(1  jj2)3(1 )=2:
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Continuing we obtain
III  (1  jj
2
)1=2(1  jj2)1+s
j  j1+s  C(1  jj
2
)1=2(1  jj2)(1+s)(1 );
and similarly,
IV  C(1  jj2)1=2(1  jj2)";
for some " > 0. Finally
V 
Z
jz j;jz jj j
(1  jj2)1+s
jz   j2+s
(1  jj2)1+s
jz   j1+s (1  jzj
2
) 1=2dA
 (1  jj
2
)1+s(1  jj2)1+s
j  j3=2+2s
 C(1  jj2)1=2(1  jj2)(1+s)(1 ):

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