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ABSTRACT APPROACH TO NON HOMOGENEOUS HARNACK INEQUALITY
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Abstract. We develop an abstract theory to obtain Harnack inequality for non homogeneous PDEs
in the setting of quasi metric spaces. The main idea is to adapt the notion of double ball and critical
density property given by Di Fazio, Gutie´rrez, Lanconelli, taking into account the right hand side of the
equation. Then we apply the abstract procedure to the case of subelliptic equations in non divergence
form involving Grushin vector fields and to the case of X-elliptic operators in divergence form.
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1. Introduction
Since its introduction in 1887 for positive solutions of harmonic functions, Harnack inequality has
been extended to a huge variety of PDEs both in divergence and non divergence form and in Euclidean
and non Euclidean setting. The importance of this type of inequality is widely recognized as it is a
fundamental tool in the investigation of regularity of solutions of partial differential equations. Moser
iteration technique ([27]) for elliptic operators in divergence form and Krylov-Safonov’s measure theoretic
approach ([23, 24]) are cornerstones in the development of Harnack inequality procedures. The works [6]
and [7] by Caffarelli, where the Krylov-Safonov’s technique is simplified, and its extension to the linearized
Monge-Ampe`re equation in [8], enlightened the quasi-metric character of the proof and inspired axiomatic
procedures to Harnack inequality in the general setting of quasi metric spaces (see [2, 11, 22] ). The key
idea of these axiomatic procedures is to define a particular functional set and find sufficient conditions for
the set to imply Harnack inequality for each member of the family of functions. This kind of approach
was used by Aimar, Forzani and Toledano in [2] to prove Harnack inequality for some class of continuous
functions while Di Fazio, Gutie´rrez and Lanconelli in [11] substituted the regularity assumption with
some more natural requirement on the geometry of the quasi metric space (ring condition, Definition
2.5). Despite different assumptions, both results rely on covering lemmas and states that the Harnack
inequality is a consequence of the power like decay property of the distribution function of each member
of the considered family. While Aimar, Forzani, Toledano and Di Fazio, Gutie´rrez, Lanconelli proved
the power-like decay property as a consequence of double ball and critical density property (see [11] for
the definitions), Indratno, Maldonado and Silwal in [22] substituted the first property with an integral
condition (see [22, (2.14)] ) which makes their approach better suited for variational operators. The
authors need to require the doubling quasi-metric space (X, d, µ) (Definitions 2.3 and 2.4) to be such
that continuous functions are dense in L1(X, dµ). The usefulness of these three abstract procedures
is attested by the variety of works that exploited these approaches to prove Harnack type inequalities,
see for example [1, 26, 28, 19]. Unfortunately none of the theoretical approaches to Harnach inequality
obtained in [2, 11, 25] can be directly applied when handling a PDE with non zero right hand side,
indeed they can only handle functional set closed under multiplication by positive constant, while the
set of solutions of a non homogeneous PDE does not satisfy that requirement. However, a remark is
in order. If a maximum principle holds true in a form that permits to establish pointwise-to-measure
estimates for super solutions of the non homogeneous equation and if the existence of a solution for the
Dirichlet problem for the corresponding homogeneous PDE is guaranteed, then it is possible to obtain
the non homogeneous Harnack inequality from the homogeneous one by an elementary argument as in
[17, Theorem 5.5]. However, when dealing with subelliptic PDEs in non divergence form, it is not known
if a maximum principle holds true in a form that permits to establish pointwise-to-measure estimates for
super solutions such as [16, Theorem 2.1.1]. For non divergence PDEs its proof depends in a crucial way
upon the maximum principle of Aleksandrov, Bakelman and Pucci, see for example [15, Section 9.8]. This
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principle for some subelliptic PDEs have been recently studied, for example in [8, 5, 26, 10, 18, 3, 29].
However, to the best of our knowledge, nowadays this is still an interesting open problem for subelliptic
PDEs in non divergence form and this lack precludes one from extending the method of [17, Theorem
5.5] to obtain a non homogeneous Harnack inequality in general subelliptic settings.
The purpose of this work is to obtain an axiomatic approach to Harnack inequality that permits to
handle both homogeneous and non homogeneous equations in divergence and non divergence form in
the general setting of quasi metric spaces. To this aim we modify the notion of double ball and critical
density properties given in [11], taking into account the right hand side of the equation. Our main results
are Theorem 2.7 and Theorem 2.8, where we prove an invariant Harnack inequality for non homogeneous
sets of functions satisfying the double ball (see Definition 2.11) and the critical density property (see
Definition 2.10). Our technique is an extension to non homogeneous sets of functions of the abstract
procedure introduced in [11, Section 4 and 5]. This extension has been inspired by [7, Lemma 4.5], where
the critical density property is proved for viscosity solutions of non homogeneous uniformly elliptic equa-
tions with small enough Ln norm of the right hand side.
The article is organized as follows. In Section 2 we recall some definitions and useful results of quasi
metric set theory, then we introduce the notions of double ball and critical density property and, with the
aid of an ε-Besicovich type lemma presented in [11], we will prove that these two properties imply power
decay under two different sets of hypotheses (Theorem 2.7 ). Moreover we show that Harnack inequality is
a consequence of the power decay property (Theorem 2.8). In the last two sections we apply the abstract
theory to the case of subelliptic equations in non divergence form with measurable coefficients involving
Grushin vector fields and to the case of X−elliptic operators in divergence form. The first application
is a new result extending the one obtained by the second author in [26]. We explicitly remark that the
non homogeneous double ball property is more complicated than the homogeneous one and it requires
the construction of ad hoc barriers and the use of the weighted ABP property (see Theorem 3.6). The
second application is a new proof of the result obtained by Uguzzoni in [30].
2. Abstract Harnack inequality
The main result of our work is contained in this section, where we develop an abstract theory to
obtain Harnack inequality for non homogeneous PDEs in the setting of quasi metric spaces. The idea
is to define particular families of functions (usually non negative solutions of a PDE) and to prove that
if those families satisfy two properties (namely the double ball and the critical density) plus some other
conditions on the quasi metric space, then solutions of the considered PDE satisfy Harnack inequality.
We remark that our result is a generalization of the one obtained by Di Fazio, Gutie´rrez and Lanconelli
in [11] where an abstract theory for homogeneous Harnack inequality is established.
2.1. Definitions and Preliminaries. We recall some definitions and set the notation that will be
extensively used in the sequel.
Definition 2.1. (Quasi distance) Let Y 6= ∅, we say that a function d : Y × Y → [0,+∞[ is a quasi
distance if
• for every x, y ∈ Y , d(x, y) = d(y, x)
• for every x, y ∈ Y , d(x, y) = 0 if and only if x = y
• (quasi triangular inequality) there exists a constant K ≥ 1 such that
d(x, y) ≤ K(d(x, z) + d(z, y)) for every x, y, z ∈ Y.
In this case the pair (Y, d) is called quasi metric space and the set
Br(x) := {y ∈ Y : d(x, y) < r}
is called a d-ball of center x ∈ Y and radius r > 0 (by abuse of notation we will write “ball” instead of
“d-ball”). It is well known that a quasi metric d on a set Y induces a topology on Y such that the balls
Br(y) form a basis of neighborhoods.
Definition 2.2. [9, p.66] We say that the quasi metric space (Y, d) is of homogeneous type if the balls
Br(y) are a basis of open neighborhoods and there exists a positive integer N such that for each x and
r > 0, the ball Br(x) contains at most N points xj such that d(xi, xj) ≥ r/2 with i 6= j.
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Definition 2.3. (Ho¨lder quasi-distance) We say that the quasi distance d is Ho¨lder continuous if there
exist positive constants β and 0 < α ≤ 1 such that
(1) |d(x, y) − d(x, z)| ≤ βd(y, z)α(d(x, y) + d(x, z))1−α for all x, y, z ∈ Y.
In this case, the pair (Y, d) is said to be a Ho¨lder quasi metric space.
In the sequel we will always assume d to be a Ho¨lder quasi-distance. This requirement on the regularity
of d is not a restrictive assumption since Marc´ıas and Segovia [25, Theorem 2] proved that given a quasi
distance d it is always possible to construct an equivalent quasi distance d′ which is Ho¨lder continuous
and such that d′-balls are open sets with respect the topology induced by d′.
We now introduce the notion of doubling property on a quasi-metric space (Y, d) with a positive
measure µ defined on a σ-algebra A on Y containing d-balls.
Definition 2.4. (Doubling) We say that the measure µ satisfies the doubling property if there exists a
constant CD > 0 such that
0 < µ(B2r(x)) ≤ CDµ(Br(x)), for all x ∈ Y and r > 0
or equivalently
µ(Br2(x)) ≤ CD
(
r2
r1
)q
µ(Br1(x)), where q = log2 CD.
In this case the triple (Y, d, µ) is called a doubling quasi metric space.
We remark that any Ho¨lder doubling quasi metric space is always separable (see [25]), consequently
open sets are measurable as they are countable union of d-balls.
In the sequel we will also use the following ring condition on the doubling quasi metric space (Y, d, µ).
Definition 2.5. (Ring condition) We say that the doubling quasi metric space (Y, d, µ) satisfies the ring
condition if there exists a non negative function ω(ε) such that ω(ε) → 0 as ε → 0+ and for every ball
Br(x) and all ε > 0 sufficiently small we have
µ(Br(x) \B(1−ε)r(x)) ≤ ω(ε)µ(Br(x)).
2.2. Double Ball Property, Critical Density and Power Decay. Consider (Y, d, µ) a Ho¨lder dou-
bling quasi metric space and Ω ⊆ Y open. In order to build a non homogeneous abstract Harnack
inequality we consider families of functions which depend on Ω and another variable that takes into
account the non homogeneous part of the PDE.
Definition 2.6. Let P (Ω) be the power set of Ω equipped with a partial order . Given S1 and S2 ∈
P (Ω) we say that the set function S : P (Ω)→ R is order preserving if S1  S2 implies S(S1) ≤ S(S2).
Let B = {Br(x) : x ∈ Ω, r > 0 andBr(x) ⊂ Ω} be the set of all the quasi metric balls contained in Ω
ordered by inclusion, and F(Ω) = {f : Ω→ R such that f is measurable}.
Hereafter we consider a function
SΩ : B × F(Ω)→ [0,+∞[
such that
• SΩ is order preserving with respect to the first variable, i.e. SΩ(BR(x), f) ≥ SΩ(Br(y), f) for
every Br(y) ⊆ BR(x) and for every f ∈ F(Ω).
• For every λ ∈ R, f ∈ F(Ω) and Br(x) ⊆ Ω, we have SΩ(Br(x), λf) = |λ|SΩ(Br(x), f).
Definition 2.7. We say that f ∈ L(Ω) if f ∈ F(Ω) and SΩ(Br(x), f) < +∞ for every Br(x) ⊆ Ω.
Example 2.1. For example, for the function SΩ(Br(x), f) =
(´
Br(x)
|f |p
)1/p
we have that L(Ω) =
Lploc(Ω).
Definition 2.8. For f ∈ L(Ω) we define KΩ,f a family of non negative measurable functions
KΩ,f ⊂ {u : A→ R such that A ⊂ Ω, u ≥ 0 and u is measurable}
such that the following two conditions hold:
• If u ∈ KΩ,f then λu ∈ KΩ,λf for all λ ≥ 0.
• If u ∈ KΩ,f then for every λ, τ ≥ 0 such that τ − λu ≥ 0 we have τ − λu ∈ KΩ,−λf .
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In particular if u ∈ KΩ,f and its domain contains A ⊂ Ω we write u ∈ KΩ,f (A). The next two sections,
where a Harnack inequality for a specific operator L is obtained, will clarify the role of the families of
functions KΩ,f . Roughly speaking, KΩ,f will contain all nonnegative the measurable solutions u with
domain contained in Ω of an equation of the type Lu = f, where L is a second order partial differential
operator.
Definition 2.9. (Structural constant) We say that c is a structural constant if it is independent of each
u belonging to the family KΩ,f , of f ∈ L(Ω) and of the balls defined by the quasi distance considered.
In what follows we do not specify the center of a ball if the center is the point x0, namely we write
BR instead of BR(x0).
Definition 2.10. (Critical density) Let 0 < ν < 1. We say that KΩ,f satisfies the ν critical density
property if there exist structural constants 0 < εCD, c < 1 depending on ν and ηCD > 1 such that for
every ball BηCDR ⊂ Ω and for every u ∈ KΩ,f (BηCDR) with
µ({x ∈ BR : u(x) ≥ 1}) ≥ νµ(BR),
we have
inf
BR/2
u ≥ c or SΩ(BηCDR, f) ≥ εCD.
In this case we say that KΩ,f satisfies the ν critical density property CD(ν, c, εCD, ηCD).
Remark 2.1. If KΩ,f satisfies the ν critical density property CD(ν, c, εCD, ηCD), then KΩ,f satisfies
CD(ν, c, εCD, ηCD) for any ν > ν.
Definition 2.11. (Double ball property) We say that KΩ,f satisfies the double ball property if there
exist structural constants 0 < εDB, γ < 1 and ηDB > 1 such that for every BηDBR ⊂ Ω and for every
u ∈ KΩ,f (BηDBR) with
inf
BR/2
u ≥ 1 and SΩ(BηDBR, f) < εDB
we have
inf
BR
u ≥ γ.
In this case we say that KΩ,f satisfies the double ball property DB(γ, εDB, ηDB).
It is not restrictive to require the critical density and the double ball property to hold with the same
constants ηCD = ηDB and εCD = εDB, indeed we have the following remark
Remark 2.2. If KΩ,f satisfies the ν critical density property CD(ν, c, εCD, ηCD) and the double ball
property DB(γ, εDB, ηDB) then it satisfies CD(ν, c, ε, η) and DB(γ, ε, η) with ε = min{εDB, εCD} and
η = max{ηDB, ηCD}.
Definition 2.12. (Power decay) We say that the family of functions KΩ,f satisfies the power decay
property if there exist structural constants 0 ≤ γ, εP < 1 and ηP , M > 1 such that for each u ∈
KΩ,f (BηPR) with
inf
BR
u ≤ 1 and SΩ(BηPR, f) < εP
we have
µ({x ∈ BR/2 : u(x) > Mk}) ≤ γkµ(BR/2) for every k ∈ N.
In this case we say that KΩ,f satisfies the power decay property PD(M,γ, εP , ηP ).
We aim to prove that in a Ho¨lder doubling quasi metric space if KΩ,f satisfies the double ball and
critical density property plus some other conditions then it also satisfies the power decay property. To
show this we need some preliminary results.
Proposition 2.3. Let CD be the doubling constant, if KΩ,f satisfies the ν critical density property
CD(ν, c, εCD, ηCD) for some 0 < ν < 1/C
2
D, then KΩ,f satisfies the double ball property DB(c, εCD, 2ηDB).
Proof. Suppose by contradiction that there exists u ∈ KΩ,f (B2ηCDR), B2ηCDR ⊂ Ω , such that infBR/2 u ≥
1 and SΩ(B2ηCDR, f) < εCD but infBR u < c. Then by the ν critical density property we have
µ({x ∈ B2R : u(x) ≥ 1}) < νµ(B2R) or SΩ(B2ηCDR, f) ≥ εCD.
If the second inequality holds we have an immediate contradiction. Otherwise if the first inequality holds,
since BR/2 ⊆ {x ∈ B2R : u(x) ≥ 1}, we find
µ(BR/2) ≤ µ({x ∈ B2R : u(x) ≥ 1}) ≤ νµ(B2R) ≤ νC2Dµ(BR/2) < µ(BR/2)
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a contradiction. 
Proposition 2.4. Suppose KΩ,f satisfies the double ball and the ν critical density properties DB(γ, ε, η)
and CD(ν, c, ε, η) for every f ∈ L(Ω). Then there exists a structural constant M0 = 1γc > 1 such that for
any positive constant α and for any u ∈ KΩ,f (BηR) with
µ({x ∈ BR : u(x) ≥ α}) ≥ νµ(BR),
we have
inf
BR
u ≥ α
M0
or SΩ(BηR, f) ≥ εαc.
Proof. Since u ∈ KΩ,f (BηR) we have uα ∈ KΩ, fα (BηR). By the ν critical density property of KΩ, fα
follows either infBR/2
u
α ≥ c or SΩ(BηR, f) ≥ αε ≥ αcε. In the second case we are done, otherwise
u
αc ∈ KΩ, fαc (BηR) and so, either SΩ(BηR, f) ≥ αcε or we can apply the double ball property to obtain
infBR
u
αc ≥ γ. Defining γc := 1M0 we conclude the proof. 
Lemma 2.5. Suppose the same hypotheses of Proposition 2.4 hold, u ∈ KΩ,f (BθR),
inf
BR
u ≤ 1
and there exist constants α > 0, ρ < 2KR and y ∈ BR such that
(2) µ({x ∈ Bρ(y) : u(x) ≥ α}) ≥ νµ(Bρ(y))
where θ := K(1 + 4ηK) > 1 and K is the constant in the quasi triangle inequality.
Then there exist positive structural constants σ, M1 such that
(3) ρ ≤
(
M1
α
)σ
R or SΩ(BθR, f) ≥ εαcγ
p
M0
.
Here M1 = (4K)
1/σM0, M0 =
1
γc is defined in Proposition 2.4, σ = − log 2log γ and p ∈ N is chosen so that
2p−1ρ ≤ 2KR ≤ 2pρ.
Proof. If the second inequality in (3) holds, the proof is completed. Thus we suppose SΩ(BθR, f) < εαcγ
p
M0
which implies
(4) SΩ(Br(y˜), f) < εαcγ
p
M0
for every Br(y˜) ⊆ BθR.
Since Bηρ(y) ⊂ BθR and inequality (2) holds, we apply Proposition 2.4 and taking into account (4) we
deduce
(5) inf
Bρ(y)
u ≥ α
M0
.
Moreover if p is chosen as in the statement, since y ∈ BR, it follows B2pηρ(y) ⊆ BθR and so (4) implies
(6) SΩ(B2k+1ηρ(y), f) <
εαcγp
M0
≤ εαcγ
k
M0
for every 0 ≤ k ≤ p− 1,
hence we can repeatedly apply the double ball property to uM0αγk in B2k+1ηρ(y), where k = 0, . . . , p − 1,
obtaining
(7) inf
B2pρ(y)
u ≥ γp α
M0
.
Indeed by (5) we have infBρ(y)
uM0
α ≥ 1, this together with (6) allow us to use the double ball property
of K
Ω,f
M0
α
to get infB2ρ(y) u
M0
α ≥ γ. Now we have infB2ρ(y) uM0αγ ≥ 1. Again, by (6) and the double ball
property, infB4ρ(y) u
M0
α ≥ γ2. We repeat this procedure p times to find (7) and consequently
1 ≥ inf
BR
u ≥ inf
B2pρ(y)
u ≥ γp α
M0
.
From the first and the last inequality in the expression above we get γp ≤ M0α . Since γσ = 1/2, raising
both side of the inequality to the power σ, it follows 2−p ≤ (M0α )σ. Finally, multiplying both sides by
2pρ and keeping in mind the definition of p in the statement we get the thesis. 
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Lemma 2.6. Under the same hypotheses of Lemma 2.5 we have
ρ ≤
(
M1
α
)σ
R or SΩ(BθR, f) ≥ εc.
Proof. We shall prove that if SΩ(BθR, f) < εc then δ := αγ
p
M0
≤ 1. Indeed, if SΩ(BθR, f) < εcδ then by
the proof of the previous lemma δ ≤ 1. On the other side, if εcδ ≤ SΩ(BθR, f) < εc, then obviously
δ < 1. Since in both cases δ ≤ 1, then ρ ≤ (M1α )σR. 
For reader convenience we recall here the definition of a density point that will be used in the proof
of the following power decay property.
Definition 2.13. (Density point) We say that x ∈ Y is a density point for X ⊂ Y if µ(BR(x)∩X)µ(Br(x)) → 1 as
r → 0+
Theorem 2.7 (Power decay). Let (Y, d, µ) be a Ho¨lder doubling quasi-metric space and consider Ω ⊂ Y
open, f : Ω→ R. Suppose there exists 0 < δ < 1 such that µ(Br(x)) ≤ δµ(B2r(x)) for every B2r(x) ⊂ Ω
and one of the following pairs of conditions holds
(A)(A1) KΩ,f satisfies the double ball and the ν critical density properties DB(γ, ε, η) and CD(ν, c, ε, η)
for every f ∈ L(Ω).
(A2) (Y, d, µ) satisfies the ring conditions with ω(s) = o(log−2(1/s)) as s→ 0+.
or
(B) (B1) KΩ,f satisfies the ν critical density properties CD(ν, c, ε, η) for 0 < ν < 1/C
2
D and for every
f ∈ L(Ω). Here CD is the doubling constant.
(B2) The function r → µ(Br(x)) is continuous.
Then the family KΩ,f satisfies the power decay property.
Proof. First of all we define τ := max{ν, δ}, by Remarks 2.1, KΩ,λf satisfies the critical density property
CD(τ, c, ν, η) . That said, throughout the proof we will write ν instead of τ .
In order to prove the theorem under assumptions (A1), (A2) we consider u ∈ KΩ,f(BηP r) and set
Ek = {x ∈ BηP r : u(x) ≥Mk}, for every k ∈ N
and suppose
(8) BηP r ⊂ Ω, inf
Br
u ≤ 1 and SΩ(BηP r, f) < εP
where ηP ,M > 1 and 0 < εP < 1 are structural constant that will be soon determined. We shall prove
that there exists a structural constant 0 < ω < 1 such that
µ({x ∈ Br/2 : u(x) > Mk}) ≤ ωkµ(Br/2) for every k ∈ N.
Notice that the second inequality in (8) implies
(9) SΩ(Bρ(x), f) < εP for every Bρ(x) ⊆ BηP r.
We claim it is possible to construct a family of balls Bk of radius tk and center x0 such that r = t0 >
t1 > t2 > · · · > r/2 and
(10) µ(Bk+1 ∩ Ek+2) ≤ c(ν)µ(Bk ∩ Ek+1), c(ν) < 1, k ∈ N0.
In particular we will construct this family so that tk = Tkr where Tk are defined by
(11)


Tk = T1 − β1q3
∑k−2
j=0 q
j , k > 2
T2 = 3/4− β1q3
T1 = 3/4
i.e.
{
Tk+1 = Tk − β1qk+2, k > 1
T1 = 3/4.
Here
(12) q := 1/Mσα, β1 := (2K)
α−1βMσα1 (1 +M
σ
1 )
1−α,
σ, M1 are defined in Lemma 2.5, α, β are the constants that appearing in Definition 2.3 and K is the
constant in the quasi triangular inequality. Assuming the claim for a moment, from (10), we get
µ({x ∈ Br/2 : u(x) > Mk+2}) ≤ µ({x ∈ Btk+1 : u(x) > Mk+2})
≤ (c(ν))k+1µ(Br)
≤ (c(ν))k+1CDµ(Br/2) for every k ∈ N.
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where CD is the doubling constant. Consider a positive integer k0 such that (c(ν))
k0CD < 1, if we define
M˜ =Mk0+2, from the last inequality we have
µ({x ∈ Br/2 : u(x) > M˜ t}) ≤ µ({x ∈ Br/2 : u(x) > Mk0+1+t})
≤ (c(ν))k0CD(c(ν))tµ(Br/2)
≤ (c(ν))tµ(Br/2) for every t ∈ N.
Replacing M˜, t with M, k respectively we get the thesis.
We now explicitly define ηP and M (these specific choices will be motivated in the proof of the claim)
such that
ηP > max{K(3ηK + 1), θ}
M > max{M0,M},
where M is a positive constant big enough to obtain max
{
β1
1
M
2σα , β1
1
M
3σα
∑
j∈N
1
M
jσα
}
< 14 and M0
and θ are defined in Proposition 2.4 and Lemma 2.5 respectively. We remark that the definitions of M
and Tk imply
(13)
1
2
< Tk ≤ 3
4
for every k ∈ N.
To complete the proof of the Theorem 2.7, we are left with the proof of claim (10). We will explicitly
show it in the case k = 0 and then for a generic k ∈ N, for the sake of clarity we will subdivide each
proof in five steps.
Proof of the claim for k = 0
• (STEP I) Consider t1 = T1r = 3/4r. Since B1 ∩E2 ⊂ Br ⊂ B2r ⊂ Ω the result of Di Fazio et al.
[11, Theorem 3.3] ensures the existence of a level ν covering F1 = {B(xh, rh)} of B1 ∩E2 where
xh are density points of B1 ∩E2, rh < 3Kr for every h ∈ N and
(14) ν =
µ(Brh(xh) ∩B1 ∩E2)
µ(Brh(xh))
≤ µ(Brh(xh) ∩ E2)
µ(Brh(xh))
.
• (STEP II) We show that
Brh(xh) ⊂ E1, for every h ∈ N.
Since ηP > K(3ηK + 1) and rh < 3Kr we have Bηrh(xh) ⊂ BηP r so that u ∈ KΩ,f (Bηrh(xh)).
By (14) and Proposition 2.4 it follows infBrh(xh) u ≥ M2/M0 > M or SΩ(Bηrh(xh), f) ≥ εcM2.
It suffices to choose
εP = εc
in (8) and recall that, by definition, M > M0 > 1 to exclude the latter alternative and get
Brh(xh) ⊂ E1.
• (STEP III) Now we prove rh < 2Kr for all h ∈ N. Suppose by contradiction that there exists
a j ∈ N such that rj > 2Kr. Then B2r(xj) ⊂ B2Kr(xj) ⊂ Brj (xj). By Step II, infBrj (xj) u ≥
M2/M0 > 1 and so infB2r(xj) u > 1. In addition, since xj is a density point of B1 ∩ E2, it
follows that xj ∈ Bt1 . Finally, recalling that t1 < r, we have Br ⊂ B2Kr(xj) and consequently
infBr u > 1. This contradicts (8).
• (STEP IV) We next show that
Brh(xh) ⊂ Bt0 , for every h ∈ N.
First of all notice that since ηP > θ we have u ∈ KΩ,f(Bθr). This, (14) and Step III allow us to
apply Lemma 2.6 with y, ρ and α replaced by xh, rh and M
2, obtaining
rh ≤
(
M1
M2
)σ
r or SΩ(Bθr, f) ≥ εc.
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Since εP = εc and (9) holds, we conclude the first alternative take place. Now, if z ∈ Brh(xh),
inequality (1) and the quasi triangular inequality imply
d(z, x0) ≤ d(xh, x0) + β(d(xh, z))α(d(xh, x0) + d(x0, z))1−α
≤ d(xh, x0) + (2K)α−1β(d(xh, z))α(d(xh, x0) + d(xh, z))1−α
≤ t1 + (2K)α−1β
(
M1
M2
)σα
rα
(
t1 +
(
M1
M2
)σ
r
)1−α
.
keeping in mind t1 = T1r we get
d(z, x0) ≤ r
(
T1 + (2K)
α−1βq2Mσα1
(
T1 +M
σ
1 q
2/α
)1−α)
≤ r
(
T1 + (2K)
α−1βq2Mσα1
(
1 +Mσ1
)1−α)
≤ r(T1 + β1q2)
where β1 e q are the positive constants defined in (12). In virtue of our choice of t1 and M we
have T1 + β1q
2 < 1 and so, Brh(xh) ⊂ Br concluding the proof of Step IV.
• (STEP V) By [11, Theorem 3.3(iv)] we have
µ(B1 ∩E2) ≤ c(ν)µ
(⋃
h∈N
Brh(xh)
)
,
on the other hand Step II and Step VI imply Brh(xh) ⊂ B0 ∩ E1 and hence
c(ν)µ
(⋃
h∈N
Brh(xh)
)
≤ c(ν)µ(B0 ∩E1),
combining inequalities above we get (10) for k = 0.
Proof of the claim for a generic k ∈ N
• (STEP I) Consider tk+1 = Tk+1r, where Tk is defined in (11). Since Bk+1 ∩Ek+2 ⊂ Br ⊂ B2r ⊂
Ω the result of Di Fazio et al. [11, Theorem 3.3] ensures the existence of a level ν covering
Fk+1 = {Brh(xh)} of Bk+1 ∩ Ek+2 where xh are density point of Bk+1 ∩ Ek+2, rh < 3Kr for
every h ∈ N and
(15) ν =
µ(Brh(xh) ∩Bk+1 ∩ Ek+2)
µ(Brh(xh))
≤ µ(Brh(xh) ∩ Ek+1)
µ(Brh(xh))
.
• (STEP II) We show that
Brh(xh) ⊂ Ek+1, for every h ∈ N.
Since ηP > K(3ηK + 1) and rh < 3Kr we have Bηrh(xh) ⊂ BηP r so that u ∈ KΩ,f (Bηrh(xh)).
From (15) and Proposition 2.4 it follows that infBrh (xh) u ≥ Mk+2/M0 or SΩ(Bηrh(xh), f) ≥
εcMk+2. By (9), the definition of εP , and our choice of M we exclude the latter alternative and
get Brh(xh) ⊂ Ek+1.
• (STEP III) Now we prove that rh < 2Kr for all h. Suppose by contradiction that there exists
a j ∈ N such that rj > 2Kr. Then B2r(xj) ⊂ B2Kr(xj) ⊂ Brj (xj). By step II infBrj (xj) u ≥
Mk+2/M0 > 1 so that infB2r(xj) u > 1. In addition, since xj is a density point of Bk+1 ∩ Ek+2,
it follows that xj ∈ Btk+1 . Finally, recalling that tk+1 < r, we have Br ⊂ B2Kr(xj) and
consequently infBr u > 1, on the other hand (8) holds and we reach a contradiction.
• (STEP IV) We next show that
Brh(xh) ⊂ Bk, for every h ∈ N.
First of all we notice that since ηP > θ we have u ∈ KΩ,f (Bθr). This, the second inequality in
(15) and Step III allow us to apply Lemma 2.6 with y, ρ and α replaced by xh, rh and M
k+2
obtaining
rh ≤
(
M1
Mk+2
)σ
r or SΩ(Bθr, f) ≥ εc.
8
By (9) and the choice of εP we made, we can conclude that the first alternative take place. Now,
if z ∈ Brh(xh), inequality (1) and the quasi triangular inequality imply
d(z, x0) ≤ d(xh, x0) + β(d(xh, z))α(d(xh, x0) + d(x0, z))1−α
≤ d(xh, x0) + (2K)1−αβ(d(xh, z))α(d(xh, x0) + d(xh, z))1−α
≤ tk+1 + (2K)1−αβ
(
M1
Mk+2
)σα
rα
(
tk+1 +
(
M1
Mk+2
)σ
r
)1−α
.
Moreover, since tk+1 = Tk+1r we have
d(z, x0) ≤ r
(
Tk+1 + (2K)
1−αβqk+2Mσα1
(
Tk+1 +M
σ
1 q
(k+2)/α
)1−α)
≤ r
(
Tk+1 + (2K)
1−αβqk+2Mσα1
(
1 +Mσ1
)1−α)
≤ r(Tk+1 + β1qk+2)
where β1 e q are the positive constant defined in (12). Keeping in mind (11) and (13), we have
Tk+1 + β1q
k+2 = Tk < 1 and so Brh(xh) ⊂ Br concluding the proof of Step IV.
• (STEP V) One one hand by of [11, Theorem 3.3(iv)] we have
µ(Bk+1 ∩Ek+2) ≤ c(ν)µ
(⋃
h∈N
Brh(xh)
)
,
on the other hand Step II and Step VI imply Brh(xh) ⊂ Bk ∩ Ek+1 and hence
c(ν)µ
(⋃
k∈N
Brh(xh)
)
≤ c(ν)µ(Bk ∩Ek+1),
combining inequalities above we get (10) for a generic k ∈ N.
This proves the claim and completes the proof Theorem 2.7 under assumptions (A1) and (A2).
Now suppose hypotheses (B) holds, the proof proceeds exactly as before with ηP := 2max{K(3ηK +
1), θ}; by using [11, Theorem 3.4] instead of [11, Theorem 3.3]. Moreover (14) and (15) have to be
replaced by
ν
CD
≤ µ(Brh(xh) ∩B1 ∩ E2)
µ(Brh(xh))
≤ µ(Brh(xh) ∩ E2)
µ(Brh(xh))
and
ν
CD
≤ µ(Brh(xh) ∩Bk+1 ∩ Ek+2)
µ(Brh(xh))
≤ µ(Brh(xh) ∩ Ek+1)
µ(Brh(xh))
respectively. 
2.3. Proof of Abstract Harnack Inequality. Our goal is to prove the following Harnack inequality
Theorem 2.8 (Harnack inequality). Let (Y, d, µ) be a doubling quasi metric space, suppose KΩ,f satisfies
the power decay property PD(M,γ, εP , ηP ) for every f ∈ L(Ω).
Then, for every BηR(x0) ⊂ Ω, if u ∈ KΩ,f (BηR(x0)) is non negative and locally bounded, there exists a
positive structural constant C such that
sup
BR(x0)
u ≤ C
(
inf
BR(x0)
u+ SΩ(BηR(x0), f)
)
,
where η = 2K(2KηP + 1) and K is the constant in the quasi triangle inequality.
We remark that in virtue to [25, Theorem 2] we avoid requiring d to be a Ho¨lder quasi distance
since there always exists an equivalent quasi distance d′ that satisfies this property. We prove Harnack
inequality using the following Lemma and Proposition.
Lemma 2.9. Under the same hypotheses of Theorem 2.8, if SΩ(B2ηPR(z0), f) ≤ εP , u ∈ KΩ,f (B2ηPR(z0))
is such that infB2R(z0) u ≤ 1, u(x0) ≥Mk and B2ρ(x0) ⊂ BR(z0), then
(16) sup
Bρ(x0)
u ≥ u(x0)
(
1 +
1
M
)
.
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Here x0 ∈ BR(z0), k ≥ 2, ρ = γ
k/qR
c1
, q = log2(CD), c1 <
(
γ1/q(1−γ)1/q
C
1/q
D 4KηP
)
, CD is the doubling constant
and K appears in the quasi triangle inequality.
Proof. We shall prove the statement by contradiction. Suppose (16) is not true and define
A1 := {x ∈ BR(z0) : u(x) ≥Mk−1},
A2 := {x ∈ Bρ/(2ηP )(x0) : w(x) ≥M}
where
w(x) :=
u(x0)
(
1 + 1M
)− u(x)
u(x0)
M
=M + 1− M
u(x0)
u(x) ∈ KΩ,− Mf
u(x0)
(Bρ(x0)).
Since w(x0) = 1, infBρ/ηP (x0)w(x) ≤ 1. Moreover SΩ(Bρ(x0),−
M
u(x0)
f) = SΩ(Bρ(x0), f) Mu(x0) ≤
εPM
−k+1, so the power decay property for KΩ,f and KΩ,λf implies respectively
µ(A2) ≤ γµ(Bρ/(2ηP )(x0)) and µ(A1) ≤ γk−1µ(BR(z0)).
Recalling that Bρ/(2ηP )(x0) ⊂ Bρ(x0) ⊂ BR(z0) we can show the inclusion Bρ/(2ηP ) ⊂ A1 ∪ A2. Indeed
if x ∈ Bρ/(2ηP ) but x /∈ A1 then u(x) < Mk−1 so w(x) ≥ M and hence x ∈ A2, vice versa if x ∈ Br(z0)
but x /∈ A2 then w(x) < M so u(x) > u(x0) ≥ Mk and hence x ∈ A1. Consequently we estimate the
measure of Bρ/(2ηP )(x0) by
µ(Bρ/(2ηP )(x0)) ≤ µ(A1) + µ(A2) ≤ γk−1µ(BR(z0)) + γµ(Bρ/(2ηP )(x0)).
Now, since Bρ/(2ηP )(x0) ⊂ BR(z0) ⊂ B2KR(x0), recalling definition 2.4 the last inequality becomes
µ(Bρ/(2ηP )(x0)) ≤
(
γk−1CD
(
4KRηP
ρ
)q
+ γ
)
µ(Bρ/2ηP (x0)).
where q = log2 CD. From the strict positiveness of the measure of Bρ/(2ηP )(x0) and the definition of ρ
and c1 given in the statement, we get
1− γ ≤ γk−1CD
(
4KRηP
ρ
)q
= CD(4KηP c1)
q γ
k−1
γk
=
CD
γ
(4KηP c1)
q
that is equivalent to c0 :=
CD
γ(1−γ)(4KηP c1)
q ≥ 1. On the other hand, since c1 <
(
γ1/q(1−γ)1/q
C
1/q
D 4KηP
)
we have
c0 < 1 reaching a contradiction. 
Proposition 2.10. Suppose the same hypotheses of Theorem 2.8 are satisfied and assume infBR(x0) u < 1
and SΩ(BηR(x0), f) < εP , then there exists a positive structural constant C such that
sup
BR(x0)
u ≤ C.
Proof. Consider BR(z) with z ∈ BR(x0) and define
D := sup
x∈BR(z)
u(x)g(x,R)
where
g(x,R) :=
(
R− d(x, z)
R
)δ/α
,
δ is a structural constant that will be soon defined and α is the exponent in the Ho¨lder property for d
(see Definition 2.3). We claim that D is bounded from above by a structural constant C. Deferring the
proof of the claim for a moment we have
(17) u(x) ≤ C
(
R
R− d(x, z)
)δ/α
, for all x ∈ BR(z) and for every z ∈ BR(x0),
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thus the thesis follows taking x = z in (17).
Hence we are left with the proof of the claim, to that aim choose
δ > 0 such that
1
M
= γδ/q,
β∗ > 2(2K)
1−αβ
(
1− (1 + 1
M
)−α/δ)−1
> 2β(2K)1−α,
k0 ∈ N, k0 > q
log γ
log
(
c1(2
1
1−α − 1)
)
,
where M, ρ, γ and c1 are defined in the statement of Lemma 2.9, β, α is as in Definition 2.3, and q =
log2 CD. Notice that k0 is a structural constant whose definition implies
(
1+ ρR
)1−α
=
(
1+ γ
k/q
c1
)1−α
< 2
for every k ≥ k0 and since u is non negative and locally bounded, +∞ > D ≥ 0. If D > 0 pick
D∗ ∈ (0, D), it suffices to show that D∗ is bounded from above by a structural constant C to prove
the claim. Since u ≥ 0 is not identically null, there exist x∗ ∈ BR(z) such that D∗ < u(x∗)g(x∗, R),
if u(x∗) < 1 we are done otherwise choose k ∈ Z such that Mk ≤ u(x∗) < Mk+1. For clarity sake we
consider three different cases.
CASE 1) If k ≤ k0 then
D∗ < Mk+1g(x∗, R) ≤Mk0+1.
CASE 2) If k > k0 and
D∗
M c
δ
1 < β
δ/α
∗ , clearly D∗ is bounded above by
Mβδ/α
∗
cδ1
.
CASE 3) k > k0 and
D∗
M c
δ
1 ≥ βδ/α∗ . We will show that this is never the case.
For ρ = γ
k/qR
c1
as in Lemma 16, we have
1 ≥ g(x∗, R) > D
∗
Mk+1
=
D∗
M
(γk)δ/q =
D∗
M
(
c1
ρ
R
)δ
,
hence, combining inequalities above and the definition of g we compute
(18) d(x∗, z) < R− β∗R1−αρα.
Now, if y ∈ Bρ(x∗), by the Ho¨lder property and the quasi triangular inequality, the definition of k0 and
β∗, for every k ≥ k0 we have
d(y, z) ≤ d(z, x∗) + (2K)1−αβ
(
d(x∗, y)
)α(
d(x∗, y) + d(z, x∗)
)1−α
≤ R− β∗R1−αρα + (2K)1−αβρα(ρ+R)1−α
≤ R− β∗R1−αρα + 2(2K)1−αβR1−αρα
< R,
hence
(19) Bρ(x
∗) ⊂ BR(z).
We can apply Lemma 2.9 with R, z0 and x0 replaced by KR, z0 and x∗ respectively to obtain
(20) sup
Bρ(x∗)
u ≥ u(x∗)
(
1 +
1
M
)
>
D∗
g(x∗, R)
(
1 +
1
M
)
.
Indeed sinceB2KRηP (z) ⊂ BηR(x0), we get u ∈ KΩ,f (B2KRηP (z)); moreover u(x∗) ≥Mk and SΩ(B2KRηP (z), f) <
εP . Thus all the hypotheses of Lemma 2.9 are satisfied.
By (19), for y ∈ Bρ(x∗)
(21) sup
Bρ(x∗)
u ≤ D sup
y∈Bρ(x∗)
1
g(y,R)
=
D
g(x∗, R)
sup
y∈Bρ(x∗)
g(x∗, R)
g(y,R)
.
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Moreover by the Ho¨lder property, the quasi triangular inequality and (18) we have(g(x∗, R)
g(y,R)
)α/δ
=
R− d(z, x∗)
R− d(y, z)
≤ R− d(z, x∗)
R− (d(z, x∗) + β(2K)1−αρα(d(z, x∗) + ρ)1−α)
≤ 1
1− β(2K)1−αρα(R+ρ)1−αβ∗ραR1−α
≤ 1
1− 2β(2K)1−αβ∗
Combining (20), (21) and the inequality above we obtain
(22) D∗ < D
( M
1 +M
)( β∗
β∗ − 2β(2K)1−α
)δ/α
.
hence taking the limit for D∗ → D in (22) we find 1 <
(
M
1+M
)(
β∗
β∗−2β(2K)1−α
)δ/α
from which we get
β∗
((1 +M
M
)α/δ
− 1
)
− 2β(2K)1−α
(1 +M
M
)α/δ
< 0
β∗ < 2β(2K)
1−α
(
1−
(M + 1
M
)−α/δ)−1
which is in contrast with the previous choice of β∗.

Proof. (Theorem 2.8) It suffices to prove supBR(x0) u ≤ CM for everyM ≥ infBR(x0) u+ SΩ(BηR(x0),f)εP +δ
for every δ > 0. Consider
u˜ :=
u
M
∈ KΩ,f˜ , where f˜ :=
f
M
clearly infBR(x0) u˜ ≤ 1 and S(BηR(x0), f˜) ≤ εP , so that by Proposition 2.10 we find supBR(x0) u ≤ CM ,
hence
sup
BR(x0)
u ≤ C
(
inf
BR(x0)
u+
SΩ(BηR(x0), f)
εP
+ δ
)
≤ C
εP
(
inf
Br(x0)
u+ SΩ(BηR(x0), f) + δ
)
.
If we let δ → 0+ we get the thesis. 
3. Application to Grushin type operators
Let Ω ⊆ R2 be open (with respect to the Euclidean distance) and consider the measure space (Ω,L ),
where L is the Lebesgue measure, and the second order linear operator
(23) L := a11(x1, x2)X
2 + a22(x1, x2)Y
2 + 2a12(x1, x2)Y X,
where aij : Ω→ R are measurable functions and
(24) X := ∂x1 , Y := x1∂x2
are Grushin vector fields. Moreover we assume there exist positive constants, called ellipticity constants,
0 < λ ≤ Λ such that for every ξ = (ξ1, ξ2) ∈ R2 we have
(25) λ|ξ|2 ≤ a11ξ21 + a22ξ2 + 2a12ξ1ξ2 ≤ Λ|ξ|2.
Using the theory presented in Section 2 we will be able to prove the Harnack inequality for non
negative classical solution of equations of the type
Lu = x21f
with f ∈ F(Ω) = {f : Ω→ R,measurable and bounded}. We highlight that this result is an improvement
of the one obtained in [26] where the homogeneous case Lu = 0 is considered, nevertheless we make use
12
of many results and ideas there developed. In accordance with the notation of Section 2, for every
measurable set A ⊂ Ω we define
SΩ(A, f) := diam(A)‖x1f‖L2(A),
L(Ω) = {f ∈ F(Ω) : SΩ(Br(x), f) < +∞, ∀Br(x) ⊆ Ω}
KΩ,f := {u ∈ C2(Ω) ∩ C(Ω) : Lu = x21f, u ≥ 0}, ∀f ∈ L(Ω)
where diam(A) denotes the Euclidean diameter of A. Since the operator L is linear and with no zero-
order term, if u is a classical solution to Lu = x21f , the function τ − λu solves L(τ − λu) = −λx21f , for
every λ, τ ∈ R. So that the definition of KΩ,f is coherent with Definition 2.8.
3.1. Grushin metric, sublevel sets and useful results. We recall some useful and well known facts
about the Carnot–Carathe´odory metric dCC induced by vector fields (24) paying particular attention to
the structure of balls BCC associated to this metric.
Using results proved by Franchi and Lanconelli in [12] it is possible to describe the structure of balls
BCC by means of boxes
Box(x, r) :=]x1 − r, x1 + r[ × ]x2 − r(r + |x1|), x2 + r(r + |x1|)[.
Theorem 3.1 (Structure Theorem I, [26] Theorem 3.2). There exists a structural constant CC > 1 such
that
Box(x,C−1C r) ⊂ BCC(x, r) ⊂ Box(x,CCr).
Hence the following inequality holds for every x ∈ R2, r > 0 and a suitable structural constant C.
C−1|Box(x, r)| ≤ |BCC(x, r)| ≤ C|Box(x, r)|.
Here and throughout this section we denote by |E| or the Lebesgue measure of a measurable set E.
We now define suitable sublevel sets of a specific functions g and h in which we are able to construct
barriers to prove the critical density and the double ball property respectively. We construct these
functions modifying the fundamental solution Γ(x, 0) =
(
x41 + 4x
2
2
)(2−Q)/4
with pole at the origin of
the subelliptic Laplacian X2 + Y 2 where Q = 3 is the homogeneous dimension. As in [26] we consider
ρ(x, y) =
(
(x21 − y21)2 + 4(x2 − y2)2
)1/4
, for every r > 0, y = (y1, y2) ∈ R2 and we define
g˜r(x, y) =
{
ρ(x, y) if |y1| < r
1
|y1|
ρ2(x, y) if |y1| ≥ r.
We denote the sublevel sets of the function g˜r(·, y) by
G˜(y, r) := {x ∈ R2 : g˜r(x, y) < r}.
In order to avoid two zeros of g˜r in G˜(y, r) we also define the function
gr(x, y) =


ρ(x, y) if |y1| < r
1
|y1|
ρ2(x, y) if |y1| ≥ r and x1y1 ≥ 0
+∞ if |y1| ≥ r and x1y1 ≤ 0
.
and consider its sublevel sets
G(y, r) := {x ∈ R2 : gr(x, y) < r}.
Moreover, for every r > 0 and y ∈ R2, we define
(26) σ(x, y) =
(
(x21 − y21)2 + 2y21(x1 − y1)2 + 4(x2 − y2)2
)1/4
and
hr(x, y) =
{
σ(x, y) if |y1| < r
1
|y1|
σ2(x, y) if |y1| ≥ r.
Sublevel sets of the function hr(·, y) will be denoted by
H(y, r) := {x ∈ R2 : hr(x, y) < r}.
We remark that, contrary to G˜, sublevel sets H are always connected but not symmetric with respect to
{x = 0}.
In the next subsection are extensively used Theorems below in which sublevels set G(y, r) and H(y, r)
are compared with boxes Box(y, r).
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Theorem 3.2 (Structure Theorem II, [26] Theorem 3.6). There exists a structural constant CG > 1
such that for every y ∈ R2 and r > 0
Box(x,C−1G r) ⊂ G(x, r) ⊂ Box(x,CGr).
Remark 3.3. Whenever y = (y1, 0) ∈ R2, from the Theorem above easily follows
c−1r2(r + |y1|) ≤ |G(y, r)| ≤ cr2(r + |y1|)(27)
sup
G(y,2r)
|x1| ≤ c˜(r + |y1|)(28)
CM max{r, r(r + |y1|)} ≥ diam(G(y, r)) ≥ Cmmax{r, r(r + |y1|)}.(29)
with c, c˜, CM > 1 and Cm > 0 structural constant.
Theorem 3.4 (Structure Theorem III). There exists a structural constant CH > 1 such that for every
y ∈ R2 and r > 0
Box(x,C−1H r) ⊂ H(x, r) ⊂ Box(x,CHr).
Proof. To prove the inclusions we shall distinguish two case: |y1| < r and |y1| ≥ r. If we assume |y1| < r
and x ∈ Box(y, r/4) then
|x1 − y1| < r/4, |x2 − y2| < r/4(r/4 + |y1|) < 1/4(1/4 + 1)r2
and
gr(x, y)
4 = σ4(x, y) = (x1 − y1)2(x1 + y1)2 + 2y21(x1 − y1)2 + 4(x2 − y2)2
≤ (1/4)2(|x1|+ |y1|)2r2 + 4(1/4)2r4(1/4 + 1)2 + 2(1/4)2r4
≤ (1/4)2(|x1 − y1|+ 2|y1|)2r2 + 1/4r4(1/4 + 1)2 + 2(1/4)2r4
≤ (1/4)2(1/4 + 2)2r4 + 1/4(1/4 + 1)2r4 + 2(1/4)2r4
= ((1/4)2(1/4 + 2)2 + 1/4(1/4 + 1)2 + 2(1/4)2)r4
= (213/256)r4 < r4
Hence x ∈ H(y, r). Moreover if |y1| < r and x ∈ H(y, r) we have
|x21 − y21 | < r2, 4|x2 − y2|2 < r4
from which we get
|x1 − y1| ||x1 − y1| − 2|y1|| < r2, |x2 − y2| < r
2
2
≤ r(r + |y1|).
Consequently if |x1 − y1| > 2|y1|, adding |y1|2 to both sides of the first inequality above and taking the
square root gives
|x1 − y1| − |y1| <
√
r2 + |y21 | < 2r
from which we easily deduce x ∈ Box(y, 3r). On the other hand if |x1 − y1| ≤ 2|y1| then x ∈ Box(y, 3r).
Hence we have proved the thesis for |y1| < r.
To prove the other case suppose |y1| ≥ r and x ∈ Box(y, r/4) then
|x1 − y1| < r/4, |x2 − y2| < r/4(r/4 + |y1|) < 1/4(1/4 + 1)|y1|2
and
gr(x, y)
2|y1|2 = σ4(x, y) = (x1 − y1)2(x1 + y1)2 + 2y21(x1 − y1)2 + 4(x2 − y2)2
≤ (1/4)2(|x1|+ |y1|)2r2 + 4(1/4)2r2y21(1/4 + 1) + 2(1/4)2r2y21
≤ (1/4)2(|x1 − y1|+ 2|y1|)2r2 + 1/4r2y21(1/4 + 1) + 2(1/4)2r2y21
≤ (1/4)2(1/4 + 2)2r2y21 + 1/4r2y21(1/4 + 1) + 2(1/4)2r2y21
= ((1/4)2(1/4 + 2)2 + 1/4(1/4 + 1)2 + 2(1/4)2)r2y21
= (213/256)r2y21 < r
2y21
Hence x ∈ H(y, r). Moreover if x ∈ H(y, r)
√
2|y1||x1 − y1| < r|y1|, 4|x2 − y2|2 < r2|y1|2
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consequently
|x1 − y1| < r, |x2 − y1| < r|y1|
2
< r(r + |y1|),
hence x ∈ Box(y, r) concluding the proof. 
Theorem 3.1 is not sufficient to conclude that the ring condition (see Definition 2.5) holds in the
metric space (Ω, dCC ,L ). In [26] this problem is overcome introducing the new Ho¨lder quasi distance
d˜(x, y) := |x1 − y1|+
√
x21 + y
2
1 + 4|x2 − y2| −
√
x21 + y
2
1
on the measure space (Ω,L ). The triplet (Ω, d˜,L ) turns out to be a doubling quasi metric space
satisfying the ring condition ([26, Theorem 3.4]), moreover from the theorem below we deduce that d˜ is
equivalent to the Carnot–Carathe´odory metric dCC .
For r > 0 we denote by
B(x, r) := {y ∈ R2 : d˜(x, y) < r},
the quasi metric ball of center x and radius r.
Theorem 3.5 (Structure Theorem IV, [26] Theorem 3.3). There exists a constant CB > 1 such that
Box(x,C−1B r) ⊂ B(x, r) ⊂ Box(x,CBr) for every y ∈ R2, r > 0.
It is well known that there exists a group of dilations (δt)t>0,
(30) δt : R
2 → R2, δt(x) = (tx1, t2x2)
such that the vector fields Xj are δt-homogeneous of degree one , i.e. for every u ∈ C1(R2), x ∈ R2 and
t > 0
Xj(u ◦ δt)(x) = t(Xju)(δt(x)).
A very useful tool for dealing with barrier functions is the weighted ABP maximum principle proved
in [26]:
Theorem 3.6 (Weighted ABP Maximum Principle, [26] Theorem 2.5). Let Ω ⊂ R2 be a bounded domain
and assume u ∈ C(Ω)∩C2(Ω), u ≥ 0 on ∂Ω is a classical solution of Lu(x) ≤ x21f(x) in Ω with f bounded.
Then there exists a positive structural constant C such that
sup
Ω
u− ≤ Cdiam(Ω)
(ˆ
Ω∩{u=Γu}
(x1f
+)2 dx
) 1
2
.
Here d = diam(Ω) is the Euclidean diameter of Ω, f+(x) := max{f(x), 0}, Γu is the convex envelope of
−u−(x) := −max{−u(x), 0} in a Euclidean ball of radius 2d containing Ω and u ≡ 0 outside Ω.
3.2. Double Ball Property. In this subsection we prove double ball property for sublevel sets H(y, r),
(see Theorem 3.9), and then extend it to balls B(x, r) with the aid of Structure Theorems 3.4 and 3.5.
Lemma 3.7. Let Λ, λ be the ellipticity constants and σ the function defined in (26). For α ≤ 4−10Λ/λ,
The function φ(x) = σα is a classical solution of Lφ ≥ 0 in the set {σ > 0}.
Proof. For clarity reasons we compute separately first and second partial derivatives of σ:
σx1 = σ
−3
(
(x21 − y21)x1 + y21(x1 − y1)
)
= σ−3(x31 − y31)
σx2 = 2σ
−3(x2 − y2)
σx1x1 = −3σ−7
(
x31 − y31
)2
+ 3σ−3x21
σx1x2 = −3σ−7
(
x31 − y31
)
(x2 − y2)
σx2x2 = −3σ−7(x2 − y2)2 + 2σ−3.
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Using calculation above it is straightforward to compute
Lφ = ασα−2
(
(α− 1)(a11σ2x1 + 2x1a12σ2x2 + x21a22σ2x2) + σLσ
)
= ασα−2
(
a11
(
(α− 1)σ2x1 + σσx1x1
)
+ 2x1a12
(
(α− 1)σx1σx2 + σσx1x2
)
+ x21a22
(
(α− 1)σ2x2 + σσx2x2
))
= ασα−2
(
(α− 4)σ−6
(
a11(x
3
1 − y31)2 + 2a12x1(x31 − y31)2(x2 − y2) + a22x214(x2 − y2)2
)
+ x21σ
−2(3a11 + 2a22)
)
= ασα−8
(
(α− 4)γ + x21σ4(3a11 + 2a22)
)
where
γ := a11(x
3
1 − y31)2 + 4a12x1(x31 − y31)(x2 − y2) + 4a22x21(x2 − y2)2.
By (25), we get γ ≥ λ
(
(x31 − y31)2 + 4x21(x2 − y2)2
)
and 3a11 + 2a22 ≤ 5Λ, so that
Lφ ≥ ασα−8
(
(α− 4)λ
(
(x1 − y1)2
(
(x1 + y1)x1 + y
2
1
)2
+ x214(x2 − y2)2
)
+ 5Λx21σ
4
)
= ασα−8
((
(α− 4)λ+ 5Λ)(x21 − y21)2x21 + 4((α− 4)λ+ 5Λ)(x2 − y2)2x21+
+ y21(x1 − y1)2
(
2λ(α− 4)(x1 + y1)x1 + λ(α− 4)y21 + 10Λx21
))
= ασα−8
((
(α− 4)λ+ 5Λ)(x21 − y21)2x21 + 4((α− 4)λ+ 5Λ)(x2 − y2)2x21+
+ y21(x1 − y1)2
(
2(λ(α− 4) + 5Λ)x21 + 2λ(α− 4)x1y1 + λ(α − 4)y21
))
= ασα−8
((
(α− 4)λ+ 5Λ)(x21 − y21)2x21 + 4((α− 4)λ+ 5Λ)(x2 − y2)2x21+
+ y21(x1 − y1)2
(
(λ(α − 4) + 10Λ)x21 + λ(α − 4)x21 + 2λ(α− 4)x1y1 + λ(α − 4)y21
))
By the definition of α, we have α(λ(α− 4)+5Λ) ≥ 0 and α(λ(α− 4)+10Λ) ≥ 0, and we finally conclude
Lφ ≥ λα(α − 4)σα−8y21(x1 − y1)2
(
x21 + 2x1y1 + y
2
1
) ≥ 0.

Theorem 3.8. Let σ be the function defined in (26) and α as in Lemma above. There exist positive
structural constants M1, M2 and 0 < γ < 1 such that, defined R(y, r, 3r) := H(y, 3r) \H(y, r), for every
y ∈ R2 and r > 0 the function Φ :=M2σα −M1 satisfies
• Φ ∈ C2(R(y, r, 3r)) ∩ C(R(y, r, 3r)),
• LΦ ≥ 0 on R(y, r, 3r),
• Φ |∂H(y,3r)= 0,
• Φ |∂H(y,r)= 1,
• infR(y,r,2r)Φ ≥ γ.
Proof. We choose M1 and M2 such that Φ |∂H(y,3r)= 0 and Φ |∂H(y,r)= 1 and we show that they are
positive. Since H(y, r) are defined as sublevel set of the function hr(x, y) and the definition of this
function changes in case |y1| < r or |y1| ≥ r, we have to distinguish four cases.
Case I |y1| < r, we have
M1 =
3α
1−3α > 0, M2 =
1
rα(1−3α) > 0 and we define M3 := Φ |∂H(y,2r)= 2
α−3α
1−3α > 0
Case II 3r ≤ |y1|, we have
M1 =
3α/2
1−3α/2
> 0, M2 =
1
(r|y1|)α/2(1−3α/2)
> 0 and we define M3 := Φ |∂H(y,2r)= 2
α/2−3α/2
1−3α/2
> 0
Case III r ≤ |y1| < 2r, we have
M1 =
3α
(|y1|/r)α/2−3α
> 0, M2 =
1
(r|y1|)α/2−(3r)α
> 0
and we define M3 := Φ |∂H(y,2r)= 2
α−3α
(|y1|/r)α/2−3α
≥ 2α−3α1−3α > 0
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Case IV 2r ≤ |y1| < 3r, we have
M1 =
3α
(|y1|/r)α/2−3α
> 0, M2 =
1
(r|y1|)α/2−(3r)α/2
> 0
and we define M3 := Φ |∂H(y,2r)= (2|y1|/r)
α/2−3α
(|y1|/r)α/2−3α
≥ 6α/2−3
α
2α/2−3α
> 0
If we define γ := {min 2α−3α1−3α , 2
α/2−3α/2
1−3α/2
, 6
α/2−3α
3α/2−3α
} we have Φ |∂H(y,2r)=M3 > γ, and since Φ is constant
on the sets ∂H(y, ρ) and decreasing with respect to ρ > 0 get Φ |R(y,r,2r)> γ. Finally, by Lemma 3.7,
LΦ ≥ 0 on R(y, r, 3r), concluding the proof. 
Theorem 3.9. (Double ball property in H(y, 3r)) Let C and γ be as in Theorem 3.6 and 3.8 respectively
and define ε0 =
γ
2C < 1. Then if H(y, 3r) ⊂ Ω and u is a non negative classical solution of Lu = x21f in
H(y, 3r) satisfying
inf
H(y,r)
u ≥ 1 and diam(H(y, 3r))‖x1f‖L2(H(y,3r)) < ε0
we have
inf
H(y,2r)
u ≥ δ
where 0 < δ < 1 is a constant depending on ε0.
Proof. Let Φ be the barrier function defined in Theorem 3.8 and consider ω = u − Φ. Since ω ∈
C2(R(y, r, 3r)) ∩ C(R(y, r, 3r)), ω ≥ 0 on ∂R(y, r, 3r) and Lω ≤ x21f in R(y, r, 3r) we can apply the
weighted ABP maximum principle Theorem 3.6 to ω
sup
R(y,r,3r)
((Φ− u)+) = sup
R(y,r,3r)
ω−
≤ Cdiam(R(y, r, 3r))
ˆ
R(y,r,3r)
(x1f
+)2 dx
≤ Cε0
in particular
sup
R(y,r,2r)
((Φ− u)+) ≤ Cε0.
Writing −u = Φ− u− Φ and taking the supremum over R(y, r, 2r) we find
sup
R(y,r,2r)
(−u) ≤ sup
R(y,r,2r)
(Φ− u) + sup
R(y,r,2r)
(−Φ)
i.e.
− inf
R(y,r,2r)
u ≤ Cε0 − inf
R(y,r,2r)
Φ.
It suffices to recall that infR(y,r,2r)Φ = γ and the definition of ε0 to get
inf
R(y,r,2r)
u ≥ γ
2
,
moreover, since by hypotheses infH(y,r) u ≥ 1 the thesis is proved. 
Theorem 3.10. (Double ball property in B(y, ηDBr)) There exist structural constants 0 < εDB, γ < 1
and ηDB > 2 such that if u is a non negative classical solution of Lu = x
2
1f in B(y, ηDBr) satisfying
inf
B(y,r)
u ≥ 1, and diam(B(y, ηDBr))‖x1f‖L2(B(y,ηDBr)) < εDB
then
inf
B(y,2r)
u ≥ γ.
More precisely we have ηDB = 12C
2 with C = CHCB and CH , CB defined in Theorems 3.4 and 3.5;
εDB = εδ
p−1 and γ = δp where p is chosen so that 2p−1(CHC3)
−1 ≤ 2CHC3 ≤ 2p(CHC3)−1; ε and δ
are defined in Theorem 3.9.
Proof. First of all we notice that the definition of ηDB and p imply H(y, 2
pC−13r) ⊂ B(y, ηDBr),
consequently
(31) diam(H(y, 2kC−13r))‖x1f‖L2(H(y,2kC−13r) ≤ diam(B(y, ηr))‖x1f‖L2(B(y,ηr)) < εδp−1 ≤ εδk
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for 0 ≤ k ≤ p − 1. Moreover, since infB(y,r) u ≥ 1, H(y, C−1r) ⊂ B(y, r) and (31) holds, we can apply
the double ball property in H(y, 3C−1r) (Theorem 3.9) obtaining
inf
H(y,C−12r)
u ≥ δ.
In virtue of (31) we repeatedly apply (p−1 times) Theorem 3.9 to u
δk
inH(y, 2kC−13r) where 0 < k ≤ p−1
and get
inf
H(y,C−12pr)
u ≥ δp.
Recalling the definition of p and Theorems 3.4 and 3.5 we get the thesis. 
3.3. Critical Density. In this subsection we prove critical density property for balls Br(y). Exactly as
in [26] we obtain this property for balls G((y1, 0), r) ⊂ Ω centered on the x axes and then extend the
result to every set G(y, r) ⊂ Ω by a dilation and translation argument. Once one has obtained the critical
density property for every set G(y, r) ⊂ Ω, structure Theorems 3.2 and 3.5 easily imply the property on
balls Br(x) ⊂ Ω.
Lemma 3.11 ([26], Lemma 4.2). There exist positive structural constants C˜ > 0 and M > 1 such that
for every y = (y1, 0) ∈ R2 and r > 0 there is a C2 function φ˜ : R2 → R such that
φ˜ ≥ 0, in R2 \ G˜(y, 2r),
φ˜ ≤ 2, in G˜(y, r),
φ˜ ≥ −M, in R2
Lφ˜(x) ≤ C˜ x
2
1
r2(r + |y1|)2 ζ(x), in R
2
where 0 ≤ ζ ≤ 1 is a continuous function in R2 with supp ζ ⊂ G˜(y, r).
Theorem 3.12. Define ε˜ = (2C)−1 where C > 0 is the structural constant appearing in Theorem 3.6.
Let y = (y1, 0), r > 0 and u ∈ C2(G(y, 2r)) ∩ C(G(y, 2r)) be a non negative solution of Lu ≤ x21f in
G(y, 2r) satisfying
inf
G(y,r)
u ≤ 1 and diam(G(y, 2r))‖x1f‖L2(G(y,2r)) < ε˜
Then there exist 0 < ν < 1, depending on ε˜ and M > 1 structural constant such that
|{u ≤M} ∩G(y, 3r/2)| ≥ ν
max
{
r + |y1|, 1r+|y1|
} |G(y, 3r/2)|.(32)
Proof. The function w := u + φ˜ with φ˜ as in Lemma 3.11 satisfies Lw ≤ x21
(
f + ζ(x) C˜r2(r+|y1|)2
)
in
G(y, 2r), w ≥ 0 on ∂G(y, 2r), and
inf
G(y,r)
w ≤ inf
G(y,r)
u− 2 ≤ −1.
Thus it is straightforward to apply weighted ABP maximum principle Theorem 3.6 in G(y, 2r) and get
1 ≤ sup
G(y,2r)
w−
≤ Cdiam(G(y, 2r))
(ˆ
{w=Γw}∩G(y,2r)
(
x1f + ζ(x)
C˜x1
r2(r + |y1|)2
)2
dx
)1/2
≤ Cdiam(G(y, 2r))
(
‖x1f‖L2(G(y,2r)) + C˜
r2(r + |y1|)2
(ˆ
{w=Γw}∩G(y,2r)
(
ζ(x)x1
)2
dx
)1/2)
≤ Cε˜+ CC˜ diam(G(y, 2r))
r2(r + |y1|)2
(ˆ
{w=Γw}∩G(y,2r)
(
ζ(x)x1
)2
dx
)1/2
≤ Cε˜+ CC˜CM max{r, r(r + |y1|)} c˜(r + |y1|)
r2(r + |y1|)2
(ˆ
{w=Γw}∩G(y,2r)
ζ2 dx
)1/2
.
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Last estimate takes into account Remark 3.3. Moreover by Lemma 3.11, 0 ≤ ζ ≤ 1 and supp ζ ⊂ G˜(y, r)
so that keeping in mind (27)
1− Cε˜ ≤ Kmax{1, r + |y1|}
r(r + |y1|) |{w = Γw} ∩G(y, 2r) ∩ G˜(y, r)|
1/2
≤ Kmax{1, r + |y1|}
r(r + |y1|) r(r + |y1|)
1/2 |{w = Γw} ∩G(y, 2r) ∩ G˜(y, r)|1/2
|G(y, r)|1/2
≤ Kmax{1, r + |y1|}
(r + |y1|)1/2
|{w = Γw} ∩G(y, 2r) ∩ G˜(y, r)|1/2
|G(y, r)|1/2 .
Where K > 1 is a structural constant. Since w = Γw implies w ≤ 0 and consequently u ≤ −φ ≤ M ,
recalling the definition of ε˜ we obtain
|{u ≤M} ∩G(y, 2r) ∩ G˜(y, r)|1/2 ≥ 1
2K
|G(y, r)|1/2
max{(r + |y1|)−1/2, (r + |y1|)1/2} .
Now the proof proceeds exactly as in [26, Theorem 5.1].

We use the same dilations and translations arguments developed in [26, Theorem 5.2], to extend
Theorem 3.12 to every sublevel set G(y, r) and improve constant in (32).
Theorem 3.13. Define ε0 = ε˜
Cm
8CM
. Let u ∈ C2(G(y, 2r)) ∩ C(G(y, 2r)) with y ∈ R2, r > 0 be a non
negative solution to Lu ≤ x21f in G(y, 2r) satisfying
inf
G(y,r)
u ≤ 1, and diam(G(y, 2r))‖x1f‖L2(G(y,2r)) < ε0
then there exist structural constants 0 < ε < 1, depending on ε0 and M > 1 such that
|{u ≤M} ∩G(y, 3r/2)| ≥ ε|G(y, 3r/2)|.
Here Cm,CM are the structural constants appearing in (29) and ε˜ is as in the statement of Theorem
3.12.
Proof. The proof is organized in four steps, at each step we prove the critical density property for a
larger family of sets G(y, r).
STEP I Fix r = 1, y1 ∈ [−1, 1] and y2 = 0. Applying Theorem 3.12, we find that (32) holds true with
max{(r + |y1|)1/2, (r + |y1|)−1/2} replaced by
√
2 i.e.
|{u ≤M} ∩G(y, 3/2)| ≥ ν
2
|G(y, 3/2)|.
STEP II Fix r ≥ 0, |y1| ≤ r and y2 ∈ R. Keeping in mind (30) we introduce the change of variables
(33) T (x) = T (x1, x2) := (rx1, y2 + r
2x2),
obtaining
Xu˜(x) = rXu(T (x)),
Y u˜(x) = rY u(T (x)),
Y Xu˜(x) = r2Y Xu(T (x))
where u˜(x) := u(T (x)). Moreover T (x) ∈ G(y, r) if and only if x ∈ G((y1/r, 0), 1). The new
operator L˜ := a˜11X
2+2a˜12Y X + a˜22Y
2, with a˜i,j(x) := ai,j(T (x)), i ≤ j ∈ {1, 2}, is of the type
(23) with ellipticity constants Λ > λ and applied to u˜ gives
L˜u˜ = r2Lu(T (x)) ≤ r2(T (x))21f(T (x)) = r4x21f(T (x)) = x21f˜(x)
with f˜(x) := r4f(T (x)). We claim that u˜ satisfies the hypotheses of Theorem 3.12 onG((y1/r, 0), 2).
The only not obviously satisfied requirement is
(34) diam(G((y1/r, 0), 2))‖x1f˜(x)‖L2(G((y1/r,0),2)) < ε˜.
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Recalling (29) and changing coordinates (x1 = ξ1/r, x2 = (ξ2 − y2)/r2) we have
diam(G((y1/r, 0), 2))‖x1f˜(x)‖L2(G((y1/r,0),2)) ≤ 4CM max
{
1, 1 +
|y1|
r
}(ˆ
G((y1/r,0),2)
(x1f˜(x))
2 dx
)1/2
≤ 4CM
(
1 +
|y1|
r
)(ˆ
G(y,2r)
(r3ξ1f(ξ))
2 1
r3
dξ
)1/2
≤ 4CM
(
1 +
|y1|
r
)
r3/2‖ξ1f(ξ)‖L2(G(y,2r))
≤ 4CM (r + |y1|)r1/2‖ξ1f(ξ)‖L2(G(y,2r))
(35)
on the other hand by hypothesis and (29)
ε˜
Cm
8CM
> diam(G(y, 2r))‖ξ1f(ξ)‖L2(G(y,2r))
≥ Cmmax{r, r(r + |y1|)}‖ξ1f(ξ)‖L2(G(y,2r))
so that
(36) ε˜ ≥ 8CMrmax{1, r + |y1|}‖ξ1f(ξ)‖L2(G(y,2r)).
Now, if r ≥ 1, it is straightforward to concatenate inequalities (35) and (36) to obtain (34).
Otherwise if r ≤ 1 and |y1| ≤ r, again combining (35) and (36) we find
diam(G((y1/r, 0), 2))‖x1f˜(x)‖L2(G((y1/r,0),2)) ≤ 4CM (r + |y1|)r1/2‖ξ1f(ξ)‖L2(G(y,2r))
≤ 8CMr3/2‖ξ1f(ξ)‖L2(G(y,2r))
≤ 8CMrmax{1, r + |y1|}‖ξ1f(ξ)‖L2(G(y,2r))
≤ ε˜.
Hence u˜ satisfies hypotheses of Theorem 3.12 with y1/r ∈ [−1, 1], so that, by STEP I we get
|{u˜ ≤M} ∩G((y1/r, 0), 3/2)| ≥ ν
2
|G((y1/r, 0), 3/2)|
and by Theorem 3.2 we conclude
|{u ≤M} ∩G(y, 3r/2)| = |T ({u˜ ≤M} ∩G((y1/r, 0), 3/2))|
= r3|{u˜ ≤M} ∩G((y1/r, 0), 3/2)|
≥ r3 ν
2
|G((y1/r, 0), 3/2)|
=
ν
2
|G(y, 3r/2)|.
STEP III Fix r > 0, |y1| = 1 and y2 = 0. If r ≥ 1 we apply STEP II, otherwise, in case 0 < r < 1 we apply
Theorem 3.12 and take into account that max
{
r + |y1|, 1r+|y1|
}
< 2, so that
|{u ≤M} ∩G((y1, 0), 3/2r)| > ν
2
|G((y1, 0), 3/2r)|.
STEP IV Fix r > 0, y1, y2 ∈ R. If |y1| ≤ r we use STEP II. If |y1| > r apply the change of variable defined
in the second step with r replaced by |y1| in (33). Again we want to make use of Theorem 3.12
and again the only hypothesis we must check is
(37) diam(G∗)‖x1f˜(x)‖L2(G∗) < ε˜,
where f˜(x) := |y1|4f(T (x)) and G∗ = G((y1/|y1|, 0), 2r/|y1|).
Recalling (29) and changing coordinates (x1 = ξ1/|y1|, x2 = (ξ2 − y2)/|y1|2) we have
diam(G∗)‖x1f˜(x)‖L2(G∗) ≤ 4CM max
{
r
|y1| ,
r
|y1|
(
1 +
r
|y1|
)}(ˆ
G∗
(x1f˜(x))
2 dx
)1/2
≤ 4CMr|y1|1/2 max{|y1|, |y1|+ r}‖ξ1f(ξ)‖L
2(G(y,2r))
≤ 4CMr|y1|1/2 (|y1|+ r)‖ξ1f(ξ)‖L
2(G(y,2r))
(38)
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If |y1| ≥ 1, it is straightforward to concatenate (38) and (36) obtaining (37). Otherwise if
0 < r < |y1| < 1, we estimate the right hand side of (38) as follows
diam(G∗)‖x1f˜(x)‖L2(G∗) ≤ 4CM|y1|1/2 r(|y1|+ r)‖ξ1f(ξ)‖L
2(G(y,2r))
≤ 8CM|y1|1/2 r|y1|‖ξ1f(ξ)‖L
2(G(y,2r))
(39)
and then concatenate (39) with (36) and get the desired estimate.
Hence u˜ satisfies hypotheses of Theorem 3.12 and using the third step we find
|{u ≤M} ∩G(y, 3r/2)| = |T ({u˜ ≤M} ∩G((y1/|y1|, 0), 3r/(2|y1|)))|
= |y1|3|{u˜ ≤M} ∩G((y1/|y1|, 0), 3r/(2|y1|))|
≥ ν
2
|y1|3|G((y1/|y1|, 0), 3r/(2|y1|))|
≥ ν
2
|G(y, 3r/2)|.

Theorem 3.14. Define ε0 as in Theorem 3.13. Let u ∈ C2(B(y, 2R))∩C(B(y, 2R)) with y ∈ R2, R > 0
be a non negative solution to Lu ≤ x21f in B(y, 2R) satisfying
inf
B(y,R/2C2)
u ≤ 1, and diam(B(y, 2R))‖x1f‖L2(B(y,2R)) < ε0.
Then there exist structural constants 0 < ν < 1, depending on ε0 and M > 1 such that
|{u ≤M} ∩B(y,R)| ≥ ν|B(y,R)|.
Here ν = εC−4 with ε defined as in statement of Theorem 3.13 and C = CBCG with CG and CB the
constants in Theorem 3.2 and 3.5 respectively.
Proof. First of all we define r := 2R/3C, since B(y,R/2C2) ⊂ G(y, 3r/4) ⊂ G(y, 3r/2) and G(y, 4r/3) ⊂
B(y, 2R) imply respectively
inf
G(y,3r/2)
u ≤ inf
B(y,R/2C2)
u ≤ 1 and diam(G(y, 4r/3))‖x1f‖L2(G(y, 4r/3)) < ε0
by Theorem 3.13 there exist structural constants 0 < ε < 1 and M > 1 such that
|{u ≤M} ∩G(y, r)| ≥ ε|G(y, r)|.
With the aid of Theorem 3.2 and 3.5 we estimate from below the right hand side by
ε|G(y, r)| ≥ εC−1G r
(|y1|+ C−1G r)
= ε(CGCB)
−2CBR
(|y1|+ (CGCB)−2CBR)
≥ ε(CGCB)−4CBR
(|y1|+ CBR)
≥ εC−4|Box(y, CBR)|
≥ εC−4|B(y,R)|.
concluding the proof. 
Provided that we invert the relation of dependence between ν and ε0, the negation of Theorem above
and the double ball property give
Theorem 3.15. There exist structural constants ηCD,M > 1 and 0 < ν, c, εCD < 1 such that if,
u ∈ C2(B(y, ηCDR)) ∩ C(B(y, ηCDR)) with y ∈ R2, R > 0 is a non negative solution to Lu ≤ x21f in
B(y, ηCDR) satisfying
|{u > M} ∩B(y,R)| > (1 − ν)|B(y,R)|
then
inf
B(y,R)
u > c or diam(B(y, ηCDR))‖x1f‖L2(B(y,ηCDR)) ≥ εCD.
More precisely, ηCD = 2ηDB, εCD = min{γpεDB, ε0}, c = γp where γ, εDB, ηDB are the constants
defined in Theorem 3.10, M , ν, ε0 are as in Theorem 3.14, and p ∈ N is chosen so that 2p−1 >
(CGCB)
2 > 2p−2 with CG and CB the constants in Theorems 3.2 and 3.5 respectively.
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Proof. The negation of Theorem 3.14 says that if
|{u ≤M} ∩B(y,R) ∩B(y, 2R)| < ν|B(y,R)|
i.e.
|{u > M} ∩B(y,R)| > (1 − ν)|B(y,R)|
then
inf
B(y,R/2(CGCB)2)
u > 1 or diam(B(y, 2R))‖x1f‖L2(B(y,2R)) ≥ ε0.
If the second inequality holds or diam(B(y, ηCDR))‖x1f‖L2(B(y,ηCDR)) ≥ εCD there is nothing to prove.
Otherwise since by the definition of p, 2p/2(CGCB)
2 < ηCB, for every 1 ≤ k ≤ p we have
diam(B(y,R2k/2(CGCB)
2))‖x1f‖L2(B(y,R2k/2(CGCB)2)) ≤ diam(B(y, ηCDR))‖x1f‖L2(B(y,ηCDR)) ≤ εCD
we can repeatedly apply the double ball property p times in B(y,R/2(CGCB)
2) obtaining
inf
B(y,R)
u ≥ inf
B(y,2pR/2(CGCB)2)
u ≥ γp.

3.4. Harnack inequality. We need few more remarks to straightforwardly apply the theory developed
in Section 2. First of all we notice that all structural constants in Theorem 3.10 and 3.15 are independent
of the right hand side f. This and the ring condition shown in [26, Theorem 3.4] allow us to apply
Theorems 2.7 and 2.8 to the family of function KΩ,f and get the following scale invariant Harnack
inequality for the quasi metric balls B.
Theorem 3.16. There exist structural constants C, η > 1 such that if u ∈ C2(Ω) ∩ C(Ω) is a non
negative solution of Lu = x21f in Ω then
sup
B(y,r)
u ≤ C
(
inf
B(y,r)
u+ diam(B(y, ηr))‖x1f‖L2(B(y,ηr))
)
for every B(y, ηr) ⊂ Ω.
Harnack inequality for Carnot–Carathe´odory metric ball BCC follows easily from the theorem above
and the two structure Theorems 3.1 and 3.5.
4. Application to X-elliptic operators
Let (X1, . . . , Xm) be a family of locally Lipschitz vector fields with coefficients defined in R
N .
We consider linear second order differential operators of the type
Lu =
N∑
i,j=1
∂i(bij∂ju) +
N∑
i=1
bi∂iu
where bij , bi are measurable functions and B = {bij}i,j=1...N is a symmetric matrix. Moreover we
assume L to be uniformly X-elliptic in a bounded open set Ω ⊂ RN in the sense of [17] i.e.
Definition 4.1. We say that the operator L is uniformly X-elliptic in an open subset Ω ⊂ RN if there
exist positive constants λ ≤ Λ and a non negative function γ such that
λ
m∑
j=1
〈Xj(x), ξ〉2 ≤ 〈B(x)ξ, ξ〉 ≤ Λ
m∑
j=1
〈Xj(x), ξ〉2 for every x ∈ Ω and ξ ∈ RN
〈b(x), ξ〉2 ≤ γ2(x)
m∑
j=1
〈Xj(x), ξ〉2 for every x ∈ Ω and ξ ∈ RN
here we use the notation b = (b1, . . . , bN) and 〈·, ·〉 is the standard inner product in RN .
Applying the abstract theory developed in Section 2 we prove the non homogeneous Harnack inequality
for weak solution (in the sense specified in [30] and Definition 4.2) of the equation
(40) Lu = g +
N∑
i=1
∂ifi
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where f = (f1, . . . , fN) is a measurable function such that there exists a non negative function γ0
satisfying
〈f(x), ξ〉2 ≤ γ20(x)
m∑
j=1
〈Xj(x), ξ〉2 for every x ∈ Ω, ξ ∈ RN .
We remark that the operator L here considered is a simplified version of the one studied by Gutie´rrez,
Lanconelli and Uguzzoni in [17] and [30] where they prove Harnack inequality using an adapted Moser’s
iteration technique. Authors in [17] require the dilation invariance of vector fields, while in [30] this
assumption is removed. We assume and list below the same hypotheses considered by Uguzzoni in [30].
• The Carnot–Carathe´odory distance d related to the family of vectors fields X is well defined and
continuous with respect to the Euclidean topology.
• (Doubling condition) (RN , d, µ) is a metric space satisfying: for each compact set K ⊂ Y there
exist positive constants CD > 1 and R0 > 0 such that
(41) 0 < |B2r(x)| ≤ CD|Br(x)|
for every d-ball Br(x) with x ∈ K and r ≤ R0. Hereafter |E| denotes the Lebesgue measure of
a measurable set E.
• (Poincare´ inequality) For each compact set K ⊂ RN there exists a positive constant C such that 
Br
|u− ur| dx ≤ Cr
 
B2r
|Xu| dx
for every C1 function u and for every d-ball Br(x) with x ∈ K and r ≤ R0. Here
ffl
Br
:=
1
|Br|
´
Br
u dx.
• Set Q := log2 CD and p > Q2 , then
γ, γ0 ∈ L2p(Ω) and g ∈ Lp(Ω).
Notice that, enlarging CD in (41) if needed, we can always assume (and we do this) Q > 2.
• (Sobolev inequality) Previous assumptions on the family of vector fields X imply
‖u‖ 2Q
Q−2
≤ C(D)‖Xu‖2 for every u ∈ C10 (D)
for every open set D with sufficiently small diameter and closure contained in the interior of K0.
Here K0 ⊂ RN is a fixed compact set whose interior contains the closure of Ω. (For a deeper
discussion on this result see [13], [14], [20]).
• (Reverse Doubling) The d-diameter of Ω is small enough to have the reverse doubling property
(see Propositions 2.9 and 2.10 in [11] ) i.e. for every B2r(x) ⊂ Ω there exists a constant 0 < δ < 1
independent of r such that
|Br(x)| ≤ δ|B2r(x)|.
We highlight that the d−diameter of the set Ω is required to be sufficiently small and the doubling
and the Poincare´ inequality are local conditions, so the Harnack inequality is obtained for balls with
small enough radius and the constants appearing depend on the compact set fixed. Very recently, in
[4] Battaglia and Bonfiglioli obtained an invariant non homogeneus Harnack inequality for solutions of
a class of sub-elliptic operators in divergence form under global doubling and Poincare´ assumptions but
no restrictions on the diameter of the set Ω.
Hereafter Xu denotes the X-gradient of u:
Xu = (X1u, . . . , Xmu),
K0 is a fixed compact set containing Ω, r0 = r0(K0) > 0 is a constant such that for every r < r0 the
Sobolev inequality holds in B4r ⊂ Ω. If D is a bounded domain supporting the Sobolev inequality we
define W 10 (D,X) the closure of C
1
0 (D) with respect to the norm ‖u‖ = ‖Xu‖L2 and W 1(D,X) = {u ∈
L2(D) : Xu ∈ L2(D)}. Moreover from the Sobolev inequality follows W 10 (D,X) ⊂ L
2Q
Q−2 (D).
We consider the bilinear form
L(u, v) =
ˆ
D
〈B∇u,∇v〉 − 〈b,∇u〉v dx for u ∈ C1(D), v ∈ C10 (D)
and the linear functional
F(v) =
ˆ
D
〈f,∇v〉 − gv dx for v ∈ C10 (D).
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From the uniform X-ellipticity of L, the Sobolev inequality and assumptions on f and g, Gutie´rrez,
Lanconelli in [17] and Uguzzoni in [30] show respectively that L can be extended continuously to
W 1(D,X) ∩ Lr(D) ×W 10 (D,X), where 1r = 12 + 12p and F can be extended continuously to W 10 (D,X).
This gives meaning to the following notion of weak solution.
Definition 4.2. (Weak solutions) We say that a function u ∈ W 1loc(Ω, X) is a weak subsolution (resp.
supersolution) to Lu = g +
∑N
i=1 ∂ifi in Ω if, for every domain D, supporting the Sobolev inequality,
with closure contained in Ω, we have
L(u, v) ≤ (resp. ≥)F(v) for every v ∈W 10 (D,X).
We say that u is a solution if it is both a super and a subsolution.
The main step toward the proof of Harnack inequality is to show that if we define
SΩ
(
BR(x0), g +
N∑
i=1
∂ifi
)
:= Rδ‖γ0‖L2p(Ω) +R2δ‖g‖Lp(Ω)
for BR(x0) ⊆ Ω, R < r0 with δ = 1− Q2p , then the family
KΩ,g+
∑
N
i=1 ∂ifi
= {u ∈ W 1loc(Ω, X) : u is a non negative weak soluton to (40)}
has the ν critical density property for every 0 < ν < 1. We prove it with the aid of three Lemmas.
Lemma 4.1 (Local boundedness). Let u be a solution to (40) in Ω and u = u + σ, for all σ > 0, then
there exists a structural constant c > 0 such that
sup
BR(x0)
u ≤ c
( 
B2R(x0)
u2
) 1
2
for every B4R(x0) ⊂ Ω, R < r0.
Proof of this result is given in [30, p.175].
We recall that by Definition 2.9 a structural constant does not depend on u ∈ KΩ,g+∑Ni=1 ∂ifi nor on
the balls defined by the quasi distance. On the other hand it may depend on the ellipticity constants
λ, Λ, the doubling constant CD, the constant in the Poincare´ inequality, the Lipschitz constant of vector
fields {Xi}1,...,m and (‖γ‖22p + 1)1/2.
Lemma 4.2 (Fabes Lemma, [11] Lemma 7.4). Let v ∈ W 1loc(Ω, X), BR(x0) ⊂ Ω and assume there exists
0 < ε ≤ 1 such that
|{x ∈ BR(x0) : v(x) = 0}| ≥ ε|BR|
then there exists a constant C ≥ 0 depending on ε such that 
BR(x0)
|v|2 dx ≤ CR2
 
BR(x0)
|Xv|2dx.
Lemma 4.3 (Estimates for ‖X log u‖L2(BR(x0))). Let u be a non negative weak subsolution to (40) in Ω,
then there exists a structural constant c > 0 such that 
BR(x0)
|X log u|2 dx ≤ c
R2
for every B4R(x0) ⊂ Ω, R < r0. Here u = u+ SΩ
(
BR(x0), g +
∑N
i=1 ∂ifi
)
.
Proof. In [30, p.176] it is shown thatˆ
B4R(x0)
|ηX log u|2 dx ≤ C
ˆ
B4R(x0)
F dx
where η ∈ C10 (B4R(x0)) is a non negative function, F = (1+6Λ2/λ2)|Xη|2+η2a2, a =
(
1
λ2
(
γ2+
(
γ0
σ
)2)
+
|g|
λσ
) 1
2 and C may depend on a∗(R) = supρ≤4R
ρ
|Bρ|1/2p
‖a‖L2p(Bρ). Starting from this estimate it suffices
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to choose 0 ≤ η ≤ 1, η ≡ 1 in BR(x0), η ≡ 0 in Ω \B2R(x0), |Xη| ≤ CR and recall the doubling condition
to obtain  
BR(x0)
|X log u|2 dx ≤ CC2D
 
B2R(x0)
F dx
≤ C
 
B2R(x0)
1
R2
+ a2 dx
=
C
R2
(
R2
 
B2R(x0)
a2 dx+ 1
)
.
Then, by using Ho¨lder inequality, we estimate the right hand side of inequality above obtaining
 
BR(x0)
|X log u|2 dx ≤ C
R2
(
R2
( 
B2R(x0)
a2p dx
)1/p
+ 1
)
≤ C
R2
(
(a∗(R))2 + 1
)
.
We remark that in [30, p.177] it is shown that a∗(R) ≤ C(‖γ‖22p + 1)1/2 so it is bounded from above by
a structural constant. 
Theorem 4.4. Let η > 4, R < r0 and u be a non negative supersolution to (40) in BηR(x0) ⊂ Ω and
0 < ν < 1, if u satisfies
|{x ∈ BR(x0) : u(x) ≥ 1}| ≥ ν|BR(x0)|
then there exist two constant 0 < c, ε < 1 depending on ν such that
inf
BR/2
u ≥ c or σ(R) ≥ ε.
Here σ(R) =: SΩ
(
Bx0(R), g +
∑N
i=1 ∂ifi
)
.
Proof. Define u = u + σ(R) and h(u) := max{− logu, 0}. It is easy to see that w := h(u) satisfies
L(w, v) ≤ −F(v). On one hand
|{x ∈ Br(x0) : w(x) = 0}| = |{x ∈ BR(x0) : u(x) ≥ 1}| ≥ |{x ∈ BR(x0) : u(x) ≥ 1}| ≥ ν|BR(x0)|,
so that, by Fabes Lemma we have 
BR(x0)
|w(x)|2 dx ≤ CR2
 
BR(x0)
|Xw(x)|2 dx ≤ CR2
 
BR(x0)
|X log(u(x))|2 dx.
On the other hand Lemma 4.1 implies
sup
BR/2(x0)
w ≤ c
( 
BR(x0)
h2(u) dx
) 1
2
.
Concatenating inequalities above and recalling that from Lemma 4.3 follows 
BR(x0)
|X log u|2 dx ≤ C
R2
we find
sup
BR/2(x0)
w ≤ cR
( 
BR(x0)
|X log u|2 dx
) 1
2
≤ c
from which
inf
BR/2(x0)
u(x) ≥ e−c =: c0.
So that, if σ(R) < ε ≤ c02 we find infBR/2(x0) u(x) ≥ c0/2. 
It is easy to see that for every non negative u ∈ KΩ,g+∑Ni=1 ∂ifi if λ ≥ 0 we have λu ∈ KΩ,λ(g+∑Ni=1 ∂ifi)
and if τ − λu ≥ 0 then τ − λu ∈ KΩ,−λ(g+∑Ni=1 ∂ifi). Moreover, structural constants in Theorem 4.4 are
independent of g and of ∂ifi.
Since d is the Carnot–Carathe´odory distance d related to the family of vectors fields X and we are
assuming that it is continuous with respect to the Euclidean topology, by [14, Lemma 3.7] and [11,
Lemma 2.8] the function r → µ(Br(x)) is continuous and we can apply Theorems 2.7 and 2.8 to the
family of functions KΩ,g+
∑
N
i=1 ∂ifi
to get the following Harnack inequality.
25
Theorem 4.5. Let Ω ⊂ RN be a domain in which the reverse doubling property holds and u ∈ W 1
loc
(Ω)
be a non negative weak solution to Lu = g +
∑N
i=1 ∂ifi in Ω, r < r0 = r0(K0). Then there exists a
structural constant η > 4 such that for every Bηr ⊆ Ω we have
sup
Br
u ≤ C(inf
Br
u+ rδ‖γ0‖L2p(Ω) + r2δ‖g‖Lp(Ω)).
Here K0 ⊂ RN is a fixed compact set whose interior contains the closure of Ω, r0 is chosen small enough
so the Sobolev Inequality holds for every B4r(x) ⊂ Ω, δ = 1− Q2p and C is a structural constant.
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