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ABSTRACT 
 
Theoretical and Experimental Evaluation of Chemical Reactivity. (August 2010) 
Qingsheng Wang, B.S.; M.S., Zhejiang University 
Chair of Advisory Committee: Dr. M. Sam Mannan 
 
  Reactive chemicals are presented widely in the chemical and petrochemical 
process industry. Their chemical reactivity hazards have posed a significant challenge to 
the industries of manufacturing, storage and transportation. The accidents due to reactive 
chemicals have caused tremendous loss of properties and lives, and damages to the 
environment. In this research, three classes of reactive chemicals (unsaturated 
hydrocarbons, self-reacting chemicals, energetic materials) were evaluated through 
theoretical and experimental methods. 
Methylcyclopentadiene (MCP) and Hydroxylamine (HA) are selected as 
representatives of unsaturated hydrocarbons and self-reacting chemicals, respectively. 
Chemical reactivity of MCP, including isomerization, dimerization, and oxidation, is 
investigated by computational chemistry methods and empirical thermodynamic–energy 
correlation. Density functional and ab initio methods are used to search the initial 
thermal decomposition steps of HA, including unimolecular and bimolecular pathways. 
In addition, solvent effects are also examined using water cluster methods and 
Polarizable Continuum Models (PCM) for aqueous solution of HA.  
 iv 
The thermal stability of a basic energetic material, Nitroethane, is investigated 
through both theoretical and experimental methods. Density functional methods are 
employed to explore the initial decomposition pathways, followed by developing 
detailed reaction networks. Experiments with a batch reactor and in situ GC are designed 
to analyze the distribution of reaction products and verify reaction mechanisms. Overall 
kinetic model is also built from calorimetric experiments using an Automated Pressure 
Tracking Adiabatic Calorimeter (APTAC).  
Finally, a general evaluation approach is developed for a wide range of reactive 
chemicals. An index of thermal risk is proposed as a preliminary risk assessment to 
screen reactive chemicals. Correlations are also developed between reactivity parameters, 
such as onset temperature, activation energy, and adiabatic time to maximum rate based 
on a limited number, 37 sets, of Differential Scanning Calorimeter (DSC) data. The 
research shows broad applications in developing reaction mechanisms at the molecular 
level. The methodology of reaction modeling in combination with molecular modeling 
can also be used to study other reactive chemical systems.  
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CHAPTER I 
INTRODUCTION 
 
 Appropriate assessment of reactive hazards has been a significant concern in the 
chemical process industry. The U. S. Chemical Safety and Hazard Investigation Board 
(CSB) reported 167 reactive chemical incidents between 1980 and 2001, resulting in an 
average of five fatalities annually.1  
The following classes of reactive materials were included in the CSB report: self-
reacting chemicals, chemicals that react with common contaminants, and energetic 
materials. The energy initially produced by these chemicals may accelerate the reaction, 
which is too rapid to be controlled. These reactions can be the cause of catastrophic 
events because the sudden energy release can cause damage and injury from direct 
effects of high temperature and pressure and can cause illness and death from the release 
of toxic materials.  
The lack of accurate knowledge about the reactive chemistry of reactants, 
intermediates and products has been one of major causes of these incidents.2 Therefore, 
to prevent the similar incidents, it is urgent for chemists and chemical engineers to 
recognize chemical reactivity of these chemicals and apply this knowledge effectively in 
the design, operation, and maintenance of chemical processes. 
 
____________ 
This dissertation follows the style of Industrial & Engineering Chemistry Research. 
 
 2 
Hazardous chemical reactivity is any chemical reaction with the potential to 
exhibit rates of increase in temperature and/or pressure too high to be absorbed by the 
environment surrounding the system. It is well known that chemical reactivity 
information can be obtained from literature sources or calorimetric techniques in the 
laboratory. Much of the traditional approach to process safety is based on controlling the 
hazards associated with chemical processes and plants.3 This is done through improving 
operating procedures, installing safety interlocks, and improving emergency response. 
However, until the reactivity of chemicals is completely evaluated, it is not possible to 
reduce the risk of processes.4 
There have been numerous studies on chemical reactivity so far by our Center as 
well as other research groups.5,6 Usually, reactive system screening tool (RSST) or 
differential scanning calorimeter (DSC) are used for preliminary analysis and automated 
pressure tracking adiabatic calorimeter (APTAC) is used for a more detailed 
characterization of the temperature and pressure profiles of hazardous reactions.  
These calorimetric studies have provided some information on different classes 
of reactive chemicals, such as organic peroxides, unsaturated hydrocarbons, and nitro 
compounds. However, not much effort has been devoted to the micro-scale mechanisms 
of the reaction systems. The mechanism and kinetic study of thermal decomposition 
always attracts the interest of both chemical engineers and materials scientists because it 
is essential to engineering safety design and fundamental to the design and optimization 
of materials.7 
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The objective of this research is to develop reaction mechanism to evaluate 
chemical reactivity for different classes of reactive chemicals, expedite hazard 
assessment, and find applications to process safety. This research seeks to an evaluation 
method through theoretical and experimental tools, and will lead to following 
fundamental outcomes for certain reactive chemicals: developing possible reaction 
pathways and determining reaction mechanisms; elucidating thermo-kinetic behaviors 
through calorimetric experiments and theoretical simulations; developing guidance or 
index as a screening tool to recognize more hazardous chemicals. 
Chapter II discusses chemical reactivity evaluation methods using quantum 
mechanics calculation and experimental measurements. Three highly reactive systems 
are investigated for evaluating chemical reactivity. In Chapter III, the runaway reactions 
of methylcyclopentadiene (MCP) are presented. This system represents an important 
class of unsaturated hydrocarbons which are widely used in the manufacturing of 
polymers. The second reactive system, presented in Chapter IV, is the decomposition 
pathways of hydroxylamine (HA), which represents self-reacting chemicals. The 
decomposition of energetic materials (EM) is the third system evaluated and is presented 
in Chapter V.  
Finally in Chapter VI, an index of thermal risk is developed as a preliminary risk 
assessment to screen reactive chemicals, followed by conclusions as Chapter VII. 
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CHAPTER II 
REACTIVITY EVALUATION APPROACHES 
 
Effective identification, understanding, and evaluation of reactive chemical 
hazards in process chemistry are critical components for optimal and safe process 
operation. Many approaches have been suggested to identify, categorize, and evaluate 
chemical reactivity before.8 However, because the needs for an assessment procedure 
vary from one chemical process to another, much effort was to provide specific-case 
assessment approaches.9 As we know, many methodologies cannot be generalized to 
other chemical reactivity evaluations. However, any reactive chemicals could be 
analyzed for their fundamental properties using both theoretical and experimental 
methods. In this chapter, brief introductions of these two basic approaches are addressed. 
 
1. Theoretical Approaches 
In runaway reactions, we care about how much energy will be released and how 
fast the energy is released. Therefore, both thermodynamic and kinetic information are 
important to evaluate chemical reactivity. From theoretical point of view, 
thermodynamic properties, such as heat of reaction, can be calculated from the 
molecular structures; while kinetic properties, such as activation energy, can be obtained 
from transition state theory calculations. Both thermodynamic and kinetic properties 
could be modeled by using computational quantum chemistry method 10 via well 
developed software (i.e., Gaussian03).11 
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1.1 An Overview of Computational Chemistry 
Computational chemistry simulates chemical structures and reactions 
numerically, based on the fundamentals of physics. It allows chemists or chemical 
engineers to study chemical phenomena by running calculations on computers, and 
provides information which may be impossible to obtain through experiments or 
observations.  
 There are two broad areas within computational chemistry: molecular mechanics 
and electronic structure theory. Both of them can perform geometry optimization and 
calculate energy of molecules. However, molecular mechanics simulations use the laws 
of classical physics (i.e., fore field) to predict the structures and properties of molecules. 
Electronic structure methods use the law of quantum mechanics by solving the 
Schrodinger Equation: 
HΨ = EΨ                                                                (2.1) 
where H is the Hamiltonian operator, E is the energy, and ψ is the wave function that 
defines the quantum system.  
Molecular mechanics calculations don’t consider electrons (only based on 
interactions among nuclei), so it is inexpensive. But neglect of electrons makes it 
incapable to describe reactions which involve bond breaking and formation. Since we 
are interested in the reaction process, in this work, only electronic structure methods will 
be employed.  
Usually there are three major classes of electronic structure methods: semi-
empirical methods, such as AM1 and PM3; ab initio methods and density functional 
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methods (DFT). Ab initio and DFT methods will be used in this work. Ab initio methods 
construct the Hamiltonian and the wave function from first principles and an example is 
Hartree–Fock (HF) theory. In density functional theory, the wave function is 
approximated by a density functional and the energy is derived from the electron density. 
DFT methods include the effects of electron correlation and hence can provide the 
benefits of some more expensive ab initio methods at essentially HF cost.  
The Hamiltonian operator can be written in the following form: H = T + V, and 
the general construction is shown in Equation 2.2: 
2 2 22 2
2 2
1 1 1 1 1 1 1e A
h h
2m 2M
N M N M M M N M
A A B
i A
i A i A B A i j iiA AB ij
e Z e Z Z eH
r r r
∇ ∇
= = = = = = = >
= − − − + +∑ ∑ ∑∑ ∑∑ ∑∑           (2.2) 
where h is Planck’s constant divided by 2pi; the constants me and MA are the masses of 
the electron e and the nucleus A, respectively; e is the constant of elementary charge, and 
Z is the atomic number. This Hamiltonian can be presented in a more palpable form by 
setting the constants (i.e., me, e) to unity, which is shown in Equation 2.3: 
2 2
1 1 1 1 1 1 1
1 1
2 2
N M N M M M N M
i A A B
i A i A B A i j iA iA AB ij
Z ZH
M r r r
∇ ∇
= = = = = = = >
= − − − + +∑ ∑ ∑∑ ∑∑ ∑∑                             (2.3) 
In this equation, the first two terms are the kinetic energy operators of the 
electrons and nuclei, respectively. The third term is the attractive potential between the 
electrons and the nucleus while the fourth term is the repulsive potential between the 
nuclei in a polyatomic system. Last is the term for the electron correlation energy, which 
is dependent on the distance between the ith and jth electrons (rij).  
The nuclear and electronic motions are decoupled in the Born–Oppenheimer 
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approximation and the electronic energy is solved in an external potential from the fixed 
nuclei. With this approximation, the Hamiltonian can be rewritten as Equation 2.4: 
2
1 1 1 1
1
2
N N M N M
i A
NN
i i A i j iiA ij
ZH V
r r
∇
= = = = >
= − − + +∑ ∑∑ ∑∑                                           (2.4) 
VNN is an external potential at fixed nuclear coordinates. 
 
1.2 Hartree-Fock Theory 
The wave function Ψ, for some small systems (e.g. hydrogen atom), it is exact. 
However, for most polyatomic systems, Ψ is approximated. For normalized wave 
functions that satisfy the boundary conditions, the Variational Principle states that the 
variational energy (Ei) is an upper bound to the exact energy, E0 (i.e. Ei ≥ E0). In 
Hartree-Fock (HF) theory, the spin orbitals are used as an approximate wave function 
and Equation 2.5 is derived by minimizing Ei with respect to the spin orbitals. 
i i iF ιϕ ε ϕ=                                                                   (2.5) 
In this equation Fi is the one electron Fock operator, ϕi are the HF molecular 
orbitals (MOs), and εi are the HF orbital energies. Fock operator Fi and ϕi can be 
expressed in Equations 2.6 and 2.7: 
(2 )
N
i i i i
i
F h J K= + −∑                                                        (2.6) 
1
is s
i
cϕ φ
=
=∑                                                                    (2.7) 
where hi is comprised of the electron kinetic and electron–nuclear potential energy terms. 
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The repulsive force between the ith and jth electrons is expressed by the 2e Coulomb 
integral, Jij, and represents a net destabilization of the energy. The exchange between 
electrons in these spin orbitals is expressed by the 2e Exchange integral, Kij, and results 
in a stabilization of the energy. 
In HF theory, the MOs are linear combination of atomic orbitals (LCAO), which 
is used to approximate the wave function, see Equation 2.7. The set of functions used is 
called a basis set. The basis set can be interpreted as restricting each e to a particular 
region of space. Large basis sets impose fewer constraints on electrons and more 
accurate molecular obitals.  
Also, the wave function must obey the Pauli Principle which states that the wave 
function must be anti-symmetric with respect to a change in the spatial location or spin 
of an electron. Slater proposed an approximate form for the wave function that obeys the 
Pauli Principle by representing it as a determinant, which is known as Slater 
Determinant. 
 
1.3 Density Functional Theory 
The HF theory does not consider electron correlation and there have been a 
variety of "post SCF" (Self-Consistent Field) solutions that have been proposed to 
correct the HF energy (i.e., perturbation theory, coupled-cluster theory, configuration 
interaction, etc.). In density functional theory (DFT), the energy of a system is 
determined from the electron density ρ(r) of the system. The time-independent 
Schrodinger Equation is written as: 
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HΨ = EDFT[ρ]Ψ                                                            (2.8) 
and the EDFT[ρ] is: 
EDFT[ρ] = Tni[ρ(r)] + Vne[ρ(r)] + Vee[ρ(r)] + ∆T[ρ(r)] + ∆Vee[ρ(r)]                     (2.9) 
where Tni, Vne, and Vee are the electron kinetic, electron-nuclear potential, electron–
electron energies, respectively. ∆T and ∆Vee are the corrections to the kinetic and 
electron-electron energies, respectively.  
The ∆T and ∆Vee terms are the exchange-correlation energy, which is unknown 
and has been the primary focus of DFT development. A popular density functional that 
approximates the exchange and correlation energies is B3LYP, which is a combination 
of the Becke3 (B3) exchange12 and Lee–Yang–Parr (LYP) correlation13 functions, 
respectively. 
In the last several years, the computational quantum chemistry methods have 
been developed in a way that allows estimations of thermodynamic properties for gas-
phase species. Based on the quantum chemistry theory, the Gaussian series of 
computational chemistry programs were developed to predict many properties of 
molecules and reactions.14 Computations can be carried out on systems in the gas phase 
or in solution, and in their ground state or in an excited state. Gaussian can serve as a 
powerful tool to explore reaction energies and reaction mechanisms. 
 
2. Experimental Analysis 
There are a variety of experimental techniques to characterize and evaluate 
chemical reactivity, especially calorimetric measurements. Experiments provide a good 
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understanding of the energy content of a substance and its behavior under various 
conditions, which is extremely useful for risk management. Calorimeters can be operated 
under various principles. However, four major operating principles have been used in 
chemical reactivity evaluation procedure including isothermal, isoperibolic, adiabatic, 
and temperature-programmed calorimeters. A comparison of these calorimetric 
operation principles is discussed extensively in the literature.15 
Usually, reactive system screening tool (RSST) or differential scanning 
calorimeter (DSC) are used for preliminary analysis and automated pressure tracking 
adiabatic calorimeter (APTAC) is used for a more detailed characterization of the 
temperature and pressure profiles of the reaction. The vent sizing package (VSP) can 
provide information of scale-up.  
The experimental results of these calorimeters vary based on the operating mode, 
sample size, precision, and sensitivity. Comparisons of the various calorimetric methods 
are available in the Center for Chemical Process Safety (CCPS) book.16 In this work, 
DSC and APTAC are performed to obtain both the amount of energy released and the 
rate of energy released for a specific reactive chemical. 
 
2.1 DSC 
DSC is a popular screening tool (safe and fast) and can provide an overall 
indication of exothermic activity of the chemical being tested. In a DSC, a sample and a 
reference are subjected to a continuously increasing temperature and heat is added to the 
reference to maintain it at the same temperature as the sample. This added heat 
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compensates for the heat lost or gained as a consequence of an overall endothermic or 
exothermic reaction. When the rate of heat generation in the sample exceeds a particular 
value, the heat supply to the sample is cut off and this additional heat gain is attributed to 
exothermic activity within the sample.17  
From the DSC data, onset temperature and heat of reaction can be determined. 
The onset temperature (To) is a measure of the reaction kinetics and serves as a guideline 
for selecting process or storage temperature. The energy released (-∆H) during the 
process is calculated as the area under the heat-supplied and time curve.  
 
2.2 APTAC 
Application of adiabatic thermal analysis techniques to evaluate reactive 
chemical hazards has motivated researchers to develop specifically designed adiabatic 
calorimeters for chemical reactivity hazards assessment. Following the screening tests, 
detailed measurements are generally performed for more hazardous chemicals using an 
adiabatic calorimeter such as APTAC. The APTAC minimizes the heat loss to the 
surrounding by maintaining the surrounding temperature as close to the sample 
temperature, and has proven to be an extremely useful tool to assess thermal hazards. 
Heldt and Anderson have discussed the application of modified adiabatic calorimeters to 
perform chemical reactivity analysis.18 
The APTAC can be operated in a variety of test modes, such as heat-wait-search, 
heat-ramping, and isothermal. If the self-heat rate of the sample is greater than a preset 
threshold (0.1 oC/min), the apparatus tracks the reaction adiabatically until the reaction is 
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over or if one of the shutdown criteria is met. If no exotherm is detected, the sample is 
heated to the next search temperature and the steps are repeated until one of the 
shutdown criteria is met. Besides the temperature, the pressure outside the sample cell is 
controlled to match the pressure inside the sample cell.19 
 
3. Conclusions 
An evaluation of chemical reactivity depends on essential information, which 
includes process operating conditions, process chemistry, conditions under which 
chemical reactive hazards can appear. The huge number of reactive chemicals and a 
variety of operating conditions makes the dependence on experimental analysis alone 
quite expensive. The need to introduce a theoretical approach or combination of 
theoretical and experimental methods is necessary. This approach is a combination of 
theoretical and experimental levels of evaluation to identify reaction mechanisms and 
estimate thermodynamic and kinetic parameters of potentially hazardous reactions. 
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CHAPTER III 
CHEMICAL REACTIVITY OF METHYLCYCLOPENTADIENE * 
 
1. Background 
Methylcyclopentadiene (MCP), C6H8, has recently been involved in a serious 
industrial incident which occurred on December 19, 2007, in Florida.20 The explosion 
destroyed a T2 laboratory and led to four fatalities and multiple injuries. T2 Laboratories 
were making methylcyclopentadienyl manganese tricarbonyl (MMT). MMT is an 
additive used to boost gasoline octane rating and is marketed as Ecotane by T2 
Laboratories and is sold in about 70 nations.  
 
Figure 3.1. Summary of the process chemistry of manufacturing MMT. 
____________ 
* This chapter contains material reprinted with permission from Elsevier. Wang, Q.; 
Zhang, Y.; Rogers, W. J.; Mannan M. S. Molecular Simulation Studies on Chemical 
Reactivity of Methylcyclopentadiene. J. Hazard. Mater. 2009, 165, 141-147. 
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The process chemistry of manufacturing MMT is summarized in Figure 3.1 from 
a U.S. patent.21 Among the chemical process, the first step is carried out at 110 ºC in 
diglyme, which is a common solvent in organic synthesis. This reaction is considered to 
be very hazardous in a batch reactor process, because more than half a ton of metallic 
sodium reacts with MCP, and release hydrogen gas as a byproduct. Preliminary findings 
conducted by CSB indicate that large amounts of thermal energies led to a runaway 
reaction and caused a high-pressure reactor vessel to rupture.  
It is well known that chemical reactivity information can be obtained from 
literature sources or by using calorimetric techniques in the laboratory. However, for 
reactive materials with insufficient experimental data, such as MCP, estimation methods 
are of prime importance. Molecular simulation has been used to provide a unique and 
reliable approach for prediction of reactive hazards, such as hydroxylamine, NH2OH.22 
MCP is an example of a highly reactive, hazardous, and poorly characterized compound 
in industry. It is reported that MCP is usually stored below -20 ºC, or in very diluted 
alcoholic solution. Dimerization is measurable above 0 ºC and normally completes 
within 2-3 hours at 60 ºC.23 Since MCP is not commercially available (only 
methylcyclopentadiene dimer 93% can be purchased from Sigma–Aldrich Co.), the 
experimental evaluation of its calorimetric data is extremely difficult.  
Reaction pathways, thermodynamic properties and kinetic parameters are 
important parts of chemical reactivity characterization. Hazardous reactions of MCP 
include ring expansion, decomposition, isomerization, dimerization, polymerization and 
oxidation. The pyrolysis of MCP has been examined in two shock tubes with a variety of 
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techniques by Ikeda et al.24 High temperature shock tube results on the decomposition 
demonstrated that a large number of higher aromatics were produced. Five-member ring 
expansion in MCP is a transition from aliphatic to aromatic compounds, which has been 
theoretically investigated by Dubnikova et al.25 
In this chapter, the chemical reactivity, especially the heat of reaction and 
isomerization, dimerization and oxidation reactions of MCP was thoroughly analyzed 
using the molecular simulation approach. The theoretical computational methods were 
used to predict plausible hazardous reaction pathways and their heats of reactions. 
Identification of the dominant reaction pathways will lead to a better understanding of 
the thermodynamic and kinetic characterization of MCP. 
 
2. Theoretical Methods 
Density functional and ab initio computations for the gaseous phase at 298 K and 
1 atm were performed using the Gaussian-03 program package. A variety of theoretical 
methods, Austin Model 1 (AM1), Hartree-Fock (HF), Second-Order Møller-Plesset 
perturbation theory (MP2) and Becke 3 Lee, Yang, and Parr density functional theory 
(B3LYP) were used for geometry optimizations and frequency calculations. Employed 
also were Pople-style basis sets26, 6-31G(d), including polarization functions for angular 
flexibility to represent regions of high electron density among bonded atoms. 
One way to calculate enthalpies of reaction is to calculate heats of formation, and 
take the appropriate sums and difference. However, the heat of reactions can be obtained 
also by simply taking the difference of the sum of these values for the reactants and the 
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products, because the Gaussian program provides the sum of electronic and thermal 
enthalpies.10 The same method can be used to calculate Gibbs free energies of reactions.  
Frequency calculations at several levels of theory were performed to obtain zero-
point energies and frequencies for all species in the reaction pathways without symmetry 
restrictions. Each calculated structure was characterized as either a local minimum with 
no imaginary frequency or a transition state with only one imaginary frequency. 
Vibrational analysis was also at the same level of theory to characterize the optimized 
structures as local minima or transition states. The QST2 method was used to search and 
optimize the transition state structures. The calculation of intrinsic reaction path (IRC) 
was also conducted to follow the reaction pathways and used to check whether a 
transition state connects two minima of interest on the potential energy surface. 
 
3. Results and Discussion 
3.1 Isomerization Reaction 
As a product of thermal cracking of petroleum hydrocarbons, MCP has three 
isomers depending upon the location of the methyl group with respect to the SP3 carbon 
in the molecule (Figure 3.2). All three isomers are optimized using AM1, HF, MP2, and 
B3LYP, with the same basis set, 6-31G(d). All of the total energies and relative energies 
including the zero-point energy (ZPE) correction are summarized in Table 3.1. As can be 
seen, these theoretical methods give the consistent results that the lowest energy isomer 
is 2-MCP.  
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Figure 3.2. Isomerization mechanism of three MCP isomers. 
 
 
 
 
 
Table 3.1. Total energies and relative energies including zero-point energy (ZPE) 
correction of three isomers. 
 
HF MP2 B3LYP AM1 
Isomers 
E ∆E E ∆E E ∆E E ∆E 
2 -231.7137 0.00 -231.7135 0.00 -233.3030 0.00 0.1680 0.00 
1 -231.7134 0.25 -231.7131 0.26 -233.3028 0.15 0.1684 0.24 
5 -231.7077 3.78 -231.7073 3.91 -233.2958 4.51 0.1755 4.46 
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The mechanisms of sigmatropic rearrangements have been systematized by the 
Woodward-Hoffmann rules of orbital symmetry, and concerning the nature of the [1,5] 
rearrangement also has been reported by Spangler.27 Particularly, the [1,5] sigmatropic 
hydrogen shifts in the heterocycles have been examined using ab initio calculations.28 It 
would be interesting to know the isomerization mechanism and rates in the three isomers 
of MCP. In this case, the isomerization reactions from 2-MCP to 1-MCP, and also from 
1-MCP to 5-MCP can be described in a sigmatropic [1,5] hydrogen shift mechanism, as 
shown in Figure 3.2. The reaction coordinate involves a substantial H-atom motion as 
the carbon-carbon double bonds rearrange.  
A transition state is defined as the geometry that has a zero derivative of energy 
and a positive second derivative of energy with respect to movement of the nuclear 
coordinates for all but one geometric movement, which has a negative curvature. The 
energy of the transition state structure must be calculated to determine the activation 
energy and the reaction rate.  
In this chapter, we use the QST2 method to calculate the configuration and the 
energies of the transition states of two isomerization reactions. The transition structures, 
TS1 and TS2 as shown in Figure 3.2, are obtained and each have only one imaginary 
frequency (-1227.29 cm-1 for TS1, -1263.93 cm-1 for TS2). The energy barrier of the 2-
MCP to 1-MCP isomerization is 27.98 kcal/mol at the B3LYP level of the theory, 
whereas the barrier for isomerization of 1-MCP to 5-MCP is 24.05 kcal/mol. The 
activation energy difference can be explained by the relatively small endothermicity of 
the 2-MCP to 1-MCP isomerization compared to the 1-MCP to 5-MCP isomerization. 
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The values of activation energy are consistent with the experimental results reported by 
McLean et al.29 Therefore, the reaction rate constant k can be estimated based on 
Transition State Theory (TST). 
TST can be derived from chemical quasi-equilibrium between reactants and 
transition states. It can be used to explain the reaction rates of elementary chemical 
reactions. For the quasi-equilibrium assumption, it is different from classical chemical 
equilibrium. Consider the reaction below: 
A + B ↔ [AB]‡ → P                                                       (3.1) 
where complete equilibrium is achieved between all the species in the system including 
activated complexes, [AB]‡. The equilibrium constant K‡Ө for the quasi-equilibrium can 
be written as 
                                                          (3.2) 
Therefore, the concentration of the transition state [AB]‡ can be expressed as 
[AB]‡ = K‡Ө [A] [B]                                                         (3.3) 
From the rate equation, the concentration of the product P is 
                          (3.4) 
k‡ is directly proportional to the frequency of the vibrational mode (ν) responsible for 
converting the activated complex to the product. Every vibration does not necessarily 
lead to the formation of product, so a proportionality constant κ, referred to as the 
transmission coefficient, is introduced to account for this effect. Hence, k‡ can be 
rewritten as 
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                                                               (3.5) 
For the equilibrium constant K‡, statistical mechanics leads to a temperature dependent 
expression given as 
                                                        (3.6) 
where 
                                                            (3.7) 
Combining the new expressions for k‡ and K‡, the rate constant expression can 
be written as 
                                           (3.8) 
Since ∆G = ∆H –T∆S, the rate constant expression can be expanded to 
                                              (3.9) 
where kB is Boltzmann’s factor, h is Planck’s constant, T is the absolute temperature and 
R is the gas constant. Both k5-1 and k1-2 are estimated to be 1.42×10-5 s-1, 1.86×10-8 s-1, 
respectively, at 298 K and 1 atm from molecular modeling. 
 As described before, the equilibrium constant K‡ is defined by the relation: 
                                                       (3.10) 
When the reaction system reaches equilibrium, K‡ can be calculated according to 
equation (3.10) for the chemical equilibrium among the three isomers. Therefore, the 
molar ratio (or ratio of concentration) of three isomers can be estimated to be 
0.61:0.39:0.0006, for 2-MCP, 1-MCP, 5-MCP respectively, at 298 K and 1 atm. 
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3.2 Dimerization Reaction 
From the results of section 3.1, because more than 60% of isomers are 2-MCP 
under the chemical equilibrium condition, 2-MCP is selected as the starting material in 
the following reactions. Dimerizations of 2-MCP follows the Diels–Alder reaction, 
which has been studied in great detail both theoretically and experimentally.  
Three possible mechanisms have been proposed by Woodward for the Diels–
Alder reactions: a concerted mechanism, a two-step mechanism, and an asynchronous 
two-stage mechanism.30 The concerted mechanism suggests that the reactants will 
dimerize directly to the final product through an activated transition state barrier. 
However, the two-step mechanism suggests the formation of various diradicals as the 
first step followed by the formation of the product as the final step. The asynchronous 
two-stage mechanism is a combination of the two previous mechanisms.  
Several semi-empirical and ab initio theoretical studies of Diels–Alder 
cycloadditions have been conducted: some studies have shown that ab initio SCF 
methods favor a concerted mechanism, while semiempirical approaches favor steps 
involving biradicals. Diels–Alder dimerizations of a series of substituted 
cyclopentadienes have been studied by Froese et al,31 but the dimerization reaction has 
not been investigated.  
In this work, the two-step mechanism is proposed, as shown in Figure 3.3. There 
are twelve reactions with three different reaction pathways and twelve final products. To 
determine the dominant reaction pathways and their thermo-kinetic parameters, 
computational quantum chemistry calculations were performed using three different 
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levels of theory. The resulting heats of reaction and Gibbs free energies are summarized 
in Table 3.2.   
 
 
 
 
 
 
Figure 3.3. A two-step mechanism of dimerization reactions. 
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Table 3.2. Heats of reactions (∆Hr) and Gibbs free energies (∆Gr) of dimerization 
reactions of 2-MCP calculated using three levels of theory. 
 
 
AM1 HF B3LYP 
Reactions 
∆Hr ∆Gr ∆Hr ∆Gr ∆Hr ∆Gr 
1 -14.26 -4.08 -4.37 4.56 -2.36 2.25 
2 -14.17 -2.32 -4.34 5.69 -3.12 2.38 
3 -13.09 0.61 -3.03 8.07 2.71 5.48 
4 -4.75 -0.91 -9.57 -6.29 -10.40 -2.32 
5 34.29 39.54 -0.39 5.52 -2.10 2.97 
6 7.61 14.10 14.24 21.33 9.90 16.31 
7 -4.84 -0.81 -9.33 -7.14 -9.29 -4.41 
8 38.28 42.02 0.84 8.77 -0.35 5.38 
9 7.58 12.39 11.56 16.56 9.61 15.10 
10 1.32 3.99 -6.30 0.94 -4.63 2.38 
11 50.57 53.79 45.62 50.37 35.29 43.18 
12 6.44 9.41 12.90 17.82 18.67 23.63 
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To simplify the procedure of predicting the kinetics of elementary reactions, a 
linear thermodynamic–energy correlation, the Evans–Polanyi Equation,32 is commonly 
used to estimate activation barriers from heats of reactions:  
Ea = Ea0 + γP∆Hr                                                (3.11) 
where Ea0 is the intrinsic activation barrier, γP is the positive transfer coefficient, and ∆Hr 
is the heat of reaction. This equation indicates that as a reaction type becomes more 
exothermic, its activation barrier decreases. Hence, it is possible to apply Equation 3.11 
to identify the dominant pathways based on activation energy predictions of proposed 
elementary reactions.  
Since reactions 1, 2, and 3 share the same mechanism, Ea0 and γP values are 
expected to be the same for the three reactions. All three theoretical methods (AM1, HF 
and B3LYP) give the same results which are sufficient to conclude that reactions 1 and 2 
are dominant over 3 since they have the lower heats of reaction. Therefore, diradicals I-1 
and I-2 will be the main intermediates. Similarly, reactions 4 5, and 6 proceed with the 
same mechanism, however, reaction 4 has much lower heat of reaction (-10.4 kcal/mol) 
than reaction 5 and 6 (-2.1 kcal/mol and 9.9 kcal/mol, respectively), which is expected to 
have lower activation barrier and therefore is more dominant. Also, among reactions 7, 8 
and 9, reaction 7 is expected to be more dominant.  
On the basis of this analysis, the main dimerization reaction pathways are 
through intermediate I-1 and I-2, to form product P-1-1 (dimerization 1) and P-2-1 
(dimerization 2). The optimized molecular structures of these main final products are 
shown in Figure 3.4. Previous experiment using a gas chromatograph to separate the 
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mixture of dimers indicated that P-1-1 and P-2-1 are the major compositions, which is 
consistent with the simulation result.33 As for the overall heats of reactions, B3LYP level 
calculations yield -12.75 kcal/mol and -12.41 kcal/mol, for dimerization 1 and 
dimerization 2, respectively.  
 
 
 
Figure 3.4. Molecular structures of two major products in dimerization reactions. 
 
 
3.3 Oxidation Reaction 
Singlet (1∆g) oxygen addition to unsaturated and aromatic compounds, which 
involves the formation of organic peroxides and hydroperoxides, plays an important role 
in chemical processes, which can directly initiate a chain of radical reactions. 1,4-
cycloaddition of oxygen to a system containing two conjugated double bonds results in 
the formation of the 1,4-peroxides. Two different mechanisms were suggested for 1,4-
oxygen addition: a stepwise mechanism involving a linear biradical intermediate, and a 
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single-step mechanism with a symmetric transition structure with significant charge 
transfer from the organic donor to oxygen. The first mechanism involving linear 
biradical intermediates seems to be reasonable. Although there is no direct experimental 
evidence to support this mechanism, it is possible, because the intermediates have been 
observed in the reaction of singlet oxygen with 2,4-hexadiene.  
In this chapter, possible reaction pathways are suggested based on the first 
mechanism and are illustrated in Fig. 3.5. The reactions will lead to the formation of 
highly reactive peroxide, which may initiate the polymerization of MCP. The quantum 
computational level of theory was used to predict the reaction thermodynamic values 
presented in Table 3.3. 
 
 
 
 
Figure 3.5. Proposed reaction pathways of oxidation reactions. 
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Table 3.3. Heats of reactions (∆Hr) and Gibbs free energies (∆Gr) of oxidation reactions 
of 2-MCP calculated using three levels of theory. 
 
HF MP2 B3LYP 
Reactions 
∆Hr ∆Gr ∆Hr ∆Gr ∆Hr ∆Gr 
1 -41.82 -32.93 -11.54 -8.58 -23.47 -14.25 
2 -41.79 -33.84 -10.92 -7.95 -22.70 -13.75 
3 -0.32 3.33 -33.67 -24.07 -25.98 -22.76 
4 -0.35 4.24 -34.30 -24.70 -26.75 -23.25 
 
 
 
According to the results of the calculations, the oxidation reaction is significantly 
exothermic. The reaction involves the formation of intermediates, in which the oxygen 
molecule is attached to one of the terminal carbon atoms. Applying the same concepts of 
reaction pathway predictions on reactions with oxygen as in Figure 3.5 suggests that the 
organic peroxide will be formed.  
Compared to dimerization reactions, it is found that the peroxide formation 
reactions generally have lower activation barriers (higher heat of reaction is released) 
and hence may be dominant. Heat of these peroxide reactions is calculated to be -45.57 
kcal/mol using the B3LYP level theory. The reactivity hazard of MCP is predicted to be 
more significant in the presence of air or any other free radical initiator, because the 
energy release associated with the oxidation reactions exceeds those of the dimerization 
reactions. 
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3.4 Investigation of T2 Laboratories Explosion 
As it was mentioned by the U.S. Chemical Safety Board (CSB) in its 
investigation on the T2 Laboratories explosion, excessive reactor pressure and 
temperature led to a runaway chemical reaction and an explosion. Part of the reactor 
vessel ruptured and injuries occurred 750 feet from the reactor’s location with debris 
found a mile from the blast. The CSB team may conduct reactive chemistry testing to 
analyze the chemical hazards leading to the reactor failure. But this testing and analysis 
could take more than a year to result in a published review.  
Molecular simulation, however, is a quick and reliable approach to estimate this 
incident. Here, the available information was used to find the possible causes and reduce 
the likelihood of such accidents. Based on the process chemistry analysis and a 
molecular simulation approach, some potential causes of the T2 Laboratories explosion 
incident are identified as follows: 
 
1. The first step of the chemical process includes the mixing of reactive materials 
(MCP) with metallic sodium and generates hydrogen gas, which will cause a pressure 
increase in the reactor. Hydrogen gas is very easy to be ignited because of its low 
minimum ignition energy, a high flame speed, and a wide range of flammability. Also 
vapors from MCP can ignite at 80 ºC according to safety warnings for the chemical 
solution. 
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2. MCP is highly reactive and will dimerize even at 0 ºC as mentioned previously. 
From the molecular simulation results, the dimerization reaction is thermodynamic 
feasible and exothermic (∆Hr ≈ -15 kcal/mol) at 298 K and 1 atm. Exothermic reactions 
generate heat, which causes the temperature in the vessel to rise. If the thermal energy is 
not efficiently dissipated to the surroundings, it will finally lead to an unexpected 
runaway reaction. 
 
3. Molecular simulation results also indicate that the oxidation reaction is more 
favorable than dimerization reactions in the presence of air. Large amounts of reaction 
heat (∆Hr ≈ -46 kcal/mol) will be released, and peroxide intermediates will be produced. 
The peroxides will increase the chance of polymerization reaction initiation and 
therefore increase the reactivity hazards.  
 
The molecular simulation approach could provide some guidance for the safer 
chemical processes and safer handling of MCP. For example, since both dimerization 
reactions and oxidation reactions are quite exothermic, it is especially important to 
control the local temperature and pressure inside the reactor for the reactions with MCP 
involved, and efficiently dissipated the thermal energies to the surroundings. Organic 
peroxides, which can be produced by oxidation reactions, will also initiate 
polymerization reactions. Therefore, MCP should be handled or fed to the reactor very 
carefully under nitrogen atmosphere. Another concern is the possibility of changing the 
chemical process.  
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Roesky et al. reported an improved synthesis of sodium cyclopentadienide 
directly by the reaction of dicyclopentadiene with metallic sodium.34 From the molecular 
simulation results, the dimers of MCP are much more stable than its monomers. 
Therefore, it might explore the dimers as the starting material and synthesize MCP, 
which will be used in situ for the next reaction. 
 
4. Conclusions 
Molecular simulations were performed to investigate the chemical reactivity of 
MCP. It is possible to predict qualitatively the dominant reaction pathways of 
dimerization and oxidation through the application of quantum chemistry calculations 
and thermodynamic–energy correlation. Both the dimerization and oxidation reactions 
are quite exothermic. However, exposure of MCP to air is extremely dangerous due to 
the relatively high value of the oxidation reaction heat. Theoretical methods provide an 
understanding of reactive hazards at the molecular level and also guide strategies for 
safer handling of hazardous materials such as MCP. The results reported here could 
provide the support to the investigation of the T2 Laboratories explosion on December 
19, 2007 in Florida. 
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CHAPTER IV 
THERMAL DECOMPOSITION OF HYDROXYLAMINE * 
 
1. Background 
Hydroxylamine plays an important role in the semiconductor, chemical, and 
pharmaceutical industries. It is used as a solvent in microchip production to remove 
organic and inorganic impurities from wafers, and also as an important feedstock for 
dyes, rust inhibitors, and products, such as painkillers, antibiotics, and tranquillizers.35 
However, it is challenging to handle hydroxylamine free base, and nominally pure 
hydroxylamine is known to decompose at room temperature.36 Its chemical instability 
has led to two tragic incidents in the industry.37, 38  
Since then, thermal decomposition hazards of hydroxylamine/water solutions 
have been investigated using calorimeters.39-44 Hydroxylamine decomposition has been 
found to be sensitive to metals,44 metal ions,40, 42 and pH of the solutions.39 The final 
decomposition products were analyzed as NH3, H2O, N2, N2O, and small amount of NO 
and H2, and the proportion of the products depends on experimental conditions.41, 45  
 
                                      (4.1) 
 
____________ 
* This chapter contains material which has been submitted to Journal of Physical 
Chemistry A. Wang, Q.; Wei, C.; Pérez, L. M.;  Rogers, W. J.; Hall, M. B.; Mannan, M. 
S. Thermal Decomposition Pathways of Hydroxylamine: Theoretical Investigation on 
the Initial Steps. 2010. 
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Previous experimental tests have provided only the overall decomposition 
behavior of hydroxylamine. The decomposition mechanism of hydroxylamine is still 
poorly understood, and the proposed mechanisms in the literature are controversial. 
Nitroxyl (HNO) was proposed to be an intermediate for the decomposition of 
hydroxylamine by Nast,46 and a reaction (Equation 4.1) was developed in which the 
decomposition is controlled by disproportionation of hydroxylamine to water, ammonia, 
and nitroxyl. The presence of nitroxyl as an intermediate was verified by the appearance 
of the violet tricyanonitrosonickel(II) on the addition of tetracyanonickel(II).46  
However, Lunak47 disagreed with the conclusion and demonstrated that the 
formation of tricyanonitrosonickel(II) was not due to nitroxyl, but a tricyano-
hydroxylammonium nickel complex, resulting from replacement of a cyanide group in 
tetracyanonickel (II) by a molecule of hydroxylamine. Holzapfel48 studied the kinetics of 
hydroxylamine decomposition in strong alkaline solutions, and it was assumed that OH–
NH–OH and OH–NH–NH–OH were formed during the decomposition.  
In a previous study, it was found that acid or base can initiate different 
decomposition pathways of hydroxylamine.39 Hughes49, 50 reported the oxidation of 
hydroxylamine in alkaline solutions, and nitrite, peroxonitrite, and hydrogen peroxide 
were detected as intermediates in significant quantities together with some nitrate. 
Furthermore, the catalytic effects of metal ions on the decomposition of hydroxylamine 
were studied under different conditions.47, 50-52  
In this chapter, hydroxylamine decomposition pathways were investigated in gas-
phase and in aqueous solutions. As part of our ongoing interest in evaluating chemical 
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reactivity of hydroxylamine, we sought to elucidate the initiation decomposition steps of 
hydroxylamine using quantum mechanical calculations. Several possible decomposition 
pathways were proposed, and the most favorable decomposition pathway was 
determined. Density functional theory (DFT) and ab initio wave function theory (WFT) 
were employed to yield a quantitative description of the thermal decomposition 
mechanism. The results will provide a better understanding of the stability of 
hydroxylamine and guidance on the design of effective inhibitors to control the 
decomposition behavior. 
 
2. Computational Details 
Density functional and ab initio calculations were performed using the Gaussian 
03 suite of programs.53 All the geometries of reactants, products, various intermediates, 
and transition states were fully optimized in gas-phase using several density functional 
methods. The Becke3-Lee-Yang-Parr (B3LYP)54, 55 and modified Perdew-Wang 1-
parameter model for kinetics (MPW1K)56 were used with Dunning’s correlation 
consistent polarized valence double zeta basis set (cc-pVDZ)57 and Pople-style basis 
set58 including diffuse59 and polarization60 functions (6-31+G(d,p)), respectively.  
Previous theoretical work61,62 shows that the MPW1K method can provide more 
accurate energy barriers than B3LYP with lower cost performance. The Becke88-
Becke95 1-parameter model for kinetics (BB1K) is a new hybrid Hartree-Fock density 
functional model developed by Truhlar et al., and a previous theoretical study shows that 
BB1K can give excellent saddle point geometries and barrier heights.63 To validate the 
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DFT methods and achieve more accurate energies, single point energies were calculated 
with coupled cluster singles and doubles with triples correction CCSD(T)64 using a 6-
311+G(3df,2p) basis set, based on the optimized geometries obtained from the Møller-
Plesset second-order perturbation theory (MP2)65 with the same basis set. A composite 
complete basis set (CBS-Q)66 method was also employed to calculate the decomposition 
pathways of unimolecular reactions.  
The basis sets used for geometry optimizations and energy calculations were 
implemented as follows:  
 
cc-pVDZ → BSI 
6-31+G(d,p) → BSII 
6-311+G(3df,2p) → BSIII 
 
Frequency calculations at the B3LYP, MPW1K, and MP2 levels of theory were 
performed to obtain zero-point energies and frequencies for all species in the reaction 
pathways. The calculated structures were characterized as either a local minimum with 
no imaginary frequency or transition states with only one imaginary frequency. Some 
intrinsic reaction path (IRC) calculations67, 68 were conducted to follow the reaction 
paths and validate that the transition states connect two minima of interest on the 
potential energy surface.  
Solvent effects on the decomposition pathways were studied using both cluster 
methods and Conductor Polarizable Continuum Models (CPCM).34 Single point energy 
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calculations using the optimized gas-phase geometry were conducted with the CPCM 
due to geometry optimization convergence problems. Relative energies are reported in 
kcal/mol. Representations of the reactants, products, intermediates, and transition states, 
shown in Figures 4.1-4.3, were created using the JIMP 2 software program.35 
 
 
 
 
 
Figure 4.1. Molecular structures of hydroxylamine, transition states, and products 
involved in unimolecular decomposition pathways (pathways 1-4) at the level of 
B3LYP/BSI.a  
a
 P5 has the similar structure as P4 with bond length 1.06 Ǻ. 
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Figure 4.2. Molecular structures of hydroxylamine, transition states, and products 
involved in bimolecular decomposition pathways 5 and 6 at the level of B3LYP/BSI. 
 
 
 
Figure 4.3. Molecular structures of hydroxylamine, transition states, and products 
involved in bimolecular decomposition pathways 7 and 8 at the level of B3LYP/BSI. 
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3. Results and Discussion 
3.1 Molecular Structures of Hydroxylamine 
Experimental data on the molecular geometry for hydroxylamine are available,69 
and some theoretical calculations70, 71 on the heat of formation, equilibrium geometries, 
rotational barriers, and vibrational analysis have also been reported. Hydroxylamine (HA, 
1) is in Cs symmetry and has two conformations (“trans” and “cis”), as shown in Figure 
4.1. The optimized geometries of 1 and 2 at the density functional and CCSD levels of 
theory are compared with experimental and previous theoretical results in Table 4.1.  
B3LYP/BSI provides relatively accurate bond lengths within 0.01 Å of the 
experimental values, but a poor H–N–H bond angle (103.9º), compared with the 
experimental value (107.1º). MPW1K and BB1K results are very similar to each other, 
but the calculated N–O bond lengths are both 0.04 Å shorter than the experimental value, 
and the calculated H–N–H bond angles (106.8º and 106.6º, respectively) are closer to the 
experimental value (107.1º).  
From the deviations in Table 4.1, CCSD/BSII provides slightly better results than 
MP2/BSIII, especially the bond lengths (zero deviation for CCSD/BSII compared with 
the experimental value). In order to obtain highly accurate results on the geometry of 1, 
the CCSD level of theory with a relatively large basis set is necessary. 
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Table 4.1. Comparison of optimized geometries of NH2OH at different levels of theory 
with experimental data (Bond lengths are in Å and Angles in o). 
 
 
Experi-
mentala 
B3LYP 
/BSI 
MPW1K 
/BSII 
BB1K 
/BSII 
CCSD 
/BSII 
MP2 
/6-311+ 
+G(d,p)b 
MP2 
/BSIIIc 
trans-NH2OH 
RN-H 1.016 1.027 1.010 1.011 1.017 1.017 1.013 
RN-O 1.453 1.446 1.408 1.411 1.448 1.434 1.430 
RO-H 0.962 0.969 0.954 0.955 0.964 0.960 0.959 
∠HNH 107.1 103.9 106.8 106.6 106.1 105.9 106.0 
∠HNO 103.2 103.3 105.0 104.8 103.5 104.3 104.2 
∠HON 101.4 101.7 103.7 103.6 102.4 101.8 102.4 
cis-NH2OH 
RN-H  1.028 1.010 1.010 1.018 1.017  
RN-O  1.428 1.397 1.400 1.436 1.423  
RO-H  0.974 0.958 0.959 0.968 0.964  
∠HNH  105.7 109.2 109.1 108.0 107.9  
∠HNO  107.3 108.7 108.5 107.1 107.9  
∠HON  107.9 109.2 109.1 108.1 107.5  
 
 
a
 Tsunekawa, S. J. Phys. Soc. Jpn. 1972, 33, 167. 
b
 Boulet P. et al., Chem. Phys. 1999, 244, 163. 
c
 Chung-Phillips, A.; Jebber, K. A. J. Chem. Phys. 1995, 102(18), 7080. 
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Table 4.2. Calculated relative energies, barrier heights (∆‡Eo in kcal/mol), and optimized 
geometry of transition state between trans and cis conformation of NH2OH (Bond 
lengths in Å and Angles in o). 
  
Molecule B3LYP /BSIa 
MPW1K 
/BSIIa 
BB1K 
/BSIIa 
CCSD 
/BSIIa 
MP2 
/BSIIb 
MP2 
/BSIIIa 
CCSD(T)/BSIII 
//MP2/BSIIIa 
trans (1) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
TS1 6.56 7.88 7.79 7.59 7.25 6.45 6.28 
cis (2) 4.43 5.32 5.31 5.55 4.34 4.15 4.14 
Geometry of TS1       
RN-H 1.028 1.011 1.011 1.019 1.014 1.016  
RN-H´ 1.029 1.011 1.011 1.019 1.015 1.016  
RN-O 1.457 1.421 1.424 1.461 1.444 1.448  
RO-H 0.969 0.954 0.955 0.964 0.959 0.960  
∠HNH 102.7 105.6 105.5 105.1 104.4 104.3  
∠HNO 102.3 103.5 103.3 102.3 102.7 102.5  
∠H´NO 106.6 108.2 108.1 106.9 107.2 107.0  
∠HON 105.9 107.9 107.8 106.7 106.3 106.2  
 
 
a
 Zero-point energy (ZPE) included. 
b
 Chung-Phillips, A.; Jebber, K. A. J. Chem. Phys. 1995, 102(18), 7080. 
c
 H and H´ are symmetry equivalent. 
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The rotational barrier for the conversion from trans conformation (1) to cis 
conformation (2) is not available from experiment but can be obtained from previously 
theoretical studies.71, 72 The geometry of the transition state (TS1, see Figure 4.1) and the 
calculated rotational barriers at different levels of theory are presented in Table 4.2.  
In previous work, it was shown that the calculated rotation barrier and energy of 
reaction decrease with the increase of the size of the basis sets and the correlation 
corrections.71 In our work, the most accurate energies were obtained at the 
CCSD(T)/BSIII level of theory with the inclusion of zero point energy corrections at the 
MP2/BSIII level. The trans conformation is found to be 4.14 kcal/mol more stable than 
cis conformation, and the trans to cis rotation barrier at the CCSD(T)/BSIII//MP2/BSIII 
level is 6.28 kcal/mol.  
The density functional theories with small basis sets provide higher barriers, 
especially MPW1K (7.88 kcal/mol) and BB1K (7.79 kcal/mol). Because the results from 
the MPW1K and BB1K calculations are so close, only MPW1K was employed for the 
pathway analysis. The rotation barrier and relative energy at the B3LYP/BSI level (6.56 
kcal/mol and 4.43 kcal/mol, respectively) are close to the results at the 
CCSD(T)/BSIII//MP2/BSIII level (6.28 kcal/mol and 4.14 kcal/mol, respectively). 
B3LYP/BSI provides a poorer geometry for the transition state, especially the H–N–H 
bond angle (102.7°) compared with that of CCSD/BSII (105.1°). 
CCSD(T)/BSIII//MP2/BSIII (6.28 kcal/mol) yielded a slightly lower energies than 
MP2/BSIII (6.45 kcal/mol) because of higher correlation corrections at the CCSD(T) 
level, which is consistent with the previous work.71 
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3.2 Bond Dissociation of Hydroxylamine 
Bond strengths and bond dissociation energies (BDE) are fundamental to 
chemical reactions, and they can provide deep insight into the stability of chemical 
compounds. Experimental data on the BDE of 1 are not available, but O–H bond 
strengths of unhindered dialkylhydroxylamines were determined to be in the range of 
72-74 kcal/mol using calorimetric measurements.73  
 
 
 
Table 4.3. Calculated bond dissociation energies and enthalpies (in kcal/mol) at various 
levels of theory. 
 
B3LYP/BSI MPW1K/BSII MP2/BSIII CCSD(T)/BSIII //MP2/BSIII dissociated bond 
E0a H298b E0 H298 E0 H298 E0 H298 
N–O 60.21 62.03 54.74 56.60 67.22 69.06 59.56 61.40 
O–H 67.92 69.31 69.80 71.37 75.44 77.00 74.06 75.61 
N–H 82.06 83.42 86.12 87.55 88.46 89.84 86.35 87.73 
 
 
a
 E0 = ∑electronic and zero point energies of products - ∑electronic and zero point 
energies of reactants.  
b
 H298 = ∑electronic and thermal correction to enthalpy of products - ∑electronic and 
thermal correction to enthalpy of reactants. 
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The calculated bond dissociation energies of 1 are shown in Table 4.3. The N–O 
bond is the weakest bond, and the BDE at 0 K is estimated to be 59.56 kcal/mol at the 
CCSD(T)/BSIII//MP2/BSIII level, 67.22 kcal/mol at the MP2 level, 54.74 kcal/mol at 
the MPW1K level, and 60.21 kcal/mol at the B3LYP level. Compared with high-level 
theoretical calculations (CCSD(T)), density functional theories tend to underestimate 
BDEs although MPW1K yielded good results on the BDE of N–H, while MP2 tends to 
overestimate BDEs.  
The relatively high energy which is required to break the weakest bond (N–O) 
suggests that simple bond dissociation reactions of 1 are unlikely to be significant at 
room temperature. These simple bond breaking reactions cannot explain the highly 
reactive nature of 1 on its initiation. Therefore, other decomposition reaction pathways 
must be explored to evaluate its chemical reactivity. 
 
3.3 Unimolecular Decompositions  
As represented in Scheme 2, eight decomposition pathways of hydroxylamine 
were proposed including unimolecular and bimolecular reactions. The optimized 
structures of the species involved in the pathways at the B3LYP level of theory are 
shown in Figures 4.1-4.3.   
Pathway 1 is the isomerization of cis-hydroxylamine (2) into trans-
hydroxylamine (1), which has been described in the previous section. Pathway 2 
involves the isomerization of 1 into ammonia oxide (NH3O, 3, see Figure 4.1) via a 1,2-
hydrogen shift from the O to N atom. The N–O bond length of NH3O (1.34 Å) is shorter 
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than that of trans-hydroxylamine (1.45 Å), because NH3O is a zwitterionic compound 
(H3N+–O-). The electrostatic force between N and O atoms in 3 brings the two atoms 
closer and shortens the N–O bond length, while in 1, the repulsion of lone pairs push the 
N and O atoms away. The total energy of 3 is about 25.45 kcal/mol higher than that of 1 
at the CCSD(T)/BSIII//MP2/BSIII level.  
 The optimized transition state structure (TS2) for pathway 2 is also shown in 
Figure 4.1. This is a central transition state, as evidence by the O–N–H angle of 60º that 
is about half of the corresponding angle of ammonia oxide (115º). The shifting hydrogen 
atom is between the N and O atoms with an N–H bond length of 1.09 Å and an O-H 
bond length of 1.36 Å. A frequency analysis at the B3LYP/BSI level reveals only one 
imaginary frequency (1442i cm-1), which corresponds to the normal mode of hydrogen 
shifting from the O to N atom. The free energies of the species involved in this pathway 
are presented in Table 4.4, and the activation energy of this reaction is about 50 kcal/mol 
at the CCSD(T) and MP2 levels. 
Pathway 3 results in hydrogen elimination of NH3O to form hydrogen gas and a 
HNO radical. The hydrogen elimination step involves the simultaneous breaking of the 
N–H and O–H σ bonds, and the formation of a H–H σ bond and an O–N pi bond. The 
optimized geometry of the transition state (TS3) for this hydrogen elimination step is 
represented in Figure 4.1 with two short bonds, H–H (1.27 Å) and N–O (1.23 Å). The 
rest of the molecule becomes more planar with the formation of the N–O double bond. 
This is a late transition state based on the N–O bond length (1.23 Å), which is closer to 
the product nitroxyl (1.20 Å). A frequency calculation on TS3 had only one imaginary 
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frequency (1141i cm-1) at the B3LYP/BSI level, whose normal mode is consistent with 
the forming H–H and breaking H–O bonds. Table 4.4 lists the calculated activation 
barriers of the hydrogen elimination reaction. The activation barrier at MP2/BSIII is 
51.36 kcal/mol, and is lower than the MPW1K result (60.08 kcal/mol). CCSD(T) single 
point energy calculations on the optimized MP2 geometry lowered the barrier by 2.56 
kcal/mol. The activation barrier at the CBS-Q level is 52.42 kcal/mol, which is close to 
the result of CCSD(T)/BSIII//MP2/BSIII. 
Pathway 4 involves a hydrogen transfer from the nitrogen to the oxygen atom, 
forming water and an NH radical that is either in its singlet or triplet state. In this work, 
both the singlet and triplet pathways are considered. The optimized geometry for singlet 
NH (P4) is shown in Figure 4.1, while the optimized geometry of triplet NH (P5) are 
similar, and their corresponding energies are given in Table 4.4. The NH in triplet state 
is 47.1 kcal/mol more stable than the singlet state at the CBS-Q level. A singlet 
transition state (TS4) was located with a calculated barrier of 62.22 kcal/mol above 1. 
TS4 is a late transition state, because the N–O bond is very long (1.77 Å) and essentially 
broken, and H2O and NH are almost fully formed. A frequency calculation on TS4 had 
one imaginary frequency (543i cm-1) at the B3LYP/BSI level, whose normal mode is 
consistent with the hydrogen atom transferring from the N to O atom. The product of the 
singlet pathway is an imidogen-water complex (4), the energy of which is slightly lower 
than that of TS4. 
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Table 4.4. Relative free energies (∆Go in kcal/mol at 298 K) for species involved in 
unimolecular decomposition pathways at various levels of theory. 
 
Structure B3LYP/BSI MPW1K/BSII MP2/BSIII CCSD(T)/BSIII //MP2/BSIII CBS-Q 
Pathway 2      
1 0.00 0.00 0.00 0.00 0.00 
TS2 50.45 51.19 50.01 50.22 48.53 
3 28.56 24.95 25.24 25.45 20.43 
Pathway 3      
3 28.56 24.95 25.24 25.45 20.43 
TS3 67.59 85.03 76.60 74.04 72.84 
Barriers 39.03 60.08 51.36 48.59 52.41 
P1+P2 24.03 35.29 27.19 25.05 26.07 
Pathway 4      
1 0.00 0.00 0.00 0.00 0.00 
TS4 62.92 68.00 68.08 64.40 62.22 
4 62.94 64.16 64.59 61.47 59.23 
P3+P4 85.63 82.16 83.81 70.78 70.52 
P3+P5 31.77 24.01 29.86 25.99 23.42 
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Figure 4.4. Unimolecular decomposition pathways of hydroxylamine. Free energies 
were calculated at the CBS-Q level. 
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All of the unimolecular decomposition pathways that were considered so far have 
high activation barriers, as shown in Figure 4.4. The lowest barrier on the potential 
energy surfaces is pathway 2, and the calculated barrier for isomerization of 
hydroxylamine into ammonia oxide is around 50 kcal/mol.  
This result is consistent with the experimental and theoretical results proposed by 
Brönstrup et al.,74 although they reported some other hydrogen shift pathways with even 
higher activation energies. Thus, a unimolecular route is also unlikely to be the major 
decomposition mechanism. 
 
3.4 Bimolecular Decompositions  
Bimolecular decomposition pathways were explored in search of lower barriers 
on the potential energy surface. The bimolecular path,46 as shown in Scheme 1, was 
proposed to initiate the decomposition, but a transition state could not be located for this 
reaction, implying that it may not be an elementary reaction. This bimolecular pathway 
may involve multiple steps: (1) 2NH2OH → NH2O + NH3 + OH; (2) NH2O + OH → 
HNO + H2O; (3) Radicals NH2O, NHOH, and OH, react with NH2OH to propagate the 
chain reactions and to produce HNO and H2O. 
 Pathway 5 involves a hydrogen shift from the O atom of one hydroxylamine 
molecule to the N atom of another hydroxylamine molecule. Pathway 6 involves a 
hydrogen shift from one N atom to the N atom of another hydroxylamine molecule. On 
both decomposition pathways, when the transferring H atom is attacked by the N atom 
of another hydroxylamine and forms ammonia, the N–O bond of the attacking 
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hydroxylamine molecule is broken (see TS5 and TS6 in Figure 4.2). The molecular 
structures of the species involved in the pathways 5 and 6, which were optimized at the 
B3LYP level of theory are shown in Figure 4.2, and the free energies of the species are 
presented in Table 4.5. The frequency calculations on TS5 had TS6 result only one 
imaginary frequency at the B3LYP/BSI level, 472i cm-1, and 563i cm-1, respectively. 
Because the transition states in pathways 5 and 6 are open shell singlet systems, 
unrestricted density functional and coupled-cluster UCCSD(T) methods were used to 
optimize the structures and to calculate the free energies, respectively. The geometry 
optimizations were carried out using either the UB3LYP/BSI or UMPW1K/BSII levels 
of theory.  
Although the energies differ significantly at the B3LYP/BSI and MPW1K/BSII 
levels (60.50 kcal/mol and 76.72 kcal/mol, respectively, in pathway 5, and 64.54 
kcal/mol and 89.26 kcal/mol, respectively, in pathway 6), the UCCSD(T) single point 
energy calculations provided very close results (50.59 kcal/mol and 45.89 kcal/mol, 
respectively, in pathway 5, and 40.10 kcal/mol and 47.20 kcal/mol, respectively, in 
pathway 6) based on the optimized structures and thermal corrections at the 
corresponding density functional theories. The activation barriers at the UCCSD(T) level 
are significantly lower than those using density functional theories, especially compared 
to the MPW1K level of theory. Solvent effects on pathways 5 and 6 will be addressed 
later.  
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In decomposition pathways 7 and 8, two hydrogen atoms shift between two 
hydroxylamine molecules, forming ammonia oxide. Two transition states, TS7 and TS8, 
optimized at the B3LYP level of theory (with only one imaginary frequency, 1166i cm-1 
for TS7, and 1430i cm-1 for TS8), are shown in Figure 4.3.  
Analogous to the transition state in pathway 5 (TS5), the H atom in the OH 
group transfers to the N atom of another hydroxylamine molecule; meanwhile, the 
electron repulsion weakens the O–H bond in TS7, forming ammonia oxide, instead of 
breaking the O–N bond in TS5. The H atom in the weakened O–H bond transfers to 
another O atom, forming a new hydroxylamine molecule. The difference between 
pathways 7 and 8 is the conformation of the formed hydroxylamine molecule, and the H 
contributing groups in pathway 8 are NH2 and OH, instead of two OH groups in pathway 
7.  
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Table 4.5. Relative free energies (∆Go in kcal/mol at 298 K) for species involved in 
bimolecular decomposition pathways at various levels of theory. 
 
Structure B3LYP/BSI MPW1K/BSII CCSD(T)/BSII //B3LYP/BSI 
CCSD(T)/BSII 
//MPW1K/BSII 
Pathway 5    
1+1 (5) 0.00 (0.00)a 0.00 (0.00) (0.00) (0.00) 
TS5 60.63 (60.50) 84.23 (76.72) (50.59) (45.83) 
P6+P7+P8 (6) 19.14 (17.13) 14.09 (13.14) (24.42) (19.25) 
Pathway 6     
1+1 (7) 0.00 (0.00) 0.00 (0.00) (0.00) (0.00) 
TS6 64.67 (64.54) 92.28 (89.26) (40.10) (47.20) 
P7+P8+P9 (8) 27.84 (22.93) 30.49 (26.02) (31.15) (28.11) 
Pathway 7    
1+1 (9) 0.00 (0.00) 0.00 (0.00) (0.00) (0.00) 
TS7 22.44 (22.34) 27.93 (24.92) (26.17) (26.94) 
1+3 (10) 28.58 (16.10) 24.59 (14.89) (15.47) (16.36) 
Pathway 8     
1+1 (11) 0.00 (0.00) 0.00 (0.00) (0.00) (0.00) 
TS8 31.16 (29.74) 34.76 (31.73) (35.74) (36.05) 
2+3 (12) 33.06 (24.69) 30.28 (23.20) (25.04) (23.20) 
 
a
 Species in parenthesis are reactant wells, transition state wells or product wells 
including the hydrogen bond effect. 
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Figure 4.5. Bimolecular decomposition pathways of hydroxylamine. Free energies were 
calculated at the CCSD(T)/BSII//B3LYP/BSI level. 
 
 As shown in Table 4.5, the activation barrier of pathway 7 is about 22 kcal/mol at 
the B3LYP level, which is significantly lower than that of the unimolecular reaction 
pathway 2 (50 kcal/mol). It should be noted that the barrier for the reverse reaction 
(NH3O→NH2OH) is very low in the gas-phase, which may contribute to the difficulty of 
detecting ammonia oxide by experimental methods, because ammonia oxide might 
easily isomerize into hydroxylamine.  
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3.5 Solvent Effect 
It is important to consider solvent effects on the hydroxylamine decomposition 
pathways, because hydroxylamine is manufactured and used in aqueous solutions. The 
gas phase reaction pathway analysis shows that pathway 7 is the most likely to occur due 
to its lowest activation barrier of 26 kcal/mol, as shown in Figure 4.5.  
This bimolecular reaction involves two hydrogen shifts and produces ammonia 
oxide, which is less stable than hydroxylamine. Pathways 5 and 6 may also be important, 
because they produce radicals OH, NHOH, and NH2O. These radicals can react with 
hydroxylamine to propagate the chain reactions. Therefore, solvent effects were 
considered for pathways 5-7 to determine if these decomposition pathways are more 
favorable in the solution. 
 
 
 
Table 4.6. Solvent effects on free energies (in kcal/mol at 298 K) for species involved in 
pathway 7 at the MPW1K/BSII level of theory. 
 
Structure No 
solvent 
NH2OH H2O 2H2O 3H2O PCM 
9 0.00 0.00 0.00 0.00 0.00 0.00 
TS7 24.92 23.85 18.94 20.10 16.10 16.81 
10 14.89 13.93 10.89 8.47 4.23 4.32 
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The clusters of hydroxylamine and water were used to simulate the solvation 
effects. All the structures in pathway 7 were fully optimized at the MPW1K/BSII level, 
and the energies are shown in Table 4.6. The inclusion of solvent molecules reduces the 
activation barriers, and water (18.94 kcal/mol) can stabilize the transition state better 
than hydroxylamine (23.85 kcal/mol). With two water molecules (20.10 kcal/mol) 
included, the activation barrier becomes higher than the ones with one (18.94 kcal/mol) 
or three water molecules (16.10 kcal/mol), because the reactant consisting of two water 
and two hydroxylamine molecules poses a symmetric structure and is stabilized 
significantly. The free energy of reaction decreases with an increasing number of water 
molecules. With three water molecules as solvent, the free energy of reaction becomes 
4.23 kcal/mol.  
 The results show that the solvent effect of water is evident in the small clusters 
containing only a few water molecules. Continuum models describing solute-solvent 
interactions were also used to study the decomposition pathway. Single point energy 
calculations were conducted using the PCM method with Klamt's radii and an iterative 
solution75, 76 at the MPW1K/BSII level, based on the optimized structure at the same 
level of theory. The free energy of activation at 298 K including the thermal correction 
for TS7 is 16.81 kcal/mol using the CPCM method, which is very close to the result of 
16.10 kcal/mol using a cluster containing three water molecules. However, the solvent 
effect of a small water cluster converges more quickly than that of bulk water.  
 The solvent effects on pathways 5 and 6 were also studied to see if these 
pathways become favorable in aqueous solution. For pathway 5, the free energy of 
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activation and the free energy of reaction at 298 K (including thermal corrections) are 
100.17 and 1.09 kcal/mol, respectively, at the CCSD(T)/BSII//B3LYP/BSI level using 
the CPCM model. The CPCM model was also used to simulate solvent effects at the 
CCSD(T)/BSII//B3LYP/BSI level for pathway 6, and the free energy of activation and 
the free energy of reaction at 298 K (including thermal corrections) are 39.75 and 11.27 
kcal/mol, respectively. Because of significantly higher activation energies than that of 
pathway 7 (16 kcal/mol), pathways 5 and 6 are unlikely to occur at room temperature.  
 
4. Conclusions 
Hydroxylamine decomposition pathways were investigated using density 
functional and ab initio methods. In this work, both unimolecular and bimolecular 
reactions were analyzed to locate the pathway with a low activation barrier. Simple bond 
dissociations and unimolecular hydrogen shift or elimination reactions require high 
activation energies.  
 Several bimolecular pathways, however, were found to have lower activation 
barriers than unimolecular reactions: 1) in pathways 5 and 6, a hydrogen shift between 
two hydroxylamine molecules can induce the dissociation of the N–O bond and produce 
two radicals, and 2) in pathways 7 and 8, two hydrogen shifts can facilitate the 
isomerization of hydroxylamine to ammonia oxide. Accurate calculations show that the 
lowest gas-phase activation barrier for the bimolecular isomerization step is about 26 
kcal/mol. 
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 Although accurate gas-phase decomposition pathway analysis can provide a good 
reference, solvent effects on the potential energy surface were investigated using cluster 
and continuum methods. Water solvent can stabilize the transition states and lower the 
activation barriers and the free energies of reactions. In aqueous solutions, the 
bimolecular isomerization step is the most favorable pathway with an energy barrier of 
only 16 kcal/mol. The theoretical study shows the potential formation of ammonia oxide 
in solutions. The N–O bond dissociation enthalpy of NH3O (NH3O → NH3 + 3O) at 298 
K was calculated to be 35 kcal/mol at the G2 level of theory.77 Research on the detection 
of NH3O, and possible decomposition reactions induced by NH3O will be conducted in 
the future.  
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CHAPTER V 
REACTIVITY OF ENERGETIC MATERIALS * 
 
1. Background 
In recent years, investigations on synthesis and application of energetic materials 
have been generating extensive interest among researchers.78 These materials, which 
contain multiple NO2 functional groups, are capable of rapid chemical decomposition 
with large energy release and therefore are often used as fuels, high explosives, and 
propellants.79 These materials are representative of layered wide band gap molecular 
crystals and have favorable properties such as good heat resistivity, high heat of 
formation, low sensitivity, and thus, studying their electronic structures and electronic 
excitations is of fundamental interest.  
The macroscopic properties of energetic materials have been studied for years 
and considered to be well understood.80 However, the micro-scale mechanisms and 
conditions that favor initiation of chemistry in these materials are yet to be established. 
The mechanism study of thermal decomposition has attracted the interest of both 
chemical engineers and materials scientists because it is essential to engineering design 
and fundamental to the design and optimization of materials.81,82 
 
____________ 
* Reproduced with permission from Wang, Q.; Ng, D.; Mannan, M. S. Study on the 
Reaction Mechanism and Kinetics of the Thermal Decomposition of Nitroethane. Ind. 
Eng. Chem. Res. 2009, 48, 8745–8751. Copyright 2009 American Chemical Society. 
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In general, the initial steps in the thermal decompositions of energetic materials 
are considered very important in the reaction mechanism, which can be caused by a 
thermal heat, shock, or mechanical impact. Once the initial steps are triggered, the 
material undergoes a rapid chemical reaction. The initial reactions have been studied for 
several typical energetic materials, such as RDX (hexahydro-1,3,5,-trinitro-s-triazine),83 
FOX-7 (1,1-diamino-2,2-dinitroethylene),84 and TNAZ (1,3,3,-trinitroazetidine),85 which 
typically involve the fission or transformation of the weakest C–N bonds. However, the 
overall decomposition mechanisms for energetic materials are still not well understood, 
which is critical in determining the fundamental kinetics of high explosives. 
The complexity and compositional variability of energetic materials can be an 
obstacle to the study of fundamental reaction mechanism and kinetic modeling. For this 
reason, the development of simple nitro compounds that closely match the behavior of 
general energetic materials is critical. A systematic study of simple nitro compounds 
may facilitate the determination of basic bond dissociation energies of the various types 
of C–N bonds and may reveal the general mechanistic features for the corresponding 
energetic materials.  
Following this line of thought, nitroethane (C2H5NO2) has been chosen as a 
representative nitro compound in this work. Nitroethane have been extensively 
investigated over the past few years.86 For example, Spokes and Benson performed a 
very low-pressure pyrolysis study of the decomposition of nitroethane, and they 
concluded that the major products of these reactions were olefins and HNO2 through a 
concerted molecular elimination (CME) mechanism.87 The remaining products were 
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assigned to the decomposition of HNO2 and the activation energy was determined as 45 
kcal/mol by Benson et al.88  
However, later other researchers pointed out that the decomposition via C–N 
bond fission is more favorable than the CME mechanism.89 In 1986, an infrared multi-
photon dissociation study of the decomposition of nitromethane was conducted by 
Wodtke et al.90 The activation barrier for nitroethane was estimated as 46 kcal/mol, in 
agreement with the CME mechanism. However, several assumptions were made to 
obtain those results, due to the lack of thermodynamic and kinetic data.  
Recently, Denis et al. conducted a density functional study of the decomposition 
pathways of nitroethane at the B3LYP level.91 It was found that the CME pathway is the 
most favorable decomposition channel, in addition to other important mechanistic routes. 
The activation energy was calculated to be 42.0 kcal/mol, which is consistent with the 
activation energies predicted by Benson et al. on the basis of experimental information.  
To the best our knowledge, little work has been conducted on the detailed 
mechanism and kinetics of the decomposition of nitroethane. In this chapter, we report 
the results of a theoretical and experimental study of the kinetics of thermal 
decomposition for nitroethane. The thermal decomposition was studied experimentally 
using automatic pressure tracking adiabatic calorimeter (APTAC), followed by the 
determination of final products using gas chromatography (GC). The motivation of this 
work is to establish a reaction mechanism specifically for nitroethane, which can be 
extended to better understand the modeling and engineering of other energetic materials. 
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2. Experimental Section 
Chemicals. Nitroethane was obtained from Aldrich and used as received. It has a 
stated purity of 98%, which is consistent with our GC–MS analysis of unheated samples 
of the nitroethane.  
Apparatus. The thermal decomposition behavior of nitroethane was measured 
using the automatic pressure tracking adiabatic calorimeter (APTAC) in the temperature 
range of 250–500 ◦C. The APTAC can be operated with temperatures up to 500 ◦C and 
pressures ranging from vacuum to 2000 psia, and can detect exotherms with heat 
generation rates from 0.04 to 400 ◦C/min. In this work, the Heat-Wait-Search (HWS) 
operation mode was used. The reactant in the reaction vessel was firstly heated to the 
start temperature, 250 ◦C, with heating rate of 2 ◦C/min. Then the system was stabilized 
for about 10 min, followed by a search for exotherms. If not, the reactant was heated to 
the next target temperature, 260 ◦C, which is 10 ◦C higher than previous temperature. If 
the self-heating rate of the sample was greater than a preset threshold (0.05 ◦C/min), the 
apparatus tracked the reaction adiabatically until the reaction ended or one of the 
shutdown criteria was met. Details of APTAC equipment and its HWS mode are also 
available in the previous publication. 
The distributions of final products under different temperatures were measured 
using HP 6890N gas chromatography (GC) equipped with a flame ionization detector 
(FID). The experimental setup is shown in Figure 5.1. Helium was used as the carrier 
gas. The flow rate of the nitroethane was controlled by a feed pump and set as 5 
mL/hour. Note that two syringes were used, so the actual flow rate was 10 mL/hour. The 
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nitrogen
 
flow rate was controlled by a mass flow meter. The micro-reactor which 
consisted a stainless steel tubing was connected directly to GC through the transfer line 
and GC split injection inlet. A temperature program was performed at an initial 
isothermal separation at 50 ◦C for 8 min, followed by a 10 ◦C/min gradient to 220 ◦C. 
This final temperature was held constant for 1 min.  
 
 
 
Figure 5.1. Experiment setup of GC analysis for the decomposition of nitroethane. 
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3. Computational Details 
All calculations on the initial decomposition steps were performed using the 
Gaussian 03 programs. A B3LYP method was used for gas-phase geometry 
optimizations and frequency calculations with Pople-style basis sets. Calculating the 
vibrational frequencies at the B3LYP/6-31+G(d) level of theory and noting the number 
of imaginary frequency of 1 confirmed the nature of all transition state structures. The 
calculation of intrinsic reaction path was also conducted to follow the reaction pathways 
and used to check whether a transition state connects two minima of interest on the 
potential energy surface. Relative energies were reported in kcal/mol. Representations of 
the transition states, shown in Figures 5.2, were created using the JIMP 2 program.92 
 
 
Figure 5.2. Initial decomposition pathways on the potential energy surface of NE. 
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4. Results and Discussion 
4.1 Determination of the Arrhenius Parameters 
Adiabatic calorimetry is an extremely useful tool to assess thermal 
decomposition of nitro compounds. It can minimize heat losses by keeping the 
temperature of the surroundings close to that of the sample. In the present study, the 
calorimetric measurements were conducted in a glass sample cell of 100 ml volume in 
the APTAC. The HWS mode was employed to determine the overall decomposition 
behavior of nitroethane. The experimental results are shown in Figure 5.3.  
Decomposition of nitroethane starts at 270 ◦C and the temperature increases 
slowly until approximately 280 ◦C, at which point the temperature suddenly increases 
very rapidly to a maximum temperature of 388 ◦C. The temperature profile of 
nitroethane appears to consist of two stages: a slow initiation stage followed by a fast 
explosion stage. 
The decomposition of nitroethane has been described as a first order reaction.93 
Therefore, the reaction rate can be expressed as 
A Ar kC− =                                                                                                    (5.1) 
where rA is the reaction rate (mol/m3·s), k is the rate constant (1/s for the first order 
reaction), and CA is the concentration (mol/m3). In this study, the following assumptions 
were made to obtain the overall reaction model and the Arrhenius parameters: (1) the 
reaction system is assumed to be adiabatic, and therefore heat losses are negligible; (2) 
the mass and volume of the liquid phase remain constant (i.e. evaporation losses are 
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neglected). The specific heat of the liquid is considered to be constant during the 
reaction; (3) a uniform temperature exists throughout the liquid phase.  
Based on these assumptions, the heat balance equation can be written as follows 
( )( ) 0
r A p
dTH r V mC
dt
Φ−∆ − + =                                         (5.2) 
where ∆Hr is the heat of reaction (kcal/mol), V is the reaction volume (m3), m and Cp are 
mass (kg) and specific heat capacity (cal/kg·K) of the chemical compound, respectively. 
T is the absolute temperature (K) and t is the time (s). Φ is the thermal inertia coefficient, 
which is larger than but close to 1 for typical industrial reactors. In this work, to simplify 
the kinetic model, Φ = 1 will be chosen, which is the worse case for a thermal runaway 
reaction. Additionally, the heat of reaction can be expressed as 
( )mT
r p p mT
H C dT C T T∆ = = −∫                                         (5.3) 
where Tm is the maximum temperature, which is 388 ◦C in this work. Combining 
Equations (1), (2) and (3) gives 
( )
m
dT k T T
dt
= −                                                      (5.4) 
The rate constant k can be described by the Arrhenius equation 
exp( )aEk A
RT
= −                                                       (5.5) 
where A is the frequency factor, Ea is the activation energy (kcal/mol), and R is the gas 
constant (cal/mol·K). Therefore, the overall reaction model can be represented as 
exp( )( )a
m
EdT A T T
dt RT
= − −                                           (5.6) 
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Using the Matlab® ODE solver or Polymath® program, the experimental data 
were fitted to the overall kinetic model (Equation 5.6) to give the frequency factor and 
apparent activation energy as 1013.5±0.2 and 46.2±0.5 kcal/mol, respectively (see Figure 
5.3). The rate constant can be expressed as 
13.5 0.2 46.2 0.5 kcal/mol10 exp( )k
RT
± − ±
=                                  (5.7) 
Previous studies using other analytical tools have shown that the decomposition of 
nitroethane is a first order reaction with overall activation energy of 47 kcal/mol, which 
is in agreement with our results. 
 
 
Figure 5.3. APTAC experimental results of thermal decomposition of nitroethane and 
the overall kinetic model simulation.  
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4.2 Initial Steps 
The studies of initial steps are always critical to develop the decomposition 
mechanism of energetic materials.94 In order to elucidate further the decomposition 
mechanisms, firstly, we simulate relevant initial steps, such as HONO elimination and 
nitro-nitrite isomerization as well as rupture of C–NO2, which are shown in Equation 5.8. 
It should be noted that the results of this work apply solely to the gas phase 
decomposition of nitroethane and therefore they cannot be simply extrapolated to solid 
state decomposition process. 
                                   (5.8) 
The first pathway, which is called CME mechanism, is known to take place at 
moderate temperatures. This mechanism proceeds through a five-member cyclic 
transition state to give the corresponding olefin and HONO. The transition state (TS1, 
Figure 5.2) was optimized at the B3LYP/6-31+G(d) level of theory. Atoms involved in 
the TS1 are nitrogen, oxygen of the NO2 group, the C atom bearing the nitro group, the 
adjacent carbon, and the hydrogen that is transferred to yield HONO. According to the 
geometrical parameters, the TS1 is a five-member planar ring. The activation energy 
was calculated to be 42.8 kcal/mol at the same level of theory, which is in good 
agreement with the experimental value.  
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The second step involves the isomerization of C–NO2 to a C–ONO fragment. 
The isomerization reaction occurs through a pseudo-rotation of the NO2 group. From the 
three-center transition state structure (TS2, Figure 5.2), the CH2 group is almost planar 
and the NO2 group is so arranged that the N and one of the O atoms are almost at the 
same distance from the C in the CH2 group. The activation barrier for this isomerization 
is 60.7 kcal/mol at the B3LYP/6-31+G(d) level, about 18 kcal/mol higher than the TS1 
for the CME mechanism. After the CONO isomer is formed, the CO–NO bond can be 
cleaved with formation of the NO species. The third step is another isomerization of 
nitroethane to CH3CHN(OH)O. The activation energy of the transition state structure 
TS3 is very high, 68.3 kcal/mol, making this isomerization unlikely to occur. In order to 
simplify the decomposition mechanism, the third initial step was not considered here.  
The last pathway is the rupture of C–NO2 bond, which is often suggested as an 
initial step in the thermal decomposition of nitro compounds, because the attachment of 
nitro groups is relatively weak.95 The C–N bond dissociates without an apparent 
transition state structure, and affords two radicals. The calculated reaction enthalpy for 
gas-phase nitroethane to form radicals is 56.1 kcal/mol at the B3LYP/6-31+G(d) level. 
To better understand the C–NO2 bond rupture, a detailed reaction profile was 
calculated as a function of C–NO2 bond length. For each fixed C–NO2 distance, the 
system was allowed to relax to a minimum energy configuration. Calculations were 
performed for both singlet and triplet electronic configurations at the B3LYP/6-31+G(d) 
level. The results are shown in Figure 5.4, and clearly show that singlet calculations are 
not adequate for predicting radical formation. As the bond is stretched, the predicted 
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energy is increasing even though the C–N bond length reaches 4.5 Å. Triplet 
calculations appear to be more successful at modeling radical formation via C–NO2 bond 
rupture. From an optimum configuration, when the C–N bond length is 1.52 Å, the 
triplet energy increases by nearly 23 kcal/mol, to a maximum point at the C–N bond 
length of 2.0 Å. Beyond 2.8 Å, the triplet energy settles to a value of 60 kcal/mol, which 
is close to the calculated reaction enthalpy for radical formation (56.1 kcal/mol). These 
calculations indicate that radical formation in nitroethane is a two-step process: (1) 
singlet to triplet excitation; (2) further excitation to a transition state. These results are 
similar to the DFT calculations of nitromethane by Manaa et al.96,97 
 
 
Figure 5.4. Reaction pathways for C–NO2 bond scission in nitroethane. All energies are 
given relative to the minimum energy of the singlet ground state. 
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4.3 Decomposition Mechanism 
A complete decomposition mechanism for the conversion of nitroethane was 
presented in Figure 5.5. To fully describe the decomposition pathways over wide 
temperature ranges, many elementary reaction steps were included in the mechanism. 
Note that there are a number of active free radicals that play very important roles at 
various stages of the conversion.  
 
 
 
Figure 5.5. Reaction sequence in the thermal decomposition of nitroethane. 
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At the initial stage, only three pathways were considered, as described in the last 
section. Recombinations and reactions between radicals and the parent compound lead to 
the formation of other transient species and stable final products. The rate constants 
(shown in Table 5.1) for these reactions are available in the NIST Chemical Kinetics 
Database.98 The proposed mechanism in Table 5.1 were applied and kinetic behaviors of 
all chemical species were numerically solved with the Matlab® ODE solver or 
Polymath® program. The following final gaseous products were predicted: NO, C2H4, 
H2O, HCHO, CO, CH4 and C2H6. 
The distributions of C2H5NO2, NO, and C2H4 derived by numerical simulations 
at 800 K are presented in Figure 5.6. The simulated decay curve of nitroethane remains 
the first order, but deviates somewhat from the experimental curve from the first order 
rate constant in equation (5.7). As reported previously, C2H4 and NO are the most 
abundant species in the product mixtures. Both C2H4 and NO are increasing with the 
reaction time and reach steady state.  
However, in steady state, the C2H4 concentration is larger than that of NO for the 
low-temperature decompositions (< 720±20 K) as shown in Figure 5.7. For high-
temperature decompositions, the NO concentration is larger, which indicates that C–NO2 
bond fission remains dominant when temperature is higher than 720±20 K.  
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Table 5.1. Thermal decomposition mechanism of nitroethane. 
No. Reaction A n Ea Order 
1 C2H5NO2 → C2H4 + HONO 5.60×1011 0 180 1 
2 C2H5NO2 → C2H5 + NO2 1.00×1013 0 197 1 
3 C2H5NO2 → C2H5ONO 6.25×1012 1 254 1 
4 HONO → OH + NO 1.09×1016 -1.23 208 1 
5 C2H5 → H + C2H4 1.58×1013 0 159 1 
6 H + NO → HNO 1.47×1014 -0.41 0 2 
7 HNO + OH → H2O + NO 4.82×1013 0 4.16 2 
8 HNO + NO2 → HONO + NO 6.02×1011 0 8.31 2 
9 HNO + CH3 → CH4 + NO 2.00×1012 0 0 2 
10 HNO + C2H5 → C2H6 + NO 1.00×1012 0 0 2 
11 H + NO2 → OH + NO 1.32×1014 0 1.51 2 
12 H + C2H5 → C2H6 1.00×1014 0 0 2 
13 H + CH3 → CH4 5.20×1014 -0.60 1.57 2 
14 H + OH → H2O 2.09×1017 0 0 3 
15 C2H5ONO → C2H5O + NO 1.00×1016 0 175 1 
16 C2H5O → CH3CHO + H 1.51×1010 0 98.11 1 
17 C2H5 + NO2 → C2H5ONO 5.68×1012 0 0 2 
18 CH3CHO + OH → CH3CO + H2O 1.00×1013 0 0 2 
19 CH3CO → CH3 + CO 4.04×1015 0 57.54 2 
20 CH3 + CH3 → C2H6 1.41×1014 0 5.9 2 
21 CH3 + C2H5 → C3H8 2.51×1013 0 1.67 2 
22 CH3 + NO2 → CH3O + NO 2.50×1012 0 0 2 
23 CH3O + NO2 → HCHO + HONO 1.00×1011 0 0 2 
a
 Rate constants are in the form k(T) = A(T/298)nexp(-Ea/RT) with the unit of s-1 for first 
order reactions, m3mol-1s-1 for second order reactions, and m6mol-2s-1 for third order 
reactions. Ea is in kJ/mol. 
b
 All the data are available from NIST Chemical Kinetics Database.  
 71 
 
Figure 5.6. The computed relative concentration of major products vs time at 800 K, per 
the mechanism in Table 5.1. 
 
 
Figure 5.7. The relative simulated concentration of C2H4 and NO at different 
temperatures. 
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Figure 5.8. Computed concentration of NO2 vs time at 800 K, per the mechanism. 
 
It should be noted that both radicals NO2 and C2H5 are the most important 
intermediates in the decomposition mechanism of nitroethane. A clear understanding of 
their kinetics is crucial for elucidating the mechanism of the overall conversion. The 
NO2 concentration vs. time using computer simulations during the decomposition at 800 
K was shown in Figure 5.8. The NO2 profiles resemble those observed in the 
decomposition of nitromethane, suggesting similarities in the mechanisms of the two 
systems. NO2 was produced very fast and consumed relatively slowly and the final NO2 
concentration was very low. This is consistent with the GC spectra of the product 
mixtures, which show no NO2 peak. The C2H5 profiles are similar to NO2, which was 
also produced very fast and the final concentration was approach 0. 
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4.4 Gas Chromatographic Analysis 
The final products of decomposition reactions at different temperatures were 
identified by GC analysis. Cottrell et al. have previously reported the thermal 
decomposition products of nitroethane using infrared spectroscopy, showing 
approximately 8% CO2, 45% NO, and 36% C2H4. However, the reaction temperature for 
these products was not included. In this work, GC experiments were conducted at 
different reaction temperatures, between 600 K and 1000 K. The decomposition products 
observed were essentially the same at all temperatures, although there were changes in 
the relative abundances of products at different temperatures. This GC analysis has made 
it possible to track the extent of decomposition for each reaction.  
By comparing computed results to the GC experimental data, it is seen that the 
mechanism in Table 5.1 reproduces well the distributions of major products. The 
agreement between experiments and simulations is reasonably good, although some high 
molecular weight organic compounds were also found in the experiments. 
There have been debates on the decomposition mechanism of nitroethane for a 
long time. Cottrell et al. found that the decomposition of nitroethane to be a first order 
reaction and proceeded with CEM mechanism. However, Gary and coworkers disputed 
this mechanism.99 They found that products of HCHO, NO2, CO2, NO, C2H4, and C2H6 
were generated in the decomposition products by the mass spectrometric method. They 
found the activation energy to be 39 kcal/mol and the decomposition is accomplished by 
the formation of radicals above 500 ◦C. The formation of C2H4 was explained as the 
decomposition of radical C2H5. Wilde carried out an investigation of the decomposition 
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of nitroethane in flow and under static conditions.100 It was shown that the main products 
were C2H4 and NO in the temperature range of 414–442 ◦C. The large amounts of C2H4 
and low activation energy might be due to the elimination mechanism of HONO, while 
the formation of product such as HCHO, CH4 and CO cannot be explained without 
reference to free radical processes.  
Figure 5.9 shows both the simulation and experimental results of the ratio of 
C2H4 over NO at different temperatures. The symbols in the figures are experimental 
values and the solid lines are numerical simulations based on the proposed mechanism. 
It is clear that single mechanism cannot explain the decomposition behaviors and all 
three initial steps should be considered in the mechanism. 
We suggest that concerted molecular elimination (CME) mechanism is the 
predominant path for the decompositions at low temperature (< 720±20 K). The 
dissociation of C–N bond becomes significantly for the decomposition at 720±20 K. 
Therefore, at temperature above 720±20 K the fraction of radical processes rises with the 
temperature. 
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Figure 5.9 The concentration ratio of C2H4 to NO at different temperature. The symbols 
are experimental values and the solid line is based on numerical simulations, per the 
mechanism in Table 5.1. 
 
 
It should be noted that no final product of N2 was detected by GC experiments. 
There are extensive studies on a Selective Catalytic Reduction (SCR) process (also 
called DeNOx) to remove nitrogen oxides (NOx) or to form N2.101 Acid zeolites loaded 
with transition metals have been intensively investigated as catalysts for selective 
catalytic reduction of NOx using hydrocarbons.102 The reaction mechanism developed in 
this work is only for the decomposition of pure nitroethane at high temperature; however, 
it may provide useful information for DeNOx research.  
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5. Conclusions 
A systematic study was performed to investigate the thermal decomposition 
behavior of nitroethane in gas phase using theoretical and experimental tools. Arrhenius 
parameters of A = 1013.5±0.2 and Ea = 46.2±0.5 kcal/mol were derived for the 
decomposition temperature of 270–388 ◦C, which gave a good fit to the experimental 
data. From the schematic potential energy surface, the concerted molecular elimination 
was found to be the most favorable pathway. However, nitro-nitrite isomerization and 
rupture of C–NO2 cannot be neglected during the initial decomposition process. The full 
reaction mechanism was proposed following the initial reactions, and was numerically 
solved. The GC analysis also indicated that there is a good agreement between 
experiment and simulation results. It was concluded that the concerted molecular 
elimination was dominant at the temperature lower than 720±20 K while the rupture of 
C–NO2 would play an important role when increasing the reaction temperature. The 
outcome of this work is useful to understand the essential thermal properties and kinetics 
of nitro compounds. 
 
 77 
CHAPTER VI 
THERMAL RISK ASSESSMENT * 
 
1. Background 
Thermal risk evaluation of reaction hazards is of great importance to the safer 
operation of chemical processes. The thermal reactivity or thermal instability of a 
compound is an inherent property of the compound and the characterization of the 
thermal reactivity is considered as a dynamic problem.103  
Both thermodynamic and kinetic studies are necessary to evaluate the thermal 
risk. In previous research by Ando et al.,104 the onset temperature (To) and the heat of 
reaction (–∆Hr) are considered as two significant parameters to assess reaction hazards. 
It was suggested that thermal risk of chemical reactions could be characterized both by 
their severity and by their probability. First, the severity of a chemical reaction has to be 
determined. Usually severity can be described by the heat of reaction or the adiabatic 
temperature rise.105 If the process temperature is above the onset temperature, the time to 
maximum rate under adiabatic condition (TMRad) could be used to describe the 
probability of thermal risk.106 
 
 
____________ 
* This chapter contains material reprinted with permission from Springer. Wang, Q.; 
Rogers, W. J.; Mannan, M. S. Thermal Risk Assessment and Rankings for Reaction 
Hazards in Process Safety. J. Therm. Anal. Cal. 2009, 98, 225–233. 
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It is well known that to evaluate the thermal reactivity and to design a safe 
chemical process, all the thermodynamic and kinetic parameters, including onset 
temperature, adiabatic time to maximum rate and maximum adiabatic temperature must 
be determined. But a correct determination of the thermo-chemical kinetics for a reaction 
is time consuming and therefore, preliminary screening methods, such as the Differential 
Scanning Calorimetry (DSC), are usually applied in the chemical industry. DSC is 
regarded as a useful screening tool for thermal risk assessment and for the investigation 
of decomposition mechanisms of exothermic reactions.107 
The purpose of this chapter is to demonstrate that a reasonable ranking of thermal 
risk is possible. The demonstration is based on a kinetic model and correlations between 
To and Ea, and between To and TMRad, which are derived from a limited number, 37 sets, 
of DSC data. A new approach for assessing reaction hazards was also proposed and 
compared with a previous evaluation method of reaction hazards. We believe that the 
proposed ranking method of reaction hazards can be used to screen reaction hazards 
during chemical process designs. 
 
2. Data Collection 
Exothermic onset temperatures (To) and heats of reaction (–∆Hr) were collected 
from a previously published measurements in a pressure DSC (DU Pont 910 pressure-
type). These experiments were performed with about 1-2 mg samples in an aluminum 
cell and a scanning rate of 10 °C/min for 820 reactive hazards of which 37 reactive 
hazards were chosen in this work. The data sets were selected on the basis of different 
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functional groups for compounds undergo decomposition with a bond scission as the 
first reaction step. The decomposition of these types of compounds may be first order, 
which will help to obtain a reasonable model later.  
The concerned physical properties, such as molecular weight (MW) and specific 
heat capacity (Cp), are available from the National Institute of Standards and Technology. 
For those experimental values that are unavailable in the literature or handbooks, 
Gaussian03 programs were used to estimate them with good accuracy. Specific heat 
capacity values (J/K·mol) were calculated using the quicker and less expensive semi-
empirical AM1 method. Both experimental and calculated data are displayed in Table 
6.1.  
 
Table 6.1. DSC data and physical property values for various compounds. 
 
Compound name Molecular formula 
Molecular 
weight 
(g/mol) 
Heat 
capacity 
(J/K·mol) 
Heat of 
reaction 
(cal/g) 
Onset 
temperature 
(°C) 
Organic peroxides 
benzoyl peroxide C14H10O4 242  243  438  108  
t-butyl hydroperoxide C4H10O2 90  123  252  98  
cumene hydroperoxide C9H12O2 152  169  448  187  
dilauroyl peroxide C24H46O4 399  387  232  86  
di-tert-butyl peroxide (DTBP) C8H18O2 146  219  133  162  
methylethylketone peroxide C8H18O6 210  220  345  99  
Nitro compounds 
nitrobenzene C6H5NO2 123  186*  312  400  
2,4,6-trinitrotoluene C7H5N3O6 227  243*  1287  314  
2-nitroaniline C6H6N2O2 138  166*  485  341  
3-nitroaniline C6H6N2O2 138  159*  605  345  
4-nitroaniline C6H6N2O2 138  167*  601  347  
2-nitrotoluene C7H7NO2 137  172*  317  338  
3-nitrotoluene C7H7NO2 137  172*  260  361  
4-nitrotoluene C7H7NO2 137  172*  372  366  
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Table 6.1. Continued      
Compound name Molecular formula 
Molecular 
weight 
(g/mol) 
Heat 
capacity 
(J/K·mol) 
Heat of 
reaction 
(cal/g) 
Onset 
temperature 
(°C) 
Oximes 
benzaldoxime C7H7NO 121  126  410  236  
biacetylmonoxime C4H7NO2 101  122  220  159  
cyclohexanoneoxime C6H11NO 113  199*  527  207  
dimethylglyoxime C4H8N2O2 116  142  455  254  
Azo compounds 
azobenzene C12H10N2 182  229*  191  321  
azoxybenzene C12H10N2O 198  185  405  307  
Epoxy compounds 
2,3-epoxy-1-propanol C3H6O2 74  83  241  197  
1,2-epoxypropane C3H6O 58  125*  67  160  
Chlorides 
benzoyl chloride C7H5ClO 141  187*  481  190  
benzyl chloride C7H7Cl 127  182  269  172  
o-chlorobenzoyl chloride C7H4Cl2O 175  125  865  164  
2-amino-4-chlorophenol C6H6NClO 144  134  48  164  
2,6-dichlorobenzoyl chloride C7H3Cl3O 209  140  694  229  
2,4,5-trichlorophenol C6H3Cl3O 197  141  699  268  
1,3-dichloropropane C3H6Cl2 113  125*  81  243  
N-oxides 
pyridine-N-oxide C5H5NO 95  88  380  288  
γ-picoline-N-oxide C6H7NO 109  113  368  285  
picolinic acid N-oxide C6H5NO3 139  130  307  224  
trimethylamine N-oxide C3H12NO 75  98  213  202  
Hydrazine 
benzoylhydrazine C7H8N2O 136  144  259  260  
1,2-diformylhydrazine C2H4N2O2 88  99* 304  234  
2-hydroxyethylhydrazine C2H8N2O 76  95  251  240  
4-nitrophenylhydrazine C6H7N3O2 153  151  432  178  
 
* Heat capacity data are from the open literature, other heat capacity data are calculated 
by Gaussian03 programs. 
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3. Model Development 
In order to relate calorimetric data (To, –∆Hr) to activation energy and time to 
maximum rate, an unsteady state model in an adiabatic batch reactor was employed.108 It 
has been shown that such a model can fairly well relate calorimetric data with activation 
energy and is based on the following assumptions:109 
 The reaction system is assumed to be adiabatic, and therefore heat losses are 
negligible. 
 The mass and volume of the liquid phase remain constant (i.e. evaporation 
losses are neglected). The specific heat of the liquid is considered to be 
constant during the reaction. 
 A uniform temperature exists throughout the liquid phase. 
 The decomposition reaction is first order with concentration, therefore  
A Ar kC=                                                                                    (6.1) 
With these assumptions, the following heat balance can be written 
( )( ) 0
r A p
dTH r V mC
dt
∆ Φ− − + =                                         (6.2) 
where ∆Hr is the heat of reaction (kJ/mol), rA is the reaction rate (mol/m3·s), V is the 
reaction volume (m3), m and Cp are the mass (kg) and specific heat capacity (J/kg·K) of 
the chemical compound, respectively. Φ is the thermal inertia coefficient which is 
defined as 
p c pc
p
mC m C
mC
Φ
+
=                                                  (6.3) 
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where mc and Cpc correspond to the mass (kg) and specific heat of the container (J/kg·K). 
The thermal inertia coefficient is one of the most important parameters to insure that the 
calorimeter matches as close as possible to the chemical process.  
For typical industrial reactors, Φ is larger than but close to 1. However, to 
simplify the kinetic model, Φ = 1 will be chosen in this work, which is the worse case 
for a thermal runaway reaction. In this case of Φ = 1, all of the thermal energy released 
by the decomposition reaction will increase the temperature of the reacting system and 
accelerate the reaction. Combining equations 6.1 and 6.2 
r A
p
H kC VdT
dt mC
∆
Φ
−
=                                                (6.4) 
with Cp' = (m/CAV)Cp (Cp' is specific heat of the sample in J/mol·K) and Φ = 1, equation 
6.4 can be simplified as 
'
r
p
H kdT
dt C
−∆
=                                                      (6.5) 
According to Transition State Theory (TST), the rate constant k can be 
represented by 
exp( )aB Ek Tk
h RT
= −                                                  (6.6) 
where kB is the Boltzmann’s factor (J/K), h is Planck’s constant (J·s), Ea is the activation 
energy (kJ/mol), T is the absolute temperature (K) and R is the gas constant (J/mol·K). 
Substituting equation 6.6 into 6.5 
'
exp( )ar B
p
EH k TdT
dt C h RT
−∆
= −                                        (6.7) 
 83 
If the temperature at which the gradient of temperature with time (dT/dt) 
increases at the specified rate of 0.1 °C/min is taken as the onset temperature, activation 
energy can be calculated from equation 6.7. 
For a decomposition reaction with relative high activation energy, it has been 
shown that the adiabatic time to maximum rate (TMRad) can be approximated.110 
2
p
ad
a
C RT
TMR
qE
=

                                                (6.8) 
where q is the corresponding heat release rate (W/kg) at the temperature T, Ea is the 
activation energy (kJ/mol), and Cp is the specific heat of the reaction mass (J/kg·K). In 
this model the concentration decrease is neglected, so that the calculated TMRad is 
always shorter than the true adiabatic value and, thus, the difference is on the 
conservative side. The heat release rate is defined as  
( )( )r Aq H r V= −∆                                                   (6.9) 
It is also possible to estimate the heat release rate at any temperature T 
1 1
exp ( )ao
o
Eq q
R T T
 
= − 
 
 
                                           (6.10) 
where oq is the heat release rate (W/kg) at the onset temperature To. Therefore, the 
adiabatic time to maximum rate starting from the onset temperature can be estimated as  
2
p o
ad
o a
C RT
TMR
q E
=

                                                 (6.11) 
Combining equations 6.2, 6.9 and 6.10, the heat release rate is 
 o p
dTq C
dt
=                                                        (6.12) 
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Substituting equation 6.12 into 6.11 
2
( / )
o
ad
a
RTTMR
dT dt E
=                                                (6.13) 
For an onset temperature corresponding to dT/dt = 0.1 °C/min, the adiabatic time 
to maximum rate can be estimated from the onset temperature and the activation energy 
according to equation 6.13. It should be noted that the thermo-kinetic analysis mentioned 
above is at best approximate (especially for the calculation of TMRad). Therefore, the 
models do not apply in cases of multiple reactions (in a competitive consecutive reaction 
network) or catalysis reactions.  
 
4. Results and Discussion 
4.1 Correlations 
As pointed out above, if the temperature at dT/dt = 0.1 °C/min is taken as the 
onset temperature, both the activation energy and the adiabatic time to maximum rate 
can be estimated using equations 6.7 and 6.13. All data of onset temperature, activation 
energy, and adiabatic time to maximum rate
 
are summarized in Table 6.2.  
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Table 6.2. Summary of adiabatic time to maximum rate and activation energy. 
Compound name 
Heat of 
reaction 
(cal/g) 
Onset 
temperature 
(°C) 
Adiabatic time to 
maximum rate 
(min) 
Activation 
energy 
(kJ/mol) 
benzoyl peroxide 438  108  83  145  
t-butyl hydroperoxide 252  98  82  139  
cumene hydroperoxide 448  187  100  176  
dilauroyl peroxide 232  86  79  135  
di-tert-butyl peroxide 133  162  98  161  
methylethylketone peroxide 345  99  82  141  
nitrobenzene 312  400  147  256  
2,4,6-trinitrotoluene 1287  314  124  231  
2-nitroaniline 485  341  133  236  
3-nitroaniline 605  345  133  239  
4-nitroaniline 601  347  133  240  
2-nitrotoluene 317  338  133  233  
3-nitrotoluene 260  361  139  241  
4-nitrotoluene 372  366  139  245  
benzaldoxime 410  236  110  195  
biacetylmonoxime 220  159  96  162  
cyclohexanoneoxime 527  207  105  183  
dimethylglyoxime 455  254  114  202  
azobenzene 191  321  131  224  
azoxybenzene 405  307  125  223  
2,3-epoxy-1-propanol 241  197  103  177  
1,2-epoxypropane 67  160  100  156  
benzoyl chloride 481  190  101  177  
benzyl chloride 269  172  98  167  
o-chlorobenzoyl chloride 865  164  93  171  
2-amino-4-chlorophenol 48  164  100  160  
2,6-dichlorobenzoyl chloride 694  229  107  196  
2,4,5-trichlorophenol 699  268  115  212  
1,3-dichloropropane 81  243  116  191  
pyridine-N-oxide 380  288  121  216  
γ-picoline-N-oxide 368  285  121  214  
picolinic acid N-oxide 307  224  108  190  
trimethylamine N-oxide 213  202  105  178  
benzoylhydrazine 259  260  117  202  
1,2-diformylhydrazine 304  234  111  193  
2-hydroxyethylhydrazine 251  240  113  194  
4-nitrophenylhydrazine 432  178  98  173  
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Two correlations in equations 6.14 and 6.15 were developed based on the 
training set of 37 reaction hazards. Equation 6.14 shows the correlation between the 
onset temperature and the activation energy with an R2 value of 0.99. Figure 6.1 displays 
the onset temperature against the activation energy. 
                   To = 2.4953Ea – 247.7                                                 (6.14) 
The second correlation was based on the adiabatic time to maximum rate and the 
onset temperature, as shown below as equation 6.15 
TMRad = 0.2088To + 61.885                                             (6.15) 
This correlation also has an R2 value of 0.99. The detailed information of the 
time to maximum rate against the onset temperature is displayed in Figure 6.2. These 
equations and figures indicate that three thermo-kinetic parameters, To, Ea, and TMRad, 
are closely related to each other.  
The onset temperature can be approximately described as proportional to the 
activation energy. The adiabatic time to maximum rate is also proportional to the onset 
temperature. Therefore, a specific reaction hazard with high activation energy in the 
decomposition reaction will have relatively high onset temperature and the adiabatic 
time to maximum rate will be large, which means that the thermal risk of this reaction 
hazard is relatively lower.  
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Figure 6.1. A correlation between onset temperature and activation energy. 
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Figure 6.2. A correlation between adiabatic time to maximum rate and onset 
temperature. 
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According to equations 6.14 and 6.15, if the activation energy is known or can be 
estimated, then the onset temperature and the adiabatic time to maximum rate can be 
estimated. It is possible that the activation energy be estimated based on certain 
assumptions: 
 The reaction follows a radical mechanism. 
 The first step is the dissociation of the weakest bond, and the remaining steps 
are relatively fast.  
Thermal decomposition reactions of the nitro compounds111 or organic 
peroxides112 can be depicted as bond scission reactions. 
                                                
R  + NO2R-NO2
                                (6.16) 
RO-OR'           RO   + R'O
                              (6.17) 
Therefore, for these types of decomposition reactions (or any similar 
decomposition behaviors that have weakest bond broken), the bond scission reaction can 
be regarded as the rate-limiting step, and hence the activation energy can be estimated as: 
Ea = γp (BDE)                                                          (6.18) 
where γp is the positive transfer coefficient, BDE is the bond dissociation energy 
(kcal/mol) in the bond scission reaction, which can be calculated by Gaussian03 
programs. The BDE data for some nitro compounds were collected from the published 
article by Saraf et al., and shown in Table 6.3. The experimental activation energy of 
dicumyl peroxide,113 hydroxylamine,114 and t-butyl peroxy acetate (TBPA)115 were 
obtained from the previous literature. The onset temperatures are then predicted 
according to equation 6.14. As seen from Table 6.3, the average error percentages are 
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very small, and we can conclude that the predictions are reasonable and can be used to 
assess reaction hazards. The next section of this paper will show the thermal risk 
assessment of reaction hazards in detail.  
 
 
Table 6.3. Summary of experimental and predicted values of onset temperature. 
 
Compound 
Bond 
dissociate 
energy 
(kcal/mol) 
Predicted 
activation 
energy 
(kJ/mol) 
Onset 
temperature 
(°C) 
Predicted 
onset 
temperature 
(°C) 
Error 
(%) 
2-nitrotoluene 73.4 215 290 289 -0.4 
3-nitrotoluene 75.9 222 310 307 -1.0 
4-nitrotoluene 76.7 225 320 313 -2.2 
2-nitrobenzoic acid 66.4 194 270 238 -12.0 
3-nitrobenzoic acid 74.7 219 300 298 -0.6 
4-nitrobenzoic acid 76.5 224 310 311 0.4 
2-nitroaniline 80.1 235 280 338 20.6 
3-nitroaniline 76.5 224 300 311 3.8 
4-nitroaniline 80.9 237 310 344 10.8 
dicumyl peroxide — 147* 109 119 9.3 
hydroxylamine — 160* 139 152 9.0 
TBPA — 163* 160 159 -0.6 
 
* Experimental values are from the previous literature. 
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4.2 Thermal Risk Evaluation 
As we mentioned above, thermal risk is based on severity and probability. If 
these two parameters can be represented for a certain reaction hazard of chemical 
processes, thermal risk assessment of the reaction hazard is possible.  
The primary factors determining severities in chemical reactions are the energies 
that can be released in the reactions based on quantities of chemicals and the adiabatic 
temperature rise potentials. Typical decomposition thermal energies can lead to massive 
destruction even if they are only partially transformed into mechanical forms in a 
thermal runaway incident. Secondary effects, such as the release of toxic compounds, 
can significantly contribute to the overall degree of the severity. However, in this work 
we will not focus on toxic effects. Therefore, the heat of reaction, which is a measure of 
the energy release potential of a compound, will be used as a measure of the severity of 
the reaction. 
Probabilities of thermal runaway reactions are more difficult to evaluate. 
However, it is reasonable to consider their immediate consequences by referring to time 
scales of runaway scenarios, or the adiabatic time to maximum rate starting from the 
onset temperature. It is obviously that a failure mode that triggers a severe runaway 
reaction within a few minutes following the onset temperature is dangerous. Therefore, 
the adiabatic time to maximum rate will be used to represent the probability of runaway 
reaction occurrence. 
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4.2.1 Thermal Risk Index (TRI) 
In order to assess quantitatively a specific reactive hazard, it is necessary to 
define two parameters related to severity and probability. Di-tert-butyl peroxide (DTBP) 
is an extensively studied chemical116 for its thermally unstable and simple unimolecular 
first-order decomposition reaction in the gas phase. Therefore, DTBP is selected in this 
work as a reference compound to standardize the thermal risk index.  
The heat of reaction, –∆Hr = 133 cal/g, and the adiabatic time to maximum rate, 
TMRad = 98 min, for DTBP is used to define two dimensionless parameters and then 
estimate thermal reactivity risk. A ratio, β, as the amount of energy released by a specific 
substance to the energy released by DTBP is defined  
133
r
Hβ −∆=
                                                     (6.19) 
β is measurement of the severity of the reaction. The higher the value of β, more severe 
the chemical reaction is relative to the decomposition reaction of DTBP.  
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We can also define another ratio, ε, as the adiabatic time to maximum rate of 
DTBP to that of the substance. 
98
adTMR
ε =
                                                    (6.20) 
ε is measurement of probability of reaction occurrence. The smaller the value of ε, the 
safer the process is, because there is more time to make adjustments to avert a runaway 
reaction or to reduce the consequences.  
Because risk is the function of severity and probability, it may be expressed by 
these two parameters (although there are some other factors that may contribute to the 
risk): 
Risk = Severity × Probability                                  (6.21) 
Combining definitions (19), (20), and (21), the thermal risk of a specific 
substance relative to DTBP can be represented quantitatively by defining a thermal risk 
index (TRI) as follows 
98
133
r
ad
HTRI
TMR
β ε  −∆ = × = ×  
   
                              (6.22) 
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Table 6.4. Results of TRI and RHI rankings. 
Thermal risk index Reaction hazard index 
Compound name 
TRI value Ranking RHI value Ranking 
Overall 
ranking 
benzoyl peroxide 3.89  4 6.79  4  High 
t-butyl hydroperoxide 2.25  3 5.35  3  Medium 
cumene hydroperoxide 3.30  4 6.30  4  High 
dilauroyl peroxide 2.15  3 5.84  3  Medium 
di-tert-butyl peroxide 1.00  2 4.12  2  Medium 
methylethylketone peroxide 3.12  4 6.34  4  High 
nitrobenzene 1.56  2 4.56  2  Medium 
2,4,6-trinitrotoluene 7.65  4 7.72  4  High 
2-nitroaniline 2.70  3 5.76  3  Medium 
3-nitroaniline 3.36  4 6.22  4  High 
4-nitroaniline 3.32  4 6.11  4  High 
2-nitrotoluene 1.75  2 5.00  2  Medium 
3-nitrotoluene 1.38  2 4.65  2  Medium 
4-nitrotoluene 1.97  2 5.17  3  Medium 
benzaldoxime 2.74  3 6.07  4  High 
biacetylmonoxime 1.69  2 5.07  3  Medium 
cyclohexanoneoxime 3.70  4 5.69  3  High 
dimethylglyoxime 2.93  3 5.90  3  Medium 
azobenzene 1.07  2 4.34  2  Medium 
azoxybenzene 2.38  3 5.99  3  Medium 
2,3-epoxy-1-propanol 1.72  2 5.18  3  Medium 
1,2-epoxypropane 0.49  1 3.35  1  Low 
benzoyl chloride 3.52  4 6.10  4  High 
benzyl chloride 2.01  3 5.06  3  Medium 
o-chlorobenzoyl chloride 6.87  4 8.18  4  High 
2-amino-4-chlorophenol 0.36  1 3.63  1  Low 
2,6-dichlorobenzoyl chloride 4.79  4 7.75  4  High 
2,4,5-trichlorophenol 4.48  4 7.53  4  High 
1,3-dichloropropane 0.51  1 3.76  1  Low 
pyridine-N-oxide 2.31  3 5.96  3  Medium 
γ-picoline-N-oxide 2.24  3 5.71  3  Medium 
picolinic acid N-oxide 2.09  3 5.79  3  Medium 
trimethylamine N-oxide 1.49  2 4.75  2  Medium 
benzoylhydrazine 1.64  2 5.18  3  Medium 
1,2-diformylhydrazine 2.02  3 5.42  3  Medium 
2-hydroxyethylhydrazine 1.64  2 4.93  2  Medium 
4-nitrophenylhydrazine 3.25  4 6.48  4  High 
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The lower the value of TRI, the lower the thermal risk is due to a lower reactivity. 
The thermal risk index values for all 37 compounds are calculated according to equation 
6.22 and shown in Table 6.4. In this work, we assign thermal risk ranking values 
according to the rules as follows: 
1 for TRI < 1; 
2 for 1 ≤ TRI <2; 
3 for 2 ≤ TRI <3; 
4 for TRI ≥ 3 
Therefore, thermal risk rankings for all 37 reaction hazards are assigned and 
summarized in Table 6.4. 
 
4.2.2 Reaction Hazard Index (RHI) 
D. R. Stull has developed a ranking system, which is called the reaction hazard 
index (RHI), to establish the relative potential hazards of specific reactive chemicals.117 
The RHI relates the maximum adiabatic temperature (Tm) to the activation energy (Ea) of 
a decomposition reaction and is defined as 
10
30
m
m a
TRHI
T E
=
+
                                                    (6.23) 
where Ea is the activation energy (kcal/mol), and Tm is the maximum adiabatic 
decomposition temperature (K), which can be estimate as 
'
r
m o
p
HT T
C
−∆
= +
                                                     (6.24) 
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where To is the onset temperature (K), Cp' is the specific heat of the sample (J/mol·K), 
and ∆Hr is the heat of reaction (kJ/mol).  
The reaction hazard index values for all 37 reaction hazards are calculated and 
included in Table 6.4. The reaction hazard index relationship has a low value (RHI < 4) 
for relative low reactivity and high value (RHI > 6) for high reactivity. In this work, RHI 
rankings are assigned according to the rules as follows: 
1 for RHI < 4; 
2 for 4 ≤ RHI <5; 
3 for 5 ≤ RHI <6; 
4 for RHI ≥ 6 
Based on two ranking methods (TRI and RHI), overall rankings in low, medium 
and high are also provided in Table 6.4. The methods of TRI and RHI are consistent 
with each other and are useful for the preliminary thermal risk assessment of reaction 
hazards. However, we would like to stress here that the methods of TRI and RHI are 
only for giving a general and global classification, and experimental tests are necessary 
to obtain the further accurate information of chemical reactivity.  
 
5. Conclusions 
The thermal reaction hazards can be evaluated through the aid of calorimetry 
with related models. In this work, the kinetic model under adiabatic conditions for the 
first order reaction was developed and two simple correlations among onset temperature, 
adiabatic time to maximum rate, and activation energy were presented. The correlations 
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relate the main characteristics of the decomposition reactions with acceptable accuracy. 
If the activation energy is known or can be estimated, the onset temperature and the 
adiabatic time to maximum rate can be estimated. Both the heat of reaction and the 
adiabatic time to maximum rate can then be used to evaluate potential reaction hazards. 
To represent the thermal risk for a chemical substance, a method of thermal risk 
index (TRI) was defined by product of severity and probability relative to DTBP. 
Reaction hazard index (RHI) values were also calculated based on activation energy and 
maximum adiabatic temperature. The final ranking results of these two methods are 
consistent with each other. The analysis presented in this work has potential applications 
in process safety, loss prevention, and emergency response for thermally sensitive 
hazards.  
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CHAPTER VII 
CONCLUSIONS 
 
Evaluation of chemical reactivity in the chemical industry has attracted attentions 
of lots of researchers in the last few decades in anticipation of possible regulations. This 
work is intended to resolve some of the current runaway incident cases and advance 
reactive hazard assessment. Advanced methods of reactivity evaluation are primarily 
thermal analysis techniques and theoretical calculations or prediction, which are capable 
of providing overall thermodynamic and kinetic description. 
In this work, a combination of computational quantum chemistry methods, 
thermodynamic-energy correlations, and experimental analysis resulted in a better 
understanding of several reactive chemical systems. Methylcyclopentadiene (unsaturated 
hydrocarbons), hydroxylamine, and energetic materials systems have been successfully 
evaluated. The primary reaction pathways, reaction mechanisms and their 
thermodynamic/kinetic parameters have been determined as well. 
Computation quantum chemistry calculations together with experimental analysis 
focus on the most possible and most hazardous reactions. These detailed and advanced 
analyses should be required for more complex reactive systems. 
A thermal risk assessment or index based on TMR and -∆H, which can be 
obtained from calorimetric data or theoretical methods, was proposed to help recognize 
the more hazardous compositions. Some correlations to predict onset temperature and 
TMR using molecular modeling were explored. This method of thermal risk assessment 
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has significantly improved screening potential for identifying reaction hazards. When 
these findings were compared to the literature information, a great level of agreement 
and consistency existed. 
The area of reactive chemicals is still presenting unique challenges and this work 
has demonstrated that the application of theoretical and experimental levels of evaluation 
should be conducted in parallel to enhance the understanding of reaction chemistry. In 
this work, the focus was on evaluating single reactive systems. However, the work could 
be extended to mixtures of reactive systems based on the same principles of theoretical 
computational chemistry and experimental analysis. 
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