The quantum theory of light propagation in a Kerr medium is applied to describe changes in the polarization state of light. A number of purely quantum effects arising during the propagation are analyzed. Stokes operators and Pegg-Barnett formalism are used to describe the evolution of the polarization ellipse. The predictions of these approaches are compared, showing some striking differences in the quantum regime of small photon numbers.
I. INTRODUCTION
Recently the nonlinear interaction of a radiation Geld with a Kerr medium has attracted a great deal of attention. It is well known that when strong elliptically polarized light propagates through an isotropic nonlinear medium, the medium becomes birefringent, which results in the self-induced rotation of the polarization ellipse [1] .
This effect can be understood in terms of the classical behavior of field amplitudes; however, if quantum Huctuations are taken into account some new effects can occur, such as photon antibunching [2, 3] , squeezing [4] , or the generation of discrete superpositions of coherent states [5 -7] . In addition, a Kerr medium is a good candidate to perform quantum nondemolition measurements of the photon number [8] . So there is a growing interest in revealing those aspects of nonlinear propagation which are directly related to the quantum properties of the field.
The purpose of this paper is to describe the effects associated with the propagation of elliptically polarized light through a lossless Kerr medium. To this end, a two-mode description of the field is needed, although for circularly polarized light the problem can be reduced to a one-mode problem [9 -ll] , which is equivalent to the anharmonic oscillator model so widely studied [12] .
To discuss the phase properties of the field, we first need a convenient description of the phase at the quantum level. Unfortunately, until now there is not a completely accepted phase operator and a number of different solutions have been proposed [13 -15] . In this context, the propagation through a Kerr medium can be quite interesting since, even in the classical domain, it shows a nontrivial evolution of the phase, while the intensity corresponding to the circularly polarized amplitudes remains a constant of motion. Thus the propagation can be ascribed just to phase changes. The polarization state of the field can be described by the Stokes parameters, which are the expectation values of the corresponding Stokes operators when the quantum description of the field is used. These parameters are related to the phase difference of the two circularly orthogonal polarizations. Since they are directly measurable quantities, they can be used to define an operational way of measuring the phase difference. Moreover, a polar decomposition of these Stokes operators has been used recently to define a phase-difFerence operator [16, 17] .
On the other hand, the Hermitian phase formalism introduced by Pegg and Barnett [18] , which has received a lot of attention in recent years, allows a direct calculation of the mean values and variances of the phase for the two modes of the polarized light as well as their correlations. Its consequences for the problem at hand have been fully analyzed by Gantsog and Tanas [19] .
The main purpose of this work is to compare these two ways of evaluating the phase-difference changes during propagation.
We will show that their structure is quite similar but, while the Pegg-Barnett approach deals with a continuous phase difference, the other one takes values only on a numerable set, which brings about some differences for fields with a small number of photons.
II. DYNAMICAL EVOLUTION OF THE FIELD PROPAGATING IN A KERR MEDIUM

A. Summary of the classical results
The induced polarization in a Kerr medium can be written in the form [20] P = yE + A(E K*)E + B(E K) E", (2 1) where y is the linear susceptibility of the medium and A and B constants characterizing the nonlinearity.
In order to obtain the evolution of the Geld amplitudes of a plane wave of frequency w, we consider onedimensional propagation and thus express the electric field as 1050-2947/95/51(23/1634(10) n4~V (2.12) a~(t) = Ut(t)a~(O) U(t).
(2.13)
The evolution of the field amplitudes can be solved in terms of the unitary evolution operator U(t) exp ( -it H/6) +2R~zz(0)~')z za(0). (2 6) After replacing the time t by -w where 7 = n(w) z/c, to deal with propagation rather than a field in a cavity, we get (2 7) where IEI is the total intensity, P is the phase difference between the z~amplitudes and defines the azimuth of the polarization ellipse, and g describes the ellipticity parameter with the sign defining its handedness. These Stokes parameters are the more convenient characterization of the state of polarization of the Beld. In particular, the change in the phase difference can be obtained as fs2&
(t) = -arctan I- (2.8) 0si) Equation (2.6) gives then for the phase difFerence at any point z aa (z) = exp (zz azaa(0)aa(0) + azaa (0)aa (0) x a~(0).
(2.14)
The close correspondence can be seen between this quantum solution for the annihilation operators and the classical solution (2.6) (3 8) s"= (S"), (3.3) 
which has a special signiBcance in describing the classical limit of the system, and where In+, n ) is an eigenstate of both a+o+ and at a . It is easy to get [23] so = la+I'+ la-I' = lal',
here a, = ln, l exp(i(b, ), (b; being the classical phase of the state, lal is the total mean number of photons in the field, and g deBnes the ellipticity. It is evident that (3.5) 
The phase difference defined by (3.6) gives in this case 
iP~"~I y(n)) (3.19) where P = (t+ -P . It might be supposed that there is an operator decomposition corresponding to (3.12) . The quantum analog of the separation of a complex amplitude into a real part and a phase factor is a polar decomposition. So let us try to decompose the quantum Stokes operators S~= (Si + iS2)/2 in the form 1~4 (n) e'"+&-n+, n -n+, (3.2o) with r = 0, . . . , n. These states can be expressed in the number basis as S = EQS+S, S+ --Et QS S+. (3.i4) which translates the fact that in the classical domain the form of the polarization ellipse is independent of the intensity. Therefore we shall consider the polar decomposition (3.13) together with the condition (3.14).
Since the operator E commutes with the total number a+a+ + a a, we may rather study its restriction to each subspace Q having n quanta. Calling this restric- It is easy to see that IIS II~= S+ and therefore we must have IIEIIt = E~, (3.17) which is the expected action of the exchange operator on the exponential of the phase difference, even at the C. Pegg Of course it has no consequences when evaluating a periodic function of the phase difference, but for the phase di6'erence itself and its variance the situation is quite different. We must stress that, after the restriction to a 2' range, the mean value of the phase difference is not the difference of the mean values of the individual phases. Also, its variance cannot be obtained in terms of the variances and correlation of the one-mode phases. All this occurs due to the special character of this variable, and we can note that after the casting procedure the mean value and variance of the phase difference in the PeggBarnett formalism are closer to the ones obtained from the operator (3.22) .
As a clear and important example of this discussion, we can consider the situation when one of the modes is in a state of random phase (for example, lg+, n ) where g+ is arbitrary). It can be seen that its phase-difference probability distribution is uniform (because if one of the phases is random it seems that its difference with another one must also be random no matter how much the second one fluctuates) and time independent when the evolution is given by the Hamiltonian (2.11). So the mean value of any function of the phase difference is constant all through the propagation in the Kerr medium. However, each phase evolves differently when it is considered individually according to the Pegg-Barnett approach. In Fig. 1 (4pB) = dp'P2 (p) p, (3.29) oo n (-)= ) ) n=0 +, ' -0 where P2 is the Pegg-Barnett phase probability distribution cast to the 2' interval. In a similar way, the mean value of the cosine of the phase difference is x ln+, n -n+)(n+, n -n+l (4 1) (cos 4?pB) = dP P2 (P) cos P. (4.4) integral. This is tantamount to neglecting the discrete character and assuming a continuous one. A requirement to justify this replacement is that the mean values must involve only high n terms in the summations; that is, when we are in the regime of high total photon numbers. This does not mean that both modes are highly excited, because this condition can be reached when only one of the modes is intense. On the other hand, we should expect difFerences in the regime where the discrete character becomes noticeable; that is, in the limit of small total photon numbers. As long as the total photon number is conserved by the evolution operator, if one of these conditions is satisfied initially, it is also satisfied all through the propagation in the Kerr medium. According to this, we can expect similar results &om both approaches in the limit of high photon numbers, as is shown in Fig. 2 , where the initial state is a coherent one with~n +~= 6 and~n~= 1. It can also be seen how the mean values and variances refiect the randomization of the phase difFerence. It can be checked that appreciable oscillations in the variances occur when we are in conditions to observe the appearance of macroscopically distinguishable states or Schrodinger cat states [6, 7] . This discussion concerning their similarity in this limit can also be done in terms of the phase-difFerence proba- for the phase operator (3.22) , where in the sum n and r run only over those values for which (4.5) We can see again that their structure is quite similar, but while the first probability distribution is a function of the continuous variable P, the second one can only take values difFerent &om zero over a dense numerable set. So their form should look difFerent, as is shown in Fig. 3 , and this occurs in this case despite the fact that we are in the same limit of high photon numbers.
However, their common structure and the agreement of mean values just shown tell us that somehow they must be very close in this limit. To see more clearly how they can lead to the same results we can look at the P axis with a finite resolution, dividing the whole range into intervals of the same length, and adding the points falling in the same (small but Rnite) interval. This smoothing procedure is actually done when we take the mean value (a) Probability distribution cast to the interval 2vr for the Pegg-Barnett phase diiference. (b) Discrete probability distribution for the phase-difFerence operator (3.22) .
of a slowly varying function of the phase diKerence. It also could be considered as the efFect of the always Bnite resolution of a measuring device. After this handling we get some effective phase distribution in Fig. 4 (in which we have divided the whole range into 14 intervals) that looks closer to the Pegg-Barnett distribution. For higher photon numbers the length of the intervals needed to get a smoothed phase distribution closer to the Pegg-Barnett one is correspondingly less.
In the other limit of small total photon number it is clear that the discrete character will establish the differences between the two approaches. In Fig. 5 we have plotted the time evolution when the initial state is coherent with~o+~2 = 1 and~n~2 = 0.25. We can see that, although they have diferent values, both curves follow the same qualitative behavior, despite the fact that they should have diferent properties in this regime.
It is easy to see that 0. Fig. 2 but now in the quantum regime of small photon numbers:~n +~= 1 and~n~= 0.25. is constant in the evolution, the differences between the exponential of the phase difference (and, in particular, the cosine) reduce to a constant for both approaches (as is clearly seen in Fig. 6 ). This constant tends to zero in the limit of high photon numbers.
It It is evident that the evolution is 2' periodic in w(rz -Kq), and so will be the corresponding probability distribution function, regardless of the discrete or continuous character of the P variable. However, due to the 2'-periodic character of all these variables, the probability distribution corresponding to (0, P) cannot be obtained simply by putting (A4) into (A2). Note that in (A3) it seems that the range of (0, P) should be a 4vr interval, or, equivalently, that (A4) is not compatible with the 2m periodicity. Then the substitution of (A4) into (A2) must be followed by a procedure casting 0 and P into 2m ranges. To do so one has to deal very carefully with the regions for all these phases. The reason is that the same mod(2n) value for (0, P) is obtained from two different values of (P+, P ); specifically, we will get the same (0, P) f'rom (P+, P ) and (P+ + vr, P + 7r) [this last pair must be understood as mod (2') ]. So to obtain the probability for the (0, P) values we must add the probabilities corresponding to individual phases (P+, P ) [24] ).
Then we can impose the requirement In our case we are interested not in the phase of each mode but in the phase difference, which is the relevant variable in a lot of two-mode problems. So we can ask for the probability distribution function corresponding to the phase-sum and phase-difference variables 
