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a b s t r a c t
An (r, g)-cage is an r-regular graph of girth g of minimum order. We prove that all (r, g)-
cages are at least ⌈r/2⌉-connected for every odd girth g ≥ 7 bymeans of amatrix technique
which allows us to construct graphs without short cycles. This lower bound on the vertex
connectivity of cages is a new advance in proving the conjecture of Fu, Huang and Rodger
which states that all (r, g)-cages are r-connected.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
We only consider undirected simple graphs without loops or multiple edges. Unless otherwise stated, we follow [1] for
basic terminology and definitions. Let G stand for a graph with vertex set V = V (G) and edge set E = E(G). A graph G is
called connected if every pair of vertices is joined by a path. A vertex cut in a graph G is a set X of vertices of G such that
G − X is disconnected. Every graph G different from a complete graph has a vertex cut. The vertex connectivity κ(G) of a
noncomplete graph G is the minimum cardinality of a vertex cut. A noncomplete graph is said to be k-connected if κ(G) ≥ k.
The set of vertices adjacent to a vertex v is denoted byN(v), the degree of a vertex v is deg(v) = |N(v)|, and theminimum
degree δ = δ(G) is the minimum degree over all vertices of G. A graph is called r-regular if every vertex of the graph has
degree r . The length of a shortest cycle in a graph G is called the girth of G. An r-regular graph with girth g is called an
(r, g)-graph. An (r, g)-graph is said to be an (r, g)-cage if it has the least possible number of vertices.
Cages were introduced by Tutte [2] in 1947. In 1963, Erdös and Sachs [3] proved that (r, g)-cages exist for any given
value of the pair (r, g). Since then, a large amount of the research on cages has been devoted to their construction. For more
information on this problem see the survey byWong [4], or the survey by Holton and Sheehan [5], or themore recent one by
Exoo and Jajcay [6]. A basic structural property of a graph is its connectivity. Concerning the connectivity of cages, Fu et al.
proved that (r, g)-cages are 2-connected [7]. In addition they posed the following conjecture.
Conjecture 1.1 ([7]). Every (r, g)-cage is r-connected.
This conjecture is clearly true for g = 3, 4 because (r; 3)-cages are complete graphs and (r; 4)-cages are complete
bipartite graphs. Further, this conjecture has been shown to hold for all r ≥ 3 where r − 1 is a prime power and
g = 5, 6, 7, 8 [8], and for g = 11, 12 [9], and also, when r = 3, 4 for all g ≥ 3 [10,7,11–13]. Later, Lin et al. [14] proved that
every (r, g)-cage with r ≥ 3 and odd girth g ≥ 7 is √r + 1-connected. Later Lin et al. [15] proved that every (r, g)-cage
with r ≥ 3 and even girth g ≥ 6 is (t + 1)-connected, t being the largest integer such that t3 + 2t2 ≤ r . These results have
recently been improved by Lu et al. [16]. These authors have proved that every (r, g)-cage with r ≥ 3 and odd girth g ≥ 9
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is

r +√r − 2

-connected; and every (r, g)-cage with r ≥ 3 and even girth g ≥ 10 is t-connected, t being the largest
integer such that t(t − 1)2/4+ 1+ 2t(t − 1) ≤ r .
In this work, we improve all the above results for odd girth, proving that every (r, g)-cage is ⌈r/2⌉-connected for g ≥ 7
odd by means of a matrix technique which allows us to construct graphs without short cycles.
2. Results
The distance d(u, v) between two vertices of the graph is the length of a shortest path between u and v. For w ∈ V and
S ⊂ V , d(w, S) = dG(w, S) = min{d(w, s) : s ∈ S} denotes the distance in G between w and S. For every S ⊂ V , and every
nonnegative integer r ≥ 0,Nr(S) = {w ∈ V : d(w, S) = r} denotes the neighborhood of S at distance r . Given S ⊂ V , the
subgraph induced by S is denoted by G[S]. In order to prove our result, we need some known results which are gathered
together in the following theorem.
Theorem 2.1. Let G be a graph with girth g and minimum degree δ. Assume that S is a cutset with cardinality |S| ≤ δ − 1. Let
C be any connected component in G− S. The following assertions hold:
(i) ([17–20]) There exists some vertex x ∈ V (C) such that d(x, S) ≥ ⌊(g − 1)/2⌋.
(ii) ([21]) Consider the set
FC = {x ∈ V (C) : d(x, S) ≥ ⌊(g − 1)/2⌋}.
Then FC is nonempty and the induced subgraph G[FC ] has minimum degree δ − |S|.
From now on we will use FC introduced in Theorem 2.1(ii) to denote the set of vertices in C which have distance at least
⌊(g−1)/2⌋ to a minimum cutset S such that |S| ≤ δ−1. Further, a key point for proving our result is the Girth Monotonicity
Theorem, established by Erdös and Sachs [3], and also by Holton and Sheehan [5], and Fu et al. [7].
Theorem 2.2 (Girth Monotonicity Theorem [3,7,5]). Let r ≥ 2, 3 ≤ g1 < g2 be integers, and let n(r; gi) be the order of an
(r; gi)-cage, i = 1, 2. Then n(r; g1) < n(r; g2).
Theorem 2.3. Let G be an (r, g)-cage, for r ≥ 3, g ≥ 7 odd. Then G is ⌈r/2⌉-connected.
Proof. Let G be an (r, g)-cage. We know that G is 3-connected [7,11], so the theorem is true for r = 3, 4, 5, 6. Suppose that
G has vertex connectivity κ with κ ≤ ⌈r/2⌉ − 1.
Consider the setK of all cutsets of G having cardinality κ . For every K ∈ K , let CK denote a smallest component of G−K .
Take S ∈ K satisfying |V (CS)| ≤ |V (CK )| for every K ∈ K . Then,
|N(s) ∩ V (CS)| ≥ 2, for all s ∈ S.
Indeed, suppose N(s)∩ V (CS) = {v} for some s ∈ S. Then the set K = {v} ∪ (S− s) is a cutset belonging toK and satisfying
|V (CK )| < |V (CS)|, contradicting the definition of S.
From now on we will denote CS by C .
By Theorem 2.1(i), there exists a vertex u ∈ V (C), such that d(u, S) ≥ (g− 1)/2; and from Theorem 2.1(ii), the subgraph
G[FC ] has minimum degree r − |S| = r − κ ≥ r − ⌈r/2⌉ + 1 = ⌊r/2⌋ + 1 ≥ κ + 1.
Let U = {u1, . . . , uκ , uκ+1} ⊂ N(u) ∩ FC and consider the subgraph
G1 = G[(V (C)− u− U) ∪ S] − E[S] (1)
where E[S] denotes the set of edges joining vertices in the cutset S. Let
Ω = (N(u)− U) ∪

κ+1
i=1
N(ui)− u

. (2)
Notice that the vertices inΩ ∪ S satisfy:
dG1(w, v) ≥ g − 4 for everyw, v ∈ Ω.
dG1(s, t) ≥ 2 for every s, t ∈ S.
dG1(w, S) ≥ (g − 1)/2 for everyw ∈ Ω ∩ FC ;
dG1(w, S) = (g − 3)/2 for everyw ∈ Ω \ FC .
(3)
As a consequence, every vertex in G1−Ω − S has degree r in G1, every vertex inΩ has degree r − 1 in G1, and every vertex
s ∈ S has degree |N(s) ∩ V (C)| in G1.
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We will construct an r-regular graph with girth at least g by using two copies of the subgraph G1 as defined by (1). The
order of the resulting graph will be
2|V (G1)| = 2(|V (C)| − κ − 2+ |S|) = 2|V (C)| − 4 < |V (G)|;
the strict inequality due to C is a smallest component of G − S. Thus we will have constructed an (r, gˆ)-graph with gˆ ≥ g
and fewer vertices than the number of vertices of the original graph G. Since G was assumed to be an (r, g)-cage, we will
obtain a contradiction by Theorem 2.2.
Let G′1 be a copy of the subgraph G1. In G
′
1, the corresponding sets of interest will be denoted by U
′, Ω ′, C ′, and S ′. We
must add the necessary edges betweenΩ ∪ S and its copyΩ ′ ∪ S ′ in order to get regularity. The idea is that every vertex s
in S will be matched with a vertex u′i in U ′ and then connected to the appropriate neighbors of the vertex u
′
i . Next, the proof
continues describing the construction.
2.0.1. Introducing matrices for adding edges
In what follows we denote S = {s1, . . . , sκ}.
Remark 2.1. |N(ui) ∩ N(g−3)/2(sj)| ≤ 1 for all ui ∈ U and all sj ∈ S.
Proof. This is clear because if dG1(v, sj) = dG1(v′, sj) = (g − 3)/2 for v, v′ ∈ N(ui), v ≠ v′, then the cycle ui, v, . . . ,
sj, . . . , v′, ui has length less than g which is a contradiction. 
Let ui ∈ U . If dG1(v, S) = (g − 3)/2 for some v ∈ N(ui), let m = min{j : d(v, sj) = (g − 3)/2} and label v := ui,m. The
remaining labels are distributed arbitrarily among the neighbors v of ui which clearly satisfy dG1(v, S) ≥ (g − 1)/2. Thus,
N(ui) = {ui,1, ui,2, . . . , ui,r = u} where the vertices ui,j for κ + 1 ≤ j ≤ r − 1 are arbitrarily chosen and eventually some j
for 1 ≤ j ≤ κ has also been arbitrarily chosen. Remark 2.1 allows us to define a matrix which will play an important role in
the proof of our main result.
LetM = (aij) be a matrix of order (κ + 1)× κ defined as follows:
aij =

l if dG1(ui,l, sj) = (g − 3)/2;
0 otherwise. (4)
Note that aij ≤ j ≤ κ , and if aij = lwith l < j and ail ≠ 0, then ail = l.
By way of example suppose thatM = (aij) is such that aij = j. This means that dG1(ui,t , sj) ≥ (g − 1)/2 for all t ≠ j and
dG1(ui,j, sj) = (g − 3)/2.
2.0.2. Completing the degrees of the vertices si without creating short cycles
Let ηj(M) = |{i : aij ≠ 0 for aij ∈ M}|. When there is no possibility of confusion we may omit M and simply write ηj.
For all ui,j ∈ N(ui), uh,j ∈ N(uh), i ≠ h, we have N(g−5)/2(ui,j) ∩ N(g−5)/2(uh,j) ∩ N(sj) = ∅ because of the girth, yielding
|N(sj)∩ V (C)| ≥ ηj. Hence, for each vertex sj we need to add r − |N(sj)∩ V (C)| ≤ r − ηj edges to complete its degree. Also,
since |N(sj) ∩ V (C)| ≥ 2 because of the minimality of C , we know that r − |N(sj) ∩ V (C)| ≤ r − 2, even though ηj = 0.
Suppose that sk ∈ S has been associated to uh ∈ U , and then some appropriate edges joining the vertex sk with
u′h,t and s
′
k with uh,t have been added to the graph G1 ∪ G′1 to complete the degree of the vertices sk and s′k. Let Lhk ⊆
{−1,−2, . . . ,−(r − 1)} be a set of labels such that for each −t ∈ Lhk , the edges sku′h,t and s′kuh,t have been added to the
graph G1 ∪ G′1. Therefore |Lhk| = r − |N(sk) ∩ V (C)|. Let M = (aij) be the matrix obtained fromM = (aij) as follows:
aij = {aij} ∪Lij if sj ∈ S is matched with ui ∈ U;aij otherwise.
Note that M has exactly one set-entry of the form {aij} ∪Lij in each column j and in each row i except for one row. ByLij(M)
wewill denote theLij corresponding to thematrix M . In the following claimwe establish which requirements should satisfyM to guarantee that after adding the edges indicated by the setsLij the resulting graph will have girth at least g .
Claim 1. Given any matrix M suppose that if h ∈ aij, then−h ∉ Lij. Further suppose that M is free of any −i ij −j submatrix,
where i, j ∈ {1, 2, . . . , κ} ∪ {−1,−2, . . . ,−κ}, i ≠ j, both with the same sign. Let W be the corresponding new added edges.
Then the graph G1 ∪ G′1 ∪W has girth at least g and degrees {r − 1, r}.
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Proof. Otherwise suppose that the graph G1 ∪ G′1 ∪ W has girth less than g . A cycle of length less than g must contain
an even number of new edges joining G1 with G′1, say sju
′
i,t and s
′
kul,h, in such a way that dG1(ul,h, sj) = (g − 3)/2 and
dG′1(u
′
i,t , s
′
k) = (g − 3)/2. Thus−t ∈ Lij,−h ∈ Llk by the definition of the setsLij, and alj = h, aik = t by (4).
Therefore, if j < k and i < l, then M contains the submatrix −t th −h, contradicting the hypothesis of the claim. If j = k
then t = aik = aij, implying that t,−t ∈ aij, contradicting the hypothesis. Further, if i = l then j = k because no two
Lij and L
l
k are located in the same column or the same row. Hence we again obtain a contradiction. Therefore the graph
H = G1 ∪ G′1 ∪W has girth at least g and degrees {r − 1, r} because all vertices sj, s′j have degree r in H , and the vertices in
Ω ∪Ω ′ (see (2)) that were not used to complete the degree of sj and s′j have degree r − 1. 
In what follows we will say that the matrixM is solved if we find M satisfying the conditions of Claim 1. The matrix M will
be said to be a solution ofM . SetL∗ = {−(κ + 1), . . . ,−(r − 1)}.
Remark 2.2. Let M be such that ηj(M) = κ + 1 for all j = 1, . . . , κ . Then |N(sj) ∩ V (C)| ≥ ηj = κ + 1 meaning that for
each vertex sj we need to add r − |N(sj)∩ V (C)| ≤ r − κ − 1 edges to complete its degree. HenceLij can be taken to satisfy
Lij ⊂ L∗, i, j = 1, . . . , κ , yielding a matrix M that clearly satisfies Claim 1. Thus M is a solution forM .
Remark 2.3. LetM = (aij) be such that aij = 0 for all i ≠ i1, i2, and suppose that i1 ≠ κ + 1. A solution forM is M = (aij)
where for all t ≠ i2, att = {att} ∪ ({−1, . . . ,−κ} \ {−h}) ∪ L∗ with h = ai1i1 if t = i1 and ai1 i1 ≠ 0, or h = t otherwise. If
i2 ≠ κ + 1, thenaκ+1,i2 = ({−1, . . . ,−κ} \ {−i2}) ∪L∗; and aij = aij otherwise.
By way of example suppose thatM =
1 2 3
0 0 0
0 2 3
0 0 0

, i.e., κ = 3 and r ≥ 7. By Remark 2.3, a solution forM is
M =
{1} ∪ {−2,−3} ∪L
∗ 2 3
0 {−1,−3} ∪L∗ 0
0 2 3
0 0 {−1,−2} ∪L∗
 .
In the following claimwe prove that anymatrixM(κ+1)×κ can be solved by solving another matrixM ′(κ+1)×κ such that it only
differs fromM(κ+1)×κ in its zero entries.
Claim 2. Let M = (aij) and suppose that ai0j0 ≠ 0. Let M ′ = (a′ij) be such that
a′ij =

0 if i = i0, j = j0;
aij otherwise;
andM ′ is a solution of M ′. Then a solution M to M can be obtained fromM ′.
Proof. LetM ′ = (a′ij) and denote by M = (aij) the solution forM we are looking for.
First suppose thata′i0j0 ≠ 0. Since by hypothesis a′i0j0 = 0, it follows thata′i0j0 = Li0j0(M ′). In this case we define aij = a′ij
for all (i, j) ≠ (i0, j0) and
ai0j0 =
a′i0j0 \ {−ai0j0} if − ai0j0 ∈ a′i0j0;a′i0j0 \ {−t} for some − t ∈ a′i0j0 if − ai0j0 ∉ a′i0j0 .
Second, suppose a′i0j0 = 0. Then there exists i1 ≠ i0 such that a′i1j0 = {ai1j0} ∪ Li1j0(M ′), and there exists j1 ≠ j0 such thata′i0j1 = {ai0j1} ∪Li0j1(M ′). In this case we define aij = a′ij for all (i, j) ∉ {(i0, j0), (i1, j0)},ai0j0 = ai0j0 and
ai1j0 =
a′i1j0 \ {−ai1j1} if − ai1j1 ∈ a′i1j0;a′i1j0 \ {−t} for some − t ∈ a′i1j0 if − ai1j1 ∉ a′i1j0 .
It is not difficult to check that M (the solution forM) satisfies the conditions of Claim 1. 
Now we are ready to construct a graph G1 ∪ G′1 ∪W like the one given by Claim 1. LetM = (aij) be the matrix given by (4).
Let us consider the matrix M0 = (a0ij) such that a0ij = aij, i = 1, 2, and a0ij = 0 otherwise. To solve M0 we use Remark 2.3.
Then we solve the matrix M by replacing one zero entry a0ij = 0 from M0 by the corresponding aij ≠ 0 from M applying
Claim 2 recursively, until reaching a matrixMp = M , which is solved byMp.
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By way of example suppose thatM =
1 1 3
1 2 2
1 0 0
0 2 3

, i.e., κ = 3 and r ≥ 7. Then:
M0 =
1 1 31 2 20 0 0
0 0 0
 M0 =
{1} ∪ {−2,−3} ∪L
∗ 1 3
1 2 2
0 0 {−1,−2} ∪L∗
0 {−1,−3} ∪L∗ 0

M1 =
1 1 31 2 21 0 0
0 0 0
 M1 =
{1} ∪ {−2} ∪L
∗ 1 3
1 2 2
1 0 {−1,−2} ∪L∗
0 {−1,−3} ∪L∗ 0

M2 =
1 1 31 2 21 0 0
0 2 0
 M2 =
{1} ∪ {−2} ∪L
∗ 1 3
1 2 2
1 0 {−1,−2} ∪L∗
0 {2} ∪ {−1} ∪L∗ 0

M3 =
1 1 31 2 21 0 0
0 2 3
 M3 =
{1} ∪ {−2} ∪L
∗ 1 3
1 2 2
1 0 {−1} ∪L∗
0 {2} ∪ {−1} ∪L∗ 3
 .
In this way we construct a graph H = G1 ∪ G′1 ∪W of girth at least g and degrees r − 1, r . To finish the proof, note that the
only vertices having degree r − 1 in H are the vertices in (Ω ∪Ω ′) \ NH(S ∪ S ′). Observe that for allw ∈ Ω and v′ ∈ Ω ′ of
degree r − 1 in H there exists (in H) a path joining these two vertices, namely,w · · · sju′i,t · · · v′ at distance
dH(w, v′) ≥ dG1(w, sj)+ 1+ dG′1(u′i,t , v′) ≥ (g − 3)/2+ 1+ g − 4 ≥ g − 1,
due to (3) and because by hypothesis g ≥ 7. Therefore we construct an (r, g)-graph by adding toH amatching joining every
vertex Ω \ NH(S ∪ S ′) with its homologue in Ω ′. This new (r, g)-graph has fewer vertices than G which contradicts the
Monotonocity Theorem.
Hence we conclude that κ ≥ ⌈r/2⌉. 
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