To improve the accuracy of sentence similarity computation in automatic question answering system for restricted domain, this paper proposed a new TextRank-RD algorithm based on vector space model. The algorithm assigns the node an initial value based on three factors: whether the domain dictionary contains the word, whether the word is a none, the position of the word. And it uses a weighted graph model that assigns weights according to the importance of nodes rather than an unweighted graph model that assigns weights equally. The experimental results show that the algorithm improved the accuracy of sentence similarity calculation compared with the TF-IDF algorithm based on vector space model, and this has important significance to improve the efficiency of the automatic question answering system for restricted domain.
Introduction
Answering students' doubts is a very important part of the teaching process. At present, many experts in the field of Natural Language Processing are studying the system to help this link, and the intelligent question answering system is an achievement. It allows students to ask questions in natural language, and provides students with concise and accurate answers, which enriches the way teachers and students communicate. Using this system is not subject to time and space constraints, which can help improve learning efficiency. The FAQ library keeps questions and corresponding answers often asked by students. We calculate the similarity between the students' input questions and the existing questions in the FAQ library, and return the answer of the question with the highest similarity. The FAQ library eliminates the complicated process of problem understanding, information retrieval and answer extraction, and improves efficiency. It is an important part of the intelligent question answering system. The similarity calculation effect between the questions entered by the student and the questions in the FAQ library will directly affect the accuracy of the system, and improve the computational effect of sentence similarity can make the accuracy of the search greatly improved. At present, there are many researches on sentence similarity computation, and the TF-IDF algorithm based on vector space model [1] is a famous one. It uses the TF-IDF algorithm to weight the words and express the statements as vectors in the vector space model, and then transforms the similarity calculation between the text contents into the vector similarity calculation in the vector space. But the method is based on word frequency to weight the words, which is not good for short texts. While the questions in the FAQ library are mostly short text, and the effect of the question answering system for restricted domain is much better than that for open domain. Therefore, this paper proposes a method of sentence similarity computation for restricted domain, it uses the TextRank algorithm to weight the words and improves the voting formula.
Related Research
The vector space model can transform the similarity calculation between the text contents into the similarity calculation between the vectors in the vector space, it uses the similarity of vectors in space to express the similarity between sentences [2] . The TF-IDF method based on the vector space model is the most classical sentence similarity algorithm, it mainly uses the word frequency to calculate the similarity, which is a statistical method. In Natural Language Processing, the vector space model is often used to measure whether two words or two sentences are similar. TF-IDF is a statistical method that is used to evaluate the importance of a word in one file set. The importance of the word is proportional to the number of times it appears in the document, but it is inversely proportional to the frequency it appears in the corpus [3] . The main idea of TF-IDF is--If a word or phrase appears in an article at a high frequency and is rarely present in other articles, it is considered that the word or phrase has a good ability of distinction and is suitable for classification [4] . TF indicates the frequency of the word appears in a document. The main idea of IDF is that if the number of documents containing the entry t is less, that is, the smaller the n, the larger the IDF, the better the ability of t to distinguish the document.
To sum up, the more times a word appears in a document, and the less times the word appears in other documents (that is, only a few documents containing the word), indicating that the word is important for this document and has a strong classification ability.
After dividing a sentence into words, using TF-IDF to weight the words, we can turn the statement into a vector, and the statement similarity calculation can be converted into the calculation of the angle between the vectors. However, compared with the document, the length of the sentence is relatively short, the number of words is also very small, so the effect of the TF-IDF method which uses the word frequency to calculate statement similarity will be affected. Therefore, this paper considers using the TextRank algorithm to weight the words.
Both the TextRank [5] and the TF-IDF algorithm implement the keyword extraction by weighting the word, and the weight of the word indicates the importance of it to the statement. Obviously, the closer the power of the words that the two sentences contain, the greater the similarity is. Therefore, improve the accuracy of TextRank algorithm can improve the results of sentence similarity. At present, there are many researches of the TextRank algorithm. Li Guangyi and Wang Houfeng proposed a TextRank algorithm based on domain knowledge, they improved the performance of the algorithm by introducing known keywords as domain knowledge into the algorithm [6] . And Lu Wei, Cheng Qi Kai used the co-occurrence frequency between words as the weight of the side to build a weighted network to improve the accuracy of the algorithm [7] .Yu Shan Sha, Su Jing Dian improved the accuracy and reduced the recall rate by introducing information such as title, paragraph, special sentence, sentence position and length into the TextRank [8] .Based on the previous research, this paper proposes a TextRank-RD algorithm based on vector space model. We introduce three factors which are whether the word is in the domain dictionary, whether the word is a noun and its position into the TextRank algorithm, and improves the iterative formula to make the final result of the similarity calculation better.
Research and Design
In the TF-IDF algorithm based on the vector space model, the word is weighted by the TF-IDF algorithm when the text is transformed into the vector in the vector space model. Both TextRank algorithm and TF-IDF algorithm can be used for keyword extraction, and when dealing with short text, TxetRank algorithm is better than TF-IDF algorithm. And obviously the better the effect of keyword extraction, the better the result of the similarity degree calculation. Therefore, this paper uses the TextRank algorithm to calculate the word weight to complete the transformation of the sentence to the vector.
The TextRank algorithm is derived from PageRank, which is used to generate keywords and abstracts for text. PageRank was originally used to calculate the importance of web pages, and its basic idea is that the importance of a web page depends on the number of pages linked to it and the importance of these pages. The main contribution of the TextRank algorithm is to extend the basic idea of PageRank to the field of text processing, it treats the basic constituent elements (words or sentences) of the text as points, treats the links between them as edges, then divides the text into the basic unit, and set a window, the window of the units will vote each other, just like mutual links between the pages. So that we can create a graph model and the we can calculate the weight of the nodes according to the iterative formula.
TextRank's graph model can be expressed as G=(V,E),V is the node set, E is the edge set, and E is the subset of V  V, then the iterative formula for TextRank is: is the Damping Factor, we generally set it to 0.85. The original literature did not take into account the attributes of the words themselves when using the TextRank algorithm to calculate the weight of words in keyword extraction. The initial weights of all words are assigned 1, and the weights of all sides are assigned 1. It uses an unweighted graph model which the word nodes are equally weighted. Thus, the formula for TextRank becomes:
Suppose the node 1 v is connected to 2 v ,and the node 1 v is connected to 3 v ,according to the above formula, the weight of the node 1 v is uniformly passed to the node 2 v and 3 v , irrespective of the weights of the node 2 v and 3 v .However, obviously, the greater the importance of a word, the more it can represent the statement, then when iterating for weights, it should be assigned more weights from neighboring nodes. Therefore, this paper improves the iterative formula of TextRank, and proposes a TextRank-RD algorithm for the computation of restricted domain similarity. The algorithm assigns an unbalanced initial value to each node, and assigns weights according to the importance of nodes when iterating. The iterative formula of TextRank-RD algorithm is as follows:
i w is the weight of node i v before this iteration. When an unbalanced initial value is assigned to each node, the initial value is determined by the following three factors: 1) Whether the word is in the domain dictionary: This paper performs statement similarity calculation for a specific domain, the field dictionary contains some proprietary words in this field, these words are usually key words, can characterize statements well. Therefore, if words are in field dictionaries, their initial weights should be increased.
2) Word position: It is unfair to the words that at the first and the end of the sentence when the TextRank is voting. Because there is no word on the left of the word that at the first of the sentence to vote for it, and there is no word on the right of the word that at the end of the sentence to vote for it.
For example, assume that a statement is made up of   , , w w w is all a window, 1 w and 3 w in the first window, 3 w and 4 w in the second window will all vote on 2 w ,and 1 w has only 2 w and 3 w in the first window to vote on it, this is clearly unfair to 1 w ,the word n w that at the end of the sentence is the same. However, the words at the beginning and the end of the sentence are often more important. Therefore, this article will give more initial weights to the words at the head of the sentence and at the end of the sentence.
3) Part of speech. In a sentence, nouns indicate the names of people, things, places, or abstract things, it is used as the subject or object in the sentence. Nouns contain more information [9] , often as keywords. Thus, this article assigns greater initial weights to words that are nouns.
The detailed steps of the TextRank-RD algorithm based on the vector space model that proposed in this paper are described as follows: 1) Text preprocessing. The text preprocessing mainly includes the word segmentation, part of speech tagging, retains important parts of speech, removes the stop word. First of all, using the Chinese Academy of Sciences NLPIR Chinese word segmentation system for word segmentation and part of speech, and add domain dictionary to improve word segmentation effect; Next, retain nouns, adjectives and adverbs, and remove other parts of speech; Finally, according to the disabled vocabulary filter out the stop word. The specific field of this paper is "the introduction of computer and the basic of programming", and the special words in the field dictionary are mainly from after-school exercises and related information on some websites.
2) Synonym replacement. First, building a synonym index F according to synonyms and Baidu Encyclopedia, F contains many collections, each set consists of semantic similar terms, each set is represented by a word in the set; Then, on the basis of the first step, go through each word in each sentence, if the word is in a set, the word is replaced with a word that represents the set. For example, there is a set (concept, meaning, definition, thread) in F, the representation of the set is "concept", if we traverse the word "definition", and finds that "definition" is included in the collection, then replace "definition" with "concept".
3) Building graph model
, V is the node set, which consists of the words generated in step 2, E V V   . First, remove the repetitive words in each sentence, build a dictionary for each sentence, dictionary content is the word and its corresponding index, for example(computer,0);Second, a window is defined for the statement
Experimental Results
The data set used in this paper is 200 after-school questions from the "the introduction of computer and the basic of programming" and some websites. The first sentence in each pair is the original question, and the second is the rewriting of the question.
In the initial assignment phase of TextRank-RD, the three factors which are whether the word is in the domain dictionary, whether the word is a noun and its position will affect the initial weights. The factors that have a front position have a large impact on the final outcome, more important factors should obviously be more forward. Therefore, we first experimentally validates the order of the importance of these three factors. The experimental method is that each time we only consider a single factor, and use the TextRank-RD algorithm based on the vector space model to calculate the similarity of each pair questions. For example, if the word w is in the domain dictionary, its initial weight is assigned 1, otherwise 0, then we perform statement similarity calculation. Three independent statements similarity calculations are made like this, each time only consider one factor, compare the similarity calculation results for each pair of statements. The results are shown in Figure  1 . From the experimental results, it can be seen that whether in the domain dictionary has the greatest impact on the final results, the part of speech and the location of words have almost the same effect on the final result. Thus, this article places the factor whether in the domain dictionary(A) in the first place of the binary number, whether is a noun(B) in the second place, whether at the head or the end of the sentence(C) in the third place. That is, the final order is ABC.
In order to verify the performance of the algorithm, this paper compares with the traditional TF-IDF algorithm based on the vector space model. We calculate the similarity of each rewritten statement to all original sentences, set different similarity thresholds, if there is no similarity is higher than the threshold, we consider it as a wrong answer. If there are multiple similarities above the threshold, then output the sentence with the highest degree of similarity as the answer. And finally, we manually detect whether the answer is correct, and get the correct rate. The results are shown in Figure 2 .
Conclusion
Based on the vector space model, this paper improves the TextRank algorithm, and proposes a new algorithm TextRank-RD for sentence similarity calculation for restricted domain. The algorithm combines with Baidu Encyclopedia and synonym dictionary for synonym replacement, assign an initial weight to the word according to whether the word is in the domain dictionary, whether the word is a noun and its position, and improves the iterative formula, use a weighted graph model with weight distribution by node importance rather than an unweighted graph model. The final experimental results show that the proposed TextRank-RD algorithm based on vector space model has a higher accuracy compared with the traditional TF-IDF algorithm based on vector space model. This is of great significance to the similarity calculation of statements in automatic question answering system.
