It is well known that the L p -discrepancy for p ∈ [1, ∞] of the van der Corput sequence is of exact order of magnitude O((log N )/N ). This however is for p ∈ (1, ∞) not best possible with respect to the lower bounds according to Roth and Proinov. For the case p = 2 it is well known that the symmetrization trick due to Davenport leads to the optimal L 2 -discrepancy rate O( √ log N/N ) for the symmetrized van der Corput sequence. In this note we show that this result holds for all p ∈ (1, ∞). The proof is based on an estimate of the Haar coefficients of the corresponding local discrepancy and on the use of the Littlewood-Paley inequality.
Introduction and Statement of the Result
For an infinite sequence S = (x n ) n≥0 of points in [0, 1) the local discrepancy of its first N elements is defined as |D N (S, t)|.
The L p -discrepancy is a quantitative measure for the irregularity of distribution of a sequence modulo one, see, e.g., [6, 15] . It is also related to the worst-case integration error of a quasi-Monte Carlo rule, see, e.g., [5, 14] . 
and, for p ∈ (1, ∞),
where log denotes the natural logarithm and where N denotes the set of positive integers {1, 2, 3, . . .}. The result for p = ∞ was shown by Schmidt [24] and the result for p ∈ (1, ∞) was shown by Proinov [20] based on results of Roth [23] and Schmidt [25] . Both lower bounds (1) and (2) are optimal in the order of magnitude in N.
A prototype of a sequence with low discrepancy is the van der Corput sequence (in base 2). Let ϕ(n) denote the radical inverse of n ∈ N 0 in base 2 (where N 0 = N ∪ {0}) which is defined as ϕ(n) := k i=0 n i 2 −i−1 whenever n has binary expansion n = k i=0 n i 2 i , where n i ∈ {0, 1} for all i ∈ {0, . . . , k}. The van der Corput sequence (in base 2) is the sequence V = (y n ) n≥0 where y n = ϕ(n) for n ∈ N 0 .
For the van der Corput sequence it is known that (see, e.g, [1, 9] )
and hence L ∞,N (V) is of order of magnitude O((log N)/N) which is best possible in N according to (1) . However, for p ∈ (1, ∞) it is known that (see, e.g., [3, 22] for p = 2 and [19] for general p)
This means that L p,N (V) for p ∈ (1, ∞) is only of order of magnitude O((log N)/N) which is not best possible in N if we compare with (2) . One way out to overcome this defect of the van der Corput sequence is based on symmetrization which was initially introduced by Davenport for (nα)-sequences (see [6, Theorem 1.75] ). This method is also known as Davenport's reflection principle.
We define the symmetrized van der Corput sequence (in base 2)
Then it is known, see e.g. [3, 8, 12, 21] , that the L 2 -discrepancy of the symmetrized van der Corput sequence is of optimal order of magnitude in N compared to the lower bound in (2), i.e.,
Here and throughout the paper, for functions f, g :
If we would like to stress that C depends on some parameter, say p, this will be indicated by writing ≪ p .
It is the aim of this paper to show that the estimate (3) holds for all p ∈ (1, ∞). We show:
The proof of this result is based on the Haar function system (in base 2) and will be given in Section 3. First we collect some auxiliary results in the following section.
Auxiliary Results
In order to estimate the L p -discrepancy of V sym we use the one-dimensional Haar system. Haar functions are a useful and often applied tool in discrepancy theory, see e.g. [4, 10, 16, 17, 18] .
To begin with, a dyadic interval of length 2
We also define I The Haar coefficients of a function f ∈ L p ([0, 1)) are defined as
where here and later on we use the abbreviations
In the following, we will compute the Haar coefficients of the local discrepancy of V sym , i.e.,
Preceeding the computation of the Haar coefficients, we collect some properties of the radical inverse function ϕ(n) which we will need in the proof of the essential Lemma 5.
Lemma 1 The following relations hold for the radical inverse function ϕ:
Proof.
3. We write n in the form n =ñ + 2 j s, whereñ ∈ {0, 1, . . . , 2 j − 1} and s ∈ N 0 . Then ϕ(ñ) = n ′ 2 −j for some n ′ ∈ {0, 1, . . . , 2 j − 1} as one can verify easily. We have for all n ∈ N 0 . We also have Hence in both cases we have
This leads to
Proof. We have
We therefore have to investigate the sum
For N = 2M + 1, we find
This leads to the desired result. be the Haar coefficients of these three functions.
Lemma 3 For N = 2M we have
and for N = 2M + 1
Proof. For N = 2M we have
and for N = 2M + 1 we obtain
Proof. We consider linearity of integration and the triangle inequality to obtain the result from Lemma 3. ✷
We proceed with the calculation of µ j,m in the case j ∈ N 0 and first prove the following general lemma. 
Lemma 4 Let
Proof. Of course,
The Haar coefficients of g are given by
We analyse I n . If x n / ∈ I j,m or x n = m 2 j , it is evident that I n = 0. One can check by simple integration, that in the case x n ∈ I + j,m we have I n = m2 −j − x n , and if
These results can be combined to
The claimed result follows. ✷ Now we are ready to show a central lemma.
Lemma 5 We have
Proof. We start with x n = ϕ(n) and investigate the sum
which, according to Lemma 1, we can transfer to
We 
We also find
By combining these results we finally obtain
as claimed.
We turn to the estimation of |µ
|, which can be treated similarly to |µ
To begin with, we observe that
In this expression, B := ⌊ N −1
⌋, which we deduce in the same way as the upper index A above. Completely analogously as above, we obtain
for j < ⌈log 2 N⌉. The case j ≥ ⌈log 2 N⌉ also follows the same lines as above. ✷
Corollary 2 The Haar coefficients of the symmetrized van der Corput sequence for
Proof. We combine Corollary 1 and Lemma 5 to obtain the result. ✷
The Proof of Theorem 1
We are ready to show that the L p -discrepancy of the symmetrized van der Corput sequence has optimal order in N for any p ∈ (1, ∞). We apply the Littlewood-Paley inequality which involves the square function
Lemma 6 (Littlewood-Paley inequality)
Proofs of these inequalities and further details also yielding the right asymptotic behavior of the involved constants can be found in [2, 28, 29] . Littlewood-Paley theory has already been used in the context of discrepancy before, see, e.g., [4, 11, 26, 27] . Now we can give the proof of Theorem 1.
Proof. Throughout this proof, we simply write µ j,m instead of µ where we regarded the fact that m∈D j 1 I j,m = 1 for a fixed j ∈ N 0 . The proof is complete.
✷
