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Abstract
We consider a point-like observer that moves in a medium illuminated by noise sources
with Lorentz-invariant spectrum. We show that the autocorrelation function of the signal
recorded by the observer allows it to perceive its environment. More precisely, we consider
an observer with constant acceleration (along a Rindler trajectory) and we exploit the
recent work on the emergence of the Green’s function from the cross correlation of signals
transmitted by noise sources. First we recover the result that the signal recorded by
the observer has a constant Wigner transform, i.e. a constant local spectrum, when the
medium is homogeneous (this is the classical analogue of the Unruh effect). We complete
that result by showing that the Rindler trajectory is the only straight-line trajectory that
satisfies this property. We also show that, in the presence of an obstacle in the form of an
infinite perfect mirror, the Wigner transform is perturbed when the observer comes into
the neighborhood of the obstacle. The perturbation makes it possible for the observer to
determine its position relative to the obstacle once the entire trajectory has been traversed.
Keywords. Passive imaging, correlation-based imaging, noise sources, moving sensors,
Unruh effect, Rindler trajectory.
1 Introduction
It has been shown that the cross correlations of the signals recorded by a stationary receiver
array and transmitted by opportunistic or ambient noise sources can be used to image the
environment of the array [12, 14]. It is possible to estimate travel times between receivers
in order to estimate the background velocity tomographically [23] or to detect and localize
reflectors in the medium [15]. These ideas have been exploited in particular in seismology [8, 25]
and they require the use of arrays or networks of sensors. Indeed, the autocorrelation function of
the signal recorded by a unique stationary point-like receiver contains little information about
its environment. We will see that a stationary receiver or observer can, however, estimate its
distance from an obstacle but nothing more.
The situation is different when the observer is moving, because the observer may then be
able to exploit the synthetic aperture generated by its trajectory. For instance, active synthetic
aperture radar (when the moving antenna transmits and receives) has proved to be a very
efficient imaging modality [5, 7] and bistatic or passive versions (when the moving antenna only
records and uses signals transmitted by controlled or opportunistic sources) are now the subject
of intense research [2, 11, 13, 20]. When the observer is moving, the autocorrelation function of
the recorded signal depends in a complicated and interesting way of the environment. In [10]
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the situation in which a receiver is moving along a circular trajectory is addressed. It is shown
that the autocorrelation function of the recorded signal is related to the matrix of Green’s
function between pairs of points along the trajectory, more exactly to a diagonal band of this
matrix whose thickness is determined by the velocity of the receiver. As an application, when
a point-like reflector is present within the circular trajectory of the receiver, it is shown how
to use the autocorrelation function of the recorded signal to localize the reflector by migration.
The processing is, however, quite complex, because it requires to extract the components of
the correlation function due to the reflector. It would be of great interest to determine and
study a trajectory for which the unperturbed autocorrelation function has a very simple form
that makes it possible to detect and identify easily any perturbation.
By investigating the trajectories that would satisfy the desired properties, we have discov-
ered connections with quantum physics and the celebrated Unruh effect. The Unruh effect
[24] predicts that an observer along a Rindler trajectory with constant acceleration perceives
the quantum vacuum as thermal radiation (i.e. it observes a thermal spectrum of particle
excitations). This effect and its applications to black hole radiation and quantum field theory
are extensively studied in the literature [17, 6]. Moreover, it is shown to arise from the clas-
sical correlation of noise in [3], using a representation of the ambient field as a superposition
of incoherent plane waves. In [3] the case of an open medium is addressed, but his approach
could be extended to the case of a homogeneous half-space following the decomposition method
introduced in [22]. The same approach was used recently in [18] in which the classical analog
of the Unruh effect is extensively discussed and a simple experiment on water waves that cor-
roborates the idea is presented. The authors insist on the classical root of the Unruh effect
as the correlation of noise in space and time. This work and our own research are, therefore,
related, although the motivations are different. We may say that our paper revisits the pio-
neering work [3] by using another approach that considers that the ambient field recorded by
the observer is generated by noise sources. This gives the same situation as in [3] in a homo-
geneous medium, but our approach makes it possible to consider the case where the medium
is not homogeneous. We demonstrate that the Wigner transform of the field recorded by an
observer along a Rindler trajectory is constant when the medium is homogeneous, as originally
shown in [3] and observed in [18]. We show in section 2 the original result that the Rindler
trajectory is in fact the unique straight-line trajectory that satisfies this property. We finally
show that the Wigner transform of the field recorded by a Rindler observer is perturbed by
an obstacle when the observer comes into its neighborhood. The perturbation is analyzed in
detail in section 3 when the obstacle has the form of an infinite perfect mirror and it is shown
that it can be processed to extract the position of the obstacle relative to the observer once
the entire trajectory has been traversed.
2 A Rindler observer in a three-dimensional open medium
In this section we show that an observer with a Rindler trajectory is an ideal candidate to
probe the environment because the local spectrum of the recorded signal, in the absence of any
obstacle, is independent of the position or time along the trajectory. We also show that the
Rindler trajectory is, in fact, the unique straight-line trajectory that satisfies this property.
2.1 The noise sources and wave fields
We consider the three-dimensional scalar wave equation for the scalar wave field u(t,x) in the
full space R3:
1
c2o
∂2t u−∆u = n(t,x), (1)
2
with radiation condition at infinity. The source term n(t,x) models a noise source distribution.
It is a zero-mean process, stationary in time and delta-correlated in space:
〈n(t,x)n(t′,x′)〉 = F (t− t′)δ(x− x′)K(x), (2)
whereK(x) is the function that characterizes the spatial support of the noise source distribution
and the Fourier transform Fˆ (ω) of F (t) is the power spectral density of the sources.
The analysis of the autocorrelation of the recorded signal follows the lines of the recent work
on the emergence of the Green’s function from the cross correlation of signals transmitted by
noise sources [14]. The covariance function of the wave field has the form
〈u(t,x)u(t′,x′)〉 = 1
2pi
∫
R
∫
R3
Gˆ
(
ω,x,y
)
Gˆ
(
ω,x′,y
)
K(y)Fˆ (ω) exp
[
iω(t− t′)]dydω,
where Gˆ(ω,x,y) is the three-dimensional homogeneous Green’s function:
Gˆ(ω,x,y) =
1
4pi|x− y| exp
(
i
ω
co
|x− y|
)
. (3)
If we assume that sources are far away, for instance, if the sources are at the surface of a ball
with large radius, K(x) = δ∂B(0,L)(x), then we can invoke Helmholtz-Kirchhoff identity (37)
and we get
〈u(t,x)u(t′,x′)〉 = 1
2pi
∫
R
co
ω
Fˆ (ω)ImGˆ
(
ω,x,x′)
)
exp
[
iω(t− t′)]dω
=
1
8pi2
∫
R
Fˆ (ω)sinc
( ω
co
∣∣x− x′∣∣) exp [iω(t− t′)]dω, (4)
where sinc(x) = sin(x)/x. This result is in fact very general and holds true for a large class of
spatial source distributions, as was shown in the literature about seismic interferometry [8] or
ambient noise imaging [14]. From now on we will assume that the spatial distribution of the
noise sources is such that (4) holds true.
The random process (u(t,x))t∈R,x∈R3 has Gaussian statistics, mean zero, and covariance
function (4). An equivalent description of such a random field is:
u(t,x) =
∫
R3
a(k) exp
[
i(k · x− Ω(k)t)]dk, (5)
where Ω(k) = co|k| is the dispersion relation of the three-dimensional wave equation and
(a(k))k∈R3 is a complex-valued Gaussian process with mean zero and covariance function〈
a(k)a(k′)
〉
= A(|k|)δ(k − k′), (6)
with a(−k) = a(k) and
A(k) = co
32pi3k2
Fˆ (cok). (7)
The proof of the equivalence is straightforward: the random process defined by (5) has Gaussian
statistics (as it is a linear transform of a Gaussian process), mean zero, and its covariance is
〈u(t,x)u(t′,x′)〉 =
∫
R3
exp
[
i
(
k · (x− x′)− Ω(k)(t− t′))]A(|k|)dk
=
∫ ∞
0
∫
S3
exp
[
i
(
kkˆ · (x− x′)]dkˆA(k) exp [− icok(t− t′)]k2dk
= 4pi
∫ ∞
0
sinc(k|x− x′|)k2A(k) exp [− icok(t− t′)]dk,
3
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Figure 1: Rindler trajectory (8) in a three-dimensional open medium (left) and speed (along
the z-axis) of the Rindler observer in the laboratory frame (right).
that is equal to (4) after the change of variable k = ω/co. This shows that u(t,x) can be
considered a superposition of uncorrelated plane waves. We are in a situation similar to the one
addressed in [3] and we will recover the results of this paper when the medium is homogeneous.
However, our approach makes it possible to address non-homogeneous media as we will see in
Section 3.
2.2 The Wigner transform of the recorded signal
We consider an observer with a Rindler trajectory (see Figure 1, left) whose time-space coor-
dinates are (with fixed ξ > 0):
T (τ) = (ξ/co) sinh(coτ/ξ), X(τ) =
(
0, 0, ξ cosh(coτ/ξ)
)
, (8)
where τ is the proper time (the time as perceived by the accelerated observer). The Rindler
trajectory (8) describes a trajectory with constant acceleration [19, 17], in the sense that the
acceleration of the observer relative to its instantaneous inertial rest frame is constant and equal
to g = c2o/ξ. In the laboratory frame the trajectory is along the z-axis with the coordinate
Z(T ) =
√
ξ2 + c2oT
2 and the speed V (T ) = ∂TZ(T ) = c
2
oT/
√
ξ2 + c2oT
2 (see Figure 1, right).
We will see in the next subsection that this trajectory satisfies a unique property from the
point of view of correlation of noise.
The signal recorded by the Rindler observer is
U(τ) = u
(
T (τ),X(τ)
)
. (9)
We look for the properties of the autocorrelation function of the recorded signal:〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
, (10)
and the Wigner transform of the recorded signal, that is, its local spectrum:
W (τ, ω) =
∫
R
〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
exp(iωτ ′)dτ ′. (11)
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From (4) the autocorrelation function of the noise recorded by the Rindler observer is〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
=
1
2pi
∫
R
co
ω
Fˆ (ω)ImGˆ
(
ω,X(τ +
τ ′
2
),X(τ − τ
′
2
)
)
exp
[
iω
(
T (τ +
τ ′
2
)− T (τ − τ
′
2
)
)]
dω
=
1
8pi2
∫
R
Fˆ (ω)sinc
( ω
co
∣∣X(τ + τ ′
2
)−X(τ − τ
′
2
)
∣∣) exp [iω(T (τ + τ ′
2
)− T (τ − τ
′
2
)
)]
dω. (12)
We will focus our attention to the case where the source spectrum is of the form
Fˆ (ω) = fo|ω|. (13)
We explain in the next subsection the special properties of this source spectrum. Note that, in
practice, the source spectrum can be a finite-energy approximation of the ideal spectrum (13),
such as Fˆ (ω) = fo|ω| exp(−|ω|) for some  > 0 for instance. The following results are then
valid in the sense explained in Remark 1.
If the source spectrum is (13) then the power spectral density of the signal recorded by
a stationary observer is fo|ω|/(4pi) by (4) (with x′ = x). For an observer with a Rindler
trajectory, we find from (12) that, for any τ ′ 6= 0 (see B.1):〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
= − c
2
ofo
16pi2ξ2
1
sinh2(coτ ′/(2ξ))
, (14)
so that the Wigner transform is independent of τ (see B.2):
W (τ, ω) =
fo
4pi
ω
tanh(piξω/co)
. (15)
At any time τ , the observer feels the same spectrum. Moreover, the spectrum is a perturbation
of the spectrum fo|ω|/(4pi) observed by a stationary observer and it has the “Planck” form:
W (τ, ω) = Wo(ω), Wo(ω) =
fo|ω|
4pi
(
1 +
2
e2piξ|ω|/co − 1
)
. (16)
The analogy with the Planck spectrum is obtained by identifying 2piξ/co and h¯/(KBT ) (with
h¯ the Planck’s constant divided by 2pi, KB the Boltzmann’s constant, and T the Unruh tem-
perature [24]). The result (16) was obtained from the representation (5) in [3, 4]. This rep-
resentation was convenient to analyze the system in an open medium, but the presence of an
obstacle imposes the formulation with noise sources.
Remark 1 In practice the spectrum may not be equal to (13) but of the form Fˆ (ω) = fo|ω| exp(−|ω|)
for some  > 0 for instance. This situation is analyzed in B.3. The autocorrelation function of
the recorded signal is then given by (41) for any  > 0 which reduces to (14) when  is small and
|τ ′| is larger than O(). The Wigner transform of the recorded signal is given by (42) for any
 > 0 which reduces to (15) when  is small and ω is smaller than O(−1). This remark shows
that our results are somewhat robust with respect to the form of the source spectrum and that
it is possible to consider a source spectrum with finite energy and amplitude while preserving
the main results.
Remark 2 In order to compute the Wigner transform (11) it is necessary to integrate over
R. If the signal is only recorded over a finite time interval, then one can compute
Wχ(τ, ω) =
∫
R
χ(τ ′)
〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
exp(iωτ ′)dτ ′,
5
where χ is a cut-off function. We then have
Wχ(τ, ω) =
∫
W (τ, ω − ω′)χˆ(ω′)dω′,
where χˆ is the Fourier transform of χ. If the recording time interval has duration Tc, then this
means that we can extract the Wigner transform up to a convolution in ω with a kernel of width
1/Tc. This remark shows that our results are somewhat robust with respect to the duration of
the recording time interval and that it is possible to consider a finite recording time interval
while preserving the main results.
2.3 Properties of the source and signal spectra
We recall that we assume that the spatial distribution of the noise sources is such that (4)
holds true. The following proposition justifies why we focus our attention to the case where
the source spectrum has the form (13).
Proposition 1 The source spectrum Fˆ (ω) = |ω| (up to a multiplicative constant) is the only
Lorentz-invariant spectrum.
This was proved in [3]. If the source spectrum is Lorentz-invariant, then the signal recorded
by an observer with constant velocity has the same spectrum, whatever the velocity of the
observer (provided it is constant). This result can be recovered by using our formulation of
the problem, except that two possible forms of source spectrum are possible, as stated in the
following proposition proved in B.4.
Proposition 2 The only source spectra for which the signal recorded by an observer with
constant velocity has a spectrum independent of velocity are of the form Fˆ (ω) = fo|ω|+ f1/|ω|.
The following proposition proved in B.5 underlines an important property of a source spec-
trum of the form (13).
Proposition 3 The source spectrum Fˆ (ω) = |ω| (up to a multiplicative constant) is the only
one for which the recorded signal is stationary (i.e., its autocorrelation function does not depend
on τ , or equivalently its Wigner transform does not depend on τ) for a Rindler trajectory.
The following proposition clarifies a unique and crucial property of the Rindler trajectory.
Proposition 4 The Rindler trajectories are the only straight-line trajectories for which the
recorded signal is stationary (i.e., its autocorrelation function does not depend on τ , or equiva-
lently its Wigner transform does not depend on τ) when the power spectral density of the noise
sources is Lorentz invariant (i.e. Fˆ (ω) = fo|ω|).
Proof. Let us consider a trajectory with proper time τ of the form (t(τ),x(τ)) with x(τ) =
(0, 0, z(τ)). The time in the laboratory frame t is related to the proper time τ by (43). By (4)
the autocorrelation function of the recorded signal has the form〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
=
fo
4pi2
∫ ∞
0
sin
(
ω
co
∣∣z(τ + τ ′2 )− z(τ − τ ′2 )∣∣)
1
co
∣∣z(τ + τ ′2 )− z(τ − τ ′2 )∣∣ cos
(
ω
(
t(τ +
τ ′
2
)− t(τ − τ
′
2
)
))
dω
=
fo
4pi2
1
1
c2o
(
z(τ + τ
′
2 )− z(τ − τ
′
2 )
)2 − (t(τ + τ ′2 )− t(τ − τ ′2 ))2 . (17)
6
On the one hand, if the trajectory is Rindler, then there exist t0, z0, τ0, ξ such that t(τ) =
t0 + (ξ/co) sinh(co(τ − τ0)/ξ) and z(τ) = z0 + ξ cosh(co(τ − τ0)/ξ)
)
, so that
t(τ +
τ ′
2
)− t(τ − τ
′
2
) =2(ξ/co) cosh(co(τ − τ0)/ξ) sinh(coτ ′/(2co)),
z(τ +
τ ′
2
)− z(τ − τ
′
2
) =2ξ sinh(co(τ − τ0)/ξ) sinh(coτ ′/(2co)),
and therefore
1
c2o
(
z(τ +
τ ′
2
)− z(τ − τ
′
2
)
)2 − (t(τ + τ ′
2
)− t(τ − τ
′
2
)
)2
= −4ξ
2
c2o
sinh2(coτ
′/(2co)),
which indeed implies that the autocorrelation function of the recorded signal is independent of
τ .
On the other hand, if we impose that the autocorrelation function of the recorded signal is
independent of τ , then this means that
(
z(τ + τ ′)− z(τ))2 − (∫ τ+τ ′
τ
√
c2o + |z˙(τ ′′)|2dτ ′′
)2
should be independent of τ , where we have used (43). We can expand this expression for small
τ ′ and we get that the fourth-order coefficient of the Taylor series expansion is equal to
− 1
12
c2oz¨
2
c2o + z˙
2
.
This coefficient should be independent of τ , which means that the function V = z˙/co should
satisfy an ordinary differential equation of the form
V˙√
1 + V 2
= c1,
for some constant c1. The general solution of this equation is
V (τ) = sinh(c1τ + c2),
which corresponds to z(τ) = co/c1 cosh(c1τ + c2) + c3 and t(τ) = (1/c1) sinh(c1τ + c2) + c4,
sor some constants c1, . . . , c4. We conclude that the trajectory should be a Rindler trajectory. 
Finally the following proposition shows that the straight-line trajectory hypothesis in Propo-
sition 4 is important.
Proposition 5 There exist trajectories that do not follow a straight line but that give sta-
tionary recorded signals when the power spectral density of the noise sources is of the form
Fˆ (ω) = fo|ω|.
Proof. Let us consider a uniform circular motion with proper time τ of the form (t(τ),x(τ))
with x(τ) = (x(τ), y(τ), 0),
t = γτ, x(τ) =
co
√
γ2 − 1
p
cos(pτ), y(τ) =
co
√
γ2 − 1
p
sin(pτ).
Here γ > 1 is the Lorentz factor, p = γp0, p0 is the coordinate angular velocity. The time in
the laboratory frame t is related to the proper time τ by t˙2 − (x˙2 + y˙2)/c2o = 1. Then we find
that 〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
=
fo
4pi2
1
4γ
2−1
p2 sin
2
(
pτ ′
2
)− γ2τ ′2 , (18)
7
which does not depend on τ . The spectrum W (τ, ω) is independent of τ as well, it is a
perturbation of the spectrum observed by a stationary observer:
W (τ, ω) =
fo|ω|
4pi
+
fop
4pi
Wγ
(ω
p
)
,
with
Wγ(w) =
γ2 − 1
4pi2
∫
R
s2 − sin2(s)
s2(γ2s2 − (γ2 − 1) sin2(s)) cos(2ws)ds,
which is an even, bounded, and integrable function. The perturbation does not have a Planck
form. For 0 ≤ γ2 − 1 1, we have
Wγ(w) =
γ2 − 1
4pi2
∫
R
s2 − sin2(s)
s4
cos(2ws)ds+ o(γ2 − 1)
=
γ2 − 1
6pi
(1− |w|)3+ + o(γ2 − 1).

It would be interesting to identify all trajectories that give stationary recorded signals, but
this is beyond the scope of this paper. We may conjecture that the result should be that the
acceleration should be constant, as it is for the Rindler trajectory and the circular trajectory,
but it is not so straightforward. Indeed, if the trajectory x(τ) = (x(τ), y(τ), z(τ)) gives a
stationary recorded signal, then the autocorrelation function of the recorded signal〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
=
fo
4pi2
1
1
c2o
∣∣x(τ + τ ′2 )− x(τ − τ ′2 )∣∣2 − (t(τ + τ ′2 )− t(τ − τ ′2 ))2
should be independent of τ , in other words,
∣∣x(τ + τ ′)− x(τ)∣∣2 − (∫ τ+τ ′
τ
√
c2o + |x˙(τ ′′)|2dτ ′′
)2
should be independent of τ . By following the same strategy as in the proof of Proposition 4,
we find that the normalized velocity V = x˙/co should satisfy a nonlinear ordinary differential
equation of the form
|V˙ |2 − (V · V˙ )
2
1 + |V |2 = c1,
for some constant c1. However, it does not seem straightforward to identify all the solutions
of this equation. Rindler trajectories and uniform circular motions are solutions, but there are
other solutions, such as constant helicoidal motions:
(x(τ), y(τ)) =
co
√
γ2 − 1√α
p
(
cos(pτ), sin(pτ)
)
, z(τ) = co
√
γ2 − 1√1− ατ,
and t(τ) = γτ , where τ is the proper time and γ > 1, p > 0, α ∈ [0, 1] are constant parameters,
or uniformly accelerated helicoidal motions:
(x(τ), y(τ)) =
coA
p
(
cos(pτ), sin(pτ)
)
, z(τ) = ξ
√
A2 + 1 cosh(coτ/ξ),
and t(τ) =
√
A2 + 1(ξ/co) sinh(coτ/ξ), where τ is the proper time and A, ξ, p are constant
parameters (we say that this motion is uniformly accelerated because the acceleration along
the z-axis of the observer relative to its instantaneous inertial rest frame is constant and
equal to (1 +A2)c2o/ξ, but the acceleration in the x- and y-directions are not constant). These
trajectories also satisfy the property that the signal recorded by a moving observer is stationary.
8
zx
α
ξ
o
ξ
Figure 2: Rindler trajectory (22) with an obstacle in the plane z = 0.
3 A Rindler observer in front of an obstacle
3.1 The configuration
We consider the three-dimensional scalar wave equation for the scalar wave field u(t,x) in the
half-space R2 × (0,+∞):
1
c2o
∂2t u−∆u = n(t,x), (19)
with a reflecting (Dirichlet) boundary condition on the plane z = 0 (with x = (x, y, z)):
u(t, (x, y, 0)) = 0. (20)
The goal of this section is to show that an observer following a Rindler trajectory can detect
and localize the obstacle (i.e. the interface z = 0) from the signal that it records.
The source term n(t,x) models a noise source distribution. It is a zero-mean process,
stationary in time and delta-correlated in space:
〈n(t,x)n(t′,x′)〉 = F (t− t′)δ(x− x′)K(x), (21)
whereK(x) is the function that characterizes the spatial support of the noise source distribution
(it is supported in the half-space R2 × (0,+∞)) and the Fourier transform Fˆ (ω) of F is the
power spectral density of the sources. For simplicity (this can be easily generalized) we can
consider that the function K is spatially supported on a surface of a half-ball ∂B+(0, L) =
{x = (x, y, z) ∈ R3 , z > 0, |x| = L} with a very large radius L:
K(x) = δ∂B+(0,L)(x).
We consider an observer with a Rindler trajectory whose time-space coordinates are (with
fixed ξ > 0, α ∈ (−pi/2, pi/2), ξo > −ξ cosα):
T (τ) = (ξ/co) sinh(coτ/ξ), X(τ) = (0, 0, ξo) + ξ cosh(coτ/ξ)
(
sinα, 0, cosα
)
, (22)
where τ is the proper time of the observer. With this parameterization, the position of the ob-
server is the closest to the obstacle at τ = 0, when it is located at X(0) = (ξ sinα, 0, ξo+ξ cosα)
(see Figure 2). We will first address the direct problem: calculation of the autocorrelation
function of the field recorded by the observer. In the inverse problem, the observer knows
its acceleration c2o/ξ and its proper time τ , it can observe the autocorrelation function of the
recorded field and it looks for its relative position to the obstacle, that is to say, it looks for α
and ξo.
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3.2 The Wigner transform of the recorded signal
We first derive an expression of the autocorrelation function in the presence of the obstacle
(the interface z = 0).
Proposition 6 The autocorrelation function of the recorded signal has the form〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
=
1
8pi2
∫
R
Fˆ (ω)sinc
( ω
co
∣∣X(τ + τ ′
2
)−X(τ − τ
′
2
)
∣∣) exp [iω(T (τ + τ ′
2
)− T (τ − τ
′
2
)
)]
dω
− 1
8pi2
∫
R
Fˆ (ω)sinc
( ω
co
∣∣Xs(τ + τ ′
2
)−X(τ − τ
′
2
)
∣∣) exp [iω(T (τ + τ ′
2
)− T (τ − τ
′
2
)
)]
dω,
(23)
with Xs(τ) = (0, 0,−ξo) + ξ cosh(coτ/ξ)
(
0, sinα,− cosα).
Proof. The expression of the autocorrelation function is〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
=
1
2pi
∫
R
∫
R3
Gˆ
(
ω,X(τ +
τ ′
2
),y
)
Gˆ
(
ω,X(τ − τ
′
2
),y
)
×K(y)Fˆ (ω) exp
[
iω
(
T (τ +
τ ′
2
)− T (τ − τ
′
2
)
)]
dydω.
Here Gˆ(ω,x,y) is the Green’s function in the presence of the reflecting plane, that is to say
Gˆ(ω,x,y) = Gˆ(ω,x,y)− Gˆ(ω,x,ys),
where ys = (y1, y2,−y3) is the symmetric point of y = (y1, y2, y3) and Gˆ(ω,x,y) is the three-
dimensional homogeneous Green’s function (3). Using the fact that Gˆ(ω,x,ys) = Gˆ(ω,xs,y),
we find that〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
=
1
2pi
∫
R
∫
R3
Gˆ
(
ω,X(τ +
τ ′
2
),y
)
Gˆ
(
ω,X(τ − τ
′
2
),y
)
× Fˆ (ω)Ks(y) exp
[
iω
(
T (τ +
τ ′
2
)− T (τ − τ
′
2
)
)]
dydω
− 1
2pi
∫
R
∫
R3
Gˆ
(
ω,Xs(τ +
τ ′
2
),y
)
Gˆ
(
ω,X(τ − τ
′
2
),y
)
× Fˆ (ω)Ks(y) exp
[
iω
(
T (τ +
τ ′
2
)− T (τ − τ
′
2
)
)]
dydω,
where we have defined
Ks(y) = K(y) +K(ys).
As we assume that K(x) = δ∂B+(0,L)(x), K
s is supported at the surface of the ball with center
at 0 and radius L, i.e. Ks(x) = δ∂B(0,L)(x), so we can invoke Helmholtz-Kirchhoff identity (37)
to compute the integral in y and we get〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
=
1
2pi
∫
R
co
ω
Fˆ (ω)ImGˆ
(
ω,X(τ +
τ ′
2
),X(τ − τ
′
2
)
)
exp
[
iω
(
T (τ +
τ ′
2
)− T (τ − τ
′
2
)
)]
dω
− 1
2pi
∫
R
co
ω
Fˆ (ω)ImGˆ
(
ω,Xs(τ +
τ ′
2
),X(τ − τ
′
2
)
)
exp
[
iω
(
T (τ +
τ ′
2
)− T (τ − τ
′
2
)
)]
dω.
(24)
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We can rewrite this equation in two explicit forms, either (23) or〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
=
1
8pi
∫ 1
−1
F
( v
co
∣∣X(τ + τ ′
2
)−X(τ − τ
′
2
)
∣∣+ (T (τ + τ ′
2
)− T (τ − τ
′
2
)
))
dv
− 1
8pi
∫ 1
−1
F
( v
co
∣∣Xs(τ + τ ′
2
)−X(τ − τ
′
2
)
∣∣+ (T (τ + τ ′
2
)− T (τ − τ
′
2
))
dv. (25)
The form (25) is obtained by using the explicit form (3) of the Green’s function and the identity∫ 1
−1 exp(ivs)dv = 2sinc(s), so that∫
R
co
ω
Fˆ (ω)ImGˆ
(
ω,X(τ +
τ ′
2
),X(τ − τ
′
2
)
)
exp
[
iω
(
T (τ +
τ ′
2
)− T (τ − τ
′
2
)
)]
dω
=
1
4pi
∫
R
Fˆ (ω)sinc
( ω
co
∣∣X(τ + τ ′
2
)−X(τ − τ
′
2
)
∣∣) exp [iω(T (τ + τ ′
2
)− T (τ − τ
′
2
)
)]
dω
=
1
8pi
∫ 1
−1
dv
∫
R
Fˆ (ω) exp
[
i
ωv
co
∣∣X(τ + τ ′
2
)−X(τ − τ
′
2
)
∣∣] exp [iω(T (τ + τ ′
2
)− T (τ − τ
′
2
)
)]
dω
=
1
4
∫ 1
−1
dvF
( v
co
∣∣X(τ + τ ′
2
)−X(τ − τ
′
2
)
∣∣+ (T (τ + τ ′
2
)− T (τ − τ
′
2
)
))
,
and similarly for the second term in (24). 
From now on we assume that the power spectral density of the sources is of the form (13).
If the observer is stationary at position X0, then we have from (23) taken with X(τ) ≡ X0
and T (τ) ≡ τ :〈
u(τ +
τ ′
2
,X0)u(τ − τ
′
2
,X0)
〉
=
1
8pi2
∫
R
fo|ω| exp(iωτ ′)dω
− 1
8pi2
∫
R
fo|ω|sinc
( ω
co
∣∣Xs0 −X0∣∣) exp(iωτ ′)dω,
and therefore∫
R
〈
u(τ +
τ ′
2
,X0)u(τ − τ
′
2
,X0)
〉
exp(iωτ ′)dτ ′ =
fo|ω|
4pi
(
1− sinc
( ω
co
∣∣Xs0 −X0∣∣)).
This shows that the unperturbed spectrum fo|ω|/(4pi) felt by a stationary observer in a homo-
geneous medium is perturbed by the obstacle and that the observer can extract the distance
|Xs0 −X0| from the spectrum, that is to say, twice the distance from the observer to the ob-
stacle. However, the observer cannot determine the angular position of the obstacle, which is
not surprising by symmetry of the system.
Let us now consider an observer on a Rindler trajectory. By (23) we have〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
=− c
2
ofo
16pi2ξ2
1
sinh2(η′/2)
+
c2ofo
16pi2ξ2
1
A cosh2(η′/2) +B(η) cosh(η′/2) + C(η)
, (26)
where η = coτ/ξ and η
′ = coτ ′/ξ,
A = sin2 α, B(η) = −2αo cosα cosh η, C(η) = −1− α2o − cos2 α sinh2 η, (27)
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and αo = ξo/ξ. The first term in the right-hand side of (26) gives the constant Planck spectrum
that is observed when the observer moves in a homogeneous medium. The second term gives
the perturbation of the Planck spectrum that depends on τ and that is induced by the obstacle.
The calculation of the Wigner transform requires the following lemma.
Lemma 1 For a ∈ [0, 1), b ∈ R, and c ≤ −1, with a+ c+ |b| < 0, we define the integral
Ψ(v; a, b, c) =
∫
R
exp(ivs)
a cosh2(s) + b cosh(s) + c
ds. (28)
1. If a ∈ (0, 1) and b 6= 0, then
Ψ(v; a, b, c) = − 2pi√
∆
{ sin [v argcosh(c+)]
tanh(piv)
√
c2+ − 1
+
sin
[
v argcosh(|c−|)
]
sinh(piv)
√
c2− − 1
}
, (29)
where
c± =
−b±√∆
2a
, ∆ = b2 − 4ac.
2. If a = 0 and b 6= 0, then
Ψ(v; 0, b, c) = − 2pi√
c2 − b2 sinh(piv) sin
[
v argcosh(
√
c/b)
]
. (30)
3. If a ∈ (0, 1) and b = 0, then
Ψ(v; a, 0, c) = − pi√
c2 + ca tanh(piv/2)
sin
[
v argcosh(
√
−c/a)]. (31)
4. If a = 0 and b = 0, then
Ψ(v; 0, 0, c) =
2pi
c
δ(v). (32)
This lemma can be proved by the residue theorem (see B.6) and it can be applied to prove the
following proposition.
Proposition 7 The Wigner transform W (τ, ω) of the recorded signal is a deformed version of
the Planck spectrum Wo(ω) defined by (16):
W (τ, ω) = Wo(ω)
[
1−R(coτ/ξ, ξω/co)
]
. (33)
The correction R has the following form:
- If the observer trajectory is not normally incident, α 6= 0, then
R(η, ν) =
tanh(piν)
ν tanh(2piν)
sin
[
2ν argcosh(C+(η))
]√
B2(η)− 4AC(η)
√
C2+(η)− 1
+
tanh(piν)
ν sinh(2piν)
sin
[
2ν argcosh(|C−(η)|)
]√
B2(η)− 4AC(η)
√
C2−(η)− 1
, (34)
where
C±(η) =
−B(η)±√B2(η)− 4AC(η)
2A
,
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and A,B(η), C(η) are given by (27).
- If the observer trajectory is normally incident, α = 0, then
R(η, ν) =

tanh(piν)
tanh(2piν)
sin
[
2ν argcosh(|C(η)/B(η)|)]
ν
√
C2(η)−B2(η) if αo ∈ (−1, 0),
tanh(piν)
sinh(2piν)
sin
[
ν argcosh(|C(η)/B(η)|)]
2ν
√
C2(η)−B2(η) if αo ∈ (0,+∞),
0 if αo = 0,
(35)
where B(η), C(η) are given by (27).
Eq. (35) can also be written as
R(η, ν) =

(
1− 1
2 cosh2(piν)
) sin [2ν ln(cosh(η)/|αo|)]
ν
(
cosh2(η)− α2o
) if αo ∈ (−1, 0),
1
2 cosh2(piν)
sin
[
2ν ln(αo/ cosh(η))
]
ν
(
α2o − cosh2(η)
) if αo ∈ (0,+∞),
0 if αo = 0.
(36)
This proposition shows how the position of the obstacle relative to the observer is encoded in
the perturbation of the Wigner transform of the recorded signal.
3.3 The localization of the obstacle
The obstacle can be detected by the observer except in the special situation when α = 0 and
ξo = 0. We then have:〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
= − c
2
ofo
16pi2ξ2
1
sinh2(η′/2)
− c
2
ofo
16pi2ξ2
1
cosh2(η)
,
where η = coτ/ξ and η
′ = coτ ′/ξ, so that the perturbation of the Wigner transform is propor-
tional to δ(ω), which does not affect the spectrum at any ω 6= 0. This was observed in [21], but
we show here that this result only hold true for a very particular situation, when the Rindler
trajectory is normally incident (α = 0) and stops at exactly the distance ξ from the obstacle
(ξ0 = 0).
In general, when |η|  1, i.e. when the observer is far from the obstacle, then C±(η) ∼
cosh(η) and R(η, ν) is negligible.
In Figure 3 the correction R(η, ν) is plotted when the trajectory has normal incidence α = 0.
When the observer comes close to the obstacle (i.e. when ξo is close to −ξ and η ' 0) the
correction is close to one for a large band of frequencies:
R(η, ν)
ξo'−ξ, η'0' 1− 1
2 cosh2(piν)
,
which makes it easy for the observer to detect the correction, hence the obstacle. The fact
that the correction is approximately one comes from the Dirichlet boundary condition at the
boundary of the obstacle, which makes the field approximately zero close to the boundary.
When the observer is far from the obstacle (for large η) the correction is close to zero. When
the observer is in the neighborhood of the obstacle, the correction has a complicated frequency-
dependent structure. The maximal correction is reached at positive frequency when ξo < 0
and at zero-frequency when ξo > 0. The correction can be larger than one. There is no
contradiction, the Wigner transform can take (locally in η) negative values.
In Figure 4, the correction R(η, ν) is plotted when the trajectory has normal incidence
α = 0 and αo is very close to zero. This illustrates the above remark that the correction is in
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Figure 3: Correction R(η, ν) when α = 0 (normal incidence). The correction R is defined in
(33), as a function of η = coτ/ξ and ν = ξω/co. When ξo = −0.99ξ and η = 0, the observer is
at distance 0.01ξ from the obstacle (the trajectory is given by (22)).
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Figure 4: Correction R(η, ν) when α = 0 (normal incidence) and αo = ξo/ξ is close to zero.
The correction becomes proportional to δ(ν).
this case concentrated at very small frequencies, and that in the limit αo → 0 it is proportional
to δ(ν).
In Figure 5 the correction R(η, ν) is plotted when the trajectory has oblique incidence
α = pi/4. The results are quantitatively different, but qualitatively similar. In particular,
when the observer is very close to the obstacle (ξo ' −ξ cos(α), η ' 0) then the correction is
close to one for a large band of frequencies because of the Dirichlet condition:
R(η, ν)
ξo'−ξ cosα, η'0' 1− 1
2 cosh2(piν)
(
1− sin
[
2νargcosh(1 + 2/ tan2 α)
]
4ν
√
1/ tan2 α+ 1/ tan4 α
)
.
In the point of view of the inverse problem, one could implement an optimal control strat-
egy to minimize the least square mismatch between an observed spectrum correction and the
theoretical spectrum correction parameterized by α and αo. This can be done for a given time
τ , or for several τ in order to improve the resolution and the robustness of the estimation
method. These are standard procedures [1].
4 Conclusion
The results reported in this paper show that, as long as a Rindler observer is far from an ob-
stacle, it perceives a constant Planck spectrum when the illumination comes from noise sources
with Lorentz-invariant spectrum. However, when the observer comes into the neighborhood of
an obstacle, the Wigner transform of the recorded signal deviates from the Planck spectrum
and the deviation can be used to localize the obstacle. This demonstrates that a passive ob-
server can perceive its environment from the signal that it records and that is transmitted by
noise sources.
In this paper the obstacle has the form of an infinite perfect mirror. It would be interesting
to address more general obstacles, for which the curvature of the obstacle surface would be
important [9]. This result could also be extended qualitatively to other trajectories: an obstacle
15
Figure 5: Correction R(η, ν) when α = pi/4 (oblique incidence). When ξo = −0.7ξ and η = 0,
the observer is at distance 0.0071ξ from the obstacle.
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would modify the Wigner transform of the recorded signal. However the Rindler trajectory
is the unique straight-line trajectory that allows the observer to feel a constant spectrum
whatever its time or position, as long as the observer is far from any obstacle. It is only when
it comes into the neighborhood of an obstacle that the spectrum is modified, which allows
the observer to detect the obstacle and to determine its relative position with respect to the
obstacle once the entire trajectory has been traversed. Finally, this paper only addresses noise
sources with Lorentz-invariant spectra. If we look for other applications, other spectra may
be more appropriate. Remarks 1 and 2 seem to indicate that our main results are somewhat
robust with respect to the form of the source spectrum and the duration of the recording time
window, but more detailed work is needed to quantify the loss of accuracy and resolution in
these general cases.
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A Helmholtz-Kirchhoff identity
For any x1,x2 ∈ R3 we have for L→∞:
ImGˆ(ω,x1,x2) =
ω
co
∫
∂B(0,L)
Gˆ(ω,x1,y)Gˆ(ω,x2,y)dσ(y), (37)
where dσ(y) is the surface integral. It is a consequence of second Green’s identity and Som-
merfeld radiation condition [14].
B Proofs
B.1 Proof of (14)
We consider (12) with Fˆ (ω) = |ω| and τ ′ 6= 0. We denote η = coτ/ξ and η′ = coτ ′/ξ. By (8),
we have ∣∣X(τ + τ ′
2
)−X(τ − τ
′
2
)
∣∣ =2ξ∣∣ sinh(η) sinh(η′
2
)
∣∣,
T (τ +
τ ′
2
)− T (τ − τ
′
2
)
)
=2ξ cosh(η) sinh(
η′
2
),
so that〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
=
1
4pi2
1
2ξ
co
sinh(η) sinh(η
′
2 )
×
∫ ∞
0
sin
( ω
co
2ξ sinh(η) sinh(
η′
2
)
)
cos
( ω
co
2ξ cosh(η) sinh(
η′
2
)
)
dω
=
1
8pi2
1
2ξ
co
sinh(η) sinh(η
′
2 )
∫ ∞
0
sin
( ω
co
2ξ sinh(
η′
2
)[sinh(η) + cosh(η)]
)
+ sin
( ω
co
2ξ sinh(
η′
2
)[sinh(η)− cosh(η)]
)
dω.
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We have (for the justification of the inversion of the integral and the limit → 0, see B.3)∫ ∞
0
sin(ωt)dω = Im lim
→0+
∫ ∞
0
e(it−)ωdω = Im
−1
it−  =
1
t
, (38)
so that〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
=
1
8pi2
1
2ξ
co
sinh(η) sinh(η
′
2 )
×
[ 1
2ξ
co
sinh(η
′
2 )[sinh(η) + cosh(η)]
+
1
2ξ
co
sinh(η
′
2 )[sinh(η)− cosh(η)]
]
=− c
2
o
16pi2ξ2 sinh2(η
′
2 )
.
B.2 Proof of (15)
We show that the inverse Fourier transform of ω 7→W (τ, ω) defined by (15) gives (14) for any
τ ′ 6= 0 (the proof follows closely [3]):
1
2pi
∫
R
W (τ, ω)e−iωτ
′
dω =
fo
4pi2
∫ ∞
0
ω
tanh(piξω/co)
cos(ωτ ′)dω
=
fo
4pi2
{∫ ∞
0
ω cos(ωτ ′)dω +
∫ ∞
0
2ω cos(ωτ ′)
exp(2piξω/co)− 1dω
}
.
The singular part can be computed by∫ ∞
0
ω cos(ωt)dω = Re lim
→0+
∫ ∞
0
ωe(it−)ωdω = − 1
t2
, (39)
and by using [16, formula 3.951.5] we get the expression of the regular part, so that we obtain
1
2pi
∫
R
W (τ, ω)e−iωτ
′
dω =
fo
4pi2
{
− 1
τ ′2
+
[ 1
τ ′2
−
c2o
4ξ2
sinh2(coτ ′/(2ξ))
]}
,
which gives (15).
B.3 Finite-energy spectrum
Here we revisit the two previous appendices when the source spectrum is of the form
Fˆ (ω) = fo|ω| exp(−|ω|) (40)
for some  > 0. The goal is twofold: First we want to justify the inversion of the integral and
the limit → 0 in (38) and (39). Second we want to show that we can deal with a noise source
spectrum with finite energy and amplitude, and therefore classical recorded signals with finite
energy and amplitude, without altering the results.
By (8), we have〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
=
1
8pi2
1
2ξ
co
sinh(η) sinh(η
′
2 )
∫ ∞
0
[
sin
( ω
co
2ξ sinh(
η′
2
)eη
)
− sin
( ω
co
2ξ sinh(
η′
2
)e−η
)]
exp(−ω)dω.
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Then, using ∫ ∞
0
sin(ωt) exp(−ω)dω = Im
∫ ∞
0
e(it−)ωdω = Im
−1
it−  =
t
t2 + 2
,
we find that, for any  > 0:〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
=
1
8pi2 sinh(η)
[ eη(
2ξ
co
)2
sinh(η
′
2 )
2e2η + 2
− e
−η(
2ξ
co
)2
sinh(η
′
2 )
2e−2η + 2
]
.
(41)
The limit  → 0 can be taken in this expression to get that (14) gives the correct value
of the autocorrelation function of the recorded signal when the source spectrum is (40) and
sinh(co|τ ′|/(2ξ)) > (co/ξ) exp(co|τ |/ξ), i.e. |τ ′| > O().
A similar analysis can be carried out for the Wigner transform of the recorded signal (11).
Using [16, formula 3.983.1], we get that, for any  > 0,
W (τ, ω) =
co
4piξ(e2η − 1)
sinh
(
ωξ
co
arccos
(− 1 + c2o2ξ2 e−2η2))√
1− (1− c2o2ξ2 e−2η2)2 sinh
(
ωξpi
co
)
+
co
4piξ(e−2η − 1)
sinh
(
ωξ
co
arccos
(− 1 + c2o2ξ2 e2η2))√
1− (1− c2o2ξ2 e2η2)2 sinh
(
ωξpi
co
) . (42)
The limit  → 0 can be taken in this expression (using arccos(−1 + s) = pi − √2s + O(s3/2)
and
√
1− (1− s)2 = √2s + O(s3/2) as s → 0) to get that (15) gives the correct value of the
Wigner transform of the recorded signal when the source spectrum is (40) and co/ξ + |ω| <
−1 exp(−co|τ |/ξ), i.e. |ω| < O(−1).
B.4 Proof of Proposition 2
A stationary observer records the signal U(τ) = u(τ,x0) whose autocorrelation function is〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
=
1
8pi2
∫
R
Fˆ (ω) exp(iωτ)dω.
Let us consider an observer moving along the z-axis at the constant velocity v > 0. The
trajectory with proper time τ is of the form (t(τ),x(τ)) with x(τ) = (0, 0, z(τ)). The time in
the laboratory frame t is related to the proper time τ by
t˙2 − z˙2/c2o = 1, (43)
with t˙ = ∂τ t, z˙ = ∂τz (this comes from the fact that the Minkowski metric is ds
2 = c2odt
2−dz2
and the proper time τ is s/co). Without loss of generality (since the medium is invariant by
any spatial shift), we can assume t(0) = 0 and z(0) = 0. As the velocity v is constant, we have
dz
dt = v, or z˙ = vt˙. Substituting into (43) this gives t˙ = γ, with γ = 1/
√
1− v2/c2o (Lorentz
factor), and therefore t(τ) = γτ and z(τ) = γvτ . From (4) the autocorrelation function of the
recorded signal U(τ) = u(t(τ),x(τ)) has the form〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
=
1
8pi2
∫
R
Fˆ (ω)sinc
( ω
co
γvτ ′
)
exp(iωγτ ′)dω, (44)
which is a function of τ ′ only, which may depend on v. We want to identify the source
spectrum Fˆ such that the autocorrelation function (or equivalently the Wigner transform)
does not depend on v. Using the fact that, for any α > 0,∫
R
sinc(αs) exp(−iΩs)ds = pi
α
1[−α,α](Ω),
19
we find that the Wigner transform is, for ω > 0,
W (τ, ω) =
1
8piγ vco
∫ ω
γ(1− v
co
)
ω
γ(1+ v
co
)
Fˆ1(ω
′)dω′, (45)
with Fˆ1(ω) = Fˆ (ω)/ω. The Wigner transform can be expanded for small v/co as
W (τ, ω) =
1
4pi
Fˆ1(ω) +
v2
8pic2o
[
ω∂ωFˆ1(ω) +
ω2
3
∂2ωFˆ1(ω)
]
+ o
(v2
c2o
)
.
Therefore, a necessary condition for the Wigner transform to be independent of v is that
Fˆ1 should satisfy ω∂ωFˆ1(ω) +
ω2
3 ∂
2
ωFˆ1(ω) = 0, that is to say, Fˆ1(ω) should be of the form
Fˆ1(ω) = fo +
f1
ω2 , or
Fˆ (ω) = fo|ω|+ f1|ω| . (46)
It turns out that (46) is also a sufficient condition. Indeed, if Fˆ (ω) = fo|ω|, then (45) gives
(for ω > 0)
W (τ, ω) =
fo
8piγ vco
( ω
γ(1− vco )
− ω
γ(1 + vco )
)
=
foω
4pi
,
and if Fˆ (ω) = f1/|ω|, then (45) gives (for ω > 0)
W (τ, ω) =
f1
8piγ vco
(γ(1 + vco )
ω
− γ(1−
v
co
)
ω
)
=
f1
4piω
.
This completes the proof of Proposition 2.
B.5 Proof of Proposition 3
We have〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
=
∫
R3
A(|k|) exp [i2ξ sinh(η′/2)(|k| cosh(η)− kz sinh(η))]dk,
with η = coτ/ξ and η
′ = coτ ′/ξ. After the change of variable k′ = (kx, ky, kz cosh(η) −
|k| sinh(η)), we get〈
U(τ +
τ ′
2
)U(τ − τ
′
2
)
〉
=
∫
R3
A(K(k′, η))K(k′, η)
|k′| exp
[
i2ξ sinh(η′/2)|k′|]dk′,
with
K(k′, η) = cosh(η)|k′|+ k′z sinh(η).
This function does not depend on η if and only if k 7→ A(k)k is constant, if and only if Fˆ (ω)
is proportional to |ω| by (7). This completes the proof of Proposition 3.
B.6 Proof of Lemma 1
We address case 1 in order to compute Ψ(v; a, b, c) defined by (28). We have
1
a cosh2(s) + b cosh(s) + c
=
1
a
1
cosh(s)− c+
1
cosh(s)− c− ,
with
c± =
−b±√∆
2a
, ∆ = b2 − 4ac.
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We can check that c+ > 1 (because −c − a − b > 0) and c− < −1 (because −c − a + b > 0).
We denote
x± = ±argcosh(c+), x˜± = ipi ± argcosh(|c−|), xˇ± = 2ipi + x±.
We have cosh(x±) = cosh(xˇ±) = c+ and cosh(x˜±) = −c−. We apply the residue theorem on
the closed contour which is a rectangle [−M,M ]∪ [M,M+2ipi]∪ [M+2ipi,−M+2ipi]∪ [−M+
2ipi,−M ], with M → +∞. The contour contains two poles x˜± and it passes through four poles
x± and xˇ±, so we get by the residue theorem:
Ψ(v; a, b, c)(1− e−2piv) = 2ipi
a(c+ − c−)
{1
2
eivx−
sinh(x−)
+
1
2
eivx+
sinh(x+)
− e
ivx˜+
sinh(x˜+)
− e
ivx˜−
sinh(x˜−)
+
1
2
eivxˇ+
sinh(xˇ+)
+
1
2
eivxˇ−
sinh(xˇ−)
}
,
which gives the desired result (29) using sinh(x±) = ±
√
c2+ − 1, sinh(x˜±) = ∓
√
c2− − 1,
sinh(xˇ±) = ±
√
c2+ − 1, and a(c+ − c−) =
√
∆.
Next we address case 2. We have
Ψ(v; 0, b, c) =
1
b
∫
R
exp(ivs)
cosh(s) + c′
ds,
with c′ = c/b > 1. We denote x± = ipi+argcosh(c′). We have cosh(x±)+ c′ = 0. We apply the
residue theorem on the contour [−M,M ]∪[M,M+2ipi]∪[M+2ipi,−M+2ipi]∪[−M+2ipi,−M ],
with M → +∞, which contains the two poles x±, and we get
Ψ(v; 0, b, c)(1− e−2piv) = 2ipi
b
{ eivx+
sinh(x+)
+
eivx−
sinh(x−)
}
,
which gives the desired result (30).
Finally we address case 3. We have
Ψ(v; a, 0, c) =
1
a
∫
R
exp(i(v/2)s)
cosh(s) + c′
ds
with c′ = 1 + 2c/a < −1. We denote x± = ±argcosh(|c′|) and x˜± = 2ipi + x±. We have
cosh(x±) + c′ = cosh(x˜±) + c′ = 0. We apply the residue theorem on the contour [−M,M ] ∪
[M,M + 2ipi]∪ [M + 2ipi,−M + 2ipi]∪ [−M + 2ipi,−M ], with M → +∞, which passes through
the four poles x± and x˜±, and we get
Ψ(v; a, 0, c)(1− e−piv) = ipi
a
{ ei(v/2)x+
sinh(x+)
+
ei(v/2)x−
sinh(x−)
+
ei(v/2)x˜+
sinh(x+)
+
ei(v/2)x˜−
sinh(x−)
}
,
which gives the desired result (31) with argcosh(|c′|)) = 2argcosh(√−c/a).
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