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1 Introduction
The XXZ Heisenberg spin 12 finite chain of length M [1, 2], in a constant magnetic field
parallel to the anisotropy direction z, is defined by the Hamiltonian,
HXXZ =
M∑
m=1
{
σxmσ
x
m+1 + σ
y
mσ
y
m+1 +∆(σ
z
mσ
z
m+1 − 1)−
h
2
σzm
}
, (1.1)
where σam, a = x, y, z, are the Pauli matrices associated to the site m of the chain and acting
in the two-dimensional space Hm at site m, ∆ is the anisotropy parameter and h is a constant
magnetic field in the z direction.
The eigenstates and the spectrum of this model have been described using the Bethe ansatz
method in [3, 4], and later by its algebraic version in [5].
The aim of this article is to describe the n-point correlation functions of the local spin
operators of this model in the thermodynamic limit, in the presence of a constant magnetic field
h, for the anisotropy parameter ∆ ≥ −1 and at zero temperature. If the anisotropy parameter is
less than −1, the ground state of the Hamiltonian (1.1) is ferromagnetic and all such correlation
functions can be calculated easily. In fact let us denote by |ψg 〉 the ground state in the massless
regime and any one of two ground states constructed by the algebraic Bethe ansatz in the
massive regime. Let E
ǫ′m,ǫm
m be the elementary operators acting on Hm at site m as the 2 × 2
matrices Eǫ
′,ǫ
lk = δl,ǫ′δk,ǫ, and
m∏
j=1
E
ǫ′j ,ǫj
j any product of such elementary operators from site one
to m. We will compute the following correlation functions,
Fm({ǫj , ǫ
′
j}) =
〈ψg |
m∏
j=1
E
ǫ′j ,ǫj
j |ψg 〉
〈ψg |ψg〉
. (1.2)
Any n-point correlation function can be obtained from these building blocks.
Our approach is based on the algebraic Bethe ansatz formulation of this model [5] and
the actual resolution of its associated quantum inverse scattering problem for local spins given
in [6]. The first results in the thermodynamic limit were obtained using this method for the
spontaneous magnetization of the XXZ model in [7].
Previous results about correlation functions were obtained in [8] and [9]. In the case h = 0 our
results agree with the one following the q-deformed Knizhnik-Zamolodchikov (KZ) equations [8]
in both the massless (−1 < ∆ < 1) [10] and massive (∆ ≥ 1) [11] regimes.
Before describing our method, let us first briefly recall the problem to be solved, the main
difficulties to overcome, and the approaches that have been used previously in this context.
In fact, the computation of exact correlation functions is one of the most challenging and
longstanding problem in the domain of integrable models of field theory and statistical mechan-
ics. This is a central question both from the fundamental and mathematical point of view, and
also when one is willing to apply such models for example to condensed matter phenomena.
Despite the great amount of remarkable works (see [8, 12, 13] and references therein), no
general method for computing exact and explicit manageable expressions for the correlation
functions of generic integrable models is available at present.
In this context, the XXZ Heisenberg spin-12 chain in the anti-ferromagnetic regime has already
been used as a representative example of integrable model, with non-trivial interaction and
bound states (in particular it is not equivalent to free fermions, except at ∆ = 0), associated to
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a q-deformed trigonometric R-matrix, and which contains all the basic difficulties in computing
correlation functions.
In fact, while the ground state of such models in the thermodynamic limit can be described
very precisely, for example by means of the Bethe ansatz method, the main difficulty in the
computation of the correlation functions lies precisely in the highly complicated structure of
such a state and its associated excited states. Indeed, for generic, really interacting models of
this class like the XXZ Heisenberg spin-12 chain in the regime ∆ ≥ −1, the ground state is given
as an extremely non-local action of the local fields (the spins on each lattice site here) of the
model on a known reference state (here the ferromagnetic state with all spin up).
This fact can be seen easily, by using the algebraic Bethe ansatz approach [5]. The main
object of this method is the so-called quantum monodromy matrix. Its matrix elements are
operators acting in the space of states of the model, its trace (the transfer matrix) containing
a set of conserved charges including the Hamiltonian, while the other elements lead to the
creation and annihilation operators of the Bethe eigenstates. The quantum monodromy matrix
is constructed as an ordered matrix product all along the chain of the so-called quantum Lax
operators defined in terms of the local spin operators at each site of the lattice. Hence, the
monodromy matrix itself, and the creation and annihilation operators of the Bethe eigenstates,
are highly non-local expressions in terms of these local spin operators. In particular, let us
mention that such operators are sums of up to 2M terms, each being the product of M local
spin operators all along the chain of M sites. Then, the ground state in the regime ∆ ≥ −1 is
obtained by acting N times with one of the monodromy matrix element (M = 2N for example),
its local description being henceforth a very complicated combinatorial problem.
Hence, although on the one hand the local spin operators satisfy a simple algebra, and on
the other hand, the elements of the quantum monodromy matrix obey the well-known quadratic
(Yang-Baxter) relations, the interplay between these two sets of operators is a priori quite
involved. In particular, the commutation relations between the local spin operators and the
quantum monodromy matrix elements do not have a simple and manageable form. This fact,
also related to the non-local structure of the ground state (and in fact of all the other eigenstates),
makes the computation of correlation functions very difficult.
Indeed, until very recently, only very few models were known for which correlation function
can be computed in an exact and explicit way. The typical examples are the Ising model, related
to free fermions, and conformal field theories dealing with critical or massless systems in the
continuum.
Beyond these models, in the framework of integrable systems solvable by means of Bethe
ansatz [5,12,14–18], related to a quantum group structure [19–22] and associated to an R-matrix
solving the Yang-Baxter equation, two main approaches have been designed to deal with this
problem.
One of them, described in the book [12], is based on the algebraic Bethe ansatz method [5,12,
16,17] applied to models defined in a finite volume (or finite lattice). Determinant representations
of correlation functions are obtained [9,12,23,24], containing however vacuum expectation values
of auxiliary (quantum) “dual fields”, which cannot be eliminated in general from the final result.
Hence, explicit expressions for the correlators in the thermodynamic limit cannot be obtained
directly from this approach. Instead, the strategy is to embed these determinant formulas in
systems of integrable integro-difference equations from which only large distance asymptotics
of some correlation functions can be extracted from the resolution of (matrix) operator valued
Riemann-Hilbert problems. Note however, that for spin chains no such asymptotics have been
determined yet, except for the free fermion points [25].
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The other approach relies on the study of form factors and correlation functions of quan-
tum integrable models directly in the infinite volume (or infinite lattice) limit. For quantum
field theory models, it started with the study of analytic properties and bootstrap equations
for the factorized S-matrices and form factors of integrable quantum field theories in infinite
volume [26–28]. A typical model here is the two-dimensional Sine-Gordon relativistic quantum
field theory. There it was realized that the set of equations satisfied by the form factors are
closely related to the q-deformed Knizhnik-Zamolodchikov equations arising from representation
theory of quantum affine algebras, and their q-deformed vertex operators [29–35]. For lattice
models, such as the the XXZ Heisenberg spin-12 (infinite) chain, it uses the corner transfer matrix
introduced by Baxter [17,36–38] in the context of integrable models of statistical mechanics, and
very plausible hypothesis about the representation of the Hamiltonian of the model as a central
element of the corresponding quantum affine algebra (here Uq(sˆl2)) in the infinite lattice, the
space of states being identified in terms of its highest weight modules [8, 11, 39]. Form factors
and correlation functions are then described in terms of q-deformed vertex operators, leading
via bosonization [40], to multiple integral formulas for them.
In [6] we started the development of a new approach to this problem in the example of the
XXZ Heisenberg spin-12 finite chain. In the present article we use our results [6] for the finite
chain to obtain, in the thermodynamic limit, multiple integral representations of arbitrary n-
points correlation functions of the XXZ Heisenberg spin-12 in a constant magnetic field. In the
zero magnetic field case, our results agree with the one described in [8] for the massive regime,
and with [10] for the massless regime. However, being grounded on the algebraic Bethe ansatz
method, we are able to deal with the case of a constant magnetic field, a situation where the
infinite quantum affine symmetry algebra used in [8] breaks down.
Although developed in the context of the XXZ Heisenberg spin-12 chain, we expect that the
general strategy we used could be applicable to other models. Our approach to the computation
of correlation functions starts with the above general observation that the main difficulty to
be solved is the fact that two types of operators are mixed in such quantities : the local (spin)
operators and the (highly) non-local (in terms of the local spins) creation/annihilation operators
of the eigenstates of the Hamiltonian. The solution to this problem is to express both types
of operators, in a simple and manageable way, into a common algebraic structure in terms of
which the corresponding correlation functions can be evaluated. It is this strategy that has
been already used in fact in all cases where explicit results have been obtained for correlation
functions : for example in the Ising model using Clifford algebra [41] or for the XXZ Heisenberg
spin-12 (infinite) chain in the massive regime and in a zero magnetic field by using the Uq(sˆl2)
algebra and its associated q-deformed vertex operators [8]. Here we will solve this problem first
for the finite XXZ Heisenberg spin-12 chain by using the Yang-Baxter algebra generated by the
quantum monodromy 2× 2 matrix,
T (λ) =
(
A(λ) B(λ)
C(λ) D(λ)
)
.
The ground state of the model can be constructed by means of algebraic Bethe ansatz by the
successive actions of the operators B(λk) on the ferromagnetic reference state with all spin up,
for a particular set of spectral parameters {λk} solving the Bethe equations.
Our method is based on the algebraic Bethe ansatz and goes along the following main steps.
The ground state 〈ψg | of the XXZ Heisenberg spin-
1
2 finite chain is given as the successive
action of the operators C(λk) (resp. B(λk)) (elements of the quantum monodromy matrix) on
the ferromagnetic reference state 〈 0 | (resp. | 0 〉), the state with all spin up, for a particular
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set of spectral parameters {λk} solving the Bethe equations, namely, 〈ψg | = 〈 0 |
∏
k
C(λk) and
|ψg 〉 =
∏
k
B(λk)| 0 〉. Our main point is that any local elementary operator E
ǫ′m,ǫm
m can be
expressed in terms of the operators entries of the above quantum monodromy matrix [6] (namely
by actually solving the quantum inverse scattering problem) as,
E
ǫ′j ,ǫj
j =
j−1∏
k=1
(
A(ξk) +D(ξk)
)
Tǫj ,ǫ′j(ξj)
M∏
k=j+1
(
A(ξk) +D(ξk)
)
.
Then, the elementary building blocks of the correlation functions,
〈ψg |
(∏
i
E
ǫ′iǫi
i
)
|ψg 〉 (1.3)
can be evaluated as the scalar product of the ground state |ψg 〉 with the state 〈ψg |
(∏
i
E
ǫ′iǫi
i
)
.
To compute such a quantity, we first evaluate the state 〈ψg |
(∏
i
E
ǫ′iǫi
i
)
. There,
(∏
i
E
ǫ′iǫi
i
)
is
replaced by a certain products of elements of the quantum monodromy matrix. Using their
known (Yang-Baxter) commutation relations with the operators C(λk), it is possible to obtain
the above wanted state as the following linear combination of states,
〈ψg |
(∏
i
E
ǫ′iǫi
i
)
=
∑
i∈I
αi〈 0 |
∏
k∈Ki
C(λk), (1.4)
with some (computable) coefficients αi. It then remains to evaluate the scalar product of the
ground state |ψg 〉 with any state in this sum. This problem was also solved in a compact form
in [6] (see also [42]) as the ratio of two explicit determinants. The next step is to compute the
resulting sums in the thermodynamic limit. There, we use these determinant representations
of the scalar products, to finally obtain multiple integral formulas, containing as integration
measure, the determinant of the derivatives of the spectral density ρ characterizing the ground
state, and solution of the Lieb equation. As a consequence, we can obtain the result also in the
presence of a constant magnetic field.
The article is organized as follows. After briefly describing the algebraic Bethe ansatz ap-
proach to the XXZ Heisenberg spin-12 model in section 2, the general strategy and tools of our
method are explained in section 3. In section 4, we apply this scheme to the so-called ”emptiness
formation probability”, which is the probability to find a ferromagnetic configuration of length
m in the massless or massive anti-ferromagnetic ground state. The computation is given first for
a zero magnetic field in order to explain the basic techniques of the thermodynamic limit. Then
in the next section, we derive the multiple integral formulas for an arbitrary n point correlation
function, also for the zero magnetic field case. We generalize this result in section 6, to the
constant magnetic field situation.
2 The XXZ spin-1
2
Heisenberg chain
The Hamiltonian of the chain of finite length M [1, 2] is given by,
HXXZ =
M∑
m=1
{
σxmσ
x
m+1 + σ
y
mσ
y
m+1 +∆(σ
z
mσ
z
m+1 − 1)
}
, (2.5)
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and we impose periodic boundary conditions. Here σam, a = x, y, z, are the Pauli spin operators
acting in the local quantum spin 12 space Hm at site m. The anisotropy parameter ∆ defines the
physical nature of the model: when ∆ ≤ −1, the ground state of the Hamiltonian is ferromag-
netic, whereas its magnetization is equal to zero when ∆ > −1. We shall focus our attention
on this last domain, which itself decomposes into a massive regime (for ∆ > 1), and a gapless
regime (for −1 < ∆ < 1) in the thermodynamic limit (M →∞).
The R-matrix of the XXZ model is,
R(λ, µ) =


1 0 0 0
0 b(λ, µ) c(λ, µ) 0
0 c(λ, µ) b(λ, µ) 0
0 0 0 1

 , (2.6)
where the functions b(λ, µ) and c(λ, µ) are defined as,
b(λ, µ) =
sinh(λ− µ)
sinh(λ− µ+ η)
, c(λ, µ) =
sinh η
sinh(λ− µ+ η)
.
The parameter η is here related to the anisotropy parameter ∆ of the Hamiltonian by,
∆ =
1
2
(q + q−1), with q = eη .
The R-matrix is a linear operator in the tensor product of two two-dimensional linear spaces
V1⊗ V2, where each Vi is isomorphic to C
2, and depends generically on two spectral parameters
λ1 and λ2 associated to these two vector spaces. It is denoted by R12(λ1, λ2). Such an R-matrix
satisfies the Yang-Baxter equation.
Identifying one of the two vector spaces of the R-matrix with the quantum space Hm, one
defines the quantum L-operator of the inhomogeneous chain at site m as,
Lm(λ, ξm) = R0m(λ− ξm), (2.7)
where ξm is an arbitrary inhomogeneity parameter attached to the site m. Here R0m acts in
V0⊗Hm, where V0 is an auxiliary space isomorphic to C
2. The monodromy matrix is constructed
as an ordered product of such L-operators:
T (λ) = R0M (λ− ξM) . . . R02(λ− ξ2)R01(λ− ξ1) =
(
A(λ) B(λ)
C(λ) D(λ)
)
[0]
.
In the last formula, the monodromy matrix is represented as a 2 × 2 matrix in the auxiliary
space V0, whose entries A(λ), B(λ), C(λ), and D(λ) are operators in the quantum space H of
the chain.
The transfer matrix T (λ) is defined as the trace A(λ) + D(λ) of the monodromy matrix.
Transfer matrices commute with each other for different values of the spectral parameter λ. They
commute also with the Hamiltonian (2.5) in the homogeneous case where all ξm are equal as
the Hamiltonian can be reconstructed in terms of the transfer matrix by means of the following
“trace identity”:
HXXZ = 2 sinh η
∂
∂λ
log T (λ)
∣∣∣∣
λ=ξj
+ const. (2.8)
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Common eigenstates of the transfer matrices (and thus of the Hamiltonian (2.5) in the ho-
mogeneous case) can be constructed by successive actions of operators B(λ) on the reference
state | 0 〉, which is the ferromagnetic state with all the spins up. More precisely, the state
B(λ1) . . . B(λN )| 0 〉 is a common eigenstate of the transfer matrices if the set of spectral param-
eters {λj}1≤j≤N is a solution of the Bethe equations,
a(λj)
d(λj)
N∏
k=1
k 6=j
b(λj , λk)
b(λk, λj)
= 1, 1 ≤ j ≤ N, (2.9)
where a(λ) = 1 and d(λ) =
∏M
i=1 b(λ, ξi) are the eigenvalues of operators A(λ) and D(λ) respec-
tively on the reference state | 0 〉. The corresponding eigenvalue for the transfer matrix T (µ) is
then,
τ(µ, {λj}) = a(µ)
n∏
j=1
b−1(λj , µ) + d(µ)
n∏
j=1
b−1(µ, λj). (2.10)
The Bethe equations can also be written in a logarithmic form:
Mp0tot(λj) +
N∑
k=1
θ(λj − λk) = 2πnj , 1 ≤ j ≤ N, (2.11)
where nj are integers for N odd and half integers for N even. The bare momentum p0tot(λ) and
the scattering phase θ(λ) are defined as,
p0tot(λ) =
i
M
ln
d(λ)
a(λ)
=
1
M
M∑
k=1
p0(λ− ξk +
η
2
),
p0(λ) = i ln
sinh(λ− η2 )
sinh(λ+ η2 )
,
θ(λ) = i ln
sinh(η + λ)
sinh(η − λ)
.
In the thermodynamic limit (M → ∞), these Bethe equations for the ground state become an
integral equation for the quasi-particle density ρ in the rapidity representation (Lieb equation) [4,
43]:
ρtot(α) +
∫ Λ
−Λ
K(α− β)ρtot(β) dβ =
p′0tot(α)
2π
, (2.12)
where the new real variables α are defined in terms of general spectral parameters λ differently
in the two domains:
α = λ for − 1 < ∆ < 1,
α = iλ for ∆ > 1.
6
The density ρ is defined as the limit of the quantity 1M(αj+1−αj) , and the functions K(α) and
p′0tot(α) are the derivatives with respect to α of the functions −
θ(λ(α))
2π and p0tot(λ(α)):
K(α) =
sin 2ζ
2π sinh(α+ iζ) sinh(α− iζ)
p′0(α) =
sin ζ
sinh(α+ i ζ2) sinh(α− i
ζ
2 )
for − 1 < ∆ < 1, with ζ = iη,
(2.13)
K(α) =
sinh 2ζ
2π sin(α+ iζ) sin(α− iζ)
p′0(α) =
sinh ζ
sin(α+ i ζ2 ) sin(α− i
ζ
2 )
for ∆ > 1, with ζ = −η, (2.14)
with p′0tot(α) =
1
M
M∑
i=1
p′0(α− βk − i
ζ
2
), (2.15)
where βk = ξk in the domain −1 < ∆ < 1, and βk = iξk in the domain ∆ > 1. The integration
limit Λ is equal to π2 for ∆ > 1, and to +∞ for −1 < ∆ < 1.
The solution for the Lieb equation (2.12) in the homogeneous model where all parameters
ξk are equal to η/2, that is the density for the ground state of the Hamiltonian (2.5) in the
thermodynamic limit, is given by the following function [4]:
ρ(α) =
1
2ζ cosh(παζ )
for − 1 < ∆ < 1, (2.16)
ρ(α) =
1
2π
+∞∑
n=−∞
e2inα
cosh(nζ)
for ∆ > 1. (2.17)
For technical convenience, we will also use in the following the solution of the inhomogeneous
Lieb equation, that is the function,
ρtot(α) =
1
M
M∑
i=1
ρ(α− βk − i
ζ
2
). (2.18)
It will be also convenient to consider, without any loss of generality, that the inhomogeneity
parameters are contained in the region −ζ < Imβj < 0.
Let us mention at last that the ground state of the XXZ model in the region ∆ > 1 is
degenerated in the thermodynamic limit (M →∞), namely there are two states with the same
energy (and characterized by the same density (2.17)), which we will call the ground state |Ψ1 〉
and the quasi-ground state |Ψ2 〉 (on the finite lattice, these states possess different energy). In
this domain, the correlation function at zero temperature is thus half of the trace on these two
states, that is of the sum of the two corresponding matrix elements. In the domain −1 < ∆ < 1,
the ground state is not degenerated.
3 Quantum inverse scattering problem and correlation func-
tions
In this section, we explain in more detail our general procedure to compute correlation
functions of the XXZ chain in the algebraic Bethe ansatz framework, along the lines described
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in the introduction. Our method is based on the study of the finite chain which has been
performed in [6]. We recall here the main results of [6].
Our purpose is to compute, in the algebraic Bethe ansatz formalism, general matrix elements
of products of local spin operators,
〈 0 |
∏
j
C(µj)
(∏
i
σεii
)∏
k
B(λk)| 0 〉 (3.19)
between two Bethe states 〈 0 |
∏
j
C(µj) and
∏
k
B(λk)| 0 〉. Here σ
εi
i , εi ∈ {+,−, z}, are Pauli spin
operators at site i. The different difficulties which appear here (and which we described in the
introduction) lead us to decompose the computation of such correlation functions into four main
steps.
3.1 Solution of the quantum inverse problem
The algebraic Bethe ansatz method is based on the commutation relations given by the
R-matrix for the generators A, B, C, D of the Yang-Baxter algebra. The first combinatorial
problem which appears in the study of expressions of the form (3.19) is that they contain
both local operators (spin operators) and highly non-local ones (operators B and C) and the
relations between these two types of operators are not clear. One needs to link these two types
of operators. One way to do it, in the spirit of the classical inverse scattering method, is to solve
the quantum inverse scattering problem for the chain, that is to express the local quantum spin
operators in terms of the generators A, B, C, D of the Yang-Baxter algebra. This has been
done in [6], and we recall here the result.
Theorem 3.1. Local spin operators at a given site i of the inhomogeneous XXX or XXZ Heisen-
berg chain are given by,
σ−i =
i−1∏
α=1
(A+D) (ξα) · B(ξi) ·
N∏
α=i+1
(A+D) (ξα), (3.20)
σ+i =
i−1∏
α=1
(A+D) (ξα) · C(ξi) ·
N∏
α=i+1
(A+D) (ξα), (3.21)
σzi =
i−1∏
α=1
(A+D) (ξα) · (A−D)(ξi) ·
N∏
α=i+1
(A+D) (ξα). (3.22)
This reduces our problem to the mere computation of matrix elements of products of A,
B, C, D operators in the reference state, for which commutation relations of the Yang-Baxter
algebra can be used.
Indeed, for any integer k and any subset {ij}1≤j≤k of {1, . . . , N}, with the convention
i1 < i2 . . . < ik, the correlation function for spins at sites i1, . . . , ik between two Bethe states
8
〈 0 | C(µ1) . . . C(µn1) and B(λ1) . . . B(λn2) | 0 〉 has the following form:
〈 0 | C(µ1) . . . C(µn1) σ
ε1
i1
σε2i2 . . . σ
εk
ik
B(λ1) . . . B(λn2) | 0 〉 =
=
i1−1∏
α=1
n1∏
j=1
b−1(µj, ξα) ·
N∏
α=ik+1
n2∏
j=1
b−1(λj , ξα) ×
× 〈 0 | C(µ1) . . . C(µn1) · X
ε1(ξi1) ·
i2−1∏
α=i1+1
(
A+D
)
(ξα) · X
ε2(ξi2) . . .
. . .
ik−1∏
α=ik−1+1
(
A+D
)
(ξα) · X
εk(ξik) · B(λ1) . . . B(λn2) | 0 〉, (3.23)
where εj , 1 ≤ j ≤ k, takes the values +, −, or z, X
εj being equal respectively to C, B and
A−D.
3.2 Action of operators A, B, C, D on a general state
The second step is thus to express the successive action of any product of A, B, C, D
operators on a state constructed by action of C operators on the reference states. Action of A,
B, C, D on such a state are well known (see for example [12]), but we recall them here in a
more convenient form for our purpose.
The action of the operators A(λ) and D(λ) on the states constructed by successive actions
of operators C(λ) can be written in the following form:
〈 0 |
N∏
k=1
C(λk)A(λN+1) =
N+1∑
a′=1
a(λa′)
N∏
k=1
sinh(λk − λa′ + η)
N+1∏
k=1
k 6=a′
sinh(λk − λa′)
〈 0 |
N+1∏
k=1
k 6=a′
C(λk);
(3.24)
〈 0 |
N∏
k=1
C(λk)D(λN+1) =
N+1∑
a=1
d(λa)
N∏
k=1
sinh(λa − λk + η)
N+1∏
k=1
k 6=a
sinh(λa − λk)
〈 0 |
N+1∏
k=1
k 6=a
C(λk). (3.25)
The action of the operator B(λ) is more complicated:
〈 0 |
N∏
k=1
C(λk)B(λN+1) =
N+1∑
a=1
d(λa)
N∏
k=1
sinh(λa − λk + η)
N+1∏
k=1
k 6=a
sinh(λa − λk)
×
×
N+1∑
a′=1
a′ 6=a
a(λa′)
sinh(λN+1 − λa′ + η)
N+1∏
j=1
j 6=a
sinh(λj − λa′ + η)
N+1∏
j=1
j 6=a,a′
sinh(λj − λa′)
〈 0 |
N+1∏
k=1
k 6=a,a′
C(λk),
(3.26)
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but in the case which is interesting for the computation of the correlation functions when λN+1 =
ξk and hence d(λN+1) = 0, we obtain a more simple result:
〈 0 |
N∏
k=1
C(λk)B(λN+1) =
N∑
a=1
d(λa)
N∏
k=1
sinh(λa − λk + η)
N+1∏
k=1
k 6=a
sinh(λa − λk)
×
×
N+1∑
a′=1
a′ 6=a
a(λa′)
N∏
j=1
j 6=a
sinh(λj − λa′ + η)
N+1∏
j=1
j 6=a,a′
sinh(λj − λa′)
〈 0 |
N+1∏
k=1
k 6=a,a′
C(λk).
(3.27)
It should be mentioned that the action of B is similar to the successive action of D and A.
Using these formulae, one can reduce expressions of the form (3.23) to sums of scalar products
of a Bethe state with an arbitrary state constructed by successive actions of B operators on the
reference state.
3.3 Scalar products
The third step of the computation is thus to find an explicit and convenient expression for
such scalar products. Usual Bethe ansatz techniques, based only on the use of commutation
relations, generally generate huge sums which are difficult to sum up. In [6], a direct computation
in a new basis (F -basis) [44] has been performed and leads to an explicit expression for such
scalar products as a determinant of usual functions of the model:
Theorem 3.2. Let {λ1, . . . , λN} be a solution of the Bethe equations (2.9) and {µ1, . . . , µN} be
an arbitrary set of parameters. Then the scalar product,
SN({µj}, {λk}) = 〈 0 |
N∏
j=1
C(µj)
N∏
k=1
B(λk) | 0 〉 (3.28)
can be represented as a ratio of two determinants,
SN ({µj}, {λk}) = SN ({λk}, {µj}) =
detT ({µj}, {λk})
detV ({µj}, {λk})
, (3.29)
of the following N ×N matrices T and V :
Tab =
∂
∂λa
τ(µb, {λk}), Vab =
1
sinh(µb − λa)
, 1 ≤ a, b ≤ N, (3.30)
where τ(µb, {λk}) is the eigenvalue of the transfer matrix T (µb) corresponding to the Bethe state∏N
k=1B(λk) | 0 〉 given by (2.10).
This result is equivalent to the scalar product formula obtained in [42].
When particularizing this formula in the case when the two states are equal, one obtains the
Gaudin formula for the norm of a Bethe state:
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〈 0 |
N∏
j=1
C(λj)
N∏
k=1
B(λk) | 0 〉 = sinh
N η
∏
α6=β
sinh(λα − λβ + η)
sinh(λα − λβ)
detΦ′({λα}),
(3.31)
where Φ′ is a N ×N matrix the elements of which are given by:
Φ′ab = −
∂
∂λ b
ln
(
a(λa)
d(λa)
N∏
k=1
k 6=a
b(λa, λk)
b(λk, λa)
)
. (3.32)
By means of this expression for the scalar product, general correlation functions for the finite
chain can now be expressed as sums of determinants.
3.4 Thermodynamic limit
The last step of our method, to obtain the general correlation functions in the infinite volume
limit, is to take the thermodynamic limit of the expressions obtained for the finite chain. This
has already been done in a particular case in the article [7], where the Baxter formula for the
spontaneous staggered magnetization in the domain ∆ > 1 has been derived by this method.
Here, we generalize it to any n-point correlation function.
In the thermodynamic limit M →∞, the Bethe equations for the ground state become the
integral Lieb equation (2.12) for the density. In a more general way, for any C∞ function f
(π-periodic in the domain ∆ > 1), sums over all the values of f at the point αj, 1 ≤ j ≤ N ,
parameterizing the ground state, can be replaced in the thermodynamic limit by an integral
involving the density ρ solution of the Lieb equation [7]:
1
M
N∑
j=1
f(αj) =
∫ Λ
−Λ
f(α)ρtot(α) dα +O(M
−∞). (3.33)
Thus, sums over determinants will become multiple integrals.
This properties enabled us in [7] to obtain the expression of the matrix elements of the
Gaudin matrix (3.32) in the thermodynamic limit:
Φ′ab(α) = −2iπM
{
δabρtot(αa) +
1
M
K(αa − αb)
}
+O(M−∞) for − 1 < ∆ < 1, (3.34)
Φ′ab(α) = 2πM
{
δabρtot(αa) +
1
M
K(αa − αb)
}
+O(M−∞) for ∆ > 1. (3.35)
These expressions will be useful in the following to compute the determinants which appear in
the formulae for the correlation functions in the thermodynamic limit. Finally, we will obtain
correlation functions as multiple integrals of usual functions of the model. In the next section
we describe in details the computation of the simplest m-point correlation function using this
method.
4 Emptiness formation probability
We consider now the simplest m-point correlation function: the emptiness formation proba-
bility, i.e. the probability to detect a ferromagnetic domain of length m in the antiferromagnetic
ground state of the XXZ model. This probability can be expressed in the following form:
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τ(m) =
〈ψg |
m∏
j=1
1
2(1− σ
z
j )|ψg 〉
〈ψg |ψg〉
, (4.1)
where |ψg 〉 is the ground state in the massless case and any one of two ground states constructed
by the algebraic Bethe ansatz in the massive regime.
Using the solution of the quantum inverse scattering problem (3.22) one can express the
operators 12(1− σ
z
j ) in terms of the monodromy matrix elements:
1
2
(1− σzj ) =
j−1∏
k=1
(
A(ξk) +D(ξk)
)
D(ξj)
M∏
k=j+1
(
A(ξk) +D(ξk)
)
.
So the emptiness formation probability can be written uniquely in terms of the monodromy
matrix elements:
τ(m) = φm({λ})
〈 0 |
N∏
a=1
C(λa)
m∏
j=1
D(ξj)
N∏
a=1
B(λa)| 0 〉
〈 0 |
N∏
a=1
C(λa)
N∏
a=1
B(λa)| 0 〉
, (4.2)
where φm({λ}) is the ground state eigenvalue of the corresponding product of the transfer
matrices:
φm({λ}) =
m∏
j=1
N∏
a=1
sinh(λa − ξj)
sinh(λa − ξj + η)
.
Using the relation (3.25) we obtain the following action of a product of the operators D(λ)
on a state constructed by the action of the operators C(λ),
〈 0 |
N∏
k=1
C(λk)
m∏
j=1
D(λN+j) =
N+1∑
a1=1
N+2∑
a2=1
a2 6=a1
. . .
N+m∑
am=1
am 6=a1,...,am−1
Ga1...am(λ1 . . . λN+m)〈 0 |
N+m∏
k=1
k 6=a1,...,am
C(λk),
(4.3)
where the function G can be written as:
Ga1...am(λ1, . . . laN+m) =
m∏
j=1
d(λaj )
N+j−1∏
b=1
b6=a1,...,aj−1
sinh(λaj − λb + η)
N+j∏
b=1
b6=a1,...,aj
sinh(λaj − λb)
. (4.4)
To compute the emptiness formation probability one should take the parameters λa for
a > N equal to ξa−N . It means, in particular, that the sums should be taken up to aj = N as
d(ξk) = 0.
Now we calculate the scalar products in each term of the sum. In fact we have to calculate
the following “normalized” product:
S({λ1, . . . , λN−m, ξ1, . . . , ξm}, {λ}) =
〈 0 |
N−m∏
b=1
C(λb)
m∏
k=1
C(ξk)
N∏
k=1
B(λk)| 0 〉
〈 0 |
N∏
k=1
C(λk)
N∏
k=1
B(λk)| 0 〉
. (4.5)
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This quantity can be easily calculated using the representation for the scalar products (3.29)
(as one of the states in the numerator is a Bethe state) and the Gaudin formula (3.31) for the
norm of Bethe vectors. Finally we obtain,
S({λ1, . . . , λN−m, ξ1, . . . , ξm}, {λ}) =
m∏
j,k=1
j>k
sinh(λN−m+k − λN−m+j)
sinh(ξk − ξj)
m∏
j=1
N−m∏
k=1
sinh(λk − λN−m+j)
sinh(λk − ξj)
×
N∏
a=1
m∏
k=1
sinh(λa − ξk + η)
sinh(λa − λN−m+k + η)
detΨ′({λ}, {ξ})
detΦ′({λ})
, (4.6)
where the N ×N matrix Φ′ is the Gaudin matrix (3.32). The first N −m columns of the N ×N
matrix Ψ′ are the same as in the Gaudin matrix but the other columns are different:
Ψ′ab = Φ
′
ab, b ≤ N −m,
Ψ′ab =
sinh η
sinh(λa − ξb+m−N ) sinh(λa − ξb+m−N + η)
, b > N −m.
As the Gaudin matrix is invertible the fraction of the two determinants in (4.6) can be repre-
sented as one determinant:
detΨ′({λ}, {ξ})
det Φ′({λ})
= det(Φ′
−1
({λ})Ψ′({λ}, {ξ})).
The first N −m columns of the matrix Φ′−1Ψ′ are the unity matrix columns:
(Φ′
−1
Ψ′)ab = δab, b ≤ N −m.
The action of the inverse Gaudin matrix on the other columns of the matrix Ψ′ can be cal-
culated in the thermodynamic limit. Using the representation for the Gaudin matrix in the
thermodynamic limit (3.34), (3.35) and the Lieb equation (2.12) one concludes that,
1
M
N∑
b=1
Φ′ab
ρ˜(λb − ξk +
η
2 )
ρ˜tot(λb)
=
sinh η
sinh(λa − ξk) sinh(λa − ξk + η)
+O(M−∞),
where ρ˜(λ) is defined differently for two regimes:
ρ˜(λ) =ρ(λ), −1 <∆ ≤ 1,
ρ˜(λ) =iρ(iλ), ∆ > 1.
Thus for the corresponding matrix elements we obtain
(Φ′
−1
Ψ′)ab =
ρ˜(λa − ξb+m−N +
η
2 )
Mρ˜tot(λa)
+O(M−∞), b > N −m.
Finally the fraction of the two determinants in (4.6) can be written in a very simple form in the
thermodynamic limit:
detΨ′({λ}, {ξ})
detΦ′({λ})
=
1
Mm
m∏
a=1
ρ˜−1tot(λN−m+a) detS({λN−m+1, . . . , λN}, {ξ}) +O(M
−∞),
(4.7)
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where the m×m matrix S is:
Sab = ρ˜(λN−m+a − ξb +
η
2
). (4.8)
Now, using (4.2), (4.3), (4.4), (4.6) and (4.7), we obtain the following representation for the
emptiness formation probability:
τ(m) =
1
Mm
∏
k<l
sinh(ξk − ξl)
N∑
am=1
N∑
am−1=1
. . .
N∑
a1=1
H({λa1 , . . . , λam}, {ξ})
m∏
j=1
ρ˜−1tot(λaj ),
(4.9)
where the function H is:
H({λa1 , . . . , λam}, {ξ}) =
1∏
k>l
sinh(λak − λal + η)
detS({λa1 , . . . λam}, {ξ}) ×
×
m∏
j=1

j−1∏
k=1
sinh(λaj − ξk + η)
m∏
k=j+1
sinh(λaj − ξk)

+O(M−∞).
(4.10)
Here we take the sums over all the values of aj , as if two indices coincide (aj = ak, j 6= k) the
determinant of the matrix S vanishes.
In the thermodynamic limit for the ground state the sums can be replaced by the integrals
(3.33) and the emptiness formation probability can be expressed as a multiple integral,
τ(m) =
1∏
k<l
sinh(ξk − ξl)
Λ˜∫
−Λ˜
dλ1· · ·
Λ˜∫
−Λ˜
dλmH({λ1, . . . , λm}, {ξ}), (4.11)
where Λ˜ = Λ for −1 < ∆ ≤ 1 and Λ˜ = −iΛ for ∆ > 1.
Thus we obtain explicit results for both regimes of the XXZ model. In both cases the
determinant of the matrix S can be calculated explicitly. In the massless case it is the Cauchy
determinant:
detS =
(
i
2ζ
)m ∏
k<l
sinh πζ (ξk − ξl)
∏
a>b
sinh πζ (λa − λb)
m∏
a=1
m∏
k=1
sinh πζ (λa − ξk)
. (4.12)
The emptiness formation probability has in this case the following form:
τ(m) =
∏
k<l
sinh πζ (ξk − ξl)
sinh(ξk − ξl)
∞∫
−∞
i
dλ1
2ζ
· · ·
∞∫
−∞
i
dλm
2ζ
∏
a>b
sinh πζ (λa − λb)
sinh(λa − λb − iζ)
×
×
m∏
a=1
m∏
k=1
1
sinh πζ (λa − ξk)
m∏
j=1

j−1∏
k=1
sinh(λj − ξk − iζ)
m∏
k=j+1
sinh(λj − ξk)

 .
(4.13)
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In the homogeneous limit (ξj = −iζ/2, ∀j) we obtain the following result for the emptiness
formation probability:
τ(m) =(−1)m
(
−
π
ζ
)m(m+1)
2
∞∫
−∞
dλ1
2π
· · ·
∞∫
−∞
dλm
2π
∏
a>b
sinh πζ (λa − λb)
sinh(λa − λb − iζ)
×
×
m∏
j=1
sinhj−1(λj − i
ζ
2) sinh
m−j(λj + i
ζ
2 )
coshm πζ λj
. (4.14)
In the massive case the determinant of the matrix S is more complicated but can be expressed
in terms of the Theta functions:
detS = gm
(
−
1
2π
)m ∏j<k ϑ1(iλj − iλk) ϑ1(iξk − iξj)
m∏
j,k=1
ϑ1(iλj − iξk)
ϑ2
( m∑
j=1
(iλj − iξj)
)
,
(4.15)
where
gm =
∞∏
n=1
(1− q2n
1 + q2n
)2[
2q1/4
∞∏
n=1
(1− q2n)3
]m−1
.
We give the proof of this formula in Appendix A. As usually in this regime we change the
variables for more convenient ones: β = iξ, ζ = −η. For the emptiness formation probability
we obtain:
τ(m) =gm
∏
k<l
ϑ1(βk − βl)
sin(βk − βl)
π/2∫
−π/2
i
dλ1
2π
· · ·
π/2∫
−π/2
i
dλm
2π
ϑ2

 m∑
j=1
(λj − βj)

∏
a>b
ϑ1(λa − λb)
sin(λa − λb − iζ)
×
×
m∏
a=1
(
m∏
k=1
1
ϑ1(λa − βk)
a−1∏
k=1
sin(λa − βk − iζ)
m∏
k=a+1
sin(λa − βk)
)
. (4.16)
In the homogenous limit βj = −iζ/2 we have the following result:
τ(m) =
∞∏
n=1
(1− q2n
1 + q2n
)2[
2q1/4
∞∏
n=1
(1− q2n)3
]m(m+1)
2
−1
π/2∫
−π/2
i
dλ1
2π
· · ·
π/2∫
−π/2
i
dλm
2π
×
×ϑ2

 m∑
j=1
(λj + i
ζ
2
)

∏
a>b
ϑ1(λa − λb)
sin(λa − λb − iζ)
m∏
j=1
sinj−1(λj − i
ζ
2) sin
m−j(λj + i
ζ
2 )
ϑm1 (λj + i
ζ
2 )
.
(4.17)
We have shown in this section that the simplest m-point correlation function for the XXZ
model can be expressed using the algebraic Bethe ansatz as multiple integrals of the elementary
or elliptic functions. These results reproduce for this particular case the formulae obtained by
Jimbo and Miwa [8,10,11]. In the isotropic XXX limit (∆ = 1) we also obtain a formula derived
in [45,46] (using the Jimbo and Miwa method). In the next section we apply the same approach
to calculate more general correlation functions of the XXZ chain.
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5 Correlation functions
In this section we consider a more general case of correlation functions : the ground state
mean value of any product of the local elementary 2× 2 matrices Eǫ
′,ǫ
lk = δl,ǫ′δk,ǫ:
Fm({ǫj , ǫ
′
j}) =
〈ψg |
m∏
j=1
E
ǫ′j ,ǫj
j |ψg 〉
〈ψg |ψg〉
. (5.1)
It should be mentioned that an arbitrary n-point correlation function can be obtained as a sum
of such mean values.
To calculate this product we use at first the solution of the quantum inverse scattering
problem (3.20)-(3.22), representing the local elementary matrices in terms of the corresponding
monodromy matrix elements:
E
ǫ′j ,ǫj
j =
j−1∏
k=1
(
A(ξk) +D(ξk)
)
Tǫj ,ǫ′j(ξj)
M∏
k=j+1
(
A(ξk) +D(ξk)
)
.
Thus we reduce the problem to the computation of the ground state mean value of an
arbitrary ordered product of the monodromy matrix elements,
Fm({ǫj , ǫ
′
j}) = φm({λ})
〈ψg |Tǫ1,ǫ′1(ξ1) . . . Tǫm,ǫ′m(ξm)|ψg 〉
〈ψg |ψg〉
, (5.2)
where φm({λ}) is the ground state eigenvalue of the corresponding product of the transfer
matrices:
φm({λ}) =
m∏
j=1
N∏
a=1
sinh(λa − ξj)
sinh(λa − ξj + η)
.
Now to calculate these mean values we use the commutation relations of the monodromy
matrix elements.
An arbitrary product of the monodromy matrix elements can be treated in a rather general
way. At first one should consider the two following sets of indices:
α+ = {j : 1 ≤ j ≤ m, ǫj = 1}, card(α
+) = s′, maxj∈α+(j) ≡ j
′
max, minj∈α+(j) ≡ j
′
min,
α− = {j : 1 ≤ j ≤ m, ǫ′j = 2}, card(α
−) = s, maxj∈α−(j) ≡ jmax, minj∈α−(j) ≡ jmin.
It should be mentioned that in a general case the intersection of these two sets is not empty and
corresponds to the operators B(ξj).
Consider now the action of an arbitrary product on a state constructed by the action of the
operators C(λ),
〈 0 |
N∏
k=1
C(λk)Tǫ1,ǫ′1(λN+1) . . . Tǫm,ǫ′m(λN+m),
applying one by one the formulae (3.24)-(3.26). For all the indices j from the sets α+ and α−
one obtains a summation on the corresponding indices a′j (for j ∈ α
+, corresponding to the
action of the operators A(λ) or B(λ)) or aj (for j ∈ α
−, corresponding to the action of the
operators D(λ) or B(λ)). As the product of the monodromy matrix elements is ordered these
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summations are also ordered and the corresponding indices should be taken from the following
sets:
Aj ={b : 1 ≤ b ≤ N +m, b 6= ak, a
′
k, k < j},
A′j ={b : 1 ≤ b ≤ N +m, b 6= a
′
k, k < j, b 6= ak, k ≤ j}.
Thus the action of a product of the monodromy matrix elements can be written as the following
sum:
〈 0 |
N∏
k=1
C(λk)Tǫ1,ǫ′1(λN+1) . . . Tǫm,ǫ′m(λN+m) =
∑
{aj ,a′j}
G{aj ,a′j}(λ1, . . . , λN+m)〈 0 |
∏
b∈Am+1
C(λb)
(5.3)
The summation is taken over the indices aj for j ∈ α
− and a′j for j ∈ α
+ such that:
1 ≤ aj ≤ N + j, aj ∈ Aj, 1 ≤ a
′
j ≤ N + j, a
′
j ∈ A
′
j.
The functions G{aj ,a′j}(λ1, . . . λN+m) can be easily obtained from the formulae (3.24)-(3.26)
taking into acount that λa = ξN−a for a > N :
G{aj ,a′j}(λ1, . . . , λN+m) =
∏
j∈α−
d(λaj )
N+j−1∏
b=1
b∈Aj
sinh(λaj − λb + η)
N+j∏
b=1
b∈A′j
sinh(λaj − λb)
×
×
∏
j∈α+
a(λa′
j
)
N+j−1∏
b=1
b∈A′j
sinh(λb − λa′
j
+ η)
N+j∏
b=1
b∈Aj+1
sinh(λb − λa′j )
. (5.4)
Now to calculate the normalized mean value (5.2) we apply the representation for the scalar
product (3.29) and the Gaudin formula (3.31). It should be mentioned that the number of
operators C(λ) has to be equal to the number of the operators B(λ), as otherwise the mean
value is zero, and hence the total number of elements in the sets α+ and α− is s + s′ = m.
Taking into account that in (5.2), for b > N, λb = ξb−N one can consider the scalar products
appearing in the representation for the ground state mean values,
〈 0 |
∏
b∈Am+1
C(λb)
N∏
k=1
B(λk)| 0 〉
〈 0 |
N∏
k=1
C(λk)
N∏
k=1
B(λk)| 0 〉
,
for all the permitted values of aj , a
′
j using the same method as for the emptiness formation
probability. Finally we obtain:
Fm({ǫj , ǫ
′
j}) =
1∏
k<l
sinh(ξk − ξl)
∑
{aj ,a′j}
H{aj ,a′j}(λ1, . . . , λN+m), (5.5)
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the sum being taken on the same set of indices aj, a
′
j as in (5.3). The functions H{aj ,a′j}({λ})
can be obtained using (5.4) and the representations for the scalar products. It is convenient to
introduce the following set of indices:
{b1, . . . , bm} = {a
′
j′max
, . . . , a′j′min
, ajmin, . . . , ajmax}.
One should also take into account that for the XXZ model a(λ) = 1 and d(ξk) = 0. Then one
obtains that aj ≤ N , ∀j ∈ α
−, (otherwise the corresponding term is zero):
H{aj ,a′j}({λ}) =
(−1)s
′∏
k>l
sinh(λbk − λbl + η)
∏
j∈α+

j−1∏
k=1
sinh(λa′j − ξk − η)
m∏
k=j+1
sinh(λa′j − ξk)

×
×
∏
j∈α−

j−1∏
k=1
sinh(λaj − ξk + η)
m∏
k=j+1
sinh(λaj − ξk)

(detM({bk}) +O(M−∞)
)
,
(5.6)
where the m×m matrix M({bk}) is slightly different in comparison to the case of the emptiness
formation probability,
bl > N, Mlk = −δbl−N,k,
bl ≤ N, Mlk =
ρ˜(λbl − ξk +
η
2 )
ρ˜tot(λbl)
.
The sum in (5.5) can be rewritten in a more simple way if one takes into account that the
function H{aj ,a′j}({λ}) defined by (5.6) is equal to zero if bj = bk, j 6= k (as the determinant
vanishes in this case), or if a′j > N + j:
Fm({ǫj , ǫ
′
j}) =
1∏
k<l
sinh(ξk − ξl)
N+m∑
b1=1
. . .
N+m∑
bs′=1
N∑
bs′+1=1
. . .
N∑
bm=1
H{aj ,a′j}({λ}). (5.7)
The sum over 1 ≤ bj ≤ N is just a sum over the rapidities in the ground state and can be
replaced by integrals as in the case of the emptiness formation probability:
N∑
a=1
f(λa) =
Λ˜∫
−Λ˜
dλ ρ˜tot(λ)f(λ) +O(M
−∞).
The contributions of the terms with a′j > N can be rewritten as integrals over the contours
Γa′j−N surrounding the pole of the corresponding density function ρ˜(λ− ξa′j−N +
η
2 ) in the point
λ = ξa′j−N . The residues of the density function ρ(λ − ξ +
η
2 ) (for both regimes) in this points
are:
2πi Res
(
ρ(λ− ξ +
η
2
)
)∣∣∣∣
λ=ξ
= −1.
The other points ξl should be outside the contour Γa′j−N . The matrix M({bk}) then should be
replaced by the same matrix S({λ}, {ξ}) as in the representation for the emptiness formation
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probability. Finally for the correlation function one obtains:
Fm({ǫj , ǫ
′
j}) =
1∏
k<l
sinh(ξk − ξl)


Λ˜∫
−Λ˜
+
m∑
j=1
∮
Γj

 dλ1 . . .


Λ˜∫
−Λ˜
+
m∑
j=1
∮
Γj

 dλs′ ×
Λ˜∫
−Λ˜
dλs′+1· · ·
Λ˜∫
−Λ˜
dλmH˜{ǫj ,ǫ′j}(λ1, . . . , λm) +O(M
−∞),
(5.8)
where the function H˜{ǫj ,ǫ′j}(λ1, . . . , λm) is defined as,
H˜{ǫj ,ǫ′j}({λ}) =
(−1)s
′∏
k>l
sinh(λk − λl + η)
∏
j∈α−

j−1∏
k=1
sinh(µj − ξk + η)
m∏
k=j+1
sinh(µj − ξk)

×
×
∏
j∈α+

j−1∏
k=1
sinh(µ′j − ξk − η)
m∏
k=j+1
sinh(µ′j − ξk)

 detS({λ}, {ξ}), (5.9)
where
Slk = ρ˜(λl − ξk +
η
2
),
and the parameters of integration are ordered in the following way:
{λ1, . . . λm} = {µ
′
j′max
, . . . , µ′j′min
, µjmin, . . . , µjmax}.
Consider now separately the two regimes of the XXZ model. In the massless regime η = −iζ
is imaginary, the ground state rapidities λ are real and the limit of integration is infinity Λ =∞.
In this case we consider the inhomogeneity parameters ξj such that 0 > Im(ξj) > −ζ. The
function H˜{ǫj ,ǫ′j}(λ1, . . . , λm) for all the arguments λj in the region 0 > Im(λj) > −ζ has only
simple poles in the points λj = ξk. Hence the sums of integrals in (5.8) can be rewritten as one
integral on a displaced contour:
 ∞∫
−∞
+
m∑
j=1
∮
Γj

 dλj −→
∞−iζ∫
−∞−iζ
dλj .
Finally for the correlation functions in the thermodynamic limit one obtains the following
result in this regime:
Fm({ǫj , ǫ
′
j}) =
1∏
k<l
sinh(ξk − ξl)
∞−iζ∫
−∞−iζ
dλ1 . . .
∞−iζ∫
−∞−iζ
dλs′
∞∫
−∞
dλs′+1· · ·
∞∫
−∞
dλmH˜{ǫj ,ǫ′j}(λ1, . . . , λm).
(5.10)
Now one can rewrite this result using the corresponding representations for the determinants
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of the matrix S({λ}, {ξ}):
Fm({ǫj , ǫ
′
j}) =
∏
k<l
sinh πζ (ξk − ξl)
sinh(ξk − ξl)
s′∏
j=1
∞−iζ∫
−∞−iζ
dλj
2iζ
m∏
j=s′+1
∞∫
−∞
i
dλj
2ζ
∏
a>b
sinh πζ (λa − λb)
sinh(λa − λb − iζ)
×
×
m∏
a=1
m∏
k=1
1
sinh πζ (λa − ξk)
∏
j∈α−

j−1∏
k=1
sinh(µj − ξk − iζ)
m∏
k=j+1
sinh(µj − ξk)

 ×
×
∏
j∈α+

j−1∏
k=1
sinh(µ′j − ξk + iζ)
m∏
k=j+1
sinh(µ′j − ξk)

 . (5.11)
In the homogeneous limit (ξj = −iζ/2, ∀j) the correlation function Fm({ǫj , ǫ
′
j}) has the
following form:
Fm({ǫj , ǫ
′
j}) =(−1)
s
(
−
π
ζ
)m(m+1)
2
s′∏
j=1
∞−iζ∫
−∞−iζ
dλj
2π
m∏
j=s′+1
∞∫
−∞
dλj
2π
∏
a>b
sinh πζ (λa − λb)
sinh(λa − λb − iζ)
×
×
∏
j∈α−
sinhj−1(µj − i
ζ
2 ) sinh
m−j(µj + i
ζ
2 )
coshm πζ µj
×
×
∏
j∈α+
sinhj−1(µ′j + 3i
ζ
2 ) sinh
m−j(µ′j + i
ζ
2 )
coshm πζ µ
′
j
. (5.12)
These results agree exactly with the ones obtained by Jimbo and Miwa in [10], taking into
account that their Hamiltonian is obtained from our one by the transformation UH∆U
−1 =
−H−∆, U =
∏M
2
j=1 σ
z
2j .
Similarly in the massive regime the parameter η = −ζ is real, the solutions of the Bethe
equations corresponding to the two ground states are imaginary λa = −iαa, and Λ˜ = −iπ/2.
The inhomogeneity parameters are chosen in such a way that 0 > Im(βj) > −ζ, ξ = −iβ.
Taking into account that the function H˜{ǫj ,ǫ′j}(λ1, . . . , λm) is π-periodic for all the arguments
αa and that in the region 0 > Im(αa) > −ζ, −π/2 ≤ Re(αa) ≤ π/2, it has only simple poles
in the points αa = βk one can rewrite the sums of integrals in the same way as in the massless
situation: 

π/2∫
−π/2
+
m∑
j=1
∮
Γj

 dαj −→
π/2−iζ∫
−π/2−iζ
dαj .
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Finally using the formula for the determinant of the matrix S (4.15) in this case one obtains:
Fm({ǫj , ǫ
′
j}) =gm
∏
k<l
ϑ1(βk − βl)
sin(βk − βl)
s′∏
j=1
π/2−iζ∫
−π/2−iζ
dλj
2πi
m∏
j=s′+1
π/2∫
−π/2
i
dλj
2π
∏
a>b
ϑ1(λa − λb)
sin(λa − λb − iζ)
×
×
m∏
a=1
m∏
k=1
1
ϑ1(λa − βk)
∏
j∈α−

j−1∏
k=1
sin(µj − βk − iζ)
m∏
k=j+1
sin(µj − βk)

×
×
∏
j∈α+

j−1∏
k=1
sin(µ′j − βk + iζ)
m∏
k=j+1
sin(µ′j − βk)

ϑ2

 m∑
j=1
(λj − βj)

 ,
(5.13)
where {λ1, . . . λm} = {µ
′
j′max
, . . . , µ′j′min
, µjmin, . . . , µjmax} and
gm =
∞∏
n=1
(1− q2n
1 + q2n
)2[
2q1/4
∞∏
n=1
(1− q2n)3
]m−1
.
This result is equivalent to the formula [8, 11] obtained as a solution of the q-KZ equations.
In the homogenous limit βj = −iζ/2 we obtain the following result for the correlation
function:
Fm({ǫj , ǫ
′
j}) =
∞∏
n=1
(1− q2n
1 + q2n
)2[
2q1/4
∞∏
n=1
(1− q2n)3
]m(m+1)
2
−1
s′∏
j=1
π/2−iζ∫
−π/2−iζ
dλj
2πi
m∏
j=s′+1
π/2∫
−π/2
i
dλj
2π
×
×
∏
a>b
ϑ1(λa − λb)
sin(λa − λb − iζ)
∏
j∈α−
sinj−1(µj − i
ζ
2) sin
m−j(µj + i
ζ
2 )
ϑm1 (µj + i
ζ
2 )
×
×
∏
j∈α+
sinj−1(µ′j + 3i
ζ
2 ) sin
m−j(µ′j + i
ζ
2 )
ϑm1 (µ
′
j + i
ζ
2 )
ϑ2

 m∑
j=1
(λj + i
ζ
2
)

 . (5.14)
Thus for both regimes the results for the correlation functions obtained by Jimbo, Miwa and
collaborators [8,10,11] as solutions of the q-KZ equation can be reproduced using the algebraic
Bethe ansatz approach. We have shown also that the main difference between the two regimes
is the determinant of the matrix the elements of which are the density function taken at the
corresponding values of the spectral parameter. In both cases this determinant can be calculated
in terms of elementary or elliptic functions, which leads to the different representations for the
two regimes.
It should be mentioned that to calculate the correlation functions one can also use the action
of the monodromy matrix elements on a state constructed by the action of the operators B(λ).
It leads to a similar but different representation for the correlation functions.
6 External magnetic field
In this section we show how the previous results can be generalized for the XXZ spin chain
in a constant external magnetic field:
Hh = HXXZ − hSz, (6.1)
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where Sz is the third component of the total spin,
Sz =
1
2
M∑
j=1
σzj .
The third component of the total spin commutes with the Hamiltonian of the XXZ model and
also with the transfer matrix and so the eigenstates remain the same as in the case of zero
magnetic field. However the ground state changes and the corresponding Lieb equation changes
also. In the massless regime the ground state changes for any value of the magnetic field. The
Lieb equation now has the following form,
ρh(λ) +
Λh∫
−Λh
dµK(λ− µ)ρh(µ) =
1
2π
p′0(λ), (6.2)
where the Fermi momentum Λh is defined by the following integral equation for the excitation
energy:
εh(λ) +
Λh∫
−Λh
dµK(λ− µ)εh(µ) = ε0(λ), εh(Λh) = 0, (6.3)
where the bare energy ε0(λ) is,
ε0 = h− 2 sin ζ p
′
0(λ).
In the massive regime the ground state changes only for the magnetic field greater than the
critical value equal to the gap width. Indeed the equations defining the Fermi momentum,
εh(λ) +
Λh∫
−Λh
dµK(λ− µ)εh(µ) = ε0(λ), εh(Λh) = 0, (6.4)
with the bare energy
ε0 = h− 2 sinh ζ p
′
0(λ),
have no solution for Λh ≤ π/2 if the magnetic field h < hc, where the critical field is:
hc =
2
π
sinh ζ
∞∑
n=−∞
(−1)n
cosh nζ
.
So if the magnetic field is under its critical value, the ground states, the density function ρ(λ)
and the zero temperature correlation functions do not change. If the magnetic field is greater
than hc there is a solution for the Fermi momentum Λh and the density function is given by
the equation (6.2) with the kernel K(λ) and the function p′0(λ) corresponding to the massive
regime. It should be mentioned that in this case there is no more gap in the spectrum, and the
XXZ model with ∆ > 1 and h > hc is massless.
In general these equations cannot be solved explicitly as in the case of zero magnetic field,
but as the integral operators are rather simple the solution can be obtained numerically with
any given precision.
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The function ρh(λ) has only one simple pole in the region 0 > Im(λ) > −ζ in the point
λ = −iζ/2 and its residue is,
2πi Res
(
ρh(λ)
)∣∣∣∣
λ=−i ζ
2
= −1.
The correlation functions can be calculated using exactly the same method as in the previous
section. It should be mentioned that in this case only the homogeneous limit is interesting. Using
the same arguments one can show that in the regime |∆| < 1 the general correlation function
can be written as follows,
Fm(h, {ǫj , ǫ
′
j}) =
s′∏
j=1


−∞∫
−Λh
+
∞−iζ∫
−∞−iζ
+
Λh∫
∞

 dλj m∏
j=s′+1
Λh∫
−Λh
dλj
(−1)s
′∏
k>l
sinh(λk − λl − iζ)
×
×
∏
j∈α−
(
sinhj−1(µj − i
ζ
2
) sinhm−j(µj + i
ζ
2
)
)
×
×
∏
j∈α+
(
sinhj−1(µ′j + 3i
ζ
2
) sinhm−j(µ′j + i
ζ
2
)
)
detSh({λ}), (6.5)
where {λ1, . . . λm} = {µ
′
j′max
, . . . , µ′j′min
, µjmin, . . . , µjmax} and the matrix elements m×m matrix
Sh,
Shab = ρh,b(λa),
are defined as solutions of the following integral equations:
ρh,b(λ) +
Λh∫
−Λh
dµK(λ− µ)ρh,b(µ) =
1
2π(b− 1)!
db
dλb
p0(λ). (6.6)
In the case ∆ > 1, h > hc the result has the following form,
Fm(h, {ǫj , ǫ
′
j}) =
s′∏
j=1


−π/2∫
−Λh
+
π/2−iζ∫
−π/2−iζ
+
Λh∫
π/2

 dλj m∏
j=s′+1
Λh∫
−Λh
dλj
(−1)s
′∏
k>l
sin(λk − λl − iζ)
×
×
∏
j∈α−
(
sinj−1(µj − i
ζ
2
) sinm−j(µj + i
ζ
2
)
)
×
×
∏
j∈α+
(
sinj−1(µ′j + 3i
ζ
2
) sinm−j(µ′j +
ζ
2
)
)
detSh({λ}). (6.7)
The matrix elements of the matrix Sh are given also by the integral equations (6.6) with the
kernel K(λ− µ) and bare momentum p0(λ) corresponding to the regime ∆ > 1.
The determinants cannot be calculated explicitly like in the case of zero magnetic field but
however the density functions and hence the determinants can be calculated numerically from
the corresponding integral equations.
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Appendix A
In this appendix we compute the determinant of the matrix (S˜ij)1≤i,j≤m, with S˜ij = ρ(λi −
βj − i
ζ
2 ), of the density in the massive case. In the domain ∆ > 1, ρ is an elliptic function with
periods π and 2iζ (q = e−ζ), which can be written in terms of Theta-functions:
ρ(λ) =
1
2π
+∞∑
n=−∞
e2iλn
coshnζ
=
1
2π
+∞∏
n=1
(1− q2n
1 + q2n
)2 ϑ3(λ, q)
ϑ4(λ, q)
. (A.1)
To compute the determinant detm S˜, let us first consider it as a function f of the variable λ1.
f is thus an elliptic function of λ1 of order 2m and with the same periods as ρ. An irreducible set
of poles is {β1, . . . , βm, β1+ iζ, . . . , βm+ iζ}, and λ2, . . . , λm are obviously zeros of f . Note that,
for any x, f(x+ iζ) = −f(x), hence λ2 + iζ, . . . , λm + iζ are also zeros of f . Up to congruence,
there remains also only two other zeros which differ by iζ, say x0 and x0 + iζ. Since the sum of
zeros of an elliptic function is congruent to the sum of its poles, it follows that x0 is congruent
either to
m∑
i=1
βi−
m∑
i=2
λi or to
m∑
i=1
βi−
m∑
i=2
λi−
π
2 . Actually it is congruent to the second expression,
as it will be shown latter.
Let us now consider the function
g(λ1) =
m∏
j=2
ϑ1(λ1 − λj)
m∏
j=1
ϑ1(λ1 − βj)
ϑ2
( m∑
j=1
(λj − βj)
)
.
g is an elliptic function with periods π and 2iζ, of order 2m, which has the same poles and zeros
as f . By Liouville’s theorem, f/g is a constant. Note at this stage that if x0 was taken to be
congruent to
m∑
i=1
βi −
m∑
i=2
λi, a similar argument would have lead to the fact that f should be
equal, up to a multiplicative constant, to,
m∏
j=2
ϑ1(λ1 − λj)
m∏
j=1
ϑ1(λ1 − βj)
ϑ1
( m∑
j=1
(λj − βj)
)
,
which is obviously not true because the periods do not coincide.
The same procedure for the variables λ2, . . . , λm, and similarly β1, . . . , βm, leads to the
following formula for detm S˜:
detm S˜ = Cm
∏
j<k
ϑ1(λj − λk) ϑ1(βk − βj)
m∏
j,k=1
ϑ1(λj − βk)
ϑ2
( m∑
j=1
(λj − βj)
)
, (A.2)
where Cm is a constant which does not depend on λi, βj , 1 ≤ i, j ≤ m.
A recursion relation for Cm can be obtained by taking the residue of the two members
of (A.2) at the pole λm = βm:
Cm = i
q
1
4
π
∞∏
n=1
(1− q2n)3 Cm−1.
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The determination of C1 is straitforward,
C1 =
i
2π
∞∏
n=1
(1− q2n
1 + q2n
)2
,
and thus we obtain for the constant Cm:
Cm =
( i
2π
)m ∞∏
n=1
(1− q2n
1 + q2n
)2[
2q1/4
∞∏
n=1
(1− q2n)3
]m−1
.
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