This paper is concerned with a non-homogeneous discrete time risk model where premiums are fixed but non-uniform, and claim amounts are independent but non-stationary. It allows one to account for the influence of inflation and interest and the effect of variability in the claims. Our main purpose is to develop an algorithm for calculating the finite time ruin probabilities and the associated ruin severity distributions. The ruin probabilities are shown to rely on an underlying algebraic structure of Appell type. That property makes the computational method proposed quite simple and efficient. Its application is illustrated through some numerical examples of ruin problems. The well-known Lundberg bound for ultimate ruin probabilities is also reexamined within such a non-homogeneous framework.
A non-homogeneous discrete time risk model
The classical compound Poisson and binomial risk models assume that the premium income is constant over time and the claim amounts form a sequence of independent identically distributed (i.i.d.) random variables. These assumptions of homogeneity of premiums and claim amounts can be too restrictive in reality, especially because of the influence of the economic environment. For instance, inflation and interest can affect, sometimes drastically, the evolution of the reserves of the company. Claim amounts and premiums have often a tendency to increase for various socio-economic reasons (e.g. higher loss levels and larger compensations or coverages).
In this section, we generalize the compound binomial risk model in order to account for such factors of non-homogeneity. For that, it will be necessary to specify, inter alia, the time when premiums are collected and how they are evaluated. To begin with, we are going to consider a particular model which incorporates arbitrary fixed interest rates.
The influence of interest force. Risk theory with interest income has received an increasing attention in the literature. A number of works are devoted to models For premiums that are received at a uniform rate per time unit, one might consider that they are registered at the middle of the periods, so that
3)
The premiums p t may be calculated through standard actuarial rules (e.g. Kaas et al. (2008) ). Being determined in function of the real risk to cover, they will thus depend on the rates of interest and the exact time when they are received in the period. This situation, although natural, is not always the one described in various works on the topic. So, a frequent assumption is that the premiums form a sequence of given constants (e.g. de Kok (2003)) or a sequence of i.i.d. random variables, independently of the claim amounts (e.g. Cai (2002a) ).
Let us first consider the expected value principle, with a safety loading factor θ t . By definition, one has p t = (1 + (1.3) . Inserting these premiums then yields the same recurrence for the surplus in the three cases:
The reason why the three models are identical is that the expected value satisfies the scale invariance property. Thus, this is also true when using the standard deviation principle; the model (1.4) then holds in which the term [. . .] is replaced by E(Y j ) + θ j σ(Y j ) − Y j . With the variance, exponential or Esscher principles, for instance, the three models become distinct. So, in the former case, (1.1) becomes
The differences are evident too with the exponential principle.
A general non-homogeneous environment. Under interest force, both premiums and claim amounts are time-dependent through the discount factors. Let us now introduce a more general non-homogeneous discrete time model in which premiums are non-uniform and claim amounts have non-stationary independent distributions. This extension allows us to cover other causes of non-homogeneity, in particular the time dependency of the cost or dangerousness of the risks.
The surplus process under concern is defined by U(0) = u ≥ 0 and 6) where c(t) and S(t) denote the cumulated premiums and claim severities during the first t periods, respectively. In a context of interest rates, c(t) and S(t) correspond to the discounted values, at time 0, of these amounts. By construction, c(t) = c 1 + . . . + c t , where the premiums c t in period t are fixed non-negative (discounted) amounts. They are collected at some given time in the period, for example at the beginning, the end or the middle of the period. Thus, for the previous models with interest, putting
these premiums are given by c t = p t /a(t − 1) for the model (1.1), by c t = p t /a(t) for (1.2) and by c t = p t /a(t − 1)(1 + i t ) 1/2 for (1.3). Moreover, S(t) = X 1 + . . . + X t , where the claim sizes X t in period t are non-negative independent and non-stationary (discounted) random variables. So, X t = Y t /a(t) for the three models with interest (1.1), (1.2) and (1.3). Each X t has a continuous distribution function F t on IR + 0 with, in addition, a positive probability mass at 0 (i.e. F t (0) > 0). The assumption of continuity seems to be reasonable, and the inclusion of a mass at 0 translates the possibility of no claim at all (as it is in the classical risk models). As usual, the net profit condition and the no ripoff condition are expected to hold, i.e. c t > E(X t ), and P (X t > c t ) > 0, t ∈ IN 0 .
(1.8)
Our purpose is to investigate some questions raised by the eventual ruin of the company. Ruin occurs at time T when the surplus becomes negative, i.e.
The paper is organized as follows. In Section 2, an algorithm is developed to evaluate the ruin probabilities and the associated ruin severity distributions, on any finite time horizon. Its application is illustrated, in Section 3, by means of several numerical examples. In Section 4, the well-known Lundberg bound for ultimate ruin probabilities is reexamined within a non-homogeneous framework.
An algorithm for finite time ruin probabilities
In this Section, we present an algorithm for calculating, in the model (1.6), the finite time ruin probabilities and the associated ruin severity distribution. The ruin probabilities are shown to rely on an underlying algebraic structure of Appell type. This makes the computational method proposed quite simple and efficient. In particular, it will be more easily applicable than an alternative method proposed by De Vylder and Goovaerts (1988) for a simplified model.
Appell polynomials are standard in mathematics (e.g. Mullin and Rota (1970) ). Pseudoplynomials of Appell form can be defined in an analogous way (Picard and Lefèvre (1996) ). These (pseudo)polynomials may be exhibit in the study of various first crossing problems in probability and statistics. This is especially true in ruin theory for some risk models, in discrete or continuous time; see e.g. Picard and Lefèvre (1997) , Ignatov and Kaishev (2000) , (2004), , Lefèvre and Picard (2006) , Lefèvre and Loisel (2009) and Dimitrova and Kaishev (2010) . The assumptions made here of continuous claims will lead us to point out, using a simple approach, the existence of an algebraic structure of similar type with, this time, a continuous index.
An integral representation
The probability under study is φ(t, x) ≡ P [T > t and U(t) ≥ x], t ∈ IN and 0 ≤ x ≤ u + c(t), i.e. the probability that at time t, the company is not ruined and its reserves are at least equal to x. Evidently, the non-ruin probability until t is simply φ(t) ≡ φ(t, 0) = P (T > t).
Let us introduce the following sequence of (integer) times: for any s ∈ IR + , Figure 1 shows the graph of u + c(t) (indicated by black points for t ∈ IN 0 ) and the value of v s for some given s, when the premiums are received at the beginning or the end of the period; Figure 2 gives the graph of v s in function of s (this is the same in both cases). Proposition 2.1 φ(t, x) can be represented as
where b w , w ∈ IR + , is a real function satisfying the equations
Proof. By definition,
where
Looking at the instant v s , one observes that φ s (t) = 0 when t ≤ v s . On another hand, for t > v s , the event [T > t, S(t) ∼ s] (using an obvious notation ∼) is equivalent to both
The reason here is that ruin in the time interval (v s , t) is then impossible. In other words,
Formula (2.5) provides a remarkable expansion of φ s (t) in which the coefficients are given by the previous functions φ s−w evaluated at a same point v s . In fact, (2.5) looks like a generalized Taylor expansion for a function φ s (t) that has an algebraic structure of Appell type (so that φ s−w is the w-th generalized derivative of φ s ); see e.g. Lefèvre and Picard (2006) , formula (4.9) and Lefèvre (2007) , formula (5.12) .
As a corollary, we are going to show that φ s (t) can be reexpressed more simply as
for appropriate coefficients b w , 0 ≤ w ≤ s. First, we note that since φ s (v s ) = 0, (2.6) with t = v s implies that b w , w ∈ IR + , satisfies the integral relations (2.2). Now, consider t > v s . The claim amounts per periods being independent, one has
Substituting (2.7) in the right-hand side of (2.6) and permuting the two summations with z ≡ w − y then yields
As v s ≥ v s−y , (2.6) is applicable to {. . .} and gives φ s−y (v s ). Therefore, φ s (t) admits the announced representation (2.5). Finally, let us insert (2.6) (where w is substituted for s − w) inside (2.3) (note that t ≥ v s ). One then gets
which gives the other stated formula (2.1).
Note that the coefficients b w in (2.1), (2.2) are independent of t, which can provide a computational advantage. For instance, suppose that φ(t, x) has already been calculated. If now φ(t + τ, x) is needed, it suffices to determine, using (2.2), new b w 's for w ∈ (u + c(t) − x, u + c(t + τ ) − x) and then to apply (2.1) with F S(t+τ ) (. . .). For φ(t − τ, x), the required b w 's are already known and it thus suffices to evaluate F S(t−τ ) (. . .). Let us first show how this algorithm can be easily extended to the present model. For that, we introduce the shifted non-ruin probabilities
The relations (2.8), (2.9) allow the recursive computation of the probabilities φ j for j = t, . . . , 1, hence φ(t). A large number of calculations, however, is involved because the initial reserves increases at each step j. Note also that changing t in τ yields a different starting point in the recursion, which implies new calculations from the beginning.
. One can also obtain the joint distribution with the ruin severity defined as |U(T )|. Let
i.e. the probability that ruin occurs at time t and the ruin severity stays under a level x.
Proof. One writes
where φ s (t − 1) is defined as in (2.4). Using (2.6) and permuting the two integrals then leads to (2.10).
A recursive method
In practice, the previous integrals (2.1), (2.2) and (2.10) are computed by discretizing the continuous claim amount distributions. So, let us choose a span h. Using a suitable procedure (see below), each claim X j , j ∈ IN 0 , will be approximated by a discrete version X
Let T (h) be the ruin time in this discretized risk model, i.e.
The probability to be evaluated is now 
where the coefficients b
Proof. By a similar argument, one first writes
where φ (h)
n , and otherwise, 14) as in (2.5). For any n ∈ IN, a simpler expression is found to be
Let us underline that (2.12) will provide univoquely the b (h) n 's for n = 0, 1, 2, . . . , because all the probabilities f (h) j (0) are positive. Note that for all n satisfying nh ≤ u+c 1 , then v (h) n = 0 so that (2.12) yields b (h) n = 0. Concerning the discretization itself, an appropriate method proposed e.g. by Panjer (1986) 
with thus P (X
and φ (h) (t, x) be the corresponding
in the stochastic sense, one knows that
Remarks. If f Let us point out that even if f (h) j (0) = 0 for some j, the probability φ (h) (t, x) can still be computed by using the formulas (2.13) and (2.14). In fact, these relations are valid in all cases, but their structure is more complicated than (2.11) and (2.12). This was confirmed numerically through several examples treated by both methods.
To close, the discretized version of Corollary 2.2 allows us to determine the distribution of the ruin severity. Let
18)
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where the premiums are calculated under the expected value principle. We recall that this model is independent of the moment when premiums are collected in the period.
Ruin probabilities. Let ψ(t) = 1 − φ(t) be the ruin probability until time t. Obviously, its lower and upper bounds are ψ (h) (t) = 1 − φ (h) (t, 0) and ψ (h) (t) = 1 − φ (h) (t, 0).
(
t . The (discrete) distribution of the discounted total claim amount per period,
t , is then evaluated by means of the Panjer recursion. Now, applying the algorithm of Section 2.2 yields the desired lower and upper bounds for the ruin probabilities. Table 1 gives the results obtained when i = 0 and those provided by Wikstad (1971) . Our discrete time probabilities are smaller, of course, but not so much. The bounds, here and later, can be rather distant because the discretization is made on the individual (not total) claims per period. In most cases, however, only the total claim amounts will be taken into account for discretization. Nevertheless, closer bounds can still be obtained by taking the span h small enough. Table 1 : Ruin probabilities until t = 10 for u = 10, i = 0 and different values of θ, when using h = 0.01.
The influence of the interest rate and the time horizon is illustrated in Table 2 . As expected, ruin probabilities increase quickly with the horizon. They decrease (rather slowly) with the interest rate: intuitively, a higher interest yields lower discounted premiums and claim amounts, with a stronger effect on the claim (because of its random nature). Table 2 : Ruin probabilities until t = 1, . . . , 20 for u = 10, θ = 0.05 and different values of i, when using h = 0.01.
Next, let us consider time varying interest rates i t . Suppose, for instance, that i t increases linearly of 0.01 per period during the first ten periods, and then decreases linearly at the same speed for the next ten periods. In other words, i t = 0.01t for t = 1, . . . , 10 and i t = 0.1−0.01(t−10) for t = 11, . . . , 20. A straigthforward adaptation of the previous method leads to the results presented in Table 3 . Note that the bounds are almost equal. By comparing with Table 2 , column 2, we see that this interest function decreases the ruin probabilities in a significant way on a longer time horizon. Table 3 : Ruin probabilities until t = 1, . . . , 20 for u = 10, θ = 0.05 and a special interest function, when using h = 0.01.
(2) A standard method to approximate a compound distribution is to have recouse to a translated gamma distribution (see e.g. Bowers et al. (1997) . Shortly, suppose that the total claim amount in a given period, Y , has a compound distribution with i.i.d. individual claims distributed as Z, say. Let G be a gamma random variable with (positive) parameters (α, β); its distribution function is given by
Then, the total claim amount Y is approximated by a translated gamma random variable G + x 0 such that the first three central moments coincide. This implies that
Recently, Afonso et al. (2009) used that approximation to estimate finite time ruin probabilities in the continuous time model considered by Widstad (1971). We are going to proceed similarly with the previous discrete time model, in the case of a constant interest rate i. Here, the total claim amount in period t, Y t , has a compound Poisson distribution with parameter λ t = 1 and exponential individual claims Z t,j of mean 1. So, one directly sees that Y t is approximated by a gamma random variable with parameters (α = 8/9, β = 2/3, x 0 = −1/3). Note that if Y is a translated gamma with parameters (α, β, x 0 ), aY is a translated gamma with parameters (α, β/a, ax 0 ). Thus, the discounted total claim amount X t = Y t /(1 + i) t is approximated by a translated gamma random variable with parameters (α = 8/9, β = 2(1 + i) t /3, x 0 = −1/3(1 + i) t ). Now, to evaluate the ruin probabilities, it suffices to discretize these gamma distributions and then apply the algorithm of Section 2.2. Table 4 Table 4 : Approximated ruin probabilities until t = 10 for u = 10, i = 0 and different values of θ, when using h = 0.01. Table 5 illustrates how ruin probabilities are affected by the interest rate and the time horizon. Observe that the lower and upper bounds are very close in that example (because the discretization is made on the total claim amounts per period). Note also that the bounds can be rather different from those obtained in Table 2 , i.e. without using the approximation. Conditional surplus distribution in case of non-ruin. We now want to illustrate the behaviour of the probability that the discounted reserves of the company at time t are at least equal to x, x ∈ IR + 0 , given that ruin has not occurred until t. In the notation of Proposition 2.1, this probability corresponds to the ratio φ(t, x)/φ(t).
Let us consider the latter example where the discounted claim amounts per period are translated gamma distributed with the same parameters. The algorithm of Section 2.2 is of application and allow us to draw the three graphs of Figure 4 , when t = 1, 4, 10. Although continuous, the distributions are only given at points equidistant of 0.2. The choice of u = 0 is just to have a better representation. Note that the reserves at t are at most equal to the total premiums u + c(t). So, for the given parameters, φ(1, x) > 0 if x ≤ (1 + θ)/(1 + i) = 1.02 and φ(1, x) = 0 otherwise; φ(4, x) > 0 if x ≤ 3.90 and φ(10, x) > 0 if x ≤ 8.95. As the lower and upper bounds for the discretized claim amounts lead to close results, only the latter, i.e. φ (h) (t, x)/φ (h) (t), have been represented. It is worth observing that the conditional surplus distribution tends to be stable after a few periods only. Conditional deficit distribution in case of ruin. Let us pursue by examining the distribution function of the discounted ruin severity at time t, given that ruin occurs at t. This function is given by P (|U(t)| ≤ x | T = t], x ∈ IR + 0 . In the notation of Corollary 2.2, it corresponds to the ratio χ(t, x)/P (T = t), rewritten as χ(x|t).
The computations are made for the same example with translated gamma claim amounts per period. Applying again the algorithm (see Corollary 2.2) provides the three graphs, when t = 2, 5, 10, drawn in Figure 5 , for points equidistant of 0.5. Only the approximations based on the lower bounds, χ (h) (x|t) say, are represented. Notice that the conditional deficit at ruin is stochastically smaller on a longer time horizon. Table 6 gives the values of the 0.95 quantile of χ (h) (x|t), denoted by χ (h) 0.95 , for different time horizons and interest rates. It also includes the probability χ (h) (10|t), which may be of special interest as it represents the probability that, given ruin occurs at t, the company looses less than the double of its initial investment u = 10. We see that χ 
Approximation by a Lundberg type bound
In the classical risk models, the Lundberg bound provides a first approximation (an upper bound) to the ultimate ruin probabilities when the claim amounts have a light-tailed distribution. Our purpose in this Section is to derive a Lundberg type bound for the non-homogeneous model under concern.
To establish Proposition 4.1 below, we mainly adapt a method of proof followed in Yang (1999) and Cai (2002a) . Let ψ(t; u) (≡ 1 − φ(t)) be the probability that ruin occurs during the period (0, t], t ∈ IN 0 , given the initial reserves u. For each t, define the function 1) and suppose that r t,∞ ≡ sup{r ∈ IR + : E(e rXt ) < ∞} > 0.
Proposition 4.1 Define R(t) = min{ρ 1 , . . . , ρ t }, where ρ t is the (positive) root, if it exists, of the equation f t (r) = 1, and otherwise, ρ t = r t,∞ . Then,
Proof. For each t, f t (r) is a convex function with f t (0) = 1 and f t (0) = E(X t ) − c t < 0 by (1.8). Thus, there exists some r(t) > 0 satisfying
Given such a r(t), one sees that by the property (4.3), the finite sequence
is a supermartingale with respect to F j = σ{X 1 , . . . , X j }. This is also the case for the finite sequence W j = V T ∧j , j = 0, . . . , t. Applying the optional stopping theorem then yields E(W 0 ) = 1 ≥ E(W t ). Now, one has
which implies ψ(t; u) ≤ e −r(t) u . Evidently, a larger value for r(t) is preferable, hence the choice of R(t).
Notice that the inequality (4.2) is given for any finite time horizon. So, the adjustment coefficient, i.e. R(t), depends here on t. In practice, however, all the examples tested show that the approximation may be useful only if t is extremely large (as with the classical models). In such cases, computing the true ruin probability by an algorithmic method is almost impossible, hence the interest of the bound.
We are now going to determine the explicit expression of the roots ρ t in two special situations. We will then close by commenting on a few numerical illustrations.
Poisson compound of exponential claims. Suppose that X t , t ∈ IN 0 , are independent compound Poisson distributed with Poisson parameter λ t and i.i.d. individual claim amounts D t,j , j ∈ IN 0 , with finite moment generating function E(e rDt ). Then, ρ t is the positive solution, if it exists, of the equation
In particular, if the D t,j 's are exponentially distributed with mean µ Dt , (4.4) gives
Let us come back to a model of Section 1(i), with interest rates i t , premiums p t and independent claim amounts Y t , here possibly non-stationary. As seen in Section 1(ii), this is a special case of the model (1.6) where X t = Y t /a(t), a(t) being given by (1.7), and c t is defined accordingly in function of p t . Suppose that the Y t 's are independent compound Poisson variables with parameter λ t and i.i.d. exponential claims Z t,j . Of course, the X t 's are then independent compound Poisson random variables as above, with exponential claims D t,j = Z t,j /a(t).
Consider the case where premiums are collected at the beginning of the period. This implies that c t = p t /a(t − 1) (see again Section 1(ii)). If the premiums are calculated under the expected value principle, then
From (4.5) and since µ Dt = µ Zt /a(t), we deduce that
As expected, a more dangerous exponential claim amount (i.e. with larger µ Zt ) decreases ρ t , and thus increases the (approximated) ruin probabilities. On the contrary, higher interest rates yield lower ruin probabilities, meaning that they tend to decrease more strongly the claim amount than the premium (this was already observed in Section 3). Suppose, for instance, that the company desires to adjust the safety loading factors to counterbalance the effects of the interest rates until time t. Thus, the objective is to have ρ j ≡ ρ for all j = 1, . . . , t, which will hold by choosing
In the same situation but under the standard deviation principle,
yielding by (4.5),
Note that ρ t here is decreasing in the claim arrival rate λ t . It is larger than (4.6) (expected value principle) when the standard deviation principle provides a higher premium, i.e. when σ(Y t ) > E(Y t ), or equivalently, 2 > λ t . Under the variance principle,
This time, ρ t becomes independent of λ t , as in (4.6) (expected value principle). It is larger than (4.7) (standard deviation principle) when the variance principle provides a higher premium, i.e. when σ(Y t )/(1 + i t ) > 1, or equivalently, √ 2λ t µ Zt > 1 + i t . By (4.6), (4.7) or (4.8), when all claim amounts, claim arrival rates and safety loading factors are constant, ρ(t) will increase over time because of the interest rates. In such a case, the adjustment coefficient R(t) = min{ρ 1 , . . . , ρ t } is just given by ρ 1 , i.e. only the root of f 1 (r) = 1 (for the first period) has to be retained. A root for a subsequent period value may become relevant if at some time, ρ t decreases and goes below the value ρ 1 . For instance, suppose that by some effects of inflation, the average claim amount µ Zt increases over time. Denote by l t , t ≥ 2, the rate of inflation during the period (t − 1, t]; thus, µ Zt = µ Z t−1 (1 + l t ), t ≥ 2. The relation (4.6) then becomes
where b(t − 1) = t j=2 (1 + l j ). When, for instance, θ t ≡ θ, i t ≡ i and l t ≡ l for all t, (4.9)
Thus, if i < l, ρ t is now a decreasing function, hence R(t) = ρ t , i.e. the root of f t (r) = 1 (for the last period). Of course, other scenarios are possible.
If premiums are received at the end of the period, c t = p t /a(t) where p t = (1+θ t )E(Y t ) under the expected value principle, p t = E(Y t ) + θ t σ(Y t ) under the standard deviation principle and p t = E(Y t ) + θ t σ 2 (Y t ) under the variance principle. One then finds that ρ t is still given by the formulas (4.6) and (4.7) in the two first cases, and in the third case, by a formula similar to (4.8) In particular, let each D t be normally distributed with finite mean µ Dt and variance σ 2 Dt . Simple approximations to ρ(t) can be obtained by bounding the right-hand side of (4.10). Indeed, it is clear that principle, ρ min t = 2θ t a(t) for premiums at the end, and ρ min t = 2θ t a(t − 1)(1 + i t ) 1/2 for premiums at the middle.
Numerical illustrations. Let us consider the model with interest (1.1) where the premiums are collected at the beginning of the period. The interest rates per period are assumed to be constant, i say, and all the loading factors are fixed to θ = 0.05. Initially, u = 10. As in case (i) above (and example (1) in Section 3), the claim amounts per period Y t have a compound Poisson distribution, with λ t = 1 and i.i.d. exponential claims Z t,j of mean 1.
Let us calculate the premiums under the expected value, standard deviation and variance principles. Then, the roots ρ t are given by (4.6), (4.7) and (4.8), respectively. In all cases, ρ t increases with t (through the factor a(t) = (1 + i) t ), so that R(t) = ρ 1 for all t. With (4.6), ρ 1 = 0.05(1 + i)/1.05; with (4.7), ρ 1 = 0.05 √ 2(1 + i)/(1 + 0.05 √ 2); with (4.8), ρ 1 = 0.1(1 + i)/(1 + i + 0.1). Here thus, the corresponding Lundberg type bounds remain constant over time and are given by e −ρ 1 u . Table 7 provides these bounds for different interest rates. As indicated earlier, they decrease with i. Note that the bounds under the expected value principle are larger than under the standard deviation principle (because 2 > λ t = 1; see the explanation given just after (4.7)), and the latter are larger than under the variance principle (because √ 2 > 1 + i; see above after (4.8)). Roughly speaking, in the present situation, the variance principle yields the smallest approximated ruin probabilities (as the premiums are the highest); in that sense, it is the safest principle for the company. Table 7 : Lundberg type bounds under the expected value, standard deviation and variance principles, for u = 10, θ = 0.05 and different values of i.
Consider now the expected value principle, and let us suppose that the average claim amount increases over time with a fixed inflation rate l = 0.025 per period. Then, by (4.9), ρ(t) = (0.05/1.05)(1 + i) t /(1.025) t−1 . Thus, if i < l = 0.025, ρ t is decreasing with t, hence R(t) = ρ t ; if i ≥ 0.025, ρ t is nondecreasing with t, hence R(t) = ρ 1 . Table 8 gives the Lundberg type bounds for different horizons and interest rates. As the first two interest rates are smaller than the inflation rate, these bounds increase over time and are given by e −ρtu ; the last two interest rates being greater than the inflation rate, the bounds here are constant and equal to e −ρ 1 u . 
