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Abstract
In this paper we study Frobenius bimodules between noncommutative spaces (quasi-schemes),
developing some of their basic properties. If X and Y are spaces, we study those Frobenius X,Y -
bimodules XMY satisfying properties that are natural in the context of noncommutative algebraic
geometry, focusing in particular on cartain “local” conditions on M. As applications, we prove
decomposition and gluing theorems for those Frobenius bimodules which have good local properties.
Additionally, when X and Y are schemes we relate Frobenius X,Y -bimodules to the sheaf X,Y -
bimodules introduced by van den Bergh in (J. Algebra 184 (1996) 435–490).
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1. Introduction
As is sometimes the case in mathematics, the main motivation for beginning work on
this paper plays only a relatively small role in the finished product. Our original (and some-
what immodest) goal was to develop a general definition of vector bundle for the spaces
studied in noncommutative algebraic geometry. Here we mean noncommutative algebraic
geometry in the spirit of Rosenberg [21,22], van den Bergh [27], and Smith [23,24]. Thus
the basic geometric object is a Grothendieck category ModX, to be viewed as the category
of sheaves on some (nonexistent) space X.
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tative spaces, it is worthwhile to recall some approaches that have been taken by other
authors. If X and Y are schemes, then van den Bergh studies sheaf bimodules XEY which
are locally free of finite rank on each side [26,28] and defines noncommutative symmetric
algebras associated to certain locally free sheaf bimodules XEX in [28]. In another direc-
tion, [3] and [13] consider certain noncommutative projective schemes ProjR (in the sense
of [2]), and E ∈ qgr(R) is defined to be locally free if Exti (E,O) = 0 for all i > 0. See [3,
Definition 1.1.4] or [13, Definition 5.4] for more details.
While the approaches taken by the above authors are undoubtedly the correct ones for
the problems that they are interested in, neither formulation of “locally free sheaf” can
be readily generalized to more general noncommutative spaces. For instance, the sheaf
bimodules of [26,28] are actual sheaves over the fiber product of schemes X×Y . Similarly,
the definition of “locally free sheaf” given in [3,13] applies only to noncommutative
projective schemes ProjR, where R is a “strongly regular algebra” [3, Definition 1.1.1].
Our approach to the problem of defining vector bundles on noncommutative spaces is to
seek a definition that is well-suited for algebraic K-theory. (Indeed, one of the long-term
goals of the author is to study intersection theory for noncommutative spaces, and it is
expected that the K-theory of vector bundles, once defined, will play an important role.) In
particular, vector bundles should be “two-sided,” in the sense that “tensoring with a vector
bundle E” should define an exact functor on ModX, making the K-theory of ModX into
a module over the K-theory of Vect(X) (the category of vector bundles on X). This two-
sidedness would also make it possible to define the tensor product of two vector bundles,
an important ingredient in such basic constructions as tensor algebras, symmetric algebras,
and so on.
Fortunately, van den Bergh has developed a theory of bimodules between noncommu-
tative spaces X and Y [27] as a way of providing these “two-sided” objects. Briefly, an
X,Y -bimodule XMY is a left exact functor HomY (M,−) : ModY → ModX having a
left adjoint. (See Section 2 for more details.) In particular, “tensoring with M” means
applying the left adjoint functor, and “tensoring two bimodules” means composition of
functors. It therefore seems natural to define a vector bundle on a noncommutative space
X to be an X,X-bimodule XEX satisfying certain properties. In particular, if X is a scheme
and E is a locally free sheaf of finite rank on X, then the functor HomOX(E,−) should
enjoy all of these properties.
The following functorial property is particularly intriguing: if E is a locally free sheaf
of finite rank on a scheme X, then the dual sheaf is defined as E∗ = HomOX(E,OX),
and there are functorial isomorphisms HomOX(E,F) ∼= F ⊗OX E∗ and F ⊗OX E ∼=
HomOX(E∗,F) for all quasicoherent OX-modules F . Thus the functor HomOX(E,−)
is both a left and a right adjoint to −⊗OX E . Functors F :A→ B and G :B→A between
categoriesA and B such that (F,G) and (G,F ) are both adjoint pairs are called Frobenius
pairs, and F and G are individually called Frobenius functors [7]. Thus if E is a locally
free sheaf of finite rank on a scheme X, then − ⊗OX E is a Frobenius functor.
Thus, we were initially led to consider vector bundles on noncommutative spaces to
be X,X-bimodules XEX such that HomX(E,−) is a Frobenius functor, perhaps with
additional properties as well. During the course of investigating this idea, it seemed clear
that a more natural setting was to study the property of bimodules XMY between two
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devoted to the study of such bimodules. Many of the results on Frobenius X,Y -bimodules
proved in this paper were inspired by a desire to establish desirable properties of vector
bundles (e.g., gluing theorems, local analysis, behavior of rank functions, etc.).
Frobenius functors have been studied recently by a number of authors, often in
the context of Frobenius functors between module and comodule categories. (See for
instance, [4–7,10–12,14] and the references contained therein.) What is new in this paper
is the study of Frobenius functors in a geometric context, most notably in the consideration
of local behavior of Frobenius functors and Frobenius functors between schemes.
We now describe the contents of the paper in more detail. In Section 2, we summarize
some of the salient definitions and results of noncommutative algebraic geometry that we
use in subsequent sections, including a discussion of weakly closed and weakly open
subspaces in the sense of Smith [24], local spaces as defined by Rosenberg [21] and
their generalizations, van den Bergh’s notion of a bimodule between noncommutative
spaces [27], and the injective spectrum [18]. In Section 3, we formally introduce the notion
of a Frobenius bimodule between noncommutative spaces and prove some of the basic
properties they possess.
Section 4 begins our study of Frobenius bimodules with additional properties, by
considering those bimodules which preserve given dimension functions on ModX and
ModY . The main result is a description of how dimension preserving bimodules act
on the indecomposable injectives and consequences of this behavior (Theorem 4.4 and
its corollaries). In Section 5, we study so-called “right localizing” Frobenius bimodules,
which are a class of Frobenius bimodules that exhibit good local properties. We show that
under suitable hypotheses, right localizing X,Y -bimodules are precisely the Frobenius
bimodules that “come from” geometric data associated to X and Y (Theorem 5.9). In
Section 6, we consider Frobenius bimodules over noetherian schemes, relating them to
the sheaf bimodules studied in [16,17,26,28]. In particular, we show that a sheaf X,Y -
bimodule which is locally free of finite rank on each side, such that the left and right
duals agree, gives rise to a Frobenius bimodule in our sense (Proposition 6.3). Conversely,
a right localizing Frobenius bimodule between schemes X and Y is given by tensoring by
a suitable locally free sheaf X,Y -bimodule (Theorem 6.7).
We study rank functions for Frobenius bimodules in Section 7, in particular rank
functions for right localizing bimodules. Given a right localizing bimodule XMY , we
show how to decompose X and Y into the disjoint union of weakly open subspaces such
that the restriction of M to these subspaces has constant rank (Theorem 7.6). Section 8 is
devoted to proving a gluing theorem for certain right localizing bimodules. Under suitable
hypotheses, we show that right localizing bimodules on weakly open covers of spaces
which agree on the overlaps can be patched to give a right localizing bimodule between the
original spaces (Theorem 8.3). In Section 9 we study Frobenius X,X-bimodules, looking
specifically at those bimodules which can be localized to give Frobenius U,U -bimodules
for every weakly open subspace U of X and those bimodules which are “commutative,” in
the sense that they commute with the center of X.
In Section 10 we study the category Frob(X,Y ) of Frobenius X,Y -bimodules. The
main result in this section is a duality between Frob(X,Y ) and Frob(Y,X) (Theorem 10.2).
Additionally, we consider categorical properties of the various special classes of Frobenius
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question of how to define a vector bundle on a noncommutative space X. We come short
of actually proposing a definition, instead contenting ourselves with discussing the pros
and cons of three natural candidates for such a definition. Finally, we collect some basic
definitions and results on abelian categories that are used in the body of the paper in an
appendix.
2. Noncommutative algebraic geometry
In this section we recall some of the basic machinery of noncommutative geometry as
developed by van den Bergh [27], Rosenberg [21,22], and Smith [23,24]. The terminology
that we adopt is taken for the most part from Smith’s papers [23,24]. Any or all of the
above papers can and should be consulted for further information or details.
2.1. Noncommutative spaces
A noncommutative space (or simply a space) X is a Grothendieck category ModX.
(Noncommutative spaces are called quasi-schemes in [27].) Recall that this means that
ModX is an Ab5 abelian category with a generator. The objects of ModX are called X-
modules. We write modX for the full subcategory of ModX consisting of noetherian X-
modules, and call X noetherian if ModX is a locally noetherian category; that is, if every
X-module is the direct limit of its noetherian submodules. An enriched space is a pair
(X,OX), where X is a space and OX ∈ ModX. The distinguished X-moduleOX is called
the structure module.
The following are three canonical examples of noncommutative spaces.
1. QCoh(OX), the category of quasicoherent sheaves on a quasicompact, quasiseparated
scheme X [25, Appendix B.3]. For consistency, we assume throughout the rest of this
paper that all schemes are quasicompact and quasiseparated.
2. ModR, the category of right modules over a ring R.
3. ProjR, the noncommutative projective scheme associated to an N-graded k-algebra
R [2,29].
Each of the above spaces can be enriched in a natural way.
Being a Grothendieck category, ModX is complete and cocomplete, and has injective
hulls. If M is an X-module, then we write E(M) for the injective hull of M . If κ is a
cardinal, then we write M(κ) and Mκ for the direct sum and direct product of κ copies
of M , respectively.
In [24, Definitions 2.4 and 2.5], Smith gives definitions of weakly closed, closed, and
weakly open subspaces of a space X. We refer the reader to [24] for most of the details, but
we recall a few of the definitions and results that we will use most frequently in the paper.
A weakly closed subspace Z of X is a full subcategory ModZ of ModX, which is
closed under isomorphism, direct sums, and subquotients. A weakly closed subspace Z is
closed if ModZ is also closed under products. Typically one writes i :Z → X to denote the
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functor. A weakly open subspace U of X is a full subcategory ModU of ModX, closed
under isomorphism and kernels, such that the inclusion functor j∗ : ModU → ModX has
an exact left adjoint j∗. The functor j∗ is referred to as restriction to U , and if M ∈ ModX
we also write M|U for j∗M . We will frequently use the fact that j∗j∗  IdU .
There is a connection between weakly open and weakly closed subspaces of X,
which we now describe. If j :U → X is the inclusion of a weakly open subspace
of X, then T (U) = {M: M|U = 0} is a localizing subcategory of ModX, and ModU 
ModX/T (U) [24, proof of Proposition 6.6]. Moreover, every weakly open subspace arises
in this fashion: if T is a localizing subcategory of ModX, then there is a unique weakly
open subspace U of X with ModU  ModX/T [24, Propositions 6.5 and 6.6]. If Z is
a weakly closed subspace of X, let ModZ X denote the smallest localizing subcategory
containing Z (the category of X-modules supported at Z). Then the weakly open
subspace U with ModU  ModX/ModZ X is the complement to Z, written X \ Z [24,
Definition 6.4]. If U = X \ Z with Z a closed subspace of X, then U is called an
open subspace of X. Thus every weakly open subspace is of the form X \ Z, and Z is
determined up to ModZ X. Note that if U and V are weakly open subspaces of X with
ModU  ModX/T and ModV  ModX/S for localizing subcategories S and T , then
U ⊆ V if and only if S ⊆ T .
We recall a few more facts about weakly open subspaces: if {Ui : i ∈ I } is a collection
of weakly open subspaces, then their union is defined as follows. Write ModUi 
ModX/Ti for localizing subcategories Ti . Then
⋃
i∈I Ui is defined to be the weakly open
subspace with Mod
⋃
i∈I Ui  ModX/
⋂
i∈I Ti [24, Definition 6.9]. Since the intersection
of localizing subcategories is localizing this definition makes sense. If
⋃
i∈I Ui = X, then
we say that the Ui form a weakly open cover of X [24, Definition 6.9]. Finally, if U1,U2
are weakly open subspaces with Ui = X \ Zi for i = 1,2, we set U1 ∩ U2 = X \ Z1 • Z2,
where • is the Gabriel product [24, Definition 6.14]. Since ModZ1•Z2 X = ModZ2•Z1 X,
we have U1 ∩U2 = U2 ∩U1.
2.2. Local and semilocal spaces
The notion of a local space was introduced by Rosenberg in [21, Definition 3.1.1]. An
X-module Q is called quasifinal if, given any M ∈ ModX, Q is finitely subgenerated
by M .
If Q is a quasifinal X-module and S is a simple X-module, then Q is isomorphic to a
finite direct sum of copies of S. Thus we may take Q = S, and we see additionally that S
must be the unique (up to isomorphism) simple X-module.
Definition 2.1. A space X is local if there exists a quasifinal X-module (which we always
take to be simple).
Lemma 2.2. If X is local with simple module S, then E(S) is an injective cogenerator for
ModX.
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σ [M] is the smallest weakly closed subspace of X which contains M , and every X-
module in σ [M] is isomorphic to a submodule of a quotient of a direct sum of copies
of M . Let J denote the injective hull of S in σ [M]; then there are exact sequences
0 → A →⊕α∈I M → B → 0 and 0 → J → B → C → 0. Since J is injective in σ [M],
the second sequence splits, and so there is an epic
⊕
α∈I M → J . So, for some index α the
composition M iα−→⊕α∈I M → J is nonzero; i.e., HomX(M,J ) 	= 0. Since E(S) is also
the injective hull of J in ModX, we see that HomX(M,E(S)) 	= 0 for all M ∈ ModX.
Thus E(S) is an injective cogenerator. 
It turns out that this property characterizes local spaces.
Lemma 2.3. Let X be a space with an indecomposable injective cogenerator E. Then X
is local.
Proof. If S is a simple X-module, then the fact that HomX(S,E) 	= 0 shows that E ∼=
E(S), and that S is the unique simple X-module up to isomorphism. Now, given any
M ∈ ModX, the image of M under a nonzero f ∈ HomX(M,E) must contain S as a
submodule. Thus S is finitely subgenerated by each X-module M , showing that S is
quasifinal. 
We extend Rosenberg’s definition of a local space to a semilocal space in the obvious
way: we call a set {Qi : i ∈ I } of X-modules a quasifinal set if, for all M ∈ ModX, there
exists an index i such that Qi is finitely subgenerated by M . A space X is semilocal if
it has a finite quasifinal set {Q1, . . . ,Qn}. As above, we may assume that our quasifinal
set is {S1, . . . , Sn}, where the Si are a complete set of representatives for the isomorphism
classes of the simple X-modules. Then we have the following generalization of the above
lemmas.
Lemma 2.4. A space X is semilocal if and only if there exists a finite set Σ = {S1, . . . , St }
of simple X-modules such that E =⊕ti=1 E(Si) is an injective cogenerator for ModX.
Proof. Suppose first that X is semilocal. We take Σ to be the set of all simple X-modules
(up to isomorphism). Given M ∈ ModX, there exists an index i such that Si ∈ σ [M]. As
in the proof of Lemma 2.2, we have HomX(M,E(Si)) 	= 0. Thus, given any M ∈ ModX,
we have HomX(M,E) 	= 0, so that E is an injective cogenerator for ModX.
Conversely, suppose that E is an injective cogenerator. Then as in the proof of
Lemma 2.3, we see that Σ is a complete set of representatives for the isomorphism classes
of simple X-modules. Now, given M ∈ ModX, the fact that HomX(M,E) 	= 0 implies
that HomX(M,E(Si)) 	= 0 for some i . Thus the image of a nonzero f ∈ HomX(M,E(Si))
contains Si as a submodule, showing that Si is finitely subgenerated by M . Hence Σ is a
finite quasifinal set, and X is semilocal. 
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For a noncommutative space X, let Inj(X) denote the set of isomorphism classes of
indecomposable injective X-modules. We call Inj(X) the injective spectrum of X, and will
frequently think of it as an underlying “point set” for X. To reinforce this idea we shall
write elements of Inj(X) using lowercase letters: x , y , etc. We fix a representative for each
isomorphism class in Inj(X), and denote the representative for x by E(x).
If E is an injective X-module, then T (E) = {M ∈ ModX: HomX(M,E) = 0} is a
localizing subcategory of ModX. Moreover, any localizing subcategory arises in this way;
indeed, given a localizing subcategory T of ModX, let Σ be a set of representatives for
the T -torsionfree injective X-modules. (That is, every T -torsionfree injective X-module is
isomorphic to exactly one module in Σ .) Then one checks readily that T = T (∏E∈Σ E).
If x ∈ Inj(X) we write Tx in place of T (E(x)).
Lemma 2.5. Let X be a noetherian space, and let E be an injective X-module. Let
Σ = {x ∈ Inj(X): E(x) is isomorphic to a summand of E}. Then T (E) =⋂x∈Σ Tx .
Proof. Given x ∈ Σ , we easily see that HomX(M,E) = 0 implies HomX(M,E(x)) = 0,
so that T (E) ⊆⋂x∈Σ Tx . Conversely, suppose that HomX(M,E) 	= 0. Then E(f (M))
is isomorphic to a summand of E, where f :M → E is a nonzero morphism. Since X is
noetherian f (M) has a noetherian submodule, and hence E(f (M)) has an indecomposable
summand. If E(x) is isomorphic to an indecomposable summand of E(f (M)), then x ∈ Σ
and HomX(M,E(x)) 	= 0. 
We write Xx for the weakly open subspace of ModX with ModXx  ModX/Tx , and
we denote the inclusion by jx :Xx → X. Given M ∈ ModX, we write Mx for j∗xM and
call Mx the stalk of M at x . Then we have the following:
Lemma 2.6. Xx is a local space, with indecomposable injective cogenerator E(x)x .
Proof. Since E(x) is Tx -torsionfree, we see that E(x)x is an injective Xx -module, and
since jx∗E(x)x ∼= E(x), we see that E(x)x is indecomposable. Finally, given Xx -mod-
ule N , there is an M ∈ ModX with N = Mx . Then HomXx (Mx,E(x)x) = 0 if and only
if HomX(M,E(x)) = 0, if and only if M ∈ Tx , if and only if Mx = 0. So E(x)x is an
indecomposable injective cogenerator for ModXx , whence Xx is local by Lemma 2.3. 
The idea of studying Inj(X) (in the context of more general abelian categories) goes
back to Gabriel [8], and in [8] he introduced a natural topology on Inj(X) as follows. If
M ∈ modX, let V (M) = {x ∈ Inj(X): HomX(M,E(x)) 	= 0}. Then the Gabriel topology
on Inj(X) is obtained by taking {V (M): M ∈ modX} as a basis for the closed sets.
Let U be a weakly open subspace of ModX, with ModU  ModX/T . Then there is
a bijection between Inj(U) and {x ∈ Inj(X): E(x) is T -torsionfree}. Explicitly, given u ∈
Inj(U), there exists x ∈ Inj(X) with E(u) ∼= j∗E(x). If X is noetherian then this bijection
is a homeomorphism: if N ∈ modU , then there exists M ∈ modX with N = j∗M . Then
u ∈ V (N) if and only if HomU(N,E(u)) 	= 0, if and only if HomU(j∗M,j∗E(x)) 	= 0, if
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x ∈ V (M). (Here we have used that j∗j∗E(x) ∼= E(x) whenever E(x) is T -torsionfree.)
Lemma 2.7. Let X be a noetherian space, let M be a noetherian X-module, and let T (M)
be the smallest localizing subcategory of ModX which contains M . Let U be the basic
open subset V (M)c of Inj(X).
1. T (M) = Modσ [M] X, where σ [M] is the category subgenerated by M .
2. T (M) =⋂x∈U Tx .
3. U is homeomorphic to Inj(U), where U is the weakly open subspace of X with
ModU  ModX/T (M).
Proof.
(1) is immediate from the definitions.
(2) Let E = ∏x∈UE(x), so that T (E) = ⋂x∈U Tx . Since HomX(M,E) =∏
x∈UHomX(M,E(x)) = 0, we see that M ∈ T (E) and hence T (M) ⊆ T (E). Conversely,
suppose that M ∈ T for some localizing subcategory T . Then T =⋂x∈Σ Tx for some
Σ ⊆ Inj(X) by Lemma 2.5. Since M ∈ Tx , we have HomX(M,E(x)) = 0 for all x ∈ Σ ;
that is, Σ ⊆ U. It follows that T (E) ⊆ T , so that T (E) = T (M).
(3) Let j :U → X denote the inclusion. Since ModU  ModX/T (M), there is a
homeomorphism between Inj(U) and Σ = {x ∈ Inj(X): E(x) is T (M)-torsionfree}. If
x ∈ V (M), then HomX(M,E(x)) 	= 0. If f is a nonzero morphism, then f (M) is a
nonzero submodule of E(x) in T (M), so that E(x) is not T (M)-torsionfree. This shows
that Σ ⊆ U. Conversely, let x ∈ U. If E(x) is not T (M)-torsionfree, then E(x) has a
nonzero submodule N with N ∈ σ [M]. If we choose N to be injective in σ [M], then
as in the proof of Lemma 2.2 we have HomX(M,N) 	= 0. This in turn implies that
HomX(M,E(x)) 	= 0, contradicting the fact that x ∈ U. Thus Σ = U. 
If U is a weakly open subspace of X, we will frequently treat Inj(U) as a subset of
Inj(X) under the homeomorphism described above.
If (X,OX) is an enriched space, then we define a sheaf of (not necessarily commutative)
rings End(OX) on Inj(X) as follows. Given a basic open subset U of Inj(X), we let U be
the weakly open subspace associated to U as in part (3) of the above lemma. The rule
U 
→ EndU(OU) associates a ring to each basic open subset of Inj(X), where by definition
OU = OX|U . If V ⊆ U are basic open sets with associated weakly open subspaces V
and U , respectively, then it is easy to check that V ⊆ U . If j : ModV → ModU denotes the
inclusion, then there is a functorial isomorphism j∗(OU) ∼=OV . Thus we have restriction
homomorphisms ρUV : EndU(OU) → EndV (j∗OU) ∼= EndV (OV ) for V ⊆ U basic open.
These data on basic open sets can then be used to construct a sheaf End(OX) on Inj(X) in
a natural way. It is easy to check that if x ∈ Inj(X), then End(OX)x ∼= EndXx (OX,x).
Remark 2.8. The set Inj(X) is studied in some detail in [18], but we caution the reader
that “weak Zariski topology” [18, Definition 4.6] is not the same as the Gabriel topology,
as claimed in [18]. (The former can be defined by taking {V (M): M ∈ ModX} as a basis
for the closed sets on Inj(X).)
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In [27], van den Bergh defines the notion of a bimodule between noncommutative spaces
as follows. If X and Y are spaces, then Lex(Y,X) denotes the category of additive left exact
functors from ModY to ModX. The category of weak X,Y -bimodules is defined to be
BIMOD(X,Y ) = Lex(Y,X)opp. If M is an object of BIMOD(X,Y ), then the underlying
left exact functor associated toM is denoted byHomY (M,−). IfHomY (M,−) has a left
adjoint, then M is called an X,Y -bimodule. The full subcategory of BIMOD(X) whose
objects are X,Y -bimodules will be denoted by Bimod(X,Y ). If X = Y then we will write
BIMOD(X) for BIMOD(X,X), and similarly for Bimod(X). If we write XMY then it is
understood that M is a weak X,Y -bimodule.
If M ∈ Bimod(X,Y ), then we fix a left adjoint to HomY (M,−) and denote it by
−⊗X M (in general − ⊗XM is only determined up to natural equivalence). Given weak
bimodules XMY and YNZ , then we denote the composition of the underlying functors by
M ⊗Y N . Then M ⊗Y N is weak X,Z-bimodule, and we have several nice formulas,
such as
HomZ(M⊗Y N ,−) =HomY
(M,HomZ(N ,−)) (2.1)
and, when M and N are bimodules,
− ⊗X (M⊗Y N )  (−⊗X M)⊗Y N . (2.2)
Here the − ⊗Y N on the left is composition, and the one on the right is the left adjoint to
HomY (N ,−).
3. Frobenius bimodules
Let R and S be rings, and let RMS be an R,S-bimodule. Recall that the left and
right duals of M are defined by (RM)∗ = HomR(M,R) and (MS)∗ = HomS(M,S),
respectively. Note that each of (RM)∗ and (MS)∗ is naturally an S,R-bimodule.
A bimodule RMS is called a Frobenius bimodule if each of RM and MS is finitely
generated projective, and there is an isomorphism of S,R-bimodules (RM)∗ ∼= (MS)∗ [12,
Definition 2.1]. The isomorphism (RM)∗ ∼= (MS)∗ allows us to speak unambiguously of
the dual M∗ of M .
The following result gives a functorial description of Frobenius bimodules.
Proposition 3.1. Let R and S be rings.
1. [12, Proposition 2.4] If RMS is a Frobenius bimodule, then there are equivalences of
functors − ⊗R M  HomR(M∗,−) and HomS(M,−)  − ⊗S M∗. Thus − ⊗R M is
both a left and a right adjoint to HomS(M,−).
2. [7, Theorem 2.1] If F : ModR → ModS and G : ModS → ModR are additive
functors such that each of (F,G) and (G,F ) is an adjoint pair, then there exists a
Frobenius bimodule RMS such that F  − ⊗R M and G  HomS(M,−).
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G :B→A are functors, it is natural to call F a Frobenius functor, and (F,G) a Frobenius
pair, if G is both a left and right adjoint to F [7, Definitions 1.1 and 1.2]. Restricting to
the case of noncommutative spaces and using van den Bergh’s bimodule notation, we are
led immediately to the following definition
Definition 3.2. Let X and Y be spaces. An X,Y -bimodule XMY is called a Frobenius
bimodule if (− ⊗XM,HomY (M,−)) is a Frobenius pair.
We view the category Frob(X,Y ) of Frobenius X,Y -bimodules as a full subcategory
of BIMOD(X,Y ), so that two Frobenius X,Y -bimodulesM and N are isomorphic if and
only if there is an equivalence of functors HomY (M,−) HomY (N ,−) (equivalently,
if there is an equivalence − ⊗X M − ⊗X N ). We discuss the categorical properties of
Frob(X,Y ) in Section 10.
Since we will frequently make computations with the underlying functors associated to
a Frobenius bimodule XMY , it is advantageous to introduce some abbreviated notation.
Thus we will often use the phrase “let XMY = (F,G) be a Frobenius bimodule” to mean
that F = − ⊗X M and G = HomY (M,−). If XMY = (F,G) is a Frobenius X,Y -
bimodule, then its dual is defined to be the Frobenius Y,X-bimodule YM∗X = (G,F ).
Thus we tautologically have the formulas HomY (M,−) = − ⊗X M∗, − ⊗X M =
HomY (M∗,−), andM∗∗ =M.
If XMY = (F,G) is a Frobenius X,Y -bimodule, then the functors F and G enjoy
many useful properties. We record some of the more basic ones here, in a lemma that
will be freely used in the sequel without explicit comment. The reader is referred to the
appendix for any unfamiliar terms.
Lemma 3.3. Let XMY = (F,G) be a Frobenius bimodule. Then each of F and G
commutes with direct and inverse limits, preserves finitely presented, finitely generated,
finitely copresented, and finitely cogenerated modules, and projective and injective
modules.
Proposition 3.4. Let XMY be a Frobenius bimodule.
1. M is nonzero if and only if HomY (M,E) 	= 0 for some (hence every) injective
cogenerator E for ModY , if and only if E′ ⊗XM 	= 0 for some (hence every) injective
cogenerator E′ for ModX.
2. −⊗XM is faithful if and only if HomY (M,E) is a cogenerator for ModX for some
(hence every) injective cogenerator E for ModY .
Proof.
(1) Suppose thatM is nonzero. Then there exists some M ∈ ModX with M ⊗XM 	= 0.
This then implies that HomY (M ⊗X M,E) 	= 0 for any injective cogenerator E for
ModY , and the adjoint isomorphism gives HomX(M,HomY (M,E)) 	= 0. Conversely,
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the dual bimoduleM∗.
(2) Suppose that − ⊗X M is faithful, so that M ⊗X M 	= 0 whenever M 	= 0. Since
HomY (M ⊗X M,E) 	= 0 for all nonzero M , we have HomX(M,HomY (M,E)) 	= 0
for all nonzero M . Since HomY (M,E) is injective, this says that HomY (M,E) is an
injective cogenerator. For the converse, the fact that HomX(M,HomY (M,E)) 	= 0 for all
nonzero M shows that HomY (M ⊗X M,E) 	= 0 for all nonzero M . Thus − ⊗X M takes
nonzero X-modules to nonzero Y -modules and hence is faithful. 
Suppose that XMY = (F,G) is a Frobenius bimodule, and let Z be a weakly closed
subspace of Y . Then we define F−1Z by declaring ModF−1Z = {M ∈ ModX: F(M) ∈
ModZ}.
Lemma 3.5. Let XMY = (F,G) be a Frobenius bimodule.
1. If Z is a weakly closed (respectively closed) subspace of Y , then F−1Z is a weakly
closed (respectively closed) subspace of X.
2. If T is a localizing subcategory of ModY , then F−1T is a localizing subcategory of
ModX.
3. F−1(
⋂
i∈I Zi) =
⋂
i∈I F−1Zi .
Proof. Parts (1) and (2) follow from the fact that F is exact and commutes with direct
sums and products, and (3) is straightforward. 
The above lemma enables us to define F−1U for a weakly open subspace U of Y ,
as follows. Write ModU  ModY/T for some localizing subcategory T , and define
F−1U to be the weakly open subspace of X with ModF−1U  ModX/F−1T . Since
F−1(
⋂
i∈I Ti) =
⋂
i∈I F−1Ti , we see that F−1(
⋃
i∈I Ui) =
⋃
i∈I F−1Ui . In particular if{Ui : i ∈ I } is a weakly open cover of Y , then {F−1Ui : i ∈ I } is a weakly open cover of X.
Finally, note that F−1 preserves containments: if U ⊆ V are weakly open subspaces of
ModY , then F−1U ⊆ F−1V .
The definition of F−1U enables us to study a Frobenius bimodule locally.
Lemma 3.6. Let M= (F,G) be a Frobenius bimodule between spaces X and Y , and let
V and U be weakly open subspaces of X and Y , respectively, with inclusions jV and jU . If
F−1U ⊆ V , then there exists an exact functor F : ModV → ModU having a right adjoint
such that Fj∗V = j∗UF . Moreover, if V = F−1U is nonzero, then F is faithful.
Proof. Write ModU  ModY/T and ModV  ModX/S for localizing subcategories
T and S. Since F−1U ⊆ V we have S ⊆ F−1T . Since j∗UF is an exact functor which
vanishes on F−1T , and consequently on S, the universal property of quotient categories [8,
Corollary II.1.2] ensures the existence of an exact functor F satisfying Fj∗V = j∗UF .
Since each of j∗U , j∗V , and F commute with sums, so too must F . Then F has a right
adjoint by the Adjoint Functor Theorem. For the final statement, suppose that V = F−1U
is nonzero. If M ∈ ModF−1U , then there exists N ∈ ModX with N = j∗−1 M , andF U
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F−1UN = j∗UF(N) = 0, so that F(N) ∈ T . Since N ∈ F−1T we must have
M = j∗
F−1UN = 0. Since F takes nonzero objects to nonzero objects it is faithful. 
The most important case of the above lemma is when V = F−1U ; in this case we write
F |U for F and denote its right adjoint by G|U . The corresponding F−1U,U -bimodule will
be denoted by M|U and called the restriction of M to U . Note that the bimoduleM|U is
faithfully flat, in the sense that F |U is an exact and faithful functor. In general M|U need
not be a Frobenius bimodule, as the following example illustrates.
Example 3.7. If X and Z are spaces, then their disjoint union X unionsq Z is defined by
setting ModX unionsq Z = ModX × ModZ; thus objects in ModX unionsq Z are pairs (M,N) with
M ∈ ModX and N ∈ ModZ, with homomorphisms taken componentwise.
Let X be a space, and let Y = X unionsqX be the disjoint union of two copies of X. We write
∆ : ModX → ModY for the functor defined on modules by ∆(M) = (M,M). The direct
sum and direct product functors ⊕ : ModY → ModX and Π : ModY → ModX, defined
on modules by ⊕((M,N)) = M ⊕N and Π((M,N)) = M N , are left and right adjoint
to ∆, respectively. Since there is a natural equivalence of functors ⊕  Π , we see that
XMY = (∆,Π) is a Frobenius bimodule.
Now, let V be a weakly open subspace of X such that the inclusion functor j∗ :
ModV → ModX is not exact (j∗ is only left exact in general), and write ModV 
ModX/T for a localizing subcategory T . Then T × 0 = {(M,0) : M ∈ T } is a localizing
subcategory of ModY , and its corresponding weakly open subspace is U = V unionsq X. Now,
∆−1(T × 0) = 0, and so the restriction of M to U is an X,U -bimodule. An easy
computation shows that ∆|U is given by ∆|U(M) = (j∗M,M) and Π |U is given by
Π |U(M,N) = j∗M  N . Since j∗ is not exact, neither is Π |U and hence M|U is not
Frobenius. 
The following result gives a sufficient condition forM|U to be Frobenius.
Proposition 3.8. Let M= (F,G) be a Frobenius X,Y -bimodule, and let U be a weakly
open subspace of Y , with ModU  ModY/T . If T ⊆ G−1F−1T , thenM|U is a Frobenius
F−1U,U -bimodule.
Proof. To ease notation, let V = F−1U , and denote the inclusions by j :U → Y and
k :V → X. Since T ⊆ G−1F−1T , we can apply Lemma 3.6 toM∗ and V to obtain a U,V -
bimodule (G,F ) such that Gj∗ = k∗G. We will show that F |U  F and G|U  G.
Note that each of (k∗G,Fk∗) and (Gj∗, j∗F) is an adjoint pair; since k∗G = Gj∗ and
adjoints are unique up to natural equivalence we have that Fk∗  j∗F . Composing on
the left by j∗ and using j∗j∗  IdU , we see that j∗Fk∗  F . But j∗F = F |Uk∗, and
k∗k∗  IdV , so that F |U  F . Similarly each of (j∗F,Gj∗) and (F |Uk∗, k∗G|U) is an
adjoint pair, so that k∗G|U  Gj∗. Composing on the left with k∗ gives G|U  k∗Gj∗, and
using k∗G = Gj∗ gives G|U  Gj∗j∗  G. 
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can be restated as saying that whenever T ⊆ G−1F−1T , there are functorial isomorphisms
for all M ∈ ModX and N ∈ ModY :
M|F−1U ⊗F−1U M|U ∼= (M ⊗X M)|U,
HomU(M|U,N |U) ∼=HomY (M,N)|F−1U . (3.1)
We refer to these as the projection formulas forM.
We can prove analogous results to the above starting with the functor G instead of F ;
specifically, if V is a weakly open subspace of X, then XMY induces a V,G−1V -bimodule
which we can denote by V |M. Furthermore, if ModV  ModX/S and S ⊆ F−1G−1S,
then V |M is a Frobenius V,G−1V -bimodule. A moments consideration shows that, in
this case, we have the formula (V |M)∗ =M∗|V .
One technical difficulty that we shall encounter below is that, given a Frobenius
bimodule M = (F,G) between spaces X and Y , neither F nor G need be faithful. The
above result enables us to bypass this difficulty by passing to suitable open subspaces of X
and Y , as we now show.
Definition 3.9. LetM= (F,G) be a Frobenius X,Y -bimodule. We define the kernels of F
and G to be kerF = {M ∈ ModX: F(M) = 0} and kerG = {N ∈ ModY : G(N) = 0}. We
define the supports of F and G to be Supp(F ) = {x ∈ Inj(X): F(M) 	= 0 for all nonzero
M E(x)} and Supp(G) = {y ∈ Inj(Y ): G(N) 	= 0 for all nonzero N E(y)}.
Note that, since F and G are exact and commute with sums and products, kerF
and kerG are closed subspaces of X and Y , respectively. We set XF = X \ kerF and
YG = Y \ kerG, so that XF and YG are open subspaces of X and Y , respectively. Finally,
note that kerF and kerG are in fact localizing subcategories of ModX and ModY ,
respectively, so that ModXF  ModX/kerF and ModYG  ModY/kerG.
Proposition 3.10. Let M = (F,G) be a nonzero Frobenius bimodule between spaces X
and Y .
1. kerGF = kerF and kerFG = kerG.
2. XF = F−1YG and YG = G−1XF .
3. If X and Y are noetherian, then Inj(XF ) = Supp(F ) and Inj(YG) = Supp(G).
4. Writing M|YG = (F ,G), each of F and G is faithful.
Proof.
(1) Clearly kerF ⊆ kerGF . If M ∈ ModX with GF(M) = 0, then HomX(M,
GF(M)) = 0. By the adjoint isomorphism HomY (F (M),F (M)) = 0. Thus F(M) = 0
and M ∈ kerF . The proof that kerG = kerFG is analogous.
(2) By definition, F−1YG is the weakly open subspace of X with ModF−1YG 
ModX/F−1 kerG. But F−1 kerG = {M: F(M) ∈ kerG} = {M: GF(M) = 0} = kerGF .
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Similarly we see that G−1XF = YG.
(3) We identify Inj(XF ) with {x ∈ Inj(X): E(x) is kerF -torsionfree}. But E(x) is
kerF -torsionfree if and only if F(M) 	= 0 for all nonzero submodules M of E(x), if and
only if x ∈ Supp(F ). Similarly Inj(YG) = Supp(G).
(4) This follows from Lemma 3.6 applied to each ofM andM∗. 
Remark 3.11. (1) The fact that each of XF and YG is open, and not just weakly open, is
a strong condition. Suppose that X is affine, say X  ModR. Then there is a bijection
between the closed subspaces of X and the two-sided ideals of R [22]. In particular,
kerF  ModR/I for some two-sided ideal I of R. Since kerF is also closed under
extensions, we have that R/I 2 ∈ ModR/I , since there is an exact sequence 0 → I/I 2 →
R/I 2 → R/I → 0, and I/I 2 and R/I are both in ModR/I . Thus I kills R/I 2, from
which it follows that I 2 = I . Hence we conclude that in the affine case, kerF  ModR/I ,
where I is an idempotent two-sided ideal of R.
(2) More generally, if X is a scheme admitting an ample line bundle, then [24,
Theorem 4.1] shows that every closed subspace of QCoh(OX) is of the form QCoh(OZ)
for some closed subscheme Z of X. Thus in this case it is possible to prove as above that
kerF = QCoh(OX/I), where I is a sheaf of ideals of OX satisfying I2 = I .
(3) If kerF is closed under injective envelopes, then F(M) = 0 for some nonzero
submodule of E(x) if and only if F(E(x)) = 0; consequently in this case we have that
Supp(F ) = {x ∈ Inj(X): F(E(x)) 	= 0}. This applies in particular if X is a noetherian
scheme, because every localizing subcategory of QCoh(OX) is closed under injective
envelopes in this case [8, Proposition VI.2.4].
Lemma 3.12. Let XMY be a Frobenius bimodule, and let S and T be simple X- and
Y -modules, respectively.
1. S ⊗XM has an essential socle.
2. If S⊗XM 	= 0, then E(S)⊗XM is an injective hull for S⊗XM; thus E(S)⊗XM∼=⊕t
i=1 E(Ti) for simple Y -modules Ti .
3. If S ⊗X M 	= 0 and E(T ) is a summand of E(S) ⊗X M, then E(S) is a summand of
HomY (M,E(T )).
4. If E(T ) is a summand of E(S)⊗X M then HomY (M, T ) 	= 0.
Proof.
(1) Since S ⊗X M is finitely copresented, hence finitely cogenerated, this follows
from [1, Theorem 10.4(2)]. (Their proof works in any Grothendieck category.)
(2) Let f :S ⊗X M → E be monic with E injective. Then there exists f˜ :S →
HomY (M,E), which is necessarily monic because S is simple. Thus there is a unique
monic g˜ :E(S) →HomY (M,E) such that g˜ ◦ i = f˜ , where i :S → E(S) is the canonical
map. It follows that there is a unique g :E(S)⊗XM→ E with g(i ⊗XM) = f . The last
statement follows from (1) because the socle of S ⊗X M is a finite direct sum of simple
Y -modules [1, Proposition 9.7].
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there is a nonzero f ∈ HomY (S ⊗XM,E(T )), so that HomX(S,HomY (M,E(T ))) 	= 0.
Since S is simple any nonzero morphism must be monic, so that E(S) is a summand of
HomY (M,E(T )).
(4) Since E(T ) is a summand of E(S)⊗XM, we have HomY (T ,E(S)⊗XM) 	= 0, so
that HomX(HomY (M, T ),E(S)) 	= 0. ThusHomY (M, T ) is nonzero. 
We close this section with some results on Frobenius bimodules between (semi)local
spaces.
Proposition 3.13. Let M be a nonzero Frobenius bimodule between spaces X and Y , and
assume that X is local.
1. − ⊗XM is faithful.
2. If HomY (M,−) is faithful, then Y is semilocal.
Proof.
(1) Let S be the unique (up to isomorphism) simple X-module. Write M = (F,G)
to ease notation, and note that by definition kerG = G−10. Since 0 ⊆ F−1G−10, we
can apply Proposition 3.8 to M∗ to conclude that there is a Frobenius X,YG-bimodule
M = (F ,G), and it follows from Lemma 3.6 that G is faithful. Moreover, since the
localizing subcategory of ModX used is just the zero subcategory, we see that F = j∗F ,
where j :YG → Y denotes the inclusion. Now, let T be a simple YG-module. Then
G(T ) 	= 0, as G is faithful. It follows from part (2) of Lemma 3.12 that G(E(T )) ∼= E(S)(n)
for some positive integer n, and then part (4) of Lemma 3.12 implies that F(S) = j∗F(S)
is nonzero, so that F(S) 	= 0. The proof is concluded by noting that, since S ∈ σ [M] for
every X-module M and F(S) 	= 0, we must have F(M) 	= 0 for all X-modules M . Thus F
is faithful.
(2) Keeping the above notation, Proposition 2(2) shows that F(E(S)) is an injective
cogenerator for ModY . But Proposition 3.12(2) shows that F(E(S)) is isomorphic to a
finite direct sum of injective hulls of simple Y -modules. By Lemma 2.4, Y is semilocal. 
4. Dimension preserving bimodules
In this section we consider Frobenius bimodules between spaces equipped with
dimension functions. We shall assume that all dimension functions are exact, finitely
partitive, ordinal valued, and commute with direct limits. If d is a dimension function on
ModX and α is an ordinal, then an X-module M is called α-homogeneous (with respect
to d) if d(N) = d(M) = α for every nonzero submoduleN of M , and M is called α-critical
if d(M) = α and d(M/N) < α for all proper quotients M/N of M .
We note that if X is noetherian, then Krull dimension in the sense of Gabriel [8,
p. 382] is such a dimension function. Moreover, the Krull–Schmidt Theorem holds for
injective modules when X is noetherian: if E ∈ ModX is injective, then there exist
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and this decomposition is unique up to isomorphism.
Definition 4.1. Let X and Y be spaces with dimension functions d and δ, respectively.
We say that a functor F : ModX → ModY is dimension preserving if δ(F (M)) = d(M)
whenever F(M) 	= 0. A Frobenius bimodule XMY is called dimension preserving if each
of − ⊗XM and HomY (M,−) preserves dimension.
We remark in passing that if XMY is dimension preserving, then so too is its dual YM∗X .
In general a Frobenius bimodule need not be dimension preserving for given dimension
functions d and δ. Indeed, if one uses two different dimension functions d and δ on a single
space X, then even the identity functor need not be dimension preserving. In subsequent
sections we shall primarily apply the following results in the case where X and Y are
noetherian spaces, and d and δ are both taken to be Krull dimension. However, there is no
advantage to specializing to this case immediately, and so we develop the ideas in a more
formal framework.
Unless stated to the contrary, we assume throughout this section that X and Y are
spaces equipped with fixed dimension functions d and δ, respectively. When we say that a
Frobenius bimodule is dimension preserving, it is understood that this means with respect
to the given dimension functions d and δ.
Lemma 4.2. Let XMY be a dimension preserving Frobenius bimodule and let M be an
α-homogeneous Y -module. If HomY (M,M) is nonzero then it is an α-homogeneous X-
module.
Proof. Let N be an X-module with d(N) < α. Then since M is dimension preserving
δ(N ⊗X M) < α also. Since M is α-homogeneous, we have HomY (N ⊗X M,M) = 0,
so that HomX(N,HomY (M,M)) = 0 by the adjoint isomorphism. In particular if K is a
nonzero submodule of HomY (M,M), then d(K)  α. Since d(HomY (M,M)) = α we
conclude that d(K) = α and so HomY (M,M) is α-homogeneous. 
We need to fix some more notation. Given an ordinal α, we let Sα = {M ∈ ModX:
d(M) < α}, and similarly Tα = {N ∈ ModY : δ(N) < α}. Each Sα is a localizing
subcategory of ModX, and similarly each Tα is a localizing subcategory of ModY . We
write Vα for the weakly open subspace of ModX with ModVα  ModX/Sα , and write
kα :Vα → X for the inclusion. Similarly we let Uα be the weakly open subspace of ModY
with ModUα  ModY/Tα , and we denote the inclusion by jα : Uα → Y . Finally, we
denote by Injα(X) the set of those x ∈ Inj(X) such that the critical dimension of E(x)
is α. (The critical dimension of E(x) is the dimension of a critical submodule of E(x).)
If XMY = (F,G) is a dimension preserving Frobenius bimodule, then Sα ⊆ F−1Tα
and Tα ⊆ G−1Sα ; combining these gives Tα ⊆ G−1F−1Tα . In particular Proposition 3.8
shows that there is a Frobenius Vα,Uα-bimoduleMα = (Fα,Gα) satisfying the following
formulas:
k∗α(−)⊗Vα Mα = j∗α(− ⊗XM),
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(Mα, j∗α(−))= k∗α(HomY (M,−)). (4.1)
We can induce dimension functions on Vα and Uα be setting d(k∗αM) = d(M) − α and
δ(j∗αN) = δ(N)−α for M ∈ ModX and N ∈ ModY , makingMα a dimension preserving
Vα,Uα-bimodule. (Here we abuse notation and write d and δ for the induced dimension
functions. This should not cause confusion.) We can (and shall) identify Inj(Vα) with⋃
βα Injβ(X), and similarly we identify Inj(Uα) with
⋃
βα Injβ(Y ). If x ∈ Injβ(X) for
β  α, then x ∈ Injβ−α(Vα), and similarly if y ∈ Injβ(Y ) for β  α, then y ∈ Injβ−α(Uα).
Lemma 4.3. Let XMY = (F,G) be a dimension preserving Frobenius bimodule, and let
x ∈ Injα(X). Then x ∈ Supp(F ) if and only if F(M) 	= 0 for some (hence every) critical
submodule of E(x).
Proof. If x ∈ Supp(F ), then clearly F(M) 	= 0. Suppose now that F(M) 	= 0, and let
N E(x) be a submodule with F(N) = 0. If N 	= 0, then N ∩M is a nonzero submodule
of M with F(N ∩ M) = 0. This implies that F(M) = F(M/N ∩ M). But δ(F (M)) = α
since F(M) is nonzero andM is dimension preserving, while δ(F (M/N ∩M)) < α since
d(M/N ∩M)< α. Thus N ∩M = 0 and F(N) is nonzero for every N E(x). 
Theorem 4.4. Let XMY = (F,G) be a nonzero dimension preserving Frobenius bimodule
between noetherian spaces X and Y , and let x ∈ Supp(F ) ∩ Injα(X). Then there exists
a positive integer nx depending on x such that E(x) ⊗X M∼=⊕nxi=1 E(yi)(ni) with each
yi ∈ Supp(G)∩ Injα(Y ).
Proof. Suppose first that α = 0, so that E(x) is the injective hull of a simple X-module S.
Then E(x) ⊗X M is the injective hull of S ⊗X M by Lemma 3.12(2), and S ⊗X M is
noetherian and artinian. The first follows because S ⊗XM is finitely generated and X is a
noetherian space. For the latter, note that S ⊗X M is 0-homogeneous by Lemma 4.2, and
every 0-homogeneous module is artinian [18, Lemma 3.10(a)]. Thus S ⊗X M is a finite-
length X-module; it follows that if E(x)⊗XM 	= 0, then it is isomorphic to a finite direct
sum of injective hulls of 0-critical Y -modules. Hence E(x)⊗XM∼=⊕nxi=1 E(yi)(ni), with
each E(yi) ∈ Inj0(Y ). Moreover each yi ∈ Supp(G) by Lemma 3.12(4). This proves the
result for α = 0.
Now suppose α > 0, and let E(x) ∈ Supp(F )∩ Injα(X). Since E(x)⊗XM is injective,
we can write
E(x)⊗XM∼=
(⊕
y∈J
E(y)(κy)
)
⊕E, (4.2)
where each κy is a cardinal, J ⊆ Injα(Y ), and each indecomposable summand of E has
critical dimension different from α.
If M is a critical submodule of E(x), then M ⊗X M 	= 0, so that M ⊗X M is α-
homogeneous. In particular j∗α(M ⊗X M) 	= 0, so that k∗αM ⊗Vα Mα is nonzero. Since
k∗αM is a simple Vα-module and k∗αE(x) is its injective hull, we see that x ∈ Supp(Fα) ∩
Inj0(Vα).
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k∗αE(x)⊗Vα Mα ∼=
nx⊕
i=1
j∗αE(yi)(ni), (4.3)
where each E(yi) ∈ Inj0(Uα) = Injα(Y ). Appealing again to Lemma 3.12(4), we have that
yi ∈ Supp(Gα). If N is an α-critical submodule of E(yi), then HomUα(Mα, j∗αN) 	= 0
implies that HomY (M,N) 	= 0, so that yi ∈ Supp(G) by Lemma 4.3.
Now, the formula k∗αE(x)⊗Vα Mα ∼= j∗α(E(x)⊗X M) and Eq. (4.2) give that
nx⊕
i=1
j∗αE(yi)(ni) ∼=
(⊕
y∈J
j∗αE(y)(κy)
)
⊕ j∗αE. (4.4)
Using the uniqueness of decomposition of indecomposable injectives in ModUα , we see
that
E(x)⊗X M∼=
(
nx⊕
i=1
E(yi)
(ni )
)
⊕E,
where each E(yi) has critical dimension α and δ(E) < α.
We finish the proof by showing that E = 0. The adjoint isomorphism gives HomY (E,
E(x) ⊗X M) ∼= HomX(HomY (M,E),E(x)). Since d(HomY (M,E)) = δ(E) < α, and
every nonzero submodule of E(x) has dimension  α, it follows that HomX(E,E(x)⊗X
M) = 0. Since E is a summand of E(x)⊗X M, we must have E = 0. 
Corollary 4.5. Let M be a dimension preserving Frobenius bimodule between noetherian
spaces X and Y . If M is an α-critical X-module with injective hull E(x) and M ⊗X
M 	= 0, then E(x)⊗XM is an injective hull for M ⊗X M.
Proof. Arguing as in the proof of the previous theorem, we see that k∗αM ⊗Vα
Mα 	= 0. It follows from Lemma 3.12(2) that k∗αE(x) ⊗Vα Mα is an injective hull for
k∗αM ⊗Vα Mα . Using formula (4.1) we conclude that j∗α(E(x) ⊗X M) is an injective
hull for j∗α(M ⊗X M). Since jα∗ preserves essential containments and E(x) ⊗X M is
Tα-torsionfree, we have that E(x)⊗XM is an injective hull of jα∗j∗α(M ⊗XM). Finally,
we note that M ⊗X M jα∗j∗α(M ⊗XM) because M ⊗XM is Tα-torsionfree. 
Corollary 4.6. Let M be a dimension preserving Frobenius bimodule between noetherian
spaces X and Y , and let x ∈ Supp(F ) ∩ Injα(X). If E(y) is a isomorphic to a
summand of E(x) ⊗X M, then y ∈ Supp(G) and E(x) is isomorphic to a summand of
HomY (M,E(y)).
Proof. By Theorem 4.4, y ∈ Injα(Y ) = Inj0(Uα). Let N be a critical submodule of
E(y), so that j∗αN is a simple Uα-module. Now, k∗αM is a simple Vα-module and
x ∈ Supp(Fα) ∩ Inj0(Vα). By Lemma 3.12(3) we conclude that k∗αE(x) is a summand
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E(x) and HomY (M,E(y)) are Sα-torsionfree shows that E(x) is isomorphic to a
summand of HomY (M,E(y)). Also, HomUα(Mα, j∗αN) = k∗αHomY (M,N) is nonzero
by Lemma 3.12(4). By Lemma 4.3, y ∈ Supp(G). 
Corollary 4.7. Let M= (F,G) be a dimension preserving bimodule between noetherian
spaces X and Y , and assume that kerF is closed under injective envelopes. Then F
preserves essential containments.
Proof. Since kerF is closed under injective envelopes, we see that if F(M) = 0 for
some submodule of E(x), then F(E(x)) = 0. This, combined with Corollary 4.5, shows
that F(E(M)) is an injective hull of F(M) for all critical X-modules M . Now, if M
is an arbitrary noetherian X-module, then M contains an essential submodule which
is a finite direct sum of critical X-modules, say M1 ⊕ · · · ⊕ Mt  M , and E(M) =
E(M1)⊕ · · · ⊕E(Mt). The result now follows from the fact that F(E(M)) is an injective
hull for F(M1)⊕ · · · ⊕ F(Mt). 
We close this section by showing that for noetherian spaces X and Y which are close
to being commutative, every Frobenius bimodule XMY preserves Krull dimension. The
precise condition that we impose is the following:
if HomX(E(x1),E(x2)) 	= 0 with E(x1) ∈ Injα(X), E(x2) ∈ Injβ(X),
then α  β. (∗)
Condition (∗) is satisfied with respect to Krull dimension if ModX  ModR, where R
is a commutative ring, or more generally a (two-sided) FBN ring. Indeed, let M and N be
critical R-modules with HomR(E(M),E(N)) 	= 0. If f (M) 	= 0 for some f , then we have
that Kdimf (M) < KdimM , so that KdimN < KdimM . If, on the other hand, we have that
f (M) = 0 for all f ∈ HomX(E(M),E(N)) then, letting U be a prime submodule of E(M)
with f (U) = 0, we can find K E(M) and V E(N) prime such that the exact sequence
0 → U → K → V → 0 satisfies the hypotheses of “Jategaonkar’s Main Lemma” [9,
Theorem 11.1]. Since R satisfies the strong second layer condition, we conclude that there
is a link assE(N) assE(M). By [9, Corollary 12.6 and Theorem 13.13], we conclude
that KdimM = KdimN in this case. We shall see in Lemma 6.1 that condition (∗) also
holds for dimension of support on QCoh(OX), where X is a noetherian scheme.
Theorem 4.8. Let X and Y be noetherian spaces satisfying condition (∗) with respect to
Krull dimension. Then every Frobenius bimodule XMY preserves Krull dimension.
Proof. The definition of dimension preserving shows that the zero bimodule preserves
every dimension function, so we may assume that M is nonzero. Suppose first that
M ∈ ModX is simple, and let N ∈ ModY be an α-critical quotient module of M ⊗X M.
Then HomY (E(M) ⊗X M,E(N)) 	= 0. Writing E(M) ⊗X M=⊕ti=1 E(Si) for simple
Y -modules Si , we must have HomY (E(Si),E(N)) 	= 0 for some Si . Condition (∗) in
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is 0-dimensional. A similar argument interchanging X and Y and using M∗ shows that
if N ∈ ModY is simple, then HomY (M,N) is 0-dimensional. Since every 0-dimensional
X-module is a direct limit of simple X-modules (and similarly for Y -modules), we see
that each of − ⊗X M and HomY (M,−) take 0-dimensional modules to 0-dimensional
modules.
We now proceed by transfinite induction, assuming that − ⊗X M and HomY (M,−)
each preserve Krull dimension for all X- and Y -modules of Krull dimension strictly less
than α. In particular we have that Sα ⊆ F−1Tα and Tα ⊆ G−1F−1Tα , whereM= (F,G).
We show first that condition (∗) passes down to Uα and Vα .
Any nonzero indecomposable injective in Uα is of the form j∗αE(y) for some E(y) ∈
Inj(Y ) of critical dimension  α. So, if HomUα (j∗αE(y1), j∗αE(y2)) 	= 0, then since
E(yi) ∼= jα∗j∗αE(yi) for i = 1,2, we have HomY (E(y1),E(y2)) 	= 0. Condition (∗) in
ModY then implies that the critical dimension of E(y2) is at most the critical dimension
of E(y1); it follows that the critical dimension of j∗αE(y2) is at most the critical dimension
of j∗αE(y1). The argument for Vα is similar.
By Proposition 3.8, there is a Frobenius Vα,Uα-bimoduleMα such that formulas (4.1)
hold. Now, if M is an α-critical X-module, then k∗αM is a simple Vα-module, and so
k∗αM ⊗Vα Mα ∼= j∗α(M ⊗X M) is either zero or 0-dimensional. This says precisely that
KdimM ⊗XM α, and similarly we see that KdimHomY (M,N) α for any α-critical
Y -module N . If M ⊗XM 	= 0, let KdimM ⊗XM= β , and let N be a critical submodule
of M ⊗X M. Then HomY (N,M ⊗X M) 	= 0, so that HomX(HomY (M,N),M) 	= 0.
Since KdimHomY (M,N) β and M is α-critical, we conclude that β  α.
Thus β = α and − ⊗X M preserves the Krull dimension of any critical X-module.
Since any noetherian X-module has a critical composition series and − ⊗X M is exact,
we see that − ⊗X M preserves the dimension of any noetherian X-module, and since
any X-module is the direct limit of its noetherian submodules, we see that − ⊗X M
preserves Krull dimension. In a similar way we see that HomY (M,−) preserves Krull
dimension. 
5. Right localizing bimodules
We wish to study a Frobenius bimodule XMY locally; that is, by studying one or both
of the restrictions M|U and V |M for weakly open subspaces V and U of X and Y ,
respectively. As mentioned in Section 3, the difficulty is that in general, the bimodules
M|U and V |M need not be Frobenius. The following definitions impose the sufficient
conditions of Proposition 3.8 to ensure thatM|U is a Frobenius F−1U,U -bimodule for all
weakly open subspaces U of Y (respectively, that V |M is a Frobenius V,G−1V -bimodule
for all weakly open subspaces V of X).
Definition 5.1. LetM be a Frobenius bimodule between spaces X and Y . ThenM is called
right localizing if T ⊆ G−1F−1T for every localizing subcategory T of ModY . Similarly
M is left localizing if S ⊆ F−1G−1S for every localizing subcategory S of ModX.
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example of a Frobenius bimodule that is both left and right localizing. Also, if XMY =
(F1,G1) and YNZ = (F2,G2) are either left or right localizing, then an easy computation
shows that M⊗Y N = (F2F1,G1G2) is, as well. The following example shows that the
two notions are in general distinct.
Example 5.2. Let X be a space, and let Y = X unionsq X be the disjoint union of two copies
of X. If XMY = (∆,Π) is the Frobenius bimodule of Example 3.7, then we claim thatM
is left localizing but not right localizing.
Given a localizing subcategory T of ModX, write T = T (E) for some injective X-
module E. Then
∆−1Π−1T (E) = {M: HomX(Π∆(M),E)= 0}
= {M: HomX(M,Π∆(E))= 0}= T (Π∆(E))= T (E E) = T (E),
showing that M is left localizing.
On the other hand, fix an injective X-module E, and consider the injective Y -module
E′ = (E,0). Since ∆Π(E′) = (E,E), we see that Π−1∆−1T (E′) = T ((E,E)). This
shows that M is not right localizing: (0,E) is in T (E′) but not in T ((E,E)). 
Nevertheless it is clear that M is left localizing if and only if M∗ is right localizing,
and so we restrict our attention to the latter type of bimodule.
Lemma 5.3. If XMY = (F,G) is a right localizing Frobenius bimodule and U is a weakly
open subspace of Y , thenM|U is a right localizing F−1U,U -bimodule.
Proof. Write ModU  ModY/T for a localizing subcategory T of ModY . Now, the
localizing subcategories of ModY/T are of the form S/T , where S is a localizing
subcategory of ModY containing T . The result then follows from the projection
formulas (3.1) and the fact that M is right localizing. 
Lemma 5.4. Let Y be a noetherian space. Then a Frobenius X,Y -bimodule M= (F,G)
is right localizing if and only if Ty ⊆ G−1F−1Ty for every y ∈ Inj(Y ).
Proof. One direction is clear. Given a localizing subcategory T of ModY , we can write
T =⋂y∈Σ Ty for some Σ ⊆ Inj(Y ) by Lemma 2.5. Then
T =
⋂
y∈Σ
Ty ⊆
⋂
y∈Σ
G−1F−1Ty = G−1F−1
( ⋂
y∈Σ
Ty
)
= G−1F−1T . 
If XMY = (F,G) is a right localizing Frobenius bimodule, then an easy computation
shows thatM∗ ⊗XM= (FG,FG) is both a left and right localizing Frobenius bimodule
on Y .
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every dimension function on ModY .
Proof. Let δ be a dimension function on ModY . Writing M = (F,G), we must show
that FG preserves δ. Retaining the notation of the previous section, we have that Tα
is a localizing subcategory of ModY for every ordinal α. Since M is right localizing
Tα ⊆ G−1F−1Tα for all α; this says precisely that δ(FG(M)) = δ(M) for every Y -module
M with FG(M) 	= 0. 
Proposition 5.6. Let XMY = (F,G) be a nonzero right localizing Frobenius bimodule,
and suppose that Y is noetherian. Then for each y ∈ Supp(G), there exists a positive
integer ny such that FG(E(y)) ∼= E(y)(ny).
Proof. Let the critical dimension of E(y) be α. Note that G(M) 	= 0 implies FG(M) 	= 0
for Y -modules M , since kerFG = kerG. Thus y ∈ Supp(FG). Since M∗ ⊗X M =
(FG,FG) preserves Krull dimension by Lemma 5.5, we have by Theorem 4.4 that
FG(E(y)) ∼= ⊕nyi=1 E(yi), with each yi ∈ Injα(Y ). This implies that G−1F−1Ty =⋂ny
i=1 Tyi . Since M is right localizing, we have Ty ⊆ Tyi for all i . Fix i , and
let Mi be a critical submodule of E(yi). Then Mi /∈ Tyi , so that Mi /∈ Ty ; that
is, HomY (Mi,E(y)) 	= 0. Since Mi is critical of dimension α, Mi is isomorphic to
a submodule of E(y). Hence E(y) = E(yi) for all i , showing that FG(E(y)) ∼=
E(y)(ny). 
Lemma 5.7. Let X and Y be noetherian spaces, and let XMY = (F,G) be a right
localizing Frobenius bimodule. Assume that kerG is closed under injective envelopes, and
that F is faithful. Then G preserves essential containments.
Proof. Let N  M be Y -modules with N essential in M . If G(N) is not an essential
submodule of G(M), then there exists K ∈ ModX such that G(N) ⊕ K is a submodule
of G(M). Applying F gives that FG(N) ⊕ F(K) is a submodule of FG(M). Since
kerG = kerFG and FG preserves Krull dimension, we have that FG preserves essential
containments by Corollary 4.7, so that FG(N) is an essential submodule of FG(M). It
follows that F(K) = 0 and, since F is faithful, that K = 0. 
Proposition 5.8. Let X and Y be noetherian spaces and let XMY = (F,G) be a right
localizing Frobenius bimodule. Assume that kerG is closed under injective envelopes and
that F is faithful. If U and V are weakly open subspaces of Y , then F−1(U ∩ V ) =
F−1U ∩ F−1V .
Proof. If we write ModU  ModY/S and ModV  ModY/T for localizing subcate-
gories S and T of ModY , then we have ModU ∩ V  ModY/ModS•T Y . By defini-
tion, ModF−1U  ModX/F−1S, ModF−1V  ModX/F−1T , and ModF−1(U ∩V ) 
C.J. Pappacena / Journal of Algebra 275 (2004) 675–731 697ModX/F−1(ModS•T Y ). Since ModF−1U ∩ F−1V  ModX/ModF−1S•F−1T X, we
must verify that
F−1(ModS•T Y ) = ModF−1S•F−1T X.
If M ∈ ModF−1S•F−1T X, then M has a filtration with successive slices in either F−1S
or F−1T . Since F is exact, we see that F(M) has a filtration with successive slices in
either S or T . Thus ModF−1S•F−1T X ⊆ F−1(ModS•T Y ). For the reverse containment, let
M ∈ F−1(ModS•T Y ) with M noetherian. Then F(M) is also noetherian, and so contains
an essential submodule which is a finite direct sum of uniform Y -modules. Each of these
Y -modules in turn contains a (necessarily essential) submodule in either S or T ; thus
F(N) contains an essential submodule of the form K ⊕ L, with K ∈ S and L ∈ T . Now,
G preserves essential containments by the previous lemma, and so G(K) ⊕ G(L) is an
essential submodule of GF(M). Since F is faithful there is a monic M → GF(M); in
particular either M ∩G(K) or M ∩G(L) is nonzero. Since M is right localizing FG(K)
and FG(L) are in S and T , respectively, and so either F(M ∩G(K)) is a nonzero module
in S, or F(M ∩G(L)) is a nonzero module in T .
We have shown that every noetherian module in F−1(ModS•T Y ) contains a non-
zero submodule in either F−1S or F−1T . From this it follows readily that M ∈
ModF−1S•F−1T X. Since every X-module is the direct limit of its noetherian submodules
this proves the reverse containment F−1(ModS•T Y ) ⊆ ModF−1S•F−1T X. 
Our main results in this section show that, over noetherian spaces, right localizing
Frobenius bimodules come from geometric data. The following is a precise formulation
of this idea.
Theorem 5.9. If XMY = (F,G) is a nonzero right localizing Frobenius bimodule between
noetherian spaces X and Y , then there is a surjective continuous function f : Supp(F ) →
Supp(G) such that F(E(x))∼= E(f (x))(mx) for some positive integer mx .
Proof. Write M|YG = (F ,G). By Proposition 4, F and G are faithful, and we may
identify Inj(XF ) and Inj(YG) with Supp(F ) and Supp(G), respectively.
If η : IdXF → GF denotes the unit of the adjoint pair (F ,G), then ηM is monic for
all XF -modules M . In particular, E(x) is isomorphic to a summand of GF(E(x)) for all
x ∈ Inj(XF ). Hence, there exists y ∈ Inj(YG) such that E(x) is isomorphic to a summand of
G(E(y)). Applying F then gives that F(E(x)) is isomorphic to a summand of FG(E(y)).
By Proposition 5.6, applied to M|YG , we have that FGE(y) ∼= E(y)(ny) for some positive
integer ny . So, F(E(x)) is isomorphic to a summand of E(y)(ny). Writing y = f (x), we
see that F(E(x)) ∼= E(f (x))(mx) for some positive integer mx . Given y ∈ Inj(YG), let
E(x) be a summand of G(E(y)). Then F(E(x)) is a summand of FG(E(y)) ∼= E(y)(ny),
showing that y = f (x). Thus f is surjective.
To see that f is continuous, recall that {V (M): M ∈ modYG} give a basis for the closed
sets in Inj(YG). Now, x ∈ f−1(V (M)) if and only if HomYG(M,E(f (x))) 	= 0, if and
only if HomYG(M,F(E(x))) 	= 0, if and only if HomXF (G(M),E(x)) 	= 0, if and only if
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continuity of f . 
Under the homeomorphisms between Inj(XF ) and Supp(F ) and Inj(YG) and Supp(G),
the above result can also be phrased in terms of the existence of a surjective continuous
map f : Inj(XF ) → Inj(YG). If Y is in addition an enriched space, then f can be extended
to a morphism of ringed spaces. We begin with a lemma.
Lemma 5.10. Assume the hypotheses of Theorem 5.9, and suppose that F and G are both
faithful. Let U ⊆ Inj(Y ) be a basic open subset, and let U be the weakly open subspace
of Y corresponding to U. Then F−1U is the weakly open subspace of X corresponding to
f−1U.
Proof. Write U = V (M)c, so that ModU  ModY/T (M) by Lemma 2.7. The proof of
the continuity of f in Theorem 5.9 shows that f−1V (M) = V (G(M)), and so f−1U =
V (G(M))c. If V is the weakly open subspace of X which corresponds to f−1U, then
ModV  ModX/T (G(M)). Thus it suffices to show that T (G(M)) = F−1T (M).
By Lemma 2.7, we have T (M) = ⋂y∈U Ty , and so F−1T (M) = ⋂y∈UF−1Ty .
Similarly we have T (G(M)) = ⋂x∈f−1U Tx . If E(x) is a isomorphic to a summand
of G(E(y)), then F(E(x)) is a isomorphic to a summand of FG(E(y)) ∼= E(y)(ny);
thus E(x) is a summand of G(E(y)) if and only if y = f (x). It follows that F−1Ty =⋂
f (x)=y Tx . Thus F−1T (M) =
⋂
y∈U
⋂
f (x)=y Tx =
⋂
x∈f−1U Tx = T (G(M)). 
Proposition 5.11. Assume the hypotheses of Theorem 5.9, and suppose further that Y
is enriched, with structure module OY . Then the continuous function f : Inj(XF ) →
Inj(YG) can be extended to a morphism of ringed spaces f : (Inj(XF ),End(G(OYG))) →
(Inj(YG),End(OYG)), where OYG =OY |YG .
Proof. Changing notation, we assume without loss of generality that F and G are faithful,
and that f : Inj(X) → Inj(Y ) is surjective and continuous. Recall that the sheaf End(OY )
is obtained by the rule U 
→ EndU(OU) on basic open subsets U of Inj(Y ). Similarly the
pushforward sheaf f∗ End(G(OY )) is obtained by the rule U 
→ EndF−1U(G(OY )|F−1U).
(Here we have used the previous lemma to know that the weakly open subspace of
X associated to f−1U is F−1U .) Using the functorial isomorphisms G(OY )|F−1U ∼=
G|U(OU), we shall identify EndF−1U(G(OY )|F−1U) with EndU(G|U(OU)).
Given a basic open subset U, we define ϕ(U) : EndU(OU) → EndU(G|U(OU)) by
ϕ(U)(f ) = G|U(f ). If ρUV and σUV denote the restriction homomorphisms for U 
→
EndU(OU) and U 
→ EndU(G|U(OU)), respectively, then it is straightforward to check
that σUVϕ(U) = ϕ(U)ρUV wheneverV⊆ U are basic open subsets of Inj(Y ).
Passing from these data on basic open sets to sheaves, we have constructed a mor-
phism ϕ :End(OY ) → f∗ End(G(OY )). Thus (f,ϕ) : (Inj(X),End(G(OY ))) → (Inj(Y ),
End(OY )) is a morphism of ringed spaces. 
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come from geometric data are necessarily right localizing, and is a partial converse to
Theorem 5.9.
Proposition 5.12. Let XMY = (F,G) be a nonzero dimension preserving Frobenius
bimodule between noetherian spaces X and Y , and assume that kerG is closed under
injective envelopes. If there exists a function f : Supp(F ) → Supp(G) such that F(E(x)) ∼=
E(f (x))(mx) for some positive integer mx , thenM is right localizing, and f is necessarily
surjective and continuous.
Proof. We must show that Ty ⊆ G−1F−1Ty for all y ∈ Inj(Y ), by Lemma 5.4. Since
kerG is closed under injective envelopes, y ∈ Supp(G) if and only if G(E(y)) 	= 0. If
G(E(y))= 0, then G−1F−1Ty = ModY , so that Ty ⊆ G−1F−1Ty follows trivially. If
G(E(y)) 	= 0, then y ∈ Supp(G) and so we may write G(E(y)) ∼=⊕ni=1 E(xi) with each
xi ∈ Supp(F ). By Corollary 4.6, E(y) is a summand of F(E(xi)) for each i , so that
y = f (xi) for all i . In particular, there is a positive integer ny such that FG(E(y)) ∼=
E(y)(ny)f .
Now, M ∈ Ty if and only if HomY (M,E(y)) = 0, if and only if HomY (M,
FG(E(y)) = 0, if and only if HomY (FG(M),E(y))= 0. Thus Ty = G−1F−1Ty . The fact
that f is surjective and continuous follows as in the final paragraph of Theorem 5.9. 
These results in turn enable us to characterize when certain right localizing Frobenius
bimodules are left localizing.
Proposition 5.13. Let X and Y be noetherian spaces and let M be a nonzero right
localizing Frobenius X,Y -bimodule. IfM is left localizing, then f : Supp(F ) → Supp(G)
is a homeomorphism. If kerG is closed under injective envelopes and M is dimension
preserving, thenM is left localizing whenever f is injective.
Proof. Suppose that M is left localizing. Then applying Theorem 5.9 to the dual bundle
M∗ shows that there is a surjective, continuous function g : Supp(G) → Supp(F ) such that
E(y)⊗Y M∗ ∼= E(g(y))(ny) for some positive integer ny . SinceM is also right localizing,
we see that
E(y)⊗Y M∗ ⊗XM∼= E
(
g(y)
)(ny) ⊗XM∼= E(fg(y))(mxny).
Now Proposition 5.6 and the Krull–Schmidt Theorem for indecomposable injectives show
that y = fg(y) for all y ∈ Supp(G). In a similar way we see that gf (x) = x for all
x ∈ Supp(F ). Thus g = f−1, and since g is continuous f is a homeomorphism.
Conversely, suppose kerG is closed under injective envelopes and that f is injective.
Since f is automatically surjective, it is a bijection. Denote the inverse of f by g.
If y ∈ SuppG, say y = f (x), then the fact that E(f (x)) is the only indecomposable
summand of F(E(x)) shows that E(x) is the only indecomposable summand of G(E(y)).
Thus G(E(y)) ∼= E(g(y))(ny) for all y ∈ SuppG, and Proposition 5.12 shows that g is
continuous. ThusM is left localizing. 
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In this section we consider Frobenius bimodules between QCoh(OX) and QCoh(OY )
where X and Y are separated noetherian schemes. We begin by recalling some important
facts from [8, Chapitre VI]. If X is a noetherian scheme, then there is a bijection between
the underlying point set of X and Inj(QCoh(OX)), defined by sending an indecomposable
injective quasicoherent OX-module E(x) to the generic point of the scheme-theoretic
support of E(x). If Inj(QCoh(OX)) is endowed with its Gabriel topology, then this
bijection becomes a homeomorphism, and we shall typically identify the underlying point
set of X with Inj(QCoh(OX)) under this homeomorphism. Also, if U is an open subscheme
of X, then we can identify QCoh(OU) with a weakly open subspace of QCoh(OX);
specifically, we have QCoh(OU)  QCoh(OX)/T (U), where T (U) = {F ∈ QCoh(OX):
F |U = 0}.
Lemma 6.1. If X is a noetherian scheme, then QCoh(OX) satisfies condition (∗) with
respect to Krull dimension.
Proof. Let x1, x2 ∈ X, and suppose that ϕ ∈ HomX(E(x1),E(x2)) is a nonzero morphism.
The image of ϕ is a nonzero subsheaf F of E(x2). Since the support of E(x2) is an
integral subscheme of with generic point x2, we must have Fx2 	= 0. So ϕx2(E(x1)x2) 	= 0,
showing that x2 ∈ Supp(E(x1)). It follows that Supp(E(x2)) ⊆ Supp(E(x1)), so that the
dimension of support of E(x1) is at least equal to the dimension of support of E(x2). Since
dimension of support agrees with Krull dimension for noetherian schemes, QCoh(OX)
satisfies condition (∗) with respect to Krull dimension. 
Because we will work with actual sheaves in this section, we shall drop the notation for
bimodules that we adopted above, and refer exclusively to the underlying functors, i.e., we
will write a Frobenius bimodule as (F,G). Also, we will refer to a Frobenius bimodule
(F,G) between QCoh(OX) and QCoh(OY ) as a Frobenius X,Y -bimodule.
We recall the definition of a sheaf bimodule given in [16,17,26,28]. Since we will work
exclusively with coherent sheaf bimodules in this section, we restrict our attention to this
situation. We use the definition in [16]. (The original definition, due to van den Bergh [26,
Definition 2.3], is what we call a “finite sheaf bimodule” here.)
Definition 6.2 [16, Definition 3.4]. Let X and Y be schemes, with fiber product X × Y .
Then a (coherent) sheaf X,Y -bimodule is a coherentOX×Y -module E , such that each of the
morphisms pr1|SuppE and pr2|SuppE is affine. Here pr1 :X×Y → X and pr2 :X×Y → Y
denote the canonical projection morphisms. We say that E is finite if pr1|SuppE and
pr2|SuppE are finite morphisms.
If W is a scheme with morphisms α : W → X and β :W → Y , then the universal
property of X×Y gives a morphism (α,β) :W → X×Y . IfM is a coherentOW -module,
then we write αMβ for (α,β)∗M. If each of the morphisms α and β is affine, then clearly
E = αMβ is a sheaf X,Y -bimodule. Moreover, any sheaf X,Y -bimodule arises in this
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maps. It is clear that E is finite if and only if α and β are finite morphisms.
A sheaf X,Y -bimodule E defines a right exact functor − ⊗OX E : QCoh(OX) →
QCoh(OY ) by the rule F ⊗OX E = pr2∗(pr∗1F ⊗OX×Y E) [26, p. 442]. If E = αMβ , then
one can check that F⊗OX E = β∗(α∗F⊗OW M). E is called locally free on the left (right)
if pr1∗E (pr2∗E) is a locally free OX-module (OY -module). If E = αMβ is locally free
of finite rank on each side, then the left and right duals to E are the locally free sheaf
Y,X-bimodules defined by the formulas
(XE)∗ = β
[
α↑HomOX(α∗M,OX)
]
α
,
(EY )∗ = β
[
β↑HomOY (β∗M,OY )
]
α
.
(6.1)
The definitions of (XE)∗ and (EY )∗ are from [17, Definition 3.9], and we refer the reader
to [17, Section 3.1] for the definitions and basic properties of the functors α↑ and β↑.
The following proposition is a scheme-theoretic analogue of the characterization of
Frobenius bimodules between rings given in Section 3.
Proposition 6.3. Let X and Y be noetherian schemes, and let E be a sheaf X,Y -bimodule.
1. If E is locally free of finite rank on each side and there is an isomorphism of sheaf
Y,X-bimodules (XE)∗ ∼= (EY )∗, then − ⊗OX E is a Frobenius functor.
2. Assume that X and Y are smooth of the same dimension and that E is finite. If
− ⊗X E is a Frobenius functor, then E is locally free of finite rank on each side and
(XE)∗ ∼= (EY )∗ as sheaf Y,X-bimodules.
Proof. Let W = Supp(E) and write E = αMβ as above.
(1) By [17, Proposition 3.14], there are adjoint pairs (− ⊗OX E,− ⊗OY (EY )∗) and
(−⊗OY (EY )∗,−⊗OX ((EY )∗X)∗). Thus it suffices to prove that there is an isomorphism of
sheaf X,Y -bimodules E ∼= ((EY )∗X)∗. By definition, we have(
(EY )∗X
)∗ = α[α↑HomOX(α∗(MY )∗,OX)]β
= α
[
α↑HomOX
(
α∗
(
β↑HomOY (β∗M,OY )
)
,OX
)]
β
. (6.2)
By hypothesis, there is an isomorphism of sheaf Y,X-bimodules
β
[
β↑HomOY (β∗M,OY )
]
α
∼= β
[
α↑HomOX(α∗M,OX)
]
α
,
which in turn implies that there is an isomorphism of coherent OW -modules
β↑HomOY (β∗M,OY ) ∼= α↑HomOX(α∗M,OX). (6.3)
Substituting (6.3) into (6.2) gives(
(EY )∗X
)∗ = α[α↑HomO (α∗(α↑HomO (α∗M,OX)),OX)] .X X β
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(EY )∗X
)∗ ∼= α[α↑HomOX (HomOX(α∗M,OX),OX)]β.
Now, α∗M is a locally free OX-module of finite rank, so that there is an OX-module
isomorphismHomOX(HomOX(α∗M,OX),OX) ∼= α∗M. Hence(
(EY )∗X
)∗ ∼= α[α↑α∗M]β ∼= αMβ ∼= E .
(2) Recall that − ⊗OX E = pr2∗(pr∗1 (−)⊗OX×Y E). It follows from [16, Lemma 3.15]
and [26, Proposition 2.2.7] that pr2∗ is exact and faithful when restricted to the image
of pr∗1 (−) ⊗OX×Y E . Thus pr∗1 (−) ⊗OX×Y E is exact and takes coherent OX-modules to
coherentOX×Y -modules. Let U be an open affine subset of Y and let V be an open affine
subset of X, so that V ×U is an open affine subset of X×Y . If we write j :V → X for the
inclusion, then j is affine since X is separated, so that j∗ is exact. Since V × U is affine,
taking sections over V ×U is exact, and so the functor QCoh(OV ) → ModOX×Y (V ×U)
given by F 
→ (pr∗1 j∗F ⊗OX×Y E)(V ×U) is exact and preserves noetherian objects.
Now, (pr∗1 j∗F⊗OX×Y E)(V ×U) =F(V )⊗OX(V )M , where M is theOX(V ),OY (U)-
bimodule E(V × U). Since QCoh(OV )  ModOX(V ), we conclude that the functor
− ⊗OX(V ) M : ModOX(V ) → ModOX×Y (V × U) is exact and preserves noetherian
modules. From this we conclude that OX(V )M is flat and finitely generated, and since
OX(V ) is noetherian, that OX(V )M is finitely generated projective. Hence, E is locally free
of finite rank on the left. Since X and Y are smooth of the same dimension and E is finite,
E is also locally free of finite rank on the right [28, Proposition 3.1.6].
Since E is locally free of finite rank on each side, we know that the left and right adjoints
to −⊗OY E are −⊗OY (XE)∗ and −⊗OY (EY )∗, respectively. Thus there is an equivalence
of functors − ⊗OY (XE)∗  − ⊗OY (EY )∗, and since the functor determines the sheaf
bimodule up to isomorphism [28, Lemma 3.1.1], we have (XE)∗ ∼= (EY )∗ as sheaf Y,X-
bimodules. 
Corollary 6.4. Let X and Y be smooth schemes of the same dimension and let E be a finite
sheaf X,Y -bimodule, locally free of finite rank on each side. Then −⊗OX E is a Frobenius
X,Y -bimodule if and only if ωX ⊗OX E ∼= E ⊗OY ωY as sheaf X,Y -bimodules, where ωX
and ωY are the dualizing sheaves on X and Y , respectively.
Proof. According to [28, Lemma 3.1.8], there is an isomorphism of sheaf X,Y -bimodules
((EY )∗X)∗ ∼= ω−1X ⊗OX E ⊗OY ωY . Since − ⊗X E is Frobenius if and only if ((EY )∗X)∗ ∼= E
as sheaf X,Y -bimodules, the result follows. 
An obvious question at this point is to what extent part (2) of Proposition 3.1 carries
over to the scheme-theoretic setting. That is, if (F,G) is a Frobenius bimodule between
noetherian schemes X and Y , is there a sheaf X,Y -bimodule E such that F  − ⊗OX E?
We provide an affirmative answer in the case where (F,G) is right localizing and F and
G are faithful. We begin with a pair of lemmas.
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Frobenius X,Y -bimodule with F and G faithful. If U is an open subscheme of Y ,
then F−1 QCoh(OU) = QCoh(Of−1U), where f :X → Y is the continuous function of
Theorem 5.9.
Proof. In the above notation, we need to show that T (f−1U) = F−1T (U). Let E =⊕
y∈U E(y). Then HomY (G,E) ∼=
⊕
y∈U HomY (G,E(y)) for all coherentOY -modules G,
and we see that when G is coherent, G ∈ T (U) if and only if HomY (G,E) = 0. Since
Y is noetherian every G ∈ QCoh(OY ) is the direct limit of its coherent subsheaves;
from this it follows that in fact T (U) = {G: HomY (G,E) = 0}. Similarly, if we let
E′ =⊕x∈f−1U E(x), then T (f−1U) = {F : HomX(F ,E′) = 0.
Given z ∈ X, we have that E(z) is a summand of G(E) if and only if E(f (z)) is a
summand of E, if and only if z ∈ f−1U , if and only if E(z) is a summand of E′. Since
F−1T (U) = {F : HomY (F(F),E)= 0}= {F : HomX(F ,G(E))= 0}
we see that F−1T (U) = T (f−1U) as claimed. 
Lemma 6.6. Let (F,G) be a right localizing Frobenius bimodule between noetherian
schemes X and Y and assume that F and G are faithful. If U is an open affine subscheme
of Y then f−1U is an open affine subscheme of X.
Proof. By the previous lemma (F |U ,G|U) is a Frobenius f−1U,U -bimodule, and F |U is
faithful. Thus the adjoint triple (G|U ,F |U ,G|U) forms an affine map in the sense of [22].
Since U is affine, it follows from [22, Proposition 6.4.1] that f−1U is affine. 
Theorem 6.7. Let X and Y be noetherian schemes, and let (F,G) be a right localizing
Frobenius X,Y -bimodule with F and G faithful. Then F  − ⊗OX E , where E is a sheaf
X,Y -bimodule, locally free of finite rank on each side, such that (XE)∗ ∼= (EY )∗.
Proof. Let f :X → Y be he continuous map of Theorem 5.9, and let {Ui : i ∈ I } be an
affine open cover of Y ; then Lemma 6.6 shows that {f−1Ui : i ∈ I } is an affine open cover
of X. We set W =⋃i∈I f−1Ui × Ui and view W as an open subscheme of X × Y . Let
α :W → X and β :W → Y denote the canonical maps. We shall construct a coherentOW -
moduleM, and then set E = αMβ .
We construct M as follows. Given i ∈ I , we set Ri = OX(f−1Ui) and Si = OY (Ui).
Then there are category equivalences QCoh(Of−1Ui )  ModRi , QCoh(OUi )  ModSi ,
and QCoh(Of−1Ui×Ui )  ModRi ⊗ Si . Now, for each i ∈ I we have a Frobenius pair
(F |Ui ,G|Ui ) which we can view as a Frobenius pair between ModRi and ModSi . Thus
by Proposition 3.1 there is a Frobenius Ri,Si -bimodule Mi such that F |Ui  − ⊗R Mi .
Viewing Mi as an Ri ⊗ Si -module, let M˜i be the coherent Of−1Ui×Ui -module associated
to Mi . We show that the sheaves {M˜i : i ∈ I } can be glued to give a coherent sheaf M
on W .
To ease notation, let Wi = f−1Ui × Ui . Given indices i and j , we must show that
M˜i |Wi∩Wj ∼= M˜j |Wi∩Wj . Given a point w in Wi ∩ Wj , we can find an open affine subset
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affine subsets of Y , gives a basis for the topology of W . Thus, it suffices to show that
M˜i |f−1V×V ∼= M˜j |f−1V×V for all open affine V ⊆ Ui ∩Uj . Since V is affine, M˜i |f−1V×V
and M˜j |f−1V×V are sheaves associated to OX(f−1V ),OY (V )-bimodules Ni and Nj ,
respectively. Also, under the category equivalences QCoh(Of−1V )  ModOX(f−1V ) and
QCoh(OV )  ModOY (V ), we see that the functor (F |Ui )|V is naturally equivalent to
−⊗OX(f−1V ) Ni , and the functor (F |Uj )|V is naturally equivalent to −⊗OX(f−1V ) Nj . But
(F |Ui )|V  (F |Uj )|V  F |V , and so there is an equivalence of functors −⊗OX(f−1V ) Ni 
−⊗OX(f−1V ) Nj . From this it follows that Ni ∼= Nj asOX(f−1V ),OY (V )-bimodules, so
that M˜i |f−1V×V ∼= M˜j |f−1V×V as claimed.
In order to show that E = αMβ is a sheaf X,Y -bimodule we must show that the maps
α and β are affine. But this is clear: for the open affine cover {f−1Ui : i ∈ I } of X, we have
α−1(f−1Ui) = Wi , which is affine. Similarly β−1(Ui) = Wi is affine.
We next show that F  − ⊗OX E , and to prove this it suffices to prove that F |Ui 
(− ⊗OX E)|Ui for all i . Given F ∈ QCoh(OX), we have F |Ui (F |f−1Ui ) ∼= F(F)|Ui by
the projection formulas (3.1). Under the category equivalences QCoh(Of−1Ui )  ModRi
and QCoh(OUi )  ModSi , F(F)|Ui is sent to F(f−1Ui) ⊗Ri Mi . On the other hand,
by definition F ⊗OX E = β∗(α∗F ⊗OW M), and under the above category equivalences,
β∗(α∗F ⊗OW M)|Ui is sent to
β∗(α∗F ⊗OW M)(Ui) ∼= (α∗F ⊗OW M)(Wi) ∼=F
(
f−1Ui
)⊗Ri Mi.
Thus F  − ⊗OX E .
Finally, we show that E has the stated properties. Since Mi =M(Wi) is a Frobenius
bimodule, it is finitely-generated projective on the left and on the right. This shows
that α∗M and β∗M are each locally free of finite rank, so that E is locally free of
finite rank on each side. By definition we have (XE)∗ = β [α↑HomOX(α∗M,OX)]α and
(EY )∗ = β [β↑HomOY (β∗M,OY )]α. Thus it suffices to show that there is an isomorphism
of OW -modules
α↑HomOX(α∗M,OX) ∼= β↑HomOY (β∗M,OY ). (6.4)
Taking sections of the left-hand side over Wi = α−1(f−1Ui) gives
α↑HomOX(α∗M,OX)(Wi) =HomOX(α∗M,OX)
(
f−1Ui
)
∼= HomOX(f−1Ui)
(
α∗M
(
f−1Ui
)
,OX
(
f−1Ui
))
∼= HomRi (Mi,Ri) ∼= (RiMi)∗. (6.5)
Similarly β↑HomOY (β∗M,OY )(Wi) ∼= (MiSi )∗. Since there is bimodule isomorphism
(RiMi)
∗ ∼= (MiSi )∗ for all i , we see that the isomorphism (6.4) holds. 
If R and S are rings and M is a Frobenius R,S-bimodule, then the Endomorphism Ring
Theorem [12, Theorem 2.5] asserts that E = EndR(M∗ ) is a Frobenius ring extensionR
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is equivalent to the classical notion of Frobenius algebra when S is commutative. The
following is a scheme-theoretic version of the Endomorphism Ring Theorem for right
localizing bimodules.
Proposition 6.8. Let (F,G) be a right localizing Frobenius bimodule between X and Y ,
and assume that F and G are faithful. Let A = EndOX(pr2∗E∗), where F  − ⊗OX E .
Then f extends to a morphism of ringed spaces f : (X,A) → (Y,OY ), and f∗A is a sheaf
of Frobenius OY -algebras.
Proof. Inspecting the definition of End(OY ) given in Section 2, we see that End(OY ) is
determined on the basic open subsets of Y by
U 
→ HomOY (U)
(OY (U),OY (U))∼=OY (U),
so that End(OY ) ∼=OY as sheaves of rings on Y . Now, G(OY ) =OY ⊗OY E∗ ∼= pr2∗E∗,
and the definition of End(G(OY )) is determined on a basic open subset f−1U of X by
f−1U 
→ EndOX(f−1U)
(
pr2∗E∗
(
f−1U
))
.
Thus End(G(OY )) ∼= EndOX(pr2∗E∗) as sheaves of rings on X, and Proposition 5.11
shows that f induces a morphism of ringed spaces f : (X,A) → (Y,OY ).
Let M∗ be the OW -module with βM∗α = E∗. If U is an open affine subset of Y , then
M∗(f−1U × U) is the dual to the Frobenius bimodule M(f−1U × U). If we let R =
OX(f−1U), S =OY (U), and M =M(f−1U ×U), then we have thatM∗(f−1U ×U) ∼=
M∗ as S,R-bimodules. In particular, f∗A(U) =A(f−1U) ∼= HomR(M∗R) is a Frobenius
S-algebra, by the affine Endomorphism Ring Theorem. Thus f∗A is a sheaf of Frobenius
OY -algebras. 
7. Rank functions
In this section we introduce left and right rank functions associated to a Frobenius
bimodule XMY . In the case that M is right localizing, we show that these rank functions
behave well, giving a kind of additivity principle, and a decomposition of X and Y into
disjoint weakly open subspaces where M has constant rank. We assume throughout this
section that X and Y are noetherian spaces.
Definition 7.1. Let XMY be a Frobenius bimodule between noetherian spaces X and Y .
Given x ∈ Inj(X) and y ∈ Inj(Y ), we define the y-component of the right rank of M
at x to be rrkM(x, y) = κ , where κ is the multiplicity with which E(y) occurs as a
summand of E(x) ⊗X M. Similarly, we define the x-component of the left rank of M
at y to be lrkM(y, x) = ν, where ν is the multiplicity with which E(x) occurs as a
summand of HomY (M,E(y)). Finally, we define the total right rank of M at x to
be ρM(x) =
∑
y∈Inj(Y ) rrkM(x, y), and the total left rank of M at y to be λM(y) =∑
x∈Inj(X) lrkM(y, x).
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notions are all well-defined. While all of the ranks defined above may be a priori infinite
cardinals, we shall see below that they are finite in many cases of interest. It is clear
from the definitions that rrkM(x, y)= lrkM∗(x, y), lrkM(y, x)= rrkM∗(y, x), ρM(x) =
λM∗(x), and λM(y) = ρM∗(y).
Lemma 7.2. Let XMY be a Frobenius bimodule, and let y, y1, y2 ∈ Inj(Y ). Then
rrkM∗⊗XM(y1, y2) = lrkM∗⊗XM(y1, y2) and ρM∗⊗XM(y)= λM∗⊗XM(y).
Proof. These follow immediately from the definitions and the fact that M∗ ⊗X M =
(FG,FG) is self-adjoint. 
Proposition 7.3. Let XMY = (F,G) be a right localizing Frobenius bimodule, and
let f : Supp(F ) → Supp(G) be the continuous function of Theorem 5.9. Then, for all
y ∈ Supp(G), we have
λM∗⊗XM(y) =
∑
y=f (x)
lrkM(y, x) rrkM(x, y). (7.1)
Additionally, ρM(x) and λM(y) are finite for all x ∈ Supp(F ) and y ∈ Supp(G).
Proof. The formula clearly holds when M = 0, so suppose that M 	= 0, and let x ∈
Supp(F ). Since X and Y are noetherian, Theorem 5.9 shows that F(E(x))∼= E(f (x))(mx)
for some positive integer mx . It follows from the definitions that mx = rrkM(x, f (x)), and
that rrkM(x, y)= 0 if y 	= f (x). This shows in particular that ρM(x) = rrkM(x, f (x)) is
finite for all x ∈ Supp(F ).
Suppose now that y ∈ Supp(G), so that FG(E(y)) ∼= E(y)(ny) for some positive
integer ny by Proposition 5.6. If we write G(E(y)) ∼= ⊕x∈Inj(X) E(x)(lrkM(y,x)), then
lrkM(y, x) 	= 0 only for x ∈ Supp(F ), and in this case we have that F(E(x)) is a summand
of FG(E(y))∼= E(y)(ny). Thus lrkM(y, x) 	= 0 if and only if y = f (x), and we have
E(y)(ny) ∼= FG(E(y))∼= ⊕
y=f (x)
F
(
E(x)
)(lrkM(y,x)) ∼= ⊕
y=f (x)
E(y)(lrkM(y,x) rrkM(x,y)).
Thus ny = ∑y=f (x) lrkM(y, x) rrkM(x, y). Since ny = λM∗⊗XM(y), we have for-
mula (7.1). Finally, note that λM(y) =
∑
x∈Inj(X) lrkM(y, x) =
∑
y=f (x) lrkM(y, x) is
finite because
∑
y=f (x) lrkM(y, x) rrkM(x, y) is finite. 
Our next result is an analogue of the well-known fact that a sheaf L on a scheme X is
invertible if and only if it is locally free of rank 1. We introduce the following notation:
if X is a space, then we denote by I(X) the full subcategory of ModX consisting of the
injective X-modules.
Proposition 7.4. Let XMY = (F,G) be a Frobenius bimodule between noetherian spaces
X and Y , and assume that F and G are faithful. Then F : ModX → ModY is an
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for all y ∈ Inj(Y ).
Proof. Clearly if F is a category equivalence, then ρM(x) = 1 for all x , and since G is
the inverse equivalence to F we see that λM(y) = 1 for all y as well.
Conversely, suppose the stated conditions hold, and let f : Inj(X) → Inj(Y ) and
g : Inj(Y ) → Inj(X) be the functions defined by F(E(x)) ∼= E(f (x)) and G(E(y)) ∼=
E(g(y)). Since F and G are faithful the unit maps E(x) → E(gf (x)) and E(y) →
E(fg(y)) are monic for all x and y , and hence isomorphisms; in particular we see that
f and g are inverse bijections. Now, given any injective X-module E, we can write
E ∼= ⊕x∈Inj(X) E(x)(κx) for cardinals κx , and since F and G commute with sums we
see that GF(E) ∼= E for all injective X-modules E. Similarly we have FG(E′) ∼= E′
for all injective Y -modules E′. Moreover, if E1 and E2 are injective X-modules, then
HomY (F (E1),F (E2)) ∼= HomX(E1,GF(E2)) ∼= HomX(E1,E2). We have shown that
F : I(X) → I(Y ) is fully faithful, and that every object in I(Y ) is isomorphic to F(E)
for some E ∈ I(X); thus F is an equivalence of categories between I(X) and I(Y ). Since
F is exact, [8, Proposition I.9.14] implies that F : ModX → ModY is an equivalence of
categories. 
The hypothesis that F and G are faithful in the above proposition is a necessary one, as
the following example illustrates.
Example 7.5. Let R = (k 0
k k
)
be the ring of 2 × 2 lower triangular matrices over a field k,
and let X = ModR. There are up to isomorphism two simple right R-modules, namely
S1 = (k 0) and S2 = (0 k) = (k k)/(k 0). Note that E(S1) = (k k) and E(S2) = S2. Now, let
I be the ideal consisting of those matrices whose first column is possibly nonzero. Note that
R/I ∼= k as rings, and R/I is a projective left R-module, isomorphic to the second column
of R. Thus we may view R/I as an R,k-bimodule, and an easy computation of the duals
shows that R/I is Frobenius. Note that the functor −⊗R R/I is the same as M 
→ M/MI
for a right R-module M; in particular we see that E(S1) ⊗R R/I ∼= E(S2) ⊗R R/I ∼= k
as right k-modules. On the other hand, Homk(R/I, k) ∼= E(S2) as right R-modules. Since
Inj(ModR) = {E(S1),E(S2)} and Inj(Modk) = {k}, we see that the left and right ranks
of R/I are identically equal to 1; however R/I clearly does not induce an equivalence of
categories.
Of course, − ⊗R R/I is not faithful in this example; since I = ann(S1) we have
S1 ⊗R R/I = 0. The difficulty that this example poses is that localizing subcategories
of ModR need not be closed under injective envelopes; in particular if T2 = {M ∈ ModR:
HomR(M,E(S2)) = 0}, then S1 ∈ T2 but E(S1) /∈ T2. We shall return to this idea several
more times below, and see that the failure of localizing subcategories to be closed under
injective envelopes is an obstacle to carrying out many local constructions of interest.
If E is a locally free sheaf of finite rank on a scheme X, then it is possible to decompose
X as the disjoint union of open subschemes X ∼=⊔λ∈ΛUλ, such that E |Uλ has constant
rank. The following is a noncommutative version of this decomposition.
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G both faithful. Let Λ = {λM(y): y ∈ Inj(Y )}. Then there exist weakly open subspaces
{Uλ: λ ∈ Λ} of Y such that the following hold:
1. Y =⊔λ∈ΛUλ is the disjoint union of the Uλ. (That is, Y =⋃λ∈ΛUλ and Uλ∩Uµ = ∅
for λ 	= µ.)
2. X =⊔λ∈ΛF−1Uλ is the disjoint union of the F−1Uλ.
3. M|Uλ is a Frobenius F−1Uλ,Uλ-bimodule of constant total left rank λ for all λ ∈ Λ.
Proof. Given y ∈ Inj(Y ), we let Oy denote the largest critical submodule of E(y). (Here
we use Krull dimension on ModY .) Then we define Tλ to be the smallest localizing
subcategory of ModY containing {Oy : λM(y) 	= λ}. Thus a Y -module M is in Tλ if and
only if the total left rank of the injective hull of any critical subquotient of M is different
from λ. We then let Uλ be the weakly open subspace of ModY with ModUλ  ModY/Tλ.
We show that
⋃
λ∈ΛUλ = Y and that Uλ ∩ Uµ = ∅ for λ 	= µ. For the first, we need to
show that
⋂
λ∈Λ Tλ = 0. If M ∈ ModY is nonzero, then let N be a critical submodule of M ,
with injective hull E(y). If λM(y)= λ, then M /∈ Tλ. Hence the only Y -module contained
in each Tλ is 0. For the second claim, we need to show that ModTλ•Tµ Y = ModY for
all λ 	= µ. This is equivalent to showing that every noetherian Y -module has a filtration
with slices in either Tλ or Tµ. Since every noetherian Y -module has a critical composition
series, it suffices to show that any critical Y -module is in either Tλ or Tµ. But this is clear:
If N is a critical Y -module with injective hull E(y), either λM(y) 	= λ and N ∈ Tλ, or
λM(y) 	= µ and N ∈ Tµ. Hence we have a decomposition Y =
⊔
λ∈ΛUλ.
Since {Uλ: λ ∈ Λ} is a weakly open cover for Y , we have by the remarks preceding
Lemma 3.6 that {F−1Uλ: λ ∈ Λ} is a weakly open cover for X. Also, if λ 	= µ,
then F−1Uλ ∩ F−1Uµ = F−1(Uλ ∩ Uµ) = F−1∅ = ∅, by Proposition 5.8. Thus X =⊔
λ∈ΛF−1Uλ.
We finish by showing that M|Uλ has the stated properties. Write jλ :Uλ → Y and
kλ : F−1Uλ → X for the inclusions, and set M|Uλ = (Fλ,Gλ). Then any indecomposable
injective Uλ-module is isomorphic to j∗λE(y) for some Tλ-torsionfree E(y). Note that
E(y) is Tλ-torsionfree if and only if λM(y) = λ, and that Gλ(j∗λE(y))= k∗λG(E(y)). If we
write G(E(y)) ∼=⊕ti=1 E(xi)(lrkM(y,xi)), then Gλ(j∗λE(y)) ∼=⊕ti=1 k∗λE(xi)(lrkM(y,xi)).
We claim that each E(xi) is F−1Tλ-torsionfree. Since F(E(xi)) ∼= E(y)(rrkM(x,y)), we see
that, if M is a nonzero submodule of E(xi) in F−1Tλ, then F(M) is a nonzero submodule
of E(y)(rrkM(x,y)) in Tλ, a contradiction. Since each k∗λE(xi) is an indecomposable
injective F−1Uλ-module, we see that λM|Uλ (y) =
∑t
i=1 lrkM(y, xi) = λM(y) = λ. Thus
M|Uλ has constant total left rank λ. 
The decomposition of a scheme as X =⊔λ∈ΛUλ as a union of pairwise disjoint open
subschemes implies that there is a category equivalence QCoh(OX) ⊕λ∈Λ QCoh(OUλ).
In the noncommutative case, this need no longer be true: it can happen that X is the
disjoint union of two weakly open (even open) subspaces U1 and U2 without ModX being
equivalent to ModU1 × ModU2. The following concrete example illustrates this.
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notation of Example 7.5. For i = 1,2, let Ti = {M ∈ ModR: HomR(M,E(Si)) = 0}, and
let Ui be the weakly open subspace of X = ModR with ModUi  ModR/Ti . Note that
each Ui is in fact open, since Ui is the open complement to ModR/Ii , where Ii is the
two-sided ideal of R consisting of those matrices whose (i, i)-entry is 0 (for i = 1,2).
We show that U1 and U2 are disjoint, and that their union is X. For the first claim, we
must show that ModT1•T2 X = ModX. Since S2 ∈ T1 and S1 ∈ T2 and every noetherian
R-module has finite length this is clear. Similarly, we have that T1 ∩ T2 = 0, since
E(S1)⊕E(S2) is an injective cogenerator for ModR.
However, we claim that ModR is not equivalent to ModU1 × ModU2. To see this,
note that we have ModU1  ModU2  Modk, but ModR 	 Modk × Modk: the exact
sequence 0 → S1 → E(S1) → S2 → 0 gives a nonsplit extension of S1 by S2 in ModR,
while the category Modk × Modk is semisimple.
As noted above, the difficulty in Example 7.5 is that T2 is not closed under injective
envelopes. It turns out that this is precisely the obstacle to ModX being equivalent to
ModU1 × ModU2, which we now prove in greater generality.
Proposition 7.8. Let X be a noetherian space, and let {Ui : i ∈ I } be a collection
of pairwise disjoint weakly open subspaces of X whose union is X. Write ModUi 
ModX/Ti for localizing subcategories Ti of ModX. If each Ti is closed under injective
envelopes, then there is a category equivalence ModX ⊕i∈I ModUi , given by M 
→
(M|Ui )i∈I and f 
→ (f |Ui )i∈I .
Proof. Let ji :Ui → X denote the inclusion. Since X is noetherian ji∗ commutes with
direct sums for all i . We first show that, given x ∈ Inj(X), there is a unique i ∈ I with
j∗i E(x) 	= 0. If we denote the torsion functor for Ti by τi , then j∗i E(x) = 0 if and
only if τiE(x) = E(x). (Here we use that each Ti is closed under injective envelopes.)
Since
⋂
i∈I Ti = 0 by hypothesis, we see that j∗i E(x) 	= 0 for some i ∈ I . If k 	= i , then
Ui ∩ Uk = ∅ implies that ModTi•Tk X = ModX. Consequently, if τiE(x) = 0, then we
must have τkE(x) 	= 0, which implies that τkE(x)= E(x). Hence j∗i E(x) 	= 0 for a unique
i ∈ I .
Given E ∈ I(X), there exist cardinals {κx : x ∈ Inj(X)} such that E ∼=⊕x∈Inj(X) E(x)(κx).
Given i ∈ I , let Σi = {x ∈ Inj(X): j∗i E(x) 	= 0}. Since each of j∗i and ji∗ commute with
sums and ji∗j∗i E(x) ∼= E(x) for x ∈ Σi , we see that ji∗j∗i E ∼=
⊕
x∈Σi E(x)
(κx)
, and since
j∗i E(x) nonzero for a single i ∈ I , we see that {Σi : i ∈ I } actually partitions Inj(X). Com-
bining these we see that⊕
i∈I
ji∗j∗i E ∼=
⊕
i∈I
⊕
x∈Σi
E(x)(κx) ∼=
⊕
x∈Inj(X)
E(x)(κx) ∼= E.
Moreover, given an injective Ui -module Qi , there exists a Ti -torsionfree injective X-
module Ei such that j∗i Ei ∼= Qi , and Ei is necessarily Tk-torsion for k 	= i . From this it
follows that, given (Qi)i∈I in
⊕
i∈I I(Ui), there exists E ∈ I(X) with (j∗i E)i∈I ∼= (Qi)i∈I ,
namely E =⊕i∈I Ei .
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HomX(E1,E2) ∼= HomX
(⊕
i∈I
ji∗j∗i E1,E2
)
∼=
∏
i∈I
HomX
(
ji∗j∗i E1,E2
)
∼=
∏
i∈I
HomUi (j
∗
i E1, j
∗
i E2)
∼= Hom⊕Ui ((j∗i E1)i∈I , (j∗i E2)i∈I ). (7.2)
Hence the functor E 
→ (j∗i E)i∈I from I(X) to
⊕
i∈I I(Ui) is fully faithful. Since every
object of⊕i∈I I(Ui) is isomorphic to (j∗i E)i∈I for some E ∈ I(X), we conclude that E 
→
(j∗i E)i∈I gives an equivalence of categories I(X) 
⊕
i∈I I(Ui). Since E 
→ (j∗i E)i∈I is
exact, it follows from [8, Proposition I.9.14] that it determines an equivalence of categories
ModX ⊕i∈I ModUi . 
The above proposition leads to the following corollary to Theorem 7.6.
Corollary 7.9. Assume the hypotheses and notation of Theorem 7.6. Assume that M
is dimension preserving and that each Tλ is closed under injective envelopes. Then we
have decompositions ModY ⊕λ∈Λ ModUλ, ModX ⊕λ∈Λ ModF−1Uλ, and M ∼=⊕
λ∈ΛM|Uλ .
Proof. The only thing that needs to be established is that each F−1Tλ is closed under
injective envelopes. Since M is dimension preserving and F is faithful this follows by
Corollary 4.7. 
In general the set Λ of allowable total left ranks need not be finite, even in the situation
of Corollary 7.9. For example, we can take ModX ⊕n∈NModk for a field k, and we
can define a Frobenius X,X-bimodule M componentwise by Mn = Id(n)k . However, in
the presence of certain finiteness assumptions on ModY , it is possible to prove that |Λ| is
finite.
Proposition 7.10. Assume the hypotheses of Theorem 7.6, and assume that each Tλ is
closed under injective envelopes. Assume that there exists an injective Y -module E such
that E is isomorphic to a finite direct sum of indecomposable injective Y -modules, and
such that E subgenerates ModY . Then Λ is finite.
Proof. Write E ∼= ⊕ti=1 E(yi)(ni) for positive integers ni . For each i , the proof of
Proposition 7.8 shows that there is a single index λi such that E(yi)|Uλi 	= 0. Consequently
E|Uλ 	= 0 if and only if λ ∈ {λ1, . . . , λt }. Since (−)|Uλ is exact and commutes with sums
for all λ, and E subgenerates ModY , we see that N |Uλ 	= 0 if and only if λ ∈ {λ1, . . . , λt }
for all Y -modules N . It follows that ModY ⊕ti=1 ModUλi and |Λ| is finite. 
Remark 7.11. The existence of an injective Y -module satisfying the above hypotheses is
ensured in the following cases: Y is affine, Y is a scheme admitting an ample line bundle,
or Y is an integral space in the sense of [23, Definition 3.1].
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satisfies the hypotheses of the proposition. For the second, note that {OY (−n): n ∈ N}
is a set of generators for QCoh(OY ), where OY (1) denotes an ample line bundle on Y .
Since OY (−n) is isomorphic to a subsheaf of OY for all n ∈ N, we see that OY is a
noetherian subgenerator for QCoh(OY ), and so E(OY ) satisfies the hypotheses of the
proposition. Finally, part of the definition of “integral space” in [23] is the existence of an
indecomposable injective Y -module E which subgenerates ModY .
8. Gluing right localizing bimodules
Since right localizing Frobenius bimodules have good local properties, one might
reasonably expect to be able to glue right localizing bundles on weakly open covers. More
precisely, we can ask the following question: suppose X and Y are spaces with weakly
open covers {Vi : i ∈ I } and {Ui : i ∈ I }, respectively, and that there are right localizing
Frobenius Vi,Ui -bimodules Mi for i ∈ I such that Mi |Ui∩Uj ∼=Mj |Ui∩Uj for all i, j .
Does there exist a right localizing Frobenius X,Y -bimodule M such that M|Ui ∼=Mi?
We shall see below that the answer is “yes” in some cases, provided that the index set I is
finite. However, the next example reveals that without additional hypotheses, the answer is
“no” even in the case where Y = X and |I | = 2.
Example 8.1. Let R, U1, and U2 be as in Example 7.5. We define Frobenius Ui,Ui -
bimodules Mi for i = 1,2 by letting M1 = IdU1 and M2 = 0. Clearly M1 and M2
are both right localizing, and since U1 ∩U2 = ∅ there is no overlap condition to verify. We
claim that there can be no Frobenius X,X-bimodule with M|Ui =Mi .
Suppose such an M existed. Then there would be nonnegative integers m,n such
that E(S1) ⊗X M ∼= E(S1)(m) ⊕ E(S2)(n). If j1 :U1 → X denotes the inclusion, then
j∗1 (E(S1) ⊗X M) ∼= j∗1 E(S1) ⊗U1 M1 = j∗1 E(S1), so that m = 1. On the other hand,
if j2 :U2 → X denotes the inclusion, then j∗2 (E(S1)⊗XM) ∼= j∗2 E(S1)⊗U2 M2 = 0. But
j∗2 E(S1) is a nonzero summand of j∗2 (E(S1)⊗XM). 
As in the previous section, the obstacle to things working smoothly is the fact that T2
is not closed under injective envelopes. The purpose of this section is to prove that, under
suitable hypotheses, this is the only obstacle to gluing over finite covers. We need to fix
some notation and hypotheses, which will remain in force for the rest of the section.
Notation 8.2. X and Y will be noetherian spaces, and {V1,V2} and {U1,U2} will be
weakly open covers for X and Y , respectively. We write ModVi  ModX/Si for localizing
categories Si , and similarly we write ModY  ModY/Ti for localizing subcategories Ti ,
for i = 1,2. For ease of notation, we set S12 = ModS1•S2 X and T12 = ModT1•T2 Y , so that
ModV1 ∩ V2  ModX/S12 and U1 ∩ U2  ModY/T12. We assume that Si and Ti are
closed under injective envelopes for i = 1,2.
Also, we let ki :Vi → X and ji :Ui → Y denote the inclusions for i = 1,2, and we write
k12 :V1 ∩ V2 → X and j12 :U1 ∩ U2 → Y for the inclusions. By [24, Lemma 6.12], there
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and j12 = jiαi for i = 1,2.
The following is our main gluing result for right localizing bimodules.
Theorem 8.3. Keep the above notation, and let Mi = (Fi,Gi) be a right localizing
Frobenius Vi,Ui -bimodule, with Fi and Gi faithful, for i = 1,2. Assume further that
F−11 (U1 ∩ U2) = F−12 (U1 ∩ U2) = V1 ∩ V2. If M1|U1∩U2 =M2|U1∩U2 , then there exists
a right localizing Frobenius X,Y -bimodule M = (F,G) such that each of F and G are
faithful, andMi ∼=M|Ui for i = 1,2.
Before proving Theorem 8.3, we establish two technical lemmas.
Lemma 8.4. S12 is closed under injective envelopes.
Proof. Any X-module M in S12 has a filtration with successive slices in either S1 or S2.
Suppose that M is noetherian and M ∈ S12. We prove that E(M) ∈ S12 by induction on the
smallest length of a filtration on M with slices in S1 or S2. Denote this length by l.
If l = 1, then either M ∈ S1 or M ∈ S2; since each of S1 and S2 is closed under injective
envelopes we have in either case that E(M) ∈ S12. Now suppose l > 1, and let S1 be the
first term in a filtration of M of length l. Then either M1 ∈ S1 or M1 ∈ S2. Either way we
have E(M1) ∈ S12. Also, since M/M1 has a filtration of length strictly less than l, we have
E(M/M1) ∈ S12 by induction. Now the exact sequence
0 → E(M1) → E(M) → E(M/M1)
shows that E(M) ∈ S12 also. Since X is noetherian every X-module is the direct limit of
its noetherian submodules, and since S12 is closed under direct limits it follows readily that
E(M) ∈ S12 for all M ∈ S12. 
Lemma 8.5. Keep the above notation. Then every injective X-module E is isomorphic to
a direct sum E1 ⊕E2 ⊕Q such that the following hold:
1. E1 and E2 are in S12, and Q is S12-torsionfree.
2. E1 is S1-torsionfree and S2-torsion, and E2 is S2-torsionfree and S1-torsion.
Moreover, any such decomposition is unique up to isomorphism.
Proof. Denote the torsion functors associated to S1, S2, and S12 by σ1, σ2, and σ12,
respectively. Let E be an injective X-module. Since S12 is closed under injective envelopes,
σ12E is injective, and necessarily isomorphic to a summand of E. Thus E ∼= σ12E ⊕ Q,
where Q is S12-torsionfree.
Let E1 = σ2(σ12E) and E2 = σ1(σ12E). Since {V1,V2} is a weakly open cover for X,
S1 ∩ S2 = 0. From this it follows that E1 is S1-torsionfree and S2-torsion, and similarly E2
is S2-torsionfree and S1-torsion. Also, since each of S1 and S2 are closed under injective
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is S12-torsion and S12 = ModS1•S2 X show that in fact σ12E ∼= E1 ⊕ E2. Thus E has a
decomposition as E1 ⊕ E2 ⊕ Q with the stated properties. The uniqueness statement is
clear. 
Note that analogous statements to Lemmas 8.4 and 8.5 hold, mutatis mutandis, over Y .
Proof of Theorem 8.3. We divide the proof into several steps for the convenience of the
reader. Recall that I(X) denotes the full subcategory of injective X-modules. We shall
identify I(Vi) with the full subcategory of I(X) consisting of the Si -torsionfree injective
X-modules, for i = 1,2, and similarly for I(V12) and the S12-torsionfree injective X-
modules. We also make similar identifications for I(U1), I(U2), and I(U12). Finally, we
write M1|U1∩U2 =M2|U1∩U2 = (F12,G12).
Step 1. Let Q ∈ I(V12). Then, viewing Q as an S12-torsionfree injective X-module as
above, we establish natural isomorphisms
j12∗F12k∗12(Q) ∼= j1∗F1k∗1(Q) ∼= j2∗F2k∗2(Q). (8.1)
Since F12β∗1  α∗1F1, j12∗ = j1∗α1∗ and k∗12 = β∗1k∗1 , there are natural isomorphisms
j12∗F12k∗12(Q) ∼= j1∗α1∗F12β∗1k∗1(Q) ∼= j1∗α1∗α∗1F1k∗1(Q)
for all Q ∈ ModX. Since Q is S12-torsionfree, F1k∗1(Q) is T12/T1-torsionfree. Since there
is a natural isomorphism α1∗α∗1E ∼= E whenever E ∈ I(U1) is T12/T1-torsionfree, we
obtain the first isomorphism in (8.1). The second isomorphism is similar.
Similarly, given Q′ ∈ I(U12), there are natural isomorphisms
k12∗G12j∗12(Q′) ∼= k1∗G1j∗1 (Q′) ∼= k2∗G2j∗2 (Q′).
Step 2. We define a functor F : I(X) → I(Y ) as follows. Given E in I(X), we fix an
isomorphism E ∼= E1 ⊕E2 ⊕Q as in Lemma 8.5. Then we define F on objects by
F(E) = j1∗F1k∗1(E1)⊕ j2∗F2k∗2(E2) ⊕ j12∗F12k∗12(Q).
We need to define F on morphisms. To do so, let E′ ∈ I(X) with decomposition E′ ∼=
E′1 ⊕E′2 ⊕Q′. Then the conditions (1)–(3) of Lemma 8.5 imply that
HomX(E,E′) ∼= HomX
(
E1,E
′
1
)⊕ HomX(E2,E′2)
⊕ HomX
(
Q,E′1
)⊕ HomX(Q,E′2)⊕ HomX(Q,Q′). (8.2)
Given f ∈ HomX(E,E′), we can decompose f as f1 + · · · + f5, corresponding to the
five terms (in order) given in (8.2). We show how to determine F(fi) in each of the
corresponding terms in the decomposition of HomX(F(E),F (E′)).
Since E1 is S1-torsionfree, we have E1 ∼= k1∗k∗1E1, so that HomX(E1,E′1) ∼=
HomV1(k∗E1, k∗E′ ). So, we define F(f1) to be the image of f1 under the following maps:1 1 1
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(
E1,E
′
1
) ∼=−→ HomV1(k∗1E1, k∗1E′1) F1−→ HomU1(F1k∗1(E1),F1k∗1(E′1))
j1∗−−→ HomY
(
j1∗F1k∗1(E1), j1∗F1k∗1
(
E′1
))
. (8.3)
Similarly, we define F(f2) and F(f5), using k2 and F2 and k12 and F12, respectively.
We proceed to define F(f3), the definition for F(f4) being analogous. By Step 1, we
have a natural isomorphism j12∗F12k∗12(Q) ∼= j1∗F1k∗1(Q). Since E′1 and Q are both T1-
torsionfree, we have as above that HomX(Q,E′1) ∼= HomV1(k∗1Q,k∗1E′1). Thus we define
F(f3) as the image of f3 under the maps
HomX
(
Q,E′1
) ∼=−→ HomV1(k∗1Q,k∗1E′1) F1−→ HomU1(F1k∗1(Q),F1k∗1(E′1))
j1∗−−→ HomY
(
j1∗F1k∗1(Q), j1∗F1k∗1
(
E′1
))
∼=−→ HomY
(
j12∗F12k∗12(Q), j1∗F1k∗1
(
E′1
))
. (8.4)
The verification that F(fg) = F(f )F (g) for f :E′ → E′′, g :E → E′ is routine but
tedious, using the various natural isomorphisms defined above, and therefore left to the
industrious reader.
Similar constructions, using the functors G1, G2, and G12, give a functor G : I(Y ) →
I(X). In particular, given E′ ∈ I(Y ), we can write E′ ∼= E′1 ⊕E′2 ⊕Q′ by Lemma 8.5, and
we have
G(E′) = k1∗G1j∗1
(
E′1
)⊕ k2∗G2j∗2 (E′2) ⊕ k12∗G12j∗12(Q′).
Step 3. We verify that F : I(X) → I(Y ) is both a left and right adjoint to G. Choose
E ∈ I(X) and E′ ∈ I(Y ) with decompositions E ∼= E1 ⊕E2 ⊕Q and E′ ∼= E′1 ⊕E′2 ⊕Q′
as in Lemma 8.5. Then we have as in (8.2) that
HomX(E,G(E′)) ∼= HomX
(
E1, k1∗G1j∗1
(
E′1
))⊕ HomX(E2, k2∗G2j∗2 (E′2))
⊕ HomX
(
Q,k1∗G1j∗1
(
E′1
))⊕ HomX(Q,k2∗G2j∗2 (E′2))
⊕ HomX
(
Q,k12∗G12j∗12(Q′)
)
. (8.5)
We treat each term individually. For the first,
HomX
(
E1, k1∗G1j∗1
(
E′1
))∼= HomV1(k∗1E1,G1j∗1 (E′1))∼= HomU1(F1k∗1(E1), j∗1 E′1)
∼= HomY
(
j1∗F1k∗1(E1), j1∗j∗1 E′1
)
∼= HomY
(
j1∗F1k∗1(E1),E′1
)
, (8.6)
where we have used that natural isomorphism I ∼= j1∗j∗1 I for T1-torsionfree injective Y -
modules I . Similar calculations give the isomorphisms
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(
E2, k2∗G2j∗2
(
E′2
))∼= HomX(j2∗F2k∗2(E2),E′2)
and
HomX
(
Q,k12∗G12j∗12(Q′)
)∼= HomX(j12∗F12k∗12(Q),Q′).
For the remaining terms, we have
HomX
(
Q,k1∗G1j∗1
(
E′1
))∼= HomV1(k∗1Q,G1j∗1 E′1)∼= HomU1(F1k∗1(Q), j∗1 E′1)
∼= HomY
(
j1∗F1k∗1(Q), j1∗j∗1 E′1
)
∼= HomY
(
j12∗F12k∗12(Q), j1∗j
∗
1 E
′
1
)
∼= HomY
(
j12∗F12k∗12(Q),E′1
)
, (8.7)
where we have used (8.1) and the natural isomorphism I ∼= j1∗j∗1 I for T1-torsionfree in-jective Y -modules I . A similar calculation yields the formula HomX(Q,k2∗G2j∗2 (E′2)) ∼=
HomY (j12∗F12k∗12(Q),E′2).
Combining the above five isomorphisms gives the desired isomorphism HomX(E,
G(E′)) ∼= HomY (F (E),E′) for all E ∈ I(X) and E′ ∈ I(Y ). A similar calculation shows
that HomY (E′,F (E)) ∼= HomX(G(E′),E) for all E ∈ I(X) and E′ ∈ I(Y ). Thus, G is
both a left and right adjoint to F , viewed as functors between I(X) and I(Y ).
Step 4. We extend F and G to functors between ModX and ModY in the usual way.
Since we need the explicit description of this extension on modules, we briefly recall it.
Given M ∈ ModX, we write M as the kernel of a map of injective X-modules: 0 →
M
f−→ E → E′. Then F(M) is defined to be the kernel of the morphism F(f ) :F(E) →
F(E′). (This requires choosing one such kernel for each morphism.) Similarly we define
G : ModY → ModX.
We now verify that G is both a left and right adjoint to F . Given M ∈ ModX
and N ∈ ModY , we choose injective resolutions 0 → M i−→ E1 ϕ−→ E2 and 0 → N j−→
E′1
ψ−→ E′2. Given f ∈ HomY (F (M),N), we can find α ∈ HomY (F (E1),E′1) and β ∈
HomY (F (E2),E′2) such that the following diagram is commutative, with exact rows
0 F(M)
F(i)
f
F (E1)
F (ϕ)
α
F (E2)
β
0 N
j
E′1
ψ
E′2
(8.8)
Using the fact that G is a right adjoint to F between I(X) and I(Y ), we can find
α′ ∈ HomX(E1,G(E′1)) and β ′ ∈ HomX(E2,G(E′2)) so that the following diagram is
commutative, with exact rows:
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i
E1
α′
ϕ
E2
β ′
0 G(N)
G(j)
G(E′1)
G(ψ)
G(E′2)
(8.9)
Now, G(ψ) ◦ α′ ◦ i = β ′ ◦ ϕ ◦ i = 0, so that there exists a unique map g :M → G(N)
such that j ◦ g = α′ ◦ i . We have therefore constructed a map Φ : HomY (F (M),N) →
HomX(M,G(N)). In a similar way we can construct a map Ψ : HomY (M,G(N)) →
HomY (F (M),N). We leave to the reader the verification that Φ ◦ Ψ and Ψ ◦ Φ are
the identity maps. It follows that (F,G) is an adjoint pair between ModX and ModY .
Interchanging F and G shows that (G,F ) is also an adjoint pair. Thus XMY = (F,G) is
a Frobenius X,Y -bimodule.
Step 5. We conclude the proof by showing that each of F and G is faithful, that
M is right localizing, and that M|Ui ∼= Mi for i = 1,2. To see that F is faithful, fix
M ∈ ModX and let E(x) be an indecomposable injective summand of E(M). Then either
E(x) is S1-torsion and S2-torsionfree, or S2-torsion and S1-torsionfree, or S12-torsionfree,
by Lemma 8.5. Using the faithfulness of G1 and G2 and the fact that they agree on the
overlap, we see that there exists E(y) ∈ Inj(Y ), which is either T1-torsion and T2-torsion-
free, or T2-torsion and T1-torsionfree, or T12-torsionfree, such that E(x) is a summand
of k1∗G1j∗1 (E(y)), or k2∗G1j∗2 (E(y)), or k12∗G12j∗12(E(y)), respectively. In any case we
have that E(x) is isomorphic to a summand of G(E(y)). Since HomX(M,G(E(y))) 	= 0,
we have that HomY (F (M),E(y)) 	= 0 and so F takes nonzero X-modules to nonzero Y -
modules. Hence F is faithful, and a similar proof shows that G is faithful.
To show thatM is right localizing, it suffices by Lemma 5.4 to show that G−1F−1Ty =
Ty for all y ∈ Inj(Y ). (We have equality instead of containment because F and G
are faithful.) Given y ∈ Inj(Y ), there are three possibilities for E(y): it is either T12-
torsionfree, T1-torsionfree and T2-torsion, or T2-torsionfree and T1-torsion. We prove that
G−1F−1Ty = Ty in the case where E(y) is T1-torsionfree and T2-torsion, the other two
cases being similar.
By definition, we have FG(E(y)) ∼= Fk1∗G1j∗1 (E(y)). Since E(y) is T1-torsionfree
and T2-torsion, we have that k1∗G1j∗1 (E(y)) is S1-torsionfree and S2-torsion. Hence
we have FG(E(y)) ∼= j1∗F1k∗1k1∗G1j∗1 (E(y)) ∼= j1∗F1G1j∗1 (E(y)). Since j∗1 E(y) is an
indecomposable injective U1-module and M1 = (F1,G1) is right localizing, we have
F1G1j
∗
1 (E(y))
∼= j∗1 E(y)(ny) for some positive integer ny , by Proposition 5.6. Thus
we obtain FG(E(y)) ∼= j1∗j∗1 E(y)(ny) ∼= E(y)(ny). Since G−1F−1Ty = {M ∈ ModY :
HomY (M,FG(E(y)))= 0}, we see that G−1F−1Ty = Ty , as claimed.
Finally, we show that M|Ui = Mi , and again we only prove it for i = 1, the proof
for i = 2 being similar. From Lemma 3.6 and the equivalence k∗1k1∗  IdV1 we have that
F |U1  j∗1 Fk1∗. Now, if E ∈ I(V1), then there is an injective X-module E′ with k∗1E′ ∼= E,
and in the decomposition of Lemma 8.5, we have E′ ∼= E1 ⊕Q; that is, the S2-torsionfree
and S1-torsion term is zero. Hence
F |U1(E) ∼= j∗1 F(E1 ⊕Q) ∼= j∗1 j1∗F1k∗1(E1)⊕ j∗1 j12∗F12k∗12(Q).
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F |U1(E) ∼= j∗1 j1∗F1k∗1(E1)⊕ j∗1 j1∗F1k∗1(Q) ∼= F1k∗1(E1 ⊕Q).
Since k∗1(E1 ⊕ Q) ∼= E, we see that F |U1(E) ∼= F1(E) for all E ∈ I(V1). A lengthy
calculation using the definition of F |U1 and F1 on morphisms shows that in fact F1  F |U1
as functors from I(V1) to I(U1). Since both functors are exact, it follows that F1  F |U1
as functors from ModV1 and ModU1, and uniqueness of adjoints up to isomorphism show
that G1  G|U1 as well. 
Remark 8.6. By induction we can extend Theorem 8.3 to finite weakly open covers
satisfying the appropriate generalization of Notation 8.2. The fact that the cover must be
finite, and that X and Y must be noetherian, are hypotheses which are made necessary by
the technical limitations of the proof employed. We do not know whether it is possible to
glue infinitely many bimodules, or whether the noetherian hypotheses can be relaxed.
9. Frobenius X,X-bimodules
In this section we consider Frobenius X,X-bimodules for a space X, focusing in
particular on two special classes of bimodules.
9.1. Localizing bimodules
We begin by imposing a local condition on a Frobenius X,X-bimoduleM that enables
us to restrict M to a Frobenius U,U -bimodule for each weakly open subspace U of X.
The precise definition is as follows.
Definition 9.1. A Frobenius bimodule XMX = (F,G) is called localizing if F−1T ⊆ T
and G−1T ⊆ T for all localizing subcategories T of ModX.
If XMX = (F,G) is a localizing bimodule, then we have that G−1F−1T ⊆ F−1T ⊆ T
for all localizing subcategories T , and similarly F−1G−1T ⊆ T . Thus M is both left
and right localizing. If X is noetherian, then Proposition 5.13 shows that there exists a
homeomorphism f : Supp(F ) → Supp(G) such that F(E(x)) ∼= E(f (x))ρM(x). We shall
show that in fact f is the identity map. We begin with a lemma.
Lemma 9.2. Let X be a noetherian space. If XMX = (F,G) is localizing, then M
preserves every dimension function on ModX.
Proof. Fix a dimension function d , and let Tα = {M ∈ ModX: d(M) α}. If d(M) = α,
then F(M) and G(M) are each in Tα , showing that d(F (M))  d(M) and d(G(M)) 
d(M) for all X-modules M . Now suppose that M is α-critical and F(M) 	= 0, and
let N be a nonzero submodule of F(M). Since HomX(N,F (M)) 	= 0, we have
HomX(G(N),M) 	= 0. Since N  F(M), we have d(G(N))  d(N)  d(F (M)) 
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that d(G(N)) d(M). Since every noetherian X-module has a critical composition series
and F is exact, we see that d(F (M))= d(M) whenever F(M) 	= 0 and M ∈ modX. Since
X is noetherian we see that F is dimension preserving, and the proof for G is similar. 
Proposition 9.3. Let XMX = (F,G) be a localizing Frobenius bimodule over a noetherian
space X. Then F(E(x)) ∼= E(x)(ρM(x)) for all x ∈ Supp(F ). In particular, Supp(F ) =
Supp(G).
Proof. Fix x ∈ Supp(F ). Given M ∈ Tx , we have that G(M) ∈ Tx because M is
localizing. Hence
0 = HomX
(
G(M),E(x)
)∼= HomX(M,F(E(x)))∼= HomX(M,E(f (x)))(ρM(x)).
Thus M ∈ Tx implies that M ∈ Tf (x). In particular, if N is a critical submodule of E(f (x))
(with respect to Krull dimension), it follows that HomX(N,E(x)) 	= 0. Since E(x) and
E(f (x)) have the same critical dimension by Theorem 4.4, it follows that N is isomorphic
to a submodule of E(x); i.e., E(x) ∼= E(f (x)). Thus f is the identity map on Supp(F ).
From this it follows immediately that Supp(F ) = Supp(G). 
The above result shows that localizing is not the same as left and right localizing: any
autoequivalence of ModX which induces a nontrivial map f on Inj(X) will be left and
right localizing, but not localizing.
If X is a noetherian space and XMX = (F,G) is a localizing Frobenius bimodule, then
we have F(E(x)) ∼= E(x)(ρM(x)) and G(E(x)) ∼= E(x)(λM(x)) for all x ∈ Supp(F ). In
fact, the left and right ranks of M are equal:
Proposition 9.4. Let XMY = (F,G) be a localizing Frobenius bimodule over a noetherian
space X. Then ρM(x) = λM(x) for all x ∈ Supp(F ).
Proof. Given M,N ∈ ModX, the adjunction isomorphism HomX(F(M),N) ∼= HomX(M,
G(N)) is actually an isomorphism of right EndX(M)-bimodules, where EndX(M) acts on
HomX(F(M),N) via the ring homomorphism EndX(M) → EndX(F(M)).
Suppose now that x ∈ Supp(F ). Then there are isomorphisms as right EndX(E(x))-
modules:
EndX
(
E(x)
)(ρM(x)) ∼= HomX(E(x),E(x))(ρM(x)) ∼= HomX(F (E(x)),E(x))
∼= HomX
(
E(x),G(E(x))
)∼= HomX(E(x),E(x))(λM(x))
∼= EndX
(
E(x)
)(λM(x)). (9.1)
Since EndX(E(x)) is local, it has the invariant basis property; hence ρM(x)= λM(x). 
Let U be a weakly open subspace of ModX with ModU  ModX/T . Then since
T ⊆ F−1T , we see that F−1U ⊆ U . In particular Lemma 3.6 gives a U,U -bimodule
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shows that in factM is a Frobenius U,U -bimodule, and that Gj∗U = j∗UG. We shall denote
M by M|U , even though this notation is at odds with our previous usage. (Above, M|U
denoted an F−1U,U -bimodule, while here it denotes a U,U -bimodule.) One reason that
we make this notational change is that the “new”M|U is a more natural object of study in
this context. For instance, we have the following.
Lemma 9.5. If M is a localizing Frobenius X,X-bimodule, then M|U is a localizing
Frobenius U,U -bimodule for every weakly open subspace U of X.
Proof. Writing ModU  ModX/T for a localizing subcategory T of ModX, the
localizing subcategories of ModU are identified with S/T , where S is a localizing
subcategory of ModX containing T . The result now follows by the fact that M
is localizing, and the formulas F |Uj∗U = j∗UF and G|Uj∗U = j∗UG, where M|U =
(F |U ,G|U). 
The following lemma shows that the notational ambiguity in M|U vanishes when F is
faithful.
Lemma 9.6. Let XMX = (F,G) be a localizing Frobenius bimodule over a noetherian
space X, and assume that F is faithful. Then G is also faithful, and T = F−1T = G−1T
for all localizing subcategories T of ModX. Consequently F−1U = G−1U = U for all
weakly open subspaces U of X.
Proof. Since F is faithful, Supp(F ) = Inj(X). Since Supp(G) = Supp(F ), we also have
that Supp(G) = Inj(X), and hence G is also faithful. It suffices to show that Tx =
F−1Tx = G−1Tx for all x ∈ Inj(X). Since F(E(x)) ∼= E(x)(ρM(x)) for all x ∈ Inj(X),
we have that HomX(M,E(x)) = 0 if and only if HomX(M,F(E(x)) = 0, if and only if
HomX(G(M),E(x))= 0. Thus Tx = G−1Tx , and similarly Tx = F−1Tx . 
It is possible to modify the proof of Theorem 8.3 to prove a gluing theorem for localizing
bimodules over a noetherian space X, using the bimodulesM|U introduced in this section:
Theorem 9.7. Let X be a noetherian space with weakly open cover {U1, . . . ,Un}. Write
ModUi  ModX/Ti , and assume that each Ti is closed under injective envelopes. If Mi
is a localizing Frobenius Ui,Ui -bimodule for each i , such thatMi |Ui∩Uj =Mj |Ui∩Uj for
all i and j , then there exits a localizing Frobenius X,X-bimodule M with M|Ui ∼=Mi
for all i .
The details of the proof are left to the reader.
9.2. Centralizing bimodules
Localizing Frobenius bimodules are close to being “commutative,” in the sense that the
induced map f on the support of F is the identity. There is another type of commutativity
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one can require that the action of F and/or G commutes with the center of ModX. Recall
that the center of an abelian category is the ring of natural transformations of the identity
functor. If X is a space, we write Cent(X) for the center of ModX. If X  ModR is affine,
then there is an isomorphism Cent(ModR) ∼= Cent(R), given by sending z ∈ Cent(R) to
the natural transformation τ (z) given by multiplication by z.
Definition 9.8. An Frobenius bimodule XMX = (F,G) is centralizing if F commutes
with the center of X; that is, if F(τM) = τF(M) for all τ ∈ Cent(X) and all M ∈ ModX.
In contrast to most of our previous definitions, the definition of centralizing is one-
sided. However the following result shows that in fact, being centralizing is a two-sided
condition.
Lemma 9.9. If M is centralizing then so is M∗.
Proof. Writing M = (F,G), we need to show that G(τM) = τG(M) for all τ ∈
Cent(X). Let ε :FG → IdX denote the counit of the adjoint pair (F,G), and let
ν : HomX(−,G(−)) → HomX(F(−),−) denote the corresponding natural transformation
of bifunctors. If τ ∈ Cent(X), then τMεM = εMτFG(M) = εMF(τG(M)). Basic properties of
the natural transformation ν imply that τMεM = ν(G(τM)) and εMF(τG(M)) = ν(τG(M)).
Since ν is a bijection we obtain G(τM) = τG(M) as claimed. 
Proposition 9.10. Let R be a ring, and let RMR be a Frobenius bimodule.
1. M is centralizing if and only if rm = mr for all m ∈ M and r ∈ Cent(R).
2. If R is commutative and M is centralizing, then M is localizing.
Proof.
(1) Given N ∈ ModR, we have F(N) = N ⊗R M . If n ⊗ m is a basic tensor in F(N),
then τ (z)F (N)(n ⊗ m) = n ⊗ mz. On the other hand, F(τ(z)N)(n ⊗ m) = τ (z)N ⊗R
M(n ⊗ m) = nz ⊗ m = n ⊗ zm. Thus M is centralizing if and only if n ⊗ zm = n ⊗ mz
for all N ∈ ModR, m ∈ M , and z ∈ Cent(R). Clearly, if zm = mz for all z ∈ Cent(R) and
m ∈ M , then M is centralizing. Applying the above characterization to the case N = R
shows that if M is centralizing, then zm = mz for all z ∈ Cent(R) and all m ∈ M .
(2) Since M is centralizing, the left and right actions of R on M coincide by part (1).
In particular M is isomorphic to a bimodule direct summand of R(n) for some n. This
implies that F(N) = N ⊗R M is isomorphic to a summand of N(n) for all N ∈ ModR, and
similarly G(N) = HomR(M,N) is isomorphic to a summand of N(n) for all N ∈ ModR.
From this it follows readily that M is localizing. 
Part (2) of the above proposition is special to commutative rings. Indeed, for many
spaces X it is possible for an X,X-bimodule to be centralizing without being localizing.
The following is a noncommutative affine example.
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a Frobenius bimodule M is centralizing if and only if the left and right k actions are
the same. Let ϕ be the automorphism of R interchanging x and y , and let M = 1Rϕ .
(That is, the right of action of R on M is given by m · r = mϕ(r).) Then M is clearly
centralizing, but is not localizing. To see this, note that R/xR ⊗R M ∼= R/yR, so that
E(R/xR)⊗R M ∼= E(R/yR) 	∼= E(R/xR).
It is also interesting to note that the analogue of part (2) of Proposition 9.10 need not
hold for a noetherian scheme X. To see this, first note that the center of QCoh(OX)
is isomorphic to the ring of global sections Γ (X,OX): given a global section s, we
define a natural transformation τ (s), where τ (s)F :F → F is induced by multiplication
by s. Conversely, if {Ui : i ∈ I } is an open affine cover of X and τ ∈ Cent(QCoh(OX)),
then τ restricts to an element of Cent(ModOX(Ui)) for all i . Thus τF is given
locally by multiplication by a section si ∈ OX(Ui); these sections satisfy the necessary
compatibilities to be lifted to a global section of OX .
Now, let k be a field and let X = P1k . If ϕ is the automorphism of k[x, y] interchanging x
and y , then ϕ induces an autoequivalence of QCoh(OX), which commutes with the center,
because Γ (X,OX) = k. However, this autoequivalence is not a localizing bimodule, since
it induces a nontrivial automorphism on the underlying point set of X.
If XMX is a localizing Frobenius bimodule that is also centralizing, one may ask
whether or not M|U is centralizing for a weakly open subspace U of X. In general the
answer to this question is “no,” because Cent(U) can be much larger than Cent(X). The
following example illustrates this phenomenon.
Example 9.12. Let K/k be an extension of fields, and let ϕ be a nontrivial k-automorphism
of K . Consider the ring R = ( k 0
K K
)
. Then ϕ induces an automorphism of R, by acting
componentwise. Let M be the Frobenius bimodule 1Rϕ , so that M∗ = 1Rϕ−1 . Note first
that the center of R is k, embedded as the diagonal matrices, and since the action of ϕ on
k is trivial we see by Proposition 9.10(1) that M is centralizing.
Note also that there are two simple R-modules up to isomorphism; namely S1 = (k 0)
and S2 = (0 K) = (K K)/(K 0). Here R acts on S1 via its (1,1)-component k and R acts
on S2 via its (2,2)-component K , and so we write S1 ∼= k and S2 ∼= K . There are exactly
three nonzero localizing subcategories of ModR: T1, consisting of direct sums of copies
of k, T2, consisting of direct sums of copies of K , and ModR.
Now, k ⊗R M ∼= kϕ ∼= k and K ⊗R M ∼= Kϕ ∼= K , and similarly k ⊗R M∗ ∼= k and
K ⊗R M∗ ∼= K , so that M is seen to be a localizing bimodule. If U is the weakly open
subspace with ModU  ModR/T1, then ModU  ModK , and under this equivalence
M|U ∼= 1Kϕ . Since Cent(U) ∼= K and ϕ is a nontrivial automorphism of K , we see that
M|U is not centralizing.
In light of the above example it is natural to identify those localizing bimodules XMX
such that M|U is centralizing for all U .
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M|U is centralizing for all weakly open subspaces U of X. (HereM|U denotes the U,U -
bimodule defined earlier in this section.)
Proposition 9.14. Let M be a localizing bimodule over a noetherian space X. Then
M is locally centralizing if and only if Mx is centralizing for all x ∈ Inj(X), where
Mx =M|Xx .
Proof. One direction is clear, so assume that Mx is centralizing for all x ∈ Inj(X).
Given a weakly open subspace U of ModX, write ModU  ModX/T for a localizing
subcategory T . By Lemma 2.5, we can write T =⋂x∈Σ Tx for some Σ ⊆ Inj(X). If we
let j :U → X denote the inclusion, then there are weakly open immersions αx :Xx → U
such that jαx = jx , for all x ∈ Σ [24, Lemma 6.12]. Since {Xx : x ∈ Σ} is a weakly open
cover for U , the functor Φ : ModU →∏x∈Σ ModXx given by Φ(M) = (α∗xM)x∈Σ is
faithful.
Let Mx = (Fx,Gx) and M|U = (F |U ,G|U), so that Fxj∗x = j∗x F and F |Uj∗ = j∗F .
Then the fact that jαx = jx implies that Fxα∗xj∗ = αxj∗F = α∗xF |Uj∗, so that Fxα∗x =
α∗xF |U . Given τ ∈ Cent(U), we define τ (x) ∈ Cent(Xx) by the rule τ (x)N = α∗x (τM),
where M ∈ ModU satisfies α∗xM = N . (The fact that τ (x) ∈ Cent(Xx) is left to the reader.)
Then we have
Φ
(
F |U(τM)
)= (α∗xF |U(τM))x∈Σ = (Fxα∗x (τM))x∈Σ
= (τ (x)Fxα∗x(M))x∈Σ = (τ (x)α∗xF |U (M))x∈Σ = Φ(τF |U (M)). (9.2)
Since Φ is faithful we conclude that τF |U (M) = F |U(τM). Thus M|U is centralizing. 
We can use the techniques of section 6 to give a characterization of those locally
centralizing bimodules over a noetherian scheme X. It turns out that the locally centralizing
bimodules are precisely those that come from locally free sheaves of finite rank
on X, lending credence to the idea that locally centralizing Frobenius bimodules are
“commutative.”
Proposition 9.15. Let X be a noetherian scheme. Then there is a one-to-one correspon-
dence between isomorphism classes of locally centralizing Frobenius bimodules on X and
isomorphism classes of locally free OX-modules of finite rank, given by (F,G) 
→ F(OX)
and E 
→ (− ⊗OX E,HomOX(E,−)).
Proof. The proof follows very closely the proof of Theorem 6.7. Let (F,G) be a locally
centralizing Frobenius bimodule on X, and let {Ui : i ∈ I } be an open affine cover for X.
Then (F |Ui ,G|Ui ) is a centralizing Frobenius bimodule on QCoh(OUi )  ModOX(Ui).
If we set Ri = OX(Ui), then there is a central Frobenius Ri -bimodule Mi such that
F |Ui  −⊗OUi M˜i , where M˜i denotes the sheaf of OUi -modules associated to Mi .
As in the proof of Theorem 6.7, the M˜i can be glued to give a coherent sheaf E on X.
The key observation is that, since the left and right actions of each Ri agree on each Mi ,
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that F  − ⊗OX E again follows as in Theorem 6.7, where now we can use the ordinary
tensor product of OX-modules, instead of the bimodule tensor product of Section 6. Since
F(OX) ∼= OX ⊗OX E ∼= E , we see that (F,G) 
→ F(OX) assigns a locally free OX-
module of finite rank to each locally centralizing Frobenius bimodule on X, and isomorphic
bimodules are sent to isomorphic locally free sheaves.
On the other hand, the functorial isomorphisms F ⊗OX E ∼= HomOX(E∗,F) and
F ⊗OX E∗ ∼= HomOX(E,F) for a quasicoherent OX-module F show that (− ⊗OX E,
HomOX(E,−)) is a Frobenius bimodule on X, which is clearly locally centralizing. The
fact that E determines − ⊗OX E up to isomorphism establishes the bijection. 
10. The category Frob(X,Y )
In this section we study Frob(X,Y ), the category of all Frobenius X,Y -bimodules,
and several of its full subcategories. We view Frob(X,Y ) as a full subcategory of
BIMOD(X,Y ), so that a morphism τ :M → N of Frobenius X,Y -bimodules is a
natural transformation τ :HomY (N ,−) → HomY (M,−). Note that if M and N are
in BIMOD(X,Y ), then Hom(M,N ) may be a proper class. However, if M and N are
Frobenius bimodules, then [7, Lemma 5.1] shows that Hom(M,N ) is actually a set.
One difficulty that we need to address is the fact that the adjoint to a Frobenius
functor G : ModY → ModX is only determined up to natural equivalence. So we let
FP(X,Y ) denote the category of Frobenius pairs (F,G), where F : ModX → ModY
and G : ModY → ModX. A morphism of pairs τ : (F1,G1) → (F2,G2) is a natural
transformation τ :G2 → G1. Then the forgetful functor FP(X,Y ) → Frob(X,Y ) sending
(F,G) to G is an equivalence of categories. (Since Frob(X,Y ) has a set of isomorphism
classes and each G ∈ Frob(X,Y ) has a set of left adjoints, we choose one left adjoint for
each isomorphism class and use this to define a functor Frob(X,Y ) → FP(X,Y ).)
Given Frobenius pairs (F1,G1), (F2,G2), and (F3,G3) in FP(X,Y ), let ηi : IdX →
GiFi and εi :FiGi → IdY denote the unit and counit for the adjoint pair (Fi,Gi), and
let θ i : IdY → FiGi and ξ i :GiFi → IdX denote the unit and counit for the adjoint pair
(Gi,Fi), for each of i = 1,2,3. We define contravariant functors (−)∗ : FP(X,Y ) →
FP(Y,X) and (−)† : FP(X,Y ) → FP(Y,X), as follows.
On objects, we set (F,G)∗ = (F,G)† = (G,F ). If τ : (F1,G1) → (F2,G2) is a
morphism, then we define τ ∗ and τ † by the formulas:
τ ∗M = ε1F2(M)F1
(
τF2(M)η
2
M
)
,
τ
†
M = F2
(
ξ1MτF1(M)
)
θ2F1(M). (10.1)
Proposition 10.1. Each of (−)∗ and (−)† is a contravariant functor.
Proof. These follow from standard properties of the various units and counits involved.
We first show that τ ∗ :F1 → F2 is a natural transformation. Given f :M → N , we have
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(
τF2(N)η
2
Nf
)= ε1F2(N)F1(τF2(N)G2F2(f )η2M)
= ε1F2(N)F1
(
G1F2(f )τF2(M)η
2
M
)= ε1F2(N)F1G1F2(f )F1(τF2(M)η2M)
= F2(f )ε1F2(M)F1
(
τF2(M)η
2
M
)= F2(f )τ ∗M. (10.2)
Next, suppose that τ : (F1,G1) → (F2,G2) and σ : (F2,G2) → (F2,G3) are morphisms in
FP(X,Y ), so that τ ∗M = ε1F2(M)F1(τF2(M)η2M), σ ∗M = ε2F3(M)F2(σF3(M)η3M), and (τσ )∗M =
ε1F3(M)F1((τσ )F3(M)η
3
M). We compute
σ ∗Mτ ∗M = σ ∗Mε1F2(M)F1
(
τF2(M)η
2
M
)= ε1F3(M)F1G1(σ ∗M)F1(τF2(M)η2M)
= ε1F3(M)F1
(
G1
(
σ ∗M
)
τF2(M)η
2
M
)= ε1F3(M)F1(τF3(M)G2(σ ∗M)η2M)
= ε1F3(M)F1
(
τF3(M)G2(ε
2
F3(M)
)G2F2
(
σF3(M)η
3
M
)
η2M
)
= ε1F3(M)F1
(
τF3(M)G2
(
ε2F3(M)
)
η2G2F3(M)σF3(M)η
3
M
)
= ε1F3(M)F1
(
τF3(M)σF3(M)η
3
M
)= (τσ )∗M. (10.3)
The proof for (−)† is similar and left to the reader. 
Theorem 10.2. (−)∗ and (−)† induce a duality between Frob(X,Y ) and Frob(Y,X).
Proof. We show that (−)∗ : FP(X,Y ) → FP(Y,X) and (−)† : FP(Y,X) → FP(X,Y ) give
a duality between FP(X,Y ) and FP(Y,X). The result then follows by the equivalence
between Frob(X,Y ) and FP(X,Y ) for spaces X and Y .
We know from the above calculations that each of (−)∗ and (−)† are contravariant
functors. We shall show that (−)∗† = IdFP(X,Y ).
On objects, we have (F1,G1)∗† = (G1,F1)† = (F1,G1). If τ : (F1,G1) is a morphism,
then we have
(τ ∗)†M = G1
(
ε2Mτ
∗
G2(M)
)
η1G2(M) = G1
(
ε2Mε
1
F2G2(M)
F1
(
τF2G2(M)η
2
G2(M)
))
η1G2(M)
= G1(ε2M)G1
(
ε1F2G2(M)
)
G1F1
(
τF2G2(M)η
2
G2(M)
)
η1G2(M)
= G1(ε2M)G1
(
ε1F2G2(M)
)
η1G1F2G2(M)τF2G2(M)η
2
G2(M)
= G1
(
ε2M
)
τF2G2(M)η
2
G2(M)
= τMG2
(
ε2M
)
η2G2(M) = τM. (10.4)
Thus τ ∗† = τ and (−)∗† = IdFP(X,Y ). In a similar way one can show that (−)†∗ = IdFP(Y,X);
the details are left to the reader. 
Having introduced a number of different types of Frobenius bimodules above, it is
natural to ask what categorical properties these various bimodules have. Thus we introduce
the following full subcategories of Frob(X,Y ):
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Y are equipped with dimension functions d and δ, respectively).
(b) RLoc(X,Y ) = {M ∈ Frob(X,Y ): M is right localizing}.
(c) LLoc(X,Y ) = {M ∈ Frob(X,Y ): M is left localizing}.
The following proposition summarizes some of the relevant properties of the above
subcategories.
Proposition 10.3. Let X and Y be spaces, and consider the functors (−)∗ and (−)† on
Frob(X,Y ) defined above.
1. (−)∗ and (−)† induce a duality between RLoc(X,Y ) and LLoc(Y,X).
2. If X and Y are equipped with dimension functions d and δ, respectively, then (−)∗
and (−)† induce a duality between DimPres(X,Y ) and DimPres(Y,X).
3. DimPres(X,Y ) is an additive subcategory of Frob(X,Y ).
Proof. Part (1) is immediate from the fact that M= (F,G) is right localizing if and only
if M∗ = (G,F ) is left localizing. Similarly, part (2) follows from the observation that M
is dimension preserving if and only if M∗ is. Finally, it is clear that a direct sum of two
dimension preserving bimodules is again dimension preserving, proving (3). 
In general, RLoc(X,Y ) will not be an additive subcategory of Frob(X,Y ). Indeed,
let X and Y be noetherian, and let M1 = (F1,G1) and M2 = (F2,G2) be right
localizing Frobenius bimodules, with each of F1 and F2 faithful, such that f1 	= f2, where
fi : Inj(X) → Inj(Y ) are the continuous functions of Theorem 5.9. Then it is clear that
M1 ⊕M2 is not right localizing.
However, suppose that M1 and M2 are in addition dimension preserving, and
that kerG1 and kerG2 are closed under injective envelopes. Then it follows from
Proposition 5.12 that, if f1 = f2, thenM1 ⊕M2 is a right localizing Frobenius bimodule.
If X and Y are noetherian spaces and f : Inj(X) → Inj(Y ) is surjective and continuous,
then we define RLocf (X,Y ) to be the full subcategory consisting of those right
localizing bimodules which are faithful and for which F(E(x)) ∼= E(f (x))(nx). Then the
above remarks show that RLocf (X,Y ) ∩ DimPres(X,Y ) is an additive subcategory of
Frob(X,Y ).
We next consider properties of Frobenius X,X-bimodules. Note that Frob(X) is a
monoidal category, where ⊗X is composition of functors. Since the composition of
dimension preserving bimodules is easily seen to be dimension preserving, we see
that DimPres(X) is a monoidal subcategory of Frob(X). We introduce two more full
subcategories of Frob(X).
(d) Loc(X) = {M ∈ Frob(X): M is localizing}.
(e) LCent(X) = {M ∈ Frob(X): M is locally centralizing}.
Proposition 10.4. If X is a space, then each of Loc(X) and LCent(X) is an additive
monoidal subcategory of Frob(X), self-dual under (−)∗ and (−)†.
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immediate from the definitions that, if M1 and M2 are both localizing or both locally
centralizing, thenM1 ⊗XM2 = (F2F1,G1G2) is again localizing or locally centralizing.
We show that M1 ⊕M2 is localizing if and only if M1 and M2 are localizing. If T is
a localizing subcategory of ModX and M ∈ T , then F1(M) ⊕ F2(M) ∈ T if and only if
each of F1(M) and F2(M) are in T . A similar claim holds for G1(M)⊕G2(M). If U is a
weakly open subspace of ModX, then F1|U ⊕ F2|U commutes with Cent(U) if and only
if each of F1|U and F2|U do. Thus M1 ⊕M2 is locally centralizing if and only if each of
M1 andM2 is locally centralizing.
Finally, the duality claim is immediate for localizing bimodules, since M is localizing
if and only if M∗ is localizing, and follows from Lemma 9.9 when M is locally
centralizing. 
Proposition 10.5. Let U be a weakly open subspace of a space X. Then restriction to U
as defined in section 9 defines a functor (−)|U : Loc(X) → Loc(U).
Proof. Write j :U → X for the inclusion. We have already shown in Lemma 9.5 that if
M ∈ Loc(X), then M|U ∈ Loc(U). We define (−)|U on morphisms as follows. Recall
that a morphism τ :M1 →M2 is a natural transformation τ :G2 → G1, where M1 =
(F1,G1) and M2 = (F2,G2). Then we define a natural transformation τ |U :G2|U →
G1|U by (τ |U)M = j∗(τj∗M) for all M ∈ ModU .
We show that τ |U is in fact a natural transformation. Given M,N ∈ ModU and
f ∈ HomU(M,N), there exists f˜ ∈ HomX(j∗M,j∗N) with j∗(f˜ ) = f . Thus we have
(τ |U)NG2|U(f ) = (τ |U)NG2|Uj∗(f˜ ) = (τ |U)Nj∗G2(f˜ ) = j∗
(
τj∗MG2(f˜ )
)
= j∗(G1(f˜ )τj∗N )= j∗G1(f˜ )j∗(τj∗N)
= G1|U(f )(τ |U)N . (10.5)
To see that (−)|U is a functor, we need to show that (τσ )|U = τ |Uσ |U for all σ :M1 →
M2 and τ :M2 →M3. Given M ∈ ModU , we have by definition
(τσ |U)M = j∗(τσj∗M) = j∗(τj∗Mσj∗M) = j∗(τj∗M)j∗(σj∗M) = (τ |U)M(σ |U)M.
Thus (−)|U is a functor. 
11. Noncommutative vector bundles?
As we mentioned in the introduction, one of the main motivations for studying
Frobenius bimodules was the desire to formulate a general definition of “vector bundle”
on a noncommutative space X. In this final section we discuss some possible definitions,
weighing the various pros and cons that they offer. Before doing so, we give a list of
desirable properties that noncommutative vector bundles “should” have. To fix notation,
C.J. Pappacena / Journal of Algebra 275 (2004) 675–731 727let X be a space and let E be a (as yet undefined) vector bundle on X. The category of
vector bundles on X will be denoted by Vect(X).
1. E should be two-sided; that is, E should be an X,X-bimodule.
2. It should be possible to define the dual bundle E∗ to a vector bundle E , and E should
be reflexive: E∗∗ ∼= E .
3. It should be possible to study E locally; that is, given a weakly open (or perhaps open)
subspace U of X, there should be a way to define the restriction E |U of E . Also, if
{Ui : i ∈ I } is a (weakly) open cover of X, it should be possible to patch together
information from the various E |Ui to obtain information about E .
4. Vector bundles should exhibit noncommutative phenomena, even over commutative
spaces.
5. Given a map of spaces f :Z → X, it should be possible to pull E back to a vector
bundle f ∗E on Z, so that the projection formula holds: f∗(M ⊗Z f ∗E) ∼= f∗M ⊗X E
for M ∈ ModZ.
6. It should be possible to carry out many, if not all, of the standard constructions in
algebraic geometry such as tensor algebras, symmetric algebras, exterior algebras, etc.
of a vector bundle E .
Our contention is that it is not unreasonable to look for Vect(X) as a full subcategory
of Frob(X); that is, vector bundles on X should be sought among the Frobenius X,X-
bimodules. Indeed, conditions (1) and (2) on the above list become automatic for Frobenius
bimodules. We have also seen that for certain (but not all) full subcategories of Frob(X),
conditions (3) and (4) also hold. We discuss here three potential definitions of vector bundle
made in terms of Frobenius bimodules, and discuss advantages and disadvantages to all
three possibilities.
11.1. Frobenius X,X-bimodules
The most obvious definition is to declare a vector bundle to be a Frobenius bimodule;
that is, Vect(X) = Frob(X). As already noted, conditions (1) and (2) are immediate, and
since Frob(X) is a monoidal category, it is possible to construct the tensor algebra of a
Frobenius bimodule, addressing one of the elements of condition (6). Finally, Frobenius
bimodules exhibit noncommutative phenomena, addressing condition (4). For example, if
E is an ordinary vector bundle on a scheme X and ϕ is an automorphism of X, then the
twisted sheaf 1Eϕ is a Frobenius bimodule.
The main drawbacks to adopting this definition of vector bundle are conditions (3)
and (5). If M= (F,G) is a Frobenius bimodule over X and U is a weakly open subspace
of X, then M|U is an F−1U,U -bimodule, but need not be Frobenius in general. As we
have seen above, the theory of Frobenius bimodules becomes much richer in situations
where we know thatM|U is again Frobenius. It is unclear how suitable general Frobenius
bimodules are to local analysis.
This leaves condition (5) and, as the following example shows, the desire to be able to
pull back is in some sense incompatible with the desire for noncommutative phenomena
articulated in (4).
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an ideal of R with ϕ−1(I) 	= I . We let X = ModR and Z = ModR/I , and E = 1Rϕ (i.e.,
we twist the action of R on the right by ϕ). Note that E is a Frobenius bimodule; indeed,
given M ∈ ModR, then M ⊗R E ∼= Mϕ ; that is, tensoring with E twists the action of R
on M by ϕ. If i :Z → X denotes the inclusion, then we claim that there is no Frobenius
bimodule i∗E on Z such that the projection formula holds.
To see this, consider M = R/I . Since the functor i∗ just views an R/I -module as
an R-module, we see that i∗(R/I) ⊗R E ∼= (R/I)ϕ ∼= R/ϕ−1(I). On the other hand,
i∗(R/I ⊗R/I i∗E) is necessarily annihilated by I . Since ϕ−1(I) 	= I by construction, we
see that i∗E cannot exist. 
The above example is in some sense a major disappointment, because if we want to
define vector bundles as bimodules over X, anyone would agree that the autoequivalences
of ModX should be included in this definition. We shall see below that a more restrictive
definition of vector bundle would preclude this behavior.
It seems worthwhile to point out that it is too much to expect the projection formula in
(5) to hold for all maps of spaces, because the notion of map of space is too general. For
example, let Z be a weakly closed subspace of a space X. Then there is a map of spaces
f :X → Z, where f∗ = i ! and f ∗ = i∗. (Here i ! is a right adjoint to the inclusion i∗ and is
called the support functor.) The projection formula for this map of spaces would then read
i !(M ⊗X i∗E) ∼= i !M ⊗Z E , where E is a vector bundle on Z. We then present the following
explicit example, which shows that one cannot hope to pull back E in this setting.
Example 11.2. Let X = ModR, where R is a commutative polynomial ring in  2
variables, and let Z = ModR/I , where I is chosen so that R/I ∼= R1 ⊕ R2 for rings
R1,R2. Then E = R1 is a projective R/I -module and hence a (commutative) vector bundle
on ModR/I . We claim that i∗E cannot exist; indeed, if it did, then it would be a projective,
hence free, module over R. If we consider R2 as an R-module, then i !(R2 ⊗R i∗E) ∼= i !R(n)2 ,
where n is the rank of i∗E . But i !R2 ⊗R/I E = 0, since E annihilates R2.
The difficulty in this example is that, while f : ModR → ModR/I is a map of spaces,
it is not a “geometric” map; i.e., it is not induced by a ring homomorphism. Thus it seems
that the definition of map of noncommutative spaces may need to be modified, or that
any pullback formula can only be expected to hold for a restricted class of maps between
spaces.
11.2. Right or left localizing Frobenius X,X-bimodules
In order to have a definition of noncommutative vector bundle that enables local study
as in condition (3), we might look to left and/or right localizing Frobenius bimodules for
our definition. In this case it seems advantageous to distinguish between the two, and speak
of left and right vector bundles over X, and define a vector bundle to be both a left and
right vector bundle: Vect(X) = RLoc(X) ∩ LLoc(X).
While this definition makes the earlier results of the paper available for studying vector
bundles locally, it has some drawbacks with regard to the other conditions. For instance,
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attention to the case of bimodules M = (F,G) with F and G faithful, and study the
categories RLocf (X) and/or LLocf (X) as defined above. While these categories are
additive, they restrict the study of vector bundles to one map f at a time. Also, RLocf (X)
and LLocf (X) are not monoidal categories: if M ∈ RLocf (X) and N ∈ RLocg(X), then
M⊗X N ∈ RLocgf (X). Another possible remedy is to define a left vector bundle to be
a finite direct sum of left localizing bimodules, and similar for a right vector bundle. This
definition gives additive monoidal categories, but would presumably make local analysis
more difficult.
11.3. Localizing Frobenius X,X-bimodules
Finally, we could define a vector bundle to be a localizing Frobenius bimodule; that is
Vect(X) = Loc(X). Since Loc(X) is an additive monoidal category, we have the minimum
requirement needed to carry out the constructions in condition (6). Also, it is possible to
study such vector bundles locally as in condition (3), and in fact one can always restrict a
localizing bimodule over X to a localizing bimodule over U for any weakly open subspace
U of X, using the restriction defined in Section 10.
The main drawback to this definition is that it may not be sufficiently “noncommutative”
as desired in condition (4). For instance, many nontrivial autoequivalences of ModX would
not be vector bundles under this definition. In particular, if ϕ is an automorphism of a
commutative ring R which induces a nontrivial permutation of the prime ideals of R, then
1Rϕ would not be a vector bundle under this definition.
While this admittedly is a strike against adopting the definition Vect(X) = Loc(X), we
do point out one positive observation: the fact that 1Rϕ is not a vector bundle under this
definition means that Example 11.1 is not a counterexample to pulling back. We do not
know if it is possible to pull back a localizing bimodule for a suitable class of maps of
spaces as in condition (5).
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Appendix A. Basic results and definitions in abelian categories
We collect here in an appendix several basic definitions and results concerning abelian
categories. All categories considered will be complete and cocomplete. We begin by
recalling some finiteness conditions. (See [15] or [19] for further details.)
Definition A.1. LetA be an abelian category. An object M ofA is called finitely presented
if HomA(M,−) commutes with arbitrary direct limits. Dually, we say that M is finitely
730 C.J. Pappacena / Journal of Algebra 275 (2004) 675–731copresented if it is finitely presented in the opposite category Aop. Writing this condition
out explicitly, M is finitely copresented if HomA(lim←−Ni,M) ∼= lim−→ HomA(Ni,M).
Finally, we call M finitely generated if, whenever we have ∑i∈I Mi = M for
submodules Mi of M , there exists a finite J ⊆ I with∑i∈J Mi = M . Dually, M is finitely
cogenerated if M is finitely generated in Aop; thus M is finitely cogenerated if and only
if whenever
⋂
i∈I Mi = 0 for submodules Mi of M , we have
⋂
i∈J Mi = 0 for some finite
J ⊆ I .
Lemma A.2. Any noetherian A-module is finitely presented. Dually, any artinian A-
module is finitely copresented.
Proof. This is Exercise 1 on p. 370 of [19]. 
Lemma A.3. If M is finitely copresented then M is finitely cogenerated. Dually if M is
finitely presented then it is finitely generated.
Proof. Let {Mi : i ∈ I } be a collection of submodules of M with ⋂i∈I Mi = 0. If J is a
finite subset of I , then we define MJ to be
⋂
i∈J Mi . Now, for every finite J ⊆ I we have
an exact sequence
0 → MJ → M →
∏
i∈J
M/Mi. (A.1)
Each of the modules fits into a natural inverse system over the collection of finite subsets
of I , the one for M simply being the constant system. Since lim←− is left exact and
lim←−
∏
i∈J M/Mi =
∏
i∈I M/Mi , we obtain the exact sequence
0 → lim←−MJ → M →
∏
i∈I
M/Mi. (A.2)
It follows that lim←−MJ ∼=
⋂
i∈I Mi = 0. Since M is finitely copresented, we have
lim−→ HomA(MJ ,M) ∼= HomA(lim←−MJ ,M) = 0. Thus, given any morphism ϕ :MJ → M ,
there exists a J0 ⊇ J such that the restriction of ϕ to MJ0 is 0. This applies in particular
to the natural inclusion functor MJ → M; that is, the inclusion MJ0 → M is 0 for some
J0 ⊇ J . This says precisely that ⋂i∈J0 Mi = 0, and M is finitely cogenerated.
The dual statement follows by dualizing the above proof. 
Finally, suppose thatA is a Grothendieck category; that is,A is an Ab5 abelian category
with a generator. Then we have the following.
Proposition A.4. If A is a Grothendieck category, then there exist simple A-modules.
Proof. Let G be a generator for A. The Gabriel–Popescu theorem [20] states that the
functor HomA(G,−) induces an equivalence between A and a quotient category of
ModR, where R is the ring EndA(G). Now, let Σ = {Mi : i ∈ I } be the lattice of all
C.J. Pappacena / Journal of Algebra 275 (2004) 675–731 731proper subobjects of G. Then since HomA(G,−) is left exact, the image of Σ in ModR
is a sublattice of the lattice of proper right ideals of R. This shows that if {Gj : j ∈ J } is a
chain of proper subobjects of G, then⋃j∈J Gj is a proper subobject of G. Zorn’s Lemma
can then be applied to show that Σ has maximal elements. If M is a maximal subobject
of G, then G/M is a simple A-module. 
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