ABSTRACT Network coding opportunistic routing (NCOR) offers a promising solution for efficient data transmission in delay tolerant networks. Due to the multi-copy strategy and network coding nature, NCOR inevitably brings about a large number of heterogeneous copies, leading to over-consumption of limited network resources. To alleviate this situation, it is imperative to study how to reduce redundant copies in the network. In this paper, we propose a pre-decoding recovery mechanism (PDRM) that removes residual copies after the destination node obtains the original packet information. The PDRM consists of three operations: generating pre-decoding elements, maintaining immune-lists, and deleting redundant copies. In particular, the destination node generates a pre-decoding element, and then, sends it to other nodes in the network via an immune-list to help remove the residual copies. Here, the pre-decoding element is an acknowledgement indicating that the destination node has the necessary information to decode the corresponding original packet. As the core of the PDRM, the first operation enables the destination node to generate a pre-decoding element for each innovative packet without waiting for decoding the generation. Simulation results demonstrate that the PDRM achieves excellent results in improving network performance, and outperforms the existing recovery mechanism.
I. INTRODUCTION
Delay Tolerant Networks (DTNs) [1] , [2] refer to a class of heterogeneous networks that lack continuous network connectivity. Recent examples of such networks include mobile edge computing (MEC) [3] - [5] , mobile crowd sensing (MCS) [6] , [7] , vehicular ad-hoc networks (VANETs) [8] , [9] and more. Due to the lack of instantaneous end-to-end paths, how to ensure data transmission quality becomes an essential research topic in the DTN. At present, DTN usually adopts a classical packet transmission protocol, called Opportunistic Routing (OR) [10] , [11] , which forwards the packets in a ''store-and-forward'' manner when two mobile nodes have an opportunistic meeting. To maximize the use of each opportunistic meeting, OR usually adopts a multi-copy strategy that duplicate multiple copies of a packet per forwarding opportunity, hoping that one of them will succeed in reaching the destination node [12] - [14] . This inevitably leads to a large number of copies in the DTN [15] , [16] . To avoid overloading of network resources (storage resources and transmission resources) caused by extensive copies, OR usually adopts a recovery mechanism to remove redundant copies in the network after packets successfully reach the destination node [17] - [19] .
Recently, Network Coding Opportunistic Routing (NCOR) [20] - [22] that incorporates network coding [23] into OR has become an area of increasing interest because of its superior performance when nodes storage and transmission are limited [24] , [25] . NCOR usually adopts Random Linear Network Coding (RLNC) [26] , and the general form of the coded packet is M = k i=1 α i m i , i = 1, 2, . . . , k, where m i is the original packet and α i is the coding coefficient of m i chosen randomly from a Galois Filed (GF). In a network with NCOR, all packets are coded packets. Multiple coded packets can be combined to build a new coded packet in the form of P = r j=1 β j M j , j = 1, 2, . . . , r, where M j is the coded packet and β j is the coding coefficient of M j . An original packet m i is a special coded packet provided that α i = 1 and ∀j = i, α j = 0. Note that all the original packets that can be encoded together form a generation, and the node needs to forward the coding coefficients while exchanging the coded packets. NCOR follows the principle that messages belonging to the same generation can be linearly combined. Therefore, if a generation consists of k original packets, the generation can be successfully decoded if and only if the destination node receives k linearly independent coded packets generated by the generation.
From the network coding principle described in the previous paragraph, it can be seen that the copies generated by the same coded packets may differ from each other as long as the coding coefficients are different. Thus, the original packet will continually produce new heterogeneous copies throughout the transmission. In addition, if a node only refuses the packets that reside in its buffer, the copies in the network will explode (see Section V for details). In summary, the copies of NCOR are heterogeneous and large-scale. This leads to the recovery mechanism of NCOR that are more complex than traditional OR and need to be tailored.
Although the research on NCOR has yielded fruitful results, they rarely involve the recovery mechanism. Now, researchers usually use a simple, extended version of the copy recovery mechanism in the traditional OR, which can be summarized as follows [21] , [24] : the destination node creates an anti-packet if and only if a generation is decoded. The anti-packet then spreads over the network using the epidemic scheme and helps the network node delete the coded packets built by that generation. In this recovery mechanism, the anti-packet can be considered as an acknowledgement from the destination node, which represents the information of original packets that the destination node has. As an antipacket corresponds to a generation, this recovery mechanism is based on the following interpretation of the knowledge system of the destination node: the destination node cannot obtain any information of the original packet until it completely decodes the generation. This is why we refer to this recovery mechanism as Full Decoding Recovery Mechanism (FDRM) in this paper.
However, the FDRM does not explain the knowledge system of the destination node properly. See Fig. 1 for an example of coded packet transmission. The source node creates three original packets, m 1 , m 2 and m 3 , all of which belong to the same generation. The destination node has received three linearly independent coded packets in the form of M = 3 i=1 α i m i , i = 1, 2, 3. At this time, the destination node can decode the three original packets regardless of how many original packets the generation contains or whether other coded packets could be received. It can be seen that in some cases, the destination node already knows several original packets before decoding the generation. Moreover, the above misinterpretation will lead to inefficiencies in FDRM. First of all, according to the anti-packet generation method of FDRM, even if the generation can be decoded, it will take a long time before creating the anti-packet.That is because the coded packets require a long transmission time to reach the destination node in the DTN, and then it takes more time for the destination node to collect enough linearly independent coded packets before decoding. Even worse, if the generation cannot be decoded, all packets in the network that derived from it will not be removed.
In this paper, we focus on the recovery mechanism of NCOR. As shown in Fig. 1 , when the destination node can decode the original packets, it holds coded packets instead of the same original packets that the source node has. This indicates that the information of the coded packets received by the destination node at this time is equivalent to the information of the original packets held by the source node. Is there a correspondence between coded packets and original packets? If the answer is yes, we can use the coded packet to interpret the knowledge system of the destination node. Accordingly, the destination node can immediately generate an acknowledgement as soon as it receives a coded packet and open the door for redundant copy deletion. Fortunately, research on network coding shows that this correspondence does exist. Specifically, each linearly independent coded packet corresponds to the information of one original packet, which is referred to as ''innovative information'' at the destination side [27] - [29] .
Based on the above new interpretation of the destination node knowledge, we designed an efficient recovery mechanism, called Pre-Decoding Recovery Mechanism (PDRM). PDRM generates ''pre-decoding elements'' (acknowledgements) corresponding to ''innovative information'' before decoding the generation, and then sends them to network nodes through an immune-list to remove redundant copies in the network. To the best of our knowledge, this is the first study dedicated to the recovery mechanism of NCOR. Our main contributions are summarized as follows:
• We point out the urgent need to design a suitable copy control mechanism to deal with the massiveness and heterogeneity of coded packets generated by NCOR.
• We design an acknowledgement generation method for the knowledge of the destination node based on the VOLUME 6, 2018
innovative information without waiting for the generation to be decoded.
• We propose an efficient recovery mechanism called PDRM for NCOR.
The remainder of this paper is organized as follows. Section II reviews related research work. Section III shows how to generate pre-decoding elements. Section IV describes our recovery mechanism PDRM. Section V compares the redundant copy removal capability of PDRM with that of FDRM. Section VI gives the simulation results and analysis. Section VII concludes this paper with future directions.
II. RELATED WORK
This section provides an in-depth look at the latest advances in the recovery mechanisms and the NCOR.
A. RESEARCH ON TRADITIONAL RECOVERY MECHANISM
Haas and Small [17] pointed out that the recovery mechanism can improve the capacity-delay tradeoff of the network by moderately increasing storage requirements. Based on the observation, they proposed five recovery mechanism schemes, including JUST_TTL, FULL_ERASE, IMMUNE, IMMUNE_TX and VACCINE, and used Markov chains to compare the performance of the recovery mechanisms they proposed. In addition, Zhang et al. [18] completed a similar theoretical analysis using ordinary differential equations. Mundur et al. [19] implemented a VACCINE-based recovery mechanism for the epidemic routing, which uses an immunelist to record the information about packets delivered to the destination nodes.
However, the traditional recovery mechanisms described above can only process the same copies produced by traditional ORs and cannot deal with heterogeneous coded copies generated by NCOR.
B. RESEARCH ON NCOR
Lin et al. [25] , [30] presented a stochastic analytical framework to compare the network performance of NCOR with traditional OR. Both theoretical and experimental results demonstrate that NCOR outperforms traditional ORs with limited bandwidth and memory. For small amount data dissemination, Zhang et al. [24] , [31] and Lin et al. [32] proposed RLC and E-NCP based on epidemic routing, respectively. The difference between the two NCORs is that when the node buffer runs out, the relay node processes the message: the RLC rejects the message, whereas the E-NCP uses the message in the buffer to re-encode the message. For reliable bulk data dissemination, Zeng et al. [21] , [33] proposed DSNC, which eliminates the waiting gap and make the segment transmissions adapt to the dynamics of the network. The most important feature of this scheme is that the node has a double buffer. For the data dissemination in the social network, Shabbir and Kanhere [20] and Ahmed and Kanhere [34] proposed HUBCODE, which uses the hubs as relay nodes to reduce network overhead and ensure that most of the messages are delivered to the destinations; Wu et al. [35] proposed a dynamic coding control mechanism consisting of a coding node selection mechanism and a coding node management strategy, which can significantly improve network performance. In addition, Altman et al. [36] given an optimal scheduling strategy for NCOR with two-hops under memory and energy constraints. Zhao et al. [37] proposed a replication control strategy to reduce network overhead and memory consumption, which stops encoding messages when newly coded message cannot expand node information.
Nevertheless, except for [21] , [33] , and [37] , none of the above researchers notice the recovery mechanism of NCOR. Furthermore, they all used the FDRM already discussed in Section I. Since it does not fully understand the transmission principle of NCOR, it needs to decode the generation before creating the anti-packet. Our proposed PDRM can generate a pre-decoding element as soon as the destination node receives a linearly independent coded packet without waiting for the generation to be decoded, which makes it more efficient than FDRM.
III. PRE-DECODING ELEMENT GENERATION METHOD
This section introduces how to generate the pre-decoding elements in our recovery mechanism that acknowledges the innovative information received by the destination node.
Definition 1 (Coding Element): An original packet m i is the coding element of coded packet M
The coding element set of coded packet M is a collection of its coding elements, denoted as CE M . The coding element set of node T is a collection of CE M i s provided that M i is coded packet held by node T , denoted as CE T .
Definition 2 (Coefficient Matrix): Assuming that node T holds r coded packets M
The rank of the coefficient matrix A T is represented as rank(A T ), which is also the rank of node T .
Example 1: If the destination node T holds two coded packets: M
If M 1 and M 2 are linearly independent, then rank( Definition 3 shows that each innovative packet will increase the rank of the destination node, so its essence is linear independence. In other words, the destination node can decode k coding elements when it receives k innovative packets, i.e. when the rank of the coefficient matrix is k. At this point, the coefficient matrix can be converted to the reduced row echelon form (RREF) by Gauss-Jordan elimination with all leading coefficients being equal to 1. As shown in Definition 2, the rows of the coefficient matrix correspond to the innovative packets, and the columns correspond to the coding elements. Therefore, each innovative packet has a leading coefficient when the coefficient matrix is expressed as the RREF. In addition, research on network coding shows that each innovative packet brings innovative information to the destination node [27] - [29] . Accordingly, we consider that the innovative information causes the coding element corresponding to the leading coefficient to be a predecoding element. Here, the notion of ''pre-decoding'' is a natural extension of the concept of ''decoding'' and does not mean that the coding element has been decoded, but that the destination node already has the necessary information to decode the coding element. An important observation is that the number of pre-decoding elements is always equal to the rank of the destination node or the number of innovative packets that the destination node has received so far.
Definition 3 (Innovative Packet): A coded packet M is an innovative packet for the destination node T provided that rank(A T new ) > rank(A T old ), where A T new is the coefficient matrix of T after it receives M , and A T old is the coefficient matrix of T before it receives M .
Since we cannot control the order of the innovative packets received by the destination node, we cannot obtain the predecoding elements in the order of the rows in the coefficient matrix represented in RREF. Nevertheless, there is a principle of elementary transformation of matrix that is the matrix is equivalent to the original matrix after a finite number of row-switching transformations. That is, we can obtain the equivalent matrix of RREF of the destination node coefficient matrix according to the arrival order of innovative packets. Then, we get the pre-decoding elements according to the row order of the above equivalent matrix. This has no impact on the final decoding result of the coding elements. Specifically, whenever the destination node receives an innovative packet, a coding element that is not yet ''predecoding'' is randomly selected from its set of coding elements as a pre-decoding element. Table 1 gives an example of pre-decoding element generation for destination node T . Note that the subscript i of m i in the table only indicates that a coding element has a uniquely identifiable ID and does not indicate the order in which the coding elements are generated. As shown, the example has four pre-decoding element generation schemes corresponding respectively to four different pre-decoding element generation orders, which can be expressed as four equivalent matrices of coefficient matrix of the destination node in RREF, respectively Scheme1 :
We only mark the leading coefficients in the above matrices. Finally, after knowing the set of pre-decoding elements, the nodes make redundancy judgment on the coded packets and then delete the redundant copies. Now we turn to the rationality of the proposed predecoding element generation. (1) Coding elements can eventually be successfully decoded. Take scheme1 as an example, when receiving the first innovative packet M 1 = m 1 + m 2 , the destination node T knows that the coding elements are m 1 and m 2 . Then, it selects the coding element m 1 as a new pre-decoding element, i.e., it considers that the innovative information carried by M 1 can be used to pre-decode the coding element m 1 . Accordingly, all coded packets having the same function in the form of M = α 1 m 1 are judged as redundant copies and will be removed. Of course, at this stage, m 1 has not been decoded yet. Coded packets carrying innovative information in the network that has the ability to predecode the coding element m 2 could help the destination node actually decode m 1 . When the destination node T receives the second innovative packet M 2 = m 2 + m 3 , its known coding elements are m 1 , m 2 , and m 3 . The destination node then selects the coding element m 2 as a new pre-decoding element, that is, it considers that the innovative information saved at this moment may pre-decode the coding element m 1 and m 2 . Thus, the form of the corresponding redundant copy is M = α 1 m 1 + α 2 m 2 , and the coded packets that can predecode the coding element m 3 could help the destination node to actually decode the coding elements m 1 and m 2 . When the destination node T receives the third innovative packet M 3 = m 1 + m 3 , its known coding elements are m 1 , m 2 , and m 3 , all of which can be successfully decoded. In this case, the set of pre-decoding elements is {m 1 , m 2 , m 3 }. Thereby, the form of redundant copy is M = α 1 m 1 + α 2 m 2 + α 3 m 3 . To sum up, the scheme1 is correct for the redundant copy judgment. The results of the other schemes are similar and thus omitted. (2) Coding elements cannot be decoded finally. In this case, all coded packets consisted of coding elements m 1 , m 2 and m 3 are useless. Whenever an innovative packet is delivered, the destination node only determines that some of these useless packets are redundant, and the result of the above redundancy decision is only to delete the unusable copies. The earlier the deletion operation is performed, the more effectively the unnecessary consumption of network storage and transmission resources can be lowered.
IV. PRE-DECODING RECOVERY MECHANISM
This section describes the application scenarios and implementation of PDRM.
A. NETWORK MODEL AND NCOR
In this paper, we consider a DTN with n nodes moving around in a closed region. Source nodes generate and inject the original packets into the network, and each packet has only one destination node. In addition to storing the coded packets, each node also stores a summary vector, which is a collection of coefficient matrices for the coded packets with different destination nodes. Two nodes exchange packets in the form of an anti-entropy session [12] that belongs to the generation control mechanism when they move within each other's transmission range. When nodes A and B meet, they use the following interaction method: first, nodes A and B exchange coefficient matrices with each other. Then, each node requests packets that it considers valuable. For example, node A considers a packet valuable as long as it satisfies SVC A SVC B isUseful, where SVC A and SVC B are the coefficient matrices of A and B, respectively, and isUseful is a Boolean value indicating that the packet can increase the rank of node A. Correspondingly, node B uses a similar process. Note that only packets with the same destination node can be encoded together, and if the received node is the destination node of the packet, it will be forwarded directly. See Section I for details on how to encode and decode packets.
B. IMPLEMENTATION
In our proposed pre-decoding recovery mechanism (PDRM), each node needs to carry an immune-list that tracks its known pre-decoding elements. Then, based on the immune-list, the node deletes the redundant copy in the buffer. Therefore, PDRM needs to perform three operations, namely, generating pre-decoding elements, maintaining immune-lists, and deleting redundant copies. Among them, the first operation is performed by the destination node only, while the other two operations are performed by all the nodes.
1) GENERATING PRE-DECODING ELEMENTS
In PDRM, whenever the destination node receives an innovative packet, it will immediately generate an acknowledgement for the destination node, namely, a pre-decoding element. For details on how to generate pre-decoding elements, see Section III.
2) MAINTAINING IMMUNE-LISTS
Each node carries an immune-list with an initial value of null. Once a new pre-decoding element is obtained, the destination node adds the corresponding original packet ID to the immune-list. In addition, when two nodes are located in each other's communication area, they exchange the immunelists with each other. After exchanging the immune-lists, the immune-lists of both nodes equal the union of the immune-lists involved in the exchange. Using the above immune-list exchange method, the immune-list of the destination node is propagated to other nodes in the network. Ideally, all nodes in the network will eventually get the same immune-list. To save storage resources, the immune-list records only the ID of the original packet and is periodically cleared up. For example, we can clean up packets that are no longer in the network or whose survival time exceeds the lifetime threshold.
3) DELETING REDUNDANT COPIES
This operation is performed in two cases: (a) if the coded packet is delivered to the destination node, the direct sender deletes it after transmission. (b) the relay node periodically deletes the corresponding redundant copies (see Definition 5) based on its immune-list. Fig. 2 shows an illustrative example of the PDRM. There are three relay nodes A, B and C, and one destination node D. The three original packets m 1 , m 2 and m 3 may come from different source nodes, but have the same destination node D. As shown, the node's information is represented by x y , where x is the set of coded packets carried by the node and y is the immune-list of the node. Shaded ellipse indicates that two nodes can communicate with each other. For instance, at time t 2 , node A encounters node C. The two nodes exchange their immunelists and remove redundant copies before starting the antientropy session. Since all coded packets are assumed to be linearly independent, the destination node D can successfully decode the original packets m 1 , m 2 , and m 3 at time t 4 .
V. REDUNDANT COPY REMOVAL CAPABILITY
It is well-known that, in the DTN, it takes a long time for a packet, either a pre-decoding element of PDRM or an anti-packet of FDRM, to spread throughout the network. The diffusion speed will be affected by many network environment factors, such as network bandwidth, node storage capacity, and so on. To avoid the complexity associated with the transmission process, we quantify only the Redundant Copy Removal Capability of the destination node, that is, the number of redundant copies the destination node can determine.
Suppose a DTN has n nodes, including multiple source nodes and destination nodes. The source nodes inject k original packets into the network, and all relay nodes only reject the packets they hold. If the network is not limited by storage and transport capabilities, the maximum number of copies in the network is γ (n − 1)
, where γ (γ ≥ 1) is the Galois field weight, reflecting the effect of the Galois field size. Obviously, the number of copies increases exponentially with the number of original packets and is related to the Galois Field. In order to eliminate the variable factor of γ , we introduced the concept of coded packet class (CPC) (see Definition 6) and used it as a quantitative indicator of redundant copies. To sum up, we use the number of CPCs that the destination node can determine for redundant copies to measure the Redundant Copy Removal Capability of the recovery mechanism. Fig. 3 shows the relationship between redundant copy removal capability and the number of innovative packets received by the destination node. Note that if a generation contains k original packets, the number of CPCs comprised by it is
Definition 6 (Coded Packet Class (CPC)): Coded packet class is a set of coded packets with the same coding elements. If a CPC' coded packets are in the form of M
= k i=1 α i m i , then the CPC is denoted as CPC{m i |∀m i , α i = 0}.
Example 2: If a coded packet class is CPC{m
The shaded rectangle represents the number of CPCs added after the k-th innovative packet was received by the destination node. As shown in the figure, when the destination node receives k innovative packets in the generation, the number of CPCs for PDRM and FDRM is both 2 k − 1. This means that when generation can be decoded, they have the same redundant copy removal capability. Their difference lies in the acknowledgement generation time. In PDRM, whenever a destination node receives an innovative packet, it creates a pre-decoding element and adds it to the immune-list. This results in an increase in the number of redundant copies as determined by the destination node. The k-th innovative packet brings in 2 k−1 additional CPCs. While in FDRM, until the destination node decodes the generation, the number of redundant copies that can be determined is zero since it does not generate any anti-packets. In short, PDRM is a gradual deletion mechanism and FDRM is a onetime deletion mechanism. Thus, the PDRM is timelier than the FDRM in removing redundant copies. Moreover, if the destination node cannot decode the generation, the PDRM can remove some redundant copies, whereas the FDRM does not. This also shows that PDRM outperforms FDRM in removing redundant copies.
VI. EXPERIMENTAL EVALUATION
To evaluate our proposed PDRM, we implement two experiments on the Opportunity Network Environment (ONE) platform [38] . The first one focuses on the efficiency of redundant copy removal. The second one focuses on the network performance, which compares NCOR_PDRM (NCOR using PDRM) with NCOR and NCOR_FDRM (NCOR using FDRM). Here, two common metrics are utilized. They are the delivery ratio and the overhead [39] . Higher delivery ratio or lower overhead usually means more superior network performance.
(1) The delivery ratio P deliv = N recei /N gener , where N recei is the number of original packets decoded by all destination nodes and N gener is the number of original packets generated by all source nodes.
(2) The overhead P over = (N relay − N recei )/N recei , where N relay is the number of packets forwarded by all nodes in the network and N recei is the number of original packets decoded by all destination nodes.
In all experiments in this section, NCOR uses RLNC on GF(2 8 ), which is enough to ensure the successful decoding rate in real-world applications [40] . Other major parameters are as follows: 100 nodes in 4500m×3400m areas of Helsinki City move for 12 hours at a random speed of 0.5m/s to 1.5m/s. Node movement model is Shortest Path Map-based Movement (SPMBM) [38] , [41] , with node transmit range and speed being 10m and 250KB/s, respectively. All original packets are generated in the first 6 hours and are 500KB in size.
We conducted a thorough investigation of our proposed efficiency under various network settings, including node buffer size and packet generation interval. In the experiments, if the node buffer size is a variable, the packet generation interval is 25 seconds; if the packet generation interval changes, the node buffer size is 10MB. Note that only packets with the same destination node can be encoded together. Each data point reported in the simulation results section is the average of 10 runs. Fig. 4(a) depicts the numbers of redundant copies deleted by PDRM and FDRM at different node buffer sizes when the packet generation interval is 25s. As shown, the number of redundant copies deleted by the above two recovery mechanisms both increase with the node buffer size. This is because the size of the node's buffer reflects its receptivity. As receptivity increases, the likelihood of successful delivery of packet increases. The same is true for the number of coding elements that can be decoded. In addition, the number of redundant copies deleted by FDRM is less than PDRM. The larger the node buffer, the more obvious the above phenomenon. This can be explained by the fact that the number of original packets successfully decoded is much smaller than the number of innovative packets. Notice a special case in the figure, when the buffer size is 2M, the number of redundant copies deleted by the two recovery mechanisms is the same. It means that in this case all the innovative packets received by the destination nodes are used for decoding, and the decoding is successful.
A. RECOVERY MECHANISM DELETION EFFICIENCY
When the node buffer size is 10M, the number of redundant copies of PDRM and FDRM deleted at different packet generation intervals is plotted in Fig. 4(b) . As the packet generation interval increases, the number of redundant copies deleted by PDRM and FDRM decreases. The reason is that as the number of packet generation intervals increases, the number of packets involved in transmission decreases. Therefore, the number of packets that the destination node can successfully receive also reduces. In addition, there were more redundant copies deleted by PDRM than FDRM during the experimental period. For example, when the packet interval is 5s, the number of redundant copies delete by PDRM is 9408 and FDRM is 3435. When the packet interval is 40s, the numbers of redundant copies delete by PDRM and FDRM are respectively 15821 and 4074. The corresponding ratio increases from 2.74 to 3.88 times. Fig. 5 shows the network performances of NCOR, NCOR_PDRM and NCOR_FDRM at different node buffer sizes. As shown in the figure, as the node buffer size increases, the delivery ratios of all routes increase significantly, while the overhead decreases slightly. This is because node buffer size is usually a constraint on network performance. The larger the value, the more packets a node can carry and the higher the probability of successfully transmitting packets between nodes. The delivery ratio and overhead of NCOR_PDRM and NCOR_FDRM outperform NCOR within the experimental node buffer change interval. This demonstrates that PDRM and FDRM can effectively improve the network performance of NCOR. Note that NCOR_PDRM has the best network performance among the three routings. The larger the node buffer, the better the performance. When the buffer size is 20M, the delivery ratio of NCOR_PDRM is 88.8%, about twice the other two routes. The overheads of NCOR_PDRM, NCOR_FDRM and NCOR are 35, 93 and 139, respectively. This is because the larger the node's buffer, the more likely it is to store redundant copies, and the more obvious the advantages of redundant copy deletion. When the buffer size is 2M, the transmission rates of NCOR_PDRM and NCOR_FDRM are equal, and the overhead of NCOR_PDRM is slightly less than that of NCOR_FDRM. The first case occurs because the above two recovery mechanisms have the same ability to delete redundant copy, and second case occurs because the PDRM removes redundant copies earlier than FDRM, freeing up node buffer space more quickly. Fig. 6 shows the network performances of the three routings under different packet generation intervals. As shown, the network performance of all routings improves as the packet generation interval increases. This is because the larger the packet generation interval, the less original packets are generated in a certain period of time, that is, the less original packets in the network. The smaller number of original packets means that the more network resources (including storage and transmission resources) each original packet can occupy, the higher the probability of transmission. In this experiment, the packet generation interval from 5 to 40 seconds corresponds to the number of original packets from 4320 to 540. In the range of packet generation interval shown in the figure, the network performances of NCOR_PDRM and NCOR_FDRM are significantly better than NCOR. This shows that an appropriate recovery mechanism can effectively clear up redundant copies, thus saving network resources. Note that as packet generation intervals increase, the delivery ratio of NCOR_PDRM increases dramatically, while the growth trends of NCOR_FDRM and NCOR are relatively slow. In addition, the overheads of NCOR_FDRM and NCOR increase quickly, while that of NCOR_PDRM increases slowly. This shows that compared to FDRM, PDRM can remove redundant copies more efficiently and make better use of network resources. When the packet generation interval is 40s, the delivery ratio for NCOR_PDRM is 69.1%, much higher than 46.3% for NCOR_FDRM and 25.6% for NCOR; the overhead of NCOR_PDRM is 73, which is about half of NCOR_FDRM or one third of NCOR.
B. ROUTING NETWORK PERFORMANCE

VII. CONCLUSIONS
For NCOR in DTNs, we point out that the copy control mechanism is urgently necessary. In this paper, we investigate PDRM to remove residual copies after the original packets successfully delivered. Specifically, based on the innovative packet as the interpretation unit, our scheme enables the predecoding element generated without waiting for decoding the generation. The correctness of our analysis is validated by extensive simulation. Experimental results show that PDRM is superior to FDRM in improving network performance.
During the PDRM design process, we find two interesting phenomena: (1) replacing the original packet with the innovative information as the basic unit can refine the interpretation of the destination node knowledge; (2) for successful transmission, the information of code packets for the destination node are equivalent to the information of original packets for the source node. The above two phenomena lead to an important conclusion that the NCOR surface transmits a large amount of heterogeneous coded packets, but actually transmits the information of the original packets. This conclusion can be utilized to continue mining the NCOR optimization methods, or combined with the network dynamic topology to get the distribution of information in the network. 
