The linear absolute shrinkage and selection operator(Lasso) method improves the low prediction accuracy and poor interpretation of the ordinary least squares(OLS) estimate through the use of L 1 regularization on the regression coefficients. However, the Lasso is not robust to outliers, because the Lasso method minimizes the sum of squared residual errors. Even though the least absolute deviation(LAD) estimator is an alternative to the OLS estimate, it is sensitive to leverage points. We propose a robust Lasso estimator that is not sensitive to outliers, heavy-tailed errors or leverage points.
Introduction
In a linear regression model, the ordinary least squares(OLS) estimate is usually used to estimate the regression coefficients through the minimization of the sum of squared errors, because it is simple and unbiased. However, the OLS estimate has low prediction accuracy and poor interpretation. Prediction accuracy can be improved by shrinking some regression coefficients even though we sacrifice a little bit of bias. Poor interpretation can be resolved through the selection of a sparse representation with a smaller subset of coefficients (Tibshirani, 1996) .
The linear absolute shrinkage and selection operator(Lasso) method is proposed by Tibshirani (1996) to estimate the parameters by shrinking some coefficients and setting others to zero in linear regression model. The Lasso estimator retains the good features of both subset selection and ridge regression (Hoerl and Kennard, 1970) that stabilizes estimates by placing a restriction on coefficients. The difference between Lasso and ridge regression is the penalty on the regression coefficients. Lasso employs the L 1 penalty while the ridge regression uses the L 2 penalty. The L 1 regularization tends to produce extremely sparse solutions; subsequently, the the Lasso method attracts more interests in model selection (Zhao and Yu, 2006) .
The OLS estimate can be distorted when the error has a heavy-tailed distribution or outliers. It is well known that the OLS estimate is not robust to even a single outlier. Many robust estimators have been proposed to address the problem. One of them is the least absolute deviation(LAD) estimator that has √ n-consistency and asymptotic normality without assuming the distribution of errors (Pollard, 1991) . The Lasso estimate is obtained by minimizing the sum of squared residuals. Then it will be significantly degraded in a noise situation. Wang et al. (2007) proposed a robust regression shrinkage and selection method that can do regression shrinkage and selection like Lasso and is also resistant to outliers or heavy-tailed errors like LAD.
The LAD estimator is robust to points with large residuals called regression outliers; however, it is known that the LAD estimator is sensitive to leverage points (Croux et al., 2003) . Giloni et al. (2006) proposed a version of the LAD estimator that is not sensitive to leverage points by redescending the leverage points. A robust Lasso is proposed in this study and it adapts to the weighted LAD estimator instead of the LAD estimator so that the outliers or leverage points can be effectively suppressed.
The rest of the article is organized as follows. In Section 2 we review Lasso, LAD-Lasso and propose the weighted LAD-Lasso. The statistical properties of the proposed estimator are described. Section 3 presents a simulation results under several situations. Finally Section 4 concludes the article.
Weighted Absolute Shrinkage and Selection

Weighted LAD-Lasso
Consider the linear regression model
where
T is the regression coefficient vector, and ϵ i is the independently identically distributed random errors with median 0.
The OLS estimateβ ols minimizes
Despite its simplicity and unbiasedness, the OLS estimator is not optimal in a predictive point of view.
To get the better prediction with sacrificing the unbiasedness of the estimator Hoerl and Kennard (1970) introduced ridge regression obtained by penalizing the L 2 norm of the regression coefficientŝ
where ∑ |β| 2 is the L 2 penalty on β and λ ≥ 0 is the tuning parameter that balances goodness-of-fit and model complexity. However, the ridge regression does not shrink unnecessary coefficients to zero. Tibshirani (1996) proposed the Lasso estimator obtained by minimizinĝ
Because it can shrink some regression coefficients to zero, the Lasso estimator can get a sparse regression model. Since Lasso uses the same tuning parameter for all regression coefficients, the Lasso estimate produces biases for especially large coefficients (Fan and Li, 2001 ). The adaptive Lasso was introduced by Zou (2006) for linear regression
in which adaptive weights are used for penalizing different coefficients.
It is well known that the OLS estimate is not robust to outliers or heavy-tailed errors in a response variable. Like the OLS estimate the Lasso suffers from unusual data points. To get a robust version of the Lasso estimator Wang et al. (2007) proposed a LAD-lasso that uses the sum of the absolute values of the residuals instead of RSŜ
The LAD estimator in linear regression and the LAD-Lasso estimator are both resistant to outliers or heavy-tailed errors; however, the LAD estimator is not robust to observations with unusual predictor values (Giloni et al., 2006) . Then he proposed a weighted LAD estimator in linear regression.
To alleviate the sensitivity to leverage points we consider a robust version of the Lasso estimator
where the weight w i depends on the space of predictors. Giloni et al. (2006) suggested that the weight w i was taken to be inversely proportional to the distance from the clean subset. We adopt the weight
where χ 2 q,0.05 is the upper 5% critical value of a chi-squared distribution with q degrees of freedom and RD 2 i is a robust version of the Mahalanobis distance that can be written by ( et al., 2003) . Hereμ andΣ are a robust estimator of the mean vector and the covariance matrix for the predictors x 1 , . . . , x n , respectively (Rousseeuw and Zomeren, 1990) . The weighted LAD estimator will not be seriously influenced by leverage points, because the weights for them are alleviated as the value of the robust distance RD i increases. The resulting estimator in (2.5) provides a sparse representation of a regression model and is also reliable to outliers or leverage points.
We can easily find the weighted LAD-Lasso in (2.5). We reformulate the data set {(y *
where e j is the unit vector having 0 except the j th element one (Wang et al., 2007) . Then the weighted LAD-Lasso estimator can be written bŷ
Consequently, we can use a standard LAD program (the function rq in R program) without computation effort.
Statistical properties
Under mild conditions on the errors and the predictor variables in (2.1) (See assumptions A and B in Wang et al. (2007) ), the weighted LAD-Lasso estimator in (2.6) yields the statistical properties as the √ n-consistency and the sparsity. The properties of the LAD-Lasso estimator can be preserved, because the weighted LAD-Lasso estimator can be modeled byỹ i =x T . Furthermore let a n = max{λ j |β j 0} and b n = min{λ j |β j = 0}. The theorem in Wang et al. (2007) implies that the LAD-Lasso estimator has the same asymptotic distribution as the LAD estimator obtained under the true model. Therefore, Theorem 1 in Giloni et al. (2006) yields the following theorem. 
is the density function of ϵ i .
Tuning parameter
To find a good tuning parameters is an important issue in penalized estimation methods. The values of tuning parameters can be chosen by optimizing the performance via cross-validation and generalized cross validation (Fan and Li, 2001 ). Zou (2006) in the model (2.3) used the tuning parameters by the reciprocal of the absolute value of the OLS estimate. Wang et al. (2007) used the tuning parameter by minimizing a BIC-type objective function. The tuning parameter can be obtained bŷ
whereβ j is the unpenalized LAD estimate for β j in the regression model (2.1). We use the tuning parameter (2.7) whereβ j is the unpenalized weighted LAD estimate.
Simulation
In this section we conducted simulation in various situations to show the effectiveness of the weighted LAD-Lasso estimate which is resistant to heavy-tailed errors, outliers, or leverage points. We numerically compare the proposed method with the LAD-Lasso estimate, the adaptive Lasso estimate, and the best subset selection. All simulations are carried out using R codes. We consider the model
where β = (3, 1.5, 0, 0, 2, 0, 0, 0) T and ϵ is generated from a heavy-tailed distribution. The component of x is a multivariate normal with mean 0 and the correlation ρ i j between x i and x j , where ρ i j = 0.5 |i− j| . We considered three types of error distributions: the standard normal, the standard double exponential and t distribution with 3 degrees of freedom (t 3 ). Two different values for σ are tested for 1 and √ 3. The sample sizes are considered by n = 50, 100 and 200. The considered model is used in Tibshirani (1996) and Fan and Li (2001) . We also consider the contaminated data with leverage points about 20% to show the robustness of the proposed estimator to leverage points.
Our simulation data consist of a training set and an independent test set. The regression coefficients in (2.1) are estimated for training data only, and the test error on the test data set is computed (where the sample size of a test data set is 1000). For each case, 100 simulation replications are carried out to evaluate the performance of the weighted LAD-Lasso estimate. The simulation results are summarized in Tables 1-4 that include the column labeled "Correct" presents the average number of correctly estimated zeros, and the column labeled "Incorrect" means the average number of coefficients erroneously set to zero in the same manner as done by Tibshirani (1996) and Wang et al. (2007) . In addition, Tables 1-4 include the average of the mean absolute deviations(AMAD) evaluated on the test data set. The number in the parenthesis is the sample standard deviation.
The simulation results for t 3 errors with no leverage points is summarized in Table 1 . It can be seen that the performance of the weighted LAD-Lasso (wlad-lasso) is similar to that of the LADLasso (lad-lasso), because the weights w i for the predictors may become 1 when the data set does not have leverage points. Even though the adaptive Lasso (alasso) is very efficient in respect to model complexity, the AMAD values of the adaptive Lasso are larger than them of the weighted LAD-Lasso and the LAD-lasso. In addition, the AMAD values of the weighted LAD-Lasso draw closer to the optimal AMAD values (oracle) as the sample size becomes larger regardless of the spread of the errors. The results on the correct number of zeros implies that the estimation methods based on the least absolute deviation errors are inclined to demonstrate overfitting effects and that the adaptive lasso is the best estimation on variable selection procedures with a little bit of underfitting effects. As expected the standard deviation of the AMAD values become larger when σ becomes larger. We next conducted the simulation for three types of errors with 20% leverage points. The results for σ = 1 and √ 3 are similar. We summarized the results in Tables 2 and 4 for only σ = √ 3, because the data for √ 3 are much contaminated by regression outliers or leverage points. Table 2 summarizes the simulation results for the standard normal errors and 20% leverage points. Seeing "Correct" term implies that in model complexity the weighted LAD-lasso and the adaptive Lasso are comparable when the sample size is small. However, the weighted LAD-lasso method is better than the adaptive Lasso method as the sample size increases. If we only consider the model complexity, the LAD-lasso is the worst sparse estimation among three estimations. The adaptive lasso demonstrates underfitting effects in the sample size 50, because the average number of incorrect zeros is 1.44 in Table 2 . Even though the weighted LAD-Lasso has underfitting effects in small sample size which is the smallest effects among three methods, the effect disappears when the sample size becomes larger. Table 2 shows that in model error the weighted LAD-Lasso is the most efficient estimation regardless of the spread of errors and the sample size, since we considered the estimation method reducing the influence of leverage points. Table 3 presents the simulation results for the standard double exponential errors and 20% leverage points are summarized. In addition, Table 4 considers the t 3 errors and 20% leverage points. The results are similar to Table 2 . Thus, the weighted LAD-Lasso performs amazingly well for thin-or thick-tailed errors even when the predictor variables have leverage points. Tables 1 to 4 shows that the weighted LAD-Lasso is very robust to heavy-tailed errors and leverage points. Especially the weighted LAD-Lasso presents high prediction accuracy among compared estimators. When the data with large sample size have leverage points, the weighted LAD-Lasso provides a sparse model rather than the adaptive Lasso. Thus, the weighted LAD-Lasso is a best estimator in the sense of prediction accuracy and model complexity.
Concluding Remarks
In this paper we proposed a robust estimator based on a weighted least absolute deviation criterion with penalizing the l 1 norm of regression coefficients. We show good performance from simulation under various situations by combining the tail shape of errors, the strength of spread of errors and leverage points. Especially the proposed estimator is very robust to the contaminated data by heavy tailed errors, outliers, or leverage points.
