[1] A single-well injection-withdrawal (SWIW) bromide tracer test was conducted to further investigate transport processes at the Macrodispersion Experiment (MADE) site on Columbus Air Force Base in Mississippi. The bromide breakthrough curve is highly asymmetric and exhibits an early time high-concentration peak followed by an extended period of low-concentration tailing. Comparisons of results simulated by advection-dispersion (AD) and dual-domain mass transfer (DDMT) models with the field data show that the DDMT model more accurately represents the magnitudes of both the early high-concentration peak and the later low-concentration tail. For both the AD and DDMT models, the match with field data is enhanced by incorporating hydraulic conductivity information from new direct-push profiling methods. The Akaike information criterion for the DDMT models is much smaller than that for the AD models in both the homogeneous and heterogeneous cases investigated in this work. The improved match of the DDMT model with the SWIW test data supports the hypothesis of mass transfer processes occurring at this highly heterogeneous site. 
Introduction
[2] Over the past two decades, the Macrodispersion Experiment (MADE) site on Columbus Air Force Base in Mississippi has been the location of a series of large-scale tracer tests directed at developing a better understanding of solute transport processes in a highly heterogeneous fluvial aquifer [Zheng, 2006] . Researchers have proposed various theories and models to explain the observed tracer behavior at the MADE site [Berkowitz and Scher, 1998; Eggleston and Rojstaczer, 1998; Zheng and Jiao, 1998; Benson et al., 2001; Feehley et al., 2000; Harvey and Gorelick, 2000; Julian et al., 2001; Barlebo et al., 2004; Salamon et al., 2007; Liu et al., 2008; Zhang and Benson, 2008; Llopis-Alberta and Capilla, 2009] . Previous studies have shown that the classical macrodispersion model based on flowmeter hydraulic conductivity (K) measurements cannot capture the major plume characteristics, indicating that solute spreading at the MADE site is most likely controlled by ratelimited mass transfer and not macrodispersion [Feehley et al., 2000; Harvey and Gorelick, 2000; Julian et al., 2001] . Barlebo et al. [2004] , however, considered the possibility that the flowmeter K measurements contain systematic errors, so they represented the K field using eight uniform zones whose values were estimated through inverse modeling of the measured hydraulic heads and concentrations. Barlebo et al. [2004] and Hill et al. [2006] argued that the macrodispersion model is capable of reproducing the basic transport behavior at the site on the basis of these calibrated K values. Molz et al. [2006] disagreed, pointing out that the calibrated K values of Barlebo et al. [2004] appear too high compared with prior pumping test values and that the model of Barlebo et al. [2004] underpredicts the peak tracer concentration by a factor of 8.
[3] To better understand the transport process at the MADE site, we conducted a single-well injection-withdrawal (SWIW) tracer test (referred to as MADE-4). Unlike the previous largescale tracer experiments [Boggs et al., , 1993 , we focused on the effects of small-scale (less than a few meters) mass transfer features, as numerous studies have suggested such features play a critical role in controlling solute transport at the site [e.g., Berkowitz and Scher, 1998; Feehley et al., 2000; Harvey and Gorelick, 2000; Zheng and Gorelick, 2003; Liu et al., 2004] . The SWIW tracer test, sometimes referred to as a push-pull test, involves injecting and withdrawing a tracer at the same well. A resting period occurs between injection and withdrawal to allow the tracer to move into lower K materials. SWIW tests at other sites have been used extensively to determine biochemical properties [e.g., Istok et al., 1997] , dispersivities [e.g., Güven et al., 1985] 
Experimental Setup and Data
[4] The SWIW test well is located ∼172 m NNW of the source injection wells used in the 1992-93 tracer experiments (Figure 1 ). The well was drilled in 2004 using the mud rotary method. The well is 0.1 m in diameter and 9.75 m deep, with a screened interval 3.66-9.75 m below land surface and a filter pack consisting of commercial well-sorted medium sands. The shallow unconfined aquifer at the site is composed of unconsolidated Pleistocene fluvial terrace deposits that are associated with the nearby Tombigbee and Buttahatchee Rivers (Figure 1 ). Hydrogeological and geophysical surveys [Bowling et al., 2005] indicate that the major aquifer unit consists of poorly to wellsorted sand and gravel with small amounts of silt and clay. The conductive 6.10-7.62 m thick sand-gravel facies is overlain by ∼3 m of clay-rich channel deposits and underlain by fine-grained sands and a clay aquitard of the marine Eutaw formation. Unlike relatively homogeneous field sites, such as those at Borden, Ontario [Sudicky, 1986] and Cape Cod, Massachusetts [LeBlanc et al., 1991] , the aquifer at the MADE site is highly heterogeneous at a multiplicity of scales .
[5] In the SWIW experiment, bromide was used as the conservative tracer. A bromide solution was prepared on site by mixing 1.5 m 3 of extracted groundwater with 1.923 kg of NaBr, yielding a bromide concentration of ∼1000 mg/L. A preliminary calculation indicated a relative density of 0.0013 between the bromide source solution and the background groundwater (relative density is defined as the density difference between the bromide solution and native groundwater divided by the density of native groundwater). Given that the average hydraulic gradient is about 0.003 at the site, and the local gradient induced by injection and withdrawal during this test was much larger, density effects Figure 1 . Location of the SWIW test site. The SWIW well is situated 172 m NNW of the source injection wells used in the previous Macrodispersion tracer experiments . The top inset map shows the location of six direct-push profiles in the vicinity of the SWIW well [Liu et al., 2009] .
were deemed to be insignificant during the tracer test [Barth et al., 2001] .
[6] The SWIW field experiment can be divided into the following five successive steps: (1) Native water (i.e., site water without tracer) injection for 2.25 h at a rate of 8.18 m 3 /d to establish a quasi-steady flow field prior to tracer injection, (2) uniform injection of 1.4 m 3 of bromide solution for 4.1 h at a rate of 8.18 m 3 /d, (3) native water injection at 8.18 m 3 /d for 24.5 h to push the bromide tracer away from the well, (4) a well shut-in period of 18.7 h to allow bromide to move into lower K materials, and (5) withdrawal of groundwater at 7.90 m 3 /d for 410.3 h while collecting water samples in 60 mL Nalgene vials. The withdrawn water was temporarily stored in two 75.7 m 3 storage tanks during the tracer recovery stage (step 5). The vials of tracer samples were placed in ice coolers and transported to the lab where bromide concentrations were measured using ion chromatography (IC) in an ion exchange column. For IC analysis, each sample was subdivided into 5.6 mL analysis vials and loaded onto an autosampler (Dionex ASM-3). Each injection by the autosampler took 2.5 mL of the solution so duplicates of each sample could be obtained for quality control. Bromide concentrations were determined with a Dionex High Performance Ion Chromatograph (Model DX600, Dionex Corp., Sunnyvale, California) equipped with a conductivity detector (Dionex CD25) connected to the autosampler. The column used for the analysis was a Dionex AS14A AnionExchange Column (7 mm; 4 × 250 mm; Dionex Corp.), which separates anions by their exchange capacity. Br-was exchanged for hydrogen and the conductivity detector recorded the signal. The lower detection limit was approximately 0.1 mg/L and the coefficient of variation was less than 10% for all measured samples. No bromide was detected in the native groundwater before tracer injection.
[7] Figure 2 shows the bromide tracer concentrations from the SWIW test. Tracer samples (marked by crosses) were collected much more frequently in the earlier period of the test so that the behavior during the high concentration period could be characterized accurately. The bromide breakthrough curve is asymmetric and displays an early time peak followed by an extended period of low-concentration tailing. The peak concentration occurred 35.5 h after withdrawal began. The total observed mass recovery was calculated to be 78.4%, which is comparable with reported recoveries from other SWIW tests [e.g., Meigs and Beauheim, 2001] .
Simulation Analysis

Governing Equations
[8] A major goal of the SWIW field experiment was to evaluate the efficacy of different models to represent solute transport processes at this location on the heterogeneous MADE site. For this initial analysis, we compare the classical advection-dispersion (AD) and dual-domain mass transfer (DDMT) models and evaluate their relative ability to reproduce the observed SWIW tracer-test data.
[9] The 3-D governing equation for flow through porous media is given as [Bear, 1972] r Á KðxÞrhðx; tÞ
where h is hydraulic head, K is hydraulic conductivity, q s is a fluid sink-source term, S s is specific storage, x is the Figure 2 . Simulated results for the AD and DDMT models along with the observed data from the SWIW field experiment. Inset shows plots in log-log format. The AD models overshoot the late-time low-concentration tail. The DDMT models better reproduce the magnitudes of both the early peak and late tail.
spatial Cartesian coordinate vector (x, y, z), t is time, and r is the gradient operator given by (∂/∂x, ∂/∂y, ∂/∂z).
[10] The transport of a conservative solute in 3-D groundwater flow subject to advection, dispersion, rate-limited mass transfer and a fluid sink or source can be written as [Feehley et al., 2000] 
where C m and n m are the concentration and porosity in the mobile domain, C im and n im are the concentration and porosity in the immobile domain, C s is the concentration of the fluid source-sink flux q s , D is the hydrodynamic dispersion tensor [Burnett and Frind, 1987] , q are the components of the specific discharge vector whose values are calculated from the solution of (1), and x is the first-order mass transfer rate coefficient between the mobile and immobile fluid domains. The mass transfer process between the mobile and immobile domains is approximated by a single-rate, linear non-equilibrium model. As shown by Liu et al. [2007] , the bulk mass transfer rate coefficient x is controlled by both diffusion and slow advection between the mobile and immobile domains. In the AD approach, where there is no separation of distinct mobile and immobile zones, C im and n im are zero and (2b) does not exist. In the DDMT model, (2a) and (2b) are solved simultaneously to represent a porous medium consisting of mobile and immobile domains where (2a) describes the advective and dispersive processes in the mobile domain and (2b) describes the mass exchange into or out of the mobile domain.
Numerical Model
[11] To model the SWIW field tracer experiment, (1) and (2) were solved numerically in a 3-D domain 158 m long by 158 m wide by 7.62 m thick centered on the test well using the flow and transport codes MODFLOW-2000 [Harbaugh et al., 2000] and MT3DMS [Zheng and Wang, 1999] , respectively. The simulation domain was discretized into 201 columns, 201 rows and 25 layers. All layers were of uniform thickness (0.305 m). Within each layer, a horizontal grid spacing of 0.305 m by 0.305 m was used in the vicinity of the test well and the spacing gradually expanded away from the well. Hydraulic boundary conditions are zero gradient across the top and bottom, and constant head (7.47 m above horizontal aquifer bottom) on the four lateral boundaries, which are each ∼79 m from the test well. The specific yield of the sand-gravel facies in the test area was determined to be 0.1 . The confined storage coefficient is estimated to be 1.0 × 10 −5 . Initial simulations indicated that the ambient average hydraulic gradient of ∼0.003, which was small compared to the local gradient created by the SWIW test, had a minimal effect during the tracer test. As a result, the ambient gradient is neglected in the following simulation analysis.
[12] Two different hydraulic conductivity configurations were explored: (1) A homogenous case in which the K was assigned a constant value of 5.27 m/d on the basis of a pumping test conducted at the test well, and (2) a zonal heterogeneous case in which three different K zones were used in an effort to further improve the match to the arrival time of the concentration peak (Figure 3) .
[13] A molecular diffusion coefficient of 8.0 × 10 −5 m 2 /d was used for bromide in the transport simulations [Harvey and Gorelick, 2000] . The longitudinal dispersivity value was calibrated by matching to the concentration data. The transverse and vertical dispersivities were fixed at 0.01 and 0.001, respectively, of the longitudinal dispersivity estimate on the basis of previous studies [Feehley et al., 2000] . The dispersivities are assumed not to be changing with time during a simulation.
[14] In the AD model, only a single porosity is used. This porosity has been commonly referred to as "effective porosity," which is often a fitting parameter used to account for dual-porosity effects in a single-porosity context [Zheng and Bennett, 2002] . In this study, we explored many effective porosity values for the AD model in an attempt to achieve the best match between the simulated and measured breakthrough curves. The results obtained using the AD model shown in Figure 2 are based on a porosity value of 0.044, which is also the calibrated value of the mobile porosity in the DDMT model. Additional simulations (not reported here) showed that the overall AD model match was not improved when using a different effective porosity value.
[15] Compared with the AD approach where the longitudinal dispersivity is the only parameter to calibrate, the DDMT model requires two additional parameters, the mass transfer rate coefficient, x, and the mobile porosity ratio, F = n m /(n m + n im ). Here (n m + n im ) is the total porosity and set equal to 0.35 based on core measurements and the possibility of consolidation during handling of core samples Adams and Gelhar, 1992] . The mobile and immobile porosities are then calculated as n m = 0.35 × F and n im = 0.35 × (1 − F), respectively. In the DDMT model, F, x and the longitudinal dispersivity were all adjusted to match the concentration data from the SWIW experiment.
[16] The SWIW test well is at the center of the model domain with the screen extending over layers 1-20 and the pumping/injection rate proportionally distributed according to the K value of each layer intersecting the screen (all layers have uniform thickness). In accordance with the SWIW field procedure, five stress periods were used in the flow and transport simulations. The first three stress periods consisted of 2.25 h of native water injection, 4.1 h of 1000 mg/L tracer injection, and 24.5 h of native water injection, all with a constant injection rate of 8.18 m 3 /d. The fourth stress period was a shut-in (no injection or withdrawal) period of 18.7 h. The fifth stress period consisted of the continuous withdrawal of tracer water at 7.90 m 3 /d for 410.3 h. In the first three stress periods, flow from the well into the aquifer occurred through the entire screened interval, i.e., all 20 model layers that intersect the well screen. In the fifth stress period, however, because of the drawdown at the well, the effective screen length is reduced to 4.57 m, extending from layer 6 to 20. The first three stress periods are approximated as steady state in the flow model (i.e., ∂h/∂t = 0 in equation (1)) because field measurements indicated that hydraulic heads became stable during the native water injection in the first period, and the actual tracer solution was not introduced until the second period when the flow field was quasi-steady. Transient flow was simulated during the fourth and fifth periods to represent the water table decline after injection was shut off and withdrawal began.
Comparative Model Evaluation Criteria
[17] Visual and statistical comparisons are made between the model simulations of bromide concentrations and the concentration data from the SWIW field test. Because we are interested in the transport behavior through the entire experiment, the logarithms of concentrations are used in the comparison so that the late-time low-concentration tail is given as much weight as the early high-concentration peak. This is particularly pertinent at the MADE site where the extensive low-concentration plume front has proven to be a key feature in previous studies [Berkowitz and Scher, 1998; Benson et al., 2001; Feehley et al., 2000; Harvey and Gorelick, 2000] .
[18] To assess the relative importance of transport processes (e.g., dispersion versus rate-limited mass transfer), we used both visual comparison of plots and a quantitative comparison based on the Akaike information criterion (AIC) [Burnham and Anderson, 2004] :
where k is the number of parameters to be adjusted in the transport model (one in the AD model and three in the DDMT model), N is the number of bromide measurements (204, all samples shown in Figure 2 included in computing AIC), and RSS is sum of squares of residuals between ln simulated and ln observed relative concentrations:
where C(1, i) is the simulated bromide concentration at the pumping well during the recovery stage; C(2, i) is the observed bromide concentration at the pumping well during the recovery stage; i is the time at which the tracer concentration is observed in the SWIW test; and C 0 is the bromide source concentration (1000 mg/L). Note that the AIC not only measures the goodness of fit between the simulated and Figure 3 . Schematic of the three-zone heterogeneous K field that is based on a series of direct-push K profiles obtained in the vicinity of the test well [Liu et al., 2009] : (a) map view, (b) cross section of K, and (c) direct-push K profiles. The location of the direct-push profiles is in Figure 1 . The K in the lower part of the aquifer is set one order of magnitude smaller than the value used in the homogeneous case, while there is a local wedge-shaped high-K zone in the upper part of the aquifer as indicated by the shaded area in Figure 3c . Dashed lines in Figure 3c indicate zones where K exceeds 10 m/d. Note that the water level in the well rose above the top of the screen during injection and quickly dropped 1.5 m after pumping started (pumping and static levels marked in Figure 3b ). Diagrams are not to scale.
observed concentrations, but also takes into account model complexity through a penalty term for the number of adjustable parameters. When the calculated AIC for a model is smaller, that model is considered to be a more appropriate representation of tracer transport during our SWIW field experiment.
Results and Discussion
Homogenous K
[19] Figure 2 shows the results of the AD and DDMT modeling analyses in which hydraulic conductivity is assumed homogenous. The calibrated model parameter values are listed in Table 1 . The calibrated longitudinal dispersivity value was smaller in the DDMT model than in the AD model, indicating that the role of dispersion is reduced after the mass transfer process is incorporated. The simulated radius of tracer movement from the pumping well (assuming a detection concentration limit of 0.1 mg/L) was 7.9 m in the DDMT model and 10.1 m in the AD model. It is noteworthy that the simulated tracer movement for the AD model is based on a porosity value of 0.044, the same as the mobile porosity for the DDMT model. Using different porosity values for the AD model affects the tracer movement (as the effective pore water velocity will change), but does not improve the match with the observed breakthrough data at the well. This is because when K is homogenous, tracer movement during the SWIW test is balanced out between the injection and withdrawal phases (tracer going out quicker will come back to the well quicker). Additional simulations indicated that both the AD and DDMT model results were not affected by changing the effective K value, as simulated tracer movement was determined by the injection/withdrawal rates that remained constant in the field.
[20] To evaluate the sensitivity of results to estimates of different model parameters, we compute the sensitivity of breakthrough concentrations with respect to each parameter p:
where ∂p is the small perturbation around the calibrated parameter valuep and ∂ln(C i /C 0 ) is the change in the ln model-simulated breakthrough concentration (normalized by source concentration) at observation time i. Table 2 lists the relative sensitivities of different parameters (dimensionless) in the AD and DDMT models computed using the parameter estimation package, PEST [Doherty, 2004] . Table 2 indicates that in the DDMT model, the simulated breakthrough concentrations are least sensitive to the mobile porosity ratio.
[21] Figure 2 indicates that while the AD model successfully reproduces the magnitudes of high concentrations in the early part of the bromide breakthrough curve in the homogeneous case, it significantly overshoots the lowconcentration tail at late times. The DDMT model, on the other hand, provides a closer match to both the magnitudes of the early high-concentration peak and the late lowconcentration tail. The simulated mass recovery is 95.4% in the AD model, as compared to 68.6% in the DDMT model, indicating that the simulated tail in the AD model would quickly diminish if pumping were to have continued as most mass was already recovered at the end of the simulation. The mass recovery in the DDMT model is closer to that observed in the field (78.4%), so the simulated tail in the DDMT model would be maintained for a period of time if pumping were to have continued. The calculated AIC for the DDMT model is −527, significantly smaller than −283 in the AD model, suggesting that rate-limited mass transfer is playing an important role at the MADE site.
[22] There is a large mismatch between the peak arrival time of the observations and that calculated by the AD and DDMT models in the homogeneous case. The observed peak concentration arrived ∼35.5 h after the start of the tracer recovery, but the simulated concentration peaks occur after only 11.4 and 14.6 h in the AD and DDMT models, respectively. In the following section, we consider a zonal K field, coupled with drawdown in the SWIW well, as a plausible explanation for the later peak arrival time observed in the field.
Zonal K
[23] Figure 3 shows the schematic diagram of a simple zonal heterogeneous hydraulic conductivity field that was used in an effort to further improve the match between the observed and simulated arrival times of peak concentrations. This zonal arrangement was based on the results from a series of direct-push K profiles obtained in the vicinity of the test well [Liu et al., 2009] , shown in Figure 3c . The K in the lower part of the aquifer was set one order of magnitude smaller than the K used in the homogenous simulations. In addition, there is a wedge-shaped high-K zone in the upper part of the aquifer with the K value set 30 times higher than that used in the homogenous simulations. This high-K wedge, which was observed on the direct-push profiles, pinches out near the top of the well screen and thickens away from the well (Figure 3b ). The high-K pattern identified here is assumed to be a localized feature that exists only in the immediate vicinity of the SWIW well. The zonal K values, which are consistent with the direct-push profiles (Figure 3c ), were determined through preliminary simulations by matching the observed peak arrival time.
[24] During tracer injection, the flow rate into each layer was proportional to the K value of that layer. Thus, a significant amount of mass was introduced into the local high-K layer intersecting the top portion of the screened interval and transported into the nearby high-K zone to the southeast. During pumping, however, there was a rapid 1.5 m drawdown in the well so the high-K zone became disconnected from the well (Figure 3b ). As a result, different flow pathways were experienced by the tracer mass in the high-K zone between the injection and recovery stages. This likely caused the delay in the peak arrival time that could not be accounted for by the homogeneous models. It should be emphasized that the three-zone K structure represents merely one of many possible scenarios that could be used to investigate the impacts of heterogeneity on tracer peak arrival time observed in our experiment, but it is consistent with the results of high-resolution direct-push profiling at the site [Liu et al., 2009] .
[25] Figure 2 displays the results of the AD and DDMT modeling analyses after the three-zone K field is incorporated. Clearly, the peak arrival time is now represented much better by the DDMT model. The peak arrival time of the AD model also improves, but to a lesser degree. Note that in the DDMT model, the differences in simulation results between the homogeneous-and zonal-K cases mainly occur during the early part of the breakthrough curve. The simulated tails are relatively unaffected by the change in the K structure. The simulated mass recovery is 96.6% in the AD model, as compared to 71.2% in the DDMT model. The simulated tracer movement in the direction of the high-K zone is 12.5 and 14.6 m in the DDMT and AD models, respectively. Compared to those in the homogeneous case, the dispersivity values decrease in both the AD and DDMT models when heterogeneity in K is taken into account (Table 1 ). The DDMT model-specific parameter estimates, on the other hand, do not change between the homogenous-and zonal-K cases. This indicates that while the peak arrival time appears to be controlled by the K pattern shown in Figure 3 , the late-time behavior of the breakthrough curve is primarily controlled by smaller-scale mass transfer processes. Consistent with that idea is the fact that in the zonal-K case, the AD model can simulate the peak concentration, but greatly overshoots the low-concentration tail. By contrast, the DDMT model is able to reasonably represent both parts of the concentration breakthrough curve. The calculated AIC for the DDMT model is −589, much lower than the −294 in the AD model. The improved match of the DDMT model with the SWIW data in both the homogeneous and zonal-K cases suggests the likely occurrence of mass transfer processes at the MADE site.
Summary and Conclusions
[26] A SWIW bromide tracer test (MADE-4) conducted at the MADE site provides additional evidence of ratelimited mass transfer in highly heterogeneous media. Unlike the previous large-scale tracer experiments [Boggs et al., , 1993 Zheng, 2006] , the scale of this new test is relatively small as we focus on the small-scale mass transfer features that are believed to exert a critical role in controlling solute spreading behavior at the site [Berkowitz and Scher, 1998; Feehley et al., 2000; Harvey and Gorelick, 2000; Julian et al., 2001; Zheng and Gorelick, 2003; Liu et al., 2004] . The bromide breakthrough curve from the SWIW experiment is asymmetric and shows an early time peak followed by an extended period of low-concentration tailing.
[27] By comparing the AD and DDMT models to the field data, our results indicate that the AD model can reproduce the magnitudes of high concentrations in the early part of the bromide breakthrough curve, but it significantly overshoots the low-concentration tail at late times. The DDMT model provides a more accurate representation of the magnitudes of both the early high-concentration peak and the late lowconcentration tail. The observed peak arrival time could not be reproduced by the AD and DDMT models when the hydraulic conductivity field is considered to be homogenous. A three-zone K structure, which was based on the results of high-resolution direct-push profiling [Liu et al., 2009] , was found to significantly improve the match between the observed and simulated peak arrival times. The AIC calculated for the DDMT model is smaller than that for the AD model in both the homogeneous and zonal-K cases examined here, demonstrating that the DDMT model is more appropriate than the AD model for representing the tracer behavior observed in our field test. The improved match of the DDMT model with the SWIW data suggests the possibility of mass transfer processes at the MADE site.
