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1. INTRODUCTION 
In a recent paper [2], Grimmer gave sufficient conditions for the oscillation 
of all nontrivial solutions of the even order differential equation 
yen, + f(C Y) = 0 (n even). (1) 
The results of this paper concern the oscillation of solutions of the corre- 
sponding forced equation 
(n even), (2) 
and are, for the most part, analogies of Grimmer’s results for the superlinear 
and linear cases. 
The topic of oscillation of solutions of forced equations has been considered 
in a number of papers. Those by Kartsatos [5, 61, and Kartsatos and 
Manougian [7] are particularly significant for the purposes of this paper. 
Others that concern forced ordinary differential equations are [3, 4, 8, 12-13, 
141, while [I, 7, lo] consider equations involving a delay. 
In the equations considered by most of the papers cited, it is assumed that 
the time-space variables are separable, as is exemplified in the case of 
a+“) + P(t)F(x) = Q(t). 
However, this hypothesis will not be required in the main theorems of this 
paper, and so, these results may generalize previous ones. For instance, 
Theorems 4 and 5 can be used to extend Theorem 3 and its corollary in [5]. 
However, it should be noted that this paper considers only even order 
equations while others derive results for both even and odd order equations 
[6, 7, 101. 
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2. BASIC HYPOTHESES, AND CONTINUATION OF 
NONOSCILLATORY SOLUTIONS 
To apply the method developed in [2] to Eq. (2), a technique used in 
[5-71 is employed to change (2) into an equation in the form of (1). In accor- 
dance with this scheme, the following conditions regarding the functions 
f(t, X) and Q(t) will b e assumed for the remainder of this paper: 
f(t, x) is a real valued function that is continuous for all t 2 0, 
x E R, nondecreasing in x for every fixed t, and satisfies xf(t, x) > 0 
for all x # 0, (3) 
and 
Q(t) is continuous for t > 0, and there is a bounded function r(t) in 
P[O, co) such that @j(t) = Q(t) for all t > 0. (4) 
The function r(t) is assumed to be bounded since many of the results become 
meaningless if this is not true. 
Equation (2) will be studied for the forcing term Q(t) whose nth primitive, 
r(t), is included in one of the two general cases: 
(I) r(t) oscillates strongly in the sense that r(t) has both positive and 
negative values on any positive half line 
(II) r(t) is eventually nonnegative or nonpositive (of one sign). 
Although these will be treated separately, it will be seen (e.g., Theorems 4, 5 
and 7) that various conditions on r(t) yield similar conclusions on the oscilla- 
tory behavior of solutions of (2). 
A solution of a differential equation is oscillatory if it has no last zero, and 
otherwise, is said to be nonoscillatory. This definition allows for oscillatory 
solutions that escape in a finite time. (See [2] for comments.) 
However, this is not possible for nonoscillatory solutions of (2). To see 
this, let x(t, t, , x0), x,, > 0, be a positive solution of (2), and assume x(t) 
is defined on [to , T). Then from (2) 
x(“)(t) < / Q(t)i < M for t, < t < T 
and integrating from t, to t n-times implies 
0 < x(t) < P(t), where P(t) is a polynomial in t. 
Therefore, x(t) is bounded on [to, T). In fact, all its derivatives xfR)(t), 
1 < k ,( n, are bounded. This follows by (n - k) integrations of (2) if it is 
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known that P)(t) is bounded above and below. But that can be concluded 
from the inequality 
and the fact that x(t) is known to be bounded. Now, viewing (2) as a system 
x’ = F(t, X), and noting that the vector solution associated with the scalar 
solution x(t) has a finite escape time T if and only if lim 1 X(t)1 = co as 
t + T-, it is seen from the above conclusions that x(t) cannot escape at time T. 
Since T was arbitrary, this proves that x(t) does not have a finite escape time. 
3. MAIN RESULTS: CASE (I) 
It is assumed in the succeeding discussion that r(t) is strongly oscillatory in 
the sense of (I). Let x(t) be a nonoscillatory solution of (2). We assume that 
x(t) is positive for t 3 t, > 0, since the case x(t) < 0 can be dealt with in a 
similar fashion. Using the nth primitive r(t) of Q(t), (2) may be written as 
y’“‘(t) +f(t,Y(t) + r(t)> = 0, 
y(t) = x(t) - y(t). 
(5) 
It follows from (5), the hypothesis that x(t) is positive, and from (3) that y(t) 
is defined on [to , co) and satisfies 
y’%‘(t) < 0 for all t 3 t, . (6) 
The first lemma is an analog of a result due to Kiguradze in [9]. Also, see 
[2, Lemma 11. 
LEMMA 1. Iffx(t) is a positive (negative) solution of (2) for t > t,, , then there 
is a t, 3 t, fOY which y(t) = x(t) - r(t) is e sozz4tion of (5) for t > t, ) that is 
positive (negative) for all t > t, . Also, there is an odd integer 1, 1 < 1 < 
n - 1, such that for all t 3 t, the following hold, 
y(k)(t) > 0 ( y(‘d)(t) < 0) for k = 0, l,..., I (4 
(-l)k+ly(“‘(t) > 0 ((-l)“‘ly’“‘(t) < 0) for K = I + I,..., n. (B) 
Proof. The solution x(t, t, , x,,) is defined on [to , co) and so y(t) is defined 
for all t > t, . Let x(t) be positive for t > t,, . Then by (I), it is impossible for 
y(t) to be negative for all time t. Furthermore, two consecutive derivatives of 
y(t) cannot be simultaneously negative for any large t since this implies 
y(t) --f - co as t --f co. Therefore, from (6), the signs of the derivatives 
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p, , y(+l’,..., alternate until two consecutive derivatives are eventually 
positive, and then all lower derivatives eventually become positive. Since only 
the even order derivatives may be negative, 1 must be an odd integer 3 1. 
Therefore y’(t) is positive for all large t. Since y(t) must be positive at some 
. . 
t, , it remains positive for t 3 t, , p roving the lemma for x(t) positive. The 
case of x(t) < 0 for t > t, is similar, and the proof is omitted. 
THEOREM 1. If y(t) is a nonoscillatory solution of (5) that corresponds to 
the nonoscillatory solution x( t, t,,. , x0) of (2), then there is a t, 3 t, such that 
for each t, 3 t, , 
I r(t)1 3 I u(t, t2 > r(t2NL t > t, . 
Here u(t, a, us) is the minimal (maximal) solution of 
24’ = (t - a)+-l f (t, 24 + r(t))/(n - I)!, 
where a > 0, and u,, > 0 (us < 0). 
u(a) = 110 cw 
Proof. If x(t) is positive for t 3 t, , then let t, be the value found in 
Lemma 1 so that the conclusions of Lemma 1 hold for t > t, . For each 
t, > t, , multiplying (5) by (t - t2)+-l/(n - l)! and integrating from t, to t 
yields 
n-1 
y(t) = y(t,) + c (-I)j+l (t - t,)j y’j’(t)ij! 
j=l 
+ ( ((s - t2Yf (s, y(s) + y(s))/(n - I)!) ds. (7) 
The summation term in (7) is nonnegative for t >, t, . This is the central 
point of the proof of [2, Theorem I], which follows by breaking the summation 
into the two sums: 
n-1 n-1 1-l 
;=;+7. 
Then condition (A) implies zy-’ is positive for t > t, , and if 1 > 1, it was 
proved in [2, Theorem I] that the second term is nonnegative for t > t, . 
Therefore, it follows from (7) that for t 3 t, , 
y(t) 2 y(t,) + Jt ((s - t2>f(sp~(s> + y(s>>/(n - l>!> ds. (8) 
t2 
From (3, the hypothesis that f(t, X) is nondecreasing in x, and the standard 
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comparison theorem for integral inequalities [ll, p. 3241, it follows from (8) 
that 
r(t) 2 44 5 7 Y(Q), (9) 
where u(t, t, , Y(Q) is the minimal solution of (Sltz) through (tz , I). The 
case for a negative solution x(t) of (2) is handled in a similar way. 
It is the scalar differential equation (Sl,) associated with the nth order 
equation (2) that will be appealed to for results. But first, we investigate a 
connection between the solutions of the forced scalar equation 
w’ = go, w) + 4(t), w(t,> = wo 3 (10) 
and the solutions of the unforced equation 
21’ = g(t, v), v(t,) = PI0 . (11) 
Assume that g(t, X) satisfies the same properties as f(t, X) in condition (3). 
Also assume there is a bounded r(t) E Cl[O, co) that satisfies (I), and for 
which 
r’(t) = 4(t) t 3 0. 
The course is to show that certain solutions of (10) will become infinite in 
finite time if it is known that all nontrivial solutions of the unforced equation 
(11) have finite escape time. This is stated in the next theorem. 
A functionf(t) has a finite escape time if there is a future time T for which 
If(t)\ -+ foe as t--t T-. 
THEOREM 2. If each solution of (11) with w. > 0 has a finite escape time, 
then each solution w(t, to , wo) of the nonhomogeneous equation (10) which 
satisfies 
wo > r(to) + -vo) (12) 
ha-s a finite escape time. Similarly, if every solution of (11) with v. < 0 hasjbite 
escape time, then so does each solution w(t, to , wo) of (10) that satis$es 
wo < r(to) - Wo)- 
Here L(t,) and M(t,) are defined in the following way. 
L(a) = sup {-r(s) : s > a}, 
M(a) = sup {T(s) : s > a}. 
Proof. Let w(t) = w(t, to, w,,) be a solution of (10). Setting 
u(t) = w(t) - r(t), 
(13) 
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then (10) may be written as 
u’ = g(t, u + y(t)) (14) 
Since g(t, x) is nondecreasing in X, u(t) satisfies 
u’ > g(t, u - -qt,)). (15) 
By a standard comparison theorem for differential inequalities [I 1, p. 151, 
it follows from (15) that for t 3 to 
u(t) - L(to) 3 w, u(to) -4to) = v(toh (16) 
where w(t) = o(t, to , VJ is the minimal solution of (11). Now if the solution 
w(t) has initial value w,, = w(t,) satisfying (12) then 
0 -=c wo - (r(4)) + L(to)) = u(to) -&I) = uo , 
implying by hypothesis that v(t, to , wo) tends to + co in finite time. Hence, 
since w(t) satisfies 
w(t) = u(t) + y(t) 3 u(t) --qt) > v(t), t B to > 
it follows that w(t) has finite escape time, proving the first part of the theorem. 
The second part follows in a similar way and its proof is omitted. 
The next theorem establishes upper (lower) bounds for positive (negative) 
nonoscillatory solutions of the .th order equation (2). 
THEOREM 3. Assume (3), (4), and (I) are valid, and that for any a > 0, 
no solution v(t, a, wo), w. # 0, of 
zl’ = (t - a)“-lf(t, 7l)/(n - I)!, V(U) = Q > (174 
can be continued to +oo. Then for each positive nonoscillatory solution x(t, to , 
x0) of (2), there is a t, 3 to such thatfor any t > t, , x(t) satisJes 
x(t) < y(t) +qq. (18) 
Similarly, if x(t, to , x0) is a negative solution of (2) then there is a t, such that 
for t >, t-2 , 
x(t) > y(t) - M(t). (19) 
Proof. The proof is for a positive solution x(t) of (2) the other case being 
similar. There is a t, > to for which Lemma 1, and hence, Theorem 1 hold 
for y(t) = x(t) - r(t). If the theorem is false, then for some T > t, , 
x(T) > y(T) +-WY. (20) 
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Since r(t) is a positive solution of (5) for t E [T, co) with initial value y(T) = 
x(T) - r(T) > L(T), then it follows by Theorem 1 that 
r(t) 3 4t, T, Y(T))> t > T, 
where u(t, T, y(T)) is the minimal solution of (Sir). Now setting w(t) = 
u(t) + r(t), (Sl,) may be written as 
w’(t) = (t - T)“-lf(t, w(t))/(n - I)! + y’(t), 
which is an equation in the form of (7) with initial value 
(21) 
w(T) = u(T) + r(T) > Y(T) +L(T). (22) 
The homogeneous scalar equation corresponding to (21) is the equation 
(17,). Therefore, under the hypotheses on (17,), and by (22) it follows from 
Theorem 2 that the solution w(t, T, w(T)) of (21) has finite escape time. But 
this implies x(t) has a finite escape time, since 
x(t) = r(t) + y(t) 2 u(t) + y(t) = w(t), 
contradicting the fact that x(t) can be continued to +CO. Thus, (20) cannot 
hold for any T > t, , proving the theorem. 
It is now possible to make qualitative statements on the behavior of the 
solutions of (2) for certain types of forcing function Q(t), stated here in terms 
of an nth-primitive r(t) of Q(t). 
First, consider the class of function Q(t), where Q(t) = yfn)(t) and r(t) 
satisfies the condition that 
there are sequences (s,}, {tm} with s, , t, -+ co as m -+ co, 
and such that Y(s,) = M,, , r(tm) = --L, where infs>, Y(S) = 
--L, , and SUP~>~ Y(S) = M, for all a > 0. (23) 
THEOREM 4. Let (3), (4) and (I) holdfoy (2), and assume thatfoy any a > 0, 
the solutions v(t, a, vO) of (1 7a) with v0 # 0 have Jinite escape times. Then, if 
y(t) satisfies (23), every solution x(t, to, x,-J, x0 # 0, of (2) osciZZutes in the sense 
that it has no last zero. 
Proof. Suppose not. Then x(t) is eventually of one sign, say x(t) > 0 for 
t > T. Choose T larger than the t, of Lemma 1 (and Theorem 3) so that 
y(t) > 0 for t > T. Then by Theorem 3, for t > T, 
x(t) < y(t) + L(t) = y(t) + LJ * 
However, by (23) there is an integer m such that t, 2 T and r(t,) = -Lo, 
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and it follows that x(tm) < y(t,J +L, = 0, a contradiction. Therefore, x(t) 
is oscillatory. 
Now consider the class of forcing functions for which lim r(t) = 0 as 
t -+ co. An example of a function in this class is Q(t) = e-t cos t for which 
r”(t) = Q(t) and r(t) = - i eet sin t. 
THEOREM 5. Let (3), (4) and (I) holdfor (2), and assume thatfor any a > 0, 
the solutions v(t, a, q,) of (17,) with v,, # 0 have jinite escape times. If 
limr(t) = 0 as t + co, then every nonzero solution x(t, t, , x,,) of (2) 
oscillates. 
Proof. Following the proof of Theorem 4, if eventually positive, x(t) 
satisfies 0 < x(t) < r(t) + L(t) for t 2 t, . The theorem follows from the 
fact that for a function r(t) satisfying (I) and with limit zero, there exists 
t’ > t, such that r(t’) + L(t’) = 0 implying that x(t’) < 0. This contradicts 
the choice oft, , proving the assertion. 
4. MAIN RESULTS: CASE (II) 
It is assumed here that r(t) is eventually of one sign. Although Lemma 1 is 
not proven in general for this case, its conclusions are valid for some subcases, 
and hence, so are the conclusions of Theorem 1. 
Let x(t) be a nonoscillatory solution of (2). There are four cases possible for 
x(t) when r(t) is eventually nonnegative. A similar analysis is possible when 
r(t) is eventually nonpositive, and it will not be included. Assume that for 
some t, > 0, 
r(t) > 0 for t 2 t, , then either 
II (i) x(t) > r(t), t > t, ; or 
II (ii) 0 < x(t) < r(t), t 3 t, ; or 
II (iii) x(t) 2 0 and x(t) - r(t) has a zero on any [T, ok), x # r; or 
II (iv) x(t) < 0, t 3 t,. 
Before proving a theorem analogous to Theorem 3, some preliminary 
comments are necessary. 
Case II (i). When x(t) > r(t) > 0 for t > t, , then y(t) > 0 and 
y(“)(t) < 0. Therefore, there is a t, , 0 > t for which the results of Lemma 1 are 
valid for t 3 t, , and the proof of Theorem 1 may be used to yield, for t, 2 t, , 
r(t) 3 44 t, > YW), t B t, > 
where u(t, t, , y(Q) is the minimal solution of (Slt2). 
(24) 
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Case II (iii). Ify(t) # 0 has a zero on each half line [T, co), then it follows 
by repeated use of Rolle’s theorem that every derivative of y(t) has infinitely 
many zeros on each half line. This is not possible since x(t) is assumed to be 
positive, implying by (3) that y(“)(t) < 0 for t 3 to . Thus, this case cannot 
occur. 
Case II (iv). When x(t) < 0 for t 3 t, , then y = x - Y is also negative 
while yen)(t) > 0 for t > t, . Thus, the results of Lemma 1 (fory < 0) hold 
for t > t, for some t, , and using the proof of Theorem 1, y(t) satisfies for 
each t, 3 t, , 
r(t) G a t2 ,Y(t,)h t 3 t, , (25) 
where u(t, t, , y(t,)) is the maximal solution of (Sl,J with u(t2) = y(t,) < 0. 
THEOREM 6. Let (3) be satisfied, and assume that for any a > 0 each non- 
zero solution of (17,) has a $nite escape time. If there is an r(t) E C”[O, co) 
satisfying (4) and such that r(t) is eventually of one sign then for a nonoscillatory 
solution x(t, t, , x,,) of (2) th ere is a t, 3 t, such that if r(t) > 0 then either 
r(t) - M(t) < x(t) < 0 or 0 < x(t) < r(t), t 2 t, , (26) 
and if r(t) < 0, then either 
r(t) < x(t) < 0 or 0 < X(t) < y(t) + L(t), t > t, . (27) 
Proof. The proof assumes that r(t) is nonnegative for t >, t, . A similar 
proof holds when r(t) is eventually nonpositive, and will be omitted. 
Let x(t) be a nonoscillatory solution of (2) after t, . If x(!) > r(t) for all 
large t, then for t 3 t, , y(t) satisfies (24) for each t, > t, . Furthermore, 
since r(t) > 0 and f (t, X) is nondecreasing in X, u(t, t, , y(t,)) satisfies 
24‘ 2 (t - t2)n-l f (t, u)/(n - l)! (28) 
and hence, u(t) 3 w(t, t, , u(t2)) where w(t) is the minimal solution of (17,2). 
Now w(t2) = u(tJ = x(t2) - r(t2) ’ p ‘t’ is osi ive and so by the hypotheses w(t) 
has a finite escape time. But w(t) < u(t) < y(t) = x(t) - r(t), and since r(t) 
is bounded on the half line [t2 , co), this would imply that x(t) escapes in 
finite time. Since this is not possible for a nonoscillatory solution of (2), it 
follows that x(t) cannot satisfy II (i). 
If x(t) satisfies II (iv), then for t > t, , y(t) satisfies (25) for each t, > t, 
with u(t, t, , y(t,)) the (negative) maximal solution of (Slfe). Moreover, since 
f (t, X) is nondecreasing in X, then u(t) satisfies 
24’ < (t - t,)“-lf(t, u + M(t,))/(n - l)! 
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and it follows, as in the proof of Theorem 2, that for t > t, 
where v(t) is the maximal solution of (17,2). If for some t, > t, , 
4t2) < r(t2) - Jqt2h 
this would imply that w(t) has a finite escape time since 
v(t2) = u(tJ + Jqt,) = x(tp,) - r(t2) + Jqt,) < 0. 
But, arguing as above, this is not possible and so x(t) > v(t) - M(t) for all 
t > t, . 
Finally, the remaining case II (ii) states that x(t) is bounded between 0 
and r(t). The theorem is thus proved for r(t) eventually nonnegative. 
THEOREM 7. Let the hypotheses of Theorem 6 be assumed. If r(t) is eventually 
of one sign and tends to zero as t -+ CD, then a solution x(t) of (2) either oscillates 
on its maximum interval of existence or is eventually bounded between 0 and 
r(t) and goes to zero. 
Proof. Assume that for t > t, , r(t) is nonnegative. Then by Theorem 6, 
(26) holds for some t, 2 t, . But since r(t) goes to zero, r(t) - M(t) becomes 
zero at infinitely many points of each half interval [T, co). This together with 
(26) implies that no nonoscillatory solution of (2) is eventually negative. 
Therefore, by (26), a nonoscillatory solution is bounded between 0 and r(t) 
eventually. 
In the case of r(t) < 0 for t > t, , a similar argument implies that a 
nonoscillatory solution satisfies r(t) ,( x(t) < 0 for all large t. 
Note that the trivial case r(t) E 0 is included under Case II and that 
Theorem 6 (or 7) implies that there can be no nonoscillatory solutions of (2). 
5. THE LINEAR CASE 
In the next theorem, another condition is found to guarantee the same 
behavior stated in Theorems 3 and 6 for the nonoscillatory solutions of (2). 
The results of this theorem are then used in Theorem 9 to get sufficient 
conditions for the oscillation of all solutions of an even order linear equation. 
THEOREM 8. For each a > 0 and v,, > 0 (q, < 0) assume the minimal 
(maximal) soZution v(t, a, q,) of (174 exists on [a, co) and satisjies 
I 
“f(t,v(t,a,v,))dt = +oo (= -00). 
a 
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If r(t) satisfies (I), then a nonoscillutory solution x(t, to , x0) of (2) sutisjies (18) 
if x(t) > 0, and (19), if x(t) < Ofor all large t. 
If r(t) sutisfies (II), then a nonoscillatory solution x(t) of (2) satisfies (26) when 
r(t) 3 0, and (27), when r(t) < 0 for all large t. 
Proof. Let r(t) satisfy (I). If x(t, t, , x0) is a positive solution of (2) for 
t > t, , then there is a t, > t, for which Lemma 1 holds for y(t) = x(t) - r(t), 
and by Theorem 1, for each t, > t, , 
r(t) 2 46 t2 tY(t2h t 3 t,, 
where u is the minimal solution of (Sltz). As y(t) is a solution of (5), and since, 
according to the proof of Theorem 2, 
u(t) - W,) 3 46 t, , u(t2) - Jqt,)), 
it follows that 
y’“‘(t) < -f (4 v(t)). (2% 
Now if for some T > t, , x(T) > r(T) + L(T), then y(T) - L(T) > 0 and 
so v(T) > 0. Integrating (29) yields 
y(n-l)(t) - y’“-l’(T) < 1; -f (s, z+, T, v(T))) ds, 
implying, by the hypotheses, that y tn-l)(t) + --co as t + co, and hence, that 
y(t) becomes negative. However, this is not possible since y(t) is positive for 
all t 3 t, , and it follows that x(t) < r(t) +L(t), t > t, . A similar argument 
applies when x(t) is negative and will be omitted. 
Now let r(t) satisfy (II) and assume r(t) 3 0 for t > t,, . If x(t) is positive 
for t > t, , then according to the comments preceding Theorem 6, either 
II (i) or II (ii) pertains. In the latter case x(t) is bounded between 0 and r(t). 
In the former, x(t) > r(t) for all large t, and there is a t, for which (24) holds 
for t > t, for each t, > t, where u is the minimal solution of (Sltp). Following 
the proof of Theorem 6 for the case II (i), we see that 
r(t) + r(t) 3 $4 t2 TY(t2h 
so then (29) holds for t > t, . But o(t2) = x(t2) - r(t2) is positive so that, as 
in the previous case above, the hypotheses imply y@+l)(t) -+ ---co as t + co, 
a contradiction. Thus x(t) cannot satisfy II (i). 
If x(t) is negative for t > t,, , then by a similar argument, appealing to the 
comments and proof of Theorem 6 for Case II (iv), it follows that 
r(t) - M(t) < x(t) < 0 for all large t. This proves the theorem for the case 
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r(t) 3 0. In the same way, it can be proved that if r(t) < 0 then a nonoscilla- 
tory solution x(t) of (2) satisfies for t > (some) t, either v(t) < x(t) < 0 
or 0 < x(t) < r(t) +L(t). Th is completes the proof of the theorem. 
Consider the linear nth order equation 
where p(t) is positive and continuous for t > 0. As before, let Q = r(n) for 
r E C”[O, co). The following theorem gives results for solutions of (30) that 
are analogies of Theorem 1 on nonoscillatory solutions, and Theorems 4-6 on 
the oscillation of solutions. 
THEOREM 9. If x(t) . as a nonoscillatory solution of (30), then there is an 
a > 0 such that, for t > a 
I x(t) - y(t)1 3 ((exp J‘” J’(s) ds)(x(a) + stP(s) y(s) exp ss -P(v) dv &)I, a a a 
where P(t) = (t - a)+lp(t)/(n - I)! 
If for each a > 0 and x,, > 0, 
jrn P(t) (exp 1” P(s) ds)(-&x, + 1” P(s) Y(S) exp j’ -P(v) dv ds) dt = *co, 
a a a a 
then whenever (t) satisfies (I), and satisjies (23) OY has limit zero as t -+ co, 
every solution of (30) is oscillatory; and whenever (t) satisfies (II) and has limit 
zero, every solution of (30) which does not oscillate has limit zero as t -+ CL) and 
is positiwe (negative) eventually if r(t) ispositive (negatiwe) for large t. 
Proof. Let x(t) be a positive solution of (30) and take a > t, where t, 
is chosen according to the comments preceding Theorem 6. Then y(t) = 
x(t) - y(t) is a positive solution of 
Yyt) + p(t)( r(t) + y(t)) = 0, t 2 a, 
and so y(t) > u(t, a, y(a)), where u is the minimal solution of 
u’ = P(t)@ + r(t)). 
The first part of the theorem follows from expressing the solution 
u(t, a, y(u)) explicitly by using the variation of constants formula. 
Now consider the hypotheses of the second part. According to Theorem 8, 
they guarantee that a nonoscillatory solution is eventually bounded between 0 
and either r(t) - M(t) or r(t) + L(t). Therefore, if r(t) oscillates strongly 
and satisfies (23)(has limit zero), then as in Theorem 4 (Theorem 5) no 
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solution can be nonoscillatory. If r(t) is eventually nonnegative (nonpositive) 
and has limit zero, then it follows, as in Theorem 6 and Theorem 7, that a 
solution either oscillates or is eventually bounded between 0 and r(t), and 
hence, goes to zero. 
If x(t) is a negative solution of (30), the proof proceeds in a similar fashion. 
6. GROWTH OF NONOSCILLATORY SOLUTIONS 
In Theorems 4 and 6, the results were due to the assumption that all 
solutions of the scalar equation (Sl,) escape in finite time. Consider now the 
situation in which this hypothesis does not hold for all solutions, but rather 
that there is a separatrix function above which the solutions have finite 
escape times. (For further discussion, see the comments preceding Theorem 2 
of [2].) The next theorem shows how this separatrix function is involved in a 
bound on the growth of the nonoscillatory solutions of (2). 
THEOREM 10. Iffor a > 0, a(t, a, w,,) is the minimal solution of (17a) for 
v0 > 0, let #(a) be a nonnegative function defined so that v(u) > #(a) implies 
v(t, a, q,) has a Jinite escape time. Then if x(t) is an eventually positive non- 
oscillatory solution of (2), there is a t, such that for t > t, , 
x(t) d v@) + r(t) when r(t) 2 Ofm t b t, , 
x(t) < 9(t) + r(t) + L(t) when either r(t) < 0 OY r(t) is oscillatory in the 
sense of (I) for t 3 t, . 
Similarly, let 4(u) b e a nonpositive sepurutrix function for the maximal 
solutions u(t, a, w,), v0 < 0. If x(t) is a solution of (2) that is eventually negative, 
then there is a t, such that 
x(t) > C(t) + r(t) where r(t) < 0 for t > t, , 
x(t) 3 +(t) + r(t) - M(t), where either r(t) 3 0 or r(t) is oscillatory 
for t 3 t, . 
Proof. Let x(t) be positive for t > t, . For Case II (ii), x(t) is already 
bounded above by r(t). In the other cases a t, can be found for which the 
conclusion of Lemma 1 holds. 
First consider Case (I) for r(t), and suppose there is a t, > tI such that 
&J > tw + +2> +-wJ* (31) 
Recall that from Theorem 1, y(t) 3 u(t, t, , y(Q) where u is the minimal 
solution of (Sltz). Then from the proof of Theorem 2 u(t) -L,(L) > (ot) 
5='5/2“/1-9 
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with u(ts) - L(t,) = et(ts) where w(t) = v(t, t, , v(tJ) is the minimal solution 
of VT,). BY (31) 
which by the definition of 4(t) implies e)(t) has a finite escape time. It follows 
that y(t) has finite escape time since y(t) 3 n(t) 3 v(t) - L(t,), and so x(t) 
has finite escape time since r(t) is bounded. This contradicts the extendability 
of nonoscillatory solutions. Therefore, (31) cannot hold for any t, 3 t, . 
Now suppose r(t) is of one sign. First let r(t) be nonpositive for t > t, . 
If x(t) > 0 for t 3 t, , then y = x - Y is positive, and 
y’“‘(t) = -f(t, x(t)) < 0 for t 3 t, . 
Taking t, large enough, the conclusions of Lemma 1 hold for t 3 t, , and so, 
y satisfies (24) f or each t, > t, , where u(t) is the minimal solution of (Site). 
Therefore u satisfies 
u’ > (t - ip-lf(t, u -L(t,))/(n - l)! 
The argument now follows, as in the above case, that if x(t) satisfies (31) for 
some t, 3 t, , then x(t) will escape in a finite time, which is impossible. 
Therefore, (31) cannot hold for any t, 3 t, . 
Now let r(t) 3 0 for t > t, . Let x(t) b e eventually positive and satisfy 
II (i) for t 2 t, . Choose t, so that the conclusions of Lemma 1 are valid. 
If, for some t, > t, , 
x(h) > #(tz> + y(h), 
then y(t) = x(t) - r(t) satisfies (24) for the minimal solution u(t, t, , y(t,)) of 
(Slt2). Moreover, since r(t) 3 0 and (3) holds, u(t) satisfies the differential 
inequality (28). Arguing as in the above cases, we find that 
and since a(tz) = u(tJ = y(t,) > #(tJ, th en g(t) has finite escape time. But 
this implies that x(t) has a finite escape time, which cannot be true. This 
contradiction shows that x(t) < 4(t) + r(t) for all t > t, , and the theorem is 
proved. 
7. A DELAY EQUATION 
The previous analysis for Eq. (2) also can be applied to the delay differential 
equation 
.(“V) + At, x(g(tN = Q(t), (32) 
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where g(t) is a continuous function for t > 0 satisfying 
g(t) G t and g(t) -+ co as t-+03. 
Letting y(t) = x(t) - r(t) where rfn) = Q, then y(t) is a solution of 
(33) 
Y(W) + f(t, YWN + yMt>>) = 0. (34) 
Now if x(t, t, , x,,) is a positive nonoscillatory solution, then there is a t, 3 t, 
such that y(g(t)) + r(g(t)) > 0 for t > t, , implying 
Y’V) = -f(t, YMO) + yk(t))) G 0 for t 3 t, . 
With minor alterations of the comments in Section 2, nonoscillatory solutions 
of (32) are seen to be extendable to +co. The proof of Lemma 1 remains 
valid for t sufficiently large, and to prove Theorem 1, we need the following 
lemma due to Grimmer [2, Lemma 41. 
LEMMA 2. Let y(t) be a function such that it and all its derivatives up to 
order m inclusive exist and are of constant sign in the interval (t, , CO) with 
y(“)(t)y(t) < 0. Let g(t) b e a continuous function deJined for t 3 t, with the 
property that g(t) < t and g(t) --t co as t -+ co. If for t > t, > t, , 
ytk)(g(t)) > 0, k = 0, l,..., 1 while y (“+“(g(t)) < 0, where 1 > 0 is the integer 
specified in Lemma 1, then for any constant OL, 0 < u < 1, there exists T so 
that for t > T, 
trn-ly(g(t)) 2 c@yt) y(t). 
Using this last inequality in (lo), the argument of Theorem 1 with minor 
changes follows, implying that / y(t)1 > / u(t, t, , y(Q)\ holds for t > t, 2 tl , 
where u(t, a, u,,) is a minimal (maximal) solution of 
u’(t) = (t - a)“-l f (t, a(g(t)/t)+l u(t) + r(g(t)))/(n - l)! Pa) 
for a > 0 and u0 > 0 (u,, < 0). By an argument similar to that used in 
Theorem 2, it can be proved that if for each a > 0 the solutions v(t, u, v,,) of 
v’(t) = (t - a)+l f (t, a(g(t),/t)+l v(t))/(n - l)! (35a) 
escape in finite time when v0 # 0, then so must the solutions u(t) of (S2,) 
which satisfy, at some to , either 
or 
Gl) > Y(b) + Lk(4J) 
u(to) < YkJ - w&& 
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In the following theorem, we state results for the delay equation (32) that are 
similar to Theorems 3 and 6. 
THEOREM 11. Let (3) be satisjied and assume that for each a > 0, every 
nonxero solution of (35,) has a jkite escape time. If r(t) satisfies (I), then each 
nonoscillatory solution of (32) satis$es either 
0 < x(t) e 4 + L(g(O) 
OT 
0 3 x(t) z y(t) - W&N 
when t > tl where tl is suffciently large. If r(t) satisfies (II), then for a non- 
os~~~at~y solution x(t) of (32), there is a tl such that for t >, tl $r(t) > 0, 
y(t) - J%(t)) d x(t) G 0 or 0 < x(t) < r(t), 
and ;f r(t) < 0, 
r(t) < x(t) < 0 or 0 < +> G r(t) +&w 
With these preliminary results established, it is now possibie to state and 
prove results analogous to Theorems 4 and 5 for Case (I), and Theorems 6 
and 7 for Case (II). In the case of the linear equation 
the conclusion of Theorem 8 is changed to state that for Case (I), a non- 
oscillatory solution satisfies 
and for Case (II), a nonoscillatory solution satisfies 
y(t) - M(g(t)) G x(t) < 0, or 0 < x(t) < y(t) when y 2 0 
and 
r(t) < x(t) < 0 or 0 g x(t) < r(t) +L(g(t)) when r < 0. 
Then Theorem 9 holds with the modification that 
P(t) = (t - a)*-l ff(g(t)~t~-lp(t)~(n - 1) !. 
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8. AN EXAMPLE 
Consider the even order superlinear equation 
39) + p(t) xv = Q(t), (36) 
where n is even and y > 1 is the quotient of odd integers. According to 
Theorems 4 and 5, if r(t) is strongly oscillatory and either satisfies (23) or 
has limit zero as t -+ co, then a sufficient condition for the oscillation of all 
the solutions of (36) is that all solutions of 
57’ = (t - u)+lp(t) vy/(n - 1) ! 
hav: finite escape times. A solution v(t, a, v,,) of this equation has the form 
v(t) = [vi+ - (y - 1) Iat ((s - a)n-lp(s)/(n - l)!) d~]~‘(~+‘. (37) 
Thus, a necessary and sufficient condition for w(t) with v0 # 0 to have a 
finite escape time is that for each a > 0, 
s am ((s - a)n-lp(s)/(n - l)!) ds = co. 
Hence, it is necessary and sufficient that 
I 
.x 
So-so ds = co. 
a 
If this condition does not hold, then the expression (37) may be used to 
yield the separatrix function that provides bounds for the growth of non- 
oscillatory solutions of (36). For each a > 0, let #(a) be defined as 
#(a) = [(y - 1) Iam ((s - a)+lp(s)/(n - l)!) ds]“‘-‘. 
Then by (37), it follows that er, > #(a) implies o(t, a, w,,) escapes in finite 
time, while if 0 < v,, < #(a), then e)(t) is bounded for all t. Theorem 10 
gives a bound for a positive nonoscillatory solution x(t) of (36): 
x(t) < 4(t) + r(t) +w if r satisfies (I) or r < 0, 
and 
x(t) G w + r(t) if T > 0. 
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