A general mathematical framework and recovery algorithm is presented for the holographic phase retrieval problem. In this problem, which arises in holographic coherent diffraction imaging, a "reference" portion of the signal to be recovered via phase retrieval is a priori known from experimental design. A general formula is also derived for the expected recovery error when the measurement data is corrupted by Poisson shot noise. This facilitates an optimization perspective towards reference design and analysis. We employ this optimization perspective towards quantifying the performance of various reference choices.
Introduction

Phase Retrieval and Coherent Diffraction Imaging
The phase retrieval problem concerns recovering a signal from the squared magnitude of its Fourier transform. The problem can be stated symbolically as
for ω ∈ Ω Recover X , (1.1) where T and Ω are the (possibly multidimensional) domains of the signal and its Fourier transform, respectively. Phase retrieval arises ubiquitously in scientific imaging, where one seeks to "image" or determine the structure of an object from various phaseless data measurements. Such settings include crystallography [1] , diffraction imaging [2] , optics [3] , and astronomy [4] . Phase retrieval has gained enormous attention over the last two decades, largely due to an emerging imaging technique known as Coherent Diffraction Imaging, or CDI [5] (illustrated in Fig. 1 ). In CDI, a coherent beam source, often being an X-ray, is illuminated upon a sample of interest. Upon the beam reaching the sample, diffraction occurs and secondary electromagnetic waves are emitted which travel until reaching a far-field detector. The detector measures the photon flux and hence records the resulting diffraction pattern, which is approximately proportional to the squared magnitude of the Fourier transform of the electric field of the sample. The structure of the sample can then, in principle, be reconstructed from the diffraction pattern by solving the phase retrieval problem [6, 7, 8] . With the advent of extremely powerful X-ray light sources, such as X-ray Free-Electron Lasers (XFELs) [9] and synchrotron radiation [10] , CDI is pushing the frontier of high-resolution imaging of biological and material specimens at the nanoscale [11, 12, 13, 14] . 
Phase Retrieval Algorithms
The solution to the phase retrieval problem is not unique, due to certain intrinsic ambiguities caused by the combination of Fourier transform and the quadratic measurement (more in Section 2.1). Also, modulo the unavoidable ambiguities, the solution is still not always unique: the problem is serious for one-dimensional signals, and much mild for two-or high-dimensional signals [16, 8, 17] . For CDI, the focus is on 2D or even 3D signals. When the solution is unique up to the intrinsic ambiguities, phase retrieval can be naturally posed as various forms of nonconvex optimization problems, which entail a formidable computational challenge-solving a nonconvex optimization problem is well known to be difficult [18] .
In practice, alternating-projection type algorithms are commonly employed to solve the resulting nonconvex problems. The most notable and popular algorithm of this type is Fienup's Hybrid Input-Output (HIO) algorithm [19] . Other practical variants based on the same alternating projection idea include Relaxed Averaged Alternating Reflections (RAAR) [20] , Difference Map [21] , and Alternating Direction Method of Multipliers (ADMM) [22, 23, 24] . While often successful, these algorithms have no theoretical guarantees. They are also known to suffer from various problems such as stagnation at erroneous solutions, slow runtime, sensitivity to noise and parameter tuning [25, 26] .
To mitigate the above uniqueness and algorithmic issues, a line of recent work has proposed to modify the typical CDI setup. They sequentially modulate either the beam pattern or the Fourier transform via random or deterministic masks and hence gather multiple-shot measurements [27, 28, 15, 29, 30] . Several of these proposals have resulted in efficient algorithms with correctness guarantees [15, 31, 29] . However, such a multiple-shot experiment can inflict damage on certain fragile specimens [8] .
Holographic CDI and Holographic Phase Retrieval
In this paper, we consider a different line of modifications to CDI based on the holography idea introduced by Gabor in 1948 [32] , which we shall term as holographic CDI. In holographic CDI, the experiment remains single-shot, but a "reference" area, whose structure is a priori known, is included in the diffraction area alongside the sample of interest (see Fig. 2 for the system setup and Fig. 3 for a schematic illustration).
Introducing the reference substantially simplifies the resulting phase retrieval problem, which we call holographic phase retrieval: the computational problem is now a linear deconvolution, which is equivalent to solving a linear system [35, 36, 37, 38] . The entailing computation can be further streamlined when certain specific reference shapes are employed. Due to the simplicity and power, holographic CDI is growing in its impact and popularity [39, 33] .
In the imaging community, popular reference choices are the pinhole reference [40] , the slit reference [37, 41, 42] , and the block reference [43, 44, 38] , as illustrated in Fig. 4 . Other proposed references include Lshapes [37] , parallelograms [37] , and annuluses [39] . These reference shapes are typically realized as "empty space" cut out from a surrounding metal apparatus (see, e.g., Fig. 2 ). To solve the resulting holographic phase retrieval problem, often only reference-specific recovery procedures are provided, e.g., the recent deterministic recovery algorithm HERALDO [37, 41, 42] for a couple of well-structured references. Only recently has the underlying linear deconvolution idea been articulated more generally and formally [38, 45] . Moreover, studies of these methods have to date been almost entirely empirical. Some error analysis of the classical deconvolution method and HERALDO is provided in [46] .
Our Contributions
In this paper, we derive a general computational and analysis framework for holographic phase retrieval.
• The framework allows for a detailed characterization of the deconvolution procedure in terms of solving a structured linear system. We show how particular reference choices further simplify the linear system. This explains why fast, specialized algorithms (e.g., see [40, 43, 37] ) can be designed for these reference choices. Our presentation also underscores that the deconvolution-based recovery algorithm-which we term referenced deconvolution-returns the least-squares solution to the noise-corrupted holographic phase retrieval problem.
• Based on the framework, we obtain a simple formula for the expected recovery error from noisy data. This error formula proves to be a useful tool for experimental design and simulation, and allows for viewing reference design from an optimization perspective. We further simplify the error formula for a practical Poisson shot noise model and thereby give novel characterizations of popular reference choices. For example, we show that the pinhole reference ( Fig. 4a ) is the unique reference choice which places equal weights on all frequencies contributing to the recovery error. In this sense, the pinhole frequency is an optimal design choice for "flat-spectrum" data. By contrast, the block reference ( Fig. 4c ) provides the minimum zero-frequency error contribution, and "near-minimal" error contributions for low frequencies.
Numerical results demonstrate the power of the proposed referenced deconvolution method and the optimality of the block reference for recovering typical imaging specimens. We also view this work as a means to introduce the holographic phase retrieval problem and the optimal reference design problem to a wider mathematical and scientific audience.
Holographic Phase Retrieval and Referenced Deconvolution
We set up the phase retrieval problem and basic notations in Section 2.1. Then, we present the holographic phase retrieval problem in Section 2.2 and our general algorithm, referenced deconvolution, in Section 2.3. We close this section by specializing our algorithm to three particular reference choices in Section 2.4.
The Phase Retrieval Problem
We consider the discrete two-dimensional phase retrieval problem. This setting is manifested in practical CDI experiments, since CCD detectors can only take measurements at a finite number of pixel locations.
For a signal X ∈ C n1×n2 , let X be the size m 1 × m 2 discrete Fourier transform of X given by
Whenever m 1 ≥ n 1 and m 2 ≥ n 2 , the Fourier transform is injective and is said to be oversampled. The mapping can also be compactly expressed as matrix multiplication:
where F L ∈ C m1×n2 and F R ∈ C m2×n2 are the corresponding discrete Fourier transform (DFT) matrices given by
When m 1 ≥ n 2 and m 2 ≥ n 2 , both F L and F R have linearly independent columns which are orthogonal to each other, and so the inverse mapping is given simply by
3)
The forward and inverse transforms in Eqs. (2.2) and (2.3) can also conveniently be expressed as a single matrix multiplication based on matrix Kronecker products. Let vec(·) be the columnwise vectorization operator acting on matrices and ⊗ denote the matrix Kronecker products. The following result can be directly verified:
Applying Lemma 2.1 to Eqs. (2.2) and (2.3) gives
We are now ready to define the Fourier phase retrieval problem in two-dimensional, discrete setting.
Definition 2.2. The Fourier phase retrieval problem consists of recovering a signal X ∈ C n1×n2 given the squared magnitudes of its Fourier transform, i.e. all entries in | X| 2 ∈ C m1×m2 .
Here exact recovery is not possible, as the mapping X → | X| 2 is not injective due to the following intrinsic ambiguities:
Moreover, if X has zero boundary rows or columns, shifted copies of X whose nonzero rows and columns remain in range also produce the same set of measurements. In fact, all possible compositions of the three ambiguities lead to signals "physically equivalent" to X with exactly the same magnitude measurements | X| 2 . Thus, recovering X from | X| 2 shall be understood as recovery up to these symmetries.
in the summands that is outside the valid index range is taken as 0.
When X = Y , this is known as the autocorrelation of X, and is denoted by A X . Let X be the size m 1 × m 2 Fourier transform of X. It is well-known that [47] 
where
Moreover, as m 1 ≥ 2n 1 − 1 and m 2 ≥ 2n 2 − 1, the mapping A X → A X is injective, and hence A X can be recovered from A X , or equivalently | X| 2 by the corresponding inverse transform:
Since A X is uniquely determined from the m 1 ≥ 2n 1 − 1, m 2 ≥ 2n 2 − 1 uniform frequency sampling points and A X in turn uniquely determines the entire frequency spectrum (by taking the 2D discrete-time Fourier transform), any oversampling past the m 1 = 2n 1 − 1, m 2 = 2n 2 − 1 threshold provides no additional information. 1 This is in some sense the phase retrieval analogue of the Shannon sampling theorem [48] .
A powerful result by Hayes [16] establishes that for all two-or higher-dimensional signals, excluding a set of Lebesque measure zero, the only transformations on X which preserves | X| 2 are the aforementioned physically equivalent symmetries. Thus, phase retrieval is generically well-posed in two or higher dimensions.
Holographic Phase Retrieval and Deconvolution
For simplicity of exposition, henceforth we focus on square X ∈ C n×n . Suppose a reference R ∈ C n×n of the same size is placed on the right next to X, i.e., as illustrated in Fig. 3 . So now we have [X, R] ∈ C n×2n :
We may assume without loss of generality that the magnitudes of the entries of X and R are within the interval [0, 1]. This convention has the physical interpretation of indicating the (average) transmission coefficient of the specimen around each pixel location. Roughly speaking, transmission coefficient measures the fraction of incident electromagnetic radiation that is transmitted, rather than being reflected or absorbed and is a material property (e.g. see Fig. 5 ). For example, later on we are especially interested in reference setups that are shapes cut from a surrounding opaque apparatus: for the opaque part the transmission coefficient is 0, whereas for the cut-off part the coefficient is 1. Fig. 5 shows the typical transmission coefficient of polycarbonate at different photon energy levels. In the above setting, the holographic phase retrieval problem is:
Again for simplicity, henceforth we assume m 1 = m 2 = m with m ≥ 4n − the subsequent retrieval problem, we can think over the autocorrelation process, referring to Fig. 6 : in obtaining the autocorrelation sequence, we fix one copy of [X, R], move around (in R 2 ) another copy, and calculate and record the inner product of the overlapped region (if any) of the two copies each time. When the overlap covers only part of R in one copy and only part of X in the other, we are effectively taking a linear measurement of X. Since X contains only n 2 free variables, linear algebra tells that n 2 non-degenerate linear measurements provide sufficient information for recovering X-from Fig. 6 , obviously this is possible and one can just take one contiguous quadrant of the cross-correlation between X and R, which is again one segment of A [X,R] ! The resulting problem is simply a linear deconvolution problem.
The exact correspondence is formalized as follows.
Since this is only a quadrant of the whole cross-correlation C [X,R] , we shall write this part as C [X,R] . The above correspondence can be compactly written as
For a fixed R, C [X,R] is clearly linear in X. This linear relationship can be expressed conveniently as
for a corresponding matrix M R ∈ R n 2 ×n 2 , which can be constructed by inspection of Eq. (2.10). It is easy to verify that for any choice of R, M R is lower-triangular and block-Toeplitz. We illustrate the form of M R using a simple example. Suppose 
Note that M R is invertible if and only if R(n − 1, n − 1) = 0. This invertibility condition is equivalent to the well-known "holographic separation condition" [37] , dictating when an image is recoverable via a reference object. Geometrically, it guarantees that there is no aliasing corrupting the cross-correlation.
Provided that m ≥ 4n − 1 and R(n − 1, n − 1) = 0, we then have
where F LA ∈ C m×(2n−1) and F RA ∈ C m×(4n−1) are centered DFT matrices, similar to that defined in Eq. (2.8).
Applying Lemma 2.1,
This gives a linear mapping between the squared Fourier transform magnitudes | [X, R]| 2 and the ground truth signal X.
Referenced Deconvolution
Combining Eqs. (2.13) and (2.14) gives an algorithm for recovering X given R and Y . = | [X, R]| 2 . In practice, the measurements | [X, R]| 2 almost always contain noise, and we shall write the possibly noisy version as Y . The algorithm then produces a least-squares solution given the noisy measurement Y , as summarized below.
Theorem 2.4 (Referenced Deconvolution for Holographic Phase Retrieval). Let X ∈ C n×n be an unknown signal, R ∈ C n×n a known "reference" signal with R(n − 1, n − 1) = 0, and Y .
Given Y , which is a possibly noisy version of Y , and the known reference R, the following algorithm yields the solution to the least-squares problem 
Special Cases
We now specialize the referenced deconvolution algorithm to three popular reference choices: the pinhole reference, the slit reference, and the (constant) block reference (see Fig. 4 ). The different choices lead to different M R in step 3 of the algorithm. For all the three choices, the resulting M R can be written as a Kronecker product of two simple matrices whose inverses are also explicit. We can hence obtain simple forms of M −1 R taking advantage of the following fact.
As well, if M 1 and M 2 are lower triangular Toeplitz, then M −1 1 and M −1 2 will also be lower triangular Toeplitz.
Invoking Lemma 2.1 again, we conclude that step 3 of the above referenced deconvolution algorithm becomes
(2.17)
Pinhole Reference
Definition 2.6. The pinhole reference R p ∈ C n×n is given by
In this case, M Rp is simply I n 2 (i.e., I n ⊗ I n ) and X is equal to C [X,R] . Our referenced deconvolution algorithm reduces to the non-iterative reconstruction procedure for Fourier holography [40] . The deconvolution procedure thus has O(1) computational complexity.
Slit Reference
Definition 2.7. The slit reference R s (see, e.g., Fig. 4b ) is given
Let 1 L ∈ R n×n be a lower-triangular matrix consisting of all ones on and below the main diagonal. It can be verified that
(2.20)
The inverse of 1 L is the first-order difference matrix [51] :
otherwise.
(2.21)
Thus,
which only requires O(n 2 ) operations thanks to the sparsity structure in D n . A natural interpretation of D n C [X,R] is that one applies the finite-difference vertical differential operator D n on the estimated cross-correlation C [X,R] . This reproduces the recovery procedure for the slit reference proposed in [37] : D n is exactly the finite-difference version of the directional derivative operator L (1) {·} proposed in Section 4.1 of [37] for the vertical slit reference. The derivation in [37] depends on the derivative theorem for convolutions (Appendix A of [37] ), and so one needs to assume beforehand the existence of a linear differential operator that solves the recovery problem.
Block Reference
Definition 2.8. The constant block reference R b (see, e.g., Fig. 4c ) is given by
which again only requires O(n 2 ) operations due to the sparsity structure in D n . Similar to the above, we can interpret D n C [X,R] D n as applying the finite-difference two-directional differential operator D n (·) D n on the estimated cross-correlation C [X,R] . Again, this reproduces the recovery procedure for the constant block reference, which is a special parallelogram reference, proposed in Section 4.3 of [37]: D n (·) D n is the finite-difference version of the two-directional directional derivative operator contained in equation (17) there.
Error Analysis and Comparison
Let Y be the possibly noisy data with the noise following a certain probability distribution, and let X be the estimate of the signal of interest returned by the referenced deconvolution algorithm described above, i.e., vec(X ) = T R vec(Y ), where T R is as defined in Eq. (2.15). This linear relationship allows us to derive a general formula for the expected squared recovery error in Section 3.1. We further simplify the error formula for the three typical reference choices respectively in Section 3.2, based on which we obtain insights on their performances in Section 3.3.
Expected Error Formula
In dealing with complex-valued matrices, we use the standard Frobenius inner product as induced by the standard complex vector inner product. Definition 3.1. For B, C ∈ C m×m , their Frobenius (or, Hilbert-Schmidt) inner product is defined as B, C = trace(BC * ). Matrix Frobenius norm is induced by this inner product in a natural way:
The following trace-shuffling identity is also useful for our subsequent calculation.
Lemma 3.2. For complex matrices
A general formula for the expected squared recovery error follows simply from the trace-shuffling identity.
Lemma 3.3. The expected squared recovery error by referenced deconvolution is
E X − X 2 F = T * R T R , E [vec (Y ) − vec (Y )] [vec (Y ) − vec (Y )] * ,(3.
1)
where for any given reference R, T R is as defined in Eq. (2.15).
Proof. Direct calculation gives
as claimed. This formula provides a very reasonable design target: given X and the noise model, one can seek a reference choice R which minimizes the expected squared error. This may be difficult in general, but the perspective forms the basis of our subsequent analysis.
We now specialize the analysis assuming a Poisson shot noise model on the data [52] . Poisson shot noise occurs in any experiment in which photons are collected. It is an inherent feature of the quantum nature of photon emission, and cannot be removed by any physical apparatus [52] . The model can be described as follows. Let N p be the expected (or nominal) number of photons reaching the detector. Given the squared
Then, the photon flux at the (k 1 , k 2 )-th pixel location is given by a Poisson distribution with parameter N p Y (k 1 , k 2 )/ Y 1 and then scaled by Y 1 /N p . These pixel distributions are also assumed to be jointly independent [46] . We thus have the data given by
We now apply this noise model to Eq. (3.1). Recall that both the mean and variance of a Poisson-distributed random variable with parameter λ are equal to λ. It then follows that
Hence,
4)
where S R = reshape diag(T * R T R ), m, m , and reshape(·, m, m) is the columnwise vector-to-matrix reshaping operator. In other words, the expected squared recovery error is proportional to the weighted sum of the squared frequency values in Y , where the weights are determined by S R .
It is possible to derive a (conservative) uniform lower bound on S R for all references; later we will use the result to compare the relative performance of different references. 
Proof. For all k 1 , k 2 ∈ {0, . . . , m − 1} and the corresponding k = mk 1 + k 2 , (0, 0) , and the first element of the k-th column of (P 2 F * RA ) ⊗ (P 1 F * LA ) which takes the form e iθ for a certain θ. Thus,
where the last inequality holds, as we assume M R (0, 0) ∈ [0, 1]. This completes the proof.
Special Cases
Note that only the diagonal entries of T * R T R , i.e., squared column norms of T R , come into play in Eq. (3.4), 2 and thus there is no need to perform full computation of T * R T R . Note that T R takes the form of B 1 ⊗ B 2 for certain B 1 and B 2 , which motivates the following result.
. . , m 2 }, and k = m 2 k 1 + k 2 ∈ {0, . . . , m 1 m 2 − 1}, it holds that
where we use MATLAB notation (:, k) and alike to index matrix columns.
Proof. By the definition of Kronecker product,
as claimed. Next, we make use of the result to calculate the expected recovery errors of the special references as introduced in Section 2.4.
Pinhole Reference
Proposition 3.6. Let R p denote the pinhole reference given by Definition 2.6. For k 1 , k 2 ∈ {0, . . . , m − 1},
Proof. Since M R P = I n 2 , by Eq. (2.14) , we have that
By Lemma 3.5, for any k 1 , k 2 ∈ {0, . . . , m − 1} and k = mk 1 + k 2 ,
Observe that any element in P 2 F * RA or P 1 F * LA has a unit norm, we conclude that
implying the claimed result. 
Slit Reference
where at last equality we have used the mixed-product property 3 of the Kronecker product. By Lemma 3.5, for any k 1 , k 2 ∈ {0, . . . , m − 1} and k = mk 1 + k 2 ,
Per the proof of Proposition 3.6, (P 2 F * RA ) (:, k 1 ) 2 = n. For the other term,
(2 − 2 cos (2πk 2 /m)) =1 + 2 (n − 1) (1 − cos (2πk 2 /m)) , completing the proof.
Block Reference
Proposition 3.8. Let R b denote the block reference given by Definition 2.8. For k 1 , k 2 ∈ {0, . . . , m − 1},
Proof. As shown in Eq. (2.25),
After applying the mixed-product property of the Kronecker product and also Lemma 3.5 analogous to the above proof of the slit reference, it is clear that we only have to calculate (D n P 1 F * LA ) (:, k 2 ) 2 and (D n P 2 F * RA ) (:, k 1 )
2
. Performing analogous calculation as in the slit case completes the proof.
Reference Design Optimality
For a fixed specimen X, we may view the recovery error given by Eq. (3.4) as an objective (i.e. cost) function whose variables are the reference values. From this perspective, each of the special cases considered exhibits a unique characteristic, as we discuss below. In Eq. (3.4), both Y = | [X, R]| 2 and S R depend on the reference R, and both Y and S R contribute to the expected error.
• For Y , note that
where denotes the elementwise Hadamard product. Here [X, 0] and [0, R] are horizontally-oversampled Fourier transforms of X and R, respectively, with certain phase modifications. Moreover,
where the second equality follows from Parseval's theorem.
• The S R term changes significantly across the references: for example, on a 64 × 64 image, the zerofrequency scaling term S R (0, 0) for the block reference is 1/64 of that for the slit reference, and is 1/64 2 of that for the pinhole reference, as implied by Propositions 3.6 to 3.8. By Proposition 3.6, the pinhole reference induces a "flat" weighting scheme with a uniform weight n 2 /m 4 . By contrast, the weights induced by the block reference are frequency-varying (Proposition 3.8): when one of k 1 and k 2 is reasonably small, the weights are on the order O(n/m 4 ), and when both are small, the weights are on the optimal order O(1/m 4 ), which matches the lower bound given by Lemma 3.4. The weights induced by the slit reference interpolate the previous two in different directions: for a fixed k 2 , the weight is constant and the behavior matches that of the pinhole reference, whereas the behavior is similar to that of the block reference when k 2 changes. The weighting behaviors of the three references are demonstrated in Fig. 7 .
To illustrate how Eq. (3.4) and the above facts can help provide insights into reference design and choice, we look at two stylized cases. For this discussion, reference choice is confined to the three special references we discussed above.
• Case I: Spectrum of X concentrates on (super) low-frequency bands. A good example is when X = 1 n×n . We think of X as "flat" and has values on the order of Θ(1). So X 2 ∈ Θ(n 2 ). Then Fig. 7a shows the entire frequency spectrum (i.e., across all (k1, k2)), and Fig. 7b and Fig. 7c show the cross-sections cutting the origin and parallel to the x and y directions, respectively. While the pinhole reference induces a flat scaling to the entire spectrum (as predicted in Proposition 3.6), the values for the block references are small at the low frequencies, and grow toward larger values moving into high frequencies.
The slit reference interpolates the behaviors across directions: along the y-axis, the values are constant-same as the pinhole reference, but along the x-axis, the value increases as the frequency grows, similar to the block reference.
whatever the choice of R, X 2 + R 2 ∈ Θ(n 2 ). So the contribution by Y 1 only differs across the three references by a small constant factor. Moreover, by Eq. (3.9), Y is low-frequency dominant regardless of the reference. According to our above discussion about the weight distribution of S R , using the block reference might be beneficial for this class of signals (depending on of course how concentrated the low-frequency components of Y is).
• Case II: Spectrum of X is flat or has significant medium-to high-frequency components. A contrived example is when X = δ(0, 0). For these signals, Y, S R are roughly the same whether we choose the block or the pinhole reference: for the block reference, the n 2 factor introduced by [0, R] into the low-frequency components of Y is countered by the 1/n 2 (lower) factor in S R , and the weights for medium-to high-frequency components of the two are on the same order. So the final performance of the two largely depends on Y 1 . When X 2 ∈ Θ(n 2 ), we do not expect substantial differences.
When X ∈ o(n 2 ), say X = 1 (for δ(0, 0)), obviously the pinhole reference is more favorable, as
It is natural to expect a smooth transition of the behaviors moving from the super-flat signal 1 to the super sharp δ(0, 0). We confirm the differential behaviors of the references empirically in Section 4.
Numerical Simulations
We perform numerical experiments on two sets of data to illustrate the effectiveness of the referenced deconvolution algorithm (Section 2.3), and to corroborate the theoretical prediction on optimal reference design (Section 3.3). Code for these experiments is available at https://github.com/sunju/REF_CDI. In this experiment, the specimen X is the minivirus image [34] , and its spectrum mostly concentrates on very low frequencies, as shown in Fig. 10b We run the referenced deconvolution algorithm and also the classic HIO algorithm with and without enforcing the known reference for comparison. The results are presented in Fig. 8 and Fig. 9 . We define the relative (squared) recovery error to be
On the Mimuvirus Image
(4.1)
From Fig. 8 , it is evident that for the referenced deconvolution schemes, the expected and empirical relative recovery errors are close. Moreover, referenced deconvolution combined with the block reference performs the best among all the schemes-across referenced deconvolution and HIO combined with all three references-regardless of the photon per pixel level N pp . The superiority of the block reference among the referenced deconvolution schemes agrees with the prediction in Section 3.3, as spectrum of X sharply concentrates on very low frequencies. In addition, for the referenced deconvolution schemes, the recovery errors generally decrease as the photon level (dictated by N pp ) increases. This trend is clearly predicted by Eq. (3.4): because only N p = N pp × 1024 2 depends on N pp , the expected squared error is proportional to 1/N pp . The detailed performance scores and recovered images for N pp = 1000 are exhibited in Fig. 9. 
On a 'Flat-Spectrum" Image
In this experiment, the image contains a small centered square. Except for this, the basic experimental setup is identical to the above one. We focus on the case N pp = 1000. In terms of recovery error, the referenced deconvolution schemes perform uniformly better than the HIO schemes, same as our observation for the mimivirus image. For the current "centered square" image which has a considerably "flat" spectrum (see Fig. 10b ), however, the best-performing reference is the pinhole reference-again consistent with our theoretical prediction in Section 3.3. The detailed recovery results and recovery errors are presented in Fig. 10 .
Discussion
We have presented a general mathematical framework for the holographic phase retrieval problem, and proposed the referenced deconvolution algorithm as a generic method for solving the problem. Our formulation emphasizes the structure in the linear deconvolution procedure, and offers new insights into the resulting linear systems from popular reference choices.
We have also derived a general formula for the expected recovery error of the referenced deconvolution algorithm when the measurement data contains stochastic noise. Under a Poisson shot noise model, the formula allows us to compare popular reference choices and conclude that the block reference minimizes low-frequency contributions to the recovery error and is hence favorable for typical imaging data.
Building on our framework, it is possible to perform more detailed analysis of other noise model and reference choices. Also, the insights obtained here can likely motivate further design possibilities.
Another possible extension is to include beam stop, which is often implemented in practical CDI experiments [37, 53] . Beam stop effectively removes a small fraction (≤ 5%) of low-frequency components from the measurements. We observe that the proposed referenced deconvolution algorithm is easily adapted to this setting, insofar as the missing data does not render the problem ill-conditioned. 
