Abstract-Automated transport of multiple particles using optical tweezers requires real-time path planning to move them in coordination by avoiding collisions among themselves and with randomly moving obstacles. This paper develops a decoupled and prioritized path planning approach by sequentially applying a partially observable Markov decision process algorithm on every particle that needs to be transported. We use an iterative version of a maximum bipartite graph matching algorithm to assign given goal locations to such particles. We then employ a three-step method consisting of clustering, classification, and branch and bound optimization to determine the final collision-free paths. We demonstrate the effectiveness of the developed approach via experiments using silica beads in a holographic tweezers setup. We also discuss the applicability of our approach and challenges in manipulating biological cells indirectly by using the transported particles as grippers.
I. INTRODUCTION
O PTICAL TWEEZERS (OT) have emerged as a promising tool for manipulating micro and nanoscale components [1] - [3] . They can be viewed as miniature robots made out of focussed laser beams. By using dynamic holograms [4] , multiple optical traps are created in 3D with complete individual control such that each trap can be used for pushing, rotating, or stretching colloidal particles, nanorods, nanotubes, cells, and biomolecules. In particular, holographic OT are being used widely for biological manipulations in the infrared wavelength regime.
The notion of attaching optically trapped microspheres to cells in gripper-like configurations for indirect manipulation is useful, since it limits both the peak and average light exposure of the cells as compared to direct optical trapping, where the trap focus is positioned within a cell causing damage due to local heating and formation of undesirable free radicals. A promising arrangement for indirect gripping by using groups of triplet traps is described in [5] . An alternative gel microtool-based manipulation system is proposed in [6] . This form of noninvasive manipulation is widely used to investigate the mechanical properties of biomolecules and develop a fundamental understanding of physiological phenomena like folding, transcription, and vesicular transport. A framework for identifying an effective gripping strategy based on the shape and size of the biological objects, and the desired form of manipulation is presented in [7] .
The current work is a step toward automating such biological manipulation operations as manual control is challenging and time-consuming. This involves automatically trapping the desired objects (target objects), transporting them to user-specified goal locations, and avoiding collisions with other objects (obstacles) present in the workspace to minimize the chances of detrapping and unwanted trapping. Path planning for multiple particles is closely related to the multirobot path planning problems that are being increasingly explored in the last few years. All such problems involve solving a large number of single robot path planning problems which have been studied extensively in the literature. We refer the interested reader to [8] and [9] for details on the various single robot planning approaches with complete and incomplete information, respectively.
Multirobot planning algorithms are either categorized as coupled or decoupled. Coupled algorithms, such as the one described in [10] , combine the states of all the individual robots into a single state space representation, and plan the paths concurrently. The primary limitation is that the size of the configuration space grows exponentially with the number of robots in the system. On the other hand, decoupled methods plan for the motion of individual robots separately. One approach is to decouple path planning with mutual collision avoidance. This implies that obstacle-free paths are obtained first and then the velocities of the individual robots are adjusted to avoid collisions [11] . Alternatively, a coordination-diagram approach is used to independently combine the generated paths of many robots such that collisions are avoided [12] . Another dynamic path modification sequence approach to generate collision-free paths for robot manipulators is presented in [13] .
Decoupled methods may also be classified as using a centralized or a decentralized architecture. The latter type uses independent planning techniques such as maze searching [14] , or potential fields [15] . The former type of planners typically computes the individual paths sequentially in a single processor and then combines the plans to avoid collisions. Combination of plans inherently involves assigning priorities to robots, which affects the quality of the resulting solution. Such priority assignment is carried out either by considering all possible combinations of priorities as shown for three robots in [16] , or by running an optimization process [17] . Although these decoupled methods offer significant benefits in terms of computational complexity and scalability, they often come at the cost of completeness and optimality. An alternative multiphase planning approach that is scalable to a large number of robots is presented in [18] . Another approach for generating an execution sequence of plans that minimizes the maximum degree of coupling among the robots and, thus, generalizes well to a large number of robots acting in high-dimensional spaces, is presented in [19] .
Our problem, however, offers unique characteristics due to the effect of small length scales and the presence of optical field in fluid media. The environment exhibits fast stochastic dynamics due to the random Brownian motion (diffusion) of the objects. In addition, tweezers attract objects into the laser trap centers even at distances of few microns; so care must be taken to maintain sufficient separation from all the obstacles and other target objects. As several optical traps can be activated simultaneously, it is possible to keep nearby obstacles stationary by trapping them. Moreover, due to the uncertainty in identifying object positions using an imaging-based sensor, the time delay between identification and trap placement, and continuous diffusion, the event of trapping an object has a nonzero probability of failure associated with it. This suggests the need for using probabilistic robotics approaches, as described in [20] and [21] .
Primarily, two types of probabilistic approaches are popular: decision-theoretic and sampling-based. An overview of the various algorithms for both the approaches is found in [22] . Recent advances in solving planning problems with longer time horizons and optimality guarantees are described in [23] and [24] , respectively. However, unlike most other macro scale robotics problems for which these methods are designed, the time available for planning in our case is of the order of milliseconds, and is limited by the imaging interval , controller update interval , and the effect of continuous random motion of the objects. Ideally, the planning time should be much less than both and , such that random motions do not change the obstacle positions so much that the plan is rendered ineffective.
Recently, some work has been done in automating optical micromanipulation. Reference [25] used intelligent control techniques to create local collision-free assemblies of microbead arrays and perform sorting of array elements. References [26] and [27] developed a control architecture for automated transport of single and multiple cells, respectively, using direct optical trapping without collision avoidance. Reference [28] designed a local controller using a potential field method to position micro particles into arrays, while [29] and [30] applied the sampling-based RRT algorithm to plan collision-free paths for directly trapped cells. However, none of these approaches explicitly model the inherent system and sensor measurement stochasticites in the planning framework. As a result, they cannot be used directly to plan global paths for transporting small particles across relatively large distances to indirectly manipulate larger biological objects.
In this paper, we develop a prioritized and decoupled framework for coordinated transport of multiple particles based on our decision-theoretic single particle path planning algorithm discussed in [31] . It is useful to first formulate the problem mathematically before describing the framework.
II. PROBLEM FORMULATION
A 3D rectangular parallelepiped shaped setup is considered as our workspace . The laser beam propagates upward along the axis. We only consider spherical objects and classify them into two types: trappable and nontrappable. The trappable objects are further categorized into transportable and nontransportable. All the target objects belong to the transportable category, which consists of dielectric, rigid particles of identical size and material properties. The nontransportable objects have different sizes and material properties such as density and refractive index. The nontrappable objects may not be rigid and should not be trapped directly. Usually, they consist of biological objects that require indirect manipulation. If any of the objects is not perfectly spherical (e.g., cells are often oval shaped), then it is approximated using the bounding sphere. The diameter of the objects is assumed to vary between (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) m.
All the target objects are assumed to lie in the same horizontal plane and they are transported to different goal locations in the identical horizontal plane. The physics of the problem is modeled as described in [31] . If multiple traps are switched on, then the overall laser intensity is shared among all the traps, and consequently the maximum trap speed is reduced proportionately. This effect can be compensated by increasing the power up to the maximum attainable value (2.0 W in the holographic tweezers setup).
For planning purposes, we define trapping probability as the probability of trapping an object that lies in a spatial region close to the optical trap center. Based on the dynamics simulation reported in [32] , it has a value of 1 inside a horizontal circle centered at the laser beam focus with radius equal to trap radius , is equal to 0 outside a concentric circle with radius equal to the sum of trap radius and trap width , and varies linearly as a function of the distance within the annular region, determined by and . Both and depend on the laser power, object size and material properties.
The radius of effective obstacle region, centered at the current, estimated obstacle position, arising due to the presence of optical trap, finite size, and imaging uncertainty is then given by , where is the standard deviation of the Gaussian sensor noise, is the radius of the obstacle, and is the radius of the target objects. Actual (physical or simulated) locations of all objects in form the true workspace set, whereas the estimated or sensed locations form the estimated workspace set. The control action set consists of two components. The primary traps are solely used to transport the target objects, whereas the secondary traps are used to keep the trappable obstacles stationary to avoid potential collisions. Mathematical definitions of these concepts are given next.
Definitions: True workspace state is the set , where is the actual coordinate of the center of the th transportable object, is the actual coordinate of the center of the th nontransportable object, and is the actual coordinate of the center of the th nontrappable object in . Without any loss of generality, the first objects in the transportable set are always considered as the target objects.
Estimated workspace state is the set , where is the estimated 2D coordinate of the center of the th transportable object, is the estimated 2D coordinate of the center of the th nontransportable object, and is the estimated 2D coordinate of the center of the th nontrappable object in . Currently, we do not estimate the -locations of the object centers. The planner makes all decisions based on and not . All the objects may not be detected at every time instant due to limitations in the imaging hardware and feature recognition modules.
Goal state is the set , where represents the coordinate of the th goal location. This set is defined by the user and is known to the planner exactly. Every target object is assigned a unique goal location to which it needs to be transported. As mentioned earlier, and is also equal to the common -coordinate of the target object centers.
Control Action Set:
• Primary-A set of 3-tuples , where is a binary integer corresponding to the state of the th primary trap (1 if on and 0 if off), represents the coordinate of the trap center (beam focus) and is the uniform velocity vector assigned to the trap. The -coordinate of the trap center is always set to the common -coordinate of the goal locations and the target object centers.
• Secondary-A set of doubles such that the first element of every double is a binary integer that denotes whether the corresponding secondary trap is switched on and represents the coordinate of the th trap center. As in the case of the primary trap, the -coordinate of the trap center is always set to the common -coordinate of the centers of the target objects. The choice of the maximum number of secondary traps is governed by the available laser power in the tweezers setup. Objective Function: The path planner handles collisions by ignoring them and retrapping the target object, or by avoiding them either by circumventing obstacles, or by keeping the obstacles stationary using secondary traps. This is illustrated in Fig. 1 and forms the basis of our objective function.
Estimated, expected transport time for the th target object moving to the th goal location , a given estimated workspace state , a control action , and a circular circumvention strategy is defined as
The three terms in (1) represent the estimated transport time using the three different collision handling strategies shown in Fig. 1 .
is the new location of the ith primary trap center after . is the total number of expected collisions with obstacles based on the current as the th primary trap first moves with velocity and then along (see Fig. 1 ). Such objects are termed as potentially colliding obstacles. If the obstacle is another target or nontrappable object, then the option of holding it stationary is not considered.
is the trapping probability of the th potentially colliding obstacle.
is the average, expected time to retrap the target object after collision by positioning it at the displaced location or switching the laser off, allowing the objects to drift and then turning it back on. is the expected probability of avoiding collision by keeping any obstacle stationary. is the estimated time to reach from the current location if the primary trap moves at the maximum speed.
Estimated, expected total transport time for a given estimated workspace state , goal state , and a circular circumvention strategy is defined as . This follows from the fact that a transport operation is completed only when all the target objects have reached their respective goal locations. For practical purposes, it is assumed that the th target object reaches the th goal location when , where is usually selected as .
A sequence of control actions is considered optimal if is minimized. Since the objective of the current work is to develop a decoupled approach for transport of multiple particles, we first summarize the approach for transporting a single particle from its current location to the corresponding goal before presenting the details on how to use it for coordinating multiparticle planning.
III. PATH PLANNING APPROACH
The path planning problem under uncertainty is modeled as a Markov decision process (MDP). Since both control action and measurement uncertainties are present here, it belongs to the class of partially observable Markov decision process (POMDP). POMDP algorithms optimize the expected cumulative payoff function or value function over a number of time steps, called the planning horizon , to obtain a sequence of optimal control actions. We use the value iteration formulation of the Bellman equation for an infinite planning horizon. Specifically, we adapt the discrete version of an approximate POMDP algorithm, known as the QMDP algorithm, due to its ease of implementation and speedup obtained over a full POMDP solution. In fact, QMDP is a hybrid between exact MDP and POMDP algorithms, and is of the same complexity as an MDP algorithm [21] . It generalizes the MDP-optimal value function defined over the estimated state into a POMDP-type value function defined in the belief state (posterior probability distribution of the current true state based on all the past estimated states and control actions) by computing the so-called function using the converged value function. This function is then used to select the control action that yields the minimum expected value. The details of this approach are presented in [31] .
A. Goal Assignment
Selection of goals poses an interesting problem in the case of multiparticle transport. Assignment of goals to target objects can be done either by the user or by the planner automatically. The former scenario is applicable in the case of formation of directed assemblies, repair of devices, delivery of drugs via liposomes, etc., and is trivial to implement. The latter scenario is more challenging, but is very useful for the biological applications mentioned in Section I. We now present an iterative technique for automated goal selection.
For every goal location, we first compute the estimated, expected transport time for each target object present in the workspace based on initial using (1). Let be the value for the th target object and th goal location. All the other target objects are treated as obstacles that should not be kept stationary by activating any secondary trap. Furthermore, it is assumed that all the other goals are occupied by target objects. This ensures that, if all the other target objects have reached their goal locations while the one under consideration is still moving, then collisions are avoided if necessary. This condition is relaxed in the subsequent iterations. The target objects are then sorted in order of nondecreasing estimated, expected transport times. The overall process has a time complexity of , where is the number of target objects.
Once all the values are computed, we traverse every element in the assignment matrix. If the corresponding value is greater than the current optimum (initially set to a very high positive number), then we move to the next element. Otherwise, a feasible assignment of target objects to goal locations is determined if one exists; the current optimum is also set to the corresponding value and the current best assignment is set to . After all the matrix elements are traversed once, we update the matrix values using the obtained feasible assignments. We now consider any goal to be occupied only when is greater than the time taken by target object to reach a distance of less than from goal during transport. In most cases, it is observed that this does not change the original values, as a majority of the goal locations do not lie anywhere close to the intended path of the target object. We keep on repeating the optimum assignment generation procedure until the same assignment is found in two successive runs. Convergence is ensured by the fact that the optimal transport times can never increase from one iteration to the other.
Computing for a particular pair of target object and goal location is the most important step in the goal assignment algorithm. We begin with the first sorted entry for every unassigned goal location. If the minimum value is greater than the corresponding expected, estimated transport time, we conclude that no feasible arrangement exists and terminate the algorithm. We then search for the last remaining entry for every goal location. If the maximum value is greater than or equal to the corresponding transport time, it is concluded that the current assignment cannot yield the optimum solution. The algorithm is again terminated and we move on to the next element in the matrix table. Otherwise, we retain all the entries that are less than or equal to the corresponding transport time. Clearly, we have . If at least one entry is not present for every goal location, then also the algorithm is terminated. Otherwise, a bipartite graph is created where the left-side nodes are the goal locations and the right-side ones are the target objects. Edges are created between nodes if the corresponding matrix table entry is retained. Ford-Fulkerson maximum flow algorithm [33] is applied to compute the maximum matching for the bipartite graph. If the cardinality of is equal to , then yields the desired feasible arrangement with a runtime complexity of [33] .
B. Priority Assignment
Once goals are assigned to all the target objects, the QMDP algorithm is used sequentially to compute the optimum plan for every target object individually. Just as in the case of goal assignment, other target objects are treated as obstacles that should not be trapped by secondary traps. The only remaining task is to resolve conflicts in the target object motions. A three-step process, consisting of clustering, classification, and branch and bound optimization is adopted to assign priorities to the target objects. This priority list determines the sequence in which the final plans are computed for the target objects. We now present each of the three steps in detail.
1) Clustering: This step involves clustering all the target objects into multiple clusters such that the priorities are assigned separately in every cluster. This decomposes the overall priority assignment problem into several simpler subproblems so that the assignment algorithm can be applied completely independently to each of the clusters. Before formally defining a cluster set, let us introduce the notion of collision circle and effective collision circle corresponding to the primary control actions of the target objects.
Based upon the discussion in Section II, we first define the set of feasible primary control actions for the th target object , where is the cardinality of the set. remains same for all the target objects. Here, is the angular resolution of the planning approach. Again, , where , and for .
represents the velocity vector that can be assigned to the primary trap transporting the th target object that makes an angle of with the axis. coincides with . All the other symbols are already defined.
Collision circle corresponding to feasible primary control action for the th target object is defined as a circle centered at the tip of the corresponding velocity vector with radius , where and are the trap radius and trap width for that particular target object. Thus, the collision circle radius varies for different feasible primary control actions.
Effective collision circle for the th target object is defined as a circle whose center lies at with radius . In other words, the effective collision circle occupies the maximum area among all the possible collisions circles for that particular target object.
Cluster set is defined such that every individual cluster consists of a set of target objects where the following condition is satisfied. For every target object belonging to the cluster, there exists at least one target object in the same cluster such that the collision circles of one or more feasible primary control actions corresponding to the 1st target object intersect with the collision circles of one or more feasible primary control actions corresponding to the second target object. Furthermore, for , and spans all the target objects present in .
To make cluster formation computation more efficient, for every target object, we simply check whether its effective collision circle intersects with the effective collision circle of all the other target objects one by one. If any pairwise collision occurs, then we insert both the target objects in the same cluster if they are not already present. We also maintain a list of all the feasible primary control action velocity vectors that lie within the intersection region in the so-called forbidden list. It is formally defined as the set , where contains the list of all the velocity vectors that lie within the intersection region for the th and the th target objects.
is an empty list if these two target objects do not belong to the same cluster.
Thus, this conservative scheme has a time-complexity of and works reasonably well because every target object tries to move at the maximum possible speed in all the directions, unless it specifically avoids colliding with the nearest obstacle by slowing down. Formation of two clusters, comprising of three and two target objects respectively, is shown in Fig. 2 . For the sake of representation clarity, the feasible primary control action velocity vectors that need to be inserted in the forbidden list are depicted for only one of the target objects.
2) Classification:
The objective of this step is to classify every obtained cluster into two exhaustive and mutually exclusive sets such that any random priority can be assigned to the target objects present in one of them, and an optimization technique can be employed on all the target objects remaining in the other set to compute collision-free paths. Let and represent the above-mentioned sets corresponding to the th cluster obtained in the previous step. We develop an easily provable result to perform this classification process. This result is mathematically stated as follows.
Let be the th expected function value (obtained as an output of the QMDP algorithm) of the th target object. is a function of and the estimated workspace state , and is computed by taking the expected value of the product of the converged values of the value function and the state transition probability added to the payoff function over the belief state. The payoff function is analogous to the objective function defined in Section II. This implies that the individual expected, estimated transport time for a given directly correlates to . Clearly, , and in the absence of any form of coordination among multiple target objects, optimum expected function value . The optimum solution for the overall problem is based on the bottleneck function value for all the target objects present in the classified cluster set . It is given by , where the th target object is present in . Now, if for every target object present in the set , then we assign any random priority in without degrading the estimated, expected total transport time . This follows from the fact that if due to collision avoidance constraints, any feasible primary control action velocity vector corresponding to an expected function value other than the optimum one is chosen for any of the target objects present in , then the corresponding value increases. However, since the maximum value is still less than the bottleneck value after assigning priorities to the target objects present in remains unchanged.
This provides us with a simple and effective way of reducing the overall computational burden by subdividing every cluster so that the optimization technique needs to be carried out for a potentially fewer number of target objects. The random assignment of priorities in the first set of every cluster is done based on the original numerical indexing of the constituent target objects. Assignment of priorities to the second classified set of every cluster is explained in the next step.
3) Branch and Bound Optimization: The depth-first branch and bound algorithm is used to determine the optimal set of priorities for the target objects in the second set of every cluster. An empty root node is first created and all the target objects (elements) are inserted as child nodes in order of nonincreasing expected function values. Highest priority is assigned to the leftmost element of the second level. The feasible primary control action velocity vectors of all the remaining target objects that intersect with the effective collision circle of the already selected target object are temporarily removed from consideration, and the set of expected function values for the remaining target objects are updated accordingly. This is readily done by searching the forbidden list. All the remaining target objects are then inserted as child nodes of the already selected element in the same sorted order of nonincreasing function values. The leftmost element is next added to the priority list and this process is repeated until all the target objects are taken into account.
We then refine the solution (i.e., obtain a smaller value than the current best) by incrementally constructing and traversing the tree in a depthwise manner. The algorithm is terminated either when a user-specified maximum search time limit is exceeded or when all possible nodes are explored. The algorithm may also terminate if the global optimum (best possible expected function available initially) is reached along a particular path from the root to a leaf node. Any path where the minimum expected function value for the non-added target objects exceeds the current optimum is pruned. This technique works well in practice due to the relatively small number of target objects that are usually present in the second set of any cluster.
IV. SIMULATION RESULTS
The path planner was tested in a simulator developed in C++ using Microsoft Visual Studio. Net 2005 as the compiler. OpenGL is used for rendering purposes. The results were obtained on an Intel Core2 Quad processor PC with 2.83 GHz clock speed and 8 GB of RAM. We only present a plot that gives an idea on the scalability of our approach with the number of target objects, and refer the interested reader to [34] for representative trajectories.
The dimensions of the workspace were 89.6 m 80 m 50 m. , and were selected as 0.25, 0.5, and 0.5 s, respectively, was taken to be 0.25 times the object radius, and was chosen to be 0.9. Water at room temperature (20 C) was used as the fluid medium. Laser wavelength and numerical aperture of the objective lens were selected to be 532 nm and 1.4, respectively. Laser power was chosen based upon the number of target objects such that the effective power in every primary trap is equal to 0.1 W. The power value was not altered during the course of the operation.
All the objects present in the test case were considered to be trappable. The transportable objects were 2.01 m diameter silica microspheres, whereas the nontransportable objects consisted of a mixture of 10 and 15 m diameter silica particles. The number of transportable objects was always selected as fifty. Twelve other 10 m diameter and six other 15 m diameter objects were also present. and were selected as 1.0 and 1.5 m, respectively, for the transportable objects. The corresponding values for the 10 m diameter objects were 5.0 and 7.0 m, respectively, whereas they were equal to 7.0 and 8.0 m, respectively, for the 15 m diameter objects. Fig. 3 plots the computation time of the different steps of the planning approach versus the number of target objects present in the workspace. The mean over ten simulation runs, each with a randomly generated initial scene ( -positions of all the objects and goal locations), was used to obtain every data point. The goal assignment algorithm was invoked only once at the beginning of every transport operation. All the other steps in the planning approach were called repeatedly after every . The average computation time over the entire duration of the operation was recorded for each of the planning approach steps.
We see that the goal assignment computation time increases as the cubic power of the number of target objects. Although the theoretical worst-case bound is inferior to this trend, in practice many entries in the expected transport time matrix table are not considered for obtaining feasible assignments. Moreover, often the algorithm terminates before entering the maximum bipartite graph matching step. As mentioned in Section III-B, the clustering (and consequently classification) step computation time increases as the quadratic power of the number of target objects. The depth-first branch and bound computation time also increases similarly, although the actual values are greater than those for clustering and classification. The overall planning time exhibits an almost linear trend due to the fact that most of the time is expended on computing the individual paths for each of the target objects sequentially.
V. EXPERIMENTAL RESULTS
We demonstrated the usefulness of the planner using a BioRyx 200 (Arryx, Inc., Chicago, IL) holographic laser tweezer. The BioRyx 200 consists of a Nikon Eclipse TE 200 inverted microscope, a Spectra-Physics Nd-YAG laser (emitting green light of wavelength 532 nm), a spatial light modulator (SLM), and proprietary phase mask generation software running on a desktop PC. Nikon Plan Apo 60x/1.4 NA, DIC H oil-immersion objective is used. The maximum rate at which traps can be set is the update rate of the SLM, 15 Hz, and the minimum step size (trap position change at any update) is 150 nm. Feedback control was achieved using a second PC that executed the planning algorithm and was equipped with a uEye camera (IDS, Inc., Cambridge, MA) for imaging the beads. Beads were identified and located by thresholding the image and then calculating the center of mass of all the remaining blobs.
We successfully transported 2.01 m diameter silica beads (density of 2000 kg/m3 and refractive index of 1.46, procured from Bangs Laboratories, Inc., Fishers, IN) automatically without any manual intervention. Initial and goal locations were specified in the controller user interface by clicking at spots in the imaged workspace. The beads located nearest to the initial locations were automatically selected as the target beads. The trap charge, a measure of the orbital angular momentum of the trap, was always set to 0.0 to create a point trap that did not apply torque to the object. Laser power was set to 0.5 and 0.8 W for transporting two and three beads respectively. This enabled us to transport the beads with a mean speed of 1.63 m/s using trap radius and trap width values of 1.50 and 2.22 m, respectively. The maximum transport speed was restricted to 2.25 m/s by first obtaining a ballpark value using the force balance equation [32] , and then conducting pilot runs to ascertain when beads were lost from traps while executing fully circular turns. Even though the transport speed could be increased almost proportionately by using higher laser power, it would imply larger steps in the positioning of the force field as the trap displacement is limited by the SLM update rate. Moreover, higher laser power would result in greater and values, which would consequently force the target beads to maintain greater separation from the obstacles, thereby generating infeasible plans for relatively dense workspaces. Fig. 4 shows the transport of two beads across distances of about 30 m each; the first object also successfully avoids a collision using circumvention. The starting location of the th bead is labeled as , and the goal locations are marked using " " symbols and are labeled as , where is the assigned number of the target object. The time of recording each image is specified in the upper right corner. Fig. 5 shows another case of transport of two beads in a more crowded workspace, which highlights the scalability of our approach with the number of workspace obstacles. Again, the first target object performs a successful collision avoidance with a freely diffusing obstacle.
The effective assignment of target objects to goal locations is shown in Fig. 6 . The third target object is assigned to although it is farther away than . This helps in completing the overall transport operation of moving all the target objects to their respective goal locations faster. Fig. 7 shows effective coordination in avoiding collisions with each other between the first and the second target objects. Even though the objects come close to each other due to uncertainties in estimating the object positions and executing the control actions, the planner moves them apart before arranging them in a triangular configuration. Fig. 8 shows another transport operation involving three beads, where both the second and third target objects avoid collisions with randomly moving obstacles. The usefulness of trapping nearby obstacles in avoiding collisions is illustrated in Fig. 9 . By adjusting the probability parameter in our objective function (1), we switched from following an only circumvention strategy to a combination of circumvention and obstacle trapping. This allowed us to plan paths through relatively narrow open spaces (particularly applicable for the first target bead), since the target beads could be brought much closer to the obstacles without resulting in unwanted trapping. Note that we intentionally turned off the goal assignment module in this case to force the target beads to traverse circuitous paths.
VI. DISCUSSION AND FUTURE WORK
As mentioned in Section I, we are interested in using the transported objects as grippers to indirectly manipulate cells. We now present some preliminary results in this context and discuss the feasibility, challenges, and further work necessary to fully automate such biological manipulation operations.
We performed experiments using Dictyostelium discoideum (a type of amoeba) cells in the holographic tweezers setup. D. Discoideum provides an important model system to study intracellular signalling and collective cell migration [35] . With the ability to move directionally in the presence of gradients of chemoattractants and relay signals to the neighboring cells, the migration of a large number of D. Discoideum cells is seen as an important model of how cells operate collectively. Collective cell motion is important in many biological processes from organ development to immune response to cancer metastasis. The cells were grown in HL-5 medium and the shaken culture concentration was controlled to stay below cells/ml. The cells were developed for 4-5 hours with exogenous pulses of 50 nM cyclic adenosine monophosphate given every 6 min. After the development time was over, the flask containing cells was swirled to distribute them evenly. 200 l of cells were transferred to a small centrifuge tube and centrifuged at 9000 rpm for 3 min to pipette out all the liquid. The cells were then washed twice by adding 200 l of phosphate buffer to the solution which was followed by subsequent centrifuging and vortexing. Finally, the cells were diluted with water to prevent them from sticking to the microscope slides during the experiments. Fig. 10 shows the arrangement of three optically trapped silica beads around the boundary of a cell by transporting them from their original positions. The two aggregated beads around the center of the workspace were not selected for transport as it was hard to separate them out using optical trapping forces. Although our aim was to localize the cell by positioning three beads around the circumference, we were not able to do so satisfactorily as the cell moved toward the second and third traps that reached their respective goal locations earlier than the first one. Thus, an additional level of coordination is required, which will first position all the beads at temporary locations that are equidistant from the final goal locations and sufficiently far away from the cell to prevent attraction, before transporting them simultaneously to the final locations. Fig. 11 shows an example of pushing a cell using a three bead arrangement. We see that the original configuration of the cellbead group is lost during the transport operation. This points out several research challenges. First, we need to do planning in 3D as it is not possible to form a stable grip and move any 3D object using three beads lying on the same plane. This imposes significant computational challenges that necessitates a faster and more scalable approximate planning algorithm. Machine learning is potentially useful for this purpose. Second, we need to constantly compensate for the movement of the cell toward the optical traps by adjusting the trap positions and velocities using some form of feedback planning and control. This requires modeling of the cell-bead contact forces and the resulting deformation of the cell surface, and enforcing suitable constraints on the particle trajectories in the form of allowable velocities and changes in velocity directions. Third, we need to design a suitable gripper configuration based on the cell size, material properties, and desired speed of operation. It is also useful to explore the use of optical trapping in conjunction with microfluidic flow to combine the high throughput of fluidics with the precise manipulation capabilities of tweezers, as is shown using simulations in [36] .
VII. CONCLUSION
This paper describes a decoupled and prioritized approach for transporting multiple particles using optical tweezers from their current locations to given goal locations in the minimum expected time. We use well-known principles of physics and develop suitable mathematical definitions to model the particle transport problem as a coordinated path planning problem. We then develop an iterative version of a maximum bipartite graph matching algorithm to assign goal locations to target objects in polynomial time. This is used as a preprocessing step within a three-step method, comprising of clustering, classification, and depth-first branch and bound optimization, to assign priorities to the target objects for computing collision-free paths. We demonstrate effective planner performance in a holographic tweezers setup, and discuss the feasibility and challenges of manipulating cells indirectly.
