We develop a programming framework for systems of agents that interact with each other in a shared environment. We model the common environment as a mathematical structure and assign to each agent a part of this environment as its expertise. This expertise is given by a syntactical signature composed of a collection of relation and function symbols, which gives rise to a window on the environment. The agents observe and manipulate their individual windows and additionally exchange information about them along interconnecting communication channels. During such communication steps the agents may introduce new mental concepts to act as translations of concepts from foreign signatures that are referred to in the information received. Finally, the agents maintain a private belief base, which together with their window on the environment constitutes their mental state. This all results in an abstract programming language of communicating agents, which incorporates and generalizes traditional programming concepts from the eld of concurrency theory. The syntax for the language is given, followed by a semantical description in terms of a transition system. This system enables the formal derivation of computations and gives rise to an operational semantics of the multi-agent programming language.
Introduction
In the research on multi-agent systems (cf. 15]) there is a growing interest in semantically well-understood programming paradigms for interacting agents. Among the proposed languages are for instance the language Concurrent MetateM described in 5, 14] , which is underpinned by an executable temporal logic, and the language described in 1] based on higher order logic. Our contribution consists of the investigation of multi-agent languages that are rooted in traditional concurrent programming paradigms. In a previous report 2] we have developed a programming language for interacting agents that is c 1998 Published by Elsevier Science B. V.
based on the semantically well-founded concurrent programming paradigms CSP 8] and CCP 13] . In 3] we have re ned this framework by examining the consequences of assigning the agents the ability to revise their beliefs. In the present paper, we further develop the framework by re ning the underlying information system to a general rst-order system, which yields various new features as the modeling of environment as a mathematical structure, the modeling of an expertise as a signature as well as the introduction of translation mechanisms between signatures.
1.1 Multi-agent systems Let us rst enumerate the aspects of multi-agent systems we concentrate on in this paper. We view a multi-agent system as composed of a collection of agents together with an environment they interact with. We remark that in 3] we called the environment the workspace of the multi-agent system. Each agent in the system is assigned a section of the environment it can inspect as well as manipulate. This section is called the agent's expertise. Observations are performed in the context of a theory the agent has constructed during the execution of the system. In maintaining this theory, which especially concerns information on those sections of the environment they cannot directly interact with, the agents also employ their ability to communicate with each other via the exchange of information. On the basis of their theory and the current window on the environment, the agents draw conclusions by means of some consequence operation that characterizes their reasoning pattern.
In the rest of the paper we will develop a programming framework that incorporates the facets mentioned above. In section 2 we describe the aspects in more detail as well as give suitable instantiations for them. This description subsequently results in an abstract multi-agent programming language of which we de ne the syntax and operational semantics in section 3. We round o in section 4 by suggesting several issues that are worth a further examination.
The model
In this section we shape a model of interacting agents by passing the relevant aspects of multi-agent systems mentioned in the introduction in review. We assign each of them a suitable concretization as well as identify the assumptions that underpin it.
The environment
The environment is explicitly represented in the programming framework in order to be able to express the results of changes that are established in the environment, as well as to model the individual views of the agents on it.
2
From mathematics we borrow the notion of a structure, which is employed for the formal description of relationships between a collection of elements. A con guration of the environment is given by a structure = hD; R 1 ; : : : ; R n ; F 1 ; : : : ; F m i; in which the domain D consists of the elements in the environment, the functions F 1 ; : : : ; F m give names to these elements and the relations R 1 ; : : : ; R n , which are also called uents, represent the relationships between them. The 0-ary functions are called constants. We assume that the agents are not part of the environment; that is, a structure does not represent information about the agents.
In the framework, information about the environment is expressed in a general rst-order language over a signature of predicate and function symbols. Below we explicate the notions of a signature, terms and rst-order formulae. (L) . The operators _, !, $ and 9 can be de ned in terms of the operators :,â nd 8 in the usual way. A literal is either an atomic formula R i (t 1 ; : : : ; t n ) or its negation :R i (t 1 ; : : : ; t n ). It is closed in case the terms t 1 ; : : : ; t n contain no variables. The converse of a literal l, which is denoted by l, is :R i (t 1 ; : : : ; t n ) if l is of the form R i (t 1 ; : : : ; t n ) and R i (t 1 ; : : : ; t n ) in case l is of the form :R i (t 1 ; : : : ; t n ). We de ne (') to be the set of constant and relation symbols that occur in '.
The connection between signatures and structures is usually given by an interpretation function identifying the relation symbols and the function symbols from a signature with the relations and functions from a structure, respectively. The structure is then called a model for the signature. In this paper, we associate with each structure comprised of the relations R 1 ; : : : ; R n and the functions F 1 ; : : : ; F m , just one signature consisting of the relation symbols R 1 ; : : : ; R n and the function symbols F 1 ; : : : ; F m , of which it is a model. This associated signature is denoted by L . Sometimes we will represent a structure by the collection of literals that are true in it.
The agents' expertise
We adopt the assumption that the agents share a common world model; i.e. there is a joint world each of the agents can individually interact with. Each agent is assigned its own expertise (or ontology) on the environment, which concerns a section of the world the agent can inspect as well as manipulate. Given the notion of an environment de ned above, we de ne an expertise to be a subsignature of the signature associated with the environment; that is, given an environment , the expertise of an agent consists of a signature L 0 such that L 0 L . The idea behind this is that each agent is able to manipulate and inspect information concerning those relations and functions that correspond to the relation and function symbols that are in its expertise. Moreover, an expertise gives rise to a window on the environment, which is given by the restriction of the environment to the expertise signature. That is, a window consists of the information on the relations and functions in the environment being the interpretations of the relation and function symbols from the agent's expertise signature, that is currently true in the environment. Additionally, in their reasoning processes the agents may introduce new concepts; that is, they may introduce new relation and function symbols that do not necessarily correspond to actual relations and functions in the environment. Such concepts to are used to act as translations of concepts referred to in information received from other agents. This implies that the expertise of an agent is not just composed of a signature denoting the concepts in the environment that can be inspected and manipulated, but additionally includes relations and functions that refer to newly introduced mental concepts.
The agents' mental states
As mentioned before, the agents interact with the environment by inspecting and manipulating it. With respect to their capability of observing the environment, we have to explicate the kind of information that can be inspected by the agents. In the framework, the perceptible facts are given by the closed 4 literals involving relation and function symbols from an agent's expertise signature. The collection of closed literals that are currently true in this window constitutes the rst part of the agent's epistemic state. The other part originates from the agents' ability to construct their own theories on the environment. Each agent builds this theory, which we will call its belief base, by expanding it with new conclusions drawn during execution. These additions typically occur after inspections of the window and after acts of communication, but are not restricted to these moments. The belief base constitutes together with the window on the environment, the agent's epistemic state. As in the framework we do not consider other mental attitudes, this epistemic state de nes the agent's mental state. Analogous to the version of CCP covering the notion of eventual tell (cf. 13]), in this paper, we do not resolve inconsistencies between an agent's window and its theory, which is the focus of a related paper 4]. That is, an agent's mental state might become inconsistent in the framework.
The agents' consequence operators
In general, there is no global strategy to derive information from an information store. Each basic agent in a multi-agent system therefore possesses an individual consequence operator, or entailment relation,`, to draw conclusions from the information available to it. Although having the same information two di erent agents might therefore draw completely di erent conclusions. Examples of entailment relations include the non-monotonic reasoning patterns and operators dealing with the Closed World Assumption. For instance, one agent concludes on the basis of the absence of the information ', the formula :', whereas another agent postpones drawing such a conclusion until it has ascertained that :' indeed holds.
In the framework we include a mechanism of developing translations between di erent vocabularies. We will use the construction `T ' to denote that the operator`derives the formula ' using the formula T that establishes connections between the vocabularies of ' and . The syntax of such translation formulae is given below.
De nition 2.4 Given two signatures L 1 and L 2 , the set ? L 1 L 2 of translation formulae is the smallest set that satis es:
if P 2 L 1 , Q 2 L 2 are n-ary relations then 8x 1 x n (P (x 1 ; : : : ; x n ) $ Q(x 1 ; : : : ; x n )) 2 ? L 1 L 2 : We will also denote this formula as
Translation formulae are conjunctions of equalities between the terms and predicates of two signatures.
Given a tuple ( ; T; ') consider the set T of translation formulae T 0 that satisfy '`T^T0 ; the term translator is used to denote those translation 5 van Eijk, de Boer, van der Hoek and Meyer formulae that are maximal elements in T with respect to the strict version`0 of the ordering`, which is de ned by: '`0 , '` and 0 '. Such a translator corresponds to a weakest assumption that is necessary to derive from '. The case that the translator is equal to true represents the situation that no additional translations are needed in order to derive . d 3 ) ) as U j = 0 T, which implies that it is not maximal.
The agents' behaviour
The behaviour of an agent is given by a program, which represents the reasoning capacities of the agent as well as it governs the way the agent behaves during execution. In general, a program consists of primitive actions that are combined by means of the traditional programming operators of pre xing, parallel execution, non-deterministic choice and recursion. There are ve 6 basic actions agents perform.
Queries
First, they perform an action query(') that corresponds to a test whether the rst-order formula ' follows from the agent's epistemic state. Recall that this mental state is the conjunction of the agent's belief base and its window on the environment Establishments Secondly, the agents establish changes in the environment. These are not mental actions but transformations of that section of the world that is given by their expertise. They can only be noticed by agents that possess an overlapping expertise. In the language, an establishment is a model transformation in which a nite number of atomic facts expressed in the expertise signature is either added to the environment or removed from it. That is, an action est( ), where denotes a nite set of closed literals expressed in the agent's initial expertise signature, has the result that the relations in the environment associated with the speci ed relation symbols, are minimally modi ed such that all the literals in indeed become true in the environment. We assume that during such model transformations the domain of the environment remains xed and no new functions and relations are added; that is, no new elements or concepts are being introduced in the environment. As we assume an interleaving model of concurrency no clashes will appear between agents that simultaneously update the environment. In future research we however aim to re ne our semantical framework by the incorporation of some notion of true concurrency.
Acts of communication
The third and fourth type of actions involve acts of communication; viz. sending and receiving information. Traditionally, there is a distinction between synchronous and asynchronous communication; the di erence lies in the fact that for synchronous communication a sending and a receiving agent have to agree upon the moment of communication. We will adopt this type of communication in our framework. The information that is exchanged during communication consists of rst-order formulae being conclusions drawn from the agents' beliefs on the environment. We will not consider more elaborate types of communication such as for instance the exchange of directives.
In a communication step, a sending agent might in general transmit any arbitrary formula. However, we will not consider insincere agents and focus on agents that send formulae that are derivable from their epistemic state. An agent performs an action send(c; ') to transmit a formula ' along a communication channel c, only if the agent believes the formula ' to hold. Analogously, although a receiving agent might in general accept any arbitrary formula, we 7
focus on receiving agents that perform the action rec(c; ) in which they specify a rst-order formula that they want to derive on the basis of the information ' that is received along the channel c. We emphasize that the relation and function symbols in ' that are not part of the agent's current expertise, denote possibly new mental concepts. The basic communication framework is extended with a functionality to derive as well as maintain translation formulae. These formulae act as bridges (like in 7] ) between the vocabularies of the agents that are connected to a particular communication channel. The framework contains a global translation function that maps communication channels to the translation formulae that have already been established during the execution of the system. In a communication step which takes place along a particular communication channel, the translations associated with the channel are possibly expanded with new translation information. In particular, given a global translation function f, the communication between a sending agent performing send(c; ') and a receiving agent executing rec(c; ), is successful if there exists a translator T for ( ; f(c); '), where f(c) constitutes the translation information that has already been established. The resulting translation information associated with c would subsequently given by the conjunction f(c)^T. Note that the existence of di erent translators introduces a form of non-determinism in the framework. This will be a subject of further research. Additionally, in this paper, we only consider expansions of translations and leave revisions also for future studies. 
Expansions
In the literature on belief revision a distinction is made between belief revision operators 6] and belief update operators 9]. The di erence lies in the fact that the former kind of operators are used in situations where the beliefs refer to a static world, whereas the latter are employed in cases they refer to a world that is continuously changing. As in our framework we allow a dynamical environment, the operations the agents employ to maintain their epistemic state should be of the latter kind. Update operators are divided into three categories: expansion operators, which simply add a formula to a belief base, erasure operators, which modify a belief base such that a formula is not derivable from it and nally, update operators which modify a belief base such that it is consistent and derives the formula that is speci ed. As mentioned before, the focus of this paper is not on belief revision (details on this topic are provided in the related paper 4]) and hence we will only consider 8 expansions: the agents perform the action exp(') to expand their belief base with the formula ' expressed in the agent's expertise signature.
Agent systems
A collection of agents constitutes an agent system. More formally, a basic agent system, or basic agent, is a tuple comprised of an expertise, a program governing its behaviour, a belief base and a consequence operator. Compound agent systems are constructed by the parallel composition of subsystems, with the additional possibility to specify local communication channels.
3 The programming language and semantics
In this section we de ne the syntax of the multi-agent programming language and subsequently develop an operational semantics. A basic agent is a tuple (L; S; B;`). Its behaviour is governed by a programming statement S that is build from atomic actions, which are combined by means of the operators & denoting internal parallelism, + representing nondeterministic choice, ; standing for pre xing and Z:S representing recursion. The statement Z:S denotes a (recursive) procedure with name Z and body S, whereas the statement Z denotes a call to this procedure. We remark that as the entailment relations of basic agents do not change during execution, they are omitted from notation; that is, we will write (L; S; B) rather than (L; S; B;`). Basic agents are combined to constitute agent systems by means of the operator k , which denotes external parallelism. The operation c (A)
de nes the communication channel c to be local in the agent system A.
The programming constructs except the atomic actions, stem from the concurrent programming paradigm CCS 10] introduced by Milner. Their meaning should become clear in the next section where we discuss the semantics of the language. 9
Operational semantics
We develop an operational semantics of the programming language de ned in the previous section, by means of a transition system. Such a system, which is originally described by Plotkin in 11], formally derives transitions of the form:
hA; ( ; f)i ?! hA 0 ; ( 0 ; f 0 )i. Such a transition represents a computation step performed by the agent system A that thereby changes the environment from to 0 and the global translation function from f to f 0 . Moreover, the agent system A 0 denotes the part of A that subsequently remains to be executed.
The label in the transition is used to identify intentions to communicate.
If it is of the form c ! ' it denotes an intention to send the formula ' along the communication channel c, whereas in case it is of the form c ? ' it refers to an intention to receive the formula ' along c. In As in concurrency theory, we use the symbol E to denote termination.
Moreover, the constructs E & E, (L; E; B), E k E, and c (E) all correspond to terminated statements or agent systems and are hence equal to E.
The transition system
In this section we de ne a transition system for the programming language.
We will use the notation ffT=cg for the extension of a function f with the value T for c. We assume that is a consistent set of closed literals, which are expressed in the agent's initial expertise signature; that is, they do not involve mental 10 concepts.
Example 3.3 Consider a system consisting of three agents A 1 , A 2 and A 3 in the following con guration of a block world: hD; Blue; A sequence of subsequent transitions that are derivable from the transition system, constitutes a computation. The operational semantics of a programming language is usually de ned in terms of observables, which denote what is to be observed of such a computation. One of the observables for our language is the resulting environment of a terminating computation. This notion is de ned below.
De nition 3.11 (Observables of terminating agent systems) Let ? denote the translation function that yields the value true for all communication channels.
O(A)( ) = f n j hA; ( ; ?)i ?! hA 1 ; ( 1 ; f 1 )i; ; hA n?1 ; ( n?1 ; f n?1 )i ?! hE; ( n ; f n )ig:
4 Conclusions and future research
The framework introduced in this paper formalizes some basic patterns of interaction between communicating agents. Our research has connections with the work of R ety (cf. 12]) on distributed concurrent constraint programming. In his framework, independent distributed processes interact with each other via the exchange of constraints along interconnecting communication channels. Translations during such communication steps take place via lambda abstractions. The sending process transfers information of the form x:'(x) in which is abstracted from the sender's private variables x, while the receiving process instantiates this abstraction with its own variables y, yielding the information ( x:'(x))(y). In comparision with this mechanism, the translation method as described in the current paper is more general as it allows translations of terms and predicates rather than just of variables. Secondly, the constructed translations are maintained for later use, whereas in the distributed concurrent constraint programming paradigm they are immediately lost after the communication.
We end our discussion by identifying the following promising research directions:
Communication Various interesting extensions of the communication mechanism presented are to be explored. We mention the explicit representation of dynamic signatures in the syntax rather than leaving them implicit in the semantics of the programming language. A second topic is the use of revision techniques for translation formulae in addition to the present mechanism of expanding them. Finally, we mention the construction of algorithms to compute translators as well as the development of strategies for negotiations between agents their individual vocabularies.
Compositionality A second step in the development of a well-founded semantics for the programming language, is the re nement of the operational 14 description to a compositional semantics, which gives rise to (compositional) techniques for the speci cation and veri cation of programs.
Modal Logic Another issue is the generalization of belief bases by means of some suitable modal logic in order to enable agents to reason about the beliefs of other agents.
Sub-typing and inheritance In our framework a system induces a natural hierarchy among its agents in terms of their corresponding signatures. This hierarchy seems to be a promising starting point of the introduction of such object-oriented features as sub-typing and inheritance.
Agent Creation Related to the above is the introduction of mechanisms for describing the dynamic creation of agents.
