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Supervised learning
A simple example (regression problem)
We would like to“learn”a function f :x → y given a training set
T = {(x(i), t(i))}, with t(i) = f(x(i)) + n(i) (noisy samples of f)
The conventional neural network (NN) viewpoint
The NN solution
Deﬁne a NN with weights w which realizes the
function g(x;w), and deﬁne the error function
E(w) ∝
∑
i
(t(i) − g(x(i);w))2
then search for the vector of weights wˆ that
minimizes the error and assume g(x; wˆ) as the
estimate of f(x)
but... beware of overﬁtting!
The conventional NN viewpoint (cont.)
Some questions about the conventional approach:
 Why this particular error function?
 Why the overﬁtting problem? What is “generalization”?
 How can you compare the performance of diﬀerent network
structures?
The Bayesian viewpoint
Use T to update your degree of belief about f
p(f |T,X, I)︸ ︷︷ ︸ ∝ p(T |f,X, I)︸ ︷︷ ︸ · p(f |I)︸ ︷︷ ︸
posterior pdf likelihood prior pdf
T = {t(i)}
X = {x(i)}
Note that with this approach
 You need to make explicit your prior belief about f
 The result is a probability distribution over a space of
functions, rather than a single function
The Bayesian viewpoint (cont.)
Examples (and discussion)
The Bayesian viewpoint (cont.)
Safeguard against“overﬁtting”
Better prediction model
(possibility of “active learning”)
A digression on mathematical objects
There are typically two ways to deﬁne and consider a mathematical
object:
 An intrinsic, coordinate/parameter-free way, that lets you
understand what the object means and manipulate it
conceptually
 A coordinate/parameter-based way that lets you represent and
manipulate the object practically (but is seldom enlightening
in itself)
Examples
Vectors, matrices, determinants, the diﬀerential operators of
mathematical physics (gradient, curl, divergence...), tensors, the objects
of elementary geometry, the objects of the calculus of variations...
Representing functions
A naive approach
The“curse of
dimensionality”
Neural networks
g(x;w) = ϕ
(∑
j woj ϕ(
∑
k wjk xk)
)
Supervised NN learning from the Bayesian viewpoint
Use T to update your degree of belief about w
p(w |T,X, I)︸ ︷︷ ︸ ∝ p(T |w, X, I)︸ ︷︷ ︸ · p(w |I)︸ ︷︷ ︸
posterior pdf likelihood prior pdf
Likelihood for independent Gaussian noise
p(T |w, X, I) ∝ exp
(
−
∑
i
(t(i) − g(x(i);w))2
2σ2i
)
Assigning the prior
p(w |I) ∝ exp(−β
∑
w2)
(weight decay regularizer)
Other representations
 Use diﬀerent sets or diﬀerent combinations of“basis” functions
 Work directly in terms of probability distributions on the space
of functions f
Gaussian Processes
It’s one of the simplest types of probability distributions on spaces
of functions (it generalizes the ﬁnite-dimensional Gaussian
distribution)
The probability distribution p(f(x)|..., I) is assigned by specifying
the a mean function μ(x) and the covariance function c(x, x′)
Many probability distributions on parametrized representations
correspond to Gaussian processes
Model selection
Absolute plausibility
p(Nm |T, I) = p(T |Nm, I) · p(Nm |I))
P (T |I)
p(Nm |T, I) = p(T |Nm, I) · p(Nm |I))∑
m P (T |Nm,I) · p(Nm |I)
Relative plausibility (model comparison)
p(Nm1 |T, I)
p(Nm2 |T, I) =
p(T |Nm1, I)
p(T |Nm2, I) ·
p(Nm1 |I))
p(Nm2 |I))
The evidence of the model
p(T |Nm, I) =
∫
W
p(T |w, Nm, I) · p(w |, Nm, I)dw
Model selection (cont.)
Approximating and understanding the evidence
p(T |Nm, I ) =
∫
W
p(T |w,Nm, I ) · p(w |,Nm, I ) dw
p(T |Nm, I )︸ ︷︷ ︸  p(T |wˆ, Nm, I)︸ ︷︷ ︸ · p(wˆ |Nm, I) · |Δwpost.|︸ ︷︷ ︸
evidence best ﬁt likelihood Occam factor
Occam factor  |Δwpost.||Δwprior|
Model selection (cont.)
Example
Closing comments...
The information paradox
For a feed-forward NN with one hidden layer
p(w |T, X, β, I) ∝ exp
⎛
⎝−∑
i
(
ti − ϕ
(∑
j woj ϕ
(∑
k wjk x
(i)
k
)))2
2σ2i
− β (
∑
j
w
2
oj +
∑
jk
w
2
jk)
⎞
⎠
Further issues
 Handling complicated posterior pdfs (e.g., multiple peaks):
numerical approximations, discarding negligible information...
 Probabilistic handling of hyperparameters
 Committees of networks
 Determination of input relevance
 ...
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