Abstract. This paper formulates and studies a class of discrete-time recurrent neural networks with impulse effects. A stability criterion, which characterizes the effects of impulse and stability property of the corresponding impulse-free networks on the stability of the impulsive networks in an aggregate form, is established. Two simplified and numerically tractable criteria are also provided.
Introduction
In the past decades, neural network architectures have been extensively studied and developed; such as, e.g., Hopfield neural networks (HNN) [1] [2] , Cohen-Grossberg neural networks [3] , bidirectional associative memory (BAM) neural networks [4] , and cellular neural networks (CNN) [5] [6] . Following these pioneering works, neural dynamics and applications of both continuous-time and discrete-time neural network models have attracted increasing attention and obtained intensive research (see, e.g., [7] [8] [9] [10] [11] , and the references cited therein). To characterize impulsive dynamical behaviors caused by abrupt jumps at certain instants during the evolutionary process of many complex systems, Guan and his collaborators addressed impulse effect on the stability of continuous-time auto-associative neural networks [12] and continuous-time delayed Hopfield neural networks [13] . Recently, many results for the stability of continuous-time impulsive neural networks have been reported in the open literature [14] [15] [16] . However, to the best of our knowledge, the dynamics of discrete-time RNN with impulse effects has attracted little attention. In this paper, we will formulate the impulsive model of DTRNN and study the global stability properties of its equilibrium points.
As is known, the DTRNN model is often described by the following difference equations [10] [11] : (
where is the state vector, the diagonal matrix represents the network's interconnections, and
represents the activation gain, with being the activation function used in the ith neuron, which is normally assumed to be Lipschitz- 
To characterize impulsive dynamical behaviors caused by abrupt jumps at certain instants during the evolutionary process of model (1), we assume that state jump at instant is described by
x k x k e x k , m , ,
where , is continuous over , and the impulse instant is assumed to satisfy that and
. Thus, one obtains the following impulsive DTRNN model: 
Since engineering applications of neural networks, such as optimization and association, rely crucially on the dynamical behaviors of the networks, qualitative analysis of the neuro-dynamics, such as the fundamental properties of stability and oscillation, is indispensable for practical design of neural network models and tools. On the other hand, to embed and solve the problems of optimization, association, neural control, and sign processing, dynamical neural networks have to be designed to possess only one and globally stable equilibrium point, so as to avoid the risk of spurious response or the common problem of local minima [12] . Thus, it is necessary to study the issue of global stability of the equilibrium of a dynamical neural network. Therefore, in this paper we will study the global stability of impulsive DTRNN (3). For this purpose, a constant vector is assumed to be the unique equilibrium point of system (3), which implies 
Letting and noting that (4) and (5), one observes that 
Main results
We now state our main result.
( ) 
Then, for , one obtains 
This implies that
Therefore, ( ) 
From (11), one observes that, when bility of the impulse-free networks. However, the condi does not required the exponential stability of the impulse-free networks.
The impulsive D formulated based on the existing model of the DTRNN. The general criterion, together with two numerically tractable sufficient conditions, for the asymptotic and exponential stability of such model has been established by using the standard Lyapunnov function. These results characterize the aggregated effects of impulse and the stability property of the corresponding impulse-free DTRNN on 
