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Strojove´ ucˇen´ı v prˇirozene´m jazyce
1. Seznamte se s pokrocˇily´mi metodami strojove´ho ucˇen´ı pouzˇ´ıvany´mi v oblasti zpra-
cova´n´ı prˇirozene´ho jazyka.
2. Na za´kladeˇ z´ıskany´ch znalost´ı realizujte syste´m pro ”ucˇen´ı” z textu.
3. Vytvorˇte testovac´ı sadu pro vyhodnocen´ı syste´mu.
4. Vyhodnot’te vytvorˇeny´ syste´m pomoc´ı standardn´ıch metrik.
Kategorie: Umeˇla´ inteligence
Licencˇn´ı smlouva
Licencˇn´ı smlouva je ulozˇena v arch´ıvu Fakulty informacˇn´ıch technologi´ı Vysoke´ho ucˇen´ı
technicke´ho v Brneˇ.
Abstrakt
Tato pra´ce se zaby´va´ zjednoznacˇnˇova´n´ım slovn´ıch vy´znamu˚ pomoc´ı metod strojove´ho ucˇen´ı.
Cˇtena´rˇ je kra´tce sezna´men s danou problematikou a jej´ım historicky´m vy´vojem. Jsou zde
popsa´ny nejpouzˇ´ıvaneˇjˇs´ı metody a prˇ´ıstupy, specia´lneˇ pak naivn´ı Bayes˚uv klasifika´tor, ktery´
je implementova´n v syste´mu. Je zde uveden i na´zorny´ prˇ´ıklad pro tento klasifika´tor. V prak-
ticke´ cˇa´sti je popsa´n na´vrh syste´mu vyuzˇ´ıvaj´ıc´ı tohoto klasifika´toru vcˇetneˇ popisu r˚uzny´ch
algoritmu˚ pouzˇity´ch v syste´mu. Na za´veˇr je uvedeno vyhodnocen´ı vy´sledk˚u syste´mu a je-
jich analy´za. Implementovany´ syste´m se zu´cˇastnil souteˇzˇe v ra´mci mezina´rodn´ı konfernce
se´manticke´ho vyhodnocova´n´ı SemEval-2007.
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Abstract
This beachelor’s thesis deals with word sense disambiguation problem using the machine
learning techniques. There are shortly presented problems of word sense disambiguation and
its timeline. There are described methods and approaches, especially the naive Bayes clas-
sifier that is implemented in the system. There’s illustrated a simple example of using this
classifier. In a practical section is described project of system based on naive Bayes classifier
including description of various algorithms used in the system. Finally there are described
evaluation and analysis of the system. This created system took part in an international
competition on semantic evaluation workshop SemEval-2007.
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Tato pra´ce vznikla jako sˇkoln´ı d´ılo na Vysoke´m ucˇen´ı technicke´m v Brneˇ, Fakulteˇ in-
formacˇn´ıch technologi´ı. Pra´ce je chra´neˇna autorsky´m za´konem a jej´ı uzˇit´ı bez udeˇlen´ı opra´vneˇn´ı
autorem je neza´konne´, s vy´jimkou za´konem definovany´ch prˇ´ıpad˚u.
Obsah
1 U´vod 3
2 Zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚ 4
2.1 Vymezen´ı za´kladn´ıch pojmu˚ . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Historicky´ prˇehled metod zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚ . . . . . . . . 5
2.2.1 Metody zalozˇene´ na ba´z´ıch znalost´ı . . . . . . . . . . . . . . . . . . . 6
2.2.2 Metody zalozˇene´ na korpusech . . . . . . . . . . . . . . . . . . . . . 6
2.2.3 Hybridn´ı syste´my . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 WordNet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3.1 Struktura WordNetu . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3.2 Znacˇen´ı synset˚u ve WordNetu . . . . . . . . . . . . . . . . . . . . . . 8
3 Strojove´ ucˇen´ı ve zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚ 9
3.1 Metody ucˇen´ı s ucˇitelem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.2 Metody ucˇen´ı bez ucˇitele . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.3 Naivn´ı Bayes˚uv klasifika´tor . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.3.1 Pravdeˇpodobnostn´ı model . . . . . . . . . . . . . . . . . . . . . . . . 10
3.3.2 Prakticke´ vyuzˇit´ı . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.3.3 Pra´zdne´ nebo chybeˇj´ıc´ı atributy . . . . . . . . . . . . . . . . . . . . . 11
3.3.4 Prˇ´ıklad urcˇova´n´ı vy´znamu naivn´ım Bayesovy´m klasifika´torem . . . . 11
4 Na´vrh syste´mu pro zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚ 15
4.1 Pouzˇ´ıvane´ datove´ sady . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.1.1 Senseval-3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.1.2 Semeval-1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.2 Vyuzˇit´ı WordNetu v syste´mu . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.3 Jednoduchy´ algoritmus ucˇen´ı s ucˇitelem . . . . . . . . . . . . . . . . . . . . 16
4.4 Princip pra´ce s naivn´ım Bayesovy´m klasifika´torem . . . . . . . . . . . . . . 17
4.4.1 Nacˇten´ı datovy´ch vstup˚u . . . . . . . . . . . . . . . . . . . . . . . . 17
4.4.2 Analy´za tre´novac´ıch dat . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.4.3 Urcˇen´ı spra´vne´ho vy´znamu slova . . . . . . . . . . . . . . . . . . . . 18
4.5 Od slov k vektoru prˇ´ıznak˚u . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.6 Nastavova´n´ı parametr˚u syste´mu . . . . . . . . . . . . . . . . . . . . . . . . . 19
5 Vyhodnocen´ı a vy´sledky syste´mu 23
5.1 Zp˚usoby vyhodnocova´n´ı zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚ . . . . . . . . 23
5.1.1 Vyhodnocova´n´ı zalozˇene´ na pocˇtu spra´vneˇ urcˇeny´ch vy´znamu˚ . . . . 23
5.1.2 Vyhodnocova´n´ı zalozˇene´ na krˇ´ızˇove´ entropii . . . . . . . . . . . . . . 24
1
5.1.3 Granularita rozliˇsova´n´ı vy´znamu˚ . . . . . . . . . . . . . . . . . . . . 25
5.1.4 Konference Senseval (Semeval) . . . . . . . . . . . . . . . . . . . . . 26
5.2 Diskuze vy´sledk˚u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
5.2.1 Vy´sledky syste´mu . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
5.2.2 Srovna´n´ı obou implementovany´ch algoritmu˚ . . . . . . . . . . . . . . 27
5.2.3 Prˇ´ıklad sˇpatne´ho urcˇen´ı vy´znamu syste´mem . . . . . . . . . . . . . . 28
5.2.4 Na´vrh odstraneˇn´ı neˇktery´ch nedostatk˚u . . . . . . . . . . . . . . . . 30






Prˇirozeny´ jazyk je jazyk pouzˇ´ıvany´ lidmi k beˇzˇne´ komunikaci a sdeˇlova´n´ı informac´ı. Narozd´ıl
od pocˇ´ıtacˇovy´ch programovac´ıch jazyk˚u se liˇs´ı svou va´gnost´ı. Ve sve´ bakala´rˇske´ pra´ci se
zaby´va´m zjednoznacˇnˇova´n´ım slovn´ıch vy´znamu˚, cozˇ je jedn´ım z mnoha proble´mu˚, ktery´mi
se zaby´va´ obor zpracova´n´ı prˇirozene´ho jazyka. Tento obor zasahuje jednak do oblasti umeˇle´
inteligence, ale take´ do lingvistiky. Jeho u´kolem je urcˇita´ konverze mezi va´gn´ım prˇirozeny´m
jazykem a neˇjakou forma´ln´ı reprezentac´ı, ktere´ doka´zˇe porozumeˇt pocˇ´ıtacˇ.
Zpracova´n´ım prˇirozene´ho jazyka se odborn´ıci zaby´vaj´ı jizˇ neˇkolik des´ıtek let. Mezi hlavn´ı
proble´my, ktere´ se snazˇ´ı vyrˇesˇit, patrˇ´ı naprˇ. z´ıska´va´n´ı a extrakce informac´ı z text˚u, strojovy´
prˇeklad mezi r˚uzny´mi jazyky, rozpozna´va´n´ı mluvene´ rˇecˇi, korekce gramaticky´ch chyb nebo
automaticke´ odpov´ıda´n´ı na ota´zky.
Pro u´plne´ rˇesˇen´ı vsˇech teˇchto proble´mu˚ je nezbytne´, aby pocˇ´ıtacˇ porozumeˇl, nebo se ale-
sponˇ pokusil analyzovat prˇ´ıslusˇny´ prˇirozeny´ jazyk. Prostrˇedkem pro porozumeˇn´ı prˇiroze-
ne´mu jazyku mu˚zˇe by´t neˇjaka´ ba´ze znalost´ı (naprˇ. ve formeˇ se´manticke´ s´ıteˇ), ktera´ ob-
sahuje vazby mezi slovy konkre´tn´ıho prˇirozene´ho jazyka. Tyto ba´ze znalost´ı by´vaj´ı zpravidla
vytvorˇeny rucˇneˇ. Prˇi analy´ze prˇirozene´ho jazyka se pak setka´va´me s r˚uzny´mi d´ılcˇ´ımi pod-
proble´my, jako je v´ıcevy´znamovost slov nebo kontextove´ za´vislosti. Tyto podproble´my na´m
poma´haj´ı rˇesˇit naprˇ. metody prova´deˇj´ıc´ı rozpozna´va´n´ı slovn´ıch druh˚u (part-of-speech tag-
ging) nebo zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚ (word sense disambiguation).
Prˇi rˇesˇen´ı proble´mu˚ z kategorie zpracova´n´ı prˇirozene´ho jazyka se cˇasto vyuzˇ´ıva´ algoritmu˚
strojove´ho ucˇen´ı. Podle konkre´tn´ıch prˇ´ıpad˚u pak mu˚zˇe j´ıt o algoritmy ucˇen´ı s ucˇitelem, ucˇen´ı
bez ucˇitele nebo r˚uzne´ kombinace. Ja´ jsem pro svou pra´ci zvolil naivn´ı Bayes˚uv klasifika´tor,
cozˇ je algoritmus ucˇen´ı s ucˇitelem. Tento klasifika´tor je relativneˇ jednoduchy´ a ma´ velkou
u´speˇsˇnost v mnohy´ch odveˇtv´ıch zpracova´n´ı prˇirozene´ho jazyka.
Druha´ kapitola (2) zahrnuje u´vod do problematiky zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚,
strucˇny´ popis vy´voje a pouzˇ´ıvane´ metody a prˇ´ıstupy. Ve trˇet´ı kapitole (3) jsou strucˇneˇ
popsa´ny typy metod strojove´ho ucˇen´ı, ktere´ jsou pouzˇ´ıva´ny pro rˇesˇen´ı tohoto proble´mu.
Zbytek kapitoly je pak veˇnova´n popisu naivn´ıho Bayesova klasifika´toru. Cˇtvrta´ kapitola
(4) se veˇnuje prakticke´ cˇa´sti bakala´rˇske´ pra´ce. Je zde vysveˇtlena implementace a proble´my
vyskytuj´ıc´ı se prˇi na´vrhu programu. Prˇedposledn´ı kapitola (5) obsahuje prezentaci a zhod-
nocen´ı vy´sledk˚u programu. Jsou zde take´ uvedeny zp˚usoby vyhodnocova´n´ı. V za´veˇru (6)






Zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚ se snazˇ´ı urcˇit spra´vny´ vy´znam v´ıcevy´znamovy´ch slov
v urcˇite´m kontextu. Tento proble´m rˇesˇ´ı rodily´ mluvcˇ´ı cˇasto intuitivneˇ a obycˇejneˇ mu
necˇin´ı zˇa´dne´ proble´my. Jina´ situace vsˇak nasta´va´ u pocˇ´ıtacˇe. Pocˇ´ıtacˇ prˇirozene´mu jazyku
nerozumı´, a proto je pro neˇj obt´ızˇne´ urcˇit spra´vny´ vy´znam slova. Je nutne´ naj´ıt vhodne´
metody a vlastnosti, podle ktery´ch by byl pocˇ´ıtacˇ s urcˇitou u´speˇsˇnost´ı schopen spra´vny´
vy´znam identifikovat.
2.1 Vymezen´ı za´kladn´ıch pojmu˚
Pro uveden´ı do proble´mu je nutne´ sezna´mit se nejdrˇ´ıve s neˇktery´mi za´kladn´ımi pojmy.
Jedna´ se zejme´na o definova´n´ı pojmu˚ ty´kaj´ıc´ıch se vy´znamu slova. Na´sleduj´ıc´ı informace
pocha´zej´ı z [4].
Pojem “vy´znam slova nebo souslov´ı” (da´le jen slovo) mu˚zˇeme definovat jako informacˇn´ı
obsah slova. Kazˇde´ slovo mu˚zˇe mı´t dva vy´znamy:
• slovn´ı (lexika´ln´ı) – oznacˇuje urcˇity´ jev skutecˇnosti; je to vy´znam, ktery´ ma´ slovo samo
o sobeˇ
• mluvnicky´ (gramaticky´) – tento vy´znam slovo naby´va´ azˇ ve spojen´ı s jiny´mi slovy ve
veˇteˇ; vyjadrˇuje r˚uzne´ mluvnicke´ kategorie (naprˇ. rod, cˇ´ıslo, pa´d ap.)
Ve sve´ bakala´rˇske´ pra´ci se zaby´va´m pouze urcˇova´n´ım lexika´ln´ıho vy´znamu slova. Mlu-
vnicky´m vy´znamem se zde zaby´vat nebudu. Pokud se pokousˇ´ıme definovat lexika´ln´ı vy´znam
(da´le jen vy´znam) neˇjake´ho slova, deˇla´me to veˇtsˇinou pouzˇit´ım urcˇite´ho jazyka. Vy´znam
slova mu˚zˇe by´t definova´n pomoc´ı
• prˇirozene´ho jazyka (vcˇetneˇ jazyka, v neˇmzˇ je slovo, jehozˇ vy´znam definujeme)
• forma´ln´ıho jazyka (naprˇ. vhodny´ matematicky´ nebo logicky´ kalkul)
Z toho se vymyka´ tzv. ostenz´ıvn´ı zp˚usob definova´n´ı vy´znamu˚ slov prˇirozene´ho jazyka
(naprˇ. toto je st˚ul, toto je zv´ıˇre,. . . ). Na tomto zp˚usobu je zalozˇeno ucˇen´ı se jazyku u cˇloveˇka.
Pokud ma´ neˇktere´ slovo v´ıce nezˇ jeden vy´znam, pak mluv´ıme o v´ıcevy´znamove´m slovu.
Vy´znamy v´ıcevy´znamovy´ch slov mu˚zˇeme rozdeˇlit na:
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• za´kladn´ı (prima´rn´ı, p˚uvodn´ı) naprˇ. oko – orga´n zraku
• druhotny´ (sekunda´rn´ı, odvozey´) naprˇ. oko na puncˇosˇe
Pro kazˇdy´ prˇirozeny´ jazyk je procento v´ıcevy´znamovy´ch slov odliˇsne´. S v´ıcevy´znamovost´ı
slov u´zce souvis´ı pojmy polyse´mie a homonymie. I prˇesto, zˇe se jedna´ o dva odliˇsne´ pojmy,
jsou cˇasto zameˇnˇova´ny. Polyse´mie neboli mnohoznacˇnost je existence v´ıce vy´znamu˚ pro
jednu formu, kde vy´znamy slova maj´ı jistou genetickou podobnost (naprˇ. jazyk – orga´n
nebo jazyk u boty). Na druhe´ straneˇ homonymie je existence v´ıce vy´znamu˚ pro jednu
formu, ale mezi vy´znamy nen´ı zˇa´dna´ spojitost – hla´skova´ shoda je cˇisteˇ na´hodna´ (naprˇ.
role – divadeln´ı hra, pole, svitek). Homonymii mu˚zˇeme da´le deˇlit na:
• lexika´ln´ı (naprˇ. vinny´ – od slova v´ıno nebo vina)
• morfologicka´ (naprˇ. bratra – vyjadrˇuje 2. i 4. p. sg.)
• slovneˇ druhova´ (naprˇ. vecˇer – podst. jm., prˇ´ıslovce)
Morfologickou a slovneˇ druhovou homonymi´ı se ve sve´ bakala´rˇske´ pra´ci nebudu zaby´vat.
Proces vy´beˇru spra´vne´ho vy´znamu slova v dane´m kontextu se nazy´va´ zjednoznacˇnˇova´n´ı
slovn´ıch vy´znamu˚.
2.2 Historicky´ prˇehled metod zjednoznacˇnˇova´n´ı slovn´ıch vy´z-
namu˚
Nejen ve zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚, ale v cele´ oblasti zpracova´n´ı prˇirozene´ho
jazyka existuj´ı dva smeˇry rˇesˇen´ı proble´mu˚. Oba jsou zalozˇeny na jiny´ch principech a vyuzˇ´ıvaj´ı
odliˇsne´ techniky.
Prvn´ı prˇ´ıstup se snazˇ´ı co nejv´ıce porozumeˇt zpracova´vane´mu textu. K tomu se nejcˇasteˇji
vyuzˇ´ıva´ r˚uzny´ch, veˇtsˇinou rucˇneˇ vytvorˇeny´ch, ba´z´ı znalost´ı. Mezi nejrozsˇ´ıˇreneˇjˇs´ı ba´ze patrˇ´ı
Machine Readable format (Oxford English Dictionary, Collins), thesaury (Roget˚uv the-
saurus) nebo se´manticke´ lexikony (WordNet, EuroWordNet). Z hlediska zjednoznacˇnˇova´n´ı
vy´znamu˚ tyto ba´ze typicky obsahuj´ı informace jako vy´cˇet vy´znamu˚, jejich definice, prˇ´ıklady
pouzˇit´ı, synonyma a r˚uzne´ vazby mezi nimi. Tyto metody se souhrnneˇ oznacˇuj´ı jako metody
zalozˇene´ na ba´z´ıch znalost´ı.
Druhy´ prˇ´ıstup se nesnazˇ´ı porozumeˇt textu, pouze vyuzˇ´ıva´ obrovske´ mnozˇstv´ı dat, na
za´kladeˇ jejichzˇ analy´zy hleda´ r˚uzne´ podobnosti, ze ktery´ch pak vytva´rˇ´ı pravidla pro zjed-
noznacˇnˇova´n´ı. Zde se ve velke´ mı´ˇre vyuzˇ´ıva´ r˚uzny´ch algoritmu˚ strojove´ho ucˇen´ı. Mu˚zˇe se
jednat o algoritmy ucˇen´ı s ucˇitelem, bez ucˇitele nebo r˚uzne´ kombinace. Urcˇova´n´ı vy´znamu˚
prob´ıha´ na za´kladeˇ pravidel, ktera´ syste´m automaticky generuje ze vstupn´ıch dat. Tato
pravidla jsou tvorˇena beˇhem analy´zy slov v kontextu. Mezi pouzˇ´ıvane´ metody strojove´ho
ucˇen´ı patrˇ´ı naprˇ. shlukova´n´ı a klasifikace. Tyto metody mu˚zˇeme souhrnneˇ nazvat jako
metody zalozˇene´ na korpusech.
V te´to kapitole jsou popsa´ny pouze neˇktere´ vy´znamne´ kroky a smeˇry ve zjednoznacˇnˇova´n´ı
slovn´ıch vy´znamu˚. Informace o historicke´m vy´voji pocha´zej´ı z [1], kde mu˚zˇe cˇtena´rˇ v prˇ´ıpadeˇ
za´jmu naj´ıt vycˇerpa´vaj´ıc´ı informace.
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2.2.1 Metody zalozˇene´ na ba´z´ıch znalost´ı
Koncem 50. let proble´m zjednoznacˇnˇova´n´ı vy´znamu˚ u´zce souvisel se strojovy´m prˇekladem.
Neˇkolik veˇdc˚u uvedlo, zˇe pro u´speˇsˇny´ strojovy´ prˇeklad z jednoho jazyka do jine´ho, je urcˇen´ı
spra´vne´ho vy´znamu slova nezbytne´. Tento proble´m se ty´ka´ slov, ktera´ maj´ı po prˇelozˇen´ı
do c´ılove´ho jazyka v´ıce mozˇny´ch alternativ. Naprˇ´ıklad anglicke´ slovo “bed” se mu˚zˇe do fran-
couzsˇtiny prˇelozˇit jako “le lit” (postel) nebo “le parterre” (za´hon).
Neˇkolik veˇdc˚u zkoumalo vliv velikosti kontextu v´ıcevy´znamove´ho slova na spra´vne´ urcˇen´ı
jeho vy´znamu. Pokusem bylo zjiˇsteˇno, zˇe u´speˇsˇnost prˇekladu nebyla u kontextu tvorˇeny´m
cˇtyrˇmi slovy nijak vy´znamneˇ odliˇsna´ od prˇ´ıpadu, kdy byl poskytnut cely´ kontext. Te´to
vlastnosti se vyuzˇ´ıva´ dodnes.
V 60. letech byl ve zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚ poprve´ pouzˇit Bayes˚uv teore´m.
Skupina veˇdc˚u se snazˇila odhadnout cˇetnosti vy´skyt˚u vy´znamu˚ slov pro odliˇsna´ odveˇtv´ı
text˚u, na za´kladeˇ ktery´ch pak urcˇili pravdeˇpodobnost kazˇde´ho vy´znamu pro urcˇity´ kontext.
Tento prˇ´ıstup dosahoval tehdy u´speˇsˇnosti asi 90%.
V 60. a 70. letech nastal velky´ r˚ust vy´zkumu˚ v oblasti umeˇle´ inteligence. Na´sledkem toho
je veˇtsˇina metod zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚ z tohoto obdob´ı zalozˇena na umeˇle´
inteligenci. Tyto metody se snazˇily detailneˇ porozumeˇt prˇirozene´mu jazyku a pokousˇely se
r˚uzny´m zp˚usobem modelovat znalosti z lingvisticke´ teorie. K tomu veˇtsˇinou vyuzˇ´ıvaly rucˇneˇ
vytvorˇene´ se´manticke´ s´ıteˇ.
Acˇkoliv byly neˇktere´ metody zalozˇene´ na umeˇle´ inteligenci velmi zaj´ımave´, jejich pou-
zˇitelnost byla znacˇneˇ omezena. Zejme´na proto, zˇe pouzˇ´ıvaly rucˇneˇ vytvorˇene´ ba´ze znalost´ı,
ktere´ pokry´valy pouze specifickou oblast prˇirozene´ho jazyka.
Postupem cˇasu se zacˇalo objevovat cˇ´ım da´l v´ıce pouzˇitelny´ch ba´z´ı znalost´ı. Takovy´mi
ba´zemi byly slovn´ıky, thesaury nebo lexikony. Acˇkoliv se zde objevila snaha o automatickou
extrakci informac´ı z dat, byly tyto rozsa´hle´ ba´ze veˇtsˇinou vytva´rˇeny rucˇneˇ.
Prˇi tvorbeˇ lexikon˚u byl vy´znamny´ u´speˇch zaznamena´n v roce 1990, kdy byl na Prince-
tonske´ univerziteˇ vytvorˇen profesorem Millerem a jeho kolektivem lexikon anglicke´ho jazyka
nazvany´ WordNet. WordNet patrˇ´ı k tzv. vy´cˇtovy´m lexikon˚um, kde jsou uzly tvorˇeny zna´-
my´mi vy´znamy pro slova. Opakem vy´cˇtove´ho lexikonu je generativn´ı lexikon, v neˇmzˇ jsou
vy´znamove´ kategorie generova´ny na za´kladeˇ urcˇity´ch pravidel. Vy´voj WordNetu neusta´le
prob´ıha´, jeho soucˇasna´ verze je 3.0.
2.2.2 Metody zalozˇene´ na korpusech
V posledn´ıch letech se sta´vaj´ı sta´le v´ıce dostupne´ obrovske´, veˇtsˇinou rucˇneˇ anotovane´ zdroje
dat, ktere´ se daj´ı vyuzˇ´ıt pro empiricke´ metody v mnohy´ch odveˇtv´ıch zpracova´n´ı prˇirozene´ho
jazyka. Tyto zdroje dat nazy´va´me korpusy.
Korpusem rozumı´me vnitrˇneˇ strukturovany´ a uceleny´ soubor text˚u dane´ho jazyka v
elektronicke´ podobeˇ. Korpusy jsou organizova´ny se zrˇetelem na u´cˇel jejich pouzˇit´ı, ktere´
mu˚zˇe by´t vsˇeobecne´ho charakteru nebo specificky zameˇrˇene´ na urcˇitou oblast zpracova´n´ı
prˇirozene´ho jazyka. Mohou by´t slozˇeny pouze z hole´ho textu nebo mohou obsahovat meta-
data, ktera´ poskytuj´ı r˚uzne´ informace vzhledem k pouzˇit´ı korpusu. Tato metadata mohou
by´t do korpusu prˇida´va´na rucˇneˇ nebo automaticky (strojoveˇ). Rucˇn´ı anotova´n´ı korpus˚u je
vzhledem k jejich velikosti znacˇneˇ na´kladne´. Na druhou stranu automaticke´ anotova´n´ı mu˚zˇe
znamenat jiste´ zanesen´ı chyby beˇhem anotova´n´ı.
Prvn´ım korpusem byl korpus anglicke´ho jazyka vytvorˇeny´ na Brownoveˇ univerziteˇ v roce
1964. Tento korpus pomohl odhalit statisticke´ charakteristiky slov (naprˇ. cˇetnosti slov
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a slovn´ıch druh˚u) v anglicˇtineˇ. V dnesˇn´ı dobeˇ ma´ jizˇ mnoho sta´t˚u vytvorˇeny´ sv˚uj vlastn´ı
na´rodn´ı korpus, ktery´ je jisty´m zp˚usobem reprezentativn´ım vzorkem jazyka dane´ho sta´tu.
Hlavn´ım proble´mem u metod zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚ zalozˇeny´ch na kor-
pusech je nerovnomeˇrnost dat. Tento proble´m se sice nety´ka´ pouze zjednoznacˇova´n´ı, ale
pra´veˇ tady vynika´ mnohem v´ıce nezˇ jinde. Pot´ızˇ je v tom, zˇe nikdo nemu˚zˇe zarucˇit, aby
se v korpusu vyskytovaly vsˇechny vy´znamy v´ıcevy´znamovy´ch slov, a uzˇ v˚ubec nemu˚zˇe by´t
zarucˇeno, aby se vyskytovaly ve stejne´ mı´ˇre. Naprˇ´ıklad v Brownoveˇ korpusu, ktery´ obsahuje
milion slov, se slovo ash vyskytuje pouze 8kra´t a z toho pouze jednou ve smyslu “jasan”.
2.2.3 Hybridn´ı syste´my
Postupem cˇastu se uka´zalo, zˇe lepsˇ´ıch vy´sledk˚u lze dosa´hnout metodami vyuzˇ´ıvaj´ıc´ımi obou
dvou prˇ´ıstup˚u. Tam, kde metody zalozˇene´ na ba´zech znalost´ı selha´vaj´ı kv˚uli sve´ nedokon-
alosti nebo nedostupnosti pro dany´ jazyk, mu˚zˇeme tyto nedostatky vhodneˇ doplnit meto-
dami zalozˇeny´mi na korpusech. V posledn´ı dobeˇ tak vznikaj´ı hybridn´ı syste´my vyuzˇ´ıvaj´ıc´ı
obou dvou prˇ´ıstup˚u.
Patrˇ´ı sem naprˇ. algoritmus bootstrapping. Algoritmus k funkci vyuzˇ´ıva´ male´ho mnozˇstv´ı
anotovany´ch dat pro tre´nova´n´ı, pocha´zej´ıc´ıch z neˇjake´ ba´ze znalost´ı, a mnohem veˇtsˇ´ıho
mnozˇstv´ı neanotovany´ch dat k testova´n´ı. Algoritmus pracuje v cyklech, kdy v kazˇde´m
cyklu identifikuje vzory v tre´novac´ı mnozˇineˇ, urcˇ´ı vy´znamy slov v testovac´ıch datech a
vybere neˇkolik nejv´ıce reprezentativn´ıch instanc´ı, ktere´ pak prˇida´ do tre´novac´ı mnozˇiny.
Na takto noveˇ vznikle´ tre´novac´ı sadeˇ se provede nove´ tre´nova´n´ı algoritmu a cely´ proces se
opakuje.
Jistou modifikac´ı bootstrappingu je Yarowske´ho algoritmus, ktery´ nav´ıc obsahuje neˇktere´
heuristicke´ metody, mezi neˇzˇ patrˇ´ı prˇedpoklad nemeˇnnosti vy´znamu slova pro vsˇechny
vy´skyty v jedne´ diskuzi, nebo prˇedpoklad nemeˇnnosti vy´znamu slova ve spojen´ı s jiny´m
slovem.
2.3 WordNet
WordNet [5] je se´manticky´ lexikon anglicke´ho jazyka vyv´ıjeny´ profesorem Georgem A.
Millerem a kol. na Princetonske´ univerziteˇ od roku 1990. Je tvorˇen tzv. synsety, ktere´
reprezentuj´ı podstatna´ jme´na, prˇ´ıdavna´ jme´na, slovesa a prˇ´ıslovce. Tyto synsety jsou spo-
jova´ny r˚uzny´mi se´manticky´mi vazbami. WordNet kombinuje vy´hody slovn´ık˚u i thesaur˚u
a snazˇ´ı se tak vytvorˇit lexikon mnohem pouzˇitelneˇjˇs´ım.
Od roku 2006 databa´ze WordNetu obsahuje asi 150 000 slov organizovany´ch do v´ıce nezˇ
115 000 synset˚u. To vsˇechno je komprimova´no do necely´ch 12 MB dat.
2.3.1 Struktura WordNetu
Kazˇdy´ synset obsahuje mnozˇinu slov nebo slovn´ıch spojen´ı maj´ıc´ı stejny´ vy´znam. Odliˇsne´
vy´znamy te´hozˇ slova jsou umı´steˇny v odliˇsny´ch synsetech. Vy´znam kazˇde´ho synsetu je
charakterizova´n kra´tkou glosou. Synsety jsou navza´jem propojeny rˇadou se´manticky´ch
vazeb. Prˇ´ıkladem neˇktery´ch vazeb v za´vislosti na typu synsetu mu˚zˇe by´t:
• Podstatna´ jme´na
– hypernym – Y je hypernym X, kdyzˇ kazˇde´ X je (druh) Y (naprˇ. slovo “zv´ıˇre” je
hypernym slova “pes”)
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– hyponym – Y je hyponym X, kdyzˇ kazˇde´ Y je (druh) X (naprˇ. slovo “st˚ul” je
hyponym slova “na´bytek”)
– holonym – Y je holonym X, kdyzˇ X je cˇa´st Y (naprˇ. slovo “strom” je holonym
slova “veˇtev”)
– meronym – Y je meronym X, kdyzˇ Y je cˇa´st X (naprˇ. slovo “klika” je meronym
slova “dverˇe”)
• Slovesa
– hypernym – sloveso Y je hypernym slovesa X, kdyzˇ aktivita X je (druhem) Y
(naprˇ. sloveso “sportovat” je hypernym slovesa “beˇhat”)
– troponym – sloveso Y je troponym slovesa X, kdyzˇ aktivita Y prova´d´ı neˇjaky´m
zp˚usobem X (naprˇ. sloveso “kra´cˇet” je troponym slovesa “j´ıt”)
– d˚usledek – sloveso Y je d˚usledek X, kdyzˇ deˇla´n´ım X mus´ı by´t udeˇla´no Y (naprˇ.
sloveso “spa´t” je d˚usledek slova “chra´pat”)
Litera´ly mohou by´t take´ spojova´ny r˚uzny´mi lexika´ln´ımi vztahy jako naprˇ. vztah ozna-
cˇuj´ıc´ı antonymum.
2.3.2 Znacˇen´ı synset˚u ve WordNetu
Je patrne´, zˇe z WordNetu lze z´ıskat mnoho informac´ı. Mezi nejza´kladneˇjˇs´ı mozˇne´ informace
vsˇak patrˇ´ı vy´pis vy´znamu˚ urcˇite´ho slova. Tyto vy´znamy jsou ve WordNetu prˇesneˇ oznacˇeny
a na´lezˇ´ı jim specificky´ ko´d. Tento ko´d se pouzˇ´ıva´ pro oznacˇova´n´ı vy´znamu˚ i v datech, ktere´
pouzˇ´ıva´m. Ko´d ma´ na´sledujic´ı tvar za´pisu:
lemma%ss-type:lex-filenum:lex-id:head-word:head-id,
kde lemma znacˇ´ı za´kladn´ı tvar slova, ss-type znacˇ´ı typ synsetu, lex-filenum reprezen-
tuje lexikograficky´ soubor obsahuj´ıc´ı synset, lex-id znacˇ´ı konkre´tn´ı vy´znam v dane´m
souboru. Zbyle´ cˇa´sti oznacˇen´ı se pouzˇ´ıvaj´ı ve zvla´sˇtn´ıch prˇ´ıpadech. Prˇ´ıkladem takove´ho
znacˇen´ı mu˚zˇe by´t bank%1:17:01::.
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Kapitola 3
Strojove´ ucˇen´ı ve zjednoznacˇnˇova´n´ı
slovn´ıch vy´znamu˚
Pro zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚ mu˚zˇeme s vy´hodou pouzˇ´ıt metod strojove´ho ucˇen´ı.
Metody strojove´ho ucˇen´ı mu˚zˇeme rozdeˇlit do dvou za´kladn´ıch skupin. Prvn´ı skupinu tvorˇ´ı
metody ucˇen´ı s ucˇitelem, vyzˇaduj´ıc´ı jista´ tre´novac´ı data, na ktery´ch se “naucˇ´ı” rozpozna´vat
vy´znamy. Druhou skupinou jsou metody ucˇen´ı bez ucˇitele, ktere´ zˇa´dna´ takova´ data nemaj´ı,
a mus´ı prove´st prˇiˇrazen´ı spra´vne´ho vy´znamu pouze na za´kladeˇ analy´zy vstupn´ıch dat.
Informace z te´to kapitoly pocha´zej´ı z [5] a [3].
3.1 Metody ucˇen´ı s ucˇitelem
Tyto metody tvorˇ´ı algoritmy vyuzˇ´ıvaj´ıc´ı mnozˇinu tre´novac´ıch dat. Algoritmy identifikuj´ı
vzory v prˇ´ıkladech dany´ch pro jednotlive´ trˇ´ıdy vy´znamu v´ıcevy´znamove´ho slova. Tyto vzory
jsou zobecneˇny do pravidel. Pravidla se pak na´sledneˇ pouzˇij´ı prˇi klasifikaci novy´ch prˇ´ıpad˚u.
Typicky se jedna´ o r˚uzne´ klasifika´tory a klasifikacˇn´ı algoritmy. Teˇchto algoritmu˚ je
mnoho a veˇtsˇina z nich vykazuje na poli zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚ dobre´ vy´sledky.
Mezi nejpouzˇ´ıvaneˇjˇs´ı metody ucˇen´ı s ucˇitelem patrˇ´ı algoritmy podp˚urny´ch vektor˚u, rozho-
dovac´ı stromy a seznamy, naivn´ı Bayes˚uv klasifika´tor nebo neuronove´ s´ıteˇ.
3.2 Metody ucˇen´ı bez ucˇitele
Ucˇen´ı bez ucˇitele zahrnuje metody, ktere´ se snazˇ´ı ve velke´ mnozˇineˇ dat identifikovat vzory.
Nemaj´ı prˇitom k dispozici zˇa´dna´ anotovana´ data, ani jine´ extern´ı znalosti. Vzory jsou
pouzˇ´ıva´ny pro rozdeˇlen´ı mnozˇiny dat do shluk˚u. Tyto metody nemaj´ı zˇa´dne´ poneˇt´ı o sku-
tecˇne´m rozdeˇlen´ı slov do vy´znamu˚. Je proto mozˇne´, zˇe mohou naj´ıt odliˇsny´ pocˇet shluk˚u,
nezˇ jaky´ je ve skutecˇnosti pocˇet vy´znamu˚.
Zde se s vy´hodou pouzˇ´ıvaj´ı r˚uzne´ druhy aglomerativn´ıho shlukova´n´ı, ktere´ na zacˇa´tku
vytvorˇ´ı tolik shluk˚u, kolik instanc´ı maj´ı vstupn´ı data. Na´sledneˇ je stanoven zp˚usob meˇrˇen´ı
podobnosti instanc´ı a je nastavena prahova´ hranice. Pokud jsou dva shluky bl´ızˇe nezˇ je
minima´ln´ı vzda´lenost urcˇena´ prahovou hranic´ı, dojde k jejich sloucˇen´ı. Tento cyklus se
opakuje do te´ doby, nezˇ obdrzˇ´ıme pozˇadovany´ pocˇet shluk˚u.
Jinou pouzˇ´ıvanou metodou je zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚ pomoc´ı paraleln´ıch
text˚u. Tato metoda nevyzˇaduje zˇa´dna´ anotovana´ data, nicme´neˇ data v obou jazyc´ıch mus´ı
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by´t zarovna´na. Takova´ data se daj´ı beˇzˇneˇ naj´ıt na internetu nebo ve specia´ln´ıch kor-
pusech (UN Parallel Text, Canadian Hansards). Pomoc´ı zarovnany´ch text˚u jsou na´sledneˇ
objevova´ny odliˇsnosti mezi vy´znamy.
3.3 Naivn´ı Bayes˚uv klasifika´tor
Naivn´ı Bayes˚uv klasifika´tor je jednoduchy´ klasifika´tor zalozˇeny´ na Bayesoveˇ teore´mu s prˇed-
pokladem neza´vislosti mezi prˇ´ıznaky. Tento klasifika´tor mu˚zˇeme s vy´hodou pouzˇ´ıt tam, kde
jine´ klasifika´tory (rozhodovac´ı stromy) selha´vaj´ı kv˚uli nemozˇnosti pouzˇ´ıt velke´ mnozˇstv´ı
prˇ´ıznak˚u. Naivn´ı Bayes˚uv klasifika´tor mu˚zˇe efektivneˇ pracovat i s neˇkolika stovkami azˇ tis´ıci
prˇ´ıznaky. Tento klasifika´tor je velmi u´speˇsˇny´ a velmi cˇasto se vyuzˇ´ıva´ k r˚uzny´m u´cˇel˚um.
Mezi nejcˇasteˇjˇs´ı pouzˇit´ı patrˇ´ı klasifikace text˚u, zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚ nebo
filtrova´n´ı spamu.
V praxi se klasifika´tor pouzˇ´ıva´ tak, zˇe se podle vzorce stanov´ı pravdeˇpodobnosti pro
vsˇechny mozˇne´ vy´znamy a z nich se vybere vy´znam s nejveˇtsˇ´ı pravdeˇpodobnost´ı. Vy´hodou
naivn´ıho Bayesova klasifika´toru je, zˇe mu stacˇ´ı pouze male´ mnozˇstv´ı tre´novac´ıch dat pro
odhadnut´ı potrˇebny´ch pravdeˇpodobnost´ı.
3.3.1 Pravdeˇpodobnostn´ı model
Pravdeˇpodobnostn´ı model pro klasifika´tor je modelem podmı´neˇny´m:
p(C | F1, . . . , Fn),
kde C je za´visla´ trˇ´ıdn´ı promeˇnna´ a F1, . . . , Fn prˇ´ıznakove´ promeˇnne´. Pouzˇit´ım Bayesova
teore´mu mu˚zˇeme tento vztah zapsat jako:
p(C | F1, . . . , Fn) = p(C) · p(F1, . . . , Fn | C)
p(F1, . . . , Fn)
V praxi na´s cˇasto nezaj´ıma´ konkre´tn´ı hodnota pravdeˇpodobnosti, ale jej´ı relativn´ı pomeˇr
k ostatn´ım pravdeˇpodobnostem. Proto mu˚zˇeme zlomek upravit odstraneˇn´ım konstanty
ve jmenovateli, cˇ´ımzˇ se vy´pocˇet zjednodusˇ´ı. Upraveny´ vzorec pak bude vypadat na´sledovneˇ:
p(C) · p(F1, . . . , Fn | C)
Tento vztah mu˚zˇeme da´le upravit na:
p(C,F1, . . . , Fn)
Opakovany´m aplikova´n´ım definice podmı´neˇne´ pravdeˇpodobnosti mu˚zˇeme vzorec upravit
na tvar:
p(C,F1, . . . , Fn) = p(C) · p(F1, . . . , Fn | C)
p(C,F1, . . . , Fn) = p(C) · p(F1 | C) · p(F2, . . . , Fn | C,F1)
p(C,F1, . . . , Fn) = p(C) · p(F1 | C) · p(F2 | C,F1) · p(F3, . . . , Fn | C,F1, F2)
Nyn´ı uplatn´ıme prˇedpoklad neza´vislosti prˇ´ıznakovy´ch promeˇnny´ch, ktery´ rˇ´ıka´, zˇe kazˇdy´
prˇ´ıznak Fi je podmı´neˇneˇ neza´visly´ na ktere´mkoliv jine´m prˇ´ıznaku Fj pro i 6= j. Tuto
podmı´nku mu˚zˇeme zapsat na´sledovneˇ:
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p(Fi | C,Fj) = p(Fi | C)
Proto mu˚zˇeme prˇedcha´zej´ıc´ı vzorec prˇepsat na na´sleduj´ıc´ı tvar:
p(C,F1, . . . , Fn) = p(C)p(F1 | C) · p(F2 | C) · p(F3 | C) . . .




Celkoveˇ vzato mu˚zˇeme pravdeˇpodobnost toho, zˇe prˇi dany´ch prˇ´ıznac´ıch F1, F2, . . . , Fn
bude jev patrˇit do trˇ´ıdy C, urcˇit na´sleduj´ıc´ım vzorcem:
p(C,F1, . . . , Fn) =
1
Z




kde Z vyjadrˇuje jistou konstantu, ktera´ je za´visla´ pouze na nepodmı´neˇny´ch pravdeˇpodob-
nostech. Ve skutecˇnosti mu˚zˇeme Z vyja´drˇit jako:
Z = p(F1, . . . , Fn)
Vy´sledne´ rozhodova´n´ı klasifika´toru pak mu˚zˇeme zapsat vztahem:
classify(f1, . . . , fn) = argmaxcP (C = c) ·
n∏
i=1
p(Fi = fi | C = c)
3.3.2 Prakticke´ vyuzˇit´ı
Jako prˇ´ıznaky se veˇtsˇinou berou vy´skyty kl´ıcˇovy´ch slov v kontextu v´ıcevy´znamove´ho slova.
Vsˇechny potrˇebne´ hodnoty, jako pravdeˇpodobnosti vy´skyt˚u slov, podmı´neˇne´ pravdeˇpodob-
nosti vy´skyt˚u slov u vy´znamu˚ nebo pravdeˇpodobnosti vy´skyt˚u vy´znamu˚, mohou by´t odhad-
nuty z mnozˇiny tre´novac´ıch dat.
3.3.3 Pra´zdne´ nebo chybeˇj´ıc´ı atributy
Pokud se neˇktere´ prˇ´ıznaky u jiste´ho vy´znamu v˚ubec nevyskytuj´ı, je zrˇejme´, zˇe pravdeˇpo-
dobnost jejich vy´skytu bude nulova´. To mu˚zˇe cˇinit velky´ proble´m. Ve vy´sledne´m na´soben´ı
vsˇech pravdeˇpodobnost´ı by vysˇel celkovy´ vy´sledek roven nule. Proble´m se rˇesˇ´ı prˇida´n´ım
male´ konstanty µ ke vsˇem prˇ´ıznakovy´m hodnota´m. Tento proces se nazy´va´ Laplaceovo
vyhlazova´n´ı.
3.3.4 Prˇ´ıklad urcˇova´n´ı vy´znamu naivn´ım Bayesovy´m klasifika´torem
Zde je zpracova´n jednoduchy´ prˇ´ıklad pouzˇit´ı naivn´ıho Bayesova klasifika´toru pro zjed-
noznacˇnˇova´n´ı slovn´ıch vy´znamu˚. Pravdeˇpodobnosti vy´skyt˚u slov a vy´znamu˚ jsou odhadnuty
z datove´ sady Senseval-3. Prˇ´ıklad je proveden pro anglicky´ jazyk a demonstruje urcˇova´n´ı
spra´vne´ho vy´znamu podstatne´ho jme´na disc.
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Mnozˇina tre´novac´ıch dat obsahuje 222 instanc´ı. V prˇ´ıkladeˇ budu pocˇ´ıtat s hodnotami
zaokrouhleny´mi na sˇest desetinny´ch mı´st.
Slovo discma´ podle se´manticke´ho lexikonu WordNet 2.1 na´sleduj´ıc´ı vy´znamy (ve Word-
Netu jsou vy´znamy oznacˇeny pomoc´ı specia´ln´ıch ko´d˚u, pro lepsˇ´ı prˇehlednost jsem zvolil
vhodna´ anglicka´ oznacˇen´ı):
• disc%plate A thin flat circular plate.
• disc%music Sound recording consisting of a disc with continuous grooves.
• disc%computer A memory device consisting of a flat disk covered with a magnetic
coating on which information is stored.
• disc%shape Something with a round shape like a flat circular plate.
My´m programem byly pro tyto vy´znamy v tre´novac´ıch datech zjiˇsteˇny na´sleduj´ıc´ı cˇetnosti.






Tabulka 3.1: Cˇetnosti a pravdeˇpodobnosti vy´skyt˚u vy´znamu˚.
Da´le je potrˇeba vybrat vhodna´ kl´ıcˇova´ slova, podle ktery´ch bude klasifika´tor rozhodovat.
Princip vy´beˇru kl´ıcˇovy´ch slov je popsa´n v kapitole 4.5. Teˇchto slov by´va´ mnoho, ale
pro demonstraci nasˇeho prˇ´ıkladu jich bohateˇ stacˇ´ı jen neˇkolik. Spokoj´ıme se tedy pouze
s na´sleduj´ıc´ımi slovy:
floppy, drive, computer, sand, musical, record, year, wolfcraft.
Pro tato slova byly zjiˇsteˇny na´sleduj´ıc´ı podmı´neˇne´ pravdeˇpodobnosti. Tabulka 3.2 uda´va´
pravdeˇpodobnosti vy´skyt˚u kl´ıcˇovy´ch slov pro vsˇechny trˇ´ıdy vy´znamu˚.
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Trˇ´ıda vy´znamu
Slovo disc%plate disc%music disc%computer disc%shape
floppy 0,000000 0,012346 0,266667 0,000000
drive 0,031746 0,000000 0,155556 0,000000
computer 0,000000 0,037037 0,422222 0,000000
musical 0,000000 0,074074 0,000000 0,000000
record 0,079365 0,617284 0,111111 0,030303
wolfcraft 0,111111 0,000000 0,000000 0,000000
Tabulka 3.2: Podmı´neˇne´ pravdeˇpodobnosti vy´skyt˚u kl´ıcˇovy´ch slov u dany´ch vy´znamu˚.
V tabulce 3.2 je videˇt, zˇe neˇktere´ hodnoty pravdeˇpodobnost´ı jsou nulove´. To je zp˚usobeno
t´ım, zˇe v tre´novac´ıch datech nebyl pro dany´ vy´znam nalezen zˇa´dny´ vy´skyt slova.
Nyn´ı se mu˚zˇeme pomoc´ı naivn´ıho Bayesova klasifika´toru pokusit urcˇit spra´vny´ vy´znam
slova disc v na´sleduj´ıc´ı veˇteˇ:
Operating system decided to eject a floppy disc from the drive.
V te´to veˇteˇ se nacha´zej´ı pouze neˇktera´ kl´ıcˇova´ slova a to floppy a drive. Proto budeme
ve vzorci pocˇ´ıtat pouze s teˇmito dveˇma slovy.
Pravdeˇpodobnost toho, zˇe pro prˇ´ıznaky F1, . . . Fn bude instance zarˇazena do trˇ´ıdy C,
je podle zjednodusˇene´ho vzorce da´na:




Uva´zˇ´ıme-li pak pouze vybrana´ dveˇ slova, bude vzorec vypadat na´sledovneˇ:
p(C | floppy, drive) = p(C) · p(floppy | C) · p(drive | C)
Protozˇe pocˇ´ıta´me s prˇ´ıliˇs maly´mi hodnotami a jejich na´soben´ım dostaneme hodnoty
jesˇteˇ mensˇ´ı, je vhodne´ cely´ vzorec zlogaritmovat na tvar:
ln(p(C | floppy, drive)) = ln(p(C)) + ln(p(floppy | C)) + ln(p(drive | C))
Prˇi dosazova´n´ı do vzorce nesmı´me zapomenout osˇetrˇit nulove´ hodnoty pravdeˇpodob-
nost´ı prˇicˇten´ım vhodne´ konstanty. Tuto konstantu jsem zvolil 0,001.
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ln(p(disc%plate | floppy, drive)) = ln(p(disc%plate)) +
+ ln(p(floppy | disc%plate)) +
+ ln(p(drive | disc%plate)) =
= (−1, 259542) +
+ (−6, 907755) +
+ (−3, 449989) =
= −11, 617286
ln(p(disc%music | floppy, drive)) = ln(p(disc%music)) +
+ ln(p(floppy | disc%music)) +
+ ln(p(drive | disc%music)) =
= (−1, 008228) +
+ (−4, 394423) +
+ (−6, 907755) =
= −12, 310466
ln(p(disc%computer | floppy, drive)) = ln(p(disc%computer)) +
+ ln(p(floppy | disc%computer)) +
+ ln(p(drive | disc%computer)) =
= (−1, 596013) +
+ (−1, 321755) +
+ (−1, 860749) =
= −4, 778517
ln(p(disc%shape | floppy, drive)) = ln(p(disc%shape)) +
+ ln(p(floppy | disc%shape)) +
+ ln(p(drive | disc%shape)) =
= (−1, 906167) +
+ (−6, 907755) +
+ (−6, 907755) =
= −15, 721677
Spra´vny´ vy´znam slova disc je reprezentova´n nejvysˇsˇ´ı z teˇchto hodnot, cozˇ je −4, 778517,






Z kapitoly 3 je zrˇejme´, jak se naivn´ı Bayes˚uv klasifika´tor pouzˇ´ıva´ k rˇesˇen´ı proble´mu zjed-
noznacˇnˇova´n´ı slovn´ıch vy´znamu˚. V te´to kapitole se pokus´ım vysveˇtlit postup pouzˇit´ı to-
hoto klasifika´toru v me´m syste´mu wsd s d˚urazem na jiste´ odliˇsnosti proti standardn´ım
postup˚um. Je zde popsa´n cely´ proces od analy´zy dat prˇes vy´beˇr kl´ıcˇovy´ch slov, ladeˇn´ı pro-
gramu azˇ po konecˇne´ urcˇen´ı vy´znamu˚. Nejprve vsˇak cˇtena´rˇe sezna´mı´m s vlastn´ı strukturou
pouzˇ´ıvany´ch dat. Strucˇneˇ zde take´ pop´ıˇsu dalˇs´ı metodu ucˇen´ı s ucˇitelem, ktera´ je rovneˇzˇ
implementova´na do syste´mu.
4.1 Pouzˇ´ıvane´ datove´ sady
Prˇi rˇesˇen´ı proble´mu je nutne´ si nejprve obstarat vhodna´ data, na ktery´ch se bude vlastn´ı
zjednoznacˇnˇova´n´ı prova´deˇt. Takovy´ch dat se da´ sehnat relativneˇ mnoho, a to v r˚uzny´ch
forma´tech. Jisty´ proble´m vsˇak nasta´va´ ve chv´ıli, kdy si pro pra´ci zvol´ıme konkre´tn´ı prˇirozeny´
jazyk. Veˇtsˇina dat je totizˇ v anglicke´m jazyce. Pro cˇesˇtinu je velmi obt´ızˇne´ sehnat vhod-
nou datovou sadu. Proto jsem se rozhodl pouzˇ´ıt anglicky´ jazyk. Ze vsˇech mozˇny´ch da-
tovy´ch sad jsem vybral ty, ktere´ byly vytvorˇeny v ra´mci konferenc´ı Senseval-3 a Semeval-1.
Vzhledem k dlouholete´ tradici teˇchto konferenc´ı lze prˇedpokla´dat dobrou u´rovenˇ teˇchto
datovy´ch sad. Obeˇ sady jsou tvorˇeny pro rˇesˇen´ı proble´mu zjednoznacˇnˇova´n´ı pouze vy-
brany´ch v´ıcevy´znamovy´ch slov a obsahuj´ı tyto slovn´ı druhy: podstatna´ jme´na, prˇ´ıdavna´
jme´na a slovesa. V obou datovy´ch sada´ch jsou rozliˇsena data pro tre´nova´n´ı a testova´n´ı.
Data jsou ve forma´tu XML, jejich zpracova´n´ı je tedy velmi snadne´.
4.1.1 Senseval-3
Data z konference Senseval-3 pocha´zej´ı z roku 2004 a byla porˇ´ızena prˇes syste´m Open
Mind Word Expert.1 Pro zvy´sˇen´ı spolehlivosti dat byla kazˇda´ instance kontrolova´na alesponˇ
dveˇma neza´visly´mi zdroji. Tato datova´ sada obsahuje prˇiblizˇneˇ 60 podstatny´ch a prˇ´ıdavny´ch
jmen a sloves. Podstatna´ a prˇ´ıdavna´ jme´na jsou anotova´na pomoc´ı vy´znamu˚ pocha´zej´ıc´ıch
1Open Mind Word Expert je syste´m vyuzˇ´ıvaj´ıc´ı lidske´ schopnosti zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚
a da´va´ tak pocˇ´ıtacˇ˚um vy´hody lidsky´ch znalost´ı. Vı´ce informac´ı lze z´ıskat na [6].
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z WordNetu 1.7.1. Slovesa jsou anotova´na pomoc´ı definic vy´znamu˚ z thesauru Wordsmyth.
Vsˇechna data pocha´zej´ı z Britske´ho na´rodn´ıho korpusu. Z datove´ sady jsou vyjmuty in-
stance obsahuj´ıc´ı slovn´ı spojen´ı s rozpozna´vany´mi slovy. S daty je rovneˇzˇ doda´va´na mapa
vy´znamu˚, ktera´ zmensˇuje mnozˇinu podobny´ch vy´znamu˚ na jeden. Te´to mapy se vyuzˇ´ıva´ prˇi
vyhodnocova´n´ı u´speˇsˇnosti. Dı´ky te´to mapeˇ mu˚zˇeme r˚uzneˇ zohlednˇovat prˇ´ıpady, kdy syste´m
urcˇ´ı vy´znam, ktery´ sice nen´ı u´plneˇ spra´vny´, ale patrˇ´ı do podobne´ vy´znamove´ skupiny jako
spra´vny´ vy´znam slova.
4.1.2 Semeval-1
Data pocha´zej´ıc´ı z konference Semeval-1 jsou velmi podobna´ dat˚um ze Sensevalu-3. Opeˇt
jsou zde obsazˇeny trˇi za´kladn´ı slovn´ı druhy a to podstatna´ a prˇ´ıdavna´ jme´na a slovesa.
Data tentokra´t pocha´zej´ı z tisku Wall Street Journal a Brownova korpusu. Za´sadn´ı zmeˇna
oproti dat˚um Senseval-3 je ta, zˇe tv˚urci se tentokra´t rozhodli neponechat mozˇnost zp˚usobu
urcˇova´n´ı vy´znamu˚ zalozˇene´ho na jemne´ granulariteˇ. Mı´sto klasicky definovany´ch slovn´ıch
vy´znamu˚ zde nalezneme pouze jake´si vy´znamove´ mnozˇiny, ktere´ vznikly sloucˇen´ım neˇkolika
skutecˇny´ch vy´znamu˚. Kazˇde´mu v´ıcevy´znamove´mu slovu pak prˇ´ıslusˇ´ı neˇkolik vy´znamovy´ch
skupin, ktere´ jsou tvorˇeny vy´znamy z WordNetu.
4.2 Vyuzˇit´ı WordNetu v syste´mu
Ve vstupn´ı mnozˇineˇ dat se vyskytuje znacˇne´ mnozˇstv´ı slov. Tato slova ovsˇem nemus´ı by´t
ve sve´m za´kladn´ım tvaru (lemma). Proto program pracuje naprˇ. s anglicky´mi slovy has
a have jako se zcela odliˇsny´mi slovy. To by mohlo negativneˇ ovlivnit vlastn´ı proces zjed-
noznacˇnˇova´n´ı, protozˇe by mohlo doj´ıt k vy´beˇru jiny´ch kl´ıcˇovy´ch slov. Pokud bychom naprˇ.
vysˇetrˇovali slovo computer jako jednoho z mozˇny´ch kandida´t˚u na kl´ıcˇove´ slovo, mohlo by
doj´ıt k situaci, kdy by pravdeˇpodobnost vy´beˇru tohoto slova byla oslabena vy´skyty slova
computers, cozˇ jisteˇ nechceme.
Proto jsem se rozhodl prˇed vlastn´ı analy´zou dat nejprve vsˇechna slova prˇeve´st na je-
jich za´kladn´ı tvar. Lemma je pro kazˇde´ slovo z´ıska´va´no z WordNetu. Pro jeho z´ıska´n´ı
je ovsˇem potrˇeba zna´t slovn´ı druh slova. Neˇktera´ slova totizˇ mohou naby´vat podle situ-
ace v´ıce slovn´ıch druh˚u. Kazˇdy´ slovn´ı druh pak mu˚zˇe mı´t jine´ lemmma. Naprˇ´ıklad slovo
starting ma´ ve WordNetu pro podstatne´ jme´no lemma starting a pro sloveso lemma
start. Ve vstupn´ıch datech ovsˇem nen´ı uveden slovn´ı druh pro kazˇde´ slovo. Nemu˚zˇeme
tedy jednoznacˇneˇ urcˇit jeho lemma. Bylo by mozˇne´ pouzˇ´ıt specia´ln´ıch na´stroj˚u pro do-
plneˇn´ı slovn´ıho druhu ke kazˇde´mu slovu. Tento zp˚usob je vsˇak vzhledem k povaze proble´mu
znacˇneˇ slozˇity´. Rozhodl jsem se zvolit jednodusˇsˇ´ı zp˚usob. Z WordNetu se zjist´ı vsˇechna
lemmata pro dane´ slovo a vybere se to, ktere´ se vyskytuje nejcˇasteˇji. Ve WordNetu jsou
uvedeny cˇetnosti nejcˇasteˇji se vyskytuj´ıc´ıch vy´znamu˚ slov. Je pravdeˇpodobne´, zˇe chybneˇ
urcˇena´ lemmata nebudou mı´t na funkcˇnost syste´mu nijak velky´ vliv. Lemmata jsou gen-
erova´na mnou vytvorˇeny´m programem lemmatizer. 2
4.3 Jednoduchy´ algoritmus ucˇen´ı s ucˇitelem
Kromeˇ naivn´ıho Bayesova klasifika´toru, ktery´ bude popsa´n da´le, je v syste´mu implemen-
tova´n jednoduchy´ algoritmus zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚ zalozˇeny´ na metodeˇ ucˇen´ı
2Program lemmatizer se nacha´z´ı na prˇilozˇene´m CD.
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s ucˇitelem. Tento algoritmus je implementova´n z d˚uvodu mozˇnosti urcˇite´ho srovna´n´ı s nai-
vn´ım Bayesovy´m klasifika´torem. Algoritmus je prˇevzat z [3], kde je mozˇne´ take´ naj´ıt blizˇsˇ´ı
informace.
Algoritmus je zalozˇen na principu tvorby urcˇity´ch skupin slov pro kazˇdy´ vy´znam.
Na zacˇa´tku algoritmus vytvorˇ´ı tolik skupin, kolik ma´ v´ıcevy´znamove´ slovo vy´znamu˚. Na´-
sledneˇ procha´z´ı vsˇechny instance tre´novac´ıch dat. Nejprve se pro kazˇdou instanci zjist´ı
skutecˇny´ vy´znam slova. Na´sledneˇ se vlozˇ´ı do skupiny slov s prˇ´ıslusˇny´m vy´znamem vsˇechna
slova vyskytuj´ıc´ı se v kontextu v´ıcevy´znamove´ho slova. Tento postup se opakuje pro vsˇechny
instance tre´novac´ıch dat. Ve skupineˇ slov je prˇitom kazˇde´ slovo pouze jednou. Algoritmus
pak dostane testovac´ı data, u ktery´ch ma´ urcˇit spra´vny´ vy´znam. Procha´z´ı postupneˇ vsˇechna
slova v kontextu testovac´ı instance. Kazˇde´ skupineˇ slov pak zvy´sˇ´ı sko´re o jednicˇku, pokud
se pra´veˇ zpracova´vane´ slovo ve skupineˇ nacha´z´ı. Po zpracova´n´ı vsˇech slov v kontextu al-
goritmus vybere spra´vny´ vy´znam na za´kladeˇ nejvysˇsˇ´ıho dosazˇene´ho sko´re. V pseudo-ko´du
mu˚zˇeme algoritmus zapsat na´sleduj´ıc´ım zp˚usobem:
For each word Wi in C
For each sense Si in S
If Wi is in SENSE_i_BAG then
Si = Si + 1;
correct_sense = max(Si);
kde C znacˇ´ı kontext, W slovo a S vy´znam slova.
4.4 Princip pra´ce s naivn´ım Bayesovy´m klasifika´torem
Cely´ syste´m pro zjednoznacˇnˇova´n´ı je implementova´n objektoveˇ. Beˇh algoritmu je rˇ´ızen
vhodny´m vola´n´ım metod r˚uzny´ch objekt˚u. Tento proces ma´ urcˇity´ rˇa´d, ktery´ je potrˇeba
dodrzˇet.
4.4.1 Nacˇten´ı datovy´ch vstup˚u
Po spusˇteˇn´ı programu je vytvorˇen hlavn´ı objekt Chief, ktery´ zahrnuje vesˇkere´ dalˇs´ı objekty
a datove´ struktury. Na´sleduje nacˇten´ı vsˇech potrˇebny´ch soubor˚u s daty. Teˇchto soubor˚u je
neˇkolik a mohou by´t ve forma´tu Semeval-1 nebo Senseval-3. Prvn´ım ze soubor˚u je tre´novac´ı
datova´ sada. Tento soubor je tvorˇen stovkami azˇ tis´ıci instancemi tre´novac´ıch dat. Kazˇda´
instance obsahuje v´ıcevy´znamove´ slovo s cely´m jeho kontextem, vcˇetneˇ urcˇene´ho spra´vne´ho
vy´znamu. Podobny´ forma´t ma´ testovac´ı datova´ sada. Ta se liˇs´ı pouze v tom, zˇe neob-
sahuje spra´vneˇ doplneˇne´ vy´znamy. Dalˇs´ım souborem je soubor s lemmaty vsˇech slov, ktera´
se vyskytuj´ı v tre´novac´ıch nebo testovac´ıch datech. Tento soubor je mozˇno vygenerovat
pomoc´ı programu lemmatizer. Posledn´ım souborem je soubor se spra´vny´mi odpoveˇd’mi
pro testovac´ı data. Soubor s lemmaty ani soubor se spra´vny´mi odpoveˇd’mi nen´ı nezbytny´
ke spra´vne´ funkcˇnosti programu.
4.4.2 Analy´za tre´novac´ıch dat
Po nacˇten´ı vsˇech soubor˚u program zaha´j´ı analy´zu tre´novac´ıch dat. Nejprve je v hlavn´ım ob-
jektu Chief vytvorˇena kolekce objekt˚u Lexelt, ktera´ reprezentuje jednotliva´ rozpozna´vana´
lemmata. Kazˇdy´ objekt Lexelt obsahuje mnoho dalˇs´ıch kolekc´ı. Mezi nejvy´znamneˇjˇs´ı patrˇ´ı
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kolekce objekt˚u SenseItem reprezentuj´ıc´ı vy´znam slova, kolekce objekt˚u LexeltItem reprezen-
tuj´ıc´ı konkre´tn´ı v´ıcevy´znamova´ slova, vcˇetneˇ jejich kontextu. Dalˇs´ım objektem je Answer,
ktery´ slouzˇ´ı pro pra´ci s vy´sledky. Po vytvorˇen´ı vsˇech potrˇebny´ch objekt˚u je pro vsˇechny ob-
jekty Lexelt zavola´na metoda createWordsTable(). Tato metoda vypocˇ´ıta´ cˇetnosti vsˇech
slov pro nalezene´ vy´znamy. Na´sleduje vola´n´ı metody createDeviationTable(), ktera´ pro
vsˇechna slova kazˇde´ho objektu Lexelt vypocˇ´ıta´ potrˇebne´ statisticke´ u´daje. Tyto u´daje
jsou na´sledneˇ poskytnuty metodeˇ sortSignificantWords(), ktera´ podle teˇchto vlastnost´ı
vybere mezi vsˇemi slovy nejvhodneˇjˇs´ı kandida´ty na kl´ıcˇova´ slova. Metoda selectSigni-
ficantWords() na´sledneˇ pro kazˇdy´ objekt LexeltItem, patrˇ´ıc´ı do mnozˇiny testovac´ıch
dat vybere N kl´ıcˇovy´ch slov ze seznamu vsˇech mozˇny´ch kandida´t˚u. Pro tato kl´ıcˇova´ slova
jsou pak metodou computeWordsProbability() vypocˇ´ıta´ny potrˇebne´ pravdeˇpodobnosti
pro naivn´ı Bayes˚uv klasifika´tor.
4.4.3 Urcˇen´ı spra´vne´ho vy´znamu slova
Jsou-li provedeny vsˇechny potrˇebne´ analy´zy tre´novac´ıch dat, prˇijde na rˇadu vlastn´ı klasi-
fikace. Klasifikaci prova´d´ı metoda makeBayes(), ktera´ vypocˇ´ıta´ ohodnocen´ı kazˇde´ho vy´-
znamu pro vsˇechny instance testovac´ıch dat. Ohodnocen´ı je pocˇ´ıta´no podle vy´sˇe uvedene´ho
vzorce z vektoru prˇ´ıznak˚u tvorˇene´ho slovy vybrany´mi metodou selectSignificantWords().
Po vy´pocˇtu ohodnocen´ı pro vsˇechny instance je zavola´na metoda makeResult(), ktera´ pro
kazˇdou instanci vybere na za´kladeˇ nejlepsˇ´ıho ohodnocen´ı prˇedpokla´dany´ spra´vny´ vy´znam.
Pokud je programu doda´n soubor se spra´vny´mi vy´sledky, vyp´ıˇse metoda printHitRate()
u´speˇsˇnost pro vsˇechna zpracova´vana´ lemmata. Vypsa´na je take´ pr˚umeˇrna´, minima´ln´ı a ma-
xima´ln´ı u´speˇsˇnost. Rˇesˇen´ı je ulozˇeno do souboru metodou saveResult(), ktera´ umozˇnˇuje
ulozˇit vy´sledky jako prosty´ text nebo ve forma´tu XML.
4.5 Od slov k vektoru prˇ´ıznak˚u
Naivn´ı Bayes˚uv klasifika´tor je pevneˇ dany´ algoritmus, ktery´ da´va´ pro urcˇity´ vstupn´ı vektor
prˇ´ıznak˚u vzˇdy stejne´ vy´sledky. Prˇiˇrazen´ı spra´vne´ho vy´znamu slova je tedy velmi za´visle´
na vektoru prˇ´ıznak˚u. Sˇpatna´ volba prˇ´ıznak˚u mu˚zˇe mı´t za´sadn´ı dopad na funkcˇnost cele´ho
syste´mu. Je tedy nutne´ veˇnovat tvorbeˇ tohoto vektoru velkou pozornost.
V podobny´ch syste´mech zalozˇeny´ch na naivn´ım Bayesoveˇ klasifika´toru je veˇtsˇinou vektor
prˇ´ıznak˚u tvorˇen neˇkolika tis´ıci polozˇkami. Kazˇda´ polozˇka reprezentuje jedno kl´ıcˇove´ slovo.
Hodnota polozˇky vektoru pak znacˇ´ı, jestli se kl´ıcˇove´ slovo nacha´z´ı v kontextu v´ıcevy´znamo-
ve´ho slova cˇi nikoliv. Je zrˇejme´, zˇe pocˇet prˇ´ıznak˚u reprezentuj´ıc´ıch slova, ktera´ se v kontextu
vyskytuj´ı, nebude nijak velky´. V prˇ´ıpadeˇ tohoto zp˚usobu pouzˇit´ı se stanov´ı vektor prˇ´ıznak˚u
pro kazˇde´ urcˇovane´ lemma pouze jednou. Tento vektor je opakovaneˇ pouzˇ´ıva´n na vsˇechny
instance testovac´ıch dat pro dane´ lemma.
Ja´ jsem zvolil poneˇkud odliˇsny´ zp˚usob tvorby vektoru prˇ´ıznak˚u. Mu˚j vektor prˇ´ıznak˚u ob-
sahuje jen velmi ma´lo polozˇek (neˇco okolo 10-ti). Vektor nen´ı tvorˇen globa´lneˇ pro vsˇechny
instance stejne´ho lemmatu, ale je tvorˇen loka´lneˇ pro kazˇdou instanci individua´lneˇ. Slova
jsou do vektoru prˇ´ıznak˚u vyb´ıra´na tak, aby se v kontextu v´ıcevy´znamove´ho slova vzˇdy
vyskytovala. Tento zp˚usob zarucˇ´ı to, zˇe kazˇda´ instance bude charakterizova´na prˇesneˇ speci-
fikovany´m vektorem N polozˇek. Nemu˚zˇe tedy nastat prˇ´ıpad, kdy kontext v´ıcevy´znamove´ho
slova nebude zrovna reprezentativn´ı a dojde k situaci, kdy z neˇkolikatis´ıcove´ho vektoru bude
v kontextu obsazˇeno pouze velmi ma´lo slov nebo dokonce zˇa´dne´. V prˇ´ıpadeˇ, zˇe by v kon-
textu nebylo obsazˇeno zˇa´dne´ kl´ıcˇove´ slovo, klasifika´tor by rozhodoval pouze na za´kladeˇ
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pravdeˇpodobnost´ı vy´skyt˚u vy´znamu˚.
Z˚usta´va´ tedy ota´zka, jak vybrat spra´vneˇ N kl´ıcˇovy´ch slov pro kazˇdou instanci tre´nova-
c´ıch dat. Tento vy´beˇr je rˇesˇen ve v´ıce kroc´ıch a tvorˇ´ı kl´ıcˇovou cˇa´st programu. Obecneˇ rˇecˇeno,
program provede ohodnocen´ı vsˇech slov v tre´novac´ıch datech a pro kazˇde´ v´ıcevy´znamove´
slovo pak vybere nejvhodneˇjˇs´ı slova z jeho kontextu na za´kladeˇ tohoto ohodnocen´ı.
Nejprve jsou vypocˇ´ıta´ny podmı´neˇne´ pravdeˇpodobosti vy´skyt˚u slov pro vsˇechny uvazˇovane´
vy´znamy slova. Na´sledneˇ je z teˇchto pravdeˇpodobnost´ı urcˇeno neˇkolik hodnot, podle ktery´ch
se pocˇ´ıta´ vy´sledne´ ohodnocen´ı slova. Prvn´ı z hodnot dev, je smeˇrodatna´ odchylka pravdeˇpo-
dobnost´ı vy´skyt˚u vydeˇlena´ jejich pr˚umeˇrnou hodnotou. Smeˇrodatne´ odchylky pravdeˇpodob-
nost´ı vy´skyt˚u mohou naby´vat pro r˚uzna´ slova znacˇneˇ odliˇsny´ch hodnot. Pokud je vydeˇl´ıme
pr˚umeˇrnou hodnotou, dojde tak k urcˇite´ normalizaci a hodnoty lze le´pe porovna´vat. Dalˇs´ımi
hodnotami jsou maxima´ln´ı pravdeˇpodobnost vy´skytu slova pro prˇ´ıslusˇne´ vy´znamy max a j´ı
odpov´ıdaj´ıc´ı cˇetnost count.
Z teˇchto hodnot se vypocˇ´ıta´ ohodnocen´ı vsˇech slov obsazˇeny´ch v tre´novac´ıch datech.
Ohodnocen´ı se vypocˇ´ıta´va´ podle na´sleduj´ıc´ıho vzorce:
ohodnocen´ı = X · dev
Dev
+ Y · max
Max
,
kde dev, max jsou hodnoty uvedene´ vy´sˇe a Dev, Max jsou jejich maxima´ln´ı hodnoty
v ra´mci vsˇech slov pro dane´ lemma. Deˇlen´ı maxima´ln´ı hodnotou je prova´deˇno opeˇt kv˚uli
normalizaci. X a Y jsou vhodneˇ zvolene´ konstanty. Jejich nastaven´ı se veˇnuje kapitola 4.6.
Teoreticky by ohodnocen´ı meˇlo by´t pocˇ´ıtano pro u´plneˇ vsˇechna slova. Zvolil jsem ale
jista´ omezen´ı, ktera´ vyb´ıraj´ı pouze urcˇita´ vhodna´ slova, pro ktera´ bude pocˇ´ıta´no ohod-
nocen´ı. Toto omezen´ı je zalozˇeno na hodnota´ch dev a count, kde jsem zvolil minima´ln´ı
hodnoty, prˇi ktery´ch bude pro dane´ slovo ohodnocen´ı pocˇ´ıta´no. Tyto hodnoty jsou opeˇt
vhodneˇ nastaveny. T´ımto zjednodusˇen´ım jsem se vyhnul vy´pocˇt˚um ohodnocen´ı u veˇtsˇiny
slov. Vynechana´ slova by meˇla ohodnocen´ı velmi male´ a jen steˇzˇ´ı by byla vybra´na jako
kl´ıcˇova´.
4.6 Nastavova´n´ı parametr˚u syste´mu
Pro spra´vny´ beˇh programu je trˇeba nejprve program vyladit na pouzˇ´ıvanou datovou sadu.
Ladeˇn´ı programu˚ prob´ıha´ ve formeˇ nastavova´n´ı neˇkolika jeho parametr˚u. Jedna´ se zejme´na
o de´lku pouzˇite´ho vektoru prˇ´ıznak˚u N, da´le parametr µ vyjadrˇuj´ıc´ı konstantu potrˇebnou pro
osˇetrˇen´ı nulovy´ch hodnot neˇktery´ch pravdeˇpodobnost´ı prˇi rozhodova´n´ı naivn´ıho Bayesova
klasifika´toru, parametry X a Y potrˇebne´ pro vy´pocˇet ohodnocen´ı slov a parametry urcˇuj´ıc´ı
zamı´tnut´ı slova, kdy nedojde k pocˇ´ıta´n´ı ohodnocen´ı. Tyto parametry jsem nazval min_dev
a min_count. Nastavova´n´ı vhodny´ch hodnot je prova´deˇno empiricky na za´kladeˇ u´speˇsˇnosti
programu pro r˚uzne´ hodnoty parametr˚u. Hodnoty teˇchto parametr˚u mu˚zˇou ovlivnit vy´kon
i u´speˇsˇnost programu. Je proto vhodne´ jim veˇnovat patrˇicˇnou pozornost.
Prˇi nastavova´n´ı de´lky vektoru prˇ´ıznak˚u se uka´zalo, zˇe nejvhodneˇjˇs´ı de´lka je 8 polozˇek.
Prˇi mensˇ´ı de´lce docha´zelo jizˇ k poklesu u´speˇsˇnosti, cozˇ je zp˚usobeno t´ım, zˇe pocˇet slov
charakterizuj´ıc´ı dany´ vy´znam je nedostatecˇny´. Prˇi zvysˇova´n´ı de´lky vektoru u´speˇsˇnost nejdrˇ´ı-
ve chv´ıli stagnovala, a pak zacˇala rovneˇzˇ klesat. Tento jev je zp˚usoben t´ım, zˇe se do vektoru
prˇ´ıznak˚u zacˇ´ınaj´ı dosta´vat me´neˇ vy´znamna´ slova. Zprvu jesˇteˇ tato slova nemaj´ı takovy´ vliv
na klasifikaci, ale s jejich vzr˚ustaj´ıc´ım pocˇtem zacˇ´ınaj´ı negativneˇ ovlivnˇovat vy´sledek.
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Vhodne´ nastaven´ı parametru µ je pro beˇh syste´mu kl´ıcˇove´. Pokud by byl nastaven
na prˇ´ıliˇs vysokou hodnotu, byly by klasifika´torem zvy´hodnˇova´ny vy´znamy, pro neˇzˇ maj´ı
neˇktera´ slova nulove´ pravdeˇpodobnosti vy´skyt˚u. Pokud bychom tento parametr nastavili
na prˇ´ıliˇs n´ızkou hodnotu, docha´zelo by k opacˇne´mu jevu a klasifika´tor by znevy´hodnˇoval
vy´znamy, pro ktere´ maj´ı neˇktera´ slova nulovou pravdeˇpodobnost vy´skytu. Tento parametr
byl nastaven na hodnotu 0, 001.
Parametry X a Y jizˇ nemaj´ı takovy´ vliv na u´speˇsˇnost programu. Beˇhem experimentova´n´ı
s jejich nastaven´ım bylo zjiˇsteˇno, zˇe hodnota dev ma´ na u´speˇsˇnost programu veˇtsˇ´ı vliv nezˇ
hodnota max. Parametr X, ktery´ vyjadrˇuje va´hovou hodnotu promeˇnne´ dev, by meˇl by´t
proto nastaven na vysˇsˇ´ı hodnotu nezˇ parametr Y vyjadrˇuj´ıc´ı va´hovou hodnotu promeˇnne´
max. Parametr X byl nastaven na hodnotu 20 a parametr Y na hodnotu 12.
Posledn´ımi parametry, ktere´ zby´va´ nastavit jsou hodnoty min_dev a min_count. Tyto
hodnoty rozhoduj´ı o zamı´tnut´ı kandida´tn´ıch slov. Prˇi nastavova´n´ı bylo zjiˇsteˇno, zˇe u´speˇsˇnost
programu je na parametr min_dev nejme´neˇ citliva´. Je to zp˚usobeno t´ım, zˇe pokud nen´ı
nastaven do extre´mn´ıch hodnot, tak jen zp˚usobuje vy´pocˇty ohodnocen´ı u v´ıce kandida´tn´ıch
slov. Pokud program doka´zˇe vybrat z urcˇite´ho mnozˇstv´ı kandida´tn´ıch slov N kl´ıcˇovy´ch
slov, tak v prˇ´ıpadeˇ zvy´sˇen´ı mnozˇstv´ı kandida´tn´ıch slov vybere program pravdeˇpodobneˇ
stejna´ kl´ıcˇova´ slova. Tento parametr mu˚zˇe vy´razneˇji ovlivnˇovat u´speˇsˇnost, jen pokud je
nastavena de´lka vektoru prˇ´ıznak˚u na velkou hodnotu a pocˇet kandida´tn´ıch slov tak nestacˇ´ı
k jeho naplneˇn´ı. Parametr min_dev byl nastaven na hodnotu 0, 800. Zby´vaj´ıc´ı parametr
min_count ma´ na celkovou u´speˇsˇnost programu mnohem veˇtsˇ´ı vliv nezˇ parametr min_dev.
Hodnota dev totizˇ mu˚zˇe za jisty´ch okolnost´ı naby´vat vysoke´ hodnoty, i kdyzˇ je dane´ slovo
nevy´znamne´. Tento prˇ´ıpad nasta´va´ u slov, ktera´ se vyskytuj´ı pouze u jednoho vy´znamu
a to v male´m pocˇtu. Pokud se naprˇ. slovo planet prˇi urcˇova´n´ı vy´znamu slova bank bude
vyskytovat pouze jednou, a to jenom u jednoho vy´znamu, vyjde hodnota dev vysoka´, cozˇ
zp˚usob´ı velke´ ohodnocen´ı slova. Je zrˇejme´, zˇe toto slovo nema´ mı´t na klasifikaci zˇa´dny´ vliv.
Parametr min_count byl nastaven na hodnotu 1, 500, cozˇ znamena´, zˇe jsou odfiltrova´na
vsˇechna slova, ktera´ se vyskytuj´ı v kontextu pouze jednou.
Nyn´ı uvedu neˇkolik tabulek zna´zornˇuj´ıc´ıch za´vislost u´speˇsˇnosti programu na nastavova´n´ı
r˚uzny´ch parametr˚u.
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Tabulka 4.1: U´speˇsˇnost syste´mu pro r˚uzne´ hodnoty parametru N, prˇi konstantn´ıch zbyly´ch







Tabulka 4.2: U´speˇsˇnost syste´mu pro r˚uzne´ hodnoty parametru µ, prˇi konstantn´ıch zbyly´ch
parametrech. Meˇrˇeno na datove´ sadeˇ Senseval-3.
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Tabulka 4.3: U´speˇsˇnost syste´mu pro r˚uzne´ hodnoty pomeˇru parametr˚u X:Y, prˇi kon-
stantn´ıch zbyly´ch parametrech. Meˇrˇeno na datove´ sadeˇ Senseval-3.








Tabulka 4.4: U´speˇsˇnost syste´mu pro r˚uzne´ hodnoty parametru min dev, prˇi konstantn´ıch
zbyly´ch parametrech. Meˇrˇeno na datove´ sadeˇ Senseval-3.






Tabulka 4.5: U´speˇsˇnost syste´mu pro r˚uzne´ hodnoty parametru min count, prˇi konstantn´ıch
zbyly´ch parametrech. Meˇrˇeno na datove´ sadeˇ Senseval-3.
Ze vsˇech uvedeny´ch tabulek je videˇt, zˇe vhodny´m nastaven´ım parametr˚u lze doc´ılit
zvy´sˇen´ı u´speˇsˇnosti programu. Nejza´sadneˇjˇs´ı vliv na u´speˇsˇnost programu ma´ parametr µ
ovlivnˇuj´ıc´ı vlastn´ı klasifikaci. Ostatn´ı parametry maj´ı na syste´m jizˇ vy´razneˇ mensˇ´ı vliv.
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Kapitola 5
Vyhodnocen´ı a vy´sledky syste´mu
V te´to kapitole budou uvedeny nejpouzˇ´ıvaneˇjˇs´ı metody vyhodnocova´n´ı syste´mu˚ pro zjed-
noznacˇnˇova´n´ı slovn´ıch vy´znamu˚. Bude provedeno vyhodnocen´ı me´ho syste´mu podle stan-
dardn´ıch metrik na konferenc´ıch Senseval-3 a Semeval-1. Je zde uveden prˇ´ıklad selha´n´ı
naivn´ıho Bayesova klasifika´toru na konkre´tn´ı instanci datove´ sady Senseval-3. V prˇ´ıkladeˇ
se pokus´ım zjistit prˇ´ıcˇiny selha´n´ı tohoto klasifika´toru. Na za´veˇr na´sleduje kra´tky´ popis
syste´mu po technicke´ stra´nce. Informace o metoda´ch vyhodnocova´n´ı jsou prˇevzaty z [2].
5.1 Zp˚usoby vyhodnocova´n´ı zjednoznacˇnˇova´n´ı slovn´ıch vy´-
znamu˚
Pro vyhodnocova´n´ı syste´mu˚ vykona´vaj´ıc´ıch zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚ se pouzˇ´ıva´
neˇkolik metod. Narozd´ıl od jiny´ch proble´mu˚ z oblasti zpracova´n´ı prˇirozene´ho jazyka zde
prozat´ım jesˇteˇ nebyla stanovana zˇa´dna´ prˇesna´ pravidla, podle ktery´ch by se meˇlo vyhod-
nocova´n´ı rˇ´ıdit. Mnoz´ı vy´zkumn´ıci nebo skupiny pracuj´ıc´ı v tomto odveˇtv´ı maj´ı stanoveny
vlastn´ı zp˚usoby vyhodnocova´n´ı, ktere´ se od zp˚usob˚u jiny´ch skupin liˇs´ı.
5.1.1 Vyhodnocova´n´ı zalozˇene´ na pocˇtu spra´vneˇ urcˇeny´ch vy´znamu˚
Mezi nejjednodusˇsˇ´ı a za´rovenˇ nejpouzˇ´ıvaneˇjˇs´ı zp˚usoby vyhodnocova´n´ı patrˇ´ı metoda vycha´-
zej´ıc´ı z na´sleduj´ıc´ıho vzorce:
u´speˇsˇnost =
pocˇet spra´vneˇ urcˇeny´ch vy´znamu˚
celkovy´ pocˇet urcˇovany´ch slov
Tato metoda ovsˇem prˇina´sˇ´ı do vyhodnocova´n´ı jiste´ nevy´hody. Uvazˇujme naprˇ. na´sleduj´ıc´ı
text:
. . . bought an interest in Lydak Corp. . . .
Prˇedstavme si nyn´ı na´sleduj´ıc´ı prˇiˇrazen´ı pravdeˇpodobnost´ı vsˇem vy´znamu˚m pomoc´ı cˇtyrˇ
hypoteticky´ch syste´mu˚, ktere´ zobrazuje tabulka 5.1.
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Syste´m
Vy´znam 1 2 3 4
(1) monetary 0,47 0,85 0,28 1,00
(2) stake of share 0,42 0,05 0,24 0,00
(3) benefit/advantage/sake 0,06 0,05 0,24 0,00
(4) intellectual curiosity 0,05 0,05 0,24 0,00
Tabulka 5.1: U´speˇsˇnosti hypoteticky´ch syste´mu˚.
Je patrne´, zˇe ani jeden ze zvazˇovany´ch hypoteticky´ch syste´mu˚ neurcˇil vy´znam slova
v uvedene´ veˇteˇ spra´vneˇ. Spra´vny´ vy´znam ve veˇteˇ je vy´znam s cˇ´ıslem 2. Vid´ıme, zˇe vsˇechny
syste´my zvolily vy´znam cˇ. 1. Podle vy´sˇe uvedene´ho krite´ria vyhodnocova´n´ı tedy maj´ı v uve-
dene´m prˇ´ıpadeˇ vsˇechny syste´my u´speˇsˇnost 0%. Pod´ıva´me-li se bl´ızˇe na pravdeˇpodobnosti
prˇiˇrazene´ jednotlivy´m vy´znamu˚m syste´my, vid´ıme, zˇe syste´m cˇ. 1 prˇiˇradil spra´vne´mu vy´-
znamu nejveˇtsˇ´ı pravdeˇpodobnost ze vsˇech syste´mu˚. Od urcˇen´ı spra´vne´ho vy´znamu slova ho
nav´ıc deˇlil pouze maly´ krok. Ostatn´ı syste´my vzˇdy silneˇ preferovaly pouze jeden vy´znam,
nebo urcˇily velmi podobne´ pravdeˇpodobnosti pro vsˇechny mozˇne´ vy´znamy. Je velmi vhodne´,
aby syste´m urcˇity´m zp˚usobem vyjadrˇoval d˚uveˇru, kterou jednotlivy´m vy´znamu˚m prˇikla´da´.
Tato vlastnost je d˚ulezˇita´, pokud bychom chteˇli vy´stupy teˇchto syste´mu˚ pouzˇ´ıt jako vstupy
neˇjake´ho jine´ho syste´mu pracuj´ıc´ıho s pravdeˇpodobnostmi. V takove´m prˇ´ıpadeˇ by syste´m
cˇ. 1 vyhovoval nejv´ıce.
5.1.2 Vyhodnocova´n´ı zalozˇene´ na krˇ´ızˇove´ entropii
Tento proble´m rˇesˇ´ı zp˚usob vyhodnocova´n´ı zalozˇeny´ na krˇ´ızˇove´ entropii. U´speˇsˇnost syste´mu





log2Ps(csi | wi, contexti),
kde N je pocˇet testovac´ıch instanc´ı, Ps je pravdeˇpodobnost prˇiˇrazena´ spra´vne´mu vy´znamu
csi v´ıcevy´znamove´ho slova wi v kontextu contexti syste´mem s. T´ımto zp˚usobem bude
syste´mu cˇ. 1 prˇiˇrazeno veˇtsˇ´ı ohodnocen´ı, protozˇe spra´vne´mu vy´znamu prˇiˇradil velkou prav-
deˇpodobnost na rozd´ıl od ostatn´ıch syste´mu˚. Na´sleduje tabulka 5.2 s vyhodnocen´ım u´speˇsˇ-
nost´ı pomoc´ı tohoto krite´ria.
Syste´m
Metoda krˇ´ızˇove´ entropie 1 2 3 4
ohodnocen´ı 1,25 4,32 2,05 ∞
Tabulka 5.2: Ohodnocen´ı hypoteticky´ch syste´mu˚ pomoc´ı krˇ´ızˇove´ entropie.
Pro interpretaci ohodnocen´ı je potrˇeba si uveˇdomit, zˇe nejlepsˇ´ı ohodnocen´ı zde prˇedsta-
vuje nejmensˇ´ı z hodnot. Vid´ıme, zˇe se zde uka´zal podle ocˇeka´va´n´ı neju´speˇsˇneˇjˇs´ı syste´m cˇ.
1. Syste´m cˇ. 4, ktery´ dal spra´vne´mu vy´znamu pravdeˇpodobnost rovnu nule, ma´ prˇi tomto
zp˚usobu vyhodnocova´n´ı nejmensˇ´ı ohodnocen´ı.
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Je trˇeba si uveˇdomit, zˇe mnoho syste´mu˚ nen´ı schopno urcˇit pravdeˇpodobnost pro kazˇdy´
vy´znam. V takove´m prˇ´ıpadeˇ je nutne´ pouzˇ´ıt neˇjaky´ch alternativn´ıch zp˚usob˚u, ktere´ jsou
uvedeny naprˇ´ıklad v [2].
5.1.3 Granularita rozliˇsova´n´ı vy´znamu˚
Dalˇs´ım proble´mem vyskytuj´ıc´ım se prˇi vyhodnocova´n´ı syste´mu˚ je existence r˚uzny´ch se´-
manticky´ch nebo komunikativn´ıch vazeb mezi jednotlivy´mi vy´znamy. Je zrˇejme´, zˇe r˚uzna´
v´ıcevy´znamova´ slova maj´ı neˇktere´ vy´znamy podobne´. Je proto vhodne´ vy´znamy usporˇa´dat
do jiste´ hierarchicke´ struktury. Uka´zkou takove´ struktury mu˚zˇe by´t naprˇ. tabulka 5.3
vy´znamu˚ pro anglicke´ slovo bank.
I Bank -REPOSITORY
I.1 Financial Bank
I.1a - the institution





Tabulka 5.3: Hierarchicka´ struktura vy´znamu˚ slova bank.
Je vhodne´ prˇi vyhodnocova´n´ı bra´t ohled na tento fakt a zave´st urcˇity´ zp˚usob penalizace
reflektuj´ıc´ı toto hierarchicke´ usporˇa´da´n´ı. Pokud syste´m urcˇ´ı vy´znam, ktery´ patrˇ´ı do stejne´
kategorie nebo podkategorie, meˇla by by´t penalizace mensˇ´ı, nezˇ pokud syste´m urcˇ´ı ne-
spra´vny´ vy´znam patrˇ´ıc´ı do u´plneˇ jine´ kategorie. Penalizaci pak mu˚zˇeme prova´deˇt naprˇ.
na za´kladeˇ penalizacˇn´ı matice, kterou urcˇ´ıme pro kazˇde´ v´ıcevy´znamove´ slovo. Matice pro
slovo bank mu˚zˇe vypadat na´sledovneˇ:
I.1a I.1b I.2 II.1 II.2 III
I.1a 0 1 2 4 4 4
I.1b 1 0 2 4 4 4
I.2 2 2 0 4 4 4
II.1 4 4 4 0 1 4
II.2 4 4 4 1 0 4
III 4 4 4 4 4 0
Tabulka 5.4: Penalizacˇn´ı matice pro vy´znamy slova bank.
Rozliˇsova´n´ı vy´znamu˚ na u´rovni jemne´ granularity nijak nezohlednˇuje hierarchickou
strukturu vsˇech vy´znamu˚. Pro spra´vne´ urcˇen´ı vy´znamu je nutne´ urcˇit i jeho konkre´tn´ı
podskupinu. To vede k vy´razne´mu sn´ızˇen´ı u´speˇsˇnosti syste´mu. Obzvla´sˇteˇ pak pokud nej-
sou pouzˇity dalˇs´ı metody zohlednˇuj´ıc´ı pravdeˇpodobnosti, ktere´ syste´m prˇideˇlil jednotlivy´m
vy´znamu˚m. Na druhe´ straneˇ stoj´ı rozliˇsova´n´ı vy´znamu˚ na u´rovni hrube´ granularity snazˇ´ıc´ı
se urcˇity´m zp˚usobem zvy´hodnit podobnosti neˇktery´ch vy´znamu˚. Cˇasto se to prova´d´ı tak,
zˇe se ze skutecˇny´ch existuj´ıc´ıch vy´znamovy´ch skupin vytvorˇ´ı nove´ skupiny, ktere´ vznikaj´ı
sloucˇen´ım neˇkolika skupin p˚uvodn´ıch a reflektuj´ı tak podobnosti neˇktery´ch vy´znamu˚. Prˇitom
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nen´ı nikde uvedeno do kolika vy´znamovy´ch skupin se maj´ı p˚uvodn´ı vy´znamy sloucˇit. Tento
zp˚usob nen´ı tak dokonaly´ jako naprˇ. u penalizacˇn´ı matice, ale je to urcˇity´ krok kuprˇedu.
S t´ımto zp˚usobem vyhodnocova´n´ı se mu˚zˇeme setkat i prˇi vyhodnocova´n´ı vy´sledk˚u souteˇzˇ´ı
v ra´mci konferenc´ı Senseval-3 a Semeval-1. Ru˚zna´ u´rovenˇ granularity prˇi rozliˇsova´n´ı vy´znamu˚
ma´ velky´ vliv na vyhodnocova´n´ı.
5.1.4 Konference Senseval (Semeval)
Senseval je mezina´rodn´ı konference porˇa´dana´ organizac´ı ACL-SIGLEX zaby´vaj´ıc´ı se proble´-
my zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚. Jej´ım u´cˇelem je zkouma´n´ı silny´ch a slaby´ch stra´nek
syste´mu˚ zaby´vaj´ıc´ıch se touto problematikou. Senseval-3 je otevrˇena´ konference a mu˚zˇe se
j´ı zu´cˇastnit kdokoliv. Poskytuje jednotna´ data a zp˚usoby jejich vyhodnocova´n´ı. Letos se
v Praze kona´ jizˇ 4. rocˇn´ık te´to konference, ktera´ nese na´zev Senseval-4/Semeval-1 a jizˇ
nen´ı zameˇrˇena pouze na zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚. Snazˇ´ı se rˇesˇit i jine´ proble´my
se´manticke´ho zpracova´n´ı prˇirozene´ho jazyka. Mezi neˇktere´ zaj´ımave´ proble´my patrˇ´ı naprˇ.
klasifikace se´manticky´ch rol´ı, v´ıceu´rovnˇova´ se´manticka´ anotace katala´nsˇtiny a sˇpaneˇlˇstiny,
rozliˇsova´n´ı metonymi´ı nebo extrakce se´manticky´ch struktur. Do souteˇzˇe v ra´mci te´to konfer-
ence jsem se zapojil i ja´ se svy´m syste´mem prˇi rˇesˇen´ı proble´mu zjednoznacˇnˇova´n´ı vybrany´ch
v´ıcevy´znamovy´ch slov pro anglicˇtinu.
5.2 Diskuze vy´sledk˚u
V te´to podkapitole se pokus´ım prove´st zhodnocen´ı syste´mu pro pouzˇite´ datove´ sady. Jsou
zde uvedeny u´speˇsˇnosti i pro jine´ syste´my na datove´ sadeˇ Semeval-1.
5.2.1 Vy´sledky syste´mu
Syste´m byl testova´n na dvou datovy´ sada´ch pocha´zej´ıc´ıch z konferenc´ı Senseval-3 a Semeval-
1.
Datova´ sada pro Senseval-3 poskytuje dodatecˇne´ informace umozˇnˇuj´ıc´ı vyhodnocova´n´ı
na r˚uzne´ u´rovni granularity. Protozˇe mu˚j syste´m tyto informace nevyuzˇ´ıva´, je prova´deˇno
pouze vyhodnocova´n´ı pro jemnou granularitu. U tohoto zp˚usobu bylo dosazˇeno nejlepsˇ´ı
u´speˇsˇnosti 64,5030%. Bohuzˇel mi nejsou zna´my vy´sledky jiny´ch syste´mu˚ pro tuto datovou
sadu, takzˇe nen´ı mozˇne´ prove´st neˇjake´ objektivn´ı srovna´n´ı. Uva´zˇ´ıme-li, zˇe vyhodnocova´n´ı je
prova´deˇno tou nejjednodusˇsˇ´ı mozˇnou metodou, kdy se prˇi zpracova´n´ı rˇesˇen´ı neberou v potaz
zˇa´dne´ pravdeˇpodobnosti ani hierarchie vy´znamu˚, je takovy´ vy´sledek docela ocˇeka´vany´.
Datova´ sada pro Semeval-1 se od Senseval-3 liˇs´ı t´ım, zˇe umozˇnˇuje pouze vyhodnocova´n´ı
zalozˇene´ na hrube´ granulariteˇ vy´znamu˚. Syste´m zde rozhoduje mezi pseudo-skupinami,
ktere´ jsou vytvorˇeny sloucˇen´ım neˇkolika podobny´ch vy´znamu˚ prˇevzaty´ch ze se´manticke´ho
lexikonu WordNet. Vyhodnocova´n´ı zde nen´ı, stejneˇ jako u Senseval-3, zalozˇeno na zohlednˇo-
va´n´ı prˇiˇrazene´ pravdeˇpodobnosti spra´vne´mu vy´znamu, ale pouze na prˇiˇrazene´m vy´znamu.
Pro tuto datovou sadu bylo dosazˇeno pr˚umeˇrne´ u´speˇsˇnosti 82,1892%. Podle ocˇeka´va´n´ı je
u´speˇsˇnost syste´mu vy´razneˇ lepsˇ´ı nezˇ u prˇedesˇle´ datove´ sady. Na te´to datove´ sadeˇ byla
zalozˇena i souteˇzˇ v ra´mci letosˇn´ı konference Semeval-1, ktere´ se syste´m zu´cˇastnil. Protozˇe
vyhodnocova´n´ı konference prob´ıhalo v dobeˇ, kdy syste´m jesˇteˇ nebyl zcela hotov, nebyla
tehdy u´speˇsˇnost tak velka´. Na souteˇzˇi obsadil 8. mı´sto z 13 syste´mu˚ s u´speˇsˇnost´ı 80,3%.
















Tabulka 5.5: U´speˇsˇnosti syste´mu˚ pro zjednoznacˇnˇova´n´ı vybrany´ch v´ıcevy´znamovy´ch slov
pro anglicˇtinu na souteˇzˇi v ra´mci konference Semeval-1.
5.2.2 Srovna´n´ı obou implementovany´ch algoritmu˚
Nejprve se zameˇrˇ´ım na srovna´n´ı u´speˇsˇnost´ı dvou implementovany´ch metod. Je to jednoduchy´
algoritmus ucˇen´ı s ucˇitelem (simple) a naivn´ı Bayes˚uv klasifika´tor (bayes). Jak je videˇt




Tabulka 5.6: U´speˇsˇnosti obou implementovany´ch algoritmu˚.
Je videˇt, zˇe rozd´ıl v u´speˇsˇnosti mezi obeˇma implementovany´mi algoritmy nen´ı velky´.
Nyn´ı se zameˇrˇ´ım na srovna´n´ı obou algoritmu˚ vzhledem ke slovn´ım druh˚um v´ıcevy´znamo-
vy´ch slov.
Slovn´ı druh simple bayes
podst. jme´na 61,9042% 63,6067%
slovesa 63,9454% 65,1724%
prˇı´d. jme´na 41,5596% 40,3589%
Tabulka 5.7: U´speˇsˇnosti obou implementovany´ch algoritmu˚ v za´vislosti na slovn´ıch druz´ıch
v´ıcevy´znamovy´ch slov. Meˇrˇeno na datove´ sadeˇ Senseval-3.
Z tabulky 5.7 vyply´va´, zˇe nejmensˇ´ı u´speˇsˇnost meˇly oba dva syste´my prˇi urcˇova´n´ı
vy´znamu˚ prˇ´ıdavny´ch jmen. Ve vsˇech kategori´ıch slovn´ıch druh˚u (kromeˇ te´to) vedl naivn´ı
Bayes˚uv klasifika´tor. Tato odchylka je zp˚usobena sp´ıˇse na´hodnou chybou, nezˇ mensˇ´ı vhod-
nost´ı naivn´ıho Bayesova klasifika´toru pro prˇ´ıdavna´ jme´na.
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V tabulce 5.8 je prˇehledneˇ zobrazeno srovna´n´ı u´speˇsˇnost´ı obou syste´mu˚ z hlediska pocˇtu
instanc´ı v tre´novac´ı mnozˇineˇ dat.







Tabulka 5.8: U´speˇsˇnosti obou implementovany´ch algoritmu˚ v za´vislosti na velikosti mnozˇiny
tre´novac´ıch dat. Meˇrˇeno na datove´ sadeˇ Senseval-3.
Je videˇt, zˇe u obou syste´mu˚ je u´speˇsˇnost za´visla´ na velikosti tre´novac´ı mnozˇiny. S na-
r˚ustaj´ıc´ı mnozˇinou tre´novac´ıch dat u obou algoritmu˚ u´speˇsˇnost nejprve roste a pak zacˇ´ına´
klesat. Maxima´ln´ı u´speˇsˇnost se nacha´z´ı u kazˇde´ho syste´mu pro rozd´ılny´ pocˇet instanc´ı
tre´novac´ı mnozˇiny. U jednoduche´ metody simple je to 150 azˇ 200 instanc´ı a u metody
bayes 200 azˇ 250 instanc´ı. Prˇi v´ıce instanc´ıch ve vstupn´ı tre´novac´ı mnozˇineˇ dat jizˇ docha´z´ı
k prˇetre´nova´n´ı obou algoritmu˚ a poklesu jejich u´speˇsˇnosti. Z tabulky 5.8 je videˇt, zˇe naivn´ı
Bayes˚uv klasifika´tor je v´ıce robustneˇjˇs´ı a s proble´mem prˇetre´nova´n´ı se vyrovna´ le´pe.
Nyn´ı se pokus´ım prove´st zhodnocen´ı vlivu pouzˇit´ı lemmat. V tabulce 5.9 uva´d´ım hod-
noty u´speˇsˇnost´ı obou implementovany´ch algoritmu˚ prˇi pouzˇit´ı lemmat a bez pouzˇit´ı lemmat.
Algoritmus bez lemmat s lemmaty
bayes 64,3763 64,5030
simple 63,0578 63,0325
Tabulka 5.9: U´speˇsˇnost obou implementovany´ch algoritmu˚ v za´vislosti na pouzˇit´ı lemmat.
Meˇrˇeno na datove´ sadeˇ Senseval-3.
Z hodnot je videˇt, zˇe zaveden´ı lemmat nema´ u obou algoritmu˚ te´meˇrˇ zˇa´dny´ vliv na cel-
kovou u´speˇsˇnost syste´mu. Nicme´neˇ zaveden´ı lemmat zp˚usob´ı zrychlen´ı syste´mu a sn´ızˇen´ı
jeho pameˇt’ove´ na´rocˇnosti. Bylo zjiˇsteˇno, zˇe zaveden´ım lemmat pro datovou sadu Senseval-3
klesl pocˇet zpracova´vany´ch slov z 42980 na 32257.
5.2.3 Prˇ´ıklad sˇpatne´ho urcˇen´ı vy´znamu syste´mem
Nyn´ı se pokus´ım uka´zat na´zorny´ prˇ´ıklad urcˇen´ı sˇpatne´ho vy´znamu naivn´ım Bayesovy´m
klasifika´torem. Strucˇneˇ zde pop´ıˇsu postup urcˇova´n´ı vy´znamu. Pokus´ım se zjistit prˇ´ıcˇiny
selha´n´ı naivn´ıho Bayesova klasifika´toru a navrhnout opatrˇen´ı, ktera´ by tyto nedostatky
eliminovala.
V prˇ´ıkladu prˇedvedu urcˇen´ı vy´znamu syste´mem pro slovo disc. Vsˇechny existuj´ıc´ı
vy´znamy tohoto slova jsou uvedeny v tabulce 3.1. Jako prˇ´ıklad jsem vybral na´sleduj´ıc´ı
instanci testovac´ıch dat Senseval-3.
It has to be something important to you. I thought: Will I get to surf Sunset before
I leave? I tossed the three discs. The combination of different faces produced a score which
28
required me to inscribe a divided line or a single unbroken line on a sheet of paper. After
six throws I had a hexagram which looked like this:
Pro slovo disc syste´m urcˇil vy´znam ve smyslu disc%music, zat´ımco spra´vny´ vy´znam je
ve smyslu disc%shape. Rodile´mu mluvcˇ´ımu tento prˇ´ıklad nep˚usob´ı jisteˇ zˇa´dne´ velke´ pot´ızˇe.
Prˇi rozhodova´n´ı syste´mem vsˇak dojde k selha´n´ı. Nejprve se pod´ıvejme na ohodnocen´ı, ktere´






Tabulka 5.10: Ohodnocen´ı pro jednotlive´ vy´znamy slova disc. Pozn. Nejlepsˇ´ı ohodnocen´ı je
reprezentova´no nejvysˇsˇ´ı hodnotou.
Z tabulky 5.10 je zrˇejme´, zˇe v tomto prˇ´ıpadeˇ se klasifika´tor spra´vne´mu vy´znamu ani
neprˇibl´ızˇil. Nav´ıc ohodnocen´ı pro spra´vny´ vy´znam bylo nejhorsˇ´ı ze vsˇech ohodnocen´ı. Tato
skutecˇnost je zp˚usobena jizˇ samotnou instanc´ı testovac´ıch dat. Pokud se na tuto instanci
pod´ıva´me, tak zjist´ıme, zˇe v´ıcevy´znamove´ slovo se va´zˇe pouze k velmi male´mu kontextu.
Kontext, podle ktere´ho nejsp´ıˇse urcˇ´ıme spra´vny´ vy´znam slova je na´sleduj´ıc´ı:
Will I get to surf Sunset before I leave? I tossed the three discs.
Mu˚j syste´m pracuje s cely´m kontextem slova, ktery´ je v tomto prˇ´ıpadeˇ do znacˇne´ mı´ry
irelevantn´ı, cozˇ do rozhodova´n´ı vneslo znacˇnou chybu. Pod´ıvejme se nyn´ı na slova, ktera´
pro urcˇen´ı vy´znamu syste´m oznacˇil jako kl´ıcˇova´.









Tabulka 5.11: Kl´ıcˇova´ slova vybrana´ pro dany´ prˇ´ıklad syste´mem. Obsahuje kl´ıcˇova´ slova,
jejich ohodnocen´ı a porˇad´ı v celkove´m zˇebrˇ´ıcˇku.
Z tabulky 5.11 je patrne´, zˇe nebylo vybra´no te´meˇrˇ zˇa´dne´ kl´ıcˇove slovo z relevantn´ıho
kontextu. Nejveˇtsˇ´ı vliv na rozhodova´n´ı zde maj´ı slova single a score, ktera´ ale zcela jisteˇ
neprˇisp´ıvaj´ı svy´m charakterem k urcˇen´ı spra´vne´ho vy´znamu. Ostatn´ı kl´ıcˇova´ slova se jizˇ
takovou mı´rou nepod´ılej´ı na urcˇova´n´ı vy´znamu. Vliv teˇchto slov nen´ı tak velky´ kv˚uli jejich
umı´steˇn´ı ke konci zˇebrˇ´ıcˇku.
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Velikost kontextu tedy v tomto prˇ´ıpadeˇ hraje vy´znamou roli. Zva´zˇ´ıme-li naprˇ. jinou
testovac´ı instanci pro slovo disc se spra´vny´m vy´znamem ve smyslu disc%music, vid´ıme,
zˇe zde ma´ na spra´vny´ vy´znam vliv te´meˇrˇ cely´ kontext.
Philips, the Dutch electronics company which invented the CD, long ago dropped its
original advertising slogan: Perfect sounds forever. a spokesman said yesterday that the
company promised a lifetime’s use if the CDs were manufactured correctly. Some manu-
facturers guarantee CDs for only 30 years but Mr Bert Gall, general manager of optical
systems at Philips, said the life of the average disc should be more than 1,000 years, though
it could be reduced to 50 if manufacturing was poor and the discs were mistreated. The
main problem is that the stored sound can be lost when the thin layer of aluminium which
coats a CD’s plastic surface is oxidised losing its ability to reflect laser light. European CD
manufacturers have begun a regular exchange of information on quality to help improve the
discs longevity and hope to agree on an international standard testing procedure involving
exposure of the discs to heat and humidity.
Tato rozsa´hla´ instance ma´ naprosto odliˇsny´ charakter. Zde se na urcˇova´n´ı vy´znamu
pod´ılej´ı i slova, ktera´ jsou hodneˇ vzda´lena´ od v´ıcevy´znamove´ho slova. Je zrˇejme´, zˇe tyto
dveˇ instance si svy´m charakterem odporuj´ı. Je proto velmi teˇzˇke´ pracovat s takto odliˇsny´mi
instancemi prˇi pouzˇit´ı konstantn´ı velikosti zpracova´vane´ho kontextu.
5.2.4 Na´vrh odstraneˇn´ı neˇktery´ch nedostatk˚u
Z prˇedcha´zej´ıc´ıho prˇ´ıkladu se nasky´ta´ na´sleduj´ıc´ı ota´zka. Jaky´ mu˚zˇe mı´t vliv velikost zpra-
cova´vane´ho kontextu na u´speˇsˇnost cele´ho syste´mu? Je zrˇejme´, zˇe v neˇktery´ch prˇ´ıpadech by
to prˇi dostatku tre´novac´ıch dat mohlo vy´sledek zlepsˇit. Je vsˇak tato metoda vhodna´ i pro
datove´ sady Senseval-3 a Semeval-1? Podle rozmanitosti jednotlivy´ch instanc´ı obsazˇeny´ch
v teˇchto datovy´ch sada´ch je odpoveˇd’ nejista´. Rozhodl jsem se proto otestovat vliv velikosti
kontextu na u´speˇsˇnost syste´mu a dodatecˇneˇ jsem implementoval mozˇnost nastaven´ı ve-











Tabulka 5.12: U´speˇsˇnosti syste´mu v za´vislosti na velikosti uvazˇovane´ho kontextu. Meˇrˇeno
na datove´ sadeˇ Senseval-3.
Hodnota velikosti kontextu zde oznacˇuje maxima´ln´ı velikost kontextu na jednu stranu.
Celkovy´ kontext pro hodnotu 20 tedy mu˚zˇe by´t maxima´lneˇ 40 slov. U´speˇsˇnost programu
je pro dane´ datove´ sady nejlepsˇ´ı, pokud syste´m pocˇ´ıta´ s u´plneˇ cely´m kontextem nebo
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alesponˇ s kontextem bl´ızˇ´ıc´ım se maxima´ln´ı mozˇne´ hodnoteˇ. Pokud budeme velikost kon-
textu snizˇovat, dojde i ke sn´ızˇen´ı u´speˇsˇnosti syste´mu. Dalˇs´ı alternativou je pak pouzˇit´ı pro
kazˇdou instanci zcela jine´ho kontextu omezene´ho naprˇ. na veˇtu, ve ktere´ se v´ıcevy´znamove´
slovo vyskytuje. Tento zp˚usob pra´ce s kontextem je uveden v tabulce 5.12 pod na´zvem
auto. Je videˇt, zˇe ani tento na prvn´ı pohled zaj´ımavy´ zp˚usob neprˇina´sˇ´ı zˇa´dne´ zlepsˇen´ı.
U druhe´ metody simple se take´ neprojevilo zˇa´dne´ zvy´sˇen´ı u´speˇsˇnosti prˇi snizˇova´n´ı ve-
likosti pouzˇite´ho kontextu. Pokles u´speˇsˇnosti zde byl jesˇteˇ markantneˇjˇs´ı. Zˇa´dne´ zlepsˇen´ı
neprˇineslo ani nastaven´ı odliˇsne´ velikosti kontextu pro tre´novac´ı a testovac´ı data. Je videˇt,
zˇe tyto datove´ sady obsahuj´ı prˇ´ıliˇs r˚uznoroda´ data, pro ktera´ neprˇina´sˇ´ı omezen´ı kontextu
v´ıcevy´znamove´ho slova zˇa´dne´ vy´hody.
Dalˇs´ım mozˇny´m zlepsˇen´ım by mohlo by´t zaveden´ı odliˇsne´ho vy´beˇru kl´ıcˇovy´ch slov,
zalozˇene´m na jiny´ch hodnota´ch nezˇ smeˇrodatne´ odchylce a maxima´ln´ı hodnoteˇ podmı´neˇny´ch
pravdeˇpodobnost´ı vy´skyt˚u slov pro jednotlive´ vy´znamy. Je docela obt´ızˇne´ vybrat vhodna´
kl´ıcˇova´ slova, podle ktery´ch bude klasifika´tor rozhodovat. Jak bylo videˇt v prˇedcha´zej´ıc´ım
prˇ´ıkladeˇ, ma´ na spra´vne´ urcˇen´ı vy´znamu velky´ vliv kvalita tre´novac´ıch dat. Pokud bude
tato mnozˇina r˚uznoroda´ jako v mnou pouzˇ´ıvany´ch datovy´ch sada´ch, mu˚zˇe by´t vy´beˇr slov
sebelepsˇ´ı, ale kv˚uli r˚uzne´ velikosti kontextu to nebude mı´t na u´speˇsˇnost syste´mu velky´ vliv.
Ota´zkou tedy z˚usta´va´, kde vz´ıt kvalitn´ı tre´novac´ı mnozˇinu dat, ktera´ by pomohla zlepsˇit
u´speˇsˇnost rozpozna´va´n´ı slovn´ıch vy´znamu˚. Jak je uvedeno vy´sˇe, vsˇechna data pouzˇ´ıvana´
my´m syste´mem pocha´zej´ı z korpus˚u. V korpusech se objevuj´ı texty z mnoha r˚uzny´ch
zdroj˚u, a je proto teˇzˇke´ zarucˇit jejich kvalitu. Pokud nemu˚zˇeme zarucˇit stejnou nebo podob-
nou de´lku relevantn´ıho kontextu, bylo by urcˇity´m zlepsˇen´ım alesponˇ zveˇtsˇit pocˇet instanc´ı
v tre´novac´ıch datech.
5.3 Technicke´ parametry syste´mu
Cely´ syste´m wsd je napsa´n v jazyce C++ a vyuzˇ´ıva´ vy´hod objektove´ho programova´n´ı.
Pro nacˇ´ıta´n´ı XML soubor˚u je pouzˇit volneˇ dostupny´ XML parser TinyXML. Program
pracuje se dveˇma datovy´mi sadami – Senseval-3 a Semeval-1. Pro jejich pouzˇit´ı je nutne´
nastavit typ pouzˇite´ datove´ sady jako parametr programu. Prˇes parametr programu lze take´
pracovat s obeˇma implementovany´mi algoritmy. Nastavova´n´ı parametr˚u je mozˇne´ prove´st
pomoc´ı konfiguracˇn´ıho souboru, ktery´ je popsa´n v souboru README. Program je funkcˇn´ı pod
platformami MS Windows a Linux.
Soucˇa´st´ı syste´mu je take´ program lemmatizer, ktery´ prova´d´ı generova´n´ı lemmat pro
vstupn´ı datovou sadu. Tento program vyzˇaduje instalaci se´manticke´ho lexikonu WordNet
a je funkcˇn´ı pouze pod platformou MS Windows. Protozˇe je vsˇak generova´n´ı lemmat pro
celou vstupn´ı datovou sadu cˇasoveˇ na´rocˇne´, jsou soubory s lemmaty pro obeˇ pouzˇ´ıvane´
datove´ sady prˇilozˇeny k programu. K tomuto programu je take´ prˇilozˇen na´vod ve formeˇ
README souboru.
Jelikozˇ program pracuje s rozsa´hly´mi datovy´mi sadami obsahuj´ıc´ımi tis´ıce instanc´ı dat,
je znacˇneˇ cˇasoveˇ i pameˇt’oveˇ na´rocˇny´. Pameˇt’ovou i cˇasovou na´rocˇnost programu lze sn´ızˇit
vhodny´m nastaven´ım parametr˚u programu cˇi pouzˇit´ım lemmat. Tato nastaven´ı snazˇ´ıc´ı se
omezit pameˇt’ovou nebo cˇasovou na´rocˇnost programu mohou mı´t vsˇak v urcˇity´ch mez´ıch
negativn´ı vliv na u´speˇsˇnost cele´ho syste´mu. Sn´ızˇit pameˇt’ove´ na´roky lze nejle´pe omezen´ım
velikosti zˇebrˇ´ıcˇku kandida´tn´ıch slov pomoc´ı parametr˚u min_dev a min_count nebo omezen´ım




Oblast zpracova´n´ı prˇirozene´ho jazyka prosˇla za posledn´ı desetilet´ı znacˇny´m vy´vojem. Ne-
jinak je tomu i u proble´mu zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚. Beˇhem te´to doby byly
prosazova´ny r˚uzne´ metody a prˇ´ıstupy. Neˇktere´ byly u´speˇsˇne´ jizˇ ve sve´ dobeˇ, jine´ si na sv˚uj
pr˚ulom musely kv˚uli nedostatku vy´pocˇetn´ıch zdroj˚u neˇkolik let pocˇkat a neˇktere´ metody se
neujaly v˚ubec. V posledn´ı dobeˇ se ve zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚ vyuzˇ´ıva´ obrovsky´ch
rucˇneˇ anotovany´ch zdroj˚u dat zvany´ch korpusy. Soucˇasny´m trendem je do jiste´ mı´ry od-
loucˇen´ı se od rucˇn´ı anotace a cely´ proces automatizovat. Vyuzˇ´ıva´ se prˇitom sta´le v´ıce inter-
netu, ktery´ slouzˇ´ı jako obrovsky´ korpus. Internet spolecˇneˇ s kombinac´ı vhodny´ch algoritmu˚
(naprˇ. bootstrapping) prˇedstavuje v soucˇasnosti jedno z nejlepsˇ´ıch mozˇny´ch rˇesˇen´ı.
My´m u´kolem bylo vytvorˇit syste´m, ktery´ vykona´va´ zjednoznacˇnˇova´n´ı slovn´ıch vy´znamu˚
libovolny´m algoritmem strojove´ho ucˇen´ı. Ve sve´m syste´mu jsem zvolil naivn´ı Bayes˚uv klasi-
fika´tor a k neˇmu jako vhodny´ doplneˇk jednoduchou metodu vyuzˇ´ıvaj´ıc´ı strojove´ho ucˇen´ı
s ucˇitelem, ktera´ je zalozˇena´ na principu tvorby jisty´ch skupin slov pro kazˇdy´ vy´znam. Obeˇ
metody jsou v me´ pra´ci vysveˇtleny a vza´jemneˇ srovna´ny. Pro testova´n´ı u´speˇsˇnost´ı obou
teˇchto algoritmu˚ jsem zvolil ze vsˇech mozˇnost´ı snad tu nejdostupneˇjˇs´ı. Oba algoritmy jsem
testoval na datovy´ch sada´ch poskytnuty´ch v ra´mci konferenc´ı Senseval-3 a Semeval-1, ktere´
se jizˇ dlouha´ le´ta zaby´vaj´ı zjednoznacˇnˇova´n´ım slovn´ıch vy´znamu˚.
Sv˚uj syste´m jsem rovneˇzˇ prˇihla´sil do souteˇzˇe v ra´mci konference Semeval-1 pro rˇesˇen´ı
u´kolu zjednoznacˇnˇova´n´ı vybrany´ch v´ıcevy´znamovy´ch slov pro anglicˇtinu. V te´to souteˇzˇi
jsem mohl sv˚uj syste´m srovnat s jiny´mi existuj´ıc´ımi syste´my podle prˇesneˇ definovany´ch
kriteri´ı vyhodnocova´n´ı. Mu˚j syste´m prˇi srovna´n´ı s ostatn´ımi nijak nevybocˇoval z mez´ı
ocˇeka´vany´ch u´speˇsˇnost´ı a umı´stil se neˇkde kolem strˇedu. Je videˇt, zˇe existuj´ı syste´my, ktere´
doka´zˇ´ı na dany´ch datovy´ch sada´ch urcˇovat vy´znamy slov o pa´r procent le´pe.
Nab´ız´ı se ota´zka k zamysˇlen´ı. Jak zvy´sˇit u´speˇsˇnost syste´mu˚ vykona´vaj´ıc´ıch zjedno-
znacˇnˇova´n´ı slovn´ıch vy´znamu˚? Syste´my na konferenci Semeval-1 jsou zcela jisteˇ zalozˇeny
na metoda´ch strojove´ho ucˇen´ı, ktere´ jsou vhodneˇ doplneˇny r˚uzny´mi informacemi, posky-
tovany´mi neˇktery´mi ba´zemi znalost´ı. Vysˇsˇ´ı u´speˇsˇnosti je pravdeˇpodobneˇ take´ dosazˇeno
tre´nova´n´ım algoritmu˚ na jiny´ch nezˇ dodany´ch datovy´ch sada´ch. Pravidla souteˇzˇe totizˇ ni-
jak nezakazuj´ı pouzˇit´ı jaky´chkoliv extern´ıch korpus˚u cˇi ba´z´ı znalost´ı. Nab´ız´ı se zde proto
i pouzˇit´ı vhodny´ch informac´ı ze se´manticke´ho lexikonu WordNet. Principy vsˇech pouzˇity´ch
syste´mu˚ mi zat´ım nejsou zna´my a budou prˇedstaveny azˇ na konferenci Semeval-1, ktera´ se
kona´ koncem cˇervna 2007. At’ uzˇ je lepsˇ´ı u´speˇsˇnosti jiny´ch syste´mu˚ dosazˇeno jakkoliv, je
zrˇejme´, zˇe za zvy´sˇen´ım u´speˇsˇnosti o kazˇde´ procento stoj´ı des´ıtky a des´ıtky hodin pra´ce.
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Prˇ´ıloha 1: Datovy´ nosicˇ CD se zdrojovy´mi ko´dy, programovou dokumentac´ı, souborem
README, konfiguracˇn´ım souborem a elektronickou kopi´ı te´to technicke´ zpra´vy.
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