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On the geometric phase for Gaussian states
Angel Garcia-Chung∗
Departamento de F´ısica, Universidad Auto´noma Metropolitana - Iztapalapa
San Rafael Atlixco 186, Ciudad de Me´xico 09340, Me´xico
We show the explicit expression of the geometric phase for n-partite Gaussian states. In our
analysis, the covariance matrix can be obtained as a boundary term of the geometric phase.
I. INTRODUCTION
The covariance matrix of Gaussian states plays a prominent role detecting entanglement and squeezing in quantum
states. The entanglement, which is one of the main features of quantum mechanics, not only due its philosophical
implications but also for its applications in many different areas [1–8], can be detected using several criteria [9–14].
In the case of continuous variable (CV) systems, these criteria rely on some features of the covariance matrix [11–14].
On the other hand, squeezed states can be used to improve the sensitivity of measurement devices beyond the
usual quantum noise limits [15–22]. These states are a particular type of Gaussian states, i.e., those states whose
Wigner functions are Gaussian functions on the phase space [15–18]. Due to the covariance matrix contains all the
information related with the uncertainty relations, it is used to determine whether a state is squeezed or not [16].
The squeezed states are generated by the squeeze operators which can be considered as elements of the unitary
representation of the symplectic group Sp(2n,R), specifically, those close to the group identity [23–27]. When the
squeeze operator acts on the vacuum state the resulting squeezed state is named vacuum squeezed state. A distinctive
feature of the vacuum squeezed state is the expression for its covariance matrix
V
(2) =
1
2
MM
T , (1)
where the matrix M is an element of the symplectic group Sp(2n,R) [18, 21]. We can notice in (1) the connection
between the covariance matrix and the symplectic group Sp(2n,R). This connection paves the way to the following
question: is there a direct relation between the covariance matrix and the geometric phase for vacuum squeezed states?
Let us provide some context for this question.
Geometric phases are obtained when a physical system evolve through a set of states [28, 29]. These phases are
ubiquitous in many different research areas [28–31], particularly, in quantum optics where they have been studied
extensively at both levels, theoretically and experimentally [28, 32, 34–42]. Among the manifestations of geometric
phases in optics, we are interested in the phase resulting from a cycle of changes in squeezed states of light [28, 32,
33, 39]. For simplicity, in this work we will refer to this phase as: squeeze phase.
For a system with a single photon (n = 1), the squeeze phase results from a cyclic variation of the parameter
θ ∈ [0, 2π]. Recall that θ together with r, define the complex parameter ζ = reiθ which in turn, define the squeeze
operator Ŝ(ζ) [17, 18]. In the single photon scenario and for the squeezed state in the j-th energy level, the geometric
phase γ
(1)
j , was reported in [32]. In this notation, the index
(1) for the phase, labels the number of photons. In the case
of general coherent squeezed states, the geometric phase γ
(n=1)
j , and the phase difference, ∆γ
(n=1)
j = γ
(n=1)
j − γ(n=1)j−1 ,
was treated in [39]. As can be seen and to the best of the author’s knowledge, only the single photon cases have
been considered. Hence, the analysis of the squeeze phase for a multi-photon system, i.e., γ
(n>1)
0 , is still open. This
becomes more relevant if we consider that the experimental results [28, 37] imply that the squeeze phase for pairs of
photons with parallel polarizations acquire twice the geometric phase of single photons.
On the other hand, due to the squeeze operator can be seen as an element of the unitary representation of Sp(2n,R),
a cyclic variation of θ yields a cyclic variation of M. As a result, due to the connection in (1) between V(2) and M,
we might expect also a cyclic variation of V(2). Moreover, we can go beyond and generalize our analysis and consider
an arbitrary Gaussian state. That being said, we consider that the motivation for our previous question seems now
more natural.
The purpose of this work is to determine the geometric phase of a n-partite Gaussian state and for an arbitrary
symplectic matrix M. Our results will be valid for both, systems described with quadrature operators and for the
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2standard dimension-full operators x̂ and p̂ of the harmonic oscillator. We will show that the covariance matrixV(2) for
a general Gaussian state can be seen as a boundary term. To do so, we briefly describe in Section (II) the mathematical
tools regarding the symplectic group analysis and its group action in the phase space R2n. Then, in Section (III) we
summarize the main aspects related with its unitary representation. We also derive in this section the explicit form
of the covariance matrix in terms of the symplectic group elements. In Section (IV) we calculate the explicit relation
between the covariance matrix and the geometric phase and in Section (V) we provide our conclusions.
II. PRELIMINARIES
The symplectic group Sp(2n,R) is given by 2n× 2n matrices M satisfying the equation
Ω =MΩMT , (2)
whereMT is the transpose matrix ofM and Ω is defined as
Ω =
(
0 1
−1 0
)
. (3)
Here 0 and 1 are the n× n zero and identity matrix respectively. Matrix M can be written in block form as follows
M =
(
A B
C D
)
, (4)
where A, B, C and D are n× n real matrices. The condition (2) now reads as
AD
T −BCT = 1, ABT = BAT , CDT = DCT . (5)
Additionally, the group elements close to the identity can also be related with the elements of the Lie algebra
sp(2n,R) via the exponential map
M(L) = eΩL. (6)
where L ∈ sp(2n,R) is a real symmetric 2n× 2n matrix. Here, M(L) refers to the explicit the relation between the
group elementM and its associated Lie algebra matrix L via the exponential map. There are, of course, elements in
Sp(2n,R) that are not close to the identity and therefore, cannot be written as the exponential map of any symmetric
matrix L. In the appendix VII we derive the relationM(L) between the group Sp(4,R) and its Lie algebra sp(4,R).
This result will be very useful in the analysis of the symplectic group representation for bi-partite systems.
The symplectic group is used to provide the action of the linear canonical transformations on the phase space
(R2n, {, }) where {, } is the standard Poisson bracket. The group action on R2n is then given as
~X′T =M ~XT , (7)
where ~XT = (~q ~p)T and ~q = (q1, q2, . . . , qn) and ~p = (p1, p2, . . . , pn) are the coordinates on the space R
2n. Using these
coordinates, the Poisson bracket can be written as
{~XT , ~X} = Ω. (8)
If we now impose that (8) also holds for ~X′ then the relation in (7) yields the condition (2).
This way of defining the symplectic group action on the phase space is very useful to obtain a unitary representation
on a Hilbert space. However, to study entanglement conditions a more convenient form of the group action on the
phase space R2n is required. Consider the different array ~Y T = (q1, p1, q2, p2, . . . , qn, pn). Then, similarly to (7) we
consider the group action to be of the form
~Y′T = M˜ ~YT , (9)
where M˜ is the new form of the symplectic matrix. We now insert the expression (9), mutatis mutandis, in the Poisson
bracket (8) to obtain the following symplectic group condition
J 0 . . . 0
0 J . . . 0
...
...
. . .
...
0 0 . . . J
 = M˜

J 0 . . . 0
0 J . . . 0
...
...
. . .
...
0 0 . . . J
 M˜T , (10)
3where J is the 2× 2 matrix given by J =
(
0 1
−1 0
)
. Analogously to the matrixM, the matrix M˜ can also be written
in block form as
M˜ =

A11 A12 . . . A1n
A21 A22 . . . A2n
...
...
. . .
...
An1 An2 . . . Ann
 , (11)
where Aij , with i, j = 1, 2, . . . , n, are n
2 real 2× 2 matrices. The condition (10) now reads on these block matrices as
J =
j=n∑
j=1
Ai jJA
T
i j , 0 =
k=n∑
k=1
Ai kJA
T
j k, (12)
for all i 6= j in the second condition.
Expressions (5) and (12) define different conditions for the symplectic matrices although, they describe the same
Lie group [18]. Notice in (11) that when the off-diagonal block matrices Ai6=j = 0 the symplectic matrix becomes
block-diagonal, i.e.,
M˜ = diag(A11,A22, . . . ,Ann), (13)
then, notably, as a result of this form of the group action (12), each matrix Aii is an element of the symplectic group
Sp(2,R).
Both group actions (4) and (11) are related via the transformation Γ [18] which is defined as
M = Γ M˜ Γ−1, (14)
where Γ is given by
~XT = Γ ~YT , (15)
and is such that ΓT = Γ−1. For example, in the case of n = 2 the matrix transformation, denoted by Γ(2), is
Γ(2) =
 1 0 0 00 0 1 00 1 0 0
0 0 0 1
 . (16)
Let us now move to the next section, where we briefly show the analysis to calculate the covariance matrix using
the unitary representation of the symplectic group. These results will be use in the calculation of the Berry phase in
(IV).
III. COVARIANCE MATRIX
As we mentioned in the introduction, the calculation of the Berry phase requires the expression of some of the
covariance matrix components. For completeness, let us proceed in this section to derive the general expression for
the covariance matrix of Gaussian states.
The symplectic group is a non-compact group which requires an infinite Hilbert space for its unitary representation.
Let us consider the Hilbert space H = L2(Rn, d~x). The unitary representation of Sp(2n,R) is the map M 7→ ĈM,
where ĈM is a unitary operator ĈM ∈ L(H). Here, L(H) is the space of linear operators over the Hilbert space H.
The operator ĈM is related with the fundamental operators x̂j and p̂j via the following condition
ĈM
(
~̂x
~̂p
)
Ĉ−1
M
=M−1
(
~̂x
~̂p
)
. (17)
This condition enables us to consider ĈM as the (unitary) representation of Sp(2n,R) on H [24–27]. The action of
this operator on the Hilbert space is given by
ĈMΨ(~x) =
∫
d~x′CM(~x, ~x′)Ψ(~x′) =: ΨM(~x), (18)
4for Ψ(~x) ∈ H and where the kernel of this integral operator is
CM(~x, ~x
′) =
e
i
2~ [~x
T
DB
−1~x−2~x′TB−1~x+~x′TB−1A~x′]√
(2πi~)n detB
. (19)
It can be checked that this representation (18)-(19) is unitary and also, the factor detB in (19) gives rise to a well
define action even in the case where the matrix B is singular [24, 26]. Moreover, the representation is valid for the
entire symplectic group and not just for those elements close to the group identity. Due to we are interested in group
elements where B is non-singular we omit this analysis and provide in appendix VIII the analysis of the Berry phase
for the very special case where B = 0.
Let us proceed with the calculation of the covariance matrix. Consider the state
|ΨM〉 = ĈM|0〉 =
∫
d~x ΨM(~x) |~x〉, (20)
where |0〉 = ∫ d~x Ψ0(~x) |~x〉 is the state |0〉 = |0〉1 ⊗ |0〉2 . . . |0〉n. The ket |0〉j is the vacuum state of the j-th quantum
harmonic oscillator. These states are Gaussian states due to the kernel (19) and moreover, they are eigenstates of the
Hamiltonian
ĤM = ĈMĤĈ
−1
M
, (21)
where Ĥ =
∑n
j Ĥj is the Hamiltonian of n−decoupled quantum harmonic oscillators each of them characterized by
the Hamiltonian Ĥj =
1
2mj
p̂2j +
mjω
2
j
2 q̂
2
j .
To calculate the covariance matrix we first calculate the following amplitude
〈ΨM|Ŵ (~a,~b)|ΨM〉 = 〈Ψ0|Ĉ†MŴ (~a,~b)ĈM|Ψ0〉, (22)
where Ŵ (~a,~b) is a Weyl-algebra generator whose representation on H is
Ŵ (~a,~b)Ψ(~x) = e
i
2~
~aT~be
i
~
~aT ~xΨ(~x+~b). (23)
A tedious but standard calculation gives the amplitude in (22) the following form
〈ΨM|Ŵ (~a,~b)|ΨM〉 = exp
{
−1
4
(
~a ~b
)T
Λ
(
~a
~b
)}
, (24)
where the matrix Λ is given by
Λ :=M
(
1
~2
L
2
0
0 L
−2
)
M
T , (25)
and L = diag(l1, l2, . . . , ln). Here, lj =
√
~
mj ωj
, with j = 1, 2, . . . , n, is the characteristic length of the quantum
harmonic oscillator labelled by j.
The covariance matrix V(2), whose components can then be written as
V
(2) =
( 〈ΨM|x̂j x̂k|ΨM〉 12 〈ΨM|{x̂j , p̂k}|ΨM〉
1
2 〈ΨM|{p̂j, x̂k}|ΨM〉 〈ΨM|p̂j p̂k|ΨM〉
)
, (26)
can be obtained from (24) using the following relations
〈ΨM|x̂j x̂k|ΨM〉 = ~
2
i2
∂2ajak〈ΨM|Ŵ (~a,~b)|ΨM〉|~a,~b=0, (27)
1
2
〈ΨM|{x̂j , p̂k}|ΨM〉 = ~
2
i2
∂2ajbk〈ΨM|Ŵ (~a,~b)|ΨM〉|~a,~b=0, (28)
1
2
〈ΨM|{p̂j, x̂k}|ΨM〉 = ~
2
i2
∂2bjak〈ΨM|Ŵ (~a,~b)|ΨM〉|~a,~b=0, (29)
〈ΨM|p̂j p̂k|ΨM〉 = ~
2
i2
∂2bjbk〈ΨM|Ŵ (~a,~b)|ΨM〉|~a,~b=0, (30)
5an a straightforward calculation yields the following expression for V(2)
V
(2) =
~2
2
M
(
L
2
~2
0
0 L
−2
)
M
T . (31)
It is worth to mention that the matrix for the first order moments is zero due to the symmetry of the Gaussian
function in (24).
In quantum optics we usually work with quadrature operators, which are dimensionless operators, and hence, can be
derived by taking dimensionless parameters lj = 1 and ~ = 1. As a result, the covariance matrix takes the simplified
form
V
(2)
q =
1
2
MM
T , (32)
where the sub-index q in V
(2)
q means we are considering quadrature operators instead of V(2) which stands for
dimension-full parameters. Notice that V(2) and V
(2)
q cannot be considered as symplectic matrices due to the 1/2
factor. Additionally, it is worth to recall that this result is valid for systems with n-degrees of freedom and Gaussian
states of the form given in (20). In the case of n = 2, the appendix VII provides the general expression for the
covariance matrices V(2) and V
(2)
q using symplectic matrices M(L).
We are now ready to derive, in the next section, the Berry phase for general Gaussian states of the form (20).
IV. GEOMETRIC PHASE FOR GAUSSIAN STATES
To derive the geometric phase let us first consider the expression for the kernel CM(~x, ~x′) and notice that it does
not depend on the block matrix C defined in (4). Therefore, every variation will involve only those parameters in the
kernel defined in (19). For the very special case when B = 0, the representation is rather different to (19). Due to we
are interested in non-singular group elements and in order to simplify our presentation, we showed in the appendix
(VIII) the analysis of the geometric phase when B = 0.
Having said this, let us consider a variation in the parameters Aab, Bab and Dab, which are the components of the
block matrices A, B and D respectively and recall that, the parameters mj and ωj, defined in the Hamiltonians Ĥj ,
remain fixed. With all these considerations the geometric phase can be written as
γM = i
∫
C
[
〈0|Ĉ†
M
∂ĈM
∂Aab
|0〉 dAab + 〈0|Ĉ†M
∂ĈM
∂Bab
|0〉 dBab + 〈0|Ĉ†M
∂ĈM
∂Dij
|0〉 dDab
]
, (33)
where each of the amplitudes in (33) have to be determined separately.
Another tedious but standard calculation yields the following expressions for these amplitudes
〈0|Ĉ†
M
∂ĈM
∂Aab
|0〉 = i
2~
〈0|x̂b x̂j |0〉B−1ja =
i
4~
l2bB
−1
ba , (34)
〈0|Ĉ†
M
∂ĈM
∂Bab
|0〉 = 1
2i~
B−1bl 〈0|Ĉ†M x̂l x̂jĈM|0〉DjkB−1ka +
i
~
B−1bl 〈0|Ĉ†M x̂l ĈM x̂k|0〉B−1ka +
1
2i~
B−1bl Alj〈0|x̂j x̂k|0〉B−1ka +
−1
2
B−1ba = −
i
4~
B−1bc Acdl
2
dCad −
i~
4
l−2b Dab, (35)
〈0|Ĉ†
M
∂ĈM
∂Dab
|0〉 = i
2~
B−1bj 〈0|Ĉ†M x̂j x̂a ĈM|0〉 =
i
4~
B−1bc Acdl
2
dAad +
i~
4
l−2b Bab. (36)
Here, the covariance matrix expression (31) is needed. The amplitudes 〈0|x̂b x̂j |0〉 and 〈0|Ĉ†M x̂b x̂j ĈM|0〉 are replaced
by the expressions in (27) and (31) of the covariance matrix components. For the amplitude 〈0|Ĉ†
M
x̂l ĈM x̂k|0〉 we
used the expression (17)
〈0|Ĉ†
M
x̂l ĈM x̂k|0〉 = 〈0|Ĉ†M x̂l
(
ĈM x̂kĈ
−1
M
)
ĈM|0〉 = 〈0|Ĉ†M x̂l
∑
j
(Djk x̂j −Bjk p̂j) ĈM|0〉, (37)
and again, we inserted the expressions for the resulting amplitudes using the covariance matrix components.
6We now plug in (34), (35) and (36) in the relation for the geometric connection (33), and after some simplifications
using the block form of matrix M and the symplectic group conditions (5), we obtain the following form for the
geometric phase
γM = − 1
4~
∫
C
Tr
[(
L
2
0
0 ~2L−2
)
M
T
Ω dM
]
, (38)
where the symbol ‘Tr’ stands for the trace of the matrix. This expression exhibits an invariance under canonical
transformation. To show this, consider a unitary operator ĈM′ related with a new symplectic matrix M
′. The
Hamiltonian is given by
Ĥ ′ = ĤM′·M = ĈM′ ĤMĈ−1M′ = ĈM′·M ĤĈ
−1
M′·M, (39)
where the group multiplication was used in the second line. The new symplectic matrix M′ ·M, with M′ fixed, can
be inserted in the geometric phase (38) and this yields
γM = − 1
4~
∫
C
Tr
[(
L
2
0
0 ~2L−2
)
(M′ ·M)T Ω d(M′ ·M)
]
= − 1
4~
∫
C
Tr
[(
L
2
0
0 ~2L−2
)
M
T ·M′T ΩM′ · dM
]
= γM,
(40)
which shows the invariance of the geometric phase under canonical transformations.
On the other hand, it can be notice that after an integration by parts in (38), the boundary term is given by the
covariance matrix V(2)
γM =
1
4~
∫
C
Tr
[
ΩM
(
L
2
0
0 ~2L−2
)
dMT
]
− 1
2~
∫
C
dTr
[
ΩV(2)
]
, (41)
which is null, when a closed path in the parameters space is considered.
Summarizing, the expression (38) (or (41)) yields the geometric phase for a variation on the parameters of the
group elementM ∈ Sp(2n,R). This expression is valid for an arbitrary group elementM and not just for those close
to the group identity. Also, from this expression we can read the Berry’s connection AM for the symplectic group
acting on the Gaussian state
γM =
∫
C
AM. (42)
Due to the group Sp(2n,R) has dimension n(2n+1), there will be n(2n− 1) spurious components which can be fixed
with a gauge transformation of AM. However, although a detailed analysis of this connection AM is required, it is
beyond the scope of this paper and will be studied elsewhere. Instead, let us now show in the following subsections
two examples of the geometric phase associated to the squeeze operator, for n = 1 and n = 2. Recall that the singular
case when B = 0 is treated in the appendix VIII.
A. Geometric phase for the n = 1 squeeze operator.
The squeeze operator for the n = 1 case is given by
Ŝ(1)(ζ) = e
1
2
(ζ∗â2−ζ(â†)2), (43)
where â and â† are the ladder operators satisfying the canonical commutation relation [â, â†] = 1. The real parameter
r, which is the absolute value of the parameter ζ = reiθ ∈ C, labels the squeezing degree of the system. We now use
the transformation â = 1√
2
x̂
l
+ i√
2
l p̂
~
, to obtain the squeeze operator in the Schro¨dinger representation
Ŝ(1)(ζ) = e
− i
2~
(
x̂ p̂
) ~rl2 sin θ −r cos θ
−r cos θ − l2 r
~
sin θ
( x̂
p̂
)
. (44)
Here, the Lie algebra isomorphism between sp(2,R) and the Lie algebra of the second order polynomials [27, 43]
allows us to take the matrix
L
(1)
s =
(
~
l2
r sin θ −r cos θ
−r cos θ − l2
~
r sin θ
)
, (45)
7as the Lie algebra element of sp(2,R). To make a difference between this description and the n = 2 case further
below, we introduce the index (1), which indicates we are working with n = 1. In both cases, L
(j)
s with j = 1 or j = 2,
corresponds to the Lie algebra element in sp(2j,R) arising from the corresponding squeeze operator Ŝ(j)(ζ).
The symplectic matrix Ms(L
(1)
s ) associated to this operator is given by the exponential map of the matrix L
(1)
s
which yields
Ms(L
(1)
s ) =
(
cosh r − cos θ sinh r − l2
~
sin θ sinh r
− ~
l2
sin θ sinh r cosh r + cos θ sinh r
)
. (46)
We now insert this matrix in (38) and consider the trajectory C given by a constant r = R and θ = [0, 2π). A quick
calculation gives the following expression for the corresponding geometric phase
γ(1)s = −π sinh2(R), (47)
which coincides with the same calculation reported in [32]. Remarkably, despite the factor 1
~
in (38) and the factors
~/l2 and l2/~ in the squeeze operator, the geometric phase is ~ and l2 independent. It only depends on the squee
parameter r. We might expect that this feature is intrinsic of the system with n = 1, but, as we will soon notice, is
also present in the n = 2 case.
B. Geometric phase for the n = 2 squeeze operator.
The squeeze operator Ŝ(2)(ζ) for a bi-partite system is of the form
Ŝ(2)(ζ) = e(ζ
∗â1â2−ζâ†1â†2), (48)
where as before, â1 and â2 are the annihilation operators for the sub-systems, say, 1 and 2, of the bi-partite system.
â†1 and â
†
2 are their adjoint operators respectively and ζ = re
iφ is a complex number labelling the amount of squeezing.
Again, the operator in (48) is given in the Fock representation and we write it in the Schro¨dinger representation
using the transformation
âj =
1√
2
x̂j
lj
+
i√
2
lj p̂j
~
, â†j =
1√
2
x̂j
lj
− i√
2
lj p̂j
~
, j = 1, 2. (49)
Once we insert these expressions for âj and â
†
j in the expression for Ŝ
(2)(ζ), it takes the following form
Ŝ(2)(ζ) = exp
{−i
~
[
~ ζy
l1l2
x̂1x̂2 − l2 ζx
l1
x̂1p̂2 − l1 ζx
l2
p̂1x̂2 − l1l2 ζy
~
p̂1p̂2
]}
, (50)
where ζx and ζy are the real and imaginary parts of ζ. The operators in the argument of (50) can be accommodated
in a matrix form as follows
Ŝ(2)(ζ) = exp
{
− i
2~
(
~̂
R
T
1 ,
~̂
R
T
2 )
(
0 b
b
T
0
)( ~̂
R1
~̂
R2
)}
. (51)
where b is given by
b =
(
~
l1l2
ζy − l2l1 ζx
− l1
l2
ζx − l1l2~ ζy
)
. (52)
The Lie algebra isomorphism between sp(4,R) and the Lie algebra of the second order polynomials [27, 43], allows
us to take the 4 × 4 square matrix in (51) to be the Lie algebra element L(2)s ∈ sp(4,R). This matrix L(2)s has the
block matrices a = c = 0 (see the appendix VII for more details) and b is given in (52).
The matrix L
(2)
s is now inserted in the formula (90) of Appendix VII yielding the expression for M˜ which, after
using the transformation Γ in (14) gives the following form for the matrix M(L
(2)
s )
M(L(2)s ) =

cosh(r) − l1
l2
sinh(r) cosφ 0 − l1l2
~
sinh(r) sin φ
− l2
l1
sinh(r) cosφ cosh(r) − l1l2
~
sinh(r) sin φ 0
0 − ~
l1l2
sinh(r) sinφ cosh(r) l2
l1
sinh(r) cosφ
− ~
l1l2
sinh(r) sin φ 0 l1
l2
sinh(r) sin φ cosh(r)
 . (53)
8Let us now consider the same trajectory used for the n = 1 case, that is to say, r = R is constant and φ ∈ [0, 2π)
and insert this matrix in (38). After some matrix calculations and the corresponding integration in φ it yields the
following result
γ(2)
s
= −2π sinh2(R). (54)
As can be notice, this value for the geometric phase doubles the geometric phase for the n = 1 case using the same
trajectory in the parameters space. This implies that for the same amount of squeezing r the observed geometric
phase for n = 2 must double that of the n = 1 case. Remarkably, both geometric phases (47) and (54) are ~ and lj
independent and depend only on the squeezing parameter r.
V. CONCLUSIONS
The main results of this work are the expressions (38) and (41) for the geometric phases of a general Gaussian state
of the form ΨM and an arbitrary path C. This Gaussian state corresponds to a state generated by the action of the
operator ĈM on the vacuum state Ψ0(~x) for a n-partite system. The operator ĈM is the unitary representation of
the symplectic group in the Hilbert space H given in section III.
Our first observation is that, despite the B−1 term in the amplitudes (34), (35) and (36), we managed to re-write
the geometric phase in a presentable way and also, we showed how the covariance matrix V(2) arises as a boundary
term in (41). The special case for B = 0 was considered in the appendix (VIII). We also showed the invariance of the
geometric phase under canonical transformations.
Surprisingly, modulo other constant matrices, the Berry connection AM results to be a ‘bilinear’ term in the
symplectic group matrices, that is to say, AM ∼MT Ω dM . Therefore, this result paves the way to explore the Berry
curvature and its singular points.
Additionally, we calculated the geometric phase for the squeeze operators Ŝ(j)(ζ) with j = 1, 2 and showed, in the
case of n = 2, that the geometric phase is twice the geometric phase for n = 1. Moreover, both geometric phases
are ~ and lj independent. This feature might induce some sort of ‘classical nature’ to these phases. However, due
to the squeezed states are quantum states with no classical analog, the quantum nature of the their corresponding
geometric phase is granted. The absence of dimension-full parameters like ~ or lj in the squeeze phase suggest that
the dynamical of the system does not play a relevant role in these phases, i.e., their nature is more like a kinematical
feature of the symplectic group topology [44].
Finally, it is worth to mention that in order to derive the expression for the geometric phase, we first derived the
covariance matrix for Gaussian states in (31), and we also provided the full relation between sp(4,R) and Sp(4,R)
in the appendix VII. This result showed in the appendix VII, to the best of the author’s knowledge, have not been
reported elsewhere. The full relation between the symplectic group Sp(4,R) and its Lie algebra can be used to explore
different geometric phases and not just those related with the squeeze operator.
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VII. APPENDIX: RELATION BETWEEN Sp(4,R) AND sp(4,R)
In this appendix we derive the direct relation between the Lie algebra elements sp(4,R) and the symplectic group
matrices Sp(4,R).
A. Lie algebra and group analysis
Consider an arbitrary element m ∈ sp(4,R) of the form
m =
(
J 0
0 J
)
L, (55)
9where the matrix L is a real symmetric matrix written as
L =
(
a b
b
T
c
)
, (56)
and a and c are 2× 2 symmetric matrices and b is a 2× 2 matrix.
The elements of the symplectic group Sp(4,R) close to the identity can be obtained via the exponential map [43]
of the Lie algebra element L as
M˜ = exp
[(
J 0
0 J
)
L
]
=
(
A˜ B˜
C˜ D˜
)
. (57)
The aim of this section is to obtain the relation between the block matrices A˜, B˜, C˜ and D˜ and the Lie algebra
element L. What we will obtain is a relation between the block matrices a, b and c of the Lie algebra element L and
the matrices A˜, B˜, C˜ and D˜ of the group element M˜. Recall that we are using a group action which is different,
although equivalent, to the one used for the calculation of the covariance matrix and consequently, for the geometric
phase, that is to say, in this section we use M˜ instead ofM.
To proceed, let us expand the exponential in (57) and collect together the even and odd terms of the expansion as
follows
M˜ =
[
1+
1
2!
S+ · · ·+ 1
(2n)!
S
n + . . .
]
+
√
S
[
1+
1
3!
S+ · · ·+ 1
(2n+ 1)!
S
n + . . .
]
, (58)
where the matrix S is defined as
S =
[(
J 0
0 J
)(
a b
b
T
c
)]2
=
( −(deta+ detb)12×2 Jd
−JdT −(detb+ det c)12×2
)
, (59)
and the matrix d is given by d = aJb + bJc. The notation used in (58) for
√
S refers to the matrix
√
S :=
(
J 0
0 J
)(
a b
b
T
c
)
. (60)
As can be seen from the expansion (58), in order to obtain the expression for M˜ we need first to determine Sn and
then, we have to insert the expression for Sn in (58) and calculate both sums therein. Let us proceed in the next
subsection with the first step: the calculation of Sn.
B. Calculation of Sn
The matrix S is formed by four 2× 2 block matrices where the upper left and the lower right are multiples of the
identity matrix 12×2. The upper right block is the matrix Jd whereas the lower left is −JdT . Notably, we found that
this block structure is preserved after exponentiating the matrix S an integer number of times. That is to say, the
n-power of matrix S yields a new matrix Sn given as
S
n =
(
αn12×2 βnJd
−βnJdT γn12×2
)
. (61)
The coefficients αn, βn and γn, to be determined, depend on the values of the matrices a, b, c and d. For n = 1,
these coefficients are given by the factors in the block matrices of S in (59) and can be directly defined as
α1 := −(deta+ detb), β1 := +1, γ1 := −(det c+ detb). (62)
To calculate these coefficients αn, βn and γn for arbitrary n, first note that they can be generated with a linear
operator T as  αnβn
γn
 = Tn−1
 α1β1
γ1
 , (63)
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where the matrix T is given by
T =
 α1 β1 detd 0β1 γ1 0
0 β1 detd γ1
 . (64)
The calculation shows that the n− 1 power of T is a matrix of the form
T
n−1 =
(
U
n−1 ~0T
~uTγn−21
∑n−2
j=0 γ
−j
1 U
j γn−11
)
, (65)
where ~0 = (0, 0) and ~u = (0, β1 det d) and matrix U is given by
U =
(
α1 β1 detd
β1 γ1
)
. (66)
Then, using (63) we have the following relation for the coefficients(
αn
βn
)
= Un−1
(
α1
β1
)
, (67)
γn = γ
n
1 + ~u
Tγn−21
n−2∑
j=0
γ−j1 U
j
(
α1
β1
)
. (68)
In order to calculate Un−1 we need to diagonalize matrix U hence, let P be the matrix diagonalizing U, then
U = PUdP
−1, (69)
where Ud is the diagonal matrix and the matrix P is
P =
( (λ+−γ1)
β1
k1
(λ−−γ1)
β1
k2
k1 k2
)
. (70)
The real arbitrary parameters k1 and k2 result from the diagonalization procedure. Its values will be automatically
cancelled as part of the calculation of Un−1 further below. The eigenvalues of U, denoted by λ±, have the following
expressions
λ± = −deta+ det c+ 2detb
2
± 1
2
√
(det a− det c)2 + 4detd, (71)
and the diagonal matrix Ud is
Ud =
(
λ+ 0
0 λ−
)
. (72)
We now take the n− 1 power of U given in (69) to obtain the following result
U
n−1 =
(
(λ+−γ1)
β1
k1
(λ−−γ1)
β1
k2
k1 k2
)(
λn−1+ 0
0 λn−1−
)(
(λ+−γ1)
β1
k1
(λ−−γ1)
β1
k2
k1 k2
)−1
, (73)
which, when combined with the result in (68) together with the expression for ~u, gives
αn =
[
(λ+ − γ1)λn+ − (λ− − γ1)λn−
]√
(α1 − γ1)2 + 4β21 detd
, (74)
βn =
[
λn+ − λn−
]√
(α1 − γ1)2 + 4β21 detd
, (75)
γn =
[
(λ+ − γ1)λn− − (λ− − γ1)λn+
]√
(α1 − γ1)2 + 4β21 detd
. (76)
These are the final expressions for the coefficients in Sn. We are now ready to move to the second step: the analysis
of the infinite series in (58).
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C. Series analysis
Using the expression for the n power of matrix S, defined in (61), the expression (58) can be written as
M˜ = 1+
+∞∑
n=1
1
(2n)!
(
αn βnJd
−βnJdT γn
)
+
√
S
[
1+
+∞∑
n=1
1
(2n+ 1)!
(
αn βnJd
−βnJdT γn
)]
. (77)
After collecting the components of each block matrix we obtain the following coefficients
α(e) := 1 +
+∞∑
n=1
1
(2n)!
αn, β
(e) :=
+∞∑
n=1
1
(2n)!
βn, γ
(e) := 1 +
+∞∑
n=1
1
(2n)!
γn, (78)
α(o) := 1 +
+∞∑
n=1
1
(2n+ 1)!
αn, β
(o) :=
+∞∑
n=1
1
(2n+ 1)!
βn, γ
(o) := 1 +
+∞∑
n=1
1
(2n+ 1)!
γn. (79)
We now insert (74), (75) and (76) in the relations (78) - (79) to obtain the final form of the coefficients
α(e) =
(λ+ + detb+ det c) cosh
√
λ+ − (λ− + detb+ det c) cosh
√
λ−√
(deta− det c)2 + 4detd , (80)
α(o) =
(λ+ + detb+ det c)
sinh
√
λ+√
λ+
− (λ− + detb+ det c) sinh
√
λ−√
λ−√
(deta− det c)2 + 4detd , (81)
β(e) =
cosh
√
λ+ − cosh
√
λ−√
(deta− det c)2 + 4detd , (82)
β(o) =
sinh
√
λ+√
λ+
− sinh
√
λ−√
λ−√
(deta− det c)2 + 4detd , (83)
γ(e) =
(λ+ + detb+ det c) cosh
√
λ− − (λ− + detb+ det c) cosh
√
λ+√
(deta− det c)2 + 4detd , (84)
γ(o) =
(λ+ + detb+ det c)
sinh
√
λ−√
λ−
− (λ− + detb+ det c) sinh
√
λ+√
λ+√
(deta− det c)2 + 4detd , (85)
where we have to recall the expressions for the eigenvalues λ± in (71). We now use these results to provide the final
expression for the matrix components in (77)
A˜(a,b, c) = α(e) + (α(o) − β(o) detb)Ja+ β(o)JbJcJbT , (86)
B˜(a,b, c) = (γ(o) − β(o) deta)Jb+ β(e)(JaJb+ JbJc) + β(o)JaJbJc, (87)
C˜(a,b, c) = (α(o) − β(o) det c)JbT + β(e)(JbT Ja+ JcJbT ) + β(o)JcJbT Ja, (88)
D˜(a,b, c) = γ(e) + (γ(o) − β(o) detb)Jc+ β(o)JbT JaJb. (89)
These expressions provide the relation between the components a, b and c of the Lie algebra element m in (55)
with the corresponding symplectic matrix M˜. To the best of the author’s knowledge, this result is new and have not
been reported elsewhere.
A particular case is when a = c = 0 which is connected with the form of the squeeze operators in section IV.
Inserting these values on the previous expressions yield
M˜(0,b,0) =
(
cosh(
√− detb) sinh(
√− detb)√− detb Jb
sinh(
√− detb)√− detb Jb
T cosh2(
√− detb)
)
. (90)
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VIII. APPENDIX: GEOMETRIC PHASE FOR B = 0.
In this appendix we will briefly consider the special case when the symplectic matrixM has the block matrix B = 0.
In this case, the block form ofM is given as
M(B = 0) =
(
A 0
C A
−T
)
, (91)
the representation of the operator ĈM is now given as
ĈMΨ(~x) =
1
detA
e
i
2~
~xTCA−1~xΨ(A−1~x), (92)
hence it only depends on the matrices A and C. The geometric phase in this case can be written as
γM = i
∫
C
[
〈0|Ĉ†
M
∂
∂Aab
ĈM|0〉dAab + 〈0|Ĉ†M
∂
∂Cab
ĈM|0〉dCab
]
, (93)
where Aab and Cab are the components of the matrices A and C respectively. We now use the representation in (92)
and calculate the amplitudes in (93)
〈0|Ĉ†
M
∂
∂Aab
ĈM|0〉 = − i
4~
l2bAjbCjkA
−1
ka , (94)
〈0|Ĉ†
M
∂
∂Cab
ĈM|0〉 = i
4~
l2bAab, (95)
which when inserted in (93) gives
γM =
1
4~
∫
C
Tr
[
L
2
A
T
CA
−1dA− L2AT dC] = − 1
4~
∫
C
Tr
[
L
2
A
T dC− L2CT dA] . (96)
This result coincides with (38) for a symplectic matrix of the form given by (91). It can be notice that when the
block matrix C is null, the phase in (92) is zero and consequently, the geometric phase is also zero independently of
the expression for A.
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