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ON PARTIALLY HYPOELLIPTIC OPERATORS.
PART I: DIFFERENTIAL OPERATORS
T. DAHN
LUND UNIVERSITY
Abstract. This article gives a fundamental discussion on variable
coefficients, self-adjoint, formally partially hypoelliptic differential operators.
A generalization of the results to pseudo differential operators is given in a
following article in ArXiv. Close to ([17]), we give a construction and
estimates of a fundamental solution to the operator in a suitable topology.
We further give estimates of the corresponding spectral kernel.
1. Preliminaries
For elliptic operators P (D) with constant coefficients, we have the following result
([12]):
Proposition 1.1 (Weyl’s lemma). In order for a distribution ϕ defined in an
open set to be an infinitely differentiable function, it is necessary and sufficient
that P (D)ϕ is an infinitely differentiable function in this open set.
The hypoelliptic operators can be characterized as the class of operators, for
which this proposition holds (see Def. 1.2). We will refer to this proposition, as
Weyl’s criterion for hypoellipticity. For these operators, the fundamental solutions
are infinitely differentiable outside the origin.
The singular support of a distribution u ∈ D′( Ω), sing supp u, is defined as the
set of points in Ω which do not have a neighborhood in which u is an infinitely
differentiable function. Note that hypoellipticity in general is very sensitive to
change of topology, however we will consider,
Definition 1.2 (Hypoelliptic constant coefficients operator). An operator P (D)
is said to be hypoelliptic if and only if for every open set Ω ⊂ Rn and ϕ ∈ D′( Ω)
we have
sing supp P (D)ϕ = sing supp ϕ
We use the term homogeneously hypoelliptic for an operator such that P (D)u = 0
in D′( Ω) implies u ∈ C∞(Ω). There are several analogues to hypoellipticity that
will be dealt with and several condition on an operator which are equivalent with
hypoellipticity as in Weyl’s criterion (see [8] sec. 11.1), and we will just mention
one of these:
Proposition 1.3 ([12],Th.II.1.2). For an operator P (D) to be hypoelliptic, it is
necessary and sufficient that the polynomial P (ξ) does not vanish outside a
compact set and that for every multi-index α such that α 6= 0 we have
lim
ξ→∞
P (α)(ξ)
P (ξ)
= 0.
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A consequence of this proposition is that the polynomials corresponding to
hypoelliptic operators, have the property of slow oscillation, that is
P (ξ + η)
P (ξ)
=
∑
α,β
cα,β
P (α)(ξ)
P (ξ)
P (β)(η)→ 1 ξ →∞
We will also frequently use for the following proposition:
Proposition 1.4 ([12],Prop.II.1.5). If P (D) is a hypoelliptic operator, then there
are two positive numbers, c and C, such that
| P (α)(ξ) |2≤ C(1+ | ξ |2)−c(1+ | P (ξ) |2)
for all ξ ∈ Rn and for every multi-index α, | α |6= 0,
Given a hypoelliptic operator P (D), we will say that the operator Q(D) is weaker
than P (D), Q ≺ P , if Q(ξ)/P (ξ) is bounded by a constant in Rn− infinity. We
will say that Q(D) is strictly weaker than P (D), Q ≺≺ P , if the quotient QP tends
to 0, when ξ →∞ in Rn. According to proposition 1.3 a condition equivalent
with hypoellipticity is that P (α)(ξ) ≺≺ P (ξ), α 6= 0. A condition equivalent with
ellipticity for a differential operator P of order m is that it is stronger than any
differential operator of order not exceeding that of P ([8]).
For variable coefficients operators, we use the same criterion for hypoellipticity as
in Def. 1.2,
Definition 1.5 (Hypoelliptic variable coefficients operator). Given an open set
Ω ⊂ Rn, a differential operator P (x,D) with infinitely differentiable coefficients in
Ω, is said to be hypoelliptic in Ω, if it has the property that
sing supp P (x,D)u = sing supp u, for every u ∈ D′( Ω).
We will briefly indicate the techniques used in the proof of the partial analogue.
The arguments will be extensively exemplified in the study.
Definition 1.6 ( Partially regular distribution [15]). A distribution T is said to
be regular in x, in an open set Ω ⊂⊂ Rn ×Rm if for every product of open sets
Ωx × Ωy ⊂ Ω, the distribution < T (x, y), α(y) >y is in E(Ωx), for every α in
D(Ωy).
The norm ‖ ϕ ‖s,t can be defined, for ϕ ∈ E ′ and s, t real numbers, as
‖ ϕ ‖2s,t=
∫
| ϕ̂(ξ, η) |2 (1+ | ξ |2)s(1+ | η |2)tdξdη
A distribution f is said to be of order (s, t), if for every α ∈ D(Rn + m),
‖ αf ‖s,t<∞.
Proposition 1.7 ([6],section 2). A distribution f ∈ D′(Ω), Ω an open set in Rν ,
is regular in x if and only if, for every open set W ⊂⊂ Ω and for every real s,
there is a number t, dependent on s and W , such that f is of order (s,t)
Definition 1.8 (Partially hypoelliptic operator [15]). A differential operator
L(x, y,Dx, Dy), is said to be hypoelliptic in x if every distribution solution u to
Lu = f is regular in x, when f is regular in x.
Using the proposition 1.7,we see that given a distribution f of order (s,−N) (f is
assumed partially regular) and Lu = f with u of order (s′,−N), s′ arbitrary, to
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conclude that the operator L is partially hypoelliptic, we only have to prove that
u is of order (s′′,−N ′) for some suitable N ′ and s′′ > s.
We will limit our study to finite order distributions and for this reason we do not
initially separate between the concept of hypoelliptic operators and
homogeneously hypoelliptic operators.
Finally, for the polynomial corresponding to an operator with constant
coefficients, P (Dx, Dy), we can give the following equivalent conditions for partial
hypoellipticity;
Proposition 1.9 ([8], section 11.2). The following conditions are necessary and
sufficient for a polynomial to be hypoelliptic in x
i) P (α)(ξ, η)/P (ξ, η)→ 0 if α 6= 0 and ξ →∞ while η remains bounded.
ii) P can be written as a finite sum
P (ξ, η) =
∑
α′=0
Pα(ξ)η
α
where P0(ξ) is hypoelliptic (as a polynomial in ξ) and Pα(ξ)/P0(ξ)→ 0
when ξ →∞ if α 6= 0.
2. Mizohata’s representation
For polynomials over Rn, P,Q with constant coefficients, assuming both are HE
(hypoelliptic), we can define the following equivalence-relation: P ∼ Q if there
exist C,C′ positive constants such that for all ξ ∈ Rn
C ≤
1+ | P (ξ) |2
1+ | Q(ξ) |2
≤ C′
Assuming that P is partially hypoelliptic, we will later show, that it is sufficient
to consider the real and imaginary parts of the operator separately. We will thus,
if nothing else is indicated, assume that the operators we are considering are
self-adjoint. Note that for constant coefficients operators we always have P ∼ P ∗.
An operator L(x, y,Dx, Dy) with coefficients in C
∞(Ω),Ω an open set in Rn+m is
called partially formally hypoelliptic (PFHE) of type M , where M = M(Dx) is
hypoelliptic, if for (a, b) ∈W , W a neighborhood of (x0, y0) ∈ Ω, the contact
operator (the frozen operator)
(∗) L(a, b,Dx, Dy) ∼x M(Dx)
The notation ∼x will be explained below. We note that since M is assumed HE,
this criterion implies that L(a, b,Dx, Dy) is HE in x. The class of operators
equivalent with a given operator constitute a finite dimensional vector space,
(after adding 0 to the class) . This means that M has the representation
M(Dx) =
∑r
j=1Mj(Dx), where Mj(Dx) ∼M(Dx) for every j and r a finite
integer. Further, for a constant coefficients operator P (Dx) =
∑r
k=1Nk(Dx) such
that Nk(Dx) ∼M(Dx) for every k, we must have Mj ∼ Nk, for every j, k.
Lemma 2.0.1. Assume that M(Dx) is a constant coefficients hypoelliptic
operator and that P = (P1, . . . , Pr) is a vector of constant coefficients operators
equivalent in strength with M . Assume P =
∑r
j=1 cjPj, cj in C for all j, is such
that for all j, Pj is weaker than P . Then P and M are equally strong.
Proof:
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Let P−2 = (
∑
j | Pj |
2). Clearly P ≺ P− and P− ≺M . Since
|
M(ξ)
Pj(ξ)
Pj(ξ)
P−(ξ)
|< C
for large | ξ |, we have P− ∼M . Finally
|
M(ξ)
Pj(ξ)
Pj(ξ)
P (ξ)
|< C
for | ξ | large. 
Remark : Assume P =
∑r
j=0 Pj , a decomposition in hypoelliptic operators, such
that Pj is weaker than P for every j. If there is an operator in this development,
say P0, such that P0 ∼ P−, then P0 ≺ P ≺ P−, that is P ∼ P− and P is
hypoelliptic.
The criterion (∗) should now be understood using the representation
L(a, b,Dx, Dy) =
∑
j
cj(a, b)Nj(Dx)Qj(Dy)
where Nj , Qj are constant coefficient operators, such that Nj is weaker than
L′ =
∑
j cj(a, b)Nj, for any j, as
(∗′) Nj(Dx) ∼ M(Dx) for all j
L is said to be PFHE in Ω (particularly FHE in x), if the condition (∗) is satisfied
for every (x0, y0) ∈ Ω. Note that if we do not assume the polynomials P,Q
hypoelliptic, we can use the following criterion for equivalence found in ([8], sec.
10.3.4)
C < P˜ (ξ)/Q˜(ξ) < C′ ξ ∈ Rn
where P˜ (ξ)2 =
∑
|α|≥0 | P
(α)(ξ) |2.
Lemma 2.0.2. Assume L(ξ) = P0(ξ
′) +
∑
j Pj(ξ
′)Qj(ξ
′′) is the polynomial for
a constant coefficients partially hypoelliptic operator, (as in Prop. 1.9 ii)) and
M(ξ′) =
∑
jMj(ξ
′) with a development in equivalent operators as in Lemma
2.0.1, the polynomial for a constant coefficients operator equivalent with P0 in
strength. Then L ∼
∑
jMjQj.
Proof:
It will turn out that the real zero’s of the polynomial do not contain necessary
information concerning regularity behavior to the operator and we may assume
(possibly by adding a parameter and/or by squaring the expressions), that the
polynomial has no real zero’s, for ξ large.
i) Let P+ =
∑
j(P0 + Pj)Qj . Then P
+ ∼
∑
jMjQj , since we trivially have
| (P0 + Pj)(ξ′)Qj(ξ′′) |
|Mj(ξ′)Qj(ξ′′) |
|Mj(ξ′)Qj(ξ′′) |
|
∑
jMj(ξ
′)Qj(ξ′′) |
< C, | ξ | large ,
and analogously
∑
jMjQj ≺ P
+.
ii) We have L ∼ P+. It immediately follows that L ≺ P+. The condition
M ∼ P0, means that for ξ′′ fixed and bounded
|
M(ξ′)
L(ξ′, ξ′′)
|< C for | ξ′ | large
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so MjQj ≺ L. Finally
| (P0 + Pj)(ξ′)Qj(ξ′′) |
|Mj(ξ′)Qj(ξ′′) |
|Mj(ξ′)Qj(ξ′′) |
| L(ξ) |
< C | ξ | large
We conclude P+ ∼ L
Note also that L(x, y,Dx, Dy) can be written as an operator with constant
strength
L(x0, y0, Dx, Dy) +
r∑
j=1
dj(x, y)Rj(Dx, Dy)
where the coefficients dj(x, y) are uniquely determined, vanish at (x0, y0), and
have the same regularity properties as the coefficients to L(x, y,Dx, Dy). Further,
the Rj ’s are constant coefficients operators weaker than M(Dx)N(Dy), where M
is the type operator and N a constant coefficients operator, adjusting the lower
order term behavior.
The representation of principal interest in this study is however the following, due
to Mizohata (section 2,[15]):
(1) L(x, y,Dx, Dy) = P (x, y,Dx) +
r∑
j=1
Pj(x, y,Dx)Qj(Dy)
where
(1) P is FHE in x, in the sense that P (x, y,Dx) =
∑
j aj(x, y)Mj(Dx) in an
open set W ⊂ Ω, where aj ∈ C∞ , Mj ∼M and HE for all j
(j = 1, . . . , r).
(2) Pj ≺≺ xM , in the sense that Pj(x, y,Dx) =
∑
k bk(x, y)Nk(Dx) in W ,
where bk ∈ C∞, Nk ≺≺M for all k (k = 1, . . . , r).
(3) Qj is a constant coefficients operator for all j.
We assume in what follows that deg(x)(L) > 0. We shall in this study assume that
L is defined according to Mizohata’s representation on a fixed compact set K ⊂ Ω
and that it is defined as the type-operator M , outside K.
Proposition 2.0.3. If an operator can be represented according to Mizohata (1),
then it is FHE in x of type M . Conversely, any operator FHE in x of type M can
be written on the form above.
Proof: The fact that the operator with Mizohata’s representation is HE in x, is
proven in [15]. It can also be shown, that given operators P and Q with constant
coefficients, such that Q ≺≺ P , we get P ∼ P + aQ, for all a ∈ C. This means
that L ∼x M in K for the operator L(a, b,Dx, Dy) with constant coefficients. We
conclude that L is FHE in x.
It is always possible to write the polynomial corresponding to the operator L as
(2) L(x, y, ξ, η) = P (x, y, ξ) +
∑
|α|>0
bα(x, y)P
(α)(ξ)ηα
For a fixed η, we know that L must be FHE in x and of type M , particularly if
η = 0, P (x, y, ξ) must be FHE in x. According to the definition, this implies that
P (a, b, ξ) is HE in x, for a fixed (a, b) in K, consequently P (α) ≺≺M and finally
bα(a, b)P
(α)(ξ)ηα ≺≺ xM(ξ).
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3. Generalized Sobolev spaces
We start with a generalization of the Sobolev spaces, written as H(Q1, . . . , Qr; Ω),
where u ∈ L2(Ω) and in the distributional sense, Qiu ∈ L2(Ω),for all i. Let Q
stand for the constant coefficient operators (Q1, . . . , Qr). This produces separable
Hilbert spaces H(Q,Ω), for the norm
‖ u ‖2H(Q,Ω)=‖ u ‖
2
L2(Ω)
+
r∑
i=1
‖ Qiu ‖
2
L2(Ω)
u ∈ L2(Ω).
Using Parseval’s relation and applying weight functions to these spaces, we get
Hilbert spaces of compactly supported distributions, Hs,tK (Q), H
t
K(Q), for real
numbers s, t. The same construction holds for variable coefficients operators and
we get Hilbert spaces HsK(P), short for H
s
K(P1, . . . , Pr), with the norm
(3) ‖ u ‖2Hs
K
(P)=‖ u ‖
2
s +
r∑
j=1
‖ Pj(x,Dx)u ‖
2
s u ∈ H
s
K
Proof:([11])
It is sufficient to study the case s = t = 0. The right side in (3) is a pre-Hilbert
scalar product. If the left side is 0, then ‖ u ‖2L2= 0, so u = 0. Obviously, L
2
K(P)
⊂ L2K algebraically. Also if ϕ→ 0 in L
2
K(P), then ϕ→ 0 in L
2
K , so the inclusion
holds topologically. There remains to prove completeness for the norm (3).
Assume ϕk a Cauchy sequence in L
2
K(P), then ϕk, Piϕk are Cauchy sequences in
L2K , which is a complete space, so ϕk → ϕ and Piϕk → ψi in L
2
K . Further,
Piϕk → Piϕ in D′ and we conclude that ψi = Piϕ. 
Note that it follows from the proof of Lemma 2.0.1, that if we assume the
operators Pj hypoelliptic for all j, then the condition that P =
∑
j Pj ( a
development in weaker operators ) is hypoelliptic, is equivalent with the condition
that P ∼ P− = (
∑
j | Pj |
2)1/2. Particularly, if P is hypoelliptic then the
corresponding norms are equivalent.
We now consider the operator as acting on the Hilbert spaces Hs,tK , where s, t are
real numbers, K is a compact set and
Hs,tK = {f ∈ E
′(K) (1+ | ξ |2)s/2(1+ | η |2)t/2fˆ ∈ L2ξ,η}
Hs,tΩ is defined as the inductive limit as K varies in Ω. We also consider the
Fréchet spaces Hs,tloc(Ω) = {f ∈ S
′(Ω); ϕf ∈ Hs,tΩ , for all ϕ ∈ C
∞
0 (Ω)}.
According to ([15]), any distribution T in Hs,t can be mollified with a tensor
product of test functions, that is for α, β ∈ D non-negative with∫
α(x)dx =
∫
β(y)dy = 1, αǫ(x) = ǫ
−nα(x/ǫ) and βǫ(y) = ǫ
−mβ(y/ǫ), we have
αǫ ⊗ βǫ ∗ T → T in Hs,t, as ǫ→ 0. We can also use a partial mollifier, that is
T ∗′ αǫ(x, y)→ T in Hs,t. An argument similar to the proof above now gives a
generalized Sobolev norm, corresponding to the variable coefficients operator P in
(1), formally hypoelliptic in x.
‖ u ‖2
Hs,t
K
(P )
=‖ u ‖2s,t +
r∑
j=1
‖ Pj(x, y,Dx)u ‖
2
s,t u ∈ H
s,t
K
The norm corresponding to the Mizohata’s representation (1) becomes
‖ u ‖2
H
s,−N
K
(L)
=‖ u ‖2s,−N + ‖ P (x, y,Dx)u ‖
2
s,−N +
∑
j
‖ Pj(x, y,Dx)Qj(Dy)u ‖
2
s,−N
for u ∈ Hs,−NK
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3.1. The spaces Hs,−NK . We will use the notation ([12]) H
ps,t
K , for
{f ∈ E ′(K); ps(ξ) (1+ | η |
2)t/2fˆ ∈ L2ξ,η}, where ps is a weight function over R
n.
Lemma 3.1.1. We have the following equivalence for the weight function
ps(ξ) = (1+ | ξ |2)s/2(1+ |M(ξ) |2) : For the operator P (x, y,Dx) FHE in x of
type M(Dx), there is a compact neighborhood K of (x0, y0), such that
f ∈ Hs,−NK (P ) ⇔ f ∈ H
ps,−N
K
s is here assumed real and N integer.
Proof:([12] Lemma III.1.3)
Let W be a compact neighborhood of (x0, y0) included in K. The conditions on P
allow us to write P (x, y,Dx) =
∑
i ai(x, y)Pi(Dx) with ai ∈ C
∞ and Pi ∼M, Pi
with constant coefficients. For the implication f ∈ Hps,−NK ⇒ Pi(Dx)f ∈ H
s,−N
W ,
we use the trivial inequality
(**) ‖Mf ‖s,−N≤ CK ‖ f ‖ps,−N .
From the condition Pi ∼M and consequently Pi ≺M , we conclude that ([15]
Cor. Lemma 2.2), ‖ Pi(Dx)f ‖s,−N≤ CK ‖M(Dx)f ‖s,−N . Thus
Pi(Dx)f ∈ H
s,−N
W . Finally, H
s,−N
W is a space of local type ([15] Cor.2 Prop. 2.1),
which means that Pi(Dx)f ∈ H
s,−N
W ⇒ ai(x, y)Pi(Dx)f ∈ H
s,−N
W , for all ai ∈ C
∞.
This establishes the implication f ∈ Hps,−NK ⇒ P (x, y,Dx)f ∈ H
s,−N
K . The
opposite implication is proven in [15] Prop. 2.4 for the local spaces, but with the
additional assumption that f has compact support, the result follows on K using
an appropriate test function.
We also note, that the same implications can be established for the operator L, on
the local spaces ([12] Theorem III.1.4), although this requires an adjustment of
the order in the "bad" variable. Thus
f ∈ Hs,−NK and L(x, y,Dx, Dy)f ∈ H
s,−N ′
K ⇔ f ∈ H
ps,−N
K
3.2. Sobolev’s embedding theorem. In section 3.1, we proved that
‖ · ‖Hs,−NK (P )
is equivalent to ‖ · ‖Hps,−N
K
, where in the last norm P denotes the
single operator with variable coefficients formally hypoelliptic in x, according to
section 2. If Mf ∈ Hs,−NK , then by the regularity property of Sobolev spaces, we
have f ∈ Hs+σ,−NK , for some positive number σ. Thus f ∈ H
s,−N
K (M).
Immediately Hs,−NK (M) = H
ps,−N
K . We conclude that we have the following norm
equivalences, ‖ · ‖Hs,−N
K
(M) ∼‖ · ‖Hps,−N
K
∼‖M · ‖Hs,−N
K
. We note in particular:
(4) ‖Mf ‖s,−N≤ CK ‖ f ‖Hs,−NK (P )
f ∈ Hs,−NK
It can easily be proved that for an operator L, partially formally hypoelliptic in x
and of type M , the iterated operator Lr, r any integer, is partially formally
hypoelliptic in x and of type M r. It thus admits representation
Lr(x, y,Dx, Dy) = P(r)(x, y,Dx) +
∑
j
P(r),j(x, y,Dx)Q(r),j(Dy)
and a direct calculation shows that P(r) = P
r, the iterated operator FHE in x
being of type M r.
The inequality (4) above now becomes
‖M rf ‖s,−N≤ CK,r ‖ f ‖Hs,−N
K
(P r) f ∈ H
s,−N
K
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Since (1+ |M(ξ) |2)r ≤ C(1+ |M(ξ) |2r) and using the well known inequality for
hypoelliptic operators (Proposition 1.4 for r=1)
(5) (1+ | ξ |2)kr ≤ C(1+ |M(ξ) |2)r
for some positive k, CK and for all ξ ∈ Rn, we get
‖ f ‖kr+s,−N≤ CK ‖ f ‖Hs,−N
K
(P r) f ∈ H
s,−N
K
We can assume k ≤ 1.
Remark : We could also show that the condition on M : |M(ξ) |≥ C | ξ |̺ gives
(1+ | ξ |2)̺ ≤ C(1+ |M(ξ) |2), so if r is integer (1+ | ξ |2)r̺ ≤ C(1+ |M(ξ) |2r).
In what follows we assume this condition satisfied.
In the following modified Sobolev’s embedding theorem, we use the notation U−N,
for a tempered fundamental solution of the operator (1−∆)N/2. According to
Schwartz,
Ul =
πl/2
Γ(l/2)
Pf.
[
(
r
2π
)
l-m
2 Km-l
2
(r)
]
(1−∆)kUl = Ul-2k
except for l even integer ≤ 0, when U2k = (1 −∆)kδ0. K is an analytic function
outside the origin, it is non negative for l ≥ 0 and it is exponentially decreasing
towards 0 in infinity. This means that it is in OC and convolution with any
distribution in S ′ is well defined. (for notation, definitions and results, see [25]
chapter 30)
Proposition 3.2.1. For P an operator formally hypoelliptic in x with
coefficients in C∞(Ω), for f ∈ Hkr+s,tK , K a compact set in Ω, s, t real numbers
and for kr + s ≥ n2 + l, there is an integer N and a constant CK , such that
sup
K,|α|≤l
| (Dαxf ∗
′′ U−2N)(x, y) |≤ CK
(
‖ P (x, y,Dx)
rf ‖s,−N + ‖ f ‖s,−N
)
Here U−N is defined as (1−∆)−N/2δ0, the Laplacian is taken in Rm
Proof: In general we have v ∈ L1ξ ⇒ F
−1
η v ∈ C
0
x (here Fη is the partial Fourier
transform acting on x→ ξ), so if we can show that FηDαxu(x, η)(ξ) ∈ L
1
ξ,η,
for u = (1+ | η |2)−NFξf(ξ, η), assuming that f ∈ H
kr+s,−N
K , we must have that
Dαxu ∈ C
0
x. Thus D
α
xf ∗
′′ U−2N ∈ C0x,y, for | α |≤ l and FU−2N = (1+ | η |
2)−N .
Now FηDαxu(x, η)(ξ) = ξ
αFηu(ξ, η). This gives using Hölders inequality:∫∫
(1+ | η |2)−N/2 | FηD
α
xu(x, η)(ξ) | dξdη ≤(∫∫
(| ξ |α)2(1+ | ξ |2)−(kr+s)(1+ | η |2)−Ndξdη
)1/2
×
(∫∫
(1+ | ξ |2)kr+s | Fηu |
2 dξdη
)1/2
For the first integral, | ξα |2≤ (1+ | ξ |2)|α| ≤ (1+ | ξ |2)l and
(1+ | ξ |2)kr+s−l(1+ | η |2)−N ∈ L1ξ,η, if 2(kr + s− l) > n and N > m, that is
u ∈ Clx. For the second integral, Fηu = (1+ | η |
2)−N/2Ff , so the last integral is
finite through the conditions on f.
We note that the same claim holds for the local spaces. If x0 is fixed in Ω and
ϕ ∈ C∞0 (Ω) with ϕ = 1 in a neighborhood K of x0 and u ∈ H
kr+s,−N
loc , we must
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have u = ϕu ∈ Hkr+s,−NK . The inclusion follows from the proof above and the fact
that the neighborhood is arbitrary.
4. The operator Re L
We will later make use of the notion of a Ut,−N-formally self-adjoint operator. By
this we mean that the operator is self-adjoint in the weighted scalar product
(Lu, v)t,-N = (u, Lv)t,-N Ut,-N(Dx,Dy) = (1−∆x)
t/2(1−∆y)
−N/2δ0
We introduce the notion of an operator partially formally self-adjoint, meaning
that the formally hypoelliptic part of the operator is Ut,-N-formally self-adjoint,
that is if u, v ∈ Ht,−NK (Q), t a real number and N integer
r∑
j=1
(Pj(x, y,Dx)Qj(Dy)u,Qj(Dy)v)t,−N =
r∑
j=1
(Qj(Dy)u, Pj(x, y,Dx)Qj(Dy)v)t,−N
assuming both sides are finite. In this study we will usually assume the operator
L formally self-adjoint as well as partially formally self-adjoint. The proof of the
following Lemma is close to [17] Lemma 3.
Lemma 4.0.1. If L is formally hypoelliptic in x of type M as in (1) and partially
formally self-adjoint, then Re L is formally hypoelliptic in x and of type M .
Assume L =
∑r
j=0 Pj(x, y,Dx)Qj(Dy) =
∑
k bk(x, y)Nk(Dx)Qk(Dy),Q0 = I, our
partially hypoelliptic, variable coefficients operator, such that Qj, Nk are real,
constant coefficients operators. Further, that L is self-adjoint in Hs,t(Rν), that is
(vs,t(D)L(x, y,D
′, D′′)u, v)L2 = (vs,t(D)u, L(x, y,D
′, D′′)v)L2 u, v ∈ H
s,t
It is for our study sufficient to consider weights v0,−t(D
′′) = (1−∆y)t. Assuming
PQ is any of the PjQj , j ≥ 1, in the development of L, we have
0 = (v0,t(D
′′)P (x, y,D′)Q(D′′))∗ − (v0,t(D′′)P (x, y,D′)Q(D′′))
+(v0,t(D′′)P (x, y,D′)Q(D′′)− (v0,t(D
′′)P (x, y,D′)Q(D′′)) =
T − 2i Im (v0,t(D
′′)P (x, y,D′)Q(D′′))
Assume further P self-adjoint in Hs,t, that is L partially self-adjoint. Then,
0 = Q(D′′)
[
P (x, y,D′), v0,t(D
′′)
]
+
[
Q(D′′), v0,t(D
′′)
]
P (x, y,D′)+
v0,t(D
′′)
[
Q(D′′), P (x, y,D′)
]
where
[
A,B
]
= AB −BA. Obviously,
0 = Q(D′′)
[
P (x, y,D′), v0,t(D
′′)
]
+ v0,t(D
′′)
[
Q(D′′), P (x, y,D′)
]
and
(6) Q(D′′)v0,−t(D
′′)P (x, y,D′)v0,t(D
′′) = P (x, y,D′)Q(D′′)
Let
T (x, y,D) = Q(D′′)
[
P (x, y,D′), v0,t(D
′′)
]
+ v0,t(D
′′)
[
Q(D′′), P (x, y,D′)
]
+
2iv0,t(D
′′)( Im P (x, y,D′))Q(D′′)
and R(D′′) = (1−∆′′)tQ(D′′), then
R(D′′)P (x, y,D′)v0,t(D
′′)− P (x, y,D′)Q(D′′) = 0 can be written
(7)
∑
α′′ 6=0
Dα
′′
y P (x, y,D
′)R(α
′′)(D′′)v0,t(D
′′) = 0
The sum on the left side in (7), can be divided into two partial sums,∑′+∑′′ =∑m<|α′′|+∑m≥|α′′|, where m = deg Q(ξ′′). We now have
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∑′
(x, y,D) ≺≺ P (x, y,D′)Q(D′′) and since
∑′
+
∑′′
= 0, also∑′′
(x, y,D) ≺≺ P (x, y,D′)Q(D′′). Put
v0,−t(D
′′)T (x, y,D) =
∑′
(x, y,D) +
∑′′
(x, y,D) + 2i( Im P (x, y,D′))Q(D′′).
Obviously, v0,t
∑′
, v0,t
∑′′ ≺≺ PQ and if we choose m < 2t,
v0,t(D
′′)( Im P (x, y,D′))Q(D′′) ≺≺ P (x, y,D′)Q(D′′), that is
T (x, y,D) ≺≺ P (x, y,D′)Q(D′′) and we conclude
Proposition 4.0.2. Assume L(x, y,D) a variable coefficients, partially formally
hypoelliptic operator, self-adjoint and partially self-adjoint over Hs,t(Rν), then
Re L(x, y,D) ∼ L(x, y,D)
Note that with the additional assumption that P (x, y,D′)Q(D′′) =
Q(D′′)P (x, y,D′), we have Im (P (x, y,D′)Q(D′′)) = 0.
We are also interested in the behavior of Re L at the infinity. Consider first the
type polynomial M . Using the inequality for hypoelliptic operators (5), we see
that |M(ξ) |→ ∞, | ξ |→ ∞. If we assume M with real coefficients and also
M(ξ) ≥ 1, we have M(ξ)→∞, | ξ |→ ∞ . We will adopt these assumptions
throughout this study.
Lemma 4.0.3. With L as in the previous lemma and defined on an open
connected set Ω, we have that Re L(x, y, ξ, η) does not change sign at the
Rn−infinity.
Proof: First assume that L has constant coefficients as an operator hypoelliptic in
x. According to [8] (sec.11.1), if d(ξ, η) denotes the distance from (ξ, η) ∈ Rn+m
to the surface {(ζ, υ) ∈ Cn+m; L(ζ, υ) = 0}, it follows that d(ξ, η)→∞ as ξ →∞,
while η remains bounded. Thus Re L cannot change sign at the Rn-infinity.
For the variable-coefficients case, we make use of the assumption that Ω is
connected. We know that for every fixed (x, y) ∈ Ω, | Re L(x, y, ξ, η) |→ ∞, as
ξ →∞, while η bounded. Let E± = {(x, y) ∈ Ω;Re L(x, y, ξ, η)→ ±∞,
ξ →∞, η bounded}. We have already proved that E+
⋂
E− = ∅. Since Re L is
continuously dependent on (x, y), the sets E± must be open, but this would give
a separation of Ω, which contradicts the assumption that Ω is connected! We can
without loss of generality assume that Re L(x, y, ξ, η)→∞, at the Rn-infinity. 
Lemma 4.0.4. If P is a reduced (cf. section 11) and real operator on L2, then
P 1/N is defined as an operator on L2 for some positive integer N .
Proof: We can assume P (ξ)→∞ as | ξ |→ ∞. It is sufficient to study the
polynomial for | ξ | large, that is if P˜ is the polynomial adjusted to a constant on
| ξ |≤ R, we have D(P0) = D(P˜0). The minimal operator, P˜0, can thus be
considered as a positive, selfadjoint operator on L2 and the
"Gelfand-Naimark-theorem" gives unique existence of a selfadjoint operator P˜
1/N
0 ,
for some N .
Assume P = P1 + iP2 homogeneously (geometrically) hypoelliptic on D′. This
means particularly that P1(ξ+ϑ)P1(ξ) → 1 and
P2(ξ+ϑ)
P2(ξ)
→ 1 as | ξ |→ ∞ and | ϑ |≤ A
for some constant A and ξ, ϑ real. If P1/P → α = 1/(1 + iC), with C a real
constant, then P2/P1 → −C as | ξ |→ ∞. If | ξ |σ≤ P1(ξ), P2(ξ) ≤| ξ |δ, then
| P
1/N
2 /P1 |≤| ξ |
δ/N−σ as | ξ |→ ∞. If σ > δ/N , we have that the corresponding
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constant C, can be selected as 0 and P1 + iP
1/N
2 is hypoelliptic. Conversely, any
polynomial operator, hypoelliptic in D′, can be constructed in this way.
Assume P with σ > 0 and real. If E is a fundamental solution to P , we have
‖ Ef ‖L2≤ C ‖ f ‖L2 . Assume f with first derivatives in L
2, since P is real we
have that δE = Eδ, why E : H(Ω)→ H(Ω) for an open set Ω ⊂ Rn. As
P (D)u = f can be written Ef = u in L2, we conclude that P is analytically
hypoelliptic in L2. Assume P (Dx) an operator with constant coefficients and IE a
parametrix. Then,
δPIE − PIEδ =
(
δPIE − PδIE
)
+
(
PδIE − PIEδ
)
The first expression is trivially 0. If u ∈ H ∩ L2(Ω), δu = 0, so
−δPIE(u) = P
(
δIE − IEδ
)
. Since PIE = I − γ, γ regularizing, we have
δγu = P
(
IEδ − δIE
)
u ∈ C∞.
Thus, if P is homogeneously hypoelliptic in L2, Ψ = IEδ − δIE is regularizing.
Finally, ‖ δIEu ‖≤ C ‖ δu ‖ for a constant C, given that the set Ω is bounded.
Thus IE : H(Ω)→ H(Ω) for bounded Ω.
Proposition 4.0.5. If P is a constant coefficients operator, hypoelliptic in L2,
then P is analytically (homogeneously) hypoelliptic in L2. Conversely, if P is
analytically (homogeneously) hypoelliptic in L2, P is hypoelliptic in L2.
5. Some remarks on fundamental solutions
Assuming that Ω is an open set in Rn+m, we let Ωϕ =
{(x, y) ; {(x, y)} − supp (δ0 ⊗ ϕ) ⊂ Ω}, where δ0 ⊗ δ0 = δ0 is the Dirac measure in
Rn+m and ϕ ∈ C∞0 (R
m). We then know that the partial convolution
u ∗′′ ϕ = u ∗ (δ0 ⊗ ϕ) is well defined in Ωϕ, for u ∈ D′(Ω). In the same way we can
define u ∗′ ϕ in
{(x, y); {(x, y)} − supp ϕ× 0 ⊂ Ω},
for ϕ ∈ C∞0 (R
n). The partial convolution u ∗′′ v, can also be defined for u ∈ D′
and v ∈ E ′ in Ωv. We note that:
(8) u ∈ Hs,−Nloc (Ω)⇒ u ∗
′′ ϕ ∈ Hs,0loc (Ωϕ)
(cf. [2]). For any partial differential operator Q with constant coefficients, we have
a fundamental solution E0 in D′
F (Rn), that is distributions of finite order (and a
E0 ∈ Bloc∞,Q˜, [8], sec. 10.2 ). Assume for instance Q(Dy)E0 = δ0. We then have for
u ∈ E ′(Ω),
Q(u ∗′′ E0) = u ∗ (δ0 ⊗QE0) = u.
For a hypoelliptic operator M(Dx) with constant coefficients, we have a
fundamental solution as above, now also with sing supp F0 = {0} and as before
M(u ∗′ F0) = u in Ω. By multiplying E0 with a χ ∈ C∞0 (R
m), χ = 1 in a
neighborhood of a compact neighborhood of (0, 0), Ky, we have χE0 ∈ E
′. Define
a linear operator E : E ′ → E ′ by Ef = f ∗′′ χE0 for f ∈ E ′(Ω). Define F : E ′ → E ′
as Fu = u ∗′ ϑF0, F0 corresponding to M and ϑ = 1 in a neighborhood of Kx as
above. Obviously, we have
E : Hs,t
′
W → H
s,t
W (Q), F : H
s,t′
W → H
ps,t
′
W ,
for some t′ > t and EFf = f ∗ (F0 ⊗ E0) on W . Here W is a compact set in Ω.
For the operator P (x0, y0, Dx), we can now construct a fundamental solution with
singularity in (x0, y0) as follows. Let G0 be the fundamental solution, modified to
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E ′, corresponding to
P (x0, y0, Dx) =
∑
j
Pj(x
0, y0, Dx)
on a compact neighborhood of (x0, y0), W and Gf = f ∗′ G0. If f = δ(x0,y0) and I
is the trivial mapping, we get the fundamental solution to P as
GIδ(x0,y0) = G0 ⊗ δy0 . It can also be shown that a linear mapping F can be
constructed for a formally hypoelliptic operator, which gives a fundamental
solution to the variable coefficients operator P (x, y,Dx), but we will use another
method to produce this solution in chapter 12. We have the following lemma
Lemma 5.0.1. There is a fundamental solution with singularity in (x0, y0), to a
constant coefficients differential operator on Rn+m, independent of the variables
in Rm-space, P (x0, y0, Dx), on the form G0 ⊗ δy0 , where G0 is a fundamental
solution with singularity in x0, to the operator, considered as an operator on R
n.
6. Realizations
We assume Ω open and connected and of dimension n > 1. We can define a linear
mapping M˜0 on C
∞
0 (Ω), as M˜0ϕ =M(Dx)ϕ. This is a symmetric operator,
densely defined in L2(Ω). The minimal operator, M0, or the strong extension, is
defined as the closure of M˜0 in L
2(Ω). This is a closed, linear, symmetric, densely
defined mapping on L2(Ω). The adjoint, M∗0 , is a closed, linear densely defined
operator and u ∈ DM∗0 if and only if in distribution sense
M∗0u = M(Dx)u ∈ L
2(Ω). M∗0 is called the maximal operator or the weak
extension. M0 is self-adjoint if and only if M
∗
0 is also symmetric.
For a self-adjoint extension, A, of M0 we must have M0 ⊆ A ⊆ M
∗
0 and A is
called a self-adjoint realization of M(Dx) in L
2(Ω). The minimal- and maximal
operators can also be defined for the operator P (x, y,Dx) just as above. We will
later on rationalize the calculations by comparing norms for realizations
corresponding to different operators. For this we need:
Lemma 6.0.1. For the operator P , FHE in x of type M , we have that the
domains of the respective closures in H0,−NK of the operators coincide. That is
D(M⊗˜I) = D(P ⊗˜I)
In particular ([24],Ch. 5) D((M ⊗ I)0) = D((P ⊗ I)0). For Mizohata’s
representation L, we have that the domains of L˜ and P ⊗˜I are partially coinciding
and D(L˜) ⊂ D(P⊗˜I).
Proof: Assume for ϕn ∈ C∞c (K),where C
∞
c denotes {f ∈ C
∞; supp f ⊂ K} , a
dense subset of Hs,tK , K is a compact set in Ω, where P is defined, ϕn → 0 and
P (x, y,Dx)ϕn → f in H
0,−N
K . If we can show that
(9) ‖M(Dx)ϕ ‖0,−N≤ C1 ‖ ϕ ‖H0,−N
K
(P )
we see that M(Dx)ϕn is convergent in H
0,−N
K and since M⊗˜I is a closed
operator, M(Dx)ϕ→ 0. If in addition
(10) ‖ P (x, y,Dx)ϕ ‖0,−N≤ C2 ‖ ϕ ‖H0,−N
K
(M)
and since we know that the right hand side tends to 0, we must have that
P (x, y,Dx)ϕn → 0 in H
0,−N
K , that is f = 0. The inequalities (9),(10) follow
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immediately from what was said in section 3.1. The second statement also follows
from section 3.1, assuming the rightmost norms finite
‖ P (x, y,Dx)ϕ ‖0,−N≤ C
′
0 ‖ ϕ ‖H0,−NK (M)
≤ C′1 ‖ ϕ ‖H0,−N′
K
(L)
and
‖ L(x, y,Dx, Dy)ϕ ‖0,−N ′≤ C
′
2 ‖ ϕ ‖H0,−N
K
(M)≤ C
′
3 ‖ ϕ ‖H0,−N
K
(P ) .
7. Some remarks on Schwartz kernels
Given f ∈ C∞ (X × Y ), X,Y open sets in Rν , we can define an integral operator
on D (Y ) according to
If (ψ)(x) =
∫
f(x, y)ψ(y)dy
which is continuous D (Y )→ C∞ (X). This is a regularizing operator, it can be
extended to a continuous linear operator E ′ (Y )→ C∞ (X). More generally, we
have Schwartz kernel theorem, that is given K ∈ D′ (X × Y ), we can define a
continuous, linear operator D (Y )→ D′ (X) according to
(11) < IK(ψ), ϕ >=< K,ϕ⊗ ψ > ψ ∈ D(Y), ϕ ∈ D(X)
and conversely, given the continuous, linear operator IK , we have unique existence
of a kernel K ∈ D′ (X × Y ) such that (11) holds.
For a constant coefficients differential operator Q, let
Q′ = Q(Dx), Q
′′ = Q(Dy), Q′′ = Q(−Dy). For test functions f, g ∈ C
∞
0 (R
ν ×Rν),
Ig(IQ′f (φ))(x) = Ig(Q
′If (φ))(x) = IQ′′g(If (φ))(x)
Assume f ∈ C∞0 (R
ν ×Rν) such that for constant coefficients operators,
Q′f = Q′′f . Assume P,Q,R such operators, then
v) I[[
P ′′f,Q′′f
]
,R′′f
] = I[[
f,P ′′f
]
,Q′′R′′f
] = I[[
f,f
]
,P ′′Q′′R′′f
]
Finally, we will have use for the concept of analytic functionals as in [13]. Assume
V a complex analytic variety. For analytic functionals defined on V , we have
IF : H(Vy)→ H
′(Vx) F ∈ H
′(Vx × Vy)
If V is countable in the infinity, it can be shown that H ′(V ) is a nuclear
(DS)-space (the dual topology to the (FS)-topology, that is Frechet with
Schwartz property). Iteration of the integral operators IF is, for our applications,
defined by convolution. We note that ([13] Ch. 1, Proposition 1.1) Any analytic
functional defined on V , can be represented by a measure with compact support
In the same way as in D′, we can using nuclearity in H ′, determine the kernel to
the evaluation functional, as the parameter x varies. For Id x ∈ H ′, we have
< Id x, ψ >=
∫
φ(z)ψ(z)dz =< δx(φ), ψ >, with a φ ∈ C∞0 (R
ν) and ψ ∈ H(Cν).
Let ∆ ∈ H ′(Cν ×Cν), be the kernel representing Id x. We note, that in a
neighborhood of x, V , we have for this kernel,
< IN∆ (ϕ), ψ >V=< I
[
∆,∆
]
N
(ϕ), ψ >V= 0, with ϕ, ψ ∈ H(C
ν), for some N (cf.
[4]).
8. The spectral kernel
According to the spectral theorem, any self-adjoint realization as in the previous
section, can be represented as a spectral operator of scalar type:
A =
∫
λdEλ λ real
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For the iterated operators, we also have realizations that are of scalar type:
ALr =
∫
λdEr(λ) where Er(λ
r) = E(λ) , r is assumed odd
Assuming the constant coefficients operator L defined on Rν , since L is assumed
formally self-adjoint, the realization is related to the symbol of the operator as
AL = FL(ξ, η)F−1. Let {Eλ} be the spectral family corresponding to the
realization AL with spectrum σ(AL) = {L(ξ, η) ξ, η real}. We can assume the
spectrum left semi-bounded. We then know that Eλ is related to ω = χ(−∞,λ) ◦L,
through F(Eλu) = ωFu with F−1ω ∈ D′ ([19]).
For the type polynomial M(ξ), we know that M(ξ)→∞ as | ξ |→ ∞, this means
that the set Gλ = {ξ;M(ξ) < λ} is bounded for every λ. Then, for the spectral
kernel eλ(x0, x) = F−1χGλ(x0 − x) ∈ C
∞(Rn ×Rn) ([20]). We have
(12) eλ(x0, x) = (2π)
−n
∫
M(ξ)<λ
ei(x0−x)·ξdξ
Let (x, y) = (x′, x′′) ∈ Rν , ν = n+m. For the contact polynomial L(ξ), that is
the polynomial corresponding to the frozen operator L(x0, Dx′ , Dx′′), this
argument only holds for the hypoelliptic part of the polynomial. Consider instead
L(x0, Dx) =
∑
j
cj(x0)Pj(Dx′)Qj(Dx′′),
where Pj ∼M and Pj , Qj are constant coefficients, finite order operators. We can
write R(P,Q) = L, where R is a constant coefficients polynomial. Let
T1 = P ⊗ Id1, T2 = Id2 ⊗Q, where Idj , j = 1, 2 are identity operators in
respective complex Banach space. It can be verified for the joint spectrum,
σ(T1, T2) = σ(T1)σ(T2) = σ(P )σ(Q). Further T1T2 = T2T1. Finally,
σ[R(T1, T2)] = R[σ(T1, T2)], ([23]).
Assume Eλ,µ the spectral resolution corresponding to the operator L and consider
the restriction to D(Rν ×Rν). Let Eλ, Eµ be the resolutions corresponding to T1
and T2, restricted to D. According to what has been said above, for v ∈ D,
F (Eλ,µv) = wF v with w = wλwµ and Eλv = v ∗′ F−1 wλ and Eµv = v ∗′′ F−1
wµ. The tensor product of projections EL(J ×K) = ET1(J)ET2(K), is well
defined for Baire sets J,K in R (Q is assumed to have real coefficients). Assume
Eλ has spectral kernel
t
1
λ(x, y) = ex′,λ ⊗ δx′′ =
1
(2pi)ν
∫
P (ξ′)<λ
e
i(x−y)·ξ
dξ
and Eµ with spectral kernel t
2
µ = δx′ ⊗ ex′′,µ. Note that ex′,λ(x
′, y′) =
F−1 wλ(x
′ − y′) and analogously for ex′′,µ. We then have, for f ∈ D(R
ν
y)
Eλ,µ(f)(x) = Iex,λ,µ(f)(x) = It1
λ
(It2µ(f))(x) = I
[
t1
λ
,t2µ
](f)(x) = Iex′,λ⊗ex′′,µ(f)(x)
We then know for the spectral function corresponding to the operator P (defined
as the type operator outside a compact set), ex′,λ ∈ C∞(Rn ×Rn) and for the
spectral kernel corresponding to the operator Q (defined as the identity operator
outside the same compact set), ex′′,µ ∈ D′(Rm ×Rm). Using that Eλ,µ is an
orthogonal projection,
E2λ,µ = I
[
ex,λ,µ,ex,λ,µ
] = I ′2ex′,λI ′′2ex′′,µ = I ′ex′,λI ′′ex′′ ,µ = Eλ,µ
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Particularly, if e˜x′′,µ = ex′′,µ ∗x ϕ ∗y ψ, for test functions with support in a
neighborhood of the origin in Rm,
I[
ex′′,µ∗xϕ,ex′′,µ∗yψ
] = Ie˜x′′ ,µ
and since e˜x′′,µ ∈ C∞(Rm ×Rm), we can define E˜λ,µ = Iex′,λ⊗e˜x′′ ,µ(f)(x) for
f ∈ L2(Rν). This means that we have partial regularity, for the spectral kernel.
9. Topology. Notation and fundamentals
In what follows, the presentation is more or less a modification of the article
(Nilsson [17]) and we refer to this work for proofs and arguments. Assume the
operator L(x,Dx) defined as partially formally hypoelliptic in a neighborhood of
x0, included in K, K a compact subset in Ω ⊂ Rν and as the type operator with
constant coefficients outside K. We also assume, as has been mentioned earlier,
that the type polynomial M is real and such that M(ξ′) ≥ 1, for all ξ′ ∈ Rn and
for positive constants C and ̺, M(ξ′) ≥ C | ξ′ |̺, for all ξ′ ∈ Rn. According to
these conditions, we get for this modified operator Re L(x, ξ)→∞ as ξ′ →∞
while ξ′′ bounded.
Next we will construct and estimate a fundamental solution to the variable
coefficients operator L(z,Dz)− λ and for this purpose we need an estimate of the
distribution
αλ(x, z) = [P
x(Dz′)− L(z,Dz)]K
+
λ (x, z)
Here K+λ (x, z) is a fundamental solution with singularity in x, corresponding to
the modified operator P (x,Dz′)− λ, λ is assumed large and negative. So
K+λ (x, ·) ∈ H
t,−N
loc (R
ν), can be written as χx0(x)hλ ⊗ δx′′(x, z)+
(1− χx0(x))tλ ⊗ δ0(x, z), where χx0 ∈ C
∞(K) assumes the value 1 in a
neighborhood of x0, tλ is the fundamental solution to the type operator and hλ
the fundamental solution to the operator P (x,Dz′)− λ (section 5). With this
modification αλ(x, ·) ∈ E ′(Rν).
Consider the norms
Mα(u) =
∫
| ξ |α| Fu(ξ) | dξ
over S ′(Rν), for any multi-index α, where | ξ |α=
∑
β≤α | ξ
β |. These norms Mα
define Banach spaces Bα with the test functions C
∞
0 as a dense subset. Also
consider the operator norms
Nα,β(L) = sup
06=u∈Bα
Mβ(Lu)
Mα(u)
over linear mappings L from Bα to Bβ
10. Complex translations in the polynomials
Now to the distribution αλ(x, z) = βλ(x, z) + rλ(x, z), where
(13) βλ(x, z) = (P
x(Dz′)− P (z,Dz′))K
+
λ (x, z)
Since (1−∆′′)−tδx′′ has Fourier transform in L1(Rm), for t > m, we see that
βλ ∗′′x U−2t(x, z) ∈ (B0)x, where U−t is according to proposition 3.2.1. For the last
term, we know that rλ(x, z) =
∑
j Pj(z,Dz′)Qj(Dz′′)K
+
λ (x, z) weighted with
(1−∆′′)−t
′
, t′ > maxj{deg(Qj)} +m, is in (B0)x. Further for
t′ > maxj{deg(Qj)}, Fz
(
rλ ∗′′x U-2t′
)
is essentially bounded. The following
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proposition and proof is close to [17] Lemma 8. Let
αλ,N,t(x, y) = αλ ∗′′x U-2N ∗
′′
y U-2t(x,y) and analogously for βλ,N,t.
Proposition 10.0.1. There are positive numbers c and κ0 such that
(14) Nα,α(exp(κ | λ |b (z′j − x
′
j))Iαλ,N,t(x, z)) = O(1) | λ |
−c λ→ −∞
for every j, 1 ≤ j ≤ n, for every real κ such that | κ |≤ κ0, for every multi-index α
and for some positive numbers N,t. The norms Nα,α are taken with respect to z.
Remark : Here b is associated to the type polynomial according to
(15) | DαM(ξ′) |≤ C(1+ |M(ξ′) |)1−b|α|
Lemma 10.0.2. For βλ(x, z) in (13)
Nα,α(Iβλ,N,t(x, z)) = O(1) | λ |
−c λ→ −∞
with N, t as in the proposition.
Proof: We write βλ on the form
βλ(x, z) =
∑
j
[
bj(x)− bj(z)
]
Nj(Dz′)K
+
λ (x, z)
where bj are the C
∞-coefficients to the operator P (z,Dz′) (the coefficients to
βλ(x, z) vanish in x = z), Nj a constant coefficient operator equivalent in x
′ with
the type operator and K+λ (x, z) = hλ ⊗ δx′′ , the fundamental solution to the
operator P (x,Dz′)− λ. Expansion in a Taylor series gives
βλ(x, z) =
∑
λ,µ Fλ,µ(x, z), where each term is on a form
Fλ(x, z) =
∑
0<|β|<k
i|β|(β!)−1
(
Dβb(z)
)
(x− z)βN(Dz′)K
+
λ (x, z) +Rλ(x, z)
and
Rλ(x, z) =
1
(k − 1)!
(∫ 1
0
(1− k)k−1
dk
dtk
b(z + t(x− z))dt
)
(x− z)βN(Dz′)K
+
λ (x, z)
We now study the two mappings
L1 : u→ (D
βb)u L2 : v → const
∫
(x− z)βN(Dz′)K
+
λ (x, z)v(z)dz
and we aim to prove a weighted analogue to
(16) Nα,α(L2 ◦ L1) = O(1) | λ |
−c λ→ −∞
(17) Nα,α(IRλ) = O(1) | λ |
−c λ→ −∞
Proof of (16):
The first mapping is immediate, since we already know the coefficients are in Bα
(or constant), which is a Banach algebra. So Nα,α(L1) <∞. For L2, we set
K+λ (x, z) = Hλ(x, z) + H˜λ(x, z), where
Hλ(x, z) =
1
(2π)ν
∫
ei(z−x)·ξdξ
M(ξ′)− λ
We begin by proving the first claim for Hλ(x, z). Let
p(x) =
∫
(x− z)βN(Dz′)Hλ(x, z)ϕ(z)dz
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where ϕ ∈ C∞0 (R
ν). Assume the partial convolution ϕ ∗′ f(x) defined by∫
ϕ(z′, x′′)f(x′ − z′)dz′
then
p(x) = ϕ∨ ∗′
[
(−x′)β
′
N(Dz′)F
-1′
x
[ 1
M(ξ′)− λ
]]
∗′′
[
(−x′′)β
′′
δ0
]
Considering the partial Fourier transforms
F ′p(ξ′, x′′) =
(
F ′ϕ∨
)
D
β′
ξ′
[ N(ξ′)
M(ξ′)− λ
]
∗′′
[
(−x′′)β
′′
δ0
]
F ′′p(x′, ξ′′) = (F ′′ϕ∨) ∗′
[
(−x′)β
′
N(Dz′)F
-1′
x
[ 1
M(ξ′)− λ
]][
D
β′′
ξ′′ 1
]
we have
Fp(ξ) = Fϕ(−ξ)
[
D
β′
ξ′
[ N(ξ′)
M(ξ′)− λ
]]
and the outer bracket is estimated by Nilsson to be O(1) | λ |−c as λ→ −∞. For
the composed mapping L2 ◦L1(ϕ), in order to make the norm Mα finite, we apply
a weight operator in the ”bad” variable. This weight is here (through duality),
acting as an operator with constant coefficients, so p(x) is replaced by[
Dβbϕ
]∨
∗′
[
(−x′)β
′
N(Dz′)F
-1′
x
[ 1
M(ξ′)− λ
]]
∗′′
[
(1−∆x′′)
−Nδ0
]
by choosing N >| α′′ | and using that I[
βλ∗′′x U−2N
](ϕ)(x) = I[
βλ
](ϕ) ∗′′x U−2N(x),
we have proved that Nα,α(
[
(Dβb)(x− z)βN(Dz′)Hλ
]
∗′′ U−2N(x,z)) = O(1) | λ |−c
as λ→ −∞. Consider now H˜λ(x, z), note that it is sufficient to consider the case
when x ∈ K,
H˜λ(x, z) =
1
(2π)ν
∫ [ 1
P x(ξ′)− λ
−
1
M(ξ′)− λ
]
︸ ︷︷ ︸
Gλ(x,ξ′)
ei(z−x)·ξdξ
With much the same arguments as in the previous case we get for
q(x) = ϕ∨ ∗′
[
(−x′)β
′
N(Dz′)F
-1′
x Gλ(x, ξ
′)
]
∗′′
[
(−x′′)β
′′
δ0
]
that
Fq(ξ) = Fϕ(−ξ)
[
Dβ
′(
N(ξ′)Gλ(x, ξ
′)
)]
where the bracket according to Nilsson is O(1) | λ |−c as λ→ −∞ so by applying
the same weight as above we get
Nα,α(L2 ◦ L1 ∗
′′ U−2N) = O(1) | λ |
−c λ→ −∞
Proof of (17):
Now for the second claim, we can write Rλ(x, z) =
∑
λ,|β|=k Sλ,β (a finite sum),
where each term is on the form Sλ,β = Fβ(x, z)G˜λ,β(x, z). The conditions on the
coefficients give that Fβ ∈ C∞(Rν ×Rν) and with bounded derivatives. Thus
Rλ(x, z) = 0 for | x |, | z | large. Using the tensor form
K+λ (x, z) = hλ(x
′, z′)⊗ δx′′(z
′′) we choose in this case to give a separate
estimation of G˜λ in the ”good” variable. According to Nilsson
| Dγ
′
x′((x
′ − z′)β
′
N(Dz′)hλ(x
′, z′)) |≤ C | λ |−c (1+ | x′ − z′ |)−2(n+1)
for | γ′ |≤ n+ 1+ | α |. Using the inequality
(Ω) | x− z |α≤ C | x |α| z |α
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we get
| Dγ
′
x′Fx(Rλ(x
′, z′)⊗ δx′′) |≤ C | λ |
−c (1+ | x′ |)−(n+1)
Let r(x) =
∫
Rλ(x, z)ϕ(z)dz then
| Dγ
′
x′r(x) |≤ C | λ |
−c (1+ | x′ |)−(n+1)Mα(ϕ)
where we have used that Bα ⊂ B0. Finally,
Mα′(r) =
∫ ∑
γ′≤α′
| D̂γ
′
r | dx ≤ C | λ |−c Mα(ϕ)
for λ large and negative. If we apply the same weight operator as before we get
Nα,α(r ∗ U−2N ) = O(1) | λ |−c as λ→ −∞. This proves the second claim and we
have proved the lemma.
Lemma 10.0.3. For βλ(x, z) in (13), we have
Nα,α(exp(κ | λ |b (z′j − x
′
j))Iβλ,N,t(x, z)) = O(1) | λ |
−c λ→ −∞
with j, κ, α and t as in the proposition.
Proof: follows immediately from the results in ([17]).
Proof of the proposition: We now consider the distribution (with compact
support)
rλ(x, y) =
∑
j
bj(z)Rj(Dz′)Qj(Dz′′)K
+
λ (x, z)
where bj are the C
∞-coefficients corresponding to L, Rj are constant coefficients
operators strictly weaker than M in x′, Qj are constant coefficients operators and
K+λ is the ”parametrix” as before. We start by assuming that κ = 0. We make the
same approach as in the proof of Lemma 10.0.2, noting that the Taylor series now
contains a term bj(x)Rj(Dz′)hλ(x
′, z′)⊗Qj(Dz′′)δx′′(z′′). But we still have that
b(x) ∈ Bα, so Nα,α(L1) <∞ (if b(x) is constant there is nothing to prove).
For the term corresponding to Hλ(x, z), we get with the same calculations as in
the proof of (16)
Fp(ξ) = Fϕ(−ξ)
[
Dβ
′[ R(ξ′)
M(ξ′)− λ
]][
Dβ
′′
Q(ξ′′)
]
for some test function ϕ. The last bracket can be handled by applying a weight
operator of (”Sobolev”)-order −2t, where t > degRmQ+ | α′′ |. For the first
bracket, Nilssons result still holds (according to the conditions on R, also for the
term where β = 0), that is
ess. sup | Dβ
′
[ R(ξ′)
M(ξ′)− λ
][ Dβ′′Q(ξ′′)
(1+ | ξ′′ |2)t
]
|= O(1) | λ |−c λ→ −∞
For the second term corresponding to H˜λ(x, z), we get the same results. So we
conclude with this modification
Nα,α(L2 ◦ L1 ∗
′′
x U−2N) = O(1) | λ |
−c λ→ −∞
Finally, for the analogue to (17), we estimate the ”good” variable separately,
| Dγ
′
x′F
′
xRλ(x
′, z′) |≤ C | λ |−c (1+ | ξ′ |2)−(n+1)
We replace r(x) by
r˜(x) =
∫
Rλ(x
′, z′)⊗
(
(1−∆z′′)
−tQ(Dz′′)δx′′(z
′′)
)
ϕ(z)dz
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with t > degRmQ+ | α′′ | and by use of the inversion formula, we reach an estimate
| Dγ
′
x′ r˜(x) |≤ C
′ | λ |−c (1+ | ξ′ |2)−(n+1)Mα(ϕ)
as before. We get the conclusion with an additional weight operator (N >| α′′ |)
acting on the x′′-variable, that is
Nα,α(r˜ ∗′′ U−2N) = O(1) | λ |
−c λ→ −∞
Finally, the case k 6= 0 can be treated exactly as in the proof of Lemma 10.0.3, if
we substitute R for N and M for P x in the right side of (Θ), allowing β′ = 0,
since Lemma 1 in [17] can be applied without modifications on the strictly weaker
operators.
Remark :
Concerning the translations, we are content with the fact, that in the direction of
the ”bad” variable, translation is in general more difficult to handle, however we
know that (Mizohata [15] Cor. 2) the mapping
E ×H0,−N ∋ (c(z),T)→ c(z)T ∈ H0,−N
is continuous with the additional assumption that c(x) = 0. Further
‖ c(z)T ‖0,−N≤ ǫ ‖ T ‖0,−N , where ǫ can be chosen arbitrarily small, as the
support for T tends to {x}. Thus
‖ cj(z
′′)Q(Dz′′)ϕ ‖0,−N≤ ǫ ‖ Q(Dz′′)ϕ ‖0,−N≤ ǫC ‖ ϕ ‖0,−N ′
We note that ǫ can be chosen as
ǫ =
(
supsupp ϕ | c(z) | +d(supp ϕ, x)
)
where d denotes the greatest distance between x and supp ϕ. We see that
| cj(z′′) |=| e
iγ(z′′j −x
′′
j ) − 1 |≤ 2 for γ real and that | cj(z′′) |→ 0, z′′j → x
′′
j ,
1 ≤ j ≤ m. Since the functions (1+ | ξ′′ |2)−N are very sensitive to complex
translations, we must here assume that N = 0. This implies (study the mollifier
ϕk = exp(ix · ξ)ψ(x/k)/kn/2, as k →∞ for ψ ∈ C∞0 and ‖ ψ ‖0,0= 1) for all
ξ′′ ∈ Rm, for β′′ 6= 0 and dQ = deg RmQ
| Dβ
′′
Q(ξ′′ − γe′′j )−D
β′′Q(ξ′′) |≤ ǫC(1+ | ξ′′ |2)dQ|β
′′|
Through the analytical properties of Q(ξ′′), we have that the inequalities can be
extended to γ = −iκ | λ |b, for κ real with | κ |≤ κ0 (although we have to assume
λ 6= ±∞). Note that a better result can be found in [8] (Lemma 3.1.5, (1963) ).
However, since αλ only involves the Dirac measure on the ”bad” side, it is trivial
that the proposition implies that, for every test function ϕ ∈ C∞0 (R
m)
Nα,α(exp(κ | λ |b (zj − xj))Iαλ∗′′x ϕ) = O(1) | λ |
−c λ→ −∞
with 1 ≤ j ≤ ν, for all α and for κ real with | k |≤ k0.
We also need an estimate of K+λ (x, z). We introduce the integrals
T 2αt (λ) =
∫
ξ2αdξ
(M(ξ′)− λ)(1+ | ξ′′ |2)t
According to [17] Lemma 9, we have:
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Proposition 10.0.4. There is a positive constant κ0 such that, when 1 ≤ j ≤ n
and α is any multi-index, we have for all real numbers κ with | κ |≤ κ0 and for
some positive t
(18) Mα(exp(κ | λ |
b (y′j − x
′
j))K
+
λ ∗
′′
y U−2t(x,y)) = O(1)T
2α
t (λ)
λ→ −∞, where the norm Mα is taken with respect to the variable x and where
the estimate is uniform with respect to y ∈ Rν . Further b is the positive number
corresponding to M as (15).
When β ≤ α, we also have, uniformly in y ∈ Rν , for some positive N ,
(19) Mα(D
β
yK
+
λ ∗
′′
x U−2N(·, y)) = O(1)T
2α
N (λ)
λ→ −∞.
11. The complex set of lineality
A constant coefficients operator P (D), is called reduced, if for η ∈ Cn,
P (ξ + tη)− P (ξ) = 0 for all ξ in Cn and all t ∈ R ⇒ η = 0
We have use for the class Hσ of polynomials P , such that | ξ |σ≤ C | P (ξ) | for
large | ξ |, for some constant C. Consider first, as before, complex translations in
one variable, that is η = iη0e
′′
j , 1 ≤ j ≤ m , where e
′′
j corresponds to a standard
base in C m and η0 is some real number. The set of η
′′, such that
L(ξ + tη′′)− L(ξ) = 0, for our partially hypoelliptic operator L = P0 +R, is a
zero-dimensional analytic (algebraic) set, that can locally, be given as the zero-set
corresponding to a polynomial. That is (disregarding points ξ where R(ξ) = 0 and
assuming R dependent on all variables)
∆(L) = {η′′; R(ξ′, ξ′′ + tη′′)−R(ξ′, ξ′′) = 0 ∀t, ∀ξ} = Zϕ
where ϕ(η′′) is a polynomial in a complex variable. The set ∆(L) will consist of a
finite number of isolated points, that may cluster at the boundary of the local
domain given for η′′. We could say that the operator L is reduced, with respect to
ϕ. Further, for any truly reduced operator Q, we have that
∆(L) = {η′′; Q(ξ′, ξ′′ + ϕ(tη′′))−Q(ξ′, ξ′′) = 0}
Let’s assume Q ∈ Hσ(Rν) with σ > 0 and hypoelliptic in L2. We can also assume,
that a sufficiently large number of iterations of the operator Q, gives an operator
hypoelliptic in D′. Thus, if 1 ≤ j ≤ m is arbitrary, we have that LN is
hypoelliptic, with respect to ϕ.
If we write the condition on reducedness,[
ei<x,tη
′′> − 1
]
R(D) = 0 ⇒ η′′ = 0
and interpret the bracket as a hypoelliptic operator, dependent on a parameter t,
on L2, using the arguments in section 23, even though R, is not reduced, we will
assuming
[
ei<x,tη
′′> − 1
]
R(D) = 0, get[
ei<x,tη
′′> − 1
]N
RN (D) = 0
for some positive integer N . This means particularly that
RN (ξ′, ξ′′ + tη′′1 )± . . .±R
N (ξ′, ξ′′ + tη′′N ) = R
N (ξ′, ξ′′)
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The Fredholm theory gives, that the null-space to the translation operator, is
stable from some iteration index N , so if RN is reduced, we have[
ei<x,tη
′′> − 1
]
RN(D) = 0⇒ η′′ = 0.
Assume now,
(1 + c | ζ |)k | ϕλ(ζ) |
2= Ch(ζ)
for a holomorphic function h ∈ O( U ′),U ⊂ U ′ an open set. We can assume
| h |≤ 1 and the domain U bounded. Let g(ζ) = Ch(ζ)− (1+ | ζ |)k | ϕλ(ζ) |2, be
the holomorphic function defining U . As ordζh ≤ ordζg, for every ζ ∈ U , we have
that g is less than a constant times h in modulus. Thus for m = 1, by Rouche´’s
theorem, g is a polynomial. In higher dimension, we can at least say that the
restriction of g to any complex line, is a polynomial. Let’s define a real set
∆C = {η ∈ R
m; R(ξ + itη)− R(ξ) = 0 ξ ∈ Rν , t ∈ R}
Lemma 11.1. If Rλ is reduced for complex lineality ∆C (with respect to one
dimensional translations), then (1+ | ξ |)c ≤ C | Rλ(ξ) |, for positive constants
c, C and ξ ∈ Rν.
Proof: ( sketch of a proof ) Rλ can, as an entire function, be developed as
(20) R(ξ + itη)−R(ξ) =
∑
α
[
Rα(itη)−Rα(0)
]
ξα =
∑
α
Fα(itη)ξ
α
We can without loss of generality, assume the following argument takes place
outside the complex set of zero’s to the polynomial R. If η ∈ ∆C, iη is a growth
vector for R, ord 0Fα = +∞ and we can show | Fα(itη) | / | tη |
r≤ Cr,t, for every
positive real r, for every multiorder α and for t close to 0. Assume ∆C = {0}, it
then follows ([3],Ch.1, section 5) that for η 6= 0
(21) | Fα(itη) | / | tη |
r> Ct,α for some real r
for t close to 0. Further | Rα(itη) | / | tη |r> Cα, for t close to 0. This means, that
| ξ |v Ct,α,η ≤
∑
β≤α,|α|=v
| Rα(itη)ξ
β |
Thus, for η /∈ ∆C = {0}, particularly, | ξ |v≤ C | Rλ(ξ) |, for some λ. Note that v
can be chosen as the least v for which Fα 6= 0, | α |= v.
For h(ζ) = 0, since gt is reduced, for some positive integer t, there is a positive σ,
such that | ξ |σ≤| g(ξ) |, for large ξ ∈ Rm. Thus, | ξ |tσ−k
′′
≤ C | ϕλ(ξ) |2t, for
some positive k′′. For | h(ζ) |> 0, the inequality for h, is immediate. Assuming
the defining polynomial is self-adjoint, we conclude that ϕtλ ∈ H 12 (tσ−k′′)(R
m).
This means, for a sufficient number of iterations, σ > k′′/t and the polynomial is
reduced. The constant k′′ < 1, so there is a positive integer N (possibly smaller
than t), such that σ > 1/N and ϕNλ is hypoelliptic in L
2. Note that this
hypoellipticity is not dependent on λ.
Obviously, if | ξ |σ≤ C | ϕλ(ξ) |, for some positive σ, then the same must hold for
Rλ. Since, if η ∈ ∆C, the Rα’s are constants and if η /∈ ∆C, the result follows
analogously to the second part of the proof of the previous lemma. Note that for
a hyperbolic polynomial, this implication is not true. Since the set of lineality for
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such an operator is determined by a homogeneous polynomial Q, if ϕλ is reduced,
we get something like | ξ |−σ≤ C | Q(ξ) |, for a positive number σ.
Assume now, Re P partially hypoelliptic. This is a self-adjoint operator, which
means that there is a N0 such that ( Re P )
N is hypoelliptic for N ≥ N0. The
same holds for the imaginary part. Assume Im P ≺ Re P , then
i( Im P )N
′
+ ( Re P )N
′
≺ PN
′
and we can conclude that PN
′
is hypoelliptic.
Thus the requirement on self-adjointness in the above argument is not essential in
the proof of
Proposition 11.2. If P (D) is a constant coefficients, (self-adjoint), partially
hypoelliptic operator, there is an iteration index N0, such that P (D)
N is
hypoelliptic in D′, for all N ≥ N0.
Let ei<x,̺> denote the translation operator in ‖ · ‖, for ̺ ∈ Rn, we then have a
remainder operator R(D) with constant coefficients dependent on the coefficients
for P (D) and on ̺, such that
ei<x,̺>R(D) = ei<x,̺>P (D)− P (D)ei<x,̺>
Further, [
ei<x,̺> − 1
]
P (D) = ei<x,̺>R(D) + P (D)
[
ei<x,̺> − 1
]
and we can prove, that there is a λ0 large, such that
(22) ‖ ei<xj ,|λ|>R(D)u ‖≤ Cλ
(
‖ P (D)u ‖ + ‖ u ‖
)
| λ |> λ0 u ∈ H
0,0
K
where the constant can be chosen, so that Cλ → 0 as | λ |→ ∞. For a reduced
operator, the distance function grows like | ξ | and we have that R ≺≺ P , where
the constant may depend on λ. For a non-reduced operator, we note that we may
assume | ξ |q≤| λ |, as | λ |→ ∞, since with the opposite condition, the result is
trivial. More precisely, assume Vλ = {ξ; | λ |≤| ξ |q}. These sets will become
insignificant as | λ |→ ∞, however we prove that R ≺≺ P on this set, as | λ |→ ∞.
The inequality | ξ |2q≤| λ | d(ξ,∆C) gives that | λ |≤ Cd(ξ,∆C) as | λ |→ ∞.
Further | λ |σ| ξ |σ≤ Cd(ξ,∆C), so
| R(ξ) |
1+ | P (ξ) |
≤ C
1
| λ |σ
→ 0 as | λ |→ ∞
This gives, with the first condition, for large | ξ |,
1
c | ξ |
σ−q| R(ξ+ | λ | ej) |≤| λ | + | R(ξ) || ξ |q−σ, with q according to
([21],Ch.II,ğ3,Prop.2) and σ corresponds to the distance function to the lineality
(one dimensional), for the operator R. The result follows, for σ > q.
12. The Levi parametrix method
The method used to construct a fundamental solution gλ(x, y) to the operator
L(y,Dy)− λ, when λ large and negative, is a modified version of Levi’s
parametrix method [10]. Assume K+λ (x, z) a fundamental solution in S
′ to the
operator with constant coefficients P xλ (Dz′) = P (x,Dz′)− λ, P
x hypoelliptic in z′,
that is the operator P (z,Dz′) in section 2 (1) frozen in x. This fundamental
solution was discussed in section 5,
K+λ (x, z) =
{
hλ(x
′, z′)⊗ δx′′(z′′) x ∈ K
tλ(x
′, z′)⊗ δx′′(z′′) x /∈ K
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where tλ is the fundamental solution to the type operator regarded as an operator
on Rn. Note that tλ(x
′, ·), hλ(x′, ·) in C∞(Rn\ x′). Let
(23) gλ(x, z) = K
+
λ (x, z) +
[
uλ,K
+
λ
]
(x, z)
where the bracket stands for
[
f, g
]
(x, z) =
∫
f(x, y)g(y, z)dy. Assuming uλ can be
constructed with certain given regularity properties, gλ(x, z) will be the
fundamental solution to the operator Lλ(z,Dz) = L(z,Dz)− λ, that is
(24) v(x) =
∫
Lλ(z,Dz)[v(z)]gλ(x, z)dz
Using that K+λ (x, y) is a fundamental solution to P
x
λ (Dz′) and assuming that
v ∈ S (although it would be sufficient to assume v ∈ E)
(25)
∫
Lλ(z,Dz)[v(z)]K
+
λ (x, z)dz =
∫
(Lλ(z,Dz)− P xλ (Dz′))[v(z)]K
+
λ (x, z)dz+
∫
P xλ (Dz′)[v(z)]K
+
λ (x, z)dz = −
∫
v(z)αλ(x, z)dz + v(x)
where
αλ(x, z) = (P
x
λ (Dz′)− Lλ(z,Dz))K
+
λ (x, z) = δx(z)− Lλ(z,Dz)K
+
λ (x, z)
Note that K+λ acts as a ”parametrix” also to the perturbed operator. We have for
x′ 6= z′, −αλ(x, ·) ∈ C∞ in z′ and for | β′ |< M , (M < ̺− n, ̺ according to
section 3.2) Dβ
′
x′αλ(·, z) ∈ C
0(Rn). Using the expression (23) in (24) and the
resulting equality in (25) and after reversing the order of integration in one of the
integrals, we get
(26) 0 =
∫
v(z)
(
uλ(x, z)− αλ(x, z)−
[
uλ, αλ
]
(x, z)
)
dz
The bracket
[
f, g
]
(x, y), for f, g ∈ B0, can be regarded as a kernel to an operator
K ∈ L(B0), (here B0 is the space of tempered distributions with locally summable
Fourier transforms), such that K(w) =
∫ [
f, g
]
(x, z)w(z, y)dz. Also, the kernel
itself can be regarded as an operator in L(B0). In order to construct gλ, we need
to prove that, after modification, αλ is bounded as an operator on Bα.
12.1. The remainder αλ weighted is in Bα. A closer study of αλ(x, z) gives
first that K+λ (x, ·) has partial Fourier transforms in L
1
loc(R
m) and L1(Rn)
respectively. Further the coefficients of
Lλ(z,Dz) = Pλ(z,Dz′) +R(z,Dz)
according to (1), have derivatives with compact support, which means that if they
are not constant, they are in Bα, so Fx(Pλ(z,Dz′)K
+
λ (x, z))(ξ) ∈ L
1
loc and
partially in L1(Rn). For the part of αλ(x, z) involving derivatives in the ”bad”
variables, we get that
R(z,Dz)K
+
λ (x, z) =
∑
j
Pj(z,Dz′)Qj(Dz′′)K
+
λ (x, z) =
∑
j,l
cj,l(z)
(
Nj,l(Dz′)hλ(x
′, z′)⊗Qj(Dz′′)δx′′(z
′′)
)
(27)
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so the conditions, Pj ≺≺ z′M and the coefficients, if not constant in Bα, give that
the Fourier transform acting on z and RK+λ , is in L
1
loc(R
ν) and partially in
L1(Rn).
For the parameter x, we have that
tλ ⊗ δx′′(x, z) =
[ 1
(2π)n
∫ exp [i(z′ − x′) · ξ′]dξ′
M(ξ′)− λ
]
⊗ δx′′(z
′′)
so that F ′ztλ(x′, z′) ∈ L1(Rn). The same results follow for hλ(x′, z′), from the
conditions on the operator P x. So K+λ ∗
′′
x U−2t, (LK
+
λ ) ∗
′′
x U−2t ∈ Bα, for some t.
Remark : It would be possible to construct, for the contact operators, a
fundamental solution in the space of tempered distributions with Fourier
transform in L1loc(R
ν). We will however prefer a construction, in the space of
analytic functionals.
Let Fλ(x, z) be the expression within the parenthesis in (26), so that∫
v(z)Fλ(x, z)dz = 0, for all test functions v ∈ O. For a fixed x, we then have
Fλ = 0. This means that the problem of finding the fundamental solution gλ ∈ H
′
(both variables), is reduced to finding uλ such that in H
′(Cνz )
(28) αλ(x, z) = uλ(x, z)−
[
uλ, αλ
]
(x, z)
and such that in H ′(Cνx)
αλ(x, z) = uλ(x, z)−
[
αλ, uλ
]
(x, z)
12.2. The remainder α˜λ is in Bα. Using a partial mollifier, we see that
[
f, g
]
is
a continuous operator in both variables, on the space of tempered distributions
with Fourier transforms in L1(Rn) and L1loc(R
m) respectively, assuming f, g have
the same properties. The distribution αλ,N,t = αλ ∗′′x U-2N ∗
′′
y U−2t(x,y), for
t > max deg Qj +m+ | α′′ | and N > m, is from the construction a linear, closed
operator on the space Bα. This implies continuity by the closed graph theorem.
We will now use the double partial regularization meaning
αλ ∗
′′
x ϕ ∗
′′
y ψ(x, y) =
∫∫
αλ(x
′, x′′ − z′′, y′, y′′ − w′′)ϕ(z′′)ψ(w′′)dz′′dw′′
The continuity implies that α˜λ = αλ ∗
′′
x ϕ ∗
′′
y ψ is in L(Bα) (and using the previous
paragraph, it is also in Bα), since for ϕ ∈ C
∞
0 (R
m), we have (1+ | ξ′′ |2)N ϕ̂ ∈ L∞
(we denote the corresponding norm ‖ · ‖∞,N) for every integer N . Thus
Mα(αλ ∗
′′
x ϕ ∗
′′
y U−2t) ≤‖ δ0 ⊗ ϕ ‖∞,N Mα((1−∆x′′)
−Nαλ ∗
′′
y U−2t)
In the same way
Mα(αλ ∗
′′
x U−2N ∗
′′
y ψ) ≤‖ δ0 ⊗ ψ ‖∞,t Mα((1−∆y′′)
−tαλ ∗
′′
x U−2N)
Particularly α˜λ ∈ Bα in both variables.
12.3. Convergence for the series uλ in E
′(Rν ×Rν). If in the coefficients for
L, the variable y′′ is regarded as a parameter, we can write αλ(x, y) on the form∑
j
(
P xj (Dy′)− Pj,(y′′)(y
′, Dy′)
)
hλ(x
′, y′)⊗Qj(Dy′′)δx′′(y
′′) =
∑
j
pλ,j,(y′′)(x
′, y′)⊗ qj(x
′′, y′′)
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Proposition 10.0.1 implies an estimate of the regularization, for ϕ, ψ ∈ C∞0 (R
m)
αλ,(∼)(x, y) =
∑
j
(
pλ,j,(y′′) ⊗ qj ∗
′′
x ϕ ∗
′′
y ψ
)
(x, y), Nα,α(Iαλ,(∼)) = O(1) | λ |
−c as
λ→ −∞ (and it is not difficult to establish the same estimate for the norms taken
with respect to x). For λ sufficiently large and negative, this operator norm is
< 1. This makes it possible to exclude the parameter y′′ from the calculations,
since according to the conditions on the coefficients, | cj(z′, y′′)− cj(z′, z′′) |≤ C1
for y′′, z′′ ∈ K and ≤ C2 for z
′′ /∈ K, where we have constant coefficients. That is,
for λ sufficiently large,
Mα
( ∫
pλ,j,(y′′)(x
′, z′)⊗ q˜j(x
′′, z′′)ϕ(z)dz
)
≤
Mα
(
(
∫
K
+
∫
Rν\K
)(pλ,j,(y′′) − pλ,j,(z′′))(x
′, z′)⊗ q˜j(x
′′, z′′)ϕ(z)dz
)
+
Mα
( ∫
pλ,j,(z′′)(x
′, z′)⊗ q˜j(x
′′, z′′)ϕ(z)dz
)
< Mα(ϕ)
We will use the same symbol αλ,(∼) for the case where the parameter y
′′ is
”frozen” or excluded from the calculations. Note that, this means that the
requirement that the operator Lλ is formally partially self adjoint, is not
necessary in the estimates of the fundamental solution, that we shall give. Let
uλ,(∼) denote the solution to the equation (28) corresponding to αλ,(∼). This is an
integral equation of Fredholm type and a theorem from the theory of Fredholm
operators on Banach spaces ([9] Lemma 2.5.4) gives existence of the solution
uλ,(∼), not dependent on the multi-index, in L(Bα) that is, for λ sufficiently large
and negative
(29) uλ,(∼) = αλ,(∼) +
[
αλ,(∼), αλ,(∼)
]
+
[
αλ,(∼), αλ,(∼)
]
2
+ . . .
where
[
f, f
]
2
stands for
[[
f, f
]
, f
]
with convergence in L(Bα). Note that for
Iuλ,(∼) : Bα(R
ν
y)→ Bα(R
ν
x), when x is assumed fixed, we get that
Iuλ,(∼) ∈ B
′
α(R
ν
y) ⊂ D
′(Rνy) and as usual, we identify Iuλ,(∼) with the kernel
uλ,(∼). If we let q˜j be the regularized elements, that is qj ∗
′′
x ϕ ∗
′′
y ψ, the series (29)
becomes ∑
j
pλ,j,(y′′) ⊗ q˜j +
∑
j,k
[
pλ,j,(y′′), pλ,k,(y′′)
]′[
q˜j , q˜k
]′′
+
∑
j,k,l
[[
pλ,j,(y′′), pλ,k,(y′′)
]
, pλ,l,(y′′)
]′[[
q˜j , q˜k
]′′
, q˜l
]′′
+ ..
where the brackets are taken over Rn and Rm respectively. Let I be the index set
{i0, i1, · · · , iN , · · · }, where every index assumes values in {1, · · · , r}. For the
brackets over Rn, let for instance
[
pλ,i0,(y′′), pλ,i2,(y′′)
]
2
=[[
pλ,i0,(y′′), pλ,i1,(y′′)
]
, pλ,i2,(y′′)
]
. The remainder, in the series (29) corresponding
to uλ,(∼) is then on the form
(30)
∞∑
|I|=N+1
∑
I
Ci0 . . . Ci|I|
[
pλ,i0,(y′′), pλ,i|I|+1,(y′′)
]′
|I|+1
(x′, y′)ϕ⊗ ψi|I|+1(x
′′, y′′)
where Ci =
∫
ψi(z
′′)ϕ(z′′)dz′′ and where ψi(z
′′) = Qi(Dz′′)ψ(z
′′). Note that for
every index, ψi involves an application of an operator of finite order. The product
of constants can be estimated through the estimated behavior of the ”good” side,
for λ sufficiently large and negative. That is, we have | Rλ,(∼) |≤ const.e
Ce−κ|λ|
b
,
where Cij < C for every ij. Note that if the test functions are assumed to have
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support in a neighborhood of 0, then the convolution is defined, for y′′ in a
neighborhood of x′′. This is sufficient for the study of the fundamental solution.
We claim that we have convergence uλ,(∼)(x, ·)→ uλ(x, ·) in E
′, as ϕ⊗ ψ → δx′′ .
Using the equation following (28) and the parallel argument, the claimed
convergence can be established in both variables separately. Let uλ,N,(∼) be the
N + 1 first terms in (29), then immediately
(31) uλ,N,(∼)−αλ,(∼) =
[
αλ,(∼), αλ,(∼)
]
1
+ . . .+
[
αλ,(∼), αλ,(∼)
]
N
=
[
uλ,N−1,(∼), αλ,(∼)
]
We have established convergence as N →∞, for the left side in (31). According
to ([17], Lemma 10), the ”good” part in uλ,N,(∼), that is the ’-bracket in (30)
(with the sum taken from 1 to N) is in C0(Rn ×Rn). Noting that these partial
sums have compact support, we get that uλ,N (x, ·) ∈ E ′(Rν). In section 12.5, we
argue that this means that uλ(x, ·) is a linear form and a distribution in E ′(Rν)
(Banach-Steinhaus theorem).
12.4. Regularity properties for the series uλ. In this section we argue that
even though uλ will contain differential operators of infinite order, it is for a study
of the regularity properties, sufficient to study a finite number of terms, in the
development of uλ, that is the action of finite order differential operators. We
start by noting the following trivial proposition.
Assume K ∈ E ′(R×R) the kernel to a continuous integral operator, IK : E ′ → E ′
(or Bα → Bα), such that | ξ |σ≤| Fy K(x, y) |, | ξ | large, for σ > 0. Then
Mα(u) ≤M0(IK(u)), | α |≤ σ/2, for u a distribution, such that the right side is
finite.
The proof is immediate. Thus, such an operator is hypoelliptic on E ′ (or Bα). We
could choose K(x, y) = P (D)δx(y), for a reduced differential operator with
constant coefficients. Further, we have the following proposition.
Assume K as in the previous proposition and P (D) a constant coefficients
differential operator with | ξ |ν≤ C | P (ξ) |, | ξ | large and some positive
constant C. Then, | ξ |ν+σ≤ C | Fy P (Dx)K(x, y) |, | ξ | large and ν > 0.
This means, that also IP (D)K is hypoelliptic on E
′ (or Bα). From the section 11,
follows that the iterated polynomial QNij , is reduced with σ ≥ 1, for sufficiently
large N . This behavior will be stable for further iteration. Thus, the remainder
operator, as in (32), is hypoelliptic in E ′ (or Bα), particularly
IRλ,N (u) ∈ C
∞ ⇔ u ∈ C∞
This does however not mean, that it can be represented by a very regular kernel.
That is, if IK is hypoelliptic, then sing supp (IK(u)) = sing supp (u) and
sing supp (u) = sing supp (IK(u)− u). If K is very regular,
IK(u)− u = γ ∈ C∞, where we can assume γ has nontrivial support. The latter
proposition is stronger: Assume for instance K a fundamental solution to a
hypoelliptic operator P . If K is assumed hypoelliptic, then
sing supp (u − Pu) = sing supp (u), for every u ∈ D′ and if the propositions
were equivalent, we would have P − I is regularizing. For ϕ ∈ E ′ (or Bα),
sing supp (Iuλ − Iuλ,N (ϕ)) = sing supp (Iαλ(ϕ)) ⊂ sing supp (IK+
λ
(ϕ)) and
sing supp (Igλ−K+λ−uλ,N
(ϕ)) = sing supp (IK+
λ
(ϕ)). Thus, to study propagation
of singularities, in the formal solution gλ, we only have to study a finite number of
terms, the remainder will have a hypoelliptic action. If K is the kernel
corresponding to a hypoelliptic integral operator E ′ → E ′ and if U ∈ E ′( Ω× Ω),
for a bounded open set Ω ⊂ Rν , then IU : C∞ → E ′. Further, the composition is
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defined IK(IU (ϕ))(x) = I[
K,U
](ϕ)(x), for ϕ ∈ C∞. Let U = δx, then using
nuclearity for E ′( Ω), we have
[
K, δx
]
∈ E ′( Ω× Ω) and x ∈ Ω. Thus, to prove
that Rλ,N is a kernel in E ′, it is sufficient to prove that the corresponding integral
operator maps E ′ → E ′. We will however use a slightly different approach.
12.5. Some remarks on the generalized Paley-Wiener theorem. For
K(x, y) ∈ E
′(0) (X × Y ) and X,Y open sets in Rν , µ ∈ E ′(0) (Y ) we have∫
K(x, y)µ(dy) ∈ E ′
(0)
(X)
For K1,K2 ∈ E ′
(0) (X × Y ), further
IK1(IK2(µ)) =
∫
K1(x, y)
( ∫
K2(y, z)µ(dz)
)
(dy) =
∫ ∫
K1(x, y)K2(y, z)dyµ(dz)
this iteration can be repeated infinitely many times, so for N ≥ 0
INK : E
′(0)(Y)→ E ′
(0)
(X)
Particularly, if K = F ⊗G, with F,G ∈ E ′(0) in X and Y respectively, we have
IK(µ)(x) = CF (x), with C = G(µ).
Using (30) and section (7),
Iuλ,N,(∼)(x, y) =
N∑
|I|=1,I
[
,
]′
|I|+1
(x′, y′)ϕ× . . .× ϕ(Qi0ψ, . . . , Qi|I|ψ)IQi|I|+1 δ˜x′′
(x′′, y′′)
Now, ϕ can be regarded as a measure in E ′(0) and
|< ϕ,Qijψ >|≤ C supK | Qijψ | for all j and a compact set K. We can find a
constant C, such that | F ′′ Iuλ,N,(∼) |≤ e
C and this estimate still holds if we let
ϕ→ δ0. Let’s write F ′′ Iuλ,N,ψ for this limit. Using the results from section 10,
F(Iuλ,N,ψ )=O(1)e
C , for λ large and negative. Using the terminology for the
generalized Paley-Wiener theorem, we can say that
F( Iuλ,N,ψ) is an entire analytic function of exponential type. Thus
| F (Iuλ,N,ψ)(ζ) |≤ e
C , ζ ∈ Cν and that Iuλ,N,ψ ∈ E
′(0)(Rν). We note that the
same estimate holds, as N →∞. We assumed above that x was fixed, but a
completely analogous argument holds, if we assume instead that y is fixed. We
then have that F (Iuλ,N,ϕ) is of exponential type and Iuλ,N,ϕ ∈ E
′(0)(Rν).
As ψ → δ0 (or analogously if ϕ→ δ0), we have convergence in OM for the Fourier
transform and we write F(Iuλ,N ) for the limit. We can prove an estimate for the
Fourier-Laplace transform
| F(Iuλ,N)(ζ) |≤ C(1+ | ζ |)
MeHK( Im ζ) ζ ∈ Cν
for all N , where M ≥ 0 is dependent on N , K is a compact, convex subset of Rν,
HK the support function for K. We say that F( Iuλ,N ) ∈ ( Exp OM ). From
Paley-Wiener-Schwartz theorem (([8], part I) , Theorem 7.3.1), it follows that
Iuλ,N ∈ E
′(Rν). We prove in section 12.6, that I(uλ−uλ,N )∼ → 0, as N →∞. So,
using Banach-Steinhaus theorem, it follows that the limit as N →∞,
Iuλ ∈ E
′(Rν). Using appropriate test functions, we have
(32) uλ =
N∑
|I|=1
∑
I
[
pλ,i0,(y′′), pλ,i|I|+1,(y′′)
]′
|I|+1
⊗Qi0 · · ·Qi|I|+1δx′′ +Rλ
Since the convergence is established in the Fréchet space E ′, in both variables
separately, it follows that we have convergence in E ′(Rν ×Rν).
28 T. DAHN LUND UNIVERSITY
12.6. Construction of fundamental solution to Lλ in H
′(Cν ×Cν). We have
already seen (section 12.3) that, as an iteration operator αλ,(∼) = O(1)e
−κ|λ|b ,
uniformly on compact sets, as λ→ −∞ and this holds for every iteration, that is
N
α,α(INαλ,(∼)) ≤ Ce
−κ|λ|b
N
α,α(IN−1αλ,(∼)) ≤ C
′
e
−κ(N−1)|λ|b
N
α,α(Iαλ,(∼)) ≤ C
′′
e
−κN|λ|b
and we see that | INαλ,(∼) |→ 0 as N →∞, for large negative λ. The behavior in
the ”bad” variable, has been estimated to eC , for some positive constant C. Thus
the remainder IRλ,M,(∼) = O(1)e
C−κM|λ|b → 0, uniformly on compact sets, as
M →∞ in Bα, for λ sufficiently large and negative. Further
|| IRλ,M,(∼) | − | IR∼λ,M ||≤ C(M,K) for some positive constant C(M,K), such that
C(M,K)→ 0 as M →∞. That is,
|| IRλ,M,(∼) | − | IR∼λ,M ||≤ C1
∑
N≥M
CN |
[
,
]′
N+1
| +BN |
[
,
]′
N+1
|
for some positive constants C1, C and BN . The sum can be estimated with,
e−Mκ|λ|
b∑
N≥M (C
N +BN ) or with e
C−Mκ|λ|b → 0 as M →∞. Thus
| IR∼
λ,M
|→ 0, as M →∞. We claim that the fundamental solution gλ is on the
form gλ = K
+
λ +
[
uλ,K
+
λ
]
and to prove that this representation actually holds in
H ′, we prove that the remainder in (33), R♯λ,N → 0 in this space.
For a (real) or complex vector space E, we can define a Banach space, Expα,ρ(E),
over E with
‖ G ‖α,ρ= sup
z∈E
| G(z)e−αρ(z) |
where α ∈ R + and ρ is a (real) or complex norm on E. We define Exp(E) as the
inductive limit of the spaces Expα,ρ(E). We note the following [13] Ch. 2,
Proposition 1.5
The Fourier-Borel transform establishes a topological vector space isomorphism
between the convolution algebra H ′(E) and the algebra of entire functions of
exponential type on E∗, Exp(E∗).
Assume R♯λ,M is represented in H
′, as a measure µM,ǫ, with support in a ball with
respect to a complex norm ρ and radius (1 + ǫ)α. It follows from the estimates
above, that supz | e
−CF IRλ,M,(∼) |<∞, for a positive constant C, for every M .
Here F denotes the Fourier-Borel transform. The Paley-Wiener-Schwartz
theorem, gives supz | e
−C|z|F IRλ,M |<∞, for all M and we see that F
Rλ,M ∈ Exp C,|z|. The constant can be chosen as C − κM | λ |
b and by
proposition the cited result in section (12.6), we see that IRλ,M → 0 in H
′ as
M →∞. Obviously, F Rλ,M → 0 in Exp C,|ξ|, that is with a real norm, as
M →∞. We can now assume ‖ µM,ǫ ‖→ 0, as M →∞. Thus F
R♯λ,M (ζ) =
∫
e<ζ,zˆ>dµM,ǫ and | F R
♯
λ,M (ζ) |≤‖ µM,ǫ ‖ e
(1+ǫ)αρ∗(ζ), where ρ∗
denotes the dual norm, that is ρ∗(ζ) = sup|z|≤1 |< z, ζ >|. We conclude that ‖ F
R♯λ,M ‖(1+ǫ)α,ρ∗→ 0, as M →∞ and gλ,M → gλ in H
′.
12.7. Error in the estimation. Finally, we need to estimate the difference
uλ,(∼) − u˜λ, where u˜λ is uλ ∗
′′
x ϕ ∗
′′
y ψ and uλ according to (32). Using the
representation (32), we see that every term is on the form
[
,
]′
⊗ operatorδx′′ so
we could put uλ(x, y) = pλ,(y′′) ⊗ qδx′′(x, y) +Rλ(x, y). Thus
u˜λ − R˜λ = (pλ,(y′′) ⊗ qδx′′) ∗
′′
x ϕ ∗
′′
y ψ = (pλ,(y′′) ⊗ q(Dy′′)δx′′) ∗
′′
x,y (ϕψ)(x, y) =
ϕ(x′′)
(
pλ,(y′′)q(−Dz′′)ψ(y
′′ − z′′)
)
|z′′=0, for x ∈ Rν . The conditions on the
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coefficients gives that | uλ,(∼),M − u˜λ,M |≤ C(M,K) with K as in the beginning of
the section and this relation holds for every M . Further, in H ′,
(33) gλ(x, y) = hλ ⊗ δx′′(x, y) +
[
pλ,(y′′), hλ
]′
⊗ qδx′′(x, y) +R
♯
λ(x, y)
We have uλ,M+1 = αλ +
[
uλ,M , αλ
]
. If gλ,M is derived from (23) with uλ,M
instead of uλ, then gλ − gλ,M =
[
uλ − uλ,M ,K
+
λ
]
and if we compare (32) with
(33), R♯λ,M =
[
Rλ,M ,K
+
λ
]
. For the remainder terms, we get
|
[
Rλ,(∼),M ,K
+
λ,(∼)
]
−
[
Rλ,M ,K
+
λ
]∼
| ≤ C1(M,K), with C1(M,K)→ 0 as
M →∞. A calculation similar to the one for uλ,(∼) above, gives
| gλ,(∼),M − g˜λ,M |≤ C2(M,K). We conclude that the difference
gλ,(∼) − g˜λ = O(1) as λ→ −∞.
12.8. Construction of fundamental solution to P (y,D
y′
)− λ. The same
method can be used to construct a fundamental solution Kλ(x, y) = kλ ⊗ δx′′(x, y)
to the variable coefficients operator P (y,Dy′)− λ. The same arguments gives
Kλ(x, y) = K
+
λ (x, y) +
[
u0λ,K
+
λ
]
(x, y)
with u0λ such that
βλ = u
0
λ −
[
βλ, u
0
λ
]
The Neumann series for u0λ is particularly simple. Let βλ(x, y) =∑
j bλ,j(x
′, y′)⊗ δx′′(y
′′) then
u0λ,t =
∞∑
|I|=1
∑
I
[
bλ,i0 , bλ,i|I|+1
]′
|I|+1
⊗ δx′′ ∗x U−2t ∗y U−2t
with convergence in L(Bα). If we let B denote the sum, since
(1−∆′′x)
t(1 −∆′′y)
tu0λ,t(x, y) = u
0
λ(x, y), we get
Kλ(x, y) =
(
hλ +
[
B, hλ
]′)
(x′, y′)⊗ δx′′(y
′′)
13. Construction of a parametrix to the operator Lλ
We have constructed a fundamental solution to the partially formally hypoelliptic
operator Lλ, using a modified ”parametrix”. We finally prove that use of
parametrices corresponding to our operator in the parametrix method would not
give a fundamental solution with better properties.
Assume as before, that the singularity is in 0. It is in the parametrix method
sufficient to consider contact operators, frozen in 0. As before Lλ = Pλ +R, and
let R⋆(z,D) =
∑[
cj(z)− cj(z′, 0)
]
Rj(D) for R(z,D) =
∑
j cj(z)Rj(D). We now
have L⋆λ =
(
L⋆λ − P
Σ
λ
)
+ PΣλ = Aλ + P
Σ
λ , where P
Σ
λ = Pλ(z
′, 0, D′). Then
Aλ(z) = Lλ − LΣλ , where L
Σ
λ has constant coefficients on the ”bad” side and
variable coefficients only for operators strictly weaker or equivalent to PΣλ .
Further, Aλ(z
′, 0) = 0. Assume KΣλ a fundamental solution to the operator P
Σ
λ . If
Lλ is assumed partially hypoelliptic, then −αλ = AλKΣλ ∈ C
∞(Rν), since if
Σ = {z; z′′ = 0} and sing supp KΣλ ⊆ Σ, then sing supp (R −R
Σ)KΣλ ⊆ Σ but
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R−RΣ = 0 in Σ, so (R−RΣ)KΣλ ∈ C
∞. Thus KΣλ is a parametrix to L
⋆
λ, that is
L⋆λK
Σ
λ = δ0 − αλ.
For the more general operator, we use the null-space to the remainder operator,
(R⋆ above), in the construction of a parametrix with singular support on Σ. We
can construct a fundamental solution to L0λ = P
0
λ +
∑r
j=1 Pj(0, D
′)Qj(D
′′) with
singular support (and in fact support) on Σ, as follows. Let E0,λ be the
fundamental solution to P 0λ and Ej , j 6= 0, solutions to the homogeneous equations
on L2( Rn) (or E ′), PjEj = 0. Let Eλ(y) =
∑m
j=0 Ej(y
′)⊗ δ0(y′′), then we can
prove that L0λEλ = δ0. We prove the argument for L
Σ
λ , using ([8] Th. 13.3.3
(1983)). Assuming Pj(z
′, D′)Ej = 0, j > 0, P0,λ(z
′, D′)E0,λ = δ0, we can find a
linear mapping Lk : E ′ → E ′ (L2 → L2), such that for j > 0 or k > 0,
Pj(z
′, D′) Lk Pk(z′, D′)Ej = Pj(z′, D′)Ej = 0, for Ej adjusted to a compact set.
Assume LΣλ formally self-adjoint, L
Σ
λ = P
Σ
λ +R
Σ, where RΣ is a tensor product, of
a variable coefficients operator and a constant coefficients operator. Let
Eλ = K
Σ
λ +H , such that P
Σ
λ K
Σ
λ = K
Σ
λ P
Σ
λ = I and R
ΣH = HRΣ = 0, on L2 (E ′).
We then have LΣλEλ = I + P
Σ
λ H +R
ΣKΣλ . We now claim that R
ΣKΣλ = P
Σ
λ H = 0
in L2 (E ′). Proof: RΣ is surjective on L2 (E ′), that is for f ∈ L2(E ′), there is a
ϕ ∈ L2 (E ′), such that RΣϕ = f . Further LΣλϕ = P
Σ
λ ϕ+ f and
ϕ = ϕ+HPΣλ ϕ+K
Σ
λ f , that is K
Σ
λ f = −HP
Σ
λ ϕ and R
ΣKΣλ f = 0. The second
identity is trivial and we have LΣλEλ = I. Further,
LλEλ = L
Σ
λEλ+AλEλ = I + βλ, where βλ ∈ C
∞ and we have a parametrix to Lλ.
We need to estimate the solutions Ej , to the homogeneous equations. Let’s
consider the bounded mappings E,E0, E1 on L
2(Rn) associated to the operator
Lλ, according to P
0
λ(D
′)E0f = f for f ∈ L2, LΣλEf = Lλ(z
′, 0, D′)Ef = f for
f ∈ L2 and (P 0λ(D
′) + RΣ(z′, D′))E1f = f for f ∈ L2. Assume g ∈ L2, such that
RΣ(z′, D′)g = 0. For PΣλ g = f , we get L
Σ
λ (z
′, D′)(g − Ef) = 0 and since LΣλ is
hypoelliptic, g = Ef + η in L2 with η ∈ C∞, such that LΣλη = 0. Here R
Σ denotes
one of the strictly weaker operators in the representations of LΣλ and g
corresponds to a solution to the homogeneous equation, for this operator.
Assume f a L2− function such that RΣEf = 0, is Ef ∈ C∞? Proof: Immediately
PΣλ Ef − f = 0, extending with Ef , we get (P
Σ
λ − I)Ef + (E − I)f = 0 and
conclude that Ef ∈ C∞. Using that g = Ef + η, η ∈ C∞, we see that g ∈ C∞.
Further, we can write P 0λ(E1 − E0)f = −R
ΣE1f . We have earlier noted that if
the left side is assumed in Hs then the right side will be in Hs+σ, for some
positive σ. Repeating this procedure gives P 0λ(E1 − E0)f ∈ C
∞. We can write
E1 = E0B where B = (I +A)
−1 and A = RΣE0. Since (I +A) : C
∞ → C∞, we
get −Af ∈ C∞. Further Bf ∈ C∞ and finally f ∈ C∞.
We have earlier proved that
(34) sup | Dβ
′
ξ′
[ R0(ξ′)
M(ξ′)− λ
]
|= O(1) | λ |−c λ→ −∞
for some positive number c. We wish to study the relevant commutators over Rn.
First, E0(y
′) is most easily defined as convolution with a fundamental solution to
P 0λ(D
′) (compare [8](1983) Th. 13.2.1). Let CE0 be the commutator E0ψ − ψE0,
ψ ∈ C∞0 (R
m), such that ψ = 1 on some suitable set. A Taylor expansion of order
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m, for ψ in x, gives
Mα(CE0f) ≤ C sup | D
β′
ξ′
[ 1
M(ξ′)− λ
]
|Mα(f) = O(1) | λ |
−c Mα(f)
where | β′ |≤ m and the norm is taken over Rn. For the commutator CA, the
same type of argument gives Nα,α(CA) = O(1) sup | D
β′
ξ′
[ RΣ(ξ′)
M(ξ′)−λ
]
|= O(1) | λ |−c,
as λ→ −∞, where RΣ is assumed frozen in some point on Σ. For the iterated
operators, we have CAn = A
n−1CA + CAA
n−1. Using the Banach algebra
property of Bα, we can at least say that Nα,α(CB) = O(1) | λ |−c as λ→ −∞.
Assume ψ a test function, such that ψ = 1 on an open set containing the
singularity, then
ψg = Eψf − CEf + ψη
The commutator CE1 , can be rewritten CE0B + E0CB and is easily estimated in
operator norm to O(1) | λ |−c. For the mapping E, we have the same form
E = F0B, where now F0 is a fundamental solution to the contact operator L
0
λ,
but since this operator is equivalent to P 0λ , we get the same estimate for CE and
E. All that remains is to estimate η, a solution to the homogeneous equation
corresponding to PΣλ . But this follows immediately from the estimates we have
produced for the fundamental solutions to PΣλ . Expressions on the form (34), can
be treated as in the proof of Lemma 10.0.1 and we see that
Nα,α( exp (κ | λ |b (z′j − x
′
j))CA) = O(1) | λ |
−c λ→ −∞
with j, κ and α as in proposition 5.1. The commutators CE0 , CE1 , CE , can be
estimated in the same way. Finally, we must have that η = 0 in a neighborhood of
the singularity, so η = O(1)e−κ|λ|
b
, as λ→ −∞, uniformly on compact sets in Rn.
The fundamental solution KΣλ was estimated in section 12.8.
Lemma 13.1. If E is parametrix to a differential operator P , such that for
every V ( =neighborhood x), PE − δx ≡ 0 in V , then P is not hypoelliptic.
Proof: Assume P hypoelliptic, with a parametrix E. We then have that (IE − I)
is locally regularizing. If locally IPE = I, then also locally u− Pu ∈ C
∞, for all
u ∈ D′. But, since P is hypoelliptic, the same must hold for P − I and we have a
contradiction.
Remark : This problem is however easily handled. In the constant coefficients
case, we can assume E a fundamental solution to the hypoelliptic operator P and
choose a test function ζ ∈ D such that supp ζ ∩ supp E 6= ∅. Assume further
that ζ=1 in Uǫ an ǫ−(neighborhood 0), such that the commutator CPE 6= 0 in
supp ζ\Uǫ, then ζE is a parametrix to P and PζE − δx 6= 0 in Rν \Uǫ. In the
variable coefficients case, if P is hypoelliptic, then E is very regular. We can
assume deg P > 0, so that E has support in some (neighborhood of 0)\{0}. Any
such neighborhood will do. We use that CPE ∈ C∞ and that
IPCE = −ICPE ∈ C
∞ and since P is hypoelliptic, CE ∈ C
∞.
However, we make a small modification of the parametrix constructed in this
section, so that the remainder is regularizing. Assume as before, that LΣλ is the
variable coefficients operator with support on Σ and Aλ = Lλ − L
Σ
λ . Consider,
instead of Eλ, K
Σ
λ +K
δ
λ, where K
δ
λ =
∑
j Ej ⊗ U
δ
j , for U
δ
j very regular
distributions, mapping L2 → L2 with support on Σ′ × Uδ, a neighborhood of x′′
and with Ej , such that L
Σ
λ
∑
j Ej = 0. We use a commutator, to modify the
parametrix as before, CKδ
λ
= Kδλψ − ψK
δ
λ, for some suitable test function ψ ∈ C
∞
0
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and Eδλ = K
Σ
λ + CKδλ . We have that LλE
δ
λ = L
Σ
λK
Σ
λ +AλCKδλ . If in the
commutator, the test function is chosen with support on Σ′ × Uδ and = 1 on
Vǫ × Uδ, for some neighborhood of x′,Vǫ ⊂ Σ′, it follows that AλCKδ
λ
∈ C∞. This
is a parametrix in the usual sense, with regularizing remainder.
14. Hypoellipticity in L2 and D′
We have discussed the parametrix construction in L2 and D′. Obviously, an
operator homogeneously hypoelliptic in D′, must be homogeneously hypoelliptic
in L2. We give the following result in the opposite direction,
Proposition 14.1. Assume P a variable coefficients, constant strength,
differential operator, with a representation P (x,D) = P0(x,D) +
∑
j Rj(x,D),
such that Rj ≺ P0 and
∑
j Rj with σ > 0 for all frozen operators. Further, that
the operator is defined as a constant coefficients, hypoelliptic type operator outside
a compact set and that Re P ∼ P0, then P is hypoelliptic in D′.
Assume however first, that P = P0 + λR, with R ≺≺ P0, a constant coefficients
differential operator and that P0 has σ > 0. It is trivial that, if N
(P0 + λI) 6= {0}, for some λ ∈ C of finite modulus, then P0 is hypoelliptic in L2.
According to Fredholm’s alternative, the condition is satisfied for all P0. Since R
is strictly weaker than P0, also P has σ > 0. If we can let P0 = Re P , for the
conditions above, the operator P is hypoelliptic in L2. The parametrix
construction now gives, for these conditions, a parametrix in D′, with singular
support confined to ∆, the diagonal in Rν ×Rν .
For a more formal construction, the following lemma is useful.
Lemma 14.2. Given an operator P0, as above with σ > 0 and E any
parametrix, PE − δx ∈ C∞ over D′, then E is very regular.
Proof: We will show that for the commutator CE = Eψx − ψxE, for a test
function in C∞0 (R
ν ×Rν), ψx = 1 close to x, we have CE ∈ C∞. Assume
PE − δx ∈ C∞ also over L2. Since L2 with topology induced by C∞, is a nuclear
space, CE must be defined on L
2, by a kernel in C∞ and this kernel will be
regularizing also in D′. We see that, that Eu− u ∈ C∞ over L2. Thus,
Eψxu− ψxu− CEu ∈ C∞ over L2 and the result follows for u ∈ D′.
Remark : Note that it is a consequence of the results in section 11 and
proposition 1.3, that a constant coefficients, self-adjoint operator P with σ > 0, is
hypoelliptic in D′, if and only if we have an inequality
‖ CPu ‖H0,0K
≤ C ‖ u ‖H0,0K (P )
for u ∈ H0,0K (P )
where K is such that CP 6= 0 but otherwise arbitrary.
Proof:(of the proposition) Assuming R =
∑
j Rj has σ > 0 and that the operator
is extended with a constant coefficients operator, outside a compact set, means
that R is hypoelliptic in L2. The condition that R ≺ P0, means that Re P has
σ > 0 and that P is hypoelliptic in L2. Finally, the parametrix construction gives
a parametrix in D′, that is very regular, so P is hypoelliptic in D′.
Remark : The importance of the requirement that Re L ∼ L, is illustrated by
the following example (cf.[22]). The operator in R2 of order 2m+ 1, m ≥ 1,
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P = (Dx + ix
2kDy)
2m+1 − ixD2my , is for k ≥ 1 not hypoelliptic in D
′, but it is
homogeneously hypoelliptic in D′ and as a consequence, hypoelliptic in L2.
We note, that an operator that does not depend on all variables in space, can be
completed to a hypoelliptic operator, P0,t(D) = P0(D
′)(1−∆′′)t. Let, for a
partially hypoelliptic operator, L = P0 +R, L˜ = P0,t +R, where t is chosen such
that 2 deg x′′R < t, that is R ≺≺ P0,t. For L˜, with constant real coefficients,
according to what was said above, L˜ is hypoelliptic in D′. For L˜, with variable
coefficients, such that Re L˜ ∼ L˜, we also get a hypoelliptic operator in D′. This
means that given a variable coefficients, self-adjoint, formally partially
hypoelliptic operator, we can always complete this operator to a formally
hypoelliptic operator.
Lemma 14.3. The constant, real coefficients operator L˜(D) = P0,t(D
′) +R(D)
is hypoelliptic in D′
Proof:
It is sufficient ( and necessary ) to prove, for the commutator CL˜, defined as
CL˜ = L˜φ− φL˜ 6= 0, for a suitable test function φ ∈ C
∞
0 (R
ν), such that φ = 1 on a
small open set in K and K arbitrary, that
‖ CL˜u ‖H0,0K
≤ C ‖ u ‖H0,0
K
(L˜) for u ∈ H
0,0
K
But since this relation obviously holds for P0,t and since R ≺≺ P0,t, implies an
even stronger relation, ‖ Ru ‖
Hσ
′,σ′′
K
≤‖ u ‖H0,0
K
(P0,t)
, for some positive numbers
σ′, σ′′ (Proposition 25.2), the result follows.
Note that for a partially hypoelliptic operator L = P0 +R, we have
WF (u) ⊂WF (Lu) ∪ Γx, u ∈ D′, where Γx is the characteristic set for the
operator P0, that is the set of real zero’s to this polynomial. For complex zero’s to
a constant coefficients, hypoelliptic polynomial, we have with ξ = ξ′ + iξ′′ and
P (ξ) = 0, if ξ′′ is bounded, then ξ′ will be bounded. Accordingly, for a constant
coefficients, partially hypoelliptic operator, P (ξ, η) = 0 with ξ′′, η bounded,
implies ξ′ bounded (cf.[6], Theorem 1). Let, for frozen (x, y),
Φx(L) = {(x, y, ξ, η);L(x, y, ξ, η) = 0 0 6= η bounded , ξ′′ bounded }. Then, for a
partially hypoelliptic operator, the projection of Φx(L) on the real directions,
ξ′, η′, is in a bounded set in Rn ×Rn. For the completed operator, we get
Φx(L˜)⊂( 6=Φx(L), but for the corresponding real sets, Γx(L˜) = Γx(L). Note that,
since the completing polynomial has no real zero’s, Γx(L˜), is not necessarily
bounded.
If the operator is of the form of L⋆λ, that is L
⋆
λ = L
Σ
λ + (P
⋆
λ +R
⋆), where the two
terms have support in complementary sets, then any iterate of the operator is of
the same form. That is (L⋆λ)
2 = (LΣλ )
2 +Bλ, where Bλ = P
⋆
λR
⋆ +R⋆P ⋆λ with
support outside Σ and (LΣλ )
N = (LΣλ )
N +Dλ, and Dλ with support outside Σ.
Finally, given an operator L, with variable coefficients and constant strength, (but
not necessarily self-adjoint), we have that there is an iteration index N0, such that
LN is hypoelliptic for every N ≥ N0. Because, Re LN ∼ ( Re Lx0)
N , where Lx0
is the operator L with frozen coefficients and where the right side is hypoelliptic,
for N ≥ N0, according to Lemma 11.2. According to Lemma 14.2, we thus have
that LN is hypoelliptic for every N ≥ N0.
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15. Propagation of singularities in D′ for the Neumann series
The conditions on LΣλ , give that Eλ must be regular in x
′, that is ϕEλ ∈ H
s,−N
K ,
for some ϕ ∈ D and N finite. This would mean that the parametrix has the same
regularity properties, as a finite development of the fundamental solution
constructed in section 12.6. The same method can be used to construct a
fundamental solution, using the parametrix we have now constructed. This time
αλ is replaced by AλEλ ∈ C∞. Eλ = KΣλ +
∑
j Ej ⊗ δx′′ with singular support on
Σ. We assume Σ adjusted to a singularity in x. In section 12.6, we estimated
KΣλ = O(1)e
−κ|λ|b ⊗ δx′′ , as λ→ −∞, on compact sets and KΣλ = O(1) | λ |
−c, as
λ→ −∞, uniformly on Rn ×Rn. Using the estimates we have produced for the
solutions to the homogeneous equations, we have formally
Eλ = O(1)e
−κ|λ|b ⊗ δx′′ , on compact sets and Eλ = O(1) | λ |−c ⊗δx′′ , uniformly
on Rn ×Rn. We can write as before αλ(x, z) =
∑
j aλ,j,(z′′)(x
′, z′)⊗ qj(x′′, z′′),
where aλ,j,(z′′) = 0 on Σ. Further vλ = αλ +
[
αλ, αλ
]
+ . . . = vλ,N +Rv,λ,N and
vλ ∈ C∞0 has no support on Σ.
Assuming as before that the variable z′′ is frozen in y′′ 6= x′′, then vλ will have
support on Σ and we will get a representation of the fundamental solution, on a
form much like the one constructed in section 12.8 and with the same regularity
properties. Let’s define D′Σ-convergence as convergence in D
′, such that the
singular support, if any, is maintained in Σ. Then, we obviously have vλ,N → vλ
in D′Σ-meaning. Even for the fundamental solution gλ = Eλ +
[
vλ, Eλ
]
, we get
that
[
Rv,λ,N , Eλ
]
→ 0 in D′Σ-meaning, as N →∞.
Lemma 15.0.1. For a u ∈ E ′ (Rν), α ∈ C∞(Rν) and a constant coefficients
operator P (D), there is a β ∈ C∞0 (R
ν\ sing supp u), such that in E ′(Rν
\ sing supp u)
α(P (D)u) = (P (D)δ0) ∗ (βu)
Using that the coefficients to the operator L are in C∞, we can write
L(z,D)u = (L(D)δ0) ∗ (βu), for u ∈ E ′ and β an operator corresponding to
multiplication with a function in C∞(Rν\ sing supp u). That is, assume E the
convolution inverse in E ′, corresponding to L(D)δ0. If
L(z,D) =
∑r
j=1 αj(z)Lj(D), let L
T (z,D) =
∑r
j=1 Lj(D)βj(z), be an associated
operator. We then can find βj ∈ C∞, such that in E ′, E ∗ L(z,D)u =
E ∗ LT (z,D)u =
∑r
j=1 βju = βu. Let’s denote the set of multiplication operators,
corresponding to a development of an operator L(z,D), M(L). Thus β ∈M(L), is
the set {βj}rj=1, occurring in the representation of L
T . Assume as before
αλ(x, z) = Aλ(z,D)Eλ(x, z), further that Fλ is the convolution inverse for Lλ(D),
in L#λ IEλ = δx. Assuming Eλ a two-sided fundamental solution to Lλ(y,Dy), this
means that L# = tLλ. According to Lemma 15.0.1, we can find a γ ∈M(tLλ),
with support outside Σ, such that γIEλ(u) = Fλ ∗ u, u ∈ C
∞
0 (R
ν). Using the
Lemma 15.0.1 one more time, gives γIαλ(u) = Fλ ∗Aλ(D)δ0 ∗ βu, u ∈ E
′, now
assuming γ with support outside the singular support for IEλ(u) and β ∈M(
tAλ)
with support outside sing supp u. Note that the operator parts in the operators
Aλ and
tLλ are the same, so outside Σ, the operator Iαλ acting on C
∞
0 ,
corresponds to multiplication with test functions or we could say that it has only
the localizing property.
Assume Eλ,δ = K
Σ
λ +
∑
j Ej ⊗ Tδ, where Tδ is a very regular measure in E
′(0) with
support contained in an open set Uδ, such that Uδ → {x′′}, as δ → 0. We then
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have, for a fixed x, sing supp Eλ,δ(x, ·) ⊂ Σ ∪{x′} × Uδ. Since the coefficients in
αλ,δ are 0 on Σ, we have sing supp αλ,δ(x, ·) ⊂ {x′} × Uδ. Let’s write
Zδ = {x′} × Uδ. The support for αλ,δ(x, ·) ⊂ W ′ × Uδ, where W ′ = {y′; y ∈W}
and where W is a compact set, in which the operator is formally partially
hypoelliptic. Let’s assume, that for the situation where y′′ is fixed outside Σ,
αλ,(y′′),δ is a measure and study how iteration of Iαλ,(y′′),δ, corresponds to
convolution. Using the Lemma 15.0.1, on the tensorized integral operators, and
writing formally Aλ(z
′, y′′, D) = Pλ(z
′, D′)⊗Qλ(D′′), we have γ1I ′αλ,δ (v1) =
Fλ ∗ Pλ(D′)δ0 ∗ β1v1, v1 ∈ C∞0 (R
n) and γ2I
′′
αλ,δ
(v2) = G ∗Q(D′′)δ0 ∗ β2v2,
v2 ∈ C∞0 (R
m) or equivalently (Fλ ⊗G) ∗Aλ(D)δ0 ∗′ β1v1 ∗′′ β2v2. We assume
that γ1 ∈M(tPλ), γ2 ∈M(tQ), β1 ∈M(tPλ) and β2 ∈M(tQ). We can again
identify the operator parts, and we have γ1 ⊗ γ2Iαλ,δ (v1 ⊗ v2) = δ0 ∗
′ β1v1 ∗
′′ β2v2.
Iteration of this procedure, gives for test-functions ϕ⊗ ψ ∈ C∞0 (R
ν),
γ(N)INαλ,δ (ϕ⊗ ψ) = δ0 ∗ γ
(N−1)IN−1αλ,δ (ϕ⊗ ψ) = . . . = γ
(0)ϕ⊗ ψ
for γ(j) ∈M on tensor form, j = 0, . . . , N and the iteration can be repeated
infinitely many times.
16. Propagation of singularities in measure topology
Assume µ ∈ E ′(0)(Rν), is such that µ̂ slowly decreasing. Using the conditions on
αλ,δ and the Paley-Wiener theorem, we have that ̂Iαλ,δ (µ)/µ̂ is an entire analytic
function. Using a theorem in [7],(Theorem 3.6), we have a FΣ ∈ E ′, such that
FΣ ∗ µ = Iαλ,δ (µ). We can assume FΣ on tensor form. Further
INαλ,δ (µ) = FΣ ∗ . . . ∗ FΣ ∗ µ, where the convolution is repeated N times. The
singular support for this representation, is contained in
{x1 + x2 + . . .+ xN + y;xj ∈ sing supp FΣ, y ∈ sing supp µ}. For a fixed x away
from 0, the singular support for FΣ is included in W
′× Uδ. In E ′
(0)
, we have the
equalities for the measures under hand
FΣ ∗ (µ1 ⊗ µ2)(x) = FΣ ∗ (µ1 ⊗ δ0) ∗ (δ0 ⊗ µ2) = FΣ ∗
′ µ1 ∗
′′ µ2
although their singular supports may differ. We can use the tensor form of FΣ
and these equalities, to get INαλ,δ as an iteration of partial convolutions. This gives
a particularly simple displacement of the singular support for µ = µ1 ⊗ µ2. Note
that ILΣ
λ
(y,D)Eλ(µ) = µ, so assuming
tLλ = Lλ and using that the differential
operator part in LΣλ is Lλ, this means that IcΣEλ(µ) = Fλ ∗ µ, where cΣ denotes
multiplication with C∞− functions, derived from the coefficients in LΣλ as before.
Further, if cEλ denotes multiplication with the C
∞-functions corresponding to
the coefficients in Lλ(y,D), we have IcEλ(µ) = Fλ ∗ µ− Fλ ∗ IK(µ), where K is
regularizing and we shall see that the last term does not effect the wave front set,
that is WF (IcEλ(µ)) = WF (Fλ ∗ µ).
Lemma 16.0.2. Assume X,Y open sets in Rν , and X ′ ×X ′′ ⊂ X,
Y ′ × Y ′′ ⊂ Y . Given a measure µ ∈ E ′(0) (X × Y ), (but not the Dirac-measure),
with µ̂ slowly decreasing, such that µ = µ1 ⊗ µ2, for µ1, µ2 very regular in X ′ × Y ′
and X ′′ × Y ′′ respectively, iteration of partial convolution with the convolution
kernel corresponding to µ1, followed by the kernel corresponding to µ2, will for x
fixed sufficiently far away from 0, outside the diagonal after a finite number of
steps, give a C∞-function.
Remark : The conditions on µ are sufficient to conclude that µ is a parametrix to
a partially hypoelliptic differential operator. Assume µ ∈ E ′(0) invertible and
otherwise according to the conditions. Then we have existence of the formal
36 T. DAHN LUND UNIVERSITY
inverse in E ′(0), why we can solve the equation
[
µ− 1
]
∗ f = w ∈ C∞, according
to
∑
µj ∗ w =
∑N
0 +
∑∞
N+1, where the last term is in C
∞ and by localization we
can assume f ∈ E ′. Now choose the polynomial P as a partially hypoelliptic
polynomial with ∆C(P ) ⊂ Zf̂ (lineality). We then have
sing supp (µ ∗ f) = sing supp (f)
sing supp (P (D)f) = sing supp (f)
Chose g ∈ D′L1 such that g is hypoelliptic in D
′
L∞ and such that
P (D)g ∗ f − δ ∈ C∞ (⇒ g ∗ f − δ ∈ C∞), then
P (D)µ− δ ∼ P (D)g ∗ µ ∗ f − δ ∼
∼ P (D)g ∗
[
µ ∗ f − f
]
+ g ∗
[
P (D)f − f
]
+
[
g ∗ f − δ
]
∈ C∞
where ∼ indicates that the singular supports coincide. Note that if we assume
PNg ∗ f − δ ∈ C∞ we also have g ∗ µN ∗
∑N
0 ∈ C
∞ and the proposition is that
there exists a g, hypoelliptic for convolution, such that
ch sing supp (µN ∗
∑N
0 ) ⊂ −ch sing supp g
Proof: Let’s assume µ = Eλ,δ, an invertible measure corresponding to αλ,δ,
according to section 15. Using the translation invariance for constant coefficients
operators, we first assume that Lλδ0 ∗ Fλ = δ0. By tensorizing the operator Lλ,
we have that Fλ has support only in {y1 ≥ 0, y2 ≥ 0, . . . , yν ≥ 0}. The
displacement of the support and singular support, during iterated convolution,
will be only in the direction of non-negative coordinates. Assume Z an open set
containing the singularities for Fλ. The sets Z,Z + Z,Z + Z + Z,. . ., then
constitute a countable covering of the support for the iterated convolution. Since
this support is compact, we must have a finite sub covering.
The singular support for Fλ is included in ∪{y; yj = 0 for some j}. Using that
Eλ,δ is invertible, this means that ch sing supp F
N
λ ∗ Eλ,δ =
ch sing supp FN+1λ ∗ Eλ,δ, for some N , where the left side is
ch sing supp Fλ ∗ . . . ∗ Fλ ∗ Eλ,δ, with N repeated F ′λs.
As we translate the singularity to some x far away from 0, we would prefer to
write
Lλ(D)δ0 ∗ Fλ(x− y) = δ0(x− y)
Replace x with a point, close to the diagonal, but 6= x. This corresponds to a
displacement of the support for Fλ, away from the coordinate axes. Denote the
corresponding kernel Exλ,δ. The singular support for E
x
λ,δ(z, ·), will during the
iterated convolution with Fλ, be moved along the diagonal in the direction of
negative coordinates. We still have ch sing supp FNλ,x ∗ E
x
λ,δ = ch sing supp E
x
λ,δ,
which after a finite number of iterations is a contradiction. That is, outside the
diagonal, we have FNλ,x ∗ Eλ,δ ∈ C
∞. 
Remark : If y ∈ ( neighborhood x), for instance | x− y |< ǫ, for some ǫ > 0.
Assume z a point on the distance ǫ from the origin and with only positive
coordinates. Then y − 2ǫz /∈ ( neighborhood x). This is the type of translation
suggested in the proof above.
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17. Asymptotic convergence for the Neumann series vλ
Assume N , the smallest positive integer, such that the singular support is stable,
that is ch sing supp vλ,N,δ = ch sing supp vλ,N+1,δ, then Lemma 16.0.2 applied
to the operator Aλ,δ gives that, since the convolution operator corresponding to
Aλ,δ, has no support on Σ and since this set contains the diagonal, we have
vλ,N ∈ C∞(Rν ×Rν). Thus,
Lλ(Eλ,δ +
[
vλ,N+1,δ, Eλ,δ
]
) = δx + αλ,δ + vλ,N+1,δ +
[
vλ,N+1,δ, αλ,δ
]
+ a term in C∞
Using that vλ,N+2,δ = αλ,δ +
[
vλ,N+1,δ, αλ,δ
]
, we see that we have in fact a
parametrix to the operator Lλ.
Let’s write v⊗λ,k, for the tensorized iteration. We then have
WF (Lλ(Eλ,δ +
[
v⊗λ,k,δ, Eλ,δ
]
)− δx) ⊂WF (Lλ,(y′′)(Eλ,δ +
[
v⊗λ,k,δ, Eλ,δ
]
)− δx)
and this would work just as well as a parametrix.
Let’s write vpλ,k, for the iterated partial convolution described above. We then
have
WF (αλ,δ) ⊂WF (α
⊗
λ,δ) ⊂WF (α
p
λ,δ)
On Σ, we have Eλ,δ +
[
vλ,δ, Eλ,δ
]
→ Eλ, as δ → 0 with convergence in H
′. Using
the representation gλ,δ = Eλ,δ +
[
vpλ,N,δ, Eλ,δ
]
+Rpλ,N,δ, with R
p
λ,N,δ ∈ C
∞ in a
sufficiently small neighborhood of the diagonal, we have convergence in C∞, for
all but a finite number of terms, as δ → 0.
Finally, we have earlier established convergence in E ′, for the equivalent to v⊗λ . In
this case we have that in the ”bad” variable, any direction may be singular for
v⊗λ,N , while the in ”good” variable, we have a hypoelliptic situation. We say, for
v⊗λ,N ∈ D
′
Γ, that v
⊗
λ,N → v
⊗
λ in D
′
Γ-meaning, if the convergence holds in D
′, while
the wave front set is contained in Γ. Thus we must have
sup
V
| ξ |N | (ϕv⊗λ,N − ϕv
⊗
λ )̂ |→ 0
for N = 1, 2, . . . and ϕ ∈ C∞0 ( neighborhood W ), such that Γ ∩ ( supp ϕ× V ) = ∅
for any closed cone V . But since V only can contain ”good” directions, the
convergence follows immediately, from what has already been proved. The same
result can be given for the fundamental solution.
18. Asymptotic hypoellipticity for the operator Lλ
We can now give a definition of asymptotic hypoellipticity. Assume gλ a
fundamental solution to the partially formally hypoelliptic, formally self adjoint,
variable coefficients operator Lλ. Assume further that we have
gλ = Eλ,δ +
[
vλ,N,δ, Eλ,δ
]
+Rλ,N,δ = gλ,N + rλ,N . According to Lemma 16.0.2, we
have for N sufficiently large, rλ,N ∈ C∞. We first give the following lemma.
Lemma 18.0.3. If Lλ is hypoelliptic, then gλ,N is very regular, for every
N ≥ 0. Conversely, if Lλ is partially formally hypoelliptic and gλ,N is hypoelliptic
with rλ,N ∈ C∞, for every N ≥ 0, then Lλ is hypoelliptic.
Proof:
Assume Lλ hypoelliptic. We have Lλ(gλ − rλ,N ) = δx − Lλrλ,N , for every N ≥ 0.
It is a trivial consequence of Lemma 16.0.2, that Lλrλ,N ∈ C∞, for every N ≥ 0.
Thus gλ − rλ,N is a D′− parametrix to the operator Lλ, which must be very
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regular. Assume now gλ − rλ,N hypoelliptic with rλ,N ∈ C∞, then gλ,N is a
parametrix to Lλ and
sing supp I(gλ−rλ,N )Lλµ = sing supp µ for every µ ∈ D
′
and since gλ,N is hypoelliptic, sing supp Lλµ = sing supp µ. 
Definition 18.0.4 ( Asymptotically hypoelliptic operator ). Assume
gλ = gλ,N + rλ,N a fundamental solution to a partially formally hypoelliptic
operator as in the previous lemma. If, for a finite positive integer N0, we have
that rλ,N ∈ C∞ and gλ,N hypoelliptic, for all N ≥ N0, then the operator Lλ is
said to be asymptotically hypoelliptic.
We could also say that, for an asymptotically hypoelliptic operator, we have, for
large N , Lλrλ,N ∈ C∞. Thus Lλ(gλ − gλ,N )→ 0 as N →∞ in C∞ and using an
inequality for constant strength operators, gλ − gλ,N → 0 in C∞, as N →∞. So,
gλ is approximated by parametrices, asymptotically in C
∞.
Proposition 18.0.5. Given a partially formally hypoelliptic operator
Lλ(y,Dy) = Pλ(y,Dy′) +
∑r
j=1 Pj(y,Dy′)Qj(Dy′′), we have a parametrix, Eλ, on
the form KΣλ +
∑
j Ej ⊗ δx′′ with singular support on Σ = {z ∈ R
ν ; z′′ = x′′}.
Here KΣλ is the fundamental solution to the operator Pλ(y
′, x′′, Dy′) and Ej
solutions to the homogeneous equations Pj(y
′, x′′, Dy′)Ej = 0 for j = 1, . . . , r. We
have the estimates Eλ = O(1)e
−κ|λ|b ⊗ δx′′ , as λ→ −∞, on compact sets in
Rν ×Rν . Further Eλ = O(1) | λ |
−c ⊗δx′′ uniformly on R
n ×Rn, as λ→ −∞.
19. Conclusions concerning gλ
The fundamental solution to the constant coefficients operator, K+λ , is obviously
of exponential ρ∗-type 0, in the bad variable, over Cν . For K+λ = T1⊗ T2, we have
| T̂1(iξ
′) |≤ C sup |
[ 1
M(−ξ′)− λ
]
|
Thus K+λ is of exponential ρ
∗-type 0, also in the "good" variable. According to
[13] Ch. 2, Corollarium 2, this means that it allows real support. For uλ, we
established in section 12.5 that it is in E ′, which means that it can be represented
as an analytic functional, by a measure with compact support in E = Cν . We will
use the same notation uλ for these elements. Let’s assume that it is portable by a
ball with respect to a complex norm ρ and of radius α. According to [13] Ch. 2,
Lemma 1, this means that it is of exponential ρ∗-type ≤ α. The problem is to
establish whether also uλ allows real support, in which case the same holds for the
representation of gλ as analytic functional. Immediately, if E
∗ is instead a
compact set in Cν , we have that uλ is of exponential ρ
∗-type 0 and allows real
support. Also, it is of exponential ρ∗-type α and allows real support in H ′(Rν).
In the general case, we can at least say, using [13] Ch.2, Proposition 1.2, if ER a
real vector space with complexification EC, D (ER) is a dense sub algebra of
H ′(EC) and
uλ(ϕ) =
∫
Rν
ψ(x)ϕ(x)dx ϕ ∈ H(EC), ψ ∈ D(ER)
The conclusion so far, is that gλ exists in H
′(E), E = Cν and is portable by a ball
of radius α, with respect to a complex norm ρ. Further, as Bρ,α can be regarded
as an analytic variety, using [13] (Ch.I Cor. to Th. 2.5), there exists a unique
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H(E)-convex set W in Bρ,α, containing the H(E)−convex hull to the support for
gλ.
For the next proposition we need:
G
(α′,α′)
x,λ (x
′, y′) =
1
(2π)n
∫
ξ2α
′
exp(i(x′ − y′) · ξ′)
ReP x(ξ′)− λ
dξ′
where we assume the operator P x formally self-adjoint in L2(Rν). We write
g
(α,β)
λ (x, y) for the derivative (iDx)
α(iDy)
βgλ(x, y). We note that the coefficients
corresponding to Lλ, can be extended to entire analytic functions, using
| ĉα(z) |≤ Cec| Im z| and the condition on self-adjointness means that the symbol
Lλ(z, ζ) can be treated as real analytical. Using [17] Lemma 10 we have
Proposition 19.0.1. For any positive integer M , provided ̺ (as in section 3.2)
> n+M ,if ϕ, ψ ∈ C∞0 (R
m) with support in a neighborhood of the origin, then
there is for all sufficiently large negative values of λ, an analytic functional gλ on
Cν ×Cν and on Rν × Rν , with the following properties:
(1) for every x ∈ Rν the analytic functional on Rν , gλ(x, ·) is a fundamental
solution with singularity x to the operator L(y,Dy)− λ
(2) gλ is in H
′ on the form K+λ (x, y) +
[
uλ,K
+
λ
]
(x, y), where uλ(x, y) can be
represented in E ′(Rν ×Rν), as an infinite sum of tensor products
uλ =
∞∑
|I|=1
∑
I
[[
pλ,i0,(y′′), pλ,i|I|+1,(y′′)
]′
|I|+1
, hλ
]′
⊗Qi0 . . . Qi|I|+1δx′′
(3) gλ ∗
′′
x ϕ ∗
′′
y ψ belongs to C
M (Rν ×Rν) and for every multi-order α with
2 | α′ |≤M , we have with some positive constant c
g
(α,α)
λ ∗
′′
x ϕ ∗
′′
y ψ(x, x) = (1 +O(1) | λ |
−c)G
(α′,α′)
x,λ
[
(iDx′′ )
α′′
ϕ
][
(iDy′′)
α′′
ψ
]
(x, x)
λ→ −∞, for every x ∈ Rν .
If we, in the argument following (33) use the estimates for K+λ , that are proven in
[17] Lemma 10 (compare with the third item in the following proposition), we get
in the first two, (still according to [17] Lemma 10)
Proposition 19.0.2. With conditions as in Proposition 19.0.1,
(1) gλ ∗′′x ϕ ∗
′′
y ψ(x, y) = O(1) | λ |
−c, λ→ −∞ uniformly on Rν ×Rν , for
some positive constant c.
(2) for | α′ |≤M , then Dαxgλ ∗
′′
x ϕ ∗
′′
y ψ(x, ·) ∈ C
∞({y ∈ Rν ; y − x /∈
0× supp ψ}), for every x ∈ Rν . Further, for all multi-index α, β ,
g
(α,β)
λ ∗
′′
x ϕ ∗
′′
y ψ(x, y) = O(1) exp(−κ | λ |
b), λ→ −∞, uniformly on
compact subsets in Rν ×Rν , where κ is a positive constant that may
depend on the compact subset, and where b is the positive number
corresponding to M as in (15)
(3) For the fundamental solution corresponding to the operator P (y,Dy′)− λ,
we have the estimates, Kλ(x, y) = O(1) | λ |
−c ⊗δx′′ as λ→ −∞,
uniformly on Rν ×Rν , for some positive constant c. Further for
| α′ |≤M , Dα
′
x
(
hλ +
[
B, hλ
])
(x′, ·) ∈ C∞(Rn\ x′). For all multi-index
α′, β′, K
(α′,β′)
λ (x, y) = O(1) exp(−κ | λ |
b)⊗ δx′′ , as λ→ −∞, uniformly
on compact sets in Rν ×Rν with κ and b as in 10.2.2. Finally,
K
(α′,α′)
λ (x, x) = (1 +O(1) | λ |
−c)G
(α′,α′)
x,λ ⊗ δx′′(x, x) as λ→ −∞, for
every x ∈ Rν
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20. Homogeneously hypoelliptic operators
We will as usual use the same notation for the Schwartz kernel and its
corresponding integral operator. This means for LλFλ = δx − γ and γ ∈ C∞, that
LλFλ ∈ Φ, that is it is Fredholm. Using standard arguments from the Fredholm
theory, we can assume that both Lλ and Fλ are Fredholm operators.
We consider the standard projections P : L2 → R(Lλ), Q : Hs,t → N(Lλ).
Lλ ∈ Φ(Hs,t, L2) gives a decomposition Hs,t = X0
⊕
N(Lλ) and
L2 = Y0
⊕
R(Lλ), where N(Lλ) denotes the solutions to the homogeneous
equation and R(Lλ) the range of Lλ. We can construct an inverse, Eλ, to Lλ,
considered as an operator on X0, which is extended on Y0 to an operator in
B(L2, Hs,t). Using a fundamental theorem in the Fredholm theory, there is a
Eλ ∈ Φ(L
2, Hs,t), such that EλLλ = I on X0 and LλEλ = I on R(Lλ). Let
P⊥ = (I − P ), then P⊥(L2) = N(Eλ). Further, LλEλ(I − P⊥) = (I − P⊥) or
LλEλ = I − P⊥, and P⊥ is a finite rank operator (a compact operator). In the
same way EλLλ(I −Q) = (I −Q), or EλLλ = I −Q. We note that, for σ > 0, Lλ
is homogeneously L2-hypoelliptic, which means that N(Lλ) = Q(H
s,t) ⊂ C∞,
that is Q is regularizing on Hs,t and Eλ is a left parametrix to Lλ. If Lλ is
homogeneously L2-hypoelliptic, then also its Hilbert-space adjoint is
homogeneously L2-hypoelliptic, that is P⊥(L2) = N(L
adj
λ ) ⊂ C
∞, and P⊥ is
regularizing on L2. We conclude that Eλ is a left and right parametrix to the
operator Lλ.
Noting that LλEλ = I − P⊥ in L2 with P⊥ regularizing, (we are assuming the
projections non-trivial) we have that sing suppL2(LλEλϕ) = sing suppL2(ϕ).
Further, P = I − P⊥, means that P is hypoelliptic on L2. The same observations,
can be made for EλLλ = I −Q, so Q⊥ is hypoelliptic. Finally,
sing suppL2(ϕ) = sing suppL2(LλEλϕ) ⊂ sing suppL2(Eλϕ), so Eλ is
hypoelliptic. Also, sing suppL2(ϕ) = sing suppL2(EλLλϕ) ⊂ sing suppL2(Lλϕ)
and we conclude,
Proposition 20.0.1. On L2,any homogeneously hypoelliptic operator Lλ is
hypoelliptic and conversely.
The extension of Eλ to R(L) can be made in different ways. If Lλ is assumed
homogeneously L2-hypoelliptic, then Eλ can be defined as regularizing on R(L).
Considered as an operator on L2, Eλ is then hypoelliptic.
Assume Eλ a parametrix to a homogeneously hypoelliptic, constant coefficients
differential operator Lλ, that is LλIEλ = I − Iγ on L
2. Assume Y0 = N(L
−1
λ ),
where L−1λ is the Fredholm-inverse operator and R(Iγ) = Y0, N(Iγ) = X0.
Further, IEλLλ = I − Iη on L
2, such that N(Iη) = R(Lλ), R(Iη) = N(Lλ), then
Eλ works as a Fredholm-inverse operator to Lλ. Given X0, R(Lλ), by adding a
regularizing operator if necessary, we can find γ, η with these null-spaces. Since
the operator Iγ = IγQ, with Q regularizing, also Iγ will be regularizing. An
analogous argument, gives that also Iη is regularizing. Thus, any parametrix to a
homogeneously hypoelliptic operator, can be adjusted to a Fredholm-inverse
operator.
21. Some remarks on the distribution parametrices
For a constant strength operator, extended with constant coefficients outside a
compact set, we have seen that Levi’s parametrix method, gives parametrices in
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D′ L2 . Assume Pλ(D) a hypoelliptic operator with constant coefficients and Eλ a
parametrix to this operator. Thus
‖ IPλEλ(ϕ) ‖L2≤‖ ϕ ‖L2 + ‖ Iγ(ϕ) ‖L2
and we can assume γ ∈ C∞0 . We have that PλEλϕ ∈ L
2 and as we shall see, a
"converse to Hölder’s inequality" gives that Eλ ∈ L2. Particularly, Eλ : L2 → L2.
If an operator has parametrix on the form of a tensor product with the Dirac
measure, this will be in D′
−m+1,n/2+1
L2 and it maps L
2 → L2. More generally, any
constant coefficients operator parametrix in D′ lL2 , for k+ | α |≥ n/2 + 1 +m,
| α |≤ l, and k/2 the order of the polynomial of growth for the "multiplier",
corresponds to a bounded integral operator L2 → L2. For a more general
parametrix in D′ sL2 , corresponding to a variable coefficients operator Lλ, we have
that IEλ(ϕ) = Q(D)F , where Q(D) is a constant coefficients polynomial of order
s and F ∈ L2. We then have that, if Lλ(x,D)Q(D)F ∈ L2 and assuming the
order of Q larger than n/2, that is s ≥ n/2 + 1, then
‖ IEλ(ϕ) ‖L2≤ C ‖ Lλ(x,D)F ‖L2<∞
Assume E(x, y) corresponds to the conjugate with respect to x in the kernel, that
is if for instance E = E1⊗E2, we have E(x, y) = E1⊗E2. Let E(x, y)−E(x, y) =
E(x, y)− E(x, y) + E(x, y)− E(x, y) + E(x, y)− E(x, y) = Σ1 +Σ0 +Σ2. For a
symmetric operator on L2, we have Σ1 = Σ2 = 0, meaning that the operator is
symmetric separately in the respective variables. For a symmetric operator acting
on D′F , we have IΣ0 ∼ Im IE . If the operator is symmetric on D
′ (that is
tIE = I
∗
E), we have Im IE = 0, but this is usually not the case for homogeneously
hypoelliptic operators. However, we always have that IE : D′ → D′
F + iD′F .
Assume I∗E = IE on D
′F . Then, for ϕ ∈ C∞0 real
CIE = IEϕ− ϕIE =
[
ϕIE
]∗
−
[
ϕIE
]
. This is regularizing on D′. Thus,
−2iϕ Im IE = ϕ(I∗E − IE)− CIE . By extending the right side with ±ϕI, we get a
regularizing effect on E ′ as before. The difference between a homogeneously
hypoelliptic and a hypoelliptic operator is that for the latter it is sufficient to
consider the real part of the operator P , which means that we can assume
I∗E = IE on D
′ and this gives a regularizing effect for Im IE on D′.
Proposition 21.0.2. Any constant coefficients, homogeneously hypoelliptic
differential operator on D′ is a hypoelliptic operator on D′F .
Proof: Assume P homogeneously hypoelliptic on D′ with parametrix E. We have
considered the operators
IE : C
∞ ∩ D′
F
→ C∞
meaning P (D)E − I ∈ C∞ over D′F
CIE : C
∞ ∩ D′ → C∞
If P (D)u ∈ L2loc and P (D)u ∈ C
∞(Ω) for all open sets Ω ⊂ Rn, then for any test
function ϕ
sing supp ϕu = sing supp
(
IEϕP (D)u − CIEP (D)u
)
and we have ϕu ∈ C∞. 
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22. Partially hypoelliptic operators considered as Fredholm
operators
Also, if σ arbitrary, that is Lλ not necessarily homogeneously L
2- hypoelliptic, we
can extend the definition of Eλ with a regularizing term and we get a hypoelliptic
action on, at least part of L2. We now assume the operator Lλ self-adjoint and
partially self-adjoint.
If Eλ ∈ Φ, is on the form I −K, there is a positive integer N0, such that
N(ENλ ) = N(E
N0
λ ) for all N ≥ N0. We can rewrite T
−1
λ = (I − λEλ)Lλ = L2λ in
X0
⊕
N(Lλ) and T
−1
λ = Lλ(I − λEλ) = L2λ on R(Lλ)
⊕
Y0. We get a new
decomposition Y = N(EN0λ )
⊕
N(EN0λ )
⊥ and a corresponding decomposition of
the operator T , T = T1
⊕
T2, with T1 =
∑N0−1
1 λ
jEjλ and T2 L
2-hypoelliptic.
That is Eλ : L
2 → Hs,t, where s, t can be chosen arbitrary large, so on
N(EN0λ )
⊥ ∩R(Lλ)
⊥, Eλ can be defined as regularizing. We can rewrite the first
expression for T−12 , as λEλ = Iλ − L2λEλ, where Iλ denotes the identity operator
in R(Lλ). But R(L2λ) ⊂ R(Lλ)⊥ and we have that Eλ is in fact hypoelliptic on
N(EN0λ )
⊥. Thus, sing suppL2(T2ϕ) = sing suppL2(ϕ), for ϕ ∈ L
2 and for u
sufficiently regular, the integral IT2 (u), can be estimated in supremum norm
without having to regularize the kernel.
We have seen that E2λ is L
2-hypoelliptic in the bands of ranges surrounding and
including R(L2λ), but since N(ENλ) = {0} ⇒ LNλ L2-hypoelliptic, it is has only
L2-action in the outer bands. Since N(EN0λ ) is a finite-dimensional space, normed
with L2-norm, nuclearity gives that this L2-action can be defined by a kernel in
L2. For f ∈ R(L2λ), we have the estimates, ‖ E2λf ‖L2≤ C | λ |
−1‖ f ‖L2 .
We can define a "(s,t)"-regularizing operator Cs,t : L
2 → Hs,t, as ∗′U−s ∗′′ U−t , for
positive real numbers s, t. Let Eλ,t = C0,tEλ, where Eλ is the parametrix
constructed in H0,−N , mentioned above. Then, for t sufficiently large (> N), Eλ,t
is a parametrix in L2, corresponding to a L2-hypoelliptic operator. That is the
condition that an operator Pλ : H
0,t → L2 has no derivatives in the x′′-variables,
means that the operator Pλ,−t is hypoelliptic as an operator L
2 → L2. Thus
sing suppL2(Pλ,−tEλ,tϕ) = sing suppL2(Eλ,tϕ) = sing suppL2(ϕ). Following the
argument in the beginning of the section, this means that Eλ,t, can be extended
with (C∞)-regularizing terms to L2. Finally, Eλ = (1−∆y′′)t/2Eλ,t, which means
that the regularizing terms for Eλ,t, will be regularizing for Eλ as well. Note that
this does not necessarily mean that Pλ is hypoelliptic, since its parametrix is not
hypoelliptic on R(Pλ). Thus, a parametrix on the form of a tensor-product with
the Dirac-measure, can be used to extend the definition of Eλ, outside the range
of the operator. On the range we can use the Fredholm-inverse,P−1λ which gives a
hypoelliptic action, for any differential operator Lλ.
On the bands, where Eλ is regularizing, we have analytic dependence on λ, for vλ
and this gives estimates like
‖ ENλ ‖c≤ CN | λ |
−N λ finite
and particularly, ‖ Eλ ‖c≤ C | λ |−N ∀N and for λ large, on these bands.
Note that the parametrix to Lλ in L
2, can be written Eλ =
⊕∞
j=−∞ EλPjλ, where
Pjλ is the projection on R(Ljλ). Since adding a compact operator to the
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Fredholm-inverse, does not change the index or the form I −K, we let Eλ be
defined as L−1λ +X on R(Lλ) with X ∈ C
∞, as X ′ ∈ C∞ on R(Lλ)⊥ ∩N(EMλ )
⊥,
for some suitable M and as a function in L2 otherwise. Thus, this operator Lλ is
hypoelliptic on N(EMλ )
⊥. That is, for ϕ ∈ L2,
sing suppL2(ϕ) = sing suppL2(LλEλϕ) ⊂ sing suppL2(Eλϕ), further
sing suppL2(LλEλϕ) = sing suppL2(EλLλϕ) and the result follows.
23. Hypoellipticity in the λ-infinity
Assume Eλ the parametrix to an operator with constant coefficients Lλ. The
parametrix setting gives that, if Lλ is self-adjoint, Eλ has Fredholm-index 0, and
that limn→∞ dim N(E
n
λ ) = limn→∞ codim N(E
n
λ ) <∞. If there is an index N0,
such that ENλ = I −K, for N ≥ N0 and for K regularizing, then EMλ = I −K ′
with K ′ regularizing, for all |M |≤ N0. According the previous paragraph, ENλ
will be on this form as | N |→ ∞. More precisely, assume for instance,
(δx − E2λ) ∈ R, where R is the set of regularizing operators in L2. Further that
(δx − E2λ+1) ∈ R, which particularly means that E2λ+1 is pseudo local. The first
condition means that L2λ+1E2λ ∈ R. Finally, E2λ+1L2λ+1E2λ(δx − Eλ) ∈ R,
which through the second condition means that (δx − Eλ) ∈ R. We could say,
that operators on the form I −K in L2, constitute a radical subsystem among
L2-hypoelliptic operators. Note that if the kernel N(Eλ) = Y0 6= {0}, the
decomposition L2 = R(Lλ)⊕ Y0 indicates that Lλ still can not be considered as
hypoelliptic on L2.
24. Asymptotically L2-hypoelliptic operators
We now claim that E2λ is a parametrix to the operator L
2
λ. That is
E2λ = (EλPλ +Eλ(P
⊥
λ ))
2 =(EλPλ)
2 + (EλP
⊥
λ )
2. If Eλ is L
2-hypoelliptic, then the
same must hold for E2λ. We make the following definition,
Definition 24.0.1. Assume Eλ a parametrix in L
2, to the operator Lλ and that
Eλ is L
2-hypoelliptic on N(EN0λ )
⊥ with N0 chosen as the smallest positive integer,
such that the null space remains stable. We then say that Lλ is hypoelliptic on L
2,
if N0 = 1 and that it is asymptotically (N0-) hypoelliptic, if N0 > 1.
We claim that if Lλ is asymptotically N0-hypoelliptic, then L
N0
λ is hypoelliptic in
L2. Assume Eλ,N0 the usual L
2-parametrix to LN0λ . We first have to prove, that
N(EN1λ,N0) = N(E
N0
λ )⇒ N1 = 1. We have that Eλ,N0L
N0
λ = L
N0
λ Eλ,N0 = δx − γ,
for some γ ∈ C∞ and γ = 0 on N(EN0λ ). Thus N(E
N0
λ ) = N(Eλ,N0), that is
N1 = 1 and L
N0
λ is hypoelliptic on L
2.
Note that given a parametrix Eλ,N0 to a L
2-hypoelliptic operator LN0λ , if
N(Eλ,N0) 6= {0}, we can always add to Eλ,N0 , a solution to the homogeneous
equation , H , non-zero on N(Eλ,N0), so that N(Eλ,N0 +H) is trivial. We can now
assume N(Eλ,N0) = {0} and get Eλ,N0 − E
N0
λ ∈ C
∞. That is the parametrix to
LN0λ , has a regularizing action on N(E
N0
λ ).
The fact that LN0λ , is L
2-hypoelliptic, renders a spectral kernel in C∞. The
relation between the spectral kernels corresponding the operator and the iterated
operator, gives the spectral kernel corresponding to Lλ in L
2. This however, does
not imply that it is in C∞, on N(EN0λ ).
Assume Uλ = {ξ ∈ Rν, | ξ′′ |≤| λ |} , then L2(Rν) = L2(Uλ)
⊕
L2(Rν \Uλ),
where L2 ∋ f = f ′ + f ′′, and supp fˆ ′ ⊂ Uλ. Assuming the frozen operator, Lλ,
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hypoelliptic in x′, we can assume the corresponding parametrix, Eλ = E
′
λ ⊗ E
′′
λ ,
adjusted to N(E′λ) = {0}. The operator E
′′
λ , is well defined after adjusting the
L2-element, fˆ ′′ to a compact set. Thus N(Eλ) ⊂ L2(Rν\Uλ). It is for the variable
coefficient case, sufficient to study operators on tensor form LΣλ . This only
involves an operation on E′λ, which does not effect N(E
′
λ).
25. Some remarks on Weyl’s criterion
◦ According to L. Schwartz, a condition equivalent with hypoellipticity for a
differential operator P , is that P and tP (the transposed operator) have
parametrices, that are very regular. For the fundamental solution, we
obviously have that Weyl’s lemma implies that the fundamental solution
(kernel) is very regular. For the opposite implication, there are counter
examples in the variable coefficients case, for example the following
differential operator (by Mizohata cf.[14],[22])
P =
δ
δx1
+ ixh1
δ
δx2
h integer
with fundamental solution
e(x, y) = 12π
(
xh+11 /(h+ 1) + ix2 − y
h+1
1 /(h+ 1)− iy2
)−1
. When h is odd,
P is not hypoelliptic, since one solution to the equation Pu = 0 is
u(x) =
(
xh+11 /(h+ 1) + ix2
)−1
. Finally, we wish to remark that the
condition that the differential operator P (D) is dependent on some
variables in space, is essential for the opposite implication to hold. A
trivial counterexample is the identity operator. This operator has the
property of microlocal hypoellipticity, it is a hypoelliptic pseudo
differential operator, but as we shall see, it is not a hypoelliptic
differential operator.
We have obviously, in the constant coefficients case, that if Weyl’s
criterion is to be written sing supp P (D)u = sing supp u for all
u ∈ D′(Ω) and every Ω ⊂ Rn, that we must consider the situation outside
D′F and the Sobolev-spaces. Assume P with σ > 0 but not hypoelliptic (
that is not self-adjoint ) and consider
(35) ‖ (P ∗ − P )u ‖≤ C ‖ Pu ‖ u ∈ H0,0K
for some constant C. This criterion can always be satisfied. Using
P ∗ − P + P − P= P ∗ − P − 2i Im P , if P is localized with ϕ ∈ C∞0 , real
and such that CP ,ϕ 6= 0 on a compact set, we have
CP,ϕ − 2iϕ Im P =
[
ϕP
]∗
−
[
ϕP
]
. Since, according to (35),
P ∗ − P ≺≺ P , if P has σ > 0 and if we assume P = P ∗ hypoelliptic, we
must have Im P ≺≺ P . Consider, for example P + iP , with P
hypoelliptic and real, then this is a homogeneously hypoelliptic operator,
but not necessarily a hypoelliptic operator in D′. With the additional
condition that the operator is self-adjoint, we must however have that it is
hypoelliptic.
Consider now parametrices E to partially hypoelliptic operators. We
have seen that EN : D′ → D′F , for some N , but this does not mean that
E : D′ → D′F . For example, T 2 = (γ − iδx)2 = γ2 − δx − 2iγ : D′ → D′
F
,
but T : D′ → D′, particularly Im T : D′ → D′. Further, | Tu |2∈ D′F ,
u ∈ D′ does not imply that Tu ∈ D′F , for instance u real, if
w = (γ + i)u(γ − i)u and (γ + 1)u(γ − 1)u = −v. Using that v ∈ D′F and
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w − v ∈ D′F , we see that w ∈ D′F . We have already seen that geometric
ideals have the property that the ideal is its complexification if and only if
it is radical and since the class of parametrices to partially hypoelliptic
operators are associated to geometric ideals, we get the same type of
behavior for this class. Note that a necessary condition for hypoellipticity
in D′ is thus that Im P ≺≺ P and this condition will be satisfied by
iteration, that is CNP ≺≺ P
N from some N , implies Im PN ≺≺ PN .
More precisely, assume (, ) a complex scalar product over a Hilbert space
H . Thus, Re (x, y) = Re(ix, iy) x, y ∈ H and
(x, y) = Re (x, y)− i Re (ix, y). Then, for a constant coefficients
differential operator P = P1 + iP2,
Im
[
(P 2ϕ, ϕ) − (P ∗Pϕ, ϕ)
]
= 2i Re (P1ϕ, P2ϕ)
for ϕ ∈ C∞0 arbitrary. If P
∗ = P , we must have
(36) i Re (P1ϕ, P2ϕ) = 0
Conversely, if (36) then (P − P ∗)⊥P ∗ over C∞0 . Thus, if E is the
projection R(P ∗)⊥ → N(P ∗), then P ∗E(P − P ∗)ϕ = 0 for ϕ ∈ N(P ∗)⊥.
Particularly, if ϕ is chosen as the mollifier (cf. the proof of Prop. 25.2),
we have ‖ P 2ϕn ‖→| P (ξ) |2 as n→∞.
Lemma 25.1. Assume P and Q constant coefficients differential
operators such that P ≺ Q, Q hypoelliptic and (Pϕ,Qϕ) = 0 for all
ϕ ∈ N(Q)⊥. Then P ≺≺ Q.
Proof: For a Fredholm inverse E to Q we have that PE : L2 → Hσ for
a σ ≥ 0. For an appropriate ϕ, Hölder’s inequality gives that
| ξ |σ P (ξ)Ê → 0 as | ξ |→ ∞, which is interpreted as P ≺≺ Q. 
Assume now P2 ≺≺ P1, we can then find an entire f with P2 = fP1 and
(P1ϕ, P2ϕ) =
∫
f | P1ϕ |
2 dξ
with | f |→ 0 as | ξ |→ ∞. If we assume f adjusted to f ′ with support
outside a ball containing the origin, we could say (P2ϕ, P1ϕ) ∼ 0. For all
ϕ ∈ C∞0 we have P2ϕ ∈ C
∞
0 and this means that there exists a γϕ
regularizing, such that P2(I − γϕ)ϕ = 0. Further, (P2P1E
ϕ
1 ϕ,E
ϕ
1 ϕ) = 0
and P1E
ϕ
1 = I − γϕ. Assume P1 hypoelliptic, then for all ψ ∈ C
∞
0 , there is
a ϕ ∈ C∞0 , such that E
ψ
1 ϕ = ψ (E
ψ
1 is chosen according to the support of
ψ). If we choose ψ so that ‖ ψ ‖= 1 in the mollifier, we have that
‖ P 2ϕn ‖→| P (ξ) |2 as n→∞. If P1 is only partially hypoelliptic, we can
consider QN = P
N
1 + iP
N
2 , such that
Im
[
(Q2Nϕ, ϕ)− (Q
∗
NQNϕ, ϕ)
]
= 2i Re (PN1 ϕ, P
N
2 ϕ) and the above
argument gives that ‖ Q2Nϕn ‖→| QN(ξ) |
2 as n→∞.
Assume E1 ∈ C∞(Rν\ 0) a parametrix, that is with γ ∈ D, such that
γ = 1 in a neighborhood 0,
P (D) ∗ (γE1 ∗ ϕ) = ζ ∗ ϕ+ ϕ ζ ∈ D
which means
ϕ = γE1 ∗ P (D)ϕ − ζ ∗ ϕ
This is sufficient to conclude that sing supp ϕ ⊂ sing supp P (D)ϕ. If we
use Leibniz’ formula to construct a parametrix γE1, with γ as before, that
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is,
P (D) ∗ (γE1) = γP (D) ∗ E1 + ζ = δ0 + ζ ζ ∈ D
where ζ = 0 in a neighborhood 0, the same conclusion holds, unless E1
has no support in the complement of the origin (ζ ≡ 0). In this case the
corresponding operator is not necessarily a hypoelliptic differential
operator.
Note that the fundamental solution to a constant coefficients,
hypoelliptic differential operator, is very regular in D′F , but it is not
hypoelliptic in D′ according to the argument above, since this would mean
that the Dirac measure is hypoelliptic.
◦ The regularity behavior for PHE operators, can be expressed using
Sobolev spaces, in the following way:
We have seen that a fundamental solution gλ with singularity in 0, to
the operator P (Dx′)− λ, can be given on the form
gλ = F ′
−1
(
1
P(ξ′)−λ
)
⊗ δ0. We then have, for ψ ∈ C∞0 so that ψ = 1 in a
neighborhood U in Rν of 0,
ψu = gλ ∗
(
ψLλu+ (Lλψ − ψLλ)u −QR(ψu)
)
= gλ ∗
(
ψLλu+Bλu−R
′(ψu)
)
We have, Bλ = 0 in U and R
′(ψu) = ψR′u+R′′u with R′′u = 0 in U .
According to Proposition 1.9, we have ψLλu = ψPλu+ ψR
′u, so
ψu = gλ ∗ψPλu. Is Pλ hypoelliptic? Since C∞(U) = ∩s,tH
s,t
loc(U), it would
be sufficient to prove ‖ ψu ‖s,t≤ C ‖ ψPλ(Dx′)u ‖s,t, given arbitrary real
numbers s, t. Let fσ(Dx′ , Dx′′) =
(
P (Dx′)− λ
)(
1−∆x′′
)σ
, for a
non-negative number σ. We then see that Fσ = F (fσδ0) is a weight
function, defining a Banach space HFσ through the norm ‖ u ‖
2
Fσ
=
∫
| F (u)(ξ) |2 Fσ(ξ)dξ and F−1σ gives the antidual space to HFσ .
According to [[12], Lemma I.2.2]:
Proposition 25.1. Given two weight functions h, f , if
lim
ξ→∞
h(ξ)
f(ξ)
= 0
then for a positive constant C, ‖ · ‖h≤ C ‖ · ‖f .
Proposition 25.2. Assume M(Dx′), N(Dx′) constant coefficients
operators, where M is assumed hypoelliptic over Rn, then N is strictly
weaker than M if and only if there is a positive number σ, such that
(37) ‖ N(Dx′)f ‖s+σ,t≤ CK ‖M(Dx′)f ‖s,t for all f in E
′(K)
Here s and t are arbitrary real numbers.
Proof: The implication N ≺≺M ⇒ (37), is proved in [15]. For the
opposite implication, it is sufficient to consider the case s = t = 0. We use
the mollifier (cf.[24]) ϕk(x) = e
iξ·xψ(x/k)/kn/2, k = 1, 2, . . ., where
ψ ∈ C∞0 , such that ‖ ψ ‖0,0= 1. Using that the right side norm in (37) is
equivalent to ‖ · ‖H0,0K (M)
, we see that
‖ N(Dx′)ϕk ‖σ,0≤ CK ‖ ϕk ‖H0,0
K
(M)
Taking the limit as k →∞, we have that
(1+ | ξ′ |2)σ | N(ξ′) |
1+ |M(ξ′) |
bounded for ξ′ ∈ Rn
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This is sufficient to conclude N ≺≺M . 
Proposition 25.2 gives particularly, that a necessary condition for
hypoellipticity in D′, for an operator P (D), is that Id ≺≺ P (D), this
means in our case, Id ≺≺ fσ(D), for all σ ≥ 0. Proposition 25.1 gives that
‖ f−1σ ∗ u ‖s,t≤ C ‖ u ‖s,t, for u ∈ H
s,t. So,
‖ ψu ‖s,t=‖ gλ ∗ ψPλ(Dx′)u ‖s,t≤ C ‖ ψPλ(Dx′)u ‖s,t+σ
but in the case of a partially hypoelliptic operator, we have to assume
σ > 0 and if Pλ(Dx′)u ∈ C∞(U), we do not necessarily have that
u ∈ C∞(U). Assume U a neighborhood of x, ψ a test function with
support away from 0, further that u is a fundamental solution to Lλ(D),
we then have ‖ ψu ‖s,t= ‖ gλ ∗
(
ψLλ(D)u+Bλu+R
′(ψu)
)
‖s,t. So on U ,
a fundamental solution to a partially hypoelliptic operator cannot have
better regularity properties than gλ. Note that for the identity operator,
the necessary condition for hypoellipticity in D′, is not satisfied.
26. Some results on the spectral kernel for partially hypoelliptic
operators
26.1. Partial regularity for the spectral kernel. In this section, we follow
the arguments of Nilsson [16]. Assume H = L2(Rν) is our Hilbert space. For the
spectral family {E(λ)}, associated to a realization, AL, corresponding to the
formally self-adjoint operator L(x,Dx) and for (λ1, λ2] ⊂ R, we define the
operators E(λ1, λ2) = E(λ2)− E(λ1), as projections on the subspace of H ,
H(λ1, λ2) = H(λ2)⊖H(λ1) (the minus sign denotes the orthogonal complement,
of H(λ1) in H(λ2)). For a given closed interval I and a corresponding partition of
finitely many subintervals {Ij}Nj=1, each of length ≤ ǫ, we can write
HI =
⊕N
j=1HIj , where each of the subspaces is invariant for AL. For λj ∈ Ij and
for every x ∈ HIj , we have
‖ (AL − λj)x ‖=‖ ((λ− λj)χIj )(AL)x ‖≤ sup
I
| (λ− λj)χIj (λ) |‖ x ‖≤ ǫ ‖ x ‖
that is x is an ǫ−approximative eigenvector to AL (cf.[20]).
We note that the spectral family or orthogonal spectral resolution, uniquely
determined by the operator AL, is a regular countably additive spectral measure,
non-decreasing and such that E(λ)→ 0, as λ→ −∞ and E(λ)→ I, as λ→ +∞.
According to the spectral theorem, we have ALu =
∫
R
λdE(λ)u with strong
convergence, for u in the domain of AL.
The spectral resolution. We can show (analogously to [15] Theorem 3), using
Proposition 3.2.1, for kr > n/2 + l, | α |≤ l and for a compact set K, there is an
integer N such that
(38) sup
K
| Dαf ∗′′ U−2N |≤ CK ‖ f ‖Hs,-N
K
(Pr)
Also, if f˜ = f ∗′′ ϕ, ϕ a test function with support in neighborhood 0
(39) sup
K
| Dαf˜(y) |≤ C(K)
(
‖ AP rf ‖H + ‖ f ‖H
)
f ∈ H(λ1, λ2)
The following result follows immediately from [8,II Theorem 10.4.8], where our
additional condition, is due to the fact that we let α→∞
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Lemma 26.1.1. Given a hypoelliptic, constant coefficients operator P , adding
αQ, where α is a complex constant, and Q a strictly weaker, constant coefficients
operator, such that | P (ξ) + αQ(ξ) |6= 0 for | ξ | sufficiently large, gives an
operator equivalent with P
The constant coefficients case. In section 13 , we constructed a fundamental
solution with singularity in x, hλ, to the constant coefficients operator
Lλ(Dy) = L(Dy)− λ = Pλ +R, with singular support on Σx = {z; z′′ = x′′}. For
a suitable test function ζ ∈ C∞0 (W ), ζ = 1 on Σx ∪ F2, we can construct the
parametrix Gλ = ζhλ to Lλ, as Lλ(ζhλ) = δx − ηλ, where ηλ is in C∞. This gives
a representation formula (similar to [15]), for u sufficiently regular and for
concentric spheres F4 ⊂ F3 ⊂ F2 ⊂ F1 ⊂W , where W is a neighborhood of the
singularity x. For a ψ ∈ C∞0 , such that ψ = 1 on F2, we have for x ∈ F2
u(x) =
∫
F1\F2
(
Bλ(x, y) + ηλ(x, y)
)
u(y)dy +∫
F1
ψ(y)Gλ(x, y)Lλ(Dy)u(y)dy(40)
where Bλ(x, y) = Lλ(Dy)(1− ψ(y))Gλ(x, y). According to the proof of
Proposition 19.0.2.3, | Bλ(x′, y′) |≤ C exp(−κ | λ |b), for x ∈ F3, as λ→ −∞ and
the same estimate holds for B−λ, as λ→∞, on compact sets in Rn.
Notation 26.1.2. We write Bλ(x, y) = O(1) exp(−κ | λ |b)⊗ δx′′ , meaning
| Bλ ∗′′x ϕ ∗y ψ |≤ C exp(−κ | λ |
b) | ϕ(x′′)ψ(y′′) |, for ϕ⊗ ψ ∈ C∞0 (R
m ×Rm).
The same estimate holds for ηλ, since it only involves derivatives of gλ and of a
test function. Further G
(0,β′)
λ = O(1) | λ |
−c ⊗δx′′ , as λ→ −∞, uniformly on
Rν ×Rν . Let’s localize u with a φ ∈ C∞0 (R
ν), φ = 1 in F3 and regularize with
ϕ ∈ C∞0 (R
m) with support in a neighborhood of 0. We then have, for
u˜δ = u ∗′′ ϕδ, ‖ ϕδ ‖L1= 1,
(41)
‖ u˜δ ‖H(F3)≤ Ce
−κ|λ|b ‖ u ‖H(F1\F3) +C
′ | λ |−c‖ L−λu ‖H(F3) as λ→∞
For finite λ, Lemma 26.1.1 gives that L− λ ∼x′ L+ λ, so this estimate holds also
for Lλ with λ large and positive, if we can prove that the equivalence constant is
independent of λ. Note that we can assume u with support contained in a
bounded domain, which means that the equivalence implies
‖ L−λu ‖H≤ C ‖ Lλu ‖H , for a constant independent of u and λ. For the
independence, we need the following result, that can be found in [2].
Lemma 26.1.3. For constant coefficients operators Q,M , such that M
hypoelliptic and Q ≺≺M , there are positive constants C and k, such that
| Q(ξ′) |≤ Cτ−k(1+ | ξ′ |)−k(τ+ |M(ξ′) |)
for every ξ′ in Rn and τ ≥ 1 real.
First, let’s denote L−2 =| L |2 + | λ |2 where L is regarded as a polynomial over
Rn. Lemma 26.1.3 gives that 1/L− ≤ C/ | λ |σ, for some positive number σ and
with the constant C independent of λ. If L− ∈ Hσ and σ ≥ 1, | λ | / | L |≤ C, for
every large λ. Otherwise, this result holds for the iterated operator Lr and we
have L−,(r) ∼x′ Lr, for large λ. The same result gives also that
(L+ λ)r ∼x′ L
−,(r), for any large λ. We have the following result,
Proposition 26.1.4. Given a hypoelliptic constant coefficients operator P ,
assume P ∈ Hσ, for σ ≥ 1. Then, for λ complex
P ± λ ∈ Hσ | λ |→ ∞
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We have a condition that the type operator M ∈ Hσ, for σ > n, which means that
the operator need not be iterated any further, in order to be partially hypoelliptic
independently of λ.
For f ∈ H(λ− ǫ, λ), ǫ > 0, we have that f is an ǫ-approximative eigenvector to L
and λ, so ‖ Lλ(D)f ‖H≤ ǫ ‖ f ‖H and using (41)
‖ f˜δ ‖H≤ C
(
exp(−κ | λ |b)+ | λ |−c ǫ
)
‖ f ‖H
where λ is assumed large and positive. The constant C is not dependent on u, λ
or on the test functions used in the regularization.
For f ∈ H(λ− kǫ, λ), k a positive integer, we can write f =
∑k
1 fj , where
fj ∈ H(λ− jǫ, λ− (j − 1)ǫ), so by selecting ǫ and k in a suitable way, we get
‖ f˜δ ‖H≤ C exp(−κ | λ |
b) ‖ f ‖H
where the constant C is independent of f ,λ and the regularization and λ is
assumed large and positive.
For f ∈ H(λ− 1, λ), we also have AP rf ∈ H(λ− 1, λ) so
‖ A˜P rfδ ‖H≤ Cr exp(−κ | λ |
b) ‖ f ‖H
Thus for | α |≤ l and kr > n/2 + l
sup
F4
| Dαf ∗′′ ϕ(y) |≤ C(α) exp(−κ | λ |b) ‖ f ‖H
where F4 is a sphere with center x0, ϕ a test function with support in a
sufficiently small nbhd of 0 and C is independent of f ,λ and the regularization,
but not of F4. Here λ is assumed large and positive. Finally, this result follows for
a general compact set K, by the Heine-Borel theorem.
The variable coefficients case. Let’s now consider the variable coefficients
case. In section 13, we constructed a parametrix also to the variable coefficients
operator Lλ(y,Dy) Fλ = δx − γλ, with γλ ∈ C∞, where we have adjusted the
singularity to x, such that PΣλ K
Σ
λ = δx. We get a representation formula similar
to (41), where we assume W a nbhd of x0, in which the operator is partially
formally hypoelliptic, LλFλ = δx + γλ and Bλ(x, y) = Lλ(y,Dy)(1− ψ(y))Fλ(x, y)
with support on F1\ F2. To simplify the calculations we use a representation
u ∗′′ ϕδ(x) = IψBδ
λ
(u)(x) + I
ψF δ
λ
(Lλ(ψu))(x) − Iψγδ
λ
(u)(x)
where Bδλ = Bλ ∗
′′ ϕδ and analogously for γ
δ
λ. In order to produce an estimate like
(41), we need a fine estimate of γλ. Using [15] (Cor. 2 to Prop 2.1) and
Proposition 25.2, we can give the following result
Lemma 26.1.5. Given a variable coefficients operator P , with coefficients in
C∞(Rν) and = 0 on Σx = {(y
′, y′′); y′′ = x′′}, we have
‖ P (y,Dy)T ‖s+σ,−N≤ ǫ ‖M(Dy′)T ‖s,−N ′ M(Dx′)T ∈ H
s,−N ′
K
where s is a real number, N,N ′ positive integers and σ a real number that can be
chosen as positive if P ≺≺x′ M and as zero if P ∼x′ M . Finally ǫ can be chosen
arbitrarily small as the support for T → Σx
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Remark : The set Σx can be chosen in different ways, but assuming
Eλ = K
Σ
λ +
∑
j Eλ,j ⊗ δx′′ , where Eλ,j is an arbitrary solution to the homogeneous
equation, Σx according to the Lemma, seems to be the natural choice.
In section 13, we saw that the remainder corresponding to the parametrix, is on
the form of operators Cλ, Dλ with coefficients vanishing on Σx, acting on Eλ, that
is γλ = CλEλ +DλEλ, where Cλ ∼x′ M and Dλ ≺≺x′ M . If we mollify Eλ
appropriately, we have Eδλ = Eλ ∗
′′ ϕδ with supp E
δ
λ → Σx, as δ → 0. We then
have the following estimate of the remainder term, for λ sufficiently large and for
some positive constant c,
(42) ‖
∫
φψγδλ(x, y)u(y)dy ‖H≤ ǫ1 | λ |
−c‖ φ ‖H‖ ψ ‖H‖ u ‖H
where we have used Lemma 26.1.5, Leibniz’ formula, Cauchy-Schwarz’ inequality
and the estimate in Prop. 19.0.2. Here, ǫ1 is dependent on the value of the
coefficients corresponding to Lλ in a nbhd of Σx and ǫ1 → 0 as δ → 0. Further, ǫ1
is dependent on the mollifier, but it is not dependent on the support of u.
An argument similar to the constant coefficient case, gives for | α |≤ l and kr
> n/2 + l,
sup
K
| Dαf ∗′′ ϕδ(y) |≤ C(α, δ) exp(−κ | λ |
b) ‖ f ‖H
and still, the constant C, is dependent on the mollifier and on the compact set K,
but not on f or λ.
Remark (1): The right hand side in (39) can be used as a definition of a norm.
We prefer in this case to work with the Hilbert space H0,−NK , K a compact set in
Ω and we let | f |r,N= (‖ f ‖H0,−N
K
+ ‖ P rf ‖H0,−N
K
). Let H0,−NK (P
r) denote the
Hilbert space of elements in D(P r), r ≥ 0, such that | · |r,N<∞. The argument
above applied to the spaces H0,−NK (P
r) gives, for U−N as in section 3.2
(43) sup
K
| Dαf ∗′′ U−N (y) |≤ C | f |r,N≤ C
′
δ exp(−κ | λ |
b)⊗ δx′′ | f |0,N
The constant in the last expression, is dependent on the choice of mollifier. Note
that in section 3.1, we proved that ‖ · ‖
Hs,−N
′
K
(L)
is norm equivalent to ‖ · ‖Hps,−NK
and we can show that this implies ‖ · ‖
Hs,−N
′
K
(AL)
is norm equivalent to
‖ · ‖Hs,−N
K
(AP )
, so the inequalities we can prove for AP also holds for AL, after
adjusting the order of the Sobolev space in the ”bad” variable. Since according to
section 3.2, the iteration of the operator is done to satisfy a condition on the
”good” variable, we prefer to work with realizations of the operator P .
For f ∈ H and for the resolution corresponding to a realization of the operator L,
we can write E(λ)f = f1 + f2 + . . ., for λ 6= −∞. For the spectral family
corresponding to the iterated operator, Er(λ) and r odd, we have Er(λ
r) = E(λ).
Through (43) and the partial norm equivalence proved in section 3.1,
‖ f ‖
H0,−N
′
K (L
r)
≤ C | f |r,N , we know that
sup
K
| DαE(λ)f |≤ C(K,α, δ) exp(−κ | λ |b)⊗ δx′′ ‖ f ‖H
for f ∈ H .
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The spectral kernel. Assuming the operator ALr , U0,−N-partially formally
self-adjoint, we can construct the spectral kernel, in the Hilbert space H0,−NK .
(Since we also assume that the operator Lr(y,Dy) =∑t
j=1 Pj,(r)(y,Dy′)Qj,(r)(Dy′′), is formally self-adjoint in L
2, this means a
requirement that the operators Pj,(r)(y,Dy′) commute with the weight operators).
The first estimate in (43), gives a bound for the ”resolution ”, EN on H
0,−N
K ,
(44) sup
F4
| DαEN (λ)g |≤ C | g |0,N
Define T
(α)
λ,N (x)g = D
αEN (λ)g(x), as in [16] (the derivatives are here taken in
distribution sense). Schwartz kernel theorem (and for T
(α)
λ,N (x) interpreted as an
evaluation functional, Riesz’s representation theorem), gives existence of a
f
(α)
λ (x, ·) ∈ H
0,−N
K , such that T
(α)
λ,N (x)g = (g, f
(α)
λ (x, ·))0,−N , for x ∈ K and
g ∈ H0,−NK . We then have an implicitly defined spectral function in L
2(Rν),
eλ(x, y) = fλ ∗′′y U−N (x, y), on a compact set. Note that eλ does not necessarily
have compact support. The situation outside the compact set is dealt with in the
end of this section. On the other hand, if eλ is the spectral function constructed
on a compact set in L2, our spectral kernel is given by
f
(α)
λ (x, y) = (1−∆y′′)
N/2e
(α)
λ (x, y).
For the domain of definition to Tλ,N , we note that the kernel in H
0,−N
K , is defined
as
fλ(x, ·) =
{
fLλ x ∈ K
fMλ x /∈ K
where fLλ , f
M
λ , are the kernels corresponding to the operators L and M
respectively. Further, in the case where x ∈ K, we have
fλ(x, y) =
{
fLλ (x, y) y ∈ K
fMλ (x, y) y /∈ K
If in the scalar product (f, g)0,−N , the weight is brought to one side, which would
give an equivalent definition of the space H0,−N , that is for g ∈ L2K ,
(g, f)∗0,−N = (g, (1−∆y′′)
−Nf)0,0 = (g, f)0,−N , then Tλ,N can be defined on L
2
K .
For an element g ∈ L2(Rν), we have that g = g1 + g2, with g1 ∈ L2K . So
(g, fλ(x, ·))
∗
0,−N/2 = (g1, f
L
λ (x, ·))
∗
0,−N/2 + (g2, f
M
λ (x, ·))
∗
0,−N/2
and we see that Tλ,N is defined on L
2(Rν).
Now define a mapping from D into D′ with kernel e
(α)
λ (x, y) ∈ D
′(Rν ×Rν),
T
(α)
λ (x)f = D
αE(λ)f(x) . For the partial regularity, we note that for any test
function ϕ, if ψ = (1−∆y′′)−Nϕ, then using (38), we get
sup
K
| DαEλ ∗
′′ ψf |≤ CN,α ‖ ϕ ‖L1‖ f ‖H
the constant may depend on λ1, λ2, but it is not dependent on the choice of ϕ. For
the partially regularized resolution, we have the following exponential estimate,
(45) | T
(α)
λ (x)f |≤ C(x, α, δ) exp(−κ | λ |
b)⊗ δx′′ ‖ f ‖H
for x in Rν , for f ∈ H and λ negative. The constant is again dependent on the
way we mollify. Further ‖ e
(α)
λ (x, ·) ‖≤ C(x, α, δ) exp(−κ | λ |
b)⊗ δx′′ , for x in Rν .
Just as in connection with the representation (41), we note that the estimate
52 T. DAHN LUND UNIVERSITY
implies ‖ e
(α)
λ (x
′, ϕδ, y
′, ψδ) ‖≤ C(x, α, δ) exp(−κ | λ |b)Cϕ⊗ψ . The estimate (44)
still holds for the weighted spectral function e
(α)
λ (x, ·).
In the estimate following (45) above, if x˜ a point sufficiently close to x, we must
have ϕ(x˜′′) arbitrarily close to ϕ(x˜′′), which means, for λ sufficiently large, that
{e
(α)
λ (·, ϕδ(·), y
′, ψδ(y
′′))} is equicontinuous in x, for every α, ϕ,ψ and y. This
holds for every x ∈ Rν and through a sequence yn → y, implies continuity in
(x, y) for the family of functions.
Remark (2): According to Proposition 19.0.1 .2 and (33), we have that
g
(α′,β′)
λ (x, y) = O(1) exp(−κ | λ |
b)⊗ (1 + q)δx′′ +O((R
#
λ )
(α′,β′)(x, y))
Had we in (41) instead used a finite development of gλ such that, say deg q = k,
then for appropriate test functions, we would get the same estimates
B′λ(x, y) = O(1) exp(−κ | λ |
b)⊗ δx′′ . Since gλ(x, y′, ·) ∈ D′
F
(Rm), we can let k go
to infinity, which would allow an infinite development of gλ and we would still get
the same estimate in (45), however we will not develop this approach any further.
Also
(46) | Dβ
′
y e
(α′)
λ (x
′, y′) |≤ Cβ′ exp(−κ | λ |
b) ‖ e
(α′)
λ (x
′, ·) ‖′=
= O(1) exp(−κ1 | λ |
b)
on compact sets in Rn and for x′ in Rn. This is interpreted as regularity in Rn,
that is in the "good" variable. The notation ‖ · ‖′, indicates that the norm is
taken over Rn.
Outside K (⊂ Ω), the operator is M(D′) (we can assume M(ξ′) > 1 for all ξ′).
The spectral kernel then becomes, fλ(x, y) = f˜λ(x− y), where
f˜λ(z) = kλ(z
′)⊗ δ0(z
′′) and
kλ(z
′) = (2π)−n
∫
M(ξ′)<λ
eiz
′·ξ′dξ′
and we know kλ ∈ C∞(Rn ×Rn). The following theorem and the preceding
argument is close to [17] Theorem 1.
Theorem 26.1.1. Assuming the operator partially formally self adjoint, we can
for every real λ, implicitly define an element eλ(x, ·) ∈ H, which mollified with
test functions with support sufficiently close to the origin, is in C∞( Rν ×Rν).
Further e
(α,0)
λ (x, ·) (distribution sense derivatives) is in H, for all α,x ∈ R
ν and
E(λ)u(x) =
∫
eλ(x, y)u(y)dy for u ∈ H and x ∈ R
ν
For appropriate test functions, we have the estimates
Dβy e
(α,0)
λ (x, y) = O(1) exp(−κ | λ |
b)⊗ δx′′ , uniformly on compact sets in Rn ×Rn
and ‖ e
(α,0)
λ (x
′, ϕδ, ·, ψδ(·)) ‖= O(1) exp(−κ | λ |b), uniformly on compact sets in
Rν , as λ→ −∞, for x in Rν .
Note that the theorem implies the representation:
E(λ)v(x) =
∫
fλ ∗
′′
y U−N (x, y)v(y)dy for v ∈ L
2, x ∈ Rν
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Asymptotic behavior of the spectral kernel. In this section we study the
regularizations e˜λ(x, y) = eλ ∗′′x ϕ ∗
′′
y ψ(x, y), where ϕ, ψ are appropriate test
functions, of the spectral kernel corresponding to the partially formally
hypoelliptic operator with variable coefficients L, first with the assumption that
L ≥ I. The corresponding integral operator is denoted E˜λ. We first note some
immediate results (derived from [1]):
For an interval ∆ in R and f ∈ L2(Rν), we have
var∆δ
αβ e˜λ(x, y) ≤
[
var∆δ
ααe˜λ(x, x)var∆δ
ββ e˜λ(y, y)
]1/2
Here var∆ denotes the variation over the interval ∆ and δ
αβ derivation in x and y.
Further var∆δ
αe˜λ(f, y) ≤| E˜∆f | var∆δ
ααe˜λ(y, y)
1/2 for f ∈ L2(Rν).
For test functions ψ = ϕ, we have δααe˜λ(x, x) ≥ 0 and it is a non-decreasing
function of λ. The function δαβ e˜λ(x, y) is locally of bounded variation as a
function of λ, for (x, y) ∈ Rν ×Rν
For a realization of the operator, that is a self-adjoint spectral operator AL, we
have that the resolvent operator G(λ) = (AL − λI)−1 is a bounded spectral
operator on L2(Rν) and
G(λ) =
∫ ∞
1
dEµ
µ− λ
λ < 1
G˜(λ) corresponding to the regularized spectral kernel, can also be represented as
an integral operator with kernel G˜λ(x, y)
G˜(λ)f(x) =
∫
G˜λ(x, y)f(y)dy =
∫ ∫
(µ− λ)−1de˜µ(x, y)f(y)dy
where according to Stieltjes formula, E˜µf(x) =
∫
e˜µ(x, y)f(y)dy and f ∈ L2(Rν)
Assuming we can prove an a priori estimate
sup
x,y∈K
| e˜
(α,β)
λ (x, y) |≤ CK,α,β(1 + λ)
c λ ≥ 1
then with condition the constant c is < 1, we have that G˜λ(x, y) is continuous on
Rν ×Rν .
Proof of the estimate: Assume with notation as in section 26.1, that ϕ ∈ H(0, λ).
According to the inequality (39) in that section, we have for kr > n/2 +m
(| β |≤ m)
(47) sup
y∈K
| Dβy ϕ˜(x, y) |≤ CK,β(‖ P
rϕ ‖H + ‖ ϕ ‖H) x ∈ R
ν
The inequality for a λ-approximative eigenvector to P r and 0, where r is assumed
odd, gives
‖ P rϕ ‖H≤ λ ‖ ϕ ‖H
Using the relation E(λ) = Er(λ
r) and (47), we get for the resolution
corresponding to the non-iterated operator,
sup
y∈K
| Dβy ϕ˜(x, y) |≤ CK,β(1 + λ
1/r) ‖ ϕ ‖H≤ C
′
K,β(1 + λ)
1/r ‖ ϕ ‖H x ∈ R
ν
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Finally, again using chapter 26.1
sup
x,y∈K
| Dαx E˜(λ)D
β
y ϕ˜ |≤ CK,α,β(1 + λ)
1/r ‖ ϕ ‖H
and by choosing ϕ˜ as the regularized spectral function e˜λ(x, y), knowing that this
function is in L2, the estimate follows.
Estimate for the Green kernel. Using partial integration, we can write for
| α′ + β′ |≤M , for all α′′, β′′ and for f, g ∈ C∞0
(48) (G˜
(α,β)
λ f, g) =
∫ ∞
1
(µ− λ)−1d(E˜(α,β)µ f, g) λ < 1
For the Green kernel corresponding to the operator with constant coefficients
P x(Dy′′)− λ
(49) G˜
(α,α)
x,λ (x, x) =
∫ ∞
1
(µ− λ)−1de˜(α,α)x,µ (x, x) =
[
(iD)α
′′
ϕ
][
(iD)α
′′
ψ
] ∫ ξ′2α′dξ′
ReP x(ξ′)− λ
where the integral is finite, for all α′′ and s > n+ 2 | α′ | and where we have used
that ex,λ must be a tensor product with δx′′ .
A modification of Nilssons’s article (cf.[18]), gives that we can use an estimate of
the regularized fundamental solution g˜λ, to produce an estimate of the difference
between the resolvent operators corresponding to the operator ReP x − λ and the
variable coefficients operator respectively, in terms of the first operator. More
precisely
(50) G˜
(α,α)
x,λ (x, x) − G˜
(α,α)
λ (x, x) = O(1) | λ |
−c G˜
(α,α)
x,λ (x, x) λ→ −∞
The left side in (50) can be written
∫∞
1
(t− λ)−1dσ(t), where
σ(t) = e˜
(α,α)
x,t (x, x)− e˜
(α,α)
t (x, x), which is a monotone non-decreasing function of t.
Estimate for the spectral kernel. Tauberian theory applied to σ(µ), leads to
an estimate of the regularized spectral function corresponding to the partially
formally hypoelliptic operator, in terms of the regularized spectral function
corresponding to the operator ReP x − λ. Note that
e˜
(α,α)
x,λ (x, x) =
[
(iD)α
′′
ϕ
][
(iD)α
′′
ψ
] ∫
RePx(ξ′)<λ
ξ′
2α′
dξ′
where λ ∈ R. Assuming ψ = ϕ, we can prove (cf.[18]),
Lemma 26.1. There is a complex constant C, a rational number a and an integer
t, 0 ≤ t ≤ n− 1, such that
e˜
(α,α)
x,λ (x, x) = C(1 + o(1))λ
a(logλ)t λ→∞
Further e˜
(α,α)
x,λ (x, x) is infinitely differentiable for large λ and
de˜
(α,α)
x,λ (x, x)
dλ
= o(1)λa−1(logλ)t
as λ→∞
Lemma 26.2. For a positive constant c as in (50), we have
sup
λ≤µ≤λ+λ/(clogλ)
∫ µ
λ
dσ(w) = o(1)λa(logλ)r−1
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Proof: (cf.[26]) Immediately from Lemma 26.1
d
dt
e˜
(α,α)
x,t (x, x) = o(1)t
a−1(log t)r t→∞
The properties of σ(t) imply
∫ µ
t
de˜
(α,α)
t (x, x) ≥ 0. If t ≤ µ ≤ t+ t/c log t, we get∫ µ
t dσ(t) ≤
∫ µ
t de˜
(α,α)
x,t (x, x) ≤ C
∫ µ
t t
a−1(log t)rdt ≤ C′(t/ log t)ta−1(log t)r =
C′ta(log t)r−1
Immediately from (49), (50) and Lemma 26.1, we get∫ ∞
1
dσ(µ)
µ+ λ
= O(1) | λ |−c λa−1(logλ)r λ→∞
That is if we use the Stieltjes transform, we see that∫ ∞
1
de˜
(α,α)
x,µ (x, x)
µ+ λ
= L(L(
d
dµ
e˜(α,α)x,µ (x,x)))
and a well known result in Abelian theory of the Laplace transform, gives that
limµ→∞L(
d
dµ e˜
(α,α)
x,µ ) ≤ limµ→∞(
d
dµ e˜
(α,α)
x,µ ) and the result follows since µ ≤ λ. This
means that the conditions in Ganelius Tauberian theorem (cf.[5]) are satisfied for
the operator L ≥ I. However this restriction can be discarded if we study instead
the operator ArL + kI, for k, r sufficiently large, both numbers are assumed ≥ 0, r
is an even integer and k is real, since this translation does not effect the
asymptotic behavior. For details we refer to [17].
Theorem 26.3. For every multi-index α and every x ∈W , W a compact set
where the operator Lλ is assumed partially formally hypoelliptic, we have
e˜
(α,α)
λ (x, x) = (1 + o(1)(logλ)
−1)e˜
(α,α)
x,λ (x, x) λ→∞
[27]
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