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Heatmap Regression via Randomized Rounding
Baosheng Yu, Member, IEEE , and Dacheng Tao, Fellow, IEEE
Abstract—Heatmap regression has become the mainstream methodology for deep learning-based semantic landmark localization,
including in facial landmark localization and human pose estimation. Though heatmap regression is robust to large variations in pose,
illumination, and occlusion in unconstrained settings, it usually suffers from a sub-pixel localization problem. Specifically, considering that
the activation point indices in heatmaps are always integers, quantization error thus appears when using heatmaps as the representation
of numerical coordinates. Previous methods to overcome the sub-pixel localization problem usually rely on high-resolution heatmaps. As
a result, there is always a trade-off between achieving localization accuracy and computational cost, where the computational complexity
of heatmap regression depends on the heatmap resolution in a quadratic manner. In this paper, we formally analyze the quantization
error of vanilla heatmap regression and propose a simple yet effective quantization system to address the sub-pixel localization problem.
The proposed quantization system induced by the randomized rounding operation 1) encodes the fractional part of numerical coordinates
into the ground truth heatmap using a probabilistic approach during training; and 2) decodes the predicted numerical coordinates from
a set of activation points during testing. We prove that the proposed quantization system for heatmap regression is unbiased and
lossless. Experimental results on four popular facial landmark localization datasets (WFLW, 300W, COFW, and AFLW) demonstrate the
effectiveness of the proposed method for efficient and accurate semantic landmark localization. Code is available at http://github.com/
baoshengyu/H3R.
Index Terms—Semantic landmark localization, heatmap regression, quantization error, randomized rounding.
F
1 INTRODUCTION
S EMANTIC landmarks are sets of points or pixels in im-ages containing rich semantic information. They reflect
the intrinsic structure or shape of objects such as human
faces [1], [2], hands [3], [4], bodies [5], [6], and household
objects [7]. Semantic landmark localization is fundamental
in computer and robot vision [8], [9], [7], [10]. For exam-
ple, semantic landmark localization can be used to register
correspondences between spatial positions and semantics
(semantic alignment), which is extremely useful in many
visual recognition tasks such as face recognition [8], [11] and
person re-identification [12], [13]. Therefore, robust and effi-
cient semantic landmark localization is extremely important
in applications requiring the accurate positions of semantic
landmarks including robotic grasping [7], [10] and a variety
of facial analysis applications such as face makeup [14], [15],
animation [16], [17], and reenactment [18], [9].
Coordinate regression and heatmap regression are two
widely-used methods for deep learning-based semantic
landmark localization [1], [19]. Rather than directly regress-
ing the numerical coordinate with a fully-connected layer,
heatmap-based methods aim to predict the heatmap in
which the maximum activation point corresponds to the
semantic landmark in the input image. Due to the effective
spatial generalization of heatmap representations, heatmap
regression is robust to large variations in pose, illumination,
and occlusion in unconstrained settings [19], [20]. Heatmap
regression has performed particularly well in a variety of
semantic landmark localization tasks including facial land-
mark detection [2], [21] and human pose estimation [6],
[22]. Despite this promise, using heatmap representation for
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semantic landmark localization has an inherent drawback,
namely that the indices of the activation points in heatmaps
are always integers. Vanilla heatmap-based methods there-
fore fail to predict the numerical coordinates with sub-pixel
precision. Sub-pixel localization is nevertheless important
in many real-world scenarios, with the fractional part of
numerical coordinates originating from: 1) the input image
being captured either by a low-resolution camera and/or
at a relatively large distance; and 2) the heatmap is usually
at a much lower resolution than the input image due to
the downsampling stride of convolutional neural networks.
As a result, low-resolution heatmaps significantly degrade
heatmap regression performance. Considering that the com-
putational cost of deep neural networks usually depends
quadratically on the resolution of the input image or the
feature map, there is a trade-off between the localization
accuracy and the computational cost for heatmap regres-
sion [6], [23], [24], [25], [26].
In vanilla heatmap regression, 1) during training, the
ground truth numerical coordinates are first quantized to
generate the ground truth heatmap; and 2) during testing,
the predicted numerical coordinates can be decoded from
the maximum activation point in the predicted heatmap.
However, typical integer quantization operations used in
vanilla heatmap regression such as floor, round, and ceil
discard the fractional part of the ground truth numerical
coordinates, making it difficult to reconstruct the fractional
part even from the optimal predicted heatmap. This error
induced by the transformation from the numerical coordi-
nates to the heatmap is known as the quantization error.
To address the problem of quantization error in heatmap
regression, here we introduce a new quantization system to
form a lossless transformation between the numerical coor-
dinates and the heatmap. In our approach, during training,
the proposed quantization system uses a set of activation
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points, and the fractional part of a numerical coordinate is
encoded as the activation probability of a different activa-
tion point. During testing, the fractional part can then be
reconstructed according to the activation probabilities of the
top k maximum activation points in the predicted heatmap.
To achieve this, we introduce a new quantization operation
called randomized rounding, or random-round, which has
been widely used in combinatorial optimization to convert
fractional solutions into integer solutions with provable
approximation guarantees [27], [28]. Furthermore, the pro-
posed quantization system can easily be implemented using
a few lines of source code in most deep learning packages,
making it a plug-and-play replacement for the quantization
system used in heatmap-based semantic landmark localiza-
tion applications.
In this paper, we address the problem of quantization
error in heatmap regression with a new quantization sys-
tem. The remainder of the paper is structured as follows.
In the preliminaries, we briefly review two typical semantic
landmark localization methods, coordinate regression and
heatmap regression. In the methods, we first describe sub-
pixel localization and formally introduce the problem of
quantization error by decomposing the prediction error
into the heatmap error and the quantization error. We then
discuss quantization bias in vanilla heatmap regression and
prove a tight upper bound on the quantization error in
vanilla heatmap regression. To address quantization error,
we devise a new quantization system and theoretically
prove that the proposed quantization system is unbiased
and lossless. We also discuss uncertainty in heatmap pre-
diction as well as the influence of unbiased human annota-
tion when forming a robust semantic landmark localization
system. In the experimental section, we demonstrate state-
of-the-art performance of our proposed method on four
popular facial landmark detection datasets, WFLW, 300W,
COFW, and AFLW, based on a simple yet effective baseline
model.
2 RELATED WORK
Semantic landmark localization, which aims to predict the
numerical coordinates for a set of pre-defined semantic
landmarks in a given image or video, has a variety of appli-
cations in computer and robot vision including facial land-
mark detection [1], [29], [2], hand landmark detection [3],
[4], human pose estimation [5], [6], [22], and household
object pose estimation [7], [10]. In this section, we briefly
review recent works on coordinate regression and heatmap
regression for semantic landmark localization, especially in
facial landmark localization applications.
2.1 Coordinate Regression
Coordinate regression has been widely and successfully
used in facial landmark localization under constrained set-
tings, where it usually relies on simple yet effective fea-
tures [30], [31], [32], [33]. To improve the performance of
coordinate regression for facial landmark localization in the
wild, several methods have been proposed by using cascade
refinement [1], [34], [35], [36], parametric/non-parametric
shape models [37], [29], [36], [38], multi-task learning [39],
[40], [41], and novel loss functions [42], [43].
2.2 Heatmap Regression
The success of deep learning has prompted the use of
heatmap regression for semantic landmark localization, es-
pecially for robust and accurate facial landmark localiza-
tion [2], [44], [45], [23] and human pose estimation [19],
[46], [6]. Existing heatmap regression methods either rely on
large input images or empirical compensations during infer-
ence to mitigate the problem of quantization error [6], [47],
[48], [22]. For example, a simple yet effective compensation
method known as “shift a quarter to the second maximum
activation point” has been widely used in many state-of-the-
art heatmap regression methods [6], [49], [22].
Several methods have been developed to address the
problem of quantization error, which can be divided into
three main categories: 1) jointly predicting the heatmap and
the offset in a multi-task manner [50]; 2) encoding and
decoding the fractional part of numerical coordinates via
a modulated 2D Gaussian distribution [24], [26]; and 3) ex-
ploring differentiable transformations between the heatmap
and the numerical coordinates [51], [20], [52], [53]. Specif-
ically, [24] generates the fractional part sensitive ground
truth heatmap for video-based face alignment, which is
known as fractional heatmap regression. Under the assump-
tion that the predicted heatmap follows a 2D Gaussian
distribution, [26] decodes the fractional part of numerical
coordinates from the modulated predicted heatmap. The
soft-argmax operation is differentiable [54], [55], [56], [53],
and has been intensively explored in human pose estima-
tion [51], [20].
3 PRELIMINARIES
In this section, we introduce two widely-used semantic
landmark localization methods, coordinate regression and
heatmap regression. For simplicity, we use facial landmark
detection as an intuitive example to illustrate semantic land-
mark localization.
Coordinate Regression. Given a face image, semantic
landmark detection aims to find the numerical coordinates
of a set of pre-defined facial landmarks xi “ pxi, yiq, where
i “ 1, 2, . . . ,K , indicate the indices of different facial land-
marks (e.g., a set of five pre-defined facial landmarks can be
left eye, right eye, nose, left mouth corner, and right mouth
corner). It is natural to train a model (e.g., deep neural
networks) to directly regress the numerical coordinates of
all facial landmarks. The coordinate regression model then
can be optimized via a typical regression criterion such as
mean squared error (MSE) and mean absolute error (MAE).
For the MSE criterion (also the L2 loss), we have
Lpxpi ,xgi q “ }xpi ´ xgi }22, (1)
where xpi and x
g
i indicate the predicted and the ground
truth numerical coordinates, respectively. When using the
MAE criterion (also the L1 loss), the loss function L can be
defined in a similar way to (1).
Heatmap Regression. Heatmaps (also known as confi-
dence maps) are simple yet effective representations of se-
mantic landmark locations. Given the numerical coordinate
xi for the i-th semantic landmark, it then corresponds to
a specific heatmap hi as shown in Fig. 1. For simplicity,
we assume hi is the same size as the input image in this
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Fig. 1. An intuitive example of the heatmap representation for the numer-
ical coordinate. Given the numerical coordinate xi “ pxi, yiq, we then
have the corresponding heatmap hi with the maximum activation point
located at the position pxi, yiq. Above two representations are equivalent
under the condition that pxi, yiq P N2.
section and leave the problem of quantization error to the
next section. With the heatmap representation, the problem
of semantic landmark localization can be translated into
heatmap regression via two heatmap subroutines: 1) en-
code (from the ground truth numerical coordinate xgi to
the ground-truth heatmap hgi ); and 2) decode (from the
predicted heatmap hpi to the predicted numerical coordi-
nate xpi ). The main deep learning-based heatmap regression
for semantic landmark localization framework is shown
in Fig. 2. Specifically, during the inference stage, given a
predicted heatmap hpi , the value h
p
i pxq P r0, 1s indicates
the confidence score that the i-th landmark is located at
coordinate x P N2. Then, we can decode the predicted
numerical coordinate xpi from the predicted heatmap h
p
i
using the argmax operation, i.e.,
xpi “ pxpi , ypi q P arg max
x
thpi pxqu . (2)
Therefore, with the decode operation in (2), the problem of
semantic landmark localization can be solved by training a
deep model to predict heatmap hpi .
To train a heatmap regression model, the ground truth
heatmap hgi is indispensable, i.e., we need to encode the
ground truth coordinate xgi into the ground truth heatmap
hgi . We introduce two widely-used methods to generate
the ground truth heatmap, Gaussian heatmap and binary
heatmap, as follows. Given the ground truth coordinate xgi ,
the ground truth Gaussian heatmap can be generated by
sampling and normalizing from a bivariate normal distribu-
tion N pxgi ,Σq, i.e., the ground truth heatmap hgi at location
x P N2 can be evaluated as
hgi pxq “ exp
ˆ
´1
2
px´ xgi qJΣ´1px´ xgi q
˙
, (3)
where Σ is the covariance matrix (a positive semi-definite
matrix) and σ ą 0 is the standard deviation in both direc-
tions, i.e.,
Σ “
„
σ2 0
0 σ2

. (4)
When σ Ñ 0, the ground truth heatmap can be generated
by assigning a positive value at the ground truth numerical
coordinate xgi , i.e.,
hgi pxq “
#
1 if x “ xgi ,
0 otherwise.
(5)
Specifically, when σ Ñ 0, the ground truth heatmap defined
in (5) is also known as the binary heatmap. We demonstrate
the ground truth heatmap generated by different σ in Fig 3.
Given the ground truth heatmap, the heatmap regres-
sion model then can be optimized using typical pixel-wise
regression criteria such as MSE, MAE, or Smooth-L1 [42].
Specifically, for Gaussian heatmaps, the heatmap regression
model is usually optimized with the pixel-wise MSE crite-
rion, i.e.,
Lphpi ,hgi q “ E}hpi pxq ´ hgi pxq}22. (6)
When using the MAE/Smooth-L1 criteria, the loss function
can be defined in a similar way to (6). For binary heatmap,
the heatmap regression model can also be optimized with
the pixel-wise cross-entropy criterion, i.e.,
Lphpi ,hgi q “ E pLCE phpi pxq,hgi pxqqq , (7)
where LCE indicates the cross-entropy criterion with a soft-
max function as the activation/normalization function. A
comprehensive review of different loss functions for se-
mantic landmark localization is beyond the scope of this
paper, but we refer interested readers to [43] for descriptions
of coordinate regression and [21] for heatmap regression.
Unless otherwise mentioned, we use the MSE criterion for
Gaussian heatmap and the cross-entropy criterion for binary
heatmap in this paper.
4 METHOD
In this section, we first introduce sub-pixel localization.
We then formulate the quantization error in a unified way
by correcting quantization bias in a vanilla quantization
system. We then devise a new quantization system via ran-
domized rounding to address the problem of quantization
error in heatmap regression.
4.1 Sub-pixel Localization
Heatmaps are an effective representation of integer coordi-
nates, but sub-pixel localization is common in real-world
applications. Apart from occurring in images captured by
low-resolution camera sensors, the problem of sub-pixel nu-
merical coordinates usually applies when 1) the original im-
age is resized during training and/or testing, i.e., the input
image usually needs to be cropped from the original image
and then resized according to the input size of the heatmap
regression model; and 2) the feature maps of CNNs are usu-
ally downsampled to reduce the computational complexity.
Specifically, the computational cost of CNNs depends on
the resolution of the input image and the feature maps in a
quadratic manner. As a result, there is always a trade-off
between the localization accuracy and the computational
cost in different applications. For example, with an input
resolution of 128ˆ128 pixels and a downsampling stride of
the feature map s “ 4, the size of feature map will be 32ˆ32
pixels, which achieves a practically useful trade-off between
the localization accuracy and the computational cost in real-
world facial landmark detection applications.
Given the original input images of different resolutions,
the downsampling stride of the heatmap is not always
equal to the downsampling stride of the feature map. For
example, given an original image of 512 ˆ 512 pixels, the
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Fig. 2. The main deep learning-based heatmap regression for semantic landmark localization framework. Specifically, during the inference stage,
we decode the predicted heatmaps hp “ `hp1, . . . ,hpK˘ to obtain the predicted numerical coordinates xp “ `xp1, . . . ,xpK˘; During the training
stage, we encode the ground truth numerical coordinates xg “ `xg1, . . . ,xgK˘ to generate the ground truth heatmaps hg “ `hg1, . . . ,hgK˘ used as
the supervision for training the heatmap regression model.
𝜎 = 0 𝜎 = 1.0 𝜎 = 2.0 𝜎 = 3.0
Fig. 3. An intuitive example of the ground truth heatmap with different
σ. We plot all heatmaps hg1, . . . ,h
g
98 into a single figure for better
visualization.
input size of a heatmap regression model 128 ˆ 128 pixels,
and a downsampling stride of the feature map of 4 pix-
els, we then have a downsampling stride of the heatmap
s “ 512{p128{4q “ 16 pixels. For simplicity, we usually
do not distinguish between the above two sub-pixel lo-
calization settings to formulate the quantization error in a
unified manner. Unless otherwise mentioned, we refer to a
downsampling stride s ą 1 as the downsampling stride of
the heatmap.
4.2 Quantization System
Heatmap regression for semantic landmark localization usu-
ally contains two key components: 1) heatmap prediction;
and 2) transformation between the heatmap and the nu-
merical coordinates. The quantization system in heatmap
regression is a combination of the encode and decode oper-
ations. Though heatmap regression has been successful for
semantic landmark localization, it suffers from the inherent
drawback of not being able to encode the fractional part
of the numerical coordinates. Specifically, the numerical
coordinate corresponds to the indices of a pixel in the
heatmap, which are always integers. As a result, during
training, the ground truth numerical coordinates xgi will
be quantized into integers before generating the ground
truth heatmap. During the inference stage, the predicted
numerical coordinates xpi obtained by a decode operation in
(2) are also integers. That is, heatmap regression usually fails
to address the fractional part of the numerical coordinate
during both training and inference, resulting in localization
error.
To analyze the localization error caused by the quantiza-
tion system in heatmap regression, we formulate the local-
ization error as the sum of heatmap error and quantization
error as follows:
Eloc “ }xpi ´ xgi }2 “ }xpi ´ xopti ` xopti ´ xgi }2
ď }xpi ´ xopti }2loooooomoooooon
heatmap error
` }xopti ´ xgi }2loooooomoooooon
quantization error
, (8)
where xopti indicates the numerical coordinate decoded
from the optimal predicted heatmap. Generally, the heatmap
error corresponds to the error in heatmap prediction, i.e.,
}hpi ´ hgi }2, and the quantization error indicates the error
caused by both the encode and decode operations. If there
is no heatmap error, the localization error then all originates
from the error of the quantization system, i.e.,
Eloc “ }xpi ´ xgi }2 “ }xopti ´ xgi }2. (9)
The generalizability of deep neural networks for heatmap
prediction, i.e., the heatmap error, is beyond the scope of
this paper. We do not consider the heatmap error during the
analysis of quantization error in this paper.
To obtain integer coordinates for the generation of the
ground truth heatmap, typical integer quantization oper-
ations such as floor, round, and ceil have been widely
used in previous heatmap regression methods. To unify the
quantization error induced by different integer operations,
we first introduce a unified integer quantization operation
as follows. Given a downsampling stride s ą 1 and a
threshold t P r0, 1s, the coordinate x P N then can be
quantized according to its fractional part  “ x{s ´ tx{su,
i.e.,
qpx, s, tq “
#
tx{su if  ă t,
tx{su` 1 otherwise. (10)
That is, for integer quantization operations floor, round,
and ceil, we have t “ 1.0, t “ 0.5, and t “ 0, respectively.
Furthermore, when the downsampling stride s ą 1, the
decode operation in (2) then becomes
xpi P s ˚
ˆ
arg max
x
thpi pxqu
˙
. (11)
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A vanilla quantization system for heatmap regression can
then be formed by the encode operation in (10) and the
decode operation in (11). When applied to a vector or a
matrix, the integer quantization operation defined in (10)
is an element-wise operation.
4.3 Quantization Error
In this subsection, we first correct the bias in a vanilla quan-
tization system to form an unbiased vanilla quantization
system. With the unbiased quantization system, we then
provide a tight upper bound on the quantization error for
vanilla heatmap regression.
Let x denote the fractional part of x
g
i {s, and y denote
the fractional part of ygi {s. Given the downsampling stride
of the heatmap s ą 1, we then have
x “ xgi {s´ txgi {su,
y “ ygi {s´ tygi {su.
(12)
Given the assumption of a “perfect” heatmap prediction
model or no heatmap error, i.e., hpi pxq “ hgi pxq, we then
have the predicted numerical coordinates
xpi {s “
#
txgi {su if x ă t,
txgi {su` 1 otherwise,
ypi {s “
#
tygi {su if y ă t,
tygi {su` 1 otherwise.
If data samples satisfy the i.i.d. assumption and the frac-
tional parts x, y P Up0, 1q, the bias of xpi as an estimator of
xgi can then be evaluated as
E pxpi {s´ xgi {sq “ E p1tx ă tup´xq ` 1tx ě tup1´ xqq
“ 0.5´ t.
Considering that xgi , y
g
i are independent variables, we thus
have the quantization bias in the vanilla quantization sys-
tem as follows:
E pxpi {s´ xgi {sq “ pE pxpi {s´ xgi {sq , E pypi {s´ ygi {sqq
“ p0.5´ t, 0.5´ tq .
The quantization biases of the vanilla quantization sys-
tem with typical integer quantization operations floor,
round, and ceil are shown in Table 1. Specifically, when
t “ 0.5, the encode operation in (10), i.e., the round op-
eration, is unbiased. Furthermore, given @t P r0, 1s for
the encode operation in (10), we can correct the bias of the
encode operation with a shift on the decode operation, i.e.,
xpi P s ˚
ˆ
arg max
x
thpi pxqu ` t´ 0.5
˙
. (13)
TABLE 1
Quantization bias in a vanilla quantization system using typical integer
quantization operations, floor, round, or ceil.
Quantization System Quantization BiasEncode Operation Decode Operation
floor argmax in (11) ´s{2
round argmax in (11) 0
ceil argmax in (11) s{2
For simplicity, we always use the round operation, i.e.,
t “ 0.5, to form an unbiased quantization system as our
baseline method. Though the vanilla quantization system
defined by (10) and (13) is unbiased, it causes non-invertible
localization error. An intuitive explanation for this is that
the encode operation directly discards the fractional part of
the ground truth numerical coordinates, thus making it im-
possible for the decode operation to accurately reconstruct
the numerical coordinates.
Theorem 1. Given an unbiased quantization system defined by
the encode operation in (10) and the decode operation in (13), we
then have that the quantization error tightly upper bounded, i.e.,
}xpi ´ xgi }2 ď
?
2s{2,
where s ą 1 indicates the downsampling stride of the heatmap.
Proof. In Appendix.
From Theorem 1, we know that the vanilla quantization sys-
tem defined by (10) and (13) will cause non-invertible quan-
tization error and that the upper bound of the quantization
error linearly depends on the downsampling stride of the
heatmap. As a result, given the heatmap regression model, it
will cause extremely large localization error for large faces in
the original input image, making it a significant problem in
many recent face-related applications such as face makeup,
face swapping, and face reenactment.
4.4 Randomized Rounding
In vanilla heatmap regression, each numerical coordinate
corresponds to a single activation point in the heatmap,
while the indices of the activation point are all integers.
As a result, the fractional part of the numerical coordinate
is usually ignored during the encode process, making it
an inherent drawback of heatmap regression for sub-pixel
localization. To retain the fractional information when us-
ing heatmap representations, we utilize multiple activation
points around the ground truth activation point. Inspired
by the randomized rounding method [27], we address the
quantization error in vanilla heatmap regression by using a
probabilistic approach. Specifically, we encode the fractional
part of the numerical coordinate to different activation
points with different activation probabilities. An intuitive
example is shown in Fig. 4.
We describe the proposed quantization system as fol-
lows. Given the ground truth numerical coordinate xgi “pxgi , ygi q and a downsampling stride of the heatmap s ą
1, the ground truth activation point in the heatmap is
pxgi {s, ygi {sq, which are usually floating-point numbers,
and we are unable to find the corresponding pixel in
the heatmap. If we ignore the fractional part px, yq us-
ing a typical integer quantization operation, e.g., round,
the ground truth activation point will be approximated
by one of the activation points around the ground truth
activation point, i.e., ptxgi {su, tygi {suq, ptxgi {su` 1, tygi {suq,ptxgi {su, tygi {su` 1q, and ptxgi {su` 1, tygi {su` 1q. However,
the above process is not invertible. To address this, we
randomly assign the ground-truth activation point to one of
the alternative activation points around the ground truth
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Fig. 4. An intuitive example of the encode operation via randomized rounding. When the downsampling stride s ą 1, the ground truth activation
point pxgi {s, ygi {sq usually does not correspond to a single pixel in the heatmap. Therefore, we introduce the randomized rounding operation to
assign the ground truth activation point to a set of alternative activation points and the activation probability depends on the fractional part of the
ground truth numerical coordinates.
activation point, and the activation probability is deter-
mined by the fractional part of the ground truth activation
point as follows:
P thgi ptxgi {su, tygi {suq “ 1u “ p1´ xqp1´ yq,
P thgi ptxgi {su` 1, tygi {suq “ 1u “ xp1´ yq,
P thgi ptxgi {su, tygi {su` 1q “ 1u “ p1´ xqy,
P thgi ptxgi {su` 1, tygi {su` 1q “ 1u “ xy.
(14)
To achieve the encode scheme in (14) in conjunction with
current minibatch stochastic gradient descent training al-
gorithms for deep learning models, we introduce a new
integer quantization operation via randomized rounding,
i.e., random-round:
qpx, sq “
#
tx{su if  ă t, t „ Up0, 1q,
tx{su` 1 otherwise. (15)
Given the encode operation in (15), if we do not consider
the heatmap error, we then have the activation probability
at x:
hpi pxq “ P thgi pxq “ 1u . (16)
As a result, the fractional part of the ground truth numerical
coordinate px, yq can be reconstructed from the predicted
heatmap via the activation probabilities of all activation
points, i.e.,
xpi “ s ˚
¨˝ ÿ
xPXgi
hpi pxq ˚ x‚˛, (17)
where X gi indicates the set of activation points around the
ground truth activation point, i.e.,
X gi “ t ptxgi {su, tygi {suq , ptxgi {su` 1, tygi {suq ,
ptxgi {su, tygi {su` 1q , ptxgi {su` 1, tygi {su` 1qu.
(18)
Theorem 2. Given the encode operation in (15) and the decode
operation in (17), we then have that the 1) encode operation is
unbiased; and 2) quantization system is lossless, i.e., there is no
quantization error.
Proof. In Appendix.
From Theorem 2, we know that the quantization system
defined by the encode operation in (15) and the decode
operation in (17) is unbiased and lossless.
4.5 Alternative Activation Points
The fractional information of the numerical coordinate
px, yq is well-captured by the randomized rounding oper-
ation, allowing us to reconstruct the ground truth numerical
coordinate xgi without the quantization error. However,
during the inference phase, the ground truth numerical
coordinate xgi is unavailable and heatmap error always
exists in practice, making it difficult to identify the proper
set of ground truth activation points X gi . In this section, we
describe a way to form a set of alternative activation points
in practice.
We introduce two activation point selection methods
as follows. The first solution is to estimate all activation
points via the points around the maximum activation point.
As shown in Fig. 5, given the maximum activation point,
we then have four different sets of alternative activation
points, X g1i ,X g2i ,X g3i , and X g4i . Therefore, given the pre-
dicted heatmap in practice, we then take a risk of choosing
an incorrect set of alternative activation points. To find
a robust set of alternative activation points, we may use
all nine activation points around the maximum activation
point, i.e.,
X gi “ X g1i Y X g2i Y X g3i Y X g4i . (19)
Another solution of alternative activation points X gi is to
generalize the argmax operation with the argtopk operation,
i.e., we decode the predicted heatmap hpi to obtain the
numerical coordinate xpi according to the top k largest
activation points,
X gi “ arg topk
x
phpi pxqq. (20)
If there is no heatmap error, the two alternative activa-
tion points solutions presented above, i.e., the alternative
activation points in (18) and (19), are equal to each other
when using the decode operation in (17). Specifically, we
find that the activation points in (19) achieve comparable
performance to the activation points in (20) when k “ 9.
For simplicity, unless otherwise mentioned, we use the
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 7
𝒳𝒊𝒈𝟏 𝒳𝒊𝒈𝟐 𝒳𝒊𝒈𝟑 𝒳𝒊𝒈𝟒 𝒳𝒊𝒈
Fig. 5. An example of different possible sets of alternative activation points.
set of alternative activation points defined by (20) in this
paper. Furthermore, when we take the heatmap error into
consideration, the values of different k then forms a trade-
off on the selection of activation points, i.e., a larger k will be
robust to activation point selection whilst also increasing the
risk of noise from the heatmap error. See more discussion in
Section 4.6 and the experimental results in Section 5.5.
4.6 Discussion
In this subsection, we provide some insights into the pro-
posed quantization system with respect to: 1) the influence
of human annotators and its relationship to the proposed
quantization system; and 2) the underlying explanation
behind the widely used empirical compensation method
“shift a quarter to the second maximum activation point”.
Unbiased Annotation. The problem of sub-pixel local-
ization is introduced in Section 4.1, and we assume the
“ground truth numerical coordinates” are always accu-
rate. However, the ground truth numerical coordinates are
usually labelled by human annotators at the risk of the
annotation bias. Given an input image, the ground truth
numerical coordinates xgi can be obtained by clicking a
specific pixel in the image, which is a simple but effective
annotation pipeline provided by most image annotation
tools. For sub-pixel numerical coordinates, especially in low-
resolution input images, the annotators may click either one
of all possible pixels around the ground truth numerical
coordinates due to human visual uncertainty. As shown in
Fig. 6, clicking any one of the four possible pixels causes
annotation error, which corresponds to the fractional part of
the ground truth numerical coordinate p1x, 1yq,
p1x, 1yq “ pxgi ´ txgi u, ygi ´ tygi uq . (21)
Given enough data samples, if the annotators click the pixel
according to the following distribution, i.e.,
P tptxgi u, tygi uqu “ p1´ 1xqp1´ 1yq,
P tptxgi u` 1, tygi uqu “ 1xp1´ 1yq,
P tptxgi u, tygi u` 1qu “ p1´ 1xq1y,
P tptxgi u` 1, tygi u` 1qu “ 1x1y,
(22)
the fractional part then can be well captured by the heatmap
regression model and we refer to it as an unbiased annota-
tion. Intuitively, we find that an unbiased annotator works
in a similar way to the randomized rounding operation,
suggesting that we are able to reconstruct the fractional part
with the decode operation in (17).
Input Image 
𝑥"# + 1𝑥"#
𝜖'(
𝜖)(
(1 − 𝜖'( )(1 − 𝜖)( ) 𝜖'( (1 − 𝜖)( )
𝜖'( 𝜖)((1− 𝜖'( )𝜖)(
𝑦"#
𝑦"# + 1
Unbiased Annotation 
Fig. 6. An example of unbiased human annotation for semantic landmark
localization.
If we take the downsampling stride into consideration,
the fractional part px, yq is then a joint result of both the
downsampling of the heatmap and the annotation process,
i.e.,
px, yq 9
`
1x{s, 1y{s
˘` ps´ 1q. (23)
On the one hand, if the heatmap regression model uses
a low input resolution (or a large downsampling stride
s " 1), the fractional part px, yq then mainly comes from
the downsampling of the heatmap; on the other hand, if the
heatmap regression model uses a high input resolution, the
annotation process will also have a significant influence on
the heatmap regression in practice. When using a low input
resolution, the proposed randomized rounding operation
captures the fractional part px, yq appropriately, and the
annotation bias can be ignored; and when using a using a
high input resolution, the reconstruction of the fractional
part px, yq mainly relies on the unbiased annotation pro-
cess. We demonstrate the distribution of the size of input
images via the inter-ocular distance in Fig. 7 and the exper-
imental results in Section 5.5.
Empirical Compensation. “Shift a quarter to the second
maximum activation point” has become an effective and
widely used empirical compensation method for heatmap
regression [6], [49], [22], but it still lacks a proper expla-
nation. We therefore provide an intuitive explanation ac-
cording to the proposed quantization system. The proposed
quantization system encodes the ground truth numerical
coordinates into multiple activation points, and the acti-
vation probability of each activation point is decided by
the fractional part, i.e., the activation probability indicates
the distance between the activation point and the ground
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Fig. 7. The histogram of the inter-ocular distance on WFLW, 300W, COFW, and AFLW.
truth activation point. Therefore, the ground-truth activa-
tion point is closer to the i-th maximum activation point
than the pi ` 1q-th maximum activation point. We demon-
strate the averaged activation probabilities for the top k
activation points on the WFLW dataset in Table 2. We find
that the marginal improvement decreases as the number
of activation points increases, i.e., the second maximum
activation points provides the maximum improvement to
the reconstruction of the fractional part. This observation
partially explains the effectiveness of the compensation
method “shift a quarter to the second maximum activation
point”, which can be seen as a special case of the proposed
method (20) with k “ 2.
TABLE 2
An evaluation on WFLW to indicate the averaged activation probabilities
from the top k alternative activation points. To demonstrate the
effectiveness of different alternative activation points, here we use the
heatmap regression model with an input resolution of 64ˆ 64 pixels.
k=1 k=2 k=3 k=4
hpi pxq 0.44 0.26 0.17 0.13
NME(%) 6.45 5.07 4.71 4.68
5 EXPERIMENTS
In this section, we perform facial landmark detection exper-
iments using heatmap regression. We first introduce widely
used datasets for facial landmark detection. We then de-
scribe the implementation details of our proposed method.
Finally, we present our experimental results on different
datasets and perform comprehensive ablation studies on
one of the most challenging datasets.
5.1 Datasets
We perform semantic landmark localization via heatmap
regression on four widely-used facial landmark detection
datasets:
‚ WFLW [58]. WFLW contains 10, 000 face images, in-
cluding 7, 500 training images and 2, 500 testing im-
ages, with 98 manually annotated facial landmarks.
All face images are selected from the WIDER Face
dataset [67], which contains face images with large
variations in scale, expression, pose, and occlusion.
This is currently the most challenging dataset for
facial landmark detection.
‚ 300W [68]. 300W contains 3, 148 training images,
including 337 images from AFW [30], 2, 000 images
from the training set of HELEN [69], and 811 images
from the training set of LFPW [37]. For testing, there
are four different settings: 1) common: 554 images,
including 330 and 224 images from the testsets of
HELEN and LFPW, respectively; 2) challenge: 135
images from IBUG 1; 3) full: 689 images as a com-
bination of common and challenge; and 4) private:
600 images, including 300 indoor and 300 outdoor
images. All images are manually annotated with 68
facial landmarks.
‚ COFW [34]. COFW contains 1, 852 images, including
1, 345 images for training and 507 images for testing.
All images are manually annotated with 29 facial
landmarks.
‚ AFLW [70]. AFLW contains 24, 386 face images, in-
cluding 20000 images for training and 4, 836 images
for testing. For testing, there are two settings: 1)
full: all 4, 836 images for testing; and 2) front: 1, 314
frontal images selected from the full set. All images
are manually annotated with 21 facial landmarks.
For fair comparison, we use 19 facial landmarks, i.e.,
the landmarks on two ears are ignored.
5.2 Evaluation Metrics
We use the normalized mean error (NME) as the evaluation
metric in this paper, i.e.,
NME “ E
ˆ}xpi ´ xgi }2
d
˙
, (24)
where d indicates the normalization distance. For fair com-
parison, we report the performances on WFLW, 300W, and
COFW using two the normalization methods, inter-pupil
distance (the distance between the eye centers) and inter-
ocular distance (the distance between the outer eye corners).
We report the performance on AFLW using the size of the
face bounding box as the normalization distance, i.e., the
normalization distance can be evaluated by d “ ?w ˚ h,
where w and h indicate the width and height of the face
bounding box, respectively.
5.3 Implementation Details
We implement the proposed heatmap regression method for
facial landmark detection using PyTorch [71]. Following the
1. https://ibug.doc.ic.ac.uk/resources/300-W/
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TABLE 3
Comparison with State-of-the-Arts on WFLW dataset.
Method NME (%), Inter-oculartest pose expression illumination make-up occlusion blur
ESR [29] 11.13 25.88 11.47 10.49 11.05 13.75 12.20
SDM [31] 10.29 24.10 11.45 9.32 9.38 13.03 11.28
CFSS [36] 9.07 21.36 10.09 8.30 8.74 11.76 9.96
DVLN [57] 6.08 11.54 6.78 5.73 5.98 7.33 6.88
LAB [58] 5.27 10.24 5.51 5.23 5.15 6.79 6.32
Wing [43] 5.11 8.75 5.36 4.93 5.41 6.37 5.81
3DDE [59] 4.68 8.62 5.21 4.65 4.60 5.77 5.41
DeCaFA [60] 4.62 8.11 4.65 4.41 4.63 5.74 5.38
HRNet [23] 4.60 7.86 4.78 4.57 4.26 5.42 5.36
AVS [61] 4.39 8.42 4.68 4.24 4.37 5.60 4.86
AWing [21] 4.21 7.21 4.46 4.23 4.02 4.99 4.82
H3R (ours) 3.81 6.45 4.07 3.70 3.66 4.48 4.30
TABLE 4
Comparison with State-of-the-Arts on 300W dataset.
Method NME (%), Inter-ocular NME (%), Inter-pupilprivate full common challenge private full common challenge
SAN [62] - 3.98 3.34 6.60 - - - -
DAN [63] 4.30 3.59 3.19 5.24 - 5.03 4.42 7.57
SHN [64] 4.05 - - - - 4.68 4.12 7.00
LAB [58] - 3.49 2.98 5.19 - 4.12 3.42 6.98
Wing [43] - - - - - 4.04 3.27 7.18
DeCaFA [60] - 3.39 2.93 5.26 - - - -
DFCE [65] 3.88 3.24 2.76 5.22 - 4.55 3.83 7.54
AVS [61] - 3.86 3.21 6.49 - 4.54 3.98 7.21
HRNet [23] 3.85 3.32 2.87 5.15 - - - -
HG-HSLE [66] - 3.28 2.85 5.03 - 4.59 3.94 7.24
3DDE [59] 3.73 3.13 2.69 4.92 - 4.39 3.73 7.10
AWing [21] 3.56 3.07 2.72 4.52 - 4.31 3.77 6.52
H3R (ours) 3.48 3.02 2.65 4.58 5.07 4.24 3.67 6.60
practice in [23], we use HRNet [22] as our backbone net-
work, which is an efficient counterpart of ResNet [72] and
Hourglass [6] for semantic landmark localization. Unless
otherwise mentioned, we use HRNet-W18 as the backbone
network in our experiments. All face images are cropped
and resized to 256ˆ256 pixels and the downsampling stride
of the feature map is 4 pixels. For training, we perform
widely-used data augmentation for facial landmark detec-
tion as follows 2. We horizontally flip all training images
with probability 0.5 and randomly change the brightness
(˘0.125), contrast (˘0.5), and saturation (˘0.5) of each
image. We then randomly rotate the image (˘30˝), rescale
the image (˘0.25), and translate the image (˘16 pixels).
We also randomly erase a rectangular region in the train-
ing image [73]. All our models are initialized from the
weights pretrained on ImageNet [74]. We use the Adam
optimizer [75] with batch size 16. The learning rate starts
from 0.001 and is divided by 10 for every 60 epochs, with
150 training epochs in total. During the testing phase, we
horizontally flip testing images as the data augmentation
and average the predictions.
2. All data augmentation methods used in this paper can be easily
implemented by using the common image transformations provided in
PyTorch.
5.4 Comparison with Current State-of-the-Art
To demonstrate the effectiveness of the proposed method,
we compare it with recent state-of-the-art facial landmark
detection methods as follows. As shown in Table 3, the
proposed method outperforms recent state-of-the-art meth-
ods on the most challenging dataset, WFLW, with a clear
margin for all different settings. For the 300W dataset, we
try to report the performances under different settings for
fair comparison. As shown in Table 4, the proposed method
achieves comparable performances for all different settings.
Specifically, LAB [58] uses the boundary information as the
auxiliary supervision; compared to Wing [43], which uses
the coordinate regression for semantic landmark localiza-
tion, the heatmap-based methods usually achieve better
performance on the challenge subset. In Table 5, we see
that the proposed method outperforms recent state-of-the-
art methods with a clear margin on COFW dataset. AFLW
captures a wide range of different face poses, including both
frontal faces and non-frontal faces. As shown in Table 6,
the proposed method achieves consistent improvements for
both frontal faces and non-frontal faces, suggesting robust-
ness across different face poses.
5.5 Ablation Studies
This paper does not focus on achieving state-of-the-art
performance, rather using a simple yet effective baseline to
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TABLE 5
Comparison with State-of-the-Arts on COFW dataset.
Method NME (%)Inter-ocular Inter-pupil
SHN [64] - 5.60
LAB [58] - 5.58
DFCE [65] - 5.27
3DDE [59] - 5.11
Wing [43] - 5.07
HRNet [23] 3.45 -
AWing [21] - 4.94
H3R (ours) 3.15 4.55
TABLE 6
Comparison with State-of-the-Arts on AFLW dataset.
Method NME (%)full front
DFCE [65] 2.12 -
3DDE [59] 2.01 -
SAN [62] 1.91 1.85
LAB [58] 1.85 1.62
Wing [43] 1.65 -
HRNet [23] 1.57 1.46
H3R (ours) 1.27 1.11
demonstrate the effectiveness of the proposed quantization
system. To better understand the proposed quantization
system under different settings, we perform ablation studies
on one of the most challenging facial landmark localization
datasets, WFLW [58].
The influence of different input resolutions. Heatmap
regression models use a fixed input resolution, e.g.,
256 ˆ 256 pixels, but training and testing images usually
represent a wide range of resolutions. In Fig. 7, we
demonstrate the inter-ocular distances of faces in the
WFLW dataset, and most faces have an inter-ocular
distance of between 30 and 120 pixels. Therefore, we
compare the proposed method with the baseline using
an input resolution from 64 ˆ 64 pixels to 512 ˆ 512
pixels, i.e., a heatmap resolution from 16 ˆ 16 pixels to
128ˆ128 pixels. In Fig. 8, the proposed method significantly
improves heatmap regression performance when using a
low input resolution. The increasing number of high-
resolution images/videos in real-world applications is a
challenge with respect to the computational cost and device
memory needed to overcome the problem of sub-pixel
localization by increasing the input resolution of deep
learning-based heatmap regression models. For example,
in the film industry, it has sometimes become necessary
to swap the appearance of a target actor and a source
actor to generate higher fidelity video frames in visual
effects, especially when an actor is unavailable for some
scenes [76]. The manipulation of actor faces in video frames
relies on accurate localization of different facial landmarks
and is performed at megapixel resolution, inducing a huge
computational cost for extensive frame-by-frame animation.
Therefore, instead of using high-resolution input images,
our proposed method delivers another efficient solution
for dealing with highly accurate semantic landmark
localization.
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Fig. 8. The influence of different input resolutions. All models use the
same backbone network, HRNet-W18, the same number of alternative
activation points, k “ 9.
The influence of different numbers of training sam-
ples. The proposed quantization system does not rely on
any assumption about the number of training samples, and
is lossless for heatmap regression if there is no heatmap
error. However, heatmap prediction performance will be
influenced by the number of training samples: increasing the
number of training samples improves the model generaliz-
ability from learning theory perspective. Therefore, we per-
form a number of experiments to demonstrate the influence
of the proposed method given different numbers of training
samples, as shown in Table 7. Specifically, we find that
1) the proposed method delivers consistent improvements
when using different numbers of training samples; and 2)
increasing the number of training samples improves the per-
formance of the proposed method, especially for heatmap
regression models using low-resolution input images.
TABLE 7
The influence of different numbers of training samples when using
different input resolutions. In each cell, the first number indicates the
performance of baseline method and the second number indicates the
performance of the proposed method.
#Samples NME (%)
256ˆ 256 128ˆ 128 64ˆ 64
256 5.67/5.46 6.02/5.47 7.74/6.20
1024 4.79/4.63 5.27/4.77 7.13/5.43
4096 4.14/3.97 4.81/4.17 6.57/4.76
7500 4.00/3.81 4.62/3.99 6.50/4.62
The influence of different numbers of alternative ac-
tivation points. In the proposed quantization system, the
activation probability of each activation point indicates its
distance to the ground truth activation point pxgi {s, ygi {sq. If
there is no heatmap error, the alternative activation points
defined in (20) then give the same result as the alternative
activation points defined in (18). If the heatmap error cannot
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TABLE 8
The influence of different numbers of alternative activation points. For the input resolution 512ˆ 512 pixels, the best performance is achieved with
k “ 25, i.e., NME=3.890; For the input resolution 384ˆ 384 pixels, the best performance is achieved with k “ 14, i.e., NME=3.825.
Resolution NME (%)
k “ 1 k “ 2 k “ 3 k “ 4 k “ 5 k “ 6 k “ 7 k “ 8 k “ 9 k “ 10 k “ 11 k “ 12 best
512ˆ 512 3.980 3.946 3.930 3.923 3.916 3.912 3.909 3.906 3.903 3.901 3.898 3.897 3.890/k “ 25
384ˆ 384 3.932 3.875 3.855 3.850 3.842 3.837 3.833 3.830 3.828 3.827 3.826 3.826 3.825/k “ 14
256ˆ 256 4.005 3.881 3.836 3.832 3.819 3.815 3.810 3.808 3.807 3.807 3.807 3.808 3.807/k “ 9
128ˆ 128 4.637 4.164 4.029 4.023 3.997 3.991 3.988 3.989 3.991 3.994 3.998 4.002 3.988/k “ 7
96ˆ 96 5.168 4.426 4.215 4.210 4.169 4.163 4.159 4.160 4.163 4.168 4.171 4.175 4.159/k “ 7
64ˆ 64 6.447 5.070 4.706 4.704 4.637 4.626 4.618 4.616 4.616 4.618 4.619 4.622 4.616/k “ 8
TABLE 9
The influence of different numbers of alternative activation points when using Gaussian heatmap. We evaluate the optimal number of alternative
activation points when using different standard deviation σ to generate the ground truth heatmap. When σ “ 0, the ground truth heatmap is similar
to binary heatmap. All heatmap regression models use an input resolution 256ˆ 256 pixels and the MSE criterion.
NME (%)
k “ 1 k “ 2 k “ 3 k “ 4 k “ 5 k “ 6 k “ 7 k “ 8 k “ 9 k “ 10 k “ 11 k “ 12 best
σ “ 0.0 4.235 4.102 4.069 4.065 4.090 4.202 4.427 4.775 5.219 5.719 6.256 6.802 4.065/k “ 4
σ “ 0.5 4.162 4.045 4.010 4.008 3.991 3.990 3.988 3.992 3.998 4.014 4.047 4.108 3.988/k “ 7
σ “ 1.0 4.037 3.928 3.898 3.908 3.871 3.877 3.876 3.876 3.871 3.861 3.855 3.857 3.855/k “ 11
σ “ 1.5 4.032 3.927 3.901 3.918 3.873 3.879 3.885 3.882 3.878 3.864 3.857 3.860 3.855/k “ 18
σ “ 2.0 4.086 3.983 3.953 3.969 3.923 3.931 3.937 3.931 3.925 3.909 3.902 3.907 3.894/k “ 25
σ “ 2.5 4.114 4.021 3.991 4.004 3.958 3.966 3.969 3.962 3.955 3.942 3.933 3.938 3.919/k “ 35
be ignored, as discussed in Section 4.5, there will be a trade-
off with the number of alternative activation points: 1) a
small k increases the risk of missing the activation point
within the ground truth alternative activation points; 2)
a large k also introduces additional noise from irrelevant
activation points, especially for models with large heatmap
error. We demonstrate the performance of the proposed
method by using different numbers of alternative activation
points, as shown in Table 8. Specifically, we see that 1)
when using a high input resolution, the best performance
is achieved with a relatively large k; and 2) the performance
is smooth near the optimal number of alternative activation
points, making it easy to choose a proper value of k for
validation data.
As introduced in Section 3, binary heatmaps can be
seen as a special case of Gaussian heatmaps with standard
deviation σ “ 0. Considering that Gaussian heatmaps have
been widely used in semantic landmark localization appli-
cations, we generalize the proposed quantization system
to Gaussian heatmaps and demonstrate the influence of
different numbers of alternative activation points in Table 9.
Specifically, we see that 1) when applying the proposed
quantization system to the model with Gaussian heatmaps,
it achieves comparable performance to the model using
binary heatmaps; and 2) the optimal number of alternative
activation points becomes large as the standard deviation
σ increases, e.g., the best performance is achieved with
σ “ 1.0, k “ 11 and σ “ 1.5, k “ 18.
The influence of different “bounding box” annotation
policies. To perform facial landmark detection, a reference
bounding box is required to indicate the position of the
facial area. However, there is a performance gap when using
different annotation policies to obtain the reference bound-
ing box [21]. Some examples of different “bounding box”
annotation policies are shown in Fig. 9, and we describe
Fig. 9. Two different face ”bounding box” annotation policies. P1: the
yellow face bounding boxes. P2: the blue face bounding boxes.
two widely used face bounding box annotation policies for
facial landmark localization as follows:
‚ P1: This annotation policy is usually used in semantic
landmark localization tasks, especially in facial land-
mark localization. Specifically, the rectangular area of
the bounding box tightly encloses a set of pre-defined
facial landmarks.
‚ P2: This annotation policy has been widely used in
face detection datasets [67]. The bounding box con-
tains the areas of the forehead, chin, and cheek. For
the occluded face, the bounding box is estimated by
the human annotator based on the scale of occlusion.
We demonstrate the influence of different annotation poli-
cies in Table 10. Specifically, we find that the policy P1
usually achieves better results, possibly because the oc-
cluded forehead (e.g., hair and/or hat) introduces additional
variations to the face bounding boxes when using the policy
P2. Furthermore, in the cross-policy comparison, we find
that the heatmap regression model using the policy P2 is
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TABLE 10
The influence of different face ”bounding box” annotation policies.
Policy NME (%), Inter-ocular
training testing test pose expression illumination make-up occlusion blur
P1 P1 3.81 6.45 4.07 3.70 3.66 4.48 4.30
P2 P2 3.95 6.74 4.17 3.89 3.81 4.73 4.51
P1 P2 5.34 9.68 5.24 5.25 5.57 6.55 6.14
P2 P1 4.04 6.90 4.24 3.99 3.90 4.87 4.65
Fig. 10. Qualitative results from the test split of the WFLW dataset (best view in color). Blue: the ground truth facial landmarks. Yellow: the predicted
facial landmarks. The first two rows show some “good” cases and the last two rows show some “bad” cases.
insensitive to “inaccurate” face bounding boxes during test-
ing, suggesting that it will be more robust to the inaccurate
bounding boxes provided by the face detection algorithms.
Qualitative analysis. In Fig. 10, we present some “good”
cases and “bad” examples of facial landmark detection
according to the normalized mean error (NME). Specifically,
for the good cases presented in the first two rows, most
images are of high quality. For the bad cases in the last two
rows, most images contain heavy blurring and/or occlusion,
making it difficult to accurately identify the contours of
different parts of the faces. Among the failure cases, we
also find that some predicted facial landmarks seems to be
more “accurate” than the “ground truth facial landmarks”
labelled by human annotators. That is, some annotation bias
exists for different human annotators to label face images
with heavy blur or occlusion. Therefore, it is important to
find a proper way to deal with uncertainty in facial land-
mark annotations provided by human annotators, especially
for poor-quality images.
6 CONCLUSION
In this paper, we address the problem of sub-pixel local-
ization for heatmap-based semantic landmark localization.
We formally analyze quantization error in vanilla heatmap
regression and propose a new quantization system via ran-
domized rounding, which we prove is unbiased and loss-
less. Experiments on facial landmark localization datasets
demonstrate the effectiveness of the proposed quantization
system for sub-pixel localization. A main limitation of the
proposed method is the assumption of unbiased human
annotation, especially when using very high input resolu-
tions. The proposed quantization system might be at risk
of overfitting the annotation bias introduced by human
annotators, which will be the subject of future study.
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APPENDIX A
PROOFS OF THEOREM 1 AND THEOREM 2
Theorem 1. Given an unbiased quantization system defined by
the encode operation in (10) and the decode operation in (13), we
then have that the quantization error tightly upper bounded, i.e.,
}xpi ´ xgi }2 ď
?
2s{2,
where s ą 1 indicates the downsampling stride of the heatmap.
Proof. Given the ground truth numerical coordinate xgi “pxgi , ygi q, the predicted numerical coordinate xpi “ pxpi , ypi q,
and the downsampling stride of the heatmap s ą 1, if there
is no heatmap error, we then have
hpi pxq “ hgi pxq,
where hpi pxq and hgi pxq indicate the ground-truth heatmap
and the predicted heatmap, respectively. Therefore, accord-
ing to the decode operation in (13), we have the predicted
numerical coordinate as
xpi {s “
#
txgi {su` t´ 0.5 if x ă t,
txgi {su` t` 0.5 otherwise.
ypi {s “
#
tygi {su` t´ 0.5 if y ă t,
tygi {su` t` 0.5 otherwise.
where x “ xgi {s ´ txgi {su and y “ ygi {s ´ tygi {su. The
quantization error of vanilla quantization system then can
be evaluated as follows:
|xpi {s´ xgi {s| “
#
|t´ x ´ 0.5| if x ă t,
|t´ x ` 0.5| otherwise.
|ypi {s´ ygi {s| “
#
|t´ y ´ 0.5| if y ă t,
|t´ y ` 0.5| otherwise.
The maximum quantization error |xpi´xgi | “ s{2 is achieved
when x “ t. Similarly, we have the maximum quantization
error |ypi ´ ygi | “ s{2 is achieved with y “ t. Considering
that xpi and y
p
i are linearly independent variables, we thus
have
}xpi ´ xgi }2 “
b
pxpi ´ xgi q2 ` pypi ´ ygi q2 ď
?
2s{2.
The maximum quantization error is achieved with x “
y “ t. That is, the quantization error in vanilla quantization
system is tightly upper bounded by
?
2s{2.
Theorem 2. Given the encode operation in (15) and the decode
operation in (17), we then have that the 1) encode operation is
unbiased; and 2) quantization system is lossless, i.e., there is no
quantization error.
Proof. Given the ground-truth numerical coordinate xgi “pxgi , ygi q, the predicted numerical coordinate xpi “ pxpi , ypi q,
and the downsampling stride of the heatmap s ą 1, we then
have
E pqpxgi , sqq “ E pP tx ă tu txgi {su` P tx ě tu ptxgi {su` 1qq
“ txgi {sup1´ xq ` ptxgi {su` 1qx
“ xgi {s
Similarly, we have E pqpygi , sqq “ ygi {s. Considering that xpi
and ypi are linearly independent variables, we thus have
E pqpxgi , sqq “ pE pqpygi , sqq ,E pqpxgi , sqqq
“ pxgi {s, ygi {sq.
Therefore, the encode operation in (15), i.e., random-round,
is an unbiased encode operation for heatmap regression.
We then prove that the quantization system is losses
as follows. For the decode operation in (17), if there is no
heatmap error, we then have
P txpi {s “ ptxgi {su, tygi {suqu “ p1´ xqp1´ yq,
P txpi {s “ ptxgi {su` 1, tygi {suqu “ xp1´ yq,
P txpi {s “ ptxgi {su, tygi {su` 1qu “ p1´ xqy,
P txpi {s “ ptxgi {su` 1, tygi {su` 1qu “ xy.
We can reconstruct the fractional part of xgi , i.e.,
pxpi {s, ypi {sq “
ÿ
xpi
P txpi uxpi {s
“ ptxgi {su, tygi {suq ˚ p1´ xqp1´ yq
` ptxgi {su` 1, tygi {suq ˚ xp1´ yq
` ptxgi {su, tygi {su` 1q ˚ p1´ xqy
` ptxgi {su` 1, tygi {su` 1q ˚ xy
“pxgi {s, ygi {sq .
That is, pxpi , ypi q “ pxgi , ygi q, i.e., there is no quantization
error.
APPENDIX B
EXPERIMENTS ON HUMAN POSE ESTIMATION
The proposed quantization system can be easily integrated
into most of heatmap regression models. As shown in 5.5,
the proposed quantization system can be well generalized
to Gaussian heatmap, which has been very popular in
deep learning-based human pose estimation. To further
demonstrate the effectiveness of the proposed quantization
system for semantic landmark localization, we perform
experiments on human pose estimation and evaluate the
performance on two popular datasets,
‚ MPII [77]: The MPII Human Pose dataset contains
around 28,821 images with 40,522 person instances,
in which 11,701 images for testing and the
remaining 17,120 images for training. Following
the experimental setup in [22], we use 22,246
person instances for training and evaluate the
performance on the MPII validation set with 2,958
person instances, which is a heldout subset of MPII
training set.
‚ COCO [78]: The COCO dataset contains over 200,000
images and 250,000 person instances, in which each
person instance is labeled with 17 keypoints. Follow-
ing the experimental setup in [22], we evaluate the
proposed method on the validation set with 5,000
images.
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TABLE 11
Results on MPII Human Pose dataset. In each block, the first row indicates the performance of pretrained model by [22] using the compensation
method “shift a quarter to the second maximum activation point”; The second row with X indicates the performance when using the proposed
method only in inference stage; The third row with XX (if exist) indicates the performance when using the proposed method in both training and
inference stages.
Backbone Input H3R Head Shoulder Elbow Wrist Hip Knee Ankle Mean Mean@0.1
ResNet-50 256ˆ 256 - 96.4 95.3 89.0 83.2 88.4 84.0 79.6 88.5 34.0
ResNet-50 256ˆ 256 X 96.3 95.2 88.8 83.4 88.5 84.3 79.8 88.6 34.9
ResNet-101 256ˆ 256 - 96.9 95.9 89.5 84.4 88.4 84.5 80.7 89.1 34.0
ResNet-101 256ˆ 256 X 96.7 96.0 89.3 84.4 88.5 84.3 80.6 89.1 35.0
ResNet-152 256ˆ 256 - 97.0 95.9 90.0 85.0 89.2 85.3 81.3 89.6 35.0
ResNet-152 256ˆ 256 X 96.8 95.9 90.1 84.9 89.3 85.3 81.3 89.6 36.2
HRNet-W32 256ˆ 256 - 97.1 95.9 90.3 86.4 89.1 87.1 83.3 90.3 37.7
HRNet-W32 256ˆ 256 X 97.1 95.9 90.6 86.2 89.4 86.8 82.9 90.3 39.1
HRNet-W32 256ˆ 256 XX 97.1 96.1 90.8 86.1 89.2 86.4 82.6 90.3 39.3
TABLE 12
Results on COCO validation set. In each block, the first row indicates the performance of pretrained model by [22] using the compensation method
“shift a quarter to the second maximum activation point”. The second row with X indicates the performance when using the proposed method only
in inference stage; The third row with XX (if exist) indicates the performance when using the proposed method in both training and inference
stages. GT indicates testing with the ground truth person bounding boxes.
Backbone Input GT H3R AP Ap .5 AP .75 AP (M) AP (L) AR AR .5 AR .75 AR (M) AR (L)
HRNet-W32 256ˆ 192 - - 0.744 0.905 0.819 0.708 0.810 0.798 0.942 0.865 0.757 0.858
HRNet-W32 256ˆ 192 - X 0.750 0.906 0.820 0.715 0.817 0.802 0.942 0.865 0.761 0.861
HRNet-W32 256ˆ 192 - XX 0.749 0.899 0.814 0.712 0.820 0.801 0.939 0.858 0.758 0.863
HRNet-W32 256ˆ 192 X - 0.765 0.935 0.837 0.739 0.808 0.793 0.945 0.858 0.762 0.841
HRNet-W32 256ˆ 192 X X 0.773 0.936 0.846 0.746 0.817 0.800 0.947 0.861 0.769 0.848
HRNet-W32 256ˆ 192 X XX 0.775 0.936 0.847 0.744 0.819 0.799 0.941 0.861 0.768 0.847
HRNet-W48 256ˆ 192 - - 0.751 0.906 0.822 0.715 0.818 0.804 0.943 0.867 0.762 0.864
HRNet-W48 256ˆ 192 - X 0.756 0.906 0.825 0.718 0.825 0.806 0.941 0.868 0.763 0.869
HRNet-W48 256ˆ 192 X - 0.771 0.936 0.847 0.741 0.819 0.799 0.945 0.863 0.765 0.851
HRNet-W48 256ˆ 192 X X 0.777 0.936 0.848 0.747 0.825 0.804 0.945 0.868 0.771 0.856
HRNet-W32 384ˆ 288 - - 0.758 0.906 0.825 0.720 0.827 0.809 0.943 0.869 0.767 0.871
HRNet-W32 384ˆ 288 - X 0.762 0.906 0.828 0.722 0.832 0.812 0.943 0.870 0.768 0.874
HRNet-W32 384ˆ 288 - XX 0.762 0.905 0.830 0.725 0.833 0.812 0.942 0.873 0.769 0.874
HRNet-W32 384ˆ 288 X - 0.777 0.936 0.847 0.748 0.825 0.804 0.944 0.864 0.770 0.856
HRNet-W32 384ˆ 288 X X 0.781 0.936 0.848 0.750 0.831 0.808 0.944 0.865 0.774 0.860
HRNet-W32 384ˆ 288 X XX 0.786 0.936 0.858 0.755 0.834 0.810 0.943 0.871 0.777 0.861
HRNet-W48 384ˆ 288 - - 0.763 0.908 0.829 0.723 0.834 0.812 0.942 0.871 0.767 0.876
HRNet-W48 384ˆ 288 - X 0.765 0.907 0.829 0.724 0.838 0.814 0.941 0.871 0.769 0.878
HRNet-W48 384ˆ 288 X - 0.781 0.936 0.849 0.753 0.831 0.809 0.947 0.867 0.775 0.860
HRNet-W48 384ˆ 288 X X 0.785 0.936 0.849 0.757 0.836 0.812 0.945 0.870 0.778 0.864
Implementation Details. We use the widely used
heatmap regression method for human pose estimation,
HRNet [22] as our baseline 3. Specifically, the proposed
method can be easily integrated with typical heatmap re-
gression models and the modifications for the experiments
is available 4. For MPII Human Pose dataset, we use the
widely adopted evaluation metric, PCKh@α [77], with dif-
ferent matching thresholds, i.e., α “ 0.5, 0.1. A smaller
matching threshold, e.g., α “ 0.1 is a more strict evaluation
metric for accurate localization. For COCO dataset, we use
the standard evaluation metric, averaged precision (AP) and
averaged recall (AR), in which the object keypoint similarity
(OKS) is used as the similarity measure between ground
truth objects and predicted objects [78].
Results on MPII Human Pose Dataset. As shown in
Table 11, the proposed method achieves comparable per-
formance to the baseline under a coarse evaluation metric,
3. https://github.com/leoxiaobin/deep-high-resolution-net.
pytorch/
4. https://github.com/baoshengyu/deep-high-resolution-net.
pytorch/
PCKh@0.5; When using a more accurate evaluation metric,
PCKh@0.1, the proposed method then outperforms the base-
line with a large margin, e.g., from 35.0 to 36.2 for ResNet-
152, and from 37.7 to 39.3 for HRNet-W32.
Results on COCO Dataset. As shown in Table 12, the
proposed method improves the averaged precision (AP)
with a clear margin in different settings. Specifically, we see
that 1) the proposed method achieves a larger improvement
when using a lower input resolution; and 2) the major
improvement on AP comes from the person instances of
medium and large size, i.e., AP(M) and AP(L).
When applying the proposed method to semantic land-
mark localization, it contains only one hyper-parameter k,
i.e., the number of alternative activation points. To better
understand the effectiveness of the proposed method for
human pose estimation, we perform ablation studies on
different numbers of alternative activation points on both
MPII and COCO datasets, as shown in Table 13 and Table 14,
respectively. Specifically, we find that the proposed method
achieves stable performance when k is between 5 and 25,
making it easy to choose a proper k for validation data.
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TABLE 13
Results on MPII validation set. The input resolution is 256ˆ 256 pixels. The first row indicates the performance when using the compensation
method “shift a quarter to the second maximum activation point”.
Backbone k Head Shoulder Elbow Wrist Hip Knee Ankle Mean Mean@0.1
HRNet-W32 - 97.1 95.9 90.3 86.4 89.1 87.1 83.3 90.3 37.7
HRNet-W32 1 97.033 95.703 90.131 86.312 88.402 86.802 82.924 90.055 32.808
HRNet-W32 2 97.033 95.856 90.302 86.416 88.818 87.004 83.325 90.247 35.912
HRNet-W32 3 97.135 95.975 90.302 86.347 89.250 86.741 83.018 90.271 37.668
HRNet-W32 4 97.237 95.907 90.643 86.141 89.164 86.862 83.089 90.294 36.997
HRNet-W32 5 97.203 95.839 90.677 86.141 89.147 87.124 82.994 90.315 38.774
HRNet-W32 6 97.101 95.839 90.677 86.262 89.181 86.923 83.089 90.310 38.548
HRNet-W32 7 97.135 95.822 90.609 86.313 89.199 86.943 83.113 90.312 37.913
HRNet-W32 8 97.033 95.822 90.557 86.175 89.147 86.922 82.876 90.245 38.129
HRNet-W32 9 97.067 95.822 90.694 86.329 89.112 86.942 82.876 90.284 38.457
HRNet-W32 10 97.033 95.873 90.626 86.141 89.372 86.862 82.995 90.297 39.024
HRNet-W32 11 97.101 95.907 90.592 86.244 89.406 86.842 82.853 90.302 39.139
HRNet-W32 12 97.101 95.822 90.660 86.175 89.475 86.761 82.900 90.297 38.996
HRNet-W32 13 97.101 95.822 90.694 86.141 89.475 86.741 82.829 90.289 38.855
HRNet-W32 14 97.033 95.822 90.728 86.141 89.337 86.640 82.806 90.250 38.616
HRNet-W32 15 97.169 95.754 90.609 86.124 89.337 86.801 82.475 90.211 38.798
HRNet-W32 16 97.101 95.771 90.694 86.141 89.199 86.882 82.569 90.226 38.691
HRNet-W32 17 97.067 95.822 90.609 86.142 89.285 86.821 82.617 90.224 39.053
HRNet-W32 18 97.033 95.822 90.626 86.004 89.250 86.801 82.522 90.193 39.048
HRNet-W32 19 97.033 95.839 90.626 85.953 89.250 86.822 82.593 90.198 39.058
HRNet-W32 20 96.999 95.788 90.626 86.039 89.389 86.801 82.664 90.226 39.014
HRNet-W32 21 96.999 95.771 90.677 85.935 89.337 86.862 82.451 90.187 38.855
HRNet-W32 22 96.999 95.856 90.626 86.090 89.268 86.741 82.475 90.198 38.842
HRNet-W32 23 96.999 95.890 90.609 86.038 89.164 86.801 82.499 90.187 39.037
HRNet-W32 24 96.862 95.754 90.592 86.021 89.233 86.842 82.333 90.146 39.089
HRNet-W32 25 96.930 95.754 90.506 86.055 89.302 86.721 82.309 90.135 39.126
HRNet-W32 30 96.862 95.788 90.438 86.004 89.372 86.660 82.144 90.101 38.759
HRNet-W32 35 96.623 95.873 90.523 85.936 89.354 86.701 81.884 90.075 38.964
HRNet-W32 40 96.385 95.856 90.523 85.816 89.406 86.721 81.908 90.049 38.618
HRNet-W32 45 96.317 95.669 90.506 85.746 89.285 86.660 82.026 89.990 38.579
HRNet-W32 50 96.214 95.686 90.506 85.678 89.268 86.439 81.648 89.899 38.584
HRNet-W32 55 96.044 95.669 90.404 85.335 89.337 86.439 81.506 89.815 38.496
HRNet-W32 60 95.805 95.533 90.302 85.147 89.147 86.419 81.270 89.672 38.332
HRNet-W32 65 95.703 95.618 90.251 85.079 89.164 86.419 81.081 89.646 38.218
HRNet-W32 70 95.498 95.584 90.165 85.215 89.302 86.378 80.963 89.633 38.197
HRNet-W32 75 95.259 95.533 90.029 85.147 89.147 86.318 80.467 89.487 38.054
HRNet-W32 80 95.020 95.516 90.046 84.907 89.216 86.197 80.255 89.404 37.684
HRNet-W32 85 94.679 95.465 89.927 84.925 89.337 86.258 80.042 89.357 37.463
HRNet-W32 90 94.407 95.431 89.790 84.907 89.233 86.197 79.735 89.251 37.208
HRNet-W32 95 94.065 95.414 89.773 84.890 89.302 86.097 79.263 89.165 36.719
HRNet-W32 100 93.827 95.482 89.603 84.737 89.320 86.076 78.578 89.032 36.180
HRNet-W32 105 93.520 95.448 89.603 84.599 89.199 85.996 77.964 88.884 35.532
HRNet-W32 110 93.008 95.448 89.518 84.273 89.147 85.835 77.114 88.657 34.770
HRNet-W32 115 92.565 95.296 89.501 84.085 89.112 85.794 76.405 88.483 33.352
HRNet-W32 120 92.121 95.262 89.398 83.930 89.060 85.533 75.272 88.238 31.814
HRNet-W32 125 91.473 95.160 89.160 83.554 88.991 85.472 74.162 87.939 30.065
HRNet-W32 130 90.825 94.939 89.211 83.023 89.095 85.089 72.910 87.609 27.528
HRNet-W32 135 90.246 94.667 89.006 82.577 88.852 84.807 71.209 87.164 24.757
HRNet-W32 140 89.529 94.463 88.853 82.046 88.679 83.800 69.792 86.659 21.788
HRNet-W32 145 88.404 94.124 88.717 81.310 88.645 82.773 67.997 86.053 19.136
HRNet-W32 150 87.756 93.886 88.614 80.146 88.575 81.383 66.084 85.373 16.586
HRNet-W32 175 82.401 90.829 86.927 71.515 86.014 70.504 56.826 80.109 9.204
HRNet-W32 200 68.008 87.075 82.325 62.146 79.176 58.737 41.120 72.009 5.988
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TABLE 14
Results on COCO validation set. The input resolution is 256ˆ 192 pixels. The first row indicates the performance when using the compensation
method “shift a quarter to the second maximum activation point”.
Backbone k AP Ap .5 AP .75 AP (M) AP (L) AR AR .5 AR .75 AR (M) AR (L)
HRNet-W32 - 0.744 0.905 0.819 0.708 0.810 0.798 0.942 0.865 0.757 0.858
HRNet-W32 1 0.723 0.904 0.811 0.690 0.788 0.782 0.941 0.859 0.741 0.841
HRNet-W32 2 0.738 0.905 0.817 0.702 0.805 0.793 0.942 0.864 0.752 0.854
HRNet-W32 3 0.743 0.905 0.819 0.708 0.810 0.797 0.942 0.865 0.756 0.857
HRNet-W32 4 0.743 0.904 0.819 0.709 0.809 0.797 0.941 0.866 0.756 0.857
HRNet-W32 5 0.747 0.904 0.819 0.712 0.814 0.800 0.940 0.866 0.759 0.859
HRNet-W32 6 0.747 0.905 0.820 0.711 0.814 0.799 0.941 0.865 0.759 0.859
HRNet-W32 7 0.745 0.905 0.820 0.709 0.812 0.798 0.941 0.864 0.757 0.857
HRNet-W32 8 0.746 0.905 0.819 0.711 0.813 0.799 0.942 0.863 0.759 0.858
HRNet-W32 9 0.746 0.905 0.819 0.710 0.812 0.798 0.942 0.863 0.758 0.857
HRNet-W32 10 0.749 0.905 0.820 0.713 0.815 0.801 0.943 0.864 0.760 0.860
HRNet-W32 11 0.750 0.906 0.820 0.715 0.817 0.802 0.942 0.865 0.761 0.861
HRNet-W32 12 0.750 0.906 0.821 0.714 0.817 0.801 0.942 0.865 0.760 0.861
HRNet-W32 13 0.749 0.906 0.821 0.713 0.816 0.800 0.942 0.865 0.760 0.860
HRNet-W32 14 0.749 0.905 0.820 0.713 0.816 0.800 0.941 0.864 0.760 0.860
HRNet-W32 15 0.749 0.906 0.820 0.713 0.817 0.800 0.942 0.863 0.760 0.860
HRNet-W32 16 0.749 0.905 0.820 0.713 0.816 0.800 0.941 0.863 0.760 0.860
HRNet-W32 17 0.750 0.905 0.821 0.714 0.817 0.801 0.942 0.863 0.761 0.860
HRNet-W32 18 0.750 0.905 0.820 0.713 0.817 0.801 0.942 0.864 0.760 0.860
HRNet-W32 19 0.750 0.904 0.820 0.714 0.816 0.801 0.941 0.864 0.760 0.860
HRNet-W32 20 0.749 0.904 0.820 0.713 0.816 0.800 0.940 0.864 0.760 0.859
HRNet-W32 21 0.747 0.904 0.819 0.712 0.813 0.799 0.940 0.862 0.758 0.858
HRNet-W32 22 0.749 0.904 0.819 0.713 0.815 0.799 0.941 0.863 0.759 0.859
HRNet-W32 23 0.749 0.904 0.819 0.713 0.816 0.800 0.941 0.863 0.760 0.860
HRNet-W32 24 0.749 0.904 0.820 0.713 0.817 0.800 0.941 0.863 0.759 0.860
HRNet-W32 25 0.749 0.905 0.820 0.713 0.817 0.800 0.941 0.864 0.760 0.860
HRNet-W32 30 0.749 0.905 0.819 0.714 0.818 0.800 0.941 0.862 0.759 0.859
HRNet-W32 35 0.748 0.902 0.819 0.712 0.816 0.799 0.940 0.862 0.758 0.859
HRNet-W32 40 0.746 0.901 0.818 0.710 0.814 0.797 0.939 0.861 0.756 0.857
HRNet-W32 45 0.746 0.901 0.815 0.710 0.814 0.796 0.939 0.860 0.755 0.857
HRNet-W32 50 0.746 0.901 0.814 0.710 0.816 0.797 0.938 0.859 0.755 0.857
HRNet-W32 75 0.741 0.899 0.811 0.705 0.810 0.792 0.936 0.856 0.751 0.853
HRNet-W32 100 0.734 0.897 0.805 0.697 0.803 0.785 0.934 0.850 0.743 0.846
HRNet-W32 125 0.717 0.893 0.795 0.682 0.785 0.770 0.930 0.841 0.727 0.831
HRNet-W32 150 0.651 0.889 0.755 0.629 0.702 0.713 0.925 0.809 0.680 0.762
