Learning and adaptive behaviour are fundamental biological processes. A key goal in the field of bioengineering is to develop biochemical circuit architectures with the ability to adapt to dynamic chemical environments. Here, we present a novel design for a biomolecular circuit capable of supervised learning of linear functions, using a model based on chemical reactions catalysed by DNAzymes. To achieve this, we propose a novel mechanism of maintaining and modifying internal state in biochemical systems, thereby advancing the state of the art in biomolecular circuit architecture. We use simulations to demonstrate that the circuit is capable of learning behaviour and assess its asymptotic learning performance, scalability and robustness to noise. Such circuits show great potential for building autonomous in vivo nanomedical devices. While such a biochemical system can tell us a great deal about the fundamentals of learning in living systems and may have broad applications in biomedicine (e.g. autonomous and adaptive drugs), it also offers some intriguing challenges and surprising behaviours from a machine learning perspective.
Introduction
Learning is a fundamental process of life. To survive, organisms must respond to dynamic environments in the face of incomplete information. Simple adaptation by desensitization of chemical sensors plays a key role in many cellular processes, for example bacterial chemotaxis [1] , and associative learning has been demonstrated in paramecia [2] and sea slugs [3] . Furthermore, theoretical work has shown that gene regulatory networks may be capable of acquiring predictive behaviour and associative learning [4 -6] . However, despite significant recent advances in molecular programming [7, 8] , DNA self-assembly [9, 10] and synthetic biology [11 -14] , an engineered biochemical system with learning capabilities has not yet been implemented in the laboratory. Solving this problem would enable significant advances in autonomous, adaptive in vivo nanomedicine. For example, the genomes of viruses are continually evolving, and a biochemical learning device could adapt to previously unseen threats, dynamically augmenting the immune system in order to fight the viruses. Therefore, the development of biomolecular circuits that exhibit even conceptually simple learning algorithms would be of significant practical interest. In this paper, we consider how learning might be implemented in an engineered system constructed from biochemical components.
Recent advances in nanotechnology and biotechnology have given us unprecedented control over matter at the nanoscale [15, 16] . Previous work on protein-based biocomputing shows promise [17] [18] [19] [20] [21] [22] ; however, the predictable folding and sequence-specific interactions of DNA make it an attractive material for implementing computation at the nanoscale. Since Adleman's seminal paper [23] , many researchers have exploited these properties, leading to many recent advances in the fields of DNA computing [7, 8, [24] [25] [26] [27] , DNA self-assembly [9, [28] [29] [30] [31] [32] [33] and synthetic biology [11, 12, [34] [35] [36] . To exhibit learning behaviour, a biochemical system must be able to: (i) store its current approximation to the parameters it is trying to learn, (ii) receive stimuli from the environment and (iii) respond by updating its stored parameter values appropriately. For supervised learning, the system must be able to remain operational & 2014 The Author(s) Published by the Royal Society. All rights reserved.
for an extended period of time so that multiple training rounds can be conducted. These are not challenging requirements for a machine learning algorithm implemented using a digital electronic computer, but we are restricting ourselves to the limited computing components available in a biochemical setting. Most published work in molecular computing has been on one-shot computational devices that can compute a single function a single time without any ability to store or update the values of variables [7, 8, 25, 37, 38] . Recent work has also looked at reversible computational elements, which modify their state when their inputs change [39] , and devices that can be reprogrammed [40] , though these systems still cannot store or retrieve values from memory. Synthetic biologists have demonstrated rewritable binary memory in living cells using recombinase enzymes [13, 14] , though these exploit the complex metabolic system of the cell to absorb chemical energy from the environment to keep the system operating out of equilibrium.
Here, we present a design for a modular biochemical circuit that implements a simple machine learning algorithm, which is tailored towards our novel biochemical implementation. Our learning circuit can remember and update its current approximation to the parameters it is trying to learn. It also remains operational for an extended period of time, so that multiple rounds of training can be conducted, and multiple predictions can be made using the learned weights. We consider supervised learning, in which the system is presented with a number of sequential training inputs, which cause its internal state to be modified, followed by a number of testing inputs, which we use to assess the performance of the machine. In our biochemical model, each of these events corresponds to a mixing event, in which new chemical species are added to the system. The newly added amounts of each chemical species correspond to the values of input variables at each step. As is standard in biochemical modelling, we use mass-action chemical simulations to analyse the performance of our learning circuit. Our learning circuit design is tailored towards a direct experimental implementation using DNAzymes [41] . Therefore, we only use reaction schemes that have either already been experimentally demonstrated or which are chemically plausible.
Related work
Previous work applying molecular logic, including DNAzymes, to the problem of classifying and eliminating cancer cells [35, 42, 43] highlights the potential impact of the DNAzyme-based approach. It is likely that the application of simple machine learning techniques will enable significant advances in these fields by allowing devices to learn appropriate responses to their surroundings rather than relying on a fixed, pre-programmed pattern of behaviour.
Zhang and Seelig have published a design for a linear classifier circuit [44] , which is based on DNA strand displacement reactions [24] and, in particular, on cooperative hybridization [45] . That design uses damper species to absorb fuel strands in a catalytic cycle in order to achieve a specified gain, and is therefore similar in spirit to our system, with the crucial distinction that our circuit motif can be reused to process multiple input signals, since it is designed using a reusable DNAzyme-based multiplier motif. However, the linear classifier from [44] is capable of handling negative values, which our design will not consider. An alternative approach to linear classifier implementation has been demonstrated using competitive toehold activation [46] , though this design is restricted to weights between zero and one due to the lack of amplification in the circuit design [47] .
Banda et al. [48, 49] have simulated several kinds of trainable perceptron using artifical chemistry, which is conceptually similar to our work but was designed using more abstract chemical reactions. It has been shown that such arbitrary systems of chemical reactions can be faithfully implemented in a biochemical setting by compiling them into an enlarged system of DNA strand displacement reactions [50] . By contrast, our design is influenced by more practical considerations and is targeted to a specific implementation framework using DNAzymes. This makes it potentially more amenable to a direct experimental implementation, because we can simply design the appropriate DNAzyme components and the required interactions will follow, as opposed to designing multiple strand displacement gates and reactions to implement every single reaction from a high-level chemical reaction network.
In other related theoretical work, Kim et al. proposed implementations of neural networks using in vitro transcriptional circuits [51] , including constructs for Hopfield networks and winner-takes-all learning systems, and circuits have been previously proposed for Hebbian learning in synthetic biological transcription networks [5, 6] . In some impressive experimental work, Qian et al. [8] demonstrated a biochemical implementation of a Hopfield neural network [52] using strand displacement-based 'seesaw' gates [37] . In that work, the neural network was trained in silico and the final weights were hard-coded as a collection of DNA molecules, which could only process a single input before being exhausted.
Although we will present our circuit motif using a DNAzyme-based motif, we believe that similar behaviour could be implemented experimentally using other molecular computing techniques [53] , such as DNA strand displacement [8, 24, 54] or enzyme-based techniques such as genelets [55, 56] or the DNA toolbox approach [57, 58] . Thus, the circuit motif presented here is of general interest for the development of biomolecular learning systems.
Learning problem and algorithm
In this paper, we study a biochemical circuit capable of supervised learning of optimal non-negative weight constants for linear functions. The hypothesis space for this problem is given by
where W, X [ R d !0 are vectors of d . 0 non-negative input values and non-negative weights, respectively. The state of the system comprises a vector of weightsŴ, which represent the current approximationf(X) ¼Ŵ T X to the target function f. The system is repeatedly presented with training instances of the form (X,f (X )) and responds by adjustingŴ, with the intention that the newf will be a better approximation to f than the oldf. This is a well-known problem, and there are a large number of algorithms that can solve it to arbitrary precision given sufficient training data [59] .
To readers familiar with machine learning, this may seem a straightforward problem-the problem dates back at least to Gauss, and solutions based on least-squares regression [60, 61] have been well established for decades. However, it is important to keep in mind that implementing those solutions requires sophisticated machines with, comparatively, enormous amounts of supporting hardware and software. Here we implement the solution to the non-negative subproblem purely in biomolecular computation, without even the luxury of a cell or metabolic supporting system. In that context, this seemingly simple problem is quite challenging indeed. Figure 1 presents the primitive operations needed to implement a supervised machine learning algorithm. The most fundamental issue is how to represent the stored values of the weight approximations. In a biochemical system, the most obvious solution is to encode certain values as the concentrations of particular chemical species. However, species concentrations must be non-negative, so representing negative values in this way is non-trivial. Therefore, for simplicity we restrict ourselves to non-negative parameter values. To take advantage of the competitive binding reactions that will occur in our biochemical model, we will encode certain parameters as the ratio of two species concentrations. This allows us to increase the parameter value or decrease it asymptotically towards zero, by purely additive updates to the numerator concentration or the denominator concentration, respectively. Hence, each weight approximationŵ i will be represented by the ratioŵ These design simplifications give rise to a non-standard learning algorithm, which is presented in algorithm 1. We assume that there are n training instances, and let W stand for the vector of d target weight values. We represent the training inputs as a d Â n matrix X of input values (with boldface indicating a matrix, as standard). We follow the convention of using upper-case italics for vectors and lower-case italics for scalars, using subscripts to index into the vectors. We write X i for the ith input data vector (where i [ {1, . . . , n}) and write x ij for the jth component of the ith input data vector (where j [ {1, . . . , d}). We let Y denote the vector of true values corresponding to the training data: in our case, y i is computed from X i and W according to equation (3.1). 
//Set-up weights. 6: end for 7: The main loop of algorithm 1 (lines [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] accepts the values of the input species X associated with the next training instance to be provided to the system. It then computes the current approximationŷ (line 8) and compares it with the true answer y (lines 12 and 16). The use of the abs function when computing the adjustments applied to the weight vector (line 10) is necessary to prevent non-negative intermediate values: the two cases are handled separately (lines 12 and 13 and lines 14 and 15). Ifŷ , y, then the weights are increased by adding to the numerators (lines 12 and 13), and if y ,ŷ, then the weights are decreased by adding to the denominators (lines 14 and 15) (these lines are expressed in vector notation for clarity). The algorithm adjusts each approximated weight w i by an amount proportional to the learning rate a and the ratio of the corresponding input x i to the sum of all inputs.
(1) store weight parameters ŵ (2) accept training data: input vector X and true output value y = f(X) (5) update stored weight parameters ŵ (3) compute prediction ŷ = fˆ(X) based on current stored weights (4) compute difference between prediction and true output predictor feedback Figure 1 . Primitive operations required for supervised learning, divided into predictor and feedback subcircuits. The predictor subcircuit assesses the inputs using the current stored weight approximations and the feedback subcircuit uses the results from the predictor subcircuit to update the stored weight approximations.
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After each training iteration, we anneal the learning rate (a ¼ a N /a D ) towards zero by adding a constant value to the denominator a D (line 17). This decreases the learning rate over time, allowing the system to converge asymptotically towards the correct weight vector rather than oscillating around it. The exact value of the quantity added at each step should not affect the end result, just the size of the next step taken in the weight space. It is worth noting that our decision to use only nonnegative quantities means that all of the elements of the weight vector must be adjusted in the same direction, either all increasing or all decreasing. Furthermore, learning weight values near zero may be problematic as the stored weight approximations must approach zero asymptotically. These are important constraints on the update procedure and the weight space, to which we will return below when discussing simulations of our biochemical circuit design in §5. Standard algorithms to learn linear functions based on gradient descent [60] do not have this restriction, which means that our algorithm may be less efficient than the standard solutions. However, we made these decisions so that our learning design is more amenable to a future implementation in the laboratory using biochemical components, where simplicity is a virtue. In electronic supplementary material, sections S8 and S9, we present results from a direct implementation of algorithm 1, which demonstrate that, in spite of these limitations, this learning algorithm is capable of learning as intended.
Biochemical circuit design
In this section, we present our design for a biochemical learning circuit. We begin with some preliminaries on the assumed biochemical reactions, and then present our circuit design, which carries out the primitive operations described in figure 1, to give a biochemical implementation of algorithm 1.
Preliminaries
We model our biochemical learning machine as a dilute, wellmixed solution of chemical species whose reactions follow the law of mass-action chemical kinetics. In our case, the chemical species in question are assumed to represent either short single strands of DNA, or complexes of multiple strands that are held together by sequence-specific binding interactions. While we do not model our system at this level of detail, the key point is that DNA binding can be controlled by designing circuit components with suitable DNA sequences. Therefore, we can transmit information between DNA logic components by designing those components using different DNA sequences that are carefully chosen to interact as desired while preventing unwanted cross-reactivity.
The fundamental building blocks for our biomolecular circuit design are DNAzymes (also known as deoxyribozymes) [41] , which are single strands of DNA capable of catalysing a wide variety of chemical reactions [62] [63] [64] . We use DNAzymes to form the basis of our proposed chemical implementation because their action is inherently catalytic, so a particular DNAzyme molecule may be used to process multiple input signals without being itself consumed in the process. Furthermore, DNAzymes are made of DNA, which allows a system designer to program which other species they will interact with. These properties make DNAzymes ideal for use in a learning system, where we require a programmable circuit that can process a number of sequential training inputs. We refer the reader to electronic supplementary material, section S1, for more details on DNAzyme chemistry. Our biochemical circuit design builds on our previous experimental work on DNAzyme circuits [65, 66] and comprises a number of different kinds of reactions, which are listed below.
DNAzymes cleaving substrates
A DNAzyme Dz can recognize and cleave a specific substrate S Dz , producing a product P Dz , in the following chemical reaction:
In practice, the substrate is cleaved into two products, though we will assume that one is an unreactive waste product and just consider a single product P Dz from each cleavage reaction. Since the DNAzyme Dz is unaffected by this reaction, it follows that a single DNAzyme can repeatedly convert substrates to products in a catalytic manner. This is an important property that enables our circuit to process many inputs without itself being consumed. In general, there may be multiple substrates that can be cleaved by a particular DNAzyme Dz. If this is the case, the substrates will compete to bind to, and be cleaved by, the DNAzyme. Assuming that the various substrates are of similar design, it is reasonable to assume that the substrate binding and cleavage rates are the same for all DNAzymes and substrates. This simplifies the model since, by the law of massaction kinetics, the rates at which the various cleavage products are produced will be proportional to the concentrations of the corresponding substrates.
Conditional activation of DNAzymes
Crucially, the catalytic activity of a DNAzyme can be made conditional on the presence (or absence) of particular DNA strands [25, 38] . Here and henceforth, we write A . B for the complex formed by the binding of species A and B. We assume that a particular DNAzyme Dz can be inhibited by the addition of an inhibitor strand I Dz , which binds to the DNAzyme and produces the catalytically inactive DNAzyme-inhibitor complex Dz . I Dz , in the following chemical reaction:
If an activator strand A Dz is subsequently added, it can remove the inhibitor strand, producing a waste complex I Dz . A Dz and releasing an active DNAzyme Dz back into solution, in the following chemical reaction:
In previous experimental work, we have implemented this method of control for DNAzymes using DNA strand displacement reactions [65] .
Release of effector strands from cleavage reactions
We write S Dz . Z for a substrate molecule that sequesters a particular species Z, releasing it into solution only after the substrate has been cleaved by the DNAzyme Dz:
Following the cleavage reaction, the Z species may interact with other circuit components in solution. This design motif is required to enable information transmission between DNAzymes in our learning circuit. We have demonstrated the implementation of substrate molecules that release a rsif.royalsocietypublishing.org J. R. Soc. Interface 11: 20140902 downstream activator upon cleavage of an upstream DNAzyme, and used this design to implement multi-layer signaling cascades and logic circuits [66] , and other groups have implemented substrate molecules with similar behaviour [27, 67, 68] . These are first steps towards a practical implementation of our learning circuit.
Self-inhibition of DNAzymes
We write S Dz . I Dz for a substrate in which the cleavage product is an inhibitor I Dz , which immediately binds to, and deactivates, a DNAzyme molecule:
This sequesters inhibitors within the substrate structure until the cleavage reaction, protecting them from interacting with free activators in solution. We refer to S Dz . I Dz as the self-inhibitory substrate for Dz, and to Dz as a self-inhibiting DNAzyme. This is a crucial element of our design, as it allows the system to regulate its own catalytic activity over time by returning activated DNAzymes to a sequestered state. Although self-inhibition has not yet been engineered using DNAzymes, it is well-known as a control mechanism within cellular regulatory networks [69] .
Multi-stage cleavage reactions
We write S Dz . S Dz 0 . Z 0 for a substrate molecule that requires two correctly ordered cleavage reactions to occur, involving the Dz and Dz 0 DNAzymes, for the output species Z 0 to be released:
We refer to S Dz . S Dz 0 . Z 0 as a presubstrate for Dz, and a substrate for Dz 0 . This design motif is also critical as it will allow us to modify the amount of substrate available to certain DNAzymes by triggering the catalytic activity of other DNAzymes. These reactions have also not yet been engineered using DNAzymes, but similar behaviour has been reported in the context of restriction enzymes [70] .
Circuit design
Assuming the DNAzyme reactions outlined above, we must provide biochemical implementations of the primitive steps needed for the learning algorithm outlined in figure 1. Figure 2 presents an outline of our biochemical learning circuit, which implements the learning primitives described in figure 1 . Conceptually, the circuit may be divided into a predictor subcircuit and the feedback subcircuit, connected in a cycle as shown in figure 1 (although we do not enforce this separation in our simulations, in which any of the chemical reactions may occur at any time). The cycle is driven forward by the addition of new training instances.
Multiplier component
Our circuit design relies on a novel, reusable DNAzymebased multiplier circuit motif, which is shown in figure 2a . The multiplier circuit is based on a DNAzyme Dz, which we assume is initially in the inactive state in the Dz . I Dz (a) We consider the substrate ratio w ¼ [S Dz . Z] 0 =[S Dz . I Dz ] 0 as the second input to the multiplier, which we refer to as the weight, using machine learning terminology (this parameter may also be thought of as the scale factor or gain of the multiplier). Thus, the multiplier may amplify the incoming signal if w . 1, copy it if w ¼ 1, or attenuate it if 0 w , 1. In this paper, we do not consider the case where w , 0. We have shown (electronic supplementary material, section S4) that substrate ratios are not altered by execution of the multiplier. This is important because the multiplicative factor is encoded as a ratio between the concentrations of substrates that are consumed by circuit operation, and shows that our design can reliably perform a sequence of multiplications. However, the absolute population of substrate molecules is depleted, a point to which we will return in §6.2.
Finally, there is no reason to restrict ourselves to a single signal-producing substrate. With multiple signal-producing substrates competing to be cleaved by a self-inhibiting DNAzyme, we obtain a more general multiplication circuit motif which allows a given input signal to fan out to multiple outputs, each with a different weight applied. Indeed, our learning circuit design will rely on this fact in a number of places. Figure 2b illustrates our graphical shorthand for a general self-inhibiting DNAzyme Dz with multiple output signals P Dz,i , each with its own weight w i .
Note that the various output pathways from such a DNAzyme are ( partially) coupled because the DNAzyme still only has a single kind of self-inhibitory substrate. The analysis from electronic supplementary material, section S4, holds for multiple signal-producing substrates, because having additional signal-producing substrates simply allows more signal-producing substrates to be cleaved in the time that it takes for the DNAzyme to re-inhibit itself. Therefore, it follows that normal activation of the self-inhibiting DNAzyme does not modify any of the output weights. Furthermore, adding more of a given signal-producing substrate only affects the weight corresponding to that particular output, as the substrate ratios for the other outputs are unaffected. However, adding more of the self-inhibitory
arises in the feedback subcircuit, and how it can be handled.
Predictor subcircuit
The next stage of our circuit design is to combine several multiplier motifs to produce a linear predictor subcircuit. Figure 2c 
The DNAzymes all produce the same output signalŷ, so the overall concentration ofŷ produced is
). This implements the arithmetic from algorithm 1, line 8. There is also a second output substrate for each DNAzyme, which produces output K i with weight 1. This has the effect of copying the original concentration of x i by generating an equal concentration of K i , for reasons which will be discussed below.
The second input required by our predictor design is the y species, whose initial concentration [ y] 0 represents a threshold against which the computed value ofŷ is to be measured. We assume that the y andŷ species react in an annihilation reaction to produce an inert y Áŷ complex. After the annihilation reactions finish, we will be left with an excess of y if y .ŷ and an excess ofŷ ifŷ . y, and the concentration of the leftover species at that point will equal the difference between y andŷ. Hence, these reactions can compute a weighted sum of multiple inputs and classify them against a supplied threshold value, determining which is larger and by how much. This corresponds to the tests made on algorithm 1, lines 12 and 14. The excess of y orŷ will activate the feedback subcircuit, which generates additional substrate molecules for the predictor subcircuit, thereby updating the stored approximations to the weights.
Feedback subcircuit
We have already shown that the weight parameter to our multiplier component can be encoded as a ratio of substrate concentrations, and that this ratio persists across every use of the multiplication component. The final step in the development of our biochemical learning system is to provide a feedback mechanism to adjust the weight parameters stored in the predictor subcircuit according to the output from the predictor. Our reactions will adjust the weights following the approach from algorithm 1, by adding more of the numerator substrate (S Dzi .ŷ) to increase the weight valueŵ i , and by adding more of the denominator substrate (S Dz i . I Dz i ) to decrease the weight valueŵ i asymptotically towards zero. We achieve this using presubstrates, which were introduced above. Figure 2d shows a schematic for the feedback subcircuit. The inputs to the feedback subcircuit are the y andŷ signals produced by the predictor subcircuit, as well as the K i signals which rsif.royalsocietypublishing.org J. R. Soc. Interface 11: 20140902 contain a copy of the initial concentrations of the x i input signals. Two distinct feedback routes are shown in figure 2: (1) When y .ŷ, the weight parameters need to be increased, and the excess of the y species from the predictor subcircuit activates the left-hand feedback route, involving the FP i DNAzymes. The self-inhibiting FP i DNAzymes cleave the S FP i . S Dz i .ŷ presubstrates, each of which produces the corresponding S Dzi .ŷ signal-producing substrate for the Dz i DNAzyme in the predictor subcircuit. The concentrations of these substrates are the numerator of the substrate ratios which encode theŵ i weights, so adding more of these substrates increases the stored weight values. These reactions correspond to algorithm 1, line 13. (2) The right-hand feedback route is activated by an excess of theŷ species from the predictor subcircuit, which means thatŷ . y and hence that the stored weight parameters need to be reduced. Theŷ species activate a feedback path using the FN i DNAzymes, which cleave S FN i . S Dz i . I Dz i presubstrates to produce additional selfinhibiting S Dzi . I Dzi substrates for the DNAzymes from the predictor subcircuit. These increase the denominators of the substrate ratios, causing the weight values to decrease asymptotically towards zero. These reactions correspond to algorithm 1, line 15. There is an additional subtlety in this feedback route: when additional selfinhibiting substrates are released for the DNAzymes in the predictor subcircuit, the same amounts of the substrates S Dz i . K i must also be released. This is necessary to ensure that the weights of the reactions in the predictor subcircuit which produce the K i species remain at 1, so that the concentrations of the input species can still be copied accurately. We achieve this by using the same initial concentrations of the presubstrates S FN i . S Dz i . I Dz i and S FN i . S Dz i . K i , and by maintaining the same weights on the corresponding arcs.
In both feedback routes, each of the feedback DNAzymes (FP i and FN i ) is activated in proportion to the magnitude of the corresponding input signal (x i ). This is in accordance with the learning algorithm presented in algorithm 1 and is intended to activate the feedback DNAzymes such that the weight vector is modified in approximately the correct direction. In the biochemical implementation, this takes place using the K i species, which take on the same concentration as the initial concentration of the x i species by the execution of the reactions in the predictor subcircuit. In the initial reactions of the feedback subcircuit, the K i species catalyse the conversion of the y andŷ species into the activator species for the FP i and FN i feedback DNAzymes, respectively. This is achieved in the model by naming the K i species as both reactants and products of these reactions. The competition between the K i species to catalyse the conversions of these species ensures that the feedback DNAzymes are activated in the desired proportions. The weights associated with the feedback DNAzymes can be interpreted as the learning rate of the system, as they control how much feedback is produced per unit error in the prediction from the predictor subcircuit.
Training protocol
In our simulations, training inputs are modelled by mixing events. As described above, each mixing event increases the concentrations of species x i and y in the system such that the newly added concentration [x i ] equals the intended value of the corresponding input x i , and such that [y] ¼ f(X ). When the simulated system has reached equilibrium (i.e. when the predictor subcircuit has processed the inputs and the feedback subcircuit has updated the weight approximations) further quantities of the x i and y species which encode the next training instance are added, and so on. The addition of reagents from outside drives the system forward round the feedback cycle. When all training inputs have been added, we enter a testing phase where the performance of the machine is evaluated. The feedback subcircuit is disabled by setting the concentration of the S Dzi . K i and S FN i . S Dz i . K i species to zero, which prevents the stored weight approximations being modified further. As in the training phase, testing instances are also provided as concentrations of the x i and y species, except we observe the excess of y orŷ to assess the accuracy of the predictions. Since the feedback subcircuit is disabled in the testing phase, the y,ŷ and K i species, which are the outputs of the predictor subcircuit, are no longer used by the feedback circuit, so we assume that these are set to zero before each addition of subsequent testing inputs.
Results from learning simulations
We simulated the behaviour of our learning circuit by numerically integrating an ODE model of our biochemical learning system, instantiated for the appropriate number of inputs in each case. The ODE model is presented in the electronic supplementary material, table S1, which includes rate constants that correspond to the separations of timescales assumed for different reactions in the biochemical model. The numerical integration process produced time courses of the species concentrations between successive mixing events, which were modelled by simply adjusting the relevant species concentrations at the appropriate point in time. Numerical integration was performed using a stiff ODE solver from COPASI [71] , in conjunction with an external Python wrapper that allowed us to define multiple mixing events and to call the solver repeatedly in an iterative simulation loop, to obtain a trace of species concentrations across an entire training and testing run.
Asymptotic learning performance
We began by studying the two-input case, where the weight vector W is just a pair (w 1 , w 2 ) of weights drawn from [0, 10] , and the input vector is also a pair of values drawn from [0, 500]. We analysed the effect of increasing the amount of training data on the learning capabilities of our biochemical circuit, by taking 100 uniformly distributed starting and target weight vectors in the [0, 10] weight space and training the machine using between 0 and 1000 random training instances. We evaluated each trained system using 100 testing instances and plotted the average RMSE across the 100 experiments, and the results are shown in figure 3 (shaded area denotes standard deviation). We deduce that the system does improve its current approximation to the true weight vector given additional training data, however, we note that the system does not reach zero RMSE even after 1000 training rounds. This suggests that there may be some bias in the system, making some weight vectors harder to learn than others. Therefore, we undertook a systematic investigation of the learning performance of our system across a range of weight values.
Weight-space performance profiles
We ran a learning simulation for all possible starting and target weight pairs lying on a square grid of points with spacing 0.5. In each case, 1000 training instances were provided to the system, followed by 100 testing instances, and the root mean square error (RMSE) from these 100 tests was plotted as the colour of each point on the scatter plot. In the following discussion, we will use (2, þ), (þ, þ), (2, 2) and (þ, 2) to indicate the four directions that point towards the topleft, top-right, bottom-left and bottom-right corners of a standard two-dimensional plot, respectively. Figure 4a presents results from simulations which attempt to learn every target weight pair on the grid starting from the initial weights (2, 2), (8, 8) , (2, 2) and (8, 2) (see the electronic supplementary material for more data). We observe that the system can learn many weight vectors on the grid from the four specified starting weight vectors well, as evidenced by the areas of low RMSE. However, there are anomalies towards the (2, þ) and (þ, 2) corners of the plot where the RMSE is significantly higher.
We hypothesized that these areas of higher RMSE were related to certain aspects of our circuit design. Since weights cannot go below zero, they must decrease asymptotically towards zero, which causes slower convergence towards small weight values. Furthermore, since the feedback subcircuit must either activate all the FP i DNAzymes or all the FN i DNAzymes, and not a mixture of the two, it follows that in a single learning step the weights must either all increase or all decrease. Thus, it is easier for the learning machine to move towards (þ, þ) or (2, 2) in the twodimensional weight space than it is to move towards (2, þ) or (þ, 2). To move towards (2, þ) or (þ, 2), the system must use zigzagging steps in the other two directions, which is a less efficient trajectory. A combination of these factors would account for the high RMSE values in the (2, þ) and (þ, 2) corners and the low RMSE values in the vicinity of the origin (w 1 ¼ w 2 ¼ 0).
To confirm these hypotheses, we observed the behaviour of the simulated learning machine moving in different directions through the weight space. Figure 4b(i) shows selected weight-space trajectories from 1000-step learning simulations in the [0, 10] weight space (the ideal trajectory would be a straight line from the start to the target in each case). As predicted, the trajectory moving towards the (2, þ) corner is a zigzag pattern of short steps in the (þ, þ) and (2, 2) directions, which peter out before reaching the target weight values. This contrasts with the trajectory moving towards the (þ, þ) corner of the weight space, which is far more direct and is therefore able to home in on the target weight values within the allotted 1000 training instances.
Experiments with alternative weights
We addressed these issues by considering an alternative set of possible weight values: we chose the weight values in the target function from the interval [10, 20] as opposed to [0, 10] . Apart from this change, the rest of the learning circuit is unchanged. Figure 4b (ii) shows sample weight trajectories moving in the (2, þ) and (þ, þ) directions in the alternative [10, 20] weight space. In both cases, the system converged very close to the target weight values within 1000 training cycles. Even when the weights had to be adjusted in the (2, þ) direction, the larger absolute values allowed larger steps to be taken, which made the zigzag trajectory more efficient than the corresponding trajectory in figure 4b(i) . Figure 5a presents results from learning simulations across the two-dimensional [10, 20] weight space, this time using a square grid of resolution 1 (the higher resolution 0.5 grid spacing was not necessary here). We attempted to train the learning machine starting from the initial weight pairs rsif.royalsocietypublishing.org J. R. Soc. Interface 11: 20140902 (12, 12) , (18, 18) , (12, 12) and (18, 12) to learn every weight pair on the grid and observed a far more uniform RMSE distribution with far lower individual RMSE values. (Additional data are presented in electronic supplementary material, section S6, including additional plots for the [10, 20] weight space using a smaller scale on the colour bar.) Thus, we conclude that switching from the [0, 10] weight space to the [10, 20] weight space offers better, and more uniform, learning performance, in two ways: (i) by enabling more efficient trajectories towards the (2, þ) and (þ, 2) corners of the weight space and (ii) by enabling faster convergence to smaller weight values as they are no longer close to zero. Figure 6 illustrates the different error profiles between the [0, 10] and [10, 20] weight spaces by plotting the histogram of all RMSE values obtained from our weight-space scanning simulations. The RMSE histogram for the [0, 10] weight space shows a large peak at low RMSE values but also a long tail which comprises a significant number of instances with larger errors, up to a maximum between 350 and 400, whereas the histogram for the [10, 20] weight space has all RMSE values distributed between 0 and the maximum RMSE value of around 7.5. This confirms that the [10, 20] weight space is a more preferable operating regime for our biochemical learning circuit than the [0, 10] weight space, since it allows far more uniform learning performance.
Finally, figure 5b directly compares the asymptotic learning performance between the weight spaces by plotting a learning curve for the [10, 20] weight space and comparing it with the learning curve for [0, 10] from figure 3. After 1000 training instances, the system working in the [10, 20] weight space has an average RMSE about one order of magnitude lower than for the [0, 10] weight space, and with a much lower variance. We deduce that the asymptotic learning performance in the [10, 20] weight space is superior to that in the [0, 10] weight space. This suggests that learning functions in which one or more weights are close to zero using our learning circuit may be challenging. However, we note that weights close to zero will contribute relatively little to the overall result-therefore, it may be possible to omit those terms entirely without significantly altering the target function.
Learning functions with more than two inputs
To assess the performance of the system when learning more than two weights, we ran experiments similar to those from figure 5b for systems with five and 10 inputs, using the more favourable [10, 20] weight space. This was achieved by replicating our learning circuit design to process additional inputs. The resulting five-input and 10-input learning curves are shown in figure 7a, with the two-input learning curve from figure 5b included for comparison. We observe that the five-input and 10-input variants of the system are capable of learning, as evidenced by the decrease in RMSE with extra training data. The rate of learning for the higher dimensional systems is lower than that we observed in the two-input case, but this may be because we used the same learning rate and other parameters for all of the experiments, which one might expect to produce slower convergence in the systems with more inputs. It is possible that adjusting the learning rate could lead to faster convergence in the higher dimensional cases, but such optimization is beyond the scope of the current paper. Furthermore, the issue with zigzag learning trajectories discussed above is likely to be even more problematic in higher dimensions: we are still restricted to either increase all weights or decrease all weights in a single step, meaning that a greater fraction of the potential step directions are excluded than in the two-dimensional case. We conclude that the design of our system can be extended to learn linear functions with more than two inputs, with a linear increase in the numbers of species and reactions (see the electronic supplementary material, table S1).
Robustness to noise
Noise is a crucial issue in all biomolecular systems. In an experimental implementation of our learning circuit, the addition of training inputs would be a physical procedure conducted by a human experimenter and therefore prone to experimental error. We studied the effect of increasing amounts of noise in simulations of the two-input learning machine by modifying the training instances so that the concentration [y] of the species added to represent the true output value is given by [y] ¼ f(X ) þ N where the noise term N was drawn from a Gaussian distribution with mean 0 and standard deviation s. We retain our previous ODE to study noise in the input signals, because we assume that the [10, 20] weight space, are presented in figure 7b (see the electronic supplementary material for additional data). We see that the circuit is capable of learning in the face of noise, with a limit on the predictive accuracy related to the standard deviation s of the noise term, and for s , 100 we conclude that useful learning can indeed take place. In reality, all noise would not manifest itself in a single parameter in this way, but we believe that this noise model is still of practical relevance because the linear combination of multiple independent, normally distributed random variables also has a normal distribution. Therefore, any Gaussian noise in our input signals can be consolidated into a Gaussian noise term on the predicted output, which can then be combined with any Gaussian noise on the supplied true output value to produce a single Gaussian noise term on the true output.
Discussion
In summary, we have presented a simple algorithm for learning certain linear functions and demonstrated a biochemical learning circuit which implements this algorithm, based on the chemical reactions of DNAzymes. We have demonstrated that our circuit can indeed learn target functions, given enough training data, and presented a detailed investigation of the learning performance of our system for different ranges of weight values, with increasing numbers of input signals, and in the face of noise in the training data. Our work suggests that classical machine learning algorithms may not necessarily be the best fit in a biochemical implementation framework, which has implications beyond the specific system studied [10, 20] weight space. Furthermore, the x-axis for the [10, 20] histogram uses a more fine-grained bin size to highlight the far narrower distribution of RMSE values in the [10, 20] weight space. 
where W max is the upper bound of the given weight space and X max is the largest possible input value used in the experiments. (b) Learning curves with noise, represented by the standard deviation s for a Gaussian noise distribution with mean 0 which was superimposed on the value of y in the training instances supplied to the simulation. Average RMSE values for 100 traces are plotted, with predictive performance evaluated over a common set of 100 testing instances. The noise-free (s ¼ 0) learning curve from figure 5b for the [10, 20] weight space is included for comparison.
here. As a further example, it is known that competitive learning in winner-takes-all neural networks can be implemented very concisely using molecular computing architectures, because direct competition for catalytic resources can replace mutually inhibitory connections between all pairs of neurons [51, 72] . Thus, the study of biochemical learning devices may be of philosophical, as well as practical, interest.
Correctness of the learning algorithm and its biochemical implementation
To verify that the learning procedure from algorithm 1 is correctly implemented by our ODE simulations of the biochemical learning circuit, we directly implemented algorithm 1 and compared the results of the algorithm with the biochemical implementation. These data are presented in electronic supplementary material, section S9 and show good agreement between the direct implementation of the algortihm and the biochemical implementation. This suggests that our biochemical system is a reasonable implementation of our intended learning algorithm, and that the learning behaviour derives from the algorithm itself as opposed to some quirk of the biochemical implementation. The latter point is further supported by the data presented in electronic supplementary material, section S8. While a detailed theoretical analysis of algorithm 1 is outside the scope of the current paper, this may be of interest for future work, because we have shown that a desire for simplicity in the biochemical implementation can impose constraints on the capabilities of the learning algorithm. Furthermore, it is worth noting that formally proving correctness of the biochemical implementation itself would be extremely challenging due to the inherent massive parallelism. So far, formal verification has only been attempted for biochemical systems with relatively small numbers of each molecular species [73, 74] , owing to the combinatorial explosion in the size of the state space as the numbers of copies increase. However, recent work on modular verification of DNA strand displacement devices [75] may offer a solution to this problem.
Practical considerations
The learning circuit simulated in this paper is designed around plausible DNAzyme reactions, offering a route to a future experimental implementation of our design. In previous experimental work, we have implemented DNAzyme activation using toehold-mediated strand displacement reactions [65] and DNAzyme signalling cascades using structured substrate molecules that release a downstream activator when cleaved by an upstream DNAzyme [66] . These important steps are directly relevant to the experimental realization of our learning circuit design. However, further advances in DNAzyme chemistry are needed before the entire circuit design can be implemented in the laboratory, in particular, the design of presubstrate molecules that require multiple cleavage reactions to release the sequestered sequence.
An experimental implementation would also need to work with realistic rate constants. The biochemical model presented in the electronic supplementary material, table S1 includes rate constants that were chosen to correspond with the expected separation of timescales in the specified reactions: we assume that annihilation reactions are the fastest reactions, that activation reactions (e.g. by DNA strand displacement) are the next fastest and that DNAzyme-catalysed cleavage reactions are the slowest. The assumption that annihilation is fast is required for correct computation of the difference operation, and this is chemically plausible if y andŷ are fully complementary single strands of DNA, for example. Previous work [76, 77] has shown that the kinetics of activation via toehold-mediated strand displacement can be controlled by controlling parameters such as toehold length and internal spacer length. The kinetics of DNAzyme-based reactions can also be controlled by adjusting the lengths of the substrate binding arms of the DNAzyme, or by using a different catalytic motif, e.g. the E6 motif [62] has slower cleavage kinetics than the 8-17 or 10-23 motifs [63] . Hence, there are possible methods to optimize the performance of real-world implementations to satisfy our assumptions regarding the kinetics of different reactions in the learning circuit.
Furthermore, the system would be restricted to small numbers of weight parameters and short training schedules due to the practicalities of experimental work. In an experimental setting, the 'resetting' of the system between the testing and training phases described in §4.2.4 might be achieved by a mechanical separation technique such as washing or centrifugation or by chemical means, e.g. lighttriggered cleavage of strands that incorporate photo-cleavable backbone modifications. A practical implementation would encounter additional sources of uncertainty beyond those investigated in figure 7b, such as pipetting errors, non-specific activation of circuit components, and DNA synthesis errors, which would reduce the accuracy of the learning computations. Nonetheless, we believe that the results in figure 7b show promise for the learning circuit to overcome these more realistic noise scenarios. Furthermore, our learning circuit can only function correctly with an adequate supply of substrates, which places an upper bound on the amount of time it can spend learning. Although our simulations used up to 1000 training instances to enable rigorous characterization of the learning performance, the learning curves from figure 5b show that good predictive performance can be achieved using far fewer training instances. We refer the reader to electronic supplementary material, section S5 for an extended discussion on the effects of substrate depletion on circuit operation.
Future research directions
The design of our biochemical learning circuit could be extended in a number of directions, e.g. to learn nonlinear functions such as a classical perceptron [78] , to handle negative values as in the artificial chemistry approach of Banda et al. [48] , and to connect multiple learners to implement a trainable artifical neural network that could learn more complex functions. Another fruitful direction would be to explore concurrent biochemical implementations of parallel learning algorithms, as this could take full advantage of the massively parallel nature of biochemical interactions in solution.
In a future theoretical paper, we will fully explore the nature of the learning algorithm that we have realized in artificial chemistry in this paper. We have demonstrated a working combination of reaction rates in this paper: in future work, we will explore the parameter space more fully to ascertain how robust the system is to variance in these parameters. This analysis may be made more challenging by the presence of nonlinearities inherited from the biochemical substrate of our learning circuit. 
