Introduction
A fundamental problem in logic and computer science is understanding the e ciency of propositional proof systems. It has been known for a long time that NP = coNP if and only if there exists an e cient propositional proof system, but despite 25 years of research, this problem is still not resolved. (See 46] for an excellent survey of this area.) The intention of the present article is to introduce a new algebraic approach to this problem. Our proof systems are simpler than classical proof systems, and purely algebraic. It is our hope that by studying proof complexity in this light, that new upper and lower bound techniques may emerge.
The use of the Nullstellensatz for propositional refutations may have been rst suggested in a paper by Lovasz in 1982 ( 29] ). Independently, an explicit algebraic system based on Hilbert's Nullstellensatz was proposed in a later paper by Beame, Impagliazzo, Kraj cek, Pitassi and Pud lak ( 9] ) who were motivated by applications to obtaining lower bounds on the lengths of propositional proofs. The basic idea behind algebraic proof systems is as follows. Let Q i (x) = 0 be a system of algebraic equations over a xed eld F. By the basic result in algebraic geometry known as Hilbert's Nullstellensatz, the equations 1 The author was supported in part by NSF Grant CCR-9457782 68 do not have a solution in the algebraic closure of F if and only if there exists polynomials P i (x) from F x] such that P i P i (x)Q i (x) = 1. We can think of the polynomials P i as a proof of the unsolvability of the equations Q i .
This algebraic proof system is appealing because it is simple and nonsyntactic. Moreover, the question of how large a proof must be amounts to asking how many eld operations are required in order to generate the constant polynomial from certain initial polynomials. Moreover, this proof system is very powerful. We prove here that our algebraic system can polynomially-simulate extended Frege proofs, and if our system is polynomially bounded, then the polynomial hierarchy collapses. There are other tight connections between proofs in our algebraic system and classical proof systems.
The organization of the paper is as follows. In Section 2, we de ne our algebraic proof systems. In Section 3, we prove basic theorems about algebraic proofs and simulation results. In Section 4, we focus our attention on small degree algebraic proofs. Even a good understanding of the degree complexity of algebraic proofs has many applications. As shown in 9], degree lower bounds for certain unsatis able formulas imply lower bounds for bounded-depth Frege proofs. Also, degree lower bounds are related to separation results for NP search classes, as shown in 18] . We review these connections, lower bounds as well as lower bound techniques. In Section 5, we discuss a stronger version of small degree algebraic proofs, Gr obner proofs, which were rst studied in 16]. We review their results, and discuss connections and applications to Frege lower bounds. Lastly in Section 6, we present several open problems in this area.
Algebraic Proof Systems
Let C = C 1^C2^: ::^C m be a propositional formula over fx 1 ; :::; x n g, in conjunctive normal form, where each C i is a clause of size at most three. Each clause C i can be converted into an equation, C i = 1 over F such that C is unsatis able if and only if fC 1 = 0; :::; C m = 0g has no 0/1 solution. The equations Q = fQ 1 = 0; :::Q R = 0g corresponding to C are: fC 1 = 0; :::; C m = 0g, plus the equations x 2 ? x = 0 for all variables x. The equations x 2 ? x = 0 force 0-1 solutions. We now show how to translate from the basis f_;^; :g to the basis f+; ; 1g over a eld F. For a atomic, t(a) = 1 ? a; t(:x) = 1 ? t(x); t(x _ y) = t(x)t(y); and lastly, t(x^y) = t(:(:x _ :y) = t(x) + t(y) ? t(x)t(y). Our translation has the property that for any truth assignment , and any boolean formula f, f evaluates to 1 under if and only if t(f) evaluates to 0 under . In other words, \0" represents true over the new basis.
Here is an example. Let Let C be a conjunctive normal form formula, and let Q be the corresponding equations. Then an algebraic refutation for C (over a xed ring or eld) is a set of polynomials, P = fP 1 ; ::; P R g such that P R i=1 P i (x)Q i (x) = 1. The degree of the refutation is de ned to be the maximum degree of the P i 's. (Another de nition of degree is the maximum degree of the polynomials P i Q i , but in this paper we will not use this de nition.)
It is important to point out now that there is a big di erence between the situation where the above polynomial evaluates to 1 over all 0/1 values, versus when the polynomial is identically 1. An algebraic refutation requires that the polynomial be identically 1. The following simple example illustrates this di erence. Let C be an arbitrary unsatis able conjunctive normal form formula, and let Q the the corresponding set of equations. Then it is always possible obtain a polynomial that always evaluates to 1 by performing the logical AND of the equations in Q. For example, let C = (x)^(:x). Then Q = fQ 1 ; Q 2 ; Q 3 g = fx; 1 ? x; x 2 ? xg. The logical AND of the Q's is Q 1 + Q 2 + Q 3 ? Q 1 Q 2 ? Q 2 Q 3 ? Q 1 Q 3 + Q 1 Q 2 Q 3 . This simpli es to the polynomial 1 ? x + 2x 3 ? x 4 . As x ranges over 0; 1, this polynomial always evaluates to 1, but the polynomial is not the constant 1.
Theorem 0.1 The algebraic proof system over any eld F is sound and complete for 3CNF formulas.
Proof: Assume that C is has an algebraic refutation, that is there exists P i such that P i P i Q i = 1, where the Q i 's are the polynomials corresponding to C. Then it follows that there is no simultaneous solution to the equations Q i = 0, and thus, there is no satisfying truth assignment for C. (Note that soundness holds for any ring.) Our rst proof of completeness uses the weak form of Hilbert's Nullstellensatz.
Let Q = fQ 1 ; :::; Q R g be a system of algebraic equations over a eld F.
Then the weak form of Hilbert's Nullstellensatz states that Q does not 70 have a solution in the algebraic closure of F if and only if 1 is in the ideal generated by Q 1 ; ::; Q R over the algebraic closure of F. Now we want to show that in fact if there is a linear combination of the Q i 's that equals 1 in the algebraic closure of F, then there must also be a linear combination in F that equals 1. To see this, suppose that we have a degree d linear combination in the algebraic closure of F that is 1. We can set up a system of linear equations over the algebraic closure to nd the coe cients of the P i 's. Because the original polynomials (the Q i 's) are all over F, the system of linear equations is also over F, and thus, we can solve for a solution over F. Thus, we have shown that the Q i 's have no solution over F if and only if 1 can be obtained as a linear combination of the Q i 's (over F).
We will also provide two constructive proofs of completeness. The rst proof is the analogue of a truth table proof, and the second is a type of tableau proof. A truth table proof can be viewed as a decision tree where each internal node in the tree is labelled with a variable, and the 2 outedges are labelled with that variable and its negation. The tree is a truth table proof if and only if for every path, the partial truth assignment speci ed by the edges along that path force the CNF formula to false. A tableaux proof can also be viewed as a decision tree, but now where each internal node in the tree is labelled with one of the clauses C i in the CNF formula, and the outedges are labelled with :C i and l j for all literals l j in C i . The decision tree is a tableau proof if and only if for every path, the partial truth assignment speci ed by the edges along that path force the CNF formula to false. The size of a decision tree proof (in either case) is the total number of nodes in the tree. In other words, a truth table proof is obtained by trying all possible assignments with possible shortcuts, and a tableau proof is obtained by \multiplying" the CNF formula to DNF form, with possible shortcuts. Let C = C 1^C2^: ::^C m be an unsatis able 3CNF formula over fx 1 ; :::; x n g, and let Q 1 ; :::; Q m be the corresponding polynomials.
For the truth table proof, we rst partition the truth assignments if (x i ) = 1. (The term has value 1 under the assignment , and otherwise has value 0.) Let P i = P 2K i T i ( ), where T i ( ) is the term corresponding to , where the terms that also appear in Q i are deleted. Then P P i Q i is the sum of the 2 n terms, corresponding to all 2 n truth assignments, and this sum is identically 1. Note that the P i 's are each multilinear polynomials, and thus the proof has degree at most n.
For example, let C = (x 1 _ :x 2 )(x 2 _ x 3 )(:x 3 )(:x 1 ); then Q 1 = (1 ? x 1 )(x 2 ), Q 2 = (1 ? x 2 )(1 ? x 3 ), Q 3 = x 3 , and Q 4 = x 1 . We will divide the truth assignments into 4 classes as follows: K 1 = f010g, K 2 = f000g, K 3 = f001; 011; 101; 111g, and K 4 = f100; 110g. Proof: Because Q evaluates to 1 over all 0; 1 assignments, Q 0 = 1 ? Q evaluates to 0 over all 0; 1 assignments. We will prove by induction on the number of variables n, that any polynomial (such as Q 0 ) evaluating to 0 over all 0; 1 assignments can be written as a linear combination of the initial polynomials. Then setting S = 1 ? Q, it follows that Q+S = 1, where S is of the desired form. The base case is when there are no variables, and in this case Q 0 must be identically 0. Now assume that Q 0 is a polynomial in x 1 ; :::; x n . By writing Q 0 as a polynomial in x n , it is not hard to see that we can write Q 0 as Q 0 +x n Q 1 +(x 2 n ?x n )Q 2 , where Q 0 and Q 1 are polynomials in x 1 ; :::; x n?1 . Now Q 0 must be zero on all 0; 1 assignments, and likewise Q 1 must be zero on all 0; 1 assignments. Thus by applying the induction hypothesis to both Q 0 and to Q 1 , it follows that Q 0 can be written as a linear combination of the initial polynomials. It is interesting to note that S will be of exponential size in the worst case.
This completes the proof of the lemma, and also completes our second constructive completeness proof.
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Note that although we are restricting our attention to 3CNF formulas, more general formulas can be handled by introducing new, intermediate formulas. To simplify our exposition, we will assume in this paper that all formulas are in 3CNF form.
Algebraic Size Complexity
Perhaps the most general and natural de nition of proof size is the algebraic size complexity of the proof. such that for all y 2 L, there is an x 2 such that y = f(x) and jxj (the length of x) is at most p(jyj).
A key property of a Cook-Reckhow proof system is that, given an alleged proof, there is an e cient method for checking whether or not it really is a proof. For most standard, axiomatic proof systems (Extended Frege, Frege, even ZFC), there is actually a very e cient method for checking whether or not it is really a proof. This property leads to the following theorem.
Theorem 2.2 ( 19]) There exists a polynomially-bounded
Cook-Reckhow propositional proof system if and only of NP = coNP.
The above theorem does not appear to hold for algebraic proofs because there is no known deterministic polynomial time algorithm to check whether or not a polynomial is identically 1, even in the case of nite elds. (In other words, there is no e cient procedure to check that it is a proof.) Nonetheless, the probabilistic polynomial-time algorithm due to Schwartz allows us to prove that if algebraic proofs are polynomially-bounded, then the polynomial hierarchy collapses. Theorem 2.3 For any prime p, if the algebraic proof system over Z p is polynomially-bounded, then PH = p 2 .
Proof: We will rst show that there is a coRP algorithm for testing whether or not an algebraic proof is valid. The algorithm is essentially due to Schwartz 43] . Let P; Q be the input; that is, P and Q are sequences of polynomials (represented by algebraic circuits) over x 1 ; :::; x n , and we want to test whether or not R = P P i Q i ? 1 is identically zero over Z p . The idea will be to randomly choose elements from a su ciently large extension eld of Z p . If R is not zero, then the number of zeroes of R will be small relative to the size of the extension eld, so with high probability, we will nd one by selecting at random. More precisely, let r(n) denote the algebraic circuit size of R, and let d = p r(n) . Note that d is an upper bound on the total degree of R. Let s = log p (4d), and let Z p ( ) be the extension eld of Z p , where we add , the s th root of unity. This eld has p s many elements, each of which can be represented as a degree s ? 1 polynomial in . The size of our extension eld is therefore greater than 4d. Now if R is not identically zero, then the fraction of elements of Z p ( ) which are zeroes of R is at most d=jZ p ( )j, which is at most 1=4. (See, for example 43], Corollary 1.) Our algorithm will be to select elements of Z p ( ) at random for x 1 ; :::; x n and output 0 if and only if R evaluates to 1. (Of course, one has to be somewhat careful in implementing this algorithm, to be sure to represent the elements of Z p ( ) as degree s ? 1 polynomials, and then to carry out the evaluation of R on a randomly chosen value in polynomial time.) Clearly if R is identically zero, the algorithm will output 1 with probability 1. On the other hand, if R is not zero, then with probability at least 3=4, the algorithm will output 0. Now suppose that the algebraic proof system over Z p is polynomially-bounded. We will now describe a randomized NP-type algorithm that solves a coNP hard problem. More speci cally, the algorithm will take as input a 3CNF formula over x 1 ; :::; x n , and in polynomial time, output 1 if there exists some NP guess such that all probabilistic paths consistent with that NP guess output 0, and the algorithm outputs 1 if for every NP guess, almost all probabilistic paths consistent with that NP guess output 1. We will call such an algorithm an NP-coRP algorithm. The algorithm is simple: given a 3CNF formula, the algorithm rst guesses a polynomial size algebraic proof over Z p , and then runs the above coRP algorithm to test whether it really is a valid proof. If the algebraic proof system is polynomial bounded, the algorithm is correct.
We will now show that the existence of this NP-coRP algorithm for the unsatis ability problem implies that b 2 = p 2 , and thus the polynomial-time hierarchy collapses to p 2 . Consider a p 2 decision problem B(x) = 9v8wB 0 (x; v; w), where B 0 is polynomial-time computable. By the previous algorithm, it follows that this p 2 problem can also be computed by an NP-coRP algorithm. Thus, there exists a polynomial-time predicate, A(x; q; r), where q indicates the existential variables, and r indicates the random variables and such that the following holds: If B(a) = 1, then there exists an assignment to q such that for all assignments to r, A(a; ; ) = 0 and if B(a) = 0 then for all assignments to q, for all but a 1=4-fraction of assignments, , to r, A(a; ; ) = 1: We will now show that our problem, B(x), computable by an NP-coRP algorithm, can also be computed by a p 2 algorithm; the p 2 algorithm will be obtained by moving the probabilistically quanti ed r to the other side of the existentially quanti ed q. That is, our p 2 algorithm has x is the input variables, q as the (same) sequence of existential variables, but now r 0 is a sequence of O(log n) many values of random variables r. The p 2 algorithm outputs 1 on x = a if and only if for all assignments, 0 , to r 0 , there exists an assignment to q such that A(a; ; i ) = 0 for all i 2 . Because A is polynomial-time computable, the above algorithm is in p 2 . To see that it is correct, assume rst that B(a) = 1. Then by the NP-coRP algorithm, there exists an assignment to q such that all assignments to r give A(a; ; ) = 0, and thus, the above p 2 algorithm also outputs 1. On the other hand, if B(a) = 0, then for every assignment to q, almost all assignments to r are such that A(a; ; ) = 1. Thus by an averaging argument, there exists a sequence of O(log n) many assignments, 1 ; :::; O(logn) , such that for any , at least one of the i 's gives A(a; ; i ) = 1. Therefore, we have shown that if our algebraic proof system over Z p is polynomially bounded, then any p 2 decision problem B(x) can be computed by a p 2 algorithm, and thus the polynomial hierarchy collapses.
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It should also be possible to extend the above theorem to hold for any nite eld, and also for the eld Q, of rational numbers. We can also show that algebraic proof systems are at least as powerful as Extended Frege, as is evidenced by the following theorem.
Theorem 2.4 For any commutative ring R, Frege proofs (and Extended Frege proofs) can be polynomially simulated by algebraic proofs with polynomial size.
Proof: We will prove the rst part of the above theorem by formulating a Frege proof in the Sequent Calculus, which we describe below. A cedent is any sequence F 1 ; : : : ; F n of formulas separated by commas. Cedents are sometimes designated by ?; ; : : : (capital Greek letters). In all cases, the algebraic size of our algebraic proof is polynomial in the number of lines in the Sequent calculus proof. The simulation of an extended Frege proof by an algebraic proof can be shown as follows. Statman ( 45] ) has proven that the size of an extended Frege proof is polynomially related to the minimum number of lines in a Frege proof. Because our simulation above constructs an algebraic proof which is polynomially bounded by the number of lines (steps) in the Frege proof, it follows that Extended Frege proofs can also be polynomially simulated by algebraic proofs.
It is also interesting to examine the complexity of the witnessing polynomials P i in the algebraic proof. If we start with a sequent calculus proof that doesn't involve the cut rule, then the witnessing polynomials in the simulating algebraic proof will just be simple combinations of the initial polynomials (the Q i 's). On the other hand, each application of the cut rule gives rise to a new witnessing polynomial.
Degree Complexity
De nition Let C = C 1^: :^C m be a 3CNF formula, and let Q be the corresponding set of equations. Then P = fP 1 ; ::; P k g is a degree d algebraic refutation of C if and only if: (1) P i P i Q i = 1; and (2) Each P i has degree at most d.
Small degree algebraic proofs are important for several reasons. First, they correspond to a depth 1 Frege system with mod 2 gates. In other words, a constant degree algebraic refutation is a very rudimentary proof system which has the power of mod 2 reasoning. Secondly, constant degree algebraic proofs have the nice computational property that a constant degree algebraic proof can be found in polynomial time, if one exists. (Assume that P i P i Q i = 1, and the Q i 's have degree at most d. Then the total number of monomials in the Q i 's is bounded by a polynomial in d, and therefore, we can set up a system of linear equations (one for each monomial) and solve for the coe cient values in polynomial time.
Because it is simple to verify in polynomial-time whether or not P i P i Q i = 1, when the Q i 's are given in standard form, constant-degree algebraic proofs can be veri ed in polynomial time. Thus, there exist a family of unsatis able formulas requiring nonconstant degree algebraic proofs, unless NP equals coNP. This raises the question of how hard it is to prove degree lower bounds. In this section, we will survey what is currently known, and connections between these lower bounds and results in propositional proof theory and complexity theory.
Upper bounds
The onto version of the propositional pigeonhole principle states that there is no 1-1, onto map from n+1 to n. This can be expressed by the following equations, with underlying variables P i;j , i n + 1, j n:
(1) P i;1 +:::+P i;n ?1 = 0, for all i n+1; (2) P 1;j +:::+P n+1;j ?1 = 0, for all j n; and (3) P i;k P j;k = 0, for all i; j n + 1, k n. For each n, let the above set of equations be denoted by :PHP n onto . For each n, there is a degree 0 algebraic refutation over any eld of :PHP n onto . The proof is obtained by adding together all of the above equations in (1) and subtracting all of the above equations in (2). Each variable will cancel because it occurs once positively in (1) and once negatively in (2), and we are left with n + 1 ? n = 1.
The more general version of the propositional pigeonhole principle states that there is no 1-1 map from n+1 to n. For each n, the general pigeonhole principle can be expressed by equations (1) and (3) above, and is denoted by :PHP n . In 18], it is shown that for all su ciently large n, :PHP n requires degree p n algebraic refutations over any eld. The best upper bound is a degree n algebraic refutation, and we conjecture that this is optimal.
An open problem is to show that algebraic refutations of :PHP n over any eld requires degree O(n), for su ciently large n.
Lower bounds
The rst nontrivial lower bound on the degree of algebraic proofs appeared in 9]. The mod q counting principle, Mod q n , states that there is no way to partition a set of size n into equivalence classes, each of size exactly q. For each n, the negation of this principle (:Mod q n ) can be expressed by the following equations, with underlying variables X e , e 1; ::; m], jej = q, m = pn + 1:
1. P e; i2e X e ? 1 = 0, for all i m; 2. X e X f = 0, for all e; f, e \ f 6 = 0. Theorem 2.5 Let F be the eld GF p , where p is a prime power, not q. Then for su ciently large n, any algebraic refutation of :Mod q n over F requires nonconstant degree.
The above is proven nonconstructively using Ramsey theory. Very recently, 13] substantially improved the above theorem.
Theorem 2.6 ( 13]) Let F be the eld GF p , where p is a prime power, not q. Then for in nitely many n, any algebraic refutation of :Mod q n over F requires degree n 1 log(p+q) . As mentioned above, there are also very good lower bounds for algebraic refutations of the pigeonhole principle. i ? x i = 0 for all 1 i n. Buss and Pitassi 12] show that the induction principle requires degree O(logn), and this bound is tight.
Theorem 2.8 ( 12] ) Any algebraic refutation of IND n over any eld requires degree O(log n).
The best lower bound known is for a variant of the strong induction principle, the homesitting principle. The negation of this principle states that if there are persons 0; 1; ::; n] and homes 1; ::; n], then there is a map from persons to homes such that each person i is sitting in some home j where j i, and for all i, if person i is at home (sitting at home i), then no other person can be sitting at home i.
Theorem 2.9 ( 16, 11] ) Any algebraic refutation of the homesitting principle over any eld requires degree O(n). 82 
The Design Method
In this section we review the primary method that has been used to obtain the above degree lower bounds.
Let R be any commutative ring, and let Q = fQ 1 ; ::; Q m g be a set of unsolvable equations of degree at most 3 over R x 1 ; :::; x n ], where m is n O(1) . We want to show that there is no degree d set of polynomials P 1 ; :::; P m such that P i P i Q i = 1. Assume for sake of contradiction that degree d P i 's do exist. Write P i as P m a i m X m , where m 2 f0; 1g n , X m is the corresponding monomial, and a i m is the coe cient in front of that monomial in P i . Because the total number of monomials in the P i 's is bounded by n O(d) , we can write a system of linear equations with the coe cients a i m as variables such that the system of linear equations has a solution if and only if such P i 's exist. In particular, the condition P i P i Q i = 1 can be speci ed by a system of linear equations in the a m i 's where for each nonempty monomial m of degree at most d+3, we have one equation specifying that the sum of all coe cients in front of this monomial must be 0, and for the empty monomial, we have one equation specifying that the sum of all coe cients in front of the empty monomial must be 1. Now by weak duality, if we can nd a linear combination of the equations such that the left-hand-side of the linear combination is 0, then there can be no solution. (Because the total sum of the righthand-sides of the equations is 1.) Conversely, if R is a eld, then we get the converse direction as well. The name design refers to the linear combination of the equations witnessing the fact that the equations can have no solution; because of the structure of the original Q i 's, the properties required of the linear combination can often be seen to be equivalent to the existence of a particular type of combinatorial property, and thus it is called a design.
Here we will give a simple example of the design method, applied to show that the Mod q principle has no solutions over Q. This example is due to Pud lak. The Mod q principle, Mod n q , has underlying variables X e , e 1; n], jej = q. Recall that the underlying equations for the Mod q principle are as follows:
1. For all i 2 1; n], we have Q i = P e;i2e X e ? 1 = 0. 2. For all e; f 2 1; n] 3 , where e \ f 6 =, we have Q e;f = X e X f = 0.
Suppose there exists degree d polynomials, P 1 ; :::P m over Q such that the linear combination of the P's and the Q's is 1. Then it is not too hard to show that there also exists a solution such that all coe cients of the form a i e where i 2 e are zero. A matching monomial is a monomial that de nes a partial q-partition of the underlying variables. (In other words, where the hyperedges in the monomial do not intersect.) When we multiply out the P's and the Q's, each nonempty matching monomial must cancel out. On the other hand, the number of occurrences of the empty monomial must be one (since the righthand side of the equation is 1). Thus we get the following equations, one for each matching monomial.
1. There is a simple degree d = n=q design over Q. Namely, for m = ; let f(m) = s 0 = 1, and for all m of size exactly t + 1, t 0, let f(m) = s t , where s t+1 = s t = n?qt?1 q?1 . Note that this design does not work at all over nite elds, where more solutions to the above equations are possible due to cancellation. Still, in a very recent paper 13], n degree lower bounds were obtained over nite elds, where depends on the eld.
4.4 The Interpolation Method
In this section, we discuss a less direct method of obtaining degree lower bounds. Let S be any propositional proof system. Let f = A(x; z)B (y; z) be an unsatis able 3CNF formula, where A involves only the variables x and z, and B involves only the variables y and z. Then a feasible interpolant for f is a polynomial-time computable function (or circuit) Int f (z) with the property that if Int f (a) = 1, then A(x; a) is unsatis able, and if Int f (a) = 0, then B(y; z) is unsatis able. Mundici 30] has shown that unless NP \coNP P=poly, there are statements f of the above form with no feasible interpolant. We are interested in the following question: If f is of the above form, and if f has a short refutation in S, then does f have a feasible interpolant? If the answer is yes, then we say that S has an e ective type (1) interpolation theorem.
S has an e ective type (2) interpolation theorem if there exists a polynomial p such that for any unsatis able formula of the form f = A(x)^B(y), if f has a size s refutation in S, then either A(x) or B(y) has a size p(s) refutation in S.
E ective interpolation theorems are very important because they give rise to conditional lower bounds for the corresponding proof system. (See the papers 25, 14, 33, 30, 17] for more details.) And if a monotone version of the interpolation theorem holds, then using known lower bound for monotone circuits, it is possible to prove an (unconditional) lower bound for the proof systems. For example, this has been the method used to obtain exponential lower bounds for Resolution and Cutting Planes proofs.
Russell Impagliazzo 23] has observed that e ective interpolation theorems exist whenever the proof system can be made deterministic. That is, suppose that there exists a deterministic algorithm for nding a proof of size s, that runs in time polynomial in s. Then the interpolant function is also polynomial-time computable. Namely, output 1 if and only if A(x; a) has a short proof. This algorithm works because if A(x; a) is unsatis able and B(y; a) is not, then plugging in a satisfying assignment for B into the short refutation of f yields a short refutation of A(x; a). It follows from this observation that small degree Nullstellensatz refutations has an e ective type (1) interpolation.
Recently, Pudlak 34] has obtained a monotone version of the above interpolation theorem. Namely, he has shown that if f = A(x; z)^B(y; z) is monotone and has a small degree Nullstellensatz refutation, then there exists a polynomial size monotone span program 85 for Int f (z). Then applying recent lower bounds for monotone span programs 6], it is possible to obtain nonconstant degree lower bounds for Nullstellensatz refutations of a certain principle.
Applications
The Relative complexity of NP search classes Small degree algebraic refutations have several applications. First, there is a close relationship between NP search problems and algebraic refutations of a related principle. 18] exploited this connection to derive separations between certain NP search classes, using lower bounds on the degree of algebraic refutations of PHP m n .
Lower bounds for bounded-depth Frege proofs Secondly, good degree bounds for algebraic refutations of certain principles can give lower bounds for bounded-depth Frege proofs, when this principle is added as an axiom scheme. For example, Ajtai showed that for any p, q distinct primes, the mod q counting principle cannot be proven with polynomial-size, bounded-depth Frege proofs, even with the mod p counting principle as an axiom schema. This result was strengthened in 9] and 13] by using lower bounds on the degree of algebraic refutations of the mod principles. In general, let P1 and P2 be two principles. If there is a switching lemma that holds relative to the principle P2, and if we have a good degree bounds on algebraic refutations of the P1 principle, then it is possible to show that there are no e cient bounded-depth Frege proofs of P2, even if P1 is allowed as an axiom schema.
Theorem proving
A third and most straightforward application of small degree algebraic proofs is as a deterministic theorem prover. As mentioned earlier, a degree d algebraic refutation can be found deterministically in polynomial time by solving a sparse system of linear equations. We are currently in the process of implementing a theorem prover using these ideas. It is interesting to compare the power of our small-degree algebraic proof system with Resolution. It turns out that the two systems are incomparable. Since both the induction principle and the homesitting principle have polynomial-sized Resolution refutations, these lower bounds show that small-degree algebraic proofs cannot e ciently simulate Resolution. On the other hand, small-degree algebraic proofs (over GF 2 ) can prove the mod 2 principle, while Resolution proofs require exponential size. Thus, Resolution cannot e ciently simulate our small-degree algebraic system. It would be interesting to compare the power of the two systems on randomly generated, or \average case" unsatis able formulas. One big advantage of the small degree algebraic system is that it is just as e cient (within a small polynomial factor) to nd a proof as it is to write down a proof; for Resolution, this does not appear to be the case, since the best known algorithm to search for a polynomial-size proof runs in time 2 O( p n) ( 16] ).
Gr obner Proofs
The above lower bounds for small-degree algebraic proofs show that while small-degree proofs have nice computational properties, they are weak when compared to a standard proof system such as Resolution. The Gr obner proof system is a generalization of a smalldegree algebraic proof, where we can iteratively obtain small-degree polynomial consequences of a set of polynomials. More precisely, let C = C 1^: ::^C m be an unsatis able 3CNF formula, and let Q be the usual corresponding polynomial equations. (As before, we have the equations x 2 ? x = 0 for each variable x as part of the initial equations Q.) Then a degree d Gr obner proof of C over F is a sequence of degree d polynomial equalities over F such that the nal line is the polynomial 1, and where all other lines are either equations from Q, or follow from two previous polynomials by one of the following rules (corresponding to addition and multiplication, respectively):
1. From from g 1 (x) = 0 and g 2 (x) = 0, derive ag 1 (x) + bg 2 (x) = 0 where a; b are constants from F; 2. From g(x) = 0 infer xg(x) = 0 for x a variable. As an example, consider the induction equations on three variables: P 1 = (1 ? x 1 ) = 0; P 2 = x 1 ? x 1 x 2 = 0; P 3 = x 2 ? x 2 x 3 = 0 and P 4 = x 3 = 0. First, derive R 1 = 1 ? x 2 by (1 ? x 2 )P 1 + P 2 . Secondly, derive R 2 = 1 ? x 3 by (1 ? x 3 )R 1 + P 3 . Thirdly, add R 2 + P 4 to get 1 = 0. Note that the degree of this Gr obner refutation is only 1, because each intermediate line in the refutation has degree at most 1. On the other hand, it is known that small-degree algebraic proofs require degree O(log n). 16 In other words, there is a algorithm that gives a proof of within a polynomial factor in size of the shortest proof, and runs in polynomialtime in the size of the shortest proof.
The algorithm is essentially the Gr obner basis algorithm: each stage of the algorithm computes all possible degree d consequences of the degree d polynomials generated so far. The new polynomials are always written as a linear combination over the Gr obner basis, so that at each step either the vector space spanned by the current basis increases, or if it does not increase, then the algorithm terminates. The total number of stages is at most polynomial, since the number of basis elements covering the entire degree d polynomial space is polynomially bounded.
As applications of the above upper bounds, 16] proved the surprising results that polynomial-size tree-like Resolution proofs can be found deterministically in polynomial time, and that polynomialsize Resolution proofs can be found deterministically in subexponential time! (This deterministic simulation was then used to obtain simpler and somewhat stronger Resolution lower bounds 35] .)
The lower bound for the homesitting principle shows that constant degree Gr obner proofs cannot be simulated by small degree algebraic proofs.
Lower bounds
There are no known non-trivial lower bounds for the Gr obner system at present, and this is an important open problem. Since small degree Gr obner refutations can be simulated by ACC 0 2]-Frege proofs, in order to make progress toward Frege lower bounds, we must be able to prove Gr obner lower bounds. Furthermore, a lower bound for Gr obner proofs for one of the mod principles where a switching lemma is known would yield a corresponding lower bound for Frege proofs whose formulas are parities of AC 0 formulas. 16] has made progress toward obtaining Gr obner lower bounds by proving an e ective interpolation theorem for small degree Gr obner refutations. This result was proven by rst showing that there exists a quasipolynomial-time algorithm that nds a constant degree Gr obner refutation, if one exists, and then by noting that an interpolation theorem follows from a deterministic simulation. Pud lak 34] has recently obtained a monotone version of this interpolation theorem, showing that exponential lower bounds for a certain monotone class of algorithms generalizing monotone span programs give rise to nonconstant lower bounds for Gr obner proofs. Thus, unconditional lower bounds for Gr obner proofs would follow from lower bounds for this class of (monotone) algorithms.
Open Problems
In this section we state some of the main open problems related to this work.
Degree lower bounds
As mentioned in Section 4, the best degree lower bound for the pigeonhole principle is p n, but the best upper bound is n. We would like to close this gap. What about the situation where there are many more pigeons than holes? Let :PHP m n denote the pigeonhole principle where there are m pigeons and n holes. As m gets large relative to n, we would expect that it would be easier to refute :PHP m n , but so far this has not been shown. In particular, the p n degree bound holds for algebraic refutations of PHP m n , for any m greater than n. Is this optimal when m is very large?
Can one prove that most randomly generated 3CNF formulas over n variables in the hard range (with about 4:3n clauses) require nearly linear degree algebraic proofs, over any eld? This would be analogous to a result of Chvatal and Szemeredi showing that with high probability, randomly generated 3CNF formulas from this class require exponentialsized Resolution refutations. The output gate is a weak threshold gate, the middle layer consists of mod 2 gates, and the input layer consists of AND gates of small fanin. Put another way, each formula in the depth 3 Frege proof is a probablistic, small-degree polynomial over GF 2 . Using this result, one approach toward proving (conditional) lower bounds for ACC 0 2]-Frege proofs is to generalize the interpolation theorems for Gr obner proofs to work in the generalized case where the Gr obner proof is de ned over probabilistic (rather than deterministic) small degree polynomials. 6 .3 Relationship to standard proof systems Does Extended Frege polynomially simulate algebraic proofs? Does Frege polynomially simulate algebraic NC 1 -proofs? That is, algebraic proofs, where the coe cient polynomials are represented by polynomial-size algebraic formulas.
Relationship with algebraic circuit complexity
Valiant proposed studying the algebraic circuit model, and attacking the algebraic analog of the P versus NP question here rst. This problem appears to be easier to solve, although, to date, very little progress has been made in this direction. In this model, algebraic-P (over a eld F) is de ned to be the class of polynomials over F x 1 ; :::; x n ] such that: (1) the degree of the polynomial is small (bounded by a polynomial in n), and (2) there is a polynomial-size algebraic circuit for computing the polynomial.
In the same manner, we can de ne a restricted type of algebraic proof to be one where not only do we require the P i 's to be computed by e cient algebraic circuits, but also require that the degree of the P i 's be bounded by a polynomial. It may be simpler to study these types of proofs. There are many open questions here. First, can Extended Frege simulate these proofs? Can these proofs simulate Extended Frege? In the simulation of Extended Frege proofs by algebraic ones, we ended up with P i 's of large degree, and we suspect that this is optimal.
Theorem proving
An important practical problem is to use the small degree algebraic system and the small degree Gr obner system as deterministic theorem provers. We are currently working on this, and it will be interesting to understand practically as well as theoretically how well these systems do on standard hard examples, compared to existing backtracking methods as well as to simulated annealing methods. (See 31] for a nice survey of propositional satis ability testing.)
In 16], it was shown that polynomial-sized Resolution proofs can be simulated by degree O( p n) Gr obner proofs. We would like to tighten this bound. Another very interesting question is whether or not Cutting Planes can be simulated by sublinear degree Gr obner proofs.
