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Let H be a ﬁnite-dimensional complex Hilbert space. The aim of
this paper is to prove that every transformation on the space of
all density operators on H which preserves the relative entropy is
implemented by either a unitary or an antiunitary operator on H.
© 2010 Elsevier Inc. All rights reserved.
Relative entropy is one of themost important numerical quantities in quantum information theory
usedasameasureofdistinguishabilitybetweenquantumstates, or theirmathematical representatives,
the density operators. In the recent paper [4] the ﬁrst author has shown that every bijective trans-
formation on the space of all density operators on a ﬁnite-dimensional complex Hilbert space which
preserves the relative entropy is necessarily implementedbyeither aunitary or an antiunitary operator
on the underlying Hilbert space. Before giving the precise formulation of the result we introduce some
notation and recall a few important facts.
Let H be a ﬁnite-dimensional complex Hilbert space. Denote by S(H) the space of all density
operators on H, i.e., positive semi-deﬁnite (and hence self-adjoint) operators with unit trace.
The relative entropy between the states represented by the density operators A, B ∈ S(H) is deﬁned
by
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S(A‖B) = tr[A(log A − log B)].
Here tr stands for the usual trace functional and log denotes the logarithmwith base 2. Recall that ifA is
represented by a matrix U diag(λ1, . . . , λn)U
∗, where U is a unitary matrix, then log A is represented
by the matrix U diag(log λ1, . . . , log λn)U
∗. Here, log 0 = −∞ and we adopt the convention that
0 · log 0 = 0. Note that for A, B ∈ S(H) the quantity S(A‖B) is well deﬁned. Moreover, it is always non-
negative and it is ﬁnite if and only if supp A ⊂ supp B (supp standing for the orthogonal complement
of the kernel of density operators). We have S(A‖B) = 0 if and only if A = B.
It is apparent that unitary and antiunitary transformations leave the relative entropy invariant (see,
[1, p. 307], or [4]). This means that if U is a unitary or antiunitary operator on H then we have
S(UAU∗‖UBU∗) = S(A‖B) (1)
for every A, B ∈ S(H). In [4] it has been proved that the converse is also true: any bijective transforma-
tion φ : S(H) → S(H) which leaves the relative entropy invariant, i.e., satisﬁes
S(φ(A)‖φ(B)) = S(A‖B) (A, B ∈ S(H))
is necessarily of the form φ(A) = UAU∗ (A ∈ S(H))with some unitary or antiunitary operator U onH.
Moreover, in the paper [4] this result has been related to Wigner’s fundamental theorem on the
form of quantum mechanical symmetry transformations. A bijective map φ on the set of all rank-one
projections (pure states) on H is called a symmetry transformation if it preserves the quantity tr[PQ ]
called transition probability between pure states, i.e., if φ has the property that
tr[φ(P)φ(Q)] = tr[PQ ]
holds for all rank-one projections P, Q onH. It is clear that every transformationφ of the form φ(P) =
UPU∗ with some unitary or antiunitary operator U on H is a symmetry transformation. Wigner’s
theoremsays that the converse statement is also true: every symmetry transformation can be obtained
in that way. Therefore, the result in [4] can be considered as a Wigner-type result concerning state
transformations leaving the relative entropy invariant.
Although originally Wigner’s theorem was formulated for bijective transformations, it turned out
that in the ﬁnite-dimensional case it holds true also for ‘a priori’ non-bijective transformations. For a
version of that result without assuming ﬁnite dimensionalitywe refer to Theorem 2.1.4 in the book [3].
As non-surjective versions of classical theorems likeWigner’s theoremor the fundamental theorem
of projective geometry (for a recent proof see [2]) are farmore useful and applicable compared to their
original bijective versions, we have beenmotivated to study transformations that preserve the relative
entropy without assuming the bijectivity condition. In what follows, using much more sophisticated
arguments than in [4], we show that the conclusion in our aforementioned result holds true in that
case as well.
Theorem. Let φ : S(H) → S(H) be a transformation (bijectivity is not assumed) which preserves the
relative entropy, i.e., which satisﬁes
S(φ(A)‖φ(B)) = S(A‖B) (A, B ∈ S(H)).
Then there exists either a unitary or an antiunitary operator U on H such that φ is of the form
φ(A) = UAU∗ (A ∈ S(H)).
Proof. We begin with deducing some properties of the transformation φ. First, we obviously have
S(A‖B) < ∞ ⇐⇒ S(φ(A)‖φ(B)) < ∞
from which it follows that
supp A ⊂ supp B ⇐⇒ suppφ(A) ⊂ suppφ(B) (2)
for every A, B ∈ S(H). Therefore, φ preserves the inclusion between supports. As equality of sets can
be expressed by two inclusions, we obtain
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supp A = supp B ⇐⇒ suppφ(A) = suppφ(B)
and next infer that
supp A supp B ⇐⇒ suppφ(A) suppφ(B) (3)
for every A, B ∈ S(H).
It is now easy to see that by the properties (2) and (3) the transformationφ preserves the rank. This
means that for any operator A ∈ S(H), the rank of φ(A) equals the rank of A. Indeed, let dimH = n
and suppose that rank A = k. Then there is a chain
supp A1 supp A2 · · ·  supp An
of supports of elements of S(H) such that supp A stands at the kth place. It follows that in the chain
suppφ(A1) suppφ(A2) · · ·  suppφ(An)
suppφ(A) stands also at the kth place implying that the rank of φ(A) equals k. This shows that φ
preserves the rank of the elements of S(H). Particularly, φ preserves the rank-one elements of S(H),
i.e., for any rank-one projection R on H, the operator φ(R) is also a rank-one projection.
In the next part of the proof we assume that H is two-dimensional. We are going to prove that φ
can only enlarge the convex hull of the spectrum, i.e.,
[min σ(B),max σ(B)] ⊂ [min σ(φ(B)),max σ(φ(B))]
holds for every B ∈ S(H). To see this, pick a rank-two element B of S(H) (the assertion is trivial for
rank-one projections). Clearly, B can be written of the form B = λP + μQ , where P, Q are mutually
orthogonal rank-one projections on H, and λ, μ are positive real numbers such that λ + μ = 1 and
λμ. If R is an arbitrary rank-one projection on H then R log R = 0, so
S(R‖B) = tr[R(log R − log B)] = −tr[R(log λ · P + logμ · Q)]
= − log λ · tr[RP] − logμ · tr[RQ ]. (4)
Since P + Q is the identity onH, it follows that tr[RP] + tr[RQ ] = tr[RI] = 1.We deduce from (4) that
when R runs through the set of all rank-one projections, S(R‖B) runs through thewhole closed interval
[− log λ,− logμ]. On the other hand, from the property that φ preserves the rank of the elements of
S(H) we infer that φ(B) is of the form
φ(B) = λ′P′ + μ′Q ′,
where P′, Q ′ are mutually orthogonal rank-one projections, λ′, μ′ are positive real numbers with
λ′ + μ′ = 1 and λ′ μ′. We have
S(φ(R)‖φ(B)) = S(φ(R)‖λ′P′ + μ′Q ′).
By a computation similar to (4) we deduce that S(φ(R)‖φ(B)) ⊂ [− log λ′,− logμ′]. But φ preserves
the relative entropy and hence S(φ(R)‖φ(B)) = S(R‖B). Therefore, we infer
[− log λ,− logμ] ⊂ [− log λ′,− logμ′],
which implies μ′ μ λ λ′. This shows that φ can only enlarge the convex hull of the spectrum.
We assert that φ is injective. Indeed, we have
A = B ⇐⇒ S(A‖B) = 0 ⇐⇒ S(φ(A)‖φ(B)) = 0 ⇐⇒ φ(A) = φ(B).
The key step of the proof now follows inwhichwe prove thatφ
(
1
2
· I
)
= 1
2
· I. Assume on the contrary
thatφ
(
1
2
· I
)
is of the formφ
(
1
2
· I
)
= λ1P1 + μ1Q1, where P1, Q1 aremutually orthogonal rank-one
projections on H, and λ1, μ1 are positive real numbers, λ1 + μ1 = 1 and λ1 > μ1. For an arbitrary
rank-one projection R on H we have
S
(
R
∥∥∥∥1
2
· I
)
= tr
[
R
(
log R − log
(
1
2
· I
))]
= −tr
[
R · log
(
1
2
· I
)]
= tr R = 1.
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Since φ preserves the relative entropy, it follows that
1 = S
(
φ(R)‖φ
(
1
2
· I
))
= S(φ(R)‖λ1P1 + μ1Q1)
= − log λ1 · tr[φ(R)P1] − logμ1 · tr[φ(R)Q1]. (5)
By the properties of convex combinations, as λ1, μ1 are ﬁxed and different, it follows from (5) that
the quantity tr[φ(R)P1] must be the same for every rank-one projection R on H. Obviously, the same
holds also for tr[φ(R)Q1], and using λ1 > μ1 one can verify that
tr[φ(R)P1] > tr[φ(R)Q1]. (6)
Choose an orthonormal basis in H whose elements belong to the ranges of P1 and Q1, respectively.
It is rather simple to check that the matrix of any rank-one projection on H in that basis is of the form(
a
√
a(1 − a)eiθ√
a(1 − a)e−iθ 1 − a
)
, (M)
where 0 a 1 and 0 θ  2π . Since for any rank-one projection R on H, the operator φ(R) is also
a rank-one projection, the matrix of φ(R) in the above basis is necessarily of the form (M). We have
already seen above that the quantities tr[φ(R)P1] and tr[φ(R)Q1] do not change when R varies. On
the other hand, the trace of the product of a matrix of the form (M) and P1 is just a. Consequently, we
obtain that
() although the rank-one projection R varies, the number a appearing in the matrix of φ(R) is
constant and different from 0, 1 (of course, the other parameter θ may change).
We can now write the equality (5) in the form
λa1(1 − λ1)1−a =
1
2
.
In what follows, we shall apply the transformation φ again and examine φ
(
φ
(
1
2
· I
))
. Denote
F = φ
(
1
2
· I
)
= λ1P1 + μ1Q1. Let
φ
(
φ
(
1
2
· I
))
= φ(F) = λ2P2 + μ2Q2,
where P2, Q2 are mutually rank-one projections on H, and λ2, μ2 are positive real numbers with
λ2 + μ2 = 1andλ2 μ2. In fact, asφ canonly enlarge the convexhull of the spectrumandλ1 > μ1, it
follows thatλ2 > μ2. For an arbitrary rank-oneprojectionR onH, setR2 = φ(φ(R)). Sinceφ preserves
the relative entropy, we have
1 = S
(
φ(φ(R))‖φ
(
φ
(
1
2
· I
)))
= S(R2‖λ2P2 + μ2Q2)
= − log λ2 · tr[R2P2] − logμ2 · tr[R2Q2]. (7)
Here λ2, μ2 are ﬁxed and λ2 > μ2. Since, just as above, we have tr[R2P2] + tr[R2Q2] = 1, it follows
that the numbers tr[R2P2], tr[R2Q2] are also ﬁxed, they do not change when R varies. Observe that
similarly to (6) it also follows that
tr[R2P2] > tr[R2Q2]. (8)
Consider a unit vector from the range of P2. Let x, y be its coordinates in the already considered basis
corresponding to the projections P1, Q1. It is easy to see that thematrix of P2 in this basis is the product(
x
y
)(
x
y
)T
.
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Moreover, the matrix of R2 is of the form(
a
√
a(1 − a)eiθ√
a(1 − a)e−iθ 1 − a
)
,
where R2 being the image of a rank-one projection (namely, φ(R)), a is the same as in (). We have
tr[R2P2] = tr
[(
a
√
a(1 − a)eiθ√
a(1 − a)e−iθ 1 − a
)(
x
y
)(
x
y
)T]
.
Elementary computations show that the latter quantity equals
axx +
√
a(1 − a)eiθ xy +
√
a(1 − a)e−iθ xy + (1 − a)yy
= a|x|2 + (1 − a)|y|2 + 2
√
a(1 − a)Re(eiθ xy).
As we have already noted, the quantity tr[R2P2] does not change when R varies and a is also constant.
Therefore, we obtain that the value of the expression
a|x|2 + (1 − a)|y|2 + 2
√
a(1 − a)Re(eiθ xy)
is constant for inﬁnitely many values of θ (by the injectivity of φ we see that R2 runs through a set
of continuum cardinality, so there is such a large set for the values of θ , too). It follows that Re(eiθ xy)
is constant for inﬁnitely many values of θ which clearly implies that xy = 0. Therefore, the column
vector(
x
y
)
is a scalar multiple of(
1
0
)
or
(
0
1
)
.
Obviously, this can happen only when P2 = P1 or P2 = Q1. The latter case is ruled out due to (6)
and (8) (observe that R2 is the image of a rank-one projection under φ, so the inequality (6) applies).
Consequently, we obtain
φ(F) = λ2P1 + μ2Q1.
From (7) we have
− log λ2 · tr[R2P1] − logμ2 · tr[R2Q1] = 1.
On the other hand, referring to () we see that tr[R2P1] = a and tr[R2Q1] = 1 − a. Therefore, we
obtain from the last displayed equality that
λa2(1 − λ2)1−a =
1
2
.
Consider the function x → xa(1 − x)1−a on the open unit interval ]0, 1[. Elementary differential
calculus can be used to check that the equation
λa(1 − λ)1−a = 1
2
(9)
has at most two solutions λ ∈]0, 1[. We know that λ1, λ2 satisfy this equation and λ2  λ1. If λ2 = λ1
then we have
φ(F) = λ2P1 + μ2Q1 = λ1P1 + μ1Q1 = F = φ
(
1
2
· I
)
.
By the injectivity of φ this implies F = 1
2
· I, a contradiction. So, it follows that λ2 > λ1. Apply the
transformation φ for the third time and examine the operator
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φ
(
φ
(
φ
(
1
2
· I
)))
= λ3P3 + μ3Q3,
where P3, Q3 are mutually orthogonal rank-one projections on H, and λ3, μ3 are positive real num-
bers with λ3 + μ3 = 1 and λ3 μ3. In the same way as above we conclude that P3 = P1, Q3 = Q1,
λ3  λ2 > λ1 and
λa3(1 − λ3)1−a =
1
2
.
Since there are no three different solutions of Eq. (9), we necessarily have λ3 = λ2 which implies
φ(φ(F)) = φ
(
φ
(
φ
(
1
2
· I
)))
= λ3P1 + μ3Q1 = λ2P1 + μ2Q1 = φ(F) = φ
(
φ
(
1
2
· I
))
.
By the injectivity of φ we have F = 1
2
· I, the same contradiction as above. Our starting point was
the assumption that φ
(
1
2
· I
)
/= 1
2
· I which has led to contradiction. Therefore, we have the desired
equality
φ
(
1
2
· I
)
= 1
2
· I.
We next show that φ sends mutually orthogonal rank-one projections to mutually orthogonal
rank-one projections. To see this, pick mutually orthogonal rank-one projections P, Q and set
B = λP + μQ,
where λ, μ are arbitrary positive real numbers with λ + μ = 1 and λ > μ. Let
φ(B) = λ′P′ + μ′Q ′,
where P′, Q ′ are mutually orthogonal rank-one projections on H, and λ′, μ′ are positive real numbers
with λ′ + μ′ = 1 and λ′ > μ′. Since φ preserves the relative entropy, we have
S
(
1
2
· I‖B
)
= S
(
φ
(
1
2
· I
)∥∥∥∥φ(B)
)
= S
(
1
2
· I‖φ(B)
)
.
This implies that
tr
[(
1
2
· I
)(
log
(
1
2
· I
)
− log B
)]
= tr
[(
1
2
· I
)(
log
(
1
2
· I
)
− log φ(B)
)]
from which we obtain
tr
[(
1
2
· I
)
log B
]
= tr
[(
1
2
· I
)
log φ(B)
]
and hence
tr log B = tr log φ(B).
This gives us
log λ + logμ = log λ′ + logμ′,
which implies
λ(1 − λ) = λ′(1 − λ′).
Since λ′  λ > 1
2
, it is easy to deduce from this equality that λ = λ′ and hence μ = μ′. This shows
that the spectrum of φ(B) coincides with the spectrum of B.
We have already learnt that when R runs through the set of all rank-one projections, the quantity
S(R‖B) = tr[R(log R − log B)] runs through the closed interval [− log λ,− logμ]. Using Eq. (4) we
easily see that S(R‖B) = − log λ if and only if tr[RP] = 1 which holds exactly when R = P. Therefore,
we obtain
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R = P ⇐⇒ S(R‖B) = − log λ ⇐⇒ S(φ(R)‖φ(B))
= − log λ ⇐⇒ S(φ(R)‖λP′ + μQ ′) = − log λ ⇐⇒ φ(R) = P′.
This gives us that φ(P) = P′ and then φ(Q) = Q ′ which shows that φ preserves the orthogonality
between rank-one projections. Moreover, we have
φ(B) = φ(λP + μQ) = λφ(P) + μφ(Q). (10)
Next, we show that φ preserves the nonzero transition probability between rank-one projections.
Let P andR be different rank-one projectionswhich are not orthogonal to each other. Choose a rank-one
projection Q which is orthogonal to P. Let λ,μ be as above, i.e., positive real numbers with λ + μ = 1
and λ > μ. On the one hand, from the deﬁnition of relative entropy we have
S(R‖λP + μQ) = − log λ · tr[RP] − logμ · tr[RQ ]
and on the other hand, by (10), we compute
S(R‖λP + μQ) = S(φ(R)‖λφ(P) + μφ(Q))
= − log λ · tr[φ(R)φ(P)] − logμ · tr[φ(R)φ(Q)].
Comparing the right-hand sides, we infer
tr[RP] = tr[φ(R)φ(P)].
Consequently, φ preserves the transition probability between rank-one projections.
Above we have supposed that H has been two-dimensional. Let it now be an arbitrary ﬁnite-
dimensional Hilbert space and φ : S(H) → S(H) be a transformation which preserves the relative
entropy. We show that φ preserves the transition probability between rank-one projections in this
case too. In fact, we can reduce the general case to the previous one. To see this, ﬁrst let H2 be a two-
dimensional subspace of H and A0 ∈ S(H) be such that supp A0 = H2. Set H′2 = suppφ(A0). Since φ
preserves the rank, H′2 is also two-dimensional. By what we have learnt at the beginning of the proof,
φ maps any element of S(H) whose support is included in H2 to an element of S(H) whose support
is included in H′2. In that way φ gives rise to a transformation φ0 : S(H2) → S(H′2) which preserves
the relative entropy. Consider a unitary operator V : H′2 → H2. The transformation Vφ0(·)V∗ maps
S(H2) into itself and preserves the relative entropy. We have already seen that such a transformation
necessarily preserves the transition probability between rank-one projections which implies that the
same holds forφ0 as well. Since for any two rank-one projections P, Q there exists a rank-two element
A0 ∈ S(H) such that supp P, suppQ ⊂ supp A0, by the argument above, it follows that the transition
probability between P and Q is the same as between φ(P) and φ(Q), i.e., we have
tr[PQ ] = tr[φ(P)φ(Q)].
By the general non-bijective version of Wigner’s theorem we infer that there is either a unitary or
an antiunitary operator U on H such that φ(P) = UPU∗ holds for every rank-one projection P on H.
Consider the transformation ψ : A → U∗φ(A)U. This clearly preserves the relative entropy and has
the additional property that it acts as the identity on rank-one projections. Therefore, for any rank-one
projection P on H we have
supp P ⊂ supp A ⇐⇒ supp P = suppψ(P) ⊂ suppψ(A)
from which we obtain supp A = suppψ(A). Let P be any rank-one projection on H with supp P ⊂
supp A = suppψ(A). We have
S(P‖A) = S(ψ(P)‖ψ(A)) = S(P‖ψ(A)),
where the left-handsideequals−tr[P log A]and the right-handsideequals−tr[P logψ(A)]. Therefore,
we obtain
−tr[P log A] = −tr[P logψ(A)]
for every rank-one projection which projects into supp A = suppψ(A). One can check rather easily
that this implies log A = logψ(A) which then gives A = ψ(A) = U∗φ(A)U for any A ∈ S(H). Finally,
we deduce
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φ(A) = UAU∗ (A ∈ S(H))
and the proof of the theorem is complete. 
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