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I. INTRODUCTION 
In a recent paper [2], we developed a technique which we called the 
method of mixed monotony that investigates the question whether it is 
possible to construct monotone sequences that converge to a solution of 
initial and periodic boundary value problem for first order differential 
systems even when the right-hand side function f does not posses any 
monotone properties. Of course, it is well known [4] that if f satisfies cer- 
tain mixed quasi monotone property such construction is possible. In this 
paper we discuss similar questions as in [Z] relative to boundary value 
problems of second order differential systems. 
2. METHOD OF MIXED MONOTONY FOR BVPs 
Given the boundary value problem (BVP), 
-ul’ =fi( t ,  u, ui), 0-c t-c 1, i= 1,2 ,..., N, (2.1) 
B,u(p)=a,u(p)+ (- l)p+’ b,u’(y)=c,, p==o, 1, (2.2) 
where fe C[Zx RN x R, RN], Z= [0, 11, a,, b,E R, C,E RN such that 
a,, 6, >O, a, + a1 > 0 and b,, + b, 20. Suppose that there exist functions 
FE C[Zx RN x RN x R, RN], ~1, p E C2[Z, RN] satisfying the following con- 
ditions: 
i = 1, 2,..., N; 
(cz) F is mixed monotone, that is, F(t, U, u, wi) is monotone non- 
decreasing in u for each ( t ,  u, wi) and monotone nonincreasing in u for each 
tt, K wi); 
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(c3) Fi satisfies a Nagumo condition on I relative to the pair (a, 8); 
(cd) F(t, u, u, ui) =f(t, u, u;) for each i; 
(I+) p, IE C*[Z, RN] such that p < r on I and -py = Fj(t, p, r, pi), 
qAP) = c/L, -r,!‘=F,(t,r,p,r:), B,r(u)=c,, p=O, 1, then p=r onZ. 
then we say that the BVP (2.1) (2.2) admits a process of mixed 
monotonization. The procedure is called the method of mixed monotony. 
We need the following result [3] for our further discussion. 
THEOREM 2.1. Let gE [lx R x R, R], v, w E C*[I, R] he such that v < w 
on I and -v”<g(t,u, v’), R,v(y)dd,,, -w”>g(t, w, w’), B,w(p)>d,,, 
with d, E R for u = 0, 1. Suppose further that g satisfies a Nagumo condition 
on Z, relative to the pair (v, w). Then the BVP -xl’ = g( t, X, x’), 
B,x(u) =_d,, u = 0, 1, has a solution XE C’[Z, R] with u(t) d x(t) < w(t) and 
Ix‘( t)l < N on Z, where iV depends only on v, w and the Nagumo function. 
Now we are in a position to prove the following result. 
THEOREM 2.2. Assume that the BVP (2.1), (2.2) admits a process of 
mixed monotonization. Then there exist monotone sequences {a,,(t)}, {/?,,(t)} 
that converge uniformly on Z to a solution u(t) of (2.1) (2.2) provided that 
B,a(~)fB,u(~)~~B,8(~). Furthermore, we have E(t)fa,(t)< ... < 
a,(t)<~(t)<p~(t)< ... <<Bl(t)<<(t) on Zand Ju’(t)l <N on Z, where N is 
the Nagumo constant depending only on (a, /I) and the Nagumo function. 
Proof Let 9, r~c[Z, RN], n, ZE [a, /I] = [UE c[Z, RN]: a(t) < u(t) d 
p(t) on I] and Mi > 0 for each i. Consider the uncoupled BVP for each i, 
-Ui)=Fi(t, ?7 5, q(“j))+Mi(rlr-ui), BpU(P)=C/,3 (2.3) 
with B,a(u) < B,u(u) < Z?,p’(p) for p = 0, 1, where q(u,!) = max[ -d,, 
min(uj, d;)], d> max[N, max, la’(t)l, max, [P’(t)/], N being the Nagumo 
constant. To show that there exist a solution u of (2.3) on Z for given 
q, r E [a, p], we proceed as follows. Consider for any q, 5 E [a, /I], the BVP 
-u;‘=F,(t, v, z,q(u())+M&t,-u,)=&(t, u,, u;), 
B/‘U(PL) = c,, > p=o, 1. 
From (c,) and (c,), we get 
-al’ < Fi(t, CI, /I, al) d F,(t, n, 5, al)) d Z’i(t, 11, r, 4) 
+ Mj(qi - a;) f FJt, ai, a:): 
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and 
Since F, satisfies a Nagumo condition, we have 
IFAt, B, z, 4)l <Ml~;l)r &~EC%81 and u; E R, (2.4) 
where hi~c[R+, (0, co)] and j” (s/hi(s)) ds= co. Because of (2.4) and the 
definition of pi, we get IFi(t, ui, u()l < hi( Iq(ul)l ) + Ki = Hi(uj), whenever 
t E Z, UE [ol, /I] and ul E R. Furthermore, it is easy to see that 
1” (s/H;(s)) ds=S” (s/(hi(s) + K,)) ds + Jz (s/(h;(d;) + Ki)) d.y= CD, which 
proves that Fi satisfies a Nagumo condition relative to the pair (~1, fi). 
Hence by Theorem 2.1 the BVP (2.3) has a solution u, E c2[Z, R] with 
cc,(t) < u,(t) < Pi(t) and lul(t)l 6 cj on Z, where c, depends only on C(~, pi and 
the Nagumo function Hi. 
Next we show that u(t) is unique. Let us suppose that for any 
ye, z E [a, p] the BVP (2.3) admits two solutions u,,Jt) and u,,;(t). We shall 
prove that ~,,~(t) = u,,Jt), by showing (i) u,,,(t) 6 u,,Jt) and (ii) u,,Jt) < 
uJ~). If (i) is not true then u,,Jt) > z+(t) for some t E I. Setting P,(r) = 
uJt) - qi(t), this means that Z’,(t) has a positive maximum at some t, E I. 
Let to E (0, 1) then Z’Jt,) > 0, f’:(to) = 0 and P:‘( to) d 0. Consequently, 
0 > Pi’( to) = M,(u, ,( to) - u~,~( to)) > 0, which is a contradiction. If t, = 0, 
then P:(O) > 0. Using the boundary condition we get P:(O) < 0 and hence 
P((0) = 0. Consequently we see P;‘(O) = Mi(u,,i(0) - z+(O)) > 0 which is 
impossible at a point of maximum. If t, = 1, we proceed similarly to obtain 
a contradiction. Thus, u,(t) < u2(t) on. Repeating the above argument with 
Z’,(t) = u2,,(t) - u,,i(t), one can show that u2,i(t) d u,,i(t) on Z and we are 
done. 
Since, for every r], t E [a, p], the BVP (2.3) admits a unique solution u, 
we define a mapping A by A [q, z] = u. We shall show that 
(a) adACaT PI, P>ACB, ~1 and 
(b) A is mixed monotone operator on [cr, 81. 
To prove (a) let y = A[c(, b]. Suppose tli( t) > ri( t) for some t E I. Setting 
Z’,(t) = a,(t) - ri(t). Then P,(t) has a positive maximum at some t, E [0, 11. 
Let to E (0, 1). Then Pi( to) > 0, PI( to) = 0 and Pl’( to) 6 0. Furthermore, we 
have 
f’:(h) 2Fi(to, a(to), B(to), dYl(t,))) + M,(a,(t,) - yi(t,)) 
- Fitto, Ht,), /3(&J, q(d(to))) = M,P,(t,) > 0, 
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which is a contradiction. If t, =O, then P,(O) > 0, Pi(O) 2 0. Using the 
boundary condition, we get as before P’(0) GO, and therefore Pi(O) = 0. 
Consequently we get P;(O) 3 MiPi(0) > 0 which is impossible at a point of 
maximum. If t, = 1, we proceed similarly and get a contradiction. Hence 
a 6 A[a, fl] on I. Similarly we show that /I < AC/I, a]. Using similar 
argument, it is not difficult to show also that (b) holds. 
It is now easy to define the sequences {an}, { 1,) by a,, , = A[a, /I,], 
B n+l=A[j3,,an], and conclude that a<a,6 ... da,,<p,,< ... 6j1<p 
on Z. Using standard arguments [4] we can show that lim, _ a, a, = p and 
lim, + m 8, = r uniformly on Z and that (p, r) satisfy -p” = F(t, p, r, q(p:)), 
BLIP(P) = c/l, -r”=F(t, r, p, q(ri)), B,r(p)=c,, p=O, 1. A continuation 
argument, see [ 1 ] then gives that -p” = F( t, p, r, pi)), -r” = F( t, r, p, rl) 
and Ip’J, 1 r’ 1 6 N on Z becuase of Nagumo condition on F. Clearly p < r 011 
Z and hence by (c5) p = r on I. Since F(t, u, u, u:) =f(t, a, u:), we see that 
u = p = r is a solution of (2.1) and (2.2). The proof of theorem is therefore 
complete. 
We shall next give sufficient conditions for the BVP (2. 
the method of mixed monotony. 
l), (2.2) to admi 
THEOREM 2.3. Consider the BVP (2.1), (2.2). Suppose 
(A,) a,pEc’[Z,ZP]; a(t)<fl(t) on Zand 
-a”ff(t, a, a:)-B(fl--a), 
-v >f(t, A 8:) + B(B - a), 
where B is an N x N matrix with nonnegative elements. 
(A2) f satisfies a Nagumo Condition relative to the pair (a, p), andfbr 
each i, 
whenever tEZanda(t)<x<j(t) withO<Lbl. 
(A3) -B(x-x)<f(t,~,~~)-f(t,x,~~)<B(x-.%) whenever a(t)< 
x < x < j?(t), 1~~1 <d;, Iijil <d;. Then the BVP (2.1), (2.2) admits the method 
of mixed monotony. 
Proof: We define 
F(r, Y, 2, ii) = $Cf (t, Y, i,) +f (t, z, ii) + B(Y - ~11, (2.5) 
and recall the definition of q and d. Then it is easy to verify that F is mixed 
monotone, 
-B(z-z)GF(t,Y, Z, q(Ci))-F(f,j, 2, q(Ci))QB(y-j), (2.6) 
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whenever cl(t)<j<y<B(t), a(t)<Z<z</?(t), cicR, and F(t,u,u,u,!)= 
f(4 4 4). 
From (2.6) we obtain - I?(/? - a) < F(t, a, /I, a,!) -f(t, a, al), which yields 
-a”<F(t, a, fl, al). Similarly we get -/Y’>F(t,/?,a,P:). From (A,) we 
can easily show that Fi satisfies a Nagumo Condition relative to the pair 
(a, fi). Moreover, condition (c5) is equivalent with some M> 0 to be 
chosen suitably later, 
Pitt) = h(r) + IO’ G(t, S)CF;(h P(Sh r(s), Pi(S)) - M*Pi(S)l & 
r,(r) = h(f) + lo1 G(t, s)CFi( s, r(.y), P(S), rX.y)) - M2ri(s)l & 
where h”(t) + M2h(t) = 0, B,h(p) = cIL, p = 0, 1; 
sin[M(t- 1)-L] sin(M.y+y) 
Msin(M+y+A) ’ 
Odsbtdl, 
G( t, s) = sin(Mt + y) sin[M(s - 1) - 11 - 
Msin(M+y+;I) ’ 
O<t<s<l, 
with 
and p(t) < r(t) on I. As a result, it follows that 
r,(t) - p,(t) d jol IG(& s)l L IrXLy) - pi(s)1 
+ f blJ(r.As) - pJ(s)] d.7 
J= I 
Jfr 
(2.7) 
and 
Irk - pi( G 1: IG,(t, s)l [L Irib) - pl(s)l 
+ f biJ(rJ(s) -PJb) 4 1 J=l 
Jfr 
(2.8) 
provided that M>K=max{NIlcll/(l-L), J max lsiGNbrl}. Letting 
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4i(t)=lr:(t)-pl(t)l, l&t)l,=max,,, lo(t and $(t)=CJ”=l (r.,(t)-pJ(t)), 
and choosing M> K in such a way that A4 satisfies the equation 
,M+y+i=2n,n+$ (2.9) 
where n, is a positive fixed integer (it is easy to show that Eq. (2.9) has 
solution for sufficiently large n,) then we obtain from (2.8), the estimate 
I$i(t)lo d L I@i(f)lO + lld Ill/(t)l”> 
which reduces to 14i(t)]0 < I/cl/ [$(r)(,/( 1 -L), where 
This estimate together with (2.7) yields r,(z) - p,(t) < jjcjj ]$(t)],/M( 1 - L). 
Consequently we have 11+4(t)l~ ,< N llcll I$(t)l,/M( 1 - L) which in turn gives 
[1 -(N Ilcll/M(l -L))] Ill/(t)lo<O. Since 1 -(N jlcjl/M(l -L))>O, by the 
choice of M, it follows that p(t) = r(t) on Z, and this proves the theorem. 
Remark. If the boundary conditions (2.2) are of simple nature, such as 
u(0) = A, u( 1) = B, then y = A = 0 and hence choice of A4 becomes simple. 
3. METHOD OF MIXED MONOTONY FOR PBVPs 
Consider the periodic boundary value problem (PBVP) 
-uy =f,( t, IA, u:), 0 < f < 1, i= 1, 2 ,..., N; (3.1) 
u(0) = u( 2z7); u’(0) = u’(2z7), (3.21 
where f E c[Ix RN x R, RN] and I= [0, 2Z7]. Since the discussion concern- 
ing (3.1), (3.2) follows analogously, we shall only indicate the modifications 
needed. 
Suppose that conditions (c,), (c,), c,), (c,), and (c;) hold, where (CT) is 
as given: 
(c:) If p, r E c’[Z, RN] are such that p 6 Y on I and 
-P:’ = Fi(t, P, r, P:), P(O) = Pwn P’(O) = P’t2m 
- rp = Fi( t, r, p, r:), r(0) = r( 2l7), r’(0) = r’(2f7), 
then p = r on I. 
Then we say that the PBVP (3.1) (3.2) admits a process of mixed 
monotonization. 
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In this case we need the following known result [3]. 
THEOREM 3.1. Let gEc[IxRxR,R], v,o~c~[I,R] be such that 
v6w on Iand 
-dI <g(t, v, v’), v(0) = v(2D), v’(0) 3 o’( 2z7); 
-w”>g(t, w, w’), w(0) = w(2z7), w’( 0) d w’( 217). 
Suppose further that g(t, x, x’) satisfies a Nagumo condition on Z, relative to 
the pair (v, w). Then the PBVP -x” = g( t, x, x’), x(0) = x(217), 
x’(O)=x’(2n) has a solution XEC*[& R] with v(t)<x(t)<w(t) and 
Ix’(t)1 6 m on I, where &’ depends only on (v, w) and the Nagumo function. 
Now we can prove 
THEOREM 3.2. Assume that the PBVP (3.1), (3.2) admits a process qf 
mixed monotonization. There exist monotone sequences {u,,(t)}, (b,(t)}, that 
converge unifirmly on I to a solution u(t) of (3.1), (3.2) provided that 
and 
a(0) = a(2U), B(O) = bw7) 
a’( 0) 3 t7”‘( 2z7), B’(O) d mm 
Furthermore we have 
a(t)da,(t)d ... <a,(t)Gu(t) 
<B,(t)< ... GBl(t)<B(t), 
and [u’(t)1 <N on I, where N is the Nagumo Constant depending only on 
(a, b) and the Nagumo function. 
Proof. Let q, z E c[Z, RN]q, z E [a, 81 and Mi> 0 for each i. We now 
consider the uncoupled PBVP, for each i, 
-“:‘=Fi(t, ‘?3 z, 9(“i)) + M,(rl~-“i), 
u(0) = u(217), u’( 0) = u’( 2z7). 
(3.3) 
Using Theorem 3.1 and argument similar to the proof of Theorem 2.1, the 
proof of this theorem can be constructed easily. We omit the details. 
We shall next consider sufficient conditions for the PBVP (3.1), (3.2) to 
admit the method of mixed monotony. 
THEOREM 3.3. Consider the PBVP (3.1), (3.2). Let assumptions (A,), 
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(A*), and (AX) with 0 d L d l/Z7 hold. Then the PBVP (3.1), (3.2) admits the 
method of mixed monotony. 
Proof: The proof is similar to the proof of Theorem 2.3, except that the 
condition (c:) is equivalent to, as before, 
(3.4) 
rj(t) = jlm G(t, s)[F;( s, r(s), P(S), rib)) - M*r,(s)l & 
0 
I- cosM(s-t-n) 
I 
Msin Ml7 ’ 
O<t<s<21/, 
G( t, s) = 
cosM(s-t+Z7) 
MsinM17 ’ 
O<s<t<2lI, 
where M#n, nEJ= (1, 2 ,... }, and p(t)<r(t) on I. 
The remainder of the proof is analogous to the proof of Theorem 2.3 and 
in fact it is simpler. Again we omit the details. 
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