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NATURAL Γ-SYMMETRIC STRUCTURES ON R-SPACES
PETER QUAST AND TAKASHI SAKAI
Abstract. We classify R-spaces that admit a certain natural Γ-symmetric structure. We
further determine the maximal antipodal sets of these structures.
1. Introduction
In 1981 Lutz [Lu] introduced Γ-symmetric spaces, a generalization of k-symmetric
spaces. In this article we consider natural Γ-symmetric structures on R-spaces using Γ-
symmetric triples introduced by Goze and Remm [GR]. In Theorem 3 R-spaces admitting
a natural Γ-symmetric structure are characterized in terms of roots. This allows us to clas-
sify these R-spaces in Section 4. For Γ = Z2 we recover the famous symmetric R-spaces
of Kobayashi, Nagano [KN] and Takeuchi [T1]. In Section 5 we further determine
the maximal antipodal sets of the natural Γ-symmetric structures and extend a result due
to Tanaka and Tasaki [TT]. We further describe the relation of these sets with the
topology of the R-space generalizing a theorem of Takeuchi [T2]. Finally, in Section 6,
we show that natural Γ-symmetric structures are maximal among certain types of such
structures.
2. Preliminaries
2.1. Γ-symmetric triples. Following Goze and Remm [GR], a Γ-symmetric triple is a
triple (L,H,Γ) consisting of a connected Lie group L, a closed subgroup H of L and a finite
abelian subgroup Γ of the automorphism group Aut(L) of L such that
Fix(Γ, L)0 ⊂ H ⊂ Fix(Γ, L). (1)
Here Fix(Γ, L) = {l ∈ L | γ(l) = l for all γ ∈ Γ} and Fix(Γ, L)0 denotes its identity
component. If Γ = Z2, then (L,H) is a symmetric pair (see e.g. [He, p. 209]). Goze and
Remm [GR] have shown that if (L,H,Γ) is a Γ-symmetric triple, then the coset space L/H
carries a natural Γ-symmetric structure in the sense of Lutz [Lu]: For a point x = lxH ∈
L/H, lx ∈ L, we set
Γx := {γx : H/L→ H/L | γ ∈ Γ}, (2)
with γx(lH) = lxγ(l
−1
x l)H for lH ∈ L/H, l ∈ L. Denoting by Ll the left action of l ∈ L on
the coset space L/H we see that our Γ-symmetric structure on L/H is L-equivariant, since
γx = Llx ◦ γo ◦ Ll−1x (3)
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for x = lxH and o = eH.
2.2. Root systems of symmetric spaces. In this section we merely recall well known
facts about symmetric spaces and we introduce our notation. For further details, expla-
nations and proofs on the well-established theory of symmetric spaces we refer to the
standard literature [He], [Lo] and [W, Chap. 8]. Let us fix an adjoint symmetric space P
of compact type, that is P is a symmetric space of compact type with the property that
if P finitely covers another symmetric space, then P is isomorphic to it. Let G denote the
identity component of the isometry group of P. We choose a base point o ∈ P and we set
K = {g ∈ G | g(o) = o}. The principal bundle
pi : G→ P, g 7→ g(o)
gives an identification of P with the coset space G/K. Let so be the geodesic symmetry of
P at o and let σ : G → G, g 7→ sogso. The Lie algebra k of K is the fixed point set of the
differential σ∗ of σ at the identity. Let p be the fixed space of −σ∗. The map pi∗|p : p→ ToP,
where pi∗ denotes the differential of pi at the identity, is an isomorphism. The Riemannian
exponential map Expo : ToP → P satisfies pi ◦ exp |p = Expo ◦ pi∗|p, where exp : g → G is
the Lie theoretic exponential map. Using the identification by pi∗|p the adjoint action of K
on p coincides with the linear isotropy action of K on ToP.
Let a be a maximal abelian subspace of p. The dimension of a is called the rank of P
and is usually denoted by r. Let a∗ be the dual vector space of a. For each α ∈ a∗ we set
gα := {Y ∈ g⊗ C | [H, Y ] =
√−1α(H)Y for all H ∈ a}.
The root system of P is
R := {α ∈ a∗ | α 6= 0 and gα 6= {0}}.
Let Σ := {α1, . . . , αr} be a system of simple roots of R and let R+ ⊂ R be the corre-
sponding set of positive roots. Then Σ is a basis of a∗ with the property that every root
α ∈ R+ can be written as
α =
r∑
j=1
cαj αj with c
α
j ∈ N ∪ {0} for all j ∈ Ireg := {1, . . . , r}. (4)
We get the following direct sum decompositions:
p = a⊕
∑
α∈R+
pα with pα = (gα ⊕ g−α) ∩ p,
k = m⊕
∑
α∈R+
kα with kα = (gα ⊕ g−α) ∩ k and m = {Y ∈ k | [a, Y ] = {0}}.
Let {ξ1, . . . , ξr} be the basis of a dual to Σ, that is αj(ξk) = 0 if j 6= k and αj(ξj) = 1.
Then we have for each α ∈ R+ and each j ∈ Ireg := {1, . . . , r} by (4):
α(ξj) = c
α
j . (5)
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It is well known (see e.g. [Lo, pp. 25, 69]) that the unit lattice Λ = {H ∈ a | exp(H)(o) =
o} = {H ∈ a | exp(H) ∈ K} of the adjoint symmetric space P of compact type is given by
Λ = {X ∈ a | α(X) ∈ piZ for all α ∈ R} = spanpiZ(ξ1, . . . , ξr).
In particular the elements
kj := exp(piξj), j ∈ {1, . . . , r}, (6)
lie in K and we have
γj := Int(kj) ∈ Aut(K0), (7)
where K0 denotes the identity component of K. Note that γ
jγj = e for all j ∈ {1, . . . , r},
since AdG(exp(2piξj)) is the identity on g.
2.3. R-spaces. An R-space is an orbit AdG(K0)ξ ⊂ p for some ξ ∈ p\{0}. In the literature
R-spaces are sometimes called orbits of s-representations. If P is a compact Lie group,
these orbits are also known as generalized (complex) flag manifolds. Every R-space in
p is equivariantly isomorphic to the adjoint orbit of a canonical element in the sense of
Burstall and Rawnsley [BR]. This is an element of the form
ξI :=
∑
i∈I
ξi,
where I is a non-empty subset of Ireg = {1, . . . , r}. We denote the corresponding R-space
by
XI := AdG(K0)ξI ⊂ p.
As a homogeneous space, XI can be identified with the coset space K0/HI where
HI = {k ∈ K0 | AdG(k)ξI = ξI} ⊂ K0.
Lemma 1. Let ∅ 6= I˜ ⊂ I ⊂ Ireg = {1, . . . , r}, then HI ⊂ HI˜ .
Proof. The euclidean vector space p ∼= ToP carries an orthogonal Lie triple structure given
by the curvature tensor of P at o which can be expressed by double Lie brackets. Using
the canonical isomorphism pi∗|p : p→ ToP we can identify K0 with a subgroup of the group
of orthogonal Lie triple automorphisms of p via the linear isotropy representation. If P is
simply connected, then K0 is actually the identity component of the group of orthogonal
Lie triple automorphisms of p (see e.g. proof of [W, Thm. 8.4.7]). Actually the same holds
true if P is not simply connected, since the Lie algebra k of K0 coincides with the Lie
algebra of the isotropy group of the universal covering of P at a point in a fiber over o.
Let p∗ denote the euclidean vector space p endowed with the Lie triple structure that
differs from the one of p by a sign. Then K0 is again the identity component of the group
of orthogonal Lie triple automorphisms of p∗. The symmetric space P ∗ corresponding to
p∗ is the non-compact dual symmetric space of P, and p∗ is canonically isomorphic to the
tangent space of P ∗ at a certain point o∗ ∈ P ∗. Since P ∗ is simply connected, K0 can be
identified with the isotropy group of o∗ within the identity component G∗ of the isometry
group of P ∗.
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We now consider XI = AdG(K0)ξI as an isotropy orbit of P
∗ lying in p∗ ∼= To∗P ∗. By
looking at the corresponding geodesic rays, the isotropy orbit XI ⊂ p∗ induces a K0 orbit
XI(∞) in the boundary at infinity P ∗(∞) of P ∗. The K0-orbit at infinity XI(∞) is also a
G
∗-orbit at infinity (see e.g. [E, Cor. 2.17.2]). The isotropy group G∗ξI(∞) ⊂ G∗ of the point
ξI(∞) ∈ P ∗(∞) corresponding to ξI is a parabolic subgroup of G∗. Our claim follows from
the inclusions of the corresponding parabolic subgroups (see [BGS, p. 249], [E, Sect. 2.17])
since the isotropy of ξI(∞) within K0 coincides with HI and HI = G∗ξI (∞) ∩ K0. 
3. Natural Γ-symmetric structures on R-spaces
3.1. Admissible subsets. Let I be a non-empty subset of Ireg = {1, . . . , r} and let XI ∼=
K0/HI . We define
ΓI = 〈γi : i ∈ I〉 ⊂ Aut(K0)
as the group generated by the elements γi given in (7) with i ∈ I. As a group, ΓI is
isomorphic to (Z2)
|I| where |I| is the cardinality of I. A non-empty subset I of Ireg =
{1, . . . , r} is called admissible if (K0,HI ,ΓI) is a ΓI-symmetric triple, that is by (1) if
Fix(ΓI ,K0)0 ⊂ HI ⊂ Fix(ΓI ,K0). (8)
Observation 2. The right hand side inclusion in (8), HI ⊂ Fix(ΓI ,K0), is always true.
Proof. Let k ∈ HI and let i ∈ I then we have γi(k)k−1 = exp(piξi)k exp(−piξi)k−1 =
exp(piξi) exp(−piAdG(k)ξi) = exp(piξi) exp(−piξi) = e, since HI ⊂ H{i} by Lemma 1. Thus
γi(k) = k. 
Now we only have to deal with the left hand side inclusion in (8), Fix(ΓI ,K0)0 ⊂ HI ,
which in view of Observation 2 is equivalent to
hI = fix(Γ
I ,K0),
where hI denotes the Lie algebra of HI and fix(Γ
I ,K0) the Lie algebra of Fix(Γ
I ,K0). We
have
hI = {X ∈ k | [X, ξI ] = 0} = m⊕
∑
α∈R0
I
kα
with
R0I := {α ∈ R+ : α(ξI) = 0} = {α ∈ R+ | α(ξi) = 0 for all i ∈ I}, (9)
and
fix(ΓI ,K0) = {X ∈ k | ∀t ∈ R ∀i ∈ I : γi(exp(tX)) = exp(tX)}
= {X ∈ k | ∀t ∈ R ∀i ∈ I : Int(ki)(exp(tX)) = exp(tAdG(ki)X) = exp(tX)}
= {X ∈ k | ∀i ∈ I : AdG(ki)X = X} = {X ∈ k | ∀i ∈ I : epiad(ξi)X = X}
= m⊕
∑
α∈Rev
I
kα
with
RevI := {α ∈ R+ | α(ξi) is even for all i ∈ I}.
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Summing up we have shown:
Theorem 3 (Characterization of admissible subsets in terms of R). A non-empty subset
I of Ireg = {1, . . . , r} is admissible if and only if for all α ∈ R+ we have
(∀i ∈ I : cαi even
)
=⇒ (∀i ∈ I : cαi = 0
)
.
From Theorem 3 we see:
Corollary 4. Unions of admissible subsets of Ireg are admissible.
3.2. Principal orbits. A root system R is called reduced if for any α ∈ R we have
Zα ∩ R = {−α, α}. Details on root systems can be found in [Se, Chap. V] and [B, Chap.
VI].
Proposition 5. Let R be reduced, then Ireg = {1, . . . , r} is admissible.
Proof. Let α =
r∑
j=1
cαj αj be a positive root. By Lemma 6 there exists k ∈ {1, . . . , r} such
that cαk is odd. The claim now follows from Theorem 3. 
Lemma 6. Let R be a reduced root system, let Σ = {α1, . . . , αr} be a system of simple
roots of R and let α =
r∑
j=1
cαj αj be an element of R. Then there exists j ∈ {1, . . . , r} such
that cαj is odd.
Proof. One can check this statement by inspecting all irreducible reduced root systems (see
e.g. [B, Planche I–IX, pp. 250–275]), but we prefer a conceptional argument.
Let Rˇ denote the system of inverse roots of R which is also reduced. Then R is the
inverse root system of Rˇ, that is R = ˇˇR. Let gˇ denote the compact semi-simple real Lie
algebra with root system Rˇ and let tˇ be a maximal abelian subspace of gˇ. Then Rˇ is
isomorphic to the root system of gˇ corresponding to tˇ and R is isomorphic to its inverse
root system. The unit lattice Λˇ ⊂ tˇ of the simply connected compact real Lie group Gˇ with
Lie algebra gˇ is (see e.g. [Lo, p. 25])
Λˇ = span2piZ(
ˇˇR) = span2piZ(R) = span2piZ(α1, . . . , αr).
Assume now that there exists a root α =
r∑
j=1
cαj αj ∈ R with cαj even for all j ∈ {1, . . . , r}.
Then piα lies in Λˇ. But, since R is reduced, we can find a simple root system {β1, . . . , βr}
of R with β1 = α (see e.g. [B, Prop. 15, p. 154]). Then piβ1 = piα ∈ Λˇ = span2piZ(R) =
span2piZ(β1, . . . , βr), a contradiction. 
3.3. Orbits of sums of extrinsic symmetric elements. We call an element ξj , j ∈
{1, . . . , r}, extrinsic symmetric, if αj has coefficient one in the highest root.
Proposition 7. If for all i ∈ I the element ξi is extrinsic symmetric, that is ξI is the sum
of extrinsic symmetric elements, then I is admissible.
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Proof. Let α =
r∑
j=1
cαj αj be a positive root. Since for all i ∈ I the simple root αi has
coefficient 1 in the highest root, we have cαi ∈ {0, 1} for all i ∈ I. Our claim now follows
from Theorem 3. 
If I = {j} and ξI = ξj is extrinsic symmetric, then XI is a symmetric R-space in the
sense of Takeuchi [T1] and Kobayashi and Nagano [KN] (see also [MQ, Lemma 2.1]).
4. Classification
Theorem 3 allows us to classify all admissible subsets I of Ireg in terms of the root system
R of P, which we may assume to be irreducible. We proceed case-by-case by the type of
R. The description of the irreducible reduced root systems is taken from [B, Planche I–IX,
pp. 250–275].
4.1. Type Ar. Since each simple root has coefficient 1 in the highest root, every non-empty
subset I of Ireg is admissible by Proposition 7.
4.2. Type Br, r ≥ 2. From [B, Planche II, pp. 252–253] we see that R+ = {ej | 1 ≤
j ≤ r} ∪ {ej ± ek | 1 ≤ j < k ≤ r} with simple roots Σ = {α1 = e1 − e2, . . . , αr−1 =
er−1 − er, αr = er}. We have
• ej =
r∑
k=j
αk = αj + · · ·+ αr for 1 ≤ j ≤ r.
• ej − ek =
k−1∑
l=j
αl = αj + · · ·+ αk−1 for 1 ≤ j < k ≤ r.
• ej + ek =
k−1∑
l=j
αl + 2
r∑
l=k
αl = αj + · · ·+ αk−1 + 2αk + · · ·+ 2αr for 1 ≤ j < k ≤ r.
Looking at the highest root δ = e1 + e2 = α1 + 2α2 + · · · + 2αr one sees that every
admissible subset I must contain 1. Moreover, take k ∈ {1, . . . , r−1} and look at the root
ek + ek+1 = αk + 2αk+1 + · · ·+ 2αr we see that if k /∈ I but I ∩ {k + 1, . . . , r} 6= ∅, then I
is not admissible. Thus the possible candidates for admissible subsets I are of the form
I = {1, 2, ..., k}
for some k ∈ {1, . . . , r}. One easily checks that they are indeed admissible.
4.3. Type Cr, r ≥ 2. From [B, Planche III, pp. 254–255] we see that R+ = {2ej | 1 ≤
j ≤ r} ∪ {ej ± ek | 1 ≤ j < k ≤ r} with simple roots Σ = {α1 = e1 − e2, . . . , αr−1 =
er−1 − er, αr = 2er}. We have
• 2ej = 2
r−1∑
k=j
αk + αr = 2αj + · · ·+ 2αr−1 + αr for 1 ≤ j ≤ r.
• ej − ek =
k−1∑
l=j
αl = αj + · · ·+ αk−1 for 1 ≤ j < k ≤ r.
• ej + ek =
k−1∑
l=j
αl + 2
r−1∑
l=k
αl + αr for 1 ≤ j < k ≤ r.
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Looking at the highest root δ = 2e1 = 2α1+ · · ·+2αr−1+αr one sees that every admissible
subset I must contain r. One easily checks that I is admissible if and only if r ∈ I.
4.4. Type Dr, r ≥ 4. From [B, Planche IV, pp. 256–257] we see that R+ = {ej ± ek | 1 ≤
j < k ≤ r} with simple roots Σ = {α1 = e1 − e2, . . . , αr−1 = er−1 − er, αr = er−1 + er}.
We have
• ej − ek =
k−1∑
l=j
αl for 1 ≤ j < k ≤ r.
• ej + ek =
k−1∑
l=j
αl + 2
r−2∑
l=k
αl + αr−1 + αr for 1 ≤ j < k ≤ r − 1.
• ej + er =
r−2∑
l=j
αl + αr for 1 ≤ j ≤ r − 1.
Looking at the highest root δ = e1+ e2 = α1 +2α2+ · · ·+2αr−2+αr−1+αr one sees that
subsets of {2, . . . , r− 2} are not admissible. Therefore I ∩ {1, r− 1, r} is non-empty if I is
admissible. One easily checks that if I ∩ {r − 1, r} is non-empty, then I is admissible.
We are left with the cases where 1 ∈ I ⊂ {1, . . . , r − 2}. Take k ∈ {1, . . . , r − 3}
and look at the root ek + ek+1 = αk + 2αk+1 + · · · + 2αr−2 + αr−1 + αr we see that if
k /∈ I ⊂ {1, . . . , r − 2} but I ∩ {k + 1, . . . , r − 2} 6= ∅, then I is not admissible. Thus the
possible candidates for admissible subsets I with 1 ∈ I ⊂ {1, . . . , r − 2} are of the form
I = {1, 2, ..., k}
for some k ∈ {1, . . . , r − 2}. One easily checks that they are indeed admissible.
4.5. Type Er, r ∈ {6, 7, 8}. The simple roots, their numbering and the coefficients of the
positive roots are taken from [B, Planche V-VII, pp. 260–270]. We observe:
(i) The positive root α1 + α2 + αr + 2
r−1∑
j=3
αj shows that if I is admissible for Er, r ∈
{6, 7, 8}, then I ∩ {1, 2, r} 6= ∅.
(ii) Positive roots of the root system of type Er, r ∈ {6, 7}, induce positive roots of
Er+1 whose coefficients in the simple root αr+1 vanish and vice-versa. Therefore if
I ⊂ {1, 2, . . . , r + 1} is admissible for the type Er+1 and I \ {r + 1} is non-empty,
then I \ {r + 1} must be admissible for the type Er.
(iii) Positive roots whose coefficients in the simple roots are elements of {0, 1} do not give
any restriction for admissible subsets.
4.5.1. Type E6. Inspecting the coefficients of the positive roots in the case E6 we see:
• If I contains 1, then I is admissible unless I is equal to {1, 4}, {1, 5}, {1, 4, 5} or
{1, 4, 6}.
• If I contains 2, then I is admissible unless I is a subset of {2, 3, 5}.
• If I contains 6, then I is admissible unless I is equal to {3, 6}, {4, 6}, {1, 4, 6} or
{3, 4, 6}.
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4.5.2. Type E7. Inspecting the coefficients of the positive roots in the case E7 and the
admissible sets for E6 we see:
• Since cδ7 = 1 for highest root δ we see that I = {7} is admissible. Moreover, if
I \ {7} is non-empty, then I is admissible for E7 if and only if I \ {7} is admissible
for E6.
• If I contains 1 but not 7, then I is admissible unless I is a subset of {1, 2, 4, 6} or
{1, 4, 5, 6}.
• If I contains 2 and I ∩ {1, 7} = ∅, then I is admissible unless I is a subset of
{2, 3, 4, 6} or {2, 3, 5, 6}.
4.5.3. Type E8. Inspecting the coefficients of the positive roots in the case E8 and the
admissible sets for E7 we see:
• If I contains 8, then I is admissible unless I is a subset of {1, 3, 4, 6, 8} or I \ {8}
is not admissible for E7.
• If I contains 1 but not 8, then I is admissible unless I is a subset of {1, 2, 3, 5, 7},
{1, 2, 4, 5, 7}, {1, 2, 4, 6, 7}, {1, 3, 4, 5, 7}, {1, 3, 4, 6, 7} or {1, 4, 5, 6, 7}.
• If I contains 2 and {1, 8} ∩ I = ∅, then I is admissible unless I is a subset of
{2, 3, 4, 5, 7}, {2, 3, 4, 6, 7} or {2, 3, 5, 6, 7}.
4.6. Type F4. The simple roots, their numbering and the coefficients of the positive roots
are taken from [B, Planche VIII, pp. 272–273]. The highest root 2α1 + 3α2 + 4α3 + 2α4
and the root α1+2α2+2α3+2α4 show that every admissible subset I must contain {1, 2}.
Moreover all positive roots α having at least one coefficient ≥ 2 satisfy cα1 odd or cα2 odd.
Thus every subset {1, 2} ⊂ I ⊂ {1, 2, 3, 4} is admissible.
4.7. Type G2. The simple roots, their numbering and the coefficients of the positive roots
are taken from [B, Planche IX, pp. 274–275]. We have R+ = {α1, α2, α1 + α2, 2α1 +
α2, 3α1 + α2, 3α1 + 2α2}. Thus only I = Ireg = {1, 2} is admissible.
4.8. Type BCr. Since each simple root has coefficient 2 in the highest root (see [He, p.
476]), there are no admissible subsets in this case.
5. Maximal antipodal sets
Let I be an admissible subset of {1, . . . , r}, that is (K0,HI ,ΓI) is a ΓI-symmetric triple
and K0/HI is a Γ
I-symmetric space by (2). Using the equivariant identification
ι : K0/HI → XI := AdG(K0)ξI , kHI 7→ AdG(k)ξI
we transfer the K0-equivariant Γ
I-symmetric structure from K0/HI to XI by
γι(x)(ι(y)) := ι(γx(y))
for all x, y ∈ K0/HI and for all γ ∈ ΓI . In particular we have for k ∈ K and i ∈ I using (6)
γiξI (AdG(k)ξI) = AdG(γ
i(k))ξI = AdG(kikk
−1
i )ξI = AdG(ki)AdG(k)ξI ,
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since AdG(k
−1
i )ξI = AdG(exp(−piξi))ξI = e−piad(ξi)ξI = ξI as [ξi, ξI ] = 0. We observe that
the map γiξI extends to the linear endomorphism AdG(ki)|p of p. With
ΓIξI := {γξI | γ ∈ ΓI} = 〈γiξI : i ∈ I〉 ⊂ Diff(XI)
and
ΓIξI ,p := 〈AdG(ki)|p : i ∈ I〉 ⊂ End(p),
the group generated by the elements AdG(ki)|p with i ∈ I, we get by Theorem 3
Fix(ΓIξI ,p, p) = {Y ∈ p | AdG(ki)(Y ) = Y for all i ∈ I}
= a⊕
∑
α∈R+
∀i∈I: 2|α(ξi)
pα = a⊕
∑
α∈R+
∀i∈I: α(ξi)=0
pα = a⊕
∑
α∈R+
α(ξI )=0
pα
= {Y ∈ p | [Y, ξI ] = 0}
since I is admissible. Moreover
Fix(ΓIξI , XI) = {y ∈ XI | γ(y) = y for all γ ∈ ΓIξI} = Fix(ΓIξI ,p, p) ∩XI .
Since the ΓI-symmetric structure is K0-equivariant, we have
Fix(ΓIAdG(k)ξI , XI) = AdG(k)
(
Fix(ΓIξI , XI)
)
= AdG(k)
({Y ∈ p | [Y, ξI ] = 0}
) ∩XI
= {Z ∈ p | [Z,AdG(k)ξI ] = 0} ∩XI .
(10)
For Riemannian symmetric spaces the notion of an antipodal set has been introduced
by Chen and Nagano [CN]. This notion naturally extends to Γ-symmetric spaces. A
subset A of XI is called antipodal (for ΓI), if
∀a, a˜ ∈ A ∀γ ∈ ΓI : γa(a˜) = a˜. (11)
An antipodal subset A of XI is called maximal, if A is not a proper subset of another
antipodal subset of XI . Let A be a maximal antipodal subset of XI ⊂ p with ξI ∈ A. Then
the linear subspace spanR(A) of p is abelian by (10). Let a˜ be a maximal abelian subspace
of p containing spanR(A). Since XI ∩ a˜ is an antipodal subset of XI by (10), we have
A = XI ∩ a˜
by maximality. It is well known that the intersection of an orbit of the identity component
of the isotropy group of a Riemannian symmetric space P of compact type with a maximal
abelian subspace a˜ ⊂ p is the orbit of the Weyl group W (P, a˜) of P corresponding to a˜.
Thus we have
A = W (P, a˜)ξI .
Since the ΓI-symmetric structure on XI is K0-equivariant and since K0 acts transitively on
the set of maximal abelian subspaces of p, we can summarize:
Theorem 8. Every maximal antipodal subset of XI is of the form XI∩a′ for some maximal
abelian subspace a′ in p and therefore an orbit of the corresponding Weyl group W (P, a′).
Moreover, any two maximal antipodal subsets of XI are conjugate by an element of K0.
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Theorem 8 generalizes the result [TT, Theorem 4.3] of Tanaka and Tasaki on maximal
antipodal subsets of symmetric R-spaces.
Since a maximal antipodal subset A of XI is the orbit of a Weyl group of P, we see from
the work of Berndt, Console and Fino [BCF, p. 86], where they refer to a result of
Sanchez [Sa], that the cardinality |A| of A has the following topological meaning
|A| = dimH∗(XI ,Z2). (12)
The maximal cardinality of an antipodal subset of a compact Riemannian symmetric space
is called its 2-number. This invariant was introduced by Chen and Nagano in [CN].
Equation (12) generalizes a result of Takeuchi [T2] on the 2-number of symmetric R-
spaces.
6. Maximality of ΓI
For a subset J of {1, . . . , r} we set kJ :=
∏
j∈J kj = exp(piξJ) ∈ K (see (6)) and
γJ :=
∏
j∈J
γj = Int(kJ) ∈ Aut(K0)
with the understanding that k∅ = e and ξ∅ = 0. If J 6= J ′, then γJ 6= γJ ′. Indeed, we may
assume that J \ J ′ 6= ∅. For j ∈ J \ J ′ we see that the differential γJ∗ of γJ at the identity
satisfies γJ∗ |kαj = AdG(kJ)|kαj = −id|kαj while γJ
′
∗ |kαj = AdG(kJ ′)|kαj = id|kαj . We conclude
that for any β ∈ ΓIreg there exists a unique subset Jβ ⊂ {1, . . . , r} such that β = γJβ .
Let I be a non-empty subset of Ireg = {1, . . . , r} and let Γˆ be a subgroup of ΓIreg such
that (K0,HI , Γˆ) is a Γˆ-symmetric triple. By condition (1) this implies in particular
fix(Γˆ,K0) = hI ,
where the Lie algebra of Fix(Γˆ,K0) is
fix(Γˆ,K0) = {X ∈ k | ∀t ∈ R ∀γˆ ∈ Γˆ : γˆ(exp(tX)) = exp(tX)}
= {X ∈ k | ∀t ∈ R ∀γˆ ∈ Γˆ : Int(kJγˆ)(exp(tX)) = exp(tX)}
= {X ∈ k | ∀t ∈ R ∀γˆ ∈ Γˆ : exp(tAdG(kJγˆ)X) = exp(tX)}
= {X ∈ k | ∀γˆ ∈ Γˆ : AdG(kJγˆ )X = X}
= m⊕
∑
α∈Rˆ+
kα
with Rˆ+ = {α ∈ R+ | ∀γˆ ∈ Γˆ : α(ξJγˆ) even}. Recalling that hI = m⊕
∑
α∈R0
I
kα we get
Rˆ+ = R0I (13)
where R0I is defined in (9). We claim that
Γˆ ⊂ ΓI . (14)
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Suppose Γˆ 6⊂ ΓI and take γˆ ∈ Γˆ\ΓI . By assumption Jγˆ \I is non-empty. We take s ∈ Jγˆ \I.
Then the simple root αs lies in R0I since s /∈ I, but αs /∈ Rˆ+ since αs(ξJγˆ ) =
∑
j∈Jγˆ
αs(ξj) = 1.
This contradicts (13).
Since Γˆ is contained in ΓI and since (K0,HI , Γˆ) is a Γˆ-symmetric triple we have
Fix(ΓI ,K0)0 ⊂ Fix(Γˆ,K0)0 ⊂ HI .
Summing up and recalling Observation 2 we have shown:
Proposition 9. Let I be a non-empty subset of Ireg = {1, . . . , r} and let Γˆ be a subgroup
of ΓIreg . If (K0,HI , Γˆ) is a Γˆ-symmetric triple, then Γˆ ⊂ ΓI and I is admissible.
Example 10. We now give an example of an admissible subset I and a proper subgroup
Γˆ of ΓI such that (K0,HI , Γˆ) is a Γˆ-symmetric triple:
Let P be a bottom symmetric space whose root system R is of type Ar with r ≥ 3. Then
every non-empty subset of {1, . . . , r} is admissible. The set of simple roots Σ is isomorphic
to {α1 = e1 − e2, α2 = e2− e3, . . . , αr = er − er+1} and the positive roots are of the form
ej − ek =
∑
j≤s<k
αs with 1 ≤ j < k ≤ r + 1 (see e.g. [B, Planche I, p. 250]).
Take I = {i1, i2, i3} with 1 ≤ i1 < i2 < i3 ≤ r and consider the subgroup
Γˆ := {e, γi1γi3 , γi2 , γi1γi2γi3} = 〈γi1γi3 , γi2〉 ∼= (Z2)2
of ΓI ∼= (Z2)3. We show that (K0,HI , Γˆ) is a Γˆ-symmetric triple. Since HI ⊂ Fix(ΓI ,K0) ⊂
Fix(Γˆ,K0) we only have to show Fix(Γˆ,K0)0 ⊂ HI which amounts to fix(Γˆ,K0) ⊂ hI . By
the calculations at the beginning of this section, it is sufficient to show that Rˆ+ ⊂ R0I . Let
α = ej − ek =
∑
j≤s<k
αs with 1 ≤ j < k ≤ r + 1 be a positive root.
• Assume that j ≤ i2 < k. Then α(ξi2) = 1 and α /∈ Rˆ+, because γi2 ∈ Γˆ.
• Assume that k ≤ i2.
◦ If j ≤ i1 < k ≤ i2, then α(ξi1) = 1, α(ξi3) = 0 and therefore α(ξi1 + ξi3) = 1.
Since γi1γi3 ∈ Γˆ, we have α /∈ Rˆ+.
◦ If k ≤ i1, then α(ξi1) = α(ξi2) = α(ξi3) = 0 and α ∈ R0I .
◦ If i1 < j < k ≤ i2, then α(ξi1) = α(ξi2) = α(ξi3) = 0 and α ∈ R0I .
• Assume that i2 < j.
◦ If i2 < j ≤ i3 < k, then α(ξi1 + ξi3) = 1. Since γi1γi3 ∈ Γˆ, we have α /∈ Rˆ+.
◦ If i3 < j, then α(ξi1) = α(ξi2) = α(ξi3) = 0 and α ∈ R0I .
◦ If i2 < j < k ≤ i3, then α(ξi1) = α(ξi2) = α(ξi3) = 0 and α ∈ R0I .
If P is associated with the orthogonal symmetric Lie algebra (g = sur+1, k = sor+1), then
the coset space K0/HI can be identified with the real flag manifold
{(V1, V2, V3) | {0} ( V1 ( V2 ( V3 ( Rr+1, dim(Vk) = ik for k = 1, 2, 3}.
Almost all classical Z2×Z2-symmetric spaces have been classified by Bahturin andGoze
[BG]. The missing classical and all exceptional cases have been added by Kollross [K].
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