A new, efficient, and stable algorithm for computing all the eigenvalues and eigenvectors of the problem Ax = λBx, where A is symmetric indefinite and B is symmetric positive definite, is proposed.
Introduction.
In this paper we consider the problem of computing the eigenvalues and eigenvectors of the pencil Ax = λBx, where A is a real symmetric-indefinite matrix and B is a real symmetric positive-definite matrix. Mathematically, this problem is equivalent to computing the eigendecomposition of the symmetric matrix G −1 AG −T , where B = GG T . Unfortunately, the approach is not numerically stable, but it does reveal some important properties about the eigenvalues and eigenvectors. First, all the eigenvalues must be real. Second, the eigenvector matrix diagonalizes both A and B simultaneously. In finite precision, the transformation G −1 AG −T leads to violation of the second property, while the QZ algorithm violates the first property.
In this paper we propose a new algorithm which satisfies both properties and is numerically stable and efficient.
Previous work on this problem, when the matrices are dense, has involved either trying to implement the transformation G −1 AG −T accurately or extending Jacobi, QZ, or other iterative type methods. See section 8.7 in [2] , section 5.68 in [8] , and chapter 15 in [6] for a summary of earlier work. Iterative methods, which can be used for both dense and sparse problems, have been studied more extensively. See [7] for a more extensive guide to the literature.
The outline of this paper is as follows. To convey the basic ideas we first outline the algorithm assuming that the symmetric eigenvalue problem can be solved exactly. We then point out the difficulties introduced by inexact calculations and the methods we propose for overcoming them. This is followed by an error analysis to prove the stability of the algorithm. We then discuss implementation issues and describe the experimental results which validate our claims. As part of the error analysis, we also establish a perturbation bound for the smallest eigenvalues in magnitude, which we believe to be new.
The key idea. The problem can be viewed as the simultaneous LDL
T factorization of the matrices A and B, where L is now no longer constrained to be a triangular matrix. As is well known, while the LDL T factorization of B (which is symmetric positive definite) is stable even without pivoting (Cholesky factorization), the LDL T factorization of A, which is symmetric indefinite, can be severely unstable without pivoting. When viewed from this framework, the problem is to discover a "permutation" (actually, any orthogonal transform) such that both A and B can be simultaneously factored into LDL T , while assuring at the same time that stability is maintained in the factorization of A. This is a difficult task. The key idea in this paper is that the correct pivoting order is obtained when the eigenvalues are deflated in decreasing order of magnitude. This is an oversimplification, but it helps in understanding the rest of the paper.
work recursively on the smaller pencil. Unfortunately, the deflation requires transformations whose cumulative condition number is as high as the condition number of B. So we seem to fare no better. This is where our next key observation comes in: if we deflate the eigenvalues of G T A −1 G in the order of decreasing size in magnitude, then we can ensure that the resulting sequence of deflating transformations can be implemented in a numerically stable manner. The rest of this paper is devoted to showing why and how this can be done.
We first begin by showing why it is necessary to deflate the eigenvalues in the order of decreasing size in magnitude. For that purpose we present a version of the algorithm here which assumes that all computations can be done exactly, including some eigenvalue decompositions.
Algorithm I. Using Exact Eigendecompositions. 
where D A and D B are diagonal matrices. Now define
Then we have CD A C T = A and CD B C T = B, where D A and D B are diagonal matrices. Therefore, the generalized eigenvalues can be obtained as the ratios of the diagonal elements of D A and D B , and the generalized eigenvectors can be obtained from the inverse of C by using the factored form (1) . End
We now look in more detail at the transforms Q ;i , W i , and L i used during the deflation process. We claim that
where D's denote diagonal matrices. These facts will be proved by induction. It is obviously true for i = 1. Invoking the induction hypothesis, we see that
where Λ ≡ diag(λ 1 , . . . , λ n ). Therefore,
Therefore, we have that
where the structure of the ith row of X ;i+1 is obtained by looking at the form of A ;i+1 and B ;i+1 . This completes our induction and proves the structures assumed in (2), (3), and (4). We now show that the norms of the Schur complements of A generated by the transforms L i grow no faster than those which occur in Gaussian elimination with partial pivoting. This is one of the reasons why our approach leads to a numerically stable algorithm.
Define the following two submatrices of A ;i;w and B ;i;w :
Note thatB ;i;l is symmetric positive definite. From this we get, using determinants, thatB Since we required the following ordering of the eigenvalues
it follows that λ i is also the largest eigenvalue in magnitude of the pencil λĀ ;i;l x = B ;i;l . Using the variational characterization of eigenvalues, we get
From inequalities (5) and (6) we get
Therefore,
This indicates that the elements of D A can grow at most like 2 n . Also,
These facts by themselves are not sufficient to establish the numerical stability of the algorithm. We now proceed to look at the effects of errors in the eigendecomposition computation.
Error propagation.
In this section we assume that B = A = 1. We consider the effects of the truncation error
where E ≤ Λ . Recovering the generalized eigenvector, we have that
Definex i ≡ A −1 Gv i and rearrange the above expression to get it in normalized backward error form:
From the above two equations it is clear that not all computed eigenpairs, (λ i ,x i ), will be sufficiently accurate, and possibly no eigenpair is exact. We modify the algorithm to take care of these possibilities. The new variables in the modified algorithm will have a "; t" in their suffix to distinguish them from similar variables occurring in Algorithm I. 
End
The important difference between Algorithm I and Algorithm II is that the latter deflates eigenvectors only after checking that they are sufficiently accurate, and if they are not it recomputes them. Inequality (9) establishes that each computed eigenpair is computed to backward accuracy. Inequality (8) establishes that all the eigenpairs have been computed, in the sense that the eigenvector matrix diagonalizes B to backward accuracy. We now prove the claims in step 7 of Algorithm II.
We first claim that
These facts will be proved by induction. It is obviously true for i = 1. For general i, two cases are possible: either X ;i;t has been computed in step 6(b)(iii) (or step 5) of Algorithm II or we have successfully passed the test of the while loop in step 6(a) and are entering step 6(a)(i).
We first consider the case when X ;i;t is being computed in step 6(b) (or step 5). Since this is obviously true for i = 1, we can invoke the induction hypothesis. We now establish that we will pass the test in step 6(a). Using the induction hypothesis we can conclude that
such thatB ;i;t =Ū ;i;tΣ;i;l;tŪ T ;i;t . Therefore, we have
where we assume that Σ ;i;l;tŪ T ;i;tĀ −1 ;i;tŪ ;i;t Σ ;i;l;t −V ;i;tΛ;i;l;tV
Therefore, this establishes that in step 6(b)(iii) we will have
Therefore, the test (12) T are no longer perfectly parallel. At this stage the algorithm can follow two paths, depending on λ i;i;t (step 6(a)(iii)). We will first follow the path taken when |λ i;i;t | ≥ 1.
In step 6(a)(iii)(A) we perturb A ;i;q;t such that its ith column is parallel to that of B ;i;q;t . Hence we have that The remaining steps in 6(a)(iii) are similar to Algorithm I and we have accordingly that
Next we apply a suitable elementary Gauss transform to complete the deflation of the eigenvector: i;t to A ;i;w;t is numerically stable (actually, backward stable with respect to A). This will follow from the more general analysis to be carried out below. We now analyze the case when |λ i;i;t | < 1.
In step 6(a)(iv)(A) we perturb B ;i;q;t such that its ith column is parallel to that of A ;i;q;t . Hence we have that The remaining steps in 6(a)(iv) are similar to the steps in 6(a)(iii) and we have accordingly that 
n − i 0 ± a ;i;q;t e 1Ā;i;w;t   .
Next we apply a suitable elementary Gauss transform to complete the deflation of the eigenvector: This completes the proof by induction of (10) and (11). We are now ready to determine the global error of Algorithm II.
We first consider the case when the eigenvalues are larger than one in magnitude. Then the only error which affects the accuracy of the final answer is when we perturb A ;i;q;t to get A ;i;p;t . Let Since this can be extended by induction, we can conclude using (35) and (36) that D ;A;t = A ;n;p;t = C −1
The last inequality follows from (34), and µ i is defined as follows: We will show that this error can be written as a small backward error in B ;i−1;p;t or B ;i−1;t , depending on whether |λ i−1;i−1;t | was strictly smaller than one or not. Let 
The last inequality follows from (38).
Therefore, the error analysis boils down to obtaining good bounds on Ā ;i;t and B ;i;t . We proceed to do that now.
We shall assume that
so that B ;i;t is always symmetric positive definite. (We shall give more practical conditions later.) Therefore,B ;i;t is the Schur complement of a symmetric positivedefinite matrix and it follows that
From (26) Then we get from (47) and (49) that
This inequality is very loose.
Note that we cannot expect τ i = 1, because Algorithm II does not compute the exact eigenvalues of the pencil. From (58) it follows that
where c 1 and c 2 are constants. Using (47), (49), and the fact that A = B , we obtain
where c 3 is a constant. Henceforth we make the assumption
which is stronger than the previous assumption (42). Under this assumption it follows that
Therefore, we can conclude from (50) that
Substituting (52) and (43) in (41) we obtain
In other words the factorization C ;t D ;B;t C T ;t is backward stable (to first order) with respect to B, which is the first claim (8) of step 7 of Algorithm II. The main difficulty in proving this claim is that the perturbation in B depends upon the norms of the Schur complements of A, which can theoretically grow exponentially. The surprise is that the decomposition of B is backward stable in spite of this possibility.
We now turn our attention to proving the second claim (9), namely, that each eigenpair has a small residual with respect to A and B.
Let C ;i;t denote the partially accumulated transform
Then note that the ith eigenvector is also given by
;t e i = C 
which establishes our claim that each eigenpair has a small residual with respect to A and B. This is true in spite of the fact that the factorization of A is potentially unstable theoretically! In fact using an analysis similar to that used to establish (53) we can show that
where p(n) is a low-order polynomial in n, and γ is the "growth factor" defined to be
A .
From (7) it follows that γ can grow at most exponentially in n, but in numerous numerical experiments (see section 6) we have never observed it. This is similar to the situation in Gaussian elimination with partial pivoting where the growth factor can potentially grow exponentially but is rarely observed [4] . Nevertheless, our algorithm will compute all eigenpairs reliably no matter how large or small γ happens to be.
We have now established that Algorithm II computes each eigenpair to backward accuracy (see (9)), and that it also computes all the eigenvectors, in the sense that they diagonalize B to backward accuracy (see (8) ). Furthermore, by establishing inequality (see (12)), we have proved that Algorithm II is an O(mn 3 ) algorithm, where m is the number of times step 6(b) is executed (m < n).
In extensive numerical experiments with Algorithm II the largest m we have observed is 7 for a pencil of size 500 by 500. Usually m is smaller than 4. Therefore, we conjecture that m is O(log(1/ )). The reasoning for the conjecture is as follows.
We examine how many of the eigenvectors computed in step 6(b) will pass the residual test in step 6(a).
The analysis is an extension of the one used to prove inequality (14). We will continue to use the same notation. Immediately after step 6(b) we have (15), which we repeat here for convenience: B ;i;tXj;i;t +Ū ;i;t Σ ;i;l;tĒ;i;tVj;i;t = λ j;i;l;tĀ;i;tXj;i;t , j = 1, . . . , n − i + 1. (15) Furthermore, from (13) for all j between 1 and n − i + 1 such that inequality (56) is satisfied. In other words, the eigenvectors corresponding to the eigenvalues in a significant interval around the largest eigenvalue will be sufficiently accurate to pass the residual test. The algorithm proceeds by deflating the eigenvector corresponding to the largest eigenvalue in magnitude, λ 1;i;t . The important question now is how many of the originally accurate eigenvectors will continue to pass the residual test after the deflation. In numerical experiments most of these eigenvectors continue to pass the residual test after the deflation. Our best explanation of this phenomenon is that the eigenvectors seem to be ordered in rank-revealed form and that the total loss of accuracy due to the nonorthogonal transforms is O (κ(B) ). This explains our conjecture. Doubtless, more extensive investigations are needed and they are being carried out.
Implementation issues.
Algorithm II was structured to make the error analysis easy. Here we present some necessary details for a practical implementation.
Singular A. So far, throughout our analysis, we had assumed thatĀ ;i;t was nonsingular. This is hard to maintain, since we have no real control on the growth of the condition number ofĀ ;i;t . Furthermore, the additive perturbations can make someĀ ;i;t singular. Therefore, we need to explicitly deal with singularĀ ;i;t .
In step 6(b) we explicitly check if the condition number ofĀ ;i;t is bigger than a small constant times the reciprocal of the machine precision. If it is, we compute all the eigenvectors ofĀ ;i;t corresponding to its small eigenvalues (of the size of the machine precision). Compute the Householder transform which maps the eigenvector corresponding to the smallest eigenvalue in magnitude to e 1 . Apply this toĀ ;i;t and B ;i;t . The first column and row ofĀ ;i;t will be numerically zero. They should be explicitly set to zero. Now by elementary Gauss transforms the first column and row ofB ;i;t are eliminated. This will have no effect onĀ ;i;t . This process is continued until all the eigenvectors ofĀ ;i;t corresponding to the small eigenvalues (in magnitude) have been deflated. Note that this procedure has no adverse effect on the accuracy and speed of Algorithm II.
Residual test. The residual test in step 6(a) is too strong and should be weakened as follows:
(λ i;i;t A ;i;t − B ;i;t )X i;i;t ≤ X i;i;t (|λ i;i;t | max j≤i Ā ;j;t + max j≤i B ;j;t ). This is to account for the fact that the Schur complements of A and B might decrease in norm during the deflation process.
Well-conditioned submatrices. If eitherĀ ;i;t orB ;i;t happen to be well-conditioned, then it improves performance to directly compute the eigenvalues and eigenvectors of eitherB ;i;tĀ QR factorization of C ;t . The matrix C ;t can be stored in factorized form as in step 7 of Algorithm II, or it can be stored in QR-factored form, which might be more convenient for the user. To do this we observe that
;n;t W T ;n;tL;1;t · · ·L ;n;t , whereL ;i;t is still an elementary Gauss transform of the typẽ
and y ;i;t can be obtained easily from ρ i;t and the transforms Q ;j;t and W ;j;t for j > i. Due to this, the QR factorization of C ;t can be computed efficiently in O(n 3 ) flops. Numerical issues. So far we have tacitly assumed that we can compute the large eigenvalues and corresponding eigenvectors of Σ ;i;t U T ;i;t A −1 ;i;t U ;i;t Σ ;i;t in step 6(b)(ii) to sufficient accuracy. That task is nontrivial numerically, and in this section we detail the mechanism for carrying it out.
We first compute the eigendecomposition of A ;i;t = Z ;i ∆ ;i Z T ;i . Then we compute the required product as
Σ ;i;t in the order suggested by the parentheses. It is important to follow the suggested order of operations. When the expression (U T ;i;t Z ;i )∆ ;i (Z T ;i U ;i;t ) is being evaluated it should be done in outer-product form, exploiting the fact that ∆ ;i is diagonal. Then a round-off error analysis can be used to show that if Y ;i denotes the computed product, then Since Y ;i can be as small as σ min (Σ ;i;t )/ A ;i;t , it follows that the computed Y ;i can fail to be stable by approximately κ(Σ ;i;t ) digits. Since we have assumed that κ(B) < 1, it follows that Y ;i is accurate to at least half the digits. Therefore, if the computed eigenvectors of Y ;i corresponding to the largest eigenvalues turn out to be too inaccurate to pass the residual test, we can efficiently correct them by inverse iteration (see chapter 5 in [1] ).
Round-off errors. The analysis of the round-off errors incurred in the algorithm is similar to the analysis of the eigenvalue decomposition truncation errors carried out for Algorithm II. We just combine the standard error analysis techniques of Gaussian elimination with the truncation error analysis of section 4. The final error bounds have larger polynomials in n.
Numerical experiments.
We now describe some numerical experiments that were carried out to test the accuracy and efficiency of Algorithm II. The algorithm was implemented in Matlab [5] and run on a Sun SPARCstation 20. The machine precision was approximately 10 −16 (denoted by mach ). The algorithm was tested on three classes of randomly generated pencils with different characteristics.
The results for the first class of test matrices are shown in Figure 1 , those for the second class of test matrices in Figure 2 , and those for the third class of test matrices in Figure 3 . In each class the matrices of all sizes from 10 to 100 were tested. In all the figures the horizontal axis represents the matrix size. 
The reason for the normalization factor is that from inequality (8) we expect the error to be bounded by a quadratic polynomial in n times . Since the bounds in error analysis tend to be conservative we chose to normalize by a linear polynomial instead. This expression measures the accuracy of the computed eigenvalues independently of the computed eigenvectors. , where m is the number of times step 6(b) is executed. We remind the reader that in step 6(b) we compute eigenvalue decompositions of dense matrices, and it can cost O(n 3 ) flops. Hence it essentially determines how efficient the algorithm will be. Of course, we want to ensure that step 6(b) is executed as few times as possible.
For the experiments presented here we chose to be equal to 20n 1.5 mach . This was based on an estimate of the average accuracy of the solver for the symmetric eigenvalue problem. Choosing a smaller can make the algorithm inefficient with little gain in accuracy.
The first class of test matrices is generated as follows. To create the matrix A of order n, we generate a random (normal distribution) n × n matrix, take its symmetric part, and normalize it by its 1-norm. The matrix tends to have a moderately high condition number, as can be seen from Figure 1(a) . To generate the matrix B of order n, we take a random (normal distribution) matrix of order n, multiply it by its transpose (to make it symmetric positive definite), and then normalize it by its 1-norm. The matrix tends to be more ill-conditioned than A, as shown in Figure 1(b) . As can be seen from Figure 1 (c) the computed eigenvectors diagonalize A in each instance to full backward accuracy. That is, there is no evidence of a large growth factor. As expected from the error analysis, Figure 1 (d) demonstrates that the computed eigenvectors diagonalize B to full backward accuracy. From Figure 1 (e) we see that the eigenvalues are computed with better accuracy than the error analysis indicates. Finally, Figure 1 (f) shows that the algorithm is very efficient on this test class, as we never require more than one execution of step 6(b).
The second class of test matrices was generated as follows. Let c b ≡ 10 −8 n, where n denotes the order of the matrix. To create A, we first generated a random (normal distribution) matrix, took its symmetric part, and computed its eigenvalues, λ 1 ≤ · · · ≤ λ n . We then added −λ [n/2] + c b λ n times the identity matrix to the symmetric part, normalized the result by its 1-norm, and obtained A. The general result is a symmetric indefinite matrix with a rather large condition number, as seen in Figure 2(a) . To create B, we generate a random (normal distribution) matrix of order n, extract its symmetric part, compute its eigenvalues, µ 1 ≤ · · · ≤ µ n , and add |µ 1 | + c b max(µ 1 , µ n ) times the identity to the symmetric part. This almost always results in a symmetric positive-definite matrix, with a moderately large condition number, as can be seen in Figure 2(b) . Note that in the run shown in Figure 2 , the matrix B is generally better conditioned than A, though both in general have rather large condition numbers. Again Figure 2 full backward accuracy (as the error analysis predicts). Figure 2 (e) shows that the individual eigenvalues are highly accurate. Figure 2 (f) again shows the high efficiency of the algorithm. In this run we never execute step 6(b) more than two times. The main differences between the first test class and this one (the second) is that A is generally more ill-conditioned in the latter class and that B is made ill-conditioned by shifting (second class) rather than squaring (first class).
The third test class of matrices is deliberately chosen to try to make the algorithm perform badly. From the error analysis we identify the following features which such a test class must satisfy: First, the eigenvalues must not be too small or too large in magnitude; second, the eigenvalues must be highly clustered, preferably with eigenvalue gaps in a wide range; third, the eigenvalues must be highly ill-conditioned. We generate such a test class of matrices as follows. We first generate a random (uniform distribution) lower-triangular matrix, L. We then generate a diagonal matrix, D, whose ith element is a positive random number times (−1.25) i . Then D is normalized by its 2-norm. The matrix A is taken to be equal to LDL T . We now multiply the ith diagonal element of D by 1 + c i , where c i is a random number uniformly distributed between −10 −6 and 10 −6 . The matrix B is taken to be equal to LDL T , where we use the new D now. From the way we created A and B we can see that eigenvalues will be tightly clustered around +1 and −1. From Figures 3(a) and 3(b) we see that the matrices A and B are highly ill-conditioned, making the eigenvalues also highly ill-conditioned. But from Figures 3(c) and 3(d) we see that the computed eigenvectors diagonalize A and B to full backward accuracy. From Figure 3 (e) we see that eigenvalues are all accurate. From Figure 3 (f) we see that now the algorithm executes step 6(b) more frequently than for the previous two test classes, but nevertheless the number of iterations never exceeds 4. This gives further evidence of the efficiency and robustness of the algorithm.
Some numerical examples.
In this section we give some examples where conventional algorithms for the symmetric-definite generalized eigenvalue problem can give erroneous answers.
We first provide an example where Matlab's QZ algorithm computes eigenvalues with large imaginary parts. The algorithm described in this paper has no such problems and returns all the eigenvalues and eigenvectors to full backward accuracy. To proceed, we define the matrices A and B as follows: When this example is solved in Matlab using "eig(G −1 AG −T )," the largest normalized residual is approximately 10 −9 , which is too big for a computation carried out in double-precision arithmetic for a 5 × 5 problem.
Perturbation of generalized eigenvalues.
In this section we develop the necessary perturbation theory of generalized eigenvalues of symmetric-definite pencils.
Let
where
κ(B) < 1.
Since F F = I + G −1 E B G −T , we have
Using the fact that F is symmetric positive definite, we have
Therefore, we can expand to first order in to obtain
Also, since
we obtain from (57) that The important thing to observe here is that the first-order perturbation bound is not directly dependent on the condition number of A.
Conclusion.
We have presented a new technique for the stable deflation of eigenpairs from the pencil Ax = λBx, where A is symmetric indefinite and B is symmetric positive definite. We have given an error analysis to prove the stability of the algorithm, as well as numerical evidence for its efficiency and robustness even for almost singular problems. Hence we have shown that numerically reliable and efficient software for the symmetric-definite generalized eigenvalue problem can be written without unnecessarily restricting the class of problems on which it can work. We also see that we do not need extra precision beyond what is available intrinsically in the hardware. In addition we presented a new eigenvalue perturbation bound.
