Most of the existing knowledge representation learning methods project the entities and relations represented by symbols in the knowledge graph into the low-dimensional vector space from the perspective of the structure and semantics of triples, and express the complex relations between entities and relations with dense low-dimensional vectors. However, triples in the knowledge graph not only contain relation triples, but also contain a large number of attribute triples. Existing knowledge representation methods often confuse these two kinds of triples and pay little attention to the semantic information contained in attributes and attribute values. In this paper, a novel representation learning method which makes use of the attribute information of entities is proposed. Specifically, deep convolutional neural network model is used to encode attribute information of entities, and both attribute information and triple structure information are utilized to learn knowledge representation, and then generate attribute-based representation of entities. The knowledge graph completion task was used to evaluate this method, and the experimental results on open data sets FB15K and FB24k showed that the attribute-embodied knowledge representation learning model outperforms the other baselines.
I. INTRODUCTION
In a narrow sense, knowledge graph was first proposed by Google in 2012, and was used by Internet companies to organize network data from the semantic perspective, so as to provide a large knowledge base of intelligent search services. Knowledge graph is a knowledge carrier represented by a graph data structure, describing things and their relations in the objective world, in which nodes represent things in the objective world and edges represent relations between things. Companies from all walks of life are exploring the establishment of knowledge graph in vertical fields, so as to enhance the intelligence level of financial, medical, judicial, educational and publishing business. Researchers are also working on ways to automate the construction and application of knowledge graphs. Actually, the difficulty of knowledge graph application lies in knowledge reasoning, and the difficulty of knowledge reasoning lies in knowledge The associate editor coordinating the review of this manuscript and approving it for publication was Martin Gonzalez-Rodriguez .
representation [1] . The goal of representation learning is to represent the semantic information of an object with dense low-dimensional real value vectors through machine learning and other methods [2] . Formally, human knowledge needs to be expressed in language or words to be interpreted. Similarly, for the application of artificial intelligence, knowledge can only be invoked after being expressed in an appropriate way. Therefore, knowledge representation is at the heart part of knowledge-based AI application.
Most of the current knowledge representation learning methods focus on learning the semantics and structure of relation triples. However, in addition to relation triples used to represent facts, there are also a large number of attribute triples in the knowledge graph. In general, relation triples in the knowledge graph are usually represented as (head entity, relation, tail entity) and attribute triples are represented as (entity, attribute, attribute value). In many methods of knowledge representation learning, attribute triples are treated as part of relation triples, which is inaccurate and irresponsible. The attributes and attribute values of entities contain a large VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ amount of accurate and targeted real value semantic information, which can describe entities qualitatively or quantitatively, and can be regarded as the labels of entities, which can play an important role in the process of representation learning and entity disambiguation. Figure 1 shows a relation triple and several attribute triples corresponding to the head and tail entities, which are extracted from the FB24k data set of Freebase knowledge graph. In order to show the importance of entity attributes in representation learning, a novel knowledge graph representation learning method is proposed, which comprehensively utilizes semantic information of attribute triples and the structural information of relation triples. This method is named as Attribute-embodied Knowledge Representation Learning (AKRL). AKRL method refers to the translation model TransE to obtain the structural connection between relation triples, and uses the deep convolutional neural network to encode entities through attribute triples to mine the semantic information contained in attributes. At last, TransE and the deep convolutional neural network are brought together to realize the knowledge representation.
The effect of AKRL model is evaluated on the task of knowledge graph completion. The experimental results of representation learning ability under small sample conditions are satisfactory in real world data set FB15K and FB24k. Some entities in the knowledge graph have less attribute information, but this has no impact on the experimental results. AKRL generates attribute-based representation of entities and predicts the relations between them. It is shown that representation learning based on entity attribute information is feasible and effective.
II. PREVIOUS WORK
The existing knowledge representation learning methods can be roughly divided into two categories. One is to model the structural information between entities, and the other is to use the fact texts or semantic information of triples in knowledge graph. The TransE [3] as translation operations between entities in the vector space. The main idea is to constantly adjust the entity and the relation vector in the training to ensure that h+r = t. In this case, h and t represent the head and tail entity vectors respectively, and r represents the relation vector. The TransE model is easy to use and quick to train, but works well only in one-to-one relations. To address the 1-to-n and n-to-1 problem between entities and relations, the TransH [9] model projects the head and tail nodes onto one same line in the relation plane. The TransR [10] model solves the problem of heads and tails not in the same vector space as in TransE and TransH models. In addition, TransE series models include TransD [11] , TransSparse [12] , PTransE [13] and some other improved models. From the perspective of text semantics, the neural tensor network (NTN) model [4] uses different slices of relation tensor to correspond to different semantic types, which can model a certain relation with different semantic pertinences between different entities. The ConMask model [5] selectively filters useful text information through the fully convolutional neural network to extract the embedding of target entities. Its advantage is that it can deal with new entities added to the knowledge graph. Recognizing the difference between relations and attributes, the KR-EAR method designs a unified model that considers relation triples and attribute triples separately to represent not only the relation of entities, but also the attributes. The KR-EAR [6] method optimizes the objective function in the form of conditional probability and performs well in entity prediction, relation prediction and attribute prediction tasks. The MT-KGNN [7] model proposes a novel multi-task neural network approach for both encoding and prediction of nondiscrete attribute information, and trains a neural network for triple prediction along with a separate network for attribute value regression. The most similar model to the method in this paper is Description-Embodied Knowledge Representation Learning (DKRL) [8] , which encodes entity description through Continuous Bag of Words (CBOW) model and deep convolutional neural network and then carries out representation learning through weighted combination with TransE model.
The above methods focus on the use of relation triples and text description information for learning, in which KR-EAR and MT-KGNN also model entity attributes. The entity description used in the DKRL model is continuous text, which requires data preprocessing to filter keywords, that is, to remove a large number of useless words from the description text. At this point, semantic loss can be reduced or avoided if appropriate granularity of preprocessing can be set. The AKRL model proposed in this paper uses the existing standard attribute triples in the knowledge graph. The attribute-value pairs in the triples have a strong correlation with entities, and can be extracted and utilized directly without excessive preprocessing. Besides, the average number of words entered in the description text of DKRL model is 69, and the longest description contains Unify two methods together. Structure-based representation is used to process entity information in relation triples, and attribute-based representation is used to process attribute information in attribute triples, and then these two methods are both unified into the same vector space to learn entity representation. 343 words after preprocessing. But the average number of input attribute-value pairs in AKRL model is 35, and the longest attribute-value pair has only 70 pairs, which greatly reduce the dependence on the input data volume on the premise of achieving the same level of experimental effect. Figure 2 compared keywords extraction in descriptions with attribute-value pairs extraction in attribute triples from Google Freebase [14] and Wikipedia [15] , respectively.
III. METHODOLOGY
Given a relation triple (h, r, t) ∈ T and an attribute triple (e, a, v) ∈ P while h, t, e ∈ E stand for entities, r ∈ R stands for relation, a ∈ A stands for attribute and v ∈ V stands for attribute value. Respectively, h and t are head and tail entities, and e is one of them. T stands for the relation triple training set, and P stands for the attribute triple set which is used for training. E is the set of entities, R is the set of relations, A is the set of attributes, and V is the set of attribute values.
A. ENERGY FUNCTION
Similar to the DKRL model approach, entities are represented in two ways, structure-based representation and attributebased representation. As showed in figure 3, structure-based representation is used to process entity information in relation triples, and attribute-based representation is used to process attribute information in attribute triples, and then these two methods are both unified into the same vector space to learn entity representation.
The energy function of AKRL model is defined as where h a and t a are attribute-based represented head and tail entities respectively. ''h a + r − t a '' comes from the energy assumption of TransE model ''h + r = t'', under which the energy function E based on attribute representation is calculated.
B. DEEP CONVOLUTIONAL NEURAL NETWORK ENCODER
Convolutional neural network was first applied in image processing. In recent years, it has been shown to be effective and efficient in the field of natural language processing, and has also been widely used in knowledge graph completion. The ConMask model uses full convolutional neural network to extract effective information from text in entity embedding is built by Shi [6] . Schlichtkrull [16] uses the relation information connected with the entity to encode the feature vector of the target entity through the relation graph convolutional neural network. Since attributes of entities correspond to attribute values one by one in the attribute triples, the deep convolutional neural network is utilized to encode attributevalue pairs of entities. This method can better capture the ubiquitous word order connection between attribute and values while obtaining semantic information.
1) OVERALL ARCHITECTURE
AKRL model uses deep convolutional neural network to encode entity representation, and figure 4 shows the overall architecture. The network structure has six layers. The input of the bottom layer is attributes and attribute values of the target entity (processed), and the output of the top layer is the attribute-based representation of the target entity (The purpose of this is to ensure that the model can capture not only the semantic information of entities and attributes, but also important word order information from the input. In the pooling layer of convolutional neural networks, we also use n-max-pooling to preserve the input word order features as much as possible). Three convolution layers and three different pooling layers are used in the middle of the architecture, respectively using the n-max-pooling method for the first two pooling layers and mean pooling method for the last pooling layer. Refer to the following for details.
2) PREPROCESSING
Relation triples and attribute triples with standard form extracted from FB15K and FB24K are used in the experiment. Entities with no more than 2 attributes and their corresponding attribute triples are deleted from the attribute triples VOLUME 8, 2020 set, and the relation triples containing these entities are also deleted from the data set. All of the attribute-value pairs in the attribute triples are pre-trained through word2vec to generate word embedding, which will serve as the bottom input of the convolutional neural network. i are set to be the input and output of l-th convolution layer, l ∈ {1, 3, 5}. The output vector z
where f is the activation function such as tanh or ReLU, and b
2 is the convolution kernel for all input vectors of l-th convolution layer, n (l) 1 and n (l) 2 are the dimensions of the input and output vectors, respectively. X (l) i is generated by a size k window which slides through the input vectors in X (l) i , and the vectors in X (l) i are defined as
It would be a perfect situation if each entity in the knowledge graph had the same number of attribute-value pairs. In fact, due to the different number of attribute-value pairs carried by different entities in the real knowledge graph, all-zero padding vectors are added at the end of the input vectors according to the requirement of experiment, so as to unify the structure of input vectors.
4) POOLING
Pooling operations can gradually decrease the size of the expression space and reduce the number of parameters and costs in the network. As attributes and attribute values usually come in pairs and are closely related to each other, each attribute-value pair contains semantic information from a certain angle of the entity. In order to prevent excessive information loss in pooling, n-max-pooling method and averagepooling method are both used in these three pooling layers.
The experimental results demonstrate that the semantic information from different perspectives of entities can be better retained when the first two pooling layers use n-max-pooling and the third pooling layer uses average-pooling. The principle of the n-max-pooling method is to extract n maximum values of each feature map from the output of the upper convolution layer to form a new vector for the corresponding window. The role of this step in AKRL's neural network framework is to be able to dig out the most important features between several input attribute-value pairs, and to reduce the computational complexity and the number of parameters. In addition, considering that the sorting characteristics of the maximum values are not affected, order features of the input data can be mostly retained by n-maxpooling. Since the output of one pooling layer is the input of its latter convolutional layer, y (2) i is used to represent the output of the first pooling layer and is defined as
In the same way, the output of the second pooling layer is defined as
Compared with the n-max-pooling method, the averagepooling method can take into account the semantic information of entities from different perspectives, and lose less information. y (6) i is used to represent the output of the third pooling layer and define it as
C. TRAINING
The parameter set of the AKRL model is θ = (E, R, A, V , W (1), W (2), W (3)), Where E, R, A and V stand for embedded vectors of entities, relations, attributes and attribute values respectively, and W (1), W (2) and W (3) stand for the convolutional kernels in different convolutional layers. The minimization of margin-based score function is chose to be the training target (7) where margin γ means the artificially defined minimum distance between positive examples and negative ones, [x] + denotes the positive part of x, d(t − h, r) stands for the distance between relation vector r and the difference between head and tail, L1-norm and L2-norm are both effective. T is the set of positive triples, and T means the negative sampling set of T . The triples in T are invalid and each one of them has its relation replaced by another random relation r . It should be noted that, if the replaced negative triple is also a correct triple and included in the T set, this triple will not be included in the T set, so as to avoid misjudgment. The head entity h and tail entity t in T set and T set are all attribute-based embedding. Then there are
The input of the deep convolutional neural network of AKRL model is the attribute-value pairs of entities, namely A and V in the parameter set θ, which is pre-trained by word2vec [17] learned from Wikipedia. Entity set E and relation set R are randomly initialized. To facilitate the experiment, the attribute triples are separated from the relation triples in the data sets, and the attribute-value pairs are extracted to form a separate set for reading and initialization. 
2) OPTIMIZATION
The back-propagation of stochastic gradient descent is used for optimization, and the stop condition is that important features are lost or the all-zero padding vector is encountered during the forward propagation.
IV. EXPERIMENTS A. DATASET AND EXPERIMENT SETTINGS 1) DATASET
The FB15K and FB24K data sets extracted from the largescale knowledge graph Freebase are used to evaluate the effect of AKRL model on relation prediction tasks. FB15K is distinct from FB24k, because FB24k includes a large amount of entity attribute information while FB15K includes more relation triples and entity descriptions. In order to show a better contrast, we processed these two data sets used in the experiment and reduced the number of relation triples in FB24K. In this way, the number of relation triples in FB15K is much larger than the number of attribute triples, and the number of attribute triples in FB24K is much larger than the number of relation triples. We hope that this modification can make the comparison effect of the experiment more obvious. The processed FB15K includes 481,191 relation triples, 1345 relations and 14628 entities, and its test set contains 9071 relation triples. Besides, there were 132558 attribute triples, and the average number of attribute-value pairs was 7.3. In FB24K, there are 52996 triples, 556 relations and 23090 entities in the training set and 10766 relation triples in the test set. There are also 196850 attribute triples in training set, and the average number of attribute-value pairs for each entity is 8.7. To ensure that each entity has valid attributes and attribute values, 1211 entities with no more than two attributevalue pairs were removed from these two data sets in advance. Accordingly, 1455 relation triples containing these entities were removed in FB24K and 4841 relation triples in FB15K were deleted as well. Statistics of datasets are listed in Table 1 . Before the experiment, entities, relations and attribute-value pairs in training set T and P should be divided and numbered separately for easy reading and comparison. The specific operation methods are not detailed here.
2) EXPERIMENT SETTINGS
The embedding of entities and relations are represented by different dimensions {60, 80, 100}. Moreover, the learning rate l among {0.0005, 0.001, 0.0015, 0.01} and the margin γ between {0.8, 1.0, 1.2, 1.5, 2.0} were adjusted. In the deep convolutional neural network, different methods were adopted for the three pooling layers, 4-max-pooling is used for the first two layers and mean-pooling is used for the third layer. Different sizes of k in {2, 4, 6} are used for different convolution layers, and the optimal configurations for the final test are: γ = 0.8, l = 0.001, k = 2, n = 100, and n w = 100. Hyper-parameters and values are listed in Table 2 .
B. RELATION PREDICTION 1) EVALUATION PROTOCOL
Formally, the head and tail entities of the relation triple (h, r, t) in the test set are preserved, and the relation r is hidden to form an incomplete triple (h, ?, t). Then, for each incomplete triple, all candidate relations r i in the candidate relation set are compared with the above incomplete triple successively, and calculate the distance d(t-h, r i ). The smaller the distance is, the higher the matching degree is. Finally, candidate relations are ranked according to the degree of matching and the ranking of the correct relations would be marked. Evaluation indexes of the predicted results are usually divided into two types: (1) mean rank of correct relations. (2) proportion of valid relations ranked in top 1.
2) RESULTS AND ANALYSIS
We compared TransE, TransR, KR-EAR, DKRL and AKRL methods on FB15K and FB24K datasets respectively. The experimental results are shown in Table 3 and Table 4 . Five methods showed similar results on different data sets. From the comparison of Table 3 and Table 4 , we can find that on these two different data sets with poor and rich attribute triples respectively, the DKRL and AKRL models based on convolutional neural network and KR-EAR model are significantly better than the traditional TransE and TransR models based on translation. AKRL model, which is good at processing attribute information, achieved the best results. Compared with TransE and TransR methods, the Mean Rank (Filter) of AKRL on the FB24K data set increased by 4.65 and 4.22, and the Hit@1 (Filter) standard increased by 30.3% and 27.9%, respectively.
Experimental results show that in the FB15K data set with more relational triples, the effect of each knowledge representation method is not much different, while in the FB24K data set with more attribute triples, it is obvious that the AKRL model has more advantages than the traditional TransE and TransR models, as well as the latest DKRL and KR-EAR models.
The main reason for the poor performance of the TransE and TransR methods may be as follows: (1) A considerable amount of attribute triplet information cannot be directly applied to structure-based representation. Unlike relation triples, although attribute triples share head entities with relation triples, (attribute, value) pairs do not fully correspond to (relation, tail entity) pairs. For example, most attribute values are digital information, such as age, weight and time. If attribute triples are regarded as relation triples in the process of representation learning, the non-entity information in the triples will cause error diffusion in the training process, and lead to a cliff drop in learning effect.
(2) TransE model is too simple and only applies to 1-1 entity relation. For attribute triples, not only can the same attribute-value pair match different entities, but the attribute value may change over time, resulting in a large number of 1-n, n-1, and n-n relationships, which reduces the application effect of TransE in such knowledge base.
(3) TransR model constructs different semantic space for different relations, which is feasible for both relation triples and attribute triples in experiments. However, when processing attribute value information, the values are not separated from entities. Both of them are in the same semantic space, which affects the accuracy of calculated results.
Experiments show that AKRL has better representation learning ability than DKRL and KR-EAR, and the reasons are as follows:
(1) Its input data uses both relation triples and attribute triples, the former is used for the structure-based representation, and the latter is used for the semantic-based representation, attribute-value pairs are more efficient and clear than entity description text, and has higher semantic density.
(2) AKRL takes even size to obtain attribute information as input, maximizes the association between attribution-value pairs, and facilitates the analysis of semantic information. Besides, this method captures the ubiquitous word order relation between attribute and value, and prevents word order chaos when reading input information.
(3) Through three convolution layers and three pooling operations, the improved convolutional neural network reduces the number of parameters, improves the operational efficiency, and can dig out higher level features. These operations reduced semantic loss.
V. CONCLUSION AND FUTURE WORK
This paper presents an attribute-based representation learning model for knowledge graphs containing a large number of attribute triples. In data sets with the majority of relation triples, such as FB15K, the knowledge representation capabilities of existing methods are satisfactory. However, in data sets (such as FB24K) where the number of attribute triples is much larger than the number of relation triples, the performance of the knowledge representation model declines. AKRL model proposed in this paper provides a new idea of using convolutional neural network to process entity attribute information and complete knowledge representation. This is a new attempt and different from other methods in the past. In addition, AKRL model outperforms other models on both types of data sets.
This research still has the following shortcomings: (1) Generally, the convolutional neural network can reach dozens or even hundreds of layers in other fields, and there are also many variations. AKRL model only used three convolutional layers, which limited the ability of pattern recognition. (2) Although our proposed method has advantages over traditional methods on FB15K and FB24K data sets, the accuracy of relation prediction is still less than 80%.This means that it is necessary to think of better ways to improve semantic information acquisition and knowledge representation. (3) The complicated relation between mass entities in knowledge graphs produced more complex continuous paths, relation prediction should not be limited by just using internal mutual communications between the two entities in a triple to achieve single-step prediction, and more attribute information of entities on continuous paths should be combined to achieve multi-step prediction. This would be a more complicated and meritorious research direction.
Thus, the next work will focus on the following issues: (1) It will be useful to consider whether the network structure could be further optimized to achieve better performance in presentation learning. Besides, more neural network layers could be superimposing to improve the pattern recognition ability of the model. In addition, the idea of deep belief network [18] can be combined to improve the accuracy of the training process and promote the model to extract more valuable information from the training set. (2) Since Recurrent Neural Network (RNN) is good at processing sequence input information, it may be effective to use RNN or Tree-structured LSTM [19] to model entity, relation and attribute information on multi-step paths, so as to realize knowledge representation and multi-step relation prediction task. ( 3) The AKRL model proposed in this paper can be used not only for relation prediction tasks, but also for relation classification. In the future, we can further study the independence between attributes and relations, and try to complete the task of relation classification by combining Naive Bayesian classifier or model-free Bayesian classifier [20] and other machine learning methods.
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