Abstract-Numerical simulations of the wave equation that are intended to provide accurate time domain solutions require a computational mesh with grid points separated by a distance less than the wavelength of the source term and initial data. However, calculations of radio signal pathloss generally do not require accurate time domain solutions. This paper describes an approach for calculating pathloss by using the finite difference time domain and transmission line matrix models of wave propagation on a grid with points separated by distances much greater than the signal wavelength. The calculated pathloss can be kept close to the true value for freespace propagation with an appropriate selection of initial conditions. This method can also simulate diffraction with an error governed by the ratio of the signal wavelength to the grid spacing.
Abstract-Numerical simulations of the wave equation that are intended to provide accurate time domain solutions require a computational mesh with grid points separated by a distance less than the wavelength of the source term and initial data. However, calculations of radio signal pathloss generally do not require accurate time domain solutions. This paper describes an approach for calculating pathloss by using the finite difference time domain and transmission line matrix models of wave propagation on a grid with points separated by distances much greater than the signal wavelength. The calculated pathloss can be kept close to the true value for freespace propagation with an appropriate selection of initial conditions. This method can also simulate diffraction with an error governed by the ratio of the signal wavelength to the grid spacing.
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I. INTRODUCTION

P
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Digital Object Identifier 10.1109/TAP.2017.2657494 the model showed that it achieved an average error of approximately 6 dB with respect to ideal freespace simulations [1] .
Experimental validation of the model suggests it is a possible alternative to ray tracing, particularly when coverage maps are desired. Zheng and Nicol [2] conducted propagation experiments in an anechoic chamber wherein the propagation path was partially blocked by a reflective surface. Simulations of this environment using a TLM model with grid spacing larger than the test signal wavelength produced pathloss errors ranging from 1 to 10 dB with an average of approximately 4 dB. Measured pathloss was approximately 60 dB at each test point, giving a relative error ranging from 2% to 17%, with an average relative error of 6%. Simulations with a rather sophisticated ray tracing model provided errors of approximately 2 dB at all test points, for a relative error of 3%.
In prior work, we have performed a pair of validation studies-one indoor and one outdoor-and compared the experimental data with simulations using the TLM model described above [3] . These tests, unlike in the carefully controlled anechoic chamber, entailed considerable uncertainty about the material composition and fine geometrical details of the propagation environment, and in this way, the test is representative of any practical long range propagation simulation. In the indoor experiment, a comparison was made with both the experimental data and the results of a ray tracing simulation. The ray tracing and TLM models yielded similar 0018-926X © 2017 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. 
errors, ranging from 18 dB to near zero, with most errors centered about 8 dB (see [3, Fig. 3]) . The measured signals varied, but were generally between 50 and 60 dB, giving a relative error for most measurements of approximately 15%.
Tests of the TLM model in the outdoor experiment yielded similar relative errors (see [3, Fig. 8]) .
While these validation studies suggest that uncertainty about the propagation environment plays a substantial, even dominating, role in determining the practical accuracy of a propagation model, it is nonetheless important to reduce numerical errors so that the best effect can be obtained from available environmental data. Toward this aim, we describe a new initial condition that improves the accuracy of pathloss values calculated with TLM using a coarse grid relative to analytic models of simple propagation environments. These improvements can reduce the error in ideal freespace simulations to less than 3 dB. After applying this improvement, we describe how the grid spacing generates an error in the pathloss calculated for diffracted signals relative to pathloss obtained from a knife edge diffraction model.
The equivalence of the TLM and finite difference time domain (FDTD) methods, in the sense that one can be transformed into the other, is relevant here because it permits the proposed initial condition and expression for diffraction error to be applied to either method. This equivalence has been discussed by several authors (see [4] and the review therein), and this equivalence for the TLM/FDTD pair of interest is briefly derived in Section II before proceeding to an analysis of errors in Sections III and IV.
It is helpful to keep in mind that simulations with a coarse grid aim to estimate the maximum power delivered to a receiver. Precise solutions for v(t) are not part of the model's intended use. This limits the utility of the model in that it cannot produce the transmitted waveform as seen by the receiver. Nonetheless, by restricting the model's scope, we can rapidly calculate pathloss in a large volume of space using data and computational resources that, in many cases, are readily available.
II. REVIEW OF PROPAGATION IN FREE SPACE
The TLM method calculates the voltage v at each point on the grid as the sum of incoming voltage waves (see [5] for a comprehensive introduction to the TLM method). Each grid point has six input voltage waves v + 1 , . . . , v + 6 arriving from the six cardinal directions. Using the input voltage waves at time step t, the voltage at t + 1 is calculated as
Just as each grid point receives six input voltage waves, it creates six output voltage waves v 
A simulation using these equations begins with all quantities equal to zero everywhere except at the grid point that hosts the transmitter. A signal v 0 is imposed at this grid point. From these initial data, we calculate new values for the variables at each grid point in two stages with the completion of both stages making a whole step in time. In the first stage, we calculate the output voltage waves from the known voltages and input voltage waves. In the second stage, we calculate new values for the voltages. In free space, the input voltage waves are copies of the corresponding output voltage waves produced by the neighboring grid points.
If each grid point is separated by a distance x meters in space from its neighbors and the electropotential wave travels with the speed of light c, then the time t in seconds encompassed by a single computational step is
A. FDTD Equivalence
The TLM equations described above can be transformed into a centered-time centered-space finite difference approximation of (1). If t and x in this finite difference approximation are chosen to satisfy (4), then the finite difference scheme for updating v with neighboring voltagesṽ 1 , . . . ,ṽ 6 is
As before, i indicates direction relative to the grid point at which we measure v. Returning to (2) and (3), the input v
Using these identities and (3), we can rewrite each term in the sum of (2) as
Using (3) to replace v
Substituting into (2) gives
and then simplify the sums to obtain
Equation (2) states that the last sum is v(t − 1) and so
as desired. Having established the equivalence of the TLM and FDTD approximations to the wave equation, either expression can be used when constructing the simulation procedure. 
B. Boundary Conditions
A simple outward radiating boundary condition can be derived from the one way wave equation (see [6] , [7] ). The boundary condition used here is the p = 2 case of the spacetime extrapolation described in [6, pg. 446 ]. This condition is most easily expressed with the difference equation
where v(t, 0) is the value of the point outside the computational domain, v(t − 1, 1) is the previous value of the point on the boundary of the domain, and v(t − 2, 2) is the value of the point once more removed from the boundary in time and space. This requires the storage of one additional time step in the past beyond that required by the FDTD equation.
III. INITIAL CONDITIONS AND PATHLOSS
The initial conditions are chosen with three goals in mind. These are: 1) the initial data should reside within a single grid point; 2) the results of the calculation should be indifferent to the spacing of the grid points; and 3) the initial data should approximate an impulse as closely as possible. The first two goals are due to our intention of using a grid spacing that is large relative to the ideal signal wavelength. The third goal seeks to avoid distorting pathloss via constructive or destructive interactions of a long wave with its own reflected and diffracted images.
With these goals in mind, consider the amplitude v 0 of the initial data. This should be such that the power per meter square on the surface of a sphere surrounding the transmitter is constant with respect to x (see [1] ). We can choose the output power to be P watts and the sphere to have a radius of n grid points, which is n x meters. If the initial data have constant amplitude, then the power per unit area when measured in grid points is v 2 0 /(4πn 2 ) and when measured in meters and seconds is P/(4πn 2 x 2 ). These two expressions should be equal, and so
Solving for v 0 yields
This v 0 is the voltage imposed on the transmitting grid point during the first T steps of the simulation. Specifically, the initial data imposed on the transmitter's grid point are 0 for t < 0, v 0 at steps t ∈ [0, T ), 0 at t = T , and the voltage at the transmitting grid point is calculated using the TLM/FDTD formula otherwise. Let v max be the maximum voltage amplitude arriving at a grid point. If the ideal signal has frequency f Hz and the receiving antennae is omnidirectional, then the pathloss P L at that grid point is
A. Pathloss Error
To understand how pathloss error is related to the steps T of the initial data and the grid resolution x, we posit that numerical error is dominated by the sum of two contributors. One of these is a function approximation error denoted by 1 . We assume this error has the form
where k 1 ≥ 0 and k 2 > 0 are parameters to be determined. This error resembles the truncation error in the derivative approximations of (1). If v is a symmetric function, independent of x, and has derivatives of every order, then the truncation error is proportional to [8] 
However, our initial conditions satisfy none of these prerequisites. Hence, the parameter k 1 captures the unknown proportionality constant, and k 2 reflects the unknown effect of our initial condition on the order of the error. The second contributor is dispersion error denoted 2 . This error is due to a difference between the true phase velocity and the numerical phase velocity of the voltage wave. The phase velocities are approximately the same when T ≥ 10, but they differ rapidly with T < 10 [9] , [10] . The effect of dispersion increases with number of grid points traversed by the wave, and so we assume the dispersion error has the form
where k 3 ≥ 0 and k 4 > 0.
Assume the total numerical error is
Then the difference between the actual power v 2 delivered to a grid point and the numerical power (v + ) 2 is
as v vanishes with distance. The error in decibels is 20 log = 20 log(
To test this expression for the error, simulations were run for a 200-m cube with a f = 900 MHz transmitter at its center and P = 1 W. The pathloss error at a grid point r meters from the transmitter is
which is strictly positive because the wavefront is dispersed by numerical errors in the simulation (i.e., the pathloss is always too large). The smallest theoretical pathloss in this model is at the location closest to the transmitter; this is 22 dB for x = 0.35 m and 57.1 dB for x = 19 m (see Table II ). The greatest pathloss is 76.3 dB at the corners of the cube. The average theoretical pathloss within a cube having sides of length L is
where V is the volume of the cube. We evaluated this integral numerically using L = 200, f = 900 MHz, and omitting a small sphere 0.35 m in diameter centered on the transmitter. This calculation shows the average pathloss to be 71 dB, which can be used to gauge the relative average error in the reported simulation results. The simulation was repeated with the values of T ∈ [1, 20] and the x shown in Table II . For each T , (20) was fit to the average error as a function of x. The ECJ package of genetic algorithms was used to obtain the fit [11] . Table I shows the  fit parameters.  Table II shows the minimum, maximum, and average simulation errors for selected T and the difference between average error and (20) with its fit parameters. A key feature of the 
error is a prominent fishhook for small x that appears when T = 10 and the dominance of dispersion error for T < 10. This is readily apparent in Fig. 1 , and it has the curious effect of reducing errors as x grows.
B. Pathloss Correction and Choice of T
In [1] , a fixed parameter κ was used to correct for the average pathloss error in a simulation. The error model in (20) can improve upon this approach by replacing the fixed κ with a function κ(T, x). In [1] , the correction factor appears in the denominator of the pathloss expression as
Setting κ = 1/ achieves the same effect as subtracting 20 log from the pathloss given by the simulation.
Looking at the model-avg. columns in Table II , this correction will reduce the average error in all cases to less than 1 dB. The adjusted maximum and minimum errors will straddle zero. To confirm this effect, the freespace simulations were executed again using the correction described above. Table III shows the minimum, average, and maximum errors computed over all x for each T .
IV. SIMULATING DIFFRACTION
When simulating propagation through a space populated with hills, buildings, and other obstacles, it is natural to ask how the large grid spacing affects the error in pathloss calculated for signals that diffract around these obstacles. To estimate this error, we use the ITU knife edge diffraction equation (see [12] ) as the ideal model. This model calculates pathloss as the freespace pathloss plus the diffraction loss 
where
The term d 1 is the distance from the transmitter to the obstacle, d 2 the distance from the obstacle to the receiver, and h is the distance from the top of the obstacle to the straight line from transmitter to receiver. This line passes through the obstacle. The wavelength λ = c/ f when considering the ideal signal or λ = T x when considering the initial data. It is convenient to let
and to write (25) in terms of d which gives 6.9 + 20 log
Subtracting the simulated diffraction loss given by (28) with λ = T x from the ideal diffraction loss with λ = c/ f shows that the expected error is
After correcting for the average pathloss error as described in Section III-B, (29) At each grid point, the simulation error is calculated by subtracting the theoretical pathloss, which is the sum of (28) and the ideal freespace pathloss, from the simulated pathloss given by (24). The minimum, average, and maximum difference between this error and the error anticipated by (29) over all grid points and scenarios is reported in Table IV. As before, this test of the error was conducted separately for each T ∈ [1, 20] .
The differences between observed and expected error are consistently negative, but generally have magnitudes smaller or comparable with the minimum errors in the freespace simulations. One explanation for this is that the diffraction experiment measures a subset of all propagation paths, and these measured paths all travel in essentially the same direction. Consequently, the measurements suffer from an essentially uniform dispersion error [13] , which is unlike the freespace simulations where the dispersion error varies widely across the measurement points. The uniform dispersion error could bias the freespace contribution to the total error and produce consistently negative results.
The average and maximum deviations of the anticipated and actual diffraction errors are either within the range of the freespace errors or lay less than 0.9 dB away from the minimum error. Hence, most of the deviation can be attributed to freespace propagation. However, the cases not strictly within the range of the freespace error suggest that a small unaccounted for influence on the numerical error remains. Regardless, the numerical data provide evidence that (29) captures a primary source of error in the simulated diffraction, namely, the difference between the wavelength of the ideal and simulated signals.
V. CONCLUSION
Our improvements over the initial formulation of this approach [1] can reduce the average error by half, from 6 to 3 dB. The proposed initial condition reveals an important link between very general results on the behavior of waves in discrete lattices and the specific application of the FDTD/TLM method to the calculation of radio signal pathloss. We have also demonstrated that the proposed method captures diffraction effects with an error that depends on the ratio of the ideal signal wavelength to the grid spacing.
An examination of Table III suggests that T > 9 does not provide a substantial reduction in the error; its span diminishes by less that 2 dB as T increases from 9 to 20. T = 9 could therefore be taken as a reasonable upper limit; at this point, the average error is close to zero and the largest errors are only 3% of the theoretical average pathloss. On the other hand, the span of the error grows relatively rapidly for T < 9. It is uncertain when lower values of T might be preferable, and this remains a topic for research.
The proposed method for calculating radio signal pathloss is a promising alternative to ray tracing simulations of radio networks operating in a specific 3-D geometry. Prior work has demonstrated the computational advantages of the proposed approach relative to ray tracing and that the two methods produce similar errors [1] , [3] .
Moreover, diffraction is a natural consequence of the FDTD/TLM model formulation and does not impose additional computational complexity beyond that of the underlying difference equations. This further distinguishes the proposed approach from ray tracing for which diffraction increases the number of rays and, consequently, the computational costs. Laboratory validation of the new model and experimental comparisons of it with state-of-the-art ray tracing models could provide valuable new insights into the relative merits of each approach.
APPENDIX
Tables V-VII contain pathloss errors for values of T not appearing in Table II. [13] G. R. 
