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Abstract-Robust and efficient target-tracking algorithms embedded on moving platforms, are a requirement for many computer vision and robotic applications. However, deployment of a real-time system is challenging, even with the computational power of modern hardware. As inspiration, we look to biological solutions -lightweight and low-powered flying insects. For example, dragonflies pursue prey and mates within cluttered, natural environments, deftly selecting their target amidst swarms. In our laboratory, we study the physiology and morphology of dragonfly 'small target motion detector' neurons likely to underlie this pursuit behaviour. Here we describe our insect-inspired tracking (IIT) model derived from these data and compare its efficacy and efficiency with state-of-the-art engineering models. For model inputs, we use both publicly available video sequences, as well as our own task-specific dataset (small targets embedded within natural scenes). In the context of the tracking problem, we describe differences in object statistics within the video sequences. For the general dataset, our model often locks on to small components of larger objects, tracking these moving features. When input imagery includes small moving targets, for which our highly nonlinear filtering is matched, the robustness outperforms state-of-the-art trackers. In all scenarios, our insect-inspired tracker runs at least twice the speed of the comparison algorithms.
Index Terms-Visual target tracking, bio-inspired vision, realtime.
INTRODUCTION
EAL-TIME target tracking is an important component of computer vision and robotic applications, employed in the fields of surveillance, human-computer interaction, intelligent transportation systems and human assistance mobile robots. However, this task is complicated by the diverse requirements that must be addressed in one computationally effective algorithm. Targets must be tracked with overall illumination changes, background clutter, rapid changes in target appearance, partial or full occlusion, non-smooth target trajectory and ego-motion.
Every tracker requires a description of the target, based on features such as gradient (Bay et Zhao and Pietikainen, 2007) , or a combination of these. However, irrespective of the descriptor quality, adaptive mechanisms must be employed to account for variation of the target's appearance throughout the pursuit. These adaptive, online algorithms can be formulated in two different categories; generative and discriminative.
Generative algorithms search for a target location which best matches the appearance model (Black and . The classifier searches a local region constrained by target motion to determine a decision boundary for separating target from background. Whilst discriminative methods tend to be noise sensitive, generative methods can fail within cluttered backgrounds .
Despite the high efficiency of online trackers, each update during run-time can introduce error in the target model. This cumulative error usually arises from uncertainty in object location or target occlusion, with drift resulting in tracking failure. State-of-the-art trackers use techniques such as robust loss functions (Leistner et Following object representation, object tracking involves a search process for inferring target trajectory from uncertain and ambiguous observations of states such as, position, velocity, scale, and orientation. The Kalman filter (Bar-Shalon and Fortmann, 1988) and its variations such as the Extended Kalman filter (EKF) (Bar-Shalon and Fortmann, 1988) and the Unscented Kalman filter (UKF) (Li et al., 2004) are extensively used in target tracking to find the optimal solution for target states. These methods model observation uncertainties by Gaussian processes which may not always be appropriate. For example, measurement distributions for target tracking within cluttered environments may not be unimodal Gaussian. Particle or Sequential Monte Carlo filters (Kitagawa, 1987) have been proposed to address this problem, by maintaining a probability distribution over the state of the object being tracked with a set of weighted samples. With a sufficient number of particle samples, these filters account for nonlinear target motion and non-Gaussian noise. However, as particle number increases exponentially with the number of states, computational load is a concern.
Considering the complexity of the target detection and tracking task, it is intriguing to observe the accuracy, efficiency and adaptability of biological visual systems. Robust target tracking behaviour is seen in seemingly simple animals, such as insects, with brain sizes measured in millimetres. The dragonfly selects and chases prey or conspecifics within a cluttered surround even in the presence of distracting stimuli (Corbet, 1999; Wiederman and O'Carroll, 2013 ) with a success rate over 97% (Olberg et al., 2000) . This task is performed despite their limited visual acuity (~0.5°) and relatively small size, lightweight and low-power neuronal architecture.
We determined key properties of this system using intracellular, electrophysiological techniques to record from 'small target motion detector' (STMD) neurons. . Inspired directly by these physiological data, we developed an algorithm for local target discrimination based on an 'Elementary-STMD' (ESTMD) operation at each point in the image (Wiederman et al., 2008 ). This nonlinear model provides a matched spatiotemporal filter for small moving targets embedded within natural scenery (Wiederman et al., 2008) . Recently, we elaborated this model (Halupka et al., 2013; Bagheri et al., 2014a; Bagheri et al., 2014b; Bagheri et al., 2015) to include a property observed in CSTMD1 (an identified STMD) termed 'facilitation' Dunbier et al., 2011; Dunbier et al., 2012) , which accounts for the slow build-up in neuronal responses to targets that move in long continuous trajectories. We implemented this model in a closed-loop target tracking system within a virtual reality (VR) environment. We included an active saccadic gaze fixation strategy inspired by observations of insect pursuits (Halupka et al., 2011 (Halupka et al., , 2013 Bagheri et al., 2014a Bagheri et al., , 2014b Bagheri et al., , 2015 . We have shown that facilitation not only substantially improves success for shortduration pursuits, it enhances 'attention' to one target in the presence of distracters (Bagheri et al., 2015) . Facilitation may thus contribute to selective attention observed in the CSTMD1 neuron, which tracks a single target in the presence of a distracter . This model shows robust performance with high prey capture success even within complex background clutter, low contrast and high relative speed of pursued prey (Bagheri et al., 2015) .
Having optimized model tuning, in this paper we turn to quantifying the effectiveness and efficiency of our insectinspired approach. Firstly, we compare robustness with other trackers, testing them with natural challenges and non-idealities in the input imagery, such as local flicker and illumination changes, and non-smooth and non-linear target trajectories. Furthermore, the inspect-inspired tracker utilizes a number of highly non-linear processing stages. To investigate whether these come at a cost of processing efficiency, we compare processing time of our algorithm with other computer vision approaches. We test efficacy and efficiency with a widely-used set of videos recorded under natural conditions. We directly compare the performance of our model with several state-ofthe-art algorithms using the same hardware, software environment and video inputs.
Even though the insect-inspired model is intentionally tuned to small moving objects (on the same scale as the resolution of the flying insect compound eye), we find that it often performs favourably in these environments. When tracking small moving targets in natural scenes, our model exhibits robust performance, outperforming the best of the tracking algorithms. In all scenarios, our model operates more efficiently than the other trackers. Given the specificity of the task (small target detection), we demonstrate the feasibility of applying this bioinspired model to real-time robotic and computer vision applications. Furthermore, these results provide insight into how our model could be applied to more generalised, objecttracking tasks. Fig. 1 shows the insect-inspired tracker (IIT) overview, implemented in MATLAB. Fig. 2 shows example output at model stages. The detection and tracking model is composed of three subsystems: (1) Early visual processing, (2) Targetmatched filtering ESTMD (Elementary Small Target Motion Detector) stage and (3) Integration and facilitation.
METHODS

Computational Model
2.1.1
Early visual processing The compound eye of flying insects is limited by diffraction at thousands of facet lenses (Stavenga, 2003) . The resulting optical blur is modelled by a Gaussian function (full-width at half maximum of 1.4°) (Stavenga, 2003) :
where µ and σ are the mean and standard deviation respectively. Noting that the full-width at half maximum is desired to be 1.4°, the standard deviation of the Gaussian is therefore:
We model an inter-receptor angle between ommatidial units of 1° (Straw et al., 2006) and green spectral sensitivity by selecting the green channel of the RGB image (Srinivasan and Guy, 1990) .
The large monopolar cells (LMCs) in the insect lamina remove redundant information by using neuronal adaptation (temporal high pass filtering) and centre-surround antagonism (spatial high pass filtering). The band-pass temporal properties of early visual processing (combining photoreceptors and LMCs) were simulated with a discrete log-normal transfer function (Halupka et al., 2011) :
. (3) where G(z) is the transfer function of the temporal filter in the z-domain (sampling time T s =0.001 ms), i, j represent time index, α i and β j are the numerator and denominator coefficients of the filter which are given in Table 1 . The weak centresurround antagonism was modelled by convolving the image with a kernel which subtracts 10% of the centre pixel from the nearest neighbouring pixels: 
The independent ON and OFF channels are processed through a fast-adaptive mechanism, with the state of adaptation determined by a nonlinear filter which switches its time constant dependent on whether the signal is increasing or decreasing (Wiederman et al., 2008; Halupka et al., 2011) (Fig.  3) . Matched to the observed physiological properties, time constants were 'fast' (τ=3 ms) when channel input is increasing (depolarising) and 'slow' (τ=70 ms) when decreasing (hyperpolarising):
where is the 'Gradient Check' function in Fig. 3 , τ is the time constant of the filter (first order), and I is the intensity of the pixel in the half-wave rectified channels ('u').
For each independent ON and OFF channel, this adaptation state subtractively inhibits the unaltered 'pass-through' signal. Therefore, in the presence of textual fluctuations, a novel ON or OFF contrast boundary is required to 'break-through' the adapted channel. Additionally, strong spatial centre-surround antagonism (CSA) was applied to each independent channel. Target size tuning is achieved by varying the gain and spatial extent of this centre-surround antagonism (Fig. 4) . A second half-wave rectification was applied to the output of the strong centre-surround antagonism to eliminate the negative values:
At each location in space, small, moving targets are characterized by an initial rise (or fall) in brightness, and after a short delay are followed by a corresponding fall (or rise). This property of small features is matched by multiplying each contrast channel (ON or OFF) with a version of the opposite polarity delayed via a discrete first order low-pass filter (τ=25 ms, T s =0.001 ms)
and summing the output (Bagheri et al., 2015) . This processing provides sensitivity to both contrasting target polarities (dark or light) (Bagheri et al., 2015) . Detector (ESTMD) provides selectivity for small moving targets: separation of OFF and ON channels, fast temporal adaptation, strong surround antagonism and temporal correlation between opposite contrast polarity channels.
3) The facilitation mechanism which is observed in dragonfly CSTMD1 neurons was modelled by building a weighted map (FG(r'), supplementary material, Fig. S1 ) based on the predicted location of the target in the next sampling time (r'(t+1)). The predicted target location was calculated by shifting the location of the winning feature (r(t)) with an estimation of the target velocity vector (v(t)) provided by the Hassenstein-Reichardt elementary motion detector which was multiplied with sampling time (Ts). The facilitation mechanism multiplies the winning output of ESTMDs (maximum) with a delayed (z -1 ) version of a weighted map based on the current location of the winning feature but offset in the direction of the target's movement. The time constant of the facilitation low-pass filter controls the duration of the enhancement around the winning feature. Dunbier et al., 2011; Dunbier et al., 2012) permits the extraction of the target signal from noisy (cluttered) environments (Bagheri et al., 2015) . Previously, we modelled this facilitation mechanism with a Gaussian weighted 'map', located relative to the winning feature, shifted to account for the target's velocity (Bagheri et al., 
Integration and facilitation A hyperbolic tangent function was used to model the neuronlike soft saturation of ESTMD outputs, ensuring a signal range between 0 and 1:
( ) = − − + − . (9)
A simple competitive selection mechanism is added to the target detection algorithm by choosing the maximum of all ESTMD output values sampling the visual field. The location of this maximum in the ESTMD output is considered as the target location. The slow build-up of facilitation as observed in dragonfly CSTMD1 neurons
2015). Here we implement facilitation with a retinotopic array of small-field STMDs, each integrating ESTMD output (~10°x10° region) with weights defined by a grid of 2D Gaussian kernels (half-width at half maximum of 5°) with centres separated by 5° (50% overlap) (Supplementary Materials, Fig. S1). To mimic the slow build-up of the response of CSTMD1 neurons the ESTMD output was multiplied with a low-pass filtered version of this facilitation map (T s =0.001 ms).
by changing w we varied the time constant of this discrete lowpass filter (facilitation time constant), thus controlling the duration of enhancement around the predicted location of the winning feature. We previously showed that the optimal
facilitation time constant is dependent on the amount of background clutter and the target's velocity (Bagheri et al., 2015 (Hassenstein and Reichardt, 1956 ). The HR-EMD (Fig. 5a ) was applied to the ESTMD outputs, correlating two adjacent inputs, one after a delay (via a low-pass filter, τ=40 ms, T s =0.001 ms):
This results in a direction-selective output that is tuned to the velocity of small objects (Wiederman and O'Carroll, 2013b) . The output of HR-EMD will be positive when the target moves from S1 to S2 (Fig. 5a ), and negative in the reverse direction.
The HR-EMD was applied in both horizontal and vertical directions to estimate whether the target is moving right/up (positive) or left/down (negative). The spatial shift of the facilitation kernel was determined by binning the magnitude of the output of the HR-EMD into three equal intervals, to estimate
whether the speed of the target is slow, medium or fast (Bagheri et al., 2015) . Fig. 5b shows how this facilitation map builds up throughout tracking.
Input Imagery 2.2.1 High contrast target
The ESTMD model is size-tuned, due to spatial centresurround antagonism and temporal cross correlation between local ON and OFF pathways. This forms a 'matched filter' for both the spatial and temporal characteristics of small, moving features. Additionally, the model has inherent velocity tuning as observed in correlation-type motion detection mechanisms (i.e. HR-EMD). The position of the peak velocity response is dependent on the ON/OFF delay filter time constant as seen in Fig. 1 . We quantified this model tuning by presenting high contrast (black on white) targets of varying size and velocity.
2.2.2
Large targets within natural scenes The IIT model was designed to detect small moving targets, in the order of a few degrees. However, because large objects may be composed of several small parts, we examined what the IIT model would do when presented with a range of object sizes. To test such scenarios, we used the CVPR2013 Online Object Tracking Benchmark (OOTB) (Wu et al., 2013) . This is a popular and comprehensive benchmark dataset of 50 sequences with a manually generated ground truth for each frame, specifically designed for evaluating performance. The field of view (FOV) for these sequences was not available, therefore our 1° subsampling was implemented assuming capture by a 35 mm (equivalent) camera with a normal 50 mm lens (average diagonal FOV~55°). Fig. 6a shows a 2-D histogram of target size and velocity within OOTB. This reveals that only a small proportion of targets within the OOTB dataset is within the tuning range of IIT (see Section 3.1).
2.2.3
Small targets within natural scenes To match our problem definition, i.e. tracking small, moving targets in natural scenes, we recorded 25 additional video sequences (STNS Dataset). These sequences included heavy background clutter and camera motion. The statistical properties of the targets within these video sequences are presented in Fig. 6b . The range of target size and velocity presented in the STNS dataset is one typically required for applications such as airborne surveillance. Datasets varied from 71 to 3872 frames, with an average of 760. These video sequences are available online, including the manually generated ground truth for each frame (https://figshare.com/articles/STNS_Dataset/4496768).
The datasets we used here contained a range (and type) of background motion including translation, rotation, and vibration. Although due to the lack of depth perception we could not quantify the motion in the direction perpendicular to the image plane, the camera motion in the image plane in these sequences ranges from a stationary camera (0 °/s) to an average camera velocity of 22±8 °/s.
Benchmarking Algorithms
To establish the efficacy and computational efficiency of our insect-inspired tracker (IIT) model, we compared its performance with three recent models DSST (Danelljan et ASMM is inspired by short-term and long-term memory in the human brain. Short-term memory which updates aggressively and forgets information quickly, stores local and temporal information. However, long-term memory which updates conservatively and maintains information for a long time, retains general and reliable information. (Hassenstein and Reichardt, 1956 6-L1-minimization Tracker (L1T) (Mei et al., 2011) employs sparse representation by L1 to provide an occlusion insensitive method. This tracker uses a particle filter to find target windows. Then it defines sparse representation by using the intensity of sample windows close to the target location.
7-Locally Orderless Tracker (LOT) (Oron et al., 2012) divides the initial bounding box into super pixels. Each super pixel is represented by its centre of mass and average HSV-value. This tracker employs a parameterized Earth Mover Distance (Rubner et al., 2000) between the super pixels of the candidate and the target windows to calculate the likelihood of each particle sample. All models were tested in MATLAB on the same PC with a 4-core Intel i7 3770 CPU (3.4 GHz) and 16 GB RAM. The location of a target bounding box in the initial frame was provided for the benchmark algorithms. Likewise, in the first frame, we biased our IIT model toward the initial location of the target by allowing the facilitation to build up in the target region for 200 ms prior to the start of the experiment. This was implemented by feeding the target location in the first frame as the future location of the target (r'(t+1) in Fig. 1) to the facilitation mechanism. 
RESULTS
Here, we present our measures of robustness and processing speed for the group of trackers. The protocol is to initialize the tracker in the first frame and then track the object of interest until the last. The resultant trajectory is compared to ground truth using metrics as specified in each experiment.
Size and Velocity Tuning
An important feature of our model is its size and velocity tuning. The addition of facilitation increases target discriminability, but also modifies model size and velocity tuning. We quantified this tuning (Fig. 7) to investigate the relationship between model responses and target properties within the input imagery. We varied facilitation time constants in addition to a non-facilitated model.
The model displays maximum responses at a target size of ~3-4°, diminishing above 10º. The model does not respond to targets slower than 20º/s and the optimum velocity increases as target size increases. This is due to the increased spatial separation between leading and trailing edges (in the direction of travel), which requires a faster transit speed to match the correlation delay between OFF and ON channels (confounding target width and velocity, as observed in physiology). This relationship between velocity and size might be beneficial in closed-loop pursuit as the insect approaches its target. Fig. 7 shows facilitation changes the size and velocity tuning of the model. While the non-facilitated model responds to target sizes of up to 14º, facilitation broadens the tuning range to 27º at high target velocities (V>200º/s, facilitation time constant τ=40 ms). The shorter the facilitation time constant is, the faster facilitation builds up to its maximum (Bagheri et al., 2015) , therefore, model responses increase as facilitation time constant decreases. However, the choice of optimum facilitation time constant is complicated since it depends on different factors such as target velocity and background image statistics (Bagheri et al., 2015). Fig. 8 shows tracking snapshots for each sequence, representative of early, middle and late stages of the tracking. In OOBT sequences, our IIT model selects sub-features of the large object within its tuning size, and retains that selection throughout the tracking. For example, in the Couple sequence the model locks on to the shoes of the pedestrians, in the Mountain Bike sequence it focuses on the bike seat and in the Jogging sequence it follows the head of the jogger. However, in the sequences belonging to the STNS dataset (Key, Train, Pony2, Owl2), where the target is already within the size tuning, it tracks the object itself. The IIT model was designed to mimic size tuning observed in STMD neurons. However, recent physiological experiments have observed additional STMD types with peak responses for larger objects at ~10° (Wiederman et al., 2013a) . This raises the intriguing possibility of parallel pathways encoding different, broadly-tuned size ranges, which might be combined later in the visual pathway for a precise estimate of size (Evans et al., In press ). This would be analogous to a human's capability to encode millions of colour wavelengths, with only three broadly tuned photoreceptor classes. To explore how individual, sizetuned pathways would respond to input imagery, we varied the model's size tuning by changing the strong spatial centresurround antagonism at the ESTMD stage (Fig. 4) . Kernel S (small) provides a stronger surround antagonism compared to Kernel M (medium, the default kernel), hence, the model is selective to smaller features. Kernel L (large) tunes the model to larger objects. Fig. 9 shows how the size tuning range of the model changes with different kernels and Fig. 10 provides examples of the sub-features tracked with different kernels. For instance, in the Jogging sequence, the model locks on to the head (~3.6°) with Kernel M. However, the model is able to select other features, such as, a shoe (Kernel S, ~1°) and the jogger's pants (Kernel L, ~7°).
Size Tuning
We For the OOTB dataset, which has generally larger targets, the success rate of the model increases with a kernel selected for larger objects (Kernel L). In contrast, for the STNS dataset which uses small targets deliberately designed to match the relative size of typical prey pursued by predatory dragonflies, 
Facilitation Time Constant
Our previously published work (Bagheri et al., 2015) 
Benchmarking Success Plot
In computer vision literature, target detection is typically represented with a bounding box, with a common measure for success being a 50% overlap between the ground truth box and target bounding box (Wu et al., 2013; Smeulders et al., 2014 ).
Here we scored each frame as a success if the bounding box centre was within the target ground truth box. Although this provides a higher success rate than the common success measure, since our model represents the target with a small square, we used this metric to provide a fairer comparison between our model and the other engineering models. Fig. 12a 
Precision Plot
The Precision plot is an evaluation method recently adopted to measure the robustness of tracking (Wu et (Fig. 13) . A higher precision at low thresholds means the tracker is more accurate. Precision at a 20 pixel threshold is widely used as a performance benchmark in the literature (Wu et al., 2015; Henriques et al., 2015; Babenko et al., 2011) . Fig. 14a shows the precision plot for all trackers both for OOTB and STNS datasets. In the OOTB dataset our IIT model has a low precision until the threshold of 11 pixels.
Nonetheless, its precision catches up to SPT, CT, L1T and IVT, LOT and TLD around the threshold of 16 pixels. However, its precision never nears DSST, KCF or MUSTer. In contrast, in the experiments with the STNS dataset, the precision of our model exceeds the precision of all trackers at a threshold of 30 pixels.
The poor precision of our model below the threshold of 16 pixels with the OOTB dataset is due to two factors. Firstly, large objects are composed of small contrasting parts, allowing our model to lock on to these sub-features of the larger object. The result is robust target tracking, but with the location of the tracked feature typically offset from the centre of the object. Figure 11 . Effect of size tuning on model performance. Tuning to larger objects increases the model success rate in the OOTB dataset, however, it diminishes model performance in the STNS dataset. This is because the OOTB dataset is biased to large objects, whereas the STNS dataset has small moving targets. The second factor is the subsampling of the input image. In Fig. 14a the grey rectangular area shows the location error thresholds below the average subsampling ratio that is applied to the images. This shows our model precision improves as it gets closer to the boundary of the grey region. Although subsampling reduces the redundant information in the scene and increases the processing speed, it also reduces model spatial resolution -a situation that mimics the low spatial acuity of dragonfly compound eyes. However, whether a high spatial acuity is necessary or not is generally application dependent. For example, in applications such as face tracking and gesture recognition in a crowded scene where the target representation is very important, an accurate detection of the target is desirable. Nonetheless, in aerial video surveillance where the target motion and ego-motion of the camera are the more important components, high spatial acuity is not necessary as long as the tracker detects the correct location of the target.
Although the precision at a 20 pixel threshold has been used for benchmarking in the literature, this somewhat arbitrary benchmark threshold does not tell the whole story. A 20 pixel offset is a relatively large error for tracking a small object (e.g. on the scale of pixels themselves), yet may not be at all significant for identifying a large object. Therefore, to account for the huge range of target sizes in these image sequences we also normalized the location error of the target in each frame by half of the diagonal of the ground truth rectangle within that frame (Fig. 13) . Fig. 14b Dunbier et al., 2011; Dunbier et al., 2012) ) builds up slowly in response to targets that move in long continuous trajectories, and thus improves target detection as tracking progresses (Bagheri et al., 2015 Fig. 15 ).
Overall Performance
Complexity of Algorithms
Although we presented the processing speed of algorithms for the tested sequences, the size of the input image can affect the processing speed of the models. Therefore, to identify how the processing time of these algorithms changes as the problem size increases, we determined the Big O notation (Bach and Shallit, 1996) 
CONCLUSION
We have demonstrated the robustness and efficiency of a target-tracking algorithm inspired directly by insect neurophysiology. As with the dragonfly, our model is particularly suited to tracking small moving targets, rather than some of the larger objects within the public OOTB dataset. Model performance for this task is improved with different tuning kernel weights (Fig. 4 and Fig. 11 ) and in future research we will test the effect of integrating parallel, size-tuned subsystems. This elaboration may improve precision and yet still retain the real-time performance inherent in our model approach. Although there is no definitive evidence for such parallel processing in insect vision, this processing is wellsupported in human psychophysics experiments (Graham and Nachmias, 1971) . How an insect integrates the information of these small moving features across the visual field to detect larger objects is a question physiologists are currently investigating. Nevertheless, in terms of processing speed, our model is one of the best among all the tested trackers, mimicking the remarkable efficiency of the insect visual system upon which it is based. As such, it may be well suited to applications where efficiency is paramount. This is the first time that an insect-inspired target tracking algorithm has been directly tested against state-of-the-art engineered systems. One prior study compared an insect-inspired optic flow processing algorithm with computational optic flow estimates based on LucasKanade equations, both in closed loop simulation. As with our own model, their insect inspired system (Shoemaker et al., 2011) was computationally highly efficient and with sufficient elaboration was shown to be robust for certain closed-loop control robotic applications. However, in absolute performance terms, it never surpassed the engineered solution. Perhaps the conclusion of our current work is that despite the relatively simple feed-forward mechanism we implemented, the performance of our system exceeds all other trackers in the scenarios where the target is within its tuning range (i.e., when tracking small objects on the scale of the camera resolution). Nonetheless, our results show that this performance does not come at the cost of additional processing time and the model processes the frames at high speed, especially when the optical blur process is obtained via defocusing optics rather than software implementation.
Our previous modelling efforts suggest that the temporal optima of facilitation mechanism varies with respect to the amount of background clutter and target velocity (Bagheri et al., 2015 Silk (1995) Here, we tested our algorithm in open-loop, however, animals interact with the target by changing eye or body movements, which then modulate the visual inputs underlying the detection and selection task (via closed-loop feedback). This active vision system may be a key to further exploiting visual information by the simple insect brain for complex tasks such as target tracking. Future research will attempt to implement this model along with insect active vision gaze-control strategies in a robotic platform to test the performance of them together under real-world conditions.
