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It is a fundamental problem to decide how many copies of an unknown mixed quantum state
are necessary and sufficient to determine the state. Previously, it was known only that estimating
states to error  in trace distance required O(dr2/2) copies for a d-dimensional density matrix of
rank r. Here, we give a theoretical measurement scheme (POVM) that requires O(dr/δ) ln(d/δ)
copies of ρ to error δ in infidelity, and a matching lower bound up to logarithmic factors. This
implies O((dr/2) ln(d/)) copies suffice to achieve error  in trace distance. We also prove that for
independent (product) measurements, Ω(dr2/δ2)/ ln(1/δ) copies are necessary in order to achieve
error δ in infidelity. For fixed d, our measurement can be implemented on a quantum computer in
time polynomial in n.
Given n copies of an unknown d-dimensional quantum
state ρ, how accurately can ρ be estimated? This fun-
damental question arises both in quantum information
theory and in the interpretation of experimental results.
Since ρ has d2 − 1 real parameters, it is reasonable to
conjecture that Θ(d2) measurements are necessary and
sufficient to estimate ρ to constant accuracy. On the other
hand, even distinguishing a fair coin from a coin biased
to obtain heads with probability 1/2 +  requires Ω(1/2)
measurements.
In this paper we show that the number of copies
required to estimate ρ with precision  scales roughly
with both d2 and 1/2. More precisely, if the fidelity
goal is 1 − δ, we prove an Ω(d2/δ) lower bound and an
O((d2/δ) ln(d/δ)) upper bound on the number of required
copies. When the state ρ is guaranteed to have rank
≤ r we show an O((dr/δ) ln(d/δ)) upper bound and an
Ω((dr/δ)/ ln(d/rδ)) lower bound. We also prove a lower
bound Ω(dr2/δ2)/ ln(1/δ) for independent measurement
schemes where individual copies are measured indepen-
dently and then the outcomes are processed to output an
estimate ρˆ. Our result is summarized in Table I.
Notation We use the convention that Ω(x) means
a function that is asymptotically ≥ c1x for a constant
c1 > 0, O(x) means ≤ c2x for a constant c2 > 0 and Θ(x)
means both O(x) and Ω(x). Notation O˜() means that we
neglect ln factors. ln and exp are base-e.
I. ACCURACY MEASURES
The fidelity of two quantum states ρ, σ is F (ρ, σ) :=
tr
√√
ρ σ
√
ρ, the “infidelity” is 1− F , represented by δ,
and their trace distance is T (ρ, σ) := 12‖ρ − σ‖1, repre-
sented by . These are related by [3]
1− F ≤ T ≤
√
1− F 2. (1)
We derive an upper bound in terms of fidelity and
a lower bound in terms of trace distance, in each case
implying a near-optimal bound in terms of the other
quantity. Here we discuss why fidelity is in many ways
a natural quantity for tomography [4]. Tomography is
essentially a state discrimination procedure where one
distinguishes ρ⊗n from σ⊗n. The statistical distinguisha-
bility of these states is measured by the trace distance
Tn = T (ρ
⊗n, σ⊗n), which is in general much larger than
T (ρ, σ); this amplification is what enables the tomogra-
phy. The asymptotic behavior of Tn can be quantified
as
1
2
F (ρ, σ)2n ≤ 1− Tn ≤ F (ρ, σ)n
by Eq. (1) and F (ρ⊗n, σ⊗n) = F (ρ, σ)n. This means
that ln(1/F ) or infidelity gives nearly sharp bounds on
the rate at which Tn converges to 1; the actual rate
1 is
between ln(1/F ) and 2 ln(1/F ). In particular, for fixed d,
the state discrimination is possible to infidelity δ using
n = Θ(1/δ) copies. Our upper bound on n in terms of
fidelity proves that the POVM we present in this paper
indeed accomplishes the discrimination task using n =
O˜(1/δ) copies. On the contrary, the corollary upper bound
in terms of trace distance sometimes over-estimates the
1 The exact scaling of 1− Tn for large n is known to be Cn where
C = C(ρ, σ) = inf0≤s≤1 tr(ρsσ1−s), and ln(1/C) is called the
quantum Chernoff distance [5, 6].
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2TABLE I. Conditions for the quantum state tomography with high success probability. δ denotes the accuracy goal measured
in the infidelity 1− F (ρ, ρˆ) = 1− ‖√ρ√ρˆ‖1, and  denotes that in the trace distance T (ρ, ρˆ) = 12‖ρ− ρˆ‖1. The upper bound
in terms of the infidelity implies that in terms of trace distance; n ≤ O(d2/2) ln(d/). The lower bound in terms of the trace
distance implies that in terms of infidelity; e.g. n ≥ Ω(d2/δ). The lower bound for the independent measurements in rank r case
implies n ≥ Ω(dr2/2 ln(1/)). The previously known upper bound on n already used only independent measurements; thus our
lower bounds show that this result was essentially optimal.
Our result Previous result
for general ρ ∈ Cd×d for ρ of rank at most r
Sufficient n ≤ O(d2/δ) ln(d/δ) n ≤ O(rd/δ) ln(d/δ) n ≤ O(r2d/2) [1] See Sec. II A.
Necessary n ≥ Ω (d2/2) n ≥ Ω (rd/2) / ln(d/r) n ≥ Ω(1/2) + Ω˜(rd) [2]
Necessary using
independent
measurements
n ≥ Ω(d3/2) n ≥ Ω(dr2/δ2 ln(1/δ)) n ≥ Ω(1/δ2 ln(1/δ)) See Sec. II.
sufficient number of samples by an unbounded amount.
As a simple example, consider qubit states
ρ =
(
1 0
0 0
)
and σ =
(
1−  0
0 
)
,
between which the trace distance is  and the infidelity
is 1−√1−  ' /2. The trace distance bound only says
n = O˜(1/2) copies are sufficient to distinguish them,
whereas the fidelity bound says n = O˜(1/) copies are
sufficient.
II. PREVIOUS RESULTS
Quantum state estimation has been extensively studied,
going back at least to the work of Helstrom [7], Holevo [8]
and others from around 1970. Many of the rigorous
results are for the special cases when d = 2 or r =
1, or give an uncontrolled or suboptimal d dependence
(e.g. with n scaling as f(d)/δ for unknown f) or discuss
related problems such as spectrum estimation, parameter
estimation or determining the identity of a state drawn
from a discrete set. In this paper we will consider optimal
measurements (also called “collective” measurements) and
will not discuss the extensive literature on independent
or adaptive measurements.
For d = 2 (i.e. qubits), the optimal infidelity was shown
in [9–13] to scale as 1/n. This scaling was generalized to
qudits in [14] (see also Section 6.4 of [15]), but with an
uncontrolled dependence on d (i.e.n scales as f(d)/δ for
unknown f(·)); see also [16]. In many settings (e.g. min-
imax estimation) one can show that covariant measure-
ments are optimal. If one further assumes that ρ is pure
then the optimal estimation strategy has a simple form
and n should scale as Θ(d/δ) [8, 17]; see also [18] where
further connections were made to cloning and de Finetti
theorems.
Another major theme in recent work has been the
study of various forms of restricted measurements, e.g. in-
dependent measurements with a limited number of mea-
surement settings. Intermediate between independent
measurements and unrestricted (also called “collective”
or “entangled”) measurements are adaptive measurements
in which the copies of ρ are measured individually, but
the choice of measurement basis can change in response
to earlier measurements.
On the achievability side for independent measurements,
a sequence of works [1, 19–21] showed that n = O(dr2/2)
copies are sufficient to obtain trace distance ≤  with high
probability.2 On the other hand, even for d = 2, adaptive
and collective measurements are known to have asymp-
totically better error scaling, at least when measured in
terms of infidelity. The usual intuition is that n should
scale as 1/δ2 for independent measurements and 1/δ for
adaptive or collective measurements; e.g. see [22] for nu-
merical evidence. Refs. [10, 13] showed that adaptive
measurements could achieve n = O(1/δ) scaling. When a
POVM contains a finitely many elements, the lower bound
1/δ2 can be demonstrated by considering qubit tomog-
raphy when the density matrix does not commute with
POVM elements. We were unable to find a reference that
proves this particular fact. Ref. [23] gave an Ω( 1δ′2 ln(1/δ′) )
lower bound for independent measurements with relative
entropy δ′ as accuracy measure without restriction that
POVM should consist of finitely many elements.
In many cases it is not necessary to determine the
full state ρ but only to estimate some parameters of
the state. This is an extremely general problem which
includes results such as a quantum version of the Crame´r-
Rao bound [7, 24, 25] again going back to the early pre-
history of quantum information. One special case that
uses similar representation-theory techniques to our work
is the problem of spectrum estimation. Here, the opti-
mal covariant measurement was described by Keyl and
Werner [26], its large-deviation properties were derived in
[27] (see also [28]), and it was analyzed further in [29, 30].
Ref. [30] in particular showed (among other results) that
2 The earlier papers [19, 20] achieved n = O˜(d2r2/2). The im-
proved n = O(dr2/2) performance is achieved by analyzing
Theorem 2 of [1]. This is not obvious from their theorem state-
ment, but we explain the connection in Sec. II A.
3the Keyl-Werner algorithm required
Ω
(
d2
2
)
≤ n ≤ O
(
d2
2
ln
d

)
.
Our results improve the upper bound by using the same
number of copies to obtain a full estimate of ρ instead of
merely its spectrum. We also improve the lower bound
by showing that it applies to all estimation strategies, not
only the Keyl-Werner algorithm; on the other hand, our
lower bound is for the harder problem of state estimation,
while the lower bound of Ref. [30] is for the problem of
spectrum estimation. We improve both bounds in the
case when r  d.
The problem of quantum state estimation can be
thought of as a special case of minimax estimation
(i.e. choosing an estimator that minimizes the expected
loss when we maximize over input states) when the loss
function is given by the infidelity. Other loss functions
have also been considered [31, 32]. For example, with
the 0-1 loss function (assuming ρ is drawn from a finite
set) the goal is to maximize the probability of guessing ρ
correctly. Here a powerful heuristic is to use the so-called
“pretty good measurement” or PGM [33–35], whose error
is never worse than twice that of the optimal measurement
for any ensemble [36]. While the PGM requires a prior dis-
tribution, prior-free versions can also be constructed [37].
We will describe two closely related measurements in this
paper: first, one closely related to the PGM and then one
(with roughly equivalent performance) that corresponds
precisely to a PGM over an appropriately chosen “uni-
form” ensemble of density matrices. In each case, we
analyze the measurements directly, without making use
of the results of [36, 37] or other prior work.
A. Sample complexity in Kueng et al. [1]
The previously best achievable sample complexity for
state tomography was described in [1]. Their setting
does not naturally translate into our framework, so for
convenience we sketch here how that is achievable. First
we restate one of their main theorems:
Theorem 1. There are universal constants C1, C2, C3 >
0 such that the following holds for any r, d. Let
a1, . . . , am ∈ Cd be independent standard Gaussian vec-
tors; i.e. normalized such that E[|ai〉 〈aj |] = Idδij. If
m ≥ C1dr, then with probability ≥ 1− e−C2m our choice
of a1, . . . , am is “good” in a sense we will define below.
For X a matrix, define A(X) = ∑j 〈aj |X |aj〉 |j〉 ∈
Rm. Given a d-dimensional density matrix ρ, a vector b ∈
Rm and a noise parameter η, define σ be any minimum
of the following convex program:
min ‖σ‖1 subject to ‖A(σ)− b‖2 ≤ η.
Suppose further that ‖A(ρ) − b‖2 ≤ η. If the vectors
a1, . . . , am are good, then we have
‖ρ− σ‖2 ≤ C3 η√
m
. (2)
To translate this into a quantum measurement, ob-
serve that by the operator Chernoff bound [38], we have
1
m
∑m
i=1 |ai〉 〈ai| ≈ Id with high probability. (For the
purpose of this analysis, we neglect the error here.) We
can then define a POVM with elements Ei = |ai〉 〈ai| /m.
Measuring this POVM yields outcome i with probability
pi := tr[Eiρ]; in the notation of [1] we have p = A(ρ)/m.
We will define the vector b of observed probabilities by
measuring n independent copies of ρ using this POVM.
If the resulting vector of frequencies is f , i.e., outcome i
occurs fi times, then we define b =
m
n f . Thus b is an unbi-
ased estimator of A(ρ); i.e. E[b] = mn E[f ] = mn np = A(ρ).
We can also estimate the error by
E ‖b− E[b]‖22 =
m2
n2
m∑
i=1
Var[fi] ≤ m
2
n2
m∑
i=1
npi =
m2
n
.
We thus have η ≤ O(m/√n) with high probability. Ac-
cording to (2) we then have ‖ρ − σ‖2 ≤ O(
√
m/n) =
O(
√
dr/n). It follows that
‖ρ− σ‖1
≤ 2
√
min(rank(ρ), rank(σ))‖ρ− σ‖2
≤ O(
√
dr2/n).
In other words, trace-distance error  can be achieved
with n = O(dr2/2). While this bound is significantly
worse than our bound of O˜(dr/2), their approach does
have the significant advantage of not requiring entangled
measurements. The improved performance of our bound
(as well as that of [39]) can be seen as the advantage that
entangled measurements yield for tomography.
B. Two-stage measurement scheme using local
asymptotic normality
The local asymptotic normality in Ref. [12, 40] asserts
that n copies ρ⊗nθ of states ρθ in a sufficiently small neigh-
borhood B of a state ρθ=0 behaves like an ensemble of
Gaussian states of quantum harmonic oscillators. In rela-
tion to our discussion of state estimation, it is important
that there exists a channel [12, 40], which is faithful in
the limit n→∞, from ρ⊗nθ to gaussian states, such that
one can estimate the parameter θ of the state optimally.
The size of the neighborhood in the correspondence in
fact depends on n. Theorem 4.1 in Ref. [40] gives a lower
bound on this size, which reads
B ⊇ {ρ : ‖ρ− ρ0‖2 ≤ n−1/2+η}
where η ∈ (0, 1/6).
Based on this result, Ref. [40] proposes a two-stage
adaptive measurement scheme of a completely unknown
4state. In the first stage, using n1 copies of the state, one
“roughly” measures the state in order to have a confidence
region inside B. The actual measurement method for this
first stage is not shown, and we assume that this is a
non-adaptive independent measurement on each copy. In
the second stage, one uses remaining n2 = n− n1 copies
and apply the local asymptotic normality to optimally
estimate the state.
Let us analyze the sample complexity of this proposal.
We assume that the channel between ρ⊗nθ and Gaussian
states is exactly faithful for any n. This assumption may
not be true on its own, but is certainly a favorable condi-
tion to assess the advantage of local asymptotic normality.
After the first stage, the size of the confidence region
must be i = n
−1/2+η
2 in 2-norm. This requires at least
n1 ≥ Ω(d2/2i ), by our lower bound Theorem 4. Suppose
f is our accuracy goal in 2-norm. If f ≥ i, then the sec-
ond stage becomes redundant, and overall measurement
is by the non-adaptive independent measurement. Our
result says that this scheme cannot be sample-optimal.
If f < i, then one needs n2 ≥ Ω(d/2f ) in the second
stage. To achieve -accuracy in 1-norm, we must have
f ≤ /
√
d, and overall sample complexity becomes
n = n1 + n2 ≥ Ω(d4−4η/2−4η) + Ω(d2/2).
Since η < 1/6, the dependence of n on d is actually worse
than the independent non-adaptive scheme, although the
dependence of n on  is optimal. In other words, the
measurement scheme using the asymptotic normality may
yield asymptotically optimal error scaling, but it takes too
many samples to enter the regime where the asymptotic
normality becomes useful for high dimensional states.
III. REVIEW ON REPRESENTATION THEORY
OF UNITARY AND SYMMETRIC GROUPS
Schur-Weyl duality is a statement regarding joint rep-
resentations of a matrix group and the symmetric group.
This is standard material [41] in representation theory,
but for the reader’s convenience we explain parts that are
relevant to our results.
Consider the Hilbert space H = (Cd)⊗n of n qudits
of d-dimensions. This space admits representations of
the general linear group GL(d) and the symmetric group
Sn. The matrix group acts by simultaneous “rotation” as
U⊗n for any U ∈ GL(d), and the symmetric group acts
by permuting tensor factors. Concretely, a permutation
pi ∈ Sn is represented by
Ppi =
∑
{ji}
∣∣jpi−1(1)jpi−1(2) · · · jpi−1(n)〉 〈j1j2 · · · jn| .
Two actions U⊗n and Ppi obviously commute with each
other, and hence H admits a representation of G =
GL(d) × Sn. The Schur-Weyl duality states that these
two representations are commutants of each other on H.
That is, if a matrix K on H commutes with all Ppi, then
K =
∑
i ciU
⊗n
i for some Ui ∈ GL(d) and numbers ci ∈ C.
Conversely, if a matrix K on H commutes with all U⊗n,
then K =
∑
pi cpiPpi for some cpi ∈ C.
Generally, an irreducible representation (irrep) of G is
given by the tensor product of an irrep of GL(d) and an
irrep of Sn. Since the two groups are mutual commutants
on H, the irreps in H of the two groups must be in a
one-to-one correspondence. They are specified by Young
diagrams, or equivalently, partitions λ = (λ1, . . . , λn) of
n =
∑
i λi, where λ is sorted to be non-increasing. Thus,
we have a decomposition
(Cd)⊗n =
⊕
λ`n
Πλ(Cd)⊗n =
⊕
λ`n
Qλ ⊗ Pλ
where Qλ is the irrep of GL(d) and Pλ is the irrep of Sn,
and Πλ is the projector onto the component Qλ ⊗ Pλ.
Direct consequences of the decomposition are that
ΠλX
⊗nΠλ ∼= qλ(X)⊗ idPλ (3)
ΠλX
⊗n = X⊗nΠλ (4)
for any d× d matrix X, where we have defined qλ(X) to
mean the representing matrix of X. In fact, this is the
main reason we are dealing with GL(d), which is dense
in the set of all matrices, rather than the more familiar
U(d). The space Qλ is also an irrep of the unitary group
U(d), and our discussion of Schur-Weyl duality could have
been formulated entirely with U(d); however, under this
formulation X would be restricted to be unitary.
For our results it is important to understand the char-
acters of the irrep Qλ of GL(d). We identify a partition λ
with a Young diagram in which there are λi boxes in the
ith row, e.g. the diagram for λ = (3, 2, 1, 1) is as follows
.
Define a Young tableau T with shape λ to be a way of
filling each box in λ with a number, e.g.
5 5 2
1 2 3
4
1 .
A standard Young tableau (SYT) is one in which each
number from 1, . . . , n appears exactly once and numbers
strictly increase from left to right and from top to bottom,
while in a semi-standard Young tableau (SSYT) numbers
weakly increase from left to right and strictly increase
from top to bottom. Associated with a standard Young
tableau T there are two subgroups AT and BT of Sn. AT
is the set of all permutations that permute numbers within
the rows of T , and BT is the set of all permutations that
permute numbers within the columns of T . The Young
symmetrizer is then defined as
YT =
∑
a∈AT ,b∈BT
sgn(b)PaPb.
5It can be shown that YT is proportional to an orthogonal
projector, and it turns out that YTH is an irrep of GL(d)
and is isomorphic to Qλ. Since every T with the same
λ gives rise to an isomorphic irrep of GL(d), let us set
T to be the SYT where 1, 2, . . . , n are written in order
from the upper left box towards right and down. To
understand the basis of Qλ, let |1〉 , |2〉 , . . . , |d〉 form the
standard orthonormal basis of Cd. We may regard each
basis vector |E〉 = |j1, . . . , jn〉 of H as a Young tableau
E of shape λ. The Young symmetrizer YT projects this
basis vector to a vector of Qλ. If there is any repetition
along a column of E, then YT will annihilate it, thanks
to the antisymmetric sum over Pb for b ∈ BT . It follows
that Qλ = 0 whenever λ has more than d rows. More
precisely, let νi = νi(E) denote the number of times the
basis element |i〉 appears in the tableau E (also known
as the weight of E), and let ν↓ be the vector obtained by
sorting ν into non-increasing order. Then YT annihilates
E whenever
∑m
i=1 ν
↓
i >
∑m
i=1 λi for some m = 1, . . . , d−1.
The negation of the last condition is often denoted as
ν ≺ λ⇔
{∑m
i=1 ν
↓
i ≤
∑m
i=1 λi (1 ≤ m < d)∑d
i=1 ν
↓
i =
∑d
i=1 λi
and we say that ν is majorized by λ. The surviving
tableaux E with ν(E) ≺ λ form a spanning set for Qλ,
or if we restrict to SSYT, they form a basis.
Now we can derive an expression for the characters of
Qλ. Since trqλ(X) must be a function of eigenvalues of X,
we may assume without loss of generality that X is a di-
agonal matrix with eigenvalues x1, . . . , xd associated with
the standard basis elements |1〉 , . . . , |d〉. The basis vectors
of Qλ we just constructed are eigenvectors of diagonal
X⊗n; X⊗nYT |E〉 = xν11 · · ·xνdd YT |E〉 =: xνYT |E〉, where
xν := xν11 · · ·xνdd . Hence, the character value trqλ(X) is
the sum of these eigenvalues:
trqλ(X) =
∑
ν
Kλνx
ν =: sλ(x). (5)
Here Kλν is called the Kostka number and denotes the
number of SSYT with weight ν and shape λ. One can
show that Kλν > 0 if and only if ν ≺ λ. We also define
here the Schur polynomial sλ(x), which is a homogeneous
polynomial in d variables of degree
∑
i νi = n. Because
the character trqλ(X) depends only on the eigenvalues,
we will overload notation and denote this character also
by sλ(X). For the same reason, it follows that sλ(XY ) =
sλ(Y X). The number of terms of the Schur polynomial
is equal to
sλ(idd) = trqλ(idd) = dimQλ =
∏
i<j
λi − λj + j − i
j − i .
IV. BOUND ON SCHUR POLYNOMIALS
Lemma 2. Let ρ and σ be d×d density matrices. Suppose
ρ has rank r. Then, the character function sλ of the
unitary group representation labeled by Young diagram λ
satisfies
sλ(ρσ)
{
≤ (dimQλ)e−2nH(λ¯)F 2n
= 0 if λr+1 > 0,
(6)
where
F = F (ρ, σ) = tr
√√
ρ σ
√
ρ (7)
is the fidelity, and H(λ¯) = −∑i λ¯i ln λ¯i is the Shannon
entropy of λ¯ = λ/n.
Proof. Consider a positive semi-definite matrix X and a
number k ≥ 0. The largest term in the Schur polynomial
sλ(X
k) at eigenvalues x1 ≥ · · · ≥ xd ≥ 0 of X is
xkλ11 · · ·xkλdd = e−nkH(λ¯)e−nkD(λ¯‖x¯)(trX)kn
where x¯ = (x1, . . . , xd)/ tr(X), and D(p‖q) =∑
i pi ln(pi/qi) is the relative entropy. This is because
majorization implies that
max
ν≺λ
xν = xλ,
i.e. the maximum is attained by putting the largest num-
ber x1 with the largest possible exponent ν1 = λ1 and
the second largest x2 with ν2 = λ2 and so on, subject to
the majorization condition ν ≺ λ.
It follows that
sλ(X
k) ≤ dimQλ · e−nkH(λ¯)e−nkD(λ¯‖x¯)(trX)kn. (8)
Now, we set X =
√√
ρ σ
√
ρ and observe sλ(ρσ) =
sλ(X
2). Using the fact that D(λ¯‖x¯) is always non-
negative and = +∞ when the rank of λ¯ is larger than
that of x¯, we arrive at Eq. (6)
Note that since sλ(λ¯) is a sum of non-negative terms,
it is lower bounded by its largest term:
sλ(λ¯) ≥ e−nH(λ¯). (9)
V. TOMOGRAPHY
Suppose we are given with ρ⊗n, n copies of an unknown
density matrix ρ. What is the best strategy to learn about
ρ? The input state has a trivial symmetry Sn under
the permutations of the tensor factors. So, the POVM
elements of the optimal strategy can be taken to commute
with Ppi without loss of generality. Additionally since we
do not assume any distribution over ρ, our measurement
should not perform differently when ρ is replaced by UρU†.
This means that if Mσ is the outcome corresponding to
σ then we should have
MUσU† = (U
†)⊗nMσU⊗n.
6These observations, along with the Schur-Weyl decomposi-
tion, motivate us to define positive semi-definite operators
M(λ,U) :=
dimQλ
sλ(λ¯)
Πλ(Uλ¯U
†)⊗nΠλ, (10)
for each unitary U and Young diagram λ that partitions
n with at most d rows. As before, λ¯ denotes the diagonal
matrix with entries λ/n.
We first show that the M(λ,U)dU constitute a POVM,
where dU is the Haar probability measure on U(d). It suf-
fices to check
∫
dUM(λ,U) = Πλ, for
∑
λ Πλ = I. Since∫
dUM(λ,U) is invariant under any unitary conjugation
or permutation, we only need to check the traces of both
sides.∫
dU trM(λ,U) =
dimQλ dimPλ
sλ(λ¯)
∫
dU trqλ(Uλ¯U
†)
=
dimQλ dimPλ
sλ(λ¯)
∫
dU trqλ(λ¯)
= tr Πλ
Next, we bound the probability density of measuring
M(λ,U). Let F = F (ρ, Uλ¯U†) be the fidelity. We claim
tr(M(λ,U)ρ⊗n) ≤ (n+ 1)2drF 2n, (11)
where r is the rank of ρ.
To show this, we need a bound on dimPλ:
dimPλ ≤ enH(λ¯), (12)
which has implicitly appeared in [28]. This follows from
dimPλ
∏
i
λ¯λii ≤
n!∏
i λi!
∏
i
λ¯λii =
n!
nn
∏
i λ
λi
i∏
i λi!
≤ 1. (13)
The first inequality is by the “hook length formula” [41].
For the last inequality we note that the function f(z) =
z ln z − ln Γ(z + 1) satisfies f(0) = 0 and f ′′(z) > 0
for z > 0 [42]. Hence,
∑d
i=1 f(λi) with
∑d
i=1 λi = n
is maximum if and only if λ1 = n, in which case the
inequality is saturated.
Eqs. (9) and (12) now imply that
tr(M(λ,U)ρ⊗n) =
dimQλ dimPλ
sλ(λ¯)
sλ(ρUλ¯U
†)
≤ dimQλ · e2nH(λ¯)sλ(ρUλ¯U†).
By Eq. (6), this is nonzero only if λr+1 = λr+2 = · · · =
λd = 0. In this case, we have dimQλ ≤ (n + 1)dr, and
arrive at Eq. (11).
The output of our POVM is ρˆ = Uλ¯U†. The probability
of obtaining ρˆ where ρˆ has small fidelity, say infidelity δ, to
the true state ρ can be estimated by integrating Eq. (11)
over all pairs (λ,U) such that F (ρ, Uλ¯U†) ≤ 1− δ. Since∑
λ
∫
dU < (n+ 1)d, we see that
Pr[ F (ρˆ, ρ) ≤ 1− δ ] ≤ (n+ 1)3dre−2nδ. (14)
(a) n = 10
(b) n = 100
FIG. 1. Measurement outcome probability density functions
(PDF) of the POVM in Eq. (10) on n copies of a qubit state ρ =
0.7 |0〉 〈0|+ 0.3 |1〉 〈1|, represented by the black delta function.
The PDF is plotted over the Bloch states ρˆ = 1
2
(I+zσz +xσx)
with x2 + z2 ≤ 1, and is zero except on the circles because
output states are of form Uλ¯U† where λ¯ is a density matrix
from a discrete set, which becomes finer as n increases. Red
is the confidence region, which becomes small for large n.
A. Pretty Good Measurement
Here we propose another POVM that achieves the same
(up to constants) sample-complexity for tomography.
Recall that given an ensemble {(p1, φ1), . . . , (pm, φm)},
the PGM has measurement operators Mi :=
φ¯−1/2piφiφ¯−1/2 with φ¯ :=
∑
i piφi [35]. A relevant
ensemble for us is the one in which φi is equal to σ
⊗n
i ,
and the index i should run over all state space; our
ensemble is determined by n and a probability measure
dσ on the whole state space {σ}. Demanding the unitary
7invariance of dσ, we have
φ¯ =
∫
dσ σ⊗n =
∑
λ
∫
dσsλ(σ)
dimQλ Πλ,
Mσdσ =
∑
λ
dimQλ
E sλ
Πλσ
⊗nΠλdσ, (15)
where E sλ =
∫
dσsλ(σ). It follows that the probability
density of measuring Mσ given a state ρ of rank at most
r is
tr(Mσρ
⊗n)dσ =
∑
λ
(dimQλ · dimPλ)sλ(σρ)
E sλ
dσ
≤
∑
λ:λr+1=0
(dimQλ)2
enH(λ¯) E sλ
F 2ndσ
where the inequality is by Eq. (6) and (12). This is the
same scaling in n up to constants as Eq. (11), provided
enH(λ¯) E sλ ≥ (nd)−O(dr).
Indeed we show that this is the case if we choose a uniform
distribution over the simplex of spectra of σ. First, we
bound the Schur polynomial by its largest term:∫
dσsλ(σ) ≥ 1
fd(~λ = 0)
∫
si≥0,
∑
i si=1
sλ11 · · · sλdd ds︸ ︷︷ ︸
fd(~λ)
.
By writing the integral explicitly, we see that
fd(λ1, . . . , λd) = f2
(
λ1, d− 2 +
d∑
i=2
λi
)
fd−1(λ2, . . . , λd),
f2(a, b) =
a!b!
(a+ b+ 1)!
(Eq. (16) below).
This implies that fd(~λ) = λ1! · · ·λd!/(n + d − 1)!. (We
just calculated the normalization factor for the Dirichlet
distribution.) Hence,
enH(λ¯)
∫
dσ sλ(σ) ≥ enH(λ¯)λ1! · · ·λd!(d− 1)!
(n+ d− 1)!
≥ (n+ d)−d,
where in the second inequality we use Eq. (13). We
conclude that this PGM defined by the uniform spectrum
distribution achieves the same bound (up to constants)
on the sufficient number of copies for tomography.
Both POVMs in Eqs. (10) and (15) are inspired by
the pretty good measurement, and indeed the measure-
ment operator corresponding to the estimate σ is like
a distorted version of σ⊗n. Variants of the PGM have
been proposed in which the measurement operators are
distorted versions of higher powers of the state piσi,
i.e. Mi = X
−1/2(piσi)kX−1/2 where X ≡
∑
i(piσi)
k.
When k = 1 this is the PGM, but the cases k = 2 and
k = 3 have also been found useful in specific settings;
see [43] for a review. If we take k → ∞ here then this
corresponds precisely to the Keyl “rotated-highest-weight”
strategy [16]. It is possible that this framework could
be used to formally compare the performance of these
different strategies.
A definite integral. Here we show for a, b > 0∫ 1
0
ua−1(1− u)b−1du = Γ(a)Γ(b)
Γ(a+ b)
. (16)
Let x = ut ≥ 0 and y = (1 − u)t ≥ 0. The Jacobian is
|∂(x, y)/∂(u, t)| = t. Then,
Γ(a)Γ(b) =
∫ ∞
0
∫ ∞
0
dxdy xa−1yb−1e−x−y
=
∫ 1
0
du
∫ ∞
0
dt ta+b−1ua−1(1− u)b−1e−t
= Γ(a+ b)
∫ 1
0
du ua−1(1− u)b−1.
VI. LOWER BOUNDS
Theorem 3. Let  ∈ (0, 1) and η ∈ (0, 1). Suppose there
exists a POVM {Mσdσ} on (Cd)⊗n such that for any
state ρ ∈ Cd×d with rank ≤ r,∫
1
2‖σ−ρ‖1≤/2
dσ tr[Mσρ
⊗n] ≥ 1− η. (17)
Then,
n ≥ C dr
2
(1− )2
ln(d/r)
for C a constant depending only on η. In addition, if
r = d, then
n ≥ C d
2
2
(1− )2
for C a constant depending only on η.
This theorem implies that achieving infidelity δ = 1−F
requires n ≥ Ω˜(dr/δ). For both trace distance and fidelity
these lower bounds match our upper bounds up to the
log factors.
Let us say that a POVM Mσ on (Cd)⊗n is an indepen-
dent measurement if it is equal to the tensor product of
n POVM’s M (a) on Cd. Then, we have
Theorem 4. Let δ ∈ (0, 1) and η ∈ (0, 1). Suppose there
exists an independent measurement Mσdσ on (Cd)⊗n such
that for any state ρ ∈ Cd×d with rank ≤ r,∫
1−F (σ,ρ)≤δ/4
dσ tr[Mσρ
⊗n] ≥ 1− η. (18)
8Then,
n ≥ C dr
2
δ2 ln(2/δ)
(1− δ)4
for C a constant depending only on η. In addition, given
 ∈ (0, 1), if the independent measurement Mσdσ satisfies∫
1
2‖ρ−σ‖1≤/2
dσ tr[Mσρ
⊗n] ≥ 1− η (19)
for any state ρ ∈ Cd×d of possibly full rank, then
n ≥ C d
3
2
(1− )2
for C a constant depending only on η.
Note that the fidelity lower bound implies trace distance
bound
n ≥ C dr
2
2 ln(2/)
.
Proof. We will show that any measurement satisfying (17),
(18), or (19) will imply the existence of a communication
protocol that can reliably send a large message. Holevo’s
theorem [44] can then be used to obtain a lower bound
on n. The independent measurement case is very similar
and will be explained at the end of this proof.
Following convention, call the sender Alice and the
receiver Bob. We will show in Lemma 5 below that there
exists a states ρ1, . . . , ρN each with rank ≤ r such that
1
2
‖ρi − ρj‖1 >  ∀i 6= j. (20)
The set {ρ1, . . . , ρN} is known as an -packing net. Fix
such a net, along with a measurement {Mσdσ} satisfying
(17).
We will now construct a communication protocol. Alice
will choose a message x ∈ [N ] := {1, . . . , N} which she will
encode by sending ρ⊗nx . Bob will use the state estimation
scheme {Mσ} to attempt to guess x. If σ is within /2
trace distance of some ρy then Bob will guess y. By (20),
there is always at most one ρy satisfying this condition.
If no such ρy exists, Bob will output failure. This results
in the POVM with measurement outcomes
M˜y =
∫
1
2‖σ−ρy‖1≤/2
dσMσ (21)
M˜fail = id−
∑
y∈[N ]
M˜y. (22)
Define Pr[y|x] = tr[M˜yρ⊗nx ]. From (17) we have that
Pr[x|x] ≥ 1 − η. In other words, Bob has a ≥ 1 − η
chance of correctly decoding Alice’s message. By Fano’s
inequality [45], this implies that
I(X : Y ) ≥ (1− η) ln(N)− ln(2). (23)
FIG. 2. Packing net in a small region of state space. The
centers of the small balls represent states ρx that are separated
from each other by distance a, which is larger than the resolu-
tion of tomography. This enables a communication channel
using ρx. The packing net has diameter 10a 1, and contains
N = 10D balls, where D = d2− 1 is the dimension of the state
space, making the channel capacity of order D. Meanwhile,
Holevo information for the packing net is proportional to a2.
This establishes our lower bound on the general tomography.
For visualization purpose, we depict D = 3 case with the
packing net centered around the maximally mixed qubit state.
On the other hand, Holevo theorem [44] states that
I(X : Y ) ≤ χ where χ is the Holevo information:
χ = S
 1
N
∑
x∈[N ]
ρ⊗nx
− 1
N
∑
x∈[N ]
S(ρ⊗nx ). (24)
In Lemma 5 below we will argue that there exists a packing
net with large N and small χ. Specifically, we will bound
χ ≤ nχ0 where
χ0 = S
(
EUUρxU†
)− S(ρx),
for an appropriate Haar random unitary U , and prove
χ0 = O˜(
2). This will imply that
n ≥ (1− η) ln(N)− ln(2)
χ0
.
Our result then follows from Lemma 5 below.
For the independent measurements, Bob has to infer
the state based on the measurement outcome distribution
from each copy. Hence, the Holevo information must
be calculated with respect to the outcome distribution.
Since the construction of the states, and the calculation
of Holevo information are somewhat similar to those for
9the joint measurements, we present a complete proof in
Sec. VI C after the proof of Lemma 5.
Lemma 5. There exist -packing nets I,II,III of d-
dimensional states (i.e. satisfying (20)) characterized in
the following table.
rank χ0/c ≤ c lnN ≥ restriction
I r 2 ln(d/r) rd  ≤ 2−4, r < d/3
II d 2 d2  ≤ 2−3, d even
III r ln(d/r) rd(1− ) r < d(1− )/6
where c > 0 is a sufficiently large constant; c = 1000 is
good enough.
We remark that packing nets of size exp(Ω(dr)) for
rank-r states have been achieved as early as 1981 [46,
47]; see also [48, 49] which used them for applications
in communication complexity. These imply an Ω(dr)
lower bound on the number of copies needed when  is
constant [39, 48, 49] and has been used in [20] to argue
an Ω˜(r2d2) lower bound on the number of copies needed
for constant accuracy using adaptive Pauli measurements.
Our main new contribution here is to analyze at the
same time the Holevo capacity corresponding to these
ensembles, in order to obtain bounds with simultaneously
optimal scaling with r, d and .
A. Probabilistic existence argument
We will define a set of states ρU = UρIU
† where U is
any element of some subgroup G ⊆ U(d). Suppose
Pr
U
[ ‖ρU − ρI‖1 ≤  ] ≤ ζ
for Haar random U ∈ G. We wish to find a set {Ui}
of unitaries with cardinality at least d1/ζe such that
‖ρUi − ρUj‖1 >  whenever i 6= j. This can be done
inductively starting with the singleton {I}. Since Haar
measure is left-invariant, PrU [ ‖ρU − ρV ‖1 ≤  ] ≤ ζ for
any unitary V ∈ G. If m < d1/ζe unitaries are chosen,
the probability of choosing a unitary U such that ρU is
-close to any previously chosen ρUi is at most ζm, which
is strictly smaller than 1. This proves the existence of
one more desired unitary, and we obtain a set of d1/ζe
elements. The probability ζ will be repeatedly estimated
using the following fact.
Lemma 6 (Lemma III.5 of Ref. [50]). Let P and Q
be projectors on Cd of rank p and q, respectively. Let
U ∈ U(d) be Haar random. It holds that
∀z > 0 : Pr
U
[
d
pq
trQUPU† ≥ 1 + z
]
≤ exp[−pqf(z)],
∀z ∈ (0, 1) : Pr
U
[
d
pq
trQUPU† ≤ 1− z
]
≤ exp[−pqf(−z)],
where
f(z) = z − ln(1 + z) ≥

(1 + z)/2 z ∈ [5,∞)
(1− ln 2) z2 z ∈ (−1, 1]
z2/2 z ∈ (−1, 0]
.
Ref. [50] does not explicitly cover the z > 1 case for
the first inequality, though it implicitly covered in their
proof. See Appendix A.
B. Joint Measurement
This section constitutes the proof of Lemma 5.
1. Packing net I
Suppose 3r < d. Let
U =
Ir 0 00 Ar×r Br×(d−2r)
0 C(d−2r)×r D(d−2r)×(d−2r)
 (25)
be a unitary matrix of U(d− r) with blocks as indicated,
embedded into U(d). For 0 ≤ t ≤ 1, define
ρt,I =
 (1− t2)Ir/r t
√
1− t2Ir/r 0
t
√
1− t2Ir/r t2Ir/r 0
0 0 0d−2r
 , (26)
ρt,U = Uρt,IU
†.
It is a maximally mixed state on an r-dimensional sub-
space. We claim that the distance between ρt,U satisfies
‖ρt,U − ρt,Id−r‖1 ≥
t
√
1− t2
r
trC†C (27)
where C is as in Eq. (25). To prove this, observe that
‖ρt,U − ρt,Id−r‖1 ≥ | tr[(ρt,U − ρt,Id−r )V ]| where
V =
A 0 BF0 E 0
C 0 DF

and E ∈ U(r) and F ∈ U(d − 2r) are arbitrary. Abbre-
viate as α = (1 − t2)/r, β = t√1− t2/r, and γ = t2/r.
Expanding the formula,
tr[(ρt,U − ρt,Id−r )V ]
= tr

 0 β(A† − I) βC†β(A− I) γ(AA† − I) γAC†
βC γCA† γCC†

A 0 BF0 E 0
C 0 DF


= tr
βC†C ? ?? (γAA† − I)E ?
? ? (βCB + γCC†D)F
 .
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For some unitary E and F , the trace of the last two entries
become the trace norm of the matrices in the parentheses,
which are non-negative. This proves Eq. (27).
Lemma 7. If 0 < t < 1/2 and r < d/3, there exists a fi-
nite subset {Ui} ⊂ U(d−r) of cardinality N ≥ exp(dr/54)
such that ‖ρt,Ui−ρt,Uj‖1 > t/4 for any i 6= j. The Holevo
χ0 of {ρt,Ui}Ni=1 fulfills χ0 ≤ t2 ln edt2r .
Proof. Lemma 6 states that if U is a Haar random unitary
matrix of dimension k, then any k1 × k2 subblock K of
U satisfies
Pr
[
k
k1k2
tr(K†K) < 1− z
]
≤ exp(−k1k2z2/2)
for z ∈ (0, 1). Eq. (27) says that ‖ρt,Id−r − ρt,U‖1 ≤ t/4
implies d−rr(d−2r) trC
†C ≤ 1√
3
< 1− 13 . Therefore,
Pr[‖ρt,Id−r − ρt,U‖1 ≤ t/4] ≤ e−r(d−2r)/18 < e−rd/54,
and we resort to the probabilistic existence argument.
Next, we estimate the Holevo information χ. Since
U is unitary, we have S(ρt,U ) = S(ρt,Id−r) = ln r. By
the concavity of entropy, the ensemble average may be
replaced with ρ¯t =
∫
dUρt,U , only to increase the entropy.
By Schur’s lemma, the matrix ρ¯t is diagonal, and has
entropy
S(ρ¯t) = H(t
2) + (1− t2) ln r + t2 ln(d− r),
where H(t2) = −t2 ln(t2)− (1− t2) ln(1− t2) is the binary
entropy. Combining, we have χ/n ≤ H(t2) + t2 ln d−rr .
Using H(z) ≤ z ln(e/z), we finish the proof.
2. Packing nets II & III
Assume that d is an even number, and fix a projector
Q = diag(1, . . . , 1, 0, . . . , 0) of rank r ≤ d/2. For any d×d
unitary U and 0 ≤ t ≤ 1, define
τt,U =
1 + t
2r
UQU† +
1− t
2(d− r) (Id − UQU
†). (28)
Given an ensemble {τt,U}, the entropy of the ensemble
average is certainly at most ln d. The entropy of τt,U is
equal to H((1 + t)/2) + 1+t2 ln r +
1−t
2 ln(d − r), where
H(·) is the binary entropy. Therefore, the Holeve χ0 is
bounded as
χ0 ≤ 1
2
ln
d2
r(d− r) +
t
2
ln
d− r
r
−H
(
1 + t
2
)
. (29)
Next, if A denotes the upper-left r×r and C the lower-left
(d− r)× r submatrix of U , we have
trAA† + trCC† = r
trBB† + trDD† = d− r (30)
trCC† + trDD† = d− r
and
τt,U − τt,Id =(
αAA† + βBB† − αIr ?
? αCC† + βDD† − βId−r
)
where α = (1+t)/2r and β = (1−t)/2(d−r). Multiplying
a unitary diag(−Ir, Id−r) on the right of τt,U − τt,Id , we
see that
‖τt,U − τt,Id‖1
≥ α tr(CC† −AA†) + β(DD† −BB†) + (d− r)β − rα
= 2(α− β) tr(CC†) by Eq. (30)
=
(
1 + t
r
− 1− t
d− r
)
trCC†. (31)
Lemma 8. Suppose r = d/2. Then, there exists a finite
subset {Ui} ⊂ U(d) of cardinality N ≥ exp(d2/32) such
that ‖τt,Ui − τt,Uj‖1 > t/2 for any i 6= j. The Holevo χ0
fulfills χ0 ≤ t2.
Proof. Eq. (29) becomes χ/n ≤ ln 2 − H((1 + t)/2) ≤
t2. Eq. (31) says that if ‖τt,U − τt,I‖1 ≤ t/2, then
(4/d) trCC† ≤ 1/2. Lemma 6 states that this happens
with probability at most exp(−d2/32). The probabilistic
existence argument applies.
Lemma 9. Set t = 1. Suppose  ∈ (0, 1), and r <
d(1− )/6. Then, there exists a finite subset {Ui} ⊂ U(d)
of cardinality N ≥ exp((1 − )rd/2) such that ‖τ1,Ui −
τ1,Uj‖1 > 2 for any i 6= j. The Holevo χ0 fulfills χ0 ≤
ln(d/r).
Proof. Eq. (29) becomes χ0 ≤ ln(d/r). Eq. (31) says that
if ‖τt,U − τt,I‖1 ≤ 2, then dr2 trAA† ≥ (1− )d/r, which
is greater than 6 when r < d(1− )/6. By Lemma 6, this
happens with probability at most exp(−r2(1− )d/2r) =
exp(−rd(1− )/2) . The probabilistic existence argument
applies.
C. Independent Measurement
Proof of Theorem 4 continued from p. 9. Since
√
1− F
is a metric (Bures metric) on the space of states, if there
is a set of states ρi such that 1 − F (ρi, ρj) > δ for all
i 6= j, then for any ρ there is at most one ρi such that
1 − F (ρi, ρ) ≤ δ/4. In the regime where δ is close to 1,
we can use Packing Net III analyzed in Lemma 9. Since
1− T ≥ 1−√1− F 2 ≥ F 2/2, we obtain a packing net of
cardinality N = exp(Ω(rd(1− δ)4)) in which every state
has rank at most r and every pair has infidelity at least
δ ∈ (0, 1).
In order to compute Holevo information and to account
for the small δ regime, we consider the following set of
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states. Define for t ∈ (0, 1) and U ∈ U(d− 1)
ωt,I =
(1− t) tIr/r
0d−r−1
 (32)
ωt,U = Uωt,IU
† (33)
where U is embedded into U(d) similarly as in Eq. (25).
ωt,U has rank r + 1 < d. Applying the defining formula
F = tr
√√
ωt,Iωt,U
√
ωt,I with the observation that ωt,U
is a mixture of two orthogonal states, we obtain
1− F (ωt,U , ωt,I) = t(1− F (τ ′I , τ ′U )) (34)
where τ ′U = Uτ
′
IU
† is the (d− 1)-dimensional state that
is maximally mixed on an r-dimensional subspace. (τ ′U is
equal to τt=1,U of Eq. (28) except the size.) Since
T 2 ≤ 2(1− F )
by Eq. (1), we can apply the probabilistic existence argu-
ment to find a set of states of cardinality exp(Ω(rd)) that
are δ = Ω(t)-separated in infidelity.
For the full rank case where the accuracy is measured
in the trace distance, we use Packing Net II analyzed
in Lemma 8, from which we know there are exp(Ω(d2))
states separated by the trace distance Ω(t).
Bounds for the Holevo information are supplied by the
following two lemmas.
Lemma 10. Suppose ~M (a) for each a = 1, . . . , n is a
POVM on Cd. Consider τt,U in Eq. (28) with r = d/2.
For any distribution of unitaries {Uj} ⊆ U(d) there exists
W ∈ U(d) such that the Holevo information of{
tr
(
(τt,WUj )
⊗n
n⊗
a=1
~M (a)
)}
is at most nt2/d.
Proof. The first term of the Holevo information χ is the
Shannon entropy of the distribution
p = E
τ
tr
(
τ⊗n
n⊗
a=1
~M (a)
)
whose marginal is equal to Eτ tr(τ ~M (a)). By the subad-
ditivity of entropy, we have
H(p) ≤
n∑
a=1
H(E
τ
tr(τ ~M (a))).
It follows that
χ{WτjW †} ≤
n∑
a=1
χa{WτjW †} (35)
where the subscript a means with respect to ~M (a). Min-
imizing the right-hand side by varying W , we see there
exists W such that
χ{ρWUj} ≤ min
V
∑
a
χa{τV Uj}.
The minimum on the right-hand side is at most the aver-
age over V from the Haar measure.
min
V
∑
a
χa{τV Uj} ≤ E
V
∑
a
χa{τV Uj}.
By concavity of entropy,
E
V
∑
a
χa{τV Uj} ≤
∑
a
χa{τt,U : Haar uniform U ∈ U(d)}.
Hence, it suffices to prove the lemmas when the initial
distribution of Uj is Haar uniform, which we assume here-
after. In addition, it suffices to consider rank-1 POVM
elements since one can always decompose a POVM ele-
ment into rank-1 projectors of some positive weight. Let
each POVM element be Mi = wid |ai〉 〈ai|.
The outcome probability is
pi ≡ tr(Miτt,U ) = wid
(
2t
d
tr(P
(i)
1 UPd/2U
†) +
1− t
d
)
=: wi(1− t+ tZ(i)d,d/2)
where P
(i)
1 = |ai〉 〈ai|. Since EU Z(i)d,d/2 = 1 for any i (see
Eq. (38) below), the Holevo information per copy is
χa =
m∑
i=1
−E[pi] lnE[pi] + E
U
[pi ln pi]
=
m∑
i=1
wi E
U
[
(1− t+ tZ(i)d,d/2) ln(1− t+ tZ(i)d,d/2)
]
≤
m∑
i=1
wit
2
(
E
U
[
(Z
(i)
d,d/2)
2
]
− 1
)
.
Since EU (Z(i)d,d/2)
2 = (1 + 2/d)/(1 + 1/d) for any i (see
Eq. (39) below), we have
χ(τt,U ) ≤
n∑
a=1
χa ≤ nt2/(d+ 1). (36)
This completes the proof of Lemma 10.
Random variable Z. Define the random variable Zn,m to
be
Zn,m :=
n
m
x21 + · · ·+ x22m
x21 + · · ·+ x22n
(37)
where xi are independent identical Gaussians with mean
0 and variance 1/2. Here we show
EZn,m = 1, (38)
EZ2n,m =
1 + 1/m
1 + 1/n
, (39)
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by deriving the probability density function p(Zn,m = z)
on [0, n/m]
p(z) =
mΓ(n)
nΓ(n−m)Γ(m)
(mz
n
)m−1 (
1− mz
n
)n−m−1
.
(40)
To this end, let x = (x1, . . . , x2m) and y =
(x2m+1, . . . , x2n) be Cartesian coordinates for R2n.
Let d2m−1Ωx and d2n−2m−1Ωy be the solid an-
gle elements of respective dimensions. Then the
volume form dV = d2mxd2n−2my is equal to
|x|2m−1|y|2n−2m−1d|x|d|y|dΩxdΩy. Defining new vari-
ables r, θ by |x| = r cos θ and |y| = r sin θ (θ ∈ [0, pi/2]),
we see that the (2n− 1)-dimensional solid angle element
is
dV
dr
∣∣∣∣
r=1
= cos2m−1 θ sin2n−2m−1 θdθdΩxdΩy
Since our variable Zn,m = (n/m) cos
2 θ =: (n/m)u is a
function of θ only, we integrate out dΩxdΩy, and use the
relation dθ = u−1/2(1 − u)−1/2du to arrive at Eq. (40)
after normalization using Eq. (16).
Lemma 11. Let t ∈ (0, 1/3) and d ≥ 3. Suppose ~M (a)
for each a = 1, . . . , n is a POVM on Cd. For any distri-
bution of unitaries {Uj} ⊆ U(d−1) there exists W ∈ U(d)
such that the Holevo information of{
tr
(
(Wωt,UjW
†)⊗n
n⊗
a=1
~M (a)
)}
is at most 4(nt2/r) ln(2/t) where ω is as in Eq. (33).
Proof. The first stage of the proof is similar to that
of Lemma 10; we use the freedom W and consider
Wωt,V UjW
† for some W ∈ U(d) and V ∈ U(d − 1). By
varying V , we may assume that our ensemble MW is
MW = {Wωt,UW † : U ∈ U(d− 1) is Haar random. }
and we will estimate the Holevo information per copy χa
of this ensemble.
There is still remaining freedom to choose MW using
W ∈ U(d). Certainly,
min
W
χa(MW ) ≤ E
W
χa(MW )
where the average over W is with respect to Haar ran-
dom W and the inequality is saturated when our POVM
consists of rank-1 projectors |v〉 〈v| from Haar uniform
distribution, which we assume hereafter.
The outcome probability density is
p(|v〉 , U) ≡ tr(d |v〉 〈v|ωt,U )
= d(1− t)|v1|2 + td
r
(1− |v1|2) tr(UPrU†P1)
= (1− t)Zd,1︸︷︷︸
v
+t
d− Zd,1
d− 1 Z
′
d−1,r︸ ︷︷ ︸
z
where v1 is one component of the vector v, Pr and P1
are r- and 1-dimensional projectors, respectively, and in
the third line we used the notation in Eq. (37). We use
the notation Zd,1, Z
′
d−1,r to mean two independent ran-
dom variables defined according to (37) for appropriate
choices of n,m. Since we do not use all the degrees of
freedom in U , we can think of v, z as our random vari-
ables (distributed according to Zd,1, Z
′
d−1,r respectively),
corresponding to outcome probability
p(v, z) = (1− t)v + td− v
d− 1z. (41)
Now,
χa = E
v
[
−p(v,E
z
[z]) ln p(v,E
z
[z]) + E
z
[p(v, z) ln p(v, z)]
]
,
and we use Ez z = 1,Ez z2 = (1 + 1/r)/(1 + 1/(d − 1)),
and
ln p(v, z) ≤ ln p(v, 1) + p(v, z)− p(v, 1)
p(v, 1)
,
to obtain
χa ≤ t
2(d− r − 1)
rd(d− 1) · Ev
(d− v)2
td+ (d− td− 1)v
≤ t
2
r
· E
v
1
t+ v/3
where the last line is because t < 1/3 and d ≥ 3.
The probability density function of v = Zd,1 is given
by Eq. (40)
f(v) = (1− 1/d)(1− v/d)d−2 < 1.
Since t > 0,
E
v
1
t+ v/3
=
(∫ 3
0
+
∫ d
3
)
f(v)
t+ v/3
dv
≤
∫ 3
0
dv
t+ v/3
+
∫ d
3
f(v)dv
< 3 ln(1 + 1/t) + 1
< 4 ln(2/t).
This completes the proof.
VII. IMPLEMENTATION ON A QUANTUM
COMPUTER
In this section we informally describe how our tomog-
raphy strategy can be implemented in time nO(dr) on a
quantum computer.
Our measurement involves a POVM with a continuously
infinite number of outcomes. However, it can be approxi-
mated with a finite POVM using ideas from [51]. The first
step is to measure λ, as proposed by Keyl-Werner [26].
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This can be done efficiently using the Schur transform [52]
or the quantum Fourier transform over the symmetric
group [53, 54].
Next, we would like to find a collection of unitaries
U1, . . . , Um such that
1
m
m∑
i=1
M(λ,Ui) ≈ Πλ.
This can be done by choosing m = O˜(dimQλ/2) random
unitaries, as proven in [51], which in turn was based on
[38]). The resulting measurement can be implemented by
the isometry
V = m−1/2
m∑
i=1
√
M(λ,Ui)⊗ |i〉 .
Using the Schur transform, this reduces to performing
the isometry
V˜ = C
m∑
i=1
√
qλ(Uiλ¯U
†
i )⊗ |i〉 ,
where C is a normalizing constant. This isometry can be
implemented using O((dimQλ)2m2) gates [55], which is
O˜(n2dr/2).
We conjecture that run-time poly(n, d, ln(1/)) is pos-
sible, but do not know how to achieve this, even in the
relatively simple case of r = 1.
VIII. DISCUSSION
The sample complexity of the general quantum tomog-
raphy problem is nearly resolved here. It is confirmed
up to logarithmic factors that one only needs as many
copies as the number of unknown parameters if one can
perform joint measurements. In addition, we have shown
information-theoretically that this optimal measurement
cannot be a combination of independent measurements.
Our result raises an important question on the perfor-
mance of adaptive measurements, where an individual
copy is measured at a time, but each measurement may
utilize the history of outcomes on other copies. Is there
an asymptotic separation between the power of adaptive
and collective measurements? Another open problem
is whether our joint measurement scheme can be imple-
mented efficiently on a quantum computer; we briefly
remark that the implementation is possible in a poly-
nomial time in n for a fixed d, but dependence on d is
exponential. There is a method to extract the eigenvectors
of a small-rank density matrix on a quantum computer
efficiently [56], but it remains challenging to convert the
eigenvector into a classical description.
An independent and concurrent work [39] analyzes
Keyl’s measurement strategy [16], and proves that it only
requires n = O(dr/2) copies to achieve  accuracy in
trace distance. This improves on our corollary for trace
distance by removing the logarithmic factor, but does not
imply our fidelity bound, which is incomparable to theirs.
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Appendix A: Overlap of random projectors
Here, we provide a self-contained proof of Lemma 6
(Lemma III.5 of Ref. [50]). We follow the ideas of Ref. [50]
and [57].
Lemma 12. Let D be the set of all d×d normalized den-
sity matrices of rank p, and ∆ be the set of all probability
vectors η of length p. Suppose D has a U(d)-invariant
probability measure dρ. Then, there exists a permutation-
symmetric probability measure dη on ∆ such that∫∫
dη dU f(UηU†) =
∫
dρ f(ρ)
for any continuous function f on D where dU is the
normalized Haar measure on U(d), and η in between
U and U† denotes the diagonal matrix with entries
(η1, . . . , ηp, 0, . . . , 0).
This means that the eigenvalues and the eigenvectors
can be treated as if they were “independent random vari-
ables.” Strictly speaking, dη and dU are not derived from
ρ; we just find that they induce the measure dρ on D by
the map (η, U) 7→ UηU†.
Proof. Since sorted eigenvalues are continuous functions
of the matrix, we have a map λ : D → ∆↓, which induces
a measure dλ on ∆↓, the set of all sorted non-negative p
real numbers summing to 1. The defining equation for
the induced measure is
∫
dρ g(λ(ρ)) =
∫
dλ g(λ) for any
continuous function g. Here, we have identified a vector
with a diagonal matrix padded with (d− p) zeros. Define
f¯(ρ) =
∫
dUf(UρU†)
so that f¯(ρ) = f¯(V ρV †) for any V ∈ U(d). Since dρ is
unitary invariant,
∫
dρf(ρ) =
∫
dρf(UρU†). Integrating
the both sides over U ,
∫
dρf(ρ) =
∫
dU
∫
dρf(UρU†) =∫
dρf¯(ρ). (All spaces are compact, so integration order
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never matters.) We can now prove an analogous version
of the lemma for ∆↓:∫
dρf(ρ) =
∫
dρf¯(ρ) =
∫
dρf¯(λ(ρ))
=
∫
dλf¯(λ) =
∫∫
dλdUf(UλU†)
In order to finish the proof, all we need is to divide ∆
into p! pieces, each of which is mapped to ∆↓ by per-
muting components up to measure zero sets, and assign
measure to each piece by dλ/p!. Thus defined dη on ∆ is
permutation-invariant.
Lemma 13. Let x1, x2, . . . be independent gaussian ran-
dom variables with mean 0 and variance 12 . Let U be
a Haar random unitary of dimension d, and P and Q
be d-dimensional projectors of rank p and q, respectively.
For any real number ξ, it holds that
Exi exp
[
ξ
2pq∑
i=1
x2i
]
≥ EU exp
[
ξd tr(QUPU†)
]
.
Proof. Consider Cdp = Cd ⊗ Cp, and define Q′ = Q⊗ Ip
to be the projector of rank qp. Without loss of gen-
erality, we assume that P,Q are diagonal. The ran-
dom tuple (x1, . . . , x2dp) has the probability density
1
pidp
exp(−r2)d2dpx where r2 = ∑2dpi=1 x2i . This means
in particular that the magnitude variable r and the direc-
tion variable xˆ = (x1, . . . , x2dp)/r are independent. The
direction variable xˆ defines a normalized pure state |xˆ〉
on Cd⊗Cp, and the sum ∑2pqi=1 xˆ2i can be regarded as the
squared norm of Q′ |xˆ〉.
2pq∑
i=1
x2i = r
2 〈xˆ|Q′ |xˆ〉 = r2 trQρ
where ρ is the reduced density matrix of |xˆ〉 on Cd.
As a random variable, ρ defines a U(d)-invariant mea-
sure on the set of all density operators of rank at most
p. By Lemma 12, ρ may be replaced with a random
vector variable η and a Haar random U . Due to the
permutation invariance and the normalization, we have
Eηi = Eηj = 1/p, so Eη
∑
i ηi |i〉 〈i| = P/p.
By the convexity of exp,
Exi exp
[
ξ
2pq∑
i=1
x2i
]
= ErEηEU exp
[
ξr2 trQUηU†
]
≥ EU exp
[
ξ(Err2)Eη trQUηU†
]
= EU exp
[
ξ(dp) trQU(P/p)U†
]
.
we complete the proof.
Proof of Lemma 6. Recall Markov’s inequality: For non-
negative real random variable X and a > 0, Pr[X ≥
a] ≤ EX/a. This is easily seen once we define Y = a
if X ≥ a and Y = 0 if X < a, so Y ≤ X. Then,
Pr[X ≥ a] = Pr[Y = a] = EY/a ≤ EX/a.
Let us abbreviate dpq trQUPU
† as Z. For any ξ > 0
and z > 0,
Pr[Z ≥ 1 + z] = Pr[eξZ ≥ eξ(1+z)]
≤ EUeξZe−ξ(1+z)
≤ Exi exp
[
ξ
pq
2pq∑
i=1
x2i
]
e−ξ(1+z)
= e−ξ(1+z)
(
1− ξ
pq
)−pq
The last equality is directly evaluated with PDF 1√
pi
e−z
2
.
The best bound is when ξ = pqz/(1 + z) > 0. Substitut-
ing this value for ξ, we prove the first inequality in the
theorem.
The opposite direction goes similarly. Let ξ > 0 and
z ∈ (0, 1).
Pr[Z ≤ 1− z] = Pr[e−ξZ ≥ e−ξ(1−z)]
≤ Ee−ξZeξ(1−z)
≤ E exp
[
− ξ
pq
2pq∑
i=1
x2i
]
eξ(1−z)
= eξ(1−z)
(
1 +
ξ
pq
)−pq
The best bound is when ξ = pqz/(1−z) > 0. Substituting
this value for ξ, we prove the second inequality in the
theorem.
The last inequality can be proved by examining extreme
values of, for example, g(z) = z − ln(1 + z)− (1− ln 2)z2.
The minimum values in the range z ∈ (−1, 1] occur at
z = 0, 1, where g(z) = 0.
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