Robot Motion Risk Reasoning Framework by Xiao, Xuesu et al.
Robot Motion Risk Reasoning Framework
Xuesu Xiao, Jan Dufek, Robin R. Murphy
Department of Computer Science and Engineering
Texas A&M University
College Station, Texas 77843
xiaoxuesu@tamu.edu, dufek@tamu.edu, robin.r.murphy@tamu.edu
Abstract
This paper presents a formal and comprehensive reasoning
framework for robot motion risk, with a focus on locomotion
in challenging unstructured or confined environments. Risk
which locomoting robots face in physical spaces was not for-
mally defined in the robotics literature. Safety or risk con-
cerns were addressed in an ad hoc fashion, depending only
on the specific application of interest. Without a formal defi-
nition, certain properties of risk were simply assumed but ill-
supported, such as additivity or being Markovian. The only
contributing adverse effect being considered is related with
obstacles. This work proposes a formal definition of robot
motion risk using propositional logic and probability theory.
It presents a universe of risk elements within three major risk
categories and unifies them into one single metric. True prop-
erties of risk are revealed with formal reasoning, such as non-
additivity or history-dependency. Risk representation which
encompasses risk effects from both temporal and spatial do-
main is presented. The resulted risk framework provides a
formal approach to reason about robot motion risk. Safety
of robot locomotion could be explicitly reasoned, quantified,
and compared. It could be used for risk-aware planning and
reasoning by both human and robotic agents.
Introduction
Robots are always used as a replacement for humans in
dirty, dull, or dangerous places (Murphy 2000). Those en-
vironments usually pose dangers or are inaccessible to hu-
man agents and are therefore considered to be too “risky”
for human venture. However, deploying robots into those
spaces also inevitably causes risk for the robots. Either be-
ing tele-operated or autonomous, the robot’s own safety may
be endangered by their interaction with the challenging en-
vironments. The usages of unmanned vehicles in situations
such as Urban Search And Rescue (USAR), nuclear oper-
ations, disaster robotics (Murphy 2014), etc., are examples
where the unstructured or confined environments pose ex-
treme risk for the robots tasked to operating in them. Al-
though consequences caused by accidents may not be fatal,
the cost to mend them is also expensive, in terms of mission-
criticalness, delay in response, economic loss, damage to the
environment, etc.
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Figure 1: Mine Disaster Borehole Entry (Murphy et al.
2009)
One example of robots being deployed to unstructured
or confined environments and face risk is victim search in
Crandall Canyon Mine (Utah) response in 2007. Borehole
entry (Fig. 1) utilizes the small boreholes which are drilled
into the mine into what is expected to be the affected area
and the robot uses those as entry point. The idea in the bore-
hole scenario is to insert a small robot into the borehole, drop
the robot to the floor, and explore the affected area (Murphy
et al. 2009). In region 1 (the borehole area), multiple risk
sources exist at the same time: due the small clearance of the
borehole, it is very likely that the robot will get jammed. Due
to the lack of casing of the borehole, falling rocks may dam-
age the robot. Drilling foam, water, and debris may cause
system malfunction as well. The vertically hanging robot
might spin and therefore lose controllability and mobility.
In region 2, the transition from the borehole to the mine,
mesh roof exists as the existent structure of the mine. The
robot faces risk due to the mesh roof interfering with hole
exit and reentry. Because the robot is tethered, risk of robot
tether getting tangled with the mesh roof is significant. Fur-
thermore, the transition from vertical mobility to operating
on mine floor also requires extra effort and induces risk. Re-
gion 3 is the inside of the mine, where extra risk sources
appear after the disaster. Terrain may be unstable due to run-
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ning water and mud, causing the robot getting trapped and
stuck. The robot also has to traverse soft drill tailings and
foam, or even equipment, before reaching the mine floor.
Any of those can pose risk to the robot. Lastly, while lo-
comoting in region 3, robot tether is still being extended or
retracted, interacting with the borehole (region 1) and the
mesh roof in the transition into the mine (region 2). Risk of
tether entanglement still exists.
Due to the variety of existing risk sources in borehole en-
try, the robot failed at Crandall Canyon Mine (Utah) in all
four runs during the response in 2007. The reasons for the
failure are: (1) the lowering system failed, (2) the robot en-
countered a blockage in the borehole, (3) The robot had to
be removed to clean the lens from the buildup of water, de-
bris, and drilling foam, (4) the robot tether was entangled
with the mesh and the robot was trapped on the way back.
After it was freed, the robot was lost when the tether finally
broke due to the actively eroding borehole’s severe washout
and large boulders.
How the variety of risk sources in the unstructured or con-
fined environment contribute to the high failure rate (100%)
of the deployment of a sophisticated robot system designed
and engineered for those purposes motivates a fundamental
reasoning framework which includes a formal definition of
risk locomoting robot faces in unstructured or confined envi-
ronments and an explicit representation to reason, quantify,
and compare risk.
Motivated by this, the paper formally defines robot mo-
tion risk using propositional logic and probability theory.
The use of those formal methods reveals the dependencies
of risk a robot faces at a certain point on a path on the his-
tory leading to this point. It also articulates how risks at in-
dividual steps are combined into risk of executing the entire
path. These are in contrast to the conventionally assumed but
ill-founded additive or Markovian properties. The proposed
framework also captures the combined effect from different
risk sources during robot locomotion, other than one ad hoc
risk (mostly obstacle-related). Building upon a comprehen-
sive universe of risk elements (not only obstacles), a variety
of adverse effects which exist in unstructured or confined
environments are categorized into locale-dependent, action-
dependent, and traverse-dependent risk elements. This ap-
proach is formal and therefore general, comprehensive, and
objective. The resulted risk framework provides a formal ap-
proach to reason and quantify motion risk and serves as a
tool for explicit and intuitive comparison between different
motion plans. It builds a formal common ground for risk-
aware behaviors. This fundamental framework could be used
for reasoning by both human and robotic agents.
Related Work
To the author’s best knowledge, a formal definition of risk
does not exist in the literature, except being referred to as
some negative impact or factor in ad hoc situations. Or
it is simply treated as a numerical measure of the sever-
ity/negativity related with certain aspects of motion. Due to
the lack of a formal definition of what risk is in the robotics
literature, the ad hoc risk representation used in existing
works has very low fidelity in modeling actual risk and lacks
comprehensiveness and accuracy. The two major categories
to model risk are (1) explicit ad hoc risk functions and (2)
(chance) constraints.
Ad Hoc Risk Functions
Soltani and Fernando represented the workspace by two risk
layers: hazard data and visibility layer. The risk of each
state along the path was computed based on the distance
to hazard and visibility value using fuzzy logic. The objec-
tive function was a weighted sum of the two layers accu-
mulated along the entire path. To the author’s best knowl-
edge, this is the only work in the literature that considered
more than one risk sources: risk from being close to hazard
and risk from having low visibility. A similar approach was
taken by De Filippis, Guglieri, and Quagliotti, where a risk
map was generated based on ground orography treated as
obstacle. Vian and Moore presented the idea of risk index
for any particular location (state) and assumed risk to be a
function of location only. Zabarankin, Uryasev, and Parda-
los based their risk representation on the same risk index
idea, whose value was proportional to risk factor and recip-
rocal to squared distance to threat. Risk caused by multiple
threats were summed and this accumulated value was inte-
grated along the path. Gu, Postlethwaite, and Kim further
proposed an accumulative parametrized function based on
distances to multiple threats. The set of functional parame-
ters were set manually. Feyzabadi and Carpin used a similar
distance-based function to represent state-dependent risk in
its experiment. Data-driven approaches to predict potential
risk of a certain state could also be seen in prior works. In the
field of Autonomous Underwater Vehicles (AUVs), Pereira
et al. defined risk as a function of state location with ship
occurrences averaged over time domain since historical Au-
tomated Identification System (AIS) data was available. In
traffic planing, Krumm and Horvitz utilized historical traf-
fic data to predict crash probability to represent the risk as-
sociated with driving through each corresponding highway
segment.
From the above-mentioned explicit ad hoc risk represen-
tation, distance to closet threat is the main risk element con-
sidered, in the form of hazard, orography, radar, obstacle,
etc. Although it is naturally assumed that being closer to
threat brings more risk, a formal definition of what risk is
is still missing. The actual meaning of the risk function is
unclear. (Soltani and Fernando 2004) is the only work that
considered multiple risk elements and the approach to com-
bine them was weighted sum based on human heuristics. All
those previous works explicitly represented risk as a func-
tion of current state alone. They also assumed that risk is
additive: risk associated with an entire path is a simple ad-
dition of all the risks at each individual states. However, the
justification of the state-dependency and additivity remains
missing.
(Chance) Contraints
Other than modeling risk using an explicit ad hoc risk func-
tion, other works addressed risk as constraint violation or
probability of constraint violation (chance constraints).
MDP: Reward with (Chance) Constraints A popular
approach to handle reward and risk is to use (PO)MDP.
As standard MDP inherently contains reward but not risk,
researchers have looked into representing risk as negative
reward (penalty) or constraints (C-POMDP) with unit cost
for constraint violation. Pereira et al. modeled constraints as
penalties on the reward by subtracting penalty from reward
function. Undurti and How modeled risk as constraint vi-
olation in MDP framework. Here, risk was treated as unit
cost incurred when a hard constraint on the system would
be violated. Going beyond negative reward and unit cost for
constraint violation, Chance Constrained Partially Observ-
able Markov Decision Process (CC-POMDP) was proposed
by Santana, Thie´baux, and Williams, which was based on a
bound on the probability (chance) of some event happening
during policy execution.
(Chance) Constrained RMPC Robust Model Predictive
Control (RMPC) is an alternative to MDP-based methods.
Luders, Kothari, and How proposed a chance-constrained
rapidly-exploring random tree (CC-RRT) approach, which
used chance constraints to guarantee probabilistic feasibil-
ity at each time step. Luders, Karaman, and How expanded
this approach to guarantee probabilistic feasibility over en-
tire trajectories (CC-RRT*). Other works emphasized on
risk allocation, i.e., to allocate more risk for more reward-
ing actions. Ono and Williams used a two stage optimiza-
tion scheme with the upper stage optimizing risk allocation
and lower stage calculating optimal control sequence that
maximizes reward, named Iterative Risk Allocation (IRA).
Vitus and Tomlin also used risk allocation and feedback con-
troller optimization to reduce conservatism and improve per-
formance. Risk was also represented as a bounded probabil-
ity of constraint violation.
All the approaches in the literature, which modeled risk
as chance constraints, only focused on risk, or constraints,
caused by collision with obstacles. With the system modeled
within Cartesian space, the constraints of the dynamic sys-
tem were formulated as no intersection between the robot
trajectory and obstacles in the environment at each time
step. Being modeled only in a geometric point of view, ap-
proaches to model risk caused by any other sources than
obstacles were overlooked, e.g., robot motor overheat, get-
ting stuck in granular environments, etc. Using chance con-
straints, risk was only a manually defined bound or threshold
of constraint violation probability. Furthermore, the tempo-
ral or spatial (multiple obstacles) dependencies of constraint
violation probability were either assumed to be independent
or relaxed using ellipsoidal relaxation technique or Boole’s
inequality. For example, the probability of constraint viola-
tion at this time step was assumed or relaxed to be only a
function of xt, the state at this time. These two methods,
especially when residing only in Cartesian space, neglected
the important dependencies on the motion history and the
rough approximation introduced significant conservatism.
To summarize existing works, explicit risk functions were
ad hoc and assumed ill-founded properties of risk, such as
additive and Markovian. (Chance) constrained methods only
addressed risk within a probability bound, and either as-
sumed temporal and spatial independence or used conser-
vative relaxation methods, which is equal to assuming in-
dependence. Furthermore, both methods only focused on
obstacle-related risk. This work proposes a formal definition
of robot motion risk using propositional logic and proba-
bility theory. The proposed framework unifies most existing
robot motion risk sources into one single metric to explicitly
represent risk levels of different motion plans. The formal
methods reveal contradicting risk properties: non-additivity
and history-dependency. This definition and representation
provide an intuitive approach to compare risk of different
paths to improve robot locomotion safety. As a new tool to
reason and quantify safety, this formal risk reasoning frame-
work could be used to compare grounded risk-awareness.
Formal Risk Definition
This work considers motion risk for mobile robots executing
a preplanned path. Risk in terms of a sequence of motion
(path) is formally defined as the probability of the robot not
being able to finish the path.
Before reasoning about risk of executing a path, the
workspace of the robot is firstly defined based on tessella-
tion of the Cartesian space, either in 2D or 3D, depending on
where the robot resides. Each tessellation is either a viable
(e.g. free) or unviable (e.g. occupied) state for the robot to
locomote. A feasible path plan P is defined to be an ordered
sequence of viable tessellations, called states and denoted as
si:
P = {s0, s1, ..., sn}, ||si − si−1||2 ≤ rc,∀1 ≤ i ≤ n,
where rc is the maximum distance between two consecu-
tive states for the path to be feasible.
A state on the path is finished by the robot reaching the
state within an acceptable tolerance and ready to move on to
the next state. A state is not finished due to two main reasons:
the robot crashes or gets stuck. In order to finish the path of
n states, the robot faces r different risk elements. which will
possibly cause not finishing the path (crash or getting stuck).
Three types of events are defined:
• F – the event where the robot finishes path P
• Fi – the event where the robot finishes state i
• F ki – the event where risk k does not cause a failure at
state i
The reasoning about motion risk is based on three as-
sumptions, which are expressed by propositional logic:
1. Path is finished only when all states are finished:
F = Fn ∩ Fn−1 ∩ ... ∩ F1 ∩ F0
2. A state is finished only when all risk elements do not
cause failure:
Fi = F
1
i ∩ F 2i ∩ ... ∩ F r−1i ∩ F ri
3. Finish or fail a state because of one risk element is con-
ditionally independent of finish or fail that state because
of any other risk element, given the history leading to the
state:
(F 1i |
i−1⋂
j=0
Fj) ⊥⊥ (F 2i |
i−1⋂
j=0
Fj) ⊥⊥ ... ⊥⊥
(F r−1i |
i−1⋂
j=0
Fj) ⊥⊥ (F ri |
i−1⋂
j=0
Fj)
As complement of the formal risk definition proposed by
this work, the probability of the robot being able to finish the
path could be written as P (F ):
P (F ) = P (Fn ∩ Fn−1 ∩ ... ∩ F0)
= P (Fn|Fn−1 ∩ ... ∩ F0) · ... · P (F1|F0) · P (F0)
=
n∏
i=0
P (Fi|
i−1⋂
j=0
Fj)
=
n∏
i=0
P (F 1i ∩ F 2i ∩ ... ∩ F ri |
i−1⋂
j=0
Fj)
=
n∏
i=0
P (F 1i |
i−1⋂
j=0
Fj) · ... · P (F ri |
i−1⋂
j=0
Fj)
=
n∏
i=0
r∏
k=1
P (F ki |
i−1⋂
j=0
Fj)
(1)
The first, second, fourth, and fifth equal signs are due to
assumption 1, probability chain rule, assumption 2, and as-
sumption 3, respectively. The third and sixth are simply re-
formulation. Therefore, the formal risk definition, the proba-
bility of not being able to finish the path, is the probabilistic
complement:
P (F¯ ) = 1− P (F )
= 1−
n∏
i=0
r∏
k=1
P (F ki |
i−1⋂
j=0
Fj)
= 1−
n∏
i=0
r∏
k=1
(1− P (F¯ ki |
i−1⋂
j=0
Fj))
(2)
In terms of risk representation, the risk of path P is de-
noted as risk(P ) and is equal to P (F¯ ). P (F¯ ki |
i−1⋂
j=0
Fj)
means the probability of risk k causes a failure at state i,
given the history of finishing s0 to si−1. It is therefore de-
noted as the kth risk robot faces at state i given that s0 to
si−1 were finished: rk({s0, s1, ..., si}).
Writing in risk representation form will yield:
risk(P ) = 1−
n∏
i=0
r∏
k=1
(1− rk({s0, s1, ..., si})) (3)
This is the proposed robot motion risk framework to quan-
tify the risk of executing the path. In contrast to the tradi-
tional additive state-dependent risk representation, the pro-
posed approach gives a probability value in [0, 1] instead of
Figure 2: Universe of All Risk Elements
[0,∞]. It does not require the ill-founded additivity assump-
tion for risk. More importantly, the conditional probability
in Eqn. 2 clearly shows the dependency of risk at certain
state on the history, not only the state itself. So the risk the
robot is facing at a certain point is not only state-dependent,
but also depends on the history leading to this state. For ex-
ample, if the robot takes a very muddy path to come to a
muddy state, the probability of getting stuck at this state is
high, due to the mud built up on the wheels or tracks in the
history. However, if a clean path was taken, risk at this very
same state may be minimum, since clean wheels or tracks
can easily maintain sufficient traction.
Despite the dependencies in the temporal domain, condi-
tional independence among different risk elements at a cer-
tain state given the history is still assumed. For instance, if
the robot will crash to the closest obstacle is independent of
if the robot will tip over due to a sharp turn. This indepen-
dence assumption matches with the intuition when multi-
ple unrelated risk sources are affecting the robot at the same
time. Along the direction of the path, risk the robot faces at
each individual state is dependent on history (longitudinal
dependence), while at each state, the risks caused by differ-
ent risk elements are independent (lateral independence).
Risk Universe and Categories
The formal definition and explicit representation reveal the
longitudinal dependence of risk at a certain state on the his-
tory. Mathematically speaking, the dependency is on the en-
tire history in general. However, in practice, the dependency
of different risk elements may have different depth into the
history, e.g. crash to a very close obstacle is only depen-
dent on the closeness of this state to obstacle or crash due
to an aggressive turn is only dependent on two states back
in the history. In this work, risk elements are divided into
three categories: locale-dependent, action-dependent, and
traverse-dependent risk elements. Fig. 2 shows a universe
of risk elements, and the categories they belong to. The list
is not exclusive. More importantly, the subset/superset rela-
tionship between the three categories are displayed: locale-
dependence ⊂ action-dependence ⊂ traverse-dependence.
This section will explain each categories.
Locale-dependent Risk Elements
Locale-dependent risk is the most special case in history de-
pendence, since its dependency on history could be entirely
relaxed. That is:
P (F¯ ki |
i−1⋂
j=0
Fj) = P (F¯ ki ) (4)
The word locale connotes the meaning of “location”, “po-
sition”, or where the robot is currently at. It has similar con-
notation as the concept of “state” in (Cartesian) configura-
tion space, but also emphasizes the relationship with the cur-
rent proximity of the environment. This category of risk ele-
ments has been covered in existing literature under the name
of “location” or “state” and was assumed to be the only type
of risk elements. This type of traditional risk elements could
be evaluated on the state alone, not depending on history.
Action-dependent Risk Elements
Action-dependent risk is a special case of risk’s history
dependency, between the general traverse-dependence and
the most special locale-dependence. The depth of action-
dependent risk elements’ history dependency is two states
back, such that the finishing of the last two states have im-
pact on the risk the robot is facing at the current state:
P (F¯ ki |
i−1⋂
j=0
Fj) = P (F¯ ki |Fi−2 ∩ Fi−1) (5)
This category of risk elements usually focuses on the tran-
sitions between states, including the effort necessary to initi-
ate the transition and the difference between two consecutive
transitions.
Traverse-dependent Risk Elements
Traverse-dependent risk is the general form of risk’s history
dependency, which encompasses both locale-dependent and
action-dependent risk elements. The general form has a full
depth of history dependency and looks back to the whole tra-
verse from start leading to the current state. Finishing of all
the history states has impact on the finishing of the current
state:
P (F¯ ki |
i−1⋂
j=0
Fj) = P (F¯ ki |Fi−1 ∩ Fi−2 ∩ ... ∩ F1 ∩ F0) (6)
Risk Representation Results
With the formal definition of risk as the probability of the
robot not being able to finish the path, along with three cat-
egories of, locale-dependent, action-dependent, and traverse
dependent, risk elements, this section presents a step-by-step
example explaining given a feasible path in an unstructured
or confined environment, how risk is represented as a nu-
merical probabilistic value to reason about the risk the robot
faces at each individual state and along the entire path. Other
examples are also provided and compared with conventional
additive state-dependent risk representation.
Eqn. 3 is the basic formulation for risk representation. The
risk of executing the entire path P is evaluated based on the
contributions each individual risk element (risk element 1 to
r) has at each individual state on the path (state 0 to n). Con-
ventional risk representation approaches assumed additivity
of risk, i.e. the risk of an entire path is the summation of the
risks of individual states. The additivity, however, is not well
supported. The result of the conventional risk representation
was a risk index in [0,∞], whose definition and meaning
remain unclear. They also only considered locale-dependent
risk, ignoring all the dependencies on the finishing of history
states, i.e. action-dependent and traverse-dependent risk ele-
ments. The proposed approach is grounded on a formal risk
definition and uses propositional logic and probability the-
ory to combine the individual effect of risk at state and risk
caused by individual risk element into risk of a path. It also
considers action-dependent and traverse-dependent risk el-
ements, in addition to locale-dependent risk elements. The
output of the proposed risk representation is a risk value ex-
actly as the probability of the robot not being able to finish
the path.
As shown in Eqn. 3, given a state si, the risk contributed
by one risk element rk is in general dependent on the history
states on the traverse s0, s1, ..., si−1. The value of this par-
ticular risk, as the probability of this risk element k causes
failure at this state i, could be computed either empirically
or theoretically. In the absence of an theoretical approach to
compute the probability value, this risk could be calculated
based on the extent of the adverse property, e.g. being closer
to obstacle, making sharper turn, and having more tether
contact points (Xiao et al. 2018) will have a higher proba-
bility of failure at this state. Those probability values could
be empirically determined.
In order to illustrate risk representation, this section uses a
tethered UAV (Xiao, Dufek, and Murphy 2019) as example,
and three representative risk elements are chosen in order
to cover all three risk categories and maintain simplicity at
the same time. The three example risk elements are distance
to closest obstacle as locale-dependent risk element, turn as
action-dependent risk element, and number of contact points
as traverse-dependent risk element. The workspace is based
on the tessellation of 2D Cartesian space, surrounded by ob-
stacles and one extra obstacle in the middle. The workspace
and example path to be evaluated is shown in Fig. 3. For bet-
ter illustration, other than the index of each state (0−11), the
subscript also corresponds to the index of rows and columns
of the state in the 2D occupancy grid (first and second col-
umn in Tab. 1).
The path starts from the upper left corner (s22) and ends
at the lower right corner (s910). For each state, all three risk
elements are evaluated. Risk caused by distance to closest
obstacle is only based on the current locale alone, where the
current state locates. The distance value to the closest ob-
stacle is mapped into a risk value empirically, denoting the
probability of not being able to finish this state (third column
in Tab. 1). Risk caused by turn is action-dependent, so two
states back need to be investigated. Based on the difference
of the two consecutive actions, a risk value is empirically
assigned (forth column in Tab. 1). For traverse-dependent
Figure 3: Example Environment and Path for Risk Repre-
sentation
number of tether (shown as thin black lines) contact points,
by looking back at the entire traverse, the number of con-
tact points could be determined (Xiao et al. 2018). Here we
simply assign 0.03 probability of not finish to states with one
contact point and 0 to those that don’t have one (fifth column
in Tab. 1).
Table 1: Risk Representation for Individual States and Risk
Elements (Probability Conditions are Omitted in the Nota-
tion for Brevity)
The sixth state s75 on the path is chosen as example to
illustrate how the three risk values from three risk elements
are computed (color-coded in Fig. 3 and Tab. 1). Due to the
closeness to the obstacle in the middle, the risk of collision
and therefore not being able to finish the state is 0.04. This
risk value only needs to be evaluated by the purple block
alone, the current state itself. By looking back two states into
history (s64 and s74), the robot needs to move down first and
then make a sharp 90◦ turn to move right. Due to the sharp-
ness of the turn, there is 0.04 probability that the robot can-
not make the turn and reach s75. Note that s75 should also
be in orange, but due to the overlap with purple the orange is
omitted. In terms of contact point, the entire traverse needs
to be taken into account (blue blocks), in order to determine
how many contact points are formed with this traverse from
start. The blue traverse in Fig. 3 forms one contact point at
the lower left corner of the red obstacle in the middle. There-
fore the risk due to number of contact points is 0.03 at state
s75. It is also worth to note that the orange blocks and pur-
ple block also have the color blue. If taking another traverse
from the right hand side of the red obstacle to come to the
same state s75, two contact points (upper right and lower
right corner of the middle obstacle) will be formed, instead
of one, causing more risk at the same state s75. Therefore
the entire traverse needs to be considered to determine the
risk value associated with number of contact points.
With all risk values from individual risk elements at in-
dividual states computed in Tab. 1, we can compute the
probability of being able to finish each state, shown in the
right column (P (Fi)). Taking s75 as an example again,
the probability of finishing s75 is the product of the prob-
abilities of all risk elements do not cause failure at this
state due to the lateral independence assumption (Eqn. 3):
(1−0.04)×(1−0.04)×(1−0.03) = 0.89. In order to finish
the path, all the states need to be safely finished. Based on
chain rule, the probability of finishing the path is the product
of all the entries in the right column: 0.99× 1× 1× 0.96×
0.96×0.98×0.89×95×0.97×0.97×0.94×0.93 = 0.62.
Note that in the first row of Tab. 1 probability conditions are
omitted in the notation for brevity. Taking the complement
will yield the probability of not being able to finish the path
as 1 − 0.62 = 0.38. This is the risk of the path in Fig. 3,
meaning if the robot executes this path, there is 0.38 proba-
bility that the robot is not able to finish the path.
Other risk representation examples are shown in Fig. 5.
As comparison, results of conventional risk-aware planner
based on additive state-dependent risk are presented in Fig.
4. The color of the arrows indicates the risk the robot faces
going to each state and the color map is displayed on the
right. The robot starts from the left of the map and the goal is
going to the right. Six risk elements are chosen as examples
from the three risk categories: distance to closest obstacle
and visibility from locale-dependent risk elements, action
length and turn from action-dependent risk elements, and
tether length and number of tether contacts from traverse-
dependent risk elements.
For distance to closest obstacle and visibility, fuzzy logic
similar to the approach used in (Soltani and Fernando 2004)
is used. The rationale behind this is the closer a state is to
obstacle or the lower visibility the state has, the higher prob-
ability that the robot is not able to finish this state. More
sophisticated probabilistic model could be used to capture
more complex risk relationship. The one important property
is locale-dependency. For action length, the risk value is pro-
portional to the norm of the difference between the last and
current state. Turning is the difference between two actions,
which is further the difference between two states. So second
to last, last and current state are taken into account. The risk
value is proportional to the norm of the difference between
two actions. Again, we assume an easy linear relationship
(a) Path 1 (b) Path 2
Figure 4: Conventional Risk Representation
(a) Path 1 (b) Path 2
Figure 5: Proposed Risk Representation
between risk and action length or turning magnitude. Tether
length and number of contacts are specific risk elements for
tethered robots. Both of them are traverse-dependent and
tether planning techniques developed by Xiao et al. can out-
put the length and number of contacts. We simply assume
risk is proportional to the length and number.
Fig. 4a shows the result of conventional additive state-
dependent risk representation. Due to the assumption of
state-dependency, action length, turn, and tether length,
number of contacts cannot be properly addressed by the rep-
resentation. The only possible risk elements are distance to
closest obstacle and visibility, which are evaluated based on
state alone. Their risk values at each state are combined us-
ing normalization and weighted sum (identical weights for
both risk elements) and summed up along the entire path.
Fig. 5b shows the result of the proposed probabilistic risk
representation. All six risk elements from all three risk cate-
gories could be properly addressed. The risk at each state is
now formulated as the probability of the robot not being able
to finish the state, displayed in color. The probability of not
being able to finish the path, as risk of the path, is computed
using propositional logic and probability theory (Eqn. 3).
As shown in Fig. 4 and 5, the preference (lower risk) of
the twisty path over straight path is switched when using the
proposed risk representation instead of the conventional ap-
proach. This is because the proposed framework is able to
consider more adverse effects due to action-dependent and
traverse-dependent risk elements. It is worth to note that the
fidelity of the model also depends on the accuracy of the fail-
ure probability value of each risk element at each state. How
to derive those values more precisely, either using theoreti-
cal, empirical, or experimental methods, will be the focus of
future work.
Another set of examples are shown in Fig. 6. Squeez-
ing through the narrow passage between obstacles com-
promises distance to closest obstacle and visibility (locale-
(a) Squeezing through (b) Detour
Figure 6: Path Risk Represented by Proposed Framework
dependent risk elements), but optimizes action length, turn,
tether length, and number of tether contacts. The path, which
would be preferred by the conventional approach by only
considering state-dependent risk elements (Fig. 6b), actually
has a higher probabilistic risk value (0.31 > 0.14).
Conclusions
This paper proposes a formal definition of robot motion risk
as the probability of the robot not being able to finish the
path, which does not exist in the literature. This formal and
general definition is applicable to any robotic agents loco-
moting in unstructured or confined environments. Therefore
risk-aware motion is grounded as the motion with maximum
probability of being safely finished. An explicit risk repre-
sentation approach using propositional logic and probabil-
ity theory is introduced. The use of these formal methods
reveals that the risk the robot faces at each state along the
path is not only a function of that current state itself, but
also dependent on the traverse the robot took from the be-
ginning. By considering not only locale-dependent, but also
action-dependent and traverse-dependent risk elements, the
proposed risk representation encompasses a comprehensive
risk universe in unstructured or confined environments, e.g.,
motor overheat due to aggressive turning, sensor deteriora-
tion due to accumulated environmental interactions, etc., in
addition to only obstacle-related risk. It also formally han-
dles their dependencies on the history (longitudinal depen-
dence). The inference using probability chain rule in the pro-
posed risk framework also avoids the ill-founded additive
assumption of risk along the entire path and other conser-
vative relaxation techniques in the literature. With a simple
lateral independence assumption and the formally reasoned
longitudinal dependence, risk is computed as a single proba-
bility value of the robot not being able to finish the path. The
proposed motion risk framework gives an explicit and intu-
itive comparison between different motion plans, or paths,
for both human and robotic agents. It can be used as a metric
to quantify safety for robust robot motion. Future work will
focus on developing theoretical or experimental, other than
empirical, methods for more precise individual risk values.
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