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Abstract
The underlying theme of Teihmuller's papers in funtion theory is a general
priniple whih asserts that every extremal problem for univalent funtions of
one omplex variable is onneted with an assoiated quadrati dierential. The
purpose of this paper is to indiate a possible way of extending Teihmuller's
priniple to several omplex variables. This approah is based on the Loewner
dierential equation.
1 Introduction
We denote by Hol(B
n
; C
n
) the set of all holomorphi maps from the open unit ball
B
n
:= fz 2 C
n
: jjzjj < 1g equipped with the standard Eulidean norm jj  jj of C
n
into C
n
. Endowed with the ompat{open topology of loally uniform onvergene,
the vetor spae Hol(B
n
; C
n
) beomes a Frehet spae. In geometri funtion theory,
the univalent maps in Hol(B
n
; C
n
) are of partiular interest and extremal problems
provide an eetive method for establishing the existene of univalent maps with
ertain natural properties.
This point of view is partiularly suessful in the lassial one{dimensional ase,
sine the lass
S := ff 2 Hol(D ; C ) : f(0) = 0; f
0
(0) = 1; f univalentg
of all normalized univalent (or shliht) funtions on the unit disk D := B
1
is a
ompat subset of Hol(D ; C ) and so any ontinuous funtional J : S ! R attains its
maximum value within the lass S. This means that there exists at least one F 2 S
suh that J(f)  J(F ) for any f 2 S. We all suh a map F an extremal funtion
for J over S.
Around 1938, Teihmuller [41℄ stated a general priniple whih roughly says that
any extremal problem over S is assoiated in a well{dened way with a quadrati
dierential. Teihmuller did not go on to give a preise formulation of his priniple
in upmost generality, but he did ontent himself with applying his priniple to a
number of spei, yet harateristi speial ases. Only muh later, Jenkins (see
Mathematis Subjet Classiation (2000) Primary 30C55  32H02  49K15
1
[20℄) sueeded in formulating what is alled the General CoeÆient Theorem and
whih an be regarded as a rigorous version of Teihmuller's priniple for a fairly
large lass of extremal problems.
In order to state Teihmuller's priniple, the following notion is useful.
Definition 1.1 ([40, 25℄)
Let Q be a meromorphi funtion on C . A formal expression of the form
Q(w) dw
2
is alled a quadrati dierential. A funtion F 2 S is alled admissible for the
quadrati dierential Q(w) dw
2
, if F maps D onto C minus a set of nitely many
analyti ars w = w(t) satisfying Q(w)dw
2
> 0.
Now, roughly speaking Teihmuller's priniple asserts that to eah quadrati dier-
ential one an assoiate an extremal problem for univalent funtions in suh a way
that the extremal funtions are admissible for this quadrati dierential. This prin-
iple has a partial onverse, rst established by Shier [36℄, whih says that for any
extremal problem for univalent funtions one an assoiate a quadrati dierential
Q(w) dw
2
so that the orresponding extremal funtions are admissible for Q(w) dw
2
.
For the sake of simpliity, we restrit our disussion to a partiular simple, yet im-
portant ase and onsider for a xed integer N  2 the N{th oeÆient funtional
J
N
(f) := a
N
; f(z) = z +
1
X
k=2
a
k
z
k
2 Hol(D ; C ) :
For this funtional, one an state the Teihmuller{Shier paradigma in a preise and
simple way, see [8, Chapter 10.8℄. We start with the Shier dierential equation.
Theorem 1.2 (Shier's Theorem)
Let F (z) = z +
1
P
k=2
A
k
z
k
2 S be an extremal funtion for Re J
N
over S and let
P
N
(w) :=
N 1
X
k=1
J
N
(F
k+1
)w
k
: (1.1)
Then F is admissible for the quadrati dierential
 P
N

1
w

dw
2
w
2
;
and F is a solution to the dierential equation
"
zF
0
(z)
F (z)
#
2
P
N
 
1
F (z)
!
= R
N
(z) ; (1.2)
2
with
R
N
(z) = (N   1)A
n
+
N 1
X
k=1

kA
k
z
k N
+ kA
k
z
N k

(1.3)
and
R
N
()  0 for all  2 D with equality for at least one 
0
2 D : (1.4)
Remarks 1.3
A few of remarks are in order.
(a) The only funtions F 2 S for whih Theorem 1.2 atually applies are the
Koebe funtions k(z) = z=(1   z)
2
with 
N 1
= 1. This is a onsequene
of de Branges' theorem [7℄, that is, the former Bieberbah onjeture, whih
states that ja
N
j  N with equality if and only if F (z) = z=(1   z)
2
with
jj = 1. However, Shier's method works for muh more general (\dieren-
tiable") funtionals J : S ! C as well, see [8℄. In this expository paper, we
nevertheless fous mainly on the simple funtional J
N
for various reasons. First
of all, the more general ases of Shier's theorem are essentially as diÆult to
prove as the ase J
N
. Seond, the relation to Teihmuller's priniple is most
easily desribed for the funtional J
N
. Finally, the main issue of this note
are extensions to higher dimensions with a view toward a higher dimensional
Bieberbah onjeture (see e.g. [5℄).
(b) In order to prove Theorem 1.2 one ompares the extremal funtion with nearby
funtions in the lass S. The onstrution of suitable omparison funtions is
a nontrivial task, beause the family S is highly nonlinear. In one dimension
there are several variational methods for univalent funtions available. We men-
tion the work of Shier, Shaeer & Spener, Goluzin and others, see [8, 25℄.
These methods are geometri in nature and make use of the Riemann map-
ping theorem and are thus speially one dimensional. A dierent approah is
possible by way of the Loewner equation and Pontyagin's Maximum Priniple
from optimal ontrol. We explain this in more detail below.
() Equation (1.2) is alled the Shier dierential equation. It is analogous
to the Euler equation in the lassial alulus of variations. Like the Euler
equation, it expresses the fat that every extremal funtion is a ritial point
of J
N
. However, an additional diÆulty arises, beause the Shier dierential
equation involves the initial oeÆients A
2
; : : : ; A
N 1
of the unkown extremal
funtion.
(d) It is not diÆult to show that F 2 S satises Shier's equation (1.2) suh
that the \positivity ondition" (1.4) holds if and only if F is admissible for the
quadrati dierential  P
N
(1=w)
dw
2
w
2
. See the proof of Theorem 1.2 in [8℄ for the
\only if"{part and e.g. [25, Proof of Theorem 7.5℄ for the \if"{part.
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(e) Theorem 1.2 an further be strengthened by showing that if F 2 S is extremal
for the funtional J
N
over S, then F is a one{slit map, that is, F maps D onto C
minus a single analyti ar. Moreover, this ar has several additional geometri
properties suh as inreasing modulus, the =4{property and an asymptoti
diretion at innity, see [8, Chapter 10℄ for more on this.
Theorem 1.4 (Teihmuller's CoeÆient Theorem [41℄)
Let P (w) = w
N 1
+ 
N 2
w
N 2
+   + 
1
w + 
0
be a polynomial. Suppose that
F (z) = z +
1
X
k=2
A
k
z
k
2 S
is admissible for the quadrati dierential
 P

1
w

dw
2
w
2
:
Then
Re J
N
(f)  Re J
N
(F )
for any
f 2 S(A
2
; : : : ; A
N 1
) :=
(
f(z) = z +
1
X
k=2
a
k
z
k
2 S : a
2
= A
2
; : : : ; a
N 1
= A
N 1
)
:
Equality ours only for f = F .
In short, under the assumptions of Theorem 1.4, that is, if F 2 S is a solution to
the Shier dierential equation (1.2) suh that the positivity ondition (1.4) holds,
then F is an extremal funtion for the real part of the Bieberbah funtional J
N
(f),
but subjet to the side onditions a
2
= A
2
; : : : ; a
N 1
= A
N 1
:
Conclusion 1.5
Let F (z) = z +
1
P
k=2
A
k
z
k
2 S. Then the ondition that
F is a solution to Shier's dierential equation (1.2) suh that (1.4) holds
is
(a) neessary for F being extremal for Re J
N
over the entire lass S, and
(b) suÆient for F being extremal for Re J
N
over the restrited lass S(A
2
; : : : ; A
N 1
).
Remark 1.6
Teihmuller was quite ondent about his result and he onjetured
1
that it an be
used to solve the
1
\Ih vermute, die Gesamtheit dieser Ungleihungen liefere eine vollstandige Losung des Bieber-
bahshen KoeÆzientenproblems" [41, p. 363℄
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General Coefficient Problem for Univalent Functions
Given F (z) = z +
1
P
k=2
A
k
z
k
2 S. Find for eah N 2 N ,
(
a
N
: f(z) = z +
1
X
k=2
a
k
z
k
2 S(A
2
; : : : ; A
N 1
)
)
:
The goal of this note is to show that Shier's theorem an be extended, at least in
spirit, to higher dimensions using the Loewner equation. We also give a statement of
Teihmuller's CoeÆient Theorem entirely in terms of the Loewner equation. This
prinipally opens up the possibility for an extension of Teihmuller's priniple to
higher dimensions.
The literature on univalent funtions in general, and the Loewner equation in parti-
ular, is extensive and there are several exellent survey papers available, see, e.g. [3℄.
We therefore have inluded only few referenes about the subjet. As this paper is
expository, it ontains virtually no proof. An exeption is Theorem 6.1.
2 The Loewner differential equation and the class S0
n
.
In higher dimensions, a major issue is the fat that the lass
S
n
:= ff 2 Hol(B
n
; C
n
) : f(0) = 0; Df(0) = id; f univalentg
of all normalized univalent mappings on B
n
is not ompat for any n  2. This is
easily seen e.g. by onsidering the nonompat family of shear mappings
z = (z
1
; : : : ; z
n
) 7! (z
1
+ z
2
2
; z
2
; : : : ; z
n
) ;  2 C ;
whih all belong to S
n
. In partiular, ontinuous funtionals J : S
n
! R do not
even need to have upper bounds if n  2. In order to study extremal problems
for univalent funtions in higher dimensions, it is therefore neessary to single out a
ompat sublass of S
n
, and one of the most studied lasses in this onnetion is the
lass S
0
n
of all mappings that admit a so{alled parametri representation by means
of the Loewner dierential equation. It turns out that the lasses S
0
n
are ompat for
eah n  2 and that S
0
1
= S.
We now briey desribe the lasses S
0
n
using almost standard notation.
Definition 2.1
Let
U
n
:=
n
h 2 Hol(B
n
; C
n
) : h(0) = 0; Dh(0) =   id; Rehh(z); zi  0 for all z 2 B
n
o
:
Here, h ; i denotes the anonial Eulidean inner produt of C
n
.
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It is not diÆult to see that a mapping h 2 Hol(B
n
; C
n
) satisfying h(0) = 0 and
Dh(0) =   id belongs to U
n
if and only if Reh h(z); zi > 0 for all z 2 B
n
nf0g, see
[4, Remark 2.1℄. In partiular, the set U
n
is exatly the lass  M withM as dened
e.g. in [16, p. 203℄.
Theorem 2.2 ([16℄: Theorem 6.1.39)
U
n
is a ompat and onvex subset of Hol(B
n
; C
n
).
Definition 2.3
Let R
+
0
:= ft 2 R : t  0g. A Herglotz vetor eld in the lass U
n
is a mapping
G : B
n
 R
+
0
! C
n
suh that
(i) G(z; ) is measurable on R
+
0
for every z 2 B
n
, and
(ii) G(; t) 2 U
n
for a.e. t 2 R
+
0
.
Theorem 2.4 (The Loewner Equation)
Let G be a Herglotz vetor eld in the lass U
n
. Then for any z 2 B
n
there is a
unique solution R
+
0
3 t 7! '(t; z) 2 B
n
of the initial value problem
'
t
(t; z) = G('(t; z); t) for a.e. t  0 ;
'(0; z) = z :
(2.1)
For eah t  0, the mapping e
t
'(t; ) : B
n
! C belongs to S
n
and the limit
f
G
:= lim
t!1
e
t
'(t; )
exists loally uniformly in B
n
and belongs to S
n
.
We refer to [16, Thm. 8.1.5℄ for the proof. The dierential equation in (2.1) is the
Loewner equation (in C
n
). It indues a map from the set of all Herglotz vetor elds
in the lass U
n
into the set S
n
. The range of this map plays a ruial role in this
paper:
Theorem 2.5
The set
S
0
n
:=
n
f
G
2 Hol(B
n
; C
n
) jG Herglotz vetor eld in the lass U
n
o
is a ompat subset of Hol(B
n
; C
n
) for eah n 2 N , and S
0
1
= S.
We refer to [16, Corollary 8.3.11℄ for a proof of the rst statement. The fundamental
fat that S
0
1
= S is a result of Pommerenke [24℄, see also [25, Chapter 6.1℄. We
also note that e
t
'(t; ) 2 S
0
n
for all t  0 for every solution to (2.1), see e.g. [39,
Lemma 2.6℄. The lass S
0
n
is exatly the lass of mappings in Hol(B
n
; C
n
) whih
6
have a parametri representation as introdued by Graham, Hamada and Kohr
[12, Denition 1.5℄, see also [13, 16℄.
Sine the lass S
0
n
is ompat, we an ask for sharp oeÆient bounds as in the
one{dimensional ase. More preisely, let f 2 S
0
n
. We write f = (f
1
; : : : ; f
n
) with
f
j
2 Hol(B
n
; C ), and onsider the oeÆient funtionals
J

(f) := a

; f
1
(z) = z
1
+
X
2N
n
0
;jj2
a

z

:
Here  = (
1
; : : : ; 
n
) 2 N
n
0
denotes a multi{index and jj = 
1
+ : : :+ 
n
. In view
of the Bieberbah onjeture, it is natural to onsider the extremal problem
max
f2S
0
n
Re J

(f) (2.2)
for eah multi{index  2 N
N
0
suh that jj  2. As in the one{dimensional ase, we
all a mapping F 2 S
0
n
extremal for the funtional ReJ

over S
0
n
, if
ReJ

(F ) = max
f2S
0
n
ReJ

(f) :
We an now formulate the problem.
Problem 2.6
For a multi{index  2 N
N
0
with jj  2 nd a neessary ondition for an extremal
mapping F 2 S
0
n
for the funtional ReJ

over S
0
n
. For the speial ase n = 1 this
ondition should redue to the Shier dierential equation (1.2). In addition, this
neessary ondition should be a suÆient ondition for extremality under suitable
side onditions.
3 Control–theoretic interpretation of the Loewner equation
In this setion we give an interpretation of the Loewner equation as an innite{
dimensional ontrol system in the Frehet spae Hol(B
n
; C
n
). For this purpose, we
gradually begin to hange notation.
Remark 3.1
It seems that Loewner himself was the rst who ame up with the idea of applying methods
from optimal ontrol theory to the Loewner equation. In 1967, his last student G.S. Goodman
[11℄ ombined Loewner's theory with the then new Pontryagin Maximum Priniple. Sine
then this approah has been used by many others, see e.g. [26, 1, 9, 10℄ and in partiular the
important ontributions of D.V. Prokhorov [27, 29, 30, 31℄. Reent appliations of optimal
ontrol methods to univalent funtions an be found e.g. in [28, 22℄.
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Definition 3.2 (Admissible ontrols, ontrol set)
Let G be a Herglotz vetor eld in the lass U
n
. We all the mapping
u = u
G
: R
+
0
! U
n
; t 7! G(; t) ;
an admissible ontrol (for the Loewner equation) and denote by U
n
the olletion
of all admissible ontrols. The lass U
n
is alled the ontrol set (of the Loewner
equation).
Remark 3.3 (Herglotz vetor elds as Hol(B n ; C n){valued measurable ontrols)
One might think of an admissible ontrol as a measurable mapping dened on the
time interval R
+
0
= [0;1) and with values in the ontrol set U
n
, whih is a subset of
the innite dimensional Frehet spae Hol(B
n
; C
n
).
We ontinue to hange notation and denote in the sequel the solutions '(t; ) of
the Loewner equation (2.1) by '
t
. Note that '
t
always belongs to the omposition
semigroup
S
n
:=
n
' 2 Hol(B
n
; C
n
) : '(B
n
)  B
n
; '(0) = 0
o
of all holomorphi selfmaps of the unit ball B
n
.
Definition 3.4 (Trajetories, state spae)
Let u 2 U
n
be an admissible ontrol. Denote by G the Herglotz vetor eld in the
lass U
n
suh that u = u
G
and let t 7! '
t
be the solution of the Loewner equation
(2.1) orresponding to G. Then we all the urve
x := x
u
: R
+
0
! S
n
; t 7! x
u
(t) := '
t
;
the trajetory (of the Loewner equation) for u. The set S
n
is alled the state spae
(of the Loewner equation).
Remark 3.5 (Solutions of the Loewner equation as S
n
{valued urves)
One might think of an trajetory x : R
+
0
! S
n
of the Loewner equation as an
a.e. dierentiable (and absolutely ontinuous) urve dened on the time interval
R
+
0
= [0;1) and with values in the state spae S
n
. The initial point of the urve is
the identity map.
In fat, this remark needs lariation. If x = x
u
: R
+
0
! S
n
is a trajetory of the
Loewner equation for u = u
G
, then for eah z 2 B
n
there is set N
z
 R
+
0
of measure
zero suh that the solution t 7! '(t; z) of (2.1) is dierentiable on R
+
0
n N
z
and the
Loewner equation holds for eah t 2 R
+
0
nN
z
. A normal family argument shows that
there is in fat a set N  R
+
0
of measure zero, whih does not depend on z, suh that
the Loewner equation (2.1) holds for eah t 2 R
+
0
nN and eah z 2 B
n
. In addition,

x(t) :=
'
t
t
2 Hol(B
n
; C
n
) for every t 2 R
+
0
nN :
8
Note that

x(t) =
'
t
(t; ) = G('(t; ); t) = u(t) Æ x(t) ; t 2 R
+
0
nN :
Conclusion 3.6 (The Loewner equation as a ontrol system on Hol(B n ; C n))
The Loewner equation has the following embarassingly simple form

x = u Æ x ;
x(0) = id :
(3.1)
This is a ontrol system on the innite dimensional Frehet spae Hol(B
n
; C
n
) with
state spae S
n
and ontrol set U
n
.
Remark 3.7
The simple form (3.1) of the Loewner equation is due to E. Shippers [38, Proposition 6℄.
Remark 3.8
If we dene
g : S
n
U
n
! Hol(B
n
; C
n
) ; g(x; u) := u Æ x ;
then the Loewner equation (3.1) takes the \traditional" form of a ontrol system:

x(t) = g(x(t); u(t)) for a.e. t  0 ;
x(0) = id :
(3.2)
Note that the Loewner equation (3.1) is a ontrol system whih is linear with respect
to the control.
We an now onsider the reahable set for time t of the Loewner equation, that is,
the set fx
u
(t) : u 2 U
n
g. However, in view of e
t
x
u
(t) 2 S
0
n
for eah t  0 and eah
u 2 U
n
(see Theorem 2.5), we strongly prefer to slightly abuse language and all
R(t) :=
n
e
t
x
u
(t) : u 2 U
n
o
; t 2 R
+
0
; resp. R(1) :=

lim
t!1
e
t
x
u
(t) : u 2 U
n

the reahable set for time t 2 R
0
+
[ f1g and
R :=
[
t2[0;1℄
R(t)
the overall reahable set of the Loewner equation.
Using these notions, our onsiderations an be summarized as follows.
Theorem 3.9 (S0
n
= reahable set of the Loewner equation)
S
0
n
= R = R(1) :
9
Remark 3.10
The idea of viewing the lasses S
0
n
as reahable sets of the Loewner equation has been
pioneered by Prokhorov [29, 30, 31℄ for n = 1 and by Graham, Hamada, G. Kohr and
M. Kohr [14, 15℄ for n > 1.
With the help of Theorem 3.9, extremal problems over the lass S
0
n
an be treated as
optimal ontrol problems. For the sake of simpliity, we again onsider only extremal
problems involving Taylor oeÆients of univalent maps.
Definition 3.11
Let  2 N
N
0
be a multi{index with jj  2. An admissible ontrol u

2 U
n
is alled
an optimal ontrol for the funtional J

: Hol(B
n
; C
n
) ! C on S
0
n
if the univalent
mapping
F
u

:= lim
t!1
e
t
x
u

(t) 2 S
0
n
is extremal for Re J

over S
0
n
.
Note arefully, that if F 2 S
0
n
is extremal for Re J

over S
0
n
, then any admissible
ontrol u : [0;1) ! U
n
whih generates F in the sense that F = F
u
, is an optimal
ontrol for J

. Problem 2.6 an now be stated in ontrol theoreti terms.
Problem 3.12
Let  2 N
N
0
be a multi{index with jj  2. Find a neessary ondition for an optimal
ontrol for the funtional J

: Hol(B
n
; C
n
)! C . In addition, this neessary ondition
should be a suÆient ondition for extremality under suitable side onditions.
4 The Pontryagin Maximum Principle for the class S0
n
The standard neessary ondition for an optimal ontrol is provided by the
Pontryagin Maximum Priniple,
see [2℄. We rst onsider the standard nite dimensional version.
Remark 4.1 (Prelude to the Pontryagin Maximum Priniple)
Let V be a nite dimensional omplex vetor spae. Suppose that the \state spae"
S is an open subset of V and that the \ontrol set" U is a ompat subset of V . Let
g : S  U ! V be a C
1
{funtion and let x
0
2 S be a xed \initial" state.
(I) The ontrol system
Consider

x(t) = g(x(t); u(t)) for a.e. t  0 ;
x(0) = x
0
;
(4.1)
and all a measurable ontrol u : R
+
0
! U admissible (for the system (4.1)), if
the solution x = x
u
to (4.1) exists for all a.e. t 2 R
+
0
.
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(II) The optimal ontrol problem
Let J 2 V

, that is, let J : V ! C be a C {linear (ontinuous) funtional and
let T > 0 be xed. We all an admissible ontrol u

: R
+
0
! U an optimal
ontrol for the funtional J : V ! C on S and time T > 0, if
Re J(x
u

(T )) = max
n
Re J(x
u
(T )) : u : R
+
0
! U admissible
o
: (4.2)
(III) The adjoint equation
Suppose that u : R
+
0
! U is an admissible ontrol and x = x
u
: R
+
0
! S is the
solution to (4.1). Then the linear (matrix) equation

(t) =  (t)D
x
g(x(t); u(t)) ;
(T ) = id ;
(4.3)
is alled the adjoint equation along (x; u) at T . Note that (t) 2 L(V ), the
set of linear (ontinuous) endomorphisms of V .
(IV) The Hamiltonian
The funtion H : S  L(V ) U ! C dened by
H(x;; u) := J(  g(x; u))
is alled the omplex Hamiltonian for the extremal problem (4.2). Note that
if we denote the transpose of a map  2 L(V ) by 

, then
H(x;; u) = 

(J)g(x; u)
We an now state the Pontryagin Maximum Priniple:
Theorem 4.2 (Pontryagin Maximum Priniple)
Let V be a nite dimensional omplex vetor spae and J 2 V

. Suppose that
u

: R
+
0
! U is an optimal ontrol for J : V ! C on S and time T > 0. Denote
by 

: R
+
0
! L(V ) the solution to the adjoint equation (4.3) along (x
u

; u

) at
T , then
Re H(x
u

(t);

(t); u

(t)) = max
u2U
Re H(x
u

(t);

(t); u) for a.e. t 2 [0; T ℄ :
The onlusion of Theorem 4.2 means that for a.e. t 2 R
+
0
the value u

(t) of the
optimal ontrol u

provides a maximum for the funtion
u 7! Re

(t)

(J)g(x

(t); u)
over the ontrol set U . For a proof of Theorem 4.2 we refer to any textbook on
optimal ontrol theory, see e.g. [43, p. 152 .℄.
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Remark 4.3 (On the denition of the Hamiltonian/The ostate equation)
Our denition of the Hamiltonian is slightly nonstandard. However, it is easy to
see its relation to the standard Hamiltonian formalism. Note that for V = C
n
we
an identify the dual spae V

with V and we an write the C {linear funtional
J : V ! C as J(y) = 
T
y for some vetor  2 V . Hene, if  : R
+
0
! L(V ) is the
solution of the adjoint equation (4.3) along (x; u) at T , then
	 := 
T
 = J( ) = 

(J) : R
0
+
! V

is the solution to the so{alled ostate equation

	(t) =  	(t)D
x
g(x(t); u(t)) ;
	(T ) = 
T
:
(4.4)
Therefore, the standard omplex Hamiltonian for the extremal problem (4.2),
H : S  V

 U ! C ; H(x;	; u) := 	
T
g(x; u) ; (4.5)
see [21, 30℄, is related to (our) omplex Hamiltonian by
H(x;; u) = H(x;	; u) ; 	 = 
T
 :
We next apply the Pontryagin mahinery as outlined above to the abstrat Loewner
equation (3.1), so we replae the nite dimensional omplex vetor spae V , the state
spae S  V , the ontrol set U  V and the ontrol system g : S  U ! V by
V = Hol(B
n
; C
n
) ; S = S
n
; U = U
n
; g(x; u) = x Æ u :
Remark 4.4
As we shall see, our sligthly nonstandard denition of the Hamiltonian proves itself as
user{friendly. The main reason for this is that the dual Hol(B
n
; C
n
)

of Hol(B
n
; C
n
)
an no longer be identied with Hol(B
n
; C
n
), and in fat the topologial struture
of Hol(B
n
; C
n
)

is fairly ompliated, see [6, 42, 17, 18℄. However, it will turn out
that in ase of the Loewner equation, the solutions of the assoiated adjoint equation
atually live in the \deent" vetor spae Hol(B
n
; C
nn
) of all holomorphi maps
from B
n
into C
nn
. Note that eah A 2 Hol(B
n
; C
nn
) gives rise to the ontinuous
linear operator A 2 L(Hol(B
n
; C
n
)) dened by
Af := A()f ; f 2 Hol(B
n
; C
n
) :
We proeed in a purely formal way in order to emphasize the analogy with the nite
dimensional ase, but wish to point out that the following formal onsiderations an
be made rigorous using the elegant Frehet spae alulus developed by R. Hamilton
[19℄. We start with the adjoint equation for the Loewner ODE.
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Control System on C
n
Loewner Equation
State spae S  C
n
S
n
 Hol(B
n
; C
n
)
Control set U  C
n
U
n
 Hol(B
n
; C
n
)
Controls u : R
+
0
! U u : R
+
0
! U
n
Trajetories x : R
+
0
! S x : R
+
0
! S
n
Equation

x = g(x; u)

x = u Æ x
Table 1: Loewner equation as a ontrol system on Hol(B
n
; C
n
)
Remark 4.5 (The adjoint equation of the Loewner ODE)
Reall the Loewner ODE in abstrat form

x = u Æ x :
Taking the \funtional" derivative of the mapping on the right-hand side,
g : S
n
U
n
! Hol(B
n
; C
n
) ; g(x; u) := u Æ x ;
with respet to x 2 S
n
, we get
(u Æ x)
x
= Du Æ x :
Here, Du 2 Hol(B
n
; C
nn
) is the total derivative of u 2 Hol(B
n
; C
n
) and hene
Du Æ x 2 Hol(B
n
; C
n
). Therefore, the adjoint equation of the Loewner ODE is

(t) =  (t) Du(t) Æ x(t) ;
(T ) = id :
(4.6)
Reall that for eah t 2 R
+
0
the map (t) is a ontinuous linear operator on Hol(B
n
; C
n
).
It is now easy to nd the solution of (4.6) in terms of Dx. In fat, just take the total
derivative of

x = u Æ x 2 Hol(B
n
; C
n
) and get

Dx = Du Æ x Dx :
Hene using Dx  (Dx)
 1
= id, we see that

(Dx)
 1
=  (Dx)
 1
Du Æ x :
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This means that the solution to the adjoint equation (4.6) along (x; u) at T is simply
t 7! (t) = Dx(T )  (Dx(t))
 1
2 Hol(B
n
; C
nn
)  L(Hol(B
n
; C
n
)) ;
and the orresponding Hamiltonian of the Loewner equation (3.1) for the extremal
problem (4.2) has the form
H(x;; u) = J

Dx(T )  (Dx)
 1
 u Æ x

; u 2 U
n
:
Definition 4.6
Let J 2 Hol(B
n
; C
n
)

and T > 0. Suppose that u

2 U
n
. Then we dene for eah
t  0,
L
t
2 Hol(B
n
; C
n
)

; L
t
(u) := J

Dx
u

(T )  (Dx
u

(t))
 1
 u Æ x
u

(t)

:
Now we an state the analogue of Theorem 4.2 for the Loewner equation and general
linear funtionals J 2 Hol(B
n
; C
n
)

.
Theorem 4.7 (Pontryagin Maximum Priniple for the Loewner equation)
Let J 2 Hol(B
n
; C
n
)

. Suppose that u

: R
+
0
! U
n
is an optimal ontrol for
J : Hol(B
n
; C
n
)! C on S
n
and time T > 0. Then
Re L
t
(u

(t)) = max
u2U
n
Re L
t
(u) for a.e. t 2 [0; T ℄ :
It is now a short step to a statement of the Pontryagin Maximum Priniple for the
lass S
0
n
and oeÆient funtionals J

.
Theorem 4.8 (Pontryagin Maximum Priniple for the lass S0
n
)
Let  2 N
N
0
with jj  2 and let F 2 S
0
n
be an extremal mapping for Re J

over
S
0
n
. Suppose that G is a Herglotz vetor eld in the lass U
n
suh that F = f
G
.
Denote by '
t
: R
+
0
! S
n
the solution to the Loewner equation (2.1). For eah
t  0 dene
L
t
2 Hol(B
n
; C
n
)

; h 7! L
t
(h) := J


DF  [D'
t
℄
 1
 h ('
t
)

: (4.7)
Then for a.e. t  0,
ReL
t
(G(; t)) = max
h2U
n
ReL
t
(h) : (4.8)
See [33℄ for a rigorous proof of Theorem 4.8.
Conclusion 4.9
Let  2 N
N
0
with jj  2 and let F 2 S
0
n
. Suppose that G is a Herglotz vetor eld
in the lass U
n
suh that F = f
G
. Then the ondition that
G(; t) maximizes ReL
t
over U
n
for a.e. t  0
is neessary for F being extremal for ReJ

over S
0
n
.
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5 The Schiffer differential equation and Pontryagin’s maximum
principle
We now briey desribe the intimate relation between Shier's dierential equation
and Pontryagin's Maximum Priniple for the ase S
0
1
= S. For the sake of simpliity,
we restrit again to the ase of the N{th oeÆient funtional J
N
: S ! C , J
N
(f) :=
f
(N)
(0)=N !.
Theorem 5.1
Let F 2 S and suppose that G is a Herglotz vetor eld in the lass U
1
suh that
F = f
G
. Denote by '
t
: R
+
0
! S
1
the solution to the Loewner equation (2.1).
For eah t  0 dene
L
t
2 Hol(D ; C ); h 7! L
t
(h) := J
N

F
0
 ('
0
t
)
 1
 h ('
t
)

: (5.1)
Then the following onditions are equivalent.
(a) F ist a solution of the Shier dierential equation (1.2), that is,
"
zF
0
(z)
F (z)
#
2
P
N
 
1
F (z)
!
= R
N
(z) ; (5.2)
with P
N
resp. R
N
dened by (1.1) resp. (1.3), and the positivity ondition
(1.4) holds.
(b) For a.e. t  0,
max
h2U
1
ReL
t
(h) = ReL
t
(G(; t)) : (5.3)
Remark 5.2 (Shier's equation = Pontryagin's Maximum Priniple)
Note that under the assumption that F is extremal for the funtional J
N
over S
we have:
(i) Condition (a) = Conlusion of Shier's Theorem 1.2;
(ii) Condition (b) = Conlusion of Pontryagin's Maximum Priniple
(Theorem 4.8 for the ase n = 1).
Hene Theorem 5.1 says that the two neessary onditions for F being extremal
for the funtional J
N
over S provided by Shier's theorem (Condition (a)) and by
Pontryagin's Maximum Priniple (Condition (b)) are in fat equivalent.
A few more words are in order.
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Remark 5.3
The impliation (a) =) (b) of Theorem 5.1 an in fat be traed bak to the work of
Shaeer, Shier and Spener, see [37, 34, 35℄. Consequently, a version of Pontrya-
gin's Maximum Priniple for a ertain ontrol system, namely the Loewner equation
for n = 1, has been known more than a deade before the disovery of the maximum
priniple by Pontryagin and his oauthors in 1956. In fat, Leung [23℄ speaks in this
regard of the Shier{Pontryagin Maximum Priniple. The onverse impliation
(b) =) (a) seems to lie deeper, see [11, 26, 32℄.
Conclusion 5.4 (Extending Shier's theorem to higher dimensions)
Theorem 4.8 generalizes Shier's Theorem 1.2 from the lass S = S
0
1
to any of the
lasses S
0
n
.
6 Teichmu¨ller’s coefficient theorem without quadratic differen-
tials
Using Theorem 5.1 it is now easy to give a formulation of Teihmuller's CoeÆient
Theorem solely in terms of the Loewner dierential equation.
Theorem 6.1
Let F 2 S and suppose that G is a Herglotz vetor eld in the lass U
1
suh that
F = f
G
. Denote by '
t
: R
+
0
! S
1
the solution to the Loewner equation (2.1).
For eah t  0 dene L
t
2 Hol(D ; C ) by (5.1). If for a.e. t  0,
max
h2U
1
ReL
t
(h) = ReL
t
(G(; t)) ; (6.1)
then
Re J
N
(f)  Re J
N
(F )
for any
f 2 S(A
2
; : : : ; A
N 1
) :
Proof. By Theorem 5.1 and Remark 1.3 (d) this exatly is Teihmuller's CoeÆient
Theorem 1.4.
Note that in view of Pontryagin's Maximum Priniple, ondition (6.1) is neessary
for F 2 S being an extremal funtion for J
N
over S. Theorem 6.1 simply says that
this ondition is also suÆient for extremality under a suitable side ondition.
Conclusion 6.2
Let F (z) = z +
P
1
k=2
A
k
z
k
2 S and suppose that G is a Herglotz vetor eld in the
lass U
1
suh that F = f
G
. For eah t  0 dene L
t
2 Hol(D ; C ) by (5.1). Then the
ondition that
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G(; t) maximizes ReL
t
over U
1
for a.e. t  0
is
(a) neessary for F being extremal for Re J
N
over S, and
(b) suÆient for F being extremal for Re J
N
over S(A
2
; : : : ; A
N 1
).
Problem 6.3
Find a proof of Theorem 6.1 using only the Loewner dierential equation. We note
that the standard method in ontrol theory for obtaining suÆient onditions for op-
timal ontrol funtions makes use of Bellman funtions. See [30℄ for some appliation
of Bellman funtions to the Loewner equation.
Problem 6.4
Let  2 N
N
0
be a multi{index with jj  2, F 2 S
0
n
and suppose that G is a Herglotz
vetor eld in the lass U
n
suh that F = f
G
. Denote by '
t
: R
+
0
! S
n
the solution
to the Loewner equation (2.1). For eah t  0 dene L
t
2 Hol(B
n
; C
n
) by (4.7).
Assume that for a.e. t  0,
max
h2U
n
ReL
t
(h) = ReL
t
(G(; t)) : (6.2)
Is there a subset S

of S
0
n
suh that
ReJ

(f)  Re J

(F )
for any f 2 S

? In other words, is the neessary ondition for F 2 S
0
n
being an
extremal funtion for J

over S
0
n
provided by Pontryagin's Maximum Priniple also
suÆient under a suitable side ondition ? For n = 1 the answer is \Yes" by Theorem
6.1, whih we have seen is equivalent to Teihmuller's CoeÆient Theorem 1.4. An
aÆrmative answer for n > 1 would therefore provide an extension of Teihmuller's
CoeÆient Theorem to higher dimensions.
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