Abstract: This work presents some basic results on a theory of translations between logics and a short revision about Lukasiewicz's logics. Then, it is shown, using facts about algebraic semantics, that there is a conservative translation from every finite Lukasiewicz's logic into classical logic. However, this is not a constructive result.
Introduction
The use of special functions between logics in order to study relations between them has been developed since the beginning of the 20 th century. But the idea of constructing a theory of such functions is not so old. A theory of translations between logics intends to analyze general logical properties, having these functions as tools.
In general, it is not too difficult to get a translation or a conservative translation from classical calculus into some other calculi, but the inverse is always hard to reach.
In several previous works we have initiated the development of a general theory of translations between logics and have introduced various translations involving classical logic and several non-classical logics (D' In this work we consider the problem of constructing conservative translations associated to Lukasiewicz's calculi. In D'Ottaviano & Feitosa1999a it is presented a family of conservative translations from classical propositional calculus (CPC) into the n-valued Lukasiewicz's calculi L n , for every n ∈ , but it was not considered if there are conservative translations in the other direction.
In Section 3, by using known algebraic semantics results, we show that there are conservative translations in both directions. But, in the case here studied, from Lukasiewicz's calculi L n , n ≥ 3, into classical calculus, the result is non-constructive.
A little about logical translations
In this section we present some elements of a general theory of translations between logics, necessary for the central result of Section 3.
Given a set E, P(E) denotes the set of all subsets of E. A consequence operator in E is a mapping C: P(E) → P(E), such that, for every A, B ⊆ E:
For every consequence operator C, it is immediate the equality C(C(A)) = C(A). Sometimes the consequence operator is named closure operator.
A consequence operator C in E is finitary when, for every A ⊆ E:
Let C be a consequence operator in E. A set A is closed in E if C(A) = A, and A is open if the complement of A, denoted by CA, is closed. An element x ∈ E is dense in E if C({x}) = E.
A logic, or a deductive system, is a pair E = (E, C), where E is a set (the domain) and C is a consequence operator in E.
Well, besides this very general notion about logics, in general, we want to work with formal languages that include connectives and other specific logical objects. Thus, let us consider, even in a general way, some of these elements.
For a formal language L, let For(L) be the set of formulas of L. A consequence operator in L has as its domain the set For(L).
Given a formal language L, the free algebra For(L) of formulas of L is generated by the set of atomic formulas of L. A substitution is an endomorphism s on For(L), that is, s ∈ Hom(For(L), For(L)).
Let L be a formal language, s ∈ Hom(For(L), For(L)) and C a consequence operator in L. The consequence operator C is structural if, for every Γ ⊆ For(L), s(C(Γ)) ⊆ C(s(Γ)). The operator C is standard if C is structural and finitary.
The concept of logical system permits us to characterize particular cases of logics, about which we can claim that the operator is finitary, structural or standard.
A logical system defined on L is a pair L = (L, C), where L is a formal language and C is a consequence operator in L.
If L is a logical system, the set For(L) is also denoted by For(L). If L = (L, C) is a logical system and Δ ⊆ For(L), a theory Δ of L is a closed set in L. An element of the theory Δ of L is named a theorem of Δ. As a theorem of L we mean a member of C(∅), in this case Δ = ∅, and the set of all theorems of L is denoted by Teo(L) = {α / α ∈ C(∅)}. C(∅) and For(L) are, for sure, the smallest and biggest theories respectively associated to the consequence operator C.
After these initial concepts about logical systems we can give a definition of translation between such systems, which have been named Tarski's logical systems.
Let L 1 and L 2 be two logical systems. A translation from L 1 into L 2 is a mapping T: L 1 → L 2 such that, for every subset of formulas Γ∪{α} ⊆ For(L 1 ):
For logical systems with correct deductibility, that is, α ∈ C(Γ) in L if and only if Γ ⊢L α, the function T is a translation if, and only if:
As, from set theory, we have that T(∅) = ∅, considering Γ = ∅, every translation takes theorems of L 1 into theorems of L 2 , that is: 
In logical systems with correct deductibility, a function T is a conservative translation if, and only if:
Two logical systems L 1 and L 2 are L-homeomorphic if there is a bijective function T: L 1 → L 2 , such that T and T -1 are translations. In this case, the function T is named a L-homeomorphism.
be a function between logical systems. Then, T is an Lhomeomorphism if, and only if, T is a conservative and bijective translation. ■ Let us consider that the language L 1 has only unary and binary connectives and such that σ 0 , σ 1 , σ 2 , ... denote the atomic formulas of L 1 . Now, if L 2 is another language, a mapping f:
A schematic mapping is a homomorphism between languages, because it preserves the algebraic structures of the algebras of formulas associated to the respective languages.
A schematic mapping is literal if it translates every connective into itself, that is, f(Θα) = Θf(α) and f(α#β) = f(α)#f(β). The function T is a schematic translation if T is a schematic mapping and a translation.
On Lukasiewicz's logics
As it is well known, Lukasiewicz's logics were initially introduced in 1920 and 1922, by semantical matrices.
Let us consider the sets:
{0, 1/n-1, 2/n-1, 3/n-1, ..., 1}, if n ∈ and n ≥ 2
A Lukasiewicz n-valued matrix has the form:
where ¬ is an unary symbol for the negation and →, ∧, ∨ and ↔ are binary symbols for the conditional, conjunction, disjunction and biconditional, respectively, defined on the set L n as below: ¬x = df 1-x x→y = df min{1, 1-x+y} x∨y = df (x→y)→y = max{x, y} x∧y = df ¬(¬x∨¬y) = min{x, y} x↔y = df (x→y)∧(y→x) = 1-|x-y|.
In 1920 Lukasiewicz introduced his 3-valued logic L 3 through the following tables for the negation and the conditional, extending the classical interpretation for these connectives:
The other connectives were defined as above. This way, we can see that M 2 coincides with the classical matrix.
Let us indicate the set of tautologies of M n by Taut(M n ). Then, it is possible to demonstrate the following results (see Malinowski 1993). Proposition 2.1: Taut(M n ) ⊆ Taut(M 2 ), for every n ≥ 2. Lukasiewicz also proposed an axiomatization for his infinite valued system, using five axioms, and conjectured that the axiomatization was complete for the semantical matrix". All that suggests us how difficult it was to clean the bridge between the semantical and syntactical aspects of Lukasiewicz's logics.
Cignoli

On the conservative translations from L n to CPC
In D'Ottaviano & Feitosa 1999a and Feitosa 1997, we have got conservative translations from CPC into L n , for every n ≥ 3; however, we did not obtain such translations from L n into CPC. Thus, it seems interesting to ask if there are such functions.
In this section, using results about algebraic semantics, we demonstrate that there exists a conservative translation from L n into CPC, for every n, n ≥ 2.
As we are going to use algebraic semantics, let us consider the classical propositional calculus (CPC) as presented in Rasiowa & Sikorski 1968, and the nvalued Lukasiewicz's calculi (L n ) as presented in Bolc & Borowiki 1993. It is well known in the literature that each Boolean algebra is an algebraic model for CPC and, in particular, that the Lindenbaum algebra of CPC is a denumerable and without atoms Boolean algebra B. The algebraic models for L n are the Cignoli algebras and, as they are in general less familiar, we are introducing them here.
Let n ∈ ** = −{0, 1} and let us consider the following sets: S n = {(i, j) ∈ 2 / 3 ≤ i ≤ n-2, 1 ≤ j ≤ n-4 and j < i}, for n ≥ 5 S n = ∅, for n < 5 T n = {(i, j) ∈ 2 / 2 ≤ i ≤ n-2, 1 ≤ j ≤ n-3 and j < i}, for n ≥ 4 T n = ∅, for n < 4.
We can easily see that S n ⊆ T n and, for n = 5, |T n | = |S n |+2.
These sets are necessary for the concept of Cignoli algebra, that in the literature on algebraic semantics for many-valued logics was introduced as the concept of proper n-valued Lukasiewicz's algebra, or proper n-valued Moisil-Lukasiewicz's algebra.
A n-valued Cignoli algebra, or a Cignoli algebra of order n, is a structure C n = (C, ∧, ∨, ⇒, −, 0, 1, {s i } 1≤i≤n-1 , {F ij } (i, j)∈Sn ), such that, for a, b ∈ C and n ≥ 2:
Every n-valued Cignoli algebra, according to Cignoli 1980 and Boicescu et alii 1991, is an algebraic model adequated for L n and according to Rasiowa 1974, VIII, 9.5, it is a strongly adequated algebraic model for L n , n ≥ 2, with a valuation v C , such that:
According to Bolc & Borowiki 1993, if L n is a Lukasiewicz n-valued system, then L n = (For(L n )| ↔ , 1, 0, →, ∧, ∨, ¬, s 1 , s 2 , ... , s n-1 , {F ij } (i, j)∈Sn ) is the Lindenbaum algebra of L n , which is a n-valued freely generated Cignoli algebra.
Given a logic L = (L, C), let us consider the following equivalence relation in For(L):
α ∼ β iff C(α) = C(β).
The quotient mapping Q: L → L ∼ , defined by: Proof: Considering the above affirmation, Q is a translation. Now, let Q(Δ) = {[α] / α ∈ Δ}. If Q(α) ∈ C ∼ (Q(Δ)) then, for some β ∈ [α], we have that β ∈ C(Δ). As C(β) = C(α), it follows that α ∈ C(β) and, therefore, α ∈ C(Δ). ■ Proof: Considering τ(Q 1 (α)) = τ(Q 1 (β)), we have that Q 2 (T(α)) = Q 2 (T(β)) and T(α) ∼ 2 T(β), that is, C 2 (T(α)) = C 2 (T(β)). As T is a conservative translation, so
In our case, the quotient logics L ∼ = (L~, C~), where α ~ β if and only if C(α) = C(β), are the Lindenbaum algebras of CPC and L n , respectively, for n = 2 and n ≥ 3.
In the following we will need the Stone's morphisms, through which we will get the indicated results. Thus, we start by the concept of a filter in a lattice.
A filter in a lattice R is a non empty set F ⊆ R such that, for every a, b ∈ R:
The filter F is proper if F ⊂ R, that is, F is properly included in R. The filter F is prime if it is proper and, for a, b ∈ R: Given a lattice R, we denote by F(R) the set of prime filters in R. Now, let us consider the function h: R → F(R), defined by h(a) = {F ∈ F(R) / a ∈ F} and the set H(R) = {h(a) / a ∈ R}.
Proposition 3.5: Let R be a distributive lattice. Then H(R) is a distributive lattice of sets and h is an isomorphism from R to H(R) ⊆ P(F(R)).
Proof: See (Rasiowa & Sikorski 1968) . ■ Two algebraic structures are partially isomorphic, what is denoted by A ≅ p B, if there is a set I for which:
(a) I is a non empty set of partial isomorphisms from A into B;
(b) For every p ∈ I and a ∈ A, there is q ∈ I, with p ⊆ q and a ∈ Dom(q); (c) For every p ∈ I and b ∈ B, there is q ∈ I, with p ⊆ q and b ∈ Im(q). Proof: Let A = {a 1 , a 2 , ..., a n , ...} and B = {b 1 , b 2 , ..., b n , ....} enumerations of A and B respectively. Now let us construct the following sequence of partial isomorphisms, by recursion:
where (h n ) a.b is the extension of h n , in which a ∈ Dom((h n ) a.b ) and b ∈ Im((h n ) a.b ) according to the previous lemma. From Theorem 3.6, we have that A ≅ B. ■ Corollary 3.9: Every denumerable Boolean algebra can be immerged into a denumerable and dense Boolean algebra B.
Proof: Let A be a denumerable Boolean algebra. So, A = ∪ n∈ A n , such that A 0 = {0, 1} and A n+1 = [A n ∪{a}], with a ∉ A n and a ∈ A. For all the partial isomorphisms h: A ≅ p B and for every a ∈ A we define, as in the previous lemma, a partial isomorphism h a , such that h ⊆ h a and a ∈ Dom(h a ). Once more, by recursion:
where (h n ) a is the extension of h n , such that a ∈ Dom((h n ) a ) and b ∈ Im((h n ) a ). Considering h = ∪ n∈ h n, we have that h is an isomorphism from A in Im(h) ⊆ B. ■ A Boolean algebra B is without atoms when B does not have any atom, that is, for every x ∈ B, x ≠ 0, there exists y ∈ B, such that 0 < y < x. In any case, there is a x ∈ B, such that a < x < b. ■ Proposition 3.11: For every freely generated Cignoli algebra C n , n ≥ 2, there is an injective homomorphism (immersion) τ: C n → B, the Lindenbaum algebra of CPC.
Proof: If C n is a freely generated Cignoli algebra, then it is a distributive and denumerable lattice. By Proposition 3.5, C n ≅ H(C n ) and as |C n | = ℵ 0 , then |H(C n )| = ℵ 0 . Now, as H(C n ) is a lattice of sets we will consider the Boolean algebra B generated by its elements. Thus B = [h(a) / a ∈ C n ] is a denumerable Boolean algebra. By Corollary 3.9, there is an immersion of B into a denumerable and dense Boolean algebra D. And now, by Proposition 3.10, D is isomorphic to B. Taking τ as the composition of these four functions, we have the intended immersion. ■ Corollary 3.12: For every n ≥ 2, let C n be the Lindenbaum algebra of L n . In this case, there is an injective homomorphism τ: C n → B.
Proof: It follows from the previous proposition and from the fact that C n is a freely generated Cignoli algebra. ■ Theorem 3.13: There is a conservative translation T: L n → CPC.
Proof: For every n, n ≥ 2, let τ be the function of the previous proposition. Since τ is an
