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a b s t r a c t
In this paper we show that there is a close relationship between the energy complexity
and the depth of threshold circuits computing any Boolean function although they
have completely different physical meanings. Suppose that a Boolean function f can be
computed by a threshold circuit C of energy complexity e and hence at most e threshold
gates in C output ‘‘1’’ for any input to C . We prove that the function f can also be computed
by a threshold circuit C ′ of the depth 2e+ 1 and hence the parallel computation time of C ′
is 2e+ 1. If the size of C is s, that is, there are s threshold gates in C , then the size s′ of C ′ is
s′ = 2es+ 1. Thus, if the size s of C is polynomial in the number n of input variables, then
the size s′ of C ′ is polynomial in n, too.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
A threshold (logic) circuit, which is a combinatorial circuit consisting of threshold (logic) gates, is a theoretical model of
a neural circuit in the brain and has been intensively studied for a few decades [4–8]. Information processing in a neural
circuit results from ‘‘firing’’ of neurons. Recent studies in biology report that a neuron consumes a large amount of energy
for firing, and consequently the firing activity of neurons is quite low [2,3]. Based on the fact above, the energy complexity
e of a threshold circuit C is defined as the maximum number of threshold gates outputting ‘‘1’’ over all inputs to C [10].
Since neural circuits have low firing activity, it is interesting, from the viewpoint of computational complexity, to know the
computational power of threshold circuits of small energy complexity.
There have been known several results on the energy complexity of a threshold circuit C [10,12,13], and it turns out that
the energy complexity e of C has a close relationship with other major complexity measures such as the size s and the depth
d; the size s of C is the number of threshold gates in C , and the depth d of C is the length of the longest directed path going
from an input node to the output gate in C and corresponds to the parallel computation time. In particular, there is a tradeoff
n ≤ se between the size s and the energy complexity e of threshold circuits computing the PARITY function of n variables
[13]. On the other hand, there is a tradeoff n ≤ 2sd−1 between the size s and the depth d of threshold circuits computing the
PARITY function [1], and a tradeoff n ≤ (s/d)d−ϵ also holds for any ϵ > 0 [9]. In all these tradeoffs, the left-hand side is the
number n of input variables, while either the energy complexity e or the depth d appears in the exponent of s on the right-
hand side. Thus the two measures, energy e and depth d, play the similar role in the tradeoffs at least for circuits computing
the PARITY function, although the two measures have completely different physical meanings. If a Boolean function f has
high communication complexity, there exists a tradeoff between the energy complexity e and the depth d of polynomial-
size threshold circuits computing f [12]. Thus, the energy complexity e seems to have a close relationship with the depth d
not only for circuits computing the PARITY function or a Boolean function of high communication complexity but also for
circuits computing any Boolean function.
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In this paper, we investigate a relationship between the energy complexity and the depth of threshold circuits computing
any Boolean function and obtain the following result as a main theorem: if a Boolean function f can be computed by a
threshold circuit C of energy complexity e, then f can also be computed by a threshold circuit C ′ of the depth d′ = 2e + 1.
Moreover, if C has size s, then C ′ has size s′ = 2es+ 1. Thus, if a Boolean function f can be computed by a polynomial-size
threshold circuit C of energy complexity e, then f can also be computed by a polynomial-size threshold circuit C ′ of the depth
d′ = 2e + 1. Since the proof of the main theorem is constructive, a threshold circuit C ′ of small depth can be immediately
obtained from a circuit C of small energy complexity. An early version of the paper was presented at a symposium [11].
The rest of the paper is organized as follows. In Section 2, we first define some terms on threshold circuits, and then
present the main theorem and a corollary. In Section 3, we first present a lemma on C ′, which provides a guideline of our
construction of C ′. We then describe how to construct C ′ from C and prove the main theorem. In Section 4 we prove the
lemma. In Section 5, we give some remarks on a relationship between the energy complexity and the depth of logic circuits
other than threshold circuits, such as ‘‘unate circuits’’ and ordinary logic circuits consisting of AND, OR and NOT gates.
2. Definitions and main theorem
In this section, we first define some terms on threshold circuits, and then present our main theorem and a corollary.
A threshold gate in the paper is the so-called linear threshold logic gate and can have an arbitrary number k of inputs. For
every input z = (z1, z2, . . . , zk) ∈ {0, 1}k to a threshold gate g with weights w1, w2, . . . , wk and a threshold t , the output
g(z) of the gate g for z is defined as follows:
g(z) =

1 if
∑k
i=1wizi ≥ t;
0 otherwise.
We assume that the weightsw1, w2, . . . , wk and the threshold t are arbitrary real numbers.
A threshold (logic) circuit C is a combinatorial circuit consisting of threshold gates and is represented by a directed acyclic
graph. We denote by n the number of inputs to C , and by x = (x1, x2, . . . , xn) the input variables to C . The underlying
directed acyclic graph of C has n nodes of in-degree 0, each of which corresponds to one of the n input variables and is called
an input node. The size s of a threshold circuit C is the number of threshold gates in C .
Let C be a threshold circuit of size s, and let g1, g2, . . . , gs be the s gates in C . Then, the input z i to a gate gi, 1 ≤ i ≤ s, either
consists of the inputs x1, x2, . . . , xn to C and the outputs of the gates other than gi or consists of some of them. However, we
denote by gi[x] the output gi(z i) of gi for z i, because x decides gi(z i). Thus, gi[x] = gi(z i).
Let f : {0, 1}n → {0, 1} be a Boolean function of n variables. Let gs be a gate of out-degree 0 in C , and let the output
gs[x] of gs be the output C(x) of C . Thus, C(x) = gs[x] for every input x ∈ {0, 1}n. The gate gs is called the output gate of C .
A threshold circuit C computes a Boolean function f : {0, 1}n → {0, 1} if C(x) = f (x) for every input x ∈ {0, 1}n.
We say that a gate gi, 1 ≤ i ≤ s, is in the lth layer of a circuit C if there are l gates (including gi) on the longest path from
an input node to gi in the underlying graph of a circuit C . The depth d of C is the number of gates on the longest path to the
output gate gs.
For each input x ∈ {0, 1}n to a circuit C , we denote by eC (x) the number of gates fired by x, that is,
eC (x) =
s−
i=1
gi[x].
We then define the energy complexity eC of C as
eC = max
x∈{0,1}n
eC (x).
Thus, the energy complexity eC is the maximum number of gates outputting ‘‘1’’ over all inputs x ∈ {0, 1}n. Obviously
0 ≤ eC ≤ s. We often denote eC (x) and eC simply by e(x) and e, respectively.
We are now ready to present our main result as the following theorem, whose proof will be given in the next section.
Theorem 1. If a Boolean function f can be computed by a threshold circuit C of energy complexity e and size s, then f can also be
computed by a threshold circuit C ′ of the depth d′ = 2e+ 1 and size s′ = 2es+ 1.
Since s′ = 2es+ 1 ≤ 2s2 + 1, s′ is a polynomial in n if s is a polynomial in n. We thus have the following corollary.
Corollary 1. If a Boolean function f can be computed by a polynomial-size threshold circuit C of energy complexity e, then f can
also be computed by a polynomial-size threshold circuit C ′ of the depth d′ = 2e+ 1.
A Boolean function f is nontrivial if f (x) = 1 for some x ∈ {0, 1}n and f (x′) = 0 for some x′ ∈ {0, 1}n. If f is nontrivial,
then the upper bound d′ ≤ 2e+ 1 on the depth d′ of C ′ in Theorem 1 can be improved to d′ ≤ 2e.
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3. Proof of Theorem 1
We prove Theorem 1 in this section.
Suppose that a Boolean function f can be computed by a threshold circuit C of energy complexity e and size s. In
Section 3.1, we construct a threshold circuit C ′ computing f and show that C ′ has the depth d′ = 2e+1 and size s′ = 2es+1.
In Section 3.2, we prove that C ′ computes f .
3.1. Construction of C ′
Suppose that a threshold circuit C computing f consists of s threshold gates g1, g2, . . . , gs, and that gs is the output gate
of C . One may assume that g1, g2, . . . , gs are topologically ordered with respect to the underlying acyclic graph of C . Thus,
for each i, 1 ≤ i ≤ s, the input z i to a gate gi consists of all the n inputs x1, x2, . . . , xn to C and the outputs of all the i − 1
gates g1, g2, . . . , gi−1 preceding gi, where weights may of course be 0. We denote the weights of gi for inputs x1, x2, . . . , xn
bywi,1, wi,2, . . . , wi,n, respectively, and denote the weights of gi for the outputs of g1, g2, . . . , gi−1 by wˆi,1, wˆi,2, . . . , wˆi,i−1,
respectively. Let ti be the threshold of gi. Then, the output gi[x] of gi is
gi[x] = sign

n−
j=1
wi,jxj +
i−1
k=1
wˆi,kgk[x] − ti

. (1)
The circuit C ′ which we are going to construct has the depth d′ = 2e + 1. There are exactly s gates g l1, g l2, . . . , g ls in the lth
layer of C ′ for each integer l, 1 ≤ l ≤ 2e, and there is only the output gate g2e+1s of C ′ in the top (2e+ 1)st layer of C ′. Thus,
C ′ has size s′ = 2es+ 1.
Intuitively speaking, each pair of consecutive layers of C ′ ‘‘finds’’ the next gate with output 1 in C . More precisely, the
circuit C ′ satisfies the following lemma, whose proof will be given in the next section.
Lemma 1. Let x ∈ {0, 1}n be an arbitrary input to C. Let ga1 , ga2 , . . . , gae(x) be the e(x) gates outputting ‘‘1’’ for x, and let
1 ≤ a1 < a2 < · · · < ae(x) ≤ s. Thus, ga1 fires first, ga2 fires second, and subsequently gae(x) fires last for x in C. Then, the
following (a) and (b) hold.
(a) For every integer l, 1 ≤ l ≤ e(x), the gate g2l−1al first fires among the s gates in the (2l− 1)st layer of C ′, and only the gate g2lal
fires among the s gates in the 2lst layer of C ′. That is, for every integer l, 1 ≤ l ≤ e(x), and every index i, 1 ≤ i ≤ s,
g2l−1i [x] =

0 if 1 ≤ i ≤ al − 1;
1 if i = al (2)
and
g2li [x] =

1 if i = al;
0 otherwise.
(3)
(b) For every integer l, e(x)+ 1 ≤ l ≤ e, and every index i, 1 ≤ i ≤ s,
g2l−1i [x] = 0 (4)
and
g2li [x] = 0. (5)
We now show how to construct C ′ by separating the 2e+ 1 layers into the following four sets of layers.
⟨1⟩ First layer
Each gate g1i , 1 ≤ i ≤ s, in the first layer of C ′ has the same threshold ti as gi in C and receives inputs only from the input
nodes x1, x2, . . . , xn with the same weights as gi. Thus, the output g1i [x] of g1i is
g1i [x] = sign

n−
j=1
wi,jxj − ti

(6)
for every input x ∈ {0, 1}n. From Eqs. (1) and (6), we have
g1i [x] = gi[x] if g1[x] = g2[x] = · · · = gi−1[x] = 0. (7)
If e(x) ≥ 1, then the gate ga1 fires first for x in C and hence we have from (7)
g1i (x) =

0 if 1 ≤ i ≤ a1 − 1;
1 if i = a1. (8)
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Thus, Eq. (2) holds for l = 1. If e(x) = 0, then gi[x] = 0 for every i, 1 ≤ i ≤ s, and hence by (7)
g1i [x] = 0 (9)
for every i, 1 ≤ i ≤ s. Thus, Eq. (4) holds for l = 1.
⟨2⟩ Even-numbered layers
We design gates g2li , 1 ≤ i ≤ s, in the 2lst layer, 1 ≤ l ≤ e, as follows. The gate g2li receives, as inputs, only the outputs of
i gates g2l−11 , g
2l−1
2 , . . . , g
2l−1
i in the (2l− 1)st layer. The weights for the outputs of g2l−11 , g2l−12 , . . . , g2l−1i−1 are−1’s, and the
weight for the output of g2l−1i is 1. The gate g
2l
i has a threshold 1. Thus, the output g
2l
i [x] of g2li is
g2li [x] = sign

−
i−1
k=1
g2l−1k [x] + g2l−1i [x] − 1

(10)
for every input x ∈ {0, 1}n. Therefore,
g2li [x] = 1 if and only if
g2l−11 [x] = g2l−12 [x] = · · · = g2l−1i−1 [x] = 0 and g2l−1i [x] = 1. (11)
Hence, if g2l−1i fires first among the s gates in the (2l− 1)st layer, then only g2li fires among the s gates in the 2lst layer.
Let l = 1 and consider gates g2i , 1 ≤ i ≤ s, in the second layer. If e(x) ≥ 1, then Eqs. (8) and (11) imply
g2i [x] =

1 if i = a1;
0 otherwise.
(12)
Thus, Eq. (3) holds for l = 1. If e(x) = 0, then Eqs. (9) and (11) imply that g2i [x] = 0 for every i, 1 ≤ i ≤ s. Thus, Eq. (5) holds
for l = 1.
⟨3⟩ Odd-numbered layers
We now define gate g2l−1i , 1 ≤ i ≤ s, in the (2l − 1)st layer, 2 ≤ l ≤ e. The gate g2l−1i has the same threshold ti as
gi in C and receives inputs x1, x2, . . . , xn with the same weights as gi in C . Thus, the weights of g2l−1i for x1, x2, . . . , xn are
wi,1, wi,2, . . . , wi,n, respectively. The gate g2l−1i receives, as inputs, also the outputs of gates g
2m
1 , g
2m
2 , . . . , g
2m
i−1 in the 2mth
layer for each m, 1 ≤ m ≤ l − 1, with weights wˆi,1, wˆi,2, . . . , wˆi,i−1, respectively. In addition, g2l−1i receives the output of
g2mi with weight −W for each m, 1 ≤ m ≤ l − 1, where W is a sufficiently large positive integer. For example, we choose
W so that
W > max
1≤i≤s
max
x∈{0,1}n

n−
j=1
wi,jxj +
i−1
k=1
wˆi,kgk[x] − ti

. (13)
We thus have
g2l−1i [x] = sign

n−
j=1
wi,jxj +
l−1
m=1
i−1
k=1
wˆi,kg2mk [x] −
l−1
m=1
Wg2mi [x] − ti

. (14)
Hence, g2l−1i does not fire if at least one of the l− 1 gates g2i , g4i , . . . , g2(l−1)i fires.
⟨4⟩ Top layer
There is only the output gate g2e+1s in the top (2e+1)st layer of C ′. The threshold of the gate g2e+1s is 1, and g2e+1s receives
the outputs of e gates g2s , g
4
s , . . . , g
2e
s with weights 1. Thus,
g2e+1s [x] = sign

e−
l=1
g2ls [x] − 1

. (15)
Hence, g2e+1s computes the OR of outputs of g2s , g4s , . . . , g2es .
We have thus completed the construction of C ′.
3.2. C ′ computes f
In the section, we prove that the circuit C ′ constructed in Section 3.1 computes f , that is, C ′(x) = f (x) for every input
x ∈ {0, 1}n. We separate the proof into two cases, f (x) = 1 and f (x) = 0, as follows.
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Case 1: f (x) = 1.
In the case, f (x) = C(x) = gs[x] = 1, and hence e(x) ≥ 1 and ae(x) = s. Substituting i = s and l = 1, 2, . . . , e(x) in
Eq. (3), we obtain
g2s [x] = g4s [x] = · · · = g2(e(x)−1)s [x] = 0 (16)
and
g2e(x)s [x] = 1. (17)
Substituting i = s and l = e(x)+ 1, e(x)+ 2, . . . , e in Eq. (5), we have
g2(e(x)+1)s [x] = g2(e(x)+2)s [x] = · · · = g2es [x] = 0. (18)
By Eqs. (16)–(18), we have
e−
l=1
g2ls [x] = 1. (19)
Eqs. (15) and (19) imply that
C ′(x) = g2e+1s [x] = sign(0) = 1 = f (x).
Case 2: f (x) = 0.
In the case, f (x) = C(x) = gs[x] = 0 and hence a1, a2, . . . , ae(x) < s. Therefore, by Eqs. (3) and (5), we have
e−
l=1
g2ls [x] = 0. (20)
Eqs. (15) and (20) imply that
C ′(x) = g2e+1s [x] = sign(−1) = 0 = f (x).
4. Proof of Lemma 1
In the section, we prove Lemma 1 by induction on l.
Let A = {a1, a2, . . . , ae(x)}, and let Ai = {a ∈ A | a ≤ i − 1} for every integer i, 1 ≤ i ≤ s. Then, A1 = ∅, and if e(x) = 0
then A = A1 = A2 = · · · = As = ∅. Clearly, gk[x] = 1, 1 ≤ k ≤ s, if and only if k ∈ A. Therefore, Eq. (1) can be rewritten as
follows:
gi[x] = sign

n−
j=1
wi,jxj +
−
a∈Ai
wˆi,a − ti

. (21)
We prove Lemma 1(a) in Section 4.1 and Lemma 1(b) in Section 4.2.
4.1. Proof of Lemma 1(a)
We have already proved in ⟨1⟩ and ⟨2⟩ of Section 3.1 that Eqs. (2) and (3) hold for l = 1.
Let l be an integer such that 2 ≤ l ≤ e(x), and assume that Eqs. (2) and (3) hold for every integerm, 1 ≤ m ≤ l− 1. We
then prove that Eqs. (2) and (3) hold for the integer l. Eq. (3) immediately follows from Eqs. (2) and (11). It thus suffices to
prove only Eq. (2). Therefore, one may assume that 1 ≤ i ≤ al.
The second term in the parentheses on the right-hand side of Eq. (14) can be expanded as follows:
l−1
m=1
i−1
k=1
wˆi,kg2mk [x] =
i−1
k=1
wˆi,kg2k [x] +
i−1
k=1
wˆi,kg4k [x] + · · · +
i−1
k=1
wˆi,kg2l−2k [x]. (22)
Since we assume that Eq. (3) holds for every integerm, 1 ≤ m ≤ l− 1,
g2mk [x] =

1 if k = am
0 otherwise
for every k, 1 ≤ k ≤ s. Therefore, themth term on the right-hand side of Eq. (22) is
i−1
k=1
wˆi,kg2mk [x] =

wˆi,am if am ≤ i− 1;
0 otherwise.
(23)
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Since 1 ≤ i ≤ al, the equation am ≤ i− 1 impliesm ≤ l− 1. Therefore, Eqs. (22) and (23) imply that
l−1
m=1
i−1
k=1
wˆi,kg2mk [x] =
−
a∈Ai
wˆi,a. (24)
By Eqs. (14) and (24), we have
g2l−1i [x] = sign

n−
j=1
wi,jxj +
−
a∈Ai
wˆi,a −
l−1
m=1
Wg2mi [x] − ti

. (25)
We separate the proof of Eq. (2) into two cases, i ∉ A and i ∈ A, as follows.
Case 1: i ∉ A.
In this case, we have 1 ≤ i ≤ al − 1 because 1 ≤ i ≤ al and i ∉ A. Therefore, we shall prove that g2l−1i [x] = 0. Since
i ∉ A, the gate gi in C does not fire for x and hence by Eq. (21)
gi[x] = sign

n−
j=1
wi,jxj +
−
a∈Ai
wˆi,a − ti

= 0. (26)
Since i ∉ A and we assume that Eq. (3) holds for every integer m, 1 ≤ m ≤ l − 1, we have g2mi [x] = 0 for every integer m,
1 ≤ m ≤ l− 1, and hence
l−1
m=1
Wg2mi [x] = 0. (27)
By Eqs. (25) and (27), we have
g2l−1i [x] = sign

n−
j=1
wi,jxj +
−
a∈Ai
wˆi,a − ti

. (28)
Eqs. (26) and (28) imply that g2l−1i [x] = gi[x] = 0.
Case 2: i ∈ A.
In this case, we shall prove that
g2l−1al [x] = 1 (29)
and
g2l−1i [x] = 0 (30)
if 1 ≤ i ≤ al − 1.
We first prove Eq. (29). Substituting i = al in Eq. (21), we have
gal [x] = sign
 n−
j=1
wal,jxj +
−
a∈Aal
wˆal,a − tal
 = 1. (31)
Since Eq. (3) holds for every integerm, 1 ≤ m ≤ l− 1, we have
l−1
m=1
g2mal [x] = 0. (32)
Substituting i = al in Eq. (25) and then using Eq. (32), we have
g2l−1al [x] = sign
 n−
j=1
wal,jxj +
−
a∈Aal
wˆal,a − tal
 . (33)
Eqs. (31) and (33) imply that g2l−1al [x] = gal [x] = 1, and hence Eq. (29) holds.
We then prove Eq. (30). Since i ∈ A and 1 ≤ i ≤ al − 1, we have i = ar for some index r , 1 ≤ r ≤ l − 1. Substituting
i = ar in Eq. (3) for each integerm, 1 ≤ m ≤ l− 1, we obtain
g2ar [x] = g4ar [x] = · · · = g2(r−1)ar [x] = 0, (34)
g2rar [x] = 1 (35)
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and
g2(r+1)ar [x] = g2(r+2)ar [x] = · · · = g2l−2ar [x] = 0. (36)
Eqs. (34)–(36) imply that
−
l−1
m=1
Wg2mar [x] = −Wg2rar [x] = −W . (37)
Substituting i = ar and Eq. (37) in the parentheses on the right-hand side of Eq. (25) and then using Eq. (13), we have
n−
j=1
war ,jxj +
−
a∈Aar
wˆar ,a −
l−1
m=1
Wg2mar [x] − tar =

n−
j=1
war ,jxj +
−
a∈Aar
wˆar ,a − tar

−W < 0.
Thus, Eq. (25) implies that g2l−1ar [x] = 0, and hence Eq. (30) holds.
4.2. Proof of Lemma 1(b)
Eq. (5) immediately follows from Eqs. (4) and (11). We thus prove only Eq. (4) by induction on l.
(1) Induction basis
We prove that Eq. (4) holds for the integer l = e(x)+ 1 ≤ e.
Consider first the case where e(x) = 0. In this case, we have l = e(x)+ 1 = 1. Since e(x) = 0, Eq. (1) implies that
gi[x] = sign

n−
k=1
wi,kxk − ti

= 0 (38)
for every index i, 1 ≤ i ≤ s. By Eqs. (6) and (38), we have g1i [x] = gi[x] = 0 for every index i, 1 ≤ i ≤ s, and hence Eq. (4)
holds for l = e(x)+ 1.
Consider next the case where e(x) ≥ 1. An argument similar to Eqs. (22)–(24) implies that
e(x)−
m=1
i−1
k=1
wˆi,kg2mk [x] =
−
a∈Ai
wˆi,a (39)
for every index i, 1 ≤ i ≤ s. Substituting l = e(x)+ 1 in Eq. (14) and then using Eq. (39), we have
g2e(x)+1i [x] = sign

n−
j=1
wi,jxj +
−
a∈Ai
wˆi,a −
e(x)−
m=1
Wg2mi [x] − ti

. (40)
We separate the proof of Eq. (4) for l = e(x)+ 1 to the following two cases.
Case 1: i ∉ A.
In this case, gi[x] = 0, and hence by Eq. (21) we have
gi[x] = sign

n−
j=1
wi,jxj +
−
a∈Ai
wˆi,a − ti

= 0. (41)
Eq. (3) and i ∈ A imply that g2mi [x] = 0 for everym, 1 ≤ m ≤ e(x), and hence we have
e(x)−
m=1
Wg2mi [x] = 0. (42)
By Eqs. (40)–(42), we have
g2e(x)+1i [x] = sign

n−
j=1
wi,jxj +
−
a∈Ai
wˆi,a − ti

= 0, (43)
and hence Eq. (4) holds for l = e(x)+ 1.
Case 2: i ∈ A.
Let i = ar ∈ A, where 1 ≤ r ≤ e(x) = l− 1. Since l = e(x)+ 1, Eq. (3) implies that
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g2ar [x] = g4ar [x] = · · · = g2(r−1)ar [x] = 0, (44)
g2rar [x] = 1, (45)
and
g2(r+1)ar [x] = g2(r+2)ar [x] = · · · = g2e(x)ar [x] = 0. (46)
By Eqs. (44)–(46), we have
−
e(x)−
m=1
Wg2mar [x] = −Wg2rar [x] = −W . (47)
Substituting i = ar and Eq. (47) in the parentheses on the right-hand side of Eq. (40) and then using Eq. (13), we have
n−
j=1
war ,jxj +
−
a∈Ai
wˆar ,a −
e(x)−
m=1
Wg2mar [x] − tar =

n−
j=1
war ,jxj +
−
a∈Aar
wˆar ,a − tar

−W < 0. (48)
Eqs. (40) and (48) imply that g2e(x)+1ar [x] = 0, and hence Eq. (4) holds for l = e(x)+ 1.
(2) Induction hypothesis
Let lbe an integer such that e(x)+2 ≤ l ≤ e, and assume that Eqs. (4) and (5) hold for every integerm, e(x)+1 ≤ m ≤ l−1.
(3) Induction step for Eq. (4)
We prove that Eq. (4) holds for the integer l. Since Eq. (5) is assumed to hold for every integerm, e(x)+1 ≤ m ≤ l−1, we
have g2mi [x] = 0 for every integerm, e(x)+ 1 ≤ m ≤ l− 1, and every index i, 1 ≤ i ≤ s. Thus, for every index i, 1 ≤ i ≤ s,
we have
l−1
m=1
i−1
k=1
wˆi,kg2mk [x] =
e(x)−
m=1
i−1
k=1
wˆi,kg2mk [x] (49)
and
l−1
m=1
Wg2mi [x] =
e(x)−
m=1
Wg2mi [x]. (50)
Using Eqs. (14), (49) and (50) and then applying the induction basis, we have
g2l−1i [x] = sign

n−
j=1
wi,jxj +
e(x)−
l=1
i−1
k=1
wˆi,kg2lk [x] −
e(x)−
l=1
Wg2li [x] − ti

= g2e(x)+1i [x]
= 0
and hence Eq. (4) hold for l.
5. Remarks and conclusions
In this paper, we prove that if a Boolean function f can be computed by a threshold circuit C of energy e and size s, then
the function f can also be computed by a threshold circuit C ′ of the depth d′ = 2e+1 and size s′ = 2es+1. Lemma 1 implies
that the energy e′ of C ′ satisfies e′ ≤ e(s+ 1)+ 1. Thus, the energy e′ of C ′ is not necessarily small even if the energy e of C
is small. Let nwire be the number of wires in C , that is, nwire is the number of all the non-zero weightswi,j and wˆi,k, 1 ≤ i ≤ s,
1 ≤ j ≤ n, 1 ≤ k ≤ i− 1, in C . Then, the number n′wire of wires in C ′ is n′wire ≤ es2 + e2nwire. Let nin be the maximum fan-in
of gates in C , then the maximum fan-in n′in of gates in C ′ is n
′
in ≤ max{s, e(nin + 1)}. If all the weights and thresholds in C
are integers, then all of them in C ′ are integers, too.
One can easily generalize Theorem 1 for an m-output Boolean function f : {0, 1}n → {0, 1}m, where m is any positive
integer, as follows. If such a function f can be computed by a threshold circuit C of energy e and size s, then f can also be
computed by a threshold circuit C ′ of the depth d′ = 2e+ 1 and size s′ = 2es+m. The construction of C ′ is similar to that in
Section 3.1 except for the top layer, in which there arem output gates of C ′, each corresponds to one of them output gates
in C and is designed similarly as g2e+1s .
Our result canbe applied to amore general class of circuits, called ‘‘unate circuits’’. A function g(z1, z2, . . . , zk) : {0, 1}k →
{0, 1} is said to be unate in variable zi if either
g(z1, . . . , zi−1, 0, zi+1, . . . , zk) ≤ g(z1, . . . , zi−1, 1, zi+1, . . . , zk)
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holds for all z1, . . . , zi−1, zi+1, . . . , zk ∈ {0, 1} or
g(z1, . . . , zi−1, 1, zi+1, . . . , zk) ≤ g(z1, . . . , zi−1, 0, zi+1, . . . , zk)
holds for all z1, . . . , zi−1, zi+1, . . . , zk ∈ {0, 1}. A function g is said to be unate if g is unate in every variable zi, 1 ≤ i ≤ k.
A unate gate is a logical gate computing a unate function. Clearly, AND gate, OR gate, a threshold gate, etc. are unate gates,
while there is a unate function which cannot be computed by any single threshold gate. A unate circuit is a combinatorial
circuit C consisting of unate gates. We define the size, depth, and energy of unate circuits similarly to those of threshold
circuits. Then one can easily prove, similarly as in the proof of Theorem 1, that if a Boolean function f can be computed by a
unate circuit C of energy e and size s, then the function f can also be computed by a unate circuit C ′ of the depth d′ = 2e+ 1
and size s′ = 2es+ 1.
Let C be an ordinary combinatorial logic circuit consisting of AND, OR and NOT gates, and let a Boolean function f be
computed by C of energy e and size s. Then one can easily prove, similarly as in the proof of Theorem 1, that the function f
can also be computed by an ordinary combinatorial logic circuit C ′ of the depth d′ = O(e) and size s′ = O((e+ n)s). In this
case, every gate g li , 1 ≤ i ≤ s, 1 ≤ l ≤ 2e, for the case of threshold circuits should be replaced by an ordinary circuit of the
depth at most three.
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