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Resumo: Este artigo apresenta as características gerais da aplicação de 
raciocínio subsimbólico baseado em redes neurais artificiais em tarefas de 
predição de dados. Desenvolve-se um modelo neural artificial para extração de 
características e aprendizado com base em dados clínicos de pacientes 
submetidos a exames para identificação da presença de câncer de mama. No 
final do processo de aprendizagem busca-se através de exemplos não 
participantes do processo de treinamento comprovar a capacidade de predição 
atingida pela rede neural. 
Abstract: This paper presents the general features of the application of based 
subsymbolic reasoning and artificial neural networks in tasks of data 
prediction.  One develops a artificial neural model for extration of features and 
learning on the basis of given to physicians of submitted patients the 
examinations for identification of the presence of breast cancer.  Finishing the 
learning process one searchs through not participant examples of the training 
process to prove the capacity of prediction reached for the neural network. 
1. Introdução 
O raciocínio subsimbólico caracteriza-se como o processamento de informações, em um 
nível em que os padrões analisados representam um conjunto de dados, mas onde não 
podemos associar um significado imediato a cada um dos dados ou elementos do padrão 
processado [Wangenheim 2004]. As redes neurais artificiais são exemplos de métodos 
subsimbólicos existentes, pois em sua forma de processamento constroem 
representações internas de modelos ou padrões encontrados nos dados analisados. Os 
padrões de entrada possuem um significado explicito, mas a forma interna de 
representação do conhecimento não possui significado algum.  
As Redes Neurais Artificiais possuem a capacidade de generalização e predição, 
pois aprendem com exemplos e podem produzir saídas adequadas para entradas que não 
estiveram presentes na fase de treinamento [Haykin 2001].  
2. Redes Neurais Artificiais 
As redes neurais artificiais são compostas por simples elementos processadores 
operando em paralelo e interconectados entre si, inspirados no funcionamento do 
sistema nervoso humano, demonstrado na Fig. 01a. Cada um dos elementos 
processadores efetua certo número de operações simples e transmite seus resultados às 
unidades vizinhas com as quais possui conexão, conforme ilustrado na Fig. 01b. 
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Fig. 01: a) Neurônio Biológico; b) Neurônio Artificial. 
Os neurônios artificiais encontram-se interligados por conexões. Alguns 
recebem excitações do mundo exterior e são chamados neurônios de entrada (X), outros 
têm suas respostas utilizadas para alterar o mundo exterior e são conhecidos como 
neurônios de saída (Y) [Barreto 2002]. Existem neurônios internos os quais são 
responsáveis pela extração de características no processo de aprendizagem. 
2.1 Arquitetura das Redes Neurais 
A escolha da arquitetura da rede neural está diretamente ligada ao problema a ser 
tratado pela rede. Analisando a quantidade de camadas, número de neurônios em cada 
camada e o tipo de conexão entre os neurônios, pode-se identificar três classes de 
arquiteturas de redes neurais [Haykin 2001]: 
Alimentadas adiante com camada única: camada de entrada que se projeta 
sobre uma camada de neurônios de saída, mas não vise-versa, conforme mostra Fig. 3a. 
Redes Alimentadas diretamente com múltiplas camadas: apresenta camadas 
ocultas, cuja função é a extração de características [Haykin 2001], conforme mostra Fig. 
3b. 
Redes Recorrentes: possuem laços de realimentação, onde a saída de um 
neurônio está conectada na sua própria entrada, conforme mostra Fig. 3c. 
Fig. 3: a) Redes Alimentadas adiante com camada única; b) Redes Alimentadas 
diretamente com múltiplas camadas; c) Redes Recorrentes. 
2.2 Aprendizagem 
A aprendizagem é um processo pelo qual os parâmetros livres de uma rede neural são 
adaptados através de um processo de estimulação pelo ambiente no qual a rede está 
inserida. A rede aprende através de um processo interativo de ajuste de seus pesos 
sinápticos. O aprendizado pode ser classificado pela presença ou ausência de 
realimentação explicita do mundo exterior, sendo comumente dividido em: 
b a 
 Aprendizado Supervisionado: presença de um conjunto de exemplos de 
entrada e saída da rede [Haykin 2001]. O aprendizado ocorre com a minimização do 
erro entre a saída da rede e uma saída desejada. 
 Aprendizado não Supervisionado: as modificações das conexões sinápticas 
são realizadas sem o uso de informações sobre a resposta correta ou não da rede.  
3. Estudo de Caso  
Para a exploração da capacidade de predição das Redes Neurais utilizaram-se dados 
clínicos de pacientes disponibilizado pelo Hospital da Universidade de Wisconsin 
[Wolberg 1991], resultantes de exames realizados para verificação do câncer de mama. 
Nove características foram analisadas, cada uma estando associada a um valor 
que varia de 1 a 10, onde o valor 1 se refere ao estado normal e o valor 10 ao mais 
anormal. O diagnóstico é feito analisando a variação conjunta dos atributos, mapeando 
as entradas e as saídas, fornecidas na base de dados, na busca por padrões que 
identifiquem a influencia e a ocorrência simultânea da incidência de cada atributos. 
Tabela 1. Descrição dos atributos da base de dados clínicos. 
Atributo Nome do Atributo Valores 
0 Espessura Camada 1  10 
1 Uniformidade do tamanho da 
célula 
1  10 
2 Uniformidade da forma da célula 1  10 
3 Adesão Marginal 1  10 
4 Tamanho único da célula epitelial 1  10 
5 Bare Nuclei 1  10 
6 Suavidade da Cromatina 1  10 
7 Normalidade do Núcleo 1  10 
8 Mitoses 1  10 
4. Experimento 
Para o treinamento da rede foram utilizadas 200 instâncias aleatórias de dados de 
pacientes, onde estavam presentes casos da presença da patologia e outros sem a 
manifestação da doença. Para a fase de teste da capacidade de predição alcançada, 
utilizou-se 50 instâncias aleatórias não presentes no conjunto de treinamento. 
4.1 Modelo Neural Adotado 
Utilizou-se uma rede alimentada adiante com uma camada oculta com aprendizado 
supervisionado, os ajustes dos pesos foram realizados através do algoritmo 
Backpropagation Momentum [Haykin 2001].  A arquitetura foi criada no simulador 
SNNS [Stuttgart 1995] sendo composta por nove neurônios na camada de entrada 
correspondente aos nove atributos, uma camada interna com oito neurônios, e dois 
neurônios na camada de saída da rede representando os dois possíveis resultados. 
4.2 Treinamento e Teste da Rede Neural 
Os pesos das conexões entre os neurônios foram escolhidos aleatoriamente em um 
intervalo de -0.001 a 0.001. Para o ajuste dos pesos foi utilizada uma taxa de 
aprendizagem 0.1. As 200 instâncias da base de dados foram processadas pelo 
simulador e a curva de aprendizado obtida é demonstrada na Fig.5. 
Fig. 05: Processo de aprendizagem 
O eixo x representa o número de ciclos de aprendizagem executados, sendo que 
cada ciclo corresponde a uma unidade de treinamento em que todos padrões de 
treinamento são apresentados uma única vez a rede. O eixo y representa o erro 
encontrado entre o valor obtido e o valor desejado. O processo de aprendizagem 
executou aproximadamente 8.000 ciclos até atingir percentual mínimo de erro. Para a 
fase de testes da rede neural, foram utilizadas 50 instâncias que não estavam inclusas no 
processo de aprendizagem, obtendo em todos os casos 100% das respostas corretas. 
5. Conclusão 
Apesar da complexidade do problema enfrentado, e da grande quantidade de dados, as 
redes neurais conseguiram extrair o conhecimento e adquirir a capacidade de predição, 
obtendo resultados satisfatórios na fase de teste com base a dados iniciais sem 
significado e totalmente desconhecidos à rede. 
Os resultados obtidos ilustram que o desempenho da aplicação de métodos 
subsimbólicos baseados em redes neurais artificiais em tarefas de extração de 
conhecimento e predição é satisfatório, para todos os 50 padrões (exemplos) testados 
após o treinamento, obteve-se respostas corretas, o que vem a comprovar sua eficiência.  
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