Abstract-Detecting objects in cluttered scenes is a necessary step for many robotic tasks and facilitates the interaction of the robot with its environment. Because of the availability of efficient 3D sensing devices as the Kinect, methods for the recognition of objects in 3D point clouds have gained importance during the last years. In this paper, we propose a new supervised learning approach for the recognition of objects from 3D point clouds using Conditional Random Fields, a type of discriminative, undirected probabilistic graphical model. The various features and contextual relations of the objects are described by the potential functions in the graph. Our method allows for learning and inference from unorganized point clouds of arbitrary sizes and shows significant benefit in terms of computational speed during prediction when compared to a state-of-the-art approach based on constrained optimization.
I. INTRODUCTION
Range sensing devices using active illumination for depth estimation such as Microsoft Kinect and LIDAR provide a 3D representation of the scene in form of a point cloud which can be used for robot perception. In this context, the semantic labeling of cluttered indoor scenes is highly important for facilitating the interaction of the robot with its environment, for example in mobile robotics or robot manipulation, where objects have to be targeted and grasped. An example of a labeled point cloud according to common object categories for an office environment is shown in Figure 1 . The goal of semantic labeling is to assign object labels, such as "monitor", "table", or "wall" to the respective parts of the scene. Commonly, the data is first subdivided into parts, then a 3D graphical model is constructed that captures the features and contextual relations of the parts, and used for learning and recognition.
In the past, several methods have been proposed for learning the semantics of objects that exploit contextual information in color images for object recognition [1] , [2] . One problem with color images is that they lack the necessary discriminative properties of the underlying 3D geometry. To overcome this limitation, some approaches extracted first 3D information from the images using stereo [3] or monocular depth cues [4] , but due to the limited accuracy of passive methods, this did not lead to a significant improvement, as recently pointed out in [5] .
Using range data from active sensing for semantic labeling has been shown to improve object recognition [5] , [6] . Here, many approaches use the local arrangement of individual object parts with respect to each other for object recognition [7] , [6] . But besides these local contextual cues describing the object, its global, coordinate invariant geometric relations with other objects provide additional important clues for its recognition [8] . Graphical models provide a unified framework that allows incorporating both the object's local and global features and have for this reason been widely used for this task [5] , [9] , [10] . However, current approaches are rather time-expensive which makes them unfeasible for online classification. To reduce the computation times for these models, inherent constraints have to be relaxed leading to a decrease in accuracy.
In this work, we explore the use of Conditional Random Fields (CRFs) for time-efficient approximate inference. Similar to previous approaches, we use a graphical model to describe the point clouds and encode features and relations of pointcloud segments, representing surface patches. We choose CRFs over the more commonly used Markov Random Fields because it is a more direct approach for modeling the probability of labels [11] . This leads to a significant improvement in terms of computation time while yielding predictions with an accuracy similar to the ones obtained with exact inference [5] . We also propose the use of Point Feature Histogram (PFH) [12] as a 3D shape descriptor of point cloud segments. This descriptor has recently been shown to outperform others for recognition tasks in terms of precision [13] . We tested the Conditional Random Field framework on challenging RGB-D and rangeonly datasets. We evaluated our approach on three different kinds of scenes and compared its performance to a state-ofthe-art method [5] .
II. RELATED WORK
A large body of work has been conducted in the area of object recognition from 2D images in the past. We can only provide a rough overview here and focus on those methods that use undirected graphs for image representation [2] , [14] , [11] , [15] , [16] , [17] , [18] .
In [2] , object recognition is performed by constructing a graph using different parts of an object together with their relative arrangements. Similar part-based models for object recognition are adopted in [14] . Using relative arrangements of different objects within a scene for recognition has also been performed in [11] , [15] , [16] , [17] . In [11] , [17] , regional and global image features are incorporated in a CRF. It is also argued in [11] , [2] that when the goal is to estimate only the posterior over the labels given the input data (point cloud in our case), a discriminative model (CRF) is more suitable when compared to a generative one (Markov Random Field). In [18] , objects are relabeled according to their contextual relevance in a post-processing step inside a CRF framework.
Compared to 2D images, far less work has been done for 3D scenes [19] , [6] , [20] , [5] . In [19] , Associative Markov Network models are learned using a functional gradient technique for labeling point clouds of outdoor scenes acquired using a LIDAR sensor. Object detection after learning from its multiple isolated views is shown in [6] . Labeling of planar patches in a point cloud using context is performed in [20] .
Our work is closely related to [5] , where each segment of the input point cloud is represented by a node in a graph and the relational information between different segments is modeled using pairwise edge potentials. In order to make the model suitable for on-line classification, the constraints in the proposed optimization problem were relaxed which led to a drop in recall. In comparison, our time-efficient approximate inference model yielded results similar to the exact inference as in [5] .
III. PROBLEM FORMULATION
Given a set X of n segments, which is a subset of an oversegmented, input point cloud X , i.e., X = {x 1 , x 2 , . . . , x n } ⊆ X , the goal is to determine a set of unique semantic labels Y = {y 1 , y 2 , . . . , y n } for each segment. Each y i is a member of the output set Y. Here, Y is a finite set of k object categories that frequently occur in a particular scene. The segment x i is essentially a vector of variable length containing information about the position of the sampled points in Euclidean space which can also contain color information.
IV. METHODOLOGY
Our approach begins with the construction of a graphical model of the given point cloud, which is segmented by forming clusters based on the differences in the local surface normals and the connectivity of the surfaces. Each point cloud is represented as a set of nodes and edges, and their potential functions are constructed (Section IV-A). During learning (Section IV-C), we estimate the node and edge weights that maximize the conditional likelihood of the labels given the input features (Section IV-D). We use the same approximate inference method for both the prediction of labels and during learning (Section IV-B).
A. Graphical Model
We use a graphical structure G analogous to [5] , i.e., each segment x i in the point cloud is represented by a node which can have exactly one label. An edge exists between two nodes if a distance measure between the corresponding segments is less than a threshold. We define the potential function Ψ(Y, X; w) over unary and pairwise cliques, i.e.,
where N is the set of nodes and E is the set of edges. The parameters u Unlike [5] , where the parameter w is optimized for the joint probability distribution P (X, Y ; w), we optimize w using the maximum likelihood for the conditional distribution P (Y |X; w) which we define as
The parameter w for optimizing the conditional likelihood (Equation 2) is learnt from the training examples which will be explained in Section IV-C.
B. Inference
In order to predict the object category labels, given a set of input segments X and a learned parameter vector w * , we will choose the labels that give the maximum a posteriori (MAP) labeling of the conditional distribution, i.e.,
Our model assumes a large number of object classes that considering all labels, leads to a computational complexity of O(Y n ) which makes exact inference intractable. Hence we use loopy belief propagation (LBP) [21] , [22] for approximate inference which has been shown to approximate the log-likelihood better than other methods, e.g., mean field approximation [21] .
C. Learning
For learning the parameter vector w, we use the L2-regularized, conditional log-likelihood as the loss function [23] , i.e.,
where p is the number of training examples and λ is the regularization parameter that prevents over-fitting the parameter w on the training data. To estimate the parameter vector w, i.e., w * = arg min w L(w), we use mini-batch stochastic gradient descent (SGD) [24] . In mini-batch SGD, the parameter vector w is updated after every iteration j according to
where b is the batch size that we determine empirically by cross-validation on the training data. We use the decreasing step size η j at each iteration j as proposed in [23] , i.e.,
where η 0 is a constant. In order to solve Equation 5, we need to determine the gradient of the loss function at each iteration
We first differentiate Equation 7 with respect to the parameters u l , corresponding to the node features (see Equation 1 ), for a training example i, i.e.,
Note that in Equation 8 the segment x and label y belong to the i-th training example. The gradient computed is simply the regularization parameter plus the difference of a feature from its expected value. The expected value of the feature, i.e., 
D. Features
The choice of node and edge features mainly depends on the nature of the acquired data. We tested our model on data from two different kinds of range sensors, i.e., Microsoft Kinect (short range, for indoor scenes along with color) and LIDAR (long range, for outdoor scenes). Table I and Table II provide a list of the node and edge features, respectively, for data from the Kinect sensor. A detailed description of how these features are computed can be found in [5] . Table III provides a list of the node features that we used for data acquired with the LIDAR sensor. The spectral features for linearity, planarity and scatter are the same as the ones used in [19] , [25] . In addition we also used the Point Feature Histogram (PFH) and the volume of the convex hull V of each segment. PFH is originally computed by determining 4 angle relations between every pair of points in a k-neighborhood, where the neighborhood is usually a sphere with a fixed radius. Different from them, we define this neighborhood as all the 3D points belonging to a segment x i . Afterwards, all points are binned in a 27-dimensional histogram. We use the concatenation of the spectral features of both nodes x i and x j as edge features.
1) Features for Kinect sensor:

2) Features for LIDAR sensor:
E. Cumulative Binning
All the features are binned using a cumulative binning strategy [5] , i.e., each feature is represented by n b = 10 binary values. Instead of creating a single node potential for each node feature as in [5] , we found that the precision increased after grouping two consecutive bins together and treating them as a single node potential. Hence, in total, the number of weights that we learn are n tot = (n nodeFeatures × (n b /2) × n states ) + (n edgeFeatures × n states × n states ), where n nodeFeatures is the number of node features, n states is the number of labels and n edgeFeatures is the number of edge features.
V. EXPERIMENTS
We tested our model on the publicly available Cornell rgbd datasets 1 (CRGBD) [5] for indoor scenes and the Oakland 3-D Point Cloud dataset 2 (OPCD) [19] for outdoor scenes. In CRGBD, one dataset consists of home scenes and another of office scenes acquired with the Microsoft Kinect sensor, along with a human annotation. The OPCD dataset contains outdoor scenes acquired with a LIDAR sensor along with a human annotation. We evaluate our model separately on each of these scenes.
A. Evaluation measure
For evaluating the prediction accuracy, we use the precision and recall metric commonly found in the pattern recognition literature [5] , [26] . The precision value p c of the c-th class is defined as p c = t c /i c , where t c is the number of correctly classified segments (true positives) and i c is the number of segments predicted as the c-th class. The recall value r c is defined as r c = t c /n c , where n c is the number of ground-truth segments in the c-th class. In order to aggregate the precision and recall over all the k object categories, we calculate both the micro and macro-average precision/recall [5] . The micro average gives an average of the precision/recall over the number of samples, whereas the macro average is the average of the individual precision/recall of each category. Hence, in the case of micro average, categories having more samples are given more importance.
B. Results for CRGBD
We first conducted experiments on the home and office scenes from CRGBD. A graphical model is constructed including a set of nodes and edges for each example. Each segment within the point cloud is used as a node and an edge is drawn between two nodes if the minimum distance between the corresponding segments is less than context range as defined in [5] . In order to compare our CRF model to the MRF model of [5] , we used the same node and edge potentials (associative and non-associative) as in [5] . The examples are divided into training and test sets according to the 4-fold cross validation. We learn the weights using the training set (see Section IV-C) and then predict the labels for the test set using the learned model (see Section IV-B). Table IV shows a comparison of our results with the ones obtained in [5] , using the micro and macro-average precision/recall for CRGBD. Here, crf node only refers to our model without taking the contextual relations into account which can be interpreted as a multinomial logistic-regression model showing the effect of node features only. The term crf lbp refers to the full model with both node and edge potentials. We obtained very similar results to the multiclass SVM (svm node only) [5] . A small drop in precision is observed when comparing approximate inference under the CRF framework (crf lbp) with exact inference under the MRF one (svm mrf parsimon) [5] .
Our approach leads to a considerable increase in computational speed, i.e., ∼0.014 seconds, on a single core implementation in C++. In [5] , the computational time for exact inference (∼18 minutes) was reduced to ∼0.05 seconds by relaxing the constraints in the proposed optimization problem, but this led to a significant drop in recall. In comparison, our model permits time-efficient approximate inference with a smaller decrease in precision and recall when tested on the same dataset along with the same potentials as in [5] . This makes our model more suitable for on-line classification. Figure 2 and 3 show the normalized confusion matrices for the office and home datasets from CRGBD, respectively. Our model provides correct predictions for most object categories as indicated by the large values on the diagonals compared to non-diagonal entries of the matrices. In the office dataset, some categories are more easily confused than others, for example, the book lying on a table can get confused with the tableTop (Fig. 2) . Similar problems are observed in the home dataset, where the books can get confused with the shelfRack (Fig. 3) .
We made similar observation about the confusion matrices as reported in [5] , i.e., the object categories in the office scenes were less confused when compared to the home scenes. We also noticed that some of the categories such as the book and table drawer are less confused with our approach.
C. Results for OPCD
Next, we conducted experiments on scenes from OPCD. As before, a graphical model is constructed for each example, where each segment within the point cloud is used as a node. We define an edge between two nodes if the average distance of the corresponding segments is less than 5 m. Here, only the closest nearest neighbors are used, representing 20% of all neighbors. From the 17 examples in OPCD we selected 16 and divided them into training and test sets according to the 4-fold cross validation. We learned the weights using the training set (see Section IV-C), and then predicted the labels for the test set (see Section IV-B). Table V shows the evaluation results for OPCD. Here, crf node only refers to the model without taking the contextual relations into account, and crf lbp refers to the model with both node and edge potentials. We obtained a considerable increase in precision after using PFH as an additional feature both in crf node only and crf lbp. Fig. 4 shows the normalized confusion matrix for OPCD. We have less confusion in this scenario. This is mainly due to the smaller number of categories in this dataset. We have explored the Conditional Random Field framework for modeling local features and contextual relations of objects from point clouds and tested them on datasets acquired with two different range sensing devices. We chose the minibatch stochastic gradient descent for optimization, as it is well known for its faster convergence compared to other optimizers such as limited-memory Broyden-Fletcher-GoldfarbShanno algorithm [27] . We achieved a similar precision in the prediction of correct object labels as a state-of-the-art method based on a Markov Random Field framework [5] while improving computational speed.
We further showed that the inclusion of the Point Feature Histogram as a feature leads to a significant increase in precision for the OPCD dataset. We did not observe the same effect for the CRGBD. This is because the segments here have a smooth 3D shape for almost all object categories [5] , as compared to [19] , and thus the Point Feature Histogram does not provide any additional information about the 3D structure of the object.
In the future, we plan to extend our approach to dynamic scenes [28] and incorporate the motion parameters obtained from a tracker [29] , during learning. Stochastic gradient descent will allow us to dynamically update the learned parameters for new examples. We also plan to use more advanced inference techniques such as convex belief propagation which guarantees convergence for graphical models with loops [30] .
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