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Applications of ultrafast two-dimensional infrared (2D-IR) spectroscopy to study the 
structural dynamics of haem-containing proteins are reviewed. The 2D-IR experiments 
discussed exploit diatomic ligands bound to the haem as reporters on the dynamic protein 
environment in the electronic ground-state. This is possible because fluctuations of the 
protein give rise to inhomogeneous broadening of the ligand stretching vibrational mode that 
is manifest as spectral diffusion in a time-resolved 2D-IR measurement. Methods for 
measuring and quantifying spectral diffusion data are introduced, prior to a discussion of 
recent results focussing on the influence of protein structure, water ingress into the haem 
pocket and substrate binding on the measured dynamics. Particular emphasis will be placed 
on proteins featuring the ferric oxidation state of the haem ligated by a nitric oxide molecule, 
though comparisons with other haem systems will be drawn throughout.  
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Introduction 
The haemoproteins are ubiquitous in biology, where they perform a range of physiologically-
important roles [1], including ligand and electron transport [2, 3], signalling [4, 5], and 
substrate oxidation [6]. As a family, the haemoproteins have been the subject of much 
enquiry. In many cases, molecular structures have been obtained via X-ray crystallography 
[7, 8] and NMR spectroscopy [9-11], amongst other methods, while molecular and 
biochemical approaches have determined their function [12]. Indeed, our comprehension has 
progressed to the extent that haem-derived systems are now important templates for synthetic 
biology and biomimetic molecular systems [13-16]. Despite these advances however, many 
questions still remain regarding the way in which the two components of structure and 
function are linked at the molecular level. 
One of the most interesting facets of the haemoproteins, and one that is directly relevant to 
their use in de novo synthetic applications, is that, despite their biological versatility, they 
display a number of recurring structural attributes and conserved features near the haem. For 
example, proximal and distal histidine ligands are highly conserved amongst globin and 
peroxidase sub-families [17-19] while as few as two point mutations have been shown to be 
sufficient to drastically alter the functionality of a given haem protein [13]. Overall, this 
suggests that the influence of structural features in the vicinity of the haem upon function is 
subtle and complex. Further modulation of haemoprotein behaviour arises from physical 
aspects of the wider protein environment surrounding the haem site, such as residues or 
secondary structure elements that control solvent accessibility [3] or substrate binding [20, 
21]. Ultimately, this means that, at the molecular-level, haem protein function is an 
amalgamation of highly localised, residue-specific interactions in the active site, controlling 
the atomistic details of a chemical process, with the broader properties of more distant 
regions of the amino acid sequence that control substrate access.  
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One aspect of this multi-component problem that we do not yet fully comprehend is the 
impact of dynamic motion and, in particular, ultrafast dynamics on enzyme function. Protein 
structures display motions on a range of timescales spanning femtoseconds to seconds, many 
of which have the potential to be functionally relevant [22]. At the faster end of this range lie 
the ultrafast (fs-ps) processes that are linked to important events such as those that give 
access to a transition state or which underpin or initiate slower changes in molecular 
structure. Our understanding of these processes is currently lacking because effective 
measurement techniques have paralleled the development of the ultrafast laser and so 
emerged only relatively recently in comparison to e.g. X-ray crystallography. The result is 
that our knowledge of how dynamic phenomena such as protein vibrational motion [23-28], 
conformational switching [29, 30] or hydrogen bond exchange [31, 32] influence 
biomolecule behaviour is incomplete. It is especially noteworthy that the ubiquitous 
biological solvent, water, features a diverse range of dynamics in the ultrafast domain and our 
ability to comprehend the biological involvement of so-called non-structural water is 
therefore similarly limited [33-37].  
Considerable strides towards providing information on haemoprotein dynamics have been 
made by ultrafast spectroscopic techniques that exploit the rich electronic absorption 
spectrum of the haem moiety. Pump-probe or Raman-based methods using UV or visible 
wavelength excitation of haem electronic transitions have investigated processes such as 
ligand binding to the haem and the impact of haem group vibrations [38-44].  Linking such 
information with an understanding of the wider protein dynamics under equilibrium, or 
electronic ground state, conditions is however desirable and the technique of 2D-IR 
spectroscopy, on which we will focus here, has become established as a particularly powerful 
tool in this respect [45-52].  
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The first application of 2D-IR spectroscopy to haem proteins was carried out by the Fayer 
group using multidimensional vibrational echo spectroscopy to establish the dephasing 
dynamics of a carbon monoxide (CO) ligand bound to the haem centre of myoglobin (Mb) 
[53]. This built upon several studies using the 1D vibrational echo method on which the 2D-
IR technique is based and together these laid the groundwork for the studies featured in this 
review [54-60]. The fact that the frequency of the stretching vibrational mode of the CO 
ligand had been shown previously to be sensitive to fluctuations in its local environment 
formed the basis of the experiment. This sensitivity was manifest as line broadening in linear 
IR absorption experiments [61, 62], but the use of a three pulse sequence in the vibrational 
echo measurement allowed information on the underlying dephasing and spectral diffusion 
dynamics causing the broadening, and so the dynamics of the protein environment itself, to 
be elucidated. There followed a steady evolution of the experimental and theoretical 
methodology toward the current state-of-the art, which visualises the dynamics of haem 
proteins through the 2D-IR lineshape and which has been widely adopted [48, 50].  
Since these early experiments, the range of haem systems studied has undergone considerable 
expansion, not only in terms of the identity of the proteins themselves but also the nature of 
the diatomic reporter ligand, the oxidation state of the ferric centre and incorporation of 
substrates. This means that we are now in a position to draw these results together and so 
address the broader picture of how dynamics influence function and the aim of this article is 
to embark upon this process. The text is structured as follows: The next section will introduce 
the 2D-IR experiments used to extract haem protein dynamics while the following section 
will review recent progress. In particular we will focus upon work on nitrosylated ferric haem 
proteins, but will also draw comparisons across the literature as appropriate.  
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2D-IR spectral diffusion measurements 
The technique of 2D-IR spectroscopy has been reviewed many times in recent years and is 
now the topic of a text-book [45-52]. As a result, a full discussion of the methodology is 
superfluous here but a brief overview will be provided prior to a more detailed consideration 
of the specific 2D-IR experiment used to measure spectral diffusion, and so haemoprotein 
structural dynamics. 
The 2D-IR experiment uses ultrafast infrared lasers to produce a 2D-spectrum in the IR 
region analogous to that of the 2D-NMR methods based on the spin echo technique that have 
revolutionised structural biology [63]. Briefly, a 2D-IR spectrum is obtained from a 3rd order 
nonlinear optical process in which three resonant interactions occur between ultra-short IR 
laser pulses and vibrational transitions of the sample, leading to the emission of a 4th signal 
pulse or echo. A diagram of the experimental pulse sequence is shown in Fig 1(a) where the 
WLPHGHOD\VEHWZHHQVXFFHVVLYHSXOVHVDUH UHSUHVHQWHGE\Ĳ7w and t respectively. Various 
experimental methods exist to obtain 2D-IR spectra but all produce a correlation map of the 
excitation (pump) frequency, i.e. the frequency of the first laser-sample interaction, and the 
detection (probe) frequency, i.e. the frequency of the third interaction [45-52]. Analogously 
to 2D-NMR measurements, this results in the peaks visible in a linear IR absorption spectrum 
of the system appearing on the diagonal of the 2D plot, with off-diagonal peaks indicating the 
existence of vibrational couplings between modes [45-52].  
The main advantage of 2D-IR over NMR however lies in an intrinsic temporal resolution that 
is on the order of ~100 fs. Typically, this is exploited by observing the evolution of the 2D-IR 
spectrum of a system as a function of the waiting time (between pulses 2 and 3, labelled Tw in 
Fig 1(a)). Experiments recorded in this manner provide access to ultrafast dynamics arising 
from processes such as vibrational energy transfer or chemical exchange, which give rise to 
time-resolved changes in off-diagonal peak amplitudes in the spectrum [45-52]. In the work 
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that follows, we will focus not upon off-diagonal peaks but upon the evolution in 2D shape of 
diagonal peaks in a 2D-IR spectrum as Tw changes, beginning with a review of how this so-
called spectral diffusion effect can be used to directly measure the structural dynamics of 
haem proteins. 
In all of the studies that will be discussed below, the basic tenet is the location of a 
vibrational reporter group in the haem pocket. In the majority of cases, this reporter group 
takes the form of a diatomic species bound directly to the Fe centre of the haem. As 
mentioned briefly above, CO, which coordinates strongly to ferrous (Fe(II)) haem centres, is 
to date, the most widely-used reporter species for these applications [61]. This is largely due 
to the fact that the stretching vibrational mode of haem-bound CO ȞCO) is located at a 
frequency of ~1900-2000 cm-1, meaning that it is not coincident with intense infrared 
absorptions due to either the solvent or protein backbone. )XUWKHUPRUHWKHȞCO absorption is 
of sufficient intensity as to be resolvable when the protein is present at the few-millimolar 
(mM) to sub-mM concentrations in aqueous (or more often deuterated water) solution that are 
typical; this limit often being dictated by protein stability considerations. Another ligand that 
has been exploited for haem protein studies of this nature is nitric oxide (NO). This ligand 
displays a somewhat weaker stretching vibrational mode than CO, but has the advantage of 
being able to bind to haem proteins in both the ferrous and ferric (Fe(III)) oxidation states. As 
a result, NO has typically been used to study ferric haems, which display a ȞNO mode located 
near 1850-1900 cm-1. In contrast, the corresponding mode of the ferrous form is located at a 
lower frequency (~1600 cm-1) and is often obscured by protein backbone absorptions [61]. 
More recently, applications using other reporter groups such as thio- or seleno-cyanate have 
shown considerable promise for ultrafast spectroscopy of haem proteins [64]. 
The stretching vibrational mode of all of these reporter groups has been shown to display 
inhomogeneous broadening in the protein or solvent environment. This arises because the 
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mode frequency is sensitive to changes in the covalent and non-covalent interactions of the 
reporter group with the Fe centre and local protein residue side chains or solvent molecules 
respectively. In addition, changes in the general electrostatic environment due to the protein 
scaffold influence the stretching frequency of the reporter group via a more indirect 
mechanism that has been described as a Stark effect-type interaction [62, 65]. In a given 
sample therefore, each reporter group occupies one of a continuum of substates caused by 
fluctuations of the protein structure. More formally, the vibrational transition of the reporter 
is described as being coupled to the low frequency density of states of the solvent and 
protein. This means that when a linear IR absorption experiment is performed, an ensemble 
average over all possible environments accessible to the reporter ligand is measured and a 
broadened Gaussian lineshape results. This is shown schematically in Fig 1(b). 
Such a measurement does not however reflect the dynamic environment of the reporter. In 
solution, or in the haem pocket of a protein, the respective solvent motion or protein 
structural dynamics, leads to time-dependent variations in vibrational frequency of the 
reporter. As discussed above, in contrast to linear IR experiments, a 2D-IR experiment 
spreads the infrared absorption of the diatomic haem ligand over a second frequency axis in a  
manner that can be described as a correlation of excitation frequency with detection 
frequency [45-52, 66]. Alternatively, the 2D-IR experiment can be thought of as a pump-
probe experiment that is frequency resolved in both pump and probe directions. Of particular 
relevance here, such a methodology introduces a temporal component into the measurement 
through control of the waiting time (Tw). This is the time between pump (excitation) and 
probe (detection) events and allows capture of the vibrational dynamics that are not discerned 
in a linear absorption experiment. 
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Figure 1: a) Diagram of a typical laser pulse sequence used to generate a 2D-IR spectrum. b-e) 
Schematic diagram of the effect of inhomogeneous broadening on linear and 2D-IR spectra of a 
vibrational reporter group bound to a haem protein. b) and d) display model linear absorption 
spectra while c) and e) show accompanying 2D-IR spectra at short (c) and long (e) waiting times. 
Black arrows indicate the effect of spectral diffusion dynamics arising from fluctuations of the 
reporter group environment on each type of spectrum. 
 
A 2D-IR experiment on a reporter group bound to a haem centre thus allows investigation of 
the dynamics underlying the inhomogeneous broadening observed in a linear IR absorption 
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experiment: The pump pulse in a 2D-IR experiment effectively labels a sub-population of the 
ensemble of reporter ligands by exciting only those with specific instantaneous frequencies 
within the continuum. If the probe pulse arrives in the sample at a very short time after the 
pump (Tw ~ 0), i.e. at a time delay shorter than the underlying dynamics of the system (e.g. 
water motion, protein fluctuation), then the frequency of the reporter mode does not change 
between excitation and detection. This means that the pump and probe frequency are the 
same and a diagonal response is found in the 2D-IR spectrum (see Fig 1(c)). The result is 
that, if the waiting time in the 2D-IR experiment is short on the timescale of the processes 
causing inhomogeneous broadening, then the 2D-IR lineshape will be diagonally elongated 
(Fig 1(c)); when probed, the sample retains a ‘memory’ of the state it was in when excited 
and a correlation exists between the pump and probe frequency.  
 If the waiting time in the 2D-IR experiment is increased to the point where it is comparable 
to the underlying dynamics of the system (Tw>0), then the environment of an excited reporter 
molecule will change during the time that elapses between excitation and detection. In this 
case, the pump frequency and probe frequency will differ (Fig 1(d, e)). This causes an anti-
diagonal broadening of the 2D lineshape leading to a progressively more circular profile as 
the waiting time increases. This lineshape evolution directly mirrors the changing frequency 
of the reporter vibrational mode as it samples the entire continuum of environments available 
to it between the pump and probe events. Thus, dynamic motion causes the memory of the 
initial state of the system when excited to be lost and the correlation between pump and probe 
frequency is not retained (Fig 1(e)). This effect is termed spectral diffusion and will occur 
providing the dynamics influence either the covalent or non-covalent bonding to the reporter 
group or change the electrostatic environment that is experienced by it [45-52]. As such, 
these reporter groups are widely considered to sample their local environment, though we 
will also see below that some longer range effects can be sampled by this measurement. 
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Figure 2: Schematic diagram of a) Centre line Slope (CLS) and b) Nodal Line Slope (NLS) methods 
for quantifying spectral diffusion dynamics from a 2D-IR measurement. Orange and blue represent 
components of the spectrum of opposite phase corresponding to the v=0-1 and v=1-2 transitions of 
WKHȞXO (X=N,C) mode of the reporter ligand. 
 
The objective for a 2D-IR experiment is thus to determine the frequency-frequency 
correlation function FFCF of the reporter vibrational mode,  ܥ(ݐ) =  ۃߜ߱(ݐ)ߜ߱(0)ۄ        (1) 
which provides a measurement of the frequency and amplitude of the equilibrium fluctuations 
underpinning the change in lineshape. Extracting quantitative data relating to the FFCF from 
the acquired 2D-IR spectra has been achieved in a variety of ways that have been shown to be 
largely equivalent and to accurately reflect the FFCF dynamics [26, 34, 67, 68]. These 
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include the centre line slope method (CLS) in which the line corresponding to the highest 
point of the 2D-IR signal at each pump frequency is identified (Fig 2(a)) and the inverse of 
the gradient of this line is plotted vs Tw (Fig 3) [67]. Alternatively, the nodal line slope 
method (NLS) utilises the fact that the 2D-IR peak from the reporter ligand consists of two 
parts due to the v=0-1 and v=1-2 transitions of the stretching vibrational mode. These appear 
in the 2D-IR spectrum with opposite amplitude (phase). The NLS method identifies the point 
at which the signal changes sign for each pump frequency, the nodal line (Fig 2(b)), and plots 
the inverse gradient of this line as a function of Tw (Fig 3) [69]. Two other methods include 
plotting the elipticity parameter of the lineshape versus Tw [68] or fitting to a 2D-Gaussian 
lineshape to extract a correlation parameter which can be plotted as a function of Tw [26]. 
Irrespective of the method employed, the spectral diffusion dynamics extracted have a similar 
form (Fig 3). These are invariably fit using an exponential decay function, though the number 
of timescales included depends upon the individual system. The main region of interest 
focuses on the values of Tw where the lineshape is changing in this exponential manner 
(exponential region, Fig 3) reflecting the dynamic loss of pump-probe frequency correlation. 
The timescales of the individual contributions reflect the dynamic processes influencing 
spectral diffusion and provide a measurement of the dynamics of the FFCF of the reporter 
mode.  
Additional information can be gleaned from the value of the parameter at short pump-probe 
delay times (value at Tw=0, Fig 3). In a fully inhomogeneous system, with complete 
correlation of pump and probe frequency at the shortest measurement time, this value would 
be unity. Realistically however, this value is reduced from one at short times by contributions 
from the homogeneous linewidth of the transition being studied, which contributes to the  
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Figure 3: Schematic representation of the results obtained from a CLS or NLS analysis of a 2D-IR 
spectral diffusion experiment, showing typical features observed in studies of haemoprotein samples. 
anti-diagonal linewidth of the 2D-IR signal at short Tw, and dynamics that influence the 
inhomogeneous broadening but which occur faster than the time resolution of the experiment 
(typically 100 fs).  
Similarly, the value of the spectral diffusion parameter does not always fall to zero within the 
times accessible by the experiment (pseudostatic region, Fig 3). This residual value of the 
spectral diffusion parameter indicates that some of the processes contributing to 
inhomogeneous broadening are not complete by the maximum timescale of the experiment, 
which is defined by the vibrational relaxation time of the stretching vibration of the reporter 
ligand. For a NO ligand, this is typically of the order of 15-25 ps. A significant pseudostatic 
contribution is often observed in haemoprotein systems where slower components of the 
structural dynamics occur on a range of timescales. Thus, by combining 2D-IR spectroscopy 
of a diatomic reporter ligand bound to the haem centre of a protein with lineshape analysis, a 
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detailed appreciation of the structural and solvent dynamics that affect the haem ligand can be 
obtained. 
The role of distal cavity residues 
As mentioned above, the earliest applications of spectral diffusion to understand the 
dynamics of haemoproteins were performed on myoglobin. Biologically, Mb is responsible 
for storage and transport of molecular oxygen in muscle tissue; a function it performs in the 
ferrous oxidation state. As such, the use of carbonmomoxy ligand to probe ferrous Mb was a 
logical choice from a physiological perspective. By contrast, ferric Mb occurs naturally only 
as a minority species and its biological role is less well-defined. Ferric Mb has however been 
implicated in the scavenging of NO to prevent nitrosative stress and this motivated the first 
exploitation of the NO probe for 2D-IR applications [70, 71]. A 2D-IR study of the dynamics 
of NO bound to ferric Mb thus achieved the twin goals of specifically exploring the ferric, 
nitrosylated form of Mb as well as providing the opportunity to understand the effect of a 
change of oxidation state on haemoprotein structural dynamics [26, 72]. 
The IR absorption spectrum of ferric Mb-NO (from horse heart) was found to show a single 
absorption band DWWULEXWDEOHWRWKHȞNO stretching vibration [72]. This suggested that only one 
structural conformation of the NO ligand was present within the haem pocket [61]. The first 
measurement of the spectral diffusion dynamics of nitrosylated Mb using 2D-IR methods 
showed that this band was inhomogeneously broadened and that the underlying spectral 
diffusion dynamics were dominated by a 5 ps exponential relaxation process [72]. This was 
accompanied by a significant pseudostatic component present in the data at long Tw values 
(~50 ps) indicating that a substantial contribution to the inhomogeneous broadening of the 
NO stretching absorption was attributable to slower dynamic processes.  
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The 2D-IR methodology employed in this initial study was based on double resonance 2D-
IR, which employs a frequency-domain acquisition method based on scanning the frequency 
of a narrow bandwidth pump pulse [48, 50]. This method limits the time resolution of the 
technique to 1-2 ps and these results were later revisited employing the time domain Fourier 
Transform (FT) 2D-IR methodology [26]. By replacing the narrow bandwidth pump pulse 
with an interferometric broadband approach, the FT2D-IR method preserves the 100 fs time 
resolution afforded by the duration of the ultrafast IR pulses. Through this approach it was 
determined that a more accurate value of the exponential decay timescale for Mb-NO was 3 
ps, though the large pseudostatic component remained, as would be anticipated [26].  
Having established the dynamics sensed by the ligand located in the haem pocket of the 
protein, a significant challenge remained in assigning them to particular aspects of the haem 
pocket structure and so to establish an understanding of the results that inform our view of 
protein behaviour. The distal histidine residue is known from crystallography to interact 
strongly with the haem ligand in Mb via a nitrogen atom located on the histidine ring (Fig 4a) 
and so might be expected to influence the spectral diffusion dynamics of the haem ligand. 
Thus a logical step involved the exchange of this residue for a different amino acid, yielding 
an altered interaction with the reporter ligand. This motivated a comparison of the spectral 
diffusion dynamics of wild-type ferric Mb-NO with the single point-mutant H64Q [26].  
The H64Q mutant of Mb substitutes the histidine group at the distal position with a glutamine 
residue (Fig 4a), mimicking the distal pocket structure that occurs naturally in a subset of Mb 
proteins found in elephants and sharks. In contrast to the wild-type Mb sample, the NO 
stretching absorption of H64Q Mb was found to have two contributions, indicating the 
presence of two different haem pocket conformations (Fig 4b) [26]. One of these showed a  
similar ȞNO absorption frequency to that of wild type Mb-NO while the more intense of the 
two bands was shifted some 20cm-1 to lower frequency. The glutamine side chain present in  
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Figure 4: a) Structure of the haem pocket and distal side chain residue in respect to the ferric haem 
centre in Mb (PDB code 1YMB) [73]. In the H64Q mutant the His64 residue is replaced with a 
glutamine. b) FTIR spectra of ferric wt-Mb–NO (grey) and H64Q-NO (black). Solid lines show 
background-subtracted data, whereas dashed curves show the results of fitting to Gaussian lineshape 
functions. c) 2D-IR spectra (top row) of NO bound to H64Q recorded at various waiting times, Tw. 
Bottom row shows fits of the experimental data using a two dimensional Gaussian function [26]. 
 
the H64Q mutant is of comparable size to that of histidine and can also offer a similar lone 
pair interaction with the ligand via a nitrogen atom. By contrast however, glutamine has a 
greater degree of flexibility than histidine and so the high frequency ȞNO band was assigned to 
a) b)
c)
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a ‘wild-type-like’ conformation in which the glutamine side chain interacted directly with the 
NO ligand through a similar lone-pair donation mechanism to that found between the wild-
type histidine side chain and the NO. The lower frequency band was assigned to a 
conformation in which the flexible glutamine side chain was positioned in such a way as to 
remove this interaction [61]. 
The results of the 2D-IR spectral diffusion analysis showed that substantial variations were 
found between the dynamics of the two conformational substates of the H64Q mutation (Fig 
4c). The wild-type-like H64Q substate showed very similar dynamics to the wild-type 
protein, with spectral diffusion values of 3.5 and 3.3ps recovered respectively. By contrast, a 
longer spectral diffusion time of 9.7ps was observed for the lower frequency substate of the 
mutant that lacked the direct distal residue interaction [26]. This result suggests that the direct 
contact between the ligand and the distal haem scaffold, whether via histidine or glutamine, is 
apparently linked to the observation of spectral diffusion time-scales on the order of 3 ps. In 
addition, this result gives some insight as to the nature of the protein environment. Each 
substate giving rise to a separate NO absorption band can be thought of as a local minimum 
in the potential surface associated with the protein structure. The spectral diffusion dynamics 
of each mode then reports on structural fluctuations within that specific local minimum. 
Though not observed in this case, examples exist where 2D-IR spectroscopy can also observe 
transitions between minima, known as conformational switching vide infra [29]. 
It is instructive to consider the conclusions of the Mb-NO studies in light of previous work on 
ferrous Mb-CO. The absorption spectrum of the ferrous protein featured three significant 
peaks in the CO stretching region of the IR [13, 54, 74, 75]. These were assigned to different 
orientations of the His64 side chain with respect to the ligand, with each orientation 
contributing a corresponding structural substate with a unique vibrational frequency [76]. 
Mutation of this distal group subsequently resulted in a different set of potential interactions, 
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altering the steady-state IR properties of the ligand [77]. 2D-IR studies of Mb-CO showed 
that a spectral diffusion time constant of 4ps was measured for a CO substate featuring a 
close interaction with His64 [13]. By contrast, slower spectral diffusion dynamics were 
observed almost universally in carbonmonoxy Mb mutants with nonpolar distal groups that 
did not directly contact the ligand [78, 79]. Overall, this suggests that the trends observed 
using NO to investigate ferric Mb hold across both oxidation states and for both reporter 
molecules. These combine to indicate that, irrespective of oxidation state, the protein scaffold 
of Mb appears to give rise to ligand spectral diffusion on a timescale of ~3 ps by virtue of the 
direct contact. In the event that this contact is not present, the ligand seems subject to slower 
dynamics, suggesting that the direct contact is the source of the fast motions. 
Comparisons of the ferrous and ferric forms suggest that the two show similar structural 
dynamics, as perhaps would be anticipated if the processes to which the diatomic ligands are 
sensitive arise from the protein scaffold rather than the Fe centre. This similarity extends to 
the presence of large pseudostatic contributions to the spectral diffusion parameter as well as 
to the exponential dynamics. The major difference between the ferric and ferrous forms 
seems to arise from the presence of multiple conformational states found in ferrous 
carbonomonoxy proteins versus ferric nitrosylated versions. The reasons for this are not clear 
and may be based in the relative interaction strengths of the CO and NO with local residues 
or perhaps to the existence of a larger absorption coefficient for CO making less abundant 
populations more visible. 
Computational methods offer a powerful route to understanding the origins of spectral 
diffusion processes and further 2D-IR spectroscopy studies were reported on ferrous 
carbonmonoxy Mb in which comparisons were drawn with molecular dynamics (MD) 
simulations [13, 80]. These studies addressed ability of MD method to model the separate, 
but related, issues of spectral diffusion dynamics within a conformational substate [13], as 
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well as the substate conformational switching time [80]. The latter issue is proposed to be 
particularly relevant to the functioning of ferrous Mb given the apparent presence of multiple 
equilibrium geometries [80]. In both studies the T67R/S92D double mutation was used; a 
species that is of particular interest because the combination promotes peroxidase behaviour 
in relation to wild-type Mb; potentially allowing insights into the role of dynamics in 
functionality through comparison of the mutant and wild-type protein. Linear spectra of the 
double mutant revealed Mb-CO absorption band positions similar to those observed in wild-
type Mb [13] though the intensity ratio of the peaks was altered suggesting that mutation 
influences the preferred histidine conformation.  
2D-IR measurements of the spectral diffusion dynamics of these substates showed that 
similar dynamics were found in both wild-type and mutant Mb forms, suggesting that 
peroxidase function is not directly ascribable to dramatic changes in the underlying dynamics 
of the distal cavity. It was reported that these dynamics within the potential well 
corresponding to a particular conformational substate were well-described by the MD 
forcefield used [13].  
The agreement between MD simulations and timescales measured for conformational 
switching of the His64 between substates was less accurate however. In the double mutant, 
such switching was readily observable via exchange 2D-IR spectroscopy experiments [80]. In 
these experiments, off-diagonal peaks linking the two diagonal peaks corresponding to the 
individual substates were observed to appear and increase in size as Tw was increased. This 
was caused by proteins within the ensemble being excited in one conformation and changing 
to the other during the timescale of the measurement. Thus, the growth of the off-diagonal 
peaks reflects the switching dynamics between potential surface minima while the change in 
shape of the 2D-IR peaks reported on the spectral diffusion processes within the individual 
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wells, as discussed above. For the double mutant, switching timescales were observed in the 
100ps range.  
Overall, the link between 2D-IR and MD simulations demonstrated that the T67R/S92D 
mutations give preference to histidine conformations with increased H-bonding contact to the 
CO. Peroxidase activity was therefore ascribed to alteration of the contact of the distal 
histidine with the ligand, demonstrating the functional importance of the distal residue and its 
structural substates to haem function. More recently, new simulation methods have been 
reported showing impressive agreement with the original experimental results [81]. In 
particular, this work produced an estimate that the sub-state interconversion time for the wild-
type Mb occurs with a characteristic time ~300ps. This timescale for His residue reorientation 
had been hard to measure experimentally without mutation due to the low intensity of the 
signals for one of the conformational substates and shows how the link between experiment 
and theory can contribute to our understanding of these systems [81]. 
Further insights into the structural origins of the dynamics of Mb were derived from 
determination of the effects of solvent viscosity and the presence or otherwise of a ‘His-tag’ 
[82]. The latter is a biochemical tool consisting of a His6 unit that is used to assist in protein 
purification and it was shown that both solvent viscosity and the presence of such a tag can 
influence the spectral diffusion dynamics observed. Given that the Mb haem pocket is not 
solvent-accessible and the His6 tag is located a large distance from the residues which 
constitute the haem environment, the implication of this work was that the CO probe in the 
haem pocket is sensitive on some level to non-local dynamics. This conclusion, which was 
also supported by MD simulations, stands in contrast to earlier assumptions that the haem 
ligand is a very localised probe [13, 80]. 
The conclusions reached in studies of Mb appear to hold for other haem proteins. An example 
is given by neuroglobin (Ngb); an oxygen-transporter within brain tissue. Despite the similar 
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roles played by Ngb and Mb, their sequence homology is only ~20%, though a high degree of 
similarity is seen to occur in close proximity to the haem group. 2D-IR was used to 
investigate ferrous carbonmonoxy Ngb alongside point mutations of Mb that showed similar 
spectral characteristics [25]. Thus the Mb mutants were used to inform studies of the 
conformational substates observed for Ngb.  
Linear spectra of the L29F form of Mb-CO were seen to bear close resemblance to one 
structural substate of Ngb-CO; a substate that was assigned to hydrogen bonding interactions 
between the distal histidine and ligand. Likewise, comparable dynamics were observed 
between this neuroglobin conformer and L29F over short time-scales. Fast spectral diffusion 
components on the order of ~2ps were measured in each case, reflecting comparable active 
site architecture with similar equilibrium fluctuations. Equally, in all cases a substantial static 
offset suggested similarities in the longer-timescale dynamics [25]. 
Consistent results were obtained when Ngb structural substates with no histidine contact were 
studied. In this case the H64V Mb mutant recreated this scenario by substituting the polar 
histidine for nonpolar valine, eliminating the potential for polar interactions with the ligand. 
This resulted in the observation of dynamic fluctuations that were substantially slower, with 
spectral diffusion rates of 11.5ps, relative to the 5.2ps rate in H64V Mb, entirely consistent 
with the hypothesis that local contacts lead to faster spectral diffusion processes [25].  
A final interesting aspect of haemoprotein dynamics, relating to the impact of a disulphide 
bond upon structural dynamics, was elucidated using Ngb. By comparing the spectral 
diffusion dynamics of CO bound to Ngb under conditions with and without a key disulphide 
bond being present, it was shown that disruption of the intramolecular disulphide bond led to 
increased rates of sampling the different configurations. This implies a significant dynamic 
impact despite that fact that breaking the bond leads to little impact on the overall structure of 
the molecule [83]. 
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In addition to determining the origins of fast dynamics, spectral diffusion measurements have 
provided interesting insights into other aspects of haem protein structure and function. 
Investigations performed by Khalil et al., on the NO transport protein, Nitrophorin4 (NP4), 
uncovered the potential origin of the protein’s pH-triggered, nitric oxide release action [84]. 
It was observed that, at high and low pHs, NP4 shows two principal conformations. A 
“closed” form of NP4 is characterised by two hydrogen-bonded loop regions located above 
the distal haem cavity that gives rise to a tightly-bound, hydrophobic haem pocket. 
Conversely, the “open” form of NP4 features a solvent accessible, hydrophilic active site, 
with disordered loop regions that originate from a disrupted hydrogen-bond network. Though 
each of these conformations is found at either pH, in basic solutions a slightly higher ratio of 
the open form was observed.  
Spectral diffusion in NP4 was reported to originate from a number of sources, over a number 
of time-scales. It was observed that, at high pH, the slow time component (~100ps) of the 
open NP4 conformer was significantly faster than that of the low pH protein. With the benefit 
of MD simulations, this increase in the rate of conformational fluctuation could be attributed 
to the increased disorder of two loop regions near the distal cavity at high pH. It was 
proposed that the structural heterogeneity derived from potential loop conformations gave 
rise to the complex, non-exponential NO release-rate observed in ligand rebinding studies 
[85]. The association of a reaction mechanism to these regions and their dynamics allows 
future 2D-IR studies to focus on the significance of particular residues within the loop 
regions of NP4. With targeted point mutations, combined photolysis, 2D-IR and MD methods 
have the capacity to identify potential functional differences, determine the impact of 
mutation on structural dynamics, and isolate the interactions that make specific residues so 
vital in affecting these behaviours. In addition, it was interesting to note that the work on NP4 
also raised the issue of changes in solvation dynamics contributing to the variation in the 
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spectral diffusion processes [84]. Similar connections had also been drawn in relation to other 
ferric nitrosylated systems and this opened up another avenue of enquiry in which 2D-IR can 
be used to ascertain the role of solvent near the haem group of proteins and enzymes [86]. 
This is explored further in the subsequent section. 
  Solvent dynamics near haem groups 
The 2D-IR studies discussed in the preceding section illustrate the sensitivity of probe ligands 
to the equilibrium fluctuations of the haem architecture, and how the mode of contact 
between the distal residue and the ligand is of great significance in determining the dynamics 
observed. It must also be considered however that the ligand is not restricted to interactions 
with side-chains in the haem cavity and that the presence of solvent molecules near the haem 
could perhaps similarly influence ligand dynamics. Such a situation opens up the possibility 
of 2D-IR spectroscopy making major advances in our understanding of enzymatic processes, 
as so-called disordered water is hard to detect using crystallography. Nevertheless, the route 
taken by a substrate between the bulk solvent and the active site could influence the 
mechanism and efficiency of the enzyme. Furthermore, it is plausible that structural water 
molecules interacting with haem ligands may play a role in proton transfer or similar steps in 
an enzymatic process [12]. Examples of such a scenario and the contribution of 2D-IR 
spectroscopy are discussed below. 
The first example considers a 2D-IR investigation of the structural dynamics of the catalase 
enzyme [86]. This haem-based enzyme is found in almost all aerobically-respiring organisms 
and is responsible for catalysing the breakdown of hydrogen peroxide into water and 
molecular oxygen. Interestingly, the structure of the haem pocket of catalase shows some 
similarity with that of Mb in that it is highly conserved, and features a distal histidine group 
in close proximity to the haem. As with Mb, the histidine residue of catalase has been 
strongly linked with protein function. In the case of catalase, the role of this histidine residue 
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is somewhat different to that of Mb, being thought to facilitate deprotonation of hydrogen 
peroxide following binding to the ferric Fe centre en route to formation of the important oxy-
ferryl (Fe(IV)=O) porphyrin radical intermediate called compound I (CpdI) that is central 
both to the mechanism of catalases and the closely-related peroxidase enzyme family.  
In the 2D-IR investigation of catalase (from Corynebacterium glutamicum), the use of a NO 
ligand allowed a study of the enzyme active site in its physiologically-relevant ferric form 
[86]. As NO is a known inhibitor of catalase in vivo, studying this interaction has some 
biochemical relevance in its own right and it was interesting to note the observation of 
spectral diffusion dynamics featuring a 3 ps decay timescale (Fig 5a). Comparisons with the 
results discussed in the last section and the presence of a distal histidine residue in catalase 
would invite assignment of this timescale to the presence of an interaction of this side chain 
with the ligand. However, X-ray crystallography studies carried out in parallel with the 2D-
IR experiments suggested that a conserved bound water molecule was a more likely source of 
the interaction (Fig 5b) [86].  
This study also observed that catalase showed a remarkably small value of the spectral 
diffusion parameter at waiting times of 30 ps. This implied that, unlike all haem proteins 
studied so far, the haem ligand of catalase has the ability to experience the entire continuum 
of environments available to it in a short time. This was attributed to a dynamically confined 
active site devoid of, or not influenced by, the slower dynamics found in less constrained 
systems. It was proposed that the fact that catalase only reacts with hydrogen peroxide 
molecules and so does not therefore need any flexibility in its pocket architecture to 
accommodate large substrate molecules could be related to this relative inflexibility. The high 
efficiency of catalase also points to an active site that is very well suited to its specific 
purpose. Indeed, the X-ray crystal structure showed that several conserved, bound, water 
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molecules are located within the catalase distal cavity, linking the local side chains in a well-
defined geometry as well as contacting the haem ligand [86]. 
This conclusion suggested an important role for water in the catalase active site and was not 
without controversy, not least because the active site of catalase is widely considered to be 
solvent inaccessible, and water molecules produced in the reaction cycle are thought to be 
removed from the haem vicinity rapidly during the mechanism [87]. For this reason, the 
involvement of water in the haem pocket of catalase was explored in more detail via 
comparative measurements of the ultrafast dynamics observed in water and D2O solvents 
[27]. This work exploited the fact that the ȞNO mode of the Fe(III)-NO unit occurs at a 
frequency where it is resolvable in both solvents. Confirmation of the original assignment of 
a direct interaction between the haem ligand and water molecules was achieved by the 
detection of solvent isotope dependent vibrational relaxation and spectral diffusion 
parameters [27]. Further control measurements were reported for Mb where the vibrational 
relaxation dynamics were shown to be independent of the solvent isotope, as would be 
anticipated for a direct contact between the haem ligand and the protein backbone rather than 
water molecules. 
In addition to confirming the presence of solvent near the haem centre, these measurements 
were used to infer something of their dynamics and so to shed light on the notion of solvent 
accessibility or otherwise of the catalase active site. It was noted that the dynamic timescales 
observed strongly resembled the water dynamics found in microemulsion micelles, where the 
encapsulation and small free volume, limited by the molecules making up the structure of the 
micelle, give rise to restricted motion [88]. These observations correlated well with 
calculations of free volume within the catalase crystal structure, indicating room for a small 
pool of disordered water molecules close to the haem, seemingly contradicting the notion of 
an active site devoid of solvent [27]. 
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Figure 5: a) Results of spectral diffusion analysis for catalase-NO from C. glutamicum. b) Crystal 
structure of the same protein (pdb: 4B7F) [86]. c) IR pump-probe spectroscopy results for C. 
glutamicum catalase-NO showing coherent oscillations attributed to water-mediated dynamics [27]. 
 
The mechanistic implications of water interacting with the haem centre in catalase are 
potentially important and a logical step involved comparing these measurements to similar 
ones on a peroxidase enzyme [89, 90]. The peroxidases are closely related to the catalases in 
terms of their mechanisms, both passing initially through CpdI. However, thereafter the 
mechanisms differ because peroxidases subsequently oxidise two organic substrate molecules 
and return to the resting Fe(III) state via two single-electron reduction steps while catalase 
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reacts only with a single H2O2 molecule, undergoing a two electron reduction process. Most 
importantly for this study, the peroxidases are widely accepted to possess solvent accessible 
active sites [91].  Interestingly, 2D-IR investigations showed that the isotope-sensitive, 
micelle-like water dynamics observed in catalase remained in peroxidase (from Horseradish), 
though the spectral diffusion dynamics of the peroxidase did not feature the small 
pseudostatic contribution of catalase; returning instead to the larger component more typical 
of other haem proteins [27].  
The result of these studies was that, rather than being very different in terms of their water 
accessibility, these two enzymes were found to be rather similar with both featuring a pool of 
disordered water molecules near the haem centre, which it was proposed contributes to the 
proton transfer steps leading to CpdI. Instead, the major difference between the enzyme types 
was found to lie in the overall flexibility of the peroxidase structure, as determined by the 
pseudostatic parameter. This suggests a dynamic origin for at least part of the mechanism of 
these important species and correlates well with the need for peroxidases to accommodate a 
range of organic substrates in the second step of the reaction; a topic to which we will return 
in the subsequent section [27]. 
Finally, it was noted that the pump-probe signal deULYHGIURPWKHȞNO mode of nitrosylated 
catalase featured an oscillatory component with a frequency of ~37 cm-1 that is so far unique 
to catalase, though it may prove simply to be the first such observation of the effect (Fig 5(c)) 
[27]. Exploiting comparisons with measurements on other haem systems, this was assigned to 
a coherent phenomenon arising from coupling of the haem ligand stretching vibration to the 
haem doming vibration mediated by the distal bound water H-bonding structure surrounding 
the catalase haem [27]. This observation suggests a mechanism whereby the reaction 
coordinate (stretching of the haem ligand bond) can be directly coupled to protein dynamic 
motion, reminiscent of the type of ‘promoting vibrations’ that have long been a topic of 
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debate [92-94]. Given the rapid time-scales of H-bonding fluctuations, 2D-IR is uniquely 
suited to resolving these dynamics.  
Solvent-related dynamics have also been proposed for the previously-discussed NO transport 
protein, NP4. Although isotope dependent data were not obtained, the dynamics for this 
system were consistent with a model in which water molecules are trapped in the haem cavity 
of the closed conformer at high pH. In the low pH regime, where NO release is less 
favourable, the absence of solvent molecules gives rise to slower structural fluctuations 
around the NO ligand. In this case, the more rapid structural changes in the haem pocket may 
result in less successful rebinding dynamics for nitric oxide [84]. 
The influence of substrate binding on haem pocket dynamics 
The remaining factor that may influence the environment or dynamics of a small molecule 
reporter bound to a haem centre is the presence of a substrate molecule. An example of this 
referred to above is horseradish peroxidase, which has the capacity to bind and oxidise small 
aromatic molecules. This is achieved via reduction of the Fe(IV)=O CpdI intermediate that is 
common to both catalase and peroxidase [12]. A molecular-level explanation has yet to be 
provided for the reaction mechanism, though it is known that the substrate binds at the edge 
of the haem pocket via interactions with both the enzyme backbone and the haem propionate 
group.  
A number of studies have utilised benzohydroxamic acid (BHA) as a surrogate substrate 
within the peroxidase substrate binding site [95-103]. Though it is not the natural substrate of 
the enzyme, which is not currently known, BHA is one of a range of organic molecules that 
bind in the substrate position and in fact shows greater affinity for horseradish peroxidase 
than any other substrate model. Of particular interest is the way in which the protein structure 
locates the substrate in the correct position to facilitate reaction but also any effect of the 
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substrate on the local environment. For example, structural investigations of the 
peroxidase:BHA complex have revealed altered distal cavity interactions near the haem. In 
particular, crystallography suggests that H-bonding between the distal arginine, R38, and the 
hydroxamate moiety of BHA stabilises binding of this substrate [100]. More distant effects 
are also noted through changing of the position of a particular residue side chain that leads to 
occlusion of the solvent access channel [95].  
A direct comparison of the structural dynamics of the peroxidase:BHA complex with those of 
the substrate-free enzyme was performed for ferric nitrosylated peroxidase [28]. This 
followed the study that assigned haem pocket dynamics to solvent motion [27] and so 
compared samples in both aqueous and deuterated water. For nitrosylated peroxidase, the 
addition of BHA shifted the NO stretching vibrational mode to higher frequency relative to 
the substrate-free enzyme and the linewidth was significantly reduced. Most strikingly, 
vibrational lifetime measurements revealed that the isotopic composition of the solvent had 
no effect on the rate of relaxation. Thus, with substrate bound, the distal cavity appears 
unable to facilitate solvent-assisted relaxation in the same way as the substrate-free enzyme. 
In addition to affecting the linewidth of the IR absorption, substrate binding had an impact on 
the spectral diffusion of the NO ligand; once again, the isotope-dependence of the substrate 
free enzyme was lost, though the slow dynamics were only weakly affected by complex 
formation, as indicated by similar pseudostatic values for the aqueous and deuterated 
systems, respectively.  
The conclusion of this study was that, although inhomogeneous broadening of the ȞNO mode 
in substrate-free peroxidase results from direct contact with water molecules, the situation is 
very different in the substrate complex. Interestingly, the broadening observed in the latter 
case seems to have its origins in dynamic processes of broadly similar time-scale to the 
substrate-free enzyme. Presumably, these are defined in both instances by the encompassing 
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presence of the protein architecture, however it is clear that these dynamics are no longer 
transmitted to the haem ligand via water molecules in the distal cavity in the presence of the 
substrate, indicating that a chemical, if not dynamic, change to the haem pocket has 
accompanied binding [28]. Studies of the free volume accessible to unstructured water in 
substrate-free peroxidase, referred to in the preceding section, suggest that the pool of solvent 
water within the distal cavity is slightly displaced from the haem group. Thus, it seems that 
BHA is capable of eliminating isotope effects from the vibrational data by displacing the 
water molecules that can interact with the haem ligand. This would explain the loss of the 
isotope dependence and the changes in NO stretching frequency and linewidth upon substrate 
coordination, which indicate more direct, less inhomogeneous local interactions [103]. 
Crystal structures of the peroxidase:BHA complex indicate a hydrogen bonding interaction, 
not only between BHA and the active site ligand, but to the distal residues H42 and R38, 
entirely consistent with this hypothesis [98, 104, 105]. 
Prior to the study of the nitrosylated ferric system, 2D-IR studies of ferrous carbonmonoxy 
horseradish peroxidase also reported changes in the rate of haem ligand structural fluctuations 
upon BHA binding [106]. It is noteworthy that the absolute spectral diffusion time-scales 
measured for the ferric peroxidase:BHA complex were in reasonably good agreement with 
the ferrous system. However, the substrate free enzymes do show some differences. As 
observed for Mb the infrared absorption spectrum of the ferrous carbonmonoxy enzyme 
revealed a complex set of haem ligand binding environments, whereas the ferric nitrosylated 
variant showed only one [28].  In the ferrous form, a significantly higher pKa is reported for 
the distal histidine, causing it to display imidazole character at neutral pH. This effect may 
compete with distal solvent molecules for ligand contact, with different outcomes in each of 
the haem oxidation states. However the distance to the distal histidine is now thought to be 
too large for direct contact [107, 108]. Alternatively, the differences may arise from the 
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greater capacity of nitric oxide to interact with the lone pair of a solvent molecule [61]. While 
two distinct conformations are detected in substrate-free ferrous peroxidase, BHA binding 
reduces this to one and so this may well create the same final outcome found in the ferric 
system [106]. It is clear that, in either case, substrates such as BHA can modify the pre-
existing distal H-bond network that connects the active site ligand, distal residues and solvent 
molecules and that this may be an important part of the mechanistic processes. 
The incorporation of substrate binding in haem protein studies can provide further insight to 
haem protein versatility. 2D-IR measurements have demonstrated how the ultrafast structural 
fluctuations of cytochrome P450 actively contribute to substrate recognition [23]. 
Cytochrome P450 binds a plethora of small molecules of varying size and chemical structure 
[20, 109]. Although the efficiency of hydroxylation varies somewhat between substrates 
[110-112], only small differences in the X-ray crystal structure of the active site are seen to 
occur across the various substrate-P450 complexes. Despite this, 2D-IR measurements of 
substrate-free cytochrome P450 reveal structural heterogeneity with three possible sub-states 
for the CO mode [23].  
The dynamics underpinning the inhomogeneous broadening of these conformational states 
were found to be slow, resulting in spectral diffusion times from 10-17ps. It was suggested 
that these could be attributable to either protein side chain motion or perhaps restricted water 
molecule motion; the interaction of CO with these structural water molecules is thought to 
vary between substates making the latter a possibility [23]. As was found in ferrous 
peroxidase, binding of a substrate to cytochrome P450 caused the stabilisation of one 
particular sub-state. The specific conformation that was stabilised varied for different 
substrates, though it was notable that the natural substrate, camphor, stabilised a 
configuration with the lowest frequency CO, while the non-natural substrates each resulted in 
a single, higher frequency band. Lineshape evolution occurred more rapidly in each of the 
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complexes upon substrate binding, with an increase in the rate of both the long and short 
spectral diffusion processes observed. It was further noted that a correlation existed between 
the rate of long time-scale conformational changes and the substrate dissociation constant, 
with stronger binding observed in complexes with slower frequency fluctuations. Intuitively, 
binding of camphor led to the slowest conformation changes, with a time constant of ~370ps. 
Fluctuations on this time-scale were therefore proposed to relate to binding of the substrate 
[23]. More rapid conformational sampling was observed for non-natural substrates as result 
of the lower energy barriers that separate states. In turn, it was proposed that regiospecificity 
of the cytochrome P450 reaction with camphor could arise from the high energy barriers 
between states, limiting the transition state pathways [23].     
Overall it is clear that, although such studies of enzyme-substrate systems are still in their 
infancy, trends are beginning to emerge across various sub-families of proteins that suggest 
that structural dynamics can relate directly to enzymatic mechanistic steps or to the processes 
such as substrate binding or access that ultimately influence the rate or specificity of the 
catalyst. Such knowledge would be impossible without the advent of 2D-IR spectral diffusion 
measurements.   
Concluding remarks 
In the intervening time since the first measurement of haem protein dynamics, significant 
progress has been made. It is now possible to use 2D-IR spectroscopy to interrogate protein 
structural processes ranging from H-bond or disordered water molecule fluctuations to 
exchange of conformational substates and to discern local from more global dynamic 
processes. In addition, routes to establishing the role or presence of solvent and the impact of 
substrate binding have been demonstrated.    
32 
 
In the introduction to the article, it was stated that one of the key aims underlying the 
application of 2D-IR to heamoprotein systems is to advance our understanding of how 
dynamics contribute to biologically-relevant processes within the active site. Considering that 
the experiments reported herein span little more than a decade, much of which has been 
dedicated to method development, the progress made towards this goal is promising. Having 
established the origins of the observed dynamics, steps towards correlating them with 
biological activity have been made with patterns emerging that link faster, ‘tighter’ dynamics 
to the binding of ‘correct’ substrates or which show the existence of dynamical differences 
between conformations that lead to reaction versus those that do not. Furthermore, 
observations that could support ideas of promoting vibrations have also arisen from 2D-IR 
experiments. A key remaining obstacle however is to establish a causative link between the 
dynamics and motions observed in a 2D-IR experiment on picosecond timescales and the 
biochemical process itself. It is clear that proteins exhibit dynamics on many timescales and 
the next goal must be to begin to link these processes together over the full spectrum of time 
and length scales and then to attribute them directly to biochemical activity. Specific avenues 
of enquiry can be envisioned such as investigating the manner in which ultrafast fluctuations 
specifically stimulate secondary structure transformations, or, conversely, the role that fast 
motions play near transition states that have been achieved following substrate binding or a 
secondary/tertiary structure change.  
To achieve this, it is vital that 2D-IR experiments are applied together with the structural 
insight that is offered by X-ray crystallography and NMR spectroscopy. In the case of 
haemoproteins, it is now possible to see how 2D-IR spectroscopy can provide a 
complementary viewpoint that fits alongside these more established techniques. The ability of 
2D-IR to bridge the gap between the timescales accessible by NMR and the limited windows 
currently open to molecular dynamics simulations will also be an important step in building 
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up a picture of protein function that covers the full scope of time and distance-dependent 
effects and their interplay within a single molecule. It is clear from the studies discussed here 
that progress towards this goal is underway but a still greater library of experiments and 
systems will be needed. To this end, it is encouraging to see 2D-IR spectrometers moving 
toward commercial availability and wider accessibility; a step that can only serve to increase 
the rate of future progress. 
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