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Abstract-The problem of finding a point on the sphere Sz = {a = (x, y, z) Ix2 + y* t z* = l} which minimizes 
the weighted sum of the distances to N given destination points 4 on S* is studied. Three different metrics 
are considered as distances between points on S’: (A), square of Euclidean distance; (B), Euclidean 
distance; (C), great circle distance. Non uniqueness of minimizers is demonstrated and some pathological 
cases are studied. An algorithm, analogous to the Weiszfeld algorithm for the classical unconstrained 
Weber problem is formulated, and its convergence properties are investigated. A necessary and sufficient 
condition for a destination point to be a local minimizer is derived. Finally, a modified form of Steffensen’s 
acceleration is given and the results of numerical tests are presented. These results illustrate the predictions 
of the theory, and confirm the effectiveness of Steffensen’s acceleration. 
1. INTRODUCTION 
The classical Weber problem (sometimes called the Steiner problem or the general Fermat 
problem or the single source problem) in Euclidean 3-space R3 is as follows: Let there be given 
N points called destinations (or demand points or sinks) Zi = (xi, yi, Zi,)T in R3 and N positive 
weights wi. For X = (x, y, z)~ let lffl* = x2 + y* + z* SO that the metric d(f 4) = 12 - 41 is the 
Euclidean distance from 2 to 4 for j = 1,. . . ,N. The problem is to find a point (sometimes 
called a supply point or a source) in R3 that minimizes 
N 
f(f) = x Wid(_f, .fi). 
i=l 
This problem has been used as a model in the study of optimal facility location and in other 
areas[3,4] and its solution has also served as a subroutine in the solution of multisource 
problems[3,5]. Generalizations to Euclidean m-space R”, 
- - 
and to different metrics d(x, Xi) have 
been studied[6-8]. Recently stochastic extensions have been made in order to include effect of 
uncertainties [9-l I]. In all of these studies the destination points are assumed to be in R”. 
For optimal ocation on the surface of the earth when the destination points are widely 
separated, the classical Weber problem is, however, no longer a suitable model. In this case the 
destination points and the source points are restricted to be on the sphere If(= R where R is the 
earth’s radius and the metric d(Z, &) is the geodesic metric on the sphere, i.e. the great circle 
distance. If points are widely separated, the difference between Euclidean and great circle 
distances may be considerable, and this may lead to significant variations in the location of the 
corresponding optimal source points. In other applications the destination and source points are 
restricted to be on the sphere but the metric may be a non-geodesic metric, e.g. the Euclidean 
metric. 
In this paper we study optimal ocation on the surface of a sphere and we consider three 
different metrics. Let S* denote the surface of the sphere Ix/= R and let X, jj E S*. The metrics 
tPart of the work reported here was presented as invited papers at the Joint National Meetings of TIMSlORSA in 
Chicago in Spring, 1975 and in Philadelphia in Spring, 1976 (see [l, 21). 
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are all of the form d(x, y) = c$(JX - j]) where 
(A) dA(li, j) = IX - y12 (Euclidean distance squared, 4a(s) = s2) 
(B) &(Z, j) = IX - j] (Euclidean distance, &(s) = s) 
(2) 
(3) 
(C) d&x, y) = 2R sin-’ If - fl 
2R 
geodesic or great circle distance, &(s) = 2R sin-l& . 
In each case we seek a point in S2 which minimizes (1) over all X E S2. Optimal location using 
great circle distances has been studied by Wendell in[12], and more recently by Litwhiler and 
Aly in[13], by Litwhiler in[14], by Kay et al. in[l5] and by the authors of this paper in[l, 21. 
In this paper, we first present some pathological cases which can occur in optimal location on a 
sphere, and then we formulate a numerical algorithm to find a minimizing point. This algorithm 
has a close analogy to the classical Weiszfeld scheme [161 for the solution of the Weber problem 
in R” in that it is a normalized gradient method, as we show later. When the metric is dA, the 
source point is determined explicitly by the algorithm; when the metric is de or dc the 
algorithm is iterative. In the case of the metric dB it is shown, using techniques similar to those 
of Weiszfeld, that the algorithm is a descent method; hence it converges to a local minimum. In 
the case of the metric dc although we have not succeeded in proving that the algorithm is a 
descent method, empirical evidence, based on extensive testing indicates that it is always a 
descent method. We discuss the nature of local convergence of the algorithm both when the 
source point to which it converges is, and is not, a destination point. We give a necessary and 
sufficient condition for a destination point to be a local minimizer. Finally we formulate a 
modified Steffensen’s iteration to accelerate convergence and we give the results of numerical 
tests which show that the modified Steffensen’s method is indeed effective in reducing the 
number of iterations required to converge. 
For purposes of comparison, and in order to motivate the development of our algorithm, we 
begin by summarizing some important features of the Weber problem in R3 and of the 
Weiszfeld algorithm. Assume that in (1) d(& &) = dB(& Xi). 
Convexity and uniqueness 
If the destination points %, i = 1,. . . , N are not collinear, then f(n) is strictly convex on R3. 
This implies that f(n) has a unique minimizing point in R3[17, 181. This point is contained in the 
convex hull of Xii= 1,. . . , N. 
The Weiszfeld iteration[l6] is given by P+’ = r(P) when f” # 2ii, i = I,. . . , N where 
where 
(4) 
Descent property 
The iteration determined by T is a descent method; that is 
f(W)) 5 f(f). 
Equality holds if and only if T(f) = Z. When equality occurs, ff is either the unique minimizing 
point or ff is one of the destination points %i, i = 1, . . . , N [ 16, 181. 
Global convergence 
Except for a denumerable number of starting points X0, the sequence i” converges to the 
unique minimizing point f [ 181. 
Local rate of convergence 
If the minimizing point ff is not one of the destination points ZiT i = 1,. . . , N then con- 
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vergence, locally, is linear; that is there are real numbers A’, A, 0 < A’ 5 A < 1 such that 
177 
for n sufficiently large. If the minimizing point f is one of the destination points pi, i = 1,. . . , N 
then convergence can be linear, sublinear or superlinear depending upon a quantity which can 
be calculated a priori [ 191. 
Gradient type method 
The iteration determined by T is a gradient type method [ 181 with a precalculated step size. 
Specifically 
T(n) = f - ~(x)f’~(X) 
where f’(x) = grad f(Z) (written as a row vector) and the step size is 
2. NON-UNIQUENESS AND CONSTANCY 
For convenience we assume that R = 1. Although in the Weber problem in R3 there is a 
unique minimizing point, minimization of (1) subject to P E S2 is a constrained optimization 
problem which can, in general, have non-unique minimizing points. We show later that for the 
metric (A) (except for a degenerate case) there is a unique minimizer which can be computed 
explicitly. To illustrate the possibility of non uniqueness for the other two metrics consider the 
following examples. 
Example 1 (non-uniqueness). Three points symmetrically located in a plane parallel to the 
equatorial plane. Suppose 8 > 0 is a fixed latitude and consider the minimization of (1) with 
N=3,w;=l,i=1,2,3and 
ffr = (cos 8,0, sin 0) 
112 = ( ‘OS0 ticos$ sin8 -- 2 ‘2 ’ > 
.fx = 
( 
‘OS0 -*cos8 sin0 -- 
> 2’2 ’ . 
It is clear from the symmetry of the problem that if there is a unique minimizer it must be at the 
North Pole 15 = (0, 0,l). Now from (l), if 8 = 0, we have 
but 
f&if) = d&N, 2,) + d&, 22) + d&N, a,) = 3; 
f&Q =de(R,, a,) + d&l, a,) = 2d3 
However 
f&f,) = d&C,, 22) + d&n,, 23) = 44 
fs(a,) = 2V3 < 3V2 = fd~) 
f&f*) = 4 ; < 3; = f&N) 
so that N is not a minimizer, and there must exist (by symmetry) at least three minimizers. 
When 8 = 0, the points f,, _iY*, X3 are collinear (i.e. they are all on the equator). For 0 > 0, 
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however, the points are not collinear; nevertheless the same argument holds as long as 
that is, as long as 
f&r) = 2d3 cos 8 ~f#) = 3d2d(l-sin 8) 
f&Z,) = 4 sin-’ (~coss)~fc(N)=3(;-s). 
Elementary computations and the numerical solution of a transcendental equation show that 
there is no unique minimizer if 
0 5 13 I 30 degrees for case (B) 
0 5 8 5 13.534076 degrees for case (C). 
Example 2 (non uniqueness). Four points located symmetrically and separated by 7r/2 on the 
equator, the North Pole, and the South Pole. Consider the minimization of (1) with N = 6, 
Wi=li=l,..., 6, d(Z, 1) = d&, 1) and 
f,=(l,O,O) ~~ = (0, 1,O) fs = (0, 0,l) 
&=(-l,O,O) &=(O,-1,O) 26 = (0, 0, - 1). , 
I’ 
ii2 
/’ 
/’ _-*-___-_- 
x __*II_ n, s Y 4 
Since for any ff E S*, _gi, 5 &+I i = 1,3,5 lie on a great semi-circle we have 
d&s?, a,) + d&, 222) =d& 4) + d&f, f.4) = d&f, ifs) + d& 26) = 37 
f#) = 3?r. 
Thus, all points of S* give the same value of the objective function (1) in this case, that is S* is 
a level surface for f&x). Also with d(x, y) = &(x, y), for any x E S* 
d,&, n,) + d,(Z, Z2) = d,&, 4) + d& Is,) = d.&, 25) + dx(Z, Ye) = 4 
f‘&) = 12 
so that fa(i) is constant on S*. However, it is easily verified that f&) is not constant on S*. 
The following theorem shows that S* is never a level surface for f(X) in (1) if d(X, y) = 12 - 71. 
THEOREM. suppose d(2, y) = d& y) = (f - 71. Then f(n) is never constant for all x E S*. 
Proof. Suppose that for some Xj E S* and Wj > 0, j = 1,. . . , N we have for all ff E S* 
f(T) = g w,d& fj) = C, a constant. (9 
Since ff and 4 are on S*, dB(.t, 4) = [(a - Xi)= (2 - Zj)]“* = [2(1- XXj - yyj - Zzj)]“*. Consider z as 
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a function of x and y; differentiate (5) with respect to x, and use (adax) = - (x/z) to obtain for 
ZfO 
Again differentiate (6) with respect to x to obtain 
N 
; wj 
(Zj - X,(-t)) (1 - XXj - yyj - ZZj) - $xZj - ZXj) ( - Xj - Zj(- G)) 
(1 - XXj - YYj - ZZj)3’2 
This leads to 
xwj 2(XXj + ZZj)(1 - XXj - YYj - ZZj) - (XZj - ZXj)* = 0 (1 - XXj - YYj - ZZj)3’2 
The numerator in (7) can be rewritten as 
2(XXj + ZZj) - 2(XXj + ZZj)* - 2(XXj + ZZj)YYj - X”Zf + 2XZxjZj - 2*X; 
= 2(XXj + ZZj) - (XXj + ZZj)* - 2(XXj + ZZj)yYj - (X2 + 2*)(x/ + Z/) 
= Z(XXj + ZZj) - (XXj + ZZj)* - 2(XXj + zzj)yyj - (1 - Y*)(l - Yt) 
= - (XXj + ZZj - l)* - 2(XXj + ZZj - l)YYj - Y’Yt - 2yyj + Y* + _Yt 
= - (XXj + YYj + ZZj - l)* + (y - yj)** 
Substituting in (7) and using (5) this yields 
& = $ wi(1 - xxj - YYj - ZZj)“* = 8 Wj(1 _ x~~~~’ zz.)3j*. 
J J J 
Similarly 
(6) 
(7) 
(8) 
(9) 
Adding (8) and (9) we obtain 
3c_5 2( 1 - XXj - YYj - ZZj) _ 2f w. 1 
B-j=] wJ(1-XXj-yyj-ZZj)3’2- j=l ‘(l-XXj-YYj-ZZj)“*’ 
However, as ff approaches 4 for any k = 1,. . . , n the right hand side becomes unbounded, 
which is a contradiction. Therefore S* cannot be a level surface for f(x) in case (B). 
3. THE ALGORITHM 
In order to derive an algorithm for determining minimizers of f(Z) in (l), consider x and y to 
be independent variables, differentiate (1) formally with respect to x and y, and use for 
zZO, (adax) = -(X/Z), (a~/@) = -(Y/Z). Also note that Iff - .?jI” = 2(1 -Xxi - yyj - zzj) for f, Zj E 
S*. This gives 
$=g Wj"r_i?"(-Xj- Zj(-:)) =i$ Wj"F_i_')(XZj-ZXj)=O 
$=g Wj4p_-ll’) (- yj-Zj(-f)) =tg Wj’~_!~‘)(YZj-Zyj)=O (10) 
J 
as necessary conditions for a non destination point ff to be a minimizing point. Note that from 
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(10) if any component of the vector 
c wj4’(i~_-_y),. = 0 
Ix x,1 ’ 
then the vector is the zero vector. We call a point X such that 
c wj4’(~_-_~l),, = 0 
Ix 41 ’ 
an irregular point. Thus, we now obtain as a necessary condition for a regular minimizing point 
Using Iffl = 1, this gives 
(11) 
(12) 
as a necessary condition for .V to be a regular minimizing point which is not a destination point. 
An algorithm for determining minimizing points ,? is now defined by taking T(f) as an iteration 
function, i.e. for suitable starting points 1’ define 
X -#I+’ = TG”) n=0,1,2 ,.... 
The iteration defined by the iteration function T gives a “normalized” gradient method; that 
is, it is easily computed that if f’ = grad f is written as a row vector then 
so that 
Therefore 
f’T(n) = 2 ,4’(b - 34) - j=, wf lf-fi( (x-fJ 
x - y(n)f’T(a) 
T(f) = If - y(qf’=(~)J 
y(f) = ($ Wj4F_i7”)-‘. 
(13) 
(14) 
Thus T(X) can be viewed a gradient method with precalculated step size r(Z) along the gradient 
direction (in the numerator in (14)) which is normalized so that T(f) lies on S*. In this respect 
the algorithm determined by (12) is analogous to the Weiszfeld scheme (4) for the solution of 
the classical Weber problem. 
(A) Square of Euclidean distance 
In this case d(s) = 4A(s) = s2 so ~‘(s)/s = 2. (12) then becomes 
2 = T(P) = 6 wil?i 
I I 
if 5 Wj_fj#O* 
z Wj% 
j=l 
(19 
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Now in this case the minimizing point X can be determined explicitly. Using Lagrangian 
multipliers, for example, the Lagrangian is 
which leads to the necessary conditions 
2 Wj(X-.fj)+Af=O, lP(2= 1 
which imply that if 9 wpj#O then 
j=l 
so that 
Since the Hessian H,(T) = 2Z(h + 2 wj) it is clear that 
j=l 
gives H,(n) > 0 so X is the unique minimizing point with the corresponding minimum value 
N 
(16) 
N N 
f(n)=C2Wj(l-fT~j)=C2Wj 
j=l j=l 
i 
whereas the negative sign in (16) gives H,(f) < 0 so f is then the unique maximizing point with 
maximum value 
AISO if 2 wj.i?r = 0 then for ,C E S2 
j=l 
that is, S2 is a level surface for f(a). Thus we have shown that when the metric is the square of 
Euclidean distance then S2 is a level surface for f(x) (and f(x) has value 2 wj on S2) if and 
j=l 
N 
only if Z W$r = 0. When S* is not a level surface for f(Y), then the unique minimizer is given 
j=l 
by (15). In this respect the algorithm (12) is again analogous to the Weiszfeld scheme (4) which 
also gives the unique minimizer if the metric is taken to be square of Euclidean distance in the 
classical Weber problem. 
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(B) Euclidean distance 
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In this case 4(s) = &Q(S) = s, @(s)/s = l/s. (12) then becomes 
(17) 
Using an adaptation of the method of Weiszfeld in (17) we now prove the following theorem. 
THEOREM. Suppose 3 is not a destination point, and suppose that 2 is a reguIar point, then the 
mapping T(n) given in (17) is a descent mapping; that is f( T(a)) I f(X) and f( T(P)) = f(Z) if and 
only if X = T(a). 
Proof. We have proved that for any positive mj, j = 1,. . . , N, if $! m$)# 0 then ji = Zs j=l Izmj$ 
minimizes Z mjlff - 51’ over all ff E S*; that is for any mj > 0 
$ mjl8_Zjl”<~ mj(ff-J?j(’ for all yff on S*. (18) 
NOW take mj = w//(/X - fji() j = 1, . . . , N. Since i is not a destination point mj is finite, and since 
f is a regular point Z m&#O. AISO 
and (18) becomes 
N N 
C -y_ I_Y-fjJ*<~ Wjlrf-mfj\* 
j=l lx Xjl j=l 
The left side is 
Substituting in (19) we obtain for all j#Z on S2 
(19) 
Thus when the metric is the Euclidean distance the algorithm either converges to local 
minimum or stops at an irregular point or at a destination. In Table 1 we consider Example 1 
presented above and we demonstrate that if the metric is Euclidean, then for various choices of 
the starting point the algorithm converges to different local minima. In Table 2 we demonstrate 
that for two randomly generated problems, the algorithm converges to local minima. In all cases 
the value of the objective function f(Z) decreases as the algorithm proceeds. 
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Table 1. Algorithm applied to Example I, Euclidean distance 
- 
8” 
- 
5 
10 
15 
20 
25 
30 
40 
50 
60 
70 
80 
Initial Values 
(0. 0, 1) 
C.5. .5, .7071) 
C-.5, -.5, .7071) 
(0, 0, 1) 
C.5, .5, .7071) 
t-.5, -.5, .7071) 
(0. 0. 1) 
t.5. .5, .7071) 
C-.5, -.5, .7071) 
(0. 0, 1) 
.7071) 
;1';,*_5:5, .7071) 
(0. 0, 1) 
t.5, .5, .7071) 
t-.5, -.5, .7071) 
io, 0. 1) 
t.5, .5, .7071) 
t-.5, -.5, .7071) 
(0. 0. 1) 
1.5, .5, .7071) 
l-.5, -.5, .7071) 
LO. 0. 1) 
1.5, .5, .7071) 
l-.5, -.5, .7071) 
LO. 0, 1)' 
L.5, .5, .7071) 
:-.5, -.5, .7071) 
:o, 0. 1) 
:.5, .5, .7071) 
:-.5, -.5, .7071) 
:o, 0. 1) 
:.5, .5, .7071) 
'-.5, -.5, .7071) 
Converged Values 
Number 
of 
rtera- 
tions 
(0, 0, 1) 1 
l.996, 0, .087)' 6 
t-.498, -.863, .087)*' 5 
(0, 0, 1) 
(.985, 0, .174)" 
t-.492, -.853, .174)** 
1 
9 
7 
(0. 0, 1) 1 
C.966, 0, .259)* 12 
f-.483, -.836, .259)*" 10 
(0, 0, 1) 
C.939, 0, .343j* 
C-.470, -.613, .343j** 
1 
18 
13 
CO. 0, 1) 1 
1.905, 0, .425)* 43 
I-.452, -.784, .425)** 20 
CO, 0. 1) 1 
IO. 0. 1) 23 
C-.431, -.747, .506)'* 46 
:o, 0, 1) 
:o, 0, 1) 
:o, 0. 1) 
:o, 0, 1) 
:o. 0. 1) 
:o. 0. 1) 
0, 0. 1) 
'0. 0. 1) 
0, 0, 1) 
0, 0, 11 
0. 0. 1) 
0. 0. 1) 
0, 0, 1) 
0, 0, 1) 
0. 0, 1) 
1 
14 
21 
1 
11 
16 
1 
10 
12 
1 
8 
9 
1 
5 
6 
R=l 
z1 = (co&, 0, sin61 
x 
-co& ve 
2 
= (2' 1 co&, sin8) 
G3 = 
(_cos,-J5 
2 
2 case, sine) 
l =; 
1 
l * = ; 
3 
wj = 1 j = 1, 2, 3 
Note: Any number < 10 
-3 1s 
tobe considered to be zero 
in table. 
(C) Great circle distance 
In this case b(s) = 2 sin-’ s/2,4’(s)/s = I/(s(l - (s/2)*)“*) and (12) becomes 
It is shown in [15], in analogy with the classical Weber problem in R3, that if the destination 
pOintSfj,j=l,.. . , N do not all lie along a great circle then there is a minimizing point contained in 
the spherical convex hull of f j = 1, . . . , N. The case when all 4 lie along a great cucle (the 
spherical convex hull of Zr j = 1, . . . , N is then this great circle) is left unsolved. From (20) it 
follows that, if for convenience we take the great circle to be the equator, then any regular 
minimizing point which is not a destination must be such that z = 0, since all zj = 0, j = 1,. . . , N 
Hence if there is a minimizing point not in the convex hull (the equator), in this case, it must be 
either a destination point or an irregular point. Such irregular minimizing points do indeed exist as 
can be seen from an example in which N=4wj=l,j=1,...,4ffl=(l,O,O), X2=(-1,0,0), 
_Q = (0, 1, 0), 4 = (0, - 1,O). In this example S2 is a level surface for f(X) on which f(x) = 2~. It is 
readily verified that every ff is an irregular point, i.e. for every f E S2 which is not a destination 
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Table 2. Algorithm applied to two randomly generated problems, Euclidean distance 
Problem 1 R = 144.0 N = 10 
w.: .67847 3.98675 9.05878 1.78008 8.10749 8.76414 6.79641 4.38766 9.85444 5.16529 
_ 
xj' 44.093 79.428 111.727 23.882 82.137 115.841 
31.479 75.057 118.792 51.759 24.723 132.083 
28.248 26.863 139,623 23.897 93.060 107.261 
12.484 88.287 113.073 94.078 44.676 99.445 
78.805 .907 120.520 40.374 57.000 125.924 
x(“) y(“) z(“) f(P), 
.91324798E+02 
.47445292E+02 
.45990609B+02 
.45318436E+02 
.449003148+02 
.44588955E+OZ 
.44340793E+02 
.44138518E+02 
.43972174i?+02 
.43834662E+02 
.43720520E+02 
.43t325439Et+02 
.43545985B+02 
.43479403E+02 
.43423467E+02 
.43376373E+02 
.43336647E+02 
.43303080E+02 
.43274675E+02 
.43250609E+02 
.43230197E+02 
.43212867E+02 
.43198142E+02 
.431856213+02 
.43174969E+O2 
.43165902E+02 
.431581803+02 
.43151602E+02 
.43145996E+O2 
.43141218E+02 
.43137143E+02 
.43133668E+02 
.431307041+02 
.49857946E+02 
.49903637E+02 
.506970763+02 
.51379042E+02 
.519916353+02 
.52474772E+02 
.528539511+02 
.531535503+02 
.53392463E+02 
.53584704E+02 
.53740647E+02 
.53868047E+02 
.539727731+02 
.54059322E+02 
.54131181&+02 
.54191081E+O2 
.54241184E+O2 
.54283217E+02 
.54318569B+02 
.543483668+02 
.543735291+02 
.54394812E+02 
.544128383+02 
.544281283+02 
.544410983+02 
.544521203+02 
.54461491E+02 
.54469468E+02 
.S44762488+02 
.54482026E+02 
.54486948E+02 
.54491142E+02 
.544947181+02 
.54497768E+02 
.545003663+02 
.54502568E+02 
.5450447%+02 
.54506089E+02 
.545074663+02 
.545086413+02 
.54509644E+02 
.54510500E+02 
.12496380E+03 
.12646965E+03 
.12671523E+03 
.126658733+03 
.12655762E+03 
.126468271+03 
.12639760E+03 
.12634275E+03 
.12630001E+03 
.12626639E+03 
.126239698+03 
.12621828E+03 
.12620098E+03 
.12618689E+03 
.12617585E+03 
.126165233+03 
.126157953+03 
.126151403+03 
.12614593E+03 
.12614135E+03 
.12613750E+03 
.12613426E+03 
.ld6131531+03 
.126129383+03 
.126127276+03 
.12612568E+03 
.12612421E+03 
.12612308E+03 
.12612201E+03 
.12612115E+03 
.12618042E+03 
.12611979E+03 
.126119263+03 
.126118813+03 
.12611812E+03 
.126118093+03 
.12611781E+03 
.12611757E+03 
.12611787E+03 
.12611720E+03 
.126117053+03 
.12611698E+03 
.23848517E+04 
.23647739E+04 
.23608990E+04 
.23592195E+04 
.23582232E+04 
.23575956E+04 
.235719063+04 
.235692458+04 
.23567471B+04 
.23566272E+04 
.23565453E+04 
.23564888E+04 
.23564496E+04 
.23564221E+04 
.23564027E+04 
.23563890E+04 
.23563798E+04 
.235637248+04 
.23563674E+04 
.23563638E+04 
.23563619E+04 
.23563594E+04 
.23563581E+04 
.235625713+04 
.23563564E+04 
.23563559E+04 
.23563555E+O4 
.23563558R+"4 
.23563551E+04 
.235635488+04 
.235635483+04 
.23563548E+04 
.23563547E+04 
.23563547E+04 
.23563546E+04 
.23563546E+O4 
.23563546E+04 
.23563546E+04 
.23563546E+04 
.23563546E+04 
.23563546E+04 
.235635463+04 
.43128176E+02 
.43126019E+02 
.43124178E+02 
.43122607E+02 
.431212673+02 
.431201223+02 
.43119146E+O2 
.43118312E+02 
.43117600E+02 
Problem 2 R = 144.0 N = 10 
w< : 8.34147 8.99997 7.36220 8.58959 3.68247 8.99995 3.69522 3.93672 .94256 7.95166 
- ‘j’ 14.510 5.047 143.178 64.881 64.309 111.314 
1.585 46.997 136.106 32.694 57.237 128.028 
12.719 35.159 139.061 74.242 68.045 102.927 
55.903 1.268 132.700 42.780 54.704 126.148 
99.407 53.816 89.208 63.281 92.243 90.678 
(n) 
x 
(II) 
Y 
(n) 
z f(TP’) 
.46554292E+02 
.449241803+02 
.503672063+02 
.528295123+02 
.52859317B+02 
.53019297E+02 
.530748253+02 
.52094856E+02 
.53101260E+02 
.53102482E+02 
.53101989E+02 
.58101139E+O2 
.52100387E+02 
.520993e73+02 
.530994681+02 
.530992343+02 
.126616913+03 
.126409813+03 
.12643425E+O3 
.126493723+03 
.126539673+03 
.12656913E+03 
.12658694E+03 
.12659746E+03 
.126603633+03 
.12660720M03 
.126609253+03 
.12661043E+03 
.126611103+05 
.12661148E+05 
.249770008+04 
.249064943+04 
.24896684E+O4 
.24894362E+04 
.248936803+04 
.248934763+04 
.24893416E+O4 
.248983983+04 
.24893893E+04 
.24893391E+04 
.24893391E+04 
.24893391E+04 
.2489339IE+O4 
.248933913+04 
.44229789E+02 
.43866763E+02 
.43666623E+OZ 
.4355677lE+O2 
.434971523+02 
.434649921+02 
.434476641+02 
.434382083+02 
.43438239E+O2 
.434304823+02 
.434289763+02 
.434281503+02 
We have not succeeded in proving that the algorithm in (20) is a descent method for the 
great circle distance. Empirical evidence, however, strongly supports such a conjecture. In over 
200 problems which were randomly generated, with N ranging from 3 to 15, the algorithm in 
(20) always was a descent method which converged to a local minimum. In Table 3 we consider 
Example 1 presented above and we demonstrate that if the distance is geodesic, then for various 
choices of the starting point the algorithm converges to different local minima. In Table 4 we 
demonstrate that for two randomly generated problems the algorithm converges to local 
minima. 
Table 3. Algorithm applied to Example I, great circle distance 
- 
0” 
5 
10 
15 
20 
25 
30 
40 
50 
60 
70 
80 
- 
Initial Values Converged Values 
Number 
of 
Itera- 
tions 
(0, 0. 1) 
c-5, -5, .7071) 
c-.5, -.5, .7071) 
(0, 0. 1) 
c.5, .5, .7071) 
c-.5, -.5, .7071) 
(0. 0. 1) 
t.5, .5, .7071) 
c-.5, -.5, .7071) 
(0. 0. 1) 
t.5, .5, .7071) 
t-.5. -.5, .7071) 
(0. 0, 1) 
t.5, .5, .7071) 
c-.5, -.5, .7071) 
(0. 0, 1) 
c.5, .5, .7071) 
c-.5. -.5, .7071) 
(0. 0. 1) 
c.5, .5, .7071) 
l-.5, -.5, .7071, 
(0. 0. 1) 
c.5, .5, .7071) 
c-.5, -.5, .7071) 
(0, 0. 1) 
c.5, .5, .7071) 
c-.5, -.5, .7071) 
(0. 0. 1) 
t.5, .5, .7071) 
t-.5, -.5, .7071) 
(0. 0, 1) 
t.5, .5, .7071) 
c-.5, -.5. .7071, 
(0. 0, 1) 
(0. 0. 1) 
l-.498, -.86X, .087)* 
(0, 0, 1) 
(0, 0, 1) 
(F.492, -.840, .1741* 
(0. 0. 1) 
(0, 0. 1) 
(0. 0, 1) 
(0, 0, 11 
(0. 0. 1) 
(0, 0. 1) 
(0, 0, 1) 
(0. 0. 1) 
(0, 0. 1) 
(0, 0, 1) 
(0, 0. 1) 
(0, 0, 1) 
(0. 0, 1) 
(0. 0. 1) 
(0, 0. 1) 
(0. 0, 1) 
(0. 0. 1) 
(0, 0, 1) 
(0. 0. 1) 
(0. 0. 1) 
(0. 0, 1) 
(0, 0, 1) 
(0. 0, 1) 
(0, 0. 11 
(0, 0. 1) 
IO. 0. 1) 
(0, 0. 1) 
1 
8 
9 
1 
10 
18 
1 
10 
15 
1 
10 
13 
1 
10 
13 
1 
10 
13 
1 
10 
13 
1 
9 
12 
1 
8 
10 
1 
7 
9 
1 
5 
7 
R=l 
; = 1 (~0~8, 8, sin81 
;2 = 
-case -Js 
(-, 1 costj, sine) 
2 
x3 = (_cos8,-& 2 1 cosP, sin81 
*=; 
3 
wj = ' , = 1, 2, 3 
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This, of course, does not contradict the intuitively appealing conjecture that if the destinations 
are all on a great circle, there is always at least one minimizing point on the great circle. 
4. ANALYSIS OF RATE OF CONVERGENCE 
In order to analyze the behavior of the algorithm (12) in the neighborhood of a local 
minimum X, we first derive necessary and sufficient conditions for X to be a minimum. Using 
Lagrangian multipliers, the Lagrangian for the Weber problem on the sphere is 
f(X) = f(Z) + $(x2+ y* + z* - 1) 
which leads to the following necessary conditions for a non destination point to be a local 
minimizer (V(n) = grad I(f) is written as a row vector): 
P(f) = f’T(a) + Aif = 0, l.q = 1. 
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Table 4. Algorithm applied to two randomly generated problems, great circle distance 
ProBlem 1 R - 144.0 N = 10 
W1: .67847 3.98675 9.05878 1.78008 8.10749 8.76414 6.79641 4.38766 9.85444 5.16529 
- ‘j’ 44.093 79.428 111.727 
31.479 75.057 118.792 
28.248 26.863 138.623 
12.484 88.287 113.073 
78.805 .907 120.520 
23.882 82.137 115.841 
51.759 24.723 132.083 
23.897 93.060 107.261 
94.078 44.676 99.445 
40.374 57.000 125.924 
.(n) y(n) ,(d f(ji(")) 
.23952443E+04 
.23757518E+04 
.23720993Effl4 
.23705639E+O4 
.23696815E+O4 
.236914278+04 
.23688057E+04 
.23685911E+04 
.23684524EM4 
.23683617E+04 
.23683017E+04 
.23682617E+O4 
.23682348E+O4 
.23682166E+O4 
.23682043E+O4 
.23681959E+O4 
.23681902E+04 
.23681862E+04 
.23681835Ec04 
.23681816E+O4 
.23681803E+04 
.12496380E+O3 
.12644514E+O3 
.12616130E+03 
.12668512E+03 
.12663345E+O3 
.12616051EW3 
.12654013E+O3 
.12645852E+o3 
.12689469E+o3 
.12634568E+O3 
.126307883-S-03 
.12627946E+O3 
.12625532E+O3 
.12623696E+O3 
.12622228E+O3 
.1262104JE+o3 
.12620090E+03 
.126193123+03 
.126186778+03 
.12618156E+O3 
.12617728E+O3 
.12617375E+03 
.126170848+03 
.12616843E+O3 
.12616643E+O3 
.12616477E+O3 
.12616340E+O3 
.126162258+03 
.51324798E+O2 
.475098906+02 
.46097828E+O2 
.45451690E+02 
.45054450E+02 
.44762907E+02 
.44534119E+O2 
.44350541E+o2 
.44201939E+o2 
.44081041E+02 
.439823078+02 
.43901412E+02 
.43834948&+02 
.43780209E+02 
.43735032E+O2 
.436976SOE+O2 
.43666751EU32 
.43641108EKI2 
.43619823E+O2 
.43602141E+02 
.43587438EUI2 
.43575207Effl2 
.43565024E+o2 
.43556544E+Q2 
.43549479E+02 
.43543591E+o2 
.43538663E+O2 
.4353459OEffl2 
.43531176E+O2 
.435283298+02 
.43525954E+o2 
.43523972E+02 
.4352231%+02 
.43520939E+02 
.435197!37Fz+02 
.43518826E+02 
.43518024E+02 
.43517854E+02 
.49857946E+O2 
.49904277E+02 
.50614929E+02 
.513236158+02 
.519007858+02 
.52350034E+o2 
.52698155E+O2 
.52969791E+o2 
.53163710E+O2 
.53353665E+O2 
.53489738E+02 
.53599409E+02 
.53688298E+O2 
.5376%37E+O2 
.53819875E+O2 
.53868433E+o2 
.53908383E+O2 
.53941329E+02 
.53968553E+J2 
.53991087E+02 
.54009765E+O2 
.54025264E+02 .23681794E+04 
.23681798E+04 .54038139E+02 
.54048842E+02 .23681784E+04 
.23681781E+O4 
.23681779E+O4 
.236817778+04 
.236817768+04 
.236817758+04 
.23681775E+O4 
.23681775E+O4 
.5407133OE+O2 
.54057746E+02 
.54065158E+02 
.54076472E+O2 
.54080758E+O2 .12615985EM3 
.54084330E+02 .12615930E+O3 
.54087309E+02 .12615835E+03 
.54089793E+02 .12615846E+03 
.540918658+02 .12615815E+03 
.54093594E+02 .126157888+03 
.5409503a+02 .12615766E+03 
.54096239B+02 .12615748E+03 
.54097244!x+o2 .12615732E+03 
.540980828+02 .12615719E+03 
.236817748+04 
.236817748+04 
.23681774E+04 
.236817748+04 
.236617748+04 
.23681774E+04 
.23691774E+O4 
Problem 2 R = 144.0 N = 10 
Y : 3.34147 8.99997 7.36220 8.58959 3.68247 3.99995 3.69522 3.93672 .94256 7.95166 
- 
X.: 14.510 5.047 143.178 64.881 64.309 111.314 
3 1.535 46.997 136.106 32.694 57.237 128.028 
12.719 35.159 139.061 74.242 68.237 102.927 
55.903 1.268 132.700 42.780 54.704 126.148 
99.407 53.816 89.208 63.281 92.243 90.679 
,(n) yh) (n) 
2 fd"') 
.46554292E+02 .503672081+02 
.44958543E+O2 .52305432E+02 
.44288169E+02 .528223793+02 
.43941057E+02 .52976181E+02 
.43750533E+02 .530282863+02 
.43645909E+02 .58046658E+02 
.43588939E+02 .53052510E+02 
.43558080E+02 .53053728E+02 
.43541389E+02 .53053432E+02 
.435323533+02 .53052806E+02 
.4352745OE+O2 .52052243E+02 
.435247833+02 .5305X3313+02 
.43523328E+02 .530515573+02 
.43522533E+03 .530513853+02 
.12661691E+03 
.126407563+03 
.126429853+03 
.126486003+03 
.126580203+03 
.126558633+03 
.1265758lE+03 
.126585928+03 
.12659179E+03 
.126595163+03 
.12659708E+03 
.12659817E+03 
.126598788+03 
.128599133+03 
.251008033+04 
.25032204E+O4 
.250229923+04 
.250208713+04 
.250202563+04 
.250200723+04 
.250200173+04 
.25020001E+04 
.250199963+04 
.250199943+04 
.25019994E+04 
.250199943+04 
.250199943+04 
.250199943+04 
This implies that 
A = f If(f 
Choosing the negative sign, a necessary condition for % to be a local minimizer is (see[20]) 
H,(Z) = H,(X) - Jf’(x)lI 2 0 for all y such that (grad (Zl’)j = 2fT9 = 0. 
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Let t,‘, &’ be an orthonormal basis for {y(fTjj = 0}, and let 
e,, &, then the necessary condition (22) becomes 
E be the 3 x 2 matrix with columns 
(23) 
A sufficient condition for f to be a local minimizer is (see[20]) 
ETHf(X)E > If’(f)lZ. 
From (14), the iteration function T(n) in (12) can be written as 
(24) 
T(f) = ” - YGY(f) _ _ F(f) 
lx - rWT(31 - IF(f)\ 
where 
F(f) = P - y(x)fT(f). (25) 
Local behavior of the algorithm in the neighborhood of a point X is determined by the 
eigenvalues of the matrix Z’,(n) = ETT’(f)E (see[20]), which we now compute when X = T(i) = 
F(MlF(9J) d - an x is a local minimizer. Convergence is linear if the eigenvalues of ‘Z,(a) are 
less than 1 in magnitude. We have 
T’(f) = &)I ----F’(a) + F(f) grad IF(f) = $$, - # grad I ZW)l 
F’(i) = IFol - ,;,!!;,3 FT(n)F’(T) = (’ - FL;;(‘). (26) 
From (25) we have 
F’(f) = z - f’=(n)y’(a) - r(X)Z-Z@) 
and from (21), f’r(X) is collinear with f. Therefore, since ETj = 0, we obtain 
T (~) = ET(Z - @)F’(f)E = ETF’(X)E = Z - r(f)E=H#)E 
I lF(.f)l IFCd II - 74xW(f)ll . 
Now assume that in addition to ff = T(f), ff is also a local minimizer which is a regular point 
and not a destination. Since P = T(f) the first and second terms in the sum in (13) are collinear 
with 2 so we have 
The quantity above is strictly positive (by the triangle inequality) and strictly less than 1 
(since I is a regular point). 
It now follows from (23) that 
z-y(f)ETHf(W 5 (1 - r(f)V’(Q])Z 
and if ff satisfies the sufficient condition (24) then 
(27) 
Z - #)ETHf(f)E I (1 - r(n)]f’(a)))Z. (28) 
The inequality (27) implies that the eigenvalues of T,(a) are less than or equal to one, whereas 
(28) implies that they are strictly less than one, as required for linear convergence. 
We will now consider conditions under which the eigenvalues of T,(a) are greater than -1, 
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I - r(a)PH,(x)E > - (1 - r(x)V’(n)l)I (29) 
but it is convenient to treat the three metrics separately. First, observe that from (13) it follows 
that 
so that 
I _ r(n)E~Hf(a)E = _r(a) 5 wj( “F_-7”)’ E~(’ - ;)$ %. 
j=l I I 
Also 
Therefore the condition (29) becomes 
(30) 
(31) 
(32) 
(A) Square of Euclidean distance 
In this case l/y(X) = 2 $ wj, HJX) = 2( $ wj)r and the sufficient condition (24) becomes 
j=l j=l 
that is, no point is an irregular point. Also (30) becomes 
I - y(x)ETHf(f)E = 0 
so that (29) is satisfied. It has been already remarked that convergence occurs with one 
iteration, i.e. the algorithm gives the unique minimizing point explictly. 
(B) Euclidean distance 
In this case l/r(Z) = ‘$ lff ysl and 
The necessary condition (23) for a minimum becomes 
i$ wjE T(f-fj)(X-Xj)TEs 15 _ 1.3 - 41’ j=, wJ,x~fj,[L 
This condition is sufficient if there is strict inequality. We now show that 
I - y(n)E=H,(x)E > 0 (34) 
(33) 
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so that (29) is automatically satisfied. Since for the Euclidean distance (~‘(s)/s)’ = (l/s)’ = - l/s*, 
it follows from (30) that 
I - y(f)E=H,(x)E = y(f)5 N@ -,;““,j’)TE. 
j=l 1 
The matrix on the right is positive definite because each term in the sum is non negative; hence 
the sum is zero if and only if (X - Zj)‘E = 0 for every j = 1,. . . , N. This would imply that for all 
j= l,... , N P - fj is collinear with ff which is impossible. Hence (34) holds, so that (29) is 
automatically satisfied. The algorithm given by (17) converges linearly if each eigenvalue A of 
T,(X) is less than 1 in magnitude. From (33) and (34) it follows that 0 <A I 1, and strict 
inequality holds if X satisfies the sufficient condition for a local minimum. Thus we have proved 
the following theorem. 
THEOREM. Suppose f = T(Z) is a local minimizer of fe(f) which is neither a destination point nor 
an irregular point, and suppose that ff satisfies the sufficient condition for local minimum 
2 wjE T(X-efj)(X-.fj)TE< IX - .fj13 I j=l '[.XmZjjlL 5 w, _fj 
Then, the iterates of T converge linearly to X, if the starting point ff” is sufficiently close to X. 
Remark. Of only the necessary condition holds for f then the iterates of T still converge to 2 
because we have proved that T(f) gives a descent method. In this case, however, an eigenvalue 
of T,(I) may be equal to 1 so convergence may be sublinear. 
Remark. Since each eigenvalue A of T,(a) satisfies 0 < A I 1, convergence is never super- 
linear. 
In order to illustrate what may occur consider Example 1 with d(Z, 9) = r&(X, j) and with 
XT = (0, 0, l), the North Pole. Clearly ff satisfies Z = T(f). The matrix E may be chosen as 
(35) 
The necessary condition for X to be a local minimizer (33) now becomes 
ET 312 cos20 0 0 
(2(1 - sin 0))175 312 cos2tJ 0 E 
0 3( 1 - sin 13)’ 
I 
312 cos20 0 3 sin 8 
= (2( 1 - HI, 0))3’2 0 3/2 cos’ 0 1 5 d(2( 1 - sin 0))’ 
or 
1 + sin 8 < sin e 
4 - 
sin 6,Z l/3 
19 = I?> 19.471 degrees. 
The matrix Tr(Z) is now (1 + sin0)/(4 sin@ I. As 0+ $ convergence becomes slower as 
illustrated in Table 5. Also as 0-e it becomes necessary to start closer to N in order for the 
algorithm to converge to N. When 8 I 8, the North Pole is no longer a local minimizer. It has 
already been remarked that for 0 5 30 degrees, the destination points give smaller values for 
f&). They are in fact global minimizers. 
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Table 5. Local convergence in Example I, Euclidean distance 
8” Initial Value converged Value 
80 
70 
60 
50 
40 
30 
25 
22 
22 
21 
21 
20 
20 
19.8 
19.8 
19.6 
19.6 
19.5 
19.471 
(sin fl=l 
3) 
19.4 
19.2 
19.0 
17 
15 
:.5, .6, .6245) 
II 
II 
:.5, .6, .6245) 
t.04, .04, .96) 
:.5, .6, .6245) 
C.04, .04, .961 
1.5. .6. .6245) 
i.04, .64, .96) 
L.5, .6, .6245) 
1.04, .04, .96) 
1.5. .6. .6245) 
C.Oh , .04 , .96) 
C.5, .6, .6245) 
II 
(0. 0. 1) 
t.9266, 0, .3760)* 
(0. 0. 1) 
C.9331, 0, .35951* 
(0, 0, 1)* 
C.9392, 0, .3433j* 
(0. 0. 1) 
C.9405, 0, .33971* 
(0. 0, 1) 
C.9418. 0, .3362)' 
io, O,.lY 
C.9422, 0, .3351)' 
C.9424, 0, 3345)' 
C.9428, 0, .33331* 
c.9440, 0, .329aj* 
C.9451. 0, .3269)* 
t.9561; 0; .2930)* 
(.9658, 0, .2592)* 
Number 
Of 
Itera- 
tions 
5 
7 
9 
11 
13 
21 
43 
25 
16 
22 
15 
19 
16 
19 
16 
19 
17 
18 
18 
18 
18 
17 
15 
13 
It=1 
% 
= (cc&, 0, sin8) 
L2 = 
-cos6 5 
t--y--, -j- cos8, sine) 
; -47 
3 
= (T, 2 cos , sin ) 
*=; 
1 
(C) Great circle distance 
In this case we have 
4%) = l/(1 -(s/2)*)“* 
4!(s) = q, _(ss/2)2)3,2 
c > $eJ ’ = s&w; 4:(s) = s2-2 s 2S2( 1 - (S/2)*)3’* 
so that condition (32) that every eigenvalue of T,(Z) is greater than - 1 becomes 
We may choose our coordinate system so that XT = (O,O, l), the North Pole. Without loss of 
generality we then have ff = T(x) and 
so that (36) becomes 
(37) 
which is satisfied if Zj 2 0 for j = 1, . . . , N, that is if the destination points are contained in a 
closed hemisphere (Note that since ff is assumed to be a regular point, the right side of (37) is 
strictly positive). Therefore, we have shown that if all 5, j = 1,. . . , N are contained in a 
hemisphere, then every eigenvalue A of r(n) is greater than - 1. If the necessary condition (23) 
for a local minimum, which now becomes 
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holds, then A I 1, and A < 1 if strict inequality holds in (38) which is then the sufficient 
condition for a local minimum. Thus [A/ I 1 and it follows as in the case of the Euclidean 
distance that A #O. Therefore we have proved the following theorem: 
THEOREM. Suppose that f = T(n) is a local minimizer of f=(X) which is neither a destination point 
nor an irregular point, and suppose that 2 satisfies the sufficient condition for a local minimum 
Then if all Zj j = 1, . . . , N are contained in a closed hemisphere, the iterates of T converge 
linearly to ff if the starting point ff” is sufficiently close to .K 
Remark. Although no proof has been given, empirical evidence strongly indicates that T(f) 
gives a descent method. Therefore, even if only the necessary holds for i then the iterates of T 
still converge to X. Convergence in this case may be sublinear. 
Remark. Since each eigenvalue of T,(Z) satisfies 0 < )A[ I 1, convergence is never super- 
linear. 
Remark. The theorem has been proved only under the restriction that the destinations are 
contained in a closed hemisphere. In all numerical experiments that were made, however, the 
same conclusion held without this restriction. 
Again we use Example 1 as an illustration with d(R f) = d&, f) and with XT = (0, 0, l), the 
North Pole. Clearly f = T(f). E is chosen as in (35). The necessary condition for X to be a local 
minimum (37) now becomes 
TE sin0 T 
312 cos28 0 0 
sin0 0 3 sin 
cos e 
0 312 cos’ r3 0 < til 
0 0 3( 1 sin 8)2 
1 E=G?-e [ 3/2cos20 
0 312 cos2 0 
I 
cos e 
- 
or l/2 I 1, which is always satisfied. Thus the North Pole is always a local minimum. The 
eigenvalues of T,(f) are always equal to l/2 for every 0 and this is reflected in Table 6, where 
the number of iterations needed to converge does not depend upon 0. It has already been 
remarked that for 6 5 13.534 degrees the destination points give smaller values for f&n). They 
are in fact global minimizers. 
5. DESTINATION POINTS WHICH ARE LOCAL MINIMIZERS 
(A) A necessary and suficient condition 
For the square of Euclidean distance, destination points play no special role; therefore we 
restrict our attention to Euclidean distance and great circle distance. In order to derive a 
necessary and sufficient condition for a destination point .Q to be a local minimizer, consider a 
change from & to _& + tfi where U is a unit vector in the plane tangent to S2 at Xk, that is 
fkTri = 0. Then we have 
Let t --f 0 and use 4 b(O) = 4k(O) = 1 to obtain 
Now for ff# X,, recall that 
8” 
80 
70 
60 
50 
40 
30 
25 
22 
20 
19.8 
19.6 
19.5 
19.471 
19.4 
19.2 
19 
17 
15 
14 
13.5 
13 
12 
10 
8 
5 
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Table 6. Local convergence in Example I, great circle distance 
Initial Value 
.5, .6, .6245) 
II 
-.5, -.6, .6245) 
.5, .6, .6245) 
-.5, -.6, .6245) 
.5, .6, .6245) 
-.5, -.6, .6245) 
.5, .6, .6245) 
-.5. -.6, .6245) 
.5, .6, .6245) 
-.5. -.6. .6245) 
.5. .6, 16245) 
-.5, -.6, .6245) 
:.5, .6, .6245) 
:-.5, -.6, .6245) 
- 
I 
Converged Value 
0. 0. 1) 
11 
II 
I -.3802, -.6587, .6493)j 
( 0, 0. 1) 
I -.4889, -.8468, .2096): 
( 0. 0. 1) 
( -.4923, -.8527, .1748)' 
( 0. 0, 1) 
I -.4950, -.8575, .1400)' 
( -.4981, -.8627, .0876)' 
( -.4981. -.8627, .0874)' 
Define the vector I?(Z) as in [19] by 
Then 
- 
umbex 
of 
tera- 
ions 
- 
4 
6 
8 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
21 
9 
24 
8 
8 
23 
10 
15 
12 
11 
11 
8 
- 
R=l 
;1 
= (cc&, 0, sir&) 
L2 = 
-case Js 
(2, 2 co&, sine) 
; 
-A 
3 
= (7, - case, sine) 
2 
d got a destination 
L =; 
3 
$f (Is, + h-i) = wk + &‘6. 
t=o 
The direction of greatest decrease of f from & is therefore the direction of the component of 
& in the plane tangent to S2 at &,, that is 
ti = & - (&‘&)& 
and the magnitude of the decrease is 
RkT(Rk - @kTfk)fkk) = 
wk- ,Ek__~kTfklfk, wk-~R,-(~kTfk)fkk. 
& is a local minimizer if and only if this is non negative, that is 
where for the Euclidean distance 
and for great circle distance 
(39) 
(40) 
(41) 
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We now determine the rate of convergence of the algorithm (12) in the neighborhood of a 
destination point Is, which is a local minimum. It is convenient to treat the two metrics 
separately. The presentation follows that in [ 191. 
(B) Euclidean distance 
We use the notation Iff - 
follows: 
&I= dk(_f) and we expand T(X) in the neighborhood of Zk as 
where a straightforward computation gives 
G/&f) = cs = i& - x$8- (_fk - $-(f - fk) + O(d;(X)). 
j+kdj(X) j+kdj (xk) 
Similarly a straightforward computation gives 
Therefore 
which leads to 
T(f)-& 1 - 
d/&f) 
= --(& - @&)i$) + O(d&)). 
From (39) it follows that l/n#k -(&r&J] 5 1. We have therefore proved the following 
theorem: 
THEOREM. Suppose .& is a destination point which is a local minimum and let 
The algorithm (12) converges to 4 linearly, sublinearly or superlinearly depending upon 
whether Ak < 1, Ak = 1, or Ak = 0 respectively. In case Ak = 0 convergence is quadratic. 
Remark. When Ak = 1 the algorithm (12) converges to & since we have shown that it is a 
descent method. It can be shown as in[l9] that a positive number 8 can be calculated and that 
In Example 1, it is easily computed that if d(2, Y) = d&f, y) then RiT = q3(1,0,0), (E, - 
(R,*~JZi)r = v/3 sin 0 (sin 40, cos 0). Therefore, ffi (and similarly Z2, _F~) is a local minimizer if 
and only if ]R, - (~?,~f,)f] = d/3 sin 0 I 1 that is if and only if 
0 5 35.264 degrees. 
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We have already shown that for 0 I 30 degrees f(a) sf(N) where N is the North Pole. 
Numerical results confirm that for B 5 30 degrees the destination points are global minimizers, 
whereas for 30 degrees < 0 5 35.3 degrees the destination points are local minimizers and iV is 
a global minimizer. For 8 > 35.3 degrees, N is a global minimizer and the destination points are 
no longer even local minimizers. 
(C) Great circle distance 
Completely analogous computations, which we omit here, give the same result as in the 
previous theorem with & now given by (41). 
In Example 1 it is easily computed that if d(f, j) = d&f, jf) then RIT = d3/(2d( 1 + 3 sir? 0)) . 
(1, 0, 0), (R, - (I?, TTl)Z,)T = 2d3 sin &( 1 + 3 sin’ 0) (sin 8,0, cos 0). Therefore f, (and similarly 
fz, a,) is a local minimizer if and only if JR, - (R,TT,)X,l = 2d3 sin &(l + 3 sin 0) I 1 which 
leads to 
1 sinBI- 
3 
8 5 19.471 degrees. 
We have already shown that for 0 I 13.534076 degrees f(%,) sf(N) where N is the North Pole. 
Numerical results confirm that for t9 5 13.534076 degrees the destination points are global 
minimizers, whereas for 13.534 degrees < 8 5 19.471 degrees the destination points are local 
minimizers and N is a global minimizer. For B > 19.471 degrees N is a global minimizer and the 
destination points are no longer even local minimizers. 
Observe that when ff = 4 a destination point T(f) in (12) is no longer defined. However if 
T($.) is defined to be lim T(T) then it is easily verified that T&k) = &, that is the algorithm 
“gets stuck” at destination points even if they are not minimizers. This is completely analogous 
to what happens in the classical Weber problem in R’, where it has been pointed out by Kuhn 
in[18] that such situations can occur for at most a denumerable number of starting points ff”. 
Ostresh in[21] has redefined the iteration function for the classical Weber Problem when X = Xk 
so as to resolve this difficulty. A similar approach can be adopted here but we do not enter into 
details. Again as in the classical Weber problem, convergence to minimizing destination points 
can be very slow (sublinear). It is therefore important either to use the test in (39) for 
destination points which are local minimizers, or to use the scheme for acceleration of 
convergence described in the next section, in order to avoid the possibility of intolerably large 
numbers of iteration. 
6.AMODIFIED STEFFENSEN ITERATION ANDNUMERICALRESULTS 
In the classical Weber problem it has been shown in [ 10, 111, and[l9] that Steffensen’s 
iteration[22] is effective in accelerating convergence. The iterate which results from a 
Steffensen iteration is, however, not necessarily on S2. Therefore we modify the Steffensen 
iteration by normalizing the Steffensen iterate to be on S2. Specifically, the scheme which we 
use in order to accelerate convergence is given as follows both for the Euclidean and the 
geodesic metrics: 
Given f”, compute fR,’ = T(Y), ?‘*’ = T(ff”*‘) 
x -?I.3 = 7yf”.2), f”.4 = 77(f%3)* 
Let the matrix X. be defined by 
X” = (fn*l, p.2 2%‘). 
Compute AX,,, A’X, where A is the forward difference operator (see[23]). 
Let 2”’ = 2” - AX, (A’X,)-’ Ax”. 
Finally let 
-nr 
-n+l _ x 
X --Pi 
Note that each Steffensen cycle requires 4 iterations of T. 
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Table 7. Use of normalized Steffensen iteration 
Nlmrbsr of Iterations* Number of Cycles 
l * 
Problem No. 
195 
1 
2 
3 
4 
5 
; 
8 
9 
E 
12 
13 
14 
15 
16 
17 
18 
19 
20 
18 
21 
13 
49 
18 
17 
17 
29 
15 
17 
16 
21 
30 
15 
15 
18 
22 
22 
40 
35 
3 
4 
4 
5 
3 
3 
3 
3 
3 
3 
3 
3 
4 
3 
3 
3 
3 
3 
4 
8 
l 
without normalized Steffensen iteration 
l * 
each Steffensen's cycle requires four iterations. 
In Table 7 we show the results of 20 randomly generated problems in which N = 20, wi = 
l,i=l,..., N. 
In Table 7, only in Problem No. 3 did the use of Steffensen’s scheme require more 
iterations. On the average the use of Steffensen’s scheme required 63% as many iterations as 
the unaccelerated scheme and in the case of Problem No. 19 for example it required only 30% 
as many. Thus, once again as in the classical Weber problem, the use of a (normalized) 
Steffensen’s iteration appears to be effective in accelerating convergence. Also in cases where 
convergence is very slow, Steffensen’s method may be efficient in accelerating convergence. 
This is because Steffensen’s iteration accelerates sublinear convergence to quadratic con- 
vergence (see[23]). Hence the modified Steffensen iteration can act as a safeguard against 
sublinear convergence. 
Our entire discussion is based on local convergence. It has been shown however that there 
may exist local minimizers for f(n) which are not global minimizers. It is important therefore to 
have a good starting value ff” if possible. We suggest using 
(42) 
This is the unique global minimizer when d(f 1) = &(Z, f), the square of Euclidean distance if 
$ KJ$~#O, and has also been proposed as an approximation to the solution in[12]. It is clear 
j-l 
that (42) does not always work. In Example 1, for instance, (42) always gives N the North 
Pole, which is a local minimizer (if 0 2 19.471 degrees for Euclidean distance and always for 
great circle distance) but as we have shown N is not a global minimizer if 8 I 30 degrees for 
Euclidean distance, and if B I 13.534 degrees for great circle distance. Nevertheless in many 
randomly generated problems (42) does give a good approximation to the global minimizer, and 
T(f) used in conjunction with the normalized Steffensen scheme yields rapid convergence. 
7. SUMMARY AND DISCUSSION 
The algorithm (12) has been formulated to solve the problem of optimal location on the 
sphere both for Euclidean and great circle distances. It has been shown that (12) has similarities 
to the Weiszfeld algorithm for solving the classical Weber problem in R3 in that it is a 
normalized gradient method, and in its derivation. Also its local convergence properties are 
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entirely analogous to those of the Weiszfeld scheme both when the local minimizer is, and 
when it is not, a destination point. A modified Steffensen iteration has been shown to be useful 
in accelerating convergence and to be a safeguard in cases when convergence of (12) used alone 
is sublinear. 
The Weber problem on the sphere is a constrained optimization problem which may have 
local minimizers as well as global minimizers. Our analysis applies to the determination of local 
minimizers. We propose using (42) as an approximating starting value. The difficulty of finding a 
good approximation for a starting value in this, as in other optimization problems which possess 
local as well as global minimizers, is perhaps the major difficulty; i.e. algorithms may converge 
to local rather than global minimizers. The best approach may be to combine a search method 
which does not use the analytic properties of f(x) and consequently converges more slowly 
than (12), with the algorithm (12). A suitably formulated search method may be able to 
determine an ff” which is sufficiently close to a global minimizer and then (12) can be used to 
converge quickly to the global minimizer. This is a subject for further investigation. 
In the case of the Euclidean distance it has been proved that (12) is a descent method and 
that its convergence to a local minimizer which is neither a destination nor an irregular point is 
linear. For great circle distance, empirical evidence strongly supports the assertion that (12) is a 
descent method; a mathematical proof is, however, lacking. Also linear conveigence to a local 
minimizer has been proved only when the destinations are contained in a hemisphere. A proof 
is still needed for the general case. Here again empirical results strongly support the statement 
that local convergence to a local regular minimizer is always linear. 
We have given necessary and sufficient conditions (39) both for a destination point to be a 
local minimizer and for local convergence to be linear, sublinear or superlinear. The case when 
a local minimizer is not a destination point but is an irregular point has not been considered 
here. 
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