Abstract
Introduction

44
High-throughput phenotyping (HTP) technologies have been adopted at a fast pace in agriculture; 45 applications range from the use of HTP in highly controlled environments (e.g., growth chambers 46
[1]) to extensive HTP using sensing devices mounted on aerial (e.g., hyper-spectral cameras 47 mounted on aerial vehicles [2] ) and terrestrial equipment such as tractors and combine 48 harvesters [3] . Modern agricultural production systems use HTP data to optimize management 49 practices [4] , forecast agricultural outputs [5] and to assess the quality (e.g., protein content) of 50 agricultural commodities [6] . HTP data can also be a valuable input for breeding programs. For 51 instance, extensive HTP may enable an expansion of genetic testing that can lead to higher 52 intensity of selection and faster genetic progress. Moreover, HTP data may offer opportunities 53
to improve traits such as drought tolerance that are otherwise difficult to measure and breed for. Indirect selection accuracy is defined as the correlation between the index used to rank 138 genotypes and the genetic merit of the selection objective, that is, ( ) = ( " , 3 4 ). This 139 parameter is equal to the product of the square root of the heritability of the SI (ℎ j ) times the 140 genetic correlation between the SI and the selection target, ( j 4 , 3 4 ) [16] . To avoid 141 estimation bias ( ) must be estimated using data that was not used to derive the coefficients 142 of the index (Fig 1) ; therefore, in the application presented below we: (i) partitioned the data into 143 training and testing sets, (ii) derived the coefficients of the SI in the training set, (iii) applied these 144 coefficients to image data of the testing set ( " = " / ), and (iv) estimated ℎ j , ( j 4 , 3 4 ), and 145 ( ) in the testing set. Furthermore, we quantified the efficiency of indirect selection relative 146 to mass phenotypic selection (RE) using = Regularized selection indices for wheat grain yield using hyper-spectral image data 157
We applied the methodology described in the previous section to data ( =3,276) from the 158 CIMMYT Global Wheat Program consisting of grain yield (ton ha F( ) and hyper-spectral image 159 data. The data were collected at CIMMYT's experimental station in Ciudad Obregon, Sonora, 160
Mexico (27°20ʹ N, 109°54ʹ W, 38 masl) from 39 yield trials in which a total of 1,092 genotypes 161 were tested. Rainfall in Obregon is very limited; therefore, four different environments were 162 generated representing a combination of planting methods (Flat or Bed), controlled irrigation 163 (minimal, 2 or 5 irrigations), and planting dates (optimum or early-heat). As expected, average 164 yield decreased as drought stress intensity increased (see Table 1 Image data was collected using an infrared and an hyper-spectral camera and consisted 173 of reflectance of electromagnetic power at 250 wavelengths (or bands) within the visible and 174 near-infrared spectrums (392-850 nm). Separate images were collected at 9 time-points covering 175 vegetative (VEG), grain filling (GF), and maturity (MAT) stages of the crop (see S2 Fig) . Grain yield 176 and image data were pre-adjusted using mixed-effects model that accounted for genotype, trial, 177 replicate, and sub-block (see Methods section). 178
Regularization improves the heritability and the accuracy of the index 179
To assess the effect of regularization on the accuracy of indirect selection we fitted an L1-PSI over 180 a grid of values of the regularization parameter ( (Fig 2A)  189 decreased as more bands became active in the index. Likewise, the heritability of PC-SI (Fig 2B) patterns with some differences between environments. The accuracy of indirect selection of the 196 optimal L1-PSI was always close to that of the optimal PC-SI and that of the optimal L2-PSI (S1 197   Table) . Importantly, in all cases the accuracy of indirect selection of the optimal regularized SIs 198 was considerably higher than that of the canonical SI, which is the one corresponding to 250 199 active bands or 250 PCs (i.e., the right-most results in the plots in Fig 2) . 
Using data from multiple time-points further improves selection accuracy 228
The results presented above were based on data from a single time-point. We also generated 229 selection indices using data from multiple time-points (in this case, " was a vector containing 230 2,250 traits, corresponding to 250 wavelengths measured at each of 9 time-points). Integrating 231 data from multiple time-points further increased the accuracy of L1-PSI by a margin that ranged 232 from 1 to 8 points on the correlation scale ( Table 2 ). The gains in selection accuracy obtained 233 using data from multiple time-points were more evident in environments with lower accuracy; 234 similar results were obtained for the PC-SI and L2-PSI (S1 Table) . We compared the accuracy of indirect selection of the PSI and PC-SI with vegetation indices and 263 penalized phenotypic prediction. Vegetation indices are often used to predict yield (e.g., [22] ), 264 biomass, and chlorophyll content (e.g., [23, 24] ). We considered two vegetation indices: the Red 265
For each of these indices we estimated the genetic correlation with grain yield, as well as their 267 heritability and accuracy of indirect selection (S1 Table) . Overall, the accuracy of indirect 268 selection of the GNDVI and RNDVI was lower than the one achieved with a PSI (the average 269 difference in accuracy between RNDVI and the L1-PSI varied by environment from 0.02 to 0.14 270 points in correlation, S1 Table, Thus, the main driver of the difference in accuracy between the L1-PSI and the vegetation indices 275 was the difference in genetic correlation. 276
We also fitted L1-penalized phenotypic prediction (L1-Phen) and compared the accuracy 277 of indirect selection of these phenotypic prediction methods with that of penalized SIs. Overall, 278 the L1-Phen achieved an accuracy of indirect selection very close to that of the L1-PSI (S1 Table) ; 279 however, in a few environments at some time-points, the L1-PSI achieved a higher accuracy of 280 indirect selection than the phenotypic prediction. 281
282
Discussion
283
High-throughput phenotyping has been extensively adopted in agricultural research and 284 commercial production. Extracting interpretable information from HTP data poses important 285 statistical challenges. The clear majority of research in this area has focused on calibratingapproach is well-suited for phenotypic prediction; however, the same approach can be sub-288 optimal for selection because the best predictor of a phenotype is not always the best predictor 289 of the genetic merit of the same trait. 290
The best phenotypic predictor is the sum of the best predictor of the genetic merit Selection indices exploit genetic covariances, while phenotypic prediction relies on 296 phenotypic covariances between the selection target and the measured phenotype (e.g., crop 297 imaging). Thus, the two methods yield different results whenever the patterns of phenotypic 298 correlations are sufficiently different from the patterns of genetic correlations. In our data set, 299 environmental conditions were highly controlled, with relatively low un-controlled within-trial 300 variability in environmental conditions. Consequently, the patterns of phenotypic and genetic 301 correlations were very similar (see S8 Fig) . This was true for many time-points and environments 302 but not in others (e.g., 80, 85 and 93 DAS in Flat-Drought, and 90 and 98 DAS in Bed-2IR); it was 303 exactly in those time-points and environments that the L1-PSI achieved higher accuracy of 304 indirect selection than the L1-Phen method (S1 Table) . 305
A canonical SI (expression (1)) is, by construction, maximally correlated with the genetic 306 merit of the selection objective. This optimality property holds when the genetic and phenotypicknown without error. However, when the measured phenotype is high-dimensional, estimation 309 errors in the phenotypic (co)variance matrix ( E ), as well as in the genetic covariances ( E,3 ), can 310 make the canonical SI sub-optimal. Our empirical results confirm this: canonical SIs over-fitted 311 the data, this leads to a SI with low heritability and low accuracy of indirect selection. 312
To prevent overfitting, we considered integrating ideas commonly used in high-313 dimensional regression into the SI methodology. Our empirical results show that regularization 314 consistently improves the accuracy of indirect selection relative to canonical SIs. We verified this 315 for various environmental conditions and for crop imaging data collected at 9 different time-316 points. The optimal PSI and the optimal PC-SI achieved almost the same accuracy of indirect 317 selection for all the environments and time-points, suggesting that either type of regularization 318 can be effective. 319
Reduced-rank selection indices are appealing because after dimension reduction the 320 problem of deriving a SI is trivial and can be dealt with methods commonly used to derive 321 canonical SIs. Moreover, after HTP has been reduced to a few derived-traits (say the top 10 PCs), 322 these traits can be integrated into genetic evaluations (either pedigree-based [27] or genomic-323 enabled [28]) using standard multi-trait models. 324
Principal components-based methods have been considered before in the analysis of 325 using FTIR-derived PCs as 'traits' in a genetic evaluation. However, when mapping from genetic 330 predictions of PC-lodgings onto genetic predictions for the selection objective the authors used 331 coefficients derived from a phenotypic (partial least squares) regression. This does not guarantee 332 that the resulting index is maximally correlated with the genetic merit of the selection target. The 333 penalized and PC-SI presented in this study address that problem by using coefficients that are 334 derived using genetic (and not phenotypic) covariances. 335
A disadvantage of the PC-SI is that the methodology does not naturally provide variable 336 selection, a feature that may be desirable when the measured phenotype is high-dimensional. 337
Penalized selection indices can perform variable selection based on genetic covariances. 338
While the derivation of a PSI is a bit more challenging than that of the PC-SI, the computational 339 burden involved in the derivation of a PSI is not extremely high. 340
Integration of PSI and PC-SI into genetic evaluations. The SIs considered here predict 341 genetic merit for a selection target from a set of traits measured on an individual ( " = " / ); such 342 indices exploit borrowing of information between traits within an individual. Borrowing of 343 information between individuals increases selection accuracy; we envision two ways in which 344 regularized SIs can be integrated into pedigree or genomic-based genetic evaluations. 345
One possibility is to use two-steps whereas in the first step a PSI or a PC-SI is used to 346 predict the genetic merit using within-individual information. This step can be considered as a 347 task where patterns attributable to genetic covariances are extracted and those attributable to where {E is a × 1 vector of genetic covariances including between-traits-within-individual 357 (co)variances and between-subjects covariances. In standard genetic models, {E takes a 358
Kronecker form {E = " ∘ E,3 , where " are genetic (either DNA-or pedigree-derived) 359 relationships between the candidate for selection and each of the individuals in the training set, 360 and E,3 is, as before, a vector of genetic covariances between the selection objective and the 361 measured traits ( ). Likewise, E is a × phenotypic (co)variance matrix. Estimating E 362 would require estimating all the genetic and environmental covariances among the measured 363 traits. Therefore, while a one-step approach is conceptually feasible, the implementation can be 364 computationally challenging. 365
Regularized selection indices can also be a valuable tool in genetic research. High-366 dimensional phenotypes are also becoming increasingly available in genetic studies involving 367 human subjects and model organisms. Performing genetic studies (e.g., genome-wide association 368 analyses) on high-dimensional phenotypes is challenging and the burden of multiple testingacross hundreds or thousands of phenotypes (e.g., RNA-abundance across thousands of genes) 370 may critically compromise power. The PSI and PC-SI presented in this study could be used to 371 extract genetic patterns from high dimensional phenotype data such as brain imaging or whole-372 genome gene expression profiles and these patterns can then be used as traits in genetic studies. 373 
Conclusion
Penalized selection indices 420
The objective function of the penalized SI is given by expression (3). Here we considered PSIs 421 using either L1 or L2-norms or a combination of the two. The second and third right-hand side terms can be combined to obtain: 428
where is a × identity matrix. Differentiating with respect to and setting the derivatives 430 equal to zero, we obtain the first-order conditions: ( E + ) 8 aA = E,3 ; therefore: 431 form solution exists; however, a solution can be obtained using the same iterative algorithms 438 that are used to solve elastic-net regressions (e.g., LARS and coordinate descent [14] ). These 439 algorithms can be implemented either by 'partial residuals' or using 'covariance updates' [31] . In 440 our case, the objective function is entirely based on (co)variance terms. The objects E and E,3 441 enter in the objective function of the PSI in the same way that ′ and ′ enter in a standard 442 elastic-net regression. Therefore, to obtain solutions, we implemented the standard LARS where ^"¢£ is the grain yield phenotype value for the 67 genotype, 67 trial, 67 replicate (within 471 trial), 67 sub-block (within trial and replicate), is the overall mean and ^, " , ¢(") , and 472 £("¢) are the genotype, trial, replicate, and sub-block effects, respectively (all assumed to be 473 random) and ^"¢£ is an error term. Random effects were assumed to be independently and 474 identically distributed (iid) normal with null mean and effect-specific variances. Likewise, the 475 error terms were assumed to be iid with null mean and common error variance. 476
Grain yield data were pre-adjusted by subtracting from the phenotypic record (^" ¢£ ) the 477 mean () plus BLUPs of trial, replicate, and sub-block effects; this is 478 ^"¢£ * =^" ¢£ −̂−" −¢ (") − « £("¢) = ¬^+̂^" ¢£ .
(4) 479
Reflectance data was pre-adjusted by fitting the above model, using reflectance at 480 individual bands as phenotype expanded with the inclusion of a time-point effect. Separate 481 models were fitted to each of the wavelengths. As with grain yield, reflectance data were pre-482 adjusted by subtracting from the measured reflectance the estimated mean and predicted time-483 point, trial, replicate, and sub-block effects. 484
For quality control, pre-adjusted grain yield and reflectance phenotypes were removed 485 for those grain yield scores lying beyond 3 times the inter-quantile region from the 0.25 and 0.75 486 quantiles.
exposition, hereinafter we refer to the adjusted-scaled phenotypes (including grain yield and the 489 image data) simply as phenotypes. 490
Heritability estimation 491
After pre-adjusting standardization, we analyzed phenotypes using a mixed model of the form 492 calculated from variance components estimates using 497
Training-testing partitions 499
The data set contains information from 39 trials with 84 observations each. To assess the 500 accuracy of indirect selection, we randomly assigned trials to training or testing sets. Twenty-six 501 trials ( ·¸y ≈ 2,184 observations) were randomly assigned to the training set, and the remaining 502 13 trials ( ·¼· ≈ 1,092) were used as the testing set. The regression coefficients of the indices 503 (the 's for the canonical SI, PSI, and PC-SI) were calculated using grain yield and reflectance data 504 of the training set. Estimates of the coefficients and reflectance data were then used to calculate 505 the SI "^= "/ 8 , for each observation in the testing set ( = 1, … , ·¼· ). The heritability of the 506 index and the genetic correlation between the index and the selection goal were estimated incorrelation, and accuracy; and their standard deviation across training-testing partitions. 511
Estimation of phenotypic and genetic parameters 512
The population phenotypic (co)variance matrix E was estimated within the training set using The genetic covariance ( E Á ,3 ) between grain yield and the 67 measured trait ( = 1, … , ) 518 was estimated using a sequence of univariate genetic models as in expression (5). We fitted that 519 model with grain yield phenotypes as response, then for each of the reflectance bands and then 520 for the sum of grain yield and each of the bands. The genetic covariances between the bands and 521 grain yield were then estimated using 522 To assess the accuracy of indirect selection we applied the regression coefficients derived in the 529 training set to image data from the testing set to derive "^= "/ 8 . Then, using a mixed model 530 analysis like that described in the previous section we estimated the heritability of the SI (ℎ j A ), 531 the heritability of grain yield (ℎ 3 A ), and the genetic correlation between the SI and grain yield 532 ( ( j 4 , 3 4 ) ). From these estimates, we derived the accuracy of indirect selection, ( ) = 533 
