Abstract. We give several necessary and sufficient conditions for the existence of the presentation by conjugation for a non-simply laced extended affine Weyl group. We invent a computational tool by which one can determine simply the existence of the presentation by conjugation for an extended affine Weyl group. As an application, we determine the existence of the presentation by conjugation for a large class of extended affine Weyl groups.
Introduction
Let R be an extended affine root system, then its Weyl group W is said to have the presentation by conjugation if it has the following presentation:
generators:ŵ α , α ∈ R × , relations:ŵ 2 α = 1,ŵ αŵβŵα =ŵ wα(β) , (α, β ∈ R × ), where R × is the set of non-isotropic roots of R and w α is the reflection based on α ∈ R × . In other words W has the presentation by conjugation, if it is isomorphic to the presented groupŴ, defined by the above generators and relations. Since W is a Hopfian group (see Lemma 1.18), it follows that W has the presentation by conjugation if and only if the epimorphism ψ :Ŵ → W induced from the assignmentŵ α → w α , α ∈ R × is one-to-one. Let us recall briefly what is known about this presentation. The following subclasses of extended affine Weyl groups are known to have the presentation by conjugation:
• finite and affine Weyl groups, (see [St] and [MP, Proposition 5.3 .3], • simply laced extended affine Weyl groups of rank > 1 (see [K, Theorem, III.1.14]), • extended affine Weyl groups of index zero, including extended affine Weyl groups of types F 4 and G 2 (see [A4, Theorem, 5 .15]), • nullity 2 extended affine Weyl groups of types A 1 , B ℓ , C ℓ (see [A3, Theorem 3 .1]),
• all but one, nullity 3 extended affine Weyl groups of type A 1 (see [AS2, Theorem 5.16 and Corollary 5.17] ).
It is shown in [AS2] , that for each nullity > 2, there is at least one extended affine Weyl group of type A 1 which does not have the presentation by conjugation. In [H1] a necessary and sufficient condition is given for the existence of the presentation by conjugation for an extended affine Weyl group (minimality of the corresponding root system). Also in [AS2] , using a notion of minimality on the set of generators of the Weyl group, a necessary and sufficient condition is given for the existence of the presentation by conjugation for A 1 -type extended affine Weyl groups. One of the most interesting results related to this presentation is that the kernel of the epimorphism ψ defined above, in the case of A 1 , is a direct sum of a finitely many copies of Z 2 , where an upper bound is found for the number of copies. We show that this result remains valid for all reduced extended affine Weyl groups (Corollary 2.29).
In this work we consider non-simply laced extended affine root systems (Weyl groups). Since the problem of existence of the presentation by conjugation for extended affine Weyl groups of type BC ℓ can be reduced to those of type B ℓ (see [Lemma 5.7] [H1]), we only concentrate on types B ℓ , C ℓ , F 4 and G 2 .
In Section 1, we record some basic facts regarding semilattices which will be of our use in the forthcoming sections. We have tried to keep this section as short as possible, we refer the interested reader to [AABGP] , [A4] and [AS2] for details on the topics involved.
In Section 2, we associate a presented groupŴ to the extended affine root system R (see Definition 2.1). First, by using only the defining relations ofŴ, we find a suitable finite set of generators forŴ and its center and also determine the relations among these generators (see Lemmas 2.5, 2.12-2.15 and Proposition 2.19(i)-(vii)). Next, we show that kernel of ψ is isomorphic to the direct sum of n 0 = log 2 n copies of Z 2 , where n is the number of integral collections for R (see Proposition 2.23). Finally, we state our main theorem (Theorem 2.33) which reveals several necessary and sufficient conditions for the existence of the presentation by conjugation for a given extended affine Weyl group. In particular, W has the presentation by conjugation if and only if R has only one integral collection, namely the trivial collection. This provides a computational tool by which one can determine whether or not a given extended affine Weyl group has the presentation by conjugation.
As an application of the main theorem, we determine a large class of extended affine Weyl groups which have (or don't have) the presentation by conjugation. In particular, up to isomorphism, we give the precise answer for the existence of the presentation by conjugation for all extended affine Weyl groups of nullities ≤ 3 (see Corollaries 2.36-2.41). We concluded the paper with an appendix which provides a second proof for one of the earlier results in the paper.
The authors would like to thank A. Abdollahi for a fruitful discussion on Hopfian groups which led to the proof of Lemma 1.18.
1. Preliminaries 1.1. Essential supporting class of a semilattice. For any positive integer n, we write J n = {1, . . . , n} and for t ∈ J n , we set J t n = {t + 1, . . . , n}. Also if r, s ∈ J n with r < s, we write r < s ∈ J n , in this case also we denote {r, s} with {r < s}. We use a similar notation for r ≤ s. If J ⊆ J n and x r 's are elements of a group G, by r∈J x r we mean the product with the usual order on J as a subset of J n . If J is an empty set, we interpret the product as zero.
Let S be a semilattice in a ν-dimensional real vector space V 0 , that is, S is a discrete spanning subset of V 0 satisfying 0 ∈ S and S = S ± 2S. The Z-span S of S is a free abelian group of rank ν, called a lattice in V 0 . By [AABGP, Proposition II.1.11] , there exists a set B = {σ 1 , . . . , σ ν } satisfying
Rσ r and S = ν r=1
Zσ r .
(1.1)
We call such a set B, a basis for S and we fix it throughout this work. For a set J ⊆ J ν we put
(If J = ∅ we have by convention r∈J σ r = 0). With respect to B we define
The collections supp B (S) and Esupp B (S) are called the supporting class and essential supporting class of S (with respect to the basis B), respectively. We drop the subscript B when there is no confusion. The integer |supp B (S)| − 1 is called the index of S and is denoted by ind(S). Since B ⊆ S, we have {{}, {1}, . . . , {ν}} ⊆ supp B (S), and so ν ≤ ind(S) ≤ 2 ν .
1.2. Extended affine Weyl groups. Let V be a finite dimensional real vector space and (·, ·) be a symmetric positive semidefinite bilinear form on V. An element α ∈ V is called non-isotropic (resp. isotropic) if (α, α) = 0 (resp. (α, α) = 0). For a nonisotropic element α, we set α ∨ = 2α/(α, α). The set of non-isotropic elements of a subset A will be denoted by A × . Throughout this work we assume (V, (·, ·), R) is a reduced non-simply laced extended affine root system of rank ℓ, nullity ν and twist number t (see [AABGP, Chapter II] for details). As it was explained in the Section 0, the results for type BC ℓ can be reduced to those of type B ℓ . We denote the type of R with X. 5) where S := S 1 ⊕ S 2 , andṘ := {0} ∪Ṙ sh ∪Ṙ lg is an irreducible finite root system of type X and rank ℓ withṘ sh as the set of short roots andṘ lg as the set of long roots oḟ R. Also k = 3 if X = G 2 and k = 2, otherwise. Note that if t = ν, then V 0 2 = S 2 = {0}. By [AABGP, Proposition II.4.9] , if X = F 4 or G 2 , then S 1 and S 2 are lattices in V 0 1 and V 0 2 , respectively. Also, if X = B ℓ (resp. X = C ℓ ) with ℓ ≥ 3, then S 2 (resp. S 1 ) is a lattice in V 0 2 (resp. V 0 1 ). It is known from the classification of finite root systems that we may fix (we do) a basiṡ Π = {α 1 , . . . , α ℓ } ofṘ with α 1 ∈Ṙ sh , α 2 ∈Ṙ lg and (α 1 , α 2 ) = 0.
(1.6)
To emphasize on the roles of α 1 and α 2 in our work and to distinguish them from other simple roots inΠ, we set θ 1 := α 1 and θ 2 := α 2 .
As in Subsection 1.1, we may fix a basis B = B 1 ∪ B 2 of S with B 1 := {σ 1 , . . . , σ t }, B 2 := {σ t+1 , . . . , σ ν } and
Zσ r and B 2 ⊆ S 2 with S 2 = ν r=t+1
Zσ r , (1.7)
that is B 1 (resp. B 2 ) is a basis of S 1 (resp. S 2 ).
Here we need to recall some terms from [AS3] which will be needed in the sequel. For any i ∈ J ℓ and r ∈ J ν , we set k i,r := min{n ∈ N | α i + nσ r ∈ R}.
(1.8)
Then from (1.5) and (1.7) we have
where
(1.10)
Next, for all r ≤ s ∈ J ν and i, j ∈ J ℓ , we set
By [AS3, (2.18 ) and (2.19)], we have
(1.14)
We now briefly recall the definition of an extended affine Weyl group. LetV be the real span ofṘ and setṼ :
Extend the form on V toṼ naturally, by dual pairing, namely
We may identify the finite Weyl groupẆ ofṘ as a subgroup of W. We note that the following relations hold in W. We recall that a group G is called Hopfian if any epimorphism from G onto G is one-to-one. A group G is said to satisfy Max-n condition if any ascending chain of its normal subgroups terminates. Finite groups and free abelian groups of finite rank satisfy Max-n condition. Also if N is normal in G and both N and G/N satisfy Maxn condition then so does G. Finally, it is known that any group satisfying Max-n condition is Hopfian (see [R] , page 40). Lemma 1.18. W is a Hopfian group.
Proof. From Lemma 3.18 and [A4, Propositions 3.25, 3 .27], we know that W contains a normal subgroup H, satisfying W ∼ =Ẇ ⋉ H, where Z(H) and H/Z(H) are free abelian groups of finite rank. Since Z(H), H/Z(H) and W/H satisfy Max-n, W also does, and so is Hopfian.
2
The fact that W is Hopfian also follows from Theorem 2.33.
(ii) If R is the root system of an extended affine Lie algebra, then the Weyl group of R which we defined here is isomorphic to the Weyl group of the corresponding Lie algebra which, as usual, is defined as a subgroup of the general linear group of the corresponding Cartan subalgebra.
PRESENTATION BY CONJUGATION
We keep all the notations and assumptions as in the previous section. In particular, R is a reduced non-simply laced extended affine root system of rank ℓ, nullity ν and twist number t of the form (1.5) and W is its extended affine Weyl group. Throughout this work we denote the center of a group G with Z(G) and the commutator x −1 y −1 xy of x, y ∈ G with [x, y] . Recall that if x, y ∈ Z(G), then xy = yx, and so (xy)
nm for all n, m ∈ Z. These facts will be used in the sequel without any further reference.
Definition 2.1. LetŴ be the group defined by generatorsŵ α , α ∈ R × and relations:
We say that the extended affine Weyl group W of R has the presentation by conjugation if W ∼ =Ŵ. It follows from Lemma 1.18 that, W has the presentation by conjugation if and only if the epimorphism
induced by the assignmentŵ α −→ w α is one-to-one. (Note that by (1.16), the defining relations ofŴ are satisfied in W.)
Since the finite Weyl groupẆ has the presentation by conjugation (see [St] ), the restriction of ψ toŴ := ŵ α | α ∈Ṙ × induces the isomorphisṁ
One can easily deduce from relation (I) and (II) that
). Then From (1.16) and the fact that ψ(ẑ)(α) = α for all α ∈ V (see [AS3, Proposition 2.1(vi), (2.13) and (2.7)]) we have
. Thus (ii) holds. By (ii), the restriction of ψ to Z(Ŵ) induces the epimorphism ψ : Z(Ŵ) −→ Z(W) and so (iii) holds.
Let supp(S j ), j = 1, 2, be the supporting class of S j with respect to B j (see (1.3)) andΠ be the basis ofṘ in the form (1.6). We set
where (2.6)
An argument similar to [A4, Section 4] gives the following lemma (see [Sh, Theorem 2.3 .3] for a detailed proof).
Lemma 2.7. W = w α : α ∈ Π and WΠ = R × .
From the wayŴ is defined we haveŴ = F/N , where F is the free group on the set {r α | α ∈ R × } and N is the normal closure of the set
. Now fix β ∈ R × and let Wβ be the orbit of β under W. Let Φ β : F −→ Z 2 be the epimorphism induced by the assignment
wheren is the image of n in Z 2 under the natural map.
Lemma 2.9. {ŵ α | α ∈ Π} is a minimal set of generators forŴ.
Proof. If α ∈ R × , then by Lemma 2.7 we have α = w β1 · · · w βm (β) for some β i ∈ Π and so by (2.4),ŵ α =ŵŵ βŵ −1 ∈ ŵ α | α ∈ Π whereŵ =ŵ β1 · · ·ŵ βm . Thus the set in the statement generatesŴ. To show that it is minimal, fix β ∈ Π and set Π β := Π \ {β}. We must show that the elementsŵ α , α ∈ Π β do not generateŴ. We show this by a type dependent argument. First we note from [A4, Lemma 2.16 ] that
From this (and the way Π is defined) one sees that
. Then form the way Π is defined, it is clear that Π β spans a (ν + ℓ − 1)-dimensional subspace of V. Now suppose to the contrary thatŵ β =ŵ β1 · · ·ŵ βm for some β i ∈ Π β . Then applying the epimorphism ψ we get w β = w β1 · · · w βm . By acting both sides on β we see that β ∈ span R {β 1 , . . . , β m } ⊆ spanΠ β . That is spanΠ β = spanΠ = ν + ℓ, a contradiction. The argument for types F 4 and G 2 is exactly the same as what we did in this paragraph. This completes the proof.
The elements of this form play a crucial role in our description ofŴ.
Convention 2.11. We reserve the symbols α, β, γ for elements of R × and symbols δ, σ, η for elements of V 0 . By a symbol such asŵ α+σ ort σ α , we always mean that α ∈ R × , σ ∈ V 0 and α + σ ∈ R. In places that this convention might cause confusion we clarify the situation. To see how we use this convention note for example that from Lemma 2.12(iii) we understand that δ r ∈ V 0 and α, α + δ r , α + n r=1 δ r ∈ R, for all r.
Lemma 2.12. Any element inŴ which has one of the following forms is central:
Proof. Since the image of each element of the given forms is central in Z(W) (see [AS1, Lemmas 1.1(iii)-(vii) and 1.2] for details), the result follows immediately from Lemma 2.5(ii). 2
Here we record the following useful lemma from [A3, Lemma 3.18] . For the convenience of the reader we present its proof here with a simpler argument than the one in [A3] . We recall from [AABGP, Chapter II] 
Proof. Clearly the first claim holds for n = 0, 1, moreover, for n ∈ Z we have w α+σ w α α + (n − 2)σ = α + nσ. Then using induction on n ≥ 0 and applying relations (I), (II), we obtain
Finally, since by (2.4),ŵ αŵα+σŵα =ŵ −α+σ , the last assertion holds. 2
Lemma 2.14.
Proof. (i) By Lemmas 2.12(ii) and 2.13, we havê
(We have used the fact that if xy is central for two elements x, y of a group G, then xy = yx.) (ii) Using (2.4) and Lemma 2.13, we have [t
The second equality follows immediately from part (i) and (2.10). Finally if (α, β) = 0 or σ = δ, then using Lemma 2.13, we are done.
Lemma 2.15. (a) If α, β belong to the same orbit of R × , under the action of W, then 
Proof. (a) Let w ∈ W be such that β = w(α) and fix a primageŵ ∈Ŵ of w under ψ. By Lemma 2.12, the left hand sides (LHS) of the equalities in the statement are all central, and soŵLHSŵ −1 = LHS. But by (2.4), we haveŵŵ α+ηŵ −1 =ŵ β+η for any η ∈ V 0 . The result now follows immediately. (b) Let w ∈ W be such that α ′ = w(α) and fix a primageŵ ∈Ŵ of w under ψ. Then using Lemma 2.14(ii) and (2.4) we have
For further study of the center ofŴ we need to introduce some new terms. Our motivation for defining the termẑ J below has been [AS3, Lemma 2.3] . For J ⊆ J ν , α, α ′ ∈Ṙ sh and β, β ′ ∈Ṙ lg with (α ′ , β ′ ) < 0, we set
(2.16)
We note that by Lemma 2.15, definition ofẑ J does not depend on the particular choice of (α, β) ∈Ṙ sh ×Ṙ lg and (α
. Note also that z {r} = 1 for all r. By (1.9), (2.10) and Lemmas 2.12 and 2.5(ii) we have (for J ⊆ J ν and (i, r) ∈ J ℓ × J ν ) t i,r :=t ki,r σr αi =ŵ αi+ki,r σrŵαi andẑ J ∈ Z(Ŵ).
(2.17)
The following proposition plays an essential role in the sequel. Our argument for part (iii) of this proposition relies on several known results in the literature. In particular, a known fact that the presentation by conjugation holds for all extended affine Weyl groups of nullities ≤ 2 is used in the argument. For convenience of the reader we give another proof for Proposition 2.19(iii) in the appendix (see Lemma 3.1) which assumes no previous knowledge about the presentation by conjugation for low nullities.
Let us set
(2.18) (Esupp(S j ), j = 1, 2 is given by (1.4).)
If i, j ∈ J ℓ , r ∈ J ν and a i,j (r) is given by (1.11), then
, where a i,j (r, s) and ∆(r, s) are given by (1.11) and (1.12),
where J is given by (2.18).
Proof. (i) Let T be a group given in the right hand side of the statement. By (2.17) and Lemma 2.9 we only need to show that for any β ∈ Π,ŵ β ∈ T . Clearly this holds if β = α i for some i ∈ J ℓ . If β = θ j + σ r for some (j, r) ∈ ({1} × J t ) ∪ ({2} × J t ν ), then from the fact thatŵ β =t j,rŵθj , it is clear thatŵ β ∈ T . Next, let β = θ j + τ J , for some j ∈ {1, 2} and J ∈ supp(S j ), then from the wayẑ J is defined we havê w θj +τ J =ŵ θjẑ J ( r∈Jt j,r ) −1 ∈ T .
(ii) We haveŵ αitj,rŵαi =t j,rt −1 j,rŵ αitj,rŵαi (using (2.4)) =t j,rŵ ψ(t −1 j,r )(αi)ŵ αi (using (2.2), (2.17) and I) =t j,rŵw α i w α i +k i,r σr (αi)ŵαi (using (1.11)) =t j,rŵα i −kj,r (αi,α ∨ j )σrŵαi =t j,rŵα i −ai,j (r)ki,rσrŵαi (using (1.14) and Lemma 2.13) =t j,r (ŵ αi+ki,r σrŵαi ) −ai,j (r) =t j,rt
. From [AS3, Lemma 2.5(i)], it follows that ψ(ẑ) = 1. If (α i , α j ) = 0, then by Lemma 2.14(ii),ẑ = 1. So we may assume (α i , α j ) = 0. Set
Clearly T satisfies the axioms of a Saito extended affine root system ([A2, Definition 1]) and so by [A2, Theorem 18] , T is the set of non-isotropic roots of an extended affine root system R T of nullity ≤ 2 (see also [H1, Proposition 5.9] ). LetŴ T be the group defined similar toŴ, corresponding to the extended affine Weyl group of R T . From (2.17) and (2.16) and the way R T is defined, it follows thatẑ ∈Ŵ T . By [A3, Theorem 3.1], the Weyl group W T has the presentation by conjugation, and so the restricted map ψ :Ŵ T −→ W T is an isomorphism. Thusẑ = 1. (iv) Let J ∈ supp(S j ), j ∈ {1, 2} and setŵ = r∈Jt j,r . Then k j,r = k j,s = 1 for all r, s ∈ J. Since ψ(t j,r )(θ j ) = θ j + 2σ r for all r ∈ J, we have ψ(ŵ)(θ j ) = θ j + 2τ J . So from (2.16) and the fact that a j,j (r, s) = a j,j (r) = 2 (see (1.11)) we havê ni,r i,rẑ , whereŵ ∈Ŵ, n i,r ∈ Z andẑ ∈ ẑ {r,s} ,ẑ J | r < s ∈ J ν , J ∈ J . Then we have
i,r ψ(ẑ) ∈ Z(W) where t i,r := ψ(t i,r ) = w αi+ki,r σr w αi .
Since ψ(ŵ) ∈Ẇ and ψ(ẑ) ∈ Z(W), we have from [AS3, (2.9) and Proposition 2.1(v)] and (2.3) thatŵ = 1 and n i,r = 0 for all i, r. Thusŵ =ẑ ∈ ẑ {r,s} ,ẑ J | r ≤ s ∈ J ν , J ∈ J .
To obtain further information about ker(ψ) and consequently about the existence of the presentation by conjugation for extended affine Weyl groups under consideration, we need to introduce a new term, called an integral collection.
For all 1 ≤ r < s ≤ ν and J ⊆ {1, . . . , ν}, we set
We callǭ = {ǫ J } J∈J , ǫ J ∈ {0, 1}, an integral collection for (S 1 , S 2 ), if
where J is given by (2.18) (if J is an empty set, we make the convention that the sum is zero and interpretǭ as the zero collection ). If ǫ J = 0 for all J ∈ J, we call ǫ = {0} J∈J the trivial collection. It is clear that the trivial collection is an integral collection. Clearly there are at most 2 |J| integral collections for (S 1 , S 2 ). Any integral collection different from the trivial collection is called non-trivial.
For any integral collectionǭ = {ǫ J } J∈J of (S 1 , S 2 ), we set u(ǭ) := 
(ii) The assignmentǭ −→û(ǭ) is a one to one correspondence from the set of integral collections for (S 1 , S 2 ) onto ker(ψ).
Proof. (i) From Lemma 2.5(iii) and (1.17) we have 2∆(r,s)
(2.26) and so 27) where z {r,s} := ψ(ẑ {r,s} ). Setǭ := {ǫ J } J∈J andǭ r,s := m r,s . Since z {r,s} | r < s ∈ J ν is a free abelian group on generators z {r,s} 's (see [AS3, Lemmas 2.2(i) and 2.3]), the integersǭ r,s 's satisfy (2.21). Thusû 2 = 1 andû =û(ǭ) whereǭ is an integral collection. Thus
This together with (2.24) completes the proof of (i).
(ii) By (i), it is enough to show that the assignmentǭ −→û(ǭ) is injective. Now letû(ǭ) =û(ǭ ′ ), whereǭ = {ǫ J } J∈J andǭ ′ = {ǫ ′ J } J∈J are two integral collections for (S 1 , S 2 ). We claim thatǭ =ǭ ′ . Suppose to the contrary that ǫ J 0 = ǫ
for some J 0 ∈ Esupp(S j ), j = 1, 2 (see (2.18)). Without loss of generality assume ǫ J 0 = 1 and ǫ .6)). Therefore from the waysẑ J 's and Π are defined (see (2.6) and (2.16)) and the fact thatŵ β =ŵ θjẑ J 0 ( r∈J0t j,r ) −1 , it follows that w β ∈ ŵ α | α ∈ Π \ {β} . But this contradicts Lemma 2.9. 2
Remark 2.28. By Proposition 2.23, the number of integral collections for (S 1 , S 2 ) does not depend on the particular choices ofV, S 1 and S 2 in the description of R in the form (1.5). In fact, as isomorphic root systems have isomorphic Weyl groups, it follows from Proposition 2.23 that Inc(R) := the number of integral collections for (S 1 , S 2 )
is an isomorphism invariant of R. Since the trivial collection is an integral collection, we have Inc(R) ≥ 1.
Corollary 2.29. ker(ψ) is isomorphic to a direct sum of at most |J|-copies of Z 2 .
Proof. From Proposition 2.23(ii) and the fact that there are at most 2 |J| integral collections for (S 1 , S 2 ) we have | ker(ψ)| ≤ 2 |J| . Also by Proposition 2.23(i) each non-trivial element of ker(ψ) is of order 2, therefore the result is clear as ker (ψ) (ii) If X = B 2 and {r, s} ∈ supp(S 1 ) ∪ supp(S 2 ) for all r, s ∈ J t or r, s ∈ J t ν , then n 0 = |Esupp(S 1 )| + |Esupp(S 2 )|. In particular, if S 1 and S 2 are lattices, then
(iii) If X = B ℓ (ℓ ≥ 2) and {r, s} ∈ supp(S 1 ) for all r, s ∈ J t , then n 0 = |Esupp(S 1 )|. In particular, if S 1 is a lattice, then
Proof. By [AS2, Example 1.4(ii)], under the assumptions given in each statement, there is exactly 2 n0 integral collections. Now the result follows from Proposition 2.23(ii).
2 Definition 2.32. Let R be a reduced extended affine root system with extended affine Weyl group W. Following [H1] , we call R a minimal extended affine root system, if there is no α ∈ R × such that the reflections associated to the elements of the set R × \Wα generate W.
We now state our main theorem about the presentation by conjugation.
Theorem 2.33. Let R = R(X, S 1 , S 2 ) be a reduced non-simply laced extended affine root system of the form (1.5) with extended affine Weyl group W. Then the following statements are equivalent: (a) W has the presentation by conjugation. Now using an argument similar to the proof of Proposition 2.23(ii) we get that w β ∈ w α | α ∈ Π \ {β} which contradicts (e). The equivalence of (f) and (g) Corollary 2.34. If J = ∅ (in particular for types F 4 and G 2 ), then W has the presentation by conjugation.
Let δ 1 , δ 2 be given by (1.13). As in [AS2, §1] , we call a collection {ǫ J } J∈Esupp(Sj) , 1 ≤ j ≤ 2, ǫ J ∈ {0, 1}, an integral collection for S j , if
for all r < s ∈ J t if j = 1, and r < s ∈ J t ν if j = 2. Then employing the notion of integral collection for semilattices S 1 and S 2 and using (2.21), (2.18), (1.12) and Theorem 2.33, we have the following corollary. (ii) If X = B ℓ (ℓ ≥ 3), then W has the presentation by conjugation if and only if the trivial collection is the only integral collection for S 1 .
(iii) If X = C ℓ (ℓ ≥ 3), then W has the presentation by conjugation if and only if the trivial collection is the only integral collection for S 2 .
Using Corollary 2.35, [AS2, Example 1.4(iii) and Lemma 1.5] and Theorem 2.33 we have the following corollaries:
Corollary 2.36. If X = B 2 , then R is a minimal extended affine root system if one of the following conditions holds:
(a) ind(S 1 ) − t ≤ 3 and ind(S 2 ) − (ν − t) ≤ 3, (b) t ≤ 3, ν − t ≤ 3, ind(S 1 ) = 7 and ind(S 2 ) = 7.
In particular, if ν − t ≤ 3 and t ≤ 3, then R is minimal ⇐⇒ ind(S 1 ) = 7 and ind(S 2 ) = 7.
Corollary 2.37. If X = B ℓ (ℓ ≥ 3), then R is a minimal extended affine root system if one of the following conditions holds: (a) ind(S 1 ) − t ≤ 3, (b) t ≤ 3 and ind(S 1 ) = 7.
In particular, if t ≤ 3, then R is minimal if and only if ind(S 1 ) = 7, Corollary 2.38. If X = C ℓ (ℓ ≥ 3), then R is a minimal extended affine root system if one of the following conditions holds:
In particular, if ν − t ≤ 3, then R is minimal if and only if ind(S 2 ) = 7.
Remark 2.39. In [A4, (4.16) ], the author defines a notion of index, denoted ind(R), for a reduced extended affine root system R and shows that if ind(R) = 0, then W has the presentation by conjugation. From Corollaries 2.36-2.38, it is immediate that an extended affine root system of index zero is minimal and so by Theorem 2.33 has the presentation by conjugation.
Corollary 2.40. (i) If X = B ℓ and S 1 satisfies one of the following conditions, then R is not minimal:
(a) There exists J ∈ Esupp(S 1 ) such that {r, s} ∈ supp(S 1 ) for all r, s ∈ J.
(b) t ≥ 3 and S 1 is a lattice.
(c) t > 3 and ind(S 1 ) = 2 t − 2.
(ii) If X = C ℓ and S 2 satisfies one of the following conditions then R is not minimal:
(a) There exists J ∈ Esupp(S 2 ) such that {r, s} ∈ supp(S 2 ) for all r, s ∈ J.
(b) ν − t ≥ 3 and S 2 is a lattice. (c) ν − t > 3 and ind(S 2 ) = 2 ν−t − 2.
Proposition 2.41. Let X = B ℓ , C ℓ . and ν, t, m 1 and m 2 be integers such that 7 ≤ t + 4 ≤ m 1 ≤ 2 t − 1 and 7 ≤ ν − t + 4 ≤ m 2 ≤ 2 ν−t − 1. Then there exists an extended affine root system R = R(X, S 1 , S 2 ) of nullity ν, twist number t with 43) such that R is not minimal.
Proof. LetṘ be a finite root system of type B ℓ or C ℓ inV equipped with a positive definite symmetric bilinear form (·, ·). Let V =V ⊕ V 
is an extended affine root system of type X, nullity ν with twist number t. By Theorem 2.33, R is not a minimal root system. 2
Appendix
In the proof of Proposition 2.19(iii), we used several results from literature on the concept of the presentation by conjugation. For the convenience of the reader we provide here a direct proof for part (iii) of Proposition 2.19 which is self-contained, and unlike the earlier proof does not require any previous knowledge about the existence of the presentation by conjugation for low nullities.
Proof. Using (2.17) and Lemma 2.14(ii) we have
If (α i , α ∨ j ) = 0, then a i,j (r, s) = 0 and so by (3.2) we are done. So we may assume (α i , α j ) = 0. The only cases which we must consider are:
(1) (α i , α j ) ∈Ṙ ×Ṙ sh with r ≤ s ∈ J t or (α i , α j ) ∈Ṙ ×Ṙ lg with r ≤ s ∈ J If (1) holds, then by (1.9) and (1.10) we have k j,r = k j,s = 1 and kk −1 r α ∨ j = α j and so a i,j (r, s) = (α j , α ∨ i )k i,r (see (1.11)). First, let {r, s} ∈ supp(S 1 ) ∪ supp(S 2 ). Then ∆(r, s) = 1 (see (1.12)) and so using (3.2) we have [t i,r ,t j,s ] =t −ai,j (r,s)σr αj +σst ai,j (r,s)σr αj (Lemmas 2.13 and 2.12(ii)) = (t (We have used the fact that if xy is central for two elements x, y of a group G, then (xy) n = x n y n and xy = yx). Next, let {r, s} ∈ supp(S 1 ) ∪ supp(S 2 ). Then using (3.2), (1.14) and the facts that ∆(r, s) = (α j , α If (4) holds, then by (1.6) and the assumption (α i , α j ) = 0 we have k i,r = k 1,r = k j,s = k 2,s = 1 and (α i , α If (5) holds, then k j,s = k 2,s , (α j , α ∨ i )k i,r = (θ 2 , θ ∨ 1 )k 1,r n where n is given by (3.3) and a i,j (r, s) = na 1,2 (r, s) and so using (3.2) and Lemmas 2.15(ii) and 2.13 we have 
