INTRODUCTION
Multiprocessor interconnection networks are often required to connect thousands p of homogeneously replicated processor-memory pairs [1, 2] , each of which is called a rocessing node (PN) . Instead of using a shared memory, all synchronization and . D communication between PNs for program execution is often done via message passing esign and use of multiprocessor interconnection networks have recently drawn conm siderable attention due to the availability of inexpensive, powerful microprocessors and emory chips [3, 4, 5, 6] . The homogeneity of PNs and the interconnection network is r very important because it allows for cost/performance benefits from the inexpensive eplication of multiprocessor components. (See [7, 8, 9] for more justifications.) Each I c PN in the multiprocessor is preferred to have fixed connectivity so that standard VLS hips can be used. Also, the interconnection network needs to contain a reasonably r f high degree of redundancy so that alternative routes can be made available to detou aulty nodes/links. More importantly, the interconnection network must facilitate efficient routing and broadcasting so as to achieve high performance in job executions.
Various research and development results on how to interconnect multiprocessor b components have been reported in the literature [10, 11, 9, 12, 13] . Some of them have een compared with each other [3, 14] . However, most of them are not satisfactory f i mainly due to their inability of providing all the following features: the simplicity o nterconnection, the efficiency of message routing and broadcasting, a fine scalability, 1 Scalability is measured in terms of the number of PNs necessary to increase the network's dimens 1 ion by one. and a high degree of fault-tolerance.
In this paper, hexagonal meshes (or H-meshes) are presented as a candidate muln tiprocessor architecture that possesses all the foregoing salient features. A large umber of data manipulation applications requires the PNs on the hexagonal periphery l s to be wrapped around to achieve regularity and homogeneity such that identica oftware and protocols can be applied uniformly over the network. From a topological , M point of view, the way of wrapping determines the type of H-mesh. For example artin proposed a general method for forming a ''boundary-less'' topology for a large, d dense, and regular arrangement of processor and memory modules on a twoimensional surface, called a processing surface [15] . He showed specifically how to a s form such a topology on a square mesh and implied, without any elaboration, that imilar approach could be applied to different processing surfaces. Stevens illustrated e t an interesting way of wrapping the H-meshes of size less than or equal to three, wher he size of an H-mesh is defined as the number of nodes on each peripheral edge of -m the H-mesh [9] . His method for addressing, message routing and broadcasting in H eshes, however, is very complex and inefficient. , r To the best of our knowledge, there is no general efficient method for wrapping outing and broadcasting in H-meshes known to date. Consequently, in this paper a a n method for systematically wrapping H-meshes of arbitrary size is presented, and ew, simple addressing scheme for the H-meshes is proposed. Then, efficient routing e s and broadcasting algorithms under the new addressing scheme are developed. As w hall see, the proposed addressing scheme not only achieves the homogeneity of PNs but also facilitates routing and broadcasting in the H-meshes significantly. 
C-type wrapping:
Wrap an H-mesh of size n in such a way that for each of the and n in an H and p = 3n − 3n + 1. Then,
Proof: For any pair of adjacent nodes n and n in the y-direction respectively in (1) and (2) will be one less than the number of nodes in row r . On the other hand f n is in the lower part of the H , the total number of nodes in (1) and (2) . By Lemma 2, we conclude tha or both cases, the total number of nodes in (1), (2) and (3) is 3n−3, i.e., one less than e 3n−2. Thus, the number of nodes on P is (3n −3n+1) − (3n−3) = 3n −6n+4. Sinc oth n and n are contained in P , the claim is thus proved and (i) follows. n For (ii), we claim that for any pair of adjacent nodes n and n in the z-directio [16, 17, 18, 19] , the connection pattern in an H-mesh does not belong to any of previously found patterns.
Lemma 3:
(i). The number of links in an H ′ is 9n −15n+6. links in an H ′ equal to 9n −15n+6.
Q.E.D Lemma 4:
(i). The diameter in an H is n−1. emoval will disconnect the graph [5] . It can be easily verified that an H-mesh of any n t size is 6-connected and also 6-edge connected. This means that an H-mesh ca olerate up to five node/link failures at a time, which is better than most of the other 4 existing networks [14, 20] .
. ROUTING AND BROADCASTING IN H-MESHES e b
In this section, a simple addressing scheme for H-meshes is developed on th asis of the C-type wrapping. Under this addressing scheme, shortest paths from one e a node to any other node can be computed by the source node with an extremely simpl lgorithm of O (1) . A point-to-point broadcasting algorithm is also developed, which is 4 proved to be optimal in the number of required communication steps.
.1. Addressing Scheme
Using Theorem 1, the y and z labelings of any node can be obtained from its x y i labeling, meaning that only one (instead of three) labeling will suffice to uniquel dentify any node in an H-mesh. An example of this addressing for an H is given in 4 h s Fig. 7a where all edges are omitted for clarity. This addressing scheme is muc impler than the one in [9] , since only one number, instead of two, is needed to identify each node in an H . Furthermore, the routing strategy under this addressing n scheme will be shown to be far more efficient than the one in [9] , especially when 4 messages must be routed via wrapped links.
.2. Routing
Under the above addressing scheme, a shortest path between any two nodes can be easily determined by the difference of their addresses. The correctness of A is proved by the theorem below. 
Q.E.D.
To see an application of the broadcasting algorithm, consider the problem of com- In the second phase, the center node, after adding the six incoming partial sums w n ith its own number, uses the point-to-point broadcasting to distribute the sum to all m nodes. Since we need n+2 steps in the second phase, the total number of required comunication steps for obtaining the global sum is 2n+1.
COMPARATIVE REMARKS ON H-MESHES
It is essential that messages in a large multiprocessor network be routed by each On the other hand, the diameter of a hypercube is allowed to grow as O(log p) at the 2 h t cost of increasing the node degree, which could cause a serious wiring problem wit he expansion of the network (i.e., fan-in and fan-out problems) and may make it o difficult to implement with standard VLSI chips. This is viewed as a major drawback f the hypercube structure [1] .
Consider the cases when both the hypercube and hexagonal mesh architectures b have approximately the same number of nodes. A 7-dimensional hypercube, denoted y Q , has 128 nodes, one more than that of an H . However, the node degree of a Q 7 7 7 7 7 a Q is 7 and that of an H is 6, while the diameter of an H is 6, one less than that of ; that is, an H can be favorably compared with a Q . It is interesting, however, to 7 7 7 10 see that the diameter of a Q (a 10-dimensional hypercube) with 1024 nodes is 10, The complete binary tree structure offers the advantages of a constant node e degree and an O(log p) diameter. However, a tree is vulnerable to single link/nod 2 failures and suffers from the serious congestion of messages around its root [23] . n These problems can be alleviated somewhat by adding additional links between leaf odes. But the addition of links makes the optimal (shortest path) routing of messages a very difficult and complicated [24] . Note that, although some other architectures such s chordal rings and square meshes [11, 12] There are many interesting problems to be pursued for the H-mesh architecture, such as the fault-tolerant routing in an H , embedding of interacting task modules into n a n n H and the application of the H-mesh to solve or reduce the complexity of some s a difficult problems. These topics are all closely related to the C-type wrapping and it ssociated routing and broadcasting algorithms and will be addressed in our future 
