A portable 4 × 4 multiple-input multiple-output (MIMO) testbed that is based on field programmable gate arrays (FPGAs) and which operates in the 902-928 MHz industrial, scientific, and medical (ISM) band has been developed by the High Capacity Digital Communications (HCDC) Laboratory at the University of Alberta. We present a description of the HCDC testbed along with MIMO channel capacities that were derived from measurements taken with the HCDC testbed for three special locations: a narrow corridor, an athletics field that is surrounded by a metal fence, and a parkade. These locations are special because the channel capacities are different from what is expected for a typical indoor or outdoor channel. For two of the cases, a ray-tracing analysis has been performed and the simulated channel capacity values closely match the values calculated from the measured data. A ray-tracing analysis, however, requires accurate geometrical measurements and sophisticated modeling for each specific location. A MIMO testbed is ideal for quickly obtaining accurate channel capacity information.
INTRODUCTION
Multiple-input multiple-output (MIMO) wireless technol-1 ogy, with its promise to increase channel capacities, is now being considered for use in commercial systems. For example, there have been many proposals to include MIMO technology in the upcoming 802.11n standard for wireless local area networks (WLAN) [1] . The IEEE 802.11n task group was created to make specifications for WLAN systems (e.g., home theater systems, wireless video services) that achieve a much higher transmission rate than what is currently possible with the 802.11a/g standards. The goal for the next generation WLAN standard is a data throughput between 100 and 200 Mb/s. The term MIMO generically means multiple-input multiple-output, however, in this paper we use it synonymously for a wireless channel with multiple inputs/outputs, that is, a multiple antenna channel. The successful deployment of commercial MIMO systems will require a solid understanding of the channel conditions. There have been many wireless channel models developed that emulate propagation conditions and can be used to provide estimates of MIMO channel capacity. For example, a simple model that is frequently used in simulation studies of Rayleigh fading conditions uses independent identically distributed (i.i.d.) Gaussian random generators to derive the value for each element of a MIMO channel gain matrix [2, 3] . More sophisticated wireless channel models attempt to account for multiple scatterers and their locations [4, 5] . Despite their complexity, even these more sophisticated models make many assumptions and ignore common propagation effects such as refraction, diffraction, and reflection loss, or correlations among the different antenna elements. The many assumptions inherent in these models can result in MIMO channel capacity estimates for a location that have large error. The most accurate method to determine the capacity of a MIMO system at a given site is through an analysis of channel measurements.
The collection of the measurements mandates the use of a measurement apparatus (also called a testbed) that can accurately measure the relative gains and phases for all the elements in a MIMO channel gain matrix. In this article, we profile several locations where the MIMO channel capacities we have measured with our testbed are different from what would be expected for general indoor or outdoor channels. In order to explain the discrepancies, we analyze the locations and in some cases perform a detailed ray-tracing analysis.
This paper is organized as follows. In Section 2, we describe several MIMO testbeds that have been developed by other research teams. Section 3 is a review of the basics MIMO channel communications. Our own MIMO testbed design is presented in Section 4. Channel measurements for some interesting locations are given in Section 5 and thoroughly examined. Finally, Section 6 provides a conclusion. 
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BACKGROUND
In addition to the MIMO testbed that has been developed at the University of Alberta and is described later in this paper, several other research teams have developed similar testbeds. We will briefly describe the design and unique features of some of them. A research team at Brigham Young University has developed a 4 × 4 MIMO prototyping testbed that operates at 2.45 GHz [6] . Both the transmitter and receiver stations are based on fixed point digital signal processing (DSP) microprocessor development boards and use custom four-channel radio frequency (RF) modules. A computer at the transmitter station generates the four data streams and passes the sampled signals to the DSP board. Each DSP processor pulseshape filters each component of the complex signal and sends the baseband signal to a digital upconverter. At the receiver station, each DSP processor performs matched filtering and passes the filtered outputs to a computer. The computer at the receiver station estimates the transmitted data symbols by deriving an estimate of the channel gain matrix, inverting the channel gain matrix, and multiplying the received samples by the inverted channel gain matrix. System synchronization signal is obtained through a 10 MHz reference signal that passes from the transmitter to the receiver station through a cable.
Another MIMO testbed, developed at Rice University in Houston, Texas [7] , operates at 2.4 GHz. This 2 × 2 testbed is similar to our testbed in that its hardware is based on a field progammable gate array (FPGA) development board. Each FPGA board has two digital-to-analog converters (DACs) and two analog-to-digital converters (ADCs). Off-the-shelf RF up/downconverter boards from national instruments are also used. A novel feature of the Rice University testbed is its ability to incorporate commercial RF channel emulators. Each emulator can model fading channels such as Rayleigh, Ricean, and Nakagami.
A third testbed of interest is the 4 × 4 turbo MIMO-OFDM system that was built at the University of Bristol [8] . This system operates at 5 GHz and uses a DSP microprocessor development board for the baseband processing. Timing recovery and channel state information are obtained at the receiver through the use of time-multiplexed preambles that start every frame of data. Each transmitter has a preamble that is orthogonal to all others and has an exclusive timing slot in which to transmit a reference signal. At the receiver, the signal from each receiver antenna is processed by an autocorrelation routine. This routine determines the peak autocorrelation timing for each preamble and uses the information it obtains to calculate the channel state information.
The main features of the three testbeds presented in this section and the HCDC MIMO testbed are compared in Table 1 . The testbed of Brigham Young University can operate at limited distances only because of the cable used for synchronization. The testbed of University of Bristol does not allow real-time measurements since the synchronization is done offline. The HCDC testbed and that of Rice University allow for a variety of MIMO channel measurements due to the real-time receiver synchronization loop. Real-time measurement setups give a possibility to track time-varying channels and simplify the selection of interesting measurement locations.
THE MULTIANTENNA MIMO CHANNEL
A MIMO transmission system uses N t transmit and N r receive antennas. Each antenna i transmits discrete symbols from a complex symbol alphabet each with energy E si per signaling interval, such that i E si = E s is constant for each use of the channel. These transmit symbols are modulated by a suitable pulse waveform, upconverted to the desired transmission band, and sent over the N t transmit antennas. The signals from the receive antennas are mixed down to baseband, sampled, and fed into the receiver.
The wireless transmission channel is a linear channel to a high degree of accuracy, and, provided that timing recovery can be accomplished, the received sampled complex signal y il consisting of an inphase and a quadrature component for the ith receive antenna at time l is given by
where η il is a sample of circularly symmetrical complex Gaussian noise with variance N 0 , c jl is the sampled transmitted signal, and h i j is the complex path gain from transmit antenna j to receive antenna i. It contains all linear effects on the signal, such as propagation power loss and phase shifts, fading due to multipath, crosstalk, antenna coupling, and polarization. This model furthermore assumes that the symbol rate is low enough such that frequency selectivity caused by time-of-arrival differences between various multipath replicas of the received signal is not an issue that manifests itself noticeably. This implies symbol rates of about 1 Mbaud or less for indoor transmission, and about 50 kbaud or less for outdoor situations [9] which is the case for our system (see Section 4).
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The entire MIMO channel can now succinctly be characterized by the linear algebraic relationship
where H is an N r × N t rectangular matrix of channel gains h i j and c is a vector of N t transmitted symbols c jl . The information theoretic capacity of the discrete channel in (2) can be calculated from basic information theoretic concepts [10] as
where ρ = E s /N 0 is the signal-to-noise ratio per symbol,
and H + is the conjugate transpose of H. Since the channel parameters are time varying, C I is interpreted as the "instantaneous" channel capacity for a given channel realization H. For a time-varying channel this capacity has to be averaged over all realizations of the MIMO channel matrix H to calculate the ergodic channel capacity C = E H (C I ). Telatar [11] has presented closed form solutions for C in the case where the h i j are independent, equal-variance complex Gaussian fading channel gains.
The matrix H can be decomposed using the singular value decomposition (SVD) [12] H = UDV + where U and V are unitary matrices, and the matrix D contains the singular values {d n } of H on its diagonal, which are the positive square roots of the nonzero eigenvalues of HH + or H + H. This allows the instantaneous capacity to be written in terms of the singular values as
and the maximizing energy levels for each subchannel are found via the the well-known water-filling theorem [13] as
leading to the water-filling capacity C W in (5) . μ is the water-2
filling level chosen such that n E n = E s . However, if channel knowledge is not available at the transmitter uniformly distributing the energy over all component channels, using E n = E s /N t , maximizes capacity. This special case is known as the symmetric capacity. Fundamentally, the capacity of a MIMO channel is governed by the singular values of H which determine the channel gains of the independent equivalent parallel channels resulting from the SVD.
Let us consider normalized matrix of path channel gains
is the channel attenuation coefficient. If the channel paths h i j are uncorrelated, as happens when there is a multitude of scatterers that reflect the radio waves between transmitters and receiver, a typical observed channel realization will be of high rank with eigenvalues of H H + distributed according to a Wishart distribution [11] . In this case the MIMO capacity will grow nearly linearly with the number of inputs and outputs, that is, if we let N = min(N r , N t ), then C I = O(N). If, however, the component channels show strong correlation, such as occurs in scatter-free long-distance wireless connections, for example, in a satellite-ground radio link, or approximately in the green field and narrow corridor measurements discussed below, the rows h j of H, the array response vectors, will become approximately equal and equal to all-ones vectors (11 · · · 1) due to normalization. The matrix H becomes approximately equal to an N r × N t matrix of ones which has only one nonzero singular value, d = N t N r . As a result
In this case the channel capacity grows only logarithmically with the number of (receive) antennas, and the system realizes only the power gain provided by having a number of virtual receive antenna, and not the diversity gain realized by a high-rank channel. Real-world situation will lie somewhere between these two extremes, with the capacity determined by the complex propagation environment in which the system has to function. This leads to the necessity of carefully analyzing and measuring such candidate environments to obtain precise channel coefficients.
TESTBED DESCRIPTION
The iCORE HCDC Lab has developed a flexible 4 × 4 MIMO testbed that allows real-time characterization of MIMO wireless channels in a flat-fading environment. The testbed determines the coefficients of the 4 × 4 MIMO transmission matrix. The MIMO testbed consists of an independent transmitter and receiver that operate in the 902-928 MHz ISM band. Battery and voltage regulation circuits have been developed for both stations which means that testbed usage is not restricted to locations near electrical power receptacles. Figure 1 shows the MIMO transmitter. From left to right, it consists of a GVA290 development board (manufactured by GV and Associates Inc.), inline filters, a four-channel upconverter module (from SignalCraft Technologies Inc.), and a multiantenna structure. The multiantenna structure creates four 12-bit Analog Devices AD9432 analog-to-digital converters (ADCs). One FPGA, clocked at 50 MHz, creates four Walsh codes of length 32 (each code is overlaid with an msequence to improve the spectral characteristics), one for each of the independent paths of the 4 × 4 MIMO channel measurement testbed. Each code is continuously repeated at a rate of 15.625 kHz. Therefore, the chip rate of each channel is 500 kchips/s and a chip period corresponds to a propagation distance of 600 m. The chipping rate is low enough that we can safely assume that the channel is not frequency selective in any indoor environment or in outdoor environments where buildings are in close proximity. A raised-cosine pulse, with a roll-off factor of 0.31, is used to shape the four baseband signals before digital upconversion to an intermediate frequency (IF) of 12.5 MHz occurs. The four IF signal sample streams exit the FPGA and are converted to analog waveforms by the DACs of the GVA290 board which are also clocked at 50 MHz. The outputs of the DACs are connected to the SignalCraft module through inline low-pass filters with a cutoff frequency of 15 MHz. The RF board then upconverts these four independent IF waveforms (TX i , 1 ≤ i ≤ 4) to the 902-928 MHz band for transmission over the air through the "multiantenna structure." Figure 2 shows the MIMO receiver. From left to right, it consists of the same multiantenna structure as used by the transmitter: an RF downconverter board (manufactured by SignalCraft Technologies Inc.) with four independent receive paths, inline filters, and a GVA290 board. Each of the receive paths (RX i , 1 ≤ i ≤ 4) is downconverted from the ISM RF Figure 3 shows the architecture of the receiver implemented within the FPGA. The samples of the incoming passband signals are quantized with 12 bits of accuracy. A clipping detector circuit operates on each of the ADC signals and notifies the operator if an incoming signal exceeds the dynamic range of the ADCs. Then, for each of the four datapaths, the samples are digitally downconverted to an inphase (I) and a quadrature (Q) component. The low-pass filter, a simple finite-impulse response (FIR) filter with five coefficients and a cutoff frequency of 1 MHz, ensures that no aliasing occurs after decimation. Following the filter is the "decimator and double buffer" block which performs the decimation from 50 MHz to 1 MHz. There is a control signal coming from the RX controller (described later) that controls the decimation instant such that the signal is sampled as close as possible to the ideal sampling instant of the received raisedcosine pulse. The double buffer has two buffers that are filled alternatively. While one buffer is being filled with the samples for a period of a Walsh code, the other buffer is read out and its content is processed by the following block, the Walsh correlator. This allows for block processing, where one block is being received, while a previous block is being processed.
The Walsh correlator block performs the code-matched filtering. The data from ADC1 will be correlated with Walsh code 1 leading to the "A1 W1 I" and "A1 W1 Q" buses, Walsh code 2 leading to "A1 W2 I" and "A1 W2 Q," up to Walsh code 4 ("A1 W4 I" and "A1 W4 Q"). The same applies to the other ADCs resulting in 16 pairs of signals that are represented by "Ai Wj I" and "Ai Wj Q" for i and j ranging from 1 to 4 in Figure 3 . The result of the code-matched filtering is then noncoherently combined by the squaring and summing block to avoid phase recovery. In order to make the synchronization algorithm more robust to noise, a running moving average is applied to the output of the squaring and summing block. In the moving average, the incoming sample is added to the previous output of the moving average multiplied by a forgetting factor, a real number strictly less than unity but close to unity. The effect of this moving average is to raise the signal to noise ratio of the signal. This reliable output is then used by the early-late gate peak detector [14] . The peak detector will tell the RX controller the sample that contains the maximum of the code-matched filtering operation via the "max location" signal. The "phase offset" signal tells the RX controller how far away the sample is from the ideal sampling point of the raised-cosine pulse. The RX controller uses that information to move the sampling instant of the decimator and double buffer block with the DB sampling signal. This feedback loop is constantly running to adjust code synchronization. The sync detector is a block that detects if the receiver has locked on to the incoming signal.
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Once synchronization has been established, the result of the Walsh correlator block can be uploaded to the PC connected to the FPGA board via the USB interface. The correct samples are selected by the RX controller block via the USB selection signal. These complex samples represent the channel gains of the 4 × 4 MIMO channel matrix. They are processed by the software Matlab running on the PC to obtain the instantaneous channel capacity. The synchronization scheme explained above is further described and its performance analysis is shown in [15] . Our MIMO receiver performs the measurements noncoherently and there are two reasons why this is possible. First of all, the maximum frequency error between the two stations, which is defined by the error in the clock signals used at each station, is much less than the inverse of the period of the spread spectrum signal:
This means that the phase shift will be practically a complex constant for each correlation that occurs in the Walsh correlator. Since we later square the correlation values, the phase shift has no impact. Secondly, the phase difference between the transmitter and receiver stations can be factored out of the channel capacity equation. In both the transmitter and receiver, all four channels use the same oscillator, thus, the phase difference will be the same for all four channels. If we let φ represent the complex phase difference value, our equation for the received signal vector becomes y = φHx (10) and our capacity equation becomes C I = log 2 det I + ρ N t φφ + HEH + [bits/channel use] (11) and the φφ + product is 1. The 902-928 MHz ISM band (also denoted by 915 MHz band) was chosen for our measurement campaigns because it is unlicensed and has no interfering cellular or wireless LAN signals. Moreover, the components for the RF module are widely available, cheap, and easy to design with. Because of the testbed's modular design, it is straightforward to change the RF boards of the transmitter and receiver to measure a different frequency such as the unlicensed 2.4 GHz ISM band or the unlicensed 5 GHz.
CHANNEL MEASUREMENTS FOR SELECT CHANNELS
In this section, we present a select number of unusual channel situations with their MIMO measurements. In some cases, we offer simple analytical models which capture the essence of the MIMO channel as it pertains to its information theoretic capacity. Many of the measurements are available to other research teams to download from our MIMO website (http://www.ece.ualberta.ca/∼mimo). In particular, we will present three locations we found to be of interest: a narrow corridor, an open field with a nearby chain fence, and a parkade [16] . A signal-to-noise ratio (SNR) of 20 dB was used for all our channel capacity calcuations since this is a typical indoor value.
Narrow corridor
A narrow corridor is an intriguing location for making MIMO channel measurements because of its tendency to act like a waveguide and increase the correlation between the signals at the receiver antennas. A previous corridor study [17] of MIMO channel capacity at 1.95 GHz found that channel capacity decreased with distance down the hall. The authors of that paper believe that this decrease is due to the keyhole effect. This behavior is different from the rich multipath environment that is typical of indoor offices even though corridors are commonly found in office settings. Our investigation of MIMO channel capacity in a narrow corridor occurred in the northern corridor on the 5th floor of the Civil/Electrical Engineering Building at the University of Alberta campus. The corridor has the dimensions of 2.65 m wide by 2.5 m in height. It has walls constructed of concrete blocks and a suspended ceiling. The map in Figure 4 shows the transmitter and receiver locations. The transmitter was placed at one end of the hall (location TX) and the receiver station was put at three different locations: L1 (8 meters), L2 (20 meters), and L3 (35 meters). The line-of-sight path is marked by letter B. An analysis of our measurement campaign data confirms the findings of the previous study. The MIMO channel capacities were calculated from the measured transmission matrices using (3) . Table 2 shows that the channel capacity drops as the receiver cart is moved down the hall. Figure 5 shows plots of the cumulative distribution functions of the capacities for the three locations. Figure 6 gives an intuitive understanding of what occurs. Radio waves that strike the concrete walls at a small angle of incidence θ (ray A) will require many reflections to reach the receiver. Since power is lost with each reflection, multireflected rays will be heavily attenuated at the end of the hall. Those waves that strike a wall with a glancing blow (ray C) will require fewer reflections to reach the receiver and thus suffer less attenuation. In addition to this, studies [18] of the RF reflection properties of concrete blocks have shown that smaller angles of incidence have lower power reflection coefficients. Therefore, multibounce rays are additionally attenuated by having a lower reflection coefficient with every reflection. These effects explain why propagation along a narrow corridor should be very effective in eliminating multipath components and reducing the MIMO channel rank. The greatly diminished multipath propagation environment makes it easy to perform a ray-tracing analysis of the site. The reflection coefficient for a radio signal off a plane surface can be calculated when five values are known: the wavelength, the relative dielectric constant of the material, the conductivity of the material, the polarization of the radio wave, and the angle of incidence [19] . For concrete, a typical relative dielectric constant is 5 and a typical conductivity is 0.001 mho/m. A Matlab program was written which simulates the lineof-sight (LOS) path, the radiation reflected off the floor, and the rays that are reflected once, twice, and three times off the walls. Since our dipole antennas were vertically polarized, a vertically polarized reflection will occur off the floor and a horizontally polarized reflection will occur off the walls. A 180 degree phase shift will occur for a vertically polarized reflection with a large angle of incidence.
Reflection coefficients were calculated for all the rays for the three locations with our estimates of the incidence angles. These coefficients were used to calculate the complex signals at the receiver. Channel gain matrices were created by adding all the contributions and then the expected MIMO capacity was calculated. The average measured capacity values appear in the third column of Table 2 and the capacities calculated by the program appear in column four. The two sets of numbers match closely.
Athletics field
A second measurement campaign that provided surprising results was the Corbett sports field location at the University of Alberta. Figure 7 is a map of the location. Since this location is an open field, it was our expectation that this would be close to an ideal nonscattering environment and our MIMO channel would have low rank. The closest buildings are 100 meters away and do not have geometrics that would easily lend themselves to reflecting rays back towards the receiver station.
A theoretical analysis of an open field environment [4] predicts that MIMO channel capacity will decrease as the distance between the transmitter and receiver stations increases. The further apart the two stations are, the closer LOS path lengths are to being equal and, hence, the normalized channel gain matrix should approach an all-ones matrix which has very low rank. In fact, a measurement campaign performed on an open farm field yielded exactly these results. The same station separations were used for both the farm and sports field locations. The average channel capacities for the farm are shown in the second column of Table 3.  4 Much to our surprise, the SNR-normalized channel capacity on the sports field actually increased as the station separation increased. Moreover, the values are much higher than we expected. Our investigation into the unexpected results focused on a wire mesh fence that has a height between 2 m and 4 m, which we had not noticed originally as a significant scatterer, located 25 m to the right of both the receiver and transmitter stations. It runs in parallel to the LOS between the two stations. To the left of the stations there exists another fence that is curved and is at least 40 m away.
As was done in the narrow corridor case, a raytracing program was written for the location. The channel simulation included the line-of-sight path, the radiation reflected off the ground, and the reflected rays off the two fences. The vertically polarized reflection coefficient for the grassy ground was once again calculated with a typical relative dielectric constant of 10 and conductivity value of 0.005 mho/m. The different propagation distances were accounted for by including a free space attenuation factor with all the paths [20] . The capacity values from the program appear in the last column of Table 3 . The simulated capacities increase with distance in a similar fashion to our measured values.
Parkade
There are several publications that describe MIMO measurement campaigns for indoor office environments and calculate the channel capacity [21, 22] . A parkade is different from an indoor office environment in several respects. First, a typical indoor office has building materials (e.g., gyproc, glass, wood) that are not found in a parkade. In addition, an indoor office environment usually has interior walls and doors that are not present in a parkade. We could find no previous published results for a parking lot location.
Level P1 of the underground parkade in the ECERF (Electrical and Computer Engineering Research Facility) building on the University of Alberta campus was selected for a MIMO measurement campaign (see Figure 8 ). The ECERF parkade is a typical parkade in that it has concrete walls, floors, and pillars. At the time the measurements were taken, many of the parking spots were filled with cars. The map in Figure 9 shows the location of the transmitter station and receiver measurement places.
The channel capacities calculated from our parkade measurements (see Table 4 ) were slightly lower than what we had measured for indoor office environments (typically about 20 bits/channel use for a 4 × 4 system). Thus, the features of an indoor office may be more effective in creating a rich multipath environment than the vehicles present in the parkade. The average channel capacities for locations L1, L2, and L3 are lower than those for locations L4 and L5. This is not surprising since a LOS path exists in the former cases.
CONCLUSION
In this paper, we have described our portable 4 × 4 MIMO testbed and presented the measured MIMO capacity for several special locations. The measured MIMO capacities for these locations are different from what would be calculated from general indoor and outdoor wireless propagation models. For two of the locations, the propagation effects are such that an accurate ray-tracing analysis is possible. The channel capacities derived from the analysis are close to our measured values. A ray-tracing analysis, however, can only be used in special cases and requires considerable effort to obtain geometric measurements.
The benefits of a real-time MIMO testbed are many. It allows real-world characterization of MIMO propagations that are difficult to model. It allows researcher to quickly find channels with interesting characteristics (e.g., outdoor x L5
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x L2
x L3
x L4
x TX x L6 0 10 m Figure 9 : Parkade map. channels with high matrix rank or indoor channel with low matrix rank) in order to study them and gain a better understanding of the advantages and limitations of MIMO communications. Finally, these MIMO channel matrices can be stored and used in link level simulations of communications systems in order to obtain results that are representative of real-world situations.
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