We consider the existence of analytic solutions of a certain class of iterative second-order functional differential equation of the form x (x [r] 
Introduction
In recent years, the study of the existence of analytic solutions of iterative functional differential equations has attracted several researchers, see [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] and references cited therein. In [3] , the authors studied the existence of analytic solutions of iterative functional differential equation of the following form:
where m is a nonnegative integer. In the present paper, we propose to study a more general form of iterative functional differential equations than (1.1) as follows: where μ, η are complex numbers, and α satisfies one of the following conditions: (H1) |α| > 1; (H2) 0 < |α| < 1; (H3) |α| = 1, α is not a root of unity, and log(1/|α n − 1|) ≤ K logn, n = 2,3,4,..., for some positive constant K. Then we show that (1.2) has an analytic solution of the form x(z) = y αy −1 (z) , (1.5) in a neighborhood of the number μ, where y −1 (z) is the inverse function of y(z). Finally, we make use of (1.5) to show how to derive an explicit power series solution of (1.2).
Preliminary lemmas
We first obtain the analytic solutions y(z) of the companion equation (1.3 Since y(z) is an analytic function in a neighborhood of 0, y(z) can be represented by a power series of the form
and we can see easily that b 0 = μ, b 1 = η, and y (z) = +∞ n=0 (n + 1)b n+1 z n . We have
Therefore,
By means of (2.2), we get that 
Therefore, 
We see that (1.3) is equivalent to the integrodifferential equation (2.1). By (2.1), (2.4), and (2.10), we see that
where n = 0,1,2.... Next, we show that such a power series solution is majorized by a convergent power series. Now we begin with the following preparatory lemma, the proof of which can be found in [1, Chapter 6]. 
Lemma 2.1. Assume that (H3) holds. Then there is a positive number δ such that |α
n − 1| −1 < (2n) δ for n = 1,2,3,.... Furthermore, the sequence {d n } ∞ n=1 defined by d 1 = 1 and d n = (1/|α n−1 − 1|)max n=n1+n2+···+nt,0<n1≤n2≤···≤nt,t≥2 {d n1 d n2 ···d nt }, n = 2,3,4,... satisfy d n ≤ (2 5δ+1 ) n−1 n −2δ , n = 1,
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Proof. For convenience, we let M = m j=0 |c j |. By means of (2.12), it follows that for each n = 0,1,2,...,
14)
where
Therefore, there exists a unique analytic function G(z) in a neighborhood of 0 such that
where C 0 = |μ|, C 1 = 1 in a neighborhood of 0. Next, we will show that
Suppose that (2.17) is true, by (2.16), we will get that
that is, 
(2.23) Therefore, P(n + 1) is true, we conclude that |b n | ≤ C n d n , for all n = 1,2,3,.... In view of (2.21) and Lemma 2.1, we see that
Thus, 1/ limsup|b n | 1/n ≥ 1/P2 5δ+1 , which shows that power series (2.2) converges for |z| < 1/P2 5δ+1 . The proof is complete.
Lemma 2.3. Suppose that (H1) holds. Then for any r ≥ m, (1.3) has an analytic solution of the form (2.2) in a neighborhood of 0.
Proof. For r ≥ m, 0 ≤ k + s ≤ n, we have s + 1 ≤ n + 1, and k + 1 ≤ n − s + 1, it follows that (s + 1)/(n + 1) ≤ 1 and (k + 1)/(n − s + 1) ≤ 1. Next, we have 
In view of (2.10), we get that
Next, we will show that
(2.32) Therefore, P(1) is true. Next, suppose that P(1),P(2),...,P(n) are true, so |b t+1 | ≤ D t+1 , for t = 1,2,3,...,n. Therefore,
(2.33)
Hence, P(n + 1) is true, so we can conclude that |b n | ≤ D n , for n = 0,1,2,.... Now, if we define
Thus, The conclusion of Lemma 2.4 now follows easily from the same argument as in the proof of Lemma 2.3.
Main results
We now state the main result of this paper. Consider the following three hypotheses: The proof is complete.
We now show how to explicitly construct an analytic solution of (1.2). Since x(z) = y(αy −1 (z)), x(μ) = y(αy −1 (μ)) = y(0) = μ. By Theorem 3.1, x(z) is an analytic function in a neighborhood of μ. Thus x(z) can be written in a neighborhood of μ as x(z) = μ + x (μ)(z − μ) + x (μ)(z − μ) 2 2! + x (μ)(z − μ) 3 3! + ··· . (3.2) 
