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To combine insights obtained from electric field
potentials (LFPs) and neuronal spiking activity
(MUA) we need a better understanding of the
relative spatial summation of these indices of
neuronal activity. Compared to MUA, the LFP
has greater spatial coherence, resulting in lower
spatial specificity and lower stimulus selectiv-
ity. A differential propagation of low- and high-
frequency electric signals supposedly underlies
this phenomenon, which could result from cor-
tical tissue specifically attenuating higher
frequencies, i.e., from a frequency-dependent
impedance spectrum. Here we directly mea-
sure the cortical impedance spectrum in vivo
in monkey primary visual cortex. Our results
show that impedance is independent of fre-
quency, is homogeneous and tangentially
isotropic within gray matter, and can be theo-
retically predicted assuming a pure-resistive
conductor.We propose that the spatial summa-
tion of LFP and MUA is determined by the size
of these signals’ generators and the nature of
neural events underlying them, rather than by
biophysical properties of gray matter.
INTRODUCTION
Behavior, with all its variety and complexity, reflects the
coordinated activity of neurons that are organized into
local and global networks. To understand the spatiotem-
poral organization of activity in such networks and the
way it generates behavioral output, we need to combine
results derived from its measurements at different spatial
scales, including large-scale information provided from
neuroimaging methods, regional information derived
from mesoscopic electrical activity, such as that obtained
from field potentials, and information on the activity of
single neurons, traditionally obtained from fine-resolution,
extracellular, single-unit recordings.NeFor several decades, combined electrophysiological
and behavioral experiments have concentrated mainly on
the finest of these scales, ignoring other graded signals,
population synchrony, and rhythms yielding medium to
large-scale activation patterns. Ever since their develop-
ment (Adrian and Zotterman, 1926), in fact, microelec-
trodes have been used to monitor the spiking rate of
isolated neurons, and this rate was used as the neural cor-
related of behavior (for a review, see Logothetis, 2002; Log-
othetis and Wandell, 2004). The focus on spiking rates re-
mained unchallenged for many decades and was
strengthened by their suitability for studying the first steps
of afferent information processing in sensory physiology
(Hubel and Wiesel, 1962; Kuffler, 1953; Lettvin et al.,
1959). The very same microelectrodes, however, can also
be used to monitor the slow (<120 Hz) potential changes
that are generated by all regional sinks and sources within
the extracellular space. They typically, but not exclusively,
provide three-dimensional information about the cooperat-
ing synaptic inputs into a recorded area; such information
is often not predictable from spiking activity. Such meso-
scopic recordings may prove essential for the study of
small networks and the interactions between distant brain
regions (Abeles, 1991; Bullock, 1997; Freeman, 1975).
The importance of understanding small networks,
rather than merely focusing on single cell properties, can
hardly be overestimated. Every cortical pyramidal cell re-
ceives approximately 10,000 synaptic inputs, about 75%
of which are excitatory, the exact numbers varying be-
tween structures and species (Abeles, 1991; Braitenberg
and Schuez, 1998). The vast majority of these excitatory
inputs arise from other cortical neurons, with each presyn-
aptic cell providing only a few synapses. The strong con-
vergence of synaptic input onto each cortical cell shows
the degree of integration at the single-cell level and gives
us an indication of the complexity of the computations
performed at each recording site. These computations ul-
timately determine the properties of the canonical cortical
microcircuits (Douglas et al., 1989; Douglas and Martin,
1990, 1991), the elementary processing units of cortex.
The study of such units and of the computations they
perform can greatly benefit from the analysis of the local
field potentials (LFPs). Until recently the latter were
thought to be generated by summed (population)uron 55, 809–823, September 6, 2007 ª2007 Elsevier Inc. 809
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(1951). Indeed, intracellular recordings from cortical neu-
rons demonstrated a close correspondence between
LFP and EEG activity and synaptic potentials (Creutzfeldt
et al., 1966; Morocutti et al., 1966; Watanabe et al., 1966).
At the same time, such measurements also showed that
the slow wave activity in the EEG is largely independent
of neuronal spiking responses (Ajmone-Marsan, 1965;
Buchwald et al., 1965; Fromm and Bond, 1967). The ob-
servation that slow wave potentials but not spiking activity
is visible at the scalp surface was interpreted as an indica-
tion that cortical tissue possesses strong frequency-filter-
ing properties (Bedard et al., 2004, 2006).
Such frequency-dependent behavior was also sug-
gested by experiments employing the typical extracellular
unit recordings. Under most conditions, the amplitude of
extracellularly recorded spikes is very sensitive to the po-
sition of the electrode (Gold et al., 2006), while slow poten-
tials show much less sensitivity to position. In addition, the
spatial correlation of slow waves is found to extend over
larger cortical distances (>7 mm) than that of the higher
frequencies such as the gamma band (24–90 Hz) or spik-
ing activity (Destexhe et al., 1999). This differential spatial
correlation provides additional support for the hypothesis
that cortical tissue selectively filters frequencies; in other
words, it suggests that cortical tissue has a non-flat im-
pedance spectrum. A frequency-dependent impedance
spectrum could selectively attenuate electric signals of
some frequencies more than those of others—for exam-
ple, high-frequency spiking events more than low-fre-
quency potentials (Bedard et al., 2004, 2006; Destexhe
et al., 1999).
The simplest way to examine the cortical frequency-fil-
ter hypothesis is to measure the impedance spectrum di-
rectly. Impedance is a measure of the ability of a circuit
to resist the flow of electrical current. In biological tissues
the ‘‘circuit’’ is the volume conductor, consisting of various
intra- and extracellular components of the brain tissue,
and the ‘‘current’’ is generated by the movement of ions.
Measurements of biological impedances have proved
highly useful in understanding the propagation of electro-
magnetic waves in the body (Schwan, 1963, 1999), in iden-
tifying different brain regions under different physiological
conditions, e.g., hypoxia (Van Harreveld and Ochs, 1956),
and in determining the anatomical and electrical charac-
teristics of the cells, the interstitial space, and their interre-
lations (Freygang and Landau, 1955; Havstad, 1976;
Ranck, 1963a). In basic and clinical neurosciences, the bi-
oimpedance research provides information about the con-
ductivity of tissues and helps the design of better models
for electric currents and conductivity tensors, with very
useful applications, including impedance encephalogra-
phy and impedance tomography. Such models have
been often used for the study of electrical injury mecha-
nisms and pathology and can be also used to better under-
stand the propagation of different neural signals.
In the present study, precise measurements of the im-
pedance of cortical tissue within gray and white matter810 Neuron 55, 809–823, September 6, 2007 ª2007 Elsevier Inof the monkey visual cortex showed no frequency depen-
dence, regardless of the direction or depth of measure-
ment. Our measurements were carried out using a novel,
custom-made system that permits unbiased computation
of cortical impedance using a five-point measurement
technique. On the basis of our measurements and of con-
comitant simulations, we conclude that the cortical tissue
has the properties of a simple ohmic conductor, which
permits unbiased propagation of signals of any biologi-
cally relevant temporal frequency.
RESULTS
The histological properties of brain tissue by themselves
make it clear that the brain is not a homogeneous and iso-
tropic medium. Most obvious, of course, are the differ-
ences in the histological properties of the gray and white
matter, and it comes as not surprise that they also differ
in electric resistance. Within a particular cortical area,
however, the gray matter seems rather homogenous in
a tangential direction, while cell density and myelination
differ across layers, i.e., in a radial direction. Here we di-
rectly measured the cortical impedance spectrum in
gray and white matter as well as along different tangential
directions and in a radial direction.
The Impedance Spectrum in the Tangential Plane
Figure 1 shows the frequency response of the cortical tis-
sue in a series of measurements along tangential direc-
tions. The interelectrode distance was 3 mm, and the tip
of the electrodes was 250 mm deep in the cortex
(Figure 1A). Figure 1B displays the results for monkey
B02. The initial impedance of the electrodes at 1 kHz
was 450 kU and 70 kU for the two current electrodes,
and 130 kU and 140 kU for the voltage electrodes, respec-
tively. We tested frequencies in the range of 10 Hz to 5 kHz
and different stimulation currents (see color code). As the
figure clearly shows, the amplitude of the cortical resis-
tance drops by only 1.9 dB as the frequency increases
from 10 Hz to 5 kHz. For comparison purposes the figure
also displays the frequency responses of a 20 mF and
a 1.26 mF capacitor (dotted lines). The impedance of a ca-
pacitor drops by 6 dB when the frequency is only doubled.
In the range of 10 Hz to 5 kHz, the drop for the 20 mF ca-
pacitor is 49.4 dB, which is much larger than the drop ob-
served for the cortical tissue.
The deviation from a completely flat response might be
the result of measuring errors, or alternatively, a very small
(practically insignificant) dependence on frequency may
be a property of the tissue. In saline a drop of 1 dB from
lower to higher frequencies is also typical (see below).
The reproducibility of the measurements was verified by
repeated measurements at the same cortical depth (250
mm) and using the same current (the three thick lines in
Figure 1B, Reps1–3). The three repeats differ from each
other by a maximum of 0.2 dB, demonstrating the high re-
liability of the measurement. In addition, we tested the lin-
earity of the tissue by repeatedly lowering the current byc.
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The figure shows the cortical impedance spectrum of two monkeys
(B02, R97).
(A) Typical location in cortex (primary visual cortex) at which imped-
ance was measured. The electrodes were spaced at equidistant
intervals (3 mm) and with all tips at the same depth (250 mm deep
from the dura).
(B and C) The impedance for each animal and different stimulation
currents (see insets). The frequency range tested was 10 Hz to 5 kHz
(abscissa), and the left ordinate denotes the signal gain in decibels, de-
fined as 20*log (Urec/Udrive), where Udrive is the ‘‘target’’ signal driving
the voltage-to-current converters, and Urec is the recorded voltage
drop across the tissue. The higher the tissue impedance, the higher
the expected signal gain. The right ordinate shows the computed im-
pedance values for each of the gain levels. It is evident from all traces
that gain is independent of frequency, with a maximum drop of 1.9 dB
for a frequency increase from 10 Hz to 5 kHz. For comparison, the fre-
quency responses of a 20 mF and a 1.26 mF capacitors are also plotted
as dotted lines. Note that the value of capacitance influences only the
position of the gain-to-frequency function with respect to the abscissa
of the plot because of the well-known relationship Rc = 1=ð2p,f,CÞ.
The slope of the line in the log-log plot remains the same. That is,
should the cortical tissue have capacitive properties, one would ex-
pect the curves derived from different current applications to haveNefactors of two from 20 mA down to 1.25 mA. No noticeable
nonlinearities of the extracellular tissue were evident
throughout the tested current range. The small signal in-
crease in the two curves with the lowest current, around
60 Hz, is probably due to interference from the 50 Hz
power supply; this interference is stronger because of
the reduced signal-to-noise ratio at the low currents.
Figure 1C shows the results of the same experiment
with the second animal (R97). At the beginning of the ex-
periment, three spectra were measured consecutively
with an excitation current of 20 mA peak value. As shown
in Figure 1C, the responses are flat within 1.5 dB, and
the maximum difference between repeats is 0.33 dB.
Testing linearity with different currents revealed the
same results as with the animal B02, and most currents
yielded very similar impedance spectra. Surprisingly, the
responses obtained with the 2.5 mA and 1.25 mA currents
were 1 dB and 2 dB higher than the response at 5 mA, an
observation that would seem to suggest the existence of
a nonlinearity (current-dependant resistance). However,
repeating a measurement with a 20 mA current immedi-
ately after the measurement with 1.25 mA revealed that
the 1.25 mA and 20 mA spectra overlapped. This strongly
suggests that the difference probably results from a slight
movement of the electrode or cortical tissue in, between,
or during the 2.5 and 1.25 mA measurements, but not from
a current dependency of the impedance spectrum.
The notion that the gray matter impedance spectrum is
flat for all directions is further corroborated by measure-
ments at different distances from the surface (point of
penetration in the dura mater) and different orientations
of the electrodes. In Figure 2, all four electrodes were ad-
vanced in seven steps from 250 mm to 3250 mm, and the
impedance spectrum was recorded using an excitation
current of 20 mA peak. Within the gray matter (approxi-
mately depths above 2000 mm), the spectrum is clearly
flat for all depths, and the drop-off is less than 2.0 dB
within the range of 10 Hz to 5 kHz. Importantly, the same
flat impedance behavior was found for measurements
where the four-electrode system was oriented in a
mediolateral direction (Figure 2B) and in an anterior-
posterior direction (Figure 2C) in the same animal.
This not only demonstrates a flat impedance spectrum,
but also reveals comparable impedance in different
tangential directions, suggesting that the impedance
spectrum is isotropic within the tangential plane.
the same slope as the dotted green and red lines shown in the plot.
For both animals, the reproducibility of the measurements was verified
by repeated-measurements at the same cortical depth (approximately
250 mm). For monkey R97 four spectra were acquired with the same
excitation current of 20 mA, three at the beginning and one at the
end of the experimental session. The first three sequential repetitions
yielded entirely overlapping traces. In the fourth repetition (and for
the lower currents), although the spectral power distribution remained
the same, the overall impedance changed slightly, probably due to
small asymmetric movements of the tissue with respect to the elec-
trode tips (e.g., retraction of the dimpled dura).uron 55, 809–823, September 6, 2007 ª2007 Elsevier Inc. 811
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Depths from the Pial Surface
The interelectrode distance was 3 mm, as in
Figure 4, and nine spectra were acquired in
the range of 250–3250 mm.
(A and B) Data from the two animals, with the
electrode array approximately parallel to the
mediolateral direction. Both plots show no sig-
nificant change of impedance with frequency in
any of the depths at which measurements were
conducted.
(C) Repetition of the experiment in monkey R97
with the electrode array approximately along
the anterior-posterior axis. The results are sim-
ilar. In all three surface plots, an abrupt change
occurs only at the transition between gray and
white matter, but the frequency response even
in white matter remains largely flat.
(D) Shows the average impedance (over all fre-
quencies) as a function of cortical depth. Note
that the impedance of white matter may be
greater or smaller than that of the gray matter,
depending on the orientation of the electrode
array.However, when advancing the electrodes into white
matter—a transition that was also verified electrophysio-
logically—we consistently noticed an abrupt change in
impedance. Importantly, the impedance of the white
matter showed a strong dependency on the direction of
measurement: while measurements in the mediolateral di-
rection revealed a decrease of impedance at the gray-
white matter transition (Figure 2B), measurements in
the anterior-posterior direction revealed an increase
(Figure 2C). Importantly, the impedance spectrum of the
white matter was again frequency independent, and all
measured values were within 2.5 dB in the measured fre-
quency range. This anisotropy of the white matter, as well
as the isotropy of the gray matter, are also clearly evident
in Figure 2D, which displays the average impedance (over
all frequencies) as a function of cortical depth.
In addition to testing the frequency responses of the
cortical tissue, we also examined the phase shift between
the voltage and the excitation current at four different cor-
tical depths. Figure 3 shows nearly zero phase shift at low
frequencies and a drop to about 13 at higher frequen-
cies. As these numbers are not intuitively clear, we com-
pared them to the phase shift observed in a resistive
load (simple resistor) and in saline. The resistor showed
a drop of 5.5, while measurements in saline typically
yielded a drop of about 10. Given the similarity of the
numbers obtained in gray matter and saline, we conclude
that there is no significant phase shift in cortex between
the current and the voltage, independent of frequency
and depth.
The Impedance Spectrum in the Radial Direction
Impedance measurements were also conducted between
points at different cortical depths, hence in a radial direc-
tion. For such measurements the interelectrode distance812 Neuron 55, 809–823, September 6, 2007 ª2007 Elsevier Inmust be optimized to permit the crosstalk-free measure-
ment of points differing as little as possible along the
horizontal direction. Measurements from sulci were im-
practical with respect to precise placement of the elec-
trode arrays. Instead, a special electrode arrangement
and a modified electrode drive were used for measure-
ments in the gyral cortex. A commercial seven-electrode
drive (Thomas Recording, GmbH, Giessen) was modified,
both mechanically and electronically, to ensure compati-
bility with the previous measurements. In addition, to
avoid crosstalk between the electrode wires, metal plates
were added between every electrode wire inside the
shielded drive case.
Figure 4 illustrates the impedance spectra recorded at
different depths and radial electrode distances. For each
Figure 3. Effects of Frequency on Signal Phase
The figure shows the phase shift as a function of frequency. The
interelectrode distance is 3 mm, and depth ranges from 250 to 3250
mm. All curves show a modest phase shift that is comparable with
the shift observed in control experiments conducted in a saline bath
and with an ohmic resistor (circles).c.
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cal Depths
Measurements of impedance between points
at different depths with respect to the dura (ra-
dial direction). For each measurement (defined
by the numbers), the quadruples indicate the
depths of the I+, U+, U, and I electrode
tips and their relative positioning. During mea-
surements 1–3 (black) the distance between
the voltage electrodes was lowered, and in
measurement 4 the order of U+ and U was
changed. In these measurements the distance
of the current electrodes was fixed at 2130 mm.
Predictably, impedance decreases with de-
creasing distance between the voltage elec-
trodes. For measurements 5–8 (orange and
red) the distance of the voltage electrodes is
fixed (165 mm), but in 5 the voltage electrodes
are in between the current electrodes, while
in 6 they are not. Between 7 and 8 one current
electrode was moved closer to the voltage
electrodes.measurement, the upper panel indicates the depths of the
electrode tips and shows a sketch of their relative align-
ment. In the first series (black lines, 1–4) the current elec-
trodes had a fixed distance of 2130 mm, while the distance
between the voltage electrodes was varied by lowering
the U+ electrode (measurements 1–3) and by reversing
the position of the voltage electrodes (4). Again, the fre-
quency dependence of the impedance spectra was small,
regardless of the distance between the electrodes. This
demonstrates that the conductivity of the gray matter is
frequency independent along the radial direction.
In addition, these measurements confirm that the ap-
proximation of the cortical tissue by a series of imped-
ances, as depicted in Figure 7C (Experimental Proce-
dures), is only an approximation. For example, changing
the distance between the voltage and current electrodes
while keeping the distance of the two voltage electrodes
fixed (orange lines 5–6 and red lines 7–8) alters the mea-
sured signal gain. From 5 to 6 the arrangement of the elec-
trodes was altered altogether, and the voltage electrodes
were no longer positioned in between the current elec-
trodes. From 7 to 8 one current electrode was moved fur-
ther away from the voltage electrodes. In both cases, the
measured signal gain is larger when the current electrode
is closer to the voltage electrodes which would not be ex-
pected from the simple three-resistor model. This results
from a larger electric potential induced at the voltage elec-
trode when the stimulating electrodes are closer (see the-
oretical analysis in the following section), and hence
shows that the distance between the current and the volt-
age electrode cannot be approximated easily by simple
impedances (Z+, ZT, and Z), as shown in Figure 7D.
More importantly, these measurements confirm that theNeuflat impedance spectrum does not result from a specific
arrangement of the measurement system, and they sup-
port the theoretical arguments provided below.
Our results have certain implications with respect to
signal propagation in cortex and the relative spatial spec-
ificity of action and field potentials. To obtain a better
understanding of these, the following section provides
a theoretical analysis of the currents and potentials for
sources in a homogenous and isotropic ohmic medium
and for similar electrode configurations as used in the in
vivo and in vitro experiments.
Theoretical Analysis of Signal Propagation
in the Extracellular Space
Neurons are considered to be embedded in an extracellu-
lar medium that acts as a volume conductor (Lorente de
No´, 1947) (for a detailed review on field potentials, see
Freeman, 1975); for background in biophysics, see Aidley,
1989; Johnston and Wu, 1995). When the membrane po-
tential between two separate regions of such a neuron dif-
fers, there is a flow of current in the neuron matched by
a return current through the extracellular path. Active re-
gions of the membrane are considered to act as a current
sink, inactive ones as a source for the active regions. Such
extracellular field potentials add up linearly and algebrai-
cally throughout the volume conductor (the principle of
electric superposition).
Inside the physiological frequency range (0 to about 5
kHz), the inductive, magnetic, and propagative (wave) ef-
fects of the bioelectrical signals in the extracellular space
can be neglected (Aidley, 1989; Robinson, 1968), permit-
ting the description of the current electrode as a simple
static point source (McIntyre and Grill, 2001) that can beron 55, 809–823, September 6, 2007 ª2007 Elsevier Inc. 813
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lation
(A) Illustrates the coordinate system we used
for simulations (see text).
(B) Equipotential surfaces (black curves) and
streamlines of the current (blue curves)—rep-
resenting a slice of the three-dimensional cur-
rent flow field—for an electric dipole. The plot
illustrates the numerical solution of the equa-
tions Equation 3 and 4 with dimensions taken
from a real experiment described in the text.described using Ohm’s law. As detailed in the Supple-
mental Data available with this article online, using Am-
pere’s law one can derive the following expressions for
the electric potential U and the current density j of a point
source (which is assumed to be at the origin of the coordi-
nate system):
j
!ð r!Þ= I
4p
,r2, e!r (1)
UðrÞ= 1
4p
Ir
1
r
(2)
whereby e!r is the unity vector in the radial direction,
r
!
denotes the position vector, I is the current, and r is
the specific electric resistance (also known as electrical
resistivity).
To obtain the electric potential in the field induced by
two current sources, one acting as source (I+) and one
as sink (I) as in our in vivo experiments, we can use the
principle of superposition. Using the coordinate system
depicted in Figure 5, and taking the distance between
the electrodes as 2z [with z!= ð0; 0; zÞ)]:
j
!ð r!Þ= j!+ ð r!Þ+ j!ð r!Þ
with
j
!
+ ð r!Þ= I
4p
,j r! z!j2, r
! z!
j r! z!j
and
j
!
ð r!Þ= I
4p
,j r!+ z!j2, r
!+ z!
j r!+ z!j;
whereby the fractions represent the current directions e!r .
Combining these equations, we obtain
j
!ð r!Þ= I
4p
"
r
! z!
j r! z!j3 
r
!+ z!
j r!+ z!j3
#
(3)
Similarly, we add the voltage from single electrodes
(Equation 2) to obtain the total voltage of the dipole:814 Neuron 55, 809–823, September 6, 2007 ª2007 Elsevier InUð r!Þ=U+ ð r!Þ+Uð r!Þ= 1
4p
Ir
h
j r! z!j1j r!+ z!j1
i
(4)
The graphical representation of the results of Equa-
tions 3 and 4 are shown in Figure 5B, with the constants
taken from saline-bath experiments [see section 4.4: r =
0.664 Um, z = 3 mm, I = 20 mApk, the I+ electrode at
(0, +3 mm) and the I electrode at (0,3 mm)]. To illustrate
the dipole field, Figure 5B shows 17 isopotential lines from
800 mV to +800 mV in the x-z plane, as well as the stream-
lines of the current vector field.
This electrode configuration can be used to simulate the
signal propagation in the brain. The I+ and the I elec-
trodes form a floating current source similar to a neuron.
The current flows through the intracellular tissue in a man-
ner similar to that illustrated in Figure 5. Perpendicular to
this current direction there is a voltage potential that can
be graphically depicted by the equipotential lines (circular
lines in Figure 5B). Because the current source is floating
and the point sources symmetrical, the center voltage line
has zero volts, just like a distant, remote ground (Gnd). The
sign of the recorded signal depends on the location of the
recording electrode with respect to the zero-volt line.
When the voltage is measured across two conductors
(U+, U), one at each side of the zero line, the amplitude
of the voltage, as expected, will be twice as large. All
above-mentioned relationships were examined by using
our system and conducting measurements in saline.
Experiments in Saline and In Vitro
We performed systematic experiments in a saline bath us-
ing the same measurement system as used in the in vivo
experiments. Figure 6A shows the electrode configuration
used in the saline experiments. There were two current
electrodes, I+ and I, and two voltage-sensing elec-
trodes, Ua and Ub, in the x-z plane. From Figure 6A we de-
rive that z!= ð0; 0; zÞ; r!a = ðd; 0; zÞ; r!b = ðd; 0;zÞ, where
d is the distance between voltage and current electrodes.
Let Ua+ denote the voltage at electrode Ua induced by the
current electrode I+ and Ua denote the voltage at the
same point induced by electrode I (similar for Ub).
By inserting the vectors in Equation 2, we obtainc.
Neuron
The Cortical Impedance SpectrumFigure 6. Volume Conduction in Saline
and in the Brain Tissue
The figure shows the impedance spectrum for
measurements in saline.
(A) Coordinate system for measurements in
a saline bath. The voltage electrodes were
aligned parallel to, but offset from, the current
electrodes (with a distance parameter d).
(B) Measured voltage across the voltage elec-
trodes (Ua to Ub, red), voltage of Ua and Ub
with respect to ground (blue and black), as
well as the theoretical result for the voltage be-
tween Ua and Ub (green). The data show that
the saline bath behaves as predicted from the
theoretical arguments.
(C) Impedance spectrum of the saline bath as
a function of stimulation frequency and elec-
trode distance (parameter d). The spectrum is
flat, and the impedance changes only with
electrode distance but not with frequency.
(D) Shows measurement in pig cortex. For de-
tails see text.Ua+ ð r!aÞ= 1
4p
Ir
1
d
; Uað r!aÞ=  1
4p
Ir
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2 + 4z2
p
and
Ub+ ð r!bÞ= 1
4p
Ir
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2 + 4z2
p ; Ubð r!bÞ=  1
4p
Ir
1
d
from which we can compute the differential voltage as
U= ðUa+ +UaÞ  ðUb+ +UbÞ= Ir
2p
,
 
1
d
 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2 + 4z2
p
!
(5)
Figure 6B shows the result of such a measurement in
saline. The distance (2*z) between the two current elec-
trodes and that between the two voltage electrodes was
always equal to 6 mm. The distance between the current
and the voltage electrodes (d) was variable, with a mini-
mum distance of 1.5 mm. The excitation current was 20
mA peak value and 100 Hz sinusoidal. The red curve is
the peak-to-peak (pk-pk) voltage across the Ua and the
Ub electrodes measured after preamplification (gain of
100). The blue and the black curves (almost superim-
posed) show the voltages of the Ua and Ub electrodes, re-
spectively, referenced to the remote ground. The opposite
sign of the voltages Ua and Ub cannot be discerned be-
cause the inputs are sinusoidal. The difference between
the voltage electrodes (red trace) is twice as large as the
single voltages, as expected.
The green line displays the result expected from the the-
oretical considerations above (Equation 5) and closely
matches the measured values of the differential voltages.
The parameters were obtained from the actual experi-
ments (z = 3 mm, I = 20 mA0-pk, r = 0.664 U). In addition,
the value of r was measured with precision using another
more accurate method (not described here). The result ofNEquation 5 was doubled to reflect the peak-to-peak mea-
surements and was multiplied by 100 to account for the
amplification factor.
Using the configuration we have just described, we ex-
amined the frequency dependence of signal propagation
for different interelectrode distances (Figure 6C). The fre-
quency spectrum was recorded in a frequency range
from 10 Hz to 5 kHz and using a sinusoidal excitation cur-
rent of 20 mA. For all nine different distances (d) from the
current to the voltage electrodes the frequency response
is flat, i.e., independent of frequency. For each distance
the measured values were within 2 dB across frequencies.
In addition, the gain changes with the distance (d) be-
tween the voltage and current electrodes as the potential
difference (Equation 5) changes with this parameter; the
same behavior was seen in the in vivo experiments (see
Figure 6D).
At last, the measurements taken in saline were repeated
in brain tissue. We have measured the voltage drop as
a function of distance in fresh pig brains (commercially
available a few hours after slaughter). Pig rather than mon-
key brains were used to achieve maximum mechanical
precision in electrode positioning and avoid unnecessary
repeated penetrations in regular experimental primates
contributing to other projects. The brains were placed in
a custom-made, form-specific container, and the dura
was removed. Measurements were conducted in regions
void of sulci and large vessels. We used the same param-
eters with those employed in the saline measurements in
Figure 6B, barring the distance between the electrodes,
which was 2*z = 2 mm (see Figure 6A). Equation 5 was
used to describe the theoretically expected voltage-to-
distance relationship (‘‘Theory’’ curve in Figure 6D). For
the calculation of this curve we used a resistivity value of
r = 2.56 Um that best matched theory with experimentaleuron 55, 809–823, September 6, 2007 ª2007 Elsevier Inc. 815
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range of resistivities, (1.65 Um 3.29 Um), for all measured
depths [200 mm 1700 mm] in the gray matter of monkeys.
As can be seen in Figure 6D, the impedance spectrum is
flat and independent of the distance of the voltage to cur-
rent electrodes. In addition, for each of the frequencies
tested the voltage across the voltage electrodes drops
as predicted by the theoretical analysis, and the absolute
voltage values correspond to those obtained by theory
when resistivity is set equal to that measured in monkeys.
Computing the Specific Resistance
To compute the specific resistance for brain tissue and sa-
line, we apply our theoretical considerations to exactly the
same electrode configuration as used in the in vivo exper-
iments. The current and the voltage electrodes are placed
in one row with constant distance a (Figure S1). From the
picture one derives z= 32a; r
!
+ = ð0; 0; 12aÞ; r! = ð0; 0;12aÞ;
z!= ð0; 0; zÞ. Voltages were measured differentially be-
tween the U+ and the U electrode. From Equation 5
the expected voltage is
U=U+ ð r!+ Þ  Uð r!Þ;
U+ ð r!+ Þ=U+
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We measured the fraction U/I, representing the resis-
tance R, given by R= 14p
r
a or simply:
r= 4paR (6)
This equation was used to determine the specific electric
resistance r at an electrode distance of a = 3 mm. For sa-
line, the resistance measured was 14 U, yielding a specific
resistance of r = 0.528 Um. This is in agreement with the
value measured with the precise method mentioned above
(r = 0.664Um); the small deviation is most likely due to me-
chanical imprecision during the placement of electrodes.
For cortical tissue, we obtained an absolute resistance of
43.8 to 104 U (see Figures 1 and 2), depending on the
different measurement parameters. This translates to
a specific resistance in a range of r = 1.65 to 3.9 Um.
DISCUSSION
The methodological developments and experiments de-
scribed in this paper were motivated by the need for a clear816 Neuron 55, 809–823, September 6, 2007 ª2007 Elsevier Inand definite answer to the following questions: (1) is the
cortical tissue of the primate resistive or capacitive in na-
ture, and (2) is its conductivity isotropic? Answering these
questions helps us to model and better understand the
propagation and spatial summation of extracellular field
potentials and hence to bridge the gap between well-
localized recordings of single units and recordings of pop-
ulation activity. Our measurements clearly demonstrate
that the gray matter is ohmic in nature and has a conduc-
tivity that is comparable across directions; the white mat-
ter, in contrast, is also ohmic, but its conductivity depends
on the direction of measurement.
The Spread of Population Activity
We have shown that the impedance spectrum of cortex is
flat. These results are relevant and important to systems
neurophysiology, as they place some constraints on the
interpretation of mesoscopic signals such as field poten-
tials. LFPs have been investigated in the context of
sensory information processing, with regard to behavioral
relevance and motor control, as well as in the context of
investigating the origin of the hemodynamic responses
(Frien et al., 2000; Gray et al., 1989; Kayser and Konig,
2004; Liu and Newsome, 2006; Logothetis et al., 2001;
Mehring et al., 2003; Niessing et al., 2005; Rickert et al.,
2005; Scherberger et al., 2005; Wilke et al., 2006; Woel-
bern et al., 2002). In particular, the amplitude of particular
frequency bands of the LFP has been shown to correlate
with stimulus features such as a grating’s orientation, or
with the direction of planned movements. Often such
‘‘tuning’’ is found only in restricted frequency ranges, indi-
cating that LFP frequencies differ in their properties with
regard to representing neuronal activity. Similarly, the
LFP can be divided into bands that differ in their informa-
tion content about the stimulus (A. Belitski, A. Gretton,
C. Magri, Y. Murayama, M.A. Montemurro, N.K.L., and
S. Panzeri, unpublished data), or bands that differ in their
power to predict neuronal spiking activity (M. Rasch,
A. Gretton, Y. Murayama, W. Maass, and N.K.L., unpub-
lished data). Obviously, the origin and interpretation of
these signals are of great importance for understanding
the activity and processing within cortical networks.
LFPs were initially thought to reflect population post-
synaptic potentials exclusively. Yet, in addition to excit-
atory and inhibitory postsynaptic potentials (IPSPs and
EPSPs), there are a number of possible causes of voltage
fluctuations in the brain. For example, one nonsynaptic
contributor to the local field is the spike afterpotential,
which contributes especially when it is slow and long-
lasting like the calcium-mediated potassium current
(Nadasdy et al., 1998). Likewise, it is now believed that
intrinsic neuronal currents across the cell membrane can
show oscillatory behavior and cause changes in the
recorded local field potential (Buzsaki, 2002; Chrobak
et al., 2000). Similarly, it has been found that, when synap-
tic activity is blocked, large neuronal populations can
show emergent activity that is associated with large (mV)
fluctuations in extracellular potentials. While the precisec.
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clear that this nonsynaptic activity can greatly affect the
recorded field potential (Buzsaki, 2002; Chrobak et al.,
2000).
Despite the ease with which they can be recorded, LFPs
have been systematically ignored in most systems neuro-
science studies. In part, this is due to the difficulty in
interpreting these signals. Optimal mathematical analysis
of field potentials requires a knowledge of both the gener-
ated fields and the geometry of the neural elements
(Nunez, 1981, 1994). Although theoretical calculations
are useful, understanding the content of the comprehen-
sive signal acquired by the electrode requires systematic
experimentation and a good knowledge of microanatom-
ical cortical architecture. LFPs are usually modeled as
arising from a set of current sinks and sources embedded
in a homogeneous extracellular medium (Destexhe, 1998;
Koch and Segev, 1998; Rall and Shepherd, 1968). This
formalism can successfully model several properties of
LFPs, but it does not completely account for their appar-
ent frequency-dependent attenuation with distance and
hence falls short of explaining their relation to the underly-
ing neuronal events generating these potentials.
Measuring Tissue Impedance
The extracellular microenvironment consists of narrow
gaps between cellular processes, probably not more
than 200 A˚ wide on average. These spaces form a complex
three-dimensional mosaic filled with extracellular fluid,
and they account for about 12%–25% of the brain’s vol-
ume (Braitenberg and Schuez, 1998; Peters et al., 1991).
Currents and ions spread in this space and, as theoretical
reasoning suggests, spread mostly in the extracellular
fluid between the cells, but not through them (Robinson,
1968). Hence, the resistance depends on the spatial lay-
out of neurons and glia, resulting in an intricately shaped
conductive medium that, in principle, can carry electrical
signals over large distances. Confirmation comes from
direct measurements of current flow and studies of the
diffusion of ions in this microenvironment (Havstad,
1976; Nicholson, 1965; Ranck, 1963a; Van Harreveld
et al., 1963; Van Harreveld and Ochs, 1956). However,
given the intricate properties of the extracellular medium,
it is unclear whether cortical tissue behaves like an ohmic
resistor, or whether signals of different frequencies expe-
rience frequency-dependent attenuation.
To measure the impedance of cortical tissue directly,
one could in principle rely on a two-point measurement
system, i.e., use the same electrodes to inject current
and measure the voltage drop at the same time. This
simple technique is satisfactory as long as the voltage be-
tween electrodes is a good approximation of the voltage
across the sample. Yet, for tissues of low impedance—
on the order of a few hundred ohms—electrode polariza-
tion weakens the above approximation (see also below),
and for very low frequencies it renders the approximation
impossible (Schwan, 1966, 1968). The origin of the prob-
lem is in the electrochemistry of the electrode-electrolyteNeinterface. Briefly, this interface develops into two charged
planes of opposite polarity, which in the literal sense forms
a capacitor (Geddes, 1997). Since this distance is molec-
ular in dimension, the capacitance is significant. This min-
iature electrolytic capacitor does not behave like a simple
lumped capacitor with constant value. Warburg (1899),
who was the first to model the electrode-electrolyte inter-
face as a serially connected resistance R and capacitance
C (Figure 7D), demonstrated that both R and C vary in-
versely as the square root of the frequency of the current
used for measurements (Geddes et al., 1971; Geddes,
1997). Accordingly, measurements of tissue impedance
require us to factor out the electrode impedances. The
only way of adequately doing this is to use separate
electrodes to apply currents and to sample voltages.
In addition, accurate placing of the electrodes with re-
spect to cortical landmarks such as gray-/white-matter
boundaries or granulated layers requires the recording of
neuronal activity at the same time. Recording of neural
activity, however, requires small tip exposures, that is,
electrodes with high impedance; commonly impedances
of more than 100 kU (at 1 kHz) are necessary to sample
multiunit and slow-wave activity. This is in conflict with
the prerequisite to use electrodes with impedances that
are negligible with respect to the impedance of the tissue,
as otherwise the voltage drop across the electrode tips will
be whole orders of magnitude larger than the small voltage
drop that must be measured across the tissue. Finally,
large electrode impedances have large variability. Assum-
ing a coefficient of variation of 10%, an electrode of 100
kU, as measured at 1 kHz, will have variability as high as
10 kU, that is, 2 orders of magnitude higher than the im-
pedance of the tissue.
All in all, the aforementioned caveats preclude the use
of a single pair of electrodes for the measurement of tissue
impedance. A four-point measurement system can be
used instead (Schwan and Ferris, 1968). In such a system
two dedicated electrodes are placed with a certain spatial
separation and inject a current into the tissue. This current
induces a voltage drop depending on the impedance of
the tissue, and the drop can be measured using two addi-
tional measurement electrodes. This method removes the
influence of the electrodes’ own impedance on the mea-
surement and allows the use of various geometrical con-
figurations for conducting the measurement within the
three-dimensional field created by the current electrodes
(c.f. Figure 7).
At last, the electrode-electrolyte interface brings about
a second phenomenon that in the present study was
used to our advantage. When tungsten electrodes were
used, we observed a continuously rising voltage that
quickly prohibited proper functioning of our current gener-
ator. The behavior of Pt-Ir electrodes was different most
likely due to different chemical processes at the metal liq-
uid transition. With Pt-Ir electrodes, during the application
of the stimulation current, we observed a voltage-clipping
effect: after an initial and rapid increase, the voltage on the
current electrodes stabilized (see also Geddes, 1997).uron 55, 809–823, September 6, 2007 ª2007 Elsevier Inc. 817
Neuron
The Cortical Impedance SpectrumFigure 7. The Measurement System
The figure shows the setup used to measure
cortical impedance and the corresponding
electronic models.
(A) Illustrates the layout of all components, in-
cluding the electrode holder, the motor units,
and the electronic devices.
(B) Shows the arrangement of electrodes
within an electrode drive and within the record-
ing chamber and the block diagram of the cus-
tom-made electronic circuits, one serving as
current source and one serving as recording
system. Impedance was measured using sep-
arate current (outer electrodes I+ and I) and
voltage (inner electrodes U+ and U) electrode
pairs. The inset in (B) shows the circuit used for
the capacitance compensation. CC, capaci-
tance compensation; VB, voltage buffer; HP,
high-pass filter; Gnd, ground connection;
V2C, voltage to current converter; Amp, instru-
mentation amplifier; Osc, oscilloscope.
(C) The current source, driven by a frequency
generator, creates a three-dimensional current
flow (blue lines) between the two current elec-
trodes (I+ and I). This current reflects a three-
dimensional electric potential (black lines) that
leads to a voltage drop across the two mea-
surement electrodes (U+ and U), which is
amplified and measured. The electrodes are
placed in the visual cortex using a recording
chamber filled with saline.
(D) Electronic model of the same situation. The
voltage and current electrodes are represented
by their respective resistance and capacitance
(Cu, Ci). The impedance of the cortical tissue
to the electric flow between the current elec-
trodes is approximated by three general resis-
tances (Z+, Z, and ZT). The resistance ZT rep-
resents the tissue resistance between the two
measurement electrodes (U+ and U) and is
what is measured in the experiments. Cs,
potential stray capacitance between current
and voltage electrodes, which could produce
crosstalk when not shielded appropriately.Examining this effect, which is shown in Figure S2,
suggested that Pt-Ir electrodes behave not only as a resis-
tor and capacitor in series, but also actually behave like
a voltage-stabilizing Zener diode (hence the correspond-
ing electronic symbol in Figure 7D). Only this ‘‘active’’
protection of the electrodes capacitance allows stable
current injection and hence an accurate measurement of
the impedance.
The Electric Properties of Cortical Tissue
Our measurements showed that the tissue impedance is
frequency independent, allowing the description of cortex
as an ohmic resistor. As such, the tissue can be described
by its specific electrical resistance (or resistivity). From our
data we inferred that the resistance of cortical tissue is in
the range of 1.65 to 3.9 Um, and that of gray matter is
between 1.65 and 3.29 Um (average 2.47 Um). These
numbers are in good agreement with those obtained in818 Neuron 55, 809–823, September 6, 2007 ª2007 Elsevier Inprevious studies. Mitzdorf, for example, found a value of
2.0 Um for the extracellular space (Mitzdorf, 1985), Ranck
reported a range between 2.56 and 3.56 Um in the rabbit
(Ranck, 1963b), and Havstad found values between 3.57
and 4.53 Um in the cat (Havstad, 1976; Ranck, 1963b).
These values suggest that the complex shape and inter-
spersion of cell membranes in the extracellular space
set the resistance of cortical tissue to about the four-fold
value found in physiological saline, which according to
our measurements had a value of 0.664 Um.
In addition, our measurements show that the resistive
properties of the gray matter are largely isotropic, i.e.,
that the resistivity is the same along each direction. Impor-
tantly, we found that the resistance is the same in different
directions in the tangential plane, showing that, at a fixed
depth, electric propagation is isotropic within a cortical
layer. In the radial direction measurements are more diffi-
cult, as optimally all four electrodes should be placedc.
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sample through the different layers. Given the thinness
of the gray matter, this is not an easy task. However, our
different tests along the radial direction produced num-
bers comparable to those acquired from measurements
in the radial direction. This suggests that the cortical im-
pedance is indeed isotropic. For white matter, in contrast,
even two directions within the same plane yielded resis-
tances that differed by a factor of two, demonstrating an
anisotropy within this structure. This direction depen-
dency of resistance in white matter might reflect a promi-
nent direction of the fibers, with a lower resistance in the
direction of fibers and a higher value orthogonal to this.
In fact, the orientation-dependent impedance of the white
matter has already been described for the cat brain (Li
et al., 1968; Nicholson, 1965).
We mention here in passing that accurate resistivity
measurements might offer an approximate assessment
of partial volume of extracellular fluid. Assuming that the
latter conducts like saline (r = 0.664 Um), that neurons
are distributed homogenously, and that the overall con-
ductivity of membrane is very low, the measured gray mat-
ter resistivity (1.65 Um + 3.29 Um)/2 = 2.47 Um results in
0.6643 100/2.47 = 27% partial volume for the extracellu-
lar fluid in agreement with that described in the literature
(Braitenberg and Schuez, 1998; Peters et al., 1991).
The experiments presented in this study were con-
ducted while the visual cortex of the monkeys was in its
resting state, i.e., without any concurrent visual stimula-
tion. Earlier studies in cortex (Klivington and Galambos,
1967, 1968) and in hippocampus (Lopez-Aguado et al.,
2001) have suggested the possibility of dynamic, sensory,
or electrical stimulation-induced resistivity changes that
depend on the anatomical architecture and the properties
of the local tissue. Resistivity in hippocampus was re-
ported to be layer specific, and so were the impedance
changes during activation (Lopez-Aguado et al., 2001). Al-
though in our experiments no systematic attempt was
made to measure impedance changes during sensory
stimulation, or during electrical stimulation of cortical af-
ferents, we did use a large number of different currents,
ranging from 1.25 mA (nonstimulating) to 20 mA (stimulat-
ing). No differences in impedance were observed when
the tissue was stimulated with these currents (see Fig-
ure 1). Future experiments with the five-point technique
and whole-spectrum measurements may examine sen-
sory-stimulation-specific effects and layer specificity of
resistivity in visual cortex.
Implications for Modeling and Mapping Neuronal
Activity
The frequency independence of tissue impedance clearly
shows that the cortex does not act as a frequency filter
and does not impose different constraints on the propaga-
tion of electric signals of different frequency. Yet, mea-
surements of the spatial correlation of multiunit activity
and LFPs routinely reveal stronger and more widespread
correlations for slow potentials than for fast oscillationsN(Bullock and McClune, 1989; Eckhorn et al., 1988; Ster-
iade and Amzica, 1996). In addition, studies on the stimu-
lus selectivity or tuning properties of different LFP fre-
quency bands often reveal lower selectivity in the low-
frequency realm, which appears to be consistent with
these being spatially ‘‘blurred’’ compared to the higher fre-
quencies (Frien et al., 2000; Gray et al., 1989; Kayser and
Konig, 2004; Liu and Newsome, 2006; Mehring et al.,
2003; Rickert et al., 2005; Scherberger et al., 2005; Woel-
bern et al., 2002).
A reasonable explanation of these results is that the
neuronal generators of the signals in different frequency
ranges themselves have a distinct size. High-frequency
signals, with spiking activity as an extreme example, might
arise from very localized clusters of neurons. Lower fre-
quencies could be generated by the mass action of
patches, including several columns of neurons, and by
the interaction of cortex with subcortical structures (Ster-
iade, 2006). The exploration of the neural structures actu-
ally generating neuronal population responses will be of
crucial benefit to our understanding of brain function. In
fact, it is now well established that single- or multiple-
unit activity can be best understood in the context of
such population responses, as most of the large variability
of stimulus-evoked responses can be attributed to the so-
called ongoing activity that is most likely induced by neu-
romodulation and reflects the instantaneous state of cor-
tical networks (Arieli et al., 1996).
Last but not least the methodology presented here may
be useful for a direct and precise validation of the conduc-
tivity maps generated by noninvasive methods, such as
the electrical impedance tomography (EIT), and the elec-
tromagnetic source imaging (ESI). Impedance maps are
of great interest to both basic and clinical research (e.g.,
diathermy techniques and dosimetry in the field of electro-
magnetic biohazards), and there have recently been, once
again, efforts to improve the existing techniques or com-
plement them with conductivity measurements relying
on surrogate signals, such as those obtained by the
well-known variant of magnetic resonance imaging,
known as diffusion tensor imaging (DTI, e.g., see Le Bihan
et al., 1991). The DTI method relies on the anisotropy of
diffusion coefficient in white matter. A similar anisotropy
in conductivity exists because of the geometry of neural
elements (e.g., orientation of dendrites and axons, forma-
tion of dendritic or axonal fascicles, open- and close-field
arrangements). Although there is no fundamental relation-
ship between the ionic and water mobilities, the two can
have similar conductivity eigenvectors that are imposed
by the aforementioned geometrical constraints, and which
can be formally linked through the parameterization of the
geometric boundary conditions. Diffusion and conductiv-
ity anisotropies can indeed be coupled by means of the
Nernst-Planck equation that describes the ionic flux
through a diffusive membrane, when the flux is under
the influence of both ionic and concentration gradients.
On the basis of this principle, for instance, it has been
shown that a strong linear relationship exists betweeneuron 55, 809–823, September 6, 2007 ª2007 Elsevier Inc. 819
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et al., 1999, 2001).
EXPERIMENTAL PROCEDURES
This study involved experiments with two healthy anesthetized
monkeys weighing 7.5 and 12 kg, respectively. All studies were
carried out with great care to ensure the well-being of the animals,
were approved by the local authorities (Regierungspraesidium), and
were in full compliance with the guidelines of the European
Community (EUVD 86/609/EEC) for the care and use of laboratory
animals.
Implantation of Recording Chamber
The surgical procedures are described in detail elsewhere (Logothetis
et al., 2002). Briefly, a skull-form-specific head-holder and recording
chamber were made out of MR-compatible PEEK (polyether etherke-
tone; TECAPEEK, Ensinger, Inc., Germany), or medical-grade tita-
nium, and implanted stereotaxically on the cranium of each animal un-
der general anesthesia (balanced anesthesia consisting of isoflurane
1.3% and fentanyl 3 g/kg i.v. injections, with 1.8 l/min N2O and 1.0 l/
min O2).
Recording Protocol
After the animals were premedicated with glycopyrolate (i.m. 0.01 mg/
kg) and ketamine (i.m. 15 mg/kg), an intravenous catheter was in-
serted, and vital monitors (HP OmniCare/CMS; ECG, NIBP, CO2,
SpO2, temperature) were connected. The monkeys were preoxygen-
ated, and anesthesia was induced with fentanyl (3g/kg), thiopental (5
mg/kg), and succinylcholine chloride (3 mg/kg). Following intubation,
the animals were ventilated using a Servo Ventilator 900 C (Siemens,
Germany), maintaining an end-tidal CO2 of 33 mmHg and oxygen sat-
uration over 95%. Balanced anesthesia was maintained with end-tidal
0.35% (0.23 MAC for macaques) isoflurane in air and fentanyl (3 g/kg/
hr). Muscle relaxation was achieved with mivacurium (5 mg/kg/hr).
Body temperature was kept constant, and lactated Ringer’s solution
was given at a rate of 10 ml/kg/hr. During the entire experiment, the vi-
tal signs of the monkey and the depth of anesthesia were continuously
monitored.
Two drops of 1% ophthalmic solution of anticholinergic cyclopento-
late hydrochloride were instilled into each eye to achieve cycloplegia
and mydriasis. Refractive errors were measured, and contact lenses
(hard PMMA lenses by Wo¨hlk GmbH, Germany) with the appropriate
dioptric power were used to bring the animal’s eye into focus on the
stimulus plane.
The position of the stimulation electrodes was determined by re-
cording multiple-unit activity under visual stimulation. The visual stim-
ulator had a resolution of 800 by 600 pixels and a frame rate of 60Hz.
Visual search stimuli consisted of drifting gratings, circular checker-
boards, and natural stimuli. All measurements were done in the primary
visual cortex (area V1) of the monkeys.
Impedance Measurement Technique
General Outline
Figure 7A shows the main components of the impedance measure-
ment setup. Each electrode is encapsulated into an aluminum drive
that is attached to a ‘‘slide-holder’’ via a slide. By sliding it up and
down, the distance between each guide tube and the skull can be in-
dividually adjusted to a minimum. The slide-holder is mounted on the
recording chamber with a swivel element. By rotating this holder the
horizontal (per convention: approximately mediolateral) and the verti-
cal (approximately anterior-posterior) orientation of the electrode array
can be adjusted for measurements along different orientations on the
surface of cortex. The electrode is driven by a commercial motor unit
(Alpha Omega Engineering, Israel).820 Neuron 55, 809–823, September 6, 2007 ª2007 Elsevier IncThe electrode cables are connected to a separately mounted feed-
through plate so that plugs can be changed on the plate’s backside
without the danger of moving the electrode holder and as a result
the electrodes in the brain. This allows the investigator to easily con-
nect either the preamplifier unit or the current source and recording
system to the electrodes. Preamplifiers and main amplifiers for the re-
cording of neuronal activity during positioning of the electrodes were
components of a commercial system (Alpha Omega Engineering,
Israel).
Current and Measurement Electrodes
Figure 7B displays the layout and electronic devices for the measure-
ment system. Impedance was measured using a four-point technique
(also known as Kelvin measurement). The technique was introduced in
the bioimpedance field by Schwan in his attempts to deal with
electrode polarization (Schwan and Ferris, 1968). It consists of two
electrodes for injecting current (outer electrodes I+ and I) and two
electrodes for measuring voltage (inner electrodes U+ and U). An ex-
citation current generated by a current source flows through the outer
electrodes I+, I, resulting in three-dimensional current flow in the tis-
sue. This leads to a potential difference between the voltage elec-
trodes that is proportional to the tissue impedance (Figure 7D). This
scheme can be approximated by three general impedances (Z+, ZT,
and Z; Figure 7D). The tissue impedance can be measured—unaf-
fected by the electrodes’ own impedance—by recording the voltage
drop across ZT, provided that input impedances as well as the differ-
ential and common-mode rejection of the voltage amplifier are infinite.
We therefore built a measurement amplifier with very high impedance
input (10 GU) to avoid reduction of the voltage signal at low frequencies
and to preclude any current that could charge the electrode capacitors
CU+ and CU (see below).
The high impedance of the metal microelectrodes underlying their
frequency-dependent conductivity is represented by the capacitors
at their tips (Figure 7D) and is mainly due to the very small metal-elec-
trolyte interface at the electrode tip (Geddes, 1997). In addition, the
current-injecting electrodes are represented by their impedances as
well as a parallel Zener diode, which reflects the rectifying properties
of metal microelectrodes under current load (Robinson, 1968). We
used glass-coated platinum-iridium electrodes (Thomas Recording,
GmbH, Giessen), which were additionally stiffened 3 mm behind the
tip with polyamide-coated glass tubes. These tubes ran inside the
guide tube of the drive. The guide tube was attached via an isolating
thread in the drive to avoid ground loops (see crosstalk section). This
arrangement ensured complete shielding of all parts connected to
the electrodes.
Grounding and Interference Minimization
This four-electrode configuration eliminates the effects of an elec-
trode’s own impedance on tissue impedance. The technique is very
accurate if electrode impedances are low (on the order of a few hun-
dred ohms). To achieve accurate placement of the electrodes at the
desired position in cortex, we monitored multiple-unit activity at the
electrodes before making impedance measurements. This required
electrode impedances that are approximately 3 orders of magnitude
greater, namely a few hundred kU. Such high-impedance electrodes,
however, have an even higher impedance at lower frequencies due
to the frequency dependence of the electrode capacitance (Geddes,
1997; Robinson, 1968; Schwan, 1963; Schwan and Ferris, 1968); for
example, an electrode with an impedance of 100 kU at 1 kHz has an
impedance of 10 MU at 10 Hz (assuming a 1=uC relation). Such high
impedance renders the electrodes very sensitive to interference
(e.g., 50 Hz). In addition, the four-electrode configuration lacks
a low-resistive connection between the animal and the circuit ground.
Such a connection is needed so that all interferences that the animal
picks up from the surrounding can flow via the low-resistance connec-
tion to ground, instead of flowing via the electrodes. Configuring the
system so that one of the current electrodes is the circuit ground
does not solve the problem, as a potential dynamic asymmetrical
load at the current electrodes could load the other current electrode.
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lower the effective current through the tissue.
To address all these concerns, we used a custom-made ‘‘current
isolation unit’’ consisting of two voltage-to-current converters with
+10 mA/V and 10 mA/V output currents (Figure 7B) and a fifth conduc-
tor as the general instrument ground (Gnd, Figure 7C). This simulates
a floating current source, as typically used for electrical microstimula-
tion, by having two separate sources with opposite sign, where each is
referenced to ground. The voltage-to-current converters were driven
by the output of the dynamic signal analyzer (HP, 35670A) via a voltage
buffer. The fifth conductor (circuit ground) was connected to the low-
resistive metallic head post (Figure 7B) or inserted into the tissue by
means of a subcutaneous needle. In this configuration, the animal
serves as a shield (buffer) against interference, and an active stray ca-
pacitance compensation circuit for every electrode and its connection
line can be utilized to avoid capacitive shunting of the electrode signals
to ground.
Reduction of Crosstalk
A number of factors, including the configuration of electrodes and the
wires connecting them to the amplifiers, make the impedance mea-
surements highly susceptible to crosstalk. Such crosstalk would result
from the capacitive coupling of current and voltage electrodes, repre-
sented by Cs in Figure 7C, and hence superimpose additional signals
(proportional to the voltages on the current electrodes) onto the volt-
age signal picked up from the tissue. Specifically, (1) the distance be-
tween the electrodes and their connecting wires is very small (1 mm),
(2) the impedance of the voltage electrodes is high (on the order of 100
kU), (3) the measured voltages are very low (1 mV), and (4) the voltage
on the current electrodes is relatively high (2V).
To eliminate the effect of Cs (crosstalk) all wires were shielded and
the shields were connected to the circuit ground. In addition, the guide
tubes with the electrodes were grounded indirectly by immersion in the
saline filling of the recording chamber. The saline is conductive and
connects the guide tubes with the animal and via its ground contact
to circuit ground. This loop was made to prevent the guide tubes
from short-circuiting the brain regions around the current electrodes
near the dura. When the guide tubes are connected directly to circuit
ground, a fraction of the injected currents can flow from the electrode
tip to its nearby guide tube, from there to the circuit ground, to the
guide tube of the opposite current-electrode guide tube, and then fi-
nally to the electrode tip. This ‘‘detour current’’ may be frequency de-
pendent and erroneously diminish a potential flat frequency response.
In the region of the electrode that is in saline or is embedded in the tis-
sue, the saline and the tissues themselves serve as a shield that pre-
vents crosstalk.
Cable Capacitance Minimization
Additional sources of measurement error are the capacitances be-
tween the electrodes and their shielding. A capacitance from a current
electrode to ground would lower the excitation current, especially for
high frequencies and high impedance current electrodes. This will
lead to a frequency-dependent decrease in the resistance reading. A
capacitance from a voltage electrode to ground would decrease the in-
put voltage of the amplifier, lowering the resistance reading, although
in a first approximation this effect is not frequency dependent. To cir-
cumvent these potential sources of error, all four electrode lines were
endowed with their own active cable-capacitance compensation cir-
cuit (CC, Figure 7B, inset) that reduces the capacitance to approxi-
mately 10 pF.
Measurement and Analysis
The injected current was proportional to a control voltage delivered by
a signal generator. The voltage-to-current converter produced a cur-
rent, I, whose relationship to the applied control voltage is given by
the equation I = Udrive/100 kU. The voltage difference during the appli-
cation of the excitation current was measured between the two voltage
electrodes (U+, U). The signals from these electrodes were high-pass
filtered to remove DC fluctuations and amplified by a factor of 100 with
a conventional instrumentation amplifier (Figure 7B). The cut-off fre-Nequency of the filter was low (0.0016 Hz) to avoid phase shifts at low fre-
quencies (e.g., 1 Hz).
For analysis, the signal driving the current converters (target signal)
was fed to the first (Udrive), and the filtered and amplified signal of the
voltage (recording) electrodes to the second (Urec) input of a signal an-
alyzer (HP 35670A, Agilent Technologies Inc., USA). The analyzer com-
puted both the Urec/Udrive ratio and the phase shift between the two
signals. The Urec/Udrive quotient is proportional to the resistance ZT =
UT/I, as can be seen by taking into account an amplification factor of
100 (Urec = 100 * UT) and the relation between driving voltage and
the applied current (see above):
Urec=Udrive = ð100  UTÞ=ðI  100 kUÞ=ZT=1000 U:
In all figures, the effects of frequency on the tissue resistivity are ex-
pressed as dB = 20*log (Urec/Udrive) = 20*log(ZT/1000 U) and/or in Ohm
(the value of ZT).
System Performance
The proper functioning of metal microelectrodes can be negatively af-
fected by electrochemical processes occurring at the electrode tip,
which can change the electrode impedance in complex ways (Geddes,
1997; Helmholtz, 1879; Warburg, 1899). To ensure valid measure-
ments after each repositioning of the electrodes, the voltage-to-cur-
rent converter was connected to a waveform generator, and a rectan-
gular waveform with 100 Hz was used to drive the current source, with
a current of 20 mA peak value (Figure S2). The upper panel of Figure S2
shows the voltage of the I+ electrode referenced to ground during the
application of this current. The slope of the voltage signal is due to the
capacitive behavior of the metal microelectrodes (Robinson, 1968). Af-
ter charging this capacitor a clipping behavior is observed like that
known for Zener diodes. This clipping behavior manifests as a slow in-
crease of the applied voltage (in contrast to the initial sharp transient
rise). If there was no such clipping, the voltage would quickly rise to
the limits of the stimulation system. Importantly, this clipping of the
current electrodes is essential for measuring down to lower frequen-
cies, as can be seen from Figure S2. If the cycle time of the stimulating
current becomes too long, the slow rise of the voltage continues long
enough to reach the limits of the system, hence compromising proper
stimulation. Our present setup allowed measurements down to fre-
quencies of 10 Hz; for lower frequencies, electrodes with lower imped-
ance would have to be used. Yet, such electrodes would no longer al-
low the simultaneous assessment of neuronal activity, which was
required for the accurate placement of the electrodes (see text above).
The clipping behavior was clearly evident with platinum and copper
electrodes, but with tungsten electrodes it was poor and stable only
below a certain current and only for a certain time; in fact, with tungsten
electrode the stimulation voltage reached the system’s limits within
few ms. The maximum current for which clipping occurs is higher for
lower impedance electrodes, and it is higher in saline than in the brain.
It is necessary to supervise the voltage across the current electrodes
during the experiment and stop the measurements when the clipping
disappears and the current source saturates.
The middle panel of Figure S2 shows the voltage at the (I) elec-
trode, which has the opposite sign, as expected. The clear dissimilarity
of the waveform at the voltage and current electrodes is additional ev-
idence for successful compensation of the crosstalk. The waveform of
the voltage at the current electrodes was found to depend on the par-
ticular electrode, its impedance, and the signal frequency; this wave-
form may change during the experiment. As far as the precision of
the spectrum measurement was concerned, however, such changes
were insignificant for voltages within the output voltage range of the
current source (±9V). The lower panel in that figure shows the voltage
actually measured across the voltage electrodes (U+ and U); it has
the same rectangular shape as the applied current, as expected
from a flat frequency response.uron 55, 809–823, September 6, 2007 ª2007 Elsevier Inc. 821
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