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Abstract—A boundedness analysis is performed on a class of
doubly stochastic graph shift operators (GSOs), which is shown
to exhibit: (i) L1-isometry over graph shifts; (ii) lower and
upper L2-norm boundedness with the asymptotic increase in the
incoming neighbourhood size of vertices; and (iii) L2-isometry
for i.i.d. graph signals. These properties are derived by employing
the dual role of doubly stochastic GSOs as the graph expectation
(diffusion) operator. In this way, the condition of isometry equates
to that of statistical consistency. The practical utility of doubly
stochastic GSOs is demonstrated in a real-world multi-sensor
signal average setting.
Index Terms—Graph signal processing, doubly stochastic ma-
trix, expectation operator, shift operator, statistical consistency.
I. INTRODUCTION
Given the rapidly increasing availability of data recorded
on irregular domains, it would be extremely advantageous
to analyse such unstructured data as signals on graphs and
thus benefit from the ability of graphs to incorporate domain-
specific knowledge. This has motivated the developments in
the rapidly expanding field of Graph Signal Processing [1], [2],
[3], [4], [5], [6], and has spurred the introduction of the graph
counterparts of many classical signal processing algorithms.
One such direction is that of the system (or filter) on a
graph, which was recently considered in [1], [7], [8], [9], [6].
In classical signal processing, a system is a linear operator
that maps an input signal to another (output) signal. The signal
shift operator (unit time delay) is the lynchpin in discrete-time
linear systems, but its definition on graphs is not obvious due
to the rich underlying connectivity structure. Topologically,
the signal shift on a graph can be viewed as the diffusion of
a signal sample from the considered vertex along all edges
connected to this vertex. Therefore, to effectively employ a
system which operates on signals acquired on graphs, it is
necessary to rigorously understand the statistical properties of
such graph shift operators (GSOs), a subject of this work.
Existing GSOs typically take the convenient form of the
graph adjacency or Laplacian matrices which are not isometric
operators in general, however, for rigour it is desirable, or
even necessary, to preserve the signal energy (L2-norm) over
shifts. For instance, the repeated application of a shift to a
graph signal can significantly change the spectral content of
the graph signal, thus making it difficult to justify and design
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the filter frequency response as in classical signal processing
[10]. Furthermore, strict-sense stationary graph signals are
defined to be statistically invariant to graph shifts, therefore,
the isometry property of the GSO is necessary in order to
perform statistical operations on stationary graph signals in a
mathematically rigorous and tractable manner [11], [12], [13].
Several isometric shift operators have been recently pro-
posed which satisfy the desirable isometry property [11], [12],
[13], [10]. These graph shift operators are constructed as a
diagonal matrix, with the entries defined as the eigenvalues of
the adjacency or Laplacian matrix cast onto a unit circle, thus
preserving in this way the isometry property.
However, there remain issues that need to be addressed prior
to a more widespread application of the class of isometric shift
operators proposed in [11], [12], [13], [10]:
(i) the isometry property is not guaranteed when the graph
is directed as the eigenvalues of the adjacency or weight
matrix can be complex-valued [14];
(ii) the eigenvalues used to construct the isometric GSO,
which relate to L2-norm of graph edge weights, are
sensitive to low-probability (outlier) edge weights;
(iii) important localization properties of the graph are lost by
defining the GSO as a diagonal matrix [15].
Instead, it may be more suitable to employ graph shift op-
erators which achieve the isometry property with respect to
norms other than the L2-norm. To this end, we investigate the
statistical and boundedness properties of a class of doubly
stochastic shift operators on a graph, which are shown to
exhibit the following desirable properties:
(i) L1-norm of the graph signal is preserved over shifts;
(ii) L2-norm is upper and lower bounded with an asymptotic
increase in the vertex incoming neighbourhood size;
(iii) L2-norm isometry is attained for i.i.d. graph signals;
(iv) the left-stochastic property (columns sum up to unity)
allows for a Markovian (probabilistic) interpretation of
the graph shift;
(v) the right-stochastic property (rows sum up to unity)
allows the GSO to be interpreted as an expectation
(diffusion) operator;
These boundedness properties are derived by employing the
dual role of the doubly stochastic GSO as an expectation oper-
ator, whereby the condition of isometry becomes equivalent to
that of statistical consistency. The practical utility of this class
of GSOs is demonstrated through a physically meaningful
and intuitive real-world example of geographically distributed
estimation of multi-sensor temperature measurements.
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2II. DOUBLY STOCHASTIC GRAPH SHIFT OPERATORS
A. Preliminaries
The signal domains considered in this work are graphs,
whereby a graph, denoted by G = {V, E}, is defined as a
set of N vertices, V = {1, 2, ..., N}, which are connected by
a set of edges, E ⊂ V × V . The existence of an edge going
from vertex m to vertex n is designated by (m,n) ∈ E .
The incoming neighbourhood of a vertex m, denoted by
Vm ⊂ V , is the subset vertices, n, for which (n,m) ∈ E . The
size of this neighbourhood, Vm, is denoted by Nm.
The strength of graph connectivity of an N -vertex graph can
be represented by the weight (or affinity) matrix, W ∈ RN×N ,
with its entries defined as
Wmn
®
> 0, (n,m) ∈ E ,
= 0, (n,m) /∈ E , (1)
whereby the magnitude of the entries convey the relative
importance of the vertex connections. Regarding the direc-
tionality of vertex connections, a graph is undirected if each
edge, (m,n) ∈ E , has its counterpart, (n,m) ∈ E , such that
W = WT. For generality, we consider directed graphs in this
work, for which this symmetry property does not hold.
To quantify the in-degree centrality of each vertex, we
define the weighted in-degree matrix, D ∈ RN×N , as the
diagonal matrix with entries given by
Dmm =
∑
n∈Vm
Wmn (2)
B. Random signals on a graph
With each vertex, n ∈ V , we can associate a real-valued
random variable, xn ∈ R. Upon considering all vertices in V ,
a random signal on a graph is denoted by x ∈ RN , and is said
to be wide-sense stationary (WSS) if and only if its second-
order statistics are invariant under the application of the graph
shift [11], [12], [13]. By defining the GSO as S ∈ RN×N , the
conditions for graph wide-sense stationarity are given by: (i)
E {x}=E {Sx}; and (ii) E {xxT}=E {SxxTST}. Notice
that in this way the graph ensemble mean, E {x} ∈ RN , is not
a constant but a vertex-varying signal. Various Graph Signal
Processing applications have been investigated based on this
definition of the WSS graph signal [15], [8], [16].
Despite the desirable mathematical tractability of WSS
graph signals, they do not appropriately model the vertex-
domain nonstationarity inherent to real-world graph signals.
Consequently, a class of locally stationary graph signals was
introduced in [17], [18], whereby the statistical properties of
the vertex signals within a neighbourhood are assumed to be
equivalent. This gives rise to a clear interpretation of the local
(non)-stationarity properties in the vertex domain.
While the statistical conditions for local graph stationarity
in [17], [18] are defined in terms of the local graph power
spectral density, we equivalently define a graph signal to be
locally WSS graph if the vertex signals in the neighbourhood
Vm exhibit the same mean, µm = E {xn}, and variance,
σ2m = var {xn}. Furthermore, it is assumed that distinct vertex
signals in this neighbourhood exhibit the same correlation
ρ = cov{xn,xk}σ2 for all n, k ∈ Vm, n 6= k.
C. Doubly stochastic graph shift operators
In this work we consider a class of doubly stochastic graph
shift operators, denoted by S ∈ RN×N , which exhibit the
following properties
Smn ≥ 0, S1 = 1, ST1 = 1 (3)
that is, S is a square, non-negative, matrix with columns and
rows which sum up to unity.
Remark 1. The left-stochasticity property (ST1 = 1) allows
for a Markov (transition) matrix interpretation of the shift
operator, whereby the (m,n)-th entry can be thought of as the
transition probability, Smn = Pmn, of a random walker going
from a vertex n to a vertex m. Intuitively, the probability of
going from a vertex n to any vertex m ∈ V is equal to unity,
i.e.
∑N
m=1 Pmn = 1 (the n-th column sums up to unity),
which leads to the left-stochastic property.
Remark 2. The shift operation applied to the m-th vertex
signal is given by
S(xm) =
∑
n∈Vm
Smnxn (4)
Notice that since S exhibits the right-stochasticity property
(S1 = 1), and following the probabilistic interpretation of S
in Remark 1, the shift operation in (4) can be viewed as a
probability-weighted sum of neighbouring signal values, that
is, an expectation. This can be written in a matrix notation as
Sx ≡ E {x} (5)
Therefore, the shift operator coincides with the expectation
(diffusion) operator.
In practice, the actual probabilities of vertex transition are
often unknown, however, these can be inferred using the avail-
able information of the graph domain geometry, implied by the
weight matrix, W. There are three classes of approaches to
defining the graph edges weights, Wmn [6]: (i) through domain
knowledge; (ii) based on the geometry of vertex positions;
and (iii) based on data similarity methods for learning the
underlying graph topology [19], [9].
Once a weight matrix, W, is defined, there exist several
techniques for obtaining a doubly stochastic GSO, S, with
the properties in (3). The most well-known procedure is the
Sinkhorn-Knopp algorithm which can retrieve S through an
alternating normalization of W by its row and column sums
[20], [21], [22]. By defining the operator D : RN 7→ RN×N ,
where D(x) = diag (x), the iterative procedure is given by
1: r← 1
2: while no converged do
3: c← D(WTr)−11
4: r← D(Wc)−11
5: S← D(r)WD(c)
Notice that the weight matrix, W, can be directed in general.
This procedure is also known as the iterative proportional
scaling algorithm [23], [24]. Other techniques have also been
proposed, based on the minimisation of the L1-norm or L2-
norm of ‖W − S‖ [25], [26], [27].
3Doubly stochastic normalizations of the weight matrix, W,
have already been employed to enhance graph-based clustering
models [26], [28], [29], [30], [31], [27], and to improve the
convergence rate of graph filter designs for large scale random
networks [32], [33]. Instead, we next investigate an alternative
application of the doubly stochastic matrix as a graph shift
operator, and demonstrate its boundedness properties – a
prerequisite to justify its use in real world applications.
III. BOUNDEDNESS OF DOUBLY STOCHASTIC GSOS
We next embark upon the dual role of the doubly stochastic
graph shift operator as the graph expectation operator (refer
to Remark 2). In this way, the examination of the bounded-
ness properties reduces to performing a statistical consistency
analysis. Given the difficulty of evaluation of the statistical
consistency for an arbitrary random graph signal, we consider
a locally WSS graph signal as described in Section II-B,
whereby the signal at any vertex n ∈ Vm is assumed to be
distributed according to xn ∼ N (µ, σ2). In other words, the
vertex signals in the neighbourhood Vm exhibit a mean, µ, and
variance, σ2. Furthermore, it is assumed that distinct vertex
signals in this neighbourhood exhibit the same correlation
ρ = cov{xn,xk}σ2 for all n, k ∈ Vm, n 6= k.
A. Bias of the expectation operator
The expectation operator implied by the doubly stochastic
model is unbiased since each of its rows sum up to unity
E {xm} =
∑
n∈Vm
SmnE {xn} = µ
∑
n∈Vm
Smn = µ (6)
B. Asymptotic consistency of the expectation operator
To evaluate the asymptotic consistency of the doubly
stochastic expectation operator, we begin by estimating the
variance of the expected value in (4) at the m-th vertex, to
obtain
var {xm}=
∑
n∈Vm
∑
k∈Vm
SmnSmk cov {xn, xk}
= σ2
Å∑
n∈Vm
S2mn + ρ
∑
n∈Vm
n 6=k
∑
k∈Vm
k 6=n
SmnSmk
ã
(7)
The Cauchy-Schwarz inequality then can be employed to
assert the following bounds on the second term in the above
expression∑
n∈Vm
n 6=k
∑
k∈Vm
k 6=n
SmnSmk ≤
Å∑
n∈Vm
Smn
ã2
≤ Nm
∑
n∈Vm
S2mn (8)
Therefore, the variance is bounded from above according to
var {xm} ≤ σ2 (1 +Nmρ)
∑
n∈Vm
S2mn (9)
Furthermore, an upper bound to the term
∑
n∈Vm S
2
mn can be
obtained from the Kantorovich inequality [34], which yieldsÅ∑
n∈Vm
S2mn
ãÅ∑
n∈Vm
12
ã
≤ (L+ U)
2
4LU
Å∑
n∈Vm
Smn
ã2
(10)
where L and U denote respectively the lower and upper
bounds on the possible values of Smn, that is
0 < L ≤ Smn ≤ U < 1, ∀m,n (11)
Upon substituting
∑
n∈VmSmn = 1 and
∑
n∈Vm1
2 = Nm, we
obtain the following result∑
n∈Vm
S2mn ≤
1
Nm
(L+ U)2
4LU
< 1 (12)
Remark 3. The lower and upper bounds of Smn, L and U ,
are constant and invariant to the neighbourhood size, Nm, as
they are determined solely from the underlying physics of the
problem.
Therefore, with an increase in the neighbour size, Nm, in the
limit we obtain the following upper bound on the estimation
variance, since from (9) and (12)
lim
Nm→∞
var {xm} ≤ lim
Nm→∞
σ2 (1 +Nmρ)
∑
n∈Vm
S2mn
≤ lim
Nm→∞
σ2 (1 +Nmρ)
Nm
(L+ U)2
4LU
= ρσ2
(L+ U)2
4LU
(13)
This proves that the degree of statistical inconsistency of the
expectation, based on the doubly stochastic model, is upper
bounded.
Remark 4. For an i.i.d. locally stationary signal on a graph,
whereby ρ = 0, the upper bound on the estimation variance
vanishes, since from (13)
lim
Nn→∞
var {xn} = 0 (14)
Therefore, the expectation based on the doubly stochastic
model is statistically consistent for i.i.d. graph signals.
C. L2-norm upper boundedness of doubly stochastic GSO
We next translate the statistical consistency properties of
the expectation operator to the boundedness properties of the
doubly stochastic GSO. We begin by expressing the signal
variance at a vertex m as follows
var {xm} = E
{
x2m
}− E {xm}2 (15)
In light of the shift-expectation duality, S(·) ≡ E {·}, the
variance of a random graph signal can be formulated in terms
of the shift operator, that is
var {xm} = E
{
x2m
}− S(xm)2 (16)
Since the variance of a random process is strictly non-negative,
var {xm} ≥ 0, we directly obtain the L2-norm upper bound-
edness of the shift operator in the form
S(xm)2 ≤ E
{
x2m
}
(17)
which is a direct consequence of Jensen’s inequality. As
desired, the energy of the shifted graph signal is lower than
or equal to the energy of the original graph signal.
4D. L2-norm lower boundedness of doubly stochastic GSO
The lower L2-norm boundedness of the shift operator can
also be proven with an asymptotic increase in the neighbour-
hood size, Nm. Starting from (13) and (16), we can show that
the asymptotic estimation variance converges to the following
lim
Nm→∞
var {xm} = lim
Nm→∞
E
{
x2m
}−S(xm)2 ≤ ρσ2 (L+ U)2
4LU
(18)
upon rearranging the above inequality, we obtain the following
asymptotic behaviour
lim
Nm→∞
S(xm)2 ≥ lim
Nm→∞
E
{
x2m
}− ρσ2 (L+ U)2
4LU
(19)
which proves the asymptotic L2-norm lower boundedness of
the graph shifted signal based on the doubly stochastic GSO.
Remark 5. The shift operator is asymptotically L2-norm
isometric for i.i.d. graph signals, since for ρ = 0 the lower
and upper bounds of limNm→∞ S(xm)2 coincide, leading to
the following desirable result
lim
Nm→∞
S(xm)2 = lim
Nm→∞
E
{
x2m
}
(20)
Therefore, the doubly stochastic GSO is power preserving for
i.i.d. graph signals.
Remark 6. Notice that the bias term in (19)
(L+ U)2
4LU
=
Ç
1
2 (L+ U)√
LU
å2
≥ 1 (21)
is simply the square of the ratio of the arithmetic mean to
the geometric mean of L and U . The AM-GM inequality
therefore asserts that this bias term is bounded by unity from
below, with the equality attained for L = U . In other words,
the magnitude of this bias term is minimised by maximising
the ratio of the bounds, LU , or equivalently, by promoting
the homogeneity of the graph edge weights, Wmn, within
each neighbourhood, Vm. This suggests that the design of
neighbourhoods, or the location of additional vertices, may
be chosen so as to maximise the ratio, LU , in turn tightening
the lower boundedness of the GSO.
E. L1-norm isometry of doubly stochastic GSO
By virtue of Birkhoff’s theorem [35], a doubly stochastic
matrix can be represented as a convex combination of permu-
tation matrices [36], i.e. S =
∑k
i=1 aiPi, with 0 ≤ ai ≤ 1.
Since permutation matrices preserve the L1-norm, doubly
stochastic GSOs also preserve the L1-norm over graph shifts
‖Sx‖1 = ‖x‖1 (22)
F. Boundedness of systems on a graph
A linear system of order K of a random graph signal is
defined as follows [1]
y =
K∑
k=0
hkS
kx (23)
where hk are the system coefficients. Owing to the derived
boundedness properties of doubly stochastic GSOs, the class
of systems based on this type of shift also exhibits desirable
boundedness properties. Starting from the following
‖Skx‖22 ≤ ‖x‖22, ∀k ≥ 0 (24)
‖Skx‖1 = ‖x‖1, ∀k ≥ 0 (25)
it naturally follows that the L2 and L1 norms of the graph
system output, y, are also bounded as follows
‖y‖22 ≤
K∑
k=0
h2k‖Skx‖22 ≤
K∑
k=0
h2k‖x‖22 (26)
‖y‖1 ≤
K∑
k=0
|hk|‖Skx‖1 =
K∑
k=0
|hk|‖x‖1 (27)
The inequality in (27) follows from the triangle inequality.
IV. NUMERICAL EXAMPLE
Consider a multi-sensor setup, described in [6], for mea-
suring a temperature field in a geographic region. This tem-
perature field consists of N = 64 sensor measurements in
total, as shown in Figure 1a). Each measured sensor signal
was corrupted with synthetic Gaussian noise to emulate the
possible adverse effects of the local environment on sensor
readings or faulty sensor activity. The n-th vertex can therefore
be mathematically expressed as xn ∼ N (µn, σ2), where µn is
the true temperature at the n-th sensor (vertex). In our study,
the standard deviation of the noise was set to σ = 2, to yield
the signal-to-noise ratio in xn of SNR = 14.0 dB.
(a) Observed temperature field
(SNR = 14.0 dB)
(b) GSO expectation.
(SNR = 19.8 dB)
The doubly stochastic GSO was employed as an expectation
operator to estimate the true temperature from the observed
temperature field. The weight matrix entries, Wmn = e−r
2
mn ,
were specified based on the geographical distance between
vertices, rmn, thereby accounting for the difference in latitude,
longitude and altitude. The matrix S was obtained from W
using the Sinkhorn-Knopp algorithm described in Section II-C.
The denoised temperature field is illustrated in Figure 1b),
whereby the shifted graph signal attained a 5.8 dB SNR gain.
V. CONCLUSIONS
The boundedness of a class of doubly stochastic graph shift
operators (GSOs) has been established by employing its dual
role as a graph expectation operator. The usefulness of doubly
stochastic GSOs has been demonstrated through a practical
real-world multi-sensor temperature estimation example.
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