This article reviews the literature on network organizations and interprets explanations for its behaviors in terms of established analytical principles. Tools from computer science, economics, and sociology give three markedly different interpretations of its core attributes but they also settle on a handful of common themes. The proposed benefits are a clarification of what it means for an organization to be network structured, a few insights into its origins, and a suggestion of where the boundaries to some of its different forms might lie.
serve to acknowledge contributions from dissimilar fields.
those firms in them to gain or sustain competitive advantage [70 p. 32] ," a perspective which duly recognizes goal-directed processes and economic competition. A third definition incorporates organic adaptation and flexibility, suggesting they are:
An additional benefit is that "network" has the advantage of at least partly evoking the three disciplines used in this article. In computer science it represents the linked processor:
"Networking computers" brings to mind issues of communications, errors, protocols, and control architecture. In economics, networks relate to coalitions and externalities: neither market nor hierarchy, they may still concern vertical integration, scale efficiency, firm boundaries, decentralized incentives, and non-cooperative gaming behavior among agents. And in sociology, the word network calls up connections --lines of interpersonal affiliation and political influence: "networking" at a social function, for example, recognizes the importance of individual persuasion and noneconomic aspects of social pressure as the context for group activity. Although the complexity of these disparate concepts creates difficulties combining them, "network organization" is used here to do justice to as many concepts and authors as possible.
"... adapted to unstable conditions, when problems and requirements for action arise which cannot be broken down and distributed among specialists' roles within a hierarchy. ... Jobs lose much of their formal definition ... Interaction runs laterally as much as vertically. Communication between people of different ranks tends to resemble lateral consultation rather than vertical command [and] omniscience can no longer be imputed to the head of the concern 8 ."
Network organizations are defined by elements of structure, process, and purpose.
Structurally, a network organization combines co-specialized, possibly intangible, assets under shared control. Joint ownership is essential but it must also produce an integration of assets, communication, and command in an efficient and flexible manner. Procedurally, a network organization constrains participating agents' actions via their roles and positions within the organization while allowing agents' influence to emerge or fade with the development or dissolution of ties to others. As decision-making members, agents intervene and extend their influence through association; they alter the resource landscape for themselves, their networks, and their competitors and in the process can change the structure of the network itself. Then, a network as an organization presupposes a unifying purpose and thus the need for a sense of identity useful in bounding and marshaling the resources, agents, and actions necessary for concluding the strategy and goals of purpose. Without common purpose, agents cannot discern either the efficacy or desirability of association or know whether actions are directed towards cooperative gains. These three design elements --co-specialized assets, joint control, and collective purpose --distinguish network organizations from centralized organizations, inflexible hierarchies, casual associations, haphazard societies, and mass markets 9 .
The next section lists several factors which help define network organizations and also contrasts them with other kinds of organization --in particular, with markets and hierarchies. Through the proposed metaphors, each of these factors becomes the starting point for exploring theories of network behavior in the next three sections, one for each metaphor. The factors together with relevant analytical principles also appear in tables at the end of each section to summarize the findings from that perspective. Following the literature survey, a synthesis section remarks on the relative advantages of each metaphor and identifies common themes: As a response to volatile environments, network organizations struggle to balance stability against flexibility, specialization against generalization, and centralization against decentralization.
They also attempt to make increasingly sophisticated use of information technology. The final section concludes with a summary integration of the principal findings.
II. CHARACTERISTICS OF THE NETWORK ORGANIZATION
What defines a network organization? A behavioral view is that a network is a pattern of social relations over a set of persons, positions, groups, or organizations [123] . This definition is useful because it emphasizes structure and different levels of analysis. A strategic view of networks considers them "long term purposeful arrangements among distinct but related for-profit organizations that allow 8[79 p 188 citing Burns and Stalker]. 9 Various studies have considered representative structures in finance [37] , real estate [10] , asian economies [13, 47] , biotechnology [113] , chain stores and textiles [72] , multinational corporations
To place these elements in a survey context, subsequent exegesis will consider networks to exhibit most, if not all, of several features which the preceding description is intended to distill from the literature. Specifically, a network organization maintains permeable boundaries either internally among business units or externally with other firms [6, 32, 71, 105, 120, 128] . Management is less hierarchical [37, 106, 109] , deriving its authority more from expertise than from rank [71, 73, 74, 112 ]. This in turn stems from network output demanding a high degree of intangible, local, or specialized know-how [32, 46, 71, 112] . Communication is direct and point-to-point rather than "through channels" [79, 97, 120] , while knowledge of emerging problems and opportunities may arrive via multiple loose associations or weak ties [19, 49] .
Resources are specialized and customizable within a given product or service scope [32, 70, 117] yet they are less vertically integrated than their hierarchical counterparts [72, 79, 109] . Purposeful agents within the network may establish ties to other agents and organizations to wrest control for themselves or thwart competitors' attempts to do the same [140] . Tasks are more project and less functionally driven [88, 106] , leading to shorter runs of more differentiated products [72, 106] . Networks reintegrate staff conception and line execution [111, 121] such that local concerns are more locally addressed [73, 109, 121] . Local conception also implies a higher degree of local ownership and project incentives which are more performance driven [15, 74] . Given the possibility of opportunism, network membership also requires a high degree of trust or commitment between parties [70, 100, 107, 112, 117, 121 ]. This in turn enables partners to make riskier investments [58] and transfer unfinished goods knowing that disputes from unforeseen events will be handled amicably and equitably [117] . along which markets resemble hierarchies more than either resemble networks. Hierarchies avoid problems with trust and risk due to hold-up and opportunism by vertically integrating assets they require. Markets involve few repeat transactions so talk is cheap, reputations not held dear, and strategic misrepresentation commonly assumed. In networks --where intangibles and rapidly applied expertise provide key sources of value --reputations, commitments, and trust become essential.
The position taken here is that a comprehensive and well-established literature on markets and hierarchies makes them useful backdrops to bring the otherwise blurry image of networks into sharper focus. A twodimensional table provides a useful yet simplifying abstraction. Still, to conceive of networks as falling exclusively between markets and hierarchies is to employ a false and misleading scale. The columns of the table merely suggest relationships for these three organizational forms which are in fact archetypes. A hierarchy with a profit sharing plan, for example, creates incentives but can leave intact rigid boundaries, centralized control, and vertical integration. Hybrid combinations can certainly exist. For the most part, aggregate features will be used to characterize a network organization as one or another feature varies on the margin to probe its definition.
Of the distinguishing characteristics in Table 1 , vertical integration measures the degree to which ownership and property rights vest with a central office. In hierarchies, assets are tightly controlled; in markets assets are completely distributed [142] . Networks tend to involve multiple owners who exercise their stewardship over a specific subset of total assets. A leading cause of vertical integration is asset or resource specificity. More specific assets permit greater efficiency but when they are controlled outside the firm, one owner can hold-up another for the profits from efficiency by denying access [143] . The high cost of purchasing and owning such assets often means that cost reduction is achieved by mass production, using scale to amortize fixed costs. Concentrating ownership might therefore lead to minimal product differentiation and to homogeneous goods. Networks employ more flexible resources, such as knowledge [71, 112, 117] , permitting greater niche seeking and customization.
These design variables are summarized in Table 1 and contrasted with similar design variables for markets and hierarchies. It is worth noting here that one of the principal concerns of the network literature centers on whether networks represent an intermediate organizational form midway between markets and hierarchies [32, 112, 117] . Along the axes of vertical integration and product differentiation, networks fall squarely between them.
Substantial evidence suggests, however, that markets and hierarchies do not bracket networks [13, 32, 107, 111, 112, 117] . The most compelling of these arguments focus on issues of affiliation, loyalty, and trust --dimensions Despite hold-up problems, substantial efficiency gains can motivate trading parties to cement a relationship. One possible solution to hold-up problems and strategic misrepresentation is to build trust. This may be achieved through shared values and social norms of loyalty [100, 117] , as in the case of Japanese enterprise [13] , or through transacting or trading frequently in order to establish points for [32] , publishing [14] , research [46, 113] , automotive parts and supply [11, 100] . review and possible sanction. Property rights transfers can allow trading parties to periodically inspect intermediate goods and performance [117] and it can help align incentives [51, 61] . If performance is unsatisfactory, organizations may seek to resolve conflicts in different ways depending on governance structure. In networks, where trust is present, this may involve relational contracts which specify avenues for negotiation rather than damages. Hierarchies tend instead to use administrative fiat while markets resort to the courts for arbitration. orientation will not serve the unanticipated needs of each new project. For autonomous employees to make decisions favoring the organization, the employee's and the organization's goals must coincide. Networks resolve this problem by moving project ownership and the locus of decisions closer to the point of action within the network. This leads to a reintegration of conception and execution [121] or a collocation of decision rights and specific knowledge of a situation at hand. In describing "cluster organization," Mills writes that "a cluster is a group of people drawn from different disciplines... [It] develops its own expertise, ... pushes decision making toward the point of action, ... and accepts accountability for its business results [97 p. 29-30] . Local agents are not only better positioned to gather information on specific local conditions, but vested with decision authority and ownership of the result, they are also more likely to look for problems and opportunities.
Another distinguishing characteristic is that lines of ownership and of group identity, i.e. boundaries, become ill-defined. This includes the edge between the network firm and its markets and even the edges of different functions within the firm. "The chief structural characteristic of network organization is the high degree of integration across formal boundaries" [10 p . 400]. In Sabel's evocative terminology, the "Moebius-strip organization" is one in which its inside is indistinguishable from its outside. The interpenetration of firms, formal functions, and markets is a consequence of several shifts in organizational design. Point-to-point communication between groups, often supported by information technology, integrates borders between them. "Networked firms are usually conceived of as communication rich environments, with information flows blurring traditional intra-company boundaries" [120 p. 191 ].
This argument also draws attention to another useful property of network organizations, namely, that knowledge and expertise become important criteria for admission to project teams . Authority, or the ability to lead and direct others, no longer derives from traditional status or hierarchical rank but from knowledge. Organizations which reward performance and expertise are more successful in turbulent environments [36, 79] .
The general network organization framework permits several gradations in type.
Snow, Miles and Coleman [128] , for example, distinguish between three kinds: internal, stable, and dynamic. Internal networks are loose associations of assets and business units contained within a single company and which subject themselves to market forces. Oil companies will trade internally at market transfer prices or secure outside spot contracts because they find it too expensive to misprice exploration, extraction, refining, or distribution. Stable networks consist of firms engaged in long term relationships with external suppliers who bring expertise into the parent Cutting across boundaries also results from shifting the basis of tasks from rationalized functions to market-driven projects. Rather than passing projects from function to function, say from marketing to design, from design to manufacture, and then on to distribution, networks focus functions on a given project simultaneously. "Networks are webs of interrelationships organizations use to carry out the tasks of projects" [106 p. 4] . Shifting to a project orientation also means that incentives are more difficult to specify ex ante because routine behavior which could be specified under a functional company. Participants are typically organized around a single large firm as with Japanese auto manufacturing.
Dynamic networks are more temporary alliances of firms with key skills usually organized around a lead or brokering firm. Each of the units tends to be independent and collaborates on a specific project or opportunity. In the fashion industry, manufacturers, designers, and retailers frequently use this model.
Knowledge, Sensing & Coherence (F) Modularity A summary of these design issues appears in Table 3 at the end of this section. The tools involved in analyzing network organizations draw from queuing theory, coordination theory, search theory, parallel design, complexity theory, modular design, and distributed artificial intelligence.
As these type gradations illustrate, tie strength varies between network members. Weick [137] and Powell [112] suggest that while network ties begin at the level of individual pairs, linkages exist at most levels of granularity. Ties tend to be stronger between pairs than between groups, and those between groups tend to be stronger than those between organizations, industries, and whole societies respectively. Analyses presented in different sections will consider networks at different levels of granularity under the general assumption that tie strength diminishes with increasing aggregation.
A. Process Flows, Resource Dependencies & Parallelism
Coordinated problem solving deals with the critical need to break tasks into reasonable subtasks for distribution and processing [41, 77, 82, 85] . To assign tasks, organizations must first use a set of goals to measure their activities and the distance to desired targets. The act of organizing may then be defined as the establishment of appropriate goals, the segmenting of tasks for distribution, the communication of both assignments and completed results, and the reintegration of outputs which achieve goals [85] . Coordination among agents is then a plan for sharing scarce resources, completing subtasks, and sharing intermediate results. Adaptation is also possible by changing the way tasks are divided or the way agents exercise control.
III. NETWORK ORGANIZATIONS AS COMPUTERS
"In ... post-industrial society, the central problem is ... how to organize to make decisions --that is to process information" H. Simon [125] . This also draws attention to the complexity of information processing in different structures based on the ability to reconstitute process flows. Complexity is the amount of information necessary to describe the state space of behaviors exhibited by a system . [5] . This space is smallest for hierarchies which have the strongest but also the fewest interconnections among vertically fixed elements. Networks have both more numerous and more plastic links enabling them to cope with greater environmental complexity by rearranging process flows. Markets have few if any strong links but by far the most numerous latent links. Thus markets respond more slowly but have the largest state space and information processing capacity.
Viewing firms and organizations as information processors has a fairly well-established history [27, 44, 45, 77, 85, 88, 116, 122, 126] . In a distributed or decentralized system, the principal challenge is to exhibit coherence of purpose, that is to achieve global efficacy from local activity. The purpose, in this case, is coordinated problem solving in complex environments. A computational view draws attention to design variables parameters for tasks, processors (or managers), their arrangement and communications between them. Computational processes address questions of how to disassemble tasks, with whom to communicate, how to recover from error, and how to improve execution speed. By analogy to hierarchy and to markets, serial and parallel designs both influence the "architecture" of the firm. This section considers six dimensions of information processing:
The completeness of available information also affects process flows. Examples include resource requirements, simultaneity constraints, subtask decompositions, and producer/consumer relations where output from one task is input to another [87] . Illustrating the value of a computer metaphor, evaluation criteria such as abstraction layering, modularity, and component reusability represent organizational design concepts which have direct counterparts in software engineering.
B. Processor Specialization versus Generalization
Variability of job types and variability of arrival rates both influence the desired level of processor specialization. Variability of job types increases the attractiveness of resource pooling --an overlap in capabilities which helps prevent processors of one job type from idling while those of another type labor under heavy loads. The tradeoffs in throughput and utilization rates represent a useful application of queuing theory. Flexible processors may be more expensive or slower on average but the overall improvement in performance can make the tradeoff worthwhile [59] . Even with job types and average arrival rates held constant, variable arrival rates lead to congestion. If input is constant in type and arrival rate, however, specialized processors optimized for prescribed tasks will likely prove more cost effective.
Enumerating task dependencies can also suggest opportunities for simultaneous execution. As with decentralization and centralization, parallel and serial designs can greatly affect processing times. Indirectly, this is the bottom-up insight Peters [109] espouses in the management literature in which hundreds perhaps even thousands of business units pursue separate agendas without necessarily taking direction from a central office --a process which maps decision problems to computational structure. Networks tend to perform bottom-up breadth search where hierarchies tend to perform top-down depth search. Importantly, it may be possible to pursue both strategies by passing intermediate reports backand-forth. By working simultaneously from both directions, agents can sometimes achieve a combinatorial implosion on a search space that might appear intractable using a single strategy [77] . Other ways in which parallel processing differs from serial include pattern-selective broadcast (the degree to which communications are focused on individuals or broadcast to a community), fairness in resource competitions, ability to spawn new processes, synchronous versus asynchronous communication, and task backlogs [41] Serious problems can also arise when processing delay exceeds arrival rate [116] . Queuing theory further suggests that, assuming Poisson task arrivals, doubling processor speed is not nearly as effective at reducing the number of jobs in the queue --and hence waiting times --as adding a second processor [30] . Thus two inexpensive agents may be more attractive than a single high capacity agent if input arrival rates vary widely on jobs of the same type.
In a processing sense, the degree of specialization is also a necessary consequence of the need to allocate decisions in the context of information overload [116] . Specialized or unique processors represent potential bottlenecks [29] . The efficiency of a special purpose hierarchy versus a general purpose network is an optimization which balances expensive processors against expensive delays. If processors are expensive then cost minimization favors more serial processing with high utilization rates but if delays are expensive then cost minimization favors a flatter, more parallel architecture with high throughput rates [116] .
Designing process flows becomes considerably more complex in the presence of input variability. Stabilizing variable inputs is often a best choice but if this is too difficult, organizations can add slack resources [44] .
Underutilized agents, expanded timeframes, and quality margins can increase a network organization's effective capacity.
As a second option, organizations may create additional processing capacity by adding lateral relationships [44] which can enhance their ability to cope with complexity. They can also borrow capacity as Specialization can become attractive when processors are unable to coordinate due to high communication or overhead costs associated with agent interdependence [45] . As in functional organizations, specializing in finance or manufacturing can permit agents to reduce their coordination with research and sales. Agents perform independent functions while receiving delayed or infrequent information on unrelated functions.
Although this can avoid overhead locally, specialization generally creates overhead at interfaces where tasks must be reintegrated. Lower connectivity also implies a loss of complex processing. Specialization's advantage is that it permits different levels of management to focus on different problems assuming that coherence does not suffer greatly. Organizational solutions may be computed at the lowest level necessary to address them or be "kicked upstairs" only when some exception event occurs [44] . In fact, "management by exception is a powerful device for economizing on the use of information in an organization" [116 p. 1403] . As with operating systems, exception handling is an essential architectural design element affecting reliability and perceived resource transparency [30] . any single individual [5] .
Thus, decentralized networks can err more frequently (though generally on smaller problems) since individual agents might have less total information and they are less subject to hierarchical review.
Despite increased local vulnerability, a decentralized system is typically more robust. It can recover gracefully by reassigning responsibilities within the network. Another solution, often employed by hierarchies, is to use slack resources to buffer the organization from mistakes and delayed decisions by increasing the margin of error [44] . Vulnerability is an issue of balancing costs of safeguards, costs of recovery, and costs of non-recovery.
Sah and Stiglitz [122] introduce project error into a model of decisions in hierarchies and networks or "polyarchies." Firms must judge projects on their profit potential before committing resources. Projects are evaluated either in series by several processors, i.e. a hierarchy, or in parallel by the same number of processors, i.e. a polyarchy or network. Each layer of management in a hierarchy must evaluate a project favorably before it is passed on to the next layer and ultimately chosen for investment. A single manager in a network, however, is sufficient to move a project forward and commit resources. Sah and Stiglitz show that the parallel decision process of a network tends toward more profitable decisions when the costs of accepting bad projects are lower than the costs of rejecting good ones. In contrast, an abundance of bad projects or bad decisions favors the insurance provided by another layer of hierarchical managers.
Increasing coordination tends to require more complex agents and these can only be bought at the cost of increased computation [45] .
How, then, might managers in a network organization increase their capacity? Applegate, Cash and Mills [6] argue that managerial decision capacity improves as a result of increasing decision support. Access to knowledge bases and analytic tools might therefore reduce hierarchy as staff managers require less data processing by line managers within the firm. Malone, Yates, and Benjamin [90] also argue that information technology, in general, increases managers' capacity for coordination implying a move towards interdependence. These arguments represent two of the stronger explanations for the rise of network structured firms.
D. Communication Channels & Coordination Costs
Networks can be less efficient than hierarchies in terms of communication channel costs [106] . Assuming N nodes in an organization, vertical communications pathways require only N-1 channels, one over each node in a hierarchical decision tree. Relationships are many-to-one as each node reports to his manager or one-to-many as strategy is disseminated in the other direction. In contrast, a network requires N(N-1)/2 channels, one between each and every node giving O(N 2 ) channels. Direct reporting relationships are many-to-many. The costs of networking employees together, which may be following the declining cost of information technology, may thus account for improved opportunities for networked firms even as it contributes to information overload.
C. Vulnerability & Tolerance to Processor Failure
Whether organizations degrade gracefully in the presence of local failure affects their performance [29, 45] . A centralized system with a special purpose hierarchy is thus particularly dependent on the judgment and non-failure of the senior processor [41] . Moreover, the complexity of problem solutions can be no greater than the complexity of decision processes which design them. Network organizations, with their larger state space of behaviors, are distinctly less vulnerable to large scale problem complexity than are hierarchies. This can imply, however, that knowledge of the complete organizational response is not given to the mind of Coordinating resources can also create a heavy demand for communication [86, 90] . Networks tend to have lower coordination costs than markets and more flexibility than hierarchies.
An example 10 comparing relative governance structures illustrates. In this example, let M be the number of firms required to produce a given level of output, let N represent the number of processing steps per product (the same across products), and let X be the number of processors per firm. The number of sequential steps is the same across organizations producing the same good but different structures exhibit different scale and coordination economies since they arrange steps differently. Figure 2 .E, generally fall between markets and hierarchies on communications and costs. Firms generally have more than one processor but not necessarily all that are necessary for production so 1 ≤ X ≤ N and the number of firms is M ≥ N/X. By controlling multiple high capacity processors, individual firms may achieve greater scale economies than firms in markets. Still, they save on market coordination costs by communicating largely within the group of partners. These savings vanish, however, if a processing constraint binds in which case the network resorts to market bidding mechanisms to select a new partner.
Network organizations (NW), shown in
Functional hierarchies (FH) and product hierarchies (PH) both possess high capacity specialized assets arranged vertically as in Figures 2.A and 2 .B. Only one firm is necessary to produce the output and it owns all necessary processors. Thus M = 1 and X ≥ N. The key difference is that functional hierarchies gather homogeneous task types into departments run by functional managers whereas product hierarchies gather heterogeneous tasks under product managers. In the former research, sales, and manufacturing would be in separate departments; in the latter, they would be grouped into product lines. The senior executive in a functional hierarchy determines output levels by function from which functional managers set job tasks for each processor. As the focal point, the executive also ensures the movement of work in progress from function to function. In a product hierarchy, product managers determine processing task assignments so unfinished goods do not pass between departments. The general manager, however, can reallocate processors among product lines to achieve better global load balancing as in the case of a discontinued product.
These simple processor models are consistent with transaction cost descriptions of markets and hierarchies 11 [90, 142] while they also highlight possible information overload at processor bottlenecks [44] . Each processor arrangement offers advantages in different cost contexts and they can be ranked in order of attractiveness.
Coordination Costs:
Hierarchies exhibit lower message passing and coordination costs than markets [90, 142] with networks falling roughly in between as they occasionally engage in market transactions. A single product manager, however, does not need to coordinate with other product managers since all processing steps are intra-departmental. In contrast functional managers must coordinate hand-offs of unfinished products across functions. With many fewer firms, networks require less coordination than markets. Then, due to a global planner, centralized markets enjoy a coordination cost advantage over decentralized markets. Consistent with [89], the approximate ordering for coordination costs is therefore PH < FH < NW < CM < DM.
Markets, as shown in Figures 2.C and 2.D are characterized by numerous small firms who coordinate to produce output. As before, production involves N steps per product but each firm only has one processor so X = 1 and M ≥ N. In a centralized market (CM), each small firm manages an individual processor while a broker or central planner handles coordination and distributes job assignments to the appropriate combinations of firms involved at each stage. In contrast, the small firms in a decentralized market (DM) have no central planner so firms in stage N of production submit bid requests to firms in stage N-1. As many bids return from which the sender selects the best offer and awards a contract.
Unit Costs: Assuming that larger production runs can take advantage of economies of scale, hierarchies with highly specific assets can achieve the lowest unit production costs, followed by networks, and markets respectively. Since product hierarchies spread processors across departments, they might not achieve quite the scale economies of functional hierarchies. Also, since decentralized markets essentially use a lowest cost "greedy" algorithm, they can do no better at efficient task assignment than the global optimum designed by a central planner. The rough order for unit production costs might therefore be FH < PH < NW < CM ≤ DM. 10 This example is based on descriptions appearing in [84, 89, 103] . The network example is an extension and is closer to the coordination structure appearing in [21] . 11 Transaction Cost arguments are presented in the network organization as economy section. Figure 2 .b -Product Hierarchy -At least N high capacity processors are grouped under each product line in a single firm. Small demand changes can be handled by a product manager but large changes require the general manager to rebalance loads by reallocating processors as suggested by the gray boxes. Control failures at the senior level can disrupt all products but control failure at the product level disrupt only one product; processor failures may require the general manager to rebalance loads. Vulnerability Costs: These depend on different kinds of processor failure. Recovery from the failure of a central executive is likely to be more costly than recovery from a processing step failure [84] yet replacing a specialized high volume asset can also be expensive. Adaptation may also be conceived of as changing control structure and changing task assignment [45] suggesting two separate indices: one for control flexibility and one for processor flexibility. If the concentration of task allocation decisions is used as an index 12 of control vulnerability or flexibility, then a decentralized market is the least vulnerable while a centralized market is the most vulnerable.
Then, since functional hierarchies rely more heavily on a central executive for coordination, they are more vulnerable than product hierarchies who in turn are more vulnerable than networks since networks make decisions closer to the processor level. This gives rise to an ordering of control flexibility which has DM > NW > PH > FH > CM. For processor flexibility these inequalities are reversed.
A centralized market can easily reassign tasks to one of functional hierarchy which enjoys the lowest cost of production.
If the environment is stable but coordination costs are high, a product hierarchy might emerge. In constantly churning environments with low coordination costs, decentralized markets appear most attractive since they have the most flexible control structures. If processors fail constantly, then a centralized market with many low cost easily interchangeable processors becomes more attractive. A network structure dominates when the environment favors a combination of flexible control and moderately low cost production --a finding which is also consistent with "flexible specialization" [111, 121] Table 2 .
against coordination and coherence [29] . With greater flexibility and local decision authority comes the risk of losing coherence, a supra-regional property of efficiency and clarity in problem solving [45] . Distributed problem solvers need ways to model global behavior to match their performance to goals, recover from error, and reconfigure [45, 98] Coherence may be achieved by devising a global plan centrally or by distributed incremental planning whereby local plans are disseminated and revised to eliminate conflicts [35] . Agents may also synchronize their activities by transferring local knowledge to a global database or "blackboard" visible to other agents [39, 64, 102] . Central processing heuristics ensure that information is consistent, shared, and ubiquitous even if agents themselves only focus on portions of the entire database.
The pattern that emerges is one in which different structures dominate in different environments depending on the relative importance of any given column.
In highly stable environments where flexibility is not a premium, conditions favor
In distributed artificial intelligence, agents can require knowledge not only of their own capabilities but also knowledge of other agents' plans [45] . Local 12 A Herfindahl index using sums of squared percentages would suffice to give a numeric index ranging from zero to one. This was originally used for measuring market share concentration.
projection of distant activities allows agents to model global patterns of system behavior. Agents' local decisions may then proceed without explicit interagent coordination. This avoids overhead and delay since communication tends to be slower than computation [29] . Internal agent models also aid the system's ability to dynamically self-configure relative to changed environments. Local adaptation may proceed with minimal communication if one agent can count on another to respond in predictable ways [35] .
node. Hierarchy follows naturally from centralized control and progressive dilution of top level awareness of bottom level activity; networks follow from decentralized control and fewer layers of dilution. The relevance of such systems for organizational design is that increasing worker contexts, analogous to generalizing their skills, increases their complexity and their workload but reduces hierarchy and the dilution of awareness.
One important feature of network organizations, their sensitivity to market conditions [128] , falls under the rubric of benefits from distributed sensing. In cooperative problem solving, data from disparate sources must be collected, analyzed, and fused into a plan of action [45] .
Recall that in networks, communications channels grow as O(N 2 ). Mathematically, this also implies that reducing the communications distance between all pairs of agents by the same amount exponentially reduces sum total distance between all agents. Thus each agent is closer to multiple original sources. When data gathering proceeds in parallel at multiple sites, it provides earlier and more complete detail allowing an organization to respond opportunistically to its environment [64] ; it also encourages "pluralism" or the ability to entertain multiple, possibly incompatible hypotheses [77] . Pluralism generally proves superior in solving ill-structured problems [41] . Conflicting hypotheses incur reconciliation costs but, as in a scientific community, they support a whole system in the difficult task of generating alternatives. The group can then explore more promising solutions, defer apparently barren paths, and not jeopardize the community by eliminating all but one option.
Agents need explicit representations of goals, interactions, resources, tasks, and success probabilities. Using the problem solving success of scientific communities as an example, Kornfeld and Hewitt [77] combine the programming concept of abstract data types (ADT) or objects with researcher collaboration to model coordinated problem solving. Agents or "sprites" with prescribed behaviors are "triggered" when task requirements match their capabilities, goals, and resources. With market-like bidding mechanisms for allocating resources, this model achieves coherence by shunting resources to more promising solutions. It can also achieve the combinatorial search implosion noted earlier.
Object representations have also been used to model contexts for cooperative problem solving [27] . Contexts are task domains spanning specialized operators or skill sets. A knowledge system is then represented as a collection of smaller knowledge subsystems with specific contexts. Manager agents divide and distribute tasks to worker agents or other managers based on the recipient's context knowledge as in Figure 3 .
As a rule, managing information in distributed systems confronts issues of incompleteness, inconsistency, and incompatibility. These occur when one agent has information unavailable to another, when agents have contradictory information, and when true and complete information is represented in irreconcilable forms respectively [45, 65] .
F. Modularity
Modular designs facilitate coordination and reduce the potential for harmful interaction. Given a large volume of messages, for example, organizations can reduce their coordination requirements by creating self-contained tasks that lessen their dependence on interdepartmental communication [44] . Referring to work by Glassman, Weick [136] suggests that the degree of coupling, or conversely of self-containment, can be measured on the basis of activity or variable sharing --the greater the commonality among variables, the greater the degree of coupling. "Encapsulation," a key property of the objects used to Contexts can be carried to arbitrarily deep levels of abstraction.
The system solves problems by managerial migration of successively smaller tasks from context to context until subtasks are finished or alternatives are exhausted. Reintegration of output occurs at the lowest appropriately placed vertical Table 3 --Viewing the network organization in computational terms provides several efficiency, modularity, and coherence measures across process architecture. Note references may relate to theory or network organization attributes and may appear in multiple frameworks.
NETWORK ORGANIZATIONS AS COMPUTERS
represent coordinated problem solvers, is a means of hiding internal complexity from external processes. Encapsulation guarantees that responding internally to change leaves external processes unaffected since internal workings are essentially unavailable for external use. Optimizing encapsulated processes can proceed without disrupting parallel processes so long as output is reliable. Similarly, "inheritance" is a way to avoid redefining old attributes and behaviors in new contexts. Using inherited templates economizes on resources and design effort.
to compose and decompose tasks, how to coordinate distributed agents, and how to adapt. Loose coupling distinguishes separate conceptual building blocks which can be grafted onto or severed from an ongoing enterprise with minimal disruption to its activities [136 p. 3] . Simon [126] suggests that a system is "nearly decomposable" if the interactions between the systems are weak while the interactions within the systems are strong. In a nearly decomposable system, the short run behavior of each subsystem is approximately independent of the short run behavior of other components but a subsystem's long run behavior depends on the aggregate behavior of other components [126] . Near decomposability and loose coupling both lead to graceful degradation of the system should one part of the organization cease to function [44, 86, 98, 126, 137, 138] .
IV. NETWORK ORGANIZATIONS AS ECONOMIES
Use of an economic or rational agent metaphor for network firms leads to the question of motivating self-interested parties to achieve mutually satisfactory Pareto efficient outcomes. Efficiency, in this sense, is maximized when redistributing a trade surplus leaves everyone at least as well off as before. One or another party may exercise guile and deception yet they are at all times assumed to behave rationally and purposefully with respect to their own welfare. The purpose of collaboration is to produce a surplus at least as great as the sum of agents' gains working independently. Structural variables concern, for example, risk, information asymmetry, transaction costs, and complementary assets. Processes typically seek to align incentives in decentralized systems, to create and capture consumer surplus, and to establish mechanisms through which agents truthfully reveal their hidden information. The principal topics addressed in the economics of network organization span:
To illustrate the benefits of modularity in complex environments, Simon [126] tells the story of Tempus and Hora, two celebrated watchmakers whose 1000 part watches were much in demand. Tempus carefully crafted his watches from the many pieces but when interrupted by a customer, would need to start over and could lose almost 1000 steps. Hora, on the other hand, crafted his watches from 10 assemblies of 10 subassemblies of 10 components each. Customer interruptions cost him at most 10 steps. The ability to compartmentalize tasks and distribute them in lieu of directing all tasks centrally allows firms to handle greater complexity, to more easily modify tasks, to reuse building blocks, and to isolate components for troubleshooting.
As Table 3 suggests, the benefit of the computer processing metaphor concerns multiple design variables for the network organization.
Computer metaphors provide precise notions of modularity and loose coupling, reusability, efficiency, skill sets, task division, allocation and reassembly, processor control and coordination, and complexity among others. In the network organization as computer metaphor, the purpose is to coordinate problem solvers. Structural elements address such issues as which processors to choose and which arrangement limits vulnerability while procedural elements address such issues as how
Among the tools used to probe network organizations, the economy metaphor uses principalagency, game theory, contract theory, transaction cost economics, utility theory, and principles of product bundling and price discrimination. Table 3 , at the end of this section, summarizes these points.
variously defined as commercial risk (the chances of falling behind or finding a market niche), technology risk (the chances of investing in unproven technology or bringing it to market), and strategic risk (misapprehension of strategic concepts or venturing into unfamiliar markets) [117, 120] . A network both helps to reduce the degree of uncertainty by bringing a greater abundance of more specialized resources to bear on a problem and it reduces possible loss through burden sharing.
A. Risk & Information Asymmetry
Among the critical aspects of negotiated relationships, principal-agent theory models risk, information asymmetry, and incentives [38, 116] . In principal-agency theory, the main issue is whether or not, and under what conditions, the principal or owner of a project can successfully contract with an executor, the agent, to undertake work on his behalf [38, 60] . Problems clearly arise when transferring the principal's agenda to any self-interested, rational and potentially guileful agent, partly due to inherent inefficiencies in motivating risk averse individuals. Moreover when an agent has private or asymmetric information, he can misrepresent the true state of affairs to secure more favorable terms or relative advantage. In the worst cases, for example, would-be partners intend to enter into a joint venture in order to appropriate technology and know-how [53] . In general, reduced surplus appears in the relationship as costs of insuring risk averse agents, as information rents extracted by agents with private knowledge, or as deadweight loss from non-value adding activities such as monitoring.
One measure of network organization is the degree of risk sharing between a buyer and supplier in a subcontracting relationship [70] .
If all risk is assumed by the subcontractor, then their association is through a fixed price contract and not a network. If, on the other hand, the buyer assumes all risk then the contract is cost plus, again there is no burden sharing and it is not a network. In either case, one party is fully insured. Jarillo cites an unpublished mimeograph by Kawasaki and McMillan in which the subcontractor bore approximately 30% of the risk in a large sample of Japanese network relationships. This finding is consistent with the general assumption of the principal-agent model in which the less risk averse and presumably wealthier principal bears more of the burden of uncertainty, in this case 70%, than the more risk averse agent. In networked partnerships, it is relatively more efficient for the less risk averse, typically wealthier, partners to bear more risk. This supports joint control as one of the defining elements of network organizations.
Strategic misrepresentation provides a primary reason for networks to collocate decision rights and local information. It may be more advantageous to "sell the project" to someone with local knowledge because their incentives are better aligned if they own the result they produce. Either at the outset or through the course of executing his duties a local agent may acquire private knowledge of his capabilities or the true difficulty associated with carrying out his tasks. This asymmetry of information works to his advantage insofar as he can misrepresent both problems and his intended efforts in order to increase his compensation.
Misleading an associate in advance of a contract is "adverse selection" --the partner or principal could have chosen a less guileful agent --while underperforming after a contract is "moral hazard" --an agent reneges on his commitment of effort shirking his "moral" responsibility to fulfill its terms [38, 116] . In the context of network organization, partners must be at the same time credible and reliable or they must own the results of their actions. One semiconductor manufacturer lost significant market share due to the delivery failure of one of its two suppliers [20] . Over-optimistic representation of capability is a pitfall of asymmetric information.
Competition and speed requirements are forcing an ever higher degree of local, regional, and niche market responsiveness [109] . But, rapid decision speed limits firms to on-site supervision as the volume of information flows outstrips their capacity to move local knowledge to central planners. As noted earlier, centralized governance structures are potential bottlenecks. Although generalized knowledge and enduring summary statistics can be conveyed to a central planner, this is not true of specific knowledge of time and place [63] . The need to use unorganized, ephemeral, or specific local knowledge favors the distributed decision making of network organizations. Even if it were possible to communicate voluminous detail, central planners could not control events in each of their markets with the alacrity of managers on the spot.
Collocating decision authority with knowledge of local conditions is one advantage networks have over hierarchies.
Rather than transferring local data to corporate staff, networks transfer decision rights to line management [6, 97] . Piore [111] and Sabel [121] refer to this as the reintegration of conception and execution. Handy [56] strengthens this argument, calling it the principle of "subsidarity." According to this view, Risk aversion may also cause firms to form "strategic alliances" or "joint ventures" [53, 76, 118] . Risk is roughly defined as the need to make decisions in the face of uncertainty. Beyond financial risk, it is redistributing decision rights is not a transfer but a restoration of authority usurped by rising corporate hierarchy. Decisions ought to remain in the hands of those most familiar with the issues. This division leaves decisions requiring general knowledge of goals and structure with senior management and decisions requiring specific knowledge of local conditions with line management [105] .
relationships can become symbiotic [106] and trustworthy 14 [72, 107] . "Potential collaborators rightly assume that each will forbear from exploiting each other's vulnerabilities" [121 p. 32]. Network firms may even wish to commit their best resources in order to attract future partners [20] . The ability to form alliances for mutual gain greatly raises one's reputation as a desirable partner [21] .
B. Teams, Games & Self Interest versus Public Good
At low industry concentrations, networks can foster cooperation and responsiveness but at higher levels, when firms collectively control an industry, the same forces can tend towards collusion [138] . Through cartels, they can engage in monopolistic pricing and they can limit innovation choosing instead to reinforce the status quo. As before, cartels can be difficult to sustain whenever cheating appears more privately advantageous than collaborating.
Decentralized decision rights create numerous opportunities for misaligned incentives and, as a result, network partnerships are no strangers to strife [37, 120] Sustaining a partnership can also be difficult to sustain if one network member coasts on the relationship. Firms may need to be increasingly vigilant at maintaining their core competencies lest they become unattractive partners [53, 72] . Shifts in tastes and technologies can obsolete a skill base or critical complementary asset. Forces which drove a network to take on a partner can also cause it to look elsewhere when tastes or technologies change. Indeed, many firms have outsourced portions of their value chain only to find that they have "hollowed" out their core competencies and are later abandoned by their partners [20] .
(1) Individually, each partner should avoid being the first to game the system in order to build trust.
(2) Reciprocate both cooperation and competitive maneuvering quickly. (3) Do not be too clever attempting to outsmart one's partners.
Network partnerships rely on synergy; together, collaborators earn more by pooling resources than they would earn acting independently [112] . Cooperation works when there are excess returns to share, for example during periods of market growth. Applying game theory to networks, repeating the prisoner's dilemma can improve upon the one period solution because there are excess gains to share [72, 116] . If a market sours, however, collaboration may turn to competition. Interest in increased mutual gain may become self-interest in laying claim to shrinking pools of residual assets. Networks are difficult to sustain if the repeated prisoner's dilemma is reduced to a one-shot deal. Long term contracts have been found easier to enforce than spot contracts [116] and a survey of joint venture literature reports that changes in industry structure can lead to joint venture dissolution [76] .
More generally, game theory concerns the strategy spaces, rules of play, and actual decisions of selfinterested players in a game. In this case, each party seeks to maximize his own interests subject to the maximization plans of the other self-interested players. For networks, the most relevant aspects concern establishing coalitions and predicting agents' strategic behaviors when there are multiple rounds of competition.
For the tit-for-tat type of strategy to work, relationships must either be sufficiently long in duration or frequent in contact to permit assessment and review. Network members face a "prisoner's dilemma" in which they may find reneging on prior arrangements privately advantageous even though the joint profit maximizing strategy is for everyone to play as agreed. When one party cheats other parties suffer. Over time, however, agreements become enforceable because fellow partners can punish opportunism [72, 116] . Moreover, individuals and firms develop a reputation for fairness or unscrupulousness that qualifies them for participation in future deals. Through repeated transactions, It is possible, however, that in the absence of trust or any potential for reward from successor projects, firms can maintain short term contracts through "mutual hostage taking" [76] . Joint commitment devices include the pledging of resources, bonding, and the taking of joint stock positions among collaborators.
annual review is there an effort to reconcile and assess the profitability of a given account. Only a very loose coupling ties effort to profit on specific projects and, on a cash basis, this system is clearly not sustainable in the long run. In practical terms, much of the shared benefits must come in the form of knowledge and political capital. Bankers do, in fact, keep an informal tally of political debits and credits, and chronic debtors are quickly denied access to subsequent deals. As teams of self-interested agents, networks broadly suffer from incentive problems with respect to surplus or "public goods" jointly created but individually consumed.
Teams confront an organizational version of the "tragedy of the commons." Members have an incentive to overstate their private preferences when a good is provided from common resources but to understate their private preferences when asked to ante up their share of costs. Networks are particularly susceptible to this problem as network members have an incentive to minimize their own efforts while free riding on the efforts of others [118] .
D. Vertical Integration & Transaction Cost Economics
Transaction cost economics sets the boundaries of the firm at the point where the marginal cost savings from conducting operations within the firm equal the marginal costs of errors and rigidity [60] . Transacting outside the firm entails costs for locating vendors, product screening, transportation, and delay. These market activities typically involve arms-length trading of relatively non-specific goods.
This in turn, leads to inefficiencies when adapting unspecialized inputs to specialized use. A further concern lies in small numbers bargaining. If supply is limited, then buyers and suppliers are "inclined to expel considerable resources bargaining over the price at which the exchange is to take place" [142 p. 28]. Hierarchies solve these problems by vertical integration and owning the assets they use. Networks typically solve them by granting multi-party residual claims to the output from co-specialized production in order to align incentives.
C. Mechanism Design
One possible solution to the public goods problem is a Groves-Clarke mechanism, a type of contract which encourages "truth telling" with respect to agents' private information.
This incentive system compensates members through side payments which are proportional to the value members create for each other. It works by making each individual decision pivotal in determining the final outcome so that no one member has an incentive to misrepresent his or her private valuation.
Sharing control almost always involves investment inefficiencies [51] and overhead in governance structures, but it may be that agents cannot be separated from their assets i. e. they are indispensable to asset deployment. This occurs, for example, in the case of consulting know-how but it also implies that organizations cannot simply purchase such assets and vertically integrate them. If combining complementary assets creates more value than sharing control with indispensable agents, network organizations might emerge in preference to hierarchy.
Although not noted as such, Eccles and Crane [37] describe what appears to be the natural evolution of a Groves-Clarke mechanism in a network environment 15 . Individual investment bankers work in dynamic teams that form to bid on client projects. These teams have the unusual property that everyone gets to claim the full value of a project for his or her department if the bank wins a contract in competition with other banks. They also share direct costs equiproportionally which fixes total returns and limits haggling over burden and benefit sharing.
At the other extreme, markets tend to be more flexible than hierarchies but they lack coordination mechanisms. From a strategic perspective, the market exposure provided by a network structure may improve on hierarchies by improving flexibility and environmental scanning. It may also foster innovation due to increased survival pressure [97, 109, 118, 128] .
Agents can create more discriminating information by pooling their observations especially when data may be noisy [93] . Atomistic vendors in the marketplace are extremely aware of market conditions and highly sensitive to
The problem with such an arrangement is that on any given project, the mechanism is clearly not budget balancing. Eccles and Crane take pains to emphasize this point, "Although revenues are measured, little effort is made to ... arrive at profitability figures, whether on a customer or a product basis, except at fairly aggregate levels" [37 p. 187] . Only upon competition [72] . Moreover, internal transfer prices within networks tend to reflect market conditions leading to greater efficiency. Forcing corporate divisions to sell both internally and externally subjects otherwise inefficient operations to the conditioning tonic of the market [36] .
As competition intensifies, firms will subject their internal assets to market tests to justify ownership [128 p. 12].
economic rents by preventing firms from prespending expected profits merely to secure favored access to resources. Imperfect mobility, as might be observed for intangible resources or co-specialized resources, imply that assets are not traded on an open market and therefore accumulate within the firm where they remain concentrated on a specific task. These four factors combine to guarantee above average payoffs.
An economic justification for market pricing transfers draws support both from transactions cost theory and from the principle of comparative advantage. A firm will integrate activities if the sum of external prices and transaction costs is greater than the cost of internal production [142] .
Internal production dominates low cost external production if transaction costs are too high. A network firm is one which is more efficient at minimizing transaction costs and therefore more capable of market transactions [70] . Additionally, this allows a firm or business unit to deconstruct the value chain and to assemble a coalition of partners, each with a comparative advantage in some phase of production. Teams generate more surplus when members co-specialize [93, 127] . A network "allows a firm to specialize in those activities of the value chain that are essential to its competitive advantage, reaping all the benefits of specialization, focus, and possible size" [70 p. 35] . Echoing this sentiment, "for collaboration to succeed, each party must contribute something distinctive" [53 p. 135] . By constructing a network of firms individually characterized by distinct comparative advantages, a single firm can trade for goods it produces less efficiently, generate economies of scale through sales to a larger external market, create economies of scope through product complements, and enjoy the advantages of reduced fixed costs having replaced them with highly efficient variable costs through its partners.
One particularly interesting resource differential is information asymmetry in the form of "causal ambiguity," an ability to foster uncertainty regarding the causes of efficiency that prevents potential imitators from copying strategy [108] . Analysis of data regarding one's own customers and operations --to the extent that competitors cannot duplicate such data --provide a substantial source of differential efficiency [71] .
It is possible that sharing information among a partnership can also create new information [68] by focusing diverse expertise on identifiable problems and opportunities, thus creating more asymmetric information resources vis-a-vis competitors. A theory model of information sharing illustrates the possibility of creating a sustaining resource advantage [3] while a study of US, Japanese, and European joint ventures suggests that sharing can strengthen a partnership against competitors even as it weakens partners relative to one another [53] . Information asymmetry and causal ambiguity therefore highlight the importance of capturing as much information from network relationships as possible.
The innovation [46, 134] and management [32, 71, 112 , 115] literature emphasize in particular the importance of know-how as a resource in network structured organization. Variations include specialized skills, technology, and unique information or patents. As companies seek complementary skill sets to exploit market opportunities, they partner with other firms having unique knowledge of a given market, product, technology or strategic resource. These arguments generally fall within the framework of incomplete contracts theory.
E. Resources & Property Rights
A resource based view of the firm explains competitive advantage as a rational search for the best application of assets in the presence of asset heterogeneity, ex post limits to competition, ex ante limits to competition, and imperfect asset mobility [108] . Heterogeneity ensures that one collection of resources is intrinsically more efficient than another thus creating a competitive advantage. Resource differences may derive from scarcity, property rights, irreversible commitments, scale, first mover advantages, reputation, buyer search costs, buyer switching costs, information asymmetry, and channel crowding among others.
Ex post limits to competition guarantee that rents are not dissipated or competed away once a market is established. Likewise, ex ante limits to competition preserve Under an incomplete contracts or property rights theory, agents make smaller up-front investments in assets whose use they have contracted for than those they own [51, 61] . The basis for this argument is that under any unforeseen circumstance or incompletely specified contract, the owner has the last word on the disposition of any asset in question. This increases the owner's possible share of the reward ex post at the expense of the lessor. Thus any incomplete contract increases lessor risk and reduces their investment incentives. Accordingly, different ownership structures or property rights are more or • Joint control incurs governance costs.
NETWORK ORGANIZATIONS AS ECONOMIES
• Property rights and incomplete contracts theories.
[51, 60, 61, 117]
Resources & Property Rights
• Boundaries associated with asset ownership.
• Joint control incurs governance costs.
• Property rights theory.
• Transaction cost economics.
[ 
Mechanism Design
• Can be truth telling.
• Not always budget balancing.
• Revelation mechanisms (e.g. Groves-Clarke).
[ 37, 133] Resources & Property Rights • Ownership improves investment incentives.
[ • Inefficiency from shared governance.
• Property rights theory and incomplete contracts.
[4, 16, 51, 61]
Vertical Integration & Transaction Cost Economics
• Combining conception with execution for faster turnaround, better incentives, and innovation.
• Reduced scope of attention.
• Principal-agency theory. Table 4 --Viewing the network organization as an economy yields insights on products and pricing, on risk and efficiency, on strategic gaming behavior, and on mechanism design. Note references may relate to theory or network organization attributes and may appear in multiple frameworks.
less efficient depending on the efficiency of the ex ante investments they induce.
own it. Acquiring a telephone service, for example, allows a buyer to reach others while affording others a low cost avenue to the buyer. Other examples include computer operating systems and QWERTY keyboards. Standards which create network externalities can benefit users and producers by allowing the purchase or manufacture of compatible components rather than entire systems. Corporations attempt to create these standards, to the exclusion of competing standards, by banding together in coalitions or networks --a phenomenon which describes certain emerging markets particularly in computers and telecommunications [105, 109] . Firms may also collectively experience the advantages of cooperation as when their industry sector or region benefits from shared information or infrastructure [107] . Northern Italian textile manufacturers benefit from such regional cooperation.
Why might a vertically integrated firm not acquire an entrepreneurial firm once a niche had been discovered and made profitable [107] ? To the extent that knowhow represents an intangible or uncontractible good, it cannot easily be written into a complete contract [4, 16] . Intangibility makes know-how difficult to purchase or even to gauge whether its owner has fully deployed it leading to severe problems of moral hazard. With asymmetric information, a principal can best ensure an agent's contributed know-how by transferring or sharing project ownership. If both parties have unique knowledge, then skill complements prevent full transfer of ownership to either party because both are indispensable. Network organization might therefore emerge as a compromise in which all parties are residual claimants and all parties contribute non-contractible complementary know-how at a level which ensures that the surplus from strategic complements exceeds the overhead and efficiency costs of joint control. In the etiology of network organizations, this offers a third possible explanation for their emergence together with reductions in coordination costs and improvements in decision support tools. [37] . The economic justification for custom tailoring and product differentiation is the ability to enter niche markets [90, 109] where firms are no longer in direct competition and they can charge full price to the consumer. Such prices and their higher margins capture consumer surplus for the producer or firm. Customization also reduces the secondary markets for products because there are fewer consumers with identical demand profiles. Cooperation between product firms also enables them to take advantage of economies of scope. Strategic complements are products which sell better together than apart. The practice of bundling strategic complements further assists companies with price discrimination, allowing them to capture more consumer surplus.
V. NETWORK ORGANIZATIONS AS SOCIETIES
"Organizations are and always will be run by people. They are infused with purpose and meaning only through the imagination and will of people. "Network externalities" also constitute a second form of product complements [40, 75] . The difficulty for firms is in finding ways to capture surplus from value created external to their production functions. Buyers create network externalities by purchasing products whose consumption benefits not only themselves but also the collection or "network" of users who also Accordingly, the society metaphor augments the computer and economy metaphors by focusing on human context. It concerns human response to contextual cues such as horizontal, vertical, and geographic boundaries [10] , cultural or structural behavior constraints, and communications manner as well as content. A sociological approach recognizes what an efficiency approach might not insofar as opinions and perceptions are influenced by desires for power and recognition, fear of shame, and avoidance of demeaning work among others. Concepts employed by sociologists may include sameness of participants, alienation, in-group bias, peer pressure, desire, loyalty, status, and symbolism. As Table 5 at the end of this section suggests, these issues affect network design variables respecting: production teams, or very small business units" [112 p. 330]. Among the more systematic inquiries into group behavior, one series of experiments identified efficiency versus sociability tradeoffs in teams of five people [80] . Teams had to solve certain well identified problems in which experiments differed according to communication channels and the abstractness of the tasks. The two configurations closest to hierarchical and network structures 16 are depicted in Figure 4 . On average, however, persons in the network structure were apt to value their participation more and be much happier with their experience. The one exception was the central person in the hierarchy who was generally quite happy with their experience. Second, for the more abstract tasks the network tended to generate more novel ideas which were also adopted more frequently. New ideas generated in the centralized configuration were more likely to be discarded on the grounds that the central person was too busy, that the innovation was too bothersome to implement, or that current practices required no improvement. In a sense, networks of small groups or individuals prove to be more innovative, a finding supported by other articles [72, 109] .
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Sociological findings tend to interpret behavior and its consequences calling upon, for example, general systems theory, contingency theory, group theory, structuration theory, process theory, political influence and power theories, and population ecology.
A. Granularity
An advantage of the network organization as society metaphor is its greater appreciation of granularity and the differences in interpretation resulting from different levels of analysis. Reflecting Weick's [137] observation that the level of coupling varies with the level of analysis, Markus and Robey [92] point out that entities of interest range from individuals to groups, to organizations, and to whole societies. Each entity is embedded within a different layer of social context implying that a compartmentalized, discrete, or context independent analysis may omit critical factors which determine the actions of any entity in question. This section considers how individuals perform within groups. The next section considers groups within organizations; and the final section considers organizations within environments.
B. Identities, Groups & Boundaries
Identities help shape organizations by helping members conceive of boundaries for actions, resources, and purpose. Organizations in general are purposive social systems for directing collective action toward common goals [2] . Yet within network literature this emphasis is especially great as agents forge identities for themselves within groups and for groups within organizations. Members experience a Network organizations can evolve out of personal or small group ties: "Many of the arrangements ... commonly found in the publishing, fashion, computer software, construction, and entertainment businesses, are among individuals, independent 16 Two of three structures appearing in [80] .
"dual citizenship" of affiliation with project teams and with companies [56] . They have both in-group and out-group ties yet work to achieve a larger social integration [10] . Network members need "shared goals" [120], a "common background" [112] , and a collective "vision" [97, 101, 109] .
shame, and peer pressure play a role. Members tend to judge actions for consistency with identity, using peer pressure to sanction behaviors apposite of group norms: the nail that sticks up is the one hammered down. Japanese companies pursue extra-curricular group activities to socialize employees and establish group identity [42] . These same forces help explain decreased employee morale during layoffs. When group integrity and identity are destroyed, the organization as society suffers.
Identities facilitate boundary construction by addressing the confusion arising from integration and permeability. As loosely coupled systems, group cooperatives respond to one another but preserve independent identities and some evidence of "physical or logical separateness" [136, p. 3 ]. An identity is any source of action or effort at control not rooted in biological or physical phenomena and to which an observer can attribute meaning, for example employers, communities, and crowds [139] . Actors perceive identities as continuous and create associations which are self-similar. By perception or construction, the organization to which an individual belongs may be understood to mean that entity with which they identify most strongly or that institution they believe themselves to represent. Allegiances of identity might therefore shift more fluidly than discrete changes in contracts or asset ownership. When an employee of one organization works on-site and on behalf of another [74] , jointly held beliefs may determine an agent's true affiliation along with whatever publicly declared boundaries separate one group from another.
Informal cultural constraints can also appear above the group in a larger social context. Western traditions regarding personal and religious freedom have led to laws promoting individual rights. The establishment of individual opportunity, for example, extends to legal proscriptions on nepotistic hiring. In Asian economies, on the other hand, traditions regarding the importance of family and societal obligation have given rise to different expectations regarding loyalty and employment [13] . Despite their size, Korean chaebol are essentially family-run businesses. In Japan, keiretsu are descended from family owned zaibatsu which were forcibly decontrolled after World War II. The same phenomenon holds in Taiwan where jituanqiye or family owned conglomerates play a central role in the economy. With the subordination of individual identity, powerful group-centered organizations emerge.
Although network organizations attempt to integrate across formal boundaries, group differentiation and boundary setting can lead to in-group bias and reduced integration. This may result from social psychology and affinity for like types --or for economizing on time and effort --since investments in out-group contacts require resources [10] . As the total number within a group increases, the number of contacts per person grows until damped by time and effort constraints.
Thus, as group size increases, the number of out-group ties decreases, suggesting that integration is difficult to sustain as organizations grow larger [10] . The need for boundary spanning communication intensifies with more ambiguous roles and objectives [37] .
A structuration view can be helpful interpreting the constraints and enablements of social norms, particularly as it complements other theories. Psychological theories of social groups tend to project people's behaviors onto social wholes as magnified versions of individual phenomena. The direction of influence runs from individuals to societies. Holistic theories, in contrast, consider the direction of influence to be reversed. According to this view, societies exhibit emergent properties and have autonomous needs, goals, and interests such that they mold the behaviors of constituent members [52] . Without appealing to emergent, sui generis, properties of wholes exceeding their aggregate parts, structuration theory allows that there remain useful referent constructs for both individuals and collectives and that causality can run both ways. Social systems are ongoing and reciprocal patterns of relationships, structures, generative rules, and resources [48, 52] . Action, in structuration theory, is recursive and selfreproducing in that it creates social scaffolding or structure. Awareness of structure enables certain actions even as it inhibits others. Social norms guide individual actions and individual actions can reinforce, reinterpret, or remake social norms. This sheds light on the behavior of people in groups.
A group theory of social behavior suggests that groups --associations of two or more people influencing one another through direct communication over time --benefit individuals by "providing information resources, emotional resources, and identity support" [42 p. 42] . Groups then benefit organizations through coordinating joint activities, promoting specialization, and facilitating organizational learning.
Aside from collective productivity, however, groups concern themselves with identity maintenance where recognition, fear of Within network organizations, identification with group and social norms can guide action even as actions can influence norms. Social structure may be "a common law, language, and currency --a uniform way of doing business" [56] . Having interviewed American managers in a Japanese bank, Ouchi 17 relates a story indicating how culture determines business practice. The U.S. managers voiced a concern that the Japanese executives never understood objectives and never provided specific targets for sales volume or profitability but rather spoke in broad generalities. Without objective targets, management by objectives was impossible. Japanese executives, in turn, voiced a concern that the U.S. managers did not understand objectives. If the managers could only understand the Japanese "philosophy of banking" --how they should relate to their customers, competitors, employees, and community --then they could determine for themselves the appropriate targets regardless of how unusual the situation might appear. "In essence, [social norms] become a substitute for formal controls" [10 p . 426] even as behaviors establish appropriate norms. In this case, identity, norms, and actions define an informal boundary between their organizations. "empowerment," meaning that individuals receive information about their own and the organization's performance, they are rewarded for performance, they possess the skills required to perform, and they are granted decision authority [71] . Not surprisingly, this can win autonomy by losing unanimity and purchase participatory buy-in at the cost of political bail-outs.
A prime hazard of team organization is that individual team members tend to overvalue their own contribution relative to other members [124] . Many refuse to subordinate their interests to the interests of the community and the distribution of authority in networks affords them the ability to act on their own behalf. At times of resource scarcity, individuals will also tend to hoard resources making them unavailable for more desirable purposes.
Consensus management has been cited as a prime cause of failure to conduct organizational change [12] . In effect, no one party wishes to have their own "ox gored" to improve the whole organization. Particularly in times of crisis, participatory management can misallocate resources since it often leads to proportional burden sharing rather than complete restructuring. Continuous and strong senior management support is necessary to effect radical change [12] . Increased political influence costs balance, to a limited extent, the benefits of an option to replace non-performing network members.
C. Consensus, Rank, Politics & Power
Shared control in network organizations leads to more consensus management which tends to increase "buyin" among employees affected by new decisions. "Research suggests that hierarchical design dampens employee motivation because individuals are likely to be more committed when they have participated in a decision, and much less enthusiastic when they have been ordered by superiors to undertake a particular task" [112 p. 319]. Participatory involvement of committees and line management in the process of setting strategy increases group member acceptance of and responsibility for final recommendations [66, 109] . Asian companies may appeal explicitly to group decision processes in order to promote harmony [13] . Differences in individual reactions to the same task when assigned by fiat and when assigned by joint agreement are difficult to explain except in terms of respect for workers as persons not substitutable forms of homogeneous labor.
Consensus management and empowerment can change organizational behavior, as individuals, once given authority, grapple to extend it. Networks, more than hierarchies, tend to fall victim to corporate politics and local turf battles [128] . When titular authority yields to expertise, task delegation which was formerly a matter of fiat becomes a matter of persuasion and negotiation [73] . In short, shifting between networks and hierarchies has social ramifications with respect to modes of influence. Interpersonal skills come to the fore and persons are free to challenge the authority on which demands are based. As noted in Rockart and Short [120], "network structures ... are flexible, flat, complex and rife with conflict" 18 and "recurring conflict is inevitable" 19 .
Decentralizing authority reduces the number of hierarchical ranks and increases responsibility among those who were not previously decision makers. With better decision support, the rank of a person required to make a decision becomes less important [6] .
Joint control tends to accompany Movement to flatter organization changes power structures within the firm [28, 74, 88, 109, 120, 144] . Structural leveling may conflict with both the self interest of entrenched management and with the expectations of persons lower in the hierarchy. 18 Ibid. Quoting Eccles & Crane. 17 Cited in [99] . 19 Ibid. Quoting Lawrence & Lorsch.
People vary to the extent that they seek power but rarely do they voluntarily relinquish it [91] . This can make it extremely difficult to move towards network structures even if employee compensation were to increase. Kanter [73] points out that corporations have reason to proliferate management tiers since power and status within a multi-tiered system are a few of the non-financial perquisites of success. Flattening structure reduces incentives by cutting chances for promotion and it clashes with employee expectations of status as a reward for performance. Greater responsibility, increased demand for skills, and lower opportunity for advancement tend to raise worker demands for income [6] . Trust corresponds to predictability of expectations and reasonable confidence in a partner's goodwill while risk corresponds to its use in the network organization as economy. Combining these concepts leads to a prediction of the governance structures 20 in Figure 5 .
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Theories of power help to explain network organizational behaviors on the basis of using networks to effect control [14, 43, 140] . Power may be considered as a measure of dependence in relationships [94] where one agent's dependence shows another's control over resources that are in demand or that have a high motivational effect. Power may also be an index of an agent's ability to bring about desired results [110] . Increasing one's independence and others' dependence increases one's power. Decreasing one's motivational interest in outcomes --for example, by finding satisfactory alternatives --increases independence while securing control over resources increases others' dependence. Based on resources, small firms may have little political or market power unless they form networks [107] . In network organizations, power can also be measured by indices of "centrality" [43] . "Degree" counts the number of links to other agents and thus the number of alternative channels to potential resources. "Closeness" sums the shortest paths to others and measures efficiency of reach. "Betweenness" counts the instances of an agent interposing themselves or appearing along the only path between other agents so that their position allows them to mediate communications and access. Empirically, these measures appear to correlate with perceptions of influence and control in publishing [14] . They also accord well with levels of processor control as depicted in Figures 2.A-E as well as the index of control concentration described in that section. Gaining and maintaining control in various environments can be achieved by managing networks of ties [140] . Here, markets and hierarchies do not differ substantially from their transactions cost interpretations; efficiency is the central concern and social relations are largely "frictional matters." A recurrent contract is defined as a repeated exchange between parties with moderate transaction specificity, relatively short duration and few but non-zero terms left to future resolution. In recurrent contracts, parties can experiment with safeguards as the relationship evolves. A relational contract is one with long term investment and repeated bargaining over output and property rights transfers where assets are highly specific and trading is subject to substantial future hazard [117] . Relational contracts specify mechanisms for dispute resolution rather than damage compensation. They are designed to promote equity and efficiency in a stable and enduring relationship.
Trust is essential to sustaining networks because it permits partners to choose high risk and reward actions; confidence in a partner's trustworthiness reduces risk. Trust depends on shared and inviolable goals, culture, responsibility, and vision [100, 117] . Loyalty, a key benefit of trust, implies that the relationship per se is valued, that the relationship counts as a decision factor, and that partners will invest considerable effort in maintaining it. Trust and commitment afford the added benefit of "functional
D. Trust & Loyalty
An organizational behavior perspective also holds that trust as well as economic risk determine governance structures [112, 121] . Based on loyalty, network organizations routinely violate the assumption that price is the primary factor in purchasing decisions, preferring instead to favor suppliers with whom they have established relations [13] . With trust, new 20 conflict;" given expectations of an enduring relationship, partners raise disagreements with the intention of innovating a mutually beneficial or win/win solution. This creates a mechanism for change and for finding new sources of value. Without trust, conflict is dysfunctional, often leading to network dissolution [100] .
alternate pathway. In most large or practical networks, bridges will consist predominantly of weak ties [49] . For network analysis, there are at least three significant implications. First, agents with many weak ties (liaisons) may be the best positioned agents for diffusing innovations because they are likely to act as bridges. Second, blocks of agents with many tight ties and few weak ties are more likely to hold encapsulated or autochthonous information since their information flows circulate mostly within the group. Third, although fellow agents within a block of strong ties may be more forthcoming with information, agents at the end of weak ties may have more useful, less redundant information. These properties are not governed by the weakness of the ties but rather the structural holes between blocks that only weak ties are likely to bridge [19] . Information travels with higher velocity within blocks of strong ties than it between blocks bridged by weak ties.
E. Roles & Ties
While the concept of network organization presupposes that members are linked or tied together, the precise nature of ties and their influence on network structure are rarely specified in nonsociological models. If ties vary in strength and can also influence the formation of other ties, they can affect patterns of information flow [19, 49, 141] . Let tie strength be a function of importance, frequency of contact, or (in the case of individuals) emotional intensity. Then the presence of a strong tie from agent A to B and from B to C may justify assuming the presence of at least a weak tie from A to C [49] . Based on independent probabilities, if A spends half her time with B, and B spends half her time with C, then A spends one quarter of her time with C together with B. Any affinity relationship or positive correlation boosts this probability.
A theory of ties also forms the basis for more considered social network analysis including precise definitions of such concepts as role, position, and boundary which can be used in defining network organizations. In addition to strength, ties may vary according to agent attributes or formal differentiation including, for example, geography, influence, and status [10, 141] . Agent clusters within a population of N agents can be represented as a blockmodel, a set of N x N matrices each of a given type of tie in which rows and columns have been permuted to bring structurally equivalent agents close together [123, 141] . Deterministic algorithms and statistical tools If a "bridge" is defined as the sole pathway between agents or groups of agents, then these assumptions imply that strong ties can not serve as bridges between any agents having other strong ties. The reason is that any strong tie other than the bridge tie implies the existence of another tie and thus an exist for partitioning agents into blocks as suggested by the hypothetical example of ties in a community of researchers 21 appearing in Figure 6. dependency (e.g., assistance) or an opinion leader (e.g., influence).
F. Organizational Learning
The row of images across the top depicts coarser interpretations of blocks and zeroblocks. Thresholded blocks are rectangular submatrices reporting on the presence of densely knit ties of homogeneous type. Zeroblocks report on the absence of ties. Blockmodels have the property of easily representing levels of granularity with more aggregate images. One possible interpretation of these data is that Block 2 is a dominant block, competing with and influencing other blocks without necessarily being influenced by members of any other single block. A possibly dysfunctional Block 5 exhibits ties in which members influence one another but do not provide each other with assistance.
Blocks 1 and 3 collaborate, as do Blocks 3 and 4. Typical patterns emerging from blockmodels include those in Figure 7 .
The importance of information assets to network organizations [33, 71, 112] raises important questions about managing information resources. Theories of organizational learning provide a framework by breaking information management into acquisition, distribution, interpretation and memory [68] . The first two describe the processes of obtaining and sharing information respectively.
Sharing is important not only for completeness of access but also for generating new information. Interpretation is the process by which shared information acquires meaning and becomes translated into shared maps, frames, or schema. Organizational memory describes the storage of information for ready access and future use.
More learning may then be said to occur when information is shared more broadly, when more numerous and varied interpretations are developed, when different organizational members comprehend each other's interpretations --even if their own interpretations differ, and when latent information is recognized as potentially useful and stored. More learning more does not necessarily imply a larger organizational action set, however, since this can add constraints to behavior as well as new options. In monitoring itself, an organization can also engage in single-loop learning by successively comparing itself to its governing policies and adjusting for mismatches, or it can engage in double-loop learning by examining and changing its governing values [7] .
Reflexive Ties
Symmetric Ties
Jointly Held Perception
Deference Hierarchy A role may now be defined as a pair of vectors from a blockmodel, i.e. the array of ties from one agent to others (a row) and the array of ties from others to the agent (a column).
Positions are blocks or submatrices into which populations are partitioned by given types of tie. These definitions accord well with a general interpretation of role as a collectively held expectation defining appropriate behavior and position as a location in a set of social relations [141] . For network organizations, boundaries appear as the edges of various blocks with different types of tie illustrating potentially ragged edges. Integration may therefore depend on the type of tie used to conceive a boundary. In Figure 6 above, blocks 1, 3, and 4 might form a network organization but to be consistent with earlier definitions, they require that networked blocks at least share purpose and control. Based on Figure 7 , a blockmodel represents these as separate blocks with symmetric and reflexive images for these two types of tie. If additional matrix images demonstrated commonality of purpose and mutual control over resources, they would distinguish a network organization from, for example, a funding
The flexibility of network organization in adding and discharging members creates several organizational learning problems. One is the problem of diffusing existing information and interpretation to joining members. Another is the problem of maintaining organizational history and experience in-house when members leave [71] .
In highly unstable environments, members may welcome newly shared information but may have little incentive to relinquish their private sources of value. Yet, in fastchanging and competitive environments, organizations may have few alternatives to finding and sharing with partners. Vicarious learning and mimicry can mean entering an occupied niche while learning through experience can mean waiting longer than the opportunity lasts [68] . Rather, organizations can network or increase their store of knowledge by grafting on experts. As the need for and rate of knowledge assimilation increases, grafting becomes an attractive means of organizational learning [33, 68] . It can be both "faster than acquisition through experience and more complete than acquisition 21 Loosely based on an example appearing in [141] . • More open to second guessing than status.
NETWORK ORGANIZATIONS AS SOCIETIES
• Theories of power. • Shared information can be costly in political battles.
• Theories of organizational learning.
[67, 68, 135]
Identities, Groups & Boundaries
• Recognizes existence of motives other than price-seeking.
• Hard to characterize. • Motives often contingent.
• Identity and control theories. • Encapsulated blocks may not share information.
• Ties require significant maintenance activity, need to choose which to maintain.
• Theories of ties / innovation. Table 5 --The social view of network organizations highlights issues such as trust, social structure, power, roles, and ties which can influence human behaviors. Note references may relate to theory or network organization attributes and may appear in multiple frameworks.
through imitation." [68, p. 97] . There is fairly strong evidence, for example, that biotechnology firms learn by networking [113] . Sociological theories on organizational learning thus offer a fourth possible explanation for the emergence of network organization in addition to the two and the one offered under the computer and the economy metaphors respectively. Volatile environments increase the value of learning by grafting.
among units as the focus of attention for any unit narrows due to increased complexity of its tasks. This in turn requires a higher degree of collaborative integration as outputs and process must still be linked [79] .
Whether organizations can survive to achieve an appropriate goodness of fit is the subject of population ecology. Analogous to organizational Darwinian selection, population ecology holds that "if one adopts an evolutionary epistemology, then over time one expects that entities develop a more exquisite fit with their ecological niches" [136 p. 20] . Structural inertia constrains managerial choice, preventing organizations from adapting and surviving in all contexts.
Resource constraints, poor information, political realities, culture, funds, and contracts limit executives' abilities to force change and evolve their organizations [57] . An organizational failure perspective, for example, suggests that rigid wage structures may prevent large hierarchical firms from paying entrepreneurs the value of their contribution while also causing them to overpay for basic support, a final argument favoring network organizations over hierarchies. As noted by Baker, Piore, Sabel, and others, network organizations seem particularly well suited to continuous adaptation since they are more adept at defeating inertia and reorganizing their internal structures.
G. Environments
Network organizations must function within and respond to their environments. The principle of requisite variety, from general systems theory, contends that an organization's internal regulatory mechanisms must be as diverse as the environmental complexity with which it must contend [99, 126] . A mismatch between internal and external complexity is problematic in either case.
Excess internal complexity unnecessarily raises costs. On the other hand, insufficient internal complexity leads the organization to process dissimilar cases in a similar manner. Given the long-standing assertion that the pace of change is quickening [81] , the ability of networks to reconfigure themselves may be interpreted as a response to the principle of requisite variety. In contrast, hierarchies have stronger but fewer ties. They can sometimes respond more quickly but lack the requisite variety to respond appropriately. Network flexibility is captured in another of Sabel's elegantly succinct phrasings: the "meta-corporation" is an organization which is "designed to be redesigned." Similarly, "the network form is designed to handle tasks and environment that demand flexibility and adaptability" [10 p. 397] . And again, "it has become increasingly clear that the organizational form associated with flexible specialization is the network, although we have not always used that term" [111 p . 431].
In Table 5 , a summary of the network organization as society shows key structural elements to concern trust, social norms, identities, groups, roles, ranks, and ties among others. Processes can include, for example, how agents gather and share information, how they act within and reinforce social structure, and how they adapt to changed environments. The major element of purpose is to direct collective action toward common goals.
It is not necessarily sufficient, however, to maintain a high degree of complexity in a complex environment; the parts must also match. Given a contingency theory view, there is no one best organizational form and firms must map structural elements of the organization, for example technology, culture, strategy, and management style, to structural variables of the environment. Contingency theory seeks to "understand and explain how organizations function under different conditions" [79 p. 186 ]. Different market conditions require different kinds of organizations along the dimensions of differentiation and integration. The more specialized or differentiated is an operation or cognitive orientation (e.g. research versus production outlook), the more embedded or integrated into supporting structure it must become. In particular, businesses functioning in turbulent environments require a higher degree of differentiation
VI. CONTRASTS AND COMMON THEMES
Each discipline contributes a unique perspective to its analysis of network forms yet common themes also emerge. Differences center on fundamental assumptions made within each metaphor. In the computer metaphor, for example, agents tend to lack self-interest and guile, while in the economic metaphor agents show little or no awareness of the appropriateness of their actions in social situations.
The benefit of a computer metaphor is its precision. Although computer models may make simplifying assumptions, the process of building them makes their propositions, tools, and definitions unusually concrete.
They typically create unambiguous constructs, for example, variable encapsulation as a measure of modularity, and amount of information as a measure of complexity. They also clearly articulate tradeoffs: Adding processors increases throughput at the cost of additional coordination. Broadening skill sets, i.e., generalization, tends to increase workload as more task types match the expanded sets. Centralization reduces total processor costs but risks greater vulnerability. Modularity improves resilience and coping ability but makes global change more difficult.
constantly engage in attempts at control, the social construction of boundaries, and at the same time in integration mechanisms to penetrate these boundaries. They are open systems that respond to environmental flux and exhibit multiple levels of granularity. Members can exhibit in-group bias reflecting both homogeneity preferences and conservation of effort, and differences in tie strength can alter the movement of information throughout the network. Ineffable constructs such as power, status, role, identity, and group affiliation are difficult to quantify in either economic or computational terminology. Sociological explanations differ from those in computer science and economics, and studies tend to remain close to empirical particulars, often eschewing abstract reasoning away from data 22 . This metaphor highlights social aspects of people's actions in organizational settings where the focus is not optimality or efficiency but understanding.
The computer metaphor, however, implicitly assumes that structure follows from strategy --that organizational architecture is a matter of strategic choice. The danger of this assumption lies in treating the firm as a mechanistic entity that responds in predictable ways.
"Organizational determinism" presupposes that organizations are sufficiently plastic to allow organizational architects to reshape them almost at will. Yet, culture and social structure can limit the effects of change and this view underestimates the ability of territorial interests to subvert the strategist's best laid plans [92] .
While the level of interpretation, understanding, and explanation are greatly improved, results from applying sociological tools are highly contingent. They impart fewer prescriptive answers.
Social structures in one organization may be quite different from social structures in others. Organizational configurations are not necessarily predicted to outperform alternatives across contexts. Consensus management, for example, may benefit an organization by encouraging ideas and participation in times of growth but may hinder requisite changes in times of retrenchment. Observations stemming from the society metaphor frequently do not permit evaluation along efficiency criteria such as speed, accuracy, or allocation of risk. The value of this metaphor, as with any of the three frameworks, is therefore likely to increase when used in conjunction with a complementary perspective.
The benefit of an economy metaphor is that network organizations can be explored in light of rational selfinterest, general welfare properties, and incentives. It makes original contributions, for example, in its prescriptions for product customization, efficient mechanism design, and tradeoffs between private and public good. In many cases, the economy metaphor also permits the use of strong optimality and stability criteria to show, for example, why information asymmetry leads to inefficiency and why partners might not defect from cooperation under repeated interaction.
One network attribute which the economy metaphor inaccurately characterizes is informal pliable boundaries. "Firms are normally regarded as complete entities" [70 p. 32] , associating edges with asset ownership. Defining boundaries becomes particularly troublesome when firms are viewed as open systems with imperfect group membership and ties that are weak as well as strong. As with the computer metaphor, this framework also suffers from organizational determinism.
Its assumptions regarding mechanism design do not permit culture or context to thwart implementation. Social settings consist of myriad unarticulated rules that can both promote and proscribe actions in ways that bear little relation to price-seeking behavior. Despite these differences, similarities in themes recur across metaphors, which suggest foundation principles for motivating network organizations. Bridging the attributes proposed in the introduction, five principal themes cover: the need to balance stability against flexibility, the need to balance specialization against generalization, the need to balance centralization against decentralization, synergy of complementary practices, and the supporting role of newer information technologies.
A. Flexibility Balances Stability
There is usually a tradeoff between stability and flexibility.
Stability, established practice, and
Network organizations as societies are burdened with identity maintenance activity, relationship building, power seeking, and political influence activity. In economic terms, a capacity for marginal substitution helps measure organizational flexibility. This is the ease with which companies can swap one internal operation or input for another [103] . Figure  8 shows graphically 24 how substitution might occur. Market demand XY initially makes both production techniques α and β efficient but a shift to demand X'Y' leaves only technique α efficient.
In volatile environments, flexibility benefits organizations by reducing opportunity costs and vulnerability and by promoting adaptation [90, 103] . On the other hand, if there were no new problems to solve and economic and social conditions were to remain unwaveringly static, there would be no reason for structural change, no need to handle exceptions, no impetus for adaptation, no cause for altering worker roles, and no concern for exacting ever greater efficiency from established practice. Stability concerns would dominate. Since α permits greater leeway to substitute input Y for input X, a company using α will shift production to levels meeting demand X"Y" since X'Y' is not on its efficient frontier. In economic terms, the principal tools used to measure flexibility are marginal substitutability and environmental uncertainty or risk. Networks permit greater substitution through modifying their links to resources. Flexibility reduces risk, on the cost side by improving liquidity and asset reallocation, and on the revenue side by promoting product customization.
In computing terms, network structures enhance flexibility by facilitating resource substitution, improving adaptation, and relaxing operating constraints. Modular design, loose coupling, and parallelism, permit local adaptation which does not disrupt global activity. Large scale adaptation is also possible by completely replacing one or more modules and restructuring lateral linkages [24, 44, 126, 137] . Virtual resources relax binding resource constraints by providing on-demand access [20, 28] . Even if virtual resources are sluggish or unresponsive, they may be very cost effective relative to outright acquisition or development. Extending the computer metaphor, rigid hierarchy and flexible networks parallel hardware and software respectively; each performs similar functions but has advantages in different contexts; "hardware and software are logically equivalent. ... The decision to put certain functions in hardware and others in software is made on the basis of such factors as cost, speed, ... reliability, and frequency of expected changes [130 p. 10 ]" 23 From a decision throughput perspective, organizational flexibility concerns tools for managing modularity and coupling, task interdependence, task diversity, as well as cost, speed, reliability, and frequency of expected changes.
At least three principles address flexibility issues in social systems. The first is the principle of requisite variety from general systems theory in which internal structures must exhibit sufficient variety to cope with structures in the environment [99, 126] . Population ecology also supports this first point, arguing that organizations must fit their environmental niches but their inertia must not prevent them from adapting [57] . The second principle is that flexibility requires trust between network partners [100, 112, 117] . Environmental uncertainty leaves organizations exposed to opportunistic behavior from their partners. They need to trust that disputes will be resolved fairly and efficiently, ensuring more operating latitude and thus flexibility. Several articles note that higher levels of trust distinguish networks from markets and hierarchies. People vary in their risk tolerance and their affinities so that strong friendship ties can increase their willingness to change [78] . Depending on the organization, constant change may leave members alienated and fearful of their continuing roles within the group. A third point is that the ability to effectively cope with uncertainty increases one's power within an organization [110] . Tools to consider from organizational literature include commitment and trust theories, theories of power, general systems theory, and population ecology. asset specificity and hold-up are addressed in transaction cost economics. Principal-agency, game theory, and the rule of comparative advantage can also apply.
From an organizational theory perspective, specializing concerns tradeoffs among communication, skills, adaptability and authority. Specialization permits a more focused language, as in the case of accounting terminology, which improves in-group communication at the expense of out-group clarity. Deeply specialized roles may also drive authority relationships by creating fiefdoms of expertise, unassailable by and inaccessible to others without comparable skills [140] .
Generalized knowledge and multi-skilling tend to minimize these fiefdoms enhancing pluralism and consensus management. But generalization tends to reduce accountability. This may accompany loss of control at the top and unclear task responsibility when multiple people are candidates for task completion [37] . It also muddies roles when people move from superior to subordinate and back across projects. Generalists can reduce costs by reducing team size and cutting high fees to specialists and outside consultants [10] . Moreover, generalists integrate an organization through larger connecting networks. But, specialization permits a narrower focus and with it the development of greater proficiency at a given task. By specializing, individual processes such as labor become more embedded in a support network of ancillary processes which co-specialize. Specialization therefore creates dependency and efficiency, while generalization creates independence and flexibility [111] . It also strengthens in-group ties at the expense of out-group ties.
At the environmental level, network organizations need capabilities that are general enough to be optimal over multiple configurations [57] . Supporting analytical tools include general systems theory, contingency theory, and population ecology.
B. Generalization Balances Specialization
Network literature shows a widespread concern for the tradeoffs between specialization and generalization [1, 10, 33, 37, 79, 111, 121] .
Specialization offers deeper knowledge and focused expertise, economies of scale, and cost efficiency for tailored units.
Generalization offers broader knowledge and cross-functional expertise, economies of scope, and efficiency of greater resource utilization. As in the case of "flexible specialization," much effort has been invested in trying to capture the best of both.
Coordinated problem solvers who optimize decision throughput must balance higher cost specialized resources, higher throughput rates, and lower utilization against greater numbers of lower cost generic resources, lower throughput rates and higher utilization rates.
In an organizational decision process, the choice of an appropriate number of processors or managers cannot be made independent of the decision to off-load exception events to specialized co-processors. In a hierarchy, exception events travel vertically to a vested decision authority (a specialized adaptation) but a network may handle them locally (a generalized adaptation). As a rule, highly variable decision inputs render specialized processors unattractive due to overhead in processing exceptions. Increasing the general capabilities of any autonomous agent, however, tends to increase the complexity of the agent [126] . In networks, generalization can be effected by increasing the lateral linkages, i.e. the computational processing power of the system. These issues benefit from an analysis using queuing theory, complexity theory, and principles of modularity and distributed processing.
C. Decentralization Balances Centralization
Whether to concentrate resources and control or to distribute them has drawn considerable attention from network literature [4, 6, 10, 73, 90, 92, 98, 103, 114, 116, 119, 122, 126] .
In an information processing context this is similar to serial versus parallel design. To the extent that tasks may be decoupled, they will run to completion more quickly if executed in parallel than in series. Parallelism offers potential increases in speed, potential use of greater numbers of less expensive processors, and potential flexibility as processors can be collectively reallocated. Built-in redundancy also simplifies fault recovery.
Parallelism, or equivalently decentralization, however, introduces rapidly growing coordination and communication costs. A serial From an economic perspective, firms may specialize by developing core competencies and trading for skills and resources that other firms own in greater abundance or produce with greater skill [70] . Firms may protect themselves against hold-up costs arising from specialization by owning the production chain from mine to market but they sacrifice flexibility. Ownership tends to trade lower fixed and higher variable costs for higher fixed and lower variable costs. Potential owners must then determine the expected length of production runs over which they can amortize their high fixed costs. Problems of process may be preferred if tasks do not decouple easily, if coordination costs of managing interdependency are too high, or if processors are too expensive. A computer processing metaphor for the firm might consider tools for task decomposition, coordination theory to manage interdependencies, synchronous and asynchronous communication protocols, and parallel versus serial design and computation.
theories, and theories on the collocation of information and decision authority.
Organizational learning theories suggest that there are hidden costs to decentralization. With decentralization comes a learning penalty and the chance to avoid mistakes of the past [71] .
Particularly when knowledge and know-how become the key trading stock, organizations risk losing a wealth of information as partnerships shift. Network firms must therefore gear their internal systems for rapid information collection and transfer to some common location, in order to keep information assets within the network [28, 71] .
Decentralizing the firm in economic terms largely concerns scale, ownership, decision authority, and transaction costs. Resource decentralization can improve service quality for local agents but it costs in terms of redundancy, coordination, and missed economies of scale [54] . Decentralizing ownership in a principal-agent model also implies that the principal or owner sells the firm or project to the agent. This transaction gives the agent full claim to all residual profits; ownership improves his/her incentives and is likely to be preferred when there is high information asymmetry favoring the agent and low monitoring or enforcement potential. If projects require agents with great skill, agents' intangible assets cannot be purchased, i.e. vertically integrated; their outside opportunities and hence reservation wages are high, and effort monitoring is likely to be low. If the benefits of combining complementary assets and indispensable agents outweigh the increased governance costs of joint control, decentralized ownership creates more value.
Ironically, and in contrast to the principle that environmental changes require flexibility, organizational theories of power predict that harsh environments, such as those undergoing rapid change, lead to centralized control: "... at the very time the organization faces a crisis which may have resulted from inattention to the demands of the environment or from failures of policy, psychological dynamics are set in motion which reduce contact with the external environment, place a premium on loyalty and commitment to already chosen policies, and define as treasonous any kind of deviation from the adopted line" [110 p. 325] . Studies have found that in times of crisis or increased competition, procedures become more formalized, decisions are specified more in advance and are more likely to be written [110] . A shortened time horizon increases task filtration, reduces coordination, and shifts control towards formal patterns of vertical control and leader directed activity [124] . Crisis induced by rapid change fosters a siege mentality, promoting hardened positions and polarized beliefs along existing lines of authority. Theories of power present a remarkable psychological insight in that even self-induced hardship can be used by persons in power to justify coopting resources from competing projects under the theory that their plans were sound, they just need more resources. Network organizations decentralize control incurring a cost of increased political activity [37, 120] consistent with theories of power [110] .
Using property rights theory, it can be shown that decentralized information ownership should accompany decentralized incentives [4, 16] . Also, if the necessary information is local or decentralized, then decision authority should be decentralized [63] . Centralizing decision authority is preferred when it is easier to move local information to a central office than to distribute decision rights to local offices [95] . If knowledge of local conditions is skill based or fast changing, then difficulty transferring it favors decentralization. A self-interest model of autonomous agents, however, requires that incentives be distributed along with decision rights so that agents consider the interests of the group in addition to their private welfare. Incentives, however, can sometimes reduce total output since reward systems do not always provide each agent with his or her marginal productivity. Costs other than labor must also be recovered.
As networks decentralize control, however, they encourage greater participation.
Political and empowerment models show that employees generally appreciate greater autonomy, information, and resource control [73, 110] and they are more satisfied when participating in decisions [80] . Decentralization, however, may increase workload and stress due to excessive coordination costs. Too much task overlap unnecessarily increases workload, confusion, and competition for resources while too little leaves no margin for error. Partial overlap appears to achieve the best tradeoff between Lastly, if a market's transactions costs are too high relative to a firm's production costs, activities will be vertically integrated or centralized. If the reverse is true, activities will be decentralized. Economic models of decentralization thus involve transaction cost economics, principal-agency, property rights performance and workload [124] . A sociological perspective therefore highlights non-economic benefits of decentralization which extend to loyalty, satisfaction, power, and stress.
aspects of computation, of parallelism, and of modular design address this issue [45, 64, 77, 82, 102, 125] . In economic settings, cooperative gains typically imply joint profit or surplus. Increasing returns may take several forms including economies of scale, economies of scope, strategic complements [70] , and network externalities [40, 138] . The purpose of cooperation is largely to create and, if possible, capture these gains. From a sociological perspective, coming together under a goal directed activity involves the creation of identity, norms, and processes for inter-agent association and control incorporating whatever congenital organizational processes and resources agents bring with them. An organization, as distinct from a simple aggregation, collection, or "bag of beans" [139] requires a common law, language, and manner of thinking. It creates an identity and a social structure in which actions reinforce certain norms and norms reinforce certain actions. Group theories, structuration theories, and theories of identity and control address these issues .
D. In Search of Synergy & Synthesis
Creating synergy is an essential feature of cooperation [1, 18, 28, 45, 58, 70, 72, 77, 85, 96, 112, 118, 138] .
Organizations attempt to find the right combination of behaviors which, if successful, will generate increasing returns.
"The first major component of post-industrial strategy is to seek that combination of businesses, array of internal services, and the structure for organizing them that promotes synergies --a whole that multiplies the value of its parts" [73 p. 7].
Among cooperative problem solvers, distributing portions of complex tasks allows the group to solve larger and more complex problems in less time than might be possible for individuals [45, 125] . Single agents face bounded rationality and finite resource constraints that are relaxed through cooperation. The field of distributed artificial intelligence and many Although organizational design might be simpler if it were possible to aggregate eclectic "best practices" across multiple disciplines, organizations cannot blindly mix practices without concern for complements among them [18, 69, 96, 105] . Creating a self-reinforcing organization can depend not only on which practices are adopted but also on the order in which they are adopted since this can put organizations on different forward trajectories [23, 92] . Structures that appear sound in isolation may be unsound if they are taken out of context or if they oppose one another. Vertical hierarchy, for example, minimizes transaction costs [143] but it discourages the reintegration of conception and execution, even if this improves flexibility [111, 121] . The two forces oppose one another but both can add value.
[28, 34, 46, 88, 109, 112, 128] , indeed a number of authors have written of the IT-enabled network organization [6, 55, 71, 105, 120 ]. More of a phenomenon than a set of principles, IT relates to several of the attributes in the three metaphor framework. The arrival of information technology has affected network organizations, for example, in computing terms by rerouting communications, in economic terms by reducing information asymmetry, and in sociological terms by changing roles and ranks of members.
Under a computational metaphor, IT has established more rapid point-to-point communications with more numerous channels and significant reductions in information delay [6, 109, 120] . More channels contribute to the likelihood that more nodes contribute data. Thus it contributes to information overload at specific bottlenecks as it also enhances distributed sensing. Then as more agents contribute data, and computation aids processing, improvements in accuracy, retention, and timeliness can lead to better decisions [67] , more coordinated problem solving [21, 85] and greater handling of complexity [5] .
Given the importance of identifying complementary organizational design variables, it is helpful to judge particular architectures for their stability, coherence, and synergy. A tool adapted from product design [62] shows graphically how design variables might complement or interfere with one another [18] . For example, within a hierarchy, vertical integration, functional work groups, narrow job descriptions, and centralization of key decisions can be mutually reinforcing.
Analogous network organization practices include decentralized decisions, project teams, broader job descriptions, and trust which are also mutually reinforcing. Network and hierarchical practices, however, typically compete. Adopting any single network practice in conjunction with a dominant cluster of hierarchical practices may lead to friction and possible rejection of the adopted practice. Interactions drawn from the design variables in Table  1 appear in Figure 9 .
In order for the output of autonomous agents to cohere, however, they must integrate their various activities. An IT backbone provides the means for data sharing and integration [120] . Group decision support systems further enhance coherence [27] while individual decision support and relational databases reduce managerial reliance on subordinates [6, 67] . IT's ability to rapidly add and detach system nodes also facilitates the virtual organization [71, 83] . Plus signs indicate synergy or complementary practices and minus signs indicate interference or competing practices. A matrix of densely reinforcing practices is coherent and stable while one of densely interfering practices is inconsistent or unstable [18] . The matrix helps emphasize the importance of synergy in the collective set of processes adopted by a network organization. Reflecting the stability versus flexibility tradeoff, it also graphically illustrates how flexible structures must nevertheless be stable in terms of coherence and consistency.
The economic effects of IT are equally profound. Ubiquitous connectivity allows the best firms to locate one another in global markets and to form elite partnerships [3] . The versatility of information technology also affords organizations the option of mass customization [71] , helping firms create and capture consumer value. A resource view of IT suggests that it can be used to gather and capture information providing a distinctive and inimitable advantage [71, 108] . IT also reduces vertical integration by lowering coordination costs, digesting complex market information, and enabling just-intime delivery systems that also lower inventory buffers [90] . By promulgating standard market interfaces between firms, IT can also reduce asset specificity and opportunism risk further lowering the costs of ownership from a transaction cost perspective [22] . On balance, there is evidence of a "move to the middle" implying that firms have outsourced more value to markets due to IT [17, 22] but that they use fewer suppliers. Competition to improve quality has required relationship specific investments which are This bears directly on the process of adopting network organizational forms.
Change management is difficult and business process reengineering (BPR) efforts tend to have extremely high failure rates [12, 55] . If BPR endeavors to move organizations from hierarchies to networks, an inattentiveness to complements might explain this difficulty.
E. Supporting Role of Information and Information Technology
Emerging information technology (IT) has played a major role in network organizational development important from an incomplete contracts perspective [11] . To motivate their ex ante investments in quality, suppliers need to capture a share of the ex post surplus which they can only do if they are not competing in large numbers with other suppliers for dividing gains. Thus IT would seem to have affected the market structure in favor of networked structured firms.
communication [25, 26, 42] .
IT also permits workers to perform new tasks, reducing the skill requirements for integrated work [55, 59] .
With decentralization and the removal of status distinctions, expertise becomes increasingly important as a source of power in network organizations. Power and influence might no longer derive from rank but from convincing others to accept a particular interpretation of the data [73] . As expertise becomes critical resources then flow not to hierarchical posts but to obvious centers of competence [67] . Whether network members actually gain or lose power can also be affected by design. Evidence suggests that existing power centers may discourage the adoption of IT systems that reduce their authority and, ceteris paribus, new IT systems tend to reinforce preexisting cultural norms and control structures [8, 24, 91, 110] . IT makes the enforcement of rules both easier and less necessary due to the immediacy of feedback [24, 110] .
Through monitoring, IT can reduce information asymmetry and it allows managers to minister to low levels of detail. One advantage is that this can improve performance based compensation [6, 71] and alleviate problems dividing team surplus by measuring contribution.
But, highlighting the desirability of working with multiple frameworks, IT can also lead to unattractive levels of surveillance and loss of personal control [71, 144] . In principalagency problems, perfect monitoring leads to more efficient, often "first-best" solutions, the standard by which other economic alternatives are judged. If actions are entirely predetermined, automation through IT may offer the best solution. If, however, actions require difficult well-informed choices or specialized expertise, strict compliance monitoring of network partners in a principal-agency sense may be counterproductive since the effort applying knowledge is not open to inspection and partners may resent the intrusion.
IT can broadly distribute information, supplanting revelation on a need-to-know basis, and it can promote organizational learning by rapidly diffusing ideas [42, 67, 129] . Increased sharing might form the basis of better decisions and learning curve effects [22] ; it might also amplify knowledge generation by focusing additional sources of expertise on important issues [68, 71] within the network. Distribution, however, is only one element of organizational learning supported by IT. It can simplify the process of knowledge acquisition by tapping sources of competitive intelligence and by simplifying the process of network member grafting [21, 68] . Since the potential loss of network partners leads to a potential loss of learning, a technology based organizational memory may lessen the effect and greatly improve management of intellectual capital [21, 28, 33, 67, 68, 71] . IT provides a significant complement to network organizational structure and learning [6, 10, 28, 71, 83, 105, 120] .
Placing partners under an IT microscope limits freedom of action, changes power in the relationship, and robs them of dignity. Zuboff [144] has likened this to an information "panopticon," a type of penal system in which the slightest actions are observable, eliminating all autonomy, self-expression, and discretion. Agents are likely to resist attempts at control from outside their function [140] . In this case, a political or interactionist model is useful. Those suffering reduced autonomy due to IT will seek ways to subvert the system, for example, through sabotage, disuse, delay, use of alternative procedures, supplying inaccurate data, or sticking to the letter but disregarding the intent of a system [91] .
VII. CONCLUSIONS
As an alternative to external control, IT can help integrate the network organization [10] . It can commingle distinct internal structures through lateral communication just as it can intermingle network and external structure through tighter coupling [120] . Tighter cross-functional ties and stronger buyer / supplier relations can lead to the interpenetration of boundaries. Strong links can potentially flatten organizational hierarchy first by enabling a redistribution of resources, decision rights, power and control [6, 83, 120, 144] and second by attenuating status distinctions. Cues marking age, race, gender, and dress might not accompany non-verbal This article has surveyed the network organization literature to explain its multiple design variables using ideas from computer science, economics, and sociology. In particular, network organizations are defined by highly cospecialized assets, an integrative joint control, and common purpose. Network organizations tend to perform well under conditions which require both efficiency and flexibility. Much of the literature also emphasizes that information and know-how represent important network organization assets --an observation that supports the concept of network organization in several ways. Knowledge complements can be combined to create value, the inalienability of know-how implies that the experts themselves need to exercise control, and information links increase the ability to handle complexity. According to all three metaphors, synergy helps motivate agents to work together. Jointly pursuing group opportunities then requires agents to balance several needs: flexibility and stability, generalization and specialization, and decentralization and centralization.
These factors are also widely influenced by information technology.
Together, competition and change increase problem complexity by increasing the number of dynamic variables that managers must consider while more rapid change decreases acceptable response time [79, 126] . The need for haste and locally applied expertise justifies the movement of conception to points of execution [121] --separation can lead to miscommunication and delay. Since the ability to interpret equivocal circumstances is largely inalienable and human-specific [135] , know-how cannot be easily transferred to or centralized within a single decision maker as it is needed. Barring the ability to integrate conception and execution by centralization, conception and certain decision rights are decentralized to executors instead. Decentralized ownership, however, needs to follow decentralized decision rights to alleviate agency costs arising from information asymmetry and to align ex ante investment incentives [4, 16, 95] .
Completely decentralized ownership may be limited to the extent that two or more skills form the minimum complement necessary to seize an opportunity. If skills are strategic complements they may require indispensable experts to collaborate in order to realize project returns. Joint ownership of project returns can thus create co-dependency and co-dependency may require trust [100, 112, 117] . As change creates complexity it also creates risk. Intervening in the environment to control various exigencies can prove both ineffective and costly if partners forego their commitments. Without trust or concern for the welfare of one's partners, pursuing the highest risk and reward options over time becomes infeasible. Integrating these arguments is also consistent with the interpretation of network organizations as purposive integrated systems with cospecialized assets and joint control.
Each of the main metaphors for network organization also contributes a somewhat different perspective on network organization etiology. One interpretation suggests that information technology improves agents' information processing capabilities so that flatter structures can handle similar loads. A second alternative suggests that dramatic reductions in coordination costs makes coordinating activities through markets relatively cheaper and coordinating problem solvers relatively easier. A third, more economic, possibility is that increasing use of complementary intangible resources requires that indispensable agents retain ownership to induce efficient effort and investment. Collaboration dominates when collective gains exceed governance costs. From an organizational learning perspective, a fourth possibility is that organizations prefer to learn by grafting new members in volatile environments. Learning by doing is too slow; learning by following cedes the spoils of leading to the leader. A final interpretation, an organizational failures perspective, suggests that rigid bureaucratic structures, endemic in hierarchies, have difficulty changing policies and shifting resources that are optimal for one set of environmental conditions. Casting the network organization into three metaphorical frameworks has engaged analytical tools as diverse as queuing theory, complexity theory, property rights theory, and structuration theory, among others. Ideally, inter-disciplinary tools provide a more complete view of the attributes that describe, the contexts that favor, and the principles that govern network organizations. As understanding improves and environments continue to change, they might also represent points of departure for continuing study.
The variety of features characterizing network organization makes it unlikely that any single argument can explain all of its various forms. But if there is any one explanation which integrates all three perspectives it is this: change may cause agents to address rising complexity as cooperative problem solvers. Complementary knowledge sources are important to solving large scale integrative problems but agents are indispensable to their expertise --implying that agents may only gain by working in groups. To function as a group, they need to establish mutually agreeable goals, a coherent group identity, and norms for action and reciprocity that enable and disable group and non-group actions respectively.
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APPENDIX A --ILLUSTRATION OF A SOLUTION TO THE PUBLIC GOODS PROBLEM
appropriate value for winning the project and that this value be used in setting bonuses for others. In contrast, if V i + ∑ j≠i B j < 0, then an individual still has an incentive to honestly declare V i because the project is privately too costly. No one has an incentive to work harder than their reservation level of effort because there are no increasing returns to effort. Once the contract is won, each receives its total value net of equiproportional costs. Likewise, there is no incentive to underperform or "free ride" since reduced effort almost certainly eliminates the possibility of winning the contract and any bonus derived therefrom.
The following describes in mathematical terms the Groves-Clarke mechanism that appears to have emerged in the financial community. 25 Team members get to claim the full value of a project for his or her department if they win a contract and costs are shared equiproportionally among team mates. In addition, each person receives a bonus at the end of the year which may approach five to ten times base salary. Among other factors, these bonuses are distinguished by their decoupling from "seniority or formal hierarchical position" [37 p. 188] and by their heavy reliance on cross-evaluation surveys in which bankers rate one another. Projects are won or lost depending on total effort and successful bids may qualify a bank for future projects with the same client. Putting these data into variable form, the total value, V i , of a project to an individual is his reservation value for this and future projects, R i , net of his share, S, of costs, C, and his level of effort, E i . More concisely V i = R i -E i -SC It only makes sense to undertake a project if the sum of participants' values, net of costs, results in a surplus or ∑V i = ∑(R i -E i -SC) > 0. Although this sum is efficient for purposes of undertaking a project, the question is whether individuals have an incentive to freeload on the group, i.e. declare something less than V i , or to exaggerate, i.e. declare something greater than V i . The cross-evaluation forms and the multiple counting of project wins allow team members to credit one another with the value of their contribution at the time of bonus determination. Letting the bonus determination be B i , and assuming that projects are won if the sum of private values (net of effort, etc.) is sufficiently high, then the form of Groves-Clarke mechanism effectively used by investment banks appears to be: 
