Previous studies have revealed spatial and temporal characteristics of texture orientation modulation detection. This study examined spatiotemporal interactions. We measured threshold amplitudes for detecting orientation modulations in various waveforms. The orientation modulations were presented in a dynamic texture display in which the spatial arrangement and mean orientation of elements were randomly updated at a given frame duration (17-900 ms). The results of three experiments all indicated significant spatiotemporal interactions. As the frame duration was decreased, the detection sensitivity declined more steeply for the sinusoidal orientation modulations than for the square and missing-fundamental waveforms (Expt 1), declined more steeply for low spatial-frequency sinusoidal modulations than for high frequency ones (Expt 2), and declined more steeply for sparse textures than for dense textures (Expt 3). These results indicate that the visual system loses its sensitivity more profoundly for long-range orientation modulations than for short-range modulations as the rate of orientation change increases, suggesting that the mechanism for detecting orientation modulation reduces its effective spatial range for rapid input changes.
Introduction
Human observers can effortlessly segregate a texture region in which the orientation of elements is significantly different from those in the surrounding region (Beck, 1966; Julesz, 1965; Nothdurft, 1985) . This orientation-based texture segregation is considered to be subserved by early visual mechanisms that detect spatial differences in the orientation information (Landy & Bergen, 1991; Malik & Perona, 1990; Nothdurft, 1985; Rubenstein & Sagi, 1990 ). Many models of texture segregation proposed so far assume that the orientation difference in the texture is detected via two processing stages (Landy & Bergen, 1991; Malik & Perona, 1990; Rubenstein & Sagi, 1990 , 1993 Wilson, 1993) . One is a first-order process that encodes the orientation of luminance modulation of local texture elements, and the other is a second-order process, the core mechanism of orientation-based texture segregation, that compares the outputs of the first-order process across adjacent areas. This two-stage framework is supported by various psychophysical data (Kingdom, Keeble, & Moulden, 1995; Kingdom & Keeble, 1996; Landy & Bergen, 1991; Prins & Kingdom, 2002; Rubenstein & Sagi, 1990 , 1993 .
To reveal the basic spatiotemporal characteristics of the second-order process, some recent studies have examined how spatial or temporal frequency influences the detection of texture orientation modulations, and analyzed the data in terms of the linear-system theory that had been successfully employed to reveal the spatiotemporal characteristics of luminance modulation detection (Campbell & Robson, 1968; Kelly, 1979; Robson, 1966; Wilson & Bergen, 1979; De Valois & De Valois, 1990 ). Kingdom and colleagues (Kingdom et al., 1995; Kingdom & Keeble, 1996) measured sensitivities to detect ÔgratingsÕ defined by orientation modulations at various spatial frequencies, and found that the visual system is most sensitive to orientation modulation at very low spatial frequencies. Motoyoshi and Nishida (2001a) , on the other hand, measured sensitivities to detect orientation differences in a dynamic texture display, and found that the temporal resolution of the second-order process was the same as or higher than that of the first-order process.
These results jointly indicate that the second-order process for texture segregation compares orientation information over a wide spatial range with a high temporal resolution, suggesting a functional architecture of the two-stage texture segregation mechanism as shown in Fig. 1 . (By ÔfunctionalÕ, we mean this architecture does not have to be neurally implemented as shown.) The first-order process detects local oriented elements with a particular orientation tuning and temporal response, followed by a non-linear operation such as fullwave rectification. Then the second-order process compares the first-order outputs across space. Comparison of the first-order signals pooled over a wide spatial area gives rise to a high sensitivity to low spatial-frequency orientation modulations (Kingdom et al., 1995; Kingdom & Keeble, 1996) . High temporal accuracy of the signal comparison process gives rise to a good temporal resolution of texture segregation (Motoyoshi & Nishida, 2001a) .
In the previous studies, the spatial-frequency characteristics was analyzed only for ÔstaticÕ texture patterns (Kingdom et al., 1995; Kingdom & Keeble, 1996) , or analyzed the temporal-frequency characteristics only for Ôstep-shapedÕ orientation modulations (Motoyoshi & Nishida, 2001a,b) , without taking into account potential spatiotemporal interactions. It is well recognized, however, that there is an interaction between the effects of spatial frequency and those of temporal frequency at least in the case of luminance modulation detection. The visual system becomes more sensitive to lower spatial frequencies as the temporal frequency increases (Kelly, 1979; Robson, 1966) . Likewise, there may be a spatiotemporal interaction also for orientation modulation detection, and if there is, the form of interaction would give a further insight into the mechanism of the secondorder process.
The aims of the present study are to obtain full spatiotemporal tunings of texture segregation and to examine the interaction between the effects of spatial and temporal parameters. We measured sensitivities to detect orientation modulations in various spatial waveforms presented in a dynamic texture display (Fig. 2) . In an investigation of the temporal resolution of orientation-based texture segregation, Motoyoshi and Nishida (2001a) employed a dynamic texture in which texture Fig. 1 . A functional architecture of the two-stage mechanism for orientation-based texture segregation. The first-order process consists of a bank of spatial filters (only one pair of filters is shown here) that detect particular local orientations. The orientation tuning and the temporal response function of the filter are shown in the two boxes, respectively. Following rectification, the second-order process integrates the firstorder responses over a wide spatial range, and compares the pooled responses between adjacent regions. It is assumed here that there is a single common temporal response function for the second-order process. elements were rotated by 90 deg. This Ôorientation-reversingÕ texture can characterize the response of the texture-segregation system as a function of temporal frequency, but this texture has to have a Ôstep-shapedÕ orientation modulation. The present study therefore employed a dynamic texture in which the mean orientation and arrangement of the elements were pseudorandomly changed at certain frame duration while the shape and amplitude of orientation modulation were kept constant across frames (Fig. 2) . This Ôdynamic-random-orientationÕ texture enabled us to directly measure the sensitivity to any waveforms of orientation modulation at various frame durations, although the temporal-frequency bandwidth of the orientation is not as narrow as the orientation-reversing texture. Fig. 3(a) illustrates how the frame duration of the dynamic-random-orientation texture reveals the temporal resolution of the two-stage mechanism (Fig. 1) . Fig. 3. (a) Response of the two-stage texture segregation mechanism ( Fig. 1) for dynamic-random-orientation textures (Fig. 2) . The left and right columns show the cases where the frame duration of the dynamic texture is long and short, respectively. The first row shows the temporal sequence of texture elements in the target and background regions. The second row shows the stimulus pattern plotted as functions of orientation and time. The third row represents the first-order outputs, in which the stimulus inputs are blurred both in orientation and time. The fourth row represents the response after the second-order temporal filtering. The fifth row represents the final output of the mechanism, a difference between the target and background regions. (b) Schematic illustration of the situation where three waveforms of orientation modulations (Fig. 4 ) are presented to a texture segregation mechanism. See text for details.
Let us assume that a dynamic texture, in which the micropatterns in the target and background regions had orthogonal orientations, is presented with a long (left) or a short (right) frame duration (the first row). Considering the orientation bandwidth of the micropattern, we can represent each stimulus as a set of twodimensional orientation-time plots as shown in the second row. When these patterns are fed to the twostage model, the first-order process blurs the input both in orientation and time in accordance with its tuning functions in these dimensions (the third row). The second-order process may (or may not) add a further temporal blurring before making comparison between target and background regions (the fourth row). It is simply assumed here that the final output of the second-order process is the absolute difference between the responses to the target and background regions. Note that the temporal blurring makes the final output nearly zero (shown by uniform gray over the orientation-time plot), and the detection of orientation difference impossible for the short frame duration. The critical (shortest) frame duration for the detection of a difference in orientation will elevate as the temporal resolutions of the texture segregation processes become worse.
Consider next what the dynamic-random-orientation textures would tell us about spatiotemporal interactions of the texture segregation process. As stated above, high detection sensitivity for orientation modulations of low spatial frequencies is consistent with the notion that a second-order comparison process is fed by many firstorder local filters involved in a large receptive field. Fig.  3(b) illustrates a case where a texture segregation process is shown along with step (top), smooth (middle), and sharp (bottom) orientation modulations as we used in the first experiment. Note again that we are showing a putative functional structure, and that the following argument holds even when the neural implementation is fairly different as long as it is functionally equivalent. Depending on the contribution strengths (weights) of each range of first-order output, the secondorder process has specific detection sensitivities to the three waveforms. Based on the peak separation of orientation difference, one would expect that long-range comparisons (orientation comparisons of far-separated elements) are important for detecting the smooth modulation, while short-range comparisons (orientation comparisons of nearby elements) are important for detecting the sharp modulation. When the frame duration of orientation change is varied, the relative sensitivities among the three waveforms will remain the same if the temporal properties of each range of comparison are identical throughout the receptive field (Fig. 1 ). If not, however, the relative sensitivities will vary. For instance, if the short (long)-range comparisons have lower temporal resolutions than the long (short)-range ones, the relative sensitivity to the sharp (smooth) modulation is expected to decline more rapidly.
In three experiments, we investigated how the frame duration affects the sensitivities to orientation modulations with different spatial properties. We first examined the effect of frame duration on the detection of three (step, smooth and sharp) waveforms of orientation modulations (Expt 1). We next analyzed more systematically the sensitivities to orientation modulations with various spatial frequencies at three frame durations (Expt 2). Finally, we tested the effect of element density on the sensitivity to step-shaped orientation modulations at three or four frame durations. The results of all experiments showed spatiotemporal interactions. The sensitivities to all orientation modulations declined as the frame duration decreased, but the decline was more profound for smooth orientation modulations than for sharp ones (Expts 1 and 2), and was more profound for sparse textures than for dense ones (Expt 3). These results suggest that a rapid change in orientation impairs long-range comparisons more than short-range ones, giving rise to a shrinkage of effective spatial range of the second-order orientation comparison process.
General methods

Apparatus
Stimuli were generated by a VSG2/5 card (Cambridge Research Systems) controlled by a host computer (DELL Dimension XPS T700r), and displayed on a 21-inch CRT (SONY GDM F500R) with a refresh rate of 120 Hz, and a luminance resolution of 14 bits. The pixel resolution of the CRT was 2 min/pixel at the employed viewing distance of 71.5 cm.
Stimuli
The stimulus display was a dynamic sequence of texture patterns (Fig. 2) . Each texture pattern was a 14 Â 14 deg field filled with Gabor elements. Each Gabor element was a sinusoidal grating of 6.0 c/deg whose luminance contrast was modulated by a Gaussian envelope with a space constant of 0.083 deg. All elements were randomly distributed with a minimum center-tocenter separation of 0.23 deg (mean 0.26 deg, SD 0.02 deg), with the total number of elements being 2700-2800 (%14 elements/deg 2 ) in Expts 1 and 2, and was variable in Expt 3. The maximum luminance contrast of the texture was 0.99, and the mean luminance was 51.2 cd/m 2 , which was the same as the luminance of the uniform gray background subtending 26:7 ðHÞ Â 20:0 (V) deg. Each texture pattern had a circular target region defined by a specific orientation modulation at one of four locations (4.9 deg eccentricity, see Fig. 2(a) ). The spatial waveforms of the target orientation used for each experiment will be described afterwards.
A dynamic texture sequence consisted of eight different texture patterns. They had the same pattern of orientation modulation, but had different element arrangements and mean orientations. To be specific, the mean orientations of the eight textures were uniformly distributed over 180 deg by setting the background orientation of the ith texture at (22:5 Â i þ K) deg, where K was a constant randomly determined for each sequence. In each trial, the textures were presented one after another with a given update frame duration (16-100 ms) for a period of 900 ms (or a single texture was presented for 900 ms under the static display condition). The presentation order was determined as follows. For the first eight frames, each of the eight textures was presented once in a pseudo-random order. For the next eight frames, each texture was presented once in another pseudo-random order, with a constraint that the first texture should not be the same as the last texture of the previous block. This was repeated until total presentation time reached 900 ms ( Fig. 2(b) ). This resulted in a dynamic texture display that changes orientation and arrangement of elements while constantly presenting a given orientation modulation. During the 900-ms presentation period, the luminance contrast of the display was modulated within a Gaussian temporal window that peaked at 450 ms and had a standard deviation of 150 ms (Fig. 2(c) ).
Procedure
We measured threshold amplitudes (deg) to detect orientation modulations for various dynamic texture displays. Subjects viewed the display binocularly with steady fixation on a black cross (0:5 Â 0:5 deg) continuously presented at the center of the display, and indicated the location of the target orientation modulation by pressing one of four buttons. An incorrect response was followed by a feedback tone. A new trial started about 1 s after a subjectÕs response.
Threshold amplitudes were estimated by means of the double-random staircase method (Levitt, 1971) , separately for the different spatial properties of orientation modulations and for different frame durations. Within each staircase, the amplitude of orientation modulation was decreased by 0.049 log unit after three correct responses, and increased by the same amount after one incorrect response. The step size was four times the final step until the first reversal, and twice until the second reversal. The staircase terminated at the eighth reversal, and the geometric mean of the last six reversals in both staircases was taken as an estimate of the threshold amplitude. The staircase also terminated when a subjectÕs response was incorrect for a target with the maximum modulation amplitude (90 deg), and the threshold for this condition was regarded as 90 deg. At least four double staircases were run for each condition.
Subjects
The two authors (IM, SN), who have corrected-tonormal vision, served as subjects.
Results
Experiment 1
In the first experiment, we measured sensitivities for detecting three different waveforms of orientation modulations (sinusoidal, Fig. 4(a) ; square, Fig. 4(b) ; and missing-fundamental [MF] , Fig. 4(c) ) at various frame rates. The sinusoidal wave involves dominantly smooth orientation modulations, the MF wave involves dominantly sharp modulations, and the square wave (step) is the addition of the sinusoidal and MF waves. The detection sensitivities for these orientation modulations as functions of the frame rate indicate how smooth and sharp orientation modulations contribute in texture segregation at different frame durations.
For each waveform, the orientation (deg) of a Gabor element at the location of (x, y) was specified by
where h 0 is the background orientation, M the modulation amplitude (0-90 deg), f the spatial frequency of orientation modulation (0.15 c/deg), and r the distance from the center of the quadrant (r ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Each waveform was presented for 1 cycle (0 6 r 6 3:3 deg). The effective diameter of the square wave target, however, was 3.3 deg, since the surrounding area had the same orientation as the background. Fig. 5(a) shows the sensitivity (¼90 deg/threshold amplitude) for detecting sinusoidal (circles), square (squares), and MF (triangles) waveforms as a function of the frame duration. For the static texture display (900 ms), sensitivity was the highest for the square wave, intermediate for the sinusoidal, and the lowest for the MF modulation. This is at least qualitatively consistent with the results of a previous study that compared the detection sensitivities for the three waveforms using one-dimensional stimuli and a slightly different detection task, and showed that a single low-pass mechanism could account for the detection sensitivities (Kingdom & Keeble, 1996) .
As the frame duration decreased, the sensitivities to all orientation modulations significantly declined. Subjects reported that the apparent contrast was slightly reduced especially when the frame duration was the shortest (17 ms). A notable feature of Fig. 5(a) is that the sensitivity for the MF modulation declined more gently than the others. The difference in the rate of decrease is more evident when sensitivities are normalized by those obtained with the sinusoidal modulation (Fig. 5(b) ). The relative sensitivities for MF and square modulations elevate as the frame duration decreases. The observed spatiotemporal interaction cannot be ascribed to simple temporal integration of local orientations over time, since spatial tuning did not change for static textures in which we simulated the pattern of temporal integration by overlapping five frames of textures of different mean orientations.
1 These results therefore indicate the existence of an interaction between spatial and temporal factors in orientation-modulation detection. As the frame duration decreases, the sensitivities to smooth orientation modulations decline more profoundly than those to sharp ones. Although the simple two-stage mechanism ( Fig. 1 ) predicts that these relationships are constant at any frame duration, they varied, though not dramatically, with the frame duration. Assuming that long-range orientation comparisons are more important than short-range ones for detecting the smooth modulation, while vice versa for detecting the sharp modulation, one can interpret the observed interaction as indicating that the long-range comparisons have lower temporal resolutions than the short-range ones (Fig.  3(b) ). In other words, the present results suggest that the effective range of the second-order process shrinks as the orientation inputs change more rapidly.
Experiment 2
In terms of spatial frequency, the results of Expt 1 suggest that, as the frame duration decreases, the sensitivity declines more profoundly for orientation modulations of low spatial frequencies than for those of high spatial frequencies. In order to assess the change in spatial-frequency tuning more directly, we next examined the sensitivities to sinusoidal orientation modulations of various spatial frequencies.
We measured threshold amplitudes for detecting spatially localized sinusoidal orientation modulations. The target region was defined by a concentric sinusoidal orientation modulation that was tapered by a cosine envelope (Fig. 6) . The function is given as where h 0 is the mean orientation of the texture field, M the amplitude of orientation modulation, f the spatial frequency of orientation modulation (0.11-1.2 c/deg), r the wavelength of cosine envelope (6.7 deg), and r the distance from the center of the target region (0 < r < 3:5 deg). Since the two-dimensional (x-y) modulation produced a difference in the averaged orientation between the target and the background, the averaged orientation over the target area was equalized to the background orientation by adjusting a for each spatial frequency.
2
For each subject, thresholds were measured for three frame rates including the static display (17, 33, and 900 ms for the subject IM; 33, 67, and 900 ms for SN). Fig. 7(a) shows the detection sensitivity to sinusoidal orientation modulations as a function of the modulation spatial frequency. The detection sensitivity is defined as the inverse of the difference between the peak and trough of the target orientation modulation. For the static condition, sensitivity curves show a low-pass spatial-frequency characteristic, as previous studies have suggested using different stimuli and a different task (Kingdom et al., 1995; Kingdom & Keeble, 1996) . As the frame duration decreases, sensitivity declines more profoundly for lower spatial frequencies than for higher spatial frequencies. This tendency is more evident in Fig.  7(b) , in which the sensitivities for dynamic textures relative to those for the static texture are shown as a function of spatial frequency. The direction of spatiotemporal interactions obtained here for orientationmodulation detection is opposite to those obtained in the case of luminance modulation detection, where the visual system becomes more sensitive to lower spatial frequencies for higher temporal frequencies. These results are consistent with the notion that the effective range of the second-order process shrinks as the orientation inputs change more rapidly.
Experiment 3
In terms of the two-stage model described in Fig. 1 , the results of Expts 1 and 2 indicate that at high temporal rates of orientation alternation, across-space orientation comparison deteriorates more for larger separations than for shorter separations. One straightforward test of this hypothesis is to examine whether element density or inter-element distance differently affects the detection of orientation modulation at various temporal rates. Previous studies have, in fact, suggested that the effects of these parameters depend on the temporal condition. For static stimuli, the sensitivity to orientation-defined gratings was found to be almost constant against change in average distance between elements (Kingdom et al., 1995) . In contrast, when a noise mask followed a brief presentation of a texture pattern, a small decrease in the element density severely impaired the detection of a target element embedded in orthogonally oriented background elements (Sagi, 1990; Sagi & Julesz, 1987) . Since the single-element detection task must be also based on across-space orientation comparisons, these findings led us to expect that rapid presentation impair orientation comparison more severely for textures with larger inter-element distances. In the final experiment, we tested this point using our dynamic texture display.
We measured the threshold amplitude for detecting square-wave orientation modulations while varying the density of texture elements (14-0.44 elements/deg 2 ) by changing the minimum distance between elements (inter-element distance, IED) from 0.24 to 1.40 deg (Fig.  8 ). The stimulus with the highest density (IED ¼ 0:24 deg) was the same as the square-wave texture used in Expt 1. The threshold measurements were performed at three or four frame durations including the static display (17, 33, 67, and 900 ms for the subject IM; 33, 67, and 900 ms for SN). Fig. 9(a) shows the detection sensitivity for the square-wave orientation modulation in textures with various IEDs, plotted as a function of the frame duration. The sensitivities for all textures decline as the frame duration decrease. The sensitivities for texture with long IEDs decline more steeply than for those with short IEDs as the frame duration decreases. Fig. 9(b) shows the sensitivities for dynamic textures relative to those for static textures. It is clear that as the frame duration decreases, the detection of orientation modulations is impaired more severely for the sparse textures than for the dense textures. Since the orientation modulation detection in the sparse textures must be based on the orientation comparison of large separations while that in the dense textures can be based on the orientation comparison of small separations, these results also support, and more directly, the notion that at high temporal rates, across-space orientation comparison is impaired more for larger separations than for shorter separations, which gives rise to a shrinkage in the spatial range of the second-order process.
Discussion
The present study investigated spatiotemporal characteristics of the visual system in detecting orientation modulations by using a dynamic texture display. The results of three experiments revealed weak but significant spatiotemporal interactions. As the frame duration of the dynamic texture was decreased, the sensitivity declined more steeply for the detection of orientation modulations that presumably requires long-range orientation comparisons.
We used the reciprocal of the threshold angular modulation in terms of degrees as the sensitivity index of orientation modulation detection. The orientation difference does not monotonically increase with angular difference beyond 90 deg. Even for orientation differences less than 90 deg, one cannot assume that the orientation comparison process regards the orientation difference as linearly increasing with the angular difference. This means the threshold orientation elevation from 5 to 10 deg may not be equivalent to the elevation from 30 to 60 deg. To test whether the spatiotemporal interactions we observed were artifacts due to such a non-linearity, we replotted the data, after transforming the sensitivity value by non-linear functions, such as power, log and cosine functions. It was found however that the spatiotemporal interactions never disappeared in these plots.
One may suggest that the spatiotemporal interactions we observed do not necessarily reflect dynamical changes in the spatial tuning properties of the second-order mechanism. An alternative interpretation is that spatial characteristics of the second-order mechanism are stable against change in temporal rates, but attentional scrutiny of individual texture elements (Braun & Sagi, 1990; Sagi & Julesz, 1986; Scholte, Spekreijse, & Roelfsema, 2001 ) apparently elevates the sensitivity to detect largescale orientation modulations at low temporal rates. According to this hypothesis, if the attentional resource for detecting orientation modulation is distracted by a secondary task, static textures will show spatial characteristics similar to those obtained with dynamic textures as a result of loss of detection enhancement for large-scale modulations. We examined this hypothesis in a subsidiary experiment. The texture stimuli used in this experiment had a fixation cross that flashed (brief change in color from black to white) three or four times at random intervals during a 900-ms stimulus presentation. Subjects were required to correctly report the number of flashes (three or four) before making an orientation-modulation detection judgment. The staircase sequence terminated and restarted when the proportion correct of the fixation task was less than 85%. As a control, we measured the detection sensitivity for the same stimuli without asking subjects to perform the fixation task. The results indicated that the fixation task impaired the detection of orientation modulations only slightly, having no influence on the effects of spatial waveforms on orientation modulation detection. This suggests that our measurement procedure (4 AFC judgment on the location of peripherally presented target) was effective in preventing subjects from scrutinizing the pattern (Braun & Sagi, 1991) , and that the attentional scrutiny is not responsible for the observed spatiotemporal interactions.
Previous studies that analyzed the spatiotemporal characteristics of orientation-modulation detection (Kingdom et al., 1995; Kingdom & Keeble, 1996; Motoyoshi & Nishida, 2001a) have suggested that texture segregation is subserved by a second-order process that compares local orientation information rapidly over a large spatial scale. The present findings further suggest that when the orientation changes rapidly it becomes more difficult for second-order texture mechanisms to compare orientations across a large spatial range than to compare nearby orientations. This conclusion allows us to modify the simple two-stage mechanism that we first described in Fig. 1 . In the modified model, which is schematically illustrated in Fig. 10 , the temporal resolution of the second-order process for each first-order orientation filter decreases as the spatial distance increases. Thus the first-order outputs from nearby spatial locations are fed into the second-order process with high temporal accuracy before being compared, but those from far separated locations are temporally blurred before comparison. This functional architecture is consistent with the present results, and the next problem is how it is actually implemented in the brain.
One candidate for a neural substrate for orientationmodulation detection is the response modulation of V1 neurons by orientations presented outside their classical receptive fields, which apparently enhances the neural response to orientation changes over space (Blakemore & Tobin, 1972; Knierim & Van Essen, 1992; Lamme, 1995; Maffei & Fiorentini, 1976; Zipser, Lamme, & Schiller, 1996) . This contextual modulation, which has been suggested to be based on horizontal interactions among V1 cells (Gilbert & Wiesel, 1985 , 1990 Stemmler, Usher, & Niebur, 1995) and/or on a feed-back loop from the higher visual areas (Lamme & Roelfsema, 2000; Lee, Mumford, Romero, & Lamme, 1998; Zipser et al., 1996) , is often regarded as a neural correlate of orientation-based texture segregation. Importantly, for textures with an orientation-defined figure, the modulation propagates over time from the orientation border to the inside of the figure (Lamme, Rodriguez-Rodriguez, & Spekreijse, 1999; Lee et al., 1998; Li, 2000) . This suggests that the contextual modulation evoked by longrange orientation contrasts takes longer to complete than that evoked by short-range orientation contrasts. This temporal property of the contextual modulation is qualitatively parallel to the spatiotemporal interactions we observed. A difficulty of this hypothesis however is that it seems to contradict our previous finding that the temporal resolution of the second-order orientationcontrast coding mechanism is at least as high as that of the first-order orientation coding mechanism (Motoyoshi & Nishida, 2001a) . This finding is more favorable for rapid feedforward detection of orientation contrast than for contextual modulation, which is likely to involve sluggish recurrent neural interactions among different orientation units or between cortical areas. This apparent dissociation can be resolved by interpreting the results of Motoyoshi and Nishida (2001a) as only revealing a property of rapid short-range interactions for orientation-contrast detection.
Another possibility is that orientation modulation is processed in a feedforward fashion. The neural circuit may faithfully reflect the functional structure shown in Fig. 10 . Alternatively, there may be parallel, multi-scale, feedforward detectors. It has been suggested that the visual system has multiple texture mechanisms, each being sensitive to a given range of spatial frequency of luminance-contrast modulation (Nishida, Ledgeway, & Edwards, 1997) and/or orientation modulation (Gray & Regan, 1998; Oruc & Landy, 2000) . Spatiotemporal interactions in luminance-contrast detection have been ascribed to different temporal tunings of the channels tuned to different spatial frequencies (Hess & Snowden, 1992; Kulikowski & Tolhurst, 1973; Tolhurst, 1973; Wilson & Bergen, 1979) . Similarly, spatiotemporal interactions in orientation-modulation detection may indicate different temporal tunings of multi-scale texture mechanisms, suggesting that the mechanisms tuned to lower spatial frequencies of orientation modulations have a lower temporal limit than those tuned to higher spatial frequencies of orientation modulations.
3
To have a clear scope on the tackled problem, we have been assuming in this paper a simple mechanism of texture segregation as shown in Figs. 1 and 10 , interpreting the results within this framework. It is possible however that different styles of processing mechanism Fig. 1 , the temporal response of the secondorder process varies for first-order outputs at different locations. The temporal resolution is lower for long-range comparisons than for short-range ones.
3 Several researchers have proposed the involvement of two distinct mechanisms in the perception of texture images (Gurnsey & Laundry, 1992; Rogers-Ramachandran & Ramachandran, 1998; Wolfson & Landy, 1998) . One underlies the perception of boundaries between different textures, and the other the perception of a texture region per se. It has also been suggested that the boundary mechanism has much higher temporal resolution than the region mechanisms (RogersRamachandran & Ramachandran, 1998 ). An intriguing, though speculative, possibility is that this functional segregation of texture processings is responsible for the spatiotemporal interactions of orientation-modulation detection. That is, long-range orientation differences are processed by the region mechanism with low temporal resolution, whereas short-range orientation changes are processed by the boundary mechanism with high temporal resolution.
are involved in our target detection task, and we will discuss such possibilities at the end of Discussion.
Although we assume that long-range orientation comparison is important for detecting smooth gradual orientation modulation, detection and integration of short-range modulation might also play a significant role. To be specific, a reviewer suggests a possible relationship of our findings with the curvature-dependent dynamics found by Hess, Beaudot, and Mullen (2001) and Beaudot and Mullen (2001) . Using the contour detection paradigm with dynamic stimuli (Field, Hayes, & Hess, 1993; Hess & Dakin, 1997) , these studies have shown that orientation signals aligned with small curvatures are integrated more quickly than those with large curvatures. This curvature-dependent dynamic may explain the robust detection at high temporal rates of square-wave orientation modulations, which had straight structures. A limitation of this interpretation, however, is that it cannot explain the robust detection at high temporal rates of MF orientation modulation, which involves curved structure. On the other hand, the notion of scale-dependent dynamics proposed in this paper may give an alternative account for the dynamics of contour detection, since detection of a curved contour from random orientation background can be accomplished by comparison of only a few nearby elements for small curvatures, while it inevitably requires comparison of many separated elements for large curvatures. To study the relationship between contour integration and texture segregation with regard to their temporal characteristics is an interesting topic of future research.
The three waveforms used in the first experiment were different not only with respect to modulation smoothness or spatial frequency, but also with respect to the existence of Ôhigher-orderÕ features such as edges or surfaces. As the element density was reduced for the stimuli of the third experiment, the stimulus appearance changed from an overlapping texture surface to an array of isolated elements. We have not taken into account these changes in stimulus appearance for interpretation of the results, since we currently do not have an appropriate framework to treat such higher-order factors. In addition, we had a line of empirical evidence that suprathreshold appearance has little influence on the detection threshold. In a study estimating the response function of the texture segregation process against change in orientation contrast, we found that the existence of surface border had a significant influence on the response function (Motoyoshi & Nishida, 2001b) . The effect was found, however, only for suprathreshold response, and the response function around the detection threshold was affected little by the stimulus type. This is possibly because the early detection process is independent of the late surface process, or just because vivid edges and surfaces were not seen around detection threshold.
