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Desarrollo de un algoritmo
basado en la preasignacio´n de
buffers que permita la vivacidad
de sistemas de red DSSP
inicialmente no vivos.
Resumen
Deterministically Synchronized Sequential Process (DSSP) definen una
subclase de sistemas descritos con Redes de Petri (RdP). Esta´n compuestos
por un conjunto de ma´quinas de estado (tambie´n llamadas agentes) que
cooperan a trave´s del paso as´ıncrono de mensajes. La estructura modular
de las redes DSSP permite obtener fuertes resultados anal´ıticos (por ejem-
plo, el teorema de rango proporciona condiciones necesarias y suficientes
para asegurar vivacidad estructural). Este trabajo considera el problema de
forzar estructuras vivas a partir de otras de tipo DSSP estructuralmente no
vivas. Para algunas estructuras particulares de tipo DSSP en las cuales el
teorema de rango demuestra que son estructuralmente no vivas, se provee
un algoritmo basado en la preasignacio´n de los buffers que la asegura. El
algoritmo ha sido aplicado a DSSP que modelan sistemas reales de produc-
cio´n y salud. Se ha observado que en los sistemas de produccio´n (lo´gica de
consumo/produccio´n de items) el algoritmo adema´s de convertir la red vi-
va, mantiene el significado f´ısico del modelo. Por contra, en los sistemas de
salud (lo´gica de produccio´n/consumo de mensajes) al aplicar el algoritmo
la red resultante es viva pero puede perderse el propo´sito del modelo.
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Cap´ıtulo 1
Introduccio´n
Las RdP constituyen una familia de formalismos apropiado para el mo-
delado de sistemas de eventos discretos (sistemas en los que las variables de
estado toman valores discretos de un conjunto que se puede contar, no nece-
sariamente finito). Su estado distribuido es un vector de nu´meros enteros no
negativos. Esto es una ventaja importante con respecto a otros formalismos
de modelado de sistemas discretos, como los auto´matas, donde el espacio
de estados es un conjunto de s´ımbolos no estructurados de estados globales.
Esta propiedad ha sido explotada para desarrollar muy diversas te´cnicas
de ana´lisis que no requieren la enumeracio´n del espacio de estados (ana´lisis
estructural). Desde una perspectiva de modelado, una caracter´ıstica clave
de las RdP es su capacidad de representacio´n gra´fica y visualizacio´n del
modelo.
Las DSSP [10] son comu´nmente usadas para modelar sistemas distribui-
dos formados por diversos agentes cooperativos. Esta cooperacio´n es rea-
lizada mediante un conjunto de buffers desde/hacia los cuales los agentes
consumen/producen items. Existen dos restricciones en la asignacio´n de los
buffers: (1) las marcas de un buffer dado pueden ser consumidas u´nicamen-
te por un agente particular (los buffers son de salida privada) (2) un buffer
nunca puede condicionar decisiones internas del agente de destino, solo un
progreso secuencial. En sistemas productivos, los agentes pueden representar
diferentes estaciones de trabajo donde se procesan los productos, mientras
que las marcas de los buffers, modelan la disponibilidad o requerimiento de
materia prima o productos intermedios durante el proceso productivo.
En cuanto a los sistemas de salud, en [1] se propone un sistema de ayu-
da a la decisio´n para la gestio´n de hospitales a trave´s del modelado de
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guia´s cl´ınicas usadas para el tratamiento de diferentes patolog´ıas me´dicas.
El modelo se basa en Unified Modeling Language (UML) que es trasladado
a RdP coloreadas para el ana´lisis. Ya que los sistemas de salud son com-
plejos debido a su taman˜o y estructura, dependiendo de diferentes visiones
y expectativas, el sistema puede ser tratado desde diferentes perspectivas
que se llaman facetas. Dos posibles facetas son identificadas: (1) faceta de
gestio´n de recursos y (2) faceta de comunicacio´n entre gu´ıas cl´ınicas. Los
mo´dulos se obtienen en ambos casos mediante el decolorado del modelo ini-
cial, quitando la informacio´n irrelevante. En la primera faceta, se obtienen
modelos caracteristicos de los sistemas de asignacio´n de recursos (ma´qui-
nas de estado interconectadas mediante los recursos compartidos modelan
el flujo de pacientes) mientras en el segundo caso redes DSSP son obtenidas
(ma´quinas de estado interconectadas mediante buffers que modelan los ca-
nales de comunicacio´n). Nos centraremos en la vivacidad de las redes DSSP
resultantes de la faceta de comunicacio´n entre gu´ıas cl´ınicas. Esto es, evitar
que algu´n paciente quede atrapado en un protocolo me´dico sin posibilidad
de continuar.
La vivacidad estructural de sistemas DSSP ha sido estudiada en la li-
teratura [10], pero no existen trabajos enfocados a conseguir vivacidad es-
tructural en sistemas DSSP inicialmente no vivos. La primera idea para
conseguir vivacidad es usar el me´todo basado en sifones empleado en siste-
mas de asignacio´n de recursos [3, 7, 5, 2]. Este me´todo consiste en calcular el
conjunto de sifones malos (sifones que pueden vaciarse) y prevenir su vacia-
do, por ejemplo, usando lugares de monitorizacio´n. Sin embargo, nosotros
ilustramos en este trabajo, que aplicando este me´todo a sistemas DSSP, los
nuevos buffers (correspondientes con los lugares de monitorizacio´n), adema´s
de condicionar decisiones internas en los agentes, pueden no ser privados. De
este modo se esta´n incumpliendo las dos restricciones que definen las redes
DSSP. Este trabajo provee un me´todo diferente que adema´s de no an˜adir
nuevos lugares, mantiene la restriccio´n de los sistemas DSSP de privacidad
de los buffers (cada buffer tiene un u´nico agente como destino), aunque no
se mantiene la restriccio´n que impide a los buffers influir en decisiones in-
ternas de los agentes. La idea ba´sica del me´todo propuesto consiste en que
cada vez que una transicio´n en conflicto de un agente es disparada, al menos
existe un T-semiflujo local (un componente local repetitivo) que puede ser
disparado hasta el final. Esto significa que todos los buffers de entrada a di-
cho T-semiflujo contienen marcas suficientes para disparar sus transiciones.
Obviamente, no es suficiente considerar los T-semiflujos locales, sino que
es necesaria una perspectiva global del sistema y los T-semiflujos globales
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de T-semiflujos locales/globales asegura la vivacidad estructural del siste-
ma. En ciertas estructuras particulares el algoritmo elimina los bloqueos,
mientras que para estructuras generales, algunos pasos adicionales son re-
queridos.
El trabajo esta´ organizado del siguiente modo: el Cap´ıtulo 2 introduce
resultados previos, notacio´n y tipos de Redes de Petri. En el Cap´ıtulo 3 se
muestra la definicio´n de los sistemas DSSP, la propiedad del teorema de
rango, aplicaciones reales, situaciones de bloqueo y posibles me´todos para
su prevencio´n. Finalmente se da la idea principal del algoritmo propuesto.
En el Cap´ıtulo 4 se desarrolla formalmente el algoritmo y se muestran las
estructuras en las que es aplicable. El Cap´ıtulo 5 presenta las conclusiones
obtenidas, as´ı como futuros trabajos.

Cap´ıtulo 2
Redes de Petri: notacio´n,
conceptos y tipos
Las RdP son un formalismo bien conocido para modelar, analizar y di-
sen˜ar sistemas de eventos discretos. Los sistemas de eventos discretos que
se caracterizan por ser concurrentes, as´ıncronos, distribuidos, paralelos, no
deterministas y/o estoca´sticos se pueden modelar y analizar por medio de
las RdP. Similar a grafos, diagramas de bloques y redes de flujo, como una
herramienta gra´fica, las RdP pueden ser u´tiles en la ayuda a la comunica-
cio´n visual. Adema´s, en este tipo de redes, se utilizan marcas para simular
las actividades dina´micas y simulta´neas de sistemas. Como herramienta ma-
tema´tica, es posible establecer ecuaciones de estado, ecuaciones algebraicas,
y otros modelos matema´ticos que rigen el comportamiento de los sistemas.
Se asume que el lector esta´ familiarizado con las RdP (ver libros [8, 6, 4]).
El principal objetivo de esta seccio´n es fijar la notacio´n y recordar el material
requerido para este trabajo.
2.1. Conceptos ba´sicos
En este subapartado se muestra al lector la definicio´n formal de las RdP
y los sistemas de RdP, as´ı como la ecuacio´n de estado que permite modelar
matema´ticamente la evolucio´n de la RdP.
Redes y Sistemas. Nosotros indicamos una red P/T (lugares/transiciones)
como N = 〈P, T,Pre,Post〉, donde P y T son dos conjuntos no vac´ıos y
disjuntos de lugares y transiciones, y Pre,Post ∈ N|P |×|T |≥0 son pre y post
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matrices de incidencia que representan las conexiones entre transiciones y
lugares o entre lugares y transiciones. Por ejemplo, Post[p, t] = w significa
que existe un arco desde t hacia p con peso (o multiplicidad) w. Por otro la-
do, Pre[p, t] = w significa que existe un arco de peso w desde el lugar p a la
transicio´n t. Cuando todos los arcos tienen peso igual a uno, la red se llama
ordinaria. Para los conjuntos de nodos pre y post, se usa la notacio´n con-
vencional de puntos, e.g., •t = {p ∈ P |Pre[p, t] = 0}. Si N ′ es una subred
de N definida mediante P ′ ⊂ P y T ′ ⊂ T , entonces Pre′ = Pre[P ′, T ′] y
Post′ = Post[P ′, T ′].
Un marcado es un vector de valores naturales de taman˜o |P | asignando
a cada lugar un numero natural de marcas. Un sistema P/T es una pareja
ϕ = 〈N ,m0〉, donde m0 es el marcado inicial. Una transicio´n t esta´ habili-
tada en m si m ≥ Pre[P, t] es decir, todos los lugares de entrada a t tienen
un numero de marcas mayor o igual que el peso del arco que los une con la
transicio´n; su disparo lleva a un nuevo marcado m′ = m +C[P, t], donde
C = Post− Pre es la matriz de flujo de marcas de la red. Este hecho es
denotado mediantem
t
−→ m′. Una secuencia de ocurrencias desdem es una
secuencia de transiciones σ = t1 . . . tk . . . tal que m
t1−→ m1 . . .mk−1
tk−→ . . ..
El conjunto de todos los marcados alcanzables, o conjunto de alcanzabili-
dad, desde m, se denota como RS(N ,m). La relacio´n de alcanzabilidad es
convencionalmente denotada mediante grafo de alcanzabilidad RG(N ,m)
donde los nodos son los marcados alcanzables y hay un arco etiquetado t
desde el nodo m′ hasta m′′ si m′
t
−→ m′′.
Ecuacio´n de transicio´n. Representando mediante σ ∈ N|P |×|T |≥0 el vec-
tor contador de disparos de σ, donde |T | es el taman˜o de σ , σ[ti] es el
nu´mero de veces que ti aparece en σ. Dado σ tal que m
σ
−→ m′, entonces
m′ = m+C · σ.
Esto se conoce como ecuacio´n de transicio´n de ϕ porque cada estado (mar-
cado) alcanzable lo satisface. Sin embargo, no necesariamente un vector que
satisfaga la ecuacio´n de estado es realmente un marcado alcanzable, porque
la ecuacio´n de estado no comprueba la disparabilidad de una secuencia con
el vector contador de disparos σ. Tales vectores se denominan marcados
espurios [11].
La parte izquierda de la Fig. 2.1 es una RdP N donde dos procesos (p2
y p4) compiten por un recurso compartido (p5). El conjunto de lugares es
P = {p1, p2, p3, p4, p5}, el conjunto de transiciones es T = {t1, t2, t3, t4}, y
2.2. SUBCLASES DE REDES DE PETRI 7
g
p1
p1
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t3
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t4
Figura 2.1: Ejemplo RdP (izq) y su grafo de alcanzabilidad (dcha)
las matrices de incidencia:
Pre =
⎛
⎜⎜⎜⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1 0 1 0
⎞
⎟⎟⎟⎟⎟⎠Post =
⎛
⎜⎜⎜⎜⎜⎝
0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 1
⎞
⎟⎟⎟⎟⎟⎠
El marcado inicial esm0 = ( 1 0 1 0 1 )
T y las transiciones t1 y t3 esta´n
habilitadas en m0 ya que Pre[P, t1] > m0 y Pre[P, t3] > m0. El disparo
de t1 conduce al marcado m
′ = ( 0 1 0 0 1 )T , es decir, m0
t1−→ m′. El
grafo de alcanzabilidad RG(N ,m0) esta representado en la parte derecha
de la Fig. 2.1*.
2.2. Subclases de Redes de Petri
Existen multitud de subclases de RdP definidas a trave´s de restricciones
en su estructura. Estas restricciones permiten un ana´lisis ma´s sencillo de
algunas propiedades, pero por el contrario, limitan la capacidad de mode-
lado. En este apartado se van a ver aquellas estructuras ba´sicas, poniendo
especial intere´s en las que son ma´s relevantes para el proyecto:
N es ordinaria si todos los pesos de los arcos son unitarios, es decir,
∀pi ∈ P , ∀tj ∈ T , Pre[pi, tj ] ≤ 1 y Post[pi, tj ] ≤ 1;
*En este trabajo se usa la notacio´n multiconjunto para vectores. Por ejemplo, m0 =
p1 + p3 + p5 es un vector donde los u´nicos elementos distintos de cero son p1, p3 y p5 y
su valor es el nu´mero que tienen delante.
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N es una Maquina de estados (SM) si es ordinaria y ∀t ∈ T : |t•| =
|•t| = 1. Esto es, cualquier transicio´n tiene un u´nico lugar de entra-
da y un u´nico lugar de salida. Las ma´quinas de estado permiten el
modelado de decisiones (conflictos) y atribuciones (un lugar con va-
rias transiciones de entrada). Son siempre conservativas y el u´nico
P-semiflujo mı´nimo es 1; vivacidad es equivalente a una RdP fuerte-
mente conexa y un marcado inicial no vacio´. El concepto de maquina
de estado, considerado como una subclase de RdP, es ma´s general que
los cla´sicos diagramas de estado o grafos de estado, ya que puede tener
ma´s de una marca.
N es un Grafo Marcado (MG) si es ordinaria y ∀p ∈ P : |p•| = |•p| =
1.
N es libre de sincronizaciones (JF) si ∀t ∈ T , |•t| ≤ 1;
N es un MG con peso si ∀p ∈ P : |p•| = |•p| = 1;
N es una red libre de elecciones (CF) si ∀p ∈ P , |p•| ≤ 1;
N es una red con elecciones libres (FC) si es ordinaria y ∀t, t′ ∈ T , si
•t ∩ •t′ = ∅ entonces •t = •t′;
N es una red de igual conflicto (EQ) si y solo si ∀t1, t2 ∈ T tal que
•t1 ∩
•t2 = ∅, Pre[P, t1] = Pre[P, t2].
Las redes DSSP que se estudiaran a fondo en el Cap´ıtulo 4 son una
subclase de RdP compuesta por diferentes mo´dulos SM tambie´n llamados
agentes que cooperan a trave´s del paso as´ıncrono de mensajes mediante
buffers. Los buffers u´nicamente pueden tener un agente como salida y no
pueden influenciar la resolucio´n de conflictos dentro de los agente, es decir,
las transiciones en conflicto de las SM deben pertenecer a una misma clase
equivalente en EQ de la red DSSP.
2.3. Conceptos estructurales y comportamenta-
les
Una vez definida la estructura de las RdP, as´ı como la ecuacio´n de tran-
sicio´n, se proveen propiedades y conceptos comportamentales como la viva-
cidad y los bloqueos de los sistemas de RdP, as´ı como tambie´n estructurales:
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vivacidad estructural, leyes invariantes, sifones y trampas y finalmente con-
flictos.
Vivacidad, Vivacidad Estructural y Bloqueos. La vivacidad es una
propiedad relacionada con la disparabilidad potencial de las transiciones en
todos los marcados alcanzables. Una transicio´n es viva si es potencialmente
disparable en todos los marcados alcanzables. En otras palabras, una tran-
sicio´n es viva si nunca pierde la posibilidad de disparo (es decir, de realizar
una actividad). Una transicio´n t es potencialmente disparable en m si exis-
te una secuencia de disparo σ que lleva a un marcado m′ en el cual t esta´
habilitada, es decir, m[σ〉m′ ≥ Pre[P, t]. Una RdP es viva si todas sus
transiciones son vivas. La no vivacidad para marcados iniciales arbitrarios
refleja una patolog´ıa de la estructura de la red: no vivacidad estructural.
Una RdP es estructuralmente viva si existe al menos un marcado inicial vi-
vo. En los marcados de bloqueo todas las transiciones esta´n muertas, as´ı que
ninguna puede ser disparada. Un sistema se dice que esta´ libre de bloqueos
(es decir, para cualquier marcado alcanzable) si al menos siempre se puede
disparar una transicio´n. La vivacidad es una condicio´n ma´s fuerte que la
libertad de bloqueos.
T-semiflujos, P-semiflujos e Invariantes. Los T-semiflujos son anu-
ladores derechos no negativos de C. As´ı que un vector x  0 es un T-
semiflujo si C · x = 0. Nosotros definimos mediante ||x|| el soporte del
vector x que contiene todos los elementos no nulos: ||x|| = {i|x[i] = 0}.
Un T-semiflujo x se dice que es mı´nimo cuando no existe un T-semiflujo x′
tal que ||x′|| ⊂ ||x||. Del mismo modo, definimos P-semiflujos como anula-
dores izquierdos no negativos de C. Un vector y  0 es un P-semiflujo si
y ·C = 0.
Premultiplicando la ecuacio´n de estado por un P-semiflujo y obtenemos
una ley invariante (una relacio´n lineal entre las variables del marcado que
permanece cierta en todos los estados alcanzables)
y ·m = y ·m0 + y ·C · σ = y ·m0 = constante.
Sustituyendo σ por un T -semiflujo x en la ecuacio´n de estados, si hab´ıa
una secuencia disparable con un vector contador de disparos, vemos que
este corresponde a una secuencia repetitiva.
m = m0 +C · x = m0
La existencia de P/T-semiflujos proporciona informacio´n interesante
acerca del comportamiento del sistema. Si existe un P-semiflujo y > 0
10 CAPI´TULO 2. REDES DE PETRI: NOTACIO´N, CONCEPTOS Y TIPOS
entonces N es conservativa. El estado conservativo N asegura la acotacio´n
estructural. Adema´s, N es consistente si existe un T-semiflujo x > 0. Un
sistema que es vivo y acotado debe de ser consistente, ya que un marcado
obtenido mediante el disparo de una secuencia repetitiva que contiene todas
las transiciones corresponde a un T-semiflujo positivo.
Trampas. Una trampa es un subconjunto de lugares tal que el conjunto
de sus transiciones de salida esta´ contenido en el conjunto de sus transiciones
de entrada: θ ⊆ P es una trampa si θ• ⊆ •θ. La siguiente propiedad se
satisface en RdP ordinarias: si una trampa esta´ (o se convierte) marcada,
permanecera´ marcada para cualquier evolucio´n posible del sistema.
Sifones. Un sifo´n es un subconjunto de lugares tal que el conjunto de
sus transiciones de entrada esta´ contenido en el conjunto de sus transiciones
de salida: Σ ⊆ P es un sifo´n si •Σ ⊆ Σ•. Un sifo´n es mı´nimo si cualquier sub-
conjunto contenido en el no es un sifo´n. La siguiente propiedad se satisface
en RdP ordinarias:
1. Si m es un marcado de bloqueo, i.e., un marcado muerto, entonces
Σ = {p|m(p) = 0} es un sifo´n no marcado (vacio´).
2. Si un sifo´n es (o se convierte) en no marcado, este permanecera´ sin
marcas para cualquier posible evolucio´n futura. Adema´s todas sus tran-
siciones de entrada y salidas estara´n muertas (deshabilitadas). As´ı que
el sistema sera no vivo, aunque pueda estar libre de bloqueos.
En la Fig. 2.2 aparece una RdP que contiene un sifo´n y una trampa: en
la parte izquierda aparece la RdP con los lugares que pertenecen al sifo´n de
color gris, mientras que en la parte de derecha se resaltan los lugares que
forman la trampa:
(Sif o´n)
∣∣∣∣∣∣∣∣∣
Σ = {p1, p3, p6, p7}
•Σ = {t6, t1, t3, t4}
Σ• = {t1, t3, t4, t5, t6}
⇒ •Σ ⊆ Σ•
(Trampa)
∣∣∣∣∣∣∣∣∣
θ = {p1, p3, p6, p8}
•θ = {t6, t1, t3, t7, t5}
θ• = {t1, t3, t5, t6}
⇒ •θ ⊆ θ•
Un sifo´n malo es un sifo´n que no contiene ninguna trampa: Σ es un
sifo´n malo si no existe un θ tal que θ ⊆ Σ. Estos sifones se pueden vaciar
durante la evolucio´n de la RdP produciendo bloqueos totales o parciales.
Conflictos y Conflictos Estructurales. Un conflicto es la situacio´n
donde no todas las transiciones habilitadas pueden ocurrir a la vez. For-
malmente, t, t′ ∈ T esta´n en relacio´n de conflicto en un marcado m si
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Figura 2.2: Ejemplo de sifo´n (izq) y de trampa (drch)
existe k, k′ ∈ N tal que m ≥ k · Pre[P, t] y m ≥ k′ · Pre[P, t′], pe-
ro m  k · Pre[P, t] + k′ · Pre[P, t′]. Para satisfacer la condicio´n ante-
rior es necesario que •t ∩ •t′ = ∅. En la RdP de la Fig. 2.1 en el mar-
cado m0 las transiciones t1 y t3 esta´n en conflicto. En general, cuando
Pre[P, t] = Pre[P, t′] = 0, t y t′ esta´n en relacio´n de igual conflicto (EQ).
Esto significa que ambas transiciones esta´n habilitadas cuando una lo esta´.
Por definicio´n, una transicio´n esta´ siempre en relacio´n de EQ con ella mis-
ma, esto es una relacio´n de equivalencia en el conjunto de las transiciones y
cada clase equivalente es un conjunto en igual conflicto denotado, para una
transicio´n dada t, EQS(t). SEQS es el conjunto de todos los conjunto en
conflicto de igualdad de una red dada.

Cap´ıtulo 3
Redes DSSP (Deterministically
Sincronized Secuential Process)
En este cap´ıtulo se presentan formalmente las DSSP y la propiedad del
teorema de rango. Tambie´n se va a ver su utilidad para el modelado de
sistemas reales, as´ı como los estados de bloqueo que pueden alcanzar. Fi-
nalmente, se mostrara´n y comparara´n dos me´todos diferentes para prevenir
marcados de bloqueo: (1) sifones malos y (2) preasignacio´n de buffers.
3.1. Definicio´n y teorema de rango
Las DSSP son subclases de RdP formadas por agentes secuenciales
cooperando a trave´s del paso as´ıncrono de mensajes mediante buffers. Los
agentes secuenciales son modelados por ma´quinas de estado vivas y seguras
(redes P/T ordinarias y fuertemente conectadas donde cada transicio´n tiene
exactamente un lugar de entrada y un lugar de salida, y las cuales contie-
nen u´nicamente una marca; los lugares representan los posibles estados, y el
estado actual esta´ indicado mediante una u´nica marca). El esquema de pro-
duccio´n/consumo esta´ representado mediante lugares que reciben marcas de
los productores y las dan a los consumidores. Para distinguir estos lugares
de los que modelan los estados de los agentes, se llamara´n buffers. En los
dibujos que representan los modelos, una doble circunferencia indica que un
lugar es un buffer. Debido a que las DSSP quieren capturar solo aspectos
de cooperacio´n en el sistema, introducen dos restricciones sinta´cticas en la
conexio´n de los buffers que previenen competicio´n. La primera es que las
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marcas de un buffer dado solo pueden ser consumidas por un agente particu-
lar, llamado el destino del buffer. La segunda es que un buffer nunca puede
condicionar elecciones internas en su agente destino. Estas restricciones nos
conducen a la siguiente definicion formal:
Definition 3.1. [10] Un sistema P/T 〈P, T,Pre,Post,m0〉 es un DSSP,
donde P es la unio´n de los conjuntos disjuntos de lugares P1, . . . , Pn, y B,
y T es la unio´n de los conjuntos disjuntos de transiciones T1, . . . , Tn, y se
cumple lo siguiente:
1. Sea Ni = 〈Pi, Ti,Pre[Pi, Ti] ,Post[Pi, Ti] 〉 una subred llamada agen-
te i. Entonces, 〈Ni,m0[Pi]〉 es una ma´quina de estados viva 1-marcada.
Dado un nodo x ∈
⋃n
i=1(Pi ∪ Ti) , I( x) indica el indice de la subred a
la que pertenece, es decir, x ∈ PI(x) ∪ TI(x) .
2. Para cada b ∈ B, existe un dest( b) ∈ {1, . . . , n} tal que b• ⊆ Tdest( b).
3. Si t, t′ ∈ p•, donde p ∈ Pdest( b) , entonces Pre[b, t] = Pre[b, t
′].
Como se ha dicho anteriormente, este tipo de redes (DSSP) no permiten
modelar sistemas en los que exista competencia entre los agentes por un
recurso o que los buffers condicionen decisiones internas de los agentes. Estas
limitaciones en el modelado permiten obtener fuertes resultados anal´ıticos
que sirven para comprobar algunas propiedades del sistema. Una buena
prueba de ello es el teorema de rango, que provee condiciones necesarias y
suficientes para determinar la vivacidad estructural en DSSP [12, 9]:
Theorem 3.2 (Teorema de Rango). [10] Sea N una DSSP conservativa.
Existe un marcado m0 tal que 〈N ,m0〉 es una DSSP viva si y solo si N es
consistente y rank(C) = |SEQS| − 1.
3.2. Aplicacio´n a sistemas reales
En este apartado se van a ilustrar dos modelados de sistemas reales per-
tenecientes a la subclase DSSP. El primer sistema es una l´ınea de produccio´n
de mesas (sistema productivo SP1), mientras que el segundo corresponde
con dos gu´ıas cl´ınicas que necesitan sincronizarse (sistema de salud SS1).
3.2.1. Sistemas productivos
El SP1 esta´ formado por tres estaciones de trabajo que: fabrican patas
(ET1), fabrican tableros (ET2) o ensamblan la mesa (ET3). El layout, junto
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ET1
Fabrica patas
Dos modos:
       * una cada vez
       * dos cada vez
Se bloquea tras el servicio
ET2
Fabrica tableros
Operacion depende de fallos,
con o sin solucion
Se bloquea previo al servicio
ET3
Montan las mesas
Recoge y monta patas 
secuencialmente
1 o 2
1
4
1
Patas
Tableros
Figura 3.1: Layout de una l´ınea de produccio´n [10]
con algunas caracter´ısticas de las estaciones de trabajo esta´ representado
en la Fig. 3.1.
La ET1 y ET2 depositan sus respectivos productos (patas y tableros)
en dos buffers intermedios para que sean utilizados por la ET3. Cuando
un buffer se vac´ıa su consumidor esta´ esperando y cuando se llena su pro-
ductor esta´ bloqueado. La Fig. 3.2 muestra el modelo del sistema descrito
mediante una DSSP. Cada una de las ET esta´n modeladas con ma´quinas de
estado vivas, seguras y 1-marcadas. Tanto los productos intermedios como
la materia prima para las patas y los tableros se modelan mediante marcas
en los buffers. b1 y b3 representan la disponibilidad de materia prima para
la fabricacio´n de patas y tableros respectivamente, mientras que b2 y b4 mo-
delan los productos acabados y disponibles para ser ensamblados de patas
y tableros.
La ET1 puede producir una o dos patas a la vez dependiendo de razones
econo´micas o de mantenimiento. Abstrayendo la razo´n precisa, esto puede
ser modelado por una eleccio´n interna que decide entre las dos posibilidades
(t11 y t
1
4).
La ET2 fabrica los tableros de las mesas, y estos pueden tener diferentes
tipos de fallos (fallos reparables, fallos irreparables o sin fallos) que tambie´n
son modelados mediante elecciones internas (entre t24, t
2
6 y t
2
2).
Finalmente la ET3 ensambla la mesa de forma secuencial, es decir, monta
cada item por separado, cogiendo en cada momento los componentes que
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t24
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p32
p33
p34
p35
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t31
t32
t33
t34
t35
t36ET1
ET2
ET3
Figura 3.2: Modelo DSSP vivo de la l´ınea de produccio´n de la Fig. 3.1 [10]
necesite.
La DSSP de la Fig. 3.2 es una red consistente y conservativa compuesta
por 3 agente (ET1, ET2, ET3) y cuatro buffers (b1, b2, b3 y b4). El conjunto
de todos los conjunto en igual conflicto es: SEQS = {{t11, t
1
4}, {t
1
2}, {t
1
3},
{t15}, {t
1
6}, {t
2
1}, {t
2
2, t
2
4, t
2
6}, {t
2
3}, {t
2
5}, {t
2
7}, {t
3
1}, {t
3
2}, {t
3
3}, {t
3
4}, {t
3
5},
{t36}}. La red satisface el teorema de rango (Teorema 3.2): | SEQS | −1 =
15 = rank(C). De acuerdo con este teorema la red es estructuralmente
viva, es decir, existe al menos un marcado inicial que hace vivo el sistema.
El marcado actual de la Fig. 3.2 es m0 = p
1
1+ p
2
1+ p
3
1+2b1+ b3 y hace vivo
el sistema.
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3.2.2. Sistemas de salud
Se considera el sistema de salud de la Fig. 3.3. Existen dos gu´ıas cl´ınicas
(GC1 y GC2) modeladas mediante SM. Cada una de ellas puede tratar a
pacientes quemados ({t1, t2, t3, t4} para la GC1 y {t9, t10, t11, t12} para la
GC2) o a pacientes que han sufrido un accidente de tra´fico ({t5, t6, t7, t8}
para la GC1 y {t13, t14, t15, t16} para la GC2). Ambos tratamientos requie-
ren la utilizacio´n de dos quiro´fanos. Con objeto de mejorar el rendimiento
del hospital se pretende que ambas gu´ıas cl´ınicas traten a pacientes con la
misma patolog´ıa simulta´neamente para no tener que estar acondicionando
los quiro´fanos con tanta frecuencia. Para ello, la GC1 y GC2 intercambian
informacio´n por medio de los buffers (o canales de comunicacio´n) b1, b2, b3 y
b4 del siguiente modo: la GC1 cuando selecciona un paciente quemado para
su tratamiento lo comunica a la GC2 por medio del b1. De igual modo, la
GC2 lo comunica a la GC1 por medio del b2. Ambas gu´ıas cl´ınicas necesitan
recibir un mensaje de que la otra gu´ıa cl´ınica tambie´n tiene listo un paciente
quemado para poder iniciar los tratamientos. De forma similar sucede con
los pacientes que han sufrido un accidente de tra´fico: GC1 envia´ el mensaje
por medio del b3 y la GC2 mediante b4.
La sistema resultante que aparece en la Fig. 3.3 es una DSSP consistente
y conservativa compuesta por dos agentes (GC1 y GC2) que cooperan a
trave´s del paso as´ıncrono de mensajes mediante los buffers b1, b2, b3 y b4.
El conjunto de todos los conjuntos en igual conflicto es: SEQS = {{t1, t5},
{t3}, {t4}, {t6}, {t7}, {t8}, {t9, t13}, {t10}, {t11}, {t12}, {t14}, {t15}, {t16}}.
La red no satisface el teorema de rango (Teorema 3.2): | SEQS | −1 = 13 =
rank(C) = 14. De acuerdo con este teorema, la red es estructuralmente no-
viva, es decir, no existe ningu´n marcado inicial que hace vivo el sistema. El
marcado actual de la Fig. 3.3 es m0 = p1 + p8 que mediante el disparo de
σ = t1t13 lleva al marcado de bloqueo m
′ = p2 + p12 + b1 + b4.
3.3. Motivacio´n del trabajo: bloqueos en redes
DSSP
En la Seccio´n 3.2 se han visto dos sistemas (produccio´n de mesas y salud)
modelados mediante DSSP en los cuales se ha considerado su posible viva-
cidad mediante el teorema de rango. El sistema de produccio´n es un sistema
estructuralmente vivo, mientras que el de salud no. Como se ha observado
el teorema de rango caracteriza estos comportamientos, pero existe una au-
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t14
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t16
b1
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b3
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GC1
GC2
Figura 3.3: Ejemplo DSSP sistema de salud
sencia de me´todos o algoritmos que permitan transformar los sistemas no
vivos en vivos. En este apartado se van han a realizar algunos cambios en el
sistema de produccio´n (SP1) que van a provocar que la DSSP resultante no
sea viva. Finalmente se explicaran las situaciones de bloqueo en el sistema
de salud y en el nuevo sistema productivo resultante de la modificaciones.
Al sistema productivo de la Fig. 3.1 se an˜ade un nuevo modelo de mesa
(mesa B) que es capaz de soportar el doble de peso que el anterior. Para ello,
manteniendo el mismo tablero que se utilizaba en la mesa anterior (mesa A),
se han disen˜ado unas nuevas patas ma´s altas y robustas de un material ma´s
resistente que permiten soportar este nuevo requisito estructural. Las nuevas
patas son fabricadas por la misma estacio´n de trabajo que las anteriores
(ET1). Adema´s para simplificar la red, tanto las patas A como las patas B
son fabricadas en lotes de 4 representados por una u´nica marca. Las mesas
B son ensambladas en la misma estacio´n de trabajo que las mesas A (ET3).
Como resultado de incorporar al sistema productivo la fabricacio´n de las
mesas B, se obtiene la estructura DSSP representada en la Fig. 3.4. En este
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caso la ET1 puede fabricar patas A o B, esta situacio´n esta´ representada
mediante la eleccio´n interna entre (t11 y t
1
4). De igual modo se ha an˜adido
una nueva l´ınea de montaje en la ET3 que permite ensamblar las mesas B.
Ambas posibilidades, ensamblar mesas A o B, esta´n representadas mediante
la eleccio´n interna entre (t31 y t
3
4). Adema´s dos nuevos buffer b5 y b6 se an˜aden
a la red. Estos buffers representan la disponibilidad de material para fabricar
patas B (b5) y los lotes de patas B disponibles para ser ensamblados (b6).
Example 3.3. La RdP de la Fig. 3.4 es una DSSP consistente y con-
servativa compuesta por 3 agentes (ET1, ET2, ET3) y seis buffers (b1,
b2, b3 y b4 b5 b6). El conjunto de todos los conjunto en igual conflicto es:
SEQS ={{t11, t
1
4}, {t
1
2}, {t
1
3}, {t
1
5}, {t
1
6}, {t
2
1}, {t
2
2, t
2
4, t
2
6}, {t
2
3}, {t
2
5}, {t
2
7},
{t31, t
3
4}, {t
3
2}, {t
3
3}, {t
3
5}, {t
3
6}}. La estructura DSSP no satisface el teo-
rema de rango: |SEQS| − 1 = 14 = rank(C) = 15. De acuerdo con el
Teorema 3.2 la RdP es estructuralmente no viva, es decir, no existe ningu´n
marcado inicial que haga vivo el sistema. Para el marcado de la Fig. 3.4
m0 = p
1
1 + p
2
1 + p
3
1 + b1 + b4 + b6, la secuencia de disparo σ = t
1
4t
1
5t
3
1t
2
1t
2
2t
2
3
lleva al marcado de bloqueo m′ = p15 + p
2
1 + p
3
2 + b1 + b4 + b6.
Este bloqueo es debido a que la ET1 decide fabricar patas B (t14) sin
disponer de su materia prima (b5), mientras la ET3 decide montar mesas
A (t31) sin disponer de patas tipo A (b2). Adema´s, para poder disponer
de materia prima para fabricar patas B es necesario montar mesas B y
para poder disponer de patas A es necesario fabricar patas A. Como ambas
estaciones de trabajo esta´n bloqueadas, y requieren de la ejecucio´n de la
otra para salir del bloqueo, el sistema esta bloqueado.
En el caso del sistema de salud el bloqueo es debido a que la GC1
debe sincronizarse con la GC2, es decir la eleccio´n de tratar a pacientes
quemados o que han sufrido un accidente de tra´fico de la GC1 (t1 o t5) debe
estar sincronizada con esta misma eleccio´n en la GC2 (t9 o t13). La causa
estructural del bloqueo es que ambas GC toman sus respectivas decisiones
de forma libre e independiente antes de ser sincronizadas. Es decir, cada
gu´ıa puede mandar el mensaje de que tiene preparado a un tipo de paciente
diferente, y esperar indefinidamente el mensaje de la otra gu´ıa.
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Figura 3.4: Modelo DSSP de sistema productivo de mesas A y B
3.4. Diferentes enfoques para garantizar vivaci-
dad estructural en DSSP
En este apartado se van a proponer dos me´todos diferentes para inten-
tar prevenir las situaciones de bloqueo en DSSP. Ambos se van a comparar,
estudiando sus limitaciones y ventajas. El primero de estos me´todos se basa
en calcular los sifones malos de la red y prevenir su vaciado, aproximacio´n
que ha sido utilizada en otro tipo de redes ordinarias [5]. El segundo me´to-
do, basado en la preasignacio´n de los buffers, intenta que siempre que una
transicio´n de un agente dado sea disparada, al menos un T-semiflujo del
agente, pueda ser disparado hasta el final.
3.4.1. Me´todo basado en controlar los sifones malos me-
diante lugares de monitorizacio´n
Un conocido me´todo para conseguir vivacidad en RdP ordinarias con-
siste en controlar los sifones malos. Para ello, primero se calcula el conjunto
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de sifones malos y despue´s, por cada uno, se introduce un lugar de control
para prevenir su vaciado. El proceso debe ser iterativo, ya que los lugares
de control introducidos, pueden an˜adir nuevos sifones malos al sistema. Sin
embargo, adema´s de que esta estrategia solo podr´ıa ser utilizada en DSSP
ordinarias, como resultado de su aplicacio´n nuevos buffers son an˜adidos (los
lugares de control pueden ser vistos como nuevos buffers). Estos nuevos
buffers pueden incumplir ambas restricciones de las DSSP: condicionan de-
cisiones internas dentro de un agente y tienen transiciones de salida en ma´s
de un agente.
Definition 3.4. Sea Σk = {p1, . . . , pn} un sifo´n malo y sea pk el lugar de
monitorizacio´n que impide el vaciado de Σk. Se cumple lo siguiente:
1. C[pk, tj] =
n∑
l=1
C[pl, tj]; pl ∈ Σk;
2. m0[pk] =
n∑
l=1
m0[pl]− 1; pl ∈ Σk.
En el Ej. 3.3 se ha mostrado que el sistema de RdP de la Fig. 3.4 tiene
un marcado de bloqueo m′ = p15+p
2
1+p
3
2+b1+b4+b6. El sifo´n vac´ıo en este
marcado es Σ1 = {p
1
1, p
1
2, p
1
3, p
2
1, p
2
3, p
2
4, p
2
5, b2, b5}. El lugar de monitorizacio´n
que impide su vaciado (Def. 3.4) es pm, donde C[pm, T ] = [t
1
3,−t
1
4,−t
3
1, t
3
5] y
m0[pm] = 1. Este lugar esta´ ilustrado en azul en la Fig. 3.5.
La RdP resultante no es DSSP porque las propiedades 2) y 3) en Def. 3.1
no se cumplen. La segunda propiedad dice que las marcas de un buffer dado
solo pueden ser consumidas por un agente particular (consumidor). Este no
es el caso porque el nuevo buffer pm proporciona marcas a los agentes ET1
and ET3. Tampoco se satisface la tercera propiedad, ya que el buffer pm
esta´ condicionando las elecciones internas en los agente ET1 y ET3.
Si una DSSP es consistente y conservativa pero no cumple el teorema de
rango, es imposible impedir los marcados de bloqueo sin salirse del tipo de
red. Esto es debido a que los bloqueos se producen a causa de que diferentes
agentes disparan libremente transiciones en conflicto que pertenecen a T-
semiflujos locales que posteriormente van a requerir de marcas en algu´n
buffer sin tener en cuenta el marcado de estos. Si queremos prevenir los
marcados de bloqueo, va a ser necesario que los buffers puedan condicionar
la toma de estas decisiones. De este modo, se esta´ incumpliendo la condicio´n
3 de las DSSP (Def. 3.1) y consecuentemente se perdera´ la clase de red.
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Figura 3.5: Lugar de monitorizacio´n (pm) que previene el marcado de blo-
queo m′ de la DSSP de la Fig. 3.4
3.4.2. Me´todo de preasignacio´n de buffers
Como se ha explicado en la Sec. 3.4.1 resulta imposible prevenir situa-
ciones de bloqueo en DSSP consistentes y conservativas que no cumplen el
teorema de rango sin salir de la clase de sistemas/modelos.
En esta seccio´n se propone un metodo basado en la preasignacio´n de
buffers que pueden condicionar las decisiones internas de los agentes, pero
mantenienen su privacidad (un agente de destino por buffer). Este me´todo
no an˜ade nuevos lugares a la red, sino que modifica los arcos de salida de
algunos buffers y an˜ade nuevos arcos. La preasignacio´n consiste en adelantar
la asignacio´n de todos los buffers de un T-semiflujo local (perteneciente a un
solo agente) desde sus transiciones originales hasta otras transiciones previas
que este´n en EQ. De este modo se esta´ asegurando que al disparar una
transicio´n en conflicto, el agente pueda completar el disparo del T-semiflujo
local y regresar a su lugar de espera. En la Sec. 4, donde se desarrolla
el algoritmo, se explica por que no solo hay que tener en cuenta los T-
semiflujos locales, sino que es necesaria una perspectiva global del sistema
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para prevenir los bloqueos.
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Figura 3.6: Preasignacio´n de buffers en la RdP de la Fig. 3.4
Se va a realizar la preasignacio´n de buffers de una forma intuitiva en
la red de la Fig. 3.4. La ET1 (fabrica patas) es una ma´quina de estados
formada por dos T-semiflujos locales: x11 = t
1
1 + t
1
2 + t
1
3 y x
1
2 = t
1
4 + t
1
5 + t
1
6
que representan la fabricacio´n de patas A y B respectivamente. El proceso
de fabricacio´n de patas A/B (x11/x
1
2) requiere consumir una marca de b1/b5
(materia prima de tipo A/B). El consumo de esta marca se produce en la
t13/t
1
6, mientras que la decisio´n se toma libremente en la t
1
1/t
1
4 sin saber si hay
materia prima disponible en b1/b5. Para evitar la situacio´n de haber tomado
la decisio´n de fabricar un tipo de pata y que no se disponga de materia
prima, se realiza la preasignacio´n de los buffers b1/b5 a las transiciones t
1
1/t
1
4.
De este modo siempre que la ET1 decida fabricar patas A o B dispondra´
de materia prima.
De igual modo sucede con la ET3, donde la asignacio´n del buffer b2/b6
se adelanta a la transicio´n t31/t
3
4 para prevenir situaciones de bloqueo. En la
ET2 no es necesario realizar ninguna preasignacio´n, como se explicara ma´s
adelante, esto se debe a que solo contiene un T-semiflujo local que perte-
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nezca a uno global. Estas modificaciones pueden observarse en el sistema de
la Fig. 3.6 donde los arcos modificados aparecen en color azul. Como resul-
tado de estas modificaciones se obtiene una red libre de bloqueos donde los
buffers pueden condicionar los conflictos. Ya no es una DSSP, nosotros lla-
mamos a la nueva clase resultante Synchronized Sequential Process (SSP).
La definicio´n formal es igual que la Def. 3.1 sin la condicio´n 3.
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p4
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p6
p7
p8
p9
p10
p11
p12
p13
p14
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t3
t4
t5
t6
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t10
t11
t12
t13
t14
t15
t16
b1
b2
b3
b4
GC1
GC2
Figura 3.7: Preasignacio´n de los buffers en la DSSP de la Fig. 3.3
De una forma similar se puede realizar la preasignacio´n de los buffers en
la DSSP de la Fig. 3.3 que modela el sistema de salud. La SSP resultante
aparece en la Fig 3.7 donde los nuevos arcos son de color azul. Esta red
es estructualmente viva, pero el marcado inicial que tenia en la DSSP de
la Fig. 3.3 no es un marcado vivo, ya que no es posible disparar ninguna
transicio´n. Para conseguir un marcado vivo es necesario colocar una marca
en los buffers b1 y b3. Con este nuevo marcado inicialm0 = p1+p8+b1+b3 la
red es viva, pero no se esta cumpliendo el objetivo del sistema de sincronizar
ambas gu´ıas cl´ınicas, ya que la GC2 puede tratar a un paciente quemando y
a otro que ha sufrido un accidente de tra´fico, sin que la GC1 haya tratado a
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ningu´n paciente. Esto es debido a que las marcas que an˜adimos en los buffers
representan mensajes de confirmacio´n enviados por la GC1 simulando la
seleccio´n de un paciente quemado y otro que ha sufrido un accidente de
tra´fico. En realidad si que se produce una sincronizacio´n del sistema, pero
con una distancia distinta de 0. Se ha introducido una relacio´n maestro-
esclavo entre la GC2 y la GC1 respectivamente. Este problema no sucede
en los sistemas de red que representan sistemas productivos, ya que las
marcas de los buffers modelan almacenes de productos intermedios y al
aumentar su marcado, lo u´nico que se hace es aumentar el taman˜o de estos
almacenes. Por esto, en aquellas DSSP en las que se intercambien mensajes,
si es necesario aumentar el marcado de los buffers para conseguir vivacidad,
podemos estar cambiando el comportamiento deseado del sistema (en este
caso sincronizacio´n con distancia 0).
Tanto la RdP de la Fig 3.4 como la de la Fig. 3.3 son sencillas y las
modificaciones de los arcos inmediatas. En el cap´ıtulo 4 se vera´n estructuras
ma´s complejas en las que las ma´quinas de estado tienen varios conflictos
consecutivos. Para estas, las modificaciones no son inmediatas y es necesario
seguir una metodolog´ıa que no an˜ada “demasiada” restricciones a la red que
conduzcan a un bloqueo.

Cap´ıtulo 4
Algoritmo basado en
preasignacio´n de buffers para
conseguir vivacidad estructural.
En este cap´ıtulo se desarrolla un algoritmo que para algunas estructu-
ras de redes DSSP inicialmente no vivas fuerza su vivacidad estructural.
El algoritmo se basa en la idea de prevenir el bloqueo de las ma´quinas de
estado haciendo que cada vez que una transicio´n en conflicto sea dispara-
da, al menos un componente repetitivo (T-semiflujo) de esta ma´quina de
estados pueda ser disparado hasta el final. Para conseguir esto, es necesario
preasignar los buffers de entrada.
El diagrama de flujo de la Fig. 4.1 muestra los pasos a seguir para
conseguir vivacidad a partir de una red DSSP. Primero la estructura de la
red N debe de ser consistente y conservativa. Si N satisface el teorema de
rango, existe un marcado inicial vivo m0. En caso contrario, sera necesario
aplicar el Alg. 4.9 para obtener un sistema SSP alternativo pero vivo.
Antes de explicar como realizar la preasignacio´n de los buffers, es nece-
sario fijar la notacio´n de algunos conceptos y definiciones:
Definition 4.1. Sea Ni un agente de una DSSP N . Los T-semiflujos de
Ni se llaman T-semiflujos locales del agente i. Los T-semiflujos de N se
llaman T-semiflujos globales de N .
Property 4.2. Si Xg es un T-semiflujo global, entonces se puede escribir
como una combinacio´n lineal de T-semiflujos locales. xg = α ·x1 + β ·x2 +
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Figura 4.1: Comprobacio´n de vivacidad en DSSP.
. . .+γ ·xl donde α, β, . . ., γ ∈ R≥0 y x1,x2, . . . ,xl son T-semiflujos locales.
Definition 4.3. Un T-semiflujo globalXg se llama T-semiflujo global completo
si Xg no es un T-semiflujo local, i.e., esta´ compuesto por dos o ma´s T-
semiflujos locales de agentes distintos.
Definition 4.4. Sea Ni un agente de una DSSP N tal que tiene dos o
ma´s T-semiflujos locales que forman T-semiflujos globales completos. Sean
xi1,x
i
2, . . . ,x
i
k los T-semiflujos locales de Ni que pertenecen a T-semiflujos
globales y sea P¯i =
(
k⋂
n=1
•||xin||
)
. Un lugar pe ∈ P¯i se llama de espera si no
hay en Ni ningu´n camino (utilizando los lugare pertenecientes a P¯i) de pe
a otro lugar de P¯i.
Vamos a ver los T-semiflujo locales, globales y los lugares de espera de la
red DSSP de la Fig. 3.4. La estructura esta´ compuesta por tres estaciones
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de trabajo: ET1, ET2 y ET3 que son modeladas mediante las subredes
(SM) N1, N2 y N3 respectivamente. En la Tab. 4.1 se muestran los T-
semiflujos locales: la primera columna identifica al T-semilujo, en la segunda
aparece a la red que pertenece, la tercera muestra las transiciones que lo
componen y finalmente en la cuarta aparecen los T-semiflujos globales a
los que pertenece. Esta DSSP tiene 2 T-semiflujos globales totales: x1g =
x11 + x
2
1 + x
3
1 y x
2
g = x
1
2 + x
2
1 + x
3
2.
Cuadro 4.1: T-semiflujos locales de la red de la Fig. 3.4
Id. Red Transiciones Xg a los que pertenece
x11 N1 t
1
1, t
1
2, t
1
3 x
1
g
x12 N1 t
1
4, t
1
5, t
1
6 x
2
g
x21 N2 t
2
2, t
2
3, t
2
1 x
1
g, x
2
g
x22 N2 t
2
4, t
2
5 -
x23 N2 t
2
5, t
2
6, t
2
1 -
x31 N3 t
3
1, t
3
2, t
3
3 x
1
g
x32 N3 t
3
4, t
3
5, t
3
6 x
2
g
Una vez identificados los T-semiflujos locales de cada ma´quina es posible
determinar el lugar de espera. Para N1 y N3 los lugares de espera son p
1
1 y
p31 respectivamente, mientras que N2 no tiene lugar de espera, ya que solo
contiene un T-semiflujo local (x21) que pertenezca a alguno global. Por ello
no es necesario realizar preasignaciones en la ma´quina de estados de la ET2
4.1. Aplicacio´n del algoritmo a TSF1
Para desarrollar el algoritmo, se ha empezado aplicando a redes DSSP
en las que los T-semiflujos globales tienen algunas restricciones. Posterior-
mente estas restricciones se relajan y se an˜aden pasos en el algoritmo para
conseguir vivacidad en estructuras ma´s generales. Con este objetivo se de-
finen los T-semiflujos de tipo 1 (TSF1):
Definition 4.5. Sea N una DSSP compuesta por n agentes 〈N1,N2, . . . ,Nn〉.
Un T-semiflujo global xg de N es un TSF1 si cumple las siguientes condi-
ciones.
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1. Es una combinacio´n de dos o ma´s T-semifujos locales: xg = α · x1 +
β · x2 + . . . + γ · xl donde α, β, . . ., γ ∈ R≥0 y x1,x2, . . . ,xl son
T-semiflujos locales.
2. xg esta´ compuesto como ma´ximo por un T-semiflujo local por agente;
3. Existen buffers de entrada/salida privados para cada xg, es decir un
bufer solo puede tener transiciones de entrada/salida que pertenezcan
al mismo xg: ∀b ∈ (
•||xg|| ∪ ||xg||
•) ⇒ (•b ∪ b•) ∈ ||xg||.
Con este tipo de estructuras (TSF1) estamos asegurando que las marcas
de los buffers que relacionan T-semiflujos locales de un TSF1, solo pue-
den ser producidas/consumidas por sus transiciones. Adema´s al tratarse de
una red consistente y conservativa, existe una secuencia de disparos de los
T-semiflujos locales que permiten disparar el TSF1 completamente. Si reali-
zamos una preasignacion de los buffers de entrada de todos los T-semiflujos
locales que forman un TSF1 a las primeras transiciones de su secuencia
vista desde sus lugares de espera, estaremos asegurando que:
1. Existe un marcado inicialm0 que para cualquier evolucio´n del sistema,
al menos siempre un T-semiflujo local perteneciente al TSF1 va a estar
habilitado.
2. Todos T-semiflujo local de TSF1 podra´n estar habilitados en alguna
evolucio´n del sistema
3. Solo aquellos T-semiflujos locales pertenecientes al TSF1 cuyos buf-
fers de entrada tengan suficientes marcas para completar el disparo,
podra´n iniciar la secuencia.
En necesario que la preasignacio´n se realice desde una perspectiva global,
es decir: de forma secuencial a los T-semiflujos globales (en este caso a
TSF1). De este modo si existe una transicio´n (t1) perteneciente a dos T-
semiflujo locales (x11 y x
1
2) en una ma´quina (N1) y otra transicio´n (t2)
perteneciente a otros dos T-semiflujo locales (x21 y x
2
2) en otra ma´quina
(N2), y siendo x
1
g = x
1
1 + x
2
1 y x
2
g = x
1
1 + x
2
1 dos T-semiflujos globales de
tipo TSF1, se asegura que los buffers que se preasignen a (t1) y (t2) sean
buffers de entrada de un mismo TSF1.
Adema´s, sera necesario an˜adir arcos desde algunas transiciones a buffers.
El objetivo de estos arcos es reconstruir el marcado de un buffer que ha sido
preasignado a una transicio´n de un T-semiflujo concreto y finalmente este
no se ha disparado.
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Vamos a considerar la red DSSP de la Fig. 4.2 formada por los arcos de
color negro y rojo. En la preasignacio´n de los buffers, los arcos rojos son
eliminados mientras que los azules son an˜adidos.
La estructura original es una DSSP compuesta por dos agentes N1 y N2,
ambos tienen 4 T-semifujos locales que son dados en Cuadro 4.2. Adema´s, la
red global tiene tambie´n 4 T-semiflujos (TSF1 segu´n Def. 4.5). Hay que tener
en cuenta que el T-semiflujos global x1g esta´ formado por x
1
1 (T-semiflujo
local de N1) y x
2
1 (T-semiflujo local de N2), es decir, x
1
g = x
1
1+x
2
1. Adema´s,
x2g = x
1
2 + x
2
2, x
3
g = x
1
3 + x
2
3 y x
4
g = x
1
4 + x
2
4.
Cuadro 4.2: T-semiflujo locales en la red de la Fig 4.2
Id. Red Transiciones Xg a los que pertenece
x11 N1 t1-t3 x
1
g
x12 N1 t1, t9, t10 x
2
g
x13 N1 t11-t13 x
3
g
x14 N1 t11, t19, t20 x
4
g
x21 N2 t4-t6 x
1
g
x22 N2 t6-t7 x
2
g
x23 N2 t14-t16 x
3
g
x24 N2 t16-t18 x
4
g
En este ejemplo se muestra que si los buffers son preasignados mirando
solo los T-semiflujos locales, el sistema puede llegar a bloqueo. La parte de la
izquierda, compuesta por x1g y x
2
g ha sido preasignada sin tener en cuenta los
T-semiflujos globales de la siguiente forma: en primer lugar, para controlar
x11, el b1 se preasigna a t1 asegurando que x
1
1 comienza a dispararse solo si b1
tiene marca. Para hacer esto, el arco (b1, t3) es reemplazado por (b1, t1). Se
an˜ade tambie´n el arco (t10, b1) par devolver la marca al buffer si el conflicto
en p2 se resuelve a trave´s de t10. Como x
1
1 forma parte del T-semiflujo global
de tipo 1 (TSF1) x
1
g = x
1
1+x
2
1 ahora habr´ıa que realizar la preasignacio´n en
x21. Sin embargo, se realiza la preasignacio´n de x
1
2 eliminando el arco (b3, t9)
y an˜adiendo (b3, t10). Del mismo modo se realizan las preasignaciones de x
2
2
(los arcos (b4, t6) y (t5, b4) son an˜adidos y (b4, t8) se elimina) seguida de x
2
1
((b2, t5) se an˜ade y (b2, t4) se elimina). Ahora la parte izquierda de la red
puede bloquearse. Esto ocurre si la secuencia σ = t1t2t3 es disparada en el
marcado de la figura. Mediante el disparo de σ, se elimina una marca de
b1 y crea una marca en b2. Ahora, las transiciones t1 y t6 nunca pueden
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Figura 4.2: Preasignacio´n desde una prespectiva local frente a una global.
dispararse, ya que ambas tienen sus lugares de entrada (buffers) vac´ıos, es
decir, b1 ∈
•t1 y b4 ∈
•t6.
En la parte de la derecha si se ha realizado una preasignacio´n conside-
rando los T-semiflujos globales. Primero se ha preasignado x3g y luego x
4
g.
Esta parte si es viva, ya que siempre podra´ dispararse x13 o x
2
3 (T-semiflujos
locales de x3g). Adema´s, los buffers de entrada de x
4
g (b7 y b8) siempre ha-
bilitaran el disparo de x14 o x
2
4 (T-semiflujos locales de x
4
g), aunque estos
esta´n tambie´n condicionados por la posibilidad de disparar x13 y x
2
3 respec-
tivamente.
El Alg. 4.6 proporciona los pasos a seguir para la preasignacio´n de buf-
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fers en una red DSSP con TSF1. En primer lugar es necesario calcular todos
los T-semiflujos locales de cada ma´quina. Luego se calculan los globales y se
comprueba que son TSF1 (Def. 4.5). Conociendo cuales son los T-semiflujos
locales que forman parte de alguno global, se calcula el lugar de espera pe
(Def. 4.4) de cada ma´quina. Se ordenan las secuencias de disparo de todos
los T-semiflujos locales partiendo desde el pe de su ma´quina. De forma se-
cuencial, en cada TSF1, se realiza lo siguiente: para cada xl que lo compone
se preasignan los buffer (bi) de entrada a la primera transicio´n (tk) de la
secuencia ordenada de xl que no haya sido preasignada previamente. Cada
una de las secuencias ordenas xjl que forman parte de la misma ma´quina
(Nj) que xl y que contienen la transicio´n (tk) son comparadas transicio´n
a transicio´n con la secuencia ordenada de xl a partir de (tk). La primera
transicio´n (tp ∈ x
j
l ) que no coincida, devolvera´ las marcas a los buffers (bi)
preasignados.
Algorithm 4.6. procedure Preasignar buffers en redes DSSP
con xg TSF1
Input: {N ; N1, · · · ,Ni}
Calcular T-semiflujo locales(xl), globales completos (xg) y lugares de
espera (pe)
Ordenar las secuencias de transiciones de los xl partiendo de (pe).
for todo xg do
for todo xl que compone xg do
Preasignar todos buffer (bi) de entrada de xl a la primera tran-
sicio´n (tk) vista desde el lugar de espera que no haya sido preasignada
previamente.
Sea Nj la ma´quina a la que pertenece xl
for todo xjl de Nj menos xl do
if tk ∈ x
j
l then
Comparar las secuencias de transiciones xl con x
j
l a
partir de (tk)
La primera transicio´n (tp ∈ x
j
l ) que no coincida, devol-
vera´ las marcas a los buffers (bi) preasignados.
end if
end for
end for
end for
end procedure
Se va a aplicar el Alg. 4.6 a la parte derecha de la red de la Fig. 4.2.
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Los T-semiflujos locales y globales aparecen en la Tab. 4.2. Como todos
los T-semiflujos locales tanto de N1 como de N2 pertenecen a T-semiflujos
globales, sus circuitos se utilizan para calcular los lugares de espera. Los
lugares p1 y p8 son los lugares de espera de N1 y N2 respectivamente ya
que p1 es el u´nicos lugar comu´n de los circuitos generados por x
1
1, x
1
2, x
1
3 y
x14 para N1 y p8 es el u´nico lugar comu´n de los circuitos generados por x
2
1,
x22, x
2
3 y x
2
4 para N2. Las secuencias ordenadas partiendo de los lugares de
espera y sus buffers de entrada/salida son:
1. Secuencias de los T-semiflujos de N1 partiendo de p1
x11 ⇒ {t1t2t3} =⇒ b1/b2 (buffer entrada/buffer salida)
x12 ⇒ {t1t10t9} =⇒ b3/b4
x13 ⇒ {t11t12t13} =⇒ b5/b6
x14 ⇒ {t11t20t19} =⇒ b7/b8
2. Secuencias de los T-semiflujos de N2 partiendo de p8
x21 ⇒ {t6t5t4} =⇒ b2/b1
x22 ⇒ {t6t7t8} =⇒ b4/b3
x23 ⇒ {t16t15t14} =⇒ b6/b5
x24 ⇒ {t16t17t18} =⇒ b8/b7
Se elige realizar la preasignacio´n primero a x3g y luego a x
4
g. El TSF1
x3g = x
1
3 + x
2
3, por lo que habra que perasignar los buffer de entrada de
ambos T-semiflujos locales x13 y x
2
3. Para la preasignacio´n de x
1
3 tendremos
que fijarnos en sus buffers de entrada (b5) y en su secuencia de disparo. De
este modo, se elimina el arco (b5, t13) y se an˜ade un nuevo arco (b5, t11) desde
el buffer de entrada (b5) a la primera transicio´n de la secuencia ordena de
x13 que no haya sido preasignada (t11). Ahora, con el objetivo de recargar
el marcado del buffer b5 si se inicia el disparo de x
1
3, pero finalmente no se
completa, nos fijaremos en las dema´s secuencias de disparo de la ma´quinaN1
que contengan t11. Como la secuencia generada por x
1
4 contiene la transicio´n
(t11), se comparan las siguientes transiciones de las secuencias x
1
3 y x
1
4. Al
no coincidir (t12 con t20), existira´ un arco (t11, b5) que recargara el marcado
de b5. Adema´s como la transicio´n t11 ya ha sido preasignada, se eliminara
de la secuencia ordenada de x14.
Las modificaciones pueden representarse gra´ficamente del siguiente mo-
do: cada color representa los cambios realizados en las preasignaciones de
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cada TSF1. Un circulo rodeando una transicio´n indica que existe un arco
desde el buffer de ese color, hasta la transicio´n. Una raya sobre la transicio´n
indica que el arco va desde la transicio´n hasta el buffer. En caso de que
una transicio´n este tachada significa que ya ha sido preasignada. En rojo
aparece la preasignacio´n de x13 en la ma´quina N1:
x11 ⇒ {t1t2t3} =⇒ b1/b2
x12 ⇒ {t1t10t9} =⇒ b3/b4
x13 ⇒ { t11 t12t13} =⇒ b5 /b6
x14 ⇒ {t11 t20 t19} =⇒ b7 /b8
Ahora habra´ que preasignar x23, el otro T-semiflujo local que compone
x3g. Su preasignacio´n (rojo) queda del siguiente modo:
x21 ⇒ {t6t5t4} =⇒ b2/b1
x22 ⇒ {t6t7t8} =⇒ b4/b3
x23 ⇒ { t16 t15t14} =⇒ b6 /b5
x24 ⇒ {t16 t17 t18} =⇒ b8 /b7
Una vez todos los T-semiflujos locales que componen x3g han sido preasig-
nados se procede a preasignar otro T-semiflujo global. En este caso x4g que
esta´ compuesto por x14 y x
2
4. Las modificaciones realizadas aparecen en color
verde. En la Fig. 4.2 se pueden observar las modificaciones realizadas en los
TSF1 x
3
g y x
4
g. Los arcos an˜adidos aparecen en azul, mientras los arcos rojos
han sido eliminados.
Lemma 4.7. Dada una estructura DSSP consistente y conservativa en la
cual todos los T-semiflujos son TSF1, aplicando el Alg. 4.6, la nueva red
SSP es estructuralmente viva
Demostracio´n. Si la red es consiste y conservativa para cada TSF1, exis-
te una secuencia de disparo de sus T-semiflujos locales que permiten a la
estructura volver a su marcado inicial, habiendo disparado todos los T-
semiflujos locales que lo componen. Adema´s los TSF1 tienen buffers pri-
vados, es decir, sus marcas solo pueden ser consumidas/producidas por T-
semiflujos locales del mismo TSF1. Mediante la preasignacio´n y recarga de
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los buffers, no se modifica el ”juego de marcas” ya que estas son consumidas
en transiciones previas, pero si finalmente no se dispara la transicio´n a la
que el buffer estaba realmente asignado, se recarga el marcado del mismo.
La preasignacion se realiza de forma secuencial a cada TSF1, de modo que,
al preasignar el primer TSF1 (x
i
g) estamos asegurando que solo podra´n dis-
pararse los T-semiflujos locales pertenecientes a (xig) que tenga suficientes
marcas en sus buffers de entrada para completar su disparo. Adema´s con
un marcado inicial adecuado, podra´ repetirse indefinidamente el disparo se-
cuencial de todos los T-semiflujos locales de (xig), siendo este TSF1 vivo. En
la pro´xima preasignacio´n de otro TSF1 (x
k
g), del mismo modo, se esta´ ase-
gurando que solo podra´n dispararse los T-semiflujos locales pertenecientes a
(xkg) que tenga suficientes marcas en sus buffers de entrada para completar
su disparo y que se dispararan secuencialmente sus T-semiflujos locales. Si
en alguna ma´quina, un T-semiflujo local x1 de x
k
g comparte alguna transi-
cio´n con otro T-semiflujo local x2 que pertenece a un TSF1 ya preasignado
(xig) el disparo de x1 esta´ condicionado a que x2 este habilitado. Como x2
es un T-semiflujo local vivo de xig, siempre podra´ estar habilitado en alguna
futura evolucio´n del sistema. As´ı queda demostrado que una vez preasigna-
do (xkg) tambie´n es vivo. Aplicando la misma logica, se puede deducir que
preasignando secuencialmente todos los TSF1, se obtendra´ un sistema SSP
vivo.
4.2. Aplicacio´n del algoritmo a TSF2
Si todos los xg de una red no son TSF1 es necesario realizar algunos pasos
adicionales en el algoritmo. En esta seccio´n se define un nueva estructura
denominada T-semiflujo tipo 2 (TSF2), cuya definicio´n es la misma que en
los TSF1 (Def. 4.5) pero permitiendo que los buffers no sean privados. Esta
no privacidad de los buffer implica que las marcas pueden ser consumidas
por distintos TSF2. Por esto, en algunas ocasiones, aunque se preasigne un
TSF2, no se esta´ garantizando que siempre haya un T-semiflujo local de este
TSF2 habilitado por sus buffers de entrada. Para solucionar este problema,
se van a an˜adir unos arcos de lectura a la red, que bajo ciertas condiciones
impidan el disparo de algunas transiciones.
Para poder entender el problema que aparece nos fijaremos en red de
la Fig. 4.3. La red formada por los arcos negros y rojos, es una DSSP
compuesta por 2 agente (N1 y N2) que cooperan a trave´s de 5 buffers. Cada
ma´quina contiene 3 T-semiflujos locales y a su vez el sistema consta de 3
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T-semiflujos globales. Los secuencias ordenas a partir del lugar de espera
de los T-semiflujos locales de ambas ma´quinas, asi como sus buffers de
entra/salida y la composicio´n de los T-semiflujos globales son:
1. Secuencias de los T-semiflujos de N1 partiendo de p1
x11 ⇒ {t1t2} =⇒ b2/b1 (buffer entrada/buffer salida)
x12 ⇒ {t3t4} =⇒ b2/b3
x13 ⇒ {t6t5} =⇒ b4/b5
2. Secuencias de los T-semiflujos de N2 partiendo de p2
x21 ⇒ {t7t8t9} =⇒ b1/b2
x22 ⇒ {t7t10t11} =⇒ b3/b2
x23 ⇒ {t12t13} =⇒ b5/b4
3. T-semiflujos globales, buffers relacionados y tipo
x1g = x
1
1 + x
2
1 (b1, b2) =⇒ b2 no privado (TSF2)
x2g = x
1
2 + x
2
2 (b2, b3) =⇒ b2 no privado (TSF2)
x3g = x
1
3 + x
2
3 (b4, b5) =⇒ todos privados (TSF1)
Tras aplicar el Alg. 4.6 a la red siguiendo la siguiente secuencia: x3g,
x1g y x
2
g, se obtiene la estructura formada por los arcos negros y rojos.
Esta estructura no es viva, ya que disparando la secuencia σ = t3t4t3t4 los
T-semiflujos x1g y x
2
g se mueren. Esto es debido a que el buffer b2 de x
1
g
no es privado y sus marcas pueden ser consumidas por otro T-semiflujo
global (x2g). De este modo, a pesar de haber preasignado en primer lugar
los T-semiflujos locales de x1g, no se puede garantizar que siempre tenga un
T-semiflujo local habilitado. Para impedir esta situacio´n, es necesario que
la ultima marca de b2 sea siempre consumida por el x
1
1, para ello se an˜ade
un arco de lectura desde b2 a t3. En la Fig. 4.3 el arco de lectura aparece en
color verde.
Para an˜adir estos arcos es necesario realizar algunas modificaciones en el
Alg. 4.6: Se realizara´ primero la preasignacio´n a los TSF1 y posteriormen-
te de TSF2 guardando el orden en que estos u´ltimos se han preasignado.
Adema´s, si durante la preasignacio´n de TSF2 desde un buffer a una transi-
cio´n existe un arco Pre y otro Post, estos se contrarrestaran segu´n sus pesos
dejando: 1) un u´nico arco en caso de que el peso de uno de ellos sea mayo
que el del otro o, 2) suprimie´ndose si sus pesos son iguales.
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t13
p1
p2
b1 b2 b3
b4 b5
Figura 4.3: DSSP con TSF2
Una vez todos los T-semiflujos globales han sido preasignados, se identi-
ficara´n los grupos de TSF2 que tienen buffers (bi) de entrada comu´nes y se
observa la secuencia en la que dichos TSF2 de cada grupo fueron preasigna-
dos. Para el TSF2 preasignado en ene´simo lugar, existira´ un arco de lectura
desde (bi) hasta la transicio´n (tj) de peso n-1. Donde (tj) es la transicio´n
a la que (bi) hab´ıa sido preasignado durante la aplicacio´n del Alg. 4.6 a
TSF2. Si existen arcos previos entre el buffer y la transicio´n, a diferencia
que durante la preasignacio´n, estos no se contrarrestan, sino que se suman
los Pre y Post por separado y se dejan ambos arcos.
Siguiendo con el ejemplo de la Fig. 4.3, existe un conjunto de TSF2 {x
1
g
y x2g} que comparten un buffer de entrada comu´n (b2). El orden en el que
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2
t3
t3
b2
b2
Figura 4.4: Combinacio´n al an˜adir arcos de lectura
se han preasignado es x1g-x
2
g, as´ı que existira´ un arco de lectura entre b2 y
t3 de peso 1 y otro entre b2 y t1 de peso 0. El arco de peso 0 no aporta nada
a la red, mientras que el arco de lectura entre b2 y t3 debe sumarse a el arco
ya existente (b2, t3). Como resultado de esta suma aparece un arco de peso
2 (b2, t3) y un arco de peso 1 (t3, b2). En la red de la Fig. 4.3 aparecen los
arcos entre b2 y t3 sin combinar. La Fig. 4.4 representa como quedar´ıa esta
combinacio´n.
Algorithm 4.8. procedure Preasignar buffers en redes DSSP
con xg TSF1 y TSF2
Input: {N ; N1, · · · ,Ni}
Aplicar el Alg. 4.6 preasignando secuencialmente los TSF1 y luego
TSF2 guardando el orden en que han sido preasignados los TSF2.
Calcular los conjuntos (Ω) de TSF2 que tienen buffers de entrada
comu´n.
for cada conjunto Ω que tiene un buffer (bi) de entrada comu´n. do
Ver el orden (n) en que cada TSF2 ∈ Ω ha sido preasignado
for todo TSF2 ∈ Ω do
An˜adir arco de lectura de peso (n-1) entre bi y tk donde tk es
la transicio´n a la que bi hab´ıa sido preasignado al aplicar el Alg. 4.6 en
TSF2 y n el orden de preasignacio´n de TSF2 en Ω.
end for
end for
end procedure
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4.3. Aplicacio´n del algoritmo a TSF3
Desafortunadamente, si todos los T-semiflujos globales de una red no
son TSF1 o TSF2, no se puede asegurar que aplicando el algoritmo se
consiga una estructura SSP viva, pero se puede establecer una condicio´n
para comprobar si la red resultante sera´ estructuralmente viva.
En primer lugar vamos a definir los TSF3 como TSF1 (Def. 4.5) que
no cumplen la restriccio´n 2, es decir, son T-semiflujos globales en los que
sus buffers son privados, pero pueden tener mas de un T-semiflujo local por
agente. Estos T-semiflujos globales (TSF3) sera´n preasignados una vez se
hayan preasignado los TSF1 y los TSF2. El problema que aparece en la
preasignacio´n de los TSF3 es debido a la posibilidad de que un mismo T-
semiflujo global tenga varios T-semiflujos locales no disjuntos en un mismo
agente. Si esto sucede, una vez preasignado, el disparo de un T-semiflujo
local perteneciente al TSF3 puede depender del marcado de un buffer de en-
trada de otro T-semiflujo local perteneciente al mismo TSF3 lo cual supone
un bloqueo del TSF3.
La red que aparece en la Fig. 4.5 (arcos negros y rojos) es una DSSP
compuesta por tres agentes (N1, N2 y N3) que tiene un TSF1 (x
1
g = x
1
2+x
1
3)
y un TSF3 (x
2
g = x
1
1+x
2
1+x
2
2+x
3
1) los T-semiflujos locales que componen la
estructura se muestran en la Tab. 4.3. Como puede observarse todos los T-
semiflujos locales del TSF3 son disjuntos, as´ı que se consigue una estructura
SSP viva al realizar la preasignacio´n de los buffers. En la Fig. 4.5 aparece
la red SPP (arcos negros y azules) resultante de la preasignacio´n de (x1g) y
(x2g).
Cuadro 4.3: T-semiflujo locales en la red de la Fig 4.5
Id. Red Transiciones Xg a los que pertenece
x11 N1 t3, t4 x
2
g
x12 N1 t5, t6 x
1
g
x21 N2 t7, t8 x
2
g
x22 N2 t9, t10 x
2
g
x23 N2 t11, t12 x
1
g
x31 N2 t1, t2 x
2
g
Podemos concluir que siempre que los T-semiflujos locales que forman
un TSF3 sean disjuntos se puede aplicar el Alg. 4.9 y la red SSP resultante
sera´ estructuralmente viva.
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Figura 4.5: DSSP con TSF3 disjuntos
Vamos a realizar ahora un cambio en la red de la Fig. 4.5 que provoque
que los T-semiflujos locales (x21 y x
2
2) que forman el TSF3 no sean disjuntos.
Para ello se an˜ade la transicio´n t13 enN2, lo que implica que x
2
1 = t13+t7+t8,
mientras que x22 = t13+t9+t10. La red DSSP resultante de esta modificacio´n
aparece en la Fig. 4.6 (arcos negros y rojos), mientras que la estructura
SSP resultante de aplicar el algoritmo tambie´n se puede ver en esta misma
figura (arcos negros y azules). En este caso la estructura SSP resultante no
es viva, ya que disparando la secuencia σ = t3t4t13t7t8t1t2 hace que el TSF3
se bloque y nunca ma´s puedan dispararse sus transiciones.
Sin embargo, no necesariamente siempre que los T-semiflujos locales que
forman un TSF3 sean no disjuntos la red SSP resultante no sera´ estructu-
ralmente viva. Vamos a an˜adir a la estructura DSSP de la Fig. 4.6 un nuevo
TSF1 (x
3
g) que esta´ compuesto por x
1
3 = t16 + t17 y x
2
4 = t13 + t14 + t15, es
decir, x3g = x
1
3 + x
2
4. La red DSSP resultante de an˜adir x
3
g se ilustra en la
Fig. 4.7 (arcos rojos y negros).
Aplicando el Alg. 4.9 se obtiene una SSP estructuralmente viva. Esta
SSP esta´ ilustrada en la Fig. 4.7 (arcos negros y azules). A pesar de que el
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Figura 4.6: DSSP con TSF3 no disjuntos y SSP estructuralmente no viva
TSF3 (x
2
g) no es disjunto, la red SSP resultante es viva, esto es debido a
que durante el proceso de preasignacio´n de x3g (TSF1), se ha preasignado
el buffer b8 a la transicio´n t13 que era la transicio´n que ten´ıan en comu´n los
dos T-semiflujos locales no disjuntos (x21 y x
2
2) del TSF3 (x
2
g). Con esto se
puede concluir que es posible preasignar TSF3 que contienen T-semiflujos
locales inicialmente no disjuntos y obtener una SSP estructuralmente viva
si en el momento que se va ha realizar la preasignacio´n del TSF3 los T-
semiflujos locales (sin contar las transiciones que ya han sido preasignadas)
que forman el TSF3 son conjuntos disjuntos.
Algorithm 4.9. procedure Preasignar buffers en redes DSSP
con xg TSF1 , TSF2 y TSF3
Input: {N ; N1, · · · ,Ni}
Aplicar el Alg. 4.6 preasignando secuencialmente los TSF1 y luego
TSF2 guardando el orden en que han sido preasignados los TSF2.
Calcular los conjuntos (Ω) de TSF2 que tienen buffers de entrada
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Figura 4.7: DSSP con TSF3 no disjuntos y SSP estructualmente viva
comu´n.
for cada conjunto Ω que tiene un buffer (bi) de entrada comu´n. do
Ver el orden (n) en que cada TSF2 ∈ Ω ha sido preasignado
for todo TSF2 ∈ Ω do
An˜adir arco de lectura de peso (n-1) entre bi y tk donde tk es
la transicio´n a la que bi hab´ıa sido preasignado al aplicar el Alg. 4.6 en
TSF2 y n el orden de preasignacio´n de TSF2 en Ω.
end for
end for
for Cada TSF3 do
Evaluar si los T-semiflujos locales (sin tener en cuenta las transi-
ciones ya preasignadas) que lo formar son conjuntos disjuntos.
end for
if Todos los TSF3 evaluados son disjuntos then
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Preasignar los TSF3 y la SSP resultante sera viva
else
No se puede obtener una SSP estructuralmente viva
end if
end procedure
El problema que aparece en la preasignacio´n de los TSF3 es debido a la
posibilidad de que un mismo T-semiflujo global tenga varios T-semiflujos lo-
cales en un mismo agente. En los TSF1 y TSF2 al tener un u´nico T-semiflujo
local por agente, se aseguraba que los T-semiflujos locales que pertenecen
a uno global eran conjuntos disjuntos es decir, no pod´ıan tener transiciones
comunes. En estas estructuras, aplicando la preasignacio´n de los buffers,
el disparo de un T-semiflujo local solo puede depender del marcado de sus
buffers de entrada y de la habilitacio´n de T-semiflujos locales pertenecientes
a otro T-semiflujo global preasignado previamente y vivo.
Cap´ıtulo 5
Conclusiones
Las DSSP son subclases de sistemas P/T modulares que se usan para el
modelado de sistemas distribuidos formados por la cooperacio´n de procesos
secuenciales. Los resultados estructurales representan una ventaja crucial
para el ana´lisis de los modelos de esta subclase red. Concretamente, me-
diante el teorema de rango es posible analizar la vivacidad estructural en
redes DSSP. En este trabajo se ha estudiado el problema de “forzar” la viva-
cidad estructural mediante la preasignacio´n de los buffers. En algunos casos
se pueden obtener redes SSP estructuralmente vivas. Se provee un algoritmo
que realiza la preasignacio´n de los buffers en los T-semiflujo locales. Mostra-
mos que esta preasignacio´n debe de hacerse desde una perspectiva global,
es decir, aplicada secuencialmente a T-semiflujos globales. Se ha aplicado el
algoritmo en redes DSSP que modelan sistemas productivos y de salud. En
algunas ocasiones, para conseguir un sistema vivo, puede ser necesario au-
mentar el marcado de los buffers. En redes que modelan guias cl´ınicas donde
las marcas de los buffers representan informacio´n, aumentar el marcado de
un buffer implica an˜adir informacio´n no existente o creada con anticipacio´n,
por lo que se puede estar modificando el comportamiento deseado del sis-
tema. Esto no sucede en redes DSSP que modelan sistemas productivos, ya
que aumentar el marcado de un buffers significa tener disponibles almacenes
de productos intermedios con mayor capacidad.
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