Abstract
Introduction

11
Earth Science (ES) applications -in particular weather and climate models-the user interface, in order to access the Grid services and infrastructures (as schematically depicted in Figure 1 ).
145
One of the main differences between working in Grid and in a traditional roles may be used for fine-grained access to the resources.
169
From the user's point of view, the job submission to a Grid infrastructure 170 works the same as in a local cluster or a supercomputer: the user fills a template 171 with the job requirements and the executable to be run and submits the job 172 to a queue using the middleware user tools. The storage and access to data 173 is done through a virtual file system which maintains a relationship between 174 the logical names in a virtual structure and the sites where the data are stored 175 (multiple copies). This way, the data is replicated and distributed through 176 the different sites and the Grid middleware selects the particular copy to be 177 used for a particular execution according to, for instance, proximity to the 178 execution node. Furthermore, to avoid data loss and to improve efficiency, the 179 virtual filesystem can automatically manage replicas of the files. The user can 180 transfer/download files to/from the Grid though GridFTP, a new protocol based 181 on FTP [34] and GSI [1] for the Grid.
182
The technical requirements to take advantage of a Grid infrastructure depend 183 on the level of involvement. There are at least 3 levels of involvement in a Grid Figure 1: Schematic representation of the Grid. There are 3 main layers: resources, core services and user environment. All of them make use of a given middleware in order to communicate with the others (see Section 2.1).
middleware installed) this would be enough to start using the infrastruc-189 ture. Otherwise, the user must install the user middleware and configure
190
it to use this infrastructure (see Fig. 1 in charge of giving transparent access to the resources (see Fig. 1 is the generation of (large amounts of) simulated climatic information.
343
This information needs to be post-processed and analysed by the different 344 tools used by the climate researcher. Therefore, the data has to be easily 345 accessed by users. A data and metadata management system has to be 346 developed to handle all the information generated.
347
The above requirements made necessary the development of a goal-oriented 348 workflow manager in order to run the experiments with a minimum of human 349 intervention.
350
As mentioned, the current Grid middleware does not fulfill these require- initial prototype of a framework to run the CAM model on a Grid environment.
374
In this first attempt, the gLite middleware was used to build the framework.
375
The data management was controlled by the LFC server, and the monitoring 376 system was handled by AMGA (gLite Grid Metadata Catalogue). With this 377 prototype FQ09 discovered that the implementation had a bottleneck in the 378 data management and that the monitoring system had to be improved.
379
CAM4G is a new implementation of CAM for Grid, improving the FQ09 ex-380 ecution workflow by adding new data management and monitoring capabilities,
381
as described in this section.
382
From the user's point of view, CAM4G has 3 hierarchical components: (1)
383
The experiment to be carried out with the model, designed to answer some 384 scientific question, usually by means of an ensemble of (2) realizations, that will 385 be carried out in a single or, most probably, several (3) Grid jobs. The term 386 realization refers to the independent pieces an experiment can be divided into.
387
A Grid job cannot be related one to one with a realization since realizations 388 cannot be guaranteed to finish in a single job. In general, a realization requires 389 several Grid jobs to be completed, each one restarted from the previous one.
390
Thus, from the point of view of the workflow, the realizations are independent 391 tasks to be carried out on the Grid and the jobs spanning a realization are 392 dependent tasks.
393
In order to submit an experiment with CAM4G, the user only has to fill the 2 replica service with the aim of optimising the data transfers (using a system that 409 finds the nearest replica of a file). The job execution is managed by GridWay
410
[21], a flexible job meta-scheduler.
411
The monitoring system is fed with the information retrieved by two monitors
412
(execution and data) that are started with the job in the computing node.
413
Apart from giving the realization status to the monitoring system, the execution are created and uploads it using the replica service.
417
The framework presented here has been applied to other models such as the 
492
This period includes one of the strongest El Niño events observed to date [27] .
493
As a sample analysis we focused only on precipitation averaged from Jan-494 uary through April, when the largest precipitation in coastal Peru occurred [40] .
495
This region is specially sensitive to ENSO events, carrying floods to places where to the storage elements.
577
The 750 realizations were submitted at the same time. As shown in Figure 7 , in a study published last year, Jin and Kirtman [24] performed with this same 647 model and resolution, four 72-year simulations totalling 288 simulated years.
648
Our simulations, carried out in less than 4 days in the Grid, are the equivalent 649 of 1187 simulated years (750×19 months).
650
For the sake of illustration and fast deployment, we ported only the atmo- and CPU resources, than the one presented in this article.
