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The series of Handbooks in Central Banking form a key part of the activities of the Centre for
Central Bank Studies (CCBS) at the Bank of England. The CCBS has been in existence since
1990, delivering seminars, workshops and expert advice to central banks all over the world. The
Handbooks cover topics that concern the technical and analytical aspects of central banking.
The Handbooks are aimed primarily at central bankers, and have proved extremely popular and
useful reference works for all those looking for materials that provide both a clear analytical
framework together with the practical application of these ideas.
Most of the CCBS Handbooks are available from our website
www.bankofengland.co.uk/education/ccbs/handbooks_lectures.htm. Several have been translated
into Spanish, Russian and Arabic, and these versions are also available on the website.
Our aim is to continue to add to the series, covering new areas of interest and also updating
existing Handbooks to take account of recent developments. Some of the new Technical
Handbooks include econometric exercises developed in our workshops, thus making these
available to a wider audience.
We hope you ￿nd the new additions to the series useful, and would welcome any comments on
the Handbooks and any suggestions for future topics.
We should note that all views expressed are those of the authors and not necessarily those of the
Bank of England or Monetary Policy Committee members.
Andrew Blake and Francesco Zanetti
Series Editors
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Dynamic stochastic general equilibrium (DSGE) models have become increasingly popular as a
policy tool in central banks in the past few years. The advantage of this approach is that the
macroeconomic model is derived from microeconomic principles by spelling out the preferences,
technologies and institutional framework under which economic agents interact. A major bene￿t
is that this approach is immune to the Lucas critique, as the model’s structural parameters are
policy invariant. This makes DSGE models ideal tool to identify sources of ￿uctuations, answer
questions about structural changes, forecast and predict the effect of policy changes, and perform
counterfactual experiments.
The aim of this Technical Handbook is to show how to derive and simulate two prototype
dynamic stochastic general equilibrium (DSGE) models. The ￿rst section examines the real
business cycle model and the second section illustrates the New Keynesian model. These two
frameworks are regarded as the workhorse models among practitioners, due to their simplicity
and capability to address policy questions.
This Handbook is written in a didactical way to enable the non-initiated reader to set up and
simulate simple DSGE models. Each section details how to derive the model from ￿rst
principles, by solving the optimizing problem of each agent subject to some, well-de￿ned,
economic constraints. It then shows how to derive the long-run equilibrium of the model, how to
approximate the model around its long-run equilibrium, and how to solve the model numerically.
The end of each section shows how to implement numerical solutions in Scilab, a software freely
available on the world wide web, and how to derive impulse-response functions and stochastic
simulations of the model.
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1.1 The model
The model resembles the original real business cycle model proposed by Kydland and Prescott
(1982), then reproposed by King and Rebelo (1999) and Ireland (2004), among others. A
representative household and a representative ￿rm populate an economy in which periods are
indexed by t D 0;1;2;:::. The representative household has preferences de￿ned over
consumption and leisure. The representative household purchases output from the representative
￿rm and supplies capital and labor.
The representative ￿rm produces goods with labor and capital supplied by the representative
household. The representative ￿rm sells its output in a perfectly competitive market.
1.1.1 The representative household
The representative household carries Kt units of capital into period t. During period t, the
representative household supplies Ht units of labor at the nominal wage rate Wt and Kt units of
capital at the nominal rental rate Qt to the ￿rm. Hence, the representative household receives
total nominal factor payments of WtHt C QtKt during period t.
The household uses its funds to purchase output at the nominal price Pt from the ￿rm, which is
divided between consumption Ct and investment It. Capital stock evolves with the law
KtC1 D .1 ￿ ￿/Kt C It (1)
for all t D 0;1;2;:::. The household budget constraint is
WtHt C QtKt
Pt
D Ct C It (2)
for all t D 0;1;2;:::.






ln.Ct/ ￿ ￿ Ht
￿
; (3)
where 0 < ￿ < 1 and ￿ > 0. Thus, the household chooses Ct, Ht, KtC1 to maximize its utility
function subject to the constraints (1) and (2) for all t D 0;1;2;:::. After solving equation (1)













￿ Ct ￿ KtC1 C .1 ￿ ￿/Kt
￿￿
;








3tC1 .QtC1=PtC1 C 1 ￿ ￿/
￿
; (6)
for all t D 0;1;2;:::.
1.1.2 The representative ￿rm
The representative ￿rm hires Ht units of labor and rents Kt units of capital from the
representative household during period t to produce Yt units of goods according to the








where ￿ denotes the gross rate of labor-augmented technological process. The technology shock
follows the autoregressive progress
ln.At/ D .1 ￿ ￿a/ln.A/ C ￿ ln.At￿1/ C "at; (8)
where A > 0; 0 < ￿ < 1; and the zero-mean, serially uncorrelated innovation "at is normally
distributed with standard deviation ￿a.








[PtYt ￿ WtHt ￿ QtKt];
subject to the constraint (7) for all t D 0;1;2;:::. The term ￿
t3t=Pt measures the marginal
utility value to the representative household of an additional unit of real pro￿ts during period t:
The ￿rst-order conditions for this problem are
Wt=Pt D .1 ￿ ￿/Yt=Ht; (9)
and
Qt=Pt D ￿Yt=Kt: (10)
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Equilibrium is determined by combining equations (5) with (9), (6) with (10) and using equation
(4) to substitute out 3t. Hence, the equilibrium behavior of the six variables Yt, Ct, It, Ht, KtC1








ln.At/ D .1 ￿ ￿a/ln.A/ C ￿ ln.At￿1/ C "at; (12)
Yt D Ct C It; (13)
KtC1 D .1 ￿ ￿/Kt C It; (14)






￿YtC1=KtC1 C 1 ￿ ￿
￿￿
(16)
for all t D 0;1;2;:::.
1.3 The stationary system
Equations (11) to (16) can be rewritten in terms of six stationary variables yt D Yt=￿t,






ln.at/ D .1 ￿ ￿a/ln.A/ C ￿ ln.at￿1/ C "at; (18)
yt D ct C it; (19)
￿ktC1 D .1 ￿ ￿/kt C it; (20)






￿ytC1=ktC1 C 1 ￿ ￿
￿￿
(22)
for all t D 0;1;2;:::.
1.4 The steady state
Equations (17) to (22) imply that, in the absence of shocks, the economy converges to a
steady-state growth path along which all of the stationary variables are constant, with yt D y,
ct D c, it D i, ht D h, kt D k and at D a for all t D 0;1;2;:::.




￿=￿ ￿ 1 C ￿
￿
y;
use equation (20) to solve for i
i D .￿ ￿ 1 C ￿/k D .￿ ￿ 1 C ￿/
￿
￿
￿=￿ ￿ 1 C ￿
￿
y;
use equation (19) to solve for c
c D y ￿ i D
￿
1 ￿
.￿ ￿ 1 C ￿/￿
￿=￿ ￿ 1 C ￿
￿
y;











.￿ ￿ 1 C ￿/￿
￿=￿ ￿ 1 C ￿
￿￿1
:













.￿ ￿ 1 C ￿/￿
￿=￿ ￿ 1 C ￿
￿￿1
:
Hence, we then obtain steady-state values for k, i, and c by using the value for y.
These equations show how the steady-state values for y, c, i, h and k depend on the structural
parameters ￿, ￿, ￿, ￿, ￿ and a. The parameters ￿a and ￿a, have no impact on the steady-state of
the model.
1.5 The linearized system
Equations (17) to (22) can be log-linearized around the steady state to describe how the model’s
variables respond to shocks. Letb yt D ln.yt=y/,b ct D ln.ct=c/,b it D ln.it=i/,b ht D ln.ht=h/,
b kt D ln.kt=k/ andb at D ln.at=a/. Then ￿rst-order Taylor approximations to (17) to (22) imply
b yt Db at C ￿b kt C .1 ￿ ￿/b ht; (23)
b at D ￿ab at￿1 C "at; (24)
b yt D .c=y/b ct C .i=y/b it; (25)
￿b ktC1 D .1 ￿ ￿/b kt C .￿ ￿ 1 C ￿/b it; (26)
b yt Db ct Cb ht; (27)
￿.￿=￿/b ct D ￿
￿
￿.y=k/ C 1 ￿ ￿
￿
Etb ctC1 C ￿.y=k/Etb ytC1 ￿ ￿.y=k/b ktC1 (28)
CCBS Technical Handbook No. 3 March 2010 8for all t D 0;1;2;:::. By using the steady state value of k, k D
￿
￿=.￿=￿ ￿ 1 C ￿/
￿
y, we can
write equations (25) and (28) in terms of their structural parameters explicitly. This yields to:
.￿=￿ ￿ 1 C ￿/b yt D
￿
.￿=￿ ￿ 1 C ￿/ ￿ ￿ .￿ ￿ 1 C ￿/
￿
b ct C ￿ .￿ ￿ 1 C ￿/b it; (29)
and
￿.￿=￿/b ct D ￿.￿=￿/ Etb ctC1 C .￿=￿ ￿ 1 C ￿/ Etb ytC1 ￿ .￿=￿ ￿ 1 C ￿/b ktC1: (30)
Equations (23), (24), (26), (27), (29) and (30) show that the model’s dynamics depend on the
parameters ￿, ￿, ￿, ￿ and ￿a. By contrast, the parameters ￿ and a have no impact on the
dynamics; they serve only to determine the steady-state. In this linearized model, of course, the
standard deviation parameter ￿a determines the size of the technology, but has no effect on the
way in which the system responds to shocks.
1.6 Model solution and calibration
To solve the model the Schur decomposition is used to uncouple the system dynamics, as
described in Klein (2000). In order to do so, we need to express the linearized system,
represented by equations (23), (24), (26), (27), (29) and (30), in matrix form. To this end, it is
convenient to write the system as
EstC1 D Ast C G"t; (31)
where E, A and G are matrices containing the structural parameters of the model and st and "t
are vectors which keep record of the linearized variables and stochastic shocks respectively. The
vector st is de￿ned as st D [zt;xt]0, where zt is the vector of jump and xt is the vector of state
variables as
zt D [b at￿1;b kt]
0;
and
xt D [b ct;b yt;b it;b ht]
0
CCBS Technical Handbook No. 3 March 2010 9respectively. The vector "t keeps track of the stochastic shocks, such that "t D "at. The matrices
E and A are 6 ￿ 6, de￿ned as
E D
2
6 6 6 6 6 6 6 6
6 6 6
4
1 0 0 0 0 0
0 ￿ 0 0 0 0
0 ￿.￿=￿ ￿ 1 C ￿/ ￿￿=￿ .￿=￿ ￿ 1 C ￿/ 0 0
￿1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
3








6 6 6 6 6 6 6 6 6
4
￿ 0 0 0 0 0
0 1 ￿ ￿ 0 0 .￿ ￿ 1 C ￿/ 0
0 0 ￿
￿
￿ 0 0 0
0 ￿ 0 ￿1 0 1 ￿ ￿
0 0 .￿=￿ ￿ 1 C ￿/ ￿ ￿.￿ ￿ 1 C ￿/ ￿.￿=￿ ￿ 1 C ￿/ ￿.￿ ￿ 1 C ￿/ 0
0 0 1 ￿1 0 1
3
7 7
7 7 7 7 7 7 7 7 7
5
:














7 7 7 7 7 7 7 7 7
5
:
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2
6 6 6 6 6 6 6 6 6
6 6
4
1 0 0 0 0 0
0 ￿ 0 0 0 0
0 ￿.￿=￿ ￿ 1 C ￿/ ￿￿=￿ .￿=￿ ￿ 1 C ￿/ 0 0
￿1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
3



















6 6 6 6 6
6 6 6 6 6 6
4
￿ 0 0 0 0 0
0 1 ￿ ￿ 0 0 .￿ ￿ 1 C ￿/ 0
0 0 ￿
￿
￿ 0 0 0
0 ￿ 0 ￿1 0 1 ￿ ￿
0 0 .￿=￿ ￿ 1 C ￿/ ￿ ￿.￿ ￿ 1 C ￿/ ￿.￿=￿ ￿ 1 C ￿/ ￿.￿ ￿ 1 C ￿/ 0
0 0 1 ￿1 0 1
3
7 7 7 7 7 7
7 7 7 7 7
5
2
6 6 6 6 6 6









7 7 7 7 7















7 7 7 7 7 7 7 7 7
5
"t:
In principle, we can solve the system, represented by equation (31), in different ways. In the
practical implementation we apply the derivation method based on the Schur decomposition,
since it can be used even if the matrix E is singular.1 The ￿rst step to solve the model is to
partition the system (31) based on the number of predetermined variables. In this model we have


























1For a detailed description of the solution method see CCBS Technical Handbook no. 2 by Blake and Fernandez-Corugedo (2010).
CCBS Technical Handbook No. 3 March 2010 11where matrices E11, E12, E21 and E22 have dimensions 2￿2, 2￿4, 4￿2 and 4￿4 respectively.
Similarly, matrices A11, A12, A21 and A22 have dimensions 2￿2, 2￿4, 4￿2 and 4￿4 respectively.
Finally, matrices G1 and G2 have dimensions 2￿1 and 4￿1 respectively. Once we have the
system written in the form of equation (32), the Schur decomposition allows us to derive the
following state-space representation of the model
ztC1 D b Azt C b G"t; (33)
and
xt D ￿Nzt ￿ L"t: (34)






b N D E21 ￿ E22N;
b E11 D E11 ￿ E21N;
L D
￿









b A D b E
￿1
11 .A11 ￿ A12N/;
and
b G D b E
￿1
11 .G1 ￿ A12L/:
These can be used to solve the system and uncouple the system dynamics. In order to simulate
the model, we need to calibrate the structural parameters. The choice of the parameters’ values
should be guided by some stylized facts. The structural parameters that we need to calibrate are
the intertemporal discount factor, ￿, the weight of the disutility from working in the utility
function, ￿, the share of capital in production, ￿, the long-run growth rate, ￿, the depreciation
rate of capital, ￿, the level of technology, a, the persistence parameter of technology shocks, ￿a
and the standard deviation of technology shocks, ￿a. These parameters are calibrated using
microeconometric evidence. In particular, the intertemporal discount factor, ￿, is ￿xed at 0.99
and the depreciation rate of capital, ￿, is ￿xed at 0.025, which are the values originally suggested
by Hansen (1985) and Altug (1989). The share of capital in production, ￿, is ￿xed to 0.4 as in
Cooley and Prescott (1995). The long-run growth rate, ￿, is ￿xed to 1.0042 and it makes the
annualized, steady-state growth rate of real, per-capita output in the model equal to around 2%,
as in the US data. The weight of the disutility from working in the utility function, ￿, is ￿xed
CCBS Technical Handbook No. 3 March 2010 12equal to 0.0045 and the level of technology, a, is ￿xed to 5.1847, as estimated in Ireland (2004).
These values help to match steady-state output, consumption and hours worked in the model with
the average levels of the same variables in the US data. The stochastic technology shock can be
estimated by ￿tting an AR model on the standard Solow residual. Cooley and Prescott (1995)
obtain the persistence parameter of technology shocks, ￿a and the standard deviation of
technology shocks, ￿a, equal to 0.95 and 0.083 respectively.
1.7 A practical implementation in Scilab
We now show how this model, comprising equations (23), (24), (26), (27), (29) and (30), may be
practically solved using Scilab routines. The logical structure of the program is the same as the
development of the model. It can be summarized as
a. Calibrate the structural parameters
b. Enter the linearized system in matrix form
c. Solve the model
d. Obtain the state space representation of the model
The code that we would like to type is:
////////////////////////////////////////////////////////////
// This code solves a prototype real business cycle model //
////////////////////////////////////////////////////////////
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c_ss = y_ss - i_ss;
//Define variables specifications and set up model in matrix
form
// Model defined as
// E*s_t+1=A0*s_t+G*v_t
// s_t=[z_t, x_t]
// z_t are states, nz
// x_t are jumps, nx
ns=6; //Number of variables in the model
nx=4; //Number of jump variables
nz=ns-nx; //Number of pre-determined variables




EA = [1 0 0 0 0 0];
EK = [0 eta 0 0 0 0];
EC = [0 -(eta/beta-1+delta) -(eta/beta) (eta/beta-1+delta) 0 0];
EY = [-1 0 0 0 0 0];
EI = [0 0 0 0 0 0];
EN = [0 0 0 0 0 0];
E = [EA;EK;EC;EY;EI;EN];
AA = [rho 0 0 0 0 0];
AK = [0 (1-delta) 0 0 (eta-1+delta) 0];
AC = [0 0 -eta/beta 0 0 0];
CCBS Technical Handbook No. 3 March 2010 14AY = [0 theta 0 -1 0 (1-theta)];
AI = [0 0 (eta/beta-1+delta)-theta*(eta-1+delta)
-(eta/beta-1+delta) theta*(eta-1+delta) 0];
AN = [0 0 1 -1 0 1];
A = [AA;AK;AC;AY;AI;AN];
G = [1;0;0;0;0;0];
// Use the Schur decomposition to solve the model
// Model of form: E*s_t+1 = A*s_t + G*epsilon_t
// Solved to form: z_t+1 = Ahat*z_t + Ghat*epsilon_t
// x_t = - N*z_t - L*epsilon_t
// Returns: Ahat, Ghat, N, L
// The function BK is needed to solve the model




if (nz <> dz) then













// Here the model is solved
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1.8 Impulse-response functions
The state-space representation of the system, represented by equations (33) and (34), can be used
to study the cyclical properties of the model. In particular, by feeding shocks into the state-space
representation we can simulate the model. The key here is to properly de￿ne the shocks. These
can be set in accordance with the theoretical model (i.e. "at s N.0;￿2
a/), or estimated from the
data.2
The easiest approach to study the transmission mechanism of the model is to trace out
impulse-response functions. This can be performed by feeding one period shock into the system
and then examine how the model’s variables react. The size of the shock can be calibrated using
the standard deviation of the shock.
Practically, to trace out the model’s transmission mechanism to a shock to technology of one
standard deviation, we impose "t D ￿ for t D 1 and "t D 0 for t D 2;3;::: and then plot the
variables’ reaction from t D 1;2;3;:::.











// Plot output vectors
h=scf(); m1d = 100*[st’ ft’];
2See King and Rebelo (1999) and references therein for a discussion on this issue.




The plot of the impulse-response functions is
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2.1 The model
The model resembles the prototype New Keynesian model proposed by Clarida, Gali and Gertler
(1999), Woodford (2003) and Ireland (2004), among others. A representative household, a
representative ￿nished goods-producing ￿rm, a continuum of intermediate goods-producing
￿rms indexed by i 2 [0;1] and a central bank populate an economy in which the periods are
indexed by t D 0;1;2;:::.
2.1.1 The representative household


















where 0 < ￿ < 1, Ct is consumption, Mt=Pt is real money balances and Nt is the units of labor
supplied by the household. The parameter ￿ represents the coef￿cient of relative risk aversion
with respect to consumption.
The representative household enters each period t D 0;1;2;::: with money Mt￿1 and bonds Bt￿1.
At the beginning of each period, the household receives a lump-sum nominal transfer Tt from the
monetary authority. Next, the household’s bonds mature, providing Bt￿1 additional units of
money. The household uses some of this money to purchase Bt new bonds at nominal cost Bt=rt,
where rt denotes the gross nominal interest rate between t and t C 1. During period t, the
household supplies a total of Nt units of labor to the various intermediate goods-producing ￿rms,
earning NtWt labor income, where Wt is the nominal wage. The household consumes Ct units of
the ￿nished goods, purchased at the nominal price Pt from the representative ￿nished
goods-producing ￿rm. At the end of period t, the household receives nominal pro￿ts Dt from the
intermediate goods-producing ￿rms. Finally, the household then carries Mt units of money into
period t C 1, subject to the budget constraint






Thus, the household chooses Ct, Nt, Bt and Mt to maximize its expected utility (35) subject to


















































for all t D 0;1;2;:::. Equation (37) states that, in equilibrium, the Lagrangian multiplier (left
hand side, lhs) equals the marginal utility of consumption (right hand side, rhs). Equation (38)
states that the marginal disutility of labor (lhs) equals the real wage expressed in terms of utility
(rhs). Equation (39) states that the marginal utility of today’s consumption (lhs) must be equal to
the marginal utility of tomorrow’s consumption in present discounted terms (rhs). Finally,
equation (40) states that the marginal utility of holding real balances must be equal to the
marginal utility of consumption net of tomorrow’s expected future marginal utility of
consumption.
2.1.2 The representative ￿nished goods-producing ￿rm
During each period t D 0;1;2;:::, the representative ￿nished goods-producing ￿rm uses Yt.i/
units of each intermediate good i 2 [0;1], purchased at the nominal price Pt.i/, to manufacture







where, ￿ is the elasticity of demand for each intermediate good. Thus, during period t, the
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for all t D 0;1;2;:::.
2.1.3 The representative ￿nished goods-producing ￿rm
During each period t D 0;1;2;:::, the representative intermediate goods-producing ￿rm hires
Nt.i/ units of labor from the representative household to manufacture Yt.i/ units of intermediate
good i according to the constant-returns-to-scale technology described by
Yt .i/ D ZtNt .i/. (42)
The aggregate technology shock Zt follows the ￿rst-order autoregressive process
ln.Zt/ D .1 ￿ ￿/ln.z/ C ￿ ln.Zt￿1/ C "zt; (43)
where z > 0; 0 < ￿ < 1 and the zero-mean, serially uncorrelated innovation "zt is normally
distributed with standard deviation ￿ z.
Since the intermediate goods substitute imperfectly for one another in producing the ￿nished
good, the representative intermediate goods-producing ￿rm sells its output in a monopolistically
competitive market. During period t, the ￿rm sets the nominal price Pt.i/ for its output, subject
to the requirement that it satis￿es the representative ￿nished goods-producing ￿rm’s demand at
that price. The intermediate goods-producing ￿rm faces a quadratic cost of adjusting its nominal









where ￿ ￿ 0 governs the magnitude of the price adjustment cost and ￿ > 1 denotes the gross
steady-state in￿ation rate. This is as in Rotemberg (1982).
The cost of price adjustment makes the intermediate goods-producing ￿rm’s problem dynamic; it
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t3t=Pt measures the marginal utility value to the representative household of an




























for all t D 0;1;2;:::.3 The ￿rst-order condition for this problem is














































for all t D 0;1;2;:::.
2.1.4 The monetary authority
The monetary authority conducts monetary policy through changes in the nominal interest rate rt,
responding to deviations of output Yt and in￿ation ￿t, from their steady state levels y and ￿,



















where r is the steady state value of the nominal interest rate, rt￿1 is the lagged nominal interest
rate and "rt is a normally distributed serially uncorrelated innovation with zero mean and
standard deviation ￿r.
2.2 Symmetric equilibrium
In a symmetric equilibrium, all intermediate goods-producing ￿rms make identical decisions, so
that Yt.i/ D Yt, Nt.i/ D Nt, Pt.i/ D Pt and Dt.i/ D Dt for all i 2 [0;1] and t D 0;1;2;:::. In
addition, the market-clearing conditions Mt D Mt￿1 C Tt and Bt D Bt￿1 D 0 must hold for all
t D 0;1;2;:::. After imposing these equilibrium conditions and using equations (37) to







Yt Pt, and we reach equation (44) by using the ￿nished goods-producing
￿rm demand function (41), and the production technology (42).
CCBS Technical Handbook No. 3 March 2010 21substitute out 3t, the equilibrium conditions (36) to (40), (45) and (46) become



























































































for all t D 0;1;2;:::. To simplify the model further, we can use equation (48) to substitute out
Wt. Also, since the monetary authority sets the nominal interest rate, the money demand equation
(50) simply determines the nominal level of money balances. For this reason, it can be safely
ignored in the computation of the equilibrium. Hence, the system can be written more compactly
as
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In the absence of shocks, the economy converges to a steady-state growth path, in which yt D y,
ct D c, rt D r, ￿t D ￿ and zt D z. The steady-state value z is determined exogenously by (43)
and the steady-state value ￿ is determined by the monetary authority.
The steady-state value r is determined by (54), r D ￿=￿. The steady-state values c and y, are






2.4 The linearized system
The system consisting of (43), (53), (54), (55) and (56) can be log-linearized around the
steady-state to describe how the economy responds to shocks. Let O yt D ln.yt=y/, O ct D ln.ct=c/,
O rt D ln.rt=r/, O ￿t D ln.￿t=￿/ and O zt D ln.zt=z/. A ￿rst-order Taylor approximation to (53)
reveals that O ct D O yt, allowing O ct to be eliminated from the system. First-order approximations of
the remaining four equations yield
b zt D ￿ab zt￿1 C "zt; (57)




O rt ￿ Et O ￿tC1
￿
; (58)
O ￿t D ￿Et O ￿tC1 C







O rt D ￿rO rt￿1 C ￿yb yt C ￿￿ O ￿t C "rt; (60)
for all t D 0;1;2;:::.
In this system, equation (57) governs the behavior of the exogenous technology shock. Equation
(58) takes the form of a forward-looking IS curve and equation (59) is a version of the
forward-looking New Keynesian Phillips curve. The monetary authority adopts the Taylor-type
rule (60) that, as emphasized by Clarida, Gali and Gertler (1999), closely represents the
behaviour of a modern monetary authority.
The system of equations (57) to (60) describes the behaviour of the four variables O yt, O rt, O ￿t and
O zt. Now the system is ready to be solved and simulated in Scilab.
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To solve the model, the Schur decomposition is used to uncouple the system dynamics, as
described in Klein (2000). In order to do so, we need to express the linearized system (57) to (60)
in matrix form. We need to write the system as
EstC1 D Ast C G"t; (61)
where E, A and G are matrices containing the structural parameters of the model and st and "t
are vectors that keep record of the linearized variables and stochastic shocks respectively. The
vector st is de￿ned as st D [zt;xt]0, where zt is the vector of state and xt is the vector of jump
variables as
zt D [b zt￿1;b rt￿1]
0;
and
xt D [b yt;b ￿t]
0
respectively. The vector "t keeps track of the stochastic shocks, such that "t D "zt. The matrices
E and A are 4 ￿ 4, de￿ned as
E D
2
6 6 6 6
6
4








￿ 0 0 ￿
0 1 0 0
3






6 6 6 6 6
4
￿ 0 0 0




0 ￿r ￿y ￿￿
3
7 7 7 7 7
5
:
The matrix G is 4 ￿ 1, de￿ned as
G D
2
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2
6 6 6 6 6
4








￿ 0 0 ￿
0 1 0 0
3
7 7 7 7 7
5
2











6 6 6 6 6
4
￿ 0 0 0




0 ￿r ￿y ￿￿
3
7 7 7 7 7
5
2


















7 7 7 7 7
5
"t:
In principle, we can solve the system, represented by equation (61), in different ways. In the
practical implementation we apply the derivation method based on the Schur decomposition,
since it can be used even if the matrix E is singular. The ￿rst step to solve the model is to
partition the system (61) based on the number of predetermined variables. In this model we have


























where all matrices E11, E12, E21 and E22 have dimension 2￿2. Matrices A11, A12, A21 and A22
have dimensions 2￿2, 2￿2, 4￿2 and 2￿2 respectively. Finally, matrices G1 and G2 have
dimensions 2￿1 and 2￿1 respectively. Once we have the system written in the form of equation
(62), the Schur decomposition allows us to derive the following state-space representation of the
model
ztC1 D b Azt C b G"t; (63)
and
xt D ￿Nzt ￿ L"t; (64)
where the matrices b A, b G, N and L are de￿ned as in Section 1.
Equations (63) and (64) can be used to solve the system and uncouple the system dynamics. In
order to simulate the model, we need to calibrate the structural parameters. The choice of the
parameters’ values should be guided by some stylized facts. The structural parameters that we
need to calibrate are the intertemporal discount factor, ￿, the elasticity of demand for each
intermediate good, ￿, the coef￿cient of relative risk aversion with respect to consumption, ￿, the
degree of price ad adjustment cost, ￿, the persistence parameter of technology shocks, ￿ and the
standard deviation of technology shocks, ￿ z. These parameters are calibratd using
microeconometric evidence. In particular, the intertemporal discount factor, ￿, is ￿xed at 0.99,
which is the values originally suggested by Hansen (1985). The elasticity of demand for each
intermediate good, ￿, is ￿xed to 6. Equation (41) reveals that ￿ measures the absolute value of
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price over marginal cost equals ￿=.￿ ￿ 1/. The setting ￿ D 6 makes this markup equal to 20
percent, a benchmark value suggested by Rotemberg and Woodford (1992). The coef￿cient of
relative risk aversion with respect to consumption, ￿, is ￿xed to 2, as in King and Rebelo (1999).
Unfortunately, there is no easy calibration for the degree of price and adjustment cost, ￿. For this
reason, we set the benchmark value of 1.5 and experiment to ￿nd out how results change for
different, higher values. We calibrate the parameters of the monetary policy rule using Taylor
(1999). In particular, the interest rate response to in￿ation, ￿￿, is set equal to 1:5, the interest rate
response to output, ￿y, is set equal to 0:5 and the degree of interest rate smoothing, ￿r, is set
equal to 0:8. The value of the degree of interest rate smoothing is in line with Woodford (2001).
The stochastic technology shock can be estimated by ￿tting an AR model on the standard Solow
residual. Cooley and Prescott (1995) obtain the persistence parameter of technology shocks, ￿
and the standard deviation of technology shocks, ￿ z, equals 0.95 and 0.083 respectively.
2.5 A practical implementation in Scilab
We now show how this model, comprising equations (57) to (60), may be solved using Scilab
routines. The logical structure of the program is the same as the development of the model. It can
be summarized as
a. Calibrate the structural parameters
b. Enter the linearized system in matrix form
c. Solve the model
d. Obtain the state space representation of the model
The code that we would like to type is:
////////////////////////////////////////////////////
//This code solves a prototype New Keynesian model//
////////////////////////////////////////////////////
//Set structural parameter values









//Define variables specifications and set up model in matrix
form
// Model defined as
// E*s_t+1 = A*s_t + G*v_t
// s_t = [z_t, x_t]
// z_t are states, nz, x_t are jumps, nx
ns=4; // Number of variables in the model
nx=2; // Number of jump variables
nz=ns-nx; // Number of pre-determined variables
nu=1; // Number of shocks
EZ = [1 0 0 0];
EY = [0 -1/sigma 1 1/sigma];
EPI= [-(theta-1)/phi 0 0 beta];
ER = [0 1 0 0];
E = [EZ; EY; EPI; ER];
AZ = [rho 0 0 0];
AY = [0 0 1 0];
API= [0 0 -sigma*(theta-1)/phi 1];
AR = [0 rhor rhoy rhopi];
A = [AZ; AY; API; AR];
G = [1;0;0;0];
// Use the Schur decomposition to solve the model
// Model of form: E*s_t+1 = A*s_t + G*epsilon_t
// Solved to form: z_t+1 = Ahat*z_t + Ghat*epsilon_t
// x_t = - N*z_t - L*epsilon_t
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// Functions BK is needed to solve the model
function [Ahat,Ghat,N,L] = BK(A, G, nx)
ns=size(A,1); nz=ns-nx;
[Z,dz]=schur(A, ’d’);
if (nz <> dz) then
s=sprintf(’Need %g more unstable roots’, nz-dz);











// Here the model is solved
[Ahat,Ghat,N,L] = BK(EnA, EnG, nx);
2.6 Impulse-response functions and moments
The state-space representation of the system, represented by equations (63) and (64), can be used
to study the cyclical properties of the model. In particular, by feeding shocks into the state-space
representation we can simulate the model. The key here is to properly de￿ne the shocks. These
can be set in accordance with the theoretical model (i.e. "t s N.0;￿2/), or estimated from the
data.4 Note that for the practical implementation in Scilab we have embedded the model with a
4See King and Rebelo (1999) and references therein for a discussion on this issue.
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instance, to add a shock to the Taylor-type rule (52) we just need to have the last row of the
matrix G equal to one. This is left as an exercise to the reader.
The easiest approach to study the transmission mechanism of the model is to trace out
impulse-response functions of the model. This can be performed by feeding one period shock
into the system and then inspect how the model’s variables react. The size of the shock can be
calibrated using the standard deviation of the shock.
Practically, to trace out the model’s transmission mechanism of a shock to technology of one
standard deviation, we impose "zt D ￿ for t D 1 and "zt D 0 for t D 2;3;::: and then plot the
variables’ reaction from t D 1;2;3;:::.






for t = 2:50;
st(:,t) = Ahat*st(:,t-1);
end
ft = - [L*et N*st(:,1:$-1)];
// Set output vectors to plot
plot(100*[st’ ft’]);
name = [’z ’;’r ’;’y ’;’pi’];
xtitle(’Impulse Responses’,’Periods’,’Percentage’);
legend(name, 4);
The plot of the impulse-response functions is
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period, we can then use the theoretical model to produce time series. Ideally, we would like the
model to produce series that are as close as possible to the data. An approach to establish how
close the outcome of the model is with the data is to compare the moments from the model and
the data. To compute the model’s moments we can use the state-space representation to simulate
the model over a sample horizon and then repeat the simulation several times. The simulated
￿gures are then averages across simulations. In this way, the model’s moments would be an
accurate measure of the ‘true’ moments of the model.
The moments that we compute are the standard deviations, the correlations and the
autocorrelations of the variables. The standard deviation ￿ x of a random variable X with




The correlation coef￿cient ￿x;y between two random variables X and Y with expected values
E.X/ and E.Y/ and standard deviations ￿ x and ￿ y is de￿ned as:
￿x;y D
E[.X ￿ E.X//.Y ￿ E.Y//
￿ x￿ y
:
The autocorrelation describes the correlation between the process at different periods in time. Let
CCBS Technical Handbook No. 3 March 2010 30Xt be the value of the process at time t. If Xt has mean E.X/ and variance ￿2
x then the de￿nition
of the autocorrelation R.k/ is
R.k/ D




In Scilab we can set up a routine that computes these model’s moments. A possible
implementation is the following:
// Calculates the moments of main variables in the model
// The model is state space with solutions
// x_t = - N*z_t - L*e_t
// z_t+1 = Ahat*z_t + Ghat*e_t
// Settings of the stochastic simulation
nper = 200; // Choose number of periods
nexp = 1000; // Choose number of replications
nchop = 100; // Choose no. periods to drop in simulation
u = nper-nchop;
nlag = 5; // Number of of lags autoregressions
// **********************************************************
// Simulation for moment estimation
stds = zeros(nexp,ns); vec1 = zeros(u,ns*ns); vec2 =
zeros(u,ns*nlag);
// Produce the simulated series
wbar=waitbar(’Percentage of reps completed’);
for j=1:nexp
waitbar(j/nexp,wbar);
et = sig*rand(1,nper+1,’normal’); // Create the shocks
zt = Ghat*et(:,1); // Solution in first period
for n=1:nper-1
zt(:,n+1) = Ahat*zt(:,n) + Ghat*et(:,n+1); // State variables
end
xt = -N*zt-L*et(:,2:$); // Jump variables
// Collect the simulated series in a unique matrix
CCBS Technical Handbook No. 3 March 2010 31yy = [zt; xt];
// Drop first nchop observations
yy = yy(:,nchop+1:$);

















end // End replication loop
winclose(wbar);
// Simulations performed, now print to screen
disp(’ ’);




disp(’Correlations with each variable’);
names=’ ’; for i=1:ns, names = names+name(i)+’ ’; end
disp(names);
disp([name string(matrix(mean(vec1,’r’),ns,ns))]);
disp(sprintf(’Autocorrelations up to order %gnn’, nlag));
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The output is
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