Given bounded positive invertible operators A and B on a Hilbert space H, it is shown that the inequality AXA −1 + B −1 XB 2 X holds for all bounded operators X of rank 1 if and only if B = f (A) for some increasing function f satisfying a certain simple inequality, which in the case when the spectrum of A is connected implies that B is a scalar multiple of A. As an application some consequences of the Corach-Porta-Recht type inequality in operator ideals are studied.
Introduction
Corach et al. proved in [4] that if S and X are operators in B(H) (the algebra of all bounded linear operators on a complex Hilbert space H) with S invertible and self-adjoint, then
where · is the usual operator norm. In [8] Kittaneh deduced the inequality (1) for all unitarily invariant norms as a consequence of the arithmetic-geometric mean inequality
where A, B ∈ B(H) and X ∈ J, see [2, 3, 7, 8] . Recently Seddik (see [11] ) proved that SXS −1 + S −1 XS 2 X for all X ∈ B(H) if and only if S is a scalar multiple of some self-adjoint operator. Thus in the case of the operator norm (1) is in fact a characterization of self-adjoint operators. So it is natural to ask whether the same is true for other unitarily invariant norms. Thus, if
is then γ S necessarily self-adjoint for some γ ∈ C? As a consequence of our main result here, we show that S is necessarily normal even under weaker assumption, namely that condition (2) holds only for operators of rank 1, but in the case of von Neumann-Schatten classes C p (1 < p < ∞) (2) does not imply that S is selfadjoint. However, a stronger version of the Corach-Porta-Recht inequality, namely inf t>0 tSXS −1 + 1 t S −1 XS 2|||X||| for all Xof rank 1, is shown to be equivalent to γ S being self-adjoint for some γ ∈ C. In Theorem 2.1 we will prove that for two positive invertible operators A, B ∈ B(H) the inequality
holds for all X ∈ B(H) of rank 1 if and only if B = f (A) for some increasing function f on the spectrum σ (A) of A satisfying a certain condition, which in the case when σ (A) is an interval implies that f is of the form f (t) = ct for some constant c. The proof is based on an observation that condition (3) can be expressed in terms of the spectra of A and B, which enables us to assume that (in a suitable representation) the spectra of A and B coincide with the point spectra. We end this introduction by recalling that a unitarily invariant norm defined on an ideal J of B(H) (contained in the ideal of compact operators) is a norm ||| · ||| satisfying the following two conditions: (i) if U, V ∈ B(H) are unitary then |||UXV ||| = |||X||| for all X ∈ B(H), and (ii) |||X||| = X for all rank one operators. Especially important examples of these norms are the von Neumann-Schatten p-norms defined on a finite rank operator X by
where s j (X) are the singular values of X arranged in decreasing order s 1 (X) s 2 (X) · · ·, counted according to the multiplicities. The closure of finite rank operators in the norm · p is the von Neumann-Schatten class C p (we refer to [5] for more).
Main results
In the special case of the usual operator norm on B(H) and under a stronger assumption that X varies over all (not just rank 1) operators, a part of the following theorem is proved in [11] ; our proof here is different even in this case. 
holds for all operators X ∈ B(H) of rank 1 if and only if B = f (A), where f :
for all s < t in the spectrum of A.
In particular, for two unitarily equivalent operators A and B(4) implies that
Each function f satisfying (5) is differentiable at any interior point of σ (A) and if σ (A) is an interval, then f is of the form f (t) = ct for some constant c.
Proof. Setting X = ξ ⊗η, where ξ = η = 1 (the rank 1 operator mapping η into ξ ) and squaring both sides of (4) we get
Since inf t>0 ta
is equivalent to
which can be rewritten as
hence as
Since the closure of the numerical range of a positive operator is equal to the convex hull of its spectrum, it follows that condition (4) is equivalent to
the representation obtained from Berberian's construction [1, 12] (or the universal representation), we may assume that all the points in the approximate point spectra of all operators in A are eigenvalues. Note that the spectrum of a self-adjoint operator always coincides with the approximate point spectrum.
is equivalent to the requirement that
for all Y ∈ B(H) of rank 1. Let AB = U |AB| be the polar decomposition. Since U is unitary, we get
for all Y ∈ B(H) of rank 1. The operator |AB| is positive and belongs to A, thus its spectrum consists entirely of eigenvalues. Let ξ be an eigenvector of |AB|, ξ = 1, and Y = ξ ⊗ξ . Then by (8) we have
Since Bξ, B −1 ξ = 1, we must have
Using the fact that equality holds in the Cauchy-Schwarz inequality if and only if the two vectors are linearly dependent, we deduce that ξ is an eigenvector of B. It follows that B and |AB| are diagonal in the same orthonormal basis of H, hence the same holds also for
For an eigenvalue s of A lets be an eigenvalue of B that corresponds to the same common eigenvector ξ (that is, Aξ = sξ and Bξ =sξ ). If s, t are eigenvalues of A and ξ , η the corresponding unit eigenvectors, then with X = ξ ⊗η, (4) shows that
If t = s then (9) implies thatt s; interchanging the roles of s and t, it follows that t =s. This shows that f (s) :=s defines a function on σ (A) and we can rewrite (9) as
If s < t, (10) implies that f (s) < f (t), which proves that f is an increasing function. Moreover, (10) 
Thus, if s < t, we see (interchanging the roles of s and t in the second inequality) that the estimates (5) (4) is satisfied for each rank 1 operator X supported in a subspace K spanned by a finite subset of basic vectors e s ; in other words, the problem is reduced to the case when X is a finite matrix X = [x ij ] with the norm X = 1 = X 2 (since X is of rank 1) and A and B are diagonal matrices with the entries s i and t i = f (s i ) along the diagonal. Since condition (5) 
We remark that if σ (A) is discrete it suffices to check condition (5) for each pair of neighboring points, by a convexity argument.
The Since A and B are unitarily equivalent, we have by Theorem 2.1 that A = B, hence S is normal.
As already mentioned, Seddik [11] proved that the condition SXS −1 + S −1 XS 2 X for all X ∈ B(H) implies that γ S is self-adjoint for some nonzero γ ∈ C. Now we will study this question for other unitarily invariant norms. To get counterexamples, we consider 2×2 matrices.
Suppose that S is an invertible normal 2×2 matrix, say
Then for X = [x ij ],
Given α ∈ C, let
be the Schur (that is, entry-wise) multiplication by the matrix
and denote by |||S α ||| the operator norm of S α on (M 2 , ||| · |||), thus
In particular S α p denotes the operator norm of S α on (M 2 , · p ) and S α the operator norm of S α on (M 2 , · ). By (12) , in this notation, the condition
can be written as
where
Since S α −1 is invertible with the inverse S α , this is equivalent to
If γ S is self-adjoint for some γ ∈ C, then λ 1 and λ 2 lie on a straight line through the origin in the complex plane, hence
(and then also α) is a real number. So, we can formulate our problem as follows:
Given a diagonal invertible 2×2 matrix S as in (11), and if α is defined by (14), does the condition
In the case of the operator norm we have [6] , which shows that S α = 1 does imply that α ∈ [−1, 1]. By an easy duality argument the same can be deduced for the trace class norm. For the Hilbert-Schmidt norm, however, we compute that
This shows that each α ∈ C with |α| 1 satisfies S α 2 = 1 and so in the case of the Hilbert-Schmidt norm (2) does not imply that S is self-adjoint. Analogously, but with much more computational effort, we will show that for each p > 1 there exists a disc p ⊂ C centered at the origin, such that S α p = 1 for all α ∈ p . More precisely:
where n is the smallest even integer greater than or equal to p.
where n is the smallest even integer greater than or equal to p/(p − 1).
Since the proof is rather long and technical it will be given in the last section. Thus the condition SXS −1 + S −1 XS p 2 X p for all X ∈ C p implies that S is normal by Corollary 2.2 but not necessarily self-adjoint. So we need a stronger condition than the Corach-Porta-Recht inequality to ensure self-adjointness. We begin with an elementary observation. Proof. Let z = |z|e iϕ . Then the assumption can be written as inf t>0 t 2 |z| 2 + 1 t 2 |z| 2 + 2 cos 2ϕ 4, from which it follows that cos 2ϕ = 1 (since the "inf" is 2), hence z is real.
Theorem 2.5. Let ||| · ||| be any unitarily invariant norm and suppose that S ∈ B(H) is invertible. Then
for all X ∈ B(H) of rank 1 if and only if γ S is self-adjoint for some nonzero complex number γ.
Proof. (⇐)
The arithmetic-geometric mean inequality, see [2, 3, 7] , states that for every unitarily invariant norm we have
Then ( (⇒) By Corollary 2.2 S is normal. If S can be diagonalized, then for every two points λ, µ ∈ σ (S) we can choose a pair of corresponding unit eigenvectors ξ and η and put in (15) the rank one operator X = ξ ⊗η, which shows that inf t>0 |t
Thus λ/µ ∈ R by Lemma 2.4 and the spectrum of S lies on a straight line through the origin in the complex plane. In general (if S can not be diagonalized), by the spectral theorem S can be approximated by invertible normal operators with finite spectra (hence diagonal) and the above argument for the diagonal case can be adapted to this approximation. We omit the routine details (they are the same as in [11, Lemma 4.3] ).
Proof of Theorem 2.3
In this section q will be a positive integer. Note that the singular values of a 2×2 matrix X are given by
and by definition
Further, note that the function
Thus using the second estimate in (17) we have
Hence using (18) with C = tr(S α (X) * S α (X)) we have
Similarly, using the first estimate in (17) and (18) we get
Put 
Then (19) becomes
where for the last line we used the estimate
and (18). Similarly, (20) becomes
where in the last estimate we used the inequality
What we already know is that by (21)
and by (22) that
2q . Now we are ready to prove the following lemma. 
Proof. Clearly L 2q (a, b, c, d) and R 2q (a, b, c, d) are polynomials in a, b, c, d , homogeneous of degree q. We claim that all the coefficients of a, b, c, d ) are nonnegative. We prove our claim by first expressing these coefficients in closed form, then comparing them.
1. The coefficients of L 2q (a, b, c, d ). We have
by using trinomial theorem twice. Each summation index ranges over all integers, with the usual convention that a multinomial coefficient vanishes whenever one of its lower indices exceeds the upper index, or becomes negative. Now replace i by u = i − s − t and j by v = j + s to find that 
Let us prove (24). Note that both sides of (24) vanish whenever s > v, or s > q − 2t − 2u − v − 1, or any of s, t, u is negative. Otherwise, by repeatedly using the identity n! = n(n − 1)! which is valid for n > 0, we have 
