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Abstract
This paper deals with the evaluation of some definite Euler-type integrals in terms of the
Wright hypergeometric function. We obtain a theorem on the Wright hypergeometric function
and then use this theorem to evaluate some definite integrals. Further, we derive some results
as applications of these evaluations. Multi-variable cases of the derived results of this paper
are also briefly discussed.
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1. Introduction
The generalization of the generalized hypergeometric series pFq is due to Fox [10] and Wright
[22, 23] who studied the asymptotic expansion of the so-called Wright hypergeometric function
defined by (see [20, p. 21])
pΨq
[
(α1, A1), . . . , (αp, Ap);
(β1, B1), . . . , (βq, Bq);
z
]
=
∞∑
k=0
∏p
j=1 Γ(αj +Aj k)∏q
j=1 Γ(βj +Bj k)
zk
k!
. (1.1)
The coefficients Aj ∈ R
+ (j = 1, . . . , p) and Bj ∈ R
+ (j = 1, . . . , q) are such that
1 +
q∑
j=1
Bj −
p∑
j=1
Aj ≥ 0. (1.2)
Here and in the following, let C, R, R+, Z and N be the sets of complex numbers, real numbers,
positive real numbers, integers and positive integers, respectively, and let
R+0 := R
+ ∪ {0}, N0 := N ∪ {0} and Z
−
0 := Z \N.
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For convenience in presentation we also introduce suitable normalizing factors into the definition
in (1.1) and define the normalized Wright function
pΨˆq
[
(α1, A1), . . . , (αp, Ap);
(β1, B1), . . . , (βq, Bq);
z
]
=
∞∑
k=0
∏p
j=1 Γ(αj +Aj k)/Γ(αj)∏q
j=1 Γ(βj +Bj k)/Γ(βj)
zk
k!
. (1.3)
A special case is
pΨˆq
[
(α1, 1), . . . , (αp, 1);
(β1, 1), . . . , (βq, 1);
z
]
= pFq
[
α1, . . . , αp ;
β1, . . . , βq ;
z
]
=
∞∑
n=0
(α1)n · · · (αp)n
(β1)n · · · (βq)n
zn
n!
, (1.4)
where (a)k is the Pochhammer symbol or rising factorial defined by (a)n = Γ(a + n)/Γ(a) =
a(a + 1) . . . (a + n− 1). Here an empty product is interpreted as 1. We assume that the variable
z, the numerator parameters α1, . . . , αp, and the denominator parameters β1, . . . , βq take on
complex values, provided that no zeros appear in the denominator of (1.4), that is
βj ∈ C \ Z
−
0 ; j = 1, . . . , q.
For more details of pFq including its convergence, its various special and limiting cases, and its
further diverse generalizations, see, for example, [1, 17, 19].
The beta function B(α, β) is defined by
B(x, y) =


∫ 1
0
tx−1(1− t)y−1 dt (ℜ(x) > 0; ℜ(y) > 0)
Γ(x) Γ(y)
Γ(x+ y)
(x, y ∈ C \ Z−0 ).
(1.5)
Let us recall the well-known integral representation of the 2F1 function given by (see, e.g., [17, p.
85] and [19, p. 65])
2F1 (a, b; c; z) =
1
B(b, c− b)
∫ 1
0
tb−1(1− t)c−b−1(1− zt)−a dt (1.6)
(ℜ(c) > ℜ(b) > 0, arg(1− z) < pi).
A number of extensions of some familiar special functions have been recently investigated (see,
for example, [2, 3, 4, 5, 6, 7, 8, 9, 13, 18]). Chaudhry et al. [2] presented an extension of the beta
function as follows
B(x, y; p) =
∫ 1
0
tx−1(1− t)y−1 exp
(
−
p
t(1− t)
)
dt (1.7)
(ℜ(p) > 0; p = 0, ℜ(x) > 0, ℜ(y) > 0)
and showed that this extension has certain connections with the Macdonald, error and Whit-
taker functions. In addition, the following integral representation of the extended hypergeometric
function has been introduced in [3, Eq. (3.2)]
Fp(a, b; c; z) =
1
B(b, c− b)
∫ 1
0
tb−1(1− t)c−b−1(1− zt)−a exp
(
−
p
t(1− t)
)
dt (1.8)
(
p ∈ R+; p = 0, | arg (1 − z)| < pi, ℜ(c) > ℜ(b) > 0
)
.
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The Mittag-Leffler function is defined by [12, p. 261]
Eα(z) =
∞∑
n=0
zn
Γ(αn+ 1)
(
α ∈ R+0 , z ∈ C
)
; (1.9)
from which it is obvious that
E0(z) =
1
1− z
(|z| < 1), E1(z) = e
z and E2(z) = cosh z
1/2.
Recently, explicit evaluations of Euler-type integrals of the form∫ 1
0
ua(1− u)b−1f(u)du (1.10)
have been obtained by Ismail and Pitman [11] for some particular functions f , especially in the
symmetric case a = b. The evaluation of such integrals is relevant to many reduction formulas for
hypergeometric functions that generalize the evaluation of some symmetric Euler-type integrals
implicit by the result contained in [14]. Motivated by the work of Choi et al. [?] and Ismail and
Pitman [11], we evaluate some Euler-type integrals associated with the Mittag-Leffler function
Eλ[pξ(t)] of the form ∫ b
a
(t− a)α−1(b− t)β−1[χ(t)]γ Eλ[pξ(t)] dt (1.11)
for complex parameter p and some particular choices of the functions χ(t) and ξ(t).
2. Some evaluations of Euler-type integrals
In this section, we derive some theorems on the evaluation of the Euler-type integrals
Iα,β,γa,b,λ [χ(t), ξ(t); p] =
1
B(α, β)
∫ b
a
(t− a)α−1(b − t)β−1[χ(t)]γ Eλ[pξ(t)] dt (2.1)
for some specific functions χ(t) and ξ(t). In all cases considered p ∈ C is a complex variable.
Theorem 1. For a = 0, b = γ = 1, ξ(t) = t(1 − t) and χ(t) = (1− x1t)
−α1(1− x2t)
−α2 , we have
the following integral
Iα,β,10,1,λ
[
(1− x1t)
−α1(1 − x2t)
−α2 , t(1− t); p
]
=
∞∑
m,n=0
(α)m+n(α1)m(α2)nx
m
1 x
n
2
(α+ β)m+nm!n!
3Ψˆ2

 (α+m+n, 1), (β, 1), (1, 1);
(α+β+m+n, 2), (1, λ);
p


(2.2)
for ℜ(α), ℜ(β) > 0, λ ≥ 0 and |x1|, |x2| < 1, where we recall that pΨˆq is the normalized Wright
function defined in (1.3).
Proof. We have [11, p. 962(7)]
∫ 1
0
tα−1(1− t)β−1(1− x1t)
−α1(1− x2t)
−α2dt = B(α, β)F1(α;α1, α2;α+ β;x1, x2) (2.3)
(ℜ(α), ℜ(β) > 0; λ ≥ 0; |x1|, |x2| < 1),
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where F1 is the Appell double hypergeometric series defined by [12, p. 413]
F1(α;β, β
′; γ;x, y) =
∞∑
m,n=0
(α)m+n(β)m(β
′)n
(γ)m+nm!n!
xmyn (|x|, |y| < 1).
Then we set a = 0, b = γ = 1, ξ(t) = t(1 − t), χ(t) = (1 − x1t)
−α1(1 − x2t)
−α2 in (2.1) and use
the series expansion for Eλ[pt(1 − t)] in (1.9). After an interchange of the order of integration
and summation and use of the above integral followed by simplification using the properties of the
gamma function, we obtain (2.2).
We note that 3Ψˆ2(0) = 1 when p = 0 and the right-hand side of (2.2) reduces to
F1(α;α1, α2;α+ β;x1, x2)
in accordance with (2.3).
Theorem 2. For a = 0, b = γ = 1, ξ(t) = t(1− t) and χ(t) = (1− x1t)
−α1(1− x2(1− t))
−α2 , we
have the following integral
Iα,β,10,1,λ
[
(1− x1t)
−α1(1− x2(1− t))
−α2 , t(1− t); p
]
=
∞∑
m,n=0
(α)m(β)n(α1)m(α2)nx
m
1 x
n
2
(α+ β)m+nm!n!
3Ψˆ2

 (α+m, 1), (β+ n, 1), (1, 1);
(α+β+m+n, 2), (1, λ);
p


(2.4)
(ℜ(α), ℜ(β) > 0; λ ≥ 0; |x1|, |x2| < 1).
Proof. We have [20, p. 279(17)]
∫ 1
0
tα−1(1− t)β−1(1− x1t)
−α1(1− x2(1− t))
−α2dt = B(α, β)F3(α, β, α1, α2;α+ β;x1, x2) (2.5)
(ℜ(α),ℜ(β) > 0; λ ≥ 0; |x1|, |x2| < 1),
where F3 is the Appell double hypergeometric series defined by [12, p. 413]
F3(α, α
′;β, β′; γ;x, y) =
∞∑
m,n=0
(α)m(α
′)n(β)m(β
′)n
(γ)m+nm!n!
xmyn (|x|, |y| < 1).
Then on setting a = 0, b = γ = 1, ξ(t) = t(1 − t) and χ(t) = (1 − x1t)
−α1(1 − x2(1 − t))
−α2 in
(2.1), using (1.9) and the above integral, we obtain upon simplification (2.4).
Theorem 3. For χ(t) = ut+ v and ξ(t) = (t− a)(b − t), we have the following integral
Iα,β,γa,b,λ [ut+ v, (t− a)(b− t); p] =
∞∑
m=0
(−γ)m(α)m
(α+ β)mm!
(
−u(b− a)
au+ v
)m
×3Ψˆ2

 (α+m, 1), (β, 1), (1, 1);
(α+β+m, 2), (1, λ);
p

 (2.6)
(ℜ(α), ℜ(β) > 0;λ ≥ 0;
∣∣∣∣arg
(
bu+ v
au+ v
)∣∣∣∣ < pi; a 6= b).
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Proof. From [15, p. 263], we have∫ b
a
(t− a)α−1(b − t)β−1(ut+ v)γdt = B(α, β) 2F1
(
−γ, α;α+ β;−
(b− a)u
au+ v
)
(ℜ(α), ℜ(β) > 0; λ ≥ 0;
∣∣∣∣arg
(
bu+ v
au+ v
)∣∣∣∣ < pi; a 6= b).
On setting χ(t) = ut+ v, and ξ(t) = (t− a)(b− t) in (2.1), using (1.9) and the above integral and
simplifying, we obtain (2.6).
Theorem 4. For χ(t) = b− a+ ν(t− a) + µ(b− t), ξ(t) = (t− a)(b− t)/χ2(t) and γ = −(α+ β),
we have following integral
I
α,β,−(α+β)
a,b,λ
[
b− a+ ν(t− a) + µ(b − t),
(t− a)(b− t)
(b− a+ ν(t− a) + µ(b − t))2
]
=
(ν + 1)−α(µ+ 1)−β
(b− a)
3Ψˆ2

 (α, 1), (β, 1), (1, 1);
(α+β, 2), (1, λ);
p
(ν + 1)(µ+ 1)


(2.7)
(ℜ(α), ℜ(β) > 0; λ ≥ 0; χ(t) 6= 0; a 6= b).
Proof. From [21, p. 261(3.1)] we have∫ b
a
(t− a)α−1(b − t)β−1
(b− a+ ν(t− a) + µ(b− t))α+β
dt = B(α, β)
(ν + 1)−α(µ+ 1)−β
b − a
(2.8)
(ℜ(α), ℜ(β) > 0; λ ≥ 0; b− a+ ν(t− a) + µ(b − t) 6= 0; a 6= b).
On setting χ(t) = b − a + ν(t − a) + µ(b − t), ξ(t) = (t − a)(b − t)/χ2(t) and γ = −(α + β) in
equation (2.1), using (1.9) and the above integral and simplifying, we obtain (2.7).
3. An integral associated with a generating function
Let us consider a two-variable generating function G(x, t) which can be expanded in a formal power
series of t such that
G(x, t) =
∞∑
n=0
cngn(x)t
n, (3.1)
where the coefficient set {cn}
∞
n=0 may contain the parameters of the set {gn(x)}
∞
n=0 but is inde-
pendent of x and t.
Theorem 5. Let the generating function G(x, tuδ(1 − u)ω) be uniformly convergent under the
conditions u ∈ (0, 1), δ, ω ≥ 0 and δ + ω > 0, with G(x, t) defined by (3.1). Then∫ 1
0
ur−1(1− u)s−r−1G(x, tuδ(1− u)ω)Eλ[pu(1− u)] du
=
∞∑
n=0
cngn(x)t
n
3Ψ2

 (r+δn, 1), (s−r+ωn, 1), (1, 1);
(s+δn+ωn, 2), (1, λ);
p

 (3.2)
for s > r > 0, λ ≥ 0, p ∈ C, where we recall that pΨq is the un-normalized Wright function defined
in (1.1).
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Proof. On using the definition of generating function G(x, t) given in (3.1) in the left-hand side
of (3.2), we obtain
∞∑
n=0
cngn(x)t
n
∫ 1
0
ur+δn−1(1− u)s−r+ωn−1Eλ[pu(1− u)] du
=
∞∑
n=0
cngn(x)t
n
∞∑
k=0
pk
Γ(1 + λk)
∫ 1
0
ur+δn+k−1(1− u)s−r+ωn+k−1du.
Evaluation of the integral as a beta function then yields the right-hand side of (3.2).
Corollary 1. From (3.2), we obtain∫ 1
0
ur−1(1− u)r−1G(x, t(u(1 − u))ω)Eλ[pu(1− u)] du
=
∞∑
n=0
cngn(x)t
n
3Ψ2

 (r + ωn, 1), (r + ωn, 1), (1, 1);
(2r + 2ωn, 2), (1, λ);
p

 . (3.3)
Proof. On setting s = 2r and δ = ω in (3.2), we obtain (3.3).
We now derive some explicit evaluations of definite integrals in terms of Wright hypergeometric
functions by making use of Theorem 5 and consideration of the following generating functions.
Example 3.1 Let us consider the generating function [21, p. 44(8)]
G(x, t) = (1− xt)−a =
∞∑
n=0
(a)n
(xt)n
n!
= 1F0
[
a;
−;
xt
]
(|xt| < 1).
Use of this generating function (with x = 1) and Theorem 5 yields∫ 1
0
ur−1(1− u)s−r−1[1− tuδ(1− u)ω)]−aEλ[pu(1− u)] du
=
∞∑
n=0
(a)nt
n
n!
3Ψ2

 (r + δn, 1), (s− r + ωn, 1), (1, 1);
(s+ δn+ ωn, 2), (1, λ);
p

 (3.4)
for s > r > 0, λ ≥ 0, δ, ω ≥ 0, δ + ω > 0.
Example 3.2 Let us consider the generating function [16, p.409(2)]
G(x, t) =
∞∑
n=0
(a)n
(b)n
1F1
[
a;
b+ n;
x
]
tn
n!
= Φ2[a, a; b;x, t] (|x|, |t| <∞), (3.5)
where Φ2 is Humbert’s confluent hypergeometric series in two variables defined by [21]
Φ2[b1, b2; c;x, y] =
∞∑
m,n=0
(b1)m(b2)nx
myn
(c)m+nm!n!
(|x|, |y| <∞).
Use of this generating function and Theorem 5 yields∫ 1
0
ur−1(1− u)s−r−1Φ2[a, a; b;x, tu
δ(1− u)ω)]Eλ[pu(1− u)] du
=
∞∑
n=0
(a)n
(b)n
tn
n!
1F1
[
a;
b+ n;
x
]
3Ψ2

 (r + δn, 1), (s− r + ωn, 1), (1, 1);
(s+ δn+ ωn, 2), (1, λ);
p

 (3.6)
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for s > r > 0, λ ≥ 0, δ, ω ≥ 0, δ + ω > 0, |x| <∞.
Example 3.3 Let us consider the generating function [17, p.276(1)]
G(x, t) = (1− 2xt+ t2)−a =
∞∑
n=0
C(a)n (x)t
n (|xt| < 1), (3.7)
where C
(a)
n (x) denotes the Gegenbauer or ultraspherical polynomial [17]. Use of this generating
function (with x = 1), Theorem 5 and the fact that C
(a)
n (1) = (2a)n/n! [12, Eq. (18.5.9)], then
yields∫ 1
0
ur−1(1− u)s−r−1[1− tuδ(1− u)ω)]−2aEλ[pu(1− u)] du
=
∞∑
n=0
(2a)nt
n
n!
3Ψ2

 (r + δn, 1), (s− r + ωn, 1), (1, 1);
(s+ δn+ ωn, 2), (1, λ);
p

 (3.8)
for s > r > 0, λ ≥ 0, δ, ω ≥ 0, δ + ω > 0.
4. Applications
We derive some interesting results as applications of the integrals discussed in Section 2.
Example 4.1 First we take α1 = α2, α = β > 0 and x2 = x1/(x1 − 1) in (2.2) to find
Iα,α,10,1,λ
[
(1− x1t)
−α1
(
1−
x1
x1 − 1
t
)
−α1
, t(1− t); p
]
=
∞∑
m,n=0
(α)m+n(α1)m(α1)nx
m
1 (
x1
x1−1
)n
(2α)m+nm!n!
3Ψˆ2

 (α, 1), (α +m+ n, 1), (1, 1);
(2α+m+ n, 2), (1, λ);
p

 (4.1)
for ℜ(α) > 0, λ ≥ 0, |x1| < 1, ℜ(x1) <
1
2 .
If α2 = 0 in (2.2), we obtain
Iα,β,10,1,λ
[
(1− x1t)
−α1 , t(1− t); p
]
=
∞∑
m=0
(α)m(α1)mx
m
1
(α + β)mm!
3Ψˆ2

 (α+m, 1), (β, 1), (1, 1);
(α+ β +m, 2), (1, λ);
p

 . (4.2)
If, in addition, α1 = 0 we find
Iα,β,10,1,λ [1, t(1− t); p] = 3Ψˆ2

 (α, 1), (β, 1), (1, 1);
(α+ β, 2), (1, λ);
p

 , (4.3)
which reduces to the form
Iα,β,10,1,1 [1, t(1− t); p] = 2F2
[
α, β;
α+β
2 ,
α+β+1
2 ;
p
4
]
(4.4)
when λ = 1. The conditions applying to (4.2) – (4.4) are those appearing in Theorem 1 .
Example 4.2 If x2 = x1/(x1 − 1) in (2.4), we obtain
Iα,β,10,1,λ
[
(1− x1t)
−α1−α2
1− x1
, t(1 − t); p
]
=
(1− x1)
−1
B(α, β)
∫ 1
0
tα−1(1−t)β−1(1−x1t)
−α1−α2 Eλ[pt(1−t)] dt.
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Then replacing α1 by α1 + α2 and α2 by 0 in the right-hand side of (2.4), we obtain
Iα,β,10,1,λ
[
(1 − x1t)
−α1−α2
1− x1
, t(1− t); p
]
=
1
1− x1
∞∑
m=0
(α)m(α1 + α2)mx
m
1
(α+ β)mm!
3Ψˆ2

 (α+m, 1), (β, 1), (1, 1);
(α+ β +m, 2), (1, λ);
p

 (4.5)
for ℜ(α) > 0,ℜ(β) > 0, λ ≥ 0, |x1| < 1. Alternatively, this result can be obtained directly from
the above integral by series expansion of Eλ[pt(1− t)] and use of the integral representation of the
Gauss hypergeometric function in (1.6).
If λ = 1, (4.5) reduces to
Iα,β,10,1,1
[
(1 − x1t)
−α1−α2
1− x1
, t(1− t); p
]
=
1
1− x1
∞∑
m=0
(α)m(α1 + α2)mx
m
1
(α+ β)mm!
2F2
[
α+m,β;
α+β+m
2 ,
α+β+m+1
2 ;
p
4
]
(4.6)
under the same conditions as (4.5).
Example 4.3 If γ = −α1, u = −x1, v = 1, a = 0 and b = 1 in (2.6), we obtain
Iα,β,−α10,1,λ [(1− x1t), t(1 − t); p]
=
∞∑
m=0
(α)m(α1)m(−x1)
m
(α+ β)mm!
3Ψˆ2

 (α +m, 1), (β, 1), (1, 1);
(α+ β +m, 2), (1, λ);
p

 (4.7)
for ℜ(α), ℜ(β) > 0, λ ≥ 0, |x1| < 1.
Example 4.4 If µ = ν = 0 in (2.7), we obtain
I
α,β,−(α+β)
a,b,λ
[
b− a,
(t− a)(b − t)
(b− a)2
; p
]
=
1
(b − a)
3Ψˆ2

 (α, 1), (β, 1), (1, 1);
(α+ β, 2), (1, λ);
p

 (4.8)
for ℜ(α), ℜ(β) > 0, λ ≥ 0, a 6= b.
Example 4.5 Finally, if we take α = β, a = 0 and b = 1 in (2.7), we obtain
Iα,α,−2α0,1,λ
[
1 + νt+ µ(1− t),
t(1 − t)
(1 + νt+ µ(1− t))2
; p
]
= [(ν + 1)(µ+ 1)]−α 3Ψˆ2

 (α, 1), (α, 1), (1, 1);
(2α, 2), (1, λ);
p
(ν + 1)(µ+ 1)

 (4.9)
for ℜ(α) > 0, λ ≥ 0.
For λ = 1, (4.9) reduces to
Iα,α,−2α0,1,1
[
1 + νt+ µ(1− t),
t(1− t)
(1 + νt+ µ(1 − t))2
]
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= [(ν + 1)(µ+ 1)]−α 1F1
[
α;
α+ 12 ;
p
4(ν + 1)(µ+ 1)
]
(4.10)
for ℜ(α) > 0.
5. Concluding remarks
In this paper, we have evaluated some definite Euler-type integrals. We observe that these eval-
uations are obtained in terms of the Wright hypergeometric function 3Ψ2. In addition, we have
derived a theorem and applied it to obtain evaluations of these integrals related to 3Ψ2. Further,
we remark that the results presented in this paper can be extended to the multi-variable case.
For this purpose, we employ the following integral representation [11, p. 965(20)] for Lauricella’s
multiple hypergeometric series in n-variables F
(n)
D [21]∫ 1
0
tα−1(1− t)β−1
n∏
i=1
(1− xit)
−αidt = B(α, β)F
(n)
D (α, α1, . . . , αn;α+ β;x1, . . . , xn) (5.1)
(ℜ(α),ℜ(β) > 0,max{|x1|, . . . , |xn|} < 1).
If we let φ(t) =
∏n
i=1(1 − xit)
−αi , ξ(t) = t(1− t), a = 0 and b = γ = 1 in (2.1), and use (5.1), we
obtain upon simplification
Iα,β,10,1,λ
[
n∏
i=1
(1− xit)
−αi , t(1− t); p
]
=
1
B(α, β)
∞∑
m1,...,mn=0
(α1)m1 . . . (αn)mnx
m1
1 . . . x
mn
n
m1! . . .mn!
×3Ψ2

 (α+m1 + . . .+mn, 1), (β, 1), (1, 1);
(α+ β +m1 + . . .+mn, 2), (1, λ);
p

 (5.2)
for ℜ(α), ℜ(β) > 0, λ ≥ 0, max{|x1|, . . . , |xn|} < 1. We observe that (5.2) reduces to (2.2) for
α3 = α4 = . . . = αn = 0.
As a consequence, we can extend Theorem 5 as follows:
Theorem 6. Let us take the conditions for G(x, t) defined by (3.1) to be the same as in Theorem
5. Then we have
∫ 1
0
ur−1(1− u)s−r−1
j∏
i=1
(1 − xiu)
−αiG(x, tuδ(1− u)ω)Eλ[pu(1− u)] du
=
∞∑
n,m1,...,mj=0
cngn(x)t
n ×
(α1)m1 . . . (αn)mnx
m1
1 . . . x
mn
n
m1! . . .mn!
×3Ψ2

 (r + δn+m1 + . . .+mj , 1), (s− r + ωn, 1), (1, 1);
(s+ δn+ ωn+m1 + . . .+mj , 2), (1, λ);
p

 (5.3)
for ℜ(δ) > ℜ(ω) > 0, λ ≥ 0, δ, ω > 0, δ + ω > 0, p ∈ C.
The proof of this theorem is similar to that of Theorem 5 and will be omitted.
Corollary 2. By considering Theorem 6 then we find, when λ = 1,
∫ 1
0
ur−1(1− u)s−r−1
j∏
i=1
(1 − xiu)
−αiG(x, tuδ(1− u)ω)Eλ[pu(1− u)] du
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=
∞∑
n,m1,...,mj=0
cngn(x)t
n (α1)m1 . . . (αn)mnx
m1
1 . . . x
mn
n
m1! . . .mn!
×2Ψ1

 (r + δn+m1 + . . .+mj , 1), (s− r + ωn, 1);
(s+ δn+ ωn+m1 + . . .+mj , 2);
p

 (5.4)
for ℜ(δ) > ℜ(ω) > 0; δ, ω > 0; δ + ω > 0; p ∈ C.
It is clear that by applying Theorem 6 and Corollary 2 to the generating functions G(x, t)
defined by (3.5) and (3.7), together with some other generating functions, we may obtain many
interesting evaluations.
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