We consider approximate inference in hybrid Bayesian Networks (BNs) and present a new iterative algorithm that efficiently combines dynamic discretisation with robust propagation algorithms on junction trees structures. Our approach offers a significant extension to Bayesian Network theory and practice by offering a flexible way of modelling continuous nodes in BNs conditioned on complex configurations of evidence and intermixed with discrete nodes as both parents and children of continuous nodes. Our algorithm is implemented in a commercial Bayesian Network software package, AgenaRisk, which allows model construction and testing to be carried out easily. The results from the empirical trials clearly show how our software can deal effectively with different type of hybrid models containing elements of expert judgement as well as statistical inference. In particular, we show how the rapid convergence of the algorithm towards zones of high probability density, make robust inference analysis possible even in situations where, due to the lack of information in both prior and data, robust sampling becomes unfeasible.
Introduction
In this paper we present a new and powerful approximate algorithm for performing inference in hybrid Bayesian Networks (BNs) by a process of dynamic discretisation of the domain of all continuous variables contained in the network. The approach is influenced by the work of [Kozlov and Koller, 1997] and like them uses entropy error as the basis for approximation. We differ from their approach by integrating an iterative approximation scheme within existing BN software architectures, such as in Junction Tree (JT) propagation [Jensen et al. 1990 ], thus obviating the need for separate data structures and a new propagation algorithm. By using the data structure commonly used in JT algorithms, we can apply the standard operations for evidence multiplication, summation and integration, popular in these architectures. In our scheme, approximation is employed iteratively on an anytime basis when evidence is entered into the BN.
The power and flexibility of the approach is demonstrated by comparing it to static discretisation approaches (used in a number of popular BN software tools such as [Netica, 2005 , Hugin, 2005 , and the efficacy of the algorithm is tested on a range of models occurring in practical applications, namely, hybrid Bayesian networks with discrete child of a continuous parent and hybrid Bayesian networks with conditionally deterministic variables (i.e., a variable that is a deterministic function of its parents). We also consider different type of hybrid models related to statistical inference problems, e.g., finite mixture of Normal distributions, Bayesian hierarchical models and generalised linear models. In each case we compare the results with the analytical solution or a solution generated by stochastic sampling using Markov Chain Monte Carlo (MCMC) methods [Gilks et al., 1996] , as appropriate.
The results from the empirical trials are promising, equalling the accuracy of analytical solutions and either equalling or surpassing the accuracy of results gained by using Mixture of Truncated Exponentials (MTE), stochastic sampling using MCMC, Fast Fourier Transforms (FFT) and analytical solutions. In addition to the models presented here the approach has been applied to a wide variety of real-world modelling problems requiring hybrid Bayesian models containing elements of expert judgement as well as statistical inference [Neil et al., 2001 , Neil et al. 2003a , Neil et al. 2003b , Fenton et al. 2002 , Fenton et al. 2004 . However for brevity these results cannot be presented here.
Our dynamic discretisation algorithm is implemented in the commercial general-purpose Bayesian Network software tool AgenaRisk [Agena 2005] . Likewise, the example models are built and executed using this software as is the graphical output (marginals and BN graphs) presented here.
A brief description of the paper is as follows. In Section 2 we describe the problem and relevant background research. In Section 3 we give a detailed presentation of our algorithm. Then, in Section 4, we test the efficacy of the algorithm by conducting a series of analyses on a set of models. Finally Section 5 contains concluding remarks.
Background
Hybrid Bayesian networks (BNs) have been widely used to represent full probability models in a compact and intuitive way. In the Bayesian network framework the independence structure (if any) in a joint distribution is characterised by a directed acyclic graph, with nodes representing random variables, which can be discrete or continuous, and may or may not be observable, and directed arcs representing causal or influential relationship between variables [Pearl, 1993] . The conditional independence assertions about the variables, represented by the lack of arcs, reduce significantly the complexity of inference and allow to decompose the underlying joint probability distribution as a product of local conditional probability distributions (CPDs) associated to each node and its respective parents. Lauritzen S.L. 1990, Lauritzen, 1996] . If the variables are discrete, the CPDs can be represented as Node Probability Table (NPTs), which list the probability that the child node takes on each of its different values for each combination of values of its parents.
Since a Bayesian network encodes all relevant qualitative and quantitative information contained in a full probability model, it provides an excellent tool to perform many types of probabilistic inference tasks [Whittaker, 1990 , Heckerman et al., 1995 , consisting mainly in computing the posterior probability distribution of some variables of interest (unknown parameters and unobserved data) conditioned on some other variables that have been observed.
A range of robust and efficient propagation algorithms has been developed for exact inference on Bayesian networks with discrete variables [Pearl, 1988 , Lauritzen and Spiegelhalter, 1988 , Shenoy and Shafer, 1990 , Jensen et al, 1990 . The common feature of these algorithms is that the exact computation of posterior marginals is performed through a series of local computations over a secondary structure, a tree of clusters, which allows calculating the marginal without computing the joint distribution. See also [Huang, 1996] .
In hybrid Bayesian networks, local exact computations can be performed only under the assumption of Conditional Gaussian (CG) distributions [Lauritzen and Jensen, 2001] . The advantages and drawbacks of using Conditional Gaussian distributions are well known. They are useful to model mixtures of Gaussian variables conditioned on discrete and weighted combinations of CG parents but they are much too inflexible to support general-purpose inference over hybrid models containing mixtures of discrete labelled, integer and continuous types and non-Gaussian distributions. Most real applications demand non-standard high dimensional statistical models with intermixed continuous and discrete variables, where exact inference becomes computationally intractable.
The present generation of BN software tools attempt to model continuous nodes by numerical approximations using static discretisation as implemented in a number of software tools [Hugin, 2005 , Netica, 2005 . Although disctretisation allows approximate inference in a hybrid BN without limitations on relationships among continuous and discrete variables, current software implementations requires users to define a uniform discretisation of the states of any numeric node (whether it is continuous or discrete) as a sequence of pre-defined intervals, which remain static throughout all subsequent stages of Bayesian inference regardless of any new conditioning evidence. The more intervals you define, the more accuracy you can achieve, but at a heavy cost of computational complexity. This is made worse by the fact that you do not necessarily know in advance where the posterior marginal distribution will lie on the continuum for all nodes and which ranges require the finer intervals. It follows that where a model contains numerical nodes having a potentially large range, results are necessarily only crude approximations.
Alternatives to discretisation have been suggested by [Moral et al, 2001, Cobb and Shenoy, 2005a] , who describe potential approximations using mixtures of truncated exponential (MTE) distributions, [Koller at al., 1999] who combine MTE approximations with direct sampling (Monte Carlo) methods, and [Murphy, 1999] who uses variational methods. There have also been some attempts for approximate inference on hybrid BNs using Markov Chain Monte Carlo (MCMC) approaches [Shachter and Peot, 1989] , however, constructing dependent samples that mixed well (i.e., that move rapidly throughout the support of the target distribution) remains a complex task.
Dynamic Discretisation
Let X be a continuous random node in the BN. The range of X is denoted by Ω X , and the probability density function (PDF) of X , with support Ω X , is denoted by X f . The idea of discretisation is to approximate X f by, first, partitioning Ω X into a set of interval
{ }
Xj w Ψ= , and second, defining a locally constant function X f % on the partitioning intervals.
The task consists in finding an optimal discretisation set
Xi ω Ψ= and optimal values for the discretised probability density function X f % . Discretisation operates in much the same way when X takes integer values but in this paper we will focus on the case where X is continuous.
The approach to dynamic discretisation described here searches Ω X for the most accurate specification of the high-density regions (HDR), given the model and the evidence, calculating a sequence of discretisation intervals in Ω X iteratively. At each stage in the iterative process a candidate discretisation, X Ψ , is tested to determine whether the resulting discretised probability density X f % has converged to the true probability density X f within an acceptable degree of precision. At convergence, X f is then approximated by X f % .
By dynamically discretising the model we achieve more accuracy in the regions that matter and incur less storage space over static discretisations. Moreover, we can adjust the discretisation anytime in response to new evidence to achieve greater accuracy.
The approach to dynamic discretisation presented here is influenced by work of Kozlov and Koller on using non-uniform discretisation in hybrid BNs [Kozlov and Koller, 1997] . A number of features are introduced in their approach: 4. Evidence propagation uses an extension to standard BN inference algorithms such as the Junction Tree approach [Jensen et al. 1990 ]. This extension involves the propagation of weights between cliques to readjust the discretisation when evidence lies in low-density regions (LDR). This is in addition to normal message passing operations.
5. They define a series of new operators for multiplication, summation and integration of continuous nodes expressed over BSP trees.
Our approach to dynamic discretisation is simpler, easier to implement using well know JT algorithms, such as [Lauritzen and Speigelhalter, 1988] , and produces very accurate results. Firstly, we choose to handle univariate partitions (i.e. marginal densities only), which are simpler to implement, instead of tackling the problem of partitioning joint multivariate distributions such as cliques. Secondly, we use the data structures commonly used in JT algorithms making the need to support separate BSP data structures redundant. The advantage of this is that we can apply the normal operations for evidence multiplication, summation and integration without change. Finally, we can also apply the normal evidence propagation JT algorithm with the only change being to perform propagation iteratively on an anytime basis rather than once.
In outline, dynamic discretisation follows these steps:
1. Choose an initial discretisations for all continuous variables. 2. Calculate the discretised CPD of each continuous node given the current discretisation and propagate evidence through the BN. 3. Query the BN to get posterior marginals for each node and split those intervals with highest entropy error in each node.
4. Continue to iterate the process, by recalculating the conditional probability densities and propagating the BN, and then querying to get the marginals and then split intervals with highest entropy error, until the model converges to an acceptable level of accuracy.
In order to control the growth of the resulting discretisation sets, Ψ X , after each iteration, we merge those consecutive intervals in Ψ X with the lowest entropy error or that have zero mass and zero entropy error. Merging intervals is difficult in practice because of a number of factors. Firstly we do not necessarily want to merge intervals because they have a zero relative entropy error, as is the case with uniform distributions, since we want those intervals to help generate finer grained discretisations in any connected child nodes. Also, we wish to ensure that we only merge zero mass intervals with zero relative entropy error if they belong to sequences of zero mass intervals because some zero mass intervals might separate out local maxima in multimodal distributions. To resolve these issues we therefore apply a number of heuristics whilst merging.
A key challenge in our approach to dynamic discretisation occurs when some evidence, = Xx , lies in a region of Ω X where temporarily there is no probability mass. This can occur simply because the model as a whole is far from convergence to an acceptable solution and occurs when the sampling has not generated probability mass in the intervals of interest. This is a dangerous situation unremarked by [Kozlov and Koller, 1997] . We solve this problem by postponing the instantiation of evidence to the interval of interest and in the meantime assign it to the closest neighbouring interval with the aim of maximising the probability mass in the region closest to the actual HDR.
Similarly, to enter point values evidence into a continuous node X , we assign a tolerance bound around the evidence, namely ( )
, and instantiate X on the interval
We consider here a Bayesian network for a set of random variables, X , and partition X into the sets, and QE XX , consisting of the set of query variables and the set of observed varia bles, respectively.
The dynamic discretisation algorithm
Our approach to simulation using dynamic discretisation is based on the following algorithm:
1: Initialise the discretisation,
2: Build a junction tree structure to determine the cliques,F , and sepsets.
3: for 1tomax_num_ite l =
4:
Compute the NPTs, 
Estimating deterministic functions using mixtures of Uniform distributions
Once a discretisation has been defined at each step in the algorithm we need to calculate the marginal probability for all X in the model, by marginalisation from the conditional distribution of X given its parents, (|{}) pXpaX . For standard continuous and discrete density functions t his does not represent a problem but for more complex conditional distributions approximation techniques need to be used.
Consider, for instance, the case in which the conditional distributions (|{}) pXpaX involve a deterministic function of random variables, e.g.
For differentiable functions of discrete parents, is easy to obtain a closed expression for the marginal probability of X as a function of the joint probability of the parents. In a more general framework, a simple method for generating the local conditional probability table (|{}) pXpaX commonly used under the static discretisation approach proceeds by first sampling values from each parent interval in {} Ω paX for all parents of X and calculating the result
, then counting the frequencies with which the results fall within the static bins predefined for X , and finally normalising the NPT.
Although simple this procedure is flawed. On the one hand, there is no guarantee that every bin in X Ω will contain a probability density if the parents' node values are under sampled.
The implication of this is that some regions of X Ω might be void; they should have probability mass but do not. Any subsequent inference in the BN then will return an inconsistency when it encounters either a valid observation in a zero mass interval i n X or attempts inference involving X . The only way to counter this under static discretisation is to generate a large number of samples, which is expensive and made more difficult by the fact that the sampling configuration settings in tools that use the static approach are inaccessible.
On Figure 1 and we can clearly see that the interval ]80 -80.1] has been under-sampled resulting in a zero mass interval. Should we actually observe evidence 80.05 Z = then we will achieve a falsely inconsistent result and any attempt at inference about the parents of Z will stall. To avoid this issue we resolve all deterministic functions by modelling them as an approximate mixture of Uniform distributions. This involves taking the upper and lower bounds of each interval in
, multiply all values using the deterministic function and then calculate the min and max values and enter these as the parameters in the Uniform distribution. Under dynamic discretisation an increasing number of intervals are produced, resulting in many more interval combinations, which has the effect of fitting a histogram composed of Uniform distributions to the continuous function, and resulting in a piecewise continuous function with no voids.
For instance with =+ ZXY we take the boundaries of each interval from X and Y and calculate the conditional probability for Z from these: (|[,] , [,] )(min(,,,),max(,,,)) lulullluuluullluuluu pZXxxYyyUxyxyxyxyxyxyxyxy ∈∈=
Empirical Evaluation of Dynamic Discretisation Approach
In this section we study the efficacy of the dynamic discretisation approach in practice by resolving the following models:
• Normal mixture model • Hybrid model • Conditionally deterministic variables • Statistical inference using a hierarchical normal model • Statistical inference using a logistic regression model
The first example, Normal mixture distribution, illustrates how the approach can produce estimates for continuous nodes that have discrete nodes as parents and also illustrates how multi-modal posterior distributions can be recovered. Here we also illustrate how the iterative approximation works and illustrate convergence properties of the algorithm.
The second example is a simple hybrid BN consisting of a Conditional Linear Gaussian model of continuous parents with a discrete child. In the third example we show dynamic discretisation generating a probability distribution for hybrid BNs with variables that are deterministic function of its parents.
It is important to point out that o ur approach can be used to solve statistical inference problems on general Bayesian hierarchical models, using both, conjugate and non-conjugate standard prior distributions. To this end the third and fourth examples focus on Bayesian statistical inference using a hierarchical normal and a logistic regression model respectively.
In each case we compare the solutions under dynamic discretisation with the analytical equivalent solution, or where this is not possible approximate answers using Monte Carlo Markov Chains (MCMC).
In addition to the examples covered here a very large number of examples covering a wide variety of predictive and diagnostic problems have been successfully modelled and are available with the AgenaRisk software.
Normal Mixture Model
The Normal mixture distribution is an example of statistical models of continuous nodes that have discrete nodes as parents. Consider a mixture model with distributions ()()0.5 pXfalsepXtrue ==== 
Figure 2 Comparison of static and dynamic discretisations of the marginal distribution () pY for the Normal mixture model
To give a clearer insight into the steps involved in the algorithm we now present the resulting approximations for () pY after 2, 4, 6 and 25 iterations, as shown in Figure 3 After 2 iterations After 4 iterations After 6 iterations After 25 iterations [-100, 10] , is long and thin but has such small probability mass relative to the other intervals that it has very low priority. After 25 iterations we can clearly see a very good approximation to the "true" multi modal distribution. Notice that the "long tail" interval [-100, -10] has now been split so many times that it has dropped out of the displayed percentile range for the graph, thus producing an accurate discretisation in the tail region.
For most problems each node in the model converges relatively quickly, either by converging according to one of the two stopping rules of the dynamic discretisation algorithm. In Figure 4 we show the resulting logarithm of the sum of the relative entropy errors for our example () pY over 20 iterations. The Low-entropy-error stopping rule used a very small threshold value to ensure it continued up to 50 iterations.
Figure 4: Convergence of () pY over 20 iterations
Clearly, from Figure 4 , we can see that the results are highly accurate after as few as 15 iterations and that the sum relative entropy error metric converges nicely. At iteration 15 some intervals merged resulting in a slight decrease in accuracy. The sum entropy error for the estimates of () pY eventually converges to around 3 10 − .
In practice the choice of stopping rule values needs to be traded off against computation time.
For single nodes the increase in computation time is linear but for larger networks with many parent nodes the increase is exponential. In this example, using a 3.2Ghz Pentium 4 computer with 1Gb RAM, 10 iterations took 0.485 and 50 iterations took 2.094s.
Computation times can be significantly improved by refactoring the network to ensure that no continuous nodes have more than two parent nodes thus ensuring the maximum size of NPTs are only 3 n rather than m n for m continuous nodes with n states.
A simple hybrid Bayesian Network
We will use the robot example of [Kozlov and Koller, 1997] to present an application of the dynamic discretisation algorithm to inference in a hybrid network, in this case a Conditional Linear Gaussian (CLG) model, where one of the discrete nodes has a continuous parent. We also illustrate here how the approach can produce accurate estimates in statistical models of continuous variables whose posterior marginal distributions can vary widely when unlikely evidence is provided.
Let us assume that a robot can walk randomly on the interval [0,1]. The position x of the robot is unknown but we can record it on a number of sensors. We are interested in the posterior probability of the robot coordinate after reading observations on three sensors, As pointed out by [Kozlov and Koller, 1997, Cobb and Shenoy, 2005] , a weakness of the static discretisation is that, as the evidence entered in this type of model becomes more a more unlikely, the static discrete approximation of the posterior marginal degenerate and the estimators are very different from the exact answer
The Figure 6 shows how we can obtain good estimators of the posterior marginals with our algorithm, even if unlikely evidence is given to the model. 
BNs with conditionally deterministic variables
Here we consider two simple examples of an important class of Bayesian network, namely, models containing a variable that is a deterministic function of its parents.
Let us first consider the probability distribution for a sum of two independent random variables ZXY =+, where ~X Xf and ~Y Yf , given by the convolution function:
Calculating such a distribution represents a major challenge for most BN software. Traditional methods to obtain this function include Fast Fourier Transform (FFT) [Brigham E. 1988] or Monte Carlo simulation. Here we compare an example and solution using AgenaRisk with the analytical solution produced by convolution of the density functions.
Consider the case The second example here, taken from [Cobb and Shenoy, 2005b] , illustrates how our approach can estimate the distribution of variables that are nonlinear deterministic functions of their continuous parents. The model consists of a variable, X, with distribution Beta(2.7,1.3) , a variable that is a nonlinear deterministic function of its parent, 32 0.3 YXX =−+ , and a variable that is a conditionally deterministic function of its parent,
ZNY + . Figure 8 shows the posterior marginals for each of the variables before and after entering the evidence Z = 0 Table 2 and are compared with the estimates produced by [Cobb and Shenoy, 2005b] using MTE approximations to the potentials. As can be observed the results obtained using dynamic discretisation and AgenaRisk compare very favourably with those achieved using MTE approximations.
Hierarchical Normal Model
We now present the analysis of hierarchical model based on the normal distribution. Formally the model for the hierarchical normal model is described by { } ( ) Figure 9 shows the corresponding graphical model using plates' notation [Buntine, 1994] .
Figure 9: Hierarchical Normal model
We illustrate this analysis using data from [Gelman et al, 2004] on coagulation times for blood drawn from randomly drawn animal test subjects on four different diets, A, B, C and D. We wish to determine whether the treatments are statistically significant.
We assume that each of the data points, ij y , from each diet group, ,,, = jABCD are independently normally distributed within each group with means µµ K AD and unknown common variance 2 σ . The data, ij y , is shown in Table 3 . 62  63  68  56  60  67  66  62  63  71  71  60  59  64  67  61  65  68  63  66  68  64  63  59 The hierarchical analysis involves assigning a hyperprior density for the hyperparameters ( ) 2 00 , µσ . In this case a convenient diffuse noninformative hyperprior for the scale parameter, 2 0 σ , is given by the uniform prior density for, ( ) Running the model for 25 iterations results in the summary posterior values given in Table 4 and are compared with the estimates produced by [Gelman et al., 2004] using Gibbs sampling. These results compare very favourably with those achieved using Gibbs Sampling the only major difference between Gibbs and dynamic discretisation is in the variance estimates, which can perhaps be attributed to slight differences between the prior distributions chosen. 
Logistic Regression Model
One of the main advantages of the dynamic discretisation approach used within AgenaRisk is that, since it targets the highest density regions of the posterior probabilities, the inference analysis is possible even in situations where there is too little information concerning a parameter.
We illustrate this using the bioassay example analysed in [Gelman et al. 2004] . It consists of a nonconjugate logistic regression model for the data shown in Table 5 . where i p is the probability of a 'positive' outcome for subjects exposed to a dose level i x .
The likelihood function for the regression parameters ( ) , αβ is given by:
In the absence of any prior knowledge about the regression parameters ( ) , αβ , the use of a noninformative prior leads to the classical maximum likelihood estimates for α and β , which can be obtained using iterative computational procedures, such as the Newton-Raphson and Fisher-Scoring (or iterative re-weighted least squares) methods [Dobson, 1990] .
Gelman et al, use a simple simulation approach, computing the posterior distribution of α and β on a grid of points. In order to get an idea of the effective range for the grid, a rough estimate of the regression parameters is obtained first, by a linear regression of logit x for the four data points given in Table 5 . Further analysis leads to approximate the posterior density, based on a uniform prior distribution for ( ) , αβ , on a region sufficiently large to ensure that important features of the posterior fall inside the grid.
The model constructed in AgenaRisk is shown in Figure 11 along with the equivalent general form for the model using the notation of plates. We compare the results obtained with AgenaRisk against the Gibbs sampling estimates obtained with WinBUGS using the bounded uniform prior. The Table 6 shows the posterior mean estimates for ( ) , αβ under each prior obtained in AgenaRisk after 25 iterations, together with the WinBUGS estimates using the informative uniform prior, produced using a 1000 updates burn-in followed by a further 10000 updates. Here is important to point out that for this type of analysis, where there is not enough information in the data concerning the parameters, robust sampling based on noninformative 'flat' priors becomes infeasible. In effect, trying to analyse this data with WinBUGS, using a noninformative N(0,1000) prior, or a uniform on a wider range, makes the sampling algorithm to fail so WinBUGS crashes.
As we mentioned before with AgenaRisk is it possible to obtain reasonable good estimators of the regression parameters using a "vague" prior, even if there is too little information in the data concerning a parameter. As we can see the results from AgenaRisk for both cases compare very well to those produced by WinBUGS in the case of the informative uniform prior.
Concluding Remarks
In this paper we have presented a new approximate inference algorithm for a general class of hybrid Bayesian Networks. Our algorithm is inspired by the dynamic discretisation approach suggested by Kozlov and Koller (1997) , and like them uses relative entropy t o iteratively adjust the discretisation in response to new evidence, and so achieve more accuracy in the zones of high posterior density. Our approach though is implemented using the data structures commonly used in JT algorithms, making it possible to use the natural operations on the cliques' potentials, as well as performing propagation iteratively on the junction tree using standard algorithms.
We have highlighted how our new dynamic discretisation approach overcome most of the problems inherent to the static or uniform discretisation approaches adopted by a number of popular BN software tools. In particular, problems related to computational inefficiency caused by supporting too many states to represent the domain, high level of inaccuracy in posterior estimates for continuous variables, problems in instantiating evidence in areas of the domain that are grossly under sample d that lead to inconsistency and error.
Further technical improvements in our algorithm include coping effectively with situations in which evidence lies in a region where temporarily there is no probability mass, the introduction of tolerance bounds to enter point values evidence into continuous nodes, and finally the approximation of function of random variables using mixtures of uniform distributions.
The results from the empirical trials clearly show how our software can produce accurate estimates on different classes of hybrid Bayesian networks appearing in practical applications.
In particular Bayesian networks with discrete children of continuous parents and hybrid Bayesian networks with variables that are deterministic (linear and non-linear) functions of their parents are easily modelled. We have shown how our approach can cope with multimodal posterior distributions, as well as models of continuous variables whose posterior marginal distributions vary widely when unlikely evidence is provided.
We have also shown empirical results that illustrate how our software can deal effectively with different type of hybrid models related to statistical inference problems, making it a potential alternative tool for fitting Bayesian statistical models on complex problems in a powerful and user friendly way. In particular, we shown how the rapid convergence of the algorithm towards zones of high probability density, make robust inference analysis possible even in situations where, due to the lack of information in both prior and data, robust sampling becomes unfeasible
In spite of the significant potential to address inferential tasks on complex hybrid models, there are some limitations in our algorithm related to the choice of the Hugin architecture as a platform to compute the marginal distributions. As is well known, the efficiency of the Hugin architecture depends on the size of the cliques in the associated junction tree. Although this algorithm is intended to produce junction trees with minimum cliques size, for some statistical models, with d-converging dependency structures, on many unobserved and observed variables, the cliques in the corresponding junction tree can grow exponentially making the computation of the marginal distributions very costly or even impossible.
Although we have successfully addressed inferential task on complex (hierarchical) statistical models with a large number of parameters with the current implementation we are unable to solve multiple regression and structural equation modelling problems. This means, we need to look at faster and more efficient approaches to propagation. An extension of our work will include Shenoy-Shafer architecture on binary join trees [Shenoy, 1997, Shenoy and Shafer, 1990] , designed to reduce the computation involved in the multiplication and marginalisation of the local conditional distributions and other methods involving clique factorisation.
Another useful extension that would optimise the use of Bayesian Networks to solve statistical inference problem is the introduction of plates to represent and manipulate 'replicated nodes' [Buntine, 1994] . Repeated node structures might appear in statistical models either in the representation of homogeneous data or in the modelling of unobserved subpopulation parameters (as in the hierarchical models). With the plate's representation, a single indexed node replaces repeated nodes, and a box, called plate, indicates that the enclosed subgraph is duplicated. This not only should give a more compact representation of the inference model, but also, because of the indexed representation of the nodes, would allow a more efficient input-output data management. We can see potential benefits in extending AgenaRisk's object-based modelling framework to support this approach.
