Abstract: A novel colour-based method to detect road signs directly from videos is presented. A road sign is usually painted with different colours to show its functionalities. To detect it, different detectors should be designed to deal with its colour changes. A statistic linear model of colour change space that makes road sign colours be more compact and thus sufficiently concentrated on a smaller area is presented. On this model, only one detector is needed to detect different road signs even though their colours are different. The model is global and can be used to detect any new road signs. The colour model is invariant to different perspective effects and occlusions. After that, a radial basis function (RBF) network is then used to train a classifier to find all possible road sign candidates from road scenes. Furthermore, a verification process is applied to verify each candidate using its contour feature. After verification, a rectification process is used for rectifying each skewed road sign so that its embedded texts can be well segmented and recognised. Due to the filtering effect of the proposed colour model, different road signs can be very efficiently and effectively detected from videos. Experimental results have proved that the proposed method is robust, accurate and powerful in road sign detection.
Introduction
Road sign detection is an important and essential task in an intelligent driver support system. The texts embedded in a road sign usually carry much useful information such as limited speed, guided direction and current traffic situations to help the drivers drive safely and comfortably. However, it is difficult to detect road signs directly from videos due to different changes of environmental condition. For example, a road sign will have different appearance changes including its lightings, colours or shadows under different days, seasons and weathers. In addition, for the camera mounted on the front of a moving car, its perspective effects will make a road sign have different sizes, shapes, contrasts and motion blurs. In some cases, it would be occluded with other objects such as trees. To tackle the above problems, there have been many works [1] [2] [3] [4] [5] [6] [7] [8] [9] proposed for automatic road sign detection and recognition via a vision-based technique. Since a road sign's colour is highly contrast to its background and its shape is often specially designed for message showing, we can divide these approaches into two categories, that is, colour-and shape-based. For the colourbased approach, in [1] , Bénallal and Meunier found that the difference between R and G and the difference between R and B channels can form two stable features in road sign detection. Escalera et al. [2] used a colour-threshoding technique to separate road sign regions from their backgrounds on the RGB space. In addition to the RGB space, other colour spaces such as YIQ and HSV are also useful for road sign detection. For example, Kehtarnavaz and Ahmad [5] used a discriminant analysis on the YIQ colour space for detecting various road signs from videos. As to the HSV colour space, Vitabile et al. [6, 10] presented a sub-space dynamic thresholding technique to find all possible road sign candidates according to their specific colours and then further improved their system using the FPGA language for hardware implementation. Moreover, Fleyeh [11] used an improved hue, lightness, and saturation (HLS) colour space to detect colour road signs from road scenes. Since a road sign uses different colours (such as red, blue or green) to demonstrate its functionalities such as warning or direction, different detectors should be designed to tackle its colour variations.
In addition to colour, shape is another important feature for road sign detection. Barnes and Zelinsky [12] adopted the radial symmetry feature to locate possible road signs and then verified them using a correlation technique. Piccioli et al. [13] proposed a template-matching scheme to search all possible road signs from images. In addition, Wu et al. [14] used a corner feature and a vertical plane criterion to cluster image data to different categories so that each road sign can be found. Moreover, Blancard [15] used an edgelinking technique and the contour feature to locate various road sign candidates and then verified them according to their perimeters and curvature features. The shape feature also can be learned from a set of training samples. Haritaoglu and Haritaoglu [16] used support vector machines and texture-like features to train a classifier to detect road signs. Garcia-Garrido et al. [17] extended the Hough transform to find any curves in an image to detect circular and stop signs. Usually, a road sign's shape will change according to its message types. If only the shape feature is used, different shape detectors should be designed for detecting different road signs and will make the detection process become complicated and time-consumed. Therefore there were some hybrid methods [3, 18] proposed for road sign detection. For example, Bahlmann et al. [18] used the colour feature, integral feature and AdaBoost algorithm to train a stronger classifier to detect road signs from videos in real time. Furthermore, Fang et al. [3] used fuzzy neural networks and a gradient feature to locate and track road signs and then incorporated a geometry model for road sign verification. Piccioli et al. [13] used a clustering technique to extract 'red' regions as road sign candidates and then verified them using a set of shape features. Kastinaki et al. [7] used local colours, texture features and a conditional maximum entropy model to detect road signs which are further verified using a set of predefined road sign templates. Moreover, Escalera et al. [19] integrated three features, that is, chromatic image, gradient map and distance energy to detect road signs and then recognise them using a genetic algorithm and simulated annealing. For a good shape-based approach, it should have good abilities to overcome the shape variations and occlusions especially when a moving camera is used for video acquisition. This paper presents a novel system to detect road signs from videos using eigen colour and shape feature. Fig. 1 illustrates the flowchart of the proposed system to detect road signs. The system assumes that the camera is mounted on the front of the car for capturing different video sequences. Four major modules are included in the proposed system; that is, road sign candidate extraction, verification, rectification and thresholding, respectively. First of all, this paper proposes a novel colour model for making road sign colours be more compact and thus sufficiently concentrated on a smaller area. It is learned by observing how the road sign colours change in static images under different lighting conditions and cluttered backgrounds. It is global and can be used for detecting any new road signs. Since no prior knowledge of surface reflectance, weather condition and view geometry is used in the training phase, the model performs very effectively to locate desired road sign pixels from various road scenes. After the transformation, the RBF network is then used to find the best hyper-plane to separate road sign pixels from the background. After a connected component analysis, different road sign candidates can then be extracted and verified using a verification engine. The engine uses a weighting function to balance the importance between road sign's inner and outer shapes and thus can effectively verify road signs even with different types. In addition to the verification, a rectification process is also applied to rectifying each skewed road sign so that its all embedded texts can be well recognised. In this system, since the colour model can filter out most of background pixels, only few candidates are extracted for further verification. Thus, the verification process can be achieved extremely efficiently. In addition, only one colour model is needed to detect various road signs even though their colours and shapes are different. Due to the filtering effect of the proposed method, different road signs can be very effectively detected from videos. Once a road sign is extracted, a thresholding scheme is then adopted for text extraction and further recognition. Experimental results have proved the effectiveness and efficiency of the proposed method in road sign detection.
In Section 2, details of our novel eigen colour detection method are described. Then, Section 3 discusses the scheme of candidate verification. Furthermore, the rectification process and the thresholding technique are described in Section 4. Section 5 reports experimental results and finally a conclusion is presented in Section 6. www.ietdl.org 2 Road sign candidate extraction using eigen colour A road sign usually has a specific colour to demonstrate its different functionalities. For example, in Fig. 2a , the road sign has a 'green' colour to show its directional message. Then, as in Fig. 2b , a green detector can be designed to detect all possible 'green' road sign candidates. However, the colour of a road sign will change according to its functionalities. For example, in Fig. 3 , the road signs in Figs. 3a and 3b use the specific colour 'red' to show their 'warning' information. Thus, different colour detectors should be designed for tackling the colour variations. When considering the efficiency, it is better to design one single detector for road sign detection. In what follows, a novel colour model will be presented to tackle the above problems.
Eigen colour model
This paper assumes that all the road signs are made of kinds of metal or plastic material with smoother and flatter surfaces. Due to the smooth and flat surface of a road sign, its reflectance property will be very different to other nonroad-sign objects (such as trees, mountains and buildings) in the analysed road scene. Then, our idea is to design a novel colour transform model for detecting the pixels with higher reflectance from their backgrounds. After the transformation, these pixels will form a connected region.
Through a connected component analysis, different road sign candidates can then be extracted from videos. To build the novel colour model, we can collect a lot of road sign images from various highways, roads and nature images under different lighting and weather conditions. Fig. 4a shows parts of our training samples. Assume that there are N training images. Through a statistic analysis, we can get the covariance matrix S of the colour distributions of R, G and B channels from these N images. Using the KarhunenLoeve transform (or principal component analysis) [20, 21] , the eigenvectors and eigenvalues of S can be further obtained and represented as e i and l i , respectively, for i ¼ 1, 2 and 3. Then, three new colour features C i can be formed and defined, respectively,
where
In [22] , Healey used the KL transform for image segmentation and pointed out that the colours of homogeneous dielectric surfaces (such as roads or clouds) will move close along the axis directed by (2) , that is, (1/3, 1/3, 1/3). Rojas and Crisman [23] also found that the colours of road will concentrate around a small cylinder along the axis directed by (2) . In our previous work [24] , the above principal component analysis (PCA) gave us an inspiration to analyse vehicle pixels from different scenes. In this paper, we apply the similar PCA-based method to analyse road signs so that a new colour model can be found for modelling road sign colours.
In our experiments, there were 1032 road sign samples collected for deriving these eigenvectors. After calculations, the three eigenvectors are given as follows: (0.3396, 0.3392, 0.3212), (0.4896, 0.0923, 20.4181) and (0.2898, 20.4823, 0.2279). The colour feature C 1 with the largest eigenvalue is the one used for colour-to-grey transform and can be approximated as follows
In addition, the colour plane (u, v) perpendicular to the axis (1/3, 1/3, 1/3) expanded by the other two eigenvectors is defined as follows
where V is a normalised factor.
Fig . 5 shows the projection result of road sign pixels and non-road sign pixels using (3). Here, the green and red regions denote the projection results of pixels in green road signs and red ones, respectively. Fig. 6 shows the projection results of two green regions which are trees and green road signs, respectively. Although these two regions are 'green', they still can be well separated on the (u, v) colour plane. Then, the problem of road sign pixel detection can be formulated as a two-class separation problem, which tries to find a best decision boundary from the (u, v) space so that all road sign pixels can be well separated from their backgrounds.
In the next section, we will use the RBF network for this classification task.
Road sign pixel classification using radial basis function networks
As shown in Fig. 7 , the RBF network [21] we used includes an input layer, one hidden layer and an output layer. The hidden layer performs the nonlinear transformation from the input space to a new space. Each hidden neuron is associated with a kernel function by the form
where x is an n-dimensional input feature vector, m j and s j represent the centre and the width of the jth hidden neuron, respectively. Each output neuron is fully connected to the hidden layer. When classifying, the output of the radial basis function is limited to the interval (0, 1) by a sigmoid function where c i (x) is the output neuron approximated as a linear combination of f j (x). The back-propagation rule is used to adjust the output connection weights, the mean vectors and the variance vectors of the hidden layer. The RBF networks are trained by minimising the cost function
where N is the number of inputs, C the number of outputs, and y i (x k ) denotes the ith output associated with the input sample x k from the training set.
When training, all pixels in the (R, G, B) domain are first transformed to the (u, v) domain using (3) and thus the dimension of input x is two. In our system, the number of hidden neurons is two and each training image is with the size 20 Â 20. The total numbers of positive and negative examples collected for training the classifier were 1032 (558 for red road signs and 474 for green ones) and 1909, respectively. Since the number of training samples and the size of feature vector are not huge, the training process can be fast achieved. In real implementation, the RBF classifier is trained off-line.
Candidate verification
Given an image, after the colour classification and a connected component analysis [25] , different road sign candidates can be then extracted. This section will use their geometrical properties to filter out impossible candidates. Since a road sign has different shapes, this paper divides the road signs into three categories, that is, circular, rectangular and triangular, respectively. Then, a coarse-tofine scheme is proposed to gradually remove impossible candidates. At the coarse stage, three criteria are first used to roughly filter out impossible candidates. The first criterion requires the dimension of road sign being large enough, that is: w R . 10 and h R . 10 where w R and h R are the width and height of a road sign R, respectively. Their values can be easily obtained by measuring the Euclidian distance between any two adjacent control points. The second criterion requires the ratio between w R and h R satisfying
since the ratio between w R and h R is close to 1. Let E R and Area R denote the number of edge pixels and the area of R, respectively. The third criterion requires the road sign R having enough edge pixels; that is, if
At the fine stage, each candidate is verified using its shape. Assume that B R is a set of boundary pixels extracted from R. Then, the distance transform of a pixel p in R is defined as
where d( p, q) is the Euclidian distance between p and q. In order to enhance the strength of distance changes, (4) is further modified as follows
where k ¼ 0.1. Fig. 8 shows the result of the distance www.ietdl.org transform. Fig. 8a is an image R of road sign and Fig. 8b is its edge map. Fig. 8c shows the result of its distance transform. Thus, according to (5), a set F R of contour features can be extracted from R. If we scan all pixels of R in a row major order, F R can be then represented as a vector, that is,
where all p i belong to R and i is the scanning index. In addition to the outer contour, a road sign usually contains many text patterns. To verify a road sign candidate more accurately, its outer shape plays a more important role than its inner text patterns in road sign classification. Thus, a new weight w i which increases according to the distance between p i and the centre of R is included. Assume that O is the centre of R and r i is the distance between p i and O and the circumcircle of R has the radius z. Then, w i is defined by the form
With the help of w i , (6) can be rewritten as follows Fig. 9 shows the result of distance transform with a weighting function. Fig. 9a is the original image R and the yellow circle shows the circumcircle of R. Fig. 9b is the weighting function defined in (7) and Fig. 9c is the result after weighting. In this paper, only three types of road signs, that is, circular, triangular and rectangular are needed for the fine verification. To verify a type R i , we extract its shape characteristics from a set of training samples. Assume there are N i training templates collected in R i . From the N i samples, the mean m i and variance S i of F R can be then calculated. With m i and S i , the similarity between a road sign candidate H and R i can be measured with the form
where t means the transpose of a vector. Then, H can be well classified into its corresponding category with the equation
4 Road sign rectification
After verification, in order to handle skewed road signs (Fig. 10 ), a rectification procedure should be further applied to recognise its embedded texts more accurately.
Rectification for circular road sign
Assume that R is the detected road sign. First of all, the Canny edge operator [26] is utilised for getting all its edge pixels. Then, the chain-coding technique with eight neighbours is adopted to extract its contours. According to the boundary feature, the shape type of R can be recognised using (10) .
If R is recognised as a circular type, four control points are selected for rectification. As in Fig. 11a , p, q, r and s are the most top, right, bottom and left points of R, respectively. Considering them as control points, we can get the longest axis of R. Assume that its length is 2a. Then, a projective transformation M can be found for rectifying R into a normal shape R 0 (Fig. 11b) . The relationship between R and R 0 can be defined as follows
where (x, y) is the coordinate of a pixel in R, (x 0 , y 0 ) the coordinate of its corresponding point in R 0 , and 
, and
Given the above four pairs of correspondence, M can be solved by a linear method [27] . Once M is obtained, all the points in R can be transformed into R 0 using (11).
Rectification for rectangular and triangular road signs
If R is recognised as a rectangular or triangular road sign, another method will be used for the rectification task. First of all, we use a corner detection method [28] to detect all high curvature points along the boundary of R. Let C R be the set of high curvature points in R. If there are n points in C R , we will use a curve pruning technique to reduce the number of points in C R to m points. If R is a rectangle, m will be four. If R is a triangle, m will be three. The pruning technique is described as follows. Assume that C R ¼ {v 0 , v 1 , . . . , v nÀ1 } and L v i represents the straight line formed by the neighbour vertices v (iþ1) n , and v (iþ1) n of v i . Here, (i) n means i mod n. If L v i has the form y ¼ m i x þ c i , the distance d i between v i and L v i can be calculated by
where the coordinates of v i are (x v i , y v i ) . Fig. 12 shows details of the simplification technique. This technique is to iteratively prune a point v i whose distance d i is the minimum and summarised as follows.
Pruning algorithm:
Step 1: Find a vertex v i from C R such that
Step 2: Eliminate v i from C R ;
Step 3: If C R includes more than m points, go to Step 1.
After pruning, R will have its corresponding number of control points. As in Fig. 13a , if a rectangle is detected, four control points are selected and denoted as p, q, r and s, respectively. Let w be the Euclidean distance between p and q, h the Euclidean distance between q and r. Then, the rectified rectangle R 0 has four points p 0 , q 0 , r 0 , and s 0 with the following coordinates
On the basis of the four pairs: ( p, p 0 ), . . . , and (s, s 0 ), like (11), we can build a perspective model M to transform R into R 0 . Similarly, M can be solved by a linear method [27] .
If R is a triangle, only three control points are selected. As in Fig. 13b , the three control points are denoted as p, q and r, respectively. In addition to them, another new control point s is generated and selected as the gravity point of R. Let h be the distance between p and s. Then, the rectified rectangle R 0 has four points p 0 , q 0 , r 0 , and s 0 with the following coordinates:
On the basis of the four pairs: ( p, p 0 ), . . . , and (s, s 0 ), like (11), we can find another perspective model M for transforming R into R 0 . Once M is found, even though a skewed road sign is handled, it still can be rectified into a regular shape.
Binarisation
Once a road sign R is extracted, to recognise the texts in R, this paper uses a moment-based thresholding approach [25] to binarise R. Let s g denote the global variance of R. In addition, s f and s b are the variances of foreground and background objects. The optimal threshold t for binarising an image can be found by minimising the within-group variance as follows t ¼ arg min www.ietdl.org
, G the maximum grey value of R, and P (i) the occurrence probability of intensity i in R. The global variance s 2 g is defined as
. From (13) , after some calculations, we have 
Since s 2 g is constant for different t, the problem to find a threshold t that minimises s 2 w becomes finding a threshold t for maximising s 2 (t). To more efficiently calculate s 2 (t), its three terms can be updated using the following recursive forms
Since the number of possible values of t is small, the optimal t can be easily found by trying all possible values of t which maximises s 2 (t). Once t is obtained, the texts in R can be easily extracted using a connected component analysis.
Experimental results
To examine the performances of our proposed method, several video sequences collected from different highways and roads were used. They were captured under different lighting and weather conditions (such as sunny, cloudy and rainy). The camera was mounted on the front of the car and its optical axis is not required being perpendicular to the road sign. Our system was implemented and tested on a general PC with Intel Pentium CPU 2.0 G. The language used for implementing our system is C þþ under the platform 'Microsoft visual Cþþ6.0'. Table 1 shows the frame rate analyses of our system among different video dimensions and functions. When a 320 Â 240 video frame is handled, the detection rate is 20 fps. The frame rate becomes worse when more functions are added or higher frame dimensions are handled.
To theoretically analyse which colour space can provide the best performance for road sign detection, this paper uses the 'Fisher criterion' [21] to evaluate its separation ability. The criterion uses the ratio of the 'between-class' variance to the 'within-class' variance to measure how well a transform T can separate a space into two classes C 1 and C 2 . The 'between-class' variance is the distance between their means (denoted by m 1 and m 2 , respectively). The 'within-class' variance is the sum of their variances, that is s 1 and s 2 . Then, the Fisher criterion is defined by
For a colour transform T, the larger value of J is, the better separation ability it has. Table 2 lists the values of J when different colour spaces including RGB, YIQ , HSV, Table 1 Frame rate analyses of our system among different video dimensions and functions To more accurately compare our method to other approaches, the precision and false-alarm rates are defined here to evaluate their performances in road sign detection. Precision is the ratio of the number of correctly detected road sign pixels to the number of exactly existing road sign pixels. False-alarm rate is the ratio of the number of background pixels but misclassified as road sign to the number of all background pixels. They are more accurately defined as follows Precision ¼ C sign =N sign and Rate of false alarm
where N sign is the total number of road sign pixels, C sign the number of correctly detected road sign pixels, N back-pixels the number of all background pixels and F sign the number of background pixels but misclassified as road sign ones. When calculating these two measures, the ground truth of road sign pixels was manually obtained. On the basis of the two measures, the colour-thresholding technique [2] and the YIQ colour module [5] were implemented in this paper for experimental comparisons. As to our method, an RBF neural network was used for more accurately classifying our proposed colour space. Thus, the RBF neural network was also used to train a classifier on the RGB space for fair comparisons. In addition to the RBF network, our method adopts two different schemes for detecting road signs with different colours. For the first one, each road sign colour has its corresponding detector which was trained at different time. Then, an 'OR' operation was used to combine the detection results together. Since it needs multiple passes to locate a road sign, this paper names it a multiple-pass colour detector. For the second one, only one detector is trained for all types of road sign even though their colours are different. Since only one scanning pass is needed, this paper names it one-pass detector. Fig. 14 shows the performance analyses among different methods using ROC (receiver-operating characteristic) curves [29, 30] . Clearly, our one-pass detector performs the best among the above methods. Fig. 15 shows another set of comparisons of road sign detection among these techniques. Fig. 15a is the original image. Figs. 15b and 15c are the results using the thresholding and YIQ techniques, respectively. The precision and false-alarm rates of Figs. 15b and 15c are 95.1, 94.8 and 19.7, 18.4%, respectively. It is noticed that the mountain has a similar colour to the road sign and thus there were many false road sign region detected in both Figs. 15b and 15c. Fig. 15d is the result of the RBF classification on the RGB colour space. Higher falsealarm rate was obtained from Fig. 15d. Fig. 15e is the result of the one-pass detector. The precision and falsealarm rates of Fig. 15e are 93.2 and 2.62%, respectively. Fig. 15f is the detection result using the multiple-pass detector. The precision and false-alarm rates of Fig. 15f are 94.4 and 2.97%, respectively. The precisions of our two schemes are similar to the threshold technique and the YIQ method. However, the false-alarm rates of our schemes are much lower than the above methods. Usually, a lower false-alarm rate means less computation time for candidate verification. About the multi-pass detector, since we did not know which colour a road sign had, two colour detectors were implemented to detect green and red road signs, respectively. There is no significant performance difference between Figs. 15e and 15f. However, the one-pass detector is more efficient than the multiple-pass one since it needs less scanning pass to detect desired road signs. Fig. 16 shows the comparisons among different methods when multiple road signs were handled. Figs. 16b and 16c are the results of the thresholding and YIQ schemes, respectively. Fig. 16d is the result of the RBF classification on the RGB space. Figs. 16e and 16f are the results using our one-and multiple-pass schemes, respectively. Clearly, our proposed schemes have lower false-alarm rates and better accuracies than the above three schemes. Although the one-pass detector had less accuracy than the multiplepass one, its false-alarm rate is much lower than the multiple-pass one. Since the one-pass detector is more efficiently than the multiple-pass one, this paper adopts the one-pass detector for road sign colour classification in all the following experiments.
After detecting road sign pixels, the verification process is then applied for verifying each road sign candidate. Fig. 17 shows a series of detection results when circular road signs were handled. All these circular road signs were correctly detected. Fig. 18 shows the cases when two triangular roads were handled. Fig. 19 shows the detection results when multiple rectangular road signs were processed. In Figs. 19b and 19c , even though the road signs had similar colours to the sky, our method still worked very well to find them. According to the above results, no matter what types of road sign are handled, our proposed method works well to detect them. is another case when low-contrast frames were handled. Even in the low contrast cases, each road sign was still well detected from road scenes using our proposed method. Fig. 21 shows the detected results during rainy days. Figs. 21a and 21c show the results of colour classification using our proposed method. Figs. 21b and 21d show the detected results of road signs. Clearly, our method performs quite well to detect various road signs even though they are captured under different weather conditions. Fig. 22 shows the case when skewed road signs were handled. Figs. 22a-22c show the detected results using our proposed one-pass scheme. Figs. 22d -22f show the rectification results from Figs. 22a -22c, respectively. No matter how skewed and what colours the road signs are, our proposed method still works well to detect them from backgrounds.
The next set of experiments was used to demonstrate the performances of our method to detect road signs from a series of video frames under different weather conditions. Fig. 23 shows a set of detection results when consecutive video frames under a cloudy day were handled. In Figs. 23a and 23b, a smaller and darker road sign detected is shown. Then, its size gradually became larger. Figs. 23c and 23d show the detected results when the road sign became larger. Clearly, even though the road sign had different changes in size, all its changed versions were still successfully detected using our proposed method.
After road sign detection, the embedded texts on a road sign can then be extracted though a moment-based thresholding technique (Section 4.3) and a connected component analysis. Fig. 24 shows the results of text line extraction from road signs under different lighting conditions. Fig. 24a shows the result of a normal road sign. Figs. 24b and 24c show the text extraction results obtained from blurred images. Fig. 24d shows the text result extracted from a dark road sign. Each desired text line was correctly detected using our proposed method. The database we used included 502 road signs which come from 20 individual videos. The number of correctly detected road signs is 480. In addition, the number of falsely detected road signs is 27 and the number of missed road signs is 22. After calculation, the accuracy of our proposed method is 95.6%. The false-alarm rate and missed rate are 5.32 and 4.38%, respectively. All the above results have proved that the proposed method is a robust, accurate and powerful tool in road sign detection. 
