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1. INTRODUCTION 
We study here the problem of determining the qualitative behavior of the 
soiutions of a perturbed system of differential equations. A variation of 
constants formula is used to obtain our results, which is a common technique 
when the unperturbed system is linear. 
Let m and n be positive integers, S, be the closed ball of radius c in Rm, 
and R- denote the nonnegative real numbers. We assume j and the Jacobian 
matrices jz , jA are continuous for (t, X, X) in R+ x R” x SC and denote the 
solution of the unperturbed equation 
L+ =f(t, % A), 44 = Y (1) 
by x(t, 7, y, h) for y in R”, X E SC , and appropriate nonnegative numbers 7, t. 
We assume for any y in R”, X in SC, and T > 0 the solution x(t, T, y, A) exists 
for t 3 T, and j(t, 0, h) = 0 for all t 3 0 and h E S, . 
We will assign hypotheses on the solutions of (1) and obtain a weighted 
bound on solutions of the system 
9 =f(tt Y7 w + At, Y)7 (2) 
where A(t) is a continuously differentiable function for t > 0 into SC and g is a 
continuous Rn valued function defined on Rf x Rn satisfying appropriate 
conditions. 
The main hypotheses used in obtaining our results are that there exist 
continuous nonsingular n x n matrices Q(t), Y(t) and m x m matrices o(t), 
X(t) for t 3 0 and a continuous real-valued function a(t) for t > 0 such that: 
H 1’ For y in Rn we have 
1 $J (6 5, Y, X(s)) D(s) y-l(t) 1 < exp ( f” 4~) du) , (3) 
I s 
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and 
(4) 
forO,(s<t<co. 
H 2’ For some continuous real-valued function /3(t), t 20, the inequality 
I @-w g(4 Y>l G B(t) (5) 
holds whenever t > 0 and 1 y j < K&,(t), where #a(t) = max{ I Y(t)/ , j ,y(t)l}, 
K is a constant, and 
lc!E! s 
t+a 
/l(u) du = 0 t 
for some 6 > 0. 
From the results appearing later, which require hypotheses Hi and H, or 
variants thereof, one may conclude that for appropriate initial conditions, 
solutions y(t) of (2) satisfy the growth conditions 
or 
I rW~o(t> -+ 0 
( y(t) j/&J t) is bounded 
as t ---f CO with &,(t) as in H, . The techniques used to obtain these results are 
well-known and elementary. However, the blend of hypotheses that is used 
in this formulation gives a general and useful description of the qualitative 
behavior of such systems. 
Hypothesis H, on solutions of (1) is naturally motivated by an unperturbed 
linear system 
R = [A(t) + B(t)] x. 
If X(t) is a fundamental matrix of solutions for this system, then 
) x(t) X-W exp (Jb  ^PL(WJN dv) exp (- lt CLP(~) du) ( 
< exp (( PCL(44) d”) 
for 0 < s < t < co, where ,U is the logarithmic norm (Coppel [5, p. 411). 
Thus, there exist continuous nonsingular matrixes @p(t) and Y(t) for t 3 0 
and a continuous real-valued function m(t) for t > 0 such that 
1 X(t) X-l(s) Q(s) y-l(t) 1 < exp (I” 4~) du) . 
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Further comments on methods for choosing matrices @, Y, 0, x will appear 
later in the paper. 
Hypotheses similar to (5) for the case D(t) = !P(u(t) = I, h(t) = 0, a(t) = --(y. 
(a negative constant), and f(t, x, h) = A(t) X, where A(t) is a continuous 
matrix, have been introduced in work concerning asymptotic behavior by 
Coppel [5] and in studies of uniform asymptotic stability by Strauss and 
Yorke [lo, 111. Brauer [2, 31 has used a variant of the hypothesis we shall 
invoke on the function a(t), again in the case h(t) = 0, Q(t) = Y(t) = I, to 
study perturbations of the general type we shall study. Hallum [7-91 intro- 
duced matrices Q(t) = d(t) I, Y((t) = #(t) I in s u t d ies of asymptotic equival- 
ence between linear systems. Hallum’s work does not treat perturbation 
problems of the type satisfying H, and H, . This paper incorporates the 
several aforementioned ideas in a natural and elementary way and may be 
used in an elementary study of solutions of perturbed differential equations. 
2. PRELIMINARY RESULTS 
The variation of constants formula used in this paper is a modified form of 
a theorem due to Alekseev [I]. 
THEOREM 1. If0 < 7 < t andy(t) is a solution of (2), then y(t) satis$es 
r(t) = x(t, 7, Y(T), X(T)) 
f jy 1; (t, f, Y(S), w g(s, Y(4) + g (6 ST Y(S), w wl d.7. 
We now develop some lemmas, which are refinements of previous lemmas 
given by Coppel[5, p. 1021, Strauss and Yorke [IO], and Brauer [3]. 
Let T > 0, let v  > 0, and suppose that a(t) is a continuous function for 
t 3 T and 
ES 
t+v 
a(u) du = u < 0. 
t 
We will denote this condition by saying 01 E H,,(T, v, u). 
LEMMA 1. Suppose 01 E H,,( T,, , V, U) and is nonpositive and bounded below 
and /3(t) is a continuous nonnegative function for t >, T,, such that 
s 
t+a 
lim 
f’xl t 
p(u) du = 0 
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for some 6 > 0. Then for any E > 0 there is a 1; so that t -3 T 3 Tl implies 
r;’ exp ( f’ a(U) du) /3(S) dS < t. 
-3 
Proof. Without loss of generality, we may assume 6 > v. Let 
A(t) = St’+’ p(u) du, 
and let L be a lower bound for a(t). Let 0 < 0 < I, and choose T, so that for 
Tz < t, A(t) < &(-u)/e-“” and j:” a(~) du < fb. For T, + 6 < T < t, 
I:-, A(S) (-@ (S + s)) exp (- I;+’ “(u) du) ds 
> J’: B(v) juy, (-4s + 6)) exp (- 1:’ 4~) du) ds dv 
> ji p(v) exp (- j: a(u) du) (- I”+” m(u) du) dv 
2) 
> 0(--u) 1: /3(v) exp (- Jf a(u) du) ds. 
Consequently, 
j~lw exP (- j;44 d") ds 
< 5 ji-8 (---a(~ + S)) exp (- 1:’ O:(U) du) ds 
d -& (exp (- Jo”+) du) - 1) , 
and the conclusion follows. 
hMiUA 2. Suppose the hypotheses of Lemma 1 are satisfied and 7 3 T,, , 
then 
li+iexp(+u)du) =O, 
and 
li+i[exp([a(u)du)j?(s)ds=O. 
The proof is elementary. 
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3. MAIN RESULTS 
Throughout this section let 
#oW = maxtl y(t)1 p I x(41> 
and 
40 = #o(t) I @-l(t) WI for t > 0. 
We establish in Theorems 2, 3, and 5 sufficient conditions for certain solu- 
tions y(t) of (2) to satisfy 1 y(t)j/#,,(t) + 0 as t -+ co. In Theorems 4 and 6 
sufficient conditions for 1 y(t)j/$,,(t) to be bounded as t --+ co are given. 
THEOREM 2. Let H, and Ha be satisfied. Assume a(t) + c(t) E Z&(0, V, u), 
is nonpositive, and is bounded below on some interval [T, , 00). There is a T > 0 
such that if 7 > T and y(t) is a solution of (2) with 1 @-l(~)y(~)l < K/2, then 
y(t) may be continued for all t 3 7 and lim,,, I y(t) j/&(t) = 0. 
Proof. For 0 < 7 < t we have 
x(t, 7, Y(T), A(T)) = lo1 -$ b(t, 7, V(T), h(T))) ds; 
1 x(4 T,Y(T), A(T)/ < exP (I' a(u) du) 1 @-'(T>Y(T)I I y(~>i . T 
By Theorem 1, as long as I y(t)1 < K&,(t), 
I y(t)1 exd- St 44 3 
#o(t) 
< b(t) + 1’ c(s) # exp (- JT* a(u) du) ds, 
where 
b(t) = I Q-‘(T) Y(T)I + lTt exp (- 1: 44 du) P(s) ds. 
By Gronwall’s lemma, 
(+d + C(U)) d”) / @‘-l(T) Y(T)1 
+ St exp (f (44 + W> du) P(s) ds. 
T s 
(6) 
For E = K/2, by Lemma 1, there is a T, such that whenever 7 > T, 
St exp (1” (a(u) + c(u)) du) P(s) ds < K/2. 
7 s 
409/52/3-I5 
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Therefore, for such a T, Eq. (6) holds for all t > 7 12 T, and bp Lemma 2 wc 
obtain the conclusion. 
In Theorem 3 the condition 01(l) -i- c(t) < 0 of Theorem 2 is removed at 
the expense of a more explicit requirement on the perturbation term g(t, y). 
THEOREM 3. Let H, be satis$ed, and assume a(t) + c(t) E H&O, V, U) and 
a(t) + c(t) ,< 6 for t 2 0. Further, assume fhere is a continuous function /3(t) 
for t > 0 and a constant K so that whenever j y  / < K&,(t), then 
I @-w id6 Y)I < /WY 
andfor some 0, 0 < 0 < 1, and su@‘ently large r 
,fexp(-j,i(n(u) +44)d~)P(s)d~ 
There is a T > 0 so that ;f  7 3 T and 1 @-l(7) y(~)l 
solutions y(t) of (2) may be continued for all t > T and 
ii& I Y(tWo(t) = 0. 
Proof. As in Theorem 2, as long as j y  [ < K+,(t), 
< 
< 
eK 
-. 
ebv (7) 
(1 - 0) K/ebv, then 
- < exp 
‘:‘,“‘,’ 
(1” (44 + 44) du) I 4-‘(4 r(dl 
ot 7 
+ J ”^ exp (s” (44 + 44) du) B(s) ds- 
7 s 
Since a(t) + c(t) E I&,(0, V, u), there is a Tl , so for t 3 Tl , 
- tt+v (a(u) + c(u)) du < a/2; r 
hence, for Tl < r < t, 
exp ([’ (a(u) + c(u)) du) < ebveo(t-T)lzv. 
63) 
(9) 
Choose T > Tl so that (7) holds. Then for T ,< 7 < t and 
1 @-1(r) Y(T)] < (1 - 0) K/e”“, I y(W,h,(t) < (1 - 0) K + OK = K 
so (8) holds for t > 7. The conclusion follows from Eq. (9). 
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THEOREM 4. Let H, be satisfied, and assume there is a constant K such that 
for I Y I < W,(t), 
I @-‘(t)g(t, y)l < -(4t> + c(t)) MC 
for some 0, 0 < 0 < 1. Then if Q- > 0 and 1 CD”(T) y(~)l is su..ciently small, 
solutions y(t) of (2) exist for t > T and satisfy 1 y(t)l/&,(~) < K for t > 7. 
Proof. As before we obtain 
If we choose 1 a-‘(T) y(T)\ < (1 - 0) K, the result follows. 
In the following two theorems we consider systems of the form 
Y’ = f k Y, WN + dt, Y) + & Y), (10) 
where h is a continuous Rn valued function defined on R+ x Rn and condi- 
tions are also placed on y&(t). 
THEOREM 5. Let H, and H, be satisfied and &o(t) be bounded. Assume for 
each E > 0 there exist positive numbers T(E) and 8(c), so if j y 1 < 6(c), t 3 T(E), 
then 
I @-l(t) W r)l G (c + w(t)> I Y I 9 
where w(t) is some continuous nonnegative function for t > 0. If there exist 
numbers p > 0, T, 3 0 and m > 0 such that 
4) + 44 + (II + w(t)) h,(t) E %(To 7 y> 4 
and 
-m < a(t) + c(t) + (CL + w(t)) 9444 d 0 
for t > T,, , then there is a T > T, such that for T < 7 < t, all solutions y(t) 
of (10) with j Q-‘(T) Y(T)\ suficiently small exist in the future and satisfy 
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Proof. Using Theorem 1 and Gronwall’s lemma as in Theorem 2, we 
obtain as long as 1 y(t)/ < min(S(p), K&,(t)) and t > T 2 T(p), 
I r(t) I < exp (j-I M4 + 44 + (P i- 44) !b&)> d”) I @-‘(4 Y(T)! 
b3(t) 7 
+ 1” exp [J’t Mu) i- c(u) t (CL + w(u)) &I(~)~ q P(s) &. 
(11) 
7 s 
Choose Tl so large that for Tl < S- < t the second term on the right is 
dominated by min(+)/2M, K/2), w h ere M is an upper bound on #s(t). Then 
for 1 @-l(~)y(~)/ dominated by min(&)/2M, K/2) we have 1 y(t)1 < 6(u) and 
/ y(t)1 < K&(t). Thus, (11) holds for t > 7, and Lemma 2 yields the con- 
clusion. 
Theorem 6, which follows, is an analogue of Theorem 4 for systems of the 
form of (10). 
THEOREM 6. Let H, hold and ST &(t) dt < co. Assume there are constants 
K and M such that for / y  j < K&(t) and t 3 0, 
I @-l(t) g(t, Y)l < -(4t> + c(t)) eK 
for some 0, 0 < 8 < 1, and 
I Q+‘(t) h(t, r>l < M I Y I . 
If r > 0 and Y(T) and 6 are chosen so that 0 < 0 < 1, 1 y(7)/ < K&(T) and 
exp (M $ Ah4 du) [I @-Y~>r(~)l + OKI < K (12) 
then solutions of (10) y(t) exist and satisjj / y(t)1 /&lo(t) < K for t > T. 
Proof. As in Theorem 5, as long as 1 y(t)1 < K&,(t), we obtain 
I YWI 
m G I 4-‘(4 ~(4 I exp ( IT6 M4 + 44 + J+M4~ du) 
+ It exp (it G-W + c(u) + M~,@)l du) [-(a(s) -k c(s)) OKI ds. 
Thus, 
I r(t)1 - < exp M 
!hP> 
( irn v%&4 duj [I @-‘CT> ~(4 t QKI, 
and (12) yields the conclusion. 
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The hypotheses of Theorem 6 may be weakened slightly. If 
whenever j y 1 < K+,,(t) and t > 0 for some continuous nonnegative function 
w(t) and sr w(t) t),,(t) dt < co, then for y(7) and 0 sufficiently small, the 
conclusion of Theorem 6 follows. 
Theorems 2 and 5 are related to results of Brauer [3] in the case 
Q(t) = Y(t) = I, h(t) = 0. B rauer assumes conditions on the Jacobian 
matrix f,(t, X) that lead to bounds similar to those appearing in H, . Also, 
Brauer and Strauss [4] obtain results similar to ours under assumptions more 
stringent than H, . In earlier work, Fennel1 and Proctor [6], using a 
comparison principle and fixed point theorems, investigated a type of asym- 
totic equivalence between systems of the form of (1) and (2). 
4. CONCLUSION 
We include some examples here concerning the selection of the corres- 
ponding matrices Q(t), Y(t), o(t), and x(t) in the H, hypothesis. For the 
linear case, when f(t, X, X) = A(t) x and A(t) is a continuous n by n matrix 
for t > 0, we have that (ax/+) (t, s, y, h) is given by X(t) X-l(s), where 
X(t) is any fundamental matrix of solutions for & = A(t) X. If a factor 
exp( ji CY(U) du) is present in the matrix X(t), i.e., 
we obtain 
X(t) = exp (l’ a(~) du) M(t), 
$4t, s, Y, 4s)) = exp (1” 44 du) JW M-W, 
and a natural choice is G(s) = M(s) = Y(s) to obtain the hypothesis. For 
example, in the differential equation ii + 21i + u = G(t, u, ti), where 
G(t, u, zi) is continuous for t > 0, (u, ti) in R2, if we put y1 = u, y2 = ti, we 
have 
and the corresponding product X(t) X(s) is given by 
X(t) X-l(s) = e-(f--S) [’ + : 1 _ ;] [l - : 1 j-3 . 
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Consequently, by Theorem 2, if there is a ,8(t) as in H, so that 
I tG(t, ~1 3 Y,)I + IKt + 1) G(t, YI > ~2 G B(t) 
whenever j y1 / + / ya j < K(l + 2t), then for appropriately chosen ‘T, Y(T), 
the solutions satisfy 
More stringent hypotheses on G would of course allow stronger conclusions. 
The dependance off(t, X, A) on A makes the choice of a(t), Y(t), x(t), and 
o(t) more crude. Consider the system 
where A(t) is a continuously differentiable function into the interval [-c, c], 
where A(h) is a continuously differentiable function of h for h in [-c, c], 
and where for simplicity we assume the zeros pr(h), p,(h),..., pL,(h) of 
det(A(A) - ~1) = 0 are simple for -c < h < c. We further assume these 
eigenvalues all have negative real parts for -c < h < c. Put 
CL = SUP max{kW.., CL&W. 
-C<A<C 
For a(s) = e-useA(A(s)s), we have 
$ (t, s, y, h(s)) CD(s) = e”(t-s)M(s, t), 
where M(s, t) = exp[(A(h(s)) - CL) t] is a matrix such that the elements are 
linear combinations of the bounded functions exp[(p@(s)) - p) t]. Conse- 
quently, ] M(s, t)] is bounded for 0 < s < t, say by MI . We put $(t) = MJ, 
where I is the identity, and the first inequality of H, holds. The elements of 
(a/&I) exp(d(h) (t - s)) have the form exp(&t - s))p(t, s), where p(t, S) is 
bounded for 0 < s < t; hence, we can obtain constant functions O(S), x(s), 
which satisfies the second inequality in H, . (We note here that if the matrix A 
is independent of A, we may choose t)(t) = e--pteAt and obtain hypothesis H, .) 
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