This paper investigates the finite time ruin probability in the renewal risk model. Under some mild assumptions on the tail probabilities of the claim size and of the inter-occurrence time, a simple asymptotic relation is established as the initial surplus increases. In particular, this asymptotic relation is requested to hold uniformly for the horizon varying in a relevant infinite interval. The uniformity allows us to consider that the horizon flexibly varies as a function of the initial surplus, or to change the horizon into any nonnegative random variable as long as it is independent of the risk system.
INTRODUCTION
The renewal risk model has been extensively investigated in the literature since it was introduced by Sparre Anderson half a century ago. In this model the costs of claims Z i ; i ! 1, form a sequence of independent, identically distributed (i.i.d.), and nonnegative random variables with common distribution function B ¼ 1 À B, and the inter-occurrence times y i ; i ! 1, form another sequence of i.i.d. nonnegative r.v.'s which are not degenerate at 0. We assume that the sequences fZ i ; i ! 1g and fy i ; i ! 1g are mutually independent. The locations of the successive claims, T n ¼ P n i¼1 y i , constitute a renewal process N ðtÞ ¼ #fn ! 1 : T n 2 ½0; tg; ð1:1Þ with a mean function lðtÞ ¼ EN ðtÞ for t ! 0. The surplus process of the insurance company is then expressed as
where x ! 0 denotes the initial surplus, c > 0 denotes the constant premium rate, and P 0 i¼1 Z i ¼ 0 by convention. We define, as usual, the time of ruin of this model as tðxÞ ¼ inf t ! 0 : RðtÞ < 0 j Rð0Þ ¼ x f g :
Hence, the probability of ruin within finite time t ! 0 is as a bivariate function cðx; tÞ ¼ P tðxÞ t ð Þ ; ð1:2Þ and the ultimate ruin probability is cðx; 1Þ ¼ lim t!1 cðx; tÞ ¼ P tðxÞ < 1 ð Þ :
In order for the ultimate ruin not to be certain, it is natural to assume the following safety loading condition:
Under the assumption that the equilibrium distribution function of B is subexponential, Veraverbeke [32] and Embrechts and Veraverbeke [12] established a celebrated asymptotic relation for the ultimate ruin probability that cðx; 1Þ $ 1 m Z 1
x BðuÞdu: ð1:4Þ
Hereafter, all limit relationships are for x ! 1 unless stated otherwise; for two positive functions aðÁÞ and bðÁÞ, as usual, we write aðxÞ . bðxÞ if lim sup aðxÞ=bðxÞ 1, write aðxÞ & bðxÞ if lim inf aðxÞ=bðxÞ ! 1, and write aðxÞ $ bðxÞ if both.
As universally admitted, the study of the finite time ruin probability is more practical but much harder than that of the infinite time ruin probability. The problem of finding accurate approximations to the finite time ruin probability for the renewal model has a long history and many methods have been developed.
A review on the pioneering works on the finite time ruin probability can be found in Asmussen [1] . Under the assumption that the Lundberg equation has a unique positive solution, hence the claim size is light tailed, the normal-type approximation to the finite time ruin probability was first obtained by von Bahr [33] and then refined by Malinovskii [21, 22] into the Edgeworth-type approximation. The latter two references also obtained some upper bounds on the ruin probability cðx; tðxÞÞ by applying some techniques on the probabilities of large deviations of stopped random walks under low moment conditions, where the horizon tðxÞ varies to infinity at a certain rate of x ! 1. See also Martin-Lö f [24] , who obtained exponential bounds expressed in terms of the entropy function of the claim size distribution. The so-called corrected diffusion approximation was developed by Asmussen [1] in the classical model and generalized by Asmussen and Højgaard [3] into the renewal model. A related study can be found in Barndorff-Nielsen and Schmidli [6] , who successfully applied sophisticated saddlepoint techniques to obtain approximations to the ruin probabilities cðx; tÞ and cðx; 1Þ for the classical model in the situation of light-tailed claim sizes.
Another connection is the study on the finite time survival probability under rather flexible cases. Picard and Lefèvre [26] established an elegant formula, via Appell polynomials, of the finite time survival probability with claim arrivals forming a Poisson process, claim sizes being i.i.d. and integer-valued, and premium income modelled by any real function which is nondecreasing and tends to infinity as t ! 1. Ignatov and Kaishev [16] carried forward the study to a more relaxed case with dependent claim sizes and exponentially but nonidentically distributed interoccurrence times and derived explicit two-sided bounds which coincide when the claim arrivals form a Poisson process. See also Ignatov et al. [17] , who further improved the formula to be more convenient for numerical evaluations.
For recent studies, we refer to Malinovskii [23] , who considered a more practical case where the premium rate depends on the initial surplus x and tends to 0 as x ! 1, and to Asmussen et al. [2] and Avram and Usabel [5] , who considered, with some inspiring probabilistic explanations, the finite time ruin probability associated with the deficit at ruin with a random horizon T which has a general phase-type distribution and is independent of the risk systems.
In this paper, we aim at a simple asymptotic relation for the finite time ruin probability cðx; tÞ as x ! 1, with a feature that this asymptotic relation holds uniformly for t in a relevant infinite interval. In order for the present study to make sense, we should consider t 2 L ¼ ft : lðtÞ > 0g. With t ¼ infft : The two inequalities above mean, respectively, that aðx; tÞ . bðx; tÞ holds uniformly for t 2 D and that aðx; tÞ & bðx; tÞ holds uniformly for t 2 D. As generally acknowledged by those experienced mathematicians, uniformity often significantly merits the theoretical value of the asymptotic relation obtained. In establishing the main result (1.6), we will apply a recent result of Tang [30] , who, inspired by Korshunov [20] , investigated the tail behavior of maxima of a random walk in continuous time with negative drift and derived some similar asymptotic relations.
The outline of this paper is as follows: After recollecting some preliminaries about heavy-tailed distributions in Sec. 2, we present the main result as well as several corollaries in Sec. 3, and give in Sec. 4 the proofs of the theorem (by establishing three propositions) and the corollaries.
THE CLASS C AND THE MATUSZEWSKA INDICES
In this paper, we are particularly interested in a class of distribution functions with consistent variations. We say that a distribution function F concentrated on ðÀ1; 1Þ has a consistent variation, denoted by F 2 C, if
The regularity property in (2.1) was first introduced and called ''intermediate regularly varying'' property by Cline [9] . This class has been used in different studies of applied probability such as queueing system and ruin theory; see, for example, Schlegel [27] , Sec. 4.3 of Jelenković and Lazar [18] , Ng et al. [25] , and references therein. holds for any y > 0. We denote by F 2 R Àa the regularity of F in the latter case. Nice reviews on heavy-tailed distributions and their applications to insurance and finance can be found in the books Bingham et al. [7] and Embrechts et al. [11] . A simple example to illustrate that the inclusion R & C is strict is the distribution function of the random variable
where U and N are independent random variables with U uniformly distributed on ð0; 1Þ and N geometrically distributed satisfying PrðN ¼ kÞ ¼ ð1 À pÞp k for 0 < p < 1 and k ¼ 0; 1; . . . ; see Cai and Tang [8] . Another similar example can be found in Cline and Samorodnitsky [10] . We will use the following notation. Let F be a distribution function concentrated on ðÀ1; 1Þ. For any y > 0, as done recently by Tang and Tsitsiashvili [31] , we set and then define
log F Ã ðyÞ log y :
ORDER REPRINTS
In the terminology of Bingham et al. [7] , the quantities J Trivially, for any distribution function F it holds that 0 J
But from inequality (2.1.9) in Theorem 2.1.8 of Bingham et al. [7] , we see that
For more details of the Matuszewska indices, see Chap. 2.1 of Bingham et al. [7] and Cline and Samorodnitsky [10] .
MAIN RESULTS
Now we are ready to state the main contribution of this paper as follows:
Theorem 3.1. Consider the renewal model with the safety loading condition (1.3).
If B 2 C and Ey
It is well known in renewal theory that when the inter-occurrence time y 1 has a finite mean 1=l, the renewal process N ðtÞ defined by (1.1) satisfies lðtÞ $ lt as t ! 1; ð3:2Þ see, for example, Chap. XI of Feller [13] . Under the conditions of Theorem 3.1, from relation (3.2) we know that if the horizon t is restricted to a smaller region ½tðxÞ; 1 for any nonnegative function tðxÞ tending to infinity, then relation (3.1) can be rewritten as
The uniformity of the asymptotic relation (3.1) allows the horizon t to flexibly vary as the initial surplus x increases. For example, under the conditions of Theorem 3.1, from (3.1) we can obtain that the relation holds for any real function tðÁÞ as long as tðxÞ 2 L for all large x ! 0. If we restrict ourselves to a special case where the distribution function B 2 R, more explicit formulae can be derived immediately. (1) If B 2 R Àa for some a > 1 and Ey
(2) Furthermore, for any real function tðÁÞ such that tðxÞ 2 L for all large
ð3:7Þ
Item (3) of Corollary 3.1 extends Corollary 1.6(a) of Asmussen and Klü ppelberg [4] to the renewal model. The uniformity of relation (3.1) also makes it possible to change the horizon t into a nonnegative random variable as long as it is independent of the risk system, as done recently by Asmussen et al. [2] and Avram and Usabel [5] . In fact, we have the following consequence of Theorem 3.1: Corollary 3.2. Let the conditions of Theorem 3.1 be valid.
(1) For any nonnegative random variable T, which has a finite mean, satisfies P T 2 L ð Þ> 0, and is independent of the risk system, it holds that cðx; TÞ $ ElðTÞBðxÞ: ð3:8Þ
(2) For any 0 < k < 1, it holds that
BðxÞ:
ð3:9Þ
Relation (3.9) gives an explicit asymptotic expression of the Laplace transform of the ruin time tðxÞ. Some interesting actuarial as well as financial explanations of the Laplace transform of the ruin time can be found in Gerber and Shiu [15] .
Finite Time Ruin Probability in Renewal Model
It is clear that (see (4.4) below)
ð3:10Þ
A similar result as (3.8) was recently established by Foss and Zachary [14] . Our result is, however, not a special case of theirs for the random variable N ðTÞ in (3.10) cannot be explained as a stopping time in their sense. Now, we formulate another consequence of Theorem 3.1 as follows:
Let the conditions of Theorem 3.1 be valid.
( holds for all x ! y ! D 2 . Furthermore, by the arbitrariness of p 1 and p 2 above, fixing the variable y in (4.1) and (4.2) leads to the following result, indicating that F behaves like a power function (see also Lemma 3.5 of Tang and Tsitsiashvili [31] ). Most recently, Tang [30] , inspired by Korshunov [20] , investigated the tail behavior of maxima of a random walk in continuous time with negative drift. We restate a result of Tang [30] below, which plays an important role in the present study.
Lemma 4.2. Let fX i ; i ! 1g be a sequence of i.i.d. random variables with common distribution function F 2 C and finite mean EX 1 < 0, and let fN ðtÞ; t ! 0g be a renewal counting process independent of the sequence fX i ; i ! 1g. Then it holds uniformly for t 2 L that
where max 1 k 0 ðÁÞ ¼ 0 by convention, lðtÞ ¼ EN ðtÞ for t ! 0, and L ¼ ft : lðtÞ > 0g.
Proof. As done before, write t ¼ inf ft : lðtÞ > 0g ! 0. If t 2 L, we conclude from Theorem 4.1 of Tang [30] and its proof that relation (4.3) holds uniformly for t 2 ½t; 1 ¼ L; if t 6 2 L, we conclude from Corollary 5.2 of Tang [30] and its proof that relation (4.3) also holds uniformly for t 2 ðt; 1 ¼ L.
We end this subsection by showing a classical result of Kiefer and Wolfowitz [19] ; further discussions can be found in Sgibnev [28] and references therein. 
Proof of Theorem 3.1
In order to prove the theorem, we notice that
which tempts us to consider relation (4.3). However, a big difference between (4.3) and (4.4) is that in the latter the counting process N ðtÞ and the increments Z i À cy i ; i ! 1, are not independent any more. This is the main difficulty that we will encounter. We formulate the proof of the theorem into three propositions below. Proof. Recalling (1.4), it suffices to prove the uniformity of (4.5) for t 2 ½t 0 ; 1Þ. Let e 2 ð0; 1Þ be arbitrarily given such that
For arbitrarily fixed d 2 ð0; 1Þ, starting from (4.4) we derive
where We turn to I 2 ðxÞ. Since the random variable ð1 À eÞEy 1 À y 1 has a negative mean and a finite upper bound, by Lemma 4.3, I 2 ðxÞ decreases to 0 faster than any power rate x Àp for p > 0. [We remark that the rate of I 2 ðxÞ decreasing to 0 can actually be exponential if we apply the classical Lundberg inequality for the ultimate ruin probability; see also Theorem 2 of Sgibnev [28] for a related result.] On the other hand, from (4.6), by property (2.2) once again we have, uniformly for t 2 ½t 0 ; 1, 
B u ð Þdu
holds uniformly for t 2 ½t 0 ; 1Þ. Noting m Àe m and using a substitution on the right-hand side of the above, some direct calculation yields that, uniformly for t 2 ½t 0 ; 1Þ,
Since the distribution function B belongs to the class C and e and d are arbitrary, (4.8) gives the desired result (4.5). Proof. We prove Proposition 4.2 in a symmetrical way as that of the proof of Proposition 4.1. It suffices to prove the uniformity of (4.9) for t 2 ½t 0 ; 1Þ. For arbitrarily fixed 0 < e; d < 1, we derive from (4.4) that
where 
First we deal with I 3 ðx; tÞ. Since
by Lemma 4.2 and property (2.2) we have, uniformly for t 2 ½t 0 ; 1Þ, Then, we show that I 4 ðxÞ can be negligible when compared with I 3 ðx; t 0 Þ $ lðt 0 ÞB ð1 þ dÞx ð Þ . Actually, by Lemma 4.3 we know that
Hence by Lemma 4.1, it holds that I 4 ðxÞ ¼ o x Proof. We still start from equality (4.4). For a ¼ cEy 1 and all t 2 ðt; t 0 , we derive As for I 6 ðx; tÞ, we have, for all large x ! 0,
It is well known that the random variable N ðt 0 Þ has certain finite exponential moments; see Stein [29] . Hence, 
We conclude that, uniformly for t 2 ðt; t 0 ,
On the other hand, analogously to the above, it holds for a ¼ cEy 1 and all t 2 ðt; t 0 that
Hence by Lemma 4.2, it holds uniformly for t 2 ðt; t 0 that
This proves that relation (3.1) holds uniformly for t 2 ðt; t 0 .
Proofs of the Corollaries
Proof of Corollary 3:1. In view of (3.2), relation (3.7) is a direct consequence of relation (3.6) . Furthermore, relation (3.6) is also a direct consequence of relation (3.5).
Finite Time Ruin Probability in Renewal Model
Finally, starting from relation (3.1), the proof of relation (3.5) is not difficult if we apply the last statement of Theorem 1.5.2 of Bingham et al. [7] , who announced that for a > 0, the convergence of relation (2.5) is uniform for y 2 ½1; 1Þ. More precisely, we have, uniformly for t 2 Lf1g, 
When t ¼ 1, result (3.5) is reduced to c x; 1 ð Þ$xBðxÞ= ða À 1Þm ð Þ , which is well known in the literature; see, for example, von Bahr [34] . This, together with (1.4), gives the second relation in (3.11).
(2) We arbitrarily choose 1 < p 2 < J À B and M > 1. Since
where the last step is due to inequality (4.2). Since M > 1 is arbitrary, we conclude that
Hence, the following relations hold uniformly for t 2 ½tðxÞ; 1 for large x ! 0:
This, together with (3.1) and (1.4), gives the result in (3.12).
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