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(Eingegangen am 19. Januar 1967) 
Vorgelegt von Prof. Dr. K. SUIO;-;-YI 
Dieser A.rtikellegt zwei neue Yerfahren zur Bestimmung der geschlosse-
nen Form der den stationären Zustand eines periodisch angeregten, invarianten, 
passiven Netzes beschreibenden Zcitfnnktion vor. Eines der Verfahren ver-
wendet den Begriff der Gewichtsfullktion, das andere ist eine Version der 
An"wendung der Laplace-Transformation. Zum Z"weck des Vergleiches sollen 
auch die Methoden zusammengefaßt werden, die die Fachliteratur empfiehlt. 
Die Untersuchungen erstrecken sich nur auf verlustreiche Netze, weil sonst 
Funktionen, die die Anderungen der einzelnen Größen bei unendlich großen 
Werten der Zeit asymptotisch heschreiben, nicht unhedingt beschränkt und 
periodisch sind. 
Die Lösung des Differentialgleichungssystems 
..\lan löst das Prohlem am unmittelbarsten, "Wenll man unter den parti-
kulären Lösungen des das Netz beschreibenden Differentialgleichungssystems 
jene sucht, die eine periodische Funktion der Zeit darstellt. Bei der Berechnung 
der in der allgemeinen Lösung auftretenden unbestimmten Koeffizienten "wird 
der t~ mstand ausgenützt, daß sich die Spannung der Kondensatoren und der 
Strom der Induktivitäten hei beschränkter Erregung nur stätig ändern können. 
De:-halb wird man die Differentialgleichungen z"weckmäßig so ansetzen, daß 
nur diese Größen als unbekannte Funktionen vorkommen. ~-ir stellen die 
allgemeine Lösung für eine Periode her. Da die genannten Veränderlichen 
auch an den Sprungstellell der Erregung stetig sind und ihre Werte am Anfang 
und am Ende der Periode infolge der Periodizität gleich sind, können "wir die 
gleiche Zahl unabhängiger linearer Gleichungen über die unbestimmten 
Koeffizienten aufse1neiben. 
Lösung mit Hilfe der Gewichtsfnnktion 
Bekanntlich können die Antworten auf heliebige Erregungen anhand 
der bekannten Gewichtsfunktion ausgerechnet werden, doch ist die Gewichts-
funktion für die Lösung unserer Aufgabe unmittelbar wenig geeignet. 
1 Periodica Polytechnica EI. XI/-!. 
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Nach dem Gewichtsfunktionssatz schreibt sich die gesuchte Funktion 
i(t) zu 
i(t) = '\' u(t T) g(T) dt , 
,',-orin g(t) die Gewichtsfunktion und ll{t) die Erregungsfunktion iE't. Mit Rück-
sicht auf die Periodizität yon ll(t) (die Periodpnzpit \\-ird mit T bpzeichllet) 
kann das ohige Integral in die Form 
(fl .. -1)T T 
i( t) :>' I' u(t - T)g(T)dT = I' ll(t 
r1=-= fiT 
T) :5,' g( Tl T + T) d T 
li=-= 
gebracht werden. Es seI PlIle Funktion f(1, T) lln Interyall (0, T) mit 
f(t, T) = )" g(t 
....... 
l1=-:;c 
nT) (0 t < T) (1) 
definiert. Später werden wir auf die Frage der Konyergenz der rechts stehenden 
Reihe noch zurückkehren. Im Falle eines kausalen Systems ist für die nega-
tiven Werte von t g(t) = O. Deshalh kann 0 statt - ~ als untere Grenze 
des Summierens stehen. Mit dE'r ohigen Bezeichnung kann 
T 
i(t) = J H(t T)f(" T) dT (2) 
geschriehen 'werden. Es sei angenOIl1mE'Il, daß die Erregung aus eIller Reihe 
von Diracschen-Impulsen hesteht, die sich seit unendlich großE'r I1E'gatiyer 
Zeit III glpichcn Zeitahständen \\-if~derholen: danll ist 
ll(t)= ::;" o(t 1/T). 
n=-= 
Au~ der Berechnung des Integral:" (2) t:rgiht ~ieh, daß 
i(t)=f(t,T), 'wenn 0 t< T. 
und wegen der Periodizität i;:t i(t T) i(t). Demnach ist die Funktion f(t), 
im Iuten-all (0, T) mit der den stationären Zustand beschreihenden Funktion 
identisch, wenn die Erregung aus der obigpn Reihe yon Diracschen-Impulsell 
besteht. Hieraus geht ferner hE'ryo1", daß f'5 zweckmäßig ist, die Funktion 
f(t, T) auCerhalh des Inten-alls (0, T) so zu definieren, daß sie periodisch sei, 
daß also für alle \Vnte yon t 
fit --;- T, T) = fit, T) (3) 
gelte. Da die :30 definierte Funktion fit, T) die AIlt\\'ort auf die obige peri-
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odische Impulsreihe gibt, benennen wir sie periodische Ge·wichtsfunktion. Mit 
einer kleinen mathematischen Umgestaltung nimmt (2) die Form: 
i( t) T r u( T)J(t 
Ö 
T, T) dT (4) 
an. Zu diesem Ergebnis hätte auch der folgende Gedankengang geführt. 
Approximiert man die Erregungsfunktion mit einer Stufenful1ktion und faßt 
man sie als die Summe verschobener, periodischer Impulsreihen auf, dann 
schreibt sich die entsprechende Antwort auf die dem Zeitpunkt T!c (0 TI; -< T) 
zugehörige Impulsreihe annäherungsweise zu 
Ti:, T), 
·wonn ßT die Breite der Impulse hezeichnet. Die volle Lösung bekommt man 
als die Summe dieser Ant,rorten; wenn ßT -. 0, geht die Summation in die 
Integration über und führt zur Formel (4). Besteht dagegen die Erregung 
aus einer periodischen Impulsreihe und berücksichtigt man, daß die zu dieser 
Erregung gehörende Lösung, d.h. die periodische Gewichtsfunktion, als die 
Summe der auf die Diracschen-Impulse gegebenen Antworten aufgefaßt wer-
den kann, gelangt man zur Formel (I). 
Da wir unE nur mit yerlustreichen, pa8siycn Netzen be5chäftigen, gilt 
limg(t) = o. 
, 
Hieraus folgt, daß dir' periodische Gewichtsfunktion hei Erweiterung der 
Periodenzeit über alle Gl"(~nzen hinaus in die Gewiehtsfunktion ühergeht, 
daß also 
lim J( t, T) = g( t) 
T-~· = 
(5) 
Zur Berechnung der Summe JIl der Formel (1) sei hemerkt, daß bei 
yerlllstreichen Netzen in der Gewichtsfunktion die folgcnden drei Funktions-
typen yorkoI1l111f'n: 
o( t) , 
·worin keine nichtnegative ganze Zahl und x positiv ist. Für die Funktion b(t) 
kann die Formel (1) ohne Schwierigkeiten ange·wendet wenlen. Man summiert 
von n = 0 und erhält für die nichtnegatiyen Werte yon t 
:2 b(t + nT) = b(t). (6) 
n=O 
Auf Grund des Integralkriteriums yon Cauchy leuchtet es ohne weiteres ein, 
J" 
244 .1. .lfAGO':': 
daß die Anwendung der Formel (1) bei den beiden anderen Funktionen zu 
konvergenten Reihen führt. Im Bewußtsein der Konvergenz läßt sich die 
Richtigkeit der folgenden Zusammenhänge leicht beweisen: 
(7) 
~(t+nTle-~(t"nT)COS[W(t + nT) -+- (p] = 
71=0 (8) 
:Mit Hilfe der obigen Formeln läßt Eich die periodische Gewichtsfunktion zu 
jeder beliebigen Gewichtsfunktion unschwer herechnen. In der Praxis kommt 
der Fall k = 0 am häufigsten vor; bei diesem Fall bleibt die Differentiation 
nach CI. weg. 
Ein einfacher Zusammenhang kann nicht nur zwischen den Funktionen 
J(t, T) und g(t), sondern auch zwischen der Funktion J(t, T) und der Über-
tragungsfunktion G(j w) hergestellt werden. Es läßt sich he'weisen, daß die 
Fourierreihe der Funktion J(t, T) die Form 
J(t, T) = _1_ ;;E G ljk 2:T ) eji' ~ t 
T k=-= T j 
(9) 
hat. Die Ühertragungsfunktion G(j 1))) hingegen kann durch die periodisehe 
Gewichtsfunktion wie folgt ausgedrückt werden: 
:!:'/(}) 
", (' [' 2:Tj GUWj = I J t,-, 
" (IJ 
dt. (10) 
o 
Die periodische Ge,,-ichtsfunktion kann man auch durch Messung 
hestimmen. Dann ist es möglich, aus der so erhaltenen Kurve das Integral 
(2) oder (4) nach einer Allnäherungsmethode zu berechnen. 
Es sei bemerkt, daß man von der Übergangsfunktion ausgehend für die 
den stationären Zustand beschreibende Funktion keine so einfache Formeln 
erhält, wie im Falle der Gewichtsfunktion. Das erklärt sich hauptsächlich 
daraus, daß die Übergangsfunktion im allgemeinen nicht gegen Null strebt, 
wenn die Zeit über alle Grenzen wächst. 
BERECHiVUNC DES STATIONÄRES ZFSTA.YDES LINEARER SETZE 245 
Lösung mit Hilfe der Laplace-Transformation 
Um die Aufgabe durch die Laplace-Transformation lösen zu können, 
muß die Bildfclllktion einer zum Zeitpunkt t = 0 eintretenden Funktion 
bestimmt werden. Wie bekannt, schreibt man hierzu die Funktion zweck-
mäßig in folgender Form auf: 
u(t) = ..:E ltT(t - nT), 
n=O 
worin ltT{t) = { 0 , 
u(t), 
wenn t < 0 oder t > T ist, 
wenn 0:s t < T ist. 
Die Bildfunktion schreibt sich nach dem Verschiebungssatz zu 
.Yu(t) = U(s) = i e-nTs U T(S) = U T(S) . ,yorin U T(s) = 2uT(t) ist. (11) n=ü 1 e-sT ' 
Es ist leicht einzusehen, daß die Funktion U(s) auf der ganzen komplexen 
Zahlen ebene mit Ausnahme des unendlich weiten Punktes - analytisch 
ist. Da u(t) = 0, wenn t > T ist, kann das die Bildfunktion definierende 
uneigentliehe Integral in der Form eines Integrals mit endlicher Grenze auf-
geschrieben werden, woraus folgt, daß U(s) für alle endlichen Werte von s 
endlich und differenzierbar ist. 
Da hier nur der stationäre Zustand untersucht wird, den die Anfangs-
'werte nicht beeinflussen, sei im weiteren angenommen, daß das Netz im 
Augenblick der Einschaltung der periodischen Erregung ohne Energie ist. 
Die gesuchte Zeitfunktion wird aus zwei Teilen bestehen, u. zw. aus der den 
stationären Zustand beschreihenden Funktion und aus der Ühergangskom-
ponente der Lösung, d. h. sie konvergiert gegen Null im Falle eines verlust-
reichen Netzes, wenn t über alle Grenzen hinaus wächst. Wird die entsprechende 
Übertragungsfunktion als Quotient zweier Polynome, d. h. in der Form 
C(s) = j1J(s)jN(s) angegeben, dann kann die Bildfunktion der gesuchten 
Größe aufgeschrieben und sogleich in die Summe zweier Glieder zerlegt werden: 
l(s) _U~ __ M(s) 
l_e-sT N(s) 
ly(s) 
l_e-sT 
I Q(s) 
,---
N(s) (12) 
Hier bezeichnet UT(s) die Bildfunktion der aus der Erregungsfunktion kon-
struierten Funktion UT(t). In der Zerlegung bildet das erste Glied den peri-
odischen Teil, deshalb muß es dem 2-1 IT(s) = iT(t) 0 genügen, 'wenn t > T 
ist. Das zweite Glied entspricht der Übergangskomponente, Q(s) ist somit 
notwendigerweise ein Polynom niedrigeren Grades als N(s), d.h. es gilt 
n-1 
Q(s) = ..:E Ai Si, wenn n den Grad von N(s) bezeichnet. Die Literatur empfiehlt 
i=O 
zwei Methoden zur Bestimmung der unbekannten Funktionen IT(s) und iT(t). 
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~ach der einen werden zuerst die Koeffizienten Ai des Poylnoms Q(s) berech-
net. Hierzu 'wird 1T (s) aus der obigen Gleichung ausgedrückt, "worauf man 
1T (s) mit Hilfe des Entwicklungssatzes zurücktransformiert. Hierbei braucht 
man sich nur um die Nullstellen von N(s) zu kümmern, nicht aber um die 
des Nenners von UT(s), weil sein Zähler auch bei diesen s Werten gleich Null 
ist. Die Originalfunktion besteht aus der gleichen Zahl von Exponential-
funktionen wie der Grad von N(s). Im Bereich t > T ist iT(t) = 0, die Koeffi-
zienten all dieser Exponentialfunktionen müssen daher gleich Null sein. Die 
Zahl der unabhängigen linearen Gleichungen, die diese Bedingung liefert, ist 
die gleiche wie die Zahl der unbekannten Koeffjzienten. Sie können somit 
bestimmt werden, und danach läßt sich auch 1T (s) ausdrücken. 
Die andere Methode geht davon aus, daß beim Zurücktransformieren 
nur die Substitutionswerte des Polynoms Q(s) an den Nullstellen von N(s) 
und beim Vorliegen mehrfacher Wurzeln die Substitutionswerte der Ableitun-
gen von Q(s) benötigt werden. Die Berechnung dieser Substitutionswerte ist 
die gleiche wie die der Koeffizienten des Polynoms Q(s), d. h. ly(s) wird im 
Bereich t > T zurücktransformiert, so daß konstatiert werden kann, unter 
'welchen Bedingungen die Originalfunktion hier gleich Null ist. Hat N(s) nur 
einfache W"urzeln, läßt sich unmittelbar je ein Substitutionswert auf der 
Grundlage berechnen, elaß der Koeffizient der entsprechenden Exponential-
funktion in der Funktion iT(t) gleich Null ist, d. h. es ist nicht nötig, ein 
Gleichungssystem zu lösen. Gibt es mehrfache Wurzeln, erhält man für elie 
gesuchten Substitutionswerte wieder ein Gleichungssystem, doch ist dieses 
weit einfacher als jenes für die Koeffizienten Ai. 
Die beiden geschilderten Gedankengänge, die wir auf Grund der Fach-
literatur dargelegt haben, zeigen eine gewissc Umständlichkeit. Sie rührt davon 
her, daß \'on den beiden unbekannten Funktionen in der Zerlegung von l(s) 
für die eine [ly(s)] im Zeitbereich, für die andere [Q(s)] hingegen im s-Bereich 
eine Vorbedingung gestellt wird. Deshalb muß zur Bestimmung von Q(s) zuerst 
im Bereich t > T die Bildfunktion 17 (s) zuriicktransformiert werden, und 
erst dann läßt sich iT(t) im Interyall (0, T) herechnen. Gelingt es. für die 
Funktion I1'(s) eine Yorhedingung im s-Bereich zu stellen, 'wird der Gedanken-
gang übersichtlicheL und in einigen Fällen wird auch der Kalkül einfacher 
sein. Ist ausbedungen, daß I-r(s) auf der ganzen komplexen Zahlenehene - mit 
Ausnahme des unendlich weiten Pnnktes - analytisch sei, können ly(s) und 
Q(s) auf Grund dieser und der auf Q(s) bezüglichen Bedingung eindeutig 
hestimmt werden und es erfüllt sich automatisch auch die Bedingung, daß 
iT(t) = ° ist, wenn t __ > T. UT(s) enthält nämlich im Zähler nur solche Faktoren 
in der Form exp (-ST,), in denen Ti< T i"t, und bei der obigen Zerlegung gilt 
dasselbe auch für 1T (s). W"enn also ly(s) im Sinne des Entwicklungssatzes 
zurücktransformiert wird, muß im Bereich t > T der ganze Zähler beriiek-
,3ichtigt werden, ,\'oraus folgt, daß in diesem Bel'eich iT(t) 0 ist, weil ly(s) 
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nur im Unendlichen einen Pol hat. Zur Zerlegung schreiben wir die Funktion 
Q(s)/N(s) als die Summe von Teilbrüchen in der Gestalt 
U l(s) = --'-'---''--1_e-sT 
.XVI(s) 
1\'(s) (13) 
auf. lVIit s" sind hier die Nullstellen von N(s) bezeichnet. Ihre Zahl ist r, und 
die lVIultiplizität der Wurzel SIe ist n/.:. Damit haben wir von l(s) die Hauptteile 
der den Nullstellen von N(s) als singulären Punkten zugehörigen, Laurentschen 
Reihen abgetrennt. Die Koeffizienten Au können aus der Formel 
1 dnk - i 
C4!;i = ----- lim (s - SIJ'k l(s) 
(nI; - i)! s--s" dsn,,-i (14) 
berechnet werden. Fiir einfache Wurzeln nimmt diese Formel die übersicht-
lichere Form 
Ale = lim (s - SI.) l(s) ( 15) 
s -~S1: 
an. Aus ihr ist ersichtlich, daß zwischen den Koeffizienten .11" und den Sub-
stitutionswerten Q(s) im Falle yon einfachen Wurzeln die Beziehung 
(16) 
besteht. Hieraus geht offensichtlich auch hervor, daß die nach den beiden 
letztbeschriebenen lVIethoden durchgeführten Rechnungen bei einfachen Wur-
zeln einen beinahe gleichen Gang haben. Hat dagegen N(s) auch mehrfache 
Wurzeln, sind die beiden Rechnullgsmethoden voneinander yerschieden, und 
die zweite ist inE'ofern einfacher, als es nicht nötig ist, ein Gleichungssystem 
zu lösen. 
Illustratives Beispiel 
Die praktische Anwendung der erörteten Methoden soll nun an emem 
einfachen Beispiel illustriert werden. Das untersuchte Netz ist in Abb. 1 dar-
gestellt. Seine Parameter 5ind so gewählt, daß s = -3!VLC -I' ein zwei-
facher Eigenwert ist. Die periodische Erregung sei eine Reehteckspannullg 
(Abb. 2): 
f c 0 T ,\enn t <--. 
u(t) = J 
.) 
und u(t T) = u(t) st_ 
I-u T t < T. ,,-enn t . ') 
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Im Beispiel vercinfacht die Berücksichtigung der Erregungsspannungssym-
metrie die Rechnung. Die zweite Halbperiode der Erregungsfunktion ist das 
Spiegelhild der ersten, und dasselbe trifft für dic den stationären Zustand 
beschreibenden Funktionen zu, weshalb es genügt, diese nur im Intervall 
(0, TJ2) zu bestimmen. 
R, 
I ~j R2 RI =O,5 Vf ul C 
R2= 4 Vi 
Abb. 
ju(tJ 
U I 
T T 
"2 
-u 
Abb. 2 
Als Lösung des den Strom der Induktivität und die Spannung des 
Kondensators beschreibenden Differcntialgleichungssystems 1m Intervall 
(0, Tj2) erhält man die Funktionen 
. U, 4. -·1 ~L = 9 R
1 
-;-- - e . 
He = ~ U + 2 R 1 [A -.L ~:~-) e- 1 + 2 R 1 Bte- cl in der I' = y~-c ist. 
Aus der genannten Symmetrie folgt, daß 
iL (r = ~) = - idt = 0) und He (t = ~) He (t = 0) 
ist. Aus dieser beiden Gleichungen können A und B berechnet werden, und 
für den Strom der Induktivität in der ersten Halbperiode hat man die Beziehung 
i L = 9
VR-
1 
[l-i- arT 2(1 + a) e-:I ___ 2 Y te-it] , in der a = e - "/2T ist. 
(1+a)2 l+a . 
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Aus Abb. 3 ist der Zeitverlauf der obigen Funktion für T = 1,5/), ersichtlich. 
Die Ge'wichtsfunktion des Stromes der Induktivität hat nachweisbar 
die Form 
-1 
R, 
0,01 Tl!L 
o 
I 
2 T 
Abb . .3 
-- --- ---
2 3 
Abb . .J 
t 
T 
Daraus hat man auf Grund der Formel (7) die pt>riodischc GC\"icht~­
funktion 
f(t, T) 
Hier bedeuten)' und a dasselbt> wie oben. Abb. 4 stellt die Antworten auf die 
einzelnen Impulse der periodischen Impulsreihe dar, d. h. die verschobenen 
Gewichtsfunktionen und ihre Summe, die periodische Gewichtsfunktion. Nun 
ist der Strom der Induktivität im Intervall 0 t ~ T/2 aus der Formel (2) 
t 
iL(t) = \' Uf(L T) dr 
ö 
t _. T 
\' 2 Uf(r, T) dr T I' Uf(r, T) dr. 
" T 
t··· :2 
Die Auswertung der Integrale führt zum selben Ergebnis wie zuvor. 
Zur Lösung der Aufgabe mit Hilfe der Laplace-Transformation schreiben 
wir unter Umgehung der Einzelheiten der Berechnung die Bildfunktion des 
A. JUGOS 
Stromes der Induktivität und auch gleich die Zerlegung auf, wobei WIr für 
Ir(s) 
(I e-ST)Q(s)_ 
(s + y)2 
Q(s) 
(s + yf 
erhalten. Wir gehen hier Q(s), einem Polynom ersten Grades, die Form 
Nach Zurücktransformieren von Ir(s) im Bereich t > T mit Hilfe der für 
mehrfache Wurzeln gültigen Form des Entwicklungssatzes und nach Um-
ordnung hat man 
iT(t) = [_ a)2 -L ~ a2)( YA 1+Ao)Jte-?i-L 
9 a2 R j a2 ' 
..,[U(I-a)(a+YT-I) -;- (I+YT-a2)A1 -AoTJe-;·t. 
9 a2 R 1 a2 
Hier müssen die Koeffizienten sowohl der Funktion te -;., als auch der Funktion 
e . gleich Null sein. Aus diesen zwei Bedingungen, die zwei lineare Gleichun-
gen mit zwei Unbekannten bedeuten, hat man für Al und A o 
_-1 0 
U ,'(:2 :2 a2 ) 
9R](I-Lar 
Damit ist aueh die Funktion Ir(s) bekannt; es ist leicht, sie zurüekzutrans-
formieren, und man crhält das schon bekannte Ergebnis für die den statio-
nären Zustand beschreibende Funktion. 
Nach der zweiten Methode WÜ'd ly(s) wieder im Bereich t /~ T zurück-
transformiert : nach Ordnen hat iT(t) die Form 
[ 
U(l - a)(a -;- yT-l) 
-------- -
9 a2 R] 
Die heiden Ausdrücke in den eckigen Klammern sind gleich Null, was 
z\\-ei Gleichungen bedeutet; aus der ersten kannQ( -y) unmittelbar ausgedrückt 
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werden. Durch Substitution dieses Wertes 1Il die zweite Gleichung läßt sich 
auch Q'(-;;) berechnen: 
Uy(l -- a) 
Q( -y) = 9(1+a) R
I 
"Nun kann iT(t) schon ohne Schwierigkeiten mit Hilfe des Entwicklungssatzes 
bestimmt ·werden. 
Bei der dritten Methode ist es zweckmäßiger, mit der vereinfachten 
Form von I T( s) zu rechnen. Die Zerlegung schreibt sich zu 
I (s) = ---'-------,---'.----=0--
Auf Grund der Formel (14.) ist 
sT 
U y2 d 1 _ e - -2-
lim -------
9 R 1 $---,' ds 8 (1 + e - s2T ) 
Uy(l - aL 
9(1+a) R I 
__ -''-- + _--"c-.. 
s + j' (S+y)2 
U(l - ayT - a2 ) und 
9(1 + a)2R1 
}Iit diesen Werten kann auch I T(S) aufgeschrieben werden: 
(1 Q I T_(2)(1:_e-ST ) 
(1 + a)(s -:- Ir (1...L a)2(s -:- I) 
Das Zurücktrallsformierell, das zu der mehrmals berechneten Funktion führt, 
verursacht keinc Sch'wierigkeiten, 'weil die Originalfunktionen der zwei letzten 
Glieder in den eckigen Klammern unmittelbar aufgeschrieben -werden können. 
Bemerkt "ei, daß im Beispiel BI gleich Q'( -j') und Bz gleich Q( -1') ist, daß 
sieh jedoch eine ganz andere Lage ergibt, "'enn ~'Y(s) meInere Nullstellen hat. 
Zusammenfassung 
Der yorliegende Artikel faßt die :Methoden für die Berechnung der geschlossenen Form 
der den stationär~n Zustand linearer, invarianter, passiver ::\ etze bes~chreibenden Zeitfunktion 
für den Fall zusammen, daß die Erregung periodisch ist. ="Iebcn den zwei in der Literatur 
bekannten 1'IIethodcn der Anwendung der Laplace-Transformation legt er eine dritte vor, die 
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die Proble~e von einern neuen Gesichtspunkt aus beleuchtet und die Rechnung vereinfacht, 
wenn die Ubertragungsfunktion mehrfache Pole hat. Die Arbeit führt als neuen Begriff die 
periodische Gewichtsfunktion ein. Diese kann entweder von der Gewichtsfnnktioll aus oder 
durch 1IIessung bestimmt werden, und mit ihrer Hilfe läßt sich die den stationären Zustand 
beschreibende Funktion in Gestalt eines einfachen Integrals darstellen. Als illustratives 
Beispiel rechnet die Arbeit die Lösung einer Netzberechnungsaufgabe auf Grund aller bespro-
chenen Methoden durch. 
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