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MODULES UNIVERSELS DE GL3 SUR UN CORPS p-ADIQUE EN
CARACTE´RISTIQUE p
par
Rachel Ollivier & Vincent Se´cherre
Abstract. — Let F be a p-adic field with residue class field k. We investigate the structure of
certain mod p universal modules for GL3(F) over the corresponding Hecke algebras.
To this end, we first study the structure of some mod p universal modules for the finite group
GLn(k) as modules over the corresponding Hecke algebras. We then relate this finite case to the
p-adic one by using homological coefficient systems on the the affine Bruhat-Tits building of GL3.
Suppose that k has cardinality p. We prove that the mod p universal module of GL3(F) relative
to the Iwahori subroup I is flat and projective over the Iwahori-Hecke algebra: this universal
module is the space of compactly supported functions on GL3(F) with values in Fp and invariant
by translations by I. When replacing the Iwahori subgroup of GL3(F) by its pro-p-radical, we prove
that the corresponding module is flat over the pro-p Iwahori-Hecke algebra if and only if p = 2.
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Introduction
De´signons par F un corps localement compact non archime´dien de caracte´ristique re´siduelle
p et de corps re´siduel k. Soit n ≥ 1 un entier. Les repre´sentations conside´re´es sont a` cœfficients
dans une cloˆture alge´brique Fp de k. Si ce sont des repre´sentations de GLn(F), elles sont de
plus lisses. La question de la platitude du module universel relatif a` un sous-groupe compact
maximal de GLn(F) sur l’alge`bre de Hecke sphe´rique a e´te´ fructueusement aborde´e ([2], [16]).
Nous conside´rons dans cet article le module universel relatif au pro-p-sous-groupe d’Iwahori
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standard I1 (respectivement au sous-groupe d’Iwahori standard I) de GLn(F) en caracte´ristique
p. Le principal re´sultat obtenu concerne le cas n = 3.
Associer a` une repre´sentation de GLn(F) son espace des invariants sous l’action de I1 de´finit
un foncteur naturel de la cate´gorie des repre´sentations vers celle des modules (a` droite) sur
l’alge`bre de Hecke H du pro-p-sous-groupe d’Iwahori de GLn(F). Notons C l’induite compacte
du caracte`re trivial du pro-p-sous-groupe d’Iwahori de GLn(F) : c’est une repre´sentation de
GLn(F) et un H-module a` gauche que l’on appellera module universel. Via le produit tensoriel
d’un H-module a` droite par C au dessus de H, on de´finit un adjoint a` gauche T du pre´ce´dent
foncteur des pro-p-invariants. L’objet de cet article est d’e´tudier l’exactitude de cet adjoint,
autrement dit la platitude du module universel C sur l’alge`bre de Hecke H.
Conside´rons d’abord le cas n = 2. Il est prouve´ dans [26] que le foncteur T est exact
(lorsque l’on se restreint a` la cate´gories des repre´sentations et modules avec action scalaire du
centre de GL2(F)) si et seulement si le corps re´siduel de F est de cardinal e´gal a` p. Quand ce
foncteur n’est pas exact, il est donc vain d’espe´rer que le foncteur des pro-p-invariants fournisse
une e´quivalence entre les H-modules et les repre´sentations engendre´es par leurs pro-p-invariants
(avec action scalaire du centre de GL2(F)). Et parmi les candidats restants, Qp est l’unique
corps F pour lequel cette e´quivalence de cate´gories est re´alise´e (voir [27], et un argument non
publie´ de Paskunas pour le cas des extensions totalement ramifie´es de Qp). En 2004, Vigne´ras
a e´tabli la classification des modules simples de l’alge`bre de Hecke du pro-p-Iwahori de GL2(F)
([36]), classification qui ne fait pas intervenir la nature du corps F, c’est-a`-dire qui ne de´pend
pas de la caracte´ristique (0 ou p) de F. Associe´e a` l’e´quivalence de cate´gorie suscite´e, cette
classification permet de retrouver celle des repre´sentations irre´ductibles de GL2(Qp) obtenue
par Barthel-Livne´ et Breuil ([1], [6]).
Passons maintenant au cas ge´ne´ral de GLn(F), n > 2. La combinatoire des modules sur
l’alge`bre de Hecke du pro-p-Iwahori de GLn(F) est de´sormais bien comprise ([37], [25], [28]).
Comme dans le cas n = 2, la classification des modules simples met en e´vidence une co¨ıncidence
nume´rique dont les conse´quences du coˆte´ des repre´sentations de GLn(F), n > 3 sont encore
myste´rieuses : les classes d’isomorphismes de modules simples de dimension n dits supersinguliers
sont en bijection avec les classes d’isomorphismes des repre´sentations irre´ductibles de dimension
n du groupe de Galois absolu de F ([28]).
Outre le module universel C, de´finissons l’induite compacte C′ du caracte`re trivial du
sous-groupe d’Iwahori de GLn(F) et l’alge`bre de Hecke H
′ des endomorphismes de C′ comme
repre´sentation de GLn(F). Pour e´tudier la platitude du H-module C et du H
′-module C′,
nous proposons une approche qui souligne que les crite`res obtenus proviennent des proprie´te´s
des objets analogues dans le cas fini que nous de´finissons ci-apre`s. Suivant cette me´thode, le
re´sultat principal obtenu est le suivant :
The´ore`me. — Supposons que le corps re´siduel de F est de cardinal p.
(1) L’induite compacte C′ du caracte`re trivial du sous-groupe d’Iwahori de GL3(F) est un
module plat et meˆme projectif sur l’alge`bre de Hecke-Iwahori H′.
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(2) L’induite compacte C du caracte`re trivial du pro-p-sous-groupe d’Iwahori de GL3(F) est
un module plat sur la pro-p-alge`bre de Hecke H si et seulement si p = 2 auquel cas il est meˆme
projectif.
Remarquons que lorsque l’on travaille avec des repre´sentations complexes, il est connu ([4])
que C′ est un module plat sur H′, et ce quels que soit n et le cardinal de k, et le foncteur des
I-invariants fournit une e´quivalence entre la cate´gorie des repre´sentations de GLn(F) engendre´es
par leurs vecteurs I-invariants et les H-modules.
De´crivons maintenant la me´thode suivie pour de´montrer le the´ore`me. De´signons par O
l’anneau des entiers de F, par ̟ une uniformisante, et par q le cardinal du corps re´siduel k
ou` q est une puissance de p. Soit K le sous-groupe compact maximal GLn(O) de GLn(F). Par
re´duction modulo ̟, on dispose d’un morphisme surjectif de K dans le groupe re´ductif fini
GLn(k). Soit B le sous-groupe de Borel de GLn(k) des matrices triangulaires supe´rieures et U
son radical unipotent. Les images inverses de B et U dans K par la re´duction modulo ̟ sont
respectivement le sous groupe d’Iwahori I de GLn(F) et son pro-p sous-groupe de Sylow I1. On
note respectivement C et C′ l’induite a` GLn(k) du caracte`re trivial de U et de celui de B, et H
et H′ les alge`bres de Hecke de leurs GLn(k)-endomorphismes. Les parties 1 a` 4 de cet article
e´tudient certaines cate´gories de repre´sentations modulo p de GLn(F) et explorent la dialectique
entre repre´sentations et modules sur l’alge`bre de Hecke dans ce cas dit fini.
Une classification des repre´sentations irre´ductibles modulo p de GLn(k) est donne´e par [13] :
toute repre´sentation irre´ductible y est explicite´e comme quotient de la repre´sentation universelle
C ; de plus, le foncteur qui a` une repre´sentation associe son sous-espace U-invariant induit une bi-
jection entre les repre´sentations irre´ductibles de GLn(k) et les H-modules simples. Restreignons
ce foncteur des U-invariants a` la sous-cate´gorie pleine E des repre´sentations (de dimension finie)
engendre´es par leurs vecteurs U-invariants et notons-le alors F. Comme dans le cas p-adique
e´voque´ plus haut, le produit tensoriel par C au dessus de H permet de de´finir un adjoint a` gauche
de F que l’on note T. En s’appuyant fondamentalement sur un re´sultat de [11] qui exploite la
proprie´te´ d’auto-injectivite´ de l’alge`bre de Hecke finie H, on de´montre que F est une e´quivalence
de cate´gories si et seulement si T est un foncteur exact (proposition 1.18). Et il s’ave`re que cette
condition n’est ve´rifie´e que dans les seuls cas ou` n = 1, ou bien n = 2 et q = p (propositions
2.2 et 4.13). Les cas de n = 2 et n = 3 sont traite´s directement en travaillant sur les suites de
de´compositions des se´ries principales. Le cas de n ≥ 4 s’en de´duit par un processus d’induction
parabolique, en e´tudiant le module universel et l’alge`bre de Hecke relatifs a` un sous-groupe de
Le´vi standard M de GLn(k) (corollaire 3.21).
La partie 5 e´tablit le premier pas du passage du cas fini au cas p-adique. On note K1 le
sous-groupe de congruence de K des matrices e´gales a` l’identite´ modulo ̟. On de´montre que le
H-module a` gauche CK1 des K1 invariants de C est plat (et meˆme projectif) si et seulement si C
est un H-module plat (proposition 5.15). Plus ge´ne´ralement, on de´duit de l’e´tude de H-modules
de la forme CN (ou` N est un sous-groupe de U) des crite`res de platitude pour les H-modules a`
gauche de la forme CN (ou` N est le sous-groupe de K1 image re´ciproque de N par re´duction
modulo ̟).
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Les parties 6 et 7 sont respectivement consacre´es a` l’e´tude de la platitude du H-module
universel C pour GL2(F) et GL3(F). Elles reposent de fac¸on essentielle sur un re´sultat de
Schneider et Stuhler ([31]) qui nous assure que leH-module universel C est l’homologie de niveau
0 du syste`me de cœfficientsH-e´quivariant sur l’immeuble qui lui est naturellement associe´. Ainsi,
on dispose d’une re´solution de C par des sommes directes de copies de H-modules a` gauche de
la forme CN dont nous savons de´terminer la platitude par la partie 5.
On e´tablit dans la partie 6 que lorsque n = 2 le H-module C est plat si et seulement si q = p.
Notons que ce re´sultat e´tend celui de [26] pre´ce´demment cite´, puisqu’ici on travaille avec le
module universel pour GL2(F) et non celui de GL2(F)/̟
Z. Ajoutons que lorsque F = Qp, le
re´sultat de Schneider et Stuhler associe´ a` l’e´quivalence de cate´gories entre repre´sentations et
modules permet de donner une autre preuve de l’existence d’une pre´sentation standard pour les
repre´sentations admissibles de GL2(Qp), re´sultat prouve´ pour la premie`re fois par Colmez ([15])
(e´galement prouve´ dans [8], [38], [19], [17]).
Dans la partie 7, on exploite les re´sultats de la partie 5 et une proprie´te´ fine de la combinatoire
des sommets de l’immeuble affine de GL3(F) exhibe´e dans [2] pour prouver le the´ore`me annonce´.
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1. Repre´sentations de GLn sur un corps fini
1.1. Cate´gories de repre´sentations
Soit p un nombre premier, soit k un corps fini de caracte´ristique p et soit Fp une cloˆture
alge´brique de k. E´tant donne´ un entier n > 1, on pose G = GLn(k), et on note U le sous-groupe
de G constitue´ des matrices unipotentes supe´rieures, qui est un p-sous-groupe de Sylow de G.
Dans cette section, et ce jusqu’a` la fin de la section 4, par repre´sentation on entend repre´sen-
tation de dimension finie a` coefficients dans Fp.
De´finition 1.1. — On note R
Fp
(G), ou plus simplement R, la cate´gorie des repre´sentations
de G (qui sont de dimension finie et a` coefficients dans Fp), et on note E la sous-cate´gorie pleine
de R constitue´e des repre´sentations engendre´es par leurs vecteurs U-invariants.
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E´tant donne´es des repre´sentations V1,V2 dans R, on note HomG(V1,V2) l’espace des homo-
morphismes de repre´sentations de V1 dans V2, c’est-a`-dire l’espace des applications R-line´aires
G-e´quivariantes de V1 dans V2. On note EndG(V1) la R-alge`bre des endomorphismes de V1.
Le re´sultat classique suivant est essentiel dans l’e´tude de la cate´gorie R. Si V est une repre´-
sentation de G, on note VU l’espace de ses vecteurs U-invariants. (Pour une preuve, on renvoie
a` [33], paragraphe 8.3, proposition 26.)
Lemme 1.2. — Pour toute repre´sentation V dans R, on a VU = 0 si et seulement si V = 0.
On note C la repre´sentation de G induite a` partir du caracte`re trivial de U. Il s’agit de l’espace
des fonctions de G dans R qui sont invariantes par translations a` gauche par U, muni de l’action
de G par translations a` droite. C’est une repre´sentation appartenant a` E , puisqu’engendre´e
par la fonction caracte´ristique de U, note´e 1U, qui est U-invariante. (Plus ge´ne´ralement, e´tant
donne´e une partie X de G, on note 1X sa fonction caracte´ristique.)
Si V est une repre´sentation de G et si f ∈ HomG(C,V), le vecteur f(1U) est invariant par U.
En outre, l’application f 7→ f(1U) est un isomorphisme de R-espaces vectoriels de HomG(C,V)
dans VU (re´ciprocite´ de Frobenius). On a le re´sultat suivant.
Lemme 1.3. — Une repre´sentation de G appartient a` E si et seulement s’il existe un entier
b > 1 tel qu’elle soit isomorphe a` un quotient de Cb.
De´monstration. — Soit V une repre´sentation de G, et soit b > 1 un entier. Par re´ciprocite´ de
Frobenius, on a un isomorphisme de R-espaces vectoriels :
HomG(C
b,V)→ (VU)b
associant a` tout homomorphisme de Cb dans V une famille de b vecteurs U-invariants de V, et
un tel homomorphisme est surjectif si et seulement si la famille qui lui correspond engendre V
comme repre´sentation de G.
Remarque 1.4. — La sous-cate´gorie E est stable par quotients dans R. On verra plus loin
qu’elle n’est pas toujours stable par sous-objets dans R, c’est-a`-dire qu’une sous-repre´sentation
dans R d’un objet de E n’appartient pas toujours a` E .
Si V est dans R, on de´signe par V† la sous-repre´sentation de V engendre´e par VU. Elle est
dans E , et l’espace de ses vecteurs U-invariants est e´gal a` VU. Le lemme suivant compare les
notions de noyau et d’image dans R et dans E .
Lemme 1.5. — Soient V1,V2 des repre´sentations dans E . Tout homormophisme de repre´sen-
tations f ∈ HomG(V1,V2) a un noyau et une image dans E , et on a :
KerE (f) = KerR(f)
† et ImE (f) = ImR(f).
De´monstration. — Puisque ImR(f) est un quotient de V1 et que V1 est dans E , le lemme 1.3
implique que ImR(f) est dans E , ce qui donne la seconde e´galite´.
Pour la premie`re e´galite´, il suffit de ve´rifier que si V est une sous-repre´sentation de KerR(f)
engendre´e par VU, alors V est en fait une sous-repre´sentation de KerR(f)
†.
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Corollaire 1.6. — Soient V1 dans E et V2 dans R. On a un isomorphisme canonique :
HomR(V1,V2) ≃ HomE (V1, (V2)
†)
de Fp-espaces vectoriels.
De´monstration. — Soit f ∈ HomR(V1,V2). On a l’inclusion ImR(f)
† ⊆ (V2)
†, ce qui entraˆıne
l’inclusion ImR(f) ⊆ (V2)
† d’apre`s le lemme 1.5.
En d’autres termes, le foncteur V 7→ V† est adjoint a` droite au foncteur d’inclusion de E dans
R.
On note V 7→ V∨ = Hom
Fp
(V,Fp) le foncteur exact de la cate´gorie R dans elle-meˆme
associant a` toute repre´sentation de G sa repre´sentation contragre´diente.
Lemme 1.7. — La repre´sentation C est isomorphe a` sa contragre´diente.
De´monstration. — Si l’on identifie C a` l’espace des fonctions de U\G dans Fp, l’espace dual est
engendre´ par les fonctions d’e´valuation ev(x) : f 7→ f(x), pour x ∈ U\G. On ve´rifie que :
g · ev(x) = ev(xg−1),
pour tout g ∈ G, de sorte que l’homomorphisme Fp-line´aire 1x 7→ ev(x), associant a` la fonction
caracte´ristique 1x de la classe x ∈ U\G sa fonction d’e´valuation, est un isomorphisme de repre´-
sentations de G.
On ve´rifie au moyen des lemmes 1.3 et 1.7 qu’une repre´sentation de R appartient a` E si et
seulement s’il existe un entier b > 1 tel que sa repre´sentation contragre´diente soit isomorphe a`
une sous-repre´sentation de Cb.
De´finition 1.8. — On note B la plus grande sous-cate´gorie pleine de E qui soit stable par le
foncteur V 7→ V∨.
D’apre`s ce qui pre´ce`de, B est la sous-cate´gorie pleine de R constitue´e des repre´sentations qui
sont a` la fois quotients et sous-repre´sentations de Cb pour un entier b > 1 assez grand, ou encore,
si l’on pre´fe`re, des repre´sentations images d’un e´le´ment de EndG(C
b) pour un entier b > 1.
Si V est dans E , on de´signe par V‡ le plus grand quotient de V appartenant a` B, qui s’identifie
a` V∨†∨. Le foncteur V 7→ V‡ est adjoint a` gauche au foncteur d’inclusion de B dans E .
1.2. L’alge`bre de Hecke
On note :
H = EndG(C)
la Fp-alge`bre des G-endomorphismes de C. Par re´ciprocite´ de Frobenius, elle s’identifie canoni-
quement a` l’espace CU des fonctions de G dans Fp invariantes par U par translations a` droite
et a` gauche, muni du produit de convolution d’unite´ 1U.
Soient T le tore de´ploye´ de G compose´ des matrices diagonales et B le sous-groupe de Borel
standard compose´ des matrices triangulaires supe´rieures de G. On note Φ = Φ+∪Φ− l’ensemble
des racines (de´compose´ en racines positives et ne´gatives) et Π l’ensemble des racines simples. On
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note W0 le sous-groupe de G constitue´ des matrices de permutation. C’est un groupe de Coxeter
de syste`me ge´ne´rateur S0 = {s1, . . . , sn−1}, ou` si de´signe, pour tout entier i ∈ {1, . . . , n− 1}, la
transposition entre i et i+ 1. On note :
ℓ0 : W0 → Z>0
l’application longueur qui lui correspond. Le groupe W0 agit naturellement sur l’ensemble des
racines Φ, et l’on de´signera par w · α la racine conjugue´e de α ∈ Φ par w ∈W0. L’entier ℓ0(w)
est le nombre de racines positives rendues ne´gatives par l’action de w, c’est-a`-dire le cardinal de
(w · Φ+) ∩ Φ−. On note :
W = W0 ⋊ T
le produit semi-direct de W0 par T (ou` W0 agit sur T par conjugaison). On de´finit une action
de W sur Φ, ainsi qu’une application longueur ℓ sur W, par inflation a` partir de celles sur W0.
Les e´le´ments de longueur nulle de W sont donc exactement les e´le´ments de T. Le groupe W
constitue un syste`me de repre´sentants des doubles classes de G modulo U. En particulier, les
fonctions caracte´ristiques :
(1.1) τw = 1UwU, w ∈W,
forment une base de H comme Fp-espace vectoriel, et on a :
(1.2) UwUw′U = Uww′U ⇔ τwτw′ = τww′ ⇔ ℓ(w) + ℓ(w
′) = ℓ(ww′)
pour tous w,w′ ∈W. L’ensemble {τ s, τ t | s ∈ S0, t ∈ T} constitue donc un syste`me ge´ne´rateur
de la Fp-alge`bre H.
On note M (H), ou plus simplement M , la cate´gorie des modules a` droite de type fini sur H.
Si m1,m2 sont deux modules dans M , on note HomH(m1,m2) l’espace des homomorphismes de
H-modules a` droite de m1 dans m2. On a un foncteur :
(1.3) V 7→ HomG(C,V)
de R dans M , admettant un adjoint a` gauche de´fini par :
(1.4) m 7→ m⊗H C,
ou` C est conside´re´ a` la fois comme un H-module a` gauche (de type fini) et une repre´sentation
de G. L’espace HomG(C,V) s’identifie a` l’espace V
U des vecteurs U-invariants de V et, si ϕ
est un homomorphisme entre deux repre´sentations V1,V2 de R, il lui correspond l’application
H-line´aire de (V1)
U dans (V2)
U induite par restriction.
Dore´navant, on se cantonne a` l’e´tude de la cate´gorie E , et on note F la restriction de (1.3) a`
E , c’est-a`-dire le compose´ de (1.3) avec le foncteur d’inclusion de E dans R.
Lemme 1.9. — Le foncteur F : E → M est fide`le.
De´monstration. — Soient V1,V2 dans E et ϕ un homomorphisme de V1 dans V2 tel que F(ϕ) =
0, c’est-a`-dire tel que ϕ soit trivial sur (V1)
U. Il l’est donc e´galement sur la sous-repre´sentation
de V1 engendre´e par (V1)
U, qui est e´gale a` V1 par hypothe`se. En conclusion, on a ϕ = 0, ce
dont on de´duit que F est fide`le.
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Remarque 1.10. — Soit V une repre´sentation de G. Par adjonction, il correspond a` l’identite´
de HomH(V
U,VU) un homomorphisme VU ⊗HC→ V de repre´sentations de G, dont l’image est
e´gale a` la repre´sentation V† de´finie au paragraphe 1.1.
On note T l’adjoint a` gauche de F, de M dans E , de´fini par (1.4).
Concentrons-nous momentane´ment sur la cate´gorie B. On note FB la restriction de F a` B,
c’est-a`-dire le compose´ de F et du foncteur d’inclusion de B dans E . Il admet un adjoint a`
gauche TB, qui est le compose´ de T et du foncteur V 7→ V
‡, et qui n’est pas toujours e´gal a` T.
Remarque 1.11. — Puisque la dualite´ V 7→ V∨ pre´serve l’irre´ductibilite´ et que toute repre´-
sentation irre´ductible de G est engendre´e par ses vecteurs U-invariants (voir le lemme 1.2), toute
repre´sentation irre´ductible de G est dans B.
Le the´ore`me suivant est duˆ a` Cabanes et Enguehard (voir [11, Theorem 1.25]).
The´ore`me 1.12 (Cabanes-Enguehard). — Le foncteur FB est une e´quivalence de cate´gories
entre B et M .
D’apre`s [11, Proposition 6.11], H est une alge`bre de Frobenius. Elle est donc auto-injective
et on a la proprie´te´ suivante (voir [11, Lemma 1.26]).
Fait 1.13. — Pour tout H-module a` droite de type fini m, il existe un homomorphisme injectif
de m dans Hd, pour un entier d > 1 convenable.
E´tant donne´ un H-module a` droite de type fini m, on choisit un entier d > 1 et un homomor-
phisme injectif ι de m dans Hd. Ceci permet d’identifier m a` un sous-espace de HomG(C,C
d),
et de former l’image de l’application naturelle :
m⊗H C→ H
d ⊗H C ≃ C
d,
qu’on note V = V(m, ι). On a le re´sultat suivant (voir [11, Lemma 1.27]).
Fait 1.14. — La repre´sentation V est dans B, sa classe d’isomorphisme ne de´pend pas de ι et
le H-module a` droite FB(V) est isomorphe a` m.
Voici une autre conse´quence de l’auto-injectivite´ de H qui sera utile au paragraphe 5.3.
Lemme 1.15. — Soient n et m des H-modules a` gauche. On suppose que n est un sous-module
de m et un H-module projectif de type fini. Alors n est un facteur direct de m.
De´monstration. — D’apre`s [3, Proposition 1.6.2 (ii)], le H-module n est injectif.
Signalons que, si G′ est un sous-groupe de G, alors CG
′
est un sous-H-module a` gauche de C.
Corollaire 1.16. — Soit U′ un sous-groupe de U. Alors le H-module a` gauche CU ≃ H est un
facteur direct de CU
′
. En particulier, c’est un facteur direct de C.
Enfin, puisque H est noethe´rien en tant que H-module a` droite, on a le lemme suivant (voir
par exemple [23, Theorem 4.38]).
Lemme 1.17. — Tout H-module plat de type fini est projectif.
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1.3. Crite`res de platitude
Le foncteur F est fide`le et essentiellement surjectif (voir le lemme 1.9, la seconde assertion
de´coulant par exemple du the´ore`me 1.12). Nous e´tablissons des conditions pour que, de surcroˆıt,
il soit plein.
Proposition 1.18. — Les assertions suivantes sont e´quivalentes :
(1) le foncteur F : E → M est plein ;
(2) le foncteur T : M → E est exact ;
(3) les cate´gories E et B co¨ıncident ;
(4) le H-module a` gauche C est plat ;
(5) le H-module a` gauche C est projectif.
De´monstration. — (3⇒ 1, 2) On suppose que les cate´gories E et B co¨ıncident. Alors le foncteur
F = FB est une e´quivalence de cate´gories, de sorte que son adjoint T est exact et F est plein.
(1⇒ 3) On suppose que F est plein. Si V est dans E , alors il existe un homomorphisme injectif
de H-modules de F(V) dans Hd pour un entier d > 1 (voir le fait 1.13). Cet homomorphisme
est de la forme F(ϕ) pour ϕ ∈ HomG(V,C
d), et il reste a` voir que ϕ est injectif. Par hypothe`se,
la restriction F(ϕ) de ϕ a` VU est injective, de sorte que KerR(ϕ)
U est trivial. On en de´duit que
KerR(ϕ) est trivial (voir le lemme 1.2), c’est-a`-dire que ϕ est injective, donc que V est dans B.
(2⇒ 3) On suppose que T est exact. D’apre`s le fait 1.13, pour tout H-module a` droite de type
fini m, on a un homomorphisme injectif de m dans Hd pour un entier d > 1. En appliquant T, on
obtient un homomorphisme injectif de repre´sentations de G de T(m) dans Cd, ce qui prouve que
T est a` valeurs dans B. Il s’agit donc de l’adjoint de FB, qui est une e´quivalence de cate´gories
d’apre`s le the´ore`me 1.12. E´tant donne´ V dans E , on a une suite exacte dans R :
(1.5) 0→ Q→ T F(V) = VU ⊗H C→ V→ 0,
ou` Q de´signe le noyau de la projection canonique de T F(V) sur V. Puisque T est a` valeurs dans
B, le foncteur F T est isomorphe au foncteur identite´ de M , de sorte que, en appliquant F a`
(1.5), on obtient la suite exacte de H-modules :
0→ F(Q)→ F(V)→ F(V),
ou` l’homomorphisme de droite est l’identite´. On en de´duit que F(Q), donc Q, est trivial. Ainsi
T F(V) est canoniquement isomorphe a` V, donc V est dans B.
(2 ⇔ 4) Si C est plat comme H-module, alors le foncteur de M dans R de´fini par (1.4) est
exact, donc T est exact. Inversement, si n est un H-module a` droite et m un sous-module de n,
on a un homomorphisme :
(1.6) m⊗H C→ n⊗H C
dans R. Si T est exact, alors le noyau de (1.6) dans E est trivial, ce qui e´quivaut a` dire que son
noyau dans R est trivial (voir le lemme 1.5). Le foncteur (1.4) est donc exact, c’est-a`-dire que
C est plat comme H-module a` gauche.
(4 ⇔ 5) C’est une conse´quence du lemme 1.17, selon lequel tout H-module (a` gauche ou a`
droite) est plat si et seulement s’il est projectif.
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Remarque 1.19. — On peut ajouter a` la proposition 1.18 les assertions e´quivalentes suivantes :
(6) la repre´sentation C est quasi-projective de type fini [35] ;
(7) la sous-cate´gorie E est stable par sous-objets dans R.
Rappelons que C est quasi-projective comme repre´sentation de G si, pour tout homomorphisme
surjectif ϕ ∈ HomG(C,V), l’homomorphisme F(ϕ) ∈ HomH(H,V
U) qui s’en de´duit est surjectif.
D’apre`s le lemme 1.2, la repre´sentation C est sans C-torsion dans la terminologie de [35], c’est-
a`-dire que, pour toute sous-repre´sentation non nulle V de C, le H-module F(V) est non nul. On
de´duit du the´ore`me 9 de l’appendice de [35] que les conditions (1) et (6) sont e´quivalentes.
D’autre part, si les cate´gories E et B co¨ıncident, alors E est stable par sous-objets dans R
puisque c’est le cas de B. Inversement, si E est stable par sous-objets dans R, la conjonction
de la proposition 2 et du the´ore`me 4 de l’appendice de [35] implique la condition (1).
De`s que le H-module C n’est pas plat, il y a donc des repre´sentations dans E qui ne sont pas
dans B. On en donne un exemple a` la proposition 2.3.
1.4. De´composition de C et de H
Rappelons que B de´signe le sous-groupe des matrices triangulaires supe´rieures de G et notons
Tˆ le groupe des Fp-caracte`res du tore T. Par transitivite´ de l’induction, la repre´sentation C de
G se de´compose sous la forme :
(1.7) C =
⊕
χ∈Tˆ
Cχ,
ou` Cχ de´signe la repre´sentation de G induite a` partir du caracte`re de B obtenu en composant χ
avec la surjection canonique de B sur T. (Il s’agit de la repre´sentation de G par translations a`
droite sur l’espace des fonctions f de G dans R qui ve´rifient f(tug) = χ(t)f(g) pour tous t ∈ T,
u ∈ U, g ∈ G.) On note εχ la projection de C sur Cχ de´finie par (1.7). La famille des εχ, pour
χ ∈ Tˆ, est une famille d’idempotents orthogonaux de H qui de´composent l’unite´ 1U ∈ H.
Le re´sultat suivant est duˆ a` Carter-Lusztig [13].
Proposition 1.20 ([13]). — Soit V une repre´sentation irre´ductible de G.
(1) Il existe un unique caracte`re χ de T tel que V soit isomorphe a` un quotient de Cχ.
(2) L’espace des vecteurs U-invariants de V est de dimension 1 et la repre´sentation de T sur
VU est e´gale a` χ.
Pour w ∈ W0 et χ ∈ Tˆ, on note χ
w le caracte`re de T de´fini par t 7→ χ(wtw−1). Ceci de´finit
une action de W0 sur Tˆ. On note Γ l’ensemble des orbites de Tˆ sous l’action de W0. Si γ est
une telle orbite, on note εγ la somme des εχ pour χ ∈ γ.
Remarque 1.21. — (1) On ve´rifie que εχ se de´compose dans la base (1.1) sous la forme :
(1.8) εχ = (−1)
n
∑
t∈T
χ(t)τ t
et qu’on a l’e´galite´ εχτ t = χ(t)
−1εχ pour tout t ∈ T.
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(2) Pour tous χ ∈ Tˆ et s ∈ S0, on a τ sεχs = εχτ s et, d’apre`s [13, Theorem 4.4], on a :
(1.9) τ 2sεχ =
{
−τ sεχ si χ
s = χ,
0 sinon.
(3) L’ensemble {τ s, εχ | s ∈ S0, χ ∈ Tˆ} est un syste`me ge´ne´rateur de l’alge`bre H.
Par un argument classique, e´tant donne´s χ, χ′ ∈ Tˆ, l’espace HomG(Cχ,Cχ′) est non nul si et
seulement si χ et χ′ appartiennent a` la meˆme orbite sous W0. On en de´duit que les εγ , γ ∈ Γ,
forment une famille d’idempotents centraux orthogonaux de H qui de´composent l’unite´ 1U ∈ H.
On pose Hγ = Hεγ , et on note Cγ la somme directe des Cχ pour χ ∈ γ, qui est un Hγ-module.
L’alge`bre de Hecke H se de´compose en la somme directe de Fp-alge`bres :
H =
⊕
γ∈Γ
Hγ .
Proposition 1.22. — Le H-module C est plat si et seulement si le Hγ-module Cγ est plat pour
toute orbite γ ∈ Γ.
1.5. Repre´sentations ayant des vecteurs invariants par le sous-groupe de Borel
On note 1 le caracte`re trivial de T. Son orbite sous W0 est re´duite a` un singleton. Si χ = 1,
on note C′ et H′ plutoˆt que C1 et H1 pour e´viter d’e´ventuelles confusions avec certaines notations
des sections 5, 6 et 7. L’alge`bre H′ est isomorphe a` l’alge`bre de Hecke de G relative au sous-
groupe de Borel B, c’est-a`-dire a` l’espace des fonctions de G dans Fp invariantes par B par
translations a` droite et a` gauche, muni du produit de convolution d’unite´ e´gale a` 1B.
On note M ′ la sous-cate´gorie pleine de M forme´e des H-modules a` droite de type fini m tels
que m · ε1 = m. Elle s’identifie naturellement a` la cate´gorie M (H
′) des H′-modules a` droite de
type fini. D’apre`s la formule (1.8), si V est une repre´sentation de G, alors VU est dans M ′ si et
seulement si VU = VB.
Proposition 1.23. — Soit V dans B. Les conditions suivantes sont e´quivalentes :
(1) on a VU = VB ;
(2) il existe b > 1 tel que V soit isomorphe a` l’image d’un endomorphisme de C′b.
De´monstration. — Si V satisfait a` la condition (2), elle est isomorphe a` une sous-repre´sentation
de C′b pour un entier b > 1. La proprie´te´ VU = VB suit alors de ce que C′U = C′B.
Si V satisfait a` la condition (1), alors le module m = VU est dans M ′. D’apre`s le fait 1.14, si
ι est un homomorphisme injectif de H-modules de m dans Hd pour un entier d > 1 convenable,
l’image de l’application naturelle de m⊗HC dans C
d est isomorphe a` V. Puisqu’on a m ·ε1 = m,
la repre´sentation m ⊗H C s’identifie a` m ⊗H′ C
′, et son image dans Cd est incluse dans C′d, ce
qui prouve que V satisfait a` la condition (2).
On note E ′ la sous-cate´gorie pleine de R forme´e des repre´sentations engendre´es par leurs
vecteurs B-invariants et B′ la sous-cate´gorie pleine de B forme´e des repre´sentations V telles que
VU = VB.
Proposition 1.24. — On suppose que C′ est un H′-module plat. Alors :
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(1) les cate´gories B′ et E ′ co¨ıncident ;
(2) le foncteur F induit une e´quivalence entre E ′ et M ′.
De´monstration. — D’apre`s le the´ore`me 1.12 et la proposition 1.23, le foncteur FB induit une
e´quivalence de cate´gories entre B′ et M ′, et la seconde assertion de´coule de la premie`re.
Soit V une repre´sentation engendre´e par l’espace m de ses vecteurs B-invariants. Soit ι un
homomorphisme injectif de H-modules de m dans Hd pour d > 1 (voir le fait 1.13). Rappelons
(fait 1.14) que V est isomorphe a` l’image de l’application naturelle de m⊗HC dans C
d. Puisque
m est dans M ′, celle-ci s’identifie a` l’image de l’application de m ⊗H′ C
′ dans C′d. Puisque C′
est plat sur H′, cette dernie`re application est injective, c’est-a`-dire que la repre´sentation V est
isomorphe a` m⊗H′ C
′, ainsi qu’a` une sous-repre´sentation de C′d. Elle est donc dans B′.
2. Le cas de GL2(k)
Dans toute cette section, on suppose que n = 2, et l’on reprend les notations des paragraphes
1.4 et 1.5. Pour tout χ ∈ Tˆ, les facteurs irre´ductibles de Cχ sont tous de multiplicite´ 1. Ils sont
de´crits par Diamond dans [14, Proposition 1.1] (voir aussi Jeyakumar [21]). On note s l’e´le´ment
non trivial de W0 et q le cardinal de k. Une orbite {χ, χ
s} ∈ Γ est dite re´gulie`re si χ 6= χs.
E´tant donne´e une orbite γ, la structure de la Fp-alge`bre Hγ est de´termine´e par exemple dans
[13, §4]. Si γ est re´gulie`re, Hγ est engendre´e par Sγ := τ sεγ et X := εχ, avec les relations
(Sγ)
2 = 0 et SγX+XSγ = Sγ . Sinon, la torsion par χ permet de se ramener au cas ou` γ = {1},
et H′ est engendre´e par S := τ sε1 avec la relation S
2 = −S.
Proposition 2.1. — Le H′-module a` gauche C′ est plat.
De´monstration. — En tant que H′-module a` gauche, H′ est la somme directe des modules pro-
jectifs inde´composables H′S = H′τ s et H
′(S + ε1). Une base de C
′ comme Fp-espace vectoriel
est {ea, a ∈ k ∪ {∞}}, ou` e∞ est la fonction caracte´ristique de B et ea, pour a ∈ k, celle de :
Bs
(
1 a
0 1
)
.
L’image de ea par τ s est la somme des eb pour les b ∈ k ∪ {∞} tels que b 6= a (voir par exemple
[26, 2.2.1]). On en de´duit que l’application de H′ ⊕ (H′S)q−1 dans C′ de´finie par :
(h, (ha)a∈k×) 7→ he∞ +
∑
a∈k×
haea
est un isomorphisme de H′-modules a` gauche. On a prouve´ que C′ est un H′-module projectif,
donc plat.
Proposition 2.2. — Le H-module a` gauche C est plat si et seulement si q = p.
De´monstration. — D’apre`s la proposition 1.22, l’e´tude de la platitude du H-module a` gauche C
se rame`ne a` celle des Hγ-modules a` gauche Cγ . Si l’orbite γ = {χ, χ
s} n’est pas re´gulie`re, on
se rame`ne en tordant par χ au cas ou` γ = {1}, et la proposition 2.1 implique que Cγ est plat.
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On suppose maintenant que γ est re´gulie`re. En tant que Hγ-module a` droite, Hγ est la somme
directe des modules εχHγ et εχsHγ et on a la suite exacte de Hγ-modules a` droite :
(2.1) 0→ τ sεχsHγ → εχHγ → τ sεχHγ → 0.
D’apre`s [13, The´ore`me 7.1], les repre´sentations τ sCχ et τ sCχs sont irre´ductibles. Le calcul de
leurs dimensions se trouve par exemple dans [29], dont le lemme 4.9 assure de plus que la somme
de ces dimensions est e´gale a` celle de Cχ si et seulement si q = p. Par conse´quent, la suite :
(2.2) 0→ τ sCχs → Cχ → τ sCχ → 0
de repre´sentations de G est exacte si et seulement si q = p. Si q est diffe´rent de p, cela signifie
que l’exactitude de (2.1) n’est pas pre´serve´e par le produit tensoriel par le Hγ-module a` gauche
Cγ , qui n’est donc pas plat.
Supposons maintenant que q soit e´gal a` p. Pour montrer que Cγ est plat, il suffit de montrer
que, pour tout ide´al a` droite A ⊆ Hγ , l’homomorphisme naturel de A⊗Hγ Cγ dans Cγ est injectif
(voir [5], chapitre 1, §2, n◦3, proposition 1). D’apre`s (2.1), il suffit de le montrer pour les ide´aux
εχHγ et τ sεχHγ et leurs analogues obtenus en substituant χ
s a` χ. Puisque εχ et εχs sont des
idempotents orthogonaux, la seule ve´rification non triviale concerne τ sεχHγ et elle est assure´e
par l’exactitude de (2.2). Ceci met fin a` la preuve de la proposition 2.2.
Dans le cas ou` q 6= p, on construit une repre´sentation qui est dans E sans eˆtre dans B (voir
la proposition 1.18).
Proposition 2.3. — Soit χ un caracte`re de T d’orbite re´gulie`re, et soit K le noyau dans R de
τ s : Cχs → Cχ. On suppose que q 6= p. Alors K
∨ est dans E sans eˆtre dans B.
De´monstration. — On a une suite exacte dans R :
(2.3) 0→ K→ Cχs → τ sCχs → 0
et puisque q 6= p, le noyau K contient strictement τ sCχ d’apre`s la preuve de la proposition 2.2.
En passant aux U-invariants, on a les inclusions :
(τ sCχ)
U ⊆ KU ⊆ CUχs .
Puisque τ sCχ est irre´ductible, le terme de gauche est de dimension 1 (voir la proposition 1.20), et
l’on ve´rifie que celui de droite est de dimension 2. Si l’on avait KU = CUχs , la sous-repre´sentation
de K engendre´e par KU serait e´gale a` Cχs . On aurait K = Cχs , ce qui contredirait le fait que la
restriction de τ s a` Cχs n’est pas nulle. Aussi K et τ sCχ ont-elles le meˆme espace de vecteurs
U-invariants sans eˆtre e´gales, c’est-a`-dire que K est une sous-repre´sentation de C mais n’est pas
engendre´e par ses vecteurs U-invariants. Sa contragre´diente est donc dans E sans eˆtre dans
B.
3. Les foncteurs paraboliques
Dans toute cette section, G est le groupe GLn(k) et M est un sous-groupe de Levi de G, que
l’on supposera standard a` partir du paragraphe 3.2. Tous les re´sultats de la section 1, e´nonce´s
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pour G, s’e´tendent naturellement a` M. On note R(M) la cate´gorie des repre´sentations (de
dimension finie) de M.
3.1. De´finition des foncteurs paraboliques
Soit P un sous-groupe parabolique de G muni d’une de´composition de Levi P = MN. On note
IP le foncteur d’induction parabolique de R(M) dans R(G) de´fini pour toute repre´sentation V
de M par :
IP(V) = {f : G→ V | f(mng) = m · f(g), m ∈ M, n ∈ N, g ∈ G}
que l’on munit de l’action de G par translations a` droite, et RP le foncteur de restriction para-
bolique de R(G) dans R(M) de´fini pour toute repre´sentation V de G par :
RP(V) = V
N = {v ∈ V | n · v = v, n ∈ N}
que l’on munit de l’action de M par restriction. On de´signe par JP le foncteur de Jacquet de
R(G) dans R(M) de´fini pour toute repre´sentation V de G par :
JP(V) = VN = V/V(N)
(ou` V(N) de´signe le sous-espace de V engendre´ par les vecteurs de la forme n·v−v, pour v ∈ V et
n ∈ N), que l’on munit de l’action naturelle de M. Pour g ∈ G et v ∈ V, on note [g, v] l’e´le´ment
de IP(V) de support Pg
−1 et prenant en g−1 la valeur v. Remarquons qu’on a [g, v] = g · [1, v].
Les deux re´sultats suivants sont classiques.
Proposition 3.1. — Le foncteur IP est adjoint a` gauche de RP, et le foncteur JP est adjoint
a` gauche de IP.
On rappelle que V∨ de´signe la repre´sentation contragre´diente de V.
Proposition 3.2. — Pour toute repre´sentation V de M, les repre´sentations IP(V
∨) et IP(V)
∨
sont isomorphes.
On en de´duit le re´sultat suivant.
Corollaire 3.3. — Pour toute repre´sentation V de G, les repre´sentations RP(V)
∨ et JP(V
∨)
de M sont isomorphes.
De´monstration. — En appliquant la proposition 3.1, on voit que le foncteur :
(3.1) V 7→ (RP(V
∨))∨
est adjoint a` gauche de IP.
Remarque 3.4. — Le foncteur IP est exact de R(M) dans R(G). Il suffit en effet de ve´rifier
que, si f : V1 → V2 est un homomorphisme surjectif de repre´sentations de M, alors, pour tous
les g ∈ G et v2 ∈ V2, la fonction [g, v2] ∈ IP(V2) se rele`ve en [g, v1] ∈ IP(V1), ou` v1 ∈ V1 est un
rele`vement de v2.
MODULES UNIVERSELS DE GL3 SUR UN CORPS p-ADIQUE EN CARACTE´RISTIQUE p 15
3.2. Un syste`me de repre´sentants
On suppose dore´navant que M est un sous-groupe de Levi standard de G, et que P = MN est
le sous-groupe parabolique standard (constitue´ de matrices triangulaires supe´rieures par blocs)
lui correspondant.
On note UM = U∩M le sous-groupe unipotent maximal standard de M, et CM la repre´senta-
tion de M induite a` partir du caracte`re trivial de UM. On note :
(3.2) iM : CM → C
l’unique homomorphisme de repre´sentations de M envoyant 1UM (la fonction caracte´ristique de
UM dans M) sur 1U. Son image est contenue dans l’espace des vecteurs N-invariants de C. On
note HM l’alge`bre des M-endomorphismes de CM, qu’on identifie au sous-espace de ses vecteurs
UM-invariants. On pose WM = W ∩M.
D’apre`s [12, Proposition 2.3.3], pour tout e´le´ment w ∈W, la classe wWM contient un unique
e´le´ment de W0 de longueur minimale, que l’on note d(w). On pose :
(3.3) DM = {d(w) | w ∈W}.
C’est un syste`me de repre´sentants de W/WM. On note ΦM ⊆ Φ l’ensemble des racines associe´es
a` une re´flexion de WM. Alors un e´le´ment d ∈W0 appartient a` DM si et seulement si d · α ∈ Φ
+
pour tout α ∈ ΦM ∩Φ
+, ou encore, si et seulement si d ·α ∈ Φ− pour toute racine α ∈ ΦM∩Φ
−.
L’ensemble DM posse`de la proprie´te´ suivante, de´montre´e dans [28, Proposition 2.2].
Lemme 3.5. — Soient s ∈ S0 et d ∈ DM.
– Si ℓ(sd) = ℓ(d) − 1, alors sd ∈ DM.
– Si ℓ(sd) = ℓ(d) + 1, alors ou bien sd ∈ DM ou bien sd ∈ dWM.
La proprie´te´ suivante vient de [12, Proposition 2.3.3].
Lemme 3.6. — Pour tous d ∈ DM et w ∈WM, on a UdUwU = UdwU.
Autrement dit, on a τ dτw = τ dw pour tous d ∈ DM et w ∈ WM. On en de´duit le re´sultat
suivant.
Proposition 3.7. — L’alge`bre H est un HM-module a` droite (respectivement a` gauche) libre de
base {τ d}d∈DM (respectivement {τ d−1}d∈DM).
On note U− le sous-groupe des matrices unipotentes triangulaires infe´rieures de G.
Lemme 3.8. — Pour tout d ∈ DM, on a :
(1) dUMd
−1 ⊆ U et d(U− ∩M)d−1 ⊆ U− ;
(2) d−1Ud ∩ P ⊆ U ;
(3) d−1UdN ∩M = UM.
De´monstration. — La proprie´te´ (1) est une conse´quence de la caracte´risation de DM en termes
de racines. Ensuite, d’apre`s [12, 2.5.12], tout e´le´ment u ∈ U s’e´crit de fac¸on unique sous la forme
u = xy, avec x ∈ U∩dUd−1 et y ∈ U∩dU−d−1. Si d−1ud appartient a` P, alors d−1yd ∈ U−∩P,
donc y ∈ U−. On en de´duit que y = 1 et que d−1ud = d−1xd ∈ U, ce qui prouve (2).
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Soient n ∈ N et u ∈ U tels qu’on ait d−1udn ∈ M. D’apre`s (2), l’e´le´ment d−1ud appartient a`
l’intersection d−1Ud ∩ P qui est incluse dans U. On en de´duit que d−1udn ∈ U ∩M = UM, ce
qui prouve que d−1UdN ∩M ⊆ UM. L’inclusion re´ciproque est une conse´quence de (1).
Notons que DM est aussi un syste`me de repre´sentants des doubles classes de U\G/P.
Lemme 3.9. — L’application jM : HM → H de´finie par :
jM(1UMmUM) = 1UmU, m ∈ M,
est un homomorphisme injectif de R-alge`bres, e´gal a` la restriction de iM a` HM.
De´monstration. — Pour w ∈WM, la fonction caracte´ristique de la double classe :
UMwUM =
∐
x∈(UM∩w−1UMw)\UM
UMwx
est envoye´e par iM sur la somme des 1Uwx. Comme UwU = UwNUM, comme N est normalise´ par
w et comme wx ∈ Uw e´quivaut a` wxw−1 ∈ UM, la double classe UwU est la re´union disjointe des
Uwx. Ainsi la restriction de iM a` HM est e´gale a` jM. Enfin, comme on a UwUw
′U = UwUMw
′U
pour tout w,w′ ∈WM, on ve´rifie que jM est un homomorphisme de Fp-alge`bres.
On identifiera dore´navant HM a` son image dans H.
3.3. Calcul de RP(C)
On conside`re l’homomorphisme de repre´sentations de M :
(3.4) ξP : H⊗HM CM → RP(C), h⊗ c 7→ h ∗ iM(c),
ou` ∗ de´signe l’action a` gauche de H sur C. L’objet de ce paragraphe est de prouver la proposition
suivante.
Proposition 3.10. — L’application ξP est un isomorphisme a` la fois de repre´sentations de M
et de H-modules a` gauche.
De´monstration. — Tout e´le´ment de RP(C) est une combinaison line´aire de fonctions de la forme
1UgN, ou` g ∈ G peut eˆtre choisi de la forme g = dm, avec d ∈ DM et m ∈ M. On fixe d ∈ DM,
et on conside`re l’application de M dans U\G/N de´finie par :
m 7→ UdmN = UdNm.
Elle a pour image l’ensemble des doubles classes modulo (U,N) qui sont contenues dans UdP.
D’apre`s le lemme 3.8(1), pour tout u ∈ UM, les e´le´ments m et um ont la meˆme image. Inverse-
ment, si m,m′ ∈ M ont la meˆme image par cette application, alors, comme M normalise N, on
trouve Udmm′−1N = UdN, et donc mm′−1 appartient a` d−1UdN ∩M. D’apre`s le lemme 3.8(3),
on en de´duit que UMm = UMm
′. En d’autres termes, l’application :
1UMm 7→ 1UdmN
est injective et M-e´quivariante de CM dans C, et son image est le sous-espace des fonctions de
C supporte´es dans UdP. On voit maintenant que la re´ciproque de ξP est donne´e par :
(3.5) 1UdmN 7→ τ d ⊗ 1UMm.
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Enfin, on ve´rifie imme´diatement que ξP est un homomorphisme de repre´sentations de M et de
H-modules a` gauche.
Remarque 3.11. — On a vu au passage dans cette preuve (voir (3.5)) que la fonction carac-
te´ristique de UdmN est e´gale a` τ d(1Um).
On en de´duit le re´sultat suivant. Soit B(M) la sous-cate´gorie de R(M) de´termine´e par la
de´finition 1.8.
Proposition 3.12. — Soit V une repre´sentation dans B(M). Alors IP(V) est dans B(G).
De´monstration. — C’est une conse´quence de l’exactitude de IP. Si V est l’image d’un endomor-
phisme u ∈ EndG((CM)
b) pour un entier b > 1 convenable, alors IP(V) est l’image de IP(u), qui
est dans EndG(C
b).
Le re´sultat suivant est un analogue de la proposition 3.12 pour les foncteurs RP et JP.
Proposition 3.13. — Soit V une repre´sentation dans B(G). Alors les repre´sentations RP(V)
†
et JP(V)
‡ sont dans B(M) (voir le paragraphe 1.1 pour les de´finitions de † et ‡).
De´monstration. — D’apre`s le corollaire 3.3, il suffit de le prouver pour RP. Soit un entier b > 1
tel que V se plonge dans Cb. Puisque RP est exact a` gauche, RP(V) se plonge dans (RP(C))
b.
D’apre`s la proposition 3.10, et comme H est libre comme HM-module a` droite, (RP(C))
b est
isomorphe a` une somme directe de copies de CM. Ainsi RP(V)
† est dans B(M).
3.4. Diagrammes commutatifs
Puisque U se de´compose sous la forme UM · N, on a :
(3.6) VU = RP(V)
UM
pour toute repre´sentation V de G, qui est une e´galite´ de HM-modules a` droite.
Par adjonction, on obtient le re´sultat suivant.
Proposition 3.14. — Soit m un HM-module a` droite de type fini. Il existe un unique homo-
morphisme de repre´sentations de G :
(3.7) m⊗HM C→ IP(m⊗HM CM)
envoyant x⊗ 1Ug−1 sur [g, x⊗ 1UM ] pour tous x ∈ m et g ∈ G, et c’est un isomorphisme.
De´monstration. — E´tant donne´ un e´le´ment x de m, on note fx l’unique homomorphisme de C
dans IP(m⊗HM CM) envoyant 1U sur [1, x⊗ 1UM ], qui est bien de´fini puisque cette dernie`re est
invariante par U dans IP(m ⊗HM CM). On ve´rifie que l’application x 7→ fx est HM-line´aire. Par
adjonction, il lui correspond l’homomorphisme (3.7), que l’on note Ψm. A` partir de (3.6), on a :
(3.8) HomHM(m,V
U) = HomHM(m,RP(V)
UM)
pour toute repre´sentation V de G. Par une succession d’ajonctions, le membre de gauche de
(3.8) est Fp-isomorphe a` :
HomH(m ⊗HM H,V
U) ≃ HomG(m ⊗HM C,V)
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et le membre de droite a` :
HomM(m⊗HM CM,RP(V)) ≃ HomG(IP(m ⊗HM CM),V)
pour toute repre´sentation V de G, ce qui prouve que les deux membres de (3.7) sont isomor-
phes en tant que repre´sentations de G. Il suffit donc de prouver que l’homomorphisme Ψm est
surjectif. Or l’induite parabolique IP(m⊗HM CM) est engendre´e comme repre´sentation de G par
les fonctions [1, x⊗ 1UM ], avec x ∈ m, qui sont dans l’image de Ψm par construction.
Remarque 3.15. — En particulier, lorsque m est libre de rang 1, on obtient un isomorphisme
de repre´sentations entre C et IP(CM), qui n’est autre que l’isomorphisme naturel provenant de
la transitivite´ de l’induction.
Proposition 3.16. — Pour toute repre´sentation V de M, on a un isomorphisme de H-modules
a` droite entre IP(V)
U et VUM ⊗HM H.
De´monstration. — On de´signe par D′M l’ensemble des d
−1 avec d ∈ DM (voir (3.3)). Pour
d ∈ D′M et x ∈ V
UM , on de´signe par ψd,x la fonction U-invariante de IP(V) de support PdU et
de valeur x en d. Une base de IP(V)
U est donne´e par l’ensemble des ψd,x pour d ∈ D
′
M et x
parcourant une base de VUM (voir par exemple [34, I.5.6], en utilisant le lemme 3.8 (2)). Soient
x ∈ VUM , w ∈WM et d ∈ D
′
M. Les e´galite´s suivantes sont ve´rifie´es :
(3.9) ψ1,xτ d = ψd,x
(3.10) ψ1,xτw = ψ1,(x τw).
Pour la premie`re e´galite´, on note d’abord que la fonction ψ1,xτd est U-invariante de support
PdU. Pour de´montrer que sa valeur en d est x, il suffit de remarquer que pour u ∈ U, on a
Pdu = Pd si et seulement si Udu = Ud, ce qui est donne´ par le lemme 3.8 (2). La seconde
s’obtient aise´ment graˆce a` la de´composition de la double classe UwU de´crite dans la preuve du
lemme 3.9.
L’e´galite´ (3.10) assure que l’on a un morphisme de HM-modules a` droite V
UM → IP(V)
U bien
de´fini par x 7→ ψ1,x. Il induit un morphisme H-e´quivariant :
(3.11) VUM ⊗HM H −→ IP(V)
U.
L’e´galite´ (3.9) assure que (3.11) est surjective. Par la proposition 3.7, les espaces en question
ont meˆme dimension. Donc (3.11) est bijective.
On de´duit de la proposition 3.16 le re´sultat suivant.
Proposition 3.17. — Pour tout H-module m de type fini, on a un isomorphisme de repre´sen-
tations de M entre m⊗HM CM et JP(m⊗H C).
De´monstration. — Par une succession d’adjonctions, on a :
HomH(m, IP(V)
U) ≃ HomG(m⊗H C, IP(V)) ≃ HomM(JP(m ⊗H C),V)
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pour toute repre´sentation V de M, et :
HomH(m,HomHM(H,V
UM)) ≃ HomH(m,HomM(H⊗HM CM,V))
≃ HomM(m⊗HM CM,V).
On en de´duit que les repre´sentations JP(m⊗H C) et m⊗HM CM sont isomorphes.
3.5. Un cas particulier
Dans ce paragraphe, on suppose que M = T et N = U. Le HT-module a` gauche CT est libre
de rang 1, et l’on identifie les cate´gories M (HT) et R(T).
Proposition 3.18. — Soit m un H-module a` droite de dimension 1. Alors m⊗HC est irre´duc-
tible si et seulement si elle est dans B(G).
De´monstration. — D’apre`s la proposition 3.17, le module JP(m⊗HC) est de dimension 1. C’est
encore le cas de RP((m ⊗H C)
∨), qui engendre donc dans (m ⊗H C)
∨ une sous-repre´sentation
irre´ductible puisque, pour toute repre´sentation irre´ductible V, le module VU est de dimension 1.
On en de´duit que (m⊗H C)
∨ est irre´ductible si et seulement si elle est dans B(G). Par passage
a` la contragre´diente, il en est de meˆme pour m⊗H C.
Illustrons ceci au travers des exemples classiques du caracte`re trivial et du caracte`re signe
de H. On note w0 l’e´le´ment de W0 de longueur maximale, e´gale a` m = n(n − 1)/2, le nombre
d’e´le´ments de Φ+. Pour chaque e´le´ment s ∈ S0, il existe une e´criture re´duite de w0 commenc¸ant
par s. On choisit une e´criture re´duite w0 = sim . . . si1 . Avec les notations du paragraphe 1.4,
pour tout s ∈ S0, on pose :
τ ∗s = τ s +
∑
χs=χ
εχ.
C’est un e´le´ment de H ve´rifiant τ sτ
∗
s = τ
∗
sτ s = 0. La fonction caracte´ristique de G s’e´crit alors :
1G = (−1)
mτ ∗si1
. . . τ ∗simε1.
C’est un idempotent de H, donc le H-module a` droite 1G · H est un facteur direct de H. C’est
de plus un espace vectoriel de dimension 1 qui porte le caracte`re trivial de H, de´fini par ε1 7→ 1
et τ s 7→ 0 pour tout s ∈ S0. L’application naturelle 1G ⊗H C→ C est injective et 1G ⊗H C est
isomorphe a` la repre´sentation triviale de G.
On conside`re maintenant le H-module a` droite τw0ε1 ·H = τw0 ·H
′, qu’on note st. D’apre`s la
remarque 1.21 (2), on a τw0τ sε1 = −τw0ε1 pour s ∈ S0. On en de´duit que st est de dimension
1 et porte le caracte`re signe de H, de´fini par ε1 7→ 1 et τ s 7→ −1 pour tout s ∈ S0. De plus,
τw0ε1 est, au signe pre`s, un idempotent de H, de sorte que l’application G-e´quivariante :
st⊗H C→ C
est injective et st⊗HC est dans B(G). La remarque faite au de´but de ce paragraphe s’applique
bien au H-module st et la repre´sentation st⊗H C, qui s’identifie a` st⊗H′ C
′, est irre´ductible.
On va montrer qu’elle est isomorphe a` la repre´sentation de Steinberg St de G de´finie comme le
quotient de l’induite IB(1) par la somme de ses sous-repre´sentations IP(1), ou` P de´crit l’ensemble
des sous-groupes paraboliques propres de G contenant B. Rappelons que IP(1) est engendre´e par
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la fonction caracte´ristique de P. Or, pour s ∈ S0, l’e´le´ment τ
∗
sε1 est la fonction caracte´ristique
de B ∪ BsB, de sorte que St est isomorphe au quotient de C′ par la somme des images τ ∗s(C
′)
pour s parcourant S0. Puisque τw0τ
∗
s = 0 pour tout s ∈ S0, on a une surjection G-e´quivariante :
(3.12) St→ st⊗H′ C
′.
Il reste a` voir que cet homomorphisme est injectif.
Lemme 3.19. — Pour tout j ∈ {1, . . . ,m}, l’idempotent central ε1 appartient a` :
(−1)jτ sij ...si1
ε1 + τ
∗
sij
ε1H+ · · ·+ τ
∗
si1
ε1H.
De´monstration. — Pour j = 1, on a en effet ε1(τ
∗
si1
− τ si1
) = ε1 d’apre`s (1.9). Supposons le
lemme vrai au rang j, avec 1 6 j 6 m− 1. On e´crit :
(−1)jτ sij ...si1
ε1 = (−1)
j(τ ∗sij+1
− τ sij+1
)τ sij ...si1
ε1.
Le re´sultat s’ensuit par re´currence.
Le lemme au rang j = m assure que pour f ∈ C′, l’e´galite´ τw0f = 0 implique que f appartient
a` τ ∗simC
′ + · · ·+ τ ∗si1
C′. Autrement dit, l’application (3.12) est injective.
Remarquons que Cabanes et Enguehard de´finissent la repre´sentation de Steinberg comme la
repre´sentation irre´ductible de G correspondant au caracte`re signe de H ([11, Definition 6.13])
et proposent de retrouver la pre´sente de´finition au travers de [11, Chap. 6, Exercices 3 et 4].
3.6. Condition ne´cessaire de platitude pour le H-module C
On donne une condition reliant la platitude de C a` celle de CM.
Proposition 3.20. — Si C est un H-module plat, alors CM est un HM-module plat.
De´monstration. — Soit m un ide´al a` droite de HM. Notons K le noyau de l’application naturelle :
(3.13) m⊗HM CM → CM.
Le foncteur IP est un foncteur exact (a` gauche) de R(M) dans R(G), si bien que le noyau de :
(3.14) IP(m⊗HM CM)→ IP(CM)
est isomorphe a` IP(K). Les isomorphismes fournis par la proposition 3.14 assurent alors que le
noyau de l’application naturelle :
(3.15) m⊗HM C→ C
est lui aussi isomorphe a` IP(K). La proposition 3.7 dit que le HM-module a` gauche H est libre,
de sorte que m⊗HM H est isomorphe a` l’ide´al a` droite de H engendre´ par m. Par conse´quent, si
C est un H-module plat, (3.15) est injective, IP(K) est la repre´sentation nulle, et le noyau K de
(3.13) est trivial. Nous avons prouve´ que si C est un H-module plat, alors l’application (3.13)
est injective pour tout ide´al a` droite m de HM, c’est-a`-dire que CM est un HM-module plat.
On note C(n) et H(n) les quantite´s C et H associe´es a` G = GLn(k) pour n > 1.
Corollaire 3.21. — S’il existe un entier n0 > 1 tel que le H
(n0)-module C(n0) ne soit pas plat,
alors, pour tout n > n0, le H
(n)-module C(n) n’est pas plat.
MODULES UNIVERSELS DE GL3 SUR UN CORPS p-ADIQUE EN CARACTE´RISTIQUE p 21
De´monstration. — Il suffit d’appliquer la proposition 3.20 avec M = GLn0(k) ×GLn−n0(k), et
de remarquer que CM = C
(n0) ⊕C(n−n0) n’est pas plat sur HM = H
(n0) ⊕H(n−n0) puisque C(n0)
n’est pas plat sur H(n0).
On de´duit de ce corollaire et de la proposition 2.2 le re´sultat suivant.
Corollaire 3.22. — On suppose que q 6= p. Alors, pour tout n > 2, le H(n)-module C(n) n’est
pas plat.
Voici deux re´sultats corollaires de la proposition 3.7.
Lemme 3.23. — Tout HM-module a` gauche m est un facteur direct de la restriction de H⊗HMm
a` HM.
De´monstration. — D’apre`s la proposition 3.7, l’espace vectoriel H⊗HM m s’identifie a` la somme
directe des τ dm pour d ∈ DM. On note n la somme directe des τ dm pour d ∈ DM, d 6= 1.
C’est un sous-espace vectoriel de H ⊗HM m. Pour prouver le lemme, il suffit de s’assurer que
ce sous-espace est stable sous l’action de HM. On rappelle que l’alge`bre HM est engendre´e par
{τ s, τ t | s ∈ S0 ∩WM, t ∈ T}.
Puisqu’un e´le´ment t ∈ T est de longueur nulle dans W, les relations (1.2) assurent que, pour
tout d ∈ DM, on a l’e´galite´ :
τ tτ d = τ dτ d−1td,
et l’on remarque que d−1td ∈ T. Ainsi, un sous-espace de la forme τ dm avec d ∈ DM est stable
sous l’action de τ t pour t ∈ T. On en de´duit que n est stable sous l’action de τ t pour tout t ∈ T.
Soit s ∈ S0 ∩WM. Ve´rifions que l’espace n est stable sous l’action de τ s. Soit d ∈ D tel
que d 6= 1. Si ℓ(sd) = ℓ(d) − 1, alors τ d = τ sτ sd et sd ∈ DM d’apre`s le lemme 3.5. D’apre`s la
remarque 1.21, on a :
τ 2s = −τ s
∑
χs=χ
εχ.
Ainsi l’e´le´ment :
a = −
∑
χs=χ
εχ
ve´rifie τ sτ d = τ saτ sd. On en de´duit que τ sτ dm = τ saτ sdm, qui est inclus dans τ sτ sdm = τ dm
d’apre`s l’argument pre´ce´dent. Si ℓ(sd) = ℓ(d) + 1, alors τ sτ d = τ sd. Si l’e´le´ment sd appartient
a` DM, alors τ sτ dm = τ sdm est inclus dans n. Sinon, sd ∈ dWM d’apre`s le lemme 3.5. Il existe
donc w ∈ WM tel que τ sd = τ dτw, de sorte que τ sτ dm = τ dτwm est inclus dans τ dm ⊆ n.
Ainsi, n est bien un HM-module.
Lemme 3.24. — Un HM-module a` gauche de type fini m est plat si et seulement si le H-module
H⊗HM m est plat, et dans ce cas, ils sont tous deux projectifs.
De´monstration. — D’apre`s le lemme 1.17, un module de type fini sur H ou HM est plat si et
seulement s’il est projectif, ce qui prouve la dernie`re assertion. Par ailleurs, un module (sur H
ou HM) est projectif si et seulement s’il est facteur direct d’un module libre. On en de´duit que
si m est un HM-module a` gauche projectif, alors H⊗HM m est un H-module a` gauche projectif.
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Inversement, si le H-module a` gauche H ⊗HM m est projectif, c’est un facteur direct d’un
H-module libre. D’apre`s le lemme 3.23, le HM-module a` gauche m est alors un facteur direct
d’une somme de copies de H, qui est un HM-module a` gauche libre donc projectif.
On de´duit de ce qui pre´ce`de la proposition suivante.
Proposition 3.25. — Le H-module CN est plat si et seulement si le HM-module CM est plat.
Dans ce cas ils sont tous deux projectifs et le H-module CN est un facteur direct de C.
De´monstration. — Rappelons que l’homomorphisme iM de´fini en (3.2) est un homomorphisme
injectif de CM dans C, et que, d’apre`s la proposition 3.10, l’homomorphisme (3.4) est un isomor-
phisme de H-modules entre H⊗HM CM et C
N. Le re´sultat est alors une conse´quence des lemmes
3.24 et 1.15.
4. Le cas de GL3(k)
Dans ce paragraphe, on suppose que n = 3. L’objectif de cette section est de de´montrer les
propositions 4.12 et 4.13 e´nonce´es plus loin.
4.1. Repre´sentations alge´briques de GLn(Fpr)
Dans ce paragraphe, on rappelle quelques re´sultats de [20] et [18].
Soit T(Fp) le sous-groupe des matrices diagonales de GLn(Fp), soit B(Fp) le sous-groupe des
matrices triangulaires supe´rieures de GLn(Fp), soit U(Fp) son radical unipotent et soit U
−(Fp)
le radical unipotent du sous-groupe de Borel oppose´. On note X le groupe des caracte`res alge´-
briques de T(Fp), que l’on identifie a` Z
n, et X+ l’ensemble des n-uplets (a1, . . . , an) ∈ X tels
que a1 > . . . > an. Pour λ ∈ X+, on note W (λ) l’espace de fonctions rationnelles :
{f : GLn(Fp)→ Fp | f(gtu) = λ(t)
−1f(g), g ∈ GLn(Fp), t ∈ T(Fp), u ∈ U
−(Fp)}
qu’on munit de l’action de GLn(Fp) par translations a` gauche. C’est une repre´sentation alge´bri-
que de GLn(Fp). On note L (λ) son socle. Pour tout entier r > 0, on pose :
Xr = {(a1, . . . , an) ∈ X+ | 0 6 ai − ai+1 6 p
r − 1, i ∈ {1, . . . , n}}.
Pour tout r > 1, on note Fpr l’unique sous-corps de Fp de cardinal p
r et, e´tant donne´s λ ∈ Xr
et i ∈ {0, . . . , r − 1}, on note Lr(λ) la restriction de L (λ) a` GLn(Fpr) et Lr(λ)
(i) la compose´e
de Lr(λ) avec l’automorphisme de GLn(Fpr) induit par x 7→ x
pi . On a les re´sultats suivants.
Proposition 4.1 ([20], II.3). — On fixe un entier r > 1.
(1) Pour tout λ ∈ Xr, la repre´sentation Lr(λ) de GLn(Fpr) est irre´ductible.
(2) L’application λ 7→ Lr(λ) induit une bijection entre Xr/(p
r−1)X0 et l’ensemble des classes
d’isomorphisme de repre´sentations irre´ductibles de GLn(Fpr).
(3) L’espace des vecteurs U(Fpr)-invariants de Lr(λ) est de dimension 1, et la repre´sentation
de T(Fpr) sur cet espace est e´gale a` λ.
(4) Si λ = (a1, . . . , an) ∈ Xr, alors λ
∗ = (−an, . . . ,−a1) ∈ Xr et Lr(λ
∗) est isomorphe a` la
repre´sentation contragre´diente de Lr(λ).
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(5) Soit λ ∈ Xr, qu’on e´crit sous la forme :
(4.1) λ = λ0 + λ1p+ · · ·+ λr−1p
r−1, λi ∈ X1, i ∈ {0, . . . , r − 1}.
Alors on a un isomorphisme de repre´sentations de GLn(Fpr) :
(4.2) Lr(λ) ≃ Lr(λ0)⊗Lr(λ1)
(1) ⊗ · · · ⊗Lr(λr−1)
(r−1).
En comparant les propositions 4.1 et 1.20, on obtient le re´sultat suivant.
Corollaire 4.2. — Soit λ ∈ Xr et soit χ un caracte`re de T(Fpr). La repre´sentation Lr(λ) est
un quotient irre´ductible de Cχ si et seulement si la restriction de λ a` T(Fpr) est e´gale a` χ.
Exemple 4.3. — On suppose que n est e´gal a` 2. Soit λ = (a, b) ∈ Xr, et e´crivons a − b sous
la forme e0 + e1p + · · · + er−1p
r−1 avec ei ∈ {0, . . . , p − 1}. Alors Lr(λ) est la repre´sentation
irre´ductible :
Syme0(F2p)⊗ · · · ⊗ Sym
er−1(F2p)
(r−1) ⊗ det b,
qui est de dimension (e0 + 1) . . . (er−1 + 1).
On suppose maintenant que n est e´gal a` 3. On rappelle quelques re´sultats de Herzig [18] sur
la semi-simplification de Cχ pour G = GL3(Fp).
Proposition 4.4 ([18], Proposition 4.9). — Soit (a, b, c) ∈ X1. Si :
(4.3) 0 6 a− b, b− c < p− 1 et p− 1 6 a− c,
alors la repre´sentation W (a, b, c) est de longueur 2. Sinon, W (a, b, c) est irre´ductible.
On commence par e´tudier Cχ lorsque χ = 1. Pour tout λ ∈ X1, on note W1(λ) la restriction
de W (λ) a` GL3(Fp), qui est de longueur 6 2 d’apre`s la proposition 4.4.
Proposition 4.5. — Dans le groupe de Grothendieck des repre´sentations de longueur finie de
GL3(Fp), la semi-simplification de C
′ est e´gale a` :
(4.4) W1(0, 0, 0) + 2W1(p− 1, 0, 0) + 2W1(p− 1, p − 1, 0) +W1(2p − 2, p − 1, 0).
Chacune des repre´sentations W1(λ) apparaissant ci-dessus est irre´ductible, et on a :
dimW1(0, 0, 0) = 1,(4.5)
dimW1(p− 1, 0, 0) = p(p+ 1)/2,(4.6)
dimW1(p− 1, p − 1, 0) = p(p+ 1)/2,(4.7)
dimW1(2p − 2, p − 1, 0) = p
3.(4.8)
De´monstration. — Le the´ore`me [18, 5.1] donne la de´composition de la semi-simplification de C′
en une somme de repre´sentations W1(λ) et la proposition 4.4 montre que ces repre´sentations sont
irre´ductibles. Plus pre´cise´ment, ce the´ore`me de´crit la de´composition de la semi-simplification de
la re´duction modulo p de chacun des facteurs irre´ductibles de l’induite du Zp-caracte`re trivial
de B(Fp) a` GL3(Fp) :
• la re´duction modulo p du Zp-caracte`re trivial de GL3(Fp) est isomorphe a` la repre´sentation
irre´ductible W1(0, 0, 0), qui est de dimension 1 ;
24 RACHEL OLLIVIER & VINCENT SE´CHERRE
• la re´duction modulo p de la Zp-repre´sentation de Steinberg est isomorphe a` la repre´sentation
irre´ductible W1(2p − 2, p− 1, 0), qui est de dimension p
3 ;
• la Zp-repre´sentation irre´ductible de GL3(Fp) apparaissant avec multiplicite´ 2 dans l’induite
a` GL3(Fp) du Zp-caracte`re trivial de B(Fp) est de dimension p
2+ p. Sa re´duction modulo p est
isomorphe a` la somme des deux repre´sentations irre´ductibles W1(p−1, 0, 0) et W1(p−1, p−1, 0).
Il suffit donc de montrer que ces deux-la` ont la meˆme dimension, ce qui de´coule du fait qu’elles
sont duales d’apre`s la proposition 4.1(4).
On en de´duit le re´sultat annonce´.
On e´tudie maintenant Cχ avec χ re´gulier, c’est-a`-dire dont l’orbite sous l’action de W0 est de
cardinal 6.
Proposition 4.6. — Soit χ un caracte`re re´gulier de T(Fp). Alors Cχ est de longueur stricte-
ment supe´rieure a` 6 dans la cate´gorie R(GL3(Fp)).
De´monstration. — On choisit (a, b, c) ∈ X1 tel que :
χ :

x y
z

 7→ xaybzc.
Puisque χ est re´gulier, on a p > 2 et l’on peut supposer que 1 6 a− b, b− c < p− 1. D’apre`s la
formule [18, (5.2)], la semi-simplification de Cχ est :
W1(a, b, c) + W1(p− 1 + b, p − 1 + c, a) +W1(p− 1 + c, a, b)
+W1(2p − 2 + c, p− 1 + b, a) +W1(p − 1 + a, p − 1 + c, b) +W1(p− 1 + b, a, c).
On ve´rifie que l’un des deux triplets (a, b, c) et (p − 1 + a, p − 1 + c, b) satisfait a` la condition
(4.3) de la proposition 4.4, de sorte que l’une ou l’autre des repre´sentations :
W1(a, b, c), W1(p− 1 + a, p − 1 + c, b)
est de longueur 2, ce qui prouve l’assertion.
Remarque 4.7. — On peut montrer de la meˆme fac¸on que, si l’orbite de χ sous l’action de W0
est de cardinal 3, alors Cχ est de longueur > 6. Compte tenu de la proposition 4.5, on en de´duit
que Cχ est de longueur 6 si et seulement χ est invariant par W0.
On en de´duit le re´sultat suivant. Soit r > 1 un entier.
Proposition 4.8. — Soit (a, b, c) ∈ Xr. La repre´sentation irre´ductible Lr(a, b, c) est isomorphe
a` un quotient de C′ si et seulement si (a, b, c) est congru a` l’un des poids :
(4.9) (0, 0, 0), (pr − 1, 0, 0), (pr − 1, pr − 1, 0), (2pr − 2, pr − 1, 0),
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modulo (pr − 1)X0. En outre, on a :
dimLr(0, 0, 0) = 1,(4.10)
dimLr(p
r − 1, 0, 0) = (p(p+ 1)/2)r ,(4.11)
dimLr(p
r − 1, pr − 1, 0) = (p(p+ 1)/2)r ,(4.12)
dimLr(2p
r − 2, pr − 1, 0) = p3r.(4.13)
De´monstration. — La premie`re partie de la proposition est une conse´quence du corollaire 4.2.
Ensuite, puisque pr − 1 = (p − 1)(1 + p + · · · + pr−1), chaque poids λ dans (4.9) se de´compose
sous la forme (4.1) avec des λi ∈ X1 inde´pendants de i et respectivement e´gaux, suivant λ, a` :
(4.14) (0, 0, 0), (p − 1, 0, 0), (p − 1, p− 1, 0), (2p − 2, p − 1, 0).
Compte tenu de la formule (4.2) et de la proposition 4.5, on trouve les formules annonce´es.
4.2. L’alge`bre de Hecke H′
D’apre`s [13, §4], la Fp-alge`bre H
′ est engendre´e par S1 = τ s1ε1 et S2 = τ s2ε1 avec les
relations :
S1S2S1 = S2S1S2, S
2
1 + S1 = S
2
2 + S2 = 0.
Remarquons que S1 et S2 sont les fonctions caracte´ristiques respectives de Bs1B et Bs2B. Dans
la suite, on pose S∗1 = S1 + ε1 et S
∗
2 = S2 + ε1. On pose :
X = −S1S2S1, Y = −S1S
∗
2S1, Z = −S
∗
1S2S
∗
1, Ω = S
∗
1S
∗
2S
∗
1.
On ve´rifie que ce sont des idempotents deux a` deux orthogonaux de H′ qui de´composent l’unite´.
Notons que X et Ω sont centraux et qu’on a les relations :
YS2 = S
∗
2Z, S2Y = ZS
∗
2,
qui permettent en particulier de s’assurer que la somme Y+Z est un idempotent central. Ainsi,
les ide´aux a` droite XH′,YH′,ZH′ et ΩH′ sont des H′-modules projectifs inde´composables.
On sait (voir [11, Theorem 1.25]) que l’application m 7→ soc(m) qui a` un H′-module a` droite as-
socie son socle (c’est-a`-dire son plus grand sous-module semi-simple) induit une bijection entre les
classes d’isomorphisme de H′-modules projectifs inde´composables et les classes d’isomorphisme
de H′-modules simples. On va expliciter cette bijection.
De´finition 4.9. — Pour α1, α2 ∈ {0,−1} ⊆ Fp, on de´signe par χα1,α2 le caracte`re de H
′ de´fini
par χα1,α2(S1) = α1 et χα1,α2(S2) = α2.
L’application (α1, α2) 7→ χα1,α2 de´finit une bijection de {0,−1} × {0,−1} sur l’ensemble des
classes d’isomorphisme de H′-modules simples.
Proposition 4.10. — On a :
soc(XH′) = χ−1,−1, soc(YH
′) = χ0,−1, soc(ZH
′) = χ−1,0, soc(ΩH
′) = χ0,0.
26 RACHEL OLLIVIER & VINCENT SE´CHERRE
De´monstration. — On ve´rifie d’abord que les ide´aux bilate`res XH′ et ΩH′ sont de dimension 1
et correspondent respectivement aux caracte`res χ−1,−1 et χ0,0. Ensuite, en utilisant la relation
S1S
∗
2 = −YS
∗
2, on ve´rifie que YH
′ = S1S
∗
2H
′ est un Fp-espace vectoriel de dimension 2 de base
{YS2,S1S
∗
2}. On a la suite exacte non scinde´e de H
′-modules :
(4.15) 0→ YS2H
′ = S∗2ZH
′ → YH′
S2−→ S2YH
′ → 0,
c’est-a`-dire que le H′-module a` droite YH′ est l’enveloppe projective de χ0,−1, et c’est une ex-
tension non scinde´e de χ−1,0 par χ0,−1. Le H
′-module a` droite YH′ est l’enveloppe projective de
χ0,−1. De meˆme, on a la suite exacte de H
′-modules :
(4.16) 0→ ZS∗2H
′ = S2YH
′ → ZH′
S∗2−→ S∗2ZH
′ → 0.
C’est une extension non scinde´e de χ0,−1 par χ−1,0. Le H
′-module ZH′ a` droite est l’enveloppe
projective de χ−1,0.
Ainsi les ide´aux a` droite de H′ sont, a` isomorphisme pre`s, les H′-modules projectifs inde´com-
posables XH′, YH′, ZH′ et ΩH′, auxquels s’ajoutent les ide´aux non projectifs S2YH
′ et YS2H
′.
Remarque 4.11. — Notons que S2YC
′ = S∗1S2S1C
′ et YS2C
′ = S∗2S1S2C
′ de sorte que la
classification de Carter et Lusztig ([13, Theorem 7.4]) assure que les repre´sentations irre´ductibles
de G posse´dant un vecteur B-invariant sont, a` isomorphisme pre`s :
XC′,S2YC
′,YS2C
′,ΩC′
et leurs espaces U-invariants (donc B-invariants) respectifs portent les caracte`res χ−1,−1, χ−1,0,
χ0,−1, χ0,0 de H
′.
4.3. Platitude de C′
On a le re´sultat suivant.
Proposition 4.12. — Le H′-module C′ est plat si et seulement si q = p.
De´monstration. — On note q le cardinal de k. Rappelons que C′ est de dimension :
(G : B) = (1 + q)(1 + q + q2).
En tant que H′-module, c’est la somme directe de XC′, (Y+Z)C′ et ΩC′. D’apre`s le paragraphe
3.5, XC′ est la repre´sentation de Steinberg. Elle est irre´ductible et de dimension q3. On de´duit
du paragraphe pre´ce´dent que le H′-module XC′ est isomorphe a` une somme directe de q3 copies
de H′X. C’est un H′-module projectif.
L’e´le´ment Ω s’identifie dans C′ a` la fonction caracte´ristique de G. On en de´duit que ΩC′ est
un espace vectoriel de dimension 1 sur lequel G agit trivialement (voir le paragraphe 3.5). En
tant que H′-module, ΩC′ est isomorphe a` H′Ω et c’est un H′-module projectif.
La sous-repre´sentation S∗1C
′ ⊆ C′ est engendre´e par la fonction caracte´ristique du sous-groupe
parabolique P1 = B∪Bs1B de G. Elle est donc isomorphe a` l’induite IP1(1) qui est de dimension
(G : P1) = 1 + q + q
2. Or S∗1C
′ est la somme directe de ZC′ et ΩC′, donc ZC′ est de dimension
q + q2. Ainsi, la dimension de YC′ est aussi q + q2.
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Le noyau de la restriction de S2 a` YC
′ contient YS2C
′ = S∗2ZC
′, et le noyau de la restriction
de S∗2 a` ZC
′ contient S2YC
′ = ZS∗2C
′. On a les complexes :
(4.17) 0→ YS2C
′ → YC′
S2−→ S2YC
′ → 0
et :
(4.18) 0→ ZS∗2C
′ → ZC′
S∗2−→ S∗2ZC
′ → 0
de repre´sentations de G, dont nous discutons l’exactitude. D’apre`s la remarque 4.11, les repre´-
sentations YS2C
′ et S2YC
′ sont irre´ductibles. Comme elles ne sont isomorphes ni au caracte`re
trivial, ni a` la repre´sentation de Steinberg, elles sont donc (d’apre`s la proposition 4.8) de dimen-
sion :
(p(p+ 1)/2)r ,
ou` l’on a pose´ q = pr. Par conse´quent, chacun des complexes est exact si et seulement si q = p.
Le H′-module a` gauche (Y + Z)C′ est projectif si et seulement si, pour tout ide´al a` droite
A ⊆ H′, l’application :
A⊗H′ (Y + Z)C
′ → C′
est injective. Il suffit de tester cette proprie´te´ sur les ide´aux inde´composables de H′, et, puisque
X, Y, Z et Ω sont des idempotents orthogonaux, seuls les cas des ide´aux S2YH
′ et S∗2ZH
′ ne´ces-
sitent une ve´rification. Traitons le cas de S2YH
′ en utilisant les complexes (4.15) et (4.17). Le
cas de S∗2ZH
′ s’obtient de fac¸on analogue en utilisant les complexes (4.16) et (4.18).
D’apre`s [5, Chapitre 1, §2, n◦11], un e´le´ment S2Y ⊗ c ∈ S2Y ⊗H′ (Y + Z)C
′ est nul si et
seulement s’il existe une famille finie (hi)i de H
′ et une famille finie (ci)i de (Y+Z)C
′ telles que
c =
∑
i hici et S2Yhi = 0 pour tout i, c’est-a`-dire, d’apre`s l’exactitude de (4.15), si et seulement
si c ∈ YS2C
′ + ZC′. Si q = p, le complexe (4.17) est exact, donc cette condition est e´quivalente
a` S2Yc = 0 et l’homomorphisme S2Y⊗H′ (Y+Z)C
′ → C′ est injectif. Si q 6= p, tensoriser (4.15)
par le H′-module (Y+ Z)C′ donne le complexe (4.17) qui n’est pas exact. Donc (Y +Z)C′ n’est
pas plat. La proposition 4.12 est de´montre´e.
4.4. Platitude de C
On a le re´sultat suivant.
Proposition 4.13. — Le H-module C est plat si et seulement si q = p = 2.
De´monstration. — Le fait que C n’est pas plat sur H lorsque q est diffe´rent de p est donne´ par
le corollaire 3.22. On suppose maintenant que q = p.
Supposons que p = 2. Dans ce cas, le groupe Tˆ est re´duit au caracte`re trivial, et C est e´gal a`
C′. D’apre`s la proposition 1.22 et la proposition 4.12, le H-module C est plat.
Supposons que p > 2, et soit χ ∈ Tˆ un caracte`re de T. Le H-module correspondant a` Cχ est
εχH, qui est de dimension 6 et de base {εχτw | w ∈W0} en tant que Fp-espace vectoriel. Puisque
tous les H-modules simples sont de dimension 1 (voir par exemple [11, Theorem 6.10 (iii)]), ce
module est de longueur 6 dans M . Si C e´tait un H-module plat, le foncteur F des U-invariants
fournirait, d’apre`s la proposition 1.18, une e´quivalence entre E et M . Pour montrer que C n’est
pas un module plat, il suffit donc de trouver un caracte`re χ tel que la repre´sentation Cχ de G soit
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de longueur strictement supe´rieure a` 6 dans E . Remarquons que, puisque toute repre´sentation
non nulle de G admet un vecteur U-invariant non trivial, les e´le´ments irre´ductibles des cate´gories
E et R co¨ıncident. Il suffit donc de trouver χ tel que Cχ est de longueur strictement supe´rieure
a` 6 dans R, ce qui a e´te´ fait a` la proposition 4.6.
Associe´ au corollaire 3.21, ce re´sultat fournit le corollaire suivant.
Corollaire 4.14. — On suppose que q 6= 2. Alors, pour tout n > 3, le H(n)-module C(n) n’est
pas plat.
On peut traiter le cas de C′ de fac¸on analogue. On note C′(n) et H′(n) les quantite´s C′ et H′
associe´es a` G = GLn(k) pour n > 1. On de´duit de la proposition 4.12 le re´sultat suivant.
Corollaire 4.15. — On suppose que q 6= p. Alors, pour tout n > 3, le H′(n)-module C′(n) n’est
pas plat.
5. Repre´sentations de GLn sur un corps p-adique
5.1. Pre´liminaires
5.1.1. — Soit F un corps localement compact non archime´dien de corps re´siduel k. On
de´signe par O l’anneau des entiers de F et par p l’ide´al maximal de O. On note q le cardinal de
k. On fixe une uniformisante ̟ de F.
E´tant donne´ un entier n > 1, on pose G˜ = GLn(F) et K = GLn(O). L’image de K par
re´duction modulo p est le groupe G = GLn(k) des sections pre´ce´dentes. On note I le sous-
groupe de K constitue´ des matrices dont la re´duction modulo p est triangulaire supe´rieure,
c’est-a`-dire e´gale a` B. C’est le sous-groupe d’Iwahori (supe´rieur) standard. Son unique pro-p
sous groupe de Sylow est note´ I1, c’est l’ensemble des matrices dont la re´duction modulo p est
unipotente supe´rieure, c’est-a`-dire e´gale a` U. On l’appelle le pro-p-sous-groupe d’Iwahori de G˜.
Pour m > 1, on pose Km = 1 + p
mMn(O).
Par repre´sentation de G˜ ou de l’un de ses sous-groupes ferme´s, on entendra repre´sentation
lisse a` coefficients dans Fp.
On de´signe par B˜ le sous-groupe de Borel de G˜ des matrices triangulaires supe´rieures, de
de´composition de Levi B˜ = T˜U˜ ou` T˜ de´signe le tore diagonal et U˜ le sous-groupe unipotent
supe´rieur de G˜. On identifie le tore fini T de G avec un sous-groupe de T˜ graˆce au rele`vement
de Teichmu¨ller k× → O×.
On de´signe par Λ le sous-groupe de G˜ des matrices diagonales dont les cœfficients non nuls
sont des puissances de ̟, et par Λ(1) le sous-groupe de G˜ engendre´ par Λ et T. On note W˜ le
produit semi-direct de W0 par Λ
(1). Il s’identifie a` un sous-groupe de G˜ qui constitue un syste`me
de repre´sentants des doubles classes de G˜ modulo I1.
Notons que le groupe de Weyl affine e´tendu, syste`me de repre´sentants des doubles classes de
G˜ modulo le sous-groupe d’Iwahori I, est le sous-groupe de W˜ engendre´ par W0 et Λ. On le
notera W˜′.
On conside`re la donne´e radicielle affine associe´e a` (G˜, B˜, T˜). On se re´fe`re a` [24, 1] par exemple.
Les racines s’identifient avec celles de la donne´e radicielle finie de´crite au paragraphe 1.2 et l’on
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note a` nouveau Φ = Φ+ ∪ Φ− leur ensemble. Le sous-ensemble des racines positives Φ+ est le
semi-groupe engendre´ par l’ensemble des racines simples Π = {αˇ1, . . . , αˇn−1}. On conside`re la
racine αˇi comme le morphisme Λ→ Z suivant :
αˇi : diag(̟
x1 ,̟x2 , . . . ,̟xn) 7−→ xi+1 − xi.
Il s’e´tend par inflation en un morphisme αˇi : Λ
(1) → Z. L’action naturelle de W0 sur Λ
(1) induit
une action de W0 sur l’ensemble des racines que l’on note (w0, αˇ) 7→ w0αˇ.
On de´finit comme dans [24] l’ensemble des racines affines par Φ˜ := Φ × Z. On conside`re Φ
comme un sous-ensemble de Φ˜ en identifiant αˇ ∈ Φ avec (αˇ, 0) ∈ Φ˜. L’action de W˜ sur l’ensemble
des racines affines est de´finie comme suit :
w0λ : (αˇ, k) 7→ (w0αˇ, k − αˇ(λ)).
Les ensembles des racines affines positives et ne´gatives sont respectivement :
Φ˜+ := {(αˇ, k), αˇ ∈ Φ, k > 0} ∪ {(αˇ, 0), αˇ ∈ Φ+},
Φ˜− := {(αˇ, k), αˇ ∈ Φ, k < 0} ∪ {(αˇ, 0), αˇ ∈ Φ−}.
Le groupe W˜ est muni d’une longueur ℓ qui prolonge la longueur sur W de´crite au paragraphe
1.2 (on se re´fe`re a` [24, §1.4] qui de´finit la longueur sur W˜′. Pour l’extension au cas de W˜, voir
[37, §1.2]). La longueur d’un e´le´ment w ∈ W˜ est le nombre de racines affines positives rendues
ne´gatives sous l’action de w.
Le re´sultat suivant provient de [28, Proposition 2.5].
Proposition 5.1. — Il existe un syste`me de repre´sentants D des classes a` gauche W˜′/W0 tel
que pour tout d ∈ D et w ∈ W˜′, on a :
ℓ(dw) = ℓ(d) + ℓ(w).
Chaque d ∈ D est l’unique e´le´ment de longueur minimale dans dW0.
Remarque 5.2. — (1) Puisque les e´le´ments de T sont de longueur nulle dans W˜, l’ensemble
D est aussi un syste`me de repre´sentants des classes a` gauche W˜/W. Chaque d ∈ D est de
longueur minimale dans dW mais il y a d’autres e´le´ments de meˆme longueur dans cet ensemble.
(2) L’ensemble D est un syste`me de repre´sentants des doubles classes I1\G˜/K.
(3) D’apre`s la preuve de la proposition loc.cit., l’ensemble D ⊆ W˜′ est exactement l’ensemble
des d ∈ W˜′ ve´rifiant dΦ+ ⊆ Φ˜+. Par de´finition de l’action de W˜ sur les racines affines, cela
signifie que d ∈ D si et seulement si d ∈ W˜′ et d(I1 ∩ U˜)d
−1 ⊆ I1.
La proprie´te´ suivante est prouve´e par [28, Proposition 2.7].
Lemme 5.3. — Soient d ∈ D et s ∈ S0. Si ℓ(sd) = ℓ(d) − 1 alors sd ∈ D. Si ℓ(sd) = ℓ(d) + 1
alors sd ∈ D ou bien sdW0 = dW0.
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5.1.2. — On note C = indG˜I1(1) la repre´sentation de G˜ obtenue par induction compacte a`
partir du caracte`re trivial de I1. Elle s’identifie a` l’espace des fonctions a` support fini sur les
classes a` droite I1\G˜ muni de l’action de G˜ par translation a` droite. On note H = EndG˜(C) la
Fp-alge`bre de ses G˜-endomorphismes. Par re´ciprocite´ de Frobenius, H s’identifie canoniquement
a` l’espace CI1 des fonctions de G˜ dans Fp qui sont invariantes par I1 par translations a` droite et
a` gauche, muni du produit de convolution d’unite´ 1I1 .
Le module universel fini C attache´ au couple (G,U), dont on a e´tudie´ les proprie´te´s comme
repre´sentation de G et comme H-module dans les sections 1 et 3, est maintenant vu comme
une repre´sentation de K qui se factorise par l’action triviale de K1. Comme telle, on l’identifie
au sous-espace indKI1(1) des fonctions de C a` support dans K. En conside´rant les espaces des
vecteurs I1-invariants de ces repre´sentations, cette identification fournit une injection naturelle
de l’alge`bre de Hecke finie H dans H. On assimilera de´sormais H a` son image dans H : c’est la
sous-alge`bre de H engendre´e par les fonctions caracte´ristiques des doubles classes de la forme
I1wI1 pour w ∈ W ⊆ W˜. Ainsi, on e´tend en toute le´gitimite´ les notations du paragraphe 1.2 :
les fonctions caracte´ristiques :
τw = 1I1wI1 , w ∈ W˜,
forment une base de H = CI1 comme Fp-espace vectoriel.
On a
(5.1) τwτw′ = τww′ pour tous les e´le´ments w,w
′ ∈ W˜ ve´rifiant ℓ(w) + ℓ(w′) = ℓ(ww′).
Avec celles de la remarque 1.21, ce sont les seules relations dans H dont nous ferons usage. On
trouve dans [37] une pre´sentation de H par ge´ne´rateurs et relations.
On note X l’immeuble de Bruhat-Tits affine re´duit de G˜ sur F. Pour k ∈ {0, . . . , n − 1}
on note Xk l’ensemble des simplexes, ou encore facettes, de X de dimension k. Il est muni
d’une action de G˜. Les chambres de X sont les facettes de dimension maximale n − 1, les
sommets de X sont les facettes de dimension 0. Ces derniers sont en bijection avec les classes
d’homothe´tie des O-re´seaux de Fn. On note σ0 le sommet correspondant a` la classe d’homothe´tie
du re´seau Oe1 ⊕ · · · ⊕ Oen engendre´ par la base canonique de F
n et l’on choisit σ0 pour origine
de l’immeuble. On appelle appartement standard de X le complexe simplicial dont les sommets
correspondent aux re´seaux de la forme ̟k1Oe1⊕· · ·⊕̟
knOen, avec k1, . . . , kn ∈ Z, forme´s sur la
base canonique. Un appartement de X est un conjugue´ de l’appartement standard sous l’action
d’un e´le´ment de G˜.
Rappelons que deux sommets σ et σ′ sont voisins s’il existe des re´seaux Λ et Λ′ de Fn corre-
spondant respectivement a` σ et σ′ tels que ̟Λ′ ⊆ Λ ⊆ Λ′. On dira que deux sommets voisins
sont a` distance 1 l’un de l’autre et la distance combinatoire entre deux sommets quelconques est
alors de´finie par re´currence comme dans [2, 2.1.3]. Lorsque l’on dira qu’un sommet σ ∈ X0 est
a` distance m ∈ N, il sera sous-entendu qu’il est a` distance m de l’origine. De meˆme, on parlera
la boule de rayon m sans pre´ciser qu’il s’agit de la boule ferme´e centre´e en σ0, qui contient
exactement tous les sommets a` distance 6 m.
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L’immeuble X est e´tiquetable, comme rappele´ par exemple dans [9, 2] : il existe une applica-
tion simpliciale λ : X→ ∆n−1 qui respecte la dimension des simplexes, ou` ∆n−1 est le simplexe
standard construit sur {0, 1, . . . , n− 1}. Un e´tiquetage de X est unique a` un automorphisme de
∆n−1 pre`s et l’on en fixe un pour la suite. Pour i ∈ {1, . . . , n − 1}, on conside`re un simplexe
τ = {t0, . . . , ti−1} de dimension i− 1 contenu dans un simplexe σ = {s0, . . . , si} de dimension i.
Le nombre d’incidence [σ, τ ] de τ dans σ est de´fini comme suit :
[σ, τ ] = (−1)j si {λ(s0), . . . ., λ(si)} − {λ(t0), . . . , λ(ti)} = {j}.
A` toute facette σ de X correspond un pro-p-sous-groupe Uσ de G˜ ([31, §1]), qui est le pro-p-
radical du sous-groupe parahorique compact de G˜ fixant σ point par point. Pour tout e´le´ment
g ∈ G˜, on a Ug·σ = gUσg
−1. Suivant [31, §1], pour chaque entier i ∈ {0, . . . , n − 1} et toute
repre´sentation V de G˜, on pose :
(5.2) Fi(X,V) =
⊕
σ∈Xi
VUσ ,
espace naturellement muni d’une structure de repre´sentation de G˜. Plus pre´cise´ment, si g ∈ G˜
et si f ∈ Fi(X,V), alors gf est la fonction de´finie par σ 7→ g ·f(g
−1 ·σ). Pour i ∈ {1, . . . , n−1},
on de´finit une application de transition :
(5.3)
∂i : Fi(X,V) → Fi−1(X,V),
f 7→
(
τ 7→
∑
τ⊆σ
dim(σ)=i
[σ : τ ] f(σ)
)
.
Cette application est e´quivariante sous l’action du sous-groupe de G˜ des e´le´ments a` de´terminant
inversible dans O. On a ainsi un complexe augmente´ :
(5.4) 0→ Fn−1(X,V)→ · · · → F0(X,V)
α
−→ V→ 0,
ou` α de´signe l’homomorphisme d’augmentation de´fini par :
α(f) =
∑
dim(σ)=0
f(σ).
Ce complexe est appele´ le syste`me de cœfficients associe´ a` la repre´sentation V de G˜.
Si l’on choisit V = C, l’espace (5.2) est un H-module a` gauche (H ope`re sur (5.2) composante
par composante), les applications de transition (5.3) sont H-line´aires et
(5.5) 0→ Fn−1(X,C)→ · · · → F0(X,C)
α
−→ C→ 0,
est un complexe de H-modules qui est exact d’apre`s la preuve du the´ore`me de [31, §3].
On note C′ = indG˜I (1) l’induite compacte du caracte`re trivial de I. Elle s’identifie a` l’espace
des fonctions a` support fini dans I\G˜ muni de l’action de G˜ par translation a` droite. Soit
H′ = EndG˜(C
′) la Fp-alge`bre de ses G˜-endomorphismes. Par re´ciprocite´ de Frobenius, H
′
s’identifie canoniquement a` l’espace C′I des fonctions de G˜ dans Fp qui sont invariantes par I
par translations a` droite et a` gauche, muni du produit de convolution d’unite´ 1I.
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Remarque 5.4. — Au paragraphe §1.4, nous avons introduit l’idempotent central ε1 de H. Vu
comme e´le´ment deH c’est encore un idempotent central et il correspond a` la projection naturelle
C → C′. Ainsi, ε1H est un facteur direct de H comme H-module a` droite et C
′ est un facteur
direct de C comme H-module a` gauche.
Le lemme suivant est imme´diat.
Lemme 5.5. — Soit A un ide´al a` droite de H. Pour tout i ∈ {0, . . . , n− 1}, on a
AIm(∂i) = ∂i(AFi(X,C)), AFi(X,C) = Fi(X,AC) et Ker(∂i) ∩ ε1(Fi(X,C)) = ε1(Ker(∂i)).
En appliquant ce lemme avec l’ide´al a` droite de H engendre´ par ε1, le complexe (5.5), donne
un complexe augmente´ de H′-modules :
(5.6) 0→ Fn−1(X,C
′)→ · · · → F0(X,C
′)
α
−→ C′ → 0
qui est e´galement exact.
5.2. L’espace des vecteurs K1-invariants de C
Dans ce paragraphe, on donne une description de l’espace des vecteurs K1-invariants de C.
Proposition 5.6. — L’espace des vecteurs K1-invariants de C est engendre´ en tant que H-mo-
dule par les x · 1I1 , avec x ∈ G˜ ve´rifiant x
−1K1x ⊆ I1, c’est-a`-dire par les 1I1x, avec x ∈ G˜
ve´rifiant I1xK1 = I1x.
Remarque 5.7. — Ce re´sultat, ainsi que la preuve que nous en donnons, est valable sur un
corps alge´briquement clos de caracte´ristique quelconque, non ne´cessairement p.
De´monstration. — Comme espace vectoriel, l’espace des vecteurs K1-invariants de C est engen-
dre´ par les fonctions caracte´ristiques de la forme 1I1gK1 , avec g ∈ G˜. Si f = 1I1gK1 est une telle
fonction, il suffit de montrer qu’il existe une fonction K1-invariante de la forme e = 1I1x, avec
x ∈ G˜ ve´rifiant I1xK1 = I1x, telle qu’on ait f ∈ H · e. Puisque H · e est l’espace des vecteurs de
C invariants par x−1I1x, cela revient a` montrer qu’il y a un e´le´ment x ∈ G˜ tel que x
−1I1x fixe
f et contienne K1 c’est-a`-dire tel que
K1 ⊆ x
−1I1x ⊆ g
−1I1gK1.
Par la de´composition de Bruhat, l’e´le´ment g se de´compose dans G˜ = I1W˜I1. De plus, tout
e´le´ment de W˜ s’e´crit comme un produit d’un e´le´ment de D de´fini par la proposition 5.1 et d’un
e´le´ment de W qui est inclus dans K. Puisque K normalise K1, on peut se ramener au cas ou` g
est un e´le´ment de D. D’apre`s la remarque 5.2, on a alors
(5.7) g(I1 ∩ U˜)g
−1 ⊂ I1.
On note U˜− le sous-groupe unipotent oppose´ a` U˜ relativement a` T˜ et l’on e´crit la de´composition
d’Iwahori :
I1 = (I1 ∩ U˜) · (I1 ∩ T˜) · (I1 ∩ U˜
−).
Les deux derniers facteurs sont contenus dans K1 de sorte que (5.7) implique
I1 ⊆ g
−1I1gK1.
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Autrement dit, x = 1 convient.
5.3. Du cas fini au cas p-adique
Le re´sultat suivant est une conse´quence imme´diate de la proposition 5.1.
Proposition 5.8. — L’alge`bre de Hecke H est un module a` droite (respectivement a` gauche)
libre de base {τd}d∈D (respectivement {τd−1}d∈D) sur l’alge`bre de Hecke finie H, ou` l’ensemble
D est de´fini par la proposition 5.1.
Remarque 5.9. — Le sous-espace τ dH de H est exactement celui des fonctions I1-invariantes
a` support dans I1dK.
5.3.1. — On de´duit de la proposition 5.8 les deux lemmes suivants.
Lemme 5.10. — Tout H-module a` gauche m est un facteur direct de la restriction de H⊗H m
a` H.
De´monstration. — Comme le lemme 3.23 a e´te´ prouve´ graˆce au lemme 3.5, on prouve le pre´sent
re´sultat en utilisant le lemme 5.3. Par la proposition 5.8, l’espace vectoriel H⊗H m s’identifie a`
la somme directe des τ dm pour d ∈ D. On de´finit le sous-espace vectoriel n de H ⊗H m comme
la somme directe des τ dm pour d 6= 1 et l’on montre qu’il est stable sous l’action de l’alge`bre H,
engendre´e par {τ s, τ t, s ∈ S0, t ∈ T}.
a/ Comme dans la preuve du lemme 3.23, un sous-espace de la forme τ dm avec d ∈ D est
stabilise´ par l’action de τ t, t ∈ T.
b/ Le point a/ assure que n est stable sous l’action de τ t pour tout t ∈ T.
c/ Soit s ∈ S0. Ve´rifions que τ s stabilise l’espace n. Soit d ∈ D, d 6= 1.
Si ℓ(sd) = ℓ(d) − 1 alors τ d = τ sτ sd et sd appartient a` D d’apre`s le lemme 5.3. D’apre`s la
remarque 1.21, la combinaison line´aire a = −
∑
χ∈Tˆ, χs=χ εχ d’e´le´ments de {τ t, t ∈ T} ve´rifie
τ sτ d = τ saτ sd de sorte que τ sτ dm = τ saτ sdm ⊂ τ sτ sdm = τ dm d’apre`s a/.
Si ℓ(sd) = ℓ(d) + 1 alors τ sτ d = τ sd. Si l’e´le´ment sd appartient a` D, alors τ sτ dm = τ sdm ⊂ n.
Sinon, sd ∈ dW d’apre`s le lemme 5.3 donc il existe w ∈ W tel que τ sd = τ dτw de sorte que
τ sτ dm = τ dτwm ⊂ τ dm ⊂ n.
Ainsi, n est bien stable sous l’action de H.
Lemme 5.11. — Un H-module a` gauche de type fini m est plat si et seulement si le H-module
H ⊗H m est plat, et dans ce cas, ils sont meˆme tous deux projectifs.
De´monstration. — Soient A un ide´al a` droite de H et A l’ide´al a` droite de H qu’il engendre,
c’est-a`-dire que A = AH, qui est isomorphe a` A⊗H H par la proposition 5.8. Sous l’hypothe`se
que H ⊗H m est un H-module a` gauche plat, l’application line´aire naturelle
A⊗H m ≃ A⊗H H⊗H m −→ H ⊗H m
est injective. D’apre`s le lemme 5.10, l’espace A⊗Hm s’injecte dans A⊗HH⊗Hm et la restriction de
l’application pre´ce´dente a` cet espace n’est autre que l’application line´aire naturelle A⊗Hm −→ m,
qui est donc e´galement injective. D’apre`s [5, chap. I, §2, n◦3, Proposition 1 a)], cela suffit a`
assurer la platitude de m.
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Supposons que m est un H-module a` gauche plat, donc projectif par le lemme 1.17 : c’est un
facteur direct d’un H-module libre. Par la proposition 5.8 tensoriser par H montre alors que
H⊗H m est un facteur direct d’un H-module libre. C’est un H-module projectif donc plat.
5.3.2. —
Corollaire 5.12. — L’application naturelle de H ⊗H C dans C
K1 est un isomorphisme de
H-modules a` gauche et de repre´sentations de K. En particulier, la K-repre´sentation CK1 se
de´compose en la somme directe des τ dC, d ∈ D.
De´monstration. — L’injectivite´ est une conse´quence de la proposition 5.8 par les arguments
suivants. L’espace H ⊗H C se de´compose comme repre´sentation de K en la somme directe des
τ d⊗C pour d ∈ D. Les espaces images des τ d⊗C dans C
K1 sont en somme directe puisque τ dC
est un ensemble de fonctions a` support dans I1dK. Il suffit donc de ve´rifier que τ d ⊗ C→ τ dC
est injective. Pour cela, on remarque que chaque application K-e´quivariante τ d : C → C est
injective puisque sa restriction a` l’espace I1-invariant H l’est.
En vertu de la proposition 5.6, et puisque K normalise K1, la surjectivite´ sera prouve´e lorsque
l’on aura ve´rifie´ que si la fonction f = 1I1d avec d ∈ D est K1-invariante, alors elle appartient a`
l’image de H ⊗H C→ C
K1 .
L’hypothe`se de K1-invariance se traduit par I1dK1 = I1d. Ainsi, par la de´composition
d’Iwahori, I1dI1 = I1d (I1 ∩ U˜). D’apre`s la remarque 5.2, on a donc I1dI1 = I1d de sorte que f
est e´gale a` la fonction caracte´ristique de I1dI1 : on a prouve´ que f = τ d1I1 ∈ τ dC.
Lemme 5.13. — Le H-module CI1 est un facteur direct de CK1.
De´monstration. — Le corollaire 1.16 dit que le H-module CU est un facteur direct de C. On
conclut en notant que dans l’isomophisme H ⊗H C ≃ C
K1 le sous-espace H ⊗H C
U de H ⊗H C
s’identifie a` CI1 .
Les lemmes 5.10 et 5.11 applique´s a` m = C donnent respectivement :
Proposition 5.14. — Le H-module a` gauche C est un facteur direct de CK1.
Proposition 5.15. — Le H-module a` gauche CK1 est plat si et seulement si le H-module C est
plat.
Remarque 5.16. — On a donc prouve´ que si CK1 est un H-module plat, il est meˆme projectif.
Exemple 5.17. — Par la remarque 5.4, le travail pre´ce´dent est valable en remplac¸ant C par
C′, H par H′, C par C′ et H par H′ avec les notations du paragraphe 1.4. De cette remarque,
des propositions 2.1, 2.2 et des corollaires 4.14, 4.15, on de´duit les assertions suivantes.
(1) Si n = 1, le H-module CK1 est projectif.
(2) Si n = 2, le H-module C′K1 est projectif.
(3) Si n = 2, le H-module CK1 est projectif si et seulement si q = p.
(4) Si n = 3, le H1-module C
′K1 est projectif si et seulement si q = p.
(5) Si n = 3, le H-module CK1 est plat si et seulement si q = p = 2, auquel cas il est meˆme
projectif.
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(6) Si n > 4 et q 6= 2, le H-module CK1 n’est pas plat.
(7) Si n > 4 et q 6= p, le H-module C′K1 n’est pas plat.
5.3.3. — On reprend les notations du paragraphe 3.4. En particulier P = MN est un
sous-groupe parabolique supe´rieur de de´composition de Levi P = MN. On de´signe par N le
sous-groupe de K image re´ciproque de N par la re´duction modulo p, par M celle de M. Ce sont
des sous-groupes ouverts et compacts de G˜.
Proposition 5.18. — L’isomorphisme H⊗H C ≃ C
K1 du corollaire 5.12 induit par restriction
un isomorphisme de H-modules a` gauche et de repre´sentations de M :
H ⊗H C
N ≃ CN .
En particulier, le H-module CN s’identifie a` un facteur direct de CN .
De´monstration. — D’apre`s le corollaire 5.12, La K-repre´sentation CK1 s’identifie a` la somme
directe des τ dC, d ∈ D. L’application τ d : C→ τ dC est injective comme nous l’avons note´ dans
la preuve du corollaire 5.12, de sorte que l’espace des N -invariants de τ dC est e´gal a` τ dC
N.
Ainsi, on a bien l’isomorphisme annonce´. La dernie`re assertion provient du lemme 5.10.
Corollaire 5.19. — Si CM est un HM-module a` gauche plat, alors le H-module a` gauche C
N
est plat et meˆme projectif, et est un facteur direct de CK1.
De´monstration. — Si CM est un HM-module a` gauche plat, alors d’apre`s la proposition 3.25, le
H-module CN est projectif et est un facteur direct de C. On conclut en utilisant l’isomorphisme
de H-module a` gauche CN ≃ H⊗H C
N.
Remarque 5.20. — Le lemme 1.16 assure que CU est un facteur direct de CN comme H-
module. On de´duit de la proposition 5.18 que CI1 est un facteur direct de CN comme H-module.
Exemple 5.21. — Nous ferons usage de l’exemple suivant dans la section 7. On choisit n = 3.
Soit M le sous-groupe de Le´vi standard de GL3(k) isomorphe a` GL2(k)×GL1(k). On de´signe par
P le sous-groupe parabolique supe´rieur de GL3(k) associe´, de radical unipotent N =

1 0 k0 1 k
0 0 1

 .
Dans ce cas, N = 1 +

p p Op p O
p p p

 .
Si q = p, on de´duit de ce qui pre´ce`de et de la proposition 2.2 que CN est un H-module
projectif facteur direct de CK1 . Si q 6= p, le H-module CN n’est pas plat.
Remarque 5.22. — La proposition 5.18 et le corollaire 5.19 sont valables en remplac¸ant C par
C′, H par H′, C par C′ et H par H′ avec les notations du paragraphe 1.4 et par la remarque 5.4.
On de´duit alors de la proposition 2.1 que C′N est un H1-module projectif facteur direct de C
′K1
que q soit e´gal a` p ou non.
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6. Le cas de GL2(F)
6.1. Filtration de C
6.1.1. — En tant que H-module et en tant que repre´sentation de K, l’espace C est la limite
inductive des CKm pour m > 1.
Proposition 6.1. — L’espace des vecteurs Km-invariants de C, pour m > 1, est engendre´ en
tant que H-module par les x · 1I1 , avec x ∈ G ve´rifiant x
−1Kmx ⊆ I1, c’est-a`-dire par les 1I1x,
avec x ∈ G ve´rifiant I1xKm = I1x.
De´monstration. — De fac¸on analogue au cas ou` m = 1 traite´ par la proposition 5.6, on va
chercher, pour tout g ∈ G˜, un e´le´ment x ∈ G˜ tel que x−1I1x fixe f = 1I1gKm et contienne Km.
En appliquant la de´composition de Bruhat et puisque K normalise Km, on peut se ramener au
cas ou` g est une matrice diagonale de la forme
g = diag(̟a1 ,̟a2) =
(
̟a1 0
0 ̟a2
)
, a1, a2 ∈ Z,
et l’on va chercher x sous la forme diagonale diag(̟b1 ,̟b2), avec b1, b2 ∈ Z. La condition pour
que x−1I1x contienne Km s’e´crit :
(6.1) 1−m 6 b2 − b1 6 m,
et la condition pour que x−1I1x soit contenu dans g
−1I1gKm s’e´crit :
(6.2) min{m,a2 − a1} 6 b2 − b1 6 max{1 −m,a2 − a1}.
Si 1I1g est invariant par Km, c’est-a`-dire si g
−1I1g contient Km, on a :
1−m 6 a2 − a1 6 m
et il suffit de choisir x = g. Sinon, les conditions (6.1) et (6.2) imposent le choix :
b2 − b1 =
{
m si a2 − a1 > m+ 1,
1−m si a2 − a1 6 −m.
Dans tous les cas, il y a un seul choix possible pour x a` un scalaire pre`s.
6.1.2. — Dans le cas de GL2(F), l’immeuble X a une structure d’arbre. On choisit
l’e´tiquetage des sommets de sorte que l’e´tiquette de σ0 est 0. On appelle areˆte plutoˆt que
chambre les facettes de dimension 1. Rappelons que deux areˆtes quelconques de l’arbre sont
conjugue´es sous l’action d’un e´le´ment de G˜. Pour m ∈ N, m> 1, on dira d’une areˆte qu’elle est
a` distance m si l’un des deux sommets qui la constituent est a` distance m et l’autre a` distance
m− 1 (sous-entendu de l’origine σ0).
La de´composition de Cartan pour G˜ s’e´crit :
G˜ = K
(
̟N 0
0 1
)
KZ,
ou` Z de´signe le centre de G˜, que l’on identifie a` F×. Pour m ∈ Z, on note λm la matrice
diagonale diag(̟m, 1), et l’on fixe un syste`me de repre´sentants Km de K/K ∩ λmKλ
−1
m . Alors
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l’ensemble des kλm, avec m > 0 et k ∈ Km, est un syste`me de repre´sentants de G˜/KZ. Pour
m > 0, les sommets a` distance m de l’arbre X sont les kλmσ0 pour k ∈ Km.
Pour tout sommet σ a` distance m > 1, on de´signe par e(σ) l’unique areˆte a` distance m
contenant le sommet σ. Elle relie σ a` l’unique voisin de σ a` distance m− 1. On pose e(σ0) :=
{σ0, λ−1σ0}.
Remarque 6.2. — (1) Le fixateur de l’areˆte e(σ0) est le sous-groupe d’Iwahori I. Le pro-p-
groupe Ue(σ0) associe´ a` l’areˆte e(σ0) est le pro-p-sous-groupe d’Iwahori I1.
(2) Soit g ∈ G˜ et m > 1. Remarquons que le sommet gσ0 est a` distance 6 m si et seulement
si Km ⊂ gKg
−1 ou encore si et seulement si Km+1 ⊆ gK1g
−1 ; l’areˆte ge(σ0) est a` distance
6 m si et seulement si c’est le cas de chacun de ses sommets et l’on ve´rifie que cela signifie que
Km ⊆ gI1g
−1, en remarquant que K ∩ λ−1Kλ1 = I.
Un calcul explicite donne le lemme suivant.
Lemme 6.3. — Pour tout m > 1, on a λmC
K1 ⊆ CKm+1 et λmC
I1 = (λmC
K1) ∩ CKm .
Proposition 6.4. — Pour m > 0, on a l’e´galite´ suivante :
C
Km+1 =
∑
σ∈X0
a` distance m
C
Uσ .
De´monstration. — L’inclusion indirecte est assure´e par le lemme 6.3 car Km+1 est distingue´
dans K. Montrons l’inclusion directe par re´currence sur m. Elle est imme´diate pour m = 0
puisque Uσ0 = K1. Supposons-la vraie a` un certain rang m > 0 et montrons-la au rang suivant.
Puisque les espaces en pre´sence sont stables sous l’action de H, il suffit, d’apre`s la proposition
6.1, de montrer que toute fonction Km+1-invariante de la forme f = 1I1g, avec g ∈ G˜, appartient
a` l’espace de droite. Dire que f est Km+1-invariante signifie que Km+1 est inclus dans g
−1I1g. Si
cette fonction est meˆme Km-invariante, alors on conclut par re´currence. Sinon, cela signifie que
Km n’est pas inclus dans g
−1I1g et, d’apre`s la remarque 6.2, que l’areˆte g
−1e(σ0) est a` distance
exactement m+1. L’un des deux sommets g−1σ0 ou g
−1λ−1σ0 est donc a` distance m+1 et l’on
note σ le sommet en question. Dans chacun des deux cas, on ve´rifie que f appartient a` CUσ
Lemme 6.5. — Pour tout sommet σ a` distance m > 1, on a une injection H-e´quivariante
(6.3) CUσ/CUeσ →֒ CKm+1/CKm .
De´monstration. — Le sommet σ est de la forme kλmσ0 avec k ∈ K et l’on ve´rifie que eσ est
alors l’image par translation par kλm de l’areˆte eσ0 . Ainsi, Uσ = kλmK1(kλm)
−1 et Ueσ =
kλmI1(kλm)
−1. Puisque les sous-groupes de congruence Km et Km+1 sont normalise´s par k, on
se rame`ne au cas de k = 1 qui est prouve´ par le lemme 6.3.
D’apre`s la proposition 6.4, le H-module CKm+1/CKm est e´gal a` la somme des images des
applications (6.3) lorsque σ parcourt l’ensemble des sommets a` distance m. On a un morphisme
H-e´quivariant surjectif
(6.4)
⊕
σ∈X0
a` distance m
C
Uσ/CUeσ −→ CKm+1/CKm .
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6.1.3. —
Proposition 6.6. — Le complexe
(6.5) 0→ F1(X,C)
∂1−→ F0(X,C)
α
−→ C→ 0,
de´fini au paragraphe 5.1.2 est exact si et seulement si l’application (6.4) est injective pour tout
m > 1.
De´monstration. — Supposons que l’application (6.4) est injective pour tout m > 1.
Soit f ∈ F0(X,C) : c’est une fonction de support supp(f) fini sur l’ensemble X0 des sommets
de l’arbre et de valeurs f(σ) ∈ CUσ pour tout σ ∈ supp(f). Soit m > 0 le rayon minimal tel que
le support de f est contenu dans la boule de rayon m.
On suppose que f appartient au noyau de α c’est a` dire que
∑
σ∈X0
f(σ) = 0et l’on montre
par re´currence sur m que f est dans l’image de ∂1. Remarquons que m ne saurait eˆtre e´gal
a` 0 puisque la restriction de α aux fonctions de support le sommet origine σ0 n’est autre que
l’inclusion CK1 ⊂ C.
Supposons que m = 1. Alors ∑
σ∈X0
a` distance 1
f(σ) = −f(σ0) ∈ C
K1
donc f(σ) ∈ CUeσ pour tout sommet σ a` distance 1 par injectivite´ de (6.4). On de´finit alors
ϕ ∈ F1(X,C) de support l’ensemble des areˆtes a` distance 1 de la fac¸on suivante : pour tout
sommet σ a` distance 1, la fonction ϕ prend en {σ0, σ} la valeur f(σ). Suivant la de´finition de
l’application de transition ∂1, on ve´rifie que ∂1(ϕ) ∈ F0(X,C) est la fonction de support contenu
dans la boule de rayon 1 donne´e par :
∂1(ϕ)(σ0) = −
∑
σ∈X0
a` distance 1
f(σ) = f(σ0)
et ∂1(ϕ)(σ) = f(σ) pour tout sommet σ a` distance 1. Autrement dit, ∂1(ϕ) = f .
Supposons que m > 2 et que la proprie´te´ est vraie aux rangs 6 m− 1. D’apre`s le lemme 6.3,
on a l’inclusion CUσ ⊂ CKm pour tout sommet σ a` distance 6 m− 1. Par conse´quent, on a∑
σ∈X0
a` distance m
f(σ) ∈ CKm.
Par injectivite´ de (6.4), on en de´duit que f(σ) ∈ CUeσ pour tout sommet σ a` distance m. On
peut alors de´finir la fonction ϕ ∈ F1(X,C) de support l’ensemble des areˆtes a` distance m de la
fac¸on suivante : pour tout sommet σ a` distance m, la fonction ϕ prend en eσ la valeur f(σ).
On ve´rifie que ∂1(ϕ) ∈ F0(X,C) est une fonction de support contenu dans la boule de rayon m
telle que, pour tout sommet σ a` distance m,
∂1(ϕ)(σ) = −(−1)
mf(σ).
La fonction f + (−1)m∂1(ϕ), de support inclus dans la boule de rayon m − 1, appartient au
noyau de α. Par hypothe`se de re´currence, f appartient a` l’image de ∂1.
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Supposons que le complexe (6.5) est exact. Soit m > 1. Montrons que (6.4) est injective.
Soit (vσ)σ une famille non nulle d’e´le´ments de C indexe´e par les sommets a` distance m avec
vσ ∈ C
Uσ . Supposons que ∑
σ∈X0
a` distance m
vσ ∈ C
Km .
Par la proposition 6.4, il existe une famille (vσ)σ d’e´le´ments de C indexe´e par les sommets σ a`
distance 6 m− 1 avec vσ ∈ C
Uσ et
(6.6)
∑
σ∈X0
a` distance m
vσ +
∑
σ∈X0
a` distance 6m−1
vσ = 0.
On de´finit la fonction υ ∈ F0(X,C) a` support dans la boule de rayon m en posant υ(σ) := vσ
pour tout sommet a` distance 6 m. Par (6.6), la fonction υ appartient au noyau de α et par
exactitude de (6.5), a` l’image de ∂1 : il existe une fonction ̟ ∈ F1(X,C) telle que ∂1(̟) = υ.
Soit r > 1 le rayon minimal tel que le support de ̟ est contenu dans la boule de rayon r et soit
τ une areˆte a` distance r dans ce support. L’areˆte τ posse`de un unique sommet a` distance r et
il n’y a pas d’autre areˆte dans le support de ̟ le contenant. On en de´duit que ∂1(̟) prend
une valeur non nulle en ce sommet, puis que r = m. La valeur de ∂1(̟) en chaque sommet σ a`
distance m est e´gale a` −(−1)m̟(eσ) ∈ C
Ueσ . Mais elle est aussi e´gale a` vσ. D’ou` vσ ∈ C
Ueσ .
Comme rappele´ au paragraphe 5.1.2, la proposition suivante est de´montre´e dans [31] et l’on
en de´duit le corollaire 6.8.
Proposition 6.7. — Le complexe (6.5) est exact.
Corollaire 6.8. — Pour tout m > 1, l’application (6.4) est un isomorphisme.
6.2. Platitude de C
Nous allons montrer la proposition 6.9 suivante. Notons que les arguments utilise´s ici sont
latents dans [26], ou` un re´sultat similaire est prouve´, mais seulement pour le module C/̟C
sur l’alge`bre de Hecke H. Remarquons d’ailleurs que pour ce module universel, l’analogue du
crucial corollaire 6.8 est de´montre´ directement dans [26] sans utiliser [31]. Cette preuve directe
est adaptable au cas du module universel C.
Proposition 6.9. — (1) Le H-module C est plat si et seulement si le H-module fini C est
plat, autrement dit si et seulement si q = p. Dans ce cas, ce sont meˆme des modules projectifs.
(2) Le H-module C1 est projectif.
Le crite`re de platitude suivant est tire´ de [5, chap. I, §2, n◦5, Proposition 5].
Lemme 6.10. — Soit :
0→ E′ → E→ E′′ → 0
une suite exacte de H-modules a` gauche. On suppose que E′′ est plat. Alors E est plat si et
seulement si E′ est plat.
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Preuve de la proposition 6.9. — (1) Supposons que C est un H-module plat. En utilisant le
lemme 6.10 et l’exactitude du complexe (6.5), la platitude duH-module F0(X,C) est e´quivalente
a` celle de F1(X,C). Ce dernier e´tant une somme directe de copies de H, il est plat, et l’on en
de´duit que F0(X,C) est plat. Puisque F0(X,C) est une somme directe de copies de C
K1 , la
proposition 2 [5, chap. I, §2, n◦2] dit que CK1 est un H-module plat, ce qui, par la proposition
5.15 implique que C est un H-module plat.
Pour montrer l’implication re´ciproque, rappelons que CI1 est un facteur direct de CK1 (lemme
5.13). Supposons que C est un H-module plat, c’est-a`-dire que CK1 est un H-module plat par la
proposition 5.15, et meˆme projectif par la remarque qui la suit. Alors, pour tout m > 1 et tout
sommet a` distance m, le H-module CUσ/CUeσ est projectif, puisqu’il est isomorphe. a` CK1/CI1
par la preuve du lemme 6.3. Par la proposition 6.8, le H-module CKm+1/CKm est projectif pour
tout m > 1. Ainsi, C est projectif, comme somme directe de modules projectifs.
(2) En appliquant la projection ε1 : C → C1 qui est un idempotent central de H, on obtient
un isomorphisme de H1-modules analogue a` (6.4) en remplac¸ant C par C1. Or on sait que C1 est
un H-module projectif. Les arguments du point pre´ce´dent s’appliquent alors et l’on en de´duit
que C1 est un H1-module projectif.
6.3. Remarques sur les pre´sentations des repre´sentations de GL2(F)
6.3.1. — On rappelle que le complexe
(6.5) 0→ F1(X,C)
∂1−→ F0(X,C)
α
−→ C→ 0,
est un complexe exact de H-modules. On note G˜◦ le sous-groupe de G˜ des e´le´ments de
de´terminant inversible dans O. Le complexe ci-dessus n’est pas G˜-e´quivariant, mais simplement
G˜◦ e´quivariant. Comme dans [31], on le modifie pour en faire un complexe de repre´sentations
de H et de G˜ qui lui est isomorphe en tant que complexe de repre´sentations de H et de G˜◦,
en conside´rant les espaces de chaˆınes oriente´es comme suit. Une areˆte oriente´e est un couple
de la forme (σ, σ′) ou` {σ, σ′} est une areˆte de X. On note X(1) leur ensemble. On de´finit alors
F(1)(X,C) comme l’ensemble des fonctions f a` support fini dans l’ensemble des areˆtes oriente´es
telles que f(σ, σ′) = −f(σ′, σ) ∈ CU{σ,σ′} pour toute areˆte {σ, σ′}. L’espace F(0)(X,C) est iden-
tique a` F0(X,C) et l’application de transition ∂(1) : F(1)(X,C)→ F(0)(X,C) associe a` la fonction
de support {(σ, σ′), (σ′, σ)} et de valeur v en (σ, σ′) la fonction σ 7→ −v, σ′ 7→ v. Le complexe
de repre´sentations de G˜ et de H
(6.7) 0→ F(1)(X,C)
∂(1)
−−→ F(0)(X,C)
α
−→ C→ 0,
est exact.
On se donne un H-module a` droite M. De´sormais dans ce paragraphe, on suppose que q = p
de sorte que C est un H-module projectif par la proposition 6.9. La suite exacte (6.7) admet
donc une section H-e´quivariante et le complexe suivant de repre´sentations de G˜ est exact
(6.8) 0→M⊗H F(1)(X,C) −→M⊗H F(0)(X,C) −→M⊗H C→ 0.
On obtient ainsi une re´solution pour toute repre´sentation de G˜ de la forme M⊗H C.
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Remarque 6.11. — Le complexe (6.7) admet une section G˜-e´quivariante naturelle S : C →
F(0)(X,C) de´finie par 1I1 → f0 ou` f0 est la fonction de support σ0 et de valeur 1I1 ∈ C
K1 .
Ve´rifions que cette section n’est pas H-e´quivariante. On pose ω :=
(
0 1
̟ 0
)
. Cet e´le´ment
normalise I1 et est de longueur nulle dans W˜. L’image de 1I1 par τω est la fonction caracte´ristique
1I1ω = ω
−1.1I1 qui est envoye´e par S sur la fonction de support ω
−1σ0 et de valeur ω
−11I1 .
L’image par τω de f0 est, quant a` elle, la fonction de support σ0 et de valeur τω ∈ C
K1 .
6.3.2. — Dans ce paragraphe, on suppose de plus que F = Qp. Soit π une repre´sentation
de G˜ ayant un caracte`re central. D’apre`s [27], elle est isomophe a` la repre´sentation
πI1 ⊗H C
de sorte que (6.8) fournit une re´solution pour la repre´sentation π. Dans les termes de Breuil-
Paskunas ([29], [8]), la repre´sentation π est l’homologie en degre´ 0 du diagramme donne´ par
l’injection I1Z-e´quivariante
(6.9) πI1 →֒ πI1 ⊗H C
K1 .
Dans le cas ou` π est admissible, en particulier si π est irre´ductible ([1], [6]), l’espace vectoriel
πI1 ⊗H C
K1 est de dimension finie puisque CK1 est un H-module de type fini (proposition 5.6).
On obtient ainsi une pre´sentation standard pour toute repre´sentation admissible de GL2(Qp)
ayant un caracte`re central. Ce re´sultat a e´te´ de´montre´ pour la premie`re fois par [15]. On en
trouve d’autres preuves dans [8], [38], [19], [17].
Remarque 6.12. — (1) L’espace πI1 ⊗H C
K1 est la sous-K-repre´sentation de π engendre´e
par πI1 . C’est un sous-espace K1-invariant. Cet espace ne co¨ıncide pas en ge´ne´ral avec l’espace
πK1 des K1-invariants de π. Par exemple, dans [7, The´ore`me 8.6], Breuil donne un exemple ou`
π est une repre´sentation supersingulie`re, πK1 n’est pas une repre´sentation semi-simple de K, et
πI1 ⊗H C
K1 est son socle.
(2) Comme dans [31, §3], on peut construire le complexe de repre´sentations de G˜ suivant :
(6.10) 0→ F(1)(X, π)
∂(1)
−−→ F(0)(X, π)
α
−→ π → 0
ou` π est une repre´sentation lisse de G˜ a` cœfficients dans un corps alge´briquement clos K de
caracte´ristique quelconque. Les espaces F(0)(X, π) et F(1)(X, π), l’application de transition ∂(1)
et le morphisme d’augmentation sont de´finis comme au de´but du paragraphe 6.3.1 en remplac¸ant
C par π.
Dans le cas ou` K est le corps des nombres complexes et π est une repre´sentation de G˜ engendre´e
par son espace des vecteurs I1-invariants, il est prouve´ dans [31] que le complexe (6.10) est exact,
donc en particulier, π est isomorphe a` l’homologie en degre´ 0 du diagramme donne´ par l’injection
I1-e´quivariante π
I1 →֒ πK1 .
Le point (1) de la pre´sente remarque dit que le complexe (6.10) n’est pas exact en ge´ne´ral si
K est de caracte´ristique p.
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7. Le cas de GL3(F)
Dans toute cette section, on suppose que n = 3.
7.1. Notations et pre´liminaires
On note Z le centre de G˜. On reprend les notations de l’exemple 5.21. On note P le
sous-groupe de K image re´ciproque du sous-groupe parabolique standard de G de facteur de
Levi M = GL2(k) × GL1(k). C’est un sous-groupe parahorique de G˜ de pro-p-radical e´gal au
sous-groupe N de´fini dans l’exemple 5.21. On pose
ω :=

 0 1 00 0 1
̟ 0 0

 .
Remarquons que ω3 = ̟Id ou` Id est la matrice identite´ de G˜. Distinguons et notons σ2 la
chambre standard de l’immeuble X : les sommets σ0, ωσ0 et ω
2σ0 forment une chambre dont le
stabilisateur sous l’action de G˜ est le sous-groupe engendre´ par ω et le sous-groupe d’Iwahori I.
On note σ1 l’areˆte {σ0, ωσ0}. Elle a pour stabilisateur le sous-groupe de G˜ engendre´ par Z et
P.
Les facettes σ0, σ1 et σ2 sont telles que les pro-p-sous-groupes de G˜ associe´s (voir §5.1.2) sont
respectivement Uσ0 = K1 et Uσ2 = I1 et :
Uσ1 = N = 1 +

p p Op p O
p p p

 .
Commenc¸ons par un re´sultat relatif a` la structure de l’immeuble de GL3.
Soit m > 1 et σ un simplexe de X. On dira que σ est a` distance m si m est le plus petit rayon
d’une boule de centre σ0 contenant le simplexe σ.
Soit σ une chambre de X a` distance m. Elle posse`de un sommet x a` distance m, un sommet
z a` distance m− 1 et un sommet y a` distance m− 1 ou m. On dira qu’elle est de type (a) si y
est a` distance m, de type (b) s’il est a` distance m− 1.
Lemme 7.1. — L’ensemble des chambres de X a` distance m contenant l’areˆte {x, y} est
– re´duit a` {σ} si y est a` distance m c’est-a`-dire si σ est de type (a),
– constitue´ de σ et de chambres de type (a) si y est a` distance m− 1, c’est-a`-dire si σ est de
type (b).
De´monstration. — Quitte a` conjuguer par un e´le´ment de G˜, on peut supposer que σ appartient
a` l’appartement standard. D’apre`s [2, Lemmes 2.3.4 et 2.3.5], tous les voisins de x a` distance
m− 1 appartiennent a` chacun des appartements contenant a` la fois σ0 et x (ils sont donc dans
l’appartement standard) et sont au nombre de 1 ou 2. De plus, si x a deux voisins a` distance
m− 1, il forme avec eux une chambre de l’immeuble.
Soit σ′ = {x, y, t} une autre chambre a` distance m contenant {x, y}.
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– Supposons que y est a` distance m et que σ 6= σ′. Alors t est ne´cessairement a` distance
m− 1 et est un voisin de x a` distance m− 1 dans l’appartement standard. Si x a un seul voisin
a` distance m− 1 alors t = z et σ = σ′ ce qui est exclu. Donc x posse`de deux voisins a` distance
m− 1, ce sont t et z. Mais alors {x, t, z} forme une autre chambre de l’appartement standard,
ce qui contredit le fait que y et t sont voisins.
– Supposons que y est a` distance m− 1 et que σ′ est, comme σ, de type (b) c’est-a`-dire que
t est e´galement a` distance m− 1. Alors y, z et t sont des voisins a` distance m− 1 de x ce qui
conduit a` la seule possible conclusion que z = t et σ′ = σ.
Pour GL3(F), le complexe augmente´ de H-modules a` gauche (5.5), dont on rappelle qu’il est
exact, s’e´crit :
(7.1) 0→ F2(X,C)
∂2−→ F1(X,C)
∂1−→ F0(X,C)
α
−→ C→ 0.
Proposition 7.2. — Soit f ∈ F2(X,C). On suppose que toute areˆte dans le support de ∂2(f)
est a` distance 6 m. Alors les chambres du support de f sont a` distance 6 m.
De´monstration. — Soit m′ > 1 le plus petit entier tel que le support de f est inclus dans la
boule (ferme´e de centre σ0) de rayon m
′. On suppose que m′ > m. Soit σ une chambre du
support de f a` distance m′ : notons x un sommet de σ a` distance m′ et z un sommet de σ a`
distance m′− 1. Le troisie`me sommet note´ y est a` distance m′ ou m′− 1 selon que σ est de type
(a) ou (b).
Il est impossible que la chambre σ soit la seule du support de f contenant l’areˆte {x, y}. En
effet, si c’e´tait le cas, la valeur de ∂2(f) en {x, y} serait f(σ) ou −f(σ), qui est non nulle, ce
qui est impossible puisque {x, y} n’est pas dans le support de ∂2(f). D’apre`s le lemme 7.1, la
chambre σ ne saurait donc eˆtre de type (a). On a prouve´ que y est a` distance m′ − 1 et qu’il
n’y pas de chambre de type (a) a` distance m′ dans le support de f . Une chambre du support de
f contenant {x, y} est donc de type (b) a` distance m′ et σ est la seule qui satisfait ces crite`res
par le lemme 7.1. On obtient une contradiction, donc m′ 6 m.
Lemme 7.3. — Pour tout i ∈ {0, 1, 2}, le H-module a` gauche, Fi(X,C) est une somme directe
de copies de CUσi .
De´monstration. — Dans l’immeuble de G˜ = GL3(F), les facettes de dimension i sont toutes
conjugue´es a` σi sous l’action de G˜. Par ailleurs, pour g ∈ G˜, on a Ug·σi = gUσig
−1 ([31, §1]) et
C
Ug·σi = g · CUσi . Le re´sultat s’ensuit.
Lemme 7.4. — Soit A un ide´al a` droite de H. On a :
(7.2) AIm(∂2) = AF1(X,C) ∩ Im(∂2).
De´monstration. — L’inclusion du membre de gauche dans celui de droite est imme´diate. Il s’agit
donc de prouver que l’on a l’inclusion contraire, ce que l’on fait en raisonnant par l’absurde.
Soit donc f ∈ F2(X,C) une fonction non nulle telle que ∂2(f) appartient a` AF1(X,C) mais
n’appartient pas a` AIm(∂2). S’il existe une chambre σ dans le support de f telle que f(σ) ∈
ACUσ , on note f ′ l’e´le´ment de F2(X,C) de support σ et prenant la meˆme valeur que f en σ.
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On a donc ∂2(f
′) ∈ AIm(∂2) d’apre`s le lemme 5.5 et, quitte a` remplacer f par f − f
′, on peut
supposer que :
(7.3) f(σ) /∈ ACUσ
pour toute chambre σ du support de f . Nous allons aboutir a` une contradiction en suivant un
raisonnement analogue a` celui de la preuve de la proposition 7.2.
Soitm le plus petit entier > 1 tel que toutes les chambres dans le support de f soient contenues
dans la boule (ferme´e de centre σ0) et de rayon m. Soit σ une chambre a` distance m dans le
support de f : elle posse`de un sommet x a` distance m et ses autres sommets y et z sont a`
distance 6 m. Au moins l’un des deux, disons z, est a` distance m − 1. Remarquons qu’il est
impossible que la chambre σ soit la seule du support de f contenant l’areˆte {x, y}. En effet, si
c’e´tait le cas, regardons ∂2(f) : c’est une fonction dont la valeur en {x, y} est f(σ) ou −f(σ), qui
est non nulle. Puisque l’on a suppose´ que ∂2(f) ∈ AF1(X,C), c’est que cette valeur appartient
a` ACU{x,y}. On a donc :
f(σ) ∈ ACU{x,y} ∩ CUσ = ACUσ
car CI1 est un facteur direct de CUσ1 comme H-module d’apre`s la remarque 5.20, et en utilisant
le lemme 7.3. Ceci est en contradiction avec (7.3), donc la chambre σ n’est pas la seule du
support de f contenant l’areˆte {x, y}.
D’apre`s le lemme 7.1, la chambre σ est donc de type (b), le sommet y est a` distance m− 1.
Ce raisonnement e´tant valable pour toutes les chambres du support de f a` distance m, on sait
qu’elles sont toutes de type (b). Mais alors, appliquant a` nouveau le lemme 7.1, la chambre σ
est l’unique du support de f contenant {x, y} et l’on aboutit a` une contradiction.
On a ainsi prouve´ l’e´galite´ (7.2)
Notons respectivement B1(0,m) ⊂ F1(X,C) et B2(0,m) ⊂ F2(X,C) l’ensemble des fonctions
de support inclus dans l’ensemble des areˆtes a` distance ≤ m, respectivement des chambres a`
distance ≤ m. Ce sont des sous-espaces stables sous l’action de H.
Lemme 7.5. — Soit A un ide´al a` droite de H. On a :
(7.4) ∂2(B2(0,m)) ∩AB1(0,m) = A∂2(B2(0,m)).
De´monstration. — Seule l’inclusion du membre de gauche dans celui de droite me´rite une
ve´rification. Soit f une fonction de B2(0,m) telle que ∂2(f) ∈ AB1(0,m) ⊂ AF1(X,C).
D’apre`s l’e´galite´ (7.2), l’e´le´ment ∂2(f) appartient a` AIm∂2 ce qui signifie qu’il existe une fonction
g ∈ AF2(X,C) telle que ∂2(f) = ∂2(g). Mais ∂2 est injective, donc f ∈ AF2(X,C)∩B2(0,m) =
AB2(0,m).
L’espace F0(X,C) s’identifie comme repre´sentation de G˜ et comme H-module a` gauche a`
l’induite compacte indG˜KZC
Uσ0 de la repre´sentation CUσ0 de KZ sur laquelle on fait agir Z triv-
ialement. D’apre`s le corollaire 5.12, l’espace CUσ0 s’identifie commeH-module a` gauche et comme
repre´sentation de K a` H⊗H C et C en est un facteur direct comme H-module d’apre`s la propo-
sition 5.14. Le H-module a` gauche F0(X,C) s’identifie donc au produit tensoriel H⊗H ind
G˜
KZ C
et l’espace indG˜KZ C en est un facteur direct comme H-module.
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L’espace F1(X,C) s’identifie comme repre´sentation de G˜ et comme H-module a` gauche a`
l’induite compacte indG˜PZC
Uσ1 de la repre´sentation CUσ1 de PZ sur laquelle on fait agir Z
trivialement. L’action de P sur CUσ1 se factorise par le quotient P/N ≃ M. Par la proposition
5.18, l’espace CUσ1 s’identifie comme H-module a` gauche et comme repre´sentation de P a`
H ⊗H C
N et CN en est un facteur direct comme H-module. Le H-module a` gauche F1(X,C)
s’identifie donc au produit tensoriel H ⊗H ind
G˜
PZ C
N et l’espace indG˜PZ C
N en est un facteur
direct comme H-module.
On conside`re l’application de transition ∂1 comme une application ind
G˜
PZC
Uσ1 → indG˜KZC
Uσ0
et l’on note ∂01 sa restriction a` ind
G˜
PZC
N. D’apre`s la de´finition de ∂1, l’application ∂
0
1 est a`
valeurs dans indG˜KZC.
Remarque 7.6. — Puisque ∂1 est H-e´quivariante, elle s’identifie a` l’application
idH ⊗ ∂
0
1 : H ⊗H ind
G˜
PZ C
N −→ H ⊗H ind
G˜
KZ C
de sorte que Im∂1 est isomorphe a`H⊗HIm∂
0
1 commeH-module a` gauche, carH est un H-module
libre d’apre`s la proposition 5.8.
7.2. Filtration de Im∂1
Soit m > 1. On rappelle les crite`res suivants, tire´s du corollaire a` la proposition 7 de [5, chap.
I, §2, n◦6].
Lemme 7.7. — Soit : 0→ E′ → E→ E′′ → 0 une suite exacte de H-modules a` gauche.
(1) On suppose que le H-module E′′ est plat. Alors, pour tout ide´al a` droite A de H, on a :
(7.5) AE′ = E′ ∩AE.
(2) On suppose E est plat et que, pour tout ide´al a` droite A de H, on a l’e´galite´ (7.5). Alors
le H-module E′′ est plat.
Proposition 7.8. — Le H-module a` gauche B1(0,m) est plat si et seulement si C
Uσ1 est un
H-module a` gauche plat, auquel cas ∂1(B1(0,m)) est e´galement plat.
De´monstration. — La premie`re assertion provient du fait que le H-module a` gauche B1(0,m)
s’identifie a` une somme directe (finie) de copies de CUσ1 . Supposons maintenant que leH-module
a` gauche B1(0,m) est plat. Le H-module ∂1(B1(0,m)) est isomorphe au quotient de B1(0,m)
par l’intersection de B1(0,m) avec l’image de ∂2 par exactitude du complexe (7.1). D’apre`s la
proposition 7.2, cette intersection est e´gale a` ∂2(B2(0,m)). Les lemmes 7.7 (2) et 7.5 assurent
alors la platitude du module quotient ∂1(B1(0,m)).
Puisque le H-module Im∂1 est la limite inductive des ∂1(B1(0,m)), on obtient le corollaire
suivant en appliquant [5, Chapitre 1, §2, n◦3, Proposition 2 (ii)].
Corollaire 7.9. — Si CUσ1 est un H-module plat, alors le H-module a` gauche Im∂1 est plat.
Corollaire 7.10. — Si CUσ1 est un H-module plat, le H-module a` gauche Im∂1 est un facteur
direct de F0(X,C).
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Preuve du corollaire 7.10. — Par la remarque 7.6, le H-module Im∂1 s’identifie au produit ten-
soriel H ⊗H Im∂
0
1 . Le corollaire 7.10 sera prouve´ lorsque l’on aura ve´rifie´ que le H-module a`
gauche Im∂01 est un facteur direct de ind
G˜
KZ C. Ce re´sultat est donne´ par le lemme suivant.
Lemme 7.11. — Si CUσ1 est un H-module plat, le H-module a` gauche Im∂01 est injectif.
De´monstration. — On appelle B01(0,m) l’intersection ind
G˜
PZC
N ∩ B1(0,m). Le H-module a`
gauche Im∂01 est la limite inductive des ∂
0
1(B
0
1(0,m)). Puisque H est un anneau noetherien,
le the´ore`me de Bass-Papp [23, (3.46)] assure que le lemme sera de´montre´ si l’on prouve que
chaque H-module ∂01(B
0
1(0,m)) est injectif. Par auto-injectivite´ de H, il suffit de prouver que
∂01(B
0
1(0,m)) est un H-module projectif, ou encore qu’il est plat par le lemme 1.17. On remarque
alors que H ⊗H ∂
0
1(B
0
1(0,m)) s’identifie a` ∂1(B1(0,m)) qui est un H-module plat d’apre`s la
proposition 7.8, sous l’hypothe`se que CUσ1 est un H-module plat. On applique alors le lemme
5.11 et l’on obtient la platitude du H-module a` gauche ∂01(B
0
1(0,m)).
Le corollaire 7.10 est de´montre´.
7.3. Etude de la platitude des modules universels lorsque q = p.
On suppose de´sormais que q = p.
7.3.1. Le H-module C. —
Proposition 7.12. — Supposons que q = p 6= 2. Le H-module C n’est pas plat.
De´monstration. — On a la suite exacte de H-modules :
(7.6) 0→ Im ∂1 → F0(X,C)→ C→ 0.
Supposons que q = p 6= 2. Alors CUσ1 est un H-module plat (voir l’exemple 5.21). Le corollaire
7.9 donne donc la platitude du H-module Im∂1. Ainsi, d’apre`s le lemme 6.10, si C e´tait un H-
module plat, alors F0(X,C) serait e´galement unH-module plat. D’apre`s les re´sultats rassemble´s
dans l’exemple 5.17, ce n’est pas le cas. Donc le H-module C n’est pas plat.
7.3.2. Le H-module C′. — Rappelons que l’on a un complexe exact de repre´sentations de
H′
(7.7) 0→ F2(X,C
′)
∂2−→ F1(X,C
′)
∂1−→ F0(X,C
′)→ C′ → 0
obtenu en appliquant au syste`me de cœfficient (7.1) la projection ε1 : C → C
′ qui est un
idempotent central de H′. Par ce meˆme proce´de´ de projection, les re´sultats du paragraphe 7.2
sont pre´serve´s si l’on remplace C par C′, C par C′, H par H′ et H par H′. D’apre`s la remarque
5.22, le H-module C′Uσ1 est plat que q soit e´gal a` p ou non. On en de´duit le re´sultat suivant :
Proposition 7.13. — Le H′-module a` gauche ∂1(F1(X,C
′)) est un facteur direct de F0(X,C
′).
Le H′-module F0(X,C
′) est une somme directe de copies de C′Uσ0 qui est un H′-module
projectif sous l’hypothe`se q = p (Exemple 5.17 (4)). D’apre`s la proposition pre´ce´dente et par
exactitude du complexe (7.7), le H′-module C′ est un facteur direct de F0(X,C
′), et l’on a
prouve´ :
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Corollaire 7.14. — Si q = p, le H′-module a` gauche C′ est projectif.
En particulier, si q = p = 2, le H-module a` gauche C est projectif.
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