Let A be an m-by-n matrix with m = m1m2 and n = n1n2. We consider the problem of nding B 2 IR m 1 n 1 and C 2 IR m 2 n 2 so that k A ? B C k F is minimized. This problem can be solved by computing the largest singular value and associated singular vectors of a permuted version of A. If A is symmetric, de nite, non-negative, or banded, then the minimizing B and C are similarly structured. The idea of using Kronecker product preconditioners is brie y discussed.
where B 2 IR m1 n1 , C 2 IR m2 n2 , and \ " denotes the Kronecker product.
Our interest in this problem stems from preliminary experience with Kronecker product preconditioners in the conjugate gradient setting. Suppose A 2 IR n n with n = n 1 n 2 and that M is the preconditioner. For this solution process to be successful, the preconditioner should \capture" the essence of A as much as possible subject to the constraint that a linear system Mz = r is \easy" to solve. In our context, we capture A through the minimization A (B; C) with B 2 IR n1 n1 and C 2 IR n2 n2 . Systems of the form Mz (B C)z = r are easy to solve because only O(n 3=2 ) ops are required if n 1 n 2 p n. To appreciate this point, observe that (B C)z = r is equivalent to CZB T = R (1) where Z and R are n 2 -by-n 1 matrices whose columns are segments of the vectors z and r respectively: Z(:; k) = z((k ? 1)n 2 + 1:kn 2 ) R(:; k) = r((k ? 1)n 2 + 1:kn 2 ) k = 1:n 1 :
(At this point the reader may wish to review the algebra of Kronecker products. See Horn and Johnson(1991) or Van Loan (1992) .) If B and C are nonsingular and we apply Gaussian elimination with partial pivoting to produce the factorizations P 1 B = L 1 U 1 and P 2 C = L 2 U 2 , then 2(n 3 1 + n 3 2 )=3 ops are required. The ensuing multiple triangular system solves involve an additional 2(n 2 1 n 2 + n 1 n 2 2 ) ops. If n = n 2 1 = n 2 2 , then a total of 16n 3=2 /3 ops are needed. An instructive way to look at the above solution process is to recognize that (P 1 P 2 )(B C) = (L 1 L 2 )(U 1 U 2 ) is an LU (with partial pivoting) factorization of B C. This illustrates the adage that a given factorization of B C can usually be obtained by taking the Kronecker product of the corresponding B and C factorizations : For a practical illustration of Kronecker product factorizations, see Fausett and Fulton (1992) who apply the idea with QR to solve least squares problems in photogrammetry. Some factorizations are not \preserved" when Kronecker products are taken: A real Schur decomposition of B C is not obtained by taking the Kronecker product of the real Schur decompositions of B and C because the 2-by-2 bumps in the factors can create \block bumps" in the product. The computational rami cations of this fact are discussed in Bartels and Stewart (1972) and Golub, Nash, and Van Loan (1979) . If QR with column pivoting is used to produce the factorizations B 1 = Q 1 R 1 and C 2 = Q 2 R 2 , then (B C)( 1 2 ) = (Q 1 Q 2 )(R 1 R 2 ) is not the factorization rendered by the same algorithm applied to B C. Despite these anomalies, it is clear that the solution of Kronecker product systems is a nice problem with much structure to exploit. Not only are O(n 3=2 ) solution procedures available, but the form of (1.1) suggests opportunities for using the level-3 BLAS and parallel processing.
The act of nding good preconditioners through an appropriately constrained Generalizations of this for matrices with Toeplitz blocks are discussed in Chan and Jin (1992) .
Our presentation is organized as follows. First, we characterize the optimum Kronecker factors B and C in terms of the singular value decomposition of a permuted version of A. Algorithms for determining B and C are discussed is x3 and x4. The important cases when A is banded, non-negative, symmetric, and de nite are handled in x5 along with some additional specially structured examples. In x6 we brie y examine the use of Kronecker product preconditioners.
We conclude this section with a few pointers to related work. The Kronecker product has a long history in mathematics and an excellent review is o ered in Henderson, Pukelsheim, and Searle (1983) . Computational aspects of the operation are detailed in Pereyra and Scherer (1973) and de Boor (1979) .
Kronecker products arise in a number of applied areas. See Andrews and Kane (1970) , Swami and Mendel (1990) , Brewer (1978) , Heap and Lindler (1986) , and Rauhala (1980) for Kronecker product discussions of generalized spectra, higher order statistics, systems theory, image processing, and photogrammetry.
In recent years there have been a number of developments that point to an increased role of the Kronecker product in the area of high performance matrix computations. Johnson, Huang, and Johnson (1991) have developed a parallel programming methodology that revolves around the Kronecker product. See also Johnson, Johnson, Rodriguez, and Tolimieri (1990) . Regalia and Mitra (1989) and Van Loan (1992) have shown how the organization of fast transforms is clari ed through the \language" of Kronecker products.
2 The Rank-1 Approximation Consider the uniform blocking of an m 1 m 2 -by-n 1 n 2 matrix A. 
Using Matlab colon notation, the (i; j) block is given by A ij = A((i ? 1)m 2 + 1:im 2 ; (j ? 1)n 2 + 1:jn 2 ) ; the submatrix de ned by rows (i?1)m 2 +1 to im 2 and columns (j ?1)n 2 +1 to jn 2 . It is not hard to show using the de nition of the Kronecker product that
By keeping the B matrix \intact," we also have is the m 1 -by-n 1 submatrix de ned by rows i, i+m 2 , i+2m 2 , : : : , i+(m 1 ?1)m 2 and columns j, j + n 2 , j + 2n 2 , : : : , j + (n 1 ? 1)n 2 . Thinking of matrices at the block level is the key to high performance matrix computations. See Golub and Van Loan (1989) .
To proceed further with the analysis of A (B; C), we require the vec operation, which is a way of turning matrices into vectors by \stacking" the columns: We are now set to establish a key result that connects the problem of minimizing A (B; C) with the problem of approximatingÃ with a rank-1 matrix.
Theorem 2.1 Assume that A 2 IR m n with m = m 1 m 2 and n = n 1 n 2 . If B 2 IR m1 n1 and C 2 IR m2 n2 , then
Proof. By applying the vec operator in (2.2) we get:
The approximation of a given matrix by a rank-1 matrix has a well-known solution in terms of the singular value decomposition.
Corollary 2.2 Assume that A 2 IR m n with m = m 1 m 2 and n = n 1 n 2 . If A = R(A) has singular value decomposition U TÃ V = = diag( i ) where 1 is the largest singular value, and U(:; 1) and V (:; 1) are the corresponding singular vectors, then the matrices B 2 IR m1 n1 and C 2 IR m2 n2 de ned by vec(B) = 1 U(:; 1) and vec(C) = V (:; 1) minimize k A ? B C k F : Proof. See Golub and Van Loan(1989, p.73 
whereÃ ij 2 IR m1 m2 is de ned by vec(Ã T ij ) = A(:; (i ? 1)n 2 + j) 1 i n 1 ; 1 j n 2 :
In view of (2.4) we need only con rm that 3 SVD Framework
The Golub-Reinsch SVD algorithm can be used for computing the largest singular value and corresponding singular vectors of R(A). However, in view of the potentially large dimension ofÃ = R(A) in some applications, it may be more appropriate to use the SVD Lanczos process of Golub, Luk, and Overton (1981) .
Here is how to proceed with the computation of B 2 IR m1 n1 and C 2 IR m2 n2 : Framework 1. There are many subtleties associated with the Lanzcos process and we refer the reader to Cullum and Willoughby(1985) or Golub and Van Loan (1989,p.98 ) for details.
Our only implementation discussion concerns the matrix-vector productsÃx Setting all these partials to zero de nes the required matrix B. The proof of (4.2) is similar. 2
The above result suggests that we can compute B and C by taking the separable least squares approach of Barham and Drane (1972) . The idea is to minimize A (B; C) by alternately improving the B and C matrices through a sequence of linear least squares optimizations:
Framework 2. This process requires 4m 1 n 1 m 2 n 2 = 4mn ops per iteration, the same as Framework 1. Other methods for nonlinear least squares problems with variables that separate are discussed in Golub and Pereyra (1973) and Kaufman (1975) . The practical implementation of this framework involves all the subtleties that are associated with the power method. See Wilkinson(1965) for a discussion.
Structured Problems
As we alluded to in x1, the Kronecker product of two structured matrices is usually structured in the same way:
If B and C are . We are interested in the structure of the solution to the Kronecker approximation problem given that A is structured. In the following subsections we use Corollary 2.2 and Theorem 4.1 to establish a number results about structured problems.
Bandedness
We rst show how bandedness in A \shows up" in B and C. Proof. Using the non-negativity of C and Theorem 4.1, b ij = tr(A T ij C) tr(C T C) 0 for i = 1:m 1 and j = 1:n 1 : 2 In the same way, we can show that if A and B are non-negative, then the C that minimizes k A ? B C k is also non-negative. Thus, if we start with a non-negative C in Framework 2, then all subsequent B and C matrices are nonnegative. The following theorem shows that this restriction poses no di cultly because the optimum B and C are also non-negative.
Theorem 5.3 If m = m 1 m 2 , n = n 1 n 2 , and A 2 IR m n is non-negative, then there exist non-negative matrices B 2 IR m1 n1 and C 2 IR m2 m2 such that k A ? B C k F is minimized. Proof. Note thatÃ = R(A) has non-negative entries and let 1 be its largest singular value. Peron-Frobenius theory tells us that there exist non-negative u 2 IR m1n1 and v 2 IR m2n2 so thatÃ TÃ v = Analogous results are applicable if the \frozen factor" is skew-symmetric: Theorem 5.5 If n = n 1 n 2 , A 2 IR n n is symmetric and C 2 IR n2 n2 is skewsymmetric, then there exists a skew-symmetric B 2 IR n1 n1 that minimizes k A ? B C k F . Proof. Theorem 5.6 Suppose n = n 1 n 2 and A 2 IR n n is symmetric. If k A ? B C k F cannot minimized by symmetric matrices B 2 IR n1 n1 and C 2 IR n2 n2 , then it can be minimized by skew-symmetric matrices B 2 IR n1 n1 and C 2 IR n2 n2 . Proof. ? ) are singular subspace pairs for R (A) . It follows that the largest singular value and corresponding singular vectors must be associated with one of these pairs. 2
Theorem 5.6 can also be established by observing that if A is symmetric, then P n1 R(A)P T n2 = R (A) where P q designates the vec permutation matrix on IR q 2 :
P q vec(X) = vec(X T ) X 2 IR:
This permutation connects the vec of a matrix and the vec of its transpose. See Henderson and Searle (1981) for further details.
Positive De niteness
We rst show that if the initial guess matrix in Framework 2 is positive de nite, then all subsequent B and C iterates are positive de nite. Since C is positive de nite, it has a Cholesky factorization C = LL T . From (5.1) and the fact that the trace is invariant under similarity transformations, gives
The proof that C is positive de nite when B is given is similar. 2 The next result shows that if A is symmetric and positive de nite, then the same can be said about the optimum B and C.
Theorem 5.8 If n = n 1 n 2 and A 2 IR n n is symmetric positive de nite, then there exists symmetric positive de nite B 2 IR n1 n1 and C 2 IR n2 n2 that minimize A (B; C).
Proof. >From Theorem 5.6 we may select the optimum B and C to be either both skew-symmetric or both symmetric. We rst show that the latter must be the case. 
Sums of Kronecker Products
Next, we consider the situation when the matrix A to be approximated is a sum of Kronecker products:
Assume that each G i is m 1 -by-n 1 and each F i is m 2 -by-n 2 . It follows that if f i = vec(F i ) and g i = vec(G i ), theñ
is a rank-p matrix. This has two important rami cations. First, it means that matrix-vector products of the formÃx andÃ T x cost O((m + n)p) ops where m = m 1 m 2 and n = n 1 n 2 . Second, it means that the optimum B and C are linear combinations of the G i and F i : B = 1 G 1 + + p G p C = 1 F 1 + + p F p The problem of approximating matrices of the form (I F) + (G I) is discussed further in x6.
Approximation with Linear Homogeneous Constraints
Consider the problem of approximating A with a Kronecker product B C that has a prescribed structure. If the constraints on B and C are linear and homogeneous, then we are looking at a problem with the following form:
Here, A 2 IR m n , m = m 1 m 2 , n = n 1 n 2 , B 2 IR m1 n1 , C 2 IR m2 n2 , S 1 2 IR m1n1 p1 , S 2 2 IR m2n2 p2 , and we assume that S 1 and S 2 have full column rank. By choosing these constraint matrices properly, we can force B and C to take on any prescribed sparsity pattern. Circulant, Toeplitz, Hankel, and Hamiltonian structures can also be imposed.
To solve the constrained problem we follow the techniques espoused in Golub (1973) 
Stochastic and Orthogonal Problems
The non-negative matrix A 2 IR n n is stochastic if e T n A = e T n where e n is the n-vector of ones. If n = n 1 n 2 and B 2 IR n1 n1 and C 2 IR n2 n2 minimize Another structured problem that is not solvable by our SVD framework is the case when A is orthogonal and we insist that the optimizing B and C be orthogonal. It does not follow that orthogonal B and C minimize A (B; C). Thus, we are led to another constrained nonlinear leasts squares problem: min B T B = I n1 C T C = I n2 k A ? B C k F :
A reasonable initial guess (B 0 ; C 0 ) in this setting is to set B 0 and C 0 to be the closest orthogonal matrices to the B and C that minimize A (B; C).
Kronecker Product Preconditioners
To acquire some intuition about the use of Kronecker products as pre-conditioners, consider the Ax = b problem where A = a 1 (I n1 I n2 ) + a 2 (I n1 J n2 ) + a 2 (J n1 Thus, A is the sum of two Kronecker products and the remarks made in x5.5
apply. Since the rank ofÃ is two, the singular vectors that de ne the optimal B and C can be computed in O(n) ops. These matrices are tridiagonal, symmetric, and positive de nite in view of the discussions in x5.
Let us focus on the case when A is given by (6.2). For simplicity, de ne the 
