Due to the need for adequate statistically homogeneous training, full-dimensional space-time adaptive processing (STAP) is well accepted to be impractical. Several previous works have addressed this issue by reducing the adaptive degrees of freedom (DoF), in turn reducing the required training. In this paper, we introduce a new multistage STAP approach that significantly reduces the required sample support while still processing all available DoF. The multistage fast fully adaptive (FFA) scheme draws inspiration from the butterfly structure of the fast Fourier transform. It uses a "divide-and-conquer" approach by creating several smaller STAP problems but then combines the outputs of each problem adaptively as well. The reduction in required sample support rivals currently available reduced DoF algorithms. We also develop three variants of the algorithm, including one that uses random subdivisions of the original STAP problem. We test the efficacy of the algorithms developed via simulations based on simulated airborne radar data and measured high-frequency surface wave radar data. The results show that for simulated homogeneous data, the performance of the FFA approaches is comparable to that of available STAP algorithms; however, with measured data, the FFA approach provides significantly better performance.
I. INTRODUCTION
Space-time adaptive processing (STAP) remains the most effective means to detect targets masked by far stronger interference. The optimal approach for target detection, if the interference statistics are Gaussian and known a priori, is the matched filter for colored noise. However, these statistics are usually unknown and must be estimated from available measurements. In practice, therefore, the adaptive matched filter (AMF) first estimates the interference statistics using training samples [1, 2] .
Consider a phased-array radar system with N spatial channels and M pulses in a coherent pulse interval (CPI). Each range cell, therefore, corresponds to an N × M data matrix (equivalently, a length-NM data vector). The AMF solution or fully adaptive STAP, for each range-angleDoppler cell under test, computes an adaptive weight for each of the NM adaptive degrees of freedom (DoF) based on the NM × NM estimated interference covariance matrix. There are, however, two significant problems with implementing the AMF. First, obtaining the adaptive weights requires the solution of an NM × NM matrix equation for each range cell and angle-Doppler of interest, a prohibitive computation load for practical values of N and M. Second, and fundamentally, obtaining a reasonably accurate estimate of the interference covariance matrix requires on order of 2NM statistically homogeneous training data samples [3] . Given that training samples are usually obtained from target-free range cells surrounding the range cell under test, this requirement can almost never be met in practice. This paper, for the most part, addresses the second-and fundamental-concern.
To address these issues, researchers have developed techniques that require less training data by using fewer adaptive DoF. Indeed, there is a vast literature on STAP, the algorithms, and their relative merits; we direct the reader to [2] and the references therein. Some well-established reduced-rank approaches include the joint domain localized (JDL) algorithm [4, 5] ; the parametric adaptive matched filter (PAMF) [6] , including a knowledge-aided version [7] ; the algorithm [8, 9] ; and newer approaches with antenna-pulse selection [10] or amplitude and phase estimation [11] .
In these schemes, most of the originally available adaptive DoF are "discarded." The JDL method, for example, adaptively processes data within a relatively small localized processing region (LPR) after a nonadaptive transformation of the space-time data to the angle-Doppler domain. Reducing the adaptive DoF in this manner yields corresponding reductions in required sample support and computation load. These gains are achieved at the cost of performance in terms of discrimination of the target from interference; the best STAP algorithms minimize this loss of performance.
This paper proposes an alternative algorithm that exploits all available DoF while significantly reducing the required sample support. The approach proposed here is to subdivide the N × M data matrix into several submatrices of smaller dimensions and then use the AMF within each such submatrix to compute an intermediate statistic. The size of the subdivisions is determined by the available training. The key innovation lies in using these intermediate statistics to form a new data matrix; the entries in this data matrix are to be repartitioned, and each partition is to be processed adaptively in a subsequent stage. This process of partitioning, adaptively processing each partition, and forming a new data matrix is repeated until the original N × M data matrix is reduced to a single final test statistic. In this regard, this multistage approach, referred to here as the fast fully adaptive (FFA) algorithm, draws inspiration from the butterfly diagram of the fast Fourier transform (FFT). Importantly, in the final reckoning, the FFA process assigns an independent adaptive weight to each of the original NM DoF.
The closest cousin to the FFA algorithm, as described above, is to use spatial smoothing (forward-backward smoothing) with subapertures formed from the spatiotemporal data matrix [12, 13] . In both approaches, the data matrix is partitioned using a chosen subdivision. The key difference is that, in the FFA algorithm, the partition sizes are quite small and the combining of the partitions is done adaptively. Furthermore, the FFA algorithm repartitions the resulting adaptively processed statistics for further processing, a process that is repeated in multiple stages.
An alternative interpretation is that the FFA algorithm is equivalent to a block-diagonal approximation to solving the original fully adaptive AMF matrix problem at each stage. It is worth emphasizing that, as a consequence, the FFA algorithm does not replace traditional fully adaptive processing. Even if adequate training were available, the algorithm would suffer from a performance loss-the FFA algorithm is fully adaptive in the sense that it assigns an adaptive weight to each of the available NM spatiotemporal DoF. By considering only sub-blocks of the original NM × NM AMF matrix, the algorithm suffers from a performance loss as compared to the traditional fully adaptive AMF algorithm (if adequate training is available). However, as we will see, in the more practical case of limited training, the FFA algorithm performs extremely well.
The FFA approach described so far is convenient and intuitive but, by forcing the use of disjoint contiguous space-time blocks, is also restrictive. We develop variants of the partitioning scheme that break from the block-diagonal structure and provide a trade-off between performance and computational complexity. The first two are simple extensions to unequal partition sizes and overlapping partitions allowing for implementation with, for example, systems with prime N and M. This is similar to the smoothing approach with overlapping subarrays. The final and most interesting variant uses a random interleaving of the space-time data matrix-this randomization provides an additional level of interference cancellation and also allows for reuse of the available DoF.
In this paper, we develop the FFA algorithm and the three variants described. We then analyze the computational complexity of the FFA algorithm and its variants using the lower-complexity JDL algorithm as a benchmark. We test the performance of the algorithms in two different interference scenarios: using simulated homogeneous airborne clutter data and two sets of measured data from a high-frequency surface wave radar (HFSWR) system. As will be shown in the results section, the performance of the FFA method is comparable to algorithms such as JDL processing with homogeneous data. However, the performance of the FFA algorithm proves to be significantly superior to that of the JDL approach in the HFSWR case, where clutter nonhomogeneities play a significant role.
The rest of this paper is organized as follows. Section II presents the system model for the interference scenarios considered in this paper. Section III presents the FFA algorithm and the four spatiotemporal partitioning schemes for this algorithm. One crucial contribution is a randomized partitioning scheme. Section IV presents an analysis of the computational complexity of the regular, overlapping, and randomized FFA approaches and compares their complexity to that of the optimal AMF and low-complexity JDL algorithms. Section V presents several simulation results used to evaluate the performance of the FFA in the airborne and HFSWR setups. Section VI concludes this paper and presents suggestions for future work.
II. SYSTEM MODEL AND ADAPTIVE MATCHED FILTERING
We develop the FFA algorithm in the context of an equispaced linear array of point sensors. This choice is largely for ease of exposition and is not essential to the workings of the algorithm. We begin with the system model and a brief review of the fully adaptive AMF scheme. The review will help with the description of the FFA algorithm in the following section.
Consider an equispaced linear radar array of N isotropic, point sensors with elements separated by a distance d. The radar transmits a pulse in a chosen direction φ t , referenced to broadside, searching for potential targets in this direction. This signal reflects off (possibly) a target and other interfering obstacles (e.g., the ground in the airborne radar case). The return signal is match filtered to the pulse shape and sampled L times with each sample corresponding to a range cell.
This process is repeated M times within a CPI. The entire data set can therefore be compiled into an N × M × L data cube. For each range bin, the received data can be stored in a length-NM vector x whose entries, numbered mN to [(m + 1) N − 1], correspond to the returns at the N elements from pulse number m (m = 0, 1, . . ., M − 1). This data vector is a sum of the contributions from external interference sources, thermal noise, and possibly a target and can be written as
where c represents all interference sources and n the additive thermal noise and ξ represents the target amplitude and is zero under the null hypothesis (i.e., target absent). Finally, the vector v in (1) is the space-time steering vector corresponding to a target at look angle φ t and look Doppler frequency f t . This steering vector can be written in terms of a spatial steering vector a(φ t ) and a temporal steering vector b(f t ) [1] ,
where ⊗ represents the Kronecker product of two vectors, the superscript T the transpose operator, f s = (d/l) sin φ t the normalized spatial frequency, l the wavelength of operation, and f R the pulse repetition frequency (PRF).
A linear processor uses a weight vector w to form a decision statistic , that is,
where the superscript H denotes the Hermitian of a matrix, 0 is a detection threshold chosen corresponding to a chosen false alarm rate, and H 0 and H 1 represent the target-absent and target-present hypotheses, respectively.
A. Optimal and Adaptive Data Processing
Define n I = c + n as the total interference and noise received at the radar and R = E[n I n H I ] as the covariance matrix of this interference vector, where E[·] represents the statistical expectation. If this covariance matrix is known a priori, the optimal weight vector is given by the matched filter under colored noise, w = R −1 v [1] . Unfortunately, in practice, the interference covariance matrix is unknown a priori and must be estimated using training data. In STAP, the covariance matrix corresponding to the primary range cell (the cell under test) is estimated using data from K secondary range cells as
where x k is the space-time data snapshot at the kth secondary range cell. Under zero-mean Gaussian interference, this is the maximum likelihood estimate of R. The AMF weights are then obtained as w = R −1 v. A formulation with the extremely useful property of constant false alarm rate (CFAR) is the modified sample matrix inversion (MSMI) statistic [14] ,
with y defined in (6) . Clearly, this fully adaptive processor assigns an adaptive weight to each of the NM DoF. However, the fundamental issue that precludes the use of this processor is the need for adequate training. For the matrix estimate in (8) to be accurate, the secondary range cells must be 1) statistically homogeneous with the primary range cell, and 2) the training set must have adequate samples. The Reed-Mallet-Brennan rule [3] states that to obtain an output signal-to-interferenceplus-noise ratio within 3 dB of optimal, we need K > 2NM. Unfortunately, such generous-and homogeneous-sample support is rarely available in practice. For example, in the HFSWR system used in this paper, N = 16 and M = 4096, while the total number of range cells in the data cube is L = 270.
Most solutions to this problem reduce the adaptive DoF, with corresponding reductions in the required sampled support. Popular examples of these schemes are the JDL, , and PAMF methods mentioned in the introduction. The JDL method, for example, adaptively processes data within a relatively small localized processing region (LPR) after performing a nonadaptive transformation of the space-time data to the angle-Doppler domain. The LPR, most often, comprises just three angle and three Doppler bins resulting in nine adaptive DoF-and the required sample support dropping to approximately K = 20. In the next section, we present a new algorithm that uses all adaptive DoF but still reduces the required sample support to the same level.
III. FFA PROCESSING
We propose a multistage adaptive processing scheme that uses a "divide-and-conquer" strategy to overcome the disadvantages associated with the fully adaptive AMF. The FFA scheme requires little training, with the advantage that all available DoF are processed adaptively. The key fact enabling the FFA algorithm is that the AMF approach searches for a signal, buried within the received data, with the space-time structure defined by the steering vector; as long as the steering vector is an accurate representation of the target signal structure, the AMF process, as described in the previous section, is valid. We begin by describing the algorithm followed by the mathematical details. these partitions, forming a complex statistic for each partition. This statistic is of the form in (6) , not the magnitude statistic as in (9). The t s × t t statistics are organized in a new data matrix whose entries are the complex outputs of the corresponding AMF processes. Of crucial importance is the impact on the steering vector. In each partition, the weights computed by the AMF are used to track the effect on the steering vector. As a result, the new t s × t t matrix of output statistics, from the first stage of processing, forms a space-time matrix containing the same target (if present in the original data) but with a modified steering vector. One approach is to normalize the weights to retain the steering vector structure with modified interelement and interpulse phase shifts. However, note that as long as the impact of the processing on the steering vector is tracked, the approach is valid. The resulting t s × t t data matrix is again repartitioned (not necessarily in the same manner as the original space-time snapshot), and each partition is processed by the AMF, yielding the next stage of spatiotemporal outputs. Again, the impact on the steering vector is tracked. This procedure is repeated until a final scalar statistic is obtained whose magnitude, as in (9) , is compared to an appropriate threshold to decide on the presence of a target. Fig. 1 and the block diagram in Fig. 2 illustrate the proposed FFA approach. The first illustration in Fig. 1 shows how the M × N data matrix is partitioned with each partition processed using the AMF and feeding into the next stage. The second half of the same figure shows how the number of partitions reduces in each stage. Fig. 2 shows that the partitioning, processing, and repartitioning process iterates until a final statistic is available. As seen in the figures, the FFA algorithm comprises three steps:
• Partitioning: In the first step, the space-time data and steering matrices are partitioned into several data matrices of smaller dimensions.
• Processing: The AMF is used within each submatrix, an adaptive problem of dimension (N × M ). The weights obtained are applied to both the data and the steering matrices.
• Updating and Iterating: The intermediate statistics corresponding to each partition form the new "space-time" data matrix with a corresponding steering vector.
These three steps are then iterated until only a single scalar remains.
Mathematical Formulation: For ease of exposition, we formalize this approach for the case where the partition sizes remain the same at all levels and a linear array of point sensors. We begin by reformatting the data and steering vectors, x and v, as N × M matrices X and V, respectively. The mth column of these matrices lists the data and steering vectors obtained for the mth transmitted pulse. Matrices X and V are partitioned into t s × t t submatrices each of size N × M (the secondary data are partitioned in a similar manner). Denote the nth spatial and mth temporal partition of the space-time and steering matrices as X (0) nm and V (0) nm , n = 0, 1, . . ., t s -1 and m = 0, 1, . . . , t t − 1, respectively. The superscript (0) specifies that we are currently processing the starting (zeroth) stage (see Fig. 1 ).
The (n, m)th steering matrix partition, V
nm , is related to the first steering matrix partition, V (0) 11 as follows:
where z s and z t correspond to the spatial and temporal phase shifts defined in (5). The AMF is used within each partition. Consider the first partition, with data matrix X 
where n (0)
I 00 is the (scalar) colored noise component resulting from the first partition. Due to the normalization in (12) , the target amplitude, ξ , remains unchanged. In a similar fashion, we can compute the optimal weight vector and intermediate statistic for the (n, m)th partition as
= n
where we made use of the relation in (10) between the (n, m)th steering matrix partition and the first steering matrix partition. Note that, unlike in (12), the statistic in (15) is normalized using the steering vector corresponding to the first partition. This is largely a choice to retain the structure of a space-time steering vector; as long as the normalization is accounted for in the steering vector of the next stage, making a different choice does not change the process.
From (16) ; that is, using (5), the equivalent phase shifts in the first stage are
To keep track of the impact of the weights into the next stage, the weight vector is applied to the secondary data as well.
Using (13) and (17), the second stage comprises a t s × t t data matrix containing a target with the same amplitude but with new spatial and temporal spacings corresponding to z (1) t and z (1) s , respectively. The FFA algorithm iterates the partitioning and the processing until a single final decision statistic is obtained. At each stage, the target steering matrix changes as per (17) . The final complex statistic is processed to form the CFAR MSMI statistic using (9) .
It is worth emphasizing that the process of partitioning, processing with adaptive weights, and iterating is applied to the secondary (training) data as well, exactly as is done for the primary data (denoted by X above) and steering matrix (V). 
Block-Diagonal Interpretation:
The expected advantages of the FFA are clear: the use of the divide-and-conquer approach allows for all DoF to be processed adaptively while significantly reducing both the sample support requirements and the computation load. However, it is important that the FFA scheme does not lead to an equivalent model of the fully optimal AMF, which solves for all NM DoF simultaneously. As a result, even if adequate sample support were available, some performance degradation would be expected. However, for practical scenarios where sample support is scarce, the fully adaptive AMF is not implementable, and the FFA becomes a strong practical alternative.
With a suitable permutation of the entries in the data and steering vectors, each stage of the FFA algorithm may be interpreted as a block-diagonal approximation to the fully optimal AMF. The AMF weights are given by w = R −1 v, where R is matrix of size NM × NM. By focusing on partitions of size of N × M , the FFA algorithm processes blocks of size N M × N M individually on the diagonal of R. The loss in performance of the FFA, as compared to the fully adaptive AMF, is due to the neglecting of the off-diagonal blocks within R. On the other hand, the use of repeated adaptive stages regains some of this loss in performance.
B. Unequal Partitions
So far, we have assumed that the partitions at each depth are of equal size; that is, all the spatiotemporal rectangles at a certain depth are of equal dimensions. This is largely for ease of exposition and not fundamental to the algorithm. For example, one could use P s and P t partitions in the spatial and temporal domains, respectively. Each partition comprises N The impact of the unequal partitions is largely through a change in the steering vector in the next stage. Define
where
creates a steering vector for the (n, m)th partition with the first entry normalized to 1. After AMF processing within the (n, m)th partition, the output statistic, analogous to (15) , is
The steering vector in the first stage, therefore, corresponds to an unequally spaced array with P s elements and P t unequal temporal spacings within a CPI. The previous section generalized the FFA scheme to arbitrary values of M and N. However, the data matrix at any stage was partitioned into disjoint sets. This is unnecessarily restrictive, and here we generalize the partitioning scheme such that data partitions can overlap. This allows for reuse of the available DoF and inherent smoothing across the space-time data matrix. Define d N and d M to be the lengths of a spatial and temporal partition, respectively, at a certain depth of the FFA tree. Next, define s N and s M to be the separation between two consecutive spatial and temporal partitions, respectively.
In the example shown in Fig. 4, d N 
and s M = 3. Fig. 4 might represent either the data matrix of space-time samples at a certain depth, the secondary data, or the steering matrix corresponding to the look angle and Doppler (each must be partitioned in an identical manner).
The overlapping FFA scheme then proceeds much like the unequal partitioning scheme described earlier. We therefore do not present the details of this approach. The key difference from the previous section is the reuse of DoF, which allows for improved performance at the expense of added computational load. Note that the choices of interpartition spacing (e.g., s N ) and partition size (e.g., d N ) are not independent since the union of all partitions should include all spatial elements. Clearly, the associated benefits are at the cost of increased computation load since each stage now includes more partitions.
D. Randomized FFA
This section presents an alternative partitioning approach but one that is a significant departure from all previous STAP algorithms. All the formulations presented so far are based on contiguous partitions. This is, again, restrictive. There are, moreover, other motivations to consider an alternative formulation:
• A significant issue with the FFA method is the lack of a systematic and efficient procedure to determine the optimal partitions that maximize algorithm performance (illustrated later in Fig. 16 ). A computer search for the "best" sequence becomes impossible for the case of large values of N and M with numerous factors and, in any case, would defeat the purpose of reduced computation complexity. This task becomes even more difficult in the overlapping FFA scenario, where the number of parameters requiring optimization doubles (compared to regular FFA processing).
• From the block-diagonal interpretation presented earlier, all schemes so far have focused at each stage on the diagonal blocks of the space-time covariance matrix. However, a scheme that accounts for the neglected portions of this matrix would clearly improve performance.
• The fully optimal AMF essentially forms a coherent weighted average of the random interference component, thereby reducing its impact. Being able to do this repeatedly would improve performance.
• An important issue with STAP is that measured data sets are invariably nonhomogeneous. Allowing for random combinations and recombinations of these nonhomogeneities potentially reduces their impact by averaging out the individual contributions.
As seen in the previous sections, the FFA algorithm is not limited to any specific size-or location-of partition. In fact, there is no need to restrict choices to rectangular partitions. As long as the process keeps track of the steering vector at each stage, the AMF can be applied to any subset of the space-time data vector. The key to the randomized FFA algorithm is taking many random subsets of the data vector. The resulting statistics can be grouped into a new data vector for the next stage of processing; furthermore, this process can be repeated as many times as necessary.
The steps to the randomized FFA algorithm, illustrated in Fig. 5 We emphasize that, at every step, the same interleaving and partitioning is always applied to the data, the corresponding steering vector, and the secondary data. There are two unusual aspects to the randomized FFA algorithm described above. The first is clearly the use of random subsets of the space-time data vector. The second is that the DoF can be reused essentially as many times as necessary by reinterleaving and taking different random subsets. While in theory the total number of subsets is limited by N and M, in practice these numbers are so large that the limiting factor would be the available computation capability.
The randomized FFA approach does not have a structural pattern and loses the FFT-like structure that originally inspired its development. This method becomes increasingly difficult to express mathematically or analyze. However, as the simulations shall show, the randomized approach has the distinct advantage of making the FFA more stable (i.e., less sensitive to the chosen partitioning scheme).
Revisiting the block-diagonal interpretation of the previous FFA variants, at every stage the randomized FFA algorithm accounts for random and noncontiguous N DoF × N DoF submatrices of the original NM × NM space-time interference matrix. Reinterleaving allows us to process as many of these submatrices as desired.
The randomized FFA has one additional potential benefit-the inherent randomness of the approach suggests that the impact of nonhomogeneities in the training data could be averaged out. As we will see in Section V, this is of particular interest in the HFSWR scenario, wherein the available data are limited and nonhomogeneities are inherent.
IV. COMPLEXITY ANALYSIS
The central aim of the FFA formulations is to address the issue of limited sample support in practical STAP scenarios. The reduction in DoF also leads to an attendant reduction in computation load as compared to fully adaptive processing. In this section, we characterize the computation load of the variants of the FFA algorithm. The computation load is compared with the popular and efficient JDL algorithm-setting the stage for the performance comparison in the next section.
JDL Processing: The JDL algorithm [5] processes space-time data after transforming these data to a localized processing region (LPR) in the angle-Doppler domain. If the LPR comprises η a angle bins and η d Doppler bins, the algorithm requires η a η d inner products with the corresponding length-NM steering vectors. The algorithm running time for a single look range can be approximated as T JDL = η a η d T 1 + T 2 , where T 1 is the time needed for a single-length-NM inner product, which is on order of O(NM), and T 2 is the time needed to perform inversion of the covariance matrix and is in the order of O ((η a η d ) 3 ). In this regard, the JDL algorithm is one of the most computationally efficient STAP algorithms, requiring a single transformation to angle-Doppler space followed by the solution of a small matrix equation (usually 9 × 9) for each look angle-Doppler.
Regular FFA: The complexity associated with the processing of a spatiotemporal partition of size N × M is that of the AMF and is defined primarily by the complexity associated with the inversion of an N M × N M matrix; that is, O((N M ) 3 ). There are (t dimensions of the partitions at depth i, and k N and k M are the largest non-unit spatial and temporal factor indices, respectively. In order to make both spatial and temporal sequences the same length, we augment the shorter sequence with ones until both sequences are the same length. Thus, the maximum depth of the FFT tree is given by max(k N , k M ). As a result, the complexity of the FFA per range can be written as
This equation shows that by requiring solutions to small AMF problems, the FFA algorithm is computationally efficient. In addition, the individual FFA problems could be executed in parallel if such a capability were available. However, the repeated combinations and multiple stages make it far more computationally complex in comparison with the JDL algorithm. The complexity of the unequally partitioned FFA scheme can be derived in a similar manner and is not presented here.
Overlapping FFA: The overlapping FFA method's complexity is somewhat more difficult to characterize since it involves twice the number of parameters as the regular FFA method. At a certain depth i, assuming that the spatial and temporal parameters are d N (i), s N (i), d M (i), and s M (i), we must process (M i N i ) spatiotemporal partitions using the AMF method, where
are the sizes of the spatial and temporal dimensions of the next depth (i.e., M i = M i+1 , and
matrix, which has a computation load on order of
. Thus, the complexity of the overlapping FFA method can be shown to be 
where we define
and N i is given by a similar expression similar to (23).
Note that (22) reduces to (20) if we set s M (i) = d M (i) and s N (i) = d N (i) at every depth i. Randomized FFA:
In the randomized FFA scheme, at a given depth i, if we denote by L(i) the size of the data vector at that depth, we use the AMF to process approximately g(i) = L(i)/N DoF partitions each of length N DoF (the approximation arises because L(i) may not be a multiple of N DoF . This process is repeated N iter times using N iter different interleaved versions of the data vector at the current depth. As a result, the computation complexity associated with the randomized FFA per range can be written as
]. The overall complexity for r look ranges is therefore just rT rand _ FFA . Table I summarizes the computational complexities of the five schemes: the three FFA schemes, JDL, and the original AMF approach. While clearly the various parameters of each algorithm can be manipulated to favor any algorithm, in general, in terms of computation load, JDL has the distinct advantage in that it requires the solution of a single-size η a η d matrix equation, while the FFA approach (in all of its variants) requires several AMF solutions. The results in the next section provide some sample numbers for the various parameters involved. Note that the regular FFA algorithm uses all NM adaptive DoF, while the JDL is restricted to just η a η d adaptive DoF. The 
V. NUMERICAL EVALUATION
In this section, we present results of simulations used to test the efficacy of the FFA approaches developed. The two sets of results are based on simulated airborne clutter and measured HFSWR data. We compare the performance of the FFA schemes against the nonadaptive filter matched to the space-time steering vector, AMF (when possible), multistage Wiener filter (MWF) [15] , and JDL algorithms. The JDL algorithm is chosen for its extremely low computation complexity and sample support requirements and as representative of the class of reduced-rank algorithms. The MWF is chosen as an alternate multistage approach. As we will see, in the airborne radar scenario with homogeneous data, the JDL algorithm outperforms the regular and overlapping FFA schemes with performance comparable to the randomized FFA scheme. However, the FFA schemes vastly outperform JDL when tested with measured HFSWR data.
The simulated airborne radar data are generated using the clutter model of [1] , wherein the clutter is simulated as a superposition of point clutter sources. Unless otherwise specified, the simulations use the model parameters listed in Table II . The HFSWR data were measured using a system developed by Raytheon Canada. The radar, operated by Defense Research and Development Canada at Cape Race on the Canadian East Coast [16] 
A. Probability of Detection
In this section, we investigate the probability of detection (P D ) as a function of target signal-to-noise ratio (SNR) given a fixed false alarm rate for the simulated airborne radar. We emphasize that the simulation results in statistically homogeneous clutter.
Example 1: The algorithm parameters used for this simulation are the following: For the JDL algorithm, the angle and Doppler spacings were chosen via exhaustive search to maximize performance, whereas for the FFA case, no such search is performed. The comparisons, therefore, are to the best-case scenario for the JDL algorithm. We note that both the JDL and the FFA schemes use the same maximum number of DoF. In practice, this would be dictated by the available training; 10 4 independent interference and noise realizations were used to obtain the detection threshold corresponding to the chosen false alarm rate. All examples are based on the MSMI statistic of (9) . training). Using P D = 0.5 as the point of comparison, the JDL scheme outperforms the regular and overlapping FFA methods by approximately 7.5 dB and 2 dB, respectively. This is because of the optimization of the angle and Doppler spacings and the significant gain achieved by the transformation from the space-time to angle-Doppler domain. The performance of the JDL approach is also helped by the fact that the secondary data here are statistically homogeneous. On the other hand, the randomized FFA scheme outperforms JDL by approximately 0.5 dB and is only 1.5 dB from optimal performance. Example 2: The second example uses a more realistic number for sample support. The algorithm parameters are unchanged from the first example, but only K = 20 range cells are used to estimate the interference covariance matrix. This value is about the lowest that can be used with the 9 DoF used in the JDL and FFA schemes. Fig. 7 plots the probability of detection versus SNR for each of the methods with reduced sample support. Again, the MWF is implemented using 200 iterations to ensure that we obtain its best performance given the available training.
As this plot reveals, as expected, the performance of both the AMF and the MWF with reduced rank is severely degraded. The AMF uses all 324 DoF and is implemented using a matrix pseudoinverse, while the rank of the MWF is reduced from NM = 324 to K = 20. The MWF is implemented using the conjugate gradient method with 200 iterations. The 200 iterations ensure that the reduced-rank MWF performance is as good as possible. Both schemes essentially fail for all reasonable SNR levels. On the other hand, both the JDL and the FFA methods are affected to a lesser extent. The performance of the JDL algorithm maintains an edge of about 11 dB over the regular FFA method and an edge of 10 dB over the overlapping FFA for a probability of detection of 0.5. The JDL also outperforms the randomized FFA by approximately 2.5 dB. Although the regular FFA does not perform quite as well as the JDL method in the airborne radar setup, it does demonstrate a greater immunity to reduced sample support as compared to its "parent" AMF algorithm. It is worth emphasizing that the parameters of the JDL algorithm are optimized using an exhaustive search, but those of the FFA schemes are not.
Example 3: The previous two examples showed that, with homogeneous training data, the JDL algorithm outperforms the FFA approach. Given the fact the JDL algorithm is also computationally efficient, these examples raise the question as to why the FFA algorithm would be useful. To motivate use of the FFA algorithm, the following examples use measured HFSWR data.
This example develops a test for the measured ionospheric HFSWR clutter data similar to the detection probability plot used in the first two examples. Using a measured data set does not allow for an adequate number of independent realizations to form a true P D plot. In this example, we add a target-like signal to a single range cell and measure the ratio of the MSMI statistic in this primary range to the maximum MSMI statistic in the target-free cells, essentially the difference on the dB scale, denoted as 8 plots the results for the JDL and FFA methods. We emphasize that the abscissa here is the amplitude of the injected target in dB and not an SNR. This is because the noise level in the data is unknown, as are scale factors introduced in the measurement process. In this case of measured data, the superiority of the FFA-based schemes is clear. The JDL scheme is not able to reliably detect all target amplitudes considered. Again, the randomized FFA The results of this simulation are shown in Fig. 9 . There are several interesting points to note from this figure; while the performance of all three FFA schemes has worsened due to the reduced sample support, the performance of the JDL method has improved significantly. While this may seem counterintuitive, we attribute the behavior of the JDL algorithm to the nonhomogeneity of the ionospheric clutter across wider range spans. Over shorter spans, such as 20 range cells, reduced nonhomogeneity leads to a more accurate estimate of the interference covariance for the JDL algorithm and, in turn, to an improvement in performance. Interestingly, the FFA methods seem to behave in the opposite manner; that is, they seem to be less sensitive to the nonhomogeneity of the ionospheric clutter than JDL and are capable of better exploiting the available sample support. As this plot reveals, the regular and overlapping FFA methods enter the linear region at a target amplitude of approximately 15 dB. The randomized FFA enters its linear region at approximately 7 dB, while JDL enters the linear region at about 23 dB. In the high-SNR region, all three FFA schemes show similar performance for the reduced sample support scenario and outperform JDL by approximately 12.5 dB. Note that in this case, the randomized FFA scheme does not reuse adaptive DoF.
Figs. 8 and 9 allow for some speculation as to the source of the stability of the FFA algorithms in nonhomogeneous clutter scenarios. While each individual "small" AMF implementation within the larger FFA scheme is severely impacted by clutter nonhomogeneities, the figures suggest that the several combinations and recombinations average out this impact, making the final result robust.
B. MSMI Statistic Versus Range
In previous publications using measured data (e.g., [5] ), a popular approach to algorithm testing is plots of the detection statistic versus range. In this section, we inject range-spread realistic targets occupying multiple range cells (due to the range resolution of the radar and the chosen sampling rate) at specific ranges into the data cube and attempt to detect the injected targets using the algorithms under test. As in Examples 3 and 4 above, the figure of merit is the ratio of the MSMI statistic at the target range cell to the maximum statistic at other range cells or the difference between these two statistics on the dB scale.
In this example, we used K = 30 secondary data cells with a target magnitude chosen such that nonadaptive processing cannot detect the inject target. The algorithm parameters used are the following: The results are shown in Figs. 10 and 11. Fig. 10 confirms that nonadaptive processing does not detect the target; note that the JDL approach is unable to clearly identify the target (though the plot does show that the corresponding MSMI statistic is largest at the correct location). On the other hand, the three FFA approaches provide significant discrimination between the target and surrounding clutter. In particular, the regular FFA approach yields a MSMI of almost 12 dB, while randomized FFA provides discrimination of about 16 dB. Fig. 10 . MSMI versus range plots for using the nonadaptive and JDL methods to detect a 45-dB real target in ionospheric clutter region. Fig. 11 . MSMI versus range plots for using the three FFA methods to detect a 45-dB real target in ionospheric clutter region.
C. Detection With Measured Data Exclusively
In the previous example, we showed that the FFA approaches provide better discrimination against injected targets. In this example, we remove this final artificiality and work with measured data exclusively. Using HFSWR data provided, our results compare the performance of the nonadaptive and regular FFA approaches. Here, in contrast to the previous example, we focus on the ranges dominated by sea clutter. This is because we have access to target detections within this region using the nonadaptive processor (coupled with a tracker) [17] . 1 For target detection in sea clutter, we focus on spatial adaptive processing only.
Example 1: The data provided comprise 1024 pulses and cover 150 measured data cubes from 0:07 a.m. to 6:05 a.m. on March 31, 2010. Here we examine 10 consecutive data cubes measured from 5:25 a.m. to 6:00 a.m. since these data cubes seemed to include the most targets. Based on the tracking data provided, there are 36 targets in these data cubes. Table III lists the targets in the first data cube that are detected using nonadaptive processing between look angles of 0
• and 10
• . All these are fairly strong targets. This table provides the information in terms of the range cell number, Doppler frequency, and azimuth angle of the targets with respect to the antenna array. False positives (false alarms) are reduced by declaring a target present only if it is detected in 10 consecutive data cubes. Details of how to pick the secondary data are given in [17] .
Figs. 12 and 13 plot the MSMI statistics, as a function of range and Doppler, after nonadaptive processing and regular FFA processing, respectively. As is clear, the FFA scheme is better at suppressing interference and false alarms. The adaptive scheme finds significantly fewer Table III . Table III . For comparison with another STAP algorithm, the plot also shows the results of using the JDL algorithm. As is clear from the figure, the nonadaptive and JDL approaches lead to false alarms and a broad target spread in range, while the FFA method shows just one peak at the target range cell. Essentially, the FFA scheme provides far better discrimination against the sea clutter. These figures, therefore, again illustrate the performance improvements associated with the FFA algorithm when using measured data. Example 2: While the previous example focused on targets detected by nonadaptive processing, this example illustrates the ability of the FFA approach to detect and isolate missed targets. Fig. 15 plots the MSMI statistic as a function of range for the look angle and Doppler of a target not identified by nonadaptive processing. We note both the improved discrimination between target and Fig. 16 .
MSMI versus sequence ranking in the airborne scenario for a 30 dB ideal target using the regular FFA method for a sample support size of 20 secondary samples.
surrounding clutter statistics but also the sharper peak in range. This is consistent with Fig. 14 as well.
D. FFA Parameter Selection
The performance of the regular FFA method is characterized by three parameters: the spatial-partitioning sequence, the temporal-partitioning sequence, and the available sample support. The choice of spatial and temporal sequences (as well as their ordering) can significantly impact performance of the FFA method.
To illustrate effect of the partition sequences, we performed an exhaustive search across all possible spatiotemporal partitioning sequences of an airborne data cube with N = 18 elements and M = 18 pulse. For each partition sequence, we injected a 30 dB ideal target into the data cube at a specific range and computed the MSMI associated with this partitioning sequence. We averaged the results of each partitioning sequence tested over 20 independent data cube instances. Since we used only 20 secondary samples to estimate the interference covariance for each look range, we will consider only the sequences whose required sample support requirement is less than or equal to 20 samples, that is, 2N M ≤ 20. Fig. 16 plots the average MSMI versus the sequence ranking for all possible spatiotemporal sequences with a secondary sample support of K ≤ 20. The sequences are ranked in decreasing order of performance. Note that such a plot is possible only for scenarios where both M and N are relatively small and have only a few factors. The figure clearly indicates that the performance of the regular FFA method is sensitive to the choice of partitioning sequences selected, with the difference between the average MSMI of the best-and worst-performing sequences as high as 26 dB.
Importantly, most of the poor sequences were found to have multiple ones in either the spatial or the temporal partition sequence; that is, several poor sequences are adaptive in either the spatial or the temporal direction only. Interestingly, the intuitive sequence chosen in the examples of Section V-A provides close-to-optimal performance. Essentially, like with the JDL algorithm, wherein the implementation requires the choice of multiple algorithm parameters, the FFA algorithm performance can suffer if a poor parameter choice is made. However, as with the JDL algorithm (wherein a 3 × 3 LPR has shown to provide good performance in a variety of settings), intuitive choices of parameters in the FFA algorithm provide good performance as well.
In Section III-D, we proposed a randomized partitioning scheme as a more generalized form of the regular FFA approach. Simulation results in Section V indicated that the randomized FFA outperforms the regular and overlapping FFA schemes under all the simulation scenarios tested. We also mentioned in Section III-D that the randomized partitioning scheme could also yield an FFA algorithm more stable than that using the regular partitioning scheme. In this section, we will attempt to verify this claim through simulation.
To illustrate the randomized FFA's greater immunity to the choice of the spatiotemporal partitioning scheme, we used N DoF = [9, 9, 4] and N iter = 1, that is, no DoF recycling. The injected target has an absolute amplitude of 30 dB but otherwise has the same characteristics as in Section V-A. The results were obtained for 4000 independent simulations, each using a different random permutation of the indices of the data matrix at every depth. Thus, although a fixed partition length sequence is used for all the iterations, each iteration combined the available adaptive DoF at every depth differently. The obtained standard deviation of the MSMI statistics computed over all the iterations is as little as 2.5 dB. This result indicates that the randomized FFA is relatively insensitive to the manner in which the adaptive DoF are grouped into the various partitions at each depth for a fixed partition sequence.
E. Discussion
As seen in the examples presented in Sections V-A and V-B, the performance of the algorithms available in the literature is as expected with statistically homogeneous data available for training. The AMF and MWF schemes perform extremely well when adequate training is available, and their performance degrades severely with very limited training. On the other hand, schemes such as the JDL algorithm perform very well in both scenarios. The FFA schemes introduced in this paper follow a pattern similar to the JDL algorithm. While performance suffers when the available training is reduced, this loss is not as severe as for the AMF scheme. In our testing, the JDL algorithm performs on par with the regular and randomized FFA schemes when its parameters are optimized and homogeneous training is available.
The key advantage of the divide-and-conquer approach underlying the FFA schemes arises with the measured data with sea and ionospheric clutter, interference well accepted as being inherently nonhomogeneous. This is confirmed by the fact that the performance of the JDL algorithm can actually improve with reduced sample support; the data are homogeneous over short ranges but not over longer ranges.
In detecting targets buried in ionospheric clutter, the FFA algorithms significantly outperform the JDL approach. In the examples presented, the randomized FFA scheme without recycling adaptive DoF provides the best performance. This suggests that the use of multiple "smaller" AMF processes within the FFA multistage structure and combining their outputs average out the impact of nonhomogeneities. This is made possible by the fact that, at each stage, the impact of the processing on the original space-time steering vector is accounted for. This allows for the intermediate outputs to be combined coherently such that the target components add up but the interference components average out.
VI. CONCLUSION
In this paper, we introduced the FFA STAP algorithm that uses a divide-and-conquer strategy to significantly reduce sample support requirements of the fully adaptive STAP scheme. The key idea underlying the schemes presented is to adaptively combine the intermediate statistics output from each individual smaller AMF process by accounting for the impact each stage has on the space-time steering vector.
The performance of the FFA schemes was tested using simulated airborne radar data and measured HFSWR data. The performance of the FFA scheme was comparable to the previously available JDL scheme in the case of the simulated data. This is because training used in the case of simulated data is statistically homogeneous. In the case of nonhomogeneous ionospheric clutter, the FFA scheme far outperforms the JDL scheme. Our explanation is that the FFA process combines the results of multiple smaller AMF processes, thereby averaging out the nonhomogeneities. In using purely measured data, with sea clutter, the FFA approach significantly outperforms both the nonadaptive processor and the JDL approach.
The complexity analysis presented in this paper suggests that the improved performance of the FFA schemes arises at the cost of increased computational complexity. This is because of the multiple albeit smaller AMF processes that must be executed. One could envision a parallel implementation of these processes to reduce the computational time per look range cell. It is important to note that the fundamental limiting factor in STAP is the limited available training, and the FFA scheme was designed to address this problem.
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