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Techniques for Efficient and Effective Mobile Testing
Gang Hu
The booming mobile app market attracts a large number of developers. As a result, the
competition is extremely tough. This fierce competition leads to high standards required
for mobile apps, which mandates efficient and effective testing. Efficient testing requires
little effort to use, while effective testing checks that the app under test behaves as expected.
Manual testing is highly effective, but it is costly. Automatic testing should come to the
rescue, but current automatic methods are either ineffective or inefficient. Methods using
implicit specifications – for instance, “an app should not crash” for catching fail-stop er-
rors – are ineffective because they cannot find semantic problems. Methods using explicit
specifications such as test scripts are inefficient because they require huge developer effort
to create and maintain specifications.
In this thesis, we present our two approaches for solving these challenges. We first built
the AppDoctor system which efficiently tests mobile apps. It quickly explores an app then
slowly but accurately verifies the potential problems to identify bugs without introducing
false positives. It uses dependencies discovered between actions to simplify its reports.
Our second approach, implemented in the AppFlow system, leverages the ample op-
portunity of reusing test cases between apps to gain efficiency without losing effectiveness.
It allows common UI elements to be used in test scripts then recognizes these UI elements
in real apps using a machine learning approach. The system also allows tests to be speci-
fied in reusable pieces, and provides a system to synthesize complete test cases from these
reusable pieces. It enables robust tests to be created and reused across apps in the same
category.
The combination of these two approaches enables a developer to quickly test an app
on a great number of combinations of actions for fail-stop problems, and effortlessly and
efficiently test the app onmost common scenarios for semantic problems. This combination
covers most of her test requirements and greatly reduces her burden in testing the app.
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Mobile market is growing rapidly. According to the latest statistics, there are over 2 billion
monthly active Android devices [Google announces over 2 billion monthly active devices
on Android], and over 2.8 million apps on the Google Play Store alone [Google Play].
Mobile devices are widely used because they can accomplish many tasks, such as send-
ing emails, reading news, playing games, etc. These tasks are supported by mobile apps,
which differentiate current mobile devices from old feature phones. Mobile apps make
current phones “smartphones”: as new mobile apps are published, smartphones gain new
functionalities for free.
Unsurprisingly, users have high expectations on mobile apps. These apps are expected
to have all the popular features while being bug-free. Because there are many competing
apps available, missing features would risk losing users. On the other hand, having bugs
would also annoy users and push them towards competitors’ apps. These expectations put
high pressure on developers.
At the same time, attracted by the booming market, new developers are joining the
competition everyday. Many of these developers are resource constrained and cannot invest
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much effort into testing their apps. It is even less likely that they can afford the cost to recruit
testers to do this job.
All these competitions call for efficient and effective testing. A testing method has to be
efficient, or apps cannot be fully tested when released, and resource constrained developers
cannot afford it. It has to be effective, or missed bugs may affect apps’ quality.
There are two classes of testing methods: manual and automatic. All of them evaluate
an app according to some specification, which describes the correct behavior of the app,
and report test failures if the app does not match the specification.
Traditionally, manual testing is preferred for its simplicity and effectiveness. In this
method, a group of testers are hired to test an application according to a test specification.
The specification explains what operations should be performed, and what behaviors should
be checked for correctness. Testers follow the instructions in the specification, and check
its requirements. If some requirements are not satisfied, they report the app’s unexpected
behaviors as test failures. They may also observe other unspecified abnormalities, and
report these problems as such.
Manual testing has good coverage and high effectiveness. Because test specifications
typically specifies all the scenarios developers want to test, they are guaranteed to be cov-
ered. Manual testing is effective because it tests faithful human experience. If testers report
that the app passes tests, developers have high confidence that the app behaves as they speci-
fied in the test specification. As a bonus, human testers understand how apps should behave
and can spot and report unexpected abnormalities. These advantages are the main reasons
that manual testing is widely used.
On the other hand, manual testing has obvious disadvantages. First, it is costly. Hiring
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a tester is much more expensive than running tests automatically. Second, it is not scalable.
Testing more configurations and environments means hiring more testers, which can be
impractical, or taking longer time to run tests, which may not be allowed. Third, it is error-
prone. Testing is a tedious work, so testers are likely to be tired by repeating hundreds of
tests on tens of devices, and may fail to recognize errors in the testing process.
Due to these problems, automatic testing methods have attracted much attention. These
methods evaluate the system under test (SUT) requiring few human interactions. They
greatly reduce human effort in the testing process, so they have low cost. Because they are
automatic, they are easily scalable, so more environments and configurations can be tested
under resource constraints.
Specifically, automatic dynamic mobile testing methods exercise mobile apps to find
bugs. They emulate user inputs to drive an app under test, and observe the app’s behav-
iors, such as changes to the screen content and network activities, to determine whether
the app satisfies the specification. If unexpected behaviors are detected, the report gener-
ated typically contains the inputs used to trigger the behavior, the configurations needed to
reproduce the behavior, and why the behavior is unexpected.
A specification used in these methods can be explicit or implicit. Typical implicit spec-
ifications include “the app should not crash under any circumstances”, “the app should not
leak memory”, “the app should not send sensitive data”, “the app should be responsive”.
An explicit specification, which describes how an app should behave, can be provided as a
set of models, test scripts, etc.
Methods using implicit specifications can have lower costs, because they do not require
human effort in creating specifications for every app. On the other hand, as we can see
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from the examples, these specifications are typically preventive, and they cannot specify
an app’s expected behaviors, because it is nearly impossible to create a general implicit
specification which specifies how every app should behave. Thus, these methods are not
very effective, since they cannot find semantic problems.
Methods using explicit specifications can be more effective, because explicit specifica-
tions usually specify apps’ expected behaviors. By comparing an app’s real behavior with
the specification, they can detect semantic problems. But nothing comes without a price.
The explicit specification required by such methods must be created and maintained by
developers, which may incur significant human effort and huge cost.
One common form of explicit specifications is test script. Test scripts are typically split
into test cases. In each test case, a series of actions are described to be performed on an
app, and checks can also be specified to be applied to the app’s behaviors during or after
the actions are being performed. The creation cost of explicit specifications corresponds to
the cost of writing these test scripts, and the maintenance cost reflects in the constant need
of correcting test scripts when the app’s UI or behavior evolves.
1.2 Problem
In this thesis we focus on automatic testing methods for mobile apps. They have two main
goals:
• Effective When an unexpected behavior is encountered, a method should detect it
and report it. Also, the method should cover all the scenarios.
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• EfficientAmethod should require little cost to be used. The cost includes human ef-
fort required to prepare specifications for the method, apply the method, and evaluate
its results to fix problems detected.
Finding a method to achieve both goals is challenging, because they have conflicting
requirements. To achieve high effectiveness, implicit specifications, which only enforce
basic requirements such as “do not crash”, are not enough. A method must know what is
the correct behavior of an app, such as “click on the search button should show the search
screen”, to detect semantic problems. As a result, developers have to create explicit specifi-
cations. Typically, these specifications are complex and require huge human effort to create
and maintain, which makes the method inefficient. On the other hand, high efficiency typ-
ically means simple specifications, which are too basic to achieve effective testing.
As we have said in Section 1.1, current methods make different trade-offs on these
goals. Somemethods choose to be efficient by using implicit specifications. Thesemethods
have high efficiency since using them takes little effort, but they lack effectiveness since
they cannot find semantic problems. Some methods choose to be effective by asking for
an explicit specification for the app to be tested. However, creating and maintaining the
specification is costly. For example, test scripts need to be written first, and continuously
edited to match an app’s updates in its UI and behaviors. This cost makes such methods
less efficient.
In summary, finding an automatic mobile testing method which is both effective and
efficient still remains a problem. Current methods have not achieved both goals, so testing
mobile apps still places a huge burden on developers.
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1.3 Hypothesis and Approach
Based on our experience, we propose the following hypothesis: we can reduce developers’
burden in automatically testingmobile applications and achieve efficiency and effectiveness
by combining two approaches: quickly explore apps’ state space to find fail-stop bugs while
introducing no false positives and producing simplified reports, and making test scripts
reusable and robust to reduce the cost of finding semantic bugs.
Our first approach chooses efficiency. It uses a fully automatic testing method which
requires no specification from developers. It quickly explores an app to discover its state
space and find fail-stop problems. At the same time, it does not introduce false positives,
and produces simplified reports.
This approach achieves high efficiency, but it is not very effective, since it suffers from
the generic problem of testing with implicit specifications: it cannot verify an app’s se-
mantic behavior. It achieves high coverage and finds crash bugs, but it cannot ensure that
designed scenarios can be correctly completed in the app.
Our second approach is based on the observation that apps in the same category share
lots of common behaviors. Remember we mentioned previously that creating a general
specification for all apps is nearly impractical, but for apps in the same category, the com-
monality allows us to create specifications which can be reused among apps. More specifi-
cally, we based our second approach on script-based testing, and we synthesize robust tests
from reusable test libraries.
This approach is highly effective and highly efficient. By specifying common app be-
haviors in the test library, this approach can verify common behaviors, so it can identify
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discrepancies between an app’s behavior and its expected behavior, achieving high effec-
tiveness. By reusing test libraries, this approach amortizes the cost of creating and main-
taining test specifications on multiple apps, greatly reduces cost per app, and achieves high
efficiency.
We explicitly based our approaches on dynamic methods (i.e., they run code) so that
they can find many bugs while emitting few or no FPs. We did not design these approaches
to catch all bugs (i.e., they have false negatives). An alternative is static analysis, but a
static tool is likely to have difficulties understanding the asynchronous, implicit control
flow due to GUI event dispatch. Moreover, a static tool cannot easily generate low-level
event testcases for validating bugs.
1.4 Challenges
To realize our approaches, we face several challenges. This section describes them for both
of our approaches.
1.4.1 Exploring apps to find bugs
Our first approach is based on exploration. Such methods explore an application to find its
possible states and available actions, then select and perform actions to find bugs. During
this process, this approach face two challenges.
First, based onmethods it used to perform actions, it may either introduce false positives
or be slow in execution. Typically there are two ways to perform actions on an app: calling
the app’s event handlers corresponding to the actions directly, or sending physical events
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to the app to simulate the actions. First one is fast but prone to false positives. Second one
is free from false positives but slow. Either way, they increase the effort required to use the
method by increasing the analyze time or the execution time.
Second, random exploration, a common exploration strategy used in exploration-based
methods, usually generates bug reports with long event traces containing many redundant
events. These long traces make developers’ life harder by blurring real events leading to
the problem and increasing diagnosis time. Systematic exploration, another common strat-
egy, may not have this problem, but it has its own problems. Because states of applications
cannot be captured completely, methods based on systematic exploration may consider dif-
ferent application states as the same, so they suffer from low coverage and having too many
false negatives.
1.4.2 Reusing tests
Our second approach is based on script-based testing frameworks. Traditional frameworks
of this kind are not designed for test reuse. There are two main roadblocks.
First, scripts written in these frameworks usually find UI elements with simple, fragile
rules based on heuristics. As different apps often have distinct designs in UI elements, these
simple rules prevent test cases reuse between apps, even if these different UI elements have
the same conceptual meaning. In addition, an app’s UI design may change over time, so
these rules have to be updated to reflect these changes, which reduces tests’ robustness
against app updates. Thus, a method must be developed to recognize UI elements across
different apps and different versions of an app.
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Second, test scripts usually mandates end-to-end flows of steps, and these steps must
be performed in the exact order as they are specified in the script. Because different apps
may have different flows, end-to-end flows rarely apply to multiple apps. On the other
hand, parts of these flows are actually reusable between apps, yet the current framework
lacks facilities to specify these parts and synthesize them together to obtain complete test
cases. Thus, a language and system must be developed to describe reusable test parts and
synthesize complete tests from them.
1.5 Contribution
Here are our main contributions which solve the challenges mentioned above.
Our first contribution is that we created a highly efficient automatic mobile testing sys-
tem, AppDoctor. It uses approximate execution to greatly speed up testing and reduce
diagnosis effort. Specifically, it quickly screens apps for potential bugs by performing ac-
tions in approximate mode, which calls event handlers, then executes these actions again
in faithful mode, which sends physical events. The first pass efficiently find bugs, while
the false positives generated by it are are removed in the second pass. AppDoctor also
uses action slicing to speed up bug diagnosis, further increasing efficiency. Action slicing
uses approximate dependencies between actions to slice out unnecessary events. It calcu-
lates approximate dependencies, removes possible redundant actions based on them, and
replays the traces to verify if the removal is justified.
Our second contribution is that we proposed to write test scripts using common screens
and widgets shared by the apps in a same category called canonical screens and widgets
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for robustness and reusability, and used machine learning techniques to map these canon-
ical UI elements into real UI elements. Instead of relying on simple heuristic-based rules,
classifiers are trained from a labelled dataset of screens and widgets, using features such as
texts, IDs, graphical contents, OCR results, etc. The classifiers map screens and widgets
to canonical ones, which can be referred to in reusable test pieces, enabling them to use
conceptually same UI elements in different apps.
This machine learning approach enables tests to refer to canonical screens and widgets
instead of app-specific ones, enjoying a variety of benefits. First, app UI can now evolve
without breaking tests as long as the new designs can be recognized. Second, app UI can
now respond to device factors such as screen size without breaking tests. Third, canonical
screens and widgets abstract app-specific variations, making it easy to share tests across
apps. Fourth, the ability of recognizing screens enables developers to focus on testing the
specific flows of a screen without writing much boilerplate code to first bring the app to the
screen or later restore the app to a previous state. This benefit is crucial for reusability.
Our third contribution is that we created system AppFlow which can synthesize highly
robust, highly reusable tests and evaluated this system on 60 real-world shopping and news
apps. AppFlow provides a language to write robust, reusable tests, and synthesize complete
test cases automatically. In AppFlow, test cases are specified as small, reusable pieces
called flows, with extra statements to define preconditions and postconditions. These extra
properties allow AppFlow to chain flows together to create complete test cases. AppFlow
dynamically evaluate flows on an app to discover its behaviors and synthesize reusable
flows into complete tests for the app.
This synthesis approach has two main benefits. First, it greatly simplifies test creation
10
because developers no longer need to write boilerplate code to bring the app to a certain state
or clean up the state after. Second, modularization enables test reuse. If tests are specified
as a whole, a test can hardly be reused due to variations of implementations of not only the
scenario under test, but also the steps required to reach the scenario. In contrast, modular
tests can be properly synthesized to adapt to a specific app’s behavior. For instance, we can
create a test library that contains two sign-in flows with or without the welcome screen and
two add-to-shopping-cart flows passing or not passing item details screen. AppFlow can
then synthesize the right tests for a new shopping app we want to test, mixing-and-matching
the modular flows. In addition, it also allows AppFlow to adapt to apps’ behavior changes.
AppFlow can discover an app’s new behaviors and automatically synthesize corresponding
tests for them.
1.6 Thesis Organization
The rest of this thesis is organized as follows. Chapter 2 presents our AppDoctor system
which efficiently finds bugs using approximate execution and action slicing. Chapter 3
presents our AppFlow system and describes how it creates robust, reusable tests by rec-




Efficiently finding fail-stop bugs
As we mentioned in Section 1.3, our first approach tests mobile apps automatically with
high efficiency. It uses an implicit specification: apps should not crash with any combina-
tion of user and system actions.
From our observation of negative comments in Google Play Store [Google Play], a key
reason for buggy apps is that the variety of system and user actions they must correctly
handle is vast. For instance, an app may be switched to background and killed by a mobile
OS such as Android at any moment, regardless of what state the app is in [Activity Class
in Android Developers Site]. Yet, when the user reruns the app, it must still restore its
state and proceed as if no interruption ever occurred. Unlike most traditional OS which
support generic swapping of processes, a mobile OS can kill apps running in background
to save battery and memory, while letting them backup and restore their own states. App
developers must now correctly handle all possible system actions that may pause, stop,
and kill their apps—the so-called lifecycle events in Android—at all possible moments, a
very challenging problem. On top of these system actions, users can also trigger arbitrary
UI actions available on the current UI screen. Unexpected user actions also cause various
problems, such as security exploits that bypass screen locks [Yang et al. 2012; Lock Screen
Security Hole Found On Some Android-Powered Samsung Galaxy Phones]. Thus, we focus
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on fail-stop bugs caused by different combinations of all types of actions.
Testing these actions takes much time. Testing them over many device configurations
(e.g., screen sizes), OS versions, and vendor customizations takes even more time [Hollan-
der 2017]. Yet, many apps are written by indie developers or small studios with limited
time and resource budget. Facing tough competitions, developers often release apps under
intense time-to-market pressure. As we have mentioned in Section 1.2, testing must be
highly efficient to meet these strict constraints. Unsurprisingly, apps are often under-tested
and react oddly to unexpected actions, seriously degrading user experience [Khalid 2013].
In this chapter, we present AppDoctor, a system for efficiently testing apps against many
system and user actions, and helping developers diagnose the resultant bug reports. It han-
dles challenges we mentioned in Section 1.4.1 using two ideas. First, it uses approximate
execution to greatly speed up testing and reduce diagnosis effort. Specifically, it quickly
screens for potential bugs by performing actions in approximate mode—which run much
faster than actions in faithful mode and can expose bugs but allow false positives (FPs).
For example, instead of waiting for more than two seconds to inject a long-click action on
a GUI widget, AppDoctor simply invokes the widget’s long-click event handler. Invoking
the handler is much faster but allows FPs because the handler may not be invoked at all
even if a user long-clicks on the widget—the app’s GUI event dispatch logic may ignore
the event or send the event to other widgets. Given a set of bug reports detected through
approximate executions, AppDoctor reduces the FPs caused by approximation as follows.
Based on the traces of actions in bug reports, AppDoctor automatically validates most bugs
by generating testcases of low-level events such as key presses and screen touches (e.g., a
real long click). These testcases can be used by developers to reproduce the bugs indepen-
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dently without AppDoctor. Moreover, AppDoctor automatically prunes most FPs with a
new algorithm that selectively switches between approximate and faithful executions. By
coupling these two modes of executions, AppDoctor solves a number of problems of prior
approaches which either require much manual effort to inspect bug reports or are too slow
(§2.2).
Approximate execution is essentially a “bloom filter” approach to bug detection: it
leverages approximation for speed, and validates results with real executions. Like prior
work [Cadar, Dunbar, and Engler 2008; Cadar et al. 2006], it generates testcases to help
developers independently reproduce bugs. Unlike prior work, it generates event testcases
and aggressively embraces approximation.
Second, AppDoctor uses action slicing to speed up reproducing and diagnosing app
bugs. The trace leading to a bug often contains many actions. A long testcase makes it
slow to reproduce a bug and isolate the cause. Fortunately, many actions in the trace are
not relevant to the bug, and can be sliced out from the trace. However, doing so either
requires precise action dependencies or is slow. To solve this problem, AppDoctor again
embraces approximation, and employs a novel algorithm and action dependency definition
to effectively slice out many unnecessary actions with high speed.
We implement AppDoctor in Android, the most popular mobile platform today. It oper-
ates as a cloud of mobile devices or emulators to further scale up testing, and supports many
device configurations and Android OS versions. To inject actions, it leverages Android’s
instrumentation framework [Android instrumentation framework], avoiding modifications
to the OS and simplifying deployment.
Evaluation on 53 of the top 100 apps in Google Play and 11 of the most popular open-
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source apps shows that AppDoctor effectively detected 72 bugs in apps with tens of millions
of users, built by reputable companies such as Google and Facebook; it even found two bugs
in the Android framework that affect all apps; its approximate execution speeds up testing
by 13.3 times; out of the 64 reports generated from one quick checking session, it verified
43 bugs and pruned 16 FPs automatically, and left only 5 reports for developer inspection;
and its action slicing technique reduced the average length of traces by 4 times, further
simplifying diagnosis.
This chapter is organized as follows. Next section gives some background. §2.2 de-
scribes two examples to illustrate AppDoctor’s advantages over prior approaches. §2.3
presents an overview of AppDoctor, §2.4 approximate execution, §2.5 action slicing, and
§2.6 implementation. §2.7 shows the results. §2.8 discusses limitations, and §2.9 related
work. §2.10 summarizes the work.
2.1 Background
In Android, an app organizes its logic into activities, each representing a single screen of UI.
For instance, an email app may have an activity for user login, another for listing emails,
another for reading an email, and yet another for composing an email. The number of
activities varies greatly between apps, from a few to more than two hundred, depending on
an app’s functionality. All activities run within the main thread of the apps.
An activity contains widgets users interact with. Android provides a set of standard
widgets [Building Blocks in Android Developers Site], such as buttons, text boxes, seek
bars (a slider for users to select a value from a range of values), switches (for users to select
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options), and number pickers (for users to select a value from a set of values by touching
buttons or swiping a touch screen). Widgets handle a standard set of UI actions, such as
clicks (press and release a widget), long-clicks (press, hold, and release a widget), typing
text into text boxes, sliding seek bars, and toggling switches.
Users interact with widgets by triggering low-level events, including touch events (users
touching the device’s screen) and key events (users pressing or releasing keys). Android
OS and apps work together to compose the low-level events into actions and dispatch the
actions to the correct widgets. This dispatch can get quite complex because developers can
customize widgets in many different ways. For instance, they can override the low-level
event handlers to compose the events into non-standard actions or forward events to other
widgets for handling. Moreover, they can create GUI layout with one widget covering
another at runtime, so the widget on top receives the actions.
Users also interact with an activity through three special keys of Android. The Back
key typically causes Android to go back to the previous activity or undo a previous action.
The Menu key typically pops up a menu widget listing actions that can be done within the
current activity, The Search key typically starts a search in the current app. These keys
present a standard, familiar interface for Android users.
Besides user actions, an activity handles a set of systems actions called the lifecycle
events [Activity Class in Android Developers Site]; Figure 2.1 shows these events and the
names of their event handlers. Android uses these events to inform an activity about status
changes including when (1) the activity is created (onCreate), (2) it becomes visible to
the user but may be partially covered by another activity (onStart and onRestart), (3)










Figure 2.1: Android activity lifecycles [Activity Class in Android Developers Site]. Boxes
represent lifecycle event handlers. Arrows are possible status transition paths.
covered by another activity but may still be visible (onPause), (5) it is switched to the
background (onStop), and (6) it is destroyed (onDestroy).
Android dispatches lifecycle events to an activity for many purposes. For instance,
an activity may want to read data from a file and fill the content to widgets when it is
first created. More crucially, these events give an activity a chance to save its state before
Android kills it.
User actions, lifecycle events, and their interplay can be arbitrary and complex. Ac-
cording to our bug results, many popular apps and even the Android framework sometimes
failed to handle them correctly.
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2.2 Examples
This section describes two examples to illustrate the advantages of AppDoctor over prior
approaches. The first example is an Android GUI framework bug AppDoctor automatically
found and verified and the second example is a FP AppDoctor automatically pruned.
Bug example. This bug is in Android’s code for handling an app’s request of a service. For
instance, when an app attempts to send a text message and asks the user to choose a text
message app, the app calls Android’s createChooser method. Android then displays a
dialog containing a list of apps. When there is no app for sending text messages, the dialog
is empty. If at this moment, the user switches the app to the background, waits until Android
saves the app’s state and stops the app, and then switches the app back to the foreground,
the app would crash trying to dereference null.
One approach to finding app bugs is to inject low-level events such as touch and key
events using tools such as Monkey [UI/Application Exerciser Monkey] and MonkeyRun-
ner [monkeyrunner]. This approach typically has no FPs because the injected events are as
real as what users may trigger. It is also simple, requiring little infrastructure to reproduce
bugs, and the infrastructure is often already installed as part of Android. Thus, diagnosing
bugs detected with this approach is easy.
However, this approach is quite slow because some low-level events take a long time to
inject. Specifically for this bug, this approach needs time at three places. First, to detect this
bug, it must wait for a sufficiently long period of time for Android to save the app state and
stop the app. In our experiments, this wait is at least 5 seconds. Second, this approach does
not know when the app has finished processing an event, so it has to conservatively wait
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for some time after each event until the app is ready for the next event. This wait is at least
6s. Third, without knowing what actions it can perform, it typically blindly injects many
redundant events (e.g., clicking at points within the same button which causes the same
action), while missing critical ones (e.g., stopping the app while the dialog is displayed in
this bug).
AppDoctor solves all three problems. It approximates the effects of the app stop and
start by directly calling the app’s lifecycle event handlers, running much faster and avoiding
the long wait. It detects when an action is done, and immediately performs the next action.
It also understands what actions are available to avoid doing much redundant work. It
detected this bug when checking the popular app Craigslist and a number of other apps. (To
avoid inflating our bug count, we counted all these reports as one bug in our evaluation in
§2.7.1.) This bug was previously unknown to us. It was was recently fixed in the Android
repository. AppDoctor not only found this bug fast, but also generated an event testcase
that can reliably reproduce this problem on “clean” devices that do not have AppDoctor
installed, providing the same level of diagnosis help to developers as Monkey.
FP example. Another approach to test apps is to drive app executions by directly call-
ing the app’s event handlers (e.g., by calling the handler of long-click without doing a real
long-click) or mutating an app’s data (e.g., by setting the contents of a text box directly).
A closed-source tool AppCrawler [Testdroid: Automated Testing Tool for Android] appears
to do so. However, this approach suffers from FPs because the actions it injects are ap-
proximate and may never occur in real executions. A significant possibility of FP means
that developers must inspect the bug reports, requiring much manual effort. To illustrate
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why this approach has FPs, we describe an FP AppDoctor encountered and automatically
pruned.
This FP is in the MyCalendar app. It has a text box for users to input their birth month.
It customizes this text box by allowing users to select the name of a month only using a
number picker it displays, ensuring that the text box’s content can only be the name of one
of the 12 months. When AppDoctor checked this app with approximate actions, it found an
execution that led to an IndexOutOfBoundException. Specifically, it found that this text
box was marked as editable, so it set the text to “test,” a value users can never possibly set,
causing the crash. Tools that directly call event handlers or set app data will suffer from
this FP. Because of the significant possibility of FPs (25% in our experiments; see §2.7),
users must inspect these tools’ reports, a labor-intensive, error-prone process.
Fortunately, by coupling approximate and faithful executions, AppDoctor automatically
prunes this FP. Specifically, for each bug report detected by performing actions in approx-
imate mode, AppDoctor validates it by performing the actions again in faithful mode. For
this example, AppDoctor attempted to set the text by issuing low-level touch and key events.
It could not trigger the crash again because the app correctly validated the input, so it auto-
matically classified the report as an FP.
App input validation is just one of the reasons for FPs. Another is the complex event
dispatch logic in Android and apps. A widget may claim that it is visible and its event
handlers are invokable, but in real execution a user may never trigger the handlers. For in-
stance, one GUI widgetW1 may be covered by anotherW2, so the OS does not invokeW1’s
handlers to process user clicks. However, AppDoctor cannot rule outW1 because visibility

















Figure 2.2: AppDoctor workflow.
ing whether an event handler can be triggered by users may require manually deciphering
the complex OS and app’s event dispatch logic. AppDoctor’s coupling of approximate and
faithful executions solves all these problems with one stone.
2.3 Overview
This section gives an overview of AppDoctor. Figure 2.2 shows its workflow. Given an
app, AppDoctor explores possible executions of the app on a cloud of physical devices and
emulator instances by repeatedly injecting actions. This exploration can use a variety of
search algorithms and heuristics to select the actions to inject. To quickly screen for poten-
tial bugs, AppDoctor performs actions in approximate mode during exploration (§2.4.2).
For each potential bug detected, it emits a report containing the failure caused by the bug
and the trace of actions leading to the failure.
Once AppDoctor collects a set of bug reports, it runs automated diagnosis to classify
reports into bugs and FPs by replaying each trace several times in approximate, faithful,
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and mixed mode (§2.4.3). It affords to replay several times because the number of bug
reports is much smaller than the number of checking executions. It also applies action
slicing to reduce trace lengths, further simplifying diagnosis (§2.5). It outputs (1) a set of
auto-verified bugs accompanied with testcases that can reproduce the bugs on clean devices
independent of AppDoctor, (2) a set of auto-pruned FPs so developers need not inspect
them, and (3) a small number of reports marked as likely bugs or FPs with detailed traces
for developer inspection.
AppDoctor focuses at bugs that may cause crashes. It targets apps that use standard wid-
gets and support standard actions. We leave it for future work to support custom checkers
(e.g., a checker that verifies the consistency of app data), widgets, and actions. AppDoctor
automatically generates typical inputs for the actions it supports (e.g., the text in a text box),
but it may not find bugs which requires a specific input. These as well as other limitations
may lead to false positives.
2.4 Approximate Execution
This section presents AppDoctor’s approximate execution technique. We start by introduc-
ing the actions AppDoctor supports (§2.4.1), and then discuss the explore (§2.4.2) and the
diagnosis stages (§2.4.3).
2.4.1 Actions
AppDoctor supports 20 actions, split into three classes. The 7 actions in the first class run
much faster in approximate mode than in faithful mode. The 5 actions in the second class
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run identically in approximate and faithful modes. The 8 actions in the last class have only
approximate modes.
We start with the first class. The first 4 actions in this class are GUI events on an app’s
GUI widgets, and the other 3 are lifecycle events. For each action, we provide a general
description, how AppDoctor performs it in approximate mode, how AppDoctor performs
it in faithful mode, and the main reason for FPs.
LongClick. A user presses a GUI widget for a time longer than 2 seconds. In approximate
mode, AppDoctor calls the widget’s event handler by calling widget.performLongClick. In
faithful mode, AppDoctor sends a touch event Down to the widget, waits for 3 seconds,
and then sends a touch event Up. The main reason for FPs is that, depending on the event
dispatch logic in Android OS and the app, the touch events may not be sent to the widget, so
the LongClick handler of the widget is not invoked in a real execution. A frequent scenario
is that the widget is covered by another widget, so the widget on top intercepts all events.
SetEditText. A user sets the text of a TextBox. In approximate mode, AppDoctor directly
sets the text by calling the widget’s method setText. In faithful mode, AppDoctor sends a
series of low-level events to the text box to set text. Specifically, it sends a touch event
to set the focus to the text box, Backspace and Delete keys to erase the old text, and other
keys to type the text. The main reason for FPs is that developers can customize a text box
to allow only certain text to be set. For instance, they can validate the text or override the
widget’s touch event handler to display a list of texts for a user to select.
SetNumberPicker. A user sets the value of a number picker. In approximate mode,
AppDoctor directly sets the value by calling the widget’s method setValue. In faithful mode,
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AppDoctor sends a series of touch events to press the buttons inside the number picker to
gradually adjust its value. The main reason for FPs is similar to that of SetEditText where
developers may allow only certain values to be set.
ListSelect. A user scrolls a list widget and selects an item in the list. In approximate mode,
AppDoctor calls the widget’s setSelection to make the item show up on the screen and select
it. In faithful mode, AppDoctor sends a series of touch events to scroll the list until the given
item shows up. The main reason for FPs is that developers can customize the list widget
and limit the visible range of the list to a user.
PauseResume. A user switches an app to the background (e.g., by running another app)
for a short period of time, and then switches back the app. Android OS pauses the app
when the switch happens, and resumes it after the app is switched back. In approximate
mode, AppDoctor calls the foreground activity’s event handlers onPause and onResume to
emulate this action. In faithful mode, AppDoctor starts another app (currently Android’s
Settings app for configuring system-wide parameters), waits for 1s, and switches back. The
main reason for FPs is that developers can alter the event handlers called to handle lifecycle
events.
StopStart. This action is more involved than PauseResume. It occurs when a user switches
an app to the background for a longer period of time, and then switches back. Since the
time the app is in background is long, Android OS saves the app’s state and destroys the
app to save memory. Android later restores the app’s state when the app is switched back.
In approximate mode, AppDoctor calls the following event handlers of the current activ-
ity: onPause, onSaveInstanceState, onStop, onRestart, onStart, and onResume. In faithful
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mode, AppDoctor starts another app, waits for 10s, and switches back. The main reason
for FPs is that developers can alter the event handlers called to handle lifecycle events.
Relaunch. This action is even more involved than StopStart. It occurs when a user intro-
duces some configuration changes that cause the current activity to be destroyed and recre-
ated. For instance, a user may rotate her device (causing the activity to be destroyed) and
rotate it back (causing the activity to be recreated). In approximate mode, AppDoctor calls
Android OS’s recreate to destroy and recreate the activity. In faithful mode, AppDoctor
injects low-level events to rotate the device’s orientation twice. The main reason for FPs is
that apps may register their custom event handlers to handle relaunch-related events, so the
activities are not really destroyed and recreated.
All these 7 actions in the first class run much faster in approximate mode than in faith-
ful mode, so AppDoctor runs them in approximate mode during exploration. AppDoctor
supports a second class of 5 actions for which invoking their handlers is as fast as send-
ing low-level events. Thus, AppDoctor injects low-level events for these actions in both
approximate and faithful modes.
Click. A user quickly taps a GUI widget. In both modes, AppDoctor sends a pair of touch
events, Down and Up, to the center of a widget.
KeyPress. A user presses a key on the phone, such as the Back key or the Search key.
AppDoctor sends a pair of key events Down and Up with the corresponding key code to
the app. This action sends only special keys because standard text input is handled by
SetEditText.
MoveSeekBar. A user changes the value of a seek bar widget. In both modes, AppDoctor
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calculates the physical position on the widget that corresponds to the value the user is set-
ting, and send a pair of touch event Down and Up on that position to the widget.
Slide. A user slides her finger on the screen. AppDoctor first sends a touch event Down
on the point where the slide starts. Then AppDoctor sends a series of touch event Move on
the points along the slide. Finally, AppDoctor sends a touch event Up on the point where
the slide stops. AppDoctor supports two types of slides: horizontal and vertical.
Rotate. A user changes the orientation of the device. AppDoctor injects a low-level event
to rotate the device’s orientation.
AppDoctor supports a third class of 8 actions caused by external events in the execu-
tion environment of an app, such as the disconnection of the wireless network. AppDoctor
injects them by sending emulated low-level events to an app, instead of for example dis-
connecting the network for real. We discuss three example actions below.
Intent. An app may run an activity in response to a request from another app. These
requests are called intents in Android. Currently AppDoctor injects all intents that an app
declares to handle, such as viewing data, searching for media files, and getting data from a
database.
Network. AppDoctor injects network connectivity change events, such as the change from
wireless to 3G and from connected to disconnected status.
Storage. AppDoctor injects storage related events such as the insertion or removal of an
SD card.
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appdoc t o r . e xp l o r e _on c e ( ) { / / r e t u r n s a bug t r a c e
t r a c e = {} ;
a ppdoc t o r . r e s e t _ i n i t _ s t a t e ( ) ;
whi le ( app not e x i t and a c t i o n l i m i t not r e a ch ed ) {
a c t i o n _ l i s t = appdoc t o r . c o l l e c t ( ) ;
a c t i o n = appdoc t o r . choose ( a c t i o n _ l i s t ) ;
a ppdoc t o r . pe r fo rm ( a c t i o n , APPROX) ;
t r a c e . append ( a c t i o n ) ;
i f ( f a i l u r e found )
re turn t r a c e ;
}
}
Figure 2.3: Algorithm to explore one execution for bugs.
2.4.2 Explore
When AppDoctor explores app executions for bugs, it runs the actions described in
the previous subsection in approximate mode for speed. Figure 2.3 shows AppDoctor’s
algorithm to explore one execution of an app for bugs. It sets the initial state of the app,
then repeatedly collects the actions that can be done, chooses one action, performs the action
in approximate mode, and checks for bugs. If a failure such as an app crash occurs, it returns
a trace of actions leading to the failure.
To exploremore executions, AppDoctor runs this algorithm repeatedly. It collects avail-
able actions by traversing the GUI hierarchy of the current activity leveraging the Android
instrumentation framework. AppDoctor then chooses one of the actions to inject. By con-
figuring how to choose actions, AppDoctor can implement different search heuristics such
as depth-first search, breadth-first search, priority search, and random walk. AppDoctor
performs the action as soon as the previous action is done, further improving speed.
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appdoc t o r . d i a gno s e ( t r a c e ) { / / r e t u r n s t y p e o f bug r e p o r t
/ / s t e p 1 : t o l e r a t e env i r onmen t prob lems
i f ( not appdoc t o r . r e p r odu c e ( t r a c e , APPROX) )
re turn PRUNED_FP ;
/ / s t e p 2 : auto−v e r i f y bugs
t r a c e = appdoc t o r . s l i c e ( t r a c e ) ; / / a c t i o n s l i c i n g
i f ( a ppdoc t o r . r e p r odu c e ( t r a c e , FAITHFUL ) ) {
t e s t c a s e = appdoc t o r . to_monkeyrunner ( t r a c e ) ;
i f ( MonkeyRunner r e p r o d u c e s t h e f a i l u r e wi th t e s t c a s e )
re turn VERIFIED_BUG ;
e l s e re turn LIKELY_BUG;
}
/ / s t e p 3 : auto−prune FPs
f o r ( a c t i o n 1 i n t r a c e ) {
appdoc t o r . r e s e t _ i n i t _ s t a t e ( ) ;
/ / r e p l a y a c t i o n s i n approx ima t e mode , e x c e p t a c t i o n 1
f o r ( a c t i o n 2 i n t r a c e ) {
i f ( a c t i o n 2 != a c t i o n 1 )
a ppdoc t o r . pe r fo rm ( a c t i o n2 , APPROX) ;
e l s e
appdoc t o r . pe r fo rm ( a c t i o n2 , FAITHFUL ) ;
i f ( r e p l a y d i v e r g e s ) break ;
}
i f ( f a i l u r e d i s a p p e a r s )
re turn PRUNED_FP ; / / a c t i o n 1 i s t h e c u l p r i t
}
re turn LIKELY_FP ;
}
Figure 2.4: Algorithm to diagnose one trace.
2.4.3 Diagnosis
The bug reports detected by AppDoctor’s exploration are not always true bugs because
the effects of actions in approximate mode are not always reproduced by the same ac-
tions in faithful mode. Manually inspecting all bug reports would be labor-intensive and
error-prone, raising challenges for time and resource-constrained app developers. Fortu-
nately, AppDoctor automatically classifies bug reports for the developers using the algo-
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rithm shown in Figure 2.4, which reduced the number of reports developers need to inspect
by 13.6× in our evaluation (§2.7.4).
This algorithm takes an action trace from a bug report, and classifies the report into four
types: (1) verified bugs (real bugs reproducible on clean devices), (2) pruned false positives,
(3) likely bugs, and (4) likely false positives. Type 1 and 2 need no furthermanual inspection
to classify (for verified bugs, developers still have to pinpoint the code responsible for
the bugs and patch it). The more reports AppDoctor places in these two types, the more
effective AppDoctor is. Type 3 and 4 need some manual inspection, and AppDoctor’s
detailed action trace and suggested types of the reports help reduce inspection effort.
As shown in the algorithm, AppDoctor automatically diagnoses a bug report in three
steps. First, it does a quick filtering to prune false positives caused by Android emu-
lator/OS/environment problems. Specifically, it replays the trace in approximate mode,
checking whether the same failure occurs. If the failure disappears, then the report is most
likely caused by problems in the environment, such as bugs in the Android emulator (which
we did encounter in our experiments) or temporary problems in remote servers. AppDoctor
prunes these reports as FPs.
Second, it automatically verifies bugs. Specifically, it simplifies the trace using the ac-
tion slicing technique described in the next section, and replays the trace in faithful mode. If
the same failure appears, then the trace almost always corresponds to a real bug. AppDoctor
generates a MonkeyRunner testcase, and verifies the bug using clean devices independent
of AppDoctor. If it can reproduce the failure, it classifies the report as a verified bug. The
testcase can be sent directly to developers for reproducing and diagnosing the bug. If Mon-
keyRunner cannot reproduce the failure, then it is most likely caused by the difference in
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how AppDoctor and MonkeyRunner wait for an action to finish. Thus, AppDoctor classi-
fies the report as a likely bug, so developers can inspect the trace and modify the timing of
the events in the MonkeyRunner testcase to verify the bug.
Third, AppDoctor automatically prunes FPs. At this point, the trace can be replayed
in approximate mode, but not in faithful mode. If AppDoctor can pinpoint the action that
causes this divergence, it can confirm that the report is an FP. Specifically, for each action
in the trace (action1 in Figure 2.4), AppDoctor replays all other actions in the trace in
approximate mode except this action. If the failure disappears, AppDoctor finds the culprit
of the divergence, and classifies the report as a pruned FP. If AppDoctor cannot find such
an action, it classifies the report as a likely FP for further inspection.
2.5 Action Slicing
AppDoctor uses action slicing to remove unnecessary actions from a trace before deter-
mining whether the trace is a bug or FP (slice in Figure 2.4). This technique brings two
benefits. First, by shortening the trace, it also shortens the final testcase (if the report is a
bug), reducing developer diagnosis effort. Second, a shorter trace also speeds up replay.
Slicing techniques [Jhala andMajumdar 2005; Zhang andGupta 2004] have been shown
to effectively shorten an instruction trace by removing instructions irrelevant to reaching
a target instruction. However, these techniques all hinge on a clear specification of the
dependencies between instructions, which AppDoctor does not have for the actions in its
traces. Thus, it appears that AppDoctor can only use slow approaches such as attempting
to remove actions one subset by one subset to shorten the trace.
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appdoc t o r . f a s t _ s l i c e ( t r a c e ) {
s l i c e = { l a s t a c t i o n o f t r a c e } ;
f o r ( a c t i o n i n r e v e r s e ( t r a c e ) )
i f ( a c t i o n i n s l i c e )
s l i c e . add ( ge t_app rox_depend ( a c t i o n , t r a c e ) ) ;
re turn s l i c e ;
}
ge t_app rox_depend ( a c t i o n , t r a c e ) {
f o r ( a c t i o n 2 i n t r a c e ) {
i f ( a c t i o n i s en ab l ed by a c t i o n 2 )
re turn a c t i o n 2 ;
i f ( a c t i o n i s a lways a v a i l a b l e
&& a c t i o n 2 . s t a t e == a c t i o n . s t a t e )
re turn a c t i o n 2 ;
}
}






Figure 2.6: Type 1 action dependency. Si represents app states, and ai represents actions.
Bold solid lines are the actions in the trace, thin solid lines the other actions available at a
given state, and dotted lines the action dependency. a4 depends on a2 because a2 enables
a4.
Our insight is that, because AppDoctor already provides an effective way to vali-
date traces, it can embrace approximation in slicing as well. Specifically, given a trace,
AppDoctor applies a fast slicing algorithm that computes a minimal slice assuming min-
imal, approximate dependencies between actions. It validates whether this slice can re-
produce the failure. If so, it returns this slice immediately. Otherwise, it applies a slow








Figure 2.7: Type 2 action dependency. a1 depends on a2 because a1 is performed in S2, and
a2 is the action that first leads to S2.
Figure 2.5 shows the fast slicing algorithm. It takes a trace and returns a slice of the trace
containing actions necessary to reproduce the failure. It starts by putting the last action of
the trace into slice because the last action is usually necessary to cause the failure. It then
iterates through the trace in reverse order, adding any action that the actions in the slice
approximately depend on.
The key of this algorithm is get_approx_depend for computing approximate action de-
pendencies. It leverages an approximate notion of an activity’s state. Specifically, this state
includes each widget’s type, position, and content and the parent-child relationship between
the widgets. It also includes the data the activity saves when it is switched to background.
To obtain this data, AppDoctor calls the activity’s onPause, onSaveInstanceState and on-
Resume handler. This state is approximate because the activity may hold additional data in
other places such as files.
Function get_approx_depend considers only two types of dependencies. First, if an
action becomes available at some point, AppDoctor considers this action depending on
the action that “enables” this action. For instance, suppose a Click action is performed
on a button and the app displays a new activity. We say that the Click enables all actions
of the new activity and is depended upon by these actions. Another example is shown
In Figure 2.6. Action a4 becomes available after action a2 is performed, so AppDoctor
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considers a4 dependent on a2.
Second, if an action is always available (e.g., a user can always press the Menu key
regardless of which activity is in foreground) and is performed in some state S2, then it
depends on the action that first creates the state S2 (Figure 2.7). For instance, suppose a
user performs a sequence of actions ending with action a2, causing the app to enter state
S2 for the first time. She then performs more actions, causing the app to return to state S2,
and performs action a1 “press the Menu key.” get_approx_depend considers that action a1
depends on action a2. The intuition is that the effect of an always available action usually
depends on the current app state, and this state depends on the action that leads the app to
this state.
When the slice computed by fast slicing cannot reproduce the failure, AppDoctor tries
a slower slicing algorithm by removing cycles from the trace, where a cycle is a sequences
of actions starts and ends at the same state. For instance, Figure 2.7 contains a cycle (S2 →
S3 → S2). If a sequence of actions do not change the app state, discarding them should
not affect the reproducibility of the bug. If the slower algorithm also fails, it falls back to
the slowest approach. It iterates through all actions in the trace, trying to remove them one
subset by one subset.
Our results show that fast slicing works very well. It worked for 43 out of 61 traces.
The slower version worked for 10 more. Only 8 needed the slowest version. Moreover, it












Android Device or Emulator
Figure 2.8: AppDoctor architecture. Dotted lines in the “Anrdoid Device or Emulator” box
indicates tight coupling of components.
2.6 Implementation
AppDoctor runs on a cluster of Android devices or emulators. Figure 2.8 shows the ar-
chitecture. A controller monitors multiple agents and, when some agents become idle,
commands these agents to start checking sessions based on developer configurations. The
agents can run on the same machine as the controller or across a cluster of machines, en-
abling AppDoctor to scale. Each agent connects to a device or an emulator via the Android
Debug Bridge [Android Debug Bridge in Android Developers Site]. The agent installs to
the devices or emulators the target app to check and an instrumentation app for collecting
and performing actions. It then starts and connects to the instrumentation app, which in
turn starts the target app. The agent then explores possible executions of the target app by
receiving the list of available actions from the instrumentation app and sending commands
to the instrumentation app to perform actions on the target app.
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The agent runs in a separate process outside of the emulator or the device for robustness.
It tolerates many types of failures including Android system failures and emulator crashes.
Furthermore, it enables the system to keep information between checking executions, so
AppDoctor can explore a different execution than previously explored (§2.6.4).
The controller contains 188 lines of Python code. The agent contains 3701 lines of
Python code. The instrumentation app contains 7259 lines of Java code. The remainder of
this section discusses AppDoctor’s implementation details.
2.6.1 Instrumentation App
To test an app, AppDoctor needs to monitor the app’s state, collect available actions from
the app, and perform actions on the app. The Android instrumentation framework [Android
instrumentation framework] provides interfaces for monitoring events delivered to an app
and injecting events into the app. We built the instrumentation app using this framework.
It runs in the same process as the target app for collecting and performing actions. It also
leverages Java’s reflection mechanism to collect other information from the target app that
the Android instrumentation framework cannot collect. Specifically, it uses reflection to
get the list of widgets of an activity and directly invoke an app’s events handlers even if
they are private or protected Java methods. The instrumentation app enables developers to
write app-specific checkers, which we leave for future work.
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2.6.2 App Repacking and Signing
For security purposes, Android requires that the instrumentation app and the target app be
signed by the same key. To work around this restriction, AppDoctor unpacks the target
app and then repacks and signs the app using its own key. Furthermore, since AppDoctor
needs to communicate with the instrumentation app through socket connections, it uses
ApkTool [android-apktool] to add network permission to the target app.
2.6.3 Optimizations
We implemented two optimizations in AppDoctor to further speedup the testing process.
First, AppDoctor pre-generates a repository of cleanly booted emulator snapshots, one per
configuration (e.g., screen size and density). When checking an app, AppDoctor simply
starts from the specific snapshot instead of booting an emulator from scratch, which can
take 5 minutes. Second, to check multiple executions of an app, AppDoctor reuses the
same emulator instance without starting a new one. To reset the app’s initial state (§2.4.2),
it simply kills the app process and wipes its data. These two optimizations minimize the
preparation overhead and ensure that AppDoctor spends most of the time checking apps.
2.6.4 Exploration Methods
Recall that when AppDoctor explores possible executions of an app, it can choose the next
action to explore using different methods (Figure 2.3). It currently supports four methods:
interactive, scripted, random, and systematic. With the interactive method, AppDoctor
shows the list of available actions to the developer and lets her decide which one to per-
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form, so she has total control of the exploration process. This method is most suitable
for diagnosing bugs. With the scripted method, developers write scripts to select actions,
and AppDoctor runs these test scripts. This method is most suitable for regression and
functional testing. With the random method, AppDoctor randomly selects an action to per-
form. This method is most suitable for automatic testing. With the systematic method,
AppDoctor systematically enumerates through the actions for bugs using several search
heuristics, including breadth-first search, depth-first search, and developers written heuris-
tics. This method is most suitable for model checking [Yang, Sar, and Engler 2006; Yang
et al. 2004; Musuvathi et al. 2002; Simsa, Gibson, and Bryant 2011; Killian et al. 2007;
Godefroid 1997; Guo et al. 2011].
2.6.5 Waiting for Actions to Finish
Recall that AppDoctor performs actions on the target app as soon as the previous action is
done. It detects when the app is done with the action using the Android instrumentation
framework’s waitForIdle function, which returns when the main thread—the thread for
processing all GUI events—is idle. Two apps, Twitter and ESPN, sometimes keep the
main thread busy (e.g., during the login activity of Twitter), so AppDoctor falls back to
waiting for a certain length of time (3 seconds). Apps may also run asynchronous tasks
in background using Android’s AsyncTask Java class, so even if their main threads are
idle, the overall event processing may still be running. AppDoctor solves this problem by
intercepting asynchronous tasks and waiting for them to finish. Specifically, AppDoctor
uses reflection to replace AsyncTaskwith its own to monitor all background tasks and wait
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for them to finish.
2.6.6 Input Generation
Apps often require inputs to move from one activity to another. For instance, an app
may ask for an email address or user name. AppDoctor has a component to generate
proper inputs to improve coverage. It focuses on text boxes because they are the most
common ways for apps to get texts from users. Android has a nice feature that sim-
plifies AppDoctor’s input generation. Specifically, Android allows developers to spec-
ify the type of a text box (e.g., email addresses and integers), so that when a user starts
typing, Android can display the keyboard customized for the type of text. Leveraging
this feature, AppDoctor automatically fills many text boxes with texts from a database
we pre-generated, which includes email addresses, numbers, etc. To further help de-
velopers test apps, AppDoctor allows developers to specify input generation rules in the
form of “widget-name:pattern-of-text-to-fill.” In our experiments, the most com-
mon use of this mechanism is to specify login credentials. Other than text boxes, de-
velopers may also specify rules to generate inputs for other actions, including the value
set by SetNumberPicker, the item selected by ListSelect and the position set by
MoveSeekBar. By default, AppDoctor generates random inputs for these three actions.
Note that AppDoctor can leverage symbolic execution [Cadar, Dunbar, and Engler 2008;
Godefroid, Klarlund, and Sen 2005] to generate inputs that exercise tricky code paths within
apps, which we intend to explore in future work. However, our current mechanisms suf-
fice to detect many bugs because, based on our experience, apps treat many input texts as
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“black boxes,” and simply store and display the texts without actually using them in any
fancy way.
2.6.7 Hijacking the main message queue
Android applications conform the paradigm of GUI centralized and event-driven design.
We instrument the low-level message processing by hijacking the message queue in the
main(GUI) thread. We create a dummy message handler that actually takes over the mes-
sage queue and inspects all message passed into the queue. This also enable us to record
the messages sequence in one run and enforce the order the messages in future runs, to
reduce the potential event races when replaying traces. However, since so far we only con-
trol the order of message processing in the main thread, non-determinism can still exists
inside other threads of the application. Currently this technique has only limited effect on
replaying.
2.6.8 Replay and Nondeterminism
Recall that, at various stages, AppDoctor replays a trace to verify if the trace can reproduce
the corresponding failure. This replay is subject to the nondeterminism in the target app
and environment. A plethora of work has been done in deterministic record-replay [Guo et
al. 2008; Laadan, Viennot, and Nieh 2010; Georges et al. 2004; Ronsse and De Bosschere
1999]. Although AppDoctor can readily leverage any of these techniques, we currently
have not ported them to AppDoctor. For simplicity, we implemented a best-effort replay
technique and replayed every trace 20 times.
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2.6.9 Removing Redundant Reports
One bug may manifest multiple times during exploration, causing many redundant bug
reports. After collecting reports from all servers, AppDoctor filters redundant reports based
mainly on the type of the failure and the stack trace and keeps five reports per bug.
2.6.10 Extracting App Information
AppDoctor uses ApkTool [android-apktool] to unpack the target app for analysis. It pro-
cesses AndroidManifest.xml to find necessary information, including target app’s identi-
fier, startup activity, and library dependencies. It then uses this information to start the target
app on configurations with the required libraries. AppDoctor analyzes resource files to get
the symbolic names corresponding to each widget, enabling developers to refer to widgets
by symbolic names in their testing scripts (§2.6.4) and input generation rules (§2.6.6).
2.7 Evaluation
We evaluated AppDoctor on a total of 64 popular apps from Google Play, including 53
closed-source apps and 11 open-source ones, listed in §2.7.1. We selected the closed-source
apps as follows. We started from the top 100 popular apps in Nov 2012, then excluded
31 games that use custom GUI widgets written from scratch which AppDoctor does not
currently handle, 3 apps that require bank accounts or paid memberships, 2 libraries that
do not run alone, 8 apps with miscellaneous dependencies such as requiring text message
authentication, and 3 apps that do not work with the Android instrumentation framework.
We selected 11 open-source apps also based on popularity. Their source code simplifies
40
inspecting the cause of the bugs detected. We picked the most popular apps because they
are well tested, presenting a solid benchmark suite of AppDoctor’s bug detection capability.
We ran several quick checking sessions on these apps. Each session ran for roughly one
day and had 165,000 executions, 2,500 per app. These executions were run on a cluster
of 14 Intel Xeon servers. Each execution ran until 100 actions were reached or the app
exited. Each session detected a slightly different set of bugs because checking executions
used heuristics. Except §2.7.1 which reports cumulative bug results over all sessions, all
other subsections report results from the latest session.
The rest of this section focuses on four questions:
§2.7.1: Can AppDoctor effectively detect bugs?
§2.7.2: Can AppDoctor achieve reasonable coverage?
§2.7.3: Can AppDoctor greatly speed up testing?
§2.7.4: Can AppDoctor reduce diagnosis effort?
2.7.1 Bugs Detected
AppDoctor found a total of 72 bugs in 64 apps. Of these bugs, 67 are new and the other 5
bugs were unknown to us but known to the developers. We have reported 9 new bugs in the
open-source apps to the developers because these bugs are easier to diagnose with source
code and the apps have public websites for reporting bugs. The developers have fixed 3
bugs and confirmed two more. Of the 5 bugs unknown to us but known to the developers,
4 were fixed in the latest version, and the other 1 was reported by users but without event
traces to reproduce the bugs.
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App Bugs Users (M) Open? Hints
Android 2 n/a
Google Maps 3 500 ∼ 1000
Facebook 2 500 ∼ 1000 L, D
Pandora 1 100 ∼ 500 L
Twitter 1 100 ∼ 500 L
Google Translate 3 100 ∼ 500
Shazam 3 100 ∼ 500
Sgiggle 2 100 ∼ 500
Advanced Task Killer 1 50 ∼ 100
Barcode Scanner 1 50 ∼ 100
Zedge 1 50 ∼ 100
Amazon Kindle 1 50 ∼ 100 L
Yahoo Mail 3 50 ∼ 100 L
TuneIn Player 1 50 ∼ 100
Walk Band 2 50 ∼ 100 D
PhotoGrid 1 50 ∼ 100
Kik Messenger 3 50 ∼ 100 L
Logo Quiz 2 10 ∼ 50
Zynga Words 2 10 ∼ 50 D
Amazon 2 10 ∼ 50 L
Mobile Bible 3 10 ∼ 50
MyCalendar 1 10 ∼ 50 L
Dictionary 1 10 ∼ 50
GasBuddy 1 10 ∼ 50
ooVoo 1 10 ∼ 50 L
iHeartRadio 1 10 ∼ 50
IMDB Mobile 1 10 ∼ 50
ESPN Sports 2 10 ∼ 50
Craigslist 2 10 ∼ 50
TextGram 1 10 ∼ 50
Google MyTracks 2 10 ∼ 50 Yes
Terminal Emulator 1 10 ∼ 50 Yes
Fandango 2 10 ∼ 50 L, D
DoubleDown 1 5 ∼ 10
OI FileManager 2 5 ∼ 10 Yes
MP3 Ringtone Maker 2 1 ∼ 5
BlackFriday 6 1 ∼ 5
ACV Comic Viewer 2 1 ∼ 5 Yes
OpenSudoku 1 1 ∼ 5 Yes
OI Notepad 1 0.1 ∼ 0.5 Yes
OI Safe 1 0.1 ∼ 0.5 Yes
Table 2.1: Each app’s bug count. First row lists the bugs AppDoctor found in the Android
framework, which affect almost all apps. Number of users is in millions. The “Open?”
column indicates whether the app is open source. “Hints” lists additional information we
added: “L” for login credentials and “D” for delays.
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Table 2.1 shows the bug count for each app we checked. We also show the number
of users obtained from Google Play to show the popularity of the apps. The results show
that AppDoctor can find bugs even in apps that have tens of millions of users and built by
reputable companies such as Google and Facebook. AppDoctor even found two bugs in
the Android framework that affect all apps. AppDoctor found no bugs in 24 apps: Word-
Search, Flixster, Adobe Reader, BrightestFlaghlight, Ebay, Skype, Pinterest, Spotify, OI
Shopping List, Daily Money, Dropbox, Midomi, Groupon, Speedtest, ColorNote, Voxer,
RedBox, Lookout, Facebook Messenger, Devuni Flashlight, Go SMS, Wikipedia, Ultimate
StopWatch and Wells Fargo.
We inspected all of the bugs found in the open-source apps to pinpoint their causes in
the source code. Table 2.2 shows the details of these bugs. Most of the bugs are caused by
accessing null references. The common reasons are that the developers forget to initialize
references, access references that have been cleaned up, miss checks of null references,
and fail to check certain assumptions about the environments. Most of these bugs can be
triggered only under rare event sequences.
We describe two interesting bugs. The first is Bug 11 in Table 2.2, a bug in the Android
framework. AppDoctor was able to generate a testcase that reliably reproduces the bug
on OpenSudoku, Wikipedia, Yahoo Mail, Shazam, Facebook, and Pinterest. We counted
this bug as one bug to avoid inflating our bug count. To trigger this bug in OpenSudoku, a
user selects a difficulty level of the game, and presses the Back key of the phone quickly,
which sometimes crashes the app. The cause is that when an app switches from one activity
to another, many event handlers are called. In the common case, these event handlers are
called one by one in order, which tends to be what developers test. However, in rare cases,
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App Bug Description Status
1 Google MyTracks Pressing ‘Search’ button bypassed License dia-
log and environment check, causing a crash
Fixed
2 OI File Manager Checked for NullPointerException in doIn-
Background() but missed in onPostExecute()
Fixed
3 Terminal Emulator Rare event sequence led to access of discarded
variable
Confirmed
4 OI File Manager Rare event order led to use of uninitialized vari-
able
Fixed
5 ACV Comic Viewer Incorrect assumption of the presence of Google
Services caused a crash
Reported
6 ACV Comic Viewer Failed to check for the failure of opening a file
due to lack of permission, causing a crash
Reported
7 OI Notepad Failed to check for the availability of another
software after rotation, while checked before ro-
tation
Reported
8 OpenSudoku Failed to check for the failure of loading a game,
which was caused by the deletion of the game
Reported
9 OI Safe Rare event sequence led to access of discarded
variable
Reported
10 Google MyTracks Dismissing a dialog which had been removed
from the screen due to lifecycle events
Known
11 Android Rare event order led to a failed check in Android
code
Known
Table 2.2: All bugs found in open-source app. We list one Android framework bug (Bug
11) because AppDoctor found this bug when testing OpenSudoku and Wikipedia. The bug
was reported by others, but the report contained no event traces causing the bug.
another event handler, such as the handler of the Back key in OpenSudoku, may jump into
the middle of this sequence while the app is in an intermediate state. If this handler refers
to some part of the app state, the state may be inconsistent or already destroyed, causing a
crash. This bug was reported to the Android bug site, but no event sequences were provided
on how the bug might be triggered, and the bug is still open. We recently reported the event
sequence to trigger this bug, and are waiting for developers to reply.
The second is a bug in Google Translate, the most popular language translation app in


























Figure 2.9: Activity coverage on apps. Each bar represents an app.
after a user presses the Search key on the phone at the wrong moment. When a user first
installs and runs Google Translate, it pops up a license agreement dialog with an Accept
and a Decline button. If she presses the Accept button, she enters the main screen of Google
Transate. If she presses the Decline button, Google Translate exits and she cannot use the
app. However, on Android 2.3, if the user presses the Search button, the dialog is dismissed,
but Google Translate is left in a corrupted state, and almost always crashes after a few events
regardless of what the user does. We inspected the crash logs and found that the crashes
were caused by accessing uninitialized references, indicating a logic bug inside Google
Translate. This bug is specific to Android 2.3, and does not occur in Android 4.0 and 4.2.
AppDoctor found a similar bug in Google MyTracks (Bug 1 in Table 2.2). Unlike the
bug in Google Translate, this bug can be triggered in Android 2.3, 4.0, and 4.2. We reported
it and, based on our report, developers have fixed it and released a new version of the app.
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2.7.2 Coverage
We measured AppDoctor’s coverage from the latest 1-day checking session. We used two
metrics. First, we measured AppDoctor’s coverage of activities by recording the activities
AppDoctor visited, and comparing them with all the activities in the apps. We chose this
metric because once AppDoctor reaches an activity, it can explore most actions of the activ-
ity. Figure 2.9 shows the results. With only 2,500 executions per app, AppDoctor covered
66% of the activities averaged over all apps tested, and 100% for four apps.
To understand what caused AppDoctor to miss the other activities, we randomly sam-
pled 12 apps and inspected their disassembled code. The four main reasons are: (1) dead
code (Lookout, Facebook, Flixster, OI Shopping List); (2) hardware requirement (e.g.,
PandoraLink for linking mobile devices with cars) not present (Sgiggle, Pandora, Bright-
est Flashlight); (3) activities available only to developers or premium accounts (Lookout,
Groupon, Flixster, Facebook Messenger, Photogrid, Fandango), and (4) activities available
after a nondeterministic delay (Groupon, Midomi, Pandora).
Second, we also evaluated AppDoctor’s false negatives by running it on 6 bugs in five
open-source apps, including two bugs in KeePassDroid (a password management app) and
one bug each in OI Shopping List, OI Notepad, OI Safe (another password management
app), and OI File Manager. We picked these bugs because they are event-triggered bugs,
which AppDoctor is designed to catch. AppDoctor found 5 out of the 6 bugs. It missed
one bug in KeePassDroid because it treated 2 different states as the same and pruned the



























Figure 2.10: Speedup of approximate execution. The x-axis represents all executions in
one checking session. Solid line shows speedup between approximate and faithful modes,
and dotted line between approximate mode and MonkeyRunner.
2.7.3 Speedup
AppDoctor’s speedup comes from (1) actions run faster in approximate mode and (2) it per-
forms the next action as soon as the previous one finishes. Figure 2.10 shows the speedup
caused by the two factors. For each of the 165,000 executions from the latest AppDoctor
checking session, we measured the time it took to complete this execution in (a) approxi-
mate mode, (a) faithful mode, and (c) MonkeyRunner. The difference between (a) and (b)
demonstrates the speedup from approximate execution. The difference between (a) and (c)
demonstrates the speedup from both approximate execution and AppDoctor’s more effi-
cient wait method. As shown in Figure 2.10, approximate execution yields 6.0× speedup,
and the efficient wait brings the speedup to 13.3×. Since most executions do not trigger


















Figure 2.11: Auto-diagnosis results. Number of bug reports are shown at each step. White
boxes are automatically classified. Shaded boxes need manual inspection.
least 13.3× speedup overMonkeyRunner, “at least” becauseMonkeyRunner blindly injects
events whereas AppDoctor does so systematically.
2.7.4 Automatic Diagnosis
We evaluated how AppDoctor helps diagnosis using the reports from the last checking ses-
sion. We focus on: (1) how many reports AppDoctor can automatically verify; (2) for the
reports AppDoctor cannot verify, whether they are FPs or bugs; (3) what causes FPs; and
(4) how effective action slicing is at pruning irrelevant events.
Figure 2.11 shows AppDoctor’s automatic diagnosis results based on the latest check-
ing session, which reduced the number of bug reports to inspect from 64 to only 5, 12.8×
reduction. AppDoctor initially emitted 64 bug reports on all 64 apps in the latest session.
Of these reports, it could replay 61 in approximate mode, and discarded the other 3 reports
as false positives. It then simplified the 61 reports and managed to replay 47 in faithful
mode. Based on the 47 faithfully replayed reports, it generated MonkeyRunner testcases
and automatically reproduced 43 bugs on clean devices, verifying that these 43 reports are
real bugs. 4 MonkeyRunner testcases did not reproduce the bugs, so AppDoctor flagged
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them as needing manual inspection. Out of the 14 reports that could be replayed in approx-
imate mode but not in faithful mode, AppDoctor automatically pruned 13 false positives.
The remaining one it could not prune was due to a limitation in our current implementation
of the faithful mode of ListSelect (§2.4.1). Selecting an item by injecting low-level events
involves two steps: scrolling the list to make the item show up, and moving the focus to the
selected item. We implemented the first step by injecting mouse events to scroll the list,
but not the second step because it requires external keyboard or trackball support, which we
have not added. AppDoctor flagged this report as needing manual inspection. Thus, out of
64 reports, AppDoctor automatically classified 59, leaving only 5 for manual inspection.
The 5 reports that need manual inspection contain 4 MonkeyRunner testcases and 1 re-
port caused by ListSelect. We manually inspected the MonkeyRunner testcases and mod-
ified one line each to change the timing of an event. The modified testcases verified the
bugs on real phones. For the one report caused by ListSelect, we manually reproduced it
on real phones. Thus, all of these 5 reports are real bugs.
The total number of bugsAppDoctor found in this session is (43 + 5) = 48, lower than 72,
the total number of bugs over all sessions, because each session may find slightly different
set of bugs due to our search heuristics.
AppDoctor automatically pruned 13 FPs in this session, demonstrating the benefit
of faithful replay. 6 are caused by approximate long click, 5 approximate configuration
change, and 2 approximate text input.
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2.8 Limitations
Currently, AppDoctor supports system actions such as StopStart and Relaunch, and com-
mon GUI actions such as Click and LongClick. Adding new standard actions is easy.
AppDoctor does not support custom widgets developed from scratch because these wid-
gets receive generic events such as Click at (x, y) and then use complex internal logic
to determine the corresponding action. AppDoctor also does not support custom action
handlers on custom widgets created from standard widgets. Its input generation is incom-
plete. Symbolic execution [“SymDroid: Symbolic Execution for Dalvik Bytecode”] will
help solve this problem. If an app talks to a remote server, AppDoctor does not control
the server. AppDoctor’s replay is not fully deterministic, which may cause AppDoctor to
consider a real bug as a false positive and prune it out, but this problem can be solved by pre-
vious work [Georges et al. 2004; “Language-based replay via data flow cut”; Gomez et al.
2013b]. AppDoctor leverages Android instrumentation which instruments only Jave-like
bytecode, so AppDoctor has no control over the native part of the apps. These limitations
may cause AppDoctor to miss bugs.
2.9 Related Work
To our knowledge, no prior systems combined approximate and faithful executions, system-
atically tested against lifecycle events, identified the problem of FPs caused by approximate
executions, generated event testcases, or provided solutions to automatically classify most
reports into bugs and FPs and to slice unnecessary actions from bug traces.
Unlike static tools, AppDoctor executes the app code and generates inputs. As a result,
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AppDoctor can provide an automated script to reproduce the bug on real devices, which
static tools cannot do. Moreover, AppDoctor automatically verifies the bugs it finds, so all
the verified bugs are not false positives and do not need manual inspection, unlike reports
from static tools. Android apps are event-driven, and their control flow is hidden behind
complex callbacks and inter process calls. Static tools often have a hard time analyzing
event-driven programs, generate exceedingly many FPs that bury real bugs.
Fuzz testing [Hu and Neamtiu 2011; UI/Application Exerciser Monkey] feeds random
inputs to programs. Without knowledge of the programs, this approach has difficulties
getting deep into the program logic. Model-based testing has been applied to mobile sys-
tems [Takala, Katara, andHarty 2011a; Amalfitano et al. 2012; Machiry, Tahiliani, andNaik
2013; Lee et al. 2013]. They automatically inject GUI actions based on a model of the GUI.
To extract this model, various techniques are used. Robotium [Robotium framework for test
automation] uses reflection to collect widgets on the GUI. Dynamic crawlers [Amalfitano
et al. 2012; Machiry, Tahiliani, and Naik 2013; Lee et al. 2013] collects available events
from GUI widgets, an approach AppDoctor also takes. Some use static analysis to infer
possible user actions for each widget [Yang, Prasad, and Xie 2013]. Regardless of how
they compute models, they do actions either in faithful mode (i.e., inject low-level events)
or in approximate mode (i.e., directly calling handlers), but not both. As illustrated in §2.2,
they suffer from either low speed or high manual inspection effort. Moreover, none of
them systematically tests for life cycle events. Interestingly, despite the significant FP rate
(25% in our experiments), no prior systems that inject actions in approximate mode noted
this problem, likely due to poor checking coverage. For example, DynoDroid [Machiry,
Tahiliani, and Naik 2013] caught only 15 bugs in 1050 apps.
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Several systems [“Automated concolic testing of smartphone apps”; Ganov et al. 2009;
Mirzaei et al. 2012a] leverage symbolic execution to check apps or GUI event handlers. The
common approach is to mark the input to event handlers as symbolic, and explore possi-
ble paths within the handlers. These systems tend to be heavyweight and are subject to
the undecidable problem of constraint solving. The event-driven nature of apps also raises
challenges for these systems, as tracing the control flow through many event handlers may
require analyzing complex logic in both the GUI framework and the apps. Thus, these
systems often use approximate methods to generate event sequences, which may not be
feasible, causing FPs. Authors of a workshop paper [Mirzaei et al. 2012b] describe test
drivers that call event handlers, including lifecycle event handlers, to drive symbolic exe-
cution. However, they call lifecycle event handlers only to set up an app to receive user
actions. They do not systematically test how the app reacts to these events. Nor did they
present an implemented system. Symbolic execution is orthogonal to AppDoctor: it can
help AppDoctor handle customwidgets and actions (§2.8), and AppDoctor can help it avoid
FPs by generating only feasible event sequences.
Mobile devices are prone to security and privacy issues. TaintDroid [Enck et al. 2010],
PiOS [Egele et al. 2011] and CleanOS [Tang et al. 2012] leverage taint tracking to detect
privacy leakages. Malware detectors, RiskRanker [Grace et al. 2012] and Crowdroid [Bur-
guera, Zurutuza, and Nadjm-Tehrani 2011], use both static and dynamic analysis to identify
malicious code. Mobile devices are prone to abnormal battery drain caused by apps or con-
figurations. Prior work [Pathak et al. 2012; Ma et al. 2013] detects or diagnoses abnormal
battery problems.
Action slicing shares the high-level concept with program slicing [Jhala and Majumdar
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2005; Korel and Laski 1988; Agrawal and Horgan 1990; Weiser 1981], which removes
unnecessary instructions from programs, paths, or traces. Different from program slicing,
action slicing prunes actions, rather than instructions. It embraces approximation to aggres-
sively slice out actions and replay to validate the slicing results.
2.10 Summary
In this chapter we presented AppDoctor, a system for efficiently testing Android apps and
helping developers diagnose bug reports. AppDoctor uses approximate execution to speed
up testing and automatically classify most reports into bugs or false positives. It uses action
slicing to remove unnecessary actions from bug traces, further reducing diagnosis effort.
AppDoctor works on Android, and operates as a device or emulator cloud. Results show
that AppDoctor effectively detects 72 bugs in 64 of the most popular apps, speeds up testing
by 13.3 times, and vastly reduces diagnosis effort.
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Chapter 3
Synthesizing robust and reusable tests
In this chapter, we present our second approach, implemented in the system AppFlow. Our
first approach tests mobile apps efficiently by using an implicit specification and automatic
exploration, but it is still limited in effectiveness by the specification. Our second approach
uses explicit specifications and focuses on the main problem of such methods: the high cost
of creating and maintaining specifications.
Our second approach, a script-based method, reuses test scripts across apps to amor-
tize the creation and maintenance cost. A standard software engineering practice to reduce
cost in writing difficult code is to delegate: experts implement the code as a library or ser-
vice, and other developers reuse. Examples include cryptography [OpenSSL; Crypto++
Library 5.6.5 | Free C++ Class Library of Cryptographic Schemes], distributed consen-
sus [ZooKeeper; Ongaro and Ousterhout 2014; Raft Consensus Algorithm], and image
processing [OpenCV library]. In UI testing, there is ample opportunity for reusing tests be-
cause many apps are in the same category and implement similar user flows. For instance,
almost all shopping apps implement some forms of user sign in, search for an item, check
item details, add to shopping cart, check out, etc. We studied the top 309 non-game mo-
bile apps and found that 15 app categories are enough to cover 196 or 63.4% apps (3.6.1),
demonstrating the huge potential of sharing tests across apps in the same category. Thus, it
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would save much struggling if we could create a robust, reusable test library for shopping
apps.
Unfortunately, as we’ve mentioned in Section 1.4.2, few of today’s automation frame-
works are designed for reusing test scripts across apps. First, despite that apps in the same
category share much similarity in their flows, they may have very different designs, texts,
and names for their screens and widgets. Thus, a test script for an app often cannot locate
the right screens and widgets for another app. Second, apps in the same category may still
have subtly different flows. For instance, the sign-in flow of an app may contain just the
sign-in screen, but another app may show a welcome screen first. The add-to-shopping-cart
flow of an app may require a user to first visit the item details screen, but another app may
allow users to add items in search results directly to shopping cart. These subtle differences
prevent directly reusing test scripts on different apps.
In this chapter, we present AppFlow, a system for synthesizing highly robust, highly
reusable UI tests. It enables developers – e.g., those in the “shopping app” community or
a testing services company – to write a library of modular UI tests for the main function-
ality a given category of apps. This library may be shared open-source or stored within a
testing cloud service such as Google’s Firebase Test Lab or Amazon’s Device Farm. Then,
when they want to test a new app in the same category, they can quickly synthesize full
tests from the modular ones in the library with few lines of customization, greatly boosting
productivity.
By focusing on the main functionality of an app category, AppFlow provides “smoke
tests” or build verification testing for each source code change, requiring little or no manual
work. Previous work [Memon et al. 2017] has shown that such tests, even incomplete,
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provide quick feedback to developers and help them fix bugs early before the bugs cause
greater impact. Optionally, developers can customize AppFlow to add app-specific tests or
override defaults to perform complete regression testing.
We used two ideas to handle the challenges mentioned in Section 1.4.2. The first idea
in AppFlow is a machine learning approach to recognizing screens and widgets. Instead of
relying on developers’ hard-coded logic, AppFlow learns a classifier from a training dataset
of screens and widgets labeled with their intents, using a careful selection of features includ-
ing texts, widget sizes, image recognition results of graphical icons, and optical character
recognition (OCR) results. The training dataset can come from a developer community for
an app category, and AppFlow provides several utilities to simplify this mostly one-time
data collection. After the classifier is trained, AppFlow uses it to map variant screens and
widgets to canonical ones. For instance, it maps text edit boxes with “Username”, “Your
Email”, or “example@email.com” on sign-in screens all to signin.username, represent-
ing the user-name widget.
A second idea in AppFlow is to automatically discover apps’ behaviors by applying
reusable, self-contained tests called flows and synthesize full tests from them. To test a
feature such as “at the item details page, a user can add the item to shopping cart”, the
developer writes a flow that contains three components: (1) the precondition of the test such
as “app must be at item details screen;” (2) the postcondition of the test such as “app must
be at shopping cart screen;” and (3) the actual steps to carry out the test such as “click Add
button.” The precondition and postcondition are in spirit similar to Hoare Logic, and can
contain custom conditions on app state such as loggedin = true (i.e., the user must have
logged in). This flow is dual-purpose: it can be used to test if an app implements this feature
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correctly, and it can be used to navigate an app into states which are required to test other
features. Specifically, given a library of flows, AppFlow dynamically synthesizes full tests
as follows: it starts the app, recognizes its state, finds activated flows whose preconditions
are met, executes each flow, and repeats for each new state reached.
We implemented AppFlow for the Android platform because of its wide adoption and
tough market competitions developers face, but the ideas and techniques are readily ap-
plicable to general UI testing. AppFlow’s language to write flows is an extension of
Gherkin [Gherkin], a human-readable domain-specific language for describing app behav-
iors.
Our evaluation of AppFlow consists of four sets of experiments. First, we evaluated
AppFlow on 40 most popular shopping apps and 20 news app by creating and reusing test
libraries for the two app categories. Second, we conducted a case study of the BBC news
app with two dramatically different version to see if the tests AppFlow synthesizes are
robust against the changes. Third, we conducted a user study of 15 subjects on creating tests
for theWish shopping app to compareAppFlow’s approach vswriting tests using an existing
test framework. Fourth, we analyzed a complete manual test plan from the developers of
the JackThreads app and quantified howmany tests AppFlow can automatically synthesize.
Results show that AppFlow accurately recognizes screens and widgets, synthesizes highly
robust and reusable tests, covers 46.6% of all automatable tests for Jackthreads, and reduces
the effort to test a new app by up to 90%. Interestingly, it also found eight bugs in the
evaluated apps, including seven functionality bugs, despite that they were already publicly
released and supposedly went through thorough testing.
This chapter is organized as follows. An overview of AppFlow is given in Section 3.1.
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Howmachine learning is used is shown in Section 3.2. Method to define flows is presented
in Section 3.3. The synthesis process is illustrated in Section 3.4. Implementation details are
discussed in Section 3.5. We evaluated AppFlow in Section 3.6. We discussed limitations
of this approach in Section 3.7. Related works are reviewed in Section 3.8. We summarize
this work in Section 3.9.
3.1 Overview
This section first presents a succinct example to show how to write AppFlow tests (§3.1.1),
and then describes its workflow (§3.1.2).
3.1.1 Example
Suppose a developer wants to test the flow “adding an item to an empty shopping cart clears
the empty shopping cart message.”
Scenario: add to shopping cart [stay at cart]
Given screen is detail
And cart_filled is false
When click @addtocart
And click @cart
And not see @empty_cart_msg
Then screen is cart
And set cart_filled to true
Figure 3.1: Flow: “add to shopping cart”.
Figure 3.1 shows an example for this test in AppFlow. “Given...” specifies the pre-
condition of the flow. The screen to activate this flow should be the “detail” screen, the
canonical screen that shows an item’s details. This screen exists in almost all shopping
apps, so using it to specify the condition not only eases the understanding of this flow,
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but also allows this flow to be reusable on other shopping apps. Here “screen” is a vis-
ible property built into AppFlow. In contrast, the flow specifies in the precondition that
“cart_filled” must be “false,” and “cart_filled” is a developer-defined abstract property in-
dicating whether the shopping cart is filled. Abstract properties are intended to keep track
of the invisible portions of app states, which can often be crucial for writing robust tests.
To run this flow, AppFlow ensures that the precondition of the flow must be met, i.e., all
properties specified in the precondition must have the corresponding values.
Next, the flow does two clicks to the @addtocart and @cart buttons. Unlike traditional
test scripts that refer to the widgets using handwritten, fragile logic, AppFlow tests use
canonical widgets exported by a test library, and AppFlow leverages machine learning to
match real widgets to canonical ones.
Then, the flow performs a check (“not see...”). After the two clicks, current screen
must be the canonical screen “cart”, which represents the shopping cart screen. Thus, the
flow checks to ensure that the canonical widget @empty_cart_msg, which signals that the
shopping cart is empty, should not be seen on the screen.
Finally, “Then” specifies in the postcondition that the screen after executing the clicks
must be the canonical “cart” screen, which AppFlow will check after executing this flow.
(Postconditions are different from checks because postconditions cause AppFlow to update
the app state it maintains.) The flow also sets “cart_filled” to be “true” after executing this
flow, which causes AppFlow to update the abstract properties it tracks to reflect this effect.
After executing this flow, AppFlow will check to see if the new values of these properties
satisfy the preconditions of any previously inactive flows, and add these flows to the set of
flows to execute next.
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This simple example shows some key benefits of AppFlow. This flow is easy to un-
derstand, even for non-developers (e.g., a product manager). The canonical screens and
widgets used are recognized by AppFlow automatically using machine learning methods,
making the test robust against design changes and reusable across different apps. The sys-
tem allows developers to describe just the flows to test without writing boilerplate code to
bring the app to an item details screen.
3.1.2 Workflow
Figure 3.2: Workflow of AppFlow. The stick figure here represents developer intervention.
Figure 3.2 shows the workflow of AppFlow. It operates in two phases: the first phase,
mostly one-time, prepares AppFlow for testing a new category of apps , and the second
phase applies AppFlow to test each new app in the category .
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Prepare for a new app category
To prepare AppFlow for a new category of apps, developers do two things. First, they create
a test library in AppFlow’s language (§3.3) that contains common flows for this category,
and define canonical screens and widgets during this process. Second, they use simple
AppFlow utilities to capture a dataset of canonical screens and widgets and label them.
Sometimes apps in different categories share similar screens (e.g., sign-in screens), and
these samples from other app categories can also be added. Given this dataset, AppFlow
extracts key features from each sample and learns classifiers to recognize screens and wid-
gets based on them (§3.2).
Test a new app
To test a new app for the first time, developers do two things. First, they customize the
test library for their app. Machine learning is highly statistical and cannot always recog-
nize every canonical screen and widget. To correct its occasional errors, developers run
an interactive GUI utility of AppFlow to discover the machine learning errors and override
them. In addition, developers supply values to the variables used in the library, such as
the test user name and password. The syntax and usage of this customization are described
in §3.4.1.
Second, developers run AppFlow on the app to record the initial test results. Recall that
a test library typically contains several variant flows such as signing in from the welcome
screen or the menu screen. AppFlow runs all flows and report the result for each, letting
developers confirm which flows should succeed and which should fail.
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Under the hood, AppFlow uses the flows in the test library to synthesize full tests
through a systematic discovery process. Recall that a flow is active if its precondition is
met in a state. At first, only the “start app” flow is active. In the discovery process, new
app states and new paths to reach them are discovered, and more flows are activated. The
process terminates when no more flows need to be tested. The details of this process is
explained in §3.4.
After the two setup steps, developers can now test new versions of the app regularly
for regressions. AppFlow runs a similar process to synthesize full tests for each new app
version, comparing the results to those from the previous run. It reports any unexpected
failures and unexpected successes of the flows to developers, who should either fix any
regressions or confirm intended changes to AppFlow.
3.2 Recognizing canonical screens and widgets
Intuitively, screens and widgets for similar purposes should have similar appearance for
good user experience, and similar names for ease of maintenance. However, simple rules
cannot recognize them correctly, because of variations across apps and evolution of the
same app over time. For example, the “login” button on the “sign in” screen may contain
“Login”, “Sign in”, “Let me in”, or even an icon showing an arrow. The underlying UI
object usually has a class name of “Button”, but sometimes it can be changed to “TextView”
or even “RelativeLayout”. Instead of using ad hoc, manually written rules to recognize
widgets, AppFlow leveragesmachine learning to combine information frommany available
sources, thus it is much more robust.
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Feature selection is key to accurate recognition, and it absorbed much of our effort. We
experimentedwith a variety of feature combinations, settled with the followingmethod. For
each UI object (screen or widget), the features include its key attributes such as description
text, size, whether it is clickable; the UI layout of the object; and the graphics. All features
are converted to values between 0 and 1 in the final feature vector. Numerical features
such as size are normalized using the maximum value. Boolean features such as whether
a widget is clickable is converted to 0 or 1 directly. UI layout is converted to text via a
pre-order tree traversal. Graphical features are handled in two ways. Button icons carry
specific meanings, so they are converted to an icon encoding using a model we trained
for icon recognition. Other graphical features are converted to text via OCR. All textual
features including those converted from UI layouts and graphics are converted using Term
Frequency - Inverse Document Frequency (TF-IDF). Intuitively, TF-IDF gives a higher
weight if a term occurs in fewer documents (thus more descriminative) and many times in
a document. Sometimes 2-gram is used to form terms from words in text. We show the
effects of different feature selection schemes on accuracy in §3.6.2.
Besides feature selection schemes, we also experimented with different learning algo-
rithms, and found that screen recognition and widget recognition need different algorithms.
The following subsections describes the feature selection scheme and learning algorithm
that yield the best accuracy for recognizing screens and widgets.
3.2.1 Classifying screens
AppFlow uses three types of features to recognize canonical screens.
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Screen layout The screen layout is a tree containing all the widgets on the screen. Dif-
ferent screens may have different numbers of widgets and feature vectors have to be of
fixed length, so AppFlow converts the entire screen’s UI layout to one text string. It tra-
verses the tree in pre-order and, for each widget visited, it selects the text, identifier, the
underlying UI object’s class name, and other key attributes of the widget. For size, position
and other non-text attributes, AppFlow generates a set of words to describe them. For in-
stance, consider a search box widget. It is typically at the top of a search screen with a large
width and small height. Its identifier typically contains “Search” and “Edit” to indicate
that it is editable, and for implementing the search functionality. Given this search wid-
get, AppFlow first generates a set of words describing the geometry of widget (“TOP” and
“WIDE”) and another set containing the word split of the identifier (“Search” and “Edit”)
using a rule-based algorithm. It then uses the Cartesian product of the two sets of words as
the description of this widget. This Cartesian product works better than individual words
because it captures the correlation between the geometry and identifier for recognizing wid-
gets (e.g., “TOPsearch” is very indicative of a search widget); it also works better than a
concatenation of all words because it is more invariant to minor design differences (e.g.,
with concatenation “TOPWIDESearch” and “TOPSearch” become different terms).
Screen snapshot A user understands a screen mostly based on the screen snapshot. To
utilize this information, AppFlow performs OCR on the snapshot to extract texts inside it.
Class information AppFlow includes the class name of the screen’s underlying UI
object in the features it selects. In Android, the class is always a subclass of Activity.
Developers tend to name screen classes with human readable names to ease maintenance.
From the training data set, we train a neural network classifier [Rumelhart, Hinton, and
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Williams 1988] that takes the screen feature vectors as inputs and outputs the canonical
screen. It has 1 hidden layer with 40 neurons, optimized with a stochastic gradient-based
optimizer [Kingma and Ba 2015].
3.2.2 Classifying widgets
For each widget in the tree of widgets captured from screen, AppFlow selects the following
features.
Widget’s text The text attribute of the widget is used. This usually equals to the text
shown on the widget. The text attribute of the widget is the most evident clue of what the
widget represents, because usually users understand its usage through text. However, other
features are still needed. In some cases, the widget shows an image instead of text. In other
cases, text is embedded into the image, and the text attribute is empty.
Widget’s context The widget’s description, identifier and class name are used. The de-
scription and identifier of a widget are evidences of its functionality, especially for widgets
which has no text attribute. The description is provided for accessibility uses, while the
identifier is used by developers. The class name provides some useful information, such as
whether this is a button or a text box, but it may be inaccurate.
Widget’s metadata The widget’s size, position, and some other attributes are used. The
widget’s metadata, when combined with other information, increases the accuracy of the
machine learning results. For example, in almost all apps, the “password” widget on the
“sign in” screen has the “isPassword” attribute set to true, which helps the machine learning
algorithm distinguish it from the “email” widget.
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Neighbour information Somewidgets can be identified by observing their neighbours.
For example, an empty editable text box with no ID or description may be hard to recognize,
but users can understand its usage by observing its neighbour with a label containing text
“Email:”. AppFlow includes the left sibling of the current widget in the feature vector.
OCR result OCR result of the widget’s image is used. Some widgets do not have ID,
text, or description. For traditional frameworks, these widgets are especially hard to refer to,
while we found them fairly common among apps. Some other widgets have only generic
IDs, like “toolbar_button”. In these cases, AppFlow uses features which humans use to
identify them. Human usually recognize a widget either through its text, or its appearance.
This feature captures the text part, while the next feature captures the graphical part.
Graphical features The image of the widget is used. Some widgets, like icons, use
graphical features to hint users its functionality. For example, in almost all apps, the search
icon looks like a magnifier. AppFlow uses the hog vectorizer [Dalal and Triggs 2005],
widely used in single symbol recognition, to vectorize this feature.
The vectorized points from the train set are used to train linear support vector ma-
chine [Boser, Guyon, and Vapnik 1992] (SVM) classifiers. Every linear SVM classifier
recognizes one canonical widget. The penalty parameter C is set to 0.1. SVMs are used
because it achieves high accuracy while requiring little resources. Because the number of
widgets is much larger than the number of screens, efficiency must be taken into account.
Canonical widgets from different screens are classified using different sets of classifiers.
To classify a widget, it is vectorized as above, and fed into all the classifiers of its canonical
screen. If the classifier with the highest confidence score is higher than the configurable
threshold, its corresponding canonical widget is given as result. Otherwise result is “not a
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canonical widget”.
3.3 Writing test flows
This section first describes the language extensions we made to Gherkin to support writing
test flows (§3.3.1), then explains some specifics on creating a test library and best practices
(§3.3.2).
3.3.1 Language to write flows
AppFlow’s flow language follows Gherkin’s syntax. Gherkin is a requirement descrip-
tion language used by Behavior-Driven Development [Chelimsky et al. 2010] tool cucum-
ber [Cucumber], which in turn is used by Calabash [Calaba.sh - Automate Acceptance
Testing for iOS and Android Apps], a widely used automated testing framework for mobile
apps. We thus chose to extend Gherkin instead of another test language because mobile
developers should already have some familiarity with it.
In AppFlow, each flow is written as a scenario in Gherkin where lines in the precondi-
tion are prefixed by Given, steps of the test are prefixed by When, and lines in the postcon-
dition and effect are prefixed by Then. Unlike in Gherkin which use natural languages for
the conditions and step, AppFlow uses visible and abstract properties. Calabash [Calaba.sh
- Automate Acceptance Testing for iOS and Android Apps] extends Gherkin to also include
conditions on the visible UI states, but it does not support abstract properties.
The actions in a flow are specified using a verb followed by its arguments. The verbs
are common operations and checks, such as “see”, “click”, and “text”. The arguments
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can be widgets or values. For widgets, either canonical ones or real ones can be used.
Canonical ones are referenced with @<canonical widget name>. Real ones are found
using locators similar to how Calabash locates widgets. Simple methods such as “id(arg)”,
“text(arg)” and “desc(arg)” find widgets by comparing their corresponding attributes with
the argument “arg,” while method “marked(arg)” matches any of those attributes. Here
“arg” may be a constant or a configuration variable indicated using @<variable name>.
Below we show four more examples of flows. The first flow tests that a user can log in
with correct credentials:
Scenario: perform user login
Given screen is signin
And loggedin is false
When text @username '@email'
And text @password '@password'
And click @login
Then screen is not signin
And set loggedin to true
The second flow tests that a logged-in user can enter shopping cart from the “main” screen:
Scenario: enter shopping cart [signed in]
Given screen is main
And loggedin is true
When click @cart
Then screen is cart
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The third flow tests that the “shopping cart is empty” message is shown on the “cart” screen
when the shopping cart is empty:
Scenario: check that cart is empty
Given screen is cart
And cart_filled is false
Then see @cart_empty_msg
The last flow, which requires the shopping cart to be non-empty, removes the item from the
shopping cart, and expects to see the “shopping cart is empty” message:
Scenario: remove from cart [with remove button]
Given screen is cart
And cart_filled is true
When click @item_remove
And see @cart_empty_msg
Then set cart_filled to false
3.3.2 Creating a test library
Today developers write similar test cases for different apps in the same category, doing
much redundant work. By contributing to a test library combined with AppFlow’s ability
to recognize canonical screens and widgets, developers can share their work, resulting in
greatly improved productivity.
There are two subtleties in writing flows for a library. First, developers need to decide
how many flows to include in the test library. There is a trade-off between the cost of
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creating custom flows and the cost of creating customizations. With more flows, the test
library is more likely to include rare app behaviors, so less custom flows are needed. On the
other hand, more flows in the test library usually means more rare canonical widgets, which
have fewer samples from apps, and have lower classification accuracy, thus requires more
time to customize. Second, the same functionality may be implemented slightly differently
across apps. As aforementioned, the add-to-shopping-cart flow of an appmay require a user
to first visit the item details screen, but another app may allow users to add items in search
results directly to shopping cart. Although conceptually these flows are the same test of
the add-to-shopping-cart functionality, they need to be implemented differently. Therefore
AppFlow supports the notion of a test that can have several variant flows, and tracks the
flow(s) that works when testing a new app (§3.4).
Best practices. From our experience creating test libraries for two app categories, we
learned four best practices. They help us create simple, general, and effective test libraries.
We discuss them below.
First, flows should be modular for better reusability. Developers should avoid writing
a long flow that does many checks and keep pre/postconditions as simple as possible. Pre-
condtions and postcondions are simple depictions of the app states. The concept of app
states naturally exists in traditional tests; testers and developers sometimes describe them
in comments or write checks for them. When writing preconditions and postconditions, it
takes no more effort than writing checks for traditional methods. Rich functionalities do not
directly translate into complicated design because mobile apps tend to have a minimalism
design to focus on providing content to users without unnessary cognitive load [Babich
2018]. An app with rich functionalities usually has properties separated into fairly inde-
70
pendent groups, and thus have simple preconditions and postconditions. Short flows with
well-defined pre/postconditions are simple to write, easy to understand, and more likely to
be reusable. For instance, most flows should not cross multiple screens. Instead, a flow
should specify the screen where it can start executing and the screen it expects when its
execution finishes, and it should not cross other screens during its execution.
Second, test flows should refer only to canonical screens and widgets. If a flow wants
to check for a specific widget on the current screen, this widget should be defined as a
canonical widget, then the test flow can refer it. Similarly, if the flow wants to verify a
screen is the expected screen, the screen should be defined as a canonical screen. This
practice avoids checks which leads to fragile flows, like searching for specific strings on
the screen to verify the screen or comparing widgets’ text to find a specific widget.
Third, flows of common functionalities implemented by most apps should be included,
while rare flows should be excluded from the test library. From our experience, it is crucial
for classification results to be accurate. If there are misclassifications, developers would
be confused by incorrect test results. Time spent by developers in debugging tests would
likely be longer than time required to write a few custom flows. In addition, larger test
library increases the exeuction time of AppFlow.
Forth, test flows should be kept simple. Complex flows are hard to generalize to other
apps. As we mentioned above, it would be helpful in this respect if flows are splitted into
smaller pieces andmademodular. Also, the properties used in flows’ conditions should also
be kept at minimum, since having more properties increases the testing time by creating
more combinations.
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3.4 Applying a test library to a new app
A developer applies a test library to her app in two stages. First, in the setup stage, when ap-
plying the library to her app for the first time, she configures and customizes the test library,
specifically assigning necessary values to test variables such as test account name and over-
riding classification errors of machine learning. The developer may also add custom flows
in this stage to test app-specific behavior. Afterwards, she runs AppFlow to synthesize tests
and record the pass and fail results. Note that a failed flow does not necessarily indicate an
error. Recall that the same functionality may be implemented differently, so a failed flow
may simply mean that it does not apply to the tested app.
Second, in the incremental stage, she applies the library to test a new version of the app.
Specifically, AppFlow runs all tests synthesized for the previous version on the new version,
retries all flows failed previously, and compares the results with the previous results. The
differences may show that some previously passing flows fail now and other previously
failing flows pass now. The developer can then fix errors or confirm that certain changes
are intended. She may further customize the library if needed. Each incremental run takes
much less time than the setup stage because AppFlowmemorizes the synthesized tests from
the previous version.
Both stages are powered by the same AppFlow’s automated test synthesis process to
discover applicable flows and synthesize full tests. AppFlow starts from the initial state
of an app, repeatedly executes active flows, and extends a state transition graph with new
states reached by these flows. When there are no more active flows, the process is finished.
A full test for a flow is synthesized by combining a chain of flows which starts at the initial
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state and ends at the flow.
In the remaining of this section, we describe how a developer customizes a test library
(§3.4.1) and how AppFlow applies the test library with customizations on an app to syn-
thesize full tests (§3.4.2).
3.4.1 Configuration and customization
Developers customize a test library to an app in four steps. The first three steps are typically
required only in the first run. First, developers assign values for test variables. A new app
needs new values for these variables, because they contain app-specific test data, such as
the user name and password to be used for login, the search keyword, etc. This data is
straightforward to provide, and we also provide reasonable defaults for most of them, but
developers can override them if they want. Developers may optionally change AppFlow’s
options to better suit their needs. Here is an example of this part:
email user@example.com
password verysecurepassword
Second, developers providematchers for screens andwidgets to overridemachine learn-
ing errors. Althoughmachine learning greatly reduces the need for developer-written screen
and widget matchers, it inherently misclassifies in rare occasions, which developers must
override. To ease the task, we build a GUI tool that helps developers inspect the machine
learning results on their app and generate matchers if needed. A screenshot of this tool is
shown in Figure 3.3. Operationally, the tool guides developers to navigate to their app’s
canonical screens defined in the test library, and overlays the recognition results on the
app screen. When the developers find any classification error, they can easily generate a
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matcher to override the error. We discuss typical classification errors and how developers
can fix them below.
Figure 3.3: The GUI tool to inspect machine learning results and generate matchers. The
UI of the tool is shown at left. The recognized canonical widgets have a blue rectangle
overlay on them, and their canonical widget labels are shown at center. A pop-up dialog
to correct misclassified labels is shown at right. To bring up the dialog, a developer clicks
on a widget to select it, whose overlay becomes red, and presses the “space” key. In this
example, the selected widget is incorrectly classified as “signin_fb”, and this dialog has
popped up asking for the correct label.
A widget is misclassified in two ways. First, a canonical widget can be misclassified
as a non-canonical widget. Developers can fix this by creating a widget matcher to help
AppFlow recognize this widget. They first click the misclassified canonical widget, press
the space key, and select or type the correct label into a pop-up dialog. The tool will generate
a boilerplate matcher using the widget’s properties. If its ID is unique within the screen,
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the generated matcher finds a widget with this ID. Otherwise, the tool will examine the
widget’s class, text, and description. Second, a non-canonical widget can be classified as
a non-existing canonical widget. Developers can fix this in a similar way to the first case.
The only difference is that the label typed in should be empty. The tool will generate a
“negative” matcher, which means that there is no such canonical widget on the current
screen.
A screen is also misclassified in two ways. First, a canonical screen can be classified as
another canonical screen. Developers can create a screenmatcher to fix this. They press “x”
key to enter the screen matcher generating mode, click unique widgets which only appear
on this screen, press “x” again, and enter the screen’s label in an pop-up dialog. The tool
then generates a matcher which requires all these widgets to be present. Second, an app-
specific screen can be classified as a canonical screen. Developers can fix it in a similar
way, but put an app-specific screen name starting with “app_” in the dialog. The matchers
generated may be further edited to check for widgets which should not exist on a canonical
screen.
Alternatively, experienced developers can skip the GUI tool and directly add custom
matchers to their app’s configuration file:
@signin.login marked:'Log In'
%bookmark text:'Saved' && id:'toolbar'
Here a widget matcher is provided for the “login” widget on the “signin” screen. AppFlow
can use it to locate this widget. Also, a screen matcher for the “bookmark” screen is pro-
vided.
Third, developers may write custom flows to test app-specific behaviors. Sometimes
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none of the library’s flows for implementing a feature applies, so a custom flow is required
for AppFlow to reach the later flows. Custom flows follow the same syntax as the flows
in the test library, but they can match app-specific widgets in addition to canonical widgets
and screens. They can use the same properties defined in the test library, and they can also
define their own ones. These custom flows will be executed alongside flows in the test
library.
Lastly, developers runAppFlow to synthesize tests and generate the pass and fail results.
Once developers confirm the results, AppFlow saves them for future incremental testing on
each new version of the app.
If developers miss anything in the first three steps, they would see some unexpected test
results in the last step. Since AppFlow logs each test’s execution including the flows and
actions performed and the machine learning results, developers can easily figure out what
is missing and repeat the above steps to fix. In our experience, we rarely need to repeat
more than 10 times to test an app.
These steps are typically easy to do. The first three steps are manual and often take
between half an hour to an hour in our experience applying a test library to two app cate-
gories (see §3.6). The most time-consuming step among them is to create custom screen
and widget matchers, since developers need to navigate to different screens and carefully
examine machine learning results. The steps of providing values for test variables and writ-
ing custom flows are usually straightforward. The last step takes longer (for the apps we
evaluated, this step takes from one to two hours), but it is automated synthesis and requires
no developer attention. After the last step has been completed once, rerunning is much
faster because AppFlow saves the test results from the previous run. In all, this setup stage
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takes 1.5–3 hours including both manual customization and automated synthesis.
3.4.2 Synthesizing full tests
In both the first run and repeated runs, AppFlow uses the same underlying algorithm to
synthesize full tests to run. It models the app behaviors as a state transition graph in
which an app state is a value-assignment to all properties, including both visible proper-
ties and abstract properties. For instance, a state of a shopping app may be “screen =
detail, cart_filled = true, loggedin = true.” The transitions of a state are the flows
activated (i.e., whose preconditions are satisfied by the state) at the state. Starting from
the initial state, AppFlow repeatedly selects an active flow to execute, and adds the state
reached by the flow to the state transition graph. It stops when it finishes exploring the
entire state transition graph.
Given the state transition graph, synthesizing full tests becomes easy. To test a flow,
AppFlow finds a route that starts from the initial state and reaches a state in which the flow
is active, and combines the flows along the route and the flow to test into a full test case.
As an optimization, AppFlow stores the execution time of each flow in the state transition
graph, and selects the fastest route when generating full tests.
One challenge is how to reset the app to the initial state. When traversing the state tran-
sition graph, AppFlow needs to backtrack and restore a previously visited state to explore
another active flow in the state. AppFlow does so by uninstalling the app and cleaning up
its data, and then executes the flows along the route to the state. This method fails if the
app syncs its state to the server side. For instance, a flow may add an item to the shopping
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cart already, and the shopping cart content is synced to the server side. When the app is
re-installed, the shopping cart still contains the item. AppFlow solves this challenge by
synthesizing a state cleanup route that undoes the effects of the flows to reach the state.
For instance, to clean the shopping cart state, it runs the flow to remove an item from the
shopping cart.
3.5 Implementation
AppFlow is implemented for the Android platform using 15,882 lines of Python code. It
uses scikit-learn [Pedregosa et al. 2011] for machine learning, and Tesseract [Smith 2007]
for extracting text from images.
3.5.1 Capturing screen layout
AppFlow uses the UIAutomator API [Testing UI for Multiple Apps | Android Developers]
to capture current screen layout, a tree of all widgets with their attributes. AppFlow also
captures apps’ embedded webpages by communicating with apps’ WebViews using the
WebView Remote Debugging protocol [Remote Debugging Webviews | Web | Google De-
velopers]. This interface provides more details for widgets inside the embedded webpages
than the UIAutomator API.
3.5.2 Post-processing of the captured layout
The layout returned by UIAutomator contains redundant or invisible views, which would
reduce the accuracy of AppFlow’s screen and widget recognition. AppFlow thus post-
78
processes the layout using several transformations, recursively applied on the layout until
no more transformations can be done. For instance, one transformation flattens a container
with a single child, removes empty container, and removes invisible widgets according to
previously observed screens. Another transformation uses optical text recognition to find
and remove hidden views. It extracts text from the area in a snapshot corresponding to each
widget, and compares the text with the widget’s text property. If the difference is too large,
the view is marked as invisible. If all children of a widget are invisible, AppFlow marks
the widget invisible, too. Our results show that this transformation safely removes up to
11.5% of the widgets.
3.6 Evaluation
We focus our evaluation on the following six questions.
RQ1: How much do real-world apps share common screens, widgets, and flows and can
AppFlow synthesize highly reusable flows? The amount of sharing bounds the ulti-
mate utility of AppFlow.
RQ2: How accurately can AppFlow’s machine learning model recognize canonical screens
and widgets?
RQ3: How robust are the tests AppFlow synthesizes across different versions of the same
app?
RQ4: How much manual labor does AppFlow save in terms of the absolute cost of creating
the tests that AppFlow can readily reuse from a library?
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RQ5: How much manual labor does AppFlow save in terms of the relative cost to creating
a full automated test suite for an app?
RQ6: How effective can the tests AppFlow synthesizes find bugs? While it is out of the
scope of this paper to integrate AppFlow with a production Continuous Integration
system, we would like to at least apply AppFlow to the public apps on app stores and
see if it finds bugs.
3.6.1 RQ1: amount of sharing across apps
We first manually inspected the description of all 481 apps with more than 50 million in-
stallations on Google Play [Google Play], Android’s app store, and studied whether they
fall into an app category that shares common flows. Of the 481 apps, 172 are games which
are known to be difficult to test automatically [Gao et al. 2014;Mobile Game Test Automa-
tion Using Real Devices], so we excluded them. In the remaining 309 apps, 196 (63.4%)
of them fall into 15 categories that share many common flows, such as shopping and news.
The other 113 (36.6%) apps fall into smaller categories which have larger behavior varia-
tions, such as utilities.
We conducted a deeper dive on two representative categories: shopping apps1 and news
apps. For shopping apps, we selected 40 top apps from Play Store. For news apps, we
selected 20. We selected them according to the number of downloads, and we chose more
shopping apps because they outnumber news apps in the Google Play store. Apps which
cannot be automatically testedwithAppFlow, like the ones which show errors on emulators,
1Coupon apps, such as Ebates and Flipp, just serve as proxies to other businesses. Thus, they are not
considered shopping apps.
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and the ones which require SMS authentication codes, are excluded.
We created test libraries for the two categories, and found that we needed 25 canonical
screens and 130 canonical widgets for the shopping apps; and 13 canonical screens and 53
canonical widgets for the news apps. These are the canonical widgets and screens required
by all the flows we created based on best practices we presented in Section 3.3.2. We wrote
143 flows that does 110 unique feature tests (the same feature may be implemented slightly
differently, requiring different flows; see §3.3.2) for the shopping apps; and 61 flows that
does 58 unique feature tests for news apps. On average, each shopping app can reuse 61.8
(56.2%) tests and each news app can reuse 30.2 (52.1%) tests. Primarily due to an issue in
UIAutomator that misses certain widgets when collecting UI laytout, AppFlow was able to
synthesize slightly fewer tests, 59.3 tests for shopping and 28.6 for news. Figure 3.4 shows
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Figure 3.4: Number of apps each flow can test. The x-axis shows the flows, and the y-axis
show the number of apps.
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3.6.2 RQ2: accuracy recognizing screens and widgets
Our dataset consists of the tagged sample screens and widgets collected from the 40 shop-
ping and 20 news apps. For screens with fixed content, we collected one sample per app.
For screens with variable content, such as product detail screens, we collected five samples
per app. For the 40 shopping apps, we collected 1554 screen samples which contain 8992
canonical widgets and 39,407 non-canonical widgets. For news apps, we collected 466
screen samples which contain 2334 canonical widgets and 10,998 non-canonical widgets.
We used well-established method leave-one-out cross-validation [Bishop 2006] to eval-
uate accuracy. Specifically, when evaluating AppFlow on one app, we trained the model
on data collected from all other apps in the same category and used this app’s data as the
test set. This effectively tests how our method works in real usage scenarios, where a test
library is applied with AppFlow to test a new app which was not used during the creation
of the test library.
Screen recognition accuracy. Our results show that AppFlow accurately recognized 1386
canonical screen samples for shopping apps, achieving 89.1% accuracy; and 368 canoni-
cal screen samples for news apps, achieving 79.3% accuracy. The accuracy is higher for
shopping apps partly due to their larger number of samples. Averaging across all apps, the
screen recognition accuracy is 85.8%.
We also evaluated feature selection in classifying screens. Using screen layouts, the
accuracy is 80.0% for shopping and 71.6% for news apps. With OCR results, the accuracy
reaches 86.3% and 74.8%. With Activity name, the accuracy rises to 89.1% and 79.3%.



















Figure 3.5: Accuracy vs. number of App. The x-axis shows the number of sample apps,
and the y-axis shows the accuracy in screens.
Figures 3.5 shows how accuracy of machine learning changes with the number of sam-
ple shopping apps. We evaluated the accuracy on randomly picked subsets of sample apps.
It increases with the number of apps, and reaches 80% for 20 apps. The result is similar for
news apps.
Widget recognition accuracy. AppFlow’s widget recognition accuracy is 86.3% for shop-
ping apps and 81.7% for news apps, and 84.8% averaging over all evaluated apps. Similar
to canonical screens, we can see that more samples result in higher widget recognition ac-
curacy.
Figure 3.6 evaluates feature selection in classifying widgets. We order the features to
best demonstrate their effectiveness. Using a widget’s text alone can only achieve a low ac-
curacy, while adding a widget’s context and graphical features greatly improves the results.
















Figure 3.6: Features used in classifying widgetsDifferent bars show different combinations
of features. The y-axis shows the accuracy of classifying widgets.
3.6.3 RQ3: robustness
To evaluate whether AppFlow is robust against an app’s design changes, we conducted a
case study with two versions of BBC News [BBC News] whose home screens are shown in
Figure 3.7. In the old version, there is a “Search topics” entry in its menu, as shown in the
left image. Clicking on it navigates the app to the search screen, which overlaps a search
input box at the top of the main screen. In the new version, the menu entry is removed.
Instead, a search icon, which looks like a magnifier, appears in the toolbar of the main
screen, as shown in the right image. Clicking on it still navigates the app is to the search
screen, which has a new design: instead of overlapping a search input box, a separate screen
is shown.
Using the machine learning model, AppFlow recognized canonical screens “main”,
“menu” and “search”. It also recognized canonical widgets: the menu’s search entry and
the search icon. Both the flow “navigate to search screen by clicking search entry on the
menu screen” and “navigate to search screen by clicking the search icon on the main screen”
are common, so they are present in the test library. When we first run AppFlow on the old
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(a) Old version (b) New version
Figure 3.7: Old and new versions of BBC News
version, and later run it on the new version, AppFlow correctly reported that the first flow
turns not reusable, and the second flow becomes reusable. All the flows starting from the
search screen are not affected.
3.6.4 RQ4: absolute manual labor savings in creating tests
Number of lines Shopping News
Screen matchers 3.9 2.4
Widget matchers 8.8 5.1
Configuration 9.9 2.5
Custom flows 13.7 4.3
Total 36.3 14.3
Table 3.1: Customizations. Average number of lines of customization required for each
app.
AppFlow has two major costs: writing a test library for an app category and setting up
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testing for a specific app. Our own experience was that test library and its flows are simple
and easy to write. The average number of lines of each flow is 5.5 for shopping apps,
and 4.5 for news apps. Table 3.1 shows the number of lines of customizations required
to test each specific app. On average, an app requires 29.0 lines of customizations. Only
16.6% of canonical screens and 7.7% of canonical widgets require matchers. Comparing
with identifying all of them by fragile logic, AppFlow greatly increases tests’ robustness.
Matchers can be easily created with GUI-based tools of AppFlow.
We conducted a user study to quantify the cost saved by AppFlow. The cost of using
AppFlow includes both the cost of creating a test library and applying it to a new app, so this
user study targets both. The study had 15 participants. 13 of which are master students and
the other two are Ph.D. students. None of them have prior knowledge of AppFlow. A state-
of-the-art mobile testing framework Calabash [Calaba.sh - Automate Acceptance Testing
for iOS and Android Apps] is chosen for comparison. Calabash is one of the most popular
mobile testing frameworks, and its language is easy to learn and similar to AppFlow’s. We
randomly picked 10 test scenarios of shopping apps from 5 screens. The task is to write test
scripts for these scenarios. A typical shopping app, Wish [Wish - Shopping Made Fun], is
selected as sample.
Subjects are given descriptions of these scenarios and educated with the usage of
AppFlow and Calabash, then asked to perform following tasks. For AppFlow, they are
asked to 1) write flows 2) capture screen samples from the sample app and tag canonical
widgets 3) create customizations for incorrect machine learning results of these samples 4)
install the customizations and flows, run the flows, and add additional customizations if
needed. These tasks are evaluating both the scenario of writing test libraries and the sce-
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nario of applying a test library to a new app. Specifically, tasks 1) and 2) are evaluating
the first scenario, while tasks 3) and 4) are evaluating the second. For Calabash, they are
asked to write test scripts and debug the scripts until they pass. Half of subjects follow this
order, and the other half write Calabash tests first. This eliminates the effect of familiarity
between systems.
We measured time spent in each task. On average, a user spends 78s in writing a flow.
Tagging a screen takes 72s. Checking machine learning results and creating customizations
requires 22s for one screen. Each reusable flow takes an average of 17s for developers to
inspect the test result and customize thewidget or screenmatchers if needed. In comparison,
writing and debugging a case in Calabash requires 320s.
Based on this data, we estimated the cost to create a test library. When training our
model, we captured and tagged 1554 screen samples. We also wrote 143 flows for the test
library. Combining with numbers above, we can calculate the test library for shopping apps
takes 72s× 1554 + 78s× 143 ≈ 34h11m to create.
We also estimated the cost of applying a test library to a new app. On average, 61.8
flows can be reused on an app (cf. §3.6.1), and 2.5 custom flows are required. The new
app can have at most 25 canonical screens. Thus, applying a test library should require
22s× 25+ 78s× 2.5+ 17s× 61.8 ≈ 29m56s. These numbers match our own experience.
Notice that the last step in the setup stage of applying a test library is not included, because
it’s a mostly automatic process and the developer’s time spent is insignificant compared
with other steps. In contrast, using Calabash requires 320 × 61.8 ≈ 5h29m for creating
these test cases.
These estimations show that writing test cases using AppFlow only requires 9.1% of the
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time when comparing with Calabash. Even if we include the time to create the test library
and train the machine learning model, which should be readily available from the market,
AppFlow saves cost as long as a test library is used on more than seven apps.
The cost of creating a test library depends on its complexity, the familiarity of developers
with AppFlow, and the number of samples captured. Note that this is mostly one-time cost.
The cost of applying a test library on a new app mainly depends on the size of it and the
accuracy of machine learning models. This can further be reduced with better machine
learning methods.
3.6.5 RQ5: relative manual labor savings to complete test automation
To understand AppFlow’s cost savings relative to the cost of creating a complete test
automation suite, we obtained and analyzed the manual test plan of Android app Jack-
Threads [JackThreads: Men’s Shopping], a representative shopping app. This test plan is
obtained directly from the developers, who were using this plan for manually testing. This
typical test plan of shopping app contains 351 tests. Among them, 262 (74.6%) can be
checked using test scripts. The test library of AppFlow covers 122 (46.6%) of those au-
tomatable ones. When a flow covers a test, it checks all the requirements of this test, so it is
highly effective. By using AppFlow, 46.6% of the test cases can be automatically created,
providing large cost savings.
There are two reasons why tests are not covered by the test library. First, test library
only covers common tests, while some tests are highly specific to this app. For example, a
scenario requires the images of categories on the “Categories” screen are shown as a grid,
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with 3 rows containing 1, 2, and 1 images. This behavior is never seen in other apps, so
the test script for this scenario is not reusable by nature. Second, some scenarios refer
to uncommon widgets or screens which are only present in this app. These widgets and
screens are not considered canonical, thus the flows corresponding to them cannot enter the
test library.
3.6.6 RQ6: effectiveness in bug finding
Although AppFlow is evaluated on apps released on the Google Play Store, which should
have been tested thoroughly, AppFlow still found multiple bugs in different apps. We found
6 bugs in shopping apps and 2 bugs in news apps. These bugs except one are not crash bugs.
The non-crash bugs cannot be detected without knowing semantics, so they will be missed
by tools like DynoDroid [Machiry, Tahiliani, and Naik 2013] or Stoat [Su et al. 2017]. We
show 2 interesting examples.
One bug appears in the Homedepot [TheHomeDepot] app, a shopping app for home im-
provements. After typing a search query into the search input box and clicking search button
on soft keyboard, the app should show search results. Instead, search results appear for a
second, then quickly retract. This prevents user from searching using an arbitrary keyword.
On the other hand, if user click on one of search suggestions instead of the search button, it
works. AppFlow detected this problem because the postcondition “screen is search results
screen” failed after testing the “do a search” flow.
Another bug appears in the Groupon [Groupon - Shop Deals & Coupons] app, a shop-
ping app for group deals. In the search screen, if the user typed a query incorrectly and
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wanted to clear it, a natural way is to click the “clear search query” button, which usually
looks like an “X”. In this version, this does not work for the first time, but works if you
click again. A human tester may miss this bug because she may think that she did not click
it and tried again. AppFlow detected this bug from the failed last step in the “clear query”
flow, which checks for absence of the search keyword.
3.7 Limitations and future work
Fundamental limitations of AppFlow. AppFlow aims at greatly reducing manual effort
implementing automated UI testing. We did not design AppFlow to replace manual testing
completely: it is well known that as of now automated UI testing cannot replace manual
UI testing completely because user experience is highly subjective [Ramler and Wolfmaier
2006]. However, as the advocates of Continuous Integration and DevOps articulate, early
detection of bugs increases developer productivity and software quality, thereby indirectly
reducing manual testing effort [Memon et al. 2017].
Along this vein, AppFlow aims at automatically testing common scenarios. Thus, the
test library should only include common flows, not every possible ones. Custom flows may
be written to test app-specific features. On the other hand, sufficient flows, either custom
or common, must be present for AppFlow to synthesize executable tests. For instance, if
there is no sign-in flow applicable, AppFlow cannot reach flows that require a user to be
signed in. Our evaluation shows that only a small number of custom flows are needed in
§3.6.4.
Flows in a test library of AppFlow should only refer to canonical widgets, which may
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limit checks they can perform and reduce their effectiveness. AppFlow focuses on testing
core functionalities, which as we have shown are largely shared across apps and can be
tested using only canonical widgets. As the test library evolves, more canonical screens
can be added, and more canonical widgets can be defined, so tests can be more effective.
Machine learning misclassification. AppFlow leverages machine learning to recog-
nize screens and widgets. Being statistical in nature, machine learning occasionally mis-
classifies, requiring developers to provide matchers. When an app updates, these matchers
might need update as well. A flow may pass even if the feature it tests is not correctly
implemented. For example, suppose a flow checks for a certain canonical widget, and a
software update removes that widget, the flow may still pass if machine learning incor-
rectly recognized another widget as the canonical one. Machine learning misclassifications
only cause problems for the simplest flows, since any flow which depends on interaction
with that widget would likely break, indicating the problem to developers. However, this
problem is not limited to AppFlow, because traditional test scripts typically use fragile rules
to match widgets, so they have the same problem and these rules may silently fail, too. In
contrast, since AppFlow uses machine learning to recognize canonical UI elements, as the
accuracy of machine learning improves, this problem would also be mitigated.
Supporting other platforms. AppFlow currently only supports the Android platform.
It is straightforward to use its ideas to test iOS apps. The ideas also apply to other UI
testing environments, including web and desktop applications. Unlike mobile apps, Web
and desktop applications tend to have more complex UIs, so recognizing UI elements might
be harder. We leave these for future work.
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3.8 Related Work
Automated UI testing methods can be classified by whether they need developers’ input.
Random testing tools [UI/Application Exerciser Monkey; Machiry, Tahiliani, and Naik
2013; Ravindranath et al. 2014] and systematic tools [Amalfitano et al. 2015; Azim and
Neamtiu 2013; Mahmood, Mirzaei, and Malek 2014; Hu et al. 2014; Choi, Necula, and
Sen 2013; Mirzaei et al. 2016; Su et al. 2017; Mao, Harman, and Jia 2016] explore apps’
state space and detect generic problems without developers’ help. Unlike AppFlow, these
tools can only check for basic problems like crashes, so they cannot test if scenarios can be
completed correctly in apps.
Other methods need developers to specify expected behaviors. Model based testing
[Hauptmann and Junker 2011; Takala, Katara, and Harty 2011b; Memon 2007; Vieira et
al. 2006] requires models or UI patterns, which have to be created manually for each app.
These models are usually hard to write and maintain. PBGT [Costa, Paiva, and Nabuco
2014] aims to reduce the effort of modeling by reusing models. However, a model created
using it is highly specific to an app and cannot be reused on other apps.
Concurrent to our work, Augusto [Leonardo Mariani 2018] generates semantic UI tests
based on popular functionalities. It explores an application with GUI ripping, matches the
traversed windows with UI patterns, verifies them according to semantic models defined
using Alloy [Jackson 2002], and generates semantic tests. We share the same intuition that
apps implement common tests (called application independent functionalities, or AIFs, in
Augusto) using common UI elements, and we both generate semantic tests. There are also
key differences. At the technical level, unlike Augusto which uses rules to match widgets
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and screens, AppFlow uses machine learning methods to recognize them, which are more
robust. AppFlow discovers reusable flows by evaluating flows on an app and progressively
constructing a state transition graph, while Augusto dynamically extracts an application’s
GUI model, identifies AIFs inside it, and generates tests for them. At the experimental
level, we conducted studies of real-world apps to quantify the amount of sharing across
apps in the same category. The results from our study can also motivate for Augusto.
Script-based testing frameworks like Calabash [Calaba.sh - Automate Acceptance Test-
ing for iOS and Android Apps], Espresso [Testing UI for a Single App], and others [mon-
keyrunner; Appium: Mobile App Automation Made Awesome. “ChimpCheck: Property-
based Randomized Test Generation for Interactive Apps.”] require developers to write and
maintain test scripts. As we mentioned in section 1.1, these scripts require considerable ef-
forts to write and maintain. This prevents companies from adopting such methods. Specif-
ically, these scripts use fragile rules to find UI elements, which makes them not robust to
UI changes and increases maintenance cost.
Test record and replay [Lam et al. 2017; Espresso Test Recorder; monkeyrunner;
Robotium framework for test automation; Gomez et al. 2013a; Qin et al. 2016; Halpern
et al. 2015; Hu, Azim, and Neamtiu 2015] eases test writing. Like other scripts, tests gen-
erated by it usually refer to UI elements with absolute position [monkeyrunner; Qin et al.
2016; Halpern et al. 2015; Gomez et al. 2013a; Hu, Azim, and Neamtiu 2015] or fragile
rules [Espresso Test Recorder; Robotium framework for test automation]. These scripts
produce unstable results and cannot adapt to different screen resolutions [Lam et al. 2017],
so they are neither robust nor reusable. Worse, these rules may match widgets with prop-
erties not intended by developers, further reducing robustness. AppFlow enables scripts to
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be robust and reused by using machine learning to locate UI elements and using its syn-
thesis system to automatically discover an app’s behavior. This greatly reduces the cost of
adopting automatic testing.
Sikuli [Chang, Yeh, and Miller 2010] uses computer vision to help developers and en-
ables them to create visual test scripts. It allows developers to use images to define wid-
gets and expected feedbacks, and then matches these images with screen regions to find
widgets and check assertions. It can also record visual tests and replay them. Similar to
Sikuli, AppFlow also uses computer vision in recognizing UI elements, but AppFlow also
combined non-visual features from UI elements which are essential for correct recognition.
AppFlow’s model is trained on samples from multiple apps, which enables AppFlow to
adapt to UI changes and recognize same UI element in different apps. Unlike Sikuli which
can only adapt to spatial changes in UI elements, AppFlow can adapt to behavior changes
which may result in addition and removal of UI elements.
UI test repair [Memon and Soffa 2003; Choudhary et al. 2011; Hammoudi, Rothermel,
and Stocco 2016; Huang, Cohen, andMemon 2010] aims at reducing test maintenance cost,
by automatically fixing UI tests after applications’ designs change. They find alternative
UI event sequences for UI tests under repair to keep them runnable. Although these method
are efficient, they can only fix a portion of all the broken tests, while the remaining ones
still need manual work.
Some previous works create models or tests automatically. UnitPlus [Song, Thum-
malapenta, and Xie 2007] and other works [Milani Fard, Mirzaaghaei, and Mesbah 2014;
Landhäusser and Tichy 2012; Zhang and Kim 2017; Segura et al. 2016; Yandrapally, Srid-
hara, and Sinha 2015] used available tests to assist developers in creating new tests for the
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same app, but tests still need to be created first. GK-Tail+ [Mariani, Pezze, and Santoro
2017] and other work [Ermuth and Pradel 2016] create models or tests by mining traces.
AppFlow can be combined with these works to free developers from writing test libraries
manually. Previous works [Memon, Pollack, and Soffa 2001; Memon, Pollack, and Soffa
1999] generates test cases from well-defined operations with automatic planning, while
AppFlow generates tests by progressively discover an app’s behavior, which is necessary
to handle different designs of apps and synthesize only tests reusable in this app.
Machine learning algorithms has been widely used in software engineering. Previous
works [Raychev, Vechev, and Yahav 2014; Tan, Zhou, and Padioleau 2011; Sajnani et al.
2016; Woodfield, Dunsmore, and Shen 1981; Li and Zhou 2005; Dang et al. 2012; Su et
al. 2016; Svajlenko and Roy 2017; White et al. 2016; Linares-Vásquez, Holtzhauer, and
Poshyvanyk 2016; Nguyen et al. 2016] learn useful features from codes for code comple-
tion, clone detection, bug finding, similar app detection, etc. To the best of our knowledge,
AppFlow is the first work to apply machine learning in recognizing apps’ screens and wid-
gets.
3.9 Summary
In this chapter we presented AppFlow, a system for synthesizing highly robust, highly
reusable UI tests. AppFlow achieves this by realizing that apps in the same category share
much commonality. It leverages machine learning to recognize canonical screens and wid-
gets for robustness and reusability, and provides a system for synthesizing complete tests
from modular tests of main functionalities of an app category.
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We evaluated AppFlow on 60 most popular apps in the shopping and the news category,
two case studies on the BBC news app and the JackThreads shopping app, and a user-
study of 15 subjects on the Wish shopping app. Results show that AppFlow accurately
recognizes screens and widgets, synthesizes highly robust and reusable tests, covers 46.6%
of all automatable tests for Jackthreads with the tests it synthesizes, and reduces the effort
to test a new app by up to 90%. It also found eight bugs in the evaluated apps, which were





This thesis presented our novel approaches in dynamic automatic mobile testing. Our first
approach dynamically explore apps’ state space to find fail-stop bugs while introducing
no false positives and producing simplified bug reports. Our second approach makes test
scripts reusable and robust so tests can be easily generated for new apps. With these ap-
proaches, we achieved effectiveness and efficiency and reduced developers’ burden in au-
tomatic mobile testing.
We built our first approach in the AppDoctor system. AppDoctor automatically tests
mobile applications with implicit specifications. Its approximate execution technique al-
lows it to efficiently find bugs without introducing false positives. Its action slicing tech-
nique allows it to generate simplified bug reports which are easier for diagnosis. It effi-
ciently find bugs in mobile applications with minor developer help.
We built our second approach in the AppFlow system, which tests mobile applications
automaticallywith test scripts. Canonical UI elements can be used inAppFlow’s test scripts,
allowing test scripts to refer to UI elements without losing reusability or robustness. Canon-
ical UI elements are mapped to real widgets using machine learning techniques, saving de-
velopers from manually writing fragile rules to find them. Writing tests as small, reusable
flows allows tests to be further reusable across apps and robust against behavior changes,
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while test synthesis generates complete tests from flows. With these techniques, tests writ-
ten using AppFlow’s language are highly reusable and robust. By using these tests, testing
mobile applications with AppFlow is both efficient and effective.
By combining both approaches, a developer can quickly test an app on a great number of
combinations of system and user actions for fail-stop problems, and she can also effortlessly
test the app on most common scenarios for semantic problems. This combination covers
most of her test requirements and greatly reduces her burden in testing the app.
Future work These works greatly increased the effectiveness and efficiency of auto-
matic mobile testing. They can be extended in several ways. First, AppDoctor achieves
good coverage, but it cannot find semantic bugs. AppFlow can detect semantic bugs, but
it can only find such bugs in common scenarios. We envision a tool which understands an
application, so it knows the application’s expected behavior in any state. Such tool may
explore the application’s state space automatically and use its understanding to find seman-
tic bugs in the application. Second, AppFlow allows tests to be reused across apps, but
these tests still need to be created in the first place. Generating test cases automatically by
analyzing user traces or recording test sessions may further reduce developers’ efforts in
automatic testing. Third, canonical UI elements may not be used only in testing. They can
also help machines in understanding applications’ graphical user interfaces, and inferring
applications’ state. Combining with using flows to understand applications’ behavior, ma-
chines can interact with applications and use them to complete tasks automatically. Fourth,
AppFlow currently works for mobile applications. The same principles can also be applied
to testing web application and desktop GUI programs, and initial work has been done for
web applications. Because their UI interfaces typically contain several regions of different
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functionality, the UI model of AppFlow has to be extended for them. Specifically, the con-
cept of canonical screens can be generalized to canonical regions. This direction can lead
to the creation of a universal, highly effective, highly efficient UI testing framework.
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