Confocal laser scanning microscopy provides nondestructive in vivo imaging to capture specific structures that have been fluorescently labeled, such as cell nuclei and membranes, throughout early Zebrafish embryogenesis. With this strategy we aim at reconstruct in time and space the biological structures of the embryo during the organogenesis. In this paper we propose a method to extract bounding surfaces at the cellular-organization level from microscopy images. The shape reconstruction of membranes and nuclei is obtained first with an automatic identification of the cell center and then a subjective surfaces based segmentation is used to extract the bounding surfaces.
INTRODUCTION
In vivo imaging of embryo opens the way to a better understanding of complex biological processes at the cellular level. The challenge is to reconstruct at hight resolution the structure and the dynamics of cells throughout the organogenesis and understanding the processes that regulate their behavior. With this studies we expect to be able to measure relevant parameters, such as proliferation rate, highly relevant for investigating anti-cancer drug effects in vivo.
Achieving this goal requires the development of an automated method for extracting the surfaces that represent the cell shapes. We expect to avoid any manual intervention, such as manual cell identifications, which would be a so hight time-consuming process taking into account the huge amount of objects contained in every image.
Sarti et al. (Sarti et al., 2000a) , realized a similar study in a previous work where confocal microscopy images were processed to extract the shape of nuclei.
However, in that case, the analysed volumes were not acquired from a living organism but from pieces of fixed tissues. The next sections will introduce the Subjective Surfaces based segmentation algorithm designed to be applied to the living organism scenario.
In Section 2 we illustrate the strategies adopted for image acquisition, filtering and automated cells identification. In Section 3 we describe the segmentation algorithm designed for nucleus and membrane shape reconstruction. The Section 4 briefly explains the technologies utilized for implementing and testing the algorithm. In the last section we show some results.
imaging the Zebrafish embryo (Megason and Fraser, 2003) , engineered with two distinct fluorescent proteins to highlight all nuclei and membranes during early embryonic stages.
Optical sections of the organism are obtained by detecting the fluorescent radiation coming from the laser excited focal plane. The 3-D spatial sampling of the embryo is achieved by changing the focal plane depth. Every image produced is defined on a grid composed by 512 pixels in X and Y direction. The spatial resolution is 0.584793 µm in X, Y and 1.04892 µm in Z. The acquisition of 3-D images has been repeated throughout the early embryonic development, from 3.5 hours post fertilization for 4 hours(at 28 o C) (Kimmel et al., 1995) .
The automated or semi-automated reconstruction of the cell contours can be achieved through a procedure consisting of three sequential tasks: filtering, cells detection, and segmentation. The first denoising task should obviously increase the signal-to-noise ratio without corrupt the boundary of cells that should be reconstructed. The geodesic curvature filtering (Sarti et al., 2000a) , has been used to achieve by this task.
A common feature that can be used to identify the cells from images, is the spherical or better the ellipsoidal shape of the nuclei. The goal to recognize the shape of cells has been achieved implementing an algorithm based on the generalized 3-D Houg Transform (Ballard, 1981) and able to detecting the centers of the nuclei. The centers have been used separately as the initial condition for the segmentation of every nucleus and membrane.
IMAGE SEGMENTATION
We implemented a Subjective Surfaces technique that extracts separately the membranes and nuclei boundaries. This method (Sarti et al., 2000b) , (Sarti et al., 2002) is particularly useful for the segmentation of incomplete contours, because it allows the reconstruction and the integration of lacking information. The analysed images, especially the membranes images, are characterized by a signal which is almost undetectable or even absent in some regions. In such situations, the Subjective Surfaces technique should allow the completion of lacking-portions of objects.
Subjective Surfaces Technique
In order to explain the algorithm, let us consider the 3-D image to be processed I : (x, y, z) → I (x, y, z) as a real positive function defined in some domain M ⊂ R 3 . As a first step an initial hypersurface S i (S i : (x, y, z) → (x, y, z, Φ 0 )) is defined in the same domain M of the image I starting from an initial function Φ 0 . The algorithm is applied to every single object contained in the images. For every cell, a different function Φ 0 is defined starting from the center of the object detected by the Hough Transform based algorithm. There are some alternative forms for Φ 0 , for The Subjective Surfaces technique allows to detect the object shape by evolving the initial function Φ 0 through a flow that depend from the characteristics of the surface S i and from the local characteristics of the image. As defined in the well-know Geodesic Active Contours technique (GAC) (Caselles et al., 1997) the motion equation which drives the hypersurface evolution is:
As in GAC the H is the mean curvature except for a parameter ε introduced in H expression to weigh the matching of level curves; The edge indicator g is a representation of the structures contained in the image and its gradient is a force field that points in the edges direction.
The entire hypersurface is driven under a speed law dependent on the image gradient, whereas in classical formulation of Level Set methods, as in GAC, the evolution affects only a particular front or level.
The first term on the right side of (1) is a parabolic motion that evolves the hypersurface in normal direction with a velocity weighted by the mean curvature and by the edge indicator g, slowing down near the edges (where g → 0). The second term on the right is a pure passive advection along the velocity field −∇g whose direction and strength depend on position. This term attracts the hypersurface in the direction of the image edges. In regions with subjective contours, continuation of existing edge fragments, ε is negligible and (1) can be approximated by a geodesic flow, allowing the boundary completion with curves of minimal length (i.e. straight lines).
A classical expression (Perona and Malik, 1990 ) of the edge indicator g can be :
where G σ (x, y, z) is a Gaussian kernel with standard deviation σ, ( * ) denotes the convolution and n is 1 or 2. The value of g is close to 1 in flat areas (|∇I| → 0) and close to 0 where the image gradient is high (edges). Thus, the minima of g denote the position of edges and its gradient is a force field that can be used to drive the evolution, because it always points in the local edge direction.
The nuclei and membranes images behave in a completely different way in terms of edge detection: the thickness of membranes signal is about 3 or 4 voxels, whereas nuclei are solid objects. These specific features require using different functions for the detection of edges position in nuclei and membranes images. In nuclei images, the contours to be segmented are located in the regions where image gradient is higher and the minima of (2) denote the position of the edges (Fig. 1(a) ). On the contrary, the function (2) can't be applied on membranes images because it reveals a double contour, on the internal and the external side of the cell. An alternative edge indicator has been defined using the image itself (not its gradient) as contours detector. We can use the intensity information to locate the position of the edges, because the membranes images contain high intensity regions, where the labeled membrane structure has been acquired, versus low intensity background regions. The edge indicator we used is:
As we expected, its minima locate the contours in the middle of the membranes thickness ( Fig. 1(b) ).
IMPLEMENTATION AND VISUAL INSPECTION
The segmentation algorithm has been implemented and tested using a framework designed to visualize and processing 3-D time lapse images . The segmented surfaces are extracted as the isosurfaces of the functions Φ obtained after the segmentation. These surfaces are represented and stored through a VTK PolyData format (Schroeder et al., 1998) . The segmented surfaces have been superimposed to the original non-processed image (raw data) and to detected nuclei in order to easily validate the reconstruction process (Fig. 2) . The position of every nucleus detected inside each volume has been represented by a small green sphere labeled by the number that identifies the cell.
The visual inspection realized on preliminary membrane segmented surfaces demonstrated a not exact extraction of the boundaries. This problem occurs in membrane images because they are corrupted by a weak nuclei signal, more intense during mitosis. In order to solve this problem the membranes segmentation requires an additional preprocessing with the goal to remove this interfering signal. First a separation of the nuclei signal from the background is simply obtained by a thresholding of nuclei images. The signal obtained by this thresholding is then used to remove the interfering signal from membranes images.
After segmentation, the intensity distribution of the function Φ is typically associated to a bimodal histogram with a values range between 0 and 255, because of linear rescaling. The highest intensity peak (near to 255) corresponds to the segmented object, the lowest one to the background. The segmented surfaces can be extracted as the isosurfaces corresponding to the intermediate value 128.
RESULTS
As we expected the algorithm is able to complete the missing boundaries. the Fig.3 shows the image and the segmented surfaces of dividing membranes during telophase. As is possible observe from the resulting surfaces, the portion of image with missing membrane boundaries, underlined with a red circle, is well completed and extracted. The visual inspection of different segmented surfaces reveals some problems in the reconstruction of objects characterized by flat shapes such as epithelial cells and nuclei of dividing cells. The Fig. 4 show the shape of nuclei and membranes when the cell is close to the division. Before undergoing division, cells become spherical, whereas nuclei staining elongates as the chromosomes arrange in the future cell division plane. It should be noted that the nucleus size is slightly underestimated in the last two parts. This is due to the parabolic regularization term in the motion equation (1), which prevents the segmented surface to reach the contour if it is concave and with high curvature. Excluding these particular shapes the nuclei and membranes surfaces seem to be pretty well reconstructed if compared with the acquired images. In Fig. 5 and Fig. 4 we show some surfaces obtained with the algorithm.
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