Population-based surveys are of limited utility to estimate rare or low-incidence groups, particularly for those defined by religion or ethnicity not included in the U.S. Census. Methods of cross-survey analysis and small area estimation, however, can be used to provide reliable estimates of such lowincidence groups. To illustrate these methods, data from 50 national surveys are combined to examine the Jewish population in the United States. Hierarchical models are used to examine clustering of respondents within surveys and geographic regions. Bayesian analyses with Monte Carlo simulations are used to obtain pooled, state-level estimates poststratified by sex, race, education, and age to obtain certainty intervals about the estimates. This cross-survey approach provides a useful and practical analytic framework that can be generalized both to more extensive study of religion in the United States and to other social science problems in which single data sources are insufficient for reliable statistical inference.
The study of rare or low-incidence population groups presents a number of methodological challenges, particularly when the groups are religious minorities. In the United States, the census does not collect data on religious identification (PL 94-521 1976) , and general population surveys typically include too few respondents for reliable inference. To address concerns associated with the study of low-incidence groups, the present article describes the application of hierarchical Bayesian methods to pool multiple sources of survey data. As a focal exemplar, the size and characteristics of the Jewish population in the United States are estimated. Along with adding knowledge about a specific minority group, this study provides a practical analytic framework that can be generalized to more extensive study of religious and ethnic identity in the United States, to the study of other small social groups, and to other social science problems in which single data sources are insufficient for reliable statistical inference.
Several methods exist to estimate rare populations. One of the most common is to oversample the groups of interest. Another approach is to use social network measures, for example, asking respondents to list those whom they know in the low-incidence group and using this list as the basis for inferring group size (Kadushin et al. 2006; Zheng, Salganik, and Gelman 2006) . A third method is to pool data across multiple samples to increase the effective sample size (Smith 2005) . Each of these methods has utility but is not without limitations. Recent advancements in methods of small area estimation (SAE) and Bayesian analysis (Lohr and Prasad 2003; Pfeffermann 2002; Rao and Yu 1994) offer an alternative means to study low-incidence groups in a way that obviates many of the limitations of existing methods. With SAE methods, multiple sources of data are combined to estimate small areas or groups. When data sources are complex surveys, however, one must account for both the clustering of respondents within surveys and the representativeness of the samples across surveys. In the present study, this is accomplished through cross-survey analysis methods that standardize poststratification across the sample of surveys to be combined.
There is substantial theoretical and practical interest in use of this method to study religious minorities in the United States. Religious orientation has been associated with a host of social behaviors, including voting and involvement in politics (Gelman 2008; Mattis 2001; Olson and Carroll 1992; Shriver 1985) , family life, health behavior, and social capital (Sheerkat and Ellison 1999) . A major challenge is how best to estimate the prevalence of particular religious groups (e.g., Pew Research Center 2007; 2008; Smith 2002; Stevens-Arroyo 1998) . The small size of many of the groups makes study of these populations highly problematic. Jews, Mormons, and Muslims, for example, are estimated to be less than 1 to 4 percent of the total U.S. population . The practical difficulties of studying such rare groups at national and subnational levels require a new approach, one that goes beyond standard methods such as oversampling and incorporates the latest methods of small area estimation and extends them to address the unique challenges of combining data across complex surveys.
Existing Measures of the Jewish Population in the United States
The standard method, albeit expensive, to overcome limitations of small sample sizes associated with low-incidence groups is to include very large sample sizes and oversamples of the groups of interest. This was the key strategy used in the National Jewish Population Survey (NJPS) (Kotler-Berkowitz et al. 2004 ) and, on a smaller scale, in the Survey of Heritage and Religious Identification (Groeneman and Tobin 2004) . The NJPS included an oversample of approximately 4,500 Jewish respondents and yielded an estimate of 3.04 million adults in U.S. households (1.5 percent) who identify their current religion as Jewish. The estimate is higher if one includes additional estimates for those not living in households and those who identify as Jewish in ways other than by current religion (e.g., culturally or by upbringing). The NJPS is perhaps the most widely referenced source of data on the Jewish community in the United States. Its population estimates, however, are dubious. The 2000-2001 NJPS had a very low response rate (less than 20 percent) and was plagued by a host of administrative and methodological problems, ranging from lost data to screening procedures (Kadushin, Phillips, and Saxe 2005) . Furthermore, the survey provides insufficient data with which to compare this group to other similarly sized religiously or ethnically defined groups in the United States. The lack of such comparative data limits the utility of these data for broader social scientific understanding of this group.
A more recent attempt to improve estimation of small, religiously defined groups by increasing the overall sample size and including oversamples is the U.S. Religious Landscape Survey . This survey obtained an overall sample size of just over 35,000 and included an oversample of approximately 500 people in order to increase the number of respondents in three low-incidence groups-Buddhists, Hindus, and Orthodox Christians. The response rate was also less than 30 percent. Although the inclusion of oversamples improved the study's utility, the samples yield large standard errors for the study of and comparisons among subgroups.
The problems with existing sources of data reflect the broader challenges associated with general population surveys. Response rates are now significantly lower than in the past (Groves et al. 2004; Massey, O'Connor, and Krotski 1998; Smith 1994) . Declines in response rates are especially problematic for estimation of rare populations. Such estimates are highly sensitive to disparities between responders and nonresponders; as well, there may be interactions with survey-level characteristics. For example, those for whom religion is most important might be more likely to participate in surveys that focus on issues of religion than those that focus on health or politics. This would lead to bias in estimates depending on the purpose of the survey. Similarly, factors such as interest and involvement can interact with variables involved in poststratification. Younger respondents are more difficult to reach (Keeter et al. 2006) , and those who are reached may be more likely to be religious (Phillips 2006 ). This would lead to an overestimation of the prevalence of some religious groups. Typically, there are too few cases overall and within subgroups associated with interactions among poststratification variables to be able to describe the groups with a high degree of reliability. Furthermore, the costs of oversampling in this context, and oversampling multiple small groups simultaneously in order to provide comparative data, are prohibitive to most ordinary social scientists and government agencies.
One can circumvent reliance on single surveys and oversamples by pooling data across multiple surveys. For example, the American Religious Identification Survey (ARIS) (Kosmin, Mayer, and Keysar 2001; U.S. Census Bureau 2010) consists of a sample of approximately 50,000 respondents aggregated across 50 random digit dial (RDD) omnibus telephone surveys. The omnibus surveys were part of a twice-weekly RDD telephone survey conducted for a number of independent clients and designed to assess topics ranging from advertising awareness to product usage. At the end of these surveys, respondents were asked their religion. The ARIS yielded an overall estimate that was somewhat lower than the NJPS: 1.3 percent of the U.S. adult population (2.7 million) identified as Jewish by religion. The overall response rate, taking into account residential versus nonresidential numbers, was also low, 18 percent. Whether the estimate from this survey should hold precedence over estimates observed in other surveys such as the NJPS or the HARI is unclear. Those interested in studying the Jewish population are left unsure of which survey provides the ''true'' estimate of the underlying population.
In contrast to the ARIS, Smith (2005) combined several samples from the General Social Survey (GSS) to estimate that 1.8 percent of all U.S. adults identify their current religion as Jewish. Similar to the ARIS, the number of Jewish respondents in a single administration of the survey was too few for meaningful analysis. Compared with typical commercial omnibus surveys, the GSS has much higher response rates owing in part to its general interest topics. This particular aggregation may, in fact, reflect a more accurate estimate of the population. One must assume, however, that there are no significant changes in population, demographics, and variance distributions over time.
Analytic Approach: Cross-Survey Meta-Analysis and Hierarchical Bayesian Analysis
Combining data across multiple studies to increase the power to explain and predict variability associated with small effects (small groups in this case) is the premise of traditional meta-analysis. Most meta-analytic reviews focus on the estimation of effects in terms of associations between independent and dependent variables and include weights and adjustments to account for variance distributions associated with each data source. There are few examples of the use of these methods to estimate the prevalence of rare populations, with the exception of epidemiological studies of rare diseases. For example, the U.S. General Accounting Office (1998) used meta-analytic methods to estimate the prevalence of Alzheimer's disease. This study combined estimates of prevalence by age and sex across 18 independent studies of neighborhood or small town samples. None consisted of representative samples that would generalize to the entire U.S. population. A pooled estimate of prevalence across these multiple independent samples was used to estimate the national rates. Similarly, Jorm and colleagues used meta-analytic methods to estimate the prevalence of dementia (Jorm and Jolley 1998; Jorm, Korten, and Henderson 1987) . Estimates by demographic groups such as age, sex, and ethnicity were obtained for subsets of surveys that reported summary statistics for each of these groups. Studies had to report summary statistics for both the overall population and the demographic subgroups of interest in order to be included. This approach limits one's ability to examine key features of rare populations other than those reported or summarized in the original reports. Furthermore, the reliance on summary statistics in conventional meta-analytic methods (Hedges and Olkin 1985) inhibits the ability to simultaneously examine variance at both the survey and respondent levels.
A separate approach to combine multiple sources of data is small-area estimation (Lohr and Prasad 2003; Pfeffermann 2002; Rao and Yu 1994) . This method is similar to traditional meta-analysis in that data are pooled across different sources to improve estimation of small geographic areas or groups. The primary difference is that raw data are combined rather than only summary statistics. One application of SAE methods is the National Health Interview Survey, which was designed with a sample size appropriate to produce a picture of health behavior of the entire U.S. population. Data from this survey, on their own, cannot be used to estimate county or city levels because the number of respondents at any of these lower levels is too few, and the errors around the estimates too large, to draw reliable inferences. One can, however, borrow information from other sources of data to improve estimation at the county level (Malec et al. 1997) . Hierarchical Bayesian methods with Markov chain Monte Carlo simulations are frequently used to combine data in this way (Ghosh et al. 1998) .
Application of SAE methods to pool data across multiple national surveys is exemplified by Park, Gelman, and Bafumi (2004) in their analysis of national polling data. Park and colleagues combined data from CBS/New York Times polls to obtain state-level estimates of voting behavior. Standard demographic variables-such as census region, sex of respondent, ethnicity, age, and education-that were used to create survey weights in the CBS/ New York Times polls were included as fixed and random effects in hierarchical Bayesian analyses. States, nested within regions, was included as a factor. A sample of simulations based on the final model was used to calculate estimates poststratified to U.S. Census distributions for demographic variables in the model. Similar methods were used by O'Hara et al. (2006) to estimate the prevalence of low-income, uninsured women in need of screening for breast and cervical cancer. The effort built on the Census Bureau's Small Area Health Insurance Estimates (SAHIE) program. Data from multiple surveys were combined with administrative data to develop model-based population estimates by age, race, and income for states and counties.
The application of hierarchical Bayesian methods to study small, religiously defined groups overcomes many of the challenges associated with single surveys. Although there is no definitive source of data on the religious composition of the total U.S. population, a wealth of data have been collected for purposes other than the estimation of religious groups that include assessment of respondents' religious identification. This includes political polls as well as surveys of health and social behavior. When combined, these data can be used to study the social composition of religious groups.
A key challenge when pooling survey data is to understand the sources of variability introduced by methodological differences among the surveys.
Most national surveys use complex sample designs in which respondents are selected from geographic clusters. Such surveys vary in the representativeness of their samples and rely on weights that take into account sample design effects, with further adjustments for distributions of demographic variables. There is little consistency in how sampling and weighting are implemented across surveys. Nevertheless, one can adjust for nonrepresentativeness on key demographic variables by combining the modeling approach described by Park et al. (2004) with poststratification methods. This is done by including in hierarchical models the demographic variables that are related to the likelihood of identifying as Jewish and are over-or underrepresented across the sample of surveys relative to their distribution in the total U.S. adult population. The variability associated with clustering of respondents within surveys is examined directly through the use of hierarchical models. Any variability in survey estimates that remains after poststratification variables are included can then be examined by including survey-level characteristics in the analysis.
Method
Major data repositories were searched to identify studies conducted between 1998 and 2005 that included assessment of religious identification or affiliation. These archives included the Inter-University Consortium for Political and Social Research (ICPSR) and the American Religion Data Archive (ARDA). In addition, poll archives at the Odum Institute, Roper Center, and Gallup were searched. Keywords for searching each of the databases were: religion; relig); Protestant 1 ; Catholic; Jewish; denom); religious preference; religious id). Results were screened using the following criteria: The study had to include (1) a nationally representative sample of the U.S. adult population, (2) information to classify respondents by current religious identification, and (3) baseline demographic information (sex, race, education and age). This search strategy yielded 146 independent surveys. The present analyses focus on a critical mass of 50 of these surveys that were pooled into a single data set.
3,4 The pooled data set consisted of individual-level data with demographics and current religion recoded into a standard format across all surveys. In addition, the data set included survey characteristics such as response rates and sampling methods.
Sample. The full sample consists of 240,247 respondents across 50 surveys.
5 Some surveys were conducted as part of ongoing series, such as the American National Election Study (ANES), the General Social Survey (GSS), and Pew Research surveys on Religion and Public Life (see Table 1 and Appendix Table A1 ).
The surveys were conducted for a broad range of purposes (see Table 2 ). Most were designed to assess general issues, such as politics and social life (60 percent). A third focused specifically on issues of religion (34 percent). More than half of the surveys (54 percent) consisted of single-administration, cross-sectional samples. The remaining surveys were part of trend studies with independent samples across time. All surveys were RDD telephone surveys, with the exception of the ANES, 6 the GSS, and the Arts and Religion survey (Wuthnow 1999) , which were in-person interviews. All are multistage probability surveys that use some version of the Mitofsky-Waksberg RDD sampling method (see Brick and Tucker 2007) . The primary deviation from full probability is in the selection of respondents within households. Twenty percent of the surveys used the Kish method of listing all members of the household and then randomly selecting one.
The average response rate across surveys was 34 percent (18 percent). About 12 percent of the surveys reported response rates of 60 percent or greater, whereas 24 percent had response rates less than 25 percent. More than half of the surveys provided detail on final dispositions with which response rates could be calculated directly. Six surveys provided no information on response rate. For these six surveys, a conservative estimate of 10 percent is included, which is consistent with the lower end of response rates obtained by polling agencies.
Results
First, the range of observed estimates of the Jewish population across the 50 surveys is described. Variance in these estimates at the survey level is then examined. This is followed by Bayesian analyses to obtain a set of simulations for regression coefficients of the likelihood that respondents identified as Jewish on demographic and geographic variables to be used in poststratification.
Distribution of Percent Jewish Across Surveys
Estimated prevalence of respondents who identify as Jewish by current religion was first calculated using available weighting and primary sampling unit information for each survey. These estimates with 95 percent confidence intervals are displayed in Figure 1 .
Most estimates hover around 1.6 percent. Two or three of the surveys yield higher estimates, but none are outside the 95 percent confidence intervals for most of the other surveys. Similarly, one survey appears to yield a rather low estimate, but it too remains in the 95 percent confidence interval for several of the other surveys. There are a number of ways in which these surveys differ, including methods of weighting and the factors included to calculate survey weights. Thus, it is difficult to draw conclusions about the range of estimates observed without first examining the nature of the variability associated with the surveys. Because the goal is to estimate prevalence and examine the characteristics of those who identify as Jewish, the variability associated with surveys is examined through hierarchical models with individuals' data nested within surveys.
Clustering of Respondents Within Surveys
The basic model is represented by a simple intercept-only logistic regression (see Table 3 ). The first columns present the log-odds that a respondent is Jewish across all surveys, ignoring clustering of respondents within surveys. The log odds of -3.9 corresponds to approximately 2 percent of the adult population in the United States, which is somewhat higher than estimates obtained in most surveys when analyzed individually. The last two sets of columns in Table 3 display results from a standard multilevel model using the LMER package in R (Bates 2005 ) and a hierarchical Bayesian analysis implemented in WinBUGS using R2WinBUGS (Gelman 2007; Park et al. 2004; Park, Gelman, and Kaplan 2006) . The Bayesian and R2WinBUGS methods were preferred for theoretical and practical reasons, not least of which was the efficiency of model fitting and postmodel processing. The two methods are compared to confirm that they yield similar estimates because results from standard methods such as LMER are used as starting values to speed convergence of the Bayesian models. For both models, the constant-only model can be specified as a two-level model. The level 1 model represents the likelihood a respondent identifies as Jewish by religion: 
As expected, both methods yield similar estimates. Intercepts, which represent the likelihood a respondent is Jewish, are approximately -3.9. Variance estimates are essentially identical. Intraclass correlations (ICCs) of .004 indicate that only a small proportion of the total variance is explained by the clustering of respondents within surveys. The ICC in this context is equivalent to tests of homogeneity of study effects in the context of meta-analysis (Hox 2002) . The median odds ratio (MOR) provides an interpretation of the variance estimate as an odds ratio (Larsen et al. 2000) . The observed values of 1.1 indicate that given any two randomly chosen surveys, the odds of a respondent identifying as Jewish in the survey with the highest likelihood are nearly equivalent to the odds of identifying as Jewish in the survey with the lowest likelihood, which supports the observation that very little variability exists between the surveys.
Poststratification
In the context of survey analysis and population estimation, one must consider whether the respondents in the surveys are representative of the target population before generalizing the observed estimates to population estimates. The 50 surveys differ in a number of ways, including methods of respondent selection and response rates. Most of the factors related to survey design ultimately affect external validity and the representativeness of the samples. The analysis of cross-survey estimation, therefore, begins by examining factors related to sample characteristics. RDD surveys typically overrepresent college-educated and white nonHispanic groups (Keeter et al. 2006) . The overall distributions of demographics in comparison to the prevalence in the U.S. population are displayed in Table 4 .
7 Also included is the proportion of missing data. Overall, the white non-Hispanic and college-educated groups are overrepresented. White non-Hispanics comprise 78 percent of all respondents compared with 72 percent in the general population. More than 35 percent of the sample has a four-year college degree or greater, compared with 24 percent in the general population. There are also small differences in the representation by census regions. These differences are attributable to the disproportionate representation of particular states. For example, California is underrepresented across the sample of 50 surveys (9.8 percent) compared with 11.8 percent of the total population in the continental United States. New York (6 percent) and Illinois (3.7 percent) are also underrepresented (6.8 percent and 4.4 percent, respectively).
Individual surveys typically adjust for disproportionate representation through weighting procedures. A majority of the surveys (60 percent) account for disproportionate sampling solely through the use of poststratification weights. Among these, there is variability in what variables and demographic groups are used in poststratification. Fewer than 15 percent of the surveys include weights based solely on factors related to the probability of selection introduced by their sampling strategies (e.g., geographic areas, number of eligible respondents, and number of phone lines). The lack of consistency in how survey weights are created requires application of methods that account for factors related to the disproportionate representation of respondents in a way that is comparable, or standardized, across all surveys. Given the small amount of missing data for the standard demographics of sex, race, education, and age, all nonmissing data are included. For key geographic variables, however, where there are substantially more missing data, distributions and estimates for surveys that include these variables are first compared with surveys that did not include these variables.
Inclusion of Sex, Race, Education, and Age
The observed distributions of Jewish respondents across the full sample of 50 surveys by sex, race, education, and age are displayed in Table 5 . A higher proportion of Jewish respondents are white non-Hispanic and college educated. In addition, there are a higher proportion of Jewish respondents in the older compared with younger age groups.
Logistic regressions of the likelihood a respondent is Jewish on the age, sex, race, and education of the respondent were run. A completely pooled analysis across the 50 surveys was run, as well as unpooled models, one with survey as a factor in a generalized linear model (GLM) and the other with survey as a level of clustering in a hierarchical model (see Table 6 ). 8 Inclusion of survey as a grouping factor did not affect estimates of the fixed effects. None of the surveys significantly differed from the reference category. When one takes into account demographic covariates, however, the amount of variability associated with the clustering of respondents within surveys is reduced to nearly zero, indicated by the ICC of .001 and MOR near 1.0. A Bayesian analysis was conducted, and a sample of approximately 1,000 simulations postconvergence were saved and used to create poststratified estimates (cf., Park, Gelman, and Bafumi 2004) . Starting values were based on the results from the GLM model. A summary of the distribution of model coefficients across simulations is displayed in Table 7 . Average values for the estimated logit and standard deviation for each variable in the model closely approximate the coefficients obtained using GLM. In addition, the table includes the estimated R-hat, a measure of convergence for each of the parameters in the model (Park et al. 2006 ). Values of R-hat of 1 indicate convergence.
The estimates for each simulation were used in the calculation of poststratified estimates in combination with data from the 2002 Current Population Survey March Supplement (CPS). The estimated percentage Jewish in each demographic group was obtained by substituting the 48 possible combinations of sex, race, education, and age into the resulting equation for each simulation, yielding a 48 × 1,000 matrix of likelihood estimates, which were then converted to proportions (see Table 8 ). These proportions were then multiplied by the corresponding CPS population count for each cell to obtain estimated Jewish population counts. Summing across the estimated cell counts for each simulation yields an estimate of the total Jewish population, with certainty intervals based on the distribution across the 1,000 simulations. The overall population is estimated to be 1.7 percent, with a 95 percent certainty interval ranging from 1.66 percent to 1.75 percent. This corresponds to an estimated 3,542,000 adults (95 percent confidence interval, 3, 444, 636, 757) .
Inclusion of Census Regions, States, and Metropolitan Status
Surveys define their primary sampling units (PSUs) differently; thus, a direct comparison of PSUs is difficult. Furthermore, only two sets of surveys-ANES and GSS-provide respondent-level PSU information. In both cases, public use files include proxies for the PSU, which can be used to estimate variance. Despite the variability in methods, all of the surveys are designed to provide adequate representation by geographic regions and metropolitan areas. Thus, sample characteristics for surveys that include and exclude key geographic variables of census region, state, and metropolitan area were examined (see Appendix Table A2 ). Surveys that omitted geographic information, particularly the four surveys that did not include information on census region, tended to yield lower estimates of the Jewish population. All surveys overrepresented women, with the exception of surveys that excluded metropolitan status. Surveys that included geographic information also overrepresented the white non-Hispanic population and college graduates. All of these demographic variables are included in the model and poststratification.
Bayesian analyses were run for subsets of surveys based on available geographic information to obtain population estimates poststratified by demographic characteristics and by corresponding geographic variables (see Appendix Table A3 ). The inclusion of geographic variables in poststratification yielded higher estimates of the Jewish population than models that did not include these variables. With the inclusion of census region, there are an estimated 3.7 million (1.76 percent) Jewish adults in the United States. With the inclusion of states nested within regions, there are an estimated 
Discussion
The present analyses demonstrate the utility of combining data from multiple surveys to estimate the distribution of small religious groups throughout the United States. Regional and state-level estimates were generated as well as estimates by age, sex, race, and educational attainment. Pooled estimates indicate that the number of adults in the United States who identify as Jewish by current religion is upwards of 3.9 million, or 1.86 percent of all U.S. adults. There were substantial differences by region, with the largest proportion of Jews living in the Northeast. Jews were also more likely to reside in metropolitan areas. Most important, there were substantial differences across the 48 demographic groups included as poststratification variables. Among white non-Hispanics, a greater proportion of those with college degrees or greater were likely to identify by religion as Jewish. In addition, those aged 45 years and older were more likely than younger respondents to identify as Jewish. The overall estimate of 1.86 percent, derived through the pooling of many sources of nationally representative data poststratified by state, age, sex, race, and education, was consistent with Smith's (2005) review of a limited set of GSS data, which yielded an overall estimate of 1.8 percent. The key difference is that our pooled sample of 50 surveys allows for better estimation of the characteristics of the population, including differences among subgroups by age, education, and regional and state distributions. In addition, the use of hierarchical models allows one to examine heterogeneity of the multiple independent samples prior to pooling.
Had there been additional survey-level variance, heterogeneity could be modeled and estimates could be adjusted accordingly. Other survey-level factors that could be examined that may affect estimates of other groups, or of other characteristics of these groups (e.g., political orientation), include whether (1) question wording influences identification; (2) certain religious groups are more or less likely to participate depending on the primary topics of the survey-religious, political, social, and health; (3) surveys that are conducted in-person rather than over the phone yield a different likelihood of identification for some groups; (4) there are differences between surveys with high and low response rates; (5) other sampling variables such as household size and number of phones affect estimates 9 ; and (6) there are changes over time in the geographic and demographic distribution of the population. Although the majority of surveys in the current sample were clustered around the year 2000, an eight-year span was represented across the full sample of surveys. The lack of significant variability at the survey level suggests that little would be gained in overall population estimation with the inclusion of year of survey administration. The addition of more surveys within all years would improve the ability to detect and describe interactions associated with population shifts over time.
One of the benefits of this approach is that the model-based estimates of the size of different religious groups can serve as a critical source of external data for those conducting single surveys. For standard demographics such as age, race, sex, and education, investigators typically rely on the U.S. Census to determine the representativeness of their samples and to create poststratification weights. Because the census does not include religion, there is no single source of data for determining the representativeness of samples in terms of religious identification. This is critically important for surveys that seek to examine religion and the influence of religion on social behavior more broadly. The methods presented here represent the best means to estimate the size of these groups and, with additional analysis and data, can be extended to update group estimates over time. Furthermore, these analyses can be extended to the study of other similarly sized groups in a manner that allows for direct comparisons between groups using the same data source. This approach greatly reduces costs and burdens associated with the collection of multiple, independent oversamples of small populations.
Many of the surveys assessed similar core social data, such as political orientation, party affiliation, marriage, and the importance of religion. With reliable methods to combine across surveys, outcomes such as these can be studied across a broader range of religious groups. With single surveys, the reliability of inferences associated with these sorts of questions for groups other than the most predominant groups such as Catholic and mainline Protestant are highly unreliable. Pooling data across multiple sources is the only way investigators can examine characteristics and behavior of these groups in meaningful detail. With additional data on household composition, as well as inclusion of surveys of youth, these results can be extended to examine population characteristics more broadly.
The analyses presented here represent a leap in method designed to maximize the utility of the abundance of survey data in the public domain. The techniques described have a number of applications to studying rare populations, although the utility of the information is necessarily limited by the questions asked in surveys. Thus, the present analyses focused on the Jewish population in terms of religious identification. Jews, however, also identify by ethnicity or culture. Kosmin et al. (2001) included a broader set of questions about identity. Those investigators found that of all adults who could be classified as Jewish either by religion or culture, about half (53 percent) selfidentified as Jewish when asked about their religion. This compares to nearly 80 percent of the Jewish respondents in the NJPS survey (Kotler-Berkowitz et al. 2004 ). In our sample of 50 surveys, only 5 surveys included identification of Jewish by both ethnicity and religion. Of the 13,500 respondents in these 5 surveys, only 346 self-identified either ethnically or religiously as Jewish. Of these, 77 percent self-identified as Jewish when asked about their religion.
One could extrapolate to our full sample and conclude that there are an additional 23 percent who identify ethnically but not religiously as Jewish. Many of those in this very small sample of 81 of 13,500 people, however, would not be considered Jewish by the larger Jewish community because although they may identify with their family heritage of Judaism, they also self-identified with religions considered to be incompatible with being Jewish (e.g., Protestantism). Thus, one might conclude that there is an additional 10 percent beyond our estimate of 1.86 percent, or upwards of 2.1 percent of adults in the United States, who identify as Jewish (i.e., 4.39 million). With additional surveys and samples that include such distinctions, it will be possible to examine this group in greater detail.
As with all population estimates that rely on survey responses, there is the threat of undercount given the possibility that some groups may be more or less likely to participate in surveys and some may be more or less likely to reveal their religious affiliation (O'Neil 1979) . We expected that we would be able to examine this possibility by comparing estimates within surveys of high response rate to those of low response rate. The lack of survey-level variance after poststratification by basic demographics suggests that nonresponse biases likely have more to do with sociodemographic characteristics, as has beenreported elsewhere (Keeter et al. 2006) , than with religious identification. Future analyses, using additional surveys with high and low response rates and conducted for different purposes, can explore this possibility. If surveys that minimize nonresponse and yield high response rates result in higher estimates of one group than do surveys with low response rates, one would be able to conclude that, indeed, that group is likely underrepresented. One could also examine whether there are differences between surveys that are conducted in different languages, particularly for the assessment of religious groups that are known to have experienced large influxes of recent immigration (e.g., Muslims from Arab and South Asian countries; Jews from the former Soviet Union; Hispanic Catholics and Protestants from Mexico).
Conclusion
The diversity of religious groups in the United States and their influence on social life and social policy require practical application of methods that facilitate both the understanding of groups that are relatively small and the comparison of those groups with other similarly sized and larger groups. Short of a change in law that would allow the collection of religious identification in the U.S. Census, the combination of multiple data sources described in the present article offers the best cost-effective alternative. These methods maximize the utility of existing sources of data while also attending to differences in the sources that can affect population estimates that result. The evidence provided from this investigation may only scratch the surface of the utility of this approach, yet it highlights the feasibility of cross-survey analysis for the estimation of population groups not represented in the U.S. Census.
