In this paper, we propose new stratified Bayesian estimators of population proportion of a sensitive trait by adopting a mixture of alternative beta distributions as quantification of prior information in a stratified random sampling situation. Data were collected through Warner's randomized response technique. To study the performance of the newly developed stratified estimators, mean squared error and absolute bias were used as performance criteria. The proposed estimators were compared with the existing one. We observed that the proposed estimators are more sensitive to responses than the existing one at various sample sizes respectively.
Introduction
Gathering information about a sensitive trait such as induced abortion, drug usage, tax evasion, examination malpractices etc. rampant in a human population is a complicated issue. Questioning directly from the respondents about exhibition of a stigmatized trait generally leads to doctoring of the true answers. This may be due to fear of social stigma or counter-attacks. However, information about the prevalence of such characteristic in the population is essential due to many socioeconomic reasons. To tackle this issue, Warner [1] introduced a clever technique of survey to gather information about sensitive characteristic by ensuring confidentiality and anonymity to the respondents. To date, many developments and variants of Warner's Randomized Response Technique were developed by different researchers [2] [3] [4] [5] [6] [7] [8] . Interested readers may also see the articles [9] [10] [11] [12] for some more literatures on the topic. Once information on the sensitive characteristic(s) have been gathered using any of the cited techniques above, we then proceed to the estimation stage in which we provide estimates of the corresponding population characteristic(s) based on our sample data. For this singular reason, we have classical framework which is quite popular but the Bayesian technique in this regard is inevitable as it takes care of the situations where parameter uncertainties are involved. This uncertainty is quantified in the form of a prior distribution which is further updated using our sample data for the said estimation purposes.
To make the Bayes estimator performs well, there is need to incorporate stratified random sampling technique into the Bayesian estimation framework. When researchers hold different beliefs in terms of different priors, a mixture of the prior distributions may be used that quite adequately represents the different beliefs held by the researchers.
Although there is enormous work on the Bayesian inference, in general the work on Bayesian analysis of randomized response techniques is limited. Researches that have been carried out on the Bayesian analysis of randomized response techniques include BarLev et al. [13] , Migon and Tachibana [14] , Oh [15] , O'Hagan [16] , Pitz [17] , Unnikrishnan and Kunte [18] , Winkler and Franklin [19] , Adepetun and Adewara [20] [21] [22] [23] .
Winkler and Franklin [19] used beta prior distribution and showed that it results in posterior distributions as a mixture of beta distributions. They argued that it is easy to explain the mixture posterior distribution but may be difficult to work with practically. To avoid this associated difficulty; instead of analysing the mixture posterior distribution they used approximations to simplify the analysis. They also pointed out that a more appropriate prior distribution, such as truncated beta distribution, could have been used but never pursued this technique. O'Hagan [16] proposed Bayesian linear estimator for estimating the proportion of the variable of interest. He compared with the Winkler and Franklin [19] study and concluded that Bayesian linear estimators are simple and robust in the sense that least prior specification is needed but a certain price has to be paid in the situations where prior specifications can be given in details.
Bar-Lev et al. [13] argued that in view of today's computational facilities, the difficulties associated with using truncated beta distribution as prior are not strenuous. By specifying a truncated beta prior they presented a common conjugate prior structure and concluded that their approach is computationally attractive as compared to that proposed by Winkler and Franklin [19] .
In this paper, we propose new stratified Bayesian estimators through mixture of alternative beta priors to analyse posterior distribution with fully specified prior information instead of approximating the posterior or taking a truncated beta prior distribution as done respectively by Winkler and Franklin [19] and Bar-Lev et. al. [13] .
With Warner [1] Randomized Response Technique (RRT). The Randomized Response Technique introduced by Warner [1] has the goal of decreasing biasness in the parameter's estimates and increasing the response rate. Warner's technique consists of two complimentary questions (do you belong to stigmatized group?) and (do you not belong to stigmatized group?) to be answered on probability basis. Assuming simple random sampling with replacement the chosen respondent is asked to choose a question ( or ) and report "yes" if his/her real status tallies with chosen question and "no" otherwise. Denoting the probability of selecting question by and population proportion of individuals with stigmatized characteristic by the probability of "yes" for a particular respondent, denoted by was given as:
In the classical development, the maximum likelihood estimator (MLE) of was given as
where ̂ and is the number of yes responses in the sample of size .
The rest of the article is organized as follows. Section 2 provides the conventional technique using Warner [1] RRT in a Bayesian framework using stratified mixture of simple beta priors followed by the proposed stratified Bayesian estimators in section 3. Section 4 contains performance evaluation and comparison. Section 5 is the conclusion of our article.
The Conventional Stratified Bayesian Technique of Estimation
There may be different beliefs about the shape of the distribution of the parameter of the interest among different researchers. Participation of more than one researcher in a study can lead to disparities about the content of the prior information. Each may choose a different shape of the prior distribution of the parameter of interest. Sharing all of the available information among the researchers can help to reduce these disparities. In the long run, however, there may be no single values of the hyper parameters that satisfy them. In such situations, a mixture of the prior distributions may be used that quite satisfactorily represents different beliefs held by the researchers. Assume the participation of M researchers with their own beliefs about the prior distribution. By representing them with ( ) ( ) ( ), a mixture of prior distributions ( ) ∑ ( ) can be defined such that ∑ where are stratum weights associated with each prior distribution. Suppose h th researcher has his belief about the prior distribution as
Then a stratified mixed prior was given as
The stratified joint density distribution of and X was given as
The stratified marginal distribution of X was found by integrating the stratified joint density distribution with respect to over the support of 0 and 1 as
Thus, the stratified posterior distribution of given X was given as
Assuming the square error loss function, the stratified Bayes estimator was given by the mean of the stratified posterior distribution of expressed as
Consequently, the bias as well as the mean square error of the stratified Bayes estimator was given as
The Proposed Stratified Bayesian Techniques of Estimation
Following study of the performance of the Bayesian estimator developed by Hussain et al. [24] in a stratified random sampling environment, we propose alternative stratified Bayesian estimators assuming both Kumaraswamy (KUMA) and the generalised (GLS) beta priors respectively.
Estimation of using Kumaraswamy prior
Assume h th researcher has his belief about the prior distribution as
Accordingly, the stratified joint density distribution of X and is
For simplicity purpose, this can be re-written as
The stratified marginal distribution of X after integrating the stratified joint density distribution above with respect to between interval 0 and 1 is
The stratified posterior distribution of given X is
Under square error loss, the proposed stratified Bayesian estimator of assuming Kumaraswamy prior is
The bias as well as the mean square error of ̂ is given as
Estimation of using the generalised beta prior
Let h th researcher has his belief about the prior distribution as
We can, therefore, write our mixed prior as
Consequently, the stratified joint density distribution of X and is written as
The stratified marginal distribution of X is thus
As a result, the stratified posterior distribution of given X is
Under the square error loss, the proposed stratified Bayesian estimator assuming the generalised beta prior is obtained as
The bias and the mean square error (MSE) of ̂ are defined respectively as
Remark: In this study, we limit the number of our researchers to 4, that is .
Performance Evaluation and Comparisons
Before moving towards formal comparisons of the proposed stratified Bayesian estimators with that of Hussain et al. [24] , we point out some computational complexities associated with our study. From derivations in this work, it is clear that both the conventional and the proposed stratified Bayesian estimators involve enormous computation especially when the sample size and/or the number of "yes" responses are/is large. To deal with this computational complexity, we have written a program in R software (this program is available with the corresponding author). We validated the performance of our proposed stratified Bayesian estimators in capturing responses from respondents through the life data obtained from the administered survey questionnaires on induced abortion under the same values of parameters in the estimators using sample sizes 25, 100 and 250 respectively. Few results in Tables were presented to reduce spaces. Concise evaluation performances of the proposed Bayesian estimators in a stratified random sampling scenario were also stated in the form of comments after tables for each sample size considered in this study respectively. Comment: From tables 1 to 4, when and , the proposed stratified Bayesian estimators are more efficient in capturing sensitive information than the conventional one when
The proposed stratified generalised beta estimator is optimally efficient while compared with other estimators as approaches one. Comment: From tables 5 to 8, when and , the proposed stratified Bayesian estimators are more efficient in capturing sensitive information from respondents than the conventional stratified simple beta estimator proposed by Hussain et al. [24] when
The proposed stratified generalised beta estimator is optimally efficient as approaches one. Comment: From tables 9 to 12, when and , the proposed stratified Bayesian estimators are better than the existing one in capturing sensitive information from respondents when
The proposed Bayesian estimator which assumed stratified generalised beta prior is the best as tends to unity.
Conclusion
This article has taken up the issue of estimating proportion of a stigmatized characteristic using Randomized Response Technique in Bayesian setting under stratified random sampling procedure. To quantify prior information, we have considered completely specified mixture priors in the form of Beta distribution(s). The proposed stratified Bayesian estimators have been evaluated based on absolute bias and mean squared error and their comparisons have been made with the corresponding existing stratified simple beta estimator proposed by Hussain et al. [24] . It was observed that for the practicable choices of the design parameter , the proposed stratified Bayesian estimators perform reasonably better in capturing information from respondents in survey which asks sensitive questions than the existing one over a wide range of population proportion . It has also been observed that Bayesian estimators are bounded by 0 and 1 even in case of extreme realization of "yes" responses under the stratified random sampling design in mixture prior scenarios.
Finally, it can be concluded that whenever prior information about the likely values of the parameter of interest is available, we should opt for Bayesian approach ignoring the computational difficulty in the presence of today's computational facilities.
