We study the minimizers of the Ginzburg-Landau free energy functional in the class (u, A) ∈ H 1 (Ω; C) × H 1 (Ω; R 2 ) with |u| = 1 on ∂Ω, where Ω is a bounded simply connected domain in R 2 . We consider the connected components of this class defined by the prescribed topological degree d of u on the boundary ∂Ω. We show that for d = 0 the minimizers exist if 0 < λ ≤ 1 and do not exist if λ > 1, where λ is the coupling constant ( p λ/2 is the Ginzburg-Landau parameter). We also establish the asymptotic locations of vortices for λ → 1 − 0 (the critical value λ = 1 is known as the Bogomol'nyi integrable case).
Introduction
Let Ω ⊂ R 2 be a bounded simply connected domain with a smooth boundary. We consider the Ginzburg-Landau free energy functional
where u ∈ H 1 (Ω; C) is the order parameter, A ∈ H 1 (R 2 ; R 2 ) is the vector potential of the induced magnetic field, and λ > 0 is the coupling constant ( λ/2 is the Ginzburg-Landau parameter). The functional (1.1) was introduced by Ginzburg and Landau in 1950s in their study of phase transitions for superconductors.
One of the main characteristics of the functional (1.1) is its invariance under the gauge transformations (u, A) → (e iϕ u, A + ∇ϕ), ϕ ∈ H 2 (R 2 ). This property allows one to reduce the study of (1.1) to the functional with R 2 replaced by Ω (see, e.g., [15] , Chapter 3)
Using the invariance of F λ [u, A] under the gauge transformations (u, A) → (e iϕ u, A + ∇ϕ), ϕ ∈ H 2 (Ω), and choosing an appropriate ϕ, we can assume that (u, A) is in the Coulomb gauge, i.e.
divA = 0 in Ω
A · ν = 0 on ∂Ω.
(1.3)
Note that the induced magnetic field h = curlA = ∂A 2 /∂x 1 − ∂A 1 /∂x 2 , the current j = (iu, ∇u − iAu) (1.4) and |u| are gauge invariant. Besides, the topological degree of u on ∂Ω, which is (well-)defined for any u ∈ H 1/2 (∂Ω; S 1 ) (see, e.g., [9] ) by the classical formula deg(u, ∂Ω) = 1 2π ∂Ω u ∧ ∂u ∂τ dσ, (1.5) is also gauge invariant. In (1.4), (1.5) and in what follows a ∧ b = i 2 (ab − bā) and (a, b) = 1 2 (ab + bā) stand for the wedge and scalar products of complex numbers a and b. We shall use also notations ). We study the critical points of
They are the solutions of the system of Euler-Lagrange equations
subject to the boundary conditions |u| = 1, A · ν = 0, h = 0 and j · ν = 0 on ∂Ω.
(1.8)
The boundary condition |u| = 1 on ∂Ω assumes the presence of superconducting current on the boundary. As shown in [9] , the space J is disconnected, its connected components J d , d ∈ Z, are classified by the topological degree of the order parameter u on the boundary ∂Ω,
The minimization problem for (1.2) in J d (d = 0) with the additional Dirichlet condition on the tangential component of the current was considered in [7] . Prescribing the tangential component of the current allows one to control the tangential derivative of the order parameter u. This, in turn, yields that the topological degree of the order parameter is preserved when passing to the weak limit in a minimizing sequence and thus shows that the minimization problem is well-posed. By contrast, minimizing over the entire space J d results in the homogeneous boundary condition for the normal component of the current, j · ν = 0, which means that the current is tangential to the boundary. This boundary condition, however, leads to a problem with a possible lack of compactness, that is minimizers in J d for d = 0 may not exist. The principal difficulty is due to the fact that J d is not closed with respect to the weak H 1 -convergence (see [4] , [2] , [14] ). Prior to the present paper, the existence of minimizers in J d has only been established in [9] for the integrable (self-dual) case λ = 1.
A comprehensive study of existence / nonexistence of minimizers in bounded domains with prescribed degrees on the connected components of the boundary was performed in [4] , [5] , [2] , [11] , [3] for the simplified GL functional
The critical points of the energy functional (1.1) in the entire space, when Ω = R 2 , were studied in [1] , [12] , [13] , [16] , [17] .
In this work we establish the existence/nonexistence of the solutions of the minimization problem
(1.9)
The principal result is Theorem 1.1. (i) The infimum in (1.9) is always attained for 0 < λ < 1, that is any minimizing sequence converges (up to subsequence) to a global minimizer of (1.9).
(ii) If λ > 1 then the infimum m d (λ) is never attained unless d = 0 (in the latter case we have trivial minimizers u ≡ Const ∈ S 1 , A ≡ 0).
Note that for the critical value λ = 1 of the coupling constant minimizers exist and form a 2|d|-parametric family which is parameterized by (arbitrary) locations of the vortices in Ω (see Proposition 3.1 below).
We also study the the asymptotic behavior of minimizers as λ → 1 − 0. Namely, we investigate the vorticity structure of the minimizers and determine the limiting locations of vortices. We show, in particular, that minimizers converge, up to a subsequence, to a minimizer (u, A) of (1.9) for λ = 1 that satisfies Ω |curlA| 2 dx → max (see Theorem 4.1 below).
Regularity of critical points
As proved in [9] , every (u, A) ∈ J solving (1.7) satisfies u ∈ C ∞ (Ω; C) and A ∈ C ∞ (Ω; R 2 ). We show that solutions of (1.7) with boundary conditions (1.8) (critical points of F λ [u, A] in J ) have the C ∞ -regularity up to the boundary.
Proposition 2.1. Let (u, A) ∈ J be a solution of (1.7) -(1.8). Assume that the boundary ∂Ω is C ∞ -smooth. Then u ∈ C ∞ (Ω; C) and A ∈ C ∞ (Ω; R 2 ).
Proof. Split u into the sum u = v+w, v solving ∆v = 2iA·∇u+|A| 2 u+ λ 2 u(|u| 2 −1) in Ω with the boundary condition v = 0 on ∂Ω and w solving ∆w = 0 in Ω subject to the boundary condition w = u on ∂Ω. By the Sobolev embedding ∆v ∈ L q (Ω) for every 1 < q < 2, therefore v ∈ C α (Ω) for every 0 < α < 1. On the other hand, since u ∈ H 1/2 (∂Ω; S 1 ), and therefore u ∈ VMO(∂Ω; S 1 ), we have |w(x)| → 1 as x → ∂Ω (see [10] ). Thus |u| is continuous onΩ and |u| ≤ 1, (2.1) the inequality |u| ≤ 1 in Ω is obtained by applying the maximum principle to the equation
which is a consequence of the first equation in (1.7). Now, the second equation in (1.7) implies that h = curlA ∈ H 1 (Ω). Moreover, from (1.7) we have
Let ξ ∈ ∂Ω. Consider a smooth cut-off function θ such that θ(x) = 1 for |x| < 1 and θ(x) = 0 for |x| > 2, and set θ ε (x) = θ((x − ξ)/ε). Due to (2.3) and (1.8), the function θ ε h satisfies
(we assume ε > 0 is sufficiently small so that |u| ≥ 1/2 on Ω ∩ supp θ ε ), where
, where B ε (ξ) = {x; |x − ξ| < ε}. Since ε > 0 can be chosen independent of ξ, we have h ∈ W 1,p (Ω) for every p > 1. It follows from (2.2) and the second equation in (1.7) that
in the subdomain of Ω where |u| > 0.
Also we have |u| = 1 on ∂Ω. This implies that |u| 2 ∈ W 2,p (Ω) for every p > 1, since we know that h ∈ W 1,2p (Ω) and
. Similarly, rewriting equation (2.3) as ∆h = |u| 2 h + 2|u| −1 ∇|u| · ∇h and taking into account the facts that h = 0 on ∂Ω and h ∈ C ∞ (Ω) ∩ W 1,p (Ω) for every p > 1, we conclude that h ∈ W 2,p (Ω) for every p > 1. Then, by bootstrapping one shows |u| 2 , h ∈ C k (Ω) for every k = 1, 2, . . . , therefore, in view of (1.3) and the second equation in (1.7),
Existence/nonexistence of the minimizers
Following a remarkable observation of Bogomol'nyi [8] (see also [9] ), F λ [u, A] can be written as
where
and
The functionals F λ [u, A] and F ± [u, A] are lower semicontinuous with respect to the weak convergence in
. By the Sobolev embedding, the last term in (3.1) and (3.2) is continuous with respect to the weak-H 1 convergence; finally, deg(u, ∂Ω) is integer valued and continuous in J supplied with the strong topology of H 1 (Ω; C) × H 1 (Ω; R 2 ) but it is neither continuous nor lower (upper) semicontinuous with respect to the weak-
. Therefore, the attainability of infimum in (1.9) is a nontrivial problem.
As mentioned above, the complete description of the minimizers F λ [u, A] in J d in the integrable (self-dual) case λ = 1 was established in [9] . In this case minimizers form a 2|d|-parametric family. This is quite a drastic contrast with the case of simplified Ginzburg-Landau functional, where there are no minimizers for every
Assuming for the sake of definiteness d > 0, the equality m d (1) = πd yields the system of the first order PDEs
By Taubes' procedure ( [13] ) of factorizing u into the product of the holomorphic part a(z; ξ 1 ) . . . a(z; ξ d ) and the factor e ϕ/2 , (3.5) leads to the single second-order PDE for ϕ,
where a(z; ξ) is a conformal map from Ω onto B 1 = {x ∈ C; |x| < 1}, such that a(ξ; ξ) = 0, i.e. a(z, ξ) can be written as
for some fixed conformal map f from Ω onto B 1 . Notice that in the critical case λ = 1 the points ξ 1 , . . . , ξ d , that are the vortices of the minimizer, can be chosen arbitrarily in Ω.
with ϕ solving (3.6) is a minimizer of (1.9) for λ = 1; (ii) any minimizer of (1.9) for λ = 1 can be represented as
6).
The proof of the attainability of the infimum in (1.9) for λ < 1 uses the weak lower semicontinuity of
and the continuity of the last term in (3.1)-(3.2). It is based on a comparison argument whose key ingredient is the following Lemma.
Proof. Let ξ be a Lebesgue point of u such that |u(ξ)| > 0. Let a(x; ξ) be a conformal map from Ω onto the unit disk given by (3.7) (in particular, a(ξ; ξ) = 0). Consider the map v = ua(x; ξ)e φ/2 (with real valued φ ∈ H 2 (Ω)) and the vector field B = A +B (withB ∈ H 1 (Ω; R 2 ) such that
Clearly, ifB is in the Coulomb gauge then (v, B) ∈ J d+1 . Note that (3.9) is satisfied whenB = − The latter semilinear problem has a unique solution which belongs to H 2 (Ω), thanks to the following 
(Ω) for some ε > 0. Then there exists a unique solution φ ∈ H 1 (Ω) of the equation −∆φ + αe φ = β in Ω subject to the boundary condition φ = µ on ∂Ω. Moreover, we have φ ∈ H k+2 (Ω).
If we apply the maximum principle to (3.11), we see that 0 < φ ≤ −2 log |a(x; ξ)| in Ω.
Hence 0 ≤ |v| ≤ |u| in Ω and 0 = |v(ξ)| < |u(ξ)| which yields (3.8). Finally, by (3.9)-(3.10) and the pointwise inequality |a(x; ξ)|e ϕ/2 ≤ 1, it is straightforward to verify that
To show (ii) we argue similarly. Namely, we set v = ua(x; ξ)e φ/2 (with φ solving (3.11)) and B = A + Corollary 3.1. Let (u, A) ∈ J d and assume 0 < λ < 1. Then 
The proof of (ii) is analogous.
Proof of Theorem 1.1.
(ii) Assume, by contradiction, (u, A) ∈ J d is a minimizer for m d (λ), and λ > 1. We have
where the last inequality is obtained by using the testing maps u ξ = a(z; ξ) d with ξ → ∂Ω (see [4] ). On the other hand, (3.1)-(3.2) imply that
Therefore,
and thus u is an S 1 -valued map, so that deg(u, ∂Ω) = 0. Consequently (u, A) ∈ J 0 , i.e. (u, A) ∈ J d unless d = 0.
To prove (i) we note that for d = 0 one clearly has m 0 (λ) = 0 and any pair (γ, 0) with γ = const ∈ S 1 is minimizing. Assume d > 0 (the case d < 0 is treated similarly). Using (i) of Corollary 3.1 we have
Let (u (n) , A (n) ) ∈ J d be a minimizing sequence for problem (1.9). From (3.12) and (1.3) it follows that u (n)
as n → ∞. Thus (u, A) ∈ J d for some integer d , and to prove (i) we need to show only that
Assume d > d. By using the lower semicontinuity of
and continuity of the last term in (3.2) with respect to the weak-H 1 convergence, we have
On the other hand by iterating (ii) of Corollary 3.1 we get (v, B) ∈ J d such that
, by using lower semicontinuity in (3.1), while (i) of Corollary 3.1
, that is again a contradiction. Thus d = d and Theorem 1.1 is proved.
Remark 3.1. While minimizers of (1.9) always exist for λ < 1 (i.e. every minimizing sequence converges, along a subsequence, to a minimizer of (1.9)), it is not the case when λ = 1 and d = 0. If, for example, d > 0 then choosing a sequence of points ξ (n) ∈ Ω that converges to ∂Ω we get the minimizing se-
On the other hand minimizers exist, and they are completely described by Proposition 3.1.
Asymptotic behavior of vortices
Clearly, every minimizer of (1.9) has at least |d| vortices, due to the degree condition. We provide a description of the vorticity structure of minimizers as λ → 1 − 0.
Theorem 4.1. Given an integer d, let (u λ , A λ ) be a minimizer of (1.9) for λ < 1. u, A) is a minimizer of (1.9) for λ = 1 (described by Proposition 3.1), i.e. u = γa(x; ξ 1 ) . . . a(x; ξ d )e ϕ/2 , where ϕ solves (3.6); (b) the points ξ 1 . . . ξ d (vortices of u) maximize the function
In other words, due to the structure of minimizers for λ = 1 described by Proposition 3.1, (u, A) is a minimizer of (1.9) for λ = 1
maximizing Ω |curlA| 2 dx among all minimizers.
Moreover, vortices of u λ converge to that of u.
Remark 4.1. The solution ϕ of (3.6) depends continuously on ξ 1 , . . .
In the course of the proof of Theorem 4.1 we will show that the maximum of ψ is attained on some compact set K ⊂⊂ Ω d .
Proof. The proof of Theorem 4.1 is based on the asymptotic expansion of the energy in the neighborhood of the critical value λ = 1. We split the proof into several steps. For simplicity we assume d > 0 (the case d = 0 is trivial, and the case d < 0 is treated analogously to d > 0).
Step I (weak-H 1 convergence of (u λ , A λ ) to a minimizer of (1.9) for λ = 1). It follows from Corollary 3.1 that
where C is independent of λ . Therefore, up to extracting a subsequence still denoted by (u λ , A λ ),
for some (u, A) ∈ J . In particular, by the Sobolev embedding, we have
Now, we use (4.2) and the weak lower semicontinuity of 
where we have used (3.1). On the other hand,
Combining these bounds, we obtain 1 − λ 8
Passing to the limit as λ → 1 − 0 in (4.4) we get, using (4.2), Step II (zeros of u maximize (4.1)). Note that (4.5) holds for any v such that (v, B) is a solution of the minimization problem (1.9) for λ = 1. Since (u, A) is a minimizer of (1.9) for λ = 1, Proposition 3.1 implies that ψ(ξ 1 , . 
n → ∞. Moreover, we have the convergence of solutions ϕ = ϕ(x; ξ 
Numerical experiments
The maximization of ψ(ξ 1 , . . . , ξ d ) has been done numerically for certain domains Ω for d = 1, 2 and 3 using the gradient flow method. For the convex domain Ω = B 1 (unit disk) for any degree d = 1, 2, 3 the numerical experiments suggest that the maximum of ψ is attained at ξ 1 = ξ 2 = ξ 3 = 0. However, for the nonconvex domains the vortices may split. For instance, the splitting of vortices is observed for d = 2 and d = 3 for the domains obtained from the unit disc by some fixed conformal deformations, Ω = f −1 (B 1 ) where f −1 (z) = e z or f −1 (z) = 
