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Abstract—Low latency and energy efficiency are two important
performance requirements in various fifth-generation (5G) wire-
less networks. In order to jointly design the two performance
requirements, in this paper a new performance metric called
effective energy efficiency (EEE) is defined as the ratio of the
effective capacity (EC) to the total power consumption in a
cellular network with underlaid device to device (D2D) com-
munications. We aim to maximize the EEE of the D2D network
subject to the D2D device power constraints and the minimum
rate constraint of the cellular network. Due to the non-convexity
of the problem, we propose a two-stage difference-of-two-concave
(DC) function approach to solve this problem. Towards that end,
we first introduce an auxiliary variable to transfer the fractional
objective function into a subtractive form. We then propose a
successive convex approximation (SCA) algorithm to iteratively
solve the resulting non-convex problem. The convergence and
the global optimality of the proposed SCA algorithm are both
analyzed. The numerical results are presented to demonstrate
the effectiveness of the proposed algorithm.
I. INTRODUCTION
In recent years, wireless data has been experiencing an
explosive evolution in its volume [1]. It becomes apparent
that delay-sensitive mission critical type applications in the
fifth-generation (5G) networks have gained more and more
interest. Mission critical applications and services such as re-
mote surgery, autonomous driving, and vehicle transportations,
etc. all demand ultra reliable low latency communications
(URLLC) [2].1 The URLLC inevitably brings in a variety of
technical challenges for the 5G wireless system design [3]. It
would be even more challenging to achieve low latency and
low energy consumption at the same time.
Shannon capacity has been employed to evaluate the system
capacity/throughput in the traditional wireless networks and
it is deemed as an appropriate metric for spectrum efficiency
(SE) at the physical layer when the constraints on the buffering
delay at the upper layers are not considered [4]. However, a
high throughput on the physical layer normally indicates a high
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1Time delaying required for information exchange via wireless networks
upper layer buffering delay as well, making high throughput
and low latency seem-like two conflicting goals. Thus to
support mission critical delay-sensitive application with above
1 Gbbps downlink data rate, below 1 ms link latency, and
90 % reduction in network energy consumption [4], effective
mechanisms are needed to address these conflicting goals.
Effective capacity (EC) has been used as a more generalized
link-level capacity metric by specifying the maximum arrival
rate with a delay-outage probability threshold at upper layers
[5]. It can be advantageously utilized to facilitate the opti-
mization of system resource allocation by jointly considering
wireless throughput and latency. A power allocation strategy
to maximize EC subject to an EE constraint for delay-limited
mobile multimedia applications was introduced in [6]. In [7],
EC is maximized under statistical delay QoS requirements to
measure a downlink non-orthogonal multiple access (NOMA)
network.
Device-to-device (D2D) communication has been recog-
nized as one of the key techniques to address energy and
spectrum issues in wireless networks and has recently at-
tracted tremendous research attentions from both industry
and academia. The technology itself has been included in
the 3GPP release 12 standard specifications [8], [9]. A D2D
pair consists of one D2D transmitter (DT) and one D2D
receiver (DR) in close proximity, which can communicate
directly rather than via a cellular base station (BS). D2D
communication provides new mobile service opportunities and
reduces the data traffic in cellular networks by offloading [10].
D2D communications can effectively support mission-critical
applications such as disaster monitoring and relief services due
to the low-cost deployment and low-complexity configuration
[11], [12]. Furthermore, D2D communications can improve the
spectral utilization and reduce latency by enabling direct one-
hop communication between the neighboring mobile devices
instead of the two-hop communication via BS. It can also
improve the energy efficiency by shortening the communi-
cation distance. Thus D2D communication is well suited for
delay constrained and low power communications [13], which
motivates the work in this paper.
In this paper, we consider a cellular network where mul-
tiple D2D pairs access the cellular network for low-latency
transmission. Each D2D transmitter (DT) has a distinct de-
lay requirement with different channel conditions. We aim
to maximize the system effective energy efficiency (EEE)
subject to constraints on the D2D transmit power and on
the achievable rate of the cellular network. To that end, we
propose a successive convex approximation (SCA) algorithm
based on a two-stage difference-of-concave (DC) function to
solve this EEE maximization problem. Particularly, we first
transfer the formulated problem in a fractional form into an
equivalent subtractive form by introducing a variable, which
can be solved via the Dinkelbach algorithm. Then, we employ
an SCA algorithm to iteratively derive an efficient resource
allocation scheme. The resulting problem can be solved via
the interior-point method at each iteration. In addition, the
convergence and the globally optimal solution of the proposed
SCA algorithm are analyzed. Finally, the numerical results are
presented to show the superiority of our proposed algorithm
in comparison with the EC scheme in terms of the EEE
performance. Also, we show that the delay-QoS exponent has
an adverse effect in the EEE performance.
II. SYSTEM MODEL
In this paper, we investigate a D2D-based cellular system
that consists of one cellular BS, one cellular user (CU), N
D2D pairs. Each node or device is equipped with a single an-
tenna. We denote hji, hc, hu,i, and hd,i as the complex channel
coefficients for the links from the j-th DT the i-th DR, from
the CU to the cellular BS, from the CU to the i-th DR, and
from the i-th DT to the cellular BS, respectively. All the chan-
nels are modeled as independent and identically distributed
(i.i.d) zero mean and circularly symmetric complex Gaussian
(ZMCSCG) random variables. The discrete-time block fading
channel model is considered in this paper, i.e., the channel
gains remain constant during an interval corresponding to the
coherence time but vary independently across intervals. In this
model, multiple D2D pairs opportunistically access and reuse
the frequency resources of the cellular network, which depends
on the fact that the D2D pairs gain access when the cellular
network performs spectrum sensing and detection correctly
[14].
Particularly, we denote ρt as the transmission probability of
the CU with a fixed transmit power. D2D users detect whether
the channel is idle or busy via spectrum sensing. The channel
is idle when no CU is using that channel and it is busy when
it is occupied by the CU. We also denote ρd and ρf as the
probabilities of correct detection and false alarm of channel
sensing process [14]. Following the above assumptions, we
have the following four states:
1) State 1: D2D correctly detects the spectrum being idle.
This probability is ρ1 = (1− ρt)(1− ρf ).
2) State 2: D2D falsely detects the channel being idle while
the channel is actually used by a CU, resulting in a false
alarm. This probability is ρ2 = (1− ρt)ρf .
3) State 3: D2D correctly detects the channel being busy.
This probability can be denoted as ρ3 = ρtρd.
4) State 4: D2D falsely detects the channel being busy
while it is actually idle, resulting in a mis-detection.
This probability is given as ρ4 = ρt(1− ρd).
We denote S = {1, 2, 3, 4} as the set of the aforementioned
four states. p
(i)
d,l is the transmit power from the i-th DT at state
l ∈ S , which has two power levels, i.e., p
(i)
d,l = p
(i)
I when the
channel is detected to be idle, whereas p
(i)
d,l = p
(i)
B when the
channel is detected to be busy. Thus, the transmit power at the
i-th DT is given by
p
(i)
d,l =
{
p
(i)
I ≤ p
max
I , l ∈ {1, 4},
p
(i)
B ≤ p
max
B , l ∈ {2, 3},
(1)
where pmaxI and p
max
B are the maximum powers of p
(i)
I and
p
(i)
B , respectively.
The achievable rate at i-th DR in State l is given by
R
(i)
d,l = B log2
(
1 +
p
(i)
d,l|hii|
2∑
j 6=i p
(i)
d,l|hji|
2 + alpu|hu,i|2 + σ2d,i
)
,
(2)
where pu denotes the transmit power at the CU, B is the
channel bandwidth, σ2d,i is the noise power at the i-th DR,
and al can be expressed as
al =
{
0, l ∈ {1, 2},
1, l ∈ {3, 4}.
(3)
The achievable throughput of state l ∈ S at the cellular
network can be expressed as
Rc,l =


0, l ∈ {1, 2},
B log2
(
1 + pu|hc|
2
∑
N
i=1 p
(i)
d,l
|hd,i|2+σ2c
)
, l ∈ {3, 4},
(4)
where σ2c is the noise power at the cellular BS. Thus, the sum
throughput of the cellular network over all D2D detected states
is written as
Rc = ρ3Rc,3 + ρ4Rc,4. (5)
A. Problem Formulation
In this subsection, we consider the performance metric
EEE based on the statistical delay criteria in D2D networks.
The EEE of the D2D network is maximized subject to the
minimum sum throughput constraint of the cellular network
and the D2D transmit power constraints. We first derive the
EC based on buffer or delay violation probabilities. EC is
the maximum constant arrival rate that can be supported by a
given channel service process in order to guarantee a statistical
QoS requirement specified by a QoS exponent for the arrival
process [5]. We denote Q and θ as the stationary queue length
and the decay rate of the tail distribution of the queue length
Q at the arrival process, respectively. The delay violation
probability can be expressed as
lim
D→∞
ln Pr{Q ≥ D}
D
= −θ. (6)
For a given θ, the probability that the steady-state queue length
exceeds a threshold Dmax is approximated as
Pr{Q ≥ Dmax} ≈ e
−θDmax . (7)
Then the EC can be defined as [14], [15]
− lim
T→∞
1
θT
lnE
{
e−θS(T )
}
= −
∆(−θ)
θ
, (8)
where ∆(θ) = limT→∞
1
T
lnE{eθS(T )} denotes the logarithm
of the moment generating function of the time accumulated
service process S(T ) =
∑T
k=1 C(k). C(k) can be defined
as the discrete time, stationary and ergodic stochastic service
process [15]. According to the Markov-modulated process and
the state transition matrix A, we have [14], [15]
∆(θ)
θ
=
1
θ
ln[̺(Φ(θ)A)], (9)
where ̺(·) is the spectral radius of a matrix, and Φ(θ) is
diagonal matrix where its diagonal entries represent the mo-
ment generating functions of the processes in these four states.
According to the above definition, we derive the expression of
the EC at the i-th DR in the sequel. Let θi be the QoS exponent
of DR i. From (2), we have
Φ(θi) = diag
[
eθiR
(i)
d,1 , eθiR
(i)
d,2 , eθiR
(i)
d,3 , eθiR
(i)
d,4
]
. (10)
Also, A = [am,n] ∈ R
4×4, am,n = pn, ∀(m,n) ∈ S is rank-
one matrix, which follows that
̺(Φ(θi)A)=Tr(Φ(θi)A)
=ρ1e
θiR
(i)
d,1+ρ2e
θiR
(i)
d,2+ρ3e
θiR
(i)
d,3+ρ4e
θiR
(i)
d,4 . (11)
From (9), (10), and (11), the effective capacity of the i-th DR
over all four states is given by
Ecd,i = −
1
θi
ln
(
ρ1e
−θiR
(i)
d,1 + ρ2e
−θiR
(i)
d,2 + ρ3e
−θiR
(i)
d,3
+ρ4e
−θiR
(i)
d,4
)
. (12)
Thus, the sum effective capacity of the D2D users can be
derived as
Ecd =
N∑
i=1
Ecd,i. (13)
In addition, the total power consumption of D2D users is given
by
Ptotal =
1
ξ
4∑
l=1
N∑
i=1
p
(i)
d,l + Pc, (14)
where ξ ∈ [0, 1] denotes the power amplifier (PA) efficiency,
which depends on the design and implementation of the
PA, Pc =
∑N
i=1 pc,i, and pc,i denotes the circuit power
consumption at the i-th DT. To proceed, we formulate the
EEE as
ηEEE =
Ecd
Ptotal
. (15)
In order to reduce latency and improve the EE of the D2D
network, we aim to maximize the EEE of the D2D networks,
subject to the D2D transmit power constraints at each state
and the minimum sum throughput constraint of the cellular
network. The problem is formulated as:
P1 : max
p
(i)
d,l
ηEEE (16a)
s.t. 0 ≤ p
(i)
d,l ≤ p
max
I , ∀i ∈ N, l ∈ {1, 4}, (16b)
0 ≤ p
(i)
d,l ≤ p
max
B , ∀i ∈ N, l ∈ {2, 3}, (16c)
Rc ≥ Rmin. (16d)
Problem (16) is not convex due to the fractional programming
objective function (16a) and constraint (16d). In the following,
we consider two-stage DC-based SCA algorithm to achieve the
optimal resource allocation.
III. EFFECTIVE ENERGY EFFICIENT RESOURCE
ALLOCATION
In this section, we propose a two-stage DC-based SCA
algorithm to solve problem (16). It is observed that the
objective function (16a) is a fraction programming, thus, we
first introduce an auxiliary variable q ≥ 0 to transform it into
the following subtractive-form.
P2 : max
p
(i)
d,l
,q
Ecd − qPtotal, (17a)
s.t. (16b), (16c), (16d). (17b)
We denote q∗ and ηEEE(q) as the optimal value of P1 and
P2, respectively. We have the following optimal condition:
q = q∗ ⇔ ηEEE(q) = 0. (18)
This indicates that the optimal solution of P1 is equivalent to
the one that satisfies ηEEE(q) = 0 [16] [17]. Thus, an iterative
approach can be used to achieve q∗ via solving problem (17),
which has been shown to converge to a fixed value [16]. We
summarize this procedure in Algorithm 1.
Algorithm 1: Effective Energy Efficient Resource Alloca-
tion Algorithm
1) Initialization: tolerance ν, and q = 0
2) Repeat:
• Solve problem (17) for given q in Algorithm 2.
• Compute ν∗ = Ecd − qPtotal.
• Update q =
Ecd
Ptotal
.
3) Until ν∗ ≤ ν.
Next, we address problem P2 for a given q, which is still non-
convex due to (17a) and (16d). In order to make it tractable,
we employ a DC-based SCA algorithm to solve P2 iteratively.
Now, we rewrite (17) via introducing a set of slack variables
R¯
(i)
d,l, ∀i ∈ {1, ..., N}, ∀l ∈ S , as
P3 : max
p
(i)
d,l
,R¯
(i)
d,l
N∑
i=1
−
1
θi
ln
[
ρ1e
−θiR¯
(i)
d,1+ρ2e
−θiR¯
(i)
d,2+ρ3e
−θiR¯
(i)
d,3
+ρ4e
−θiR¯
(i)
d,4
]
− q
(
1
ξ
4∑
l=1
N∑
i=1
p
(i)
d,l + Pc
)
(19a)
s.t. (16b), (16c),
B log2
(
1+
p
(i)
d,l|hii|
2∑
j 6=i p
(j)
d,l |hji|
2+αlpu|hu,i|2+σ2d,i
)
≥R¯
(i)
d,l,
(19b)
ρ3B log2
(
1+
pu|hc|
2∑N
i=1 p
(i)
d,3|hd,i|
2+σ2c
)
+ρ4B log2
(
1+
pu|hc|
2∑N
i=1 p
(i)
d,4|hd,i|
2+σ2c
)
≥Rmin. (19c)
R¯
(i)
d,l ≥ 0. (19d)
Again P3 is not convex and intractable due to (19b) and (19c).
We consider a DC-based SCA scheme to approximate these
constraints iteratively so that P3 can be reformulated into a
convex optimization problem.
A. DC-based SCA Scheme
In this subsection, we propose a DC-based SCA scheme to
linearize the constraints (19b) and (19c) respectively to make
P3 tractable. First, we reformulate the constraints (19b) and
(19c) in the DC form as
R
(i)
d,l(pl)=h
(i)
l (pl)− f
(i)
l (pl), (20a)
Rc(p)=ρ3
(
H3(p3)−F3(p
(k)
3 )
)
+ρ4
(
H4(p4)−F4(p
(k)
4 )
)
,
(20b)
where pl = [p
(1)
d,l , ..., p
(N)
d,l ]
T , p = [pT1 , ...,p
T
4 ]
T and
h
(i)
l (pl)=B log2
(
σ
2
d,i+alpu|hu,i|
2+
N∑
j=1
p
(j)
d,4|hji|
2
)
, (21a)
f
(i)
l (pl)=B log2

σ2d,i+alpu|hu,i|2+∑
j 6=i
p
(j)
d,4|hji|
2

 , (21b)
H3(p3)=B log2
(
σ
2
c+
N∑
i=1
p
(i)
d,3|hd,i|
2+pu|hc|
2
)
,
F3(p3)=B log2
(
σ
2
c+
N∑
i=1
p
(i)
d,3|hd,i|
2
)
,
H4(p4)=B log2
(
σ
2
c+
N∑
i=1
p
(i)
d,4|hd,i|
2+pu|hc|
2
)
,
F4(p4)=B log2
(
σ
2
c+
N∑
i=1
p
(i)
d,4|hd,i|
2
)
.
Let us first approximate (20a). It is worth mentioning that
although both (21a) and (21b) are concave functions, the dif-
ference between them is not necessarily concave. To proceed,
we employ the first-order Taylor approximation to linearize
f
(i)
l (pl) with pl = p
(k)
l at each iteration [18], [19]. Thus,
f
(i)
l (pl) ≈ f
(i)
l (p
(k)
l )− 〈∇f
(i)
l (p
(k)
l ),pl − p
(k)
l 〉, (22)
where 〈x,y〉 = xTy,
∇f
(i)
l (p
(k)
l ) =
1
σ2d,i + alpu|hu,i|
2 +
∑
j 6=i
(
p
(j)
d,l
)(k)
|hji|2
ui,
ui(i) = 0, ui(j) =
B
ln 2 |hji|
2. By exploiting the first-order
Taylor approximation, constraint (19b) can be lower bounded
at the k-th iteration as follows:
R˜
(i)
d,l(pl) =h
(i)
l (pl)−f
(i)
l (p
(k)
l )
−〈∇f
(i)
l (p
(k)
l ),pl−p
(k)
l 〉 ≥ R¯
(i)
d,l. (23)
Constraint (19c) can be approximated in a similar manner,
which can also be lower bounded as
R˜c(p) = ρ3
[
H3(p3)− F3(p
(k)
3 )− 〈∇F3(p
(k)
3 ),p3 − p
(k)
3 〉
]
+ ρ4
[
H4(p4)− F4(p
(k)
4 )− 〈∇F4(p
(k)
4 ),p4 − p
(k)
4 〉
]
≥ Rmin, (24)
where
F3(p
(k)
3 ) = B log2
(
σ
2
c +
N∑
i=1
(
p
(i)
d,3
)(k)
|hd,i|
2
)
,
∇F3(p
(k)
3 ) =
1
σ2c +
∑N
i=1
(
p
(i)
d,3
)(k)
|hd,i|2
vi,
F4(p
(k)
4 ) = B log2
(
σ
2
c +
N∑
i=1
(
p
(i)
d,4
)(k)
|hd,i|
2
)
,
∇F4(p
(k)
4 ) =
1
σ2c +
∑N
i=1
(
p
(i)
d,4
)(k)
|hd,i|2
vi,vi(i) =
B
ln 2
|hd,i|
2
.
Thus, problem (19) is reformulated as
P4 : max
p
(i)
d,l
,R¯
(i)
d,l
N∑
i=1
−
1
θi
ln
(
e
ln(ρ1)−θiR¯
(i)
d,1+e
ln(ρ2)−θiR¯
(i)
d,2
+e
ln(ρ3)−θiR¯
(i)
d,3+e
ln(ρ4)−θiR¯
(i)
d,4
)
− q
(
1
ξ
4∑
l=1
N∑
i=1
p
(i)
d,l + Pc
)
s.t. (16b), (16c), (19d), (23), (24). (25)
Note that the objective function in P4 is equivalent to (19a).
It can be easily verified that the objective function in P4
is a logarithm of sum of exponentials, which is a convex
function, and all constraints are convex. Thus, P4 is a convex
optimization problem for given p
(k)
l at each iteration. We
present Algorithm 2 to iteratively solve P4.
Algorithm 2: DC-based power allocation algorithm
1) Initialization: Iteration number k = 0, and p
(0)
l such
that problem (19) is feasible.
2) Repeat
3) Solve problem P3 to obtain the optimal solution p
∗
l .
4) Set k := k + 1.
5) Update p
(k+1)
l = p
∗
l .
6) Until convergence achieved.
In order to perform Algorithm 2, we first initialize the D2D
transmit power p
(0)
l at the four states. At the k-th iteration, we
solve problem P4 via interior-point methods [20] to achieve
the optimal power allocation p∗l . Then, we iteratively update
the D2D power allocation for the following iteration until the
algorithm converges.
Consequently, we analyze the convergence of Algorithm 2.
We first write a general DC form in terms of (20a) and (20b)
as follows:
F (x) = h(x)− g(x), (26)
where both h(x) and g(x) are differentiable, x ∈ X , and
X ∈ RN . The following lemma is required:
Lemma 1: Algorithm 2 converges to a stationary point in
the convex set of power allocation (i.e., pl).
Proof: According to [21], [22], a stationary point of the
function F (x) in domain X is a point x˜, and satisfy the
following inequality,
〈∇F (x˜),x− x˜〉 ≥ 0, ∀x ∈ X . (27)
Also, it is assumed that the approximate F˜ (k)(x) at the k-th
iteration (c.f. (23) and (24)), and F (x) (c.f. (20)) are identical
at x(k), thus, we have the following relation:
F (x(k))= F˜ (k)(x(k))≥ F˜ (k)(x(k+1))≥F (k)(x(k+1)), (28)
where the first inequality in (28) implies that x(k+1) is the
optimal point of problem (25), and the second inequality is
from F˜ (k)(x) ≥ F (x). When F (x) converges with k → ∞,
the equalities in (28) hold. It means that x(k) and xk+1 are
optimal values of F˜ (k)(x) in X , which are also stationary
points of F˜ (k)(x) with its convexity [21]. Thus, (27) can be
rewritten at x˜ = x(k) as〈
∇h(x(k))−∇f(x(k)),x− x(k)
〉
≥ 0, ∀x ∈ X . (29)
It can be readily shown that (20a) and (20b) are increasing
functions in terms of pl and satisfy the relation in (29), which
means that p
(k)
l is a stationary point of Algorithm 2.
The following lemma is required to analyze the necessary
condition of Algorithm 2 to achieve global optimality.
Lemma 2: The globally optimal solution of problem P3 can
be achieved when the D2D devices transmit at the maximum
power levels at all the four states.
Proof: We prove the lemma by using contradiction. It is
assumed that the optimal D2D power p∗l =
{(
p
(i)
d,l
)∗}
i∈N
of
P3 is not the maximum allowed power, i.e.,(
p
(i)
d,l
)∗
< pmaxI , ∀l ∈ {1, 4},(
p
(i)
d,l
)∗
< pmaxB , ∀l ∈ {2, 3}.
There must exist κ > 1 such that the following equalities hold
κ
(
p
(i)
d,l
)∗
= pmaxI , ∀l ∈ {1, 4},
κ
(
p
(i)
d,l
)∗
= pmaxB , ∀l ∈ {2, 3}.
From (19b), let us denote
I
(i)
d,l (p
∗
l ) =
∑
j 6=i
(
p
(j)
d,l
)∗
|hji|
2+αlpu|hu,i|
2+σ2d,i.
We have I
(i)
d,l (κpl) < κI
(i)
d,l (pl) [23, Theorem 1]. Thus, the
following relationship holds:
(p
(i)
d,l)
∗|hii|
2
I
(i)
d,l (p
∗
l )
=
κ(p
(i)
d,l)
∗|hii|
2
κI
(i)
d,l (p
∗
l )
<
κ(p
(i)
d,l)
∗|hii|
2
I
(i)
d,l (κp
∗
l )
. (30)
Accordingly, we have
B log2
(
1+
(p
(i)
d,l)
∗|hii|
2
I
(i)
d,l (p
∗
l )
)
< B log2
(
1+
κ(p
(i)
d,l)
∗|hii|
2
I
(i)
d,l (κp
∗
l )
)
.
(31)
This leads to the fact that a higher D2D achievable rate
is achieved with the maximum allowed power allocation
κ
(
p
(i)
d,l
)∗
, which is a contradiction. Similar procedures and
argument are applicable for the constraint (19c).
IV. NUMERICAL RESULTS
In this section, we provide the numerical results to validate
our proposed algorithm. The system model consists of 5
D2D pairs. In our simulation, the Rayleigh fading channel
is assumed. We set the probabilities of the CU transmission,
correct detection in D2D networks, and the false alarm of
channel sensing process as ρt = 0.5, ρf = 0.1, and ρd = 0.9,
respectively. Also, we assume that the maximum available
D2D transmit powers are pmaxI = 20 dBm and p
max
B =
10 dBm, and the QoS exponent of each D2D pair is set to
θi = θ = 5, ∀i ∈ N unless otherwise specified. The tolerance
to terminate Algorithm 1 is ν = 10−4. In all simulation results,
the legend “EEE” denotes our proposed scheme to solve P1
while the legend “EC” represents the existing EC scheme
proposed in [14] .
First, we evaluate the convergence of Algorithm 1 in Fig.
1, where the QoS exponential of each DT can be set to
θi = i. One can see from this figure that the EEE performance
is iteratively improved at each iteration, and the algorithm
converges to a fixed value at the fourth iteration. Also, it can
be observed that our proposed scheme outperforms the EC
scheme in terms of EEE performance.
Next, the EEE performance versus the maximum available
D2D transmit power (i.e., pmaxI or p
max
B ) is examined in Fig.
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Fig. 1: Convergence performance of Algorithm 1.
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Fig. 2: Effective energy efficiency versus pmaxI .
2, which shows that the EEE performance increases with
pmaxI at the lower power region. Beyond p
max
I = 20 dBm,
our proposed scheme reaches the saturation point and further
increase in transmit power brings no enhancement in the EEE
performance, whereas the EC scheme starts the decreasing
trend with the increase of pmaxI . This indicates the fact that it
is not suitable to spend full transmit power of each D2D pair
from the perspective of EEE performance in the high power
region. Similar trends and arguments can be also observed
from Fig. 3.
Fig. 4 shows that the EEE performance versus delay QoS
exponent θ. From this figure, it can be observed that the EEE
performance has a decreasing trend with θ. This is due to
the fact that the D2D networks with a smaller QoS exponent
θ has a higher tolerance of the delay, which offers a better
EEE performance. In addition, we also observe that a larger
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Fig. 4: Effective energy efficiency versus QoS exponent θ.
number of D2D pairs can yield a better EEE performance, and
our proposed EEE scheme always outperforms the EC scheme.
V. CONCLUSIONS
In this paper, we investigated the low-latency energy effi-
ciency issues in a celluar network that supports D2D. A novel
metric EEE for the D2D network is exploited in order to satisfy
the low-latency and energy consumption requirements. We
aims to maximize the EEE of the D2D network, subject to the
D2D transmit power constraints as well as the minimum sum
throughput of the cellular network. We proposed a two-stage
DC-based SCA approach to solve this problem. The numerical
results are presented to validate the proposed algorithm and
show that the proposed scheme outperforms the EC scheme. It
was also obsered that the delay QoS exponent has an adverse
impact on the EEE performance.
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