A weak Galerkin discretization of the boundary value problem of a general anisotropic diffusion problem is studied for preservation of the maximum principle. It is shown that the stiffness matrix of the discretization is not an M -matrix in general, and therefore the theory of M -matrices, which has been commonly used for the study of preservation of the maximum principle for finite element methods, cannot be applied. To avoid this difficulty, a reduced system containing only the degrees of freedom on edges is first obtained by eliminating the degrees of freedom on elements and shown to satisfy the discrete maximum principle under suitable mesh conditions. The discrete maximum principle is then established for the full weak Galerkin approximation using the relations between the degrees of freedom located on elements and edges. A sufficient mesh condition for the situation with a piecewise constant diffusion matrix is that all of the angles of any mesh element are nonobtuse when measured in the metric specified by the inverse of an average of the diffusion matrix on the element. For the general diffusion matrix situation, a discrete maximum principle can be guaranteed if the mesh is sufficiently fine and not very skewed and O(h 2 )-acute when measured in the metric by the inverse of the average of the diffusion matrix on elements. Numerical examples are given to demonstrate the theoretical findings.
Introduction
We are concerned with the discrete maximum principle for a weak Galerkin discretization of the boundary value problem (BVP) of a two-dimensional anisotropic diffusion problem,
where Ω ⊂ R 2 is a polygonal domain, f and g are given functions, and A is a symmetric and uniformly positive definite diffusion matrix defined on Ω. It is known (e.g., see Evans [10] ) that the classical solution of (1) satisfies the maximum principle,
It is theoretically and practically important to investigate if a numerical approximation to (1) preserves such a property. Indeed, preservation of the maximum principle has attracted considerable attention from researchers; e.g., see [4, 6, 8, 9, 12, 16, 13, 14, 15, 18, 19, 20, 22, 23, 24, 29, 30, 31, 32, 33, 36, 37, 38, 39] . For example, it is shown by Ciarlet and Raviart [8] and Brandts et al. [4] that linear finite element solutions to isotropic diffusion problems (where the diffusion matrix takes the form A = α(x)I for some scalar function α(x)) satisfy a discrete maximum principle (DMP, a discrete version of the maximum principle) if all of the mesh elements have nonobtuse dihedral angles. This nonobtuse angle condition can be replaced in two dimensions by a weaker condition (the Delaunay condition) [32] which requires the sum of any pair of angles facing a common interior edge to be less than or equal to π. For anisotropic diffusion problems, Drǎgǎnescu et al. [9] show that the nonobtuse angle condition fails to guarantee the satisfaction of a DMP for a linear finite element approximation. Various techniques, including local matrix modification [15, 22] , mesh optimization [24] , and mesh adaptation [20] , have been proposed to reduce spurious oscillations. More recently, it is shown by Li and Huang [18] that linear finite element solutions to anisotropic diffusion problems can be guaranteed to satisfy a DMP if the mesh satisfies an anisotropic nonobtuse angle condition where mesh dihedral angles are measured in the metric specified by A −1 instead of the Euclidean metric. The result is extended to two dimensional problems [12] , problems with convection and reaction terms [23] , and time dependent problems [19] .
The objective of this paper is to investigate the preservation of the maximum principle by a weak Galerkin approximation of BVP (1) with a general anisotropic diffusion matrix A. The weak Galerkin method, recently introduced by Wang and Ye [35] , is a finite element method which uses a discontinuous finite element space and approximates derivatives with weakly defined ones on functions with discontinuity. It can be easy to implement for meshes containing arbitrary polygonal/polyhedral elements [25, 27, 34, 35] . The method has been successfully applied to various model problems [26, 27] , and its optimal order convergence has been established for second order elliptic equations [27, 34, 35] . On the other hand, the weak Galerkin method has not been studied in the aspect of preserving the maximum principle. Such studies are useful in practice to avoid unphysical numerical solutions. They are also beneficial in theory since they provide in-depth understandings of the newly developed weak Galerkin method. It should be pointed put that such studies are not trivial. A commonly used and effective tool in the study of preservation of the maximum principle is the theory of M -matrices, matrices in the form of sI − B, where I is the identity matrix of some order n > 0, s is a positive number, and B is a nonnegative matrix (B(i, j) ≥ 0) with spectral radius less than s. Unfortunately, the theory cannot be used directly for the current situation. Unlike standard finite elements, the weak Galerkin method defines the degrees of freedom separately on edges and inside elements. (For the current work, we consider a simplest and lowest order weak Galerkin method where solutions are approximated using functions that are piecewise constant on edges and inside elements.) The resultant stiffness matrix typically has negative and positive off-diagonal entries and thus is not an M -matrix. To avoid this difficulty, we consider a two-step procedure for the study of preservation of the maximum principle. We first obtain a reduced system involving only the degrees of freedom on edges, and show that it satisfies a DMP if the mesh is sufficiently fine and meets an O(h 2 )-acute anisotropic angle condition. We then show that the weak Galerkin approximation to the solution on elements also satisfies a DMP.
An outline of the paper is given as follows. A weak Galerkin discretization for BVP (1) is given in §2. A weak gradient is defined and the properties of the discrete system are discussed in §3. Preservation of the maximum principle is studied in §4, followed by numerical examples in §5. Finally, conclusions are drawn in §6.
The weak Galerkin formulation
In this section we describe a simplest and lowest order weak Galerkin discretization for BVP (1) .
We start with introducing some notation. For any given polygonal domain D, we use the standard notation for Sobolev spaces H s (D) and H s 0 (D) with s ≥ 0. The inner-product, norm, and semi-norms in H s (D) are denoted by (·, ·) s,D , · s,D , and | · | r,D (0 ≤ r ≤ s), respectively. When s = 0, H 0 (D) coincides with L 2 (D), the space of square integrable functions. In this case, the subscript s is suppressed from these notation. So is the subscript D when D = Ω. For s < 0, the space H s (D) is defined as the dual of H −s 0 (D). The above notation is extended in a straightforward manner to vector-valued and matrix-valued functions and to an edge, a domain with a lower dimension. Particularly, · s,e and · e denote the norm in H s (e) and L 2 (e), respectively.
The variational form of BVP (1) then reads as: Given f ∈ H −1 (Ω) and g ∈ H 1 2 (∂Ω), find u ∈ H 1 (Ω) such that u = g on ∂Ω and
where ·, · denotes the duality form on Ω.
To define the weak Galerkin approximation of (3), let T h be a given triangular mesh on Ω. For each triangle K ∈ T h , denote the interior and boundary of K by K 0 and ∂K, respectively. Also, denote the diameter (i.e., the length of the longest edge) of K by h K and let h = max K∈T h h K . The boundary ∂K of K consists of three edges. Denote by E h the set of all edges in T h . For simplicity, hereafter we use " " to denote "less than or equal to up to a general constant independent of the mesh size or functions appearing in the inequality". We denote by P 0 (K 0 ) the set of constant polynomials on the interior K 0 of triangle K. Likewise, P 0 (e) is the set of constant polynomials on e ∈ E h . Following [35] , we define a weak discrete space on mesh T h by V h = {v : v| K 0 ∈ P 0 (K 0 ) for K ∈ T h ; v| e ∈ P 0 (e) for e ∈ E h }.
Note that V h does not require the continuity of its functions across interior edges. A function in V h is characterized by its values (v 0 ) on the interior of the elements and those (v b ) on edges. It is often convenient to represent it with two components, v = {v 0 , v b }. V h is one of the lowest order weak Galerkin space defined on triangular meshes [35] . To cope with the boundary conditions, for a given piecewise constant function g h defined on E h ∩ ∂Ω we denote
h . The weak Galerkin method seeks an approximation u h ∈ V g h h to the solution of (3), where g h is an approximation to the actual boundary data g. Notice that V h ⊂ H 1 (Ω) and the gradient operator is not well defined for functions in V h . For the moment we assume that a weak gradient, denoted by ∇ w , is defined for functions in V h . (A definition will be given in the next section.) Then, a weak Galerkin finite element approximation is defined as
The well-posedness and error estimates of the weak Galerkin formulation (4) have been discussed in [25, 35] . Equation (4) can be cast in a matrix form. Denote the numbers of the triangles, interior edges, and boundary edges in T h by N 0 , N b , and N ∂ b , respectively. Let φ 0,i (i = 1, . . . , N 0 ) be the basis function in V h associated with the i th element such that its value is 1 on the triangle and 0 on other elements or all edges. Similarly, let φ b,i (i = 1, . . . , N b ) and φ ∂ b,i (i = 1, . . . , N ∂ b ) be the basis functions in V h associated with i th interior and boundary edges, respectively. Then u h = {u 0 , u b } ∈ V h can be expressed as
Recall that u h is discontinuous and it is characterized by its values on elements and edges. For convenience, we define the vector representation for u h as
. . .
Inserting (5) into (4) and taking v h to be the basis functions, we get
where
and g h ∈ R N ∂ b is the vector representation of the discrete boundary data g h . We are interested in the preservation of the maximum principle by the weak Galerkin approximation defined above. A commonly used and effective tool for this type of study is the theory of M -matrices. Unfortunately, the theory cannot be directly applied to the system (6) since, as shown later in Lemma 3.5, the block M b,b in the stiffness matrix M contains positive off-diagonal entries and thus M is not an M -matrix. To avoid this difficulty, we eliminate variable u 0 and obtain the following reduced system for u b and u ∂ b ,
In this next section, we shall show that the stiffness matrix of the reduced system (7) can be an M -matrix under suitable mesh conditions. Notice that the stiffness matrix involves the inverse of M 0,0 . It is easy to see that M 0,0 is diagonal since the support of any basis function φ 0,i does not overlap with the support of other basis functions φ 0,j with j = i. Thus, the involvement of the inverse of M 0,0 will not complicate the analysis of the system. More properties of (7) are discussed in the next section.
For convenience, we rewrite (7) as
3 Weak gradient and properties of the discrete system
In this section we present a definition of the weak gradient operator and study the properties of the discrete system (8) .
We use a definition of the weak gradient operator proposed in [35] . For any element K ∈ T h , we denote the space of the lowest order Raviart-Thomas element [28] on K by RT 0 (K), i.e.,
The degrees of freedom of RT 0 (K) consist of 0 th order moments of normal components on each edge of K. Note that the functions in RT 0 (K) can be written in the form of c(x − x 0 ) for some constant c and vector x 0 . Define
A discrete weak gradient [35] 
where n is the unit outward normal on ∂K. Such a discrete weak gradient is well-defined on V h . Indeed, ∇ w φ 0,i , ∇ w φ b,i , and ∇ w φ ∂ b,i can be found explicitly. To this end, we denote the centroid and area of K ∈ T h by x K and |K|, respectively and the length of e ∈ E h by |e|.
Lemma 3.1. Letting K be the i th triangle in T h , then
Proof. Taking v h = φ 0,i and q = 1 0 and 0 1 in (9), we have
which implies K ∇ w φ 0,i dx = 0. Since both components of ∇ w φ 0,i are linear polynomials, we get ∇ w φ 0,i = c(x − x K ) for some constant c. To determine c, we take q = x − x K in (9) and have
Combining this with ∇ w φ 0,i = c(x − x K ), we obtain c = C K .
Remark 3.1. From the definition of x K , one can easily see that
This can also be easily verified by direct calculation. Identity (11) will be used frequently in the following analysis.
Lemma 3.2. Assume that the i th interior edge e i is on ∂K. Then,
where n i,K is the unit outward normal on e i with respect to K and C K is given in (10) . The formula also applies to the boundary edge e ∂ i , viz.,
Proof. We only consider ∇ w φ b,i | K since the proof for ∇ w φ ∂ b,i | K is exactly the same. Taking v h = φ b,i and q = 1 0 and 0 1 in (9), we have
Again, since both components of ∇ w φ b,i are linear polynomials, we get
To determine c, we take q = x − x K in (9) and get
From (11), the left-hand side of the above equation becomes c x − x K 2 K . For the right-hand side, we observe that for any x ∈ e i , (x − x K ) · n i,K is equal to one third of the height of triangle K with e i as the base. This implies that the right-hand side is equal to Having obtained ∇ w φ 0,i , ∇ w φ b,i , and ∇ w φ ∂ b,i , we now are ready to find the matrices
where K is the i th triangle and
Proof. As mentioned in §2, M 0,0 is diagonal. Moreover, from Lemma 3.1,
Lemma 3.4. If the i th interior edge e i is an edge of the j th triangle K ∈ T h , then
Similarly, if the i th boundary edge e ∂ i is an edge of the j th triangle K ∈ T h , then
is not an edge of the jth triangle K. On the other hand, when e i is an edge of the jth triangle K, by Lemmas 3.1 and 3.2 we have
This completes the proof for
For the calculation of M b,b and M ∂ b,b , we need to know how many elements are sharing a given edge. We first consider the situation of two interior edges which can be the same. Denote by T i,j the collection of triangles in T h that contain both e i and e j as edges, i.e.,
When e i and e j are the same, T i,j contains two elements sharing the edge. If they are not the same, they can be either the edges of a triangle or two different triangles. T i,j contains an element in the former case and none in the latter. To summarize, T i,j is given by
, for e i = e j (where K and K ′ are elements satisfying e i = e j ∈ ∂K ∩ ∂K ′ ) {K}, for e i = e j and if there exists an element K such that e i , e j ∈ ∂K ∅, for e i = e j and if there is no element K such that e i , e j ∈ ∂K.
For the situation where e i is an interior edge and e ∂ j is a boundary edge, T ∂ i,j contains at most one triangle in T h that takes both e i and e ∂ j as its edges.
Lemma 3.5. Letting e i and e j be two interior edges, it holds that
For the case where e i is an interior edge and e ∂ j is a boundary edge, similarly one has
Proof. The results follow directly from Lemma 3.2 and
Lemma 3.6. For any two interior edges e i and e j , it holds that
Moreover, for any interior edge e i and boundary edge e ∂ j , one has
Proof. Denote by K k the k th triangle in T h . Using the sparsity pattern of M b,0 , M 0,0 and M 0,b , it is not hard to see that
The rest is a straight forward calculation using Lemmas 3.4 and 3.5. The calculation of A ∂ (i, j) is similar.
Remark 3.3. If the diffusion coefficient A is piecewise constant on T h , then by (11) we have
In this case, it is not difficult to see that system (8) is exactly the same as the discrete system of the lowest order Crouzeix-Raviart element (P 1 non-conforming finite element) for (3). Since the mixed-hybrid finite element discretization is also equivalent to the P 1 non-conforming finite element discretization when A is piecewise constant [2] , we know that the weak Galerkin method is equivalent to the mixed-hybrid finite element discretization in this case. However, such an equivalence only means that the weak Galerkin solution u b on edges are equal to the Lagrange multiplier used in the mixed-hybrid finite element discretization. The flux A∇ w u h and the values of u 0 in the weak Galerkin method are in general different from the dual and primal variables in the mixed-hybrid finite element discretization. They are identical only when A is of the form cI for some constant c.
Using the Schwartz inequality on each K i , it is not difficult to see that v T Av ≥ 0. To show A is nonsingular, we notice that matrixĀ = A A ∂ 0 I comes from the Schur complement of matrix M . Since M is non-singular, its Schur complement must also be non-singular. Hence, A is nonsingular.
Lemma 3.8. All row sums ofĀ are non-negative.
Proof. Let e i be an interior edge. For each triangle K ∈ T h , denote by (x i , y i ), i = 1, 2, 3, the vertices of K and byẽ i (i = 1, 2, 3) the locally indexed edge opposite to vertex (x i , y i ). Also denote the unit outward normal vector on these three edges by n 1 , n 2 and n 3 . Let T i be the collection of two triangles sharing edge e i . By Lemma 3.6, the sum of all entries on the i th row, 1 ≤ i ≤ N b , of matrixĀ is
Notice that
Combining the above results, we know that the sum of each of the first N b rows of matrixĀ is 0. The rest of the row sums are just equal to 1.
Discrete maximum principle
We now study the maximum principle for the weak Galerkin approximation (8) . The weak Galerkin approximation to the solution of BVP (1) on edges is said to satisfy a DMP if
The maximum principle has been studied extensively in the past for systems in the form (8) . For example, Ciarlet [6] shows that the DMP
holds if and only if (a) MatrixĀ is monotone, i.e.,Ā is nonsingular andĀ −1 ≥ 0; and where, and hereafter, unless stated otherwise the sign "≤" or "≥" is in the elementwise sense when used for vectors or matrices. The following Lemma is well-known. For completeness, a brief proof is provided. Proof. Conditions (ii) and (iii) imply thatĀ is a Z-matrix (defined as a matrix with non-positive off-diagonal entries and non-negative diagonal entries) and therefore, A is a Z-matrix too. This, together with (i), implies that A is an M -matrix and thus A −1 ≥ 0. Condition (a) follows by directly examiningĀ −1 = A −1 −A −1 A ∂ 0 I and using (ii). Condition (b) follows from (iii) and the fact that A is monotone.
We should point out that there is a difference between (14) and (15) . Generally speaking,
Thus, we need to include (16) as a part of the condition for the weak Galerkin approximation to satisfy a DMP. We now examine system (8) more closely. From Lemmas 3.7, 3.8, and 4.1, to verify the maximum principle one needs to check the sign of the off-diagonal entries ofĀ and the condition (16) . The off-diagonal entries ofĀ are given in Lemma 3.6. When i = j, we know that either T i,j is empty, in which case A(i, j) = 0, or T i,j contains the only triangle K ∈ T h that has both e i and e j as edges, for which we have
Similarly, when interior edge e i and boundary edge e ∂ j are edges of triangle K,
Theorem 4.1. If the mesh satisfies
the weak Galerkin approximation (8) to the solution of BVP (1) on edges, u b , satisfies the discrete maximum principle (14) when f (x) ≤ 0.
Proof. From (17) and (18), (19) implies that all off-diagonal entries of matrixĀ are non-positive. Combining this with Lemmas 3.7 and 3.8, we know that the conditions in Lemma 4.1 are satisfied. For the condition (16), from Lemma 3.4 we see that (20) implies that the entries of M b,0 are all non-positive. Moreover, from Lemma 3.3, we know that M (20) implies (16) and the solution of (8) 
Combining this with Theorem 4.1 we conclude that the weak Galerkin approximation (5) satisfies the DMP
where the values of u h (x) on vertices are excluded because u h (x) assumes multiple values on each vertex due to the discontinuity nature of the weak Galerkin approximation.
Proof. From (6), we have
Thus, letting K be the i th element, from Theorem 4.1 we have
From Lemmas 3.3 and 3.4 and the identity (13), we get
which implies (21).
Remark 4.1. In actual computation, the L 2 inner-products on a triangle K involved in the weak Galerkin approximation (8) are typically calculated using quadrature rules. Since most of these quadrature rules still define an inner-product on polynomial functions, the above analysis as well as those to be given below in §4.1 and §4.2 can be extended to the situation with numerical integration. One only needs to replace the L 2 inner-products in the analysis by the discrete L 2 inner-product associated with the quadrature rule. We require that the discrete inner-product satisfy condition (11) , which is true as long as the quadrature is exact for linear polynomials.
Next we look into the conditions in Theorem 4.1 in more detail. Let A K be the average of A over K, i.e.,
Then we can rewrite the left-hand side of (19) as
Denote the unit directions (with the vertices of K being ordered counterclockwisely) along edges e i and e j by e i and e j , respectively. By direct calculation one has
Denote by α i,j,A −1 K the angle (in K) formed by e i and e j and measured in the metric specified by
K . By definition, we have cos α i,j,A
Combining the above results, we get
From this, we can see that the statements that (An i,K , n j,K ) K ≤ 0 and the angle α i,j,A
It is noted that the conditions (19) and (20) can be simplified significantly when A is piecewise constant on T h . For this reason, we study this situation first in the following. The general situation will be discussed afterward.
The case with piecewise constant A
For this case, from (11) the conditions (19) and (20) reduce to
Thus, (20) is satisfied automatically. Moreover, from (23) one can see that (19) is true if all the angles of the mesh are nonobtuse when measured in the metric specified by A [18] , a generalization of the well-known nonobtuse angle condition [4, 8] to the case with a general anisotropic diffusion matrix. They show that the P1 conforming finite element approximation to BVP (1) satisfies a DMP when the mesh condition holds. Like the isotropic diffusion case [17, 32, 37] , it is also shown in [12] that the condition can be replaced by a weaker, Delaunay-type mesh condition in two dimensions. Unfortunately, this may not be true for the weak Galerkin approximation. This is because in the P1 conforming finite element approximation, basis functions are associated with vertices and the support of basis functions associated with any pair of neighboring vertices can overlap over two triangles. It is this twotriangle overlap that leads to a weaker condition in two dimensions. On the other hand, the system (8) involves basis functions associated with edges and the support of basis functions based on any pair of neighboring edges overlaps at most over a triangle, which unlikely leads to a weaker mesh condition.
The case with a general anisotropic matrix A
The general case is considered as a perturbation of the piecewise constant case. Define
where λ min (A(x)) denotes the minimal eigenvalue of A(x). We assume that A is Lipschitz continuous on each element, i.e., for any K ∈ T h , there exists a constant L A,K such that
Then, by the mean value theorem we have
Theorem 4.4. Assume that A is Lipschitz continuous on each element of T h . If the mesh satisfies
, ∀e i , e j ∈ ∂K, e i = e j , ∀K ∈ T h (24)
then the weak Galerkin approximation defined in (4) and (5) satisfies the DMP (22) .
Proof. We first consider the condition (19) . Notice that det(A K ) = λ max (A K )λ min (A K ) and
Assuming that α i,j,A −1 K is nonobtuse, from (23) we have
For the right-hand side of (19), we have
From this and (26), we know that (19) is true when (24) holds. We now consider the condition (20) . For the left-hand side, we have
For the right-hand side, we get
From this and (27), we know that (20) is true when (25) holds. The conclusion is then drawn from Theorem 4.2. (25) is less restrictive, which can be satisfied as long as the mesh is sufficiently fine and the elements are not very skew. 
Numerical Results
In this section we present some numerical results to illustrate the theoretical analysis in the previous sections. This example has been studied in [12, 18] . Notice that the diffusion coefficient matrix is constant on Ω. We solve this problem using the weak Galerkin method on three types of mesh as shown in Fig. 1 . Among them, mesh45 and mesh90 satisfy the mesh conditions in Theorem 4.3 whereas mesh135 does not. The maximum and minimum values of both u b and u 0 are reported in Table  1 . These results confirm the theoretical predictions in Theorem 4.3: both u b and u 0 obtained with mesh45 and mesh90 remain within the range between 0 and 1 but those obtained with mesh135 have undershoots and overshoots. Contour plots, drawn using the average values at vertices, are shown in Fig. 2 . They are consistent with the above observation. 
where k 1 = 1, k 2 = 1 + γe −200(r−0.5) 2 , and γ be a positive parameter. Notice that k 2 is a Gaussian distribution in r and peaks at r = 0.5 with a maximum value γ + 1. The diffusion matrix becomes more anisotropic around r = 0.5 for larger γ. We choose f = 0 and g = sin(x + 0.5)π. The maximum principle implies that the exact solution of the BVP stays between −1 and 1. We now test this problem on all three meshes in Fig. 1 . Because of symmetry, mesh45 and mesh135 give almost identical results up to a reflection across y = 0.5, thus we examine here only the maximum and minimum values on mesh45 and mesh90. In Table 2 It is interesting to point out that both mesh45 and mesh90 do not satisfy the mesh condition (24) for any value of γ or any mesh size. To see this, we first notice that the diffusion matrix A has negative off-diagonal entries, (k 2 − k 1 ) sin θ cos θ, at all points below the line y = 0.5 and so does A K at all triangles below this line. From (23) , one can see that cos(α i,j,A −1 K ) are negative when e i and e j are horizontal and vertical edges of those triangles. Thus, mesh45 does not satisfy (24) . For mesh90, we consider the four triangles within an arbitrary square and denote the unit normal of the diagonal lines byñ 1 andñ 2 . We assume that h is sufficiently small so that A K is almost the same on these triangles. Then, the left-hand side of (23) ) takes negative values on two of the triangles and therefore mesh90 violates (24) .
The above analysis explains why the maximum principle is violated for most cases shown in Tables 2-5 . On the other hand, the tables also show that the magnitudes of the undershoots and overshoots decrease as h → 0, which is consistent with the fact that the weak Galerkin approximation is convergent [25, 35] . Moreover, one can see from the tables that the maximum principle is satisfied for some cases even when the mesh condition (24) is violated. This does not contradict the theoretical analysis since (24) is only a sufficient condition.
Another observation from Table 2 -5 is that increasing the value of γ worsens the violation of the maximum principle. This is because the problem becomes more anisotropic when γ gets larger. Next, we solve the Example 5.2 on meshes generated by the Delaunay-type triangulator BAMG (Bidimensional Anisotropic Mesh Generator, developed by Hecht [11] ). BAMG is designed to generate triangular meshes with a given metric tensor. Meshes generated by BAMG with A −1 as the metric tensor are shown in Figs. 5 and 6 for different values of γ. These meshes match well with the diffusion coefficient A, which becomes more anisotropic around r = 0.5 and remains nearly isotropic away from r = 0.5. By comparing meshes with different values of γ, we can see that the triangles become more skewed around r = 0.5 as γ becomes larger. Numerical experiments show that weak Galerkin solutions on these meshes satisfy the discrete maximum principle (the results are not shown to save space): all entries of u b as well as u 0 lie between −1 and 1, which agrees with the theoretical prediction given in Theorem 4.4.
Conclusions
In the previous sections we have studied the discrete maximum principle for a simplest and lowest order weak Galerkin discretization of the anisotropic diffusion BVP (1). The main results are stated in Theorems 4.3 and 4.4. Theorem 4.3 states that the weak Galerkin approximation to BVP (1) satisfies a discrete maximum principle if the diffusion matrix A is piecewise constant on the mesh and for any K ∈ T h , all of the angles of K are nonobtuse when measured in the metric specified by A −1 K , where A K is the average of A over K. For the general anisotropic diffusion situation (cf. Theorem 4.4), the mesh is required to be sufficiently fine, not very skewed (cf. (25)), and O(h 2 )-acute (cf. (24)) when measured in the metric specified by A −1 K . These conditions are comparable to the mesh conditions for P1 conforming finite elements in three and higher dimensions but stronger in two dimensions where a Delaunay-type condition is sufficient to guarantee a P1 conforming finite element approximation to satisfy a discrete maximum principle.
Finally, it is worth pointing out that although the analysis has been carried out in this work in two dimensions, it applies to three and higher dimensions without major modifications.
