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ABSTRACT
The transverse momentum (px) dependence of azimuthal decorrelations in
dijet events is studied with data collected, at an integrated luminosity of JCdt =
(36 ± 4) pb-1, from collisions between protons at a center of mass energy of
yfs = 7 TeV using the ATLAS detector at the Large Hadron Collider. The results
of the analysis of jets in a central rapidity of \y\ < 0.8 and px in the range
60 GeV < px < 1200 GeV are presented. A new observable Ra4>, defined as the fraction
of the total dijet cross section corresponding to a particular range of opening angles
between the two jets with the highest px, is measured as a differential quantity in
the pt of the jet with highest px- The results of the analysis are compared with
good agreement to next-to-leading order perturbative QCD calculations as well as the
predictions from different Monte Carlo generators including PYTHIA and ALPGEN.
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CHAPTER 1
INTRODUCTION
1.1 Standard Model
All matter in the universe is composed of tiny particles that are considered to
be indivisibly small. However, theoretical and experimental evidence for much tinier
particles has surfaced over the past decades. There is a continuing change in the
perception, of what fundamental particles constitute matter and the universe. This
change is due to the advent of technology in the context of detectors, computing and
electronics, and predictions from new theories of physics. Thus the quest for finding
the fundamental particles of matter, that started with coining of the term atom, has
reached its current stage with the discovery of particles like electrons, protons, and
neutrons that are three to six orders of magnitude smaller than the smallest atom.
All the fundamental particles that form a zoo of composite particles are classified and
described in a periodic table of its own and is called the Standard Model.
The goal of physicists and chemists, from the late 19th century, to understand
atomic structure paved the path for theoretical predictions and experimental discoveries
of many particles. The preliminary atomic model underwent multiple changes with
subsequent discoveries in different experiments to reach its present description. One
strikingly common feature in these experiments was that they involved studying the

1

2
radiation emitted by matter or the interaction of radiation on matter. Nuclear physics,
as a new field that involved the studies of radiation of different kind emitted by matter,
evolved and drew a clear distinction from the work of chemists.
Also, one of the first of these experiments by Rutherford and his students in
the early 20th century involved a simple bombardment of atoms with energetic alpha
particles1 and measuring the scattered radiation [1]. Subsequent experiments, developed
between the 1930s to 1960s, got bigger and bigger as the physicists probed matter with
much higher energy particles. Thus, a new field of physics dedicated to the collisions
of accelerated sub-atomic particles and subsequent detection of the outcome had
come into being and is called High Energy Physics. Along with experimentation, new
theories are proposed whose predictions corroborate the observations from experiments.
The predictions from these new theories of new particles and the forces of interaction
between these particles were tested at experiments conducted towards the end of the
20th century. The Standard Model is a testament to the evolution of these two new
fields, High Energy Physics and its parent field Nuclear Physics.
By the 1960s, many of the particles predicted by the Standard Model were
discovered at experiments while many other predicted particles were undiscovered.
About the same time, theories were developed to understand the forces of interactions
among these particles laying foundations to the Standard Model. A first attempt
to sort the particle zoo is attributed to Murray Gell-Mann and gave rise to the
Standard Model of particle physics. The Standard Model represents a collection of
1Now

known to be the nuclei of Helium atoms.

3
different theories developed in between the 1960s and 1970s that helped understand
the existence of different fundamental particles and their interactions.
Theoretically, the Standard Model (SM) is formulated as a combination of the
Quantum Electrodynamics (QED), the Intermediate Vector Boson (IVB) model of
weak interactions, and Quantum Chromodynamics (QCD). QCD is a direct result of
the pioneering work of many physicists, including S. Glashow, S. Weinberg, A. Salam,
M. Gell-Mann [2, 3, 4, 5, 6]. The SM is a quantum field theory based symmetry group
SU(3)c x SU(2)l x U(l)y • The SU(3)c group corresponds to the strong interactions

of the QCD sector with the subscript 'C' representing the color charge in the strong
force interactions. SU(2)l corresponds to the electroweak sector with subscript 'L'
representing that it acts only on left-handed particles. U{l)y corresponds to the
electromagnetic sector with the subscript 'Y' indicating that it acts on particle's
hypercharge2. The group symmetry of the electromagnetic interactions appear as a
subgroup of the electroweak sector and hence the theory of electromagnetic and weak
interactions are considered to be unified in this context.
The Standard Model, as it is known today, consists of fundamental particles
that can explain what constitutes matter. These matter particles are presented in
Table 1.1 under the heading "Fermions". All the other particles seen in the universe are
composite combinations of these elementary particles. The elementary particles that
constitute the Standard Model can be classified into particles carrying half-integral
spin called fermions and particles carrying integral spin called bosons. There are 12
2Hypercharge

is defined as Y = S + C + B l + T + B , the sum of strangeness (S), charm (C),
bottomness
topness (T), and baryon number (B). Strong interactions conserve hypercharge,
indicating that they conserve flavor, while the weak interactions do not.
(B1),

4
fermions that can be divided into two types, namely quarks and leptons. The difference
in the types of interactions forms the basis for this differentiation between quarks and
leptons.

Table 1.1: The particles that comprise the Standard Model of fundamental particles
as is known today is tabulated. Each fermion also has an anti-particle and
there are 8 gluons. The Higgs boson that is assumed to give weight to the
particles, but not yet discovered, is also included in the Standard Model
but is not listed.

(I)
Leptons

Quarks

Fermions (Generations)
(II)

(III)

Electron
e~

Muon

Electron neutrino
Ve

Muon neutrino

Tau neutrino
"r

Up
u
Down

Charm
c
Strange
s

Top
t
Bottom
b

d

Tau
T~

Bosons
Gauge
boson
W±
Gauge
boson
Z
Photon
7
Gluon g

The fermions of the Standard Model are further grouped into three different
generations based on their isospin assignment. The first generation fermions do not
decay, while the fermions in the other two generations decay through their allowed
interactions and they are only observed at high energies. Each fermion also has an
anti-particle carrying the same mass but opposite quantum numbers such as electric
charge.
Among the leptons, the electron and the electron neutrino belong to first
generation, the muon and muon neutrino belong to the second generation, and the
tau and the tau neutrino belong to the third generation. Except for neutrinos, all
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leptons carry electric charge and interact electromagnetically. All leptons carry weak
isospin and hence interact through weak interactions. Each generation of leptons form
an isospin doublet. The neutrinos interact through the weak force only. Neutrinos are
considered massless in the formulation of Standard Model but recent observations at
experiments suggest that they have small but non-zero masses [7, 8].
Quarks, in addition to carrying a fractional electric charge and isospin, also
carry color charge and participate in the strong, electromagnetic, and weak interactions.
The six quarks come in three color charges designated as "red", "blue", and "green".
Quarks always exist in pairs or color-anticolor triplets in color neutral composite
particles. Among quarks, the up and down quarks make the first generation, strange
and charm quarks make the second generation, and top and bottom quarks make the
third generation. The mass of the fermions in each generation is increasingly greater
than the corresponding fermions in the lower generation, so that only the members of
the first generation are stable. The electric charge of all the quarks in the top row,
expressed in — e the charge of the electron, is |e while all the quarks in the bottom
row have an electric charge of — |e.
The Standard Model includes three fundamental forces in universe - electro
magnetic, weak, and strong force - but it does not account for the gravitational force.
The force carrying particles in the Standard Model picture are spin-1 bosons and
include the photon, W+, W~, Z, and gluons. The photons mediate the electromagnetic
force between charged fermions, and the W+, W~, and Z bosons mediate the weak
force. There are eight gluons that mediate the strong force interactions between color
charged fermions. The gluons themselves carry the color charges and hence they can
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self interact as well. The gluon is neutral, massless, and contains both a color and
a different anti-color charge. The Standard Model explains the fundamental forces
between particles as an exchange of bosons between interacting fermions.
The fundamental forces and their mediating particles are listed in the Table 1.2
along with the range of their interactions. The strong force is the strongest and acts
at a very limited range (on 0(1)(few frn)) while the weak nuclear force is the weakest
with interactions also extending to short ranges due to the massive exchange bosons.
The electromagnetic force acts up to infinite range and has a strength lying in-between
the weak nuclear force and strong force.

Table 1.2: Fundamental forces in the Standard Model, the gauge bosons that mediate
them and their key properties.
Force

Mediating
Boson
Electromagnetic photon (7)
Weak

W±, Z

Strong

8 gluons

Mass
Charge & Range
2
(GeV/c )
massless electrically neutral and infinite
range
80.4,
Z is electrically neutral while W±
91.2
are charged and have short interac
tion range
massless electrically neutral but color charged
and have finite range

Coming to the masses of the gauge bosons, the photon and gluons are
massless while the W± and Z bosons have masses of 80.399 GeV and 91.187 GeV [9].
The strength of the electromagnetic interactions is given by the magnitude of the
electromagnetic coupling constant, given as a =

2

and its numerical value at low

energies is a « y§7- Similarly, the strength of the strong force is given as the magnitude
2
of the strong coupling constant a:s = fj and is approximately equal to 1 at low energies

7
that are comparable to the mass of hadrons. At very high energies, the strong coupling
constant is significantly lower making calculations in a perturbative expansion in «s
possible. The dependence of the strong coupling constant on the energy scale at which
it is calculated is called the running of the strong coupling constant3 and is explained
further in section 1.2. The world average value of as is 0.118 when calculated at an
energy equal to the mass of the Z boson.
The Standard Model picture includes a fundamental scalar particle, the Higgs
boson, that is theoretically expected to give masses to the fundamental particles
and has not been discovered experimentally yet4. The symmetry breaking of the
Standard Model gives rise to the prediction of the Higgs boson. In the QED, the
U(l)em represents a perfect symmetry of the vacuum and is unbroken, meaning that
the photon, the electromagnetic force mediator, is massless. The symmetry breaking
of the electroweak sector of Standard Model should lead to gauge bosons that mediate
the electromagnetic and weak force. The Higgs mechanism is included to facilitate the
symmetry breaking of the electroweak sector under local gauge transformations and
to explain the mass of Z and W± bosons that mediate the electroweak force.
A myriad of particles that are composites of quarks and anti-quarks, called
hadrons, are observed at different particle colliders. These hadrons are classified into
baryons and mesons based on their net spin. The baryons are made of three quarks
resulting in a net fractional spin while mesons are made up of a quark and anti-quark
pair and carry a net integral or zero spin. Quarks and gluons that make up protons,
3A11

coupling constants run.
the time of the dissertation defense and the preparation of the final dissertation draft,
an announcement was made at CERN of the observation of a new particle which may be a Higgs
boson.
4Between
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neutrons, and hundreds of composite particles are always confined inside a hadron
and are never detected alone.
Some evidence for exotic baryons composed of five quarks has been observed at
experiments [10] but are widely disputed in the particle physics research community [9].
Evidence and strong support for Standard Model were found at different particle
physics experiments conducted so far. All the particles predicted by the Standard Model
except the Higgs boson, have been discovered at experiments with top quark [11, 12]
and the tau neutrino [13] being the last to be discovered at Fermilab.
Since particle collisions at increasingly higher energies led to many of these
particle discoveries, Large Hadron Collider (LHC) project has been undertaken to
explore collisions of particles at a design center of mass collision energy of \/s = 14 TeV.
Detectors at the LHC like ATLAS (abbreviation for A Toroidal LHC Apparatus)
and CMS (abbreviation for Compact Muon Solenoid) will explore this previously
unexplored energy regime, testing the predictions of Standard Model and existence of
Higgs boson.
The Standard Model has a few deficiencies and is not a complete theory of
sub-atomic particles. It does not explain the non-zero mass of neutrinos and was
also proposed very early on by Gell-Mann to break at higher energies [14]. These
shortcomings of the Standard Model are expected to find explanations from the
particle physics studies that will come out of the collaborations at CERN, and pave a
path in extending the Standard Model beyond its present form.
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1.2 Quantum Chromodynamics
Quantum Chromodynamics is a theory of the strong force and hence is a theory
that explains the interactions of quarks and gluons. The quarks and gluons carry the
color charge and gluons mediate the strong force. QCD is a quantum field theory based
on the SU(3)c symmetry group and is formulated as a theory of the color charged
quarks and gluons [15, 16] as well as the parton model of deep inelastic scattering
developed by Feynman [17].
QCD supported the quark model proposed by Gell-Mann [18]. Quark model
is developed as a classification scheme for hadrons. The quark model is successful in
explaining the deluge of particles that were observed in cosmic ray and early accelerator
experiments. The experiments were unable to observe a bare quark [19]. Later, in
Feynman's theory, quarks are considered as real particles and together with gluons, the
force carriers of the strong force, are termed partons. Feynman's model had first found
its success in the deep inelastic scattering (DIS) experiments of leptons and protons
at SLAC [20, 21]. Certain relations that arise due to the assumption of a parton like
structure were satisfactorily verified at these DIS experiments and bolstered the quark
model.
The quarks and gluons are always observed as bound states in hadrons and
never alone. This is explained by confinement, a property of QCD. Confinement can
be understood in the context of running of the strong coupling constant (ofg) [22].
At low energies, the strong coupling constant is high, whereas the coupling strength
comparatively decreases in magnitude at high energies. Quarks and gluons experience
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a strong force of interaction at low energies which is difficult to break and hence the
bare partons are never observed.
An opposite extension of this logic leads to another property of QCD called
Asymptotic Freedom. Since the strong coupling constant has low magnitude at higher
energies, the partons do not experience a stronger force to keep them in bound states.
Thus collisions of hadrons at high energies are treated as collisions of individual partons
in the hadrons. This property was discovered by Politzer, Gross and Wilzcek [23, 24]
and was deduced as an effect of the running of the coupling constant.
The "Beta function" that determines the direction and rate of running of the
coupling constant is given in Equation 1.1 and the one loop approximation to beta
function is given in Equation 1.2 [25] as:

dlog(n)

(1.1)
(1.2)

If the number of quark flavors is less than 16, the coupling constant should decrease
with increasing energy to hold the beta function and thus explaining asymptotic
freedom. On the contrary, the coupling constant should increase at low energies. The
beta function can be calculated for smaller values of strong coupling strength using
perturbation theory.
Perturbation theory breaks down in the calculation of the beta function at low
energies where the coupling strength assumes large values. Figure 1.1 shows the world
average value of as from different experiments and its variation with energy. This also
explains why the effective charge between partons decreases at low distance scales,
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called the anti-screening effect, as opposed to the increase in charge experienced by
electrons at low distance scales, called the screening effect in QED. Thus QCD is
clearly distinct from QED and explains why partons are not observed outside any
hadron.

0.5
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Deep Inelastic Scattering
o • e+e~ Annihilation
D B Heavy Quarkonia

aa

0.4
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0.1
QCD
1

as(Mz) = 0.1184 ±0.0007
10

Q [GeV]

100

Figure 1.1: World average value of as computed from measurements at different
experiments and its variation with energy [26].

A gauge theory like QCD should aid in calculating experimental results. Its
calculation numerically is accomplished through ab initio calculations like perturbative
QCD (pQCD) and lattice QCD, and in Monte Carlo (MC) generators that include
PYTHIA and ALPGEN. Lattice QCD, although computationally expensive, best
describes the quark confinement and quark-gluon plasma. At lower energies, the
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coupling strength is high and leads to divergences in the higher order terms in the
pQCD. This makes it difficult to apply pQCD at low energies.
Lattice QCD is the option left to describe the parton behavior at low energies or
at distance scales comparable to that of an atom [27]. The interaction between quarks
at the scale where the coupling constant is low is well described by pQCD. In pQCD
implementation, the QCD Lagrangian of parton-parton interactions is expressed as an
S-Matrix series expansion of much simpler interactions that are viewed schematically
as Feynman diagrams of parton-parton scattering or annihilation at leading order,
and additional virtual loops or radiation at next to leading order (NLO) and higher.
The structure of protons that take part in collisions at LHC cannot be estimated
using pQCD. At low distance scales, the coupling constant has a high value and it
is harder to probe the structure of a proton using pQCD at these scales. Therefore,
parton distribution function (PDF) sets obtained from global fits to data at different
experiments are used to obtain an accurate description of partons in the protons.
These distribution functions give the probability of finding a parton with a momentum
fraction (a:) of the hadron at a particular kinematic range (Q2) being probed.
At the LHC, parton scattering is probed at a kinematic range that has never
been probed before. Hence, existing PDF sets that are generated from experiments
at HERA and the Tevatron are extrapolated and used in calculations involving the
structure of proton. These extrapolated PDF sets do not provide a perfect estimate
but can still be used for an approximate calculation. The studies at the LHC will
further constrain these available PDF sets to give an accurate measurement of QCD
phenomenon at LHC.
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For any discoveries to be made at LHC, QCD will act as a background to
many fundamental physics processes that are being studied. An accurate measurement
of QCD is very important to be able to study new fundamental processes. Many
groups like CTEQ [28] and MRST [29] maintain an updated list of PDF sets and
the associated uncertainties calculated with latest data from experiments around the
world. Figure 1.2 shows the PDF sets generated in 2008 from MRST at two different
kinematic scales of Q2 = 10 GeV2 and Q2 = 104 GeV2 and the bands represent the
one standard deviation confidence interval. The high uncertainty at smaller values of
x is due to the low precision of experiments at that particular value.

MSTW 2008 NLO PDFs (68% C.L.)
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—i i nni

1 II i nil

1 i i 11 in

1.2
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g/10
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Figure 1.2: MSTW 2008 NLO PDFs at Q2 = 10 GeV2 and Q2 = 104 GeV2 which are
the latest updated PDF sets available from MRST group [30].
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The cross-sections for parton interactions at LHC can be predicted using pQCD.
The cross-sections can be calculated using pQCD in fixed order terms of as- Higher
order terms should be included to provide an accurate measurement that can be
compared to the experimental results. The calculation involves revaluation of infinities
that result due to the inclusion of higher order terms. Introducing the renormalization
scale /i helps in treating the terms that lead to infinities. The factorization scale jif.
r

which determines the scale to which perturbative QCD can be used, is also used in
the perturbative calculations.
Typical choice for these scale parameters is the scale of the hard scattering
Q. Together, the renormalization scale and the factorization scale add two additional
uncertainties that are calculated by using values of half and twice the hard scale for
the renormalization and factorization scale respectively. These uncertainties are high
when they are calculated with leading order terms. Next to next leading order (NNLO)
terms in the pQCD will reduce the uncertainty and thereby lead to better predictions.
Of very particular interest is probing of hot dense matter, and hence hard
scattering processes at LHC, involving scattering of partons with high momentum
transfers, are used in pQCD calculations. In a hard scattering, the strong coupling
constant is very small due to the high momentum transfer and occurs at distance
scales much smaller than an atom. The key phenomenologica! processes that occur
in a hard scattering collision between protons namely parton shower, hadronization,
underlying event, and pileup are explained below. A typical parton-parton hard
scattering interaction at LHC is described schematically in Figure 1.3 highlighting the
key processes.
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Parton showering is a term given to the soft gluon radiation or additional
collinear radiation that is emitted from the outgoing or incoming parton in a hard
scatter interaction. The incoming quark and the outgoing quarks move to much smaller
energies with the emission of partons at smaller angles. This leads to a spray of partons
traveling in the direction of the outgoing or incoming parton. This spray of partons
that result in subsidiary emissions is called parton shower. The radiation that results
due to parton showering is not well described by pQCD at leading order. Parton
shower is not described by the Feynman diagrams that enter the lower orders in pQCD
and the calculations at higher orders are cumbersome.

"Hard" Scattering
outgoing parton

proton

proton
underlying event

underlying event

initial-state
radiation
outgoing parton

final-state
radiation

Figure 1.3: Schematic of a hard scattering event showing the key phenomenological
processes that occur like parton shower, hadronization, and underlying
event [31].

The quarks and gluons that form the parton shower travel further along and
while traveling to macroscopic distances, experience a strong force that is characteristic
of the behavior of quarks and gluons. At interleaving spaces between these separating
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quarks, additional quark pairs are formed with a fraction of the momentum of the
two parent quarks. This process occurs repetitively until the energy of the quarks is
dissipated into new quark-antiquark pairs that travel in the direction of the originating
parton. At this point of time, when the energy is very low, the quarks combine to
form hadrons. This process of formation of hadrons is called hadronization.
Hadronization is considered to be a non-perturbative process as it occurs at
an energy scale when as is large. The hadrons, that are formed from combination
of partons from one outgoing parton, appear in the final state approximately in the
same direction as the originating quark or gluon. Additional partons in the hadron
that do not participate in a hard scatter, called spectator partons, also affect the
energy of the outgoing parton or emit additional radiation that coincides with the
outgoing parton shower. This is termed the underlying event and corrections to the
pQCD calculations are required to compensate for the impact of the underlying
event. An optimal calculation of the hard scatter is implemented in Monte Carlo
programs consisting of a hard scatter matrix element calculation and parton shower
approximation, combined with non-perturbative corrections for hadronization and
underlying event.
Additionally, beam remnants of a preceding collision event may interact or the
partons from a different proton in the bunch may interact and result in low energetic
particles traveling at smaller angles to the beam. These additional collisions occurring
in addition to the primary hard scattering event contribute additional radiation in
the final state and is termed pileup. Different procedures minimizing its effect on
experimentally measured quantities are implemented. Nevertheless, some contribution
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is seen from pileup and the measured energy is corrected for this. The pileup is not seen
in theoretical calculations, both in parton level NLO calculations and MC generators.
In comparisons that are made between data and theory, the energy measurement
of experimental objects should be corrected for contributions from pileup. In
observables, where the effect of pileup is not prominent, an uncertainty associated
with it is measured and propagated into the final measurement value. The effect of
pileup on the measurement of the observable that is reported in this dissertation is
minimal. Therefore, only an uncertainty associated due to this effect is calculated.
Each interaction between partons or spectator partons is associated with an interaction
point, called a vertex.
The final state or remnants of the collisions between quarks is a coherent spray
of particles and are directed in the direction of the originating quark or gluon travels
from the interaction point. This spray of particles, identified in a cone around the
outgoing parton, is called a jet. Jet production is a key signature of QCD and hence
its study provides a good test of the QCD predictions for the Standard Model.
The Standard Model cross-sections for different processes that are extrapolated
to LHC energies are presented in Figure 1.4. It is clear that jet production is a
dominant process at LHC and hadronic collisions at LHC will play a key role in the
understanding of QCD. Since the cross-section for jet production is high, QCD or jets
act as background to the measurement of many of the other Standard Model processes
at these high energy collider experiments. Measurement made on jets thus enable to
determine the QCD background to some of the key discoveries that can be made at
LHC.
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Figure 1.4: Cross-sections for some of the Standaxd Model processes at the Tevatron
and LHC colliders showing a higher cross-section for jet production.
QCD processes have a higher cross-section compared to other interesting
processes [32].

1.3 Jet Studies
1.3.1 Jet Production
The remnants of parton interactions at high energy colliders undergo parton
shower and hadronization and produce a spray of collimated particles traveling in the
same direction as their originating parton. These collimated particles or hadrons carry
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the energy of the outgoing parton in a hard interaction and deposit energy in the
detector. Jets are objects reconstructed from the energy deposits of the hadrons using
jet finding algorithms. Although the jets are the result of hadronization of the quarks
in the parton shower, they carry energy of the partons in the hard scatter and hence
play a key role in comparisons between the theoretical and experimental calculations
of hard scatter process.
Jets are used to rediscover the Standard Model processes that are expected
at high energy colliders and to assess the performance of the detectors in detecting
known physics. Understanding jet production is key to the discovery of other processes.
The different stages in the jet production in hadronic collisions are parton jet, particle
jet, and calorimeter jet, and are illustrated in Figure 1.5. The parton jet consists of
the resultant partons in a collision and the parton shower. The particle jet consists of
particles that resulted from hadronization of partons from the parton shower. The
calorimeter jet comprises of energy deposits of the particles in the calorimeter. Typically,
two partons take part in a hard interaction and result in two or more outgoing partons.
These are termed as 2 —» n processes where n represents the number of partons in
the final state. The 2 —>• 2 and 2 -> 3 processes are the dominant phenomenon at
LHC and contribute to the jet production. QCD predicts these processes up to NLO
leading order to good approximation and these predictions will be put to test in the
studies of jets.
The jet finding algorithms reconstruct jets from the experimental objects
representing the energy deposits or tracks, or from partons in case of theoretical
calculations. Jet algorithms have a key parameter called the distance parameter that
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sets the size of the reconstructed jets to either small or large. Large jets encompass
hadronization, parton showering, and particle shower in the detector and hence
carry an accurate measurement of the jet energy. Small jets are less-sensitive to
the underlying event and are mostly used in studies involving multi-jet final states.
In studies measuring jet cross-sections, large jets are preferred where an accurate
measurement of the jet energy is necessary.

Calorimeter
shower

Decays,
interactions in
material,
Magnetic field
iteration

Out of cone
partons

(] ^ uncierlqingjgi
event

Figure 1.5: Schematic of jet production and different stages of the measurement in
hadron collisions [33].

The jet finding algorithms that are used to reconstruct jets have two primary
requirements in addition to taking less computing resources and ease of implementation.

They need to be collinear safe, which means that the same jets should be reconstructed
in case the original object fed to the jet algorithms is replaced with two objects having
the same direction but sharing the energy of the original object. This ensures that
soft radiation emitted is accounted for. They also need to be infra-red safe, which
means that any additional soft radiation between two jets should not merge the
jets into a single jet. Collinear safe jet algorithms reconstruct two separate jets and
distribute the energy of the soft radiation into these jets. Collinear safe and infra-red
safe algorithms aid in the accurate comparison of experimental measurements with
theoretical calculations using pQCD.

1.3.2 Jet Kinematics
The four momentum vector for the jet is obtained from the summation of the
four momentum vectors of the individual constituents that are fed as inputs into the
jet reconstruction algorithm. The resulting four momentum vector is expressed in
terms of the coordinates (pr, Y, 4>,m)! where pT is the transverse momentum of the
jet relative to the beam axis, m the mass of the jet, Y is the rapidity of the jet along
the beam direction and is expressed as Y = \ln(E + pz/E — pz), and (j) is the angle
subtended by the jet in the azimuthal plane perpendicular to the beam axis. The
energy of the jet is known well and calculated from the jet finding algorithms but the
mass is not precisely known for jets.
Pseudorapidity

(77)

which is approximately equal to the rapidity and is defined

as 7] = —ln[tan(9/2)] is chosen as one of the coordinates. The angle 9 represents
the angle made by the jet with the beam axis. The jets are expressed in the four
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momentum coordinates (p T ,7],(/), E). Rapidity, often interpreted as the Lorentz boost
in the laboratory frame, depends on the accurate measurement of the mass and
approaches pseudorapidity for massless objects. From the four momentum vector
calculated, the jets in an event can be ordered in px- The jet with the highest pT is
called the leading jet and the jet with the next highest pt is called the sub-leading jet.
Together they are often described as leading jets in a multi-jet event and px of the
leading jet is referred to as p™ax.

1.3.3 Dijet Azimuthal Decorrelations
Production of events with two jets with high pt is a dominant process at LHC,
and QCD predicts the angle between the two jets with the highest px in an event.
This angle measured between the two leading jets projected onto the azimuthal plane,
called A(fi, is sensitive to soft or hard radiation from other partons in the event. An
illustration of measuring the angle between two vectors in the azimuthal plane is
shown in Figure 1.6. This angle calculated between the orthogonally projected vectors
of the two leading jets in an event, onto the transverse plane, is called the dijet opening
angle.
In a proton-proton collision event that results in only two jets, they lie back
to back and A4>= 7r in this case. The jets are said to be correlated in the sense that
with the knowledge of position of one of the jet in the event in rj — 4> phase space, the
position of the other jet in the event can be precisely determined. With additional
soft or hard radiation in the event, the jets are no longer back-to-back and A<p < n.
Knowledge of the position of one jet can no longer be used to determine the position
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of the other leading jet in the event. Thus the jets are considered to be decorrelated in
this context. Figure 1.7 shows the variation of the Acb angle with additional radiation
in a collision event.

Transverse Plane
Figure 1.6: Illustration of the measurement of the angle between two momentum
vectors in the azimuthal plane. The beam axis is along the ^-direction [34].

dijet

Figure 1.7: A sketch of variation of angle (A(j> represented as blue arc) between two
jets with highest pj in a dijet collision event [35].

The dijet azimuthal decorrelations provide a measurement of the effect of
radiation in the event without explicitly reconstructing the radiated jets. A large A<p
angle (A<fi ~ tr) is an evidence of additional soft radiation in a jet event and a much
smaller angle A(f> « n is an evidence for additional hard radiation in the event. A<p
in the region 2n/3 < A4> < 7r is a signature for three jets in the event while A4> < tt/2
requires an additional fourth jet in the event.
Dijet azimuthal decorrelations, thus are sensitive to additional radiation
and their measurement is an excellent test of higher-order pQCD predictions by
reconstructing only the two leading jets in the event. This aids in the proper description
and precise measurement of QCD radiation, which is an important element in the
measurements of Standard Model processes and new physics.

1.3.4 The P t Dependence of Dijet Azimuthal Decorrelations
Dijet azimuthal decorrelations are always studied in different kinematic regions
and are defined in terms of the pr of the leading jet. Distributions of Acj) are made
for different kinematic regions and the evolution of the dijet azimuthal decorrelations
with pt is measured and compared to predictions from NLO theory [36, 37, 38, 39]
at different colliders. The measurements made at Tevatron and LHC are shown in
Figure 1.8 and Figure 1.9. At Tevatron, a measurement of the differential cross-section
as a function of A4> is made in different pr ranges with data recorded on the D0
detector. At LHC, the measurement is made from data in the central region of both
ATLAS and CMS detectors up to a higher pr regime, when compared with the
measurement from Tevatron.
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Figure 1.8: Measurement of dijet azimuthal decorrelations at -^/s = 1.86 TeV on D0
detector at Tevatron [38]. Measurement is made upto a px of 180 GeV.
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Figure 1.9: Measurement of dijet azimuthal decorrelations at y/s = 7 TeV at
LHC [36] [37]. Measurement is extended to a higher px greater than
1000 GeV and 300 GeVon ATLAS and CMS detectors respectively.
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Direct evidence for the dependence of the dijet azimuthal decorrelations to the
Pt of the leading jet is observed by looking at the variation of slopes of the distributions
in the different kinematic regime. A study of the pr dependence provides a valuable
tool to test pQCD at the kinematic regime accessible at LHC without the accurate
reconstruction of the third or additional jets in a collision event. An observable, to
study the evolution of dijet azimuthal decorrelations as a function of p%ax, is defined
as the ratio of the cross-section of events that have an opening angle less than a
particular A<j)max threshold to the total inclusive dijet cross-section. Five different
A4>max thresholds of |?t,

|7r,

\it, %i\,

and|are chosen for the study of

px

dependence

of dijet azimuthal decorrelations. The observable is represented mathematically as:
R

(~max. A,maX)

=

* (A0 < A0™»*)
cr (Inclusivedijet)'

where A(p max = { ^7r, ^7r, ^7r, ^7r,
1 , differential in
1^ 8 6 4 3 2 J
IY1'2! < 0.8 and p1/ > 40 GeV.
The observable can be calculated in pQCD as a series expansion in fixed orders
of cts, the strong coupling constant. The distributions of this ratio for 5 different
A(f)max requirements given above are called "Ra4> distributions" in further discussion.
The variation of Rratio with pT provides a measure of the pr dependence of dijet
azimuthal decorrelations. The observable is measured as a differential in p™ax and so,
it is sensitive to the running of as- This observable is not sensitive to the PDFs in
theoretical calculations or the measurement efficiencies in the experiment and hence
its measurement helps in accurately testing pQCD.

1.4 Synopsis
A description of the present state of the Standard Model and its constituents
has been provided in Chapter 1. It is important to understand the different aspects
of QCD which explains many of the phenomena associated with parton collisions at
high momentum transfer. QCD is observed as a significant background to searches
beyond the Standard Model. An introduction to QCD theoretical principles that play
a role in understanding the collisions of partons and jet production was explained.
The importance of studying azimuthal decorrelations in dijet events at LHC and the
Pt dependence of dijet azimuthal decorrelations that is studied in this dissertation as
a differential in p™3* were discussed.
Different aspects of the LHC and the ATLAS detector experiment will be
described in Chapter 2. Different aspects of the data preparation, storage schema, and
data quality procedures will be discussed in Chapter 3. Chapter 4 discusses the jet
reconstruction and calibration procedures followed at ATLAS that are relevant to the
analysis. The choice of jet reconstruction algorithms and calibration in the analysis
are discussed. Chapter 5 presents the event selection and jet selection used for the
analysis. Unfolding methods that are used to correct the data to particle level are
described.
Chapter 6 discusses the results in the context of comparison of JCdt =
(36 ± 4) pb-1 of data to the MC in the study of the pr dependence of dijet azimuthal
decorrelations. Evaluation of the systematic uncertainties and the estimation of the
total uncertainty in the measurement are described. Comparison of the data to the
NLO calculations is discussed. Chapter 7 presents the conclusions made from the
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data quality studies and the jet analysis studies at the ATLAS detector. Results of
comparisons between theory and experiment in the study of pr dependence of dijet
azimuthal decorrelations are discussed. A brief summary and the impact of this study
is also discussed.

CHAPTER 2
LHC AND ATLAS
2.1 LHC Specifics
The Large Hadron Collider (LHC) is located on the French-Swiss border
near Geneva, Switzerland. It was built for the study of fundamental constituents of
matter or sub-atomic particles from collisions of protons or heavy ions up to lead
(Pb) [40, 41, 42]. It is located in the accelerator complex of the European Organization
for Particle Physics and the name "CERN" is part of the legacy that descended from
the organization's earlier name Conseil European pour la Recherche Nuclaire. CERN
is an organization formed from collaboration between different countries, consisting of
32 member states and 7 nations carrying observer status, to promote the building of
particle colliders for particle physics studies.
The LHC basically consists of several particle accelerators used to accelerate
protons up to nearly the speed of light. The accelerated proton beams traveling in
opposite directions are made to collide and the resulting collisions are detected by
experiments built on the LHC. The LHC, as of this dissertation write up, is the
world's largest and the highest energy particle collider operating at y/s = 7 TeV,
half of the design collision center of mass energy of y/s = 14 TeV, in 2010-2011;
and at yfs = 8 TeV in 2012. The LHC is built in a tunnel, 27 km (« 17 miles) in
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circumference and lying 50 — 175 m under the ground, that formerly housed the
Large Electron Positron (LEP) collider [43]. This large dimension is elucidated in the
Figure 2.1.
This collider is a major upgrade from its predecessor, the Tevatron at Fermilab
near Chicago, in not only the design collision energy and luminosities, but also the
incident particles chosen for collisions. Instead of protons and antiprotons, as it is in
the case of Tevatron, the collisions at LHC are planned between protons and protons to
meet luminosity requirements, which is one of the key design parameters. This avoids
the slow reaction rate issues related to high luminosity collisions with antiprotons,
which are studied at Fermilab [44].
The LHC project includes detectors at different access points in under ground
caverns as shown in Figure 2.2 and are numbered from 1 — 8. These detectors are
employed as general purpose detectors to study a wide range of different physics
processes beyond the Standard Model. Two of the detectors are ATLAS (A Toroidal
LHC ApparatuS) [45] and CMS (Compact Muon Solenoid) [46], which are used for
exploring the Standard Model and beyond at a higher kinematic regime accessible
at LHC. Two other experiments developed for a specific purpose were ALICE (A
Large Ion Collider Experiment) [47] for study of heavy ion collisions and LHCb
(Large Hadron Collider beauty) [48] for studying B-physics. Two other experiments,
LHCf (Large Hadron Collider forward) [49] to study the simulation of cosmic rays at
particle physics experiments and TOTEM (TOTal Elastic and diffractive cross-section
Measurement) [50] to measure the size of the proton and the LHC luminosity, are
built in the same cavern as ATLAS and CMS respectively.
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(a) LHC ring aerial view

(b) ATLAS detector in underground cavern
Figure 2.1: Imaginary view of LHC and ATLAS detector. The red line superimposed in
Figure 2.1a is drawn on the backdrop of the Swiss-French border and shows
us the relative dimension of the circumference of LHC collider. Figure 2.1b
shows an imaginary view of the cavern below the ground that encloses the
detector.
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Figure 2.2: Schematic view of the LHC accelerator and the different detectors on the
access points of the accelerator ring. ATLAS sits in a cavern at point-1 and
CMS sits diametrically opposite in a cavern at point-8. The LHC provides
beams to detectors located in the caverns.

Many of the Standard Model physics processes including QCD that are already
discovered have a higher cross-section compared to any new physics phenomenon
that is of particularly high interest to the particle physics community [32]. In the
probe of these rare undiscovered physics phenomena, the known processes act as the
background to these discoveries. To have a potential discovery, sufficient number of
collision events exhibiting the phenomenon of interest are needed. This generates a
key design requirement of high luminosity, 1034cm_2s_1, for studies of physics beyond
Standard Model at the general purpose detector experiments on LHC. Luminosity
is a measurement of number of collisions that occur per unit area and per unit time.
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Luminosity at LHC is given by equation 2.1 as:

4e/3*

(2.1)

where f is the frequency of collisions, N is the number of protons per bunch in each
beam, e is the beam emittance, and /?* is the amplitude function for the beam. Beam
emittance and the amplitude function, together, determine the quality of the beam in
terms of how small they are squeezed and how uniform is the momentum distribution
of all protons in a bunch. Low values of e and f3* will result in a high luminosity and
the value to which it can be decreased is constricted by the capability of the hardware
used to squeeze the beams.
Integrated luminosity (£) is obtained by integrating the instantaneous
luminosity over a period of time. The integrated luminosity can be used to determine
the number of events or collisions with desired physics processes or phenomenon using
the equation below as:
N = C x a.

(2.2)

where C is the integrated luminosity and a is the cross-section for the physics process
considered. A higher luminosity translates into more collisions and gives a higher
probability for producing important physics processes. The beams are squeezed and
bent by a small angle at the interaction point as shown in Figure 2.3. The stringent
requirements of the beam design parameters require a very precise and robust hardware
design complemented with a sufficient amount of computing resources. The LHC is an
embodiment of precision electronics, optics, computing, and mechanical infrastructure,
all housed in the CERN accelerator complex. Bunches of protons are generated rather
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than a continuous beam so as to to ease the load on the hardware in acceleration and
controlling the beam.

Beam 1

Beam 2
Interaction
Point

Figure 2.3: Schematic showing the squeezing and bending of beams at an interaction
point on the LHC. The squeezing results in higher luminosities.

The acceleration of protons for hadronic collisions and lead ions for heavy ion
collisions occur through multiple stages and accelerators in the complex as schematically
illustrated in Figure 2.4. The protons produced from hydrogen atoms are accelerated
with Linac-2 and lead ions produced from lead vapor are accelerated with Linac-3
linear accelerators in bunches. Subsequently, the bunches ramped up to 50 MeV in
the Linac is fed to the Proton Synchrotron Booster (PSB) where the bunches are
accelerated further to 1.4 GeV and fed to the Proton Synchrotron (PS). The protons
enter the PS through 6 buckets in the PSB and are split into 12 bunches each and
ramped up to 25 GeV. At design luminosity, 72 bunches are injected into the Super
Proton Synchrotron and accelerated to 450 GeV before being fed to the LHC ring.
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The proton bunches injected to LHC are accelerated to design energy of 7 TeV using
a combination of an RF system and superconducting dipole magnets.
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Figure 2.4: Schematic view of the CERN accelerator complex showing the LHC
accelerator and other small accelerators that produce the proton beam for
collisions [43],

The LHC was commissioned in 2008 and subsequently stopped due to a
magnetic quenching failure that was caused by the over heating of the copper contacts
in the dipole, resulting in cryogenic failure [51, 52]. The dipoles and the mechanical
system were studied and the necessary precautions were taken before restarting the
system in 2009 for collisions at \fs — 7 TeV [53]. The LHC schedule was altered to
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run it all the way up to 2012 and accumulate an integrated luminosity of 1 fb"1before
shutting down until 2014 for upgrade and maintenance.
In 2010 alone, 50 pb-1 of data was delivered to ATLAS [54]. Some key
parameters for the LHC operation in 2010 are compared with their nominal design
values [55] and presented in Table 2.1. A minimum bunch spacing of 75 ns, an
instantaneous luminosity of 2 x 1032cm"2s_1, and a maximum of 358 bunches per
injection were achieved in the first year setting the stage for 1 fb_1data collection
milestone in 2011 and subsequently higher amounts of data in 2012 and following
years.

Table 2.1: List of main LHC machine parameters used in 2010 compared with nominal
7 TeV design values.
Parameter
Energy per beam [TeV]
/?* [m]
Normalized emittance [/xm] (start of fill)
Bunch current
Maximum number of bunches
Maximum stored energy MJ
Peak luminosity [£]

2010
3.5
3.5, 3.5, 3.5, 3.5
2.0-3.5
1.2ell
368 (348 collisions/IP)
28
2e32

nominal
7.0
0.55, 10, 0.55, 10
3.75
1.15ell
2808
360
le34

The LHC was commissioned with low number of bunches and increased to
48 bunches before ramping up to more bunches and high luminosity running. The
luminosity had also been ramped up from an initial low value to 2 x 10 32 cm~ 2 s~ l .
New records were set while breaking the old records set by itself in terms of luminosity
during the whole 2010 and 2011 running. The collisions recorded in the detectors are
used for studying the detector response in the rediscovery of existing physics processes

and also in setting constraints on the new phenomenon. LHC has successfully started
its journey in providing collisions of hadrons and creating quark-gluon plasma that
is believed to resemble the state of the universe 1 billionth of a second after the Big
Bang [56].

2.2 ATLAS Detector Description
One of the general purpose detectors on the LHC experiment is ATLAS. It
is located in a 100 m deep underground cavern at Point-1 on the LHC. It primarily
consists of a detector system to identify the remnants of hadronic collisions and to
measure their energy and momentum. A magnet system to bend the charged particles
and aid in tracking their paths, a cryogenic system to cool the superconducting dipoles
and other mechanical and computing infrastructure. The whole detector stands at 25 m
in diameter and 44 m in length and weighs 7000 tonnes. The various sub-components
of the ATLAS detector are shown in Figure 2.5.
ATLAS follows a right handed coordinate system with the Z-axis taken along
the beam direction, X-axis perpendicular to the beam axis and pointing toward the
center of the LHC ring, and Y-axis perpendicularly vertical to the beam direction.
Often the detector is described in the physics coordinates described by azimuthal
angle (<fi), measured around the beam axis along a transverse plane and psuedorapidity
(•rj) used instead of the polar angle (0). The polar angle is the angle made with the
beam axis at the center of the detector [57].
The three main components of the detector are the Inner Detector (ID) for
tracking charged particles, the combined calorimeter systems for measuring the energies
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of charged and neutral particles, and the Muon Spectrometer for measuring the cosmic
rays and muons. These components are described in detail in the following sections
while a more emphasis is given to the description of the calorimeters. Understanding
the building and operation of the calorimeter would later aid in the understanding of
the development and performance of the combined calorimetry monitoring tool, called
CaloMonitoring, as described in Chapter 3.

25m

N. Tile calorimeters
^
" \\ LAr hadronic end-cap and
\
\ forward calorimeters
Pixel detector
\
Torold magnets
Muon chambers

LAr electromagnetic calorimeters

Solenoid magnet ( Transition radiation tracker
Semiconductor tracker

Figure 2.5: Computer generated view of the ATLAS detector and its main components
are listed. Shown in the picture on the left are images of people to show
the relative size of the detector.

The Inner Detector provides coverage in a central region up to |rj| < 2.5, the
muon spectrometer up to |r;| < 2.7, and the combined calorimeter extends up to the
forward region |r;[ = 4.9. The combined calorimetry provides a hermetic coverage
and is 9 — 13 interaction lengths thick and thus captures 99% of the energy of the

particles emitted in the collisions of protons. The LHC is expected to provide 600
million collisions each second at design luminosity. Therefore, a three-level trigger and
data acquisition system for evaluating collision events and recording data related to
interesting events is used. The data is recorded and stored for easy access to physicists
through the LHC computing grid project [58].
ATLAS was commissioned in 2008 with extensive data-taking with cosmic rays
and first collisions at low energies, before data-taking commenced at >/i = 7 TeV in
2010. The data recording and data quality exercises during this commissioning period
and during the collisions at >/i = 7 TeV, helped provide an understanding of the
detector performance and has shown a significantly high data recording efficiency [59,
60]. The early data was used in estimating the performance of the detector simulation.
These experiences are used in the high luminosity collision data recording in 2010 and
2011. The luminosity delivered in 2010 is shown in Figure 2.6. The data recorded in
2010 and 2011 are used for analyzing the detector capability for new physics discoveries
and also to rediscover the known physics at a kinematic range that was never reached
before by any experiment. It was decided to run the experiment at a higher collision
energy of 8 TeV in 2012.
2.2.1 Inner Detector
The primary purpose of the inner detector is to track the paths of charged
particles and thereby to determine the collisions vertex and to measure the transverse
momentum from the bending radius of the charged particles due to the magnetic field.
The inner detector consists of three main sub-systems: the Pixel Tracker, Silicon strip
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Tracker (SCT), and the Transition Radiation Tracker (TRT). The layout of different
components of the inner detector, their physical location, and alignment are illustrated
in Figure 2.7. The Pixel Tracker lies very close to the beam axis and experiences huge
radiation effects. The Pixel Tracker is not expected to last for more than 5 years and
will need a major upgrade or replacement [61]. The Pixel Tracker consists of three
concentric layers close to the beam axis and three circular layers away from the center.
The Pixel Tracker is concentrically enclosed by four layers of SCT in the barrel region
and with 6 circular disks in the endcap region on either side of the detector. Both
these subsystems are enclosed in a concentric layer, which forms the TRT.
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Figure 2.6: Luminosity delivered and recorded in 2010 data taking exercise.

The Pixel Tracker and SCT are made of doped-semiconductors that emit
electrons when hit by a charged particle traveling through them. The detectors are
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biased to high voltage to provide a potential difference for the emitted electrons and
thereby aid in signal transduction. The electrons emitted are collected as a current
signal and fed to the signal processing for comparison with a time-over-threshold to
distinguish from fake hits because of electronic noise. A minimum ionizing particle
has more than 5 times the time-over-threshold of electronic noise. The hit efficiency
of both these systems is very high and a very low percentage of them are disabled due
to the faulty performance.

6.2m
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Barrel semiconductor tracker
i Pixerdetectors
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r*jV-v\'/

End-cap transition radiation tracker

End-cap semiconductor tracker

Figure 2.7: Schematic showing an overview of the inner detector and the spatial
distribution of the different sub-systems.

The Figure 2.8 shows a cut-away view of the barrel part of the inner detector.
The Pixel Tracker has 80 million pixels and occupies the majority of all the readout
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channels in the ATLAS detector. TRT consists of straws of polyimide wrapped with
gold wire, filled with a mixture of CO2 and Xenon, and another gold wire is fed
through the center of the tube. The two gold wires act as electrodes and collect the
drift electrons emitted by the charged particles when a high voltage is applied across
them. Low energy transition radiation can be used as a discriminating factor between
charged electrons and hadrons.
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Figure 2.8: View of a segment of the ID barrel section with an virtual electron shown
in red line to illustrate detection and track reconstruction.

The Inner Detector also houses a Beam Conditions Monitor (BCM) that is
made of diamond sensors and is positioned on either side of the interaction point.

BCM is used to detect the high flux of particles not originating from the collision but
from the beam line. The BCM is configured to automatically dump the beam in case
of generation of a high beam line flux and thus protect the detector. Physics objects
like jets can be reconstructed from the tracks in the inner detector and can be used
where the energy measurement from the calorimeters is not accurate [62]. In the data
analysis reported here involving 2010 data, the inner detector is used for the accurate
measurement of primary vertex.

2.2.2 Calorimeter
The calorimeter in the ATLAS detector is used for the precise measurement of
energy deposited by particles. Two types of calorimeters are employed in the detector
depending on the type of particle to be detected. Based on this criteria, the calorimeter
can be classified, into electromagnetic and hadronic calorimeters. In addition to this,
they can also be classified based on the type of detection principle employed, into
Liquid Argon calorimeters (LAr) and Tile Calorimeters (TileCal).
Both of these calorimeters are sampling calorimeters where the active medium
sensitive to radiation is interspersed between passive dense material. Figure 2.9 shows
the different sub-systems of the LAr and TileCal designed specific to the amount of
energy expected to be deposited by particle showers. The electromagnetic calorimeter
contains the electronic and photon showers while only 67% of the hadronic showers
deposit energy in the electromagnetic calorimeter. The Hadronic calorimeter shows
negligible response to electrons. This feature along with the width of the shower in
the calorimeter can be employed to differentiate electrons from hadrons.
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Figure 2.9: Schematic overview of the combined calorimetry in the detector.

The difference between the LAr and Tile calorimeters is in the medium used as
the active material for detecting the energy of particle. In LAr calorimeter, liquid argon
is used as the active material interspaced between passive lead or tungsten plates and
the electrodes mounted in the space collect the charge when voltage is applied across
them. In TileCal, doped polystyrene used as the active material between steel plates
and the light emitted proportional to the particle energy is measured with a Photo
Multiplier Tube (PMT). Liquid Argon continuously flows through the detector and so
there is no radiation damage in case of LAr. This is not the case with the TileCal.
The TileCal is damaged by radiation exposure over time. A detailed description of
how the particles are detected and the signal is collected and processed in the LAr
and TileCal is explained in the respective subsections below.
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The calorimeter is designed in such a way that the particles hit the
electromagnetic type of calorimeter before the hadronic calorimeters. Hence, the
components that make the hadronic type are always found radially farther from the
center of the detector or the interaction point than the components that make the
electromagnetic type. This is illustrated in Figure 2.10 where the coverage is shown
against the backdrop of radial lines representing the different psuedorapidity cones.
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Figure 2.10: A cut-away view of the quadrant of the detector illustrating the spatial
distribution of the various subdetectors and components.

Energy of the particles is measured as the particles interact with the active
material and loose energy as they ionize the active medium through which they
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traverse. In addition, a lot of energy is also lost in the interleaving passive medium. It
is in this context that the particles are said to deposit energy in the calorimeter. This
energy is measured from the charge collected due to the ionization. The energy of the
particles is calculated in the electromagnetic (EM) scale as the detector is calibrated
from its response to electrons in the combined test beam tests.
The ionization of active medium in the calorimeter can be understood from the
different physics of particle interactions with matter. The energy lost by the particles
being detected by the calorimeter is due to different interactions of the particles
with matter. The results of this interaction like electric charge or light is collected
and measured, and is directly proportional to the energy of the interacting particle.
The different mechanisms and the energy of the interacting particle for different
mechanisms to occur is shown in Figure 2.11 in the case of electrons and muons, and
in Figure 2.12 in the case of photons.
Highly energetic electrons traversing through matter loose energy by
bremsstrahlung, while at low energies, the major fraction of energy is lost due to
ionization with additional losses attributed to Bhaba scattering, Moller scattering,
and annihilation. In case of low energetic photons, the photoelectric effect is the
dominant factor for energy loss with additional losses coming from Raleigh and
Compton scattering while in case of high energetic photons, the dominant factor is
pair production and nuclear interactions. In the case of high energy muons, radiative
processes dominate and energy loss due to ionization is high in case of low energy
muons. Interactions of hadrons have both electromagnetic processes and losses due to
nuclear interactions.
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Thus both charged electrons or neutral photons loose energy in the detector,
subsequently resulting in the emission of electrons or photons that in turn emit more
electrons through pair production and the process goes on until all the particles
are absorbed in the active or passive media. This cascade of particles formed in the
calorimeter due to electrons or photons is called an electromagnetic shower. Similarly,
interactions of hadrons in the calorimeter emits secondary pions that may emit photons
or nuclear constituents like neutron, proton or additional electrons from ionization and
nuclear reactions. This shower in the calorimeter due to a cascade of these particles is
called a hadronic shower. Figure 2.13 shows the shape of electromagnetic and hadronic
showers.

(a) Electron

(b) Proton

Figure 2.13: Electromagnetic and hadronic shower types exhibiting different geometri
cal characteristics [63].

Often, a hadronic shower will contain an electromagnetic shower involving
electrons and photons. Hadronic showers are wide and are very asymmetric when
compared to electromagnetic showers. Radiation length of a material is the amount
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to be traversed in the material before the energy reduces by a factor 1/e and an
interaction length is the average minimum distance to be traversed before a nuclear
interaction occurs. The amount of material used in a detector is expressed in these
parameters. The ATLAS calorimeter is designed such a way that the highest energetic
particle deposits energy in the calorimeter and is a major criteria that determines
the dimensions of the detector. The sampling calorimetry considerably reduces the
dimensions of the calorimeter in the detector as considerable amount is deposited in
the passive absorber material. The electromagnetic calorimeter is 20 — 40 radiation
length thick and is capable for containing detector showers originated by electrons and
photons of up to 1 TeV. Two-thirds of the hadronic shower energy is also absorbed
by the electromagnetic calorimeter and the remaining is absorbed by the hadronic
calorimeter which is 8 — 12 interaction length thick.

LAr Calorimetry
The Liquid Argon Calorimeter consists of an Electromagnetic Barrel (EMB)
calorimeter in the region \r}\ < 1.475 on either side of the detector center in a
cylindrical shape and thus providing a uniform coverage in 4> coordinate direction. An
ElectroMagnetic EndCap (EMEC) calorimeter, placed on either sides of the barrel
in the region 1.375 < |r/| < 3.2, with a coaxial wheel shape is used. The EMEC
calorimeter has two wheels, an outer wheel in the region 1.375 < (77! < 2.5 and
an inner wheel in the region 2.5 < |r/| < 3.2. In both of these calorimeter regions,
liquid argon is used as the active material and lead is the absorbing passive material.

An accordion geometry is chosen for the electrodes thereby providing an excellent
azimuthal (4>) coverage without any cracks.
The Hadronic EndCap (HEC) calorimeter provides hadronic coverage in the
region 1.5 < I77I < 3.2. The HEC continues from where the Tile extended barrel ends
with a small gap in between. In the HEC, the active medium is liquid argon and copper
plates with planar geometry are used as absorber material. The Forward calorimeter
(FCAL) provides coverage in the radiation hard region 3.2 < I77I < 4.9. The FCAL is
close to the beam axis and is exposed to higher radiation. Copper and tungsten are
used as the absorber material to contain the energetic hadronic showers in this region.
A presampler with finer divisions in r; is put in place to measure and correct for the
energy loss of electromagnetic showers. The inner detector parts are 4 radiation length
thick and the presampler provides the correction for this energy loss.
The barrel and endcap section of the calorimeters are enclosed in separate
cryostats with a gap in between to route access services to the inner detector. For
accurate measurements, these losses due to the gap should be corrected for, which in
this case is carried out with the help of scintillators installed on the outside of the
cryostats. The calorimeter is read out as cells and these cells have different granularity
or size in different segments of the calorimeter. The LAr EM calorimeter is segmented
longitudinally into three samplings in the barrel and two in the endcap. The HEC has
two samplings and the FCAL has one sampling. Figure 2.14 illustrates the different
segments and different granularity in the different segments in the barrel section of
the LAr EM calorimeter.
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(b) LAr Electrode Schematic
Figure 2.14: EM barrel calorimeter module showing different granularity in different
samplings or segments and the accordion geometry of the electrodes.
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A schematic of LAr electrode in the barrel section of the electromagnetic
calorimeter depicts the accordion geometry that has narrow width for lead electrodes
at one end and larger width at the other end and so the angle of folding in the
accordion geometry decreases longitudinally. The amplitude of the accordion shaped
absorber increases as the angle reduces longitudinally. Different electrodes are clubbed
together to form a module of the calorimeter as shown in Figure 2.14. The Barrel
section of the calorimeter also shows the three different samplings. The sampling closer
to the detector center has finer granularity and is made up of thin strip towers. The
middle sampling is made up of square segmentation of 0.025 x 0.025 in i] — 4> space.
The third sampling is made up of towers with segmentation 0.050 x 0.025 in 7/ — <j>
space. The granularity of the LAr Calorimeter and the rapidity coverage is tabulated
in Table 2.2.

Table 2.2: Granularity of the calorimeter in different samplings and rapidity coverage.
Also listed is the number of channels in each of the given rapidity regions.
t)

range
0 to 1.8
0.025 x 0.1
Presampler
Sampling 1 0.003 x 0.1
Sampling 2 0.025 x 0.025
Sampling 3 0.050 x 0.025
Trigger
0.1 x 0.1
channels
135808

1.8 to 2.0

2.0 to 2.5

2.5 to 3.2

0.004 x 0.1
0.025 x 0.025
0.050 x 0.025
0.1 x 0.1
12288

0.006 x 0.1
0.025 x 0.025
0.050 x 0.025
0.1 x 0.1
24064

0.1 x 0.1
0.1 x 0.1
0.2 x 0.2
1792

In case of the electromagnetic calorimeter in the end cap, the electrodes are
accordion shaped whereas in the HEC and the FCAL, the endcap wheel is segmented
into different modules consisting of planar electrodes. The basic unit of the LAr
calorimeter consists of an absorber plate, a liquid argon gap, a readout electrode, and

a second liquid argon gap. The readout electrode, typically a kapton-copper board,
consists of two copper outer layers maintained at high voltage and capacitively coupled
to a copper inner layer. The inner layer is connected to the readout channel and
collects the current induced by the electrons drifting in the liquid argon medium. The
absorber plates are connected to the ground.
The outer and the inner copper layers are etched with similar pads. Etching
defines the granularity or the size of the calorimeter cells. The readout electrodes
are etched together and the signal is collectively read from a group of electrodes in a
predefined area in the

r) — <f>

space. The number of electrodes that make into each of

the cells vary and is dependent on the calorimeter sampling layer and rapidity. These
signals are read from both the front and back of the calorimeter.
The calorimeter is readout as cells of different granularity using the LAr front
end boards placed on the outer and inner side of the electromagnetic calorimeter. The
signal is read and fit with a triangular pulse with front-end electronics located in
custom front end crates directly on the cryostat. The peak of the signal is determined
and used for measuring the signal response away from the detector noise.
The calorimeter cells are grouped into trigger towers of dimension 0.1 x 0.1 in
7] — phi phase space. The signal from the detector towers is used by the trigger system
of the detector to identify the events with physics of interest from the experiment. A
schematic of the LAr electronic readout system is shown in Figure 2.15 and the logical
flow in Figure 2.16. This dual system is used with minor modifications across all the
subdetectors of the LAr calorimeter.
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Figure 2.15: Schematic of electronic readout from the LAr calorimetry.
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Figure 2.16: Schematic of a FEB and the signal processing in the FEB before the
signal is fed to RODs.

The read out system of the LAr calorimeter in the barrel has a front end system
on boards located on the cryostat called Front End Boards (FEB). The FEBs are
responsible for the readout and digitization of the calorimeter signals and along with
calibration boards for calorimeter calibration and trigger boards for providing signal
to the hardware based Level-1 trigger system form the main components of the Front
end system. The signals are fed through cables that are run through cold-to-warm
feedthroughs located in the gap between the barrel and the extended barrel. The back
end system consists of Virtual Machine Environment (VME) boards located far in
the detector hall and primarily consists of Read Out Driver (ROD) boards that are
fed with signals from the FEBs through optical links (OTX). The RODs are final
elements that process the signal before the data acquisition records the signals into
data objects.

Tile Calorimetry
The Tile calorimeter in ATLAS is a sampling-type calorimeter made of steel as
absorber material and scintillating tiles as the active medium of the calorimeter. The
central barrel section encloses the barrel cryostat and the extended barrel encloses
the endcap cryostat. Scintillators are placed on the walls of the gap between the
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barrel and extended barrel to calculate and later account for the energy loss in the
gap. An amount equal to 40% of the jet energy is accounted for from the energy
deposition of the collision fragments in the TileCal. The TileCal is subdivided into 64
modules around the electromagnetic calorimeter in the azimuthal plane. One of these
64 modules is shown in Figure 2.17. The TileCal has 4 different layers in the baxrel as
well as in the extended barrel as shown in Figure 2.18.
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Figure 2.17: Schematic illustrating the tile calorimeter component.
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Figure 2.18: Schematic illustrating the cells in the tile calorimeter.

The scintillators produce light with intensity proportional to the energy
deposited by the particle showers. Tiles are read out by wavelength shifting fibers into
Photo Multiplier Tubes (PMT). The fiber readout is configured such a way that three
dimensional projective cells and towers are defined. These cells and towers are later
used as input to the trigger and energy measurement. An optimal filtering method is
employed to compute the energy. Calibration of the TileCal response from time to
time is necessary as the response of the scintillation tiles diminishes due to exposure
to radiation. Cesium lasers are installed which are used to provide light to the whole
TileCal and enables the calibration and testing of the optical connections and PMT
response.
The TileCal front-end electronics reside on a drawer assembly that slides into
the backbone support channels of the calorimeter wedges. The front end electronics,
mounted on one side of the drawer, are responsible for reading the signal out of the
PMT, shaping with an LC circuit, and digitizing the signal. High gain and low gain
outputs are sent to the digitizer boards, and a differential fast trigger signal from
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the low gain signal is sent to the trigger sum boards to produce trigger tower sums.
The digital signal is then fed to the RODs in the counting rooms through an optical
control link. An optimal filtering algorithm is used to calculate the energy deposited
in the cells using DSPs which take the signal from the RODs. The RODs and the
DSPs form the back end system for TileCal.
2.2.3 Muon Spectrometers
The Muon Spectrometer is used for accurate measurement of momentum
of the muons. The different subsystems of the Muon Spectrometer are Thin Gap
Chambers (TGC), Resistive Plate Chambers (RPC), Cathode Strip Chambers (CSC),
and Monitored Drift Tubes (MDT). The different sub-systems are shown in Figure 2.19.
The Muon Spectrometer is radially outside of all the other subdetectors and hence
has a large volume. An accurate measurement of the momentum requires a high level
of precision from each of the different sub-systems. The muon spectrometer covers a
pseudorapidity range of |?7| < 2.7 and can be used for triggering on muon tracks up to
|?7|

< 2.4. The transverse and longitudinal view of the Muon spectrometer is shown

in Figure 2.20 and Figure 2.21 respectively, and depicts the spatial distribution of
various sub-components.
The TGCs are multi-wire proportional chambers containing 2.8 mm wide gaps
that are filled with a mixture of 55% CO2 and 45%

Wires are run through

these gaps at a separation of 1.4 mm. The charge generated when muons pass through
the gaseous mixture is collected by these wires. They are located in the end-cap region
and provide tracking of muons in the pseudorapidity range of 1.05 < |r/| < 2.4.
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Figure 2.19: View of the different subsystems of the muon spectrometer.
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Figure 2.20: View of Muon Spectrometer from one side of the end cap.
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Figure 2.21: Longitudinal view of the Muon Spectrometer.

RPCs are designed as a parallel electrode-plate detector setup. It consists of a
two plates that act as anode and cathode. They are separated by a gap of 2 mm and
the gap is filled with a gaseous mixture of 94.7% C2H2F4, 5% Iso — C4//10 and 0.3%
SF6. The metallic strips that are attached on the outside of the plates are used for
read out. Two sets of readout strips are used, one in the (^-direction and the other
in the //-direction. This provides a second coordinate in the non-bending azimuthal
projection. RPCS are used for trigger on muon tracks in the psuedorapidity range
17/| < 1.05.
The Monitored Drift Tubes (MDT) are drift tube chambers consisting of 30 mm
radii aluminum tubes. Tubes filled with a gaseous mixture of 93% Ar and 7% CO2
are employed to function as the TRT straws. The charge generated by the muons
in the gas drift towards a wire running through the center of the tubes. The MDTs
cover the psuedorapidity range \r}\ < 2.4 and provide an accurate measurement of the
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muon tracks. The MDTs are prone to sagging or thermal deformation and so a laser
alignment system is in-built to provide accurate position resolution.
In the pseudorapidity range of 2.0 < |r7| < 2.7 in the innermost layer, CSCs
are employed rather than MDTS as the CSCs withstand the high particle flux and
muon track density. The CSCs are multi-wire proportional chambers consisting of
layers filled with Ar and CO2 gaseous mixture and anode wires running in between
are oriented in the radial direction. The cathode strips are perpendicular on one side
and parallel on the other side. An accurate computation of the track is carried out by
an interpolation of the charge induced on neighboring strips.
2.2.4 Other Subsystems
Magnet System
The ATLAS magnet system includes a solenoid that encompasses the inner
detector and three large scale air-core toroids, one in the central region and the
other two in the end-cap regions. A schematic illustration of the magnet system and
the view of the toroids before the installation of calorimeter systems is shown in
Figure 2.22. The magnet system is an optimal design providing magnetic fields in
different subdetectors. It is designed to bend particles with minimal scattering effects.
The solenoid provides an axial magnetic field and the toroids provide tangential
magnetic fields. The magnetic field bends the particles that hit the Inner Detector and
the Muon Spectrometer. The tracks of these particles are reconstructed from these
hits and measurement of the momentum of the particles is made from the curvature
of the tracks.

(a) Schematic of ATLAS magnetic system

(b) Toroid magnets before calorimeter installation
Figure 2.22: View of toroid before the calorimeter and inner detector parts are installed
and also elucidates the relative size in comparison to a person standing
on a platform.

The solenoid provides an axial magnetic field of 2 Tesla to the inner detector
and the toroids provide a tangential magnetic field of 0.5 Tesla in the central region
|?7|

< 1.4 and 1 Tesla in the end cap region 1.6 < \r]\ < 2.4. The toroids provide

magnetic field for the bending of muons in the muon spectrometer. The solenoid shares
the cryostat with LAr and provides magnetic field to the inner detector. The two end
cap toroids are positioned inside the barrel toroid and provide magnetic field in the
end caps.
The barrel toroid provides magnetic field in the barrel region. It is made up of
Nb-Ti superconductor in copper matrix coils and are encased in steel vacuum vessels.
There are eight race-tracked shaped steel vessels that make the barrel toroid. The
barrel toroid weighing 1300 tons is cooled in liquid helium at 4.5 K. The end cap
toroids provide magnetic field in the forward regions of the detector and are placed
in a large cryostat in the end cap regions. Since the magnet system is necessary in
determining the charge of the particles, it plays a huge part in identification of the
particles. Thereby, it aids in the physics studies from the data recorded on the ATLAS
detector.

Luminosity Monitors
The luminosity measurement in ATLAS is made by three forward detectors.
These forward detectors are also sensitive to the elastic collisions in the detector and
thereby provide a possibility for studying diffractive physics. Luminosity measurement
using Cherenkov Integrating Detector (LUCID), Absolute Luminosity For ATLAS
(ALFA) detector, and the Zero degree calorimeter (ZDC) are employed for luminosity
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measurement. In addition, the FCal is used to make complementary measurements of
the absolute luminosity and in 2010, these measurements were accomplished with a
systematic uncertainty of 4%. LUCID, ALFA and ZDC are placed at 17 ra, 240 m,
and 170 m respectively from the interaction point.
The LUCID consists of gas filled aluminum tubes. The charged particle passing
through the gas emit cherenkov radiation that is collected at the end by a PMT. The
light collected is proportional to the number of charged particles in the tube and
there by providing means to measure the relative luminosity. The ALFA detector
consisting of two roman pots measures the elastic scattering at small angles. The
absolute luminosity is then computed from the total scattering cross-section.
The luminosity is measured only in dedicated LHC runs and is used to calibrate
LUCID. The ZDC consists of compact calorimeters that sit at approximately zero
degrees to the incident beams on either side of the ATLAS detector. The shower
products from particles that travel closer to the beam produce Cerenkov light. The
Cerenkov light is captured by the quartz strips and is read out via PMTs. The intensity
of the light provides a measurement of the energy of the particle.

Trigger and Data Acquisition
At the design luminosity of 1034cra-2s-1, on an average, there are 23 protonproton interactions occurring for every bunch crossing, with the proton bunches spaced
25 ns apart. This results in a collision frequency or event rate of 40 MHz. So, there
are approximately 109 collisions occurring every second resulting in a collision rate
of 1 GHz. Each collision event recorded will need approximately 1.5 Mb of memory
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for storage. This places a requirement of high data transfer rates and data storage
infrastructure. The resources available at the ATLAS detector for computing and
storage places a restriction on the number of events that can be recorded. The design
storage rate of events recorded with the ATLAS detector is 200 H z .
The rate at which the events are selected and stored needs to be downscaled
from 1 GHz to 200 Hz, by a factor of 5 x 106. The ATLAS detector trigger system
is designed and used in selecting the events of interest based on predefined criteria
and the Data Acquisition (DAQ) system that handles the transfer of built events and
storage for future processing and analysis as shown in Figure 2.23.
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Figure 2.23: Schematic of the components of the Trigger and the DAQ systems and
the data flow at different stages.

The ATLAS Trigger System handles the process of selecting events with desired
event signatures and accepting the events of interest within the bandwidth available
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for recording data. A significant amount of events are rejected and lost forever. The
Trigger System plays a key role in the success of the LHC and ATLAS detector in
reaching their experimental goals. The ATLAS Trigger System consists of three levels
as shown in Figure 2.24. The first level called Level-1 (LI) is implemented at hardware
level. The second level called Level-2 (L2), and the third level called Event Filter (EF),
are implemented at the software level.

Interaction rate
~1 GHz
Bunch crossing
rate 40 MHz

CALO

MUON TRACKING

Pipeline
memories

LEVEL 1
TRIGGER
< 75 kHz

Derandomizers
Readout drivers
(RODs)

Regions of Interest
LEVEL 2
TRIGGER

Readout buffers
(ROBs)

0(1) kHz
Event builder

EVENT FILTER
-200 Hz

5?

Full-event buffers
and
processor sub-farms

Data recording

Figure 2.24: Schematic of the different stages of the Trigger system and the different
stages of the DAQ where they act.

The L2 and EF together are grouped and referred to as the High Level Trigger
(HLT). The LI trigger uses information from the subdetectors of the calorimeter and
the Muon Spectrometer to make a quick decision on event selection. The Central
Trigger Processor is responsible for this action and forms the core of the LI trigger.
The event rate is reduced to 100 KHz at LI trigger. Information from the inner
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detector is not used in the LI decision process and thus avoids processing information
from a very large number of channels. The decision is made from information of
coarse granularity and lower precision than is used in the later offline reconstruction
of physics objects. A schematic overview of the LI trigger is shown in Figure 2.25.
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Figure 2.25: Schematic of the data flow in the LI Trigger system.

The LI calorimeter trigger (LICalo) looks for electrons/photons with high
Pt

, taus, and jets with high transverse energy (£t) using trigger towers for finer

granularity in the central region and coarse granularity in the endcap region of the
detector. Trigger towers are built by aggregating the trigger signals in a projective cone
from the interaction point. The physics objects are searched above a programmable
threshold and with an isolation criteria to distinguish the energy deposition due to
these objects from other energy depositions.
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The LI muon trigger uses information from the RPCs in the central region and
TGCs in the end-cap to identify high px muons originating from the interaction point.
The LICalo and LIMuon trigger information is passed on to the CTP for making
an acceptance decision. A fragment consisting of trigger information is passed to the
Read Out System (ROS) and to the Region of Interest (ROI) builder application. The
trigger decision, together with the LHC clock and other signals, are distributed to the
detector front-end and read-out systems via the Timing Trigger and Control (TTC)
system.
The Ll trigger identifies regions in the detector where interesting features are
detected. These are termed Regions Of Interest (ROIs) and are fed to the L2 trigger.
The Ll trigger system makes the decision in a short time of 2.5jis and passes the ROIs,
the location of the ROIs, and the thresholds used to the L2 trigger. The signal from
the detectors is read out using the Read Out Drivers (RODs) and passed to the Read
Out Systems (ROSs) through Read Out Links. The ROSs consist of Read Out Buffers
that provide storage of data during the latency seen during the decision process at
Ll. The L2 trigger reduces the event rate to 1 kHz by selecting events based on the
ROIs. The ROI builder is used for identifying and distinguishing physics objects by
running a simplified version of event construction. The decision is made within a time
of 40 ms and the information is fed to the EF to arrive at the desired low event rate.
The selection made at Ll trigger is further refined using the information
from this simplified event. In this hierarchical trigger scheme, the selection criteria is
improved by using information of higher granularity and precision measurement of the
physics objects like electrons, photons, hadrons, muons and missing transverse energy.

The Level-2 Supervisor (L2SV) distributes the ROIs across the Level-2 Processing
Units (L2PUs). The L2 processing occurs on L2 Farms consisting of dual core computer
clusters located at point-1. In addition, a zero-suppression scheme and data compression
techniques are employed to reduce the execution time of algorithms used in the software
based HLT. The zero-suppression scheme used by most of the subdetectors is devised
such a way that only the readout channels having a signal above a threshold are
readout. The data compression and suppression schemes are not used in calibration
and special runs where the desired interest is to understand and tune the detector
and not physics studies.
The full event reconstruction at the final stage or the EF occurs within a
time of 4 ms and providing an event rate of 200 Hz. The Sub Farm Inputs (SFIs)
consisting of computer clusters is responsible for handling the data transfer from the
Event Builder (EB). The decision process is carried out at the EF Farms and sent
to Sub Farm Outputs (SFOs). The SFOs handle the data transfer of the full event
reconstructed in the EB to storage tapes. The HLT algorithms are run in the EF farms
to look for signatures of interest such as di-jet event candidates or high pr lepton
candidates.
The latency for decision at the EF is approximately 1 s and the decision is
propagated to the SFOs. The HLT decision is stored along with the data from the
subdetectors to enable offline analysis at later stage. The EF polls the SFIs for the
whole events to search for events to keep in a data stream. The SFOs handle the
storage of these selected events and further transferring them to the data recording
facility. The SFOs can handle storage of 24 hours of data collected at a peak event
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rate of 400 H z . SFOs aid in the storage of data when data recording problems arise
and thus aid in higher data recording efficiencies.
The triggers used in each data taking run are defined through a trigger menu.
The trigger menu defines the LI and HLT triggers used and the mapping between LI
and HLT triggers. A full sequence of triggers from the LI to HLT is called a trigger
chain. The different values for the thresholds and other parameters of these trigger
items are also defined through the menu. A prescale factor is used with triggers having
low px thresholds. Running the triggers with prescale factors will only select a few of
the events that have passed the particular trigger. Different jet triggers are used with
different thresholds and the jet trigger with the highest pr threshold is left unprescaled.
The events passing the unprescaled trigger are always passed to the higher trigger
level.
The events satisfying a predefined set of different triggers are stored in different
data streams. The events are stored in different data streams corresponding to the
physics objects like electrons, photons, jets, missing ET, b-jets, etc. The events passing
the LI calorimeter triggers are put in the LlCalo stream. In addition to these streams,
an express stream consisting of 7% of the events and a calibration stream are used.
The calibration stream consists of events with minimal information for calibrating
the detector elements. The express stream and calibration stream are reprocessed
immediately and are used for monitoring and studying the correcting procedures and
also for calculating the updated calibration constants before the physics streams are
signed off for full reprocessing. A debug stream is used for events in which the trigger
decision is not processed in the defined time.
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The protons are injected into the LHC ring in a process called fill and are
provided for collisions. Each data taking run goes on for many hours during an LHC
fill. The run is stopped in between the LHC fills for special runs used for detector
calibration or for studying the detector operational issues. Each run is divided into
blocks of a few minutes called Lumi Blocks. The lumi block is about 1 minute to
10 minutes long and is defined before the start of a run. Some of the parameters
of the run are changed on the fly when the detector is in the recording mode. The
detector prescales are often changed on the fly and are stored in a database. The
luminosity block is used to draw a clear distinction between events before and after
the run parameters are changed.

Computing
The LHC computing model utilizes a grid model with a higher level of
decentralization of computing resources and data storage. It is divided into four
tiers. Tier-0 is the computing facility at CERN and is responsible for the first prompt
reconstruction and storage of raw data that is generated from the SFOs. The raw data
is replicated to Tier-1 centers around the world which provide offline reconstruction
capability and also carry out scheduled analysis of data by physics analysis groups.
Physics data sets which are used for further analysis are transferred to Tier-2 computing
facilities. The Tier-2 centers also provide simulation capacity. An additional Tier-3
is designated to computing facilities within individual institutions in the ATLAS
collaboration and is used by users for analysis of physics data. This computing model
enables utilization of the LHC Computing Grid (LCG) and other non-ATLAS grid
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oriented projects. The analysis reported in this dissertation was performed on the
computing capability provided to Louisiana Tech University through the Louisiana
Optical Network Initiative (LONI) and the data storage capabilities of PetaShare
online storage facility.
An important aspect of ATLAS computing is the Event Data Model (EDM)
and the ATHENA framework. The ATLAS EDM consists of different representations
of data at different stages of the data reconstruction and reprocessing. The data
from the EF is stored in byte-stream format and after first processing is stored as
Raw Data Objects (RDO). The Event Summary Data (ESD) represents data after
the reconstruction. Analysis Object Data (AOD) is a less detailed version of the
ESD used in analysis and is stored in POOL ROOT file format. Tag data (TAG)
consisting of event-level metadata is stored and is used in efficient event selection in
analysis. Derived Physics Datasets (DPDs) are less detailed and more analysis specific
representation of data is used for analysis. Lighter versions of the DPDs represented
in flat root ntuple format, called D3PD and D4PD are also widely used by analysis
groups. These are used in the analysis at the Tier-3 facilities.
The ATHENA framework is employed by ATLAS to provide common
functionality and is used to plug in all the software used in detector operation,
data preparation, and analysis. Different ATHENA releases are prepared consisting
of different versions of the software and updated calibration and other constants. A
distributed analysis system is employed, in which the analysis and reconstruction jobs
are routed to the facility hosting the data and the output data is stored for retrieval

by the users. An ATLAS Metadata Interface (AMI) tool is used for searching the
various datasets and the associated metadata information with the different datasets.
A database model called COOL is also employed to maintain a list of detector
operation conditions and is called the conditions database. The calibration and
alignment are processed and stored in the COOL database. The geometry database
holds the information of the detector description which is used in detector simulation
activities. A GEANT4 detector simulation program is employed to simulate the
response of the different subdetector components to different particle radiation.
The ATLAS simulation model consists of events generated by Monte Carlo
(MC) event generators with event topologies expected in proton collisions at the
LHC. This forms the MC truth information of the simulation. The events are fed to
the GEANT4 package for simulating the detector hits. The hits are digitized by the
digitization algorithms and stored as RDOs. Pileup, a result of multiple interactions
in the event, is common in proton collisions at high luminosities. This is simulated
before the digitization step and the hits are merged with the hits from the GEANT4
simulation.
ATLANTIS, an event display program, provides a visual representation for
investigation and understanding of the physics of each event and the response in the
subdetectors. A 2D and 3D display of tracks, energy deposition into clusters and
full detector layout is provided by the ATLANTIS display and provides a way to
investigate the accuracy of the reconstruction algorithms employed to identify the
physics objects. Figure 2.26 illustrates the response seen in different subdetectors.
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Figure 2.26: An example of an ATLANTIS display showing graphical representation
of response seen in different components of the ATLAS detector.

The charged particles like electrons, muons, charged hadrons, etc. leave tracks
in the inner detector while neutral particles like photon do not leave any tracks.
Also the hadrons deposit energy in the electromagnetic and hadronic calorimeters
as represented by the histogram blocks on the calorimeter layers in the ATLANTIS
display. The muons do not deposit sufficient energy in the calorimeters but leave hits
in the Muon Spectrometer.

2.3 The Big Picture or 2010 Detector Operation
The ATLAS detector was commissioned to record proton collisions at
s = 7 TeV in 2010 and recorded data equivalent to JCdt = (36 ± 4) pb"1. The
detector and its sub-components operated at high efficiencies. Table 2.3 describes the
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operational efficiencies of the different subdetectors in the ATLAS experiment. The
LAr Calorimeter operated with a high efficiency and only 1.3% of the cells in the LAr
calorimeter were not read out. Some of these, approximately 1.2%, are connected to
FEBs that are disabled. The additional 0.1% of the cells are incurable cells that do
not respond to input pulse, permanently noisy and sporadically noisy cells.

Table 2.3: Number of channels and the operational efficiency of the different
subdetectors in the ATLAS detector.
Subdetector

No. of Channels

Pixels
SCT Silicon Strips
TRT Transition Radiation Tracker
LAr EM Calorimeter
Tile calorimeter
Hadronic endcap LAr calorimeter
Forward LAr calorimeter
LVL1 Calo trigger
VL1 Muon RPC trigger
LVL1 Muon TGC trigger
MDT Muon Drift Tubes
CSC Cathode Strip Chambers
RPC Barrel Muon Chambers
TGC Endcap Muon Chambers

80 M
6.3 M
350 k
170 k
9800
5600
3500
7160
370 k
320 k
350 k
31 k
370 k
320 k

Operational
Efficiency
96.4%
99.2%
97.5%
99.8%
96.2%
99.6%
99.8%
99.9%
99.0%
100%
99.7%
97.7%
97.0%
97.9%

The incurable cells and permanently noisy cells are masked while the
sporadically noisy cells are masked in the reconstruction based on the data quality
assessment. For cells that are not included in the reconstruction, the energy deposited
in the cell or the cell signal is approximated from the signal of the neighboring cells.
The temperature variation of the cryostat is less than 1.2%, thereby providing a good
uniformity and linearity in the energy measurement in the LAr calorimetry.

In the TileCal, 1.5% of the cells are not readout, out of which 1.2% of them
are due to power supply problems affecting the measured response or data corruption
problems that are mainly due to front-end electronics malfunction or bad configuration.
The inner detector showed a good vertex identification with fake rate less than 1%.
The trigger system was initially commissioned without the calorimeter triggers.
LI calorimeter triggers were commissioned with HLT in "pass through mode"
initially and then later with increasing luminosity, the LI triggers were prescaled
heavily and the HLT was commissioned. LI calorimeter jet trigger with a pT threshold
of 95 GeV is the trigger that was left unprescaled in 2010. The ATLAS detector
recorded collisions and few of the known Standard Model physics signatures were
remeasured. A graphical representation of two interesting events on ATLANTIS
Display is shown in Figure 2.27.
Figure 2.27a shows an event where a Z boson radiates into two electrons and
a photon. The electrons deposit energy in the electromagnetic calorimeter and is
viewed as histograms. Electrons also leave hits in the inner tracker shown as a red
line in the figure. The photon deposits energy in the electromagnetic calorimeter but
does not leave any hits in the inner detector. In Figure 2.27b, the Z boson decays
into two electrons that deposit energy in the electromagnetic calorimeters and also
leave tracks in the inner detector. In Figure 2.27c, an event where a W boson decays
into an electron and a neutrino is shown. The electron has deposited energy in the
electromagnetic calorimeter and is viewed as histogram bars on the electromagnetic
calorimeter layer. The electron has left hits in the inner detector that are viewed as a
red track in the display.
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Figure 2.27: Different event topologies and their interpretation for physics from the
response of the different components of the ATLAS detector.

The neutrino does not deposit any energy on the calorimeter while a red
line showing the missing energy is calculated from the calorimeter readout. Thus,
ATLANTIS display proves to be a useful tool in visualizing events of interest and is
handy to visually verify the physics in the event. The tracks in the inner detector
indicates if the particle is charged. The type of calorimeter in which the energy deposit
is observed can be used to classify if the particle is hadronic or electromagnetic.

CHAPTER 3
DATA PREPARATION
3.1 Reprocessing
ATLAS used a prompt reprocessing model in 2010 in which the data that comes
out of the EF as different data streams are processed at different times in a time span
of 36 hours. Only the express stream is processed immediately with best estimates of
the calibration constants. The express stream is used by monitoring groups to provide
feedback on the quality of the data recorded. The physics streams are stored in Tier-0
and is called "Bulk Data", and is held until it is signed off for reprocessing after the
data quality checks are assessed.
The reprocessing of the Bulk Data is held off until the express stream is fully
reprocessed. The calibration stream is processed in quasi-real time and, in conjunction
with the express stream, is used to study detector problems. The problematic channels
are masked based on the studies conducted. Few of the cells in the calorimeters
are masked in the reprocessing based on the data quality checks and the bulk
reprocessing is carried out. The Data Quality (DQ) checks are performed using
histograms generated by the monitoring infrastructure from both online and offline
event processing. Section 3.3 gives a much detailed description of the DQ infrastructure
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and the procedures followed. Figure 3.1 illustrates the data flow from the ATLAS
DAQ to the final storage after reprocessing.
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Figure 3.1: Schematic of reprocessing data flow in the ATLAS detector.

The output of the First-pass bulk reprocessing with appropriate calibrations
result in ESD and AOD formats of the data. The data in these formats is transferred
to Tier-1 centers for archival and use by physics groups. The ESDs and AODs are
further reprocessed at Tier-1 centers by the physics groups to generate DPDs or
D3PDs that have reduced event representation. These reduced event data formats
require less storage space and are used for analysis.
Late reprocessing of ESDs is carried out at Tier-1 centers with the same
ATHENA version. The calibration constants are updated and the results of the data
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quality checks on the reprocessed data are archived. All the bulk data is reprocessed
every 3 months with the same ATHENA release but with updated calibration constants
from the continued detector and calibration studies. The data including from the
previous years will be reprocessed once a year with updated reconstruction algorithms
and calibration constants using new ATHENA releases.

3.2 Data Objects
Data Objects are the output of the reconstruction algorithms and consist of
particle parameters and information necessary for physics analysis. The different
tools used in the reconstruction stage produce different data objects. The combined
reconstruction at ATLAS outputs both physics and detector objects that are stored
in containers. The different data objects from the calorimeter are discussed here.
These calorimeter objects are fed as input to the the combined calorimeter monitoring
tool called CaloMonitoring as discussed in Section 3.4. Figure 3.2 shows the flow in
the combined reconstruction and the generation of different calorimeter objects that
are later fed to the physics reconstruction algorithms, such as the jet reconstruction
algorithms.

Raw Channels

Cell Maker

Cells

Clusters

Towers

Tower Builder

Cluster Maker

Figure 3.2: Schematic of calorimeter event data model.

The outputs of the EF from the two different types of calorimeters in the
ATLAS detector, namely LAr and TileCal, are represented as raw data and are
unpacked as LAr Raw Channels and Tile Raw Channels during the reconstruction.
These reconstructed objects representing the raw data in a four-momentum navigable
class form the basic objects in the calorimeter reconstruction flow. The Raw channels
from TileCal and LAr are fed to the cell maker algorithms to generate CaloCells and
TileCells.
These objects at cell level are fed to the clustering algorithms to generate
clusters of the calorimeter cell objects. Two different algorithms, namely sliding
window and topological clustering, are employed in the calorimeter reconstruction
flow in the ATLAS detector and are described below. EM clusters, formed with a
sliding window algorithm, are used for electron and photon identification. Combined
clusters, built from both EM and hadronic calorimeters, are used for jets and tau
lepton decay identification. The clusters formed from topological clustering are used
in the identification of jets.
The output of the topological clustering is differentiated into EMTopoClusters
and CaloTopoClusters. EMTopoClusters are generated from all the cells in the LAr
EM calorimeter while the CaloTopoClusters are built from both LAr CaloCells and
Tile Cells. Towers are also built from cells using Tower Builder algorithms and are fed
to sliding window algorithm. Towers are built by aggregating all cells from calorimeter
layers projected longitudinally in a grid of size 0.1 x

0.1

in
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— <f> space and are stored

as CombinedTowers. Similarly, EMTowers are built considering cells only in the EM
calorimeters. CombinedTowers and CaloTopoClusters are data objects that are fed to
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the jet finding algorithms. EMTopoTowers are only used for consistency checks and
are never used to identify physics objects.
TopoTowers that are built by aggregating cells carrying energies in excess of a
threshold defined in terms of the noise in the cells are also used as inputs to the jet
reconstruction algorithms. All these calorimeter objects are persistified, meaning that
they are written and stored in the data streams. TopoTowers are initially configured
as transient objects, meaning that the objects are reconstructed on the fly, fed as
inputs to the relevant algorithms, and later deleted from final storage.
Clusters and tower objects also store the information about the cells from
which they are built and hence aids in the navigation to individual cells. Clusters
that are made from towers store the information of the cells and not the towers, and
so do not require the tower information to navigate to cells. Navigation to cell level
from a higher level object is useful for studies related to consistency checks and also
for accessing the four-momentum navigable parameters of cells in physics analysis.
All these objects in the calorimeter reconstruction flow are calibrated at EM scale,
meaning that they do not represent the true energy of particle depositing energy in
the hadronic calorimeters. Various calibration schemes are employed to correct for the
true energy of the physics objects reconstructed from these calorimeter objects. These
calibration schemes that are employed for correcting the energy of jets are described
in Chapter 4.
The sliding window algorithm uses a window of fixed size, and the cells in
the window are aggregated into clusters in three steps that involve tower building,
precluster (seed) finding, and cluster filling. In r/ — <p space, the calorimeters are
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divided into a grid of N v x

elements of size Arj x A<f>. Number of grid elements

in different types of towers are listed in Table 3.1. For identifying and selecting the
seeds, a window of fixed size N™indow x ]\[^tndow is chosen.

Table 3.1: Two different types of tower objects built using sliding window algorithm,
the number of grid elements, and the grid size used in different parts of the
detector as parameters to the configuration of sliding window algorithm.
Tower Type
Calorimeters
Vmin i Vmax
N#, N&t/,

EM
EMB, EMC
-2.5, 2.5
256 (0.025)
200 (0.025)

Combined
All
-5.0, 5.0
64 (0.1)
100 (0.1)

A seed is defined if the E T of all the towers in the window is above a threshold
and is a local maxima in the window. The position of the seed itself is calculated as an
energy weighted

tj

and (j) barycenters of all cells in a window of fixed size N^os x N^ os .

The window sizes and the thresholds used for the seed finding are listed in Table 3.2.

Table 3.2: Two different types of clusters formed by sliding window algorithm and
the grid size and ET threshold used while configuring the sliding window
algorithm.
Cluster Type
window ^ jywindow
E t Threshold (GeV)
ATposition y ^position
7J
<j>
A^IJduph A<^>dupl
Fill Cells Option

EM
5x5
3
3 x 3
2x2
No

Combined
5x5
15
3 x 3
2x2
Yes

Duplicate clusters are removed by removing the clusters with a lower Ex in
a window of size given by Arjdupi

x

A 4>dupi- A smaller size for the window used to

calculate the position of the seed makes the computation less sensitive to noise. In
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the final step, the preclusters are filled with all the cells that are encompassed by
the sliding window and the cluster quantities are calculated from the cells that are
collected into the cluster.
The topological clustering algorithm consists of two steps, cluster maker step
involving an iterative procedure for finding the seeds and other cells that make up
the cluster, and a cluster splitter step. In the first step, the cluster maker algorithm
identifies all cells with a local maxima, which are called seeds. The seeds are defined
using the signal-over-noise ratio of the cells. The signal-over-noise ratio is required to
be higher than the seed threshold tseed. The seed threshold is chosen to be different
for different types of cluster objects and is described in Table 3.3. Signal is normally
the energy of the cell and the noise is considered as root mean square (RMS) of the
electronic noise and the expected contribution from pile up added in quadrature. All
the seeds are added to a list called the seed-list and the seeds are called protoclusters.
The seed list is ordered in descending order of the signal-over-noise ratio.

Table 3.3: Two different types of clusters formed by topological clustering algorithm
and the configurations of the parameters used in building them.
Parameter
Calorimeters
Seed signal definition
Cluster cut before splitting
tseed

tneighbor
tcell

EM 633
EM only
E
E t > 5 GeV
6
3
3

Had 420
All
|E|
|£t| > 0 GeV
4
2
0

For each seed cell, the non-seed neighboring cells with signal-over-noise
ratio greater than the neighbor seed threshold tneighbor are added to the adjacent

protoclusters. All the neighbor seed cells are added to the neighbor seed list. If the cell
is adjacent to two protoclusters, the two protoclusters are merged. In the case where
the cell energy is above tceu but below tneighbor> the cell is added to the first precluster.
This procedure is repeated until all the cells in the seed list are processed and then
the neighbor list becomes the new seed list. This iterative procedure is repeated until
the seed list becomes empty. In the final step of cluster making, the protoclusters are
ordered in Et and those below an ET threshold are removed.
The next step in the topological clustering is the cluster splitter. The cells
comprising of the protoclusters that are built with the cluster maker are searched
for local maxima using a predefined criteria. The criteria for identifying the local
maxima are cells with energy greater than the neighboring cells and also should be
higher than 500 MeV, and the number of cells in the protocluster are required to be
greater than 4. The cells with local maxima are added to a list, and the clusters are
allowed to grow around this local maxima along with including cells that are part
of the parent protoclusters. All the cells that are direct neighbors to the cells in the
seed list are added to the neighbor seed list and added to the adjacent protoclusters.
Once all the seeds are processed, the neighbor list becomes the new seed list and this
continues iteratively until the seed list is empty. The cells that are adjacent to two
local maxima are added to both the clusters and the energy contributed by this cell
to the protoclusters is divided among the clusters.
The electronic noise levels in the calorimeter are significantly higher as we go
from the central region to higher pseudorapidities. The electronic noise in FCAL and
HEC is high with higher luminosities and so the signal has to be significantly higher
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for forming a seed. This is why the rate of cluster formation is low in the FCAL and
HEC regions of the calorimeters compared to barrel region of the detector. Due to the
thresholds for EMTopoCluster objects being higher than that of the CaloTopoCluster
objects, the rate of formation of these two types of clusters differ proportionately. At
any point of time there is a higher probability of formation of CaloTopoClusters than
EMTopoClusters. In addition, the EMTopoClusters are built only with cells in the
EM calorimeters, thereby contributing to a higher difference in the rates of formation
of these two different cluster objects.

3.3 Data Quality
One of the important tasks in the ATLAS detector operations is quality
assessment of the data recording at all the different stages, starting from detector
operation to final reconstruction. This is handled by the infrastructure setup in the
purview of the Data Quality Monitoring (DQM). The common core software used in
this infrastructure is the Data Quality Monitoring Framework (DQMF). A schematic
of DQMF on the ATLAS detector with functional blocks is shown in Figure 3.3.
DQMF is used to monitor the quality of the data as well as operational conditions
of hardware and software elements that handle the subdetectors, Trigger, and DAQ
systems. It can be divided into online and offline DQMF.
The online DQMF handles the DQ assessment of the data taking conditions
while the run is ongoing through automatic checks on histograms generated from
various subsystems. The results of the assessment from online histograms and status
alerts from Detector Control System (DCS) are stored in the COOL Database. The

89
offline DQMF mainly handles the DQ assessment after the data is recorded from the
SFOs and before the reprocessing at Tier-0. The offline DQMF handles the quality
assessment of the data from histograms produced from express stream. Automatic
and manual assessment are carried out on these histograms to detect any problematic
issues and a color coded DQ status is saved as a flag in the COOL database.

ATLAS
.Stdtus

in

toCL (offline)
datubjsf

Figure 3.3: Schematic overview of the DQMF infrastructure in the ATLAS detector.

The DQ calculator tool combines the assessment and outputs the result of the
assessment as a DQ status flag. The automatic assessment is reassessed offline by
shifters before the run is signed off for reconstruction. The online DQMF serves in
alerting the shift crew of any detector problems and avoids faulty data recording. An
automatic DQ assessment performed through predefined algorithms on histograms
produced from different subsystems of the ATLAS detector is the basis for the online
DQMF. A schematic of the online DQ infrastructure that is employed in this automatic
assessment is shown in Figure 3.4.
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Figure 3.4: Schematic overview of the online DQMF in the ATLAS detector.

The online DQMF consists of an Online Histograming Service that collects
the thousands of histograms generated by different subdetectors. The DQ Algorithms
consists of several algorithms that perform quantitative and qualitative tests on
the information provided in the thousands of histograms generated by different
subsystems of the ATLAS detector. The DQParameters stored in the configurations
database provide information that include parameters that has to be passed onto
the DQAlgorithms, the DQAlgorithm to be used, and the histogram on which the
algorithm should be used. The different detector components on which the assessment
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is made are defined through the parameters provided as DQRegions. The results of
the assessment are published to the online Information Service.
The results are then accessed from the online Information Service and stored in
the conditions database or displayed through a visualization tool called Data Quality
Monitoring Display (DQMD). DQMD provides a display of the problematic detector
region in red, and green is used to indicate good operation status. The online shifter
can use DQMD to have an overview of the whole detector or look at each individual
region in detail and take corrective action as necessary.
The offline DQMF uses a subset of the data provided as express stream and
publishes the results of the DQ assessment. The express stream is generated after
the first-pass reprocessing of the data in a prompt reconstruction model followed
in ATLAS. The assessment helps in verifying the calibrations and alignment, and
take corrective actions on recoverable issues before the bulk data is signed off for full
reconstruction within a period of 36 hours. A schematic overview of the offline DQMF
is shown in Figure 3.5.

Configuration

Tier 0 reco

Histograms

Web Service

han

—> Check Results

Conditions DB

Figure 3.5: Schematic overview of offline DQMF in ATLAS detector.

92
The offline DQMF is designed similar to the online DQMF, except the tools and
applications that are part of this infrastructure are run stand alone. The histograms
that are the result of offline DQMF are merged at the end of the whole run and stored
as a grid-dataset for world wide access. The histograms are generated by tools that
are run on the Tier-0 data in Athena software framework.
The Histogram Analyzer (han) is used to perform DQ tests on the histograms.
The histograms are provided through files in ROOT file format and the information
needed to configure the automated tests are provided through parameters and reference
histograms predefined in binary input files. The results of the tests are generated
by applying simple tests designed with appropriate DQAlgorithms defined by DQ
experts. The results are stored in the Conditions database for archiving. The results
are also accessed by the han Display (handi) tool and displayed on the web using a
WebDisplay tool, as shown in Figure 3.6 and Figure 3.7. In addition, the results are
also made available through the web service that provides a view of the color-coded
results for the time granularity desired.
The WebDisplay is similar to the DQMD in function and gives a snapshot of
the problematic regions. Detailed information on the problematic issues can also be
accessed if we navigate down in the DQTree. The histogram from which the problem
is identified, the DQAlgorithm used in the test, and the parameters configured in the
test are a few of the details that can be accessed from the WebDisplay. In addition,
a history tool that saves the problematic regions evolution over time can also be
accessed.
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Figure 3.6: Schematic of the DQM webdisplay showing different subsystems of the
ATLAS detector and monitoring histograms for a particular DQ region.
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Figure 3.7: Schematic of the DQM webdisplay showing the histogram, the algorithm
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The DQ flag system is designed similar to the logic of a traffic light and is
designed to accept five color coded values. A green status flag indicates that the
data recording is good and the data can be reprocessed. A red flag indicates one or
more subsystems have malfunctioned and the data is not good for physics analysis.
An yellow flag indicates that the data is recoverable after correction procedures and
the flag will turn to green after reprocessing. A grey flag is used when there is not
sufficient information to reach to a final decision. A black flag is issued when all or
part of a subsystem is switched off in the data taking run. Figure 3.8 shows the display
of the flags for various subsystems of the detector in a DQ Flag Status Browser.
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Figure 3.8: Schematic of the DQ Flag Status Browser showing the different flags for
the different regions of the subdetectors.

DQ Flag System is implemented for each "Lumi Block", the fundamental time
granularity used in ATLAS for data taking and status reporting. Each Lumi Block is

variable and is typically from 1 minute to 10 minutes. The runs with similar conditions
of operation axe grouped into different periods and sub-periods. Each of these periods
contain one or more runs. Each sub-period is given additional DQ assessment after
the sub-period is closed by DQ experts after reprocessing.
All the Lumi Blocks that are assessed to be good for the analysis are written to
a list of good runs called the Good Runs List (GRL). The Good Runs List is the end
product of the chain of DQ assessment tasks. The GRL is delivered in XML format
and used by users in physics analysis for selection of events. The GRLs are generated
with different DQ criteria as defined by the physics groups. The GRLs are stored in a
central location and can be accessed by the users for use with their analysis class.
The DQ Flags are generated independently by the DQ groups for different
subdetectors. The flags are generated for different DQRegions defined by the individual
subdetector monitoring group. The flag statuses are reported for Inner Detector,
LAr, TileCal, Muon Spectrometers, and Trigger System. The flag statuses from these
subdetector groups are grouped as primary flags. In addition, flag statuses are reported
by combined performance groups that are responsible for monitoring the reconstruction
of higher level physics objects like electrons, photons, taus, jets, and E™1SS.
Although, the flags from the combined performances are pursued to have no
dependence on the flags from subdetectors, an unavoidable dependence is accepted.
For example, the jet and tau monitoring groups have determined to issue an yellow
flag when the calorimeters issue a red or yellow flag. This is the criteria used during
the commissioning stage at lower luminosities when insufficient statistics are generated
in the histograms used for DQ assessment of tau reconstruction.

Each performance group is responsible for defining the criteria and the flags
are generated based on the histograms of various performance parameters that are
identified as ideal candidates for detecting any anomalies in the expected physics
studies. In addition, a virtual flag is produced that combines the different flags from
the subdetectors and the combined performance groups. The virtual flags are defined
by the different combined performance groups to aid in the selection of events in
different physics analyses.
The DQ assessment in 2011 used a new defect database reporting system and
replaced the Flag system used in 2010. The difference in the data flow in both of
these systems are compared side by side in Figure 3.9. In this new system, instead of
decisions on whether the data can be used, information based on actual problems are
reported. The logic for making decisions is also stored and can be updated based on
the feedback from the combined performance monitoring.
Tracking of problems in the detector over a period of time helps in providing a
much more efficient DQ assessment when the analysis is performed at a later time
with the data collected during different years. It is important from the analysis point
of view to know the status of the detector as a function of time and the periods where
significant problems are found can be removed. This task of reporting the problems
is not automated and requires manual input by DQ experts with minimal human
error. Storing the information of problems in the database aids in diagnosis of the
detector. Also, long after the data is recorded and the problems are fully understood,
the information can aid in arriving at a better procedure in treatment of the anomalies
in the detector.
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Figure 3.9: Schematic illustration of the difference between flag system in 2010 and
defect system in 2011.

3.4 Combined Calorimeter Monitoring
CaloCells and TileCells, generated from Raw Channels, are treated as low
level objects in the the reconstruction sequence. CaloCells represent the energy
measurement from Liquid Argon detector and TileCells contain the information
from TileCal. Together, they are generically called cells and represent the basic unit
of the calorimeter detector. Composite objects are made by aggregating the cells using
clustering algorithms. CaloTopoClusters, EMTopoClusters, and CombinedTowers
are data objects that result from different ways of clustering. The algorithms that
reconstruct higher level object use these data objects as inputs.
In this reconstruction sequence, the problems in the detector are percolated
up as the physics objects are reconstructed from the low level objects. Some of the
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problems in the detector typically result in wrong energy measurement or anomalous
readout of cells, clusters, and towers. The problems percolate up in the reconstruction
EDM and show up as deviations in the histograms of the reconstructed physics objects.
This variation is detected in the combined calorimetry monitoring through automated
tests on histograms generated by CaloMonitoring package. The monitoring information
at this intermediate step is used by the combined performances to differentiate problems
from the detector and the problems in the reconstruction of the physics objects.

3.4.1 CaloMonitoring Tool
CaloMonitoring package is used for the monitoring of the whole calorimetry
on the ATLAS detector. Monitoring of the combined calorimetry is performed using
higher level objects that are reconstructed out of the signals obtained from both
the LAr and TileCal. CaloCells, TileCells, CaloTopoClusters, EMTopoClusters, and
CombinedTowers are the objects that are actually monitored. Monitoring of these
data objects provides a complementary diagnostic information on the detectors in
addition to the monitoring tools specific to the two calorimeters.
The CaloMonitoring package also provides DQ assessment of the reconstruction
algorithms that build these objects. These objects are later fed to algorithms that build
physics objects like jets, photons, electrons, and taus. Monitoring of these higher level
objects in the combined reconstruction chain assumes significance as any anomalies
detected in the reconstruction of these objects also affect the physics. CaloMonitoring
provides monitoring of the objects in the intermediate layer between the detector
monitoring and physics objects monitoring.

CaloMonitoring package consists of algorithms that generate histograms of
parameters that can be considered as ideal candidates for monitoring. The parameters
are chosen from the quantities related to the higher level objects. Some of these
quantities are energy, transverse energy, or occupancy. The histograms of relevant
quantities are generated in the detector coordinates

(77,

</>). Two dimensional and one

dimensional histograms in the detector coordinates provide a snapshot of the whole
calorimetry in the ATLAS detector.
Deviations from known or general trend of these distributions are looked at to
identify the problems. One of the general features that is noticed in particle physics
detector experiments is that the detector response should be uniform in the Azimuthal
plane. The one-dimensional distributions of various relevant quantities when generated
in the (^-coordinate of the detector should be approximately flat. The one-dimensional
distribution in the //-coordinate varies and is not flat, but is symmetric about the
center of the detector, given as 7; = 0.
Three different algorithms that are implemented in the CaloMonitoring package
generate histograms of energy and timing related quantities of cells, clusters, and
towers respectively. Job option files, in binary file format, in the package provide
configuration parameters that can be changed on the fly in the online monitoring mode.
Different sets of parameters are configured as boolean switches in the job options.
The container names that define the type of data objects monitored, thresholds used
for different histograms, and the triggers to be used are among the switches that can
be configured through the job options. The algorithms generate histograms that are
input to the DQ assessment algorithms. DQMF enables to configure automatic tests
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on histograms generated by the algorithms. The assessment was commissioned and
tested in the Full Dress Rehearsal (FDR) in 2009 and later the histograms were tuned
continuously in the cosmics data taking in 2009 and collisions data taking in 2010.
The histograms are made trigger aware, meaning that the distributions can
be restricted to events that have passed a particular trigger. Different triggers are
used in the different data streams and so an implicit trigger awareness is introduced
when the monitoring histograms are generated from a particular data stream. The
effect of trigger awareness in monitoring was studied using MC samples from the
FDR. A simple Chi-Square test was used to study if any differences are found in the
histograms generated from different MC samples. The CaloMonitoring package can
generate trigger aware histograms through the configurable job options.
Trigger aware histograms are expected to generate histograms that are sensitive
to different physics and detector features. Histograms of clusters and towers are not
made trigger aware by default. The Missing Er triggers are used in the occupancy
distributions at the cell level. Histograms of quantities related to the calorimeter data
objects in 77 — <fi space are generated both online and offline. In the online mode,
histograms are generated from events that are delivered online and can be used to
provide a first assessment of the DQ of the calorimeters. The information obtained
from automatic assessment of these histograms is used by the shifters in ATLAS
detector control room. The diagnostic information is used to detect and study the
problems in the detector.
In the offline mode, the histograms are generated from the events in different
streams. The express stream is delivered first and the algorithms in the CaloMonitoring
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package are run on the events in the express stream and the DQ assessment is made from
histograms generated from the express stream. The distributions of energy quantities
related to the cells, clusters, and towers that are generated by the CaloMonitoring
package are described below. In case of cells, the distributions are generated for each
layer in the LAr detector and for each DQ region defined by LAr Monitoring group.
The granularity is chosen in such a way that each bin in the histogram corresponds to
only one cell.
In case of clusters and towers, the distributions are generated for the whole
detector region and also for each of the three DQ regions defined for reporting the
CaloGlobal flags. Average energy, transverse energy, and total energy are the common
properties that are selected for monitoring of cells, clusters, and towers. In the case of
clusters and towers, number of cells and the cell carrying 90% of the energy of the
cluster or tower are calculated by navigating from composite objects to the cells and
is used to generate distributions in r; — <t> space.
3.4.2 Cell Level Monitoring
One-dimensional (1-D) distributions in r] and <j> and two-dimensional (2-D)
tj — (j) distribution maps of occupancy generated from the express stream of a particular
run in 2010 are shown in Figure 3.10. These distributions show the percentage of
the total events in which the energy of a given cell is above a certain threshold. One
distribution for each layer on both sides of the detector is generated. Four different
energy thresholds are defined in terms of the expected noise in the database for a
particular cell.
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(a) 1-D Occupancy Vs

77

(b) 1-D Occupancy Vs 0

Figure 3.10: Occupancy plots showing the number of events in the detector as a
function of rj and <p in 1-D histograms and 77—hit map in 2-D histograms.

A cell level absolute energy threshold of four times the expected noise in the
database would result in a 2-D distribution that includes events only if the absolute cell
energy is greater than four times the cell noise in the database. A higher percentage
of events in any particular bin in the histogram indicates a hot or noisy region in the
detector and a low percentage in one bin when compared to surrounding bins would
indicate a problematic region in the detector that might have resulted from wrong
calibration constants.
Four other sets of 2-D distributions of occupancy with different thresholds are
also used that helps in identifying different problems in the LAr subdetector and aids
in understanding the detector problems. Figure 3.11 shows the 2-D occupancy plots
for the four different thresholds. The four thresholds are Eceu > 5 times the expected
noise in the database, E ce u < —3 times the expected noise in the database, E ce u >
fixed (high) threshold for all channels in a given layer, Eceu > fixed (high) threshold
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for all channels in a given layer only for missing ET triggered events where E^i is the
energy of the cell.

(b) Eceu > 5 Sigma

(a) \Ecea\ > 4 Sigma
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(c) Ecea < -3 Sigma

(d) Ecea > 600 MeV

Figure 3.11: 2-D rj — (j) distributions of occupancy with different cell energy thresholds.

For 1-D occupancy distributions, the percentage of events in which the energy
of a given cell is greater than a certain threshold as a function of rj and (p detector
coordinate is produced. Two thresholds used are \Eceii\ > 4 times the expected noise
in the database and Eceu < —3 times the expected noise in the database.The 1-D
distribution of energy of cells and the 1-D distribution of the ratio of cell energy over
the noise in the database as a function of r/ and 4> are generated. Deviations from
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these distributions indicate wrong values of cell noise in the database. The noise in
the detector varies due to different operating conditions. High deviations from the
database noise results in the wrong calculation of energy. Identification of regions
where the detector noise is different from the database noise provides input to the
experts on the correction procedures to be taken. Figure 3.12 shows 2-D maps of
average noise in the cells measured as the RMS of the cell energy and the percentage
variation of the measured cell RMS with respect to the cell noise registered in the
database.

*a -

-

-

0.9

(a) Database noise

(b) RMS noise

Figure 3.12: 2-D distributions of noise in the database and the RMS of the cells.

The 2-D distributions in r/ — <f> space of average cell energy with a threshold
of |ECeii| > 4 times the expected noise in the database, and total energy flow with a
threshold of EcM > 5 times the expected noise in the database are shown in Figure 3.13.
The total energy flow in the calorimeters is obtained by adding up the energy of cells
in all the events. Deviations observed in the distributions indicate problematic regions
in the detector. The 2-D distributions in rj — <j) phase space of the known bad channels
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that are registered in the database and the distribution of database noise is shown in
Figure 3.13. Comparison of the deviations in the energy distributions and the known
bad channels is made to identify any new noisy regions in the detector. After a study
of the noise in that region using the calibration and other physics streams, corrections
are made before the run is signed off for bulk reprocessing.
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Figure 3.13: 2-D distributions of cell energy.

The 2-D distributions in r] — <j> phase space of average time of cells with a
threshold of \Ecea\ > 4 times the noise in the database are shown in Figure 3.14. A
uniform distribution is expected of the average time of all cells, and deviations in
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this distribution from cells in the surroundings indicate wrong timing measurements.
Timing measurement is based on the ionization pulse shape and typically a timing
of 3 ns is expected for the cells. The 2-D distribution in 77 — </> phase space of the
number of times, the time for a given cell is away from zero by more than 8 time units,
is shown in Figure 3.14. Only events where the \Eceu\ > 4 times the expected noise
are used to generate this distribution. This identifies the cells where the variation
of timing of the cells is high and the cell energy measured is high. A high rate of
occurrence of these events indicates a problematic region in the LAr detector. These
distributions are made for each layer of the two sides of the detector and hence aids
in precise location of the problematic region in the LAr subdetector.

(a) Cell average time

(b) Cell poor time with 4sigma threshold

Figure 3.14: 2-D distributions of timing in the cells.

The 2-D distributions in

77

— <p phase space of average cell quality is shown

in Figure 3.15. The events where the \Eceu\ > 4 times the expected noise in the
database is used in generating the distribution. This distribution identifies cells that
show significant deviations in the cell quality from its surrounding cells. The 2-D
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distribution in

77

— <j) phase space of fraction of times the quality of a given cell exceeds

4000 for those events in which \Eceu\ > 4 times the noise in the database is shown in
Figure 3.15. The cell quality is obtained from the pulse shape, and is used in generating
the distributions for each layer on the two sides of the detector. These distributions
provide a DQ assessment of the pulse shaping of the signals in the LAr subdetector.

(a) Cell average quality

(b) Cell poor quality with 4 sigma threshold

Figure 3.15: 2-D distributions of cell quality.

3.4.3 Cluster Level Monitoring
The CaloClusterVecMon algorithm in the CaloMonitoring package generates
distributions of energy related properties of the clusters. Two different types of cluster
objects that are input to the algorithm are CaloTopoCluster and EMTopoCluster. The
same algorithm is configured to generate histograms of both type of clusters through
job options and hence similar histograms are generated. The EMTopoClusters are made
from the cells in the EM calorimeters of LAr subdetector while the CaloTopoClusters
are built from the cells in both the EM and Hadronic calorimeters. This forms the basis
for differentiating the problems in the LAr and TileCal. The Monitoring histograms
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generated from CaloTopoClusters gives a full snapshot of the whole calorimetry on
the ATLAS detector. At the cluster level, distributions in 77 — <fi space of quantities
related to the cluster objects are generated. The quantities selected for generating the
distributions are energy related quantities of the cluster objects.
The 1-D distributions and 2-D distributions in 77 — <^» space of cluster occupancy
are generated. The total number of events that have cluster energy (Eciuster) greater
than a certain threshold are included in the distribution and are shown in Figure 3.16.
The thresholds are chosen in such a way that only events with EciusteT well above the
expected noise in that region of the detector are considered. A noisy region or hot
region in the detector would lead to the formation of fake clusters and hence the rate
of occurrence of cluster formation in the region of the detector affected by noise is
high.
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(a) Cluster occupancy Vs

77
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(b) Cluster occupancy Vs (j>

Figure 3.16: 1-D distributions of occupancy in CaloTopoClusters.

Conversely, a problematic FEB would lead to a decrease in the rate of occurrence
of cluster formation and hence results in a low count in the distribution. These are
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visualized as either spikes or dips in the occupancy distributions and show high
deviations from the surrounding bins. These outliers are identified using automated
tests that are configured in the DQMF. Information of these outliers in the occupancy
distributions can be used to correlate the detector problems observed at lower level
cells to the higher level objects. Often a correlation is seen between the problems
identified in the cluster occupancy distributions and the hit maps of distributions of
the physics objects related quantities.
The 1-D and 2-D distributions in

77 —

<j> phase space of average energy of

clusters are shown in Figure 3.17. The distributions of average energy of clusters
include events that have cluster energy in excess of an energy threshold. A deviation
in the distributions indicate problematic regions in the detector where the energy
measurement is computed inaccurately. The 2-D distributions in

77 —

(j> phase space

of average number of cells in the clusters in events that have energy in excess of a
certain threshold are shown in Figure 3.17.
The number of cells in the cluster vary with a change in the noise level. A
small change in noise level increases the number of cells included in the clusters by
the clustering algorithm. Thus noisy regions in the detector can be identified from
deviations observed in the distributions of average number of cells in the clusters. The
2-D distribution in 77 — <j> space of the number of events in which 90% of the energy of
the cluster is contributed by energy depositions in a single cell is shown in Figure 3.17.
The most energetic cell in the cluster is the cell that contains 90% of the energy of
the cluster. An occurrence of higher number of events that have clusters with most
energetic cells indicates problematic regions in the detector.
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(a) Cluster occupancy

(b) Cluster average energy

(c) Average number of cells in cluster

(d) occupancy of clusters with most energetic
cell

Figure 3.17: 2-D distributions of cluster quantities in rj —

phase space.

Only the distributions that are generated as a result of running the
CaloClusterVecMon algorithm on the CaloTopoCluster container are described above.
Similar set of distributions are also generated when EMTopoClusters container is
taken as input. Inspection of distributions related to both of these objects are used
to identify the problems in the LAr and TileCal. CaloTopoClusters are the inputs to
the jet reconstruction algorithms and hence their monitoring provides a correlation
to problems observed in jet monitoring. EMTopoClusters are used as inputs to
the reconstruction algorithms that identify electrons and photons. Therefore, their
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monitoring aids in identifying the problems in the LAr EM calorimeter that impact
the reconstruction of electrons and photons. The information of assessment from these
two different types of reconstructed clusters can be used to understand in which type
of calorimeter the problem occurred.

3.4.4 Tower Level Monitoring
CombinedTowers are inputs to the reconstruction of physics objects like taus
and jets and so the monitoring of the combined towers assumes significance in the
DQ assessment. Towers are geometrically well defined objects unlike the clusters. The
CaloMonitoring package generates distributions of energy related quantities of towers
when CombinedTowers container is the input. The 1-D and 2-D distributions in rj — 4>
phase space of the occupancy of the towers represent the number of events in which the
energy of the tower is greater than a given threshold. The 2-D distribution of number
of cells in the tower, average tower energy, and the most energetic cell in the tower
are also generated similar to the cluster level distributions. The distributions used for
monitoring the towers are shown in Figure 3.18. The deviations in the distributions
represent anomalies in the tower objects that percolate up the reconstruction EDM
and affect the higher level objects that are reconstructed from these combined towers.

3.4.5 CaloGlobal DQ assessment
The DQ assessment made through automated tests is reported using the DQ
Flag system and represents the goodness of the data for analysis. DQ flags assigned for
J

reporting the assessment of the data using the histograms generated by CaloMonitoring
tool are reported as CaloGlobal flags in the DQMF infrastructure. The flags use five

112
color coded values to describe the status of the detector during the data recording
period. Three flags are reported corresponding to three different DQ regions defined
in terms of the pseudorapidity

(77).

The detector region defined by (77! < 1.4 is treated

as barrel region and labeled CALB. The regions defined by 1.4 < I77I < 4.9 correspond
to the end-caps in the detector and are labeled CALEA and CALEC. The three flags
reported are for the barrel region, end-cap A, and end-cap C respectively.

(b) Tower average energy

(a) Tower occupancy
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Figure 3.18: 2-D distributions of energy related quantities of towers.

The result of the DQ assessment in the online mode is automatically registered
in the database. In the offline mode, an expert shifter can over ride the automatic
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assessment. The CaloGlobal flags along with primary flags from the LAr and TileCal
monitoring are included in the logic of the virtual flags that are generated by different
combined performance groups. The virtual flags and primary flags are both used in
the criteria that defines the GRLs, that are used later by users while selecting events
that are good for analysis.
The DQ assessment is finalized offline by an expert shifter. The problematic
regions in the detector are identified and the information is shared between the
calorimeter monitoring and combined performance groups. Corrective actions are
taken and the bulk data is reprocessed. Monitoring histograms are generated for all
the streams in the bulk data. The DQ assessment from the monitoring distributions
of the bulk data is used to check if the detector problems identified from the express
stream are removed. Sometimes the data is reprocessed multiple times before it is
signed off as good for analysis. The CaloGlobal flags are expected to be red or green
but are not yellow in the bulk reprocessing. The correlation of problems detected by
different monitoring tools from different systems and the correlation between them
are tracked and studied.
Automated tests on the histograms, that are generated by the CaloMonitoring
package, primarily involves the identification of variations that are significantly higher
from its neighboring bins. These variations when significantly high are observed as
outliers in the distribution. An outlier detection algorithm in the dqm_algorithms
package is employed in DQMF to identify these outliers in the distributions. This was
accomplished initially during the FDR stage of the ATLAS experiment by looking at
the deviation in each bin from the average of all the bins in the histogram.
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The test quantifies the deviation in units of the standard deviation of the
distribution and generates a number that represents the number of standard deviations
by which the bin content varies from the mean of the distribution. Typically, if the
number is of the order of 10, the bin is considered to be bad. A deviation of 5 standard
deviations or greater is considered to be less bad and less than 5 standard deviations is
considered good. A bias is introduced in the computation of the mean due to any bad
bins that exhibit higher deviations. To avoid using the bad bins in the computation
of the mean, an algorithm using an iterative procedure is employed to compute the
mean from only the good bins and is called the BinsDiffByStrips algorithm.
The algorithm computes the mean from all the bins and identifies the bins that
exhibit higher deviation. The bin deviation is computed as a ratio of the difference
between the bin content and the mean to the bin variance. All the bins that show less
deviation are written to a list of good bins and the bins that exhibit higher deviations
are written to a list of bad bins. In the next iteration, the mean and variance are now
calculated from all the bins in the list of good bins and is called the skimmed mean
and skimmed variance. These new values of mean and variance are used in identifying
the bins that exhibit higher deviations. This procedure is repeated until the number
of bad bins does not change or the number of iterations reach the maximum number
configured. The number of iterations allowed are limited by the computing power
available and 10 iterations are used by default.
The algorithm can also be configured to perform the test by considering all
the bins in a strip at the same r/ coordinate. This is based on the expectation that
all physics is symmetric in <f> and so the distribution of all the bins that lie at the
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same rj should approximately be flat. The bins at the same rj value represent a phi
ring on the cylindrical detector geometry. The algorithm identifies bad bins that are
significant outliers in the distribution of bins at the same 77 value. Bins that have zero
bin content can be configured to be not included in the test.
For low statistics runs, the test can be configured to look at more than two
strips by requiring a minimum number of good bins while computing the skimmed
mean and variance. The error on the deviation is also computed and used in selecting
the bad bins in each rj strip. The algorithm can be configured to perform the test
on the full histogram or a portion of the histogram. The region on which the test is
configured can be defined by passing the algorithm specific parameters, Xmin and
Xmax, which take

77

coordinates of the calorimeter segments. The algorithm can be

configured to publish the results. The results consist of a list of bad bins, their

(77, <fi)

coordinates, the absolute deviation, and the error on the deviation.
Some of the problems that were noticed in the 2010 data recording and their
impact on the data objects are reported through a central logging system and archived
for future reference. The problems detected by the combined performances are tracked
and studied using a bug report scheme in the 2010 data recording. In this scheme, the
regions where the problems are observed by the physics monitoring are reported to
the detectors and verified with the CaloGlobal DQ assessment.
The problems are studied by the experts for each subdetector and corrective
actions are taken. The results of the corrective actions are checked by inspecting the
monitoring histograms from the next reprocessing campaign. From the DQ assessment,
if the problem is no longer observed in the monitoring histograms, the data is flagged

green and the bug report is closed. In case the problem is not fully understood or
the problem cannot be rectified, the data is flagged red and the data is not used in
the analysis. The detectors followed a conservative approach while assessing the data
for its goodness. Both the calorimeters have used the input of the CaloGlobal DQ
assessment for assessing the severity of the problems seen in the detector. This is done
to avoid masking of noisy channels to the extent possible.

CHAPTER 4
JET RECONSTRUCTION
Jets in general, at high energy colliders, are a result of the quarks or gluons
that participate in the hard scattering, radiative emissions of gluons, and the decay of
heavy particles like quarks or massive bosons into partons. The sprays of particles that
emerge from these different sub-processes in proton-proton collisions are grouped and
reconstructed as jets. The study of the production rates and angular distributions of
these jets helps to reveal information on the distribution of partons in the protons and
also the strength and dynamics of their interaction. The jet reconstruction procedure
requires an accurate definition that sets the rules for grouping the particles in a jet
and in calculating the properties of the particle collections.

4.1 General Jet Definition
Different jet finding algorithms carry different jet definitions and the choice
of the algorithm in the reconstruction of jets is dependent on the study of different
phenomenon that they aid. The definition of a jet is dependent on the physics that is
investigated or studied such as new particle searches or more refined PDF sets, soft
gluon radiation or pileup, etc. The Snowmass convention of jets set the standards for
the jet definition and the requirements of a jet definition [64], The jet definition is
based on the requirements of the implementation of jet finding algorithm. The jet
117
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finding algorithm should be simple to implement on both theoretical calculations and
experimental data, be well defined, and should yield finite cross-sections at any order
of perturbation theory.
In addition, the jet algorithm should be infrared safe, which means that any
soft radiation in an event should not change the jets reconstructed nor their properties.
The jet algorithm should also be collinear safe which means that the same jets should
be reconstructed in the situation where one particle is replaced by two collinear
particles that share the momentum of the original particle. Jets play a key role in
the understanding of interaction of partons that are not visible but detected only as
hadrons. Jets bridge the theory calculations involving partons to the hadrons.
Different jet algorithms have been developed that incorporate the jet definition
criteria described above. They can be broadly classified into those that are based on
geometrical cones, and those that are formed by sequential recombination of particles.
The cone radius determines the size of the cone in case of geometric cone algorithms.
In case of sequential recombination algorithms, a distance parameter defines which
particles are clustered into a jet. ATLAS, by default, used the Anti-kt jet algorithm
from the sequential recombination family of jet reconstruction algorithms with a
distance parameter of R=0.6 and CaloTopoClusters are used as the input objects.

4.2 Jet Finding and Recombination Algorithm
The jet reconstruction procedure can be divided into two main parts, the jet
finding algorithm, and the recombination scheme. The jet finding algorithm takes
in data objects as inputs and groups together all the objects that are result of the
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particles belonging to a common jet. In the recombination scheme, a procedure on
how to add the momenta of the input data objects is defined and the momenta of the
individual data objects that are grouped are added to obtain the four-momentum of
jets. In the sequential recombination algorithms all objects are grouped together by
comparing the relative distance between pairs of these objects.
One family of sequential recombination algorithms begin with a list of protojets
and in a recursive procedure combines these objects using the following sequence of
steps.
1. For each protojet, a distance dts is calculated as
dw = k% ,

(4.1)

where kti is the transverse momentum of the particle and for each pair of
protojets, the relative distance

is calculated as
A D2

dij = rnin(k% , k%)

.

(4.2)

where A= (y l — y^) 2 + (<pi — 4>j) 2 , and y,: and <j>i are the rapidity and azimuthal
angle of the particle i, respectively. The value p defines the type of sequential
recombination algorithm. The parameter p takes a value of 1 for the inclusive
kt algorithm, 0 for the inclusive Cambridge/Aachen algorithm and —1 for the
Anti-kt algorithm.
2. The smallest of all d lB and dZJ is identified and is labeled d mm .
3. If dmin is equal to d^, protojets i and j are removed from the list of jets, and
a new jet A; that results from the merging of protojets i and j is added to the
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list of jets and its four-momentum vector is obtained as a simple addition of the
four-momentum vectors of the protojets i and j.
4. If d mm is a di, the corresponding protojet i is considered as a jet and added to
the list of jets. The protojet i is removed from the list of protojets.
5. This procedure is repeated until all the entities in the list of protojets are
reconstructed into jets and the list is empty.
The jets reconstructed using the Anti-kt algorithm aggregates objects with
higher pT first and hence its shape is not affected by soft gluon radiation. The Anti-kt
algorithm is infra-red safe and collinear safe and shows less sensitivity to pile-up [65].
The Anti-kt algorithm is the ATLAS default algorithm for the analysis in 2010.
It is implemented for two different values of R, 0.4 and 0.6 during the 2010 data
taking. The jets reconstructed with a distance parameter R = 0.6 results in wider
jets and are comparable to the jets reconstructed by geometric cone algorithms with
R = y/5(f)2 +

= 0.7 as the cone radius parameter. For dijet studies, a better

correlation between the hadron level jets and parton level jets is obtained for R = 0.6.
The Anti-kt algorithm is sensitive to calorimeter noise and so is implemented on
noise suppressed calorimeter objects like topological clusters and towers. The jets
reconstructed from topological clusters with a distance parameter of R — 0.6 are used
in the analysis reported in this dissertation.

4.3 Jet Reconstruction at ATLAS
The energy deposits in the detector are reconstructed at the fundamental level
as cells in the ATLAS reconstruction EDM. Clusters and towers that are built out of
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cells are used for the reconstruction of the jets and are called Calorimeter Jets. Due
to the lower multiplicity, the computing time decreases drastically when clusters or
towers are used rather than cells as input for the Anti-kt algorithm. Alternatively, jets
reconstructed from the tracks recorded by the inner detector are called Track Jets.
The jets reconstructed and recorded in each event on the ATLAS detector can be
visualized through the ATLANTIS event display. Figure 4.1 shows the event displays
of jet event topologies on the ATLAS detector. One is a display of a dijet event and
other a multijet event.
Jets are also reconstructed at different stages of the simulation sequence in
a Monte Carlo (MC) theoretical calculation. The jets reconstructed from the stable
particles that are output from the MC generators are called MC Truth Jets. The jets
reconstructed from the objects resulting from the GEANT4 detector simulation are
called MC Detector Jets. The comparison between the MC Truth Jets and MC Detector
Jets helps to precisely determine the jet energy calibration, the resolutions of the jet
four vector quantities, and to correct for detector deficiencies in the measurement.
In this comparison, the criteria for matching two types of jets is given by AR < 0.3,
where AR =

(A</>)2 + (Ar/)2 is the distance between the jets in the f} — 4> phase space.

In studies involving comparison between theory and experiments, the distributions of
the jet observable are made from particle jets computed from theoretical calculations
and compared with the jet observable distributions from jets reconstructed from the
energy deposits in the detector.
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(a) A dijet event

^EXPERIMENT
Run Number: 158548, Event Number: 2486978
Date: 2010-07-04 06:46:45 CEST

Multijet Event in
7 TeV Collisions

(b) A multi-jet event
Figure 4.1: Event displays of jet events in ATLAS.
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4.4 Jet Energy Calibration
To be able to compare theoretical predictions to experimental data, the
distributions of the observable to be studied are corrected to a common level. In this
analysis, the theoretical predictions at parton level (or finite orders of perturbation
theory) are corrected to particle level using non-perturbative correction factors (for
underlying event and hadronization) obtained from MC studies. The experimental
data itself needs to be corrected for various detector defects. The Jet Energy scale
(JES) corrects reconstructed values for energy deposits in detector to the true values
of incoming jets. The experimental data is then corrected back to particle level using
the unfolding factors obtained from the truth jets and detector level jets from MC
generators.
The jet energy calibration is affected by various issues, the primary one being the
scale at which the signals from the calorimeters are measured. In test beams and in-situ
measurements, the calorimeters are calibrated to measure the electromagnetic showers
very accurately and so the calorimeters are said to be calibrated at electromagnetic
(EM) scale. The calorimeter data objects that are reconstructed from the detector
signal response are also calibrated at electromagnetic scale. The jets use these EM
scale calibrated objects and hence the energy of the jet in the reconstruction is also
obtained at EM scale.
ATLAS uses a non-compensating calorimeter and hence the energy of the
hadrons is not an accurate measurement at EM scale. The jets reconstructed at the
EM scale should be corrected back to hadronic scale. In addition, different detector
artifacts result in incorrect measurement of the jet energy like dead material in the
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calorimeter, and cracks and gaps in the detector where the calorimeter response is
calculated semi-empirically. The jet energy calibration corrects the reconstructed jet
energy for all the artifacts and also brings the energy to the hadronic scale or the true
energy of the jet.
The procedure involves a sequence of steps beginning with the correction for
various detector effects to arrive at calorimeter jets that are not corrected for noise,
pile-up, and jet reconstruction algorithm dependence. The calorimeter jets obtained in
this step are further refined in subsequent revisions of reprocessing when the detector
effects are well understood and the calibration and alignment constants are more
accurately calculated. This step improves the jet energy resolution.
In the second step, an offset correction is applied to remove the jet energy not
related to the hard scatter in the event. In this step, the offset correction removes the jet
energy due to electronic noise and pile-up. In the third step, the jet energy is corrected
to obtain a uniformity in jet response in 77 and 4> phase space. In the following step,
the jet energy is corrected back to the hadronic scale. The jets reconstructed after all
the corrections are made are referred to as "physics jets". Various hadronic calibration
schemes are defined at ATLAS and the factors used for the various corrections are
provided as parameters in the D3PD.
Four different schemes defined for hadronic calibration at ATLAS are Local
Cell Weighting (LCW) calibration method, Global Cell Weighting (GCW) calibration
method, a longitudinal weighting method, and an MC driven EM-f-JES calibration
method. In the LCW method, the calibration is provided at the jet constituent level
and therefore occurs before running the jet reconstruction algorithm, where as in all the
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other schemes the calibration is provided after running the jet reconstruction algorithm.
The EM+JES calibration method is the default calibration method employed with
2010 data at ATLAS. It is a simple calibration method that provides a

77

and Pt

dependent scale factors to bring the jets at EM scale to the hadronic scale. These
correction factors obtained from the MC are the best choice with 2010 data where the
detector is in the commissioning stage and needs to be well understood.
The LCW method can only be employed on jets reconstructed from topological
clusters. The clusters obtained at EM scale are classified into hadronic or electromag
netic based on the cluster shape and cluster energy. The clusters classified as hadronic
are given weights derived from simulations of pions to correct for non-compensating
response of the calorimeter. The energy deposits that are made inside the calorimeter
but fell outside the reconstructed calorimeter clusters are corrected using the outof-clusters energy corrections and a final correction of energy deposits in the dead
material is made.
In the GCW method, appropriate reweighting of the calorimeter cells is
performed while calculating the jet energy. The weights are calculated as a response
to the different type of showering exhibited in hadronic and electromagnetic particles.
The hadronic showers are broad and less dense while the electromagnetic showers are
compact and dense. The jet energy is calculated from all the cells that are in the jet but
aggregated using the new weights. While reweighting, the cells with electromagnetic
shower activity are given less weights than the cells that mainly have hadronic shower
activity. The corrections to energy losses due to gaps and cracks are obtained using a
numerical inversion technique. A response function is generated as a ratio of the pT of
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the truth jet to the px of the reconstructed jet at detector level in the MC. To obtain
the corrected pr, the inverse of this response function is multiplied to the measured
jet energy in data and hence the name numerical inversion technique is given to this
correcting scheme.
In the longitudinal weighing method, the longitudinal development of the shower
is used for correcting for the calorimeter non-compensation. Weights are assigned to
different cells as a function of calorimeter depth and are rj, and pj dependent. This
method accounts for the different shower behavior by different particles that make up
a jet. The hadronic particles have different showering than electromagnetic particles
and hence accounting for the different showers results in the jet energy corrected to
hadronic scale.
In the EM+JES method, the correction factors are obtained from MC to correct
the jet energy to hadronic scale. The correction factors are px and 77 dependent and are
obtained using the numerical inversion technique similar to the GCW method. This is
a simple calibration procedure that obtains the correction factors from the response
of the calorimeter to single hadrons and is less dependent on the description of the
calorimeter as it is obtained from the jet level information in the MC. Global Sequential
Calibration (GSC) is an extension to the EM+JES technique where the topology of
the energy deposits in the calorimeter is used for characterizing the fluctuations that
arise in the jet particle content.
The uncertainties associated with calibration schemes are provided by the
JESUncertainty tool. The uncertainties vary with px, 7] and pileup. The tool is
configured to provide the uncertainty values for different px and
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values. The tool
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can also be configured to look at the uncertainty associated with pileup. For different
number of primary vertex candidates carrying at least 5 tracks, the tool provides
the uncertainties associated with it. The jet energy scale uncertainty is the primary
systematic uncertainty in the measurement of the px dependence of dijet azimuthal
decorrelations that is presented in this thesis.

4.5 Jet Measurement Experimental Resolutions
The precise measurement of the jet four momentum variables impact QCD
measurements at ATLAS. The impact of resolution of these measurements will
propagate as a systematic uncertainty to measurements of any observable defined
on jets. The jet energy resolution and the jet angular resolutions together form the
jet experimental measurement resolutions and are described below. The jet angular
resolutions are the resolutions on the measurement of the jet angular quantities.
4.5.1 Jet Energy Resolution
The jet pT resolution is provided by the JEResolution tool. This tool provides
the uncertainty from 20 GeV to 500 GeV. For jets having a pi above 500 GeV the
resolution at 500 GeV is used. The tool provides relative resolutions. The value provided
by this tool is multiplied by the given pT to obtain the absolute pr resolution. The
uncertainty from this resolution is measured by varying the jet pr above and below
by this amount. The difference in the measurement between varying the pT above and
below gives the total px resolution uncertainty.
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4.5.2 Jet Angular Resolution
The jet angular resolutions comprise of the resolution in the angular parameters
•q and 4> of the reconstructed jet. They are assessed from the PYTHIA MC simulation.
The truth jets are matched with jets obtained after detector simulation in the MC
and the difference between the angular parameters for different pr are plotted. The
standard deviations of these distributions give the resolution of the angular parameters
at the given p?. The resolutions obtained from this study are presented in Chapter 5.

CHAPTER 5
ANALYSIS
5.1 Jet Observable Definition
Dijet azimuthal deeorrelations aid in studying the jet production at LHC by
looking at the opening angle between the leading jet and the sub-leading jet. The
opening angle represented as "A<j>" helps to predict the additional soft or hard radiation
from the two leading jets. It does not require the explicit reconstruction of additional
jets to test pQCD predictions at higher orders.
Dijet azimuthal deeorrelations studies in D0, ATLAS, and CMS demonstrate
a dependence on the pj of the leading jet [36, 37, 38]. An observable R^, to study
the evolution of dijet azimuthal deeorrelations as a differential in p™3*, is defined as
the ratio of the cross-section of events that have an opening angle A<j> less than a
given value of A4>max to the inclusive dijet cross-section. The observable is measured
for five A<fimax thresholds of |tt, |7r, |7r, |7r, and

and in varying pr bins ranging

from 60 GeV-800 GeV. The observable is represented mathematically as:
R

A< ^

(r> max - Ar/> max ) =
T

'

a (A<^ <

^^^

a (Inclusivedijety

f7
5 3 2 7r 1
where A(j/nax = < -n, -ir, -7r, -7r, —, > , differential in p^ax,
8 6 4 3 2 J

IF1-2! < 0.8 and p!f > 40 GeV.
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Distributions of the ratio of the cross-section of events for five different
A4> < A<fimax requirements with A(f)max= |7r, |7r, |7r, |7r, and

with the inclusive

dijet cross-section as a differential in p™3* are used to study the Pt dependence of
dijet azimuthal decorrelations. The observable is measured as a differential in p™3*
and also probes the as(/J-n) = p™ ax - Hence the observable probes the running of asAlso, efficiencies that are common to the numerator and denominator of the i?A</>
distributions cancel and hence the observable is not affected by uncertainties common
to both like luminosity uncertainty.
R&<f) distributions are obtained from jets identified by anti-fct algorithm from
data (topological clusters from detector), MC (stable particles)1 event generators,
and NLO pQCD calculations (from partons). The two leading jets are required to
have a minimum Pt of 60 GeV. The distributions are corrected for detector and
instrument effects back to the particle level by obtaining correction factors from MC
as described in Section 5.7. Jet energy scale, jet pt resolution, and unfolding are the
major contributions of the systematic uncertainties to the observable and they are
discussed in Section 5.8.

5.2 Data Samples
Collisions of protons with protons in the LHC were recorded with the ATLAS
detector in 2010. Initially the collisions took place at y/s = 900 GeV and then the
beams were ramped up to a center of mass collision energy of yfs = 7 TeV. In the
analysis presented in this dissertation, the data recorded at the LHC at yfs — 7 TeV
1particles

with a lifetime long than 10 ps are considered stable [66]
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in the months of April to October 2010 are used. The ATLAS detector has performed
efficiently in collecting data of fCdt = (36 ± 4) pb"1 integrated luminosity.
The runs in this particular 2010 data taking period are divided among different
run periods, labeled A to I. Data samples between and inclusive of the runs 152166
and 167844 that correspond to the 2010 proton beam collisions period is processed in
the Autumn 2010 Reprocessing Campaign using the jet D3PD production software
in Athena release AtlasProduction-16.0.2.5 [67]. The D3PDs produced centrally, are
stored on the grid with NTUP-JETMET tag and are recommended for jet studies,
are used in the analysis.
5.2.1 Run Selection
A Good Runs List (GRL) is generated automatically, taking all the recommen
dations from the JetEtMiss group of the ATLAS collaboration [68]. The GRL, which
is accessible from a central repository [69], is used in selecting the runs and the lumi
blocks in the selected runs that satisfy the criteria to be considered good for physics
studies. The criteria laid out for selecting runs as good for jet analysis require a list of
conditions to be fulfilled as described in Table 5.1.
The GRL is provided in an XML format which can be parsed to read the
run numbers and the lumi blocks in the run. Only events that are identified in these
selections are used in the analysis. Additionally, a few runs in period A do not have
the LlCalo trigger and since the amount of data is relatively small, it is not included
in this analysis. The GRL is generated by querying the COOL database for the data
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quality flags and thus only runs where data quality defects are not seen at the run or
lumi block level are considered.

Table 5.1: The requirements and the description of these requirements that set the
criteria for event selection in the GRL used for Standard Model QCD
Studies.
Condition
Project tag for TierO processing is set to
datalO_7TeV
Partition is set to ATLAS

DQ Global status flag set to green
atltor and atlsol DQ flags set to green
Jet trigger flag set to green
Inner Detector DQ flags set to green

Calorimeters DQ flags set to green

JET and MET flags set to green
Lumi DQ flag set to green

Description
Data recorded in 2010 from proton colli
sions at yfs = 7 TeV
Run is good for physics analysis with stable
beams with all the sub-systems of the
ATLAS detector participating in the data
taking
DQ flags are reviewed, evaluated and final
ized
Toroid and solenoid magnets are ON
The jet trigger is running without any
inconsistencies
More than 95% of all the channels SCT,
Pixel, and TRT are being read with out
any failure
Detector coverage and read out is good
for physics analysis from LAr and Tile
calorimeters
No abnormalities in the jet kinematic
distributions
LUCID, BCM, MBTS and ZDC systems re
sponsible for luminosity measurement are in
good shape and the algorithms calculating
the luminosity are giving reliable numbers
in comparison to other sub-systems

5.2.2 Trigger Selection
The ATLAS detector was in the commissioning stage during the initial run
taking in 2010 and the trigger implementation slowly evolved during this time. LI
single jet triggers were made available initially from period A-F. The HLT single jet
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triggers were commissioned later in period G-I. The LI and HLT single jet triggers
were prescaled, except for L1J95 which is the only unprescaled trigger used in this
analysis. The different triggers used in different periods are described in the Table 5.2.
A complex trigger combination strategy, that requires the events in period A-F to
have passed one of the LI triggers and the events in period G-I to have passed at least
one of the the combinations of LI and HLT triggers, is employed to have a sample
with less trigger inefficiencies.

Table 5.2: Trigger selection, p T range and the number of events in each of these pr
bins for data, PYTHIA and ALPGEN.
Pt

bin [GeV]
1

o
00

o
-3

(80 - 110]
(110 - 160]
(160 - 210]
(210 - 260]
> 260

Data
Period(A-F)
L1_J5
L1_J15
L1.J30
L1.J55
L1.J75
L1_J95

2010
Period(G-I)
EF_J20_JetNoEF
EF_J35_JetNoEF
EF_J50_JetNoEF
EF_J75_JetNoEF
EF _J95 _JetNoEF
L1_J95

PYTHIA

ALPGEN

L1_J5
L1_J15
L1_J30
L1-J55
L1-J75
L1.J95

L1_J5
L1_J15
L1_J30
L1_J55
L1.J75
L1J95

The triggers in the different pr ranges are chosen so that the efficiency of the
given trigger is very high (almost 99%). A detailed description on trigger efficiency is
described in Section 5.5. Selection of an event that passed at least one of the required
triggers helps in reducing the computing time. Reducing the event processing time on
events that haven't passed any of the required calorimeter triggers has removed all
the events that passed the L1_MBTS1 (MinBias) trigger.
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5.3 Monte Carlo Simulation Samples
Event generators are used to simulate collisions between partons or particles to
create events at generator level [70] and fed to the GEANT4 software [71] to simulate
the response of the detector. The jets are reconstructed from data objects in the
output using the same ATHENA release as that used for data reconstruction in the
Autumn 2010 Reprocessing Campaign. The jets are ordered in pT in each event and
stored as D3PDs. MC generation used PYTHIA [72] version 6.421 with MC10 tune
and compared to the distributions in data. Generators ALPGEN [73] version 2.13
interfaced with HERWIG [74]/JIMMY [75] is also used for comparison. For comparison
of data at next to leading order(NLO), a Rivet module interface to Agile [76] generated
distributions of events from simulations of PYTHIA generator with MC10 tune. These
distributions are compared to distributions or plots of the unfolded data for studying
how well the collision models in the simulation describes the phenomenon represented
in data.

5.4 Jet Selection
Jets are reconstructed with the anti-k,T algorithm from topological clusters with
a jet size determined by the distance parameter D = 0.6. These jets that are calibrated
at electromagnetic scale and do not represent their true energy are called EM-scale
jets. The jets re-calibrated to hadronic scale using a numerical inversion technique
that is described in Chapter 4, are used in the analysis. Jets that are reconstructed
in the rapidity region \y\ < 2.8 and carrying p? > 20 GeV are calibrated and used in
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this study. The jets that are calibrated at hadronic scale represent the true energy of
the jet or the energy of the originating quark that created the particular jet.

5.4.1 Jet Cleaning
The data quality requirement included in the GRL only identifies major defects
or issues that affected a major part of a sub-detector or where the rate of occurrence
of these deviations was high. The design of the DQ flags has a shortcoming of not
identifying issues that are transient and intermittent, like sporadic noise bursts or
small biases in energy calculation. These issues are identified in the data taking, for
example, as a sudden rise in trigger rate or as a formation of clusters at a high rate at
one part of the detector. Correction procedures cannot be implemented immediately
and to be conservative the run or lumi block is flagged good for physics due to the
uncertainty on the tiny fraction of events. These affects can accrue over large amount
of data. To address these affects, in the 2010 Hadronic Calibration Workshop at Pisa,
criteria were developed to identify and reject bad or ugly jets from an event [77].

5.4.2 Jet Quality Criteria
The criteria that defines a jet as "Loose Bad" or "ugly" is grouped under
the three significant sources that are described below. HEC Spikes, EM coherent
noise, and non-collision background and cosmic radiation are the three significant
sources that result in the wrong computation and reconstruction of a jet. A criteria to
identify the jets due to these wrong computations is developed using variables defined
from measured detector level quantities. "LooseBad" jet quality definition is used in
identifying the bad or ugly jets.
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A "bad" jet is reconstructed from a fake energy deposition in the calorimeter
(for example sporadic noise bursts) whereas an "Ugly" jet is reconstructed from a real
energy deposition in a region of the detector but the energy measurement is incorrect
(for example the crack region in the detector). Any jet that is identified as bad or
ugly is removed from the event and the remaining jets in the event within the rapidity
acceptance \y\ < 2.8 and those that satisfied the pr requirement of pr > 20 GeV are
reordered in pT- The jet with the highest pT after reordering is considered as the
leading jet and the next in the order is considered as the second leading jet in the
event.
Bad Jet Criteria
HEC Spikes : The two conditions below are used to deal with jets due to sporadic
noise bursts in the HEC where most of the energy contribution to the reconstructed
jet comes from a single or few cells. Sporadic noise burst also induce a deviation in
the pulse shape. The criteria defined to identify jets that are mis-reconstructed from
the sporadic noise bursts is listed and described below:
• /HEC

> 0.5 & \HEC qua ,\it y \ > 0.5, where /HEC IS the fraction of constituent

jet energy that is deposited in the LAr HEC and HECqua_ilty is the fraction
of jet energy that is contributed by HEC calorimeter cells that exhibit a high
deviation between the measured pulse shape and the reference pulse shape. This
deviation calculated as a squared sum of deviations in all cells is called cell
quality factor (Q). Any cell that has a Q value greater than 4000 is considered
to have significant deviation.
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• j t/^negative energy! ^

> wllOT'O tI&tnGgatiVe energy ^ the negative energy in the jet

and is a result of cell energy deposits lower than the pedestal.
EM coherent noise :
• /EM

> 0.95 and |L^4rquaiity| > 0.8 and |77JET| < 2.8, where /EM IS the fraction of

energy of the reconstructed jet whose contribution is from the EM calorimeter,
LArquality is the fraction of jet energy that is contributed by LAr EM calorimeter
cells that exhibit a high deviation between the measured pulse shape and the
reference pulse shape and r) is the psuedorapidity of the reconstructed jet at EM
scale.
The LAr quality is not a good discriminating parameter in the forward region of the
detector and so is used only in the central region |r;| < 2.8. In the forward region, the
LAtquality is studied to have higher values. The noise bursts in the EM calorimeter is
rare but when it occurs the pulse shape used to reconstruct the EM cell energy deviates
from the reference. So a large amount of energy deposition in the EM calorimeter
is considered as a characteristic of reconstruction of fake jets and are eliminated by
using the above criterion.
Non-collision background and cosmic radiation : The out-of-time energy
depositions are a result of the interaction of cosmic radiation with the detector.
Timing requirement eliminates jets reconstructed from out-of-time energy depositions
in the calorimeter. In addition, the interaction of cosmic radiation with the calorimeter
is so small that a negligible energy is deposited in the detector. Jets reconstructed
from this tiny deposits are rejected by applying a constraint, in both the central and
forward regions of the detector, that /em should not be negligible. In addition to
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the /em constraint, the fraction of jet energy contributed by charged particles to the
total reconstructed energy of the jet at calibrated scale should be sufficiently large.
In the central region of the detector, most of the energy of the reconstructed jet is a
contribution from a single calorimeter layer in case of good jets. This may not be the
case if there is a secondary deposit of energy from fractions of the previous collision
event.
All the conditions listed below eliminate the reconstruction of jets that might
result from background or cosmic radiation.
• |ijet| > 25 ns, where t-seX is the timing of the jet with respect to the event time
and is calculated as the energy squared weighted sum of the mean time of all
cells that contributed to that jet reconstruction.
0.05 and </cicharged fraction ^ 0.05 and \7]\ <C 2, where J&t c harged fraction IS

• /EM

the ratio of the sum of px of the tracks associated to the jet to the Pt of the jet
at the calibrated scale.
• /EM

< 0.05 and I77I >= 2, this selection helped to limit the impact from cosmic

rays.
• /max > 0.99 and \r}\ < 2, where /max is the maximum energy fraction in one layer
of the calorimeter.
Ugly Jet Criteria
"Ugly" jet definition corresponding to jets reconstructed that include real
deposits in regions of the detector where accurate measurement of energy is done
empirically but not from the measurement of the deposited energy. These regions
include parts of the detector consisting of building structures, transition regions
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between two sub-detectors or gaps, etc. The criteria for defining a reconstructed jet as
"Ugly" is described below:
• fraction of energy of the reconstructed jet that is in the Tile calorimeter "gap"
region is greater than 0.5.
• fraction of energy of the reconstructed jet that is contributed by calorimeter
cells that receive a correction greater than 0.5.
Large corrections to the energy is not a sign of a good measurement. Therefore,
events having large energy deposits in the unrecoverable regions of the detector
are not considered for physics studies.

5.5 Offline Event Selection
The phase space of this analysis and the trigger reconstruction efficiencies form
the basis for the offline event selection and are described as follows.
5.5.1 Fiducial Selection
The analysis requires events to have at least one primary vertex with 5
reconstructed tracks. Each of these reconstructed tracks has a minimum pt threshold
of 150 MeV. In addition, only dijet events having at least two good jets, i.e., jets
that are neither bad nor ugly based on the jet cleaning criteria, are considered. The
detector performance during the time of this dissertation is well understood in the
central region of the detector. Hence, the two jets with the highest pT are required to
be reconstructed in the central rapidity region \Yl'2\ < 0.8, and are required to have a
minimum pr of 40 GeV for inclusion of the event in the final sampling.
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5.5.2 Trigger Study
It is common to see a complex trigger strategy in HEP experiments [78, 79].
The LI and HLT jet trigger criteria require that a jet has a minimum px for the trigger
to be fired. These triggers are implemented for different minimum px values referred
to as "thresholds". The triggers with a lower threshold are prescaled, meaning that
the rate at which the event selected by a particular trigger is recorded is downscaled
by a factor. This is designed so as to accommodate the bandwidth for recording and
storage of events selected by different triggers for the different physics studies.
All the LI single jet triggers are prescaled in such a way that the trigger with
the higher pr threshold has less downscaling factor compared to the trigger with lower
Pt threshold. The highest pT threshold trigger is left unprescaled, "L1_J95" being the
one chosen to be unprescaled for 2010 data taking period. In order to include more
events or to have a large data sample, the trigger with the lower prescale factor is
chosen for selecting an event in a particular pt range. The trigger is required to be
99% efficient in the pp range where it is used. A trigger combination strategy between
all the same level triggers is developed so that the inefficiency losses are kept to a
minimum.
The strategy used in this analysis requires the use of a trigger with the higher
threshold in the pr range, where the rate at which the trigger with the higher threshold
is 99% of the rate at which the trigger with the lower threshold is fired. This is called
the trigger turn-on and is estimated by employing the bootstrap method. The efficiency
of the trigger with the higher threshold is bootstrapped with the trigger with the lower
threshold and hence gets its name. Thus, efficiency is estimated as a ratio of number

events that passed both triggers to the number of events that passed the reference
trigger or the trigger with the lower px threshold.
The LI single jet triggers used for runs in the period A-F and the HLT triggers
used for period G-I axe given in the Table 5.2 along with the corresponding p™ax bin
where they are used. The trigger with the lowest prescale factor and efficiency greater
than 99% in a particular pT bin is determined from the trigger turn-on curves. The
trigger with the lowest prescale factor and having an efficiency of 99% in a given p™ ax
bin is chosen for selecting the event.
5.5.3 Event Selection Requirement Flow and Binning
The number of events that have satisfied each selection requirement and made
it to the final sampling is presented in Figure 5.1. It is seen that the "loosebad" jet
cleaning criteria has less than 3% of the events rejected in data. The fiducial selection
requirements and the trigger requirements in the analysis have significant effect on
the event selection. Table 5.3 lists the labels on the x-axis in Figure 5.1 and also
a short description of their interpretation. The labels represent different selection
requirements in the event selection process.
Events that satisfy all the requirements are used in the analysis presented in
this Chapter and are also used for measurement of the observable that is presented
in Chapter 6. The binning is chosen to match the binning used in the inclusive jet
cross-section study in ATLAS [80]. The number of events in each pr bin for different
A(j)max thresholds is shown in Figure 5.2. Since the cross-sections are falling with an
increase in pr, less number of events at higher pr are observed. The highest px bin for
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different A4>max thresholds is chosen so that, a minimum of 8 entries are observed in
each pT bin. Table 5.4 lists the highest pT bin selected for different A(pmax thresholds
and the number of events in that bin. The highest pr bin chosen varies from 800 GeV
for A<fimax threshold of g7r to 300 GeV for A4>max threshold of f.
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Figure 5.2: Distribution of the number of events as a function of p™ax for 2010 data
sample, PYTHIA and ALPGEN MC simulation samples.
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Table 5.3: Labels on the X-axis in the cut flow plots and their interpretation.
X-axis label
All
GRL
Dijet
PassTrig
GoodVtx
2CleanJets
GoodLeadPt
GoodLeadY
Pt_Trig

Interpretation
Events in the D4PD
Events that have passed the Good Runs List
Events with atleast two jets
Events that have passed atleast one jet trigger
Events with atleast one primary vertex
Events with two jets after applying the cleaning criteria
The two leading jets have a minimum p T of 40 GeV
The two leading jets have rapidity ( Y ) less than 0.8
The event has passed a given trigger in the relevant pT bin

Table 5.4: Table showing the upper edge of the last bin and the number of events in
that bin for different A(j)max thresholds.
A ( j) max values
7/8tt
5/6tt
3/4?r
2/3?r
tt/2

Upper edge of the last bin [GeV]
800.0
800.0
600.0
500.0
400.0

no of events
23
9
9
13
8

5.6 Data and Monte Carlo Comparison
One of the facets of the analysis is to test the accuracy of the collision models
in the MC simulations by comparing distributions of jet related properties.
5.6.1 Jet pr Spectrum
The comparison of leading jet pr spectrum between data and MC simulations,
PYTHIA and ALPGEN, is shown in Figure 5.3 for different A<pmax thresholds. The
differential cross-section is observed to fall logarithmically with p™ax. The event weight
is obtained from the luminosity of triggers for data and from the total cross-section
and number of events of each generator file in MC simulation samples.
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Figure 5.3: Distributions of dijet differential cross-sections as a function of p^ax for
different A<pmax thresholds before reweighting the MC simulations.
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The values of cross-section and number of events for each of the MC generator
file are obtained from the AMI interface for each generator file and the cross-section for
each event is calculated. The inverse of this cross-section is used as the event weight,
while making the jet kinematic distributions from MC. The plots in Figure 5.3 are
examined to verify how well the distributions from MC simulation samples follow the
distributions from data. Evidently, the MC samples do not completely describe data
as differences are observed between the distribution of the leading jet p? spectrum
from data and the PYTHIA and ALPGEN MC simulation samples for all the different
A(f}max thresholds.
If the MC simulation samples describe the data very well, then a comparison to
the MC truth can be made directly by correcting the data to particle level. Deviations
of the MC simulation from the data, is a direct evidence of the limitations of the use
of the simulation model for correcting the data to particle level. A simple technique
of reweighting the MC simulation samples is employed to make the MC simulation
describe data well. The next section describes the reweighting procedure employed
and the result of reweighting the MC simulation samples.
5.6.2 Reweighting the Monte Carlo
The MC should describe the data well with information of known processes
and artifacts of the detector and this is verified using the leading jet pT spectrum
for the inclusive dijet cross-section at ATLAS. Distributions of the leading jet p T
spectrum for the MC generators PYTHIA and ALPGEN deviate from the data as
seen in Figure 5.3. The deviations are observed for the inclusive dijet sample and
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also for all the different A<prnax thresholds. Distributions from MC generators are
reweighted using the leading jet pt spectrum of the inclusive sample using a simple
procedure that doesn't require regenerating the MC simulations. Ratio of the leading
jet Pt spectrum for the inclusive dijet sample between data and MC simulations is
fitted with a function as shown in Figure 5.4.
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Figure 5.4: Distributions of ratio of the differential cross-sections in p™3* between
inclusive dijet data and PYTHIA and ALPGEN MC simulations. The
distributions are fit to obtain the reweighting function for PYTHIA and
ALPGEN MC simulation samples.

The function that gives the best fit is used as the reweighting function. The
new weight for the MC simulations is obtained by multiplying the original given weight
by a factor that is proportional to the value of the reweighting function at a given

pt-

This simple procedure of reweighting the MC does not require the rerunning of the
simulations and is therefore a computationally efficient method. Care should be taken
to not bias the distributions away from the mean of the distribution. The distributions
shown in Figure 5.4 is fit with a fitting function as shown with a solid line on the data
points. The fitting is done independently for the two different MC generators PYTHIA
and ALP GEN to obtain two different fitting functions. The reweighting function is
selected by using a trial and error method, wherein the ratio of distributions are fit
with different functions and the function that has provided the closest fit to all the
points in the distribution is chosen.
The reweighting function for the two MC generators, PYTHIA and ALPGEN,
are listed as follows:
Reweighting function for PYTHIA
weight = -40.86 + 18Log (p%ax) - 2.54 (Log (p™ax))2 + 31.217/Log (p%ax). (5.1a)
Reweighting function for ALPGEN
weight = 5104.14 - 180QLog (p?ax) + 225.786 (Log {p^ax)f + 31.217/Log (p%ax)
—0.034Log {p^ax) + 15781.7 (p%ax) - 5906/Log (p?ax).

(5.1b)

The new event weight obtained by making use of the reweighting function is
used in generating the distributions of the leading jet pr spectrum for different A<f>max
thresholds. In Figure 5.5, distributions of the ratio of data with MC simulations is
shown. The distribution of the ratio should ideally be flat at unity (or value 1 on the
Y-axis), indicating that the MC simulations have described data with an excellent
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agreement. The ratio after reweighting is observed to be flat around unity with much
smaller fluctuations when compared with the unreweighted case.
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Figure 5.5: Ratios of differential cross-sections of data and reweighted MC simulations
for inclusive dijet sample as a function of pT of the leading jet in the event
are shown. The reweighted PYTHIA and ALPGEN MC simulation sample
describe data very well for all the bins upto 800 GeV, which is the upper
edge of the last bin for the inclusive dijet sample in this analysis.

A simple side-by-side comparison of the ratio of data over the MC simulations
after reweighting and before reweighting is shown in Figure 5.6. It can be deduced
that reweighting has significantly improved the comparison between MC simulation
samples and data for the leading jet pr spectrum. Figure 5.6a shows the leading jet
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Pt spectrum for inclusive dijet sample before reweighting and Figure 5.6b shows the

leading jet px spectrum after reweighting. It is observed that the reweighted MC
distributions follow the data better than the unreweighted case.
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Figure 5.6: Distributions of differential cross-sections in p™ax before (left) and after
reweighting (right) the MC Simulations (PYTHIA, ALPGEN) to data.
The leading jet px spectrum is used for obtaining the reweighting function
for PYTHIA and ALPGEN MC simulations.

To further analyze the effect of reweighting, the distributions of leading jet pT
spectrum for different A</>max requirements after reweighting the MC are analyzed and
compared with the uncorrected distributions from data as shown in Figure 5.7. It is
observed that the reweighting has enabled to achieve a good agreement between data
and MC simulations for the inclusive sample. The comparison becomes worse at lower
A4>max thresholds. For A(j>max value of |7r and

it is observed that there is deviation

at lower pT. For other A<j>max thresholds, the comparison is good at lower pT but at
higher pT, smaller deviations are seen between the MC simulations and data.
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The effect of reweighting on the measurement of the observable is carried into
unfolding the data, as the reweighted MC simulations at detector and truth level
are used. As such, no additional uncertainty to the measurement due to the choice
of the reweighting procedure or the reweighting function employed, is assessed. The
uncertainty from the unfolding procedure also contains any uncertainty contribution
from the reweighting procedure. The assessment of the unfolding uncertainty is
described in Section 5.8.3.
5.6.3 Uncorrected Data and MC comparison
To study and validate that the jet kinematics from data are also well
described by MC after reweighting, distributions of various jet kinematic variables are
compared between uncorrected data and different MC generators for different A^max
requirements. The distributions of rapidity (Y) and azimuthal angle (</>) of the leading
and second leading jet are used for comparison between uncorrected data and MC in
Figures 5.8-5.11. A good agreement between data and MC simulations is observed
for the inclusive sample and A(j/nax thresholds of |7r, |-7r, and \-k. Disagreement is
observed for A<pmax thresholds of |7r and
The distributions of rapidity (Y) and azimuthal angle (0) are flat in the central
rapidity considered for measurement. Comparison between data and reweighted MC
simulations shows a good agreement for A(prnax thresholds of |7r, |-7r and \i\. In
comparison between data and MC simulation samples for A4>max thresholds of

and

|, a disagreement is seen. The dijet sample for these A<j>Tnax thresholds have events
with more than three jets.
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rapidity (Y) of leading jet for different A(f)max thresholds.
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Figure 5.10: Comparison between data and MC simulation sample distributions of
rapidity (Y) of second leading jet for different A4>max thresholds.
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Figure 5.11: Comparison between data and MC simulation sample distributions of
azimuthal angle (<f>) of second leading jet for different A<f>max thresholds.
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Hence, it can be inferred that the MC simulations used in this analysis does
not provide good description of data for events where there are more than 3 jets in an
event. The simulation doesn't model the processes for events with more than three
jets. NNLO theory calculations are not calculated with good accuracy in the MC
generators, PYTHIA, and ALPGEN. The difference between data and MC simulation
samples elucidates that MC simulation doesn't model the NNLO terms.

5.6.4 R^4> Distributions
The ratio of the distribution of the leading jet differential cross-section for
a given A4>max requirement to the distribution of the leading jet differential crosssection for the inclusive dijet sample is called the R^ distribution. A comparison
is made between the Rdistributions from data and the

distributions from

the reweighted PYTHIA and ALPGEN MC simulations for the five different A(f>max
thresholds as shown in Figure 5.12.
The data is calibrated but uncorrected and the comparison is made with
the detector level distribution from the MC simulations. A reasonable agreement is
observed between data and the PYTHIA and ALPGEN MC simulations for the five
different A(j)max thresholds. The R^ distributions are observed to follow a falling
trend from lower px to higher px for all the different A<fimax requirements. Also, the
value of RA4> ratio in each px bin for different A <j>max thresholds is observed to decrease
as the A<j)max threshold is lowered. This method of measuring the R^ distribution,
provides a key quantitative measure of the px dependence of the dijet azimuthal
decorrelations.
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From the plots of Rdistributions in Figure 5.12, it can be inferred that
ALPGEN MC simulation provided a better description of data when compared
to PYTHIA MC simulation for A(/>max thresholds of g7r, |7r, and \-k. The
distributions from PYTHIA MC simulation lies slightly higher than the data. For
A(j)max thresholds of |7r and

some deviations are observed. MC simulations seem to

deviate increasingly in the lowest pr bin of (60 GeV-80 GeV] for A<j>max thresholds
of 17r, |7r, and

While the data points are observed to fall smoothly for the Ac/>max

thresholds of g7r, |7r, and |7r, some random fluctuations are observed in the pi range
of 300 GeV -500 GeV for A4>max thresholds of |7r and |.

5.7 Data Unfolding
One-dimensional bin to bin unfolding method is employed for correcting the
data for detector effects. Correction factors are obtained from MC by taking the ratio
of the

Ra</>

distributions from MC truth to MC detector. The correction factors from

PYTHIA and ALPGEN MC generators are obtained and compared for different A4>
requirements as shown in Figure 5.13. These correction factors are then multiplied
to the data distribution to obtain the distributions in data corrected for instrument
effects.
The corrected data distributions will then be compared with the R
distributions from the MC simulations at truth or particle level. The choice of the
MC generator used to obtain the correction factors will add additional uncertainty to
the measurement. The procedure for estimation of the uncertainty due to unfolding is
discussed and the estimate is reported in Section 5.8.
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ALPGEN MC simulations is shown.
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Since the MC has limited statistics, the statistical uncertainty on the unfolding
correction factors is large. To reduce this uncertainty, the correction factors are
obtained from both PYTHIA and ALPGEN MC simulation statistics. This can be
achieved by averaging out the correction factors from the two MC simulations in each
Pr bin for the five different A0max thresholds. The correction factors from each of
these MC generators is observed to be in agreement within the statistical error bars
and hence can be combined without having any effect on the measurement of the
observable.
The correction factors obtained after taking a bin-by-bin average of the
correction factors from PYTHIA and ALPGEN MC generators is shown in Figure 5.14.
It is seen that the points in the distributions of correction factors are spread with
large fluctuations between adjacent bins for the five different A4>max thresholds. The
error bars indicate the combined statistical error on the correction factors from both
PYTHIA and ALPGEN MC simulations. The corrections factors are obtained for five
different A(f>max thresholds.
To avoid any large difference between adjacent bins, the distribution of the
correction factors are smoothed. A simple bin-by-bin pairwise smoothing procedure and
a more complicated iterative procedure using 353QH twice smoothing algorithm [81]
are employed for smoothing and compared for identifying the procedure that results
in optimal smoothing. Figure

5.15 shows the result of pairwise smoothing and

Figures 5.16, 5.17, and 5.18 show the smoothing performed using 353QH twice
smoothing algorithm [81] for different number of iterations in the range 1-3 respectively.
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It is observed that the pairwise smoothing does not remove the fluctuations
at higher pT- The pairwise smoothing is observed to bias the correction factors for
the A<pmax threshold of f to have a lower value at higher pT. The iterative smoothing
algorithm has performed well in smoothing out the fluctuations when compared with
pairwise smoothing. A simple trial and error procedure is employed to determine
the ideal number of iterations. The correction factors after 1, 2, and 3 iterations
are compared to identify the optimal number of iterations. The smoothing with one
iteration has shown very less effect, as fluctuations are seen in the distributions of
correction factors.
For smoothing with 2 iterations, the majority of fluctuations that are seen
in the original distribution are smoothed out. A bias is seen to be introduced into
the distribution of correction factor for A<£max threshold of |7r. The value in the last
bin seems to lie farther than the rest of the points, while performing 3 iterations
for smoothing, this bias that is introduced in the last bin seems to get worse and
also additional bias is introduced in the distributions for A(j>max threshold of |. The
iterative smoothing algorithm for two iterations is observed to have removed most of
the fluctuations

with negligibly small bias to the correction factors. The correction

factors smoothed for two iterations using the 353QH smoothing algorithm are chosen
to correct the data to particle level.

5.8 Systematic Uncertainties
Jet energy scale, jet energy resolution, jet angular resolutions, and unfolding
are the dominant sources of uncertainty to the observable measured. The uncertainties
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are measured independently and added in quadratures to obtain the total systematic
uncertainty on the measurement. Only jets satisfying the event selection and fiducial
selection requirements of the analysis are considered for calculating the uncertainties.
The total uncertainty on the measurement is obtained by adding the systematic and
statistical uncertainties in quadrature.
5.8.1 Jet Energy Scale Uncertainty
The jet energy scale uncertainty is assessed using the JESUncertainty tool that
provides the jet energy scale uncertainties for all jets with pT greater than 20 GeV and
less than 7000 GeV. The JESUncertainty tool also provides uncertainties for events
more than 1 vertex to accommodate the estimation of the uncertainty due to pileup
on the measurement. Table 5.5 shows the number of events for different multiplicities
and different A(f/nax thresholds.

Table 5.5: Number of events in 2010 data sample for different A0max thresholds with
the given number of vertex candidates.There are 51 events with 8 or more
primary vertex candidates and hence only 7 primary vertices are used while
calculating the uncertainty contribution from pileup.
Multiplicity |
1
2
3
4
5
6
7
8
9
10

Fraction of Events in data (%)
Inclusive A<ft <
A<f> < §7r A<fi < \ir A(j> <
106312
20237
12021
5053
1986
8467
1334
80338
14450
3517
3510
35525
5983
1418
536
11807
1932
1101
438
169
517
302
117
3399
41
79
826
132
32
7
17
4
205
1
0
6
39
8
4
0
1
0
0
0
11
0
0
0
1
0

|
A0 < ^
704
505
160
44
14
1
0
0
0
0
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In 2010 data, the multiplicity of primary vertices is seen to be greater than 7 for
51 events in the inclusive dijet sample that satisfy all the selection criteria used in this
analysis. The fraction of events for the different A(f>max thresholds are calculated from
the numbers listed in Table 5.5. These fractions are listed in Table 5.6 and are used
as weights in the calculation of the average primary vertex multiplicity in 2010 dijet
data sample. To understand the impact of pileup on the measurement, a comparison
is made between the Rdistributions obtained from events in the 2010 data sample
with only one primary vertex and from events with multiple primary vertices as shown
in Figure 5.19. Ratio between these distributions is also shown in Figure 5.20.

Table 5.6: Fraction of events in data with the given numbers of vertex candidates.
The fraction numbers from the inclusive sample are used as weight while
calculating the appropriate pileup contribution to the jet energy scale
uncertainty.
Multiplicity
1
2
3
4
5
6
7

Inclusive
44.58
33.68
14.89
4.95
1.42
0.34
0.09

Fraction of Events in data (%)
A0 <
A0 < §7r
A4> < jii A4> < |7r
46.76
47.16
47.76
48.76
33.22
33.24
32.75
33.38
33.21
13.77.22
13.4
13.16
4.46
4.32
4.14
4.15
1.19
1.19
1.11
1.01
0.30
0.31
0.30
0.17
0.0004
0.02
0.02
0.0

Acf) < ^
49.30
35.36
11.20
0.98
0.07
0.0
0.0

A difference is observed between the two Rdistributions. At high pT, the
difference is significantly higher when compared to the difference at lower pX- Also,
differences axe observed to increase for a lower A4>max threshold. The effect of pileup is
more for events with more jets in the event. It can also be inferred that this difference
is due to pileup contribution from events with multiple vertices.
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Hence, pileup has to be considered in the estimation of the uncertainty on
the measurement. The procedure followed to obtain the uncertainty is described
below. The distribution of the percentage of events in the 2010 data sample with
different multiplicities for the different A</>mai thresholds is also obtained and shown
in Figure 5.21. The change in fractions across different pT bins is approximately same
for the inclusive dijet sample and all the Ac/>max thresholds.
A distribution of the cross-sections as a differential in p™3* is obtained for
different primary vertex multiplicities and is shown in Figure 5.22. The variation of
the cross-section as a function of number of primary vertices is uniform across all p^ax
bins. Hence the inclusive dijet sample can be safely used to assess the average number
of vertices for all the A(pmax thresholds.
Table 5.6 lists the fractions for different primary vertex multiplicities for all the
different A<firnax thresholds. It is observed that there are only 51 events with primary
vertex multiplicity greater than 7 and the variation of the percentage of events for
different multiplicities is less. In calculations of the JES uncertainty due to pileup, the
average number of primary vertices is calculated by multiplying each given multiplicity
number with the percentage of events with that particular multiplicity.
The fractions listed in Table 5.6 for the inclusive dijet sample are used as
weights for calculating the average number of primary vertices in 2010 data sample.
This average is fed to the JESUncertainty tool to obtain the uncertainty contribution
due to pileup in the 2010 Data sample. The value obtained is then used to obtain the
uncertainty due to pileup contribution to the measurement.

173

€ 10'
•2 10

re 10
Inclusive

6

8

10

12

14

2

3

4

5

Multiplicity

6

7

8

Multiplicity

Primary Vertex

:n"TT"[tti r pr i-j r [ttts j'tt it |r r r i f i i i rjr rnC

:r i ttT-r i "i" t -|- j- ri i | r *7 t t- [ t

9

1 0

Primary Vertex

"rr iJ r n r ] i t

r

i t 1 t r r:

C

3
lio-1

ZD
re* 10"1

€

110*

f" 10"2
o

c
o
o
2

t3

S

,
LL 1Q-

*5

A<|»< gJC

10•3

-

10,-4

-

A<J) <|n
-H

10"

I i'ii I • •'iI'i '<I1'• •I ••«»I •''» I•
2

3

4

5

6

7

Multiplicity

8

9

~

"I

8

3

4

5

6

7

9

Multiplicity

Primary Vertex

i i i i|i i i i| i i i i| i i i

Vs = 7 TeV

i |i 'i 1i

>i 1i |1 i

i i i|i i i i

p^\ 2 > 40.0 GeV

C

3

—• Data 2010

10"1

•l

2

Primary Vertex

;M I I | I I I I | I I I I ) I H I | II I I | I I I I j I I I I;
3

•I • »» •{» • •'I •'»• I» » • •t« i i iI•

let | < 0.8
|Y
1

12*

~ 10-1

-Q

£

c
.9

C

I io-2

s 10"2
LL

A<|) <|lt
10"

A<(>

10-

3 _

+• ' • • • 1•-

t'' '« I » l l l I » l «'I • l'' I '» • 'f '
2

3

4

5

6

Multiplicity

7

Primary Vertex

•• '•• ••i ••• • i •
8

2
ATLAS Internal

3

4

5

6

Multiplicity

7

8

Primary Vertex
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The Pt of the leading jet is varied above and below by the uncertainty obtained
from the JESUncertainty tool. The difference between the Rdistributions obtained
from these variations is taken as the JES uncertainty due to pileup. The uncertainty
due to pileup is added in quadratures to the JES uncertainty to obtain the total JES
uncertainty in the measurement. This uncertainty that includes the effect of pileup is
added in quadratures to obtain the total uncertainty.
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5.8.2 Jet

Pt

and Angular Resolution Uncertainty

The px resolutions obtained from the JERUncertainty tool are used to vary
the

Pt

above and below the central value. Again, the uncertainty is assessed from

the difference between the two Rdistributions. The jet angular resolutions are
obtained from PYTHIA MC simulation sample. Event selection and fiducial selection
criteria used in the analysis is also applied in the selection of jets that are used for
the resolution studies.
The difference between the angular quantities, rapidity (Y), and azimuthal
angle {4>), of the jet in the MC detector level and its matching jet in the MC truth level
is obtained for the leading and second leading jet in the event. The difference is plotted
for different pr ranges that correspond to the bins in the R/\<p distributions. Figure 5.23
and Figure 5.24 shows the distributions for the different pT bins of rapidity (Y) and
azimuthal angle (<f>) resolutions. The resulting distributions for a given pT range is fit
with a Gaussian and the half width of the Gaussian is taken as the resolution of the
given jet angular quantity in that particular pT range. A plot of the resolutions as a
function of pT of the leading jet is generated as shown in Figure 5.25.
It is observed that the jet angular resolutions are less than 2% and so its
impact on the measurement is negligible. The uncertainty on the measurement due
to the jet angular resolutions is negligible. The affect of bias in the measurement of
angular variables is also assumed to be low and hence its affect is not included into
the calculation of the uncertainty contribution.
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Figure 5.25: Resolutions of the jet angular quantities, rapidity (Y) and azimuthal
angle (^), as a function of p™ax.

Since the uncertainty contribution due to the resolutions of the angular
quantities is negligible, their contribution is excluded from calculation of the total
systematic uncertainty. Only the jet pT resolution contributes to the jet energy
resolution uncertainty. The jet energy resolution uncertainty is added in quadratures
to uncertainties from other sources while determining the total uncertainty.

5.8.3 Unfolding Uncertainty
The source for the unfolding uncertainty is the low statistics available in the
MC samples. The error on the correction factors used to correct data for experimental
resolutions is used to assess the unfolding uncertainty. The upper and lower values on
the errors to correction factors in each pj bin are obtained from the distribution of the
correction factors for different A4>max values. The

distribution from the data is

corrected with the lower value and upper value. The difference between the resulting
Ra<p

distributions corrected to particle level is taken as the unfolding uncertainty.
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The uncertainty due to unfolding is shown in Figure 5.26. The uncertainty is
assessed independently for the five different A4>max thresholds of |7r, |7r,

|-7r,

|7r, and

|
that are used in the measurement of Rdistributions. The unfolding uncertainty
is added in quadratures to the uncertainty contributions from other sources to obtain
the total uncertainty on the measurement of the observable.

5.9 Total Uncertainty
The total uncertainty on the measurement is obtained by adding the systematic
and statistical uncertainties in quadrature. The different contributions to the systematic
uncertainty are all added in quadrature to obtain the total uncertainty on the
measurement. Figure 5.26 shows the total uncertainty and the contributions from
each individual source on the Rdistributions. It can be seen that the statistical
uncertainty is the dominant contributor to the total uncertainty and the systematic
uncertainty is comparable or less than the statistical uncertainty in all the pr bins
for all the different A(jfnax thresholds of

|7r, |7r, |7r, and

The total uncertainty

varies from 7% to 20% in the lower pr bin (60 GeV-80 GeV] and the uncertainty
increases at higher px-

CHAPTER 6
RESULTS
Distributions of

are obtained by taking the ratio of the distribution of cross-

section of events satisfying a given Afpmax value and the inclusive dijet cross-section.
Five different thresholds, A<j> max = |7r, |7r, |-7r, |7r, and

are used for A0 < A<j) max

requirement. The jets reconstructed with anti-A;t algorithm with a distance parameter
of R = 0.6 are used in this analysis. The same DQ and jet cleaning requirements are
applied on both data and MC simulation. The two leading jets are required to be
reconstructed in the central region of the detector |y1,2| < 0.8 where the jet resolution
measurement is accurate. The
two leading jets have a

pt

Pt

requirement of the measurement ensures that the

of 40.0 GeV or higher. Data is corrected for experimental

resolutions and comparison is made to the MC generators, PYTHIA and ALPGEN, at
particle level and to NLO theoretical calculations that are corrected to particle level
by accounting for underlying event and hadronization. The comparison is reported
and discussed in the following sections.

6.1 Data Corrected and MC Comparison
Data is corrected for experimental resolutions using the full PYTHIA and
ALPGEN MC simulation samples. The data is corrected using the correction factors
obtained by a simple bin by bin unfolding technique described in Chapter 5. Figure 6.1
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shows the calibrated and corrected R^ distribution in data overlaid with the PYTHIA
and ALPGEN MC distributions. The error bars on the data points indicate the total
uncertainty on the measurement. The systematic uncertainty is also overlaid on the
data points and shown as an yellow line in Figure 6.1.
Dependence of the Ras a function of pT can be observed by comparing
distributions obtained for different A(f>max thresholds. A good agreement

the

is observed between PYTHIA and ALPGEN MC simulation samples for A<pmax
thresholds of g7r, |-7r and
from the

The R^ distributions from the MC seem to deviate

Ra<i> distributions obtained from data for A<p

max

thresholds of |7r and f for

the lower pT bin of [60 GeV-80 GeV]. The PYTHIA MC simulation seems to lie higher
than the data while ALPGEN MC simulation has provided a good agreement with
data. From this analysis, it can be stated that in searches for new physics where QCD
acts as background, ALPGEN MC simulation sample is the best choice for measuring
QCD.

6.2 Data Corrected and NLO Theory Comparison
The results of a pQCD calculation are obtained using NLOJET++ [82] through
fastNLO [83] running Fast Jet [84]. The fastNLO employs a method in which the ratio
of the predictions for 2 —> 3 processes and 2-4-2 processes for a fixed PDF is used.
The renormalization (^iR) and factorization scales (///) in the calculation are taken to
be equal to p™8*. The MSTW2OO8NLOPDF with 68 % confidence level are used for the
central value. The parameters,

(jir)

and

(/if),

are varied up and below independently

for different values to obtain the upper and the lower uncertainties on the calculation.
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The Ra<i> distributions in data are corrected for experimental resolutions using
the correction factors from PYTHIA and ALPGEN combined statistics. Similarly, the
distributions from NLO theory are corrected for non-perturbative effects using
correction factors from PYTHIAMCIO and PYTHIADW tunes and are shown in
Figure 6.2. The procedure used for correcting the NLO theory calculations is described
below.
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Figure 6.2: The NLO corrections obtained from the ratio of
distributions with
hadronization and without hadronization from two different PYTHIA
tunes, PYTHIAMCIO and PYTHIADW, interfaced to Rivet are shown.
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The i?A<£ distributions using fastNLO are calculated at parton level. To make a
valid comparison between NLO theory and data corrected for experimental resolutions,
the NLO calculations are corrected to particle level for non-perturbative effects
such as the underlying event, and hadronization. The calculations for correcting the
NLO theory calculations for non-perturbative effects are performed by taking the
ratios of Rdistributions with hadronization and without hadronization. For this,
PYTHIAMC10 and PYTHIADW tunes interfaced to Rivet are employed.
An average of the correction factors from both PYTHIAMC10 and PYTHIADW
are obtained as the correction factors are comparable. Distributions of the average
correction factors from the two different tunes are observed to have fluctuations between
adjacent bins. A smoothing procedure is employed to remove any fluctuations before
multiplying the average correction factors to the central value of the NLO calculation.
An iterative smoothing procedure that employs 353QH smoothing algorithm is used
to remove the fluctuations between different bins in the distributions of correction
factors. The smoothing algorithm is configured to run 3 smoothing iterations so that
the fluctuations are removed without introducing any bias in the central value of the
correction factors. The correction factors from the smoothed distributions are then
multiplied to the NLO theoretical calculations bin by bin.
The data corrected for experimental resolutions are overlaid with NLO
calculations corrected for non-perturbative effects and are shown in Figure 6.3 for three
different A<j)max thresholds of |7r, |7r, and

A reasonable agreement is observed

between data and NLO theory for A(f> rnax thresholds of g7r, and |7r. For A<fi max
threshold of |7r, significant disagreement is observed. The data are observed to lie
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higher than the NLO theory for all of the three different A4>max thresholds. The
deviation between data and NLO theory is also seen to increase for lower A4> max
requirements.
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Figure 6.4 shows the distributions of the ratio of data with NLO calculations
for three different A(f>max thresholds of |7r, |7r, and |7r. From this, it can be inferred
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that the NLO theory calculations have come short of describing the data at lower
A4>max thresholds, where additional higher order corrections due to additional jets, or
radiation in the event, are expected to become relevant.
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CHAPTER 7
SUMMARY AND OUTLOOK
The Large Hadron Collider (LHC) and ATLAS experiment at CERN have
progressed from commissioning to discovery of a new particle that is expected to
be the Higgs boson during the time of the work that went into this dissertation.
Presently, collisions at yfs = 8 TeV are recorded at the ATLAS detector. The
CaloMonitoring tool that has been developed during the commissioning stages of the
experiment has performed efficiently in providing useful diagnostic information of the
combined calorimetry, the LAr and TileCal, in the ATLAS detector. It has provided an
automatic assessment of the detector problems by running outlier detection algorithms
on distributions of energy related quantities of cell, cluster, and tower calorimeter data
objects. The information from the CaloMonitoring tool, in conjunction with other
subdetector data quality assessment, is used to flag data as good or bad in a time
granularity of Lumi Blocks. The data that is flagged as good for analyses in 2010
on collisions at y/s = 7 TeV were used for the rediscovery of many of the Standard
Model physics processes.
Of all the interactions described by the Standard Model, QCD processes have
the highest cross-section or, in other words, the highest probability of occurrence.
Jets are a key signature of QCD processes and act as backgrounds to searches for

188

189
new signatures not explained by Standard Model. Hence precision tests of QCD are
necessary to realize the physics program at LHC. In this dissertation, tests of higher
order pQCD processes are performed. The study is performed on the data recorded
from proton-proton collisions in 2010 at y/s = 7 TeV, for an integrated luminosity of
JCdt = (36 ± 4) pb_1.
The dijet azimuthal decorrelations that are measured at the Fermilab Tevatron
collider and in ATLAS and CMS, provided a valuable tool to make an assessment
of QCD by measuring the differential distributions of dijet events as a function of
A<f>, the opening angle in the azimuthal plane between two leading jets in an event. A
dependence of dijet azimuthal decorrelation on pT of the leading jet is observed.
In this analysis, a new observable, R^, defined as the ratio of the crosssection of events with a given A(prnax requirement to the inclusive dijet cross-section
is measured. Different A(j>max thresholds are chosen as |7r, |7r, |7r, |7r, and |. The
lower A(f)rnax requirement probes processes where additional jets are produced. The
observable provides a qualitative and for the first time a quantitative measurement of
the pT dependence of the dijet azimuthal decorrelations in a kinematic regime that
has never been probed before. An observation is made from a low px of 60 GeV to a
higher pi of 800 GeV.
The comparison of the data to calculations from MC generators such as PYTHIA
and ALPGEN provided an insight into the performance of the MC simulations in
describing the phenomena occurring in proton-proton collisions at y/s = 7 TeV. A
disagreement is observed at lower pr between data and the MC predictions, illustrating
the limitations of these MC generators. The comparison is made at particle level and
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so any differences observed in this comparison will help investigate the parton shower
modeling in the simulation. In the phase space where agreement is observed between
data and MC simulation, the ALPGEN MC simulation provides the best description
of data as compared to PYTHIA MC simulation. From this investigation performed
on jets only in the central rapidity of |Yl'2| < 0.8, it can be stated that the ALPGEN
MC simulation sample is the best choice for assessing the QCD background in searches
for new particles.
A comparison is also made between data calibrated and corrected for
experimental resolutions to the NLO theory calculations using fastNLO at particle
level. The NLO theory is in reasonable agreement with data for A4>max values of
g7r and g7r, but not for a A(pmax threshold of

where higher order corrections

due to additional radiation are expected to become relevant. The limitations of the
NLO theory calculations and the need to constrain the parameters used in theory
calculations is realized. Since, R&<p is measured differentially in p™ax, the observable
is sensitive to the running of as- The extraction of as can be made in the phase
space where a good agreement is observed between data and NLO calculations. The
determination of as is not in the scope of this work.
In this dissertation, the DQ assessment techniques developed in the context of
detector commissioning and the measurement of a observable that provides a tool to
probe and test pQCD, the theory of the strong force, have been discussed explicitly.
The observable measured lays a foundation for the identification and measurements
of new observables that will probe the full momentum transfer in a hard scattering
proton-proton collision event and possibly deduce the running of as at a higher

precision. The analysis can be extended to forward regions of the detector that was
limited due to limited understanding of the detector problems and limited amount of
data in the first year of running. Some of the studies performed in this measurement
of dijet observables without the explicit reconstruction of a third jet will be essential
for future analyses of multi-jet observables at the LHC.
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