In many condensers and evaporators the fluid refrigerant flows inside tubes while the secondary fluid flows in the external part. In the refrigeration system, the heat exchanger are connected to other elements like compressors, expansion devices, receivers, etc. which have influence on the heat exchanger behaviour. The necessity of building equipment with higher energy efficiency and using non-contaminant refrigerants are important reasons for the continuous study and research on this topic.
The design of the heat exchanger can be developed by means of analytical methods. These methods give a quick and global approach of their behaviour.
However, a large number of hypothesis and simplifications have to be assumed. Examples are the F − f actor or ǫ − NT U methods [1] . More general and accurate approaches require the use of numerical methodologies, which subdivide the heat exchanger into many elemental volumes and solve the governing equations for each volume. In the two-phase flow region, the governing equations (mass, momentum and energy) can be formulated in different forms depending on the model used. Homogeneous models [2] , drift-flux models [3] or two-fluid models [4] [5] can be employed to solve the two-phase flow present in the condensation and evaporation process.
To get a deep understanding of the mathematical model and the strategies for solving the governing equations, the double-pipe heat exchanger can be a good option for application due to its relatively simple geometry for the secondary are used in the double-pipe helical heat exchanger resolution [9] , where a CFD modelling together with a ǫ−NT U method is used to solve the heat exchanger.
Assuming thermodynamic non-equilibrium on the CV, the two-fluid model is used to solve the two-phase flow inside of the double-pipe heat exchanger. A condenser and evaporator are solved by means of this model in [10] and [11] ,
respectively. Although this formulation shows the two-phase flow behaviour in a more detailed way, a large number of the empirical information is required and different hypothesis have to be assumed to simplify the resolution. A quasihomogeneous model is used on double-pipe heat exchangers resolution [12] and [13] , where one-dimensional single-phase and two-phase flow are solved based on an implicit step by step method.
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This paper shows a more general approach for the resolution of the two-phase flow inside tubes in condensers and evaporators. The methodology is applied to double-pipe heat exchangers with the secondary fluid in the annulus region. This work is organised in different sections. The second section shows the mathematical formulation of the whole heat exchanger. Special attention is given to the analysis of the two-phase flow inside tubes by means of the Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) [14] instead of the step-by-step method employed by the authors [12] and [13] . The SIM- For the fluids, these equations are integrated on the basis of staggered meshes.
In this way, the domain is split into a number of control volumes (CVs).
Mass and energy equations are discretized over the main CVs (see Figure 1a ), while momentum equation is discretized over the staggered CVs as shown in Figure 1b . For the solid elements, the energy equation is discretized over CVs indicated in Figure 2 .
Two-phase flow of refrigerant Fluid
The discretized form of the energy, momentum and mass (in terms of the pressure corrections) conservations equation of the refrigerant flow inside the inner tube is presented in this subsections.
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Energy equation
The total energy equation is integrated over the main control volumes shown in Figure 1a . In a semi-discretized form, this equation can be written as:
whereē P represents the total specific energy (e = h+e c +e p ),ρ P is the density, q P is the heat flux,p P is the pressure,ṁ s P andṁ s W are the mass flow at the east and west CV-faces respectively, A is the cross sectional area, P is the perimeter and ∆z is the CV length. The mean values over the CV used in equation (1) are defined as:
Transient terms are evaluated using a first order backward differencing scheme.
Convective terms at the CV faces are evaluated using first or higher order schemes. When a first order scheme is used, the variables at a given face of the CV are taken equal to the nearest upstream nodal values (this is the upwind scheme). Higher order schemes, as Quick or Smart [15] , are introduced using a deferred correction approach, i.e. the convective term is evaluated using the upwind scheme while an extra or correction term is introduced in the source term of the discretized equation keeping the diagonal dominance of the coefficient matrix. The convective heat flux is integrated along the CV heat transfer surface using local heat transfer coefficients and nodal temperatures for the inner tube and the refrigerant fluid.
Introducing all the above numerical schemes and models in the energy equation 6 and approximating mean quantities by their values of the central node, the following fully discretized form is obtained.
Equation (2) can be re-written in the generic discretized form a
in terms of the enthalpy as:
High-order convective schemes are introduced through ∆conv in the source term b h p . This quantity is evaluated from:
where the variables h ns e and h ns w represent the fluid enthalpy at the CV faces itself evaluated by means of the selected high-order convective scheme. This is the deferred technique indicated above.
From the discretized energy equation, the nodal enthalpy h P is obtained at each CV. Considering thermodynamic local equilibrium in the flow, the mass gas weight fraction x g,P can be calculated in the two-phase flow zone as a function of the enthalpy h P and the local pressure p P as:
, where h l and h g represent the saturated liquid and gas enthalpies, respectively.
Momentum equation
The momentum equation in the axial direction is discretized over the staggered volumes indicated in Figure 1b . In a semi-discretized form the momentum equation can be written as:
Sub-indexes g and l indicate gas and liquid phase respectively. The gas mass fluxṁ g and the liquid mass fluxṁ l can be expressed as a function of the total mass flux of the refrigerantṁ and the mass gas weight fraction x g as:
The gas and liquid velocities are expressed as a function of the void fraction, in the following form:
The mixture density can be expressed as:
The local shear stress in the momentum equation (5) is obtained in terms of the friction factor, τ w = (f /4)(ṁ 2 /2ρA 2 ). In the single-phase flow, the friction factor f is determined by means of empirical information, while the mass fluẋ m and the density ρ are evaluated depending on the phase flow present, gas or liquid. In case of two-phase flow, the shear stress is determined by means of the friction factor corresponding to the gas phase, f g , the gas mass fluxṁ g , the gas density ρ g and the multiplier two-phase factor Φ, as f = f g Φ. The friction factor and multiplier two-phase factor are empirically obtained.
Introducing in equation (5) 
. This variable is evaluated at the node of the main mesh (in fact, K e s = K E and K w s = K P ). Using the Central Difference scheme (CDS) for the convective terms, the mass flux on the staggered volume faces are defined as:ṁ e s = (ṁ E s +ṁ P s )/2 andṁ w s = (ṁ P s +ṁ W s )/2, and density value over the CV center of the staggered mesh are defined as: 
Pressure correction equation
A pressure correction equation is evaluated over the main control volumes (Figure 1a) by means of the continuity equation and according to the SIM-PLE method [14] . The strategy starts from the semi-discretized form of the continuity equation:
The mass flow is estimated from the discretized momentum equation rewrit- [14] for details). Introducing the above expression of the cell face mass fluxes into equation (7), and approximating by their nodal value the mean CV quantities, the correction pressure equation can be written as:
This equation can be rewritten in terms of the generic discretized equation
, where the discretized coefficient can be easily obtained from equation (8) . After pressure correction is obtained, the mass fluxes and pressure field are updated:ṁ P s =ṁ *
Secondary fluid in the annulus region
The secondary fluid flows in the annulus area, defined between inner tube and outer tube. The mathematical formulation is similar to the one presented for the refrigerant fluid in the inner tube, except that heat transfer and wall friction between the fluid and both the inner tube and outer tube must be considered. In this work, only single-phase flow is considered to occur in the annulus region. The general SIMPLE algorithm described above can be used.
However, if no complex flow is expected (e.g. no back flow phenomena), the step by step method can also be used. The method solves the governing equations at each CV, step by step in the flow direction (see [12] for details).
Heat conduction in solid elements
Three different solids are considered, the inner tube, the outer tube and the insulator. Details of the defined main control volumes (CVs) in the different parts of the heat exchanger are depicted in Figure 2 . To solve the solid elements, the energy equation is applied over each CV. A general heat conduction equation can be integrated, obtaining the following generic form:
where the left hand side indicates the internal energy increase in the CV, 
Where α f and α f.sec.o are the heat transfer coefficient of the refrigerant and the secondary fluid in the inner tube respectively, T f P is the refrigerant fluid temperature and T f.sec P is the secondary fluid temperature, d P W and d P E are the distance between nodes, and A t,in is the cross-section,
11
For the outer tube, the secondary fluid is in contact with the tube at south face, while heat conduction is applied on the other CV's faces. Thus, the heat fluxes can be approximated as:
where T t,out and T t,ins indicate the temperatures of the outer tube and insulator respectively. An harmonic mean thermal conductivity is used at the contact surface between the tube and the insulator,
This criterion is obtained as a consequence of the condition of heat flux continuity at the interface, and after approximating temperature gradients by a backward (in the tube) and forward (in the insulator) first-order numerical scheme.
For the insulator, the conduction heat fluxes through any of the internal CVfaces can be approximated as:
The boundary conditions in the west and the east extreme nodes of the tubes and insulator can be a fix temperature or a null heat flux. Natural convection with the ambient is considered in the external part of the insulator.
Empirical information
The empirical information used to evaluate the local heat transfer coefficients α and the friction factors f in single-phase and two phases, together with the void fraction ǫ g are presented.
The single-phase heat transfer coefficient is obtained for laminar and turbulent regimes using Nusselt and Gnieliski correlations respectively [16] . The friction factor is evaluated from Churchill expression [16] .
In case of condensation, the heat transfer coefficient is evaluated with Shah Three sub-zones are presented in tube evaporation in the two-phase flow region. These sub-zones are: sub-cooled boiling, saturated boiling and dry-out.
The heat transfer coefficient during evaporation may be evaluated using different correlations depending on which sub-zone the flow is located.
Different correlations have been tested in the evaporation zone. The heat transfer coefficient in the sub-cooled zone is determined by Forster and Zuber correlation [16] or by Kandlikar correlation [18] . These correlations are used when 13 the wall temperature at a given location is equal to or greater than the local saturation temperature. The heat transfer for the saturated zone can be evaluated by means of the Shah correlation for evaporation [19] , Kandlikar for saturated flow boiling [20] , or Kattan et al. evaporation model [21] . The heat transfer coefficient in the dry-out zone can be obtained using Kattan et al.
[22] [23] or Groeneveld [24] correlations. The Groeneveld correlation needs to determinate a previous point where the dry-out condition begins. The Kattan et al. [22] correlation estimates and recognizes the dry-out point by means of the evaporation flow pattern maps.
The Kandlikar correlations for sub-cooling boiling [18] and saturated flow boiling [20] do not present any discontinuity if both are used together. In this case, it is only necessary to take into account the transition zone from saturated boiling to dry-out, where Kattan et al. [22] [23] or Groeneveld [24] correlations can be used.
The Shah correlation for evaporation [19] is only available in the saturation boiling zone. Therefore, splines functions between single-phase and two-phase phenomena are needed.
A more complete description of the heat transfer boiling phenomena is presented by Kattan et al. [21] [22] [23] , which gives the value of heat transfer coefficient in saturation boiling and post dry-out zones.
The void fraction is calculated from the semi-empirical Premoli's equation [25] . The shear stress in condensation and evaporation is calculated from the Jung and Radermacher [26] or Friedel [27] correlations. 
Numerical algorithm
The whole heat exchanger has been solved by means of a segregated fully implicit numerical scheme following the algorithm presented in Figure 3 . The refrigerant inner fluid is solved using the general SIMPLE method [14] (see detail in section 2.1) to take into account the possibility of complex flow phenomena in the refrigeration system. The secondary fluid can be solved using the SIMPLE method described in this paper. However, the step by step method described in reference [12] or [13] is preferred when no back flow is expected.
The temperature in the inner tube and in the outer tube and insulator are calculated using the discretized heat conduction equation (9) .
The convergence of the different iterative loops is based on the maximum difference between the different local variables at the previous iteration φ * and at the actual one φ, i.e. max|φ * − φ|/φ < δ, where δ is the convergence 15 criteria. The process runs step-by-step in the time direction until some criteria is satisfied (e.g. steady-state conditions are reached, or just after some physical period of time).
Initial and boundary conditions
At the initial instant (t=0), pressure, mass flux and enthalpy distribution of the refrigerant and secondary fluids must be fully specified, together with temperatures in the solid elements.
For the refrigerant fluid in the inner tube, the SIMPLE method [14] solves the coupled governing equations considering the desired steady or unsteady boundary conditions, and allowing back flow phenomena if it is produced. For the secondary fluid, the SIMPLE method or step by step method can be used (no back flow phenomena is considered in this case). Two main boundary conditions can be used: i) the inlet mass fluxṁ in , the inlet enthalpy h in , and the outlet pressure p out , or ii) the inlet pressure p in , the inlet enthalpy h in , and the outlet pressure p out . The use of other boundary conditions are also possible.
For the solid elements, adiabatic boundary conditions are imposed at the lateral boundaries (z=0 and z= L). Pressure and temperature ambient conditions must also be given.
Phase change criteria for the refrigerant fluid
The transition criteria between the three main zones existing in both condensation and evaporation processes are evaluated depending on fluid enthalpy.
These condition are: i) liquid region: the value of the enthalpy h P over the control volume is lower than the liquid saturation enthalpy h l,sat at local con-16 ditions; ii) two-phase region: the enthalpy h P over the control volume is greater than the local liquid saturation enthalpy h l,sat but lower than the gas saturation enthalpy h g,sat ; iii) gas region: the enthalpy h P over the control volume is greater than the local gas saturation enthalpy h g,sat .
The evaporation processes have two sub-zones or subregions: sub-cooled boiling and dry-out. The sub-cooled boiling criteria begins when the fluid enthalpy h P is lower than the liquid saturation enthalpy h l,sat and the wall temperature T t is greater than the saturation temperature of fluid T f sat . The dry-out criteria begins when the fluid enthalpy h P is lower than the gas saturation enthalpy h g,sat , but is greater than the liquid saturation enthalpy, and gas weight fraction x g is greater than gas weight fraction x g,do at dry-out conditions. Using the previous criteria at each control volume is possible to define the proper zone. and both condensation and evaporation phenomena. The comparative study is focused on two condensation and two evaporation cases.
NUMERICAL VERIFICATION
Condensation
The numerical simulation of condensation process considers the adapted treatment of the heat transfer coefficient correlations detailed above. Between single gas phase and condensation the first spline function is used, while between the final step of condensation and single liquid phase the second one is applied. The comparison between the numerical simulation and the experimental of heat transfer coefficient is depicted in Figure 9 . The numerical results display the correct trend in the heat transfer coefficient, even though the transition between the boiling zone and the dry-out zone is difficult to model, due to the sharp decrease of the heat transfer coefficient. However, using the Kattan correlation and employing the differentiation between regions, the post-dryout zone is predicted correctly.
ILLUSTRATIVE RESULTS
A group of different cases using a double-pipe heat exchanger and considering evaporation and condensation processes have been analysed. Fourteen cases are simulated, seven of these belong to a double-pipe evaporator and the other seven belong to a double-pipe condenser. The comparison between the numerical results and the experimental data of the refrigerant and secondary fluids temperatures at outlet are depicted in Figure 10 .
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Experimental data are obtained from an experimental unit (see [31] 
