In this paper we describe the use of text classification methods to investigate genre and method variation in an English -German translation corpus. For this purpose we use linguistically motivated features representing texts using a combination of part-of-speech tags arranged in bigrams, trigrams, and 4-grams. The classification method used in this paper is a Bayesian classifier with Laplace smoothing. We use the output of the classifiers to carry out an extensive feature analysis on the main difference between genres and methods of translation.
Introduction
In the present study, we use text classification techniques to explore variation in translation. We analyse the interplay between two dimensions influencing this variation: translation methods (human and machine translation) and text registers (e.g. fiction, political speeches, etc.). Our starting assumption is that the interplay between these dimensions is reflected in the lexicogrammar of translated texts, i.e. in their linguistic features. Our assumption here is that registers and methods represent two dimensions influencing linguistic properties of translations, and can thus be confounding in a specific task. For instance, if we want to automatically distinguish between human and machine translation, we need to exclude features which are rather register-specific as they can compromise the results of the classification.
In our previous work, see e.g. Lapshinova-Koltunski (2017), we used a set of features derived from theoretical frameworks, such as genre / register theory, e.g. Halliday and Hasan (1989) ; Biber (1995) ; Neumann (2013) , or translationese studies, e.g. Baker (1993) ; Baroni and Bernardini (2006) ; Volansky et al. (2011) . In the present analysis, we use a data-driven approach, which will help us to discover new language structures reflecting variation in translation. Classification techniques will help us to identify discriminative features of the two variation dimensions under analysis. For this, we train classifiers to distinguish translated texts according to either their register or method of translation, using the VARTRA corpus (Lapshinova-Koltunski, 2013 ), a collection of English to German translations. Our assumption is that text classification methods can level out discriminative features of different translation varieties that intuition alone cannot grasp; thus enabling us to investigate in more detail the properties of each of them. More than the classification results per se, we use level out interesting linguistic features that can be further used in linguistic analysis and NLP applications.
Text classification methods have been applied in a wide range of tasks such as spam detection (Medlock, 2008) , native language identification (NLI) ) temporal text classification (Niculae et al., 2014) , and the identification of lexical complexity in text . In the aforementioned studies, researchers are interested in how well classification methods can perform or, in other words, how reliably these methods are able to attribute correct labels to a set of texts. Therefore, most researchers in text classification are concerned in exploring features and algorithms that deliver the best performance for each task. In recent works Diwersy et al. (2014) ; Zampieri et al. (2013) , however, text classification methods were proposed to investigate language variation across corpora (e.g. diatopic and dialectal variation) using linguistically motivated features.
In this paper, we propose an approach to automatically classify translated texts regarding register and method of translation. We are interested not only in obtaining state-of-the-art classification performance, but also in leveling out interesting linguistic features from the data. The features used here constitute combinations of part-of-speech (POS) tags. These POS combinations represent, however, language patterns, e.g. a finite auxiliary verb followed by a participle represents a verbal phrase in a passive voice. Analyzing sets of the POS combinations that result from the classification experiments, we try identify those that are specific for the classes under analysis. This paper is structured as follows: the following section presents the theoretical background, as well as the related work. Here, we also describe our previous experiments on text classification for the analysis of translation variation. In Section 3, we introduce the dataset, as well as the methodology applied for the analysis. Section 4 presents the results of the classification. We further investigate the results in Section 5, in which we concentrate on the analysis of features specific for translation methods and genres. Section 6 summarizes the findings and presents a discussion on the related issues.
Theoretical Background and Related Work

Theoretical Background
Translation is influenced by several factors, including the source and the target language, registers or genres a text belongs to, as well as the translation method involved. Since the present study focuses on genre and method variation, we will also base our research on the studies related to this type of variation.
Genre-specific variation of translation is related to studies within register and genre theory, e.g. Halliday and Hasan (1989) , Biber (1995) , which analyse contextual variation of languages. In the present paper, we use the term genre and not register, although they represent two different points of view covering the same ground, see e.g. Lee (2001) , and we use the latter in our previous studies, see e.g. Lapshinova-Koltunski (2017) and Lapshinova-Koltunski and Vela (2015) . Mostly, we refer to genre when speaking about a text as a member of a cultural category, about a register when we view a text as language. However, in this study we consider both as lexico-grammatical characterisations, conventionalisation and functional configuration determined by a context use.
The differences between genres can be identified through a corpus-based analysis of phonological, lexico-grammatical and textual (cohesion) features in these genres; see the studies on linguistic variation by Biber (1995) or Biber et al. (1999) , and linguistic variation among genres can be traced in the distribution of these features.
Multilingual studies concern linguistic variation across languages, comparing genre and register settings specific for the languages under analysis, e.g. Biber (1995) on English, Nukulaelae Tuvaluan, Korean and Somali, and Hansen-Schirra et al. (2012) and Neumann (2013) on English and German. The latter two also consider this type of linguistic variation in translations. Other translation scholars e.g. Steiner (2004) and House (2014) , also pay attention to genre and register variation when analysing language in a multilingual context of translation. However, they either do not account for the distributions of the corresponding features, or analyse individual texts only. In the works by De Sutter et al. (2012) and Delaere and De Sutter (2013) , register-related differences are also described for translated texts. Yet, these differences are identified on the level of lexical features only.
The features that are most frequently used in studies on variation in corpus-based approaches are of shallow character and include lexical density (LD), type-token-ratio (TTR), and partof-speech (POS) proportionality. uses these features to characterise profiles of various subcorpora distinguished by language (English and German), text production type (translation and original) and eight different registers. The author defines a number of contrast types including register controlled ones which implies (1) contrasts within one register between English and German, and (2) contrasts between registers within each of the languages, see (Steiner, 2012, p. 72) . In our analysis, we consider genre variation only within translations.
Applying a quantitative approach, Neumann (2013) analyses an extensive set of linguistic patterns reflecting register variation and shows the differences between the two languages under analysis. The author also demonstrates to what degree translations are adapted to the requirements of different registers, showing how both register and language typology are at work. Kunz et al. (2017) show that register variation is also relevant for a number of textual phenomena. They analyse structural and functional subtypes of coreference, substitution, discourse connectives and ellipsis on a dataset of several registers in English and German. They are able to identify contrasts and commonalities across the two languages and registers with respect to the subtypes of all textual phenomena under analysis. The authors show that these languages differ as to the degree of variation between individual registers in the realisation of the phenomena under analysis, i.e. there is more variation in German than English. They attest the main differences in terms of preferred meaning relations: a preference for explicitly realising logico-semantic relations by discourse markers and a tendency to realise relations of identity by coreference. Interestingly, similar meaning relations are realised by different subtypes of discourse phenomena in different languages and registers.
Whereas attention is paid to genre settings in human translation analysis, they have not yet been considered much in machine translation. There exist some studies in the area of statistical machine translation (SMT) evaluation, e.g. errors in translation of new domains Irvine et al. (2013) . However, the error types concern the lexical level only, as the authors operate solely with the notion of domain and not genre. Domains represent only one of the genre parameters and reflect what a text is about, i.e. its topic, and further settings are thus ignored. Although some NLP studies, e.g. those employing web resources, do argue for the importance of genre conventions, see e.g. Santini et al. (2010) , genre remains out of the focus of machine translation. In the studies on adding in-domain bilingual data to the training material of SMT systems (Wu et al., 2008) or on application of in-domain comparable corpora (Irvine and Callison-Burch, 2014) , again, only the notion of domain is taken into consideration.
Variation in terms of translation method has not received much attention so far. There are numerous studies in the context of NLP that address both human and machine translations (Papineni et al., 2002; Babych et al., 2004 ). Yet they all serve the task of automatic MT system evaluation and focus solely on translation error analysis, using human translation as a reference in the evaluation of machine translation outputs. Evaluations serves the task to prove to what extent automatically translated texts (hypothesis translations) comply with the manually translated ones (reference translations). The ranking of machine-translated texts is based on scores produced with various metrics. The metrics applied in the state-of-the-art MT evaluation are automatic and language-independent: BLEU and NIST (Doddington, 2002) . However, since they do not incorporate any linguistic features, BLEU scores need to be treated carefully, which was demonstrated by Callison-Burch et al. (2006) . This fact has been advancing the development of new automatic metrics, such as METEOR (Denkowski and Lavie, 2014) , Asiya (González et al., 2014) and VERTa (Comelles and Atserias, 2014) . They incorporate lexical, syntactic and semantic information into their scores. The accuracy of the evaluation methods is usually proven through human evaluation. More specifically, the automatically provided scores are correlated with the human judgements which are realised by ranking MT outputs (Bojar et al., 2014; Vela and van Genabith, 2015) and others. Some of the existing metrics incorporate linguistic knowledge.
There are even more works on MT evaluation that operate with linguistically-motivated categories, e.g. Ney (2011) or Fishel et al. (2012) . However, none of them provides a comprehensive analysis of the differences between human and machine translation in terms of specific linguistically motivated features. In fact, the knowledge on the discriminative features of human and machine translation can be derived from the studies operating with machine learning procedures for MT evaluation, such as Stanojević and Simaán (2014) or Gupta et al. (2015) . Corston-Oliver et al. (2001) use classifiers that learn to distinguish human translations from machine ones. These classifiers are trained with various features including lexicalised trigram perplexity, part of speech trigram perplexity and linguistic features such as branching properties of the parse, function word density, constituent length, and others. Their best results are achieved if perplexity calculations were combined with finer-grained linguistic features. Their most discriminatory features that differentiate between human and machine translations are not just word n-grams. They include the distance between pronouns, the number of second person pronoun, the number of function words, and the distance between prepositions.
Volansky et al. (2011) operate with translationese-inspired features, and are able to distinguish between manual and automatic translations in their dataset with 100% accuracy. However, the manual and automatic translations they are using have different source texts. We believe that the distinction they are able to achieve is not the distinction between translation methods, but rather between different underlying texts, since their most discriminatory features are the ones that show good performance in any text classification task (token n-grams). El-Haj et al.
(2014) make use of readability as a proxy for style and analyse consistency in translation style considering how readability varies both within and between translations. They compare Arabic and English human and machine translations of the originally French novel "The Stranger" (French: L'Étranger). The results show that translations by humans (both male and female) are closer to each other than to automatic translations. The authors also measure closeness of translations to the original in terms of the selected measures, which should serve as an indicator of translation quality.
To the best of our knowledge, there have not been many studies published about the interplay between the two dimensions influencing translation that are in focus of our study. Kruger and van Rooy (2012) try to answer the question on the relationship between register and the features of translated language. Their hypothesis was that the translation-related features would not be strongly linked to register variation suggesting that in translated text reveal less register variation, or sensitivity to register, which is a consequence of translation-specific effects. However, their findings provide limited support for this hypothesis. They state that the distribution and prevalence of linguistic realisations of the features of translated language may vary according to register. Therefore, the concept of translated language should be more carefully analysed and defined in terms of registers (Kruger and van Rooy, 2012, p. 61-62) . Jenset and McGillivray (2012) analyse the interaction between registers, source language and translators' background on the basis of morphological features. The interaction between the dimensions of register, author and translator was also analysed by Jenset and Hareide (2013) who use patterns of sentence alignment as features.
Thus, there is no comprehensive description of the linguistic features that represent the dimensions of translation variation. We analyse the interplay between the dimensions of genre (register) and method trying to detect specific features that reflect this interplay.
Previous Experiments
In our previous analyses (Zampieri and Lapshinova-Koltunski, 2015) , we applied text classification methods on a set of English-German translations. We used two different sets of features: n-grams taking 1) all word forms into account and 2) semi-delexicalized text representationsall the nouns were replaced with placeholders, which represented the novelty of that approach. Our task was two-fold: (a) to discriminate between different genres (fiction, political essays, etc., a total of seven classes); and (b) to discriminate between translation methods (human professional, human student, rule-based machine and two statistical systems -five classes).
We performed several classification tasks: (1) We use word n-grams to train five translation method and seven genre classes; (2) We use delexicalised n-grams to classify four and five translation method classes and seven register classes; (3) We use delexicalised n-grams to classify between human and machine translation.
The results of the first experiment show that the classifier performs better for the distinction of genres than of translation methods (F-measure of 57.30% and 35.30% respectively). This result is not surprising, as content words (including proper nouns) are domain specific and, therefore, the classifier can better differentiate between genres that vary in their domains. The results of this experiment shows that it is important to use (semi-)delexicalised features in a dataset that represents both dimensions of variation in translation -genre and method.
The results of the second experiment show that delexicalised features reduce the performance of the genre classifier (from 57.30% to 45.40%) but increase the performance of the translation method classifier (from 35.30% to 43.10%), especially if we reduce the dataset to four classes instead of five (we concatenate both statistical machine translation outputs). The results of this experiment confirm the importance of (semi-)delexicalised features, as we achieve similar scores for the analysis of both dimensions of variation in our data.
In the last experiment, we reduce the number of translation method classes to two -human and machine. This classification is less fine-grained and represents manual and automatic procedures of translation. As expected, this experiment delivers better classifier results: up to 60.5% F-measure in distinguishing between manually and automatically translated texts.
In the last step, we performed qualitative analysis of the output features paying attention to those which turned to be most informative for the corresponding classification task. In this way, we were able to identify a set of semi-delexicalized n-grams that are discriminative for either certain genres or translation methods in our data. This step was manual and included evaluation of trigrams only, as the performance of trigram models achieved the best results in the classification task. We generated two lists of features specific either to human or machine translation, and fourteen lists of features discriminating genre pairs. The features informative for translation method included full nominal phrases that differentiated in the type of determiners (articles in human and possessives in machine translations), personal pronouns expressing coreference that differentiated in the grammatical number (singular in human and plural in machine translations), event anaphors that differentiated in the type of pronouns (demonstrative in human and personal in machine), etc. These features differed from those specific for genre identification. For instance, for the discrimination between political essays ad fictional texts, discourse markers expressing different relations turned to be informative. Moreover, the lists included also features related to verbal phrases, e.g. passive vs. active voice, infinitives and modal verbs differing in their meaning.
In this paper we base upon the results of this analysis: we use a two-member classification of translation methods (manual and automatic) and seven-member classification for genres. Moreover, we decide to fully delexicalise the features and run our experiments on delexicalised features instead of semi-delexicalised ones.
Methods
Data
For the purpose of our study we looked for suitable translation corpora containing different genres and methods of translation. The only corpus known to us that possesses these characteristics is VARTRA (Lapshinova-Koltunski, 2013) . VARTRA comprises multiple translations from English into German. These translations were produced with five different translation methods as follows: (1) human professionals (PT1), (2) human student translators (PT2), (3) a rule-based MT system (RBMT), (4) a statistical MT system trained with a large quantity of unknown data (SMT1) and (5) a statistical MT system trained with a small amount of data (SMT2).
VARTRA contains texts from different genres, namely: political essays (ESS), fictional texts (FIC), instruction manuals (INS), popular-scientific articles (POP), letters of share-holders (SHA), prepared political speeches (SPE), and touristic leaflets (TOU). Each sub-corpus represents a translation variety, a translation setting which differs from all others in both method and genre (e.g. PT1-ESS or PT2-FIC, etc.). The corpus is tokenised, lemmatised, tagged with part-of-speech information, segmented into syntactic chunks and sentences. The annotations were obtained with Tree Tagger (Schmid, 1994) .
Before classification was carried out, we split the corpus into sentences. 1 The length of each sentence varies between 12 and 24 tokens. This results in a dataset containing 6,200 instances.
The features used in the experiments we report in this paper were based on the combinations of POS tags arranged in form of bag-of-words (BoW), bigrams, trigrams, and 4-grams. This type of representation lies between fully delexicalized representations, such as the one proposed by Diwersy et al. (2014) for the study of variation in translation and diatopic variation of French texts, and the fully lexicalized representation, common in most text classification experiments, which uses all words in text without any substitution. This representation minimizes topic variation. Previous studies have shown that named entities significantly influence the performance of text classification systems Goutte et al., 2016) . We used this representation in our previous experiments that we describe in Section 2.2 above. In (1-c), we use a fully delexicalized representation representing texts only using the POS annotation available at the VARTRA corpus. Zampieri et al. (2013) show that classification experiments using POS and morphological information as features can not only be linguistically informative, but also achieve good performance in discriminating between texts written in different Spanish varieties. Therefore, we use this representation to test whether this is also true for translated texts.
The underlying tagset used in TreeTagger is "Stuttgart/Tbinger Tagsets" (STTS) 3 , one of the commonly used tagsets for German. In Table 1 , we illustrate a segment from the corpus with an explanation of selected tags. The decision to use these features was motivated by our goal of investigating translation variation influenced by both genre and method, and our aim to obtain a classification method that could perform well on different corpora by capturing structural differences between these translation varieties.
Algorithm
In our experiments we use a Bayesian learning algorithm similar to Naive Bayes entitled Likelihood Estimation (LE) and previously used for used for language identification in Gebre (2012, 2014) . Just like Naive Bayes classifiers, LE works based on an independence assumption that the presence of a particular feature of a class is not related to the presence of any other feature. The independence assumption makes the algorithm extremely fast and a good fit for text classification tasks. Bayesian classifiers are inspired by Bayes theorem represented by the following equation:
Where P (A|B) is a conditional probability of A given B. Using the notation by Kibriya et al. (2004) , a Naive Bayes classifier computes class probabilities for a given document and a set of classes C. It assigns each document t i to the class with the highest probability P (c|t i ).
LE calculates a likelihood function on smoothed n-gram language models. Smoothing is carried out using the Laplace smoothing calculated as follows:
The language models can contain characters and words (e.g. bigrams and trigrams), linguistically motivated features such as parts-of-speech (POS) or morphological categories such as the one used in Zampieri et al. (2013) for the study of diatopic variation. In this paper LE is used with POS tags as features. Models are first calculated for each particular class in the dataset. Subsequently LE calculates the probability of a document belonging to a given class. In our case classes are represented either by genres or method of translation. The function that calculates the probability of a document given a class, represented by L (language model) is the following:
Where N is the number of n-grams in the test text. The language model L with the highest probability determines the predicted class of each document.
Classification Results
In this section, we present the results obtained in various classification experiments using a Bayesian classifier. To evaluate the performance of the classifiers we used standard metrics in text classification such as precision, recall, f-measure, and accuracy. The linguistic analysis and discussion of the most important differences between both method and genre variation will be presented later in Section 5.
Translation Methods: Human vs. Machine
In this first experiment we investigate differences between translation methods. The VARTRA corpus divides translation methods into five categories, three representing automatic methods and two containing translations produced by humans. In Zampieri and Lapshinova-Koltunski (2015) we trained a classifier to discriminate between these five methods and we observed that variation was more prominent when comparing human vs. machine translations. For this reason we unify PT1 and PT2 into one class and RBMT, SMT1, and SMT2 into the other. We represent texts using the POS tags as features as presented earlier in this chapter. We use a total of 600 texts for each class split in 400 documents for training and 200 for testing. Results are presented in terms of precision, recall, and f-measure in Table 2 . The baseline is 50% accuracy. In all three settings, the model performs above the expected baseline of 50.0% f-measure. The best performance is obtained using a POS trigram model (62.5% f-measure and precision). 
Genres
In this section, we train a model to automatically distinguish between seven different genres represented in our dataset. For the sake of clarity we list here the genres contained in the VARTRA corpus: political essays (ESS), fictional texts (FIC), instruction manuals (INS), popular-scientific articles (POP), letters of share-holders (SHA), prepared political speeches (SPE), and touristic leaflets (TOU). All experiments in this section are binary classification settings in which the classifier is trained to discriminate between two genres at a time. The baseline four each setting is therefore 50% accuracy. We again use POS tags as features as described in 4.1 arranged in bigrams, trigrams, and 4-grams. We use a total of 500 texts for each class split in 300 documents for training and 200 for testing. We evaluate the performance of our method in terms of accuracy and present results in Tables 3, 4 , and 5.
In Table 3 using POS bigrams we observed that the best results were obtained when discriminating instruction manuals from fictional texts, 81.25% accuracy. The worst results were obtained between speech and essays, 61.25% accuracy.
Corroborating with the findings of the previous section, we observed that for genres the overall best results are obtained when using POS trigrams. The model is able to discriminate between tourism leaflets and fictional texts with impressive results of 84% accuracy. We observe that in the vast majority of settings presented in Table 4 , results obtained using POS trigrams were higher than those using POS bigrams. Finally, in our last setting using POS 4-grams, we observed that this set of features do not achieve the best results in distinguishing between genres. For this reason, we preset feature analysis on POS trigrams which were the features that obtained the best results in this section.
Feature Analysis
Text classification allows us to not only measure how well certain subcorpora (e.g. human and machine translations) are distinguished from each other, but also which individual features contribute to this distinction. Therefore, we analyse the output features resulting from the classification in this section. The main aim here is to identify the most informative features from the delexicalized n-grams in our experiments and to interpret them in terms of linguistic categories. This step is manual and carried out by looking through the most informative features and thus discriminative for certain genres and translation methods in our translation data. Delexicalized trigrams consist of a sequence of words and placeholders, e.g. (1) ART NN VMFIN (2) . KON PPER, etc. Intuitively, we try to recognise more categories on a more abstract level of linguistic description, i.e. category of modality expressed through modal verbs, discourse-building devices, such as discourse markers and coreference and others for the given trigrams. Thus, example (1) represents a finite clause containing a full nominal phrase, and example (2) represents a pattern related to the level of discourse: a Connector at sentence start followed by a personal pronoun that likely refers to something previously mentioned in the text. We decide for the evaluation of trigrams, as the performance of trigram models achieved the best results in both classification tasks.
Translation Methods
The classification results for the distinction of translation methods outputs two lists of features: (1) the list of the features specific for human translations and (2) the list of features specific for machine translation. We analyse up to the first 20 features per translation method, summarising our observations in Table 6 .
As seen from the lists, both translation methods have similar types of features that differentiate them from each other: they can be classified in terms of more abstract linguistic categories, such as discourse and modality. And some of them concern the preferred typology of phrases which can be related to the style of writing: nominal vs. verbal. The differences between the features discriminating between human and machine translations are visible on a more fine-grained level. For example, if we take into account morpho-syntactic preferences of discourse phenomena, we observe differences in the position of cohesive triggers: in machine translations, several patterns contain a punctuation mark in the first position, which means that the observed pattern often represents sentence and clause start. Human translations rather show preferences for more sentence-starting devices. Example (2) reveals the possible reasons for this observation: human translators tend to split longer sentences into several ones (2-b), whereas a machine translation system keeps the structure (2-c) as it was in the source (2-a).
(2) a. He used it to modernise the castle but he must have skimped on the kitchen, since 1639 it fell into the sea and carried away the cooks and all their pots. b. Er erbeutete das vom Schiff mitgefhrte Gold und benutzte es zur Modernisierung des Schlosses. Allerdings scheint er beim Ausbau der Kche etwas geknausert zu haben, denn dieser Teil des Schlosses rutschte im Jahre 1639 ins Meer ab. Die Kche wurden mitsamt Tpfen weggesplt. c. Er benutzte es, um das Schloss zu modernisieren, aber er muss auf dem Kchentisch gespart haben, seit 1639 ins Meer fiel und trugen die Kche und alle ihre Tpfe..
Another difference that is clearly seen from the examples in the corpus data is the preference of human translations for conjuncts, whereas for machine translations, subjuncts and adverbials seem to be more typical. This is seen in the illustration in example (3). (3) a. Human: Und er wandte sich von der goldenen Dame ab und htte gar zu gern die silberne genommen... b. Machine: Darber hinaus muss der Bohrvorgang verfeinert, so dass die tieferen Aquiferen nicht durch Arsen-Lager Wasser rann von den flachen Grundwasserleiter durch die Bohrungen selbst vergiftet werden.
The multiword conjunction so dass is very frequent in machine translations in our data: the total of 108 occurrences as compared to 6 occurrences in human translations. A closer look at the data reveals that all the occurrences of so dass are found in machine translations produced with a statistical system trained on a large amount of data.
Human translations have also a number of features related to modality expressed via modal verbs. Our additional quantitative analysis of the modal verb distributions shows that, in general, human translations contain slightly more modal verbs than the machine ones: 16.49% vs. 15.72% out of all sentences in our data. This means that although modal verbs are more frequent in human translations, linguistic patterns with modals are more distinctive for machinetranslated texts.
There is a difference in adjectival constructions. Predicative adjectives that turn to be discriminative for machine translations are also more frequent in this translation variety than in the human one (24.86% vs. 23.72%). Another interesting difference is the prevalence of nominal structures in human translations as opposed to machine ones (46% vs. 24%) in the analysed trigram patterns. At the same time, machine-translated texts in our corpus contain more verbal phrases under their discriminative features (50% vs. 34%). We believe that this tendency is observed due to the shining though effect (Teich, 2003) : German-English contrastive analyses, e.g. the one by show that German has a preference for nominal structures, whereas English is more verbal. So, if a similar preference is observed in English-to-German translations, this could be interpreted as a phenomenon of shining though.
Genres
Using the same strategy, we generate a list of features discriminating genre pairs. For the sake of space, we will concentrate on the analysis of two genres only: fictional texts and political speech. For the first one, we achieve the best results in the trigram classification, whereas the classification results seem to be the worst for the second.
Fictional texts
We analyse six lists of patterns that turn out to be discriminative for fiction in the six classification tasks involving fictional texts: (1) fiction vs. political essays, (2) fiction vs. instruction manuals, (3) fiction vs. popular-scientific texts, (4) fiction vs. letters-to-shareholders, (5) fiction vs. political speeches and (6) fiction vs. tourism leaflets.
First, we sort the patterns that occur more than once in the lists. The data contains several types of patterns: (a) informative in five classification tasks, i.e. member of five lists; (b) member of four lists; (c) member of three lists; (d) member of two lists; (e) member of one list -informative on one particular classification task, e.g. fictional texts vs. instruction manuals. The most frequent patterns are considered to be the most specific ones for fictional texts, as they were informative in several classification tasks, i.e. in discriminating fictional texts from several other genres. For instance, the pattern , ADV KOUS, e.g. , so dass / , noch bevor / , auch wenn (a discourse marker that links a subordinate clause), is informative in the first five classification tasks (fiction against essays, instructions, letters-to-shareholders, political speeches and tourism texts). Table 7 illustrates the distribution of fiction-discriminative patters. The final list comprises 170 patterns. In the following, we analyse those that occur in most tasks (5 lists) and a subset of those that occur in one classification task only (1 list). Table 8 illustrates the five language patterns that turned to be the most informative in most classification tasks for the discrimination of fictional texts. The last column of the table provides the information on the genre, for which the result is not valid. The first three patterns are not discriminative for fictional texts, when classified against popular-scientific articles, the fourth pattern is not informative when instructional manuals are involved. And the last one is not discriminative for fictional text, when they are classified vs. letters-to-shareholders. Table 8 are discourse-related devices, i.e. discourse markers expressing conjunctive relations (so dass, auch wenn) or pronouns triggering cohesive reference (er, sie, es). The last two patterns contain also modal verbs which can be interpreted in terms of sentence or text modality. The discriminative power of features does not necessarily imply a high frequency of a particular pattern in fictional texts. Nevertheless, the distribution of the first pattern across genres in our data shows that this trigram is more frequent in fiction than in the other genres, see Table   9 (the number are normalised per 1000 per total number of trigrams). However, the numbers in the table do not reveal the reasons for this pattern not being discriminative in the classification task for fiction vs. popular-scientific texts.
In the last step, we analyse the list of language patterns discriminating fiction in one particular task that includes 88 trigrams. In Table 10 , we present a summary of these patterns describing them in terms of more general linguistic categories, e.g. specific phrases or functions. As seen from the table, the patterns specific for fiction include adjective and adverb modification and elements that contribute to structuring discourse in a text. The latter are especially specific for narrative texts, which our fictional texts belong to. These observations coincide with the results of other empirical analyses on genres, e.g. those obtained by Neumann (2013) . The author also points to personal pronouns and predicative adjectives as indicators of narration and casual style which are specific for fictional texts.
Political speeches
We proceed with the analysis of political speeches, which turned to be the hardest genre to identify in the classification with trigrams. The same analysis steps as we used for fictional texts are applied here.
First, we summarise the patterns that occur more than once in the lists. The political speeches contain less types of patterns than the fictional texts. An informative pattern can be a member of maximum four classification tasks only (for fictional texts, we also had five). So, we have fours lists of patterns: (a) informative in four classification tasks, i.e. member of our lists; (b) member of three lists; (c) member of two lists; (d) member of one list -informative on one particular classification task, e.g. political speeches vs. fictional texts. As in the previous case with fictional texts, we consider the most frequent patterns to be the most specific ones for political speeches, as they contribute to the distinction of speeches from several other genres.
For instance, the pattern PTKVZ $. ART, e.g. vor . Das / bei . Die / weiter . Das (sentence end followed by a sentence starting with a nominal phrase with an article), is informative in the following four classification tasks: political speeches vs. fiction, instructions, letters-toshareholders, and tourism texts. Table 11 illustrates the distribution of speech-discriminative patters.
The total number of patterns is smaller than that of fictional texts (156 vs. 170 pattern types). We believe that the more distinctive features a genre has, the more distinctive it is from other genres, and thus can be easily identified with automatic classification techniques. Now we will have a closer look at the patterns that are informative in most tasks and some of those that are discriminative for political speeches in one classification task only (1 list). Table 12 illustrates the three language patterns that turned to be the most informative for the discrimination of political speeches. The last column of the table provides the information on the two genres, for which the result is not valid. All the three patterns are not discriminative for political speeches, when classified against popular-scientific articles. The first and the last patterns are not informative, when political speeches are distinguished from political essays. And the second pattern is not discriminative in the classification against tourism texts.
In the last step, we analyse the list of language patterns discriminating political speeches in one particular task that includes 86 trigrams. In Table 13 , we present a summary of these patterns describing them in terms of more general linguistic categories, e.g. specific phrases or functions.
As seen from the table, the patterns specific for political speeches include phrases with adjective, infinitive phrases and the elements that contribute to structuring discourse in a text. From the first sight, there are types of patterns that are similar to those analysed for the fictional texts. However, our qualitative analysis reveals substantial differences. The main differences is caused by the difference in the register orientation: in a narration (most of the fictional texts in the data), there is more orientation towards the content, whereas in political speeches, we observe a clear orientation of the author towards the audience. It is especially prominent in coreference-related features. Fictional texts utilise a great number of third person pronouns, whereas political speeches have much more first and second person pronouns, see example (5). 
