Abstract. We study the uniqueness of multiple-spike solutions for some singularly perturbed Neumann problem in a ball. We are able to completely classify all two-peaked solutions. We can also classify all threepeaked solutions except some degenerate situations. Our main idea is by using the method of moving planes to show that two-peaks must be located on a line with the origin and the three-peaks must lie a twodimensional hyperplane with the origin. Then we compute the degree of these solutions and show the uniqueness of such solutions.
Introduction
We consider the following singularly perturbed semilinear elliptic problem Equation (1.1) with (1.2) or (1.3) arises in many branches of applied sciences. For example, it can be viewed as steady-state equation for the shadow system of Gierer-Meinhardt system in biological pattern formation ( [8] , [39] ) or steady-state of parabolic equations in population dynamics ( [27] ).
Associated with (1.1) is the energy J defined by
where F (u) = u 0 f (s)ds. It is known that any solution u of (1.1) is a critical point of J and vice versa. In this paper, we restrict ourselves to families of solutions {u } 0< < 0 of (1.1) with finite energy, i.e. It can be proved that for sufficiently small, any family of solutions of (1 .1) satisfying (1.5) can have at most finite number of local maximum points (see [24] , [36] ). Let the local maximum points be {P 1 , ..., P K } ⊂Ω. Then one can show that for sufficiently small, we have (S1) P i = P j if i = j, P i → P 0 i ∈Ω as → 0, and u attains a strict local maximum at x = P j , for j = 1, ..., K, In the pioneering papers of [22] , [21] , [24] and [25] , Lin, Ni and Takagi established the existence of least-energy solutions and showed that for sufficiently small the least-energy solution has only one local maximum point P and P ∈ ∂Ω. Moreover, H(P ) → max P ∈∂Ω H(P ) as → 0, where H(P ) is the mean curvature of ∂Ω at P .
Since then many works have been devoted to finding solutions with multiple spikes for the Neumann problem as well as the Dirichlet problem. See [1] , [6] , [7] , [4] , [5] , [11] , [12] , [13] , [14] , [15] , [17] , [18] , [24] , [25] , [26] , [28] , [27] , [32] , [33] , [34] , [40] , [41] , and the references therein. (Recent surveys can be found in [29] , [42] .) It turns out that in the Neumann problem case, there are arbitrarily many multiple interior spike solutions. In particular, it was proved in [12] that given any bounded domain Ω and a positive integer K, there exists an K such that for 0 < < K problem (1.1) has at least one K−interior spike solution with spikes located at {P 1 , ..., P K }. Moreover, as → 0, (1.6) ϕ K (P 1 , ..., P K ) → max (P 1 ,...,P K )∈Ω K ϕ K (P 1 , ..., P K ) where (1.7) ϕ K (P 1 , ..., P K ) = min i,j,k,i =j
(1.6) shows that if (P 1 , ..., P K ) → (P In this paper, we consider mainly the case where the domain Ω is the unit ball B = {x ∈ R N ||x| < 1}. The results of [26] and [12] shows that there are arbitrary number of multiple boundary spikes or multiple interior spikes. In general, the limiting positions of the boundary spikes or interior spikes have certain symmetry. As an example, let us consider the interior three spikes constructed in [12] (see Fig. 1 ). The three locations P The first result on the partial symmetry of spike solutions of (1.1) was due to Lin and Takagi [20] . (Independently, Grossi [10] obtained the symmetry of single interior spike solution.) In [20] , Lin and Takagi showed that single boundary spike solution must be axially symmetric, single interior spike solution must be radially symmetric, and two boundary spikes P 1 ∈ ∂Ω, P 2 ∈ ∂Ω must be anti-pole, namely, P 1 = −P 2 . By using these information, they showed the uniqueness of the single boundary spike solutions and two boundary spike solutions. (We remark that uniqueness of single boundary and single interior spike solutions in general domains is studied in [39] , [37] .)
In this paper, we study the partial symmetry for two spikes and three spikes (interior or boundary or mixed). The method of moving plane (MMP) gives us part of the partial symmetry but not the full. To obtain the full partial symmetry, we have to show the uniqueness of the solutions. To this end, we compute the degree of such solutions. To illustrate our idea, let us take a look again at the interior three spike solutions (see Fig. 1 ). Suppose we have three interior spikes P 1 , P 2 , P 3 with P j → P 0 j , j = 1, 2, 3 as → 0. To show the full partial symmetry, we have to show that P j = e √ −1
Note that this is an equation with 3N variables and many symmetries (in other words, degeneracies). To overcome such difficulties, we proceed in two steps:
Step 1. We use MMP to show that P 1 , P 2 , P 3 and the origin must lie on a two-dimensional hyperplane and u is axially symmetric with respect to the hyperplane. This reduces to a problem in R 2 with six variables. Now the rotational invariance reduces one more variable.
Step 2. We now show that P j = e √ −1
. To achieve this, we have to compute the degree of u restricted to the symmetry class obtained in Step 1. We use Liapunov-Schmidt reduction method and asymptotic analysis to show that u is nondegenerate and the degree at u is exactly (−1) 5 . This proves the uniqueness.
We now state our theorems. We always assume that Ω = B and P j ∈ Ω, j = 1..., K are the K spikes. Without loss of generality, we may assume that b = 1.
First we state the conditions on the function f (t):
(f2) There exists two positive constants α and β such that 0 < α < β, (t − α)(−t + f (t)) > 0 for 0 < t < α or α < t < β, and − 1 2
where
(f3) The problem in the whole space
has a unique solution w, and it is nondegenerate, i.e.
(1.10)
By the well-known result of Gidas, Ni and Nirenberg [9] , w is radially symmetric: w(y) = w(|y|) and strictly decreasing: w (r) < 0 for r > 0, r = |y|. Moreover, we have the following asymptotic behavior of w
for r large, where A N > 0 is a generic constant.
The uniqueness of w is proved in [16] for the case f (u) = u p . For general nonlinearity, see [3] . For f (u) defined by (1.3), the uniqueness of entire solution was proved by Peletier and Serrin [31] .
In what follows we always assume that f (t) satisfies (f1), (f2) and (f3).
Our first theorem concerns the case K = 2.
Theorem 1.1. Let K = 2. Then for sufficiently small, P 1 , 0, P 2 must lie on a line with P 1 and P 2 on each side. Without loss of generality, we may assume that P 1 and P 2 lie on the x 1 −axis. Then u is axially symmetric with respect to x j , j = 2, ..., N .
By Theorem 1.1 and some asymptotic analysis (Section 4 and Section 6), up to a rotation, there are three types of possibilities for the limiting positions of two peaks. The locations are listed below (see Fig. 2 ).
Our second theorem classifies all two-peaked solutions. Theorem 1.2. Let K = 2. Then for sufficiently small, up to a rotation, there are exactly three two-peaked solutions: u 1 , u 2 , u 3 . The limiting locations of the three two-peaks are as above (Fig. 2) . Moreover, u 1 , u 3 are symmetric with respect to x j , j = 1, ..., N , u 2 is symmetric with respect to x j , j = 2, ..., N .
We note that the existence of type 2.I solutions was proved in [26] and the existence of type 2.III solutions was proved in [12] . We remark that the existence and uniqueness of type 2.II solution is new. Combining Theorem 1.1 and Theorem 1.2, we have classified all two-peaked solutions.
Next we consider the three-peak case, which is more complicated. Our third theorem shows that the three peaks and the origin must stay in a two-dimensional hyperplane. Theorem 1.3. Let K = 3 and P 1 , P 2 , P 3 be the three local maximum points of a three-peaked solution u of (1.1). Then for sufficiently small, P 1 , P 2 , P 3 and 0 must lie on a two-dimensional hyperplane. Without loss of generality, we may assume that the hyperplane is Γ := {(x 1 , ..., x N )|x 3 = ... = x N = 0}.
Then u is axially symmetric with respect to x j , j = 3, ..., N . Moreover, the origin must be in the interior of the triangle formed by P 1 P 2 P 3 .
Our last theorem concerns the uniqueness of three-peaked solutions. By Theorem 1.3 and some asymptotic analysis (Section 4 and Section 6), up to a rotation, there are seven types of possibilities for the limiting positions of three-peak. The locations are listed below (see Fig. 3 ).
We have Theorem 1.4. Let K = 3. Then for sufficiently small, there are at least seven types of three-peaked solutions. Among them, the first four types are unique. Each of the four type solutions is symmetric in x j , j = 3, ..., N and inherits the partial symmetry of the locations, e.g., type 3.II, type 3.III solutions are symmetric in x 2 , type 3. I and type 3.IV are symmetric in x j , j = 1, ..., N and rotationally invariant by . The other three types of solutions are symmetric with respect to x j , j = 3, ..., N .
The existence of type 3.I was proved in [26] , and the existence of type 3.IV solution was proved in [12] . The existence of the other five solutions is new.
The uniqueness of other three types 3.V, 3.VI, 3 .VII remains open. The main problem is that we can not show that they are symmetric with respect to the x 2 -axis. Once this is shown, they are unique.
It is natural to ask what happens when K ≥ 4. We pose the following conjecture at the end:
Conjecture: If the limiting problem (1.8) has certain partial symmetry, then for sufficiently small, the solutions obtained in [12] inherits that partial symmetry.
In this paper, we shall study the uniqueness of type 3.IV solutions of threepeaked solutions in detail, since it is the most complicated and it has the largest number of freedoms. The proofs of the uniqueness of other types will be mentioned at the last section.
The paper is organized as follows: In Section 2, we shall give the proof of Theorem 1.1 and 1.3 by applying the well-known method of moving planes to Neumann problems. From Section 3 to Section 5, we compute the Morse index of type 3.IV solutions: In Section 3, we present some preliminaries on the reduction from infinite dimensional space H 1 (Ω) to a finite dimensional problem on the space of spikes. In Section 4, we classify all types of limiting positions of two or three spikes. In Section 5, we show the uniqueness of type 3.IV solutions by computing its degree (restricted to certain symmetric class). Finally in Section 6, we show how similar ideas can be adopted to prove the uniqueness of other types of solutions. Several technical estimates are contained in Appendices A, B and C.
Throughout the paper, we use C to denote various constants independent of small. It is always assumed that > 0 is small and δ > 0 is a fixed but small constant. In this section, we apply the well-known method of moving planes to (1.1). We follow the proofs given in Section 3 of [20] , where it is shown that for two boundary spikes P 1 , P 2 there holds that P 1 = −P 2 , provided that is sufficiently small.
To describe the local structure of spike-layer solutions, we need to introduce a diffeomorphism z = Φ j (x) which is defined in a neighborhood of each
maps the boundary portion of ∂Ω at P j to (0, ..., 0, 1). For details we refer to the reader to [24] and [20] . We also assume that Φ j maps the interior of Ω to the lower half-space
. We state a general result on the asymptotic behavior of K−spikes. Proposition 2.1. Let {u } be a family of solutions to (1.1) with K spikes P j ∈Ω, j = 1, ..., K. Suppose that
and
Then P j ∈ ∂Ω, j = 1, ..., l provided sufficiently small. Moreover, for any δ > 0, there exists R = R(δ) and 1 = (δ) such that the following statements hold if 0 < < 1
where C and µ are positive constants independent of .
The proof of Proposition 2.1 is similar to that of Theorem 2.1 of [24] . We omit the details here.
Our main results in this section say that for two-peaks, they must lie a line with the origin. For three peaks, they must lie a two-dimensional hyperplane with the origin. Moreover, the corresponding solutions must be symmetric with respect to the line or the hyperplane. Since the proof of the two-peaked case is similar to that of [20] , we focus our attention on three spikes. Without
Step 1: We first prove that
Note that since P j , j = 1, 2, 3 are the local maximum points of u (and one of them must be global maximum point), we see that w 0 (P j ) > 0 for some j. For contradiction, we assume that the set
is non-empty. We break the arguments into three cases. (All the following arguments are for a subsequence of i → 0. For simplicity, we use the same notation to denote i .)
In this case, we see that for arbitrarily large
c . Hence u ≤ δ for x ∈ E and small. Moreover w 0 (P j ) > 0.
Now that c θ (x) ≤ − 1 2 for x ∈ E . By (2.1), the minimum value of w ε , if it is negative, must be obtained on the boundary of Σ 0 . Since Case 2:
Assume for the moment that
Then by Proposition 2.1, u (x ) → 0 and c (x ) < − 1 2 < 0 and 0 ≤ 2 ∆w 0 (x ) = −c 0 (x )w 0 (x ) < 0, a contradiction. Therefore we conclude that |x − P j | ≤ R for some j = 1, 2, 3. Without loss of generality, we may assume that |x − P 1 | ≤ R . Let
Set y = (y , y ,N ). Then y ,N ≥ 0 and let us assume that y ,N → y 0,N ≥ 0, y → y . We claim that y 0,N > 0. In fact, by our assumption, In order to yield a contradiction, as in the previous steps, we want to show
By the maximum principle, it is easy to see min j=1,2,3
for some constant C > 0. Without loss of generality, we may assume that |x ε − P ε 1 | ≤ C ε. Now we want to prove (2.6) lim
Since the distance |x ε − P ε 1 | is invariant under an orthogonal transformation, we may assume P Keeping the fact that u ε attains its local maximum at P ε 1 , we apply the mean value theorem to see that ∂w
where z ε =
1 is the reflection of P ε 1 with respect to Σ 0 and Q
Since c = 0, we have
Thus, (2.6) is proved.
To prove (2.5), say,
By composing with a rotation, we assume P and then (2.11) follows. Thus, (2.6) is proved. By (2.6) and the maximum principle, we conclude w
This finishes Step 1.
Step 2. We claim
Once the claim is established, we see that all P j must be contained in
Then the reflection pointP of P e with respect to θ N −1 is not in Σ θ and thenP is not one of {P
Form here, 0, P 1 , P 2 and P 3 lies in a 2-dimensional subspace.
To prove w θ ε ≡ 0 in Σ θ for some θ, we set
Note that by the definition of θ 0 , w θ 0 ≥ 0 in Σ θ 0 , and if w θ 0 (x) > 0 for some
, then by a standard argument of the method of moving planes, we can prove
then we can rotate the hyperplane θ N −1 in the reverse direction, that is,
and by the standard argument of the method of moving planes, we have w
Step 3: By Step 2, P j , j = 1, 2, 3 and the origin lie on a two-dimensional hyperplane. Without loss of generality, we may assume that the hyperplane is Γ = {x 3 = ... = x N = 0}. Now we show that
Suppose that there is a sequence i → 0 such that
where 
Without loss of generality, we may assume that
Then, along a subsequence, {v i } converges to v in C 2 loc , and similar as before
for some constant c = 0. Since u (P 1 ) = 0, we have Consequently,
have u is symmetric in x j , j = 3, ..., N .
Preliminaries I: Reduction to Finite-Dimensional Problem
From this section until Section 5, we shall prove the uniqueness of type 3.IV solutions. (Existence is given in [12] .) Our main idea is to show that type 3.IV solution is nondegenerate (in some symmetry class) and to compute the Morse index of such solutions.
We first introduce a general framework. We start with some approximate functions. Then we introduce the so-called Liapunov-Schmidt reduction process, which reduces the existence of multiple spike solutions into finding a critical point for a finite dimensional problem (Lemma 3.4).
Recall that Ω = B and let P ∈ Ω, P = 0. It is easy to compute that (3.1)
where P = (P 1 , ..., P N ). (We remark that d P is not differentiable at P = 0.)
Let w be the unique solution of (1.9) and P ∈ Ω. We need to introduce a useful function-the "projection" of w in Ω. This was first introduced in [36] and later studied in [35] . The idea of projecting a function has been used in other problems. See [2] , [28] , [30] and the references therein.
We define w ,P to be the unique solution of
We set
Then ϕ ,P satisfies (3.6) 2 ∆ϕ ,P − ϕ ,P = 0 in Ω,
We state the following useful lemma about the properties of ϕ ,P and the computations of some integrals. The proof of it is delayed to Appendix A.
Lemma 3.1. Let Ω = B and P ∈ Ω.
(1) For sufficiently small, we have
and (3.8) − log ϕ ,P (P ) → 2d P , as → 0.
(2) If we further assume that |P | ≥ d 0 for some d 0 > 0, then we have
where c N > 0 is a generic constant (depending on N only), and
where (∇d P ) i denotes the i−th component of ∇d P (which is −P i /|P | in our case) and
(3) For sufficiently small and P 1 , P 2 ∈ Ω,
where γ 1 is given by (3.12).
In the rest of this section, we will describe the so-called Liapunov-Schmidt procedure. Most of the material is from Sections 3,4 and 5 in [12] . See also Sections 4, 5 and 6 in [12] .
We first introduce some notations. We consider K−interior spikes. The case of boundary spikes or mixed boundary-interior spikes will be discussed in Section 6.
. We assume that (3.14)
where δ is a small but fixed positive constant.
To solve (1.1), we see that it is equivalent to finding a zero of the following nonlinear equation:
For any u, v ∈ H 1 (Ω), we define the inner product and the norm as follows:
To simplify notations, we use the following simplified symbols:
We remark that the variable of w ,P is in Ω. Sometimes, we also consider w ,P ( y) for y ∈ Ω . We denote w ,P ( y) as w ,P . Now we define the approximate kernel and cokernel respectively as follows:
(Note that ∂ j,i w ,P ∈ H 2 ν (Ω ) as one can differentiate the equation (3.4).) We also need the following spaces
We recall the following result in [35] (see Propositions 3.1 and 3.2 in [35] ).
,P is one-to-one and onto. Moreover, the inverse of L ,P exists and bounded (independent of > 0).
Next, we have
Moreover, v ,P is C 2 in P and
where σ = min(1, p − 1).
Proof: The existence of v ,P ∈ K ⊥ ,P such that S (w ,P + v ,P ) ∈ C ,P follows from Section 3 in [12] . The C 2 -smoothness of v ,P in P follows from Lemma 3.5 in [12] . For estimate (3.23) , please see Lemma 3.4 of [12] . It remains to estimate ∂ j,i v ,P and prove (3.24). We decompose
where α st,ji are scalar constants. We first note that by (3.23)
Next we observe that
where β s,t (P) ∈ C 1 and β s,t (P) = O(
Differentiating the equation (3.25) by ∂ l,m , we have,
Substituting the decomposition of ∂ j,i v ,P into the above equation, we obtain that
It is easy to see that
is again invertible for sufficiently small. Hence (since v
(3.24) is thus proved.
Now we define
where J is the energy functional introduced in (1.4) of Section 1 and v ,P is given by Lemma 3.3.
Then we have the following reduction theorem.
is a critical point of J if and only if P is a critical point of M (P).
Therefore, to prove the existence and uniqueness of solutions of (1.1), we just need to concentrate on the study of M (P), which is a finite-dimensional problem. We shall compute ∇M (P) and ∇ 2 M (P) in the next two sections.
4.
Preliminaries II: computations of ∇M (P) and ∇ 2 M (P)
In this section, we first obtain a general formula for the locations of K interior spikes (P 1 , ..., P K ) and classify all types of limiting locations. Then we compute the (first and second order) derivatives of M (P).
The following theorem shows that there will be no spike collapsing to the boundary or with each other.
Lemma 4.1. Let (P 1 , ..., P K ) be the K local maximum points of a K−peaked solution u of (1.1). Suppose that K ≤ 3. Let P j → P with the boundary. Note that if the mean curvature of the domain is not constant, one can construct multiple spikes concentrating at one local minimum point of the mean curvature (see [14] ). The proof of Lemma 4.1 is technical and thus we delay the proof of it to the appendix C. By Lemma 4.1, if P j , j = 1, 2, 3 are three interior spikes, then ϕ K (P 1 , . . . , P K ) ≥ δ 0 for some δ 0 > 0. Now we choose δ = δ 0 4
. By Lemma 3.4, u = w ,P + v ,P is a solution with three interior spikes if and only if P is a critical point of
The asymptotic expansion of M (P) in Λ δ is given in Proposition 4. 
and γ 1 is given by (3.12).
We now show that the asymptotic expansion in (4.2) holds true in C 2 sense.
We define
By (3.10) of Lemma 3.1 and (1.11), we see that if |P j | ≥ 1 10 , j = 1, ..., K, then we have
where c N is given in (3.10) of Lemma 3.1, A N > 0 is given by (1.11), and
The following lemma is the key estimate we need.
Lemma 4.3. Suppose that P ∈ Λ δ and is sufficiently small.
(1) If |P j | ≥ d 0 for some j and d 0 > 0, then we have
for some j, then we have (4.8)
More precisely, we have
and e j,i and e jk,i denote the i−th component of the vectors e j and e jk , respectively.
Remark: The reason that we have to consider cases when P j is close to the origin is that the function d P is not differentiable at the origin. However if we know the rate of P j approaching the origin, we may still be able to compute the derivatives (see [39] ). This is a delicate issue that needs further investigation. For the purpose of this paper, Lemma 4.3 is good enough.
The proof of Lemma 4.3 is very technical and we will present it in Appendix B.
Let P = (P 1 , ..., P K ) be a critical point of M (P). Namely, we have
(4.10) shows that if P is a critical point of M and |P j | ≥ 1 10 , j = 1, ..., K, then we have Proof: Let u be a solution of (1.1) with two interior spikes or three interior spikes. By Lemma 3.4, we have u = w ,P + v ,P , where P ∈ Λ δ . Let P j , j = 1, 2, ..., K be the K local maximum points of u . Then, up to a rotation, we haveP j − P j = o(1), j = 1, ..., K. By Lemma 4.1,
Let us consider K = 2 first. From (4.8), it is easy to see that both |P 1 | and |P 2 | must be larger than 1 10 (as otherwise, (4.8) is not balanced). Thus we may assume that |P 1 | ≥ 1 10 , |P 2 | ≥ 1 10 . Since bothP 1 andP 2 are in the interior, (4.13) implies that we must have
and that P 0 1 and P 0 2 must be anti-pole. This shows that the limiting position must be type 2.III.
For K = 3, we proceed similarly. By Lemma 4.1, P j → P Step 1.
Suppose step 1 does not hold. Without loss of generality, we may assume (4.14)
|P
By (4.13) for j = 2, we have |P Step 2.
We first note that P 
, which is impossible. Hence we have proved that P 
uniqueness of the type 3.IV solutions
In this section, we prove the uniqueness of the type 3.IV solution for sufficiently small. Let P .2) min
It is easy to see that (5.2) can be attained and thus we have
by Lemma 3.3, we see that
where v ,P is defined by Lemma 3.3. (Note that P j may not be a local maximum point of u . But it is easy to show that up to a permutation,
For P ∈Λ δ , we may defineP j = (P j,1 , P j,2 ),P = (P 1 ,P 2 ,P 3 ) and (5.6)M (P) = M (P).
Similar to Lemma 3.4, we have thatP is a critical point ofM (P) if and only if u = w ,P + v ,P is a critical point of J .
To avoid clumsy notation, we drop the hat now. Thus our problem is reduced to a six-dimensional problem. Moreover, by rotation, we may fix P 11 = 0. Let p = (P 12 , P 21 , P 22 , P 31 , P 32 ). Then if P is a critical point, the corresponding p is also a critical point of M (P). Thus all we need to prove is the uniqueness of the critical point of M (P) for P in the set ω = {(P 12 , P 21 , P 22 , P 31 , P 32 )|P ∈Λ δ , P 11 = 0}, which is a five-dimensional problem.
We begin with the following important lemma which computes the speed of P approaching P 0 :
Lemma 5.1. Let P j , j = 1, 2, 3 be as above. Then there exists a unique vector a ∈ R 2 such that
where a = (0, a 2 ) for some fixed number a 2 .
Proof: Our main tool is equation (4.13). Since P 
Adding all the three equations in (4.13) together, we obtain that (5.8)
we deduce from (4.13) that (5.9)
Next we examine the equation (4.13) at j = 1. We have
where a 0 1 is a generic constant. Since the following decomposition is unique, P 0 1
which implies that (5.10)
where a 0 is a generic constant. Similarly, with the same a 0 , we have
From (5.9) and (5.11), we see that
Thus, by (5.11) again, we have
, and
By (5.9), we set P 2 = e
, we obtain θ 2 = θ 1 + o(ε). By using
Substituting (5.12) into (5.10), we see that (5.13)
for some unique a. (Note that a = a 2 e 2 for some a 2 .) By (5.13) and (5.12), (5.7) holds.
By Lemma 5.1, any critical point P of M (P) in B δ (P 0 ) must satisfy
Our next lemma shows that every critical point P must be nondegenerate.
Lemma 5.2. Let P ∈ B δ (Q ) be a critical point of M (P). Then for sufficiently small, we have
where C is independent of , η = (η 11 , η 12 , η 21 , η 22 , η 31 , η 32 ) ∈ R 6 , η 11 = 0 and
Since P ∈ B δ (Q ), |P i −P j | = |P 1 −P 2 |+o( ) for i = j and d P j = d P 1 +o( ). Hence
(5.15) shows that
for some C > 0 independent of . We now show that
where C is independent of and |η| 2 = i,j η 2 ij . To this end, it is enough to show that
if η 11 = 0. In fact, the left hand side of (5.17) is equal to 0 if and only if < e l , η l >= 0, < e jl , η l − η j >= 0
For j = 1, < e 1 , η 1 >= 0, then η 12 = 0. Hence η 1 = 0, which implies that < e 12 , η 2 >=< e 2 , η 2 >= 0. Hence η 2 = 0. Similarly, we have η 3 = 0. Thus (5.17) holds true.
(5.14) shows that the matrix (∂ l,m ∂ j,i M (P) P=P ) is negatively definite if we restrict to the space {η 11 = 0}. Thus the Morse index is 5. 
Proof:
First, by restricting to the symmetric class of functions, we can adopt the arguments of [12] to show there exists a critical point P of M (P). By Lemma 5.1, P = P 0 + a + o( ) and any other critical point of M (P) is in
We now show that P is unique.
By Lemma 5.2, there are only finite number of critical points of M (P) in B δ (Q ) (since each critical point is nondegenerate). Let k be the number of critical points. At each critical point, we have by Lemma 5.2,
Hence by the additivity of the degree we have
On the other hand, it is easy to see thatM (P) has only one critical point in B δ (Q ) (because of the nondegeneracy of (∇ 2M (P))). For P ∈ B δ (Q ),
we have
By (1) of Lemma 4.3, we have ∇M (P) = ∇M (P) + O(M (P)). Note that ∇M (P) = 0 and ∇M (P) = 0 on ∂B δ (Q ). By a continuity argument, we obtain that
Comparing (5.18) and (5.19), we deduce that k = 1.
Lemma (5.3) shows that type 3.IV solution is unique, up to a rotation, provided that is sufficiently small.
Existence and uniqueness of other types of solutions
In the previous sections, we have proved the uniqueness of type 3.IV solutions. It is easy to see that same techniques (with much simpler computations) show that the type 2.III solutions are unique. It remains to deal with boundary spikes and mixed-interior-boundary spikes.
To be able to deal with the boundary peak case, we use different approximate functions for boundary spikes. (Here the fact that Ω = B plays an important role.)
We begin with Theorem 1.1 of [20] : for every P ∈ ∂Ω, there exists a unique boundary spike solution u ,P which concentrates at P . Moreover u ,P is axially symmetric with respect to the straight line joining 0 and P . So for P ∈ ∂Ω, we may choose our approximate function as follows (6.1) w ,P = u ,P , for P ∈ ∂Ω.
For P ∈ ∂Ω, we denote the i−th tangential derivative at P j as
In this case, we see that
Let P = (P 1 , ..., P K ) be such that P j ∈ ∂Ω, i = 1, ..., K 1 , P j ∈ Ω, j =
We define a new function (which was introduced first in [13] )
We can also define w ,P , K ,P , C ,P , K
, etc. Then similar to Section 3, we will obtain the following
Moreover, we have the following equations for the equilibrium positions:
(here ∂ j,i means the i−th tangential derivative at P j ) and for j = K 1 +1, ..., K
The next lemma is an extension of Lemma 4.4.
Lemma 6.1. Let K = 2 or 3 andP j ∈ Ω, j = 1, ..., K be the K local maximum points of u . Suppose thatP j → P Let us consider K = 2 first. By Theorem 1.1, we may assume that P 1 , P 2 lie on the x 1 -axis. We may further assume that P j = (l j , 0, ..., 0), j = 1, 2, l 1 < l 2 . If both P 1 and P 2 lie on the boundary, then necessarily by [20] , l 1 = −1, l 2 = 1, which is type 2.I. Suppose that P 1 ∈ ∂Ω, we may assume that l 1 = −1. In this case, (6.8) implies that
, which is type 2.II.
For K = 3, by Theorem 1.3, we may assume that P 1 , P 2 , P 3 lie on a twodimensional plane, say (x 1 , x 2 )−plane. That is we have P j = (P j,1 , P j,2 , 0, ..., 0),
Suppose first we have three boundary spikes: P j ∈ ∂Ω, j = 1, 2, 3. We may assume that P 1 = (−1, 0, ..., 0) . We examine the equation (6.7) for j = 1 and
. Then it is easy to see that we must have (6.9)
which shows that
Similarly, we will have
As → 0, it shows that P 0 1 , P 0 2 and P 0 3 must form a perfect triangle, which is type 3.I.
The other cases are similar. We omit the details.
As for the existence, we have Moreover, these solutions inherit the partial symmetries of their limiting positions.
Similarly for sufficiently small and K = 3, up to a rotation, there are at least seven solutions. The limiting positions are shown in Fig. 3 . Moreover, these solutions inherit the partial symmetries of their limiting positions.
Proof: The existence of all the above solutions follow a general procedure: we first restrict to a symmetric class and then use the idea in [12] and [13] .
As an example, we consider the existence of type 2.II solutions. We fix P 1 = (−1, 0, ..., 0) and let P 2 = (l 2 , 0, ..., 0), |l 2 − 1 3 | < δ. Then we solve the following problem (6.10)
, where
(Ω )|u is symmetric with respect to x j , j = 2, ..., N }.
Problem (6.10) can be solved since the degeneracy at P 1 is eliminated by restricting to H 2 ν,s (Ω ). Then we define a reduced energy functional
where v is obtained in (6.10) . It is easy to compute that asymptotically we have
where c 1 is some positive constant,
the energy of the ground state w.
Similar to [12] , we now maximize the reduced energy (6.12) max
Then by the energy expansion of (6.11), it is easy to see that the maximization problem is attained by some l 2 → 1 3
and the corresponding solution u = w ,P 1 + w ,P 2 is a solution of type 2.II. The proof of the existence of other types of solutions is similar. We omit the details.
As for uniqueness, we consider case by case.
The uniqueness of type 2.I solutions is given in [20] . For type 2.II solutions, by Theorem 1.1, we may assume that P 1 = (−1, 0, ..., 0), P 2 = (l , 0, ..., 0). By rotation, we may fix P 1 . Moreover, we may consider solutions which are axially symmetric with respect to the x 1 -axis. This reduces the total degree of freedoms into one. Now it is easy to show that M (P) has a nedegenarte local maximum at P 2 . This shows the Morse index is 1 and uniqueness follows.
The uniqueness of type 2.III follows the same proof as the uniqueness of type 3.IV.
Next we consider K = 3. For type 3.I solutions, by Theorem 1.3, P j , j = 1, 2, 3 and the origin must lie a hyperplane. This becomes a two-dimensional problem. Now we fix P 1 = (−1, 0, ..., 0). Then it has two degree of freedoms. It is easy to see that the Morse index is 2.
For type 3.II, type 3.III, the proofs are similar.
7. Appendix A: Proof of Lemma 3.1
In this appendix, we prove Lemma 3.1 in Section 3.
Recall that ϕ ,P (x) satisfies
On ∂Ω, we have ∂ ∂ν ϕ ,P (x) = (−w (
We consider an auxiliary problem (considered in [28] and [38] )
By Lemma 3.6 of [28] , we see that as → 0,
It is proved in [38] that
Thus comparing (7.1), (7.2) and (7.6), we obtain that
Hence ϕ ,P (x) = (1 + O( ))w( x−P ) on ∂Ω. (3.7) of Lemma 3.1 is thus proved.
(3.8) follows from (7.5).
To compute the exact asymptotic expansion of ϕ ,P (P ), we use the Green's function. Let G (x, z) be the Green's function of
We decompose
where K (r) is the fundamental solution of
Then H satisfies (7.10)
Since on ∂Ω, we have
for some generic number d N > 0. As before, we have
So we have
is a typical Laplace integral and can computed by classical Laplace method: namely, we let z = √ y and then obtain
for some positive constant C N > 0. This proves (3.10) of Lemma 3.1. Next we prove (3.9) of Lemma 3.1. To this end, we note that for x = P + y
which proves (3.9) of Lemma 3.1. Finally we prove (3.11) and (3.13) of Lemma 3.1.
For P ∈ Ω, we define (7.13) Ω ,P := {y| y + P ∈ Ω}.
If P = 0, we denote Ω ,P as Ω .
For P ∈ Ω, we have
where γ 1 is given in (3.12) . This prove (3.11).
For P 1 , P 2 ∈ Ω with |P 1 − P 2 |/ → +∞, we have
which proves (3.13).
Appendix B: Proof of Lemma 4.3
In this appendix, we prove Lemma 4.3. Proof of (1) and (2) of Lemma 4.3: Observe that
(by Lemma 3.1)
We discuss two cases. Case 1. If |P j | ≤ 1 10 , then the first term in (8.1)
which is a higher order term, comparing with the second order term (since |P k − P j | ≤ 
by (3.11) and (3.13) of Lemma 3.1.
By using Lemma 3.1, we see that (4.7) holds.
Proof of (3) of Lemma 4.3: Let P be a critical point of M (P) in Λ δ such that |P j | ≥ d 0 , j = 1, ..., K for some d 0 > 0. We now expand,
where I i , i = 1, ..., 4 are defined at the last equality. We now estimate each term. Certainly the estimate of I 2 is the same as that of I 3 . By Lemma 3.4,
Next we consider I 2 : (8.4)
Similarly, we have (8.5)
Hence it remains to compute I 1 only. We divide it into two cases: j = l and j = l. When j = l, we have by Lemma 3.1
For j = l, we have
[f (w ,P j )∂ j,mw ,P j − f (w ,P j )∂ j,m w ,P j ]∂ j,i w ,P j
f (w ,P j )w ,P k ∂ j,m w ,P j ∂ j,i w ,P j + O(e −(2+σ)ϕ K (P )/ ) = I 1,1 − I 1,2
For I 1,1 , we have w( |P j − P k | )e jk,i e jk,m δ jl , which is exactly (4.9).
9. Appendix C: Proof of Lemma 4.1
In this appendix, we prove Lemma 4.1.
We first exclude the case when multiple interior spikes collapse to the boundary. In fact this follows from the same proof of Lemma 2.3 of [36] . We prove by contradiction.
Suppose now that P j ∈ Ω, d(P j ,∂Ω) → +∞, P j → P 0 ∈ ∂Ω, j = 1, ..., n 1 ≤ K. Suppose that all the other spikes stay away from P 0 . That is |P j − P 0 | ≥ δ 0 > 0 for j = n 2 = 1, ..., K.
We recall the following Pohozaev identity: suppose that u satisfies 2 ∆u − u + f (u) = 0 in a domain Ω, then for any y ∈ R N , we have
Since y is arbitrary, we deduce that which is contradiction. Second, we exclude the case when multiple interior spikes collapse in the interior. Namely, we have P j , j = 1, ..., n 2 , 2 ≤ n 2 ≤ K where P j → P 0 ∈ Ω, j = 1, ..., n 2 . Suppose that all the other spikes stay away from P 0 . That is |P j − P 0 | ≥ δ 0 > 0, j = n 2 + 1, ..., K. Similar to the proof of Lemma 3.1 of [34] , we see that equations (6.7) remains true: so we have (the boundary terms all are higher order terms) (9.5)
w(|P k − P j |/ )) = 0, j = 1, ..., n 2 .
Since 2 ≤ n 2 ≤ K ≤ 3, we have either n 2 = 2 or n 2 = 3.
If n 2 = 2, (9.5) becomes w(|P 1 − P 2 |/ )∇ P 1 (|P 1 − P 2 |) + o(w(|P 1 − P 2 |/ )) = 0 which is impossible.
If n 2 = 3, we let |P 1 − P 2 | = min i =j,i,j=1,2,3 |P i − P j |. We consider two cases. The first case is that lim →0 w(|P 1 −P 2 |/ ) w(|P 3 −P 2 |/ ) < +∞. In this case, let us assume that < P 3 − P 1 , P 2 − P 1 >≥ 0. Then for equation (9.5) at j = 1, we have w(|P 1 − P 2 |/ ) + w(|P 3 − P 1 |/ ) < ∇ P 1 (|P 3 − P 1 |), ∇ P 1 (|P 2 − P 1 |) > +o(w(|P 1 − P 2 |/ )) = 0, which is impossible. If lim →0 w(|P 1 −P 2 |/ ) w(|P 3 −P 1 |/ ) < +∞, the proof is similar.
The second case is that lim →0 w(|P 3 −P 2 |/ ) w(|P 1 −P 2 |/ ) = 0, then this is reduced to the n 2 = 2 case.
Finally, we need to exclude the case when multiple interior spikes collapse to a boundary spike or multiple boundary spikes collapse. That is we have |P j − P 1 | → 0, j = 2, ..., n 3 ≤ K, where P 1 ∈ ∂Ω. Without loss of generality, we may assume that P 1 = P 0 = (−1, ..., 0). If K = 2, by Theorem 1.1, P 2 is on the other side of P 1 . Thus, |P 2 − P 1 | ≥ 1. So we may assume that K = 3. By Theorem 1.3, we have |P 3 − P 1 | ≥ 1 and P 2 − P 1 | → 0. There are two cases to be considered. Case 1. P 2 ∈ Ω, P 2 → P 0 = P 1 . Let˜ = δ , where δ = |P 1 − P 2 |. Equations (6.7) and (6.8) remains true as long asφ K (P 1 , ..., P K )/ → +∞. Note that both ∇ P 2 d P 2 and ∇ P 2 (|P 2 − P 1 |) are pointing in the same direction. Equation (9.6) can not hold. Case 2. P 1 ∈ ∂Ω, P 2 ∈ ∂Ω, |P 2 − P 1 | → 0. In this case, we apply (6.7) to j = 1,
and we obtain (9.7) (γ 1 + o(1))(|P 1 − P 2 |)
which is impossible.
