






Decomposed Process Discovery and
Decomposed Conformance Checking
are the corresponding variants of the
two monolithic fundamental problems
in process mining van der Aalst (2011):
automated process discovery, which
considers the problem of discover-
ing a process model from an event
log Leemans (2009), and conformance
checking, which addresses the problem
of analyzing the adequacy of a process
model with respect to observed behav-
ior Munoz-Gama (2009), respectively.
The term decomposed in the two def-
initions is mainly describing the way the
two problems are tackled operationally,
to face their computational complexity
by splitting the initial problem into
smaller problems, that can be solved
individually and often more efficiently.
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Overview
The input for process discovery is an
event log Mendling and Dumas (2009),
from which a process model (typically
a Petri net Murata (1989)) needs to be
produced. The input for conformance
checking is an event log and a process
model (again, typically a Petri net),
from which a conformance artefact
or a conformance diagnosis will be
produced.
General View of Decomposed Process
Discovery. The general view of decom-
posed process discovery is shown in Fig-
ure 1. Initially, the log may be mapped
to a different representation R, which
is well suited to apply decomposition.
Among the different alternatives, a com-
mon one is to do the decomposition on
the log itself (so, R = L). An alternative,
is to derive a state-based representation,
e.g., using the techniques from van der
Aalst et al (2010). Then, instead of di-
rectly deriving a process model from the
representation of the event log (R), it is
first partitioned, deriving a set of rep-
resentations R1, . . .Rn. In case the event
log is used for decomposition, these will
be sublogs L1, . . .Ln of L.
An important distinction should
be done: the decomposition that is
performed for decomposed process
discovery and conformance checking is
different from the decomposition that
is done by trace clustering techniques.
Trace clustering techniques partition
the traces in the event log into multiple
sets of traces, such that each trace in
the original log can be found in one
of the sublogs. In general, each sublog
generated by trace clustering is a set of
“similar” traces, and it corresponds to a
”variant” of the process. For the purpose
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Fig. 1 General view of decomposed process discovery. Figure adapted from van der Aalst (2013).
of decomposed process discovery, the
decomposition does not consider divid-
ing the traces in the log into multiple
sets, but instead by splitting each trace
into a set of subtraces. In other words,
one trace is cut into multiple ones,
denoted subtraces. After each trace
has been split in this way, each set of
subtraces is put together into one sublog.
Intuitively, the idea is that each sublog
produced in this way corresponds to a
stage or subprocess (or more generally a
“fragment”) of the original process.
The available techniques to do the
partition are enumerated below. Then,
from each representation Ri, a process
model Mi is obtained through the
application of an automated process
discovery technique. The output of
decomposed process discovery can be
the set of process models or fragments
derived, or if some composition mecha-
nism is disposable, a unique final model
M that encompasses the unified behavior
of the n derived process models.
General View of Decomposed Con-
formance Checking. The general view
of decomposed conformance checking
is shown in Figure 2. Although both
process model and event log are decom-
posed, the process model decomposition
is applied first, and then the event log
decomposition is performed so that pro-
cess model fragments and corresponding
sublogs match on their alphabet of ac-
tivities. Then, conformance checking
techniques can be applied locally on
each pair of sublog and fragment gener-
ated. As conformance checking strongly
relies on relating modeled and observed
behavior Munoz-Gama (2009), the ob-
tention of a conformance artefact like an
alignment Adriansyah (2014) between
a sublog Li and a fragment Mi can be
materialized. Likewise, conformance
diagnosis can already be obtained on
these local problems.





























Fig. 2 General view of decomposed conformance checking. Figure adapted from van der Aalst
(2013).
The decompositions mentioned
above can then be applied at different
levels: log decomposition and process
model decomposition van der Aalst
(2013). Below a general perspective
on the two types of decomposition
techniques is provided.
Log decomposition. When the event
log is not transformed to a different
representation, decomposition can then
be applied on top of the event log. Event
logs can be either split horizontally, or
projected vertically, or both. Figure 3
provides an example of such opera-
tions. The horizontal selection of traces
can be done in many ways, but trace
clustering Greco et al (2006); Ferreira
et al (2007); Bose and van der Aalst
(2009b,c); Weerdt et al (2013); Hompes
et al (2015) is usually applied. Notice
that in the figure, sublogs arising from
clusters can overlap, e.g., trace 3 be-
longs both to L1 and L2 in the horizontal
selection of traces from L. Clearly, by
decomposing a log into smaller sublogs,
a linear factor on the complexity
reduction can be accomplished.
The vertical projection of log traces
starts by selecting a proper subset A ′
of the log’s event alphabet A . It then
projects each trace σ in the log onto
activities in A ′, i.e., removing from σ
those events in A −A ′, resulting in the
trace σ |A ′ . The vertical projection can
derive subsets A1, · · · ,An with Ai ⊂A ,
deriving the sublogs L|A1 , . . . ,L|An .
How to select those sets is the crucial
decision; there are techniques based
on the directly-follows relation from
the α-algorithm Carmona (2012), or
hierarchical methods that learn patterns
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which become new labels in the alpha-
bet Bose and van der Aalst (2009a),
among others. The vertical projection
has in general a bigger impact in the
complexity alleviation than the hori-
zontal split, since the complexity of
most of the techniques for discovery or
conformance checking is dominated by
the size of the alphabet.
In case the log has been trans-
formed into a different representation
R, then other forms of decomposition
are applicable. For instance, if the
log is transformed into a transition
system Arnold (1994) which encom-
passes the behavior underlying in L,
then decomposition techniques like the
ones presented in de San Pedro and
Cortadella (2016) can be applied.
Process model decomposition. Pro-
cess model decomposition only makes
sense for conformance checking, where
apart from the event log, the process
model is also an input. The intuitive
idea is to break the process model into
fragments, and project vertically the
log accordingly (see Figure 2). This
way, the problem instances tackled in
decomposed conformance checking
are significantly smaller than in the
monolithic version.
Not every decomposition can be used
in the scope of conformance checking:
a valid decomposition van der Aalst
(2013) of a Petri net into fragments
requires that the places and arcs of
the net are partitioned among the frag-
ments, meaning that the decomposition
uniquely assigns each place to a single
fragment. Transitions in the frontiers
of the cuts deriving the fragments are
replicated, while transitions inside
one fragment cannot, i.e., transitions
inside a fragment cannot occur in other
fragments. Figure 4 shows an example
of a valid decomposition of a process
model. Examples of decompositions
are the ones based on passages van der
Aalst (2012), or based on Single-Entry
Single-Exit (SESE) Munoz-Gama et al
(2014).
Key Research Findings
In general, the use of decomposition
tends to make automated process
discovery and conformance checking
problems more tractable. However, cur-
rent decomposition techniques cannot
guarantee optimality in general, or even
to provide the same outputs as the ones
provided in the monolithic versions of
the problems.
Key Research Findings in Decom-
posed Process Discovery. Techniques
for decomposed process discovery
have appeared in different forms in the
last years Solé and Carmona (2012);
Carmona (2012); van der Aalst (2013);
van der Aalst and Verbeek (2014);
van der Aalst et al (2015); de San Pe-
dro and Cortadella (2016). These
approaches not only focus on alleviating
the computation of the process discovery
task, but also consider other goals. For
instance, a discovery approach approach
based on van der Aalst (2013) was used
in the framework that recently won the
Process Discovery Contest Carmona
et al (2016). Decomposition-based
process discovery can also be applied
to derive a different modeling notation,
like it is presented in Solé and Carmona
(2012) for C- nets van der Aalst et al
(2011). It can also focus on deriving
particular Petri-net subclasses, like
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Fig. 3 Log decomposition by either horizontal or vertical selections, or a combination thereof.
Free-choice, State Machines or Marked
Graphs Carmona (2012); de San Pedro
and Cortadella (2016).
Key Research Findings in Decom-
posed Conformance Checking. Tech-
niques for decomposed conformance
checking have been proposed in the last
years van der Aalst (2013); van der Aalst
and Verbeek (2014); Munoz-Gama et al
(2014); vanden Broucke et al (2014);
de Leoni et al (2014); Verbeek (2017).
Apart from the aforementioned tech-
niques for decomposing a process model
through a valid decomposition van der
Aalst (2013); van der Aalst and Verbeek
(2014); Munoz-Gama et al (2014), other
approaches that have a different focus
have been presented. In vanden Broucke
et al (2014), the SESE-based decompo-
sition approach is adapted to boost the
computation so that it can be applied
online. On a different perspective but
again using SESE-based decomposition,
the approach in de Leoni et al (2014)
shows how data can also be taken into
account.
Fitness, i.e., the capability of a model
in reproducing a trace, strongly influ-
ences the idea of valid decomposition:
on a valid decomposition, the fitness of
the whole model with respect to the trace
can be regarded as the fitness of the indi-
vidual fragments (see Figure 2). There-
fore, if none of the fragments has a fit-
ness problem, then the initial model is
fitting van der Aalst (2013). The oppo-
site is not true in general: a valid de-
composition where some fragment con-
tains a fitness problem does not neces-
sarily imply that there exist a real fitness
problem. Also, by separating the initial
problem into pieces, important confor-
mance artifact like optimal alignments,
i.e., alignments between model and log
which contain the minimal number of
deviations, cannot be guaranteed. There
has been recent work investigating the
two aforementioned issues Verbeek and
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Fig. 4 Process model decomposition based on Single-Entry Single-Exit (SESE) compo-
nents Munoz-Gama et al (2014).
Examples of Application
All areas where process mining tech-
niques have been applied are amenable
for the application of decomposed
process discovery and conformance
checking. It is suitable for large problem
instances, e.g., in healthcare Mans et al
(2015), software repositories, finances,
among many others.
Future Directions for Research
There exist several challenges to face, so
that decomposed techniques can be ap-
plied in more situations. Below we pro-
vide some key challenges that may be
faced in the next years:
• Decomposition in the large: the
techniques available so far do not
always guarantee a bound in the
complexity of the operations per-
formed. Fundamental research needs
to be developed so that lightweight
approaches are proposed that guaran-
tee this bound, opening the door to
real-time or online approaches.
• Recomposing the results: both in
Figures 1 and 2 one can see that the
result of the decomposition may not
always be a unique object, but sev-
eral. To deploy a unique final result
from these may be a challenge. For
instance, in the case of decomposed
conformance checking, to compute
an alignment, it is well-known that
there are situations where only a
best-effort is possible Verbeek and
van der Aalst (2016). Therefore,
research on how to recompose the
results will be needed.
• Decomposition beyond Petri nets:
most of the techniques available for
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decomposition rely strongly on the
Petri net semantics. However, other
modeling notations are also used, and
in particular the industry adoption
of Petri nets is low. Therefore, other
notations like BPMN, will be con-
sidered as input for decomposition
techniques.
• Decomposition beyond control flow:
very few approaches have been
presented that consider not only the
control-flow of the process, but also
other data attributes de Leoni et al
(2014). However, the aforementioned
techniques decompose only on the
basis of the control-flow. Techniques
that apply decomposition on different
perspectives will enable a different
perspective for decomposition.
• Alternative theories for decomposed
conformance checking: currently,
only the notion of valid decompo-
sition has been explored as a viable
strategy to decompose a process
model. In the future, totally different
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