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Re´sume´— Dans ce papier, une pre´sentation des proprie´te´s
des polynoˆmes de Tchebychev et une formulation de´rive´e
utilisant ces polynoˆmes sont effectue´es. La me´thode d’iden-
tification pre´sente´e consiste a` appliquer une transformation
line´aire sur le syste`me d’e´quations qui re´git le processus.
Pour cela, l’ope´rateur mathe´matique utilise´ s’appuie sur une
de´composition du signal dans une base forme´e de polynoˆmes
orthogonaux. Nous montrons que cette projection se com-
porte comme un filtre passe-bande, de telle sorte qu’une
seule ope´ration est ne´cessaire pour le pre´-traitement des
donne´es avant le processus d’identification, a` savoir la di-
mension de la base des polynoˆmes Tchebychev. L’identifi-
cation expe´rimentale en boucle ferme´e d’un robot a` 2 axes
avec cette me´thode est effectue´e dans une dernie`re partie.
Les re´sultats obtenus sont compare´s a` une technique uti-
lise´e classiquement en robotique et montrent des re´sultats
identiques.
Mots-cle´s— polynoˆmes orthogonaux, analyse fre´quentielle,
identification en boucle ferme´e, proble`me inverse, robotique
I. Introduction
Dans le contexte de la me´canique, la pre´diction du
comportement dynamique de me´canismes ou de struc-
tures complexes exige des mode`les fins. Malheureusement
les conditions aux frontie`res, le caracte`re incertains des
parame`tres, les coefficients de viscosite´ rendent l’iden-
tification de tels mode`les de´licate. L’une des difficulte´s
principales se situe dans la transformation des e´quations
diffe´rentielles de ce type de proce´de´ en un syste`me
d’e´quations alge´briques. Traditionnellement, lorsque les
hypothe`ses de line´arite´ sont possibles et ve´rifie´es, une
forme discre`te des e´quations a` temps continu est obte-
nue en appliquant la transforme´e en Z sur les signaux.
Ceci conduit a` des e´quations re´currentes e´quivalentes
quand les signaux sont re´colte´s a` pas constant avec un
e´chantillonneur et un bloqueur d’ordre ze´ro. A ce stade,
le choix de la pe´riode d’e´chantillonnage peut eˆtre cri-
tique car un sure´chantillonnage rend difficile l’identification
des parame`tres physiques [14]. Au cours de ces dernie`res
de´cennies, des me´thodes alternatives ont e´te´ propose´es
et re´fe´rence´es sous la terminologie me´thodes d’identifica-
tion a` temps continu [14], [1], [3], [11]. Parmi ces ap-
proches, des me´thodes s’appuyant sur des fonctions or-
thogonales ont e´te´ employe´es a` travers une formulation
inte´grale des e´quations diffe´rentielles. Leur principal avan-
tage est qu’elles transforment l’inte´gration directe des si-
gnaux en inte´gration plus simple de ces fonctions en se ser-
vant d’une matrice carre´e qui de´pend des fonctions ortho-
gonales. Par conse´quent, les e´quations re´gissant le compor-
tement du syste`me me´canique peuvent eˆtre transforme´es en
un jeu d’e´quations alge´briques. Un autre avantage de ces
fonctions est leur proprie´te´ d’orthogonalite´ qui permet de
de´composer un signal sur une base polynomiale.Dans [15],
les auteurs comparent diffe´rentes bases orthogonales telles
que les polynoˆmes de Jacobi, de Legendre ou de Tcheby-
chev, les fonctions Walsh et, naturellement, les se´ries de
Fourier. Ils y mentionnent e´galement la facilite´ de mise
en oeuvre de la formulation inte´grale dans le contexte
de l’identification de proble`mes inverses et la simplifica-
tion du calcul dans des proble`mes d’analyse de sensibi-
lite´. Dans [16], les auteurs emploient e´galement cette for-
mulation inte´grale en pre´sence des non-line´arite´s telles que
l’oscillateur de Duffing ou les frottements secs. Dans le
domaine de l’identification du comportement non line´aire,
d’autres auteurs ont propose´ des approches semblables uti-
lisant des polynoˆmes de Tchebychev [12] ou en employant
les autres polynoˆmes ou se´rie chronologique [2], [8]. Dans
[6], [7], les auteurs pre´sentent des travaux reposant sur
une formulation de´rive´e a` partir d’ondelettes. Les au-
teurs arrivent aux meˆmes conclusions sur la pertinence
de l’utilisation des fonctions orthogonales pour re´soudre
des proble`mes d’identification dynamique de syste`mes a`
comportement line´aire ou non line´aire a` parame`tres va-
riants ou non. Il apparaˆıt a` travers cette bibliographie que
la formulation de´rive´e est beaucoup plus commode pour
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l’identification, ou` l’e´valuation des e´tats initiaux n’est pas
exige´e, et pour des proble`mes inverses, ou` aucune inversion
matricielle n’est ne´cessaire. Finalement Pacheco et Steffen
montrent dans [5] que les re´sultats d’identification obte-
nus avec des polynoˆmes de Tchebychev, de Jacobi ou de
Legendre ne sont pas satisfaisants quand des excitations
ale´atoires sont applique´es, bien qu’aucune explication n’ait
e´te´ fournie. Cette difficulte´ s’explique par la forme des po-
lynoˆmes de Tchebychev qui aboutit a` des projections de
faible qualite´ pour des signaux a` large bande de fre´quences.
Par conse´quent, une attention particulie`re doit eˆtre preˆte´e
a` la qualite´ de la projection des signaux avant l’e´tape d’es-
timation parame´trique. Cet inconve´nient des polynoˆmes de
Tchebychev nous oblige a` proposer une me´thodologie plus
ge´ne´rale d’identification qui peut eˆtre facilement prolonge´e
a` d’autres polynoˆmes classiques.
L’organisation de l’article est le suivant, dans un pre-
mier temps les proprie´te´s des polynoˆmes de Tchebychev
et une formulation de´rive´e utilisant ces polynoˆmes sont
rappele´es. La me´thode d’identification pre´sente´e dans ce
papier consiste a` appliquer une transformation line´aire
sur le syste`me d’e´quations qui re´git le processus. Pour
cela, l’ope´rateur mathe´matique utilise´ s’appuie sur une
de´composition du signal dans une base forme´e de po-
lynoˆmes orthogonaux. Nous montrons dans un second
temps que cette projection a l’avantageuse proprie´te´ de
se comporter comme un filtre passe-bande, de telle sorte
qu’une seule ope´ration est ne´cessaire pour le pre´-traitement
des donne´es avant le processus d’identification. L’iden-
tification en boucle ferme´e d’un robot a` 2 axes avec
cette me´thode est effectue´ dans une dernie`re partie. Les
re´sultats obtenus sont compare´s a` une technique utilisant
les diffe´rences finies classiquement utilise´e en robotique.
II. Polynoˆmes Orthogonaux
A. Base de polynoˆmes orthogonaux
L’e´tude pre´sente´e dans ce papier donne suite a` une
me´thode originale [18] visant a` exploiter les proprie´te´s de
de´rivation des familles de polynoˆmes orthogonaux. La fa-
mille conside´re´e est la base de Tchebychev type I mais la
technique utilise´e est tout aussi bien applicable aux familles
de Tchebychev II ou encore Legendre. Le i-e`me terme de la
suite polynomiale de Tchebychev de´fini sur l’intervalle de
temps [-1 ; 1] s’e´crit :
Pi(τ) = cos (iarcos(τ)) (1)
Cet e´le´ment satisfait l’e´quation de re´currence suivante :
Pi+1(τ) = 2τPi(τ)− Pi−1(τ) avec 1 ≤ i ≤ n− 1 (2)
Ou` les premiers membres de la suite sont :{
P0(τ) = 1
P1(τ) = τ
(3)
B. Projection d’une fonction continue sur la base de Tche-
bychev
Toute fonction x(τ) continue sur l’intervalle [-1 ; 1] peut
alors se de´composer de telle sorte que :
x(τ) =
∞∑
i=0
x˜iPi(τ) (4)
Afin de reconstituer de manie`re exacte la fonction x(τ),
nous devons disposer d’une base forme´e par une infinite´ de
polynoˆmes. Dans la pratique, une troncature a` l’ordre n
est ne´cessaire menant a` une approximation de la fonction
x(τ). Soit :
x(τ) '
n∑
i=0
x˜iPi(τ) (5)
Ou encore sous forme vectorielle :
x(τ) ' 〈 x˜0 x˜1 . . . x˜n−1 x˜n 〉 {Pn(τ)} (6)
avec
{Pn(τ)} = 〈P0(τ) P1(τ) . . . Pn−1(τ) Pn(τ)〉T (7)
Ces dernie`res composantes x˜i peuvent s’obtenir analytique-
ment en inte´grant le signal multiplie´ par le polynoˆme sur le
domaine d’orthogonalite´. Ne´anmoins l’e´chantillonnage de
l’e´quation (5) le long d’une trajectoire a` diffe´rent instants
τi (i = 0, . . . , f) permet d’e´crire la relation suivante :
〈x〉 = 〈x˜〉 [P ] (8)
avec 〈x〉 =

x(τ0)
x(τ1)
...
x(τf−1)
x(τf )

T
, 〈x˜〉 =

x˜0
x˜1
...
x˜n−1
x˜n

T
et
[P ] =

P0(τ0) . . . P0(τf )
P1(τ0) . . . P1(τf )
...
. . .
...
Pn−1(τ0) . . . Pn−1(τf )
Pn(τ0) . . . Pn(τf )

De cette manie`re il est possible d’estimer les composantes
x˜i par une me´thode de moindres carre´s menant a` l’expres-
sion :
〈x˜〉 = 〈x〉 [P ]+ (9)
ou` [P ]
+
est la matrice pseudo-inverse de [P ].
C. Estimation des de´rive´es successives
Parmi les proprie´te´s des polynoˆmes, notons que la
de´rive´e de chaque polynoˆme Pi se de´compose en somme
de polynoˆmes de degre´s infe´rieurs, l’expression obtenue est
de´crite ci-dessous pour le cas de la famille de Tchebychev
type I [1] :
dPn
dt
=

P0 pour n = 1
2n
n/2−1∑
m=0
P2m+1 pour n ≥ 2 et n pair
nP0+2n
(n−1)/2∑
m=1
P2m pour n ≥ 3 et n impair
(10)
Il est ainsi possible d’introduire une matrice carre´e D tel
que :
dx(τ)
dτ
' 〈 x˜0 x˜1 . . . x˜n−1 x˜n 〉{P˙n(τ)} = . . .
(11)
. . .
〈
x˜0 x˜1 . . . x˜n−1 x˜n
〉
D {Pn(τ)}
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Et de la meˆme manie`re, pour la de´rive´e seconde :
d2x(τ)
dτ2
' 〈 x˜0 x˜1 . . . x˜n−1 x˜n 〉{P¨n(τ)} = . . .
(12)
. . .
〈
x˜0 x˜1 . . . x˜n−1 x˜n
〉
D2 {Pn(τ)}
A titre d’information, la matrice D en question est donne´e
par (13), dans le cas de Tchebychev type I, pour n pair [1] :
D=
2
τf − τ0

0 0 0 0 0 0 . . . 0
1 0 0 0 0 0 . . . 0
0 4 0 0 0 0 . . . 0
3 0 6 0 0 0 . . . 0
0 8 0 8 0 0 . . . 0
5 0 10 0 10 0 . . . 0
...
...
...
...
...
...
. . .
...
0 2n 0 2n 0 2n . . . 0

(13)
D. Analyse fre´quentielle de la projection sur la base de
Tchebychev
La dimension de la base de projection (i.e. le degre´ maxi-
mum du plus grand polynoˆme de la base) influence la qua-
lite´ de l’approximation (6) du signal. Afin de caracte´riser
le comportement d’un tel ope´rateur, une e´tude portant
sur l’influence du contenu spectral observe´ par rapport
au degre´ maximum de polynoˆmes choisis est pre´sente´e ci-
dessous. Dans un premier temps, l’analyse est mene´ sur un
signal sinuso¨ıdal de fre´quence fi. Un nombre de 15 points
par pe´riode a e´te´ de´fini arbitrairement pour re´aliser une
telle e´tude. L’atte´nuation en amplitude en de´cibel entre le
signal initial et le signal reconstitue´ apre`s projection est
repre´sente´e par la nappe de la figure 1.
Fig. 1. Atte´nuation du signal reconstitue´ par rapport au signal initial
Cette courbe montre que lorsque la fre´quence fi croˆıt,
une augmentation de la dimension de la base de projection
est ne´cessaire pour reconstituer correctement le signal ori-
ginal. Ainsi l’ope´rateur line´aire de projection polynomiale
peut-eˆtre conside´re´ comme un filtre passe bas avec la di-
mension de la base comme parame`tre variant en fonction de
la fre´quence de coupure du filtre. Un autre aspect que nous
avons souhaite´ analyser est le comportement fre´quentiel de
l’ope´rateur de de´rivation construit sur la base de Tche-
bychev en fonction de la fre´quence normalise´e fN . Cette
dernie`re est de´finie par l’e´quation suivante :
fN =
f
fe
(14)
ou` fe est la fre´quence d’e´chantillonnage. Le principe
d’obtention des gabarits fre´quentiels de l’ope´rateur de
de´rivation est re´sume´ sur le sche´ma suivant :
Fig. 2. Analyse fre´quentielle
On constate dans la pratique que si le signal u˙p approxi-
mant la de´rive´e parfaite u˙ est en phase avec celle-ci, en
revanche ce signal reconstruit subit une distorsion en am-
plitude en fonction de la fre´quence du signal d’entre´e u.
Fig. 3. Caracte´risation fre´quentielle de l’ope´rateur de´rive´ par projec-
tion polynomiale. Fre´quence d’e´chantillonnage de 100 Hz
La courbe 3 fournit les rapports des amplitudes en fonc-
tion de la fre´quence du sinus initial puis pour diffe´rentes
dimensions de la base de projection :
–
∣∣B
A
∣∣
dB
en trait continu repre´sente le gabarit fre´quentiel
de la de´rive´e exacte ;
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–
∣∣∣AdpA ∣∣∣
dB
en trait pointille´s repre´sente celui de
l’ope´rateur de de´rivation par projection polynomiale.
L’analyse de la figure 4 montre clairement que l’ope´rateur
de de´rivation par projection polynomial se comporte
comme un filtre. Plus le degre´ de de´composition augmente
et plus haute est la fre´quence de coupure. Il devient alors
possible de choisir la dimension de la base de projection
en fonction de la fre´quence de coupure de´sire´e. L’ope´rateur
peut alors eˆtre assimile´ a` un filtre passe bande, compose´
d’un filtre de´rivateur en basses fre´quences et d’un filtre
passe bas en haute fre´quence.
Fig. 4. Distorsion en amplitude du filtre de´rivateur en fonction de la
fre´quence du signal d’entre´e et du degre´ des polynoˆmes
De manie`re similaire les figures 5 et 6 montrent le com-
portement frequentiel de l’ope´rateur de de´rivation polyno-
mial pour l’estimation de la de´rive´e seconde.
III. Application a` l’identification d’un robot a`
deux degre´s de liberte´s
A. Mode`le d’identification
Le syste`me e´tudie´ est un robot planaire SCARA a` deux
articulations roto¨ıdes. La de´marche ge´ne´ralement adopte´e
pour ce type de syste`me consiste a` utiliser le mode`le dy-
namique inverse du robot qui s’exprime sous une forme
line´aire par rapport aux parame`tres dynamiques a` estimer.
Ce mode`le dynamique inverse d’un tel robot exprime le
vecteur de couples Γ de moteur (l’entre´e de commande) en
fonction des coordonne´es ge´ne´ralise´es (le vecteur d’e´tat et
sa de´rive´e). Il peut eˆtre obtenu a` partir du lagrangien ou de
l’algorithme de Newton Euler et il est possible de montrer
qu’il peut s’e´crire sous la forme suivante [9], [10] :
Γ = Ds(q¨, q˙, q)θ (15)
ou` q = [q1, q2]
T
est le vecteur des variables articulaires et
la matrice de re´gression Ds est donne´e par :
Ds(q¨, q˙, q)=

q¨1 0
q˙1 0
sign (q˙1) 0
q¨1 + q¨2 q¨1 + q¨2
(2q¨1 + q¨2)C2 − q˙2 (2q˙1 + q˙2)S2 q¨1C2 + q˙21S2
− (2q¨1 + q¨2)S2 − q˙2 (2q˙1 + q˙2)C2 q˙21C2 − q¨1S2
0 q˙2
0 sign (q˙2)

T
(16)
Fig. 5. Caracte´risation fre´quentielle de l’ope´rateur de´rive´ d’ordre 2
par projection polynomiale. Fre´quence d’e´chantillonnage de 100
Hz
Fig. 6. Distorsion en amplitude du filtre de´rivateur d’ordre 2 en fonc-
tion de la fre´quence du signal d’entre´e et du degre´ des polynoˆmes
avec C2 = cos (q2) and S2 = sin (q2)
et le vecteur des parame`tres inconnus est de´fini par :
θ=
[
ZZR1 Fv1 Fs1 ZZ2 LMX2 LMY2 Fv2 Fs2
]T
(17)
ou` ZZR1 = ZZ1 +M2L
2,
L e´tant la longueur du corps 1,
M2 e´tant la masse du corps 2,
ZZ1 and ZZ2 e´tant respectivement les moments d’inertie
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des corps 1 and 2,
LMX2 and LMY2 sont les moments principaux d’inertie
du corps 2 multiplie´s par L,
Fv1, Fs1, Fv2, Fs2 sont respectivement les parame`tres de
frottements visqueux et sec des articulations 1 et 2.
B. Me´thode d’identification
Le principe de l’identification consiste a` e´chantillonner le
mode`le dynamique inverse le long de mouvements excitants
en boucle ferme´e, a` diffe´rents instants ti (i = 1, . . . , ne), de
fac¸on a` obtenir un syste`me line´aire surde´termine´. Apre`s
e´chantillonnage de l’e´quation (15), la concate´nation des
diffe´rentes mesures conduit a` l’e´quation :
Y = W (q̂, ̂˙q, ̂¨q)θ + ρ (18)
Ou` :
– q̂, ̂˙q et ̂¨q sont respectivement les mesures de positions
et les estimations des vitesses et acce´le´rations articu-
laires,
– Y est le vecteur de dimension (2ne×1) correspondant a`
l’e´chantillonnage de l’effort moteur Γ du mode`le (15),
– W est la matrice de dimension (2ne×8) correspondant
a` l’e´chantillonnage de la matrice Ds du mode`le (15),
– ρ est le vecteur des re´sidus dus aux bruits de mesures
et aux erreurs de mode`le.
A` partir de l’e´quation (18), il est possible d’obtenir une
estimation au sens des moindres carre´s, note´e θˆ, du vecteur
inconnu θ :
θˆ = Argmin
θ
‖ρ‖2 = W+Y (19)
W+ est la matrice pseudo-inverse de W :
W+= (WT W )
−1
WT (20)
L’unicite´ de la solution de´pend du rang de la matrice d’ob-
servation. La perte de rang de W peut avoir deux origines :
– Une perte de rang structurelle de W peut apparaˆıtre
quels que soit les e´chantillons (q, q˙, q¨) de (18). Cette
perte de rang survient lorsque le mode`le d’identifi-
cation a e´te´ parame´tre´ de fac¸on surabondante. Ce
proble`me d’identifiabilite´ est re´solu en utilisant les pa-
rame`tres de base qui fournissent une repre´sentation
minimale du mode`le [13], [4].
– Une perte de rang nume´rique lie´e a` un mauvais choix
des e´chantillons (q, q˙, q¨) sur une trajectoire d’excita-
tion pauvre en informations. Ce proble`me peut eˆtre
re´solu en re´alisant une identification en boucle ferme´e
de position avec suivi de mouvements excitants pour
les parame`tres [17].
Les matrices W et Y de (18) sont perturbe´es par les me-
sures bruite´es ou les estimations de (q̂, ̂˙q, ̂¨q). Il importe donc
de filtrer les donne´es avant de calculer la solution au sens
des moindres carre´s. D’un point de vue pratique, les esti-
mations des de´rive´es successives de (18) sont obtenues en
appliquant la me´thode de filtrage pre´sente´e dans la sec-
tion II-C. Le proble`me est de bien choisir le parame`tre de
synthe`se n pour que W (qˆ, ˆ˙q, ˆ¨q) tende vers W (q, q˙, q¨) dans
la bande de fre´quence du mode`le dynamique a` identifier.
Une distorsion a` ce niveau du filtrage introduirait un biais
dans l’estimation du vecteur des inconnues θ.
C. Re´sultats expe´rimentaux
La fre´quence d’e´chantillonnage pour l’acquisition des
donne´es est e´gale a` 200Hz. Une identification en boucle
ferme´e, utilisant une commande proportionnelle de´rive´e, a
e´te´ effectue´e avec un suivi de trajectoires excitantes en po-
sition constitue´es de polynoˆmes d’ordre 5. Cette trajectoire
a e´te´ au pre´alable calcule´e par optimisation de manie`re a`
optimiser le conditionnement de la matrice d’observation
W [19].
Les re´sultats de l’identification expe´rimentale sont rap-
porte´s dans le tableau I avec une base de polynoˆmes de
Tchebychev de dimension 225 et mis en perspective avec
les re´sultats obtenus par la me´thode pre´sente´e dans [5]. Les
parame`tres estime´s sont donne´s avec leur e´cart type rela-
tif. Un parame`tre avec un e´cart type tel que %σθˆr ≥ 10%
signifie qu’il n’est pas ou peu identifiable sur la trajectoire
donne´e. L’e´cart-type σθˆi sur chaque parame`tre estime´ est
calcule´ en supposant ρ comme e´tant un bruit blanc d’e´cart-
type σρ et de matrice de variance Cρρ :
Cρρ = σ
2
ρI2ne×2ne (21)
Ou` I2ne×2ne est la matrice identite´ (2ne×2ne). La matrice
de variance-covariance de l’erreur d’estimation est donne´e
par :
Cθˆ = σ
2
ρ
[
WTW
]−1
(22)
σ2
θˆi
= Cθˆii, est le i
e`me coefficient de la diagonale de Cθˆ.
L’e´cart-type relatif % σθˆr est de´fini par la relation :
%σθˆri = 100
σθˆi
θˆi
(23)
TABLE I
Re´sultats d’identification
Parame`tres re´f. [5] %σθˆr θˆ %σθˆr
(unite´s SI)
ZZR1 3.442 0.184 3.433 0.204
Fv1 0.036 34.827 0.042 33.607
Fs1 0.768 2.682 0.753 3.070
ZZ2 0.060 3.302 0.061 3.654
LMX2 0.123 1.512 0.123 1.673
LMY2 0.008 15.564 0.008 16.824
Fv2 0.032 38.364 0.033 41.031
Fs2 0.0101 19.587 0.098 22.663
On observe que les valeurs identifie´es sont sensiblement
les meˆmes quelle que soit la me´thode utilise´e. Il en va
de meˆme pour les e´carts type relatifs ou` aucune tendance
ne diffe´rencie particulie`rement une me´thode par rapport a`
l’autre. On remarque ne´anmoins que ce sont les frottements
qui restent les plus difficile a` identifier. Afin de valider cette
identification, les couples de commande sont reconstitue´s a`
partir des parame`tres identifie´s. Leur comparaison avec la
commande re´ellement applique´e au syste`me montrent la
qualite´ de l’identification (figure 7).
IV. Conclusion
Dans ce papier, une pre´sentation des proprie´te´s des po-
lynoˆmes de Tchebychev et une formulation de´rive´e utilisant
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Fig. 7. Validation des efforts mesure´s (en bleu) et simule´s (en rouge).
a) Par la me´thode de [5] b) par la me´thode de projection polyno-
miale
ces polynoˆmes ont e´te´ effectue´es. La me´thode d’identifi-
cation pre´sente´e consiste a` appliquer une transformation
line´aire sur le syste`me d’e´quations qui re´git le processus.
Pour cela, l’ope´rateur mathe´matique utilise´ s’appuie sur
une de´composition du signal dans une base forme´e de po-
lynoˆmes orthogonaux. Nous avons montre´ que cette projec-
tion se comporte comme un filtre passe-bande, de telle sorte
qu’une seule ope´ration est ne´cessaire pour le pre´-traitement
des donne´es avant le processus d’identification a` savoir la
dimension de la base des polynoˆmes Tchebychev. L’identi-
fication expe´rimentale en boucle ferme´e d’un robot a` 2 axes
avec cette me´thode est effectue´ dans une dernie`re partie.
Les re´sultats obtenus ont e´te´ compare´s a` une technique uti-
lise´e classiquement en robotique et montrent des re´sultats
identiques.
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