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Abstract
As shown in [15], under some structural assumptions, working on con-
gested traffic problems in general and increasingly dense networks leads,
at the limit by Γ-convergence, to continuous minimization problems posed
on measures on generalized curves. Here, we show the equivalence with
another problem that is the variational formulation of an anisotropic,
degenerate and elliptic PDE. For particular cases, we prove a Sobolev
regularity result for the minimizers of the minimization problem despite
the strong degeneracy and anisotropy of the Euler-Lagrange equation of
the dual. We extend the analysis of [6] to the general case. Finally, we
use the method presented in [5] to make numerical simulations.
Keywords: traffic congestion, Wardrop equilibrium, generalized curves,
anisotropic and degenerate PDEs, augmented Lagrangian.
1 Introduction
Researchers in the field of modeling traffic have developed the concept of
congestion in networks since the early 50’s and the introduction of the
notion of Wardrop equilibrium (see [22]). Its important popularity is due
to some applications to road traffic and communication networks. We will
describe the general congested network model built in [15] in the following
subsection.
1.1 Presentation of the general discrete model
Given d ∈ N, d ≥ 2 and Ω a bounded domain of Rd with a Lipschitz
boundary and ε > 0, we take a sequence of finite oriented networks Ωε =
(Nε, Eε) whose characteristic length is ε, where Nε is the set of nodes
in Ωε and E
ε the set of pairs (x, e) with x ∈ Nε and e ∈ Rd such that
the segment [x, x + e] is included in Ω. We will simply identify arcs to
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pairs (x, e). We assume |Eε| = max{|e|, there exists x such that (x, e) ∈
Eε} = ε. .
Masses and congestion: Let us denote the traffic flow on the arc
(x, e) by mε(x, e). There is a function gε : Eε × R+ → R+ such that for
each (x, e) ∈ Eε and m ≥ 0, gε(x, e,m) represents the traveling time of
arc (x, e) when the mass on (x, e) is m. The function gε is positive and
increasing in its last variable. This describes the congestion effect. We
will denote the collection of all arc-masses mε(x, e) by mε.
Marginals: There is a distribution of sources fε− =
∑
x∈Nε f
ε
−(x)δx
and sinks fε+ =
∑
x∈Nε f
ε
+(x)δx which are discrete measures with same
total mass on the set of nodes Nε (that we can assume to be 1 as a
normalization) ∑
x∈Nε
fε−(x) =
∑
y∈Nε
fε+(y) = 1.
The numbers fε−(x) and f
ε
+(x) are nonnegative for every x ∈ Nε.
Paths and equilibria: A path is a finite set of successive arcs (x, e) ∈
Eε on the network. Cε is the finite set of loop-free paths on Ωε and may
be partitioned as
Cε =
⋃
(x,y)∈Nε×Nε
Cεx,y =
⋃
x∈Nε
Cεx,· =
⋃
y∈Nε
Cε·,y,
where Cεx,· (respectively C
ε
·,y) is the set of loop-free paths starting at the
origin x (respectively stopping at the terminal point y) and Cεx,y is the
intersection of Cεx,· and C
ε
·,y. Then the travel time of a path γ ∈ Cε is
given by:
τεmε(γ) =
∑
(x,e)⊂γ
gε(x, e,mε(x, e)).
The mass commuting on the path γ ∈ Cε will be denoted wε(γ). The
collection of all path-masses wε(γ) will be denoted wε. We may define
an equilibrium that satisfies optimality requirements compatible with the
distribution of sources and sinks and such that all paths used minimize
the traveling time between their extremities, taking into account the con-
gestion effects. In other words, we have to impose mass conservation
conditions that relate arc-masses, path-masses and the data fε− and f
ε
+:
fε−(x) :=
∑
γ∈Cεx,·
wε(γ), fε+(y) :=
∑
γ∈Cε·,y
wε(γ), ∀(x, y) ∈ Nε ×Nε (1)
and
mε(x, e) =
∑
γ∈Cε:(x,e)⊂γ
wε(γ), ∀(x, e) ∈ Eε. (2)
We define T εgε to be the minimal length functional, that is:
T εgε(x, y) := min
γ∈Cεx,y
∑
(x,e)⊂γ
gε(x, e,mε(x, e).
Let Π(fε−, f
ε
+) be the set of discrete transport plans between f
ε
− and f
ε
+,
that is, the set of collection of nonnegative elements (ϕε(x, y))(x,y)∈Nε2
such that∑
y∈Nε
ϕε(x, y) = fε−(x) and
∑
x∈Nε
ϕε(x, y) = fε+(x), for every (x, y) ∈ Nε×Nε.
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This results in the concept of Wardrop equilibrium that is defined precisely
as follows:
Definition 1.1. A Wardrop equilibrium is a configuration of nonnegative
arc-masses mε : (x, e)→ (mε(x, e)) and of nonnegative path-masses wε :
γ → wε(γ), that satisfy the mass conservation conditions (1) and (2) and
such that:
1. For every (x, y) ∈ Nε ×Nε and every γ ∈ Cεx,y, if wε(γ) > 0 then
τεmε(γ) = min
γ′∈Cεx,y
τεmε(γ
′), (3)
2. if we define Πε(x, y) =
∑
γ∈Cεx,y w
ε(γ) then Πε is a minimizer of
inf
ϕε∈Π(fε−,fε+)
ϕε(x, y)T εgε(x, y). (4)
Condition (3) means that users behave rationally and always use short-
est paths, taking in consideration congestion, that is, travel times increase
with the flow. In [1, 15], the main discrete model studied is short-term,
that is, the transport plan is prescribed. Here we work with a long-term
variant as in [6, 7]. It means that we have fixed only the marginals (that
are fε− and f
ε
+). So the transport plan now is an unknown and must be
determined by some additional optimality condition that is (4). Condi-
tion (4) requires that there is an optimal transport plan between the fixed
marginals for the transport cost induced by the congested metric. So we
also have an optimal transportation problem.
1.2 Assumptions and preliminary results
A few years after the work of Wardrop, Beckmann, McGuire and Winsten
[2] observed that Wardrop equilibria coincide with the minimizers of a
convex optimization problem:
Theorem 1.1. A flow configuration (wε,mε) is a Wardrop equilibrium
if and only if it minimizes∑
(x,e)∈Eε
Gε(x, e,mε(x, e)) where Gε(x, e,m) :=
∫ m
0
gε(x, e, α)dα (5)
subject to nonnegativity constraints and the mass conservation conditions
(1)-(2).
The problem (5) is interesting since it easily implies existence results
and numerical schemes. However, it requires knowing the whole path flow
configuration wε so that it may quickly be untractable for dense networks.
However a similar issue was recently studied in [15]. Under structural
assumptions, it is shown that we may pass to a continuous limit which
will simplify the structure. Here, we will not see all these hypothesis, only
the main ones. So we refer to [15] for more details.
Assumption 1. The discrete measures (ε
d
2
−1fε−)ε>0 and (ε
d
2
−1fε−)ε>0
weakly star converge to some probability measures f− and f+ on Ω :
lim
ε→0+
εd/2−1
∑
x∈Nε
(ϕ(x)fε−(x)+ψ(x)f
ε
+(x)) =
∫
Ω
ϕdf−+
∫
Ω
ψdf+, ∀(ϕ,ψ) ∈ C(Ω)2.
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Assumption 2. There exists N ∈ N, {vk}k=1,...,N ∈ C1(Rd, Sd−1)N and
{ck}k=1,...,N ∈ C1(Ω,R∗+)N such that Eε weakly converges in the sense
that
lim
ε→0+
∑
(x,e)∈Eε
|e|dϕ
(
x,
e
|e|
)
=
∫
Ω×Sd−1
ϕ(x, v)θ(dx, dv), ∀ϕ ∈ C(Ω×Sd−1),
where θ ∈M+(Ω× Sd−1) and θ is of the form
θ(dx, dv) =
N∑
k=1
ck(x)δvk(x)dx.
Moreover, there exists a constant C > 0 such that for every (x, z, ξ) ∈
Rd × Sd−1 × RN+ , there exists Z¯ ∈ RN+ such that |Z¯| ≤ C and
Z¯ · ξ = min
{
Z · ξ;Z = (z1, . . . , zN ) ∈ RN+ and
N∑
k=1
zkvk(x) = z
}
. (6)
The ck’s are the volume coefficients and the vk’s are the directions in
the network. The next assumption focuses on the congestion functions gε.
Assumption 3. gε is of the form
gε(x, e,m) = |e|d/2g
(
x,
e
|e| ,
m
|e|d/2
)
, ∀ε > 0, (x, e) ∈ Eε,m ≥ 0 (7)
where g : Ω× Sd−1×R+ 7→ R is a given continuous, nonnegative function
that is increasing in its last variable.
We then have
Gε(x, e,m) = |e|dG
(
x,
e
|e| ,
m
|e|d/2
)
where G(x, v,m) :=
∫ m
0
g(x, v, α)dα.
We also add assumptions on G:
Assumption 4. There exists a closed neighborhood U of Ω such that
for k = 1, . . . , N , vk may be extended on U in a function C
1 (still de-
noted vk). Moreover, each function (x,m) ∈ U × R+ 7→ G(x, vk(x),m) is
Carathe´odory, convex nondecreasing in its second argument with G(x, vk(x), 0) =
0 a.e. x ∈ U and there exists 1 < q < d/(d − 1) and two constants
0 < λ ≤ Λ such that for every (x,m) ∈ U × R+ one has
λ(mq − 1) ≤ G(x, v,m) ≤ Λ(mq + 1). (8)
The q-growth is natural since we want to work in Lq in the continuous
limit. The condition on q has a technical reason. It means that the con-
jugate exponent p of q is > d, which allows us to use Morrey’s inequality
in the proof of the convergence ([15]). The extension on U will serve to
use regularization by convolution and Moser’s flow argument. Examples
of models that satisfy these assumptions are regular decompositions. In
two-dimensional networks, there exists three different regular decomposi-
tions: cartesian, triangular and hexagonal. In these models, the length
of an arc in Eε is ε. The ck’s and vk’s are constant. In the cartesian
4
case, N = 4, (v1, v2, v3, v4) := ((1, 0), (0, 1), (−1, 0), (0,−1)) and ck = 1
for k = 1, . . . , 4. For more details, see [15].
Now, before presenting the continuous limit problem, let us set some
notations.
Let us write the set of generalized curves
L = {(γ, ρ) : γ ∈W 1,∞([0, 1],Ω), ρ ∈ Pγ ∩ L1([0, 1])N},
where
Pγ =
{
ρ : t ∈ [0, 1]→ ρ(t) ∈ RN+ and γ˙(t) =
N∑
k=1
vk(γ(t)) ρk(t) a.e.
}
.
We can notice that Pγ is never empty thanks to Assumption 2. Let us
denote Q ∈ Q(f−, f+) the set of Borel probability measures Q on L such
that the mass conservation constraints are satisfied
Q(f−, f+) := {Q ∈M1+(L) : e0#Q = f−, e1#Q = f+}
where et(γ, ρ) = γ(t), t ∈ [0, 1], (γ, ρ) ∈ L. For k = 1, . . . , N let us then
define the nonnegative measures on Ω× Sd−1, mQk by∫
Ω×Sd−1
ϕ(x, v)dmQk (x, v) =
∫
L
(∫ 1
0
ϕ(γ(t), vk(γ(t)))ρk(t)dt
)
dQ(γ, ρ),
(9)
for every ϕ ∈ C(Ω × Sd−1,R). Then write simply mQ = ∑Nk=1 mQk , non-
negative measure on Ω× Sd−1. Finally assume that
Qq(f−, f+) := {Q ∈ Q(f−, f+) : mQ ∈ Lq(θ)} 6= ∅.
It is true when for instance, f+ and f− are in Lq(Ω) and Ω is convex.
Indeed, first for Q ∈ M1+(W 1,∞([0, 1],Ω)), let us define iQ ∈ M+(Ω) as
follows∫
Ω
ϕ diQ =
∫
W1,∞([0,1],Ω)
(∫ 1
0
ϕ(γ(t))|γ˙(t)|dt
)
dQ(γ) for ϕ ∈ C(Ω,R).
It follows from the regularity results of [10, 21] that there exists Q ∈
M1+(W 1,∞([0, 1],Ω)) such that e0#Q = f−, e1#Q = f+ and iQ ∈ Lq.
For each curve γ, let ργ ∈ Pγ such that ∑k ργk(t) ≤ C|γ˙(t)| (we have
the existence due to Assumption 2). Then we set Q˜ = (id, ρ·)#Q. We
have Q˜ ∈ Qq(f−, f+) so that we have proved the existence of such kind of
measures.
Then Wardrop equilibria at scale ε converge as ε→ 0+ to solutions of
the following problem
inf
Q∈Qq(f−,f+)
∫
Ω×Sd−1
G(x, v,mQ(x, v))θ(dx, dv) (10)
(see [15]). Nevertheless this problem (10) is posed over probability mea-
sures on generalized curves and it is not obvious at all that it is simpler to
solve than the discrete problem (5). So in the present paper, we want to
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show that problem (10) is equivalent to another problem that will roughly
amount to solve an elliptic PDE. This problem is
inf
σ∈Lq(Ω,Rd)
inf
%∈Pσ
{∫
Ω×Sd−1
G(x, v, %(x, v)) θ(dx, dv); −div σ = f
}
, (11)
where
Pσ =
{
% : Ω× Sd−1 → R+; ∀x ∈ Ω, σ(x) =
N∑
k=1
vk(x)%(x, vk(x))
}
,
f = f+ − f− and the equation −div(σ) = f is defined by duality:∫
Ω
∇u · σ =
∫
Ω
u df, for all u ∈ C1(Ω),
so the homogeneous Neumann boundary condition σ · νΩ = 0 is satisfied
on ∂Ω in the weak sense. For the sake of clarity, let us define
G(x, σ) := inf
%∈Pσx
N∑
k=1
ck(x)G(x, vk(x), %k) := inf
%∈Pσx
G(x, %)
where
Pσx =
{
% ∈ RN+ ; σ =
N∑
k=1
vk(x)%k
}
and G(x, %) :=
N∑
k=1
ck(x)G(x, vk(x), %k),
for x ∈ Ω, σ ∈ Rd. We recall that the ck’s are the volume coefficients
in θ. G is convex in the second variable (since G is convex in its last
variable).The minimization problem (11) can then be rewritten as
inf
σ∈Lq(Ω,Rd)
{∫
Ω
G(x, σ(x)) dx; −div σ = f
}
. (12)
This problem (12) looks like the ones introduced by Beckmann [3]
for the design of an efficient commodity transport program. The dual
problem of (12) takes the form
sup
u∈W1,p(Ω)
{∫
Ω
u df −
∫
Ω
G∗(x,∇u(x)) dx
}
, (13)
where p is the conjugate exponent of q and G∗ is the Legendre transform
of G(x, ·). In order to solve (12), we can first solve the Euler-Lagrange
equation of its dual formulation and then use the primal-dual optimality
conditions. Nevertheless, in our typical congestion models, the functions
G(x, v, ·) have a positive derivative at zero (that is g(x, v, 0)). Indeed,
going at infinite speed - or teleportation - is not possible even when there
is no congestion. So we have a singularity in the integrand in (12). Then
G∗ and the Euler-Lagrange equation of (13) are extremely degenerate.
Moreover, the prototypical equation of [7] is the following
−div
(
(|∇u| − 1)p−1+
∇u
|∇u|
)
= f.
6
Here, for well chosen g, we obtain anisotropic equation of the form
−
N∑
k=1
d∑
l=1
∂l
[
bk(x)vkl(x)(∇u · vk(x)− δkck(x))p−1+
]
= f.
where vk(x) = (vk1(x), . . . , vkd(x)) for k = 1, . . . , N and x ∈ Ω. In the
cartesian case, we can separate the variables in the sum but in the hexag-
onal one (d = 2), it is impossible. The previous equation degenerates in
an unbounded set of values of the gradient and its study is delicate, even
if all the δk’s are zero. It is more complicated than the one in [6]. Indeed,
the studied model in [6] is the cartesian one and the prototypical equation
is
−
2∑
k=1
∂k
(
(|∂ku| − δk)p−1+
∂ku
|∂ku|
)
= f.
The plan of the paper is as follows. In Section 2, we formulate some
relationship between (10) and (12). Section 3 is devoted to optimality
conditions for (12) in terms of solutions of (13). We also present the
kind of PDEs that represent realistic anisotropic models of congestion. In
Section 4, we give some regularity results in the particular case where the
ck’s and the vk’s are constant. Finally, in Section 5, we describe numerical
schemes that allow us to approximate the solutions of the PDEs.
2 Equivalence with Beckmann problem
Let us study the relationship between problems (10) and (11). We still
assume that all specified hypothesis in Section 1 are satisfied. Let us
notice that thanks to Assumption 2, for every σ ∈ Lq(Ω,Rd), there exists
%ˆ ∈ Pσ such that %ˆ ∈ Lq(θ) and %ˆ minimizes the following problem :
inf
%∈Pσ
{∫
Ω×Sd−1
G(x, v, %(x, v)) θ(dx, dv)
}
.
For % ∈ Pσ, define %¯ : Ω → RN+ where %¯k(x) = %(x, vk(x)), for every
x ∈ Ω, k = 1, . . . , N. Now, we only consider %¯ that we simply write % (by
abuse of notations).
Theorem 2.1. Under all previous assumptions, we have
inf (10) = inf (12).
Proof. We adapt the proof in [6]. We will show the two inequalities.
Step 1: inf (10) ≥ inf (12).
Let Q ∈ Qq(f+, f−). We build σQ ∈ Lq(Ω,Rd) that will allow us to
obtain the desired inequality, we define it as follows :∫
Ω
ϕ dσQ =
∫
L
∫ 1
0
ϕ(γ(t)) · γ˙(t)dt dQ(γ, ρ), ∀ϕ ∈ C(Ω,Rd). (14)
In particular, we have that −div σQ = f since Q ∈ Q(f−, f+). We now
justify that
σQ(x) =
∫
Sd−1
vmQ(x, v) dv =
N∑
k=1
vk(x)m
Q(x, vk(x)) a.e. x ∈ Ω.
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Recall that for every ξ ∈ C(Ω× Sd−1,R),∫
Ω×Sd−1
ξdmQ =
∫
L
∫ 1
0
(
N∑
k=1
ξ(γ(t), vk(γ(t)))ρk(t)
)
dt dQ(γ, ρ).
By taking ξ of the form ξ(x, v) = ϕ(x) · v with ϕ ∈ C(Ω,Rd), we get∫
Ω×Sd−1
ϕ(x) · v dmQ(x, v) =
∫
L
∫ 1
0
(
N∑
k=1
ρk(t)ϕ(γ(t)) · vk(γ(t))
)
dt dQ(γ, ρ)
=
∫
Ω
ϕ dσQ.
Moreover, since mQ ≥ 0, we obtain that mQ ∈ PσQ (and so that σQ ∈ Lq)
and the desired inequality follows.
Step 2: inf (10) ≤ inf (12).
Now prove the other inequality. We will use Moser’s flow method (see
[7, 9, 19]) and a classical regularization argument. Fix δ > 0. Let σ ∈
Lq(Ω,Rd) and % ∈ Pσ ∩ Lq(Ω,RN ) such that∫
Ω×Sd−1
G(x, v, %(x, v)) θ(dx, dv) ≤ inf (12) + δ
with −div σ = f . We extend them outside Ω by 0. Let then η ∈ C∞c (Rd)
be a positive function, supported in the unit ball B1 and such that
∫
Rd η =
1. For ε 1 so that Ωε := Ω + εB1 b U , we define ηε(x) := ε−dη(ε−1x),
σε := ηε ? σ and %εk(x) := η
ε ? %k(x) for k = 1, . . . , N . By construction,
we thus have that σε ∈ C∞(Ωε) and
− div (σε) = fε+ − fε− in Ωε and σε = 0 on ∂Ωε,
where fε± = η
ε ? (f±1Ω) + ε. But the problem is that we do not have
%ε ∈ Pσε . We shall build a sequence (P ε) in Pσε that converges to ρ in
Lq(U,RN ). Notice that
σε(x) =
N∑
k=1
∫
ηε(y)%k(x− y)vk(x− y) dy
=
N∑
k=1
%εk(x)vk(x) +
N∑
k=1
∫
ηε(y)%k(x− y)(vk(x− y)− vk(x)) dy
There exists pεk ∈ Lq(Ωε) such that for every k = 1, . . . , N, pεk ≥ 0, pεk → 0
and for x ∈ Ωε, we have
Iε(x) =
N∑
k=1
∫
ηε(y)%k(x− y)(vk(x− y)− vk(x)) dy =
N∑
k=1
pεk(x)vk(x).
Such a family exists since Iε ∈ Lq and Iε → 0 (by using the fact that the
vk’s are in C
1(U)) and we can estimate pεk with I
ε due to Assumption 2.
Then if we set P ε = %ε + pε, we have P ε ∈ Pσε and P ε → % in Lq.
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Define gε(t, x) := (1− t)fε−(x) + tfε+(x) ∀t ∈ [0, 1], x ∈ Ωε, let then Xε
be the flow of the vector field vε := σε/gε, that is,{
X˙εt (x) = v
ε(t,Xεt (x))
Xε0(x) = x, (t, x) ∈ [0, 1]× Ωε.
We have ∂tg
ε + div (gεvε) = 0. Since vε is smooth and the initial data
is gε(0, ·) = fε−, we have Xεt #fε− = gε(t, ·). Let us define the set of
generalized curves
Lε = {(γ, ρ) : γ ∈W 1,∞([0, 1],Ωε), ρ ∈ Pγ ∩ L1([0, 1])N}.
Let us consider the following measure Qε on Lε
Qε =
∫
Ωε
δ(Xε· (x),Pε(Xε· (x))/gε(·,Xε· (x)))df
ε
−(x).
We then have et#Q
ε = Xεt #f
ε
− = g
ε(t, ·) for t ∈ [0, 1]. We define σQε
and mQ
ε
k as in (14) and (9) respectively, by using test-functions defined
on Ωε. We then have σ
Qε = σε. Indeed, for ϕ ∈ C(Ωε,Rd), we have∫
Ωε
ϕ dσQ
ε
=
∫
Ωε
∫ 1
0
ϕ(Xεt (x)) · vε(t,Xεt (x))fε−(x) dt dx
=
∫ 1
0
∫
Ωε
ϕ(x) · vε(t, x)gε(t, x) dx dt
=
∫
Ωε
ϕ dσε
which gives the equality. We used the definition of Qε, the fact that
Xεt #f
ε
− = g
ε(t, ·) and that vεgε = σε and Fubini’s theorem. In the same
way, we have mQ
ε ∈ Pσε . To prove it, we take the same arguments as in
the end of Step 1 and in the previous calculation. For ϕ ∈ C(Ωε,Rd), we
have∫
Ωε×Sd−1
ϕ(x) · v mQε(dx, dv)
=
∫ 1
0
(∫
Ωε
N∑
k=1
ϕ(Xεt (x)) · vk(Xεt (x)) P
ε
k (X
ε
t (x))
gε(t,Xεt (x))
fε−(x)dx
)
dt
=
∫ 1
0
(∫
Ωε
ϕ(Xεt (x)) · σ
ε(Xεt (x))
gε(t,Xεt (x))
fε−(x)dx
)
dt
=
∫ 1
0
(∫
Ωε
ϕ(x) · σε(x)dx
)
dt
=
∫
Ωε
ϕ dσε.
Moreover, more precisely, we have mQ
ε
k (dx, dv) = δvk(x)P
ε
k (x)dx. Then
we conclude as in [6]. First for any Lipschitz curve ϕ, let us denote by ϕ˜ its
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constant speed reparameterization, that is, for t ∈ [0, 1], ϕ˜(t) = ϕ(s−1(t)),
where
s(t) =
1
l(ϕ)
∫ t
0
|ϕ˙(u)|du with l(ϕ) =
∫ 1
0
|ϕ˙(u)|du.
For (ϕ, ρ) ∈ L, let ρ˜ be the reparameterization of ρ i.e.
ρ˜k(t) :=
l(σ)
|σ˙(s−1(t))|ρk(s
−1(t)), ∀t ∈ [0, 1], k = 1, . . . , N.
Let us denote by Q˜ the push forward ofQ through the map (ϕ, ρ) 7→ (ϕ˜, ρ˜).
We have mQ˜k = m
Q
k and σ
Q˜ = σQ. Then arguing as in [15], the Lq
bound on mQ
ε
yields the tightness of the family of Borel measures Q˜ε on
C([0, 1],Rd)× L1([0, 1])N . So Qε ?-weakly converges to some measure Q
(up to a subsequence). Let us remark that Q˜ε has its total mass equal to
that of fε+, that is, 1+ε|Ωε|. Thus one can show thatQ(L) = 1) (due to the
fact that Q(L) = limε→0+ Q(Lε) = 1). Moreover, we have Q ∈ Q(f−, f+)
thanks to the ?-weak convergence of Q˜ε to Q. Recalling the fact that
P εk = m
Qε(·, vk(·)) strongly converges in Lq to %k (% ∈ Pσ) and due to
the same semicontinuity argument as in [8, 15], we have mQ(·, vk(·)) ≤ %k
in the sense of measures. Then mQ(·, vk(·)) ∈ Lq so that Q ∈ Qq(f−, f+).
It follows from the monotonicity of G(x, v, ·) that :∫
Ω×Sd−1
G(x, v,mQ(x, v)) θ(dx, dv) ≤
∫
Ω×Sd−1
G(x, v, %(x, v)) θ(dx, dv)
≤ inf (12) + δ.
Letting δ → 0+, we have the desired result.
In fact, we showed in the previous proof a stronger result. We proved
the following equivalence
Q solves (10)⇐⇒ σQ solves (11)
and moreover,
(mQ(·, vk(·)))k=1,...,N ∈ Pσ
Q
is optimal for (10). We also built a minimizing sequence for (10) from a
regularization of a solution σ of (11) by using Moser’s flow argument.
3 Characterization of minimizers via anisotropic
elliptic PDEs
Here, we study the primal problem (12) and its dual problem (13). Re-
calling that f = f+ − f− has zero mean, we can reduce the problem (13)
only to zero-mean W 1,p(Ω) functions. Since for (x, v) ∈ Ω × Sd−1 and
k = 1, . . . , N , G(x, v, ·) has a positive derivative at zero, G is strictly
convex in its last variable then so is G(x, ·) for x ∈ Ω. Thus G∗ is C1.
However G is not differentiable so that G∗(x, ·) is degenerate. By stan-
dard convex duality (Fenchel-Rockafellar’s theorem, see [12] for instance),
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we have that min (12) = max (13) and we can characterize the optimal
solution σ of (12) (unique, by strict convexity) as follows
σ(x) = ∇G∗(x,∇u(x)),
where u is a solution of (13). In other terms, u is a weak solution of the
Euler-Lagrange equation{
− div (∇G∗(x,∇u(x))) = f in Ω,
∇G∗(x,∇u(x)) · νΩ = 0 on ∂Ω,
in the sense that∫
Ω
∇G∗(x,∇u(x)) · ∇ϕ(x) dx =
∫
Ω
ϕ(x) df(x), ∀ϕ ∈W 1,p(Ω).
Let us remark that if u is not unique, σ is.
A typical example is g(x, vk(x),m) = gk(x,m) = ak(x)m
q−1 + δk with
δk > 0 and the weights ak are regular and positive. We can explicitly
compute G∗(x, z). Let us notice that for every x ∈ Ω, z ∈ Rd, we have :
G∗(x, z) = sup
σ∈Rd
(z · σ − G(x, σ)) = sup
σ∈Rd
(z · σ − inf
%∈Pσx
G(x, %))
= sup
σ,%
(z · σ −G(x, %)) = sup
%∈RN+
{
N∑
k=1
(z · vk(x))%k −G(x, %)
}
.
A direct calculus then gives
G∗(x, z) =
N∑
k=1
bk(x)
p
(z · vk(x)− δkck(x))p+,
where bk = (akck)
− 1
q−1 . The PDE then becomes
−
N∑
k=1
d∑
l=1
∂l
[
bk(x)vkl(x)(∇u · vk(x)− δkck(x))p−1+
]
= f, (15)
where vk(x) = (vk1(x), . . . , vkd(x)).
For k = 1, . . . , N , G∗k(x, z) = bk(x)p (z ·vk(x)−δk)p+ vanishes if z ·vk(x) ∈
]−∞, δkck(x)] so that any u whose the gradient satisfies ∇u(x) · vk(x) ∈
] − ∞, δkck(x)], ∀x ∈ Ω, k = 1, . . . , N is a solution of the previous PDE
with f = 0. In consequence, we cannot hope to obtain estimates on
the second derivatives of u or even oscillation estimates on ∇u from (15).
Nevertheless we will see that we have some regularity results on the vector
field σ = (σ1, . . . , σd) that solves (12) in the case where the directions and
the volume coefficients are constant, that is,
σ(x) =
N∑
k=1
[
bk(x)(∇u(x) · vk − δkck)p−1+
]
vk,
for every x ∈ Ω.
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4 Regularity when the vk’s and ck’s are
constant
Our aim here is to get some regularity results in the case where the vk’s
and the ck’s are constant. We will strongly base on [6] to prove this
regularity result. Let us consider the model equation
−
N∑
k=1
div
(
(∇u(x) · vk − δkck)p−1+ vk
)
= f, (16)
where vk ∈ Sd−1, ck > 0 and bk ≡ 1 for k = 1, . . . , N . Define for z ∈ Rd
F (z) =
N∑
k=1
Fk(z), with Fk(z) = (z · vk − δkck)p−1+ vk (17)
and
H(z) =
N∑
k=1
Hk(z), with Hk(z) = (z · vk − δkck)
p
2
+vk. (18)
Here we assume only p ≥ 2. We have the following lemma that establishes
some connections between F and H.
Lemma 4.1. Let F and G be defined as above with p ≥ 2, then for every
(z, w) ∈ Rd × Rd, the following inequalities are true for k = 1, . . . , N
|Fk(z)| ≤ |z|p−1, (19)
|Fk(z)− Fk(w)| ≤ (p− 1)
(
|Hk(z)|
p−2
p + |Hk(z)|
p−2
p
)
|Hk(z)−Hk(w)|,
(20)
and
(Fk(z)− Fk(w)) · (z − w) ≥ 4
p2
|Hk(z)−Hk(w)|2. (21)
Proof. The first one is trivial. For the second one, from [17] one has the
general result: for all (a, b) ∈ Rd × Rd, the following inequality holds∣∣|a|p−2a− |b|p−2b∣∣ ≤ (p− 1)(|a| p−22 + |b| p−22 ) ∣∣∣|a| p−22 a− |b| p−22 b∣∣∣ . (22)
Choosing a = (z · vk − δkck)+vk and b = (w · vk − δkck)+vk in (22), we
then obtain (20).
Let us now prove the third inequality. It is trivial if both z · vk and
w · vk are less than δkck. If z · vk > δkck and w · vk ≤ δkck, we have
(Fk(z)−Fk(w))·(z−w) = (z·vk−δkck)p−1+ (z·vk−w·vk) ≥ (z·vk−δkck)p+ = |Hk(z)|2.
For the case z ·vk > δkck and w ·vk > δkck, we use the following inequality
(again [17])
(|a|p−2a− |b|p−2b) · (a− b) ≥ 4
p2
(
|a| p−22 a− |b| p−22 b
)2
.
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Again taking a = (z · vk − δkck)+vk and b = (w · vk − δkck)+vk, we have
that
4
p2
|Hk(z)−Hk(w)|2
≤ (|Fk(z)| − |Fk(w)|)vk · ((z · vk − δkck)+ − (w · vk − δkck)+)vk
= (|Fk(z)| − |Fk(w)|)(z − w) · vk,
which gives (21).
Let us fix f ∈W 1,qloc (Ω) where q is the conjugate exponent of p and let
us consider the equation
− divF (∇u) = f. (23)
Thanks to Nirenberg’s method of incremental ratios, we then have the
following result that is strongly inspired of Theorem 4.1 in [6]:
Theorem 4.1. Let u ∈ W 1,ploc (Ω) be a local weak solution of (23). Then
H := H(∇u) ∈ W 1,2loc (Ω). More precisely, for every k = 1, . . . , N,Hk :=
Hk(∇u) ∈W 1,2loc (Ω).
Proof. For the sake of clarity, write F := F (∇u) and similarly, Fk,Hk
(note that Fk ∈ Lqloc(Ω) and Hk ∈ L2loc(Ω) due to (19)-(20). Let us define
the translate of the function ϕ by the vector h by τhϕ := ϕ(· + h). Let
ϕ ∈ W 1,q(Ω) be compactly supported in Ω and h ∈ Rd\{0} be such that
|h| < dist(supp(ϕ),Rd\{0}), we then have∫
Ω
τhF − F
|h| · ∇ϕdx =
∫
Ω
τhf − f
|h| · ϕdx. (24)
Let ω b ω0 b Ω and ξ ∈ C∞c (Ω) such that supp(ξ) ⊂ ω0, 0 ≤ ξ ≤ 1
and ξ = 1 on ω and h ∈ Rd\{0} such that |h| ≤ r0 < 12 dist(ω0,Rd\Ω).
In what follows, we denote by C a nonnegative constant that does not
depend on h but may change from one line to another. We then introduce
the test function
ϕ = ξ2|h|−1(τhu− u),
in (24). Let us fix ω′ := ω0 + B(0, r0). It follows from u ∈ W 1,ploc (Ω), f ∈
W 1,qloc (Ω) and the Ho¨lder inequality that
|h|−2
∫
Ω
(τhF−F)·
(
ξ2(τh∇u−∇u) + 2ξ∇ξ(τhu− u)
) ≤ ‖∇f‖Lq(ω′)‖∇u‖Lp(ω′).
The left-hand side of the previous inequality is the sum of 2N terms
I11 + I12 + . . .+ IN1 + IN2 where for every k = 1, . . . , N ,
Ik1 := |h|−2
∫
Ω
ξ2(Fk(τh∇u)− Fk(∇u) · (τh∇u−∇u),
and
Ik2 := |h|−2
∫
Ω
ξ2(Fk(τh∇u)− Fk(∇u) · ∇ξξ(τhu− u).
Let k = 1, . . . , N fixed. We will find estimations on Ik1 and Ik2. Due to
(20), Ik1 satisfies:
Ik1 ≥ 4
p2
‖ξ|h|−1(τhHk −Hk)‖2L2 .
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For Ik2, if p > 2, it follows from (21) and the Ho¨lder inequality with
exponents 2, p and 2p/(p− 2) that
|Ik2| ≤ |h|−2
∫
Ω
|ξ∇ξ||τhu− u||τhHk −Hk|
(
|τhHk|
p−2
p + |Hk|
p−2
p
)
≤ C‖|h|−1(τhu− u)‖Lp(ω0)‖ξ|h|−1(τhHk −Hk)‖L2
(∫
ω0
|Hk|2 + |τhHk|2
) p−2
2p
≤ C‖ξ|h|−1(τhHk −Hk)‖L2 ,
and if p = 2, we simply use Cauchy-Schwarz inequality and we get :
|Ik2| ≤ C‖ξ|h|−1(τhHk −Hk)‖L2 .
Bringing together all estimates, we then obtain
N∑
k=1
∥∥∥∥ξ τhHk −Hkh
∥∥∥∥2
L2
≤ C
(
1 +
N∑
k=1
∥∥∥∥ξ τhHk −Hkh
∥∥∥∥
L2
)
.
and we finally get
N∑
k=1
∥∥∥∥τhHk −Hkh
∥∥∥∥2
L2(ω)
≤ C,
for some constant C that depends on p, ‖f‖W1,q , ‖u‖W1,p and the distance
between ω and ∂Ω, but not on h. We have the desired result, that is,
Hk ∈W 1,2loc (Ω), for k = 1, . . . , N , and so H also.
If we consider the variational problem of Beckmann type
inf
σ∈Lq(Ω)
{∫
Ω
inf
%∈Pσx
N∑
k=1
ck
(
1
q
%qk + δk%k
)
: −div σ = f
}
, (25)
we then have the following Sobolev regularity result for the unique mini-
mizer that generalizes Corollary 4.3 in [6].
Corollary 4.1. The solution σ of (25) is in the Sobolev space W 1,rloc (Ω),
where
r =

2 if p = 2,
any value < 2, if p > 2 and d = 2,
dp
dp− (d+ p) + 2 , if p > 2 and d > 2.
Proof. By duality, we know the relation between σ and any solution of
the dual problem u
σ =
N∑
k=1
(∇u · vk − δkck)p−1+ vk.
Since u ∈W 1,q(Ω) is a weak solution of the Euler-Lagrange equation (16),
using Theorem 4.1 and Lemma 4.1, we have that the vector fields
Hk(x) = (∇u(x) · vk − δkck)
p
2
+vk, k = 1, . . . , N,
14
are in W 1,2loc (Ω). We then notice that σ =
∑N
k=1 σk with
σk = |Hk|
p−2
p Hk, k = 1, . . . , N.
The first case is trivial: we simply have σk = Hk ∈W 1,2loc (Ω). For the other
cases, we use the Sobolev theorem. If p > 2 and d > 2 then Hk ∈ L2∗loc(Ω)
with
1
2∗
=
1
2
− 1
N
.
Applying (20) with z = τh∇u and w = ∇u, we have∣∣∣∣τhσk − σk|h|
∣∣∣∣ ≤ (p− 1)(|τhHk| p−2p + |Hk| p−2p ) ∣∣∣∣τhHk −Hk|h|
∣∣∣∣ .
Since |Hk|
p−2
p ∈ L
2∗p
p−2
loc (Ω), we have that the right-hand side term is in
Lrloc(Ω) with r given by
1
r
=
p− 2
2∗p
+
1
2
.
We can then control this integral∫ ∣∣∣∣τhσk − σk|h|
∣∣∣∣r dx.
For the case p > 2 and d = 2, it follows from the same theorem that
Hk ∈ Lsloc(Ω) for every s < +∞ and the same reasoning allows us to
conclude.
This Sobolev regularity result can be extended to equations with weights
such as
−
N∑
k=1
div
(
bk(x)(∇u(x) · vk − δkck)p−1+ vk
)
= f. (26)
An open problem is to investigate if one can generalize this Sobolev
regularity result to the case where the vk’s and ck’s are in C
1(Ω).
5 Numerical simulations
5.1 Description of the algorithm
We numerically approximate by finite elements solutions of the following
minimization problem:
inf
u∈W1,p(Ω)
J(u) := G∗(∇u)− 〈f, u〉 (27)
with G∗(Φ) =
∫
Ω
G∗(x,Φ(x)) dx for Φ ∈ Lp(Ω)d and 〈f, w〉 = ∫
Ω
u df
for w ∈ Lp(Ω). Let us recall that Ω is a bounded domain of Rd with
Lipschitz boundary and f = f+ − f− is in the dual of W 1,p(Ω) with zero
mean
∫
Ω
f = 0. We will use the augmented Lagrangian method described
in [5] (that we will recall later). ALG2 is a particular case of the Douglas-
Rachford splitting method for the sum of two nonlinear operators (see [18]
or more recently [20]). ALG2 was used for transport problems for the first
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time in [4]. Let a regular triangulation of Ω with typical meshsize h, let
Eh ⊂ W 1,p(Ω) be the corresponding finite-dimensional space of P2 finite
elements of order 2 whose generic elements are denoted uh. Moreover, we
approximate the terms f by fh ∈ Eh (again with 〈fh, 1〉 = 0) and G by a
convex function Gh. Let us consider the approximating problem
inf
uh∈Eh
Jh(uh) := G
∗
h(∇uh)− 〈fh, uh〉. (28)
and its dual
sup
σh∈Fdh
{−Gh(σh) : −divh(σh) = fh} (29)
where Fh is the space of P1 finite elements of order 1 and −divh(σh) may
be understood as
〈σh,∇uh〉Fd
h
= −〈divh(σh), uh〉Eh .
Theorem 5.1. If uh solves (28) then up to a subsequence, uh converges
weakly in W 1,p(Ω) to a u that solves (27) as h→ 0.
It is a direct application of a general theorem (see [5] and [14] for similar
results and more details). Using the discretization by finite elements, (27)
becomes
inf
u∈Rn
J(u) := F(u) + G∗(Λu) (30)
where F : Rn → R ∪ {+∞},G : Rm → R ∪ {+∞} are two convex l.s.c.
and proper functions and Λ is an m×n matrix with real entries. Λ is the
discrete analogue of ∇. The dual of (30) then reads as
sup
σ∈Rm
−F∗(−ΛTσ)−G(σ) (31)
We say that a pair (u¯, σ¯) ∈ Rn×Rm satisfies the primal-dual extremal-
ity relations if:
− ΛT σ¯ ∈ ∂F(u¯), σ¯ ∈ ∂G∗(Λu¯). (32)
It means that u¯ solves (30) and that σ¯ solves (31) and moreover, (30)
and (31) have the same value (no duality gap). It is equivalent to find a
saddle-point of the augmented Lagrangian function for r > 0 (see [13, 14]
for example)
Lr(u, q, σ) := F(u)+G
∗(q)+σ·(Λu−q)+ r
2
|Λu−q|2, ∀(u, q, σ) ∈ Rn×Rm×Rm.
(33)
It is the discrete formulation of the corresponding augmented Lagrangian
function
Lr(u, q, σ) :=
∫
Ω
G∗(x, q(x)) dx− 〈u, f〉+ 〈σ,∇u− q〉+ r
2
|∇u(x)− q(x)|2
(34)
and the variational problem of (30) is
inf
u,q
{∫
Ω
G∗(x, q(x)) dx−
∫
Ω
u(x)f(x) dx
}
. (35)
subject to the constraint that ∇u = q.
The augmented Lagrangian algorithm ALG2 involves building a se-
quence (uk, qk, σk) ∈ R×Rd ×Rd from initial data (u0, q0, σ0) as follows:
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1. Minimization problem with respect to u:
uk+1 := argminu∈Rn
{
F(u) + σk · Λu+ r
2
|∇u− qk|2)
}
That is equivalent to solve the variational formulation of Laplace
equation
−r(∇uk+1 − div(qk)) = f + div(σk) in Ω
with the Neumann boundary condition
r
∂uk+1
∂ν
= rqk · ν − σk · ν on ∂Ω.
This is where we use the Galerkin discretization by finite elements.
2. Minimization problem with respect to q:
qk+1 := argminq∈Rd
{
G∗(q)− σk · q + r
2
|∇uk+1 − q|2)
}
3. Using the gradient ascent formula for σ
σk+1 = σk + r(∇uk+1 − qk+1).
Theorem 5.2. Given r > 0. If there exists a solution to the primal-
dual extremality relations (32) and Λ has full column-rank then there
exists an (u¯, σ¯) ∈ Rn × Rm satisfying (32) such that the sequence
(uk, qk, σk) generated by the ALG2-scheme above satisfies
uk → u¯, qk → Λu¯, σk → σ¯ as k → +∞. (36)
We directly apply a general theorem whose proof can be found in [11]
(Theorem 8), following contributions of [13, 14, 18] to the analysis of
splitting methods.
5.2 Numerical schemes and convergence study
We use the software FreeFem++ (see [16]) to implement the numerical
scheme. We take the Lagrangian finite elements and notations used in
Subsection 5.1, P2 FE for uh and P1 FE for (qh, σh). Λuh is the projection
on P1 of the operator Λ, that is, ∇uh. The first step and the third one
are always the same and only the second one varies with our different
test cases. We indicate the numerical convergence of ALG2 iterations by
the ·k superscript and the convergence of finite elements discretization by
the ·h subscript. For our numerical simulations, we work with the space
dimension d = 2 and we choose for Ω a 2D square (x = (x1, x2) ∈ [0, 1]2).
We make tests with different f :
f1− := e
−40∗((x1−0.75)2+(x2−0.25)2 and f1+ := e
−40∗((x1−0.25)2+(x2−0.65)2),
f2− := e
−40∗((x1−0.5)2+(x2−0.15)2) and f2+ := e
−40∗((x1−0.5)2+(x2−0.75)2),
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In the third case, we take f3− a constant density and f
3
+ is the sum of
three concentrated Gaussians
f3+(x1, x2) = e
−400∗((x−0.25)2+(y−0.75)2) + e−400∗((x−0.35)
2+(y−0.15)2)
+ e−400∗((x−0.85)
2+(y−0.7)2).
We also make tests with non-constant ck :
g1(x1, x2) = 3− 2 ∗ e−10∗((x1−0.5)
2+(y2−0.5)2).
As specified above, we use a triangulation of the unit square with
n = 1/h element on each side. We use the following convergence criteria:
1. DIV.Error =
(∫
Ωh
(divσkh + f)
2
)1/2
is the L2 error on the divergence
constraint.
2. BND.Error =
(∫
∂Ωh
(σkh · ν)2
)1/2
is the L2(∂Ωh) error on the Neu-
mann boundary condition.
3. DUAL.Error = maxxj |G(xj , σkh(xj)) + G∗(xj ,∇ukh(xj))−∇ukh(xj) ·
σkh(xj)| where the maximum is with respect to the vertices xj .
The first two criteria represent the optimality conditions for the mini-
mization of the Lagrangian with respect to u and the third one is for
maximization with respect to σ.
We make tests for two models. In the first one, the directions are
the same as in the cartesian model and the volume coefficients are not
necessarily constant. In the second one, the directions are the same than
in the hexagonal one and the volume coefficients are equal to 1 (it is
simpler to compute G(x, σ)). That is, vk = exp(ikpi/3) and δkck = 1 for
k = 1, . . . , 6. We call these models still the cartesian one, the hexagonal
one respectively. The cartesian one is much easier since we can separate
variables. G = G1 + G2 with Gi(x, q) =
bi
p
(|qi| − δici(x))p+ so that the
second step of ALG2 is equivalent to solve the pointwise problem
inf
q
1
p
(|q| − c(x))p+ +
r
2
|q − q˜k|2
where q˜k = ∇uk+1 + σk
r
. This amounts to set qk+1 = λq˜k and to solve
this equation in λ
(λ|q˜k| − c(x))p−1+ + rλ|q˜k| = r|q˜k| = 0
with λ ≥ 0. We can use the dichotomy algorithm.
For the hexagonal one, we use Newton’s method. Since the function
of which we seek the minimizer has its Hessian matrix that is definite
positive, we can use the inverse of this Hessian matrix.
We show the results of numerical simulations after 200 iterations for
both models.
We notice that length of arrows are proportional to transport density.
Level curves correspond to the density term of the source/sink data to
be transported. In Figure 3, the case p = 1.01 means that there is much
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Test case DIV.Error BND.Error DUAL.Error Time execution (seconds)
1 8.4745e-05 0 3.6126e-06 436
2 2.2536e-05 8.8705e-04 3.0663e-05 4764
3 5.2141e-05 1.4736e-04 1.1556e-02 792
4 1.1823e-05 7.6776e-04 8.7412e-06 170
5 1.1629e-05 0 9.7498e-04 285
6 3.1544e-04 1.0958 7.8350e-07 445
7 4.1373e-04 1.1710 4.8113e-04 4657
Table 1: Convergence of the finite element discretization for all test cases.
congestion. The case p = 2 is reasonable congestion and in the last one
p = 100, there is little congestion. When there are obstacles, the criteria
BND.Error is not very good. Indeed, the flow comes right on the obstacle
and it turns fast. In the other side of the obstacle, the flow is tangent to
the border. Many other cases may of course be examined (other boundary
conditions, obstacles, coefficients depending on x, different exponents p for
the different components of the flow...).
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Figure 3: Test cases 3, 4 and 5: cartesian case (d = 2) with f = f2, ck constant
and p = 1.01, 2, 100. 22
Figure 4: Test case 6 : cartesian case (d = 2) with f = f1, ck = g
2, p = 3 and
two obstacles.
Figure 5: Test case 7 : hexagonal case (d = 2) with f = f1, ck constant, p = 3
and an obstacle.
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