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1 Introduction
In a very well-cited paper, Breusch et al. (1999) define moment redundancy as follows. For a random
sample {yi}Ni=1, let g1(yi; θ) and g2(yi; θ) be a k1- and k2-valued moment function, respectively, of
a parameter vector θ : p × 1. Assume k1 ≥ p so that just the first moment function identifies the
true value θ0. The Generalized Method of Moments (GMM) estimator of θ based on both moment
conditions
Eg(yi; θ0) ≡ E
 g1(yi; θ0)
g2(yi; θ0)
 = 0 (1)
is usually preferred to the GMM estimator based on only Eg1(yi; θ0) = 0 because the former uses
more information (about θ) than the latter.
However, it is possible that Eg2(yi; θ0) = 0 is not informative about θ given Eg1(yi; θ0) = 0.
Then, using the two moment conditions is no better than using just Eg1(yi; θ0) = 0, in terms of
asymptotic efficiency. The moment function Eg2(yi; θ0) = 0 is redundant (for the estimation of
θ) if the asymptotic variance matrix of the optimal GMM estimator of θ based on both moment
conditions is equal to the asymptotic variance matrix of the optimal GMM estimator based on only
Eg1(yi; θ0) = 0.
Breusch et al. (1999) provide the necessary and sufficient condition for moment redundancy
and illustrate it using a linear regression. The condition has since received many applications
including efficient estimation of panels with time-varying individual effects (Ahn et al., 2001),
dynamic panels (Han and Kim, 2014; Sarafidis, 2016), various autoregressive models (Kim et al.,
1999; West, 2002; Liu et al., 2010), comparisons of GMM and empirical likelihood based estimators
(Shi, 2016; Andrews et al., 2017), studies of relevance of instruments (Anatolyev, 2007; Antoine
and Renault, 2017) and selectivity models (Prokhorov and Schmidt, 2009a; Han and Kim, 2011).
In this paper we propose a simple test of the null of redundancy against the alternative of non-
redundancy. Our test uses the condition of Breusch et al. (1999) and is in essence a conditional
moment test of Newey (1985) and Tauchen (1985). A closely related paper is Larin (2016), which
considers testing whether an extra set of moment conditions helps identification. His test for
irrelevance to identification of an extra set of moment conditions (given in Definition 4) is generically
similar to our test, except that the variance matrix of the moment conditions is re-estimated using
the optimal GMM estimator of the parameters and the asymptotic distribution of the test statistics
is therefore somewhat more complicated.
We apply our test to the problem of constructing a copula-based pseudo-maximum likelihood
estimator (PMLE) proposed by Prokhorov and Schmidt (2009b). In the setting of the PMLE, a
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copula provides additional information if the moment conditions arising from using the copula score
function are not redundant given the moment conditions implied by the marginal distributions.
Prokhorov and Schmidt (2009b) show that there are non-trivial cases when copula-based moment
conditions are valid and non-redundant. The new test helps identify such cases.
2 Moment Redundancy Test
In the standard GMM notation, define the following matrices
Ω = E g (yi; θ0) g (yi; θ0)
′,
D = E∇θ g (yi; θ0) = E ∂g (yi; θ0)
∂θ′ k×p
,
where θ0 denotes the true value of θ and “∇θ” denotes the gradient. It is well known that the
asymptotic variance matrix of the efficient GMM of θ0 based on Eg(yi; θ0) = 0 can be written as
follows
AV =
(
D′Ω−1D
)−1
.
This estimator uses both sets of moment conditions.
Now, consider the GMM estimator based only on Eg1(yi; θ0) = 0. Partition the above matrices
as follows
D =
 D1
D2
 =
 E∇θ g1 (yi; θ0)
E∇θ g2 (yi; θ0)
 (2)
Ω =
 Ω11 Ω12
Ω21 Ω22
 = E
 g1 (yi; θ0) g1 (yi; θ0)′ g1 (yi; θ0) g2 (yi; θ0)′
g2 (yi; θ0) g1 (yi; θ0)
′ g2 (yi; θ0) g2 (yi; θ0)′
 . (3)
Then, the asymptotic variance of the efficient GMM based on Eg1(yi; θ0) = 0 can be written as
follows
AV 1 =
(
D′1Ω
−1
11 D1
)−1
.
Breusch et al. (1999) show that AV1 > AV in the positive definite sense unless the following
redundancy condition holds
D2 = Ω21Ω
−1
11 D1, (4)
in which case the two matrices are equal. They also provide a linear projection interpretation of
this redundancy condition. Specifically, let r2 (yi; θ) represent the error of the linear projection of
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g2 on g1. That is,
r2 (yi; θ) = g2 (yi; θ)− Ω21Ω−111 g1 (yi; θ) .
Then, condition (4) is equivalent to the condition that the expected value of the derivative of r2
with respect to θ, evaluated at θ0, is equal to zero. We can write this condition as follows:
E
(∇θ g2(yi)− Ω21Ω−111 ∇θ g1(yi)) = 0, (5)
where ∇θ gj(yi), j = 1, 2, is the shorthand notation for the gradient of gj(yi; θ) evaluated at θ0.
The redundancy test we propose is a simple moment test which tests the validity of (5) assuming
that the moment conditions Eg(yi; θ0) = 0 are valid.
We will need more notation. Let
h(yi; θ) = ∇θ g2(yi; θ)− Ω21Ω−111 ∇θ g1(yi; θ) (6)
and let hi = h(yi; θ0). Then the moment redundancy condition (4) can be simply written as
E hi = 0, where hi is a random matrix of dimension k2 × p.
When p > 1 it is easier to operate with a vectorized version of hi. It is not difficult to see that
it can be obtained from the vectorized versions of ∇θ gj(yi) using the following equations
hvi = vec(∇θ g2(yi))− vec
(
Ω21Ω
−1
11 ∇θ g1(yi)
)
(7)
= vec(∇θ g2(yi))−
(
Ip ⊗
(
Ω21Ω
−1
11
))
vec(∇θ g1(yi)), (8)
where hvi is a vector with dimension k2p × 1. For simplicity, we will assume that p = 1 in what
follows.
Given the valid moment conditions in (1) and a sample of observations {yi}Ni=1, it is natural
to replace θ0 in (5) with a GMM estimator based on (1) and to use a sample mean over i in
constructing the test statistic for the null that Ehi = 0. We now derive the asymptotic distribution
of this test statistic.
Let θˆ denote the GMM estimator of θ0 based on Eg (θ0) = 0. It is a standard GMM asymptotic
result that θˆ satisfies the following equation
√
N
(
θˆ − θ0
)
= − [D′Ω−1D]−1D′Ω−1√Ng¯ (θ0) + op(1), (9)
where g¯(θ0) is the sample average of g(yi; θ0).
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Define
h¯
(
θˆ
)
≡ 1
N
N∑
i=1
h
(
yi; θˆ
)
. (10)
Using a Taylor expansion at θ0, it is easy to show that
√
Nh¯
(
θˆ
)
=
√
Nh¯ (θ0) +Dh
√
N
(
θˆ − θ0
)
+ op(1) (11)
where Dh = E∇θ h (θ0) is the expected value of the gradient of h(yi, θ), evaluated at θ0.
Substituting equation (9) into equation (11) gives:
√
Nh¯
(
θˆ
)
=
√
Nh¯ (θ0)−Dh
[
D′Ω−1D
]−1
D′Ω−1
√
Ng¯ (θ0) + op(1) (12)
=
√
NM
 g¯ (θ0)
h¯ (θ0)
+ op(1), (13)
where M =
[
−Dh
[
D′Ω−1D
]−1
D′Ω−1, Idimh
]
.
Assuming that g¯ (θ0) and h¯ (θ0) obey a central limit theorem,
√
N
 g¯ (θ0)
h¯ (θ0)
 a∼ N (0, C) , where C = E
 gig′i gih′i
hig
′
i hih
′
i
 , (14)
it is no surprise that
√
Nh¯
(
θˆ
)
a∼M ·N (0, C) = N (0,MCM ′) . (15)
Therefore, we have the following proposition
Proposition 1 Under the null of redundancy of Eg2 (θ0) = 0 given Eg1 (θ0) = 0 for the estimation
of θ0,
B ≡ Nh¯
(
θˆ
)
V −1h¯
(
θˆ
)
a∼ χ2dimh, (16)
where V = MCM ′.
Given θˆ, the variance matrix V = MCM ′ is estimated by plugging in the estimate for θ0 and
by replacing expectations with sample averages. The null hypothesis of redundancy is rejected if
B is greater than the critical value at significance level α.
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3 Application to Efficiency-Improving Copulas
A copula is a multivariate distribution that links two (or more) marginal distributions together to
form a joint probability distribution. According to Sklar’s theorem, each joint probability distribu-
tion H(y1, y2) of random variables y1 and y2 can be expressed in terms of the marginal distributions,
F1(y1) and F2(y2), and a copula function C(u1, u2) as follows
H(y1, y2) = C(F1(y1), F2(y2)). (17)
If H(y1, y2) is absolutely continuous then C(u1, u2) is unique.
In a panel setting, Prokhorov and Schmidt (2009b) used copulas to construct a number of
likelihood-based models and estimation methods. We will use their estimators to illustrate appli-
cability of the redundancy test.
Assume that there are two time periods, t = 1, 2, and that we have iid observations on Y1 and
Y2 for each of them. Suppose that the marginal distributions F1(y1) and F2(y2) contain a common
parameter θ which needs to be estimated. It is well understood that the data from each of the two
cross-sections can be used to estimate θ0 consistently.
1
It is also possible to combine the two cross-sections to obtain a more efficient estimator. One
option is to assume independence over t and use the quasi-maximum likelihood estimation (QMLE),
which involves maximizing the log-likelihood:
∑
i
∑
t
ln f(yit; θ).
This is a quasi -likelihood (also called a composite likelihood) because independence may or may
not be a valid specification. When the two cross-sections are not independent over time, QMLE
remains consistent for θ but it is not efficient.
Prokhorov and Schmidt (2009b) provide a number of alternative estimators that dominate
QMLE in terms of efficiency. One such estimator is what they call the Improved QMLE (IQMLE);
another is the pseudo-maximum likelihood estimator (PMLE).
Similar to QMLE, the IQMLE uses only the information contained in the two marginal densi-
ties, f1(y1) and f2(y2). But instead of assuming independence it does not make any assumptions
1Redundancy of one of the cross-sections for estimation of θ given the other can also be handled given the proposed
test but this is not the focus of this paper.
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about dependence and applies the efficient GMM machinery to the moment conditions
E ∇θ ln f1(y1; θ0) = 0 (A)
E ∇θ ln f2(y2; θ0) = 0 (B)
which coincide with the first order conditions solved by MLE for each cross-section separately.
The IQMLE improves over QMLE because the optimal weights for each moment function are
determined by GMM. If the two cross-sections are not independent, this method will give a more
efficient estimator of θ. If they are, then IQMLE and QMLE are asymptotically equivalent.
The PMLE improves over IQMLE by using the information contained in the copula score. It
is a GMM estimator based on an augmented set of moment conditions
E ∇θ ln f1(y1; θ0) = 0 (A)
E ∇θ ln f2(y2; θ0) = 0 (B)
E ∇θ ln c(F1(y1; θ0), F2(y2; θ0)) = 0 (C)
where the additional moment condition (C) uses the score function corresponding to the copula
part of the likelihood (see Prokhorov and Schmidt, 2009b, for details). Here c(u1, u2) is the density
function corresponding to the copula C(u1, u2).
Clearly, the two sets of moment conditions, (A)-(B) and (C), fall into the general framework
of the previous section, where (A)-(B) corresponds to g1(yi; θ) and (C) corresponds to g2(yi; θ).
Consequently, the copula moment (C) in general permits efficiency gains. That is,
AV(A)-(C) ≤ AV(A)-(B). (18)
The copula is said to be redundant for the estimation of θ0 when the two matrices are equal. The
IQMLE is efficient in this case.
Prokhorov and Schmidt (2009b) consider two possibilities. One possibility is that the copula is
correctly specified. In this case, they show that the copula is redundent if and only if the moment
function in (C) is a linear combination of the moment functions in (A) and (B).
The other possibility is that the copula is not correctly specified but the copula moment (C)
still holds. Prokhorov and Schmidt (2009b) call such copulas robust because they do not cause
problems for consistency of PMLE of θ. Let ki ≡ k(F1(yi1; θ0), F2(yi2; θ0)) represent the density of
an incorrect but robust copula. It turns out that in the case of a robust copula, the condition of
7
copula redundancy can be written as follows
E
∇θ ln ki
∇θ ln ci − V21V −111
 ∇θ ln fi1
∇θ ln fi2
′  = 0, (19)
where ci ≡ c(F1(yi1; θ0), F2(yi2; θ0)), fit ≡ ft(yit; θ0), V21 is the covariance matrix of the moment
function in (C) with the moment functions in (A)-(B) and V11 is the variance matrix of the moment
functions (A)-(B), both evaluated at θ0.
The redundancy condition for robust copulas implies that the covariance between ∇θ ln ki and
∇θ ln ci − V21V −111
 ∇θ ln f1i
∇θ ln f2i
 is zero, which is a fairly restrictive condition. Prokhorov and
Schmidt (2009b) show examples of robust copulas that do not satisfy the redundancy condition, so
robust copulas are generally efficiency-improving.
However, if the true copula is redundant then no other robust copula can provide efficiency
gains. This can be seen clearly by noting that in this situation, the condition in (19) holds trivially
as the true copula score is a linear combination of the marginal scores.
4 Simulations
We report simulation results showing the test properties when selecting robust non-redundant
copulas. The marginals and copulas we use in the data generating process (DGP) and in estimation
are different depending on Scenario. In Scenarios 1, 2 and 5, the assumed copula is incorrectly
specified and in Scenarios 3, 4 and 6, the assumed copula is the true copula. In all scenarios,
we calculate h¯(θˆ) using the GMM estimate of θ based on (A)-(C) and the true values of Ω21 and
Ω11, that is the covariances are evaluated as sample covariances at θ0 over 1 ml realizations.
2 The
sample sizes we consider are n ∈ {100, 200, 1000} and the number of replications is K = 1000.
The scenarios we consider are as follows:
Scenario 1. True DGP: logistic marginals with mean θ0 = 0 and unit variance; the indepen-
dence copula. Assumed DGP: logistic marginals with unit variance; Farlie-Gumbel-Morgenstern
(FGM) copula with parameter 0.9. The true copula is redundant, so any other robust copula is
redundant. The null is true.
Scenario 2. True DGP: normal marginals with mean θ0 = 0 and unit variance; Gaussian
copula with parameter 0.3 (rank correlation of 0.29). Assumed DGP: normal marginals with unit
variance; FGM copula with parameter 0.9. The true copula is redundant because (C) is a linear
2We provide a larger set of simulations allowing for estimation error in Ω and the copula parameter in a supple-
mentary file available online.
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combination of (A) and (B). Hence any other robust copula is redundant. The null is true.
Scenario 3. True DGP: logistic marginals with mean θ0 = 0 and unit variance; FGM copula
with parameter 0.9 (rank correlation of 0.3). Assumed DGP: logistic marginals with unit variance;
FGM copula with parameter 0.9. The true copula is assumed in constructing the test, and the
copula is non-redundant. The null is false.
Scenario 4. True DGP: logistic marginals with mean θ0 = 0 and unit variance; Gaussian
copula with parameter 0.3 (rank correlation of 0.29). Assumed DGP: logistic marginals with unit
variance; Gaussian copula with parameter 0.3. The true copula is non-redundant. The null is false.
Scenario 5. True DGP: as in Scenario 4. Assumed DGP: logistic marginals with unit variance;
FGM copula with parameter 0.9. The true copula is non-redundant. The assumed copula is non-
redundant as eq (19) does not hold. The null is false.
Scenario 6. True DGP: normal marginals with mean θ0 = 0 and unit variance; FGM copula
with parameter 0.9. Assumed DGP: normal marginals with mean θ0 = 0 and unit variance; FGM
copual with parameter 0.9. The true copula is non-redundant. The null is false.
Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 Scenario 5 Scenario 6
n = 1, 000 n = 1, 000 n = 1, 000 n = 1, 000 n = 1, 000 n = 10, 000 n = 1, 000
Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD
θˆ -0.001 0.039 -0.000 0.027 -0.001 0.044 -0.001 0.046 -0.001 0.046 0.001 0.014 -0.001 0.025
(A) -0.000 0.014 -0.000 0.019 -0.000 0.012 -0.000 0.011 -0.000 0.012 -0.000 0.003 -0.000 0.021
(B) 0.000 0.014 0.001 0.019 0.000 0.012 0.000 0.011 0.000 0.011 0.000 0.003 0.000 0.021
(C) 0.000 0.005 -0.000 0.009 0.000 0.006 -0.000 0.002 -0.000 0.005 0.000 0.002 0.000 0.010
h¯ 0.0002 0.007 0.001 0.02 -0.025 0.007 -0.003 0.001 -0.004 0.007 -0.005 0.002 -0.064 0.020
JB 0.83 0.54 0.71 0.54 0.34 - 0.54√B 0.027 1.001 0.049 1.001 3.65 1.001 2.384 1.001 0.601 1.001 2.027 1.001 3.209 1.001
Table 1: Simulation averages over K = 1, 000 replications.
Table 1 reports the average values and standard deviations for the GMM estimate θˆ, the
moment conditions (A), (B) and (C), the redundancy condition h¯, the p-value of the Jarque-Bera
normality test for hi as well as the absolute value of the mean and the standard deviation over
the replications of the standardized test statistic obtained as a ratio of h¯ to its standard deviation
(reported under
√B).
All the GMM estimates are insignificantly different from the true value of zero, which is not
surprising given the moment conditions (A)-(C) are all valid. In all Scenarios the copula used in
(C) is robust. Normality of h¯ cannot be rejected for any Scenario. However, the distributions
of h¯ and
√B change between Scenarios 1-2 and Scenarios 3-6. The test statistic unambiguously
detects efficiency-improving robust copulas in all Scenarios where the null is false except Scenario
5 (n = 1, 000), which appears to be a small sample problem that vanishes for n = 10, 000.
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Assumed DGP True DGP n = 100 n = 200 n = 1000/
under H0 n = 10000
Scenario 1 Scenario 1 5.3 5.4 5.0
Scenario 3 20.3 32.9 95.4
Scenario 4 10.5 21.3 67.1
Scenario 5 5.3 5.4 9.4/50.5
Scenario 2 Scenario 2 5.1 5.5 5.2
Scenario 6 17.0 26.3 89.0
Table 2: Percentages of rejections over K = 1, 000 replications.
Figure 1: Size-power curves
We further study the size and power properties of the copula redundancy test by computing
size and size-adjusted power under different Scenarios and sample sizes. Table 2 and Figure 1
10
report selected results. It can be seen from Table 2 that the test maintains the nominal size (of
5%) and generally shows power again all sensible alternatives. The power against the FGM copula
(Scenario 5) is weak because the copula, being a member of the Sarmanov class, is a perturbed
independence copula and larger samples are needed to detect a difference given the low value of
rank correlation. For completness, by allowing n = 10, 000 we observed the power go up to 50.5%.
Figure 1 presents size-power curves for non-trivial combinations of the null and alternative.
Overall, the figure reinforces the conclusions of Table 2 by showing consistency of the test even
under the alternative of Scenario 5.
5 Concluding remarks
We proposed a test of redundancy of moment conditions and we showed how to apply it to building
pseudo-likelihoods using efficiency-improving copulas. This is a conditional moment test in the
sense that we maintain Eg(yi; θ) = 0 and test the validity of Eh(yi; θ) = 0 conditional on that
assumption.
One may wonder whether the use of Eh(yi; θ) = 0 itself may provide efficiency gains. However,
a GMM separability result of Ahn and Schmidt (1995) can be used to show that the additional
moment condition has no effect on the estimation of θ. Write the new moment as Eh(yi; θ)−λ = 0,
where λ is a parameter vector of the same dimension as h so that if λ = 0 we have redundancy.
Now the additional moment condition adds as many new parameters as new moments and thus
does not affect the GMM estimation of θ.
Another implication of this result is that redundancy can be tested by testing the null that
λ = 0 within the augmented problem using standard asymptotic inference of GMM. The GMM
estimator of λ is the sample mean and its asymptotic distribution coincides with that of h¯(θˆ).
In either case, the test statistic shows the extent by which the null of redundancy is violated
and hence can be used to assess the size of the resulting efficiency improvement given any consistent
estimate of θ. This may be of particular interest for the copula application.
Another natural extension of the test is to assess what Breusch et al. (1999) call partial re-
dundancy, that is redundancy for a subvector of parameters. We leave these extensions for future
work.
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