Abstract. This article gives explicit integral formulas for the so-called generalized metaplectic operators, i.e. Fourier integral operators (FIOs) of Schrödinger type, having a symplectic matrix as canonical transformation. These integrals are over specific linear subspaces of R d , related to the d × d upper left-hand side submatrix of the underlying 2d × 2d symplectic matrix. The arguments use the integral representations for the classical metaplectic operators obtained by Morsche and Oonincx in a previous paper, algebraic properties of symplectic matrices and time-frequency tools. As an application, we give a specific integral representation for solutions to the Cauchy problem of Schrödinger equations with bounded perturbations for every instant time t ∈ R, even in the so-called caustic points.
Introduction
The object of this study is to find integral representations for generalized metaplectic operators. These operators were introduced in [7] as examples of Wiener algebras of Fourier integral operators of Schrödinger type (cf. [4, 9, 10, 12] and the extensive references therein) having symplectic matrices as canonical transformations. They appear for instance in quantum mechanics, as propagators for solutions to Cauchy problems for Schrödinger equations with bounded perturbations [5, 8, 11] . In the work [7] generalized metaplectic operators turns out to be the composition of classical metaplectic operators with pseudodifferential operators with symbols in suitable classes of modulation spaces. Classical metaplectic operators, which are unitary operators on L 2 (R d ), arise as intertwining operators for the Schrödinger representation (see the next section for details).
Explicit integral representations for classical metaplectic operators, extending the results already contained in the literature [16, 17, 20] , were given by Morsche and Oonincx in [22] and applied to energy localization problems and to fractional Fourier transforms in [21] , see also [1, 13, 15, 23] and the references therein.
To make it easier to compare the results obtained in [22] and in this paper we use the same definition of Schrödinger representation and symplectic group given in [22] ; these definitions are not the same as in [7, 16] : to compare these results with the latter works, a symplectic matrix A must be replaced with its transpose A T .
The symplectic group Sp(d, R) is the subgroup of 2d×2d invertible matrices GL(2d, R), defined by (1) Sp(d, R) = A ∈ GL(2d, R) :
where J is the orthogonal matrix For a phase-space point z = (x, ξ) ∈ R 2d and a function f defined on R d , we call a time-frequency shift (or phase-space shift) the operator π(z)f (t) = M ξ T x f (t) = e 2πit·ξ f (t − x),
(that is, the composition of the modulation operator M ξ with the translation T x ). The definition of a generalized metaplectic operator T is based on its kernel decay with respect to the set of phase-space shifts π(z)g, z ∈ R 2d , for a given window function g in the Schwartz class S(R d ). The decay is measured using the smooth polynomial weight z = (1 + |z| 2 ) 1/2 , z ∈ R 2d . Definition 1.1. Consider A ∈ Sp(d, R), g ∈ S(R d ) and s ≥ 0. A linear operator T : S(R d ) → S ′ (R d ) is a generalized metaplectic operator (in short, T ∈ F IO(A, s)) if its kernel satisfies the decay condition
The union A∈Sp(d,R) F IO(A, s) is called the class of generalized metaplectic operators and denoted by F IO(Sp, s). Simple examples of generalized metaplectic operators are provided by the classical metaplectic operators µ(A), A ∈ Sp(d, R), where µ is the metaplectic representation recalled below, which (according to our notation) satisfy µ(A) ∈ ∩ s≥0 F IO(A T , s) (cf. [7, Proposition 5.3] ). More interesting examples are provided by composing classical metaplectic operators with pseudodifferential operators. A pseudodifferential operator (in the Weyl form) with a symbol σ is formally defined as
We focus on symbols in sub-classes of the Sjöstrand class (or modulation space) M ∞,1 (R 2d ). This class is a special case of modulation spaces, introduced and studied by Feichtinger in [14] and later redefined and used to prove the Wiener property for pseudodifferential operators by Sjöstrand in [24, 25] . The space M ∞,1 (R 2d ) consists of all continuous functions σ on R 2d whose norm, with respect to a fixed window g ∈ S(R 2d ), satisfies
Note that in the space M ∞,1 even the differentiability property can be lost. The scale of modulation spaces under our consideration are denoted by M ∞ 1⊗vs (R 2d ), s ∈ R. They are Banach spaces of tempered distributions σ ∈ S ′ (R 2d ) such that their norm
where v s (ζ) = ζ s (it can be shown that their definition does not depend on the choice of the window g ∈ S(R 2d )). For s > 2d, they turn out to be spaces of continuous functions contained in the Sjöstrand class M ∞,1 (R 2d ). The regularity of the class M ∞ 1⊗vs (R 2d ) increases with the parameter s. In particular, s>2d M ∞ 1⊗vs (R 2d ) = S 0 0,0 , the Hörmander's class of smooth functions on R 2d satisfying, for every α ∈ N 2d ,
for a suitable C α > 0. In the works [7, 5] is proved the following characterization for generalized metaplectic operators:
Theorem 1.2. (i) An operator T is in F IO(A, s) if and only if there exist symbols
be a symplectic matrix with block decomposition (2) and such that det A = 0. Define the phase function Φ as
Then T ∈ F IO(A, s) if and only if T can be written as a type I Fourier integral operator (FIO) in the form
with symbol σ ∈ M ∞ 1⊗vs (R 2d ). The main object of this paper is to find an integral representation of the type (9) also when the block A is singular. The d-dimensional integral in (9) will be split up into two integrals: an r-dimensional integral on the range R(A) of the block A, where r = dim R(A), the dimension of the linear space R(A), and a (d − r)-dimensional integral on the kernel N (A) of the block A (observe that dim N (A) = d − r). Let us denote by F R(A) the partial Fourier transform of a function f ∈ L 1 (R d ) with respect to the linear space R(A); that is, for
is an isomorphism, we denote by A inv : R(A) → R(A T ) the pseudo-inverse of A. We first show this preliminary result for symplectic matrices.
We denote by B inv : N (A T ) → N (A) the pseudo-inverse of B. Our main result reads as follows. 
where the symbol σ is in the class M ∞ 1⊗vs (R 2d ).
Observe that, if y ∈ R(A), then A inv y ∈ R(A T ) and for any ξ 2 ∈ N (A), we obtain
When either the block A is the null matrix or A is nonsingular, the previous integral representation reduces to the following cases: Corollary 1.5. The integral representation (11) yields the following special cases:
for a suitable symbolσ 2 ∈ M ∞ 1⊗vs (R 2d ) and where the phase function
is the generating function of the canonical transformation A T (i.e., the integral representation of T in (9) ).
Applications to the previous formulae can be found in quantum mechanics. The solutions to Cauchy problems for Schrödinger equations with bounded perturbations, provided by pseudodifferential operators σ w (x, D) having symbols σ in the classes M ∞ 1⊗vs (R 2d ), are generalized metaplectic operators applied to the initial datum (cf. [5] , see also [8] ). So, formula (11) can be applied to find an integral representation of such operators.
As simple example, one can consider the following Cauchy problem for the anisotropic perturbed harmonic oscillator in dimension d = 2 (see Section 4 below). For x = (x 1 , x 2 ) ∈ R × R, t ∈ R, we study (15) i∂
where
The initial datum u 0 is in S(R 2 ) or in a suitable rougher modulation space, cf. Section 4. The solution u(t, x) = e −itH u 0 , has the propagator e −itH which turns out to be a one-parameter family of generalized metaplectic operators F IO(A t , s), related to the symplectic matrices (17) A
For t ∈ R, the 2 × 2 block A t is given by (18) A t = 1 0 0 cos t .
Observe that det A t = cos t so that A t is a singular matrix whenever t = π/2 + kπ, k ∈ Z, the so-called caustics of the solution. In this case, using formula (11), we are able to give an integral representation as well.
Preliminaries and notation
Here and in the sequel, for x, y ∈ R m , x · y denotes the inner product in R m . As recalled above, given a matrix A, we call A T the transpose of A and denote by R(A) and N (A) the range and the kernel of the matrix A, respectively.
Given A ∈ Sp(d, R) with the 2 × 2 block decomposition (2), from (1) it follows that the four blocks must satisfy the following properties:
Moreover, since also
is a symplectic matrix, relations (20) and (21) for A −1 give
The metaplectic representation µ of (the two-sheeted cover of) the symplectic group arises as intertwining operator between the Schrödinger representation ρ of the Heisenberg group H d and the representation that is obtained from it by composing ρ with the action of Sp(d, R) by automorphisms on H d . Namely, the Heisenberg group H d is the group obtained by defining on R 2d+1 the product law
where ω is the symplectic form
The Schrödinger representation of the group
The symplectic group acts on H d via automorphisms that leave the center
A · (z, t) = (Az, t) .
Therefore, for any fixed A ∈ Sp(d, R) there is a representation
whose restriction to the center is a multiple of the identity. By the Stone-von Neumann theorem, ρ A T is equivalent to ρ. So, there exists an intertwining unitary operator
By Schur's lemma, µ is determined up to a phase factor e is , s ∈ R. Actually, the phase ambiguity is only a sign, so that µ lifts to a representation of the (double cover of the) symplectic group. An alternative definition of a metaplectic operator (cf. [16, 20, 22] ), up to a constant c, with |c| = 1, involves a time-frequency representation, the so-called
The crucial property of the Wigner distribution W is that it intertwines µ(A) and the affine action on R 2d :
Since W g = W f if and only if there exists a constant c ∈ C, with |c| = 1, such that g = cf , it is clear that, up to a constant c with |c| = 1, a metaplectic operator can be defined by the intertwining relation (26).
Morsche and Oonincx in [22] use the relation (26) to obtain an integral representation (up to a constant c ∈ C, with |c| = 1) of every metaplectic operator µ(A), A ∈ Sp(d, R), extending the preceding results for special symplectic matrices contained in the pioneering work of Frederix [17] , in Folland's book [16] and in Kaiblinger's thesis [20] (see also [13, 18, 19] and references therein).
To state the integral representation for metaplectic operators contained in [22] , we need to introduce some preliminaries (cf. [2, 3, 22] 
spanned by the vectors Ae 1 , . . . Ae r , where e 1 , . . . , e r is any orthonormal basis of L. If dim A(L) = dim L = r, then the r-dimensional volume of X is positive, otherwise this volume is zero. The number q L (A) can be interpreted as a matrix volume as follows.
We collect the vectors e 1 , . . . , e r as columns into the
Assuming dim A(L) = dim L = r, the matrix AE has full column rank and
The definition of q L (A) is extended to the following cases: we set q L (A) = 1 either when L is the null space and A is nonsingular or A is the null matrix and dim L > 0. The number q L (A) appears in the change-of-variables formulas for more dimensional integral as follows.
for every function ϕ ∈ S(R d ) or, more generally, any function ϕ for which the above integrals exist.
Corollary 2.2. Under the assumptions of Lemma 2.1, for any
Proof. It is an immediate consequence of Lemma 2.1, since by assumption dim
We associate to a symplectic matrix A with block decomposition (2) a constant 
(ii) If r = 0 then
In the sequel the integral representations of metaplectic operators will be always meant "up to a constant" c ∈ C, with |c| = 1. 
where the phase function Φ T is defined in (14) . (Observe that A −1 B and CA −1 are symmetric matrices by (23) and (22) respectively).
Proof. Since A is nonsingular, N (A) = 0 and R(A T ) = R d so that c(A) = | det A|.
We make the change of variables At − Bx = ξ in the integrals in (31) so that dx = | det A| −1 dξ. Making straightforward computations and using the following properties: the matrix CA −1 is symmetric by relation (22) and D − CA −1 B = A −T by (19), the result immediately follows. (14), we have
and using D T = B T A −T C T + A −1 (by relation (19) ) and A −1 B = B T A −T (by relation (23)), we obtain We recall the integral representation of Theorem 2.3 for elements of Sp(d, R) in special form, which we shall use in the sequel. For f ∈ S(R d ), we have
where F denotes the Fourier transform
2.1. Time-frequency methods. We recall here the time-frequency tools we shall use to prove the integral representation for generalized metaplectic operators. The polarized version of the Wigner distribution in (25) , is the so called cross-Wigner distribution W f,g , given by
A pseudodifferential operator in the Weyl form (4) with symbol σ ∈ S ′ (R 2d ) can be also defined by
where the brackets ·, · denote the extension to S ′ × S of the inner product f, g = f (t)g(t)dt on L 2 . Observe that by the intertwining relation (26) and the definition of Weyl operator (39), it follows the property
Weighted modulation spaces. We shall recall the definition of modulation spaces related to the weight functions
Observe that for A ∈ Sp(d, R), |Az| defines an equivalent norm on R 2d , hence for every s ∈ R, there exist C 1 , C 2 > 0 such that
The time-frequency representation which occurs in the definition of modulation spaces is the short-time Fourier Transform (STFT) of a distribution f ∈ S ′ (R d ) with respect to a function g ∈ S(R d ) (so-called window), given by
The short-time Fourier transform is well-defined whenever the bracket ·, · makes sense for dual pairs of function or distribution spaces, in particular for
Definition 2.6. Given g ∈ S(R d ), s ≥ 0, and 1 ≤ p, q ≤ ∞, the modulation space M p,q
weighted mixed-norm spaces). The norm on
(with obvious modifications for p = ∞ or q = ∞). (44), which is a consequence of a change of variables (observe that | det A| = 1 if A is a symplectic matrix). We denote by GL(2d, R) the class of 2d × 2d invertible matrices. Then we can state:
where Φ ∈ S(R 2d ) is the window used to compute the norms of σ and σ • A −1 .
In the sequel it will be useful to pass from the Weyl to the Kohn-Nirenberg form of a pseudodifferential operator. The latter form can be formally defined by
for a suitable symbol σ on R 2d . The previous correspondences are related by σ w (x, D) = (U σ)(x, D), where
(see, e.g., [18, formula (14.17) ]). The classes M ∞ 1⊗vs (R 2d ) are invariant under the action of the unitary operator U , as shown below.
Proof. Observe that, up to a constant c with
Consider now a window function Φ ∈ S(R 2d ). A straightforward computation shows
Since µ(D)Φ ∈ S(R 2d ) and different window functions yield equivalent norms, we obtain
as desired.
Integral representations of generalized metaplectic operators
The aim of this section is to give integral representations for generalized metaplectic operators T ∈ F IO(A, v s ), extending the integral representations (9) in Theorem 1.2, valid only in the special case det A = 0. To obtain integral representations for generalized metaplectic operators T ∈ F IO(A T , v s ), we use the characterization of generalized metaplectic operators of Theorem 1.2 and we write T = σ w (x, D)µ(A) where σ w (x, D) is a Weyl operator with symbol σ ∈ M ∞ 1⊗vs (R 2d ). Then we study the composition of a pseudodifferential operator in the Weyl form with a metaplectic operator whose integral representation is given by Theorem 2.3.
Define for a d × d matrix A the pre-image of a linear subspace L of R d :
The following property will be useful to study the previous composition.
Proof. Since the matrix B = AJ ∈ Sp(d, R), its block decomposition satisfies [22, Property 1] which gives relations (47) and (48). Analogously, the matrix
satisfies [22, Property 1] , so that the other relations are fulfilled.
We are now in position to prove Lemma 1.3.
Proof of Lemma 1.3. Observe that by relation (49), B :
Repeating the same argument for the symplectic matrix
, B is onto and its pseudo-inverse B inv : N (A T ) → N (A) is well-defined.
Assume that the matrix A ∈ Sp(d, R) admits the block decomposition (2) with dim R(A) > 0. We first work on the integral representation of µ(A) in (31). Theorem 3.2. Consider A ∈ Sp(d, R) with the 2 × 2 block decomposition in (2) and assume dim R(A) = r > 0. For f ∈ S(R d ) and
we have the following integral representation (52)
Proof. Since dim R(A) = r > 0, the integral representation of µ(A) is given by (31). We set
We write x = x 1 + x 2 , with x 1 ∈ R(A T ) and x 2 ∈ N (A). By relation (49) we obtain Bx 1 ∈ R(A). Making the change of variables y = At − Bx 1 and applying Corollary 2.2 the integral Q(x) becomes
where q R(A T ) (A) = s(A). By the equality (19) we obtain CA inv Bx 1 −Dx 1 = −(A inv ) T x 1 and relation (22) yields (CA inv ) T = CA inv , so that we can write
, which is (53). Now, we shall prove that the
First, by Lemma 1.3, B : N (A) → N (A T ) whereas by (47) it follows C T : N (A T ) → N (A). Hence, using (19) , for x 2 ∈ N (A), we obtain
and (55) is proved. Relation (55) yields Dx 2 · y = 0 for y ∈ R(A) and Dx 2 · Bx 1 = 0 since
This gives Dx 1 ∈ R(A) whenever x 1 ∈ R(A T ), and Dx 1 · Bx 2 = 0, for Bx 2 ∈ N (A T ) = R(A) ⊥ by relation (49). These observations allow to simplify the expression of µ(A)f (x 1 + x 2 ) in (54) and give the representation (52), as desired.
Hence the integral representation (52) coincides with (33), as expected.
We now possess all the instruments to prove our main result.
Proof of Theorem 1.4. By Theorem 1.2, a linear operator T belongs to the class F IO(A T , v s ) if and only if there exists a symbol σ 1 ∈ M ∞ 1⊗vs such that T = σ w 1 (x, D)µ(A). Consider A with the block decomposition (2) . Observe that the symbols involved in the sequel are the results of compositions of symbols in M ∞ 1⊗vs (R 2d ) with suitable symplectic transformations, so that by Lemma 2.7 they all belong to the same class M ∞ 1⊗vs (R 2d ). First, assume 0 < r = dim R(A). We shall prove that the composition T = σ w 1 (x, D)µ(A) admits the integral representation in (11) . We use the integral representation of the metaplectic operator µ(A) in (52). Setting
we will show that
is a symmetric matrix, by relations (23) and (21)). The inverse of C is
w by means of (40). The equality (57) immediately follows.
Next, we pass from the Weyl to the Kohn-Nirenberg form of a pseudodifferential operator:
we can express the operator σ 3 (x, D) by means of integrals over the subspaces R(A T ) and N (A): for every ϕ ∈ S(R d ),
The previous decomposition helps to compute σ 3 (x, D)P f (x), where the operator P is defined in (56). Indeed, computing first the integral over R(A T ), we obtain
and the expression of σ 3 (x, D)P f (x) reduces to
where the last equality is the consequence of Lemma 2.1, with the change of variables z = −Bt and using Lemma 1.3. Observe that the transpose of B inv , denoted by (B inv ) T , maps N (A) to N (A T ). Finally, the Fourier inversion formula on the subspace R(A T ) gives the desired result in (11), with symbol σ = 1 q N(A) (B) σ 3 . Consider now the case dim R(A) = 0. Then the block B is nonsingular and the matrix A is the one in (34), whereas the integral representation of µ(A) is given by (32). Using similar arguments as in the previous case, we compute
. Next we rewrite σ w 4 (x, D) in the Kohn-Nirenberg form σ 5 (x, D), with σ 5 = U σ 4 , and the operator U defined in (45). Finally, since σ 5 (x, D)(e 2πix·B T t ) = σ 5 (x, B T t), we obtain the representation (12) . This formula can be recaptured from (11) when R(A) = {0}, y = 0 so that N (A) = R d . The block B is invertible on R d , hence B inv = B −1 , and making the change of variables B −T ξ 2 = η we obtain the claim. This completes the proof.
Proof of Corollary 1.5. Item (i) is already proved in Theorem 1.4.
(ii) If dim R(A) = d, that is the block A is nonsingular, then N (A) is the null space,
In this case the operator T reduces to the following representation
where the phase function Φ T is the one defined in (14) . Observe that the phase Φ T is the generating function of the canonical transformation A T (see Remark 2.5). Moreover, by Lemma 2.7, the symbolσ(x, y) = σ(x, A −1 y) is in M ∞ 1⊗vs (R 2d ), whenever σ ∈ M ∞ 1⊗vs (R 2d ). We then recapture the integral representation of T in (9), as expected.
Applications to Schrödinger equations
We now focus on the Cauchy problem for the anisotropic harmonic oscillator stated in (15) . The main result of [5] says that the propagator is a generalized metaplectic operator. Let us first recall this issue. Consider the Cauchy problem
where the hamiltonian a w (x, D) is the Weyl quantization of a real-valued homogeneous quadratic polynomial and σ w (x, D) is a pseudodifferential operator with a symbol 
The example (17) falls in this setting. Indeed, consider first the unperturbed problem
where u 0 ∈ S(R 2 ) or in M p (R 2 ), and H 0 = − 1 4π ∂ 2 x 2 + πx 2 2 . In this case the propagator is a classical metaplectic operator and the solution is provided by u(t, x 1 , x 2 ) = e −itH 0 u 0 (x 1 , x 2 ) = µ(A t )u 0 (x 1 , x 2 ), where the simplectic matrices A t are defined in (17) . For details, we refer for instance to [5, Section 4] or [16, Chapter 4] . Observe that the 2 × 2 block in (18) is singular when t = π/2 + kπ, k ∈ Z, (the so-called caustic points). We now consider the perturbed problem (16) , where the potential V (x 1 , x 2 ) is a multiplication operator and so a particular example of a pseudodifferential operator with symbol σ(x 1 , x 2 , ξ 1 , ξ 2 ) = V (x 1 , x 2 ) ∈ M ∞ 1⊗vs (R 4 ), s > 4 (observe that d = 2), which satisfies the assumptions of Theorem 4.1. Indeed, we choose a window function Φ(x, ξ) = g 1 (x)g 2 (ξ), where g 1 , g 2 ∈ S(R 2 ). The STFT of the symbol then splits as follows:
V Φ σ(z 1 , z 2 , ζ 1 , ζ 2 ) = V g 1 (V )(z 1 , ζ 1 )V g 2 (1)(z 2 , ζ 2 ), z 1 , z 2 , ζ 1 , ζ 2 ∈ R 2 .
Using (ζ 1 , ζ 2 ) ≤ ζ 1 ζ 2 and the fact that 1 ∈ S 0 0,0 ⊂ M ∞ 1⊗vs (R 2 ), for every s ≥ 0, the claim follows.
Hence, the representation of the solution u(t, x) of (15) is a generalized metaplectic operator applied to the initial datum u 0 . For t = π/2 + kπ, k ∈ Z, the representation of u(t, x) is provided by the type I FIO stated in (9) , which in this case reads u(t, x 1 , x 2 ) = R 2 e 2πi(x 1 ·ξ 1 +(sec t)x 2 ·ξ 2 )−πi(tan t)(x 2 2 +ξ 2 2 ) b t (x 1 , x 2 , ξ 1 , ξ 2 )û 0 (ξ 1 , ξ 2 ) dξ 1 dξ 2 , for suitable symbols b t ∈ M ∞ 1⊗v µ+1
(R 4 ). We are interested in the caustic points t = π/2 + kπ, k ∈ Z. The corresponding matrix in (17) where F 1 u 0 (ξ 1 , ξ 2 ) = R e −2πiξ 1 t u 0 (t, ξ 2 ) dt is the one-dimensional Fourier transform of the initial datum u 0 restricted to the first variable x 1 . Finally, we observe that, if the symbol b ≡ 1 ∈ M ∞ 1⊗vs (R 4 ), for every s ≥ 0, then the operator T reduces to T u 0 (x 1 , x 2 ) = (F 2 u 0 )(x 1 , x 2 ) the one-dimensional Fourier transform of u 0 restricted to the second variable x 2 . This example of fractional Fourier transform was already studied in [22, Sec. 6.2] .
