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Introduction
Nous pensons le monde dans lequel nous vivons en terme de parties.
De ce fait, nous recourons systematiquement  a cette notion pour definir ou
simplement decrire les choses qui nous entourent :
(1) a. La tete est une partie du corps
b. Le manche est la partie avec laquelle on tient un outil
c. L'Extreme-Orient russe est la partie asiatique de la Russie, situee
 a l'est du fleuve Lena
d. L'exorde est la premi ere partie d'un discours
La notion de ¾ relation semantique partie-tout ¿ qui op ere dans les phrases
ci-dessus peut paratre transparente : deux mots sont lies par une relation de
ce type lorsque le referent de l'un fait partie du referent de l'autre. Ainsi,
dans ces exemples, les couples lexicaux tete / corps ou manche / outil sont
lies par une relation de partie  a tout puisque les entites que denotent ces
substantifs entretiennent une relation partitive dans l'¾ espace referentiel ¿.
Un certain nombre de travaux (comme, par exemple, Cruse (1979) ; Iris et al.
(1988) ; Champollion et Krifka (2016)) ne definissent d'ailleurs pas cette re-
lation semantique et s'en tiennent aux considerations ¾ naves ¿ que nous
venons d'evoquer. Cruse (1986) utilise celle-ci dans sa definition de la rela-
tion de partie  a tout en semantique, qu'il appelle meronymie :
La relation semantique entre l'unite lexicale denotant la partie et celle
denotant le tout sera appelee la meronymie 1
Dans Cruse (2000), il ajoutera que la meronymie est ¾ le reflet lexical de
1. ¾ The semantic relation between a lexical item denoting a part and that denoting the
corresponding whole will be termed meronymy [. . .] ¿, (Cruse, 1986 : 159), nous traduisons.
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la relation partie-tout 2 ¿. Cette derni ere remarque a l'avantage de mettre
en opposition la relation partitive qui op ere entre les objets de l'espace
referentiel 3 et celle qui op ere au niveau linguistique. Un exemple concret
permet d'illustrer cette distinction. D'un cote, l'objet denomme par patte
fait partie de celui denomme par chien ; on dira que ces objets materiels
forment une hierarchie de partie  a tout au plan referentiel. Parall element,
cela veut dire que les unites lexicales patte et chien sont liees par la relation
semantique de meronymie. Le nom patte est dit meronyme du nom chien,
tandis que ce dernier est un holonyme de patte.
Les travaux existants qui traitent de la meronymie se centrent gene-
ralement sur les caracteristiques et proprietes qui singularisent cette rela-
tion dans le domaine spatial. De nombreux auteurs ont ainsi explique les
contraintes dispositionnelles auxquelles doivent se soumettre deux entites
pour que la relation qu'elles constituent puisse etre qualifiee de relation
partie-tout. D'autres etudes mettent en evidence les relations de dependances
qui existent entre la partie et le tout, comme par exemple la notion de fonc-
tion remplie par la premi ere au sein de la seconde. Meme si nous aborderons
ces questions dans notre travail, la principale visee de celui-ci est d'explorer
la relation entre la meronymie et le domaine temporel des referents. Etant
donne que les entites materielles peuvent etre situees dans le temps, il nous
semble en effet interessant de determiner s'il existe des contraintes quant
aux ¾ positions temporelles ¿ relatives des referents impliques dans la rela-
tion partie-tout. Autrement dit, existe-t-il un rapport entre la position des
deux entites dans le temps et le fait qu'elles soient (ou non) percues par le
locuteur comme partie et tout ?
Cette question transparat dans des differents travaux sur la relation
de partie  a tout en semantique, mais aucune etude specifique ne lui a ete
consacree. La prise en consideration des aspects temporels de la meronymie
soul eve pourtant un certain nombre de probl emes. Premi erement, doit-on
obligatoirement considerer que le tout et la partie ne peuvent exister que
simultanement ? Si c'est le cas pour certaines relations partie-tout prototy-
piques  comme tronc / arbre ou mur / maison)  certains exemples que
l'on pourrait rapprocher de la meronymie ne correspondent pas  a cette des-
2. ¾ Another relation of inclusion is meronymy, which is the lexical reflex of the part-
whole relation. ¿, (Cruse, 2000 : 150), nous traduisons.
3. Aurnague (2004) appelle cette derni ere meronomie.
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cription. Ainsi, une part de tarte n'existe qu' a partir du moment o u elle a
ete coupee et, par consequent, separee de son tout.
Deuxi emement, on peut se poser la question de la possibilite d'une relation
partie-tout entre des entites dont la dimension temporelle est plus saillante
que les dimensions spatiales. C'est le cas des evenements mais aussi des entites
presentant uniquement une dimension temporelle, comme les unites de me-
sure du temps. En effet, nous pouvons considerer que le nom arrivee designe
une partie de l'evenement denote par voyage. Mais ce couple lexical partage-
t-il des proprietes linguistiques avec les meronymies qui mettent en jeu des
noms concrets, denotant des entites materielles ? De meme, du point de vue
semantique, comment devons-nous traiter les couples verbaux viser / tirer
ou macher / manger ?
Precisons enfin que que faire des unites lexicales denotant des entites
abstraites, denuees de toute dimension spatiale aussi bien que temporelle ?
Ainsi, peut-on considerer qu'il existe une relation de meronymie dans des
couples lexicaux comme phonologie / linguistique 4 ¿ ? En apportant des
elements de reponse  a toutes ces questions, nous tenterons de proposer une
vision nouvelle des relations meronymiques ainsi qu'une nouvelle approche
dans la description semantique de celles-ci.
Notre recherche portera essentiellement sur les donnees de la langue russe,
meme si d'autres langues seront evoquees. Plusieurs raisons motivent ce
choix. Tout d'abord, les caracteristiques de la relation semantique de par-
tie  a tout varient en fonction des langues et la perception des parties n'est
pas la meme selon les cultures.  A titre d'exemple, Dryer et Haspelmath (2013)
recensent 309 langues qui font une distinction bras / main / doigt au niveau
lexical et poss edent trois substantifs distincts pour designer ces entites ; c'est
notamment le cas du francais ou de l'anglais. A contrario, le russe rel eve des
208 langues etudiees qui ne font pas de distinction lexicale bras / main. De
plus, la meronymie n'a ete etudiee en russe que de mani ere occasionnelle et
il nous semblait donc interessant de porter notre attention sur une langue
differente de celles qui sont generalement abordees dans les travaux sur la
meronymie.
Les constructions morpho-syntaxiques russes impliquant des couples
meronyme / holonyme permettent parfois une expression plus nuancee des
relations partitives entre entites. Le syntagme ¾ si ege de la voiture ¿ peut
4. Nous empruntons cet exemple  a Winston et al. (1987 : 422).
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ainsi etre rendu de plusieurs mani eres en russe :
(2) a. ñèäåíüå àâòîìîáèëß : lecture individuelle, ¾ le si ege de la voi-
ture ¿ ;
b. ñèäåíüå îò àâòîìîáèëß : notion d'extraction, ¾ le si ege pris se-
parement d'une voiture ¿ ;
c. ñèäåíüå èç àâòîìîáèëß : notions d'extraction et d'interiorite,
¾ le si ege extrait d'une voiture ¿.
Dans les exemples 2b et 2c, les nuances sont apportees par les sens lexi-
caux des prepositions simples îò ¾ issu de ¿ et èç ¾ de l'interieur de ¿, inexis-
tantes en francais. L'analyse de ces constructions ainsi que de leurs accepta-
bilites peut nous aider  a saisir sous differents angles les aspects semantiques
d'un meme couple lexical et  a apporter un regard nouveau sur les relations
partitives.
Finalement, nous-meme locuteur natif du russe, c'est une langue que nous
matrisons couramment et pour laquelle nous avons un attachement tr es par-
ticulier. Il nous semblait ainsi essentiel de mettre nos connaissances et notre
bagage linguistique au profit de la recherche scientifique. Bien evidemment,
nous avons egalement eu recours au Corpus National de la Langue Russe
(Apresjan et al., 2005) aussi bien qu' a des resultats de recherche sur Internet
pour valider l'acceptabilite des exemples avances.
Cette th ese est divisee en cinq chapitres. Tout d'abord, dans le chapitre 1,
nous aborderons la notion de ¾ partie ¿ telle qu'elle a ete etudiee en logique
ainsi qu'en semantique formelle. Nous y parlerons des principales oppositions
qui peuvent exister entre les differents types de parties. Cela nous permettra
de proposer une typologie des relations partitives, qui sera utilisee dans la
suite du travail. Le chapitre 2 sera consacre  a l'expression de la meronymie
dans la langue. Nous passerons en revue un certain nombre de constructions
morpho-syntaxiques relevees dans des travaux anterieurs, portant sur des di-
verses langues, et discuterons du rapport qu'entretient la meronymie avec la
possession et la localisation spatiale. Nous proposerons ensuite une typologie
des constructions morpho-syntaxiques permettant de marquer la relation de
partie  a tout en russe. Dans le chapitre 3, nous nous interesserons plus par-
ticuli erement  a des aspects temporels de la meronymie. Apr es avoir presente
quelques notions de logique temporelle, nous nous en servirons pour analy-
ser certains couples meronyme / holonyme en russe. Nous tenterons ainsi de
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degager des regularites dans les configurations temporelles des touts et des
parties. Le chapitre 4 concernera le rapport entre la meronymie et l'inclusion
des classe, plus connue sous le nom d'hyperonymie. En nous appuyant sur
les resultats obtenus precedemment, nous essayerons  a ce stade de resoudre
certains probl emes poses par l'eventuelle dualite emergeant de ces relations.
Enfin, le chapitre 5 nous donnera l'occasion de faire un bilan de la methode
utilisee tout au long de l'etude. Nous y ferons un bref retour sur les prin-
cipaux resultats de cette recherche doctorale, presenterons quelques limites
de notre demarche et degagerons diverses perspectives de developpement du
present travail.
5

Chapitre 1
Theories logico-semantiques
Comme nous avons commence  a l'aborder dans l'introduction, la defini-
tion nave de la meronymie repose sur la notion de ¾ partie ¿. C'est pourquoi
nous allons etudier, en detail, ce qui peut etre considere comme une partie.
Nous montrerons comment les parties sont decrites dans plusieurs cadres
theoriques, ce qui nous permettra, dans le chapitre suivant, d'analyser la
relation semantique de meronymie.
1.1 Approches formelles
1.1.1 ¾ Partie ¿ en logique
Au sein de la logique formelle on trouve la mereologie, une branche qui a
pour but de representer les relations de partie  a tout. Ce terme a ete intro-
duit  a la fin des annees 1920 par Stanis law Lesniewski dans une serie d'ar-
ticles, traduits en francais et reedites dans Lesniewski (1989). La mereologie
s'oppose  a un autre courant de la logique formelle : la theorie des ensembles.
Celle-ci a ete introduite  a la fin du XIXe si ecle par Georg Cantor et est encore
utilisee dans de nombreux travaux en mathematiques, en calcul de predicats,
en semantique formelle et bien d'autres domaines. Nous commencerons donc
par presenter bri evement la theorie des ensembles et la mereologie.
1.1.1.1 Theorie des ensembles
La theorie des ensembles est basee sur deux relations primitives, l'appar-
tenance et l'inclusion, que nous allons developper. Tout d'abord, les unites
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elementaires peuvent faire partie des ensembles. Ces unites sont designees
par des variables mathematiques (souvent x,y,z ) et peuvent etre des entites
de tout type : des nombres, des personnes, des artefacts, etc. La relation
d'appartenance peut etre formellement notee x ∈ A et se lit ¾ x appartient
 a l'ensemble A ¿, ou ¾ x est un element de l'ensemble A ¿. Il est possible de
presenter tous les elements d'un ensemble de la mani ere suivante : A = {x, y} ;
ici, A contient deux elements x et y. Les ensembles peuvent egalement etre  a
leur tour des elements d'autres ensembles. Par exemple, nous pouvons definir
B tel que A ∈ B et z ∈ B, et par consequent B = {A, z} = {{x, y}, z}.
Une autre relation importante entre deux ensembles est celle de l'inclu-
sion, notee A ⊂ C (lire ¾ A est inclus dans C ¿ ou ¾ A est un sous-ensemble
de C ¿). Un ensemble inclus dans un autre n'est toutefois pas son element :
si A ⊂ C et z ∈ C alors C = {x, y, z}. Notons que C n'equivaut pas B, car
{{x, y}, z} 6= {x, y, z}. Autrement dit, dans B = {{x, y}, z}, z ne fait pas
partie de B au meme titre que x et y.
Les relations d'appartenance et d'inclusion sont les deux relations qui
constituent le fondement de la theorie des ensembles. Nous ne presentons
pas ici son axiomatique compl ete, qui a ete tr es bien resumee par Partee
et al. (1993 : 215-217).
1.1.1.2 Mereologie
Contrairement  a la theorie des ensembles, la mereologie ne fait pas de
distinction entre les elements et les ensembles. Ces notions sont toutes les
deux traitees au meme titre, en tant que ¾ corps ¿ ou ¾ individu ¿. Alors que,
dans la theorie des ensembles, on consid ere qu'un element appartient  a un en-
semble (par exemple x ∈ A), en mereologie un individu fait partie d'un autre
individu. Ce point definitionnel a ete etabli dans les premiers travaux sur la
mereologie pour resoudre certains paradoxes de la theorie des ensembles, le
plus connu etant le paradoxe de Russel 1, avant que ceux-ci ne soient resolus.
En ne distinguant plus les elements et les ensembles, il est desormais pos-
sible d'utiliser une seule relation primitive dans les formalisations. Il emerge
donc une question : quelle relation primitive doit-on adopter ? Une premi ere
reponse serait d'utiliser directement la relation de partie  a tout ; c'est la posi-
1. Ce paradoxe peut etre formule de mani ere suivante : l'ensemble des ensembles
n'appartenant pas  a eux-memes appartient-il  a lui meme ? Si l'on pose un tel ensemble
y = {x|x 6∈ x}, alors y ∈ y ⇐⇒ y 6∈ y, ce qui n'est pas possible. Pour plus de details,
consulter Partee et al. (1993 : 7).
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tion adoptee, entre autres, dans la mereologie de Tarski (1972). Cette relation
est traditionnellement notee P(x,y) (lire ¾ x est une partie de y ¿ ou ¾ x fait
partie de y ¿). Champollion (2010) adopte dans son travail le cadre theorique
de Link (1983, 1998) 2 et note cette relation x ≤ y.
Le recours  a la relation P(x,y) en tant que primitive n'est cependant pas
la seule solution possible. De nombreux auteurs postulent d'autres primitives.
Dans ses premiers travaux, Lesniewski fonde la mereologie sur la relation de
¾ partie propre ¿ (souvent notee PP(x,y)), c'est- a-dire une partie qui n'est pas
egale  a son tout. Autrement dit, l'application de PP(x,y) plutot qu' a P(x,y)
exclut la possibilite contre-intuitive qu'une entite fasse partie d'elle-meme.
Leonard et Goodman (1940) reformulent les postulats des travaux tar-
difs de Lesniewski dans leur propre cadre appele ¾ le calcul des individus ¿.
Les auteurs utilisent la primitive ¾ x est disjoint de y ¿ (DR(x,y), pour ¾ dis-
crete ¿) qui leur permet de definir la notion de partie de la mani ere suivante :
P(x, y) ≡def ∀z(DR(z, y) =⇒ DR(z, x))
Dans le calcul des individus, dire que x fait partie de y revient alors  a dire
que toute entite z deconnectee de y est forcement deconnectee de x. Comme
le rapporte Vieu (1991 : 117), Lesniewski a montre que les syst emes construits
 a partir des relations P(x,y), PP(x,y) et DR(x,y) etaient equivalents.
Whitehead (1929) propose une mereologie basee sur la relation primitive
de connexion, notee C(x,y) (¾ x est connecte  a y ¿). Cette primitive a ete
reprise par Clarke (1981), puis par Vieu (1991) dans ce qu'on appelle la
mereo-topologie ou la pseudo-mereologie 3. Bien que cette relation, de par
son statut de primitive, n'est pas  a definir, Clarke (1985) la decrit de mani ere
informelle : ¾ deux regions spatio-temporelles sont connectees si, et seulement
si, ils ont un point spatio-temporel en commun 4 ¿. En mereo-topologie, la
relation de partie  a tout est definie en fonction de la connexion comme suit :
P(x, y) ≡def ∀z(C(z, x) =⇒ C(z, y))
On dit que x est une partie de y si toute entite z connectee  a x l'est
egalement  a y.
2. Le travail de Link (1983) a ete reedite dans (Link, 2002).
3. Cadre theorique utilise, entre autres, par Aurnague (1998, 2002, 2004) ; Vieu et
Aurnague (2007) ; Aurnague et al. (2007) ; Vieu (2009).
4. ¾ two spatio-temporal regions are connected if, and only if, they have a spatio-
temporal point in common ¿, Clarke (1985 : 62), nous traduisons.
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Dans le calcul des individus ainsi que la mereo-topologie, la relation P(x,y)
n'est donc pas consideree comme une relation primitive. Elle peut neanmoins
etre exprimee en fonction des primitives choisies (DR(x,y) ou C(x,y)). P(x,y)
est appelee dans ces cadres une relation derivee. Que P(x,y) soit adoptee
comme une relation primitive ou derivee, elle est dite ¾ d'ordre partiel ¿. Un
certain nombre d'axiomes concernant cette relation existent mais ne sont pas
tous inclus dans les differents syst emes mereologiques 5. Seuls trois axiomes
sont generalement acceptes :
Reflexivite : ∀xP(x, x)
Antisymetrie : ∀x∀y((P(x, y) ∧ P(y, x)) ⇐⇒ x = y)
Transitivite : ∀x∀y∀z((P(x, y) ∧ P(y, z)) =⇒ P(x, z))
Reformulons ces trois axiomes. La reflexivite veut que toute chose fasse
partie d'elle-meme. L'antisymetrie garantit que deux corps distincts ne
puissent pas faire partie l'un de l'autre : si x fait partie de y et y fait partie
de x alors ces deux entites sont forcement une seule et meme chose. Enfin,
la transitivite dit que les parties des parties d'une entite sont egalement ses
propres parties. Autrement dit, si x fait partie de y et y fait partie de z,
alors x fait egalement partie de z.
1.1.2 Limites des approches logiques
1.1.2.1 Faiblesses de la theorie des ensembles et de la mereologie
Etant donne qu'une seule relation de partie  a tout existe en mereologie,
on ne trouve pas d'equivalent  a la structure B = {{x, y}, z}, presentee dans
le point 1.1.1.1 page 7. En effet, ici x, y, z ne sont pas des elements de
meme rang. x et y font partie de l'ensemble A = {x,y} ; cet ensemble et z
sont des elements de B. En mereologie on ne peut pas dire que x fait partie
de B par l'intermediaire de A, tandis que z fait lui-meme partie de B. Ce
courant de la logique formelle ne permet pas de modeliser les entites ayant une
structure interne complexe. Nous illustrons un exemple de ce type d'entites
dans la Figure 1.1 page suivante. Si l'on consid ere que x, y, z representent
5. Pour plus de details sur l'axiomatique mereologique, consulter (Champollion, 2010 :
12-19) et (Varzi, 2016).
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respectivement les entites phalange, ongle et paume, la theorie des ensembles
nous permet, d'une part, de poser un ensemble A (doigt), compose de x et
de y, et, d'autre part, un ensemble B (main), compose de A et de z. La
mereologie ne permet pas de saisir cette etape transitoire. On pourrait noter
P(x,B) (¾ une phalange fait partie d'une main ¿) aussi bien que P(A,B)
(¾ un doigt fait partie d'une main ¿). Or, intuitivement, il nous semble qu'il
existe une difference entre ces deux relations : un ongle fait partie d'un doigt
¾ avant ¿ de faire partie d'une main 6.
phalange ongle paume
doigt
main
Figure 1.1  Representation d'une entite structuree en theorie des en-
sembles.
Cet exemple montre une force de la theorie des ensembles face  a la
mereologie. Toutefois, la theorie des ensembles presente des faiblesses qui
sont comblees dans la mereologie. En effet, Vieu (1991 : 153) remarque que
l'approche ensembliste n'est pas tout  a fait adaptee  a la modelisation des sub-
stances. Nous venons de l'aborder, la mereologie ne prevoit pas de modeliser
les entites ayant une structure interne complexe. Dans le cas des substances,
comme l'eau, il n'y a pas de structure de ce type. L'eau dans mon verre ne
designe pas une entite structurellement plus complexe que l'eau au fond de
mon verre. Or, dire, en theorie des ensembles, que l'eau au fond de mon verre
fait partie de l'eau dans mon verre presuppose une hierarchie, comme dans
la figure 1.1.
Il serait possible de recourir  a la notion d'unites minimales dans la modeli-
sation des substances dans la theorie des ensembles. Dans notre exemple, nous
pourrions dire que l'eau est composee des molecules d'eau. Ce postulat pose
neanmoins des probl emes lorsque les parties minimales ne peuvent pas etre
clairement identifiees, ce qui est le cas, par exemple, de la substance salete. De
plus, cela implique que le locuteur, dans sa conception de la substance, tient
6. Cette critique est notamment admise par Champollion (voce).
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compte des molecules chimiques non-perceptibles ce qui est peu probable 7. Le
recours  a la mereologie permet justement le traitement de ¾ la relation partie-
tout non-structuree 8 ¿,  a savoir les noms de masse et les pluriels. Champollion
(2010), dont les travaux sont actuellement representatifs de cette approche,
parvient  a formaliser, par exemple, la difference semantique entre les pluriels
des enonces suivants :
(1) a. The enemy armies were numerous
¾ Les armees ennemies furent nombreuses ¿ ;
b. All the enemy armies were numerous
¾ Toutes les armees ennemies furent nombreuses ¿.
L'exemple (1a) peut etre interprete de deux mani eres differentes. La lec-
ture distributive voudrait que le predicat etre nombreux (dont le sens s'ap-
proche de etre compose d'un grand nombre d'elements) s'applique  a chaque
element de la pluralite designee par les armees. L'exemple pourrait donc etre
periphrase : Chaque armee parmi les armees ennemies etait nombreuse ou
Chaque armee ennemie comptait beaucoup de soldats. La seconde lecture,
dite collective, applique le predicat etre nombreux  a la pluralite elle-meme
designee par les armees. C'est donc cet ensemble qui est compose d'un grand
nombre d'elements. On reformulera donc cet exemple (1a) : Il y a eu un grand
nombre d'armees ennemies.
Le quantificateur all ¾ toutes ¿ de l'exemple (1b) ne permet que la lecture
distributive : nombreuses se rapporte au nombre d'armees ennemies et non
au nombre de soldats dans chacune d'entre elles.
Les deux lectures de l'exemple (1a) sont permises, car chacune des armees
ainsi que l'ensemble des armees ennemies sont consideres en tant qu'indivi-
dus. Le predicat etre nombreux peut ainsi s'appliquer aussi bien  a chaque
armee qu' a l'ensemble des armees. D'un autre cote, en theorie des ensembles,
une armee est un ensemble compose d'individus (les soldats), tandis que les
armees ennemies designe un ensemble d'ensembles. Dans cette theorie il
serait difficile d'expliquer les deux lectures simultanees.
Pour resumer, chacun de ces cadres presente des limites ; c'est pourquoi,
la theorie des ensembles est privilegiee lors de l'etude des entites ayant une
7. Cf. la notion de ¾ physique nave ¿ de Hayes (1978, 1985), voir aussi Vieu (1991).
8. ¾ ustructured parthood ¿, (Champollion, 2010 : 11).
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structure, tandis que la mereologie est davantage utilisee dans l'etude des
objets non-structures.
1.1.2.2 Vers une unification ?
Pour combler les faiblesses de chacun de ces cadres, une unification pour-
rait etre envisagee. Comme le remarque Champollion (2010 : 21), les ap-
proches ensemblistes et mereologiques ne sont pas incompatibles. L'applica-
tion des axiomes de la meronymie  a la theorie des ensembles est tout  a fait
possible avec quelques ajustements. Bunt (1985) propose, entre autres, ce
type de cadre unifie.
En combinant ces deux mod eles theoriques un probl eme persiste. Les
formalisations ne rendent pas compte du fait qu'une entite-tout n'est pas
simplement la somme de ses parties, comme le remarque Champollion (2010) :
un sandwich au jambon est plus qu'une tranche de jambon et deux
tranches de pain mises ensemble, car ses proprietes ne peuvent pas
etre deduites de celles de ses ingredients 9.
Dans cet exemple, il apparat qu'effectivement la relation qu'entretient le
tout avec ses parties ne peut etre reduite  a une simple inclusion. Si tel etait le
cas, il serait impossible d'expliquer la difference entre les exemples suivants :
(2) a. Pierre a mis du jambon dans (*sur) son sandwich ;
b. Pierre a mis du jambon sur (*dans) sa tartine.
Dans ces deux exemples, la partie designee par jambon n'entretient pas
la meme relation avec son tout : cette partie se trouve tantot  a l'interieur
de son tout (2a), tantot sur sa surface (2b). Quelle que soit la conception de
la relation d'inclusion, l'asymetrie entre ces deux exemples ne peut pas etre
formalisee.
Le recours au cadre mereo-topologique propose par Vieu (1991) permet de
distinguer les exemples (2a) et (2b). Plus largement, ce cadre ne consid ere pas
le tout comme une addition de ses parties. L'utilisation de la seule primitive
¾ connecte ¿ C(x,y) permet de conceptualiser les notions d'interiorite et de
9. ¾ a ham sandwich is more than a piece of ham and two slices of bread put together,
because its properties cannot be induced from those of its ingredients ¿, (Champollion,
2010 : 11), nous traduisons.
13
Chapitre 1. Theories logico-semantiques
surface, de faire la distinction entre la connexion et le recouvrement et, plus
generalement, de modeliser des relations topologiques complexes. Toutefois,
Vieu (1991 : 36) souligne que meme les approches geometriques de ce type
ne suffisent pas  a ¾ rendre compte de la complexite de la semantique des
relations spatiales ¿, y compris des relations partie-tout. Un certain nombre
de caracteristiques doit etre avance pour decrire et distinguer ces relations.
Dans ce travail de th ese, nous nous concentrerons principalement sur la
description de ces caracteristiques et non sur la modelisation formelle des
relations de partie  a tout.
1.2 Oppositions binaires des relations parti-
tives
Nous l'avons montre dans la section 1.1, les approches formelles ne suf-
fisent pas  a traduire toute la variete des relations partie-tout. Afin de dis-
tinguer les relations de partie  a tout et de les decrire, un certain nombre
d'oppositions binaires peuvent etre avancees. Dans cette section nous propo-
sons donc une presentation et une analyse des oppositions classiques degagees
dans litterature.
1.2.1 Dependances existentielles
Meme si les parties et les touts correspondants sont, dans la plupart des
cas, des entites autonomes, leurs existences peuvent dependre les unes des
autres. Nous pouvons illustrer ces dependances existentielles par le fait qu'une
petale, bien que percue comme une entite  a part enti ere, doit obligatoirement
son existence  a une fleur. Ces dependances peuvent etre de plusieurs types,
que nous allons aborder dans les points suivants.
1.2.1.1 Canonicite et necessite
Les parties sont dites canoniques, lorsque celles-ci sont habituellement
presentes dans l'entite-tout qu'elles composent. Cette notion a ete formulee
par Cruse (1986) de mani ere suivante :
les traits semantiques dont l'absence est vue comme un defaut seront
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appeles traits canoniques 10
Ici, il faut entendre par les ¾ traits semantiques ¿ la presence de telle ou
telle partie. On dira alors, suite  a cette premi ere definition, que dans volant /
voiture la partie est canonique, car les voitures poss edent generalement des
volants, et son absence est le plus souvent, un defaut. Salles (1995 : 10) parle
egalement de ¾ parties attendues ¿ dans ce type de couples partie /tout.
D'un autre cote, dans sous-sol / maison la partie n'est pas obligatoire ou
facultative : il existe des maisons sans sous-sol qui ne sont pas defectueuses
pour autant.
Les termes ¾ partie canonique ¿ et ¾ partie necessaire ¿ sont parfois em-
ployes comme synonymes ; c'est le cas chez Mostrov (2010 : 20). L'auteur y
recourt lorsque ¾ la partie est presente dans la definition du tout 11 ¿. Tou-
tefois, Cruse (2000) distingue les notions de canonicite et de necessite de
mani ere suivante :
Certaines parties sont necessaires  a leurs touts, tandis que d'autres
sont optionnelles. [. . .] (Nous ne parlons pas ici de la necessite logique,
evidemment. Il s'agit de ce qui a ete appele la necessite canonique dans
Cruse (1986) : une main bien formee doit avoir des doigts 12.)
La canonicite d'une partie est donc definie par Cruse comme son appar-
tenance habituelle  a un tout. Ce qu'il appelle une ¾ main bien formee ¿ est
donc une main prototypique, et les mains ont, dans une vaste majorite de
cas, des doigts. Cette distinction de Cruse (2000) a ete reprise par Schalley
(2015), qui propose de la saisir par les notions de parties obligatoires (man-
datory parts) et canoniques (canonically necessary parts). Les premi eres cor-
respondent  a la ¾ necessite logique 13 ¿ evoquee par Cruse (2000) : ce sont les
parties sans lesquelles le tout ne peut pas etre considere comme tel 14. Ainsi,
10. Cruse (1986 : 19), traduction de Salles (1995 : 35-36).
11. Mostrov (2013 : 207).
12. ¾ Some parts are necessary to their wholes, whereas others are optional. [. . .] (We
are not talking here of logical necessity, of course. That is what in Cruse (1986) was called
canonical necessity : that is a well-formed hand must have fingers.) ¿, (Cruse, 2000 : 151),
nous traduisons.
13. Le terme de necessite est  a prendre ici dans le cadre de la logique classique. Le trai-
tement des parties obligatoires est plus complexe en logique non-monotone. Nous n'allons
pas aborder les raisonnements non-monotones dans ce travail.
14. Cf. egalement Bary (1665 : 79) cite par Salles (1995 : 28).
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les pages sont des parties obligatoires d'un livre 15. Salles (1995 : 29) rapporte
egalement l'exemple angle droit / triangle rectangle, dans lequel la partie est
logiquement necessaire  a son tout. Les parties canoniques correspondent  a la
definition qu'en donne Cruse et son exemple des doigts d'une main ¾ bien
formee ¿ peut egalement etre decrit en termes de parties canoniques dans le
vocabulaire de Schalley (2015).
D'un point de vue formel, le caract ere obligatoire d'une partie signifie
que l'existence de l'entite-tout implique l'existence de la partie en question.
Pour reprendre les exemples precedemment evoques, du moment qu'il existe
un livre, il existe des pages qui en font partie ; et l'existence d'un triangle
rectangle implique necessairement l'existence d'un angle droit, en faisant par-
tie. La notion de canonicite ne peut pas etre saisie de mani ere similaire en
termes de logique standard. Elle est neanmoins, comme nous le verrons plus
tard, un des traits fondamentaux de la relation partie-tout en semantique.
En effet, celle-ci est parfois restreinte aux parties canoniques (nous pensons,
notamment,  a Kleiber (1997 : 36)). Toutefois, la majorite des travaux et
de cadres theoriques offrent le traitement des parties non-canoniques (par
exemple Winston et al., 1987 ; Salles, 1995 ; Cruse, 1986, 2000 ; Schalley,
2015).
Nous utiliserons dans ce travail l'opposition proposee par Schalley en
postulant les traits [±obligatoire] et [±canonique]. Les deux traits sont
etroitement lies  a la possibilite de separer les parties de leurs touts. Nous
nous interesserons  a cette question dans le point suivant (1.2.2 page 19).
1.2.1.2 Dependance existentielle genesique
La partie est dite dependante genesiquement de son tout lorsqu'elle ne
peut emerger en dehors de celui-ci ; cette notion a ete proposee par Aurnague
(2004 : 111). Ce caract ere est notamment present dans le cas des entites
naturelles : bras / homme, sabot / cheval, etc. Effectivement, un bras peut
etre celui d'un homme, d'un singe ou d'un extraterrestre mais il ne peut
apparatre sans appartenir  a un tout ; de meme, un sabot peut etre une
partie de differents animaux mais il ne peut emerger independamment de
l'entite-tout.
15. Livre est ici le nom d'objet et non pas le nom d'idealite (Flaux et Van de Velde,
2000 ; Flaux et Stosic, 2014) ou nom d'objet fabrique non physique (Kleiber, 2011).
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Nous opposons  a ces exemples les couples lexicaux comme branche /
lunettes ou accoudoir / fauteuil. Dans les deux cas il s'agit d'artefacts dont
les parties peuvent etre creees sans que le tout existe prealablement : il n'y
a donc pas de dependance genesique dans ce cas-l a.
De mani ere formelle, la dependance genesique peut etre definie comme
reciproque du trait [±obligatoire]. Ce dernier, comme nous l'avons evoque,
traduit le fait que l'existence de l'entite-tout implique ([+obligatoire])
ou non ([obligatoire]) l'existence de la partie. La dependance genesique,
quant  a elle, est caracterisee par l'implication opposee. Autrement dit,
la dependance genesique a lieu, lorsque l'existence de la partie implique
necessairement l'existence d'un tout correspondant.
Aurnague (2004 : 111) remarque que l'opposition entre les entites natu-
relles et les objets crees par l'homme ¾ serait, dans bien des cas, correctement
saisie par la notion de dependance genesique ¿. Si, en ce qui concerne les
entites naturelles, cette remarque est valable, elle nous semble moins se
verifier avec les artefacts. Dans le cas des objets dont les parties n'ont pas de
fronti eres bien definies, comme goulot / bouteille, la dependance genesique
entre deux entites a lieu. Nous considerons qu'ici, la partie voit le jour au
moment o u le tout est cree ; concevoir un goulot independamment de la
bouteille ou d'un autre contenant dont il fait partie semble une tache diffi-
cilement realisable. Il semble que l'absence de fronti eres bien definies de la
partie au sein de son tout est fortement correlee  a ce type de dependance.
La notion de dependance genesique est intimement liee  a la dimension
temporelle des entites et  a la position relative de la partie et de son tout sur
l'axe du temps. Nous verrons, dans la suite de cette th ese, les contraintes tem-
porelles imposees aux couples partie / tout par ce trait [±dep.genesique].
1.2.1.3 Dependance existentielle referentielle
Un autre type de dependance existentielle releve par Aurnague (2004) est
la dependance referentielle. Ce type de dependance a lieu lorsqu'une partie
n'existe pas en dehors de l'acte de reference par le locuteur. Elle ne peut
donc etre nommee independamment de son tout et ne constitue pas une
entite referentiellement autonome. C'est notamment le cas des Noms de Lo-
calisation Interne (Aurnague, 1996) dans des couples comme coin / table,
centre / assiette, etc. Les parties ici n'existent pas en tant que telles : il n'y
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a pas de veritables entites qui portent le nom de coin ou centre. On dira
alors que ces relations portent le trait semantique [+dep.referentielle].
En occurrence, les noms des parties dependantes referentiellement de leurs
touts ne peuvent pas integrer des phrases comme :
(3) a. *Une table est composee de coins et de milieu.
b. ??Une assiette comprend un centre.
Precisons toutefois qu'un nom de localisation interne ne designe pas for-
cement une partie referentiellement dependante d'un tout correspondant. De
nombreux noms de ce type renvoient parfois  a des parties ne presentant pas
ce trait : le bord d'une assiette n'est pas une entite abstraite, privee de li-
mites spatiales, car il s'agit souvent de la partie rehaussee d'une assiette. De
meme, haut et bas ne sont plus employes en tant que noms de localisation
interne lorsqu'ils designent les parties d'un costume : il s'agit d'entites bien
distinctes (une veste et un pantalon, le plus vraisemblablement), qui existent
en dehors de l'acte de reference.
Les noms de portions presentent, vis- a-vis des entites-tout correspon-
dantes, une dependance referentielle similaire. Ainsi, par exemple, les noms
tranche ou part ne suffisent pas  a denommer des objets du monde reel. Leur
emploi necessite la reference  a l'objet ou  a la substance dont ils denomment
une portion soit de mani ere explicite (tranche de pain, part de gateau), soit
implicite ou contextuelle.
Les couples partie-/ tout n'ayant pas de dependance existentielle refe-
rentielle representent la majorite de cas abordes dans ce travail.  A titre
d'exemple, nous pouvons evoquer des couples prototypiques comme roue /
voiture ou page / livre : une roue et une page existent en tant qu'objets
independants et leur existence n'est pas limitee au seul moment de reference
par le locuteur.
Tout comme la dependance genesique, la notion de dependance referen-
tielle semble fortement liee  a l'absence de limites bien definies de la partie
en question et/ou  a l'impossibilite de distinguer de telles limites. Nous ne
pouvons pas dire avec certitude o u est situee la fronti ere entre le coin de la
table et le reste de sa surface.
18
1.2. Oppositions binaires des relations partitives
1.2.2 Separabilite et distribution
1.2.2.1 Approche de Winston, Chaffin et Herrmann (1987)
Dans le cadre theorique de Winston et al. (1987), la partie est dite
separable lorsqu'elle peut etre physiquement deconnectee de son tout 16. Les
auteurs illustrent le caract ere separable par handle / cup ¾ anse / tasse ¿,
tandis que le couple steel / bike ¾ acier / velo ¿ est un exemple de partie
inseparable.
Comme nous pouvons le constater avec les exemples cites, pour Wins-
ton et al., la partie peut etre separable meme si le tout correspondant est
endommage lors de la separation. Toutefois, cette procedure ne doit pas
¾ alterer l'identite 17 ¿ du tout, ce qui est une condition intimement liee  a
la necessite logique de Cruse (1986) ou au caract ere obligatoire de la partie
chez Schalley (2015). Une anse peut etre otee  a la tasse, mais cela necessite
de la casser. Bien que le tout soit alors defectueux, cela reste une tasse : la
partie est consideree comme separable. Ces deux conditions  la possibilite
theorique de separation et la non-alteration du tout lors de cette procedure
 sont necessaires au trait de separabilite de Winston et al..
Un cas particulier traite par (Winston et al., 1987 : 425) est celui des
melanges, comme dans tomate / salade. Pour eux, aussi homog ene soit le
melange designe par salade, il est toujours possible d'en enlever la tomate.
De plus, celle-ci n'est pas une partie obligatoire de ce melange et il ne cesse
d'etre une salade apr es la separation ; la partie presente donc le trait de
separabilite de Winston et al.. Le cas des melanges constitue la limite de
cette caracteristique. Premi erement, si, dans l'exemple cite, le fait d'enlever
la tomate n'alt ere pas la nature du melange, ceci n'est pas systematiquement
le cas. Le couple riz / risotto en fournit une illustration : le riz peut etre
physiquement enleve de ce plat mais il s'agit d'une partie obligatoire et, par
consequent, non-separable 18. On remarque ici que la double condition  a la
notion de separabilite ne permet pas de saisir uniquement la possibilite de
16. ¾ [Separable] parts can [. . .] be physically disconnected, in principle, from the whole
to which they are connected. ¿, (Winston et al., 1987 : 421).
17. ¾ the stuff of which a thing is made cannot be physically separated from an object
without altering its identity ¿, (Winston et al., 1987 : 425), nous traduisons.
18. La notion de dependance fonctionnelle peut, toutefois, remettre en question le ca-
ract ere obligatoire de la partie dans le couple riz / risotto. Nous y reviendrons  a la page
page 30.
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dissocier physiquement la partie de son tout. Deuxi emement, quand bien
meme il existerait une methode pour une telle dissociation, le locuteur naf
ne se representerait pas toujours la partie comme etant separable. En effet, si
la methode de distillation permet d'extraire des liquides faisant partie d'un
melange homog ene (comme dans keros ene / petrole ou alcool / rhum), il
nous semble que ces parties ne sont pas vraiment percues comme separables.
 A cause de ces faiblesses de la notion de separabilite, d'autres crit eres ont
ete proposes plus tard.
1.2.2.2 Approche de Aurnague (2004)
Aurnague (2004) introduit la notion de distribution, afin de pallier les
contraintes de la separabilite des ingredients dans des melanges. L'auteur
definit ce trait d'un point de vue topologique :
En termes geometriques, cette contrainte implique que la partie et
le tout (ou plutot leurs referents spatiaux) definissent des ferme-
tures convexes identiques alors que sur un plan plus conceptuel on
peut considerer qu'il y a concidence ou imbrication entre les entites
concernees 19.
Un exemple basique de notion de fermeture (ou enveloppe) convexe est
donne dans la Figure 1.2a page suivante. Nous n'allons pas entrer dans les
details de cette notion au cours de notre recherche. Constatons juste que
dans le cas de la repartition non-uniforme de la partie dans le tout (cf. Fi-
gure 1.2b page ci-contre), l'enveloppe convexe du tout (l'ensemble des points)
est differente de celle de la partie (les points blancs). Comme on peut le voir
dans la figure 1.2c page suivante, les enveloppes convexes des deux ensembles
tendent  a se rapprocher lorsque la partie est distribuee dans le tout de facon
homog ene. L'identite des enveloppes convexes est atteinte dans le cas, par
exemple, des melanges liquides comme un cafe au lait. Il est donc possible
de parler d'un continuum de distribution. Par commodite, nous employe-
rons le terme ¾ partie distribuee ¿ pour les cas de distribution plus ou moins
uniforme de la partie dans le tout correspondant.
Le cas des melanges, comme une salade, peut etre plus facilement saisi
 a l'aide du crit ere de distribution de la partie dans le tout. En effet, tomate
designe une partie uniformement distribuee, car son enveloppe convexe se
19. Aurnague (2004 : 60).
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•
• • • •
•
•
(a) Enveloppe convexe
d'un ensemble de points.
•
•
◦
◦
•
•
◦
◦
•
•
•
•
•
•
•
•
(b) Enveloppes convexes
d'un ensemble de points
(gris clair) et d'un sous-
ensemble non-distribue
(gris fonce).
•
◦
•
◦
◦
•
◦
•
•
◦
•
◦
◦
•
◦
•
(c) Enveloppes convexes
d'un ensemble de points
(gris clair) et d'un sous-
ensemble distribue (gris
fonce).
Figure 1.2  Enveloppe convexe et le crit ere de distribution.
rapproche de celle de salade. D'un autre cote, le couple lame / couteau ne
presente pas ce trait de distribution, car les fermetures convexes de la lame
et du couteau ne concident pas : il existe des parties d'un couteau o u la lame
n'est pas presente.
Aurnague (2004 : 83) note que, par rapport au crit ere de separabilite
de Winston et al. (1987), celui de la distribution de la partie dans son
tout semble ¾ plus operatoire ¿. Effectivement, comme nous l'avons evoque
precedemment, pour etre separable la partie doit remplir deux crit eres : la
possibilite de dissociation de son tout et le caract ere obligatoire. Or, la dis-
sociation n'est possible que dans le cas o u la partie n'est pas uniformement
distribuee dans le tout. Nous pouvons donc proposer la definition formelle de
separabilite, comme dans la figure 1.3.
[+separable] ≡def [−distribue] ∧ [−obligatoire]
[−separable] ≡def [+distribue] ∨ [+obligatoire]
Figure 1.3  La separabilite (Winston et al., 1987) definie en fonction de dis-
tribution (Aurnague, 2004) et du caract ere obligatoire de la partie (Schalley,
2015).
Autrement dit, la partie est separable lorsqu'elle n'est pas distribuee et
n'est pas obligatoire. D'un autre cote, la partie n'est pas separable si elle est
distribuee et/ou obligatoire. La separabilite de Winston et al. (1987) ne peut
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donc pas etre consideree comme une description primitive. Couplee au trait
[±obligatoire], la distribution de la partie dans le tout permet de saisir
les memes oppositions que la separabilite, mais ne presente pas les faiblesses
de cette derni ere.
1.2.2.3 Approche de Schalley (2015)
Schalley (2015) propose plusieurs oppositions binaires remplacant la sepa-
rabilite de Winston et al. (1987) et la distribution de Aurnague (2004). Elle
distingue, avant tout, des parties amovibles (removable parts) et des parties
detachables (separable parts). L'amovibilite, dans la definition de l'auteure,
est une simple possibilite d'oter une partie  a un tout. Ainsi, pour reprendre
ses exemples, un moteur est une partie amovible d'un vehicule, puisqu'il
existe un procede permettant de separer ces deux entites. D'un autre cote, le
sucre n'est pas une partie amovible de la limonade. De mani ere plus formelle
elle peut etre consideree comme le trait inverse de la distribution maximale
de la partie dans son tout.
Le caract ere detachable d'une partie n'est possible que dans le cas des
parties separables : il indique si, apr es la separation de deux entites, la partie
peut ¾ exister independamment ¿ de son tout. Schalley dit qu'une feuille
de papier est detachable par rapport  a un bloc-notes, tandis qu'un doigt
n'est pas detachable par rapport  a une main, meme si ces deux parties sont
separables de leurs touts.
Les notions de parties obligatoires et canoniques de Schalley, que nous
avons abordees dans le point 1.2.1.1 page 14, reposent egalement sur la
possibilite de priver un tout de sa partie. L'auteure definit les parties obli-
gatoires comme ne pouvant pas etre otees au tout sans detruire ce dernier
(Schalley, 2015 : 6). Elle illustre cette categorie des parties par le couple
chassis / voiture : sans un chassis une voiture n'en est plus une, elle devient
une epave. Nous y retrouvons le crit ere de non-alteration de la nature de
l'entite-tout, formule par Winston et al.. Les parties canoniques, quant  a
elles, peuvent etre dissociees de leurs touts : ces derniers ne sont alors pas
denatures mais seulement endommages. Par exemple, un retroviseur est une
partie canonique mais non obligatoire d'une voiture : c'est une partie qui
est habituellement presente dans le tout ; sans un retroviseur une voiture est
¾ abmee ¿ mais elle ne cesse d'etre une voiture.
Pour resumer, le trait [±distribue] est le seul, parmi ceux que nous
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avons presentes, qui ne repose que sur une seule condition. C'est la raison
pour laquelle il sera utilise dans la suite de notre recherche.
1.2.3 Similarite des parties
La similarite des parties est un trait utilise, entre autres, dans les travaux
Herrmann et al. (1986 : 414) et Aurnague (2004). Ce trait, comme son nom
l'indique, decrit si toutes les parties d'un tout donne sont de nature identique
entre elles. Autrement dit, ce trait est present lorsque toutes les parties d'un
tout peuvent etre designees par une meme unite lexicale-meronyme. Nous
pouvons l'illustrer par des exemples comme musicien / orchestre ou grain
de sable / sable. Dans ces couples le meronyme designe des parties similaires
entre elles et le tout ne comprend pas d'autres parties que celles denommees
par ce meronyme. Nous ne pouvons dire la meme chose du couple aile /
avion : toutes les parties d'un avion ne sont pas similaires entre elles et un
avion ne comprend pas que des ailes.
Il est toutefois possible, pour des collections d'entites non-humaines (Lam-
mert, 2006 : 111), que le tout ne soit pas constitue d'un seul type de par-
ties 20 ce qui rend compliquee la definition du trait de la similarite des parties.
Par exemple, un bouquet peut etre defini comme un ensemble de fleurs 21 ;
il peut toutefois comporter des feuillages, des brins d'herbe etc. De meme,
une chenaie est une foret de chenes, mais d'autres arbres peuvent en faire
partie. Notre definition devrait alors etre moins restrictive : la similarite a
lieu lorsque, dans un couple partie / tout, le tout est compose de mani ere
predominante de parties d'un meme type.
Une autre mani ere de traiter ces probl emes serait de considerer qu'une
entite-tout est composee des parties similaires entre elles. Toutes les entites
differentes de ces parties seraient alors localisees au sein de l'entite-tout sans
en faire partie. Mais si cette interpretation resout certains des probl emes
logiques evoques par Lammert, elle pose des probl emes semantiques. No-
tamment, si un bouquet n'est constitue que de fleurs, alors toutes les autres
entites  comme des feuillages  n'en font pas partie. Or, abmer ces feuilles
revient  a abmer le bouquet. La transitivite du predicat de la cible au site
n'est pas un mecanisme commun, contrairement  a la transitivite de la partie
au tout. Les feuilles devraient alors etre considerees comme une partie du
20. Cf. Lammert (2006 : 109) et Lammert et Lecolle (2014 : 13).
21. TLFi (1994).
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bouquet, ce qui est contradictoire avec la premi ere consideration. C'est pour-
quoi nous ne traiterons pas la similarite entre les parties de mani ere aussi
stricte, mais plutot en termes de densite : le nombre de parties similaires
entre elles dans un tout doit etre important par rapport au nombre des
parties d'autres types.
Schalley (2015) traite dans son travail une autre notion proche de la
similarite des parties. Elle postule l'existence des parties homog enes (homo-
geneous parts), qu'elle definit comme suit :
La partie [homog ene] est comparable  a une autre partie (ou  a d'autres
parties) de l'entite-tout selon certains aspects. Les parties sont alors
conceptualisees comme etant congen eres et uniformes 22.
Dans cette conception, la partie est homog ene si elle est similaire  a
d'autres parties de son tout, mais pas necessairement  a toutes les parties.
Elle donne l'exemple des roues d'une voiture pour illustrer les parties ho-
mog enes. D'un autre cote, un cerveau n'est pas une partie homog ene d'une
personne, car aucune autre partie ne lui est identique. Lammert (2010 :
62) parle egalement de ¾ l'homogeneite interne ¿, par opposition  a une
¾ heterogeneite existant entre les elements et collection ¿. Cette derni ere est
plus couramment evoquee sous le vocable d'homeomerite et sera discutee
dans le point suivant (1.2.4).
La notion des parties homog enes de Schalley repond egalement  a la
problematique de Lammert. En effet, elle peut caracteriser les exemples
chene / chenaie ou fleur / bouquet, cites precedemment. En effet, il existe
plusieurs parties d'une chenaie denommes chene, il s'agit donc des parties
homog enes dans le vocabulaire de Schalley. Seulement, il existe une difference
conceptuelle importante entre cet exemple et le couple roue / voiture : une
chenaie peut etre constituee uniquement de chenes, tandis qu'une voiture ne
comportant que des roues n'est pas envisageable.
Dans la suite de ce travail nous utiliserons la notion de similarite des
parties, que nous noterons [±similarite], plutot que l'homogeneite. Comme
nous verrons plus tard, ce choix permet de proposer une meilleure typologie
des relations partie-tout.
22. ¾ The [homogeneous] part is comparable to the other part(s) of the whole in a
regarded aspect. The parts are thus conceptualized as congeneric and uniform. ¿, (Schalley,
2015 : 5), nous traduisons.
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1.2.4 Homeomerite
La notion d'homeomerite peut avoir deux lectures distinctes. Premi ere-
ment, dans le langage courant, une entite homeom ere est celle formee de
parties semblables 23. Nous avons decrit ce cas de figure en tant que similarite
des parties dans le point 1.2.3 page 23. Rappelons juste qu'il s'agit d'un grand
nombre d'ensembles : musicien / orchestre, fleur / bouquet etc.
La seconde lecture est plus restrictive que la premi ere. Selon celle-ci, non
seulement les parties d'un tout homeom ere sont de nature identique entre
elles, mais elles ont aussi une nature identique  a celle du tout. C'est le point
de vue qu'adoptent, entre autres, Winston et al. (1987 : 420), Chaffin et
Herrmann (1988 : 301), Vieu et Aurnague (2007 : 11) ou Schalley (2015)
et qui a ete tr es justement saisi par Mourelatos (1995). Ce trait est present
dans des couples lexicaux comme part / gateau (car toute partie du gateau
est du gateau) mais ne l'est pas dans des couples comme pied / table (un
pied n'est pas une table lui-meme). Nous adopterons,  a l'instar des travaux
cites, cette seconde interpretation d'homeomerite. Nous noterons ce trait
[±homeom ere].
Vieu (1991 : 164) remarque que, dans le cadre theorique de Winston
et al. (1987), ¾ [l]e type de proprietes  a prendre en compte pour evaluer la
similarite [entre les parties et le tout] n'est pas reellement explicite ¿. Nous
considererons, comme le fait Vieu, que le tout est homeom ere lorsque ses
parties peuvent etre designees par le nom de cette entite-tout.
Contrairement au trait [±similarite], l'homeomerite ne s'impose gene-
ralement pas dans le cas des ensembles. En effet, les elements ne sont pas
toujours d'une nature identique aux entites-touts correspondantes. Si tous les
membres d'un orchestre sont des musiciens, chacun d'entre eux n'est pas lui-
meme un orchestre. De meme, un bouquet est compose d'entites semblables
 les fleurs  qui ne sont pas elles-memes des bouquets. Toutefois, il est vrai
que, dans le cas des parties minimales de substances granuleuses, le crit ere
de l'homeomerite est respecte : un grain de sable c'est du sable, un flocon de
neige c'est de la neige etc.
Lorsque nous considerons les sous-ensembles, le trait [homeom ere] per-
met de distinguer les ensembles-tout orchestre et bouquet. Un sous-ensemble
quelconque de musiciens d'un orchestre symphonique n'en forme pas un nou-
23. Littre, E. (1874). Dictionnaire de la langue francaise, Hachette, Paris.
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veau et diviser un orchestre en deux ne permet pas d'en creer deux. Si tous
les membres d'un orchestre sont des musiciens, ils n'ont pas le meme role au
sein de l'ensemble. D'un autre cote, tout sous-ensemble de fleurs d'un bou-
quet est lui-meme un bouquet, ce qui exclut l'acceptabilite de *Il m'a offert
un demi-bouquet de fleurs 24.
Le trait [homeom ere] peut egalement etre utilise pour decrire les
etapes d'un processus-tout ou des periodes temporelles. Dans son travail sur
les ¾ noms humains de phase ¿ (de la vie) tels que enfant, adolescent ou
vieillard, Aleksandrova (2013 : 139) note que ce type de parties d'une vie
presentent le caract ere non-homeom ere : aucun des stades de la vie n'est une
vie en soi. Bernitskaa (2008 : 61) parle de proc es homog enes pour saisir la
meme notion. Ainsi, pour elle, l'homogeneite a lieu, lorsque ¾ chaque partie
du proc es est la meme que le proc es lui-meme ¿. Nous discuterons ce point
en detail lors de notre analyse des relations temporelles partie-tout (cf. page
161).
La notion d'homeomerite pose la question des parties minimales,. Si dans
le cas du sable ou du sel nous pouvons distinguer des elements naturels,
c'est- a-dire des grains de sable ou des cristaux de sel, tous les massifs ne le
permettent pas. Ce probl eme a ete rapporte et illustre par Kleiber (1994) :
Toute partie d'une substance apprehendee de facon massive ou ho-
mog ene ne reste pas forcement, comme l'a souligne W.v.O. Quine
(1960), une partie du meme type. Si une molecule d'eau peut encore
etre consideree comme de l'eau, il n'en va plus de meme des elements
qui composent une telle molecule 25.
Cette remarque a des implications sur la definition des noms massifs :
au lieu d'utiliser le crit ere de ¾ division homog ene ¿ (W est massif si toute
partie de W est elle-meme W) on preferera celui de ¾ reference cumulative ¿
(¾W est un terme massif si toute somme des parties qui sont W est elle-meme
W 26 ¿). Ainsi, toute partie de l'eau n'est pas de l'eau elle-meme, comme nous
24. Quelques contextes permettent toutefois de faire la reference  a un demi-bouquet,
aussi bien en francais qu'en russe : Îí íàðâàë áóêåò öâåòîâ : ïîë-áóêåòà Ìàøå, ïîë-
áóêåòà Àíå ¾ Il composa un bouquet de fleurs : un demi-bouquet pour Maria, un demi-
bouquet pour Anna ¿. Toutefois, la meme reference ne serait pas possible au moment de
les offrir, puisque Maria et Anne recevront chacune un bouquet. Nous remercions Sergue
Sakhno pour cette precieuse remarque.
25. Kleiber (1994 : 15).
26. Quine (1960 : 90-91)), cite par Kleiber (1994 : 15).
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venons de voir, mais lorsque l'on fusionne deux volumes d'eau, cela reste de
l'eau ; il s'agit donc d'un nom massif.
Or nous ne pouvons pas eviter le recours  a la notion de portion pour
savoir si le tout est une entite homeom ere. Pour resoudre le probl eme des
parties minimales, il est donc necessaire de postuler des relations differentes
pour des couples tels que :
(4) a. goutte / eau ;
b. atome d'hydrog ene / molecule d'eau.
Dans (4a) il s'agit d'un tout homeom ere (une goutte d'eau c'est de l'eau),
tandis que dans (4b) cela ne se verifie pas (un atome composant une molecule
n'est pas une molecule en soi).
1.2.5 Relation avec le ¾ reste ¿
Lorsque nous extrayons d'un tout une de ses parties, nous obtenons une
nouvelle entite que nous allons appeler le ¾ reste 27 ¿. Les relations partie-tout
peuvent etre distinguees, pour Aurnague (2004), par la relation qu'entretient
le tout initial avec ce ¾ reste ¿.
Le premier cas de figure est celui d'une relation differente entre le tout
et la partie et entre le tout et le ¾ reste ¿. Cela se produit avec manivelle /
velo ou musicien / orchestre. La manivelle est une pi ece du velo, or le reste
n'en est pas une ; un musicien est un membre de l'orchestre, mais le reste de
l'orchestre n'est pas son membre.
Dans d'autres situations, la relation entre le tout et la partie et entre le
tout et le reste peut etre de la meme nature. Ce second cas peut etre illustre
par les noms de certaines portions, comme dans les couples suivants :
(5) a. part / gateau
b. tranche / pain
Ici, une part et un morceau sont des portions d'un tout ; mais dans les
deux cas le ¾ reste ¿ forme par l'extraction de ces parties peut egalement
etre vu comme une portion. Les relations que le tout entretient avec la
portion ou avec le reste peuvent toutes les deux etre decrites par les memes
traits semantiques ([+homeom ere], [-distribue], [+similaire] etc.). Il
27. Cette notion a ete formalisee par Vieu (1991 : 297).
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est important toutefois de ne pas confondre la nature de la relation entre
la partie et le tout et le type specifique de parties en question (type de
portion) : dans les deux cas ci-dessus il s'agit de la relation qui lie le tout  a
une portion, cependant le reste n'est ni une part (dans le cas du gateau), ni
une tranche (dans le cas du pain).
Pour les raisons de commodite de la suite de ce travail, nous dirons que,
lorsque les relations partie / tout et reste / tout sont du meme type, il s'agit
d'une relation partie-tout apom ere (de α`pio ¾ eloignement, privation ¿ et
µε´ρoζ ¾ partie ¿). Lorsque, au contraire, ces deux relations ne sont pas du
meme type, nous parlerons de la relation partie-tout non-apom ere.
Un cas problematique pose par cette caracteristique est celui des entites
composees de deux parties : un couteau compose d'un manche et d'une
lame 28, un duo de musiciens, une table ayant un pied central et un pla-
teau etc. Lorsque nous considerons un couteau fait en deux pi eces sans
sa lame, le ¾ reste ¿, c'est- a-dire son manche, entretient la meme relation
avec le tout que la lame : elle peut etre caracterisee comme [-distribue],
[-similaire], [-homeom ere], etc. Cette relation doit donc etre caracterisee
comme [+apom ere]. Or l'intuition veut que ce type de relation ne soit pas
decrit comme les relations entre les substances et les portions, comme dans
les exemples (5a) et (5b). Pour pallier ce probl eme, nous decrirons une re-
lation partie-tout  a l'aide du trait [±apom ere] uniquement lorsque le tout
est une substance et/ou presente une certaine homogeneite.
1.2.6 Caract ere connexe des parties
Ce trait descriptif indique si on peut, pour un couple lexical donne, distin-
guer dans la partie plusieurs sous-parties liees entre elles. Dans la plupart des
exemples la partie est une entite connexe : touche / clavier, fleur / bouquet
etc. Dans le cas des portions de substances (comme dans tranche / pain) et
des morceaux (sommet / montagne) ce caract ere semble meme obligatoire,
comme le remarque Aurnague 29.
Face  a ces cas prototypiques nous observons des exemples de parties non
connexes comme tomate / salade ou pupitre des violons / orchestre. Dans
28. Nous remercions Dejan Stosic pour cet exemple.
29. Voce.
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ces derniers cas, le meronyme designe non pas une entite connexe mais soit
un ensemble de fragments non connectes entre eux et distribues dans le tout
(dans le cas de la tomate), soit un sous-ensemble de membres d'un collectif
non connectes entre eux non plus (dans le cas des violonistes).
Nous utiliserons le trait [±pt.connexe] plus loin dans ce travail.
Precisons que ce trait, tout comme les autres postules dans cette section, ne
peut etre applique qu' a une relation partie / tout et non  a l'entite-partie de
mani ere intrins eque. Ainsi, la relation tomate / salade peut etre caracterisee
comme [pt.connexe], tandis qu'une tomate, hors cette relation partitive,
est une entite connexe.
1.2.7 Dependance fonctionnelle
1.2.7.1 Premi eres approches
Ce trait est sans doute l'un des plus abordes dans les travaux sur la
meronymie : il est discute dans les travaux de Cruse (1979, 1986, 2000) ; Iris
et al. (1988) ; Salles (1995) ; Schalley (2015), dans les travaux de la mereo-
topologie (Vieu, 1991, 2005 ; Vieu et Aurnague, 2007 ; Aurnague, 2004), la
liste n'etant pas exhaustive. Il indique si ¾ les associations ou liens entre
entites [sont] fondes sur les proprietes fonctionnelles de ces derni eres ¿, comme
l'a defini Aurnague (2002 : 74). On pourra alors dire que dans le cas de
poignee / porte la partie remplit un role dans le fonctionnement de son tout :
la poignee permet  a une personne d'ouvrir et de fermer la porte. Une porte
peut d'ailleurs ne plus pouvoir etre utilisee lorsqu'elle n'a pas ou plus de
poignee. L'absence de dependance fonctionnelle peut etre observee dans les
couples lexicaux comme grain de poussi ere / poussi ere : la partie ne remplit
ici aucun role fonctionnel dans le tout.
Avant de passer  a l'analyse de ce trait, nous nous permettons de remar-
quer que la notion de fonctionnalite est un concept tr es complexe. Prenons
l'exemple d'une voiture ; nous pourrions dire que sa fonction premi ere est la
possibilite de deplacement. Seulement, on ne peut dire d'une voiture dont le
moteur est hors-service et tractee par des chevaux qu'elle est fonctionnelle.
Ce n'est pas non plus possible lorsqu'elle descend une cote, mue par la seule
force gravitationnelle. Ajoutons  a la fonction d'une voiture la condition d'au-
topropulsion, et le role fonctionnel des syst emes de direction ou de freinage
sera estompe. Nous utiliserons donc la notion de fonction, et par consequent
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de la fonctionnalite, de mani ere informelle.
Si les parties fonctionnellement dependantes sont souvent des elements
non-distribues des entites concr etes complexes, ceci ne constitue pas une
obligation. Un certain nombre de substances peuvent egalement remplir une
fonction au sein du tout dont elles font partie. Dans ce cas ce sont les qualites
apportees par la substance-partie qui contribuent au bon fonctionnement
de l'entite-tout. Il peut s'agir de la modification des proprietes physiques
(comme la presence du gravier dans du beton), chimiques (les substances
actives presentes dans des medicaments) ou meme gustatives (les ingredients
des plats lui apportent tel ou tel gout particulier) 30. Ainsi, le couple lexi-
cal riz / risotto, que nous avons vu precedemment, denomme des entites
liees par ce type de dependance fonctionnelle : le riz apporte au risotto une
consistance et un gout particuliers. Ce composant du plat peut d'ailleurs etre
remplace par des ingredients similaires, pouvant remplir les fonctions gusta-
tives similaires. C'est pourquoi il est possible de parler en francais du risotto
de quinoa, du risotto de boulghour, etc.
Les entites non-materielles peuvent egalement entretenir une dependance
fonctionnelle avec leurs parties. C'est le cas pour un certain nombre d'eve-
nements. Prenons l'exemple du couple de lexies lecture / apprentissage.
L'activite designee par la premi ere peut etre consideree une partie de
l'activite designee par la seconde 31. Dans cette lecture partitive, le bon
deroulement de l'evenement-tout repose sur l'existence du sous-evenement
et, par consequent, il existe une dependance fonctionnelle entre les deux. La
conduite d'automobile (ou d'un autre vehicule) en est un autre exemple. Les
noms freinage et acceleration designent tous les deux des sous-evenements de
conduite (d'automobile). Les deux remplissent un role au sein de l'evenement-
tout : pour que la conduite se fasse de mani ere correcte elle doit comporter,
canoniquement, des phases d'acceleration et de freinage. Evidemment, tous
les couples sous-evenement / evenement ne presentent pas ce caract ere fonc-
tionnel : dans atterissage / chute, la realisation du sous-evenement n'a pas de
valeur ou raison fonctionnelle relativement au tout, il s'agit tout simplement
du dernier instant de l'evenement-tout.
30. Cf. egalement (Aurnague, 2004 : 61).
31. Une autre lecture possible est une lecture hyperonymique : la lecture est une sorte
d'apprentissage.
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1.2.7.2 Types de dependance fonctionnelle
De mani ere formelle, Cruse (1979) parle du ¾ domaine fonctionnel 32 ¿
des parties : ce sont des entites-touts dont les parties peuvent presenter une
dependance fonctionnelle. Par exemple, le domaine fonctionnel d'un genou
est la jambe  a laquelle il appartient. Il s'agit ici du ¾ domaine fonction-
nel unique ¿, pour reprendre les mots de Cruse, car la seule entite dont la
fonction depend d'un genou c'est une jambe. D'autres parties peuvent avoir
plusieurs domaines fonctionnels. Par exemple, une roue peut jouer un role
dans une multitude d'entites-touts differentes : des vehicules, des brouettes,
des jouets, etc.
Aurnague (2002 : 74) propose une description plus compl ete des depen-
dances fonctionnelles. Il avance que, dans certains cas, la partie a une fonc-
tionnalite intrins eque et assume certaines des fonctions remplies par le tout
correspondant. Ainsi, dans l'exemple compte-tours / tableau de bord, un ta-
bleau de bord sert  a donner plusieurs informations (vitesse, temperature du
moteur, la vitesse du moteur, etc.) et un compte-tours donne l'une d'entre
elles. La fonctionnalite de la partie peut necessiter l'appartenance  a un tout.
Ainsi, une poignee necessite d'etre attachee  a un autre objet pour pou-
voir le mettre en mouvement ou permettre  a l'utilisateur de le porter, tan-
dis que cet objet n'a pas forcement besoin d'une poignee pour remplir sa
fonction premi ere. Enfin, le troisi eme cas est celui o u la fonctionnalite du
tout necessite la presence d'une partie : une maison doit avoir des murs
pour pouvoir proteger ses habitants, alors qu'un mur peut etre fonctionnel
independamment d'une maison ou d'une habitation d'un quelconque type.
Aurnague precise toutefois que, dans certains cas, ces mecanismes ¾ inter-
viennent de facon conjointe ¿ (Aurnague, 2002 : 74).  A son exemple cartouche
d'encre / stylo nous ajouterons l'exemple aiguilles / horloge : une aiguille sert
 a indiquer les heures, les minutes et les secondes mais ce n'est possible que
lorsqu'elles font partie du mecanisme dans son integralite ; mais en meme
temps, une horloge n'est pas fonctionnelle lorsque ces parties ne sont pas
presentes. La dependance fonctionnelle ici est donc bidirectionnelle.
Nous devons remarquer que, si Aurnague donne l'exemple d'une poignee
pour illustrer le deuxi eme cas de figure, celui-ci ne lui correspond pas toujours.
Supposons les deux enonces suivants :
32. ¾ functional domain ¿, (Cruse, 1979 : 31), nous traduisons.
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(6) a. Un couteau sert  a couper
b. ??Un couteau sert  a etre tenu
L'acceptabilite de ces deux enonces nous permet de distinguer la fonction
premi ere d'une entite : un couteau est fait pour couper avant tout. Pourtant,
que sa lame ou sa poignee lui soient otees, et un couteau n'est plus fonction-
nel. Cela voudrait dire que dans le cas poignee / couteau la dependance est
bidirectionnelle, car une poignee n'a pas de fonctionnalite intrins eque et le
couteau perd la sienne sans cette partie.
Une autre interpretation formelle de la fonctionnalite des parties a ete for-
mulee par Aurnague et al. (2007 : 327) 33. Dans des relations du type CIW 34
ils notent,  a l'instar de Cruse (1979), les cas o u le domaine fonctionnel d'une
partie est restreint  a une seule entite-tout (c'est- a-dire  a une entite-tout d'un
type precis). La relation avec ce type de dependance fonctionnelle est ap-
pelee CIW-direct1. Le cas des domaines fonctionnels multiples sont re-
groupes sous le nom de CIW-indirect1.  A cette caracterisation les auteurs
ajoutent l'indication du domaine fonctionnel de l'entite-tout. Ils appellent
CIW-direct2 les relations de partie  a tout, dans lesquelles la fonction du
tout necessite le recours  a la fonction de la partie ; le domaine fonctionnel de
l'entite-tout est donc unique. Ils illustrent ce type de relation par des exemples
wall / house ¾mur / maison ¿ (car pour etre fonctionnelle en tant qu'abri une
maison doit avoir des murs fonctionnels) et engine / car ¾ moteur / voiture ¿
(toute voiture en etat de marche doit avoir un moteur qui fonctionne). Ils
opposent ces cas de figure  a ceux o u une autre partie pourrait jouer le role de
celle dont on parle ; ils appellent cette relation CIW-indirect2 exemplifiee
par heart / circulatory system ¾ cœur / syst eme sanguin ¿ (un dispositif
d'assistance ventriculaire peut remplir le role du cœur pour que le syst eme
sanguin fonctionne) et brick / wall ¾ brique / mur ¿ (car un mur peut etre
fait en d'autres materiaux pour etre solide, isolant etc.).
Dans un grand nombre, sinon la majorite, de cas, o u il existe une
dependance fonctionnelle entre la partie et le tout, celle-ci peut etre  a la
fois du type CIW-1 et du type CIW-2. Ceci est lie au fait que la fonc-
tionnalite d'une des deux entites repose souvent sur la fonctionnalite de
33. Aborde egalement dans Vieu et Aurnague (2007 : 31).
34. Component - Integral Whole ou composant / assemblage est une des six relations
partie-tout distinguees dans le cadre theorique de Laure Vieu et de Michel Aurnague. Nous
y reviendrons.
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l'autre. Par exemple, dans le couple cœur / syst eme sanguin, la partie ne
peut fonctionner que dans ce tout et uniquement lorsqu'il fonctionne bien
lui-meme (le cœur n'est pas fonctionnel lorsque les art eres sont bouchees),
tandis que ce tout peut fonctionner lorsqu'une autre entite (une pompe
cardiaque) joue le role de cette partie. La relation entre ces deux entites est
alors CIW-direct1, mais aussi CIW-indirect2. Le couple moteur / voi-
ture illustre le cas contraire : la partie peut etre fonctionnelle au sein d'autres
entites-touts en etat de marche (un moteur ne meut pas un vehicule si le
syst eme de transmission est hors-service). En revanche, le tout necessite que
cette partie remplisse son role pour fonctionner lui-meme (une voiture avec
un moteur hors-service l'est egalement), et aucune partie alternative ne peut
la remplacer. Cette relation peut alors etre qualifiee de CIW-indirect1 et
CIW-direct2.
Precisons que ces dependances fonctionnelles sont differentes des crit eres
[±amovible] et [±obligatoire] de Schalley (2015), que nous avons
abordees dans les sections 1.2.1.1 (page 14) et 1.2.2 (page 19), malgre
certaines ressemblances. En effet, Schalley postule la condition d'existence
autonome de la partie (pour le trait [±amovible]) et du tout (pour le trait
[±obligatoire]) apr es que les deux entites soient dissociees. Elle ne prend
pas en compte la fonctionnalite des deux entites. Pour illustrer cette nuance,
prenons les exemples suivants :
(7) a. moteur / voiture ;
b. volant / voiture.
Dans (7a), la presence de la partie est necessaire pour que le tout puisse
etre appele voiture, c'est donc une partie obligatoire pour Schalley. Et,
comme nous l'avons vu plus haut, etant donne le role que joue la partie dans
son tout, il s'agit de la relation du type CIW-direct2. Dans (7b), la partie
n'est pas obligatoire, car son absence ne change pas la possibilite d'employer
le mot voiture par rapport  a cette entite tout. Toutefois, il s'agit ici aussi de
la relation du type CIW-direct2, car sans un volant une voiture ne peut
etre conduite, et ce role fonctionnel ne peut etre rempli par une quelconque
autre partie.
Quelle que soit la mani ere de formaliser les dependances fonctionnelles, le
lien qu'elles entretiennent avec la structure et la topologie des entites n'est pas
 a negliger. Winston et al. (1987) soutiennent que ¾ les positions spatiales ou
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temporelles des parties fonctionnelles sont restreintes par leur fonction 35 ¿.
Les auteurs donnent l'exemple du couple handle / cup ¾ anse / tasse ¿ : la
partie ne peut se situer  a n'importe quel endroit de son tout. Nous ajouterons
que cette restriction est liee, d'un cote,  a la fonction de la partie (une anse
ne peut se situer dans la tasse, car cela empecherait l'utilisateur de la saisir)
et, d'un autre cote,  a la fonction de l'entite-tout elle-meme (une anse ne
peut se situer sous la tasse, faute de quoi l'utilisateur ne pourrait poser cette
derni ere).
Precisons egalement qu'en plus de la position de la partie relativement  a
l'entite-tout, la notion de dependance fonctionnelle regit la position relative
des differentes parties au sein d'un meme tout. Par exemple, il ne suffit pas
que le moteur soit fonctionnel pour que l'automobile dont il fait partie soit
fonctionnelle  a son tour. Il est necessaire que le moteur soit connecte  a ses
autres parties (telles que la transmission et les roues) pour que la voiture
puisse se mouvoir. Aurnague (2002 : 74) rel eve egalement que, dans certains
cas, la fonctionnalite de la partie ne peut etre remplie dans le tout que
par l'intermediaire d'une troisi eme entite ¾ qui inclut la premi ere entite et
qui englobe la seconde ¿. Le couple couple fenetre / habitation illustre son
observation : pour qu'une fenetre puisse etre fonctionnelle, il doit y avoir des
murs. Tous ces exemples montrent que la dependance fonctionnelle entre la
partie et le tout a des liens tr es etroits avec la structure des entites.
Pour conclure, nous dirons que la dependance fonctionnelle entre la partie
et le tout correspondant est un phenom ene complexe, et ne peut etre decrite
 a l'aide d'un seul trait semantique binaire. Nous retenons dans ce travail
la typologie des dependances fonctionnelles proposee par Aurnague et al.
(2007), qui distingue les oppositions entre les relations CIW-direct1 et
CIW-indirect1 d'un cote, etCIW-direct2 etCIW-indirect2 de l'autre.
1.3 Classifications des relations partie-tout
Compte tenu du nombre de caracteristiques que nous avons decrites dans
la section precedente, une multitude de combinaisons est possible. Il serait
alors judicieux de parler non pas d'une relation partitive homog ene, mais
plutot des relations partie-tout, chacune etant une combinaison de traits et
35. ¾ Functional parts are restricted, by their function, in their spatial or temporal
location. ¿, (Winston et al., 1987 : 420), nous traduisons.
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de differents types de dependance. Dans cette section, nous presenterons les
typologies des relations de partie  a tout proposees dans des cadres theoriques
divers.
1.3.1 Winston, Chaffin et Herrmann (1987)
Winston et al. (1987 : 421) proposent la typologie suivante des relations
partie-tout 36 :
 Component / Integral Object ( Element / objet) ;
 Member / Collection (Membre / collection) ;
 Portion / Mass (Portion / masse) ;
 Stuff / Object (Constituant / objet) ;
 Feature / Activity ( Etape / activite) ;
 Place / Area (Lieu / zone).
Les parties du type element / objet sont generalement des pi eces
pouvant etre assemblees en des entites plus complexes : lame pour couteau,
porti ere pour voiture etc. Les touts ainsi composes sont toujours des entites
structurees (Winston et al., 1987 : 422). La categorie membre / collec-
tion regroupe les relations entre les entites et les ensembles qu'ils forment
¾ au vu de la proximite spatiale ou la connexion sociale 37 ¿ : arbre / foret,
musicien / orchestre etc 38. Portion / masse est, comme son nom indique,
une relation entre les noms massifs (farine, eau), ou pouvant etre traites
comme massifs (du gateau, du jambon) et les noms de portions des entites
denommees : un verrem de farineh, un verrem d'eauh, une partm de gateauh,
une tranchem de jambonh. La relation constituant / objet lie les entites
materielles aux noms de mati ere dont elles se composent : alcool designe donc
un constituant de martini et acier un constituant de carrosserie. Les rela-
tions entre les noms de processus et de sous-processus (comme decollage / vol
ou combat / guerre) sont regroupees sous le nom d'etape / activite. Enfin,
36. Les traductions entre parenth eses ont ete proposees par Morlane-Hond ere et Fabre
(2012). Nous utiliserons celles-ci dans la suite de ce travail.
37. ¾ [. . .] membership in a collection is determined on the basis of spatial proximity or
by social connection. ¿, (Winston et al., 1987 : 423), nous traduisons.
38. Cf. egalement (Lecolle, 1998).
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lieu / zone est une relation de partie  a tout, reservee aux noms de lieux.
Il peut s'agir aussi bien des noms propres de lieux geographiques (Haute-
Garonne / France, Pic des Trois Seigneurs / Pyrenees), que des noms de
lieux non-specifies (aire de jeux / parc, couloir / court de tennis).
Kleiber (1997 : 36) juge que, dans toutes les relations regroupees sous le
nom de meronymie chez Winston et al. (1987), le nom designant la partie
n'a pas forcement le ¾ statut semantique de meronyme ¿, mais seulement le
¾ statut factuel, contingent ¿. Effectivement, le mot sucre n'est pas defini,
et ne peut l'etre, en tant que meronyme du mot cafe. Selon ce point de vue,
l'enonce Il y a du sucre dans mon cafe ne presente donc pas de relation
partie-tout, puisque aucun lex eme qui le compose ne designe une partie de
mani ere intrins eque. Toutefois, il nous semble que cet enonce rend compte
des proprietes du melange evoque puisqu'il traduit la relation de partie  a
tout entre les entites ¾ sucre ¿ et ¾ mon cafe ¿ du monde des objets reels.
Sucre designe donc une partie du referent de mon cafe ce qui nous permet
de le considerer, dans ce contexte specifique, comme son meronyme.
De mani ere plus formelle, cette classification est basee sur les combinai-
sons des crit eres de la fonctionnalite, de l'homeomerite et de la separabilite,
comme presente dans la Table 1.1.
Relation Fonctionnalite Homeomerite Separabilite
Element / objet + - +
Membre / collection - - +
Portion / masse - + +
Constituant / objet - - -
Etape / activite + - -
Lieu / zone - + -
Table 1.1  La typologie des relations partie-tout de Winston et al. (1987)
en fonction des traits semantiques.
Ainsi, dans le cadre theorique que proposent les auteurs, un couple lexical
est en relation element / objet si les referents de ces unites lexicales sont
fonctionnellement dependants, non-homeom eres et separables. Par exemple,
bougie / voiture est une relation meronymique element / objet, car une
bougie joue un role dans le fonctionnement de la voiture, n'est pas de la
meme nature que la voiture elle-meme et peut etre separee de cette derni ere.
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En revanche, il s'agira de la relation constituant / objet si aucun de ces
crit eres n'est vrai : c'est le cas de aluminium / carrosserie, car l'aluminium
ne joue pas un role fonctionnel specifique, n'est pas de la meme nature que
la carrosserie et ne peut en etre separe. Ces couples lexicaux se distinguent
donc par le caract ere fonctionnel et la separabilite des parties ; toutefois, ils
partagent le caract ere non-homeom ere.
Nous pouvons remarquer que toutes les combinaisons des traits, que
les auteurs utilisent dans leur cadre theorique, ne sont pas possibles. Par
exemple, aucune relation n'est definie par la presence simultanee des traits
de fonctionnalite et d'homeomerite.
Certaines combinaisons paraissent trop strictes et ne permettent pas
de classer certains couples meronyme / holonyme. Par exemple, les parties
du type constituant / objet sont definies chez Winston et al. comme
etant non-fonctionnelles, non-homeom eres et non-separables. Or, comme
nous l'avons remarque  a la page 30, certaines substances peuvent jouer un
role fonctionnel au sein de leurs touts, en modifiant les proprietes de ceux-ci.
De meme, les proprietes de la relation etape / activite semblent
reductrices par rapport  a l'eventail des couples lexicaux qu'elle couvre. Il
nous semble que le caract ere non-homeom ere ne caracterise pas l'ensemble
des relations entre des sous-evenements et des evenements-tout. Il est vrai
que ce caract ere est respecte dans le cas depart / voyage, car toutes les par-
ties d'un voyage ne sont pas identiques entre elles et ne sont pas identiques
au tout. Neanmoins, dans d'autres cas, le caract ere non-homeom ere n'est
pas aussi net. Dans l'exemple pas / marche les parties sont identiques entre
elles, mais elles ont aussi la meme nature que le tout : un pas c'est de la
marche.
Enfin, ce caract ere homeom ere peut etre present dans certains instances
de la relation membre / collection, contrairement  a ce qu'affirment
Winston et al.. C'est vrai pour des couples comme aristocrate / aristocratie
ou partisan / guerilla. En effet, deux interpretations de la relation entre deux
termes sont ici possibles. Il peut s'agir d'une relation entre un individu et
un groupe de personnes auquel il appartient. Dans ce cas,  a titre d'exemple,
aristocratie renvoie  a l'ensemble de tous les aristocrates. Mais aristocratie et
guerilla sont egalement des statuts des personnes denommees par aristocrate
et partisan, respectivement. Nous avons donc affaire  a une ambigute entre
la relation membre / collection et l'appartenance  a une classe. Nous
reviendrons sur ce probl eme dans le chapitre 4.
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La classification de Winston et al. (1987) est souvent consideree comme
un point de depart dans les travaux portant sur la relation partie / tout, en
raison du grand nombre de relations qu'elle couvre.
1.3.2 Iris, Litowitz et Evens (1988)
Suite  a l'analyse des donnees de Webster's Seventh Collegiate Dictio-
nary 39, Iris et al. (1988) proposent une typologie de quatre relations partie-
tout 40 :
 Functional component (composant fonctionnel) ;
 Segmented whole (tout segmente) ;
 Collection-member (collection / element) ;
 Set-subset (ensemble / sous-ensemble).
La notion de ¾ composant fonctionnel ¿ correspond aux parties du type
element / objet du cadre theorique de Winston et al. (1987). Cette
categorie de parties est egalement definie par la dependance fonctionnelle
que celles-ci entretiennent avec leurs touts. La notion de ¾ tout segmente ¿
repose sur les proprietes de separabilite 41 et de pre-existence des touts
par rapport aux parties 42. Elle peut donc etre rapprochee de la relation
portion / tout, abordee precedemment.  A la meronymie membre / col-
lection, empruntee  a Winston et al. (1987), les auteurs ajoutent la relation
sous-collection / collection, qu'ils illustrent par des exemples comme
meat / food ¾ viande / nourriture ¿.
Iris et al. (1988) distinguent donc moins de relations de partie  a tout
que Winston et al.. Dans leur typologie disparaissent les relations consti-
tuant / objet, etape / activite et lieu / zone. Seul le rapprochement
39. Webster's Seventh New Collegiate Dictionary (1963). G & C Merriam Company,
Springfield.
40. Nous traduisons.
41. ¾ This conception of the part-whole relation implies the removability of the part or
the divisibility of the whole. ¿, (Iris et al., 1988 : 273).
42. ¾ In all these instances one senses that the whole must precede the part. ¿, (Iris
et al., 1988 : 273).
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entre la relation sous-evenement / evenement et la notion de composant fonc-
tionnel est justifie :
La relation entre un evenement et ses etapes ou entre un scenario et les
activites qui le composent semble prendre part  a la notion de partie
fonctionnelle d'une mani ere abstraite, mais egalement impliquer les
notions d'ordre ou de sequence 43.
Ces deux relations sont donc mises en parall ele, dans un premier temps,
selon le crit ere de la dependance fonctionnelle entre la partie et le tout corres-
pondant. Nous avons montre precedemment (page 30) que cette dependance
peut effectivement avoir lieu au sein des couples sous-evenement / evenement.
Regrouper les meronymies element / objet et etape / activite selon ce
crit ere au sein de la notion du composant fonctionnel semble donc un choix
possible.
La notion de sequence, utilisee par Iris et al., est, quant  a elle, tr es simi-
laire au caract ere structure des parties du type element / objet, que nous
avons evoque precedemment. L'ordre des parties d'une entite temporelle uni-
directionnelle peut en effet etre compare  a une structure pluridimensionnelle
d'une entite materielle. Cette notion ne distingue donc pas veritablement la
relation partie-tout entre les evenements d'une relation element / objet,
mais les rapproche selon le crit ere evoque auparavant par Winston et al.
(1987 : 422).
La relation membre / collection de ce cadre theorique a subi quelques
changements par rapport  a celle de Winston et al. (1987). Elle est definie chez
Iris et al. (1988) comme ¾ collection physique ou agregation d'objets proches
spatialement, mais n'ayant pas une organisation structurale particuli ere 44 ¿.
Or, les exemples geese / gaggle ¾ oie / troupeau ¿ et lion / pride ¾ lion /
groupe (de lions) ¿ illustrent cette relation.
Il est facile de montrer qu'une simple proximite spatiale ne permet pas
de considerer les animaux cites en tant qu'ensembles. Un lion etranger au
43. ¾ The relation between an event and its features or a plan and its component activi-
ties also seems to partake in some abstract way of the notion of functional part, but these
concepts also involve the notion of queuing or sequencing. ¿, (Iris et al., 1988 : 272), nous
traduisons.
44. ¾ this schema denotes a physical collection or aggregate of objects that are spatially
close together, but have no particular structural organisation ¿, (Iris et al., 1988 : 274),
nous traduisons.
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groupe ne sera pas necessairement accepte par le simple fait de s'approcher
de celui-ci. Une notion d'acception sociale 45 et non de proximite spatiale est
ici  a prendre en compte : une oie fait partie du troupeau parce qu'elle a
ete acceptee par ses autres membres, voire par le proprietaire du troupeau
(Cette oie grise au milieu du troupeau n'en fait pas partie). En comparaison,
un arbre n'a pas besoin d'etre reconnu comme faisant partie d'une foret, mais
il en fait partie par simple fait de se situer  a proximite d'elle.
La definition de la relation sous-collection / collection am ene Iris
et al.  a amalgamer la meronymie et l'hyperonymie. Les auteurs l'illustrent
comme suit :
parmi la collection des objets du monde que nous [. . .] appelons la
nourriture, il existe des sous-ensembles appeles viande et fruit 46.
Or, la relation dans viande / nourriture et fruit / nourriture est bien
differente de celle entre pupitre des violons et orchestre. La viande est une
sorte de nourriture, tandis que le pupitre des violons n'est pas une sorte
d'orchestre. Nous discuterons les raisons de cette confusion dans le quatri eme
chapitre (page 193).
1.3.3 Vieu (1991)
Dans son etude portant sur la semantique des relations spatiales dans la
langue et les inferences spatio-temporelles, Vieu (1991 : 168-170) propose la
classification suivante des relations partie-tout :
 Composant / assemblage ;
 Element / collection ;
 Sous-collection / collection ;
 Portion / tout ;
 Morceau / tout ;
 Substance / tout.
45. Herrmann et al. (1986 : 414) citent Markman (1982) en parlant de ¾ transaction
sociale ¿.
46. ¾ within the collection of objects in the world which we, as native speakers of English
and as members of the American culture, label food, there are subsets labeled meat and
fruit ¿, (Iris et al., 1988 : 273), nous traduisons.
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D'un point de vue formel, cette typologie est etablie en fonction des com-
binaisons de six traits semantiques. Aurnague (2004 : 62) decrit ces differentes
combinaisons que nous resumons dans la Figure 1.2.
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Composant / assemblage  ? +  ? ?
Element / collection  ? + + ? ?
Sous-collection / collection  ? +  ? ?
Portion / tout  +  + + +
Morceau / tout  ?  ? ? +
Substance / tout + + ?  ? ?
Table 1.2  La typologie des relations partie-tout de Vieu (1991) en fonction
des traits semantiques.
La typologie de Vieu est une alternative  a celle de Winston et al. (1987),
les principales similitudes et differences entre ces deux propositions etant
repertoriees dans la table 1.3 page suivante. Deux categories n'ont pas subi de
modifications chez Vieu et Aurnague. Composant / assemblage equivaut
 a la relation element / objet ; il nous semble que le terme ¾ assemblage ¿
illustre mieux cette relation que la notion tr es generale d'¾ objet ¿. La relation
stuff / object n'a pas non plus ete modifiee par Vieu ; seulement, elle a
ete traduite par substance / tout. Nous pouvons observer l'apparition de
deux nouvelles categories et la suppression de deux autres.
La relation portion / masse subit des modifications chez Vieu (1991).
Elle lie, ici aussi, les noms des portions au sens strict  a des touts massifs
ou assimiles aux massifs. Mais si la relation homologue de Winston et al.
comprend des exemples comme sommet / montagne ou bord / assiette, ils
n'entrent pas dans ce type de relation partie-tout chez Vieu. Elle reserve
une relation morceau / tout pour ces cas de figure. Aurnague (2004 : 83)
justifie cette distinction par le trait [±homeom ere] qui oppose les relations
portion / tout et morceau / tout : une poignee du sable c'est du sable,
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Winston et al. (1987) Vieu (1991)
Element / objet → Composant / assemblage
Membre / collection → Element / collection
 Sous-collection / collection
Portion / masse → Portion / tout
 Morceau / tout
Constituant / objet → Substance / tout
Etape / activite 
Lieu / zone 
Table 1.3  La comparaison des typologies des relations partitives de Wins-
ton et al. (1987) et Vieu (1991).
tandis que le sommet d'une montagne n'est pas une montagne lui-meme 47.
 A l'instar de Iris et al. (1988), Vieu (1991) distingue une relation par-
titive sous-collection / collection, qu'elle illustre par des exemples
comme les Corses font partie du peuple francais et le conseil de securite fait
partie de l'ONU etc. Dans ces exemples, ¾ tous les elements de la partie sont
des elements du tout ¿ (Vieu, 1991 : 169). Effectivement, les Corses designe
un ensemble de personnes dont chacune fait partie du peuple francais, tout
comme chaque membre du conseil de securite fait partie de l'ONU. Ceci
constitue une condition necessaire  a la relation sous-collection / col-
lection. Vieu la justifie de mani ere suivante :
Il ne faut pas confondre ce cas avec celui o u les elements de la collection
sont eux-memes des collections. Dans les Etats-Unis font partie de
l'ONU, il s'agit bien d'un cas element / collection, car on ne peut pas
dire que le Texas fasse aussi partie de l'ONU 48.
La relation etape / activite ne figure pas dans la typologie proposee
par Vieu, car il s'agit d'un ¾ cas particulier du type composant / assemblage
qui se distingue uniquement par la nature des arguments ¿ (Vieu, 1991 : 170).
Elle note egalement une opposition semantique qui existe entre le couple faire
un saut / sautiller et respirer / vivre et propose de prendre en compte l'aspect
verbal pour ¾ distinguer les differentes relations de partie  a tout temporelles ¿
(Vieu, 1991 : 170). Remarquons toutefois qu'il ne serait pas tout  a fait juste de
47. Cf. egalement (Guenez-Venerin, 2006) pour les noms de parties de ce type.
48. Vieu (1991 : 167).
42
1.3. Classifications des relations partie-tout
reduire la relation entre les sous-evenements et les evenements-tout, comme
etape / activite de Winston et al. (1987),  a la relation composant / as-
semblage. En effet, les exemples de couples verbaux cites par (Vieu, 1991 :
169) s'opposent par le caract ere distribue des sous-evenements : l'action de
faire un saut n'a pas lieu durant l'integralite de l'action de sautiller , tandis
que l'on respire durant tout le processus denote par vivre. Les relations de ces
deux types ne peuvent donc pas etre decrites comme appartenant  a la meme
categorie, meme si le cadre theorique mereo-topologique de Vieu permettrait
de faire la distinction entre les deux. Nous y reviendrons.
La relation lieu / zone est egalement exclue de la typologie, car les
exemples que Winston et al. donnaient pour l'illustrer peuvent etre repartis
dans d'autres categories. Vieu (1991 : 170) precise qu'il peut s'agir des
relations composant / assemblage, morceau / tout, element /
collection et sous-collection / collection. Illustrons cette possi-
bilite par des exemples concrets. La relation partie-tout entre les lieux peut
etre du type composant / assemblage lorsqu'il existe une dependance
fonctionnelle entre les deux : aire de jeux / parc, zone restrictive / ter-
rain de basket-ball etc. L'exemple oasis / desert 49 peut etre defini comme
[distribue], [fonctionnel] et [similaire] ce qui nous permet de le
classer uniquement dans les relations morceau / tout. La relation entre
les lieux du type element / collection peut etre illustree par place de
parking / parking ; le tout est ici constitue d'un ensemble de lieux similaires.
Enfin, ce dernier exemple peut facilement etre transforme en une relation
entre un parking et une de ses sections (designees parfois parking Nord,
parking A etc.). Dans ce cas, chaque section du parking est elle-meme une
collection, et chaque place de parking qui en fait partie entre egalement
dans la composition du parking dans son integralite. Cette derni ere relation
est alors du type sous-collection / collection. Tous ces exemples
montrent que la relation lieu / zone de Winston et al. n'est pas pertinente
dans la typologie proposee par Vieu.
La classification des relations partitives de Vieu (1991) apporte donc des
corrections majeures au mod ele de Winston et al. (1987). Elle tient compte
des remarques, que nous avons evoquees dans la section 1.2, concernant les
oppositions binaires entre les relations partie-tout. Si le cadre theorique de
Vieu rejette la typologie etablie par Iris et al. (1988), il s'en inspire tout de
49. Cet exemple illustre la relation lieu / zone chez Winston et al. (1987).
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meme, notamment en ce qui concerne la conception des sous-collections en
tant que parties. Enfin, un avantage considerable de ce cadre theorique est
de ne pas mettre  a l'ecart la notion des parties temporelles, telles que des
sous-evenements ou des unites de mesure du temps.
1.3.4 Champollion (2010)
1.3.4.1 Mereologies
Champollion (2010) utilise une typologie des relations partie-tout fondee
exclusivement sur la nature des entites qu'elles associent. Ce point de vue
est proche de celui de Murphy (2003) pour qui, d'apr es Morlane-Hond ere
et Fabre (2012 : 174), ¾ la seule chose qui change entre les differents sous-
types est la nature des mots sur lesquels porte la relation ¿. Tout d'abord,
Champollion (2010) postule l'existence des types d'entites suivants :
 type e : ordinary objects (Objects ordinaires) ;
 type v : type events (Evenements) ;
 type i : intervals (Intervalles) ;
 type d : degrees (Degres) ;
 type n : numbers (Nombres).
Les objets ordinaires sont les objets materiels aussi bien comptables que
massifs. Les evenements sont definis comme ¾ des constituants ephem eres du
monde, delimites spatialement et temporellement, et ayant une seule occur-
rence 50 ¿. Les intervalles sont des entites uni-dimensionnelles representant
les extensions temporelles et spatiales d'autres entites : par exemple de midi
 a trois heures ou de la ligne de depart jusqu' a la ligne de cent m etres. Les
degres sont des quantites ou des qualites qui peuvent etre mesurees et/ou
comparees : le poids, la vitesse etc. Enfin, les nombres sont des entites abs-
traites, denotees par des numeraux. Par exemple, le mot trois designe le
nombre 3.
50. ¾ An event is a spatially and temporally bounded, ephemeral constituent of the world
that has a single occurrence ¿, (Champollion, 2010 : 25), nous traduisons. Cf. egalement
Carlson (1998).
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Les types i et d sont tr es proches, mais doivent toutefois etre distingues.
Si les intervalles sont des extensions spatio-temporelles fixes, les degres ne
sont que des abstractions.  A titre d'exemple, supposons que Pierre a dormi
entre midi et une heure et que Marie a dormi entre une heure et deux heures.
Les moments o u Pierre et Marie dormaient ne concident pas, ce n'est donc
pas le meme intervalle temporel, dans le vocabulaire de Champollion. Ce-
pendant, chacun a dormi pendant une duree egale  a une heure. Les degres de
deux evenements sont donc les memes. De meme, la distance entre la ligne
de depart d'une course et la ligne de cent m etres est exactement la meme
que celle entre la ligne de cent m etres et la ligne de deux cent m etres. Les
distances sont egales et degres sont donc identiques, tandis que les intervalles
sont differents.
Champollion associe  a chaque categorie d'entites une relation partie-
tout, qu'il appelle une mereologie, qui lui est propre. Les objets ordinaires
peuvent donc faire partie d'autres objets ordinaires, des evenements font
partie des evenements et ainsi de suite. Les relations de partie  a tout ne
sont pas possibles entre les entites de categories differentes. Ceci permet
d'interdire des relations partitives intuitivement inacceptables. Par exemple,
la hauteur d'une montagne ne peut pas etre consideree comme une de ses
parties, car la premi ere est un intervalle alors que la seconde est un objet
ordinaire. De meme, la typologie proposee par l'auteur permet ne pas lier
les evenements (comme dans Pierre court) et leurs participants (Pierre dans
le cas precedent) par une relation partie-tout. Le postulat selon lequel les
relations de partie  a tout ne peuvent avoir lieu qu'entre les entites du meme
type rejoint le principe de congruence ontologique de Kleiber (1999 : 89).
Nous discuterons ce point plus en details  a la page 177.
1.3.4.2 Fonctions partitives
Chez Champollion (2010), les entites des differents types peuvent etre
liees entre elles par des fonctions partitives 51. Il en distingue egalement
cinq categories, chaque fonction etant nommee selon les types d'entites qu'elle
associe 52 :
51. ¾ partial functions ¿, (Champollion, 2010 : 31), nous traduisons.
52. Nous ne les presentons pas ici dans l'ordre, dans lequel elles sont introduites chez
Champollion (2010).
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 types <ed> et <vd> : fonctions de mesure ;
 types <dn> et <in> : fonctions d'unite ;
 type <en> : fonctions cardinales ;
 type <ve> : roles thematiques ;
 type <vi> : fonctions de tracage.
Nous n'allons pas decrire celles-ci en details car les relations que mo-
delisent ces fonctions partitives s'eloignent de l'objet de notre recherche.
Nous nous contenterons simplement d'illustrer ces relations par des exemples
concrets.
Tout d'abord, regardons comment s'utilisent les fonctions de mesure et
d'unite dans les cas des objets ordinaires. Prenons le cas de l'enonce la hauteur
de cet arbre est de dix m etres. Champollion postule une fonction de mesure
hauteur qui associe arbre (type e)  a une entite abstraite du type d ; cette
fonction est donc du type <ed>. Le degre d est lie au nombre 10 (type n)
par la fonction d'unite m etre qui est alors du type <dn>, ou au nombre 1000
(type n) par la fonction centim etre du meme type. Le tout peut etre modelise
de la mani ere suivante :
λx[arbre(x) ∧m etre(hauteur(x)) = 10]
λx[arbre(x) ∧ centim etre(hauteur(x)) = 1000]
Les objets ordinaires peuvent egalement etre lies directement aux nombres
par des fonctions <en>, dites cardinales, pour former des pluriels. Formelle-
ment, on notera ces fonctions cardinales |x | pour tout objet x 53. Par exemple,
le syntagme trois maisons est le resultat d'une fonction cardinale associant
maison (type e) et le nombre 3 (type n). On peut donc le modeliser de la
mani ere suivante :
λx[maison(x) ∧ |x| = 3]
Les evenements sont modelises de mani ere plus complexe, mais tr es simi-
laire  a ce que nous venons de voir. Prenons l'exemple Pierre mange. Pierre
53. Cette notation de cardinalite est egalement utilisee dans la theorie des ensembles.
Pour plus de details consulter Partee et al. (1993 : 9).
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(type e) est l'agent de l'evenement en question (type v) ; cette relation agent
est un role thematique de l'evenement et elle est donc du type <ve>. Nous
pouvons modeliser l'exemple Pierre mange comme suit :
λe, x[manger(e) ∧ Pierre(x) ∧ Agent(e) = x]
Les fonctions de mesure appliquees aux evenements (<vd>) se modelisent
de la meme mani ere que celles appliquees aux objets ordinaires (<ed>, vues
precedemment). Ainsi, manger pendant une heure est formalise comme :
λe[manger(e) ∧ heure(duree(e)) = 1]
Enfin, les fonctions de tracage temporel (note τ) et spatial (note σ) per-
mettent de formaliser les syntagmes verbaux commemanger le soir etmanger
 a Toulouse de la mani ere suivante :
λe, x[manger(e) ∧ soir(x) ∧ τ(e) = x]
λe, x[manger(e) ∧ Toulouse(x) ∧ σ(e) = x]
Les mereologies, c'est- a-dire les relations partitives propres  a une categorie
d'entites, et les fonctions partitives, qui sont des relations intercategorielles,
forment l'ensemble de relations de partie  a tout dans le cadre theorique de
Champollion (2010).
Plusieurs remarques peuvent etre faites concernant cette typologie. Tout
d'abord, il nous semble que les mereologies de Champollion ne permettent
pas de rendre compte de toutes les caracteristiques des relations partitives,
relevees dans la section 1.2. Ainsi, elles ne permettent pas de distinguer for-
mellement les couples bras / corps et loup / meute. Dans les deux cas, il s'agit
de mereologies entre des objets ordinaires, selon la terminologie de Cham-
pollion. Or ces couples s'opposent selon divers traits semantiques, comme la
separabilite, la similarite des parties, etc.
Deuxi emement, les fonctions de Champollion supposent parfois une rela-
tion de partie  a tout l a o u intuitivement le locuteur ne la considererait pas.
Si l'interpretation partitive peut eventuellement etre acceptable dans le cas
de sportif / match (<ve>), elle ne l'est plus lorsqu'une fonction op ere un
nombre : trois / m etre ou dix / litre ne peuvent pas etre consideres comme
des couples partie / tout. Le recours  a ces fonctions est une solution elegante
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pour formaliser certains enonces. Cependant, il nous semble qu'elles rendent
compte d'autres relations entre entites que les relations partitives.
1.3.5 Corpus National de la Langue Russe
Le Corpus National de la Langue Russe utilise un syst eme tr es com-
plet d'annotations semantiques, et notamment des annotations concernant
la mereologie. Les types de parties consideres ainsi que les etiquettes uti-
lisees pour la description des noms concrets sont presentes dans la Table 1.4.
Categorie mereologique Etiquette
Parties, dont pt:part
Parties du corps et organes humains pt:part & pc:hum
Parties du corps et organes des animaux pt:part & pc:animal
Parties des vegetaux pt:part & pc:plant
Parties des batiments et des constructions pt:part & pc:constr
Parties des artefacts, dont pt:part & pc:tool
Parties des outils pt:part & pc:tool:instr
Parties des mecanismes et des appareils pt:part & pc:tool:device
Parties des vehicules pt:part & pc:tool:transp
Parties des armes pt:part & pc:tool:weapon
Parties des instruments de musique pt:part & pc:tool:mus
Parties des meubles pt:part & pc:tool:furn
Parties de la vaisselle pt:part & pc:tool:dish
Parties des vetements et des chaussures pt:part & pc:tool:cloth
Quanta pt:qtm
Ensembles pt:set | pt:aggr
Table 1.4  Annotations mereologiques dans CNLR.
Comme nous pouvons le voir ici, trois principales categories mereologiques
sont distinguees dans le CNLR. Tout d'abord, les objets pouvant etre definis
comme etant des parties par rapport  a un tout sont regroupes sous l'etiquette
pt:part. Les auteurs distinguent cinq grandes classes de ce type de parties. Les
parties des etres humains (ðóêà ¾ bras ¿, ëèöî ¾ visage ¿) et des animaux
(ëàïà ¾ patte ¿, ìîðäà ¾ gueule ¿) forment deux premi eres categories ; la
troisi eme contient les noms de parties des vegetaux, comme ïåñòèê ¾ pistil ¿
ou ëèñò ¾ feuille ¿. Les deux categories restantes regroupent les parties des
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objets du monde crees par l'homme,  a savoir des batiments (ñòåíà ¾ mur ¿,
êðûøà ¾ toit ¿) et artefacts mobiles ðó÷êà ¾ poignee ¿, êðûøêà ¾ couvercle ¿.
Cette derni ere categorie est sans aucun doute la plus riche ; c'est la raison
pour laquelle huit autres etiquettes viennent s'ajouter  a celle-ci pour specifier
l'entite-tout par rapport  a laquelle ces objets-parties sont definis. Leurs noms
etant assez parlants, nous n'allons pas illustrer chacune de ces etiquettes.
Le deuxi eme cas de figure est celui des quanta (du latin quantum ¾ quelle
quantite ¿), c'est- a-dire des particules elementaires des substances et des ob-
jets. Les cas typiques de cette categorie d'entites dans CNLR sont des mots
comme êðîøêà ¾ miette ¿, êàïëß ¾ goutte ¿ etc. Sont egalement annotes
par pt:qtm les mots êàðòîôåëèíà ¾ un tubercule de pomme de terre ¿ et
ãîðîøèíà ¾ un petit pois ¿.
Enfin, les noms d'ensembles ou d'agregations d'objets constituent une
troisi eme grande categorie mereologique. Chacune de ces deux sous-categories
a sa propre etiquette au sein du CNLR  pt:set et pt:aggr respectivement 
mais la distinction entre elles n'est pas formelle. Les exemples de ces deux
types de noms sont tr es similaires, voire identiques (ëåñ ¾ foret ¿, àðìèß
¾ armee ¿). Les deux etiquettes annotent, entre autres, les lexies dont les
referents font partie de leurs touts par proximite spatiale ou par conven-
tion sociale ; la categorie mereologique ¾ Ensembles ¿ correspond alors  a des
entites-touts des relations element / ensemble et sous-ensemble / en-
semble de Vieu (1991).
En ce qui concerne l'annotation des noms abstraits, seuls trois cas de
categories mereologiques sont possibles, selon la documentation de CNLR.
L'etiquette pt:part est utilisee dans l'annotation des noms comme íà÷àëî
¾ debut ¿ ou êîíåö ¾ fin ¿ ; aucune sous-categorie de parties n'est proposee
dans le cas des noms abstraits. L'annotation pt:qtm s'utilise pour les noms
d'evenements elementaires tels que ïðûæîê ¾ saut ¿ ou êèâîê ¾ hochement
de tete ¿. Enfin, le dernier cas de figure est illustre par des exemples comme
ñî÷åòàíèå ¾ combinaison ¿ et ñèìôîíèß ¾ symphonie ¿.
Ce syst eme d'annotations est caracterise par une grande flexibilite :
comme nous pouvons le constater, la typologie utilisee dans CNLR est
plus elaboree que celles que nous avons presentees precedemment. Ce-
pendant, certains inconvenients doivent etre releves. Premi erement, cette
classification basee sur les classes d'entites, tout comme celle proposee par
Champollion (2010), ne peut rendre compte des oppositions geometriques
et dependancielles que nous avons relevees precedemment. Nous avons vu
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que le trait [±obligatoire] permettait de distinguer en russe les couples
äâèãàòåëü / ìàøèíà ¾ moteur / voiture ¿ et êîëåñî / ìàøèíà ¾ roue /
voiture ¿. Or cette distinction n'est pas presente dans le CNLR : les deux
noms designant les parties sont annotes par les memes etiquettes pt:part &
pc:tool:transp. Un grand nombre de couples partie / tout que nous avons
signales ne trouvent pas leur reflet dans cette typologie, notamment le cas
des substances, des portions ou des sous-ensembles.
Deuxi emement, l'application de cette typologie aux donnees du corpus
ne correspond pas  a la nature de la relation partie-tout. Les etiquettes sont
attribuees aux unites lexicales de mani ere intrins eque, celles-ci ne sont pas
annotes en contexte dans ce corpus, ce qui peut causer des erreurs d'in-
terpretation. Considerons les exemples suivants :
(8) a. êîæàm
peau
ãîëîâûh
tete.GEN
¾ le cuir chevelu ¿
b. ïàëåöm
doigt
íîãèh
pied.GEN
¾ orteil ¿
Les noms ãîëîâà ¾ tete ¿ et íîãà ¾ pied ¿ sont tous les deux etiquetes
par pt:part & pc:hum, car ils designent intrins equement les ¾ parties du corps
et les organes humains ¿. Or, dans la relation de partie  a tout telle qu'elle
est exprimee dans ces constructions, ces unites lexicales ne designent pas les
parties. Un locuteur exprimera ainsi que des entites plus petites  designees
par êîæà et ïàëåö respectivement  entrent dans leur composition ; c'est
pourquoi ãîëîâà et íîãà ne devraient pas etre annotees ici comme des parties
du corps.
Un autre inconvenient de la classification utilisee par CNLR reside dans
l'annotation des homonymes. La desambigusation ne pouvant pas etre faite
de mani ere automatique, ¾ les mots polysemiques sont annotes par plusieurs
combinaisons alternatives de traits semantiques 54 ¿. Il en resulte que, dans
certains contextes, les unites lexicales sont annotees par des traits qui ne
correspondent pas  a leur semantique. Soit les exemples suivants :
(9) a. Ñòîèò îòïóñòèòü ðó÷êóm óòþãàh [. . .]
¾ Il suffit de lacher [la poignee]m du [fer  a repasser]h ¿
54. http://www.ruscorpora.ru/corpora-sem.html, consulte le 23/10/2017. Nous tra-
duisons.
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b. ó íåãîh ÷àñòî òðßñóòñß ðó÷êèm, ïîäáîðîäîê.
¾ sesh mainsm, son menton tremblent souvent. ¿
c. [. . .] êðîìå ñòîïêè áóìàãè, ðó÷êè è êîìïüþòåðà [. . .]
¾  a part une pile de papiers, des stylos et un ordinateur ¿
Dans les trois cas l'annotation semantique des trois homonymes mis en
evidence comporte des traits ¾ partie d'un outil ¿ et ¾ partie du corps ¿. Or
il ne s'agit d'une partie d'un outil que dans l'exemple (9a), d'une partie du
corps que dans l'exemple (9b), alors que dans l'exemple (9c) le mot ðó÷êà
designe une entite non percue comme une partie 55.
Notons, compte tenu des deux derni eres remarques, que l'annotation des
relations partie-tout devrait se faire non pas au niveau de l'unite lexicale,
mais au niveau de la phrase. La typologie proposee pourrait etre utilisee lors
d'un etiquetage des dependances, similaires aux dependances syntaxiques,
comme propose dans la Figure 1.4.
Ïåòð ïîøåâåëèë ïàëüöàìè ðóêè.
Piotr bougea doigts.INSTR main.GEN
pt:part & pc:hum
pt:part & pc:hum
Figure 1.4  Application des annotations mereologiques de CNLR au niveau
de la phrase.
Pour resumer, la classification proposee par le Corpus National de la
Langue Russe tend au plus  a nuancer la relation partie-tout par rapport aux
autres typologies presentees dans cette section. Toutefois, etant basee sur les
qualites intrins eques des entites et non sur les proprietes de la relation partie-
tout qui les lie, elle n'est pas compatible avec le cadre theorique que nous
avons expose jusqu'ici. Par ailleurs, l'application de cet ensemble d'etiquettes
aux donnees du corpus cause certaines incoherences d'annotation. Pour ces
raisons, nous ne retenons pas la typologie de CNLR dans la suite de ce travail.
55. Cette ambigute est absente dans le parler de Saint-Petersbourg, o u l'on designe un
stylo par le nom monosemique âñòàâêà (ou âñòàâî÷êà).
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1.4 Conclusion partielle
Nous avons vu dans la premi ere section de ce chapitre que les differents
courants de la logique formelle se sont interesses  a la relation partie-tout. Si
la theorie des ensembles postule deux relations partie-de  l'appartenance (∈)
et l'inclusion (⊂)  les approches mereologiques utilisent generalement une
seule relation primitive. Le recours aux relations ¾ partie ¿ P(x,y), ¾ partie
propre ¿ PP(x,y) et ¾ disjoint ¿ DR(x,y) presente quelques faiblesses que
nous avons evoquees. La primitive ¾ connecte ¿ C(x,y) utilisee dans la mereo-
topologie permet toutefois de formaliser des relations spatiales tr es complexes
et, notamment la relation de partie  a tout. Nous avons egalement montre
que ce cadre theorique (mereo-topologie) semble  a la fois plus efficace que la
theorie des ensembles  adaptee  a la formalisation des touts structures,  et
que la mereologie  utilisee principalement pour la modelisation des entites
non-structurees. Il parat donc etre le cadre le plus polyvalent.
La relation partie-tout ne pouvant etre reduite  a l'inclusion, nous avons
procede  a la description des termes nous permettant de les caracteriser.
Nous avons selectionne dans les propositions theoriques diverses les traits
semantiques primitifs des relations partitives. Parmi ces traits, certains
sont d'ordre topologique ([±distribue], [±connexe]), tandis que d'autres
rel event des dependances existentielles et fonctionnelles.
Enfin, nous avons pu voir comment ces traits sont combines chez les
differents auteurs en sous-categories de la relation partie-tout. Rappelons
que, malgre l'existence d'annotations tr es complexes comme celle du Cor-
pus National de la Langue Russe, la typologie la plus juste vis- a-vis des
considerations emises dans la section 1.2 est celle proposee par Vieu (1991)
et developpee notamment par Aurnague (2004). Ce cadre theorique sera le
point de depart de notre recherche.
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Comme nous l'avons evoque dans le chapitre 1, la notion de partie couvre
un eventail tr es large d'entites : elle peut referer  a un composant,  a un sous-
ensemble,  a une portion, etc. Or, rappelons-le, la meronymie est un reflet lexi-
cal de cette relation partie-tout ontologique ou ¾ meronomie ¿. La premi ere
presente par consequent la meme richesse que la seconde : elle peut en par-
ticulier mettre en jeu des noms massifs aussi bien que comptables, concrets
aussi bien que abstraits.
Il existe bien des mani eres de creer la relation de partie  a tout dans le
discours. De nombreuses recherches ont evoque ce point, et ont propose des
listes non-exhaustives de marqueurs de la meronymie. Dans sa recherche, por-
tant sur le traitement automatique du langage, Otman (1996 : 46) remarque
l'abondance des moyens d'expression de la relation partie-tout dans la langue
francaise. Il souligne que les entites peuvent etre introduites comme faisant
partie d'un tout  a l'aide d'un grand nombre de noms (comme partie, element,
pi ece, tranche, etc.), de verbes (inclure, faire partie de, etre membre de, etre
dans, etc.) ou des mots d'autres categories grammaticales (parmi,  a moitie,
partiellement, etc.). Lefeuvre (2017) analyse,  a son tour, les marqueurs de la
meronymie dans le cadre du projet CRISTAL 1. L'auteure constitue une liste
de 99 constructions syntaxiques pouvant traduire la relation de partie  a tout.
1. Contextes RIches en connaissances pour la TrAduction terminoLogique, responsable :
Emmanuel Morin. Les resultats du travail de Luce Lefeuvre constituent la ressource MAR-
REL (MARqueurs de RELations), accessible via le site http://redac.univ-tlse2.fr/
misc/mar-rel_fr.html.
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Dans le present chapitre nous exposerons, les differents moyens d'expres-
sion de la meronymie, tels qu'il ont ete decrits dans les travaux existants
relatifs  a diverses langues. Nous verrons, d'une part, dans quelle mesure cette
relation se rapproche de la relation de possession (2.1.1) d'un point de vue
langagier. D'autre part, nous verrons que l'expression de la meronymie peut
parfois etre assimilee  a celle de la localisation spatiale (2.1.2 page 61). En-
fin, nous proposerons une typologie des marqueurs de la meronymie dans la
langue russe (2.2 page 65).
2.1 Travaux anterieurs
2.1.1 Meronymie et relations possessives
Lyons (1977), qui aborde dans son travail la relation semantique de partie
 a tout, remarque que cette derni ere est liee  a la notion de possession :
Comme l'ont fait remarquer certains specialistes (cf. Bierwisch, 1965 ;
Kiefer, 1966), les relations partie-tout se rattachent  a une sous-classe
particuli ere de constructions possessives qu'illustrent des syntagmes
et des phrases relies semantiquement (et peut-etre grammaticalement)
comme `John's right arm' (Le bras droit de John) et `John has a right
arm' (John a un bras droit) 2.
Toute etude liee  a la meronymie nous semble effectivement devoir aborder
la relation de possession. Dans cette section nous examinerons, tout d'abord,
la notion de possession inalienable (2.1.1.1). Nous presenterons ensuite la
definition de la meronymie, avancee par Alan Cruse (2.1.1.2), ainsi que sa
reformulation proposee par Mathilde Salles (2.1.1.3).
2.1.1.1 Possession inalienable
Le rapprochement entre les relations partitives et possessives remonte au
moins  a Levy-Bruhl (1914). L'auteur remarque qu'il existe dans les langues
2. ¾ As a number of authors have pointed out (cf. Bierwisch, 1965 ; Kiefer, 1966),
part-whole relations between lexemes are bound up with a particular sub-class of posses-
sive constructions, exemplified by such semantically, and perhaps grammatically, related
phrases and sentences as `John's right arm' and `John has a right arm' ¿, Lyons (1977 :
311-312), traduction de Jacques Durand dans Lyons (1978 : 253).
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melanesiennes plusieurs mani eres d'exprimer la possession. Si dans de nom-
breuses langues europeennes les locuteurs diront aussi aisement mon chapeau
ou ma maison que mon bras ou ma tete, il ne s'agit pas d'une meme rela-
tion. Dans le cas du chapeau et de la maison, le possesseur de l'objet peut
changer ; nous parlons de la possession ¾ alienable ¿. Les parties du corps,
quant  a elles, ne peuvent etre transmises et changer de proprietaire. La pos-
session de ces derni eres a ete appelee ¾ inalienable ¿ par Levy-Bruhl (1914).
Il note que certaines langues auront recours  a des constructions differentes
pour exprimer ces deux types de possession. Ainsi, ma tete peut etre traduit
en fidjien de deux mani eres differentes :
(1) a. ulu.qu
tete.moi
b. ke.qu
chose.moi
ulu
tete
Dans (1a) le suffixe possessif -qu se rattache au mot ulu ¾ tete ¿ ce qui
traduit une possession inalienable. Ma tete designe donc ici une partie de
mon corps. Dans (1b) le suffixe est attache au mot ke ¾ chose intime, le plus
souvent  a manger ¿ pour former la possession alienable. Ce dernier exemple
designe une tete (d'un animal, par exemple) qui m'appartient 3. Depuis les
travaux de Levy-Bruhl, l'opposition entre ces deux types de possession a
suscite beaucoup d'interet.
Plus tard, Bally (1926) stipule que ¾ les choses concues non comme
possedees par l'individu, mais comme faisant partie de son etre ¿ constituent
¾ la sph ere personnelle 4 ¿ d'une personne et peuvent etre traitees comme des
possessions inalienables. Cela a pour consequence, entre autres, de traiter
comme telles les cas de relation d'un individu  a des objets faisant partie
de son quotidien et qu'il a l'habitude d'utiliser. Par exemple, les vetements
semblent consideres comme des parties de son proprietaire et cela a des
implications au niveau linguistique. Jacquinod (1981 : 14), dans son etude
du double accusatif marquant la relation de possession inalienable en grec,
rel eve les cas de figure suivants chez Hom ere :
 la partie est une partie du corps (141 exemples) ;
3. Kpli (2014 : 174) demontre l'existence d'un mecanisme morpho-syntaxique similaire
en baoule.
4. Jacquinod (1981 : 13) ajoute : ¾ il vaudrait mieux, en realite, parler au pluriel de
sph eres personnelles (concentriques) ¿.
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 la partie est le si ege de sentiments (18 exemples) ;
 la partie est l'armure ou le bouclier (10 exemples) ;
 la partie est une partie d'un objet (3 exemples).
Si les deux premi eres categories correspondent  a la notion de possession
inalienable au sens strict que lui donne Levy-Bruhl (1914), le recours  a la no-
tion de la sph ere personnelle est indispensable pour interpreter la troisi eme.
L'armure et le bouclier sont ici attribues au guerrier dans la structure syn-
taxique reservee aux parties du corps, ce qui confirme la th ese de Bally (1926).
Comme le rapporte Mirto (1998), le double accusatif marquant la possession
inalienable en coreen subit la meme contrainte. Il note les exemples sui-
vants 5 :
(2) a. Yumi-ka
Yumi-NOM
Inho-lul
Inho-ACC
nwun-ul
œil-ACC
ttayli-ess-ta
frapper-PAST-IND
¾ Yumi frappa Inho dans les yeux ¿ ;
b. *Yumi-ka
Yumi-NOM
Inho-lul
Inho-ACC
cha-lul
voiture-ACC
ttayli-ess-ta
frapper-PAST-IND
¾ Yumi frappa la voiture de Inho ¿ ;
c. Kay-ka
chien-NOM
Yumi-lul
Yumi-ACC
chima-lul
jupe-ACC
mwul-ess-ta
mordre-PAST-IND
¾ Un chien a mordu la jupe de Yumi ¿.
Comme nous pouvons le constater  a travers ces exemples, le recours au
double accusatif en coreen semble etre egalement regi par le principe de la
sph ere personnelle. L'acceptabilite de (2a) s'explique par le fait qu'un œil
de Inho est une partie prototypique de Inho. De meme, la non-acceptabilite
de (2b) est liee au caract ere alienable de la possession exprimee. L'exemple
(2c), quant  a lui, constitue un cas intermediaire. L'usage du double accusatif
est ici atteste, ce qui nous permet de rapprocher le vetement d'une partie
du corps de son porteur. Mirto (1998 : 41) remarque egalement que, dans
ce dernier cas, il est necessaire que Yumi porte la jupe pendant l'evenement
decrit pour que l'enonce soit acceptable.
Enfin, nous ajouterons qu'une certaine forme d'interpretation partitive
entre les unites lexicales designant une personne et ses vetements existe aussi
5. Mirto (1998 : 41-42), nous traduisons.
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en francais : on dira davantage Je lui marchai sur le pied et Elle posa sa
main sur mon epaule, que *Je lui marchai sur la chaussure et ??Elle posa sa
main sur ma chemise. Ces manifestations de la representation cognitive de la
sph ere personnelle refl etent, par ailleurs, la definition de la partie  a l'aide de
la primitive ¾ connexion ¿ C(x,y) en mereo-topologie. Effectivement, toucher
le vetement porte par une personne revient  a toucher cette personne elle-
meme, comme on peut le constater  a travers les exemples ci-dessus. D'apr es
la definition de la partie donnee  a la page 9, un vetement peut donc etre
considere comme une partie de la personne le portant. Ce vetement est alors,
du point de vue du locuteur, confondu avec la partie du corps sur laquelle il
est porte et est inclus dans la designation lexicale de celle-ci.
La consideration de la sph ere personnelle donne une nouvelle ouverture
aux etudes de la relation lexicale partie-tout, tout en suscitant divers ques-
tionnements. Si les objets de la sph ere personnelle d'un individu sont concus
comme des possessions inalienables, font-ils pour autant partie des individus
auxquels ils appartiennent ? Cela ne semble pas etre le cas dans les exemples
des vetements, cites ci-dessus : ils peuvent etre enleves, remplaces, cedes  a vo-
lonte  a d'autres personnes etc. Un autre exemple que nous pourrions avancer
est celui du couple couronne / roi. D'un cote, une couronne est un attri-
but emblematique d'un souverain et du pouvoir supreme qu'il exerce. Une
couronne fait partie de la sph ere personnelle d'un roi, de son image. Elle est
donc, selon les travaux cites ci-dessus, une possession inalienable d'un roi. Et,
contrairement  a des vetements, le roi est contraint d'en etre le possesseur.
Cependant, meme dans ce cas de possession inalienable tr es particulier, la
notion de relation partie-tout ne semble pas etre adaptee.
Jacquinod (1981 : 13) ajoute, suite  a son travail de th ese (Jacquinod,
1975), que les objets relevant de la possession inalienable doivent obligatoi-
rement avoir un proprietaire et ne peuvent exister par eux-memes. En effet,
mon bras ne designe pas une entite ayant une existence propre. Or, ceci pose
un probl eme lorsque nous adoptons la theorie des sph eres personnelles : si
les vetements peuvent etre traites comme des parties inalienables, ils n'ap-
partiennent pas necessairement  a quelqu'un. Cette contrainte ne semble pas
non plus compatible avec des touts inanimes. Une aile d'un avion ne fait pas
qu'appartenir  a ce dernier, elle participe de l'avion lui-meme, tout comme
une partie du corps n'est pas  a moi, elle est moi 6. Elle devrait donc etre
6. Levy-Bruhl (1914 : 99), cite par Jacquinod (1981 : 14).
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consideree comme sa partie inalienable ; seulement les pi eces des entites in-
animees peuvent etre remplacees ou enlevees ce qui n'est pas compatible avec
ce type de possession.
2.1.1.2 Crit eres de Cruse (1986)
Cruse (1986) definit la meronymie en fonction de l'acceptabilite de deux
phrases-tests :
X est le meronyme de Y si et seulement si les phrases du type Un Y a
des Xs/un X et Un X est une partie d'un Y sont normales quand les
SN un X etun Y sont interpretes generiquement 7.
Pour l'auteur, la condition est donc double. D'un cote, il doit etre possible
d'affirmer que les tous referents du holonyme, que nous noterons Nh, ont pour
parties les referents du meronyme, note Nm, comme en (3). Cette structure
partitive de l'entite-tout int egre donc sa definition : ainsi, une voiture peut
etre definie comme un vehicule mu par un moteur 8. D'un autre cote, il devrait
etre possible de definir un Nm en tant que partie de Nh, comme dans les
exemples (4).
(3) a. une voitureh a un moteurm ;
b. une maisonh a un toitm ;
(4) a. un carburateurm est une partie d'un moteurh ;
b. un sous-solm est une partie d'une maisonh.
Ces deux crit eres ne sont toutefois pas remplis dans tous les cas de la
relation partie-tout. Ainsi, nous pouvons dire une voiture a un moteur, mais
non ??un moteur est une partie d'une voiture, puisque d'autres entites-touts
 des bateaux ou des avions  ont egalement des moteurs.  A l'inverse, *un
livre a une preface n'est pas semantiquement correct, car tous les livres ne
comportent pas de preface, meme si une preface est une partie d'un livre
semble tout- a-fait acceptable. Cruse (1986 : 160) remarque lui-meme que
7. ¾ X is a meronym of Y if and only if sentences of the form A Y has Xs/an X and
An X is a part of a Y are normal when the noun phrases an X, a Y are interpreted
generically. ¿, (Cruse, 1986 : 160), traduction de Tamba (1994 : 67).
8. Larousse en ligne, http://www.larousse.fr/dictionnaires/francais/
automobile/6762 ; TLFi, http://www.cnrtl.fr/definition/automobile. Sites
consultes le 13/12/2017.
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la necessite d'acceptabilite des deux constructions exclut certains exemples
intuitivement non-ambigus de la relation partie-tout.
Cruse (2006) precise par ailleurs que la meronymie ¾ est une notion rela-
tionnelle 9 ¿ et non une description semantique d'une unite lexicale en soi. La
relation lexicale de partie  a tout est donc une relation hierarchique. Ainsi, le
mot tiroir n'est pas intrins equement meronyme bien qu'il soit defini comme
¾ un element d'un meuble ¿. Il est cependant meronyme dans le tiroirm de la
commodeh et holonyme dans la poigneem du tiroirh. Rappelons que cet aspect
de la meronymie n'est pas respecte dans les annotations du CNLR, comme
nous l'avons fait remarquer dans le chapitre 1.
2.1.1.3 Reformulation de Salles (1995)
Mostrov (2010 : 18) fait une critique tr es compl ete du cadre theorique
de Cruse (1986). Il note que les parties facultatives, comme dans l'exemple
preface / livre cite plus haut, ne peut pas etre traite en termes de meronymie
de Cruse. Ceci est lie  a l'interpretation generique preconisee dans ce tra-
vail : la phrase *un livre a une preface o u les deux noms sont interpretes
generiquement affirme que tout livre poss ede une preface. Mostrov note
egalement que le patron syntaxique un Y est une partie d'un X necessite que
la partie soit percue intrins equement comme appartenant  a un tout. Or, ceci
n'est pas vrai pour tous les exemples, notamment lorsque l'on est confronte  a
des elements similaires entrant dans la composition d'un ensemble : arbre /
foret, soldat / armee etc. Ici, les elements arbre et foret n'ont pas le statut
lexical de parties, mais designent avant tout des entites autonomes, ce qui
s'oppose  a l'acceptabilite des phrases *un arbre est une partie d'une foret et
*un soldat est une partie d'une armee.
Le caract ere generique de l'interpretation pose egalement le probl eme
des assertions specifiques, c'est- a-dire portant non pas sur un type d'entites,
mais sur une instanciation particuli ere de celles-ci. Comme le souligne Salles
(1995 : 7), la phrase en (5) presente une tautologie :
(5) ??Ma voiture a des roues
L'auteure cite Riegel (1988), pour qui ¾ il est redondant d'attribuer  a un
objet particulier une propriete qu'il poss ede par definition ¿. En effet, une
9. ¾ this is a relational notion : a word may be a meronym in relation to a second word,
but a holonym in relation to a third. ¿, (Cruse, 2006 : 105), nous traduisons.
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voiture peut etre definie comme un vehicule se deplacant sur des roues ce
qui induit la non-acceptabilite de (5) dans la majorite des contextes. Cette
assertion est toutefois possible dans le cas o u le locuteur insiste sur une pro-
priete de l'objet : Je n'ai pas d'assistance au freinage ou de climatisation :
ma voiture a des roues et un moteur, c'est tout. Cet enonce actualise chez
l'interlocuteur la structure et les dependances fonctionnelles d'une voiture.
Ainsi, (5) peut etre interprete comme ¾ ma voiture poss ede les parties es-
sentielles pour remplir sa fonction premi ere ¿. Nous avons egalement trouve
cette construction dans un livre destine aux enfants en bas age : Ma voiture a
des roues, des portes, des phares et un volant. Vroum ! Dans ce contexte, l'as-
sertion est possible, car l'enfant ne dispose pas encore d'une representation
cognitive d'une voiture, lui permettant de reperer la tautologie 10.
Salles (1995) resout la plupart de ces probl emes du cadre theorique de
Cruse (1986), en proposant une reformulation de son double crit ere syn-
taxique :
X est un meronyme de Y si et seulement si les phrases de la forme un
Y a / peut avoir des Xs / un X et un X est une partie / peut etre une
partie d'un Y sont normales quand les SN un X, un Y sont interpretes
de facon generique 11.
En effet, ces nouvelles phrases-tests sont acceptables aussi bien pour des
parties canoniques que pour des parties facultatives. Ainsi, pour Salles, une
relation semantique partie-tout a lieu entre deux unites lexicales lorsque le
referent de l'un fait ou peut potentiellement faire partie du referent du second.
Cette nouvelle definition permet de considerer la relation d'appartenance
partitive dans les exemples suivants :
(6) a. Une voitureh a des rouesm / un volantm ;
b. Une rouem / un volantm peut faire partie d'une voitureh ;
(7) a. Une voitureh peut avoir un pare-bouem / un autoradiom ;
b. Un pare-bouem / un autoradiom est une partie d'une voitureh.
Ici,  a titre d'exemple, le couple roue / voiture est analyse comme un couple
partie / tout, meme si d'autres entites-touts que les voitures peuvent avoir
10. Remarquons egalement que le moteur n'est pas cite, contrairement  a des parties
visuellement distinctes.
11. Salles (1995 : 12).
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des roues. Ceci est possible grace  a la valeur epistemique du verbe pouvoir,
present dans le test (6b). De meme, le couple pare-boue / voiture peut etre
traite en termes d'appartenance partitive, alors que toutes les voitures ne
poss edent pas de pare-boue. L'acceptabilite de (7a), contrairement au test
de Cruse, nous permet cette interpretation. La flexibilite de cette definition
de la meronymie est la raison pour laquelle nous la considerons comme une
amelioration significative de la definition de Cruse (1986).
2.1.2 Meronymie et localisation
2.1.2.1 Relations liees
La meronymie peut egalement etre rapprochee de la relation de locali-
sation. Dans certains cas, on atteste l'appartenance de la partie  a un tout
en precisant sa position au sein de celui-ci : on dira la mine est dans le
crayon, la gomme sur le crayon, etc. Toutefois, ces exemples ne traduisent
pas la meme organisation structurelle du monde que le sac est dans le coffre
ou le chat est sur le paillasson. En effet, la mine fait partie du crayon et
notre connaissance du role fonctionnel de ces deux entites nous permet d'in-
terpreter la construction la mine est dans le crayon du point de vue de la
relation partie-tout. Un sac se situe dans le coffre mais n'en fait pas partie :
aucune connaissance extra-linguistique ne nous permet de le considerer ainsi.
Kleiber (1997 : 47) remarque qu'en francais la construction prepo-
sitionnelle avec dans ¾ ne convient qu' a certaines parties des relations
meronymiques, celles qui sont situees  a l'interieur du tout ¿. Cette in-
terpretation partitive de la preposition dans en francais est regie par ce que
Vieu (1991 : 215) appelle ¾ le principe pragmatique de contraste ¿. Selon ce
principe, lorsqu'une partie est localisee  a l'interieur de son tout, le locuteur
prive cognitivement cette entite-tout de la partie en question puis la replace
dans ce ¾ nouvel interieur, ou un interieur agrandi ¿. Ainsi, le tiroirm est
dans la commodeh n'indique pas que le tiroir est range dans la commode
comme un element qui lui serait exterieur mais qu'il est partie integrante
de celle-ci. Le recours  a la preposition dans est ici possible, car il subsiste,
au sein de la commode, un espace susceptible d'¾ accueillir ¿ le tiroir. Le
¾ contraste ¿ evoque par Vieu existe entre le tout integral (la commode avec
le tiroir) et le tout prive de sa partie (la commode dont le tiroir est ote).
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Vieu (1991 : 215) precise que ce meme principe permet d'expliquer les
exemples inverses, o u le tout est localise  a l'interieur d'une de ses parties.
Un des exemples de cette configuration est l'escargot est dans sa coquille. Le
procede est ici le meme que dans le cas precedent : l'escargot, c'est- a-dire
l'entite-tout, est conceptuellement detache d'une de ses parties  la coquille.
Cette operation forme au sein de la coquille un nouvel espace interieur qui
devient accessible au locuteur au niveau cognitif. Le nouveau tout,  a savoir
l'escargot prive de sa coquille, peut ensuite etre replace dans cet espace laisse
vacant.
L'etude des langues ayant des marqueurs et constructions dedies  a la
localisation peut nous en apprendre davantage sur la nature cognitive de
la relation partie-tout. Prenons l'exemple du basque etudie par Aurnague
(1998). D'apr es l'auteur, ¾ [l]e basque a deux genitifs distincts appeles res-
pectivement le locatif et le possessif 12 ¿. Le premier sert  a localiser des
entites dans des sites, comme le montre l'exemple (8a), tandis que le second
exprime principalement la possession, comme dans l'exemple (8b) :
(8) a. pentzeko
prairie.GENLOC
zaldia
cheval
¾ le cheval de la prairie ¿
b. Anttonen
Antton.GENPOSS
zakua
sac
¾ le sac de Antton ¿
Comme son etude le prouve, les deux genitifs peuvent etre utilises pour
marquer les relations meronymiques. Ainsi, on peut l'illustrer avec des
exemples suivants :
(9) a. mahaikoh
table.GENLOC
zangoam
pied
¾ le pied de la table ¿
b. txirrinduarenh
velo.GENPOSS
gidoinam
guidon
¾ le guidon du velo ¿
12. ¾ Basque has two distinct genitives respectively called locative and possessive ¿,
(Aurnague, 1998 : 2), nous traduisons.
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Le choix du cas depend principalement de la nature de l'entite-tout.
Lorsque le tout est un nom propre de lieu geographique (comme dans Barcelo-
nako tren geltoki ¾ la gare de Barcelone ¿), tous les locuteurs interroges dans
le cadre de l'enquete de Aurnague acceptent uniquement le genitif locatif.
Lorsque le tout est une entite naturelle (comme dans sagarrondoaren enborra
¾ le tronc du pommier ¿), 19 locuteurs sur 20 n'acceptent que le genitif pos-
sessif et un locuteur consid ere que le genitif locatif pourrait eventuellement
etre utilise. L'usage des deux formes se complique pour des artefacts-touts
comme une voiture : 63,5% d'informateurs ont notamment juge que l'emploi
des deux genitifs est possible.
Cette variation montre que la meronymie, tout en etant une relation
proche de l'appartenance, n'est pas totalement independante de la locali-
sation spatiale. Lorsque le locuteur est confronte  a l'expression des parties, il
peut dans certains cas recourir aux structures morpho-syntaxiques reservees
 a la localisation.
2.1.2.2 Differences
D'autres travaux plaident contre le rapprochement entre la meronymie et
la localisation spatiale d'entites independantes, parmi lesquels Winston et al.
(1987) cite precedemment. Les auteurs proc edent, notamment,  a la construc-
tion des syllogismes, comportant plusieurs relations semantiques differentes,
dont la meronymie et la localisation spatiale.
(10) a. Une roue fait partie du velo [partie-tout] ;
b. Le velo est dans le garage [localisation spatiale] ;
c. La roue est dans le garage [localisation spatiale] ;
d. *La roue fait partie du garage [partie-tout].
(11) a. Le velo est dans le garage [localisation spatiale] ;
b. Le garage fait partie de la maison [partie-tout] ;
c. Le velo est dans la maison [localisation spatiale] ;
d. *Le velo fait partie de la maison [partie-tout].
L'exemple (10) est notre traduction d'un des syllogismes donnes par
Winston et al. (1987 : 435). On peut constater que, lorsque les premisses
comportent les deux relations etudiees, la conclusion ne peut comprendre
une relation de partie  a tout, mais seulement la relation de localisation.
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Nous proposons egalement un syllogisme en (11), dans lequel les relations
qui nous interessent apparaissent dans les premisses dans l'ordre inverse. Ici,
la conclusion peut egalement comprendre uniquement la relation de localisa-
tion spatiale. Les auteurs utilisent cette methode pour mettre en evidence une
hierarchie des relations semantiques 13. Ce qui nous interesse particuli erement
dans ce travail, c'est qu'il existe une reelle asymetrie entre l'expression de la
relation partie-tout et celle de la localisation spatiale.
 A l'instar de Cruse (1986), les auteurs utilisent une serie de phrases-tests,
visant  a identifier la relation de meronymie :
Nous appellerons les relations pouvant etre exprimees par des construc-
tions [Le X est la partie du Y, X est partiellement Y, Des X's sont des
parties des Y's, Un X est une partie d'un Y, Les parties d'un Y in-
cluent les X's, les Z's etc, et des expressions similaires] les relations
¾ meronymiques 14 ¿
Remarquons qu'aucune des constructions syntaxiques proposees ne per-
met d'exprimer la relation de localisation spatiale d'entites independantes.
Ces phrases-tests sont alors suffisamment desambigusees.
Les etudes sur le francais montrent egalement l'asymetrie entre la
meronymie et la localisation. Malgre le fait que Kleiber (1997) accepte
l'expression des parties  a l'aide de la preposition dans, comme nous l'avons
evoque, il tient toutefois  a bien distinguer les deux relations. Pour faire cette
distinction, il recourt  a la notion de ¾ lieu ¿ :
(12) a. Un village est un lieu / endroit o u l'on trouve / se trouve une
eglise.
b. ?Une voitureh est un lieu o u l'on trouve / se trouve un moteurm /
un volantm ;
13. Les auteurs proposent l'ordre des relations suivant : Inclusion de classe → Inclusion
mereologique → Inclusion spatiale. Dans des syllogismes, comme ceux proposes dans les
exemples (10) et (11), l'inclusion spatiale prime toujours et l'inclusion mereologique prime
uniquement sur l'inclusion de classe. L'interaction de cette derni ere, egalement appelee
l'hyperonymie, avec la meronymie sera abordee dans le chapitre 4.
14. ¾ We will refer to relationships that can be expressed with the term part in the
above frames [The X is part of the Y, X is partly Y, X's are parts of Y's, X is a part
of Y, The parts of a Y include the Xs, the Zs. . ., and similar expressions] as meronymic
relations ¿, (Winston et al., 1987 : 418), nous traduisons.
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Dans l'exemple (12a), il est possible de qualifier le site  village  de lieu
ou d'endroit ; il s'agit donc pour Kleiber de la relation de localisation et, dans
ce cas, nous partageons son point de vue. L'exemple (12b) est difficilement
acceptable ; pour l'auteur, le couple moteur / voiture n'est donc pas lie par
la relation d'inclusion spatiale, mais par une relation partitive. Nous tenons
neanmoins  a remarquer que le test propose par Kleiber permet de mettre
en evidence le statut lexical d'une entite en tant que lieu plutot que de dis-
tinguer une relation de localisation. Ainsi, des entites n'ayant pas de statut
de lieu peuvent egalement etre des sites de localisation : *Un refrigerateur
est un lieu / endroit o u l'on trouve / se trouve la nourriture. De meme, ce
test echoue lorsqu'il s'agit de la relation partie-tout entre des lieux : place de
parking / parking ou bassin / piscine municipale.
De ce qui prec ede, il semble s'ensuivre que la relation de meronymie
presente aussi bien le trait de la possession que celui de la localisation spa-
tiale. Neanmoins, selon les travaux que nous avons cites, elle ne peut pas etre
totalement assimilee  a l'une ou  a l'autre. Nous nous demandons  a present
quelle place occupe la relation partie-tout en russe et si les moyens d'expres-
sion de cette relation sont egalement utilises dans l'expression de la possession
ou de la localisation. Un premier element de reponse a ete donne par Mikae-
lian (2002 : 198), qui rapproche la meronymie de la possession. Elle plaide
egalement pour sa distinction de l'inclusion spatiale :
les prepositions spatiales n'expriment pas directement la relation
`partie-tout' : leur fonction consiste  a former des `places' et  a preciser
la configuration spatiale des objets autonomes les uns par rapport aux
autres 15.
La section suivante tente donc d'etudier le rapport particulier entretenu
par la meronymie avec la possession et la localisation. Dans cette perspec-
tive, nous exposerons les differents moyens morpho-syntaxiques disponibles
en langue russe pour exprimer la relation partie-tout.
2.2 Expression de la meronymie en russe
Comme nous l'avons evoque dans la section precedente, l'expression de la
meronymie peut etre rapprochee de l'expression de la possession ou de celle
15. Mikaelian (2002 : 198).
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de la localisation. Toutefois, il semble que ces rapprochement peuvent varier
en fonction de la langue d'etude.
L'expression de la meronymie en russe n'a, jusqu' a present, pas fait l'ob-
jet de beaucoup d'attention. On peut cependant noter le travail de Raxi-
lina (2008 : 40) qui recense trois types de constructions syntaxiques s'appli-
quant, entre autres,  a la relation partie-tout. La premi ere est la construction
genitivale du type Nm Nh.GEN ¾ Nm de Nh ¿, pouvant traduire un grand
nombre de relations semantiques en russe, comme nous aurons l'occasion
de le voir. La seconde construction citee par Raxilina est une construction
prepositionnelle Nm ó Nh ¾Nm chez Nh ¿, utilisee par ailleurs pour marquer la
relation de possession. Enfin, l'auteur note l'usage des constructions locatives
Nm íà / â Nh ¾ Nm sur / dans Nh ¿. Comme on peut le constater  a travers
cette etude, l'expression de la meronymie en russe semble, de la meme facon
que pour les langues que nous avons abordees dans la section precedente,
recouper partiellement la possession et la localisation. Notons egalement que
l'expression de la meronymie  a l'aide des prepositions íà ¾ sur ¿ et â ¾ dans ¿,
decrite par Raxilina (2008 : 40), va  a l'encontre du point de vue de Mikaelian
(2002), expose plus haut.
Dans la presente section, nous developperons l'emploi de ces construc-
tions syntaxiques. Toutefois, il nous semble que ce ne sont pas les seules  a
pouvoir etre invoquees dans l'expression de la relation partie-tout en russe.
C'est pourquoi, sans pretendre  a l'exhaustivite, nous proposons un essai de
typologie des marqueurs morpho-syntaxiques de la meronymie dans la langue
russe.
2.2.1 Constructions nominales sans prepositions
2.2.1.1 Constructions genitivales
La construction genitivale marque en russe, comme dans d'autres langues
 a declinaisons, un grand nombre de relations semantiques, dont la meronymie 16.
Dans le cas le plus courant, c'est le meronyme qui occupe la tete du syntagme
nominal, dont depend l'holonyme mis au genitif, comme l'a fait remarquer
Raxilina (2008). Le patron syntaxique dans ce cas est Nm Nh.GEN. Les
exemples ci-dessous illustrent ce cas de figure :
16. Cf. Van Peteghem et Paykin (2013) pour une analyse morphologique et syntaxique
de cette construction.
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(13) a. êðûëîm
aile
ñàìîë¼òàh
avion.GEN
¾ l'aile d'un avion ¿
b. ñêðèïà÷m
violoniste
îðêåñòðàh
orchestre.GEN
¾ un violoniste de l'orchestre ¿
c. êóñîêm
part
ïèðîãàh
tarte.GEN
¾ une part de tarte ¿
d. àëþìèíèém
aluminium
ôþçåëßæàh
fuselage.GEN
¾ l'aluminium du fuselage ¿
Raxilina (2008 : 42) note qu'une relation partie-tout peut etre traduite  a
l'aide de la construction genitivale uniquement si la partie en question peut
avoir des entites-touts alternatives. Elle illustre son crit ere par des exemples
comme :
(14) a. *íîñm
nez
ëèöàh
visage.GEN
¾ le nez du visage ¿
b. *ðóêàm
bras
òåëàh
corps.GEN
¾ le bras du corps ¿
En effet, un nez fait toujours partie d'un visage, lui-meme pouvant ap-
partenir  a un homme, un singe, une poupee, etc. Un nez ne peut pas faire
partie d'un autre tout, de meme niveau de la hierarchie ontologique qu'un
visage. On dit donc que, dans ce couple meronyme / holonyme, il n'existe pas
de tout alternatif, ce qui explique la non-acceptabilite de (14a). Considerons
maintenant les exemples suivants :
(15) a. íîñm
nez
÷åëîâåêàh
homme.GEN
¾ le nez d'un homme ¿
b. íîñm
nez
êóêëûh
poupee.GEN
¾ le nez d'une poupee ¿
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Ici, le nez est une partie d'un homme ; or, il existe d'autres holonymes
au meme niveau hierarchique, par exemple poupee. Dans ce cas, on peut
dire qu'il existe des touts alternatifs et que la structure Nm Nh.GEN est
acceptable.
Traiter les descriptions qui nous occupent suppose de parler des construc-
tions genitivales, car l'holonyme peut egalement occuper la tete du syntagme
nominal. Dans ce cas, l'on a affaire au patron syntaxique Nh Nm.GEN ¾ Nh
de Nm ¿. L'usage de cette construction genitivale inverse est cependant li-
mite aux relations element / collection, comme l'illustrent les exemples
(16) ; or, cette condition n'est pas remplie dans (17) :
(16) a. ñòàßh
meute
âîëêîâm
loups.GEN
¾ une meute de loups ¿
b. ðîéh
essaim
ï÷åëm
abeilles.GEN
¾ un essaim d'abeilles ¿
(17) a. *ìàøèíàh
voiture
êîëåñm
roues.GEN
¾ une voiture de roues ¿
b. *ïèðîãh
tarte
êóñêîâm
parts.GEN
¾ une tarte de parts ¿
Dans les exemples (16), le meronyme vient specifier la nature de la col-
lection : ainsi, (16) designe une meute de loups et non une meute de chiens.
De meme, (16b) designe un essaim d'abeilles, par opposition  a un essaim de
guepes, en precisant le type d'elements composant la collection-tout. Nous
pouvons donc dire que, dans ces exemples, les collections peuvent avoir
des parties alternatives (chien / loup, abeille / guepe). Or, ce raisonne-
ment ne peut etre applique aux exemples (17) car les entites-touts ne sont
pas constituees d'elements d'un meme type. Il est possible d'interpreter la
difference entre (16) et (17) en termes de classe semantique : la construction
genitivale inverse est acceptee uniquement lorsque l'holonyme est un nom
collectif (Beliakov, 2014 : 98).
Toutefois, dans certains couples partie / tout les collections ne peuvent
pas avoir de parties alternatives au meme niveau de hierarchie ontologique
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que celles denotees par le meronyme. Dans ce cas, les constructions genitivales
inverses sont moins acceptables, sinon impossibles, et rarement observees
dans le corpus :
(18) a. ?ïîëêh
regiment
âîåííûõm
militaires.GEN
¾ un regiment de militaires ¿
b. ?îðêåñòðh
orchestre
ìóçûêàíòîâm
musiciens.GEN
¾ un orchestre de musiciens ¿
En effet, au sens non-metaphorique, un regiment est toujours constitue de
militaires et un orchestre est toujours compose de musiciens. Il n'existe donc
pas de parties alternatives d'un meme niveau que âîåííûé ¾ militaire ¿ et
ìóçûêàíò ¾ musicien ¿, bien qu'une distinction puisse etre faite  a d'autres
niveaux ontologiques : ïîëê ïóëåì¼ò÷èêîâ / òàíêèñòîâ ¾ un regiment de
mitrailleurs / de chars de combat ¿, par exemple). Il nous semble donc qu'il
existe une asymetrie entre la semantique des constructions Nm Nh.GEN,
qui requiert l'existence de touts alternatifs, et celle des constructions Nh
Nm.GEN, necessitant la possibilite pour l'entite-tout d'avoir des parties al-
ternatives.
Nous ne traiterons pas ici les usages metaphoriques de la construction
genitivale Nh Nm.GEN : ñòàß òóðèñòîâ ¾ une meute de touristes ¿, ëåñ
ðóê ¾ foret de mains ¿, etc. Comme l'a montre Beliakov (2014 : 101), ces
noms collectifs ¾ perdent leur contenu referentiel concernant la nature des
entites constitutives de la collection pour vehiculer l'idee d'une quantite ¿.
Rajoutons que le caract ere de regroupement par le lien social (dans le cas
de ñòàß ¾ meute ¿) disparat dans ces emplois au profit du crit ere de la
proximite spatiale : un touriste au milieu d'une ¾ meute de touristes ¿ en
fait forcement partie ; aucune contrainte sociale n'est necessaire pour cela,
contrairement  a la relation âîëê / ñòàß ¾ loup / meute ¿.
Precisons que le recours  a la construction genitivale Nh Nm.GEN.PL
implique necessairement la similarite des parties au sein de l'entite-tout
concernee, contrairement  a Nm Nh.GEN. Comparons les exemples suivants :
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(19) a. ñêðèïà÷m
violoniste
îðêåñòðàh
orchestre.GEN
¾ un violoniste de l'orchestre ¿
b. ñêðèïà÷èm
violonistes
îðêåñòðàh
orchestre.GEN
¾ les violonistes de l'orchestre ¿
c. îðêåñòðh
orchestre
ñêðèïà÷àm
violoniste.GEN
¾ l'orchestre du violoniste ¿
d. îðêåñòðh
orchestre
ñêðèïà÷åém
violonistes.GEN
¾ l'orchestre de violonistes ¿
Les exemples (19a) et (19b) correspondent au patron Nm Nh.GEN et
expriment, respectivement, les relations element / collection et sous-
collection / collection. (19a) ref ere  a un violoniste, et donc un musi-
cien, appartenant  a un ensemble de musiciens ; d'autres musiciens, violonistes
ou non, font egalement partie de l'orchestre. (19b) ref ere  a un ensemble de
musiciens, dont le point en commun est de jouer le meme type d'instruments.
Ils appartiennent tous  a un ensemble plus grand de telle sorte que chaque
membre du pupitre des violons est egalement membre de l'orchestre. Nous
avons vu, dans la section 1.3.3 (page 40), que cette condition est necessaire
 a la relation sous-collection / collection. Dans cet exemple, d'autres
musiciens font egalement partie de l'orchestre sans etre des violonistes.
Les exemples (19c) et (19d) ne s'interpr etent pas de la meme mani ere.
(19c), qui est une inversion de (19a), n'a pas d'interpretation partitive dans
la majorite des contextes mais designe generalement ¾ un orchestre fonde
ou appartenant  a tel violoniste ¿. Il s'agit donc d'une relation possessive
non-partitive. Enfin, (19d) ne traduit pas la relation sous-collection /
collection comme (19b), mais une relation element / collection : les
elements ici sont similaires entre eux et l'orchestre est donc compose majo-
ritairement des musiciens de ce type. Rappelons que le trait [±similaire]
n'est pas une restriction absolue : tout comme un bouquet peut contenir du
feuillage en plus des fleurs, un orchestre de violonistes peut avoir un percus-
sionniste. Le patron Nh Nm.GEN exige donc la similarite entre les parties du
tout concerne.
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2.2.1.2 Partitif
Le partitif, le cas reserve  a l'expression de la partie (Dictionnaire de lin-
guistique, 1973 : 364), n'est que rarement utilise en russe. Il est egalement
appele le second genitif dans les grammaires du russe 17, car il remplit une
des fonctions du genitif : genetivus partitivus. Seul un groupe ferme de sub-
stantifs, compose de noms inanimes masculins, peut former le partitif. Sa
fonction grammaticale est decrite par Uspenskij (2004) comme suit :
les mots ayant un second genitif [. . .] expriment habituellement l'idee
d'un ensemble qui ne se desagr ege pas en des entites separees, mais
peut etre divise de mani ere arbitraire en des parties substantiellement
homog enes : ainsi toute partie de l'ensemble est qualitativement simi-
laire au tout 18.
Le recours au partitif est donc possible en russe uniquement pour des
relations partie-tout homeom eres, pour reprendre la terminologie que nous
avons etablie precedemment :
(20) a. ÷àøêàm
tasse
÷àþh /
the.PART
÷àßh
the.GEN
¾ une tasse de the ¿
b. ëîæêàm
cuill ere
ìåäóh /
miel.PART
ìåäàh
miel.GEN
¾ une cuill ere de miel ¿
Dans ces deux exemples, le tout est une substance homog ene, qui n'a pas
de parties perceptibles. Les parties arbitraires Nm en (20) correspondent aux
portions de ces substances. Il est egalement possible de recourir au partitif
lorsque, malgre la possibilite de distinguer au sein de la substance-tout des
unites elementaires, celle-ci est percue comme une mati ere homog ene :
(21) a. ãîðñòüm
poignee
ïåñêóh /
sable.PART
ïåñêàh
sable.GEN
¾ une poignee de sable ¿
17. Notamment, dans Garde (1980 : 136).
18. ¾ ñëîâà, êîòîðûå èìåþò âòîðîé ðîäèòåëüíûé ïàäåæ [. . .] ýòî îáû÷íî ñëîâà,
âûðàæàþùèå èäåþ ìíîæåñòâà, êîòîðîå íå ðàñïàäàåòñß íà îòäåëüíûå îáúåêòû, íî
ìîæåò ïðîèçâîëüíî ÷ëåíèòüñß íà ñóáñòàíöèîíàëüíî îäíîðîäíûå ÷àñòè - òàê, ÷òî
ëþáàß ÷àñòü ìíîæåñòâà ßâëßåòñß êà÷åñòâåííî îäíîðîäíîé öåëîìó ¿, Uspenskij (2004 :
18), nous traduisons.
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b. ùåïîòêàm
pincee
ñàõàðóh /
sucre.PART
ñàõàðàh
sucre.GEN
¾ une pincee de sucre ¿
Les substances-touts dans ces deux exemples sont composees de grains.
Seulement, lorsqu'on consid ere une poignee de sable, on ne prend pas en
compte la composition de celui-ci. L'utilisation du partitif n'est d'ailleurs pas
possible lorsque le meronyme denote les unites elementaires des substances
en question. Seul le genitif peut etre utilise dans ce cas l a :
(22) a. êðóïèöàm
grain
*ïåñêóh /
sable.PART
ïåñêàh
sable.GEN
¾ un grain de sable ¿
b. êðèñòàëëm
cristal
*ñàõàðóh /
sucre.PART
ñàõàðàh
sucre.GEN
¾ un cristal de sucre ¿
Le partitif peut egalement etre utilise sans que le nom de partie soit ex-
plicitement donne. Ainsi, par exemple, on le trouvera dans des constructions
comme :
(23) a. äîáàâèòü
ajouter
ñàõàðó
sucre.PART
â
dans
÷àé
the.ACC
¾ ajouter du sucre dans le the ¿
b. êóïèòü
acheter
ì¼äó
miel.PART
¾ acheter du miel ¿
c. íàðîäó
peuple.PART
ïîëíî
beaucoup
¾ beaucoup de monde ¿
Ici, le partitif permet aux locuteurs de designer une portion indefinie soit
de la substance presente dans le contexte d'enonciation (dans (23a) et (23b)),
soit d'un sous-ensemble d'entites denommees (dans (23c)). L'utilisation du
partitif dans ces cas est proche de l'usage de la ¾ construction partitive ¿ en
francais : du sucre, du miel, etc. Toutefois, la partie n'etant pas nommee,
ce type de constructions ne permet pas d'etablir une relation de meronymie
entre deux unites lexicales. Nous n'allons donc pas etudier ces derni eres.
72
2.2. Expression de la meronymie en russe
2.2.1.3 Quantification
Le phenom ene de la quantification est, il nous semble, etroitement lie
 a l'expression de la relation partie-tout ou du moins  a certaines de ses
manifestations. Dans certains cas, ce rapprochement apparat de mani ere
assez evidente : Pierre a mange trois parts de tarte, j'ai casse deux assiettes
du service de table, etc. Ici, le fait de quantifier les substantifs revient  a
designer une partie de l'entite-tout : ainsi, on a une idee de la portion de
tarte consommee, dans le premier exemple, ou du nombre d'elements d'un
ensemble de vaisselle ayant ete cassee, dans le second. D'autres exemples
sont, toutefois, moins  a meme d'etre interpretes en termes de parties : Pierre
a mange trois pommes, j'ai casse deux vases, etc. Cette lecture parat tr es
liee  a la notion d'hyperonymie (comparer avec Pierre a mange trois entites
appartenant  a la classe des pommes). Mais une interpretation partitive peut
ici egalement etre envisagee, et les enonces ci-dessus reformules en Pierre a
mange trois pommes parmi l'ensemble des pommes du monde et j'ai casse
deux vases parmi l'ensemble des vases du monde. Ces derniers exemples sont
ambigus et ne doivent en aucun cas deboucher sur la confusion entre les
relations de meronymie et d'hyperonymie. Mais ils montrent que la quanti-
fication n'est pas sans lien avec la relation de partie  a tout. Rappelons que
le travail de Champollion (2010) repose, en grande partie, sur l'analyse du
pluriel et de la quantification.
En partant de ces constats, nous avons souhaite etudier de plus pr es la
relation qui existe entre l'expression des parties et la quantification. Nous
avons observe que, pour un certain nombre de couples partie / tout, il est
possible de preciser la quantite de l'entite-tout, en indiquant le nombre de
parties qui la composent. Ceci peut etre fait  a travers des constructions telles
que Ñêîëüêî Nh ? QUANT Nm ¾ Combien de Nh ? QUANT Nm ¿. Si une telle
sequence est possible, alors on dira que le meronyme quantifie l'holonyme.
C'est le cas dans les exemples de relations portion / tout suivants :
(24) a. Ñêîëüêî
combien
ïèðîãàh
tarte.GEN
[. . .] ? Äâà
deux
êóñêàm.
part.GEN
¾ (litt.) Combien de tarte [. . .] ? Deux parts. ¿
b. Ñêîëüêî
combien
ìóêèh
farine.GEN
[. . .] ? Äâå
deux
ïðèãîðøíèm.
poignee.GEN
¾ (litt.) Combien de farine [. . .] ? Deux poignees. ¿
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C'est egalement le cas de certains exemples des relations element /
collection, dont l'holonyme designe des ¾ mati eres discontinues ¿, pour
reprendre les termes de Flaux (1999). Il est possible de quantifier une telle
substance  a l'aide du nombre d'unites elementaires la composant :
(25) a. Ñêîëüêî
combien
ïåñêàh
sable.GEN
[. . .] ? Äâå
deux
ïåñ÷èíêèm.
grain.GEN (de sable)
¾ (litt.) Combien de sable [. . .] ? Deux grains. ¿
b. Ñêîëüêî
combien
ëèñòâûh
feuillage
[. . .] ? Äâà
deux
ëèñòàm.
feuille.GEN
¾ (litt.) Combien de feuillage [. . .] ? Deux feuilles. ¿
Cette construction necessite que le tout soit une entite homeom ere pour
etre acceptable. Le genitif marquant l'holonyme a la valeur genetivus par-
titivus, vue dans la section precedente. C'est la raison pour laquelle l'holo-
nyme peut etre egalement decline au partitif dans les exemples ci-dessus. Ces
contraintes excluent, evidemment, les exemples comme :
(26) a. *Ñêîëüêî
combien
àâòîìîáèëßh
voiture.GEN
[. . .] ? Äâà
deux
êàðáþðàòîðàm
carburateur.GEN
b. *Ñêîëüêî
combien
ëîøàäèh
cheval.GEN
[. . .] ? Äâà
deux
êîïûòàm
sabot.GEN
L'inversion de cette construction syntaxique, Ñêîëüêî Nm ? QUANT Nh
¾ Combien de Nm ? QUANT N ¿, est egalement possible. Elle est utilisee
lorsque la quantite des parties est donnee via le nombre d'entites-touts, dont
elles font partie. On dit alors que l'holonyme quantifie le meronyme. C'est
essentiellement le cas des relations element / collection (27) et, de
mani ere plus marginale, d'autres relations (28) :
(27) a. Ñêîëüêî
combien
âîëêîâm
loups.GEN
[. . .] ? Äâå
deux
ñòàèh.
meute.GEN
¾ Combien de loups [. . .] ? Deux meutes. ¿
b. Ñêîëüêî
combien
ñîëäàòm
soldats.GEN
[. . .] ? Äâà
deux
ïîëêàh.
regiment.GEN
¾ Combien de soldats [. . .] ? Deux regiments. ¿
(28) a. Ñêîëüêî
combien
âèíîãðàäèím
raisins.GEN
[. . .] ? Äâå
deux
ãðîçäèh.
grappe.GEN
¾ Combien de raisin [. . .] ? Deux grappes. ¿
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b. Ñêîëüêî
combien
êëóáíåém
tubercules.GEN
[. . .] ? Äâà
deux
êóñòàh.
pied.GEN (botanique)
¾ Combien de tubercules (de pomme de terre) [. . .] ? Deux pieds. ¿
Notons que la contrainte de l'homeomerite de l'entite-tout ne s'applique
pas pour cette variante de la construction quantitative ; ainsi, un loup n'est
pas une meute en soi et un soldat n'est pas de meme nature qu'un regiment.
Quoique les deux unites lexicales de ces exemples soient des noms comptables,
il n'est pas possible d'inverser la construction. Avec ces memes couples lexi-
caux, on ne peut donc pas former les sequences Ñêîëüêî Nh ? QUANT Nm
¾ Combien de Nh ? QUANT Nm ¿ suivantes :
(29) a. Ñêîëüêî
combien
ñòàéh
meutes.GEN
[. . .] ? *Äâà
deux
âîëêàm.
loup.GEN
b. Ñêîëüêî
combien
ïîëêîâh
regiments.GEN
[. . .] ? *Äâà
deux
ñîëäàòàm.
soldat.GEN
Certains couples lexicaux, comme çîëîòî ¾ or ¿ et ñëèòîê ¾ lingot ¿,
presentent une ambigute interessante : la relation de partie  a tout peut en
effet y etre construite aussi bien dans un sens que dans l'autre. En effet, on
peut considerer que çîëîòî ¾ or ¿ designe la mati ere constituant un objet
concret denomme par ñëèòîê ¾ lingot ¿. Dans ce cas, çîëîòî ¾ or ¿ est un
nom de substance abstrait, dans le sens o u il n'est pas dote d'une quantite
ni d'une forme 19. La relation qui lie les deux unites lexicales est donc ici du
type substance / tout. Il est egalement possible de dire qu'un lingot d'or
est une portion de tout l'or present dans le monde. Le mot çîëîòî ¾ or ¿
n'est donc plus un nom abstrait mais un nom de substance generique ; dans
ce cas, la relation meronymique est du type portion / tout.
Le test de la quantification permet de lever cette ambigute, du moins
partiellement. En effet, la seule construction quantitative possible pour ce
couple lexical est celle presentee dans l'exemple suivant :
(30) Ñêîëüêî
combien
çîëîòà
or.GEN
[. . .] ? Äâà
deux
ñëèòêà.
lingot.GEN
¾ Combien d'or [. . .] ? Deux lingots. ¿
L'acceptabilite de cette construction nous indique que la relation partie-
tout est ici homeom ere, conformement aux considerations formulees prece-
demment. Il n'est donc pas possible d'interpreter ce couple lexical comme
19. C'est egalement le cas dans des phrases comme l'or est un conducteur d'electricite.
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etant lie par une relation du type substance / tout, puisque ñëèòîê
¾ lingot ¿ ne designe pas une substance et son referent ne peut pas etre de la
meme nature que celui de çîëîòî ¾ or ¿. Il s'ensuit alors que la relation est
du type portion / tout o u ñëèòîê ¾ lingot ¿ est le meronyme et çîëîòî
¾ or ¿ l'holonyme.
Pour conclure, il nous semble important de preciser que les locuteurs
doivent avoir une representation de ce qu'est une partie pour que le meronyme
puisse veritablement quantifier l'holonyme. Ainsi, pour avoir une idee de la
quantite de l'entite-tout dans les exemples (24) et (25), que ce soit en termes
de volume ou de poids, il faut etre capable d'evaluer ce que represente le
referent du meronyme.  A l'inverse, une connaissance extra-linguistique de
l'entite-tout est necessaire pour pouvoir interpreter les exemples (27) et (28).
Par exemple, ñòàß ¾ meute ¿ ne peut quantifier son meronyme âîëê ¾ loup ¿
 de mani ere aussi approximative que ce soit  que si le locuteur a une idee
du nombre de loups habituellement rassembles dans une meute. Ce point
permet de distinguer la quantification telle que nous l'avons presentee de ses
autres manifestations :
(31) Ñêîëüêî
combien
ôðóêòîâ ?
fruits.GEN
Äâà
deux
ßáëîêà.
pomme.GEN
¾ Combien de fruits ? Deux pommes.
Ici, la relation qui lie les deux unites lexicales est l'hyperonymie. En l'oc-
currence, aucune connaissance extra-linguistique des proprietes physiques
d'une pomme, telle que son poids, n'est demandee pour interpreter cet
exemple.
2.2.2 Constructions nominales prepositionnelles
De nombreuses constructions prepositionnelles permettent d'associer les
meronymes et les holonymes aussi bien en russe qu'en francais ou en an-
glais. Dans cette section nous regrouperons les prepositions en fonction
du sens qu'elles vehiculent. Nous aborderons, tout d'abord (dans la sec-
tion 2.2.2.1 page suivante), la preposition possessive ó ¾ chez ¿ et verifierons
si la meronymie peut etre consideree comme une sous-classe de la relation
de possession. Nous proposerons ensuite (2.2.2.2, page 80) un bref expose
des constructions locatives en russe ; nous verrons, notamment, le role qu'y
joue le principe de contraste de Vieu (1991). Les points 2.2.2.3 (page 86)
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et 2.2.2.4 (page 92) seront consacres respectivement aux prepositions abla-
tives et exceptives traduisant l'idee de privation. Enfin, nous aborderons la
preposition äëß ¾ pour ¿, ayant une semantique partitive particuli ere, dans
la section 2.2.2.5 (page 94).
2.2.2.1 Preposition possessive ó ¾ chez ¿
Pour Mikaelian (2002 : 169), la meronymie est avant tout une relation de
possession inalienable, meme s'il s'agit, pour elle, de ¾ l'instance la plus spa-
tiale de la relation possessive ¿. Elle affirme, tout comme Raxilina (2008),
que les constructions possessives avec la preposition ó ¾ chez ¿ permettent
d'exprimer en russe la relation de partie  a tout 20, comme dans les exemples
suivants :
(32) a. ó
chez
ñàìîë¼òîâh
avions.GEN
åñòü
sont
êðûëüßm
ailes.NOM
¾ les avions ont des ailes ¿
b. ñòåíûm
murs.NOM
ó
chez
çäàíèßh
batiment.GEN
¾ les murs d'un batiment ¿
Le recours aux constructions prepositionnelles avec ó ¾ chez ¿ n'est pas
incompatible avec des couples morceau / tout, malgre la dependance
referentielle entre la partie et le tout. Cette dependance voudrait que le nom
de la partie n'apparaisse pas sans le nom du tout correspondant. On pourrait
s'attendre  a observer des constructions comme ó ñòîëàh åñòü êðàém ñòîëà
¾ une table a un bord de table ¿ ou ó ãîðûh åñòü âåðøèíàm ãîðû ¾ une
montagne a un sommet de montagne ¿. Or, les seuls exemples observes sont :
(33) a. ó
chez
ñòîëàh
table.GEN
åñòü
est
êðàém
bord.NOM
¾ une table a un bord ¿
b. ó
chez
ãîðûh
montagne.GEN
åñòü
est
âåðøèíàm
sommet.NOM
¾ une montagne a un sommet ¿
Malgre le rapprochement effectue par Mikaelian (2002) et Raxilina (2008)
entre la meronymie et cette construction possessive, celle-ci semble inapte
20. Mikaelian (2002 : 198).
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 a traduire de tr es nombreux cas de relation partie-tout. Elle ne peut, par
exemple, s'appliquer  a des relations du type element / collection,
qu'elles soient basees sur la proximite spatiale des parties (34) ou sur le lien
social entre la partie et l'entite-tout (35) :
(34) a. *ó
chez
ëåñàh
foret.GEN
åñòü
sont
äåðåâüßm
arbres.NOM
¾ une foret a des arbres ¿
b. *ó
chez
áóêåòàh
bouquet.GEN
åñòü
sont
öâåòûm
fleurs.NOM
¾ un bouquet a des fleurs ¿
(35) a. *ó
chez
îðêåñòðàh
orchestre.GEN
åñòü
sont
ìóçûêàíòûm
musiciens.NOM
¾ l'orchestre a des musiciens ¿
b. *ó
chez
ýëåêòîðàòàh
electorat.GEN
åñòü
sont
èçáèðàòåëèm
electeurs.NOM
¾ l'electorat a des electeurs ¿
Dans de tr es rares cas, la relation element / collection peut etre
rencontree au sein des constructions  a preposition possessive (36a),  a condi-
tion qu'il existe un lien social entre la partie et le tout. Elle peut egalement
etre exprimee, avec la meme restriction,  a travers les expressions inverses ó
Nm åñòü Nh, comme dans (36b) :
(36) a. ó
chez
àðìèèh
armee
åñòü
sont
ñîëäàòûm
soldats
¾ l'armee a des soldats ¿
b. ó
chez
(ýòîãî)
ce
âîëêàm
loup
åñòü
est
ñòàßh
meute
¾ ce loup a une meute ¿
Toutefois, ces cas marginaux peuvent etre interpretes autrement qu'en
termes de relation partitive. Dans (36a), l'holonyme àðìèß ¾ armee ¿
designe une institution plutot qu'un ensemble de militaires ; la construc-
tion prepositionnelle a donc le sens de ¾ l'armee, en tant qu'institution,
dispose de soldats ¿ et ne traduit pas la relation de partie  a tout  a propre-
ment parler. Dans l'exemple (36b), la relation entre âîëê ¾ loup ¿ et ñòàß
¾ meute ¿ peut egalement relever d'une hierarchie autre que la meronomie.
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Cette relation peut etre rapprochee, notamment, des relations ¾ familiales ¿.
L'ambigute de ces exemples ne pouvant pas etre levee avec certitude, nous
retenons la rarete d'apparition des couples element / collection au sein
des constructions  a preposition possessive.
De meme, les unites lexicales formant les relations portion / tout
n'entrent pas dans des constructions de ce type (37). L'inacceptabilite de ces
exemples vient tr es certainement du fait que les parties denommees ne sont
pas des parties ¾ naturelles ¿ de leurs touts et ne sont pas presentes dans
le tout, avant que celui-ci ne soit divise en portions. Les noms de segments
naturels de certains vegetaux peuvent d'ailleurs faire partie des constructions
 a preposition possessive (38), ce qui justifie notre hypoth ese.
(37) a. *ó
chez
ïèðîãàh
tarte.GEN
åñòü
sont
êóñêèm
parts.NOM
¾ une tarte a des parts ¿
b. *ëîìòèêèm
tranches
ó
chez
õëåáàh
pain.GEN
¾ tranches d'un pain ¿
(38) a. ó
chez
àïåëüñèíàh
orange.GEN
åñòü
sont
äîëüêèm
quartiers.NOM
¾ une orange a des quartiers ¿
b. çóá÷èêèm
gousses
ó
chez
÷åñíîêàh
ail.GEN
¾ gousses d'ail ¿
Le caract ere distribue des parties ne semble pas compatible avec ces
constructions syntaxiques. Ainsi, les cas des composants de substances ou
de melanges ne sont pas acceptables dans des structures de ce type :
(39) a. *ó
chez
áåòîíàh
beton.GEN
åñòü
est
öåìåíòm
ciment
¾ le beton a du ciment ¿
b. *ñïèðòm
ethanol
ó
chez
ïèâàh
bi ere.GEN
¾ l'alcool d'une bi ere ¿
Nous n'avons pas constitue une liste exhaustive de relations merony-
miques ou des traits semantiques incompatibles avec les constructions
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prepositionnelles en ó ¾ chez ¿. Nous avons plutot essaye,  a travers les
exemples donnes, de mettre en evidence la divergence qui existe en russe
entre l'expression de la meronymie et celle de la relation possessive. On
retiendra de ces donnees que la construction prepositionnelle, marquant la
possession en russe, ne peut s'appliquer qu' a un nombre restreint de couples
meronyme / holonyme.
2.2.2.2 Prepositions locatives
Dans le point precedent, nous avons montre qu'en russe l'expression de la
meronymie ne se fait que tr es rarement  a l'aide des constructions preposition-
nelles possessives. Tournons-nous  a present vers la comparaison de la relation
partie-tout avec les constructions prepositionnelles locatives. Commencons
par la preposition â ¾ dans ¿. Son sens premier est la localisation spatiale
d'une entite-cible  a l'interieur de l'entite-site, pour reprendre le vocabulaire
de Vandeloise (1986b). Dans un grand nombre de cas, le meronyme denote
la cible, situee  a l'interieur de l'entite-tout site. Les exemples ci-dessous illus-
trent ce type de localisation des parties :
(40) a. ãðèôåëüm
mine
â
dans
êàðàíäàøåh
crayon.LOC
¾ la mine dans un crayon ¿
b. äûðàm
trou
â
dans
ñòåíåh
mur.LOC
¾ le trou dans un mur ¿
Dans ces exemples, la partie denotee se trouve entouree d'autres parties
de son tout. Herskovits (1982) et Vieu (1991) parlent d'un interieur du type
¾ enchassement ¿ (¾ embedding ¿) pour les configurations spatiales de ce type.
La partie peut alors ne pas etre enti erement perceptible par le locuteur.
La notion d'interieur par enchassement d'un objet peut etre opposee  a
celle de son interieur-contour, c'est- a-dire une portion de l'espace delimitee
par son contour 21. Lorsque les parties presentent le caract ere distribue,
21. Egalement appele ¾ outline ¿ par Herskovits (1982). Vieu (1991 : 211) decrit ainsi
la fonction geometrique de l'interieur-contour : ¾ lorsque la fermeture convexe ferme une
concavite en rejoignant deux parties qui sont plus eloignees l'une de l'autre qu'avec une
autre partie intermediaire, on reduit cette fermeture ; la reduction se fait en considerant
separement la fermeture convexe des deux ensembles constitues chacune de deux parties
et de la partie intermediaire, le procede etant reitere au besoin ¿. Nous ne nous arretons
pas sur les aspects topologiques de cette notion dans notre travail.
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comme dans le cas des relations substance /tout, elles peuvent etre
egalement localisees dans les interieurs-contours des entites-tout correspon-
dantes  a l'aide de la preposition â ¾ dans ¿ :
(41) a. â
dans
ýòîì
ce
êîêòåéëåh
cocktail.LOC
åñòü
est
ðîìm
rhum
¾ il y a du rhum dans ce cocktail ¿
b. â
dans
ýòîì
ce
êîëüöåh
bague.LOC
áåëîå
blanc
çîëîòîm
or
¾ cette bague est en or blanc ¿
Ici, la preposition â ¾ dans ¿ est employee pour signaler un ingredient d'un
melange homog ene, comme dans (41a), voire l'unique substance entrant dans
la composition de l'entite-tout, comme dans (41b). Les interieurs auxquels
renvoie la preposition dans ces exemples sont bien du type ¾ contour ¿ et non
¾ enchassement ¿ : la substance-partie n'est pas  a l'interieur du melange et
entouree d'autres substances, mais distribuee uniformement dans les limites
de l'entite-tout.
Un autre type de parties pouvant etre localise  a l'interieur-contour des
entites-tout correspondantes est celui du type element / ensemble. Nous
pouvons reformuler les exemples (34) et (35) que nous avons juges inac-
ceptables dans la section precedente, en utilisant la preposition locative â
¾ dans ¿ :
(42) a. â
chez
ëåñóh
foret.LOC
åñòü
sont
äåðåâüßm
arbres.NOM
¾ dans une foret il y a des arbres ¿
b. â
chez
áóêåòåh
bouquet.LOC
åñòü
sont
öâåòûm
fleurs.NOM
¾ dans un bouquet il y a des fleurs ¿
(43) a. â
chez
îðêåñòðåh
orchestre.LOC
åñòü
sont
ìóçûêàíòûm
musiciens.NOM
¾ dans l'orchestre il y a des musiciens ¿
b. â
chez
àðìèèh
armee.LOC
åñòü
sont
ñîëäàòûm
soldats.NOM
¾ dans l'armee il y a des soldats ¿
Ces exemples sont acceptables, aussi bien pour des relations merony-
miques formees par proximite spatiale (42) que par le lien social (43). Ici,
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malgre la presence de la preposition locative, il ne s'agit pas d'une localisa-
tion de l'entite-cible par rapport  a l'entite-site, mais bien de l'etablissement
d'une relation partie-tout. Ainsi, áûòü â îðêåñòðå ¾ etre dans l'orchestre ¿
a pour sens uniquement ¾ appartenir  a un orchestre ¿ et non ¾ etre en-
toure des membres d'un orchestre ¿. Ce dernier sens peut etre exprime par
une construction ne presentant pas d'ambigute, comme áûòü â ñåðåäèíå
îðêåñòðà ¾ etre au milieu d'un orchestre ¿.
Enfin, un certain degre d'abstraction des entites est egalement acceptable
pour des constructions avec â ¾ dans ¿. Prenons les exemples suivants :
(44) a. îêîí÷àíèåm
terminaison
â
dans
ñóùåñòâèòåëüíîìh
substantif.LOC
¾ (litt.) terminaison dans un substantif ¿
b. öâåòàm
couleurs
â
dans
ðàäóãåh
arc-en-ciel.LOC
¾ (litt.) couleurs dans l'arc-en-ciel ¿
Ici, les noms des parties et des entites-touts correspondantes ne designent
pas des entites concr etes, ayant une mati ere et une forme. Dans l'exemple
(44a), l'holonyme peut avoir des instanciations materielles, comme, par
exemple, une forme ecrite d'un substantif. Le referent du meronyme îêîí-
÷àíèå ¾ terminaison ¿ est localise dans son tout  a l'aide de la preposition â,
et l'interieur est ici du type ¾ contour ¿. C'est egalement le cas de l'exemple
(44b). En effet, un arc-en-ciel a une forme mais il est difficile de preciser
sa mati ere : s'agit-il des gouttes d'eau, des photons ou des deux  a la fois ?
Cette inconsistance materielle fait en sorte que pour un locuteur russe toute
couleur est contenue dans l'arc-en-ciel. On ne trouve donc pas d'occurrences
de *êðàñíûé öâåò íà ðàäóãå ¾ couleur rouge sur l'arc-en-ciel ¿, bien que
cette couleur se trouve au-dessus des autres, dans un arc-en-ciel bien oriente.
Âíóòðè ¾  a l'interieur de ¿ est moins ambigue quant  a la notion
d'interiorite evoquee plus haut car il ne peut traduire que l'interiorite du type
¾ enchassement ¿, quel que soit le type ontologique des entites concernees. Le
recours  a cette preposition permet de faire la distinction entre les exemples
(40a)-(41b) :
(45) a. ãðèôåëüm
mine
âíóòðè
 a l'interieur de
êàðàíäàøàh
crayon.GEN
¾ la mine  a l'interieur du crayon ¿
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b. ñåò÷àòêàm
retine
âíóòðè
 a l'interieur de
ãëàçàh
œil.GEN
¾ la retine  a l'interieur de l'œil ¿
(46) a. *âíóòðè
 a l'interieur de
ýòîãî
ce
êîêòåéëßh
cocktail.GEN
åñòü
est
ðîìm
rhum
b. ??âíóòðè
 a l'interieur de
ýòîãî
ce
êîëüöàh
bague.GEN
áåëîå
blanc
çîëîòîm
or
En effet, l'acceptabilite de (45a) et (45b) est due au fait que la partie
concernee se trouve  a l'interieur du type ¾ enchassement ¿ des entites-touts.
En (46a) et (46b) ceci n'est pas verifie, comme nous l'avons fait remarquer
precedemment. Notons que (46b) peut etre acceptable pour les configura-
tions tr es particuli eres : lorsque la bague est faite en or blanc enti erement
couvert par un autre metal, par exemple. Quoi qu'il en soit, l'interpretation
de cet exemple est differente de (41b).
Comme nous pouvons le constater, l'utilisation des constructions pre-
positionnelles locatives ci-dessus fait appel au principe de contraste, que
Vieu (1991) observe en francais. Ceci a lieu lorsque la preposition vehicule
la valeur d'interiorite et/ou contenance, comme la preposition â ¾ dans ¿
des exemples (40) ou la preposition âíóòðè ¾  a l'interieur de ¿ dans (45).
Retenons donc, pour le moment, le fonctionnement similaire de ce principe
en francais et en russe.
La preposition íà ¾ sur ¿ est egalement liee  a l'expression de la locali-
sation : elle indique generalement que l'entite-cible se situe  a la surface de
l'entite-site. Le russe l'utilise egalement pour localiser les parties au sein de
leurs entites-touts respectives, comme le montrent les exemples ci-dessous :
(47) a. êîðàm
ecorce
íà
sur
äåðåâåh
arbre.LOC
¾ l'ecorce de l'arbre ¿
b. ïàëüöûm
doigts
íà
sur
ëåâîé
gauche
ðóêeh
main.LOC
¾ les doigts de la main gauche ¿
Mikaelian (2002 : 163) note que la preposition íà ¾ sur ¿ traduit le trait
de contact entre la cible et le site, ainsi que la notion du controle du site sur
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la cible. Elle argumente ce point de vue par la possibilite en russe d'utiliser
cette preposition pour designer des objets accroches  a un clou (íà ãâîçäå),
 a un fil (íà íèòêå), etc. Dans ces exemples de Mikaelian, ¾ l'idee de surface
est eliminee ¿. Or, il nous semble que cette remarque n'est pas tout  a fait
juste. La notion de surface n'est pas absente dans les cas cites. Seulement,
¾ surface ¿ n'est pas  a entendre ici dans le sens ¾ surface importante ¿ ; il
s'agit simplement d'un trait topologique oppose  a celui d'interiorite. L'idee
de surface peut alors etre interpretee comme ¾ connecte  a la surface de ¿ et
correspond, dans le cadre de Vieu et Aurnague, au predicat EC(x,y) ¾ x est
exterieurement connecte  a y ¿.
Il nous semble egalement qu'en russe, plus qu'en francais, le principe de
contraste de Vieu peut etre etendu  a des constructions prepositionnelles avec
íà ¾ sur ¿. En effet, les constructions suivantes sont tout  a fait acceptables :
(48) a. êðûøàm
toit
íà
sur
äîìåh
maison.LOC
¾ le toit d'une maison ¿
b. ëàñòèêm
gomme
íà
sur
êàðàíäàøåh
crayon.LOC
¾ la gomme d'un crayon ¿
Or, comme nous pouvons le constater, en francais on traduirait plutot ces
constructions par des constructions prepositionnelles en de, meme si la loca-
lisation d'une partie sur le tout correspondant reste acceptable dans certains
contextes :
(49) a. ??le toitm sur la maisonh
b. ??la gommem sur le crayonh
Un certain nombre d'occurrences de ces exemples est du aux contextes
verbaux particuliers : centrer le toit sur la maison, coller le toit sur la maison
[miniature], sertir / placer la gomme sur le crayon, etc. Dans tous ces cas,
les syntagmes prepositionnels sur la maison et sur le crayon dependent syn-
taxiquement non pas du meronyme mais du verbe correspondant. Il existe,
toutefois, un certain nombre de constructions avec sur repondant au principe
de contraste :
(50) a. les touches sur le clavier
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b. les boutons sur les manches
Ici, le meme procede cognitif que dans le cas de la preposition dans
semble s'appliquer. En (50a), les touches d'un clavier ne se situent pas sur la
surface de ce dernier, puisque une fois en place elles constituent elles-memes
ladite surface. Pour que la preposition sur prenne son sens, il est necessaire
de considerer un clavier separement de ses touches, puis les situer  a la surface
de ce nouveau tout.
La configuration inverse, o u le tout serait localise sur une de ces parties,
est egalement frequente en russe :
(51) a. ëþñòðàh
lustre
íà
sur
öåïèm
chane
¾ un lustre avec une chane /  a chane ¿
b. ñòîëh
table
íà
sur
îäíîé
un
íîæêåm
pied
¾ une table avec un pied /  a un pied / sur colonne centrale ¿
Dans (51a) le lustre est alors dit sur sa chane. Nous y retrouvons les
valeurs de connexion et de support vehiculees par la preposition, comme dans
l'affiche est sur le mur en francais. Or, la chane, c'est- a-dire le site dans la
presente construction, fait partie du lustre, ou l'entite-cible. De meme, dans
l'exemple (51b), la cible (ñòîë ¾ table ¿) comprend le site (íîæêà ¾ pied ¿).
La cible, dans ces deux exemples, est donc localisee par rapport  a une de
ses parties, ce qui semble peu frequent en francais : ??lustre sur une chane,
??table sur un pied. Il nous semble donc que la preposition traduit plutot ici
la valeur de la relation partie-tout ayant une structure interne particuli ere
et non une localisation spatiale d'entites distinctes. Les meronymes n'ont
d'ailleurs pas le statut de site dans ces exemples, ce qui peut etre facilement
verifie :
(52) a. Ãäå
o u
ñòîèò
tient
ñòîë ? 
table
*Íà
sur
íîæêàõ
pieds
b. Ãäå
o u
âèñèò
suspendu
ëþñòðà ? 
lustre
*Íà
sur
öåïè
chane
Dans (52a) et (52b), la question en ãäå ¾ o u ¿ porte sur le site o u se trouve
l'entite-cible. Comme nous pouvons le constater, ces questions ne peuvent pas
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porter sur des noms de parties comme íîæêè ¾ pieds ¿ ou öåïü ¾ chane ¿ car
ces entites ne sont pas consideres par le locuteur comme de bons sites. Cela
n'empeche evidemment pas la possibilite de localiser le tout sur des entites
distinctes de ses parties. Le site, dans ce cas l a, n'est pas obligatoirement
traite comme un lieu. Ainsi, pour demander la localisation de l'entite-cible,
un locuteur peut poser soit une question en ãäå ¾ o u ¿, soit une question avec
les prepositions  a valeur spatiale :
(53) a. Ãäå /
o u
íà
sur
÷¼ì
quoi
ñòîèò
tient
ñòîë ? 
table
Íà
sur
êîâðå
tapis
b. Ãäå /
o u
íà
sur
÷¼ì
quoi
âèñèò
suspendu
ëþñòðà ? 
lustre
Íà
sur
áàëêå
poutre
Pour resumer, l'expression de la relation partie-tout en russe est fortement
liee  a l'expression de la localisation spatiale. De plus, il nous semble que le
principe de contraste regit davantage l'expression des relations partitives en
russe qu'en francais, du moins dans le type de constructions prepositionnelles
etudiees.
2.2.2.3 Prepositions ablatives
Les prepositions ablatives permettent au locuteur d'indiquer que la rela-
tion partie-tout, qui lie les referents des noms Nm et Nh, n'est pas d'actualite,
car la partie est otee de l'entite-tout. Dans cette section, nous aborderons
trois prepositions de ce type : îò ¾ issu de ¿, èç ¾ de l'interieur de ¿ et c
¾ de la surface de ¿. Ces trois prepositions peuvent marquer en russe le nom
de l'entite-tout, dont la partie est issue 22.
La preposition îò ¾ issu de ¿ est utilisee au sein de syntagmes nominaux
du type Nm îò Nh.GEN, comme dans les exemples suivants :
(54) a. ðó÷êàm
poignee
îò
issue.de
äâåðèh
porte.GEN
ëåæèò
est
íà
sur
ñòîëå
table.LOC
¾ la poignee de la porte est sur la table ¿
b. êîëåñîm
roue
îò
issue.de
âåëîñèïåäàh
velo.GEN
óáðàíî
rangee
â
dans
÷åõîë
housse.ACC
¾ la roue du velo est rangee dans une housse ¿
22. Sur ces emplois des prepositions ablatives, ainsi que leurs emplois metaphoriques,
voir notamment Perova (En preparation).
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Dans les contextes des exemples ci-dessus, les parties sont detachees des
touts nommes. Les predicats appliques aux meronymes ne le sont donc pas
aux holonymes : on n'attend pas, dans (54a), que la porte soit posee sur
la table, ni que le velo de l'exemple (54b) soit enti erement range dans une
housse.
Le recours  a la preposition îò ¾ issu de ¿ est restreint  a certains types
d'entites. En effet, sa valeur ablative ne lui permet pas de traduire les rela-
tions dans lesquelles les parties ne peuvent pas etre physiquement separees
de leur touts. C'est notamment le cas, comme nous avons dej a eu l'occasion
de le preciser, des relations partitives presentant le caract ere distribue :
(55) a. *âîäàm
eau
îò
issue.de
êîôåh
cafe.GEN
b. *öåìåíòm
ciment
îò
issu.de
áåòîíàh
beton.GEN
Cette restriction semble etre davantage liee au trait de distribution de
Aurnague (2004) qu' a la separabilite de Winston et al. (1987). Comme nous
l'avons montre dans le point 1.2.2, cette derni ere est une combinaison du
trait de distribution de la partie dans le tout et du caract ere obligatoire de
cette partie. Or, ce caract ere obligatoire ne semble pas pertinent, comme
nous pouvons le constater  a travers les exemples (56).
(56) a. äâèãàòåëüm
moteur
îò
issu.de
àâòîìîáèëßh
voiture.GEN
¾ moteur d'une voiture ¿
b. *ãîëîâàm
tete
îò
issue.de
÷åëîâåêàh
Homme.GEN
Les noms de localisation interne  tels que ñåðåäèíà ¾ milieu ¿, êðàé
¾ cote ¿, áîê ¾ flanc ¿, etc.  ne sont pas non plus compatibles avec ce type
de construction, comme le remarque Mikaelian (2002 : 202) :
(57) a. *óãîëm
coin
îò
issue.de
ñòîëàh
table.GEN
b. *êðàém
bord
îò
issu.de
äîðîãèh
route.GEN
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Nous pourrions, en revanche, nous attendre  a ce que les noms de por-
tions soient compatibles avec cette construction du fait meme de la nature
des referents mis en jeu : les portions doivent etre separees de leur tout  a
un moment donne pour que la reference  a ces portions soit valable. Or la
preposition îò ¾ issu de ¿ n'est observee qu'occasionnellement avec ce type
de Nm :
(58) a. ??êóñîêm
part
îò
issue.de
òîðòàh
gateau.GEN
¾ part du gateau ¿
b. ??ëîìòèêm
tranche
îò
issue.de
õëåáàh
pain.GEN
¾ tranche de pain ¿
En observant les exemples (57) et (58), nous pouvons supposer que le
recours  a la preposition îò ¾ issu de ¿ necessite que la relation partie-tout
en question porte le trait [dep.referentielle]. En effet, comme nous
l'avons montre dans le premier chapitre, les noms de localisation interne et
les noms de portions sont referentiellement dependants de leurs touts. Or,
expliciter la separation partie / tout peut aller  a l'encontre de ce type de
dependance, ce qui expliquerait la rarete des exemples comme ceux en (58).
Quelques exemples que nous avons observes appartiennent au domaine de
l'oral et montrent probablement un changement en cours.
Les noms d'ensembles dont les elements, quelle que soit leur nature, ont
ete exclus ou eloignes ne peuvent pas etre introduits  a l'aide de la preposition
îò ¾ issu de ¿ :
(59) a. *ìóçûêàíòm
musicien
îò
issu.de
îðêåñòðàh
orchestre.GEN
b. *äåðåâîm
arbre
îò
issu.de
ëåñàh
foret.GEN
Mikaelian (2002 : 202) precise que les parties des ¾ elements d'une classe
naturelle ¿, comme les etres animes ou les plantes, ¾ ne peuvent jamais etre
introduites par la preposition [îò ¾ issu de ¿] ¿. Pour illustrer son propos,
elle donne des exemples tels que *âåòêà îò äåðåâà ¾ branche d'un arbre ¿ et
*ëèñòî÷åê îò äóáà ¾ feuille d'un chene ¿, qu'elle juge inacceptables. Cette
remarque est valide pour les noms de parties des etres animes, meme si celles-
ci sont detachees ou arrachees :
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(60) a. *ðóêàm
bras
îò
issu.de
÷åëîâåêàh
homme.GEN
b. *ðîãàm
bois
îò
issu.de
îëåíßh
cerf.GEN
Toutefois, les constructions de ce type avec les noms de vegetaux ne
sont pas rares. De nombreux verbes peuvent gouverner les syntagmes
prepositionnels avec îò indiquant la provenance, comme dans les exemples
(61) ; des constructions non-verbales ont egalement ete observees, comme
dans (62).
(61) a. îòëîìàòü
casser
âåòêóm
branche.ACC
îò
issue.de
äåðåâàh
arbre.GEN
¾ casser une branche d'un arbre ¿
b. îòîðâàòü
arracher
ëèñòî÷åêm
feuille
îò
issue.de
äóáàh
chene.GEN
¾ arracher une feuille d'un chene ¿
(62) a. êîãäà Âàñß åõàë ÷åðåç ëåñ, â êîëåñî ïîïàëà áîëüøàß âåòêàm
îò äåðåâàh
23.
¾ lorsque Vasja traversait la foret, une grande branche d'arbre
s'etait coincee dans sa roue. ¿
b. ñíåæíîå ÷ó÷åëî, ó êîòîðîãî âìåñòî íîñà áûë äëèííûé ñó÷îê
äåðåâà, à âìåñòî ãëàç  ñóõèå ëèñòüßm îò äåðåâüåâh
24.
¾ un epouvantail de neige, qui avait une longue branche  a la place
du nez, et des feuilles d'arbres s eches  a la place des yeux ¿
Dans tous ces exemples, le Nm designe une entite qui appartenait  a
celle denotee par Nh, avant que celles-ci ne soient separees. L'instant de
dissociation correspond alors  a un evenement, soit exprime explicitement  a
l'aide de verbes de separation 25 (61), soit sous-entendu dans le contexte de
l'enonciation (62).
23. Zoscenko, Mixail, Trusiska Vasja, 1937.
24. Loxov, Valerij, Operacija, 2017.
25. Nous empruntons ce terme  a Venerin-Guenez (2008), qui s'appuie elle-meme sur la
typologie des predicats transformateurs de Charolles et Francois (1998). Nous y revien-
drons dans la partie 2.2.4.3 (page 113).
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Mikaelian (2002 : 201) et Raxilina (2008) montrent egalement que la
preposition îò ¾ issu de ¿ peut aussi traduire la relation de complementarite
entre une ¾ quasi-partie ¿ et un ¾ quasi-tout ¿ :
(63) a. êðûøêà
couvercle
îò
issu.de
÷àéíèêà
thei ere.GEN
¾ couvercle de thei ere ¿
b. êëþ÷
clef
îò
issue.de
äâåðè
porte.GEN
¾ clef de porte ¿
Dans ces exemples nous n'avons pas marque les substantifs  a l'aide des
indices ¾ m ¿ et ¾ h ¿, car l'interpretation en termes de veritables parties n'y
est pas certaine. D'un cote, les entites en question semblent independantes
des objets auxquels elles appartiennent : elles n'y sont pas generalement
pas fixees, peuvent etre remplacees, etc. Par ailleurs, les entites denotees ci-
dessus peuvent etre rapprochees de la notion de sph ere personnelle avancee
par Bally (1926) pour les etres animes. Ainsi, une thei ere a habituellement un
couvercle et celui-ci est generalement inclus dans la representation mentale
d'une thei ere par un locuteur ; ces deux entites sont donc indissociables, dans
une certaine mesure, et un couvercle peut etre considere comme une partie
d'une thei ere. En temoignent egalement les enonces enumerant les differentes
parties d'une thei ere, comme ci-dessous :
(64) Ëþáîé èñèíñêèé ÷àéíèêh [. . .] ýòî ñîâîêóïíîñòü ñòàíäàðòíûõ
ýëåìåíòîâ : íîñèêà, ðó÷êè, êðûøêèm
26
¾ Toute thei ereh de Yixing [. . .] est un ensemble d'elements typiques :
un goulot, une anse, un couverclem ¿
Ici, un couvercle est considere comme une partie d'une thei ere au meme
titre que son goulot ou son anse, ce qui temoigne de la possibilite d'in-
terpretation partitive de (63a). Il n'est toutefois pas possible de predire avec
certitude la possibilite d'une telle interpretation : comme le rapportent Croft
et Cruse (2004 : 155), une enquete aupr es des etudiants anglophones montre
qu'un couvercle de thei ere est majoritairement considere comme une de ses
parties, tandis qu'un couvercle de poele (ustensile) ne l'est pas.
26. https://daochai.ru/blog/teaware/anatomiya-chajnika-vidy-kryshek-
chajnika.html, consulte le 11/05/2018.
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Les prepositions èç ¾ de l'interieur de ¿ et c ¾ de la surface de ¿ vehiculent
egalement la valeur ablative et indiquent que la partie n'est plus integree au
tout correspondant. Mais, contrairement  a îò ¾ issu de ¿, elles indiquent la
position de cette partie dans un tout initial. Ainsi, èç ¾ de l'interieur de ¿
int egre la valeur spatiale de â ¾ dans ¿, et c ¾ de la surface de ¿ celle de íà
¾ sur ¿. Etant donnee la valeur spatiale de ces deux prepositions, le principe
de contraste regit egalement l'utilisation de ñ et èç :
(65) a. ñíßòü
enlever
êëàâèøèm
touches.ACC
ñ
de.surface
êëàâèàòóðûh
clavier.GEN
¾ enlever les touches d'un clavier ¿
b. âûòàùèòü
oter
ãðèôåëüm
mine.ACC
èç
de.interieur
êàðàíäàøàh
crayon.GEN
¾ oter la mine d'un crayon ¿
Or, les exemples (42) - (44) ont montre que les valeurs spatiales des
prepositions locatives n'etaient pas forcement presentes dans les construc-
tions syntaxiques avec des couples meronyme / holonyme. Neanmoins, l'uti-
lisation des prepositions ablatives èç ¾ de l'interieur de ¿ et c ¾ de la surface
de ¿ semble correlee  a l'acceptabilite des constructions prepositionnelles lo-
catives correspondantes. Par exemple, les constructions ablatives peuvent
comprendre les noms lies par une relation element / collection :
(66) a. ìóçûêàíòm
musicien
èç
de.interieur
îðêåñòðàh
orchestre.GEN
b. äåðåâîm
arbre
èç
de.interieur
ëåñàh
foret.GEN
Dans ces exemples, il est remarquable que la preposition èç ¾ de l'interieur
de ¿ puisse etre utilisee alors meme que la preposition ablative n'integrant
pas de valeur spatiale  îò ¾ issu de ¿  n'est pas acceptable ; nous avons
montre l'impossibilite de telles constructions avec ces memes couples partie /
tout (cf. (59) ci-avant).
Les constructions inverses, Nh èç / ñ Nm ¾ Nh de l'interieur de / de la
surface de Nm ¿, ne sont generalement pas admises, meme si la construction
avec la preposition locative correspondante est possible :
(67) a. ìàøèíàh
voiture
íà
sur
êîë¼ñàõm /
roues.LOC
*ñ
de.surface
êîë¼ñm
roues.GEN
91
Chapitre 2. Moyens d'expression de la meronymie
b. êíèãàh
livre
â
dans
ïåðåïë¼òåm /
reliure.LOC
*èç
de.interieur
ïåðåïë¼òàm
reliure.GEN
Quelques exceptions anecdotiques peuvent etre observees, comme celle en
(68) :
(68) . . .ññîðà, â õîäå êîòîðîé ñëîìàëñß áèëüßðäíûé ñòîë. Êàêèì îáðà-
çîì îí ñëîìàëñß, ×åðíûõ íå ïîíßë. Ñòîëh óïàë ñ íîæåêm
27.
. . .une dispute, durant laquelle une table de billard a ete cassee.
Cernyx n'a pas compris, comment elle a ete cassee. La table est
tombee de ses pieds.
En resume, nous avons constate que l'utilisation de la preposition ablative
îò ¾ issu de ¿ est soumise  a un grand nombre de restrictions ontologiques,
liees  a la structure des referents. Les couples partie / tout pouvant etre in-
troduits  a l'aide de cette preposition sont majoritairement lies par la relation
composant / assemblage. Les prepositions èç ¾ de l'interieur de ¿ et c
¾ de la surface de ¿ integrent dans leur semantique les valeurs spatiales in-
diquant la position de la partie dans le tout avant la separation ; il s'ensuit
que l'usage de ces prepositions repose lui aussi sur le principe de contraste.
2.2.2.4 Prepositions exceptives
 A l'instar de Le Pesant (2006), nous prenons en compte dans cette
th ese la categorie des prepositions exceptives en russe : êðîìå ¾ sauf ¿,
èñêëþ÷àß ¾ excepte ¿, çà èñêëþ÷åíèåì ¾  a l'exception de ¿, etc. Nous in-
cluons egalement la preposition áåç ¾ sans ¿ dans cette serie synonymique,
bien qu'elle ne soit generalement pas etudiee comme telle. Nous justifions
ce rapprochement par la semantique de toutes ces prepositions : elles per-
mettent de faire reference  a un tout dont une partie canonique n'est pas
presente dans le contexte d'enonciation, comme dans les exemples suivants :
(69) a. âåñü
toute
ñòîëh,
table
êðîìå
sauf
îäíîé
un
íîæêèm
pied.GEN
¾ toute la table, sauf un pied ¿
b. âåñü
tout
îðêåñòðh,
orchestre
çà èñêëþ÷åíèåì
 a.l'exception.de
ïèàíèñòàm
pianiste.GEN
¾ tout l'orchestre,  a l'exception du pianiste ¿
27. https://rospravosudie.com/court-tashlinskij-rajonnyj-sud-
orenburgskaya-oblast-s/act-102666023/, consulte le 07/12/2017, nous traduisons.
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Kleiber a remarque la relation etroite entre les relations de partie  a tout
deux noms et l'acceptabilite de ce type de structures, impliquant les noms
concernes :
[Les constructions exceptives] necessitent que l'element ou les elements
qu'elles ¾ exceptent ¿ fasse(nt) partie de ou soi(en)t inclus [. . .] dans
l'ensemble des elements auxquels s'applique le predicat de la phrase 28.
Il fait egalement la remarque suivante :
la construction [exceptive] n'est possible que dans le sens incluant-
inclus et non l'inverse. L'element introduit par le marqueur exceptif
ne peut etre que la partie et non le tout 29
Le fait d'excepter une partie d'un tout ne va pas  a l'encontre des
dependances, aussi bien existentielles que fonctionnelles, qui peuvent exister
entre deux entites. Ceci peut etre observe dans les constructions acceptables
suivantes :
(70) a. âåñü
tout
êîìïüþòåðh,
ordinateur
êðîìå
sauf
ïðîöåññîðàm
processeur.GEN
¾ tout l'ordinateur, sauf le processeur ¿
b. ñòîëh
table
áåç
sans
ñòîëåøíèöûm
plan de travail
¾ une table sans le plan.de.travail.GEN ¿
Dans (70a), la preposition êðîìå ¾ sauf ¿ ne traduit pas le detachement
effectif de la partie, mais uniquement la focalisation du locuteur. La partie
peut ainsi etre presente dans le tout mais ne pas etre ciblee par une action :
Îëåã ïî÷èñòèë âåñü êîìïüþòåðh, êðîìå ïðîöåññîðàm ¾ Oleg nettoya tout
l'ordinateurh, sauf le processeurm ¿. Or, cette meme preposition employee
dans (70b) traduit l'absence effective d'une partie obligatoire au sein d'un
tout. Remarquons que l'entite-tout de cet exemple n'est en aucun cas une
classe de table n'ayant pas de plan de travail ;  a comparer avec un gilet
est une veste sans manches. La seule interpretation de (70b) veut qu'une
partie fonctionnelle et obligatoire de l'entite-tout soit absente, rendant le
tout inutilisable. En absence de cette partie obligatoire le tout est denature
28. Kleiber (2005 : 43).
29. Kleiber (2005 : 44).
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et ne peut pas donc etre appele ñòîë ¾ table ¿. Il est toutefois possible de
designer cette derni ere entite,  a condition que les quatre pieds de la table
soient relies par un cadre et forment une partie  a part enti ere. Dans ce cas,
on peut s'y referer par une construction exceptive comme en (70b). Il se
peut egalement que cette nouvelle entite porte un nom (ïîäñòîëüå ¾ (litt.)
le dessous de table ¿) ou bien que l'on s'y ref ere  a l'aide d'une construction
plus complexe (comme îñíîâà ñòîëà ¾ la base de la table ¿). C'est la raison
pour laquelle le recours aux constructions exceptives dans ces cas particuliers
semble le plus simple d'un point de vue de l'economie linguistique.
2.2.2.5 Preposition äëß ¾ pour ¿
Enfin, une construction prepositionnelle en äëß ¾ pour ¿ traduit une fa-
cette particuli ere des relations de partie  a tout. Elle indique qu'une entite est
destinee  a faire partie d'une entite-tout correspondante, comme le montrent
les exemples ci-dessous :
(71) a. êîëåñîm
roue
äëß
pour
àâòîìîáèëßh
voiture.GEN
¾ la roue pour une voiture ¿
b. íîæêàm
pied
äëß
pour
ñòóëàh
chaise.GEN
¾ le pied pour une chaise ¿
Dans les deux cas, l'entite denotee ne fait pas partie de l'entite-tout au
moment de l'enonciation, mais est confectionnee pour pouvoir etre integree
dans une entite de ce type. En effet, tout comme dans ces constructions
en (71), les relations ainsi exprimees impliquent generalement des artefacts
mobiles. Cette restriction fait en sorte que les construction, comme celle en
(72), n'est pas acceptable dans la majorite des contextes :
(72) ??ñòåíàm
mur
äëß
pour
äîìàh
maison.GEN
¾ le mur pour une maison ¿
Nous avons tout de meme observe cette construction prepositionnelle,
faisant reference  a une cloison prefabriquee, et le meronyme ne designe donc
pas une entite fixe dans l'espace.
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Bien que la partie introduite  a l'aide de cette preposition n'est pas
connectee au tout auquel elle appartient au moment de l'enonciation, la
meronymie en question ne se caracterise pas obligatoirement en tant que
separable. Le processus d'integration de certaines parties dans le tout-cible
rend parfois impossible leur extraction. C'est le cas, par exemple, des sub-
stances destinees  a etre integrees dans des melanges :
(73) a. ðîìm
rhum
äëß
pour
êîêòåéëßh
coctail.GEN
¾ le rhum pour un coctail ¿
b. ìîëîêîm
lait
äëß
pour
òåñòàh
pate.GEN
¾ le lait pour la pate ¿
L'usage de cette preposition en russe met en lumi ere l'importance de
l'evolution des referents dans le temps pour le locuteur. En effet, les entites
denommees ne sont pas caracterises de mani ere intrins eque, mais par rapport
 a un instant donne.
2.2.3 Derivation morphologique
Dans un certain nombre de cas, le meronyme et l'holonyme peuvent etre
morphologiquement derives l'un de l'autre. C'est avant tout de la derivation
nominale que nous traiterons ici dans le point 2.2.3.1. Nous aborderons en-
suite, dans le point 2.2.3.2 (page 100), le role de l'adjectivation nominale dans
l'expression de la relation partie-tout.
2.2.3.1 Derivation nominale
La derivation nominale est un processus peu frequent dans la formation
des couples meronyme / holonyme. Les noms d'une partie et d'un tout corres-
pondant ne sont generalement pas lies morphologiquement. Nous n'observons
pas, notamment, de couples prototypiques composant / assemblage,
presentant une telle caracteristique. Quelques cas marginaux existent, comme
dans les exemples ci-dessous :
(74) a. îêíîh
fenetre
→ îêîííèöàm
cadre de fenetre
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b. ñòîëh
table
→ ñòîëåøíèöàm
plan de travail
Dans (74a), le suffixe -íèö- permet de former le nom d'une partie  a partir
du nom de l'entite-tout. Efremova (2000) decrit quatre sens possibles de ce
morph eme. Nous attirons l'attention sur le fait que -íèö- peut former les
noms des contenants  a partir du nom du contenu, comme suit :
(75) a. ãðîá
cercueil
→ ãðîáíèöà
tombeau
b. ñîêðîâèùå
tresor
→ ñîêðîâèùíèöà
salle de tresor
c. ãëàç
œil
→ ãëàçíèöà
orbite
Dans tous ces exemples, les referents des deux lex emes sont lies par une
relation de localisation spatiale, le lex eme derive en -íèö- designant une
entite differente du referent d'origine. Ainsi, ãðîáíèöà designe en russe une
pi ece ou un monument servant  a accueillir un cercueil 30. La relation qui
lie les deux noms n'est donc pas une relation meronymique. Etant donne la
valeur de localisation entre les referents des deux unites lexicales, la derivation
morphologique en (74a) peut etre expliquee  a l'aide du principe de contraste.
En effet, de mani ere similaire aux exemples de la section 2.2.2.2 page 80, il
serait possible de dire que le tout (îêíî ¾ fenetre ¿) est contenu dans une de
ses parties (îêîííèöà ¾ cadre de fenetre ¿). Nous retrouvons donc la valeur
semantique du suffixe -íèö- dans les exemples (75).
La derivation en (74b) ne peut pas etre expliquee de la meme mani ere. Ici,
il n'y a pas de chevauchement entre la relation de partie  a tout et la relation
contenu / contenant, puisque le referent de ñòîë ¾ table ¿ n'est pas contenu
dans sa partie ñòîëåøíèöà ¾ plan de travail ¿. Nous pourrions donc dire
que la valeur du suffixe -íèö- n'est ici pas en rapport avec sa valeur dans les
exemples (75). C'est le point de vue adopte dans le dictionnaire de Tixonov
(2002), qui interpr ete la sequence -åøíèö- comme deux suffixes consecutifs
-åø- et -íèö-. D'un autre cote, cette sequence peut etre consideree comme un
seul et meme suffixe. C'est ainsi que le mot ñòîëåøíèöà ¾ plan de travail ¿
a ete decrit dans le dictionnaire de Kuznecova et Efremova (1986 : 645).
30. En francais, tombeau peut egalement designer ¾ un monument funeraire eleve sur la
tombe d'un mort ¿ (Larousse en ligne).
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Quoi qu'il en soit, ce type de derivation morphologique n'est pas productif
et nous ne nous permettons pas de tirer des conclusions sur sa semantique  a
partir d'un aussi petit nombre d'exemples.
Des categories non prototypiques de la relation partie-tout permettent
plus souvent la derivation morphologique entre meronyme et holonyme.
C'est le cas, notamment, de la relation element / collection. Tout
d'abord, certains noms d'unites naturelles elementaires sont derives des
noms de substances-touts correspondantes  a l'aide des suffixes -èí- (76) et
-èíê- (77) :
(76) a. ñîëîìàh
(de la) paille
→ ñîëîìèíàm
(une) paille
b. ãîðîõh
(du) petit pois
→ ãîðîøèíàm
(un) petit pois
(77) a. ïûëüh
poussi ere
→ ïûëèíêàm
grain de poussi ere
b. ðîñàh
rosee
→ ðîñèíêàm
goutte de rosee
c. ÷àéh
(du) the
→ ÷àèíêàm
feuille de the
Dans ces exemples, le meronyme designe un element basique de la
substance-tout dont il fait partie. Remarquons que dans l'exemple (77c),
le nom ÷àèíêà designe soit les feuilles de the sechees et destinees  a etre
infusees, soit les feuilles de the presentes dans l'infusion 31. Il nous semble
coherent que ¾ ensemble de feuilles de the sechees ¿ soit son sens premier :
dans ce cas le suffixe -èíê- joue le meme role de marqueur d'un element
que dans les autres exemples. Puis, par extension, ÷àèíêà designe la meme
entite, une fois qu'elle a ete infusee.
Pour que le meronyme puisse etre derive de l'holonyme de cette mani ere,
il est necessaire que la partie n'ait pas une structure complexe :
(78) ìåáåëüh
mobilier
→ *ìåáåëèíêàm
meuble
31. Neanmoins, ce nom ne peut designer les feuilles faisant partie d'un plant de the.
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Il n'existe pas en russe de mot designant un seul meuble ; dans le
cas o u il est necessaire de referer  a un meuble sans donner de precisions
supplementaires, un locuteur utilisera la locution ïðåäìåò ìåáåëè ¾ (litt.)
un objet du mobilier ¿. Toutefois, le recours au suffixe -èíê- n'est pas pos-
sible, et le nom ìåáåëèíêà n'est pas acceptable.
Les noms de collections peuvent egalement etre morphologiquement lies
aux noms des elements. En francais, de telles relations morphologiques ont
ete decrites, entre autres, par Plenat (1999) et Aliquot-Suengas (1996, 2003).
En ce qui concerne le russe, nous pouvons illustrer ce type de derivation par
les suffixes -íßê- et -íèê- permettant de former les noms de forets ou de
broussailles  a partir des noms d'arbres ou d'arbustes dont ces forets ou ces
broussailles sont majoritairement constitues :
(79) a. äóám
chene
→ äóáíßêh
chenaie
b. áåð¼çàm
bouleau
→ áåðåçíßêh
boulaie
c. îñèíàm
tremble
→ îñèííèêh
tremblaie
d. êàëèíàm
obier
→ êàëèííèêh
broussailles d'obier
Dans les exemples ci-dessus, les holonymes designent toujours un lieu
plante de tel ou tel arbre ou arbuste. Toutefois, malgre ce statut de lieu, les
referents de ces entites correspondent  a la notion de collection, telle que nous
l'avons observee jusqu' a present. D'un point de vue ontologique, notamment,
ils rel event de la similarite non-stricte des parties entre elles : la majorite des
elements composant une chenaie sont des chenes mais il peut y avoir d'autres
types d'arbres. D'un point de vue syntaxique, ces noms de collection peuvent
quantifier leurs meronymes (par exemple, Ñêîëüêî äóáîâm ? Öåëûé äóáíßêh
¾ Combien de chenes ? Toute une chenaie ¿), ce qui caracterise les relations
element / collection, comme nous l'avons montre  a la page 74.
De mani ere exceptionnelle, ces memes suffixes peuvent former des noms
lies par plusieurs relations meronymiques avec le nom de depart. Prenons
l'exemple des derives du mot èâà ¾ saule ¿ :
(80) a. èâàm
saule
→ èâíßêh
saulaie
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b. èâàh
saule
→ èâíßêm
branches de saule
Comme on le voit dans ces exemples, le mot èâíßê forme  a l'aide du
suffixe -íßê- peut designer une saulaie, c'est  a dire l'holonyme de èâà ¾ saule ¿
 a travers une relation du type element / ensemble. Le meme nom peut
denoter des branches de saule une fois qu'elles ont ete detachees de l'arbre ; il
s'agit, dans ce cas, d'une partie du type morceau / tout. Ce dernier usage
se rapproche de la denomination de certains produits d'origine animale. Ainsi,
comme le rapportent les dictionnaires de Kuznecova et Efremova (1986 : 671)
et de Efremova (2000), certains suffixes, comme -èí- ou -àòèí-, ont pour
fonction de former des noms de viande, de cuir ou de fourrure  a partir des
noms d'animaux correspondants :
(81) a. áûêh
taureau
→ áû÷èíàm
cuir de taureau
b. áàðàíh
mouton
→ áàðàíèíàm
viande de mouton
Dans ces exemples, le meronyme ne peut designer la partie que lorsque
cette derni ere a ete detachee de l'entite-tout correspondante. Nous revien-
drons  a ce type de parties dans le chapitre 3 (page 157).
Enfin, Krysin (2008 : 278-279) rapproche les exemples suivants de la re-
lation partie-tout :
(82) a. ïîë-ßáëîêà /
¾ demi-pomme /
ßáëîêî
pomme ¿
b. ïîë÷àñà /
¾ demi-heure /
÷àñ
heure ¿
Neanmoins, le traitement du morph eme ïîë- en tant que prefixe n'est pas
communement admis. Melcuk (1995a) analyse ïîë- comme une unite lexicale
 a part enti ere, apparentee  a ïîëîâèíà ¾ moitie ¿. On peut donc considerer
que les substantifs ïîë-ßáëîêà ¾ demi-pomme ¿ sont des noms composes,
plutot qu'une derivation morphologique. Melcuk le justifie, notamment, par
la possibilite d'introduire un ou plusieurs modificateurs  comme des adjectifs
ou des pronoms  entre ïîë- et le nom correspondant :
99
Chapitre 2. Moyens d'expression de la meronymie
(83) a. ß
je
ñúåë
mangeai
ïîë-ßáëîêà
moitie-pomme
¾ Je mangeai une demi-pomme ¿
b. ß ñúåë ïîë ýòîãî ñî÷íîãî ßáëîêà
je mangeai moitie cette juteuse pomme
¾ J'ai mange une moitie de cette pomme juteuse ¿
Il remarque egalement que l'usage de ces noms composes se rapproche de
l'utilisation des adjectifs quantitatifs plutot que des noms. Autrement dit,
les unites lexicales ainsi formees ne designent pas une veritable partie d'une
entite-tout comme le font les meronymes du type portion / tout. Ils ne
peuvent d'ailleurs pas s'utiliser dans des constructions quantificatives de la
meme mani ere que d'autres couples meronyme / holonyme du meme type :
(84) a. Ñêîëüêî ïèðîãàh ? Äâà êóñêàm.
¾ Combien de tarte ? Deux parts. ¿
b. Ñêîëüêî ßáëîêà ? Äâà ßáëîêà / Ïîë-ßáëîêà / *Äâà ïîë / *Äâà
ïîë-ßáëîêà.
¾ Combien de pomme ? Deux pommes / Une demi-pomme /
*Deux demi / *Deux demi-pommes. ¿
Pour resumer, la derivation nominale permettant de former un meronyme
ou un holonyme est un phenom ene plutot marginal. Les relations partie-tout
prototypiques, comme composant / assemblage, ne sont pas etablies
dans le discours  a l'aide des marqueurs morphologiques. Ce type de marqueur
est productif, comme nous avons pu le montrer, dans le cas de certaines
relations element / collection.
2.2.3.2 Constructions adjectivales
Les constructions adjectivales peuvent traduire la relation de partie  a tout
au meme titre que les syntagmes nominaux. En effet, les adjectifs d'apparte-
nance, derives des substantifs sont susceptibles d'exprimer un grand nombre
de relations partie-tout. Bien que les constructions adjectivales que nous
aborderons dans cette section presentent des similitudes avec les construc-
tions genitivales vues precedemment, les differences qui existent entre elles
necessitent une description  a part enti ere (Bourbier, 2012 : 242).
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Un adjectif peut etre forme  a partir de l'holonyme d'un couple donne et
ceci semble un procede tr es courant en russe. Nous parlons dans ce cas de
¾ l'adjectivation de l'holonyme ¿. Un adjectif de ce type fait generalement
partie des constructions Adjh Nm, qui peuvent traduire aussi bien des re-
lations prototypiques composant / assemblage que d'autres relations
partie-tout :
(85) a. àâòîìîáèëüíûéh
ADJ.de.voiture
äâèãàòåëüm
moteur
¾ moteur de voiture ¿
b. îðêåñòðîâûéh
ADJ.de.orchestre
ìóçûêàíòm
musicien
¾ musicien d'orchestre ¿
c. õëåáíûéh
ADJ.de.pain
ëîìòèêm
tranche
¾ tranche de pain ¿
d. ãîðíàßh
ADJ.de.montagne
âåðøèíàm
sommet
¾ sommet de montagne ¿
En francais, ces constructions se traduiront le plus souvent par des
expressions du type ¾ Nm de Nh ¿ sans determinant, et designeront les
sous-categories d'entites appartenant  a un tout particulier. Par exemple,
àâòîìîáèëüíûé äâèãàòåëü dans (85a) designe le type des moteurs de voi-
tures par rapport aux moteurs d'avions ou de bateaux. L'exemple (85b)
designe un musicien qui joue dans un orchestre, mis en opposition avec les
musiciens qui jouent seuls, dans un groupe de musique, etc. Il n'est tou-
tefois pas possible de creer la relation de meronymie par adjectivation de
l'holonyme, lorsque la partie donnee appartient  a cette entite-tout de facon
definitoire :
(86) a. *ìîòîðíûéh
ADJ.de.moteur
êàðáþðàòîðm
carburateur
¾ le carburateur de moteur ¿
b. *ïåñåííûéh
ADJ.de.chanson
ïðèïåâm
32
refrain
¾ le refrain de chanson ¿
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Ici, l'adjectivation de l'holonyme selectionne le type de carburateurs ap-
partenant  a des moteurs. Or, un carburateur ne peut faire partie, ou etre
destine  a faire partie, d'autre chose que d'un moteur, meme si ce dernier
peut etre celui d'une voiture, d'un avion ou d'un bateau. De meme, ïåñåííûé
ïðèïåâ designe le type de refrains faisant partie des chansons ; or un refrain
est toujours une partie d'une chanson et il est defini en tant que tel. On ob-
serve cependant des exemples qui, a priori, ne devraient pas etre acceptables :
(87) ñêåëåòíàßh
ADJ.de.squelette
êîñòüm
os
¾ os de squelette ¿
La construction adjectivale ñêåëåòíàß êîñòü designe le type d'os faisant
partie d'un squelette. Or, la definition lexicale du mot êîñòü ¾ os ¿ semble,
 a premier abord, etroitement liee  a la notion du squelette 33. Il se trouve
que la construction dans (87) designe les os d'un squelette, par opposition  a
d'autres os des animaux, ne faisant pas partie de ce tout, telles les cornes,
les defenses, etc. L'acceptabilite de cette construction adjectivale n'est donc
pas en contradiction avec les exemples vus jusqu' a present.
L'usage de la construction adjectivale inverse, Adjm Nh, o u l'adjectif est
forme sur le meronyme et non sur l'holonyme, est beaucoup plus restreint.
On parlera de l'adjectivation du meronyme dans ce cas de figure, ce qui est
generalement vrai pour des relations prototypiques composant / assem-
blage :
(88) a. øàðèêîâàßm
ADJ.de.bille
ðó÷êàh
stylo
¾ un stylo  a bille ¿
b. ëàìïîâûém
ADJ.de.lampe
óñèëèòåëüh
amplificateur
¾ un amplificateur  a lampes ¿
c. áðþ÷íûém
ADJ.de.pantalon
êîñòþìh
costume
¾ un tailleur ¿
32. Ce nom est utilise ici dans son sens premier,  a savoir ¾ la partie d'une chanson,
repetee apr es chaque couplet ¿, et non ¾ chant, qui accompagne quelque chose ¿, que l'on
lui attribue parfois dans le langage courant.
33. ¾ ñîñòàâíàß ÷àñòü ñêåëåòà ¿, Ozegov (1988).
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Ce type de constructions sera generalement traduit en francais par des
complements en  a, dont le rapprochement des adjectifs a dej a ete souligne
par Mostrov (2013 : 211) (un arbuste  a epines → un arbuste epineux ). Tout
comme la construction prepositionnelle en  a en francais, l'adjectivation du
meronyme est en russe est soumise au crit ere de non-canonicite : seules les
parties qui n'entrent pas dans la definition du tout correspondant permettent
de s'y referer de cette mani ere (Mostrov, 2013 : 207). Toutefois, l'adjectiva-
tion du meronyme n'est pas un procede productif en russe et est limitee  a
certaines constructions figees comme celles ci-dessus. Pour de nombreuses
parties, l'expression de la partie ne peut se faire de cette mani ere :
(89) a. *÷åðäà÷íûém
ADJ.de.grenier
äîìh
maison
¾ une maison  a grenier ¿
b. *êàðìàííûåm
ADJ.de.poche
áðþêèh
pantalon
¾ un pantalon  a poches ¿
Certains couples lexicaux presentent une forte ambigute quant  a l'adjec-
tivation. C'est, notamment, le cas des relations entre les noms de substances
et les noms de portions correspondantes. Soit les exemples suivants :
(90) a. ëèñòîâîém
ADJ.de.feuille
àëþìèíèéh
aluminium
¾ l'aluminium en feuilles ¿
b. àëþìèíèåâûém
ADJ.de.aluminium
ëèñòh
feuille
¾ une feuille d'aluminium ¿
(91) a. êóñêîâîém
ADJ.de.morceau
ñàõàðh
sucre
¾ sucre en morceaux ¿
b. ñàõàðíûém
ADJ.de.sucre
êóñîêh
34
morceau
¾ un morceau de sucre ¿
Le sens des exemples (90) n'est pas tout  a fait le meme. Dans (90a), le
referent du syntagme est une substance faconnee en feuilles, tandis que dans
34. Ul'rix, Anton, Socinitel', 2004.
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(90b), il s'agit d'une entite composee d'une substance. Le premier referent
est d'ailleurs une entite massive, contrairement au second, et ce malgre le
fait que l'adjectif de (90a) et (91a) specifie la forme de la substance designee.
Ceci peut etre facilement verifie par la compatibilite / incompatibilite de ces
syntagmes nominaux massifs avec les constructions verbales ci-dessous :
(92) a. êóïèòü
acheter
ëèñòîâîãî
ADJ.de.feuilles.GEN
àëþìèíèß
aluminium.GEN
¾ acheter de l'aluminium en feuilles ¿
b. *êóïèòü
acheter
àëþìèíèåâîãî
ADJ.de.aluminium.GEN
ëèñòà
feuille.GEN
¾ acheter de la feuille d'aluminium ¿
Pour resumer cette logique, dans (90a), le mot àëþìèíèé ¾ aluminium ¿
designe une substance dont une portion est denommee par ëèñò ¾ feuille ¿,
la relation entre les deux etant etablie par l'adjectivation de ce dernier. La
relation est alors du type portion / tout ce qui justifie notre annota-
tion  a l'aide des indices ¾ m ¿ et ¾ h ¿. Dans (90b) la relation est du type
substance / tout et non portion / tout. La substance designee par
àëþìèíèé ¾ aluminium ¿ designe donc ici la partie entrant dans la com-
position de l'entite-tout ëèñò ¾ feuille ¿. La relation de meronymie y est
egalement construite par l'adjectivation du meronyme. Les exemples (91)
sont traites exactement de la meme facon. Il nous semble donc que, dans des
relations partie-tout comportant des substances, seul le meronyme peut etre
adjective.
Les adjectifs relationnels traduisant la relation de partie  a tout peuvent
tout  a fait etre derives  a l'aide d'autres morph emes. Comme le remarque
Gorbunova (2010), certains prefixes adjectivaux permettent de localiser une
partie au sein de l'entite-tout designee par l'adjectif relationnel :
(93) a. ïîäêðûëüíîåh
ADJ.sous.aile
îïåðåíèåm
plumage
¾ le plumage au-dessous de l'aile ¿
b. âíóòðèñåðäå÷íûéh
ADJ.interieur.cœur
íåðâm
nerf
¾ nerf intracardiaque ¿
Il semble que seule l'adjectivation de l'holonyme puisse permettre cette
prefixation et aucune construction inverse de ce type n'a ete observee.
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L'observation de Gorbunova (2010) confirme le rapprochement entre la
meronymie et la relation de localisation spatiale que nous avons observee  a
plusieurs reprises jusqu' a present.
2.2.4 Constructions verbales
Ainsi que l'ont souligne un certain nombre d'auteurs, comme Winston
et al. (1987) ; Otman (1996) ; Lefeuvre (2017), pour n'en citer que quelques-
uns, l'expression de la relation partie-tout se fait de mani ere recurrente  a
travers des constructions verbales. Nous avons souligne que le verbe áûòü
¾ etre ¿ peut se trouver au sein de certaines constructions prepositionnelles.
Dans cette section, nous passerons en revue l'utilisation de ce verbe au sein
des enonces definitoires, puis passerons en revue d'autres verbes permettant
au locuteur de traduire une relation de partie  a tout.
2.2.4.1 Enonces definitoires copulatifs
Riegel (1987) postule que les definitions qu'un locuteur peut donner  a
une entite,  a un phenom ene ou  a un fait, peuvent prendre la forme d'enonces
definitoires copulatifs. L'auteur donne le patron syntaxique suivant pour ce
type d'enonces :
(94) Art {le / les / un}  N0  (ce)  etre  Art  N1  X
Ici, l'unite lexicale N0 est le terme  a definir ; il s'agit generalement de sub-
stantifs ou bien d'une autre categorie lexicale ¾ rapportee pour la circonstance
 a un support nominal 35 ¿. N1  X est ce que Riegel appelle une ¾ sequence
definissante 36 ¿. Ajoutons que cette sequence est composee, pour reprendre
les termes aristoteliciens, du genre prochain (genos) N1 et de la difference
specifique (diaphora) X. Riegel illustre les enonces definitoires copulatifs par
les exemples suivants :
(95) a. L'ophtalmologiste est un medecin specialiste des yeux
b. Les ophtalmologistes sont des medecins specialistes des yeux
c. Un ophtalmologiste est un medecin specialiste des yeux
35. Riegel (1987 : 30).
36. On parle egalement de definiendum et de definiens, respectivement.
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Le terme  a definir N0 dans ces trois enonces est ophtalmologiste. Il est suivi
de la copule etre, puis de la sequence definissante. Celle-ci comporte, d'un
cote, l'hyperonyme N1 de N0 (un ophtalmologiste est une sorte de medecin).
D'un autre cote, elle precise la difference specifique des ophtalmologistes par
rapport  a tous les autres medecins, ici, au moyen de la sequence nominale
specialiste des yeux.
En ce qui concerne la langue russe, le patron syntaxique de ce type
d'enonces est tr es similaire  a celui propose par Riegel :
(96) N0  áûòü ¾ etre ¿  (ýòî ¾ ce ¿)  N1  X
Les seuls changements sont lies  a la structure phrastique de la langue
russe : les articles sont absents, les positions de la copule et du pronom
demonstratif facultatif sont inversees. Rappelons egalement que, dans la
majorite des cas, le verbe áûòü ¾ etre ¿ a une forme nulle au present. Il peut
alors etre realise  a l'ecrit par un tiret.
Revenons  a l'expression des relations partitives. Les enonces definitoires
copulatifs peuvent tout  a fait etre realises dans le but de preciser le statut
d'une partie par rapport  a son tout, et ce aussi bien en russe que dans d'autres
langues : les phrases-tests X is a part of Y ¾ X est une partie de Y ¿ de Cruse
(1986, 2000) et Winston et al. (1987) correspondent  a ce type de construction.
Dans ce cas, le terme N0  a definir correspond au meronyme, que nous noterons
Nm. Son statut de partie est ce que nous appelons un marqueur nominal de
meronymie, note Nmarq : en russe ce sont des noms generiques de parties
comme ÷àñòü ¾ partie ¿, êóñîê ¾ morceau ¿, ÷ëåí ¾ membre ¿, etc. Enfin,
la difference specifique dans la definition de la partie en question est le nom
de l'entite-tout correspondante, que nous notons Nh. Un enonce definitoire
copulatif a alors, dans le cas de l'expression de la relation partie-tout, la
forme suivante en russe :
(97) Nm.NOM  (ýòî) Nmarq.NOM Nh.GEN
¾ Nm c'est un Nmarq de Nh
Nous l'illustrerons par les exemples suivants :
(98) a. ãîðëûøêîm
goulot.NOM

est
ýòî
ce
÷àñòümarq
partie.NOM
áóòûëêèh
bouteille.GEN
¾ un goulot est une partie d'une bouteille ¿
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b. êàðáþðàòîðm
carburateur.NOM

est
ýòî
ce
äåòàëümarq
pi ece.NOM
äâèãàòåëßh
moteur.GEN
¾ un carburateur est une pi ece d'un moteur ¿
c. ôóíäàìåíòm
fondation.NOM

est
ýòî
ce
ýëåìåíòmarq
element.NOM
çäàíèßh
batiment.GEN
¾ une fondation est un element d'un batiment ¿
Le marqueur nominal ÷àñòümarq ¾ partie ¿ en (98a) est sans doute le
marqueur le plus polyvalent : il vehicule uniquement l'idee d'appartenance in-
alienable. D'autres marqueurs ont une semantique plus complexe : ainsi, par
exemple, äåòàëümarq ¾ pi ece ¿ en (98b) indique que la relation de meronymie
entre êàðáþðàòîðm ¾ carburateur ¿ et äâèãàòåëüh ¾ moteur ¿ est du type
composant / assemblage.
Les relations element / collection ne peuvent generalement pas etre
exprimees par ces constructions :
(99) a. *äåðåâîm
arbre.NOM

est
ýòî
ce
Nmarq
Nmarq.NOM
ëåñàh
foret.GEN
b. *ìóçûêàíòm
musicien.NOM

est
ýòî
ce
Nmarq
Nmarq.NOM
îðêåñòðàh
orchestre.GEN
Cependant, quelques exceptions sont attestees dans la langue russe.
Premi erement, nous avons observe des enonces definitoires avec le marqueur
lexical ÷ëåímarq ¾ membre ¿ :
(100) âðàòàðüm
gardien.de.but.NOM

est
ýòî
ce
÷ëåímarq
membre.NOM
êîìàíäûh
equipe.GEN
¾ un gardien de but est un membre de l'equipe ¿
Malgre les ressemblances ontologiques avec la relation element / col-
lection  il s'agit de l'appartenance d'un individu  a un groupe de per-
sonnes  la relation partitive dans ces exemples n'est pas de ce type. Rappe-
lons qu'une relation element / collection est definie par la similarite des
parties. Or, dans les exemples ci-dessus, la partie est consideree comme ayant
des differences par rapport  a l'ensemble des parties. Ainsi, tous les joueurs
d'une equipe sportive ne sont pas des gardiens de but. Ce dernier remplit
un role fonctionnel au sein de l'equipe, ce qui rapproche cette relation de la
meronymie composant / assemblage.  A noter que, lorsque la similarite
des parties est respectee, les enonces ne sont pas acceptables :
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(101) *ñïîðòñìåím
sportif.NOM

est
ýòî
ce
÷ëåímarq
membre.NOM
êîìàíäûh
equipe.GEN
Un autre cas de figure qui semble possible est celui de la relation entre
une categorie sociale et ses representants :
(102) a. èíòåëëèãåíòm
intellectuel.NOM

est
ýòî
ce
ïðåäñòàâèòåëümarq
representant.NOM
èíòåëëèãåíöèèh
intelligentsia.GEN
b. àðèñòîêðàòm
aristocrate.NOM

est
ýòî
ce
ïðåäñòàâèòåëümarq
representant.NOM
àðèñòîêðàòèèh
aristocratie.GEN
Ici, d'une part, une personne fait partie de l'ensemble des individus d'une
meme classe ; la relation ressemble donc  a la relation element / collec-
tion. D'autre part, une personne represente la classe sociale dont elle fait
partie au sens o u elle est le ¾ site ¿ des proprietes qui caracterisent cette
classe. Le caract ere homeom ere est present dans ces exemples, contrairement
aux couples element / assemblage prototypiques : l'aristocratie peut
etre constituee d'un seul aristocrate 37, tandis qu'un arbre ne peut constituer
 a lui seul une foret. Malgre la ressemblance apparente, la relation n'est pas
ici du type element / collection. L'ambigute entre ces exemples et
les representants prototypiques de cette relation est la meme que celle qui
a cause la confusion entre meronymie et hyperonymie dans l'article de Iris
et al. (1988).
La construction copulative inverse, qui permet de definir l'entite-tout en
fonction des parties la composant, est egalement possible :
(103) Nh.NOM  (ýòî) Nmarq.NOM Nm.GEN
¾ un Nh c'est un Nmarq de Nm ¿
Elle est toutefois reservee  a la seule relation element / collection
aussi bien construite d'apr es un lien spatial que social :
(104) a. êîëîäàh
jeu.NOM

est
ýòî
ce
íàáîðmarq
ensemble.NOM
êàðòm
cartes.GEN
¾ un jeu [de cartes  a jouer] est un ensemble de cartes ¿
37. On qualifie certaines personnes de ¾ dernier aristocrate ¿ (ïîñëåäíèé àðèñòîêðàò)
d'un pays, d'une ville, etc.
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b. îðêåñòðh
orchestre.NOM

est
ýòî
ce
êîëëåêòèâmarq
collectif.NOM
ìóçûêàíòîâm
musiciens.GEN
¾ un orchestre est un collectif de musiciens ¿
c. êîðïóñh
corpus.NOM

est
ýòî
ce
ñîáðàíèåmarq
recueil.NOM
òåêñòîâm
textes.GEN
¾ un corpus est un ensemble de textes ¿
Les marqueurs utilises dans ces enonces (íàáîðmarq, êîëëåêòèâmarq,
ñîáðàíèåmarq) ne sont evidemment pas les seuls possibles dans ces construc-
tions. Un certain nombre d'entre eux sont des noms verbaux. Les verbes  a
l'origine de ces derivations designent des actions de rassemblement ou de
regroupement, necessaires  a la creation d'une collection. Dans les exemples
ci-dessus, íàáîðmarq ¾ ensemble ¿ est derive du verbe íàáðàòü ¾ rassem-
bler ¿, et ñîáðàíèåmarq ¾ recueil ¿ du verbe ñîáðàòü ¾ recueillir ¿. Il s'agit
donc de l'illustration lexicale de l'importance accordee  a l'evenement de
rassemblement des elements dans la conception d'un nom de collection.
Les relations meronymiques d'autres types ne peuvent generalement pas
integrer ces constructions inverses, definissant l'entite-tout. Nous n'avons no-
tamment pas reussi  a trouver de marqueurs lexicaux de la meronymie tels
que les enonces ci-dessous soient valables :
(105) a. *äâèãàòåëü
moteur.NOM

est
ýòî
ce
Nmarq
Nmarq.NOM
êàðáþðàòîðà
carburateur.GEN
b. *áóòûëêà
bouteille.NOM

est
ýòî
ce
Nmarq
Nmarq.NOM
ãîðëûøêà
goulot.GEN
En conclusion, nous avons montre que les phrases-tests classiques de la
relation partie-tout, comme X est une partie de Y en francais, ne sont qu'un
cas particulier des enonces definitoires copulatifs. En fonction du marqueur
lexical de la meronymie utilise dans ces constructions, il est possible de les
utiliser dans l'expression d'un grand nombre de relations de partie  a tout. De
meme, nous avons pu observer que l'inversion de ce type d'enonces mettait
une fois de plus en evidence le caract ere particulier de la relation element /
collection dans le panorama des relations meronymiques.
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2.2.4.2 Constructions verbales de possession
De nombreux travaux 38 ont souligne que le verbe èìåòü ¾ avoir ¿ s'em-
ploie principalement avec des sujets inanimes et abstraits. L'emploi typique
de ce verbe en russe peut etre illustre par des phrases verbales comme
ïðåäìåòû èìåþò ðàçìåð ¾ des objets ont une taille ¿, ýòè èäåè èìåþò
ñõîäñòâî ¾ (litt.) ces idees ont la ressemblance ; ces idees se ressemblent ¿,
etc. Cinlej (1990 : 21) remarque que le verbe èìåòü ¾ avoir ¿ traduit la
meme relation entre le sujet inanime et son objet, que celle vehiculee par
la construction prepositionnelle avec ó ¾ chez ¿ ayant des sujets animes. Ce
verbe traduit donc la possession, dans son sens le plus large, et nous pouvons
donc nous attendre  a ce que la possession inalienable puisse etre exprimee de
la meme mani ere.
Commencons par la relation entre des objets concrets. Nous observons
quelques constructions avec le verbe èìåòü ¾ avoir ¿ traduisant la relation
partie-tout entre des entites concr etes, lorsque ces entites sont liees par des
relations prototypiques composant / assemblage :
(106) a. êàæäûé
chaque
àâòîìîáèëüh
automobile.NOM
èìååò
a
êóçîâm
carrosserie.ACC
¾ chaque voiture a une carrosserie ¿
b. äîìh
maison.NOM
èìååò
a
ìíîãî
beaucoup
îêîím
fenetres.GEN
¾ la maison a beaucoup de fenetres ¿
Parmi les enonces attestes, nous pouvons egalement citer ceux o u le sujet
et l'objet du verbe definissent les relation du type element / collection
ou sous-collection / collection. Mais ceci est uniquement vrai, lorsque
le lien etabli est de nature sociale (107). Les relations construites par proxi-
mite spatiale des parties ne peuvent, en effet, etre exprimees par de telles
constructions verbales (108) :
38. Par exemple, Paduceva (1974 : 237), Paduceva (2004 : 433), Cinlej (1990 : 21),
Korotkova (2008 : 12), et bien d'autres.
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(107) a. êîìàíäàh
equipe.NOM
èìååò
a
îïûòíûõ
experimentes.ACC
èãðîêîâm
joueurs.ACC
¾ l'equipe a des joueurs experimentes ¿
b. àðìèßh
armee.NOM
èìååò
a
êîííóþ
ADJ.de.cheval.ACC
äèâèçèþm
division.ACC
¾ l'armee comporte une division de cavalerie ¿
(108) a. *ëåñh
foret.NOM
èìååò
a
âûñîêèå
hauts.ACC
äåðåâüßm
arbres.ACC
b. *áóêåòh
bouquet.NOM
èìååò
a
ñèíèå
bleues.ACC
öâåòûm
fleurs.ACC
Il serait possible de considerer les collections du premier type comme
ayant une identite plus autonome que les secondes. Les organisations ou les
collectifs denotes par ces holonymes pourraient etre rapprochees des noms
d'etres animes, notamment par leur capacite d'avoir un pouvoir decisionnel
(àðìèß ðåøèëà íå âìåøèâàòüñß â êîíôëèêò ¾ l'armee decida de ne
pas intervenir dans le conflit ¿) ou une volonte (êîìàíäà õî÷åò ñòàòü
÷åìïèîíîì ¾ l'equipe souhaite devenir champion ¿). Dans ce cas, les rela-
tions des exemples (107) peuvent se rapprocher davantage de la possession
que de la meronymie, malgre les aspects partitifs qu'elles peuvent presenter.
Malgre la contrainte, formulee plus haut, Cinlej (1990 : 21) evoque des
exemples avec des sujets animes dans des situations d'enonciation parti-
culi eres : la consideration du corps humain comme un objet physique non-
anime, lors d'une description anatomique, par exemple. Il illustre son propos
par l'enonce en (109).
(109) a. ýòîò
ce
áîëüíîéh
malade.NOM
èìåë
avait
äâà
deux
ñåðäöàm
cœur.GEN
¾ ce malade avait deux cœurs ¿
Si les cas prototypiques de meronymie peuvent etre exprimees  a l'aide
du verbe èìåòü ¾ avoir ¿, son utilisation dans l'expression des relations
meronymiques demeure occasionnelle. Ce type de constructions n'accepte
d'ailleurs pas les couples d'unites lexicales liees par des relations partie-tout
les plus marginales, comme portion / tout ou substance / tout :
(110) a. *ïèðîãh
tarte.NOM
èìååò
a
êóñêèm
parts.ACC
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b. *õëåáh
pain.NOM
èìååò
a
ëîìòèêèm
tranches.ACC
c. *èãðóøêàh
jouet.NOM
èìååò
a
ïëàñòìàññóm
plastique.ACC
d. *âîäêàh
vodka.NOM
èìååò
a
ñïèðòm
ethanol.ACC
Remarquons que, dans le cas de la relation entre objets concrets et sub-
stances qu'ils contiennent ou entre un melange et l'un de ses ingredients, il est
possible d'utiliser les constructions avec le verbe ñîäåðæàòü ¾ contenir ¿ :
(111) a. èãðóøêàh
jouet.NOM
ñîäåðæèò
contient
ïëàñòìàññóm
plastique.ACC
¾ le jouet contient du plastique ¿
b. âîäêàh
vodka.NOM
ñîäåðæèò
contient
ñïèðòm
ethanol.ACC
¾ la vodka contient de l'ethanol ¿
Comme nous l'avons remarque, le verbe èìåòü ¾ avoir ¿ est repute pou-
voir exprimer des relations d'appartenance au sens large, lorsque le sujet
est un nom abstrait. Pourtant, les relations de partie  a tout entre de tels
noms ne semblent pas acceptables dans ces phrases verbales. Afin d'illustrer
cette incoherence avec l'usage prescrit du verbe èìåòü ¾ avoir ¿, il suffira de
considerer les relations entre les noms de deux periodes temporelles ou celle
entre deux noms d'idealites :
(112) a. *íåäåëßh
semaine.NOM
èìååò
a
ñåìü
sept
äíåém
jours.GEN
b. *êíèãàh
vertu.NOM
èìååò
a
äâå
patience.ACC
ïîâåñòèm
D'autres constructions verbales peuvent etre utilisees pour traduire la
relation de partie  a tout entre les entites abstraites de ce type. Par exemple,
il serait possible d'utiliser la construction verbale Nh âêëþ÷àåò â ñåáß Nm
¾ Nh inclut Nm ¿ :
(113) a. íåäåëßh
semaine.NOM
âêëþ÷àåò
inclut
â
dans
ñåáß
soi
ñåìü
sept
äíåém
jours.GEN
¾ une semaine compte sept jours ¿
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b. êíèãàm
livre.NOM
âêëþ÷àåò
inclue
â
dans
ñåáß
soi
äâå
deux
ïîâåñòèm
nouvelle.GEN
¾ le livre comprend deux nouvelles ¿
L'usage du verbe èìåòü ¾ avoir ¿ dans l'expression des relations par-
titives ne suit pas veritablement ses autres emplois et le locuteur doit, la
plupart du temps, recourir  a d'autres constructions verbales. Nous pouvons
donc en conclure que l'utilisation de ce verbe ayant pour sujet l'holonyme et
pour objet le meronyme appuie notre th ese de la distinction entre la posses-
sion et les relations partie-tout.
2.2.4.3 Verbes de separation
Aurnague et Plenat (2008) montrent qu'il existe en francais une categorie
de verbes recourant au prefixe e- qui designent l'action de separation d'une
entite-tout d'une de ses parties. Les auteurs la decrivent comme suit :
Il s'agit des verbes comme epepiner, qui sont construits sur un radical
nominal (pepin) designant une partie de l'entite  a laquelle renvoie le
complement direct (des groseilles, des raisins, etc.) 39.
Le russe poss ede un mecanisme derivationnel comparable permettant
de construire des verbes qui traduisent cette idee de privation. Un certain
nombre de verbes denominaux, ayant cette semantique, sont formes  a l'aide
de deux prefixes consecutifs : î-, vehiculant une idee de transformation 40,
et 6åç-, le prefixe  a valeur privative. Les verbes ainsi formes peuvent etre
transitifs, comme dans les exemples suivants :
(114) a. îáåçæèðèòü
degraisser
ìßñîh
viande.ACC
b. îáåçãëàâèòü
decapiter
ïðîòèâíèêàh
adversaire.ACC
Dans ce cas, le complement d'objet du verbe est l'holonyme du couple
partie-tout, et le verbe est derive du meronyme. D'autres verbes sont intran-
sitifs :
39. Aurnague et Plenat (2008 : 1).
40. Utilise seul, ce prefixe apparat dans des verbes comme îçåëåíèòü ¾ (faire) garnir
un lieu de vegetaux ¿ (derive de l'adjectif çåë¼íûé ¾ vert ¿) ou îçâó÷èòü ¾ enregistrer la
piste son d'un film ¿ (derive du nom çâóê ¾ son ¿).
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(115) a. ñîëäàòh
soldat.NOM
îáåçíîæåë
perdit.les.pieds
b. îàçèñh
oasis.NOM
îáåçâîäåë
dessechea
Ici, l'holonyme est le sujet du syntagme verbal. Dans certains cas, deux
verbes semantiquement proches peuvent etre distingues : l'un transitif, dont
l'infinitif perfectif se termine en -èòü, et l'autre intransitif, avec l'infinitif
se terminant par -åòü. Ainsi, le verbe transitif îáåçæèðèòü ¾ degraisser ¿
de l'exemple (114a) peut etre associe au verbe intransitif îáåçæèðåòü, et
îáåçíîæåòü ¾ perdre les pieds ¿ de l'exemple (115a)  au verbe transitif
îáåçíîæèòü ¾ couper les pieds ¿. Toutefois, l'existence des deux verbes n'est
pas systematique. De plus, leur usage n'est pas toujours equivalent dans la
langue en terme de frequence. Par exemple, le verbe intransitif îáåççóáåòü
¾ perdre les dents ¿, est atteste dans les dictionnaires de la langue russe et
dans le corpus. Quant au verbe transitif îáåççóáèòü ¾ casser / arracher les
dents ¿, il apparat une seule fois dans le CNLR (116a), et occasionnellement
dans la presse en ligne et les forums (116b) :
(116) a. Îíà ðàñïëûëàñü î÷àðîâàòåëüíîé, äî óøåé óëûáêîé ñâîåãî
ñëåãêà îáåççóáëåííîãî ðòàh
41.
¾ Elle fit un charmant sourire jusqu'aux oreilles avec sa boucheh
leg erement edentee. ¿
b. Àë÷íûé ñòîìàòîëîã îáåççóáèë ïåòåðáóðæåíêóh.
¾ Un dentiste avide edenta une habitante de Saint-Petersbourg ¿
Un autre verbe merite d'etre aborde : il s'agit de ïîòðîøèòü ¾ etriper ¿,
derive de ïîòðîõ ¾ tripe ¿. Ceci est un verbe transitif et son complement
d'objet direct est toujours le nom d'un etre anime :
(117) ïîòðîøèòü
etriper
êóðèöóh
poulet.ACC
/ ðûáóh
poisson.ACC
¾ etriper un poulet / un poisson ¿
Toutefois, la formation de ce verbe ne suit pas un mecanisme productif,
comme dans le cas des verbes en áåç-, et nous n'avons pas observe d'autres
verbes du meme type. Precisons, que, dans tous les exemples ci-dessus, nous
n'indiquons pas le meronyme, car il n'est pas present dans la phrase, malgre
41. Iskander, F. (1977). Morskoj skorpion.
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le fait que les verbes de separation vehiculent l'idee de partie.
D'autres verbes de separation ont une semantique plus generale : îò-
ëîìèòü ¾ casser ¿, îòñîåäèíèòü ¾ deconnecter ¿, âûðâàòü ¾ arracher ¿,
etc. Ces verbes transitifs de separation sont plus complexes d'un point de vue
semantique car ils necessitent deux complements pour exprimer la relation de
partie  a tout. En effet, le complement d'objet direct est toujours un meronyme
et le complement d'objet indirect un holonyme :
(118) a. îòñîåäèíèòü
deconnecter
ýêðàím
ecran.ACC
îò
issu.de
íîóòáóêàh
ordinateur.portable.GEN
¾ detacher l'ecran d'un ordinateur portable ¿
b. îòëîìèòü
casser
âåòêóm
branche.ACC
îò
issue.de
äåðåâàh
arbre.GEN
¾ casser une branche d'un arbre ¿
c. âûðâàòü
arracher
ñòðàíèöóm
page.ACC
èç
de.interieur
êíèãèh
livre.GEN
¾ arracher une page d'un livre ¿
Dans les exemples ci-dessus, le verbe de separation met, dans une certaine
mesure, en jeu une valeur spatiale, celle de la position initiale de la partie au
sein de l'entite-tout. Ainsi, la preverbe âû-, dans l'exemple (118c), distingue
le verbe âûðâàòü ¾ arracher ¿ : il indique que la position normale ou attendue
de la partie otee est  a l'interieur de l'entite-tout (cf. ñòðàíèöà â êíèãå ¾ une
page dans un livre ¿). Cette localisation, presente morphologiquement dans
le verbe, est dupliquee par le recours  a la preposition ablative correspondante
dans le complement d'objet indirect, comportant l'holonyme. Nous avons pu
constater que le recours aux verbes de separation, traduisant la valeur de
localisation ¾ de la surface de ¿  comme ñîðâàòü ¾ arracher ¿ ou ñíåñòè
¾ emporter ¿  n'etait que tr es peu atteste :
(119) a. ??ñîðâàòü
arracher
âåòêóm
branche.ACC
ñ
de.surface
äåðåâàh
arbre.GEN
¾ arracher une branche d'un arbre ¿
b. ??âåòåð
vent.NOM
ñí¼ñ
emporta
êðûøóm
toit.ACC
ñ
de.surface
äîìàh
maison.GEN
¾ le vent emporta le toit de la maison ¿
Le verbe ñîðâàòü ¾ arracher ¿ peut cependant etre utilise pour certaines
relations proches de la meronymie :
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(120) ??ñîðâàòü
arracher
ßáëîêîm
pomme.ACC
ñ
de.surface
ßáëîíèh
pommier.GEN
¾ arracher une pomme d'un pommier ¿
Ici, il s'agit d'une relation entre une entite (un pommier) et les objets
qu'elle gen ere au cours du temps de mani ere cyclique (des pommes). En
effet, une pomme ne semble pas faire partie d'un pommier ou, du moins, pas
au meme titre que ses feuilles ou ses branches.
Soulignons que certains verbes de separation ont ete derives en noms
de parties. Ainsi, le substantif âûðåçêà ¾ filet 42 (viande) ¿ est un derive
du verbe âûðåçàòü ¾ decouper ¿. De meme, le nom de portion ëîìîòü
¾ tranche ¿ est un derive du verbe ëîìàòü ¾ casser ¿. Enfin, le nom de la
devise russe  le rouble, ou ðóáëü  est un derive du verbe ðóáèòü ¾ couper
( a la hache, par exemple) ¿, comme le rapporte Vasmer (1986 : 511). En effet,
la monnaie russe du XIIe si ecle  la grivna  avait une forme de batonnet
d'argent. Le rouble, qui est venu la remplacer, etait avant tout une partie
que l'on decoupait  a la grivna.
Pour resumer, le processus de separation semble important dans la
conception de la relation partie-tout, mais pour une categorie assez restreinte
de relations partie-tout. Tous les verbes que nous avons evoques peuvent tra-
duire les relations meronymiques lorsque les parties sont separables. De plus,
aucune inversion de ces constructions verbales ne semble possible.
2.3 Conclusion
Comme nous avons pu le voir, la relation de meronymie a souvent ete
assimilee  a une sous-categorie de la relation possessive ou  a la relation de
localisation. Dans ce chapitre, nous avons montre qu'en russe ces rapproche-
ments peuvent egalement etre justifies puisque l'expression de la meronymie
s'y effectue  a travers des constructions morpho-syntaxiques propres  a ces
relations.
Nous avons egalement constate que toutes les categories de la relation
partie-tout ne se comportent pas de la meme mani ere dans le discours. Ainsi,
42. Les schemas de decoupe des carcasses animales sont differents d'un pays  a l'autre.
Le nom russe âûðåçêà renvoie, plus exactement,  a une pi ece de viande entre le filet et le
filet-mignon. Nous fournissons ici la traduction usuelle.
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les oppositions que nous avons etablies  a la fin du premier chapitre ne sont
pas uniquement liees aux aspects ontologiques des referents, mais aussi  a
l'expression meme de ces relations. Nous avons notamment mis en evidence
la difference qui existe entre la relation element / collection et les autres
categories de la meronymie. Ce constat rejoint celui de Lammert (2010 : 25)
pour qui les noms collectifs ¾ peuvent etre consideres comme etant l'inverse
des meronymes ¿.
Enfin, comme nous l'avons souligne, le recours  a certaines constructions
morpho-syntaxiques necessite une representation cognitive ¾ dynamique ¿ des
entites chez le locuteur 43. Les referents des couples meronyme / holonyme
evoluent, en effet, avec le temps et les relations qu'ils entretiennent ne sont
pas figees. Les processus d'integration des parties dans le tout correspondant
et de leurs separation se traduisent de mani ere recurrente dans les construc-
tions abordees. Pour ces raisons nous nous proposons d'analyser le versant
temporel des entites dans le chapitre suivant.
43. Cette dynamicite se rapporte, dans notre travail,  a l'evolution du monde referentiel
lui-meme, et non  a sa representation cognitive croissante chez le locuteur, utilisee dans
le cadre theorique DRT (Kamp, 1981), entre autres. Pour plus d'informations sur ses
approches dynamiques, cf. Nouwen et al. (2016).
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Meronymie et dimension
temporelle
Les travaux sur la meronymie que nous avons evoques jusqu'ici, ainsi que
notre analyse des moyens d'expression de la meronymie, prennent en compte
les configurations spatiales des entites. Des traits semantiques tels que la
distribution de la partie dans le tout, le caract ere connexe de ces entites ou
leur similarite ont ete commentes au fil du texte : tout cela est lie au versant
spatial des entites concernees.
Dans ce chapitre, nous etudierons l'importance de la vision dynamique
des entites et donc de leur dimension temporelle, dans le cadre de la descrip-
tion d'une relation partitive. Nous commencerons par discuter la mani ere de
traiter le temps en logique formelle (voir la section 3.1 ci-dessous). Nous abor-
derons ensuite le traitement du temps et du domaine temporel en semantique
lexicale (section 3.2, page 127). Enfin, dans la section 3.3 (page 146), nous
proc ederons  a une etude de cas des relations partie-tout correspondant  a des
configurations temporelles atypiques.
3.1 Logiques temporelles
Etudier les caracteristiques temporelles des parties et des entites-touts
correspondantes revient en grande partie  a decrire leur position relative sur
l'echelle du temps. Nous adoptons ici,  a l'instar de Bernitskaa (2008 : 49), une
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vision lineaire du temps qui le represente en tant qu'une dimension continue 1.
Plusieurs cadres theoriques formels ont ete proposes pour rendre compte des
differentes relations temporelles au sein d'un tel mod ele lineaire.
3.1.1 Mod ele de Allen (1984)
Allen (1984 : 255-256) note que, pour deux periodes ou domaines tem-
porelles A et B, il existe un nombre fini de positions relatives sur l'axe du
temps. Il distingue sept configurations principales, qu'il fait correspondre  a
des relations entre A et B. Le premier cas de figure est celui o u A prec ede
B et o u il existe une periode temporelle entre la fin de A et le debut de B.
Il note cette relation A < B ¾ A prec ede B ¿ (ou ¾ A est anterieur  a B ¿).
La deuxi eme relation  AmB 2 ¾ A rencontre B ¿  a lieu, lorsque la fin de
la periode A est directement suivie du debut de B. La relation d'intersec-
tion (ou chevauchement) AoB 3 est la configuration o u A commence avant le
debut de B, mais se termine pendant B. Allen dit que A demarre B (note
AsB, pour starts), lorsque les deux periodes commencent au meme moment,
mais A se termine avant B. La cinqui eme relation decrite par Allen est la
relation ¾ pendant ¿ notee AdB  pour during  dans laquelle le domaine
temporel de A est enti erement compris dans celui de B. La sixi eme relation
est ¾ A termine B ¿ (AfB, pour finishes) : la periode temporelle A commence
pendant le deroulement de B, et les deux se terminent au meme moment.
Enfin, la derni ere est la relation d'egalite des deux periodes, notee A = B.
Remarquons qu'il ne s'agit pas simplement de deux periodes temporelles de
meme longueur : A et B egaux, dans la conception de Allen, se deroulent
obligatoirement en meme temps sur toute leur duree.
Dans la typologie de Allen, les relations inverses peuvent egalement etre
formees. Par exemple, la relation inverse de A<B est notee A>B (lire ¾ A
est apr es B ¿ ou ¾ A est posterieur  a B ¿). Les autres relations inverses sont
indiques par la lettre ¾ i ¿  pour inverse  que l'on ajoute dans la formule.
Ainsi, lorsque la periode A rencontre la periode B (AmB), B entretient une
relation inverse  a ¾ rencontre ¿ avec A, notee BmiA. La seule relation n'ayant
pas d'inversion chez Allen est la relation d'egalite : la formule A=B est alors
equivalente  a B=A. On peut donc compter 13 positions temporelles relatives.
1. Le mod ele lineaire peut etre oppose au mod ele cyclique ou ¾ naf ¿. Jakovleva (1994 :
97-101) traite de cette opposition de mani ere approfondie.
2. ¾ m ¿ est une abreviation de l'anglais meets.
3. ¾ o ¿ est une abreviation de l'anglais overlap.
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L'ensemble des relations de Allen, ainsi que de leurs inversions, est represente
dans la Figure 3.1.
A
B
(a) Avant (A < B) et son
inverse (B > A).
A
B
(b) Rencontre (A m B)
et son inverse (B mi A).
A
B
(c) Intersection (A o B)
et son inverse (B oi A).
A
B
(d) Demarre (A s B) et
son inverse (B si A).
A
B
(e) Pendant (A d B) et
son inverse (B di A).
A
B
(f) Termine (A f B) et
son inverse (B fi A).
A
B
(g) Egalite (A = B).
Figure 3.1  Les 13 relations temporelles de Allen (1984).
Ces relations de Allen permettent de decrire de mani ere formelle les posi-
tions relatives des intervalles (que nous noterons Ix) correspondant aux do-
maines temporels des entites concr etes, abstraites ou bien des evenements :
(1) a. Pierre est mort avant la naissance de Paul
IPierre < IPaul
b. Decembre est le dernier mois de l'annee
Ide´cembrefIanne´e
c. Marie etait malade hier
ImaladiedIMarie
L'enonce en (1a) n'a qu'une interpretation temporelle possible : Pierre
a vecu avant Paul et il existe une periode temporelle o u Pierre etait dej a
decede, tandis que Paul n'etait pas encore ne. Cette configuration tempo-
relle correspond  a la relation ¾ avant ¿ de Allen, ce qu'explique la formali-
sation IPierre < IPaul. Le mois de decembre etant le dernier mois de l'annee,
121
Chapitre 3. Meronymie et dimension temporelle
il commence durant celle-ci et se termine en meme temps qu'elle. La rela-
tion dans (1b) est donc du type ¾ termine ¿ (Ide´cembrefIanne´e). Dans (1c), la
periode durant laquelle Marie etait malade et que nous avons notee Imaladie
4
se trouve comprise dans le domaine temporel associe  a Marie. Nous pou-
vons representer une partie du contexte temporel de cet enonce sous la forme
ImaladiedIMarie.
Enfin, dans les cas des interpretations multiples d'un enonce, il est pos-
sible d'indiquer un ensemble de relations temporelles possibles :
(2) a. Sophie et Marc ont fini de manger en meme temps
IS.mange {f,fi,=} IM.mange
b. Jerome a fini son entretien avant Lea
IJ.ent {<,m,o,s,d} IL.ent
Ces enonces peuvent exprimer un grand nombre de configurations tempo-
relles differentes. Dans (2a), par exemple, Sophie a pu commencer  a manger
apr es Marc (IS.mange f IS.mange), avant lui (IS.mange fi IS.mange), ou bien en
meme temps que lui (IS.mange = IS.mange). Quant  a (2b), les interpretations
sont encore plus nombreuses : Jerome a pu terminer son entretien avant
que Lea n'arrive (IJ.ent < IL.ent), au moment meme o u elle arrivait (IJ.ent m
IL.ent), etc.
Nous ne developperons pas ici les autres principes de la logique temporelle
de Allen. Cette logique permet, entre autres, de calculer les syllogismes entre
trois domaines temporels ou plus. Etant donne la precision qu'offre ce cadre
theorique, nous l'utiliserons pour annoter les schemas temporels dans la suite
de ce travail, pour eviter toute ambigute. Les quelques exemples commentes
suffisent cependant  a montrer, que ce mod ele n'est pas economique : malgre
l'existence de 13 relations primitives, ou atomiques, il est parfois necessaire de
recourir  a des ensembles de relations assez importants. C'est pourquoi nous
considererons egalement le mod ele des relations temporelles utilise dans Vieu
(1991).
3.1.2 Mod ele de Vieu (1991)
Vieu (1991 : 133) utilise,  a l'instar de Kamp (1979), un syst eme appele
structure d'evenements. Contrairement  a la typologie de Allen, ce syst eme
4. Nous entendons par ¾ maladie ¿ un occurrence particuli ere de maladie : celle qui
atteint Marie et qui a eu lieu hier.
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fait uniquement appel  a deux relations temporelles primitives. La premi ere
est ¾ A prec ede B ¿ notee A ∝ B. Dans le cas o u A et B sont des instants,
cette relation de precedence est valide, lorsque A a lieu avant B. Lorsqu'il
s'agit des periodes temporelles, il est necessaire que l'integralite de la periode
A ait lieu avant le debut de B. La relation ¾ A prec ede B ¿ signifie donc qu'il
n'existe aucun chevauchement entre les periodes A et B. Elle correspond donc
aux relations A < B et AmB de la typologie de Allen, puisque dans aucune
des deux il n'y a lieu de chevauchement des entites concernees.
La seconde relation utilisee par Vieu (1991) est ¾ A et B sont contem-
porains ¿, que l'on note AσB. Si A et B sont des evenements ponctuels
contemporains, cela signifie qu'ils se produisent en un meme instant t. S'il
s'agit d'evenements non ponctuels ou de periodes temporelles, AσB signifie
qu'il y a chevauchement de ces periodes sur l'axe du temps. AσB est donc
vrai pour toutes les configurations temporelles, apparaissant dans les Figures
3.1c  a 3.1g (page 121).
Vieu (1991 : 334) precise que les relations temporelles A ∝ B et AσB
sont incompatibles ; elle parle de ¾ principe de separation ¿. En termes de
logique temporelle, ce principe est formule de la mani ere suivante :
∀x∀y(x ∝ y =⇒ ¬xσy) (3.1)
Cette contrainte est directement liee  a la notion de chevauchement que
nous avons evoquee plus haut. En effet, la condition necessaire  a la relation
de precedence est l'absence de chevauchement, tandis que la contemporaneite
necessite que les entites aient lieu, du moins en partie, en meme temps. Les
deux entites ne peuvent donc pas entretenir  a la fois les relations ∝ et σ.
En depit du nombre reduit des primitives, il est possible de distinguer,  a
partir des deux relations introduites dans le mod ele de Vieu (1991), toutes
les configurations temporelles, decrites par Allen. La correspondance entre
les deux cadres theoriques est presentee dans le tableau 3.1 (page suivante).
Les correspondances du tableau ci-dessus permettent egalement d'expo-
ser, dans le syst eme de Vieu, les equivalents des relations inverses de Allen.
Cela demontre que l'equivalence des mod eles presentes en termes d'expres-
sion des relations temporelles. Nous adoptons neanmoins le syst eme propose
par Vieu (1991), car il poss ede moins de primitives et fait appel  a une axio-
matique plus simple.
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Allen (1984) Vieu (1991)
A < B A ∝ B ∧ ∃x(A ∝ x ∧ x ∝ B)
AmB A ∝ B ∧ ∀x(A ∝ x =⇒ ¬(x ∝ B))
AoB ∀x(x ∝ A ⇐⇒ x ∝ B) ∧ ∃y(yσA ∧ yσB)
AsB ∀x((x ∝ A =⇒ x ∝ B) ∧ (xσA =⇒ xσB)) ∧ ∃y(A ∝ y ∧ yσB)
AdB ∀x(xσA =⇒ xσB) ∧ ∃y(y ∝ A ∧ yσB) ∧ ∃z(A ∝ z ∧ zσB)
AfB ∀x((xσA =⇒ xσB) ∧ (A ∝ x =⇒ B ∝ x)) ∧ ∃y(y ∝ A ∧ yσB)
A = B ∀x(xσA ⇐⇒ xσB)
Table 3.1  Correspondance entre la typologie de Allen (1984) (hors rela-
tions inverses) et le syst eme de Vieu (1991)  a deux primitives.
Precisons que certaines formalisations du tableau 3.1 ne correspondent
pas  a celles proposees par Vieu. Cela a pour cause le conflit terminologique
entre les deux mod eles. Prenons l'exemple de la relation ¾ pendant ¿. Pour
Allen, cette relation AdB a lieu dans des configurations o u le domaine tempo-
rel de A est enti erement inclus dans celui de B et leurs bornes ne concident
pas (cf. Figure 3.1e, page 121). La relation ¾ pendant ¿ n'est pas formalisee
de la meme mani ere chez Vieu. Elle la traite en tant qu'inclusion temporelle
et la definit comme suit (Vieu, 1991 : 334) :
x ⊂t y ≡def xσy (3.2)
∧∀z(zσx =⇒ zσy) (3.3)
∧∀z(z ∝ y =⇒ z ∝ x) (3.4)
∧∀z(y ∝ z =⇒ x ∝ z) (3.5)
Ces quatre conditions de la relation ¾ pendant ¿ chez Vieu ne renvoient
pas  a la meme relation dans le mod ele de Allen, mais  a quatre relations
differentes : ¾ A demarre B ¿ (AsB), ¾ A pendant B ¿ (AdB), ¾ A termine
B ¿ (AfB) et ¾ A est egal  a B ¿ (A = B). Autrement dit, cette relation cor-
respond  a toutes les configurations temporelles, o u le domaine temporel de
A est enti erement inclus dans celui de B, sans aucune restriction sur la posi-
tion relative de leurs bornes. Il nous semble, par ailleurs, que les conditions
(3.4) et (3.5) n'ont pas  a etre precisees, puisqu'elles peuvent etre deduites
de la condition (3.3) 5. La forme courte de cette definition pourrait donc etre
5. La condition (3.3) permet egalement de deduire (3.2). Toutefois, nous conservons
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presentee comme :
x ⊂t y ≡def xσy ∧ ∀z(zσx =⇒ zσy) (3.6)
Dans ce cas, les conditions (3.4) et (3.5), doivent etre considerees en tant
qu'axiomes du syst eme utilise :
∀x, y(x ⊂t y =⇒ ∀z(z ∝ y =⇒ z ∝ x)) (3.7)
∀x, y(x ⊂t y =⇒ ∀z(y ∝ z =⇒ x ∝ z)) (3.8)
Notre formalisation de l'egalite des domaines temporels dans ce cadre
theorique est elle aussi quelque peu differente de celle de l'auteur. Cette
relation A = B est notee chez elle A ≡t B et definie en fonction de l'inclusion
temporelle de mani ere suivante :
(x ≡t y) ≡def x ⊂t y ∧ y ⊂t x (3.9)
Autrement dit, deux domaines temporels sont equivalents, lorsque tout
instant de l'un a lieu pendant l'autre et vice versa. Si la definition formelle
de l'inclusion temporelle (x ⊂t y) est reduite  a celle, donnee dans la formule
3.6, alors la formalisation de l'equivalence temporelle (x ≡t y) de Vieu (1991)
revient  a ce que nous avons propose dans le tableau 3.1.
Essayons maintenant de formaliser dans le mod ele de Vieu (1991) les
exemples (1) et (2) choisis pour illustrer la typologie de Allen. Tout d'abord,
dans le cas des exemples (1), il n'y a qu'une seule configuration temporelle
possible. Il suffit donc d'utiliser les correspondances entre les deux mod eles,
proposees dans le tableau 3.1, pour formaliser les enonces en termes des
relations ¾ prec ede ¿ et ¾ contemporain ¿ :
(3) a. Pierre est mort avant la naissance de Oscar
IPierre ∝ IOscar
∧ ∃x(IPierre ∝ x ∧ x ∝ IOscar)
b. Decembre est le dernier mois de l'annee
∀x((xσIde´cembre =⇒ xσIanne´e)
∧ (Ide´cembre ∝ x =⇒ Ianne´e ∝ x))
∧ ∃y(y ∝ Ide´cembre ∧ yσIanne´e)
celle-ci, car elle preserve la validite de la definition dans l'ensemble des univers possibles.
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c. Marie etait malade hier
∀x(xσImaladie =⇒ xσIMarie)
∧ ∃y(y ∝ Imaladie ∧ yσIMarie)
∧ ∃z(Imaladie ∝ z ∧ zσIMarie)
Comme nous pouvons le constater, les formalisations de ces exemples dans
le mod ele de Vieu sont plus complexes que celles obtenues dans le syst eme de
Allen. N'oublions pas, cependant, que le nombre de relations atomiques est
ici reduit de treize  a deux, ce qui suppose une plus grande elegance formelle
en meme temps qu'une certaine economie.
L'interet du mod ele  a deux primitives reside, notamment, dans la sim-
plicite de formalisation des configurations temporelles plus complexes. Les
enonces en (2) sous-specifient les positions relatives des entites sur une echelle
du temps, en laissant la possibilite des interpretations diverses, comme nous
l'avons observe plus haut. Ces exemples peuvent alors etre modelises chez
Vieu de mani ere plus concise :
(4) a. Sophie et Marc ont fini de manger en meme temps
∀x(IS.mange ∝ x ⇐⇒ IM.mange ∝ x)
b. Jerome a fini son entretien avant Lea
∃x(IJ.ent ∝ x ∧ xσIL.ent)
Autrement dit, dans (4a), quel que soit l'evenement posterieur au repas
de Sophie, il est egalement posterieur au repas de Marc, et vice versa. Dans
l'exemple (4b), il existe toujours un instant posterieur au depart de Jerome
de son entretien et contemporain du deroulement de celui de Lea. Les deux
primitives de ce syst eme permettent donc la formalisation, sous une forme
synth etique, de l'ensemble des configurations temporelles sous-tendant les
exemples (4a) et (4b), l a o u le calcul de Allen necessitait respectivement 3
et 5 primitives.
Les mod eles de la logique temporelle de Allen et de Vieu sont donc
equivalents, comme nous avons essaye de le montrer. Nous preferons nean-
moins recourir  a un syst eme ayant moins de relations primitives, c'est pour-
quoi nous allons utiliser, dans la suite de ce chapitre, les relations A ∝ B ¾ A
prec ede B ¿ et AσB ¾ A et B sont contemporains ¿. Toutefois, les resultats de
nos analyses pourront tout  a fait etre compares  a ceux des travaux utilisant
le mod ele de Allen.
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3.2 Temps en semantique
Nous venons d'aborder la mani ere dont la dimension temporelle est
representee dans le cadre de la logique formelle. Dans la presente section,
nous nous interesserons au traitement du temps en semantique. Apr es avoir
presente quelques elements de reflexion generaux (3.2.1), nous presenterons
les implications de l'opposition entre l'espace et le temps sur les relations
partitives (3.2.2,page 131). Nous aborderons ensuite, dans la section 3.2.3 (
page 136), une serie de limites  a la comparaison et au rapprochement entre
les domaines spatiaux et temporels.
3.2.1 Considerations generales
3.2.1.1 Espace vs temps
Le rapprochement entre la conception des domaines spatiaux et tempo-
rels chez l'Homme est couramment observe. Les similitudes traitees dans les
differents travaux sont essentiellement liees  a la representation du domaine
temporel, que le locuteur ¾ naf ¿ assimile  a une dimension comparable aux
dimensions spatiales.
Des points communs entre la representation de l'espace et du temps
existent egalement en linguistique. Une extension temporelle peut, par
exemple, etre exprimee de la meme mani ere qu'une extension spatiale.
Un locuteur francais pourrait ainsi se referer  a la duree d'un evenement ou
 a la longueur d'une entite physique au moyen de lex emes et constructions
similaires :
(5) a. une longue tige, une courte ficelle
b. une longue vie, une courte reunion
(6) a. une corde d'un m etre,
b. une conference de trois heures, un vase de deux cent ans
Le russe fait, dans une certaine mesure, une distinction entre l'expression
de la longueur du domaine spatial et celle du domaine temporel. L'adjectif
äëèííûé ¾ long (distance) ¿ y est employe pour qualifier une extension spa-
tiale, tandis que äîëãèé ¾ long (duree) ¿ s'utilise pour decrire une extension
temporelle. Ainsi, l'expression de la longueur des exemples (5) sera traduite
en russe de deux mani eres differentes :
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(7) a. äëèííûé
long.(distance)
ñòåáåëü
tige
¾ une longue tige ¿
b. äîëãàß æèçíü
long.(duree) vie
¾ une longue vie ¿
Cette distinction entre la longueur spatiale et temporelle permet aux
locuteurs russes d'eviter certaines ambigutes, comme celle presente dans
une longue route en francais. Dans son interpretation spatiale, une entite
materielle du monde reel  une route  est qualifiee par rapport  a sa lon-
gueur, c'est  a dire son extension materielle. D'un autre cote, le nom route
peut egalement designer en francais un evenement de deplacement (un ¾ tra-
jet ¿), et peut meme etre accompagne d'une precision de duree (six heures
de route). Dans ce cas, l'adjectif longue dans une longue route se rapporte
non pas  a la distance, mais  a une extension temporelle de l'evenement en
question. Les deux emplois de cet adjectif seront traduits differemment en
russe, en fonction du sens assigne au nom modifie :
(8) a. äëèííàß
long.(distance)
äîðîãà
route
b. äîëãàß
long.(duree)
äîðîãà
vie
Toutefois, chez les locuteurs russes un lien tr es fort unit egalement les
dimensions spatiales et temporelles. Dahl (2014 : 1298) recense, notamment,
un certain nombre d'usages spatiaux, bien que metaphoriques et desormais
vieillis, de l'adjectif äîëãèé : ó íåãî äîëãèé ßçûê ¾ (litt.) il a une langue
longue / il n'a pas sa langue dans la poche ¿, ó íåãî äîëãèå ðóêè ¾ (litt.) il
a les bras longs / il a le bras long ¿, etc. Malgre le choix de l'adjectif dans
ces constructions, il s'agit dans les deux cas de la longueur d'une extension
spatiale et non temporelle.
Notons, d'autre part, que l'adjectif russe êîðîòêèé ¾ court ¿ n'est pas
marque en russe vis- a-vis de l'opposition spatial vs temporel. Il peut tout
aussi bien designer alors la faible extension d'une entite materielle que celle
d'un evenement :
(9) a. êîðîòêèé
courte
ñòåáåëü
tige
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b. êîðîòêàß æèçíü
courte vie
Nous pouvons donc supposer qu'il existe en russe, comme en francais et
dans d'autres langues, un rapprochement entre la representation de l'espace
et du temps au niveau conceptuel et cognitif. C'est en partant de ce constat
que nous poursuivrons notre analyse.
3.2.1.2 Nom vs verbe
Le rapprochement entre la conception de l'espace et du temps que nous
venons d'esquisser a des consequences immediates dans le domaine de la
parole et notamment dans l'opposition faite traditionnellement entre le nom
et le verbe.
En russe aussi bien qu'en francais, les objets materiels du monde reel sont
generalement designes par des noms. Ces objets ont des proprietes, telles que
la taille et le poids, pouvant etre mesures dans l'espace. Les verbes designent
un autre type d'entites : des evenements ou proc es. Ces derniers s'inscrivent
davantage dans le domaine temporel que spatial : leurs proprietes proto-
typiques sont alors la duree et le temps grammatical. Cette observation a
egalement ete faite par Uspenskij (2004) :
de mani ere generale, l'opposition grammaticale entre le nom et le verbe
refl ete la differentiation epistemologique entre l'espace et le temps 6.
Toutefois, nous avons montre que ces deux domaines structurant notre
monde sont potentiellement concus de mani ere comparable sinon similaire
chez les locuteurs. Cela revient  a dire que les deux categories grammaticales
concernees  le nom et le verbe  designent des entites conceptuellement
proches et qui peuvent se voir attribuer les memes proprietes. L'une des
proprietes des noms et des verbes susceptible d'etre mise en parall ele est le
caract ere comptable. Ainsi, Kleiber (1994) evoque la possibilite d'utiliser la
dichotomie massif / comptable dans la description des predicats verbaux :
6. ¾ ãðàììàòè÷åñêîå ðàçëè÷èå ìåæäó èìåíåì è ãëàãîëîì â ïðèíöèïå îòðàæàåò
ýïèñòåìîëîãè÷åñêîå ðàçëè÷åíèå ïðîñòðàíñòâà è âðåìåíè. ¿, (Uspenskij, 2004 : 95), nous
traduisons.
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L'opposition massif / comptable depasse la seule categorie du sub-
stantif pour s'appliquer en fait  a tout predicat. [. . .] L'exemple des
verbes milite tr es nettement en faveur de cette extension, meme si les
resultats, parfois impressionnants, peuvent preter  a discussion 7.
Parmi les resultats de ce type nous pourrions citer l'illustration du trait de
comptabilite applique aux syntagmes verbaux, proposee par Krifka (1989) :
un SN comptable comme un livre denote un objet ayant des limites
precises, tout comme assembler un puzzle denote un evenement ayant
des limites precises. D'autre part, un SN massif comme la bi ere denote
quelque chose sans une limite evidente, tout comme ce qui est denote
par marcher n'a pas de limite evidente 8.
Plus recemment, Nicolas (2002) a effectue une comparaison entre les op-
positions massif / comptable du domaine nominal et imperfectif / perfectif
du domaine verbal. Cette opposition etant de nature grammaticale avant
tout, et non referentielle, Nicolas avance l'idee de l'identite semantique de
certains syntagmes nominaux et verbaux :
Pour decrire une situation, il n'est pas necessaire d'employer un syn-
tagme verbal : on peut souvent le faire au moyen d'un syntagme nomi-
nal. Ainsi, l'expression la construction de la maison du maire peut etre
employee pour renvoyer  a la meme situation que le syntagme verbal a
construit la maison du maire 9.
Bien que nous adherions  a cette conception de Nicolas (2002), celle-ci
necessite quelques remarques. Tout d'abord, les deux syntagmes que l'auteur
utilise pour illustrer son propos ne sont pas tout  a fait equivalents. En effet,
la construction verbale a construit la maison du maire est ancree dans le
temps par rapport au temps de parole : l'evenement denote a eu lieu avant
l'enonciation. A contrario, le syntagme nominal la construction de la maison
du maire ne permet pas de situer l'evenement designe dans le temps. Il serait
plus juste de comparer la semantique de cette construction nominale  a un
7. Kleiber (1994 : 30).
8. ¾ a quantized NP like a book denotes an object with precise limits, just as solve the
puzzle denotes an event with precise limits. On the other hand, a cumulative NP like beer
denotes something without clear limitation, just like what walk denotes also has no clear
limitation. ¿, (Krifka, 1989 : 76), nous traduisons.
9. Nicolas (2002 : 67).
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syntagme infinitif comme construire la maison du maire, qui ne vehicule pas
non plus la position temporelle de l'evenement. Leur semantique apparat
alors tout  a fait identique 10.
Neanmoins, la localisation temporelle d'un evenement peut etre explicitee
 a l'aide des divers moyens dont dispose la grammaire d'une langue (flexions
temporelles, adverbes, etc.), que cet evenement soit designe par un syntagme
nominal (10) ou infinitif (11) :
(10) a. la construction de la maison du maire a eu lieu en janvier dernier
b. la construction de la maison du maire aura lieu en janvier pro-
chain
(11) a. construire la maison du maire en janvier dernier
b. construire la maison du maire en janvier prochain
Nous concluons donc que la semantique des syntagmes nominaux peut
parfois etre similaire  a celle des syntagmes verbaux denotant un evenement.
Nous acceptons, par consequent, l'equivalence semantique de certains couples
verbe / nom verbal dans la suite de ce travail. Nous notons que l'ancrage dans
le temps n'est pas inscrit dans la semantique lexicale d'un lex eme mais doit
etre traite dans le cadre de la semantique phrastique et discursive.
3.2.2 Application  a la meronymie
La meronymie est une relation, dont l'interpretation semantique s'effectue
essentiellement au niveau referentiel : il ne peut etre envisage de considerer
une relation lexicale partie-tout sans prendre en compte,  a un moment ou un
autre, la relation qu'entretiennent les referents des deux entites denommees.
Les travaux portant sur la meronymie s'appuient generalement sur les confi-
gurations spatiales dont elles font partie. Ayant tout juste traite des simila-
rites entre domaines spatiaux et temporels, ainsi que des rapprochements
entre semantique nominale et verbale, nous verrons, dans les points qui
suivent, les implications que cela peut avoir sur l'interpretation de la relation
de partie  a tout.
10. La representation cognitive d'un evenement peut toutefois etre differente dans les
deux cas : Croft et Cruse (2004 : 53) parlent de ¾ mode de balayage sommaire ¿ dans le
cas des constructions nominales (the collapse of Boston Bridge) et de ¾ mode de balayage
sequentiel ¿, lorsqu'il s'agit des constructions verbales (the Boston Bridge collapsed).
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3.2.2.1 Parties spatiales vs parties temporelles
 A ce que l'on appelle ¾ une partie ¿, correspond generalement une por-
tion de l'espace, delimite par l'entite-tout  a laquelle elle appartient. Compte
tenu de ce qui a ete dit plus haut, nous pourrions nous attendre  a ce que
la designation de certaines parties se produise egalement dans le domaine
temporel. Selon Lyons (1977), ce type de relation partie-tout mettait en jeu
la notion de ¾ periode ¿ : des couples lexicaux comme bataille / guerre ou
chanson / concert sont lies par une relation meronymique de ce type. Bien
que l'interpretation partitive de ces exemples soit tout  a fait plausible, elle
vehicule une ambiguite, car elle peut etre facilement confondue avec la rela-
tion d'hyponymie. L'auteur resume le probl eme pose par ce type d'exemples
comme suit :
D'autres complications et interrelations emergent lorsque nous conside-
rons des types particuliers de relations partie-tout, comme celle d'etre-
une-tranche-temporelle-de (cf. la relation de partie  a tout entre enfance
et vie ainsi que la relation d'hyponymie entre enfant et personne) 11.
L'enfance fait partie de la vie semble tout  a fait acceptable en francais :
la partie est ici envisagee comme une phase d'une periode temporelle plus
importante.  A cet exemple de Lyons nous pouvons ajouter le couple lexi-
cal janvier / annee, lie par une relation partitive de meme nature. Nous
reviendrons  a ce type de parties  a la page 161.
Les entites temporelles ne sont pas les seules  a pouvoir etre analysees en
termes de phases. Ainsi, Cruse (2000) remarque que le terme ¾ partie ¿ peut
etre applique  a un certain nombre d'entites qui n'existent pas dans le tout
correspondant, mais servent de mati ere ou d'ingredient dans la confection de
celui-ci :
considerez le cas de jus de raisin / vin ou farine / pain. Il n'est pas
compl etement faux de dire que le jus de raisin fait partie du vin, ni
que la farine fait partie du pain, mais cela ne semble pas non plus tout
 a fait juste 12.
11. ¾ Further complexities and interrelationships emerge when we consider particular
types of part-whole relations such as that of being-a-temporal-slice-of (cf. the part whole
relation between `childhood' and `life' and the hyponymous relation which holds between
`child' and `person'). ¿, (Lyons, 1977 : 315), nous traduisons.
12. ¾ take the case of grape juice :wine or flour :bread. It does not seem wholly wrong
to say that grape juice is part of wine, or that flour is part of bread, but it does not seem
quite right either. ¿, (Cruse, 2000 : 152), nous traduisons.
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Dans ces exemples, auxquels on peut ajouter le couple lait / beurre, les
deux noms peuvent designer une meme entite  a deux periodes distinctes de
son existence. En effet, il est possible de dire qu'il existe une entite materielle
dont la premi ere phase est appelee jus de raisin et la seconde vin. L'exemple
farine / pain nous semble quelque peu plus complexe car la partie y est
delimitee  a la fois dans l'espace (d'autres ingredients sont necessaires pour
la confection du pain) et dans le temps (la farine n'existe pas en meme
temps que le pain). Cruse (2000) oppose les parties de ce type  a des parties
prototypiques, qu'il qualifie de congruentes de phase (phase congruent, c'est
 a dire existant en meme temps que le tout. Ces parties, que nous appelons
¾ ingredients ¿ seront abordees plus en detail dans le point 3.3.3 de ce chapitre
(page 152).
3.2.2.2 Meronymie nominale vs verbale
Nous venons de voir qu'une relation partie-tout entre des entites essentiel-
lement temporelles est possible, ce qui se traduit par l'interpretation partitive
de couples tels que atterrissage / vol. Etant donne les similarites entre noms
et verbes relevees precedemment et les liens morphologiques entre des noms
comme atterrissage et vol et les verbes correspondants, cela pose la question
de la possible expression d'une relation de partie  a tout temporelle par des
couples de verbes. Lyons (1977) admet une telle eventualite, en l'illustrant
comme suit :
Chaque verbe dans la liste {faire une bordee, faire un ourlet, faufiler,
etc.} est un hyponyme de coudre et peut cependant etre utilise pour
designer une activite qui fait partie de l'activite designee par coudre 13.
L'ambigute entre la meronymie et la troponymie 14 est ici equivalente  a
celle entre la meronymie et l'hyponymie que Lyons (1977) a releve dans les
cas enfance / vie et enfant / personne. Cruse (2000) precise egalement que
certains constructions, reservees a priori  a la relation de partie  a tout peuvent
etre utilisees avec les couples verbaux de ce type :
13. ¾ Each of the verbs in the set {`tack',`hem',`baste', etc.} is a hyponym of `sew' and
may yet be said to denote an activity which is a part of activity denoted by `sew' ¿, (Lyons,
1977 : 314), nous traduisons.
14. Relation entre deux verbes, le premier precisant le proc es denote par le second,
introduite dans le cadre de WordNet (Miller et Fellbaum, 1991).
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L'expression faire partie de peut etre utilisee dans un grand nombre de
sens differents. On pourrait citer des exemples comme : [. . .] Changer
les couches fait partie du fait d'etre une m ere 15.
Les verbes des exemples de Lyons et Cruse ne sont presentes qu' a la forme
gerondive et peuvent, de ce fait, difficilement militer  a eux seuls en faveur de
l'interpretation partitive des couples verbaux. Kleiber (1999) propose  a son
tour l'exemple d'une relation de partie  a tout entre evenements, dont un des
elements est exprime par un syntagme verbal et l'autre par un nom :
(12) Paul [est alle aux Etats-Unis en bateau]h. L'embarquementm s'est mal
passe mais il a bien apprecie la traverseem
16.
Ici, l'holonyme est designe par le syntagme verbal complexe est alle aux
Etats-Unis en bateau, dont le verbe est conjugue au passe compose. Cet
exemple semble donc plus surement attester de l'existence de la meronymie
entre couples verbaux ou impliquant des formes verbales. Enfin, meme
si Champollion (2010) ou Champollion et Krifka (2016) ne donnent pas
une definition precise de la relation partie-tout ou de la meronymie, ils
stipulent qu'une telle relation est possible entre des evenements et des sous-
evenements :
la relation [partie-tout] peut exister entre les masses, les objets, les
objets et les groupes, les lieux, les evenements, les temps et les entites
abstraites 17
Dans le cadre theorique de Winston et al. (1987), une importance toute
particuli ere est accordee  a ce type de meronymie. Comme nous l'avons vu
dans le chapitre 1, une sous-categorie specifique de la typologie de ces auteurs
regroupe dans leur typologie les relations meronymiques entre les evenements
et les sous-evenements :
15. ¾ The expression is part of can be used in a number of different senses. One might
cite as examples : [. . .] Changing nappies is part of being a mother ¿, (Cruse, 1979 : 29),
nous traduisons.
16. Kleiber (1999 : 90), nous annotons.
17. ¾ the [part-whole] relation may hold between masses, objects, objects and groups,
locations, events, times, and abstract entities ¿, (Champollion et Krifka, 2016 : 90), nous
traduisons.
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L'existence du cinqui eme type de la relation de meronymie est indiquee
par l'usage de ¾ partie ¿ pour designer les etapes ou les phases des
activites et des processus, comme dans (5a) Le paiement fait partie de
l'achat. (5b) L'ench ere fait partie du bridge 18.
En ce qui concerne plus particuli erement la recherche en slavistique,
cette observation n'est pas recurrente, d'autant plus que les travaux sur la
meronymie demeurent rares. Uspenskij (2004) remarque la possibilite d'une
meronymie verbale en rappelant les similitudes entre l'espace et le temps :
Les relations partie-tout trouvent leur expression grammaticale dans
des formes nominales plutot que verbales. Ceci est tout  a fait naturel :
les relations partie-tout sont observables davantage dans l'espace que
dans le temps ; et pourtant, l'opposition entre le nom et le verbe est
liee  a l'opposition entre l'espace et le temps. Le fait que les relations
similaires peuvent dans certains cas etre egalement observees dans le
verbe est d'autant plus remarquable 19.
De leur cote, Vol'vaceva et Rudenko (2007) acceptent egalement ce type
de relation partie-tout et utilisent pour la premi ere fois le terme ¾ meronymie
verbale ¿ :
Dans certains couples verbaux [. . .] il s'agit d'une relation semblable  a
la meronymie. [. . .] Evidemment, dans le cas de la meronymie verbale,
la partie et le tout sont exprimes par des verbes ; aupr es d'un holonyme
(le tout) il existe deux meronymes (les parties) ou plus 20.
Compte tenu de ces exemples et arguments, nous acceptons dans ce travail
la relation de partie  a tout entre les syntagmes verbaux.
18. ¾ The existence of a fifth type of meronymic relation is indicated by the use of part
to designate the features or phases of activities and processes, as in, (5a) Paying is part
of shopping. (5b) Bidding is part of playing bridge ¿, (Winston et al., 1987 : 426), nous
traduisons.
19. ¾ Îòíîøåíèß ÷àñòè è öåëîãî íàõîäßò ãðàììàòè÷åñêîå âûðàæåíèå ïî
ïðåèìóùåñòâó â èìåííûõ, à íå â ãëàãîëüíûõ ôîðìàõ. Ýòî âïîëíå åñòåñòâåííî :
îòíîøåíèß ÷àñòè è öåëîãî íàèáîëåå íàãëßäíî ïðîßâëßþòñß â ïðîñòðàíñòâå, à íå
âî âðåìåíè ; ìåæäó òåì ïðîòèâîïîñòàâëåíèå èìåíè è ãëàãîëà â ïðèíöèïå ñâßçàíî ñ
ïðîòèâîïîñòàâëåíèåì ïðîñòðàíñòâà è âðåìåíè. Òåì áîëüøåãî âíèìàíèß çàñëóæèâàåò
òî îáñòîßòåëüñòâî, ÷òî àíàëîãè÷íûå îòíîøåíèß â íåêîòîðûõ ñëó÷àßõ ìîãóò áûòü
ïðîñëåæåíû è â ãëàãîëå. ¿, (Uspenskij, 2004 : 46), nous traduisons.
20. ¾ Â íåêîòîðûõ ãëàãîëüíûõ ïàðàõ [. . .] ðå÷ü èäåò îá îòíîøåíèè, âíåøíå
íàïîìèíàþùåì ìåðîíèìèþ. [. . .] Ðàçóìååòñß, ïðè ãëàãîëüíîé ìåðîíèìèè ÷àñòü è
öåëîå òàêæå âûðàæåíû ãëàãîëàìè ; ïðè îäíîì õîëîíèìå (öåëîå) èìååòñß äâà èëè
áîëüøå ìåðîíèìà (÷àñòè). ¿, (Vol'vaceva et Rudenko, 2007 : 157), nous traduisons.
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3.2.3 Limites de la comparaison
Winston et al. (1987 : 426) remarquent que, contrairement  a toutes les
autres relations partie-tout, la meronymie entre evenements ne peut pas etre
exprimee en anglais par des constructions du type ¾ X has Y ¿. Cette op-
position existe egalement en francais et en russe. Plus generalement, ceci
signifie que l'appartenance des parties concr etes n'est pas toujours exprimee
de la meme mani ere que celle des parties temporelles. Ainsi, la construction
prepositionnelle en ó ¾ chez ¿ n'est pas acceptable en russe pour une relation
partitive entre evenements, meme si ceux-ci sont designes par des noms :
(13) a. íîæêèm ó ñòîëàh
pieds chez tables
¾ les pieds de la table ¿
b. *ïðèçåìëåíèåm ó ïîë¼òàh
atterrissage chez vol
Avant de passer  a la suite de notre analyse, dans la section 3.3, nous
relevons certaines asymetries existant entre les parties spatiales et tempo-
relles. Ces asymetries seront abordees sous trois angles principaux : la possi-
bilite d'acc es aux dimensions sous-jacentes des entites spatiales et temporelles
(3.2.3.1), l'orientation des entites-touts (3.2.3.2,page 139) et la localisation
des parties (3.2.3.3,page 144).
3.2.3.1 Acc es aux dimensions sous-jacentes
Meme si les objets concrets sont a priori ancres dans le domaine spa-
tial, ils ne sont pas pour autant denues de dimension temporelle. Les entites
materielles sont indirectement associees  a des evenements-etats. Aurnague
(1998 : 22) parle de ¾ la duree de vie ¿ d'un objet, c'est- a-dire de la periode
temporelle correspondant  a son existence. Hayes (1978, 1985), dont le travail
a ete cite par Vieu (1991 : 78) parle d'¾ histoire ¿ afin de traduire le meme
concept. Ce terme est largement utilise en logique des relations temporelles.
Toutefois, dans la majorite des cas, la langue n'autorise pas le locuteur  a
acceder  a cette dimension des objets pour l'utiliser en tant que rep ere tem-
porel (*â òå÷åíèå Èðèíû ¾ durant Irina ¿, *âî âðåìß ÷àøêè ¾ lors d'une
tasse ¿), comme l'a remarque Huyghe (2012). Ceci est egalement vrai lorsqu'il
s'agit de creer des parties. Ainsi, il est impossible de designer une periode
arbitraire dans les limites de la duree de vie d'une entite (*ïßòü ìèíóò
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ñòîëà ¾ cinq minutes de la table ¿, *äâà äíß ñòåíû ¾ deux jours du mur ¿)
ni meme leurs differentes ¾ phases ¿ (*íà÷àëî ñóìêè ¾ le debut du sac ¿,
*êîíåö âàçû ¾ la fin du vase ¿).
Les evenements, quant  a eux, se situent principalement dans le temps,
mais peuvent avoir une localisation spatiale. En effet, la participation
d'agents materiels  a un evenement permet souvent de le situer dans le
domaine spatial. Ainsi, dans äîì ãîðèò ¾ une maison brule ¿, æèðàô ïü¼ò
¾ la girafe boit ¿ ou ñîêðîâèùå ñïðßòàíî ¾ un tresor gt ¿, l'action ou
l'etat designe a lieu quelque part. De meme, les noms d'evenements peuvent
integrer des constructions locatives, comme dans êîíôåðåíöèß â Òóëóçå
¾ une conference  a Toulouse ¿ ou öåðåìîíèß â Ñîðáîííå ¾ la ceremonie  a la
Sorbonne ¿. Sont evidemment exclus de ce cas de figure les evenements qui,
bien qu'ayant des sujets concrets, presentent une localisation tr es incertaine,
tel que dans Ïàâåë ëþáèò ôðóêòû ¾ Pavel aime les fruits ¿, îíà ïîòåðßëà
ñâîè ÷àñû ¾ elle a perdu sa montre ¿, etc.
Bien qu'il soit possible de localiser des evenements dans l'espace, ceux-
ci n'ont generalement pas d'extension spatiale, comme le soutient Huy-
ghe (2012 : 7). Des expressions comme *la superficie d'un mariage, *le
perim etre d'une reunion ou *la largeur d'un match ne sont pas acceptables en
francais pour l'auteur, contrairement  a la superficie d'un champ, le perim etre
d'une roue ou la largeur d'une table. En l'absence d'extension physique des
evenements accessible par le locuteur, il lui est, plus generalement, impos-
sible de proceder  a un quelconque decoupage spatial de ce type d'entites
aussi bien en francais qu'en russe :
(14) a. *ñåâåð öåðåìîíèè
nord ceremonie.GEN
b. *êðàé êîíôåðåíöèè
bord conference.GEN
c. *êâàäðàòíûé ìåòð êîíöåðòà
carre.ADJ m etre concert.GEN
Il existe cependant des exceptions, et les noms de certains evenements
peuvent faire reference  a des portions correspondant  a leur extension
physique. Il s'agit vraisemblablement d'evenements auxquels un espace,
presentant parfois une delimitation precise, peut etre attribue, comme dans
le cas des noms festival ou exposition. On trouve egalement dans cette
categorie des noms tels que course ou randonnee, pouvant faire reference
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aussi bien  a l'activite elle-meme qu'au parcours, ou trace, de cette derni ere.
Nous avons releve un certain nombre d'expressions du francais, proches de
celles jugees inacceptables par Huyghe (2012) :
(15) a. le moindre [m etre carre]m du festivalh est exploite
21
b. j'ai mis mes qualites  a contribution d es les premiers m etresm de
la courseh
22
c. l'enneigement est plus important dans [la partie sud]m de la ran-
donnee 23
Dans certains contextes, il est meme possible de rencontrer un decoupage
en parties spatiales d'evenements qui ne presupposent aucune extension fixe,
ou prealablement etablie, de ce type.  A titre d'exemple, un locuteur com-
mente un match de rugby de la mani ere suivante :
(16) il manquait un peu de gaz sur les derniers m etresm de son essaih
24
Le locuteur utilise ici le nom essai pour designer le parcours du sportif
dans le cadre de l'evenement ¾ marquer l'essai ¿, sans que ce parcours ait ete
physiquement etabli au prealable. Le decoupage spatial de cet evenement est
donc possible, bien que son extension physique ne soit pas aussi ¾ immediate ¿
que celle d'une randonnee ou d'une course : la longueur de la randonnee mais
?la longueur de l'essai.
Les noms des etres animes, et notamment les noms d'humains, consti-
tuent sans doute un cas  a part enti ere car ils permettent d'acceder aussi bien
au domaine spatial que temporel de leurs referents. Effectivement, la notion
de ¾ duree de vie ¿ que nous venons d'exposer est plus saillante pour les
animes, et leur specificite permet la reference  a une multitude de periodes
associees : Aleksandrova (2013) exploite les exemples l'enfance / l'adoles-
cence / la vieillesse de Pierre en francais. Les periodes de vie arbitraires,
designees  a l'aide de noms d'unites temporelles (heure, jour, annee, etc.),
ne peuvent en principe etre exprimees telles quelles : *cinq minutes / *dix
23. www.radiometal.com, consulte le 11/04/2018.
23. www.lequipe.fr, consulte le 11/04/2018.
23. www.partance.org, consulte le 11/04/2018.
24. www.forum.fcgrenoble.com, consulte le 11/04/2018.
138
3.2. Temps en semantique
heures de Pierre 25. L'association de ce dernier type de parties et des noms
d'humains est uniquement possible lorsque le locuteur precise, de mani ere
explicite, qu'il s'agit de la dimension temporelle de l'anime en question : cinq
minutes / dix heures de la vie de Pierre.
En resume, il est plus frequent pour les evenements d'autoriser la reference
 a leur dimension spatiale que pour les entites-touts materielles de permettre
l'expression de leur versant temporel.
3.2.3.2 Orientation des entites-touts
Les entites materielles / concr etes peuvent etre percues comme in-
trins equement orientees. Vandeloise (1986a,b) parle de l'orientation generale
des entites definie en fonction de leur structure interne (les symetries et
les asymetries du corps), du positionnement des organes de perception (en
particulier des organes de vision) et/ou de la direction de leurs deplacements
prototypiques 26. Ainsi, les organes de sens orientent la plupart des etres
animes : c'est la raison pour laquelle les expressions ïåðåä ñîáàêîé / ïòèöåé
¾ devant un chien / un oiseau ¿ designent en principe toujours le meme es-
pace par rapport  a l'animal, independamment de la position du locuteur.
Une interpretation relative ou deictique de ces expressions parat difficile.
D'un autre cote, c'est essentiellement le sens du deplacement qui definit
l'orientation de vehicules comme des voitures ou des avions. Bien qu'une voi-
ture puisse faire marche arri ere, l'avant et l'arri ere du vehicule sont definis
par le sens de son deplacement prototypique (Vieu, 1991 : 17).
La denomination de certaines parties tient compte de l'orientation
generale de l'entite-tout (pour l'axe frontal) et, plus generalement, de son
(ses) orientation(s) intrins eque(s). Ceci est vrai pour les Noms de Localisation
Interne orientationnels (Aurnague, 1996) : on parle ainsi de íèçm æèâîòàh
¾ bas du ventre ¿, ou de âåðõm øêàôàh ¾ haut d'une armoire ¿. Outre ces
NLI generiques, il existe des noms de parties orientees plus specifiques : par
exemple, le referent de êîðìà ¾ la poupe ¿ est defini en fonction de l'orien-
25. Ce type de constructions peut etre trouve avec des complements locatifs : deux ans de
Pierre dans le cabinet notarial (ont suffi  a bouleverser l'organisation). Toutefois, l'analyse
de ce type d'enonces nous eloigne de la problematique des relations partitives.
26. Nous pouvons ajouter  a ces crit eres la position de la personne qui les utilise (ýêðàí
¾ un ecran ¿, äèâàí ¾ un canape ¿) ou la position prototypique de cette entite (ãîðà ¾ une
montagne ¿), qui sont, d'une certaine facon, des cas particuliers de l'orientation generale.
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tation generale d'un bateau. L'orientation de l'entite-tout joue egalement
un role dans la denomination par metaphore de certaines parties, comme
dans íîñ êîðàáëß ¾ (litt.) le nez du bateau / la proue ¿ en russe ou le pied
d'une montagne en francais. Enfin, les noms d'entites depourvues d'orien-
tation(s) intrins eque(s) ne sont pas compatibles avec les NLI ou necessitent
une interpretation de ces lex emes dans laquelle l'orientation est attribuee
contextuellement : *l'avant / *l'arri ere d'un grain de riz / d'une soupe, *le
haut / *le bas d'un m etre ruban / d'une pelouse, etc.
Le NLI francais bout est un bon indicateur lexical de l'orientation des
entites unidimensionnelles ou pouvant etre assimilees  a de telles entites. Tout
d'abord, dans le cas des entites non-orientees de mani ere intrins eque  comme
dans le bout d'une corde / d'un baton  il designe, generalement, l'une des
deux extremites longitudinales de l'entite en question. Il est d'ailleurs possible
de decrire ces entites comme suit : une corde / un baton a deux bouts.
 A l'inverse, dans le cas des entites intrins equement orientees, le mot
bout designe generalement une seule extremite. Par exemple, il peut denoter
l'extremite fonctionnelle dans le bout d'un couteau ou la partie la plus avancee
dans l'eau dans le bout d'une jetee. Tout comme un baton, un couteau poss ede
deux extremites d'un point de vue topologique : une du cote de la lame et
l'autre du cote du manche. Cependant, l'usage que l'on fait d'un couteau lui
donne une orientation.
De toute evidence, certaines situations d'enonciation peuvent attribuer
une orientation pragmatique  a des entites intrins equement non-orientees,
comme baton, vu precedemment. Le nom bout peut alors tout  a fait etre
employe avec un article definitif et designer une extremite bien precise de
l'entite en question :
(17) avec le boutm d'un batonh on titille un poisson echoue pour s'assurer
qu'il est bien mort 27
Le baton n'est pas percu dans ce cas comme un simple objet, mais comme
un outil auquel l'on affecte une fonction. Ici, plus specifiquement, le baton de
(17) sert  a toucher ou deplacer le poisson sans que l'on ait  a le manipuler ; la
partie du baton denommee par bout est alors la partie fonctionnelle, c'est- a-
dire celle qui entre en contact avec le poisson.
Un mecanisme pragmatique similaire permet de faire la difference entre
les enonces suivants :
27. Vilaine, Le silence ne sera qu'un souvenir, 2011.
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(18) a. j'apercois l'entree du tunnel
b. j'apercois le bout du tunnel
Dans ces deux exemples, le locuteur peut designer une meme partie du
tunnel par les noms entree et bout. Cependant, ils ne seront certainement
pas employes dans des contextes d'enonciation similaires. En effet, on parle
de l'entree du tunnel lorsque le locuteur se trouve  a l'exterieur de celui-ci
et, eventuellement, lorsqu'il se dirige vers lui. Le bout du tunnel est employe
plutot pour designer la sortie, lorsque le locuteur est  a l'interieur du tunnel.
Tournons-nous maintenant vers la mani ere dont un locuteur percoit
l'orientation des evenements. On s'attend  a ce que ces derniers soient concep-
tualises en tant qu'entites intrins equement orientees : la nature du temps,
dans lequel les evenements sont inscrits, impose un sens  a ce type d'entites.
Ce raisonnement, fonde sur des informations extra-linguistiques, trouve un
echo en linguistique : en effet, la denomination des extremites temporelles
des evenements non-ponctuels tient compte de cette orientation. En francais,
dans la majorite des cas, elle se fait de mani ere generique  a l'aide de noms
comme debut et fin :
(19) a. le debutm d'une interventionh / bagarreh / reparationh
b. la finm d'un incendieh / repash / coursh
Pour un certain nombre de noms d'evenements la denomination de ces
extremites temporelles peut se faire de mani ere specifique. On utilisera les
noms decollage et atterrissage pour designer le debut et la fin de l'evenement
vol, et les noms naissance et mort pour ceux de l'evenement vie, etc. Il est
interessant de noter que atterrissage n'est meronyme que de vol, car il n'existe
pas d'autre evenement-tout au meme niveau hierarchique qu'un vol dont un
atterrissage pourrait faire partie. De meme, une naissance est toujours un
moment, ou une phase, d'une vie. Ces noms de parties n'ont pas d'entite-
tout alternative ce qui entrane l'acceptabilite douteuse des constructions
suivantes :
(20) a. ?l'atterrissagem d'un volh
b. ??la naissancem d'une vieh
Pour que ces constructions soient acceptables, il est necessaire que des
entites-touts alternatives existent. C'est le cas lorsque les enonces generiques
dans (20) sont remplaces par des enonces specifiques :
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(21) a. l'atterrissagem du [vol AF3321]h / d'un Airbus A330
b. la naissancem de Pierreh / du chath
Il existe en effet, au meme niveau que le vol AF3321, d'autres entites-touts
dont l'atterrissage peut faire partie. Remarquons que, dans le cas de (21b), la
reference  a un evenement vie particulier passe par la reference  a l'etre anime
correspondant ; cela rejoint les observations faites dans la section 3.2.3.1.
Le NLI bout, dont l'usage est different avec des entites-touts spatiales
orientees et non-orientees, peut egalement se rapporter  a des parties tem-
porelles d'evenements. Il designe, dans la majorite des cas, la fin d'un
evenement, notamment lorsqu'il est associe aux verbes arriver et parvenir
dans des constructions arriver / parvenir au bout de 28 :
(22) a. arriver au boutm de la competitionh / d'un morceauh (musical)
b. parvenir au boutm de la missionh / formationh
Dans tous ces cas, les evenements denotes n'ont pas de domaine spatial
bien defini et seule la lecture partitive temporelle est possible : bout designe
un stade du proc es  la fin de l'evenement-tout  et non un espace quel
qu'il soit. Ce type de constructions reste bien sur acceptable avec les noms
d'evenements presentant un versant spatial, en sus de leur dimension tem-
porelle :
(23) Gagner une courseh, c'est arriver au boutm
29
L'existence d'un trace de la course  c'est- a-dire d'un espace qui lui est
reserve  implique la possibilite d'une lecture partitive spatiale de la re-
lation entre bout et course. Cet enonce presente une anaphore associative
meronymique, pour reprendre les termes de Kleiber (1999), dans laquelle ar-
river au bout (de la course) vehicule le sens ¾ franchir la ligne d'arrivee ¿
et non ¾ se positionner au point de depart ¿. Le NLI bout applique aux
evenements de ce type a egalement un seul referent spatial  le site localise
 a la fin du deplacement  dans des constructions sans les verbes arriver /
venir :
(24) le boutm de la courseh / randonneeh (est encore loin)
28. Le meme phenom ene peut etre observe avec les constructions venir  a bout de. Nous
ne la traitons pas ici  a cause de son caract ere fige.
29. https://www.ladepeche.fr, consulte le 11/03/2018.
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Dans certains cas, le mot bout renvoie  a l'une des deux extremites exis-
tantes :
(25) a. les equipes medicales se trouvent  a chaque boutm de la courseh
b.  a chaque boutm de la randonneeh se trouve un parking
Cette utilisation de bout indique alors que l'entite-tout est percue comme
non-orientee. Cela ne remet pas en cause l'orientation intrins eque des
evenements dej a mise en evidence, car dans ces cas l'entite-tout rel eve
uniquement du versant spatial de course et randonnee. Dans (25b) par
exemple, randonnee designe non pas une activite ou un evenement, mais
un circuit pouvant etre emprunte par des personnes. Toute interpretation
evenementielle de ce nom est d'ailleurs exclue en presence de la construction
 a chaque bout de, ce qui aboutit  a l'etrangete des exemples ci-dessous :
(26) a. ??l'athl ete a bu de l'eau  a chaque boutm de la courseh
b. ??nous avons pris des photos  a chaque boutm de la randonneeh
Une attention particuli ere doit etre accordee  a la construction d'un bout
 a l'autre, comme dans les exemples suivants :
(27) a. l'athl ete doit rester dans le couloir d'un boutm  a l'autre de la
courseh
b. nous avons marche seuls d'un boutm  a l'autre de la randonneeh
Remarquons que les entites-touts course et randonnee semblent ici
presentees comme non-orientees, aucune distinction lexicale n'etant explici-
tement faite entre leurs debuts et leurs fins 30. D'autre part, l'interpretation
en jeu est strictement evenementielle et non spatiale. Ces enonces sont alors
 a distinguer des exemples suivants, ayant une lecture spatiale :
(28) a. L'appel des guetteurs resonna d'un bout  a l'autre des remparts 31
b. une emission de television diffusee d'un bout  a l'autre du pays 32
C'est en fait  a deux emplois distincts de d'un bout  a l'autre que l'on est
ici confronte. La lecture temporelle de cette construction peut d'ailleurs etre
facilement mise en evidence en la remplacant par des prepositions vehiculant
l'idee de duree :
30. La differentiation lexicale debut / fin est toutefois implicite, car la premi ere occur-
rence de bout designe le debut, tandis que la seconde  la fin.
32. Moore V., Le peuple du vent : Les aventures de Tancr ede le Normand, 2011.
32. MacDonald K., Un trombone rouge, 2011.
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(29) a. l'athl ete doit rester dans le couloir durant la course
b. nous avons marche seuls pendant la randonnee
(30) a. *L'appel des guetteurs resonna durant les remparts
b. *une emission de television diffusee pendant le pays
Tous ces exemples nous portent  a croire que, contrairement aux entites
materielles, les evenements sont toujours conceptualises comme orientes, et
exprimes tels quels, par les locuteurs. D es lors qu'un nom d'evenement est
presente sous une perspective non-orientee, et notamment lorsque la dis-
tinction debut / fin n'est pas faite, la reference qui s'op ere a trait  a son
domaine spatial uniquement. Le raisonnement que nous avons mene ici sur
les exemples en francais peut etre valide pour d'autres langues. Certaines
langues, comme le russe ou l'allemand, ne font pas de distinction lexicale
¾ bout ¿ / ¾ fin ¿. Le russe utilisera le meme lex eme  êîíåö  pour designer
soit l'une des extremites d'une entite materielle non orientee, soit l'unique
extremite d'une entite materielle orientee, soit la fin d'un evenement ou
d'une periode temporelle 33. Cela confirme notre hypoth ese de l'orientation
intrins eque des evenements, contrairement aux noms d'objets physiques.
3.2.3.3 Localisation des parties
Les meronymes abordes dans la section precedente designent des par-
ties dont la position au sein des entites-touts est bien definie. Ainsi, le nom
bout est lexicalement defini comme ¾ portion extreme d'une chose consideree
comme un continu allonge ¿ (TLFi, 12/04/2018). Or, ainsi que le remarque
Borillo (1988) 34, ¾ dans le cas le plus courant, un nom designant une partie
d'objet, n'indique rien sur la position que cette partie occupe par rapport aux
autres ¿. C'est pourquoi, dans le discours, un locuteur peut preciser la loca-
lisation d'une partie par rapport  a son tout. En russe, dans le cas des entites
materielles, cette localisation se fait generalement  a l'aide de prepositions lo-
catives telles que â ¾ dans ¿ ou íà ¾ sur ¿. Nous avons discute la localisation
des parties dans la section 2.1.2 (page 61) du chapitre precedent.
Tout comme dans le domaine spatial, la localisation temporelle est
egalement possible. Les evenements peuvent ainsi etre situes dans le temps
33. Le meme sens du mot allemand ein Ende rend intraduisible en francais le jeu de
mots dans titre d'une chanson de Stephan Remmler : Alles hat ein Ende, nur die Wurst
hat zwei ¾ Tout a une fin / un bout, seules les saucisses en ont deux ¿.
34. Cite par Aurnague (2004 : 95).
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par rapport  a d'autres evenements, notamment via l'indication de la simul-
taneite (Aslanides Rousselet, 1998), comme dans les exemples elle telephonait
en conduisant ou îí åë, ÷èòàß ¾ il mangeait en lisant ¿ en russe. Cepen-
dant, l'expression de la simultaneite entre les evenements-touts et leurs
sous-evenements semble etre un mecanisme peu utilise par les locuteurs.
Tout d'abord, les noms de sous-evenements vehiculent, dans un certain
nombre de cas, des informations sur la localisation temporelle de ces derniers
au sein de l'evenement-tout correspondant. Ceci est notamment vrai pour
les noms des segments initiaux ou finaux de certains evenements tels que
naissance ou atterrissage vus precedemment. Leur localisation temporelle
au sein de leurs evenements-touts parat alors tautologique :
(31) a. *l'enfancem lors / au cours de la vieh
b. *l'atterrissagem  a la fin du volh
En effet, il est tautologique de situer l'enfance dans les limites temporelles
d'une vie, car l'existence de l'entite temporelle enfance presuppose l'existence
de l'entite-tout vie. De meme, tout atterrissage fait necessairement partie
d'un vol.
D'autres evenements-touts sont composes d'evenements cycliques elemen-
taires : èäòè ¾ marcher ¿ et áåæàòü ¾ courir ¿ c'est effectuer une serie
de pas ; ïëûòü ¾ nager ¿, pour un sujet anime, designe generalement une
action composee de mouvement des bras et des jambes. Dans ces cas de
relation partie-tout, il existe des mouvements elementaires  a tout instant
de l'evenement-tout : il n'y a plus d'action de marcher d es lors qu'aucun
pas n'est fait, et une personne ne nage plus du moment qu'elle cesse tout
mouvement de ses membres. Les enonces ci-dessous sont donc eux aussi tau-
tologiques et ne sont pas attestes en francais :
(32) a. *il [faisait des pas]m en marchanth
b. *il [faisait des pas]m au debut /  a la fin de la marcheh
c. *en marchanth, il [faisait des pas]m sans arret / tout le temps
Enfin, certains sous-evenements, tels que freinage pour conduite ou
manœuvre pour vol, n'ont pas de position temporelle bien definie au sein de
l'evenement-tout car ils peuvent se produire  a tout moment du deroulement
de ce dernier. Ces parties temporelles semblent meme facultatives : il est
possible que des evenements de conduite specifiques ne comportent pas de
freinage, et des occurrences de vols peuvent etre egalement denuees de toute
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manœuvre. Ici encore, il parat generalement peu naturel d'indiquer un rap-
port de simultaneite entre ces parties et le tout correspondant, contrairement
 a ce qui se produit pour les elements independants.
Ce type de parties n'est generalement pas presente comme simultane avec
le tout, contrairement  a des evenements independants :
(33) a. elle a du prendre une decision pendant qu'elle conduisait 35
b. ??elle a du freinerm pendant qu'elle conduisaith
Il est toutefois possible de preciser la localisation temporelle du sous-
evenement au sein de l'evenement tout, comme dans (34a), ou bien de preciser
la frequence de ses multiples occurrences, comme dans (34b) :
(34) a. elle a fait une manœuvrem au debut du volh
b. en conduisanth, elle freinaitm sans arret / tout le temps
Au total, et comme nous pouvons le constater  a partir des exemples
precedents, les parties des entites materielles semblent pouvoir etre loca-
lisees dans l'espace occupe par leurs touts, tandis que les sous-evenements
ne peuvent etre localises dans les domaines temporels des evenements-touts
que de mani ere occasionnelle.
3.3 Etude de cas
Dans la section precedente, nous avons vu que certaines relations de partie
 a tout peuvent avoir des liens tr es etroits avec la dimension temporelle des
entites.  A present, nous allons examiner quelques cas de figure pour lesquels
l'extension temporelle des parties necessite une description particuli ere.
3.3.1 Composants artificiels
Au sein de la relation composant / assemblage, nous pouvons dis-
tinguer une categorie d'entites artificielles, dont les parties ont une grande
autonomie temporelle. Dans cette section, nous allons analyser la variabilite
des configurations temporelles constituees par les extensions temporelles des
parties et des touts.
35. Chesbro G., Hemorragie dans l'œil du cyclone mental, 2013.
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Tout d'abord, d'un point de vue generique, la notion d'assemblage sup-
pose l'existence prealable des parties qui le composent : il est impossible de
monter un mecanisme sans que les pi eces dont il est constitue existent. Tou-
tefois, la lecture specifique des relations partie-tout est differente. Dans un
grand nombre de couples lexicaux lies par cette relation, le meronyme designe
une partie detachable de son tout, voire remplacable. Ainsi, êîëåñî ¾ roue ¿
a pour referent une entite ayant une existence temporellement independante
d'un tout, qu'il s'agisse de ìàøèíà ¾ voiture ¿, ïîåçä ¾ train ¿, ñàìîë¼ò
¾ avion ¿, etc. Une roue particuli ere peut, en effet, etre confectionnee bien
avant l'apparition du vehicule correspondant et n'en est pas dependante de
mani ere genesique ; elle peut etre deconnectee de son entite-tout et meme
etre rattachee  a un autre tout. De plus, une roue demontee ne perd pas son
statut lexical et peut etre denommee par êîëåñî. En revanche, la destruction
d'une partie de ce type endommage l'entite-tout  a laquelle elle appartient
mais ne nuit pas toujours  a son statut lexical. Une voiture dont une roue est
detruite ne cesse pas d'etre une voiture.
Tous ces elements de reflexion nous am enent  a considerer les confi-
gurations entre les domaines temporels des entites-tout du type compo-
sant / assemblage, relativement  a ceux des parties correspondantes.
Nous presentons l'ensemble des situations possibles dans la Figure 3.2.
Im
Ih
(a) Im o Ih
Im
Ih
(b) Im s Ih
Im
Ih
(c) Im = Ih
Im
Ih
(d) Im oi Ih).
Im
Ih
(e) Im f Ih
Im
Ih
(f) Im d Ih
Figure 3.2  Configurations temporelles de la relation composant / as-
semblage.
Comme nous pouvons le constater, l'extension temporelle de la partie ne
peut etre finie avant le debut de celle de l'entite tout.  A l'inverse, l'exten-
sion temporelle du tout ne peut se terminer avant que celle de la partie ne
commence. De mani ere plus formelle, nous dirons que pour qu'une lecture
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partitive specifique du type composant / assemblage puisse avoir lieu,
il est necessaire que le domaine temporel de la partie soit contemporain de
celui de l'entite-tout :
Composant(Nm, Nh) =⇒ ImσIh (3.10)
Mikaelian (2002 : 202) cite les travaux de Krejdin et Raxilina (1983) et
Seliverstova (1990) et remarque que le recours  a la construction preposition-
nelle avec ó ¾ chez ¿ n'est possible que lorsque le tout comprend la partie
au moment de l'enonciation ou pendant la periode qui la prec ede. Il nous
semble toutefois que cette restriction n'est pas liee au temps d'enonciation,
mais plutot au temps de la narration, c'est- a-dire le temps de l'evenement
auquel le locuteur se ref ere.  A titre d'exemple, la preposition ó ¾ chez ¿ peut
tout  a fait attribuer une partie  a un tout qui n'existe pas au moment de
l'enonciation mais dans le futur, comme le montrent les exemples ci-dessous.
(35) a. ïîêàçàòü, ãäå ó äîìàh áóäåò êðûøàm, îêíàm, äâåðüm
36
montrer, o u seront le toit, les fenetres, la porte de la maison
b. ó àâòîìîáèëßh áóäåò øåñòü [ïîäóøåê áåçîïàñíîñòè]m
37
l'automobile possedera six airbags
3.3.2 Elements
Nous avons dej a souligne qu'au sein de la meronymie element / en-
semble deux relations pouvaient etre distinguees : la relation basee sur
l'acceptation sociale des parties et celle fondee sur leur proximite spatiale.
Nous allons maintenant comparer les aspects temporels de ces deux categories
de la relation partie-tout.
Commencons par les ensembles d'entites par acceptation sociale illustres
ici par des couples suivants :
(36) a. ôóòáîëèñò /
footballer /
êîìàíäà
equipe
37. http://www.maam.ru/detskijsad/konspekt-sovmestnoi-dejatelnosti-v-
srednei-grupe-moja-rodina-moi-gorod.html, consulte le 16/06/2018.
37. https://quto.ru/mazda/5/iii/minivan5d/, consulte le 16/06/2018.
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b. ìóçûêàíò /
musicien /
îðêåñòð
orchestre
Afin qu'un sportif ou un musicien appartienne  a une equipe ou un or-
chestre, il est necessaire que le collectif considere accepte l'individu en ques-
tion comme membre legitime : tout musicien qui se trouve  a cote d'un or-
chestre n'en devient pas membre ipso facto. Ce type de relations de partie
 a tout est assez remarquable d'un point de vue temporel car les collectifs
peuvent exister  a un moment t sans qu'aucun membre n'en fasse partie. En
temoignent des phrases et des enonces suivants :
(37) a. êîìàíäàh
equipe.NOM
îñòàëàñü
rester.PST
áåç
sans
èãðîêîâm
38
joueurs.GEN
¾ L'equipe est restee sans joueurs ¿
b. îðêåñòðh
orchestre.NOM
îñòàëñß
rester.PST
áåç
sans
ìóçûêàíòîâm
musiciens.GEN
¾ L'orchestre est reste sans musiciens ¿
Cela signifie que les collections telles que êîìàíäà ¾ equipe ¿ ou îðêåñòð
¾ orchestre ¿ ont un statut different d'un simple regroupement de leurs
membres, comme les definissent les grands dictionnaires de la langue russe 39.
Ces entites ont, par consequent, une existence quasiment independante des
elements qui les composent : pour qu'une personne puisse faire partie d'un
collectif de cette nature, son extension temporelle doit simplement etre en
chevauchement avec celle du collectif. Cela conduit aux configurations tem-
porelles, representees dans la Figure 3.3 (page suivante). Et, comme nous
pouvons le constater, il s'agit des memes cas de figure que ceux mis en
evidence pour la relation composant / assemblage.
Examinons  a present les relations element / collection fondees sur
la proximite spatiale des parties. Ce type des relations meronymiques peut
etre illustre par des exemples comme :
(38) a. äåðåâî /
arbre
ëåñ
foret
b. öâåòîê /
fleur
áóêåò
bouquet
38. http://goodgame.ru/news/23414/, 01/09/2016, consulte le 30/03/2017.
39. cf. Ozegov (1988)
149
Chapitre 3. Meronymie et dimension temporelle
Im
Ih
(a) Im o Ih
Im
Ih
(b) Im s Ih
Im
Ih
(c) Im = Ih
Im
Ih
(d) Im oi Ih).
Im
Ih
(e) Im f Ih
Im
Ih
(f) Im d Ih
Figure 3.3  Configurations temporelles de la relation element / collec-
tion par acceptation sociale.
En effet, une foret etant definie comme un ensemble d'arbres dont les
branchages se touchent et occupent un grand espace 40, tout arbre proche
d'une foret est egalement inclus dans la foret en question. De meme, lorsque
l'on consid ere un bouquet non-structure, sans emballage, toute fleur mise
avec ce bouquet devient sa partie. L'existence d'une collection de ce type
diff ere donc des collections sociales, telle que êîìàíäà ¾ equipe ¿ ou îðêåñòð
¾ orchestre ¿, car elle depend crucialement de l'existence prealable de parties.
Toutefois, lorsque l'on s'interesse  a la position temporelle relative d'un
element particulier d'un ensemble, cette restriction ne semble pas aussi
categorique. Pour illustrer notre propos, imaginons le contexte suivant : un
jeune arbre qui pousse  a cote d'une foret devient-il l'un de ses elements ?
Nous aurons tendance  a dire, de mani ere tout  a fait naturelle, que cela est
bien le cas. Or, dans cette situation, la partie apparat apr es le tout, auquel
elle appartient. Il est par ailleurs evident que, bien qu'une collection par
proximite spatiale necessite l'existence prealable de ses elements, tous les
arbres d'une foret peuvent mourir avec le temps et d'autres prendre leur
place. Il s'agirait, neanmoins, de la meme foret ; le paradoxe du bateau de
Thesee, que nous avons evoque precedemment, s'applique ici  a la relation
element / collection. Cela rejoint l'observation suivante de Aurnague
(2004) concernant les collections d'ordre social :
nous noterons que de nombreuses structures collectives presentent, vis-
 a-vis de leurs elements, un degre d'autonomie plus fort que celui qui
40. Cf. Ozegov (1988)
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caracterise d'autres relations de partie  a tout. On pourra ainsi conti-
nuer  a designer certaines collections par leur nom quand bien meme
on en aurait change tous les elements 41
Nous pouvons donc en conclure que dans une relation element / col-
lection fondee sur la proximite spatiale des parties, la partie peut entre-
tenir avec le tout les memes relations temporelles, que les parties du type
element / collection par acceptation sociale. Les schemas de la Fi-
gure 3.3 page ci-contre peuvent donc egalement s'appliquer  a ce type de
relations. La seule condition temporelle de l'appartenance d'une entite  a une
collection est donc le chevauchement des extensions de ces entites ou leur
simultaneite. La relation element / collection peut ainsi etre formalisee
comme suit :
Element(Nm, Nh) =⇒ ImσIh (3.11)
Remarquons que la categorisation d'une relation element / collec-
tion comme fondee sur la proximite spatiale des parties ou sur l'acceptation
sociale repose sur des informations contextuelles. Prenons l'exemple du nom
òîëïà ¾ foule ¿, defini par le dictionnaire de Ozegov (1988) comme ¾ une
agregation de personnes ¿, c'est  a dire un grand nombre de personnes ras-
semblees dans un lieu donne. L'appartenance  a une foule se fait, a priori, par
proximite spatiale et chaque personne qui entre dans la foule devient l'un de
ses elements constitutifs 42. Or, dans certains contextes, une foule peut tout
 a fait etre motivee par un but commun ou des idees communes :
(39) òîëïàh
foule
èç
de
ñòà
cent.GEN
÷åëîâåêm
personnes.GEN
îêðóæèëà
entourer.PST
Ìèõàèëà
Mikhail.ACC
¾ une foule de cent personnes entoura Mikhail ¿
Ici, l'ensemble òîëïà ¾ foule ¿ n'est pas defini par la proximite spatiale
de ses elements. Malgre le fait que tous les elements d'une foule sont des per-
sonnes, toute personne proche de la foule n'en fait pas partie : en l'occurrence,
Mikhail n'est pas compris dans l'ensemble de personnes designe par òîëïà
¾ foule ¿. Le regroupement de personnes peut etre ici motive par des inten-
tions communes des personnes : la foule peut etre definie comme un ensemble
41. Aurnague (2004 : 57).
42. Ce raisonnement est egalement  a l'origine d'un slogan, utilise pour defendre les modes
de transport ecologiques : ¾ You are not stuck in traffic. You are traffic ¿.
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de personnes qui souhaitent entendre Mikhail parler, le voir, l'empecher de
partir ou autre. Cela voudrait dire que la relation entre les elements d'un tel
ensemble n'est pas uniquement d'ordre spatial mais egalement social.
Toutefois, malgre le caract ere social d'un tel regroupement, òîëïà
¾ foule ¿ ne presente pas les memes caracteristiques que d'autres ensembles
de personnes, comme êîìàíäà ¾ equipe ¿ ou îðêåñòð ¾ orchestre ¿, vus plus
haut. En effet, òîëïà ¾ foule ¿ ne peut pas designer une entite creee avant
que ses elements ne soient reunis (ou avant meme l'existence de ceux-ci), ni
persister dans le temps si les elements n'en font plus partie.
3.3.3 Ingredients
Nous appelons ¾ ingredients ¿ les entites se trouvant dans la composition
des touts correspondants mais qui ne peuvent pas etre distingues au sein
de ceux-ci. La majorite des ingredients sont des parties distribuees. Nous
illustrerons ce type de parties par les exemples suivants :
(40) a. ìóêà /
farine
òåñòî
pate
b. ñàõàð /
sucre
äåñåðò
dessert
Dans ces couples lexicaux, les parties sont des substances entrant dans
la composition d'un melange. Ces parties, ou ingredients, ne peuvent etre
distinguees au sein des entites-touts correspondantes une fois que le melange
a ete effectue. Le caract ere distribue de ses composants ne permet pas au
locuteur de les designer par ìóêà ¾ farine ¿ ou ñàõàð ¾ sucre ¿. C'est pour-
quoi ce type des relations partitives doit etre traite differemment des couples
suivants :
(41) a. ïîìèäîð /
tomate
ñàëàò
salade
b. ãðàâèé /
gravier
áåòîí
beton
Dans ces derniers exemples, le composant ne disparat pas au profit de
la creation du melange correspondant. Au sein d'une salade, il est toujours
possible de distinguer des morceaux, plus ou moins grands, de tomate. De
meme, dans le beton on peut distinguer le gravier des autres composants
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(par exemple, le ciment utilise pour lier le gravier).
Nous pouvons donc decrire les configurations temporelles relatives des
ingredients et des entites-touts qu'ils composent. Le cas le plus simple,
presente dans la Figure 3.4a (de la presente page), est celui o u l'on consid ere
qu'il existe un instant de transformation de l'ingredient (t1 sur le schema),
tel que Nm lui est anterieur et Nh  posterieur. Autrement dit, le locuteur
ne peut pas affirmer l'existence de Nh avant l'instant de transformation, et
ne peut pas dire que Nm existe apr es cet instant l a. Toutefois, il est rare
qu'une transformation soit un evenement instantane. Dans une majorite
de contextes, il s'agit d'une periode temporelle, bien qu'elle puisse parfois
etre assez courte. Une telle periode de transformation est illustree dans la
Figure 3.4b.
tt1
Im
Ih
(a) L'instant de transformation t1.
tt1 t2
Im
Ih
(b) La periode de transformation
[t1,t2].
Figure 3.4  La transformation ingredient / tout sur un axe du temps.
La periode de transformation renvoie, dans la majorite des contextes,  a
une action effectuee par un agent externe, souvent humain. Cela peut etre le
processus de melange, d'incorporation, etc. En l'absence d'un agent externe,
cette periode peut, par exemple, correspondre  a un processus naturel de
dissolution. Formellement, ces deux configurations temporelles sont saisies
de mani ere suivante :
Ingredient(Nm, Nh) =⇒ ∀x(Im ∝ x =⇒ ¬(x ∝ Ih)) (3.12)
∧∃y(yσIm ∧ y ∝ Ih) (3.13)
∧∃z(zσIh ∧ Im ∝ z) (3.14)
Autrement dit, trois conditions doivent etre remplies pour que Nm puisse
etre considere comme un ingredient de Nh. Premi erement, il est necessaire
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qu'il n'y ait pas un intervalle de temps entre la disparition de la partie et
l'apparition de l'entite-tout correspondante. Ceci est garanti par la condi-
tion (3.12), selon laquelle un instant x posterieur au domaine temporel du
meronyme (Im) n'est jamais anterieur  a celui du holonyme (Ih). Ainsi, par
exemple, le domaine temporel de la farine rencontre ou chevauche celui
de la pate, dont elle fait partie. Deuxi emement, l'existence d'un ingredient
commence obligatoirement avant l'existence du tout. On peut donc dire,
comme nous le faisons dans (3.13), qu'il existe un instant y contemporain
de la partie, mais anterieur au tout. Enfin, la derni ere condition (3.14) veut
que la partie perde son autonomie en tant qu'entite avant la fin du domaine
temporel de l'entite-tout correspondante. Autrement dit, cette condition
garantit que la partie disparaisse avant le tout.
L'expression syntaxique des relations entre les ingredients et les touts
qu'ils composent les distingue des relations prototypiques de la meronymie.
Premi erement, les constructions genitivales n'acceptent pas les couples lexi-
caux de ce type :
(42) a. *ìóêàm
farine
(ýòîãî)
cette
òåñòàh
pate.GEN
b. *ñàõàðm
sucre
(ýòîãî)
ce
äåñåðòàh
dessert.GEN
Toutefois, il est possible d'introduire cette relation de partie  a tout en
utilisant des constructions prepositionnelles  a valeur locative :
(43) a. â
dans
ýòîì
cette
òåñòåh
pate.LOC
ãðå÷íåâàß
de.sarrasin.ADJ.NOM
ìóêàm
farine.NOM
¾ dans cette pate il y a de la farine de sarrasin ¿
b. â
dans
ýòîì
ce
äåñåðòåh
dessert.LOC
ìíîãî
beaucoup
ñàõàðàm
sucre.GEN
¾ dans ce dessert il y a beaucoup de sucre ¿
Toutes les entites qui correspondent  a la definition des ingredients donnee
plus haut ne sont pas acceptables dans ce type de construction :
(44) *â
dans
ýòîì
ce
ñòåêëåh
verre.LOC
êâàðöåâûé
de.quartz.ADJ.NOM
ïåñîêm
sable.NOM
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La mise  a l'ecart de cette phrase indique que le sable n'est pas considere
par le locuteur comme un ingredient necessaire  a la confection du verre. L'ac-
ceptabilite des constructions locatives introduisant un ingredient ne semble
pas etre liee  a la nature du processus de transformation. En effet, celui-ci
peut consister en l'incorporation d'une partie dans le tout (ñëèâêè â êîôå
¾ la cr eme dans du cafe ¿), au melange des parties pour homogeneiser le
tout (âîäà â áåòîíå ¾ l'eau dans du beton ¿), en la cuisson du melange
(ãëèíà â êèðïè÷àõ ¾ l'argile dans des briques ¿) ou bien en sa congelation
(ìîëîêî â ìîðîæåíîì ¾ le lait dans la glace ¿), etc. L'acceptabilite de ces
constructions est probablement liee  a la connaissance extralinguistique du
processus de transformation dans le contexte d'enonciation.
Il est interessant de remarquer que la relation Ingredient(Nm,Nh) n'est
pas systematiquement transitive. Prenons l'exemple d'une soupe, dont le
concentre de tomates est l'un des ingredients. Il est possible en russe de
decrire cette relation par une construction locative â ýòîì ñóïå åñòü
òîìàòíàß ïàñòà ¾ dans cette soupe il y a du concentre de tomates ¿. Or,
il n'est pas semantiquement acceptable de stipuler dans le meme contexte
?â ýòîì ñóïå åñòü ïîìèäîðû ¾ dans cette soupe il y a des tomates ¿,
quoiqu'il s'agisse de l'ingredient principal du concentre de tomates. Dans
ce cas, les deux entites  les tomates et le concentre de tomates  peuvent
etre traitees comme des ingredients independants. Cela permet d'ailleurs la
sequence suivante :
(45) â
dans
ýòîì
cette
ñóïå2
soupe.LOC
íå
pas
ïîìèäîðû0,
tomates.NOM
à
mais
òîìàòíàß
de.tomates.ADJ.NOM
ïàñòà1
pate.NOM
¾ dans cette soupe il n'y a pas de tomates, mais du concentre de
tomates ¿
D'un point de vue mereologique, le referent de N0 est necessaire  a la
confection du referent de N1, qui est  a son tour utilise pour confectionner le
referent de N2. Les trois entites peuvent donc etre situees sur l'axe du temps,
comme dans la Figure 3.5 (page suivante).
Comme nous pouvons le constater, N0 peut etre qualifie d'ingredient de
N1, puisque son domaine temporel I0 commence avant le domaine temporel
I1 de N1 et se termine avant la fin de celui-ci ; il existe donc une periode
de transformation [t1,t2]. Les domaines temporels de N1 et de N2 (I1 et
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tt1 t2 t3 t4
I0
I1
I2
Figure 3.5  Relations Ingredient(N0,N1) et Ingredient(N1,N2) sur un axe
du temps.
I2, respectivement) remplissent les memes conditions : N1 denote donc un
ingredient de N2, la periode de transformation etant [t3,t4]. Or, les trois
conditions ne sont pas respectees en ce qui concerne les domaines temporels
de N0 et N2. En effet, il existe une periode [t2,t3], posterieure  a l'existence de
N0 (I0) et anterieure  a I2, si bien que N0 et N2 ne presentent pas de contem-
poraneite ou chevauchement temporel. La condition (3.12) de la page 153,
n'est donc pas respectee. L'entite N0 ne peut pas etre consideree comme
un ingredient de N2. Au niveau linguistique, cela veut dire que la relation
Ingredient(Nm,Nh) n'est pas transitive en russe. C'est la raison pour laquelle
l'enonce â ýòîì ñóïå2 íå ïîìèäîðû0, à òîìàòíàß ïàñòà1 ¾ dans cette
soupe il n'y a pas de tomates, mais du concentre de tomates ¿ semble tout
 a fait acceptable.
Certains exemples peuvent neanmoins porter  a croire, que la transitivite
de la relation Ingredient(Nm,Nh) peut etre valide. Prenons l'exemple suivant :
(46) â
dans
ýòèõ
ces
áëèíàõh
crepes.LOC
ãðå÷íåâàß
de.sarrasin.ADJ
ìóêàm
farine.NOM
¾ dans ces crepes il y a de la farine de sarrasin ¿
Dans cet enonce, la farine est consideree comme un ingredient des crepes,
ce qui est tout  a fait coherent avec l'intuition. Il existe une entite in-
termediaire  la pate  dont la farine est egalement un ingredient. La pate
peut, dans une certaine mesure, etre consideree comme un ingredient des
crepes, ce qui peut etre verifie au niveau linguistique : â ýòèõ áëèíàõ
ñäîáíîå òåñòî ¾ dans ces crepes il y a de la pate au beurre ¿. Toutefois,
avec le triplet ìóêà / òåñòî / áëèíû ¾ farine / pate / crepes ¿, il n'est
pas possible de construire un enonce semantiquement correct, similaire  a
l'exemple (45) :
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(47) *â
dans
ýòèõ
ces
áëèíàõ2
crepes.LOC
íå
pas
ìóêà0,
farine.NOM
à
mais
òåñòî1
pate.NOM
Cela montre que l'exemple (46) ne met pas en jeu la transitivite de la
relation Ingredient(Nm,Nh), puisqu'il s'agit d'une combinaison de deux rela-
tions ontologiques differentes. En effet, la relation dans le couple òåñòî /
áëèí ¾ pate / crepe ¿ se rapproche davantage de la transformation que de
la meronymie.
Pour resumer, nous avons essaye de montrer que la notion d'ingredient
peut etre definie  a la fois par des crit eres linguistiques et ontologiques. Nous
avons egalement souligne que la relation meronymique Ingredient(Nm, Nh)
est intransitive. Rappelons egalement que le processus de transformation de
l'ingredient au profit de la creation de l'entite-tout correspondante joue un
role primordial dans la definition de ce type d'entites.
3.3.4 Produits
Nous appelons ¾ produits ¿ les parties d'une entite qui ne peuvent etre
nommees que lorsqu'elles ont ete detachees de celle-ci. Nous illustrerons ce
type de relations par les couples lexicaux suivants :
(48) a. ïðóò /
branche cassee
êóñòàðíèê
buisson
b. êóñîê /
part
ïèðîã
tarte
Dans ce type de couples, les noms sont lies par des relations partitives,
telles que le meronyme ne peut designer une partie au sein de l'entite-tout
intacte. Ainsi, le mot ïðóò designe en russe une fine branche detachee d'un
arbre ou d'un arbuste, qu'elle soit coupee ou arrachee, et souvent privee
des feuilles ou d'eventuelles branches plus petites 43. Il ne peut avoir pour
referent une branche intacte, que l'on designera par âåòâü ou âåòêà. De
meme, le substantif êóñîê ¾ morceau, part ¿ de l'exemple (48b), en tant
que nom de portion, n'a pas de referent au sein d'une tarte ¾ enti ere ¿ ou
non-decoupee. Il est defini comme ¾ partie distincte de quelque-chose (cassee,
coupee) 44 ¿ et son referent ne devient accessible au locuteur que lorsque la
43. ¾ Òîíêàß îòëîìàííàß èëè ñðåçàííàß âåòêà áåç ëèñòüåâ ¿, Ozegov (1988).
44. ¾ Îòäåëüíàß ÷àñòü ÷åãî-í. (îòëîìàííàß, îòðåçàííàß) ¿, Ozegov (1988).
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part de tarte est effectivement separee de son tout. La notion de detachement
est donc ancree dans le sens lexical meme des noms ïðóò et êóñîê. Or, cette
notion a ete discutee dans la section 1.2.2 (page 19) et, comme nous l'avons
fait remarquer, elle est etroitement liee  a la (non-)distribution de la par-
tie dans le tout. On peut donc en conclure que la relation Produit(Nm,Nh)
peut uniquement avoir lieu si la partie ne presente pas de caract ere distribue.
Malgre la similarite semantique de ces deux couples lexicaux, leur em-
ploi syntaxique demeure different. Tout d'abord, l'emploi d'une construction
genitivale ne semble admis que pour les cas de portions, et non pour les
produits d'autres types :
(49) a. *ïðóòm
branche.arrachee.NOM
êóñòàðíèêàh
buisson.GEN
b. êóñîêm
part.NOM
ïèðîãàh
tarte.GEN
 A l'inverse, les constructions utilisant la preposition ablative îò ¾ issu
de ¿ ne sont acceptees que pour les couples du type ïðóò / êóñòàðíèê
¾ branche cassee / buisson ¿, et non pour les noms de portions :
(50) a. ïðóòm
branche.arrachee.NOM
îò
issu.de
êóñòàðíèêàh
buisson.GEN
¾ une branche arrachee d'un buisson ¿
b. ??êóñîêm
part.NOM
îò
tarte.GEN
ïèðîãàh
Comme nous l'avons montre  a la page 88, la difference entre ces exemples
peut etre expliquee par la dependance referentielle entre le meronyme et l'ho-
lonyme. En effet, une dependance existentielle de type genesique est mise en
jeu par le couple êóñîê / ïèðîã ¾ part / tarte ¿ ce qui rend la construc-
tion en (50b) difficilement acceptable 45. Comme on peut le constater, la
restriction dependancielle s'applique quand bien meme la valeur ablative de
la preposition îò ¾ issu de ¿ semble tout  a fait compatible avec la notion de
separation de la partie-produit de l'entite-tout initiale. Cette remarque reste
45. Bien que la dependance existentielle de ce type a generalement lieu entre entites
naturelles (branche / arbre), il nous semble avoir ici affaire  a une dependance semblable,
voire similaire.
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egalement valable lorsque le syntagme prepositionnel îò + Nh se rapporte
non pas au meronyme, mais  a un verbe de separation :
(51) a. Îòîðâàòü
arracher
ïðóòm
branche.arrachee.ACC
îò
de
êóñòàðíèêàh
buisson.GEN
¾ Arracher une branche d'un buisson ¿
b. ??Îòðåçàòü
couper
êóñîêm
part.ACC
îò
issu.de
ïèðîãàh
tarte.GEN
c. Îòðåçàòü
couper
êóñîêm
part.ACC
ïèðîãàh
tarte.GEN
¾ Couper une part de tarte ¿
Enfin, precisons que les noms d'un certain nombre de produits sont derives
des noms de processus les dissociant de leurs touts :
(52) a. âûðåçêà /
extrait
ãàçåòà
journal
b. âûáîðêà /
echantillon
ñîâîêóïíîñòü
c. îòðóáîê /
morceau
áðåâíî
rondin
Ainsi, dans l'exemple (52a) le nom âûðåçêà ¾ extrait ¿ est un derive du
verbe âûðåçàòü ¾ (litt.) decouper ¿. Âûáîðêà ¾ echantillon ¿ est forme  a
partir de âûáèðàòü ¾ selectionner ¿. Quant au nom îòðóáîê ¾ morceau ¿, il
presente le radical ðóá, egalement present dans le verbe îòðóáèòü ¾ couper
(generalement  a la hache) ¿. La reference au processus de separation est donc
presente dans le sens lexical meme de certains meronymes-produits.
Toutes ces precisions etant apportees, nous pouvons etablir les differents
schemas des positions temporelles relatives d'un couple partie-tout, lie par la
relation Produit(Nm,Nh). Nous presentons les configurations possibles dans
la Figure 3.6 (page suivante).
Comme nous pouvons le constater, le tout-initial apparat necessairement
avant la partie-produit dans les quatre cas de figure. Cette premi ere condi-
tion est coherente avec la definition informelle de la relation Produit(Nm,Nh)
donnee au debut de cette section. La seule difference entre les quatre configu-
rations ainsi degagees est la position temporelle de la fin de Ih relativement  a
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Ih
Im
tt1
(a) IhmIm
Ih
Im
tt1
(b) IhoIm
Ih
Im
tt1
(c) IhfiIm
Ih
Im
tt1
(d) IhdiIm
Figure 3.6  Le moment t1 d'apparition d'un produit sur l'axe du temps.
Im. En effet, la fin de la ¾ duree de vie ¿ de l'entite-tout peut avoir lieu durant
la periode Im ou bien apr es celle-ci. Toutefois, Ih ne semble pas pouvoir se
terminer avant le debut de Im.
La Figure 3.6a presente une situation necessitant un commentaire parti-
culier. Elle saisit la configuration o u le processus de separation, qui marque
l'apparition de la partie-produit dans la langue, detruit egalement le tout-
initial. On peut illustrer ce cas de figure par le couple ïðóò / ñàæåíåö
¾ branche cassee / plant (d'arbre ou d'arbuste) ¿ : lorsque le tronc d'un jeune
arbre est casse, il peut etre appele ïðóò par un locuteur ; toutefois, l'entite-
tout originale ne peut plus etre denommee par ñàæåíåö, elle disparat donc
en tant qu'entite nommable.
Les deux conditions que nous venons de formuler  le chevauchement
(ou la poursuite immediate) des periodes Ih et Im ainsi que l'anteriorite du
debut de Ih avant celui de Im  peuvent etre formalises dans le cadre de la
mereo-topologie de la mani ere suivante :
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Produit(Nm, Nh) =⇒ ∀x(Im ∝ x =⇒ ¬(x ∝ Ih)) (3.15)
∧∃y(yσIh ∧ y ∝ Im) (3.16)
Ici, la condition en (3.15) garantit qu'un instant x strictement posterieur  a
la periode Im ne soit en aucun cas precedant de la periode Ih. La condition
en (3.16), quant  a elle, traduit l'apparition de l'entite-tout avant celle de la
partie-produit correspondante. Pour cela, l'on postule l'existence d'un instant
y contemporain de la periode Ih et strictement anterieur  a Im.
3.3.5 Evenements
La relation partie-tout entre evenements, que nous noterons Sous-
evenement(Nm,Nh) couvre des phenom enes et realites tr es varies. Apr es
un bref panorama des differentes oppositions, intervenant dans ce type de
relation, nous presenterons la formalisation de sa semantique.
Tout d'abord, dans la majorite des cas, le terme ¾ sous-evenement ¿
designe une etape d'un processus complexe. Un evenement-tout est ainsi di-
vise en plusieurs parties temporelles consecutives 46. C'est le cas par exemple,
d'un couple nominal comme ïðèçåìëåíèå / ïîë¼ò ¾ atterrissage / vol ¿ : ici,
le meronyme designe la derni ere phase du deplacement denote par ïîë¼ò. Ce
type de sous-evenements peut etre categorise comme une relation morceau
/ tout ou composant / assemblage, selon la situation d'enonciation.
Lorsque l'objet en question vole suite  a un lancement ou une projection,
sans qu'un humain le controle de quelconque mani ere durant le vol 47, ïðè-
çåìëåíèå designera l'instant o u cet objet touche le sol. Ainsi, par exemple,
un locuteur qui evoque
(53) ïðèçåìëåíèå
atterrissage
[âîëàíà]
volant
çà
au-del a
ãðàíèöàìè
limites.INSTR
êîðòà 48
court.GEN
¾ l'atterrissage [du volant] en dehors du court [de badminton] ¿
46. Les discours decrivant de tels processus complexes sont appeles TDM (Table De
Mati ere) chez Danlos (2006).
47. N'oublions pas que la trajectoire d'un objet projete est tout de meme soumise au
controle de la gravitation, de la resistance de l'air, etc.
161
Chapitre 3. Meronymie et dimension temporelle
veut designer uniquement le moment o u le volant touche le sol, et non une
phase de vol quelconque precedant ce contact. Le caract ere non-continu de
ce type de sous-evenement peut d'ailleurs etre mis en evidence par l'impos-
sibilite de le designer  a l'aide des verbes indetermines :
(54) a. Ñìîòðè, ìß÷ ïðèçåìëèëñß íà êðûøó !
¾ Regardes, le ballon a atterri sur le toit ! ¿
b. *Ñìîòðè, ìß÷ ïðèçåìëßåòñß íà êðûøó !
¾ Regardes, le ballon est en train d'atterrir sur le toit ! ¿
Dans ces contextes, les noms ïðèçåìëåíèå / ïîë¼ò ¾ atterrissage / vol ¿
sont lies par une relation morceau / tout. On peut les opposer  a des
situations o u l'objet en question est controle et manœuvre par un agent hu-
main durant le deplacement et non uniquement en lui donnant une impulsion
initiale. Dans le cas de ïðèçåìëåíèå ñàìîë¼òà ¾ atterrissage d'un avion ¿,
ïðèçåìëåíèå peut designer non seulement le moment o u l'avion touche le
sol, mais egalement tout le processus de perte d'altitude initie par les pilotes,
l'approche de la piste d'atterrissage, etc. Ce nom designe donc ici un proces-
sus dote d'une certaine fonction au sein de l'evenement-tout correspondant
et, par consequent, la relation entre ïðèçåìëåíèå / ïîë¼ò ¾ atterrissage /
vol ¿ est du type composant / assemblage. Il est d'ailleurs interessant
de noter que les aviateurs distinguent differentes phases  a l'interieur meme
d'un evenement d'atterrissage : ïëàíèðîâàíèå ¾ vol plane ¿, âûðàâíèâàíèå
¾ alignement ¿, âûäåðæèâàíèå ¾ maintien ¿, ïðîáåã ¾ course ¿, etc.
Un autre type de relation partie-tout entre evenements est celui o u
tous les sous-evenements sont du meme type et peuvent, en consequence,
etre denommees par les memes unites lexicales. C'est generalement le cas
d'evenements-touts composes d'un sous-evenement repete de mani ere cy-
clique :
48. http://smithclub.ru/page/kogda-schitat-volan-v-aute, consulte le
11/06/2018.
162
3.3. Etude de cas
(55) a. Ðàçðóøåíèå Èçåíãàðäà  âàæíàß áèòâàm [Âîéíû Êîëüöà]h
49
¾ La destruction d'Isengard est une importante bataille de la
Guerre de l'Anneau ¿
b. Åìó
il.DAT
ïîíðàâèëèñü
plaire.PST.PL
âñå
tous
íîìåðàm
numeros.NOM
ñïåêòàêëßh
spectacle.GEN
¾ Il a aime tous les numeros du spectacle ¿
c. Îí
il.NOM
çíàåò
connaitre
âñå
tous
ïåñíèm
chansons.ACC
êîíöåðòàh
concert.GEN
¾ Il connat toutes les chansons du concert ¿
Certains deplacements peuvent egalement s'inscrire dans cette categorie
des relations partie-tout, lorsqu'ils sont constitues de mouvements elemen-
taires cycliques ou sont presentes sous cet angle :
(56) a. òåïåðü ß çíàþ  êàæäûé øàãm ïîõîäàh òîãî ñòîèë
50.
¾ maintenant je le sais  chaque pas de la randonnee en valait la
peine ¿
b. êàæäîå ìãíîâåíèå ýòîãî ïóòåøåñòâèß áåñöåííî  êàæäàß
òðåíèðîâêà, êàæäûé ãðåáîêm çàïëûâàh
51
¾ chaque instant de ce voyage est precieux  chaque entranement,
chaque mouvement de bras de la nage [litt.] ¿
Dans tous ces exemples, les sous-evenements sont consideres du point de
vue de la similitude qu'ils presentent les uns avec les autres. Cela rapproche
les enonces ci-dessus des relations du type element / collection. Ce type
de sous-evenements est egalement lie  a la pluriactionnalite des verbes. En
francais, ceci a ete illustre par des verbes comme sautiller (Amiot et Stosic,
2011). En russe, nous pouvons souligner la semantique partitive des verbes
imperfectifs comme ïîñòóêèâàòü ¾ tapoter ¿ ou ðàñêëåèâàòü ¾ afficher ¿,
mais egalement des constructions indiquant le nombre de repetitions d'une
action (Bottineau, 2012). Toutefois, nous ne nous attardons pas sur l'etude
de l'aspect verbal dans notre recherche.
50. http://www.mhealth.ru/life/leisure/puteshestvie-mn-za-kondorami-v-
peruanskie-andy/2/, consulte le 20/11/2017.
51. https://www.trilife.ru/reports/ultra-zaplyv-27-km-tsyurikhskoe-
ozero/, consulte le 20/11/2017.
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Enfin, d'autres sous-evenements peuvent avoir lieu durant l'integralite de
l'evenement-tout auxquels ils appartiennent. Ainsi, ïàðòèß ñêðèïêè ¾ par-
tie (voix) du violon ¿ designe un sous-evenement du referent de ñîíàòà
¾ sonate ¿, ces deux entites ayant la meme extension temporelle. De meme,
la phrase Ï¼òð è Àííà ãóëßëè ¾ Piotr et Anna se promenaient ¿ peut
designer un evenement complexe, dans lequel il est possible de distinguer
deux sous-evenements simultanes : Ï¼òð ãóëßë ¾ Piotr se promenait ¿ et
Àííà ãóëßëà ¾ Anne se promenait ¿. De mani ere generale, ce type de sous-
evenements correspond  a des situations o u les actions sont executees par
plusieurs agents en meme temps, qu'ils soient implicites (un orchestre, c'est
 a dire un ensemble de musiciens, joue une sonate) ou explicites (Piotr et
Anna) 52. Le rapprochement entre ce type de relation partie-tout et une des
categories meronymiques de Vieu (1991) est difficile  a etablir. Le caract ere
homeom ere des ces entites nous laisse penser que la relation semantique
entre les unites linguistiques les denotant doit etre rapprochee des relations
portion / tout. En effet, l'action designee par Ï¼òð ãóëßë ¾ Piotr se
promenait ¿ a une forme semblable  a celle de l'evenement complexe qu'elle
compose, c'est- a-dire Ï¼òð è Àííà ãóëßëè ¾ Piotr et Anna se prome-
naient ¿ : il s'agit dans les deux cas de l'action de se promener.
Malgre la diversite des sous-evenements que nous venons de passer en
revue, la relation qu'ils entretiennent avec leurs evenements-touts correspond
necessairement  a l'une des quatre configurations temporelles de la Figure 3.7.
La seule condition necessaire  a la relation Sous-evenement(Nm,Nh) qui
decoule de ces schemas est l'inclusion totale de l'intervalle Im dans l'inter-
valle Ih. Le temps de deroulement d'un sous-evenement est, en effet, tou-
jours enti erement inclus dans le temps de l'evenement-tout dont il fait partie.
Cette unique condition peut etre formalisee dans notre cadre theorique de la
mani ere suivante :
Sous-evenement(Nm, Nh) =⇒ ∀x(xσIm =⇒ xσIh) (3.17)
Autrement dit, la relation Sous-evenement(Nm,Nh) peut se produire, d es
lors que pour tout instant x contemporain de la periode Im celui-ci est
52. Certains auteurs (Dressler, 1968 ; Cusic, 1981 ; Corbett, 2000) parlent de ¾ pluralite
verbale ¿, bien que ce terme regroupe chez eux des concepts grammaticaux differents
(Cabredo Hofherr, 2010).
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Im
Ih
(a) Im s Ih
Im
Ih
(b) Im d Ih
Im
Ih
(c) Im f Ih
Im
Ih
(d) Im = Ih
Figure 3.7  Les relations temporelles possibles entre un evenement Nh et
son sous-evenement Nm.
egalement contemporain de la periode Ih. Il est aussi possible de recourir
 a la relation ¾ pendant ¿ de Vieu (1991), que nous avons evoquee  a la page
125. Dans ce cas, la meme condition prend la forme suivante :
Sous-evenement(Nm, Nh) =⇒ Im ⊆t Ih (3.18)
Il est interessant de remarquer que les configurations temporelles entre
evenements et sous-evenements  qui sont, rappelons-le, des entites essen-
tiellement temporelles  sont comparables aux configurations spatiales que
forment les parties materielles. Ainsi, de la meme mani ere que les sous-
evenements sont temporellement inclus dans l'evenement-tout, les parties
materielles des entites concr etes sont incluses dans l'extension spatiale de
leurs touts 53.
Un certain nombre d'exemples en contexte peuvent porter  a croire  a l'in-
validite de la formalisation ci-dessus. Nous pensons  a des enonces comme :
(57) a. Îí ðåïåòèðóåò ïåðâûé íîìåðm ñâîåãî áóäóùåãî ñïåêòàêëßh
¾ Il rep ete le premier numerom de son futur spectacleh ¿
b. Îíà èãðàåò ïåðâóþ ÷àñòüm ñâîåé áóäóùåé ñèìôîíèèh
¾ Elle joue le premier mouvementm de sa future symphonieh ¿
53. Cf. egalement Lukasevic (2013 : 4).
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Tout en considerant les enonces observes dans le corpus, ces exemples
ete construits afin de desambiguser au maximum les situations considerees
et d'apporter tous les elements du contexte dont nous avons besoin pour
notre analyse. Ici, íîìåð ¾ numero ¿ et ÷àñòü ¾ mouvement ¿ designent des
evenements qui se deroulent  et donc existent en tant qu'entites temporelles
 au moment de l'enonciation. Or, les evenements-touts dont les entites tem-
porelles ainsi denommees font partie   a savoir ñïåêòàêëü ¾ spectacle ¿ et
ñèìôîíèß ¾ symphonie ¿  n'existent pas encore  a ce moment l a. On pour-
rait donc dire qu'il existe un moment x tel que (xσIm) ∧ ¬(xσIh), ce qui
serait incompatible avec la condition formulee en plus haut.
Ce type d'exemples cadre toutefois avec la configuration temporelle
decrite precedemment. Tout d'abord, un numero peut faire partie d'un
spectacle ou bien ne pas en faire partie. Il s'en suit donc que íîìåð est
le meronyme de ñïåêòàêëü, si du moins l'on se tient  a la definition de la
meronymie formulee par Salles (1995) (nous l'avons discutee  a la page 59).
Or, lorsqu'un numero fait effectivement partie d'un spectacle, il ne peut que
correspondre  a l'une des configurations temporelles illustrees dans la Figure
3.7 (page precedente). En effet, du moment que le premier numero d'un
spectacle commence, le spectacle en question commence obligatoirement
lui aussi. Inversement, un spectacle ne peut etre fini si le dernier numero
qui en fait partie ne l'est pas. Le meme raisonnement s'applique au couple
lexical ÷àñòü / ñèìôîíèß ¾ mouvement / symphonie ¿ de l'exemple (57b).
On est ici en presence des noms d'idealites, pouvant designer aussi bien
une realisation concr ete d'une œuvre  et donc un evenement  que ses
eventuels supports physiques (partition, par exemple) ou son abstraction de
toute realisation 54. Le contexte linguistique que nous proposons evite cette
ambigute : ici, ÷àñòü designe la realisation particuli ere d'un mouvement
de symphonie. Cet evenement se deroule au moment de l'enonciation, sans
que la symphonie enti ere soit realisee. Toutefois, lorsque ce mouvement fera
partie de la realisation de la symphonie dans son integralite, la relation
temporelle entre les deux evenements correspondra  a l'un des schemas de la
Figure 3.7. En cela les exemples (57) se rapprochent de la relation temporelle
des couples lexicaux composant / assemblage, que nous avons abordee
plus haut.
54. Ce dernier sens est celui dansÌíå íðàâßòñß ñîíàòû, à íå ñèìôîíèè ¾ J'aime bien
les sonates, mais pas les symphonies ¿.
166
3.4. Conclusion
3.4 Conclusion
Au terme de ce chapitre, il nous semble pouvoir dire que l'adoption
d'une analyse temporelle (et donc ¾ dynamique ¿) des entites permet un
examen plus approfondi des relations semantiques, en l'occurrence ici de la
meronymie. Les referents des noms et des verbes que nous avons abordes
s'inscrivent dans la dimension temporelle au meme titre que dans les dimen-
sions spatiales, leur structure interne evoluant avec le temps. Bien qu'il existe
des asymetries dans l'expression des domaines spatiaux et temporels, ne pas
prendre en compte certaines de ces evolutions nous empeche d'expliquer les
differences ou les points communs de certains types de parties.
Au del a de tous les cas particuliers abordes, une tendance generale semble
se degager. Quel que soit le type de partie consideree, son domaine tempo-
rel doit obligatoirement etre contemporain de celui de l'entite-tout corres-
pondante. Autrement dit, il doit exister une periode, aussi courte soit-elle,
commune aux extensions temporelles des deux entites. Cette restriction peut
etre formalisee comme suit :
Partie(Nm, Nh) =⇒ ImσIh (3.19)
Les differents types de parties que nous avons passes en revue dans cette
section ne sont que des cas particuliers de cette contrainte.
Precisons egalement que le recours au cadre theorique developpe par
Vieu (1991) presente un avantage considerable dans la formalisation de
cette contrainte. En effet, le cadre theorique de Allen (1984) necessite
l'enumeration des configurations temporelles possibles entre les domaines
temporels du tout et de la partie :
Partie(Nm, Nh) =⇒ Im{m,mi, o, oi, s, si, d, di, f, fi,=}Ih (3.20)
Cette notation ne nous semble pas tout  a fait adaptee  a la modelisation
des relations temporelles de partie  a tout. C'est pourquoi,  a notre avis, le
cadre theorique de la mereo-topologie devrait etre utilise dans des recherches
futures sur la semantique des sous-evenements, ainsi que des parties atypiques
comme les ingredients ou les produits.
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Chapitre 4
Dualite meronymie /
hyperonymie
Un lien tr es etroit entre la meronymie et l'hyperonymie, ou l'inclusion
de classes, a ete mis en lumi ere dans de nombreux travaux, comme nous
l'avons dej a souligne dans les premiers chapitres de cette th ese. Ces rela-
tions semantiques peuvent se distinguer selon les crit eres linguistiques sui-
vants : la meronymie correspond generalement aux patrons syntaxiques SNm
est une partie de SNh et SNh a / contient SNm, tandis que l'hyperonymie
est souvent exprimee par N1 est une sorte de N2. Toutefois, l'opposition
entre la meronymie et l'hyperonymie au niveau referentiel n'est pas toujours
tr es nette. Dans ce chapitre, nous essayerons d'integrer la notion d'hyper-
onymie dans le cadre theorique utilise. Apr es avoir introduit une mani ere
de representer visuellement la relation entre la meronymie et l'hyperonymie
(section 4.1), nous aborderons quelques phenom enes lies  a cette dualite (sec-
tion 4.2, page 177). Nous tenterons de recourir  a l'analyse temporelle entre
entites, presentee dans le chapitre precedent, afin d'avoir un regard nouveau
sur ces problematiques.
4.1 Visualisation de meronymie / hyperonymie
La relation qui lie la meronymie  a l'hyperonymie est observable dans un
champ semantique comprenant de nombreuses unites lexicales plutot qu'un
simple couple lexical. Or, plus le nombre de lex emes etudies est important,
plus il devient difficile d'analyser les rapports entre ces deux relations et les
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patrons syntaxiques associes. Jusqu' a present, nous avons eu recours  a une
notation comprenant des indices Nm et Nh, mais elle n'est pas adaptee  a
l'etude des relations plus complexes. Dans cette section, nous introduisons
donc une mani ere de representer visuellement les donnees afin de faciliter
leur exploitation.
4.1.1 Methode de construction
4.1.1.1 Axe de meronymie M
Supposons un axeM illustrant la relation de meronymie. Sur cet axe nous
pouvons indiquer des points qui correspondent aux unites lexicales etudiees.
Nous avons choisi de placer ces points de telle sorte que ceux materialisant
des parties se trouvent plus pr es du point d'origine de l'axe que ceux qui
designent les touts auxquels ces parties appartiennent. Par exemple, le cas
du couple moteur / voiture pourrait etre represente par le schema de la
Figure 4.1.
M
moteur voiture
Figure 4.1  Axe M : la representation graphique de la meronymie.
Ce schema indique que le referent de moteur est inclus dans le referent
de voiture. Ce type de schematisation tient compte de la transitivite qui
caracterise, de mani ere generale, la relation partie-tout. Effectivement, lors-
qu'on represente sur un meme axe M les couples lexicaux carburateur /
moteur et moteur / voiture, le point correspondant  a carburateur est situe
plus pr es de l'origine de l'axe M que le point correspondant  a voiture (cf.
Figure 4.2 page ci-contre). La lecture graphique nous sugg ere donc l'existence
d'un couple partie-tout carburateur / voiture ; la transitivite a bien lieu dans
ce cas. Les cas d'echec de la transitivite seront abordes plus loin dans cette
section (page 173).
4.1.1.2 Axe d'hyperonymie H
De mani ere similaire  a la construction de l'axe M, considerons un axe H
correspondant  a la relation d'hyperonymie. Nous pouvons y placer des unites
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M
carburateur moteur voiture
Figure 4.2  La transitivite de la meronymie sur l'axe M.
lexicales de sorte que les hyponymes soient plus pr es de l'origine de l'axe que
les hyperonymes correspondants. La Figure 4.3 illustre l'exemple du couple
voiture / vehicule dans lequel le premier substantif est l'hyponyme du second.
H
voiture vehicule
Figure 4.3  Axe H : la representation graphique de l'hyperonymie.
L'axe H rend egalement compte du caract ere transitif de l'hyperonymie.
Le couple hyperonymique limousine / voiture, place sur le meme axe que le
couple precedent, nous donne la Figure 4.4.
H
limousine voiture vehicule
Figure 4.4  Transitivite de l'hyperonymie sur l'axe H.
Le nom limousine est situe plus pr es de l'origine de l'axe H que le nom
vehicule : une limousine est donc un vehicule, selon cette representation.
Comme on le voit, nous avons decide de recourir  a la meme logique d'inclusion
sur les axes M et H : l'entite se situant plus pr es de l'origine de l'axe est
incluse dans celle qui s'en trouve plus eloignee ; cette inclusion est spatio-
temporelle dans le cas de la relation partie-tout (axe M ) et ¾ typologique ¿
dans le cas de l'hyperonymie (axe H ).
Nous devons egalement preciser que seule la position relative est  a lire sur
les schemas presentes. Des distances potentiellement mesurees entre points
n'y ont aucune signification particuli ere et ne doivent, par consequent, pas
etre prises en compte. C'est la raison pour laquelle nous avons choisi de
representer les points voisins  a des distances egales.
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4.1.1.3 Plan semantique meronymie / hyperonymie
Les axes M et H definis plus haut peuvent etre combines pour former un
espace  a deux dimensions. Nous utiliserons M en tant qu'axe des abscisses et
H en tant qu'axe des ordonnees. Il s'agit, bien evidemment, d'une decision
arbitraire mais nous nous tiendrons  a cette convention dans la suite de ce
travail. L'espace ainsi obtenu sera appele ¾ plan semantique meronymie /
hyperonymie ¿ ou, tout simplement, plan semantique 1.
Le plan semantique nous permet d'indiquer, pour une unite lexicale
donnee, quatre relations differentes. Si celle-ci est representee par le point
N , alors Nmer, son meronyme, se situe  a sa gauche et Nhol, son holonyme,
 a sa droite. Les points Nhyper et Nhypo, representant son hyperonyme et son
hyponyme, se situent respectivement au-dessus et en dessous. L'ensemble de
ces relations ainsi qu'un exemple de schematisation sont presentes dans la
Figure 4.5.
M
H
NNmer N hol
N hyper
N hypo
(a) Presentation formelle.
M
H
fleurpetale bouquet
plante
rose
(b) Champ lexical de fleur.
Figure 4.5  Plan semantique meronymie-hyperonymie.
La Figure 4.5b nous permet donc d'illustrer quatre unites lexicales liees
au nom fleur par des relations semantiques distinctes. Sur le meme axe ho-
rizontal que fleur se trouvent des noms d'entites liees  a une fleur par une
relation partitive : petale designe la partie d'une fleur, tandis que bouquet
designe l'entite dont une fleur peut faire partie. Sur l'axe vertical se situent
des noms, qui entretiennent avec fleur une relation ¾ sorte de ¿ : une fleur
1. Ce terme n'a pas ici la meme signification que dans les theories de Tesni ere (1988)
et Melcuk (1995b).
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est une sorte de plante, c'est pourquoi le point plante se trouve au-dessus du
point fleur. Rose, au contraire, se situe sous le point fleur, car il s'agit de son
hyponyme.
Plusieurs probl emes peuvent etre souleves quant  a la schematisation en
4.5b. Premi erement, il est impossible d'ajouter  a ce schema certaines autres
unites lexicales. Ainsi, sepale ne semble pas prendre place dans le plan
semantique considere. Ce nom ref ere, en effet,  a une partie d'une fleur et le
point correspondant devrait donc se situer sur le meme axe horizontal que le
point fleur. Or, il n'entretient pas de relation partitive avec petale et ne peut
donc se situer ni  a sa gauche, ni  a sa droite. De meme, il serait impossible
d'illustrer tulipe dans ce plan semantique, car ce nom forme une hierarchie
hyperonymique avec fleur (une tulipe est une sorte de fleur) mais pas avec
rose (une tulipe n'est pas une sorte de rose et une rose n'est pas une sorte
de tulipe).
Un second probl eme est celui de l'incoherence de la hierarchie petale /
fleur / bouquet. La representation dans la Figure 4.5b montre sa transitivite
et cela trouve en partie un reflet dans le monde des objets reels : un petale est
une portion de l'espace occupe par un bouquet de fleurs, le poids d'un petale
fait partie du poids du bouquet correspondant, etc 2. Or, les couples lexicaux
petale / fleur et fleur / bouquet ne sont pas lies par les memes relations
meronymiques, la premi ere etant la relation composant / assemblage et
la seconde element / collection.
4.1.1.4 Surface semantique
Les critiques de la figuration sous forme de ¾ plan semantique ¿ avancees
dans le point precedent sont liees  a la mani ere de representer les unites lexi-
cales. D es lors qu'une unite est representee par un point, elle ne peut, en effet,
etre graphiquement inscrite que dans une seule hierarchie meronymique et
hyperonymique. Pour permettre des visualisations plus complexes, comme
celles suggerees dans le point precedent, nous allons donc doter chaque unite
lexicale de dimensions dans le plan semantique utilise. Chaque item sera ainsi
represente par un rectangle dont les dimensions dependront du nombre de
hierarchies semantiques  meronymiques et hyperonymiques  dont il fait
partie. Les hierarchies petale / fleur et rose / fleur / plante peuvent ainsi
etre saisies par le biais de la Figure 4.6 (page suivante).
2. Cf. le raisonnement similaire de Lukasevic (2013 : 4) sur le triplet ðó÷êà / äâåðü /
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M
H
fleurpetale
plante
rose
Figure 4.6  Surfaces semantiques du champ lexical de fleur.
Ici, le raisonnement relatif au positionnement des unites lexicales sur le
plan semantique est similaire  a celui employe dans la construction de la Figure
4.5b (page 172). Mais l'attribution de surfaces aux representations des items
concernes nous offre la possibilite de les inscrire dans plusieurs hierarchies
de chaque type. Ainsi, nous pouvons placer sepale sur le plan semantique de
telle sorte qu'il soit meronyme de fleur, mais n'entre pas dans une hierarchie
partitive avec petale (cf. Figure 4.7a, page suivante). Sepale ne se trouve
donc pas sur le meme axe horizontal que petale, les positions de ces deux
unites lexicales diff erent egalement sur un axe vertical, car aucune hierarchie
hyperonymique ne les lie. De la meme mani ere, le mot tulipe trouve sa place
dans cette representation graphique en tant qu'hyponyme de fleur sans pour
autant entretenir une relation d'hyperonymie ou d'hyponymie avec rose (cf.
Figure 4.7b, page ci-contre). Le recours  a des surfaces plutot que des points
r egle donc le premier probl eme evoque dans la section precedente.
La problematique de l'indication des hierarchies non-transitives peut etre
solutionnee de la meme mani ere, en utilisant les surfaces semantiques des
unites lexicales. La configuration illustree dans la Figure 4.8 (page 176) per-
met, par exemple, d'indiquer une relation de partie  a tout entre fleur et
bouquet d'un type different de celle qui op ere entre petale et fleur ou sepale
et fleur. Ainsi place sur le plan semantique, bouquet n'est pas en relation de
meronymie avec les noms petale et sepale.
Precisons egalement que, malgre l'utilisation que nous faisons de la notion
de ¾ surface semantique ¿, les tailles des figures illustrant les unites lexicales
äîì ¾ poignee / porte / maison ¿.
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M
H
petale
sepale
fleur
rose
plante
(a) Ajout de sepale.
M
H
petale
sepale
fleur
rose
tulipe
plante
(b) Ajout de tulipe.
Figure 4.7  Indication des hierarchies meronymiques et hyperonymiques
multiples.
ne sont pas  a prendre en compte lors de la lecture des schemas. Seules leurs
positions relatives peuvent faire l'objet d'une interpretation. Nous avons tou-
tefois essaye de nous tenir  a des constructions graphiques similaires afin de
proposer une certaine homogeneite des notations et de faciliter la lecture des
schemas.
4.1.2 Limites de la methode
La methode de representation visuelle de la dualite meronymie / hypo-
nymie presente certaines limites que nous decrivons dans cette section. Tout
d'abord, ce syst eme ne permet pas de representer les entites definies par l'ab-
sence d'une partie. Cela concerne un faible nombre de cas, parmi lesquels les
exemples ci-dessous :
(1) a. un sphinx est un chat sans poils
b. une piala 3 est une tasse sans anse
Il s'agit toujours d'une categorie d'entites dont la difference specifique
par rapport aux autres entites d'un meme genre est l'absence d'une partie
prototypique. La representation graphique de ce type de relation n'est pas
possible. Premi erement, il n'existe bien evidemment pas de categorie d'entites
3. Recipient d'origine orientale servant  a boire du the ou d'autres boissons.
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M
H
petale
sepale
fleur
bouquet
rose
tulipe
plante
Figure 4.8  Representation des hierarchies non-transitives.
dont la specificite est de ne pas exister et il n'est pas possible de traduire le
predicat x n'existe pas dans notre mod ele graphique 4. Deuxi emement, nous
n'avons pas la possibilite d'interdire l'heritage de partie par l'hyperonyme
pour un hyponyme particulier. Un sphinx etant dans (1a) une race de chats,
il doit forcement heriter du meronyme poils 5. La relation semantique qui lie
les couples poils / sphinx et anse / piala est donc d'ordre mereologique, car
elle refl ete la structure de l'entite-tout. Toutefois, les noms poils et anse ne
designent pas des parties des referents de sphinx et piala mais des entites
qui leur sont hierarchiquement superieures. Nous ne pouvons donc pas parler
d'une relation de partie  a tout dans le cas de ces couples lexicaux.
Precisons toutefois que l'absence de partie ne doit pas etre confondue
avec la presence de parties negatives dans la structure d'une entite-tout. Ce
type d'entites  auxquels font reference des noms comme trou, fissure, creux,
etc.  ne pose pas de probl eme d'heritage des parties absentes. Bien que ce
cas de figure soit lui aussi assez rare, nous en avons observe quelques occur-
rences. Par exemple, le dictionnaire de Ozegov (1988) definit une rondelle
4. Les entites mythiques ou imaginaires, tels Minotaure ou une licorne, constituent
sans doute des cas  a part enti ere. Bien que ces etres n'existent pas, a priori, dans l'espace
referentiel dans lequel nous evoluons, il est possible de faire des assertions quant  a leur
structure spatiale : Minotaure a la tete d'un taureau, une licorne a une corne, etc. Nous
laissons ici de cote ces entites particuli eres, qui devraient etre analyses dans le cadre
semantique des espaces mentaux (Fauconnier, 1984).
5. Nous parlerons des mecaniques d'heritage dans la section 4.2.2.2 de ce chapitre.
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(øàéáà) comme ¾ un disque avec un trou ¿ (ïëàñòèíêà ñ îòâåðñòèåì). La
representation graphique du couple îòâåðñòèå / øàéáà ¾ trou / rondelle ¿
est donc tout  a fait envisageable.
Un autre probl eme que l'on peut rencontrer est celui des representations
atypiques de la dualite hyperonymie / meronymie. Supposons une structure
semantique  a deux unites lexicales liees par une des relations abordees jus-
qu'ici. Il est impossible qu'elles entretiennent egalement une seconde relation
semantique : ainsi un nom N1 ne peut etre  a la fois meronyme et holonyme
de N2, et N3 ne peut etre hyponyme et hyperonyme de N4. Le fait pour une
entite d'etre  a la fois la partie et l'entite-tout d'une seconde entite va  a l'en-
contre de la notion meme de partie : comme nous l'avons vu dans le chapitre
1, une telle configuration impliquerait forcement l'equivalence des deux unites
lexicales garantie par la propriete d'antisymetrie de la meronymie (page 10).
Mais cette restriction est egalement valable lorsque les relations considerees
appartiennent  a des hierarchies differentes : par exemple, il est impossible de
representer une unite lexicale N1 qui serait  a la fois meronyme et hyperonyme
de l'unite N2. Nous presentons ici cette limitation en tant que faiblesse du
mod ele graphique que nous proposons. Malgre cela, nous n'avons pas trouve
d'exemples permettant d'illustrer la condition decrite ci-dessus. Il peut donc
s'agir d'une restriction d'ordre ontologique, les implications semantiques n'en
etant qu'une consequence.
4.2 Phenom enes lies  a la dualite
Nous venons de montrer qu'il existe un lien fort entre la meronymie et
l'hyperonymie, nous permettant de parler d'une veritable dualite semantique.
Ces rapprochements ont des consequences sur certains phenom enes seman-
tiques. Dans cette section, nous allons aborder quelques unes d'entre elles.
4.2.1 Congruence ontologique
4.2.1.1 Definition
Comme nous l'avons dej a souligne  a plusieurs reprises, les relations de
partie  a tout prototypiques lient les entites concr etes :
la relation ¾ partie-tout ¿ est conceptuellement ancree dans le monde
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des objets physiques et s'applique, en premier lieu, ¾  a l'ensemble des
entites du monde concret materiel et vaut pour toute entite susceptible
d'etre envisagee sous l'angle de sa constitution physique ¿ (Borillo,
1996 : 111) 6.
En effet, c'est le decoupage ¾ spatial ¿ des entites qui semble le plus
souvent mis en jeu par la relation de partie  a tout. Les exemples avances
tout au long de ce travail, et notamment dans le chapitre 3, prouvent qu'il
est egalement possible de considerer des relations meronymiques entre en-
tites abstraites : le domaine temporel semble offrir un support suffisant  a la
distinction des parties. Mais les entites materielles ne semblent pas accepter
le decoupage dans le domaine temporel. De meme, les entites temporelles
n'acceptent generalement pas de decoupage spatial. Les entites des deux
categories ne sont donc generalement pas liees par une relation de partie  a
tout. Nous avons egalement vu que dans certaines classifications, comme celle
de Champollion (2010), la nature des relations partitives depend de celle des
entites. Tout cela nous porte  a croire qu'il existe sans doute des contraintes
generales sur la nature des entites-touts et celle des parties qui les composent.
Dans le cadre de sa recherche sur l'anaphore associative en francais, Klei-
ber (1999) remarque que celle-ci ne peut avoir lieu entre les entites de types
differents :
l'alienation exigee par l'anaphore associative peut avoir lieu si l'element
subordonne est du meme type ontologique que le ref erent de l'antece-
dent 7.
Il explique ainsi la difference entre l'exemple II s'abrita sous un vieux
tilleul. Le tronc etait tout craquele, tout  a fait acceptable en francais, et
*Pierre a expose son dernier tableau. La beaute est fascinante qui ne l'est
pas. En effet, dans le premier cas, l'anaphore peut etre mise en place, car
les noms concernes  tilleul et tronc  designent tous les deux des entites
materielles. Dans le second exemple, a contrario, les deux entites convoquent
des categories ontologiques differentes : tableau designe un objet concret tan-
dis que beaute est une propriete abstraite. En se basant sur cette observation,
l'auteur formule un crit ere relatif  a la notion de ¾ partie ¿ connu sous le nom
de principe de congruence ontologique :
6. Mikaelian (2002 : 198).
7. Kleiber (1999 : 89).
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seul un element qui est du meme type ontologique que l'objet est
considere comme une veritable partie de l'objet 8.
Ce crit ere de Kleiber nous am ene  a considerer conjointement les types
d'entites denommees par un meronyme ou par un holonyme donnes. Pour
les specifier, il n'est pas possible de recourir  a la notion de classe d'objets de
Gross (2008), largement utilisee par ailleurs. En effet, comme l'auteur le re-
marque lui-meme, ¾ les classes d'objets ne sont pas des concepts semantiques
abstraits mais des entites construites sur des bases syntaxiques ¿ (Gross,
2008 : 121). Or nous souhaitons decrire le type d'entite en tant que telle,
independamment de l'usage qu'un locuteur peut en faire. Preciser la nature
intrins eque de telle ou telle entite revient alors, dans notre cas,  a donner
son genre prochain 9 ou hyperonyme. L'annotation en classes semantiques  a
l'aide des hyperonymes est une methode utilisee, entre autres, par Morlane-
Hond ere et Fabre (2012 : 174), dans le cadre de la recherche sur le traitement
automatique de la meronymie. Nous pouvons donc reformuler le principe de
congruence ontologique en stipulant que seules les unites lexicales ayant un
hyperonyme commun peuvent etre liees par une relation semantique de partie
 a tout. Et par consequent le couple Nm / Nh ne peut recevoir un traitement
meronymique que lorsqu'il existe une unite lexicale N1 hyperonyme de Nm
et Nh, comme dans la Figure 4.9.
M
H
N1
Nm Nh
Figure 4.9  Representation de la congruence ontologique de Kleiber (1999 :
89).
Cruse (1986, 2000) evoque lui-aussi un crit ere similaire, bien que, dans son
cadre d'analyse, la restriction ne soit pas aussi categorique. L'auteur distingue
8. ibid.
9. Nous avons evoque cette notion  a la page 105.
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les parties ayant un meme type ontologique que les touts correspondants
(¾ type congruent parts ¿) de celles dont la nature est differente des touts
qu'elles composent. Contrairement  a Kleiber, il n'exclut pas le traitement de
ces derni eres en termes de relation partie-tout. Il remarque toutefois que les
couples lexicaux ontologiquement congruents sont ¾ meilleurs ¿ que ceux qui
ne repondent pas  a ce crit ere 10.
4.2.1.2 Contre-exemples
Le principe de congruence ontologique permet donc de distinguer les re-
lations partie-tout supposees prototypiques des autres relations semantiques.
Celles-ci recouvrent notamment les proprietes des entites materielles, telles
que le poids ou la taille, qui ne peuvent etre traitees en tant que parties des
premi eres, du fait de leur nature abstraite. Le traitement different des par-
ties et des proprietes nous parat tout  a fait justifie : ces derni eres n'ont pas
d'extension spatio-temporelle qui leur serait propre et ne peuvent resulter,
par consequent, d'un decoupage quelconque de l'entite-tout. Les notions de
poids et de taille, par exemple, qualifient les entites concr etes, mais ne sont
pas elles-memes dotees de mati ere.
Toutefois, la notion de congruence ontologique et de classes d'entites pose
certains probl emes. En effet, dans de nombreux exemples de couples partie-
tout, les lex emes appartiennent  a des classes semantiques differentes. Prenons
tout d'abord des cas de meronymies prototypiques, comme êîëåñî / ìàøèíà
¾ roue / voiture ¿ ou êðûøà / äîì ¾ toit / maison ¿. Il parat tout  a fait
evident que, bien que ìàøèíà ¾ voiture ¿ designe un vehicule, le referent de
êîëåñî ¾ roue ¿ n'en est pas un. De meme, êðûøà ¾ toit ¿ et äîì ¾ maison ¿
n'appartiennent pas aux memes classes semantiques : une maison est un
batiment tandis qu'un toit n'en est pas un. Le caract ere artificiel est la seule
qualite que ces noms de parties et de touts ont en commun. Ainsi, une roue et
une voiture sont des artefacts ce qui justifie, selon le principe de congruence
ontologique, leur interpretation partitive. Le meme raisonnement peut etre
avance pour le couple lexical êðûøà / äîì ¾ toit / maison ¿.
Certains autres couples partie-tout sont neanmoins constitues  a la fois
d'entites naturelles et d'artefacts. C'est le cas de certaines relations element
/ collection, comme öâåòîê / áóêåò ¾ fleur / bouquet ¿ : bien qu'une
10. ¾ The consistent type pairs are somehow better ¿, (Cruse, 2000 : 153).
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fleur soit une entite naturelle, l'entite-tout dont elle peut faire partie  un
bouquet  ne l'est pas et presente des caracteristiques d'un artefact. Suppo-
sons que ces deux unites lexicales repondent au principe de congruence onto-
logique  condition necessaire  a l'interpretation meronymique de ce couple.
Cela signifie donc que les deux entites denommees sont considerees sous angle
materiel, car une fleur et un bouquet ont tous les deux des extensions spa-
tiales.
L'aspect materiel ou concret des entites est egalement le seul point com-
mun  a des personnes et  a des objets de leur sph ere personnelle qui, comme
nous l'avons evoque precedemment, peuvent etre conceptualises en tant que
parties des premi eres. Ainsi, un vetement, par exemple, est ontologiquement
tr es eloigne de la personne qui peut le porter : il s'agit d'un artefact et non
d'une entite naturelle, un vetement n'est pas anime contrairement  a celui qui
le porte, etc. Or la relation de partie  a tout entre deux entites de ce type en
russe ouvre la voie  a l'expression d'une synecdoque, comme en (2) :
(2) Èðèíà
Irina
íàäåëà
mit
êóðòêó
veste.ACC
è
et
çàñòåãíóëàñü
se.ferma
¾ Irina a mis une veste et l'a fermee ¿
Ici, l'emploi du verbe reflechi çàñòåãíóòüñß ¾ se fermer / se boutonner ¿
est possible en russe, tandis qu'en francais le recours similaire  a des verbes
reflechis est reserve au registre familier (Irina s'est boutonnee). Le vetement
en question y est donc assimile  a une partie de son porteur. Pourtant, Irina
et sa veste n'ont pas d'autres points en commun, que d'etre dotees de mati ere
et de forme 11.
Il est donc clair que dans les exemples avances jusqu'ici, seule l'opposition
concret / abstrait entre deux entites pouvait empecher leur interpretation
partitive. Autrement dit, les objets concrets ne semblent pas accepter les par-
ties abstraites et vice versa. Quelques couples partie / tout, dont une entite
est concr ete et l'autre abstraite, ont tout de meme ete observes. Nous pouvons
nous demander, notamment, si le couple ñïîðòñìåí / êîìàíäà ¾ sportif
/ equipe ¿ presente une opposition de ce type : un sportif est une entite
11. Cet exemple peut se rapprocher de ce que Kleiber (1994 : 138) appelle la ¾metonymie
integree ¿ : le nom designant l'entite-tout peut etre le sujet de predicats qui s'appliquent,
en r egle generale, aux noms de certaines de ses parties. L'auteur illustre ce phenom ene par
l'opposition entre Paul est bronze et La peau de Paul est bronzee. Il remarque qu'il n'y a
pas d'identite referentielle entre les sujets de ces phrases : dans Paul est bronze le predicat
etre bronze s'applique alors non pas  a la peau de Paul mais au tout qu'il represente.
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materielle et animee, tandis qu'une equipe est un ensemble de personnes,
c'est  a dire une entite abstraite. En effet, contrairement aux ensembles formes
en fonction de la proximite spatiale des elements, les ensembles construits so-
cialement peuvent exister independamment de leurs membres. Ainsi, quand
bien meme une foret peut se voir attribuer une mati ere  celle de l'ensemble
des arbres la composant  une equipe ne peut etre reduite  a la somme
des sportifs qui la composent. Du point de vue linguistique, ñïîðòñìåí
¾ sportif ¿ et êîìàíäà ¾ equipe ¿ ne semblent pas susceptibles de partager
un veritable hyperonyme : âåùü ¾ chose ¿ et ïðåäìåò ¾ entite ¿ designent
davantage des objets concrets non-animes et sont, sans doute, des termes
trop generaux pour illustrer le principe de congruence ontologique. Celui-ci
ne semble donc pas caracteriser l'ensemble des relations meronymiques.
Quelques relations de partie  a tout necessitent tout de meme un commen-
taire particulier, car la nature des entites qu'elles lient est sujette  a discussion.
Se pose notamment la question de la nature des mati eres et des substances
designees par des noms comme çîëîòî ¾ or ¿, äåðåâî ¾ bois ¿, àëêîãîëü
¾ alcool ¿, etc. Salles (1995 : 54) avance que le principe de congruence on-
tologique doit les exclure ¾ des parties d'un objet physique cohesif ¿ car,
contrairement  a ces objets concrets, la mati ere designee par ces noms est une
entite abstraite. En effet, les noms de ce type peuvent designer la mati ere,
sans qu'aucune forme ne lui soit attribuee. Ainsi, des phrases comme çîëîòî
 êîâêèé ìåòàëë ¾ l'or est un metal malleable ¿ ou âîäà  áåçöâåòíàß
æèäêîñòü ¾ l'eau est un liquide incolore ¿ decrivent les caracteristiques
d'une mati ere independamment de la forme qu'elle peut prendre, ou des
entites dont elle peut etre un constituant. L'or est donc decrit ici comme
un metal intrins equement malleable et, par consequent, il l'est egalement
lorsqu'il est dote d'une forme. Mais l'abstraction de la mati ere n'est pas la
seule interpretation possible de ce type d'enonces. Le nom de mati ere çîëîòî
¾ or ¿ peut egalement designer tout l'or du monde ou, plus formellement, la
somme de toutes les entites que l'on nomme ¾ or ¿. Il ne s'agirait pas, dans ce
cas, d'une abstraction : le referent de çîëîòî ¾ or ¿ est ici concret et materiel
puisque chaque entite faisant partie de l'ensemble de l'or du monde est dotee
de mati ere et de forme. Les deux interpretations des noms de substances 
abstraite et concr ete  sont alors envisageables.
L'interpretation de ces noms dans des constructions traduisant la rela-
tion de partie  a tout est egalement ambigue. Lorsque l'on consid ere un enonce
comme â ýòîì êîëüöåh åñòü çîëîòîm ¾ dans cette bagueh il y a de l'orm ¿, le
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nom de mati ere çîëîòî ¾ or ¿ semble avoir pour referent une entite concr ete :
l'or d'une bague particuli ere est une substance concr ete et non une abstrac-
tion de quelque type que ce soit. Cet or peut etre vu, touche, voire extrait
et utilise pour la confection d'une autre entite. Il nous semble donc que la
mati ere peut tout  a fait etre consideree sous l'angle partitif par rapport  a
une entite dans la composition de laquelle elle entre, que l'on accepte ou non
la restriction du principe de congruence ontologique. Rappelons egalement
que certaines typologies des relations meronymiques (Iris et al., 1988 ; Vieu,
1991) reservent une categorie particuli ere aux relations entre une substance
et l'entite-tout correspondante.
Le raisonnement concernant les noms de mati ere que nous venons d'expo-
ser rejoint celui que Salles (1995 : 54) avance  a propos des noms de localisation
interne :
Quant aux elements X, tels que cote, angle, pointe, coin, etc., parties
d'objets materiels, qui ne sont pas eux-memes marques du trait [objet
materiel], je ne pense pas que le principe d'identite des meronomies
doive les exclure. Ces elements, quand ils sont associes  a un objet
physique, sont dotes d'une mati ere et d'une forme.
En effet, les noms evoques ne designent pas des entites existant dans le
monde des entites concr etes puisqu'il n'existe pas d'objets portant les noms
cote, angle, pointe, etc. Il s'agit d'entites ayant une dependance existentielle
de type referentiel, comme nous avons dej a eu le cas de le preciser : ces
entites n'existent qu'au moment o u le locuteur s'y ref ere. Seulement, malgre
l'absence de referent ayant une existence propre et autonome, ils designent
des parties d'objets concrets qui sont elles-memes materielles. Aurnague
(2004 : 98-99) remarque toutefois que, malgre ces aspects spatiaux des noms
de localisation interne, la nature de leurs referents est differente par es-
sence de celle des entites-touts : il qualifie les premiers de ¾ lieux ¿ (entites
materielles fixes dans un cadre de reference et une portion d'espace), tandis
que les seconds sont des ¾ objets ¿. Ceci peut etre egalement problematique
du point de vue du ¾ principe de contraste ¿.
Compte tenu de tous les arguments avances dans cette section, le prin-
cipe de congruence ontologique, tel que le concoit Kleiber (1999), parat trop
restrictif. La fronti ere entre la meronymie et d'autres relations semantiques
ne semble pas pouvoir etre definie de mani ere aussi categorique. De nom-
breuses entites n'appartiennent pas  a la meme classe semantique  aussi bien
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qu'ontologique  que les parties qui les composent. Bien qu'insuffisante, l'op-
position concret / abstrait semble donc plus operatoire pour la distinction
des meronymies prototypiques et marginales.
4.2.2 Hyperonymie entre couples partie-tout
4.2.2.1 Cas general
Comme nous venons de le discuter, deux unites lexicales liees par une
relation de meronymie n'appartiennent pas toujours  a une meme classe
semantique et ne poss edent donc pas obligatoirement des hyperonymes en
commun. Nous pourrions donc stipuler que les unites lexicales en question
 le meronyme et l'holonyme  peuvent etre inscrites dans des hierarchies
hyperonymiques independantes ; cette configuration generalisee est illustree
dans la Figure 4.10. Ici, Nm et Nh ont des hyperonymes et des hyponymes
differents, bien qu'ils puissent avoir un hyperonyme commun de haut niveau,
qui n'est pas presente dans l'illustration.
M
H
N1
N2
Nm Nh
N3
N4
Figure 4.10  Meronyme et holonyme avec leurs hierarchies hyperonymiques
respectives.
Dans ce schema, nous avons pris soin de ne pas situer les unites lexicales
N1 et N2, tout comme N3 et N4, sur un meme axe horizontal, et ce pour ne
pas les inscrire dans des memes hierarchies meronymiques. On remarquera
que, jusqu'ici, nous ne nous sommes pas interesse  a la possibilite de relations
partie-tout entre des couples tels que N1 / N2 et N3 / N4. L'analyse de telles
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relations est l'objet de la presente section.
La relation de meronymie entre ces unites lexicales semble, en effet, cor-
respondre  a une multitude de configurations ontologiques. Nous avons ob-
serve des couples meronymiques N1 / N2 et N3 / N4, tels que N1 et N2
sont respectivement hyperonymes de N3 et N4. Autrement dit, quatre unites
lexicales peuvent former deux hierarchies hyperonymiques et deux hierarchies
meronymiques. Cette configuration est graphiquement representee dans la Fi-
gure 4.11. Dans ce genre de situation, nous parlerons d'hyperonymie entre
deux couples partie-tout.
M
H
N1 N2
N3 N4
Figure 4.11  Relation d'hyperonymie entre deux couples partie-tout.
Les couples meronymiques lies de cette facon par la relation d'hyperony-
mie peuvent appartenir  a des differentes categories de notre typologie. Nous
illustrons ce phenom ene par deux couples prototypiques composant / as-
semblage  êîíå÷íîñòü / æèâîòíîå ¾ membre (extremite) / animal ¿
et ëàïà / ñîáàêà ¾ patte / chien ¿  dans la Figure 4.12 page suivante. On
voit,  a travers ce schema, que êîíå÷íîñòü designe une partie du referent
de æèâîòíîå ; il s'agit en effet d'une partie canonique, car un animal a
generalement des membres d'un type ou un autre 12. Ces deux unites lexi-
cales ont pour hyponymes respectivement ëàïà et ñîáàêà et ces noms entre-
tiennent la meme relation meronymique que leurs hyperonymes : un chien
est generalement dote de pattes.
Cette figure ne rend toutefois pas compte des eventuelles entites-touts
alternatives ainsi que des cas de co-meronymie. Traitons avant tout le pre-
mier probl eme. De la meme mani ere que nous l'avons fait dans les sections
12. Cette partie n'est toutefois pas obligatoire, car certains animaux n'ont pas de
membres (serpents, limaces).
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M
H
êîíå÷íîñòü
¾ membre ¿
æèâîòíîå
¾ animal ¿
ëàïà
¾ patte ¿
ñîáàêà
¾ chien ¿
Figure 4.12  La relation d'hyperonymie entre deux couples meronymiques
du type composant / assemblage.
precedentes, il est possible d'enrichir la Figure 4.12 en y integrant la rela-
tion de partie  a tout entre ëàïà ¾ patte ¿ et êîøêà ¾ chat ¿. Le resultat de
cet ajout est presente dans la Figure 4.13. Comme nous pouvons le consta-
ter, la relation d'hyperonymie y est egalement possible entre les couples
êîíå÷íîñòü / æèâîòíîå ¾ membre / animal ¿ et ëàïà / êîøêà ¾ patte /
chat ¿.
M
H
êîíå÷íîñòü
¾ membre ¿
æèâîòíîå
¾ animal ¿
ëàïà
¾ patte ¿
ñîáàêà ¾ chien ¿
êîøêà ¾ chat ¿
Figure 4.13  Enrichissement de la Figure 4.12 avec le nom d'une entite-tout
alternative.
Dans les cas de co-meronymie qui requi erent la presence de plusieurs
types de parties au sein d'une entite, la configuration d'hyperonymie entre
les couples partie-tout est egalement possible. Cela se produit, lorsqu'un tout
compte dans sa structure des parties lexicalement distinctes, mais ayant un
meme hyperonyme. Pour reprendre le champ lexical des membres, nous pou-
vons avancer l'exemple de la structure du corps humain. En effet, les membres
du corps humain n'appartiennent pas  a un seul type, comme chez le chat
ou le chien, car lexicalement distincts selon qu'ils sont situes dans la partie
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superieure ou inferieure du corps. On peut s'y referer respectivement par ðóêà
¾ bras ¿ et íîãà ¾ jambe ¿, comme nous pouvons le voir dans la Figure 4.14
(de la presente page). La relation d'hyperonymie entre les couples partie-tout
est egalement  a l'œuvre dans les cas des membres du corps humain.
M
H
êîíå÷íîñòü
¾ membre ¿
æèâîòíîå
¾ animal ¿
ëàïà ¾ patte ¿
ðóêà ¾ bras ¿
íîãà ¾ jambe ¿
ñîáàêà ¾ chien ¿
êîøêà ¾ chat ¿
÷åëîâåê ¾ humain ¿
Figure 4.14  Enrichissement de la Figure 4.13 avec une relation de co-
meronymie.
Une autre illustration de ce type de configuration peut etre trouvee dans
les denominations de certaines collections. Ainsi, le couple meronymique
äåðåâî / ëåñ ¾ arbre / foret ¿ est en relation d'hyperonymie avec le couple
äóá / äóáíßê ¾ chene / chenaie ¿, comme le montre la Figure 4.15 page sui-
vante. En effet, un chene est une sorte d'arbre, tandis qu'une chenaie est une
foret. Les deux couples font appel  a une relation partitive du meme type. Les
relations presentes sur ce dernier schema sont ontologiquement differentes de
celles presentes dans la Figure 4.14. Elles peuvent etre mises en opposition
 a partir des crit eres de similarite entre les parties, du caract ere connexe des
parties, de la dependance fonctionnelle, mais aussi de la dependance tempo-
relle. Cela nous sugg ere que l'hyperonymie entre les couples partie-tout est
un phenom ene universel en ontologie.
4.2.2.2 Heritage
Nous venons de mettre en evidence l'existence d'une configuration
semantique dans laquelle deux meronymes, ainsi que deux holonymes cor-
respondants, entretiennent une relation d'hyperonymie. Considerons main-
tenant des cas o u un nom et son hyperonyme ont un meme meronyme.
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M
H
äåðåâî ¾ arbre ¿ ëåñ ¾ foret ¿
äóá ¾ chene ¿ äóáíßê ¾ chenaie ¿
Figure 4.15  La relation d'hyperonymie entre les couples meronymiques
du type element / collection.
Une relation de ce type peut etre mise en jeu par les couples meronymiques
äåðåâî / ëåñ ¾ arbre / foret ¿ et äåðåâî / äóáíßê ¾ arbre / chenaie ¿, comme
illustre dans la Figure 4.16. Si le premier couple est prototypique de la rela-
tion element / collection, le meronyme du second est ici sous-specifie
par rapport  a la Figure 4.15, presentee dans la section precedente.
M
H
äåðåâî ¾ arbre ¿
ëåñ ¾ foret ¿
äóáíßê ¾ chenaie ¿
Figure 4.16  Meronyme commun au couple hyponyme / hyperonyme.
Ce schema peut toutefois etre simplifie. En effet, toute foret est com-
posee d'arbres. Or une chenaie est un type de foret et donc, par definition, a
egalement des arbres pour elements. Dans ce cas, la partie n'est pas specifique
 a un tout donne, mais  a une classe d'entites  a laquelle ce tout appartient. On
peut alors dire que le meronyme est herite de l'hyperonyme, le nom äåðåâî
¾ arbre ¿ ne devant pas explicitement apparatre en tant que meronyme de
äóáíßê ¾ chenaie ¿ dans le ¾ plan semantique ¿. La relation entre les couples
äåðåâî / ëåñ ¾ arbre / foret ¿ et äåðåâî / äóáíßê ¾ arbre / chenaie ¿ peut
donc etre representee comme dans la Figure 4.17.
La notion de partie heritee, ou generale, a dej a ete utilisee par Tugba
et al. (2015) dans le cadre de l'annotation automatique de la meronymie
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M
H
äåðåâî ¾ arbre ¿ ëåñ ¾ foret ¿
äóáíßê ¾ chenaie ¿
Figure 4.17  Meronyme herite par hyperonyme.
dans des corpus du turc. A contrario, les noms de parties qui appartiennent
 a une entite de mani ere intrins eque, et non pas  a toute une classe d'entites
dont elle fait partie, sont dits ¾ specifiques ¿ ou ¾ distinctifs ¿ dans ce travail.
Un exemple de cette opposition est presente dans la Figure 4.18. Le nom
áðîíåàâòîìîáèëü ¾ automitrailleuse ¿ est presente sur ce schema comme
possedant deux meronymes. Le premier  êîëåñî ¾ roue ¿  est herite de
son hyperonyme : une automitrailleuse est une automobile et, en tant que
telle, poss ede des roues. Le second  áðîíß ¾ blindage ¿  designe une partie
specifique  a ce type de vehicules.
M
H
êîëåñî ¾ roue ¿
áðîíß ¾ blindage ¿
àâòîìîáèëü ¾ automobile ¿
áðîíåàâòîìîáèëü
¾ automitrailleuse ¿
Figure 4.18  Meronyme herite (êîëåñî ¾ roue ¿) et specifique (áðîíß ¾ blin-
dage ¿).
Remarquons que les langues peuvent utiliser differents types de parties
pour decrire la specificite d'une entite-tout. Dans l'exemple de la Figure 4.18,
le nom russe áðîíåàâòîìîáèëü ¾ (litt.) automobile blindee ¿ designe une
automobile qui, contrairement aux autres, poss ede un blindage. Le terme
francais automitrailleuse denomme des vehicules du meme type, mais les
distingue des autres automobiles par la presence d'une mitrailleuse et non
d'un blindage. L'indication du blindage en tant que partie specifique d'une
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automobile se traduit en francais par l'appellation vehicule blinde. Toutefois,
ce terme permet de designer aussi bien les vehicules  a usage militaire que des
voitures civiles dotees d'un blindage, tandis que áðîíåàâòîìîáèëü designe
en russe uniquement des vehicules militaires.
Il est egalement possible qu'une entite-tout, et non une partie, soit
heritee par la relation hyperonymique. Prenons l'exemple des couples lexi-
caux êðûøà / çäàíèå ¾ toit / batiment ¿ et êóïîë / çäàíèå ¾ dome /
batiment ¿. Ce sont des couples meronymiques puisqu'un toit, aussi bien
qu'un dome, sont des parties de batiments. Or, il existe une relation d'appar-
tenance de classe entre êðûøà et êóïîë puisque le premier est l'hyperonyme
du second. Nous sommes donc face  a une configuration semantique, illustree
dans la Figure 4.19, dans laquelle êóïîë herite de son holonyme çäàíèå.
M
H
êðûøà ¾ toit ¿ çäàíèå ¾ batiment ¿
êóïîë ¾ dome ¿
Figure 4.19  Holonyme herite par l'hyperonyme.
4.2.2.3 Nommabilite
La notion de plan semantique hyperonymie-meronymie, telle que nous
la presentons, refl ete la conception aristotelicienne de la definition. Une
definition se doit de fournir, pour une chose donnee, son genre prochain
ainsi que sa difference specifique. Le premier est indique lorsque l'on donne
l'hyperonyme du nom  a definir : il s'agit, d'un point de vue semantique,
de la classe de noms  a laquelle il appartient. La difference specifique d'une
entite peut etre definie selon des aspects tout  a fait differents  la taille,
la couleur, la forme, etc.  mais elle peut aussi etre basee sur des crit eres
mereologiques. Ainsi, le fait de posseder une partie d'un certain type ou bien
de faire partie d'une entite plus complexe peut distinguer une entite d'autres
categories d'entites. Nous avons ainsi defini äóáíßê ¾ chenaie ¿ comme une
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foret (genre prochain) de chenes (difference specifique) et áðîíåàâòîìîáèëü
¾ (litt.) automobile blindee / automitrailleuse ¿ comme une voiture (genre
prochain) dotee d'un blindage (difference specifique).
Comme nous l'avons montre dans la section precedente, l'heritage des
meronymes ou des holonymes par l'hyperonymie consiste en une structure
semantique en trois unites lexicales. Or cela signifie qu'il peut exister, au
sein de ces structures, des entites potentiellement nommables. Ainsi, dans
le cas de la configuration en 4.20, N3 peut etre nomme. Il aura alors N1
pour hyperonyme, definissant son genre prochain. Son holonyme specifiera
sa difference mereologique par rapport aux autres entites ayant le meme
hyperonyme,  a savoir son appartenance  a une entite du type N2.
M
H
N1 N2
N3 N4
Figure 4.20  Entite potentiellement nommable.
Prenons le cas de la configuration semantique representee dans la Figure
4.21 (page suivante). Nous y avons illustre deux syntagmes nominaux N1 et
N2, hyponymes de ðó÷êà ¾ poignee ¿, qui peuvent etre nommees. Le premier
est generalement realise en russe par la construction genitivale ðó÷êà ÷àøêè
¾ (litt.) poignee d'une tasse ¿, tandis que le seconde l'est par la construction
ðó÷êà äâåðè ¾ poignee de porte ¿. Ces deux syntagmes designent des entites
d'un meme type. Ces derni eres se distinguent neanmoins par leur specificite
ontologique car elles font partie d'entites differentes. Bien que ces deux unites
lexicales ne soient pas nominalisees en russe, elles sont potentiellement nom-
mables. Cela est justifie par leur nominalisation dans d'autres langues. Ainsi,
N1 existe en francais : il s'agit du mot anse. N2 est realise sous forme clenche
dans la variete normande du francais.
Dans les relations meronymiques du type element / collection, c'est
generalement le tout qui est defini en fonction de la nature de ses parties.
C'est la raison pour laquelle il est plus coherent de parler de la nommabi-
lite des ensembles plutot que de celle des elements qui les composent. Par
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M
H
ðó÷êà
¾ poignee ¿
÷àøêà ¾ tasse ¿
äâåðü ¾ porte ¿
N1
N2
Figure 4.21  Nommabilite des hyponymes de ðó÷êà ¾ poignee ¿.
exemple, dans le mod ele presente dans la Figure 4.22 (de la presente page),
deux unites lexicales, N1 et N2, pourraient etre nommees. Elles auraient pour
referents des forets composees en grande partie de chenes et de trembles,
respectivement. Tout comme dans l'exemple precedent, la nommabilite de
ces entites ne se traduit pas par une nominalisation effective dans toutes les
langues. En l'occurrence, N1 est realise aussi bien en russe (äóáíßê) qu'en
francais (chenaie) ou anglais (oakery). Quant  a N2, il est lexicalise en russe
standard (îñèííèê), dans certaines varietes du francais (tremblaie) mais pas
en anglais (aspen forest).
M
H
äåðåâî
¾ arbre ¿
ëåñ
¾ foret ¿
N1
N2
äóá ¾ chene ¿
îñèíà ¾ tremble ¿
Figure 4.22  Nommabilite des hyponymes de ëåñ ¾ foret ¿.
Pour resumer cette section, il nous semble que l'hyperonymie entre
deux couples partie / tout est une configuration semantique repandue. Elle
refl ete le lien qui existe, d'une part, entre l'hyperonymie et la meronymie en
semantique et, d'autre part, entre l'inclusion de classes et l'inclusion parti-
tive en ontologie. Ce type de relation  a quatre unites lexicales est egalement
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etroitement lie  a des phenom enes d'heritage, et permet de saisir la notion de
nommabilite selon des crit eres mereologiques.
4.2.3 Confusion des deux relations
Dans les parties precedentes de ce chapitre, nous avons montre les in-
teractions systematiques entre l'hyperonymie et la meronymie. La proximite
conceptuelle de ces relations semantiques peut causer des confusions entre
elles. En effet, dans le cas de certains couples lexicaux, il est difficile de dire
si l'on a affaire  a de l'inclusion de classe ou de l'inclusion partitive. Dans cette
section, nous aborderons deux situations recurrentes menant  a une telle am-
bigute : le cas des collections d'entites, ainsi que la relation entre des entites
abstraites.
4.2.3.1 Collection vs Classe
Un rapprochement conceptuel peut etre fait entre la relation d'hyper-
onymie et les meronymies impliquant la notion de collection, c'est  a dire
element / collection et sous-collection / collection. Dans le cas
de ces deux relations, une entite fait partie d'un ensemble d'entites du meme
type. Prenons le cas de couple ßáëîêî / ôðóêò ¾ pomme / fruit ¿. D'un
point de vue ontologique, une pomme fait partie d'un ensemble d'entites,  a
savoir celui de tous les fruits du monde. La relation entre les referents de ces
deux noms peut alors etre comparee  a celle entre les referents de äåðåâî /
ëåñ ¾ arbre / foret ¿ : un arbre est egalement un element d'un ensemble d'en-
tites. Or, les relations semantiques qui lient les couples lexicaux en question
sont differentes. Ainsi, ßáëîêî / ôðóêò ¾ pomme / fruit ¿ est un exemple
prototypique de l'hyperonymie, tandis que äåðåâî / ëåñ ¾ arbre / foret ¿
illustre la relation partitive du type element / collection. De plus,
le recours au pluriel peut modifier l'interpretation du premier : ßáëîêè /
ôðóêòû ¾ pommes / fruits ¿ correspond davantage  a une relation du type
sous-ensemble / ensemble. L'ambigute ontologique entre toutes ces rela-
tions cause parfois de serieuses confusions. Comme nous avons pu le voir  a la
page 40, Iris et al. (1988) illustrent la relation sous-collection / collec-
tion avec des couples lexicaux fruit / food etmeat / food. Or, l'interpretation
hyperonymique est communement proposee pour ce type d'exemples.
De nombreux auteurs essaient de rendre compte des differences entre
la meronymie et l'hyperonymie par l'acceptabilite de phrases-tests. Par
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exemple, l'interpretation hyperonymique du couple ßáëîêî / ôðóêò ¾ pom-
me / fruit ¿ peut etre deduite de l'acceptabilite des enonces suivants :
(3) a. ßáëîêî
pomme.NOM

COP
ýòî
ce
ôðóêò
fruit.NOM
¾ une pomme est un fruit ¿
b. ßáëîêè
pommes.NOM

COP
ýòî
ce
âèä
sorte.NOM
ôðóêòîâ
fruits.GEN
¾ les pommes sont une sorte de fruits ¿
Ce raisonnement n'est pas valide en ce qui concerne le couple äåðåâî / ëåñ
¾ arbre / foret ¿ : les enonces *äåðåâî  ýòî ëåñ ¾ un arbre est une foret ¿
et *äåðåâüß  ýòî âèä ëåñîâ ¾ les arbres sont une sorte de forets ¿ ne sont
pas semantiquement corrects.
Un autre argument purement linguistique qui peut etre avance en faveur
de la distinction des deux relations est celui de la transitivite des predicats
au sein d'un couple lexical donne. En effet, un predicat applique  a un nom
peut egalement etre applique  a son hyperonyme, aussi bien en russe qu'en
francais :
(4) a. ýòî ßáëîêî çåëåíîå → ýòîò ôðóêò çåëåíûé
¾ cette pomme est verte ¿ → ¾ ce fruit est vert ¿
b. ýòà ìàëèíîâêà ìîëîäàß → ýòà ïòèöà ìîëîäàß
¾ ce merle est jeune ¿ → ¾ cet oiseau est jeune ¿
En ce qui concerne les relations de partie  a tout, la transitivite des
predicats n'est pas systematique. Ainsi, les meronymes et les holonymes
peuvent ne pas partager les memes proprietes ce qui aboutit, pour reprendre
les exemples precedents, aux implications incorrectes ci-dessous :
(5) a. ýòî äåðåâî âûñîêîå 6→ ýòîò ëåñ âûñîêèé
¾ cet arbre est haut ¿ 6→ ¾ cette foret est haute ¿
b. ýòà ñòåíà áåëàß 6→ ýòîò äîì áåëûé
¾ ce mur est blanc ¿ 6→ ¾ cette maison est blanche ¿
En effet, qu'il s'agisse d'une relation du type element / collection
ou composant / assemblage, la transitivite des predicats du meronyme
 a l'holonyme n'a generalement pas cours. Un arbre haut peut etre situe dans
une foret composee en majorite de petits arbres, de meme qu'un mur blanc
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peut faire partie d'une maison de toute autre couleur. Link (1983) a fait
la meme remarque concernant la relation que nous appelons substance /
tout. Il note que dans le couple meronymique gold / ring ¾ or / bague ¿ les
memes predicats ne s'appliquent pas aux deux entites : une bague neuve peut
avoir ete fabriquee  a partir d'or ancien. Precisons toutefois que sous certaines
conditions et dans certains contextes, un meme predicat pourra etre applique
 a un meronyme et  a un holonyme correspondant : un mur blanc peut faire
partie d'une maison blanche, un arbre haut d'une foret haute et une bague
neuve etre constituee d'or neuf. Mais cela ne se produit pas dans tous les
contextes, contrairement  a la relation d'hyperonymie.
Bien que ces arguments linguistiques permettent de mettre en evidence
la difference entre l'inclusion partitive et l'inclusion de classes, il nous semble
important de faire un pas supplementaire en recourant  a l'analyse referentielle
de la meronymie. C'est pourquoi nous allons essayer d'expliquer la difference
entre ces deux relations en nous appuyant sur les oppositions presentees dans
le premier chapitre.
Tout d'abord, les constructions du type Nm  ýòî Nh ¾ un Nm c'est un
Nh ¿ refl etent le caract ere homeom ere de la relations partitive qui lie Nm
et Nh. L'acceptabilite d'un enonce de ce type signifie qu'une entite peut
etre denommee aussi bien par le Nm que par le Nh. Rappelons que ce trait
descriptif caracterise, entre autres, les relations du type portion / tout.
Le couple êóñîê / ïèðîã ¾ part / tarte ¿, par exemple, est lie par une relation
partitive homeom ere, comme en temoigne l'acceptabilite de êóñîê ïèðîãà 
ýòî ïèðîã ¾ une part de tarte c'est de la tarte ¿. Les parties, dans ce cas,
sont de meme nature que le tout auquel elles appartiennent.
Cela signifie que si l'on adh ere  a interpretation meronymique du couple
ßáëîêî / ôðóêò ¾ pomme / fruit ¿, et etant donne l'acceptabilite de
l'exemple (3a), alors ces noms sont lies par une relation partitive homeom ere.
En effet, une pomme peut etre designee aussi bien par ßáëîêî que par ôðóêò.
Neanmoins, nous avons souligne precedemment que la relation element /
collection ne presente pas ce trait : les elements n'ont generalement
pas le meme statut lexical que les ensembles dont ils font partie. De plus,
comme nous avons montre dans le point 4.2.1.2 de ce chapitre, les collections
rel event parfois de classes semantiques tr es differentes de celle des indivi-
dus qui les constituent. Nous sommes donc confrontes  a une incoherence
d'analyse meronymique du couple ßáëîêî / ôðóêò ¾ pomme / fruit ¿. Son
interpretation en termes d'hyperonymie ne presente pas cette faiblesse.
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Deuxi emement, des couples comme ßáëîêî / ôðóêò ¾ pomme / fruit ¿
peuvent etre opposes  a des couples prototypiques element / collection
selon le crit ere de similarite des parties. En effet, dans le cas de cette relation
meronymique, les parties sont consideres sous l'angle des proprietes com-
munes. Ainsi, dans le couple äåðåâî / ëåñ ¾ arbre / foret ¿, chaque individu
de l'ensemble appartient  a une meme classe semantique et, par consequent,
peut etre designe par une meme unite lexicale. Ce n'est pas le cas des re-
lations hyperonymiques puisque chaque sous-classe d'entites est distincte
d'une autre sous-classe. Ainsi, si nous considerons un ensemble d'entites ap-
pele ôðóêòû ¾ fruits ¿, chaque element de cet ensemble ne peut etre appele
ßáëîêî ¾ pomme ¿ car d'autres classes de fruits font partie de cet ensemble.
Ce n'est donc pas une relation partitive du type element / collection
qui lie ces substantifs entre eux.
Enfin, l'hyperonymie et la meronymie impliquant la notion de collection
peuvent etre differenciees selon les configurations temporelles possibles entre
les entites concernees. Comme nous l'avons montre dans le chapitre precedent
(page 148), les ensembles sont temporellement independants des entites qui
les composent : toutes les parties peuvent etre remplacees sans alterer l'iden-
tite de la collection, les collections basees sur l'acceptation sociale peuvent
exister avant ou apr es l'existence de leurs parties, etc.  A l'inverse, les elements
peuvent exister independamment des ensembles correspondants. Or, cette
independance des entites dans le domaine temporel n'est pas caracteristique
de l'hyperonymie. En effet, la relation d'inclusion de classes entre pomme
et fruit implique le fait que l'ensemble des pommes ne peut exister sans
qu'existe l'ensemble des fruits et l'existence d'une pomme implique obliga-
toirement l'existence d'un fruit. Les periodes qui leur sont associees sont
alors tr es dependantes : l'extension temporelle de l'hyponyme est stricte-
ment incluse dans celle de l'hyperonyme. Ce crit ere semble assez fiable pour
distinguer les relations d'hyperonymie et les relations partitives element /
collection et sous-collection / collection.
La contrainte sur les configurations temporelles peut toutefois poser
probl eme lorsqu'une relation entre evenements et sous-evenement est en
jeu. En effet, comme nous l'avons precise dans la section 3.3.5 du precedent
chapitre (page 161), les sous-evenements se caracterisent par l'inclusion tem-
porelle stricte dans l'evenement-tout : un atterrissage est enti erement inclus
dans le domaine temporel du vol. De ce point de vue, les sous-evenements
se rapprochent donc de l'inclusion de classes. Cela permet la double in-
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terpretation de certains exemples verbaux, comme le couple faire un pas /
marcher evoque precedemment. S'il peut etre interprete comme une relation
d'hyperonymie ou troponymie (faire un pas c'est une mani ere de marcher) ou
bien comme une relation partitive (faire un pas est une partie de l'action de
marcher plus complexe), c'est parce que le domaine temporel de faire un pas
est toujours strictement inclus temporellement dans celui de marcher. Cela
entrane des implications logiques comme Il fait un pas, alors il marche, tr es
proches des deductions C'est un chien, alors c'est un animal ou C'est une
fleur, alors c'est une plante. Ces implications refl etent l'inclusion temporelle
stricte, qui est  a notre avis recurrente dans le cas de l'hyperonymie, ainsi
que dans le cas des relations partitives entre les evenements et les periodes
temporelles.
Pour conclure, il nous semble que l'analyse dynamique des entites et la
description de leurs domaines temporels permet, lorsqu'elles sont couplees  a
l'analyse linguistique, de saisir les differences conceptuelles entre l'hyperony-
mie et les relations partitives du type element / collection ou sous-
collection / collection.
4.2.3.2 Entites abstraites
La relation de partie  a tout entre les noms abstraits est egalement
une source d'ambigute car, pour un grand nombre d'exemples, elle peut
egalement etre confondue avec la relation d'hyponymie. Un exemple de cette
double interpretation a ete fourni par Lyons (1977 : 314) :
Les noms abstraits, tout comme les noms massifs avec lesquels ils ont
une certaine affinite logique, peuvent etre vus comme des hyponymes
par rapport  a une entite superordonnee ou bien comme des parties par
rapport  a un tout. L'honnetete peut etre consideree une sorte de vertu
mais aussi comme une partie de la vertu 13.
En effet, les deux conceptions de ces noms abstraits peuvent etre envi-
sagees. D'une part, il est possible de considerer qu'il existe une categorie
de notions abstraites denommee äîáðîäåòåëü ¾ vertu ¿ definie, en partie du
13. ¾ Abstract nouns, like concrete mass nouns, with which they have a certain logic
affinity (cf. 11.3), may also be related both as hyponyms to a superordinate and as parts
to a whole. Honesty may be regarded as a kind of virtue and also a part of virtue. ¿,
(Lyons, 1977 : 314), nous traduisons.
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moins, comme une sorte de qualite morale. Dans ce cas, des noms comme
÷åñòíîñòü ¾ honnetete ¿ ou ïðàâîñóäèå ¾ justice ¿ sont des hyponymes de
äîáðîäåòåëü ¾ vertu ¿ mais aussi, par transitivite de l'hyperonymie, du syn-
tagme nominal ìîðàëüíîå êà÷åñòâî ¾ qualite morale ¿ : la justice et la vertu
sont donc, en tant que vertus, des qualites morales d'une personne. Cette lec-
ture, illustree dans la Figure 4.23a, peut etre justifiee par l'acceptabilite des
enonces ïðàâîñóäèå  ýòî äîáðîäåòåëü ¾ la justice est une vertu ¿.
D'autre part, il est possible d'adopter une lecture partitive de la notion
de vertu. Le nom äîáðîäåòåëü ¾ vertu ¿ pourrait alors designer un ensemble
de qualites morales, mais aussi une qualite en soi. Une personne vertueuse
serait donc  a la fois juste et honnete 14 et etre honnete ne suffirait pas pour
etre vertueux. Il s'agit donc d'une relation de meronymie, que nous illustrons
dans la Figure 4.23b.
Un autre exemple d'une relation meronymique entre entites abstraites est
celui du couple ôîíîëîãèß / ëèíãâèñòèêà ¾ phonologie / linguistique ¿, que
nous empruntons  a Winston et al. (1987 : 422). L'interpretation partitive de
ces noms semble privilegiee : le premier designe une partie du referent du se-
cond. En effet, la phonologie est une branche de la linguistique (ôîíîëîãèßm
 ýòî ðàçäåë ëèíãâèñòèêèh), c'est une science qui etudie une partie du do-
maine de la linguistique. Il est difficile de considerer le nom ôîíîëîãèß comme
un hyponyme de ëèíãâèñòèêà et l'enonce *ôîíîëîãèß  ýòî ëèíãâèñòèêà
¾ la phonologie est une linguistique ¿ n'est pas semantiquement acceptable.
De ce point de vue, ces noms sont differents de ceux cites precedemment mis
en avant en lien avec la notion de vertu.
Il nous semble que les couples lexicaux ÷åñòíîñòü / äîáðîäåòåëü
¾ honnetete / vertu ¿ et ôîíîëîãèß / ëèíãâèñòèêà ¾ phonologie / lin-
guistique ¿ ne denotent pas des entites ayant le meme degre d'abstraction.
Les referents du premier sont denues de mati ere, ils ne presentent aucune
extension spatiale et par consequent ne sont pas inscrits dans le monde des
entites concr etes. Il en va de meme pour le second couple : les referents de
ôîíîëîãèß et ëèíãâèñòèêà ne sont pas des objets materiels et ne poss edent
pas de dimensions physiques.
Cependant, tous les noms impliques dans cette comparaison n'ont
14. Nous omettons ici d'autres vertus ainsi que leurs typologies afin de simplifier notre
propos.
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M
H
ìîðàëüíîå êà÷åñòâî
¾ qualite morale ¿
äîáðîäåòåëü
¾ vertu ¿
÷åñòíîñòü
¾ honnetete ¿ ïðàâîñóäèå
¾ justice ¿
(a) Lecture hyponymique
M
H
ìîðàëüíîå êà÷åñòâî
¾ qualite morale ¿
äîáðîäåòåëü
¾ vertu ¿
÷åñòíîñòü
¾ honnetete ¿
ïðàâîñóäèå
¾ justice ¿
(b) Lecture meronymique
Figure 4.23  Deux lectures des couples lexicaux abstraits.
pas le meme rapport  a la dimension temporelle. Le couple ÷åñòíîñòü /
äîáðîäåòåëü ¾ honnetete / vertu ¿ n'est pas ancre dans le temps : il n'est
pas possible de localiser temporellement les entites denommees (*÷åñòíîñòü
â äâà ÷àñà ¾ l'honnetete a lieu  a deux heures ¿), de specifier leur duree
(*äîáðîäåòåëü äëèòñß òðè äíß ¾ la vertu dure trois jours ¿) ou de
les utiliser en tant que rep eres temporels (*ñîáðàíèå ñîñòîßëîñü ïîñëå
äîáðîäåòåëè ¾ la reunion s'est deroulee apr es la vertu). Or, ce n'est pas le
cas du couple ôîíîëîãèß / ëèíãâèñòèêà ¾ phonologie / linguistique ¿. Ces
entites presentent, en effet, une extension temporelle  a laquelle un locuteur
peut faire reference et qui peut, plus generalement, servir de rep ere temporel.
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En temoignent des exemples comme :
(6) a. ôîíîëîãèè áîëüøå ñòà ëåò
¾ la phonologie a plus de cent ans ¿
b. ïðàãìàòèêà âîçíèêëà ïîçæå ôîíîëîãèè
¾ la pragmatique est apparue apr es la phonologie ¿
Et comme ces deux entites  la phonologie et la linguistique  sont
dotees d'une extension temporelle, il est tout  a fait possible de les locali-
ser dans le temps l'une par rapport  a l'autre. Ici, il y a recouvrement de
leurs domaines temporels puisque celui de la phonologie est enti erement
inclus dans celui de la linguistique. Bien que ôîíîëîãèß ¾ phonologie ¿ ne
designe pas une periode de la linguistique, il s'agit d'une de ses parties : le
lien qui les unit est de nature fonctionnelle car, comme nous l'avons precise,
la phonologie etudie une partie du domaine d'investigation de la linguistique.
Il nous semble donc que la possibilite d'une relation partitive entre les
entites abstraites depend fortement de la possibilite de les inscrire dans le
domaine temporel. D es lors qu'elles poss edent une extension temporelle, une
relation de partie  a tout peut etre envisagee. Mais si une entite abstraite est
denuee d'une telle dimension, rien ne nous permet de stipuler une relation
meronymique entre leurs signifiants linguistiques. C'est la raison pour laquelle
la seule interpretation du couple ÷åñòíîñòü / äîáðîäåòåëü ¾ honnetete /
vertu ¿ que nous retenons est celle de l'inclusion de classes ou hyperonymie.
4.3 Conclusion
Dans ce chapitre, nous avons essaye de mettre en evidence les simili-
tudes et les oppositions entre les relations lexicales de meronymie et d'hy-
peronymie. Bien que cette derni ere ait dej a ete abordee dans des travaux
precedents, nous la considerons comme une relation essentielle aussi bien
pour la semantique referentielle, que pour l'ontologie sur laquelle elle s'ap-
puie. Apr es avoir presente une methode de representation visuelle de cette
dualite meronymie / hyperonymie, nous avons passe en revue les phenom enes
qui y sont lies. Nous avons propose une mani ere de desambiguser certaines
relations semantiques du point de vue de la dualite en question. Il nous
semble, en effet, que la prise en compte de la dimension temporelle des entites
peut permettre de distinguer les relations partitives des relations d'inclusion
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de classes. Dans cette perspective, seules les entites dotees d'une extension
spatio-temporelle pourraient, en principe, etre liees par des relations de partie
 a tout.
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Chapitre 5
Discussion
Dans ce dernier chapitre, nous nous proposons d'analyser l'approche
adoptee precedemment et d'en faire un bilan synthetique. Nous commen-
cerons par resumer les principaux resultats et apports de ce travail. Dans
la seconde section, nous en preciserons les limites et proposerons des axes
de recherches futurs destines  a pallier ces faiblesses. Puis nous avancerons
une methode d'etude quantitative de la relation partie-tout qui permettrait
d'approfondir les resultats du present travail dans des etudes ulterieures.
5.1 Apports de l'etude
Ce travail de recherche avait une visee double. Tout d'abord, il s'agissait
de mener une recherche sur les relations partitives dans la langue russe. Mais
il nous semblait egalement important d'utiliser les donnees  a notre disposition
afin d'eprouver le cadre theorique choisi et de l'ameliorer, lorsqu'il presentait
des faiblesses ou des lacunes. Les apports de notre etude sont donc aussi bien
empiriques que theoriques. Nous les recapitulerons ici selon ces deux grandes
categories.
5.1.1 Apports empiriques
Ce travail recense un grand nombre de structures morpho-syntaxiques
impliquant la relation de partie  a tout dans la langue russe.  A l'inverse des
travaux anterieurs, nous avons montre qu'il existe une grande variete de
constructions et de categories grammaticales pouvant marquer la meronymie.
203
Chapitre 5. Discussion
Nous avons, tout d'abord, mis en evidence et passe en revue un ensemble de
constructions nominales  avec ou sans prepositions  qui ont ete rarement
pour la plupart considerees jusqu'ici dans des etudes des relations partitives :
la construction genitivale Nh Nm.GEN, les prepositions ablatives (îò ¾ issu
de ¿, èç ¾ de l'interieur de ¿, c ¾ de la surface de ¿), exceptives (êðîìå
¾ sauf ¿, èñêëþ÷àß ¾ excepte ¿, áåç ¾ sauf ¿), ainsi que la preposition äëß
¾ pour ¿. Il est remarquable que le principe de contraste, qui permet l'emploi
des prepositions locatives pour marquer la relation de partie  a tout, gouverne
aussi le recours  a des prepositions ablatives.
Nous avons egalement montre qu'un certain nombre de processus de
derivation morphologique jouent un role dans l'expression des relations par-
titives. Outre la derivation nominale permettant de former les noms des par-
ties (ñòîëh ¾ table ¿→ ñòîëåøíèöàm ¾ plan de travail ¿) ou des touts (äóá
¾ chene ¿ → äóáíßê ¾ chenaie ¿) nous avons decrit les mecanismes d'ad-
jectivation du meronyme et de l'holonyme. Les adjectifs ainsi formes sont
tr es varies et peuvent marquer aussi bien une simple appartenance parti-
tive (äâåðíàßh.ADJ ðó÷êàm ¾ poignee de porte ¿) que la localisation de la
partie dans le tout (ïîäêðûëüíîåh.ADJ îïåðåíèåm ¾ plumage au-dessous
de l'aile ¿). L'etude de procedes derivationnels de ce type nous a conduit  a
emettre l'hypoth ese de l'existence de relations meronymiques exprimees par
des sequences adjectif-nom.
Enfin, nous avons vu qu'un certain nombre de verbes et de syntagmes
verbaux vehiculaient l'idee de parties. Apr es avoir passe en revue des verbes
d'etat comme èìåòü ¾ avoir ¿ ou ñîäåðæàòü ¾ contenir ¿, nous avons
souligne les aspects partitifs des verbes de separation. Ces verbes generiques
(îòëîìèòü ¾ casser ¿, âûðâàòü ¾ arracher ¿) ou specifiques (ïîòðîøèòü
¾ etriper ¿, îáåçæèðèòü ¾ degraisser ¿) se rapportent aussi bien au pro-
cessus de dissociation de deux entites qu' a la nature ou aux proprietes
ontologiques de la partie.
La relation de meronymie nous semble donc pouvoir etre exprimee  a tra-
vers des constructions nominales, prepositionnelles / adpositionnelles, ad-
jectivales et verbales. Bien que nous ne pretendions pas  a l'exhaustivite des
marqueurs partitifs releves, cet essai de typologie met en evidence la necessite
d'elargir le spectre des structures syntaxiques  a etudier dans des futurs tra-
vaux.
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5.1.2 Apports theoriques
Comme nous l'avons stipule au debut de ce memoire, la description des
relations semantiques de partie  a tout necessite la prise en consideration et
l'analyse des referents concernes. Il a, de ce point de vue, ete constate tout
au long de ce travail que les oppositions semantiques entre couples lexicaux
meronyme / holonyme, ainsi que les differentes possibilites de combinatoire
syntaxique qu'elles impliquaient sont systematiquement liees  a des distinc-
tions ontologiques entre les relations de partie  a tout. Ce sont, avant tout, les
configurations spatiales entre deux entites qui font que nous les interpretons
(ou non) comme un tout et une partie correspondante et les designons (ou
non) en tant que tels. Il etait donc essentiel de saisir les principales opposi-
tions entre les relations extra-linguistiques de partie  a tout. Pour cela nous
avons eu recours, entre autres, au cadre theorique appele mereo-topologie, et
egalement considere les notions de dependances fonctionnelles et genesiques
entre entites.
Nous avons presente ce cadre theorique en abordant aussi bien les aspects
formels des relations partitives (page 7) que les traits binaires utilises pour
decrire les couples partie / tout (page 14). Nous avons pris soin de le confron-
ter  a d'autres cadres theoriques developpes dans des travaux sur la meronymie
afin de mettre en lumi ere ses avantages et ses inconvenients. Suite  a l'examen
des constructions syntaxiques marquant la meronymie en russe, nous nous
sommes rendus compte que l'analyse du versant temporel des entites etudiees
etait indispensable  a la description des relations meronymiques. Nous avons
donc expose quelques configurations temporelles entre deux entites montrant
que l'extension temporelle de la partie n'est pas toujours identique  a celle de
l'entite-tout. Ainsi, une vision dynamique des entites etudiees s'est imposee
comme essentielle  a l'etude des parties en semantique.
Cette approche permet, avant tout, de mieux differencier les categories
meronymiques. Celles-ci sont generalement mises en opposition selon des
crit eres spatiaux ou dependanciels, sans que la variable temporelle soit
etudiee de mani ere explicite. Nous avons montre que, dans des relations
de partie  a tout differentes, les entites n'etaient pas soumises aux memes
crit eres temporels. Ainsi, dans le cas des relations composant / assem-
blage ou element / collection, la partie peut apparatre avant le tout,
tandis qu'une relation morceau / tout necessite l'extension temporelle
identique et contemporaine des deux entites. De meme, bien que les relations
partitives entre evenements puissent intervenir dans plusieurs sortes de re-
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lations meronymiques, elles sont soumises  a un crit ere temporel specifique :
l'extension temporelle d'un sous-evenement est toujours incluse dans celle
de l'evenement-tout. Enfin, l'approche dynamique des entites nous a permis
de considerer deux relations partitives particuli eres. Il s'agit des relations
Ingredient(Nm,Nh) et Produit(Nm,Nh).
Enfin, notre approche nous a conduit  a porter un regard nouveau sur
les liens entre la meronymie et l'hyperonymie. Apr es avoir presente une
methode de representation graphique de ces relations, nous avons essaye
de lever l'ambigute d'interpretation de certains couples lexicaux pouvant
etre consideres aussi bien sous l'angle de l'inclusion de classes que de ce-
lui de l'appartenance partitive. Nous avons aborde la distinction des couples
hyponyme / hyperonyme et meronyme / holonyme du type element / col-
lection en montrant que les premiers avaient une dependance temporelle
plus prononcee que les seconds. Nous avons egalement traite de l'ambigute
des couples lexicaux abstraits en postulant une distinction entre les entites
denuees de toute dimension spatio-temporelle et celles n'ayant pas de mati ere
mais uniquement une extension temporelle. Si les premi eres ne semblent pas
pouvoir etablir une relation partitive, les secondes en ont la possibilite.
En resume, la mise  a l'epreuve du cadre theorique de la mereo-topologie
sur des donnees lexicales de la langue russe a revele l'efficacite de ce dernier.
Neanmoins, comme nous avons tente de le montrer, la prise en consideration
explicite du versant temporel des entites permet une description plus fine des
oppositions semantiques entre les differentes relations partitives.
5.2 Limites de l'etude
Completant les limites dej a enoncees au cours du memoire concernant
divers aspects theoriques de notre recherche, nous abordons ici deux points
specifiques relatifs  a l'ensemble de la demarche suivie. Nous parlerons tout
d'abord des jugements d'acceptabilite des exemples (section 5.2.1) avant
d'aborder le caract ere non-exhaustif des marqueurs morpho-syntaxiques de
la relation partie-tout (section 5.2.2).
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5.2.1 Acceptabilite des exemples
Tout au long de ce travail, nous avons juge nous-memes de l'acceptabilite
des exemples avances. Il s'agit certainement l a d'une faiblesse methodologique
qui pose certains probl emes.
Avant tout, le parler du chercheur n'est pas representatif de la langue dans
son integralite. Le fait qu'un enonce ou une construction morpho-syntaxique
soient acceptables pour nous ne signifie donc pas que l'ensemble des locuteurs
les jugera de la meme mani ere. De nombreuses variables sociolinguistiques
entrent en jeu au moment de l'annotation des donnees et des locuteurs d'ages
differents, provenant de villes et de milieux socio-culturels differents, peuvent
avoir des avis divergents quant  a l'acceptabilite de nos exemples. Pour illus-
trer cette difficulte, nous aimerions citer le lex eme ñòîëåøíèöà ¾ plan de
travail ¿ : nous l'utilisons dans notre propre variete du russe qui est egalement
celle de notre entourage. Toutefois, lors des discussions avec quelques autres
russophones, nous nous sommes rendu compte que ce nom n'etait pas aussi
repandu qu'il nous avait semble au premier abord. Il a tout de meme ete in-
clus dans l'analyse pour illustrer la derivation nominale, car il est repertorie
dans des dictionnaires de la langue que nous avons pu consulter. Enfin, nous
avons veille  a l'emploi des regionalismes, aussi bien en russe qu'en francais,
et les avons signale dans le texte.
La deuxi eme difficulte reside dans l'interpretation contextuelle de cer-
tains exemples. En effet, les constructions abordees peuvent vehiculer le sens
d'appartenance partitive dans des contextes extra-linguistiques specifiques.
Bien que nous n'ayons pas systematiquement precise ou suggere de tels
contextes, nous l'avons fait lorsqu'ils nous semblaient indispensables  a la
comprehension et  a l'interpretation des exemples. Il se peut toutefois que,
dans certains cas, nous ayons considere  a tort la situation d'enonciation
comme peu pertinente ou bien comme ne presentant pas d'ambigute. De
meme, le contexte syntaxique etendu peut parfois etre essentiel au jugement
d'acceptabilite des enonces. Excepte ces situations particuli eres, nous nous
sommes permis de l'omettre dans la majorite des cas.
Conscient des limites de l'annotation des donnees (par le chercheur seul)
ainsi mises en evidence, nous avons systematiquement eu recours  a des dic-
tionnaires du russe, au Corpus National de la Langue Russe mais aussi  a des
resultats de recherches sur Internet. Nous proposerons d'autres methodes
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d'annotation dans la section 5.3.1 de ce chapitre.
5.2.2 Marqueurs de meronymie
Nous avons dej a souligne le fait que l'ensemble des marqueurs du russe
retenu pour cette etude ne pretendait pas  a l'exhaustivite. En effet, le
but principal de ce travail etait de fournir une typologie des structures
morpho-syntaxiques impliquees dans l'expression de la meronymie plutot
que d'aboutir  a une liste compl ete. Un certain nombre de constructions
reste donc encore  a explorer. Il nous semble que des constructions verbales
meriteraient une attention particuli ere, et notamment celles qui presentent ce
que Apresjan et al. (2005 : 208) appellent ¾ le fractionnement de valence 1 ¿
(ðàñùåïëåíèå âàëåíòíîñòè) : ãëàäèòü êîøêóh ïî ñïèíåm ¾ caresser le
chath sur le dosm ¿, óäàðèòü ïðîòèâíèêóh ïî ïëå÷óm ¾ frapper l'adversaireh
 a l'epaulem ¿, etc
2. De meme, on pourrait passer en revue un nombre plus
important de constructions prepositionnelles, et en particulier celles dont
la semantique comprend une facette locative afin d'analyser leur capacite  a
traduire des relations partitives. Par exemple, des prepositions comme èç-çà
¾ de derri ere ¿ ou èç-ïîä ¾ de dessous ¿ peuvent-elles lier un meronyme  a
un holonyme correspondant ? Et si ce n'est pas le cas, qu'est-ce qui distingue
leur semantique de celle des prepositions locatives et ablatives, abordees
dans ce travail ? Nous laissons ces questions sans reponse pour l'instant et
esperons pouvoir y revenir dans des travaux posterieurs.
En proposant une typologie des marqueurs de la meronymie, nous
nous sommes focalise sur la description du comportement global de leurs
differentes categories. Nous n'avons pas insiste sur les specificites semantiques
de chaque marqueur. Il serait donc interessant de mettre en opposition les
constructions d'une meme categorie afin de mettre au jour les nuances in-
ternes de celles-ci quant  a l'expression des relations partitives. On pourrait
ainsi envisager de confronter plus en profondeur l'emploi des constructions
prepositionnelles ablatives. Bien que nous ayons souligne un lien tr es fort
entre ces prepositions et la localisation de la partie au sein de l'entite-tout in-
tacte, d'autres facteurs pourraient motiver leur choix. De plus, nous n'avons
1. Il s'agit des constructions verbales, proches de l'emploi du double accusatif en grec
ancien et en coreen, dans lesquelles deux roles thematiques  le patient et le beneficiaire 
sont remplis par le meronyme et l'holonyme respectivement.
2. Pour le traitement de cette problematique en francais, cf. notamment Van Peteghem
(2006).
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pas explore la possibilite de recours  a plusieurs prepositions ablatives pour
un meme couple meronyme / holonyme. Pour savoir si cela est acceptable
en russe et determiner les crit eres semantiques et ontologiques qui y sont
favorables, il est necessaire de mener des etudes specifiques sur un plus grand
nombre d'exemples.
Il nous semble donc que l'exploration des marqueurs de meronymie est
une des voies  a privilegier dans le cadre d'etudes futures de cette relation
dans la langue russe. La description approfondie des constructions morpho-
syntaxiques relatives  a l'expression de la relation partie-tout n'etait pas
l'objectif de ce travail de recherche, nous y reviendrons dans des travaux
ulterieurs.
5.3 Perspective d'etudes quantitatives
Le cadre theorique que nous avons adopte se caracterise par une ap-
proche formelle et la possibilite etendue des calculs logiques. Il ouvre assez
naturellement la voie  a une etude quantitative de la relation de partie  a tout
et de son expression dans la langue, et notamment lorsqu'il est couple  a
des methodes d'analyse distributionnelle (Dubois et Dubois-Charlier, 1970).
Nous presentons, dans cette section, les soubassements d'une telle approche
quantitative ainsi que quelques exemples issus d'une etude pilote dej a menee.
5.3.1 Constitution d'une base de donnees lexicales
L'utilisation des corpus annotes peut s'averer peu pratique pour le cher-
cheur, et ce pour plusieurs raisons. Tout d'abord, bien que la reference  a la
relation de partie  a tout soit assez courante dans la langue, elle n'y apparat
pas, sauf exception (domaine de specialite, genre textuel, etc.), de mani ere
suffisamment frequente. Le recours  a des textes integraux n'est d es lors pas
totalement justifie dans une recherche de ce type. L'utilisation d'une base
de donnees comprenant des couples lexicaux partie-tout annotes se presente
comme une meilleure solution.
Dans une base de donnees telle que nous la concevons, une entree corres-
pond  a un couple lexical partie / tout, chacun etant decrit par deux series
d'annotations. La premi ere serie comprend des informations semantiques re-
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latives aux lex emes concernes. Il s'agit, d'une part, de caracteristiques in-
trins eques de ces unites lexicales. Peuvent etre specifies, par exemple, leur
caract ere massif / comptable, materiel / immateriel 3 ou encore anime / in-
anime. D'autre part, les annotations semantiques devraient contenir des in-
formations portant sur la relation partitive elle-meme : la nature de la relation
selon la typologie de Vieu (1991), ainsi que l'ensemble de ses caracteristiques,
presentees dans le chapitre 1.
Dans cette th ese, nous avons montre l'importance de la conception dy-
namique des entites pour la description d'une relation partitive. C'est la
raison pour laquelle une description des rapports temporels entre les entites
concernees doit etre incluse, selon nous, dans la description semantique d'un
couple lexical. Rappelons que le chevauchement des domaines temporels de
deux entites semble etre un prealable  a l'etablissement une relation partitive
entre celles-ci (cf. page 167). La condition ImσIh est donc toujours vraie pour
un couple partie / tout. Cependant, quatre conditions temporelles peuvent
permettre de distinguer les differentes relations de partie  a tout. D'une part,
la partie peut voir le jour avant le tout (∃x, xσIm ∧ x ∝ Ih) et vice versa
(∃x, xσIh ∧ x ∝ Im). D'autre part, devraient etre precisees la possibilite
pour une partie de persister apr es la disparition d'un tout correspondant
(∃x, xσIm ∧ Ih ∝ x) et celle pour un tout de subsister apr es la destruction /
disparition de la partie (∃x, xσIh ∧ Im ∝ x). La possibilite de recourir  a ces
quatre descriptions dans l'annotation semantique d'un couple lexical devrait
aboutir  a une representation ontologique plus precise.
La deuxi eme serie d'annotations traduit l'acceptabilite d'un couple lexical
donne au sein des differentes structures morpho-syntaxiques que nous avons
decrites dans le chapitre 2 (cf. page 65). Plusieurs methodes peuvent etre uti-
lisees pour juger la validite d'une construction. Premi erement, le chercheur
peut se fier  a sa propre intuition linguistique. Bien que cette approche soit peu
chronophage lors de l'annotation d'une grande base de donnees, elle presente
des faiblesses, evoquees dans la section 5.2.1 de ce chapitre. Pour pallier ces
probl emes, il est envisageable de recourir  a des methodes de traitement au-
tomatique du langage. L'acceptabilite des structures syntaxiques concernees
pourrait en effet se baser sur des requetes automatiques dans des grands
corpus. Dans ce cas, l'acceptabilite pourrait etre exprimee  a l'aide d'un pa-
3. Nous preferons reserver le terme ¾ abstrait ¿  a des entites denuees d'extension spa-
tiale aussi bien que temporelle.
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ram etre binaire (construction presente ou absente dans le corpus) ou continu
(frequence absolue ou relative de la construction dans le corpus). Mais si la
consultation des corpus permet une vision plus objective de la langue, elle
n'est pas denuee de defauts. Une requete automatique peut omettre certains
resultats ne correspondant pas exactement au patron syntaxique recherche,
par exemple lorsqu'un nom est accompagne d'un pronom demonstratif, d'un
pronom possessif ou d'un adjectif. L'absence de constructions syntaxiques
correspondant  a la requete ne signifie donc pas que celle-ci est inacceptable.
Un bruit, c'est- a-dire des reponses non pertinentes, peut apparatre dans
certains contextes syntaxiques (Habert et al., 1997).
Un autre moyen d'eviter le jugement d'acceptabilite des enonces par le
chercheur est le recours  a la methode d'enquetes. Un certain nombre de locu-
teurs natifs du russe pourraient alors etre questionnes sur la validite de l'en-
semble des constructions syntaxiques pour les differents couples partie / tout.
Cette methode a des avantages considerables par rapport aux deux autres.
D'une part, elle permet une vision a priori plus objective ou representative
que celle obtenue lors de l'annotation par le chercheur lui-meme. D'autre part,
le recours aux enquetes linguistiques permet d'obtenir un jugement d'accep-
tabilite pour chaque construction syntaxique, contrairement  a la recherche
en corpus (o u ces constructions ne sont pas necessairement representees).
Ces arguments font de la methode d'enquete le meilleur moyen de saisir la
validite des constructions cibles. Bien que nous ayons recouru  a notre intui-
tion linguistique lors de l'annotation de cette etude pilote, nous aimerions,
 a l'avenir, proposer une analyse quantitative basee sur des enquetes de cette
nature.
5.3.2 Analyses statistiques
La base de donnees ainsi constituee pourrait etre exploree  a l'aide de
nombreux outils statistiques. Il serait, tout d'abord, interessant de mettre en
relation les annotations semantiques de la relation meronymique avec les ju-
gements d'acceptabilite des differentes constructions, comprenant les lex emes
etudies. Ceci permettrait de mettre en evidence les aspects semantiques des
relations partitives, que vehicule tel ou tel patron syntaxique. Par ailleurs,
la mise en relation de deux variables d'une meme serie peut relever leur
impertinence. Par exemple, si deux descriptions ontologiques sont toujours
identiques pour tous les couples lexicaux partie / tout, l'une d'entre elles
peut etre omise. Dans cette section nous proposerons des exemples d'analyse
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statistique d'une base de donnees presentant les caracteristiques decrites
precedemment. Nous fournirons egalement quelques resultats preliminaires
illustrant la demarche proposee.
Une annotation semantique peut etre directement liee  a l'acceptabilite
d'une construction syntaxique. Pour relever les eventuelles dependances entre
deux variables on recourt  a l'analyse dite bi-variee. Le choix de la methode
 a utiliser repose sur la nature des donnees  a explorer. Les annotations de la
base de donnees seraient majoritairement binaires. En effet, les oppositions
ontologiques decrites dans le premier chapitre de ce travail ont, en r egle
generale, deux valeurs possibles : les parties distribuees sont opposees  a des
parties non-distribuees, la fonction remplie par la partie au sein de son tout
est opposee  a l'absence d'une fonction, etc. De meme, l'acceptabilite des
enonces peut etre saisie par une opposition binaire. C'est pourquoi nous
aurons recours au coefficient de correlation de Pearson, note r. Ce coefficient
permet de saisir la dependance entre des donnees binaires aussi bien que
continues 4. Pour calculer la coefficient de correlation entre deux series de
donnees X et Y , on applique la formule suivante :
r =
covXY
σXσY
(5.1)
Ici, covXY est la covariance des deux series de donnees, tandis que σX
et σY sont leurs ecart-types respectifs
5. La formule ci-dessus peut donc etre
developpee de mani ere suivante :
r =
∑
(X − X¯)(Y − Y¯ )√∑
(X − X¯)2
√∑
(Y − Y¯ )2 (5.2)
Quel que soit le type de donnees analysees, le coefficient de Pearson est
toujours compris entre -1 et 1. Plus il est proche de ces valeurs extremes, plus
la correlation est forte et la variation de X est accompagnee de la variation
de Y . Lorsque, au contraire, r = 0, il n'existe pas de correlation entre les
4. Dans le cas de donnees binaires on peut egalement utiliser le test du χ2, ou une
variante du coefficient de Pearson, appelee coefficient φ. Nous retenons ici le coefficient de
correlation de Pearson pour sa polyvalence.
5. Cette notation classique de l'ecart-type ne doit pas etre confondue avec l'operateur
de contemporaneite. Nous notons le premier en italique (σ), contrairement au second (σ).
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variables binaires X et Y 6. On parle generalement de correlation faible pour
−0.5 < r < 0.5 et de correlation forte pour r < −0.5 ou r > 0.5. Il existe
aujourd'hui un grand nombre d'outils permettant le calcul du coefficient r  a
partir des donnees brutes : les suites bureautiques traditionnelles mais aussi
des logiciels d'analyse statistique comme R 7 ou SPSS. Nous n'expliciterons
donc pas les calculs dans la suite de notre travail et nous contenterons d'in-
terpreter les coefficients obtenus.
Illustrons l'utilisation du coefficient de correlation r sur un exemple
concret,  a savoir l'echantillon de donnees presente dans le Tableau 5.1 (page
suivante). Ici vingt couples meronymiques sont annotes  a l'aide de trois
variables binaires. La premi ere decrit la similarite des parties entre elles au
sein de leur tout (voir page 23) : nous avons annote ¾ 1 ¿ lorsque toutes
les parties sont similaires entre elles et peuvent etre denommees par le
meronyme en question, et ¾ 0 ¿ lorsqu'il existe differents types de parties au
sein de leur tout. Les deux autres variables correspondent  a l'acceptabilite
de la construction genitivale Nm + Nh.GEN et de la construction genitivale
inverse Nh + Nm.GEN : ¾ 1 ¿ indique la validite de ces constructions pour
le couple donne et ¾ 0 ¿ son invalidite.
Comparons ces trois series de donnees deux  a deux. Les deux premi eres
 le trait de similarite et l'acceptabilite de la construction genitivale 
presentent le coefficient de correlation r1 ≈ 0.23. Sa valeur etant bien
inferieure  a 0.5, nous pouvons donc dire que la correlation entre ses deux
variables est tr es faible, voire inexistante. Autrement dit, l'acceptabilite de
la construction Nm + Nh.GEN ne semble pas dependre du trait de similarite
des parties entre elles.
A contrario, la similarite des parties apparat fortement liee  a l'accepta-
bilite de la construction genitivale inverse. Le coefficient de correlation entre
ces deux variables est r2 ≈ 0.73, ce qui suppose donc une correlation tr es
forte. En passant en revue les couples meronymiques de la Table 5.1, on peut
en effet constater que les constructions genitivales Nh + Nm.GEN ne sont
acceptables que pour des relations partitives presentant le trait de simila-
rite. Par ailleurs, sept relations sur dix ayant cette caracteristique peuvent
etre exprimees  a l'aide de la construction genitivale inverse. Cela signifie donc
6. Dans le cas des variables continues et non binaires, r = 0 signifie l'absence de
correlation lineaire. En raison de la nature de nos donnees, nous n'approfondirons pas
cette remarque.
7. Cf. Gries (2009) pour l'utilisation de ce logiciel avec des donnees linguistiques.
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qu'il existe une forte probabilite que ce type de structure syntaxique vehicule
le trait de similarite des parties.  A l'inverse, lorsqu'une relation partitive ne
peut pas etre decrite de cette mani ere, il est possible que cette construction
ne soit pas acceptable.
Enfin, nous pouvons aussi calculer le coefficient de correlation de Pearson
r3 entre l'acceptabilite des deux constructions genitivales telle qu'annotee
dans la Table 5.1. Il est voisin de 0.17 ce qui represente un taux quasiment
negligeable. L'interpretation du coefficient r3 nous indique que ces deux tests
linguistiques sont pertinents (mutuellement independants) puisqu'il n'est pas
possible de deduire l'un de l'autre.
Prenons un autre exemple de l'approche statistique que nous proposons
de mettre en place. Soit un echantillon de donnees fourni dans la Table 5.2
(page suivante). Les couples lexicaux sont annotes avec deux variables. La
premi ere est la condition temporelle, selon laquelle la partie peut voir le jour
avant le tout correspondant : nous la notons ∃x, xσIm ∧ x ∝ Ih (¾ il existe
un instant x contemporain  a la partie et precedent strictement le tout ¿).
La seconde variable decrit l'acceptabilite de la construction syntaxique Nm
äëß Nh ¾ un Nm pour un Nh ¿. Nous avons donc,  a la fois, une description
ontologique et un test linguistique. Le calcul du coefficient de correlation de
Pearson (r4 ≈ 0.90) nous montre que ces deux series de donnees sont forte-
ment dependantes l'une de l'autre : ces deux variables sont identiques pour
la plupart des couples lexicaux de cet echantillon. Cela veut dire que, dans
le cas de ces donnees, la variable ontologique temporelle peut etre deduite de
la construction avec äëß ¾ pour ¿. Cet exemple montre l'interet de l'analyse
statistique des donnees lexicales mais aussi celui de l'annotation des variables
temporelles : ces proprietes (temporelles) peuvent probablement expliquer
l'acceptabilite de certaines constructions.
Bien evidemment, les correlations que nous avons etablies ne constituent
que des tendances au sein de l'ensemble des donnees analysees et il existe des
couples ne se conformant pas  a cette r egle generale. Dans la Table 5.1, quatre
couples font figure d'exception : äåðåâî / ëåñ ¾ arbre / foret ¿, çðèòåëü /
ïóáëèêà ¾ spectateur / public ¿, îñòðîâ / àðõèïåëàã ¾ le / archipel ¿ et
ãðàâèé / áåòîí ¾ gravier / beton ¿. De meme, dans la Table 5.2, le couple
ñòåíà / äîì ¾ mur / maison ¿ ne repond pas  a la meme logique que les
autres exemples. Le comportement particulier de ces cas peut sans doute
etre explique par d'autres param etres descriptifs pouvant entrer en jeu. Il
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appartiendra aux recherches futures de le determiner.
Les resultats des analyses statistiques presentes dans cette section ne
doivent pas etre utilises tels quels : ils ont ete fournis uniquement dans le but
d'illustrer l'approche quantitative que nous souhaitons mettre en place dans
nos futurs travaux. Il se peut, en effet, que l'analyse d'un nombre plus im-
portant de couples lexicaux am ene  a nuancer ces resultats, voire  a les refuter.
Toutefois, ils ont pour nous un double interet. Premi erement, ils montrent
que la mani ere dont nous decrivons les couples meronymiques est pertinente.
Le recours  a des annotations binaires developpees tout au long de ce travail de
recherche est tout  a fait adapte  a des analyses quantitatives. Deuxi emement,
le choix de deux series de donnees  ontologiques et morpho-syntaxiques 
pour chaque couple meronymique permet de mettre en evidence les rappro-
chements entre la semantique des unites lexicales et leurs possibilites com-
binatoires dans la langue. L'application de cette methode quantitative  a un
nombre d'exemples plus important representerait donc,  a notre avis, une
avancee importante dans l'etude de la semantique des relations partitives.
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Ce travail avait pour visee l'exploration de la meronymie dans la langue
russe, notamment de ses aspects temporels. Nous avons propose une etude
divisee en cinq chapitres, dont nous reprenons le deroulement ci-dessous.
Le chapitre 1 a ete consacre  a la description des relations de partie  a tout
sur le plan ontologique. Nous avons presente plusieurs cadres logiques permet-
tant leur saisie  theorie des ensembles, mereologie et pseudo-mereologie  de
meme que les definitions formelles de la notion de ¾ partie ¿ qui s'ensuivent.
Souhaitant traiter d'une grande variete d'exemples de relations partitives,
nous avons choisi de nous inscrire dans le courant de la pseudo-mereologie,
en tant que cadre le plus polyvalent. Nous avons ensuite passe en revue les
traits des relations meronymiques mis en evidence dans divers travaux. Rap-
pelons que ces traits sont aussi bien de nature geometrique (ou topologique)
que dependancielle. La relation de partie  a tout correspond en effet  a des
configurations spatiales particuli eres mais se traduit egalement par des liens
fonctionnels ou existentiels unissant les entites concernees. Enfin, nous avons
utilise ces traits pour etablir une classification des relations partitives.
Dans le chapitre 2, nous nous sommes plus particuli erement penche sur
l'analyse des aspects linguistiques des relations partitives  a travers l'examen
des constructions morpho-syntaxiques qui leur sont generalement associees.
En nous appuyant sur des travaux existants, nous avons tout d'abord pro-
pose une reflexion theorique sur le lien entre la meronymie et les notions de
possession ou encore de localisation. Il apparat alors que, bien que similaires
 a celles-ci de certains points de vue, les relations de partie  a tout presentent
des caracteristiques qui leur sont propres. Elles ont donc un statut particu-
lier dans le panorama des relations semantiques. Dans un second temps, nous
avons etabli une classification des constructions morpho-syntaxiques russes
traduisant la notion de ¾ partie ¿. Cette demarche ne visait pas  a en elaborer
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une liste exhaustive mais plutot  a montrer la diversite des potentiels moyens
d'expression de la meronymie. Il s'agit d'un apport majeur de ce travail de
th ese puisqu'une analyse de cette ampleur n'a jamais ete menee sur ce su-
jet en russe. Il montre, par ailleurs, que la semantique des couples lexicaux
lies par la meronymie refl ete, en partie, une vision ¾ dynamique ¿ de leurs
referents. Il etait alors necessaire de pouvoir etudier l'evolution des entites
considerees dans le temps.
Le chapitre 3 propose une description des aspects temporels de la
meronymie. Nous avons, tout d'abord, presente deux cadres de logique tem-
porelle  celui de Allen (1984) et de Vieu (1991)  pouvant etre utilises dans
l'exploration de nos donnees. Nous avons montre que le premier presentait
un nombre de primitives trop important et ne permettait pas une formalisa-
tion simple des relations temporelles entre deux entites. Le syst eme de Vieu,
au contraire, ne poss ede que deux primitives : simultaneite et precedence.
Nous nous sommes appuye sur ce deuxi eme mod ele pour decrire plusieurs
relations meronymiques sous l'angle de l'extension temporelle des referents.
Apr es avoir souligne la facette partitive des relations Ingredient(Nm,Nh) et
Produit(Nm,Nh), nous avons reussi  a mettre en evidence un crit ere temporel
commun  a l'ensemble des donnees etudiees. Une relation de partie  a tout
necessite ainsi le chevauchement des domaines temporels des deux entites
denotees.
Dans le chapitre 4, nous nous sommes appuye sur ces resultats pour ap-
porter une vision nouvelle de la potentielle dualite formee par les relations
de meronymie et d'hyperonymie. Nous y avons expose, en premier lieu, une
methode de representation graphique des champs lexicaux formes par ces
deux relations semantiques : pour cela nous avons postule deux axes M et
H, formant un plan semantique, ainsi qu'une surface semantique attribuee  a
chaque unite lexicale representee sur ce plan. Nous avons, en deuxi eme lieu,
explore quelques phenom enes relatifs aux rapports entre la meronymie et
l'hyperonymie : la congruence ontologique, l'heritage de meronymes / holo-
nymes, la nommabilite des entites. Une attention particuli ere a ete accordee,
 a ce stade,  a la confusion qui peut parfois exister entre ces deux relations
semantiques. L'analyse temporelle des referents nous a, de ce point de vue,
permis d'avoir un regard nouveau sur ce qui les distingue. Nous avons notam-
ment mis en evidence l'opposition qui se fait jour entre les entites denuees
de toute extension materielle, mais possedant une dimension temporelle, et
celles qui n'ont aucune extension spatio-temporelle. Si les premi eres peuvent
former des hierarchies partitives, les secondes ne le permettent generalement
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pas.
Enfin, le chapitre 5 a donne lieu  a une discussion de l'ensemble de notre
demarche. Nous y avons fait un retour retrospectif sur les principaux resultats
obtenus, dont les plus notables sont la constitution d'une typologie des mar-
queurs de meronymie en russe, et l'examen des positions temporelles relatives
d'une entite-tout et ses parties. L'analyse des limites de ce travail nous a per-
mis, parall element, de mettre en avant un certain nombre de perspectives de
recherche. Bien des sujets relatifs  a la relation partie-tout restent encore  a
etudier. Nous avons, en ce qui nous concerne, mis l'accent sur l'importance
que pourraient revetir des etudes quantitatives menees dans ce domaine. Des
methodes statistiques appliquees  a une base de donnees lexicales annotees
pourrait, par exemple, mettre en lumi ere des correlations supplementaires
entre les caracteristiques d'une relation ontologique de partie  a tout et les
moyens d'expression linguistique de celle-ci. Nous tenterons d'approfondir
cette approche dans des travaux  a venir.
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Re´sume´
Le pre´sent travail porte sur la relation se´mantique de partie a` tout, ou me´ronymie,
dans la langue russe. Nous y adoptons une vision ¹ dynamique º (associant espace et
temps) de l’espace re´fe´rentiel afin d’ame´liorer la description et l’analyse de cette rela-
tion lexicale. Pour cela, nous utilisons les me´thodes de la logique formelle et nous nous
positionnons dans le cadre the´orique de la me´re´o-topologie. Celui-ci a l’avantage de per-
mettre la mode´lisation du versant spatial aussi bien que temporel des entite´s e´tudie´es.
Apre`s l’examen des relations entre entite´s mate´rielles et le recensement des marqueurs
du russe qui y font re´fe´rence, nous nous inte´ressons a` des phe´nome`nes plus parti-
culie`rement lie´s au domaine temporel : la relation de partie a` tout entre des pe´riodes ou
des e´ve´nements, la me´ronymie entre des entite´s non-contemporaines (ingre´dients, pro-
duits), la de´pendance temporelle entre la partie et le tout correspondant, etc. Cette ap-
proche dynamique des re´fe´rents nous permet, dans la foule´e, d’aborder le rapport entre
la me´ronymie et l’hyperonymie, avant d’envisager un certain nombre de de´veloppements
possibles du cadre d’analyse mis sur le pied.
Abstract
This work deals with the semantics of part-whole relation, also known as meronymy,
in Russian. We adopt a “dynamic” vision (associating space and time) on the referen-
tial space in order to improve the description and analysis of this lexical relation. To
that end, we use formal logic methods and adopt the framework of mereo-topology.
This framework offers the possibility to modelize spatial as well as temporal aspects of
considered entities. After analyzing the relations between material entities and procee-
ding to the inventory of the Russian markers that refer to them, we focus on several
phenomena that are specifically related to the temporal dimension : part-whole relation
between periods of time or events, meronymy between non-contemporaneous entities
(ingredients, products), temporal dependency between a part and the corresponding
whole, etc. This dynamic approach allows us to account the relationships between me-
ronymy and hypernymy and then to suggest a number of possible improvements to be
applied to the proposed framework.
