Abstract. An exact solution method for the graph bisection problem is presented. We describe a branch-and-bound algorithm which is based on a cutting plane approach combining semide nite programming and polyhedral relaxations. We report on extensive numerical experiments which were performed for various classes of graphs. The results indicate that the present approach solves general problem instances with 80 ? 90 vertices exactly in reasonable time, and provides tight approximations for larger instances. Our approach is particularly well suited for special classes of graphs as planar graphs and graphs based on grid structures.
Introduction
We consider the problem of partitioning the vertices of a graph into two components. Given is an undirected edge-weighted graph G(V; E), where V denotes the vertex set consisting of n vertices, and E the edge set. The weight of the edges are given by the Laplace matrix L, which is de ned through the adjacency matrix A of the graph by L := Diag(Ae n ) ? A. Here, e n is the n-vector of all ones and the linear operator Diag( ) forms a diagonal matrix of the row sums Ae n of A. The graph bisection problem is to partition the vertex set V into two components V 1 and V 2 of prespeci ed sizes n 1 = jV 1 j and n 2 = jV 2 j (n = n 1 + n 2 ), such that the total weight of the edges having one vertex in V 1 and one in V 2 is minimized. These edges are said to be cut by the partition. We assume that n 1 n 2 and denote by d := n 1 ? n 2 0 the di erence between the number of vertices belonging to the two components of the partition.
We introduce a (?1; 1)-vector x of length n and represent each vertex by an entry of x. The interpretation of x is that elements of the same sign correspond to vertices belonging to the same component of the partition. Then, the graph bisection problem can be written as (BIS) z := minf 1 4 x t Lx : x 2 Fg (1) where F := fx : x t e n = d; x 2 f?1; 1g n g (2) is the set of feasible solutions or bisections. Allowing d to be negative would result in a symmetric solution where x is replaced by (?x). The special case d = 0 is called the equicut problem.
The graph bisection problem has applications in various elds. It is used to model for example problems arising in VLSI design 3], scienti c computing 35], sparse matrix computation 2], physics 3] or parallel programming 10]. Also, the partitioning of graphs into several components is often done by recursive bisections, see e.g. 14]. For a survey on the application in the context of layout problems we refer to 30].
The graph bisection problem is known to be NP-hard. An exact solution method for the equicut problem based on branch-and-cut and linear programming relaxations was proposed by Brunetta, Conforti and Rinaldi 5] . For the more general node capacitated graph partition problem, which is also referred to as min-cut clustering problem, Ferreira et al. 14] described a similar approach, while Johnson, Mehrotra and Nemhauser 24] suggested an approach based on column generation. A parallel solution method for graph partition problems based on simple bounding functions was given by Clausen and Tr a 7] . All these exact solution methods have been limited to instances of general graphs with around 60 vertices.
Many heuristic methods have been proposed in the literature, see e.g. 6, 10, 23, 28, 31, 34] , which are designed to approximate large scale problems as they appear in real world applications. Nevertheless, it is a great challenge to develop exact methods for general problem graphs with more than 100 vertices. The approach presented in this article is certainly a step in this direction.
Semide nite programming has been successfully applied to various graph optimization problems. Goemans and Williamson 16] presented in their seminal work an :878-approximation algorithm for the max-cut problem, using a certain semidenite relaxation of the problem. Subsequent work of Frieze and Jerrum 15] provided theoretical approximations for max-k-cut and max-bisection problems. For the latter problem they obtained a polynomial approximation algorithm with a performance guarantee of :65.
From a practical side, Helmberg 17] and Helmberg et al. 20] applied with great success semide nite programming in combination with polyhedral relaxations to max-cut. Subsequent work extended the range of the dimensions of exactly solvable problem instances considerably, see 19] . Karisch and Rendl 26] investigated semide nite programming relaxations of graph equipartition problems. Their results were based on earlier work of Alizadeh 1] and provided tight relaxations for graph equipartitioning. Wolkowicz and Zhao 36] derived semide nite relaxations for general graph partition problems. For recent investigations on the potentials and limitations of cutting plane algorithms for semide nite relaxations we refer to 22] .
In this work, we derive a branch-and-bound method for the general graph bisection problem. It is based on a cutting plane approach combining semide nite and polyhedral relaxations. Our goal is to keep the presentation rather selfcontained. Therefore we also include details, which are well known to readers familiar with recent work in this eld. The practical performance of our method shows that semide nite programming enables exact solution of general problem instances with 80 ? 90 vertices and tight approximation of bisections of larger graphs. Our approach is particularly well suited for special classes of graphs as planar graphs and graphs based on grid structures.
The paper is organized as follows. We conclude this section by introducing basic notation which will be used throughout the paper. Section 2 reviews lower bounds for the graph bisection problem which are based on nonlinear relaxation and addresses how these can be tightened employing polyhedral information. We derive the branch-and-bound algorithm in Section 3 and describe algorithmical aspects in Section 4. Section 5 contains our numerical experiments and results. Finally, we give some conclusions and directions to future work.
1.1. Basic Notation. The following notation will be used in the remainder of the paper.
We work in the space of real n k matrices < n k . This space is considered with the trace inner product tr A t B for A; B 2 < n k . The identity matrix in < n n is denoted by I n , the matrix E n 2 < n n is the matrix of all ones. The n-vector of all ones is written as e n . Subscripts will not be used if the dimensions are clear from the context. The j-th canonical unit vector is written as u j . By ? we denote the orthogonal complement, e.g. e ? stands for the orthogonal complement of the vector of all ones. The linear operator Diag(d) forms a diagonal matrix from a vector d 2 < n . Its adjoint operator diag(D), acting on D 2 < n n , yields a vector containing the diagonal elements of D.
The vector containing the eigenvalues of a symmetric matrix A 2 < n n is denoted by (A), and the minimal eigenvalue is given by min (A). For symmetric matrices A and B, the L owner partial order is A B (A B), meaning that A?B is positive semide nite (positive de nite). The Hadamard product of two matrices A; B 2 < n k is de ned as A B = (a ij ) (b ij ) := (a ij b ij ).
Lower Bounds based on Nonlinear Relaxation
2.1. Semide nite Relaxation. In this section we review eigenvalue bounds and bounds based on semide nite relaxation for the graph bisection problem. We also discuss their relationship and derive the semide nite relaxations used for the bounding in the branch-and-bound algorithm.
The rst lower bounds based on orthogonal relaxation were introduced by Donath and Ho mann 11] in the early 1970's. Instead of the (?1; 1)-model these relaxations base on a (0; 1)-model. Here, an n 2 (0; 1)-matrix Y is used whose rows correspond to the vertices of the graph and whose columns represent the two components in which V is to be partitioned. An entry y ij of this matrix is 1 if vertex i belongs to component V j in the partition. Now an equivalent formulation of (BIS) is (BIS) z = minf 1 2 tr Y t LY : Y e 2 = e n ; Y t e n = (n 1 ; n 2 ) t ; Y 2 f0; 1g n 2 g: Boppana 4] tightened this relaxation of the graph bisection problem by including the constraints on the row and column sums of Y . Independently, Rendl and
Wolkowicz 33] proposed the same idea for the general graph partition problem, which contains (BIS) as special case. These bounds are obtained by projecting on the linear manifold fY : Y e 2 = e n ; Y t e n = (n 1 ; n 2 ) t ; Y 2 < n 2 g and solving (BIS BRW ) max f t e=0
where V contains an orthonormal basis of e ? , i.e V t e = 0, V t V = I n?1 , and f is a vector.
Alizadeh 1] observed rst that the eigenvalue bounds can be viewed as dual problems to semide nite relaxations of graph partition problems. Poljak and Rendl 32] derived semide nite relaxations for the graph bisection problem yielding the same bound as (BIS BRW ). For general graph equipartition problems these equivalences were obtained by Karisch and Rendl 26] .
We are now going to relax the (?1; 1)-model. As observed in many places we just have to linearize the objective function by introducing a new variable X := xx t .
An entry x ij of X equals +1 if i and j are in the same set, and ?1 otherwise. The set of feasible bisections can be also expressed using X and is given by T := fX : X = xx t ; x 2 Fg = fX : diag(X) = e n ; e t n Xe n = d 2 ; rank(X) = 1; X 0g:
Thus, we can restate (BIS) as (BIS) z = minf 1 4 tr LX : X 2 T g: (6) Dropping the rank condition on X yields a semide nite relaxation of (BIS) (BIS SDP ) minf 1 4 tr LX : diag(X) = e n ; e t n Xe n = d 2 ; X 0g (8) for distinct triples of vertices (i; j; k), where we use the fact that X is symmetric and has diagonal elements equal to 1. We are only going to use the triangle inequalities here, since they provide a su ciently tight relaxation when they are added. For further details and polyhedral results regarding the special case of equicut, we refer to 5, 8, 9] .
The number of possibly violated inequalities is O(n 3 ). We will describe the triangle inequalities in the resulting tighter relaxation in compact form. Suppose there are m b inequalities in a particular relaxation. We introduce a linear operator B : < n n ! < m b acting on X, and a vector b 2 < m b , which both take care of the inequalities in the model. The r-th inequality is given by B r (X) + b r = tr h (r) h t (r) X + b r 0; with the vector h (r) 2 < n de ning a triangle inequality as in (8) , and b r = ?1.
The (tighter) semide nite relaxation including (some) triangle inequalities is written as (P ) minf 1 4 tr LX : diag(X) = e n ; e t Xe = d 2 ; B(X) + b 0; X 0g:
The cutting plane approach based on this relaxation will provide the lower bounds for the branch-and-bound algorithm described in the following section. Before going on, we have to address a di culty that arises in solving semide nite relaxations with equality constraints. Since we are going to apply an interior point method to solve the semide nite programming problem (P ), we have to make sure that there are strictly feasible solutions, i.e. feasible solutions X for which X 0 and B(X) + b > 0 holds. It is obvious that there exists no positive de nite solution in the equicut case, i.e. if d = 0, since the constraint e t Xe = 0 makes the smallest eigenvalue of X equal to 0. We are going to show in Section 4.1 how one can transform an equicut problem into an equivalent one, such that the new problem has strictly feasible points. Nevertheless, we also have to ensure that the feasible set of (P ) with d > 0 has interior points. This becomes of importance when several variables are xed by branching. In Section 3.2 we are going to identify situations in which subproblems of (P ) lack interior, even if d > 0.
3. The Branch-and-Bound Algorithm In this section we describe a branch-and-bound algorithm for the graph bisection problem in detail. Even though the basic ideas are straight forward, we have to consider modi cations in the relaxations for bounding certain subproblems due to the above described di culties regarding interior points.
3.1. Branching. The branching is based upon the decision whether two vertices belong to the same set or not, which results in a binary branching tree. In order to reduce the dimension of the subproblems in lower levels of the tree we \merge" vertices when we branch. We describe the branching in the root node of the search tree in a general way, where we allow any pair of vertices to be chosen. Then we will restrict this choice to be able to manage consecutive branchings. We assume that the larger component of the partition is always the rst one, i.e. the corresponding entries of x are +1.
In the following we use a superscript on the problem to indicate the level of the search tree. Hence the original problem in the root node is (BIS 0 ) z 0 = minf 1 4 x t L 0 x : x t w 0 = d; x 2 f?1; 1g n g (10) where we de ne w 0 := e as the weight vector of the problem.
We now describe how the branching and generation of the two subproblems in the rst level of the branching tree are carried out. Suppose that p and q are the vertices on which the decision in the branching is made and let p < q.
The rst possibility is that they go into the same set, which is equivalent to adding the extra constraint x p = x q in (BIS 0 ). The bisection problem with this extra constraint is equivalent to the following lower dimensional problem. Let L 1 = (l 1 ij ) be an (n?1) (n?1) matrix obtained from L 0 by replacing the p-th row and column by the sum of rows and columns p and q, respectively, and deleting the q-th row and column. For the sum constraints we introduce the (n?1)-dimensional weight vector w 1 (12) where the matrix variable is an (n?1) (n?1) matrix. As inequality constraints we now consider the generic triangle inequalities for an (n ? 1)-dimensional problem.
In the case, where the vertices p and q are separated, i.e. x p = ?x q , we perform a \switching" in the problem rst, before we reduce it to a smaller dimensional one. Note that when switched rst, the rst entry of the weight vector w 1 after the merging becomes 0. This means that the signs of the remaining (unassigned) vertices must satisfy the cardinality constraint.
To distinguish between the two ways of generating subproblems we refer to the rst as a pure merging and to the second as a switched merging.
In order to make consecutive mergings manageable we restrict the choice for the vertex pair to branch on and assume that vertex 1 will always play the role of p.
This means that vertex 1 becomes a \supervertex" while going down the search tree. Figure 1 shows the complete branching tree for bisecting a graph with n = 6 vertices into two components of size 4 and 2, i.e. d = 2. By \p; q" we denote that p and q are in the same set while \pjq" means that p and q are separated. A current (partial) solution can be represented by a vector consisting of \0",\+" and \?", where a 0 entry means that the corresponding vertex has not been assigned yet, and elements with the same sign correspond to vertices in the same set. Note that vertex 1 gets only a \+" in the tree and that we therefore seem to obtain solutions corresponding to d < 0 in Figure 1 . But since we assume that the larger component is the rst one, we consider the symmetric solution (?x). The xing of vertex 1 to \+" guarantees that only one of each pair of symmetric solutions is searched.
When we perform a switched merging we only change the sign of q since the new vertex becomes part of the supervertex. In Figure 1 we do not merge vertices explicitly, but give the sign pattern of the rows and columns of L which become a single row and column in the subproblem. Summarizing, a subproblem at level k of the tree is obtained as follows. Depending on whether the subproblem results from its parent by a pure or a switched merging of vertices 1 and q, the cost matrix L and the weight vector w of the subproblem are obtained as described above. In the following, we will not use superscripts for L and w to indicate the level of the subproblem. This is done to simplify the notation.
Bounding. We now address various properties of the subproblems that have
to be considered before we bound. These properties depend on the values of the quadruple (n; k; d; w 1 ), where k is the level of the subproblem in the search tree and w 1 is the weight of the supervertex. Knowing these values, we can investigate both structure and feasible solutions of a given subproblem.
Recall that the cardinalities of the two components into which the vertex set is partitioned are n 1 and n 2 , respectively. The number of positive entries in the partial solution on which the subproblem is based is given by p + := 1
while the number of negative entries equals p ? := 1 2 ((k + 1) ? w 1 ). We use F to denote the feasible set for the current subproblem F = fx : x t w = d; x 2 f?1; 1g n?k g: (14) We partition F into two sets F = F + F ? , with F + := fx : x 1 = +1; x 2 Fg and F ? := fx : x 1 = ?1; x 2 Fg: (15) First of all we look at the case where we do not bound the subproblem but construct its feasible solutions explicitly and use the resulting objective function values as bounds. This is done if exactly one vertex can be arbitrarily assigned, while the other vertices are xed. This situation occures if maxfp + ; p ? g = n 1 ? 1 or minfp + ; p ? g = n 2 ? 1. In Figure 1 , (+++000) is an example for the rst and (+-0000) for the second case.
We bound a subproblem if maxfp + ; p ? g < n 1 ? 1 and minfp + ; p ? g < n 2 ? 1 hold by solving relaxation (P k ). As argued above one has to prevent lack of interior points if d = 0. However, even if d > 0, there is a situation, where the resulting semide nite relaxation (P k ) has no interior points, because the subproblem is equivalent to a certain equicut instance. This situation occurs when the rst entry of each partial solution of the subproblem, x 2 F, becomes xed, i.e.
there are only solutions with x 1 being either positive or negative. This happens if maxfp + ; p ? g > n 2 . If for instance p + > n 2 , then F ? is empty, since x t w would become negative in the case x 1 = ?1. The symmetric case deals with the situation Hence, the feasible set of the subproblem is equivalent to that of an equicut problem with a di erent weight vector and an extra constraint on x 1 . By dropping this extra constraint in the equicut problem we obtain a relaxation of the subproblem which only adds symmetric solutions. Therefore the modi ed subproblem yields the same solution value as the original one.
If d > 0 and the subproblem is not equivalent to an equicut problem, it is given by (BIS k ) z k := minf 1 4 x t Lx : x t w = d; x 2 f?1; 1g n?k g: (16) In the equicut case or in the situation described above, the subproblem at the k-th level is given by (BIS k ) z k = minf 1 4 x t Lx : x tŵ = 0; x 2 f?1; 1g n?k g (17) where the weight vector is modi ed byŵ = w du 1 , and if d = 0 we just solve the \original" equicut problem.
The semide nite relaxations of (16) and (17) are obtained as described above. We denote the relaxation of (16) . Before we describe it, we show how one deals with the lack of strictly feasible points in the second relaxation (P k 0 ). For ease of notation, let in the following n be the dimension of the current subproblem.
For relaxation (P k 0 ) we need to project the problem in order to be able to apply the interior point approach, since every feasible solution has at least one eigenvalue equal to 0 with corresponding eigenvectorŵ. We introduce an n (n?1) projection matrix V which contains a basis of the orthogonal complement ofŵ, i.e. for which V tŵ = 0 and rank(V ) = n ? 1 holds. Such a matrix can be easily found by setting V = I n?1 ?(ŵ 1:n?1 ) t :
Then we can substitute X = V RV t and obtain the following equivalent, projected problem to (P k 0 ), whose matrix variable is of order n ? 1.
(P k 0 ) minf 1 4 tr V t LV R : diag(V RV t ) = e n ; B(V RV t ) + b 0; R 0g:
Note that since V is full rank we have X 0 if and only if R 0.
In order to be able to describe the essential parts of the primal-dual interior point approach we introduce a uni ed model, which covers both (P where the adjoint operator A t ( ) acting on an m a -vector is given by A t (y) = Diag(y 1:n ) + y n+1 W; W := ww t :
For the equicut case (P k 0 ) the equalities are just A(X) = diag(V XV t ); a = e n ; m a = n;
where we now use X instead of R for ease of notation. The adjoint operator for the equality constraints acts on a vector y 2 < ma and is A t (y) = V t Diag(y)V: where the rst and the second pair of conditions are for primal and dual feasibility, respectively. The last two equations are perturbed complementary slackness conditions. This system of (nonlinear) equations is solved using Newton's method. In each iteration the linearized form of (KKT ) is solved for a xed with respect to the correction D = ( y; u; X; Z; t; s). During the iterative process is driven to 0, yielding convergence to a solution of the primal-dual pair.
In the linearized (KKT )-conditions, X; Z; s and t can be substituted and expressed in terms of y and u. This As in interior point approaches for linear programming, also in semide nite programming predictor-corrector approaches prove to be very e cient, especially if the number of inequalities in the program becomes larger. We also employ this approach here and refer to the references above for details. We point out however that the nal system (18) has to be factorized only once to obtain both the predictor and the corrector direction.
The last ingredient of the interior point method is the line search part to guarantee that the iterates stay in the interior of the feasible sets. In other words, we have to check whether the updated X and Z are positive de nite which we do by performing Cholesky factorizations. The complexity of the line search is then O(n 3 ).
Global convergence of the primal-dual method was proved in 20], while the proof of quadratic convergence is due to 29]. In general, convergence to a xed precision of say 10 ?5 is achieved in around 12 ? 15 iterations independent of the size of the semide nite programming problem.
4.2. The Cutting Plane Approach. As already pointed out above, the number of possibly violated triangle inequalities is O(n 3 ). To obtain a relatively tight relaxation with a relatively small number of inequalities, we employ a cutting plane approach in the bounding procedure.
The cutting plane approach starts with solving relaxation (BIS SDP ) to the prespeci ed precision of convergence. We construct an upper bound from the solution and check whether we can fathom the node in the search tree. If not, we exhaustively search for violated triangle inequalities and add the n most violated inequalities as cutting planes. We call this a large add of inequalities.
Then we start the interior point method with a primal solution, which is in the strict interior of the currently feasible set and hence a strictly feasible point. After each iteration of the primal-dual method the duality gap becomes smaller, but at the same time we can not guarantee that the iterates are still in the interior of the feasible set with respect to the triangle inequalities. Therefore, we check after each iteration for violated inequalities. As soon as we nd a violation, we could add the inequality as a cutting plane to the relaxation and restart the whole procedure from a strictly feasible point of the new relaxation. But in practice it is preferable to perform a few more iterations after a violation is detected, before adding new inequalities. Here, we make 3 more iterates, which results in a larger number of violated inequalities, of which we choose the n=3 most violated ones to add to the model. This is called a small add. Then we restart from an interior point of the current feasible set and check for newly violated inequalities after each iterate.
After 10 small adds we solve the current relaxation to optimality again and construct a feasible bisection and its corresponding upper bound, which are returned together with the lower bound to the main part of the branch-and-bound algorithm.
After this rather generic description of the bounding approach we specify a few algorithmical details. The degree of violation of an inequality is measured with respect to the barycenter of the feasible set, and not with respect to the origin. In other words, we measure the portion of the vector to the barycenter one has to move from the point violating a particular inequality until the inequality is satis ed with equality.
When there are no inequalities in the model or after performing a large add, we start from the barycenterX of the (primal) feasible set, whose construction is explained in the next section. After a small add, we just move back into the interior of the feasible set. This is done by taking a convex combination of the last point X I which was strictly feasible with respect to all triangle inequalities andX. Here we choose X S = :9X I + :1X as new starting point. In the dual problem, we start feasible after a large add, and infeasible after a small add. We will address this issue in the next section, too.
We tested di erent combinations of large and small adds, but the setting with 1 large and 10 small adds turned out to be favorable. This setting also turned out to be e ective for the max-cut problem 19] .
Whenever the relaxation is solved to optimality we construct a feasible solution from X and improve it by local search. We rst extract a column of X, say the q-th column X q , which approximates x x q , where x is a bisection, and set the n 1 largest elements to +1 and the others to ?1. Then we use a simpli ed variant of the Kernighan-Lin heuristic 28] with limited depth search to improve the solution.
This \rounding" and improvement is generally performed on 10 columns of X, and the best feasible solution is used as an upper bound. For a more detailed description of the Kernighan-Lin heuristic we also refer to Lengauer's book 30].
Primal and Dual Starting
Points. This section describes how strictly feasible points can be obtained for the primal and the dual relaxation of any subproblem in the branching tree. This is necessary to apply an interior point method and their existence guarantees strong duality by Slater's constraint quali cation. We also address the issue of starting from dual infeasible points after small adds. Suppose, we consider a subproblem at the k-th level speci ed by (n; k; d; w 1 ). For ease of notation, we nevertheless use n as dimension of the subproblems which actually corresponds to n ? k. X (19) with N := jT j = jFj. For computingX we partition T into two sets, namely T = T + T ? , with T + := fX : X = xx t ; x 2 F + g and T ? := fX : X = xx t ; x 2 F ? g: In these terms, the barycenter can be written aŝ
Note that in the equicut case d = 0 we have N + = N ? and the following considerations simplify accordingly. When computing the entries ofX + andX ? we have to distinguish between the diagonal elements, the elements of the rst row and column, and the remaining entries. The diagonal elements of the barycenters are clearly 1 since they are 1 in all feasible solutions. (24) where one can also easily see that w tX ? w = d 2 . The barycenterX is now obtained by using the above quantities in (20) . The following theorem shows that any strict convex combination ofX + andX ? is strictly feasible. In fact, bothX + andX ? have eigenvalues equal to 0, which can be observed using the ideas of the proof of the following theorem. becomes positive de nite. We use y n+1 = 0, and choose y 1:n large enough so that Z becomes diagonally dominant. In the equicut case we proceed in the same way, except that y 2 < n , since we have V t Diag(y 1:n )V = Diag(y 1:n?1 ) + y n W 1:n?1;1:n?1 :
After a small add it is favorable to start from a point which is infeasible with respect to u ? t = 0:
Let t old and u old be the portion of t and u before the small add, and let t new and u new correspond to the respective elements of the newly added inequalities, i.e. t = t old t new and u = u old u new :
The \old" parts are strictly feasible since they were before the small add. Nevertheless, we perturb those of their entries which are very small in order to prevent numerical di culties. For the new inequalities we set t new = e and u new = 0. This allows us to keep the latest y as new starting point and yields therefore the (up to a small change caused by the perturbation of u) same dual objective function value as the latest dual problem. In practice, t and u become dual feasible after a few steps of the interior point method, and then the lower bound provided by the dual objective function is a valid lower bound again.
Computational Results
5.1. Implementational Details. Before we are going to describe the numerical experiments we consider a few implementational details. The main routine of the branch-and-bound program was implemented in MATLAB. The cutting plane approach which provides the lower bounds was written in C and uses both BLAS and LAPACK routines, whenever possible. The compiling options are simply \{O" for full optimization and \+z" for producing position independent code, which is necessary for MEX interfaces. Our experiments were performed on the HP 9000/735 and the running times are reported in the format \hours:minutes:seconds". In the branch-and-bound algorithm, a depth rst search strategy is used to search the branching tree. As described in Section 3.1, branching is performed on a pair of vertices (1; q). As q we choose the vertex, whose column is closest to a (?1; 1)-vector, i.e. whose column X q minimizes the Euclidean norm of jX q j ? e for all q.
This branching rule turns out to work quite well in practice.
In the cutting plane approach we perform 1 large and 10 small adds, where we add n and n=3 violated inequalities, respectively. Hence, the number of inequalities m b is bounded from above by 13 3 n. As long as there are not more than 2n cutting planes in the model, we do not perform the predictor-corrector approach, but compute the \simple" Newton search directions. This turns out to be more e cient. Each relaxation is solved to an accuracy of 10 ?5 , i.e. convergence corresponds to a relative gap between primal and dual being smaller than this value. The tolerance for primal and dual feasibility is set to 10 ?6 . When the required duality gap is reached, but not the desired feasibility, usually one or two predictor-corrector steps without changing the barrier parameter are su cient to achieve the prescribed feasibility. However, this is hardly ever necessary and there are at most two of these extra iterates necessary while bounding a problem.
Numerical
Experiments. The goal of our experiments was to show that an exact approach based on semide nite programming is a step towards the solution of problem instances of general graphs having more than 100 vertices. We investigated both exact and approximate solutions for an extensive number of graphs, which were made available to us from colleagues or were generated by ourselves. We divide the presentation into four subsections, the rst providing an overview of the test problems under consideration. The other subsections present and discuss the numerical results for the di erent classes of problem instances. 5.2.1. Overview. We tested our approach on various classes of graphs which we either generated ourselves or obtained from the literature. The following subsections contain the results of our experiments. The set of randomly generated graphs in Subsection 5.2.2 was already used in 25, 26] and can be obtained from http://www.imm.dk/ sk/eqp.d. The second set of graphs considered in Subsection 5.2.3 stems from Brunetta, Conforti and Rinaldi 5] and is available at ftp://ftp.math.unipd.it/pub/Misc/equicut. Subsection 5.2.4 contains graphs due to 13, 24, 35] which come from real world applications.
The tables in the following sections read as follows: \graph" speci es the name of the instance, \n" is the number of vertices, and \dens" gives the density in percent. A column contains the optimal cut when labeled "opt" and a feasible solution when labeled \sol". In the latter case we provide a performance guarantee of the solution, given either as relative gap in percent or the absolute gap in the number of edges in column \gap". This means that the solution guarantees opt sol ? bmaxf sol 100 ; 1g gapc: \jBj" gives the number of nodes bounded, and \time" shows the running time.
In Section 5.2.3 we also give the computation times obtained by Brunetta, Conforti and Rinaldi 5] with their approach on a SPARC 10/41. In these tables \SDP-time" denotes our results, while \LP-time" gives the running times reported in 5].
If not explicitly stated otherwise, we consider equicuts, i.e. the case d = 0. For the general case, d is some portion of the number of vertices of the graph. Table 4 . Randomly generated weighted instances; dens 2 f99; 100g%.
5.2.2. Randomly Generated Instances. These graphs were generated for testing purposes in 25, 26] and consist of two classes. The rst class of graphs with labels \a-c" are unweighted pseudo-random graphs with uniform edge probability p = 1=2.
The other group consists of weighted pseudo-random graphs with edge weights uniformly drawn from the interval 0; 10]. They are labeled by \d-f". The dimensions of all instances lie between 36 n 132, and for each size and type we have three graphs. We do not give the densities in the tables, but they are in the interval 47; 51] percent for the unweighted graphs, and either 99% or 100% for the weighted instances.
We solve all instances up to size n = 84 to optimality using four di erent settings for d. We also compute optimal equicuts for the instances with 108 vertices. The remaining problems are solved with a performance guarantee of 1%. Tables 1 and 2 give the results of various partition sizes for the unweighted instances, and Tables 3 and 4 for the weighted graphs. Comparing the running times with those of the other graph classes in the next subsections shows empirically that the randomly generated instances of this type constitute the most di cult class.
The solution times for the di erent dimension are: seconds for n = 36, minutes for n = 60, hours for n = 84, and days for n = 108.
In almost all cases, 1%-approximations for weighted graphs can be obtained in the root node. For unweighted instances, the solutions with this performance guarantee can be obtained in a few hours for most of the instances under consideration.
We observe that in general the solution times do not seem to depend on the value of d. The rst class consists of pure random instances. In the generation, the density of the graphs was xed rst. Edges belonging to the graph received weights uniformly drawn from 1; 10], the remaining edges got 0 weights.
The second group contains planar grid instances, which are named \hxkg". They represent a weighted h k grid in the plane, where the edge weights have weights from 1 to 10, drawn from a uniform distribution. The resulting graphs have n = hk vertices and m = 2hk ? h ? k edges.
Toroidal grid instances belong to the third category of instances. They were generated in the same way as the planar grid problems, except that they have n = hk vertices and m = 2hk edges. These instances are denoted by \hxkt".
The next class of graphs are mixed grid instances, which are dense graphs. The edges of a planar grid got weights uniformly drawn from 1; 100], and all the other edges weights uniformly drawn from 1; 10]. The names of these graphs are \hxkm".
The last group of graphs in the library are instances with negative weights. They were generated in the same way as the instances of the rst class, except that half of the edges got weights from ?10; ?1], again drawn from a uniform distribution.
We solved all instances to optimality. Instead of presenting a long list of results we follow 5] and give a small representative sample of the results. We chose the same instances as Brunetta et al. and added a few larger ones to the lists. Our results are summarized in Tables 5 to 8 Table 9 . Instances with negative weights from the BCR-library.
to our approach are the mixed grid instances whose maximal solution times were about 30 seconds.
A comparison of these results with the ones from Subsection 5.2.2 shows that unweighted graphs having a density of about 50% seem to be more di cult to partition with our approach than others. For weighted instances, dense graphs with uniformly generated edge weights are much harder to bisect than dense graphs based on grid structures.
To put our running times into perspective, we shortly discuss the computation times obtained by Brunetta et al. 5] . Their experiments were performed on a SPARC 10/41. In 12], the performance of various computers was measured using standard linear equation software. The numbers given in 12] indicate that on LINPACK benchmarks the HP 9000/735 is roughly 6 times faster than the SPARC 10/41. Brunetta et al. used a generic cutting plane approach based on linear programming relaxations which does not exploit sparsity of the underlying graphs. This is de nitely a disadvantage of their method but our approach does not exploit sparsity either. We observe that their running times are in general in the order of hours when ours are in the order of minutes. It is di cult to compare the performance of di erent methods across di erent platforms, but the results indicate that the approach based on semide nite programming is more e cient.
5.2.4.
Other Graphs from the Literature. We also tested our approach on various classes of graphs from the literature. The rst class of problems are graphs representing de Bruijn networks of dimensions n 2 f32; 64; 128g. These networks are prominent interconnections networks for parallel computers. For references into this direction and results regarding the bisection of de Bruijn networks, we refer to Feldmann et al. 13] . The graph representing a de Bruijn network has n = 2 k vertices and is 2k-regular, where k is the basis of the network. The unweighted graphs are quite sparse and have therefore minimum cuts of low costs.
The next group of instances was introduced by Johnson, Mehrotra and Nemhauser 24] and are compiler design instances. Even though these instances were used for the more general min-clustering problem, see 14, 24] , we use them here as graph bisection instances. The graphs are weighted.
Finally, we consider an other class of real world instances. They are mesh instances and arise from an application of the nite elements method in uids, see 35] . Thereby the problem is the LU-factorization of the matrix of a linear system, which is a band matrix with two bands. It can be modeled as a graph bisection problem in an unweighted planar graph.
The results for the de Bruijn networks in Table 10 show that the running times are comparable to the ones in Subsection 5.2.2 for randomly generated graphs.
All but one of the compiler design instances can be solved in the root node within 20 seconds of CPU time, see Table 11 . In the solution of instance cd47b, one has to go down the branching tree on a relatively long path containing subproblems with an absolute gap of 1 between lower and upper bound.
The mesh instances are the easiest instances considered here, see Table 12 . For all but one graph we found the optimal solution already in the root node of the search tree. This is probably due to the fact that the graphs under consideration are planar and that for those graphs semide nite programming relaxations provide tight approximations, see for instance 17] n 90 vertices, and the bisection of the larger graphs can be done within 20 minutes of CPU time. The mesh instances were also used for experiments by Brunetta et al. 5] and Ferreira et al. 14]. As mentioned above, the running times in 5] were obtained on a SPARC 10/41 using a generic linear programming based cutting plane approach. For all instances with n 60 vertices the computation times were above one hour. In 14], a cutting plane approach for the more general node capacitated graph partitioning problem based on linear programming relaxations was presented which exploits sparsity of the graphs. The tests for this method were performed on a SUN 4/50, and the resulting CPU times are about three times larger than ours. The results in 12] indicate that the performance of the HP 9000/735 is about 10 times better than the performance of the SUN 4/50 on LINPACK benchmarks. A comparison of the di erent approaches shows that exploiting sparsity is crucial for linear programming approaches.
Conclusion
We presented a branch and bound approach based on semide nite and polyhedral relaxations for the graph bisection problem and tested it extensively. The computational results indicate that the present approach solves bisection problems on general graphs with 80 ? 90 vertices e ciently. If the graphs are planar or if they base on grids, bisections can be obtained for larger graphs in very reasonable computation times. Our results also compare favorably to previously published ones, which were obtained with cutting plane methods based on linear programming relaxations.
Regarding the solution of substantially larger bisection problems, the present method has its limitations. As long as there are no alternatives to interior point methods for solving the semide nite relaxations, exact bisections of general medium sized graphs with several hundred vertices are out of reach. Recall that each iteration of the interior point method requires the factorization of a dense system of equations, whose size equals the number of constraints in the relaxation. Neither sparsity nor structure in the data can be exploited in a satisfactory way in the current solution procedure.
