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In this paper we study the general localization principle for Fourier–Laplace series on unit
sphere SN ⊂ RN+1. Weak type (1,1) property of maximal functions is used to establish the
estimates of the maximal operators of Riesz means at critical index N−12 . The properties
Jacobi polynomials are used in estimating the maximal operators of spectral expansions
in L2(SN ). For extending positive results on critical line α = (N − 1)( 1p − 12 ), 1 p 2,
we apply interpolation theorem for the family of the linear operators of weak types.
The generalized localization principle is established by the analysis of spectral expansions
in L2. We have proved the suﬃcient conditions for the almost everywhere convergence of
Fourier–Laplace series by Riesz means on the critical line.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The classical Riemann localization theorem states that the convergence or divergence of a one-dimensional Fourier series
at a given point depends only on the behavior of the function f ∈ L1 in an arbitrary small neighborhood of this point.
Another formulation of the localization principle is: if two functions coincide in the neighborhood of a point, then the
partial sums of their Fourier series have the same behavior in the neighborhood of the point. In [17], Il’in has introduced the
concept of generalized localization principle. We wish to investigate the general localization principle for spectral expansions
of the Laplace operator on the unit sphere SN , i.e., the almost everywhere convergence of the spectral expansions to 0 on
Ω ⊂ SN , where the expanded function vanishes in Ω . It is of interest of know whether the suﬃcient for localization can be
weakened if we consider the general localization problem.
In his paper [24], Stein investigated spectral expansions of the Laplace operator on the N-dimensional cube T N , which
known as multiple Fourier series. He has proved:
Theorem 1.1. Let 1< p < 2 and α > (N − 1)( 1p − 12 ). Then for any function f (x) ∈ Lp(T N ) the Riesz means
Eαλ f (x) =
∑
|n|<λ
(
1− |n|
2
λ2
)α
fne
ixn,
converge to f (x) almost everywhere in T N .
In [7] Alimov has considered the case of a non-negative self-adjoint extension of the Laplace operator. For this case he
obtained the following:
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lim
λ→∞ E
α
λ f (x) = f (x)
almost everywhere in G, here G is any N-dimensional domain with smooth boundary.
The case of an arbitrary elliptic operator was considered by Hormander in [14]. Here he established the following propo-
sition.
Theorem 1.3. Let 1< p < 2 and α > 2(N − 1)( 1p − 12 ). Then for any function f (x) ∈ Lp(G) that is ﬁnite in G
lim
λ→∞ E
α
λ f (x) = f (x)
almost everywhere in G.
In this paper we are establishing the almost everywhere convergence of spectral expansions by Riesz means on line
α = (N − 1)( 1p − 12 ), 1 p  2.
Let us end this section with a description of the organization of the paper. In Section 2, we recall the basic deﬁnitions
and results on spherical harmonics, review some of the standard facts on the spectral expansions of the Laplace–Beltrami
operator. There we formulate the main result on the almost everywhere convergence of Fourier–Laplace series. In the third
section we will summarize the relevant material on the representation of spectral expansions with the help the Jacobi
polynomials. In Sections 4, 5 we develop the theory of representation of given function in terms of eigenfunctions of the
Laplace–Beltrami operator and establish weak estimates for maximal operators. Section 6 contains a brief summary of
interpolation theory of an analytical family of linear operators and using the results of Sections 4, 5 we prove the almost
everywhere convergence of Riesz means at critical line α = (N − 1)( 1p − 12 ).
2. The generalized localization theorem
Let SN be unit sphere in RN+1. The contraction of a homogeneous polynomial of degree k = 0,1,2, . . . to SN is called a
spherical harmonic of degree k. Let us denote by Hk the class of all spherical harmonics of degree k.
It is well known (see [26]) that dim Hk = ak:
ak =
⎧⎪⎨
⎪⎩
1, if k = 0,
N, if k = 1,
(N+k)!
N!k! − (N+k−2)!N!(k−2)! , if k 2.
(2.1)
For ak we have ak ≈ kN−1 as k → ∞.
The sphere SN is naturally equipped with a positive measure dσ(x) and with an elliptic second order differential opera-
tor s , which named the Laplace–Beltrami operator on the sphere.
The operator s has in L2(SN ) a complete orthonormal system of eigenfunctions{
Y (k)1 (x), Y
(k)
2 (x), . . . , Y
(k)
ak (x)
}
, k = 0,1,2, . . . ,
corresponding to the eigenvalues {λk = k(k + N − 1)}, k = 0,1,2, . . . .
Let us denote by γ (x, y) spherical distance between vectors x, y ∈ SN . The closed ball of radius r about x0 ∈ SN is
denoted by B(x0, r).
For x0 ∈ SN we say that a function f is zonal about x0 if the value of function f (x) depends only on distance γ (x, x0)
for each x ∈ SN . Let Zn denote the reproducing kernel for Hn , n  0. This means that Zn is a smooth function on SN × SN
and the projection L2(SN ) → Hn is
Yn( f , x) =
∫
SN
f (y)Zn(x, y)dσ(x),
and the kernel Zn has the following form:
Zn(x, y) =
an∑
j=1
Y (n)j (x)Y
(n)
j (y).
One of the main problems of harmonic analysis is the reconstruction of functions from their expansion:
f (x) ∼
∞∑
Yk( f , x). (2.2)
k=0
312 A. Ahmedov / J. Math. Anal. Appl. 356 (2009) 310–321The partial sums of (2.2) have the next form:
En f (x) =
n∑
k=0
Yk( f , x), n 0. (2.3)
We study the Riesz means of the partial sums (2.3). The Riesz means of order α we deﬁne as:
Eαn f (x) =
n∑
k=0
(
1− λk
λn
)α
Yk( f , x). (2.4)
Deﬁnition 2.1. We say that the spectral expansion (2.2) is summable to f (x) by the Riesz method of order α if
lim
λ−→∞ E
α
λ f (x) = f (x).
The Riesz means (2.4) makes sense for any real α  0 and even for complex α with Re(α) 0, thanks to which one can
use interpolation theorems in the study of Riesz means.
Deﬁnition 2.2. We say that for the spectral expansion (2.2) the generalized localization principle is satisﬁed by Riesz means
of order α in the class Lp(SN ) if for any function f (x) ∈ Lp(SN ) for almost any x ∈ SN \ supp( f ) we have the equality
lim
n→∞ E
α
n f (x) = 0,
where supp( f ) is the support of the function f .
We proceed to the formulation of the fundamental results of the paper.
Theorem 2.3. Let f ∈ Lp(SN ), 1 p  2, and f (x) = 0, x ∈ Ω ⊂ SN , then the Fourier–Laplace series of the function f converges to 0
almost everywhere on Ω by Riesz means of order α = (N − 1)( 1p − 12 ), 1 p  2, that is
lim
n→∞ E
α
n f (x) = 0,
almost everywhere on Ω .
In other words, the theorem asserts that for the Fourier–Laplace series the generalized localization principle holds for
Riesz means of order α = (N − 1)( 1p − 12 ), in the class Lp(SN ), 1  p  2. We note that in case of α = 0, p = 2 a similar
statement has been proved in [10,20]. In case p = 2 the method originates in Meaney’s paper [20], in which one makes use
in a description between Laplace–Fourier series and Jacobi polynomials.
The Theorem 2.3 gives answer to the problem on the almost everywhere convergence on critical line α = (N −1)( 1p − 12 ),
1 p  2, in N-dimensional case, with the additional restriction f (x) = 0.
In the study of questions of almost everywhere convergence it is convenient to introduce the maximal operator
Eα f (x) = sup
n∈N
∣∣Eαn f (x)∣∣. (2.5)
The investigation of convergence almost everywhere of the Riesz means Eαn f is based on estimates of E
α∗ f in L1 and L2,
and on a subsequent application of interpolation theorem.
The following statement established necessary estimate for Eα∗ f in L1.
Theorem 2.4. Let α = N−12 , then for all f ∈ L1(SN ), we have
μ
{
x: Eα∗ f (x) > s
}
 C
‖ f ‖L1(SN )
s
, ∀x ∈ Ω. (2.6)
The estimation (2.6) is called a weak (1,1)-type estimation for maximal operator.
The statement of the Theorem 2.4 we use when p = 1. In case of p = 2 for partial sums of the Fourier–Laplace series we
have
Theorem 2.5. Let f ∈ L2(SN ), and f (x) = 0, x ∈ Ω ⊂ SN , then for partial sums of the Fourier–Laplace series of the function f we
have: ∥∥E∗ f (x)∥∥L2(K )  c(N)‖ f ‖L2(SN ), ∀K ⊂ Ω.
The principle of estimation of maximal operator is often applied in proofs concerning the almost everywhere conver-
gence of spectral expansions. The almost everywhere convergence of spectral expansions was studied by many authors
[1–4,8,10–12,18,19,21,23–25] see for a review [5,6,28].
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Let us denote by Θ(x, y,n) the kernel of the partial sums
En f (x) =
n∑
k=0
Yk( f , x) =
∫
SN
Θ(x, y,n) f (y)dσ(y).
It is not hard to see that:
Θ(x, y,n) =
n∑
k=0
Zk(x, y) =
n∑
k=0
ak∑
j=1
Y (k)j (x)Y
(k)
j (y).
In this section we are going to establish a representation for Θ(x, y,n) in terms of Jacobi polynomials.
The Jacobi polynomials P (α,β)n (t) are orthogonal on [−1,1] with the weight function w(x) = (1 − x)α(1 + x)β , α > −1,
β > −1 (see [27]) and satisfy the following linear homogeneous differential equation of the second order:(
1− x2)y′′ + [(β − α − (α + β + 2)]y′ + n(n + α + β + 1)y = 0.
We recall the formula (see [20]):
Zn(x, y) = cN P
(α,β)
n (1)P
(α,β)
n (xy)
h(α,β)n
,
where
CN = Γ (ν)Γ (ν + 1/2)
2πν+1Γ (2ν)
, ν = N − 1
2
,
and
h(α,β)n = 2
α+β+1
2n + α + β + 1
Γ (n + α + 1)Γ (n + β + 1)
Γ (n + 1)Γ (n + α + β + 1) , α = β = ν −
1
2
.
And then for spectral function Θ(x, y,n) we have
Θ(x, y,n) =
n∑
k=0
cN
P (α,β)k (1)P
(α,β)
k (xy)
h(α,β)k
.
The Christoffel–Darboux formula (see for example [27]) provides an explicit description of the kernel Θ(x, y,n):
Lemma 3.1. For n 0 the kernel Θ(x, y,n) is represented as follows:
Θ(x, y,n) = cN 2
−α−β
2n + α + β + 2
Γ (n + 2)Γ (n + α + β + 2)
Γ (n + α + 1)Γ (n + β + 1)
P (α,β)n+1 (1)P
(α,β)
n (xy) − P (α,β)n (1)P (α,β)n+1 (xy)
1− xy ,
where by xy denotes the inner product of vectors x, y ∈ SN , and xy = cosγ (x, y).
By simple transformation ﬁnally we have
Θ(x, y,n) = 2
−α−β
2n + α + β + 2
Γ (n + 2)Γ (n + α + β + 2)
Γ (n + α + 1)Γ (n + β + 1)
1
1− (x · y)
×
(
P (α,β)n+1 (1)h
(α,β)
n
P (α,β)n (1)
Zn(x, y) −
P (α,β)n (1)h
(α,β)
n+1
P (α,β)n+1 (1)
Zn+1(x, y)
)
.
Note the following properties of smooth functions on unit sphere. See [13].
Lemma 3.2. If f ∈ C∞(SN ), then for any non-negative integer n we have∣∣Yn( f )∣∣ const(n + 1)−M
for all M > 0.
Zonal functions on SN have Fourier series built up from the kernels Zn .
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∞∑
n=0
Yn( fx0 , x) =
∑
bn Zn(x, x0)
where coeﬃcients
bn =
∫
SN
ψ(x0, x)Zn(x, x0)dσ(x),
do not depend on x0 .
As a corollary, we obtain, that the function Φ(cosγ (x, x0)) has a Fourier series in terms of Jacobi polynomials:
∞∑
n=0
bn
P (α,β)n (1)P
(α,β)
n (cosγ (x, x0))
h(α,β)n
,
where bn P
(α,β)
n (1) = c
∫ 1
−1 Φ(t)P
(α,β)
n (t)(1− t)α(1+ t)β dt .
All facts of this section we will apply for get special representation of spectral expansions of a function, which vanishes
on open domain.
4. L1-estimates for maximal operators
In this section we prove L1-estimates for maximal operators of Riesz means.
Let us introduce a maximal function of measurable functions.
For any two points x and y from SN we shall denote by γ (x, y) spherical distance between these two points. Actually,
γ (x, y) is a measure of angle between x and y. It is obvious, that γ (x, y) π . The closed spherical ball B(x, r) of radius r
about x is denoted by B(x, r) = {y ∈ SN : γ (x, y) < r}.
For integrable function f (x) the maximal function of Hardy–Littlwood
Mf (x) = sup
r>0
1
|B(x, r)|
∫
SN
∣∣ f (y)∣∣dσ(y)
is ﬁnite almost everywhere on sphere.
The maximal function Mf plays a major role in analysis and has been much studied (see [26]).
For any p > 1 and if f ∈ Lp , then there exists constant cp , such that∥∥M( f )∥∥Lp  cp(N)p − 1 ‖ f ‖Lp ,
where cp has no-singularities at point p = 1.
If f ∈ L1, then
μ
{
x: M( f )(x) > s
}
 C ‖ f ‖L1
s
, s > 0. (4.1)
Theorem 4.1. Let f ∈ L1(SN ), and f (x) = 0, x ∈ Ω ⊂ SN , then for the Riesz means at critical index N−12 of the Fourier–Laplace series
of the function f we have:
E
N−1
2∗ f (x) cNM( f )(x¯), ∀x ∈ Ω, (4.2)
where γ (x, x¯) = π .
Proof. Let f ∈ L1(SN ), and f (x) = 0, x ∈ Ω ⊂ SN . The Riesz means (2.4) may be written as follows:
Eαn f (x) =
∫
SN
f (y)Θα(x, y,n)dσ (4.3)
with
Θα(x, y,n) =
n∑
k=0
(
1− λk
λn
)α
Zk(x, y). (4.4)
The behavior of the spectral expansion corresponding to the Laplace–Beltrami operator is closely connected with the
asymptotic behavior of the kernel (4.4):
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(1) If |π2 − γ | < nn+1 π2 , then we have
Θα(x, y,n) = O (1)
(
n(N−1)/2
(sinγ )(N−1)/2(sin(γ /2))1+α
+ n
(N−3)/2
(sinγ )(N+1)/2(sin(γ /2))1+α
+ n
−1
(sin(γ )/2)1+N
)
;
(2) if 0 γ  π , then we have
Θα(x, y,n) = O (1)nN ;
(3) if 0< γ0  γ  π , then we have
Θα(x, y,n) = O (1)nN−α.
This lemma is proved in [2].
Let us ﬁx any vector x ∈ Ω and choose r0 > 0 such, that the spherical ball B(x, r0) ⊂ Ω .
We represent the Riesz means Eαn f (x) as follows:
Eαn f (x) =
∫
SN
Θα(x, y,n) f (y)dσ(y) =
∫
γ (x,y)<r0
Θα(x, y,n) f (y)dσ(y) +
∫
r0<γ (x,y)π− 1n
Θα(x, y,n) f (y)dσ(y)
+
∫
π− 1n <γ (x,y)π
Θα(x, y,n) f (y)dσ(y) = I1 + I2 + I3.
It follows from ∀x ∈ B(x, r0), that f (x) = 0, so I1 = 0.
Using the asymptotical behavior of the kernel Θα(x, y,n) in Lemma 4.2 we can estimate the Riesz means Eαn f (x) as
follows:
|I2| =
∣∣∣∣
∫
r0<γ (x,y)π− 1n
Θα(x, y,n) f (y)dσ(y)
∣∣∣∣ Cn N−12 −α
∫
r0<γ (x,y)π− 1n
| f (y)|
(sinγ )
N−1
2
dσ(y)
+ Cn N−32 −α
∫
r0<γ (x,y)π− 1n
| f (y)|
(sinγ )
N+1
2
dσ(y) + Cn−1
∫
r0<γ (x,y)π− 1n
| f |
(sinγ )N+1
|dσ(y).
So noting that γ (x, y) + γ (x¯, y) = π , where γ (x, x¯) = π we obtain
|I2| Cn N−12 −α
∫
1
n <γ (x¯,y)π−r0
| f (y)|
(sinγ (x¯, y))
N−1
2
dσ(y) + Cn N−32 −α
∫
1
n <γ (x¯,y)π−r0
| f (y)|
(sinγ (x¯, y))
N+1
2
dσ(y)
+ Cn−1
∫
1
n <γ (x¯,y)π−r0
| f |
(sinγ (x¯, y))N+1
|dσ(y).
We deﬁne function F (t) by
F (t) =
∫
γ (x¯,y)<t
∣∣ f (y)∣∣dσ(y)
then it is easy to show that
F (t) CtNMf (x).
Due to deﬁnition of F (t) we can rewrite the expression in last inequality in next form:
|I2| Cn N−12 −α
π− 1n∫
r0
F ′(t)
(sin t)
N−1
2
dt + +Cn N−32 −α
π− 1n∫
r0
F ′(t)
(sin t)
N+1
2
dt + Cn−1
π− 1n∫
r0
F ′(t)
(sin t)N+1
dt.
Integrating by parts and using the inequality F (t) CtNMf (x), and putting α = N−12 we get
|I2| CMf (x)
(
1+
π−1/n∫
t
N−1
2 −1 dt + n−1
π−1/n∫
t
N+1
2 −1 dt + n−1
π−1/n∫
dt
t−2
)
.r0 r0 r0
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|I2| CMf (x¯).
We estimate I3 using estimation (2) for the kernel Θα(x, y,n) in Theorem 4.2.
|I3| =
∣∣∣∣
∫
π− 1n <γ (x,y)π
Θα(x, y,n) f (y)dσ(y)
∣∣∣∣ CnN
∫
π− 1n <γ (x,y)π
∣∣ f (y)∣∣dσ(y) CMf (t).
Theorem 4.1 is proved. 
As we have proved Theorem 4.1 then the proof of Theorem 2.4 may be obtained using the inequality (4.1).
5. L2-estimates for maximal operators
The statement of the Theorem 2.4 we use when p = 1. For using the interpolation theorem on family of linear operators
we have to establish the analogous estimation on the case p = 2. In this section we prove Theorem 2.5.
Proof of Theorem 2.5. Let f ∈ L2(SN ), and f (x) = 0, x ∈ Ω ⊂ SN . We have to prove that for partial sums of the Fourier–
Laplace series of the function f :∥∥E∗ f (x)∥∥L2(K )  cN‖ f ‖L2(SN ), ∀K ⊂ Ω.
For any compact K ⊂ Ω let δ = dist(K , supp f ) and let Φ(t) be a C∞(R+), such that
Φ(t) =
{
1
1−t , t  cos
3δ
4 ,
0, t  cos δ2 .
(5.1)
To each x0 ∈ K we associate the zonal C∞-function φx0 (x) = Φ(cosγ (x, x0)), ∀x ∈ SN . Note that φx0 is zonal about x0, it
is zero on B(x0, δ/2), and it equals (1− cosγ (x, x0))−1 on a neighborhood of supp( f ).
Let us ﬁx x0 ∈ K . For any x ∈ SN , we consider the function φx0 (x) = Φ(cosγ (x, x0)) ∈ C∞(SN ).
If γ (x, x0) < δ2 , then cosγ (x, x0) > cos
δ
2 , and
φx0(x) = Φ
(
cosγ (x, x0)
)= 0.
If x belongs to the neighborhood of supp( f ), then we have
φx0(x) = Φ
(
cosγ (x, x0)
)= 1
1− cosγ (x, x0) .
Due to statement Lemma 3.1 for partial sums En we obtain
En f (x0) = C ′
∫
SN
f (x)Zn(x0, x)
1− (x · x0) dσ(x) − C
′′
∫
SN
f (x)Zn+1(x0, x)
1− (x · x0) dσ(x),
where
C ′ = cα,βn P (α,β)n+1 (1)
(
P (α,β)n (1)
)−1
h(α,β)n ,
C ′′ = cα,βn P (α,β)n (1)
(
P (α,β)n+1 (1)
)−1
h(α,β)n+1 ,
here by cα,βn was denoted constant
cα,βn = 2
−α−β
2n + α + β + 2
Γ (n + 2)Γ (n + α + β + 2)
Γ (n + α + 1)Γ (n + β + 1) .
But in view the deﬁnition of Yn( f φx0 ) and Yn+1( f φx0 ):
Yn( f φx0) =
∫
SN
f (x)φx0 (x)Zn(x0, x)s(x) =
∫
supp( f )
f (x)Zn(x0, x)
(
1− (x · x0)
)−1
dσ(x),
Yn+1( f φx0 ) =
∫
SN
f (x)φx0 (x)Zn+1(x0, x)s(x) =
∫
supp( f )
f (x)Zn+1(x0, x)
(
1− (x · x0)
)−1
dσ(x).
Then ﬁnally for En we have established next representation
En f (x) = C ′Yn( f φx0 ) − C ′′Yn+1( f φx0).
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φx0 (x) =
∞∑
n=0
an(x0)Zn(x, x0). (5.2)
Here an(x0) is rapidly decreasing as n → ∞. From the deﬁnition of φx0 it is clear that an(x0) is independent of x0, so
that (5.2) can be rewritten as
φx0 (x) =
∞∑
n=0
an Zn(x, x0), ∀x0 ∈ K , ∀x ∈ SN . (5.3)
So for Ym( f φx0 , x0) we have
Yk( f φx0 , x0) =
∞∑
n=0
an
〈
f , Zk(·, x0)Zn(·, x0)
〉
, (5.4)
where the convergence is guaranteed by the fact that an is rapidly decreasing.
Using the connection between Jacobi polynomials we have (see [9]):
Lemma 5.1. For any x, y ∈ SN and integers k,n 0, the next equality is fair:
Zk(x, y)Zn(x, y) =
k+n∑
m=|k−n|
c(k,n,m)dk dn Zm(x, y)/dm,
where
d2n =
2N−1Γ 2(n + N/2)
n!(2n + N − 1)Γ (n + N − 1) ,
c(k,n,m) 0 and
∑
m c(k,n,m) = 1.
Hence we can rewrite (5.4) as
Yk( f φx0 , x0) =
∞∑
n=0
k+n∑
m=|k−n|
anc(k,n,m)dk dn Zm(x, y)/dmYm( f , x0). (5.5)
Having in view of this estimation and the above stated assertions, we obtain
∣∣En f (x)∣∣ C ∞∑
k=0
k+n∑
m=|k−n|
(k + 1)−A(k + 1)N−1
(
n + 1
m + 1
)N−1∣∣Ym( f , x)∣∣.
We separate the sum in right-hand side into three parts as follows:
S1(n) =
[n/2]∑
m=0
m+n∑
k=n−m
(k + 1)−A(k + 1)N−1
(
n + 1
m + 1
)N−1∣∣Ym( f , x)∣∣,
S2(n) =
n∑
m=[n/2]+1
m+n∑
k=n−m
(k + 1)−A(k + 1)N−1
(
n + 1
m + 1
)N−1∣∣Ym( f , x)∣∣,
S3(n) =
∞∑
m=n+1
m+n∑
k=n−m
(k + 1)−A(k + 1)N−1
(
n + 1
m + 1
)N−1∣∣Ym( f , x)∣∣.
In sum S1(n) using 0m n/2, n −m n/2 and n+1m+1  n + 1, we have
S1(n) C
[n/2]∑
m=0
m+n∑
k=n−m
(k + 1)−A(k + 1)N−1
(
n + 1
m + 1
)N−1∣∣Ym( f , x)∣∣

[n/2]∑
m=0
(n + 1)−A(n −m + 1)N−1(n + 1)N−1∣∣Ym( f , x)∣∣ C(n + 1)−A+2N−1 sup
m
∣∣Ym( f , x)∣∣.
For estimate of the S2(n) in view n/2m n, n+1  c, we havem+1
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n∑
m=[n/2]+1
m+n∑
k=n−m
(k + 1)−A(k + 1)N−1
(
n + 1
m + 1
)N−1∣∣Ym( f , x)∣∣
 C
n∑
m=[n/2]+1
(n −m + 1)−A(n +m + 1)N−1(m + 1)∣∣Ym( f , x)∣∣ C(n + 1)N−A−1 sup
m
∣∣Ym( f , x)∣∣.
In sum S3(n) due to m > n + 1, n+1m+1  c, we have
S3(n) =
∞∑
m=n+1
m+n∑
k=n−m
(k + 1)−A(k + 1)N−1
(
n + 1
m + 1
)N−1∣∣Ym( f , x)∣∣
 C
∞∑
m=n+1
(n −m + 1)N−A−2 sup
m
∣∣Ym( f , x)∣∣ C sup
m
∣∣Ym( f , x)∣∣ ∞∑
l=1
lN−A−2  C sup
m
∣∣Ym( f , x)∣∣.
Due to Parseval’s formula for Yn( f , x)∫
SN
∞∑
n=0
∣∣Yn( f , x)∣∣2 dσ(x) =
∫
SN
∣∣ f (x)∣∣2 dσ(x)
we have∫
K
(
sup
n
∣∣Yn( f , x)∣∣)2 dσ(x)
∫
K
∞∑
n=0
∣∣Yn( f , x)∣∣2 dσ(x)
∫
SN
∞∑
n=0
∣∣Yn( f , x)∣∣2 dσ(x)
=
∞∑
n=0
∫
SN
∣∣Yn( f , x)∣∣2 dσ(x) =
∫
SN
∣∣ f (x)∣∣2 dσ(x).
So for partial sums En f (x) we obtain the following estimation:∥∥E∗ f (x)∥∥L2(K )  c(N)‖ f ‖L2(SN ), ∀K ⊂ Ω.
Theorem 2.5 is proved. 
These estimations we will use for interpolate the maximal Riesz operator with respect to index α on critical line α =
(N − 1)( 1p − 12 ).
6. The analytic family of linear operators and Lpq-spaces
The classical Riesz–Thorin interpolation theorem was extended by I.I. Hirchman (see [15]) and E. Stein (see [26]) to
analytic families of operators. We recall the notions:
Let F (z), z = x+ iy, be analytic function in 0 < Re z < 1 and continuous in 0 Re z  1. F (z) is said to be of admissible
growth if:
sup
0x1
log
∣∣F (x+ iy)∣∣ Aea|y|
where a < π . The signiﬁcance of this notion is in the following lemma due to I.I. Hirchman [15]:
Lemma 6.1. If F (z) is of admissible growth and if
log
∣∣F (it)∣∣ a0(t),
log
∣∣F (1+ it)∣∣ a1(t),
then
log
∣∣F (ϑ)∣∣
∞∫
−∞
P0(ϑ, t)a0(t)dt +
∞∫
−∞
P1(ϑ, t)a1(t)dt
where Pi(ϑ, t) are the values of the Poisson kernel for the strip on Re z = 0, Re z = 1.
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of linear operators indexed by z, 0 Re z  1. So that for each z, 0 Re z  1, the Tz is a mapping of simple functions on
M to measurable functions on N .
The family of linear operators {Tz} is called an analytic family if for any measurable set E of M of ﬁnite measure,
for almost every y ∈ N , the function Ψy(z) = Tz(χE)(y) is analytic in 0 < Re z < 1, continuous in 0  Re z  1, where χE
is characteristic function of the set E . The analytic family is of admissible growth if for almost every y ∈ N , Ψy(z) is of
admissible growth.
We recall the notion of Lpq spaces. An exposition of these spaces can be found in [16].
Let f be a measurable function deﬁned on unit sphere. We assume that f is ﬁnite valued almost everywhere and
denoting
E y =
{
x:
∣∣ f (x)∣∣> y}, λ f (y) = μ(E y).
We assume also that for some y > 0, λ f (y) < ∞. We deﬁne
f ∗(t) = inf
y>0
{
λ f (y) t
}
.
Lpq(SN ) is the space of all measurable functions f for which ‖ f ‖∗pq < ∞, where
‖ f ‖∗pq =
{( q
p
∫∞
0 t
q/p−1[ f ∗(t)]q dt)1/q, 0< p,q < ∞,
supt>0 t
1/p f ∗(t), 0< p ∞, q = ∞.
(6.1)
For p = q these are the usual Lp spaces, while for q = ∞ we have the so-called weak Lp spaces (for more properties of
Lpq spaces see [16,26]), i.e. the spaces of functions which satisfy
λ f (s)
c
sp
.
Theorem 6.2. If {Tz} is an analytic family of linear operators, which is of admissible growth, and for all simple functions
‖Tit f ‖
∣∣∗
p¯0q¯0
 A0(t)‖ f ‖∗p0q0 , (6.2)
‖T1+it f ‖
∣∣∗
p¯1q¯1
 A1(t)‖ f ‖∗p1q1 , (6.3)
where log Ai(t) Aea|t| , a < π , then for all ϑ,0< ϑ < 1,
1
p¯
= 1− ϑ
p¯0
+ 1
p¯1
,
1
q¯
= 1− ϑ
q¯0
+ ϑ
q¯1
,
1
p
= 1− ϑ
p0
+ 1
p1
,
1
q
= 1− ϑ
q0
+ ϑ
q1
,
we have for all simple function f
‖Tϑ f ‖
∣∣∗
p¯q¯  B Aϑ‖ f ‖
∣∣∗
pq,
where
log |Aϑ |
∞∫
−∞
P0(ϑ, t) log A0(t)dt +
∞∫
−∞
P1(ϑ, t) log A1(t)dt.
This theorem is proved in [22].
Applying Theorem 6.2, we obtain:
Lemma 6.3. Let f ∈ Lp(SN ), 1< p < 2, and f (x) = 0, x ∈ Ω ⊂ SN , then for Riesz means at index α = (N − 1)( 1p − 12 ), 1 p  2 of
the Fourier–Laplace series of the function f we have:
μ
{
x: Eα∗ f (x) > s
}

(
C
‖ f ‖Lp
s
)p
. (6.4)
Proof. If f ∈ L1(SN ), and f (x) = 0, x ∈ Ω ⊂ SN , then for the Riesz means at critical index N−12 of the Fourier–Laplace series
of the function f we have:
μ
{
E
N−1
2∗ f (x) > s
}
 Aσ eπ |τ |
‖ f ‖L1 .
s
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for Reα = N−12 .
In case of L2 we have∥∥E∗ f (x)∥∥L2(K )  c(N)‖ f ∗‖L2(SN ), ∀K ⊂ Ω.
So
μ
{
x: E∗ f (x) > s
}

(
Bσ e
π |τ | ‖ f ‖L2
s
)2
in sense of Lpq:∥∥Eα∗ f (x)∥∥∗2,∞  Bδeπ |τ |‖ f ‖∗2,2, (6.6)
for Reα = 0.
We apply to (6.5) and (6.6) the interpolation theorem on an analytic family of linear operators on Lpq space.
Let μ(x) be a measurable function on SN such as 0  μ(x)  μ0 < ∞ and α(z) = N−12 z, 0  Re z  1. We deﬁne an
analytic family of linear operators:
Tz f (x) = Eα(z)μ(x) f (x), 0 Re z 1.
From (6.6) we have∥∥Tiy f (x)∥∥∗2,∞  ∥∥Eα(iy)∗ f (x)∥∥∗2,∞  Beπ |y|/2‖ f ‖∗2,2. (6.7)
Secondly on the line z = 1+ iy, we have∥∥T1+iy f (x)∥∥∗1,∞  ∥∥Eα(1+iy)∗ f (x)∥∥1,∞  Aeπ |y|/2‖ f ‖∗1,1. (6.8)
Here we can write (6.7) and (6.8) to∥∥Tiy f (x)∥∥∗2,∞  K0(y)‖ f ‖∗2,2, (6.9)∥∥T1+iy f (x)∥∥∗1,∞  K1(y)‖ f ‖∗1,1, (6.10)
where K0(y) Aeπ |y|/2 and K1(y) Beπ |y|/2. Therefore by the interpolation we get∥∥Eα(t)∗ f (x)∥∥∗p,∞  Kt‖ f ‖∗p,p, (6.11)
where Kt is given by
log Kt 
∞∫
−∞
ω(1− t, y) log K0(y)dy +
∞∫
−∞
ω(t, y) log K1(y)dy,
and ω(t, y) is the Poisson kernel for the strip 0 t  1, −∞ < y < ∞. By the properties of Poisson kernel, we have
ω(t, y) 0,
∞∫
−∞
ω(1− t, y)dy  1,
∞∫
−∞
ω(t, y)dy  1.
So we get
log Kt  C .
And if note that
1
p
= 1− t
2
+ t
1
then
α(t) = N − 1
2
t = N − 1
2
(
2
p
− 1
)
= (N − 1)
(
1
p
− 1
2
)
.
Hence (6.11) becomes∥∥Eα∗ (t) f (x)∥∥∗  C‖ f ‖∗p,p,p,∞
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μ
{
x: Eα∗ f (x) > s
}

(
C
‖ f ‖Lp
s
)p
.
Lemma 6.3 is proved. 
Let us denote by Λ f (x) the ﬂuctuation of Eαn f (x):
Λ f (x) =
∣∣∣limsup
λ→∞
Eαλ f (x) − lim inf
λ→∞ E
α
λ f (x)
∣∣∣.
It is obvious, that
Λ f (x) Eα∗ f (x).
From density of C∞ in Lp , p  1, we have that for any ε > 0 the function f ∈ Lp , p  1 can be represented as the sum of
two functions:
f (x) = f1(x) + f2(x),
where f1(x) ∈ C∞ , and ϕ2‖Lp  ε. Then we have
Λ f (x) =
∣∣∣limsup
λ→∞
Eαλ f2(x) − lim inf
λ→∞ E
α
λ f2(x)
∣∣∣ ‖ f2‖Lp  ε.
Therefore almost everywhere Λ f (x) = 0. So almost everywhere on Ω ⊂ SN for Riesz means of order α = (N −1)( 1p − 12 ),
1 p  2, we have
lim
λ→∞ E
α
λ f (x) = 0.
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