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Abstract
For a Muller automaton only a subset of its states is needed to decide whether a run is
accepting or not. The set I of the innitely often visited states can be replaced by the intersection
I \W with a xed set W of states, provided W is large enough to distinguish between accepting
and non-accepting loops in the automaton. We call such a subset W a separating set. Whereas
the idea was previously introduced by McNaughton (Ann. Pure Appl. Logic 65 (1993) 149{
184), the algorithmic construction of the smallest separating sets is not treated in the literature.
In this paper we show that the problem whether in a Muller automaton a separating set of a
given size exists is NP-complete. As a step towards an ecient computation of a separating set
of minimal size we present an algorithm in the second part of the paper, based on an analysis
of the loop structure of the given automaton. c© 2000 Elsevier Science B.V. All rights reserved.
Keywords: Omega-automata; Loop structure; Relevant states; NP-completeness;
Feedback vertex set
1. Introduction
The denition of a Muller automaton consists of two parts, one describes the
transition structure, the other the acceptance component (dening the accepting
runs).
The acceptance component is presented as a system of strongly connected state
sets (\loops"); a run is accepting if its permset (the set of innitely often visited, or
eventually permanently assumed states) equals such a set. Usually, for the decision
whether a run is accepting or rejecting, not all states have to be checked but only a
subset of the state space, containing \relevant states" in the McNaughton’s terminology
[4]. A state set W can serve this purpose if for any accepting (\positive") loop P and
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Fig. 1. Muller automaton.
any rejecting (\negative") loop N of the automaton there is a state in W which is in
the symmetric dierence of P and N . We call such a state set W a separating set
(separating accepting from rejecting runs).
With a separating set the acceptance component of a Muller automaton can be given
in a more compact way. Moreover, the complexity of some automata theoretic con-
structions is measured in the size of a separating set rather than the size of the whole
state space. An example (considered in [4]) is the construction of winning strategies
in the nite-state games presented by Muller automata: The size of an automaton real-
izing such a winning strategy can be bounded by n! where n is the size of a minimal
separating set (rather than the number of states of the given Muller automaton). So
the use of small separating sets has potential applications in ecient algorithms for
(reactive) program synthesis.
As an illustration consider the Muller automaton transition graph in Fig. 1 with the
accepting loops fq1; q2; q3; q4g and fq1; q2; q3; q4; q5; q6; q7g; here clearly W =fq3; q5; q7g
is a minimal separating set. (One checks that a loop is accepting if precisely q3 from W
occurs in it or precisely q3; q5 and q7 occur in it; this gives the two loops as mentioned
above.)
In [4] McNaughton introduced the notion of relevant states but did not give an
algorithm to compute such a set of the smallest possible cardinality. The rst aim of
the present paper (Section 2) is to show that the computation of minimal separating
sets is hard: given a Muller automaton (whose size is measured in the number of
states and the number of accepting loops) and given a number k the problem whether
a separating set of size k exists is NP-complete. In the remainder of the paper we
develop an algorithm to compute a minimal separating set; our procedure is based on
an analysis of the partial order of the system of accepting and non-accepting loops;
this approach avoids the simple enumerative exponential time algorithm and may be
practical in a number of cases.
We conclude this introduction with some technical preliminaries. First let us x the
notion of Muller automaton.
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Denition 1. A Muller automaton is a structure A=(Q; q0; ;F), where Q is a nite
set of states, q0 2Q, QQ a transition relation and F 2Q a set of accepting
sets. Sometimes we consider  as a function from Q to 2Q.
In the usual denition of a Muller automaton the transitions have labels. In the
following we do not need transition labels, so we omit them. All arguments remain
valid also for Muller automata with labeled transitions. Without loss of generality we
assume that all states are reachable from the initial state q0, that every state has a
successor (via the transition relation) and that F only contains loops. (By a loop
we mean a strongly connected subset of the transition graph excluding singletons fqg
where a corresponding transition (q; q) is missing).
For a sequence 2Q! the set of innitely often occurring states is denoted by
Inf (). A run of the automaton is an innite sequence 2Q! with 0 = q0 and
(i; i+1)2  for all i 2 !. For a run 2Q! the set Inf () is a loop. The set of
loops of the automaton A is M= fInf () j  is a run of Ag. The set of loops M is
divided into the classes P=F of \positive loops" and N=MnF of negative loops.
A run 2Q! is called accepting i its innitely often visited states form a positive
loop, i.e. Inf ()2F.
A set of states W Q is a separating set for the automaton if
8P 2P : 8N 2N : 9s2W : s2P4N;
where P4N denotes the symmetric dierence of P and N . This means that for each
pair (P; N )2PN the loops P and N can be distinguished by a state s2W .
Whether a run is accepting can be checked just by referring to the states that are in
the separating set W . Let F0= fF 0 j 9F 2F: F 0=F \Wg. Then for each run  2 Q!:
Inf ()\W 2F0 , Inf ()2F:
2. Computing a separating set of xed size is NP-complete
The set of states of an automaton is always a trivial separating set. In this section
we show that it is NP-complete to nd a separating set of a given smaller size.
Theorem 2. The problem \Separating Set" whether for a given Muller automaton
A=(Q; q0; ;F) and k<jQj a separating set W in A of size jW j6k exists is NP-
complete (in jQj+ jFj).
For the proof we need two lemmas. The rst states that our problem is in NP.
Lemma 3. There is a non-deterministic algorithm that computes; given a Muller au-
tomaton A=(Q; q0; ;F) and k<jQj; a separating set W of size jW j6k in polyno-
mial time (in jQj+ jFj) if such a set exists.
Proof. For T; T 0Q let SCC(T; T 0) be the set of maximal strongly connected sets
S Q with T 0 S T .
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guess set W with jW j6k
for all P 2F do
L := SCC(Qn(WnP); W \P)
if L 6F return false
for all p2PnW do
L0 := SCC(Pnfpg; W \P)
if L0 6F return false
return true
Fig. 2. Non-deterministic algorithm to compute a separating set.
A non-deterministic algorithm to compute a separating set guesses a solution for the
set W with jW j= k and then checks the solution in polynomial time. This is done in
the following way:
For each positive loop P, it computes the maximal loops that have the same inter-
section as P with the set W . This is done by deleting all states in W that are not
in P and all states of the resulting transition structure that are not in the maximal
strongly connected sets containing W \P. The set L of maximal loops with the same
separating states as P is SCC(Qn(WnP); W \P).
By the denition of separating sets these loops and all of their sub-loops containing
W \P must be positive loops. Since there are exactly jFj positive loops we have to
check at most jFj+ 1 sub-loops of loops in L. In fact, for each positive loop P we
have only to check the maximal loops in L and the sub-loops of P since all other
sub-loops of loops in L containing W \P will be checked when the sub-loops of
LF are checked. In the case that L 6F the algorithm has proved that W is not
a separating set.
We only check each maximal sub-loop L0P with P \W = L0 \W since the sub-
loops of L0 will be checked if L0 2F. The set of maximal sub-loops of P containing
the same separating states as P is SCC(Pnfpg; W \P). If there exists such a loop L0
with L0 =2F then W is not a separating set.
Otherwise W is a separating set.
The algorithm is given in Fig. 2.
The computation of maximal strongly connected sets in a graph with jQj nodes can
be done in time O(jQj2). For the computation of SCC(T; T 0) we have to do this for
the transition structure restricted to the states in T and then check whether the strongly
connected sets are supersets of T 0. Thus, the computation of SCC(T; T 0) can be done
in time O(jQj2). This has to be done for each positive loop P 2F and for each state
in PnW .
Testing whether a loop is in F can be done in time O(jQj  jFj). This test has to
be executed for each positive loop P 2F. Therefore, the algorithm can test whether a
set W is a separating set in polynomial time.
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To prove that the problem is also NP-hard we transform the NP-complete problem
\Feedback Vertex Set" to \Separating Set". The NP-completeness of the Feedback
Vertex Set problem was shown by Karp in [2] by a transformation from the Vertex-
Cover problem.
We use the following denition of the Feedback Vertex Set problem given by Garey
and Johnson in [1].
Denition 4 (Feedback vertex set; Garey and Johnson [1]). Let G=(V; E) be a di-
rected graph and k6jV j a positive integer. Question: Is there a subset V 0V with
jV 0j6k such that V 0 contains at least one vertex from every directed cycle in G?
We call V 0 as above a feedback vertex set.
Lemma 5. There is a polynomial reduction of \Feedback Vertex Set" to \Separating
Set".
Proof. W.l.o.g. we can stipulate that the given graph G in a Feedback Vertex Set
problem has no deadlocks (nodes without outgoing edges) since such vertices do not
belong to cycles and thus are not relevant for the Feedback Vertex Set.
So we assume that we are given an instance of the Feedback Vertex Set problem,
i.e., we have a directed graph G=(V; E) and an integer k6jV j. We use this graph to
dene a Muller automaton and show that the problem of nding a separating set of
size at most k in the Muller automaton is equivalent to the computation of a feedback
vertex set of size less than or equal to k in G.
We obtain the transition structure of the automaton by using the vertices of the graph
as states and the edges as transitions between states. Then we add k + 1 new states
q1; : : : ; qk+1 with self-loops which are the only positive loops as well as a new initial
state q0 with outgoing edges to all other vertices.
Formally the automaton A=(Q; q0; ;F) is given by
Q=V [fq0; : : : ; qk+1g where qi =2V;
(p) = q if (p; q)2E;
(q0) = q for all q 2 Qnfq0g;
(qi) = qi for i 6= 0;
F= ffq1g; : : : ; fqkg; fqk+1gg:
The transformation of G into the automaton adds k+2 states and 2k+2+ jV j edges.
The set F is specied by k + 1 positive loops of size 1. This transformation can be
done in linear time in the size of the graph G (since k<jV j).
Now we show that a set W of size at most k is a separating set in the automaton A
i it is a feedback vertex set in the directed graph G.
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Fig. 3. Construction of the transition structure for the !-automaton.
First we prove that each feedback vertex set W in G is a separating set in the Muller
automaton. Let W V be a feedback vertex set in the directed graph G. Then each loop
(cycle) in G contains at least one vertex of W (by denition of the feedback vertex
set). Since the positive loops in the automaton are the trivial loops, each consisting of
a state not in V , no positive loop contains a vertex in W . Hence we have to show that
each negative loop in the automaton contains a vertex in W . But this is clear since
each negative loop in the automaton is a cycle in the graph G by construction of the
automaton’s transition structure. Thus no positive loop contains a state in W but all
negative ones do. So W is a separating set in the Muller automaton.
For the other direction let us assume W is a separating set of size at most k in the
Muller automaton. We will show that there is a feedback vertex set of the directed
graph G of cardinality less or equal to jW j.
We shall show that each negative loop L of the automaton shares a state from W .
Otherwise there would be a negative loop L in the automaton without states in W . So
each state qi 2Q with i 6= 0 must be in W since we require a separating state in the
symmetrical dierence of the negative loop L and the positive loop fqig. Since L has
no states in W , qi must be separating. But this is a contradiction to the assumption
that jW j6k. Thus, there exist no negative loops L in the automaton without a state in
the separating set W .
Since the negative loops in the automaton are exactly the cycles in the graph G each
cycle contains at least one vertex in W . Hence W \V is a feedback vertex set of G.
With Lemmas 3 and 5 we have shown Theorem 2. In the subsequent section we
develop a method to construct separating sets in a Muller automaton.
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3. How to nd a minimal separating set
A trivial approach to nd a minimal separating set is to check for every subset of the
set of states whether it is a separating set. This simple enumeration algorithm makes
no use of any information about the graph to improve the search.
In this section we present two preliminary observations:
 A minimal separating set can be computed from a \reduced" automaton.
 To obtain a separating set only the symmetric dierences of some pairs of positive
and negative loops are important.
A Muller automaton can be reduced by the following simplication:
3.1. Reducing the components
If there are two states in a component { by a component we mean a strongly
connected component { that are indistinguishable with respect to loops, one of them
can be removed from the automaton:
Lemma 6. Let A=(Q; q0; ;F) be a Muller automaton. Let LQ be a strongly
connected component and p; q2L be two states with p 6= q; (p)= fqg and −1(q)=
fpg. Let A0=(Qnfqg; q0; 0;F0); where
0 : Lnfqg! Lnfqg : 0(r)=
{
(r) if r 2Lnfp; qg
(q) if r=p
and
F0= fF 0 j 9F 2F: F 0=Fnfqgg:
If W Q is a separating set for A0; it is also a separating set for A.
Proof. Let W be a separating set for A0. Let  be a run of A. Let 0 be the run 
where all occurrences of q are removed. Then the following equivalences show that
W is also a separating set for A:
Inf ()\W 2fG j 9F 2F: G=F \Wg
, Inf (0)\W 2fG0 j 9F 0 2F0: G0=F 0 \Wg (by denition of A0; 0)
, Inf (0)2F0 (since W is a separating set for A0)
, Inf ()2F (by denition of A0 and 0):
3.2. Reducing the number of loop-pairs to check
In the following we call a pair (P; N )2PN W -separable if there exists a state
in W; called a separating state, to distinguish between loops P and N .
The number of pairs in PN can be exponential in the number of states. But we
need not check all pairs to nd a separating set. In this subsection we prove three
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lemmata that allow to reduce the number of pairs that have to be checked. In all the
cases W -separability for certain pairs (P; N ) of loops is ensured by W -separability for
the special cases of such pairs.
We say a loop C is directly contained in a loop C0 if there exists no loop C00 with
C C00C0.
Lemma 7. If all pairs (P; N )2PN; where one loop is directly contained in the
other; are W-separable then any pair from PN; where one loop is (not necessarily
directly) contained in the other; is W-separable.
Proof. Let (P; N )2PN. Assume PN . Let C1; : : : ; Cn be the chain of loops with
P=C1  Cn=N where each loop is directly contained in the next. In the chain
there exists a negative loop Ci where i is minimal. Then Ci−1 is a positive loop and
it is directly contained in the negative loop Ci. So there exists a separating state in
CinCi−1. Because the chain is ascending the separating state is also in N and not in
P and so the pair (P; N ) is W -separable. The proof is analogous for N P.
Lemma 8. If all pairs; where one loop is contained in the other; are W-separable
then any pair from PN with non-disjoint loops also shares this property.
Proof. Let (P; N )2PN with P \N 6= ;; then C =P [N is also a loop. If C is a
negative loop then it can be distinguished from P by a separating state in CnP. But
CnPN and so this state can be used to separate P from N . If C is positive, we use
the corresponding argument for CnN .
We can extend this to pairs with non-disjoint loops. By a \minimal" loop we mean
\minimal with respect to inclusion".
Lemma 9. If all pairs of non-disjoint loops and all pairs of minimal disjoint loops
are W-separable then any pair of disjoint loops is W-separable.
Proof. Let a pair (P; N ) of disjoint loops be given. Both loops contain minimal loops.
If both loops have the same sign as their minimal loop then this pair of minimal loops
is W -separable by the assumption and a separating state is also contained in exactly
one of the super-loops P and N . Otherwise one of the minimal loops has a dierent
sign and so there is a separating state in the super-loop to distinguish between both.
Again this separating state can be used to distinguish between both super-loops P
and N .
Remark 10. If all negative minimal loops or all positive minimal loops contain a
separating state then any pair of minimal disjoint loops is W -separable.
If the empty set is declared to be a loop, either positive or negative, then the
preceding remark and Lemma 8 can be connected to yield the following:
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Remark 11. If all pairs of loops, where one loop is contained in the other, are
W -separable then any pair is W -separable.
Collecting the three preceding lemmas and Remark 10 we get the following theorem:
Theorem 12. Let P; N be the sets of positive; respectively negative loops; of a
Muller automaton and W be a set of states. If all negative minimal loops or all
positive minimal loops contain a state in W and all pairs of loops; where one loop
is directly contained in the other; are W-separable; then any pair from PN is
W-separable.
In order to apply this theorem, it suces to check the assumption of the theorem
restricted to the individual strongly connected components. The only global problem is
to decide whether in all strongly connected components the same option applies (i.e.
whether the negative or the positive minimal loops contain a separating state).
4. Computing a minimal separating set
Based on the previous observations, we present an algorithm to compute a minimal
separating set for a Muller automaton.
Our algorithm works in three steps:
1. Reduce the Muller automaton according to Section 3.1.
2. For each strongly connected component compute the relevant set dierences accord-
ing to Theorem 12:
(a) Compute the negative minimal super-loops and maximal sub-loops of each pos-
itive loop in this component
(b) search for a minimal set that is non-disjoint to the set dierence of the positive
loops P and their negative neighbours (i.e. negative loops directly contained in,
respectively containing, P).
3. Compute two \hitting sets" for each strongly connected component of the automaton
(one non-disjoint to all negative minimal loops and one non-disjoint to all positive
minimal loops). Finally compose two hitting sets by uniting those hitting sets non-
disjoint to positive, respectively to negative, loops (see Remark 10).
Steps 2 and 3 look like this:
MinSeparatingSet(Q; ;F):
Mmax :=MaxLoops(Q; )
Rp := ;
Rn := ;
for L2Mmax do
D :=LoopDis(L; jL L;F\ 2L)
Mmin :=MinLoops(L; jL L)
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Rp :=Rp [HittingSet(D[ (Mmin \F))
Rn :=Rn [HittingSet(D[ (MminnF))
if jRpj6jRnj then
return Rp
else
return Rn
In Step 2, each component has to be examined. Then we have to nd all negative loops
that are directly contained in the positive loops of this component and all negative loops
in which the positive loops of this component are directly contained. In other words:
We have to nd all negative maximal sub-loops below and all negative minimal super-
loops above each positive loop of this component. For all these pairs of negative and
positive loops we compute the symmetric set dierence out of which we have to choose
a separating state.
LoopDis(L; ;P) :
D := ;
for P 2P do
N :=MinSuperLoops(L; ; P)[MaxSubLoops(L; ; P)nP
D :=D[fN − P [P − N jN 2Ng
return D
Computing the maximal loops means to compute the strongly connected components
and to remove those with a single state not reachable from itself.
The maximal sub-loops of a loop L can be obtained as follows: For each state q2L;
remove q from the graph and then compute the set of maximal loops. The union of
these sets of maximal loops is the set of maximal sub-loops of loop L.
The minimal super-loops of a loop can be found in the following way: Starting from
P search for all the shortest paths that start in P and lead back to P. The union of P
and each of these paths is a minimal super-loop.
Computing the hitting set for L 2Q can be done by choosing a state out of a set
in L and removing all sets in L which contain this state. If this is repeated until L
is empty then the set of removed states is a hitting set for L. To get a minimal one
a breadth-rst-search is performed in the tree of possible element choices.
5. Conclusion
We have shown that in a given Muller automaton the computation of a separating
set of minimal size is hard and cannot be done eciently since already the simpler
problem of deciding whether there is a separating set of xed size is NP-complete. So
we cannot expect to nd an algorithm with a better exponential worst case complexity.
Our algorithm computes a minimal separating set for each strongly connected com-
ponent of the transition structure. It composes the separating sets for the strongly con-
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nected components so that we get a global minimum. In order to reduce the number
of required computation steps we give several criteria for cases when the symmetrical
dierence of a positive and a negative loop does not need to be considered. Although
in some cases we may still need exponential time for the computations, using them as
preprocessing (e.g. in program synthesis) can be very useful. It also seems possible to
nd additional criteria for a further reduction of computation steps.
A promising approach for improvement would be an algorithm that computes \small"
(but not necessarily minimal) separating sets. Using dierent heuristics this would
possibily yield a polynomial time algorithm that already reduces the number of states
to be checked. Since in program synthesis problems the size of a control program can
be exponential in the size of a separating set, sub-optimal solutions also are useful.
For Further Reading
The following references are also of interest to the reader: [3], [5] and [6].
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