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Abstract
Human fatigue due to repetitive and physically challenging jobs may result in poor performance
and a Work-related Musculoskeletal Disorder (WMSD). Thus, the importance of being able to
monitor fatigue to implement preventative interventions cannot be overstated. This study was
designed to monitor fatigue through the development of a methodology that objectively classifies
an individual’s level of fatigue in the workplace by utilizing the motion sensors embedded in
smartphones. An experiment consisting of squatting tasks, primarily involving the lower extremity
musculature, was conducted with 24 participants using a smartphone attached to their right shank.
Using Borg’s Ratings of Perceived Exertion (RPE) to label gait data, we developed machine
learning algorithms to classify each individual’s gait into two (no- vs. strong-fatigue), three (no-,
medium-, and strong-fatigue) and four (no-, low-, medium-, and strong-fatigue) levels of fatigue,
for which accuracy of 91%, 76%, and 61% were obtained, respectively. The outcomes of this study
may facilitate the implementation of a proactive approach supporting the continuous monitoring
of a worker’s fatigue level, which may subsequently enhance workers’ performance and reduce
the risk of WMSDs.
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1. Significance
Whether resulting from extreme physical exertion or simple day-to-day activities, we have
all experienced the sense of weariness known as fatigue. As described by Nina Vøllestad, “Fatigue
is any exercise-induced reduction in the maximal capacity to generate force or power output”
(Vøllestad, 1997, p. 220). In the workplace, fatigue can result from repetitive and/or physically
challenging jobs, especially when the workers do not have sufficient breaks. Over the long term,
this fatigue can lead to Work-related Musculoskeletal Disorders (WMSD) and adversely affect
performance. According to the Occupational Safety and Health Administration (OSHA), WMSDs
account for about 952,000 injuries and illness, which represents 34% of all lost workdays in 2017
reported to the Bureau of Labor Statistics(OSHA, 2017).

1.1 Fatigue
The term “occupational fatigue” was first used by Sir Thomas Oliver back in 1914, sparked
by the new science of work: industrial physiology (Blayney, 2017). Over the long term, this type
of fatigue can turn into a WMSD. WMSDs refer to a range of painful disorders of the muscle,
skeleton, tendons, or nerves. One out of every three dollars spent on worker compensation is
related to a WMSD claim, according to Occupational Safety and Health administration (OSHA,
2014). In addition, on average employers spend $20 billion a year on direct costs for WMSDrelated compensation (OSHA, 2014). Although perhaps not as acute as a WMSD, fatigue can
produce a decline of physical and psychological performance such as reduced coordination,
increased response time, decreased awareness, and lack of attention (Factors/Ergonomics, 2019).
Reduced performance at workplace caused 75.6% of lost productive time in the workplace (Ricci,
Chee, Lorandeau, & Berger, 2007). If prolonged, long-lasting fatigue may result in a disabling and
1

complex disorder known as Myalgic Encephalomyelitis/Chronic Fatigue Syndrome (ME/CFS).
Individuals suffering from ME/CFS are often cognitively impaired, unable to perform their normal
activities, and are exhausted to the point that they are unable to perform the activities of daily
living. It is estimated that 836,000 to 2.5 million individual Americans are affected by ME/CFS
(Clayton, 2015). Based on the impact of fatigue on performance and WMSDs, it is clear that
greater attention should be devoted to addressing fatigue detection and reduction.

1.1.1 Physiological Mechanisms of Fatigue
Force is generated when a signal is produced by the Central Nervous System (CNS) that
then stimulates muscle cells. Both external and internal motivational factors can cause the CNS to
send a signal along the motoneurons to neuromuscular junctions, which results in the generation
of motor unit action potential. Motor unit action potentials represent spikes of electrical activity,
which reflects the number of motor units activated when the muscle contracts. A motor unit is
made up of motor neurons and the muscle fibers to which they transmit a signal. Motor unit action
potential swipes over the plasma membrane of the muscle cell through transverse tubes (t- tubules)
(Allen, Lamb, & Westerblad, 2008). Due to the action potential, voltage-sensitive proteins in the
plasma membrane open Ca2+ storage channels in the sarcoplasmic reticulum (SR). Released Ca2+
then binds with troponin C in a thin filament, pulling the tropomyosin away in sarcomere as shown
in Figure 1a. This process enables the myosin head in the thick filament to grab and pull the protein
actin toward the Z line in sarcomere, resulting in the contraction of muscle. The pulling of actin
by myosin occurs when myosin is in a high-energy configuration. This energy is supplied by
Adenosine Tri-Phosphate (ATP) that then splits into Adenosine Di-Phosphate (ADP) due to ATP
hydrolysis. This burning of ATP transforms myosin from a low-energy configuration to a highenergy configuration as shown in Figure 1b. Myosin continues to pull actin until Ca2+ is present.
2

Ca2+ is supplied until the action potential is generated, and the action potential is generated until
the neurons are transmitted by the CNS.

Figure 1:a) The presence of Ca2+drags away tropomyosin, resulting in binding between myosin and actin,
with pulling actin towards Z line. b) The cycle of lower energy configuration to higher energy
configuration of myosin using ATP

Simply stated, Maximal Voluntary Contraction (MVC) is a measure of strength or force
generated by a subject exerting what he or she believes to be the highest level of effort (Vøllestad,
1997). MVC, which is an important indicator for assessing fatigue, will occur when all the motor
units are recruited for force generation. The relationship between the force exerted by a muscle as
a percentage of MVC, and the endurance time during which the person was able to generate that
force, was studied by Rohmert (Rohmert, 1973). According to him, maximal contraction force
falls immediately. On the other hand, endurance time falls exponentially for submaximal
contraction. During the onset of submaximal contractions, Type-I fibers are recruited, which are
normally recruited during low-intensity exercise and thus tend to become fatigued at a slower rate.
3

As time progresses during submaximal contraction, Type-II fibers are recruited until the point at
which all motor units come into play at the level of exhaustion (Vøllestad, 1997). When the person
is no longer able to sustain submaximal force, he is considered to be fatigued.
Fatigue may exist at one or more sites due to the inability of the CNS to generate desired
force at the muscle level. In general, the possible sites for fatigue are classified into two groups,
central fatigue and peripheral fatigue. Central fatigue is caused by a failure of the neural drive
resulting in a reduction in the number of functioning motor units or a reduction in the frequency
of motor unit firing. In contrast, peripheral fatigue is characterized by a failure in force generation
of the whole muscle. If there is a failure in the conduction of signals from the CNS to the muscle,
the full functioning of all motor units cannot be maintained (Bigland-Ritchie & Woods, 1984).
This deficit results in impaired neuromuscular transmission and failure of the muscle action, which
increase the potential for high-intensity fatigue. For low-frequency fatigue, peripheral fatigue
results in impaired excitation-contraction coupling (Porter & Whelan, 1981). The site of fatigue
depends upon the exercise being performed and the muscles being used. Therefore, depending on
the exercise, all sites of fatigue should be accessed.

1.1.2 Fatigue & Work-related Musculoskeletal Disorders (WMSDs)
With increase in mechanization and many other changes in the workforce, workers are
being exposed to different types of physical stresses than they have in the past. Indeed, industrial
mechanization and the evolution of technology means that today’s workers are at risk for a range
of fatigue and work-related musculoskeletal disorders (WMSDs) that their parents or grandparents
may not have experienced. Adult musculoskeletal disorders such as neck and low back pain have
been widely reported as being of significant health and economic concern due to increased
globalization and industrial advancements (Saito, 1999). Competition resulting from globalization
4

caused Industrial advancements such as automation, which resulted into workers’ rapid repetitive
actions of body parts. Regardless of the type of work, however, repetitive actions (e.g., involving
the hands, shoulders, and lower back) will put a worker at risk for a WMSD.
Workers who are not exposed to intense physical labor are also exposed to bodily stresses
that can result in fatigue. Many jobs in manufacturing, health care, and retail are performed in a
standing position, which is considerably more versatile in that it provides the mobility of legs and
a larger degree of motion. Automotive manufacturing jobs, for example, are likely to require
prolonged standing (Gell, Werner, Hartigan, Wiggermann, & Keyserling, 2011). In terms of a
working definition, a worker is considered to be exposed to prolonged standing if he or she in the
standing position for more than 50% of the total working hours (Tomei, Baccolo, Tomao, Palmi,
& Rosati, 1999). According to U.S. Bureau of Labor Statistics, in 2016 workers spent, on average,
61% of their workday standing. Similarly, in a recent European survey of working conditions, 47%
of employees reported that they stood for about 75% of their work day (Parent-Thirion,
Vermeylen, & Van Houten, 2012). Due to prolonged exposure to a standing position during the
workday, workers can experience discomfort and are at risk for fatigue by the end of day. Briefly,
with prolonged standing a static contraction can occur in the leg and lower back (Krijnen, De Boer,
Ader, & Bruynzeel, 1998), impeding a worker's ability to perform body twisting, which, depending
on the nature of the job, can negatively impact the productivity of the worker. Over the long term,
if workers continue to work in a fatigued state without proper recovery, they will be at higher risk
for WMSDs.
Workers who stand for more than two hours are susceptible to lower back pain (Gregory,
Callaghan, & posture, 2008). In their survey report of ten separate studies, Waters and Dick (2015)
identified a positive correlation between standing and physical fatigue amongst full-time
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employees in the U.S.; the researchers also noted that, on average, half of all workers who engaged
in standing shift-work experienced low back pain. Another report found an increase in the risk for
plantar fasciitis among full-time employees of a US-based assembly plant (Werner, Gell, Hartigan,
Wiggerman, & Keyserling, 2010). Typically, workers who are involved in prolonged standing are
at higher risk for discomfort affecting the lower back and extremities, with musculoskeletal pain
frequently reported by workers (Garcia, Läubli, & Martin, 2015; Redfern & Cham, 2000). In
addition to the range of WMSDs associated with prolonged standing, there are other detrimental
side effects associated with standing-related WMSDs: decrease in productivity, time away from
work, depression, and increased treatment/medical costs to the employer if the condition is
confirmed to be work-related (Zander, King, & Ezenwa, 2004). Indeed, an employee suffering
from a WMSD due to the prolonged standing may be required to undergo extensive treatment,
possibly involving surgical interventions, resulting in loss of income due to time away from work.
In short, WMSDs can both negatively impact personal health and create an economic burden for
the employer and employee.
As a general definition, then, WMSDs are disorders of the muscle, skeleton, and related
tissues that develop over time with repetitive motion or strain. In addition to low-back pain, other
common WMSDs include carpal tunnel syndrome, tendonitis, and tension neck syndrome. While
a work-related musculoskeletal disorder can occur as the result of awkward physical movements,
the primary impetus for developing a WMSD is engaging in repetitive tasks. Indeed, the more
repetitive the task, the higher the likelihood that a worker will be exposed to WMSDs. Therefore,
the most common approach for preventing WMSD is to create variations in the nature of the job
by incorporating frequent breaks during the workday, modifying the nature of the specific task, or
assigning entirely different duties that lessen the stress on the joints/muscles at risk for WMSD.
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These approaches, however, represent extrinsic interventions since they focus on modifications to
the external environment. Conversely, reducing or eliminating a WMSD can be achieved via an
intrinsic approach—namely, asking the worker to alter his or her work posture while engaged in
the same repetitive task.

1.1.3 Fatigue & Performance at the Workplace
In the early 1990s, the Japanese instituted the concept of “lean manufacturing,” which
focuses on minimizing waste within a work environment while simultaneously maximizing
productivity. Depending on the nature of the industry, productivity means that more products are
manufactured using a fewer number of hours from labor input (O'Donnell, 2000). Among the
multifaceted variety of profit-maximizing strategies, workers in such a system would be asked to
engage in lean production practices that may require greater levels of labor intensity with little task
diversity. The end result was that in many instances, worker stress and fatigue increased.
Additionally, the injury and illness rate was 66% higher at Japanese-owned auto plants in the
United States compared to the traditional United States auto plants also, the lost workday incident
rate was 3.7%, which is 50% higher compared to other auto plants in Michigan (Landsbergis,
Cahill, & Schnall, 1999).
Many assembly tasks in industry are repetitive and are performed manually. If a worker is
performing a task in the fatigued state, it directly affects his or her performance. Once the worker
is fatigued, the musculoskeletal system uses and adapts momentary muscle substitution patterns,
which results in more variable and less coordinated movement (Mehta, Lavender, Jagacinski, &
Sommerich, 2015). Fatigue impairs performance by reducing concentration and increasing the
time needed to accomplish a given task, as optimal motor control is achieved from proprioceptive
afferent feedback (Ghez & Sainburg, 1995; Sainburg, Poizner, & Ghez, 1993). Research indicates
7

that 83.9% of the total costs associated with lost productive time was because of fatigue and
reduced performance (Ricci et al., 2007); moreover, the majority of that lost productive time was
due to reduced human performance, rather than work absence.
In terms of specific outcomes associated with work fatigue, a European study indicated
that fatigue is associated with diminished proprioceptive acuity following low-intensity work;
moreover, the concurrent reduction in position sense acuity could lead to impairment in motor
control (Björklund, Crenshaw, Djupsjöbacka, & Johansson, 2000). And from a purely economic
standpoint, worker fatigue is likely to reduce performance, thereby reducing product quality and
increasing costs.

In short, fatigue affects motor control ability, postural stability, and gait

alterations, thereby decreasing worker performance, lowering productivity, decreasing quality and
increasing incidences of injuries. According to the Bureau of Labor Statistics, an average of 17%
of the fatal injuries in occupational environment during 2017 were due to falls, slips, and trips,
which has fatigue as a primary cause (OSHA, 2017).

1.1.4 Fatigue recovery
Another approach for preventing WMSD is fatigue detection. In other words, by
identifying ergonomic risk factors for fatigue, the risk for WMSDs may be reduced. It is known
that the reduction in force resulting from fatigue is also due to changes in the CNS and its impaired
motor performance. Additionally, the rate and frequency of motor neuron discharge will diminish
during fatigue. In order to maintain the same motor performance and avoid fatigue, researchers
have examined modifications in movement coordination (Forestier & Nougier, 1998). In one such
study, the investigators monitored a runner during a half marathon; they found that an individual’s
foot-contact time increased as the running progressed, which also coincided with the onset of
fatigue (Wijnen, Hoppenbrouwers, & Willems, 2008). In another study of six runners, signal
8

energy in the mediolateral direction increased significantly along with a concurrent decrease in the
regularity of body movement (Le Bris, Billat, Auvinet, & Chaleil, 2006). Although these studies
were directed at runners, they indicate changes in gait patterns under conditions of fatigue.
Therefore, monitoring fatigue and identifying gait patterns after an individual is fatigued may help
avoid fatigue-related injuries in the workplace, such as fall-risk and work-related musculoskeletal
disorders.

1.1.5 Fatigue monitoring
Self-assessed fatigue represents a common subjective measure for determining fatigue.
One instrument that is frequently used is the self-administered Fatigue Scale for Motor and
Cognition (FSMC). Developed and evaluated by Penner et al. (2009), the FSMC has been found
to be sufficiently sensitive to discriminate between motor and cognitive fatigue, with ten questions
relating to the former, and ten questions designed to assess cognitive fatigue.
Another subjective instrument that has been used for quite some time to monitor exercise
intensity is Gunnar Borg’s (1982) Rating of Perceived Exertion (RPE) scale. Specifically, the Borg
scale produces self-assessed fatigue levels ranging from 6 to 20, with 6 corresponding to “no
exertion at all” and 20 corresponding to “maximal exertion.” As noted, as a subjective measure
the Borg scale is wholly dependent on an individual’s self-perceived rating and thus will vary from
person to person. Nonetheless, despite being a subjective measure of exercise intensity that also
relies on the experience of the observer, RPE scales provide valuable information when used
appropriately. Borg’s RPE combines signals from peripheral working muscles and joints, from
central cardiovascular and respiratory functions, and from the central nervous system to produce
a numerical value. In the industrial setting, this rating can provide a useful overall assessment of a
worker’s behavioral and physiological performance, as physical activities are never restricted to
9

only one muscle or muscle group. Therefore, the Borg Scale will be utilized for the current
investigation.
In addition to subjective measures, there are a range of objective measures that are used to
determine exercise-related fatigue. These include heart rate, MVC, and electromyography (EMG),
which measures muscle response or electrical activity in response to a nerve's stimulation of the
muscle. Using the EMG, the electrical activity of muscle is sensed by surface electrodes that
produce results in the form of signal amplitude and power spectrum. The amplitude determines
the number and size of the action potential (Basmajian & De Luca, 1985); the higher the amplitude,
the higher is the action potential. Changes in muscle activation, such as a change in excitation rate
or the number of active muscle fibers that are engaged in the activity, can be determined based on
an increase in the EMG amplitude during repetitive submaximal contraction (Vøllestad, 1997). At
the start of the submaximal contraction, only some of the muscle fibers are recruited, but as the
exercise or activity progresses and the person begins to experience fatigue, the remaining muscle
fibers are recruited to maintain the same force. These changes in recruitment pattern are reflected
on the EMG's amplitude. As noted, although electromyography is sensitive to changes in neural
activation, this assessment approach is unable to detect changes within muscle fibers, which is also
a possible site of fatigue. Therefore, understanding changes in these physiological processes during
fatigue development cannot be reflected in the EMG signal.
Although criticized on grounds of reliability and validity, MVC represents the maximum
amount of tension a muscle can generate and hold during muscle testing. According to commonly
accepted definitions of the term, fatigue occurs when the target force can no longer be generated
by the person. Hence, any decrease in the MVC is considered as an indication of fatigue (Vøllestad,
1997). The reason that this measure has been criticized is that with feedback and encouragement
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from an observer—or in response to changes in posture or respiration—the individual being tested
may be able to outperform and hold a contraction beyond even personal expectations.
In addition to EMG and MVC, acceleration of a body joint can also be utilized to identify
fatigue. A number of other studies have shown that fatigue also increases gait variability
(Helbostad, Leirfall, Moe-Nilssen, & Sletvold, 2007; Yoshino, Motoshige, Araki, & Matsuoka,
2004). Specifically, fatigue-induced variability can be observed in alterations in different gait
parameters such as step width, step length, or the time of ground contact. Moreover, various
kinematic and kinetics-gait parameters are affected by lower leg muscle fatigue (Parijat &
Lockhart, 2008a). For example, the researchers observed that after fatiguing the lower extremities,
the variability in shank acceleration across the frontal plane increased.
With advances in wearable sensors, accelerometers have been widely used in wearable
devices for measuring kinematic and kinetic parameters. These parameters are useful in activity
classification across a range of areas: in sports training to improve athletic performance, in
rehabilitation to track a patient’s healing process, and in health diagnostics for ambulatory
monitoring of disease progression (e.g., Parkinson’s disease) (Tao, Liu, Zheng, & Feng, 2012).
Increasingly, researchers are becoming interested in advanced strategies for gait analysis during
the course of fatigue development.
There are many gait features that change as a result of fatigue. If we are able to identify
these features and objectively measure their changes, researchers will be able to differentiate
between a person’s fatigued walking and normal walking. Many machine-learning algorithms
such as Support Vector Machine (SVM) are available that can help to classify gait according to
fatigued and non-fatigued states. As a basic definition, machine learning refers to the practice of
using algorithms to parse data, learn from it, and then make a prediction about a likely outcome
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based on the available data (Copeland, 2016). The machine acquires knowledge and learns to
correctly act. A training dataset consists of many features that can be continuous, categorical, or
binary. It is notable that if every instant in the dataset is given with the corresponding output,
known as a label, the learning process is defined as supervised. Conversely, if the instant is lacking
a specific label, then learning is known as unsupervised. The general process of supervised
machine learning is described in Figure 2.

Figure 2: Process of Supervised Machine Learning (Kotsiantis, Zaharakis, & Pintelas, 2007)
12

The first step of machine learning is collection of data. Typically, a subject matter expert
(SME) will guide the collection of data by suggesting specific features that are more informative.
If an SME is not available, data is collected to measure everything that is available on the area of
interest. The downside of measuring everything is that such data will inevitably contain noise and
hence must undergo preprocessing, which represents the second step in the process. During this
process, the data is preprocessed such that the new data enables the algorithm to work efficiently.
This procedure includes handling missing data, detecting outliers, and eliminating noise. After
preprocessing, the data undergoes feature extraction. If there is prior knowledge available about
features with classification capability from one or more SMEs, those features are selected for
classification. Otherwise, there are many other feature selection techniques that can be utilized,
such as filtering, principle component analysis, frequency analysis, and time frequency analysis.
The resulting feature-rich data is then divided into a training dataset and a testing dataset, after
which an algorithm is generated, trained using training dataset and then, evaluated using the testing
dataset. The algorithm evaluation is assessed according to its accuracy in predicting the label. If
the required accuracy is not achieved, additional features are identified and incorporated, and
irrelevant features are eliminated in order to enhance the accuracy of the algorithm.
Many supervised machine learning algorithms are available including decision trees,
artificial neural networks (ANN), Naïve Bayes, the k-nearest neighbor algorithm (k-NN), support
vector machine, and rule-learners. The selection of the specific algorithm depends upon the
classification problem to be addressed. One such powerful tool is SVM, which was introduced in
1995 and is a simple algorithm that is both accurate and requires less computational power. Indeed,
among all mentioned algorithms, SVM has the highest accuracy of prediction and highest speed
of classification (Kotsiantis et al., 2007). Moreover, due to its use of kernel functions, SVM is
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more effective in dealing with multi-dimensionality and multicollinearity compared to other
algorithms (Kotsiantis et al., 2007). And important for this investigation, SVM has been used in
many types of investigations designed to analyze human gait (R. Begg & Kamruzzaman, 2005; R.
K. Begg, Palaniswami, & Owen, 2005; J. Zhang et al., 2014). In summary, the various advantages
associated with SVM and its broad applicability to studies involving human gait analysis make it
a good data analytics tool for this study.

1.2 Human Gait
1.2.1 The Human Gait Cycle
Human gait, in its basic definition, refers to the pattern of how a person walks. A great deal
can be learned about a person's health from their gait, including if they have neurologic, muscular,
or skeletal problems—or merely if they are fatigued. Interestingly, research shows that, like a
fingerprint, gait can be used to identify an individual (Wang, Ning, Tan, & Hu, 2004). What makes
our gait unique? There are 24 components of human gait that are considered to be unique to the
individual. These various heuristic and high-level features can be extracted using several methods
designed to identify discriminative gait signatures (Rueterbories, Spaich, Larsen, & Andersen,
2010). As shown in Figure 3, the various periodic movements associated with human gait can be
divided into six phases.
1) Heel Strike: This phase starts when the right heel touches the ground. During heel strike, the
whole-body weight starts shifting onto the right leg. This first phase is also known as initial
contact.
2) Foot Flat: This phase starts when the entire foot comes in contact with the ground. The entire
body weight is still shifting to right leg.
14

3) Mid-Stance: During the mid-stance phase, the right legs starts becoming vertical, while the
left leg is hanging in the air.
4) Heel-Off: This fourth phase begins when the right heel starts to lift off the floor.

Figure 3: Phases during the gait cycle (Rueterbories, Spaich, Larsen, & Andersen, 2010)

5) Toe-Off: This phase is initiated with the right toe leaving the floor. Simultaneously, the left
leg is in the stance phase. Heel strike to toe-off is considered stance phase and consists of 60%
of the full gait cycle.
6) Swing: This phase occurs between toe-off and heel-strike. The swing phase can be further
divided into two phases: acceleration and deceleration. The acceleration period starts from toeoff to mid-swing. The deceleration phase starts from mid-swing to heel-strike. The swing phase
constitutes 40% of the gait cycle.
15

1.2.2 Gait Analysis
There are many studies, which used force platforms to measure ground reaction forces
while walking, relying on a multi-camera motion-capture system to identify the different gait
phases (Leusmann et al., 2011; Middleton, Buss, Bazin, & Nixon, 2005). However, these systems
tend to be expensive and require technicians skilled in using lab-based equipment—thus limiting
their applicability outside a research setting. Accordingly, in order to investigate gait analysis,
researchers are increasingly turning to wearable sensor systems that are inexpensive, lightweight,
and much more versatile. As described in the following sections, gait analysis can be divided into
two areas, gait kinetics and gait kinematics. The systems used to monitor these two factors are also
described.

1.2.2.1 Gait Kinetics
Gait kinetics studies forces and moments that result in the movement of body segment
forward in a human gait. In particular, it focuses on studying the force between the foot and the
ground. Early gait kinetic studies used force plate systems, which are stationary devices that record
force measurements during a single gait cycle (Leusmann et al., 2011; Middleton et al., 2005).
Thus, a large number of force plates would be required to carry out gait kinetic analysis for
continuous walking. During walking, only one step falls on one force plate; in order to study gait,
however, ground reaction forces from both feet are required. Therefore, a complex integration
system for data acquisition was required to integrate and analyze the information obtained from
two or more consecutive force pates. To mitigate this problem, special treadmills featuring a
dynamometric platform were developed (Verkerke, Hof, Zijlstra, Ament, & Rakhorst, 2005).
While this apparatus facilitated the ability to monitor walking in a continuous fashion, its
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application was restricted to a laboratory environment and, thus, could not be used in the outside
environment. In addition to this locational limitation, researchers were unable to study forces
exerted during turning or changing directions, as this system restricted walking to a straight
direction only.
To address these problematic issues, wearable sensors were developed that incorporated
pressure sensors and pressure switches attached to the shoes, thereby enhancing the ability to
measure gait and ground reaction forces (Veltink, Liedtke, & Droog, 2004). This approach,
however, features an important shortcoming: it is unable to measure transverse forces, which is
primary factor causing falls.

1.2.2.2 Gait Kinematics
In contrast, the area of gait kinematics assesses the velocity and acceleration of the discrete
joints and segments of the lower extremity of the human body in order to study human gait—
facilitated the use of body-mounted sensors for human gait analysis purposes. These sensors
(typically an accelerometer, gyroscope or magnetometer), tend to be small and lightweight. One
of the most important features of MEMS is its usefulness in capturing human motion outside
laboratory environment. Different applications of the accelerometer in gait analysis include
measuring the activity level of an individual and assessing a person for fall risk (Kangas et al.,
2009). Accelerometers are often attached to different body segments such as the ankle, shank, and
thigh to determine lower extremity movement. Data captured from these sensors is then used to
measure level of human activity—for instance, the number of steps walked.
Other MEMS sensors are also being used along with an accelerometer to gain more
information. Notably, a gyroscope can be used to measure angular rate and the angle of joints on
the lower extremity. Additionally, a magnetometer may be used in tandem with an accelerometer
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to identify the earth's gravity field, thereby enabling a researcher to remove gravitational force data
from accelerometer-based findings. The acceleration or angular rate data collected from the
sensors are used to detect gait cycle, along with determining body orientation and segment postures
and extract various user-defined characteristics of gait using different algorithms and analysis
techniques. The flow chart for this process is shown in Figure 4. It should also be noted that the
type of approach used to obtain gait kinematics is dependent upon the type of sensor, the location
of the sensor, and intended application of the resulting data (Rueterbories, Spaich, Larsen, &
Andersen, 2010). Moreover, some of these approaches support functional analysis based on
mathematical models, neural networks, nearest neighbor, random forest, SVM, and Hidden
Markov Model (HMM).
Experiment
Sensor

Attached to body

Performing activity

Data Analysis
Gait Segmentation

Butterworth filter

Data Collected from sensors

Figure 4: Flowchart for data collection/analysis (Xsens.com)
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1.3 Sensors
The sensors used for gait analysis can be divided into two groups: the wearable sensors and
the non-wearable sensors (Muro-De-La-Herran, Garcia-Zapirain, & Mendez-Zorrilla, 2014).
While non-wearable sensors such as vision sensors and force plates are useful for data extraction,
they are limiting in that as they require a controlled research environment. For instance, these
sensors have hardware and software components that are not portable. On the other hand, wearable
sensors such as “Inertial Measurement Units” (IMUs) and the smartwatch are lightweight and
portable. Thus, while they can be used in a laboratory environment, they can also be used outside
or in the subject’s home environment, thereby enabling researchers to capture data in more
naturalized settings.

1.3.1 Non-wearable Sensors
Non-wearable sensors can be further classified into two categories: image-processing
sensors and floor sensors. Image processing sensors capture data using one or more optical sensors
and calculate different parameters through digital-image processing. Image-processing sensors fall
into two groups—the ones that use markers and those that do not. To gather data using image
processing, the depth measurement technique (also known as range imaging) is commonly used.
This image-processing technique, which creates a map of distances measured from a particular
viewpoint, is very effective for real-time processing, and it affords three-dimensional kinematic
measurements of body segments.
Force sensors measure ground reaction forces (GRF) during walking. Most commonly used
are the force plates. These simple devices are based on Newton's third law: if an object A exerts a
force on object B, then object B must exert a force of equal magnitude and opposite direction on
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object A. In the case of force plates, the force exerted by force plate sensors is equal and opposite
to the force applied by the person's foot. During a single gait cycle, the first foot of the participant
falls on one force plate, and the other foot falls on the second. Therefore, both of these force plates
must be integrated for data acquisition and to carry out the analysis—making it effective for the
analysis of only one gait cycle. If data are needed for more than one gait cycle, a large number of
force plates will be required, which will have to be integrated for accurate data acquisition. To
solve this problem, special treadmills featuring integrated force plates are used. Though this system
can capture data for continuous gait cycle, application of this system is restricted to a laboratory
setting. Moreover, this system cannot capture data if the person is turning or changing direction.

1.3.2 Wearable Sensors
A wearable sensor is a lightweight electronic device that can be worn by an individual and
is capable of collecting data from an individual's body movement. The wearable sensor technology
began with the creation of a uniaxial accelerometer (Montoye et al., 1983). Since that time, the
range of wearable sensors has expanded to include accelerometers, gyroscopes, magnetometers,
and goniometers. Moreover, the growth of microelectromechanical systems has served to
minimize the size of accelerometers and other sensors, making them inexpensive and much more
convenient to use. Depending upon the type of sensor, information is collected for gait analysis
and different algorithms are used for gait cycle detection/analysis.
Accelerometers, which are used to capture acceleration data, rely on a basic principle based
upon Newton’s second law of motion (i.e., the force acting on the measuring element is directly
proportional to the acceleration produced). A small mass is suspended from small beams into an
integrated circuit. As force is applied, the mass undergoes displacement according to Newton’s
second law of motion. The fluid trapped within the circuit and support beam forms a physical
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system to measure the force applied (Elwenspoek & Wiegerink, 2012). The two common types of
accelerometers are capacitive and piezoelectric. Capacitive accelerometers work on capacitive
sensing effect; and the output of the capacitor depends upon the distance between the two surfaces.
Capacitive accelerometers are accurate, more stable, and less prone to the interference of noise
(Elwenspoek & Wiegerink, 2012). Piezoelectric accelerometers, which are composed of
piezoelectric materials, are active electrical systems. When a piezoelectrical material is
compressed, electrical charges of the opposite polarity are collected on the opposing sides of
piezoelectrical material. These charges are translated and amplified into an output voltage or
current.
Another wearable sensor is the gyroscope, which is used to capture angular velocity data.
MEMS-based gyroscopes use the Coriolis Effect to measure angular rate. This effort or force is
proportional to an angular rate of rotation within a rotating frame of reference and velocity of an
object moving towards the axis of rotation. MEMS gyroscopes, noted for their high-performance
capabilities and low-power consumption, are being used increasingly in a wide variety of
applications—notably in the consumer electronics market. Other types of the gyroscopes are the
rotary or optical variety, which work on different principles.
A wearable device that includes a magnetometer is used to measure the strength and
direction of a magnetic field. It is well known that a ferromagnetic material flows in a straight line
if no magnetic field exists. If a magnetic field is present, Lorentz force deflects the direction of
flow causing the current to travel more distance, thereby increasing resistance. This resistance is
proportional to the tilt angle in relation to the magnetic field direction. These sensors provide
information about the orientation of a body segment in relation to magnetic north.
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In many studies (Karvekar, Abdollahi, & Rashedi, 2019, Abdollahi et al., 2019; Ashouri et
al., 2017; Baghdadi et al., 2018) a combination of an accelerometer, gyroscope, and
magnetometer—referred to as IMU—is employed to measure linear and angular motion using
synchronized data. These self-contained IMUs are attached to different body segments using
straps. The system produced by Xsens (https://www.xsens.com/) is very helpful for ambulatory
research, as it is lightweight, easy to carry, and doesn’t interfere with a person’s normal movement.
The downside of the IMU is that they can be costly. However, this limitation can be addressed
through the use of a smartphone, which typically features an imbedded IMU unit. The ubiquitous
use of the smartphone with the same sensor technology make it an attractive device for research
purposes without additional costs.

1.3.3 Smartphone
Due, in part, to tremendous advances in smartphone technologies, this little device is
ubiquitous virtually around the world. Smartphones are easy to carry, can record the world around
us with its camera, and feature a near-limitless range of sophisticated applications. Their embedded
sensors (notably an IMU) facilitate GPS tracking as well. IMUs are the reason that smartphones
can track our steps and identify where the smartphone is pointing while using navigation apps.
While playing a racing game on a smartphone, when you tilt the screen to steer, a gyroscope
(instead of the accelerometer) senses your orientation and angular velocity. Its magnetometer,
which measures magnetic fields, facilitates the use of Google maps to identify north direction.
Increasingly, too, we are using our smartphones and their powerful little sensors for a wide range
of health applications. One of the most popular apps involves activity monitoring and stepcounting. This app identifies different activities such as walking, running, sitting, and standing and
measures the distance traveled via the number of steps taken throughout the day.
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In addition to these advantages and applications, smartphones are connected to an endless
number of devices through wi-fi and Bluetooth, which increases the smartphone’s sensing
capability. It is also able to transfer the collected data to cloud storage, making smartphone smaller
and smaller in size. For health applications, consider how the use of a smartphone not only helps
to monitor and access a patient's general health data, but could be used for more targeted uses—
such as in the detection of falls (Klasnja & Pratt, 2012). Different data signals from smartphone
sensors are capable of identifying when an elderly or disabled person has fallen or is at high risk
of fall and requires immediate attention from a caretaker.
These various high-level capabilities are capturing the attention of academic and industrial
researchers who are envisioning new ways that the smartphone can be used in health-related ways.
Consider, for instance, how smartphone sensors may be used to collect acceleration and angular
velocity data during walking and use it for further analysis to identify the key features of human
gait that change after fatigue.

1.4 Research Needs/ Objectives
Most of the early research studies (Halabi, Diab, El Badaoui, Moslem, & Guillet, 2017,
Leusmann et al., 2011; Middleton et al., 2005) in fatigue detection that incorporated gait analysis
as a contributor utilized force platforms to capture data. Although these systems do deliver
accurate data, they are expensive and require skilled technical support. And because force plates
are stationary, these systems are limited to a laboratory-based testing environment. Moreover, due
to the fact that only one gait cycle is recorded on each device, large numbers of force plates may
be required for continuous monitoring of gait, which can further add to the cost and complexity of
assessing human gait.
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Recently, the utilization of IMU systems for gait analysis has gained attention, since these
small devices can be easily used outside the laboratory. IMU sensors are lightweight, inexpensive,
and convenient to use. For example, in the area of daily activity monitoring, systems such as Fitbit
and JawboneTM have been used to analyze daily activity using IMUs. In addition to activity
monitoring, investigators are using similar technologies with the goal of identifying and measuring
human muscle fatigue. In one such study designed to identify lower-muscle fatigue during
walking, kinematic and kinetic gait signals were recorded using IMUs placed at the shank and
sternum (Jian Zhang, Thurmon E Lockhart, & Rahul Soangra, 2014). The IMU at the shank was
used for gait segmentation, and the IMU at sternum was used for feature extraction. Fatigue was
induced by asking participants to perform a set of squatting exercise (22 squats per minute) until
they reached 60% of their MVC. Zhang and coworkers were able to classify inter-subject fatigue
with more than 85% accuracy. Thus, this study supports the efficacy of using two paired IMUs to
detect fatigue.
Several studies have shown the feasibility of using only one IMU to classify fatigue. In a
study to estimate fatigue during running, Buckley et al. (2017) placed IMUs at the lumbar and both
shanks of their study participants. IMU data was collected before and after the study’s fatiguing
exercise, for which a Borg RPE higher than 18 was considered as fatigue. This study achieved a
maximum accuracy level of 77% in identifying fatigue. In a recent study investigating changes in
gait parameter, researchers employed a single IMU strapped at the right ankle of participants in
order to confirm fatigue-induced gait changes during an occupational task (Baghdadi et al., 2018).
Specifically, the fatiguing task consisted of manual material handling sessions, where participants
transported weight containers until the Borg scale was higher than 10—coupled with subjective
fatigue levels of more than 5. In this way, Baghdadi et al. (2018) were able to successfully classify
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fatigue with 90% accuracy. This study, therefore, substantiates the possibility of using a single
IMU to identify fatigue.
While delivering convincing results, the studies noted here were limited to the laboratory
environment, where the researchers utilized specific equipment to conduct their investigations. In
contrast, advances in technology (e.g., miniaturization) are expanding possibilities for detecting
the human fatigue in the industrial workplace. Notably, the use of smartphones, which are easy to
carry and operate and are readily available to workers, show great promise for detecting human
fatigue by monitoring and recording human motion. Most recent smartphones incorporate an
embedded motion sensor, i.e., an IMU sensor, that could be utilized to quantify potential changes
in human motion due to the presence of muscle fatigue. To the best of our knowledge, there is no
study to date that uses the smartphone to detect human fatigue during daily activities—and in
particular one that targets the onset of muscle fatigue due to workplace-based activities. Therefore,
this investigation is designed to identify when subjects become fatigued by monitoring their gait
using the motion sensor (i.e., the IMU) embedded in a smartphone.

1.5 Innovation
As described earlier in this proposal, traditional ways of gait analysis have employed
multiple IMU sensors attached to the body, force plates, and video cameras to capture data. These
methods restrict their application to the laboratory environment. In order to move data-acquisition
from the laboratory to the workplace, smartphone with embedded IMU was utilized to perform
gait analysis in order to determine if study participants are experiencing fatigue. With the
development of new applications, data captured from the motion sensor of these smartphones can
then be collected and stored to clouds and/or online drives. Use of a participant’s smartphone not
only helps us to detect when an individual is fatigued, but also how much he or she is fatigued.
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Among the variety of available machine learning algorithms, we used SVM, which as noted
already has delivered good performance in classification (Janssen et al., 2011; Kotsiantis et al.,
2007; Jian Zhang et al., 2014). We used multi-class SVM to identify four: no-fatigue, low-fatigue,
and strong-fatigue different levels of human muscle fatigue: no-fatigue, low-fatigue, mediumfatigue and strong-fatigue. Based on the parameters of this investigation, we know of no other
study on the application of multi-class SVM in fatigue assessment using IMUs.

2.0 Approach
To use multi-class SVM, IMU data derived from the smartphone was obtained from this
study’s participants (described in Section 2.1, Participants) during normal walking, during the lowfatigue state, during the medium-fatigue state and during the strong-fatigued state. As detailed in
Section 2.2, participants were fatigued via the incorporation of walking-squatting-walking cycle.
The IMU data collected while walking was preprocessed and used for gait segmentation. During
gait segmentation, individual gait cycle was segmented using an algorithm that is detailed in
Section 2.4.2, Gait Segmentation (Baghdadi et al., 2018). After extracting individual gait cycle
data, different features such as mean, standard deviation, maximum acceleration, and entropy were
singled out. Using these features, multi-SVM was trained to classify gait into the two (no-fatigue
and strong-fatigue), three (no-fatigue, medium-fatigue, and strong -fatigue) and four (no-fatigue,
low-fatigue, medium-fatigue, and strong-fatigue) levels of fatigue using Borg’s RPE. The
performance of the algorithm was assessed using accuracy, sensitivity, and specificity.

2.1 Participants
Using an effect size approach that incorporates a power of 0.8 and Type I error = 0.05, 24
participants were needed to detect “large” effect sizes (i.e., ω2 ≥ 0.15) (Keppel, 2004). Therefore,
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twenty-four participants (12M, 12F) between the ages of 18 and 35 were recruited from the local
population of college students. The two inclusion criteria were (a) no current or recent history of
musculoskeletal disorders or lower-body injury, and (b) exercising 2-3 days per week. The
participants were recruited from the student population at the Rochester Institute of Technology
(RIT). Prior to data collection, informed consent (as mandated by IRB) was collected from all
participants.

2.2 Experimental Procedures
To assess each participant’s fatigue level, Borg’s rating RPE was used during the squatting
exercise (Borg, 1982). Squatting was chosen to fatigue the participants since it is a comprehensive
movement involving most of the major lower extremity muscles and low-back muscles (Gallagher,
Pollard, & Porter, 2011). Indeed, this motion utilizes muscles commonly activated during various
industrial tasks that would involve lifting, pulling, pushing, lowering, carrying, bending, kneeling,
overreaching, and twisting. During lifting, quadriceps, gluteal muscles and abdominal muscles are
used. After lifting heavy objects, a postal worker or UPS/FedEx employee may carry or push or
pull that object over a distance. During pulling, the biceps, abdominals, hamstrings, and trapezius
muscles are used; during pushing, the calves, deltoids, pectorals, triceps, gluteal, quadriceps are
used. During the act of carrying an object, it is principally the calf muscles, quadriceps, gluteal
muscles (buttocks), and erector muscles that work maximally. After carrying the object to the
desired location, the worker employs the quadriceps, gluteal, and abdominal muscles to lower the
object. In addition to these tasks, bending, kneeling, overhead work, and twisting are common
activities in the workplace—to include settings in manufacturing, healthcare, and the food and
beverage industry, according to OSHA. Work that requires overhead positions imposes stress on
the lower back. During the act of bending forward, low back muscles and hamstrings are under
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contraction. When performing a hip twist, secondary muscles such as the inner thighs, shoulder
muscles, and triceps also work to provide required force. Meanwhile, the quadriceps and hamstring
muscles are used while performing kneeling task (Gallagher et al., 2011).
During squatting, gluteus maximus, hamstring muscles, quadriceps, calf muscles are
utilized. Along with these muscles, abdominal and erector spinae muscles of the trunk are also
employed during the upward phase of squatting. These muscles are required to perform squatting
in tandem with the controlled motion of the knees, ankles, and hips. In addition, during walking,
the quadriceps and the hamstring musculature aid control of knee flexion and extension. Fatiguing
these muscle groups has the potential to impact the knee joint moment production, affecting shank
movement (Parijat & Lockhart, 2008b). As squatting primarily affects quadriceps and hamstrings
and requires the whole-body movement to resemble industrial tasks, it was used for data collection
in this investigation.
Because Borg’s ratings of exertion are entirely subjective, the participants’ perception of
exertion was calibrated to the Borg scale by asking them to verbally report perceived exertion with
their back leaning against the wall and knees bent at 90° until their fatigue level reached or
exceeded 18 (Rashedi, Kim, Nussbaum, & Agnew, 2014; Rashedi & Nussbaum, 2016). Prior to
the exertion phase, a smartphone was attached to each participant’s shank using Velcro straps,
after which they were asked to walk 8 m to collect IMU data that represents normal walking.
Participant then performed a set of 8 squats/min for 2 minutes. After that set, the participant was
asked to state Borg’s RPE and then required to walk 8 m in order for the team to collect IMU data
for each fatigue level. This process of fatiguing exercise and walking continued until participant’s
Borg’s rating was greater than 17.
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2.3 Instrumentation
As noted, a smartphone was attached to each participant’s shank using Velcro straps, and
resulting IMU data was collected at 100 Hz. We conducted two pilot studies to determine optimal
study parameters. One of the pilot studies was conducted to study the performance of IMU
embedded in the smartphone and Xsens system. Specifically, the smartphone was attached to a
participant’s upper right leg along with Xsens system. The captured data were synchronized using
jump at start of each walking trial. Figure 5 shows the overlapping signals from the Xsens sensor
(in blue) and the Smartphone (in red). Both signals display peaks at the same locations and have a
correlation coefficient of 0.8.

Figure 5: Acceleration Data from Xsens sensor and Smartphone

In addition to obtaining correlation coefficient data, we compared the specifications for the
IMU embedded in the smartphone and Xsens sensor, which are listed in Table 1. According to this
table, the specifications for the smartphone are nearly same as those for the Xsens system,
indicating smartphone has the same capability to capture signal as a laboratory-based system.
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Table 1: Comparison Between Xsens and Smartphone

Specification

Smartphone (iPhone 6)

Xsens

InvenSense MPU-6500[1] *

MTW [2] *

+/-2000 degree /sec

+/-1200 degree /sec

Accelerometer full range

+/-160 m/s2

+/- 160 m/s2

Accelerometer Noise

300 µg/√Hz

300 µg/√Hz

Gyroscope Noise

0.01 dps/√Hz

0.05 dps/√Hz

4000 Hz

1800 Hz

Gyro full range

Data rate

*Data Sheet in the product specification section

2.4 Data Analysis
Acceleration and angular velocity data from the smartphone attached to shank was used
for analysis. Generally, the walking frequency of a human being is 0.6 Hz to 2 Hz (Henriksen,
Lund, Moe-Nilssen, Bliddal, & Danneskiod-Samsøe, 2004). Therefore, prior to initiating
classification, the data was filtered using Butterworth filter of order 4 and a cutoff frequency of 3
Hz. Note that the Butterworth filter is a type of signal processing filter that is designed to have a
frequency response as flat as possible in the passband. It removes the body movement noise from
the signal. Figure 6 illustrates the IMU data before and after applying the Butterworth filter.

Figure 6: IMU data before and after segmentation
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2.4.1. Gait segmentation
After filtering the continuous walking data collected from the smartphone, it was
segmented into gait cycles using a sliding window algorithm. In this approach, a window
consisting of fixed data points slides along data points to identify small segments that satisfy a
given criteria (as shown in Equation 1).
This study’s gait-cycle criteria were established based on the fact that the gait cycle for one
leg consists of two peaks, which is higher for heel-strike and smaller for toe-off (as shown in Figure
7).

Figure 7: Acceleration vs time graph showing two peaks at toe-off and heel-strike

If for any window the ratio of larger peak to smaller peak was greater than 1.1, with the
global maximum higher than 5 m/s2, then that window was considered to correspond to a valid
gait cycle (Baghdadi et al., 2018), as shown in Equation (1). Accordingly, a threshold of 5 m/s2
was established to remove the first and last step of the walking cycle, representing the fact that
first step is typically required to settle into a steady gait pace. This criterion was introduced to
avoid the problem of adding unwanted noise to the data.
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argmax ⃗afXYZ (t1 )| t ∈ [t i , t f ]
⃗ fXYZ (t2 )
a
⃗ fXYZ (t1 )
a

f(t) =
{

… .. (1)

> 1.1

⃗afXYZ (t) > 5

}

Where 𝑡𝑖 and 𝑡𝑓 are the times at which gait cycle starts and ends, 𝑡1 & 𝑡2 are the times at
𝑓

which a smaller and larger peak occurs, and 𝑎𝑋𝑌𝑍 is the filtered resultant acceleration.
Given the fact that the average person requires 1-1.2 seconds to complete one gait cycle
and requires 0.7-0.8 seconds from the start to the larger peak of the cycle, a sliding window of 7080 points was used. After the two peaks were identified, the end of the gait cycle was considered
as the minimum value of acceleration from the start of the larger peak and 50 points thereafter.
The data points from the starting point of the sliding window to the minimum value of acceleration
were considered as a one gait cycle. The subsequent sliding window then begins from end of the
prior cycle. The data analysis was performed in MATLAB R2018a (MathWorks, Inc., Natick, MA,
USA).
After gait segmentation, a comprehensive range of features was identified from the literature,
(R. K. Begg et al., 2005, Lindstrom, Kadefors, & Petersen, 1977, Halabi et al., 2017) and then
subsequently extracted from each gait cycle. These features are:
1)

Mean: The average of acceleration and angular velocity data points in a gait cycle.

2)

First quantile: The upper bound on the lowest 25% of the distribution of accelerometer data
and angular velocity when data is put in increasing order.

3)

Median: The upper bound on the lowest 50% distribution of the accelerometer data and
angular velocity when placed in increasing order.

4)

Third quantile: The lower bound on the top 25% of the accelerometer data and angular
velocity when data when placed in increasing order.
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Third quantile−First qunatile

).

5)

The coefficient of variation (CV): CV is given by CV = (

6)

Minimum acceleration: Refers to minimum acceleration for the gait cycle.

7)

Maximum acceleration: Refers to maximum acceleration and angular velocity near toe-off

Median

in the gait cycle.
8)

Acceleration range: Refers to the difference between maximum acceleration and minimum
acceleration and angular velocity.

9)

Second acceleration peak: Refers to acceleration and angular velocity near the heel-strike
in the gait cycle.

10) Inter-quantile range: Refers to the difference between the first and third quantiles of
accelerometer data in the gait cycle.
11) Standard deviation: Standard deviation of acceleration and angular velocity data points in
the gait cycle.
12) Skewness: Skewness of acceleration and angular velocity data in the gait cycle.
13) Kurtosis: Kurtosis of acceleration and angular velocity data in the gait cycle.
14) Entropy: Entropy of acceleration and angular velocity data in the gait cycle.
15) Power: Power of acceleration and angular velocity signal of the gait cycle.
16) Cycle duration: Time duration of the gait cycle.
17) Minimum vertical acceleration (Z min): Acceleration in the vertical direction at toe-off.
18) Maximum vertical acceleration (Z max): Acceleration in the vertical direction at heelstrike.
19) Minimum acceleration in frontal direction (Y min): Acceleration in the frontal plane at
heel-strike.
20) Maximum acceleration in frontal direction (Y max): Acceleration in the frontal plane at
33

toe off.
21) The frequency at maximum power: The acceleration and angular velocity data is converted
into the frequency domain using Power Spectral Density (PSD). The frequency at which
maximum power is saturated is extracted as a feature. This corresponds to walking
frequency, as during walking all the power is saturated at this frequency.
22) Time between heel strike and end of gait: To calculate the time between heel strike and
end of gait, the number of data points was calculated.
23) Median frequency: The median frequency was calculated using FFT. Lindstrom, Kadefors,
and Petersen (1977) employed spectral analysis to determine that median frequency shifts to
lower frequencies during sustained muscle contraction (Lindstrom et al., 1977).
24) Area under curve: The area under the curve of acceleration and angular velocity was
calculated.
25) Time between toe-off and heel-strike: To calculate the time between toe-off and heelstrike, the number of data points was calculated.
A feature selection method, called wrapper method was used in this study. This method
consists of heuristic based search algorithm for feature combinations combined with evaluation
criteria as shown in figure 8 (Ruiz, Riquelme, & Aguilar-Ruiz, 2005). This criterion is used to
evaluate usefulness of the feature. The algorithm begins with randomly selecting a subset of
features from the original feature set. Using these selected features, the SVM algorithm is trained
and tested. If the accuracy of this fitted SVM model is more than a threshold accuracy of 60%,
then ranking of the subset of features is increased so that the probability of selection of these
features is higher. This algorithm is continued till 500 iterations and for every iteration, accuracy
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and features subset were saved in a dataset. At the end of 500 iterations, features corresponding to
maximum accuracy were selected.

Figure 8:Feature Selection Algorithm

2.4.2. Classification Approach
The various features described in the prior section were used as input data for the multiclass SVM Classifier. The SVM is a machine learning algorithm, which is an important
discriminative binary classifier. When conducting a binary classification task using SVM, the aim
is to find an optimal separating hyperplane (OSH) between the two classes, which are normal state
and fatigued state in this study. An optimal hyperplane maximizes the distance between the
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hyperplane & the nearest data point in each class. This distance is known as the “margin”. When
it is not possible to pass the linear hyperplane between two classes, the SVM transforms the data
points using a kernel trick in such a way that after transformation, we are able to fit linear
hyperplasia. Kernel tricks make it possible to linearly separate nonlinear features. There are four
different types of kernel tricks: (1) linear, (2), polynomial, and (3) radial basis function (RBF) (4)
Gaussian. The SVM first transforms input data or features into a higher dimensional space by
means of a kernel function, after which it constructs an optimal separating hyperplane (OSH)
between the two classes in the transformed space (R. K. Begg et al., 2005). Using the polynomial
and RBF kernel functions, the features are mapped into high dimensional space so that features
that are not linearly separable can be linearly separable in the new high-dimensional space.
SVM is generally used for classifying between two classes. If there are more than two
classes—as is the case in this study—multi-class SVM is used. The aim associated with multiclass SVM is same as SVM: to identify the OSH between different classes. There are many multiclass SVM techniques, including one-versus-all and one-versus-one. In one-versus-all, each class
is classified versus all other classes. If there are k classes, k number of SVM models will be created.
In one-versus-one, pairs of classes are classified using individual SVM. There are

𝑘∗(𝑘−1)
2

SVM

classifiers. For prediction purposes, the class having the maximum number of votes can be
predicted using a combined classifier. One-versus-all represents a less demanding technique from
a computational perspective. On the other hand, one-versus-one affords better performance. In this
study one-vs-one multi-class SVM was used.
In this study, data consists of different features that were extracted from gait and used as
input to the multi-SVM. The selection of optimal features is critical for achieving higher accuracy
in the detection of fatigue. First, multi-SVM was trained using training data and then it was tested
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on testing data using cross validation. In this study, multi-SVM classifier with Gaussian Kernel
was used.
As noted in the Introduction, the use of a single IMU in a controlled setting to identify
fatigue level is not uncommon (Baghdadi et al., 2018, Buckley et al., 2017). To extend this body
of research beyond the laboratory environment, we sought to assess the possibility of identifying
higher fatigue levels using the smartphone and a 2-class SVM. But in real life, we don’t want
people to get fatigued at a Borg’s RPE level of 17 or 18. It is more useful to monitor people when
they are transitioning from medium-level fatigue (Borg’s RPE of 11-15) to strong-level fatigue
(Borg’s RPE of greater than 15). Accordingly, classes for SVM algorithm were decided using
Borg’s scale, according to which Borg’s RPE of 6 is no exertion, 7-11 is light exertion, 11- 13 is
somewhat hard, 13-15 is hard and more than 16 is very hard (Borg, 1982). This gives a good idea
about how Borg’s RPE should be classified into fatigue levels for multi-class SVM (as shown in
following Table 2).
Table 2: Participant’s Borg’s RPE rating class identification
Baseline

7-11

11-13

13-15

15-20

2-class SVM

0

NA

NA

NA

1

3-class SVM

0

1

1

2

2

4-class SVM

0

1

2

3

3

2.4.3. Evaluating the Performance of the SVM
After the binary SVM is tested using testing dataset, the classifier provided prediction
about the class of the gait cycle that is being tested. Generally, this prediction can be divided into
four events. Let’s say SVM is used to classify between two classes, class 1 i.e. fatigued state and
class 2 i.e. normal state.
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1) True positive (TP): The algorithm correctly predicts class 1 (i.e. fatigued state).
2) False positive (FP): The algorithm detects class 2 (i.e. normal state), though it actually
belongs to class 1 (i.e. fatigued state).
3) True negative (TN): The algorithm correctly detects class 2 (i.e. normal state).
4) False negative (FN): The algorithm detects class 1 i.e. fatigued state, though it actually
belongs to class 2 (i.e. normal state).
Classification performance is assessed using accuracy, specificity, and sensitivity which are
defined according to the following equations (Fang, Liang, & Chiu, 2012).
Accuracy =

TP + TN
× 100%
TP + FP + TN + FN

Sensitivity =

TP
× 100%
TP + FN

Specificity =

TN
× 100%
TN + FP

Accuracy relates to the system’s ability to classify an event into a particular class.
Sensitivity relates to the system's ability to identify a fatigued state correctly, with “high”
sensitivity indicating a smaller number of false negative errors. Specificity indicates the proportion
of “normal state” incidents that the system correctly identifies as such, with high specificity
indicating a low level of false positive errors. For a multi-class SVM, only accuracy is used to
assess the performance of the classifier.
An additional assessment approach involved the use of statistical analysis (effect analysis
using Likelihood Ratio Test) was conducted by fitting an ordinal logistic regression models for 2class, 3-class and 4-class at 0.05 significant level using JMP software (JMP®, Version 14. SAS
Institute Inc., Cary, NC, 1989-2019).

38

3. Results
Classification accuracy levels of 91%, 76%, and 61% were achieved for 2-class, 3-class
and 4-class SVM, respectively. Confusion matrix for 2-class, 3-class and 4-class SVM are shown
in figure 9.
With the help of features such as second peak of acceleration, coefficient of variation, and
peak angular velocity etc., we achieved an accuracy level of 91% using 2-class SVM. Figure 9
shows the confusion matrix for 2-class SVM. Note that 63 gait cycles for normal state are identified
as gait cycles for strong-level fatigue, while 47 gait cycles for strong-level fatigue state are
classified as normal-state gait cycles. Moreover, the employed algorithm generated 92.37%
sensitivity and 89.74% specificity levels, and thus displayed a high probability of identifying a
person in the fatigued state, with less probability of identifying a fatigued person as not fatigued.

Figure 9: Confusion matrix for 2-class SVM (left), Confusion matrix for 3-class SVM (middle) c)
Confusion matrix for 4-class SVM (right)

Accuracy levels decreased from 2-class SVM to 3-class/4-class SVMs, since the clusters
of classes are now closer as compared to that in a 2-class SVM (Table 2). Identifying if a person
has strong-level fatigue using a 2-class SVM may not be as useful, as workers will be at higher
risk of injury and WMSDs. Accordingly, it is more important to ascertain when a worker is
suffering from medium-level fatigue and to respond accordingly with necessary recovery options,
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such as engaging in non-work activities in between work shifts, taking a break away from the
immediate job site, or engaging in microbreaks within the work environment. Such preventive
measures will likely help in reducing injuries and WMSDs, along with improving work quality.
Furthermore, as shown in Figure 9, the 4-class algorithm classified 124 medium-level fatigue state
gait cycles as strong-level fatigue-state gait cycles and 144 strong-level fatigue state gait cycles as
medium-level fatigue-state gait cycles.
In addition, a linear model was fitted using all features and Borg’s RPE as response and
backward stepwise elimination was performed until a model with only significant feature was
created. Using these 22 significant features of this model, 2-,3-, and 4-class logistic regression was
fitted, and backward stepwise elimination was performed, as JMP can only perform logistic
regression for 25 features. Table 3 shows p-values of the significant features for 2-,3-, and 4-class
logistic regression respectively. For 3- and 4-class, all features were significant and for 2-class, all
features except maximum acceleration, skewness of acceleration, maximum acceleration in z
direction, and cycle time were significant.
Table 3:Statistical Analysis

Features

4-class

3-class

2-class

CV

<0.0001

<0.0001

<0.0001

Maximum Acceleration

<0.0001

0.0002

0.05

Second peak of Acceleration

<0.0001

<0.0001

<0.0001

First quantile of Acceleration

<0.0001

<0.0001

<0.0001

Skewness of Acceleration

<0.0001

<0.0001

0.14

Entropy of Acceleration

<0.0001

0.0008

<0.0001

Power of Acceleration

<0.0001

<0.0001

<0.0001

Maximum Acceleration in Z direction

0.0017

0.0005

0.09

Maximum Acceleration in Y direction

<0.0001

0.0025

0.0072

Minimum Acceleration in X direction

<0.0001

0.0009

<0.0001

Walking Frequency

0.0180

0.0341

0.0001
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Cycle Time

0.0005

0.0077

0.17

Area under Acceleration

<0.0001

<0.0001

<0.0001

Time between toe-off to heel strike

<0.0001

<0.0001

<0.0001

Maximum Angular Velocity

<0.0001

<0.0001

<0.0001

Second peak of Angular Velocity

0.0106

0.0328

0.0203

Third quantile of Angular Velocity

<0.0001

<0.0001

0.0138

Skewness of Angular Velocity

<0.0001

<0.0001

<0.0001

Kurtosis of Angular Velocity

<0.0001

<0.0001

<0.0001

Entropy of Angular Velocity

0.0050

<0.0001

0.0011

Power of Angular Velocity

<0.0001

<0.0001

<0.0001

Area under Angular Velocity

<0.0001

<0.0001

0.0068

4. Discussion
To enhance the ease and accuracy of fatigue detection, this study explored the possibility
of using smartphones to identify different human muscle-fatigue levels in an industrial
environment Specifically, we designed a fatiguing task involving walking-squatting-walking,
during which IMU data were collected from a smartphone.
The use of gait analysis for identifying fatigue levels is well represented in the literature
(summary provided in Table 4) (Baghdadi et al., 2018; Buckley et al., 2017; Janssen et al., 2011;
Jian Zhang et al., 2014). For example, Janssen et al. designed a study involving the incorporation
of isokinetic leg exercises with weights until exhaustion, and then compared walking gait cycles
before- and after-fatigue with 98% accuracy using force plates and SVM (Janssen et al., 2011). In
another study, Zhang et al. achieved 90% accuracy in inter-subject classification of strong-level
fatigue using SVM with Radial Basis (RBF) kernel (Jian Zhang et al., 2014). Their fatiguing
protocol consisted of a squatting exercise involving 22 squats/min for 5 minutes, after which they
measured maximum voluntary isokinetic exertions (MVE) until participants reached 60% of their
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baseline MVE. It must be noted that this study utilized two IMUs—one at the shank to identify
gait cycle and a second at the sternum to extract features; moreover, this particular fatiguing
protocol was quite demanding and resulted in rapid fatigue. As such, their findings cannot be
readily extrapolated to typical industrial settings since workers are more likely to become fatigued
more slowly over time. In addition, neither of these two investigations depicted actual working
conditions.
Buckley et al. were able to classify strong-level fatigue with a maximum of 77% accuracy
using IMUs attached to each of the lumbar spine and shanks (Buckley et al., 2017). However, the
participants for this study were athletes, who were required to perform fast-paced running tasks
with limited applicability to an industrial setting. Moreover, they used an extreme case of Borg’s
RPE greater than 18 to define the fatigued state. In another study, Baghdadi et al. investigated the
potential of using a single IMU attached at the ankle to classify the fatigued state (Baghdadi et al.,
2018), with a reported accuracy level of 90% using IMU data from 20 participants. Moreover, their
study identified the fatigued state as corresponding to Borg’s RPE of mean of 14.4 and standard
deviation of 2.6, which includes both medium- and strong-level fatigue. Similarly, in our study we
were able to identify those fatigue levels using the smartphone with an analogous accuracy level
(i.e., 91% for 2-class). As workers continue to perform in a strong-level fatigue state (identified
by a Borg RPE level of more than 15), it not only increases the risk of getting injured and
developing WMSDs, but also negatively impacts their performance and concentration, potentially
compromising their quality of work. To address this concern, we assessed medium- and stronglevel fatigue with 76% accuracy, as well as low-, medium-, and strong-level fatigue with 61%
accuracy. These findings may be helpful in monitoring fatigue levels at earlier stages to potentially
implement preventative measures against the onset of fatigue.
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As indicated from the research summary presented in Table 4, while all these studies
employed different fatiguing protocols, many used SVM as a popular and easy-to-implement
algorithm in fatigue classification (Baghdadi et al., 2018; Buckley et al., 2017; Janssen et al.,
2011). Buckley et al. and Baghdadi et al. used a subjective measure (Borg’s RPE) to identify
fatigue, while Zhang et al. employed MVE. However, Zhang et al. and Baghdadi et al. both
achieved an accuracy level of 90%. One of the commonalities between all three studies is that each
study extracted features from a segmented gait cycle. As such, the gait segmentation algorithm
may depend on the type of sensor used and the location of the sensor on the body. Zhang et al. and
Buckley et al. used many time domain features such as mean, standard deviation, peak, minimum,
maximum, etc., which are similar to what we utilized in this study. Conversely, Baghdadi et al.
used only two features, including the mean of distance-based scores, which were derived from $1
algorithm and stride duration. Only one of the seven studies tried to identify medium-level fatigue
using Self-Organizing Map (SOM) (Janssen et al., 2011); however, they used visual representation
of results, while our results cannot be directly compared in this way.
Except Janssen et al., all other studies identified strong fatigue level. However, it is critical
to identify different levels of fatigue, but particularly medium-level and strong -level fatigue, using
multi-class SVMs. Our results for identifying medium-level and strong-level fatigue i.e. confusion
matrix for 3-class and 4-class SVMs are shown in Figure 9. Note that Figure 9 shows that there is
very little confusion between the normal state class and the strong-level fatigue state class using a
3-class SVM, which is also supported by the results from the 2-class SVM. However, there are
many medium-level gait cycles which are identified as no-fatigue and strong-level fatigue.
Similarly, it can be seen in confusion matrix of 4-class SVM, there are many gait cycles which are
wrongly identified within low- and medium-level fatigue as well as medium- and strong-level
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RBF SVM

LASSO Penalized
Logistic regression

Maximum Power
Test

Running task

Manual material
handling task

Industrial tasks
such as assembly,
supply pickup and
insertion and
manual material
handling

Karg et al.(Michelle
Karg et al., 2008)

Buckley et
al.(Buckley et al.,
2017)

Baghdadi et
al.(Baghdadi,
Megahed, Esfahani,
& Cavuoto, 2018)

Maman et
al.(Maman, Yazdi,
Cavuoto, &
Megahed, 2017)

C: Class of classification

*

2

Linear Discriminant
Analysis (LDA),
Naive Bayes, KNearest Neighbor
Clustering (KNN),
SVM

Random Forest

2

Hidden Markov
Model, linear
regression

Squatting exercise
until exhaustion

Karg et al.(M. Karg,
Venture, Hoey, &
Kulić, 2014)

2

2

2

2

RBF SVM

Squatting for 5
minutes at
22squats/min

2 (SVM)
3 (SOM)

Zhang et al.(J. Zhang,
T. E. Lockhart, & R.
Soangra, 2014)

Number of
classes

Method

Classification

Janssen et al (Janssen
et al., 2011)

Fatiguing
Protocol

RBF SVM, SelfOrganizing Map
(SOM)

Study

C1: Normal walking
C2: Borg’s RPE ≥ 15

C1: Normal walking
C2: Borg’s RPE
(14.4(2.6))

C1: Normal walking
C2: Borg’s RPE ≥ 18

C1: Normal walking
C2: Maximum power
40% of baseline

C1*: Normal walking
C2**: Until exhaustion

C1: Normal walking
C2: MVE 60% of
baseline

C1: Normal walking
C2: Until exhaustion
C3: Immediate after first
fatiguing protocol

Class labeling Method

Descriptive statistics along with
percent change and CUSUM of
descriptive statistics along with
percent

2 features which include mean
of distance-based scores and
the stride duration

Sixteen time-domain and
frequency-domain descriptive
features such as mean, peak,
quantiles, energy etc.

Specificity 99%
Sensitivity 80%

Accuracy 90%

Accuracy 77%

Highest accuracy
100%

Highest
Accuracy 81%

Descriptive measures
minimum, mean, maximum,
and ROM

Structural and dynamical cues
by PCA and Fourier
Transformation (FT)

Inter-subject
Accuracy 90%

11 kinematic features such as
mean, standard deviation,
Maximum, minimum,
skewness, kurtosis etc.

Reported results

Accuracy 98%
(SVM C1 & C3)
Visual
representation
(SOM)

Features

Synthetic gait pattern by
averaging gait patterns data
point by data point

Table 4: Summary of studies in fatigue detection using gait analysis

Isokinetic leg
exercises with
weights
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fatigue. According to these results, rearranging the border numbers between classes may increase
accuracy, and future data analysis is likely to enhance the accuracy of our model by changing the
boundaries for the current 3-class and 4-class SVMs, or further exploring new features from
segmented gait cycles.
The accuracy of the classification model depends upon certain significant features. These
features, which are extracted from gait cycles, show characteristics of gait. As a person becomes
fatigued, muscles that control body movement increasingly rely on muscle-substitution patterns
that can change gait characteristics. For example, the second peak of acceleration, corresponding
to acceleration at toe-off, increased from 1.35 m/s2 to 1.4 m/s2 as fatigue progressed (pvalue<0.0001) as can be seen by trendline in Figure 10a. When a fatigue protocol targeted the
quadriceps and hamstrings muscles, these muscles became fatigued; in response, their inability to
control movement resulted in higher acceleration at toe-off (Milgrom et al., 2007). This increase
in acceleration has been supported by findings from another study (Verbitsky, Mizrahi, Voloshin,
Treiger, & Isakov, 1998). In addition, the second peak of angular velocity tends to increase from
non-fatigued state (3.74 rad/s) to the strong-fatigued state (3.85 rad/s) as can be seen by trendline
in Figure 10b (p-value = 0.0328). The angular velocity of the shank is closely related to that of the
knee, since the sensor is placed near the knee. Therefore, as fatigue progresses, the maximum knee
flexion angle increases due to the fatigue of the quadriceps (Parijat & Lockhart, 2008b). To achieve
this increase in knee flexion angle, there is an increase in angular velocity.
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Second peak of acceleration (m/s2)

2

1.6

1.2

0.8

0.4

0
1
2-class

2
3-class

3

Classes
4-class

4
Linear (4-class)

5

Second peak of
angular acceleration (rad/s)

4

3

2

1

0
1

2

3

4

Classes
2-class

3-class

4-class

Linear (4-class)

Figure 10: Changes of the a) second peak of acceleration, and b) second peak of angular velocity
over different classification approaches (i.e., 2-, 3-, and 4-class SVM)

5. Conclusion
Our main goal in this study was to assess the feasibility of identifying the fatigue level of
workers using motion sensor embedded in the smartphone with the help of a machine learning
algorithm. To explore fatigue detection beyond laboratory environments, ubiquitous smartphone
was used to collect the motion data during a short sample of participants’ normal walking after
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each cycle of fatiguing exercise. A machine learning algorithm (i.e. Support Vector Machine) was
used to classify fatigue into two-levels (no-fatigue vs. fatigued), three-levels (no-, low-, strongfatigue), and four-levels (no-, low-, medium-, and strong-fatigue), which reached 91%, 76% and
61% accuracy.
The generalizability of our findings was one of the limitations of the current study.
Participants were recruited from the university population, which may have different endurance
limits and physical strength in comparison to the actual workers. Further, fatigue was imposed in
a fairly short period of time, which does not necessarily represent the long work shifts in the work
environment. Squatting was used to impose fatigue, which involves many of the lower extremity
and low back muscles; yet it is not a frequent activity or a sole source of muscle fatigue in the
workplace. Recruiting the actual workers and using industry-related tasks such as manual material
handling can be considered in a future study. Along with this, participant’s fatigue level was
assessed using a subjective measure of fatigue (i.e., Borg’s RPE), which can depend upon external
factors such as participants’ mood, characteristics, cultural background, and level of motivation
resulting into biased reports of the fatigue level. Therefore, in a future study, objective
physiological measures such as MVC can be utilized to measure the fatigue level and capacity of
various joints to produce force in more details.
In this study, we have used SVM to classify fatigue into different levels. Two of the reasons
for using this algorithm was its simplicity and the fact that it has been used successfully in earlier
studies(Janssen et al., 2011; Michelle Karg et al., 2008; Jian Zhang et al., 2014).We also tried to
identify the features that played a significant role in classifying fatigue and associate them with
the physiology of gait. While using SVM as a classification method, feature is an important in
achieving good accuracy. Hence, accuracy can be further improved by identifying significant
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features from literature. In addition, different feature selection methods such as Principle
Component Analysis, regularization methods can be used to classify fatigue using the optimal
combination of the minimum number of features (Michelle Karg et al., 2008; Jian Zhang et al.,
2014). Meanwhile, there are other machine learning techniques such as neural networks, tensor
flow that can be used to find the features automatically or by combining the simple features used
based on the earlier studies(Janssen et al., 2011; Zhao & Zhou, 2017).
The outcomes of this study demonstrated the feasibility of using a smartphone to classify
human muscle fatigue. Future studies can focus on implementing the algorithms developed here
in a smartphone-based application. The application can also benefit from using different machine
learning techniques to achieve shorter feature extraction time, classification time, and in general
less processing time.
Despite the mentioned limitations, this study provided a unique approach to classify human
muscle fatigue. The outcome of this study can eventually enable administrations to take a proactive
approach in continuous monitoring of operators’ fatigue level in their working environment
without interfering with their daily activities, which in turn can potentially improve the workers’
performance and reduce the risk of WMSDs.
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