and derivation of connected pattern in an image neighborhood using the pro posed grammar is discussed.
INTRODUCTION
Today string grammars are studied widely in the field of computer science, mathematics and linguistics since they describe various forms of language constructs. The string grammar plays a significant and crucial role in the analysis of any language especially in high level languages. Similarly the study of syntactic methods of describing pictures considered as connected, digitized finite arrays in a two-dimensional plane [1] have been of great interest for many researchers.
There are two different types of models one, puzzle languages [2] and the other, recognizable picture languages [1] . The former introduced to solve certain problems of tiling, is a type of Rosenfeld model [3] . In the context free case, the generative capacity of puzzle grammars is the same as that of Context Free array grammars [2] but in the case of basic puzzle grammars consisting of an extension of the right linear rules, the generative power is higher than that of regular array grammars [5] . The second model was introduced in an attempt to extend the notion of recognizability in one dimension to two dimensions. In the one-dimensional case, the notions of languages generated by the right linear (left linear) grammars, languages accepted by finite automata (deterministic or non-deterministic), rational languages, recognizable languages all coincide. The new model of recognizable picture language extends to two dimensions the characterization of the one-dimensional recognizable languages in terms of the alphabetic morphism of local languages. This has good closure properties but is still not closed under complementation and has an undecidable emptiness problem. The class has been shown to be equivalent to the class recognized by on-line tessellation automaton [6] , a kind of cellular automata and has also been characterized in terms of existential, monadic, second-order definable picture languages [7] . In 1990 two different types of picture language models called Puzzle languages and recognizable picture languages describing digitized pictures using 2 -D plane are introduced [2, 3, 4, 8] . G Siromoney et. al [9] derived parallel/sequential model capable of generating interesting classes of pictures that do not maintain a fixed proportion. 
Role of Pattern in Image Processing

Array Grammars
The language of an array grammar has been defined as the set of finite, connected terminal arrays. The terminal array components are continuous forming connected patterns.
To ensure connectedness of patterns few AG models have made use of special "#" symbol surrounding the start symbol and also they play an extensive role in maintaining the geometrically isometric properties of production rules [13] .
The digitized finite arrays in a two-dimensional plane have been of great interest for many researchers. Picture languages generated by array grammars or recognized by array automata have been advocated since the 1970s for problems arising in the framework of pattern recognition and image processing [14] . The language of an array grammar has been defined by many researchers as the set of finite connected terminal arrays, surrounded by #"s, that can be derived by an initial/starting symbol S surrounded by #"s [13] . is a special blank symbol.
P is a finite set of rewriting rules of the form α → β where α and β are words over N U T U {#} and satisfy the following conditions:
1. The shapes of α and β are geometrically identical.
2. α contains at least one nonterminal symbol.
3.
Terminal symbols in α are not rewritten by the rule α → β.
4.
The application of the rule α → β preserves the connectivity of the host array
Generation of Connected Patterns
Study of patterns on textures is recognized as an important step in characterization and classification of texture. Various approaches are existing to investigate the textural and spatial structural characteristics of image data, including measures of texture [16] , Fourier analysis [15, 17] , fractal dimension [18] , variograms [19, 20, 21, 23] and local variance measures [22] .
The present paper after studying the significance of pattern representation and also to avoid and to overcome the tedious process of representing CP as described in section 2. A CPAG is defined by 5 tuple form where G = ({S, A}, {a, b}, P, S, #) where S and A are the non-terminals, a and b are terminals, P is the set of production rules as mentioned below, S is the start symbol and # is the special blank symbol.
The set P of rules is as follows:
In the above representation, the terminal symbol a is treated as 
Conclusions
The proposed CPAG attempted and overcome the tedious way of representing the connected patterns in an image neighborhood. Since the same production rules are used to generate any kind of connected pattern no necessity of defining new set of production rules for each kind of pattern in CPAG. The proposed CPAG is easy to understand as it is more or less similar to Context Free class of string grammars and also easy to derive any kind of connected patterns as it is having less number of production rules. The proposed work can be extended for deriving patterns of signal processing. Also, a recognizing device may be constructed to recognize CPAG derived patterns.
