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ABSTRACT
Previous studies on market power hypothesis strictly assumed that the data used in
the analysis were a stationary process. This assumption has been argued that not all time
series exhibit a stationary process such that conventional asymptotic theory cannot be
applied. This study adopts the “New Empirical Industrial Organization” (NEIO) approach
developed by Bresnahan (1982) and Lau (1982) to measure the degree of market power in
the export market for soybean complex. The non-stationary properties of the data were
accommodated by formulating the model in an error correction framework (ECM)
developed by Bårdsen (1989) and applied by Steen and Salvanes (1999).
The results can be summarized as follows. First, tests for stationarity on all the data
used in this study show that each series exhibit unit root processes and variables under
consideration are co- integrated with one co- integrating vector. Second, estimates of market
power indices and the hypothesis tests of market power suggest that both soybean and
soybean meal export markets are deemed competitive rather than behaving as a Cournot or
any other forms of non competitive behavior. Third, estimates of own-price elasticities
indicate that export markets for soybean and soybean meal are price elastic with the
magnitudes fall in the range of previous estimates. The income elasticity of export demand
is found to be inelastic in both markets.
Bårdsen’s model results are compared to estimates from Johansen’s maximum
likelihood and Engle Granger procedures.
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CHAPTER 1
INTRODUCTION
1.1 Background of Study
Imperfect competition is common in international agricultural commodity
markets. Agricultural commodities are commonly produced in certain countries due to
natural conditions and consumed all over the world. This situation enables a small
number of countries or even a single country to dominate export shares in the world
market, which potentially induce market power mechanism. Furthermore, many
international agricultural markets are subject to government interventions, large-scale
trade intermediaries, and potential international combinations (McCalla, 1981). The
notion of these interventions posits that the more involved the government (or trade
intermediaries) in trade the more likely market distortions to exist (Abbot, 1979). When
market distortions exist, there is possibility that the market will diverge from the
competitive norm.
In the world market of soybean complex (soybeans, soybean meal, and soybean
oil), the export market has been highly concentrated; where production and exports have
been dominated by several countries. Prior to 1970, the United States was the main
exporting country for soybean complex. US accounted for 90% of soybean exports and
more than 60% of the soybean meal or soybean oil exported (Table 1.1). Since 1970,
however, the United States has steadily lost its export market shares in each of these
commodities. As shown in table 1.1, the US shares of soybean export declined from 94%
(1970) to 44% (2002). Similarly, the US market shares for soybean meal and soybean oil
have constantly declined from 62 percent and 58 percent to 11 percent and 9 percent for
soybean meal and soybean oil, respectively.
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The emergence of Brazil and Argentina in these markets in the early 1970s has
been attributable to the decline in the US market shares and changed the export market
compositions. Since the 1970s, soybean production in Brazil and Argentina has expanded
rapidly and grown faster than domestic consumption. As a result, soybean exports from
these two countries rose rapidly. Similarly, soybean meal and soybean oil production in
these countries have also risen substantially. Most of production goes to international
markets, especially from Argentina. As depicted in table 1.1, quantity exported of these
commodities from Brazil and Argentina has experienced dramatic increases in the last
three decades, making these two countries the most important players in the soybean
complex export markets.
In sum, there have been major changes in the composition of market shares in the
soybean complex export markets since 1970, from being dominated by a single country
to a multiple countries. In the soybean export market, the United States, Brazil and
Argentina have been the major exporting countries, accounting for nearly 90% of total
world market. However, the export markets for soybean meal and soybean oil have been
dominated by the United States, Brazil, Argentina, and the European Union (EU). Since
1970, these four groups of countries have contributed more than 90% of total world
exports in each of these two export markets.
As the export markets for soybean complex have been dominated by several
countries, the soybean processing industry in major exporting countries has also been
concentrated. In 1988, the concentration ratio of the 4 largest firms in the United States
was 76% and for the EU, it was 85% (Marion and Kim, 1991; Scoppola, 1995). The
largest four concentration in Argentina was lower compared to those in the US and EU.

2

An estimate indicated that the largest four firms accounted for 39% in 1994 (Deodhar and
Sheldon, 1997). However, recent developments indicated that the soybean crushing
industry in Argentina has undergone rapid expansion and market concentration is
expected to continue (USDA, 2002). Similarly, there is also increasing concentration
within soybean processing industry in Brazil. In 1994, it was estimated that the six largest
enterprises were responsible for about 50% of total capacity, and the ten largest
accounted for about 80 % (Warnken, 1999).
Table 1.1
World Export of Soybean Complex, Selected Years (1000 MT)

Country
Soybean
USA
Argentina
Brazil
China
ROW
Total
Soybean Meal
USA
Argentina
Brazil
EU
China
India
ROW
Total
Soybean Oil
USA
Argentina
Brazil
EU
ROW
Total

1965

1970

YEAR
1980

1990

2000

2002

6,820
0
121
550
93
7,584

11,806
0
230
460
76
12,572

19,712
2,190
1,502
143
989
24,536

15,161
4,401
1,645
1,288
2,008
24,503

27,103
7,475
15,520
208
3,684
53,990

27,080
9,592
20,773
270
4,168
61,883

2,360
0
185
749
0
0
240
3,534

4,136
0
990
1,365
0
0
228
6,719

6,154
591
8,562
3,908
185
107
361
19,868

5,023
6,294
7,414
3,732
2,250
1,420
706
26,839

6,988
15,450
10,852
5,935
110
2,350
1,495
43,180

5,443
19,550
15,000
6,032
700
1,200
1,954
49,879

419
0
0
117
43
579

790
0
7
461
107
1,365

740
84
1,212
1,305
93
3,434

366
1,266
410
1,174
317
3,533

636
3,595
1,620
1,808
800
8,459

998
4,425
2,650
1,926
856
10,855

Source: Derived from PS & D, USDA FAS online
ROW: Rest of the world.
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Government interventions are also common in soybean complex markets. These
interventions vary from input subsidies to export promotion programs, from time to time,
and from country to country. During the early and mid-1990s, for instance, Brazil and
Argentina undertook economic and political reforms that significantly affected the
agricultural sector. Indeed, agricultural sector in both countries were subject to pervasive
policy interventions. Export taxes and quotas were used extensively to dampen internal
prices and encourage domestic processing, while high tariffs and import controls on
agricultural inputs promoted “import substitution” programs benefiting domestic
industries (Schnepf et al., 2001). The US soybean farmers are also benefited from various
government policies such as production subsidies, marketing loans, and other export
promotion programs.
Previous discussions have shown that export markets for the soybean complex
have been dominated by several countries, notably the United States, Brazil, Argentina,
and, to some extent, the European Union1 . This trade composition coupled with the
tendency for industry concentration may potentially induce market power by which the
dominating countries may use their shares to influence trade behavior in the world
soybean complex markets. The potential existence of market power may also be
strengthened by the fact that each country involved in trade has implemented policies
related to soybean and soybean products.
A number of studies related to soybean complex have been done and emerged in
literature. However, most empirical studies have focused on aspects other than on

1

It is worth mentioning here that the European Union is ultimately dropped from the group of
major exporting countries in the model specification due to its nature of trade. Most of the trade in the EU
occurs within its member countries. This statement will be explained in detail in Chapter 5.
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measuring market structure 2 . The most recent studies encountered on the market power
analysis in soybean complex markets are probably given by Pick and Park (1991) and
Deodhar and Sheldon (1997). Pick and Park (1991) developed a modeling approach
based on firm pricing decisions which yield simple statistical tests of market power. They
found that the characteristics of international trade in soybean and soybean meal are
competitive. Deodhar and Sheldon (1997) applied the new empirical industrial
organization (NEIO) approach to measure the presence of market power in the soybean
meal exports. Similar to Pick and Park (1991), their study also suggests that soybean
meal export market is competitive.
The lack of research attention given to the issue of market power in the soybean
export complex markets has stimulated this study. Knowledge of market structure is very
important since trade policies and market power are tied together (Helpman and
Krugman, 1989). Policy prescription, for instance, vary from subsidies to taxes
depending on such factors as demand parameters, the number of firms competing, and the
way in which they compete (Thursby and Thursby, 1990). Indeed, the appropriateness of
government intervention in the market place depends on the degree of industry
competition (Paarlberg and Haley, 2001).
Another consideration for conducting this study stems from the fact that previous
studies related to soybean complex markets strictly assumed that the data used in the
analyses were a stationary process such that all traditional econometric theory applied.
However, it is argued that not all time series data do exhibit a stationary process. Tests

2

Houck, Ryan, and Subotonik (1972), for instance, published a scholarly research on soybean
comple x markets. The demand and supply of soybean and soybean products were deeply analyzed in their
report. See also Heien and Pick (1991) and Knipscheer, Hill, and Dixon (1982), which focused on
measuring the elasiticities of international demand for soybean and soybean meal.
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for stationarity on all the data used in this study show that each series exhibit unit root
processes, which confirm non-stationary of the series. Hence, if one were to perform a
regression with these non-stationary data, it would result in the so-called “spurious
regression”, which is a serious problem because conventional asymptotic theory cannot
be applied (Granger and Newbold, 1974; Maddala and Kim, 1989; Banerjee, Dolado,
Hendry, Smith, 1993). Attempting to cure this problem, this study incorporates the
properties of the series in the analysis.
1.2 Measuring Market Power in Dynamic Econometric Setting
Currently, most of the studies in market power hypothesis in international
agricultural trade follow the tradition of the so-called new empirical industrial
organization (NEIO) in its use of industry analysis or partial equilibrium models 3 . This
approach draws on models of imperfectly competitive, profit maximizing firms to guide
specification, estimation, and testing of structural econometric time series models of
industry behavior (Bresnahan, 1989). Examples of these are Buschena and Perloff (1991),
coconut oil export market; Karp and Perloff (1989, 1993), rice and coffee export markets;
Lopez and You (1993), Haitian Coffee exporting; Love and Murniningtyas (1992),
Japan’s wheat import market; Deodhar and Sheldon (1997), soybean meal export market.
The degree of market power in the soybean complex markets in this study is
measured using the new empirical industrial organization (NEIO) framework, developed
and discussed by Bresnahan (1982) and Lau (1982). The Bresnahan (1982) and Lau
(1982) model is adopted because it provides a general model of industry pricing within

3

The NEIO emerges due to dissatisfaction with the Structure-Conduct-Performance (SCP)
framework, which dominated empirical work in 1960s and 1970s. A thorough discussion on SCP and
NEIO can be found in Schmalensee (1989). Sexton (2000) also provided an in-depth survey on these
methods and their application in the agricultural sector.
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which it is possible to model competition, monopoly, and all degrees of oligopoly.
Furthermore, the model also provides a way to cope with the problem of marginal cost
data, which are usually unavailable. The theoretical framework of the model is discussed
in detail in Chapter 3.
The econometric model followed here is an error correction mechanism (ECM).
The motivation for using an ECM model is that it allows long-run compone nts of
variables to obey equilibrium constraints while short-run components have a flexible
dynamic specification (Engle and Granger, 1987). The inclusion of both long-run
variables, which are represented by variables in levels, and the short-run component s,
which are represented by variables in differences, has made the ECM more advantageous
than the models that account only differences in analyzing non-stationary data. This is
because the inclusion of variables in levels retains all information about potential longrun relationships between the levels of economic variables, the problem most economists
are concerned about; and the short-run components will capture the dynamic of the
market. Furthermore, ECM confronts spurious regression, attempting to identify
conditions for which relationships are not spurious. This is true given the symmetrical
relationship between co- integration and ECM, where co- integrated series have an ECM
and conversely, that ECMs generate co-integration series (Granger, 1981; Granger and
Engle, 1985; Engle and Granger, 1987). Clearly, ECM solves the inference problem
when using non-stationary series. The ECM framework is outlined in a more detail in
Chapter 4.

7

1.3 Objectives
The primary objective of this study is to formulate the world model of soybean
complex export markets and investigate the competitiveness of these markets by
estimating the degree of oligopoly power that may be exercised by a group of countries.
The specific objectives are as follows: (1). To describe the market situation of soybean
complex that may influence the behavior of exporting countries, (2). To specify
econometric models for soybean complex export markets from which market power is
derived, (3). To estimate the specified models in the form of dynamic (ECM) framework,
and (4). To utilize the estimated models to test and measure the presence of market power
in the export markets for soybean complex.
To achieve the objectives, the following steps will be performed. First, descriptive
and explanatory methods of the available information will be carried out. This analysis
provides empirical data of market shares in the soybean export complex markets and
other information such as production and distribution of the commodities. Information on
market shares will he lp justifying the presumption of the existence of market power.
Although market shares alone are not completely determinative of whether a firm has
market power, the use of market shares is considered a reasonable way of judging
whether market power exists or is likely to exist in the future (Carlton and Perloff, 1990).
To support the assumption of non-competitive behavior in the export market for soybean
complex, a set of government policies related to soybean complex in major exporting
countries will also be discussed.
Second, demand functions and supply relations of soybean complex exports are
specified based on the model developed previously by Bresnahan (1982) and Lau (1982).
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This specification allows deriving the parameter of interest: market power. Bresnahan
(1982) specifically proposed the model that permits the identification of market power
parameter. Lau (1982) supplemented the Bresnahan’s model through his impossibility
theorem, where the demand function should not be separable in order to be identified. He
stated that the Bresnahan’s formulation of the demand function is indeed non-separable.
In addition, the demand functions and supply relations are formulated in error correcting
framework to accommodate the properties of time series; and hence allowing to analyze
the short run and long run behavior of the models.
Third, basic procedures that commonly used in time series analysis such as unit
roots tests, the degree of integration, co- integration tests, and weak exogeneity tests will
be cond ucted as the results of such analyses will guide and validate the use of an ECM.
The unit root tests and integration orders will be performed using the augmented DickeyFuller (ADF) test, Phillip-Perron (PP) test, and KPSS (Kwiatkowski et al., 1992) test.
Co-integration and weak exogeneity tests will be carried out using the procedures
developed by Johansen (1988) and Johansen and Juselius (1990) 4 . A method of
estimation will be chosen to estimate the specified demand functions and supply
relations. The search of estimator will depend on the results of unit roots, co-integration,
and weak exogeneity tests stated previously 5 .
Lastly, tests of market power hypothesis will be conducted using the estimated

4

A more detailed discussion on the unit root tests, integration orders, and co-integration tests are
presented in Chapter 4.
5

The unit root tests, co-integration tests, and weak exogeneity tests performed in this study, in
fact, support the use of an ECM. That is all variables under considerations have unit roots and integrated of
order one, I(1). Co-integration tests showed that the specified equations are co-integrated with rank of one;
and furthermore, weak exogeneity also holds. Hence, the ordinary least squares (OLS) provides “super
consistent” estimates to the models (see Stock, 1987).
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demand functions and supply relations. These tests are possible to carry out because the
estimated demand functions and supply relations provide estimated standard errors of
each variable, including the parameter of market power. Since the models are based on
the ECM representation, the use of standard statistical inference is valid. Hence the
presence of market power is tested using the standard t-test.
1.4 Major Contributions of the Study
There are two distinct contributions of this study in the literature. First, by
applying the ECM framework, obviously this study will reexamine the market power that
has been estimated previously in the world export market for soybean complex. This is
done through incorporating the time series properties, and hence eliminating the doubt of
spurious regression. Second, this study provides both short-run and long estimates of
market power as well as the behavior of other variables in the models, which have not
been addressed in previous studies. By analyzing both the short run and long run
estimates, the dynamic nature of the models of the soybean complex export markets can
be better explained.
1.5 Data and Organization of Thesis
This study utilizes annual data ranging from 1963 to 2003. The data include total
quantity export, prices of soybean complex, and substitute prices. The substitute prices
are rapeseed price for soybean, fish meal price for soybean meal, and palm oil for
soybean oil. Quantity export is expressed in million metric ton and prices are real prices
in US $ per metric ton. The data also include ocean freight rate, variable cost of
producing soybean, and gross domestic product (GDP). The ocean freight rate is the
average ocean freight rates from the US port (Gulf Port) to port of Rotterdam and from
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Argentina (River Plate) to port of Rotterdam. This variable is expressed in US $ per
metric ton. The variable cost of producing soybean is the estimated average variable cost
of producing soybean in the US in US $ per bushel. Both ocean freight rate and variable
cost are expressed in real terms. GDP is the real world GDP, excluding the United States,
Brazil, and Argentina.
The data are gathered from a variety of sources such as various agencies of the
United States Department of Agriculture (USDA), International Monetary Fund (IMF)
publications, the World Bank (World Development Indicators), Oil World, and Food and
Agriculture Organizations (FAO). A detailed description and definition of the variables
are provided in the section of empirical model in chapter 5.
In the next chapter, the soybean and world soybean complex export markets are
outlined and discussed. The discussion provides some evidence of market concentration
and government intervention related to soybean and its products. Chapter 3 provides an
overview of theoretical models of market power hypothesis and empirical studies on
international agricultural markets. This chapter will guide how market power indices are
derived both theoretically and empirically. Co- integration, error correction model and
estimation procedures are outlined in chapter 4. This chapter discusses the relation
between co- integration and error correction framework and the specific ECM that will be
adopted in this study, which in this case, is the Bårdsen’s model. Empirical models and
estimation results are presented in chapter 5. Inc luded in this chapter are the discussion of
model specification of each commodity in both static and dynamic (ECM)
representations and the discussion of the results. The study is then completed with
conclusions and implications in chapter 6.
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CHAPTER 2
THE SOYB EAN AND WORLD SOYBEAN COMPLEX EXPORT MARKET

World production of soybeans is highest among oilseeds, accounting for over than
half of all oilseed production in the world. Soybean is also the most internationally traded
oilseed. Two major soybean products are soybean meal and soybean oil. These two by
products have dominated world production among their counterparts. Soybean meal is the
most traded protein meal and soybean oil is the second largest among vegetable oil. The
significant contribution of soybean and its products in international trade merits
consideration. This section discusses the nature of soybean and its products. To
understand the basis of soybeans, section 2.1 presents the biology of soybean. Soybean
and its related products are discussed in section 2.2. Section 2.3 presents world supply
and distribution. The final section of this chapter discusses government policies related to
soybean and soybean products in major exporting countries.
2.1 Biology of Soybean
The soybean, Glycine max (l.) Merr., also called soya bean, soja bean, Chinese
pea, and Manchurian bean, is an annual summer legume, native to eastern Asia.
Botanically, the soybean belongs to genus Glycine. The genus Glycine is divided into
two distinct subgenera: Glycine and Soia. Glycine consists of six or seven perennial
species. Soia, on the other hand, consists of three annual species from Asia: Glycine max
(cultivated soybean), Glycine soia Sieb & Zucc (wild form of soybean), and Glycine
gracilis Skvortz (weedy form of the soybean) (USDA, 2001). The general term of
soybean refers to the cultivated soybean, botanically called Glycine max (L.) Merr.
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The variety of soybean is numerous, ranging in maturity from very early (about
75 days) to very late (200 days or more). The general climatic requirements of the
soybean are about the same as for corn. It grows in all types of soil with the best results
being obtained on mellow, fertile clay or sandy loams. The ideal temperature for growth
is about 86o F (30o C), higher or lower temperatures slow development (Markley, 1950;
Scott and Aldrich, 1983). In the United States, soybeans are grown as monocultures and
planted in the late spring. Clean tillage has been the traditional methods of field
preparation, but recently no tillage and reduced tillage systems have become common
(USDA, 2001). Soybean has different derivative products such as soybean meal and
soybean oil. The following sections discuss the market condition and the economics of
the soybean complex, which will give a better understanding of the structure of the
market and other important variables that may affect a country’s trade behavior.
2.2 Soybean and Soybean Products
Soybean is usually categorized as oilseeds together with cottonseed, peanut,
sunflower seed, rapeseed, copra, and palm kernel. As mentioned, two major soybean
products are oil and meal. Demand for soybeans arises almost entirely out of the demand
for these two major products. Food use of whole soybeans is growing, yet remains a
small share of total utilizations.
Soybean oil and soybean meal are joint products and obtained simultaneously in
rather fixed proportions in the processing operation (Ryan and Houck, 1976). Each 60pound bushel of soybeans yields 47 to 48 pounds of meal and 10.5 to 11 pounds of oil. In
the main processing (crushing), the soybean is cleaned, cracked, dehulled, and rolled into
flakes. The crude oil is removed with solvents or screw presses. The refined soybean oil
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is further processed to produce such products as margarine, shortening, salad dressings,
and cooking oils. In addition, soybean oil can also be extracted to produce
pharmaceutical coating such as lecithin. After the oil is extracted, the flakes are toasted
and ground to produce soybean meal, most of which is used as high protein component in
livestock feed. Some of soybean meal is also processed into products for human
consumption such as soy flour concentrate and tofu.
Soybean meal is the most valuable component obtained from the soybean, ranging
from 50 to 75 percent of soybean value and is the single most important high-protein
livestock-feed concentrate used in the United States (USDA, 2005; Houck et al., 1972) 6 .
Soybean meal is the world’s most important source of protein feed because it is high in
crude and digestible protein and low in fiber (Houck et al., 1972), accounting for nearly
65 percent of the world’s supplies. Livestock feeds account for 98 percent of soybean
meal consumption, with the reminder used in human foods such as bakery ingredients
and meat substitutes (USDA, 2005). Expanding demand for meat and other livestock
products has stimulated the growth and commercialization of animal industries in
developed countries. Hence markets for high protein and feedstuffs are mainly in
developed countries (Ryan and Houck, 1976; Mattson, Sun, and Koo, 2004) 7 .
Soybean oil, on the other hand, has generally a smaller contribution to soybean
value, as it constitutes just 18-19 percent of the soybean’s weight (USDA, 2005; Houck
et al., 1972). However, soybean oil accounts for about two-thirds of all vegetable oils and

6

Soybean meal is also an important source of feed ingredient in the European Union. It accounts
approximately 12 percent of total feed concentrates. Over the decade of the 1990s, the soybean meal
accounted for almost half of the EU feed ingredient imports (Hasha, 2002).
7

Table 2.1 also shows that developed countries contributed significantly in total consumption of
soybean meal.
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animal fats consumed in the United States. It is mainly used in salad and cooking oil,
bakery shortening, and margarine, as well as in a number of industrial applications.
Worldwide, soybean oil is still the largest source of vegetable oil. However, the rapid
growth in palm oil output will likely surpass soybean oil's top ranking within a few years
(USDA, 2005).
The shifting relative values of the meal and oil components of soybeans stem
from the changes in the relative prices of meal and oil since the quantities of each are
essentially fixed in each soybean. Variations in the relative prices of soybeans, soybean
meal, and soybean oil indicate that the forces affecting prices in the oil market move
differently from their counterparts in the meal market (Ryan and Houck, 1976). Figure
2.1 shows the nominal prices of soybeans, soybean meal, and soybean oil. As shown in
the figure, the magnitude of soybean meal and soybean oil prices moves in the same
direction as the price of soybeans. Prices of soybean oil are higher than those of soybean
meal as the consequences of processing cost differential.
2.3 World Soybean Complex Supply and Distribution
2.3.1 Soybean
Global soybean production has had a tendency to increase continuously, at least
the last 15 years. A dramatic increase in soybean production in South American
countries, especially Brazil and Argentina and also the introduction of genetically
modified organisms (GMO) are responsible for the increase. In 1987, the world
production was 102.8 million metric tons and in 1995, it was 124.6 millions metric tons.
While current data indicated that total world production in 2004 was 214.4 million metric
tons.
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Figure 2.1. Nominal Prices of Soybeans, Soybean Meal, and Soybean Oil,
1963 – 2003.
Source: Data are from Oil World, USDA, and IMF (see also Sources and
Definitions of Variables in the appendix).
Three countries: the United States, Brazil, and Argentina have dominated the
world’s soybean production, accounting for almost 90% of world soybean production
(Table 2.1). The United States has been and continues to be the top producer of soybean.
Production in the United States has increased from an annual average of 41 million
metric tons in the 1970s to 52 million metric tons in the 1980s; this figure continues to
grow to 63 million metric tons in the 1990s with the peak of 79 million metric tons in
2001 (Mattson et al., 2004).
Since 1970s, soybean production in Brazil and Argentina has expanded rapidly.
Favorable government policies and climatic conditions, introduction of new technologies
such as applying more fertilizer and increasing machinery, and an introduction of biotech
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varieties have been attributable to the increase (Schnepf et al., 2001). The introduction of
new technologies and biotech varieties has boosted the soybean yield in these two
countries. Brazil and Argentina have also dramatically expanded soybean field crop area.
The combined impacts between area expansion and yield growth have spurred soybean
production8 . In 1987, for instance, Brazil produced approximately 18 million metric tons,
accounting for 17 percent of world production. This number became 49 million metric
tons in 2002, reflecting 26 percent of world production. In the same period, Argentina
produced 9.7 and 33.5 million metric tons, respectively 9 .
The major consumers of soybean are the United States, China, Brazil, and
Argentina, accounting nearly 70 percent of world consumption (Table 2.1). Most of
soybeans are crushed to produce soybean meal or soybean oil. In 2004, domestic
soybean consumption was about 49 million metric tons in the United States, 34 million
metric tons in Brazil, and 27 million metric tons in Argentina 10 . China’s soybean
consumption has tripled over the last decade where current consumption (2004) was
about 39 million metric tons 11 .
Approximately, 30 percent of world soybean production goes to international
trade. Similar to the production side, the export of soybeans has also been dominated by

8

Brazil and Argentina have also the capability of further expansion. A recent report by Foreign
Agricultural Service (FAS) of the USDA (January 2003) estimated between 145 and 170 million hectares
of land are potentially available for future field crop expansion in Brazil. This is conceivable that the
cultivated area under soybeans could increase by 50 to 100 million hectares.
9

These data were derived from PS & D data, FAS online, USDA.

10

PS&D data base, FAS online/USDA; accessed February 2005.
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The rapid growth of China’s economy has spurred food consumption. This has partially resulted
in a dramatic increase in soybean consumption. Domestic consumption in 1990 was about 9.7 million
metric tons. It was approximately 26.7 million metric tons in the year 0f 2000 (PS&D database, USDA). In
fact, China has become the leading importer of soybean (Table 2.1).
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Table 2.1
Supply and Distribution of Soybean by Country
Country

Production

Exports

Imports

Crush

Total
Consumption
173,958
49,152 (1)
25,592 (3)
20,481 (4)
26,016 (2)
5,257 (5)
908
2,266
1,036
2,462
1,840
401
1,600
5,123 (6)
4,430 (7)
1,587
3,137 (10)
2,322
4,260 (8)
4,179 (9)

World Total
174,625
51,818
52,305
148,614
United States
74,968 (1) 26,117 (1)
82
44,341 (1)
Brazil
39,800 (2) 14,272 (2)
900
23,555 (2)
Argentina
26,800 (3)
6,097 (3)
417
19,388 (3)
China
15,330 (4)
239 (8) 10,716 (1)
18,085 (4)
India
5,250 (5)
0
0
4,542 (5)
Paraguay
3,294 (6)
2,386 (4)
0
826
Canada
2,436 (7)
734 (6)
578
1,686
Bolivia
1,154 (8)
270 (7)
150
828
Indonesia
1,075 (9)
0
1,396 (9)
0
Italy
877 (10)
11
962
1,586
Russia
337
33 (10)
95
387
Thailand
314
0
1,300
1,402
Japan
226
0
4,911 (3)
3,817 (9)
Mexico
123
0
4,289 (5)
4,392 (6)
South Korea
120
0
1,469 (8)
1,192
Spain
8
0
3,138 (6)
2,831 (10)
Taiwan
6
0
2,332 (7)
2,055
Germany
4
14
4,290 (4)
4,260 (7)
Netherlands
0
1,364 (5)
5,564 (2)
3,995 (8)
BelgiumLuxemburg
0
79 (9)
1,390 (10)
1,134
1,325
Source: Mattson et.al., 2004, p. 3.
Note: Values are average of five marketing years from 1998/99 to 2002/03 and expressed
in 1,000 metric tons. Numbers in parentheses are world rank.
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three countries: the United States, Brazil, and Argentina (Table 2.1). The three countries
supply nearly 90 percent of total soybean export and the rest of the world comprises only
10 percent.
The United States is the world’s largest exporter of soybean. Among oilseed and
oilseed product exports, soybeans represent a significant source of demand for US
producers and make a large net contribution to the US agricultural trade surplus (USDA,
2003). The percentage of soybean export to production has been quite steady through
years. In 1970, for instance, 38% of soybean production was exported. This number was
about 36% in 20002. Despite the relatively steady amount of percentage export, the
United States has steadily lost export market share. In 1970, the United States contributed
93% of world soybean export. This number went down to 62% in 1990; and recent data
showed that the US share of world soybean export was only about 44% in 2002 (USDA,
PS&D). A dramatic increase in production and export that occurred in both Argentina
and Brazil since 1970s has been attributable to the decrease in US share.
Soybean production in Brazil has expanded faster than domestic consumption. In
2002, total domestic consumption in Brazil was 30.2 million metric tons, compared to
total production of 49 million metric tons. The differential in production and domestic
consumption has stimulated the growing soybean exports. Data showed that Brazil
exported 2.7 million metric tons of soybeans in 1987; this number grew to 20.6 million
metric tons in 2002. This huge increase in exports has caused Brazil to capture market
shares from 9% to 34% during the same period. An immense increase in soybean exports
is also attributable to favorable production costs, domestic policies favoring the soybean
sector, and an increase in international demand for soybeans.
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Argentina has also exported the miracle crop. Its soybean exports have shown an
upward trend. A sharp decrease in export occurred only in 1988 and 1996 due to the
balance between domestic consumption and production. During the period of 1987 to
2002, Argentina’s soybean exports increased from 2 million metric tons to 9.7 million
metric tons. Thus, Argentina has captured significant market shares of the soybean export
market in recent years.
2.3.2 Soybean Meal
Among the major protein meals, soybean meal production and trade is the largest.
In 2002, for instance, soybean meal production was 131.78 million metric tons and
rapeseed meal production, the second large st, was only 18.57 million metric tons. In the
same year, 48.50 million metric tons of soybean meal was traded, followed by 3.39
million metric tons of rapeseed. Most of soybean meal is used as a feed ingredient
because it contains high amount of protein compared to other protein meals.
The United States, Brazil, Argentina, and China are the leading producers of
soybean meal, with annual production averaging 35.2 million metric tons, 18.6 million
metric tons, 15.3 million metric tons, and 14.4 million metric tons, respectively (Table
2.2). Soybean meal production in these countries has increased substantially over the last
two decades. Argentina and China are the two countries that experienced the greatest
increase 12 .
The United States is the major consumer of soybean meal, with annual

12

In 1980 Argentina and China produced 8.4 million metric tons and 13 million metric tons of
soybean meal, accounting for only 1.51% and 2.34% of world production, respectively. In 2000, soybean
meal production in Argentina and China rose to 15.5 million metric tons and 15 million metric tons, or
about 13.1% and 12.72% of world soybean meal production (Derived from PS&D database, FAS/USDA).
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consumption averaging 28.8 million metric tons or approximately 82 percent of total
domestic production (Table 2.2). China is now the second leading consumer of soybean
meal followed by Brazil. These three countries; the United States, China, and Brazil
consume about 43 percent of total world consumption. The European Union, Japan, and
Mexico consume most of the rest.
On the export side, the US dominated the world export of soybean meal in the
1960s (about 66%). A dramatic increase in soybean crushing in both Argentina and
Brazil has eroded the United States’ share of world exports. Since the late 1980s, the
United States has not been the leading exporter. Argentina and Brazil took the US
position in production share, where most of production in these countries is designated
for exports. As shown in Table 2, annual soybean meal export from the United States is
6.5 million metric tons (15%), compared to 15.1 million metric tons (35%) and 11.3
million metric tons (26%) of Argentina and Brazil, respectively.
A favorable production environment and better quality of soybean meal in
competing countries (Argentina and Brazil) are some of the factors explaining these
changing in market shares. The governments of Argentina and Brazil, for example, have
set up policies that encourage value-added exports. Brazil has gained market shares
tremendously because Brazil will guarantee soybean meal protein levels of 47% to 48%
to foreign buyers; while nearly half of the US soybean meal reaches the 47% protein
level but domestic buyers consume nearly all this soybean meal leaving the lower protein
soybean meal for the export market (Larson and Rask, 1992).
The European Union has been the major importer of soybean meal, where France
is the leading importer, followed by the Netherlands, Italy, Spain, and Germany. Non -
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European countries that have significant imports of soybean meal are Thailand and
Indonesia, with annual imports averaging 1.4 million metric tons in the last five
marketing years (Table 2.2).
2.3.3 Soybean Oil
Soybean oil accounts for the largest amount of vegetable oil produced in the
world followed by palm oil. Palm oil, however, is the main vegetable oil traded in the
world market. In 2002, 30.60 million metric tons of soybean oil was produced and 10.52
millions metric tons was traded. In the same year, 25.64 million metric tons of palm oil
was produced, of which 18.67 million metric tons went into the world market. Thus
soybean oil and palm oil accounted for 27 percent and 48 percent of total vegetable oil
traded in the world market, respectively.
The United States, Brazil and Argentina are the leading producers of soybean oil;
but also China has a significant production. Annual soybean oil production is 8.3 million
metric tons in the United States, 4.5 million metric tons in Brazil, and 3.7 million metric
tons in Argentina. These three countries share about 61 percent of world soybean oil
production (Table 2.3). China, with annual production of 3 million metric tons, shares
approximately 11 percent of world production.
Major consumer countries of soybean oil are the United States, China, Brazil, and
India. These four countries accounted for about 61 percent of total world consumption in
the last five years (Table 2.3). High levels of consumption are largely related to the large
population in these countries (Mattson et al., 2004).
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Table 2.2
Supply and Distribution of Soybean Meal by Country
Country

Production

Exports

Imports

Total
Consumption
117,752
28,780 (1)
7,540 (3)
225
14,385 (2)
1,332
3,816 (8)
4,168 (6)
3,269 (10)
3,820 (7)
4,597 (5)
3,713 (9)
2,460
1,162
147
108
2,106
4,834 (4)
1,623
1,352

World Total
117,689
42,809
42,926
United States
35,150 (1)
6,470 (3)
106
Brazil
18,599 (2)
11,313 (2)
223
Argentina
15,291 (3)
15,102 (1)
0
China
14,394 (4)
439 (10)
431
India
3,625 (5)
2,285 (5)
0
Mexico
3,485 (6)
0
338
Germany
3,407 (7)
1,331 (6)
2,091 (5)
Netherlands
3,148 (8)
2,575 (4)
2,698 (2)
Japan
2,960 (9)
0
902
Spain
2,243 (10)
143
2,499 (4)
Italy
1,276
191
2,633 (3)
Thailand
1,101
0
1,401 (9)
Belgium- Luxemburg
902
1,175 (7)
1,435 (8)
Bolivia
652
505 (9)
0
Paraguay
649
541 (8)
0
United Kingdom
630
10
1,484 (7)
France
494
76
4,416 (1)
Denmark
86
40
1,577 (6)
Indonesia
0
0
1,353 (10)
Source: Mattson et. al., 2004, p. 15.
Note: Values are average of five marketing years from 1998/99 to 2002/03 and expressed
in 1,000 metric tons. Numbers in parentheses are world rank.
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Table 2.3
Supply and Distribution of Soybean Oil by Country
Country

Production

Exports

Imports

Total
Consumption
26,742
7,453 (1)
3,041 (3)
113
3,591 (2)
2,107 (4)
349
899 (5)
175
689 (5)
289
173
37
857 (6)
38
383 (9)
372 (10)
372
355
302
228
240
498 (8)

World Total
27,056
8,643
8,277
United States
8,332 (1)
886 (3)
32
Brazil
4,478 (2)
1,645 (2)
160
Argentina
3,566 (3)
3,500 (1)
0
China
3,059 (4)
74
611 (3)
India
818 (5)
6
1,295 (1)
Germany
765 (6)
475 (5)
62
Mexico
750 (7)
9
159
Netherlands
719 (8)
639 (4)
92
Japan
682 (9)
0
2
Spain
508 (10) 229 (7)
19
Taiwan
204
265 (6)
233 (8)
Korea
75
173 (8)
137
Belgium- Luxemburg
88
115 (9)
41
Paraguay
146
108 (10)
0
Iran
336
2
884 (2)
Malaysia
212
6
162
Russia
55
1
323 (5)
Egypt
54
0
301 (6)
Morocco
35
0
268 (7)
Pakistan
30
0
196 (10)
Venezuela
29
0
210 (9)
Bangladesh
0
0
509 (4)
Source: Mattson et. al., 2004, p. 21.
Note: Values are average of five marketing years from 1998/99 to 2002/03 and expressed
in 1,000 metric tons. Numbers in parentheses are world rank.
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Soybean oil is the second most traded vegetable oil. Global exports of soybean oil
are about 8.6 million metric tons per year (Table 2.3). The largest exporter is Argentina
with annual exports of 3.5 million metric tons in the last five years. Brazil is second at
1.65 metric tons per year, and the United States holds third place at 0.89 million metric
tons. The United States used to dominate the export market for soybean oil; however, the
emergence of Argentina and Brazil in the international soybean oil market has eroded the
United States’ share 13 .
Major importers of soybean oil are India, Iran, and China, with annual import
quantities averaging 1.3 million metric tons, 0.88 million metric tons, and 0.61 million
metric tons, respectively. It is worth emphasizing that imports by China and India have
been very unstable. During the first half of 1980s, imports of soybeans by China were
nearly zero. In the last half of the decade, these numbers increased dramatically and
reached the peak in 1989 with a value of 0.5 million metric tons, then declined to the
early of 1990s. The cycle reoccurred for the period of 1994 to 2004, with the low
imports from 1999 to 2001. Similarly, imports of soybeans by India have also been up
and down. Between 1988 and 1996, for instance, the average imports by India were 0.04
metric tons, significantly below the average imports of the last five years 14 .
2.4 Overview of Government Policy in Major Exporting Countries
Government policies in agriculture are ubiquitous (Gardner, 1987) and vary
overtime and across countries and commodities with a myriad of instrumentalities being

13

USDA data showed that in 1965, the US share was 72% of the world export for soybean oil. In
1985, the US share was only 18%, while Argentina, Brazil, and the EU had shares of 21%, 13%, and 45%,
respectively. The most current data (2002) indicated that the US share was 9% compared to 41%, 24%, and
18% for the respective countries above (PS&D database, FAS/USDA).
14

The data were derived from PS&D database, FAS/USDA; accessed on February 20, 2005.
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employed (de Gorter and Tsur, 1990). They have been the subject of discussions in
domestic arena and also in the General Agreement on and Tariffs and Trade (GATT) or
currently the World Trade Organization (WTO). This section presents agricultural
policies related to the soybean complex that have been employed in major exporting
countries (the United States, Brazil, and Argentina).
2.4.1 Agricultural Policy in the United States
Most of the United States farm programs originated in the 1930’s and were
designed to help reducing the wide income disparity between farm families and non- farm
households. These programs aim to support the income of producers of certain
agricultural commodities at a level above that which the market would have otherwise
permitted in the face of rapidly rising productivity and slower demand growth (Kennedy,
1994). Supporting field crop prices provided widespread assistance, since most farmers
grew some field crops, and helped stabilize the entire agricultural sector (USDA, 2001a).
Farms programs are governed by a body of permanent legislation, especially the
Agricultural Adjustment Act of 1938 and the Agricultural Act of 1949 that remains
operative over an indefinite time period unless repealed or amended temporarily for a
specific time period. These programs have been continually modified overtime on a 5year cycle, usually referred to as the Farm Bill. The first farm bill was amended in 1985
as the “1985 Food Security Act”. The most recent major revisions were those contained
in the Farm Security and Rural Investment Act of 2002, which was signed into law on
May 13, 2002.
The general characteristics of the farm programs from the 1930s through most of
the 20th century are that the US policies included a variety of programs that address the
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price and income problems arising out of immense and fully utilized productive capacity.
Most programs involved some combination of income support, price support and
stabilization, production management, demand enhancement, import restriction, or
conservation. Until the mid-1980s (and beyond in some cases), the primary focus of US
agricultural policy was on production management programs and price support and
stabilization programs. Over the last two decades, the goal has been to protect prices and
incomes of farmers by managing production. The government has placed its reliance on
the free market to determine prices and to then make direct payments to support farmer
incomes during periods of low prices. To absorb any excess inventory, US policy shifted
away from production management and price support and toward demand expansion,
especially exports demand 15 .
Current government programs under the 2002 Farm Act that affect soybeans (and
other oil crop producers’ management decisions and incomes) are direct payment,
counter-cyclical payment, marketing assistance loans and loan deficiency payments, crop
and revenue insurance, and export program and policies (USDA, 2002). Direct payments,
counter-cyclical payments, and marketing loans and deficiency payments are among the
programs that provide income support (Westcott et. al., 2002). The 2002 Farm Act also
expands funding for all conservation programs and significantly increases support for
conservation practices on cropped and fallowed land.
2.4.1.1 Direct and Counter-cyclical Payments
Producers of soybeans are eligible for direct and counter-cyclical payment,

15

This paragraph draws heavily from Ray, Ugarte, and Tiller (2003): “Rethinking US Agricultural
Policy: Changing Course to Secure Farmer Livelihoods Worldwide”, Agricultural Policy Analysis Center,
The University of Tennessee.

27

which are paid annually, if they establish oil crop plantings as part of their base acreage
and participate in the initial program enrollment, i.e. producers enter into annual
agreements for crop years 2002-2007. The amount of direct payment is equal to the
product of the payment rate, which is equal to 44 cents for soybeans, the payment acres,
which is 85 percent of base acres, and the payment yield 16 . Note that the direct payment
program under the 2002 Farm Bill is similar to Production Flexibility Contract (PFC)
payment of the 1996 Farm Bill; however, soybeans were not part of the farm programs
prior to 2002.
Counter-cyclical payments (CCP) are available whenever the USDA-calculated
effective price is less than its target price (USDA, 2002). This program was developed to
replace most ad hoc market loss assistance payments that were provided to producers
during 1998-2001 (Westcott et. al., 2002). Payments are based on historical area and
yield and are not tied to current production of the covered commodity.
Under the new legislation, the effective price is equal to the sum of the higher of
the national average farm price for the marketing year or the higher of the loan rate and
the direct payment rate for the commodity17 . That is, if this sum is below the target price,
a CCP is made at a rate equal to that difference. For soybeans, target prices are set at
$5.80 per bushel in the 2002 Farm Act. For oilseeds, farmers will receive their direct and
counter-cyclical oilseed payment each year regardless of the crop planted on their
cropland that year.

16

Payment yield for direct payments are determined by multiplying the farms’s 1998-2001
average yield by the ratio of the crop’s national average yields during 1981-1985 and 1998-2001 (See:
Westcott et. al., 2002; USDA, 2002; and the 2002 Farm Bill).
17

The difference between the target price and the effective price is the payment rate.
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2.4.1.2 Marketing Assistance Loans and Loan Deficiency Payments
The commodity loan programs with marketing loan provisions were started for
the first time in 1986 under provisions of the 1985 Farm Act. Rice and upland cotton
were the two commodities that were eligible for marketing loan programs. The
availability of marketing loans for soybeans and other oilseeds started in 1991 (Westcott
and Price, 2001). The programs allow producers of designated crops to receive loans
from the government at a crop-specific loan rate per unit of production by pledging
production as loan collateral. The programs were non-recourse loans 18
The commodity loans with marketing loan provisions under the 2002 Farm Act
are a continuation of the 1996 Farm Act for similar programs with a slight modification.
Under the current Farm Act, the commodity loan rates are set fixed with a rate of $5 per
bushel for soybean. Under the 1996 Farm Act, the Secretary of Agriculture had discretion
to set loan rates within ranges determined by formula subject to minimum and maximum
levels specified in the law; with the exception of rice in which the rate was set at $6.50
per hundredweight.
The marketing loan programs allows producers to repay commodity loans at a rate
less than the original loan rate plus interest, when the loan repayment rate is below
commodity loan rates. When a farmer repays the lo an at a rate less than the loan rate, the
difference between the loan rate and the loan repayment rate, called a marketing loan
gain, represents a program benefits to the producers. Hence, producers or farmers can
receive marketing loan benefits through two different channels: the loan program and

18

The loan is non-recourse in the sense that if the farmer does not sell the commodity by the due
date, the commodity becomes the property of the Commodity Credit Corporation (CCC) in full payment of
the loan.
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loan deficiency payments.
An analysis of marketing loan benefits to soybean producers showed that for 1999
crops, the average farmers’ revenue per unit increased above the loan rate. The estimate
indicated that about 80 percent of the crops had received loan deficiency payments with
average rate of $0.91 per bushel; and 7 percent had received a marketing loan gain
averaging $0.76 per bushel. While the rest of the 1999 soybean crop did not receive a
marketing loan benefit, although some of 1999 soybean commodity loan were still
outstanding (Westcott and Price, 2001, p.8). In another report, Westcott and Price (1999)
showed that the soybean marketing loan created trade-distorting effects to global markets
for soybean and its products. Their simulation indicated that the marketing loan had
stimulated production increase for soybean and its products. With increase production,
the soybean market clears at lower prices with a higher equilibrium quantity demanded,
includ ing soybean exports. Domestic crush increased with exports of its products
(soybean meal and soybean oil) rose as well. In general they concluded that the
marketing loan program in the United States has the potential to distort domestic
production, U.S. exports, and global trade (p.21).
2.4.1.3 Crop and Revenue Insurance
Crop insurance has been part of the United States farm programs since 1938. The
program was initiated as an experiment which was limited to major crops in the main
producing areas. Traditionally, the crop insurance programs were yield-base. In the mid
1990s, the revenue insurance programs were added which broadening producers’ choice
of insurance options. Producers of specific crops could purchase insurance policies at a
subsidize rate, under Federal crop insurance programs. These insurance policies make
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indemnity payments to producers based on current losses related to either below-average
yields: crop yield insurance or below-average revenue: revenue insurance (USDA, 2003).
Producers pay only a portion of the actuarial or risk based premium plus a small
administrative fee. The U.S. government, through the Federal Crop Insurance
Corporation, pays the balance of the premium.
Under crop insurance, yield coverage levels are based on a producer’s expected
yield, which is determined from the actual production history over the last 4 to 10 years.
Producers choose the level of insurance protection which determines the premium. The
premium rates usually vary considerably across the United States, ranging as low as 2 or
3 percent for producers with above-average yield expectation in low-risk areas to as high
as 25 or 30 percent for producers with below-average yield expectations in high-risk
areas (USDA, 2001b).
Revenue insurance programs provide coverage against gross revenue falling
below some guaranteed price level. Guaranteed revenue is equal to the farmer’s elected
coverage level, times actual production history yield, times the higher of the base market
price or the month- long-average harvest ma rket price for the last month of the contract
(USDA, 2003).
Crop and revenue insurance programs play a prominent role in U.S. agricultural
policy since its establishment, and especially after 1980s. The nature of the programs
change the distribution of expected revenues by reducing financial risk associated with
crop production variability. The subsidies are likely to alter producer behavior because
they lower the cost of purchasing coverage. The cost reduction represents a benefit to
producers that raises expected returns per acre and provides an incentive to expand in
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crop production (USDA, 2000). Preliminary assessment of the impact of federal crop
insurance suggested that when the new crop insurance premium subsidies are in place in
2001, the combined effect of all insurance premium subsidies will add approximately
900,000 acres (0.4 percent) annually to aggregate planting of eight major field crops
(USDA, 2000). Furthermore, since the introduction of revenue insurance, participation
has grown steadily. In 2001, for instance, the insured soybean acres increased by 36
percent (USDA, 2001b). The increase in revenue insurance can be explained by the fact
that revenue coverage insures revenue rather than yield. Farmers are ultimately interested
in dollar rather than bushels. Besides, revenue coverage guarantees a specific revenue
level, regardless of whether low revenue results from low yields or from low crop prices
(USDA, 2001b).
2.4.1.4 Export Program and Policies
The USDA and the USAID provide support for overseas market expansion
through both infrastructure, such as the agricultural attaches overseas, and the assistance
programs, such as export credit guarantee and foreign market development program
(USDA, 2001a). A number of programs administered by these two agencies have been to
promote oil crops, primarily soybean and soybean products (USDA, 2002).
The export credit guarantee programs are designed to help foreign importers that
face foreign exchange constraints and need credit to purchase commodities. The essence
of credit programs is to assure that U.S. exporters will be paid. Two credit guarantee
programs are operated by Commodity Credit Corporation (CCC): the Export Credit
Guarantee Program (GSM-102) and the Intermediate Export Credit Guarantee Program
(GSM_103). GSM-102 covers private credit extended for up to 3 years, while GSM-103
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covers private credit extended for 3 to 10 years. Recent developments indicated the
ability of the programs to maintain demand for U.S. products, especially during the Asian
crisis; however, these programs have been criticized by some countries as unfair
subsidies (USDA, 2001a).
The foreign market development program, administered by Foreign Agricultural
Service (FAS), is established in order to develop, maintain, and expand long term foreign
markets for U.S. agricultural commodities, primarily through trade associations. Under
the 1986 Farm Act, the government allocated $27.5 million fund per year for this
program; and it has been increased to $34.5 million under the 2002 Farm Bill..
2.4.2 Agricultural Policy in Brazil 19
The Brazilian government pursued government policies designed to increase the
supply of agricultural goods and curtail food price inflation. However, the minimum price
support program coupled with the national rural credit system constitutes the primary
instruments used to bolster the agricultural supply side (Warnken, 1999). In the 1960s
and 1970s, the Brazilian government facilitated the expansion of cropping activities in
the Center-West through its program to increase self-sufficiency in field crops (Matthey,
Fabios, and Fuller, 2004). High support prices for soybeans, coupled with abundant credit
to large producers encouraged area expansion and the application of mechanized
production methods (Schnepf et. al., 2001)20 . As a result, soybean production expanded
dramatically in the Center-West in the early 1980s in response to three important factors:
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This section draws heavily from Warnken (1999): “The Development and Growth of the
Soybean Industry in Brazil”.; and Schnepf et al. (201): “Agriculture in Brazil and Argentina: Development
and Prospects for Major Field Crops”.
20

Note that soybeans were introduced as a second crop after wheat in order to increase land
productivity (See discussion in Schnepf et al., 2001).
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high soybean prices (due to support prices), the development of soil conditioning
techniques that significantly enhanced the productivity of the region, and the
development of soybean varieties that were suitable for the tropical climate (Matthey et
al., 2004).
Government price support programs dated back in 1943, but there was no notable
implementation of the program until 1963 (Warnken, 1999). The minimum price
guarantees were announced annually prior to the planting season and set uniformly across
the country regardless of distance from terminal markets (Schnepf et al., 2001; Warnken,
1999). This policy was adopted in 1981 and prevailed until 1992, where the nation-wide
uniform support price was modified to a zoning system, i.e. production zones farthest
away from market receive lower prices. The production-stimulating impact of this
program can be identified but not quantified. Overall, however, the price support program
had a positive effect in stimulating Brazilian production with the greatest effects
concentrated in the cerrados21 .
The national system of rural credit was established in 1965 with the goals of
accelerating adoption of new technology, stimulating capital formation, improving the
economic position of small and medium size farmers, and increasing production of
agricultural commodities destined for export markets to increase foreign exchange
(Warnken, 1999; Schnepf et al., 2001). Under this policy, the government established a
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Area of soybean production is usually broken down into two regions based on geographical and
cropping system dimensions: the traditional region and the cerrado region. The traditional region is defined
as the four southernmost states, Rio Grande do Sul, Santa Catarina, Parana, and Sao Paulo. Whereas
cerrado region includes production areas in the states of Minas Gerais, Mato Grosso do Sul, Mato Grosso,
Goias, Tocatins, Distrito Federal, Bahia, and Maranhao.The traditional region is where soybeans were
grown prior to 1970s and typically one of several enterprises found on farms in this region. The cerrados
conforms to the cerrado land soybean production of western and north central Brazil, where there was no
notable soybean production prior to 1990s. In this region soybeans monocropped and have typically been
grown continuously on the same land (Warnken, 1999; p20-24).
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commodity loan program to ease credit constraints of farmers where producers are able to
loan out up to 60 percent of the value of the projected crop based on government
minimum price support (Matthey et al., 2004). The interest rate on government credit was
heavily subsidized (1970 to 1984) and set at a fixed nominally low rate. In years of high
inflation, this program resulted in real negative interest rates.
Prior to late 1980s, the Brazilian domestic and international market of soybean
and soybean products had been subject to heavy-handed and ever-changing government
policies. These policies had been considered as encouraging and discouraging the
industry’s growth and development. Relatively high export taxes on whole soybeans,
compared with soybean oil and soybean meal were in favor of domestic processors and
the export of soybean products 22 . On the other side, exchange rate policy where currency
was severely overvalued clearly discriminated against agriculture in general and soybean
industry in particular; which clearly reduced production and export of soybeans and
soybean products.
In 1990, the government began to pull back from intervention in the soybean
markets and immediately launched reforms designed to modernize and reinvigorate the
economy (Schnepf et al., 2001). As a result, domestic and international markets operate
relatively free of direct intervention by the federal government, with the exception: the
imposition of domestic and export valued-added taxes on soybeans and soybean products.
In September 1996, this policy was exempted by the government. This tax exemption had
significant implication for the soybean and soybean products sector. For the soybean
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The tax rates for exports were 13 percent for raw beans, 11.1 percent for soybean meal, and 8
percent for soybean oil.
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producers, the export tax exemption translated into higher prices and for soybean market
intermediaries and processors, it reduced the cost of doing the business (Warnken, 1999).
2.4.3 Agricultural Policy in Argentina
Prior to 1991, Argentina relied principally on three policy instruments to shift
resources from agriculture to other sectors (import substitution strategy): export taxes on
the f.o.b value of agricultural and agro- industrial products, exchange rate regimes that
implicitly taxed agricultural sector, and tariffs and quantitative restrictions on imported
agricultural inputs (Roberts, 1994). In 1982, the government introduced export taxes on
grain and oilseeds which were initially set at 18 percent but varied annually 23 . Exchange
regimes were fr equently manipulated in the belief that a fixed exchange rate would
dampen domestic inflation, which skyrocketed by the mid 1980s and early 1990s. But
these efforts generally failed and often created other distortions such as high interest
rates, real exchange rates appreciation, and an overvalued currency (Schnepf et al.,
2001). In order to encourage the sale of domestically produced inputs, import tariffs on
fertilizers and agricultural chemical were set at relatively high levels: 60 and 65 percent,
respectively.
Despite the fact that agricultural sector was highly regulated and experienced
negative impacts of the government policies, soybean production rose dramatically
between 1970 and 1990. The increase was mainly due to the high yield of soybeans and
area expansion. During this period, Argentina’s soybean yield grew a steady 3 percent
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These taxes were eventually expanded to most agricultural and agro industrial products to
ensure abundant, cheap supplies for domestic industries. In 1986, for instance, taxes on agricultural exports
were generating 20 percent of central government revenues; and by 1988, export taxes and currency
controls represented over 50 percent of the value of agricultural export prices at Argentine ports (See
Schnepf et al., 2001; p.16-17).
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annually. At the same time, area harvested grew from 36 thousand hectares (1970) to
4,750 thousand hectares 24 .
In 1991, the newly elected government instituted major changes in government
policies. All export taxes on major grain and processed oil seed products were eliminated.
However, unprocessed oilseed exports continued to be taxed at a rate of 3.5 percent so as
to stimulate domestic crushing industry. All quantitative restrictions on imported
agricultural inputs had also been eliminated. Tariffs on imported agricultural input had
been reduced up to 15 percent of the CIF value of the item (Schnepf et al., 2001).
Agricultural inputs that were capital goods such as embryos, certified seed, and trucks are
exempted from tariffs (Roberts, 1994).
In 1992, the Government of Argentina established a new export rebate system,
designed to offset the cost increasing effects of internal taxes, such as value added taxes
on inputs. This system was intended to encourage exports by reducing domestic cost of
production. The export rebate for corn, wheat, sorghum, and oilseed products was set at
2.5 percent of Buenos Aires FOB price. The government of Argentina kept changing the
level of tax rebates. In 1995, the rebates on soybean meal and soybean oil were lowered
to 1.6 and 1.9 percent, respectively. In the same year, the soybean meal rebate was then
eliminated. At the same time, the soybean rebate was lowered to 1.5 percent, before being
set up at a rate of 1.4 percent in 1996. Note that there is no rebate for unprocessed
oilseeds.
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PS&D database (soybean oilseed local), FAS online/USDA; accessed on February 22, 2005.
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CHAPTER 3
MARKET STRUCTURE FOR AGRICULTURAL PRODUCTS:
A THEORETICAL REVIEW
There exist four bodies of economic theory to explain the behavior of firms under
various market forms. They are pure competition, monopolistic competition, Oligopoly,
and Monopoly. Under pure competition, individual firm cannot influence the market by
himself. Its strategic decisions are so constrained that it usually has uniquely defined
optimal action available to it. The pure monopolist, on the other hand, has no
competitors. It does not worry about the strategies of the others. The monopolist’s
strategy is defined as that which maximizes profit, given the aggregate demand schedule.
Monopolistic competition and oligopoly fall between the two extremes of perfect
competition and pure monopoly. Under monopolistic competition, there are many sellers
and the monopolistic element arises from product differentiation. oligopoly is
characterized by few sellers of homogenous or differentiated products.
Pure competition and pure monopolist lie on the two extreme points. One is which
has no individual effect upon market whatsoever and the other has full market power
such that it can establish any price that maximizes profit. The important key is that under
these two extreme cases there are no strategic actions that link to one another. This
characteristic is the one key feature that distinguishes oligopoly from pure competition
and monopoly. Having such characteristics, oligopoly model has been of interests for
researchers in measuring the degree of market power, especially in the field of industrial
organization because it provides all degrees of market imperfectness. Since the last two
decades, this model has also been applied in international trade theory, particularly after
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the emergence of both the new theory of international trade and the “New Empirical
Industrial Organization (NEIO)”.
This chapter discusses the methodology of measuring market power used by
industrial organization economists and empirical work related to international agricultural
trade. Section 3.1 provides a brief review of the formerly industrial organization
approach, the Structural – Conduct - Performance (SCP) paradigm. The skepticism
towards this approach is outlined. Section 3.2 focuses on the New Empirical Industrial
Organization (NEIO) approach, which is widely used in empirical work for measuring
market competitiveness. The discussion of the NEIO focuses on the theoretical as well as
technical aspects on measuring market conduct, specifically the Bresnahan (1982) and
Lau (1982) model. Section 3.3 outlines some empirical work on market power hypothesis
in the field of international agricultural trade.
3.1 The Structure -Conduct-Performance Paradigm
Prior to 1980, most empirical work on market power had been based on the socalled “Structure-Conduct-Performance” (SCP) paradigm. The SCP was intended to link
between the three components: market structure, market conduct, and market
performance. According to this view, structural characteristics of an industry (industry
concentration, the extent of product differentiation, and conditions of entry) determine
the conduct of firms in the industry (price and output policies, product development and
promotion policies, and behavior toward rivals), which, in turn, determines the market
performance, typically measured by profits or price-cost margin (Carlton and Perloff,
1990; Sexton, 2000). The two key hypotheses under this paradigm are (1) when a small
number of firms account for most of industry’s sales, those firms recognize their mutual
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independence, resulting in collusion on price and output decisions; (2) the superior
efficiency by large firms that results in both higher profits, and incidentally, in higher
concentration (Pagoulatos, 1992).
Empirical research in the SCP literature has traditionally involved searching for a
cross-sectional correlation between industry profitability measure and concentration.
There are two stages involved in a typical SCP study: direct measurement and SCP
regression (Perloff, 1992; Carlton and Perloff, 1990). Under direct measurement, a
measure of market power is obtained or calculated rather than estimated. If there is
adequate data, such as marginal costs, a measure of the degree of market power can be
obtained directly using simple arithmetic procedure. However, since marginal costs are
rarely available, data on profits, rates of return, book value, etc. are usually used. The
second stage uses a reduced-form analysis to show the relationship between the
calculated measure of market power and various structural factors that are hypothesized
to be related to barriers to entry such as advertising, concentration, and costs. The
concentration-profits relationship has been the one of the most thoroughly tested
hypothesis in economics. Weiss (1974) surveys the 46 studies since Bain (1951) and
concludes that the bulk of studies show a significant positive effect of concentration on
profits or margin.
The SCP paradigm has been subject to much criticism. Demsetz (1973), for
instance, questioned the validity of the SCP test and asserted that asymmetry in
technology and corporate efficiency causes the observed positive correlation between
industry concentration and profitability. That is some firms are more efficient than
others, producing comparable products at a lower cost. The efficient firms grow over
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time, resulting in larger and more efficient firms and higher concentration (through
market expansion). Two implications of this hypothesis are: (1) a firm’s success is
explained by its own market share and not by industry concentration, (2) higher
concentration and profit arises without any form of collusive behavior. Hence many
economists have believed that the positive relationship between market concentration and
industry profitability is spurious.
Another substantial criticism is given by Fisher and McGowan (1983) who argue
that most of measures used in the SCP approach such as profits and rates of return are
fundamentally and significantly flawed due to data and conceptual problems 25 . The use of
accounting rates of return to infer market power, for example, is misleading. Accounting
rates of return reported by accountants may not be cons istent from firm to firm or from
industry to industry and may not correspond to economists’ definitions of profits.
Accounting practices do not provide for the capitalization of certain activities such as
research and development and do not incorporate allowances for inflation. Hence there
are some measurement problems which arise in using accounting rates of return to
measure profitability. Consequently, accounting rates of return provide almost no
information about economic rates of return26 .
3.2 The New Empirical Industrial Organization (NEIO) Approach
Being dissatisfied with the SCP, industrial economists developed the so-called
“New Empirical Industrial Organization” (NEIO). This approach draws on models of
imperfectly competitive, profit maximizing firms to guide specification, estimation, and
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See also Liebowitz, 1982; Benston, 1985; Fisher, 1987; and Carlton and Perloff, 1990.
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The problems with the SCP paradigm approach are summarized in Carlton and Perloff (1990, p.379-383)
and Perloff (1992,p.66-68).
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testing of structural econometric time series models of industry behavior (Bresnahan,
1989). Indices of conduct and performance are treated as parameters to be estimated
rather than observed from accounting data.
There are two key differences in which this new approach has advantageous over
the traditional SCP approach (Perloff, 1992). First, in the new approach, marginal costs
and market power are estimated from a structural model rather than employing a
serious ly flawed approximation. Second, using structural model, one can formally
develop a model to show how various factors affect market power.
The basic methodology of measuring market power under the NEIO is in the
form of oligopoly model, with three sets of unknown parameters: costs, demand, and firm
conduct. The observable variables include industry price and quantity in time series for
the endogenous variables and variables that shift cost and demand functions for the
exogenous variables. Price-cost margins, on the other hand, are not taken to be directly
observable.
Formal analysis of the NEIO approach is described as follows. Suppose that a
non-competitive industry consisting of n-firms produces a homogenous output with
identical costs. The market demand function can be written as
(3.1)

Qt = Q( Pt , Z t )

Where Pt is the single price in the market and Qt is the total quantity consumed at time t
(industry output). Z t is a vector of exogenous variables that shift the demand for Qt .
Since price and output are simultaneously determined, the demand function (3.1) can
equally be written as
(3.2)

Pt = P(Qt , Z t )
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Equation (3.1) and (3.2) are assumed to be well behaved such that they obey the
following conditions: (a). P(0) is greater than zero, which ensures that there are positive
prices, (b). The demand is downward sloping, that is if Q > 0 and P(Q ) > 0 , then
P′(Q ) < 0 , and (c). The dema nd curve cuts both axes such that if Q > 0 , then
QP (Q ) ≤ M , where M is some finite number. Condition (c)imposes a bound on total

revenue and eliminates any chance for firms to have infinite profits.
In a standard economic form, total revenue (R) equals to the product of price and
quantity demanded: Rt = Pt Qt . Hence perceived marginal revenue, MRt (λ ), is given by

(3.3)

 ∂P (Q , Z ) 
MRt (λ ) = P(Qt , Z t ) + λQt  t t t 
∂Q t



where λ in (3.3) is a new parameter to be estimated that can be interpreted as an index of
the degree of competitiveness of the industry, reflecting the wedge between price and
marginal cost. As will be shown subsequently, λ also nests an index of the beliefs that
other firms react to their output choices, i.e. a “conjectural variations” parameter. The
numerical value of λ is a constant between zero and one. If the firms in the industry act
like price takers, then λ = 0 and perceived marginal revenue equals price (the profit
maximization solution for perfect competition). That is, these firms act as though they
face a horizontal demand curve at an exogenously determined price. When λ = 1 , the
industry behaves as a monopolist or perfect cartel, which gives the solution of perceived
marginal revenue equals marginal costs. An intermediate λ ’s correspond to oligopoly or
monopolistic competitive concepts. Under Cournot model, for instance, λ = 1 / n since
each firm in the industry produces the same amount at equilibrium conditions.
Providing that the aggregate cost function is given by
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Ct = C (Qt , W t )

(3.4)

where Ct is total cost of producing Qt and Wt is a vector of exogenous cost-shifters, the
equilibrium condition for the industry is achieved when perceived marginal revenue
equals marginal cost. This relationship can be written as

 ∂P (Q , Z )  ∂C (Qt ,Wt )
P(Qt , Zt ) + λQt  t t t  =
∂Qt
 ∂Qt


(3.5)

which can also equivalently be written as

P(Qt , Zt ) =

(3.6)

 ∂P (Q , Z ) 
∂C (Qt ,Wt )
− λQt  t t t  .
∂Qt
 ∂Q t


Equation (3.6) is usually called the general supply relation because it allows for non-price
taking conduct (Bresnahan, 1989) and is the central to the inferences drawn about market
power in any particular study. Note that by estimating equation (3.2), one can obtain an
estimate of the slope of the demand curve,

∂Pt (Qt , Z t )
. Furthermore, based on that
∂Q t

estimate and an estimate of the optimality equation (3.5) or (3.6), one can obtain an
estimate of λ and MC, where marginal cost (MC) is assumed to be constant with respect
to output. That is, estimating equation (3.6) will give an estimate of the product λ and
the demand slope of equation (3.2). The index of market power λ can be obtained
through dividing this composite parameter by the slope of the inverse demand obtained
from estimating (3.2).
At this point, it is worth noting that the parameter of market power λ has many
interpretations. Bresnahan (1989) and Perloff (1992) clarified that there are two possible
interpretations of λ . First, λ is a measure of the equilibrium wedge between price and
marginal cost, as stated previously. This interpretation, which Perloff (1992) called as the
44

general interpretation of λ , can be demonstrated by equation (3.6) where
Pt (.) − ∂C (.) / ∂Qt = −λQt (∂Pt (.) / ∂Qt . Using Lerner’s (1934) index of monopoly power,
one can demonstrate the following results
(3.7)

L=

P − MC
λQ (∂P (.) / ∂Qt ) λ
=− t t
=
P
P
ε

where ε is the market demand elasticity. Therefore, λ can be interpreted as an index of
market power or structure.
Alternatively, λ can also be interpreted as a firm’s conjectural variations. To
show this assertion, let subscript i denote the ith firm in a particularly industry such that
qi ,for example, is the output of the ith firm. Hence the term ∂q j / ∂qi for i ≠ j is nothing
but the conjectural variation of the ith firm.
To clarify the above assertion, suppose that each of the n- firms in the industry
produces: qi , i = 1,2,......, n , with Q =

∑

n

q and the cost function of each individual firm

i =1 i

is Ci = C ( qi ) , the profit function for each individual firm is defined as 27
π i (Q, P ) = max [Pqi − C (qi )]

(3.8)

The first order condition for maximizing profit for each firm is given by
 ∂P ∂Q
∂π i
∂P ∂Q ∂q j  ∂Ci
= P + qi 
+∑
=0
−
∂qi
 ∂Q ∂qi i ≠ j ∂Q ∂q j ∂qi  ∂q i

(3.9)

The terms in the brackets of (3.9) are those that differ from the competitive market
behavior. That is, a firm is not only concerned with how its own output affects market
price directly, which is reflected in the first term in the brackets, but also considers how

27

For simplicity, the exogenous variables that shift the demand and cost functions and the
subscript t are excluded from the notation.
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variations in its own output will affect the market price through its effect on other firms’
output decisions, as demonstrated in the second term in the brackets.
The first order condition of (3.9) can also be simplified as
∂π i
∂P
= P + qi
[1 + γ i ] − ∂Ci = 0
∂qi
∂Q
∂q i

(3.10)
or

∂P
[1 + γ i ] = ∂Ci
∂Q
∂ qi

P + qi

(3.11)

where γ i = ∑
i≠ j

∂q j
∂qi

The term γ i is called the conjectural variations term, which ascertains the previous
statement. γ i summarizes how firm i conjectures firm j will vary when firm i makes a
small change in output. Note that if γ i = 0 , the solution is as in Cournot-Nash fashion
(equation (3.13) below demonstrates this). If at least one of γ i ≠ 0 while others are equal
to zero, this means that at least one firm is concerned with other firms’ behavior.
Since all n firms are assumed to possess the same cost function, (3.11) can also be
expressed as
(3.12)

P + qi

∂P
[1 + (n − 1)γ ] = ∂C
∂Q
∂Q

P+Q

∂P 1 + ( n − 1)γ  ∂C
 = ∂Q
∂Q 
n


or

Q

Because P(.) + λQt ( ∂Pt (.) / ∂

t

(3.12a)

) = ∂C (.) / ∂Qt (see equation (3.5)), it follows that:
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1 + ( n − 1)γ
λ=
n


(3.13)


.


The fact that there are different interpretations with regard to λ raises the question
which “ λ ” should be used. First noting that the only difference between (3.6) and (3.10)
is the term λ in (3.6) has been replaced by (1 + γ i ) . Bresnahan (1989) pointed out that
there is clearly nothing fundamental about this and logically there is no absolute
difference between (3.6) and (3.10), as the two specifications can nest the same models.
Similarly, Perloff (1992) also stated that the distinction is a matter of terminology.
However, Bresnahan further noted that there are some linguistic difficulties in the
conjectural variation models which raise the question of the underlying theoretical
structure behind the model. The interpretations of the conjectural variations parameters
themselves can differ. On one side, the conjectural parameters can be interpreted as
measuring the average collusiveness; in the other side, the conjectural parameters tell us
something about “mutual forbearance”. Furthermore, game theorists object that
conjectural variations do not make sense theoretically (Marvel, 1992) 28 . For this reason
and as suggested by Perloff (1992), it has become common to follow the more general
interpretation of λ as the wedge between price and marginal cost.
Although theoretical evidence shows that the coefficient of market power, λ , can
be specified in the supply relation, the remaining critical question is whether it is
identified in practical applications. This identification problem can be readily illustrated

28

This, for instance, can be explained as follow: the Nash equilibria that conjectural variations are
to represent the result of simultaneous moves by the parties. Each must move without knowing what the
other does. Hence reactions are obviously impossible (See Marvel, 1992; p. 17-18).
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using equation (3.6). Letting µ be the reduced- form coefficient on Qt , it is obvious that
µ is a composite of the market power coefficient, λ , and the slope of the inverse

industry demand, ∂P(.) / ∂Qt (the derivative of P with respect to Qt ,). Hence, without any
additional information, the effect of λ cannot be separated from µ . However, if the
marginal cost is constant with respect to output, the conduct parameter λ can be identified
as the product of the slope of the demand curve, ∂Qt (.) / ∂P, and λ . That is
λ = µ (∂Qt / ∂P) (See Perloff, 1992; Deodhar and Sheldon, 1995).
Logically, however, marginal cost is not constant as the level of output changes. If
this is the case, the conduct parameter is not identified. Figure 3.1 illustrates this problem.
Note that the graph is constructed in such a way to show a specific scenario rather than a
general case. Suppose that D1 denotes the linear demand curve and MR1 represents the
associated marginal revenue curve, which is also linear. MC C and MC M are marginal
cost curves for perfect competition and monopoly, respectively. P is the output price and
Q is quantity demanded. The initial equilibrium occurs at point E1 with price P1 and
quantity equilibrium q1 . The outcome E1 could be an equilibrium either for perfect
competitive market where D1 intersects MC C (P = MC C), or monopoly or oligopoly
where MR1 intersects MC M (MR1 = MC M). Suppose an exogenous change in demand
causes a parallel shift of the demand curve from D1 to D2 and the marginal revenue curve
from MR1 to MR2 . The new equilibrium occurs at point E2 with equilibrium price P2 and
quantity demanded q2 . Clearly, point E2 could also be the outcome for either perfectly
competitive industry or monopoly or oligopoly. This illustration shows that, unless
marginal costs are known, competition remains indistinguishable from monopoly or
oligopoly.
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Figure 3.1. Identification of Monopoly Power: Not-Identified

The above identification problem can also be formally shown mathematically.
Following Bresnahan (1982) and Lau (1982), let the linear demand function be
(3.14)

Q = α 0 + α1P + α 2Y + ε

and the linear marginal cost function be
(3.15)

MC = β 0 + β 1Q + β 2W .

Where Q , P , and MC are quantity demanded, market price, and marginal cost,
respectively. Y is a vector of exogenous variables in the demand function and W is a
vector of exogenous variables in the marginal cost function. For simplicity, assume only
one exogenous variable in each function. Since the NEIO assumes that marginal cost is
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unobservable, the industry marginal cost function is free to assume alternative arbit rary
forms.
To derive the supply relation, let total revenue be R = PQ. The marginal revenue
is defined as MR = P + ( ∂P / ∂Q )Q . Inverting the demand function (3.14), one can
obtain ∂P / ∂Q = 1 / α1 . Hence, MR = P + Q /α 1 . By equating marginal revenue and
marginal cost and inserting λ , the supply relation is written as
P=

(3.16)

−λ
Q + β 0 + β 1Q + β 2W + η
α1

Visual observation shows that the demand equation is identified since it has only
one included endogenous variable P and an excluded exogenous variable W. Similarly,
the supply equation is also identified because the marginal cost equation includes one
endogenous variable Q and excludes one exogenous variable Y. The parameter λ is
however not identified. This can be explained by rewriting (3.16) as
P = β 0 + γQ + β 2W + η

(3.17)
where γ = β1 −

λ
α1

Since (3.17) only includes Q and one excluded exogenous variable Y, it is identified. But
the question still remains whether we are tracing out P = MC or MR = MC. Solving the
above expression for λ shows that its identification requires estimates of β1 , α 1 , and γ .
But (3.14) and (3.17) only provide α 1 and γ . Consequently, λ cannot be identified ( γ still
depends on two parameters β1 and λ ).
The proposed solution as suggested by Bresnahan (1982) is by introducing
variables that combine elements both of rotation and of vertical shifts in the demand
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curve. This is done by formulating an interaction term between P and a demand shifter
such that any movements in the exogenous variables do more than shift its intercept up
and down. Hence the included exogenous variables must be capable not only shifting the
intercept but also changing (rotating) the slopes. The rotation of the demand curve
identifies the nature of industry competition and the vertical shift in demand traces out
the corresponding supply relation.
Following this methodology, we rewrite the Bresnahan’s model, where the
demand equation now becomes
Q = α 0 + α1P + α 2Y + α 3 PZ + α 4 Z + ε

(3.18)

which can also be re-written as

Q = (α 0 + α 2Y + α 4 Z ) + (α 1+α 3 Z ) P + ε

(3.18a)

where Z is a new demand-side exogenous variable. The first brackets on the right hand
side of expression (3.18a) can be viewed as a vertical intercept and the second brackets as
the slope. The salient feature of the above specification is that Z enters the demand
equation as a cross product with own price. This allows changes in Z to generate both the
rotation and vertical shifts in the demand equation, allowing the identification of λ .
Bresnahan suggests that Z might be viewed as the price of a substitute good and Y as
income. In empirical studies Z can be any variable that measures the consumption
behavior.
With such modification, the supply relation (based on the optimization problem)
is then given by
(3.19)

P=

−λ
Q +β 0+ β1Q + β 2W + η
α1 + α 3 Z
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Q
since MR = P + 
.
 (α1 + α 3 Z ) 
By defining Q * = −Q /(α1 + α 3Z ) , equation (3.16) can be written as
P = λQ * + β 0+ β1Q + β 2W + η

(3.20)

To disentangle λ and β1 in (3.19), α 1 and α 3 are treated as known through estimating the
demand function first. Hence, λ is identified as the coefficient of Q*.
The identification of λ under the new demand function is illustrated graphically in
figure 3.2. The notations of D1 , MR1 , MC C, MC M, P, Q, E1 , P1 , and q1 are as defined
previously. The outcome E1 is the same as before. Instead of shifting the demand curve,
and hence marginal revenue curve, vertically, it is rotated around equilibrium point E1 to
obtain the new demand curve D3 and new marginal revenue MR3 . Bresnahan argued that
if the supply relation is a supply curve, then this will have no effect on the equilibrium;
meaning that if MC C is the marginal cost curve and competition is perfect, then E1 should
be the equilibrium under either D1 or D3 . On the other hand, if MC M were the marginal
cost curve and supply were monopoly, then equilibrium shifts to E3 , where MR3 = MC M.
So it is obvious that the introduction of interaction term as shown in (3.18) or (3.18a) will
result in rotating the demand curve as shown in figure 3.2 and enable one to identify
market power λ .
3.3 Empirical Studies on International Agricultural Market
Since the emergence of the NEIO, much work has been conducted in attempts to
measure market conduct in food and agricultural sectors. But only a few relate to
international agricultural markets. Some examples are Karp and Perloff (1989, 1993) on
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rice and coffee export markets; Love and Murniningtyas (1992) on wheat export market;
Buschena and Perloff (1991) on coconut oil export market; and Deodhar and Sheldon
(1997) on soybean meal export market. This section summarizes some of studies on
market conduct in international agricultural trade.
Karp and Perloff (1989) developed a linear-quadratic dynamic oligopoly model
that nests various market structures, namely open- loop and feedback strategies to
estimate the competitiveness of the rice export market. The reason for using an oligopoly
model is based on the fact that the rice export market is dominated by a few countries;
and the linear quadratic model is adopted because it facilitates practical estimations of the
feedback model. Three countries: China, Pakistan, and Thailand are treated as
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oligopolists facing an exogenous fringe consisting of othe r exporting countries. Market
power is measured using an index of behavioral assumptions by firms within a single
time period. While this index is not the explicit outcome of a game, it allows one to easily
approximate a range of games. In order to obtain the index of market power, Karp and
Perloff estimated a linear demand curve equation and adjustment equations using annual
data from 1961 to 1985. In general, they found that the estimated feedback model implies
less competitive market structure than the estimated open-loop model. The rice export
market is considered to be oligopolistic, but it is generally closer to competitive than
collusive. Furthermore, they also validated their estimates using Bayesian techniques.
The results are generally closer to the classical estimates.
Not long after their work on the rice export market, Karp and Perloff (1995)
investigated the coffee export market utilizing similar models as used in the rice study.
Brazil and Columbia, contributing an average of 43 percent of total world exports, were
treated as duopoly facing a fringe with exogenous exports. Their classical and Bayesian
estimates showed that Brazil and Columbia compete vigorously with each other in the
coffee export market. Furthermore, based on the Bayesian analysis, they conclude that
the behavior of Brazil and Columbia is closer to price taking than to collusion.
Another empirical application of game theoretical approach to estimating market
conduct in international agricultural trade is given by Deodhar and Sheldon (1996). They
adopted a linear-quadratic dynamic oligopoly model as developed and used by Karp and
Perloff (1989, 1993) to estimate the presence of market power on the German market for
banana imports. Their results suggest that the hypothesis of perfectly competitive market
in the German market for banana imports is rejected. Indeed the degree of market
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imperfection estimated using this dynamic model is higher compared to their previous
static estimates, which will be summarized subsequently.
The above three studies are related to dynamic models using a game theoretical
approach. A number of empirical works based on static models have emerged in the
literature, even surpassing the work based on dynamic models. Love and Murniningtyas
(1992), for instance, estimated the degree of market power exerted by government trade
agencies in international wheat market, with Japan being selected for empirical analysis.
In doing so, they develop test statistics for identifying the presence of market power
where government trade agencies have a role. The tests are adapted from methodologies
previously developed by Bresnahan (1982, 1989) and Appelbaum (1979). They
constructed three different tests: (1) test for monopsony market power when a
government agency makes purchases in international markets, (2) test for monopoly
market power when a government agency sells imported goods in its own domestic
markets, and (3) tests for joint monopoly and monopsony power and for free trade. Based
on these tests, they concluded that Japan pursues a more restrictive wheat import policy
than would be indicated by an optimal tariff strategy; but Japan does not pursue a
restrictive policy in its wheat resales in the domestic market. Their analysis also suggests
that the Japanese government may be setting tariffs with a view only to collecting
revenues that would offset the cost of its wheat producer subsidies (p.554).
Buschena and Perloff (1991) investigated the export market for coconut oil. A
dominant firm model was applied in which the Philippines was the country considered to
be the dominant exporter in the world export market for coconut oil, facing the fringe
exporters consisting of Malaysia, Indonesia, Sri Lanka, Papua New Guinea, and the Ivory
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Coast. The model used to measure the degree of market power in their study was based
on the model developed by Bresnahan (1982) and Just and Chern (1980). Three
equations: world demand equation for coconut oil exports, fringe supply equation, and
the Philippine export equation were estimated to derive whether the Philippines acted as a
dominant firm, exercised limited market power, or remained as a price taker. They also
included dummy variables for institutional changes that took place in the Philippines in
early 1970s to allow market power to vary with these changes. The models were
estimated using annual data from 1959 to 1987. They found statistical evidence that the
Philippines did act as a dominant firm in the world coconut oil export market. Their
results show that prior to the 1970s the Philippine coconut oil export market was
competitive but that legal and institutional changes in the early 1970s which centralized
control of the Philippine coconut oil-refining and export industries, allowed the
Philippine to exercise some of its potential dominant firm market power.
Attempting to measure the degree of imperfect competition in the world market
for soybean meal exports, Deodhar and Sheldon (1997) adopted the method previously
developed by Bresnahan (1982) and Lau (1982). Similar to Buc hena and Perloff (1991),
they also constructed dummy variables to measure possible changes in market power
parameter due to the Argentina’s entrance in the world export market for soybean meal.
Two equations: soybean meal export demand and supply relations were estimated to infer
the presence of market power using annual data ranging from 1966-1993. The results
suggested that the world export market for soybean meal was competitive even before the
entry of Argentinean firms. Indeed, the effect of entry by firms from Argentina reinforces
the competitive market in soybean meal export market.
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In another study, Deodhar and Sheldon (1995) also adopted the model developed
by Bresnahan (1982). At this time, they applied the model to the import market rather
than export market, where the German market for banana imports was analyzed. Annual
data from 1970 to 1992 were used to estimate two equations: demand and price equations
from which market power was derived. Their classical estimated results were validated
using bootstrap procedures to infer the presence of market power. Their statistical tests
suggested that the hypothesis that firms in the German market for banana imports behave
competitively was rejected. However, the tests cannot reject the hypothesis that firms
were engaged in Cournot-Nash behavior.
Two empirical studies that did not apply the NEIO approach but related to the
current study need to be addressed. The first is the study by Heien and Pick (1991),
which examined multilateral import demand relations for soybean and soybean meal. The
purpose of their study is to estimate the demand structure for soybeans and soybean meal
taking into account the multilateral nature of this trade. In doing so, they estimated the
demand functions by country of origin and country of destination; where the countries of
origin include the United States, Brazil, and Argentina and the countries of destination
are EC, Japan, and Eastern Europe. Although the main purpose of their study does not
attempt to measure the competitiveness of soybeans and soybean meal export markets,
their results, especially the estimated own and cross price elasticities, were partly used to
justify the competitiveness of these markets. They found that own price elasticities range
from –1.56 to –18.5 for soybeans and 1.01 to –9.35 for soybean meal. The cross-price
elasticities were in the interval of 0.24 to 19.88 for soybeans and from 0.01 to 12.11 for
soybean meal. In most cases, the cross-price elasticities for soybeans are greater than
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unity. These estimates of elasticities generate some important implications (p.140). First,
the increased competitiveness in the world soybean market is clearly evident, which is
reflected by the large own and cross price elasticities. Second, the large cross price
elasticities indicate possible substitution among different exporters and the large own
price elasticities also indicate the increased availability of other high protein feed
substitutes.
The second study is the work by Pick and Park (1991), which is aimed at testing
the competitive structure of U.S. agricultural exports on the basis of export destinations.
They argue that tests for imperfect competition in international trade can be based on the
observed pricing decisions of exporters. This assertion is usually referred as pricing-tomarket (PTM) behavior 29 . Pick and Park applied this PTM framework to U.S. exports of
wheat, corn, cotton, soybean, soybean meal, and soybean oil. Quarterly data from 1978 to
1988 were used to estimate the specified models. In term of soybean and soybean product
markets, they argue that the characteristics of international trade in soybeans and
processed soybeans could result in an imperfectly competitive market structure.
However, their results showed mixed conclusions. In the soybean market, the hypothesis
of price discrimination across destination was rejected, indicating the absence of market
power. The results for soybean oil and soybean meal were ambiguous. Two out of six US
export destinations under study (Canada and West Germany) show significant crosscountry effects, which suggest the existence of price discrimination against these two
countries; and that the United States may have exercised market power in these countries.

29

The idea is that exporters may exercise market power by adjusting prices to different export
destinations, resulting in a form of price discrimination. Hence, PTM behavior pertains to decisions by
exporters to maintain or even increase export prices when facing currency depreciation relative to
importer’s currency (See Pick and Park, 1991; p.133).
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CHAPTER 4
CO-INTEGRATION, ERROR CORRECTION MODEL, AND ESTIMATION
PROCEDURES
This chapter provides a brief review of the relatively new concepts in time series
analysis: co- integration and error correction mechanism (ECM). The review begins by
presenting time series properties, i.e. non-stationary and their implications on regression
analysis such as the problem of spurious regression. The concept of co-integration and its
relationship with an ECM are discussed. Furthermore, the derivation of an ECM and a
special variant of ECM (Bårdsen’s Transformation) are also presented. Lastly, this
chapter outlines the procedures for estimating a single ECM, which include unit root
tests, co-integration tests, weak exogeneity tests, and method of estimation.
4.1 Overview of Time Series Properties
Classical econometric theory assumes that observations of a given data series
represent independent samples from a random variable with a constant distribution. But it
is widely observed that many time series of economic interest follow a nondeterministic
trend (Stock, 1987) 30 and the historical record of economic forecasting reveal the
invalidity of such an assumption (Hendry and Juselius, 2000), as indicated by the high
serial correlation between successive observations particularly when the sampling
interval is small (Banerjee, Dolado, Hendry, Smith, 1986). Such variables are said to be

30

A common characteristic of most economic data is the presence of trends. A time series with a
trend is nonstationary by definition because the mean of the series is a function of time. A trend can be
deterministic, stochastic, or a combination of the two. A series with deterministic trend is said to be trend
stationary where the series fluctuates as a result of random shocks about a deterministic trend. But the
effect of the shocks eventually dies out and the series returns to its trend path. Such a variable can be
rendered stationary by regressing it on a deterministic time trend. A time series that contains a stochastic
trend wonders randomly with no tendency to return to a fixed value or trend path. The effect of the shock
persists permanently and in most cases a stochastic trend can be removed by taking the first difference of
an integrated variable (See Hamilton, 1994; Maddala and Kim, 1998).
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nonstationary because the moments of their distributions (such as mean and variance) are
time dependent. A simple example of this is given by the so-called random walk, say
xt = xt −1 + u t , where ut is white noise. Clearly, the mean of xt is constant since
E ( xt ) = xt −1 and xt −1 is given. However, the variance is not constant and it is increasing
overtime; that is var( xt ) = t σ u2 . Classical empirically observed and tested non-stationary
properties of economic data are given by Nelson and Ploser (1982) who questioned the
traditional representation of the time behavior of economic variables. By analyzing the
aggregate variables of the US economy, they presented statistical evidence about the
existence of a stochastic trend in eleven, out of fourteen aggregate variables under
consideration.
There are many plausible reasons why economic data exhibit stochastic process.
Legislative change is one obvious source of non-stationarity, often inducing structural
breaks in time series. Economic variables are dependent on technological progress. As
technology involves the persistence of acquired knowledge, the present technology is the
accumulation of past discoveries and innovations and therefore such technological
advances are likely to induce a stochastic process. Furthermore, other variables related to
the level of any variable with a stochastic process will inherit that non-stationarity; and
transmit it to other variables in turn. Hence, the linkages in economics suggest that the
levels of many variables will be non-stationary, sharing a common stochastic process
(See Hendry and Juselius, 2000).
Why worry about no n-stationary series? One difficulty that can arise when
performing regression with non stationary series is the problem of “nonsense regression”
(Yule, 1926) or “spurious regression” (Granger and Newbold, 1974; Granger, 1981).
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Using artificially generated data, say yt and xt , Granger and Newbold show that the
regression of y on x gave a high R2 , statistically significant coefficients, and a low
Durbin_Watson (DW) statistic 31 . These are typical symptoms of spurious regression.
However, when the regression was run in first differences, the R2 was close to zero and
the DW statistic was close to 2, demonstrating that there was no relationship between y
and x. Yule (1926) also showed that spurious regressions may persist in large samples
despite the absence of any connection between the underlying series. Hence, the critical
consequences of assuming the stationary process when it is false is that all inferences
derived from this statistical assumption may be misleading (Granger and Newbold, 1974;
Hendry, 1986) 32 .
A theoretical basis for handling this problem, fortunately, has been developed 33 .
Intuitively, if we can make the non-stationary process into a stationary one, then all
asymptotic properties of classical regression will apply. The way to do is by performing
transformations to induce stationary. Differencing data is one of these; and removing a
deterministic trend from a series is another34 . However the later method has been of
31

The data used by Granger and Newbold (1974) are based on the following two uncorrelated
random walk processes: yt = yt −1 + ut , u t ~ iid (0,σ u2 ) and xt = xt −1 + vt , vt ~ iid (0,σ v2 ) ; furthermore

E (ut v s ) = 0 ∀ t, s ; E (ut ut − k ) = E ( vt vt − k ) = 0 ∀k ≠ 0. (See Banerjee et al., 1993; Maddala and Kim, 1998).
32

This assertion can be shown on the basis of asymptotic assumption in regression analysis. Note
that the standard proof of the consistency of ordinary least squares regression (OLS) uses an assumption
such that p lim( 1 / T )( X ′X ) = Q , where X is the matrix containing the data on the explanatory variables and
Q is a fixed matrix. This assumption shows that with increasing sample information, the sample moments
of the data approach to their population values. In order to have fixed population moments, the data must
be stationary, otherwise, the data might be tending to increase over time.
33

There are three possible ways to cure for spurious regressions: (i) including lagged values of
both dependent and independent variables as regressors, (ii) estimating the regression in first differences,
and (iii) estimating the equation using Cochran-Orcutt generalized least squares (Hamilton, 1994; p.561-2).
34

See also footnote 30. A more detailed discussion can also be found in Banerjee et al., 1993;
Hamilton, 1994; and Maddala and Kim, 1998.
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concern among econometricians as Granger and Newbold (1974) argue that standard
significance tests for the hypothesis that there is no trend are biased in favor of rejecting
the hypothesis even though it is true, i.e. all time trends would appear to be statistically
significant in models where they should not be, much more often than conventional test
sizes would suggest. Moreover, spurious correlations between unrelated integrated
processes tend to emerge even in regressions containing deterministic trend; therefore,
the simple method of de-trending before drawing inferences from non-stationary data was
found to be flawed (Banerjee et al., 1993); and hence separation trend is clearly not to be
recommended (Harvey, 1997).
The method of differencing to induce stationary has now become more preferable
than the other method, i.e. de-trending. For the purpose of exposition, the idea of
differencing can be illustrated using the random walk case: xt = xt −1 + u t , where ut is white
noise. By subtracting both sides by xt −1 , one obtains xt − xt −1 = ut or ∆xt = ut . Hence, if
xt is I(1) then by definition ∆xt is I(0) 35 and the variable xt is called difference stationary.
Once each variable has been transformed into a stationary process, regression analysis
can be performed and the standard statistical inferences can be applied. The hypothesis
that a given series is difference non-stationary can be tested formally using the results
developed in the extensive literature on testing for unit roots originated by Dickey and
Fuller (1979, 1981), which will be discussed in subsection 4.5.1 of this chapter.

35

The symbol I refers to the term integration. A series is said to be integrated if it accumulates
some past effects; such a series is non-stationary because its future path depends upon all such past
influences, and is not tied to some mean to which it must eventually return. To achieve stationary of a
series, one must difference it at least once (See Banerjee et al., 1993). Hence, a variable having I(1) means
that it needs first difference in order to bring back into stationary. Similarly, I(0) indicates that the variable
is already stationary.
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Although the data have been stationary through differencing processes, there still
is a concern with the regression analysis. By being extremely faithful to the properties of
data, i.e. analyzing only the differences of economic time series, all information about
potential long run relationships between the levels of economic variables is lost (Hendry,
1986)36 . Obviously, this approach disregards the potentially important, long run
relationships among the levels of the series to which the hypotheses of economic theory
are usually taken to apply. Stated differently, if a model is estimated in first differences, it
becomes impossible to infer its long run steady-state solution37 . The proposed answer to
this dilemma is to retain the variables in levels which convey such information. As
Hendry and Mizon (1978) argued, retaining these variables in econometric models which
are sufficiently well specified to have white-noise residuals will avoid the spurious
regression problem. Sargan (1964) had considered a class of models which attempted to
retain level information in the analysis. These models are then known as error correction
mechanisms, known as ECM (Davidson et al., 1978), which have become the major
development in time series analysis in the last two decades, specifically after the
introduction of co-integration analysis.
4.2 Co-integration and Error Correction Mechanisms 38
The idea tha t variables hypothesized to be linked by some theoretical economic
relationship should not diverge from each other in the long run is a fundamental one

36

Note that time series analysts trained by the Box-Jenkins approach advocated differencing and
prewhitening the series prior to estimating multivariate models.
37

Of course this assertion is imposed assuming that the variables under consideration are cointegrated. If they are not co-integrated, it may be possible to perform a regression using only first
differences (See the discussion of co-integration tests in this chapter).
38

Note that the terms error correction mechanism and error correction model, both abbreviated as
ECM, are frequently used interchangeably in the literature.
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(Banerjee et al., 1993). Even economic theory will typically propose forces which tend to
keep such series together (Engle and Granger, 1987). Examples might be household
income and expenditure, short and long term interest rates, imports and exports, and
many others. Such variables may drift apart in the short run, but if they were to diverge
without bound, an equilibrium relationship among such variables could not be said to
exist (Banerjee et al., 1993). The divergence from a stable equilibrium state must be
stochastically bounded and, at some point, diminishing over time. Co-integration may be
viewed as the statistical expression of the nature of such equilibrium relationships or the
statistical property that may describe the long run behavior of economic time series
(Ericsson and Irons, 1994; Banerjee et al., 1993).
The concept of co- integration introduced by Granger (1981) and extended by
Engle and Granger (1987) has become a powerful tool because it allows describing the
existence of an equilibrium, or stationary, relationship among two or more series, each of
which is individually non-stationary (Banerjee et al., 1993). As pointed out by Engle and
Granger (1987), the basic idea behind co- integration is that if each element of a vector
time series X t achieves stationary after differencing, and if a linear combination α ' X t is
stationary, then X t is said to be co- integrated with co- integrating vector α . Since α ' X t is
stationary, it will always manifest a tendency to revert to its (zero) mean, that is
α ' X t = 0 ; therefore there will exist a tendency to return to long run equilibrium. Engle
and Granger interpret α ' X t = 0 as the long run equilibrium relationship between the
elements of X t . Conversely, observed non-zero values of Zt = α ' X t (usually called the
equilibrium error) only indicate short run deviation from the long run equilibrium that
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will be gradually eliminated. A formal and general concept of co-integration is given by
the following definition:
The components of the vector X t are said to co-integrated of order d, b, denoted
X t ~ CI ( d , b) , if (i) all components of X t are I(d); (ii) there exists a vector
α (≠ 0) so that zt = α ′xt ~ I(d-b), b > 0. The vector α is called the co-integrating
vector (Engle and Granger, 1987; p.253).
For a case where d = 1 and b = 1, co- integration would mean that if the
components of X t were all I(1), then the equilibrium error would be I(0), and z t will
rarely drift far from zero if it has zero mean and z t will often cross the zero line. However,
if X t was not co- integrated, then z t can wander widely and zero-crossings would be very
rare, suggesting that in this case the equilibrium concept has no practical implications
(Engle and Granger, 1987; p253). Equivalently, the economic interpretation of cointegration is that if two (or more) series are linked to form an equilibrium relationship
spanning the long run, then even though the series themselves may contain stochastic
trends, i.e. non-stationary, they will nevertheless move closely together overtime and the
difference between them will be stable, i.e. stationary.
The concept of co- integration has had fundamental effect on the development of
time series analysis. The theory of co-integration established a unified framework for the
analysis of ECMs and of time series in which the variables stochastically trend together
(Banerjee et al., 1986). The relationship between co- integration and error correction
mechanism has been established by Granger (1983) and further developed by Granger
and Weiss (1983) and Granger and Engle (1985, 1987), of which this relationship is
called as “Granger representation theorem”. This theory posits that two or more
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integrated time series that are co-integrated have an error correction representation, and
two or more time series that are error correcting are co- integrated.
To illustrate the above theorem, consider two variables xt and yt that are each I(1)
and their linear combination z t = yt − βxt is I(0). Engle and Granger (1987) showed that
given the existence of co- integrating relationship between I(1) variables yt and xt , there
exists an error correction representation:
∆yt = δ∆xt + γ ( yt −1 − xt −1 ) + ξt

(4.1)

where ξ t ~ nid (0,σ 2 ) ,

where ∆ represents the difference operator. The expression in parentheses is considered as
the previous period’s realization of zt , which is the stationary deviation from long run
equilibrium. This representation is known as “error correcting” because a proportion of
γ of the previous period’s error or disequilibrium is corrected in period t. It should also

be noted that for mechanism to be stabilizing, γ must be negative and it should be less
than unity in absolute value for adjustment towards equilibrium to be smooth39 .
The term δ∆xt in (4.1) accounts for short run dynamics and is independent of the
long run equilibrium implicit in the error correction term. While the long run equilibrium
represents a restriction derived from economic theory, the short run dynamics are
determined entirely by the data. Hence δ∆xt may be suppressed if statistically
insignificant or it may be supplemented by the terms in other explanatory variables
without affecting the long run equilibrium implicit in the error correction term. In fact,

39

See the discussion of error correction model in section 4.3 for the proof of
the negative value.
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γ that should take

the ECM may be generalized to account for higher order short run dynamics. In the case
of second order dynamics of equation (4.1), one can write
(4.2)

∆yt = α∆yt −1 + δ∆xt + φ∆xt −1 + γ ( yt − 2 − xt − 2 ) + ξt

where ξ t ~ nid (0,σ 2 ) .

The above discussion has shown that the contributions of co- integration
analysis in the field of econometrics, particularly time series analysis have been
tremendous. These contributions are summarized by Ericsson (1994; p.6). First, cointegration links the economic notion of a long run relationship between economic
variables to a statistical model of those variables; meaning that if a long run relationship
exists, the variables involved are co- integrated. Second, the technical and previously
somewhat obscure statistical theory on unit root processes provides the basis for
statistical inference about the empirical existence of co-integration. This is true given the
fact that a set of variables should be non-stationary in levels in order to be co- integrated;
and knowing whether these data are non-stationary requires unit root tests. Third, cointegration implies and is implied by the existence of an error correction representation of
the relevant variables. Hence, co- integration establishes a firmer statistical and economic
basis for the empirically successful error correction models (ECMs). Fourth, through
isomorphism with error correction models; co- integration brings together short run and
long run information in modeling these data. As is known, this unification resolves the
debate on whether to use levels or differences. Fifth, via the distributional theory of
integrated processes, co- integration clarifies the “spurious regression” or “nonsense
regression” problem associated with trending time series data.
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4.3 Error Correction Model
By definition, the term ECMs are usually referred to a class of models in which it
is explicitly assumed that two or more time series variables stochastically trend together
and that deviation from a long run equilibrium condition feed back into short run
dynamics so that long run relation tends to be maintained (Stock, 1987). Hence, from the
perspective of error correction models, the co- integrating vectors, which are α in this
case (see previous definitions), describe the long run equilibrium conditions to which the
variables tend to return.
The standard method to derive the error correction model is to show that if xt and
yt are integrated processes and are co-integrated, the residual of yt regressed on xt should
be stationary. However, some authors occasionally derive the error correction model
from the autoregressive distributed lag (ADL) model through linear transformation. This
can be illustrated in the following ADL (1,1) 40 .
yt = α 0 + α1 yt −1 + β 0 xt + β1x t −1+ε t

(4.3)

where yt is the dependent variable and xt is the explanatory variable. ε t ~ iid (0,σ 2 ) and

α1 < 1.
Given the ADL (1,1) in equation (4.3), the short run effects of economic
expectation are readily estimated in the model by the coefficients β 0 and β1 , which give
the immediate effect of a change in x at some given t. The long run values are given by
the unconditional expectations of the expected value of yt . Let y * = E ( yt ) and

40

This illustration draws from Hendry et al., 1984 and Banerjee et al., 1993.
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x * = E( xt ) for all t, given that E (ε ) = 0 , the long run equilibrium follows the following

equilibrium values:
y * = α 0 + α1 y * + β 0 x* + β1x * .

(4.4)

Solving for y * in term of x* , yields:
y* =

(4.5)

α0
β + β1 *
+ 0
x .
1 − α1 1 − α 1

By grouping the terms, one can write (4.5) as
y * = k 0 + k1x *

(4.6)

Equation (4.6) represents the values for which y and x are in equilibrium in the long run
with k1 represents the long run multiplier of x with respect to y. Any deviation from
equilibrium, that is y * − ( k0 + k1x *) ≠ 0, should induce a change back to the equilibrium in
the next period. However, the rate of error correction implied by the ADL above can not
be directly estimated. By performing a linear transformation of the ADL, one can obtain
the error correction model. Since performing a linear transformation does not impose any
restriction on the parameters in the model, the two models (ADL and ECM) contain the
same information, implying the same behavioral relationship (Wickens and Breusch,
1988; Bårdsen, 1989; Banerjee et al., 1993).
To see how the linear transformation works, consider again the ADL (1,1) in
equation (4.3). First subtract yt −1 from both sides of (4.3) or take the difference of yt to
produce:
(4.7)

∆yt = α 0 + (α1 − 1) yt −1 + β 0 xt + β1xt −1 + ε t .

Then add and subtract β 0 xt −1 from the right hand sides of (4.7) to get:
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(4.8)

∆yt = α 0 + (α1 − 1) yt −1 + β 0∆xt + ( β 0+ β1 ) xt −1 + ε t

Finally, add and subtract (α − 1) xt −1 on the right side of (4.8), yielding:
(4.9)

∆yt = α 0 + γ ( yt −1 − xt −1) + λ1∆xt + λ2 xt −1 + ε t

where γ = (α1 − 1), λ1 = β 0 , and λ2 = ( β 0 + β1 + α 1 − 1) .
Equation (4.9) is called the error correction model (ECM) where the error
correction term is represented by the term in parentheses. Much can be deduced from
(4.9). First, the coefficient γ is the error correction rate or the short run adjustment which
indicates directly how quickly the system reacts to any disequilibrium, or the speed at
which y adjusts to any discrepancy between y and x. Second, one can readily verify from
(4.9) that the value of γ is negative (as previously claimed) since α1 < 1. Third, the
ECM produces the same short run effects as observed in the ADL. Recall that the short
run effects in the ADL (4.3) are given by β 0 and β1 . In the ECM, these effects are given
by λ1 and λ2 − λ1 − γ . By substitution, one can obtain λ1 = β 0 and
λ2 − λ1 − γ = β1 + β 0 + α − 1 − α + 1 = β1; as required. Fourth, the long run multiplier
derived from the ECM is the same as the one observed in the ADL. Assume that the
equilibrium relationship is given by y * = k1 x* (ignoring the intercept term for simplicity)
where y * = E ( yt ) and x * = E( xt ) , the long run effect of x on y is
k1 =

γ − λ2
.
γ

Substituting each element on the right hand side yields
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k1 =

(α1 − 1) − (β 0 + β1 + α1 − 1) = (β 0 + β 1 ) , which is exactly the long run
(α1 − 1)
(1 −α 1 )

multiplier generated from the ADL (4.3).
Considering that the ECM representation (4.9) produces the same long and short
run effects suggests a more convenient form for estimating error correction model. That
is, instead of explicitly including an error correction term in the form of ( yt −1 − xt −1 ) , one
can modify (4.8) in the following manner:
(4.10)

∆yt = α 0 + γyt −1 + δ1∆xt + δ 2 xt −1 + ε t

where γ = (α1 − 1), δ 1 = β 0 = λ1, and δ 2 = β 0 + β1.
Furthermore, (4.10) can be written in the form of error correcting framework as follow:
(4.11)

∆ y t = α 0 + γ ( y t −1 − k 1 x t −1 ) + δ 1 ∆x t + ε t

The long run multiplier can be readily calculated from (4.11), which is given by (see also
equation (4.5) above):
(4.12)

k1 = −

δ 2* ( β 0 + β 1)
=
.
γ
(1 − α1 )

Equation (4.11) is an ECM variant of Bårdsen’s (1989) transformation, which will be
discussed in detail in the subsequent section.
Similar to previous discussions, the coefficient γ is still interpreted as the speed at
which y adjusts to any discrepancy between y and x in the previous period; and when the
term in brackets is zero, x and y are in a state of equilibrium, otherwise it measures the
extent to which the long run relationship is not satisfied.
Having confirmed that the ECM and the ADL give the same short run and long
run effects, the question is what distinguishes one from the other. Obviously, in the ECM,
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the speed of adjustment in the equilibrium relationship appears directly in the model
(Banerjee et al., 1993). However, in the ADL model, the long run multiplier must be
calculated. Furthermore, since the ECM includes the difference series, any danger about
spurious regression is eliminated. Finally, given that the ECM is a linear parameterization
of the ADL, it can be estimated using ordinary least squares (OLS).
The above transformation can be generalized into ADL (m,n) model with p
exogenous variables x1 ,...., x p , that is ADL (m,n;p). Consider the following datageneration process having the form of a general autoregressive-distributed lag model
(Hendry et al., 1984) with p exogenous variables.
p

m

n

(4.13) yt = α 0 + ∑ α i yt − i + ∑∑ β ji x jt −i + ε t
i =1

j =1 i = 0

where yt is the endogenous variable and xj is a vector of weakly p exogenous variables
for j=1,2,3,….k; and the error term ε t is identically and independently distributed (iid)

(

)

error terms with 0,σ 2 , that is ε t ~ iid(0, σ 2 ). t is an index of time with t = 1,2, ….., T.
The aim of (4.13) is to emphasize alternative short run dynamic structures; and the
principal interest is in the long run behavior of a model from which tests of economic
theory are usually based (Wickens and Breusch, 1988).
Using similar steps used in the specific case above, for r ≤ m , the general
dynamic regression model in the form of an ECM is given (See Banerjee et al., 1993;
p.50-51) as:
p
p r

 p


∆yt = α 0 + ∑ηi  yt −1 − ∑ x jt −1  + ∑ β j 0∆x jt + ∑∑ ξ ji x jt− i
i =1
j =1
j =1 i =1

 j =1
(4.14)
r

p

+∑

n

∑

j =1 i = r +1

β ji x jt− i +

m

∑α y

i = r +1

i

t −i

+εt
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where
η1 = α1 − 1,
ηi = α i ,
ξ j1 = α 1 − 1 + β j 0 + β j1 ,
and

i = 2,................., r;
r ≡ min( m, n);
ξ ji = αi + β ji ,
i = 2......................., r ,

∆x jt− i ≡ ( x jt −i − x jt − i−1 ).

Note that the terms in bracket are the error-correction terms and for each of these terms,
one lagged term in x jt is present to break homogeneity; that is to allow the error
correction term to take the form ( yt −1 − ∑ j =1θ j x jt −1 ) , where θ j is not equal to one
p

(Hendry et al., 1984; Banerjee et al., 1993). Furthermore, the θ j are also called the
equilibrium multipliers and, if known, can be inserted directly into the ECM terms in
(4.14).
Banerjee et al. (1993) pointed out that equation (4.14) is analytically convenient.
However, it is not a useful empirical specification. In practice, a single error-correction
term at lag r is preferable as it induces a more interpretable and more nearly orthogonal
parameterization. Variant of linear transformations have been developed to deal with this
problem. Two widely known linear transformations are those of Bewley (1979) and
Bårdsen (1989). Note that Wickens and Breusch (1988) proposed a method, based on
Bewley (1979), which gives point estimates of both the long run coefficients and their
variances by means of reformulations of the ADL. They argue that estimation of the long
run parameters by reformulating ADL (4.13) is more convenient as opposed to the ECM
representation. However, Bårdsen (1989) showed, the ECM representation is in fact more
practical since it does not require the use of instrumental variables as does the model
proposed by Wicken and Breusch. Since this study adopts the Bårdsen (1989)
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transformation, the Wickens and Breusch (1988) and Bewley (1979) transformations will
not be discussed.
4.4 The Bårdsen’s Transformation
The Bårdsen’s transformation can be illustrated using the ADL representation
(4.13). Bårdsen shows that this ADL can be rewritten in matrix notation as follows:41
p

(4.15) yt = a0 +Y −1α + ∑ X j β j +u t
j =1

where Y−1 = ( yt −1 yt − 2 ....... yt − m ) , α = (α1 α 2 .......ε m ) t , X j = ( x jt x jt −1....... x jt − n ) and

β j = ( β j 0 β j1.......β jm ) t .
Note that the coefficient a0 represents the constant term, but could also be a
vector including other deterministic components such as seasonal dummies and trend.
And also note that the number of lags may not be the same, but for the ease of
convenience they are treated as the same. Bårdsen further noted that the long run
coefficients θ j are derived from (4.13) by the following formula:
θj =

(4.16)

− β *jn
α *m

where α m* and β *jn , respectively, are defined as in (4.16a) and (4.16b) below.
m

α m = ∑α i − 1
*

(4.16a)

i =1
n

β jn = ∑ β ji
*

(4.16b)

i =0

41

This special case of Bårdsen’s transformation draws heavily from Gunnar Bårdsen: “Estimation
of Long Run Coefficients in Error Correction Models”, Oxford Bulletin of Economics and Statistics
51(1989):345-350. See also Bårdsen (1992) and Bårdsen and Fisher (1999).
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Since the interests are on the long parameters θ j and the associated short run
dynamics, equation (4.15) needs to be modified. Indeed, this equation can be trivially
rewritten as
p

(4.17) ∆yt = a0 + Y−1α −1 + ∑ X j β j + ut
j =1

where ∆yt = yt − yt −1 and α −1 = {(α1 − 1) α 2 .......α m}t . In order to obtain a more tractable
model, Bårdsen defined the square transformation M and N, which only differ in being of
order m for matrix M and n + 1 for matrix N as follows:
1
− 1

0
M =
mxm
 .
 .

 0

0
1
.
.
.

.
.
.
.
.
.

.
.
.
.
0

.

.
.
−1

0
.
.
.
0
1


1 0

. .



. .
M −1 = 
 and mxm

.

.


1 .


.
.
.
.
.

.

.

.
.
.
.

.
.
.

0
. 
.

.
0

1

Using the defined matrices M and N with their corresponding inverses, equation (4.17)
can be written as
p

(4.18) ∆yt = a0 + Y−1MM −1 + ∑ X jNN −1β j + ut
j =1

or equivalently
p

(4.18a) ∆yt = a0 + Y−*1α * + ∑ X *j β *j + u t
j =1

where Y−*1 = Y−1M = ( ∆yt −1 ∆yt − 2 .......... ∆yt − m+1 ∆yt − m )
α * = M −1α −1 = (α1* α 2* .......... α *m ) t

X *j = X j N = ( ∆x jt ∆x jt −1 .......... ∆x jt − n +1 ∆x jt − n )
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β *j = N −1β j = ( β *j0 β *j1 .......... β *jn )t
Since the main interest is the coefficients of regressors expressed in levels, equation
(4.18) may not be as convenient. Hence, Bårdsen reformulates (4.18) in the following
form:
m −1

p

n −1

p

(4.19) ∆yt = α 0 + ∑α i*∆yt − i + ∑∑ β *ji∆x jt −i + α m* yt − m + ∑ β *jn x jt − n + ε t
i =1

j =1 i =0

j =1

where ∆ represents the first difference as previously defined; and the number of lags on
all xj are not necessarily equal.
Note that there are no restrictions imposed in (4.19) such that estimating (4.13)
and (4.19) will give identical results 42 . However, more is implied in (4.19) since this
equation reveals explicitly the short run dynamics in the form of differenced terms and
the long run coefficients as defined in (4.16). Furthermore, specification (4.19) may
provide a more efficient starting point for conducting a specification search for a
parsimonious model under the null hypothesis of an error correction representation of
these data generating processes (Bårdsen, 1992).
It is obvious that equation (4.19) is simply an error correction model (ECM). This
can be seen by rewriting (4.19) in the form of
m−1

p n −1

(4.20) ∆yt = α 0 + ∑ α ∆yt −i + ∑∑ β ∆x jt −i
i =1

*
i

j =1 i = 0

*
ji

p


+ α  yt − m − ∑θ j x jt − n  + ε t
j =1


*
m

where the term in brackets is the error correction term and α *m is the adjustment
coefficient. One may notice that the error correction term shown in the brackets does not
contain a constant and consequently wonders what if the constant term were inserted into

42

See the discussion on the ECM in section 4.3, specifically on the exa mple of ADL (1,1) and its
associated ECM representation.
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the system. In fact, this is an important point in favor of this model in that the estimated
coefficients on the error correction terms are unaffected by the incorporation of any
constant (Banerjee et al., 1993; p.52).
Equation (4.19) can be easily and directly estimated using OLS, which gives the
short-run dynamics as the coefficients of the differenced terms and the long-run
coefficients as the ratios of the level coefficients. Besides, it provides estimated variance
of long-run parameters from the OLS estimation (4.19). Given that θˆ j = − β *jn / α *m , the
large sample variance of θˆ j is given by (see appendix 2)
2
ˆ 2
 ∂θˆ j 

 ∂θˆ   ∂θˆ 
∂
θ
(4.21) vâr (θˆ j ) =  *  vâr ( βˆ *jn ) +  *j  vâr (αˆ m* ) + 2 *j   *j  cov ( βˆ *jn ,αˆ m* )
 ∂β jn 
 ∂α m 
 ∂β jn   ∂α m 








which is equivalent to

( ) [vâr(βˆ

vâr(θˆ j ) = αˆ *m

(4.21a)

−2

*
jn

]

) + (θˆ j ) 2 vâr(αˆ m* ) + 2θˆ j côv( βˆ *jn , αˆ m* ) .

Another important point of specification (4.19) or (4.20) is that an unknown θ j (which
will be estimated) can implicitly be allowed for in the error correction term through the
inclusion of extra lags in the x j without affecting the magnitude of the estimated long run
coefficients. Hence these parameters do not need to be estimated at an earlier stage in
order to allow us to use the ECM.
The fact that the long run equilibrium in the error correction term is not affected
by changing the order can be further illustrated by the following example. Consider a
simple possible dynamic model as follows43 :

43

This illustration is obtained from Dr. Gunnar Bårdsen of Norwegian School of Economics and
Business Administration through personal correspondence.
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yt = γ + α1 yt −1 + α 2 yt − 2 + β0 xt + β1xt −1 + β 2 xt − 2 + ut

(4.22)

with the long run coefficient,
θ =

β 0 + β1 + β2
.
1 − (α1 + α 2 )

One can write (4.22) in equilibrium correction form in any of the four equivalent forms,
by just changing the dating of the level terms as follows:
∆y t = γ − α 2 ∆y t−1 + β 0 ∆x t − β 2 ∆xt −1 − [1 − (α 1 + α 2 ) ]( y t−1 − θ x t−1 ) + ut
or
∆y t = γ − (1 − α 1 ) ∆yt −1 + β 0 ∆xt + ( β 0 + β1 )∆x t−1 − [1 − (α 1 + α 2 )]( y t −2 − θx t − 2 ) + u t
or
∆y t = γ − α 2∆y t −1 + β 0∆x t + ( β 0 + β 1 ) ∆xt −1 − [1 − (α 1 + α 2 ) ]( y t−1 − θ x t −2 ) + ut
or as
∆y t = γ − (1 −α 1)∆y t−1 + β 0 ∆x t − β 2 ∆xt −1 − [1 − (α1 + α 2 ) ]( yt − 2 − θx t−1 ) + ut
The four alternatives above provide the same long run estimates, but the short run
estimates change. These results provide a convenient way to test the lag lengths in the
short run dynamics.
4.5 Estimation Procedures
The error correction model (ECM) has been widely applied in economics and
agricultural economics. The model assumes that the data are non-stationary and are
integrated of order one. These assumptions imply that understanding the nature of these
data (i.e. whether the data stationary) and the level of integration is an important aspect of
modeling economic time series. Indeed statistical theory on unit root processes provides
the basis for statistical inference about the empirical existence of co- integration and co-
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integration implies and is implied by the existence of error correction models (Engle and
Granger, 1987; Ericsson and Irons, 1994).
The links between unit root, co- integration, and ECM imply that an ECM can be
performed after several conditions have been fulfilled. First, one needs to determine the
order of integration for each of the variables under consideration; which can be
performed using unit root tests. This means that one can difference each series
successively until a stationary series emerges. Second, one needs to determine whether
co-integration vectors exist among the variables. The presence of a co-integration vector
is very important since it is a necessary condition for the existence of long run
relationships in non-stationary time series analysis. Third, once the co-integration
relationships are found, weak exogeneity tests are used to determine whether the models
can be reduced from system formulations to single equations to analyze the short-run
dynamic adjustment behavior of variables. Finally, one can construct a single errorcorrection model assuming the above conditions are fulfilled.
4.5.1 Unit Roots Tests and the Order of Integration
Testing for stationary series or unit roots are pre-tests before starting cointegration tests because unit root processes provide the basis fo r statistical inference
about the empirical existence of co-integration. Different methods have been developed
to investigate and test whether a series of data exhibits unit roots 44 . The first formal test
of the unit root null hypothesis was proposed by Dickey and Fuller (1979), known as
Dickey-Fuller (DF) test. This test is based on independently and identically distributed
(iid) errors. The DF test was later modified allowing some heterogeneity and serial

44

An extensive survey of unit root tests can be found in Maddala and Kim (1998).

79

correlations in errors, which is called augmented-DF (ADF) test. Philips and Perron
(1988) also proposed a non-parametric correlation of the DF test to account for errors
terms that are not iid.
The DF, ADF, and PP tests have been criticized for having low power and
suffering from size of distortion. Ba sed on Monte Carlo experiments, Schwert (1989)
reported that the distribution of the Dickey-Fuller tests is far different from the
distribution reported by Dickey and Fuller if the underlying distribution contains a
moving average component. Furthermore, he also argued that PP tests suffer from size of
distortions when the moving average parameter is large. Whereas, Schwert complained
about the size distortion, DeJong et al.(1992b) complained about the low power of unit
root tests. Monte Carlo simulations showed that the unit root tests have low power
against plausible trend-stationary alternatives in both PP and ADF tests, but ADF test is
likely to be more useful in practice (DeJong et al., 1992a, 1992b).
Although ADF as well as PP tests have been criticized and some alternative tests
have been proposed, they are still widely used in applications. A fruitful approach that
has been suggested is by reconfirming the conclusion about unit roots. This is done by
combining ADF test and KPSS test developed by Kwiatkowsky et al. (1992) or PP and
KPSS tests. In this study, the unit root tests are performed using ADF, PP, and KPSS
tests.
The general model for the Augmented Dickey-Fuller (ADF) test is given by
p

(4.23) ∆yt = α + β t + γyt −1 + ∑ δ i∆yt − i + ε t
i =1
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where yt is the variable under investigation and ε t ~ iid (0,σ 2 ). The summation terms in
(4.23) are the lagged first differences of the dependent variable to capture autocorrelated
omitted variables that would otherwise enter the error term. An important aspect of using
ADF test of (4.23) is to select the appropriate lag length because too few lags may result
in over-rejecting the null when it is true, while too many lags reduce the power of the
test. In order to approximate the true lag lengths, two information criteria: Akaike
Information Criteria (AIC) and Schwarz Bayesian Criteria (BIC) and Hall (1994) general
to specific criteria are used. The ADF tests the null hypothesis of unit root against the
alternative of no unit root with the critical values as reported in Engle and Yoo (1991).
The Phillips-Perron (PP) test uses the same models as the Dickey-Fuller test, but
uses a non-parametric test statistic for the unit root null, due to Newey and West (1987),
to cope with potential serial correlation. The asymptotic critical values of the tests are the
same as the asymptotic critical values tabulated by Fuller (1976).
The Kwiatkowski, Phillips, Schmidt, and Shin (1992), which is often referred to
as the KPSS, test differs from the other two tests in that the null hypothesis postulates
that the series is stationary and the alternative hypothesis is the presence of a stochastic
trend. A second version of the test has a null hypothesis of trend stationary. The critical
values of the tests are given in Kwiatkowski et al. (1992).
4.5.2 Co-integration Tests
There are three general approaches that are widely used for testing whether or not
non-stationary economic time series are co- integrated: single equation static regressions,
due to Engle and Granger (1987); vector autoregressions (VAR), developed by Johansen
(1988) and Johansen and Juselius (1990); and single conditional error correction models,
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initially proposed by Phillips (1954) and further developed by Sargan (1964) (Ericsson
and MacKinnon, 2002). The three approaches have their advantageous and
disadvantageous; but any of these approaches requires non-standard critical values, which
are usually calculated by Monte Carlo simulation.
A test for the presence of co- integration in this study utilizes the procedure
developed by Johansen (1988) and Johansen and Juselius (1990). The reason for using
the Johansen procedure is a matter of practical application since this procedure is more
general than the other two. The Engle Granger procedure is limited on a static, single
equation test for co- integration and the conditional ECM approach has limited critical
values. The Johansen procedure, on the other hand, is a general dynamic system
technique, where the variables are parameterized in terms of lagged first differences and
the lagged level of the system variables. Besides, critical values for the Johansen
procedures are relatively much more available than for the other approaches 45 .
Johansen (1988) and Johansen and Juselius (1990) describe a full information
maximum likelihood procedures for testing for co- integration in a finite-order Gaussian
vector autoregression (VAR). The VAR system is written as follows:
k

xt = ∑ π i xt − i + Φ Dt + ε t ,

(4.24)

ε t ~ IN (0, Ω ).

i =1

where xt is a vector of p variables at time t whose behavior is being modeled; π i is a p x p
matrix of coefficients on the ith lag of xt ; k is the maximum lag length; Φ is a p x d
matrix of coefficients on Dt , a vector of d deterministic variables such as a constant term

45

A more detail comparison of the three approaches can be found in Ericsson and MacKinnon,

2002.
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and a trend; ε t is a vector of independently and normally distributed error terms with
mean zero and (constant) covariance matrix Ω ; and t is the number of observations.
Furthermore, xt is restricted to be (at most) integrated of order one, denoted as I(1).
In order to identify groups of variables that constitute a co-integrating relation
from a vector of stochastic variables xt , the VAR system (4.24) is written and estimated
in a vector error correction model (VECM), specified as follows:
k −1

∆xt = ∑ Γi ∆xt − i + πxt − k + Φ Dt + ε t ,

(4.25)

ε t ~ IN (0, Ω ),

i =1

where:
∆ is the difference operator,

π = −( I − π i −.......... .....π k ), and
Γi = −( I − π 1 − ...............π i ), for (i = 1,.........., k − 1) .
Equation (4.25) specifies the first difference of the non-stationary variables, which is
stationary, as a linear func tion of lagged values of the first difference of the nonstationary variables, which are also stationary, and linear combinations of the nonstationary variables, which is called the co-integrating relations. Hence the matrix

π contains the long run information in the system and is analogous to the error correction
representation of Engle and Granger (1987) and is the central interest of the Johansen
procedure.
There are three scenarios of interest concerning the rank of π :
Case 1: If rank (π ) = r and r = 0, then π is a null matrix and there is no long run
relationship between the I(1) variables under consideration. This implies that there is no
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co-integrating relationship between the variables and the system is properly estimated as
a VAR system in first differences.
Case 2: If rank (π ) = r and 0 < r < p, then there are r co- integrating vectors. The linear
combinations of the rows (or columns) of π span r dimensions in p space.
Case 3: If rank (π ) = r and r = p , then the matrix π has full rank and there are p
independent linear combinations between the variables under consideration and they span
all dimension in p space. This indicates that all the variables are individually I(0) such
that the system is properly estimated as a VAR in levels.
If case 2 happens to occur and so there is co- integration, then the coefficient
matrix π can be decomposed as αβ ' ( π = αβ ′ ), where α and β are p x r matrices of full
rank, then equation (4.27) can be rewritten as follows:
k −1

(4.26) ∆xt = αβ ′xt − k + ∑ Γi ∆xt − i + ΦDt + ε t ,

ε t ~ IN (0, Ω ),

i =1

where β is the matrix of co-integrating vectors such that the rows of β ' create linear
combinations of the elements in xt − k and α is the matrix of adjustment coefficients,
usually called the loading matrix, and may also be interpreted analogously to the
coefficient on the error correction variable in the ECM of Engle and Granger (1987).
Johansen (1988) and Johansen and Juselius (1990) develop a maximum likelihood
estimation procedure for α , β , Γi , Φ , and Ω and also derive two maximum likelihood
statistics for testing the rank of π in (4.25) and hence for testing the number of cointegrating vectors. In doing so, the lagged ∆xt − i and Dt in (4.26) are stacked in a vector
z1t with the parameter coefficients arranged in the matrix Γ , yielding:
(4.27)

∆xt − αβ ' xt − k = Γz1t + ηt .
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Regressing ∆xt and x t− k separately on the right hand side of (4.27) yields matrices of the
residuals R0t and Rkt . That is
k −1

(4.28a)

∆xt = Φ Dt + ∑ Γi ∆xt − i + R0t
i =1

k −1

(4.28b)

xt − k = ΦDt + ∑ Γi ∆xt − i + Rkt
i =1

The residuals represent the variables ∆xt and xt − k after the removal (the correction) of
short run dynamics and constant terms. Using these residuals, the likelihood function can
be concentrated and estimates of α , Γi , Φ, and Ω can be found as functions of β . The
above regressions can be used to form the following product moment matrices of these
residuals:
(4.29)

S ij = T −1 ∑ Rit R′jt

i,j = 0,k.

Johansen (1988) and Johansen and Juselius (1990) further show that the maximum
likelihood estimates of β is obtained as eigenvectors corresponding to the largest
eigenvalues from solving the equation
(4.30)

λS kk − S 0 k S 00−1S 0 k = 0

which gives the p eigenvalues λˆ1 > λˆ2 > ....... > λˆ p and their corresponding eigenvectors,
ϕˆ = (ϕˆ1 > ϕˆ 2 >,........ > ϕˆ p ) . Those r elements in ϕˆ which determine linear combinations

of stationary relationships can be denoted by β = (ϕˆ1 , ϕˆ 2 ,......, ϕˆ r ) , that is, these are the
co-integration vectors. The last (p – r) combinations indicate the non-stationary
combinations and theoretically are uncorrelated with the stationary elements.
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The number of co- integrating relationships in the system, r, is chosen in the
procedure by Likelihood Ratio (LR) tests. Johansen suggests two tests: the trace test and
maximum eigenvalue test. The trace test examines the rank of π matrix and tests the
hypothesis that there are at most r co- integrating vectors. The trace statistic is calculated
using
(4.31)

λ
= −T
trace

p
∑ log( 1 − λˆ )
i
i = r +1

The maximum eigenvalue test tests the null hypothesis that the number of co- integration
vectors is r, given the alternative of r + 1 vectors, where its statistic is given by
(4.32)

λmax = −T log( 1 − λˆr +1 ) , for r = 0, 1, ……….., p - 2, p – 1.

The critical values of these two tests are provided in Johansen (1988), Johansen and
Juselius (1990), Osterwald-Lenum (1992), and Mackinon et al. (1999).
4.5.3 Weak Exogeneity Test
Exogeneity plays a key role throughout economic and econometric analysis. This
is because valid exogeneity assumptions may permit simpler modeling strategies, reduce
computational expense, and help isolate invariants of the economic me chanism; while
invalid assumptions may lead to inefficient or inconsistent inferences and result in
misleading forecasts and policy simulations (Ericsson and Irons, 1994).
A thorough discussion on the exogeneity concepts are found in Engle, Hendry,
and Richard (1983), Engle and Hendry (1993), and Ericsson and Irons (1994). Engle et
al. (1983) introduced three types of exogeneity: weak, strong, and super exogeneity.
Since this study aims to make inferences about the parameters of interest, the discussion
of exogeneity tests is limited to the weak exogeneity test.
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Engle et al. (1983) and Johansen (1992) pointed out that the joint distribution of
observed variables, say xt = ( yt z t ) can always be written as a product of the conditional
distribution for yt given zt and the marginal distribution for zt . If the parameters of
interest are only functions of the parameters of the conditional distribution, and if the
parameters of conditional distribution and marginal distributions are variant free, then the
variables are weakly exogenous. This follows that the inferences about the parameter of
interest from the conditional distribution will be equivalent to inferences from the joint
distribution. For this reason, weak exogeneity guarantees that there is no loss information
about the parameter of interest from analyzing only the conditional distribution; hence the
marginal distribution of the conditioning variables may be ignored. Equivalently,
the zt variable may be treated “as if” it were determined outside the (conditional) model.
As a result, the weak exogeneity property allows modeling a single equation that captures
the short run dynamics without loss of information and making the analysis simpler and
more robust.
The weak exogeneity test proposed by Johansen (1992) is theoretically based on
the concept of a joint density function as stated above and technically based on matrix of
the co-integrating equation: π = αβ ′ . Following the weak exogeneity concept, the
condition for xt in (4.26) to be weakly exogenous for β is that ∆xt does not contain
information about the long run parameter β or equivalently ∆xt does not react to
disequilibrium errors but still reacts to lagged changes in the level. This condition is
achieved if rows of α corresponding to that variable are equal zero. Hence the hypothesis
of weak exogeneity of zt for α and β is formulated as follows:
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(4.33)

H : α z = 0.

Johansen and Juselius (1990) and Johansen (1992) show that under the hypothesis H the
maximum likelihood estimation of the parameters could be performed by reduced rank
regression, and that the test of H in H r ( r is the rank of π ) consists in comparing the

~
eigenvalues λˆi (λi ) calculated without (with) the restriction. The test statistic is given by
~
 1 − λi 


T ∑ ln 

ˆ
1
−
λ
i =1

i 
r

(4.34)

which is asymptotically distributed as χ 2 (rp z ).
4.5.4 Estimation a Single ECM
Having the variables under investigation co- integrated and weakly exogenous
permits a formulation of a single ECM. Hence the specification of the soybean complex
models, which will be presented in the following chapter, in the form of (4.20) is fully
justified. This is given the fact tha t all the variables under consideration in this study are
I(1) and the specified sets of variables are co- integrated. Furthermore, weak exogeneity
assumption holds in all of the sets of variables. As a result, the model specified in the
form of (4.20) can be efficiently and consistently estimated using OLS.
It is worth mentioning that equation (4.20) cannot be estimated directly using
linear estimation since they are non- linear in parameters. By factoring the ECM
(parentheses), however, one can obtain linearity, where standard OLS may be applied.
As suggested by Bårdsen’s (1989; 1992), the specification (4.20), written in the form of
(4.19), can be directly estimated using ordinary least squares (OLS) and that the
estimated long run parameters can be constructed by means of (4.16) with their estimated
variances and standard errors as given by (4.21a).
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CHAPTER 5
EMPIRICAL MODELS AND ESTIMATION RESULTS
This chapter presents the empirical models and estimation results. Section 5.1
outlines the empirical models for each commodity (soybean, soybean meal, and soybean
oil), which includes export demand and supply relation as guided by equation (3.18) for
the demand function and equation (3.19) or (3.20) for the supply relation. The models are
expressed in both static and dynamic specifications, i.e. the ECM framework of the
Bårdsen’s (1989) specification as outlined in Chapter 4, specifically equations (4.19) and
(4.20). For each equation in the sections that follow, the subscript t indicates time index
and the other subscripts (S = soybean, M = soybean meal, O = soybean oil) are related to
the variables to which they attach. PSt , for instance, is the price of soybean at period t and
PMt is the price of soybean meal at period t. If a subscript contains 3 letters, the reading is
the same. For example, PPOt is the price of palm oil at period t.
Section 5.2 reports and discusses the estimation results. Subsection 5.2.1 exposes
the characteristics of the data, which includes descriptive statistics and graphical
representations of the series. The results of integration and co- integration tests are
presented in subsection 5.2.2. This subsection also provides exogeneity test results.
Subsections 5.2.3 to 5.2.5 discuss the estimation results of the demand equations and
supply relations together with the market power parameters. Other important economic
indicators such as estimates of elasticities: income and own-price elasticities are also
presented. In this subsectio n, the hypothesis of a non-competitive market is tested and
evaluated using the statistical results. A more detail discussion of the estimates of market
power and elasticities is presented in section 5.3.
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5.1 Empirical Model
Soybeans are primarily demanded for the two products processed from soybeans:
soybean meal, an important ingredient in livestock feed and soybean oil, a major
vegetable oil used for both human consumption and industrial products. Although
soybean meal and soybean oil are closely linked in production, the market demands are
largely independent of one another and influenced by quite different economic forces; for
instance: soybean oil and meal are independent of each other in consumption and uses
(Houck et al., 1972). Hence, soybean meal and soybean oil have their distinct markets,
allowing to model each product independently.
The fact that export markets for soybean complex have been dominated by a few
countries permits one to model the industry as an oligopolistic market. As discussed in
chapter 2, the United States, Brazil, and Argentina are the major exporting countries of
soybean complex. To some extent, the contribution of the European Union (EU) in the
export market for both soybean meal and soybean oil is not negligible. However, since
most of the trade occurs within its member countries where there is some intra-EU trade,
the European Union is excluded from the dominating countries. Hence the oligopolistic
model follows the “dominant firm” approach treating the three countries (the United
States, Brazil, and Argentina) as “a dominant firm” facing the fringe countries, which are
taken as given. The specification of a dominant firm model with fringe countries as
given, furthermore, allows the use of Bresnahan’s (1982) model discussed in Chapter 3 to
investigate the competitiveness of these markets. Hence from this point, the discussion of
the oligopoly model refers to the dominant firm model where the three countries (the
United States, Brazil, and Argentina) are assumed to behave as an oligopolist.
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The behavioral relationships of each commodity constitute the demand function
and supply relation. Attempting to avoid the potential severity of mismeasurement of
market power, both the demand function and the supply relation are specified in fairly
general structural models. That is the demand specification is based on the standard
theory of demand where quantity demanded is affected by own price and demand shifters
such as income and substitute prices. To facilitate the identification of market power, the
interaction term of own price and other demand shifters is included in the equation.
Similarly, the supply relation is specified on the basis of the first order condition where
perceived marginal revenue equals marginal cost (equation (3.6)). Hence, the left hand
side of the equation is the own price and the right hand side includes the quantity of
output (export) and supply shifters. In deriving the supply relation, it is assumed that the
marginal cost is linear. Furthermore, previous related studies are also used to help
justifying the current models. These studies include, among others, Houck et al. (1972),
Haniotis, Baffes, and Ames (1988), Arnade and Davidson (1989), Heien and Pick (1991),
Pick and Park (1991), and Deodhar and Sheldon (1997).
It should be mentioned at this point that the empirical and estimated models
discussed in this chapter were judged to be the most reliable results. Several alternative
specifications for both demand function and supply relation of each commodity were also
estimated. However, for the most part, the results gave contrary signs of parameter
estimates as well as poor statistical results in terms of goodness of fit. In the demand
functions, for instance, when the world population variable was included in the models, it
changed the statistical results substantially and gave poor statistical results than the
models presented. A dummy variable that represents oil shock and soybean embargo in

91

1973 was also initially included in the demand functions. However, poor statistical results
suggested dropping this variable from the equations. Even though the availability of the
variables to be included in the supply relations is limited, a similar procedure was also
applied to the supply relations; but lack of statistical performance again suggested the use
of the current models.
5.1.1 Soybean Export Market
The quantity of soybean export is specified as a function of own price, substitute
price, world gross domestic product, and grain production. The inclusion of the first
three variables is undeniable. Obviously, demand theory postulates that these three
variables are deemed to be relevant and common in demand specification. Besides, most
empirical studies applied in any commodity modeling included these three variables in
the demand function46 . Grain production is chosen and included in the equation because
grain can be a substitute for soybean in the use of animal feed. Houck et al. (1972) also
included grain production in their export demand specification47 . The product of own
price and world gross domestic product is used as an interaction term that both rotates
and shifts the demand curve. This interaction term is to facilitate the identification of the
market power parameter.
The quantity of soybean export is defined as the total export of soybean from the
United States, Brazil, and Argentina. The total quantity export is measured in millions of
metric tons. The own price ( PSt ) is the soybean price quoted at port of Rotterdam in US

46

For discussion on commodity modeling, see for instance Labys (1973), Labys and Pollak, 1984,
and Garcia and Leuthold, 1997.
47

Houck et al. (1972) included feed grain in their US export soybean demand specification by
taking the ratio of the number of livestock and production of feed grain in importing countries.
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dollars per metric ton. Rapeseed price ( PRt ) is taken as a substitute price for soybean
considering that rapeseed is the second largest traded oilseed after soybean and also the
availability of the data. The price is quoted in US $ per metric ton. The world gross
domestic product ( I t ) is the world gross domestic product excluding the United States,
Brazil, and Argentina. The grain production ( Gt ) is total world grain production,
excluding production from the United States, Brazil, and Argentina. Included in grain are
corn, barley, and oats. The quantity is expressed in million metric tons.
The data on quantity of soybean exports were gathered from both USDA (PS & D
online) and Oil World. Soybean and rapeseed prices were collected from USDA (FAS
online), Oil World, and IMF (Various issues of Yearbook of International Financial
Statistics). The prices are expressed in real prices using the US Consumer Price Index.
The gross domestic products were from World Development Indicators of the World
Bank and were expressed in trillions US $. The data were deflated using world consumer
price index published by IMF (Yearbook of International Financial Statistics). Data on
world grain production were from USDA (PS&D online). The data are in annual basis
and range from 1963 to 2003.
Based on the above discussion and following (3.18), the demand function for
soybean export is statistically written as:
(5.1)

QSt = ω S 0 + ω SP PSt + ω SR PR t + ω SI I t + ω SPI PISt + ωSGGt + ε St

where QSt is the quantity of soybean export, PSt is the real price of soybean, PRt is the real
price of rapeseed, I t is the world real gross domestic product, and Gt is world grain
production. PISt is the interaction term, which is the product of PSt and I t .
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In order to derive the supply relation, the marginal cost is assumed to be linear
and is specified as a function of the variable costs of producing soybean ( Vt ) and the
ocean freight rates ( Ct ). Vt and Ct are included in the supply relation because they are
considered as proxies of real inputs costs in producing and exporting soybeans. The
variable cost is the estimated average variable cost per bushel of producing soybean in
the United States. The data were collected from the USDA (Costs and Returns Data).
The data were available from the 1975 to present. Hence, the variable costs from the
period of 1963 to 1974 were estimated 48 . The use of this variable cost to represent the
variable costs of the three countries (the US, Brazil, and Argentina) may not be fully
justified since the nature of production process in the three countries may be different. In
fact the USDA estimates showed that the variable costs of producing soybeans in these
three countries were substantially different. Based on 1998 farm- level production cost,
variable costs per bushel in Brazil’s Parana ($2.78) and Argentina$1.90) were 62.5% and
11% higher than the U.S. Heartland’s ($1.71), respectively (Schnepf et al, 2001). The
total production costs per bushel, however, were in favor of both Brazil and Argentina.
The relatively high overall costs in the United States are attributable largely to high fixed
costs of production, particularly the large imputed and land costs faced by U.S. producers
(Schnepf et al., 2001). Because historical data on production costs in both Brazil and
Argentina were not available, the estimated variable costs of production in the United
States were then used as proxies.

48

The estimation procedures are as follows: First step, 10-years growth rates were calculated
using the available data. Second step, backward estimates of variable production costs were performed
using the estimated growth rates.
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The ocean freight rate is the average ocean freight rate from the United States
(Gulf ports) to Rotterdam and from Argentina (River Plate) to Rotterdam49 . It is
measured in US dollar per metric ton and deflated using the US CPI. The data were
obtained from FAO Trade Yearbook (various issues). If the data are not available in any
particular years, they are estimated by taking the average of 2 to 4 observations,
whichever is possible.
Invoking optimization problem as in equations (3.5) and (3.6) and using (3.16),
the supply relation for soybean export is written as:
(5.2)



QSt
PSt = ϕ S 0 + ϕ SQQSt + ϕ SVVt + ϕSC Ct + λS 
 + ϕ SD D1t + ηSt .
 ωSP + ω SPI I t 

All variables in (5.2) are as previously defined and λS is an index of market power.
Noting that (5.2) includes an additional dummy variable D1t . This variable is unity in
1973 and models the effect of the oil shock (Arab oil embargo) and the soybean embargo,
both occurred in 1973. As will be shown in later exposition (sub section 5.2.1), prices of
soybean and its products as well as prices of other oilseed products skyrocketed in 1973.
It is argued that the oil shock and the soybean embargo were responsible for the increase.
Hence including a dummy variable that captures the effect is of prime importance.
Equations (5.1) and (5.2) are the static models of the demand function and supply
relation of the soybean export market. In order to incorporate the short run dynamics, the
models are written in the ECM representation using (4.20). Initially assuming m = n , the
demand function (5.1) and the supply relation (5.2) can be written in the ECM
representation as shown in (5.3) and (5.4), respectively.
49

Of course, it would be more representative if the average freight rates included those from
Brazil to the port of Rotterdam. However, such data were not available.
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k −1

k −1

k −1

∆QSt = α S 0 + ∑α SQ, i∆QS , t −i + ∑α SP, i∆PS , t − i + ∑ α SI ,i ∆I t −i
i =1

i =0

i =0

k −1

k −1

k −1

i =0

i =0

i =0

+ ∑α SR, i ∆PR , t −i + ∑α SPI ,i PIS ,t − i + ∑α SG, iGt

(5.3)

+ δ [QS , t− k − θ SP PS , t − k − θ SR PR ,t − k −θ SI I t − k − θ SPI PIS , t − k − θ SGGt − k ] +ε St
*
S

k −1

k −1

k −1

k −1

i =1

i =0

i= 0

i= 0

∆PSt = β S 0 + ∑ β SP, i∆PS ,t − i + ∑ β SQ,i ∆QS , t −i + ∑ β SC , i∆Ct − i + ∑ β SV , i∆Vt − i
(5.4)

k −1
 PS , t − k − φ SQQS , t − k − φ SC Ct − k 
+ ∑ λS ,i ∆QS*, t −i + γ *S 
 + β SD D1t +ηSt
*
i =0
 − φSVVt − k − ψ SQQS , t − k


where
QS*, t =

QSt
.
ω SP + ω SPI I t

Equation (5.3) shows the dynamic model of the demand function for soybean
where the summations capture the short-run dynamics and all parameters of the
summations indicate the short-run parameters. The inclusion of the lagged dependent
variable is to account for the habit formation, which is usually important in demand
specification. The terms in brackets represent the ECM term, which provides the
stationary long-run solution. For example, θ SP measures the stationary long-run impact
of soybean price ( PSt ) on soybean export ( QSt ). δ S* is usually referred to as the
coefficient of adjustment. It measures the impact on ∆QSt of being away from the longrun target.
Equation (5.4) depicts the dynamic specification of the supply relation. It also
embeds the short-run and long-run relationships. The short-run behavior is represented by
the summations and the long run relationship is shown in the brackets. Equation (5.4)
incorporates the adjustment costs and allows short-run deviations from the requirement
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that marginal cost equals perceived marginal revenue. λS is an index of market power in
the short run; and ψ SQ is an index of market power in the long run. The dummy variable
D1t is as defined previously.
5.1.2 Soybean Meal Export Market
Similar reasoning to the demand for soybeans, the quantity of soybean meal
export is specified as a function of its own price, price of substitute product, and world
gross domestic product. The interaction term as an intercept and slope shifter is included
in the model and constitutes the product of own price (soybean meal price) and world
gross domestic product. Quantity of soybean meal export is expressed in million metric
tons and the data were obtained from both USDA (PS &D online) and Oil World. The
price of soybean meal is the price quoted at Port of Rotterdam in US $ per metric ton.
Fishmeal price is taken to represent a substitute product because fishmeal is one of the
many sources of high protein meal and the data are available for the whole periods of the
series used in this study. Besides, the use of fishmeal price is in accordance with the
study of Deodhar and Sheldon (1997), which also used fishmeal price as a substitute
price for soybean meal. The fishmeal price is the price quoted at Port of Rotterdam in US
$ per metric ton. The data on soybean meal prices and fishmeal prices were collected
from Oil World, USDA (FAS online), and IMF (various issues of International Financial
Statistics). The data were expressed in real term using US Consumer Price Index.
The demand function for soybean meal exports is given by the following form:
(5.5) QMt = ω M 0 + ω MP PMt + ω MF PF t + ω MI I t + ω MPI PIMt + ε Mt
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where QMt is quantity of soybean meal exports from USA, Brazil, and Argentina; PMt is
the real price of soybean meal; and PFt is the price of a key substitute product, fishmeal. It
is the world gross domestic product as previously defined in section (5.1.1). PIMt is the
interaction term that both rotates and shifts the demand function, which is the product of
PMt and I t .
The marginal cost function is specified as a function of quantity of soybean meal,
price of soybean, and ocean freight rate. The price of soybeans is included in the
marginal cost function because soybean constitutes the main ingredient of soybean meal.
Hence it represents the major input costs in producing soybean meal. The ocean freight
rate is also an important variable since it represents the cost of shipping from center of
production to the port trade (Port of Rotterdam). Similar to previous arguments, the
dummy variable D1t is included in the model.
Based on the optimization problem, the supply relation of soybean meal is
presented by equation (5.6).
(5.6)



QMt
PMt = ϕ M 0 + ϕ MQQMt + ϕ MS PSt + ϕ MCCt + λM 
 + ϕMD D1t + ηMt .
 ωMP + ω MPI I t 

All variables in (5.6) are as previously defined and λM is an index of market power in the
export market of soybean meal.
At this point, it is worth considering that the entrance of Argentina in the soybean
meal export market has been tremendous. In 1972, Argentina exported soybean meal for
the first time. It exported 14 thousand metric tons, which constituted 0.17 percent of total
world exports. In 2003, this value reached 19.7 million metric tons or about 44 percent of
total world exports. This substantial development may have affected market power in the

98

soybean meal export market. Hence it is plausible to model the supply relation that
allows market power to vary with the entrance of Argentina in the world export market.
Buschena and Perloff (1991) used dummy variables to account for possible structural
change in market power as reported in their study on the coconut oil export market.
Deodhar and Sheldon (1997) adopted similar me thod to study market power in soybean
meal export market.
Using similar approach, the index of market power λM in this study is then
specified as follow:
λM = λ0 + λ1D2t

(5.7)

Note that the specification (5.7) is similar to the one used in Deodhar and Sheldon
(1997). The main differences are in terms of measuring D2t and estimating λM . Deodhar
and Sheldon (1997) defined D2t as a structural dummy which takes a value of zero prior
to 1975 and one since 1975. In this study, the cutoff year is 1981, which is based on the
following reasons. First, published data showed that Argentina started exporting soybean
meal in 1972. However, not until 1981 had Argentina shipped soybean meal
significantly. Data indicated that prior to 1981 soybean meal export from Argentina was
less than 600 thousand metric tons. In 1981, exports were 1209 thousand metric tons; and
it substantially increased afterward. Hence measuring the effect of Argentina’s entrance
in the world soybean meal export would be more relevant from 1981 on. Second, the
Russian grain embargo in 1980 had a long run impact on international trade in grain and
oilseeds, and especially long term impact on US agricultural exports 50 . Third, in 1980, the

50

See Daryll E. Ray: “Nothing Intensities Food Security Concerns Like Food Unavailability”,
Cropchoice.com. Accessed on 6/23/2005.
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governments of Japan and Brazil put in place the Japanese-Brazilian Cooperation
Program for the development of Cerrados. This agreement increased Japan’s investment
in Brazil, which has stimulated remarkable growth of the Brazilian soybean industry.
Hence, it is obvious that D2t not only represents the impact of firms from Argentina, but
also measures the impact of the Russian grain embargo and the rapid growth in the
Brazilian soybean industry as a result of Japanese investment. For convenience, these
three factors are called the “Cumulative Changes”51 . Based on the above reasons, D2t is
defined as a structural dummy variable which takes a value of zero prior to 1981 and a
value of one from 1981 to 2003.
 1 if observation occurs after 1980
D2t = 
 0 otherwise

(5.7a)

In term of estimation, there are three possible alternatives. First, (5.6) is estimated
without considering any possible effect of cumulative changes. This is the same as
assuming that there is no dummy variable D2t , or λM = λ0 . Second, assume that the
dummy variable D2t is in effect. This means that the market power λM = λ0 + λ1 reflects
the index of market power from 1981 on. Third, estimate the model by restricting or
assuming λ0 = 0 . This is equivalent to assuming price taking-behavior through 1980.
Hence, by estimating different alternatives of specification (5.7), different possible tests
of market behavior may be conducted.
The static specifications of the demand function (5.5) and supply relation (5.6)
can be written in the dynamic specifications (error-correction framework) as shown in

51

The term “Cumulative Changes” does not mean the cumulative impact of sequential changes. It
is just a term to represent the three factors as stated above.
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equations (5.8) and (5.9), respectively.
k −1

k −1

k −1

i =0

i =0

∆QMt = α M 0 + ∑ α MQ, i ∆QM ,t − i + ∑ α MP, i∆PM , t − i + ∑α MI , i ∆I t − i
i =1

k −1

k −1

i= 0

i= 0

+ ∑ α MF , i∆PF , t −i +∑ α MPI , i PIt − i

(5.8)

+δ

*
M

[Q

M ,t − k

− θ MPPM , t − k − θ MF PF ,t − k − θ MI I t − k − θ MPI PIM , t − k ] +ε Mt

k −1

k −1

k −1

i =0

i =0

∆PMt = β M 0 + ∑ β MP, i∆PM , t − i + ∑ β MQ, i ∆QM ,t − i + ∑ β MC ∆Ct − i
i =1

k −1

k −1

i= 0

i= 0

+ ∑ β MS, i ∆PS , t −i + ∑ λM ,i ∆QM* , t −i

(5.9)

+γ

*
M

[P

M ,t − k

− φ MQQM , t − k − φ MC Ct − k − φ MS PS , t − k − ψ M QM* , t − k

]

+ β MD D1t + ηMt
where
*
QMt
=

QMt
.
θ MP + θ MPI I t

Equation (5.8) shows the dynamic model of the demand function for soybean
meal which allows for short-run departures from long-run equilibrium in the data. The
lagged dependent variable representing habit formation is included in the model to
account for the dynamic aspect. All parameters in the summations indicate short-run
parameters; while the terms in brackets show the stationary long run solutions. For
example, θ Mp measures the stationary long-run impact of soybean meal price on soybean
meal export, QMt .
The description of equation (5.9) follows directly from (5.4). It embraces both the
short-run and long-run relationships as shown in the summations (short run) and in the
brackets (long run). It also incorporates the adjustment costs and allows short-run
deviations from the requirement that marginal cost equals perceived marginal revenue.
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The dummy variable D1t is expected to have a positive sign and shows the effect of both
oil shock and the soybean embargo in 1973 on PMt .
Incorporating (5.7) into (5.9) is fairly straightforward. Applying (5.7), one can
obtain (5.7b) for the short run case and (5.7c) for the long run52 .
(5.7b)

*
λ M = ( λ 0 + λ 1 D2t )∆QM* = λ 0 ∆QM* + λ1 ∆QMD

(5.7c)

ψ M = (ψ 0 + ψ 1D2t )Q *M = ψ 0QM* + ψ 1Q*MD

where:

*
*
∆QMD
= D2t ∆QM* and QMD
= D2tQ *M . The dating of the variables can be

set in a regular way.
5.1.3 Soybean Oil Export Market
There are four major varieties of vegetable oil: soybean, palm, rapeseed, and
sunflowerseed. Major producing countries are the United States, Brazil, Argentina, and
China. Although China is one of the major producing countries, its export is so small that
it contributes little to the world export. This leaves the United States, Brazil, and
Argentina as the major exporting countries, with Argentina as the largest exporter.
The demand for soybean oil export is expressed as a function of own price, price
of substitute product, and world gross domestic product. To facilitate an identification of
market power index, an interaction term is included in the model. This is the product of
soybean oil price and gross domestic product. The quantity of soybean oil export is the
total export of soybean oil from the United States, Brazil, and Argentina. The total
quantity exported is measured in millions of metric tons. The soybean oil price ( POt )
used in this study is the soybean oil price quoted at the Port of Rotterdam in US $ per

52

For practical exposition, these particular equation numbers are not in order.
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metric ton. Because palm oil is an important competitor with soybean oil for export
markets and one of the major varieties of oil internationally traded, it is a relevant price
for importers. All prices are quoted at the Port of Rotterdam in US $ per metric ton. The
gross domestic product ( I t ) is as defined previously.
Data on prices were collected from Oil World, USDA (FAS online), and IMF
(International Financial Statistics yearbook) and expressed in real terms using US CPI.
Data on the quantity of soybean oil exported were obtained from USDA (PS & D online)
and “Oil World”.
Based on the above specifications, the demand for soybean oil is statistically
written as:
(5.10)

QOt = ωO 0 + ωOP POt + ωOPO PPOt + ω OI I t + ωOPI PIOt + ε Ot

where QOt is the quantity of soybean oil exported from the United States, Brazil, and
Argentina; POt is the real price of soybean oil; PPOt is the real price of palm oil.
I t and PI Ot are the world GDP and an interaction term, respectively.
In deriving the supply relation, it is assumed that the marginal cost is linear and
constitutes the quantity of soybean oil exported, the price of soybeans, and the ocean
freight rate. In the production process, soybeans are the main ingredient of soybean oil.
Hence it represents the major input cost of soybean oil production. The ocean freight rate
is included to represent the cost of transporting soybean oil to the port of destination.
The supply relation of soybean oil is derived on the basis of first order condition
and is given as:
(5.11)



QOt
POt = ϕO 0 + ϕOQQOt + ϕOP PSt + ϕOC Ct + λO 
 + ωOD D1t + ηOt
ω
+
ω
I
OP
OPI
t
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All variables in equation (5.11) are as previously discussed and λO is an index of market
power in the soybean oil export market.
To accommodate the dynamic aspect of the models, equations (5.10) and (5.11)
are written in the ECM form as shown in (5.12) for the demand function and (5.13) for
the supply relation.
k −1

k −1

k −1

i= 0

i =0

∆QOt = α O0 + ∑α OQ, i∆QO, t − i + ∑ α OP, i∆PO, t − i + ∑ α OPO,i ∆PPO, t − i
i =1

(5.12)

k −1

k −1

i =0

i =0

+ ∑α OI , i I t − i + ∑ α OPI , i PIO , t −i
QO, t − k − θ OP PO, t − k − θ OPOPPO, t − k 
+ δ O* 
 +ε Ot
−
θ
I
−
θ
PI
OPI
O ,t − k
 OI t − k


k −1

k −1

k −1

k −1

i =1

i= 0

i= 0

i= 0

∆POt = β O0 + ∑ βOP, i ∆PO , t −i + ∑ β OQ,i ∆QO, t −i + ∑ β OS, i ∆PS , t −i + ∑ βOC , i ∆Ct − i

(5.13)

k −1
 PO, t − k − φOQQO, t − k − φ OS PS ,t − k 
+ ∑ λO ,i ∆QO* , t − i + γ O* 
 + β ODD1t + ηOt
*
i= 0
− φOC Ct − k − ψ OQO, t − k


where



QOt
QO* = 
.
ω
+
ω
I
OP
OPI
t


Like previous explanation, equation (5.12) shows the dynamic model of the
demand function for soybean oil where the summations capture the short-run dynamic
and all parameters of the summations indicate the short-run parameters. The lagged
dependent variable accounts for habit formation and the terms in brackets represent the
ECM term, which provides the stationary long-run solution. δ O* is the coefficient of
adjustment that measures the impact on ∆QOt of being away from the long-run target.
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Equation (5.13) is the dynamic specification of the supply relation which
constitutes the short-run and long-run relationships. The short-run behavior is represented
by the summations and the long run relationship is shown in the brackets. The coefficient
of adjustment costs is represented by γ O* and an index of market power is given by λO for
the short run and by ψ O for the long run.
5.2 Estimation Results
5.2.1 Descriptive Analysis of the Data
Table 5.1 displays the summary statistics for all the variables used in this study
and figure 5.1 shows the graphical representations of soybean complex exports and the
associated real prices. During the observed period, total exports of soybean, soybean
meal, and soybean oil averaged 24.26 million metric tons, 16.37 million metric tons, and
2.54 million metric tons, respectively. The corresponding standard deviations of the
quantity of exports were 12.87, 10.83, and 2.08 millions of metric tons. The distances
between the maximum and minimum values were quite large, which indicated that there
had been tremendous progress in export volumes during the period of study53 . In general,
there had been an upward trend in the soybean complex exports from major exporting
countries (figure 5.1).
As displayed in figure 5.1, price movements for both soybean meal and soybean
oil were similar to those of soybeans. This is expected because soybeans are the main
component of soybean meal and soybean oil in the production processes. During the
sample period, real prices of soybean complex showed a downward trend with soybean

53

Note that the minimum values of quantity exported occurred in the early part of the period;
while the maximum values were in the late part of the period, specifically in 2002.
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Table 5.1
Summary Statistics of the Data

Variable

Mean

Std. Dev.

Minimum

Maximum

Quantity demanded
QS : Soybean
QM : Soybean meal
QO : Soybean oil

24.262
16.375
2.542

12.869
10.826
2.078

4.798
1.413
0. 395

57.445
39.993
8.073

Prices
PS : Soybean
PM : Soybean meal
PO : Soybean oil
PR : Rapeseed
PF : Fishmeal
PPO : Palm oil

278.06
230.03
569.85
297.51
443.42
525.91

124.11
106.78
298.87
148.21
183.72
270.60

110.11
104.29
189.72
110.34
236.35
161.49

653.15
680.18
1687.63
764.71
1220.72
1401.62

Other Variables
C : Ocean fright
I : GDP
V : Variable cost
G: Grain Production

13.69
44.96
2.41
379.67

5.40
21.34
1.39
81.06

7.09
14.34
1.02
210.65

35.63
83.26
6.33
478.97

Note:
1. All prices are expressed in real values and measured in US dollars per metric ton.
2. GDP is the world GDP excluding the US, Argentina, and Brazil. It is in real
values and measured in trillions US dollars.
3. Variable cost is the variable costs of producing soybean per bushel. It is expressed
in real term of US dollar.
4. Ocean freight rates are in real values in US dollar per metric ton.
5. Quantity demanded is expressed in millions of metric tons.
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oil prices consistently higher and soybean meal prices consistently lower than those of
soybean prices. Average real soybean price was US $278.06 per metric ton with a
standard deviation of 124.11. The average soybean meal price was lower than the average
soybean price with a value of US $230.03 per metric ton. On the other hand, the average
soybean oil price was higher than the average soybean price. Its value was $569.85 per
metric ton with a standard deviation of 298.87. One should notice that the maximum
prices of soybean complex as shown in table 5.1 were far above the minimum prices and
almost 3 times the average prices. The maximum prices occurred in 1973 for soybean and
soybean meal and in 1974 for soybean oil. Figure 5.1 clearly shows that soybean
complex prices skyrocketed in these years, owing to oil shock and soybean embargo.
However, visual investigation showed that a sharp increase in prices did not significantly
affect nor destabilized soybean complex exports in these particular years 54 .
The real prices of substitute products: rapeseed, fishmeal, and palm oil moved in a
generally similar pattern (figure 5.2) and averaged $297.51, $443.42, and $525.91 per
metric ton, respectively (table 5.1). The differences between the minimum and maximum
values were quite large, which resulted in relatively high standard deviations. Once again,
sharp increases in prices occurred in 1973 as a result of oil shock and soybean embargo.
The average of real ocean freight rate during the sample period was $13.69 per metric ton
with a standard deviation of $5.40. The minimum value was $7.09 and the maximum
value was $35.63 per metric ton.

54

For this reason, a dummy variable for oil shock and soybean embargo was not included in the
demand functions. Preliminary estimates by including this dummy variable showed insignificant parameter.
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Figure 5.1. Soybean Complex Exports and Prices, 1963 - 2003
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Figure 5.2. Graphical Representations of Substitute Prices, Ocean Freight, GDP, and
Variable Cost
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The real gross domestic product (GDP) showed an upward trend until the late 1970s; then
started to decline (figure 5.2). The average GDP during the sample period was $44.96
trillions with a standard deviation of 21.34. The real variable cost of producing soybean
per bushel appeared to be downward sloping with the average value of $2.41 per bushel
and its standard deviation was $1.39. During the period of study, the minimum variable
cost was $1.02 per bushel and the maximum cost was $6.33 per bushel (table 5.1).
5.2.2 Integration, Co-integration, and Weak Exogeneity Tests
5.2.2.1 Testing the Order of Integration
The ADF and PP unit root tests were used for determining the order of integration
of the variables under consideration. The tests were initially conducted allowing for a
deterministic trend in order to commence with the most general data- generating process.
The test results (not reported) indicated that all variables are I(1). Then, the ADF and PP
tests were performed without a deterministic trend. The results are reported in table 5.2.
In conducting the tests, the lag length was chosen based on AIC, SBC, and the sequential
testing of the coefficient of the last lag (general to specific criteria). If two of these
comply with each othe r, the corresponding lag length is chosen. If there is no compliance
among them, the choice is made according to the one that gives the highest lag length.
As can be seen in table 5.2, for the levels of the series, none rejects the null
hypothesis of nonstationarity at the 5% or even 10% level. After first differencing, each
series rejects the null hypothesis of nonstationarity at either 1%, 5%, or 10% level.
Hence, based on the ADF and PP tests, one may conclude that all the variables used in
the study are integrated with the order of one, or I(1).
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Table 5.2
Augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) Tests for Integration Order
Variable

ADF

PP

I(0)

I(1)

I(0)

I(1)

Quantity demanded
QS : Soybean
QM : Soybean meal
QO : Soybean oil

0.7898
2.1329
3.2402

-8.2862***
-6.2276***
-7.1161***

0.0957
1.5529
2.2254

-8.1071***
-7.4703***
-6.0959***

Prices
PS : Soybean
PM : Soybean meal
PO : Soybean oil
PR : Rapeseed
PF : Fishmeal
PPO : Palm oil

-0.9892
-1.1653
-1.0320
-0.8314
-1.4436
-1.6509

-6.0831***
-7.0960***
-7.9659***
-6.8702***
-8.4849***
-7.9108***

-1.4045
-2.3215
-1.8358
-1.3678
-2.8028
-1.7574

-6.4140***
-9.2117***
-6.5929***
-5.5823***
-8.1638***
-7.3593***

Other Variables
C : Ocean fright
I : GDP
V : Variable cost
G: Grain production

-2.5743
-1.0796
-1.0912
-2.5392

-7.4217***
-3.4883**
-5.7148***
-5.9523***

-3.4497
-0.4515
-1.8661
-2.4748

-6.5647***
-2.9046*
-9.4446***
110.751***

Note:
1. All prices, income, variable cost, and ocean freight rates are in real values.
2. The tests were conducted by including both intercept and trend and intercept only.
The two results suggest consistent conclusions. The test statistics reported in this
table are those with intercept only.
3. * , ** , *** Significant at 1%, 5%, and 10%, respectively.
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Table 5.3
Tests of Stationarity Using KPSS Test
Lag truncation parameter (l)
Series
0

1

2

3

4

η µ : 5% critical value is 0. 463a

Quantity
QS: Soybean
QM: Soybean Meal
QO: Soybean Oil
Prices
PS: Soybean
PM: Soybean meal
PO: Soybean oil
PR: Rapeseed
PF: Fish meal
PPO: Palm Oil
Other Variables
C: Ocean fright
I: GDP
V: Variable cost

3.219
3.857
3.369

1.716
2.022
1.793

1.209
1.404
1.264

0.956
1.093
0.997

0.808
0.908
0.835

2.727
2.116
2.259
2.674
1.556
2.449

1.480
1.254
1.275
1.436
0.964
1.385

1.057
0.933
0.945
1.024
0.763
1.020

0.837
0.748
0.761
0.809
0.629
0.817

0.702
0.627
0.641
0.677
0.535
0.686

1.006
2.675
2.716

0.679
1.370
1.517

0.619
0.937
1.064

0.599
0.723
0.829

0.585
0.596
0.691

ητ : 5% critical value is 0. 146a
Quantity
QS: Soybean
QM: Soybean Meal
QO: Soybean Oil
Prices
PS: Soybean
PM: Soybean meal
PO: Soybean oil
PR: Rapeseed
PF: Fish meal
PPO: Palm Oil
Other Variables
C: Ocean fright
I: GDP
V: Variable cost

0.397
0.443
0.614

0.224
0.266
0.353

0.163
0.207
0.270

0.133
0.175
0.226

0.116
0.156
0.196

0.301
0.276
0.248
0.312
0.202
0.239

0.182
0.189
0.157
0.182
0.140
0.155

0.143
0.159
0.131
0.141
0.125
0.130

0.123
0.140
0.114
0.119
0.111
0.112

0.110
0.125
0.102
0.105
0.099
0.099

0.084
0.759
0.194

0.062
0.398
0.128

0.065
0.278
0.101

0.074
0.220
0.087

0.086
0.186
0.080

η µ : Hypothesis test for level stationary.

ητ : Hypothesis test for trend stationary.
a

Critical values are from Kwiatkowski et al. (1992).
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In order to corroborate the results of the ADF and PP unit roots tests, the KPSS
test was performed using RATS software with the truncation lags from 0 to 4. The
results were reported in table 5.3. In general the test results indicate that the null
hypothesis of stationary series for all the variables was rejected at 5% level. Since the
KPSS test is testing the null hypothesis of stationary against the alternative of nonstationary, a rejection of the null hypothesis reconfirms the results from the ADF and PP
tests.
5.2.2.2 Testing the Presence of Co-integration Relation
In order to ensure the existence of long run solutions, the co- integration test was
performed using the multivariate co- integration test of Johansen and Juselius (Johansen,
1988; Johansen and Juselius, 1990) on each of the six equations. This test is possible to
administer because all variables are non-stationary and have the same order, I(1). All
variables included in previous specifications were included in the tests. The test was
conducted assuming that there is a separate drift and no separate linear trend in the cointegration relations. This specification of deterministic trend was adopted considering
that this is the most common specification in data generating process (Hansen and
Juselius, 1995). Considering that the ECM model adopted in this study does not include
the intercept term (see equation 4.20), a co- integration test with an alternative
specification of not including an intercept in the vector ECM was also conducted. The
results suggest that the demand function and the supply relation for both soybean and
soybean meal exports have one co- integrating vector, which is consistent with the results
suggested by the former specification (appendix 3). In addition, an Engle-Granger (EG)
two-step procedure was also performed. The results as presented in appendix 4 showed
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mixed results. The CRDW (Cointegrating Regression Durbin Watson) test (Engle and
Granger, 1987) indicated that the hypothesis of no-co-integration was rejected. Because
the model was estimated under AR(1) (see appendix 4), the CRDW test is a
representative test for the presence of co-integration (Sargan and Bhargava, 1983;
Maddala and Kim, 1998). However, the Dickey Fuller test suggests that the hypothesis of
no-co-integration cannot be rejected in the soybean export model; but it is rejected in the
soybean meal export model. Because this study applied the Johansen procedure, the
decision of the number of co-integrating vector is based on the Johansen test (see
subsection 4.5.2 for the justification).
The lag length in co- integration tests is decided based on HQC (Hannan-Quinn
Criterion), AIC (Akaike Information Criterion), and SBC (Schwarz Bayesian Criterion).
If two of these comply with each other, the corresponding lag length is chosen. If there is
no compliance among them, the choice is made according to the one that gives the
highest lag length. Tests were performed using SAS and RATS software.
As discussed in chapter 4, there are two different test statistics to determine
whether co-integration relations exist, namely trace test ( λTrace ) and maximum eigenvalue
test ( λMax ). Table of critical values of these two tests have been computed, in particular
Johansen and Juselius (1990), Osterwald-Lenum (1992), Johansen (1995), and Pesaran,
Shin, and Smith (1991). Recently, Mackinon, Haug, and Michelis (1999) calculated
asymptotic distribution functions for the Johansen-type likelihood ratio test for cointegration using response surface regression. The results are confirmed to be much more
accurate than any published previously. For this reason, the critical values for cointegration test are based on Mackinon et al. (1999) crtical values.
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Table 5.4
Multivariate Co- integration Tests of the Variables in the Demand Function and Supply
Relation of Soybean Export with Lag=1.

r =0

r ≤1

r ≤2

r ≤3

r ≤4

r ≤5

97.26
40.19

71.44
34.03

49.64
27.80

31.88
21.49

18.11
15.02

8.19
8.19

Demand Function
Eigenvalue
λ Trace statistics
λ max Statistics

0.786
128.5
61.71

0.537
66.81
30.77

0.377
36.04
18.95

0.239
17.09
10.95

0.142
6.14
6.14

0.00
0.00
0.00

Supply Relationa
Eigenvalue
λ Trace statistics
λ max Statistics

0.665
84.10
43.84

0.427
40.26
22.28

0.311
17.98
14.87

0.074
3.11
3.10

0.00
0.01
0.01

-

Hypothesis
95% Quantiles
λ Trace

λ max

The Statistics of trace and λ max (maximum eigenvalue) are defined in Johansen (1988)
and Johansen and Juselius (1990). The critical values for co- integration tests are taken
from Mackinon et al. (1999), Table IV for Case III. The statistics in bold are significant
at 5% level. aBecause the number of variables included in the supply relation is one fewer
than those in the demand function, the right critical value for r = 0 should be replaced by
r ≤ 1 , and so forth.
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Table 5.5
Multivariate Co- integration Tests of the Variables in the Demand Function and Supply
Relation of Soybean Meal Export with Lag = 2 for the Demand Function and
Lag = 1 for the Supply Relation

r =0

r ≤1

r ≤2

r ≤3

r ≤4

71.44
34.03

49.64
27.80

31.88
21.49

18.11
15.02

8.19
8.19

Demand Function
Eigenvalue
λ Trace statistics
λ max Statistics

0.686
102.1
45.20

0.532
56.87
29.61

0.381
27.26
18.69

0.149
8.57
6.30

0.056
2.26
2.26

Supply Relation
Eigenvalue
λ Trace statistics
λ max Statistics

0.751
105.08
55.66

0.459
47.24
24.63

0.339
24.79
16.57

0.175
8.22
7.68

0.014
0.54
0.54

Hypothesis
95% Quantiles
λ Trace

λ max

The critical values for co- integration tests are taken from Table IV of Mackinon et al.
(1999). Values in bold are significant at 5% level.
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Table 5.6
Multivariate Co- integration Tests of the Variables in the Demand Function and Supply
Relation of Soybean Oil Export with Lag=2 for the Demand Function and Lag = 1 for the
Supply Relation
Hypothesis
95% Quantiles
λ Trace

λ max

Demand Function
Eigenvalue
λ Trace statistics
λ max Statistics
Supply Relation
Eigenvalue
λ Trace statistics
λ max Statistics

r =0

r ≤1

r ≤2

r ≤3

r ≤4

71.44
34.03

49.64
27.80

31.88
21.49

18.11
15.02

8.19
8.19

0.608
73.16
36.51

0.417
36.65
21.08

0.214
15.58
9.41

0.119
6.17
4.94

0.031
1.23
1.23

0.504
49.08
28.04

0.312
21.04
14.99

0.126
6.05
5.39

0.016
0.66
0.66

0.856
126.8
77.76

The critical values for co- integration tests are taken from Table IV of Mackinon et al.
(1999). Values in bold are significant at 5% level.
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Table 5.4 reports co- integration test results for demand function and supply
relation of soybean exports. As shown, the null hypothesis that r = 0 of the trace and the
eigenvaue tests is rejected decisively, suggesting that there is at least one co- integration
vector. However, the null hypothesis that r ≤ 1 or greater cannot be rejected in either test.
Hence, the maximum eigenvalue and the trace statistics equivocally confirm the existence
of one co-integration vector in each of the equations under consideration.
In the case of soybean meal export model, the co- integration test results are given
in table 5.5. As can be seen, the trace scores show that there are two co- integration
vectors in the demand function. Meanwhile, the maximum eigenvalue test suggests one
co-integration vector. Johansen and Juselius (1990) noted that the maximum eigenvalue
test may be better than the trace test. Hence, it is safer to conclude that there is only one
co-integrating vector in the demand function for soybean meal export. For the supply
relation, on the other hand, there is a clear indication that this function is co-integrated
with one co-integration vector. This can be shown in table 5.5 where the null hypothesis
that r = 0 is firmly rejected; while any other null hypotheses cannot be rejected.
The Johansen co-integration test results for soybean oil export model are
presented in table 5.6. In the demand function, the hypothesis that r = 0 is rejected at 5%
level in both trace and maximum eigenvalue tests. But any other specified hypotheses
of r cannot be rejected. This suggests that there is one co- integration vector in the
demand functio n. A similar conclusion is achieved for the supply relation of soybean oil.
As shown in table 5.6, both λTrace and λMax statistics indicate one co- integration vector.
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5.2.2.3 Weak Exogeneity Test
The results of co- integration tests are crucial for further analysis. Since all
equations under consideration are co-integrated with one co-integration vector, the linear
combination in the ECM parentheses in (5.3), (5.4), (5.8), (5.9), (5.12), and (5.13)
represent co- integration relations, and thus can be interpreted as stationary long run
solutions. In particular, since each equation has one co- integration vector as it is justified
by both the trace and maximum eigenvalue tests, the analysis of the model reduces to the
well-known single-equation analysis (Johansen, 1992).
Although previous co-integration test suggests that each equation has one cointegration vector which further allows specifying and analyzing a single equation model,
checking whether the variables under consideration are weakly exogenous is
recommended. This is because the analysis will be more efficient and more robust if the
variables are weakly exogenous, given only one co- integrating relation (Johansen, 1992).
The results of weak exogeneity test are reported in table 5.7. In the soybean
export model, all variables in the demand function are weakly exogenous except rapeseed
price ( PR ). To those variables being weakly exogenous with respect to the co- integration
vector suggest that they are not affected by transitory shocks from long run equilibrium.
On the other hand, the rejection of weak exogeneity hypothesis for PR indicates that it
is PR that will adjust to the long run equilibrium with the speed of adjustment depending
on the value of the loading factor α as defined in chapter 4. The rejection of the weak
exogeneity test for PR , furthermore, may have important implication for the demand
equation since a significant feedback on PR exists if transitory shocks occur. Analogous
to the analysis of demand function based on a single equation framework, this problem
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Table 5.7
Weak Exogeneity Test for each Variable in the Demand Function and Supply
Relation for Soybean Complex

Variable

Demand Function
χ2
p-value

Soybean Export Model
QS
1.23
PS
0.09
PR
15.37
I
0.08
PIS
0.00
G
0.01
C
V
*
Q
Soybean Meal Export Model
QM
0.04
PM
3.82
PF
0.01
I
0.51
PI M
3.72
C
PS
QM*
Soybean Oil Export Model
QO
6.59
PO
0.00
PPO
0.10
I
0.11
PIO
0.00
C
PS
QO*

-

Supply Relation
χ2
p-value

0.2679
0.7687
0.0001
0.7721
0.9476
0.9323
-

0.73
1.69
0.06
5.05
9.95

0.3936
0.1939
0.8128
0.0246
0.0016

0.8350
0.0506
0.9413
0.4735
0.0538
-

0.03
2.49
1.44
0.72

0.8556
0.1145
0.2302
0.3966

-

6.35

0.0117

0.0103
0.9828
0.7515
0.7370
0.9709
-

0.01
48.3
0.79
0.66

0.9360
0.0001
0.3739
0.4159

-

0.12

0.7274

Note: The test is distributed as χ 2 with the degree of freedom equals r (number of cointegrating vectors). Hence χ (21) = 3.84.
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can be neglected by assuming a priori that PR is weakly exogenous to quantity since PR is
a substitute price for soybeans.
The hypothesis of weak exogeneity for QS , PS , and C in the supply relation cannot
be rejected, indicating that these variables are weakly exogenous with respect to the cointegration vector. On the contrary, the hypothesis of weak exogeneity for V and QS* are
rejected which seems to suggest that whenever a transitory shock occurs, it is V and QS*
that adjust. Similar to previous judgment, V and QS* can be assumed a priori as weakly
exogenous. Noting that in supply analysis based on a single equation framework, the
feedback impact from V to PS , the so called simultaneity problem can be neglected by
assuming a priori that V is weakly exogenous to PS . Similarly, QS* can also be assumed to
be weakly exogenous. Besides, QS* itself is determined based on the estimates of demand
function, which, in this case, is given in the supply analysis.
The weak exogeneity test results for the demand function for soybean meal reveal
that all variables under consideration are found to be weakly exogenous. As shown in
table 5.7, the values of χ 2 associated with each variable cannot be rejected at the 5%
level. In the supply relation of soybean meal, QM , PM , C , and PS are weakly exogenous as
indicated by the p-values. The hypothesis of weak exogeneity for QM* , however, is
rejected at the 5% level. Like previous remedies, QM* is then assumed a priori as weakly
exogenous.
The bottom portions of table 5.7 are test results for the soybean oil model. The pvalues strongly indicate that all variables in both the demand function and supply relation
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are weakly exogenous with respect to the associated co- integration vector, except QO in
the demand function and PO in the supply relation. Assuming a priori that QO and PO are
weakly exogenous may not be well justified in this case since the two variables happen to
be the endoge nous variables from the perspective of a single equation analysis. One
should also note that PO and QO are the left hand side variables. Analogous to the analysis
of a single equation framework, the rejection of weak exogeneity of PO and QO does not
affect the estimated parameters. Stated differently, there is no simultaneous effect in the
equations.
5.2.3 Empirical Estimates of the Soybean Export Model
5.2.3.1 The Demand Function
A series of missispecification tests were employed as a check on the validity of
the demand function (5.3), where its parameter estimates and diagnostic statistics are
presented in table 5.8. The ARCH (q,T-k-2q) is the LM test of the qth order serial
correlation and autoregressive conditional heteroscedasticity introduced by Engle (1982).
As shown in the bottom of table 5.8, ARCH (1,22) = 0.5096 with the p-value of 0.475.
Hence, the null hypothesis of no serial correlation and homoscedasticity can not be
rejected at the 1% level. Tests for higher orders of q (not reported) also suggest similar
conclusions. NORM is the Jarque–Bera normality test (Jarque and Bera, 1982) of the
residuals. The test is distributed as χ (22) . The statistic of NORM shows that the
hypothesis of normality can not be rejected at the 1% level. The possibility of
autocorrelation was checked using both the D-W and D-h statistics. Both statistics
indicate that autocorrelation is not a problem for the specified model. Note that in the
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presence of lagged values of the dependent variable, the D- h statistic is more relevant
than the D-W statistic (Kmenta, 1989).
A check of the regression (correct) specification developed by Ramsey (1969),
called RESET test was also conduc ted. The procedure is performed by testing the
relevance of adding the squared predicted values to the original model. The RESET test
shows no evidence of functional form misspecification at the 1% level. Finally, a check
of parameter constancy was administered by applying the Chow test. In doing so,
different possible break points were assumed, namely in 1973 when the soybean embargo
was announced and the occurrence of oil shock (Arab oil embargo) and in 1980 when the
governments of Japan and Brazil put in place the Japanese-Brazil Cooperation program
for the development of the Cerrados 55 as well as the Russian grain embargo. The results
indicate that there are no structural breaks in these particular break points. Based on
overall tests, one may conclude that the estimated demand function for soybean satisfies
all the diagnostic tests and provides generally sensible estimates.
General comments concerning the estimated model are as follows. Overall, they
indicate that the model fits the data well. The lag of 2 was found to be sufficient to
account for residual autocorrelation. The lag length was decided based on the procedure
suggested by Bardsen (1989) as well as the information criteria (BIC, AIC, and HQC). In
most cases, all variables are significant at either 1%, 5%, or 10% levels with the
coefficient of determination of 0.72. The coefficient of adjustment ∂ *S is -0.3278 and
significant at the 5% level. The negative sign is as expected. This value indicates that
there is an adjustment of 33% after deviations from the long run equilibrium.
55

See chapter 2 for the definition of Cerrados.
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Table 5.8
OLS Estimates of Soybean Export Model: Demand Function
Variable

Parameter Estimates

Standard Error

Intercept : α S 0
∆QS , t −1 : α SQ,1

65.356
-0.7127

14.780***
0.1712***

∆PS ,t

-0.1117

0.0464**

∆PS ,t −1 : α SP,1

-0.1355

0.0496**

∆PR, t

-0.0391

0.0235

∆PR, t −1 : α SR,1

-0.0161

0.0218

∆I t

-0.5293

0.2845*

∆I t −1 : α SI ,1

-0.7760

0.3196**

∆PI S , t : α SPI , 0

0.0019

0.0005***

∆PI S , t −1t : α SPI ,1

0.0023

0.0007***

∆Gt

-00290

0.0323

∆Gt −1 : α SG ,1

0.0205

0.0361

Q S, t − 2 : δ

-0.3278

0.1204**

PS , t − 2 : α *PS

-0.1987

0.0530***

PR, t − 2 : α *PR

-0.0010

0.0228

It −2 : α

-0.6276

0.1384***

0.0027

0.0006***

-0.0347

0.0142**

-0.6062
-0.0032
-1.9146
0.0084
-0.1059

0.1216***
0.0695
0.3173***
0.0013***
0.0458**

: α SP, 0
: α SR ,0
: α SI , 0

: α SG, 0
*
S

*
SI

*
PI S , t − 2 : α SPI

Gt − 2 : α *SG
Long Run Parameters
θ SP

θ SR
θ SI
θ SPI
θ SG
Diagnostic Statistics
R2 = 0.7174; D-W = 2.0453 (0.146); D- h = -0.4512(0.3285) ; NORM: χ 2 (2) = 1.4975
(0.473); RESET = 0.9816(0.3336)
ARCH (1,22)c = 0.5096 (0.475); Q = 0.7974 (0.372)
*

Significant at 10%, ** significant at 5%, ***significant at 1%.
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Concerning economic interpretations, the demand function as reported in table 5.8
is basically similar to the regular demand. The difference is that it constitutes both long
run and short run estimates. The short run parameters are indicated by the variables in
differences and the long run parameters are represented by the variables in levels. The
values can be interpreted directly since the model was estimated assuming m = n (see
chapter 4 for this exposition). That is if there is a change in a particular variable, the
effect on quantity demanded is determined by the magnitude of the corresponding
parameter. For instance, if the price of soybeans changes by $1 per metric ton in the
current year, the change in quantity demanded will decrease by 0.1 million metric ton,
ceteris paribus.
Parameter estimates of the variables in level (the top portions of table 5.8) are
used to estimate the lo ng run parameters using (4.16) and their associated standard errors
using (4.21a). As can be seen from table 5.8, the long run parameter estimates have the
right signs, except the conjectured substitute price PR . A negative parameter of PR , which
does not necessarily imply the good is not a substitute, is difficult to justify since the
parameter is not significant at any reasonable level. One possible explanation is that
import decisions are often motivated by political rather than economic rationale. The
bilateral trade between the Unites States and Japan on soybeans for the last few decades
and the Brazil-China link in the recent years are an indication of such political rational.
The US soybean embargo in 1973 is another hint of how political instruments affect the
decision of trade.
In the case of the GDP, its interpretation cannot directly be inferred from the sign
of the estimate. It should be jointly interpreted with the interaction term PI . Similarly,
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the effect of soybean price on quantity demanded should also be jointly considered with
the interaction term PI . As shown in table 5.8, the estimated coefficients of I , PO , and
PI are statistically significant at least at the 1% level. Visual observation shows that the

positive coefficient of PI dampens the strong negative magnitude of the soybean price
coefficient as well as the GDP coefficient. The coefficient of grain production is negative
indicating that an increase in grain production in the importing countries would decrease
the demand for soybean export. This parameter is significant at the 5% level.
Other important information that can be deduced from the estimated demand
function are the estimates of elasticities. Because of the presence of the interaction term,
PI , the price elasticity of demand is obtained using the following formula:

(5.14) ε PP = (θ P + θ PI I )( P / Q )
and the income elasticity is given by
(5.15) ε II = (θ I + θ PI P )( I / Q ) .
Using these formulas and the mean values as given in table 5.1, the price elasticity of
export demand is found to be -2.62 and the income elasticity is 0.79. These findings
suggest that the soybean export market is demand elastic and income inelastic. Further
discussion on the elasticities is presented in section 5.3.
5.2.3.2 The Supply Relation
Similar to the demand function, a series of diagnostic tests were also performed
for the supply relation. As shown in table 5.9, the ARCH statistic suggests the absence of
serial correlation and heterocedasticty and the NORM test indicates the presence of
normality in regression residuals. The D-W and D-h tests suggest that the model is
absence of autocorrelation. The correct specification test (RESET) shows that the supply
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relation (5.4) is correctly specified. Overall, the misspecification tests clearly reveal that
the assumption of congruency is accepted.
The estimated results of the supply relation are reported in table 5.9. Note that the
model was estimated with m = 2 and n = 1 (see equation (4.19)). The lag =2 for the long
run coefficient PS is to conform with the lag of ∆PS . Even though the lag of the variables
in the ECM term is not the same length, the results will not change the estimated
coefficients (see chapter 4 p.81). As shown in table 5.9, about half on the parameters are
significant at either 1%, 5%, or 10% le vels. The coefficient of adjustment is -0.297,
indicating that in the short run there is an adjustment of 30% after deviation from the long
run equilibrium. The long run coefficient of variable cost is positive and significant,
which is consistent with its expected effect on marginal cost; while ocean freight rate has
a non-significant positive coefficient. The quantity of soybean export has a negative
coefficient, implying that marginal cost is decreasing as output increasing; however, the
coefficient of this variable is not significant.
Other important information obtained from the first order condition regression is
the estimates of market power. Note that the relevant interpretation of market power is by
giving the negative sign into the estimates because of the construction of the model (see
chapter 3). That is λS = − ( λˆS ) in the short run and ψ S = − (ψˆ S ) in the long run. As can be
seen in table 5.9, λS = 0.01 and ψ S = 0.04 . The long run estimate of market power is
about 4 times that of the short run. Based on asymptotic t-test, the hypothesis that the
soybean export market is competitive ( λS = 0 ; ψ S = 0) is rejected at the 1% level with a
two-tail test. If one would test using the one-tail test because of the restriction that is

0 ≤ λˆS ≤ 1 in order to be meaningful, the relevant hypothesis is that H 0 : λS = 0 against
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Table 5.9
OLS Estimates of Soybean Export Model: Supply Relation
Variable

Parameter Estimates

Standard Error

Intercept : β S 0
∆PS ,t −1 : β SP, t −1

13.3819
-0.2875

41.224
0.1240**

∆QS , t : β SQ, 0

-2.2753

1.4009

∆Ct : β SC , 0

2.7234

1.7735

∆Vt

: β SV , 00

7.6862

8.5399

∆Q

: λS , 0

-0.0097

0.0023***

P S , t − 2: γ S*

-0.2974

0.0708***

*
QS , t −1 : β SQ

-0.1226

0.6777

2.5896

2.0052

9.9378

5.9962*

-0.0108

0.0037**

275.54

56.980***

-0.4122

2.2751

*
S ,t

Ct −1 : β

*
SC

*
Vt −1 : β SV

*
QS*, t −1 : β SQ
*
*
Dt : β SD
Long Run Parameters
φ SQ

φ SC
8.7075
6.3925
φ SV
33.4156
19.522*
ψS
-0.0363
0.0114***
Diagnostic Statistics
R2 = 0.8718; RESET = 1.00(0.3255);
D-W = 2.2192 (0.532); D-h = -1.3975 (0.081);
NORM: χ 2 (2) = 1.3834 (0.501); ARCH (1,28) = 0.098 (0.754)
*

Significant at 10%, ** significant at 5%, ***significant at 1%.
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the alternative hypothesis that H a : λS > 0 . Clearly, the null hypothesis of competitive
market is rejected. However, a more careful interpretation should be given since the
absolute numbers of market power in both short run and long run are very small and close
to zero (see a more detail discussion on section 5.3).
5.2.4 Empirical Estimates of the Soybean Meal Export Model
5.2.4.1 The Demand Function
The estimated demand function for soybean meal and its diagnostic statistics are
given in table 5.10. From the diagnostic statistics, the residuals of the estimated equation
appear to be homoscedastic (ARCH test) but non- normal (NORM test). The non-normal
residuals are not surprising given several shocks in the system such as oil shock in 1973
and the entrance of Argentina in the export market. Argentina’s entrance in the export
market would probably have more impact on no n-normality. Prior to 1972, Argentina did
not ship soybean meal. In 1972, exports from Argentina were only 0.014 million metric
tons. In 1981, this value increased to 1.21 million metric tons and then substantially
increased and reached 19.7 million metric tons in 2003. The correct specification test
(RESET) indicated that the null hypothesis of correct regression specification can not be
rejected at the 1% level. The D-W statistics suggested the absence of autocorrelation in
the estimated model. Similarly, the D-h statistic shows no autocorrelation at the 5% level.
In order to see whether there was a structural break, a number of Chow tests with
different break points were also conducted. The possible break points were in 1973 and in
1980. The year 1973 is associated with the oil shock and soybean embargo; and 1981 is
associated with the Russian grain embargo and a significant increase in soybean meal
exports from Argentina compared to previous years. The test results show no evidence of
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Table 5.10
OLS Estimates of Soybean meal Export Model: Demand Function
Variable

Parameter Estimates

Standard Error

Intercept : α M 0
∆QM , t −1 : α MQ ,1

27.2473
-0.7135

8.5163***
0.2371***

∆PM , t

-0.0625

0.0292**

∆PM , t −1 : α MP,1

-0.0152

0.0275

∆PF , t : α MF , 0

0.0022

0.0059

∆PF , t −1 : α MF ,1

-0.0029

0.0061

∆I t

-0.0647

0.1324

∆I t −1 : α MI ,1

-0.0118

0.1385

∆PI M , t : α MPI , 0

0.0007

0.0003**

∆PI M , t −1 : α MPI ,1

0.0022

0.0003

Q M , t − 2 : δ M*

-0.2135

0.1011**

PM , t − 2 : α *MP

-0.1085

0.0377***

PF ,t − 2 : α *MF

-0.0073

0.0081

I t − 2 : α *MI

-0.2900

0.0965***

: α MP, 0

: α MI ,0

*
PI M , t− 2 : α MPI
0.0016
0.0004***
Long Run Parameters
θ MP
-0.5082
0.1357***
θ MF
-0.0341
0.0376
θ MI
-1.3583
0.3401***
θ MPI
0.0073
0.0017***
Diagnostic Statistics
R2 = 0.47; D-W = 2.3(0.474); D- h = -1.6(0.06) ; NORM: χ (22) = 35.69(0.00)
ARCH (1,25) = 1.3 (0.254); RESET = 1.29(0.254).
*

Significant at 10%, ** significant at 5%, ***significant at 10%.
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any structural breaks. Hence, based on the above diagnostic statistics, the reported model
in table 5.10 is well behaved and can be used to justify further analysis.
In terms of parameter estimates, notice that most of the coefficients are
significant. The lagged value of the left hand side variable has the expected sign and is
significant. The signs of soybean meal prices in both the short-run and long-run are
negative as expected and significant. Nonetheless, one cannot interpret the signs directly
because of the interaction term PI. This term should be considered together with the
coefficients PI (the interaction term). The long run estimated coefficient of fishmeal
(substitute product) is negative, contrary to expectation; but the t-test is insignificant. The
coefficients of both GDP ( I ) and the interaction term PI are significant. Once again, in
measuring the impact of these variables on the demand for exports, the parameters should
be taken together, as will be demonstrated subsequently (i.e., estimates of elasticities).
The adjustment coefficient δ M* is negative as expected. This value is –0.21,
indicating that in the short-run, agents increase (decrease) their quantity demanded for
soybean meal exports by 21% of the last period’s excess demand. Using the long-run
parameters, one can estimate the long-run elasticity of own price and income. Applying
formula (5.14), the own price elasticity of soybean meal export at mean values is -2.49.
The estimate of the income elasticity of export demand is calculated using (5.15). It has
the right sign with a value of 0.91. Hence, demand for soybean meal exports is income
inelastic. The low value of income elasticity may be justified by the fact that most
soybean meal exports are shipped to developed countries, which, theoretically, income
should not be the main consideration in consumption, i.e., demand for soybean meal.
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5.2.4.2 The Supply Relation
Three different model specifications with respect to the supply relation and
particularly to the market power parameter were estimated. The estimated models of each
specification, model 1 to model 3, are presented in Table 5.11. In terms of diagnostic test
statistics, each of the estimated models performs satisfactorily. There is no indication of
residual autocorrelation as indicated by the D-h tests. The normality and
homoscedasticity of the residuals are clearly accepted and the correct specification test
indicates that the null hypothesis of correct specification cannot be rejected at the 5%
level in each model. The explanatory value of all equations is high with an R2 of 0.95 for
model 1 and 0.96 for model 2 and model 3.
About half of the estimated coefficients are significant. Most of them have the
correct signs. The estimated parameters with contrary signs are insignificant. The long
run coefficient of ocean freight rate, for instance, has a negative sign but not significant
in each of the three models. This is consistent with the study by Deodhar and Sheldon
(1997). Further observation of the long run parameters show that the quantity of soybean
meal exports has a negative sign, indicating decreasing marginal cost in output; although
asymptotic t-tests show insignificant parameters. A positive feedback from soybean price
( PS ) to soybean meal price ( PM ) was found in all cases, which is consistent with its
expected effect on marginal cost.
Of great interest of these three models are their associated market power indices.
In model 1, the estimated coefficient of market power in the short run ( λM ) is 0.013 and
in the long run ( ψ M ) is 0.024. Based on asymptotic t-test, the hypothesis that the soybean
meal export market is competitive cannot be rejected at any reasonable level using a two-

132

Table 5.11
OLS Estimates of Soybean Meal Export Model: Supply Relation

Variable

Parameter Estimates
Model 2

Model 1

Intercept : β M 0
∆PM , t −1 : βMP ,1
∆QM , t : β MQ, 0

46.89(28.60)
-0.741(0.121)***
2.636(2.068)

75.42(33.14)**
-0.701(0.119)***
2.069(2.014)

Model 3
54.17(27.05)**
-0.741(0.118)***
2.554(2.005)

∆PS ,t : β MS ,0

0.811(0.128)

0.698(0.140)

0.785(0.122)***

∆Ct : β MC , 0

1.652(1.148)

2.312(1.148)**

1.816(1.124)

∆ QM* , t : λ 0
λ1

-0.013(0.008)†

0.071(0.040)†

-

-

-0.092(0.048)*

-0.017(0.008)‡

P M , t −1: γ M*

-0.632(0.162)***

-0.629(0.157)***

0.644(0.158)***

*
QM , t −1 : β MQ

-0.638(0.630)

-1.267(0.739)*

0.464(0.150)***

0.366(0.158)**

*
Ct −1 : β MC

-1.761(1.318)

1.431(1.381)

-1.681(1.277)

:β

-0.015(0.011)

0.041(0.043)

-

*
PS , t −1 : β MS

*
M , t −1

Q

*
M

***

β MD

D : β MD
114.24 (50.42)**
Long Run Parameters
φ MQ
-1.010(1.055)

***

-0.804(0.601)
0.448(0.140)***

-0.066(0.045)
118.9(54.16)**

-0.021 (0.012)‡
118.18(47.99)**

-2.047(1.293)

-1.249(0.998)

φ MS
φ MC

0.738(0.141)
-2.789(2.185)

0.591(0.192)
-2.314(2.313)

ψ0
ψ1

-0.024(0.018)†

0.067(0.071)

-

-0.107(0.073)

-0.032(0.018) ‡

0.9600
1.6(0.03)
1.1(0.14)
1.39(0.49)
0.21(0.64)
4.06(0.06)

0.9556
1.6(0.03)
1.0(0.157)
1.39(0.497)
0.23(0.626)
4.06(0.06)

***

Diagnostic Statistics
R2
0.9532
D- W
1.5(0.03)
D–h
1.3(0.10)
2
NORM: χ (2)
1.67 (0.433)
ARCH
0.14 (0.701)
RESET
4.12(0.06)
*
†

***

0.696(0.152)***
-2.609(2.083)
-

Significant at 10%, ** significant at 5%, *** significant at 1%, using two-tail test.
Significant at 10% and ‡ significant at 5%, both using one-tail test.
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tail test. However, it is rejected at the 10% level on the basis of a one-tail test in both the
short run and long run. In model 3, the hypothesis that the soybean market is competitive
prior to 1981 cannot be rejected in both short run and long run, suggesting that soybean
meal export market is competitive.
In model 2, the hypothesis that soybean market is competitive in the short run
( λ0 = 0 ) prior to 1981 is rejected at 10% level. In the long run, this hypothesis ( ψ 0 = 0 )
can not be rejected at any reasonable level. The effect cumulative changes can be
evaluated by testing the null hypothesis that λ1 = 0 (short run) and ψ 1 = 0 (long run) using
a two-tail test. As shown in table 5.11, this hypothesis is rejected at the 10% level in the
short run. In the long run, however, asymptotic t-test indicates not significant at any
reasonable level.
The magnitudes of short run and long run market power parameters from 1981
and on are given by λM = λ0 + λ1 = 0.021 and ψ M= ψ 0 + ψ 1 = 0.04 , respectively (table
5.14). Regardless of the tests, clearly λ1 and ψ 1 reinforce the market power parameters to
being close to zero. In order to see if there exists market power in this period, the null
hypothesis that λM = 0 as well as ψ M = 0 were performed. The t-statistics were obtained
using the delta method (see appendix 2 for the formula). As shown in table 5.14, the null
hypothesis can not be rejected at any reasonable significant level in both short run and
long run; suggesting that soybean meal export market is competitive from 1981 on.
Model 3 is an attempt at rechecking what has been obtained in model 2. This
model was estimated by restricting λ0 = 0 and ψ 0 = 0 or assuming that the market is
competitive prior to 1981. As can be seen in table 5.14, the results are close to those of
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model 2. The asymptotic t-tests indicate that the null hypothesis of a competitive market
is rejected at the 5% level in both short run and long run.
5.2.5 Empirical Estimates of the Soybean Oil Export Model
Some problems were encountered in estimating the soybean oil model, especially
in the supply relation. In the demand function, the diagnostic statistics suggest that the
model is well behaved. Most of the estimated coefficients are significant and have the
right signs. However, when income elasticity of demand was calculated at the mean level,
a negative sign was found, which is contrary to expectation and theory. More
importantly, the estimated coefficient of own price and interaction term (PI) that were
used to generate the values of Q* , were not reliable; meaning that they did not produce
certain degrees of variability. As a result, estimates of the supply relation were also not
reliable. It can be seen from the parameter estimates in table 5.13 where the model lacks
significant parameters. Some parameters also have contrary signs. More importantly, the
coefficients of market power are so high, but not significant. Compared to the soybean
and soybean meal models, the supply relation of soybean oil was more sensitive to the
demand as well as the supply specifications.
Based on the above arguments, the estimated soybean oil model will not be
further discussed. For the purpose of exposition, however, the estimated results are
presented; which might also be considered for future research.
5.2.5.1 The Demand Function
Table 5.12 presents estimates of the demand function for soybean oil and some
diagnostic statistics. As a standard procedure, observing and checking the diagnostic
statistics were performed. Normality test shows the residuals generated by the model are
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Table 5.12
OLS Estimates of Soybean oil Export Model: Demand Function
Variable

Parameter Estimates

Standard Error

Intercept : α O0
∆QO, t −1 : α OQ,1

6.7195
-0.4851

2.3229***
0.2145**

∆PO ,t

-0.0041

0.0036

∆PO, t −1 : α OP,1

-0.0150

0.0037***

∆PPO, t : α OPO, 0

0.0021

0.0020

∆PPO, t −1 : α OPO,1

-0.0030

0.0022

∆I t

-0.0196

0.0372

∆I t −1 : α OI ,1

-0.1492

0.0411***

∆PI O, t : α OPI ,0

0.0000

0.0000

∆PI O, t −1 : α OPI ,1

0.0002

0.0000***

QO, t − 2 : δ O*

-0.4519

0.1805**

*
PO, t − 2 : α OP

-0.0146

0.0056**

*
PPO, t − 2 : α OPO

-0.0051

0.0026*

*
I t − 2 : α OI

-0.1043

0.0342***

0.0002

0.0000***

: α OP, 0

: α OI , 0

*
PI O, t − 2 : α OPI

D : α DO
-0.0693
0.5326
a
Long Run Parameters
θ OP
-0.0323
0.0078***
θ OPO
0.0113
0.0045**
θ OI
-0.2308
0.0395***
θ OPI
0.0004
0.0000***
Diagnostic Statistics
R2 = 0.62; D-W = 1.9 (0.147); D- h = 0.23 (0.409); NORM: χ 2 (2) = 2.77 (0.25)
ARCH (1,24) = 1.58 (0.208); RESET = 3.14(0.09).
*

Significant at 10%, ** significant at 5%, *** significant at 10%.
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distributed normally and the D-W as well as D-h statistics indicate the absence of
autocorrelation. Possible heteroscedasticity was checked using the ARCH test and the
result shows that the hypothesis of homoscedasticity cannot be rejected at any reasonable
significance level. Ramseys’s test for correct specification (RESET) suggests that the
model is well behaved. Similar to the previous models, a number of Chow tests were
performed and the results suggested the absence of any structural breaks.
The estimated coefficients are generally highly significant; and the coefficients
have the expected sign. The coefficient of adjustment is -0.45, indicating that in the shortrun, agents increase (decrease) their quantity demanded for soybean oil exports by 45%
of the last period’s excess demand. As can be seen, all long run coefficients are
significant. The price of palm oil seems to be an important price for importers with cross
price elasticity at the mean value equal to 2.33. Using formula (5.14), the own price
elasticity of demand is -3.21. Income elasticity of demand is obtained using (5.15) with a
value of -0.05. The negative elasticity of income was surprising and contrary to
expectation; but the magnitude is small and almost negligible. The possible explanation
for this is that the coefficient of PI is not material enough to dampen the strong negative
magnitude of the coefficient of I (GDP).
5.2.5.2 The Supply Relation
Table 5.13 reports the estimated model of the supply relation of soybean oil and
some diagnostic statistics. In general, the diagnostic statistics show that the model is well
determined as shown by the ARCH, NORM, and RESET tests. However, there are some
signs of autocorrelation.
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Table 5.13
OLS Estimates of Soybean Oil Export Model: Supply Relation
Variable

Parameter Estimates

Standard Error

Intercept : βO 0
∆PO ,t −1 : β OP, t −1

-143.877
-0.6340

124.15
0.2022***

∆QO, t : β OQ, 0

-13.530

30.987

∆QO, t −1 : β OQ,1

67.8584

33.306*

∆Ct : βOC , 0

-3.6892

5.9849

∆Ct −1 : β OC ,1

11.1102

7.9737

∆PO ,t

1.7291

0.4087***

∆PO ,t −1 : β Op,1

2.2921

0.4332***

∆QO* ,t : λO ,0

-0.1882

0.2206

∆Q

0.3748

0.2805

: β Op, 0

*
O, t −1

: λO,1

PO , t − 2 : γ

*
O

*
QO, t − 2 : β OQ

Ct − 2 : β

*
OC

PO, t − 2 : β

*
OP

*
QO* , t − 2 : β OQ
*
*
Dt : β OD
Long Run Parameters
φ OQ

-0.7194

0.2451**

16.2388

16.803

1.0386

6.4604

1.9253

0.6332***

0.1892

0.1611

-290.715

190.66

22.5727

23.417

φOC
1.4437
9.0888
φOP
2.6762
0.4059***
ψO
0.2629
0.2423
Diagnostic Statistics
R2 = 0.93; D-W = 1.44 (0.014); D- h = 2.54 (0.009);
NORM: χ 2 (2) = 1.03 (0.596); ARCH (1,24) = 0.608 (0.435)
*

Significant at 10%, ** significant at 5%, *** significant at 1%.
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The estimated coefficients show lack of significance and some parameters have
the “wrong” signs. The quantity of soybean oil, for instance, has a positive sign which
indicates increasing marginal cost in output. This would likely not be the case since firms
in exporting countries such as Brazil and Argentina have been operating under their
optimal capacity. However, the coefficient is not significant. The coefficient of market
power, both in the short run and long run, are quite high in magnitude. Although the
exact number of parameter was not known, relatively big numbers coupled with
insignificant parameters and their sensitivity to both the demand and supply
specifications have made it difficult to judge the results. Hence, the estimated model is
left as it is and will not be discussed further. They might, however, be used as a basis for
developing future models.
5.3 Notes and Discussions on Market Power Indices and Elasticities
5.3.1 Testing the Hypothesis of Competitive Market Behavior
Previous discussions show that the null hypothesis of market competitiveness in
both soybean and soybean meal export markets are rejected at least at the 10% level. For
convenience, the hypotheses are retested using a one-tail test and the results are reported
in table 5.14. As shown, the asymptotic t-tests are in favor of rejecting the null hypothesis
of market competitiveness, suggesting the existence of a non-competitive market in the
soybean export market.
In the soybean meal, alternative tests of market power were performed. Model 1
represents the market power ignoring any possible structural change. The test indicates
that the null hypothesis of competitive market is rejected at the 10% level in both short
run and long run. Model 2 measures the impact of cumulative changes since 1981.
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Hence, the estimates of market power presented in table 5.14 of model 2 represent the
market power since 1981. The values of asymptotic t-tests suggest that the null
hypothesis of market competitiveness in the soybean meal export market cannot be
rejected in both short run and long run. Referring back to previous table 5.11 and its
discussion, the “cumulative changes” has no significant effect on the market power
parameters as indicated by the asymptotic t-tests. Regardless this test, however, the effect
reinforces the magnitude of the market power parameters to being close to zero.
Model 3 basically re-estimates model 2 by restricting λ0 = 0 and ψ 0 = 0 . Stated
differently, the model assumes price taking behavior through 1980. The estimated market
indices are close to model 2 and significant at the 5% level in both short run and long run.
Table 5.14
Estimates of Market Power indices and Test the Presence of Market Power under the Null
Hypothesis of Competitive Market
H o : λi = 0 ; H1 : λi > 0; H o : ψ i = 0 ; H1 : ψ i > 0
λi
0.01
(0.002)

ψi
0.04
(0.0024)

Remark

0.013
(0.008)

0.024
(0.018)

Reject Ho at 10% level in
both SR and LR

Model 2

0.021
(0.078)

0.04
(0.124)

Fail to reject Ho in both SR
and LR

Model 3

0.017
(0.008)

0.032
(0.018)

Reject Ho at 5% in both SR
and LR

Model
Soybean Export
Soybean Meal Export
Model 1

Reject Ho at 1% level in both
SR and LR

Note: i = S, M (S = soybean, M = soybean meal). The sign of each market index is
positive given the construction of the model (see chapter 3). For model 2, the market
power indices are the sum of the two market power indices that measure the effect of
cumulative changes on the soybean meal market and the variances are calculated us ing
the following formula: Var( x + y ) = var( x) + var( y ) + 2 cov(x + y ) (See Appendix
2).
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On the basis of these tests, one may conclude that the export market of soybean is
not competitive. Similarly, soybean meal export market is found to be non-competitive
during the period of the study (model 1). Prior to 1981, the soybean meal export is found
to be non-competitive in the short run; but it is not competitive in the long run. The
results of hypothesis tests of competitive market for the period of 1981 on have been
mixed.
Very crucial questions arise with respect to testing the market power hypothesis.
Are soybean and soybean meal export markets really non-competitive? How reliable is
the hypothesis test of competitive behavior? Can it be used to judge the structure of the
market? The following discussion is intended to answer these questions. However, one
should note that all arguments presented are not based on the simulation that may be used
for generalizing the conclusion. Instead, the discussion is merely based on the current
case study, which only includes a single estimate of market power.
If the justification is solely based on the above tests, the answer for the first
question is yes. However, further observation shows the estimated coefficients of market
power in all cases are close to zero. The magnitude of these market power parameters for
being close to zero has made it difficult to infer the structure of the market. Hence, the
reliability of testing market power in this case is questionable.
The questionable conclusions with regard to testing the market power hypothesis
have stimulated this study to pursue further explanations. First, it is possible to conduct
testing dominant firm behavior, which can be performed by specifying λi = 1 or
ψ i = 1 against the alternative hypothesis that λi < 1 or ψ i < 1 . This test can be
straightforwardly conducted based on the estimated market power parameters and their
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associated standard errors. Second, it is also possible to investigate the present of
Cournot-Nash market power as an alternative of the other two hypotheses. It is realized
that assuming Cournot-Nash market behavior may not be well justified since the three
exporting countries (the United States, Brazil, and Argentina) are not equal in size. For
the purpose of re-confirming or re-checking the previously hypothesis tests, however, this
test may be conducted. Following the Cournot market hypothesis, the market power
parameter for symmetric-sized firms (countries) is 1/3 ( λ = 1 / n ). Hence the stated null
hypothesis is that λi = 0.33 or ψ i = 0.33 against the alternative hypothesis that λi ≠ 0.33
or ψ i ≠ 0.33 .
Another approach to justify the conclusion of market power tests is by
normalizing the wedge between price and marginal cost. This can be done by applying
the Lerner’s index (3.7). For convenience, (3.7) is rewritten in (5.16).
(5.16)

L=

P − MC
λQ ( ∂P (.) / ∂Qt ) λ
=− t t
= ,
P
P
ε

where λ is an index of market power and ε is the elasticity of demand. Equation (5.16)
states that Lerner’s measure is zero by definition under perfect competition ( λ = 0 ).
Hence both an index of market power and elasticity of demand can be used to check the
presence of market power.
Table 5.15 and table 5.16 provide tests of market power under different market
structure hypotheses and estimates of the Lerner’s indices in the soybean and soybean
meal export markets, respectively. Note that asymptotic t- values are very high because
of the small values of market indices coupled with small values of the associated
estimated standard errors. Apparently, the null hypotheses are decisively rejected at the

142

Table 5.15
Hypothesis Tests of Market Power under Different Market Structures and Estimate of the
Learner’s Index in the Soybean Export Market.
Hypothesis
Short Run
Ho : λS = 1; Ho : λS < 1
Ho : λS = 0.33; Ho : λS ≠ 0. 33
Long Run
Ho : ψ S = 1; Ho : ψ S < 1
Ho : ψ S = 0.33 ; Ho : ψ S ≠ 0.33
Learner’s Indexa

Test Statistic

Remark

495
160

Reject H0 at 1% level
Reject H0 at 1% level

400
120
0.015

Reject H0 at 1% level
Reject H0 at 1% level
Close to zero indicating competitive
market
a
Based on estimate of long run elasticity of demand and long run market power index.
The test statistics are asymptotic t-tests. Note high values of t-statistics are due to small
values of market power indices and small values of estimated standard errors. All null
hypotheses are rejected at 1% level.

Table 5.16
Hypothesis Tests of Market Power under Different Market Structures and Estimate of the
Learner’s Index in the Soybean Meal Export Market

Hypothesis
Short Run
Ho : λS = 1; Ho : λS < 1
Ho : λS = 0.33; Ho : λS ≠ 0. 33

Test Statistic
Model 1

Model 2

Model 3

123
39.6

109
34.3

123
39.1

Long Run
Ho : ψ S = 1; Ho : ψ S < 1
54.2
80
53.8
Ho : ψ S = 0.33 ; Ho : ψ S ≠ 0.33 17.0
24.2
16.6
a
Learner’s Index
0.009
0.016
0.012
a
Based on estimate of long run elasticity of demand and long run market power indices.
Test statistics are asymptotic t-statistics. Note high values of t-statistics are due to small
values of market power indices and small values of estimated standard errors. All null
hypotheses are rejected at 1% level.
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1% level, suggesting that both soybean and soybean meal export markets are neither
acting as dominant firm nor collusive or Cournot-Nash behavior.
Table 5.15 and table 5.16 also show that estimates of the Learner’s indices are
also very small and close to zero. Why such low Lerner’s indices occur is obvious. On
the one side, estimates of market power indices are very low; and on the other side both
soybean and soybean meal export markets are facing elastic demand functions with
magnitudes of -2.62 and -2.49 for soybean and soybean meal, respectively. Noting that
the large own price elasticities of demand also indicate an increase in competitiveness
because large own-price elasticity signals the increased availability of other grain and
protein feed substitutes.
Based on the above tests and discussion, this study concludes that the soybean
export market is competitive. Similarly, alternative tests of market power hypothesis
indicate that soybean meal export market is competitive. The rejection of the null
hypothesis of competitive markets in these two markets does not indicate that the markets
diverge from competitive norm. The low values of the estimated market power should be
taken into consideration in testing the hypothesis of competitive market. Indeed, this
study observes that the low values of market power indices have made the hypothesis
tests to be inconsequential even though the test is evaluated at the strictest significance
level. As a final point, the results of this study are consistent with previous studies such
as Pick and Park (1991), Deodhar and Sheldon (1997), Schnepf, et.al (2001), and analysis
on the structure of international demand for soybean products by Heien and Pick (1991)
and Larson and Rask (1992).
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Another important point that should be addressed is the sensitivity of market
power. As elaborated in chapter 3, the supply relation crucially depends on the demand
function. This is because the values of Q* are determined by the estimates of the
coefficients of own price as well as the coefficients of interaction terms. Hyde and Perloff
(1995) stated that the use of structural models is sensitive to model specifications,
especially false specifications. As presented previously, this study uses fairly general
structural model specifications to examine market power. Correct functional specification
tests are conducted and the results show that the models are justified and well behaved. In
the case of soybean and soybean meal models, this study experimented with different
demand specifications and found that the market power parameters changed from one
specification to another. Nonetheless, the results can still be reasonably accepted, in the
sense that the magnitudes did not change substantially and they fell in the reasonable
range, from zero to one. In the case of soybean oil, however, this study could not found
plausible market structure parameters. Extensive experiments with different alternative
demand and supply specifications were administered. The results, however, brought
sensitive (much more sensitive than those in the soybean and soybean meal models) and
implausible market power parameters. For this reason, the results of soybean oil model
are not discussed extensively; but they are retained for possible future references.
5.3.2 Demand and Income Elasticities in the Presence of Interaction Term
In the analysis of demand function, estimates of elasticities: own, income, and
cross elasticities are commonly derived because they provide valuable information. If
own price and income variables are specified independently, the interpretation and
derivation can be straightforwardly conducted. If there is an interaction term that
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constitutes both own price and income variables, like in this study, then the derivation
and interpretation deserve special attention. For convenience, the formula for calculating
demand elasticity (5.14) and income elasticity (5.15) are reproduced as follows:
(5.14)

ε PP = (θ P + θ PI I )( P / Q )

(5.15)

ε II = (θ I + θ PI P )( I / Q ) .
Using (5.14) and (5.15) and the mean values as reported in table 5.1, the demand

and income elasticities for soybean and soybean meal models are provided in table 5.17.
For comparison, demand elasticity estimates from various empirical studies are also
presented in the same table. As can be seen, demand for both soybean and soybean meal
is elastic with the magnitude of -2.62 (soybean) and -2.49 (soybean meal). These results
are in the range of the results reported by Heien and Pick (1991) and Gardiner and Dixit
(1987). However, the elasticities reported in the current study are greater than those
reported by Houck et al. (1972), Haniotis et al. (1988), and Arnade and Davidson (1989).
Notice that empirical estimates of price elasticities of export demand exhibit wide
variations. Take for example the demand elasticities reported by Gardiner and Dixit
(1987). As shown in table 5.17, these values range from -0.14 to -2.00 (short run) and
from -0.29 to -2.80 (long run). They noted that such wide variations in empirical
estimates of export demand elasticities are the results of differences in the methods of
estimation, in the specification of export demand equation or the structural models
employed, and the period as well as the frequency of the data on which the estimation is
based.
Apparently, the export demand elasticities derived in the present study are not
directly comparable to the export demand elasticities reported in the previous studies.
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Table 5.17
Estimates of Demand and Income Elasticities
Elasticity

Soybean Market

Soybean Meal Market

Present Study
Demand
-2.62
-2.49
Income
0.79
0.91
Gardiner and Dixit (1987)a
Demand (Short run)
Maximum value
-2.0
-0.77
Minimum value
-0.14
-0.22
Mean value
-0.96
-0.47
Demand (Long run)
Maximum value
-2.80
NA
Minimum value
-0.29
NA
Mean value
-1.25
NA
Heien and Pick (1991) b
Demand
EEC for US
-4.03
-3.11
EEC for Argentina
-18.5
-9.35
EEC for Brazil
-1.56
-3.31
c
Arnade and Davidson (1989)
Demand
-0.32
NA
d
Houck et al. (1972)
Demand
-0.53
-0.28
e
Haniotis et al. (1988)
Demand
-0.6
NA
a
US export demand, annual data 1960-1985.
b
Elasticities by importing country, quarterly data 1976-1984.
c
US export demand (OLS) at mean values, annual data 1963-1986.
d
US export demand (OLS) at mean values, annual data 1946-1966.
e
US export demand (3SLS) at mean values, annual data 1966-1985.
NA: Not available.
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First, Heien and Pick (1991) calculated demand elasticities for soybean by importing
country using quarterly data. This is clearly somewhat different from the present study
which aggregated the three countries (the United States, Brazil, and Argentina). Second,
Gardiner and Dixit (1987) estimated elasticities of the US export demand for soybeans.
Third, estimates of elasticity reported by Haniotis et al., (1988) were a relative price
elasticity, which measures the response of US exports to changes in the ratio of the US
export price to the trade weighted export price of US competitors. Annual data from 1966
to 1985 were used. Houck et al. (1972) estimates were based on OLS at mean values
using data from 1946 to 1966.
With regard to the present study, there are two main important differences in term
of calculating elasticities. First, the demand specification used in this study is specified in
an ECM framework, where both variables in differences and in levels are included as
regressors. This specification is due to the nature of the data where each series is nonstationary and integrated with order of one or I(1). On the other hand, previous studies
treated all variables to be stationary such that non-stationary properties were not
accounted in the model, if in fact they were present. Secondly, the component of
interaction term that includes own-price has made a big difference in computation and, to
some extent, the interpretation. This is because the magnitude of elasticity of demand
does not only depend on the magnitude of the own-price parameter, but it also depends
on the parameter of interaction term PI and the value of I (GDP). Other important
aspects that should be addressed are the data used to estimate the equations as well as the
elasticities. The current study applied more observations and more recent data sets,
spanning from 1963 to 2003. Previous studies cited above used the data prior to 1987.
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Study by Houck et al. (1972) used data for the period of 1946 to 1966. Gardiner and
Dixit (1987) noted that elasticity of demand for a commodity changes over time as a
result of changes in world trade, market share, government policy, and macro economic
conditions. One implication is that estimates based on sixties and seventies data may not
be appropriate for the eighties or nineties.
Estimates of income elasticity are found to be less that one in both soybean and
soybean meal export markets. These values are 0.79 for the soybean export market and
0.91 for soybean meal export market. The inelastic income elasticity in the export market
found in this study may be justified by the fact that most of soybean and soybean meal
are shipped to developed countries (Japan and EC), which, theoretically, income should
not be the main consideration in consumption, i.e., demand for soybean and soybean
meal. Haniotis et al. (1988) found that income elasticity of export demand for soybean
was close to unity, which resembles the results of the present study.
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CHAPTER 6
CONCLUSIONS AND IMPLICATIONS FOR FUTURE RESEARCH
6.1 General Conclusions
The world market of soybean complex (soybean, soybean meal, and soybean oil)
has been highly concentrated where the three countries: the United States, Brazil, and
Argentina are the major exporting countries, accounting more than 80% of total world
export. Concurrently, the soybean processing industry in major exporting countries has
also been concentrated. In 1988, the concentration ratio of the 4 largest firms in the
United States was 76% and for the EU, it was 85% (Marion and Kim, 1991; Scoppola,
1995). Concentration in the soybean processing industry in both Argentina and Brazil has
tendency to increase. An estimate indicated that the largest four firms in Argentina
accounted for 39% in 1994 (Deodhar and Sheldon, 1997), which is expected to continue
in the near future (USDA, 2001). In the same year, the six largest enterprises in Brazil
were responsible for about 50% of total capacity, and the ten largest accounted for about
80 % (Warnken, 1999).
Government interventions are also common in soybean complex markets. These
interventions vary from input subsidies to export promotion programs, from time to time,
and from country to country. In Argentina and Brazil, export taxes and quotas were used
extensively to dampen internal prices and encourage domestic processing, while high
tariffs and import controls on agricultural inputs promoted “import substitution”
programs benefiting domestic industries (Schnepf et al., 2001). The US soybean farmers
are also benefited from various government policies such as production subsidies,
marketing loans, and other export promotion programs.
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The trade composition and the nature of the soybean processing industry coupled
with the government interventions may have suggested the presence of non-competitive
market in the soybean complex exports. To date, study on measuring market power in
these markets has been little in number and the results come to the agreement of
competitive market. Previous studies were based on the strict assumption of stationary
data. Observing the properties of the series and accounting them in the model if in fact
the data are non-stationary will increase the validity and the robustness of the estimates.
The purpose of this study has been to estimate the oligopoly power in the soybean
complex export market using a structural econometric model as developed by Bresnahan
(1982) and Lau (1982). The model is formulated in the error correction framework based
on the model developed by Bårdsen (1989) and applied by Steen and Salvanes (1999).
The main feature of this study is that, unlike previous studies, it accounts the properties
of the series in the model, which is structured in the ECM framework. By applying an
ECM, obviously this study has an advantage over the previous studies in which it
incorporates the time series properties and hence eliminating the doubt of spurious
regression. Furthermore, it also accounts for short run deviations from long-run
equilibrium and yields estimates of market power in both short run and long run.
Empirical observation of the data using unit roots tests shows that all series used
in the study are non-stationary in levels but they are stationary in first differences. Most
importantly, the variables included in the models are co-integrated with one cointegrating vector, which permits the use of a single ECM model. Most of variables are
also weakly exogenous as shown by the weak exogeneity test. Those variables that are
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not weakly exogenous, in deed, can be assumed a priori as weakly exogenous from the
perspective of a single equation analysis.
It is then believed that given the results from integration, co- integration, and weak
exogeneity tests, the estimated models provide more efficient and robust estimates
(Johansen, 1992) such that all conclusions based on these estimates are statistically valid.
Estimates of market power indices and the hypothesis tests of market power suggest that
both soybean and soybean meal export markets are deemed competitive rather than
behaving as a Cournot or any other forms of non competitive behavior. The significance
tests of competitive market hypothesis are considered to be inconsequential considering
the very low values of market power parameters. No conclusion can be inferred from the
soybean oil model because the estimated supply equation is not warranted. Deodhar and
Sheldon (1997) had similar experienced when estimating market power in this market.
Estimates of own-price elasticities indicate that soybean and soybean meal are
price elastic with the magnitudes fall in the range of previous estimates. The income
elasticity of export demand is found to be inelastic in both markets. However, it should
be clarified at this point that the present estimates are not directly comparable to previous
estimates because of the presence of an interaction term which constitutes own price and
income (GDP) in each of the demand function.
6.2 Limitations and Future Research
An important remark should be addressed at this point that the structural model as
well as the ECM framework should not be seen as the only logical tool for estimating and
understanding market behavior or even a necessary reliable one (See also Boyer, 1996).
First, in term of the structural model, as pointed by Hyde and Perloff (1995) that
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estimates of market power are sensitive to functional form. It is clearly shown in the
soybean oil model where reliable estimates were not obtained. Second, modeling an
ECM is not an easy task. This is because an ECM is valid if all variables have a unit root
of the same order, I(1), and co- integrated. The requirement that all variables have a unit
root can be problematic in that statistical test of the unit roots have been subject to
criticism as being low power (DeJong et al., 1992b) and suffering from size of distortion
(Schwert, 1989). These criticisms are relevant to this study, especially in term of the
number of observations. As stated in previous chapters, this study utilizes only 41
observations (from 1963 to 2003). Furthermore, co- integration tests, particularly those
that rely on the Johansen procedure are sensitive to the underlying assumptions of the
model. Although this study used the most recent published critical values for the
Johansen test, they are still subjects to many discussions.
Another important remark that should be addressed is about the data used in this
study, particularly the variable cost producing soybean and ocean freight rates. As
mentioned earlier, the use of the US variable cost as a proxy of the average variable cost
of the three countries may not well represent the actual cost of the three countries because
of cost differential. Similarly, the average ocean freight included only the ocean freight
rates from the US to port of Rotterdam and from Argentina to port of Rotterdam. The
exclusion of the freight rate from Brazil due to unavailability of the data may either
underestimated or overestimated the average ocean freight rate. The quality and the
availability of the data may affect the estimation results.
In term of modeling and estimation, one may argue that even though soybean
meal and soybean oil have their distinct market which their specific characteristics, the
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fact that soybean meal and soybean oil are derived from soybean might suggest to model
the three commodities simultaneously. Consequently, such modeling requires different
estimation procedures which taking into account simultaneity. Still in the modeling, if it
is possible to obtain the data for each countries included in the analysis, it is also possible
to build a model which treats each country separately (equation by equation) or as a
system. The seemingly unrelated regression (SUR) for the later case may be of
consideration.
In order to improve the analysis, several recommendations are proposed for future
research. First, it would be more fruitful if more observations could be obtained. These
can be done, for instance, by increasing the frequency of the data, i.e., quarterly
observations. Besides providing more observations, quarterly model may also facilitate to
model seasonality. This scheme may be justified given the fact that harvest time is
different from country to country such that seasonality may exist. Still related to the data,
the components that intended to proxy the variable cost of producing soybean could be
improved by, for instance, creating an index based on the estimated production costs of
USDA. Similar procedure could also be applied to the average ocean freight rates.
Second, referring to the finding of Hyde and Perloff (1995), it would be valuable
to re-specify the functional forms particularly in the supply relations. The components
that intended to proxy the marginal cost could be improved by adding more relevant
variables. This is, of course, not an easy task due to the availability of the data.
Sensitivity analysis of the market power parameter is another suggestion for future
research.

154

Third, market power may change over time because of many factors such as
changes in government policies, changes in trade patterns, and changes in
macroeconomic conditions. As a consequence, specifying a model that allows market
power to change over time may better describes the “real” nature of market structure.
Modeling with dummy variables, as done in this study is an alternative way to do so.
Another possibility is to assume the parameter to vary over time, meaning that the
parameters are random over time. The entry of Argentina in the export market, the
soybean embargo, the grain embargo, significant changes in government policies, among
others are occurrences that may cause the parameters fluctuate randomly. Furthermore,
each country involved in trade may also response differently, which makes the
parameters random across countries. Hence specifying a model that allows parameters to
vary over time or across countries or both is another possibility. However, this does not
mean that a model allowing such variation would necessarily produce better results.
Fourth, it is also possible that the three countries: the US, Brazil, and Argentina
have different parameters but the error structure may be correlated. Instead of modeling
random coefficient as proposed above, an upcoming issue is to estimate the model using
seemingly unrelated regressions (SUR). However, this requires the data for each country
which enable to estimate such model. Furthermore, it is possible to build a model treating
the three commodities: soybean, soybean meal, and soybean oil as a system. This kind of
modeling, of course, requires an extensive of work and estimation because of the
complexity of these relationships.
Finally, another upcoming topic research is to apply different estimation
procedures, namely Johansen and Engle Granger in addition to the current procedure. The
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application of the three procedures would enrich the discussions and might also suggest
the most robust estimates. Appendices 5 through 8 provided preliminary estimates and
discussions of the Johansen and Engle Granger procedures, which might be used for the
justification for future research.
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APPENDIX 1
DESCRIPTION OF VARIABLES AND DATA SOURCES
The data used in this study are annual data ranging from 1963 to 2003 collected from
difference sources such as USDA, Oil World, the World Bank, and International
Monetary Fund (IMF). The following are detail explanations of the variables and data
sources

Variable
Description
Quantity
of
soybean
export
at
period
t from the United States, Argentina, and
QSt
Brazil, in millions metric tons. Sources: USDA (PS&D online) and Oil Word.
Quantity of soybean meal export at period t from the United States,
Q Mt
Argentina, and Brazil, in million metric tons. Sources: USDA (PS&D online
and Oil World.
Quantity of soybean oil export at period t from the United States, Argentina,
QOt
and Brazil, in million metric tons. Sources: USDA (PS&D online) and oil
Word.
Real price of soybean at port of Rotterdam, US $ per metric ton. Sources: Oil
PSt
Word, USDA, FAO, and IMF
Real price of soybean meal at port of Rotterdam, US $ per metric ton.
PMt
Sources: oil Word, USDA, FAO, and IMF.
Real price of soybean oil at port of Rotterdam, US $ per metric ton. Sources;
POt
Oil Word, USDA, FAO, and IMF.
Real World Gross Domestic Product excluding the United States, Argentina,
It
and Brazil. Sources: World Development Indicator of the World Bank.
Real price of rapeseed at port of Rotterdam, US $ per metric ton. Sources: Oil
PRt
World, USDA, and FAO.
Real price of fish meal at port of Rotterdam, US $ per metric ton. Sources: Oil
PFt
World, USDA, and FAO.
Real price of palm oil at port of Rotterdam, US $ per metric ton. Sources: Oil
PPOt
World, USDA, and FAO.
Real variable cost of producing soybean in the US, US $ per bushel. Sources:
Vt
USDA.
Average real ocean fright rates from US port to port of Rotterdam and from
Ct
Argentina to port of Rotterdam, $ per metric ton. Sources: FAO.
World grain production, excluding production from the United States, Brazil,
Gt
and Argentina (millions metric tons). Included in grains are corn, barley, and
oats. Sources: FAO and USDA.
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APPENDIX 2
DERIVATION OF VARIANCE AND COVARIANCE OF THE LONG RUN
PARAMETERS USING THE DELTA METHOD
Suppose that β *j and α * are estimators of parameters β j and α , where j = 1,…k such
that

 β 1   σ β1 β 1 . σ β1 β k
 β 1* 
  
 
.
.
.
  ~ N  . ,  .

 β  σ
β * 
. σ βk βk
 k   β k β 1
 k


*
 α   σ αβ1 .
.
α 


σ β1α 

. 

σ β kα 

σ αα 

Now suppose that
− β *j
ˆ
θj = *
α
In order to obtain the variance of θˆ j ( Var (θˆ j ) ) and covariance of θˆ j and θˆ s for j ≠ s ,
Let:
 − β 1* / α *   g 1 

  
.

 . 
=. 
g (θ ) = 
.

  
.

 . 
− β * / α *  g 
 k
  k

and
σ β 1 β 1 . σ β1 β k

 .
.
.
M =
σ β k β 1 . σ β k β k
σ
.
 αβ 1 .

σ β1α 

.


σ β kα 
σ αα 
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Then the variance and covariance matrix is given by:
 ∂g (θ )   ∂g (θ ) 
Co var[ g (θˆ)] = 
M
 = VMV
 ∂θ   ∂θ 
T

T

where:
 ∂ g1
 ∂β
 1
 0

 .
V =
 .

 .
 .

 0


0

.

.

.

.

0

0

.

.

.

0

.

0

.

.

0

.
.

0 . 0 .
. 0 . 0

0
0

.

.

.

0

.

.

.

.

.

0

∂g 2
∂β 2
0

0
∂g k
∂β k

∂g 1 
∂α 

∂g 2 
∂α 
. 

. 

. 
. 
∂g k 

∂α 

The above procedure can be illustrated using k = 2. In this case, the variance and
covariance matrix can be written as:

VMV

T

 ∂g 1
 ∂β
= 1
 0



0
∂g 2
∂β 2

∂g 1 
∂α 

∂g 2 
∂α 

σ β1 β 1

σ β 2 β1
σ β β
 α 1

σ β 1β 2
σ β 2β 2
σ βα β2

σ β1 β α

σ β 2 βα
σ βα β α

 ∂g 1

  ∂β 1

 0

 ∂g 1

 ∂α


0 

∂g 2 
∂β 2 
∂g 2 

∂α 

Performing matrix multiplication, we obtain:
2

2

 ∂g 
 ∂g ∂g 
 ∂g 
Var[ g (θ )] =  1  σ β1 β1 +  1  σ αα + 2 1 1  σ
 ∂α 
 ∂β 1 
 ∂β 1 ∂α 

β 1α

and the covariance of g 1 and g 2 is given by

 ∂g ∂g 1 
 ∂g ∂g 1 
 ∂g ∂g1 
 ∂g ∂g 1 
Cov( g1 , g 2 ) =  2
σ β 1β 2 +  2
σ εβ 2 +  2
σ β 1ε +  2



 σ αα
 ∂ε ∂ε 
 ∂β 2 ∂β 1 
 ∂β 2 ∂α 
 ∂α ∂β 1 
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The results can be generalized into the jth term as follows:

2

2

 ∂θˆ j 
 ∂θˆ j 
 ∂θˆ j   ∂θˆ j 
*
*
ˆ


ˆ


ˆ
vâr (θ j ) =
vâr ( β j ) +
vâr (α ) + 2 *   *  côv ( βˆ *j , αˆ * )
 ∂β *j 
 ∂α * 
 ∂β j   ∂α 







and
ˆ 
ˆ
 ∂θˆ j ∂θˆs 
 ˆ
 ˆ
Coˆ v( βˆ * , βˆ * ) +  ∂θ j ∂θ s  côv ( βˆ * , αˆ * ) +  ∂θ j ∂θ s
Coˆ v(θˆ j , θˆs ) =  *
j
s
j
 ∂β j ∂β s* 
 ∂β *j ∂α * 
 ∂α * ∂β s*





 ∂θˆ j ∂θˆs 
 vâr (αˆ * )
+ *
 ∂α ∂α * 



172


 côv ( βˆ * , αˆ * )
s



APPENDIX 3
AN ALTERNATIVE SPECIFICATION OF DETERMINISTIC TREND FOR
MULTIVARIATE COINTEGRATION TESTS

r =0

r ≤1

r ≤2

r ≤3

r ≤4

r ≤5

103.8
40.95

76.96
34.80

54.09
28.58

35.19
22.30

20.25
15.88

9.17
9.17

Soybean Export Model
Demand Function
Eigenvalue
0.786
λ Trace statistics
121.6
λ max Statistics
61.60

0.461
60.02
24.75

0.352
35.27
17.38

0.254
17.89
11.75

0.142
6.14
6.14

0.00
0.00
0.00

Supply Relationa
Eigenvalue
λ Trace statistics
λ max Statistics

0.327
35.05
15.86

0.294
19.20
13.95

0.115
5.25
4.88

0.00
0.37
0.37

-

Soybean Meal Export Model
Demand Function
Eigenvalue
0.639
λ Trace statistics
86.61
λ max Statistics
39.81

0.477
46.80
25.28

0.299
21.51
13.85

0.172
7.66
7.37

0.007
0.29
0.29

-

Supply Relationa
Eigenvalue
λ Trace statistics
λ max Statistics

0.452
47.21
24.07

0.249
23.14
11.56

0.245
11.68
11.12

0.01
0.57
0.57

-

Hypothesis
95% Quantiles
λ Trace

λ max

0.604
72.09
37.04

0.750
102.7
55.50

The Statistics of trace and λ max (maximum eigenvalue) are defined in Johansen (1988)
and Johansen and Juselius (1990). The critical values for co- integration tests are taken
from Mackinon et al. (1999), Table IV for Case III. The statistics in bold are significant
at 5% level. aBecause the number of variables inc luded in the supply relation is one fewer
than those in the demand function, the right critical value for r = 0 should be replaced by
r ≤ 1 , and so forth.
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APPENDIX 4
COINTEGRATION TESTS USING ENGLE GRANGER TWO STEP
PROCEDURE

Static Regression
R2
DW

Residual Analysisa
R2
DW
φ

0.97
0.95

0.75
0.82

0.15
0.21

1.99
2.15

-2.68
-3.23

0.95
1.41

0.24
0.38

1.70
1.94

-3.48
-4.84

Soybean Export
Demand Function
Supply Relation

Soybean Meal Export
Demand Function
Supply Relation
a

0.95
0.98

The residual analysis is based on the following regression:
p

∆ u t = φu t −1 + ∑ θ j ∆u t − j + et
j =1

where ut is the residuals from static regression. A series of θ j were conducted and tested;
the results showed that they are not significant. Hence the regression reduced to the
Dickey Fuller regression (Engle and Granger, 1987). The reported values of φ are the tstatistics based on the Dickey Fuller regression. Engle and Granger (1987) suggested that
the critical value for the Co-integration Regression Durbin Watson (CRDW) test is 0.38
and for the Dicky-Fuller test is -3.37. Hence the CRDW test suggests that each equation
under investigation is co- integrated. Using the Dicky-Fuller test, the null- hypothesis of
no-co-integration was rejected in soybean meal export model; but not in the soybean
export model.
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APPENDIX 5
LONG RUN PARAMETER ESTIMATES FOR THE SOYBEAN EXPORT
MODEL USING BARDSEN, JOHANSEN, AND ENGLE GRANGER
PROCEDURES
Variable
Demand Function
θ SP
θ SR
θ SI
θ SPI
θ SG

Supply Relation
φ SQ
φ SC
φ SV
ψS

Bardsen

Johansen

Engle Granger

-0.6062
(0.1216)***
-0.0032
(0.0695)
-1.9146
(0.3173)***
0.0084
(0.0013)***
-0.1059
(0.0458)**

-0.6686
(0.2672)***
0.2656
(0.2133)
0.1514
(0.7549)
0.0019
(0.0016)
0.1364
0.0451)***

-0.0877
(0.0327)**
0.0173
(0.0228)
-0.3495
(0.1123)
0.0011
(0.0003)***
0.1119
(0.0079)***

-0.4122
(2.2751)
8.7075
(6.3925)
33.4156
(19.522)*
-0.0363
(0.0114)***

2.6541
(0.7996)***
4.2579
(2.4497)
46.5571
(8.049)***
-0.098
(0.007)***

-0.4475
(0.6756)
15.2727
(2.1787)***
28.4572
(9.6675)**
-0.0181
(0.0057)**

Notes:
*
Significant at 10%, ** significant at 5%, *** significant at 1%.
θ SP = price of soybean; θ SR = price of rapeseed; θ SI =gross domestic product (GDP);
θ SPI =interaction term (product of GDP and soybean price); θ SG =grain production; φ SQ =
quantity of soybean export; φ SC =ocean freight rates; φ SV =variable cost of soybean
production; and ψ S =index of market power.
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APPENDIX 6
LONG RUN PARAMETER ESTIMATES FOR THE SOYBEAN MEAL
EXPORT MODEL USING BARDSEN, JOHANSEN, AND ENGLE GRANGER
PROCEDURES
Variable
Demand Function
θ MP

θ MF
θ MI
θ MPI

Supply Relation
Model 1
φ MQ
φ MS
φ MC

ψ0

Bardsen

Johansen

Engle Granger

-0.5082
(0.1357)***
-0.0341
(0.0376)
-1.3583
(0.3401)***
0.0073
(0.0017)***

-0.5702
(0.0905)***
0.3204
(0.0392)***
0.5532
(0.2015)***
-0.0014
(0.0004)***

-0.2731
(0.037)***
-0.0114
(0.0125)
-0.8482
(0.096)***
0.0039
(0.0005)***

-1.010
(1.055)
0.738
(0.141)***
-2.789
(2.185)
-0.024
(0.018)†

-1.1802
(0.4276)**
0.6889
(0.066)***
3.0240
(1.586)
0.0156
(0.0174)

1.461
(0.772)
0.8081
(0.082)***
3.254
(1.4136)**
-0.005
(0.122)

Notes:
**
significant at 5%, *** significant at 1%.
θ MP = price of soybean meal; θ MF = price of fish meal; θ MI = gross domestic product
(GDP); θ MPI = interaction term (product of GDP and soybean meal price); φ MQ = quantity
of soybean meal export; φ MS = price of soybean; φ MC = ocean freight rates; and ψ 0 =
index of market power.
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APPENDIX 7
ESTIMATES OF LONG RUN MARKET POWER AND ELASTICITIES
BASED ON BARDSEN, JOHANSEN, AND ENGLE GRANGER PROCEDURES

Description

Bardsen

Johansen

Engle Granger

Soybean Export:
Elasticity
Own Price
Income
Market Power

-2.62
0.79
0.036

-6.68
1.26
0.098

-0.44
0.08
0.018

Soybean Meal:
Elasticity
Own Price
Income
Market Power

-2.49
0.91
0.024

-3.39
0.63
0.016

-1.37
0.13
0.005

Source: Estimated.
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APPENDIX 8
REMARKS ON THE COMPARATIVE PARAMETER ESTIMATES
Although the theme of this study is not to compare the current procedure
(Bårdsen’s model) with the other two most commonly used procedures (Johansen
and Engle Granger), it is, however, intriguing to see how the three procedures
perform. The following summarizes the main results.
1. Appendices 5 and 6 display the long run parameter estimates for, respectively,
soybean export and soybean meal export models using 3 different estimation
procedures (Bårdsen, Johansen, and Engle Granger). As shown in appendix 5,
for the most parts, the magnitudes of parameter estimates for the demand
functions and the supply relations differ across estimation procedures. Similar
results were also found in the soybean meal export model (appendix 6).
Interestingly, the market power indices were found to have similarities in
magnitudes. As shown in appendix 7, the three procedures produced nearly
zero market power indices.
2. In term of elasticities, the Johansen procedure produced higher price as well
as income elasticities compared with the other two procedures. The Engle
Granger procedure, on the other hand, gave the smallest estimates of price and
income elasticities (appendix 7). The three models consistently suggest that
export market for soybean meal is price elastic and income elastic. In the
soybean export market, however, the three models resulted in mixed
conclusion.
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In general, it can be concluded that the three procedures produced
substantially different parameter estimates. A more detailed investigation suggests
that the Bårdsen’s model gives relatively modest results compared to the Johansen
as well as Engle and Granger procedures. This can be seen, particularly, from
estimates of own price elasticity and income elasticity. However, this study has
not been able or has not intended to assess which model provides the most robust
estimates. This theme is an important topic for an upcoming research.
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