This paper investigates optimal consumption in the stochastic Ramsey problem with the Cobb-Douglas production function. Contrary to previous studies, we allow for general consumption processes, without any a priori boundedness constraint. The associated value function is characterized as the unique classical solution to a nonlinear elliptic equation, among an appropriate class of functions. An optimal consumption process, expressed in terms of the value function, is in a feedback form of the state process. The characterization of the value function relies on constructing a suitable sequence of approximating functions and employing viscosity solutions techniques. The derivation of the optimal consumption process involves a mixture of probabilistic arguments concerning the explosion and pathwise uniqueness of the controlled state process.
Introduction
In the economic growth theory, capital stock of a society amounts to the total value of assets that can be used to produce goods and services, such as factories, equipment, and monetary resources. Whereas capital can be consumed to give individuals immediate welfare, it can also be used to generate more capital and thus sustain economic growth, which enhances future welfare. As Ramsey [11] pointed out in a deterministic model, sensible financial planning regarding consumption and saving of capital is the key to a balance between current and future welfare. A stochastic version of this problem was proposed in continuous time by Merton [5] , which investigates optimal consumption for a society where the population growth admits uncertainty.
The stochastic Ramsey problem, coined by Merton [5] , has been investigated in the stochastic control literature through a variety of methods, including viscosity solution techniques, Banach's fixed-point argument, and the combination of both; see e.g. Morimoto and Zhou [8] , Morimoto [6, 7] , and Liu [4] , among others. Surprisingly, many of these works require an a priori uniform upper bound, normally the constant 1, for consumption processes {c t } t≥0 . This is implicitly suggested Section 5 carries out detailed analysis to characterize an optimal consumption process.
The Model
Consider the canonical space Ω := {ω ∈ C([0, ∞); R) | ω 0 = 0} of continuous paths starting with value 0. Let W be the canonical process on Ω, P be the Wiener measure, and F = {F t } t≥0 be the P-augmentation of the natural filtration generated by W . Given t > 0 and ω ∈ Ω, for anyω ∈ Ω, we define the concatenation of ω andω at time t as (ω ⊗ tω ) r := ω r 1 [0,t] (r) + (ω r−t + ω t )1 (t,∞) (r), r ≥ 0.
(2.1)
Note that ω ⊗ tω again belongs to Ω. Consider a society in which the labor supply is equal to total population. The capital stock K of the society accumulates from economic output, generated by the capital itself and the labor force. At the same time, K may decrease due to capital depreciation and consumption from the population. Specifically, we assume that K follows the dynamics
Here, F : [0, ∞) × [0, ∞) → [0, ∞) is a production function, Y is the labor supply process, λ ≥ 0 is the constant rate of depreciation, and c is the consumption rate process chosen by the population. Throughout this paper, we take F to be the Cobb-Douglas form, i.e.
F (k, y) := k α y 1−α , for some α ∈ (0, 1).
Also, we assume that the labor supply process Y is stochastic, modeled as a geometric Brownian motion: dY t = nY t dt + σY t dW t for t > 0, Y 0 = y > 0.
where n ∈ R and σ > 0 are two given constants. In addition, we consider general consumption processes c without any a priori boundedness condition, as opposed to most previous studies in the literature. Specifically, the set C of admissible consumption processes is taken as At each time t ≥ 0, every individual is allotted the capital K t /Y t , which can be consumed immediately or saved for future production. An individual is then faced with an optimal consumption problem: he/she intends to choose an appropriate consumption processĉ ∈ C, so that the expected discounted utility from consumption can be maximized. Specifically, the corresponding value function is given by
where β ≥ 0 is the discount rate and U : [0, ∞) → R is a utility function. We will assume that U is strictly increasing and strictly concave, (2.4)
The dimension of the problem can be reduced, by introducing the variable x := k/y and the process X t := K t /Y t , i.e. the capital per capita process. Specifically, the value function in (2.3) can be re-written as
where the process X satisfies, thanks to Itô's formula,
with µ := λ + n − σ 2 . As in [8] , we will assume throughout the paper that
The goal of this paper is to provide characterizations for the value function V in (2.6), as well as the associated optimal consumption processĉ.
The Capital per Capita Process
In this section, we will focus on analyzing the capital per capita process X, formulated through the stochastic differential equation (SDE) (2.7). We will first prove that a unique strong solution exists for (2.7), and then derive several usefel estimates for X. These estimates will be needed in Sections 4 and 5 for characterizing V in (2.6).
Note that (2.7) has been studied in a simpler setting of [8] , where the time horizon T > 0 is finite and c is required to be uniformly bounded (specifically, c t ≤ 1 for all t ≥ 0). On the one hand, the finite horizon enables the authors to find a reasonable estimate for E[sup 0≤t≤T X 2 t ]. The same method, however, fails to provide a corresponding estimate for E[sup 0≤t<∞ X 2 t ] in our infinite horizon case. This particularly affects the PDE characterization in Section 4; see Lemma 4.2 below for details. On the other hand, the uniform boundedness of c provides sufficient convenience in finding estimates for X, such that the authors do not need any explicit formula of X.
In the current setting with infinite horizon and general unbounded c ∈ C, our approach will be quite different from [8] . In Proposition 3.1 below, we will first construct an explicit formula of X. Based on this explicit formula, estimates of X will then be derived in Proposition 3.2. It is worth noting that the explicit formula of X will prove instrumental in subsequent sections as well, such as in Lemma 5.1.
We start with proving the existence of a unique strong solution to (2.7) by constructing the solution directly.
Proposition 3.1. For any c ∈ C and x > 0, there exists a unique strong solution to (2.7), which is strictly positive a.s.
Proof. Fix c ∈ C and x > 0. Consider Z t := X 1−α t , which by Itô's formula admits the dynamics
We sill show that the above SDE has a unique strong solution that is strictly positive, and thus so does (2.7). For simplicity, let a := 1 − α and b t := −(1 − α)(µ + c t + 1 2 σ 2 α), and define
By definition, G satisfies the dynamics dG t = (−b t + σ 2 a 2 )G t dt + σaG t dW t . By Itô's formula,
which implies that
is the unique strong solution to (3.1), and it is by construction strictly positive.
The above construction can be modified to take into account the case x = 0 in (2.7).
Corollary 3.1. For any c ∈ C, if x = 0 in (2.7), then X ≡ 0 is the unique strong solution to (2.7).
Proof. By contradiction, suppose there exists a strong solution X to (2.7), with x = 0, such that X is not constantly zero. That is, P(t * < ∞) > 0 where t * := inf{t ≥ 0 : X t > 0}. Note that X cannot take negative values as the drift coefficient of (2.7) is not well-defined for X t being negative. Now, for any fixed ω ∈ Ω such that t * (ω) < ∞, there must exist ε > 0 small enough such that X t * (ω) = 0 and X t > 0 for all t ∈ (t * (ω), t * (ω) + ε). On the fixed interval [t * (ω), t * (ω) + ε), since X is nonnegative, one can define the process Z t := X 1−α t and carry out the same calculation as in the proof of Proposition 3.1. This yields, as in (3.3),
with G t defined as in (3.2) . This, however, contradicts Z t * (ω) = 0.
Remark 3.1. In view of (2.6), Corollary 3.1 particularly implies V (0) = 0.
Throughout this paper, we will often write the unique strong solution to (2.7) as X x , to emphasize the initial value x ≥ 0.
Based on the explicit formula of X via (3.3), the next result derives estimates for the first and the second moments of X t , as well as a continuity result of X t with respect to its initial value x ≥ 0. Given c ∈ C, the unique strong solution X of (2.7) satisfies
Moreover, for any ε > 0, there exists C ε > 0 such that
Proof. Fix c ∈ C and x > 0. Consider Z t := (X x t ) 1−α . Then, as shown in the proof of Proposition 3.1, Z satisfies (3.1), which can be solved to get the formula (3.3). It follows that 6) where the inequality follows from
This, together with c t ≥ 0, implies that
Now, for any 0 ≤ s ≤ t, we introduce
Then, observe that
By applying Hölder's inequality to
s,t ds with exponents p = η and q = η η−1 , we deduce from the above equality that 10) where the last inequality follows from E[G −η s,t ] ≤ 1, which can be proved as in (3.8) . Now, by (3.8) and (3.10), we conclude from (3.6) that E[X t ] ≤ 2 η−1 (x + t η ), as desired. To prove the second part of (3.4), we replace η by 2η in the above arguments. First, (3.8) becomes
Then, (3.10) becomes
where the first inequality follows from applying Hölder's inequality to
s,t ds with exponents p = 2η and q = 2η 2η−1 and the second inequality is due to E[G −2η s,t ] ≤ e σ 2 (t−s) , which can be proved as in (3.11) . Finally, using the same calculation in (3.6) with η replaced by 2η, along with (3.11) and (3.12), we conclude that E[(X x t ) 2 ] ≤ 2 2η−1 e σ 2 t (x 2 + t 2η−1 /σ 2 ), as desired. To prove (3.5), consider the process Z defined above, as well asZ t := (X y t ) 1−α . As above, Z andZ take the form (3.3), with initial values z = x 1−α andz = y 1−α , respectively. Thus, by (3.8),
where the last inequality follows from the observation |u r − v r | ≤ |u − v| r for any u, v ≥ 0 and 0 < r < 1. Indeed, we may assume without loss of generality that u ≥ v and define λ := u/v ≥ 1. Thus, the observation is equivalent to λ r − 1 ≤ (λ − 1) r for any λ ≥ 1 and 0 < r < 1. The latter is true because f (λ) :
Next, for any a, b ≥ 0 and ε > 0, observe that
where the second line follows from Young's inequality with p = η and q = η η−1 , and the third line is due to
where the first inequality follows from (3.14) and (3.13), and the second inequality is due to the first part of (3.4). This already shows that (3.5) is true.
Auxiliary Value Functions
In this section, we introduce, for each L > 0, the auxiliary value function
where
With consumption processes uniformly bounded, V L is expected to be easier to analyze, compared with V in (2.6).
In the following, we will first present a series of properties of V L , by upgrading several related results in the literature. Then, by taking L → ∞, we will show that V L converges desirably to V , which inherits many properties directly from V L . (ii) We will prove this result by modifying the argument in the first part of [8, Lemma 3.2] . Define ϕ(x) := x + ϕ 0 with ϕ 0 > 0 to be determined later. Fix L > 0. For any c ∈ C L , x > 0, and
Note that −E[ T 0 e −βs σX s dW s ] disappears from the above inequality because · 0 e −βs σX s dW s is a martingale, thanks to the second part of (3.4). By (2.5) and µ > 0, we have sup y≥0 {U (y) − y} < ∞ and A := sup x≥0 {x α − µx} < ∞. We can therefore take ϕ 0 > 0 large enough such that
This, together with (4.2), yields
Hence, by using Fatou's lemma as T → ∞ and then taking supremum over c ∈ C L , we get the desired result V L (x) ≤ ϕ(x). Finally, note that our choice of ϕ 0 > 0 can be made independent of both L > 0 and x > 0. Indeed, the right hand side of (4.3), which involves ϕ 0 , does not depend on either L or x. 
where T denotes the set of all stopping times. The "≤" relation is straightforward to derive. Indeed, given c ∈ C L , we have, for any τ ∈ T , that
Here, the second line follows from [1, Proposition A.1], with c τ,ω ∈ C L defined by c τ,ω (ω) := c(ω ⊗ τ (ω)ω ), for each fixed ω ∈ Ω; recall (2.1). The third line, on the other hand, follows from the definition of V L . Now, taking supremum over c ∈ C L gives the desired "≤" relation. The rest of the proof focuses on deriving the converse inequality
Following the arguments in [8, Theorem 3.3] and using the estimates in (3.4) and (3.5), we can derive a weaker version of (4.5):
Note that the arguments in [8, Theorem 3.3] directly give the stronger statement (4.5) under a finite horizon T > 0, with T replaced by T T , the set of stopping times taking values in [0, T ] a.s. The same arguments, however, only render the weaker statement (4.6) under an infinite horizon. This is because with a finite horizon T > 0, as in [8] , one can derive an estimate for E[sup 0≤t≤T X 2 t ], i.e. (2.7) in [8] , which in turn ensures that (3.14) in [8] holds simultaneously for all τ ∈ T T . When the time horizon is infinite, one would need a corresponding estimate for E[sup 0≤t<∞ X 2 t ], which is often unavailable. In our case, we only have the estimates (3.4) and (3.5), which ensure that (3.14) in [8] holds only for each deterministic time r ≥ 0.
In the following, we will show that the weaker statement (4.6) in fact implies (4.5). First, we claim that for any c ∈ C L and x > 0, the process t 0 e −βs U (c s X x s )ds + e −βt V L (X x t ), t ≥ 0, is a supermartingale. Given 0 ≤ r ≤ t, it holds for a.e. ω ∈ Ω that
This shows the desired supermartingale property. Now, for any x > 0 and τ ∈ T , by the optional sampling theorem,
As T → ∞, thanks to Fatou's lemma and the continuity of V L , we obtain (4.5). 
with u 1 (a) = u 2 (a) and
Now, we are able to establish the smoothness of V .
Proof. For any 0 < a < b, consider the boundary value problem (4.7) with v(a) = V L (a) and Given that {V L } L>0 is by definition a nondecreasing sequence of functions, we define
Remark 4.1. V ∞ immediately inherits many properties from V L 's.
(i) Thanks to Lemmas 4.1, V ∞ is concave, nondecreasing, and satisfies
(ii) The concavity of V ∞ implies that it is continuous on (0, ∞). Hence, by Dini's theorem, V L converges uniformly to V ∞ on any compact subset of (0, ∞).
Lemma 4.4. V ∞ is a continuous viscosity solution to
10)
Proof. By (2.4) and (2.5), for any p > 0, there exists a unique maximizer y * (p) > 0 such that In fact, the convergence of V L to V ∞ is highly desirable. As the next result demonstrates, not only V L but also V ′ L and V ′′ L converge uniformly. This readily implies smoothness of the limiting function V ∞ .
Proposition 4.2. V ′
L and V ′′ L converge uniformly, up to a subsequence, on any compact subset of (0, ∞).
, up to a subsequence, for each x > 0. Furthermore, V ∞ is a classical solution to (4.10).
Proof. Fix a compact subset E of (0, ∞). Let a := inf E > 0 and b := sup E. For any L > 0, since V L is nonnegative, nondecreasing, concave, and bounded above by x + ϕ 0 (Lemma 4.1), we have
Thus, {V ′ L (x)} L>0 is uniformly bounded on E.
is also uniformly bounded on E. To this end, we will show that there exits
Assume to the contrary that there exits a subsequence {L n } n∈N such that V ′ Ln (b) ↓ 0. For any x > b, by the concavity of V Ln , we have
, for all n ∈ N. Taking integrals on both sides from b to x yields 
where the second and the third inequalities follow from
By the uniform boundedness on E of {(
, and {V L (x)} L>0 (thanks to Lemma 4.1), (4.11) entails the uniform boundedness of {V ′′ L (x)} L>0 on E. By the Arzela Ascoli Theorem, this implies V ′ L converges uniformly, up to some subsequence, on E.
L , andŨ L all converging uniformly on E (recall from the proof of Lemma 4.4 thatŨ L converges uniformly toŨ), (4.11) implies that V ′′ L also converges uniformly on E. Now, with V L converging to V ∞ and V ′ L converging uniformly on E, V ∞ must be continuously differentiable with V ′ ∞ = lim L→∞ V ′ L (up to some subsequence) in the interior of E. This, together with V ′′ L converging uniformly on E, shows that V ′ ∞ is continuous differentiable with
L (up to some subsequence) in the interior of E. Since E is arbitrarily chosen, we conclude that V ∞ ∈ C 2 ((0, ∞)). In view of Lemma 4.4, V ∞ is a classical solution to (4.10). Proof. Since V ∞ is nonnegative, concave, and nondecreasing (Remark 4.1 (i)), 0 ≤ V ′ ∞ (x) ≤ V ∞ (x)/x for all x > 0. Fix x > 0. Then, for any T > 0 and c ∈ C,
where the second line follows from Remark 4.1 (i) and the finiteness is due to (3.4) . It follows that t 0 e −βs V x (X s )X s dB s is a martingale on [0, T ], for any T > 0 and c ∈ C. Now, fix c ∈ C. By using Ito's formula, for any T > 0, 12) where the inequality follows from V ∞ satisfying (4.10) (Proposition 4.2). As T → ∞, we deduce from Remark 4.1 (i) and (3.4) that
Thus, we conclude from (4.12) that V ∞ (x) ≥ E ∞ 0 e −βt U (c t X t )dt for all c ∈ C, and thus V ∞ (x) ≥ V (x). On the other hand, by definition V (x) ≥ V L (x) for all L > 0, and thus V (x) ≥ V ∞ (x). We therefore conclude that V (x) = V ∞ (x). The remaining assertions follow from Remark 4.1 (i), Remark 4.2, and Proposition 4.2.
While Theorem 4.1 associates V with the nonlinear elliptic equation (4.10), this is not a full characterization of V , as there may be multiple solutions to (4.10). To further characterize V as the unique classical solution to (4.10) among a certain class of functions, the standard approach is to stipulate an optimal control of feedback form, by which one can complete the verification argument; note that the proof of Theorem 4.1 amounts to the first half of the verification argument.
As detailed in Section 5 below, although the form of a candidate optimal consumption procesŝ c can be readily read out from the equation (4.10), it is highly nontrivial whetherĉ is a well-defined stochastic process, due to the unboundedness ofĉ. This entails additional analysis of the value function V and the capital per capita process X, as we will now introduce.
Optimal Consumption
In view of (4.10), one can heuristically stipulate the form of an optimal consumption process as follows:ĉ
where X is the solution to the SDE (2.7) with c t replaced byĉ t , i.e. the solution to
Forĉ in (5.1) to be well-defined, two questions naturally arise. First, it is unclear whether (5.2) admits a solution: the drift coefficient of (5.2) is not Lipschitz, which precludes the use of classical existence results; moreover, Proposition 3.1, an existence result specifically for (2.7), does not actually cover (5.2). Second, even if there is a solution X to (5.2), it is still in question whether the solution is strictly positive, so that one does not need to worry about the case "X t = 0" in (5.1). Our first observation is that for (5.2) to admit a solution, it is necessary to have V ′ (0+) = ∞. Indeed, if c := V ′ (0+) < ∞, when X t is close enough to zero, the drift coefficient of (5.2) will approach the constant −(U ′ ) −1 (c) < 0, while the diffusion coefficient will tend to zero. This will eventually bring X down to zero; when this happens, the drift and the diffusion coefficients will be precisely −(U ′ ) −1 (c) < 0 and 0 respectively, which will move X further to take negative values. The drift coefficient of (5.2), however, is not well-defined for negative values of X t . A solution to (5.2), as a result, cannot exist if V ′ (0+) < ∞.
The next result analyzes the behavior of V as x ↓ 0, and particularly establishes V ′ (0+) = ∞.
Lemma 5.1. The function V defined in (2.6) satisfies the following:
(i) V has a discontinuity at x = 0, with V (0+) > 0 = V (0).
(ii) Assume additionally that U ∈ C 2 ((0, ∞)). As x ↓ 0, V ′ explodes and is of the order of x −α . Specifically, V ′ (0+) = ∞ and lim
Furthermore,
Proof. (i) Recall from Remark 3.1 that V (0) = 0. Considerc ∈ C withc ≡ 1. For any x > 0, in view of (3.3), the corresponding capital per capita process X x t is given by
where G t is given as in (3.7) with c t replaced by the constant 1. Then, by the definition of V ,
where G s,t is given as in (3.9) with c t replaced by the constant 1.
(ii) By contradiction, assume that c := V ′ (0+) < ∞. Note that c > 0 must hold, as V is concave and strictly increasing (Theorem 4.1). Consider I(y) := (U ′ ) −1 (y) for y ∈ (0, ∞). With U ∈ C 2 ((0, ∞)), the inverse function theorem implies that I ∈ C 1 ((0, ∞)) with I ′ (y) = 1/U ′′ (y). Thanks again to Theorem 4.1, we have
We can then express V ′′ (x) in terms of the functions x, V (x), V ′ (x), I(V ′ (x)), and U (I(V ′ (x))).
Since each of these functions is continuously differentiable, we have V ∈ C 3 ((0, ∞)). By using L'Hospital's rule,
which implies lim x↓0 xV ′′ (x) = 0. The same argument in turn gives
leading to lim x↓0 x 2 V ′′′ (x) = 0. Now, by differentiating both sides of (5.4) and multiplying them by x 1−α , we get 6) where the last term is obtained by noting that U ′ • I is the identity map. As x ↓ 0 in (5.6), we get
This is a contradiction by noting that the limit above is nonnegative, as I is a positive function and V is concave. We therefore conclude that V ′ (0+) = ∞. Now, since V satisfies (4.9) (Theorem 4.1), we have lim sup x↓0 xV ′ (x) < ∞. Take an arbitrary sequence {x n } n∈N such that x n ↓ 0 and x n V ′ (x n ) converges as n → ∞. Let ℓ := lim n→∞ x n V ′ (x n ) < ∞. Similarly to (5.5),
which yields lim n→∞ x 2 n V ′′ (x n ) = −ℓ. Recalling that V is a classical solution to (4.10), we have
If ℓ > 0, then lim n→∞ x α n V ′ (x n ) = ℓ lim n→∞ x α−1 n = ∞, which would violate the above equality. Thus, ℓ = 0 must hold. Since {x n } n∈N above is arbitrarily chosen, we conclude that lim x↓0 x α V ′ (x) = βV (0+) > 0, where the inequality follows from (i).
Finally, to prove (5.3), observe that 0
At x ↓ 0, since V ′ (0+) = ∞ and U (0) = 0, the right hand side above approaches zero, which implies
This, together with lim x↓0 x α V ′ (x) = βV (0+) > 0, gives (5.3).
Remark 5.1. In [6] , (2.6) is studied under the condition that the production function F (k, y) satisfies F k (0+, y) < ∞ for all y > 0. This condition ensures the continuity of the value function V at x = 0 with V (0+) = V (0) = 0, which in turn leads to a short simple proof for V ′ (0+) = ∞ (see the last two lines in the proof of [6, Theorem 4.1]). However, the classical Cobb-Douglas production function (2.2), the focus in this paper, violates F k (0+, y) < ∞. As shown in Lemma 5.1, the value function V is now much less amenable: the continuity of V breaks down at x = 0, and proving V ′ (0+) = ∞ requires much more detailed analysis.
On the strength of Lemma 5.1, we are ready to present the existence result for (5.2).
Proposition 5.1. Suppose U ∈ C 2 ((0, ∞)). For any x > 0, there exists a unique strong solution to (5.2), which is strictly positive a.s.
Proof. We will first establish the existence of a weak solution to (5.2), which is strictly positive a.s. Then, we will prove that pathwise uniqueness holds for (5.2). By [3, Section 5.3 .D], this gives the desired result that a unique strong solution exists and it is strictly positive a.s.
Step 1: Construct a weak solution to (5.2) that is strictly positive a.s. Thanks to the argument in [3, Theorem 5.5 .15], with R replaced by (0, ∞), there exists a weak solution X to (5.2) up to the explosion time S := lim n→∞ S n , where S n := inf{t ≥ 0 : X t / ∈ (1/n, n)}.
We will show that P(S = ∞) = 1. , it suffices to prove that for any ℓ ∈ (0, ∞),
and
which gives (5.7). On the other hand, thanks to (5.3), there exists 0 < δ < ℓ such that (U ′ ) −1 (V ′ (y)) < 1 2 y α for 0 < y < δ. It follows that
dy and C 3 := exp
σ 2 . This readily shows (5.8). We therefore conclude that the weak solution X takes values in (0, ∞) a.s.
Step 2: Show that pathwise uniqueness holds for (5.2). Let x * > 0 be the unique maximizer of sup x≥0 {x α − µx}. Observe that x → x α − µx is strictly increasing on (0, x * ) and strictly decreasing on (x * , ∞). Also, since V is strictly increasing (Theorem 4.1) and U is strictly concave, x → (U ′ ) −1 (V ′ (x)) is strictly decreasing. It follows that the drift coefficient b(x) := x α − µx − (U ′ ) −1 (V ′ (x)) of (5.2) is strictly decreasing on (x * , ∞).
Besides the weak solution X in Step 1, let X be another weak solution to (5.2), with (Ω, F, P), W , and the initial value x > 0 all the same as those of X. By the same argument in Step 1, X takes values in (0, ∞) a.s. For each N ∈ N, consider
We claim that for any x > 0,
(5.9)
Pick an arbitrary ε > 0, and let x 0 := x * + ε. Fix N ∈ N. If the initial value x < x 0 , since the diffusion coefficient a(u) := σu of (5.2) is bounded away from zero on [1/N, x 0 ], the argument in [9, Theorem] (with c and M therein replaced by σ/N and σx 0 in our case) implies where τ x * := inf{t ≥ 0 : X x t ≤ x * }. Note that (5.10) and (5.11) already imply the desired result (5.9). Indeed, if the initial value x < x 0 , we can define a sequence of stopping times recursively as follows: τ 0 := 0, τ 2n−1 := inf{t ≥ τ 2n−2 : X x t ≥ x 0 }, τ 2n := inf{t ≥ τ 2n−1 : X x t ≤ x * }, ∀n ∈ N.
Then, by using (5.10) and (5.11) alternately on the time intervals [τ n−1 , τ n ], n = 1, 2, ..., we obtain (5.9). If the initial value x ≥ x 0 , we can similarly define a sequence of stopping times recursively as follows: τ 0 := 0, τ 2n−1 := inf{t ≥ τ 2n−2 : X x t ≤ x * }, τ 2n := inf{t ≥ τ 2n−1 : X x t ≥ x 0 }, ∀n ∈ N. By applying (5.11) and (5.10) alternately on the time intervals [τ n−1 , τ n ], n = 1, 2, ..., we again obtain (5.9).
Finally, since X is strictly positive a.s., τ N → ∞ a.s. as N → ∞. We then conclude from (5.9) that P X x t = X x t , ∀t ≥ 0 = 1, for all x > 0. That is, pathwise uniqueness holds for (5.2), as desired.
Remark 5.2. In [8, Lemma 6.1], a strictly positive weak solution to (5.2) is constructed easily through a change of measure. This can be done because (i) consumption processes are uniformly bounded in [8] , which ensures that the new measureP introduced there is well-defined, and (ii) the time horizon is finite in [8] , such that Girsanov's theorem can be applied. In our current setting with general unbounded consumption processes and an infinite time horizon, the above strategy in [8] is not available.
Let U denote the class of functions u ∈ C 2 ((0, ∞)) × C([0, ∞)) that are nonnegative, concave, nondecreasing, and satisfy the following linear growth condition: there exists C > 0 such that u(x) ≤ C(1 + x) for all x ≥ 0.
(5.12)
Now, we are ready to present the main result of this paper.
Theorem 5.1. The function V defined in (2.6) is the unique classical solution to (4.10) among functions in U . Moreover,ĉ ∈ C defined by (5.1), with X being the unique strong solution to (5.2), is an optimal consumption process for (2.6).
Proof. We know from Theorem 4.1 that V ∈ U and solves (4.10) is the classical sense. For any u ∈ U that solves (4.10) in the classical sense, one can follow line by line the arguments in Theorem 4.1 to show that u ≥ V . Furthermore, when we take c =ĉ in (4.12), observe that the inequality becomes equality, from which we conclude that u = V . This shows that V is the unique solution to (4.10) among functions in U , andĉ ∈ C is an optimal consumption process.
Remark 5.3. Since [6, 7] also deal with general unbounded consumption processes, their framework, like ours, suffers the potential issue that the solution X to (5.2) may reach 0 in finite time. The author of [6, 7] does not analyze whether or not, or how likely, X will reach 0 in finite time, but simply proposes to restrict the Ramsey problem to the random horizon [0, τ X ], where τ X is the first time X reaches 0. However, it is hard to imagine that in practice individuals would allow X, which stands for capital per capita, to reach 0, and enjoy no consumption at all afterwards (This is, nonetheless, what [6, (36) ] prescribes). In a reasonable economic model, an optimal consumption process should by itself prevents X from reaching 0, so that there is no need to artificially introduce τ X .
In this aspect, this paper complements [6, 7] , as it provides a framework in which it can be rigorously shown that τ X = ∞ under an optimal consumption behavior.
