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Abstract
One of the remarkable properties of cluster algebras is that any cluster, obtained from a sequence of
mutations from an initial cluster, can be written as a Laurent polynomial in the initial cluster (known
as the “Laurent phenomenon”). There are many nonlinear recurrences which exhibit the Laurent phe-
nomenon and thus unexpectedly generate integer sequences. The mutation of a typical quiver will not
generate a recurrence, but rather an erratic sequence of exchange relations. How do we “design” a quiver
which gives rise to a given recurrence? A key role is played by the concept of “periodic cluster mutation”,
introduced in 2009.
Each recurrence corresponds to a finite dimensional map. In the context of cluster mutations, these
are called “cluster maps”. What properties do cluster maps have? Are they integrable in some standard
sense?
In this review I describe how integrable maps arise in the context of cluster mutations. I first explain
the concept of “periodic cluster mutation”, giving some classification results. I then give a review of
what is meant by an integrable map and apply this to cluster maps. Two classes of integrable maps
are related to interesting monodromy problems, which generate interesting Poisson algebras of functions,
used to prove complete integrability and a linearisation. A connections to the Hirota-Miwa equation is
explained.
Keywords : Poisson algebra, bi-Hamiltonian, integrable maps, super-integrability, Laurent property, cluster
algebra.
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1 Introduction
The main purpose of this review is to explain how integrable maps arise in the context of cluster mutations.
These maps will be derived from recurrences, so we must first ask how recurrences arise in the context of
cluster mutations. To be specific, consider an N th order recurrence in a single variable xn, of the form
xnxn+N = F (xn+1, . . . , xn+N−1), (1.1)
where F is a polynomial in N − 1 variables. How can we represent such a recurrence as a sequence of cluster
mutations?
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Recall that cluster exchange relations (satisfied by the generators of a cluster algebra) are derived by
looking at the nodes of an associated quiver (see Section 2). Each quiver mutation leads to a specific
exchange relation, but also to a change of the quiver. If we randomly choose even a fairly simple quiver, a
little experimentation (using Keller’s Java Applet [23], for example) shows that mutation typically generates a
series of completely different quivers with a wild growth of the number of arrows connecting nodes. Therefore,
each successive exchange relation will involve a different formula for xk 7→ x˜k, so cannot possibly lead to a
regular formula such as (1.1). We need to construct a quiver with a special property that after mutation at
node k (say), at least one node of the new quiver should have the same configuration of arrows as at node
k of the original quiver. After playing with Keller’s Java Applet, this seems like a tall order! Nevertheless,
in [13] we introduced the concept of “periodic cluster mutation”, which gives a way of building quivers for
which a specific sequence of mutations leads to a recurrence. One of the purposes of this paper is to explain
this construction.
Now, supposing we have a way of generating a recurrence from a sequence of cluster mutations, what
properties can we expect this recurrence to have? One of the remarkable properties of cluster algebras
[8] is that any cluster, obtained from a sequence of mutations from an initial cluster, can be written as a
Laurent polynomial in the initial cluster (known as the “Laurent phenomenon”). In particular, if {xn}
∞
n=1
is a sequence generated by cluster mutations, we expect it to possess the Laurent property: ie that the
general term xn can be written as a Laurent polynomial in the initial conditions, meaning a polynomial in
{x±1n }
N
n=1. This property cannot be expected to hold for a sequence generated by (1.1) for arbitrary F since,
for example, the calculation of x2N+1 requires division by the polynomial F (x2, . . . , xN ). Hence we generally
expect xn to be rational, with nontrivial polynomials in the denominators. This means that miraculous
cancellations must take place, rendering the denominator a monomial! An immediate consequence of the
Laurent property is that if we take initial conditions x1 = · · · = xN = 1, then the recurrence generates a
sequence of integers.
The archetypal example is the Somos-4 recurrence
xnxn+4 = xn+1xn+3 + x
2
n+2, (1.2)
which (with initial conditions x1 = x2 = x3 = x4 = 1) generates the integer sequence:
1, 1, 1, 1, 2, 3, 7, 23, 59, 314, 1529, 8209, . . .
(see “The On-Line Encyclopedia of Integer Sequences” [33] and [14]). Other examples are the Somos-5 and
6 recurrences
xnxn+5 = xn+1xn+4 + xn+2xn+3, (1.3)
xnxn+6 = xn+1xn+5 + xn+2xn+4 + x
2
n+3. (1.4)
In fact we can write a “Somos-N recurrence” for all N , but from Somos-8 onwards, they no longer possess
the Laurent property. One might be tempted to think that any recurrence with the Laurent property should
be derivable through cluster mutation, but the general cluster exchange relation (see (2.2)) has only two
terms on the “right hand side”, so (1.4) cannot be so obtained. Nevertheless, Fomin and Zelevinsky did
introduce other cluster-related techniques in [9], with which they could prove the Laurent property for this
more general class of recurrence. Since both (1.2) and (1.3) have the correct two-term form, we may hope
that they are connected to some cluster mutations. Indeed, quivers corresponding to these were derived in
[13] (see Section 2).
Given the recurrence (1.1), we can consider a corresponding cluster map ϕ : CN → CN of the form
ϕ : (x1, . . . , xN ) 7→ (x2, . . . , xN , xN+1), where xN+1 =
F (x2, . . . , xN )
x1
, (1.5)
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which defines a discrete dynamical system on CN .
What properties (other than being Laurent) can we expect this map to possess? It is known [19] that
both (1.2) and (1.3) are related to special cases of the QRT map [32], a well known 18 parameter family of
integrable maps of the plane. Again, we might be tempted to think that all maps that are derived through
cluster mutation are integrable. However, numerical experimentation, or applying one of the “tests for
integrability” (see Section 5.1) soon shows that most cluster maps are non-integrable. We must, therefore,
address the question of isolating integrable cases and possibly giving some sort of classification. Such “tests
for integrability” are, in fact, only an indication, usually just supplying necessary conditions.
When we say a map is integrable, we mean integrable in the Liouville sense. This means that we have
a usual completely integrable Hamiltonian system, whose commuting Hamiltonian flows are continuous
symmetries of our discrete dynamical system. Our maps (perhaps after reduction to a lower dimensional
manifold) will be Poisson maps (generalisations of canonical transformations), subject to some additional
invariance properties. To keep this review self-contained, Section 3 gives a brief introduction to these
concepts.
Given a map, it is a nontrivial task to find an appropriate symplectic or Poisson structure which is
invariant under its action. Remarkably, in the case of cluster maps derived from periodic quiver mutation,
this problem can be solved algorithmically. An invariant (pre-)symplectic structure is built out of the
matrix B which defines the quiver. On symplectic leaves, this in turn defines an invariant Poisson bracket
(see Section 4). However, there is no algorithm for finding the appropriate number of invariant, Poisson
commuting functions. Nevertheless, for some classes of cluster maps it is possible to find these.
In Section 6 we consider a special class of recurrence related to the simplest period 1 quivers (the
“primitives”). For an even number of nodes, it was shown in [10] these are bi-Hamiltonian and this can be
used to algorithmically build the commuting integrals. Later, it was shown in [12] that for any number of
nodes it is possible to build a 2× 2 matrix monodromy problem, from which we can derive the commuting
integrals. It is also possible to show that the sequence {xn}
∞
n=1 generated by the nonlinear “primitive”
recurrences, satisfies a higher order linear recurrence. Similar results can be derived for another recurrence,
described in Section 7, only this time the monodromy matrix is 3 × 3. For this class it is sometimes (but
not always!) possible to find the appropriate number of invariant, commuting integrals to prove complete
integrability.
The Somos-4 and Somos-5 recurrences cannot be linearised, but their corresponding maps do have a Lax
representation. This follows from the fact that these recurrences (and a larger class, containing them) are
reductions of the Hirota-Miwa (discrete KP) Equation. This is briefly described in Section 8.
This paper is mainly a review of [13, 10, 11, 12], but in the conclusions I mention some recent developments
and discuss open problems.
2 Quiver Mutation
A quiver is a directed graph, consisting of N nodes with directed edges between them. There may be several
arrows between a given pair of vertices, but for cluster algebras there should be no 1-cycles (an arrow which
starts and ends at the same node) or 2-cycles (an arrow from node a to node b, followed by one from node
b to node a). A quiver Q, with N nodes, can be identified with the unique skew-symmetric N × N matrix
BQ with (BQ)ij given by the number of arrows from i to j (with the obvious sign convention).
Definition 2.1 (Quiver Mutation). Given a quiver Q we can mutate at any of its nodes. The mutation of
Q at node k, denoted by µkQ, is constructed (from Q) as follows:
1. Reverse all arrows which either originate or terminate at node k.
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2. Suppose that there are p arrows from node i to node k and q arrows from node k to node j (in Q).
Add pq arrows going from node i to node j to any arrows already there.
3. Remove (both arrows of) any two-cycles created in the previous steps.
Note that in Step 2, pq is just the number of paths of length 2 between nodes i and j which pass through
node k.
Quiver mutation is very visual and easy to understand, but for computations we use the following:
Definition 2.2 (Matrix Mutation). Let B and B˜ = µkB be the skew-symmetric matrices corresponding to
the quivers Q and Q˜ = µkQ. Let bij and b˜ij be the corresponding matrix entries. Then quiver mutation
amounts to the following formula
b˜ij =
{
−bij if i = k or j = k,
bij +
1
2 (|bik|bkj + bik|bkj |) otherwise.
(2.1)
2.1 Cluster Exchange Relations
Given a quiver (with N nodes), we attach a variable at each node, labelled (x1, . . . , xN ) (the initial cluster).
When we mutate the quiver we change the associated matrix according to formula (2.1) and, in addition,
we transform the cluster variables (x1, . . . , xN ) 7→ (x1, . . . , x˜k, . . . , xN ), where
xkx˜k =
∏
bik>0
xbiki +
∏
bik<0
x−biki , x˜i = xi for i 6= k. (2.2)
If one of these products is empty (which occurs when all bik have the same sign) then it is replaced by the
number 1. This formula is called the (cluster) exchange relation. Notice that it just depends upon the kth
column of the matrix. Since the matrix is skew-symmetric, the variable xk does not occur on the right side
of (2.2).
After this process we have a new quiver µkQ, with a new matrix µkB. This new quiver has cluster
variables (x˜1, . . . , x˜N ). However, since the exchange relation (2.2) acts as the identity on all except one
variable, we write these new cluster variables as (x1, . . . , x˜k, . . . , xN ). We can now repeat this process and
mutate µkQ at node p and produce a third quiver µpµkQ, with cluster variables (x1, . . . , x˜k, . . . , x˜p, . . . , xN ),
with x˜p being given by an analogous formula (2.2).
Remark 2.3 (Involutive Property). If p = k, then µ2kQ = Q, so we insist that p 6= k.
2.2 Periodicity
Before introducing the general concept of periodicity [13], I give a motivating example, which also illustrates
the above definitions of mutation. This is the quiver which generates the Somos-4 recurrence.
Example 2.4 (The Somos-4 Quiver S4). Consider the quiver (and its associated matrix) of Figure 1. The
mutation at node 1 leads to the quiver (and associated matrix) of Figure 2. Placing x1, x2, x3, x4 respectively
at nodes 1 to 4 of quiver S4 gives the initial cluster. Along with the quivermutation, we also have the exchange
relation
x1x˜1 = x2x4 + x
2
3. (2.3)
This corresponds to one arrow coming into node 1 from each of nodes 2 and 4 with 2 arrows going out to
node 3.
We can now consider mutations of quiver S˜4 = µ1S4. To avoid too many “tildes”, let us write x˜1 = x5,
so quiver S˜4 has x5, x2, x3, x4 respectively at nodes 1 to 4. Mutation at node 1 would just take us back to
5
321
4
B =

0 −1 2 −1
1 0 −3 2
−2 3 0 −1
1 −2 1 0

Figure 1: The Somos-4 quiver S4 and its matrix.
1
4 3
2
B˜ =

0 1 −2 1
−1 0 −1 2
2 1 0 −3
−1 −2 3 0

Figure 2: Mutation S˜4 = µ1S4 of the quiver S4 at 1 and its matrix.
quiver S4 (as noted in the above remark). We compare the exchange relations we would obtain by mutating
at nodes 2 or 3.
Mutation at node 2 would lead to exchange relation
x2x˜2 = x3x5 + x
2
4, (2.4)
whilst that at node 3 would lead to
x3x˜3 = x2x
2
5 + x
3
4. (2.5)
We see that the right hand sides of formula (2.3) and (2.4) are related by a shift, whilst formula (2.5) is
entirely different. In fact, it can be seen in Figures 1 and 2 that the configuration of arrows at node 2 of
quiver S˜4 is exactly the same as that at node 1 of quiver S4, thus giving the same exchange relation. In fact,
we have more. The whole quiver S˜4 is obtained from S4 by just rotating the arrows, whilst keeping the
nodes fixed. It follows that mutation of quiver S˜4 at node 2 just leads to a further rotation, with node 3
inheriting this same configuration of arrows. If at each step we relabel x˜n as xn+4, the n
th exchange relation
can be written
xnxn+4 = xn+1xn+3 + x
2
n+2. (2.6)
This rotational property of the quiver has lead to a recurrence, which in this case is just Somos-4.
The essential property of the quiver S4 was that mutation at node 1 just gave us a copy of S4 up to a
permutation of the indices. If we insist (for an N−node quiver) that this permutation has order N , then (by
a change of labelling) we can represent it by the N ×N matrix
ρ =

0 · · · · · · 1
1 0
...
. . .
. . .
...
1 0
 ,
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which acts on the matrix B by
B 7→ ρBρ−1.
In terms of the quiver we write this as Q 7→ ρQ.
Consider a quiver Q = Q(1), with N nodes, and a sequence of mutations, starting at node 1, followed by
node 2, and so on. Mutation at node 1 of a quiver Q(1) will produce a second quiver Q(2). The mutation
at node 2 will therefore be of quiver Q(2), giving rise to quiver Q(3) and so on. In [13] we defined a period
m quiver as follows.
Definition 2.5. A quiver Q has period m if it satisfies Q(m + 1) = ρmQ(1) (with m the minimum such
integer). The mutation sequence is depicted by
Q = Q(1)
µ1
−→ Q(2)
µ2
−→ · · ·
µm−1
−→ Q(m)
µm
−→ Q(m+ 1) = ρmQ(1), (2.7)
and called the periodic chain associated to Q.
The corresponding matrices would then satisfy B(m+ 1) = ρmB(1)ρ−m.
Remark 2.6 (The Sequence of Mutations). We must perform the correct sequence of mutations. For
instance, if we mutate µ1S4 at node 3, we obtain a quiver which has 5 arrows from node 4 to node 1, which
cannot be permutation equivalent to Q(1) = S4. As we previously saw, the corresponding exchange relation
(see (2.5)) was also different.
Remark 2.7 (Other Definitions of Periodicity). Apparently, examples of periodicity were known in the
context of T- and Y-systems, so this concept was formalised in [27]. Indeed, in this paper Nakanishi also
defines and develops the theory of periodic cluster mutation, but his motivation is rather different from ours.
2.3 Period 1 Quivers
Period 1 quivers can be completely classified in terms of a special class of quivers, called primitives. In our
classification, the primitives are the atoms out of which we build the general period 1 quiver for each N.
Definition 2.8 (Period 1 sink-type quivers). A quiver Q is said to be a period 1 sink-type quiver if it is of
period 1 and node 1 of Q is a sink.
Definition 2.9 (Skew-rotation). We shall refer to the matrix
τ =

0 · · · · · · −1
1 0
...
. . .
. . .
...
1 0
 .
as a skew-rotation.
If node 1 of Q is a sink, there are no paths of length 2 through it, and the second part of Definition 2.1
is void. Period 1 mutation then reduces to a simple conjugation.
Lemma 2.10 (Period 1 sink-type equation). A quiver Q with a sink at 1 is period 1 if and only if τBQτ
−1 =
BQ.
The map M 7→ τMτ−1 simultaneously cyclically permutes the rows and columns of M (up to a sign),
while τN = −IN , hence τ has order N . This gives us a method for building period 1 matrices: we sum over
τ -orbits.
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The period 1 primitives P
(k)
N . We consider a quiver with just a single arrow from node N − k + 1
to 1, represented by the skew-symmetric matrix R
(k)
N with (R
(k)
N )N−k+1,1 = 1, (R
(k)
N )1,N−k+1 = −1 and
(R
(k)
N )ij = 0 otherwise.
We remark that the geometric action of τ in the above sum is to rotate the arrow clockwise without
change of orientation, except that when the tail of the arrow ends up at node 1 it is reversed. It follows that
1 is a sink in the resulting quiver. Since it is a sum over a τ -orbit, we have τB
(k)
N τ
−1 = B
(k)
N , and thus that
P
(k)
N is a period 1 sink-type quiver. In fact, we have the simple description:
B
(k)
N =
{
τk − (τ t)k, if N = 2r + 1 and 1 ≤ k ≤ r, or N = 2r and 1 ≤ k ≤ r − 1,
τr , if N = 2r and k = r,
(2.8)
where τ t denotes the transpose of τ . The choice 1 ≤ k ≤ r is because R
(k)
N and R
(N−k)
N are in the same orbit.
Figure 3 shows these primitives for N = 4, 5.
4
1 2
3
(a) P
(1)
4
3
1 2
4
(b) P
(2)
4
5
1
2
34
(c) P
(1)
5
4
5
1
2
3
(d) P
(2)
5
Figure 3: The period 1 primitives for 4 and 5 nodes.
2.3.1 The General Period 1 Quiver
We start with a skew-symmetric matrix whose first column is of the form (0,m1, . . . ,mN−1)
T and construct
the remaining elements bij . For 1 ≤ i, j ≤ N − 1, let
εij =
1
2
(mi|mj | −mj |mi|).
Then if mi and mj have the same sign, εij = 0. Otherwise εij = ±|mimj |, where the sign is that of mi. The
general formula (2.1) for matrix mutation then gives
B˜ = µ1B ⇒ b˜ij = bij + εi−1,j−1.
We also have that the effect of the rotation B 7→ ρBρ−1 is to move the entries of B down and right one step,
so that (ρBρ−1)ij = bi−1,j−1, remembering that indices are labelled modulo N , so N + 1 ≡ 1.
Therefore, µ1B = ρBρ
−1 implies
bij = bi−1,j−1 + εj−1,i−1 and (bN,1, bN,2, . . . , bN,N−1) = (m1, . . . ,mN−1).
The first of these is a difference equation, building the lower triangular elements of B, with initial conditions
on the left column. The second of these is a boundary condition. Together, they imply that mn−r = mr
(the palindromic property) and that
bij = bi−j+1,1 + εj−1,i−1 + εj−2,i−2 + · · ·+ ε1,i−j+1. (2.9)
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A Description in Terms of Primitives. Recall that for an even (or odd) number of nodes, N = 2r (or
N = 2r + 1), there are r primitives, labelled B
(k)
2r (or B
(k)
2r+1), k = 1, · · · , r. We denote the general linear
combination of these by
B˜2r(µ1, . . . , µr) =
r∑
j=1
µjB
(j)
2r , or B˜2r+1(µ1, . . . , µr) =
r∑
j=1
µjB
(j)
2r+1,
for integers µj . The quivers corresponding to B˜2r(µ1, . . . , µr) and B˜2r+1(µ1, . . . , µr) do not have periodicity
properties (unless all µj have the same sign).
Theorem 2.11 (The general period 1 quiver). Let B2r (respectively B2r+1) denote the matrix corresponding
to the general even (respectively odd) node quiver of mutation periodicity 1. Then
1.
B2r = B˜2r(m1, . . . ,mr) +
r−1∑
k=1
B˜2(r−k)(εk,k+1, . . . , εkr),
where B˜2(r−k)(εk,k+1, . . . , εkr) is embedded in a 2r× 2r matrix in rows and columns k+ 1, . . . , 2r− k.
2.
B2r+1 = B˜2r+1(m1, . . . ,mr) +
r−1∑
k=1
B˜2(r−k)+1(εk,k+1, . . . , εkr),
where B˜2(r−k)+1(εk,k+1, . . . , εkr) is embedded in a (2r + 1) × (2r + 1) matrix in rows and columns
k + 1, . . . , 2r + 1− k.
Remark 2.12. From these formulae, together with (2.8), we see that the first column of BN , corresponding
to a period 1 quiver, is palindromic, with br1 = mr−1 and mN−r = mr. These are the only matrix elements
which enter the formula of the cluster exchange relation, and thus the recurrence formula. The matrix B has
the following symmetry: bN−j+1,N−i+1 = bij.
2.3.2 Recurrences from Period 1 Solutions
Corresponding to each period 1 quiver
xn+N xn =
∏
mj≥0
x
mj
n+j +
∏
mj≤0
x
−mj
n+j , (2.10)
where the indices in each product lie in the range 1 ≤ j ≤ N −1, with the exponents (m1, ...,mN−1) forming
an integer (N − 1)-tuple which is palindromic, so that mj = mN−j .
Example 2.13 (The Somos-4 Quiver). For the Somos-4 quiver, we have m1 = 1,m2 = −2 and our formula
requires the addition of a further two arrows between nodes 3 and 2 (see Figure 4).
Example 2.14 (The Somos-5 Quiver). For the Somos-5 quiver, we have m1 = 1,m2 = −1, giving
xnxn+5 = xn+1xn+4 + xn+2xn+3. (2.11)
The full quiver is given by P
(1)
5 − P
(2)
5 + P
(1)
3 (see Figure 5).
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3
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Figure 4: One of P
(1)
4 minus two of P
(2)
4 plus two of P
(1)
2 gives S4
1
2
34
5
Figure 5: The Somos-5 quiver.
Example 2.15 (Period 1 Quiver with 6 Nodes). Here the matrix has the form
B =

0 −m1 −m2 −m3 −m2 −m1
m1 0 −m1 −m2 −m3 −m2
m2 m1 0 −m1 −m2 −m3
m3 m2 m1 0 −m1 −m2
m2 m3 m2 m1 0 −m1
m1 m2 m3 m2 m1 0

+

0 0 0 0 0 0
0 0 −ε12 −ε13 −ε12 0
0 ε12 0 −ε12 −ε13 0
0 ε13 ε12 0 −ε12 0
0 ε12 ε13 ε12 0 0
0 0 0 0 0 0
+

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 −ε23 0 0
0 0 ε23 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 ,
which can be written as
B =
3∑
j=1
mk B
(k)
6 +
2∑
k=1
ε1,k+1B
(k)
4 + ε23B
(1)
2 ,
where the periodic solutions with fewer rows and columns are embedded symmetrically within a 6×6 matrix.
Some specific examples of this can be found in the next example.
Example 2.16 (Gale-Robinson Sequence (N nodes)). The 2−term Gale-Robinson recurrence is given by
xnxn+N = xn+N−rxn+r + xn+N−sxn+s,
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for 0 < r < s ≤ N/2, and is one of the examples discussed in [9]. This corresponds to the period 1 quiver
with mr = 1 and ms = −1 (unless N = 2s, in which case we take ms = −2).
Subcases of Somos-6 when N = 6: If we choose m1 = 1, m2 = −1, m3 = 0, the full quiver is P
(1)
6 −
P
(2)
6 + P
(1)
4 (see Figure 6(a)) and corresponds to the recurrence
xnxn+6 = xn+1xn+5 + xn+2xn+4. (2.12)
If we choose m1 = 1, m2 = 0, m3 = −2, the full quiver is P
(1)
6 − 2P
(3)
6 + 2P
(2)
4 (see Figure 6(b)) and
corresponds to the recurrence
xnxn+6 = xn+1xn+5 + x
2
n+3. (2.13)
If we choose m1 = 0, m2 = 1, m3 = −2, the full quiver is P
(2)
6 − 2P
(3)
6 + 2P
(1)
2 (see Figure 6(c)) and
corresponds to the recurrence
xnxn+6 = xn+2xn+4 + x
2
n+3. (2.14)
PSfrag replacements
1 2
3
45
6
(a) Equation (2.12)
PSfrag replacements
1 2
3
45
6
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3
45
6
(c) Equation (2.13)
Figure 6: Quivers giving subcases of Somos-6
2.4 Period 2 Quivers
Already at period 2, we cannot give a full classification of the possible quivers. However, we can give the
full list for low values of N , the number of nodes. We can also give a class of period 2 quivers which exists
for all N .
Whereas period 1 quivers gave rise to recurrences in a single variable xn, period 2 quivers give us two
components (xn, yn).
2.4.1 A Family of Period 2 Solutions
It is possible to modify the derivation of the general period 1 quiver, to incorporate an involution so as to
give a corresponding family of period 2 quivers.
We start with a skew-symmetric matrix whose first column is of the form (0,m1, . . . ,mN−1)
T and impose
the condition mN−r = mr, r 6= 1 and mN−1 = m1 6= m1. We require ε11 = 0, so assume both m1 ≥ 0 and
m1 ≥ 0. We write B = B(m) = B(m1,m2, . . . ,mN−2,m1) and define σ(m) = σ(m1,m2, . . . ,mN−2,m1) =
(m1,m2, . . . ,mN−2,m1).
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We construct a matrix B = B(m) which satisfies the equation
µ1(B) = ρB(σ(m))ρ
−1. (2.15)
Since σ is an involution, we obtain period 2 solutions in this way. This condition leads to the formula
bij = σ(bi−1,j−1) + εj−1,i−1, (2.16)
with which we iteratively build the matrix B from the left column. Condition (2.15) also implies that
(bN1, bN2, . . . , bN,N−1) = σ(m), which acts as a boundary condition for the difference equation (2.16). This
puts constraints on the possible values of mi. We require mr ≥ 0 for r odd, r ≥ 3 and, in addition, m2 = −1
for N odd. To achieve nontrivial mutation, we must choose at least one of the mr < 0, for r even.
Example 2.17 (The 4 Node Case). We take m1 = r > 0, m2 = −s < 0, m3 = m1 = t > 0, with t 6= r and
easily construct
B(1) =

0 −r s −t
r 0 −t− rs s
−s t+ rs 0 −r
t −s r 0
 , B(2) =

0 r −s t
−r 0 −t s
s t 0 −r − st
−t −s r + st 0
 ,
satisfying (2.15).
Example 2.18 (The 5 Node Case). We take m1 = r > 0, m2 = −1, m3 = m1 = t > 0, with t 6= r and
easily construct
B(1) =

0 −r 1 1 −t
r 0 −r − t 1− r 1
−1 r + t 0 −r − t 1
−1 r − 1 r + t 0 −r
t −1 −1 r 0
 ,
(2.17)
B(2) =

0 r −1 −1 t
−r 0 −t 1 1
1 t 0 −r − t 1− t
1 −1 r + t 0 −r − t
−t −1 t− 1 r + t 0
 ,
satisfying (2.15).
2.4.2 “Exceptional” Period 2 Solutions
For low values of N it is possible to determine all period 2 quivers. For N ≥ 5 there exist quivers that
are not in the “regular” class, described in section 2.4.1. We call these “exceptional solutions”. I give one
example here.
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Example 2.19 (An Exceptional, Period 2, 5 Node Quiver). Here we have
B(1) =

0 −m1 −1 −m1 − 1 1
m1 0 1 −m1 − 1 −m1 − 1
1 −1 0 1 −1
m1 + 1 m1 + 1 −1 0 −m1
−1 m1 + 1 1 m1 0
 ,
(2.18)
B(2) =

0 m1 1 m1 + 1 −1
−m1 0 1 −m1 − 1 −1
−1 −1 0 1 0
−m1 − 1 m1 + 1 −1 0 1
1 1 0 −1 0
 .
2.4.3 Recurrences from Period 2 Solutions
Consider (2.7), with m = 2. The configuration of arrows at node 2 of Q(2) will be different from that at
node 1 of Q(1), so the cluster exchange relation will be different. However, node 3 of Q(3) = ρ2Q(1) will
have the same configuration of arrows as node 1 of Q(1). Hence, after two mutations we obtain the same
formula, but with the index shifted. The result is that we have a pair of formulae which alternate as we go
around the nodes. It is thus natural to relabel the cluster variables accordingly.
Labelling the odd and even nodes by x and y, we start with an initial cluster (x1, y1, x2, y2, . . . ) at nodes
1, 2, 3, 4, . . . . We see immediately that there is a “mismatch” if N is odd. This has a consequence for the
initial value problem. When N = 2m, the recurrence is of order m. When N = 2m − 1, the recurrence is
again of order m, but the first exchange relation plays the role of a boundary condition.
Example 2.20 (The 4 Node Case). For Example 2.17, we combine the two formulae to give a recurrence
(xn, yn) 7→ (xn+2, yn+2), given by
xnxn+2 = y
r
ny
t
n+1 + x
s
n+1, ynyn+2 = x
r
n+2x
t
n+1 + y
s
n+1 =
(yrny
t
n+1 + x
s
n+1)
rxtn+1
xrn
+ ysn+1. (2.19)
Remark 2.21. We can construct a different recurrence by first rotating B(2), with B(2) 7→ ρ−1B(2)ρ (so
node 2 becomes node 1). Mutation at this new node 1 then gives a rotated version of the old quiver Q(1), so
we just cycle through the same pair of quivers (see Figure 7). The rotation ρ−1Q(2) is just Q(1) with r↔ t,
ρ−1Q(2) ρQ(1) ρQ(2)
Q(1) Q(2) ρ2Q(1) ρ2Q(2)
✲ ✲ ✲
✲ ✲ ✲ ✲
◗
◗
◗
◗
◗
◗❦
◗
◗
◗
◗
◗
◗❦
◗
◗
◗
◗
◗
◗❦
µ1 µ2 µ3
µ1 µ2 µ3 µ4
ρ−1 ρ−1 ρ−1
Figure 7: Period 2 quivers and mutations
so the second form of the recurrence is just (2.19), with r↔ t.
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Example 2.22 (A 5 Node Case). Consider the case with matrices (2.17). The same procedure leads first
to the relation
x1y3 = y
r
1x
t
3 + x2y2,
after which the variables satisfy a third order (2−component) recurrence
ynxn+3 = y
r
n+2x
t
n+1 + xn+2yn+1, xn+1yn+3 = y
r
n+1x
t
n+3 + xn+2yn+2, n = 1, 2, · · · . (2.20)
We start with initial conditions (x1, y1, x2, y2, x3) = (c1, c2, c3, c4, c5). The first relation gives y3, which is
the sixth initial condition required for the recurrence (2.20).
As above, it is possible to construct a companion recurrence, corresponding to the choice
B¯(1) = ρ−1B(2)ρ, B¯(2) = ρB(1)ρ−1.
3 Symmetries and Complete Integrability
The main purpose of this section is to arrive at a general definition of complete integrability for a discrete
dynamical system defined by a map. This definition requires the notion of a continuous symmetry, so we first
discuss the Lie Bracket and commutativity of vector fields. The culmination of this part of the discussion is
Lie’s Theorem, which states that in n dimensions, n commuting vector fields form a completely integrable
system, and can be simultaneously straightened.
When applied to a Hamiltonian system, this leads to Liouville’s Theorem of complete integrability. For
this part of the discussion we first give the general definition of a Poisson bracket and Poisson manifold.
Poisson commutativity of two functions gives the commutativity of the corresponding Hamiltonian vector
fields. For complete integrability of a map we require some additional invariance properties.
In the case of cluster maps, the matrix B defines a pre-symplectic structure, which is invariant under the
action of the map when B is mutation periodic. This then enables the construction of an invariant Poisson
bracket, possibly after the reduction to a lower dimensional space.
3.1 The Lie Bracket and Commuting Vector Fields
Let M be an n−dimensional manifold, and suppose (x1, . . . , xn) is a local coordinate system at point p ∈M .
Any collection of smooth functions {Xi(x)}
n
i=1 in some neighbourhood of M defines a smooth vector field,
which we can associate with a first order partial differential operator (acting on smooth functions f :M → R)
Xf =
n∑
i=1
Xi
∂f
∂xi
. (3.1)
Integral curves are any trajectories xi(t), satisfying
dxi
dt
= Xi.
Definition 3.1 (The Commutator). The commutator [X,Y] = X ◦Y −Y ◦X of two vector fields, X =∑n
i=1Xi
∂
∂xi
and Y =
∑n
i=1 Yi
∂
∂xi
, is the vector field with components:
[X,Y]j =
n∑
i=1
(
Xi
∂Yj
∂xi
− Yi
∂Xj
∂xi
)
= X(Yj)−Y(Xj). (3.2)
The commutator is also called the Lie bracket. It is bilinear, skew-symmetric and satisfies the Jacobi
identities, so defines a Lie algebraic structure on vector fields.
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Clearly, the coordinate vector fields ei =
∂
∂xi
commute: [ei, ej ] = 0. This means that their respective
integral curves can be used as coordinate curves, since, from a given initial point, we unambiguously arrive
at the same point, by following first one and then the other, regardless of the order we choose. Furthermore,
if two vector fields commute ([X,Y] = 0), then this property still holds, which means that we can simul-
taneously straighten the vector fields. This means that there exist coordinates yi, such that X =
∂
∂y1
and
Y = ∂
∂y2
. Generally, we have:
Theorem 3.2 (Complete Integrability (Lie’s Theorem)). Let X1, . . . ,Xn be n independent vector fields on
Rn:
Xi =
n∑
j=1
aij
∂
∂xj
.
If [Xi,Xj ] = 0, for all i, j, then we can simultaneously straighten these n vector fields.
Proof: Our task is to solve the linear equations
Xiyj = δij ⇒
n∑
k=1
aik
∂yj
∂xk
= δij , (3.3)
which reduce to
∂yj
∂xi
= bij , where B = A
−1. (3.4)
The integrability conditions:
∂bij
∂xk
=
∂bkj
∂xi
are guaranteed by the commutativity of the vector fields. Since bij are just functions of x, this reduces to
quadratures, which can be explicitly integrated for simple vector fields.
3.2 Poisson Manifolds
We now suppose there exists an algebraic operation {f, g} between functions on M , possessing the following
properties, thus defining a Poisson bracket on M .
Definition 3.3 (A Poisson Bracket). Let f, g and h be functions, α and β constants. Then the operation
{f, g} is said to be a Poisson bracket if the following properties hold:
1. Bilinearity: {αf + βg, h} = α {f, h}+ β {g, h},
2. Skew Symmetry: {f, g} = −{g, f},
3. Jacobi Identity {{f, g}, h}+ {{g, h}, f}+ {{h, f}, g} = 0,
4. Leibnitz Rule {fg, h} = {f, h}g + f{g, h}.
The first three define a Lie algebra on the functions on M . The fourth guarantees the existence of a
Hamiltonian vector field:
Xhf = {f, h} ⇒ Xh(fg) = (Xhf)g + f(Xhg).
Definition 3.4 (Poisson Tensor). The Poisson tensor P (x), is defined by its matrix of coefficients:
Pij = {xi, xj},
which is skew-symmetric: Pji = −Pij .
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Remark 3.5. The Poisson tensor is a bivector so in standard tensor notation would have upper indices (as
should xk), but we have avoided this notation here. This accounts for the formula for the Lie derivative,
given below.
The Jacobi identity implies:
{{xi, xj}, xk}+ {{xj , xk}, xi}+ {{xk, xi}, xj} = 0, for i < j < k,
which then imply
n∑
ℓ=1
(
Piℓ
∂Pjk
∂xℓ
+ Pjℓ
∂Pki
∂xℓ
+ Pkℓ
∂Pij
∂xℓ
)
= 0, for i < j < k. (3.5)
These conditions are implied by the properties given in the definition of an abstract Poisson bracket. In
applications, we define a (specific) Poisson bracket by presenting a skew-symmetric matrix Pij , satisfying
conditions (3.5).
The ith component of Xh is just Xhxi = {xi, h} = Pij
∂h
∂xj
, so the Hamiltonian vector field and Poisson
bracket formulae are given by
Xh =
n∑
i,j=1
Pij
∂h
∂xj
∂
∂xi
, and {f, h} =
∑
i,j
∂f
∂xi
Pij
∂h
∂xj
. (3.6)
Definition 3.6 (Casimirs and Rank of a Poisson Tensor). Suppose the rank of the Poisson tensor P is 2r,
so n = 2r + m. When m = 0, the Poisson bracket is non-degenerate and its inverse defines a symplectic
form. If m > 0 and the m null vectors can be written as gradients of some functions Ck, k = 1, . . .m, then
these functions are said to be Casimirs. The Casimir functions satisfy
{f, Ck} = 0 for arbitrary function f.
The Lie Derivative of a Poisson Tensor along X is defined by the formula
(LXP )ij =
∑
k
(
Xk
∂Pij
∂xk
− Pik
∂Xj
∂xk
− Pkj
∂Xi
∂xk
)
.
In the particular case of Xh, we have
(LXhP )ij = −
∑
k,ℓ
(
Pℓk
∂Pij
∂xk
+ Pik
∂Pjℓ
∂xk
+ Pkj
∂Pℓi
∂xk
)
∂h
∂xℓ
.
We can interpret this formula in two ways
1. If P is a Poisson tensor, then for any Hamiltonian vector field Xh, LXhP = 0.
2. If for any function h, LXhP = 0, where Xh is defined by formula (3.6), for some skew-symmetric
(contravariant) tensor P , then P satisfies the Jacobi identities, so defines a Poisson bracket.
3.2.1 The Commutator of Two Hamiltonian Vector Fields
To each function f(x) there corresponds a Hamiltonian vector field (3.6). The commutator of two such vector
fields is defined by (3.2). The Jacobi identities give us an important relation between two Lie algebras.
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Theorem 3.7. If f and g are any 2 functions on phase space, then:
[Xf , Xg] = −X{f,g}. (3.7)
We thus have that the commutator of 2 Hamiltonian vector fields is not just a vector field, but also
Hamiltonian. The formula (3.7) is perhaps the most important consequence of the Jacobi identities, giving
us that the flows generated by Poisson commuting functions commute:
{f, g} = 0 ⇒ [Xf , Xg] = 0. (3.8)
3.2.2 Complete Integrability of a Hamiltonian System
We now describe Liouville integrability, which is a corollary to Lie’s Theorem 3.2. See [3, 5] for more details.
We start with a Poisson tensor P of rank 2r (n = 2r+m), with m Casimir functions {Ck}
m
k=1, satisfying
{Ck, f} = 0, for all functions f(x). This last statement means that all Hamiltonian flows generated by P are
tangent to the level surfaces of Ck, of dimension 2r:
Ms = {x ∈M : Ck = sk}, sk constants,
determined by the initial conditions. The matrix
∂Cj
∂xi
, i = 1, . . . , n, j = 1, . . . ,m will have maximum rank
m almost everywhere. This condition will fail at most on some lower dimensional surfaces within M . The
regular open regions of maximal rank are foliated by the surfaces Ms, called symplectic leaves. If we use Ci
as local coordinates in such a region, then the matrix P will have a 2r × 2r non-degenerate block, with the
remainder of the matrix being an array of zeros.
Now consider such a symplectic leaf, with local coordinates x1, . . . , x2r. Suppose we now have r indepen-
dent functions hi, i = 1, . . . , r (again the matrix
∂hj
∂xi
, i = 1, . . . , 2r, j = 1, . . . , r must be of maximal rank r),
which are in involution:
{hi, hj} = 0, for all i, j = 1, . . . , r. (3.9)
If this is written
Xhjhi = 0, for i = 1, . . . , r,
we see that, for each j = 1, . . . , r, Xhj is tangent to the level surface
Mc = {x ∈Ms : hi(x) = ci}, ci constants,
determined by initial conditions. Furthermore, by (3.7), the r vector fields Xhj commute on this r dimen-
sional surface Mc. By Lie’s Theorem 3.2 these vector fields form a completely integrable system, so can be
“simultaneously straightened”, forming coordinate curves within Mc.
Theorem 3.8 (Liouville Integrability). Let h1, . . . , hr be r independent functions, satisfying (3.9) on the
2r dimensional manifold Ms. Then each of the Hamiltonian systems defined by the vector fields Xhi is
completely integrable.
Remark 3.9. This discussion has been “formal” in the sense that I have not considered global conditions,
such as the completeness of the trajectories of Xhj within the surface Mc. When Mc is compact, then it is
topologically a torus and it is possible to build action-angle variables. See [5] for a careful analysis of this.
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3.2.3 Bi-Hamiltonian Systems
Within the context of soliton theory and the “Lenard scheme” the notion of bi-Hamiltonian systems was
introduced in [26, 17] (see also [29, 2, 7]). Here we just present some basic facts, which find use in the
discussion of Section 6.4.
Let P1 and P2 define Poisson tensors (see Definition 3.4) on a given Poisson manifold.
Definition 3.10 (Compatible Poisson Brackets). The matrices P1 and P2 are said to be compatible Poisson
tensors if P1, P2 and P = P2 + P1 satisfiy the Jacobi identities (3.5). We can then define the following
Poisson brackets:
{f, g}i = ∇fPi∇g, i = 1, 2 and {f, g}P = ∇f(P2 + P1)∇g.
Typically, both Poisson brackets will be degenerate, allowing us to define a bi-Hamiltonian ladder, starting
with a Casimir function of P1 and ending with one of P2:
P1∇h1 = 0, P1∇hk = P2∇hk−1, for 2 ≤ k ≤M, and P2∇hM = 0, (3.10)
for some M . It is possible to start with the Casimir h1 of P1 and use the ladder relations to successively
construct hk for k > 1. When we reach hM the ladder relations stop, with P2∇hM = 0.
To prove complete integrability, we use the following result.
Lemma 3.11 (Bi-Hamiltonian Relations). With the Poisson brackets given by Definition 3.10, the functions
h1, . . . , hM satisfy
{hi, hj}1 = {hi, hj−1}2 and {hi, hj}2 = {hi+1, hj}1.
Proof: The ladder relations (3.10) imply
{hi, hj}1 = ∇hiP1∇hj = ∇hiP2∇hj−1 = {hi, hj−1}2,
and the second formula follows from this after writing {hj , hi+1}1 = {hj , hi}1.
Theorem 3.12 (Complete Integrability). The functions h1, . . . , hM are in involution with respect to both of
the above Poisson brackets
{hi, hj}1 = {hi, hj}2 = 0, and hence {hi, hj}P = 0.
It then follows from Liouville’s Theorem 3.8 that the functions h1, . . . , hM define a completely integrable
Hamiltonian system.
Proof: Without loss of generality, choose i < j. Then
{hi, hj}1 = {hi, hj−1}2 = {hi+1, hj−1}1 = · · · = {hk, hk}ℓ = 0,
for some k, ℓ. Similarly
{hi, hj}2 = {hi+1, hj}1 = {hi+1, hj−1}2 = · · · = {hk, hk}ℓ = 0,
for some k, ℓ.
We can arrange the ladder relations to form
(P2 + P1)(∇hM −∇hM−1 +∇hM−2 − · · ·+ (−1)
M+1∇h1) = 0, (3.11)
so
C = hM − hM−1 + hM−2 − · · ·+ (−1)
M+1h1 (3.12)
is the Casimir function of the Poisson matrix P . Such a formula arises in our discussion of Section 6.
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3.2.4 Super-Integrability of a Hamiltonian System
On the symplectic leaves of dimension 2r we can have at most r Poisson commuting functions (in which case
we have complete integrability). However, we can have up to 2r−1 independent functions Poisson commuting
with a single function H . When we have s independent functions {fk, k = 1, . . . s}, with r < s ≤ 2r − 1,
then the system is said to be super-integrable. When s = 2r− 1, H is said to be maximally super-integrable.
In this case, the trajectories of XH must lie in the common level set of 2r − 1 functions. Since the latter
is itself 1−dimensional, this common level set (determined by initial conditions) is just the trajectory itself
and (in principle) is determined algebraically by solving the equations
fk = ck, k = 1, . . . , 2r − 1.
Well known examples of super-integrable systems are the isotropic harmonic oscillator, the Kepler system
(additional integrals coming from the Runge-Lenz vector) and the Calogero-Moser system with inverse square
potential. The additional integrals are often called “hidden symmetries”.
3.3 Liouville Integrability of a Map
We now consider a map ϕ : M → M in the context of Poisson manifolds. We generalise the idea of a
“canonical transformation”. We write
(x1, . . . , xn) 7→ (x˜1, . . . , x˜n), with x˜i = ϕi(x1, . . . , xn).
Now suppose P defines a Poisson bracket, with {xi, xj} = Pij . Then
{x˜i, x˜j} = {ϕi(x1, . . . , xn), ϕj(x1, . . . , xn)}.
The right hand side of this is a function of (x1, . . . , xn).
If it can be written explicitly in terms of the variables (x˜1, . . . , x˜n), then we can define
P˜ij = {x˜i, x˜j}.
This means
P˜ =
∂x˜
∂x
P
(
∂x˜
∂x
)T ∣∣∣∣∣
x˜
.
Definition 3.13 (Invariant Poisson Bracket). If Pij = {xi, xj} and P˜ij = {x˜i, x˜j} have the same functional
form of their respective arguments, then the Poisson bracket defined by P is said to be invariant under the
action of the map.
Definition 3.14 (Invariant Function). A function f : M → R is said to be invariant under the map
ϕ :M →M , if f ◦ ϕ = f .
The notion of complete integrability of a Poisson map was introduced in [25, 34].
Definition 3.15 (Complete Integrability of a Poisson Map). Let M be a Poisson manifold with coordinates
x1, . . . , xn and Poisson matrix P , rank 2r. Suppose P is invariant under the map ϕ :M →M and that the
Casimir functions Ck, k = 1, . . .m are themselves invariant:
Ck ◦ ϕ = Ck for each k.
Suppose further that there exist r independent, invariant functions hi, i = 1, . . . r, which are in involution
with respect to the Poisson bracket defined by P :
{hi, hj} = 0 for all i, j.
Then the map ϕ is said to be Liouville integrable.
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Since the Casimir functions are invariant, each orbit of the map is on one particular symplectic leaf Ms.
Since the functions hi, i = 1, . . . r, are invariant, the orbit is further restricted to lie on Mc, for values of ci
determined by initial conditions. Since {hi, hj} = 0, the vector fields Xhi commute.
Since the Poisson bracket, its Casimir functions and the functions hi are all invariant, the map commutes
with the continuous flows of Xhi . These continuous flows are therefore continuous symmetries of the map.
Remark 3.16 (Connected Components). The manifolds Mc are often not connected. Whilst the above
continuous flows must lie entirely within a single connected component, the commuting map can jump between
components.
Unlike the continuous case, we cannot think of the map as some combination of “time-advance maps” of
the commuting flows.
Remark 3.17 (Invariance of Casimir Functions). If Pij = {xi, xj} is degenerate, its Casimir functions are
not guaranteed to be invariant, so the trajectory of the map may not lie within a symplectic leaf, in which
case we cannot deduce Liouville integrability. See Example 3.20 below.
Remark 3.18 (Super-integrability). Each symplectic leaf Ms has dimension 2r. We have seen that there
exist super-integrable continuous systems with at most 2r − 1 first integrals, since the common level set is
already 1−dimensional and hence just the (unparameterised) trajectory of XH . We can also have super-
integrable discrete systems, but in this case it is even possible to have 2r first integrals, whose common set
consists of a finite number of points. In such cases the map is periodic. Conversely, given a periodic map
ϕ (period p), any function f(x) will generate a finite sequence of functions f(x), f(ϕ(x)), . . . , f(ϕp−1(x)),
any cyclically symmetric combination of which represents a first integral. In this way we can construct 2r
independent first integrals.
3.4 Log-Canonical Brackets for Cluster Mutations
In [15] it was shown that very general cluster algebras admit a linear space of Poisson brackets of log-canonical
type, compatible with the cluster maps generated by mutations, and having the form
{xj , xk} = cjk xjxk, (3.13)
for some skew-symmetric constant coefficient matrix C = (cjk). Compatibility of the Poisson structure
means that the cluster transformations µi given by (2.2) correspond to a change of coordinates, x˜ = µi(x),
with their bracket also being log-canonical,
{x˜j , x˜k} = c˜jk x˜j x˜k,
for another skew-symmetric constant matrix C˜ = (c˜jk).
If we regard the cluster transformation as a birational map x 7→ x˜ = ϕ(x) in CN , and require a Poisson
structure that is invariant with respect to ϕ (not just covariant), then we require C˜ = C. However, there may
not be a non-trivial log-canonical Poisson bracket that is covariant or invariant under cluster transformations.
Example 3.19. Corresponding to the 3 node period 1 primitive P
(1)
3 , the matrix B and birational map on
C3 are given by
B =
 0 −1 −11 0 −1
1 1 0
 ,
 x1x2
x3
 7−→
 x2x3
(x2x3 + 1)/x1
 . (3.14)
It is easy to see that there is no invariant Poisson bracket of the form (3.13). However, we will see that it is
possible to reduce (3.14) to a map acting on a 2−dimensional space on which there does exist a log-canonical
bracket.
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Even when it is possible to find such a Poisson bracket it may not be the “correct bracket” for discussing
complete integrability, since we require that any Casimir functions be invariant under the map.
Example 3.20 (Invariant Poisson Bracket for the Somos-4 Map). The Somos-4 map is
ϕ :

x1
x2
x3
x4
 7−→

x2
x3
x4
x2x4 + x
2
3
x1
 , (3.15)
which preserves the log-canonical Poisson bracket (see [19])
{xj , xk} = cjk xjxk, where C =

0 1 2 3
−1 0 1 2
−2 −1 0 1
−3 −2 −1 0
 . (3.16)
This has rank 2, with two independent null vectors
m1 = (1,−2, 1, 0)
T , m2 = (0, 1,−2, 1)
T ,
providing two independent Casimir functions for the bracket:
y1 =
x1x3
x22
, y2 =
x2x4
x23
.
The map (3.15) induces the following map on the 2−dimensional y−space:
ϕˆ :
(
y1
y2
)
7−→
(
y2
(y2 + 1)/(y1y
2
2)
)
, (3.17)
which is of QRT type [32] (a well known class of integrable maps), and preserves the log-canonical bracket
{y1, y2} = y1y2. (3.18)
A similar result holds for the Somos-5 map (see [11]).
The finding of Poisson brackets such as (3.16) is ad-hoc, by assuming a bracket of general form (3.13)
and using the map to fix the values of cij (if possible!). This bracket can turn out to be unsuitable, with
non-invariant symplectic leaves. In the case of Somos-4, the associated Liouville integrable map is not (3.15)
at all, but the induced map on the Casimir functions, for which another Poisson bracket had to be found by
ad-hoc calculations.
In fact, it is possible to systematically construct all these Poisson brackets from a knowledge of the matrix
B, which defines the original periodic quiver. In the next section we consider an invariant two-form in the
variables xj , which naturally exists for any cluster map.
4 Symplectic Maps from Cluster Recurrences
Given a recurrence, a major problem is to find an appropriate symplectic or Poisson structure which is
invariant under the action of the corresponding finite-dimensional map. Remarkably, in the case of cluster
recurrences (from mutation periodic quivers) this problem can be solved algorithmically.
For the period m case, we need to combine the sequence of m mutations to form a map which preserves
B(1). Most of the discussion below is concerned with the period 1 case, but some period 2 examples are
presented.
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4.1 Maps from Period 1 Recurrences
Given a period 1 quiver, with matrix B, the cluster recurrence (2.10) corresponds to the map ϕ : CN → CN ,
given by
ϕ :

x1
x2
...
xN−1
xN
 7−→

x2
x3
...
xN
xN+1
 , where xN+1 =
∏
mj≥0
x
mj
j+1 +
∏
mj≤0
x
−mj
j+1
x1
. (4.1)
One can decompose the map (4.1) as ϕ = ρ−1 ◦ µ1, where in terms of the cluster x = (xj) the map µ1 sends
(x1, x2, . . . , xN ) to (x˜1, x2, . . . , xN ), with x˜1 defined according to the exchange relation (2.2) with k = 1, and
ρ−1 sends (x1, x2, . . . , xN ) to (x2, . . . , xN , x1). We have already seen the examples (3.14) and (3.15).
Given the same skew-symmetric matrix B, one can define the log-canonical two-form
ω =
∑
j<k
bjk
xjxk
dxj ∧ dxk, (4.2)
which is just the constant skew-form ω =
∑
j<k bjk dzj ∧ dzk, written in the logarithmic coordinates zj =
log xj , so it is evidently closed, but may be degenerate. Such a form is called pre-symplectic and is a genuine
symplectic form when B is non-degenerate.
Remark 4.1 (Covariance vs Invariance). In [16] it was shown that for a cluster algebra defined by a skew-
symmetric integer matrix B, this two-form is compatible with cluster transformations, in the sense that under
a mutation map µi : x 7→ x˜, it transforms as µ
∗
iω =
∑
j<k b˜jkd log x˜j ∧ d log x˜k. It is important for us that
for a period 1 quiver, B˜ = B, so this 2−form is invariant.
Lemma 4.2. Let B be a skew-symmetric integer matrix, corresponding to a cluster mutation-periodic quiver
with period 1.
Then the two-form ω is preserved by the map ϕ, i.e. ϕ∗ω = ω.
When B is non-singular, we define C to be any convenient integer matrix proportional to B−1 and use
this to define a log-canonical Poisson bracket (3.13). Otherwise we must first reduce ω to a nonsingular form
on its symplectic leaves.
Example 4.3 (The 4 Node Period 1 Quiver). For integer values of c ≥ 0, the skew-symmetric matrix
B =

0 −1 c −1
1 0 −(c+ 1) c
−c (c+ 1) 0 −1
1 −c 1 0
 , (4.3)
defines a period 1 cluster mutation-periodic quiver Q, giving rise to the recurrence xn+4 xn = xn+3 xn+1 +
xcn+2. Thus, by Lemma 4.2, for each c the map ϕ, given by
ϕ :

x1
x2
x3
x4
 7−→

x2
x3
x4
x2x4 + x
c
3
x1
 , (4.4)
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preserves the two-form
ω = −
(
dx1 ∧ dx2
x1x2
+
dx1 ∧ dx4
x1x4
+
dx3 ∧ dx4
x3x4
)
+ c
(
dx1 ∧ dx3
x1x3
+
dx2 ∧ dx4
x2x4
)
− (c+ 1)
dx2 ∧ dx3
x2x3
. (4.5)
For c 6= 2 this is symplectic (B non-singular) and leads to the log-canonical bracket with
C =

0 1 c 1 + c
−1 0 1 c
−c −1 0 1
−1− c −c −1 0
 .
Even when c = 2 this matrix defines an invariant Poisson bracket for (4.4) and is identical to (3.16).
4.1.1 Reduction to Symplectic Leaves
If B is singular (of rank 2r, with N = 2r+m) we consider the null distribution of ω, which (away from the
hyperplanes xj = 0) is generated by m independent commuting vector fields, each of which is of the form
Xu =
N∑
j=1
ujxj
∂
∂xj
for u = (uj) ∈ kerB. (4.6)
Since this is an integrable distribution, Frobenius’ theorem gives local coordinates t1, . . . , tm, y1, . . . , y2r such
that the integral manifolds of the null distribution are given by yj = constant, j = 1, . . . , 2r. The coordinates
yj must be common invariants for these commuting vector fields, and can be chosen as linear functions of
the logarithmic coordinates zj = log xj , so each y is of the form
y = xv :=
∏
j
x
vj
j ⇐⇒ (u,v) = 0, ∀u ∈ kerB,
where ( , ) denotes the standard scalar product.
On the symplectic leaves, with coordinates yj , ω defines a log-canonical symplectic form
ωˆ =
∑
j<k
bˆjk
yjyk
dyj ∧ dyk. (4.7)
Example 4.4 (Somos-4). Returning to example (4.3), with c = 2, kerB is spanned by the integer col-
umn vectors u1 = (1, 1, 1, 1)
T , u2 = (1, 2, 3, 4)
T . Then imB = (kerB)⊥ = < v1,v2 >, with v1 =
(1,−2, 1, 0)T , v2 = (0, 1,−2, 1)
T , whose components provide the exponents for the monomial invariants
y1 =
x1x3
x22
, y2 =
x2x4
x23
. (4.8)
(These monomials are just two independent Casimirs for the degenerate Poisson bracket (3.16), which can,
in fact, be written as the bivector u1 ∧ u2.)
As we already saw, the map (3.15) reduces to the map (3.17), which is of QRT type [32], and preserves
the symplectic form
ωˆ =
1
y1y2
dy2 ∧ dy1, (4.9)
whose “inverse” defines the Poisson bracket (3.18).
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For a given example it is straightforward to calculate coordinates yi, such that the y−map is birational.
In [12] we proved the following theorem, which guarantees the existence of such a birational map.
Theorem 4.5. The map ϕ is symplectic whenever B is nondegenerate. For rankB = 2r ≤ N , there is a
rational map π and a symplectic birational map ϕˆ such that the diagram
CN
ϕ
−−−−→ CNyπ yπ
C2r
ϕˆ
−−−−→ C2r
(4.10)
is commutative, with a log-canonical symplectic form ωˆ on C2r that satisfies π∗ωˆ = ω.
4.2 Maps from Period 2 Recurrences
For the period 2 case, we need to combine the sequence of 2 mutations to form a map which preserves B(1).
Example 4.6 (The 4 Node Case). We take the quivers of Example 2.17. Recall that we alternate the labels
of the cluster variables, with xn, yn, xn+1, yn+1 at nodes 1− 4, respectively. After 2 mutations we have the
recurrence (2.19), which leads to the map
(x1, y1, x2, y2) 7→ (x2, y2, x˜2, y˜2), where x˜2 =
yr1y
t
2 + x
s
2
x1
, y˜2 =
xt2x˜
r
2 + y
s
2
y2
.
Hence this map has the invariant (pre-)symplectic form (4.2) with matrix B(1), taking the explicit form
ω = r
dx1 ∧ dy1
x1y1
− s
dx1 ∧ dx2
x1x2
+ t
dx1 ∧ dy2
x1y2
+ t
dx2 ∧ dy1
x2y1
− (r + st)
dx2 ∧ dy2
x2y2
+ s
dy1 ∧ dy2
y1y2
,
which is degenerate if and only if r2 − s2 + t2 + rst = 0.
Example 4.7 (The 5 Node Case). We take the quivers of Example 2.18 (with r = 1, t = 0 for simplicity),
with initial cluster variables x1, y1, x2, y2, x3 at nodes 1− 5, respectively. After 2 mutations we obtain the
5−dimensional map
(x1, y1, x2, y2, x3) 7→ (x2, y2, x3, y˜2, x˜3) , where y˜2 =
y1 + x2y2
x1
, x˜3 =
y1 + x2y2 + x1x3y2
x1y1
.
This map has the invariant (pre-)symplectic form (4.2) with matrix B(1), taking the explicit form
ω =
dx1 ∧ dx2
x1x2
−
dx1 ∧ dy1
x1y1
+
dx1 ∧ dy2
x1y2
+
dx2 ∧ dy1
x2y1
−
dx2 ∧ dy2
x2y2
+
dx2 ∧ dx3
x2x3
−
dx3 ∧ dy1
x3y1
+
dx3 ∧ dy2
x3y2
,
which is degenerate with null vector (0, y1, 0, y2, 0). On symplectic leaves we may choose
q1 = x1, q2 = x2, q3 = x3, q4 =
y1
y2
, giving (q1, q2, q3, q4) 7→
(
q2, q3,
q2 + q1q3 + q4
q1q4
,
q1
q2 + q4
)
and
ω =
dq1 ∧ dq2
q1q2
−
dq1 ∧ dq4
q1q4
+
dq2 ∧ dq3
q2q3
+
dq2 ∧ dq4
q2q4
−
dq3 ∧ dq4
q3q4
.
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5 Integrability of Cluster Maps from Periodic Quivers
We have seen that each periodic quiver gives rise to a recurrence with the Laurent property. Furthermore,
we can write our recurrences as maps on finite dimensional spaces (a space of dimension N for a period 1
quiver with N nodes) and these maps possess an invariant pre-symplectic form, given purely in terms of the
matrix B which defines the quiver. All of this is algorithmic.
The next question is much more difficult to answer. Which of these maps is completely integrable? We
need to first isolate those cases which have some chance of being integrable. We can use one of the “tests
for integrability”, such as calculating the algebraic entropy. I give a brief description of this for period 1
recurrences.
We then need to analyse those maps which “pass” this test. Our most important task is to construct the
“correct number” of Poisson commuting invariant functions on the symplectic leaves of ω.
5.1 Algebraic Entropy and Tropical Recurrences
The connection between the integrability of maps and various weak growth properties of the iterates has
been appreciated for some time (see [34] and references). In the case of rational maps, Bellon and Viallet
[4] considered the growth of degrees of iterates, and used this to define a notion of algebraic entropy. Each
component of a rational map ϕ in affine space is a rational function of the coordinates, and the degree of
the map, d = degϕ, is the maximum of the degrees of the components. By iterating the map n times one
gets a sequence of rational functions whose degrees grow generically like dn. At the nth step one can set
dn = degϕ
n, and then the algebraic entropy E of the map is defined to be E = limn→∞
1
n
log dn. Generically,
for a map of degree d, the entropy is log d > 0, but for special maps there can be cancellations in the rational
functions that appear under iteration, which means that the entropy is smaller than expected.
It is conjectured that Liouville-Arnold integrability corresponds to zero algebraic entropy. In an algebro-
geometric setting, there are plausible arguments which indicate that zero entropy should be a necessary
condition for integrability in the Liouville-Arnold sense. In the latter setting, each iteration of the map
corresponds to a translation on an Abelian variety (the level set of the first integrals), and the degree is a
logarithmic height function, which necessarily grows like dn ∼ Cn
2.
Often the algebraic entropy of a map can only be guessed experimentally, by calculating the degree
sequence (dn) up to some large n and doing a numerical fit to a linear recurrence. This is increasingly
impractical as the dimension increases, and provides no proof that the linear relation, with its corresponding
entropy value, is correct.
The Laurent property for period 1 recurrences implies that the iterates have the factorised form
xn =
Nn(x)
Mn(x)
, with Nn ∈ Z[x] = Z[x1, . . . , xN ], Mn =
N∏
j=1
x
d(j)n
j ,
where the polynomials Nn are not divisible by xj for 1 ≤ j ≤ N , and Mn are Laurent monomials, which
leads to the dynamics of the Mn being decoupled from the Nn.
This leads to a tropical (or ultradiscrete [28]) analogue of the original nonlinear recurrence (2.10), in
terms of the max-plus algebra.
Proposition 5.1. For all n, the exponent d
(j)
n of each variable in the Laurent monomial Mn satisfies the
recurrence
dn+N + dn = max
N−1∑
j=1
[b1,j+1]+ dn+j ,
N−1∑
j=1
[−b1,j+1]+ dn+j
 , (5.1)
with the initial conditions d1 = −1, d2 = . . . = dN = 0 (up to shifting the index).
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Example 5.2 (Tropical Somos-4). The tropical version of the Somos-4 recurrence is
dn+4 + dn = max(dn+3 + dn+1, 2dn+2). (5.2)
With initial conditions d1 = −1 and d2 = d3 = d4 = 0 this generates a sequence that begins
−1, 0, 0, 0, 1, 1, 2, 3, 3, 5, 6, 7, 9, 10, 12, 14, 15, 18, 20, 22, 25, 27, 30, 33, . . . ,
which are the degrees (in each of the variables x1, x2, x3, x4) of the denominators of the Laurent polynomials
generated by (2.6). The preceding sequence has quadratic growth, dn ∼ Cn
2 as n→∞ (consistent with the
growth of logarithmic height on an elliptic curve), so that the algebraic entropy is zero.
Using (5.1), together with a number of conjectures from the cluster algebra literature (see [12] for details),
we arrive at the following conjecture.
Conjecture 5.3. For a birational map given by (4.1), corresponding to a recurrence of the form (2.10), the
algebraic entropy is positive if and only if
max
 ∑
mj>0
mj ,
∑
mj<0
(−mj)
 ≥ 3, (5.3)
Theorem 5.4. Suppose that Conjecture 5.3 holds. Then there are only four distinct cases for which the
algebraic entropy is zero, giving the following families of recurrences:
(i) For even N = 2m only, we have the recurrence
xn+2m xn = xn+m + 1. (5.4)
(ii) For each N ≥ 2 and 1 ≤ q ≤ ⌊N/2⌋, we have the recurrence
xn+N xn = xn+N−q xn+q + 1. (5.5)
(iii) For even N = 2m only, and 1 ≤ q ≤ m− 1, we have the recurrence
xn+2m xn = xn+2m−q xn+q + xn+m. (5.6)
(iv) For each N ≥ 2 and 1 ≤ p < q ≤ ⌊N/2⌋, we have the recurrence
xn+N xn = xn+N−p xn+p + xn+N−q xn+q . (5.7)
The simplest is case (i), where the recurrence (5.4) decouples into m independent copies of the Lyness
map: all the orbits are periodic, and the overall period of the sequence of xn is 5m.
The families (ii) and (iii) are linearisable and super-integrable and discussed in Sections 6 and 7. The
family (iv) includes the Somos-4 and 5 recurrences as well as the 3−term Gale-Robinson recurrences and
will be discussed in Section 8.
This Theorem only concerns period 1 recurrences. There is currently no classification of integrable cases
of recurrences associated with higher periodicity.
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6 Linearisable Recurrences from Period 1 Primitives
We already saw in Theorem 2.11 that the general period 1 quiver is built out of period 1 primitives. It turns
out that the period 1 primitives themselves give rise to interesting recurrences. They correspond to case (ii)
of Theorem 5.4 and can be rewritten as
xn+N xn = xn+p xn+q + 1, p+ q = N. (6.1)
When p and q are coprime, the associated quivers can be “unfolded” to be mutation-equivalent to the affine
Dynkin quivers A˜q,p, corresponding to the A
(1)
N−1 Dynkin diagram with q edges oriented clockwise and p
oriented anticlockwise, while if gcd(p, q) = k > 1 so that p = kpˆ, q = kqˆ, then the quiver is just the disjoint
union of k copies of A˜qˆ,pˆ. Whilst these quivers are of finite mutation type the corresponding cluster algebras
are not finite and the recurrences generate infinite sequences.
Much of the general structure will be discussed for arbitrary q, but a detailed description of complete
integrability of the associated maps (Sections 6.4 and 6.5) is restricted to the case q = 1. The key to
understanding the complete integrability is the structure of the Poisson algebras generated by some functions
Jn and Kn, defined by Equations (6.4) and (6.5) below. The algebras for the case q 6= 1 can be shown to be
isomorphic to others for q = 1, but the technical details are fairly complicated (see [12]).
6.1 Linear Relations with Periodic Coefficients
We can write the nonlinear recurrence (6.1) in the form
det Ψn = 1, where Ψn =
(
xn xn+q
xn+p xn+N
)
. (6.2)
Upon forming the matrix
Ψ˜n =
 xn xn+q xn+2qxn+p xn+N xn+N+q
xn+2p xn+N+p xn+2N
 , (6.3)
one can use Dodgson condensation [6] to expand the 3× 3 determinant in terms of its 2× 2 minors, as
det Ψ˜n =
1
xn+N
(detΨn detΨn+N − detΨn+q detΨn+p) = 0,
by (6.2). By considering the right and left kernels of Ψ˜n, we are led to the following result.
Lemma 6.1. The iterates of the recurrence (6.1) satisfy the linear relations
xn+2q − Jn xn+q + xn = 0, (6.4)
xn+2p −Kn xn+p + xn = 0, (6.5)
whose coefficients are periodic functions of period p, q respectively, that is
Jn+p = Jn, Kn+q = Kn, for all n.
In particular, when q = 1 we have Kn+1 = Kn = K, constant for all n, so xn satisfies a constant coefficient,
linear difference equation
xn+2N−2 + xn = K xn+N−1. (6.6)
27
Remark 6.2. The key idea is that since Ψ˜n and Ψ˜n+p share two rows, they have the same right null vector.
Similarly Ψ˜n and Ψ˜n+q share two columns.
We can use the recurrence (6.1) to write J1, . . . , Jp,K1, . . .Kq in terms of initial values x1, . . . , xN and
then any cyclically symmetric combination of the Ji or of the Ki furnishes us with a first integral for the
map ϕ derived from (6.1). Alternatively, starting with
J1 =
x1 + x2q+1
xq+1
,
written in terms of x1, . . . , xN , we can use the map ϕ to generate independent functions J2, . . . , Jp. Similarly,
we can generateK2, . . . ,Kq from K1. Of course, we cannot have p+q = N independent integrals, since these
maps are not periodic. From the monodromy relations derived from (6.4) and (6.5), we can derive a single
polynomial relationship between the functions Ji and Ki (see (6.11)). The existence of N − 1 independent
first integrals for ϕ means that it is maximally super-integrable.
6.2 Monodromy Matrices and Linear Relations with Constant Coefficients
The relation (6.4) implies that the matrix Ψn satisfies
Ψn+q = Ψn Ln, Ln =
(
0 −1
1 Jn
)
. (6.7)
Upon taking the ordered product of the Ln over p steps, shifting by q each time, we have the monodromy
matrix
Mn := LnLn+q . . .Ln+(p−1)q = Ψ
−1
n Ψn+pq. (6.8)
On the other hand, the recurrence (6.5) yields
Ψn+p = LˆnΨn, Lˆn =
(
0 1
−1 Kn
)
, (6.9)
which gives another monodromy matrix
Mˆn := Lˆn+(q−1)p . . . Lˆn+pLˆn = Ψn+pq Ψ
−1
n . (6.10)
The cyclic property of the trace implies that
Kn := trMn = tr Mˆn. (6.11)
Also, since Ln has period p, shifting n→ n+p in (6.8) and taking the trace implies thatKn+p = Kn. Similarly,
from (6.10) we have Kn+q = Kn. Since the periods p and q are coprime it follows that Kn = K = constant,
for all n, so K is an invariant of ϕ.
We can now generalise the result (6.6). This is Theorem 9.5 of [13], but this particular proof is from [12].
Theorem 6.3. The iterates of the nonlinear recurrence (6.1) satisfy the linear relation
xn+2pq + xn = K xn+pq, (6.12)
where K is the first integral defined by (6.11), with Kn = K for all n.
Proof: Using (6.8) we see that Ψn+pq = ΨnMn, so Ψn+2pq = ΨnMnMn+pq = ΨnM
2
n by periodicity. Noting
that Mn is a 2× 2 matrix, with detMn = 1 and trMn = K, yields (by Cayley-Hamilton)
Ψn+2pq −KΨn+pq +Ψn = Ψn(M
2
n −KMn + I) = 0.
The (1, 1) component of this equation is just (6.12).
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6.3 The Structure of Monodromy Matrices
Since the only non-trivial invariant of Mn (or indeed Mˆn) is K, it is possible to write the whole matrix Mn
in terms of K and its derivatives. We just present the case of P
(1)
N .
For the case q = 1, we denote the matrix Mn = LnLn+1 · · ·Ln+p−1 by M
(2m)
n , when p = 2m− 1,m ≥ 1,
or M
(2m+1)
n , when p = 2m,m ≥ 1.
It is important to note that M
(p+1)
n depends only upon the variables Jn, . . . , Jn+p−1. For the moment,
this is not really a monodromy matrix, if we do not assume any periodicity. We give a recursive procedure
for building the matrices M
(2m)
n and M
(2m+1)
n .
We use the recursion M
(p+3)
n =M
(p+1)
n Ln+pLn+p+1 to prove the following.
Lemma 6.4 (The structure ofMn). The components ofM
(p+1)
n =
(
A
(p+1)
n B
(p+1)
n
C
(p+1)
n D
(p+1)
n
)
satisfy the relations
∂A
(p+1)
n
∂Jn
=
∂B
(p+1)
n
∂Jn
= 0, A(p+1)n = −
∂C
(p+1)
n
∂Jn
, B(p+1)n = −
∂K(p+1)
∂Jn
, C(p+1)n =
∂K(p+1)
∂Jn+p−1
,
where K(p+1) = A
(p+1)
n +D
(p+1)
n .
Furthermore, we can build the functions K(p+1) by use of a recursion operator. We have K(p+3) =
R(p)K(p+1), where the recursion operator is
R(p) = Jn+pJn+p+1
∂2
∂Jn∂Jn+p−1
− Jn+p
∂
∂Jn
− Jn+p+1
∂
∂Jn+p−1
+ (Jn+pJn+p+1 − 1). (6.13)
We start with K(2) = Jn and K
(3) = JnJn+1 − 2.
At each step this introduces a new pair of variables Jn+p and Jn+p+1 into the formula. The next two
functions are
K(4) = JnJn+1Jn+2 − (Jn + Jn+1 + Jn+2), with Jn+3 = Jn,
K(5) = JnJn+1Jn+2Jn+3 − (JnJn+1 + Jn+1Jn+2 + Jn+2Jn+3 + Jn+3Jn) + 2, with Jn+4 = Jn,
which are just S4,1 and S5,1 of the list in Example 9.10 of [13].
6.3.1 Link with the Poisson Structure
Now consider the quiver P
(1)
2m for fixed p = 2m− 1, with periodicity Ln+p = Ln. The relation
MnLn = LnMn+1
leads to Cn+1 = −Bn, so Cn = −Bn−1 = −Bn+p−1, and
JnBn = An −Dn+1, Bn+p−1 − Bn+1 = Jn(Dn+1 −Dn). (6.14)
Consider the scalar product
(0, Jn+1,−Jn+2, . . . , Jn+p−2,−Jn+p−1) · (Bn, Bn+1, . . . , Bn+p−1) = An+1 −Dn+2 −An+2 +Dn+3 + . . .
+An+p−2 −Dn+p−1 −An+p−1 +Dn+p = An+1 −K +Dn = Dn −Dn+1,
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where we have used Ak + Dk = K and Dn+p = Dn. The alternating sign (and the fact that p = 2m − 1)
means that only one of the K survives the sum. Multiplying this scalar product by Jn and using the second
of (6.14), leads to
(0, JnJn+1,−JnJn+2, . . . , JnJn+p−2,−JnJn+p−1) · (Bn, Bn+1, . . . , Bn+p−1) = Bn+1 − Bn+p−1,
together with similar expressions obtained by cyclic permutations. We can form a matrix equation
(P(2) +P(0))b = 0, with b = (Bn,Bn+1, . . . ,Bn+p−1)
T = −∇K,
where
P
(2)
ik = c
(2)
ik JiJk, P
(0)
ik = c
(0)
ik , (6.15)
where c
(2)
ik and c
(0)
ik are the components of skew-symmetric Toeplitz matrices with top rows given by
(c
(2)
1k ) = (0, 1,−1, · · · , 1,−1), (c
(0)
1k ) = (0, 1, 0, · · · , 0,−1).
Remark 6.5. Remarkably, these are the Poisson tensors which appear in Lemma 6.7 below, and which are
derived from the Poisson bracket {xi, xk}, itself coming from the inversion of the matrix B, defining the
corresponding quiver. On the other hand, the quiver has played no role in the manipulations since Equation
(6.2).
We can summarise these results in
Theorem 6.6. The function K, defined by (6.11) is the Casimir of the Poisson bracket of Lemma 6.7:
(P(2) +P(0))∇K = 0. (6.16)
6.4 Poisson Brackets and Liouville Integrability for P
(1)
2m
The matrix B in the case of P
(1)
2m is nondegenerate, having the form
B = τN − τ
T
N , with τN =
N−1∑
r=1
Er+1,r −E1,N , (6.17)
where Er,s denotes an element of the standard basis for gl(N). This “skew rotation” matrix τN already
appeared in Definition 2.9.
By Theorem 4.5, the map is symplectic, and hence there is a nondegenerate Poisson bracket of the form
(3.13), with C = B−1, up to scaling. We can take
C = τTN + (τ
T
N )
3 + · · ·+ (τTN )
N−1 =
N
2∑
s=1
N−2s+1∑
r=1
(Er,r+2s−1 −Er+2s−1,r) ,
so that CB = 2 I, which gives
{ xj , xk } =
{
sgn(k − j)xjxk, k − j odd,
0 otherwise,
(6.18)
for j, k = 1, . . . , N , with sgn denoting the sign function. We can then directly calculate the Poisson brackets
{ Ji, Jk }.
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Lemma 6.7. For even N = p+ 1 and q = 1, the functions Jn given by (6.4) define a Poisson subalgebra of
codimension one in the algebra (6.18), with brackets
{ Ji, Jk } = 2Pik, where matrix (Pik) = P
(2) +P(0), (6.19)
for i, k = 1, . . . , p, and P(k) are the matrices defined by (6.15).
The bracket for the Jn is clearly a sum { , } = { , }2+ { , }0, corresponding to the splitting of the Poisson
tensor into homogeneous parts P(2) +P(0), each of which is itself a Poisson bracket. Hence we have a pair
of compatible Poisson brackets { , }k to which we can apply the theory of Section 3.2.3. Indeed, we have
formula (6.16), in which K is given by the repeated action of R(p) on K(2) = Jn (see (6.13) for p = 2m− 1),
so
K =
m−1∑
j=0
(−1)m+j+1Ij , (6.20)
where Ij is the term of degree 2j + 1 in the variables Ji (compare with (3.12)). The homogeneous parts of
formula (6.16) can then be written
P(0)∇I0 = 0, P
(0)∇Ik = P
(2)∇Ik−1, for 1 ≤ k ≤ m− 1, and P
(2)∇Im−1 = 0. (6.21)
It follows that
{Ij , Ik}0 = 0 = {Ij , Ik}2, for all j, k.
In summary, we have
Theorem 6.8 (Complete Integrability). For N = 2m and q = 1 the map ϕ defined by (6.1) has m func-
tionally independent Poisson commuting integrals, given by the terms of each odd homogeneous degree in the
quantity K, as given by equation (6.20). The map is also maximally super-integrable, having a total of N − 1
independent first integrals.
6.4.1 Examples
I present here some low dimensional examples. Recall that, in terms of the variables xk, each of these integrals
Ik is a rational function with complicated numerator, but with simple denominator, given by
∏2m
k=1 xk.
Example 6.9 (The Case N = 4). Here we have 3 basic functions J1, J2, J3. With, m = 2, we have
I0 = J1 + J2 + J3 and I1 = J1J2J3.
Example 6.10 (The Case N = 6). Here we have 5 basic functions J1, . . . , J5. With, m = 3 we have
I0 =
5∑
i=1
Ji, I1 =
5∑
i=1
JiJi+1Ji+2, I2 =
5∏
i=1
Ji,
the indices here being taken modulo 5.
Example 6.11 (The Case N = 8). Here we have 7 basic functions J1, . . . , J7. With m = 4, we have
I0 =
7∑
i=1
Ji, I1 =
7∑
i=1
JiJi+1(Ji+2 + Ji+4), I2 =
7∑
i=1
JiJi+1Ji+2Ji+3Ji+4, I3 =
7∏
i=1
Ji,
the indices here being taken modulo 7.
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6.5 Primitives of the Form P
(1)
2m+1
The recurrences (6.1) for p = 2m and q = 1 are given by
xn+2m+1 xn = xn+2m xn+1 + 1. (6.22)
The formula (6.17) still holds, but now the matrix B is singular with a one-dimensional kernel, spanned by
the vector u = (1,−1, . . . , 1,−1, 1)T . In the coordinates
yj = xj xj+1, j = 1, . . . , 2m, (6.23)
the degenerate form (4.2) gives rise to a symplectic form (4.7) in dimension 2m, whose coefficients bˆjk are
the matrix elements of
Bˆ = τ2m − τ
2
2m + τ
3
2m − · · ·+ τ
2m−1
2m ,
where τ2m is the 2m× 2m version of τN . The inverse of this is the skew-symmetric matrix
Bˆ−1 = τT2m + (τ
T
2m)
2 + (τT2m)
3 + · · ·+ (τT2m)
2m−1,
with all components above the diagonal equal to 1, giving a nondegenerate Poisson bracket for the yj :
{ yj, yk } = sgn(k − j) yjyk, 1 ≤ j, k ≤ 2m. (6.24)
In the variables yi, the map (for m ≥ 2) is given by
ϕˆ : (y1, y2, . . . , y2m−1, y2m) 7→ (y2, y3, . . . , y2m, y2m+1), (6.25)
where
y2m+1 = y2y4 · · · y2m(y2y4 · · · y2m + y3 · · · y2m−1)/(y1y
2
3 · · · y
2
2m−1).
The map is simpler for the case m = 1, given in Example 6.12 below.
The polynomial K is given by the repeated action of R(p) on K(3) = JnJn+1 − 2 (see (6.13) for p = 2m),
so can be expanded as
K =
m∑
j=0
(−1)m+jIj , where I0 = 2, (6.26)
and each polynomial Ij is homogeneous of degree 2j in the variables Jn. The non-trivial homogeneous
components I1, . . . , Im provide m first integrals for (6.22) and can be rewritten in terms of the variables yj .
Example 6.12 (The primitive P
(1)
3 ). For m = 1 the map ϕ for the xj variables is (3.14), which is associated
with P
(1)
3 . The matrix B has rank two, so in terms of the variables yj given by (6.23) the induced map of
the plane is
ϕˆ :
(
y1
y2
)
7→
(
y2
y2(y2 + 1)/y1
)
.
The function
I1 = J1J2 = K + 2 =
(y1 + y2)(y1 + y2 + 1)
y1y2
is invariant under ϕˆ, along with the Poisson bracket {y1, y2} = y1y2, so the map is integrable.
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Example 6.13 (The primitive P
(1)
5 ). For m = 2 the recurrence (6.22) has the first integrals I1 and I2 given
by the homogeneous terms of degree 2 and 4, respectively, in the expression (6.26):
K = 2− (J1J2 + J2J3 + J3J4 + J4J1) + J1J2J3J4 = I0 − I1 + I2. (6.27)
The variables yj , defined by (6.23), are endowed with the nondegenerate Poisson bracket (6.24), which is
invariant under the map (6.25):
ϕˆ : (y1, y2, y3, y4) 7→
(
y2, y3, y4, y2y4(y2y4 + y3)/(y1y
2
3)
)
.
The terms in the formula (6.27) can all be expressed via the functions
wi = Ji Ji+1, (6.28)
so that I1 = w1 + w2 + w3 + w4, I2 = w1w3, and these wi can be written as functions of yj :
w1 =
(y1 + y2)(y2 + y3)
y22
, w2 =
(y2 + y3)(y3 + y4)
y23
, w3 =
(y3 + y4)(y2y3 + y1y
2
3 + y
2
2y4)
y1y23y4
.
Under the action of ϕˆ, since the Jn cycle with period 4 under ϕ, the wi transform as
ϕˆ∗w1 = w2, ϕˆ
∗w2 = w3, ϕˆ
∗w3 = w4 =
w1w3
w2
, ϕˆ∗w4 = w1.
The first three wi form a three-dimensional Poisson subalgebra of the yj , which is non-polynomial:
{w1, w2} = w1w2 − w1 − w2, {w1, w3} = w2 −
w1w3
w2
, {w2, w3} = w2w3 − w2 − w3.
The Casimir of this algebra is I1 − I2 = w1 +w2 +w3 +
w1w3
w2
−w1w3 = 2−K, and {I1, I2} = {I1,K} = 0,
so the two first integrals are in involution, as required.
7 Linearisable Recurrences from P
(q)
2m − P
(m)
2m + P
(m−q)
2(m−q) quivers
In this section we consider the family of recurrences (5.6) (case (iii) of Theorem 5.4), which come from
quivers of the form P
(q)
2m − P
(m)
2m + P
(m−q)
2(m−q). At the beginning of this section I give some general formulae,
but to avoid complications I only discuss complete integrability in the context of examples with q = 1.
The general recurrence can be written as
xn+N xn = xn+p xn+q + xn+m, p+ q = N = 2m, (7.1)
giving (for fixed m) a different recurrence for each q = 1, . . . ,m− 1. The associated matrix B is given by
B = τq2m − (τ
q
2m)
T − τm2m + τˆ
m−q
2(m−q), (7.2)
where τN is defined in (6.17), and τˆ2(m−q) denotes the N × N matrix obtained by adding q left and right
columns and upper and lower rows of zeros to the 2(m−q)×2(m−q) matrix τ2(m−q). The simplest examples
of the quivers corresponding to such B are shown in Figure 8.
We can assume that gcd(m, q) = 1, otherwise the quiver (and the recurrence) decouple. It then follows
that gcd(p, q) can only be 1 or 2. The case gcd(p, q) = 1 has a very similar structure to that of the primitives
P
(q)
N for even N and will be the only case discussed in detail here. The case gcd(p, q) = 2 has several new
features (see [12]). The quiver of Figure 8(c) is in this class.
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Figure 8: The first three quivers in this class.
7.1 Linear Relations with Periodic Coefficients
By analogy with (6.2), the recurrence (7.1) can be written in the form
det Ψn =
∣∣∣∣ xn xn+qxn+p xn+N
∣∣∣∣ = xn+m. (7.3)
Using Dodgson condensation on Ψ˜n (see (6.3)) now gives
det Ψ˜n = (xn+mxn+N+m − xn+m+qxn+m+p)/xn+N = 1.
Then condensing the appropriate 4× 4 matrix ∆n in terms of 3× 3 minors yields
det∆n =
∣∣∣∣∣∣∣∣
xn xn+q xn+2q xn+3q
xn+p xn+N xn+N+q xn+N+2q
xn+2p xn+N+p xn+2N xn+2N+q
xn+3p xn+N+2p xn+2N+p xn+3N
∣∣∣∣∣∣∣∣ = 0.
The left and right kernels of the singular matrix ∆n yield linear relations between the xn.
Lemma 7.1. The iterates of the recurrence (7.1) satisfy the linear relations
xn+3q − Jn+m xn+2q + Jn xn+q − xn = 0, (7.4)
xn+3p −Kn+m xn+2p +Kn xn+p − xn = 0, (7.5)
whose coefficients are periodic functions of period p, q respectively:
Jn+p = Jn, Kn+q = Kn, for all n.
Remark 7.2. The four-term linear relations (7.4) and (7.5), together with det Ψ˜n = 1, should be compared
with those of the pentagram map [31], but there the coefficients of the second and third terms are independent.
7.2 Monodromy and Linear Relations with Constant Coefficients
This subsection follows closely the discussion of subsection 6.2 for the case of primitives.
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The relations (7.4) and (7.5) imply that the matrix Ψ˜n satisfies
Ψ˜n+q = Ψ˜n Ln, Ln =
 0 0 11 0 −Jn
0 1 Jn+m
 , with Ln+p = Ln, (7.6)
Ψ˜n+p = Lˆn Ψ˜n, Lˆn =
 0 1 00 0 1
1 −Kn Kn+m
 , with Lˆn+q = Lˆn. (7.7)
Taking appropriate ordered products then leads to the monodromy matrices
Mn := LnLn+q . . .Ln+(p−1)q = Ψ˜
−1
n Ψ˜n+pq, (7.8)
Mˆn := Lˆn+(q−1)p . . . Lˆn+pLˆn = Ψ˜n+pq Ψ˜
−1
n . (7.9)
From the cyclic property of the trace it follows that
Kn := trMn = tr Mˆn. (7.10)
Once again, the periodicity of Ln, implies that Kn+p = Kn, and Kn+q = Kn, so, if the periods p and q are
coprime, Kn = K = constant, for all n, hence K is a first integral for the map ϕ corresponding to (7.1).
In [12] we prove the following:
Theorem 7.3. When gcd(p, q) = 1, the iterates of the nonlinear recurrence (7.1) satisfy the linear relation
xn+3pq −K xn+2pq +K xn+pq − xn = 0, (7.11)
where K is the first integral defined by (7.10).
Remark 7.4. In particular, when q = 1 the coefficient Kn has period 1, so Kn+1 = Kn = K for all n, and
the recurrence (7.5) is just the constant coefficient, linear difference equation
xn+3N−3 −K xn+2N−2 +K xn+N−1 − xn = 0. (7.12)
This is the case we now consider.
7.3 The Case q = 1 and Examples
The discussion of this case is almost identical to that for the primitives P
(1)
N with N even. The matrix B
is nondegenerate, so we get an invariant Poisson bracket of the form (3.13), which is specified uniquely (up
to scale) by the Toeplitz matrix C = B−1. However, in this case a general closed-form expression for the
entries of C, analogous to the formula (6.18) for the Poisson bracket of the even primitives, is not available
to us at present.
The functions Jn are of period p, while Kn = K = constant, with the first integral K, defined by (7.10),
a cyclically symmetric polynomial in the Jn, n = 1, . . . , p.
From the log-canonical bracket {xi, xk} it is possible to derive the brackets {Ji, Jk}. In general (excluding
m = 2), this Poisson bracket consists of three homogeneous parts (of degrees 0, 1 and 2), which (unlike the
bracket (6.19) for the primitive P
(1)
2m) does not have an obvious splitting into a bi-Hamiltonian pair. Moreover,
while every cyclically symmetric polynomial function of the Jn is a first integral of the map ϕ, we do not yet
have an algorithm for selecting an involutive set of them.
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Example 7.5 (The quiver P
(1)
4 − P
(2)
4 + P
(1)
2 ). This example was first studied in an ad hoc way in [19].
The appropriate matrix (7.2), which corresponds to the quiver in Figure 8(a), is obtained by setting c = 1
in (4.3). The explicit form of the map is
ϕ : (x1, x2, x3, x4) 7→ (x2, x3, x4, x5), x5 =
x2x4 + x3
x1
. (7.13)
The invariant Poisson bracket (3.13) for this map is given by the Toeplitz matrix C = 2B−1, with top row
(c1,j) = (0, 1, 1, 2). The period 3 functions Ji take the form
J1 =
x3(x2 + x1x3) + x4(x
2
1 + x
2
2)
x1x2x4
, J2 =
x1x4 + x
2
2 + x
2
3
x2x3
, J3 =
x3(x2 + x1x3) + x4(x1x4 + x
2
2)
x1x3x4
.
The Poisson brackets between these three functions follow by the cyclic property from
{J1, J2} = J1J2 − 2J3. (7.14)
This example is exceptional, in that the bracket for the Ji is the sum of only two homogeneous terms:
P = P(2) +P(1), where P(2) =
 0 J1J2 −J1J3−J1J2 0 J2J3
J1J3 −J2J3 0
 , P(1) =
 0 −2J3 2J22J3 0 −2J1
−2J2 2J1 0
 .
Each of the tensors specified by P(1) and P(2) satisfies the Jacobi identity, so (since their sum is a Poisson
tensor) they define a compatible pair of Poisson brackets.
The first integrals
H1 = J
2
1 + J
2
2 + J
2
3 , H2 = J1J2J3
satisfy the bi-Hamiltonian ladder
P1∇H1 = 0, P2∇H1 = P1∇H2, P2∇H2 = 0,
so they commute with respect to the bracket defined by (7.14). The quantity
K = 3−H1 +H2 (7.15)
provides the Casimir of this bracket.
Example 7.6 (The quiver P
(1)
6 − P
(3)
6 + P
(2)
4 ). Mutation of the quiver in Figure 8(b) gives the map
ϕ : (x1, x2, x3, x4, x5, x6) 7→ (x2, x3, x4, x5, x6, x7), x7 =
x2x6 + x4
x1
.
The invariant Poisson bracket for this map is given by (3.13), with the coefficients specified by the Toeplitz
matrix C = B−1 with top row (c1,j) = (0, 0, 1, 0, 1, 1). The functions Ji, which cycle with period 5 under
the action of ϕ, take the form
J1 =
x1x5 + x2x6 + x3x4
x2x5
, J2 =
x4(x3 + x1x5) + (x1 + x3)x2x6
x1x3x6
, J3 =
x3(x2 + x4) + x1x5)
x2x4
,
J4 =
x4(x3 + x5) + x2x6)
x3x5
, J5 =
x4(x3 + x1x5) + (x1x5 + x2x3)x6
x1x4x6
.
36
The Poisson bracket between these five functions follow by the cyclic property from
{J1, J2} = −J1J2 − J4 + 1, {J1, J3} = 2J1J3.
This Poisson bracket is the sum of three homogeneous terms,
P = P(2) +P(1) +P(0), with P
(2)
ik = c
(2)
ik JiJk, P
(1)
ik = c
(1)
ik Jk+2, P
(0)
ik = c
(0)
ik ,
where c
(ℓ)
ik are the Toeplitz matrices with top rows given by
(c
(2)
1,k) = (0,−1, 2,−2, 1), (c
(1)
1,k) = (0,−1, 0, 0, 1), (c
(0)
1,k) = (0, 1, 0, 0,−1).
Both P(0) and P(2) satisfy the Jacobi identity, but P(1) does not, so we cannot think of this sum as some
sort of Poisson compatibility.
The Casimir for the 5-dimensional Poisson algebra generated by the Ji is the trace of the monodromy
matrix, as in (7.10). It can be written as the sum
K = H3 +H2 −H1, (7.16)
where each of the components is a first integral:
H1 =
5∑
i=1
(Ji − JiJi+1), H2 =
5∑
i=1
(JiJi+1Ji+2 − JiJ
2
i+1Ji+2), H3 =
5∏
i=1
Ji.
We find that {Hi,Hj} = 0 for all i, j, so the 6-dimensional Poisson map ϕ has the correct number of first
integrals in involution.
Example 7.7 (The quiver P
(1)
8 − P
(4)
8 + P
(3)
6 ). The map obtained from mutation of this quiver is
ϕ : (x1, x2, x3, x4, x5, x6, x7, x8) 7→ (x2, x3, x4, x5, x6, x7, x8, x9), x9 =
x2x8 + x5
x1
.
The corresponding non-singular matrix B defines an invariant Poisson bracket (3.13) with matrix C = B−1.
The top row of the Toeplitz matrix C is (c1,j) = (0, 1, 0, 0, 1, 1, 0, 1). The functions Ji with period 7 can be
determined from J1, which takes the form
J1 =
x1x6 + x2x7 + x3x5
x2x6
.
The remaining six functions are obtained by applying ϕ∗Ji = Ji+1, with (ϕ
∗)7Ji = Ji. The Poisson bracket
relations between these functions follow by the cyclic property from
{J1, J2} = 2J1J2 − J5, {J1, J3} = −J1J3 + 1, {J1, J4} = −J1J4.
Again, this Poisson bracket is the sum of three homogeneous terms, P = P(2) +P(1) +P(0), where P(0) and
P(2) satisfy the Jacobi identity, but P(1) does not.
The Casimir of the Poisson subalgebra generated by the Ji is again K (the trace of the monodromy
matrix), but in this case it is not clear how to split the Casimir into four pieces that Poisson commute,
as required for Liouville integrability. Of course, there are still seven functionally independent invariant
functions (built from cyclically symmetric combinations of the Ji) and we expect that four commuting
functions exist.
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8 Gale-Robinson Recurrences
We now consider the final class of recurrence (5.7),
xn+N xn = xn+N−p xn+p + xn+N−q xn+q , (8.1)
listed in Theorem 5.4 (case (iv)). These are known as three-term Gale-Robinson recurrences [14] and include
Somos-4 (2.6), Somos-5 (2.11) and the reductions of Somos-6 (see Equations (2.12), (2.13), and (2.14)) as
special cases. We can no longer expect to linearise these, since their solutions are given in terms of elliptic
functions [18, 20, 21].
The relations (8.1) all arise by reduction of the Hirota-Miwa (discrete KP) equation (see [36]), which is
the bilinear partial difference equation
T1 T−1 = T2 T−2 + T3 T−3. (8.2)
In the above, T = T (n1, n2, n3) is a function of three independent variables, and shifts are denoted by
T±j = T |nj→nj±1. If we set
T (n1, n2, n3) = exp
∑
i,j
Sijninj
 τ(n), (8.3)
where S = (Sij) is a symmetric matrix and n = n0 + δ1n1 + δ2n2 + δ3n3, then τ(n) satisfies the ordinary
difference equation
τ(n+ δ1)τ(n− δ1) = α τ(n+ δ2)τ(n− δ2) + β τ(n+ δ3)τ(n− δ3)
where α = exp(2(S22 − S11)), β = exp(2(S33 − S11)). Upon taking xn = τ(n − δ1) with δ1 =
1
2N ,
δ2 =
1
2 (N − 2p), δ3 =
1
2 (N − 2q), this becomes (8.1) (with some additional parameters α, β, which I have
dropped from this presentation).
Remark 8.1 (Octahedron Recurrence). In the combinatorics literature, equation (8.2) is referred to as the
octahedron recurrence, which has the Laurent property (shown in [9]). The Laurent property for three-term
Somos (or Gale-Robinson) recurrences of the form (8.1) then follows by the reduction (8.3).
The Hirota-Miwa equation (8.2) has a scalar Lax pair, being the compatibility condition for the linear
system given by
T−1,3 ψ1,2 + T ψ2,3 = T2,3 ψ, T ψ−1,2 + T−1,3 ψ2,−3 = T−1,2 ψ, (8.4)
where the scalar function ψ = ψ(n1, n2, n3), with the same notation for shifts as before. Using the latter,
one can use the reduction (8.3) to obtain Lax pairs for all of the Gale-Robinson recurrences (8.1), which
leads directly to spectral curves whose coefficients are conserved quantities.
The process becomes quite involved for large N , but for N = 4 and N = 5 we can derive Lax pairs for
Somos-4 and 5 (in terms of the the reduced variables yj for the (degenerate) pre-symplectic form (4.2)).
Example 8.2 (Somos-4 Lax pair). The Lax pair for the map (3.17) takes the form
Lw = ξw, w˜ =Mw, (8.5)
where the tilde denotes the shift n→ n+ 1. The matrices L = L(ζ), M =M(ζ) are functions of yj and the
spectral parameter ζ, given by
L =
(
− y1+1
y1y2
ζ −y1ζ +
y1+1
y1y2
1
y1
ζ2 − ζ
(
−y1y2 −
1
y1
)
ζ + 1
)
, M =
(
0 1
− 1
y1y2
ζ 1
y1y2
)
.
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The discrete Lax equation L˜M =ML holds if and only if the map (3.17) does. The spectral curve is
det (L(ζ) − ξ 1) = ξ2 + (H1 ζ − 1)ξ + ζ
3 + ζ2 = 0,
in which the coefficient of ζξ is the first integral
H1 = y1y2 +
1
y1
+
1
y2
+
1
y1y2
. (8.6)
The level sets of H1 are biquadratic curves of genus one in the (y1, y2) plane, and the map is a particular
instance of the QRT family [32].
Example 8.3 (Somos-5 Lax pair). The matrix B for the recurrence (2.11) has rank 2, so on symplectic
leaves, with coordinates (y1, y2), the form (4.2) reduces to (4.9) (see [11]) and the map takes the form
ϕˆ : (y1 , y2) 7→
(
y2 , (y2 + 1)/(y1y2)
)
. (8.7)
This arises as the compatibility condition L˜M =ML for a linear system of the form (8.5), where
L = C0 +C1 ζ +C2 ζ
2, M = C0 +
(
0 0
−y1 0
)
ζ, (8.8)
with
C0 =
(
0 1
0 1
)
, C1 =
 −y1 −(y2 + 1y1)
−y1 −
(
y2 +
1
y1
+ 1
y2
+ 1
y1y2
)  , C2 = ( 1 01 + y1+1
y2
1
)
.
The coefficient of ζξ in the equation for the spectral curve, that is
det (L(ζ) − ξ 1) = ξ2 − (2ζ2 − J ζ + 1)ξ + ζ4 + ζ3 = 0,
gives a first integral whose level sets are cubic (also biquadratic) curves of genus one, that is
J = y1 + y2 +
1
y1
+
1
y2
+
1
y1y2
. (8.9)
9 Conclusions
One of the main thrusts of this work has been to understand how to build special types of quiver so that a
particular sequence of cluster mutations generated a recurrence. The relation to cluster algebras guarantees
that this recurrence will have the Laurent property. Given such a recurrence we can consider the associated
map and ask about its properties. The relationship with mutation periodic quivers implies that such maps
preserve a pre-symplectic form, leading us to Poisson maps. For the period 1 case we classified the cases
with zero algebraic entropy and analysed them in the framework of Liouville integrability. In [13] it was
shown how to include parameters in the coefficients of our recurrences, using the theory of “ice quivers”,
but for simplicity we have not included this here. A relationship between period 1 primitive recurrences
and Pell’s equation was also discussed. In [10] it was shown that the map associated with the primitive
P
(1)
2m (see Section 6.4) can be seen as Ba¨cklund transformations for Liouville’s equation (a well known partial
differential equation, which arises in differential geometry and many other contexts). In [12] there are many
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details which I omitted here. In particular, there are numerous new and interesting examples of integrable
maps.
There are many things which are still not understood. We only have a partial classification of period
2 quivers and only examples of ones with higher periods. Almost nothing is known about the integrability
of maps associated with quivers of period 2 and above. Even in the period 1 case there are open questions
about the Liouville integrability of cases (iii) and (iv) of Theorem 5.4.
Recently, with the introduction of “Laurent phenomenon algebras” [24] it has been possible to include
such recurrences as (1.4) (Somos-6), with more than two terms on the “right hand side”. Some of the results
of [13] are generalised to this case in [1].
In [13] we showed an intriguing connection between our results and those of quiver gauge theories and
D−branes. The quivers arising in supersymmetric quiver gauge theories often have periodicity properties.
Indeed, the Somos-5 quiver (see Figure 5) also appears in [30] (with a relabelling) in the context of a dP2 brane
tiling. The combinatorial rule for Seiberg-dualising a quiver coincides with the rule for Fomin-Zelevinsky
quiver mutation (Definition 2.1) (see [35] for a discussion of this relationship). Recently, the authors of [22]
have taken our decomposition (from Theorem 2.11) of a Gale-Robinson quiver to form an infinite, doubly
periodic quiver on the plane, whose dual is a brane tiling.
The existence of these diverse links to many parts of mathematics and physics is one of the remarkable
features of cluster algebras, as can be seen elsewhere in this volume.
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