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KLASIFIKASI KEPUASAN PELANGGAN PADA USER 





User Feedback merupakan suatu tolak ukur yang penting bagi perusahaan yang 
dapat memberikan pengaruh yang sangat besar dalam pembentukan loyalitas 
konsumen, keputusan pembelian konsumen, brand perusahaan, dan pendapat 
konsumen lainnya. Seiring dengan bertambahnya konsumen, jumlah feedback juga 
semakin meningkat yang akan memakan waktu apabila feedback dianalisa secara 
manual. Untuk mengatasi masalah tersebut, maka akan digunakan sistem analisis 
kepuasan pelanggan menggunakan Support Vector Machine dengan fitur ekstraksi 
TF-IDF untuk membantu menentukan tingkat kepuasan pelanggan pada suatu 
feedback. Algoritma Support Vector Machine dipilih karena performanya yang 
sangat bagus dalam melakukan klasifikasi pada teks data. Penelitian ini 
menggunakan dataset yang berisikan ulasan dari pengguna terhadap suatu produk. 
Pada penerapannya, dataset akan diklasifikasi menjadi dua kategori yaitu puas dan 
tidak puas dengan menggunakan TF-IDF sebagai fitur ekstraksi. Kemudian, data 
tersebut akan diproses menggunakan algoritma Support Vector Machine. Hasil dari 
pengujian menunjukan bahwa skeranio 1 dengan perbandingan rasio 60:40 
memiliki akurasi tertinggi yaitu 90,56%. Pada skenario 2 (under-sampling) dengan 
perbandingan rasio 60:40 memiliki akurasi tertinggi yaitu 76,57%. Pada skenario 3 
dengan perbandingan rasio 70:30 (over-sampling) memiliki akurasi tertinggi yaitu 
74,69%. 
 









CUSTOMER SATISFACTION CLASSIFICATION ON USER 





User Feedback is an important benchmark for companies that can provide a very 
large influence in the formation of consumer loyalty, consumer purchasing 
decisions, company brands, and other consumer opinions. As consumers increase, 
the amount of feedback also increases which will take time if the feedback is 
analyzed manually. To overcome this problem, a customer satisfaction analysis 
system will be used using the Support Vector Machine with the TF-IDF extraction 
feature to help determine the level of customer satisfaction in a feedback. The 
Support Vector Machine algorithm was chosen because of its very good 
performance in classifying text data. This study uses a dataset that contains reviews 
from users of a product. In its application, the dataset will be classified into two 
categories, namely satisfied and dissatisfied by using TF-IDF as a feature 
extraction. Then, the data will use the Support Vector Machine algorithm. The test 
results show that scenario 1 with a ratio of 60:40 has the highest accuracy of 
90.56%. In scenario 2 (under-sampling) with a ratio of 60:40 has the highest 
accuracy of 76.57%. In scenario 3 with a ratio of 70:30 (over-sampling) it has the 
highest accuracy of 74.69%. 
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