We consider a problem of blind signal extraction from noisy multivariate data, where each datum represents a system's response, observed under a particular experimental condition. Our prototype example is multipixel functional images of brain activity in response to a set of prescribed experimental stimuli. We present a novel multivariate analysis technique, which identifies the different patterns (signals) that are attributable to specific experimental conditions, without a priori knowledge about the signal or the noise characteristics. The extracted signals, which we term the generalized indicator functions, are optimal in the sense that they maximize a weighted difference between the "mean square variation between groups" and the "mean square variation within groups". With an appropriate choice of the weighting parameter, the F -statistics of the generalized indicator functions are guaranteed to be statistically significant under the one-way analysis of variance model. We demonstrate the performance of our method in optical intrinsic signal imaging of cat cortical area 17. We find that the method performs effectively and robustly in all tested data, which include both real experimental data and numerically simulated data. The method of generalized indicator functions is similar to canonical variate analysis, a multivariate analysis technique that directly solves for the maxima of the F -statistic, but important theoretical and practical differences exist, which can make our method more appropriate in certain situations.
Introduction
In many scientific experiments, the primary objective is to investigate the "cause and effect" relationship between the input and the output of a system. For example, in functional imaging of mammalian visual cortices, one observes the spatial patterns of brain activity elicited by different experimental visual stimulations. Optical imaging (for review, see Grinvald 1992 ) is one such technique that measures the intrinsic optical signals from the cortex. These signals represent the activity-dependent changes in light reflectivity and scattering of the underlying tissue (Malonek and Grinvald 1996 , Malonek et al. 1996 , Arieli et al. 1995 . Optical imaging has contributed critical insights to how different sub-modalities of visual information are represented in V1 and V2 (primary and secondary visual areas), such as ocular dominance and orientation (Blasdel and Salma 1986 , Blasdel 1992 , Bonhoeffer and Grinvald 1991 , direction of motion (Weliky 1996, Shmuel and , and spatial frequency (Everson et al. 1998 , Issa et al. 2000 .
In a typical optical imaging experiment, one seeks to identify the spatial distribution of neural activity that is specific to a given stimulus. However, the images collected during a stimulus presentation often contain fluctuating nonspecific responses that may not be related to the stimulus. When the sources of these unexplained variations are not known or cannot be controlled, one might treat the observed response as a random variable, having some probability distribution. Often, it is assumed that the non-specific response that is uncorrelated with the stimulus is the noise. In such cases, the stimulus-specific response, or the signal, is taken to be the difference between the means of the two distributions, one from the "control" condition and the other from the "stimulated" condition.
By far the most popular estimator of the true mean is the "sample average", computed from repeated sampling of the probability distribution. The Law of Large Numbers then states that, in the limit of indefinitely many samples, the sample average approaches the true mean of the distribution. In actual experiments, however, the number of samples is limited, and the sample average is only an estimate, whose standard error is approximately proportional to σ/ √ N , where σ is the standard deviation of the response, and N is the number of samples. This relation suggests that the error of the sample average can be made arbitrarily small by choosing an appropriate N . However, the required number of samples may be unrealistically large if the measurements come from a probability distribution with a large variance. Indeed in a typical optical imaging experiment, the amplitude of the stimulus-specific signals can be significantly smaller than the background activity of the cortex, which fluctuates due to its intrinsic physiological processes, such as respiration, circulation, and autonomous neuronal activities (Arieli et al. 1996) . Since the signals must be reliably extracted from data with an exceedingly small signal-to-noise ratio, optical imaging presents a challenging problem.
A number of data analysis techniques have been devised to improve the signal recovery beyond that of the "difference image" (Orbach and Cohen 1983) , a pixel-by-pixel difference between two sample average images. These improved techniques include principal component analysis-based methods (Sirovich et al. 1996) , indicator function (Everson et al. 1998) , truncated difference (Gabbay et al. 2000) , independent component analysis (Bell and Sejnowski 1995, Hyvarinen and Oja 1996) , and extended spatial decorrelation , Schiessl et al., 2000 . Here we present a new procedure, the method of generalized indicator functions, which extracts an orthogonal set of functions (images) that indicate the presence of stimulus-specific signals. In Sec. 2, we will derive the method as a optimization problem of a statistic, signal-noise difference, defined as an weighted difference between the estimated signal variance and the noise variance. The method may be viewed as a variant of the canonical discriminant function (Boch 1975 ), which will be presented in Sec. 3 as an optimization problem of the F -statistic, the quotient between the estimated signal variance and the noise variance. Although these techniques are related, there are important theoretical and practical differences, which will be illustrated and discussed in detail in Sec. 4, 5, and 6.
Generalized Indicator Functions

Motivation
The generalized indicator functions can be motivated quite generally for any multivariate data, but in the interest of concreteness, we will derive the method in the context of image analysis. Consider an optical imaging experiment, in which a charge-coupled device (CCD) camera captures digital images of the cortex as it responds to different visual stimuli. (For a review see Grinvald 1992) . Each image is a two-dimensional array of P pixels, whose pixel values are proportional to the number of photons arriving at that pixel location on the camera's photodetector. Let f m (t, x) represent the pixel gray-level value at the cortical position x = (x, y), in the t-th frame taken for the stimulus condition m, where t = 1, · · · , T , and m = 1, · · · , M , and T is the same for each m. For fixed t and m, and the full range of x, f m (t, x) is a single image, and it can be regarded as a vector whose components are indexed by x. In our discussion we often regard the pixel index x is implicit, and refer to the image as f m (t).
We definef m , the average image for the m-th condition, andf , the average image over all conditions, asf and if we define the noise operator,
then
Note that both K S and K N are real, symmetric, and positive semidefinite operators. Thus their eigenvalues are real and non-negative, and each has a set of eigenvectors which are real, orthogonal, and complete.
In order to quantify the success of φ(x), we define a performance statistic, which we call the signal-noise difference,
where the scalar weighting parameter α is yet to be specified. It is necessary to apply a constraint on the length of φ(x), which we take
It follows that the criterion function C(φ) for this constrained maximization problem is:
where γ is a Lagrange multiplier.
In order to find the extremum of C(φ), we denote the desired extremum by φ o and consider admissible variations,
for an arbitrary ∆(x). The stationarity condition then states:
We apply this to (12) and obtain the eigenvalue problem,
Since both K S and K N are real symmetric P × P operators, where P is the number of pixels per image, the kernel in (15) is also a symmetric P ×P operator, regardless of the choice of α. Therefore, this eigenvalue problem yields a total of P eigenpairs, {γ k , φ k }, k = 1, · · · , P , and the eigenvectors can be taken to be a complete orthonormal set with real eigenvalues.
Interpreting the Solutions
Solutions to the generalized indicator function problem (15) are the extrema of the signal-noise difference, S(φ) − αN (φ), under the unit-length constraint, and further analysis is necessary to identify the subset of the solutions that correspond to maxima. In this section, we will demonstrate that the analysis of variance assumption on ρ m (t) leads to a natural choice of the weighting parameter α and provides a convenient statistical interpretation for the eigenfunctions, {φ k (x)}. Let us assume the one-way analysis of variance model (Box et al. 1978 , Searle 1992 
where µ m is the true mean of ρ m (t) under condition m, and each is an independently, identically, and normally distributed random variable with mean zero and variance σ 2 , commonly denoted by IIDN (0, σ 2 ). Under this model, the significance of the experimentally observed variation ofρ m can be quantified by Fisher's F -test, which uses a statistic called F . Here, only a brief outline of the F -test procedure will be given, as detailed discussions can be found in most introductory statistics texts (Box et al. 1978) .
Let the null hypothesis and the alternative hypothesis be
respectively. The null hypothesis implies that µ m , the mean amplitude of φ(x) for stimulus m, does not change due to stimuli. The alternative hypothesis, on the other hand, states that the mean signal amplitude indeed changes due to different stimuli. The F -statistic of ρ m (t) is a functional of φ, and it is defined as:
If the null hypothesis were true, the F -statistic calculated from an M T -tuple of random variables, [ρ m (t)], m = 1, · · · , M and t = 1, · · · , T , would also be a random variable having a known probability density called the F -distribution. The F -test uses this F -distribution, P(F ), as a reference to draw a statistical inference on the validity of the null hypothesis. When the actually observed F (φ) is greater than some critical value F c of the reference distribution, such an event is called statistically significant, and the F -test rejects the null hypothesis with a confidence level of c = P(F < F c ), where
The confidence level, c, is a user-defined quantity, and it is commonly chosen to be 0.95, 0.99, etc., such that, under the null hypothesis, the probability of observing F > F c is 0.05, 0.01, etc., respectively. Now, we test the statistical significance of the signal amplitude, ρ m (t), by subjecting it to the F -test. In order to provide a convincing argument that φ(x) represents the cortical map of the true response, its associated ρ m (t) must have a statistically significant F -statistic; otherwise the F -test cannot conclude whether the variation inρ m is truly the manifestation of a signal, or simply due to the stochastic nature of the data. Now observe, from (5) and (8), that solutions for the generalized indicator problem satisfy the following property:
and because of the constraint, φ k 2 x = 1, we have,
By rearranging the above equation, and using the non-negativity of N (φ), we have an inequality for all positive γ k ,
This relation suggests that, if α is chosen as α = F c , where F c is the critical value of the reference F -distribution, each eigenfunction φ k associated with a positive eigenvalue is guaranteed to be statistically significant at confidence level c = P(F < F c ). Now, since S and N estimate the variance of the sample averages, V ar (ρ m ), and the variance of the residuals, V ar (ρ m (t) −ρ m ), respectively, the F -statistic estimates the ratio of the signal power to the noise power, i.e. the signal-to-noise ratio. Extending this perspective, the signal-noise difference, S(φ) − αN (φ), can be interpreted as the absolute difference between the signal power and the weighted noise power. Because the method of generalized indicator functions maximizes S(φ)−αN (φ), it can be viewed as a technique that seeks out functions with the maximal signal power, S(φ), from the subspace whose members have statistically significant F -statistics.
Computation of the Eigenfunctions
The generalized indicator functions can be obtained by solving the eigenvalue equation (15). In actual situations, however, the number of pixels, P , can be as large as O(10 5 ), which makes the direct pixel-to-pixel solution of the P × P problem impractical. Fortunately, a simple observation, which has led to the snapshot method (Sirovich 1987, Sirovich and Everson 1992) , shows that a smaller yet still exact calculation is possible.
In particular, we note that the kernel in equation (15) is the weighted sum of two operators, defined by (5) and (8). Hence, the action of these operators on φ(x) always results in some linear superposition of the elements of {f m −f } and {f m (t) −f m }. Any member of {f m −f } or {f m (t) −f m } must be expandable as a linear combination of the mean-corrected images, {f m (t, x) −f }, sincē
and
This implies that φ(x) is necessarily an admixture of the mean-corrected images of the data, {f m (t, x) −f }. Since there are M T frames (snapshots) in the dataset, φ(x) can be represented as a linear combination of no more than M T such images. The direct application of this observation, although correct and practical, does not offer the most felicitous framework. Instead, we consider a more refined formulation based on principal component analysis, which also illuminates the underlying mathematical structure.
To this end, we follow Sirovich and Everson (1992) and seek to write every mean-corrected image, f m (t, x) −f , in the form
If the above bi-orthogonality requirements are applied to (25),
must hold. If we now use our data to define the two kernels,
then, back substitution of (27) into (28), and similarly of (28) into (27), leads to the two eigenvalue problems,
n,s C(m, t, n, s) a n (s) = λ r a m (t)
where the eigenvalue λ r = σ 2 r . Because the operators K and C are both symmetric, the corresponding eigenfunctions are orthogonal and complete in their respective spaces. The expansion of the form (25) is now implemented. The method of snapshots takes advantage of the fact that (32) is a much smaller problem than (31) when P M T . After (32) is solved, the spatial eigenfunctions {ψ r (x)} can be constructed from (27).
Once given a decomposition of the form (25), we can re-write f m (t) −f m andf m −f as:
The earlier remark that φ(x) is a linear superposition of {f m (t, x) −f } can be taken one step further, and we may write φ(x) as a linear combination in terms of (25),
where b r is the yet unknown coefficient on the r-th spatial eigenfunction.
If we now substitute (33), (34), and (35) into the generalized indicator function problem (15), and use the orthonormal property of the ψ r 's, we obtain an equivalent M T ×M T eigenvalue problem for the generalized indicator functions,
where
The † symbol denotes the transpose of a vector or a matrix. The kernel of (36) is again real and symmetric, so the eigenfunctions are guaranteed to be orthogonal and complete, with real eigenvalues. When the snapshot-space dimension, M T , is smaller than the pixel-space dimension, P , this alternative formulation is the computationally smaller problem to solve. Once the solutions for (36) are obtained, we can easily determine φ(x) from (35).
Other Analysis Methods
The introduction mentions several analysis methods for signal identification in highly variable data. In order to establish a frame of reference for the generalized indicator method, we discuss two alternatives here. First is the differential imaging procedure, which is the most common analysis method for optical imaging data. Another analysis technique, called canonical variate analysis, also deserves attention, because of its kinship to the method of generalized indicator functions. It has its origin in multi-group classification and statistical decision theory, but can also be applied to signal extraction problems in a natural way as demonstrated by Friston, et al. (1995) .
Differential Imaging
In differential imaging, the sample average of the n-th stimulus condition is subtracted from the sample average of the m-th condition to produce a difference image ∆ m,n (x):
In the limit indefinitely large and unbiased samples (T → ∞), each sample mean approaches its true mean, and then ∆ m,n (x) represents the true signal difference between conditions m and n. When the condition n is taken to be some "control" condition,f n (x) estimates the stimulus-independent activity, and its subtraction fromf m (x) is essentially an attempt to remove the background. The resulting difference image then estimates the stimulus-specific response evoked by the stimulus m. However, with a limited number of samples T , the errors of the sample averages may significantly corrupt the differential image, in the event of a large variance in the response probability distribution.
Canonical Variate Analysis
In Sec. 2, we motivated the generalized indicator function method as a maximization problem of the signal-noise difference, and then argued that the solutions' F -statistics are greater than some constant α. Instead, one may opt to look for a function χ(x) that directly maximizes the ratio,
The maximization of a quotient of two quadratic forms, called a Rayleigh quotient, is a classical problem (Bellman 1960) , and this particular form of the Rayleigh quotient has been treated extensively in multivariate statistics under several aliases, such as canonical variate analysis, canonical discriminant analysis, and multiple discriminant analysis. The maximization of the ratio (42) can be shown to be equivalent to a generalized eigenvalue problem (Boch 1975 )
The eigenfunction χ k is known as the k-th canonical variate, and satisfies the following property,
thus the eigenvalue λ k is the k-th largest local maximum of the F -ratio, associated with the canonical variate χ k . According to the signal-to-noise interpretation of the F -statistic, the canonical variate analysis thus seeks the images {χ k (x)} such that the power of the signal, (χ k , K S χ k ) x , is maximized relative to the power of the noise, (
In practice, we choose to solve a different form of the same problem, instead of solving (43) directly. This alternative formulation, which we derive in part A of the Appendix, transforms (43) into a standard eigenvalue problem, for which computationally efficient algorithms exist.
Numerical Simulations
Numerically simulated data will be used to illustrate the method of generalized indicator functions, and to compare its performance with differential imaging and canonical variate analysis. Artificial data will be constructed from a known signal and well-characterized background noise. Each technique will attempt to recover the signal from the noisy data, and their solutions will be quantitatively evaluated, as the true signal is known.
An overview of the data construction is shown in Figure 1 . We construct the data, a collection of 96 × 128 pixel images, by adding an artificial spatial pattern p(x) to a set of 660 unstimulated, or "blank", images of cat primary visual cortex, B m (t, x). These images were acquired while the anesthetized cat was viewing a blank, uniformly illuminated screen, thus assumed to contain no stimulus-evoked signals. We design the artificial response map as a "checkerboard" pattern p(x), ||p(x)|| 2 x = 1 In order to simulate the correlated changes in the signal amplitude due to stimuli, an artificial amplitude function r m (t) is introduced, so that the response signal is modeled as
We do not specify the amplitude function r m (t) now, but once we choose a specific r m (t), the synthetic data f m (t, x) can be constructed by adding the model signal to the blank images,
where the images in B m (t, x) are normalized; ||B m (t, x)|| 2 x = 1. The amplitude function r m (t) thus determines the amount of p(x) added to each of the blank images. In all simulations that follow, the signal will be added at O(10 −3 ) -O(10 −4 ) of the background strength, so the pattern p(x) cannot be perceived by the naked eye.
For the purpose of simulation, we "prepare" the background, so that it is orthogonal to the signal,
hence, p(x) is projected out of the blank set. It therefore follows that
The purpose of this step will become clear in Sec. 4.3, when we consider situations where the background is not orthogonal to the signal. We consider a two-group experiment in which M = 2 and T = 330. The first 330 frames of f m (t, x) are assigned to stimulus group m = 1, and the remaining 330 to group m = 2. The stimulus specific responses are then given by r 1 (t) p(x) and r 2 (t) p(x), respectively. Now, the goal of our analysis is to recover an estimated signal φ(x) from the dataset, f m (t, x), in the absence of any information about p(x) or r m (t). If the recovery were perfect, we would have φ = p, and thus the amplitude ρ m (t) of the recovered signal should equal the modeled amplitude r m (t),
We can quantify the success of signal recovery by φ(x) since the true signal p(x) is known. Since φ and p are unit vectors, we have cos θ = (φ, p) x , where θ is the angle between φ and p vectors. Then the efficiency defined as
gives unity when φ(x) = p(x) and zero when φ(x) ⊥ p(x). We also examine the F -statistic of the recovered signal, F (φ) = S(φ)/N (φ), in order to assess the statistical significance of the solution. Throughout this section, we use the critical value, F c = 3.86, obtained from (19) at c = 0.95, which implies that we require the F -test to have at least 95% confidence.
A Non-Stochastic Signal
We first model the response signal whose amplitude changes only as a function of the stimulus index m with no frame-to-frame variation in t. Let the artificial amplitude function be:
as shown in figure 2A . The weights ±5 × 10 −4 are chosen so that signal is added to the blank images at a signal-to-background ratio of 5:10,000, a typical strength of the intrinsic signals in optical imaging. Since r m (t) has zero variability in t, so does ρ m (t) by (47), and the F -statistic of p(x) becomes unbounded.
We first examine the result from the differential imaging procedure. (Fig.  2B) A difference image ∆(x) is computed as ∆ 1,2 (x) using (41), and its response amplitude is given by ρ m (t; ∆) = (f m (t), ∆) x . Although ∆(x) shows a definite resemblance to the true signal (E = 0.408), it is corrupted by a significant amount of noise from vascular pulsations, vasomotor effects, and other less obvious sources. Since ∆(x) carries the expected signal within it, one might be misled to believe that ∆(x) is a good representation of a real difference between conditions m = 1 and m = 2. However, from a statistical point of view, such a statement neglects the fact that the response amplitude ρ m (t; ∆) shows extensive within-group variability. The low F -value, F (∆) = 0.0508, suggests that the observed variability inρ m between group 1 and 2 might arise simply by chance. Because the critical value of the F -distribution is F c = 3.86 at 95% confidence, the F -test does not conclude that ∆(x) represents a real signal.
The canonical variate analysis guarantees the optimal F -statistic. The solution χ(x), and its amplitude ρ m (t; χ) = (f m (t), χ) x are displayed in figure  2C , which shows highly successful signal recovery with E = 0.958 and a faithful reproduction of r m (t). The calculated F -statistic of χ is larger than the machine-infinity (eps −1 ) and we denote it as F (χ) = ∞. This extreme F -ratio is in agreement with the completely noise-free nature of the modeled response amplitude function, r m (t). The reason as to why and how the canonical analysis can achieve an unbounded F is explained in part B of the Appendix.
The generalized indicator φ(x) (Fig. 2D) is computed with α = 3.86, the critical value of the F -distribution for 95% confidence as mentioned above. The quality of the solution, φ(x), is comparable to that of the canonical variate, as it recovers E = 0.952 of the original signal. The response amplitude ρ m (t; φ) = (f m (t), φ) x offers a highly significant signal-to-noise ratio, F (φ) = 372.28, although it does not achieve the greatest possible F -ratio, as demonstrated by the canonical variate. The amplitude of ρ m (t; φ) is distributed tightly around ±5 × 10 −4 , and gives a good approximation of the modeled signal amplitude, r m (t).
A Stochastic Signal
Next, we consider data in which the signal of interest not only changes in amplitude as a function of the stimulus index m, but also fluctuates randomly in the frame number t. Let r m (t) be
where IIDN (1, σ 2 ) denotes an independently, identically, and normally distributed random variable with mean of 1, and here we let the variance be σ 2 = 1/4. (Fig. 3A ) Therefore, r 1 (t) and r 2 (t) are samples from normal distributions centered around ±5 × 10 −4 . Using the definition (18) and a little arithmetic, the expectation of p(x)'s F -statistic can be shown to be 8. Since the critical value is taken to be F c = 3.86 in these simulations, this "noisy" signal is statistically significant under the F -test. This addition of the stochastic component is our attempt to model two equivalent situations; (i ) the signal itself is intrinsically noisy, or (ii ) the signal itself is non-stochastic, but the background already contains randomly fluctuating image components that, regarded as vectors, are parallel to the true signal. As far as the analysis is concerned, these two situations are indistinguishable, because the noise sources are assumed to be unknown. The result from the differential imaging procedure (Fig. 3B) is qualitatively identical to that from the previously considered noise-free case. Significant distortion by the background noise is present in ∆(x), which shows only a modest signal recovery, E = 0.406, and the amplitude ρ m (t, ∆) has extensive within-group variation, which results in a low F -statistic, F (∆) = 0.050.
The most striking consequence of this randomly fluctuating signal is the drastic quality deterioration in the canonical variate χ(x) (Fig. 3C) . The solution χ(x) shows poor signal recovery with E = 0.114; the image is heavily infiltrated by pixel noise, and the spatial pattern p(x) is hardly discernible. On the other hand, its amplitude function ρ m (t; χ) = (f m (t), χ) x shows the optimal resolution with F (χ) = ∞, even though the true signal has only F (p) ≈ 8. It is also evident from the plot of ρ m (t; χ) that the amplitude of the recovered signal is considerably attenuated, compared to the modeled signal amplitude. We see that canonical analysis has overestimated F , by choosing a spurious pattern which does not contain any frame-to-frame noise. Figure 3D shows the result from the analysis with the generalized indicator method. Despite the introduction of noise, the solution φ(x) maintains excellent signal recovery at E = 0.926. The recovered signal amplitude ρ m (t; φ) = (f m (t), φ) x preserves a statistically significant F -statistic at F (φ) = 8.647, which is close to the true signal's F -statistic, F (p) ≈ 8 (see row A). It also recaptures the stochastic nature of the modeled signal amplitude r m (t), with no overall amplitude attenuation. The robustness of the generalized indicator method against noise follows from its more reasonable demand on the signal, namely, F (p) > α, which permits its realistic applications to stochastic signals with sub-optimal F -values.
Noise Analyses
Similar noise analyses can be performed with the addition of Gaussian noise at various strengths. The noise variance σ 2 of the stochastic signal (51) have been modulated to be σ 2 = 2, 1, , and the simulation and the analysis of Sec. 4.3 is repeated with these progressively less noisy signals. Figure 4 (left) shows the plot of signal recovery E as a function of the corresponding F -values of the model signal; F (p) =1, 2, 4, 8, 16, 32. When F (p) is below the critical value F c = 3.86, both methods show poor signal recovery. As F (p) is increased past the critical value, the generalized indicator rapidly outperforms the canonical variate, and reaches its maximum recovery at about E = 0.95. On the other hand, the signal recovery of the canonical variate improves only sluggishly as the true signal is made less noisy. Figure 4 (right) shows the relationship between the F -value of the model signal F (p) and that of the generalized indicator, F (φ). If the recovery were perfect, we would have F (φ) = F (p), and the recovery curve would fall on the diagonal line. However, when the model signal is exceedingly noisy such that F (p) < F c , the generalized indicator tends to overestimate the F -statistic, as the algorithm always guarantees F (φ) > α = F c . Such overestimation error in F (φ) is consistent with the poor signal recovery performance by φ(x) in this low F regime. On the other hand, when F (p) > F c , the true signal becomes statistically significant, and the generalized indicator's F -value closely approximates the F -value of the true signal. Incidentally, the recovered F -value of the canonical variate is consistently unbounded, regardless of the amount of noise introduced into the model signal (for explanation, see part B of Appendix). This result suggests the relative robustness of the generalized indicator method over the canonical variate analysis in the signal extraction problem of noisy, yet statistically significant, signals.
Application to Experimental Data
In this section we re-examine the experimental data (Everson et al. 1998 ) which have been considered previously by two techniques, truncated difference (Gabbay et al. 2000) , and indicator function (Everson et al. 1997 ). We will briefly review these techniques and point out how the generalized indicator function method improves upon them, in terms of analytic simplicity, generality, and objectivity. We see that, when applied actual experimental data, our method produces qualitatively similar results, with better statistical characteristics and less subjective intervention.
Previous Analysis Strategies
The method of Gabbay et al. (2000) , which may be regarded as a refinement of the standard differences (Sec. 3.1), is based on the observation that the difference image (41) is expected to converge to the true response map in the limit of indefinitely many samples. When the sample size is limited, principal component analysis and a statistical analysis of the principal modes make possible the identification of the modal index range for the most relevant and significant principal components; from this an improved difference image, called the truncated difference, can be constructed. On the other hand, the indicator function method of Everson et al. (1997) is, in spirit, akin to Fisher's discriminant function (Fisher 1936) . As with the truncated difference method, it involves a band-pass filtering of the principal component spectrum. Although the construction of such filters is warranted by sound principles in both methods, an element of subjectivity enters into the analyses through the investigator's choice of the pass-band. In contrast, no explicit filter is introduced into the generalized indicator procedure; instead, the selection of signal-associated principal compo-nents is performed implicitly by the optimization algorithm. Another distinction is that these earlier methods are inherently one-dimensional procedures, as they generate a single image (vector) by contrasting two experimental conditions at one time. For experiments that use multiple conditions (M > 2), the response space can be M -dimensional. To deal with such cases, Everson et al. (1998) introduce a "pairwise" analysis strategy, and compute multiple contrast images for all possible pairs of conditions. A subsequent principal component analysis on all pairwise contrast images then determines the basis elements of the response space. Although such a pairwise procedure makes good mathematical sense, it is unnecessary in the generalized indicator method, as the procedure directly addresses the multi-dimensional nature of the signal space.
Data Analyses
In the experiment of Everson et al. (1998) , a cat is presented with a visual stimulus, a drifting sinusoidal grating oriented at 0
• , 45
• , 90
• , and 135
• , at six different spatial frequencies (0.07, 0.14, 0.28, 0.57, 1.14, 2.28 cycles/deg), and the cortical intrinsic signals are imaged. For each orientation-spatial frequency combination, 40 frames are imaged, for a total of 960 frames, with 240 frames per orientation. Here we analyze the orientation specific response by pooling all the images corresponding to each orientation. We set m so that θ = [0, 45, 90, 135] correspond to m = [1, 2, 3, 4]. The following analyses are performed strictly on raw data, and we do no introduce any ad hoc processing of the data, such as whitening, spatial/temporal filters, or any kinds of normalization or approximation.
The four sample mean images for each orientation are shown in figure 5 . Although no obvious differences can be visually detected, the stimulus specific signal is presumably present in each image. Figure 6 shows the two dominant basis functions (images) and their respective signal amplitudes for the orientation response space, extracted by: (A) pairwise truncated differences, (B) pairwise indicator functions, (C) canonical variates, and (D) generalized indicator functions (computed with α = F c = 2.55; F c is the critical value at c = 0.95 with M = 4, T = 240). We omit the presentation of the standard difference method, as the truncated difference method is a direct improvement upon it.
The response basis images obtained by these methods share many spatial features in common. The basis images obtained from the pairwise truncated differences show superior smoothness and clarity of the emergent patterns, but their signal amplitudes show large within-group variations, and their F -values are not statistically significant at F (τ 1 ) = 1.472 and F (τ 2 ) = 1.158, respectively. The pairwise indicator basis images are strikingly similar to the corresponding generalized indicator functions and their amplitudes have statistically significant F -statistics, F (ι 1 ) = 3.775 and F (ι 2 ) = 2.982. The canonical variates are heavily contaminated by pixel noise, although some underlying structures are visible. A careful comparison reveals that the canonical variates actually represent extremely noisy versions of the same maps as the generalized indicator functions. The unbounded F -statistics of their signal amplitudes are consistent with the objective of the canonical analysis, and demonstrates that such extreme F -values can be achieved within the limits of the data. The generalized indicator function algorithm guarantees that the solutions, if found, always yield statistically significant F -ratios. Indeed, the first two generalized indicators have statistically significant F -values, F (φ 1 ) = 6.108 and F (φ 2 ) = 5.876, respectively. One remarkable feature seen in this analysis is the regular repeating pattern in the amplitude functions. Recall that there is nothing in the algorithm that forces these patterns to emerge. The systematic variation within each oriented stimulus presentation is presumably due to the different response strength to different spatial frequencies, which we do not address here.
¿From the two generalized indicator functions and their respective amplitude functions, an orientation preference map can be constructed (for method, see Everson et al. 1998) . Each colored pixel value of such maps represents the stimulus orientation at which the pixel's stimulus-evoked response is maximal. Figure 7 shows the orientation preference map obtained from the generalized indicators, after a spatial smoothing by a low pass filter. The map crisply shows the pinwheel structure of the orientation columns, in agreement with previous reports (Blasdel and Salma 1986 , Bonhoeffer and Grinvald 1991 , Everson et al. 1998 ). These results show that the generalized indicator method is well-behaved when applied to actual experimental data, as it generates solutions that are not only desirable in their statistical properties, but also consistent with the results from other techniques and experiments.
Discussion
Generalized Indicator Functions and Canonical Variates
The relationship between generalized indicator functions and canonical variates deserves further discussion. These analysis techniques are similar in the sense that they both use the F -statistic as a guide to identify the signals that are hidden in the background noise. Their fundamental difference lies in their requirements for the extraction of such signals. Loosely speaking, the canonical variate analysis aims to extract the "cleanest" signals, while the generalized indicator method seeks the strongest signals that are "clean enough." ¿From a signal analysis point of view, the F -statistic of the signal amplitude, F (φ) = S(φ)/N (φ), can be interpreted as the magnitude of the signal power, S(φ), relative to the power of the noise, N (φ). By design, the canonical variate analysis maximizes the F -ratio, and does so irrespective of the absolute magnitude of the signal. Hence, it is possible for the solutions to achieve such desired maxima while compromising the absolute signal power, as seen in the numerical example in Sec. 4. On the other hand, the method of generalized indicators attempts to maximize the signal-noise difference, S(φ) − αN (φ), a performance measure that respects the absolute power of the signal. Because the weighting parameter α is chosen such that the solution's F -ratio is statistically significant under appropriate conditions, the method can be understood as a technique which seeks the most "robust" signal, while preserving our ability to discriminate a real causal relationship from random fluctuations. Hence, the method of generalized indicator functions may be used as an alternative to canonical variate analysis when one wishes to focus on the absolute difference rather than the relative difference between the power of the signal and that of the noise.
A pictorial illustration of the problem's subspace structures will be presented in part B of the Appendix, as it facilitates the understanding of the similarities and the differences between the two analysis methods.
Comments on the Assumptions
Although the method of the generalized indicator functions has been presented here as an image analysis technique, the algorithm itself is very general, as it can be applied to practically any type of multivariate data. However, a meaningful interpretation of the solutions may require the following assumptions to hold: (i ) the true signal's F -statistic is greater than α, (ii ) the data contain no groupdependent bias, and (iii ) the one-way analysis of variance model holds for the signal amplitude function, ρ m (t). Since violation of these assumptions can lead to statistically or scientifically inaccurate conclusions, one should verify if these assumptions are reasonable for each given situation.
Assumption (i ) states that the success of the analysis by the generalized indicator functions depends on the success of the experiment itself. We saw in Sec. 4.3 that the generalized indicator method showed poor signal recovery when the true signal's F -value was below the chosen critical value, F c . The method is predicated on the basis that F (φ) > F c , and it is theoretically impossible for the method to reliably recover the hidden signals whose F -values are below F c . Thus the presence of a statistically significant signal in the data is a prerequisite for a valid signal identification.
The presence of a group-dependent bias (Assumption ii ) could be a serious challenge to the "scientific" validity of the generalized indicator. This can arise because of the change in the experimental environment, or the change in the basic physiological states of the animal, such as depth of anesthesia, CO 2 level, blood pressure, etc. Since the analysis extracts the largest statistically significant variations among different data groups, regardless of the source of such variation, the presence of such bias can compromise the purity of the extracted signals. Eliminating such bias is an important issue in the experimental design, and well randomized data acquisition sequences could keep such undesirable effects at minimum.
The role of the one-way analysis of variance model (iii ) in the method of generalized indicator functions is to provide a convenient statistical interpretation for its solutions. The model implies that the signal has a temporally stationary probability distribution during a given stimulus presentation, which is a realistic assumption in many types of experiments. The normality assumption on the distribution of (16) leads to a natural choice for the weighting parameter α, and offers an objective interpretation of the solutions φ(x). However, such a choice of α should not, by any means, be taken as a universal one. Depending on the signal model, assumptions, and objectives of a particular problem, a more plausible choice of α may exist, and the algorithm can be modified accordingly. Nevertheless, the one-way analysis of variance model is one of the most common data model in many fields of science, and the utility of the generalized indicator analysis, as we presented it, may indeed be quite general.
Conclusion
We have considered the problem of extracting small signals from multivariate data that are highly contaminated by noise from unknown sources. We have presented a novel data analysis technique, the method of generalized indicator functions, that maximizes a statistic termed the signal-noise difference. Under the one-way analysis of variance model, the solutions are guaranteed to formally show statistically significant signal-to-noise ratio, defined by the Fstatistic. The method of generalized indicator functions is related to a multivariate analysis technique called the canonical variate analysis, which aims to directly maximize the F -statistic. The fundamental difference between the two methods is that the canonical variate analysis' sole objective is the maximization of F , irrespective of actual magnitude of the signal power, while the method of generalized indicator function attempts to achieve the maximum signal power, while maintaining statistical significance of the F -statistic. In the application to actual and numerically simulated experimental data, we have demonstrated excellent performance and robustness of generalized indicator functions, in comparison with the standard difference method and the canonical variate analysis. Since this method may be applied to any vectorizable data type, it may improve the signal extraction in different kinds of experiments in which the standard differencing and the analysis of variance have been used as primary means of data analysis.
The only difference from the previous definitions (5) and (8) is in the leading normalization constants, which do not alter the validity of the following arguments. Recall that the canonical variate χ(x) is a solution to a maximization problem for the F -ratio,
In this appendix, we prefer to use the following equivalent notation,
in which the inner-products are written as matrix multiplications, e.g.
Now, consider the identity,
where K(x, y) is the mean-corrected data covariance operator, defined in (29). Then the F -ratio can be written as:
Hence, the extremization of (42) can be performed equivalently on the quotient,
Note that this problem is analogous to (43), hence the solutions can be obtained by solving the generalized eigenvalue problem,
where the eigenvalue µ represents the quotient Q of the solution χ,
Note the eigenvalue µ has a lower bound, µ ≥ 1, because (57) is nonnegative. Now, we make three observations which directly lead to the transformation of (59) into a regular eigenvalue problem.
Observation 1: The direct consequence of principal component analysis (25) is a spectral decomposition of K:
where Λ is an R×R diagonal matrix of the real positive eigenvalues {λ 1 , · · · , λ R };
] is a P × R matrix of corresponding orthonormal eigenvectors (the principal components of the mean-corrected images, {f m (t, x) −f (x)}), and R is the number of nonzero eigenvalues. Note that Λ is invertible, because all diagonal elements are > 0.
Observation 2: By the definition (53) of K N , the right hand side of (59) is necessarily a linear combination of {f m (t) −f m }, and therefore, of {f m (t) −f } by (24). Similarly, (59) yields a linear combination of {f m (t) −f } on the left hand side. This implies that the solution χ can only be determined within the subspace spanned by {f m (t)−f }. Therefore, in the spirit of principal component analysis (25), we write χ as:
or in a vector notation,
Observation 3: Another consequence of principal component analysis (25) is that the K N operator can be written as,
where C N and D are defined in (39) and (40), respectively. Now the substitution of (61), (63), and (64), into (66) yields the equation,
The division by µ is allowed, because µ ≥ 1. (See eqn. 60.) Because Ψ † Ψ = I, where I is an R × R identity matrix, and Λ = D 2 , (59) can be reduced to an R × R regular eigenvalue problem:
Because C N and D are symmetric, the kernel of (66) is real and symmetric, so the eigenvalues are real, and the eigenvectors w k ; k = 1 · · · R are orthonormal and complete in the R-dimensional space. The canonical variate χ can then be computed by the linear combination (62). Since the eigenvalue µ −1 k is the reciprocal of the quotient Q(χ k ), the eigenvector w k associated with the k-th smallest µ −1 k determines the desired k-th local maximum, χ k . Hence, we have successfully transformed a P × P generalized eigenvalue problem (59) for the canonical variate analysis into a smaller R × R regular eigenvalue problem.
The canonical variates can be shown to be an orthogonal set. Because of (62) and orthonormality of {ψ r (x)} and {w k } in their respective spaces,
B: The Subspace Structures
Here we illustrate the subspace structures of the canonical variate problem and the generalized indicator problem. (Fig. 9) We have shown in part A of Appendix and Sec. 2.4 that any canonical variate χ or generalized indicator φ can be uniquely defined in terms of the eigenvectors of K, ψ r , r = 1, · · · , R, which form an orthonormal basis set for the subspace of all mean-corrected images {f m (t) −f }. Let Ω be the space generated by Span{f m (t) −f }. Then by construction, both χ and φ must be in Ω. Let the signal set S and the noise set N defined as:
the members of S can be grouped into three mutually exclusive subsets, S (0,α) , S (α ∞) , and S ∞ , according to their F -statistics,
Note by this definition, S (0,α) and S (α,∞) are within N. When the data is such that S is not entirely within N set, we must have non-empty S ∞ , S ∞ = {∅}. Since canonical analysis is an maximization procedure of F , it would always find χ ∈ S ∞ , such that F (χ) = ∞. This observation points out the fundamental difficulty of the canonical analysis when the true signal is noisy. A vector of a noisy signal is by definition not perpendicular to N, but it belongs to the intersection, S∩N. Because the canonical analysis requires χ to be as orthogonal to N as possible within S, it would require χ ∈ S ∞ and therefore miss the signal. On the other hand, the generalized indicator attempts to find φ in S such that φ is more parallel to S than it is to N by the amount α:
Therefore, the method of generalized indicator functions is applicable to a larger class of signals, since it seeks for solutions from a larger set, φ ∈ S (α,∞) ∪ S ∞ . Figure 7: An orientation preference map is constructed from the two generalized indicator functions, φ 1 (x) and φ 2 (x), and their respective amplitudes. The color in each pixel represents the stimulus orientation at which the greatest stimulus-specific response is evoked. The map reveals a clear pinwheel pattern on the cortex, and the preferred angle varies smoothly around each pinwheel center.
Figure 8:
The subspace structure of the canonical variate and the generalized indicator problems. Ω is the vector space generated by Span{f m (t) −f }. The set S represents the signal set, S = {v ∈ Ω; (v, K S v) x > 0}. The noise set is N = {v ∈ Ω; (v, K S v) x > 0}. Canonical analysis is an algorithm that finds χ that is most perpendicular to N. When S is not entirely within N, there is always a solution χ ⊥ N, such that F (χ) = ∞. The generalized indicator function looks for a solution φ such that (φ, K S φ) x is maximized within a subset of S whose members have F > α.
