Approximate Spectral Clustering (ASC) is a popular and successful heuristic for partitioning the nodes of a graph G into clusters for which the ratio of outside connections compared to the volume (sum of degrees) is small. ASC consists of the following two subroutines: i) compute an approximate Spectral Embedding via the Power method; and ii) partition the resulting vector set with an approximate k-means clustering algorithm. The resulting k-means partition naturally induces a k-way node partition of G.
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Introduction
A cluster in an undirected graph G = (V, E) is a subset S of nodes whose volume is large compared to the number of outside connections. Formally, the conductance of S is defined as φ(S) def =
|E(S, S)| min{µ(S), µ(S)} ,
where the volume of S is given by µ(S) def = v∈S deg (v) . We are interested in the problem of partitioning the nodes into a given number k of clusters in a way that (approximately) minimizes the k-way partition constant ρ(k) def = min partition (P 1 , . . . , P k ) of V max i∈{1,...,k} φ(P i ).
The 2-way partitioning constant is also known as the conductance of the graph and is denoted as
The k-way partitioning problem arises in many applications, e.g., image segmentation and exploratory data analysis. We refer to the survey [vL07] for additional information. Further, the surveys [SM00, KVV04, vL07] discuss properties of graphs with small or large conductance.
Hardness and Approximation
The k-way partitioning problem is known to be NP-hard, even for k = 2 [MS90] . In the case when k = 2, the k-way partitioning problem reduces to the graph conductance problem (2), for which there is an approximation algorithm [Chu97] that computes a bipartition (S, S) such that φ(S) √ 2φ G . The algorithm computes an eigenvector corresponding to the second smallest eigenvalue of a normalized Laplacian matrix, sorts the eigenvector's entries, and performs a sweep over the sorted vector. The best set is guaranteed to satisfy the approximation bound.
This indicates that the second eigenvector encodes sufficient information for computing an approximate bipartition and motivated researchers to consider the bottom k eigenvectors in order to approximately solve the k-way partitioning problem. The resulting approach is called Spectral Clustering.
Spectral Clustering
Given an undirected graph G = (V, E) and a number of clusters k, the Spectral Clustering algorithm consists of the following two steps:
(i) Compute the bottom k eigenvectors of the normalized Laplacian matrix of G and store them into a matrix Y ∈ R n×k and interpret the i-th row as a vector in R k corresponding to the i-th node of the input graph. This step is known as Spectral Embedding (SE). (ii) partition the resulting vector set into k clusters using a k-means clustering algorithm.
Numerous works report of the practical success of Spectral Clustering in solving challenging clustering problems, and in particular it has been successfully applied in the fields of image segmentation, pattern recognition, data mining, community detection and VLSI design [AY95, SM00, NJW01, MBLS01, BN01, LZ04, ZP04, WS05, vL07, WD12, Tas12, CKC + 16].
Approximate Spectral Clustering
Exact computation of Spectral Clustering is expensive due to the following two bottlenecks:
(i) the best algorithm for computing a SE exactly requires time Ω(n ω ), cf. [Woo14] ;
(ii) the k-means clustering problem is NP-hard [MNV12] .
It is therefore necessary to relax the preceding two problems and to focus on designing approximation schemes for them. Several approximation techniques were developed for Spectral Clustering [Pre81, ST14, YHJ09, CCDL14, FBCM04, PP04, BHH + 06, WLRB09, Nys30, WD12, Tas12, LC10, Woo14] .
The Power method [LC10, Woo14] is perhaps the most popular technique for computing an approximate SE, due to its simplicity and ease of implementation. Further, this technique was successfully applied for low-rank matrix approximation [Woo14] , and it has a worst case convergence guarantee in terms of a principal angle between the space spanned by the approximate and the true eigenvectors [GVL96, Theorem 8.2.4].
Although, the k-means clustering problem is NP-hard [MNV12] , it admits a polynomial time approximation scheme (PTAS) [KSS04, HK05, FMS07, ORSS13] . However, the best PTAS for computing a (1 + ε) approximation incurs a factor 2 poly(k/ε) in the runtime.
On the other hand, it is folklore that the approximate variant of Spectral Clustering which computes an approximate SE via the Power method, and applies to it an approximate k-means clustering algorithm, recovers a good approximation of an optimal k-way node partition of G and at the same time runs efficiently (in nearly-linear time).
It is an important task for theory to explain the practical success of Approximate Spectral Clustering, and in particular to resolve the following three questions. In order to state them, we need some notation. Let Y be a SE computed exactly, and Y be an approximate SE computed via the Power method. Further, let X ( X) be an optimal k-means clustering partition of the rows of Y ( Y ). Let X α be a k-way row partition of Y , computed by an α-approximate k-means clustering algorithm. The following questions arise:
Q1. Show that X α is a good approximation of X.
Q2. Show that the k-way node partition of G induced by X α , yields a good approximation of an optimal k-way node partition of G.
Q3. Show that Approximate Spectral Clustering runs efficiently (in nearly-linear time).
Eigenvalue Gaps and k-Way Partitions Let 0 = λ 1 . . . λ n 2 be the eigenvalues of a normalized Laplacian matrix of G. It was observed experimentally [vL07, For10] that a large gap between λ k+1 and λ k guarantees a good k-way node partition of G and this was formally proven in [LGT12, GT14] . Lee, Gharan and Trevisan [LGT12] studied the k-way expansion constant defined as
and related it to λ k via higher-order Cheeger inequalities
For related works on higher-order Cheeger inequalities, we refer the reader to [LRTV12, KLL17] . Gharan and Trevisan [GT14] showed that the k-way partition constant is at most a factor k away from the k-way expansion constant, i.e.,
In particular, (4) and (5) together yield that
√ λ k for all i, and simultaneously the best (k + 1)-way partition is significantly worse.
Prior Work
Ng et al. [NJW01] reported that ASC performs very well on challenging clustering instances, and initiated the study for finding a formal explanation for the practical success of ASC. Using tools from matrix perturbation theory, they derived sufficient conditions under which the vectors of a SE form tight clusters. However, their analysis does not apply to approximate SEs, and does not give guarantees for the induced k-way node partition of G.
Peng et al. [PSZ17] showed that for all instances satisfying the eigenvalue gap assumption λ k+1 / ρ(k) Ω(k 3 ), any O(1)-approximate k-means partition of a normalized SE Y ′ induces a good approximation of an optimal k-way node partition of G. Notably, their analysis yields the first approximation guarantees in terms of the k-way partition constant. However, their analysis does not apply to approximate SE, and also computing an O(1)-approximation k-means partition using any known PTAS [HK05, FMS07, ORSS13] incurs an exponential factor of 2 Ω(k) in the running time.
Boutsidis et al. [BKG15] showed that an approximate k-means partition of an approximate SE Y computed via the Power method, yields a k-means partition P of the exact SE Y such that the k-means cost of P yields an additive approximation to the optimum k-means cost of Y . This gives an affirmative answer to question Q1. Further, the authors stated as main open problems to resolve questions Q2 and Q3.
Besides designing a PTAS for the k-means clustering problems, Ostrovsky et al. [ORSS13] analyzed a variant of Lloyd k-means clustering algorithm. They showed that on input a set of n vectors in R k satisfying a natural well-clusterable assumption, the algorithm efficiently computes a good approximation of an optimal k-means partition. In particular, the algorithm runs in time O(k 2 (n + k 2 )).
A natural question to ask is whether the analysis of Peng et al. [PSZ17] , Boutsidis et al. [BKG15] and Ostrovsky et al. [ORSS13] can be integrated and extended to answer the questions Q2 and Q3?
Our Contribution: An Overview
We give a comprehensive analysis of ASC building on the work of Peng et al. [PSZ17] , Boutsidis et al. [BKG15] and Ostrovsky et al. [ORSS13] . We show that the Approximate Spectral Clustering i) runs efficiently, and ii) yields a good approximation of an optimal k-way node partition of G. Moreover, we strengthen the quality guarantees of a structural result of Peng et al. [PSZ17] by a factor of k, and simultaneously weaken the eigenvalue gap assumption. Further, our analysis shows that the Approximate Spectral Clustering finds a k-way node partition of G with the strengthened quality guarantees. This gives an affirmative answer to questions Q2 and Q3.
Notation k-means Clustering Problem
Let X be a set of vectors of the same dimension. Then
is the optimum cost of clustering X into k sets. A k-means partition (X 1 , . . . , X k ) of X , with corresponding gravity centers c 1 , . . . , c k as above, is α-approximate if
Given a matrix Y , we abuse notation and write △ k (Y ) to denote the optimum k-means cost of partitioning the rows of Y .
Spectral Embeddings
Given an undirected graph G = (V, E) with m = |E| edges and n = |V | nodes, let D be the diagonal degree matrix and A be the adjacency matrix. Then, the graph Laplacian matrix is defined as L = D − A, and the normalized Laplacian matrix is given by L G = I − A, where A = D −1/2 AD −1/2 . Further, let f i ∈ R V be the eigenvector corresponding to the i-th smallest eigenvalue λ i of L G . The canonical Spectral Embedding, for short canonical SE, is defined as a matrix Y ∈ R n×k composed of the bottom k eigenvectors 1 of L G corresponding to the k smallest eigenvalues. The approximate SE is computed via the Power method 2 . Namely, let S ∈ R n×k be a matrix whose entries are i.i.d. samples from the standard Gaussian distribution N (0, 1) and p be the number of iterations. Then, the approximate SE Y is given by:
Peng et al. [PSZ17] do not apply k-means directly to the canonical SE, but first normalize it by dividing the row corresponding to u by d(u) and then put d(u) copies of the resulting vector into the k-means clustering instance. This repetition of vectors is crucial for their analysis, in order to achieve approximation guarantees in terms of volume overlap and conductance. We follow their approach.
We construct a matrix Y ′ ∈ R 2m×k such that for every node u ∈ V , we insert d(u) many copies of the normalized row Y (u, :)/ d(u) to Y ′ . Formally, the normalized SE Y ′ and the approximate normalized SE Y ′ are defined by 
Our Contribution
A key prior structural result, established by Peng et al. [PSZ17] , connects the normalized SE Y ′ , α-approximate k-means clustering, the k-way partition constant ρ(k), see (1), and the (k + 1)-st eigenvalue λ k+1 of the normalized Laplacian matrix L G . In particular, they proved the following statement under a gap assumption defined in terms of
1 The Eigendecomposition theorem guarantees that all eigenvectors are orthonormal.
2 Given a symmetric matrix M and a number k, the Power method approximates the top k eigenvectors of M corresponding to the largest k eigenvalues. Since we seek a good approximation of the bottom k eigenvectors of LG = I − A, associated with the smallest k eigenvalues, we initialize the Power method with M = I + A.
3 SVD abbreviates Singular Value Decomposition, see [Woo14] . 
Let (P 1 , . . . , P k ) be a k-way node partition of G achieving ρ(k), and let (A 1 , . . . , A k ) be the k-way node partition of G induced by an α-approximate k-means partition of the normalized SE Y ′ . Then, for every i ∈ {1, . . . , k} it hold (after suitable renumbering of one of the partitions) that
Under a stronger eigenvalue gap assumption 2 · 10 5 · k 5 /Υ 1/2, Peng et al. [PSZ17] gave an algorithm that finds in time O (m · poly log(n)) a k-way node partition of G with essentially the guarantees stated in Theorem 1. However, their algorithmic result substitutes normalized SE with Heat Kernel Embedding and k-means clustering with locality sensitive hashing. Thus, the algorithmic part of their paper does not explain the success of Approximate Spectral Clustering.
We give affirmative answer to the questions Q2 and Q3. On the way, we also strengthen the approximation guarantees in Theorem 1 by a factor of k and simultaneously weaken the eigenvalue gap assumption.
Let O be the set of all k-way partitions (P 1 , . . . , P k ) achieving the k-way partition constant ρ(k). Let
be the minimum average conductance over all k-way partitions in O. Note that ρ avr (k) ρ(k). Our gap assumption is defined in terms of
For the remainder, we denote by (P 1 , . . . , P k ) a k-way node partition of G achieving ρ avr (k).
We present now our main result, consisting of a structural and an algorithmic statement.
Theorem 2. a) (Existence of a Good Clustering) Let k 3 and G be a graph satisfying
Let (P 1 , . . . , P k ) be a k-way node partition of G achieving ρ avr (k), and let (A 1 , . . . , A k ) be the k-way node partition of G induced by an α-approximate k-means partition of the normalized SE Y ′ . Then, for every i ∈ {1, . . . , k} it hold (after suitable renumbering of one of the partitions) that )) with constant probability a k-way node partition (A 1 , . . . , A k ) of G such that for every i ∈ {1, . . . , k} it hold (after suitable renumbering of one of the partitions) that
4 Note that λ k /2 ρ(k), see (8). Thus, the assumption implies λ k /2 ρ(k) δλ k+1 /(2 · 10 5 · k 3 ), i.e., there is a substantial gap between the (k + 1)-th and the k-th eigenvalue. Part (a) of Theorem 2 strengthens the quality guarantees in Theorem 1 by a factor of k, and simultaneously weaken the eigenvalue gap assumption. Part (b) of Theorem 2 gives a comprehensive analysis of Approximate Spectral Clustering, and demonstrates that the algorithm i) runs efficiently, and ii) yields a good approximation of an optimal k-way node partition of G. Further, it shows that the Approximate Spectral Clustering finds a k-way node partition of G with the strengthened quality guarantees, and whenever k (log n) O(1) and λ k+1 1/(log n) O(1) , the algorithm runs in nearly linear time. This answers affirmatively questions Q2 and Q3.
Remarks
The variant of Lloyd k-means clustering algorithm, analyzed by Ostrovsky et al. [ORSS13] , is efficient only for inputs X satisfying △ k (X ) ε 2 △ k−1 (X ) for some ε ∈ (0, ε 0 ], where ε 0 = 6/10 7 . The authors stated that their result should also hold for a larger ε 0 , and mentioned that they did not attempt to maximize ε 0 .
An anonymous reviewer of the conference version of this paper, suggested to include a numerical example. Consider a graph which consists of k cliques each of size n/k, plus k additional edges that connect the cliques in the form of a ring. This graph is a trivial clustering instance, and for any constant k it holds that 6 λ k+1 → 1 and
For the gap assumption to hold we need λ k+1 2 · 20 4 · k 3 · ρ avr (k). This implies n 2 · 20 4 · k 5 /λ k+1 . For small k, this is a modest requirement on the size of the graph.
For the algorithmic result, we need in addition δ k · ε 0 /600. For the gap condition to hold, we need λ k+1 (600
For ε 0 = 6/10 7 , this amounts to n 2 4 · 10 13 · k 4 /λ k+1 , a quite large lower bound on n. The statement that Part (b) of Theorem 2 gives a theoretical support for the practical success of Approximate Spectral Clustering, therefore has to be taken with a grain of salt. It is only an asymptotic statement and does not explain the good behavior on small graphs.
Our Techniques
In Section 2, we give a refined spectral analysis of [PSZ17] which yields the improved structural result in Part (a) of Theorem 2. In Section 3, we connect Part (a) of Theorem 2 with the work of Ostrovsky et al. [ORSS13] and Boutsidis et al. [BKG15] , yielding the algorithmic result in Part (b) of Theorem 2.
Ostrovsky et al. [ORSS13] analyzed a variant of Lloyd k-means clustering algorithm. We refer to this algorithm as the ORSS clustering algorithm. The ORSS-algorithm is efficient only for inputs X satisfying: some partition into k clusters is much better than any partition into k − 1 clusters. Formally, it states
, the ORSS-algorithm runs in time O(nkd + k 3 d) and returns with probability at least
Let Z ∈ R n×k be a matrix and (R 1 , . . . , R k ) be a row partition of Z.
be the gravity center of cluster R j , for all j ∈ {1, . . . , k}. We next express in matrix notation the kmeans cost of partition (R 1 , . . . , R k ). To this end, we introduce an indicator matrix X ∈ R n×k such that X ij = 1/ |R j | if row Z i,: belongs to cluster R j , and X ij = 0 otherwise. Then, (XX T Z) i,: = c j , where row Z i,: belongs to cluster R j . Hence, the k-means cost of (R 1 , . . . , R k ) becomes
Our Analytical Approach
Our main technical contribution is to prove that the approximate normalized SE Y ′ computed via the Power method is ε-separated, i.e. the assumption
is satisfied. This implies, by Theorem 3, that the ORSS-algorithm runs efficiently on Y ′ . Let the resulting k-way row partition of Y ′ be encoded by the indicator matrix X ′ . Then, building on the work of [BM14, BKG15] , we show that X ′ is a good approximation of an optimal k-means partition of the corresponding normalized SE Y ′ . Further, using our strengthened structural result in Part (a) of Theorem 2, we show that X ′ induces a good approximation of an optimal k-way node partition of graph G, in terms of volume overlap and conductance.
First, we establish in Section 3.1 the assumption of Ostrovsky et al. [ORSS13] for the normalized SE Y ′ .
Theorem 4. (normalized SE is ε-separated) Let G be a graph that satisfies Ψ = 20 4 · k 3 /δ, δ ∈ (0, 1/2] and k/δ 10 9 . Then for ε = 6 · 10
Theorem 4 does not suffice for proving Part (b) of Theorem 2, since it requires the analogous statement for the approximate normalized SE Y ′ .
In Subsection 3.2.2, we show that an α-approximate k-means clustering algorithm applied to the approximate normalized SE Y ′ , yields an approximate k-way row partition of the corresponding normalized SE Y ′ . 
Run on the rows of Y ′ an α-approximate k-means clustering algorithm with failure probability δ α . Let the outcome be a clustering indicator matrix X ′ α ∈ R n×k . Then, with probability at least
In Subsection 3.2.3, using Theorem 4 and Theorem 5, we show that the approximate normalized SE Y ′ satisfies the assumption of Ostrovsky et al. [ORSS13] .
Theorem 6. (approximate normalized SE is ε-separated) Assume Ψ = 20 4 · k 3 /δ, k/δ 10 9 for some δ ∈ (0, 1/2] and the optimum k-means cost of the normalized SE Y ′ is such that 7 △ k (Y ′ ) n −O(1) . Compute the approximate normalized SE Y ′ via the Power method with p Ω( ln n λ k+1
). Then, for ε = 6 · 10 −7 it holds with high probability that
Finally, in Subsection 3.3, we prove Part (b) of Theorem 2 by combining Part (a) of Theorem 2, Theorem 3, Theorem 5 and Theorem 6.
asserts a multiplicative approximation guarantee in Theorem 5.
Improved Structural Result 2.1 Notation
We use the notation adopted in [PSZ17] . Let λ j be the j-th eigenvalue of the normalized Laplacian matrix L G , and let f j ∈ R V be the associated eigenvector (L G f j = λ j f j ).
, where χ P i is the characteristic vector of the subset P i ⊆ V . Note that g i is the normalized characteristic vector of P i and D 1/2 χ P i 2 2
The Rayleigh quotient is defined by and satisfies
where the Laplacian matrix L = D − A and the normalized Laplacian matrix
form an orthonormal basis of R n . Thus each characteristic vector g i can be expressed as g i = n j=1 α (i) j f j for all i ∈ {1, . . . , k}. We define its projection onto the first k eigenvectors by
Peng et al. [PSZ17] proved that if the gap parameter Υ is large enough then span(
) and the first k eigenvectors can be expressed by
j g j approximates the eigenvector f i , for all i ∈ {1, . . . , k}. We will show that similar statements hold with weakened gap parameter Ψ.
The estimation centers induced by the canonical SE are given by
Our analysis crucially relies on spectral properties of the following two matrices. Let F, B ∈ R k×k be square matrices defined by
In Figure 1 , we show the relation among the vectors f i , f i , g i and g i .
are the normalized characteristic vectors of an optimal partition (P 1 , . . . , P k ). For each i ∈ {1, . . . , k} the vector f i is the projection of vector g i onto span(f 1 , . . . , f k ). The vectors f i and g i are close for i ∈ {1, . . . , k}. If Ψ > 4 · k 3/2 , then span(f 1 , . . . , f k ) = span( f 1 , . . . , f k ) and thus we can write
Technical Insights
The analysis of Part (a) of Theorem 2 follows the proof approach in [PSZ17, Theorem 1.2], but improves upon it in essential ways.
Our first technical insight is that the matrices B T B and BB T are close to the identity matrix. We prove this in two steps. In Section 2.4, we show that the vectors g i and f i are close, and then in Section 2.5 we analyze the column space and row space of matrix B.
Theorem 7 (Matrix BB T is Close to Identity Matrix). If Ψ 10 4 · k 3 /ε 2 and ε ∈ (0, 1) then for all distinct i, j ∈ {1, . . . , k} it holds
Using Theorem 7, we give a strengthened version of [PSZ17, Lemma 4.2] that depends on the weaken gap parameter Ψ.
Lemma 8. If Ψ = 20 4 · k 3 /δ for some δ ∈ (0, 1] then for every i ∈ {1, . . . , k} it holds that
.
· B i,: and Theorem 7 yields B i,:
Using Theorem 7 and Lemma 8, we establish a strengthened version of [PSZ17, Lemma 4.3] that depends on the weaken gap parameter Ψ, and simultaneously shows that the ℓ 2 distance between estimation centers is larger by a factor of k.
Lemma 9 (Larger Distance Between Estimation Centers). If Ψ = 20 4 · k 3 /δ for some δ ∈ (0, 1 2 ] then for any distinct i, j ∈ {1, . . . , k} it holds that
Proof. Since p (i) is a row of matrix B, Theorem 7 with ε = √ δ/4 yields
for some α ∈ (0, 1]. Then by Lemma 8 we have
−1 , and hence
Using Lemma 8 and Lemma 9, the observation that Υ can be replaced by Ψ in all statements in [PSZ17] is technically easy.
Our second technical contribution is to show that the larger ℓ 2 distance between estimation centers, in Lemma 9, strengthens [PSZ17, Lemma 4.5] by a factor of k. Before we state our result, we need some notation.
The normalized Spectral Embedding map F : V → R k is defined by
for every node v ∈ V . Recall that the normalized SE Y ′ contains duplicate rows, namely, d(u) many copies of F(u) for each node u ∈ V . Suppose an α-approximate k-means clustering algorithm outputs a k-way row partition (R 1 , . . . , R k ) of Y ′ . We can assume w.l.o.g. that all identical rows of Y ′ are assigned to same cluster, and thus (R 1 , . . . , R k ) induces a k-way node partition (A 1 , . . . , A k ) of G. For an arbitrary point set c 1 , . . . , c k in R k , we abuse the notation and denote the k-means cost of a tuple
When each point c j =
is the gravity center of cluster R j , for brevity we write
. Lemma 10 (Volume Overlap). Let (P 1 , . . . , P k ) and (A 1 , . . . , A k ) be k-way node partitions of G. Suppose for every permutation π : {1, . . . , k} → {1, . . . , k} there is an index i ∈ {1, . . . , k} such that
where ε ∈ (0, 1) is a parameter. If Ψ = 20 4 · k 3 /δ for some δ ∈ (0,
With the above lemmas in place, the proof of Part (a) of Theorem 2 is then completed as in [PSZ17] . For completeness, we present the proof.
Proof of Improved Structural Result
In this Section, we prove Part (a.1) of Theorem 2. Crucial to our analysis is the following result, which we prove in the next Subsection 2.4, showing that vectors g i and f i are close, c.f. Figure 1 .
Theorem 11. If Ψ > 4 · k 3/2 , then for every i ∈ {1, . . . , k} the vectors f i and
Lemma 12 ((P 1 , . . . , P k ) is a good k-means partition). If Ψ > 4 · k 3/2 , then there are vectors
Proof. Let (P 1 , . . . , P k ) be a k-way node partition of G achieving
, and thus the statement follows by Theorem 11.
For completeness, we now prove the preceding equation. By definition, p
, where χ P i is characteristic vector of the node subset P i . Then,
Lemma 13 (Only partitions close to (P 1 , . . . , P k ) are good). Under the hypothesis of Theorem 2, the following holds. If for every permutation σ : {1, . . . , k} → {1, . . . , k} there exists an index i ∈ {1, . . . , k} such that
Then it holds that
We note that Lemma 13 follows directly by applying Lemma 10 with ε = 64
Therefore, there exists a permutation π (the identity after suitable renumbering of one of the partitions) such that µ(A i △P i ) < 8αδ 10 4 k · µ(P i ) for all i ∈ {1, . . . , k}. Part (a.2) of Theorem 2 follows from Part (a.1). Indeed, for δ ′ = 8δ/10 4 we have
This completes the proof of Part (a) of Theorem 2.
Vectors g i and f i are Close
In this section, we prove Theorem 11. We argue in a similar manner as in [PSZ17] , but in contrast our results depend on the weaken gap parameter Ψ. For completeness, we show in Subsection 2.4.1 that the span of the first k eigenvectors of L G equals the span of the projections of P i 's characteristic vectors onto the first k eigenvectors. Then, in Subsection 2.4.2, we conclude the proof of Theorem 11 by analyzing the eigenvectors
Analyzing the Columns of Matrix F
We show now that the span of the first k eigenvectors {f i } k i=1 equals the span of the projection vectors
) and thus each eigenvector can be expressed as
To prove Lemma 14, we build upon the following result established by Peng et al. [PSZ17] .
. Then any i ∈ {1, . . . , k} it holds that
Our analysis crucially relies on the following two technical lemmas.
Lemma 16. For every i ∈ {1, . . . , k} and p = q ∈ {1, . . . , k} it holds that
Proof. The first part follows by Lemma 15 and the following chain of inequalities
We show now the second part. Since {f i } n i=1 are orthonormal eigenvectors we have for all p = q that
We combine (17) and Cauchy-Schwarz to obtain
Lemma 17. If Ψ > k 3/2 then the columns {F :,i } k i=1 are linearly independent. Proof. We show that the columns of matrix F are almost orthonormal. Consider the symmetric matrix F T F . It is known that ker F T F = ker(F ) and that all eigenvalues of matrix F T F are real numbers. We proceeds by showing that the smallest eigenvalue λ min (F T F ) > 0. This would imply that ker(F ) = ∅ and hence yields the statement.
By combining Gersgorin Circle Theorem, Lemma 16 and Cauchy-Schwarz it holds that
where i ⋆ ∈ {1, . . . , k} is the index that minimizes the expression above.
We present now the proof of Lemma 14.
Proof of Lemma 14. Let ν ∈ R k be an arbitrary non-zero vector. Notice that
By Lemma 17, the columns {F :,i } k i=1 are linearly independent and since γ = F ν, it follows that at least one component γ j = 0. Hence, the vectors { f i } k i=1 are linearly independent, and since each vector f i is a projection onto the span of the first k eigenvectors
). Thus, each eigenvector f i can be expressed as a linear combination of the projection vectors { f i } k i=1 .
Analyzing Eigenvectors f in terms of f j
In this Subsection, we prove Theorem 11. Using Lemma 14, we first express each eigenvector
j · f j as a linear combination of the projection vectors { f j } k j=1 , and we bound the squared ℓ 2 norm of the corresponding coefficient vector β (i) = B :,i for all i ∈ {1, . . . , k}. Then, we conclude the proof of Theorem 11.
Proof. We show now the upper bound. By Lemma 14
j f j for all i ∈ {1, . . . , k} and thus
To prove the inequality (⋆) we consider the two terms separately.
Again by Lemma 16, we have f a , f b φ(P a )φ(P b )/λ k+1 , and by Cauchy-Schwarz it holds
The lower bound follows by analogous arguments.
We are now ready to prove Theorem 11.
Proof of Theorem 11. By Lemma 14, we have
j g j for all i ∈ {1, . . . , k}. Further, by combining triangle inequality, Cauchy-Schwarz, Lemma 15 and Lemma 18, we obtain that
where the last inequality uses Ψ > 4k.
Spectral Properties of Matrix B
In this Section, we prove Theorem 7 in two steps. In Subsection 2.5.1, we analyzes the column space of matrix B and we show that matrix B T B is close to the identity matrix. Then, in Subsection 2.5.2, we analyze the row space of matrix B and we prove that matrix BB T is close to the identity matrix.
Analyzing the Column Space of Matrix B
We show below that the matrix B T B is close to the identity matrix. 
We demonstrate now that the columns of matrix B are linearly independent.
Lemma 20. If Ψ > 25 · k 3 then the columns {B :,i } k i=1 are linearly independent.
Proof. Since ker (B) = ker B T B and B T B is SPSD 8 matrix, it suffices to show that the smallest eigenvalue
Hence, λ(B T B) > 0 and the statement follows.
Analyzing the Row Space of Matrix B
In this Subsection, we show that matrix BB T is close to the identity matrix. We bound now the squared ℓ 2 norm of the rows in matrix B, i.e. the diagonal entries in matrix BB T .
Lemma 21. (Rows) If Ψ 400 · k 3 /ε 2 and ε ∈ (0, 1) then for all distinct i, j ∈ {1, . . . , k} it holds
Proof. We show that the eigenvalues of matrix BB T are concentrated around 1. This would imply that χ T i BB T χ i = B i,: , B i,: ≈ 1, where χ i is a characteristic vector. By Lemma 19 we have
By Lemma 20 every vector x ∈ R k can be expressed as
. and
By Lemma 19 we have
Hence, we have
This proves the first part of Theorem 7. We turn now to the second part and restate it in the following Lemma.
Lemma 22. (Rows) If Ψ 10 4 · k 3 /ε 2 and ε ∈ (0, 1) then for all distinct i, j ∈ {1, . . . , k} it holds
Let E ∈ R k×k be a symmetric matrix such that B T B = I + E and |E ij | 4 k/Ψ. Then,
We show next that the absolute value of every eigenvalue of matrix BEB T is small, and further demonstrate that this implies that all entries of matrix BEB T are small. Then, we conclude the proof of Lemma 22.
Lemma 23. If Ψ 40 2 · k 3 /ε 2 and ε ∈ (0, 1), then every eigenvalue λ of matrix BEB T satisfies
Proof. Let z = B T x. We upper bound the quadratic form
By Lemma 21, we have 1 − ε λ(BB T ) 1 + ε and since z 1 − ε , and hence
Lemma 24. If Ψ 40 2 · k 3 /ε 2 and ε ∈ (0, 1), then it holds that |(BEB T ) ij | ε/5 for every i, j ∈ {1, . . . , k}.
Proof. Since matrix E ∈ R k×k is a symmetric, by construction matrix, BEB T ∈ R k×k is also symmetric. Using the SVD Theorem, there is an orthonormal basis
Thus, it suffices to bound the expression
Let U ∈ R k×k be a square matrix whose i-th column is vector u i . By construction, matrix U is orthogonal and satisfies U T U = I = U U T . In particular, it holds that U i,:
2 2 = 1, for all i. Therefore, we have
2 2 U j,:
We apply now Lemma 23 to obtain
We are now ready to prove Lemma 22.
Proof of Lemma 22. By (19) we have BB T 2 = BB T + BEB T . Observe that the (i, j)-th entry of matrix BB T is equal to the inner product between the i-th and j-th row of matrix B, i.e.
. Moreover, we have
For the entries on the main diagonal, it holds 
Volume Overlap Lemma
In this section, we prove Lemma 10. Our main technical contribution is to strengthen the lower bound of k-means cost in [PSZ17, Lemma 4.5] by a factor of k, under the weaken gap assumption. We begin by stating a useful Corollary of Lemma 9.
Corollary 25. Let Ψ = 20 4 · k 3 /δ for some δ ∈ (0, 1/2]. Suppose c i is the center of a cluster
, then it holds that
We restate now [PSZ17, Lemma 4.6] whose analysis crucially relies on the following function
, for all ℓ ∈ {1, . . . , k}.
Lemma 26. [PSZ17, Lemma 4.6] Let (P 1 , . . . , P k ) and (A 1 , . . . , A k ) be k-way node partitions of G. Suppose for every permutation π : {1, . . . , k} → {1, . . . , k} there is an index i ∈ {1, . . . , k} such that
where ε ∈ (0, 1/2) is a parameter. Then one of the following three statements holds: 1. If σ is a permutation and µ(P σ(i) \A i ) ε · µ(P σ(i) ), then for every index j = i there is a real ε j 0 such that
and j =i ε j ε.
If σ is a permutation and µ(
3. If σ is not a permutation, then there is an index ℓ ∈ {σ(1), . . . , σ(k)} and for every index j there is a real ε j 0 such that
and k j=1 ε j = 1.
We strengthen now the lower bound of k-means cost in [PSZ17, Lemma 4.5] by a factor of k.
Lemma 27. Suppose the hypothesis of Lemma 26 is satisfied and Ψ = 20 4 · k 3 /δ for some δ ∈ (0, 1/2]. Then it holds
Proof. By definition
Since for every vectors x, y, z ∈ R k it holds
we have for all indices i, j ∈ {1, . . . , k} that
Our proof proceeds by considering three cases. Let i ∈ {1, . . . , k} be the index from the hypothesis in Lemma 26.
Case 1. Suppose the first conclusion of Lemma 26 holds. For every index j = i let
Then by combining (23), Corollary 25 and Lemma 12, we have
Case 2. Suppose the second conclusion of Lemma 26 holds. Notice that if µ(A i ∩ P σ(i) ) (1 − ε) · µ(P σ(i) ) then µ(P σ(i) \A i ) ε · µ(P σ(i) ) and thus we can argue as in Case 1. Hence, we can assume that it holds
We proceed by analyzing two subcases. a) If p σ(j) − c i 2 p σ(i) − c i holds for all j = i then by combining (23), Corollary 25 and Lemma 12 it follows
Then by triangle inequality combined with Corollary 25 we have
Thus, by combining (23), (24) and Lemma 12 we obtain
Case 3. Suppose the third conclusion of Lemma 26 holds, i.e., σ is not a permutation. Then there is an index ℓ ∈ {1, . . . , k} \ {σ(1), . . . , σ(k)} and for every index j ∈ {1, . . . , k} let
By combining (23), Corollary 25 and Lemma 12 it follows that
We are now ready to prove Lemma 10.
Proof of Lemma 10. We apply Lemma 26 with ε ′ = ε/k. Then, by Lemma 27 we have
and the desired result follows by setting ε 64α · k 3 /Ψ.
3 Analysis of Approximate Spectral Clustering
Normalized Spectral Embedding
In this Subsection, we prove Theorem 4, showing that the normalized SE Y ′ is ε-separated. For convenience of the reader, we restate the result.
Theorem 4 (from page 7). Let G be a graph that satisfies Ψ = 20 4 ·k 3 /δ, δ ∈ (0, 1/2] and k/δ 10 9 . Then for ε = 6 · 10 −7 it holds
We establish first a lower bound on △ k−1 (Y ′ ).
Lemma 28. Let G be a graph that satisfies Ψ = 20 4 · k 3 /δ for some δ ∈ (0, 1/2]. Then for δ ′ = 2δ/20 4 it holds
Before we present the proof of Lemma 28, we show that it implies (25). By Lemma 12, we have
and thus, by applying Lemma 28 with k/δ 10 9 and ε = 6 · 10 −7 , we obtain
Proof of Lemma 28
We argue in a similar manner as in Lemma 27 (c.f. Case 3). We start by giving some notation, then we establish Lemma 29 and apply it in the proof of Lemma 28. We redefine the function σ, see (20), such that for any two partitions (P 1 , . . . , P k ) and (Z 1 , . . . , Z k−1 ) of V , we define a mapping σ : {1, . . . , k − 1} → {1, . . . , k} by
, for every i ∈ {1, . . . , k − 1}.
We lower bound now the overlapping of clusters between any k-way and (k − 1)-way partitions of V in terms of volume.
Lemma 29. Suppose (P 1 , . . . , P k ) and (Z 1 , . . . , Z k−1 ) are partitions of V . Then for any index ℓ ∈ {1, . . . , k} \ {σ(1), . . . , σ(k − 1)} (there is at least one such ℓ) and for every i ∈ {1, . . Proof. By pigeonhole principle there is an index ℓ ∈ {1, . . . , k} such that ℓ / ∈ {σ(1), . . . , σ(k − 1)}. Thus, for every i ∈ {1, . . . , k − 1} we have σ(i) = ℓ and that achieves △ k−1 (Y ′ ), and (P 1 , . . . , P k ) be a k-way partition of V achieving ρ avr (k). Our goal now is to lower bound the optimum (k − 1)-means cost
By Lemma 29 there is an index ℓ ∈ {1, . . . , k} \ {σ(1), . . . , σ(k − 1)}. For i ∈ {1, . . . , k − 1} let
Then by combining Corollary 25 and Lemma 29, we have
where
. We now lower bound the expression in (27). Since
it follows for δ ′ = 2δ/20 4 that
where the last inequality holds due to (28) and Lemma 12.
Approximate Normalized Spectral Embedding
In this Subsection, we prove Theorem 6, which shows that the approximate normalized SE Y ′ , computed via the Power method, is ε-separated. Before we state our results, we need some notation. Let X ′ opt be an indicator matrix, see (11), corresponding to an optimal k-way row partition of the normalized SE Y ′ . Then, the optimum k-means cost of Y ′ in matrix notation reads
Similarly, for the approximate normalized SE Y ′ , let X ′ opt be an indicator matrix such that
In Subsection 3.2.1, using techniques from [BKG15, Lemma 5] and [BM14, Lemma 7], we prove the following statement.
Lemma 30. Let λ k and λ k+1 be the k-th and (k + 1)-st smallest eigenvalue of L G , Y be the canonical SE, and S ∈ R n×k be a matrix whose entries are i.i.d. samples from the standard Gaussian distribution. For any β, ε ∈ (0, 1) and p ln(8nk/εβ) ln(1/γ k ), where γ k = 2−λ k+1 2−λ k < 1, compute the approximate SE Y via the Power method:
Then, with probability at least 1 − 2e −2n − 3β, it holds that
In Subsection 3.2.2, we establish technical lemmas that allows us to apply the proof technique developed in [BKG15, Theorem 6] for approximate SE Y , and to prove a similar statement for the approximate normalized SE Y ′ .
Theorem 5 (from page 7). Let ε, δ p ∈ (0, 1) be arbitrary. Compute the approximate normalized SE Y ′ via the Power method with p ln(8nk/εδ p ) ln(1/γ k ) iterations and γ k = (2−λ k+1 )/(2−λ k ) < 1. Run on the rows of Y ′ an α-approximate k-means clustering algorithm with failure probability δ α . Let the outcome be a clustering indicator matrix X ′ α ∈ R n×k . Then, with probability at least
In Subsection 3.2.3, we prove Theorem 6 using Lemma 30 and Theorem 5, showing that the approximate normalized SE Y ′ , computed via the Power method, is ε-separated.
Theorem 6 (from page 7). Assume Ψ = 20 4 · k 3 /δ, k/δ 10 9 for some δ ∈ (0, 1/2] and the optimum k-means cost of the normalized SE Y ′ is such that
Compute the approximate normalized SE Y ′ via the Power method with p Ω( ln n λ k+1
In Subsection 3.3, we show that Part (b) of Theorem 2 follows by combining Part (a) of Theorem 2, Theorem 3, Theorem 5 and Theorem 6.
Proof of Lemma 30
We argue in a similar manner as in [BM14, Lemma 7] . Our analysis uses the following two probabilistic results on Gaussian matrices.
Lemma 31 (Norm of a Gaussian Matrix [DS01] ). Let M ∈ R n×k be a matrix of i.i.d. standard Gaussian random variables, where n k. Then, for t 4, Pr{σ 1 (M ) t √ n} exp{−nt 2 /8}.
Lemma 32 (Invertibility of a Gaussian Matrix [SST06] ). Let M ∈ R n×n be a matrix of i.i.d. standard Gaussian random variables. Then, for any β ∈ (0, 1), Pr{σ n (M ) β/(2.35 √ n)} β.
Using the preceding two lemmas, we obtain the following probabilistic statement.
Lemma 33 (Rectangular Gaussian Matrix). Let S ∈ R n×k be a matrix of i.i.d. standard Gaussian random variables, V ∈ R n×ρ be a matrix with orthonormal columns and n ρ k. Then, with probability at least 1 − e −2n it holds rank(V T S) = k.
Using (33), (34), (35) and (36) we obtain
where the last two inequalities are due to (37) and the choice of γ k .
Proof of Theorem 5
[BKG15, Theorem 6] relates canonical SE and approximate SE, whereas our goal is to establish similar result for the normalized SE and approximate normalized SE. We present next four technical lemmas that combined with Lemma 30, allow us to apply the proof technique developed in [BKG15, Theorem 6].
Lemma 34. Let X ′ , X ′ ∈ R m×k be indicator matrices returned by an α-approximate k-means clustering algorithm applied on inputs Y ′ and Y ′ , respectively, for any α 1. Then, it holds that X ′ (X ′ ) T and X ′ ( X ′ ) T are projection matrices.
Proof. We prove now the first conclusion. By construction, there are d(v) many copies of row Y (v, :
belongs to the j-th cluster C j and X ′ ij = 0 otherwise. Hence, (X ′ ) T X ′ = I k×k and thus
The second part follows similarly, since matrix U is orthonormal. 
where δ(i, j) is the Kronecker delta function. Hence, the statement follows.
By definition of Frobenius norm, (see Subsection 1.1), it holds
Lemma 37. For any matrix U with orthonormal columns and every matrix A it holds
Proof Using the preceding lemmas, we are ready to prove Theorem 5.
Proof of Theorem 5. Using Lemma 30 and Lemma 36 with probability at least 1 − 2e −2n − 3δ p we have 
The desired statement follows by simple algebraic manipulations of (39).
Proof of Theorem 6
In this Subsection, we demonstrate that the approximate normalized SE Y ′ is ε-separated, i.e. 
Proof. By (4), the following higher-order Cheeger inequalities hold
Using the LHS of (40), we have
and thus the k-th smallest eigenvalue of L G satisfies λ k 2k · ρ avr (k). Then, the gap assumption yields
The statement follows by
Lemma 39. For any matrices A ∈ R m×n and B ∈ R n×k , it holds that
and Ax 2 A 2 x 2 , and thus we have
In the following, we use interchangeably X ′ opt and X
′(k)
opt to denote an optimal indicator matrix for the k-means clustering problem on Y ′ . Similarly, we denote by X ′(k−1) opt an optimal indicator matrix for the (k − 1)-means clustering problem on Y ′ .
Corollary 40. Let G be a graph that satisfies Ψ = 20 4 · k 3 /δ, δ ∈ (0, 1/2] and k/δ 10 9 . Then, it holds that
Proof. The statement follows by Lemma 12.
We are now ready to prove Theorem 6.
Proof of Theorem 6. By Theorem 4, we have
We now set the approximation parameter ε ′ in Theorem 5, and using (41) we upper bound it by
The approximate SE Y ∈ R n×k , see (7), is constructed via the Power method applied with p Ω( ln n λ k+1 
Let Y ′ Y ′T = Y ′ Y ′ T + E such that E F ε ′ . By Lemma 35, Y ′ and Y ′ are orthonormal matrices.
Hence, by Lemma 37 applied on Y ′ , we obtain
where the last step uses triangle inequality, Lemma 37 applied on Y ′ , Lemma 39, Lemma 34 and I − P P T 2 1 for any projection matrix P . Then, we apply Theorem 5 with an exact k-means clustering algorithm, i.e. α = 1, δ p = n −O(1) , ε ′ = n −O(1) and by Lemma 38 for p Ω( ln n λ k+1
) as above, we obtain with high probability
Then, by combining (43), (44), E F ε ′ and the LHS of (42), we have
where the last inequality follows by (41). Moreover, it holds that
where the last inequality uses E F ε ′ and (42). Hence,
The statement follows by combining (45) and (46), i.e.
Proof of Approximate Spectral Clustering
We prove now Part (b) of Theorem 2. Let p = Θ( ln n λ k+1
). We compute the matrix M p S in time O(mkp) and its singular value decomposition U Σ V T in time O(nk 2 ). Based on it, we construct in time O(mk) the approximate normalized SE Y ′ , see (8).
By Theorem 6, Y ′ is ε-separated for ε = 6·10 −7 , i.e. △ k ( Y ′ ) < 5ε 2 ·△ k−1 ( Y ′ ). Let α = 1+10 −10 . Then, by Theorem 3, there is an algorithm that outputs in time O(mk 2 + k 4 ) a k-way partition with indicator matrix X ′ α such that with probability at least 1 − O( √ ε), we have
Let η ∈ (n −O(1) , 1) be a parameter to be determined soon. By Theorem 6 and Corollary 40, we have 1
Using Lemma 38, we apply Theorem 5 with δ p = n −O(1) , α = 1 + 10 −10 , δ α = O( √ ε) and
and obtain with constant probability (close to 1) that
Then, for η = 1/10 6 the approximate solution X ′ α yields a multiplicative approximation, satisfying
The statement follows by Part (a) of Theorem 2 applied to the k-way partition (A 1 , . . . , A k ) of V that is induced by the indicator matrix X ′ α .
Open Problems
Orecchia and Allen Zhu [OA14] showed that for any node sets S, S if S has a large volume overlap with S, i.e. µ( S ∩ S) δµ(S) for some δ ∈ (1/2, 1), then there is an efficient "local flow refinement procedure" that given S finds a node set S ′ such that the volume overlap µ(S ′ ∩ S) δµ(S) and the conductance φ(S ′ ) O(1/δ)φ(S). Let (A 1 , . . . , A k ) be the k-way node partition computed in Part (b) of Theorem 2. Note that each cluster A i has a large volume overlap with the corresponding optimal cluster P i . However, applying the procedure in [OA14] to each cluster A i , results in a k-way node clustering which in general has node-overlapping clusters, and thus breaks the partitioning property.
Hence, an important research direction is to prove or disprove the existence of an efficient global refinement procedure, that on input the k-way node partition (A 1 , . . . , A k ) outputs a refined k-way node partition (B 1 , . . . , B k ) such that φ(B i ) O(1) · φ(P i ), for all i ∈ {1, . . . , k}.
Another research direction is to improve the constants in the work of Ostrovsky et al. [ORSS13] and to extend the analysis of Theorem 2 to small graphs.
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