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In this paper we consider Lorentz type spaces Lp,rσ deﬁned in terms of iterated rearrange-
ments of functions of several variables (σ is a permutation of {1, . . . ,n}). Further, we study
Fournier–Gagliardo mixed norm spaces V(Rn) closely related to Sobolev spaces W 11 (Rn).
We prove estimate of ‖ f ‖Ln′ ,1σ via ‖ f ‖V with the sharp constant. In particular, this gives
a reﬁnement of the known Sobolev type inequalities for the space W 11 (R
n).
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1. Introduction
Let x = (x1, . . . , xn). Denote by xˆk the (n − 1)-dimensional vector obtained from the n-tuple x by removal of its kth
coordinate. We shall write x = (xk, xˆk).
Let ϕ1, . . . , ϕn be nonnegative measurable functions on Rn−1 (n 2). We consider the geometric mean
G(x) =
(
n∏
k=1
ϕk(xˆk)
)1/n
, x ∈ Rn.
Gagliardo [10] proved the following theorem.
Theorem 1.1. Assume that n 2 and ϕk ∈ L1(Rn−1) (k = 1, . . . ,n). Then G ∈ Ln′ (Rn) (n′ = n/(n − 1)) and
‖G‖Ln′ (Rn) 
(
n∏
k=1
‖ϕk‖L1(Rn−1)
)1/n
. (1.1)
This theorem yields embedding of the Sobolev space W 11 (R
n) into Ln
′
(Rn) (see [10]). Later on, it was shown in [8,21]
that the space W 11 (R
n) is embedded into the Lorentz space Ln
′,1(Rn), which is strictly smaller than Ln
′
(Rn). We emphasize
that a similar reﬁnement of Theorem 1.1 is not true; that is, the function G may not belong to Ln′,1(Rn) (see example (3.24)
below). However, set (ϕk  0)
μ(x) = min
1kn
ϕk(xˆk), x ∈ Rn. (1.2)
Clearly, μ(x) G(x). The following theorem holds [9].
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‖μ‖Ln′,1(Rn) 
(
n∏
k=1
‖ϕk‖L1(Rn−1)
)1/n
. (1.3)
It is important to note that there are normalizing factors in the deﬁnitions of Lorentz norms given in Section 2 below.
Actually Theorem 1.2 was obtained by Fournier [9] in a slightly different form. Let
Vk
(
R
n)≡ L1xˆk(Rn−1)[L∞xk (R)], 1 k n,
be the space of measurable functions on Rn with the ﬁnite mixed norm
‖ f ‖Vk ≡ ‖ϕk‖L1(Rn−1), where ϕk(xˆk) = ess supxk∈R
∣∣ f (x)∣∣. (1.4)
Denote also
V(Rn)= n⋂
k=1
Vk
(
R
n). (1.5)
An equivalent form of Theorem 1.2 proved by Fournier [9, Theorem 4.1] is the following:
Theorem 1.3. If f ∈ V(Rn) (n 2), then f ∈ Ln′,1(Rn) and
‖ f ‖Ln′,1(Rn) 
(
n∏
k=1
‖ f ‖Vk
)1/n
. (1.6)
Theorem 1.3 implies embedding of W 11 into Lorentz space L
n′,1. Indeed, it is easily seen that for f ∈ W 11 (Rn)
‖ f ‖Vk 
1
2
‖Dk f ‖L1 (1 k n). (1.7)
Thus, by (1.6),
‖ f ‖Ln′,1 
1
2
(
n∏
k=1
‖Dk f ‖L1
)1/n
. (1.8)
Observe that the constants in (1.6) and (1.8) are optimal (in fact, for the characteristic function of the unit cube we have
equality in (1.6)).
Different extensions of Theorem 1.3 and their applications have been studied in the works [1,5,14,19].
As in [1], in this paper we consider Lorentz spaces deﬁned in terms of iterated rearrangements. Let Pn be the collection
of all permutations of the set {1, . . . ,n}. For each σ ∈ Pn, and 0 < p, r < ∞, we deﬁne Lorentz-type space Lp,rσ (Rn) (see
Section 2 below). The relations between Lp,rσ -spaces and the classical Lorentz Lp,r-spaces are the following [24]
Lp,rσ ⊂ Lp,r (r  p), Lp,r ⊂ Lp,rσ (p  r). (1.9)
If p = r, then embeddings (1.9) are strict (see [24]).
We proved in [13] that Sobolev embeddings can be strengthened using L-norms. In particular, we have that
W 11
(
R
n)⊂ Ln′,1σ (Rn) (n 2, σ ∈ Pn). (1.10)
By virtue of (1.9), (1.10) implies embedding W 11 (R
n) ⊂ Ln′,1(Rn).
Later on, iterated rearrangements were used in the study of embeddings of anisotropic spaces of Besov and Lipschitz
type (see [15,20]). Furthermore, it was shown in [16] (see also the survey paper [22, p. 189]) that iterated rearrangements,
in comparison with usual nonincreasing rearrangements, are better adapted to spaces with dominating mixed smoothness.
We observe that the proof of embedding (1.10) is quite simple (see [15, p. 56]). Similar simple reasonings were applied
in [1] to prove that
V(Rn)⊂ Ln′,1σ (Rn) (n 2, σ ∈ Pn). (1.11)
These results are stronger than embeddings into the usual Lorentz space Ln
′,1(Rn). However, the arguments used in the
proofs of (1.10) and (1.11) did not give the optimal values of embedding constants.
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Our main result is that for any f ∈ V(Rn)
‖ f ‖Ln′,1σ 
(
n∏
k=1
‖ f ‖Vk
)1/n
(n 2, σ ∈ Pn). (1.12)
Equivalently, we have the following inequality (see (1.2))
‖μ‖Ln′,1σ (Rn) 
(
n∏
k=1
‖ϕk‖L1(Rn−1)
)1/n
. (1.13)
Since ‖ f ‖Ln′,1  ‖ f ‖Ln′,1σ (see (2.9) below), inequalities (1.12) and (1.13) give reﬁnements of inequalities (1.6) and (1.3)
respectively.
Inequalities (1.12) and (1.13) cannot be improved (see Section 3; (1.12) becomes equality if f is the characteristic function
of the unit cube).
By (1.7) and (1.12), the left-hand side in (1.8) can be replaced by the stronger norm ‖ f ‖Ln′,1σ . Thus, the optimal embed-
ding constant in (1.10) is 1/2.
The key role in this work is played by the optimal constant in a special integral inequality involving the function
min
1 jm
t j
(
m∏
k=1
tk
)−1/m
, t ∈ Rm+
(see Lemma 3.3 below).
2. Deﬁnitions and auxiliary propositions
2.1. Lemmas
We consider some inequalities which will be used in the sequel.
Lemma 2.1. Let f and g be nonnegative functions on [0,a] (a > 0). Assume that f is nonincreasing on [0,a] and g is nondecreasing
on [0,a]. Then
a∫
0
f (x)g(x)dx 1
a
a∫
0
f (x)dx
a∫
0
g(x)dx. (2.1)
This is a classical Chebyshev inequality (see, e.g., [11]).
Lemma 2.2. Let ϕ1 and ϕ2 be nonnegative measurable functions on R+ . Assume that
t∫
0
ϕ1(u)du 
t∫
0
ϕ2(u)du
for all t > 0. Then, for every nonnegative and nonincreasing function f on R+ , we have that
∞∫
0
ϕ1(u) f (u)du 
∞∫
0
ϕ2(u) f (u)du.
This is Hardy’s lemma [4, p. 56].
Lemma 2.3. Let g be a nonnegative function on Rm+ , nonincreasing in each variable. Then( ∫
R
m
g(x)dx
)s
 sm
∫
R
m
g(x)s
m∏
j=1
xs−1j dx if 0 < s < 1 (2.2)+ +
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R
m+
g(x)dx
)s
 sm
∫
R
m+
g(x)s
m∏
j=1
xs−1j dx if s 1. (2.3)
Proof. We apply induction. For m = 1 inequalities (2.2) and (2.3) are well-known (see, e.g., [18, p. 66], [23, p. 192]). Let
m 2. We shall prove (2.2); the proof of (2.3) is similar. Assume that (2.2) holds for m − 1. Set
ϕ(xm) =
∫
R
m−1+
g(x)dxˆm (xm ∈ R+).
Then, by our inductive hypothesis,
ϕ(xm)
s  sm−1
∫
R
m−1+
g(x)s
m−1∏
j=1
xs−1j dxˆm (2.4)
for all xm ∈ R+ . The function ϕ is nonincreasing on R+ . Thus, applying (2.2) for m = 1, and then (2.4), we obtain( ∫
R
m+
g(x)dx
)s
=
( ∫
R+
ϕ(xm)dxm
)s
 s
∫
R+
ϕ(xm)
sxs−1m dxm
 sm
∫
R+
xs−1m
∫
R
m−1+
g(x)s
m−1∏
j=1
xs−1j dxˆm dxm
= sm
∫
R
m+
g(x)s
m∏
j=1
xs−1j dx. 
2.2. Rearrangements and Lorentz spaces
Denote by S0(Rn) the class of all measurable and almost everywhere ﬁnite functions f on Rn such that
λ f (y) ≡
∣∣{x ∈ Rn: ∣∣ f (x)∣∣> y}∣∣< ∞ for each y > 0.
A nonincreasing rearrangement of a function f ∈ S0(Rn) is a nonnegative and nonincreasing function f ∗ on R+ ≡ (0,+∞)
which is equimeasurable with | f |, that is, λ f ∗ = λ f . The rearrangement f ∗ can be deﬁned by the equality
f ∗(t) = sup
|E|=t
inf
x∈E
∣∣ f (x)∣∣, 0 < t < ∞ (2.5)
(see [7, p. 32]). Let 0 < p, r < ∞. A function f ∈ S0(Rn) belongs to the Lorentz space Lp,r(Rn) if
‖ f ‖Lp,r ≡ ‖ f ‖p,r ≡
(
r
p
∞∫
0
(
t1/p f ∗(t)
)r dt
t
)1/r
< ∞.
We emphasize that the latter integral is multiplied by r/p (as in the original deﬁnitions of Lorentz [17,18]; see also [12,23]).
In particular, this implies that
‖χE‖p,r = 1 for any measurable set E ⊂ Rn with |E| = 1. (2.6)
We have that ‖ f ‖p,p = ‖ f ‖p . For a ﬁxed p, the Lorentz spaces Lp,r strictly increase as the secondary index r increases;
that is, the strict embedding Lp,r ⊂ Lp,s (r < s) holds (see [4, Ch. 4], [23, Ch. 5]).
Let f ∈ S0(Rn) and 1 k n. We ﬁx xˆk ∈ Rn−1 and consider the xˆk-section of the function f
f xˆk (xk) = f (xk, xˆk), xk ∈ R.
For almost all xˆk ∈ Rn−1 we have f xˆk ∈ S0(R). We set
Rk f (u, xˆk) = f ∗ (u), u ∈ R+.xˆk
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R+ × Rn−1; we call it the rearrangement of f with respect to the kth variable. It is easy to show that Rk f is a measurable
function equimeasurable with | f |. As above, let Pn be the collection of all permutations of the set {1, . . . ,n}. For each
σ = {k1, . . . ,kn} ∈ Pn we call the function
Rσ f (t) = Rkn · · ·Rk1 f (t), t ∈ Rn+,
the Rσ -rearrangement of f . Thus, we obtain Rσ f by “rearranging” f in nonincreasing order successively with respect to
the variables xk1 , . . . , xkn . The rearrangement Rσ f is deﬁned on Rn+ . It is nonnegative, nonincreasing in each variable, and
equimeasurable with | f | function (see [6,13,15]).
Let 0 < p, r < ∞ and let σ ∈ Pn (n 2). We denote by Lp,rσ (Rn) the class of all functions f ∈ S0(Rn) such that
‖ f ‖Lp,rσ ≡ ‖ f ‖p,r;σ ≡
((
r
p
)n ∫
R
n+
(
n∏
k=1
tk
)r/p−1
Rσ f (t)r dt
)1/r
< ∞
(see [6]). The choice of a permutation σ is essential. For the characteristic function of the unit cube we have
‖χ[0,1]n‖p,r;σ = 1 for any σ ∈ Pn. (2.7)
The relations between Lp,r- and Lp,rσ -norms are described by embeddings (1.9). As we have already observed, for p = r
these embeddings are strict. Moreover, let 0 < r < p < ∞ and set
E =
{
(x, y): 0 < x 1, 0 < y  1
x(ln(2/x))p/r
}
. (2.8)
Then |E| < ∞ and thus the characteristic function χE belongs to Lp,r(R2). However, χE /∈ Lp,r{1,2}(R2) ∪ Lp,r{2,1}(R2) (see [15]).
Example (2.8) shows also that, in contrast to (2.6), equality (2.7) cannot be extended to arbitrary measurable set E ⊂ Rn
with |E| = 1.
2.3. Optimal relations between Lp,r - and Lp,r -norms
Proposition 2.4 below can be derived from [2, Theorem 3.2], applying Theorem 2.5 from [3] and carrying out corre-
sponding calculations (in the cited papers more general weight functions are treated). To obtain the result explicitly, we
give a direct proof for our special case.
Proposition 2.4. Let f ∈ S0(Rn), n 2. Then for any σ ∈ Pn
‖ f ‖p,r  ‖ f ‖p,r;σ if 0 < r  p < ∞ (2.9)
and
‖ f ‖p,r;σ  ‖ f ‖p,r if 0 < p  r < ∞. (2.10)
These inequalities are optimal.
Proof. We prove (2.9); the proof of (2.10) is similar. Let 0 < r  p < ∞ and assume that f ∈ Lp,rσ (Rn). Without loss of
generality, we may suppose that
f ∗(u) > 0 for any u > 0 (2.11)
and that∣∣{x ∈ Rn: ∣∣ f (x)∣∣= y}∣∣= 0 for any y > 0. (2.12)
Denote F (t) = Rσ f (t) and set
Eu =
{
t ∈ Rn+: F (t) f ∗(u)
}
, u > 0.
Then |Eu | = u for any u > 0. Set also
Φ(u) =
∫
Eu
F (t)rπ(t)r/p−1 dt, π(t) =
n∏
k=1
tk.
The function Φ is locally absolutely continuous on R+ . Moreover, Φ(0+) = 0 (see (2.12)) and
Φ(u) →
∫
R
n
F (t)rπ(t)r/p−1 dt as u → +∞.
+
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‖ f ‖rp,r;σ =
(
r
p
)n ∞∫
0
Φ ′(u)du.
Set
ϕ(u) =
∫
Eu
π(t)r/p−1 dt, u > 0.
Inequality Φ(u) f ∗(u)ϕ(u) and condition (2.11) imply that ϕ(u) < ∞ for all u > 0. Further, ϕ is locally absolutely contin-
uous function on R+, and ϕ(0+) = 0. For almost all u > 0 we have that
Φ ′(u) = lim
h→0+
1
h
∫
Eu+h\Eu
F (t)rπ(t)r/p−1 dt
= f ∗(u)r lim
h→0+
1
h
∫
Eu+h\Eu
π(t)r/p−1 dt = f ∗(u)rϕ′(u).
Thus,
‖ f ‖rp,r;σ =
(
r
p
)n ∞∫
0
f ∗(u)rϕ′(u)du. (2.13)
Show that
ur/p 
(
r
p
)n
ϕ(u). (2.14)
Let u > 0 be ﬁxed. Set for x = (x1, . . . , xn−1) ∈ Rn−1+
gu(x) = sup
{
y > 0: (x, y) ∈ Eu
}
.
It is easy to see that the function gu(x1, . . . , xn−1) is nonincreasing in each of the variables x1, . . . , xn−1. Further,∫
R
n−1+
gu(x)dx = |Eu| = u.
We have also
ϕ(u) =
∫
R
n−1+
(
n−1∏
j=1
x j
)r/p−1 gu(x)∫
0
yr/p−1 dy dx
= p
r
∫
R
n−1+
gu(x)
r/p
(
n−1∏
j=1
x j
)r/p−1
dx.
By Lemma 2.3,
( ∫
R
n−1+
gu(x)dx
)r/p

(
r
p
)n−1 ∫
R
n−1+
gu(x)
r/p
(
n−1∏
j=1
x j
)r/p−1
dx.
This implies (2.14), or, equivalently,
u∫
vr/p−1 dv 
(
r
p
)n−1 u∫
ϕ′(v)dv, u > 0.0 0
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∞∫
0
ur/p−1 f ∗(u)r du 
(
r
p
)n−1 ∞∫
0
f ∗(u)rϕ′(u)du.
Taking into account (2.13), we obtain (2.9).
For the function f (x) = χ[0,1]n (x) we have equality in (2.9). Hence inequality (2.9) is optimal. 
3. Sharp Fournier–Gagliardo type inequalities
In this section we prove our main results. We split the proof into several steps.
Denote by Mdec(Rm+) the class of all nonnegative functions on Rm+ which are nonincreasing in each variable.
Further, set (m ∈ N)
Ωm =
{
y ∈ Rm+: y1  · · · ym
}
and
Ωm(u) = {y ∈ Ωm: ym  u}, u > 0.
Lemma 3.1. Let ψ ∈ Mdec(Rk+1+ ) (k 1). Then the function
G(u) = 1
uk
∫
Ωk(u)
ψ(y,u)dy (u > 0) (3.1)
is nonincreasing on R+ .
Proof. For a ﬁxed u > 0, set in the integral (3.1) y j = uz j ( j = 1, . . . ,k). Then we get
G(u) =
∫
Ωk(1)
ψ(uz,u)dz.
Since ψ is nonincreasing in each of its arguments, this yields our statement. 
Lemma 3.2. Let g ∈ Mdec(Rk+), k ∈ N. Assume that ν , α are positive numbers and that ν  k. Then for any u > 0∫
Ωk(u)
yνα1
(
k∏
j=1
y j
)−α
g(y)dy  A(k, ν,α)u(ν−k)α
∫
Ωk(u)
g(y)dy, (3.2)
where
A(k, ν,α) = k![(ν − 1)α + 1] · · · [(ν − k)α + k] . (3.3)
Proof. We apply induction. Let k = 1 and let g be a nonnegative nonincreasing function on R+ . Then, by Chebyshev in-
equality (2.1), for any ν  1
u∫
0
y(ν−1)α g(y)dy  u
(ν−1)α
(ν − 1)α + 1
u∫
0
g(y)dy,
which gives (3.2) for k = 1.
Now we assume that the lemma is true for some k ∈ N. Let g ∈ Mdec(Rk+1+ ) and let ν  k + 1. Fix u > 0 and consider
the integral
J (u) =
∫
Ωk+1(u)
yνα1
(
k+1∏
j=1
y j
)−α
g(y)dy =
u∫
0
t−α dt
∫
Ωk(t)
zνα1
(
k∏
j=1
z j
)−α
g(z, t)dz. (3.4)
Applying our inductive hypothesis, we have that for any t > 0∫
zνα1
(
k∏
j=1
z j
)−α
g(z, t)dz A(k, ν,α)t(ν−k)α+kG(t), (3.5)Ωk(t)
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tk
∫
Ωk(t)
g(z, t)dz.
By Lemma 3.1, G is nonincreasing on R+ . Further, set
ϕ1(t) =
[
(ν − k − 1)α + k + 1]t(ν−k−1)α+k
and
ϕ2(t) = (k + 1)u(ν−k−1)αtk, t ∈ [0,u]
(recall that u > 0 is ﬁxed). Then for any 0 s u
s∫
0
ϕ1(t)dt = s(ν−k−1)α+k+1
and
s∫
0
ϕ2(t)dt = sk+1u(ν−k−1)α.
Taking into account that ν  k + 1, we obtain
s∫
0
ϕ1(t)dt 
s∫
0
ϕ2(t)dt, 0 s u. (3.6)
Since G is nonincreasing, applying (3.6) and Lemma 2.2, we have that
u∫
0
ϕ1(t)G(t)dt 
u∫
0
ϕ2(t)G(t)dt. (3.7)
Using (3.4), (3.5), and (3.7), we obtain for a ﬁxed u > 0
J (u) A(k, ν,α)
u∫
0
t(ν−k−1)α+kG(t)dt
= A(k, ν,α)
(ν − k − 1)α + k + 1
u∫
0
ϕ1(t)G(t)dt
 A(k, ν,α)
(ν − k − 1)α + k + 1
u∫
0
ϕ2(t)G(t)dt
= (k + 1)A(k, ν,α)u
(ν−k−1)α
(ν − k − 1)α + k + 1
u∫
0
tkG(t)dt
= A(k + 1, ν,α)u(ν−k−1)α
u∫
0
dt
∫
Ωk(t)
g(z, t)dz
= A(k + 1, ν,α)u(ν−k−1)α
∫
Ωk+1(u)
g(y)dy.
By induction, this completes the proof. 
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(t) = min
1 jm
t j, t ∈ Rm+.
Then for any α > 0
∫
R
m+
(
m∏
j=1
t j
)−α
(t)mαϕ(t)dt  c(m,α)‖ϕ‖1, (3.8)
where
c(m,α) = m!∏m
j=1[(m − j)α + j]
.
The constant is optimal.
Proof. For any permutation σ = {k1, . . . ,km} ∈ Pm of the set {1, . . . ,m}, denote
Ω(σ) = {t ∈ Rm+: tk1  · · · tkm}.
If σ ′ = σ ′′, then |Ω(σ ′) ∩ Ω(σ ′′)| = 0. Thus, it is suﬃcient to prove that
∫
Ω(σ )
(
m∏
j=1
t j
)−α
(t)mαϕ(t)dt  c(m,α)
∫
Ω(σ )
ϕ(t)dt (3.9)
for any σ ∈ Pm . Take σ = {1, . . . ,m} and denote by I the integral on the left-hand side of (3.9). In this case Ω(σ) = Ωm
and
I =
∞∫
0
t−αm dtm
∫
Ωm−1(tm)
(
m−1∏
j=1
t j
)−α
tmα1 ϕ(t)dtˆm.
Applying Lemma 3.2 with k =m − 1 and ν =m, we have that
∫
Ωm−1(tm)
(
m−1∏
j=1
t j
)−α
tmα1 ϕ(t)dtˆm 
(m − 1)!tαm
[(m − 1)α + 1] · · · [α +m − 1]
∫
Ωm−1(tm)
ϕ(t)dtˆm
for any tm > 0. Thus,
I  c(m,α)
∞∫
0
dtm
∫
Ωm−1(tm)
ϕ(t)dtˆm = c(m,α)
∫
Ωm
ϕ(t)dt.
This gives (3.9) for σ = {1, . . . ,m}. By symmetry, (3.9) holds for any σ ∈ Pm .
It is easy to see that for ϕ = χ[0,1]m we have equality in (3.9) for any σ ∈ Pm . Thus, the constant in (3.8) is optimal. 
Remark 3.4. Lemma 3.3 plays the key role in this work. To some extent, it describes relation between minimum
(t) = min
1 jm
t j
and the geometric mean
γ (t) =
(
m∏
j=1
t j
)1/m
, t ∈ Rm+.
In particular, let a set E ⊂ Rm+ be such that |E| = 1 and the characteristic function χE is decreasing in each variable. Then,
by (3.8),∫
E
(
(t)
γ (t)
)mα
dt  c(m,α) (α > 0).
The maximum of the left-hand side attains for E = [0,1]m; in this case we have equality.
344 V.I. Kolyada / J. Math. Anal. Appl. 387 (2012) 335–348Theorem 3.5. Assume that f ∈ V(Rn) (n 2). Then f ∈ Ln′,1σ (Rn) and
‖ f ‖Ln′,1σ 
(
n∏
k=1
‖ f ‖Vk
)1/n
(3.10)
for any σ ∈ Pn.
Proof. Let σ ∈ Pn . We have∣∣ f (x)∣∣ ∥∥ f (·, xˆk)∥∥∞ ≡ ϕk(xˆk) (k = 1, . . . ,n) (3.11)
for almost all x ∈ Rn . Set
ψk(s) = Rσkϕk(s), s ∈ Rn−1+ , (3.12)
where σk is obtained from σ by removal of k. It follows from (3.11) that
Rσ f (t)ψk(tˆk) for all t ∈ Rn+ (k = 1, . . . ,n). (3.13)
Let
Ak =
{
t ∈ Rn+: tk = min
1 jn
t j
}
, k = 1, . . . ,n.
Then
n⋃
k=1
Ak = Rn+ and |Ak ∩ A j| = 0 if k = j.
Thus,
‖ f ‖Ln′,1σ =
(
n − 1
n
)n ∫
R
n+
(
n∏
k=1
tk
)−1/n
Rσ f (t)dt
=
(
n − 1
n
)n n∑
k=1
∫
Ak
(
n∏
k=1
tk
)−1/n
Rσ f (t)dt. (3.14)
For any s ∈ Rn−1, set (s) = min1 jn−1 s j . Applying (3.13), we obtain
∫
Ak
(
n∏
k=1
tk
)−1/n
Rσ f (t)dt 
∫
R
n−1+
(∏
j =k
t j
)−1/n
ψk(tˆk)
(tˆk)∫
0
t−1/nk dtk dtˆk =
n
n − 1 Jk,
where
Jk =
∫
R
n−1+
(∏
j =k
t j
)−1/n
(tˆk)
1−1/nψk(tˆk)dtˆk.
By (3.14), we have that
‖ f ‖Ln′,1σ 
(
n − 1
n
)n−1 n∑
k=1
Jk. (3.15)
To estimate Jk, we apply Lemma 3.3 with m = n − 1 and α = 1/n. In this case
c(m,α) = m!∏m
j=1[(m − j)α + 1]
=
(
n
n − 1
)n−1 1
n
.
Thus, we have
Jk 
(
n
n − 1
)n−1 1
n
∫
R
n−1
ψk(s)ds. (3.16)+
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R
n−1+
ψk(s)ds =
∫
Rn−1
ϕk(y)dy = ‖ f ‖Vk .
Hence, by (3.15) and (3.16), we get that
‖ f ‖Ln′,1σ 
1
n
n∑
k=1
‖ f ‖Vk . (3.17)
It remains to derive the multiplicative inequality (3.10). Set
g(x) = f (a1x1, . . . ,anxn), where ak = 1‖ f ‖Vk
.
Then
‖g‖Vk =
n∏
j=1
‖ f ‖V j (k = 1, . . . ,n). (3.18)
Applying (3.17) to the function g , we get
‖g‖Ln′,1σ 
1
n
n∑
k=1
‖g‖Vk =
n∏
j=1
‖ f ‖V j . (3.19)
Furthermore, Rσ g(t) = Rσ f (a1t1, . . . ,antn). Thus,
‖g‖Ln′,1σ =
∫
R
n+
(
n∏
k=1
tk
)−1/n
Rσ g(t)dt
=
(
n∏
j=1
‖ f ‖V j
)1−1/n ∫
R
n+
(
n∏
k=1
tk
)−1/n
Rσ f (t)dt
=
(
n∏
j=1
‖ f ‖V j
)1−1/n
‖ f ‖Ln′,1σ .
This equality and (3.19) imply (3.10). 
Remark 3.6. We note that (1.6) follows from (3.10). Indeed, by (2.9),
‖ f ‖n′,1  ‖ f ‖n′,1;σ (3.20)
for any σ ∈ Pn . Applying (3.10), we get (1.6).
Remark 3.7. Inequalities (3.10) and (3.17) are optimal. Obviously, for f = χ[0,1]n and any σ ∈ Pn, they become equalities.
Moreover, they become equalities for any function from the following class [9].
Denote by Qn the class of all measurable functions on Rn such that for any y > 0 the set
E f (y) =
{
x ∈ Rn: ∣∣ f (x)∣∣> y}
is essentially a cube inRn (that is, for any y > 0 there exists a cube in Rn with edges parallel to coordinate axes which differs
from E f (y) by a set of measure 0).
For a measurable set E ⊂ Rν , we denote by mesν E the Lebesgue measure of E in Rν . Let E ⊂ Rn be a measurable set
and let 1 k n. For a point xˆk ∈ Rn−1, denote by E(xˆk) the xˆk-section of the set E ,
E(xˆk) =
{
xk ∈ R: (xk, xˆk) ∈ E
}
.
By Fubini’s theorem, for any 1 k n and almost all xˆk ∈ Rn−1, the sections E(xˆk) are measurable in R, and the functions
mk(xˆk) = mes1 E(xˆk), k = 1, . . . ,n,
deﬁned a.e. on Rn−1, are measurable. The essential projection of E into the coordinate hyperplane xk = 0 is deﬁned to be the
set Πk(E) of all points xˆk ∈ Rn−1 such that E(xˆk) is measurable and mk(xˆk) > 0. Since the function mk is measurable, the
essential projection Πk(E) is measurable.
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mesn−1 Πk
(
E f (y)
)= (mesn E f (y))1−1/n = λ f (y)1−1/n.
Denoting
ϕk(xˆk) = ess supxk∈R f (x) (k = 1, . . . ,n),
we have that
mesn−1
{
xˆk ∈ Rn−1: ϕk(xˆk) > y
}= mesn−1 Πk(E f (y))= λ f (y)1−1/n.
It follows that for any f ∈ Qn and any k = 1, . . . ,n
‖ f ‖Vk =
∫
R
n−1+
ϕk(xˆk)dxˆk =
∞∫
0
λ f (y)
1−1/n dy = ‖ f ‖n′,1. (3.21)
Using these equalities and taking into account (3.10) and (3.20), we obtain the following:
Proposition 3.8. Let f ∈ Qn (n 2). Then
‖ f ‖n′,1;σ = ‖ f ‖n′,1 = ‖ f ‖Vk (k = 1, . . . ,n)
for any σ ∈ Pn.
In particular, we have that inequalities (3.10) and (3.17) become equalities for any function f ∈ Qn .
It was proved in [9] that if f ∈ Qn and a function g deﬁned on Rn is equimeasurable with f , then
n∑
k=1
‖ f ‖Vk 
n∑
k=1
‖g‖Vk
(see [9, Theorem 3.1]). Observe that by (3.21), this result follows also from Theorem 1.3 (Theorem 4.1 in [9]).
An equivalent form of Theorem 3.5 is the following theorem.
Theorem 3.9. Assume that ϕk ∈ L1(Rn−1) (k = 1, . . . ,n). Set
μ(x) = min
1kn
ϕk(xˆk), x ∈ Rn.
Then μ ∈ Ln′,1σ (Rn) and
‖μ‖Ln′,1σ 
(
n∏
k=1
‖ϕk‖L1(Rn−1)
)1/n
(3.22)
for any σ ∈ Pn.
Indeed, we have
ess supxk∈Rμ(x) ϕk(xˆk)
(
xˆk ∈ Rn−1
)
and therefore
‖μ‖Vk  ‖ϕk‖L1(Rn−1) (k = 1, . . . ,n).
Thus, inequality (3.22) follows from (3.10).
On the other hand, Theorem 3.5 also can be immediately derived from Theorem 3.9. Indeed, assume that f ∈ V(Rn) and
set
ϕk(xˆk) = ess supxk∈R f (x) (k = 1, . . . ,n).
Then ∣∣ f (x)∣∣ min
1kn
ϕk(xˆk).
Since ‖ f ‖Vk = ‖ϕk‖L1(Rn−1) , inequality (3.10) follows from (3.22).
Thus, Theorems 3.5 and 3.9 are equivalent.
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estimates were used to prove sharp embeddings for anisotropic Lipschitz classes.
Finally, we have the following theorem, which gives sharp constant in Sobolev type embedding (1.10).
Theorem 3.11. Assume that f ∈ W 11 (Rn) (n 2). Then
‖ f ‖Ln′,1σ 
1
2
(
n∏
k=1
‖Dk f ‖1
)1/n
(3.23)
for any σ ∈ Pn. The constant is optimal.
Indeed, inequality (3.23) follows immediately from (3.10) and (1.7). The constant 1/2 is optimal even in the weaker
estimate (1.8). To show this, it suﬃces to consider the Steklov averages of the characteristic function of the unit cube
f = χ[0,1]n ,
fh(x) = 1hn
∫
[0,h]n
f (x+ u)du, 0 < h < 1.
We have that fh ∈ W 11 (Rn). It is easily seen that ‖Dk fh‖1 = 2 for all k = 1, . . . ,n and ‖ fh‖n′,1 → 1 as h → 0. Thus, the
constant factor 1/2 on the right-hand side of (1.8) cannot be decreased.
Remark 3.12. We emphasize that sharp embeddings of Sobolev spaces W 11 (R
n) into Lorentz spaces follow from the estimates
of minimum (deﬁned in (1.2)). As for Gagliardo’s estimate (1.1) of the geometric mean G , it implies only embedding of W 11
into Ln
′
. It is easy to see that estimate (1.1) cannot be improved in the scale of Lorentz spaces. For the simplicity, we
consider the case n = 2. Let 0 < r < 2. Set
ϕ1(x) = χ[0,1](x)
x(ln(2/x))2/r
and ϕ2(x) = χ[0,1](x), x ∈ R. (3.24)
Then ϕ1,ϕ2 ∈ L1(R). Consider the geometric mean
G(x, y) =√ϕ1(x)ϕ2(y).
Let 0 < t  1/2 and let E = [t,2t] × [0,1]. Then |E| = t and by (2.5)
G∗(t) inf
(x,y)∈E G(x, y)
1√
2t(ln(2/t))1/r
.
Thus,
1∫
0
tr/2−1G∗(t)r dt  1
2
1/2∫
0
dt
t ln(2/t)
= ∞,
and G /∈ L2,r(R2).
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