Protein structure classification is an important issue in understanding the associations between sequence and structure as well as possible functional and evolutionary relationships. Recently structural genomes initiatives and other high-throughput experiments have populated the biological databases at a rapid pace. In this paper, three types of classifiers, k nearest neighbors, class center and nearest neighbor and probabilistic neural networks and their homogenous ensemble for multiclass protein fold recognition problem are evaluated firstly, and then a heterogenous ensemble Voting System is designed for the same problem. The different features and/or their combinations extracted from the protein fold dataset are used in these classification models. The heterogenous classification results are then put into a voting system to get the final result. The experimental results show that the proposed method can improve prediction accuracy by 4%-10% on a benchmark dataset containing 27 SCOP folds.
Introduction
The folding problem is central in molecular biology and it can be formulated as follows: given the primary structure of a protein, how the three-dimensional fold can be deduced from it. Various methods have been developed for fold recognition. These methods 14 are divided into two methodological approaches: (a) The informatics based methods that involve the sequence based methods and the structure based methods, and (b) the biophysics based methods. Sequence based methods use protein sequence or predicted secondary structure information to perform sequence comparison and detect whether two proteins share a fold or not. Structure based or threading methods create an energy function describing how well a probe sequence matches a target fold. In fold recognition by threading, we must take the amino acid sequence of a protein and evaluate how well it fits into one of the known three-dimensional (3D) protein structures. Besides purely sequence based or structure based methods, a combination of them is also possible. 13 On the other hand, methods based on biophysics perform ab initio structure prediction. They detect a native conformation or ensemble of conformations of the protein that are at or near the global free-energy minimum.
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For the past several decades several methods have been proposed for predicting protein structural classes. These methods include discriminant analysis, 26 correlation coefficient, 8 hydrophobicity profiles, 19 amino acid index, 3 Bayes decisions rule, 37 amino acid distributions, 27 functional domain occurrences, 4 supervised fuzzy clustering approach, 31 amino acid principal component analysis, 11 Bayesian classifier 6 and ensemble methods, etc.
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Alignment profiles are widely used for recognizing protein folds. 30, 32, 38 Recently, Cheng and Baldi 5 proposed a machine learning algorithm using secondary structure, solvent accessibility, contact map and strand pairing for fold recognition, which showed the pairwise sensitivity of 27%. It has been reported that the amino acid properties are the key factor for protein folding and they are used for discriminating membrane proteins, 21 identification of membrane spanning regions, 22 prediction of protein structural classes, 7 analysis of protein folding rates 20 and analysis of protein stability, 18 etc. Ding and Dubchak 10 proposed a method based on neural networks and support vector machines for fold recognition using amino acid composition and five other properties, and reported a cross-validated sensitivity of 45%. Taguchi and Gromiha 34 used the amino acid occurrence (not composition) of proteins belonging to 30 major folds and four structural classes based on linear discriminant analysis (LDA) and got an accuracy of 37% for recognizing 1612 proteins from 30 different folds. Sequence-based methods are very common in fold recognition.
14 Machine learning techniques, such as genetic algorithms, support vector machines, hidden Markov models and segmentation conditional random fields, have been adopted to exploit protein sequence or secondary structure information. However, although significant improvement has been made in the field of fold recognition, the accuracy of the existing methods remains limited and there is a need to develop new methods.
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In this paper, three types of homogenous ensemble classifier are evaluated firstly, and then a heterogenous ensemble voting system was proposed for multiclass protein fold classification. This system is made up of feature selection system, different classifiers and voting system. Experimental results show that heterogenous ensemble classifiers is better than other ensemble classifiers.
The paper is organized as follows. The data sets used to evaluate the proposed method are given in Sec. 2. The general framework of ensemble classification system is described in Sec. 3. Three homogenous classifiers and their ensemble are introduced in Sec. 4. A heterogenous ensemble classifier is then designed to recognize the protein folds in Sec. 5. Finally, in Sec. 6, we present some concluding remarks.
The Datasets
The dataset we used for training and testing was selected from the dataset built for the prediction of 128 folds in an earlier study. 12 This database was based on the PDB select sets, 23, 24 where two proteins have no more than 35% of the sequence identity for the aligned subsequences longer than 80 residues. These datasets are available online. 10 Each dataset contains the 27 most populated folds represented by seven or more proteins and corresponding to four major structural classes: α, β, α/β and α + β. The folds in the database and the corresponding number of proteins in two datasets are shown in Table 1 (as in Ref. 10 ).
The training dataset consists of 313 protein folds having (for each two proteins) no more than 35% of the sequence identity for aligned subsequences longer than 80 residues. The testing dataset of 385 proteins is composed of protein sequences of less than 40% identity with each other. In fact, 90% of the proteins of the testing dataset have less than 25% sequence identity with the proteins of the training dataset.
In this paper (as in Ref. 10) , the measure adopted for the performance evaluation of the various classifiers is the Q percentage accuracy. Suppose we have N p = n 1 + · · · + n p test proteins (n 1 are observed to belong to class 1, etc.). Suppose that out of n 1 proteins, c 1 are correctly recognized as belonging to 1, etc. so that total C = c 1 + · · · + c tp proteins are correctly recognized. The "total accuracy" is Q = C/N p .
Ensemble Voting System

Voting system
The proposed ensemble voting system is composed of feature selection system, a number of individual classifiers and voting system. The framework is presented in Fig. 1 and is described below.
(1) Feature Selection. Six features were extracted from protein sequences: amino acids composition (C), predicted secondary structure (S), hydrophobicity (H), normalized van der Waals volume (V), polarity (P), and polarizability (Z) (see Table 2 ). composition has dimensionality 20 (see Table 2 ). Thus, in total, a feature vector combining six features has 125 dimensions (or components). Note that the features are normalized to [0, 1].
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(2) Classification. Three classifiers, i.e. k nearest neighbor, Class Center and Nearest Neighbor and probabilistic neural and their ensemble are employed for the protein fold recognition problems. The details will be given in the next sections. (3) Voting System. Different results will be obtained from the different classifiers by using different features extracted from the protein folds, and then are these results put into the voting system. Each classifier has a weight to denote the contributions of the classifier to the voting system. For each class to be identified, a weighted sum of base classifiers can be calculated as,
where N is the number of classifiers, i = 1, 2, . . . , C is the class label, C d is the predicted class label by the d classifier, and w d is the weight of the d classifier. For a given unknown pattern, the final class to be classified is determined by maximizing argmax
The classifiers and the voting system are emphasized while the feature selection system is neglected in this work. In order to get accurate results, Particle Swarm Optimization (PSO) algorithm is used to optimize the weights of the classifiers.
PSO algorithm
The PSO conducts searches using a population of particles that correspond to individuals in an Evolutionary Algorithm (EA). 25 Initially, a population of particles is randomly generated. Each particle represents a potential solution and has a position represented by a position vector x i . A swarm of particles moves through the problem space with the moving velocity of each particle represented by a velocity vector v i . At each time step, a function f i -representing a quality measureis calculated by using x i as input. Each particle keeps track of its own best position, which is associated with the best fitness it has achieved so far in a vector p i . Furthermore, the best position among all the particles obtained so far in the population is kept track of as p g . In addition to this global version, another version of PSO keeps track of the best position among all the topological neighbors of a particle. At each time step t, by using the individual best position, p i (t), and the global best position, p g (t), a new velocity for particle i is updated by
where c 1 and c 2 are positive constants and φ 1 and φ 2 are uniformly distributed random numbers in [0, 1]. The term c i is limited to the range of V m ax (if the velocity violates this limit, it is set to its proper limit). Changing velocity this way enables the particle i to search around both its individual best position, p i , and global best position, p g . Based on the updated velocities, each particle changes its position according to
Ensemble design with PSO
For designing of ensemble voting system with PSO algorithm, a set of individual classifiers are trained firstly, and each classifier can be assigned a weight stochastically that could characterize the fitness of the classifier in the ensemble. Then the weights of base classifiers are optimized using PSO algorithm. Finally, the classifiers whose weights are bigger than a pre-set threshold could be selected to join the ensemble. The design algorithm can be described as follows:
Inputs: Training sets S, learner L, trials T , threshold λ. Output: The ensemble output which is the weighted average output of the component classifiers.
Step 1. Obtain training set of every individual classifier from the original training set S.
Step 2. Each base classifier is trained.
Step 3. Generate a population of weight vectors randomly.
Step 4. Optimize the weight of every classifier with PSO algorithm, and select several classifiers according to the pre-set threshold.
Step 5. Combine the selected classifier to form the voting system.
In each iteration step of the evolution, the weights are normalized so that they can compare with the pre-set threshold λ. A quite simple normalization method used in this paper is given as follows:
The fitness function used in PSO algorithm is the error number of misclassifications. 
The Individual Classifiers and Their Ensemble
In this section, three different classifiers, k nearest neighbor, class center and nearest neighbor and probabilistic neural networks and their ensemble are described in detail.
The k-nearest neighbor classifier
The k-Nearest Neighbor (k-NN) algorithm classifies a sample by assigning it the label most frequently represented among the k nearest samples. 9 No explicit model for the probability density of the classes is formed; each point is estimated locally from the surrounding points. Target classes for prediction (classes 0 and 1) can be defined based on a phenotype such as morphological class or treatment outcome. The class predictor is uniquely defined by the initial set of samples and marker genes. The k-NN algorithm stores the training instances and uses a distance function to determine which k members of the training set are closest to an unknown test instance. Once the k-nearest training instances have been found, their class assignments are used to predict the class for the test instance by a majority vote. In order to identify neighbors, the objects are represented by position vectors in a multidimensional feature space. It is usual to use the Euclidean distance, though other distance measures, such as the Manhattan distance could in principle be used instead. The k-NN algorithm is sensitive to the local structure of the data. The best choice of k depends upon the data; generally, larger values of k reduce the effect of noise on the classification, but make boundaries between classes less distinct. A good k can be selected by various heuristic techniques, for example, cross-validation. In our implementation of k-NN algorithm, Tabu Search (TS) algorithm was employed to optimize the k.
Tabu search is a general heuristic search procedure devised for finding a global minimum of a function, which may be linear or nonlinear.
1 The modern version of the algorithm was developed by Glover. 15, 16 It has a flexible memory to retain the information about the previous steps of the search, using it to create and exploit new solutions in the search space. A step of Tabu search starts with a present solution x now having an associated set of feasible solutions Q, which can be obtained by applying a simple modification to x now . This modification is called a move. In order to avoid a local minima in search space, the move to x * is applied even if x * is worse than x now . However, this can cause the cycling of the search. To avoid cycling as much as possible, a Tabu list is introduced. The Tabu list stores all Tabu moves that are not permitted to be applied to the present solution. The moves stored in the Tabu list are those carried out most frequently and recently. Therefore, in order for a move to be classified as tabu or not, criteria called Tabu restrictions are employed. The use of a Tabu list decreases the possibility of cycling because it prevents the return within a certain number of iterations to a solution visited recently. After a subset of feasible solutions, Q, are produced according to the Tabu list and evaluated for the problem, the next solution is selected from Q and the Tabu list is updated. The solution evaluated as best is selected as the next solution x next . This loop is repeated until a specified stopping criteria is satisfied. Two highly important components of tabu search are intensification and diversification strategies. Intensification strategies are based on modifying choice rules to encourage move combinations and solution features historically found good. They may also initiate a return to attractive regions to search them more thoroughly. Since elite solutions must be recorded in order to examine their immediate neighborhoods, explicit memory is closely related to the implementation of intensification strategies.
A description of the various steps of the Tabu Search method is as follows:
(1) Choose a feasible solution to start the process. This solution is the present best solution. The 27-class protein fold classification is implemented by using the proposed method with different features. The parameters used in the Tabu search are: the neighbor size 50, the length of Tabu list 10, the search steps 20, the Tabu range 10. An ensemble of 10 k-NN classifiers for same problem is also constructed. Table 3 shows the experimental results.
From the simulation results, it can be seen that the best result is obtained by using the individual classifier (k-NN) with features CS. The classification results can be improved by using the homogenous ensemble voting system.
Class center and nearest neighbor classifier
In this section, Class Center and Nearest Neighbor method is proposed as a base classifier and their ensemble is also investigated. In this method, the distance between the patterns to be predicted and class centers is considered based on the nearest neighbor method. Two distances are calculated in this method: D center and D nearest . We use class center method while D center is less than D nearest and nearest neighbor method in the opposite position. In order to given a detailed description for this method, we make some definitions firstly.
D ni is the Euclidean distance between two protein folds. Center i is the class center vector for the ith protein folds, and D ci is the Euclidean distance between the protein fold X and Center i .
where D ni (X, X i ) is the Euclidean distance between two protein folds X and X i .
where Center i is a vector for the ith protein folds, Q i is the sum for the ith protein folds.
where D ci is the Euclidean distance between protein fold X and Center i . For the protein folds, there are two different Euclidean distances, D nearest and D center . D nearest is the nearest Euclidean distance between this and any other protein folds while D center is the nearest one between this and all the Center i . They can be calculated followed equations given below
Our implementation of the Class Center and Nearest Neighbor Classifier is as follows:
(1) Get Center i for ith protein fold using Eq. The proposed classification method has been used for the multiclass protein fold recognition problem with different feature combinations. An ensemble of 10 Class Center and Nearest Neighbor classifiers for the same problem is also constructed.
The classification results are shown in Table 4 . From simulation results, it can be seen that the proposed Class Center and Nearest Neighbor classifier and their ensemble are better than the k-NN classifiers.
Probabilistic neural network classifier
In this section, Probabilistic Neural Network (PNN) is used as base classifier in the ensemble voting system described above. PNN 17,33,36 is based upon Bayesian classification technique. Using the Parzen windows estimation technique, we can approximate the probability density functions (PDF) that are required by Bayes' theory. Suppose n is the number of training samples, m is the feature space dimension, and x i is the ith training sample for class 1, then the Parzen estimate of the PDF for class 1 is
where σ is a "smoothing parameter". The choice of σ will affect the estimation error of the PNN and is determined experimentally by comparing the accuracies obtained for different values of the parameter. The PNN architecture consists of four layers: an input layer, a pattern layer, a summation layer and an output layer, as shown in Fig. 2 .
The input-layer neurons do not perform any computation and merely distribute input features to all the neurons in the pattern layer. The pattern layer is fully connected to the input layer, with one neuron for each pattern in the training set. The weights are set equal to the different training patterns. Each neuron performs a dot product of the feature vector x and the pattern j stored as a weight vector 
The pattern-layer outputs are selectively connected to the summation units depending on the class of patterns they represent. There is one neuron for each class or group, and each neuron sums the outputs from the pattern layer neurons, which correspond to the training patterns from one specific class. Since the summationlayer neurons implement the summation of the exponential terms in Eq. (10), their output is an estimate of the class probability density function. The output-layer neuron produces a binary output value corresponding to the best class choice for the specific sample, because that class has the maximum probability of being correct.
In this paper, the training of the PNN is very straightforward. The training algorithm consists of two parts. The first part of the algorithm performs the network structure determination, and the second part of the algorithm performs the smoothing parameter σ. The neural network structure is very easy to determine. The neuron number in the input layer can be determined based on the dimensions of the input feature vector. The pattern layer consists of N pools of pattern neurons corresponding to N classes, for each new training sample x belonging to class 1, 2, . . . , N, the training process adds a new neuron in the corresponding pool of the pattern layer. There are N neurons in the summation layer, which form the weighed sum of all the outputs from the corresponding pool in the pattern layer. The last layer calculates and presents the network output. A single output neuron is used to indicate one of the total classes of protein folds. The smoothing parameter σ of the PNN was optimized by the particle swarm optimization algorithm.
The PNN classifiers have been used for the multiclass protein fold recognition problem with different feature combinations. An ensemble of 10 PNN classifiers for the same problem is also implemented. The classification results are shown in Table 5 . It can be seen that, the best prediction result 54.29% was obtained by using amino acids composition, Predicted secondary structure and Hydrophobicity features and base PNN classifier. And the ensemble voting system of PNN classifiers improved the prediction accuracy to 59.48%, a best result compared to the above two ensemble classifiers.
Heterogenous Ensemble Classifiers
For most regression and classification problems, combining the outputs of several predictors improves the performance of a single generic one. Formal support to this property is provided by the so-called bias/variance dilemma, based on a suitable decomposition of the prediction error. According to these ideas, good ensemble members must be both accurate and diverse, which poses the problem of generating a set of predictors with reasonably good individual performances and independently distributed predictions for the test points. Diverse individual predictors can be obtained in several ways. These include: (i) using different algorithms to learn from the data (classification and regression trees, artificial neural networks (ANNs), support vector machines, etc.), (ii) changing the internal structure of a given algorithm (for instance, number of nodes/depth in trees or architecture in neural networks), and (iii) learning from different adequately-chosen subsets of the data set. The probability of success in strategy (iii), the most frequently used, is directly tied to the instability of the learning algorithm. That is, the method must be very sensitive to small changes in the structure of the data and/or in the parameters defining the learning process. Again, classical examples in this sense are classification and regression trees and ANNs. In particular, in the case of ANNs the instability comes naturally from the inherent data and training process randomness, and also from the intrinsic nonidentifiability of the model. In what follows, three heterogenous ensemble classifiers are employed for the multi-class protein fold recognition problem. Three classifiers given in the above sections are used in the ensemble voting system. For each feature, the best classifier is used and then the result put into the voting system. For example, the best classification result is obtained by k-NN with feature S, while PNN gets best results for feature C, so in this hybrid model, each feature will use its "best" classifier, and get the accuracy of 63.12%. Table 6 shows the results of this hybrid method compared with Ding's 10 and BAYESPROT System's 6 results. From simulation results, it can be seen that heterogenous ensemble classifiers illustrate better performance than other classifiers.
Conclusion
Multiclass protein folds recognition has become more and more important in recent years, especially with the rapid development of bioinformation. Previously, many researchers used different methods such as neural networks and support vector machines in protein folds recognition problem, and obtained good results. In this work, an ensemble voting system including feature selection system, classification 760 Y. Chen et al. and voting system is proposed to recognize the multiclass protein fold. Three different classifiers, k nearest neighbors, class center and nearest neighbor and probabilistic neural networks with different features or their combinations extracted from the protein fold dataset are employed in protein fold recognition. These classification results are then put into a voting system to get the final result. The experimental results showed that the best prediction accuracy of 63.12% can be obtained by the proposed heterogenous ensemble classifier with different features. In this research only three classifiers are used in the ensemble voting system. Much work should be done to improve the accuracy of multiclasses protein fold recognition problems, i.e. more base classifiers, different features, combination methods of ensemble classifiers.
