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ABSTRACT 
In this study, Monte Carlo simulation is used to evaluate the characteristics of CFA fit indices under different conditions 
(such as sample size, estimation method and distributional conditions). The simulation study was performed using seven 
different samples where sample has  a different sample size such as 50, 100, 200, 400, 800, 1600, 4000, four different 
estimation methods (Maximum Likelihood, Generalized Least Square, Least Square and Weighted Least Square) and 
three distribution conditions (normal, slightly non-normal and moderately non-normal). A simulation study was conducted 
with EQS software to examine the effect of these conditions on the most common eleven fit indices that are studied in 
CFA and SEM. As a result of this study, all of the factors studied are shown to have an influence on the fit indices. 
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INTRODUCTION 
Structural Equation Modelling (SEM) is an effective method for model testing and development which allows testing of 
theoretical models as a whole. SEM enables researcher to determine direct and indirect effect between variables.  SEM is 
a multivariate statistical approach which models by including interactions between theoretical structures, measurement 
errors, and relations between errors in a model [1-4]. SEM is also defined as a comprehensive statistical technique used 
for testing the causal relationships between observed (manifest) and latent (unobserved) variables. In recent years, it has 
become a very popular tool for researchers in psychology and educational, social and behavioural sciences. SEM is also a 
significant statistical approach used in such fields to test the consistency of experimental and non-experimental data with 
theory [5]. 
In the present study, for non-normally distributed variables, the effect of estimation methods on the consistency measures 
was compared with the Monte Carlo simulation. For this purpose, first multivariate normal and abnormal data sets were 
generated in different sample volumes and later parameters and consistency criteria were computed with four parameter 
estimation methods for the generated data sets. At the end of the study, the effects of estimation methods used on the 
consistency criteria were discussed. 
MATERIAL AND METHOD 
Confirmatory Factor Analysis 
Confirmatory factor analysis (CFA) is a part of SEM dealing with measurement models of the relationships between latent 
and observed variables. The purpose of exploratory factor analysis (EFA) is to discover the structure consisting of a 
number of unknown factors underlying a set of variables. The presupposition is that any variable depends on any factor. 
The purpose of CFA is to test statistically the significance of a structure (model) consisting of a known number of factors. 
In other words, CFA is used to check whether the data of a sample verifies a proposed model [6].   
In CFA, three elements must be specified to carry out required analysis. The number of factors, the loading of each 
observed variable on each factor, and the correlation between each factor pair are pre-specified [7]. CFA model [1,7-9] 
can be shown as in Equation 1 and the variance-covariance matrix of y is given in Equation 2 as observed variables are 
defined as, latent factors as   and unique variances as. 
 yy      (1) 
 
T
y y 
       (2) 
∑ in Equation 2 is the pxp symmetric variance-covariance matrix of p number of observed variables.  In the CFA model,   
is a matrix of size pxp of factor loadings. Ψ is a symmetric matrix of size mxm of factor correlations  and the diagonal 
elements of matrix pxp are a vector size of   p.  
Methods of Estimation Used In Confirmatory Factor Analysis  
Maximum Likelihood 
Maximum likelihood estimation (MLE) is the most preferred method of estimation [10]. The fitting function of maximum 
likelihood estimator is as shown in Equation 3. 
 
   
1
log logMLF S tr S p 
      
   (3) 
In Equation 3, F_ML is the discrepancy function computed for estimation, p is the number of observed variables, and tr is 
the trace of the matrix [3].  1 MLN F also has the distribution 𝜒2 of the degree of freedom    
1
2 1
k
p p


   
where is the number of unknown parameters [1]. 
Several studies in the literature have examined the performance of ML estimators in terms of improper solutions, non -
convergence, bias of estimators, the size of the sample volume, and the occurrence of normal or non -normal distribution 
of variables [1, 10, 12-15]. 
Maximum likelihood estimation requires multivariate normality assumption. A feature of ML estimator is that the 
information on the first (mean) and second (variance) order moments of observed variables is enough to compute the 
fitting function. Thus, the third (skewness) and fourth (kurtosis) order moments are not need to compute the fitting function 
[2].  
Some simulation studies have shown that for non-normally distributed variables, the ML estimator was consistent but not 
efficient enough [16, 17]. 
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Weighted Least Squares   
If variables have continuous but non-normal distribution, then the method of weighted least-squares (WLS) is used for 
parameter estimation [1, 11]. A number of previous studies have suggested use of WLS estimation for non-normally 
distributed variables although MLE (or robust MLE) has been shown to have better performance [11]. Contrary to MLE, 
WLS estimation requires raw data for data analysis. 
This estimation method is also referred to as asymptotically distribution free (ADF) estimation in the related literature. ADF 
estimation is referred to as Weighted Least Squares (WLS) in LISREL and as Arbitrary Distribution Generalized Least 
Squares (AGLS) in EQS [11].  
The minimized fitting function of AGLS is as shown in Equation 4. 
 
   1( ) ' ( )WLSF S W S 
  
 (4) 
In Equation 4, 𝜃 represents the vector of parameters; 𝑆 is the variance-covariance matrix of the sample,Σ(θ) is the 
reproduced variance-covariance matrix; 𝑊−1 is the 𝑘𝑥𝑘 positive definite weight matrix( ( 1) / 2,k p p p  
number of observed variables) which is the inverse of the weight matrix [11]. 
The main advantage of the AGLS method is that it includes the least assumptions about the distribution of the observed 
variables. Studies conducted with non-normal variables have observed that the AGLS method is relatively not affected by 
the characteristics of the distribution [2, 11, 14, 17]. 
In addition to its advantages, the AGLS method has also disadvantages. An increase in the number of observed variables 
increases the (𝑘) number, which leads to in turn the rapid growth of the weight matrix. Thus, it would be harder to solve 
the estimating equations due to the growing weight matrix [1]. 
The fitting functions of the Generalized Least Squares (GLS) and Least Squares (LS) estimations which are special cases 
of AGLS are obtained by function customization as presented in Equation 5.  
 
  
2
11
2
F tr S W    
 (5) 
GLS estimator is obtained by replacing the matrix 𝑊−1 with the variance-covariance matrix of the sample (S) and LS 
estimator is obtained by replacing the matrix 𝑊−1 with the unit matrix (I). 
Least Squares 
In the LS method, the fitting function which is used to evaluate the fitting of the model and for that purpose minimized is as 
follows in Equation 6. 
   
21
Σ
2
LSF tr S      (6) 
In Equation 6, 𝐹𝐿𝑆 is the discrepancy function computed for estimation and  𝑡𝑟 is the trace of the matrix [1, 11, 18, 19]. 
Generalized Least Squares 
In the GLS method, the fitting function which is used to evaluate the fitting of the model and for that purpose minimized is 
as follows in Equation 7. 
   
2
11 Σ
2
GLSF tr S S
     (7) 
Equation 7, 𝐹𝐺𝐿𝑆 is the discrepancy function computed for estimation; 𝑡𝑟 is the trace of the matrix;  𝑆
−1; is the (𝑝𝑥𝑝) weight 
matrix of the errors [1,11,18,19]. 
When the normality assumption cannot be met, the AGLS estimation method may be preferred. However, it is necessary 
to remember that the AGLS estimation method requires larger sample sizes [2, 11, 20]. 
Model Fit 
The model fit determines the fit of the variance-covariance matrix to the structural equation model (SEM).  Chi-square test 
and GFI (Goodness of Fit Index), AGFI (Adjusted Goodness of Fit Index) and RMR (Root Mean Square Residual) indices 
are widely used for the model fit. The measures basically use the differences between the variance -covariance matrix of 
the sample (S) and the reproduced variance-covariance matrix ( ). They are known as Chi-square, RMSEA (Root Mean 
Square Error of Approximation), GFI (Goodness -of-fit Index), AGFI (Adjusted Goodness-of-fit Index), MFI (McDonald’s Fit 
Index), RMR (Root Mean Square Residuals), SRMR (Standardized Root Mean Square Residual).  
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Model Comparison 
Comparative fit indices compute the fit by comparing the proposed model to the null model which is more restrictive. An 
independent model is what generally assumes that there is no relationship between indicators. They are called IFI 
(Incremental Fit Index), NFI (Normed Fit Index), TLI (Turker-Lewis Index) - NNFI (Non-normed Fit Index), CFI 
(Comperative Fit Index). 
Monte Carlo Simulation 
A Monte Carlo (MC) simulation method can determine the characteristics of the variable distributions using randomly 
generated numbers [21]. Asymptotic properties of an estimator are usually knows; however its finite-sample properties are 
not known. MC simulation enables researchers to determine the performances of estimators in finite samples. Knowledge 
of the sample distribution is the most significant assumption of statistical knowledge of behaviour[22]. 
For Structural Equation Modelling (SEM), MC simulation has become a fairly common method in evaluating statistical 
estimations. It is a superior method for examination of the estimations and the goodness-of-fit statistics under several 
conditions such as large sample size, non-normal distribution, model complexity and misspecification of the model [22]. 
In this study, the research question was established as the comparison o f MLE, LS, GLS and AGLS estimation methods 
by the fitting criteria used in the EQS in different sample sizes (50, 100, 200, 400, 800, 1600, and 4000) in conditions 
where the variables meet or fail to meet the assumption of multivariate normality (slight no n-normal – moderate non-
normal) in the CFA model. 
The confirmatory factor analysis (CFA) developed by Raykov and Marcoulides (2006) was used as the research model. 
The CFA model employed in the present study is given in Figure 1. 
 
Figure 1. CFA Model[23] 
The parameters used in the present study are given in Equations 8, 9 and 10. 
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0 0 0 .511 .594 .595 0 0
0 0 0 0 0 0 .614 .635
T
x
 
  
 
    (9) 
 
 ( ) .181 .182 .178 .288 .308 .256 .203 .217diag   (10) 
A comprehensive literature search must be performed to decide which software program to use. Different strengths and 
weakness of the programs depend on the research question. Thus, the software chosen must demonstrate the most 
appropriate fit with the research question. In this study, it was decided to use EQS (Version 6.2, Build 104) (Bentler 
(2013)) for the MC simulation. Successful results of the EQS program in the previous simulation studies [11, 22, 24] as 
well as its success in generating data from non-normal distribution are considered as the ability to generate data 
appropriate to the model in a single step. 
For the 84 conditions defined in the study, 16800 different data sets will be obtained, with each condition being repeated 
200 times. The number of iterations here was determined according to the literature [24, 25] and thought to be sufficient. 
Once the mass parameter values and the mass design of the target model are established, the researcher creates the 
mass variance-covariance matrix. Determining the covariance matrix, whether the assumption of multivariate normality is 
met or not must be considered. The multivariate normality of the variance-covariance matrix and its level of non-normality 
are determined by the skewness and kurtosis. In accordance with the research problem, three different variance-
covariance matrices are necessary. The characteristics of these matrices are defined as follows. The first matrix was 
taken from the study of Raykov and Marcoulides (2006) and has a skewness coeffi cient of 0 and a kurtosis coefficient of 
0. For the covariance matrices to be obtained by the two other conditions, that is, by the occurrence of non -normality, the 
first of two conditions required to be satisfied is the level of non-normality and the second is the multivariate use of this 
level.  Fleishman’s method is used to satisfy these conditions. To do this, first it is necessary to generate 8 one -
dimensional variables having the required coefficients of skewness and kurtosis using the Fleishman coeff icients and then 
to obtain the required variance-covariance matrix using these variables [16, 25, 26]. For the slight non-normal variance-
covariance matrix, the Fleishman coefficients having a skewness value of 0,75 and a kurtosis value of 2 were used. For 
the moderate non-normal variance-covariance matrix, the Fleishman coefficients having a skewness value of 2 and a 
kurtosis value of 7 were used [26]. Generating data in this way, previous studies have obtained highly successful results 
[16, 25-28]. 
The iteration number was determined to be 25. ESQ provides non-convergent solutions and incorrect solutions in fit output 
files. It is an advantage of using ESQ. 
Results 
The present study, in which the simulation study was conducted with the assumption of multivariate normality and slight 
non-normal and moderate non-normal variables, examined the results of , GFI, AGFI, IFI, MFI, NFI, NNFI, CFI, RMR, 
SRMR and RMSEA in accordance with the outputs obtained by using different sample sizes and estimation methods. 
1758 errors arising from the simulation study was excluded from the study and the result of 15042 solutions was 
examined.  
In the simulation results, NOR represents that the assumption of multivariate normality is met, SNN is the slight non-
normal distribution, and MNN is the moderate non-normal distribution. LS represents least squares method, GLS 
represents generalized least squares method, ML represents maximum likel ihood method, and AGLS represents weighted 
least squares method. Lastly, the fit indices were referred to with their English abbreviations as defined in the literature.   
In the simulation study, in accordance with the characteristics of the fit measures, the values of , RMSEA, RMR and 
SRMR are expected to be close to 0 while the values of NNFI and CFI are expected to be close to 1 when a true model is 
studied. This being given, IFI and NNFI were exempted from the evaluation because they yielded inconsistent  results as 
shown in Tables 1, 2 and 3. 
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Table 1. Simulation Result (The mean fit indices)  
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Table 2. Simulation Result (The mean fit indices)
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Table 3. Simulation Result (The mean fit indices)
 
When the chi-square goodness-of-fit criterion is evaluated according to Table 1, LS and ML estimation methods yielded 
similar results in all the sample sizes and under all the distributional conditions. The chi -square test gave great values for 
NOR in the sample sizes of 400, 8000 and 1600 in all the estimation methods while it rejected the model fit in the sample 
size of 4000. According to all the estimation methods and in all the sample sizes, the chi -square test yielded better fit 
results for SNN and MNN.  
Under all the distributional conditions and all the sample sizes, GFI yielded better results in the LS estimation method. 
Under all the distributional conditions, as the sample size increased, so did the fit level. Under all the distribut ional 
conditions, AGLS did not yield appropriate result for the sample size of 50 units.  
While AGFI yielded better results for LS, the model turned to be unfit for the sample sizes of 200 and smaller under the 
normality assumption. GLS and ML estimation methods resulted in poor fit for the sample sizes of 50 and 100 units. As for 
SNN and MNN, it resulted in poor fit only for the sample size of 50.  
For only AGLS estimation method and under the normality assumption, MFI indicated misfit in the sample size o f 50 units 
while it showed high fit in all other conditions. It was seen that MFI could take values greater than 1 in the true model.  
      ISSN 2321-1091                                                           
1830 | P a g e                                                O c t o b e r  2 0 ,  2 0 1 5  
NFI revealed the misfit of the model under SNN and MM distributional conditions in all the sample sizes. For NOR, in the 
ML and LS estimation methods, as the sample size increased, so did the model fit; and the fit was poor for the sample 
size of 50 units. For NOR, in the GLS and AGLS estimation methods, the model was found misfit in all the sample sizes. 
CFI revealed the misfit of the model under SNN and MM distributional conditions in all the sample sizes. For NOR, in the 
GLS and AGLS estimation methods, the model was found misfit in all the sample sizes.  
Considering all the conditions, RMR fit index yielded similar results. Furthermore, under all the distributional conditions 
and in all the sample sizes, as the sample size increased, the RMR value got closer to zero. It indicates the increase in the 
model fit.   
For SNN and MNN, SRMR fit index yielded very similar results to RMR. As for NOT, it yielded higher results than RMR. 
According to RMSEA fit index, LS and ML estimation methods had similar results. For SNN and MNN, the model fit is 
much better while the best results were obtained in the sample sizes of 200 and 400 units. 
A factorial ANOVA was conducted to evaluate the significance of the differences in the simulation results. Table 4 shows p 
probability (significance) values derived from the analysis. 
Chi-square, MFI, NFI, CFI, RMR SRMR and RMSEA fit criteria in Table 4 were significant under all conditions involving 
main effects and interaction. Considering the distributional conditions and sample size interaction, there was no significant 
difference in GFI and AGFI. 
Table 4. P Values
 
Table 5 shows the result of the pairwise comparison of the distributional conditions. According to Table 5, the comparisons 
of the NOR-SNN and NOR-MNN pairs were significant in all fit indices. The comparisons of the SNN-MNN were not 
significant in Chi-square, GFI, AGFI, MFI and CFI at a significance level of %5. However, they were significant in NFI, 
RMR, SRMR and RMSEA.  
Table 5. Pairwise Comparisons of Distributional Conditions
 
Table 6 shows the pairwise comparison of the sample sizes. The Chi -square statistic was significant only for the 
comparison between the sample size of 50 units and the sample size of 100 units. For GFI, AGFI, RMR and SRMR, the 
differences between all the pairwise comparisons were significant. For MFI, the differences between the pairwise 
comparison of the sample sizes of 200-400, 400-800, 800-1600, 800-4000 and 1600-4000 were not significant. For CFI, 
the differences between the sample sizes of 100-200, 200-400 and 800-1600 were not significant. For RMSEA, the 
differences between the sample sizes of100-1600, 100-4000, 200-400, 200-800 and 400-800 were not significant. 
      ISSN 2321-1091                                                           
1831 | P a g e                                                O c t o b e r  2 0 ,  2 0 1 5  
Table 6. Pairwise comparisons of Size 
 
Table 7 shows the pairwise comparisons of the estimation methods (LS-GLS, LS-ML, LS-AGLS, GLS-ML, GLS-AGLS, 
ML-AGLS) according to all the fit criteria when the normality condition and sample size are not taken into account. The 
comparisons yielded significant differences . 
Table 7. Pairwise Comparisons of Prediction Technique 
 
When Table 8 is examined according to the results of the factorial ANOVA, the most affected criterion by the distributional 
conditions was chi-square, which was followed by NFI and RMSEA. Chi-square was the most affected by the sample size 
and as the second most affected indices, RMR and SRMR were equally affected. When the distributional condition and 
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the sample size were evaluated together, the most affected was chi -square, which was followed by RMR. The other 
measures were little affected. When being evaluated with the estimation method, the distributional condition affected GFI 
and AGFI. When the sample size was evaluated together with the estimation method, it affected GFI, AGFI, RMR and 
SRMR. When the distributional condition, the sample size and the estimation method were evaluated together, the effect 
on all the measures was weak. 
Table 8. Partial Eta Square
 
In the next section, the results are compared with the literature and the significant findings are interpreted. 
Discussion 
The present study concludes that the use of arbitrary distribution generalized least squares (AGLS) method is 
inappropriate when the sample size is smaller than 200. Boomsma and Hoogland (2001) have observed similar results in 
their study. In their simulation study, Orson et al. (2002) have suggested that AGLS method is preferable to maximum 
likelihood estimation (MLE) and generalized least squares (GLS) estimation methods for the sample sizes of 1000 or more 
and for different values of kurtosis. In the present study, the four estimation techniques yielded close results for sample 
sizes of 400 units or more and for the deviations from multivariate normality.  
Under the assumption of multivariate normality, the chi-square fit measure yielded unrealistic results by taking greater 
values as the sample size increased. However, the chi-square fit was not very much affected by the increase in the 
sample size when the assumption of multivariate normality was not considered. As IFI and NNFI yielded inconsistent 
results for the slight non-normal and moderate non-normal distributions where the normality assumption was not met, it 
may be suggested not to use IFI and NNFI. NFI and CFI yield good results only for ML and LS estimation methods and 
only when the normality assumption is met; thus, it may be suggested to use NFI and CFI only under such conditions. 
The present study examined two conditions where the normality assumption was violated. In order to obtain more detailed 
results, further studies may increase the study scope by dealing with different non-normal distributional conditions and 
increasing the degree of deviation from normality. Since it is thought that the sample sizes larger than 4000 units would 
yield better results in cases when the normality assumption is not met, larger sample sizes (5000, 7500, 10000, etc.) may 
be examined. In conclusion, although the literatures have observed that EQS program produce fairly good results, similar 
cases may be examined using different simulation software programs and the results may be compared. 
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