Abstract-Handwritten digit recognition has become very useful in endeavors of human/computer interaction. Reliable, fast, and flexible recognition methodologies have elevated the utility. This paper presents an experiment and analysis of the Neural Network classifier to recognize handwritten digits based on a standard database. The experimental setup implemented in Matlab determines the ability of a Multi-Layer Neural Network to identify handwritten digit samples 5-9. This network is the representative for recognition of remaining digits 0-4. We consider not only accurate recognition rate, but also training time, recognition time as well as the complexity of the networks. The Multi-Layer Perceptron Network (MLPN) was trained by back propagation algorithm. Network structures vary with the hidden units, learning rates, the number of iterations that seem necessary for the network to converge. Different network structures and their corresponding recognition rates are compared in this paper to find the optimal parameters of the Neural Network for this application. Using the optimal parameters, the network performs with an overall recognition rate 94%.
I. INTRODUCTION
Speech is a sign system that is more natural than writing to humans. However, writing is considered to have made possible much of culture and civilization. The written form of language is contained in printed documents, such as newspapers, magazines and books, and in handwritten matter, such as found in notebooks and personal letters. Given the importance of written language in human transactions, its automatic recognition has practical significance. Great strides have been achieved in pattern recognition specifically in the area of handwritten digit recognition in recent years. This rapid progress has resulted from a combination of number of developments including the proliferation of powerful, inexpensive computers, the invention of new algorithms that take advantage of these computers, and the ability of large database of characters that can be used for training and testing [1] . Though not a significant enough solution in the area of pattern recognition, one realm in which we think our system would be useful is mail sorting such as automatic zip code reading on letters, which is currently in use by the U.S. Postal Service [2] .
The practical application of handwritten digit recognition and our interest motivated us to develop a neural network capable of identifying the digits 5-9. Our main intention is to implement a MLPN and to test the level of accuracy we could achieve with a single hidden layer of neurons. We assumed that back propagation training and a single hidden layer structure would yield high accuracy once we were able to provide the network with inputs containing the maximum amount of information about the digits 5-9. Since the success of a neural network depends on the different parameters like hidden units, learning rates, the number of iterations that seem necessary for the network to converge, optimizing the network structure was the main focus of this work.
The remainder of this paper is organized as follows: Section II explains about the experimental handwritten data set, section III discusses about network architecture and training mechanism. Matlab simulation and performance of the results are discussed in section IV and V respectively and finally, section VI concludes the paper.
II. EXPERIMENTAL DATASET
The handwritten data set was obtained from the university of Wisconsin-Madison central repository [3] . The data file, called digits5-9.dat, is an ASCII file containing 100 examples, one per line. Each example is a comma-separated (without any white space) list of 65 integer values, the first 64 specifying the input and the last value specifying the digit which is the desired output. Artificial Neural Network (ANN) is a powerful classifier that represents complex input/ output relationships. It resembles human brain in acquiring knowledge through learning and storing knowledge within inter-neuron connection strengths. Some part of this section is adapted from [5] . Commonly, ANN's synaptic weights are adjusted or trained so that a particular input leads to a specific desired or target output. Figure 2 shows the block diagram for a supervised learning ANN, where the network is adjusted based on comparing neural network output to the desired output until the network output matches the desired output. Once the network is trained it can be used to test new input data using the weights provided from the training session. Figure 3 represents the structure of a multi-layer feed-forward network. The neurons in this model are grouped in layers, which are connected to the direction of passing signal. There are no lateral connections within each layer and no feed-backward connections within the network. Multi-Layer perceptron (MLP) is the most common neural network model. It is a hierarchical structure of several perceptron that uses supervised training methods to train the network. The training of such a network with hidden layer is complicated. That's why when there exists an output error; it is hard to know how much error comes from the input nodes, other nodes and how to adjust the weights according to their contributions [5] . The problem can only be solved by finding the effect of all the weights in the network. This is solved by the back-propagation algorithm which is a generalization of the least-mean-square (LMS) algorithm. MLPs contain three layers: the input layer, hidden layers and output layer that is obvious from the figure 3. The input nodes and the hidden nodes are connected via variable weights using feed-forward connections. The output of the hidden layer nodes is connected to the input of the output layer nodes via weights. Details of the back-propagation can be found [6, 7] . The calculated output is compared with the target output. The total mean square error (MSE) is computed using all training patterns of the calculated and target outputs are as follows:
F. The Multi-Layer Feed-Forward Network Model
Where m is the number of examples in the training set, T ij is the target output value (either 0.1 or 0.9) of the i th output unit for the j th training example, and O ij is the actual real-valued output of the i th output unit for the j th training example.
IV. MATLAB SIMULATION
To recognize the digits 5, 6, 7, 8 and 9 correctly the input image is provided of size 8x8, given as a row-major ordered sequence of pixel brightness values, which are integers in the range [0.
.16]. Thus the input layer will have 64 units. The output layer will have five units, one for each of the possible classifications of the input. The goal is to train the network so that if the input image contains a "5", for example, then the first output unit's activation should be near 1 and all the other output unit's activations should be close to 0. Similarly, if the input image contains a "6" then the second output unit's value should be near 1, etc. For example, hidden layer has 10 units. Each unit in the input layer is connected to every unit in the hidden layer, and each unit in the hidden layer is connected to every unit in the output layer that is shown in figure 3 . So the entire network contains ((64 + 1) * 10) + ((10 + 1) * 5) = 705 weights. The extra "+1"s in this formula is because each unit in the hidden layer and in the output layer also has an associated bias, which is treated as an extra weight with constant input value -1. Each unit in the hidden layer and the output layer computes the sigmoid function. This function returns a real value in the range [0..1], not a binary value as the linear threshold unit does. Sigmoid function refers to the special case of logistic function and is defined by the equation 2 and is shown in figure 4 . To satisfy the requirements, a 5-fold cross-validation experiment is implemented to evaluate the performance of the network. To do this, the input file is divided into five parts, each containing 100/5=20 examples. For each of the five runs, 4 parts are used as the training set and the 5th part is used as the test set. The training of the network is continued at least for 200 epochs of the training set or until the MSE is 0.2 or less than that [8] . Once the network is trained using the training set of 80 examples in each run, the testing phase begins its recognition. In this phase a set of 20 examples are used to obtain the correct percentage of outputs. To compare the performance and to obtain the optimal set of parameters, the training and testing steps are repeated for different values of hidden units and learning rates. In each case the percentage correct output, training time, testing time, number of iterations is recorded and finally we obtain the optimal set of parameters for this application using the dataset.
V. RESULTS AND PERFORMANCE ANALYSIS
To fulfill the objectives of this work rigorous methodological steps are followed. The first requirement is to implement the back-propagation algorithm to recognize the handwritten digits like 5, 6, 7, 8 and 9. To do this all the weights are initialized in the network to random values in the range [-1.0, 1.0]. The learning rate 2 . 0 = α is selected and the number of hidden units is 10. So the overall structure of the network is shown in Table I . The above network is trained using 4 parts of the data (total 80 examples) and the 5th part is used for testing. The total training and testing is continued for 5 times. So, total number of training dataset becomes 400 and testing dataset becomes 100. The MSE curve corresponding to the epoch in each run is shown in figure 5 . Table III and IV respectively. From the Table III and IV, it is clear that in terms of percentage correct output, and iterations required to converge to MSE=0.2, the optimal result is found for hidden units 15. Based on that optimal value of hidden units 15, next step is to select the learning rate for which best recognition rate can be obtained. To do this hidden units are kept unchanged at h=15
and learning rates α are varied in the range of [0.05-0.30], incrementing each time by 0.05. The network is evaluated for each structure. The result for percentage correct output and iterations are shown in table V and VI respectively for the above structure varying the learning rate (α ). It was found that if we decrease the learning rate, the network becomes too slow, although in our case it does not show any significant improvement in recognizing correct output. So eventually the training time and the number of iterations increased. At the same time, if the learning rate is increased the network is trained too fast, but there is a chance to skip the global minima.
From Table V and VI, it is obvious that in terms of percentage correct output, and number of iterations required to get the MSE=0.2 or lower, the learning rate α =0.25
provides the best result. Finally the network is evaluated using the best values for h=15 and α =0.25 and the corresponding training plot (Epoch vs. MSE) is shown in figure 6 and the outputs are shown in Table VII . Finally the comparative statement of our proposed optimal network to the other methods like linear classifiers and neural networks [2] with different hidden units are shown in Table  VIII . From table VIII, the performance of the proposed optimal network is obvious. Linear classifier has huge error rate. Although the neural network has the error rate 4.7% and 4.5%, but the number of hidden units are used 300 and 1000 respectively that definitely increases the recognition time. In our proposed optimal network only 15 hidden units are used which is very low compare to other neural network methods and the correct recognition rate is 94%.
VI. CONCLUSIONS
Network performance depends on many factors including high accuracy, low run time, low memory requirements, and reasonable training time. In this paper, in addition to accuracy, we look at measures the training time, testing time and number of iterations required to converge to a specific MSE like 0.2 in our case. In this paper, back-propagation learning algorithm was successfully applied to a large, real world task. Our results appear to be at the state of the art in handwritten digit recognition. Back-propagation was implemented for the 64 input units, different hidden units and 5 output units to recognize 5 handwritten digits like 5, 6, 7, 8 and 9. This algorithm can be easily implemented for recognizing 10 digits (0-9) by doing some minor modifications. The network parameters hidden units, learning rate plays an important role for obtaining high percentage of correct output. In this experiment hidden units h=15 and learning rate α =.25 is found to be the optimal.
Finally, the optimal parameters are applied to the same set of data and 94% recognition rate is achieved. This result is found to be the superior in terms of complexity of the network, training time and testing time. 
