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Abstract
A test of CP invariance in Higgs boson production via Vector Boson Fusion using
the optimal observable method is presented. The analysis exploits the decay mode
of the Higgs boson into a pair of tau leptons in the decay channels H → τlτl and
H → τlτhad and is based on 20.3 fb−1 of proton–proton collision data at
√
s = 8
TeV collected by the ATLAS experiment at the LHC. CP-violating interactions
between the Higgs boson and electroweak gauge bosons are described in an effective
field theory framework, where the strength of CP violation is governed by a single
parameter d˜. The mean values and distributions of CP-odd observables agree with
the expectation in the Standard Model and show no sign of CP violation. The CP-
mixing parameter d˜ is constrained to the interval [−0.11, 0.05] at the 68% confidence
level, consistent with the Standard Model expectation of d˜ = 0.
vii
Introduction
Elementary particle physics studies the smallest known building blocks of matter
and the interactions between them in the search for a comprehensive theory of their
structure and dynamics. All particles known today interact through four distinct
forces: electromagnetism, the weak and strong nuclear forces and gravity. The
Standard Model (SM) represents the modern description of particle physics including
the former three interactions while unifying the electromagnetic and weak forces as
established by Glashow, Salam and Weinberg. With the exception of gravity, which
has not yet successfully been described by a quantum theory, the SM provides
a framework that accurately describes almost all observed processes. It has led
to an impressive list of predictions that subsequently resulted in the experimental
discovery of new particles, the most recent being the 2012 discovery of the Higgs
boson that enters the formulation of electroweak unification.
Despite the great success of the SM over many decades it is still known
to be an incomplete theory. One very palpable piece of evidence is the fact that
we live in a universe dominated by matter, even though the early universe should
have contained equal amounts of matter and antimatter. It would be impossible for
such an asymmetry to evolve over time if the laws of physics were symmetric under
the exchange of matter and antimatter, as they would then annihilate to produce
a universe filled with light but no matter. The SM does actually allow a small
amount of matter-antimatter asymmetry of one part in 10−17, but this is much lower
than the observed asymmetry of 10−10. One of the requirements for the existence
of matter-antimatter asymmetry is CP violation, which means that the physical
process in question is not invariant under the simultaneous inversion of charge and
spatial coordinates. Searches for as yet unknown CP-violating contributions to SM
processes could therefore hint new physics beyond the SM.
This thesis analyses the particular case of couplings of the Higgs boson to
weak gauge bosons by investigating its Vector Boson Fusion production mode with
subsequent decays to tau leptons. An effective field theory is used to model the CP-
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violating contributions since the exact theory that might produce such couplings
is not known. This allows a measurement of the strength of the contribution from
such couplings, parametrised through the variable d˜. Discrimination between CP-
even and CP-mixing states is achieved using the Optimal Observable method, which
employs a multidimensional discriminating variable incorporating the full matrix el-
ement of the process. The analysed data is collected by the ATLAS experiment at
the Large Hadron Collider (LHC) in 2012, comprising 20.3 fb−1 of proton-proton
collisions. Chapter 1 presents the particle contents and theoretical framework of
the SM, the dominant Higgs boson production modes at a proton-proton collider as
well as its decay channels, followed by a brief introduction to CP violation and the
discriminating variables used in the analysis. Chapter 2 describes the experimental
facilities used in the data collection, namely the CERN accelerator complex includ-
ing the LHC and the ATLAS detector. Chapter 3 discusses the reconstruction of
collision events in the detector in terms of the objects from which they are built
and how these are calibrated. After defining the relevant signal and background
processes, chapter 4 then uses the kinematics of these objects to define the regions
of interest and methods of background suppression. Chapter 5 introduces the fit
procedure used to extract limits on the CP-odd coupling strength d˜ followed by the
treatment of systematic uncertainties and how they enter the fit. Finally, chapter 6
presents the results of the analysis and provides a confidence interval on d˜.
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Chapter 1
Theory
1.1 The Standard Model of Particle Physics
The Standard Model (SM) is the theoretical framework that describes three of the
four currently known fundamental interactions of the universe and its constituents.
It has been experimentally verified to high precision during many generations of
experiments. The first parts were developed in the 1960’s with the formulation of
the Electroweak Theory, a unified description of the electromagnetic and weak inter-
actions, resulting in the 1979 Nobel Prize in Physics awarded to Sheldon Glashow,
Abdus Salam and Steven Weinberg. The formulation of the electroweak interaction
invokes another important concept called spontaneous symmetry breaking. Through
this mechanism the Higgs field can be introduced to explain why some of the known
particles have mass. This piece of the theoretical puzzle was already in place in
1964, but the experimental confirmation was to remain elusive until 2012, when the
ATLAS and CMS experiments jointly announced the discovery of the Higgs boson,
leading to the 2013 Nobel Prize being awarded to Peter Higgs and François Englert.
The parton model and subsequent experimental evidence showing that hadrons are
not fundamental particles but instead consist of quarks have led to our current
understanding of the strong interaction through the theory of Quantum Chromody-
namics. Another physics Nobel Prize was awarded to David Politzer, Frank Wilczek
and David Gross in 2004 for their work on one aspect of the strong interaction called
asymptotic freedom.
1.1.1 Particles in the Standard Model
Table 1.1 serves as a complete list of the known particles in the SM. It comprises
gauge bosons, leptons and quarks in addition to the Higgs boson. Their properties
include mass and spin as well as the charges they carry. The particles can be
categorised in many ways according to their properties, giving rise to terms such
as ‘antiparticles’ and ‘generations’ that simplify their presentation. The particles
1
Particle Symbol Spin EM charge Weak charge Colour charge Mass
[e] (Isospin, I3) [MeV]
electron e 1/2 -1 −1/2 0 0.511
electron neutrino νe 1/2 0 +1/2 0 < 2 · 10−6
muon µ 1/2 -1 −1/2 0 105.7
muon neutrino νµ 1/2 0 +1/2 0 < 0.19
tau τ 1/2 -1 −1/2 0 1777
tau neutrino ντ 1/2 0 +1/2 0 < 18.2
up u 1/2 +2/3 +1/2 R, G, B ∼ 2.3
down d 1/2 −1/3 −1/2 R, G, B ∼ 4.8
charm c 1/2 +2/3 +1/2 R, G, B ∼ 1.275 · 103
strange s 1/2 −1/3 −1/2 R, G, B ∼ 95
top t 1/2 +2/3 +1/2 R, G, B ∼ 173 · 103
bottom b 1/2 −1/3 −1/2 R, G, B ∼ 4.2 · 103
photon γ 1 0 0 0 0
Z boson Z0 1 0 0 0 91.188 · 103
W boson W± 1 ±1 ±1 0 80.4 · 103
gluon g 1 0 0 Colour pair 0
Higgs boson H0 0 0 1/2 0 125.1 · 103
Table 1.1: The Standard Model particles and their properties. Data has been
taken from the Particle Data Group [5]. The particles are divided into classes by
double lines with leptons at the top, followed by quarks and finally the gauge bosons
and the Higgs boson at the bottom. Both quarks and leptons are divided by single
lines into their first, second and third generations.
can be divided into two groups, fermions and bosons, which will be described in the
following. According to the spin-statistics theorem they are distinguished by their
spin, which is defined as intrinsic quantised angular momentum with both integer
and half-integer values allowed. Interactions between the particles are summarised
in figure 1.1.
Fermions
All particles with half-integer spin are called fermions and respect the Pauli exclusion
principle [7]. Consequently their energies are described by Fermi-Dirac statistics [8,
9]. These properties give rise to the structure seen in the periodic table of the
elements, and fermions are suitably called matter particles although only a few of
them form the building blocks of atoms. A distinction is made between elementary
fermions subject to the strong force, called quarks, and those that do not feel the
strong force, called leptons. The known elementary fermions all have a spin of 12 ,
but the term applies to any particle, composite or elementary, whose total spin is a
half-integer number.
Leptons are able to interact through the weak force and a subset of them
2
Figure 1.1: All possible interactions among particles in the Standard Model [6].
Particles are represented by ovals, while interactions are given by lines drawn be-
tween the particles participating in the interaction. Particles of multiple generations
are joined into one oval. All particles in a box are subject to an interaction if the
line ends at the edge of the box. Lines starting and ending on the same oval/box
represent self-interactions.
through the electromagnetic force. This is determined by the charges they carry.
The electron is an example of a lepton interacting through both of these forces. It
has unit electric charge −e, which is the lowest nonzero EM charge of any known
observable particle subject to electromagnetism. Closely related to the electron
are the muon (µ) and the tau (τ) lepton. These can be thought of as heavier
copies of the electron. Each of these has an associated neutrino denoted νe, νµ and
ντ respectively. These interact only through the weak force and can be inferred
in collider experiments only through the observation of missing momentum (see
section 2.3.1). Neutrino physics has developed rapidly in recent years with the
confirmation of neutrino oscillations in 1998 [10] indicating that neutrinos have
nonzero and different masses. At present only squared mass differences and upper
mass limits are known.
Quarks on the other hand can interact through all three Standard Model
forces. All known quarks carry a fractional electric charge of −13e or +23e, but
all observed bound states have their quark contents arranged in such a way that
the sum of charges is a multiple of the unit charge e. Only bound states of pairs
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(mesons) or triplets (baryons) have been observed, not individual quarks. This
concept is called colour confinement (see section 1.1.4). It is theoretically possible
to have bound states containing more than three quarks, and a discovery of bound
states containing five quarks was recently made by the LHCb experiment in the
Λ0b → J/ψK−p channel [11]. These states have been dubbed pentaquarks. The
two lightest quarks are the up (u) and down (d) quarks that make up hadrons such
as protons and neutrons. Combined with the electron they form all the chemical
elements, but only a small fraction of the total mass of an atom. Protons and
neutrons have masses far exceeding the sum of the masses of their three constituent
quarks (2 u, 1 d for protons and 1 u, 2 d for neutrons). For example, the proton
mass of 938.272046 MeV [5] mostly comes from the binding energy in the gluon field
between the quarks.
All currently known fermions can be arranged in three generations, where
each generation contains two quarks and two leptons. Evidence from experiments
at LEP (Large Electron-Positron Collider) suggests that there cannot be more than
three generations of particles in the universe. The number of light neutrino genera-
tions has been determined to be 2.9840± 0.0082 [12] in agreement with the known
three generations. However, this result does not rule out a neutrino massive enough
to avoid being detected at the LEP centre-of-mass energy of 209 GeV. Searches for
fourth-generation particles have recently been performed with negative results, see
e.g. [13], [14]. It is expected that the cross sections of several Higgs production and
decay channels are increased in the presence of a fourth generation of fermions [15].
However, Higgs production and decay rates from LHC measurements so far do not
show any evidence for this.
Bosons
The gauge bosons give rise to all three fundamental forces described by the SM, i.e.
the electromagnetic, weak and strong forces. The force carriers are all spin-1 bosons
and each of the fundamental forces is mediated by at least one such gauge boson.
Electromagnetism is the only force to have just one associated gauge boson.
The photon, γ, is however quite versatile in its observable phenomena ranging from
electricity and magnetism to the spectrum of electromagnetic radiation. Although
the photon is responsible for binding matter together at the scale of atoms and
molecules it also has infinite range due to its having no mass. The prerequisite for
interaction with the photon is electric charge, carried by the W bosons as well as
all fermions except the neutrinos.
The weak interaction is often called the weak nuclear force as a reference to
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its key role in nuclear β-decays. It is mediated by three gauge bosons called the
W+,W− and Z0 particles. They are themselves massive and thus have an extremely
short range of approximately 10−17 m. Weak isospin determines whether a matter
particle can interact through the weak force. Only particles with nonzero weak
isospin undergo weak interactions, which is the case only for left-handed fermions.
As the W bosons have electric charge they couple to the photon, and the weak
force carriers also have self-couplings. The SM allows triple gauge boson couplings
between a W+W− pair and either a photon or a Z boson, while the allowed quartic
couplings are between four W bosons (W+W−W+W−), a pair of W bosons and
either two Z bosons or two photons (W+W−Z0Z0 or W+W−γγ) as well as two W
bosons coupling to a Z boson and a photon (W+W−Z0γ).
The strong interaction is responsible for binding together the quarks forming
mesons and hadrons including the nucleons of atoms. The associated gauge bosons
are the gluons, g, of which eight unique states exist by virtue of the underlying
SU(3) symmetry. The charge analogous to the electric charge of electromagnetism
is called colour charge. Colour can take three values called red, green and blue
with each gluon having a colour-anticolour pair or a superposition of these pairs
associated with it. In contrast the quarks are only charged with one colour which
is altered during the exchange of gluons. Only particles with colour charge inter-
act via the strong force making it exclusive to quarks and the gluons themselves.
Gluons are massless, but due to the nature of the strong force its effective range
is approximately equal to the radius of a nucleon. The strength of the interaction
decreases at smaller distances, or equivalently higher energies, such that quarks
can be considered free particles at sufficiently high energies. This concept is called
asymptotic freedom [16, 17]. At larger distances the interaction strength does not
decrease unlike electromagnetism, and extrapolating this behaviour the gluon field
reaches a point where it has enough energy to produce new particles. All observed
mesons and hadrons are colour-neutral.
The weaker binding force that holds together the nucleons to form nuclei also
has its origin in the strong force but in a residual form. The particles mediating
this residual strong force are virtual mesons, and the force is felt by nucleons at
distances of up to 1 – 3 fm.
Gravity is thought to be mediated by spin-2 bosons, but a consistent frame-
work has not yet been developed to describe gravity in a renormalisable way in the
language of Quantum Field Theory. Renormalisation [18] is a set of methods for
treating infinities arising in calculated quantities from e.g. loop diagrams. How-
ever, effective theories exist [19] where the coupling constants at each order of the
5
expansion have to be experimentally determined.
The Higgs Boson
The description of the particles in the Standard Model given in the above sections
is still incomplete since there is no way to introduce masses for the particles while
preserving the gauge invariance of the electroweak force. This problem is remedied
by introducing another field which has been hypothesised since the 1960’s. The
Higgs field has a nonzero vacuum expectation value which leads to spontaneous
breaking of electroweak symmetry. By coupling to the Higgs field the particles can
acquire mass. This topic is further discussed in section 1.1.6.
This formulation of spontaneous symmetry breaking leads to the existence
of a quantum associated with the Higgs field, the scalar Higgs boson. Several gener-
ations of accelerator experiments have searched for the Higgs boson until the 4th of
July 2012, when the ATLAS and CMS experiments at the LHC jointly announced
that a particle with properties consistent with the Standard Model Higgs boson had
been discovered (see [20] and [21]). The Higgs mass quoted in table 1.1 is the latest
combined measurement from ATLAS and CMS [22].
1.1.2 Quantum Field Theory
The Standard Model of particle physics is formulated within the theoretical frame-
work known as Quantum Field Theory (QFT). This section will give a brief intro-
duction to the concepts and principles behind the current theories of nature as they
are written in the language of QFT. It is however not an attempt to give a fully
satisfactory mathematical description, which could fill many theses in itself.
Dynamics in a Field Theory
Taking a starting point in classical field theory, all the dynamical information of a
system can be contained within a quantity called the action. Given a system with
Lagrangian L, the action S of the system is given by
S =
∫
Ldt =
∫
L(φ, ∂µφ)d4x, (1.1)
where L is called the Lagrangian density, but is commonly simply referred to as the
Lagrangian, which will also be the convention in the following. The Lagrangian is a
function of the fields and their derivatives, which are again functions of both time
and spatial coordinates. Requiring that the action is stationary, that is δS = 0,
will lead to the equations of motion for that particular system. This is called the
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principle of least action and leads to the Euler-Lagrange equations of motion for a
classical system [23, p. 16]:
∂µ
(
∂L
∂(∂µφ)
)
− ∂L
∂φ
= 0. (1.2)
In Quantum Field Theory the generalisation of this canonical formulation is
the path integral originally developed by Richard Feynman. According to the path
integral formulation the transition amplitude between two states |φ〉 and |φ′〉 can
be written as
〈φ′|φ〉 =
∫
Dφ eiS[φ], (1.3)
where Dφ denotes the sum over all possible ‘paths’ or configurations, and S is again
the action of the system. The path integral generalises the action principle of clas-
sical mechanics and does away with the notion of a single, unique path followed
by the system. Instead the transition amplitude is a functional integral over a po-
tentially infinite number of paths. Through the use of perturbation theory we can
then recover the Feynman rules and diagrams for the desired process. An interest-
ing property of the path integral is that in many cases the contributions from the
various paths cancel in such a way that at lowest order only the classical analog re-
mains. Higher order perturbations then give the quantum fluctuations/corrections.
In quantum calculations this is referred to as leading order (LO), next-to-leading
order (NLO) etc.
Symmetries
One of the most fundamental concepts in modern physics is that of symmetries.
Here a symmetry should be understood in the sense that if a system is symmetric
under a given transformation of variables, then the observable physical properties of
the system will be identical before and after the transformation. Specifically in the
case of a classical field theory the equations of motion will be invariant. The utility
of studying the symmetries of a theory comes from Noether’s theorem [23, p. 17]
which links a given symmetry to a conserved current. In this manner it is possible
to discover conserved quantities that might otherwise not be immediately obvious.
Standard Model Symmetries
In the Standard Model one finds a plethora of symmetries with various characteris-
tics. One such group of symmetries is the Poincaré group in Minkowski spacetime.
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The Lagrangian of a system must be invariant under these transformations describ-
ing coordinate translations, rotations and so-called boosts transforming the system
from one relativistic frame of reference to another. The corresponding conserved
quantities include linear momentum, angular momentum and energy. The Poincaré
symmetries are examples of global symmetries that are independent of the coordi-
nates. They are also continuous since the possible values of the variables are not
discretised in any way.
The Standard Model also contains a discrete symmetry constructed from
the concepts of time reversal (t → −t), charge conjugation (charge changes sign,
c → −c, or equivalently particle → antiparticle) and parity inversion (all spatial
coordinates are flipped, xi → −xi). None of these transformations are symmetries
by themselves, and experimental evidence has shown that the weak interaction is
not CP-invariant [24]. CP, short for Charge Parity, is a symmetry stating that the
laws of physics should be invariant under the simultaneous inversion of charge and
spatial coordinates. Thus only the joint operation CPT including a time reversal is
considered a true symmetry in all parts of the Standard Model.
The kind of symmetries furthest removed from classical intuition are local
gauge symmetries that are dependent on the position in space-time. Such symme-
tries give rise to all the gauge bosons responsible for the fundamental forces. The
full set of gauge symmetries in the Standard Model can be formulated in group
theory and can be written as SU(3) × SU(2) × U(1), with SU(3) describing the
symmetry associated with the strong force and the gauge group SU(2)×U(1) being
the foundation of the electroweak interaction.
1.1.3 Electromagnetism
Electromagnetism was the first force to be described in the language of Quantum
Field Theory, and its formulation is a natural place to start. The goal is to extend
the global U(1) symmetry to also be valid locally by introducing a new term in the
Dirac Lagrangian for a fermion in free space
L = ψ¯(i/∂ −m)ψ
= iψ¯ /∂ψ −mψ¯ψ,
(1.4)
where ψ(x) (ψ¯(x)) is the wave function of a fermion (anti-fermion) and /∂ is a con-
traction of the sum γµ∂µ with µ running over both time and space. γµ are the
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gamma matrices defined through the anticommutation relations
{γµ, γν} = γµγν + γνγµ = 2ηµν14, (1.5)
where ηµν is the Minkowski metric and 14 is the 4 × 4 unit matrix. In the Dirac
representation they can be written in terms of the Pauli spin matrices σi as
γ0 =
(
0 12
12 0
)
, γi =
(
0 σi
−σi 0
)
. (1.6)
Defining q as the coupling constant and λ(x) as a scalar function, it can easily be
verified that the local (coordinate-dependent) U(1) transformation corresponding to
a simple phase rotation of the wave function
ψ → e−iqλψ, ψ¯ → ψ¯eiqλ (1.7)
leaves the mass term mψ¯ψ invariant, while the derivative term iψ¯ /∂ψ changes such
that
L → L+ qψ¯γµψ∂µλ. (1.8)
This can be counteracted by introducing an additional term in the Lagrangian con-
taining a new field Aµ(x) that transforms as Aµ → Aµ+∂µλ resulting in the modified
Lagrangian
L = iψ¯ /∂ψ −mψ¯ψ − qψ¯γµψAµ. (1.9)
The field is usually introduced into the Lagrangian by defining a covariant derivative
given as Dµ = ∂µ + iqAµ. The further addition of a propagation term FµνFµν with
Fµν = ∂µAν − ∂νAµ, which is itself invariant under the condition that the vector
field is massless, then gives the final Lagrangian of Quantum Electro Dynamics:
LQED = ψ¯(i /D −m)ψ − 14FµνF
µν . (1.10)
The newly introduced field Aµ is identified as the photon, and the propagation term
FµνF
µν is equivalent to the Maxwell equations in free space. To conclude, it is
possible to derive the QED Lagrangian from the Dirac Lagrangian when adding the
simple demand that it be invariant under U(1) gauge transformations. The same
method of identifying symmetries is used as a tool in the formulation of both the
strong and electroweak theories.
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1.1.4 Yang-Mills Theory and the Strong Force
The above procedure of modifying a global symmetry to also hold locally can be
extended to apply to cases with more than one field. This results in new transfor-
mations based on matrices instead of scalars.
Local Symmetry with Two Fermion Fields
As an example we will follow in the footsteps of Yang and Mills [25] and study the
case of two spin-12 fields ψ1 and ψ2. In this case the full Lagrangian in free space will
simply be the sum of two Dirac Lagrangians, one for each field. A more economical
way of writing this is in vector form with
ψ =
(
ψ1
ψ2
)
, ψ¯ =
(
ψ¯1 ψ¯2
)
, (1.11)
giving the Lagrangian
L = ψ¯(i/∂ −M)ψ, (1.12)
withM being a 2×2 diagonal matrix containing the masses of the two fields. In the
case where m1 = m2 = m it can be interpreted as a real number. We now have a
Lagrangian identical in form to equation 1.4 but with ψ being a vector. The global
invariance of the system now generalises to a transformation involving a unitary 2×2
matrix U that can be written as ψ → Uψ = eiθeiσaφaψ, where we have exploited
the unitarity of the matrix (U †U = 1) to rewrite it in exponential form. σa is a
three-vector contaning the Pauli matrices while φa is a vector containing three real
numbers. Disregarding the phase factor of eiθ that has already been explored in
the U(1) transformation leading to electromagnetism, we instead study the SU(2)
(unitary with determinant 1) transformation
ψ → eiσaφaψ = e−iqσaλaψ, (1.13)
where in the equality we have extracted a coupling constant −q from φa. This is
a global symmetry of the Lagrangian in 1.12, and the Lagrangian must now be
changed to make the symmetry hold locally. Making λa depend on the coordinates
x, the symmetry can be upheld by introducing a new covariant derivative
Dµ = ∂µ + iqσaAaµ (1.14)
that includes three new gauge fields via Aaµ. In the limit of small |λa|, the transfor-
10
mation rule for Aaµ that keeps the Lagrangian invariant can be shown to be
Aaµ → Aaµ + ∂µλa + 2qabcλbAcµ, (1.15)
where abc is the Levi-Civita symbol. As in the U(1) case, the last step is to add
a propagation term for the three new vector fields. In addition to the requirement
that the fields be massless, the expression needs a new cross-product term in order
to uphold the local invariance of the Lagrangian:
Fµνa = ∂µAνa − ∂νAµa − 2q(abcAµbAνc ). (1.16)
The final Yang-Mills Lagrangian can then be written as
LYM = iψ¯ /∂ψ −mψ¯ψ − (qψ¯γµσaψ)Aaµ −
1
4F
a,µνF aµν
= ψ¯(i /D −m)ψ − 14F
a,µνF aµν .
(1.17)
We end up with a Lagrangian in free space describing two spin-12 fields with identical
masses coupling to three massless vector fields. This particular model is not known
to describe any real-world interactions, but the derivation is useful as a template
when developing related models. It will also play a role as part of the Electroweak
Theory that will be discussed in section 1.1.5.
Quantum Chromodynamics
Through deep inelastic scattering experiments starting in the late 1960’s it was
deduced that the proton is not itself an elementary particle but is composed of so-
called partons, today known to be spin-12 quarks and spin-1 gluons. Around the
same time, the field of hadron spectroscopy was also compelled to introduce the
concept of colour charge under the quark model in order to explain the properties
of the many new observed particles. These efforts culminated in the formulation of
Quantum Chromodynamics (QCD), the theory underlying the strong interaction.
The derivation of QCD is analogous to the Yang-Mills procedure above. However,
now the assumption is that each quark flavour has three colour states called red,
green and blue. Attributing the same mass m to all three colour states again leads
11
to a Dirac Lagrangian of the form given in equation 1.4, but with
ψ =

ψr
ψg
ψb
 . (1.18)
This leads to a U(3) symmetry such that ψ → Uψ leaves the Lagrangian invariant,
where U is any unitary 3 × 3 matrix. Writing the transformation in exponential
form while ignoring the phase factor eiθ we are left with the SU(3) transformation
ψ → e−iqφaTaψ, (1.19)
where φa is a vector of eight real numbers and Ta is a vector containing the Gell-
Mann matrices λa [26]. The elements are also identified as the generators of SU(3)
and can be written as
Ta =
1
2λa,
[Ta, Tb] = ifabcTc,
(1.20)
containing the SU(3) structure constants fabc. The non-commutating behaviour of
the generators means that SU(3) is a non-abelian group, which leads to an extra
term in the field strength tensor Gaµν compared to Fµν in electromagnetism:
Gaµν = ∂µGaν − ∂νGaµ − qfabcGbµGcν . (1.21)
defining a vector Gaµ containing eight new gauge fields that can be identified as
gluons. Local gauge invariance with φa = φa(x) can be upheld analogously to the
SU(2) case by introducing the covariant derivative
Dµ = ∂µ + iqλa2 G
a
µ, (1.22)
resulting in the final Lagrangian
LQCD = iψ¯ /∂ψ −mψ¯ψ − q(ψ¯γµTaψ)Gaµ −
1
4G
a
µνG
a,µν , (1.23)
which is symmetric under any local SU(3) gauge transformation.
By studying the QCD Lagrangian and comparing it to the QED counterpart
in equation 1.10 it is clear that the non-abelian nature of SU(3) leads to more
complicated field dynamics through cubic and quartic terms in G that describe
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Figure 1.2: Experimental measurements of αs at various energy scales Q plotted
against the QCD scaling prediction [27].
gluon self-interactions (diagrams with three or four external legs respectively). To
understand the physical consequences of this, we can investigate the relation between
the coupling constant g and the energy scale of the interaction Q2, also called the
renormalisation group equation:
β(g) = ∂g
∂log(Q2) = Q
2∂αs(Q2)
∂Q2
. (1.24)
The β function describes how the coupling strength evolves as the energy scale
changes and can be determined using perturbation theory. In terms of the fine
structure constant of QED, α = e2/4pi, and the strong coupling, αs = g2/4pi, the β
functions of the two theories to first order can be written as
β(α) = 2α
2
3pi ,
β(αs) = −
(
11− 2nf3
)
α2s
2pi ,
(1.25)
where nf is the number of quark flavours that can partake in the interaction at the
energy scale Q2. β(α) shows that the α of electromagnetism decreases when the
energy scale is lowered, describing the effect of charge shielding by polarisation of
the vacuum. The opposite is true in QCD, where αs instead increases as the energy
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scale is lowered. This has important consequences for the applicability of pertur-
bation theory at low energies as higher orders in αs no longer converge, making
QCD a non-perturbative theory at low energies (large distances). Figure 1.2 shows
experimental measurements of αs inside a wide range of energies. The strongly
coupled behaviour leads to colour confinement, which means that coloured parti-
cles are never experimentally observed as free particles and will only be found as
colour neutral bound states. Any partons or coloured hadron remnants produced in
scattering experiments will hadronise through the creation of new coloured particles
from the vacuum. In the high-energy limit (small distances) the coupling of QCD in-
stead becomes weak, leading to asymptotic freedom, which enables the approximate
treatment of partons as free particles in high-energy collider experiments.
1.1.5 Electroweak Unification
The weak interaction was first observed in radioactive β decay and was initially
interpreted by Enrico Fermi as the four-fermion interaction pe− → nνe. Later
developments led to the observation of parity violation after a literature review
by Lee and Yang [28] followed by an experiment investigating the properties of
beta decay in cobalt-60 in collaboration with Wu [29]. It is now clear that parity
is violated maximally with only left-handed particles (right-handed anti-particles)
being subject to the interaction. Below the electroweak energy scale at the order of
100 GeV electromagnetism and the weak interaction appear as two distinct forces,
while at higher energies they can be treated as components of the same force. This
close relation was made clear by Glashow, Salam and Weinberg in their GSW model
of the Electroweak Theory that unifies the two forces into a shared gauge group with
the structure SU(2)L × U(1)Y , where Y is the so-called weak hypercharge and the
subscript L limits the interaction to only apply to left-handed particles. The weak
hypercharge is described by the relation Y = 2Q−2I3, where Q is the electric charge
and I3 is the third component of the weak isospin. The left-handed fermions can
be grouped into doublets of constant hypercharge, while right-handed fermions are
singlets as illustrated in table 1.2. Right-handed neutrinos are not shown, as these
are singlets under both SU(2)L and U(1)Y and have no couplings to other particles
(and are not part of the SM).
Constructing the electroweak Lagrangian can be done analogously to sec-
tions 1.1.3 and 1.1.4. The field dynamics are a simple sum of the terms already
introduced for U(1) and SU(2):
Ldyn = −14W
i
µνW
i,µν − 14BµνB
µν (1.26)
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Gen. 1 Gen. 2 Gen. 3 I3 Y
Quarks
(
u
d
)
L
(
c
s
)
L
(
t
b
)
L
1/2 1/3
-1/2 1/3
uR cR tR 0 4/3
dR sR bR 0 -2/3
Leptons
(
νe
e−
)
L
(
νµ
µ−
)
L
(
ντ
τ−
)
L
1/2 -1
-1/2 -1
eR µR τR 0 -2
Table 1.2: Grouping of quarks and leptons in the Electroweak Theory. Left-handed
particles become doublets under hypercharge Y , while right-handed particles are
singlets.
with the field tensors
W iµν = ∂µW iν − ∂νW iµ − gijkW jµW kν
Bµν = ∂µBν − ∂νBµ
(1.27)
containing the structure constant ijk of SU(2). The structure of the fermion sector
can be expressed in terms of left- and right-handed wave functions as
Lf = iΨ¯L /DΨL + iΨ¯lR /DΨlR + iΨ¯Q /DΨQ + iΨ¯uR /DΨuR + iΨ¯dR /DΨdR , (1.28)
where ΨL contains the left-handed lepton doublets of SU(2) and ΨlR the right-
handed lepton singlets of SU(2), while ΨQ are the left-handed quark SU(2) doublets
and ΨuR and ΨdR are the right-handed SU(2) singlets of up-type and down-type
respectively. Construction of the covariant derivative is done by adding terms to
uphold the local gauge invariance for both SU(2) and U(1):
Dµ = ∂µ + igIiW iµ + ig′
Y
2 Bµ. (1.29)
The electroweak sector thus contains four vector fields, namely W 1µ , W 2µ , W 3µ and
Bµ, where W 3µ and Bµ are electrically neutral. Mixing occurs between these fields
through the mechanism of electroweak symmetry breaking (see section 1.1.6) result-
ing in the final physically observable fields, which can be expressed in the following
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way:
(
Zµ
Aµ
)
=
(
cosθW −sinθW
sinθW cosθW
)(
W 3µ
Bµ
)
,
W±µ =
1√
2
(W 1µ ∓ iW 2µ).
(1.30)
The mixing of the electrically neutral fields is parametrised by the Weinberg angle
θW , leading to the fields associated with the photon Aµ and the weak neutral current
Zµ, while the weak charged currents become W±µ . This mixing structure also means
that the electric charge becomes a combination of the couplings g and g′ from the
U(1)Y and SU(2)L groups respectively:
e = gg
′√
g2 + (g′)2
= g′cosθW . (1.31)
So far the theory has introduced the experimentally observed interactions between
fermions and the electroweak bosons as well as self-coupling terms between the
weak bosons through the additional term in the SU(2)L field tensor. However, the
observed weak bosons are massive, while the above description cannot support mass
terms since this would break local gauge invariance as mentioned in section 1.1.4.
Fermion masses are also not allowed due to the parity violating features of the weak
interaction resulting in different transformation properties of left- and right-handed
particles, which violates local gauge invariance in the mass terms Ψ¯LΨR + ΨLΨ¯R
that will be discussed further in section 1.1.6. If such mass terms are introduced
‘by hand’, the resulting theory becomes unrenormalisable and thus meaningless
due to the inability to treat infinities. The GSW model introduces the concept of
spontaneous symmetry breaking in order to preserve the gauge invariance with mass
terms included and to explain the observed mixing of the symmetry groups.
1.1.6 Electroweak Symmetry Breaking
Spontaneous symmetry breaking describes the concept of a symmetric system spon-
taneously transitioning into a ground state that no longer reflects the full symmetry.
A simplified example in two dimensions is a flexible rod that has a constant force
applied parallel to its length axis at both ends in opposite directions (always pushing
inward). The rod starts out unbent. Let the two coordinates be the radial distance
from the centre and the angle around the length axis of the central point on the rod.
At the outset the rod is rotationally symmetric around this axis, but when the force
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Figure 1.3: Two-dimensional Higgs potential, also colloquially called the Mexican
hat potential, with λ > 0 and µ2 < 0. The stable minima are located in a circle
with nonzero field values [30, p. 365].
is applied this configuration is no longer a ground state, only a stationary point in
the energy of the system. The rod subsequently bends in a random direction to
reach a new ground state breaking the rotational symmetry, which is now ‘hidden’.
This kind of symmetry breaking can be used in the context of the SM to
break the symmetry of the subgroup related to the gauge bosons that are required
to have nonzero masses, in this case the weak bosons of SU(2)L. An additional
complex scalar isospin doublet with hypercharge Y = 1 is introduced as [31, p.
334]:
φ =
(
φ+
φ0
)
= 1√
2
(
φ1 + iφ2
φ3 + iφ4
)
(1.32)
with a Lagrangian that can be written in the form
LHiggs = (Dµφ)†(Dµφ)− V (φ)
= (Dµφ)†(Dµφ) + µ2(φ†φ)− λ4 (φ
†φ)2,
(1.33)
where Dµ is defined as in equation 1.29. Choosing λ > 0 and µ2 < 0 the vacuum
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expectation value (vev) of the field is nonzero (see figure 1.3 for an illustration) and
is found to be
φ†0φ0 =
v2
2 , v = 2
√
µ2
λ
, (1.34)
whereby the full symmetry of the system is spontaneously broken. By expanding
around the vev in a particular point corresponding to what is called the unitary
gauge, the field can be written as
φ = 1√
2
(
0
v + h(x)
)
. (1.35)
The unitary gauge leaves only one massive field h(x) (the Higgs boson) while elim-
inating what would otherwise have been massless Goldstone bosons that arise due
to ‘directions’ in the Lagrangian potential that are flat and hence have no resistance
to excitations of the field. After substituting the vev φ0 into 1.33 and performing
some algebra the relevant terms that include the weak currents become
(D′µφ)†(D′µφ) = (
1
2vg)
2W+µ W
−,µ + 18v
2
(
W 3µ , Bµ
)( g2 −gg′
−gg′ g′2
)(
W 3µ
Bµ
)
= (12vg)
2W+µ W
−,µ + 18v
2
[
gW 3µ − g′Bµ
]2
+ 0
[
g′W 3µ + gBµ
]2
,
(1.36)
where D′µ = igIiW iµ + ig′ Y2 Bµ, removing the ∂µ from the covariant derivative.
Through the relation W± = (W 1 ∓ iW 2)/√2 we can identify the mass of the W
boson through the expected mass term for a charged boson M2WW+W− to be
MW =
1
2vg. (1.37)
For the sake of clarity the second line of equation 1.36 has been written in terms
of the eigenvalues of the matrix, one of which is zero. Since the fields Zµ and Aµ
diagonalise the mass matrix we can identify the remaining terms in equation 1.36
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as 12M2ZZ2µ +
1
2M
2
AA
2
µ giving us
Aµ =
g′W 3µ + gBµ√
g2 + g′2
, MA = 0
Zµ =
gW 3µ − g′Bµ√
g2 + g′2
, MZ =
1
2v
√
g2 + g′2.
(1.38)
So the above choice of isospin doublet has the appropriate effect of keeping the gauge
boson associated with U(1)em massless. The generator of this symmetry is
Q = Y2 + I
3, (1.39)
and the vacuum is invariant under the U(1) transformation φ0 → eiα(x)Qφ0 as
required.
1.1.7 Masses of the Fermions
Another attractive feature of the SM is that it can simultaneously accommodate
the fermion masses alongside the generation of the gauge boson masses. In order
to preserve the gauge invariance of the Lagrangian this is done through Yukawa
couplings between the Higgs SU(2) doublet, the left-handed fermion SU(2) doublets
and the right-handed fermion singlets. Figure 1.4 shows such a coupling at tree-
level. The Higgs doublet has exactly the required weak isospin and hypercharge to
participate in such an interaction. In the unitary gauge after spontaneous symmetry
breaking, the term for a lepton can be written
Llepton = −Gf√2(ψ¯LψR + ψ¯RψL)(v + h), (1.40)
giving the lepton mass as
mlepton =
Gfv√
2
. (1.41)
Hence, the theory can include fermion masses, but since Gf is an arbitrary coupling
constant the mass value cannot be predicted.
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Figure 1.4: Tree-level Feynman diagram of the Higgs boson coupling to fermions.
The coupling strength is proportional to the fermion mass mf .
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Figure 1.5: Direct measurements of the top mass from a range of experiments as
well as estimates from SM fits including and excluding the direct measurements [41,
42].
1.1.8 Unsolved Problems in the Standard Model
The Standard Model is an extremely powerful predictive framework which is com-
patible with experimental data in all areas except in the case of neutrino masses
in recent years. It is highly accurate in estimating the cross sections of its inter-
actions, and it has successfully predicted the existence of the b-quark [32, 33], the
W and Z bosons [34–37], the top quark [38, 39], the τ neutrino [40] and the Higgs
boson [20, 21]. Many of its free parameters have been experimentally determined
both directly and indirectly to the extent of being over-constrained with a high level
of consistency between the estimates. As an example, figure 1.5 shows several direct
measurements of the top mass from current and previous experiments as well as SM
fits including and excluding these measurements. All measurements and fit results
are consistent within the errors. The precision of theoretical predictions has also
improved through new techniques that have made higher order cross section calcula-
tions feasible. However, there are theoretical considerations that make it improbable
that the SM is the final answer in the search for the laws governing particle physics.
This problem goes much deeper than just the glaring absence of gravity in the the-
ory. Many aspects of the framework such as the number of particles and generations
as well as the relative scale of the particle masses were not implemented based on
rigorous theoretical insights, but in order to describe the observed data phenomeno-
logically, which they do with impressive accuracy. Many fundamental problems are
still left unsolved, some of which will be discussed briefly in the following.
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Baryon Asymmetry in the Universe
The observable universe is heavily dominated by matter. For this matter-antimatter
asymmetry to occur, the three Sakharov conditions [43] need to be fulfilled. Among
these is the requirement that baryon number violation must occur, which does not
happen in any SM processes. Additionally, processes that violate C and CP sym-
metries must exist, but the amount of CP violation present in the weak interaction
is too small to explain the degree of baryon asymmetry that is observed. These con-
siderations hint at physics beyond the SM that incorporate stronger CP violation
and baryon number violation, which might become relevant at higher energies than
those currently experimentally accessible.
Masses and Fine-tuning of Parameters
The masses of the fermions are parameters of the theory which are not known
a priori and need to be added by hand from experimental data. Furthermore, the
observed hierarchy of masses between the individual particles and between the three
generations has not been explained. Such a model based on fundamental principles
has long been sought within the physics community. As mentioned in section 1.1.1
even the neutrinos seem to have mass. They were previously thought to exist only in
their left-handed state making it impossible to add a renormalisable mass term [23, p.
713-715].
Several parameters in the SM seem to be fine-tuned, including the bare Higgs
mass (the mass at infinitesimal distances). It receives large quantum loop corrections
from W , Z, H and top quark loop contributions that diverge quadratically with the
renormalisation scale used in the procedure, which can be interpreted as the energy
at which the SM breaks down. Although counterterms are guaranteed to cancel
these divergencies, choosing values for the renormalisation scale near the Planck
scale (1019 GeV) requires the tree diagram to have almost exactly the same value
(difference needs to be order 1017 smaller) to counteract the loop contributions and
arrive at a Higgs boson mass at the electroweak scale. This is an example of a
‘fine-tuning’ problem.
Several experiments have observed neutrino disappearance effects indicating
that neutrinos can oscillate between the physically observable flavour states in di-
rect contradiction with the SM prediction of massless neutrinos. The flux of electron
neutrinos νe from the sun has been studied by the Homestake [44] and GNO [45]
experiments, anti-neutrinos ν¯e generated by reactors are the focus of other experi-
ments such as KamLAND [46], and atmospheric neutrinos can be detected by e.g.
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Super-Kamiokande [47]. Disappearance effects have been observed in all of these
cases where the observed neutrino flux is lower than the SM prediction. Appear-
ance of surplus amounts of νe and ντ in beams of muon neutrinos has also been
detected [48,49].
Neutrino oscillations can be described theoretically by defining mass eigen-
states |νi〉 that are linear combinations of the flavour eigenstates |να〉:
|νi〉 =
∑
j
Uαi|να〉. (1.42)
The probability of a particular flavour oscillation |να〉 → |να′〉 depends on the size of
the mass difference ∆m2α,α′ , the distance travelled since the flavour eigenstate was
created L, the energy of the system E and the mixing matrix U . Assuming there
are three mass eigenstates, fits to experimental data are able to constrain the mass
differences between each state resulting in [5]
|∆m212| ≈ 7.5 · 10−5 eV,
|∆m231| ≈ 2.3 · 10−3 eV,
|∆m221|/|∆m231| ≈ 0.032.
(1.43)
Due to their lack of an electric charge it is still an open question whether neutrinos
are their own antiparticle (Majorana fermion) or if they exhibit the same behaviour
as the charged leptons having distinct antiparticles (Dirac fermion). In the former
case lepton number is not a conserved quantity, which opens the possibility of ex-
perimentally determining their Majorana or Dirac nature through searches for e.g.
neutrinoless double beta decay.
Unification of the Forces
The coupling constants of the three fundamental forces vary with the cut-off energy
scale chosen when performing renormalisation. Plotting the coupling strengths as
a function of the energy scale as seen in figure 1.6, the coupling strengths seem to
coalesce into one unified force at very high energies of ∼ 1016 GeV. This has led
to several Grand Unified Theories (GUTs) postulating that at energies above this
GUT scale the three SM symmetries are replaced by a new single symmetry. Within
the SM the strengths of the forces do not meet at exactly the same point. One way
to make this happen is by introducing another symmetry which sets fermions and
bosons on equal footing. This is called supersymmetry [50, 51] and is one out of
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Figure 1.6: The evolution of the inverse SM coupling constants (left) and in the
minimal supersymmetric extension of the SM (right). Unification of all three forces
only happens with the inclusion of supersymmetry. The αi represent, in numerically
ascending order, the EM, weak and strong coupling constants [52].
many contenders for a theory beyond the SM.
Dark Matter
Evidence for the existence of dark matter has been found primarily in measurements
of the properties of galaxies. Their rotational velocity as a function of the distance
from their centre, the strength of gravitational lensing and the way galaxies cluster
together cannot be explained by the presence of only visible matter. Dark matter is
hypothesised to be a new form of matter that acts weakly or not at all through the
electromagnetic force and which is stable over the age of the universe. Fluctuations
in the cosmic microwave background (CMB) also provide evidence for dark matter.
According to fits from the Planck Collaboration [53] the universe contains only 4.9%
ordinary matter, while 26.8% is composed of dark matter. The remaining energy
density is called dark energy and can be described as a cosmological constant that
acts to accelerate the expansion of the universe. Models exist to describe the nature
of dark matter including weakly interacting massive particles (WIMPs), axions and
sterile neutrinos. Dark matter candidates can also be constructed through super-
symmetric models that can be searched for at the LHC. Experimental evidence has
not yet resolved which of these models, if any, are an accurate description of dark
matter.
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1.2 Higgs Phenomenology
Experimental analyses studying the Higgs boson are based on the predictions of the
SM describing its production and decay modes and the properties and couplings
described in the previous sections. Expected production cross sections and decay
branching fractions are used in order to optimise search strategies and compare the
results with the Standard Model predictions. The following sections describe the
dominant Higgs production mechanisms in proton-proton collisions at the LHC as
well as its decay channels.
1.2.1 Higgs Boson Production at the LHC
In proton-proton collisions the Standard Model Higgs boson is most abundantly
produced in gluon fusion processes (ggF) for Higgs masses below 1 TeV due to the
large gluon contribution to the proton PDF at low Bjorken x values. The main
contribution comes from the top quark due to its large Yukawa coupling (coupling
between a scalar and a Dirac field) to the Higgs boson. The leading order gluon
fusion production is characterised by the decay products being closely back-to-back.
In the case of decays to tau leptons, which is the focus of this thesis, this results
in a low EmissT signature stemming from the undetected neutrinos in the τ decays.
At NLO or higher the gluon fusion process can happen in association with jets,
potentially boosting the Higgs in the transverse plane. This means that the EmissT
from the neutrino coming from each τ will no longer cancel each other, and this
higher EmissT signature can help discriminate events with Higgs production from
background events. Another significant contribution arises through vector boson
fusion (VBF), which has a cross section roughly one order of magnitude lower than
ggF. The VBF process starts with the emission of a weak vector boson from a quark
in each colliding proton that annihilate or ‘fuse’ into a Higgs boson. The VBF
production channel involves some very pronounced effects that can be exploited
to identify the events. The signature contains a high-pT , high-invarant mass jet
pair with large pseudorapidity separation. It is kinematically predicted that the
Higgs boson will usually be situated in the central region of the detector with a
high level of isolation from nearby jet activity. This makes VBF a viable channel
to investigate even though the production cross section is considerably lower than
ggF. Production in association with a vector boson V = Z,W (VH), also called
Higgs-strahlung, happens when a quark pair annihilates into a weak vector boson
that subsequently radiates a Higgs boson. Features of this channel include a boost
of the Higgs in the transverse plane and associated leptons (lν/l+l−) or jets being
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Figure 1.7: Feynman diagrams of the most common production channels of the
Higgs boson at tree level at the LHC. Diagram (a) shows gluon fusion via a top
loop (ggF). Diagram (b) gives the topology for Vector Boson Fusion (VBF), where
V = Z,W+,W−. Diagram (c) shows associated production (VH).
decay products of the associated Z/W boson. The production cross section for this
channel is much lower than both ggF and VBF and is therefore not expected to
contribute extensively to the Higgs signal. It does however give access to additional
Higgs couplings and is clean (low or isolated activity from other particles/jets in
the detector) when the vector bosons decay leptonically (Z → ll, W → lν). Tree-
level Feynman diagrams for these three production channels are shown in figure 1.7.
Production in association with a top quark pair (ttH) is also present but has a limited
cross section as a consequence of the two heavy top quarks. It is not expected to
contribute in a significant way to the signal region treated in this thesis and was
previously determined to be negligible [2].
All cross section calculations used in this thesis follow the recommendations
of the Higgs cross section working group, which provides theory calculations and
SM predictions of Higgs phenomenology to all experiments at the LHC. The reports
in [54–56] outline the current status of developments in higher order corrections on
Higgs boson production cross sections and decay branching ratios.
The gluon fusion cross section is heavily dependent on QCD radiative cor-
rections with NLO corrections in αs contributing 80–100% relative to the LO cross
section. The NNLO contribution is added in the high top quark mass limit including
improvements by resumming the soft gluon contributions up to NNLL, resulting in a
further increase of the cross section of approximately 30%. Additionally, electroweak
corrections are applied at the two-loop level and strongly depend on the Higgs boson
mass. Including these corrections a Higgs mass of mH = 125 GeV yields an inclusive
ggF production cross section of σggF = 19.27 pb. Missing higher order corrections
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Figure 1.8: Higgs boson production cross sections at the LHC as a function of the
Higgs boson mass mH shown for (a) inclusive production at
√
s = 7, 8 and 14 TeV
and (b) split into the main contributions at
√
s = 8 TeV including NNLO QCD and
NLO EW corrections [54–56].
contribute to the theoretical uncertainty on this number, as do the uncertainties on
the PDF, the numerical value of αs and finite quark mass effects.
The VBF cross section is fully evaluated at NLO precision in both the strong
and electroweak couplings. QCD corrections are of the order of 5–10%, while
the electroweak corrections are evaluated to negatively affect the cross section by
5% [54]. Approximate NNLO QCD corrections are known using a structure func-
tion approach that is accurate up to the level of certain interference effects, and this
additional correction reduces the remaining scale dependence to 1–2%.
The WH and ZH cross sections include full NNLO QCD corrections as well
as NLO electroweak corrections. The associated scale uncertainties on the cross
sections are in the 1–3% range.
The inclusive Higgs production cross section is shown in figure 1.8 (a) at
Process σincl. [pb] QCD scale [%] PDF+αs [%]
ggF 19.27 +7.2 − 7.8 +7.5 − 6.9
VBF 1.58 +0.2 − 0.8 +2.6 − 2.9
WH 0.705 ±1 ±2.3
ZH 0.415 ±3.1 ±2.5
Table 1.3: Inclusive Higgs boson production cross sections in proton-proton colli-
sions and the uncertainties arising from variations in the QCD scale, the PDF and
the numerical value of the strong coupling constant. The numbers are given at
√
s =
8 TeV and mH = 125 GeV with corrections at NNLO in QCD and NLO in EW [56].
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center-of-mass energies of 7, 8 and 14 TeV. Figure 1.8 (b) includes the cross sections
of the individual production modes discussed above as a function of the Higgs boson
mass. Table 1.3 summarises the same production cross sections specifically at mH =
125 GeV and also lists their theoretical scale and PDF uncertainties.
1.2.2 Higgs Boson Decays
The 2012 discovery of the Higgs boson was made exclusively in the bosonic decay
channels, mainly H → γγ and H → ZZ(→ 4l), but also with a contribution from
H → WW → l+νl−ν¯. If the newly discovered boson is truly the Higgs boson of
the Standard Model, it should also decay to fermions for which the experimental
conditions at the LHC are less ideal. At the experimentally determined Higgs boson
mass of approximately 125 GeV the decay rates to electrons and muons are predicted
to be very low. The most copious hadronic decay mode isH → bb¯, but this signal has
to compete with the noisy environment of abundant jet production from background
processes. H → ττ has a relatively high branching ratio, but due to the short
lifetime of the τ leptons they generally decay close to the beam pipe and not in
the silicon detectors and need to be identified through the impact parameter of
their displaced decay products consisting of one or more neutrinos and either a light
lepton or hadrons. An extra reconstruction step therefore adds to the complexity
of the analysis, and a considerable fraction of the decay energy will be in the form
of neutrinos leaving only missing transverse energy EmissT . The achievable mass
resolution is therefore greatly reduced compared to the majority of other channels.
Since the Higgs boson couplings to vector bosons and fermions are propor-
tional to the masses of the particles as discussed in the previous sections, the branch-
ing fractions of Higgs boson decays are determined by the masses of the decay prod-
ucts. The total and partial decay widths are determined while including higher order
corrections from QCD and electroweak processes. The partial widths are computed
using the two software programs Hdecay [57, 58] and Prophecy4f [59, 60] that
include the highest order calculations available for each process. In particular, the
H → ττ branching ratio is calculated at NNNLO in QCD and NLO in EW correc-
tions. At mH = 125 GeV it contributes 6.3% to the total decay width and has a
theoretical uncertainty of about ±6% [55]. Figure 1.9 (a) shows the SM branching
ratios of the Higgs boson as a function of mH including theoretical error bands.
H → bb¯ decays dominate at low Higgs boson masses, while H → WW decays are
most abundant when approaching mH ≈ 2mW and continue to dominate over a
wide range up to 1 TeV.
The decay channels that are useful in experimental analyses depend on the
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Figure 1.9: Standard Model branching ratios of the Higgs boson as a function of
mH (a) and the production cross section times the decay branching ratio σ×BR of
the processes corresponding to the main experimentel Higgs search channels at the
LHC (b). The inclusive (solid orange line) and VBF (dashed orange line) modes are
included for H → ττ , which is seen to have a significant contribution to σ × BR at
a Higgs boson mass of mH = 125 GeV [56].
specific final state particles and the ability to trigger efficiently on them as well
as the signal to background ratio that can be achieved. Figure 1.9 (b) shows the
product of the production cross section and the branching ratio σ×BR of the main
experimental search channels at the LHC. Events in the H → ZZ∗ → 2l2l′ channel
with l, l′ each denoting either an electron or a muon can be fully reconstructed, and
the Z decays contain polarisation information that is useful in measurements of spin
and CP quantum numbers, since the distributions of such variables depend on the
spin of the Higgs and the presence of new BSM couplings in the Higgs Lagrangian.
The channel provides a high mass resolution since both the muon momenta and
electron energies can be reconstructed at high precision, and it has relatively low
background levels since well-chosen selection criteria can effectively discriminate
against hadronic processes. It does, however, require a large data sample due to
the relatively low σ × BR. A decay mode that can also be fully resonstructed is
H → γγ. Although its σ × BR is relatively low, the clean signature of two photons
in the EM calorimeter has excellent energy resolution and a low misidentification
rate from hadronic processes. The discovered Higgs boson with mH = 125 GeV lies
serendipitously within the accessible mass range of 110–140 GeV in this channel and
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it offers important contributions to the signal sensitivity and mass resolution.
Another important decay channel is H → WW ∗ → l+νl−ν¯, which has a
large branching fraction but cannot be fully reconstructed due to the two neutrinos
in the event leading to poor mass resolution. It is nonetheless much cleaner than
final states with hadronic W decays due to the much higher rejection of W + jets
events in the final state where both W bosons decay leptonically. The remaining
significant background contributions stem from diboson and top pair production. As
with H → ZZ it is possible to exploit angular distributions and other kinematics
to study spin and CP.
While being one of only two decay channels accessible at current luminosities
that are able to probe the fermionic Higgs couplings, the fully hadronic decay channel
H → bb¯ is complicated by the large backgrounds from multijet processes that reduce
the achievable signal significance. Backgrounds can be reduced significantly in cases
where it is possible to trigger on a leptonic signature such as in the production
modes in association with a W or a Z boson.
The H → ττ mode is the other fermionic decay channel with a sufficiently
high branching ratio to be utilised in analyses at current luminosities. The VBF
H → ττ channel alone has a σ×BR on par with or greater than several of the bosonic
decay channels at mH = 125 GeV. The main background comes from Z → ττ
decays having similar kinematic properties to those of the signal process. However,
the event topology of VBF production having two distinct and spatially separated
jets aids in the suppression of this and other backgrounds. H → ττ is the only
decay channel with a sufficiently high branching ratio to be able to probe the Higgs
couplings to leptons with the amount of data collected in Run 1 and is therefore the
only channel that is currently able to probe the Higgs boson Yukawa couplings to
leptons. For more details on the branching fractions of tau decays, see section 3.6.
1.3 CP Violation in VBF Higgs Production
If Higgs boson decays to tau leptons are discovered at a mass value consistent with
the bosonic decay channels, it will still be necessary to investigate whether the rest
of its properties are in agreement with the predictions of the SM. One such property
is represented by the particle’s CP quantum numbers. Violation of CP is already
known to take place in certain processes such as neutral kaon decays [24], but the
SM predicts that the Higgs should respect the symmetry. However, this needs to be
verified.
It is theoretically possible to have CP-odd terms in both the production and
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decay vertices of the Higgs. In this analysis only Higgs production is investigated,
specifically the feasibility of detecting CP-odd contributions to the Vector Boson
Fusion (VBF) production mode. By analysing e.g. angular distributions in the
Higgs production it is possible to determine whether any BSM (beyond Standard
Model) properties are involved. Ultimately, consistency of the CP properties in VBF
production betweenH → ττ and other decay channels also needs to be demonstrated
in order to verify that the data originates from the same unique particle.
1.3.1 Theoretical Model of CP Violation
The theoretical model describing CP mixing in the Higgs system considers an effec-
tive Lagrangian built from the SM Lagrangian with additional CP-violating opera-
tors. These operators are chosen to be of mass dimension six, as this is the lowest
order that can appear for new physics when lepton number is conserved [61]. The
mass dimension is the dimensionality of a variable in mass/energy, offset by factors
of 1/Λ2, where Λ the scale of new physics, to preserve the dimensionality of the
Lagrangian ([L] = E+4). They are constructed using the Higgs doublet Φ and the
U(1)Y and SU(2) electroweak gauge fields Bµ and W a,µ (a = 1,2,3) respectively.
The construction implies that all other interactions between the Higgs boson and
SM particles, apart from those involving electroweak bosons, adhere to the SM pre-
dictions. Consequently, Higgs production through gluon fusion and decays of the
Higgs into a pair of τ leptons are both considered to be SM-like.
As described in [61] we can specify the effective U(1)Y - and SU(2)-invariant
Lagrangian in the following way:
Leff = LSM + fB˜BΛ2 OB˜B +
fW˜W
Λ2 OW˜W +
fB˜
Λ2OB˜ (1.44)
having the three dimension-six operators
OB˜B = Φ+ ˆ˜BµνBˆµνΦ (1.45)
OW˜W = Φ+ ˆ˜WµνWˆµνΦ (1.46)
OB˜ = (DµΦ)+ ˆ˜BµνDνΦ. (1.47)
Dµ denotes the covariant derivative Dµ = ∂µ + i2g′Bµ + ig
σa
2 W
a
µ , Vˆµν (V = B,W a)
represents the field strength tensors and V˜µν = 12µνρσV ρσ the dual field strength
tensors, with Bˆµν + Wˆµν = ig
′
2 Bµν + i
g
2σ
aW aµν . Λ is the scale of new physics.
The operator OB˜ contributes to the CP-violating charged triple gauge cou-
plings κ˜γ (κ˜Z) via the relation κ˜γ = cot2 θW κ˜Z = −m
2
W
2Λ2 fB˜. The ALEPH [62]
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and OPAL [63] experiments have previously constrained these CP-violating charged
triple gauge couplings, and the contribution from OB˜ is neglected in the following.
Only contributions from OB˜B and OW˜W are taken into account.
After electroweak symmetry breaking in the unitary gauge the effective La-
grangian in the mass basis of Higgs boson H, photon A and Z boson Z can be
written as [64]
Leff = LSM + g˜HAAA˜µνAµν + g˜HAZA˜µνZµν + g˜HZZZ˜µνZµν + g˜HWW W˜+µνW−,µν .
(1.48)
Only two of the four couplings g˜i are independent due to contraints imposed by
U(1)Y × SU(2) invariance. They can be expressed in terms of two dimensionless
couplings d˜ and d˜B as:
g˜HAA =
g
2mW
(d˜ sin2 θW + d˜B cos2 θW ) (1.49)
g˜HAZ =
g
2mW
sin 2θW (d˜− d˜B) (1.50)
g˜HZZ =
g
2mW
(d˜ cos2 θW + d˜B sin2 θW ) (1.51)
g˜HWW =
g
mW
d˜ . (1.52)
Hence in general WW , ZZ, Zγ and γγ fusion contribute to VBF production. The
relations between d˜ and fB˜B, and d˜B and fW˜W are given by:
d˜ = −m
2
W
Λ2 fW˜W d˜B = −
m2W
Λ2 tan θ
2
W fB˜B . (1.53)
Since the different contributions from the various electroweak gauge boson fusion
processes cannot be distinguished experimentally, the arbitrary choice d˜ = d˜B is
adopted. This yields the following relation for the g˜i:
g˜HAA = g˜HZZ =
1
2 g˜HWW =
g
2mW
d˜ and g˜HAZ = 0 . (1.54)
The parameter d˜ is related to the parameter κˆW used in the investigation of CP
properties in the decay H → W+W− [65] via d˜ = −κˆW = κ˜W /κSM tanα. The
choice d˜ = d˜B yields κˆW = κˆZ as assumed in the combination of the H → W+W−
and H → ZZ decay analyses [65].
The effective Lagrangian contains the following Lorentz structure for each
vertex of the Higgs boson to two identical electroweak gauge bosons HV (p1)V (p2)
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vertex (V = W,Z, γ), with p1,2 denoting the momenta of the gauge bosons:
Tµν(p1, p2) =
∑
V=W,Z
2m2V
v
gµν +
∑
V=W,Z,γ
2g
mW
d˜ εµνρσp1ρp2σ . (1.55)
The first terms (∝ gµν) are CP-even and describe the SM coupling structure; the
second terms (∝ εµνρσp1ρp2σ) are CP-odd and arise from the CP-odd dimension six
operators. Note that the choice d˜ = d˜B gives the same coefficents multiplying the
CP-odd structure for HWW , HZZ and Hγγ vertices and a vanishing coupling for
the HZγ vertex.
The matrix elementM for VBF production receives a CP-even contribution
MSM from the SM and a CP-odd contribution MCP-odd from the dimension six
operators considered:
M =MSM + d˜ · MCP-odd. (1.56)
The differential cross section or squared matrix element has three contributions:
|M|2 = |MSM|2 + d˜ · 2<(M∗SMMCP-odd) + d˜2 · |MCP-odd|2 . (1.57)
The first |M|2 and third term d˜2 · |MCP-odd|2 are both CP-even and hence do not
yield a source of CP violation. The second term d˜ · 2<(M∗SMMCP-odd), stemming
from the interference of the two contributions to the matrix element, is CP-odd and
is a possible new source of CP-violation in the Higgs sector. The interference term
integrated over a CP-symmetric part of phase space vanishes and does therefore not
contribute to the total cross section and observed event yield after applying CP-
symmetric selection criteria. The third term quadratic in d˜ leads to an increase of
the total cross section. This signal rate information can increase the sensitivity to
the BSM couplings at the cost of a loss of generality, since it is difficult to guarantee
an accurate normalisation of the cross section in an EFT such as the one employed
here. This analysis does not exploit the prediction of the signal rate to constrain the
BSM couplings and instead only relies on differences in the shapes of distributions.
1.3.2 Observables Sensitive to CP Violation
It is possible to construct several variables that are sensitive to CP-odd couplings
of the Higgs boson in the VBF production channel. For example, an effect can be
observed on the angular distribution of the emitted jets. A more mathematically
involved approach is to construct a variable using the matrix element of the process.
These two observables will be defined and discussed below.
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Figure 1.10: Illustration of the jet angles in a VBF event.
Signed Azimuthal Angle ∆φsignjj
The forward and backward tagging jets are characteristic features of the VBF pro-
duction process, and their distributions can be exploited to gain information about
the tensor structure of the HVV vertex without being dependent on the Higgs decay
mode. The signed azimuthal angle between the two tagging jets in a VBF event
is approximately symmetric around zero for an exclusively SM Higgs boson, while
CP-odd couplings will add a degree of asymmetry depending on the strength of
these couplings. The azimuthal angle was suggested in [66] and is formally defined
as
µνρσb
µ
+p
ν
+b
ρ
−p
σ
− = 2pT+pT− sin(φ+ − φ−) = 2pT+pT− sin ∆φjj . (1.58)
Here bµ+ and b
µ
− denote the normalised four-momenta of the two proton beams and
pµ+ and p
µ
− denote the four-momenta of the two tagging jets, where p+ (p−) points
into the same detector hemisphere as bµ+ (b
µ
−). φ+ and φ− are the azimuthal angles
of the tagging jets, denoted in the same way (see figure 1.10). This definition is in-
variant under the interchange (b+, p+) ↔ (b−, p−), since this leaves the ordering of
the angles unchanged, thereby avoiding the sign ambiguity otherwise encountered in
∆φjj . This ordering is kept explicit in the variable by naming it ∆φsignjj . The ∆φ
sign
jj
distribution of a CP-odd coupling introduced using the second term of the tensor
structure in equation 1.55 can be qualitatively evaluated by noticing the presence
of a Levi-Civita tensor which only produces nonzero results when the four outgoing
parton momenta in the process are independent. Back-to-back or collinear tagging
jets in the transverse plane will therefore produce a vanishing matrix element, lead-
ing to a distinct signature compared to the SM coupling. A mixture of SM and
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Figure 1.11: ∆φsignjj distributions of VBF Higgs signal events in the case of pure
CP-even SM couplings and two CP-mixed models with d˜ = 0.05 and d˜ = 0.1.
CP-odd couplings will produce a distribution with characteristics of both, depend-
ing on the size of the CP-odd admixture. A measurement of d˜ can be performed
either by comparing the mean value of ∆φsignjj with the prediction for various d˜ val-
ues or by a maximum-likelihood fit to the full distribution of ∆φsignjj . Figure 1.11
shows distributions of ∆φsignjj in simulated VBF events at
√
s = 8 TeV in a VBF-
enriched region. Distributions are shown for d˜ = 0 (SM), 0.05 and 0.1. In the SM
case the distribution is symmetric around zero, while BSM contributions show up
as a progressively more asymmetric distribution according to the relative size of the
BSM and SM couplings, with the direction of the asymmetry determined by the
sign of d˜.
The Optimal Observable
Another observable is the so-called ‘Optimal Observable’ [67], which can be con-
structed from the pure SM cross section σSM and the new contribution to the cross
section from CP-odd terms σCP in the following way:
O = σCP
σSM
. (1.59)
The Optimal Observable approach yields a completely model-independent way of
testing CP invariance. If CP invariance holds, then the mean value has to vanish,
i.e. 〈OCP〉 = 0. An observation of a non-vanishing mean value is a clear sign of CP
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violation. In terms of matrix elements the Optimal Observables of first and second
order are defined as follows:
O1 :=
2<(M∗SMMCP-odd)
|MSM|2 , (1.60)
O2 :=
|MCP-odd|2
|MSM|2 . (1.61)
To understand the Optimal Observable, we assume we can split the matrix element
of the VBF vertex into an even and an odd part, including the parameter d˜ to
control the strength of the odd admixture. Squaring this matrix element gives us
equation 1.57. We see that O1 is the ratio between the SM term and the CP-odd
term linear in d˜, whereas O2 is the ratio between the SM term and the CP-odd term
quadratic in d˜. The first order Optimal Observable, O1, has a mean value of 0 if CP
is conserved, whereas if CP is violated (d˜ 6= 0) its mean value is shifted from zero
in the positive or negative direction, depending on the sign of d˜. Figure 1.12 shows
the distribution of the first order Optimal Observable, both in the Standard Model
case and for non-vanishing d˜ 6= 0 values, which introduce an asymmetry in the
distribution and yield a non-vanishing mean value. The second order Optimal Ob-
servable gives sensitivity to CP not only through shape differences, but also through
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an increase in the signal cross section, i.e. on the signal normalisation. However, as
mentioned in section 1.3.1, the use of an EFT complicates the exploitation of the
increase in cross section.
The final state consisting of the Higgs boson and the two tagging jets can
be characterised by seven phase space variables if the Higgs mass is specified, jet
masses are neglected and momentum conservation in the plane transverse to the
beam pipe is exploited. The Optimal Observable combines the information of the
multidimensional phase space into a single observable, which can be shown to be the
optimal variable choice in terms of sensitivity for small values of the parameter of
interest when neglecting the terms in the matrix element quadratic in it. The method
was first suggested for the estimation of a single parameter using the mean value
only [69] and via a maximum-likelihood fit to the full distribution [70] using the first
order Optimal Observable. The extension to several parameters and exploiting also
the matrix element contributions quadratic in the parameters by additionally using
the second order Optimal Observable was introduced in [71–73]. The technique has
been applied in various experimental analyses, e.g. [65, 67,74–78].
The values of the leading order matrix elements needed for the calculation of
the Optimal Observable are extracted from HAWK [79–81]. The evaluation requires
the four-vectors of the Higgs boson and the two tagging jets. The Bjorken x values
of the incoming partons x1 (x2) in positive (negative) z-direction can be derived
from the Higgs boson and tagging jet four-momenta exploiting energy-momentum
conservation as:
xreco1/2 =
MHjj√
s
e±yHjj (1.62)
where MHjj and yHjj are the mass and rapidity of the vectorial sum of the tagging
jets and the Higgs boson four-momenta. Since the flavour of the incoming and
outgoing partons cannot be determined experimentally, the sum over all possible
flavour configurations ij → klH weighted by the parton distribution functions (the
probability of finding a particular flavour of parton, see section 2.2.2) is calculated
separately for the matrix elements in numerator and denominator:
|MSM |2 =
∑
i,j,k,l
fi(x1)fj(x2)|MSM |2(ij → klH),
2<(M∗SMMCP-odd) =
∑
i,j,k,l
fi(x1)fj(x2)2<(M∗SMMCP-odd)(ij → klH)).
(1.63)
At reconstruction level, the inputs to the Optimal Observable calculation need to
be replaced by their reconstructed equivalents. The following inputs are used:
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• The reconstructed Higgs boson four-vector, being the sum of the two tau four-
vectors obtained using the Missing Mass Calculator (MMC) [82] algorithm.
The presence of neutrinos in the tau decays means that only the visible com-
ponent of the tau decay can actually be reconstructed. To obtain an estima-
tor of the full tau four-vectors, the MMC algorithm scans over each possible
configuration (accounting also for the EmissT resolution), weighting it by its
probability, and finally returns for each component the most probable value
of the scan points. For more information see section 4.1.3.
• The leading and sub-leading reconstructed jets. The jets are reconstructed
using the anti-kt algorithm with a distance parameter R = 0.4, and are subject
to channel-dependent selections on their pT and pseudo-rapidity separation,
discussed in section 4.6.
• The reconstructed Bjorken x obtained from the equations
xreco1/2 =
Mfinal√
s
e±yfinal , (1.64)
where Mfinal (yfinal) is the mass (rapidity) of the vector sum of the two leading
jets and the two τ four-vectors obtained as discussed in the preceding items.
In this analysis only the first order Optimal Observable is used. This is
primarily due to the increased complexity resulting from trying to combine O1 and
O2 (e.g. through a two-dimensional fit), compared to the relatively small gains
obtained by including the second order Optimal Observable. More specifically, the
low signal statistics in the signal region implies that a two-dimensional fit requires a
coarser binning, which in turn reduces the sensitivity compared to a one-dimensional
fit of the first order Optimal Observable with a finer binning. In the future (e.g.
Run 2), when higher signal statistics can be expected in the data, this point can
be revisited and the gains of including the second order Optimal Observable re-
evaluated. Unless explicitly specified, the expression ‘Optimal Observable’ will refer
to the first order Optimal Observable, O1.
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Chapter 2
The ATLAS Experiment
The ATLAS detector (A Toroidal LHC ApparatuS) [83] is one of four main exper-
iments situated around the ring of the Large Hadron Collider [84], located at the
European Organisation for Nuclear Research (CERN) in Geneva, Switzerland. This
chapter starts by describing the Large Hadron Collider and the sequence of accel-
erators that feed protons into the machine in section 2.1, followed by a description
of variables and concepts necessary to understand the phenomenology of proton-
proton collisions in section 2.2. An overview of the constituents of ATLAS can be
found in section 2.3, and a summary of the data taking conditions in 2012 is given in
section 2.4. The chapter is concluded by section 2.5 containing a description of the
author’s service work on muon calorimeter isolation in the ATLAS trigger system.
2.1 The Large Hadron Collider
In 1994 the construction of the world’s currently highest-energy particle accelerator
was approved by the council of The European Organization for Nuclear Research
(CERN). The machine was named the Large Hadron Collider (LHC) due to its
function as a proton-proton collider. It was installed in the existing 27 km circular
tunnel at the border between Switzerland and France in which the Large Electron-
Positron Collider (LEP) was operational until 2000. The LHC is a high-energy, high-
luminosity accelerator designed to reach an energy of 7 TeV per proton per beam,
resulting in a center-of-mass collision energy of
√
s = 14 TeV, at an instantaneous
luminosity of 1034 cm−2s−1. Much higher energies are achievable when accelerating
protons compared to electrons due to the much lower energy loss due to synchrotron
radiation, which is proportional to 1/m4. Alternatively, lead ions can be accelerated
to an energy of 1.38 TeV per nucleon to study heavy ion collisions. The first proton-
proton runs at
√
s = 900 GeV used for physics analysis were completed at the end
of 2009. Subsequent datasets were collected in 2011 at
√
s = 7 TeV and 2012 at√
s = 8 TeV, collectively called Run 1. The 2012 dataset is the basis for the work
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Figure 2.1: Illustration of the the CERN accelerator complex [85] including the
various machines used to prepare protons for injection into the LHC.
in this thesis.
The particle beams circulate in opposite directions inside two evacuated beam
pipes and are bent by 1232 super-conducting dipole magnets cooled to a temper-
ature of 1.9 K. The dipoles produce field strengths of up to 8.33 T in order to
successfully bend the proton beams at the full design energy of 7 TeV per beam.
Higher-order magnets in the form of 392 quadrupole magnets are needed to focus
the beams, and eight superconducting cavities operating at 400 MHz generate the
electric fields needed to accelerate the particles. Once the beams have reached their
target energy they will gradually lose luminosity, mainly due to collisions at the
interaction points of the four LHC experiments, limiting the useful lifetime of the
beams to approximately half a day.
The LHC storage ring is the final destination in a long line of steps needed
to produce the protons and accelerate them from rest. These include previous
CERN flagships, now repurposed to serve the LHC with high-energy protons and
ions. Some of these machines were built in the mid 20th century. The protons
are extracted by ionising stored hydrogen and are subsequently injected into the
Alvarez Proton Linac, also called Linac 2, a linear accelerator operational since
1978 capable of accelerating the protons to 50 MeV (see figure 2.1) while grouping
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them into bunches using radiofrequency (RF) quadrupoles. The protons are already
travelling at roughly 30% of the speed of light (0.3c). The next stop on the protons’
itinerary is the Proton Synchrotron Booster raising the energy to 1.4 GeV (0.9c).
The oldest of the accelerators, the Proton Synchrotron (PS) from 1959, followed by
the Super Proton Synchrotron (SPS) then take over to further raise the energy to 25
GeV (0.999c) and 450 GeV (0.99997c) respectively. The PS additionally generates
the bunch train structure used at the LHC. The design pattern specifies bunch
trains consisting of 72 bunches with a temporal spacing of 25 ns followed by empty
buckets taking up 320 ns. However, in the 2012 dataset analysed in this thesis a
bunch spacing of 50 ns was used. 39 bunch trains are filled into the LHC at the
design conditions, with each bunch containing approximately 1011 protons. Once
the protons have been accelerated by the SPS and having already travelled more
than 6 million kilometers in the process, they are ready to be injected into the LHC
storage ring. Here they are accelerated to their final energy and collided at the
detectors placed around the ring, of which the four main experiments are ALICE,
ATLAS, CMS, and LHCb.
The choice of a hadron collider as the next big CERN endeavour should be
seen in the context of the state of particle physics in general. When the LHC was
commissioned, the main goals of the physics community were to either complete the
Standard Model picture by discovering the Higgs boson or perhaps extend knowledge
beyond the Standard Model by finding evidence for theories such as supersymmetry,
technicolor or extra dimensions. Colliding hadrons is ideal for this purpose due to
their composite nature, resulting in a wide range of energies accessible at the same
operating parameters of the machine and at the same center-of-mass energy. This
makes hadron colliders able to scan a large phase space and a wide interval of particle
masses. Hadron colliders are often called ‘discovery machines’ for this reason. The
disadvantage is the chaotic conditions of the collisions generating a large amount
of background, which sets high demands on the granularity and time resolution of
the detectors and lowers the possible precision of the measurements. Had the basic
particles already been discovered, precision measurements would be the preferred
choice. This is easier with electron-positron colliders such as CERN’s Compact
Linear Collider (CLIC) or the proposed International Linear Collider (ILC). Using
leptons (elementary particles) provides a very clean environment to perform preci-
sion measurements at a narrow energy range. It is however entirely possible that
the conditions at a hadron collider could prevent the discovery of certain types of
particles, where elementary particle colliders could end up being the first to discover
them.
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2.2 Proton-Proton Collider Physics
This section describes a number of concepts that are necessary in order to under-
stand and work with the collisions of high-energy protons, from calculations of the
beam intensity as a function of time to a mathematical description of the parton
interactions inside the protons and the subsequent evolution of the resulting final
state particles.
2.2.1 Luminosity
High-energy collision experiments are usually focussed on measuring event rates in
a predefined region of phase space. The instantaneous luminosity of a particle beam
is defined as the relation between the number of observed events of a given kind of
interaction per unit time and the cross section σ for that interaction to occur:
Nevt = Lσ. (2.1)
Given that a particle beam has been circulating for some time interval T with a
time-dependent luminosity L(t), the integrated luminosity during that time interval
is then
L =
∫ T
0
Ldt, (2.2)
which can be calculated in a collider experiment as
L = N
2
b nbfrevγ
4piεnβ∗
. (2.3)
The variables used in the calculation are the number of particles per bunch Nb, the
number of bunches per beam nb, the frequency of revolution frev, the relativistic
gamma factor γ, the emittance of the beam in the transverse direction εn and the
beta function at the collision point β∗. The emittance is a constant determined by
the initial conditions when the beam was formed and describes how closely packed
the protons are in the beam. The beta function varies along the collider ring and
is a measure of the focussing strength of the quadrupole magnets in a particular
point. β∗ can be interpreted as the distance from the interaction point where the
beam width is twice as wide as the focus point. This value should be scaled by a
geometric factor depending on the crossing angle between the beams.
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2.2.2 Parton Distribution Functions
The non-elementary nature of hadrons complicates the theory of their interactions.
The individual partons inside the protons in a collider beam can in principle have
momentum in all three spatial directions, but the extremely high momentum in
the beam direction and the effort to collimate the beam makes the perpendicular
momentum components negligible, and they will not be treated in the following.
In a collision between two protons it is possible for one or more partons from each
proton to interact with each other. The interacting partons can be valence quarks,
sea quarks or gluons. Two energy scales are usually identified as the soft scale at
energies below ∼ 200 MeV where the running strong coupling constant is of order
1 or higher, meaning QCD is non-perturbative, and the hard scale at considerably
higher energies, where the partons can be considered free particles during their
interaction. The present analysis is focused on the hard interactions, which are the
only kind of interactions involving the required amount of energy to produce an SM
Higgs boson. In case the hard process produces a coloured particle, it may emit
a gluon as final state radiation (FSR), or one of the interacting partons may emit
a gluon before the hard interaction, which is called initial state radiation (ISR).
Gluons with sufficient energy can change the topology of the event in the detector
by producing jets. These arise in a subsequent process where the gluons undergo
parton showering, creating a swarm of quarks and gluons, and finally hadronise into
a jet of colour neutral particles. If the partons participating in the interaction are
denoted i and j, then the fraction of the hadron momentum Phadron carried by each
of them, called the Bjorken x values, can be written as
xi,j =
Pi,j
Phadron
. (2.4)
This determines how much momentum/energy is available to the produced particles
following the collision. The probability of a collision taking place involving par-
tons with certain x-values is contained in the parton distribution functions (PDFs)
fi(x), where i is the particular parton involved. The PDFs are crucial elements
in the theoretical calculations of particle production cross sections. According to
the factorisation theorem for deep inelastic scattering [86,87] the total cross section
can be calculated from two independent contributions describing the characteristics
of interactions over relatively long and short distances respectively, with the PDFs
taking the role of the long distance part. The hard process (partonic) cross sections
that are calculable from perturbative QCD constitute the short distance part. The
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Figure 2.2: Illustration of a parton interaction in a proton-proton collision. The
partons i, j have probability densities fi,j(x) to have a fraction x of the proton
momentum, and the cross section of the hard interaction producing some final state
X is σi,j .
factorised cross section can then be calculated as
σpp→X =
∑
ij
∫ 1
0
dx1
∫ 1
0
dx2fi(x1, µf )fj(x2, µf )× σˆij→X(x1P1, x2P2, µf ), (2.5)
where µf is the factorisation scale that describes the proton model and σˆ is the
partonic cross section that is theoretically calculable from perturbative QCD. Ac-
cording to the value of µf the proton can either be approximated by the valence
quark model or the more complicated picture where sea quarks and gluons are
also prevalent. As the PDFs describe the proton binding mechanism in the non-
perturbative QCD energy region, these cannot be calculated from first principle
but must be obtained as experimental fits to large sets of data. Several groups
are dedicated to obtaining these fits, among which the results of the Coordinated
Theoretical-Experimental Project on QCD (CTEQ) [88, 89] are widely used. The
main experimental inputs come from data collected in lepton-nucleon deep-inelastic
scattering experiments such as HERA that are able to constrain the quark PDFs, as
well as processes including vector boson fusion and single-inclusive jet production.
Another collaboration supplies the Martin-Stirling-Thorne-Watt parton distribution
functions (MSTW) [90]. Major uncertainties in the PDF fits include the experimen-
tal uncertainties on the fitted data, uncertainties on the strong coupling parameter
αs and the parametrisation of the fit function. The probability functions are depen-
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Figure 2.3: The MSTW 2008 Parton Distribution Functions [90] at a momentum
transfer scale of Q2 = 10 GeV2 (left) and Q2 = 104 GeV2 (right). Both valence
quark, sea (anti-)quark and gluon functions are shown.
dent on the energy scale, also called the momentum transfer scale, involved in the
interaction. This is the product of the energies of both partons, Q2 = xixjs. Since
radiative processes become more prevalent at higher Q2 the PDFs will be biased
towards lower x-values when the energy scale increases. An illustration of a proton-
proton collision with a single parton interaction is given in figure 2.2. Figure 2.3
shows the MSTW 2008 PDFs at two values of Q2.
2.2.3 Partonic Cross Sections
In the high-energy perturbative limit of QCD the total partonic cross section of an
interaction can be expanded in powers of αs:
σˆij(µf ) =
∞∑
n=1
αns (µr)σˆn(µf , µr), (2.6)
where µr is the renormalisation scale factor on which the running strong coupling
constant α is dependent. The SM is a renormalisable theory, which allows a redefi-
nition of the coupling constants that absorbs divergencies that would otherwise lead
to infinities, and the final observable cross section does not depend on µr. In prac-
tice it is only possible to calculate the partonic cross sections up to a certain order,
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Figure 2.4: Standard Model cross sections as a function of the centre-of-mass
energy at the Tevatron (proton-antiproton) for
√
s < 4TeV and at the LHC for
higher energies [87].
leaving a residual dependency in the result. Uncertainties due to the missing higher
orders in the calculation are therefore usually estimated by varying both µr and µf .
At each order in αs the cross sections can be calculated through the Feynman rules
given by the theory. The leading order calculation is followed by higher orders de-
scribing virtual (loop) corrections as well as real emissions. Figure 2.4 shows cross
sections for the production of common particles at the LHC as a function of the
centre-of-mass energy.
It is usually necessary to perform higher order calculations using numerical
methods due to their complexity. In order to simulate event kinematics, differential
distributions as functions of the phase space variables are needed. Dedicated event
simulation programs called Monte Carlo generators [91] are employed to perform the
numerical integration and generate particles according to the resulting kinematic
distributions. As the LHC collides protons containing strongly interacting particles,
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events with multiple jets in the event, also called QCD multijet events, are common
and greatly contribute to the background in many physics analyses.
2.3 The ATLAS Detector
ATLAS is a general purpose detector designed to have excellent resolution on all
final state objects needed to reconstruct high-energy collisions. Its design produces
the required sensitivity to search for the SM Higgs boson within the first few years
of running and to seach for new particles beyond the SM at the TeV scale. These
requirements necessarily make ATLAS a complex combination of many subdetectors,
each with its own specialised purpose. The operating parameters of the LHC also
impose constraints on the detector parts. ATLAS is a forward-backward symmetric
detector and contains a solenoid manget with a strong magnetic field of 2 T required
to bend high-pT charged particles and enable momentum and charge measurements.
Three toroid magnets provide a separate momentum measurement for muons. The
high nominal luminosity of 1034 cm−2s−1 demands a high time resolution of the
various detectors as well as fine-grained tracking due to high particle multiplicities.
As the physically largest of the four main detectors at the LHC, ATLAS is 44 m
long and 25 m high while weighing 7,000 tonnes. It is installed at Point 1 in the
Figure 2.5: Full view of the ATLAS detector illustrating the placement of tracking
systems, calorimetry, muon spectrometer and magnets.
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LHC ring, situated very close to CERN’s Meyrin site. Figure 2.5 gives a schematic
overview of the ATLAS detector and its subcomponents, which will be discussed in
the following sections.
2.3.1 Definition of Coordinates and Variables
The basis for all spatial calculations in ATLAS is a right-handed cartesian coordinate
system with its origin placed at the nominal interaction point at the center of the
detector. The z-axis is oriented in the direction of the beam pipe, while the positive
x-axis is defined to point towards the center of the LHC ring, and the positive
y-axis points upwards. Thus the xy-plane is orthogonal to the direction of the
particle beams. Alternatively, a cylindrical coordinate system can be used, which
is more convenient when describing rotationally symmetric properties. This defines
the radial distance from the beam pipe in the xy-plane as r =
√
x2 + y2 and the
azimuthal angle in the xy-plane as φ = arctan(y/x), while the polar angle from the
beam direction is θ = arctan(r/z).
A widely used variable in particle physics is the rapidity y = 12 ln[(E +
pz)/(E − pz)]. It relates different relativistic frames of reference by describing the
hyperbolic angle associated with the Lorentz boost necessary to transition from
one frame to the other. Its additive nature under such Lorentz boosts makes it
useful compared to the complex rules of velocity addition. The polar angle θ can
be substituted with the so-called pseudorapidity η defined as the low mass limit of
rapidity: η = limm→0 y. This quantity is useful for highly relativistic particles where
η ∼ y since the kinetic energy is dominant. The pseudorapidity can be written as
η = − ln
(
tan θ2
)
. (2.7)
The initial momentum of the interacting partons along the z-direction is not known
due to the nature of the collisions described in section 2.2.2. Only the transverse
component is known. A very good approximation is that the initial transverse
momentum is zero. This is not an exact statement since transverse fluctuations can
also occur, but at such low scales that the above approximation is possible. The
natural way to express quantities such as momentum and energy is thus by using
their transverse component:
pT =
√
p2x + p2y = p sin(θ), (2.8)
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ET =
√
m2 + p2T cosh η. (2.9)
Another important concept is that of missing transverse energy, EmissT . It refers
to energy that is not detected but is necessary to uphold energy and momentum
conservation in a collision. Particles such as neutrinos are not directly detected due
to their feeble interaction strength, so the only practical way to infer their existence
is by applying conservation laws and calculating the direction and amount of missing
energy. The missing transverse energy is defined as
EmissT = −
∑
i
(pT )i. (2.10)
In isolation studies and other analyses where it is important to know how close the
produced particles are to each other when traversing the detector, the quantity ∆R
is defined to describe the angle between the trajectories of any two particles. It is
defined in the η–φ plane as
∆R =
√
(∆η)2 + (∆φ)2. (2.11)
This definition takes into account the fact that on average the distribution of parti-
cles is uniform in both φ and η (for |η| below a certain threshold depending on the
collision energy, defining a ‘rapidity plateau’). The detector granularity also reflects
this.
2.3.2 The Inner Detector
The innermost part of ATLAS, the Inner Detector (ID), is designed to provide high
precision tracking of electrically charged particles for |η| < 2.5 and enables the
reconstruction of particle momenta, primary collision vertices as well as secondary
vertices of decaying particles. It is designed to have a relative transverse momentum
resolution of σpT /pT = 0.05%pT
⊕ 1% [92], where the term proportional to pT is
due to the spatial resolution of the detector and the constant term is due to multiple
scattering. This is achieved by a combination of three distinct detection systems,
each utilising different technologies. Placed closest to the beam pipe are two silicon
based subsystems named the Pixel and SCT detectors providing pixel tracking and
silicon strip detection. A detector based on straw tubes (TRT) is positioned as
the third system, which provides both tracking and electron identification based on
transition radiation detection at |η| < 1.9. Figure 2.6 shows the layout of the ID
and its three tracking subdetectors.
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Figure 2.6: An illustration of one half of the Inner Detector showing the relative
placement of the layers in the Pixel, SCT and TRT with respect to the beam pipe
(radius) and central collision point (z-axis).
As a tracking system, the Inner Detector is designed to minimise the interac-
tion of the produced particles with the detector services and support structure to let
particles reach the outer detector parts while losing as little energy as possible. The
material budget is a trade-off between the desired low interaction rate and the need
for a stable mechanical structure, readout electronics, cooling etc. The amount of
material that particles must traverse is given in units of interaction lengths, which
is the mean distance traversed by a high energy electron through the material be-
fore it only possesses 1/e of its initial energy. The ID material budget is displayed
graphically in figure 2.7.
The Pixel Detector
The detector system positioned closest to the beam pipe is the Pixel detector. It
consists of 1744 pixel modules, each having an active detection area of 63×19 mm2,
a thickness of 250 µm and each containing 46080 pixels. The modules are arranged
in three layers parallel to the beam pipe at 0 < |η| < 1.7 (barrel) complemented
by three vertical disks on each side covering the interval 1.7 < |η| < 2.5 (endcap).
All three layers have identical tracking precision with each module having a spatial
resolution of 10(R− φ) 115(z) µm.
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Figure 2.7: The material budget for various parts of the Inner Detector given in
radiation lengths (X0) as a function of |η|. The distribution has been averaged over
φ. The central region (low |η|) is most sensitive to new physics, and the material
budget is accordingly very low in this region.
With its first layer positioned at a radius of just 50.5 mm from the beam pipe
the Pixel detector is necessarily designed using highly radiation resilient materials.
The proximity to the proton interactions makes the Pixel detector essential for
reconstructing secondary vertices of short-lived particles, which is used extensively
in e.g. b-physics.
For each triggered collision event a list of hits is provided by the Pixel de-
tector. The discrimination between noise and signal in each pixel cell is done using
a voltage threshold. The initial analogue charge signal first needs to be amplified
and is then compared to the discrimination threshold. The signal is subsequently
digitised to contain the spatial coordinates of the hits as well as the Time over
Threshold (ToT). Since the pixel cells have been calibrated to have a linear ToT
response versus charge deposition, the energy loss dE/dx of particles traversing the
cell can be obtained. The response is tuned such that minimum ionising particles
(MIPs) correspond to a specific ToT.
The Semi-Conductor Tracker
The SCT resembles the Pixel detector in function and layout with barrel and endcap
sections but relies on narrow silicon strips instead of pixels. A module contains
two sensors, each containing 768 active strips with a thickness of 285 µm that are
mounted back-to-back on the modules at a slight angle of 40 mrad. This enabes
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the SCT to measure position also in the z-direction and thereby provide three-
dimensional space points with an accuracy of 17 µm in the R–φ plane and 580 µm
along the z-axis. The total number of 4088 modules are placed in four coaxial layers
in the barrel region and 9 disk layers in each of the two endcaps. The modules cover
an area of 63 m2 which gives almost hermetic coverage with potential for a least
four space-point measurements at all pseudorapidities |η| < 2.5.
The Transition Radiation Tracker
The Transition Radiation Tracker (TRT) exploits the phenomenon of transition
radiation emitted by charged particles when they pass a boundary between two
dielectric materials. The intensity of the emitted transition radiation is proportional
to the γ-factor of the particle, which enables good discrimination between particles
such as electrons and pions due to their mass difference. The TRT is constructed
from proportional chambers consisting of straws within a radiator material in such a
way that the probability of transition radiation by relativistic particles is maximised.
The emitted photons have a typical energy of a few keV, corresponding to X-rays.
The TRT thus has finely developed particle identification (PID) capabilities for
the purposes of discriminating e.g. pions from electrons. The straw resolution
is 140 µm (R-φ), and the total number of hits per track averages at 35. The
readout is performed using two threshold values with the low threshold (LT) tuned
for minimum ionising particles at 250 eV, while the high threshold (HT) triggers at
∼6 keV for identification of transition radiation.
The straws are made of mylar coated kapton and have a radius of 2 mm.
The cathode consists of a 0.2 µm aluminium layer in the form of a coating on the
inside of the straws, while the central anode is a 31 µm wide tungsten wire with a
gold coating. The medium in the straws consists of 70% Xe, 27% CO2 and 3% O2.
The TRT amounts to a total number of 298,304 straws arranged in two endcaps,
each with 122880 straws, and a barrel region with 52544 straws, covering pseudo-
rapidities up to |η| < 2.
2.3.3 Calorimeters
Outside the Inner Detector the particles reach electromagnetic and a hadronic
calorimeter systems designed to measure particle energies through absorption. The
electromagnetic calorimeter is designed to fully absorb electrons and photons and
measure the resulting cascades of electromagnetic bremsstrahlung and e+e− pair
production. The goal of the hadronic calorimeter is to contain and measure hadronic
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Figure 2.8: Cut-away view of the ATLAS calorimeter system [83].
showers of high-energy hadrons. The combined calorimeter system covers pseudo-
rapidities up to |η| < 4.9. It is of a sampling design with alternating layers of passive
material that initiates showering and active scintillating material that is able to de-
tect the resulting particles. The calorimeters are divided into segments in both
the longitudinal and azimuthal direction, which provides spatial resolution and the
ability to reconstruct the three-dimensional position of a particle shower. This can
be used in photon reconstruction and detection of missing transverse energy from
weakly interacting particles such as neutrinos that escape the calorimeters. Con-
trary to the tracking purposes of the ID, the calorimeters are designed to absorb
the full energy of the particles. The combined depth should therefore correspond to
a large number of radiation lengths X0, the mean length after which the energy of
an electron is reduced by a factor of 1/e from bremsstrahlung. The placement of
the calorimeter systems is detailed in figure 2.8, and the pseudo-rapidity coverage
of each calorimeter system can be seen in figure 2.9.
The Electromagnetic Calorimeter
The electromagnetic calorimeter system is built as a liquid argon (LAr) sampling
calorimeter with lead absorber plates. It is constructed with a hermetic and fine-
grained accordion geometry with a high energy precision of σE/E = 10%/
√
E/GeV⊕
0.7%. The lead plates have a thickness of 1.13 to 1.53 mm depending on the module.
The electromagnetic barrel (EMB) calorimeter covers the region 0 < |η| < 1.475 and
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Figure 2.9: Overview of the Tile and LAr calorimeters and their η coverage.
consists of 4 layers. The electromagnetic endcap (EMEC) calorimeter also consists
of 4 layers and covers the region 1.375 < |η| < 3.2.
The layered design provides additional information about the radial develop-
ment of particle showers. The first layer is called the strip layer and has a granularity
of ∆η × ∆φ = 0.0031 × 0.098 in the barrel. The second and thickest layer has a
granularity of ∆η ×∆φ = 0.025 × 0.0245 and covers 16 radiation lengths X0. The
third layer helps measure the tails of electromagnetic showers that can help distin-
guish between electromagnetic and hadronic processes due to the longer interaction
length of the latter. A single 11 mm thin LAr layer called the presampler is placed
in front of the main EM calorimeter in the region 0 < |η| < 1.8 to provide an addi-
tional measurement before the first sampling layer to help correct for energy losses
occurring in the ID and the support structure.
The Hadronic Calorimeter
The hadronic calorimeter is based on different technologies depending on the pseu-
dorapidity and generally has a lower granularity then the EM calorimeter. The
resolution of the hadronic barrel and endcap calorimeters is typically σE/E =
50%/
√
E/GeV ⊕ 3%, rising to σE/E = 100%/
√
E/GeV ⊕ 10% in the forward
calorimeter. In the barrel region it is based on active plastic scintillating mate-
rial interleaved with steel tiles as absorbant, earning it the name ‘tile calorimeter’.
It covers radii from 2280 mm to 4230 mm while the η coverage extends to |η| . 1.7.
The calorimeter is subdivided into a central barrel covering |η| . 1.0 and an ex-
tended barrel covering 0.8 . |η| . 1.7. Both barrel parts are divided into 64
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modules spaced evenly in azimuthal angle φ. The cell granularity in the barrel re-
gion of the tile calorimeter is ∆η × ∆φ = 0.1 × 0.1 in the first two layers, while
the third layer has half this granularity. The radial depth of the tile calorimeter is
approximately 7.4 interaction lengths resulting in a very low probability of hadronic
particles punching through to the muon system.
In the endcap region a LAr-based system has been chosen for its radiation
hardness and linearity as well as the possibility of replacing the argon over time as
it gets ionised. The two disks cover the region 1.5 < |η| < 3.2 and are built using
interleaving sections of copper and liquid argon. For |η| < 2.5 the calorimeter cell
granularity is ∆η ×∆φ = 0.1 × 0.1. At higher pseudo-rapidities the granularity is
twice as coarse. An additional forward calorimeter, also LAr-based, covers the far
forward region 3.1 < |η| < 4.9 and acts as both an electromagnetic and hadronic
calorimeter. Of the three layers, the first uses copper as absorber material and is
designed for electromagnetic interactions, while the two following layers are based
on tungsten to absorb hadronic showers.
2.3.4 The Muon Spectrometer
The Muon Spectrometer (MS) is the outermost and hence the last part of ATLAS
that particles can potentially meet on their trajectory. It is designed to detect
charged particles that are able to penetrate the calorimeters, and to measure their
momentum for |η| < 2.7. The momentum measurement is enabled by large toroid
magnets. Depending on the radius r and azimuthal angle φ the field strength has
values from 0.15 T to 2.5 T. To give a sense of the momentum resolution achievable
in the MS, a track with three MDT hits has a relative uncertainty of
σp
p
= ∆S × p500 µm , (2.12)
with an assumed sagitta resolution ∆S of 45 µm. This corresponds to a resolution of
∼ 10% for a 1 TeV track. A wide range of detector technologies are used in the MS
including monitored drift tubes (MDT), multi-wire proportional chambers (cath-
ode strip chambers, CSC), resistive plate chambers (RPC) and thin gap chambers
(TGC), where the last two technologies are used for triggering. For an illustration
see figure 2.10.
The trajectories of muons are measured by MDTs, CSCs and TGCs with
varying response times and resolutions. The MDTs are drift chambers with alu-
minium tubes filled with a gas mixture containing argon and CO2 at a pressure of
about 3 bar. Ionised electrons are collected by tungstenrhenium wires at a voltage
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Figure 2.10: The positions of the various parts of the ATLAS muon system.
of 3080 V. The chamber sizes increase in direct relation to their distance from the
interaction point. The MDT chambers cover the region |η| < 2.7, except for the
innermost layer where they are replaced by CSC chambers for 2 < |η| < 2.7. In the
barrel region they are arranged in three layers at radii between 5 and 10 m from
the beam pipe, while the endcap has four wheels placed at |z| = 7.4 m, 10.8 m, 14
m and 21.5 m. The large restitution time inherent to the MDT technology of close
to a µs makes it unfit for use at high pseudorapidities with high particle occupancy,
but in the central detector region it provides very precise spatial resolution.
The CSC technology is used in the forward areas 2.0 < |η| < 2.7 where the
MDTs can no longer cope with the high particle flux. The CSCs measure both track
coordinates simultaneously through charge collected on two planes of orthogonal
strips. Tracks are measured in four CSC planes, which is less than in the MDTs,
but the faster response time helps regain tracking precision. The total area covered
by CSC chambers is ∼65m2.
Two complementary triggering systems with high time resolution are in place
in the MS. RPCs are in place in the range |η| < 2.4. These consist of two parallel
electrode plates with a gap of 2 mm filled with a gas mixture. The plates have
an electric field of 4.9 kV/mm and are orthogonally segmented to provide two-
dimensional hits. The chambers are mounted in front of and on the back of the
middle MDT layer, as well as on the back of the outer MDT layer. The two innermost
layers of the end cap wheels are also equipped with TGCs that provide triggering
information and an additional hit for the muon momentum measurement. The time
resolution of the triggering technologies is on the order of nanoseconds to successfully
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identify the bunch crossing that each track belongs to.
2.3.5 The ATLAS trigger system
Given the extremely high luminosity at which the LHC is designed to run, it is
impossible to record every single event. At the 50 ns bunch spacing used in 2012,
bunch crossings occur at a rate of 2 · 1/(50 · 10−9s) = 40 MHz. The collision
rate is several times higher if one includes pile-up. This should be compared to
the capabilities of the storage system, which could only record approximately 400
events per second in the same time period. It is therefore necessary to rely on
complex algorithms to quickly select only the events that are interesting for physics
analysis. For this purpose the ATLAS trigger system has been developed as custom-
built hardware placed locally at the detector followed by a data farm based on
commercially available computers.
The trigger system used in 2012 is designed to run in three stages/levels1.
The hardware based Level 1 (L1) trigger starts by selecting signatures from high-pT
particles in the muon spectrometer or calorimeters at reduced granularity. Within
a decision time of 2.5 µs it accepts or rejects events made up of simplified detector
information. Energy deposits in the calorimeters are searched for maxima using
sliding window algorithms defining so-called trigger towers, and for each accepted
event the L1 trigger defines a region of interest (RoI) containing the identified trigger
object. L1 electron and photon objects are defined as windows of 2 × 2 trigger
towers in the EM calorimeters, while trigger objects for the identification of hadronic
tau decays consider towers from both EM and hadronic calorimeters. The process
is illustrated in figure 2.11 (a). The L1 muon trigger makes use of coincidence
requirements on the trigger chambers. When a hit is found in the first layer, it
defines a geometrical coincidence window inside which additional hits are searched
for in the outer layers. The centre of the window is placed on the expected impact
point of a straight (infinite momentum) track with its origin at the interaction point
of the event. The momentum threshold of the specific trigger defines the size of the
window in order to include tracks with the corresponding amount of bending in the
magnetic field. Figure 2.11 (b) gives a visual representation of this procedure. An
estimate of the missing transverse energy is also calculated at L1 using the scalar and
vectorial sum of the energy deposits. The central trigger processor (CTP) then takes
decisions based on the reconstructed information using logical expressions stored in
look-up tables. The L1 trigger is designed to reduce the output rate to the order of
1The trigger system has since evolved into a two-stage system, unifying the L2/EF software
levels.
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Figure 2.11: Illustration of (a) the L1 electron, photon and hadronic tau trig-
ger algorithms and (b) the L1 muon trigger based on coincidences in momentum
threshold dependent windows [83].
75 kHz.
Events that pass the L1 trigger have their detector information within the
L1 RoI passed on to the Level 2 (L2) software trigger. Depending on the identified
objects in the RoI, different dedicated L2 chains are called. The L2 analyses the
data at full granularity and precision within the RoI, which corresponds to roughly
2% of the total event data. It has access to more detailed reconstruction algorithms
including information about ID tracks. This reduces the rate output to approxi-
mately 3.5 kHz. The final stage of the event selection is carried out by the event
filter (EF), which performs a full event reconstruction at full detector granularity.
The EF algorithms are closely related to those used oﬄine, requiring a processing
time of about 4 seconds. This step again reduces the event rate to about 400 Hz,
double the design output rate of 200 Hz due to the availability of extra computing
and storage resources [93]. Events passing the complete trigger system are then
stored permanently and reconstructed oﬄine.
2.4 Data Taking with ATLAS in 2012
The LHC completed its first run period, called Run 1, in 2013. A gradual increase
in the injection energy brought the centre-of-mass energy from 900 GeV starting in
November 2009 up to 8 TeV in 2012. In parallel, the luminosity was increased such
that the 2012 dataset comprised 21.3 fb−1 of recorded data compared to just 45
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Figure 2.12: Cumulative integrated luminosity recorded by ATLAS (yellow) as a
function of date in 2012, compared to the amount of luminosity delivered by the LHC
(green) and the fraction of this luminosity that passed basic quality requirements
and was deemed ‘good for physics’ (blue) [94].
pb−1 in 2010 [94]. The data taking efficiency during the entire run was above 90%.
A further small reduction in the size of the dataset used in actual physics analyses
is caused by periods with detector modules being oﬄine or otherwise performing
suboptimally. Figure 2.12 shows the integrated luminosity as a function of time as
well as the efficiency of the ATLAS data collection and the fraction of this data
passing basic quality criteria in 2012.
As the luminosity increased, so did the number of proton-proton collisions
per bunch crossing, from roughly 3–5 at the start of 2011 to a maximum of about
35 in 2012. The phenomenon on multiple interactions within one bunch crossing is
usually termed pile-up. The contributions from pile-up to the event reconstruction
can be divided into in-time pile-up if the additional interactions happened within the
same bunch crossing, and out-of-time pile-up if interactions from an earlier bunch
crossing have an effect on the reconstruction of the current event, which can happen
if the bunch spacing is smaller than the time it takes for the detector readouts to
return to their neutral state after receiving a signal. Figure 2.13 shows the mean
number of interactions per bunch crossing in the 2012 dataset.
The operation of the LHC is organised in runs with a duration of the order of
a day or less. Hence, the ATLAS data taking follows this run structure by defining
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Figure 2.13: The mean number of interactions per bunch crossing at
√
s = 8 TeV
in 2012 [94].
periods where the data acquisition system is active. A run is further subdivided
into luminosity blocks, which define the smallest unit of data taking in ATLAS.
The aim is for each luminosity block to contain the same amount of data, making
their duration luminosity dependent. Data quality is monitored during data taking
in all detector subsystems by both automated systems and personnel to ensure
that the detector performance in each run is suitable for physics analysis. Smaller
shortcomings in a run such as individual defective calorimeter cells can be flagged
before reconstruction, while more severe errors such as entire subsystems being
oﬄine are catalogued in a database recording the data quality in each luminosity
block. Analysers may then use this database to create Good Run Lists (GRLs)
containing the runs and luminosity blocks with good detector performance in the
subsystems relevant for their analysis.
2.5 Muon Calorimeter Isolation
The calorimeter isolation energy of a muon is defined as the transverse energy within
a ∆R cone centred on the muon track, typically of size 0.2. Extra activity in the
event will deposit energy that does not come from the muon, and the amount of
energy depends on the process from which the muon originates. For example, muons
from W and Z decays are typically fairly isolated with little extra activity in close
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Figure 2.14: Muon calorimeter isolation energy within a cone of width ∆R < 0.2
for simulated muons from Z → µµ events at √s = 13 TeV. Distributions are shown
for the uncorrected energy (blue), the result of subtracting the core energy within
∆R < 0.1 (red) and the final correction subtracting both the core energy and the
ambient energy in the detector (black).
proximity to the muon track, while muons from b- and c-jets or from kaon and
pion decays will contain larger amounts of energy within the muon isolation cone.
The isolation energy can therefore help discriminate between different decay types.
The isolation variable should ideally contain only the energy stemming from the
remaining decay products other than the muon, so the muon self-energy within a
smaller core cone as well as energy stemming from pile-up and the underlying event
need to be subtracted to the extent possible.
Online calorimetric muon isolation in Run 1 was performed at the L2 trig-
ger level and was based on simple addition of calorimeter deposits within conical
sections. This proved to have some separation power, but is insufficient in the high
pile-up environment of Run 2 and beyond, where the efficiency of the algorithm is
severely reduced. To ensure compatibility with the new high level trigger design for
Run 2, the algorithm was rewritten to run in the combined L2+EF high level trig-
ger (HLT), and more advanced methods of calorimeter energy measurements were
employed to increase accuracy and reduce the impact of pile-up. In the intervening
time between the initial development of the L2 algorithm and the start of Run 2
several tools and algorithms that were previously only accessible oﬄine had been
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Figure 2.15: Efficiency of the muon calorimeter isolation trigger algorithm in
simulated Z → µµ events as a function of the mean number of interactions per
bunch crossing 〈µ〉, plotted at a total signal efficiency of 70%. Efficiencies are
shown for the core energy subtraction including (black) and excluding (red) the
energy density subtraction.
made available for online use. Among these is a common isolation tool interface
that can access pre-calculated isolation variables based on topological clusters (see
section 3.2) and with the ability to correct for the mean ambient energy density in
the central and forward calorimeter regions separately (central region: |η| < 1.5,
forward region: |η| > 1.5 and |η| < 3.0) as an estimate of the energy contribution
stemming from the underlying event and pile-up. Figure 2.14 shows the deposited
energy estimated using topological clusters within a cone of ∆R < 0.2 around muons
in simulated Z → µµ events. Collisions were simulated at √s = 13 TeV with a range
of pile-up conditions corresponding to an average number of interactions per bunch
crossing of roughly 10–40. Energy distributions are shown for the total energy within
the isolation cone and after the subtraction of the muon core cone energy and the
ambient energy. Both absolute (ET ) and relative (ET /pmuonT ) isolation variables are
used in isolation studies. Since the muon self-energy is always a fraction of the full
energy in the cone, the resulting isolation variable after the core cone subtraction
will always be positive or zero. The ambient energy estimate is independent of the
isolation energy and therefore has the potential to result in a negative final isolation
energy.
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The trigger efficiency as a function of pile-up is shown in figure 2.15 using
relative isolation including the corrections subtracting the muon self-energy alone
and in combination with the ambient energy subtraction. The isolation threshold
was chosen separately in the two cases such that the total algorithm efficiency was
70%. A stronger dependence on pile-up is observed when the ambient energy is not
subtracted, indicating that this correction could help increase the trigger efficiency
and robustness in future ATLAS runs with high pile-up conditions.
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Chapter 3
Event Reconstruction
Following the online trigger event selection, for both real and simulated data, events
are stored as raw readout data from the detector. They are then run through chains
of algorithms in an oﬄine environment designed to reconstruct particles, spatially
connected energy deposits and other event kinematics that the ATLAS detector is
sensitive to, including charged particle trajectories (tracks), electrons, muons, tau
leptons, photons, collimated jets of particles and missing transverse energy. Anal-
yses investigating the H → ττ decay are slightly unusual in the sense that they
require the reconstruction of every object type except photons. Algorithms at the
start of a chain usually consist of routines that reconstruct tracks with associated
four-momenta from individual hits in the tracking detectors or build clusters of
calorimeter cell energies from topologically connected energy deposits. Variables
can also be constructed to aid in the discrimination between different types of parti-
cles. This higher-level information can then be exploited in the subsequent particle
reconstruction and identification algorithms. As is the case with the high-level
software-based online trigger levels, the oﬄine event reconstruction algorithms are
implemented and organised using the Athena [95] framework.
This chapter will describe the relevant object reconstruction in H → ττ
events and its performance in both the 2012 ATLAS data and the corresponding
simulated samples. In cases where details differ between τ`τ` and τ`τhad, the em-
phasis will be on τ`τhad. Tracks and vertices are introduced in section 3.1. Together
with clusters of calorimeter energy deposits described in section 3.2 these form
the building blocks used to reconstruct physics objects such as light leptons, jets
and hadronically decaying taus that are treated in sections 3.3 to 3.6. Although
neutrinos cannot be directly reconstructed in the detector due to their negligible
interaction cross section, their presence in an event can be inferred through the
identification of missing transverse energy as described in section 3.7. These are not
meant as exhaustive descriptions of the algorithms, but rather as a summary of the
reconstruction and how the objects are used in the analysis.
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3.1 Tracking and Vertexing
Particles with an electric charge can leave signals, also called hits, in the tracking
detectors. Algorithms [96] are employed to combine the spatial coordinates of these
hits into tracks consistent with particle trajectories and estimate their momenta.
The default reconstruction of tracks with pT > 400 MeV is an inside-out procedure
starting from seed tracks in the pixel and SCT detector layers, extrapolating the
resulting tracks to the TRT according to the magnetic field strength and detector
material present in the ID. Compatible track segments in the TRT are then combined
with these to form improved trajectory and momentum estimates. In the case
of secondary tracks originating from particle decays at larger radial distances, an
outside-in procedure can be used to produce TRT seed tracks that are extrapolated
towards the interaction vertex and combined with track segments in the pixel and
SCT detectors. The precision with which a track is reconstructed depends on the
number and placement of hits in the various subdetectors, and quality criteria are
imposed to reject tracks with poor reconstruction. These can include a minimum
number of hits in the silicon detectors as well as the requirement of a hit in every layer
of the pixel detector. Track quality criteria can differ slightly between reconstruction
algorithms for different types of particles (electrons, muons, hadronic taus etc.) and
are defined by their respective ATLAS performance groups according to the detector
conditions in a specific data taking period.
By comparing the z-positions of reconstructed tracks at the beamline they
can also be used to identify primary interaction vertices. The z-position of a track
is used as a vertex seed in an iterative χ2 fit to nearby tracks [97]. The tracks
have associated weights depending on the χ2 compatibility. Tracks positioned more
than 7 standard deviations away from a previously found vertex will seed a new
vertex, and this procedure is repeated until all vertices have been found. Events
will generally have more than one reconstructed vertex. The primary vertex of an
event is defined as the vertex having the largest sum of squared transverse momenta
of its associated tracks, i.e. ∑ p2T , with the remaining vertices counting as pile-
up. Secondary decay vertices can also be found in the case where the primary
particle has a sufficiently long lifetime to enter the pixel detector before decaying.
The compatibility of a track stemming from the primary vertex of an event can
be estimated by computing the transverse and longitudinal components d0 and z0
of the track’s impact parameter. The impact parameter is defined as the distance
between the point of closest approach of a track and the primary vertex. This
is useful for example in b-tagging due to the relatively long lifetimes of hadrons
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containing b-quarks leading to decays inside the silicon detectors, which is exploited
in the identification of tau leptons.
3.2 Topological Clusters
Topological clustering is a method of grouping spatially connected energy deposits
in calorimeter cells into three-dimensional clusters originating from the same par-
ticle shower while suppressing calorimeter noise. The calorimeter cells used for
clustering are calibrated to the electromagnetic scale (EM scale) [98] defined by cal-
ibration constants obtained from test beam measurements. Topological clusters are
the primary input objects used in many hadronic object reconstruction algorithms in
ATLAS such as those used to reconstruct jets and hadronically decaying taus. Clus-
ters are seeded by cells with an energy significance (signal to noise ratio) Γ = E/σ
above a high threshold Γ > tseed and subsequently grow by iteratively including
neighbouring cells having energy significance above a lower threshold tneighbour [99].
Finally, all direct neighbours on the outer perimeter are included if they have a
threshold above tcell. The lower threshold applied to the surrounding cells ensures
that tails of showers are not discarded, while the high threshold for seed cells sup-
presses noise from both electronics and pile-up. The level of noise in a given cell
depends on η, the amount of pile-up and the type of calorimeter module as shown
in figure 3.1. In the standard ATLAS reconstruction two types of topological clus-
ters are built: electromagnetic and combined. The electromagnetic clusters are
built exclusively from EM calorimeter layers, while combined clusters use both EM
and hadronic layers. The calorimeters typically have a lower energy response to
hadronic showers, and lower thresholds are therefore chosen for combined clusters,
{tseed, tneighbour, tcell} = {4, 2, 0}, compared to electromagnetic clusters where the
same sequence is {6, 3, 3}. tcell = 0 for combined clusters indicates that all perime-
ter cells are included, which gives a more complete shower containment.
The above algorithm is adequate only in the case of isolated particle showers
which is not typical for most ATLAS events at the current levels of pile-up, especially
at high |η|. A cluster splitting algorithm is added to identify overlapping showers
by separating the previously reconstructed clusters if they have identifiable local
energy maxima. Local maximum cells are defined as those cells having E > 500
MeV with energy greater than that of any neighbouring cell and with more than a
threshold number of neighbours included in the parent cluster, typically four. Each
local maximum cell acts as a seed for a new cluster, which is grown according to
a similar iterative process to the one described above, but only considering cells
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Figure 3.1: Simulated per-cell calorimeter noise for each calorimeter subdetector
as a function of pseudo-rapidity. The left plot includes only electronics noise while
the right plot shows the combined noise from electronics and pile-up at a collision
luminosity of 1034 cm−2s−1 [99].
included in the parent cluster and with no cluster merging. If a particular cell is
included in more than one child cluster, the two clusters with the most energetic
neighbour cells will share the cell, weighted according to the cluster energies and
the spatial distance between the cell and the cluster centres.
As an alternative correction to the EM-scale calibration a local cluster weight-
ing calibration (LC) can be applied, which accounts for the shower shape and the
probability p of the cluster originating from a hadronic interaction [100, 101]. A
hadronic cell weight wHAD is calculated according to the total cluster energy and
the cell energy density by comparing these quantities to the true energy deposits
found from MC simulation of charged and neutral pions. The final applied weight
is then
wcell = wHAD · p+ wEM · (1− p), (3.1)
where wEM = 1. Jets reconstructed from LC calibrated clusters will generally have
an improved energy resolution compared to jets reconstructed from EM-scale clus-
ters since the former take shower shape variations into account. Jets and hadronic
tau decays used in this thesis are both using LC calibrated clusters.
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3.3 Jets
Jets are the result of fragmentation of high-energy quarks and gluons that turn into
directional sprays of particles due to colour confinement in QCD (see section 1.1.4).
Observing jets in an event signifies the presence of high-pT quarks and gluons in the
final state, and jets are therefore important in a wide range of analyses including
studies of the Higgs boson. Following its initial formation from scattered partons
the jet undergoes the processes of parton showering and hadronisation to become a
particle jet consisting of colour-neutral particles, typically mesons such as kaons and
pions. Finally, it goes through showering as it enters the calorimeters and interacts
with the detector material. This evolution is illustrated in figure 3.2. These steps
need to be accurately reproduced in simulation to connect the particles produced
in the hard scattering with the jets reconstructed in data in the calorimeters. Jets
are reconstructed using topological clusters as outlined in section 3.2, and their
energy is calibrated to the jet-energy scale described below. Jets containing long-
lived hadrons with b-quarks, also called b-jets, can be identified through b-tagging
algorithms that will be introduced in section 3.3.2. The hadronisation of highly
boosted partons into jets of colour neutral particles is a non-perturbative QCD
process, which prevents a direct matrix element calculation of the properties of the
resulting jets such as the particle multiplicity and their distributions in space and
energy. Instead, hadronisation algorithms based on string and cluster fragmentation
have been developed and are used in MC generators such as Pythia [102] and
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Herwig [103] respectively. These methods allow the software to approximate the
underlying processes and describe the characteristics of observed data from the
detector.
3.3.1 Jet Reconstruction and Calibration
The following section highlights relevant aspects of jet reconstruction algorithms
described in more detail in e.g. [104, 105]. The energy deposits in the calorimeters
have to be analysed and collected into individual jets in order to obtain a compari-
son between experimental data and simulation. Many such jet clustering algorithms
have been developed with various robustness criteria. The ideal jet clustering al-
gorithm should be insensitive to non-perturbative effects such as hadronisation and
underlying event contamination while being stable under infrared and collinear ra-
diation of additional partons (IRC safe) [104]. Accurate determination of the jet’s
mass and energy requires a sufficiently large jet area to be included. On the other
hand, a smaller jet area reduces the amount of underlying event and pile-up picked
up by the jet, making the choice of jet size a trade-off between accuracy and rejec-
tion of contamination. A collinear unsafe algorithm will be affected by the splitting
of a hard particle by changing the number and properties of the jets. An infrared
unsafe algorithm is likewise unstable under the emission of soft gluons. The above
mentioned criteria guarantee that cross sections of hadronic jet measurements are
comparable to those calculated at parton level.
Many jet algorithms exist and can be categorised as either cone or clustering
algorithms. Algorithms of the cone variety assume that jets form within conical
regions, and the clustering is therefore performed in η − φ space with jets having
circular boundaries. Their implementation is relatively easy, but they are generally
IRC unsafe and will not be discussed further. Clustering algorithms instead work
by grouping particles based on energy and geometrical closeness. The analysis pre-
sented in this thesis reconstructs jets based on the anti-kT [106] clustering algorithm,
which is implemented as part of the FastJet software package [107]. It clusters
objects (particles, topological clusters) sequentially in such a way that soft objects
will tend to cluster with their hard counterparts first, resulting in jets with one or
more hard objects surrounded by softer objects. This is achieved by defining the
distance measures
dij = min(p2nT,i, p2nT,j)
∆2ij
R2
, (3.2)
diB = p2pT,i, (3.3)
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where ∆ij = (yi − yj)2 + (φi − φj)2 and yi, φi and pT,i are respectively the rapidity,
azimuthal angle and transverse momentum of particle i. A radius parameter R is
added to control the radial size of the reconstructed jets (which will not necessarily
be perfectly conical), and the parameter p determines the relative power of the
momentum versus geometrical scales. In the case of the anti-kT algorithm this is set
to p = −1. All jets in this thesis are reconstructed using R = 0.4. The algorithm
computes the distance measures of all input objects and identifies the minimum
value. If this is of type dij the objects i and j are clustered together, while a
minimum value of type diB means object i is defined as a jet and is no longer
considered for further clustering. The procedure is repeated until all objects are
included in a jet. A useful property of the anti-kT algorithm is its stable passive jet
area1 of piR2 which is independent of ∆ij . Corrections such as energy subtractions
accounting for underlying event and pile-up are jet area sensitive and therefore
benefit from this property. The algorithm is also IRC safe and relatively light in
terms of computing power.
Additional detector information is saved including information about associ-
ated tracks in the central detector. This information can be used to calculate a jet
vertex fraction (JVF) [109] for jeti with respect to the vertex PVj as
JVF(jeti,PVj) =
∑
k pT (track
jeti
k ,PVj)∑
n
∑
l pT (track
jeti
l ,PVn)
, (3.4)
where k runs over all tracks originating from PVj matched to jeti, n over all primary
vertices in the event and l over all tracks originating from PVn matched to jeti. This
ratio is useful in the suppression of vertices originating from pile-up. The 2012 data
set used in this thesis uses a requirement of |JVF| > 0.5 on jets with pT < 50
GeV and |η| < 2.4. Jets with higher pT very rarely originate from pile-up. The
systematic uncertainty on the selection efficiency was found to be negligible at less
than 1% [109]. Additional jet cleaning criteria are applied in order to remove jets
from extraneous background sources such as cosmic ray muons, calorimeter noise
and so-called beam-gas events, where a proton from the beam interacts with the
residual gas inside the beam pipe [110]. The efficiency of jets from actual hard
scattering events passing these quality criteria exceeds 99.8% at the standard loose
working point. An efficiency working point defines a set of criteria with a tradeoff
between signal efficiency and purity.
In addition to the local cluster weighting calibration performed on topological
1Jet area is usually defined as either the passive area measuring a jet’s susceptibility to point-like
radiation, or the active area measuring its susceptibility to diffuse radiation [108].
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Figure 3.3: A comparison of truth particle jets and reconstructed jets in simulated
dijet events showing the dependence of the reconstructed jet pT on in-time pile-up
(left) and out-of-time pile-up (right) at the different correction stages: before any
correction, after ρ · A subtraction and after the residual correction. The values are
plotted in bins of jet |η| in addition to the 68% error bands of a fit to the same
functional form as the residual correction [109].
clusters, a jet level calibration is applied to more accurately describe the discrep-
ancies between parton level jets and the jets reconstructed in the calorimeters. A
correction is applied to subtract the diffuse energy stemming from the underlying
event and in-time pile-up according to the equation [109]
pjet,corrT = p
jet
T − ρ ·A, (3.5)
where ρ is the median pT density in the event and provides a direct estimate of the
pile-up activity, while A is the jet area that gives an estimate of a jet’s sensitivity to
pile-up. The correction reduces the dependence of the jet energy on the number of
primary vertices from several hundred MeV per vertex to under 200 MeV per vertex
in all cases and under 100 MeV for central jets. Additional residual corrections
proportional to the number of reconstructed pile-up vertices NPV−1 (to account for
in-time pile-up) and proportional to 〈µ〉 (to account for out-of-time pile-up) further
improve this performance. Figure 3.3 shows the dependence of the reconstructed
jet pT on pile-up at various correction stages. The last correction stage is a set of
data-driven corrections designed to account for small differences in the jet response
between the simulated and physical calorimeter. The components of this correction
step are listed in section 5.2 alongside estimated combined systematic uncertainties
resulting from the various calibration steps described above.
71
3.3.2 b-tagging
Hadrons containing b-quarks have relatively long lifetimes leading to typical decay
lengths of βγcτ ≈ 5 mm at energies around 50 GeV [5]. b-tagging is the process
of identifying b-hadrons through their secondary decay vertex or properties of their
decay products. This is of great importance in the H → bb¯ search channel but
is also useful in e.g. H → ττ through the ability to reduce backgrounds from tt¯
events. ATLAS has several b-tagging algorithms that identify b-jets through different
means [83,111,112]:
• Impact parameter-based: Algorithms of this type take as input the transverse
and longitudinal impact parameters of all the tracks in a jet. Particle tracks
originating from secondary vertices located a significant distance away from
the primary vertex will likely have large impact parameters that can be used
to identify them. The Ip3d algorithm uses a likelihood ratio technique where
the input is compared to pre-defined distributions of d0/σd0 and z0/σz0 for
b-jet and light jet hypotheses obtained from simulation. Actual reconstruction
of the secondary vertices is not required.
• Secondary vertex-based: The secondary vertex formed by the decay products
of the b-hadron can be analysed if it is possible to reconstruct it. The Sv1
algorithm exploits three of the vertex properties: the invariant mass of the
associated tracks, the ratio of the sum of energies of the tracks in the vertex
to the sum of energies of all tracks in the jet, and the number of two-track
vertices. These variables are combined using a likelihood ratio technique.
• Decay chain reconstruction: b-hadrons mostly decay through an intermediate
c-hadron. The JetFitter algorithm searches for decay chains of this type by
attempting to find a common line on which the decay vertices of the b- and
c-hadron lie. A likelihood discriminant is then built using similar variables to
those used in the Sv1 algorithm but also including decay topology information.
Due to the likelihood discriminants used in Ip3d, Sv1 and JetFitter they can
easily be combined to take advantage of the different efficiencies and rejection rates
of the algorithms in various jet kinematic regions. ATLAS uses a combination of
the algorithms called Mv1 that significantly improves both the tagging efficiency
and the mistag rate over each of the individual algorithms. It makes use of a
neural network discriminant constructed using the outputs of Sv1, Ip3d and the
combination Ip3d+JetFitter. The present analysis uses the Mv1 algorithm at a
working point having a selection efficiency of 70%, measured in tt¯ MC events.
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Figure 3.4: The efficiency of the Mv1 b-tagging algorithm at the 70% efficiency
working point measured in dileptonic tt¯ data events and in MC simulation (a) and
the scale factors found as the ratio of the two, including their uncertainties (b) [113].
Several analyses have measured the tagging efficiencies and mistag rates of
the various b-tagging algorithms. Both dileptonic tt¯ events [113] and muons from
semi-leptonic b-hadron decays [114] have been used to extract tagging efficiencies.
An example is shown for tt¯ events in figure 3.4 comparing the measured b-tagging ef-
ficiencies in data and Monte Carlo for the Mv1 algorithm. Scale factors are derived
as the ratio between MC and data values and are used to correct the efficiencies
in simulation. Systematic uncertainties on these scale factors are described in sec-
tion 5.2.
3.4 Electrons
ATLAS has the ability to identify electrons with high purity and obtain precise
measurements of both their momenta in the tracking detectors and their energies in
the electromagnetic calorimeter, making them useful experimental signatures in a
wide range of physics analyses. Their typical calorimeter shower shape also allows for
their efficient identification as well as rejection of hadronic jets. These characteristics
are also present at the trigger level, enabling the use of single electron triggers in
the collection of data samples in the H → τeτhad decay channel.
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Figure 3.5: Efficiencies of the single electron trigger at the three levels of the
ATLAS trigger system in bins of transverse energy (left) and pseudo-rapidity (right)
of the reconstructed electron. Measurements were made in a sample of Z → ee
events using a tag-and-probe method [94].
3.4.1 Electron Trigger in τ`τhad
Online trigger chains used to select electrons follow the ATLAS Run 1 three-stage
design as described in section 2.3.5. The hardware L1 trigger defines regions of
interest (ROI) with a sliding window algorithm using trigger towers as input with
a granularity of ∆η × ∆φ = 0.1 × 0.1. The L2 software trigger takes as input the
ROIs and further analyses them at full calorimeter granularity to form clusters that
are combined with ID tracks using a track-to-cluster matching algorithm. The EF
level trigger has access to algorithms similar to the full oﬄine reconstruction and
identification algorithms. Loose identification criteria and isolation requirements
are imposed to preserve a high selection efficiency.
The τ`τhad analysis channel makes use of single-electron trigger items that re-
quire the presence of at least one electron candidate above a pT threshold determined
by the specific trigger. The technical names of the applied triggers are e24vhi_-
medium1 and e60_medium1. The number following e denotes the pT threshold in
GeV above which the trigger accepts an electron candidate, while medium refers to
the chosen efficiency of the applied identification criteria for clusters and tracks. An
additional veto (vh) is applied on activity in the hadronic calorimeter region beyond
the electron EM calorimeter energy for the 24 GeV electron trigger, designed to
reduce the acceptance of misidentified jets. The associated track must also be iso-
lated (i) with respect to other tracks. The two triggers are combined using a logical
or in order to increase the efficiency at high pT where the isolation requirements
and hadronic veto of the 24 GeV trigger become inefficient. Figure 3.5 shows the
efficiency of this trigger combination in bins of the reconstructed electron trans-
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verse energy and pseudo-rapidity measured in Z → ee events using a tag-and-probe
method. The tag electron is required to pass tight identification criteria whereas
the probe electron has no such requirements. At invariant masses of the di-electron
system close to the Z peak the electron purity is high, and the sample can be used
to determine the trigger efficiency. An abrupt increase in the trigger efficiency is
observed at pT ≈ 60 GeV where the turn-on curve of the non-isolated trigger is
located.
3.4.2 Electron Reconstruction and Identification
Only electrons within the tracker acceptance of |η| < 2.47 are included in the analysis
presented in this thesis, and hence electron reconstruction in the forward detectors
will not be covered. Oﬄine reconstruction of electrons uses a sliding window algo-
rithm similar to the one used at the EF trigger level but with a slightly different
cluster size of ∆η ×∆φ = 0.075 × 0.125 [99] with a transverse energy requirement
of 1.5 GeV and loose shower shape criteria. The electron track reconstruction is
performed in an ROI of size ∆R = 0.3 around each cluster in two steps. The first
step uses pattern recognition with an initial pion hypothesis in terms of energy loss
at material surfaces. If unsuccessful, an alternative algorithm allowing a maximum
of 30% energy loss with an electron hypothesis is attempted. This improves the elec-
tron reconstruction efficiency [115]. The second step associates tracks with clusters
under various geometric criteria related to the position of a track compared to the
location of the EM cluster. The tracks passing this matching step are subsequently
refitted using a Gaussian Sum Filter algorithm that optimises the electron track
parameters by accounting for non-linear bremsstrahlung effects [116].
The electron energy is determined from the energy inside the reconstructed
cluster and subsequenty corrected by estimating the energy lost before reaching the
calorimeter, the energy outside the reconstructed cluster as well as beyond the EM
calorimeter [117, 118]. The EM scale of the cells was calibrated through testbeam
measurements, and the uncertainty on the absolute scale is reduced as a function
of η using data-driven fits to di-electron invariant mass spectra from Z → ee and
J/Ψ → ee decays. The sources of uncertainty include imperfect knowledge of the
material in front of the calorimeter, the energy scale of the presampler layer and the
background estimation and fitting method used in the data-driven calibration. These
are far below ±4% in the barrel region and up to ±1% in the endcap region [118].
The electron energy resolution is also found through Z → ee and J/Ψ → ee data
events. The resolution in data is approximately 1% worse than in MC, and the
simulation is smeared accordingly.
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Backgrounds from jets as well as electrons originating from heavy flavour
hadron decays and photon conversions that are not part of the hard scatter have
a probability of contaminating the reconstructed electron samples [117]. A series
of identification criteria are introduced to reject these backgrounds with minimal
impact on the electron efficiency. These rely on several observables, one of which
is the shower shape that allows a comparison with the expected development of an
electromagnetic shower. Quality measures are also applied to track reconstruction as
well as the track matching to clusters. High pile-up activity in an event can influence
the efficiency of the electron identification due to tracks from additional primary
vertices entering the shower and potentially altering the energy fraction in the core of
the shower and the hadronic activity beyond the electromagnetic calorimeter. High
priority is given to reducing the dependence of the electron identification efficiency on
pile-up. Several working points are defined containing varying collections of criteria
giving different tradeoffs between background rejection rate and signal efficiency.
The standard working points are denoted loose, medium and tight corresponding to
the amount of background rejection having signal efficiencies of roughly 95%, 85%
and 75% respectively for reconstructed electron candidates with ET > 20 GeV [119].
Z → ee and J/Ψ→ ee events are used to measure the electron identification
efficiencies using a tag-and-probe method [115]. The final efficiency is composed of a
reconstruction efficiency and a separate identification efficiency. The reconstruction
efficiency is nearly a constant 99% for electrons with transverse energy ET > 20
GeV, while the identification efficiency is dependent on ET . Figure 3.6 compares
the electron identification efficiency between data and simulated events as a function
of ET and the number of reconstructed primary vertices. The ratio is used to correct
the simulated samples to match the efficiency found in data. The plot vs. η reveals a
dip in the identification efficiency in the transition region between barrel and endcap
(1.37 < |η| < 1.52). Electrons are only selected outside this region.
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Figure 3.6: Electron identification efficiencies in bins of transverse energy (a),
pseudo-rapidity (b) and number of reconstructed primary vertices (c) at efficiency
working points loose, multilepton, medium and tight. Efficiencies are measured in
Z → ee events with a tag-and-probe method for both data and simulation. The
ratios in the lower part of the plots are used to correct the simulated samples [115].
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3.5 Muons
Muons are easily distinguishable from electrons and jets due to their relatively weak
interaction with the detector material. At typical production energies their lifetime
in the lab frame permits them to traverse the entire detector before decaying, leav-
ing a unique signature in the form of an ID track, minimal energy losses in the
calorimeters and a track in the muon spectrometer located beyond the calorimeters.
Toroid magnets immerse the muon spectrometer in a magnetic field that allows for
a separate momentum measurement (see section 2.3.4). Background rejection rates
and momentum precision are both excellent, making muons ideal trigger signatures.
3.5.1 Muon Trigger in τ`τhad
The muon trigger follows the ATLAS three-level trigger design [120]. The L1 hard-
ware level triggers on coincident hits in the RPC inside |η| < 1.05 and TGC in the
endcap region 1.05 < |η| < 2.4 of the muon spectrometer (MS). The muon momen-
tum is estimated using the width of the coincidence window and is passed on to the
subsequent trigger layers together with the geometrical location of the hits. The
data output from L1 is reduced by defining regions of interest (ROI) around the
set of hits. Cables and other equipment servicing the ID and calorimeters occupy
the region at η = 0 producing a ‘crack’ that limits the acceptance of the MS and
hence the L1 trigger. The software L2 trigger has access to precision tracking infor-
mation from the MDT modules within the ROI. By referring to fast lookup-tables
containing pre-defined track shapes matched to momentum values it is possible to
quickly assign a transverse momentum estimate to the tracks. The tracks from the
inner detector are also matched to the tracks from the MS to further increase the
precision. Background rejection can be added to a chain through isolation variables
calculated from neighbouring tracks to the muon candidate as well as reconstructed
calorimeter energy deposits in cones around the muon candidate track (see also sec-
tion 2.5). At EF level the employed algorithms are functionally very close to their
oﬄine counterparts and have access to the full detector information. Combined ID
and MS tracks are reconstructed using two algorithms that use either an ID or MS
track as the seed and subsequently extrapolate it outward to the MS or inward to
the ID. These are called inside-out and outside-in algorithms respectively.
The τ`τhad decay channel uses a single muon trigger with the chain name
mu24i_tight. The number 24 following mu refers to the online transverse momen-
tum threshold imposed by the trigger in GeV, which has been chosen such that
unprescaled operation is possible within the bandwidth of the trigger system. The i
78
(probe) [GeV]
T
p0 20 40 60 80 100 120 140 160
Ef
fic
ie
nc
y
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
ATLAS Preliminary
 = 8 TeVs,  -1 L dt = 20.3 fb∫
|<1.05η|
Data (2012)
MC
(probe) [GeV]
T
p
0 20 40 60 80 100 120 140 160
D
at
a 
/ M
C
0.9
0.95
1
1.05
(a)
(probe) [GeV]
T
p0 20 40 60 80 100 120 140 160
Ef
fic
ie
nc
y
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
ATLAS Preliminary
 = 8 TeVs,  -1 L dt = 20.3 fb∫
|>1.05η|
Data (2012)
MC
(probe) [GeV]
T
p
0 20 40 60 80 100 120 140 160
D
at
a 
/ M
C
0.9
0.95
1
1.05
(b)
Figure 3.7: Efficiencies of passing the single muon triggers mu24i_tight or mu36_-
tight measured in Z → µµ events using a tag-and-probe method in the barrel (a)
or endcap (b) regions plotted as a function of the probe muon pT . The efficiency
ratios between data and MC are in good agreement within the momentum region
shown [94].
indicates the use of isolation criteria to reduce backgrounds. A procedure similar to
the electron case is used to determine the trigger efficiency by analysing a sample of
Z → µµ events using a tag-and-probe method [120]. An isolated tag muon candidate
track is required to be geometrically matched with the initial trigger object, while
an isolated probe muon candidate must have opposite charge. Requiring that the
invariant mass of the muon system must be compatible with the Z mass results in
a high-purity sample with backgrounds from other processes representing less than
1% of the events. Trigger efficiencies at
√
s = 8 TeV are shown for both data and
simulated samples in figure 3.7 as a function of the muon transverse momentum.
Differences of a few percent between data and MC are used to correct the simulated
samples used in the analysis.
3.5.2 Muon Reconstruction and Identification
The low-background environment for muons in ATLAS allows the reconstruction and
identification algorithms to be designed with precision momentum measurements as
the main goal. Three different reconstruction algorithms are defined depending on
the available data from the detector subsystems [121]:
• Stand-alone (SA): Only MS information is included in the muon reconstruc-
tion. Tracks are extrapolated back to the interaction point while taking into
account the expected energy loss in the calorimeters.
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Figure 3.8: Muon reconstruction efficiencies as a function of transverse momentum
(a) and pseudo-rapidity (b) measured in a Z → µµ sample using a tag-and-probe
method. Discrepancies of roughly 1–2% between data and simulated samples are
observed [121].
• Segment-tagged (ST): These objects are constructed from ID tracks with at
least one possible associated MS track.
• Combined (CB): A subset of segment-tagged tracks, the combined muon ob-
jects combine ID and MS tracks while imposing quality criteria on the covari-
ance matrices of the two track fits. The inclusion of both subdetectors and
covariance matrix requirements ensures a higher momentum resolution and
signal purity than the other reconstruction algorithms.
The analysis presented in this thesis uses only combined muons. An important pre-
requisite to optimal muon reconstruction performance is detailed knowledge of the
misalignment of the muon chambers. This can be measured in studies of cosmic ray
events or in separate data runs where the toroid magnets are switched off. Tech-
nical limitations of the detector result in pseudo-rapidity intervals where the muon
reconstruction efficiency is significantly lower than in the rest of the tracking accep-
tance inside |η| < 2.5. As previously mentioned, the region at |η| = 0 has support
structures and service equipment that limit the availability of the MS, while in the
region 1.1 < η < 1.3 some chambers were not installed until Run 2, making them
unavailable in the 2012 dataset. The efficiencies of muon reconstruction and identi-
fication are measured in Z → µµ events following the same tag-and-probe method
used to find the trigger efficiencies. Figure 3.8 shows the reconstruction efficiency
as a function of transverse momentum and pseudo-rapidity, where the latter has
visible drops at the mentioned regions with sub-optimal coverage. The efficiency
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is well-described in simulation, having relative errors of 1–2% [121] compared to
data. Scale factors are derived from these ratios and applied as corrections to the
simulated samples.
In addition to efficiency discrepancies between data and MC, the scale of the
muon momentum also needs to be investigated. The relative momentum resolution
can be parametrised as
σ(pT )/pT = a⊕ (b× pT ), (3.6)
where a denotes a constant contribution originating from multiple scattering and b
is a contribution proportional to the transverse momentum due to the spatial resolu-
tion of the detector. The parameters are derived in bins of pseudo-rapidity through
studies using samples of Z → µµ, J/Ψ→ µµ and Υ→ µµ events. The momentum
scale itself is accurate to within the order of a permille, while the constant and
pT -dependent resolution terms are of the order ±2%.
3.6 Hadronically Decaying Taus
The tau lepton is the only lepton capable of decaying hadronically due to its rel-
atively high mass of mτ ∼ 1.8 GeV. This gives the particle a rich spectrum of
decay channels with a myriad of different final states. Having a mean lifetime of
290.3 · 10−15s [5] corresponding to a proper decay length of 87 µm means that τ
leptons typically decay before reaching the tracking systems of ATLAS, and can
therefore only be identified through their decay products. Figure 3.9 shows exam-
ples of the most common decay channels. The branching ratios of τ− → ντe−ν¯e
W−τ−
ν¯e, ν¯µ, u¯
e−, µ−, d
ντ
Figure 3.9: Feynman diagram depicting common decays of the τ lepton through
emission of a W boson.
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Decay mode Branching fraction [%]
τ− → e−ν¯eντ 17.83± 0.04
τ− → µ−ν¯µντ 17.41± 0.04
τ− → pi−pi0ντ 25.52± 0.09
τ− → pi−ντ 10.83± 0.06
τ− → pi−pi0pi0ντ 9.30± 0.11
τ− → pi−pi0pi0pi0ντ 1.05± 0.07
τ− → K−ντ 0.700± 0.010
τ− → K−pi0ντ 0.429± 0.015
τ− → pi−pi−pi+ντ 8.99± 0.06
τ− → pi−pi−pi+pi0ντ 2.70± 0.08
Table 3.1: Most common tau lepton decay modes and their branching fractions.
These are the result of a combined fit to data [5].
and τ− → ντµ−ν¯µ are both approximately 17-18%, leaving a large fraction of the
total width to hadronic decays. These decays have a wide array of possible final
states due to the many ways for the resulting quarks to hadronise. However, they
can be categorised according to the number of charged decay products. Charge
conservation limits these to final states with 1, 3 or 5 charged particles, defining
the number of ‘prongs’, e.g. a decay with 3 charged particles in the final state is
a three-prong decay. One-prong and three-prong decays to charged pions represent
72% and 22% [5] of hadronic decays respectively, with charged kaons being present
in the majority of the remaining hadronic decays. Five-prong decays are rare and
will not be discussed further in this thesis. Table 3.1 lists the most common leptonic
and hadronic decay modes.
No dedicated reconstruction algorithms have been defined for the leptonic
decay modes, denoted τlep, since these are effectively indistinguishable from prompt
electron or muon production with missing energy. Existing lepton reconstruction
chains are used in these cases. The hadronic decay modes, denoted τhad, result in
experimental signatures with an odd number of charged hadrons, mostly in the form
of pions, possibly a number of neutral hadrons as well as missing transverse energy
due to the additional invisible tau neutrino. The visible part of the tau decay will
be denoted τhad−vis in the following. Electroweak tau production typically leads to
kinetic energies much higher than the tau mass, resulting in narrower hadronic tau
decay showers compared to the showers produced by jets from the hadronisation
of quarks and gluons. Identification criteria to distinguish between hadronic jets
and hadronic tau decays can be defined from these shower shape differences and
the specific number of charged hadrons present. Separate identification criteria are
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employed to discriminate against electrons that also typically have relatively narrow
shower shapes and a single charged track. The reconstruction and identification of
tau leptons is described in more detail in section 3.6.1. The subsequent section
outlines an energy calibration performed to correct the reconstructed energy from
the calorimeters to the true energy of the visible decay products.
3.6.1 Reconstruction and Identification of Hadronic Tau Decays
Anti-kT jets with a distance parameter of R = 0.4 are used in the reconstruction
of hadronic tau decays [122,123]. Analogously to the quark- and gluon-initiated jet
reconstruction the input is in the form of topological clusters with LC calibration
applied, with the additional acceptance criteria pT > 10 GeV and |η| < 2.5, corre-
sponding to the tracking acceptance of ATLAS. Each tau candidate is associated
with a vertex by a dedicated Tau Jet Vertex Association algorithm (TJVA) [124]
that identifies the vertex with the highest jet vertex fraction. This vertex is used as
the origin when calculating cell- and cluster-based variables. The four-momentum
of a τhad−vis candidate is defined in terms of the three variables pT , η and φ while
the mass is defined to be zero, making the transverse momentum and the transverse
mass ET identical. The τhad−vis barycentre is found as the sum of the four-vectors of
its constituent topological clusters and is used to define the corresponding τhad−vis
axis in (η,φ) by using clusters within ∆R < 0.2 around the barycentre. The nar-
rower cone was introduced in 2012 to exploit the collimated behaviour of hadronic
tau decays to suppress clusters originating from pile-up that would be included at
larger cone sizes. The energy scale of τhad−vis candidates is calibrated separately
from the jet energy scale due to the specific composition of hadronic tau decays
in terms of charged and neutral hadrons [122]. Track association with the τhad−vis
candidate is performed within two concentric cones around the τhad−vis direction.
Charged tracks subject to quality criteria [123] are counted within a core region of
width ∆R < 0.2, while an isolation region within 0.2 < ∆R < 0.4 associates further
tracks used for the calculation of identification variables and is subject to the same
quality criteria.
The reconstruction steps outlined above provide basically no rejection against
backgrounds from jets, electrons and muons. Several discriminating variables are
defined during reconstruction and are used in a separate step for background rejec-
tion. A selection of these variables is shown in figure 3.10. The fraction of the total
tau energy located within the central core region ∆R < 0.1 is denoted f corrcore and can
be used to exploit the narrow shower shape of typical hadronic tau decays. Tracking
information is also useful in jet discrimination. Quark and gluon initiated jets often
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Figure 3.10: Distributions of a selection of variables used to discriminate against
jets in the reconstruction of hadronic tau decays. The distributions are extracted
from simulated Z,Z ′ → ττ andW → τν signal samples and a jet background sample
from the 2012 data set [123].
contain many charged tracks with a wide spread in η−φ. The average pT -weighted
track distance from the tau axis, Rtrack, as well as the distance to the track furthest
from the tau axis, ∆Rmax, both have significant discrimination power. Despite the
tau decay happening before it reaches the tracking detectors, the significance of
the decay length of a reconstructed secondary vertex SflightT defined as the ratio of
the decay length and its uncertainty can provide discrimination, especially in the
three-prong case. A pi0 reconstruction algorithm has also been developed measuring
the number of reconstructed neutral pions in the core region of the τhad−vis candi-
date. The substructure of the τhad−vis candidate can then be probed by combining
kinematic information about tracks and clusters likely originating from pi0 decays,
thereby improving the reconstructed four-momentum and energy resolution. The
number of reconstructed tracks is not directly used in the τhad−vis identification
but is instead exploited at the analysis level as part of the requirements listed in
table 4.7.
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Variable one-prong three-prong
fcent • •
ftrack • •
Rtrack • •
Sleadtrack •
N isotrack •
∆Rmax •
SflightT •
mtrack •
mpi0+track • •
Npi0 • •
ppi
0+track
T /pT • •
Table 3.2: List of discriminating variables included in the multivariate BDT dis-
criminators used to discriminate against jets for one-prong and three-prong τhad−vis
candidates [122].
Jet Discrimination
Quark- and gluon-initiated jets are the main background in the reconstruction of
hadronic tau decays due to the high production cross section and their similar ex-
perimental signature. A multivariate discriminator called a boosted decision tree
(BDT) is trained for one- and three-pronged tau candidates individually [122] using
eight and nine variables respectively (see section 4.6.1 for more details on BDTs).
The variables have been chosen according to their pile-up robustness and include the
discriminating variables mentioned above in one or both cases. Table 3.2 lists which
variables are used for discrimination against jets for one-prong and three-prong taus
respectively in the oﬄine reconstruction. Further utilised variables are:
• ftrack: Transverse momentum of the highest-pT charged particle in the core
region of the τhad−vis candidate divided by the transverse energy sum.
• Sleadtrack: Transverse impact parameter of the highest-pT track in the core
region, calculated with respect to the tau vertex, divided by its estimated
uncertainty.
• N isotrack: Number of tracks associated with the τhad−vis in the region 0.2 < ∆R <
0.4.
• mtrack: Invariant mass calculated from the sum of the four-momenta of all
tracks in the core and isolation regions, assuming a pion mass for each track.
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Figure 3.11: Inverse background efficiency as a function of signal efficiency in the
oﬄine tau identification in (a) a low-pT and (b) a high-pT τhad−vis sample. Simulated
Z,Z ′ → ττ andW → τν samples are used for signal, while data from multi-jet events
is used for background. The three efficiency working points described in the text are
shown as red markers separately for one-prong and three-prong candidates [122].
• mpi0+track: Invariant mass of the system composed of the tracks and pi0 mesons
in the core region.
• Npi0 : Number of pi0 mesons reconstructed in the core region.
• ppi0+trackT /pT : Ratio of the pT estimated using the track + pi0 information to
the calorimeter-only measurement.
The BDTs are trained using simulated signal samples of W , Z and Z ′ decays to tau
leptons and a QCD background sample of jet-enriched data. The BDT trained with
three-prong candidates is used to classify all τhad−vis candidates with two or more
tracks. Three working points – loose, medium and tight – are defined corresponding
to different identification efficiencies. The BDT working points are determined in
bins of true pT of the τhad−vis candidate in order to achieve a stable efficiency as a
function of transverse momentum. Good efficiency stability versus the number of
reconstructed primary vertices is also achieved due to the choice of identification
variables. Figure 3.11 shows background and signal efficiency curves for one-prong
and three-prong τhad−vis candidates in a low-pT and a high-pT region with included
markers indicating the efficiencies at the three working points. The observed signal
efficiency saturation point in both plots corresponds to the efficiency for a true
τhad−vis with one or three charged decay products to be reconstructed as a one-
prong or three-prong τhad−vis candidate. In the analysis presented in this thesis
the medium identification working point is used corresponding to a signal (inverse
background) efficiency of approximately 57% (25) for one-prong and 38% (500) for
three-prong τhad−vis objects at transverse momenta above 40 GeV.
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Figure 3.12: Number of tracks within ∆R < 0.6 around the τhad−vis axis from a
tag-and-probe study in Z → τlepτhad data in the muon channel. A fit of signal and
background is performed (a) before and (b) after applying medium tau identification
criteria [122].
Corresponding signal efficiencies in data can be measured using a tag-and-
probe method in Z → τlepτhad events selected by single electron and muon triggers.
Trigger thresholds were chosen to be pT > 24 GeV with a subsequent oﬄine require-
ment on the tag lepton of pT > 26 GeV. The probe objects are τhad−vis candidates
requiring one or three associated tracks in the core region, an electric charge of one
and no geometrical overlap with other leptons. Additionally, the tag lepton and the
probe τhad−vis candidate should have opposite charge. A very loose requirement is
added to the tau identification BDT score that strongly suppresses jets while keep-
ing the Z → ττ signal efficiency at more than 99%. Further requirements ensure
suppression of Z → `` and W → lνl events. The remaining background, mostly
coming from multi-jet and W+jets events, can be estimated using a template fit
to the distribution of the track multiplicity within a cone of ∆R < 0.6 around the
τhad−vis axis. The shape of the background contributions can be found using various
control regions including a jet-enriched region applying the signal region selection,
but requiring same-sign charges of the tag and probe objects. Performing the tem-
plate fit before and after applying the τhad−vis identification criteria then allows to
extract the signal efficiency. Figure 3.12 shows the track multiplicity of τhad−vis
candidates in the muon channel including the result of the template fit before and
after applying the medium tau identification criteria. Scale factors are extracted as
the ratio between the signal efficiencies obtained in simulation and in data and are
compatible with one.
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Electron and Muon Discrimination
Secondary background sources to hadronic tau decays are electrons and, in rare
cases, muons mimicking a one-prong tau signature consisting of a single charged
track with associated narrow energy deposits in the calorimeter. In most cases such
backgrounds can be significantly reduced through overlap removal by identifying
reconstructed light leptons with similar kinematics. The high reconstruction effi-
ciency of both electrons and muons means that a large fraction of such backgrounds
is removed in this manner. However, additional steps are taken to minimise the
backgrounds, especially in detector regions with poor track reconstruction and par-
ticle identification efficiencies.
Discrimination against electrons is improved through an electron veto BDT
(e-veto BDT) [123] trained on simulated Z → ττ signal events and Z → ee back-
ground events. Training was performed separately for different τhad pseudo-rapidity
regions using slightly differing sets of input variables including several describing the
shower profile, the fraction of transverse energy of the τhad−vis candidate deposited
in the EM calorimeter and the ratio of high-threshold to low-threshold hits in the
TRT. The working points are defined corresponding to signal efficiencies of 95%,
85% and 75%, where the medium working point is used in the τ`τhad analysis. Al-
though the BDTs are trained exclusively on one-prong tau decays, they do provide
some discrimination against electrons faking three-prong tau decays through e.g.
the emission of bremsstrahlung, which is also exploited in the analysis. A Z → ee
tag-and-probe method is used to measure the efficiency for electrons reconstructed
as τhad−vis objects to pass the electron veto in data. An isolated electron passing
tight identification criteria is selected along with a probe τhad candidate. Differ-
ences in efficiency between simulation and data are used to define correction factors
in bins of η of the τhad−vis candidate. Uncertainties on the correction factors are also
η-dependent with values of ±10% at the loose working point and increasing slightly
for medium and tight [122].
As minimum ionising particles, muons are unlikely to deposit enough energy
in the calorimeters to be reconstructed as τhad objects. However, if an unrelated but
sufficiently energetic energy cluster can be associated with a muon, it could create
a τhad−vis candidate. This is generally avoided through overlap removal using the
standard muon track reconstruction algorithms, leaving only cases where the muon
track reconstruction fails. These cases include muons passing through an inefficient
region of the MS, muons losing sufficient amounts of energy in the calorimeter to
skew their tracks and very low-energy muons that are stopped in the calorimeter.
Muons depositing significant amounts of energy in the calorimeter are likely to de-
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posit the majority in the hadronic calorimeter, creating τhad−vis candidates with a
very low electromagnetic energy fraction. Such muons can also have a track momen-
tum higher than the calorimeter energy, hinting at the fact that the track-cluster
pair does not originate from just one object. A muon veto is defined that exploits
these characteristics by imposing requirements on the electromagnetic energy frac-
tion and the transverse momentum/energy of the track/cluster. The efficiency of
the muon veto is greater than 96% for true τhad while reducing the muon fakes by
roughly 40%. However, the muon veto is not used in the present analysis due to the
very low probability of misidentification.
3.6.2 Tau Energy Calibration
The use of LC calibrated topological clusters improves the energy estimate of τhad−vis
candidates compared to using clusters at the EM scale, but several additional effects
are still not accounted for. Energy can be lost before the calorimeters, pile-up
and underlying event have potential energy contributions and nearby particles can
lead to out-of-cone effects. The tau energy scale (TES) calibration is designed to
correct for these additional effects [125, 126]. Simulated Z,Z ′ → ττ and W → τν
samples including both in-time and out-of-time pile-up are used to derive the TES.
The reconstructed and true tau energies are compared in events with at least one
reconstructed τhad−vis candidate and no reconstructed jets with pT > 15 GeV within
∆R < 0.5 of the τhad−vis candidate, which is additionally required to pass medium
identification criteria. Calibration constants are derived on the tau momentum and
pseudo-rapidity to bring the reconstructed τhad−vis candidate to the true momentum
scale and direction. The calibrated momentum pτcal is defined as
pτcal =
pτLC
R(pτLC, |ητreco|, np)
, (3.7)
where R is a calibration term determined from simulated events that is a function
of the reconstructed τhad−vis momentum at the LC scale pτLC, the reconstructed
pseudo-rapidity |ητreco| and the number of prongs (one- or multi-prong) [126]. The
τ response is defined as the ratio of pτLC to the true τhad−vis momentum pτ -truevis
and is derived in bins of the true visible momentum and |ητreco|. In each bin the
response is fitted with a Gaussian to obtain a mean value that is associated with the
average reconstructed momentum in the bin, and the response as a function of the
reconstructed momentum is then fitted with an empirically derived functional form.
This brings the reconstructed momentum to the true scale within 1–2%. Figure 3.13
shows the momentum response curves for 1-prong and multi-prong τhad−vis objects,
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Figure 3.13: Tau momentum response curves as a function of the reconstructed
visible momentum at the LC scale pτLC for (a) one-prong and (b) multi-prong τhad−vis
objects [126].
where multi-prong refers to candidates with at least two reconstructed tracks.
An η-dependent discrepancy in the response in transverse momentum at the
level of a few percent is still observed in areas such as the transition region between
the EM barrel and endcap. Poorly reconstructed clusters in this region lead to
underestimated energies that can potentially introduce a bias in the reconstructed
pseudo-rapidity. The η value of the τhad−vis is corrected to account for this effect
based on the same simulated samples used in the momentum correction. The size
of the correction does not exceed 0.01 units in any region of the detector.
In addition to the corrections on momentum and pseudo-rapidity described
above it is also necessary to correct for changes in the energy response due to pile-up
conditions. A correction depending on the number of reconstructed primary vertices
NPV is introduced which further corrects the tau momentum such that
pτpile-up = A(|ητreco|, np)(NPV − 〈NPV〉), (3.8)
where 〈NPV〉 is the average number of reconstructed primary vertices in the sample
used to derive the correction. A is a parameter determined in bins of |ητreco| and
np, the number of prongs, from a linear fit as a function of the number of primary
vertices.
The tau momentum resolution is shown in figure 3.14 as a function of the
true τhad−vis momentum for both one-prong and multi-prong objects. The resolution
is obtained by dividing the mean value from a Gaussian fit by the mean value of the
true visible momentum. It ranges between values of 20% at low momenta to values
of 5–10% at higher momenta. One-prong tau candidates generally have a better
90
[GeV]-trueτ
vis
p
0 100 200 300 400 500 600 700
[%
]
-
tru
e
τ vi
s
p)/
-
tru
e
τ vi
s
p
 
-
 
τ Fp(
σ
4
6
8
10
12
14
16
18
20
22
24
ATLAS Preliminary
2012 Simulation
| < 1.3η0.8 < | 1 prong
multi prong
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momentum resolution due to the higher fraction of electromagnetic energy deposits
from pi0 decays compared to the hadronic energy deposits.
3.7 Missing Transverse Energy
In hadron collisions the initial momenta of the partons participating in the hard
interaction are unknown due to the composite nature of the hadrons, and hence the
final state momentum along the beam axis also cannot be predicted. However, since
the protons in the LHC ring have a negligible transverse momentum the initial state
can also be assumed to have a vanishing transverse momentum. This is exploited
by defining an observable called the missing transverse energy, EmissT , given by the
momentum vector corresponding to the transverse momentum that is needed to
counteract the observed transverse momentum of the final state in order to achieve
a total transverse momentum of zero. A large EmissT vector indicates the production
of particles that are not reconstructed in the detector, e.g. neutrinos that interact
weakly with the detector material. EmissT is an important tool in H → ττ analyses
due to the large fraction of the momentum from tau decays carried by neutrinos.
It offers additional background suppression and enables the reconstruction of the
ditau mass.
The ATLAS EmissT calculation uses reconstructed and calibrated physics ob-
jects as described in the previous sections. Calorimeter energy deposits are associ-
ated with physics objects and added together in the x and y direction separately as
follows [127]:
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Emissx(y) = E
miss,e
x(y) + E
miss,γ
x(y) + E
miss,τ
x(y) + E
miss,jets
x(y)
+Emiss,µx(y) + E
miss,SoftTerm
x(y) ,
(3.9)
where each term is the negative sum of the energy of the reconstructed objects
corresponding to electrons, photons, hadronic tau decays, jets and muons. In the
following the transverse energy will be treated as a scalar value EmissT . Any en-
ergy contributions not matched to one of the mentioned physics objects generally
originate from soft particles and are grouped into an additional soft term named
Emiss,SoftTermT . Electrons are calibrated to the electron energy scale as described in
section 3.4.2, photons are reconstructed at the EM scale, while hadronic tau decays
are corrected to the TES discussed in section 3.6.2. Jets clustered with the anti-kT
algorithm with R = 0.4 and pT > 20 GeV are included with the pile-up corrections
detailed in section 3.3.1 applied. Muons of both the combined and segment-tagged
variety (see section 3.5.2) are included in the muon term to also include low mo-
mentum muons. Special care needs to be taken with respect to soft particles since
the default ATLAS object reconstruction algorithms are optimised on particles with
higher energy. Such low-momentum particles can reach relatively high multiplicities
in high-energy hadron collisions. To increase the accuracy of the EmissT estimate, a
separate Emiss,SoftTermT term is therefore added to account for these particles through
the inclusion of further energy deposits and tracks. Only toplogical clusters are con-
sidered in order to reduce the impact of noise, while tracks are added only in cases
where they are matched to a physics object or a topological cluster.
The resolution of the reconstructed EmissT is impacted by pile-up, especially
the jet and soft terms. Jets with pT < 50 GeV are therefore required to have a
jet vertex fraction |JVF| > 0 (see section 3.3.1). A similar variable called the soft
term vertex fraction [128] is defined as the momentum fraction of tracks matched
to the primary vertex in the event and is used to scale the Emiss,SoftTermT to correct
for pile-up effects. The pile-up corrections are shown in figure 3.15 in terms of
their impact on two different variables. Figure 3.15 (a) shows the mean pull value
between the reconstructed and true EmissT , also called the linearity, in bins of the
true transverse missing energy. Due to resolution effects and the fact that EmissT is
always defined to be positive, a bias toward positive values is seen at low Emiss,TrueT .
The pile-up correction improves the linearity over a wide range of Emiss,TrueT with
a slight overcorrection at high values. Figure 3.15 (b) shows the EmissT resolution
as a function of the scalar sum of all transverse energy contributions in the event
(∑ET ). The red markers indicate the resolution after the soft term correction,
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Figure 3.15: EmissT linearity as a function of E
miss,True
T (a) and EmissT resolution
as a function of ∑ET (b) in VBF H → ττ events at various stages of the pile-up
suppression, including the correction applied on the soft term (red) [127].
which significantly improves the resolution in events with high ∑ET despite the
smaller relative role of the soft term in VBF events due to the topology including
neutrinos and two high-energy jets.
In addition to systematic uncertainties on energy scales and resolutions of
the established physics object types that all contribute to the uncertainty on EmissT
it is also necessary to estimate the systematic uncertainty on the soft term. The
resolution and energy scale was studied in Z → µ+µ− events without jets. In such
events only the muon term and the soft term have significant contributions. From
these studies, including the STVF pile-up correction on the soft term, systematic
uncertainties were found to be 7.9% on the scale and 4.8% on the resolution of the
soft term [127].
Summary
The above sections have discussed the reconstruction of all the kinds of objects
necessary in an analysis of H → ττ events with ATLAS. Tracks and vertices can
be combined with calorimeter deposits to reconstruct electrons, muons, taus and
jets of particles as well as missing transverse energy due to e.g. neutrinos. The
calibration of these objects and comparisons between simulation and data have also
been discussed. The next step is to define the analysis in terms of the signal and
background processes of interest and how the reconstructed objects are used to
identify their corresponding experimental signatures.
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Chapter 4
H → ττ Analysis Method
The high centre-of-mass energy and instantaneous luminosity of the LHC have en-
abled the discovery of the Higgs boson in data collected by the ATLAS and CMS
experiments. The 2012 discovery was made in the bosonic decay channels, while
the fermionic couplings are still to be discovered. At the experimentally determined
Higgs boson mass of 125 GeV the SM decay branching ratio into a pair of b quarks
dominates at 58% but has a complicated experimental signature. The second largest
branching ratio comes from decays into W bosons at 22%, and decays into tau lep-
tons constitute approximately 6.3% of the total decay width. The 2012 H → ττ
couplings analysis [2] was able to produce evidence for the coupling with a signal
significance of 4.5σ, strongly indicating the presence of H → ττ decays. The present
analysis exploits the collected data sample of events with H → ττ decays to attempt
an identification of BSM Higgs couplings to vector bosons, which can be done by
studying the vector boson fusion (VBF) production mode. This analysis therefore
only counts H → ττ events produced through VBF as signal events, while the re-
maining production modes such as gluon fusion (ggF) are defined as background.
Although the associated VH production mode also includes a Higgs boson coupling
to a vector boson, the production cross section is too low to warrant a separate
analysis category.
This chapter outlines the signal and background processes involved in the
analysis, how these are modelled, and the kinematic variables employed in the event
selection and categorisation. All processes involved are presented in section 4.1,
while the utilised MC samples are listed and described in section 4.2. The signal
re-weighting to include CP-odd coupling terms is presented in section 4.3. The ex-
perimentally collected data samples included in the analysis and the triggers used
to collect them are given in section 4.4 along with a description of the methods for
data-driven background estimation. An algorithm called the missing mass malcula-
tor (MMC) provides an improved estimate of the mass of the full di-tau decay and
is described in section 4.1.3. The event selection is detailed in section 4.6 including
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a description of the discriminating variables included in the boosted decision tree
(BDT) classification used to discriminate signal from background events.
4.1 Experimental Signatures of Signal and Background
The analysis studies di-tau events with both taus decaying leptonically (τ`τ`) as well
as events with one tau decaying leptonically and the other hadronically (τ`τhad).
The experimental signature of a leptonic tau decay consists of one reconstructed
electron or muon plus missing momentum from two invisible neutrinos. A hadronic
tau decay consists of a reconstructed τhad object as well as missing momentum
from one neutrino. The τ`τ` and τ`τhad decay channel signatures will then be the
appropriate combination of two of these. In τ`τhad the light lepton and the τhad
object carry opposite electric charge. The EmissT from the neutrinos can be used
to extract further event information. Additional jets can be present in the event
depending on the specific Higgs boson production mode. In VBF production two
high-pT jets are expected and incorporated in the event selection criteria described
in section 4.6. Background estimation is performed in different ways depending
on the type of background. Major background contributions are determined using
data-driven methods, while other contributions are simulated. A procedure called
the Fake Factor method is used to estimate the fake tau background, which is
based on deriving a relation between the number of events that fail or pass the
τ identification. The Z → ττ background estimation employs a hybrid procedure
that embeds simulated tau decays in real data events which have reconstructed
Z → µµ candidates to obtain an accurate description of the underlying event and
the additional jet modelling.
4.1.1 Higgs Boson Processes
The analysis presented in this thesis studies the Higgs boson production modes de-
scribed in section 1.2.1. The production of Higgs bosons in association with a pair of
top quarks is considered to be negligible and is excluded from the analysis. The only
production mode that is considered as signal is VBF production, since the investi-
gated Higgs boson couplings are those to vector bosons. It is a purely electroweak
process leading to relatively low QCD corrections at higher orders. Two jets are
present at tree-level stemming from the two outgoing partons seen in figure 1.7 (b).
They generally have high transverse momentum and have a high probability of being
well-separated in pseudo-rapidity with little hadronic activity in the region between
them due to the absence of colour exchange between the jets, leading to a distinct
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event topology that is very different from that of the major background processes.
Preliminary signal-enriched phase space regions are therefore relatively easy to de-
fine through simple kinematic selection criteria on e.g. jet pT and ∆ηjj , i.e. the
separation between the two jets in pseudo-rapidity.
The ggF process has no additional partons in the final state at tree-level. It
does, however, involve an initial state with coloured gluons and a heavy quark loop
leading to large contributions from higher-order QCD diagrams that can include
final state partons that subsequently hadronise into jets. Due to the recoil of the
Higgs boson against the jet system the Higgs boson will be boosted with respect to
the centre-of-mass frame. This can potentially lead to event kinematics similar to
those of a VBF event with two or more high-pT jets and a boosted Higgs boson.
Therefore a sizeable amount of ggF events, roughly 50% of the VBF signal yield,
are expected to leak into the VBF selection category.
The VH process leads to a variety of final state topologies depending on the
decay of the vector boson. The primary contribution to the VBF selection category
is expected to come from VH events where the vector boson decays hadronically to
form one or more jets that match the VBF selection criteria.
A non-negligible amount of Higgs production events with H →WW decays
enter the VBF selection category in the τ`τ` decay channel in the case where both
W bosons decay leptonically. The event contribution is of the order of 10% of the
VBF signal yield. These processes are also included in the event simulation.
4.1.2 Background Processes
The most significant backgrounds in the analysis stem from processes with the same
or similar final states as the H → ττ signal including two real tau leptons. Processes
with the same final state are called irreducible, although event kinematics including
the reconstructed mass of the intermediate resonance may still provide some level of
discrimination power. Other processes have the possibility to fake light leptons or
τhad objects through the misidentification of other types of particles and constitute
a non-negligible background contribution.
The main irreducible background consists of Z boson or off-shell photon
decays to two tau leptons in association with jets, denoted Z/γ∗ → ττ + jets. The
tree-level Feynman diagrams of this production process with up to one additional
parton are shown in figure 4.1. Although the final state objects are the same as
for the signal process, the di-tau invariant mass provides some discrimination power
as long as the resolution of the mass estimate is sufficiently high compared to the
mass difference between the Z and Higgs bosons. This is mainly limited by the
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Figure 4.1: Tree-level Feynman diagrams with up to one additional parton showing
processes leading to Z/γ∗ + jets events.
EmissT resolution and the choice of algorithm used in the mass reconstruction, some
of which are discussed in more detail in section 4.1.3. An additional source of
discrimination power can be accessed by studying the kinematics of the jets. Various
selection criteria on the jets can be tweaked to futher suppress this background by
comparing Z/γ∗ → ττ + jets events with VBF Higgs boson events in terms of
distributions of variables representing jet properties. Two example variables are
shown in figure 4.2, namely the invariant mass and the pT of the di-tau system at
truth level for VBF signal and Z/γ∗ → ττ + jets background. Both variables are
calculated from the full true kinematics of the two tau leptons. The distributions
are shown without any selection criteria applied. Both variables can be seen to have
significant discrimination power at the truth level, which will however be reduced
when analysing actual data due to the invisible neutrinos.
Events with misidentified objects that pass the selection criteria are collec-
tively called the fake background and are most prevalent in τ`τhad. In most events
of this type a jet fakes a τhad signature and has the possibility of being included in
the channel if a light lepton is also reconstructed. This background is dominated
by W + jets and QCD multijet processes with smaller contributions from dibo-
son and top backgrounds. Event rates for the latter two types of processes will be
quoted separately in section 4.6 and are taken from calculated cross sections. In
W + jets events where the W boson decays leptonically a neutrino is also present
creating missing transverse energy, giving such events a very similar signature to the
signal. The amount of background of this type that passes the selection depends
mainly on the τhad misidentification rate. Discrimination against W + jets events
in τ`τhad would ideally be done by reconstructing the invariant mass of the leptonic
decay products. The presence of a neutrino prevents a full mass reconstruction, but
by taking into account the missing transverse energy in the event it is possible to
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Figure 4.2: Distributions of variables with potential signal discrimination power:
(a) the invariant mass and (b) the transverse momentum of the ditau system in
VBF H → ττ and Z/γ∗ → ττ events. The variables are calculated at truth level
using the four-momenta of the tau leptons.
construct a slightly different variable called the transverse mass:
mT =
√
2plTEmissT (1− cos∆φl,EmissT ), (4.1)
which rises to its maximum close to the W mass in W + jets events. Further
suppression of these events can be extracted by studying the angles between the
objects in the event. The angular separations between the reconstructed τhad−vis,
light lepton and EmissT in a resonant Higgs decay will differ significantly from those
in a background event where the objects do not originate from the same parent.
Especially in signal events with one or more high-pT jets, i.e. with a highly boosted
Higgs boson, the angle between the τhad−vis and light lepton will be small compared
to that in a typical W + jets event. The orientation of the EmissT will also differ
between signal and background. In a H → τlτhad event both the leptonic and
hadronic tau decay will result in one or more neutrinos with a tendency to have the
total EmissT pointing in a direction between the taus, while a W + jets event will
typically not exhibit the same behaviour. As already mentioned, the other major
contribution to the fake background comes from QCD multijet events which have a
large cross section in proton-proton collisions. Two jets each have to be misidentified
as either a τhad object or a light lepton in accordance with the studied decay channel
to fake a signal event. Tight lepton selection and identification criteria will aid in
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the reduction of this background. In τ`τhad a data-driven background estimation
method based on fake factors is used specifically for events where a jet fakes a τhad
signature. More details are given in section 4.5.2.
Z/γ∗ → ll + jets events also contribute to the background. The event rate
is highest in τ`τ` where the basic signature of jets plus two leptons and possibly
some amount of EmissT is present without any particles having to be misidentified.
In τ`τhad a lepton needs to be misidentified as a hadronic tau decay, or one lepton
must fail reconstruction while a jet is misidentified as a τhad object. Due to the very
low lepton misidentification rates in ATLAS the largest contribution comes from
the latter type of events. Rejection of Z/γ∗ → ll + jets therefore mainly depends
on the light lepton acceptance. Electroweak pair production of vector bosons W
and Z, also called diboson events, is also a source of final states with one or more
τ leptons or a τ together with an electron or muon. Diboson processes are grouped
together with Z/γ∗ → ll + jets events in the presentation of event yields later in
this chapter.
Events involving t¯t pair or single top production have a high probability of
containing top decays to a bottom quark and aW boson since this branching fraction
dominates. This results in a signature containing multiple jets as well as EmissT from
the subsequent W decay. Depending on the W decay, the top processes include
events with both real and fake τhad decays at roughly equal rates. An efficient
tool for reducing these backgrounds is to reject events with identified b-jets through
b-tagging.
4.1.3 Reconstruction of the Ditau Mass
Information about the Higgs boson kinematics can be extracted by adding together
the four-vectors of the two reconstructed tau leptons. This can be used to distin-
guish resonant ditau decays from non-resonant processes. The ability to distinguish
between several different resonances decaying to the same final state is highly depen-
dent on the achievable mass resolution. The neutrinos in the event complicate the
mass reconstruction and reduce the mass resolution by preventing a full Higgs boson
four-momentum reconstruction. The missing transverse energy in the event can how-
ever be used to approximate the remaining momentum contributions not included
in the visible decay products. Several mass reconstruction methods with different
approaches to incorporating the missing transverse momentum are described below.
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The Visible Mass
The visible mass mvis is reconstructed as the invariant mass of only the visible decay
products, thereby ignoring the EmissT produced by the neutrinos. Denoting the tau
leptons as 1 and 2, it can simply be calculated from the combined four-momentum
as
mvis =
√
(E1 + E2)2 − (p1 + p2)2. (4.2)
The momentum carried by the neutrinos is generally a significant part of the full tau
lepton momenta, leading to mass spectra with a bias towards lower values compared
to the mass of the reconstructed resonance. The separation between the Higgs and Z
boson mass peaks is also reduced. The visible mass is not used as a discriminating
variable in the analysis but is part of the validation of the Z → ττ background
model.
The Collinear Approximation
In the limit of a highly boosted resonant state in the lab frame, the neutrino mo-
mentum from the tau decays can be approximated as pointing in the same direction
as that of the remaining decay products. With the additional assumption that all
the missing transverse energy comes from the neutrinos, the collinear mass can be
written as [82]
mcoll =
mvis√
x1x2
, (4.3)
where x1,2 are the momentum fractions carried away by the visible tau decay prod-
ucts and can be calculated as
x1,2 =
pvis1,2
pvis1,2 + pmis1,2
. (4.4)
The total invisible momentum carried away by the neutrinos in each tau decay,
pmis1,2 , can be found by solving two equations with two unknowns:
Emiss,xT = pmis1sinθvis1cosφvis1 + pmis2sinθvis2cosφvis2 ,
Emiss,yT = pmis1sinθvis1sinφvis1 + pmis2sinθvis2sinφvis2 .
(4.5)
A special case is when the tau decay products are back-to-back in the x, y plane,
leading to equations 4.5 becoming degenerate. A large amount of H → ττ events
have such a back-to-back topology rendering the collinear approximation unsuitable
for this type of analysis.
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Figure 4.3: Probability distribution functions P(∆R, pτ ) in a particular pτ bin of
the decaying tau lepton. Functions are shown for one-prong (left) and three-prong
(middle) hadronic tau decays as well as leptonic tau decays. The functions are used
as part of the maximum-likelihood scan to determine the optimal parameters for
the kinematics of the invisible decay products [82].
The Missing Mass Calculator
Improvements to the ditau invariant mass estimate can be attained by considering
the more general case of a non-negligible opening angle between the neutrinos and
the visible decay products while exploiting known kinematic properties of tau decays.
An algorithm called the missing mass calculator (MMC) [82] has been developed for
this purpose. Depending on the decay channel of the ditau system (hadronic, semi-
leptonic or leptonic) there are between six and eight unknown variables describing
the spatial coordinates of the invisible momentum carried away by the neutrinos
and the invariant mass of the neutrinos specifically in leptonic tau decays. However,
only 4 independent equations can be constructed containing these variables:
Emiss,xT = pmis1sinθmis1cosφmis1 + pmis2sinθmis2cosφmis2 ,
Emiss,yT = pmis1sinθmis1sinφmis1 + pmis2sinθmis2sinφmis2 ,
M2τ1 = m
2
mis1 +m
2
vis1 + 2
√
p2vis1 +m
2
vis1
√
p2mis1 +m
2
mis1 ,
M2τ2 = m
2
mis2 +m
2
vis2 + 2
√
p2vis2 +m
2
vis2
√
p2mis2 +m
2
mis2 .
(4.6)
An exact solution cannot be found since the number of unknowns exceeds the
number of constraining equations. Instead, the remaining allowed phase space
can be studied in terms of the likelihood of different kinematic configurations oc-
curring. As an example, probability density functions are shown in figure 4.3
as a function of the distance between the visible and invisible decay products
∆R =
√
(ηvis − ηmis)2 + (φvis − φmis)2 for leptonic as well as one-prong and three-
prong hadronic tau decays. The distributions have been obtained from simulated
samples of tau decays from Z/γ∗ → ττ events and depend on the momentum of the
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Figure 4.4: Reconstructed ditau mass Mττ for simulated ggF H → τlτhad events
with a Higgs boson mass of mH = 115 GeV including detector resolution effects.
The missing mass calculator (solid line) is compared to the collinear approximation
(dashed line). The MMC algorithm increases the mass resolution and suppresses the
long upward tail observed in the distribution obtained from the collinear approxi-
mation, mostly consisting of events with an approximately back-to-back topology
where the algorithm is still able to produce a valid result. The higher efficiency of
the MMC algorithm also leads to an increased event yield [82].
initial tau lepton. This information can be incorporated as an additional constraint
by defining a log-likelihood in terms of the probabilities of the particular configura-
tions of the two tau decays. In the case where both taus decay hadronically there
are only six unknowns and a log-likelihood function containing information about
∆R and the tau momenta is enough to constrain the system. In cases where one
or both taus decay leptonically, the invariant masses of the neutrinos need to be
included in the likelihood as well. The EmissT resolution is also taken into account by
including the transverse components Emiss,xT and E
miss,y
T in the likelihood scan by
defining a Gaussian probability function according to the experimental resolution.
The log-likelihood function for hadronic tau decays can then be written as
L = −log(P(∆R1, pτ1)× P(∆R2, pτ2)× P(∆Emiss,xT )× P(∆Emiss,yT )), (4.7)
where the probability functions P(∆R1,2, pτ1,2) depend on the decay types and
∆Emissx,yT are the variations of the x- and y-components of the missing transverse
energy compared to the experimentally determined value.
The MMC algorithm allows a solution to be found in a much higher fraction
of events than using the collinear approximation, thereby significantly increasing
the efficiency. Additionally, the resolution of the invariant mass is improved by
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considering the full phase space of possible neutrino opening angles and EmissT values
including their probabilities. Figure 4.4 shows distributions of Mττ in τ`τhad events
calculated using the collinear approximation and the MMC algorithm respectively.
Additional kinematic selection criteria have been applied to ensure a well-defined
output of each algorithm. The analysis presented in this thesis determines the ditau
mass mττ using the MMC algorithm.
4.2 Monte Carlo Simulated Samples
The theoretically predicted distributions of signal and background are produced
through the use of numerous Monte Carlo event generators. While major back-
ground contributions such as Z → ττ and fake taus are modelled using data-driven
techniques, their development and validation still depend on simulation. Smaller
background contributions are estimated directly from the simulated samples. The
simulation of VBF signal is a hybrid procedure with Monte Carlo generation of an
SM sample and re-weighting of events from this sample to describe non-zero CP-
odd mixing parameter values. This section will describe the MC generation, while
section 4.3 details the re-weighting technique. All Higgs samples are produced with
a Higgs mass of mH = 125 GeV. Table 4.1 shows the complete list of MC simulated
samples used in the analysis as well as the perturbative order of the QCD calculation
used for each sample.
4.2.1 Signal Samples
Although several Higgs production modes are included in the analysis, only VBF
H → ττ and H → WW production modes are considered to be signal, since the
goal is to test CP-invariance in VBF. Samples of 2 × 106 parton-level VBF events
are generated for both decay modes using Powheg [152]. Simulation of the un-
derlying event, parton showering and hadronisation is subsequently performed in
Pythia 8 [102] at next-to-leading order in QCD and using the CT10 PDF set [88].
The event selection and background discrimination procedure exploit a large num-
ber of kinematic variables, making it important to have high precision modelling of
the signal events. An electroweak correction of the Higgs transverse momentum pHt
distribution is introduced by comparing the output of Pythia to the distribution
obtained from Hawk [79–81], which takes the complete NLO electroweak contribu-
tions into account. The correction size depends on pHT , increasing from 1-2% at low
values to approximately 20% at pHT = 300 GeV [55].
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Signal MC generator σ × B [pb] Order
VBF, H → ττ Powheg+Pythia8 0.100 (N)NLO [56,129–131]
VBF, H →WW Same as VBF H → ττ 0.34 (N)NLO [56,129–131]
Background
ggF, H → ττ Minlo+Pythia8 1.22 NNLO+NNLL [56,132–137]
ggF, H →WW Powheg+Pythia8 4.16 NNLO+NNLL [56,132–137]
WH, H → ττ Pythia8 0.0445 NNLO [56,138]
ZH, H → ττ Pythia8 0.0262 NNLO [56,138]
W (→ lν), (l = e, µ, τ) Alpgen+Pythia8 36800 NNLO [139,140]
Z/γ∗(→ ll), Alpgen+Herwig 13000 NNLO [139,140]10GeV < mll < 60GeV
Z/γ∗(→ ll), Alpgen+Pythia8 3910 NNLO [139,140]60GeV < mll < 2TeV
VBF, Z/γ∗(→ ll) Sherpa 1.1 LO [141]
tt¯ Powheg+Pythia8 253 NNLO+NNLL [142–146]
Single top: Wt Powheg+Pythia8 22 NNLO [147]
Single top: s-channel Powheg+Pythia8 5.6 NNLO [148]
Single top: t-channel AcerMC+Pythia6 87.8 NNLO [149]
qq¯ →WW Alpgen+Herwig 54 NLO [150]
gg →WW gg2WW+Herwig 1.4 NLO [151]
WZ, ZZ Herwig 30 NLO [150]
Table 4.1: Signal and background samples used in the analysis and the Monte
Carlo generators used to model them. All Higgs samples are generated with mass
mH = 125 GeV. The cross sections times branching fractions (σ×B) are quoted for√
s = 8 TeV alongside the perturbative order of the QCD calculation. The signal
processes include the SM H → ττ and H → WW branching fractions, and the
W and Z/γ∗ backgrounds include the leptonic decay branching fractions. Inclusive
cross sections are quoted for all other backgrounds.
4.2.2 Background Samples
Background samples include all Higgs production modes except VBF in addition
to all non-Higgs processes. For gluon fusion Higgs production, ggF, generated with
standard Powheg (the generator for this process in the couplings analysis) a large
discrepancy is observed between Bjorken x values of the initial state partons at gen-
erator level and when calculated at reconstruction level. This ggF Powheg sample
is only NLO for 0 jets, which means that only one parton comes from the hard
interaction, while any additional jets will originate from the parton shower. This
makes the sample unsuitable for calculating the Optimal Observable, since it makes
use of both the leading and sub-leading jet in the event. In the simulated VBF
signal events these jets both need to originate from the hard interaction in order to
have an accurate value for the matrix element used as input to the Optimal Ob-
servable calculation. In this analysis the Higgs-plus-one-jet process is simulated at
NLO accuracy in QCD with Powheg using theMinlo feature [153]. The Powheg
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event generator is interfaced to Pythia8, and the CT10 PDF set is used. Asso-
ciated V H production is simulated using Pythia8 using the Cteq6l1 [89] PDF
set. Contributions from associated tt¯H production were previously evaluated in the
H → ττ couplings analysis [2] to be negligible and are not included. As with VBF
production, the background Higgs production modes are simulated with H → ττ
and H → WW decays since the contribution from H → WW in τ`τ` is potentially
non-negligible in the signal region of the analysis.
Other background samples are generated using various event generators in-
terfaced to either Pythia or Herwig [103] to simulate the underlying event, parton
shower and hadronisation. For the Herwig samples the tau lepton decays are simu-
lated using Tauola [154]. Photon radiation from charged leptons in these samples
is calculated by Photos [155]. Samples containing Z/γ∗ + jets andW + jets events
are generated with Alpgen [156] by using the LO matrix elements for W and Z
production including a maximum of five additional partons in the final state. It
uses a matching scheme [157] between the matrix element and the parton shower
algorithm. Z/γ∗ + jets events are generated in two separate intervals of the true
dilepton mass with mtruell ≶ 40 GeV. This was done to avoid generating excessive
events with a dilepton mass below the event selection requirements of the analysis.
The low-mass samples are interfaced to Herwig and Jimmy [158], while high-mass
samples are interfaced to Pythia. Since Z/γ∗ + jets events constitute a considerable
fraction of the background in signal enriched kinematic regions, a high statistical
power is desirable when optimising methods of background rejection. Therefore,
additional VBF-enriched samples were generated by applying a VBF-like kinematic
filter at generator level before detector simulation that allows the simulation of large
samples of events in the kinematic region sensitive to signal.
Event samples with top quarks are generated separately depending on the
process and channel. A tt¯ sample is generated using Powheg [159, 160] interfaced
to Pythia using the Cteq6l1 PDF set. The s-channel and Wt processes in single-
top events are likewise generated with Powheg interfaced to Pythia, while the
t-channel processes are generated using AcerMC [161,162] interfacted to Pythia.
In the τ`τhad decay channel these samples are only used to model the part of top
background where the τhad object originates from a real τhad decay or a misidentified
light lepton. Events where jets are faking hadronic tau decays are instead modelled
by the data-driven fake factor method described in section 4.5.2.
Production of diboson events is simulated withHerwig in the case of ZZ and
WZ events, whereasWW events are simulated with Alpgen interfaced to Herwig.
The loop-induced gg →WW process is generated using the gg2WW [163] program
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interfaced to Herwig and Jimmy to model non-perturbative QCD effects. Alpgen
has a superior description of the jet topology in diboson events, but off-shell Z
contributions are not included in ZZ andWZ leading instead to the use of Herwig
in these cases.
4.3 Signal Re-weighting
Methods are used to re-weight individual events in an SM signal sample to produce
a sample of a given CP-odd coupling strength, instead of generating individual
signal samples with the required number of events for each coupling strength. This
allows convenient access to arbitrary coupling strength values without the need to
decide on these in advance. In order to simulate any degree of CP-mixing, a matrix
element-based re-weighting procedure is applied to the existing Powheg+Pythia8
SM VBF signal sample. The re-weighting takes as input truth-level information for
each event, more specifically the Bjorken x values of the incoming partons, the
four-vectors of the outgoing Higgs boson1 and of the final-state partons (before any
hadronisation), as well as the flavour of the involved partons. Using these, the
weights are obtained as the ratio of the matrix element squared evaluated for the
CP-mixed case one wishes to reweight to, and the SM matrix element squared. All
of the matrix element calculations for the re-weighting are performed using code
extracted from Hawk. Version 2.0 is the only version that includes anomalous
HVV couplings. For the CP-mixed scenarios the parameter d˜B is set equal to d˜ (see
eqs. 1.53).
Powheg includes matching of matrix elements and parton shower at NLO,
meaning that there can be three different kinds of events (with q and q¯ interchange-
able): qq → qqH, qg → qqq¯H and qq → qqgH. The re-weighting uses the corre-
sponding matrix element at LO from Hawk for the 2→ 2+H or 2→ 3+H process,
taking into account the flavours of incoming and outgoing partons. This procedure
is expected to give a very good approximation to a real and full NLO re-weighting.
4.3.1 Validation of the Re-weighting Procedure
The validation of the re-weighting procedure is achieved by comparing a sample of
SM simulated events after the re-weighting, and a sample of events directly generated
assuming the same amount of CP-mixing. The Monte Carlo generators considered
in this study are Vbfnlo and Mg5_aMC@NLO [68]. Both the HAWK routines
and Vbfnlo implement the same parametrisation of the effective lagrangian (see
1The Higgs boson with status 22 is used, i.e. before any radiation etc.
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VBF@NLO parameter Description
PARAMETR2 = true Parametrisation of the L3-Collaboration
D_EVEN = 0.0 d, CP-even
DB_EVEN = 0.0 dB
DG1Z_EVEN = 0.0 Delta_g1_Z
DKGAM_EVEN = 0.0 Delta_kappa_gamma
D_ODD = 0.1 d˜, CP-odd
DB_ODD = 0.1 d˜B
KGAM_ODD = 0.0 kappa_gamma
HVV1 = 4 All anomalous couplings activated
TREEFACW = 1.0 SM HWW tensor factor (sin(alpha-beta) in MSSM)
TREEFACZ = 1.0 SM HZZ tensor factor (sin(alpha-beta) in MSSM)
LOOPFAC = 0.0 SM loop factor multiplying HZγ and Hγγ
Table 4.2: Parameters set in the Vbfnlo input file anom_HVV.dat corresponding
to d˜ = d˜B = 0.1.
VBF-like cuts
pT (p) > 25GeV
|η(p)| < 4.5
|∆η(p1, p2)| > 2.8
|∆R(p1, p2)| > 0.4
M(p1p2) > 500GeV
Table 4.3: List of minimal selection requirements applied to all the comparions
discussed in this section. The cuts are applied to parton-level quantities for both
LO and NLO comparisons.
equation 1.44), hence it is easier to make sure that the re-weighted sample and the
one generated with Vbfnlo correspond to the same BSM model. Table 4.2 shows
the value of the parameter used to simulate events with Vbfnlo.
Vbfnlo can only generate events at leading order (and differential distributions at
next-to-leading order) that are then stored in standard Les Houches files (LHE) [164].
The four-vectors of the incoming and outgoing partons and of the Higgs boson, re-
treived from the Vbfnlo LHE files, are used as input to the re-weighting code. The
minimal set of VBF-like cuts applied to the partons is listed in table 4.3.
Additionally, theMg5_aMC@NLO program can simulate events with anoma-
lous couplings also at NLO. This makes it possible to test how good an approxima-
tion it is to separately re-weight the 2 → 2 + H and 2 → 3 + H processes instead
of developing a full NLO re-weighting. This is important for the analysis since the
SM VBF signal sample that is re-weighted is generated at next-to-leading order by
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Mg5_aMC@NLO parameters numerical values
cα = 0.6
KSM = 1.6¯
kAWW = −2.03
kAZZ = −2.03
kAγγ = −155.97
kAZγ = 0
Table 4.4: Input parameters for Mg5_aMC@NLO corresponding to d˜ = d˜B =
0.1. All other anomalous couplings term are set to zero.
σVbfnlo [fb] σMg5_aMC@NLO [fb]
1451± 1 1447± 2
Table 4.5: Cross sections for VBF production of a CP-mixed state, corresponding
to d˜ = d˜B = 0.1
Powheg+Pythia. In Mg5_aMC@NLO, the effective Lagrangian is expressed in
terms of the couplings of the Higgs bosons to the photon A, and the W and Z bosons
(see 1.48). The relation between those couplings and d˜ are shown by equations 1.49.
Table 4.4 shows the numerical values of the input parameters used to generate the
Mg5_aMC@NLO samples using the characterisation model [165] that correspond
to d˜ = d˜B = 0.1. Good agreement is found when comparing the cross sections
calculated by Mg5_aMC@NLO and Vbfnlo for the same CP-mixed state (see
table 4.5).
The LHE files generated by Mg5_aMC@NLO at NLO carry only parton
level information and are therefore subsequently showered by interfacing Mg5_-
aMC@NLO with Pythia8. A Rivet [166] routine is used to store the information
on the partons in a ROOT file. The weigths and Optimal Observable are calculated
from these root files. Figure 4.5 shows comparisons between distributions of events
generated by Mg5_aMC@NLO directly with a CP-odd coupling strength of d˜ =
d˜B = 0.1 and SM events re-weighted with the same CP-odd coupling strength.
Neither ∆φsignjj nor the Optimal Observable show any significant disagreement in
this comparison.
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Figure 4.5: Distribution of ∆φsignjj and Optimal Observable for Mg5_aMC@NLO
Standard Model events after re-weighting (in red) and Mg5_aMC@NLO events
generated with d˜ = d˜B = 0.1. Both processeses are generated at NLO, and parton-
level information is used as input to the re-weighting.
4.4 Data Samples and Triggers
The analysis includes the full set of data collected by the ATLAS detector in proton-
proton collisions in 2012 at a centre-of-mass energy of
√
s = 8 TeV. The 2012 dataset
corresponds to 20.3 fb−1 after applying data quality criteria in the form of a Good
Runs List (GRL). The GRL is identical to the one used in the couplings analysis for
8 TeV data. The peak instantaneous luminosity during the 2012 data taking period
was 7.7× 1033 cm−2s−1 corresponding to a mean number of interactions per bunch
crossing of 20.
Online event selection during data taking in the τ`τhad decay channel is per-
formed using single electron and muon triggers, both having a threshold of pT > 24
GeV, to select τeτhad and τµτhad decays respectively. The lack of statistics in the
anti-tau control region, defined as the region containing τhad candidates that fail
the identification criteria (see section 4.5.2), in lepton+τhad triggered events leads
to a background distribution with high statistical fluctuations, and these triggers are
therefore not used. The τ`τ` channel employs different triggers to cover τeτe, τeτµ
and τµτµ decays. The di-muon case accepts events both from a di-lepton trigger and
a single electron trigger. The trigger thresholds are summarised in table 4.6. The
thresholds are all kept identical to those employed in the H → ττ couplings analysis.
Oﬄine pT thresholds are subsequently applied as part of the analysis regions defined
in section 4.6. Sufficiently high thresholds are chosen to reach the stable efficiency
plateau in order to avoid potentially large systematic uncertainties associated with
109
Trigger [GeV] τ`τ` τ`τhad
Single electron peT > 24 peT > 24
Single muon - pµT > 24
Di-electron pe1,2T > 12 -
Di-muon pµ1T > 18 -
pµ2T > 8 -
Di-lepton peT > 12 -
pµT > 8 -
Table 4.6: Online trigger pT thresholds used in the τ`τ` and τ`τhad analysis chan-
nels.
the turn-on region, where the trigger efficiency rises steeply as a function of pT .
Only unprescaled triggers were utilised in this analysis.
4.4.1 Object Definitions
The objects used in the analysis include jets, hadronic tau decays, electrons and
muons. Table 4.7 summarises the selection criteria of these objects in both channels.
Some of them are only used in one of the channels, such as hadronic tau decays being
exclusive to the τ`τhad channel, and some of the electron and muon criteria differ
between channels, while additional track and calorimeter isolation criteria are added
individually for the two channels.
Jets are used to tag events that have a high probability of including VBF
production. Local calibrated clusters are used to reconstruct jets with the anti-kt
algorithm using r = 0.4 (see section 3.3) and are included in the analysis if their
pseudo-rapidity is within |η| < 4.5 and have pT > 30 GeV. Jets within the ID
acceptance of |η| < 2.4 having pT < 50 GeV additionally need to have a jet vertex
fraction of |JVF| > 0.5, which helps reject jets from pile-up. Furthermore, a veto
is applied on events containing a b-jet by using the b-tagging algorithm Mv1 (see
section 3.3.2). These jets have a high probability of originating from tt¯ events, and
the veto therefore effectively reduces the tt¯ background.
The reconstruction of hadronic tau decays follows the procedure described
in section 3.6 at medium ID. They are required to have pT > 20 GeV and need to
be within |η| < 2.47. The number of charged tracks in the cone is limited to one
or three with a total electric charge of 1. A medium electron veto is applied on the
hadronic tau candidate in the τeτhad channel.
Electron and muon object selections differ slightly between τ`τ` and τ`τhad.
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Object Selection criterion
τ`τ` τ`τhad
Muon
combined combined
pT > 10 GeV pT > 10 GeV
|η| < 2.5 |η| < 2.5
ID quality criteria ID quality criteria
I(pT , 0.4) < 0.18 I(pT , 0.4) < 0.06
I(ET , 0.2) < 0.09 I(ET , 0.2) < 0.06
Electron
loose identification tight identification
pT > 15 GeV pT > 15 GeV
|η| < 2.47 |η| < 2.47
not within 1.37 < |η| < 1.52 not within 1.37 < |η| < 1.52
I(pT , 0.4) < 0.17 I(pT , 0.4) < 0.06
I(ET , 0.2) < 0.09 I(ET , 0.2) < 0.06
Hadronic tau decay
- medium identification
- pT > 20 GeV
- |η| < 2.47
- 1 or 3 tracks
- charge = ±1
- τeτhad electron veto
Jet
LC TopoClusters LC TopoClusters
|η| < 4.5 |η| < 4.5
|JV F | > 0.5 for |η| < 2.4 |JV F | > 0.5 for |η| < 2.4
Table 4.7: Object selection criteria in the τ`τ` and τ`τhad decay channels.
In both channels electrons in the crack region 1.37 < |η| < 1.53 between the barrel
and end-cap calorimeters are ignored to avoid the inclusion of objects with poor
performance in terms of identification and reconstruction. Electrons are also re-
quired to have pT > 15 GeV and lie within |η| < 2.47. The equivalent kinematic
requirements on muons are pT > 10 GeV and |η| < 2.5. The τ`τ` channel, in order
to suppress fake backgrounds, requires tight muon identification using combined
tracks (see section 3.5) with an additional requirement of |z0| < 10 mm to avoid
cosmic particle tracks from passing the selection. Electrons are required to pass
the loose identification working point (see section 3.4). Events with τhad candidates
are vetoed. The τ`τhad channel also requires combined muon tracks, while electron
identification uses the tight working point.
Overlap removal is performed on objects passing the object selection criteria.
It identifies objects lying within ∆R < 0.2 of each other and keeps only one of them
in the analysis. The ranking with the highest priority first is: muons, electrons, τhad
objects and lastly hadronic jets due to the relative purity of these objects in recon-
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struction. However, this procedure can be improved in τ`τhad by applying a looser
set of selection criteria. During overlap removal both combined and segment-tagged
muons are considered, while electrons are only required to pass the loose identifi-
cation working point. This improves the rejection of events in which leptons are
faking a τhad. Overlap removal in τ`τhad is followed by a dilepton veto to suppress
Z → `` decays, and only events with exactly one light lepton and one τhad object
are retained. As an additional step, the light lepton purity is subsequently improved
by applying additional isolation requirements on both tracks and calorimeter cells.
In τ`τ`, muons must have tracks fulfilling I(pT , 0.4) < 0.18, while calorimeter cells
must have I(ET , 0.2) < 0.09. Electron isolation requirements are I(pT , 0.4) < 0.17
and I(ET , 0.2) < 0.09. In τ`τhad muons have track and calorimeter isolation require-
ments of I(pT , 0.4) < 0.06 and I(ET , 0.2) < 0.06 respectively. The electron isolation
requirements are I(pT , 0.4) < 0.06 and I(ET , 0.2) < 0.06.
4.5 Data-driven background estimation
It is preferable to estimate the background contributions through data-driven mod-
elling, which avoids any dependence on the choice of MC generator and minimises
the systematic uncertainties while ensuring an accurate description of pile-up and
the underlying event. The major background contributions such as Z decays to tau
leptons and the fake backgrounds are all modelled using real data, with a special case
being Z/γ∗ → ττ + jets that incorporates simulated tau decays into data events. In
looser event categories not included in the present analysis, the couplings analysis
used a method exploiting the ratio of event rates with electrically same-sign and
opposite-sign light lepton and τhad. It therefore uses a control region to estimate
the background in the main signal region. A slightly different approach based on
fake factors is needed in VBF events where instead of reversing the requirement of a
particle’s electric charge, the τhad identification is required to fail, creating a sample
of so-called ‘anti-taus’. The following sections will describe the above mentioned
methods of background modelling.
4.5.1 Z → ττ Embedding Procedure
The irreducible nature of the Z/γ∗ → ττ + jets background complicates the rejection
of signal events in a sample of Z/γ∗ → ττ events taken from data. Instead, the
background is modelled with a hybrid data/MC approach called embedding [167].
The embedding is done by selecting as input a large sample of Z → µµ data events.
Muons are the most precisely reconstructed objects in ATLAS having negligible
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momentum uncertainties compared to the uncertainties on tau decays. This clean
dimuon event signature therefore provides the necessary means to accurately model
Z/γ∗ → ττ events. The reconstructed energy deposits and tracks of the muons
from the Z decay are then removed from each event and simulated tau decays are
embedded in their place at the particle level. This approach has several advantages
over using simulated events. The expected signal contribution in Z → µµ events
is negligible due to the very low branching ratio of H → µµ decays, making it an
especially pure source of Z events giving access to event kinematics directly from
data, of which the additional jets are of special interest since these are an integral
part of defining the VBF selection category. The underlying event and pile-up
conditions are also taken directly from data with this approach and do not depend
on simulation.
Events are selected using single muon triggers and requiring that all events
have two combined isolated muons with opposite electric charge, a dimuon invari-
ant mass mµµ > 40 GeV and pass pT thresholds of 20 (15) GeV for the leading
(subleading) muon in the oﬄine selection. In events with more than one recon-
structed muon pair, the one with an invariant mass closest to the Z boson mass
is selected. While removal of the muon ID tracks is straightforward, subtraction
of the calorimeter energy deposits requires the simulation of an equivalent muon
pair. The kinematics of the two simulated muons are determined by their recon-
structed counterparts in the data event, and the resulting simulated calorimeter
energy deposits are subtracted from the reconstructed event. Two tau leptons are
then simulated according to the reconstructed muon kinematics while correcting for
the difference between the muon and tau masses. Simulation of the tau decays is
performed in Tauola [154] with subsequent final state radiation handled by Pho-
tos [155]. The spin correlation and polarisations of the two taus are handled by the
TauSpinner [168] program. The result is then run through the ATLAS simulation
and the tracks and calorimeter deposits of the simulated taus are added to the data
event. The embedding sample only models the differential distribution of kinematic
variables, while the initial normalisation of the sample is determined through a fit
to the observed data. The fit is performed at pre-selection level with visible mass
constrained to 40GeV < mvis < 70GeV. Although the selected dimuon sample has
a high purity of Z → µµ events there are still small numbers of tt¯ and diboson
events included. An overlap removal is performed by removing events that pass the
embedding selection criteria in the simulated tt¯ and diboson samples, which has a
negligible effect on the analysis.
In order to validate the embedding procedure both the muon energy sub-
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Figure 4.6: Variables used in the validation of the Z → ττ embedding procedure.
(a) shows the calorimeter isolation energy within a cone of radius ∆R < 0.3 around
the muons in Z → µµ events comparing the results before and after the embedding
of simulated muons. (b) shows the reconstructed invariant ditau mass in the τ`τhad
final state comparing simulated Z → ττ events with simulated Z → µµ events after
the embedding of simulated tau decays. Statistical uncertainties are given by the
error bars on the data points, while systematic uncertainties are indicated by the
hatched bands [2].
traction and the addition of simulated tau decays must be investigated. A separate
embedding sample was created by replacing the muons from data with simulated
muons instead of taus. Figure 4.6 (a) shows a comparison of the calorimeter energy
deposits within a cone of ∆R < 0.3 around the muons from data and the embed-
ded simulated muons. The results are in good agreement with no indication of
energy biases. In order to validate the embedding of simulated tau decays, samples
of Z → µµ and Z → ττ events were generated by the same MC generator using
identical settings followed by the embedding of taus into the Z → µµ sample. The
validation was performed by comparing kinematic distributions, one of which is the
invariant ditau mass seen in figure 4.6 (b). The variables agree within uncertainties
showing that the embedding procedure gives a valid description of Z → ττ events.
4.5.2 Fake Tau Background Estimation
Simulation of events with jets faking hadronic tau decays is complicated by the
calorimeter shower shapes of the jets. The suppression of fake hadronic tau de-
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cays relies on algorithms that depend on shower shape variables that are difficult
to accurately reproduce in MC simulation. Reliable simulation also depends on the
modelling of the quark and gluon fractions within the jet sample. Gluon jets gen-
erally have a wider shape and contain more final state particles compared to quark
jets due to their larger colour charge, which leads to differences in the misidentifi-
cation rate. MC modelling of the quark and gluon fractions in samples containing
multiple jets can be difficult and can easily lead to large systematic uncertainties.
The production of large multijet event samples also requires immense amounts of
processing power that further lowers the feasibility of simulating this kind of events.
A data-driven estimation of these backgrounds is therefore highly preferred.
The Fake Factor Method
The ‘Fake Factor’ method [2] is a data-driven procedure based on measuring the
ratio between the number of events containing τhad candidates that pass and fail the
identification criteria respectively. This is done in control regions that are enriched
in the types of background faking τhad objects, thereby providing control regions
with much higher statistical power than the signal region.
The basic idea relies on exploiting the knowledge of the number of τhad
candidates that fail and pass the identification criteria. A τhad candidate that fails
the identification procedure is called an anti-τhad in the following. The fake factor
(FF) is then defined as the relative fraction of anti-τhad to identified τhad events,
from which the background that enters the analysis can be estimated:
FF = N
identified-τ
CR
Nanti-τCR
, (4.8)
Nbkg =
(
Nanti-τdata,SR −Nanti-τothers,SR
)
· FF, (4.9)
where Nanti-τdata,SR is the number of τhad candidates in data in the signal region that
fail the identification criteria, while Nanti-τothers,SR is the equivalent event yield for real
τhad decays or light leptons reconstructed as τhad candidates in processes that are
modelled separately, including Z → ττ , Z → ``, top and diboson. The terms
included in ‘others’ are found in simulated event samples and have an effect on the
final event yield of less than 10%. The number N identified-τCR includes events with
exactly one identified τhad object in a given CR, conforming to the signal region
selection criterion, while Nanti-τ in both CR and SR can include one or more anti-
τhad objects. The background entering the VBF category contains jets originating
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Figure 4.7: Fake factors extracted from the first six months of the 2012 data set.
A clear pT dependence is visible as well as differing values between one-prong and
three-prong events.
from both gluons and quarks, and since the fake factor is highly dependent on the
type of production mechanism, separate estimations of FF are performed in CRs
dominated by jets originating from each type of process. Estimates are also needed
from CRs enriched in Z → `` and top events. The fake factors are determined
separately for one- and three-prong taus and in bins of the τhad object pT since
they have been found to vary significantly depending on these variables as seen in
figure 4.7. The final fake factor in a given nprong and pT bin is then given by
FF(nprong, pT ) =
∑
i
Ri FFi(nprong, pT ), (4.10)
where i runs over the included processes, and Ri is the fraction of events contributed
by process i. The Ri are determined using simulated event samples for W + jets
(0.46), Z → `` (0.11) and top (0.03), after which the contribution from QCDmultijet
events is calculable as RQCD = 1 − RW − Rtop − RZ→ll = 0.40. The CRs used to
determine the fake factors are listed in table 4.8 and are defined by modifying one
or more selection criteria from the SR defined in table 4.12.
The reconstruction of EmissT is performed prior to the analysis, which means
that anti-τhad objects are assumed to be hadronic jets and are calibrated at the
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Process CR difference from SR
W + jets Inverted mT selection
QCD Inverted track isolation and loosened calorimeter isolation
Top (j → τhad) At least one b-jet and mT < 70 GeV
Z → `` (j → τhad) Requires two same-flavour leptons with invariant mass61 GeV < mll < 121 GeV
Table 4.8: CRs used to determine fake factors for W + jets and QCD multijet
events as well as events from Z → `` and top processes where a jet is misidentified
as a τhad object.
jet energy scale in the EmissT calculation. This would introduce a bias in the fake
factor calculation and is avoided by re-running the EmissT reconstruction on the data
samples used to determine the fake factors in order to ensure that all τhad object
are treated using the tau energy scale.
4.6 Event Selection
This section describes the event selection performed in the τ`τ` and τ`τhad decay
channels to construct the phase space regions of interest to the analysis. Most of the
selection criteria were developed in the couplings analysis, apart from an additional
multivariate discriminator requirement (see section 4.6.1). As a first step after
passing the data quality requirements and trigger thresholds described in section 4.4,
events with the desired final state objects from the signal process are selected using
a set of pre-selection requirements. These are followed by the definition of an event
category enriched in VBF signal events and finally a requirement on the output of
the multivariate discriminator to obtain the final signal region (SR). Several control
regions (CRs) are defined in order to constrain individual background normalisations
by modifying certain kinematic requirements in the VBF category to obtain regions
enriched in those background processes.
4.6.1 Background Suppression
The current analysis performs a measurement of CP violation in the VBF produc-
tion of H → ττ decays. Variables describing the characteristics of the ditau final
states and the two leading jets in VBF events are integral to studying the differ-
ences between H → ττ signal and background events. The discriminating variables
employed in the τ`τ` and τ`τhad decay channels include various kinematic constructs
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incorporating momenta, invariant masses and angular separations of the jets and
visible tau decay products. These include the opening angle ∆R in the η–φ plane
between the visible tau decay products, the invariant mass of the two leading jets
mj1,j2 , the MMC ditau mass mMMCττ as well as various centrality measures that de-
scribe the relative position of one object with respect to two other objects in the
event. One such type of centrality is called the η centrality of an object relative to
the two leading jets in an event. It is defined as
Cη1,η2(η) = exp
[
−4
(η1 − η2)2
(
η − η1 + η22
)2]
, (4.11)
where η, η1 and η2 are the pseudo-rapidities of the object and the two leading jets
respectively. The variable has a value of 1 when the object is centred in η between
the jets and drops below 1/e if it lies outside the range of η values between the
jets. The τ`τ` channel makes use of the η centrality of a third jet in the event,
Cη1,η2(ηj3), and the product of the η centralities of the two leptons from the tau
decays. The τ`τhad channel uses the η centrality of the lepton from the leptonic tau
decay Cη1,η2(ηl). VBF events typically have higher η centrality values compared to
other processes as the quarks that radiate the vector bosons continue on to become
jets in the forward regions of the detector, while the Higgs boson is generally found
in the central detector.
Another type of centrality utilised only in the τ`τhad channel is the EmissT φ
centrality, which describes the relative angular orientation of the missing transverse
momentum compared to the visible tau decay products in the transverse plane. The
transverse plane is transformed in such a way that the direction of the tau decay
products are orthogonal and the φ angle between the tau decay products defines the
positive quadrant of the transformed plane. The EmissT φ centrality is defined as the
sum of the x- and y-components of the EmissT unit vector in this transformed plane.
It is mathematically defined as
EmissT φ centrality =
A+B√
A2 +B2
, (4.12)
where
A =
sin(φEmissT − φτhad)
sin(φl − φτhad)
, B =
sin(φl − φEmissT )
sin(φl − φτhad)
. (4.13)
It will have a value of
√
2 in the case where the EmissT vector is precisely centered
between the lepton and the τhad object, while a value of −
√
2 indicates that the EmissT
vector points in the opposite direction. In resonant decays to ditau states such as
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H → ττ and Z → ττ it is expected that the missing transverse energy points in a
direction lying between the tau decay products since both tau decays contribute to
the EmissT vector. A value of the EmissT φ centrality close to
√
2 therefore indicates a
decay of this type.
Suppression of W + jets events in τ`τhad can be achieved through the trans-
verse mass mT of the lepton and EmissT (see equation 4.1). Additionally, the two
high-pT jets present in VBF events can be used to construct a range of observables
to aid in the discrimination between H → ττ and Z/γ∗ → ττ events. These all rely
on the distinct properties of the jets that are typically well-separated in η, have high
transverse momenta and occur with relatively low amounts of additional hadronic
activity in the event due to the absence of colour exchange in the VBF process.
Apart from the η centralities already mentioned above, the following observables
are used in the analysis:
• ∆ηj1,j2 : Pseudo-rapidity separation between the two leading jets, which is
typically large in VBF events. This variable is directly used in the definition
of the VBF category.
• ηj1 × ηj2 : Product of the pseudo-rapidities of the two leading jets. This is
another measure of their separation indicating whether the jets occupy the
same or the opposite detector hemisphere according to the sign of the variable.
• mj1,j2 : Invariant dijet mass, containing information about their momentum
and angular separation. The distribution is expected to tend towards higher
values in H → ττ signal events compared to Z/γ∗ → ττ and fake background
events.
• ptotT : Length of the vector sum of the visible tau decay products, the two
leading jets and the missing transverse energy. This variable will tend towards
small values in events with little or no additional activity, which is expected
in VBF events.
Many of the variables mentioned above will be correlated to some degree.
Figure 4.8 shows the linear correlation coefficients between a subset of the discrim-
inating variables used by the BDT in both a signal and background sample. The
highest level of correlation is seen between the opening angle of the visible decay
products ∆R and the ditau mass mττ . This is expected since a heavier resonance
produces a ditau system of higher momentum, which is therefore boosted to a higher
degree. If the variable correlations differ betwen signal and background, this can be
exploited to extract further discrimination power.
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Figure 4.8: Linear correlation factors between input variables to the BDT discrim-
inator for VBF H → ττ signal (a) and Z → ττ embedding background (b) in the
VBF event category.
Boosted Decision Trees
A boosted decision tree (BDT) [169] is a predictive multivariate classifier used in
machine learning. In contrast to binary pass/fail event classification based on a
set of variables with corresponding selection criteria, the output of a BDT is a
continuous variable that describes how signal- or background-like an event is. In
order to optimise the classifier to distinguish between specific categories of events,
it is trained on a set of simulated events where the categories are known in advance.
The input variable space typically has a high number of dimensions with potentially
large and complex correlations between the variables. Multivariate classifiers such
as BDTs are able to exploit features and correlations between variables that would
be difficult to access in a more conventional cut-based analysis.
A BDT is related to a cut-based analysis with event categories and a set of
selection criteria as the cut-based approach can also be presented in the form of a
decision tree. The selection criteria can be seen as a sequential series of pass/fail
decisions or splits, each leading to a pass node and a fail node and finally ending in
a set of leaf nodes having some mixture of true signal and background events that
determines the signal-likeness of each leaf node. Figure 4.9 illustrates the structure
of such a decision tree. The order of the variables in the tree and the value of each
variable where the split occurs can be optimised using a metric such as the Gini
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Figure 4.9: Illustration of a decision tree with a sequence of splits according to
selection criteria on the discriminating variables xi. The final leaf nodes indicate
how signal- or background-like the events in that node are according to the mixture
of training events in each node [170].
index G = p · (1− p), where p is the signal purity at each node. At every node the
goal is then to find the variable and selection cut value that maximises the increase
of the Gini index when comparing the index value of the parent node with the sum
of the index values of the two daughter nodes weighted according to their relative
event fractions. Such a training procedure can be taken too far however. With no
restrictions on the number of splits, also called the tree’s depth, a situation can
occur where each leaf node is so specialised that it contains only one training event.
While this would provide perfect background rejection on the training sample, any
other test sample that is run through this decision tree will not perform this well.
Decision trees with an excessive depth tend to identify statistical fluctuations as
genuine features of the training sample, leading to overtraining. Therefore, criteria
are often added that limit the number of allowed splits and require a minimum
number of events in a leaf node.
A single decision tree is a relatively weak classifier. The misclassification
rate can be significantly reduced by combining many decision trees, each with dif-
ferent event weights. By analysing the result of the training of the initial decision
tree, events that were difficult to categorise correctly can be given a higher rela-
tive weight to emphasise the problematic features, whereafter the re-weighted event
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sample is used to train a new decision tree. Such a combination of multiple decision
trees results in a classification that is no longer a binary outcome, but a function
of the responses of the individual trees. This analysis implements BDTs through
the Toolkit for MultiVariate Data Analysis (TMVA) [170] and uses the Gradient
Boosting algorithm [171]. The output of the BDT algorithm will be referred to as
the BDTscore.
In the couplings analysis BDTs were trained separately on simulated ggF
and VBF events to optimise the sensitivity to both event topologies. This anal-
ysis utilises only the VBF-trained BDTs, with the τ`τ` and τ`τhad decay channel
each having their own BDT with individually picked lists of input variables. It is
preferred to include only a limited number of input variables since the inclusion
of a variable with low discrimination power potentially introduces an unfavorable
amount of complexity compared to its contribution to the classifier. Extra sys-
tematic uncertainties can arise, and it could complicate the successful modelling of
the BDT output distribution, which depends on the correct description of the vari-
able correlations. The list of potential input variables is therefore reduced by first
discarding any variables that are not well-modelled and by requiring only weakly
correlated variables or variables with well-understood correlations that differ be-
tween signal and background. The importance of each variable in the subsequent
BDT training can be determined by studying how many times each variable is used
to define a node splitting and weighting each occurrence by its increase in the Gini
index and the number of events in the node. Variables with a low ranking according
to this procedure can be considered for removal from the input list. Table 4.9 lists
the final choice of discriminating variables used as input when training the BDT in
each channel.
The BDT training event samples should accurately describe the signal and
background distributions of the training variables in the event category where the
BDT is to be applied. While one could use the exact same background model
as the final analysis for this purpose, some of the background samples used for
the BDT training are generated differently. The size of systematic uncertainties
in the samples are the deciding factor in the choice of background model, whereas
the number of available events is more important in the BDT training procedure.
Therefore, simulated samples of Z/γ∗ → ττ events are substituted, offering a much
larger number of events than the data-driven fake factor method. These events are
generated using Alpgen including a VBF filter as described in section 4.2.2. The
OS-SS method is used on these samples to model events with misidentified hadronic
tau decays.
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Variable Description τ`τ` τ`τhad
mττ Ditau mass calculated by the MMC algorithm • •
∆Rτ1,τ2 η–φ separation of the two tau leptons • •
∆ηj1,j2 η separation of the two leading jets • •
mj1,j2 Invariant mass of the two leading jets • •
ηj1 × ηj2 Product of η values of the two leading jets •
ptotT |pτ1T + pτ2T + pj1T + pj2T + EmissT | •
mT Transverse mass of l + EmissT •
EmissT φ centrality EmissT direction relative to visible tau decays •
Cη1,η2(ηl) η centrality of lepton •
min(∆ηl1l2,jets) Min. ∆η of dilepton system and either jet •
Cη1,η2(ηl1)× Cη1,η2(ηl2) Product of η centralities of leptons •
Cη1,η2(ηj3) η centrality of third jet •
Table 4.9: Discriminating variables used in the training of the BDT for each decay
channel. The bullets indicate which variables are used in a particular decay channel.
Some of the variables are described in more detail in the text.
Events used to train a BDT should not be included in any test samples that
are subsequently processed by it. This requires a splitting of the available events into
two mutually exclusive samples than can only be used for either training or applying
the BDT respectively. A technique called cross-evaluation is utilised to maximise
the statistical power available to the BDT training by opening up the possibility of
using the full set of events. This is done by randomly separating the background
samples into two groups, each used to train an independent BDT. Each BDT is then
applied to the other half in order to test its performance. Since the event splitting
is random (picking alternate events in the sequence they reside in the data samples)
the two BDTs will exhibit the same traits in terms of output score and shape within
statistical uncertainties, and their scores can simply be added. Applying the BDTs
to data then entails splitting the events into two random samples of equal size and
applying each of the two cross-evaluated BDTs to one of the halves.
4.6.2 Signal and Control Regions
Following the object selection, the decay channels have individual event categorisa-
tions designed to be sensitive to VBF signal events. The defining characteristic of
a VBF event is the detection of two high-pT jets that are well-separated in pseudo-
rapidity. The VBF region is therefore defined by applying selection criteria to the pT
and |∆η| of these jets in order to reduce the contamination from other production
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modes such as ggF and VH. However, requiring the presence of a VBF signature
does not reduce the non-VBF contributions to a negligible amount. The selection
criteria summarised in table 4.12 result in the event yields in table 4.14, which show
that in the VBF category the total event yield from Higgs production has an ex-
pected non-VBF contribution of 36% in τ`τhad and 46% in τ`τ`. A high-purity VBF
sample for the purposes of the CP measurement is achieved by selecting events with
a high BDTscore. This selection criterion is optimised for each channel individually
as discussed in the sections below detailing the channel selections.
The τ`τhad and τ`τ` decay channels apply their respective event selections
developed in the couplings analysis [2], including the the preselection criteria, the
BDT training and the definition of the VBF event category in each decay channel.
This analysis adds an additional selection cut on the BDTscore discriminant that is
optimised and applied on top of the VBF category in order to define a signal region
with very signal-like events, thereby increasing the signal over background ratio
considerably. This is a necessary step to ensure sensitivity to the differences in the
Optimal Observable distribution of CP-mixing models compared to SM signal (see
section 1.3.2). It is possible to estimate an optimal range for this cut in each channel
individually by calculating the statistical significance for a counting experiment as
a function of the cut on the BDTscore. The significance is defined as [172]
Z0 =
√
2((s+ b)ln(1 + s/b)− s). (4.14)
However, the BDTscore selection value having the highest sensitivity for a counting
experiment in both channels approaches 1.0 and therefore contains an insufficient
number of events for the likelihood fit to be trusted. In the low-statistics limit, error
estimation may become inaccurate and the fit may become increasingly biased due to
asymmetries in the distribution. A compromise must therefore be reached between
the estimated sensitivity and the amount of data present in each bin of the Optimal
Observable distribution in the signal region. In order to ensure stability of the
binned maximum-likelihood fit, the BDTscore selection cut and histogram binning
are chosen such that at least one expected total background event is present in each
bin as given by MC. This necessitates the merging of high |O1| bins, since statistics
are quickly depleted in these regions of the distribution. The final choice of binning
is found by varying the number of bins as well as the placement of the bin edges
of the two outermost bins, and in each case performing a likelihood fit betweeen
a simulated dataset including SM signal and datasets including signal generated
in a range of d˜ values. More details are provided for the τ`τhad decay channel in
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Figure 4.10: Dependence of the mean value of O1 on BDTscore shown for total
background as well as VBF H → ττ SM signal in the τ`τ` channel (a) and the τ`τhad
channel (b).
section 4.6.2.
A check was performed in both decay channels in order to ensure that the
Optimal Observable distribution is not biased by the BDTscore selection cut used
for the signal region. Figure 4.10 shows the mean value of the Optimal Observable
in each decay channel as a function of the BDTscore value for SM signal in addition
to the full background estimate. The mean value is seen to be compatible with zero
within the statistical uncertainties as expected for a purely SM coupling.
The τ`τhad channel
The τ`τhad analysis channel is expected to have the largest impact on the CP-odd
coupling sensitivity, having a branching fraction of approximately 4 times that of
τ`τ`. It contains the final states having exactly one isolated lepton (e or µ) and one
hadronic tau candidate with opposite charge.
The event selection in this analysis is based on the selection developed in
the couplings analysis with an additional tighter selection criterion placed on the
BDTscore to select a purer sample of VBF events. In order to define a preliminary
search region that is relatively clean, a set of pre-selection cuts are applied. These
are designed to remove e.g. events that may have been contaminated by cosmic
particles that can result in fake EmissT , as well as events containing inaccurately
measured energy of electrons in the EM calorimeter. Following the definitions in
the couplings analysis, events are selected by applying pT requirements on the lepton
and hadronic tau, a di-lepton veto removing all events with two or more high-pT
leptons to reduce the Z → ee and Z → µµ backgrounds, and requiring that the
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Figure 4.11: Statistical significance Z0 of a counting experiment including signal
and all backgrounds in τ`τhad as a function of the chosen BDTscore requirement.
lepton and hadronic tau have opposite electric charge. The VBF event category,
again identical to that in the couplings analysis, is designed to select events with
VBF kinematics and requires EmissT > 20 GeV, a τ candidate with pT > 30 GeV
and at least two jets with leading pT > 40 GeV and subleading pT > 30 GeV. In
addition, the two leading jets must be in the forward and backward halves of the
detector, requiring ηj1× ηj2 < 0, and have an invariant mass mj1j2 > 500 GeV. The
pre-selection and signal regions are summarised in table 4.12.
A sensitivity optimisation of the BDTscore cut gives the rejection of BDTscore
values below 0.95 as a compromise between the number of events and the sensitivity.
Figure 4.11 shows the functional dependence of the statistical significance on the
value of the chosen BDTscore selection cut in the VBF category. The O1 binning in
the signal region is chosen such that the sensitivity is maximized while all bins still
contain at least one unweighted event from every background sample. The choice
of cutting at a BDTscore of 0.95 was made in order to allow the requirement of one
unweighted event per bin to be met. A looser cut would lower the sensitivity, while
a tighter cut would deplete the periferal bins of the Optimal Observable distribution
leaving an insufficient amount of events to satisfy the requirement. Several binning
choices have been tested and for each choice the full fit procedure has been repeated.
Due to the complexity of the fit when including systematic uncertainties, these are
not included when performing the optimisation. The final choice of signal region
binning is listed in table 4.10. A single empty bin is observed in the top background
histogram, and a fix is applied to this bin in order to avoid any potential fit problems.
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Figure 4.12: Distributions of O1 in the low BDT control region (a) and top control
region (b) in the τ`τhad channel. The error bands indicate only statistical uncertain-
ties.
This fix fills the empty bin with the mean event weight calculated from the set of
top background events in the signal region.
All expected event yields for individual backgrounds and the signal are listed
in table 4.14. In addition to the final signal region, the fit includes a top-enriched
control region using O1 and a low BDTscore control region using the BDTscore distri-
bution below 0.95. The regions are defined in table 4.13, and figure 4.13 illustrates
the fit model. The control regions help constrain the normalisation of the Z → ττ
and top related backgrounds, which are free parameters in the fit.
Figure 4.14 shows O1 for pure VBF signal with various CP-odd coupling
hypotheses. The distributions are normalised to unity to remove any additional
discrepancy arising from an increased cross section when adding CP-odd couplings.
Furthermore, two control region plots of O1 for the low BDT control region and the
top control region are shown in figure 4.12. The top control region is used both as
Variable Region Bin edges
Optimal observable O1
Signal region -15,-5,-2.5,0,2.5,5,15
Top CR Only one bin
BDT score Low BDT CR -1, -0.95, -0.35, 0.35, 0.7, 0.851,0.904, 0.936, 0.95
Table 4.10: Histogram binnings in the final log likelihood fit in τ`τhad
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Signal region
(OO shape)
Z→ll control region
(OO single bin)
Bkg control region
(Low BDT shape)
Figure 4.13: Illustration of the kinematic regions included in the τ`τhad fit model.
The normalisations of the Z → ττ and top backgrounds are free in the fit and are
constrained by the low BDTscore CR and top CR respectively.
a check of the modelling of O1, and as a means to constrain the normalisation of
the top background in the final likelihood fit. In the final fit only the total yield
is used, corresponding to a histogram with a single bin. Both control regions show
good agreement between the expected yields and data.
A separate event category containing boosted Higgs events, mutually exclu-
sive from the VBF category, was included in the couplings analysis. The choice to
not include the boosted category as a control region in this analysis has the po-
tential to change the optimal fit model in the remaining regions, which in the case
of τ`τhad is limited to the low BDTscore control region, since this is the only other
control region that uses the shape of the distribution. A complete fit including sys-
tematic uncertainties and with pseudo-data containing the estimated background
plus signal for different values of d˜, also called Asimov data, in the signal region
was performed for a set of binning variations in the low BDTscore control region.
Real data was used in the low BDTscore control region. For more on this ‘hybrid’
fit including Asimov and real data depending on the region, see section 6.2. The
binning variations included changing the number of bins in the remaining region
below 0.95 as well as limiting the control region to lower values only. It was decided
to retain the same non-equidistant binning used in the couplings analysis, meaning
all bins below a BDTscore of 0.95 have identical bin edges to those optimised in
the couplings analysis (see table 4.10). This decision was informed by taking into
account the discrepancy between the signal strength µ included in the Asimov data
and the best estimate from the fit as well as the compatibility of the data in control
regions with the post-fit background distributions.
The Optimal Observable is constructed using the theoretical matrix element
of the process (eq. 1.60), which means that the best performance would have been
obtained if one had access to the true values of the kinematic variables used to cal-
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Figure 4.14: Comparison of VBF signal distributions in τ`τhad when assuming
d˜ = 0.0,−0.2,+0.6. The distributions have all been normalised to unity in order
to compare only the shape difference when varying the CP-odd coupling strength.
culate it. In order to gauge the impact on the O1 distribution when transitioning
from truth to reconstruction level variables, figure 4.15 shows distributions of O1
calculated with all input variables at truth level, reconstruction level and various
mixtures of both. Although some bin migration of individual measurements is ob-
served, the difference in the input values is seen to have a very minimal impact on
the total distribution of O1.
A binning optimisation was performed on the input histograms of the Op-
timal Observable in the τ`τhad signal region. Only statistical errors were included
for simplicity. It was found that the shape of the resulting ∆NLL curve is approxi-
mately independent of the chosen selection cut on the BDTscore variable within the
investigated range of 0.9 < BDTscore < 0.98. The binning can therefore be opti-
mised independently, followed by a choice of BDTscore cut that ensures at least one
total expected background event in each bin. This condition, in conjunction with
the requirement that there be at least one unweighted event included from each
background sample, is in place to prevent instabilities in the final fit. The optimi-
sation is performed with respect to the resulting one sigma confidence interval. An
upper limit on the numerical value of the Optimal Observable |O1| < 15 is intro-
duced to exclude the region where an insufficient number of events is expected and
fluctuations can have a large impact on the results. This is also a safety measure to
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Figure 4.15: Distribution of O1 using VBF signal events in τ`τhad replacing in-
dividual reco level variables with truth reconstructed values in order to gauge the
impact of going from truth to reco level. O1 itself is shown in (a), while the residual
between the full reco calculation and each of the calculations with a truth value
included is shown in (b).
avoid large event weights in the region of low statistics. Re-weighting signal events
at high values of d˜ can potentially lead to excessive event weights, especially at
large O1 values. The number of histogram bins is varied from 4 to 12 in the case
of equidistant bins. This leads to bin configurations both with a bin centered on
O1 = 0 and with a bin edge at this position. It was found that configurations with
a bin edge at O1 = 0 have slightly superior exclusion power. The optimisation also
considers binning choices where the outermost two or three bins are merged in order
to reduce the effects of low statistics in the tails of the distribution. A selection of
these binning choices are shown in figures 4.16 to 4.18. Their corresponding ∆NLL
curves in the case of BDTscore > 0.95 are plotted in figure 4.19. The final binning
choice (J) was found given the criterion that the one standard deviation confidence
interval should be minimised. It consists of four central equidistant bins of width
2.5 surrounded by two peripheral bins of width 10.
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Figure 4.16: Optimal Observable in the final signal region plotted using a range
of binning choices to optimise the fit sensitivity. The data points are Asimov data
with an injected signal strength of µ = 1.55.
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Figure 4.17: Optimal Observable in the final signal region plotted using a range
of binning choices to optimise the fit sensitivity. The data points are Asimov data
with an injected signal strength of µ = 1.55.
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Figure 4.18: Optimal Observable in the final signal region plotted using a range
of binning choices to optimise the fit sensitivity. The data points are Asimov data
with an injected signal strength of µ = 1.55.
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Figure 4.19: ∆NLL curves produced for BDTscore > 0.95 for the binning choices
shown in figures 4.16 to 4.18. Binning option J corresponds to the binning used in
the final analysis.
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Variable Region Bin edges
Optimal observable O1
Signal region -15,-5,-2.5,0,2.5,5,15
Top CR Only one bin
Z → `` CR Only one bin
BDT score Low BDT CR -1, -0.79, -0.58, -0.37, -0.16, 0.05
Table 4.11: Histogram binnings in the final log likelihood fit in τ`τ`
The τ`τ` channel
The τ`τ` channel targets all final states with exactly two isolated leptons (ee,µµ or
eµ) with opposite charge. The definitions of the pre-selection and signal regions
are listed in table 4.12. A selection criterion of BDTscore > 0.68 is added according
to the same considerations as in the τ`τhad channel, and an identical limit on the
Optimal Observable of |O1| < 15 is set. The chosen signal region corresponds to
the three most signal-like bins of the BDTscore distribution, which is a reasonable
choice in terms of maximising the significance while avoiding too little statistics
in the background samples. The lower value of the BDTscore selection cut in τ`τ`
compared to τ`τhad is mainly due to the lower expected signal and background yields
in this channel. A significance-based bin optimisation of the Optimal Observable
distribution in the signal region yields results very similar to those found in τ`τhad.
Based on the similarities, the decision was made to use the same binning in both
channels. Table 4.11 summarises the histogram binning choices in the τ`τ` channel.
The expected event yields in the VBF category and in the high BDT signal
region for each background and the signal component are listed in table 4.14. The
signal component contains 5.21 ± 0.04 events from VBF H → ττ and 1.04 ± 0.04
events from VBF H → WW in the signal region. CP-mixing VBF H → WW
signal samples are generated by re-weighting the pure SM sample equivalently to
VBF H → ττ . Anomalous couplings in the decay of VBF H → WW are expected
to have a negligible impact on this production mode sensitive analysis as shown
in appendix C. The modelling of the Optimal Observable in comparison to data
can be reviewed in several control regions. The low BDTscore region is defined
by a cut on BDTscore < 0.05, which are the 10 most background-like bins of the
BDTscore distribution, in order to reduce the signal contribution and exclude bins
in an intermediate range with low statistics. Furthermore, the original BDTscore
is re-binned by a factor of two to minimize the influence of statistical fluctuations.
The low BDTscore control region is dominated by events from Z → ττ decays. As
in the couplings analysis, further control regions for processes including top quarks
and Z → `` decays are defined by inverting the b-veto and excluding events outside
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the Z mass window in the VBF category respectively. The O1 distributions in
these control regions are shown in figure 4.20. A summary of the control region
definitions can be found in table 4.13, and an illustration of the fit model can be
found in figure 4.21. The background model is in good agreement with the data in
all control regions.
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Figure 4.20: Distributions of O1 in the low BDT control region (a), top control
region (b) and Z → `` control region (c) in the τ`τ` channel. The error bands
indicate only statistical uncertainties.
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Figure 4.21: Illustration of the kinematic regions included in the τ`τ` fit model.
The normalisations of the Z → ττ , Z → ll and top backgrounds are free in the fit
and are constrained by the low BDTscore CR, Z → ll CR and top CR respectively.
Channel Pre-selection
τ`τ`
Exactly two isolated opposite-sign leptons
Events with τhad candidates are rejected
30 GeV < mvisττ < 100 (75)GeV for DF (SF) events
∆φ`` < 2.5
EmissT > 20 (40)GeV for DF (SF) events
Emiss,HPTOT > 40 GeV for SF events
p`1T + p
`2
T > 35GeV
Events with a b-tagged jet with pT > 25 GeV are rejected
0.1 < xτ1 , xτ2 < 1
mcollττ > mZ − 25GeV
τ`τhad
Exactly one isolated lepton + one medium τhad candidate with opposite charges
mT < 70 GeV
Events with a b-tagged jet with pT > 30 GeV are rejected
Channel Signal region selection cuts
τ`τ`
At least two jets with pj1T > 40 GeV and p
j2
T > 30 GeV
∆η(j1, j2) > 2.2
BDTscore > 0.68
|O1| < 15
τ`τhad
At least two jets with pT (j1) > 50 GeV and pT (j2) > 30 GeV
∆η(j1, j2) > 3.0
mvisττ > 40 GeV
BDTscore > 0.95
|O1| < 15
Table 4.12: Summary of the pre-selection and the signal region selection used in
the analysis, per channel. For definitions of the various quantities, see sections 2.3.1
and 1.3.2.
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Region τ`τ` τ`τhad
Z → `` 80 < mvisττ < 100 GeV
same-flavour events
Top Invert b-jet veto Invert b-jet veto
mT > 40 GeV
Low BDTscore BDTscore < 0.05 BDTscore < 0.95
Table 4.13: Definitions of the control regions used in the analysis per channel. The
CRs are given as changes with respect to the VBF category.
VBF region Signal region
Process τ`τ` τ`τhad τ`τ` τ`τhad
Data 1014± 32 2830± 53 54± 7 68± 8
Z → ττ 601.2± 7.9 900± 17 19.0± 1.5 20.8± 2.7
Fake bkg 60.8± 4.1 1637± 13 2.2± 0.7 24.3± 1.6
Top 142.7± 6.4 84.5± 4.8 3.1± 0.8 4.7± 1.4
Z → `` +Diboson 199.5± 10.0 119.1± 5.6 10.5± 1.6 6.3± 1.1
Non-VBF H → ττ/WW 10.7± 0.3 12.4± 0.6 1.6± 0.1 2.6± 0.3
Total bkg 1015± 15 2753± 23 36.4± 2.4 58.8± 3.6
VBF H → ττ + VBF H →WW 12.8± 0.1 21.7± 0.2 6.3± 0.1 11.1± 0.1
S/B ≈ 0.013 ≈ 0.008 ≈ 0.17 ≈ 0.19
Table 4.14: Expected pre-fit event yields in the VBF region and in the final signal
region including the cut on high BDT values per process and per channel.
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Summary
In this chapter the relevant signal and background processes and their modelling as
well as the kinematic regions of interest have been established. Signal re-weighting
has been introduced to produce VBF signal kinematic distributions reflecting CP-
odd admixtures to the HVV couplings through the parameter d˜. The dataset col-
lected by ATLAS in 2012 has also been described, including the chosen triggers and
object quality criteria. Background suppression using multivariate BDT discrimi-
nators has been discussed, and the specific implementation in terms of the choice of
training variables and samples has been specified. Additionally, the expected signal
and background yields have been listed alongside plots of the distributions of the
Optimal Observable in the regions of interest. The next chapter will introduce the
fit procedure used to extract limits on d˜ followed by the treatment of systematic
uncertainties and how they enter the fit.
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Chapter 5
Fit Model and Systematic
Uncertainties
The fit model for the VBF H → ττ CP analysis takes as input the variable dis-
tributions in the regions described in chapter 4. It is performed by comparing
the collected data to the combined signal and background model by maximising a
log-likelihood expression formed from the input distributions including their sta-
tistical and systematic errors. By performing multiple fits using signal hypotheses
with different CP-odd coupling strengths in the HVV vertex determined by the pa-
rameter d˜, a confidence interval on d˜ can be obtained. Section 5.1 describes the
construction of the log-likelihood expression and explains how limits on d˜ can be
extracted. A pruning and smoothing procedure described in section 5.1.1 is applied
to the uncertainties with the goal of improving fit stability and removing negligible
contributions.
The sources of systematic uncertainties that affect the analysis arise from
imperfect knowledge of various parameters and properties of the ATLAS detector
as well as lack of knowledge of the underlying physics. These include uncertain-
ties on the nominal integrated luminosity, trigger efficiencies and EmissT as well as
energy scales and resolutions that affect the object reconstruction. The dominant
systematics include uncertainties on the derived jet energy scale and tau energy
scale. These experimental systematics are listed and described in section 5.2. Addi-
tionally, a number of theoretical uncertainties apply to the modelling of simulated
samples used to estimate the expected signal and background contributions. These
are treated in section 5.4. Each systematic can result in uncertainties on the normal-
isation and/or shape of the sample distributions, and these two effects are treated
separately in the fit. The estimation of systematics is based on the work performed
in the couplings analysis [2] while modifying and adding extra uncertainties where
necessary, i.e. when differences in the choice of variables and signal regions influence
how the sources of uncertainties affect the analysis.
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5.1 Description of the Log-likelihood Fit
In order to extract competitive limits on the CP-odd mixing parameter d˜ it is nec-
essary to estimate the sensitivity to CP-odd couplings using a maximum-likelihood
fit to the Optimal Observable distribution instead of only its mean. A prescrip-
tion for how to estimate confidence intervals on the CP-odd mixing strength d˜ is
described below. Further details can also be found in [173]. The fitting procedure
relies on HistFactory [174] for the construction of a likelihood function from input
histograms, and RooStats [175] for the PDF creation and fit optimisation.
The statistical analysis employs a likelihood function L(x; ,θ), where x de-
notes the set of measured data,  is the set of parameters of interest, and θ is
the set of nuisance parameters. The nuisance parameters encompass statistical and
systematic uncertainties that are able to vary in the fit. Nuisance parameters are
treated using a log-normal Gaussian description [176]. The fit aims to accurately
estimate the values of the parameters of interest and their uncertainties. This anal-
ysis defines only one parameter of interest describing the signal strength µ, where a
value of µ = 1 corresponds to the SM signal expectation. The aim of the analysis
is to perform a test of CP invariance on the data, which means that only CP-odd
observables are of interest. The cross section, i.e. the signal event rate, is a CP-even
observable and does therefore not contribute to the sensitivity of the CP test. The
rate information can be used to probe the more general tensor structure of the HVV
coupling, but this is outside scope of a CP test. Hence, only the shape information
from the Optimal Observable distribution is relevant when estimating the sensitivity
of this analysis. It is not possible to perform the log-likelihood fit directly to d˜ since
there is no smooth prediction of the shape of the Optimal Observable distribution
in relation to this variable, only distinct re-weighted shapes at discrete values.
The approach of a binned likelihood function with an underlying model of
signal plus background is chosen, which is a product of Poisson probability terms
for each bin in the histograms from all input regions
L(µ,θ) =
∏
i∈bins
λi(µ,θ)ni
ni!
e−λi(µ,θ), (5.1)
where ni is the observed number of events in bin i and λi(µ,θ) is the expected
number of events in bin i depending on the parameter of interest and the set of
nuisance parameters.
A set of signal samples corresponding to different CP-odd mixing strengths
d˜ are created by re-weighting the purely CP-even (VBF)H → ττ signal sample
produced through ATLAS simulation, as described in section 4.3. The likelihood
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function can then be calculated in each point of d˜ for the corresponding CP-mixing
model to produce a likelihood curve. In the large sample limit one can utilise the
fact that the negative logarithm of the likelihood function NLL allows for directly
reading off the central confidence interval [ ˆ˜d − σ ˆ˜d,
ˆ˜d + σ ˆ˜d] using the approximate
correspondence
−logL( ˆ˜d± σ ˆ˜d) = −logLmax +
1
2 . (5.2)
After constructing the NLL curve by calculating the NLL value for each d˜ hypothe-
sis and a specific dataset x, the 68.3% central confidence interval can be determined
from the best estimator ˆ˜d, at which the NLL curve is minimal, by reading off the
∆NLL = NLL − NLLmin at 0.5. This interval should contain the true value of d˜
in 68.3% of all cases. The expected confidence interval can be determined by con-
structing a pseudo-dataset x containing the background plus signal for a particular
value of d˜, also called an Asimov dataset. In the case of simulated pure CP-even
SM signal, the ∆NLL curve is expected to have its minimum at d˜ = 0.
The normalisation of the CP-mixed or CP-even (VBF)H → ττ signal sample
in each fit is always described by the same free-floating parameter µ, i.e. this analysis
does not take into account any information about the relative cross sections of CP-
mixing scenarios predicted by the signal re-weighting, as mentioned in section 1.3.1.
Only the shape of the Optimal Observable is different in each scenario. Higgs
production through other processes (like gluon fusion, or associated with a vector
boson) is normalised to the SM prediction with the corresponding uncertainties, as
is the small amount of contamination from WW decays of the Higgs boson in τ`τ`.
The full fit model per decay channel consists of a signal region in addition to
several control regions that are included in order to constrain background normal-
isations and nuisance parameters. In both the τ`τ` and τ`τhad channels the signal
region is defined as the high BDTscore region in the respective channel. Both chan-
nels use a low BDTscore region as well as a top quark dominated control region
in order to better constrain the background normalisations. Furthermore, τ`τ` in-
cludes an additional control region enriched with events from Z → `` decays, since
its contribution to the background composition in this channel is non-negligible.
The signal and control regions are defined for each decay channel in section 4.6.2.
5.1.1 Pruning and Smoothing of Nuisance Parameters
The impact of every systematic on the fit is split into two parts, normalisation and
shape, each with its own nuisance parameter (NP). The term nuisance parameter
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refers to the fact that it is not of immediate interest, but must be accounted for in
the analysis. The normalisation NP moves the total distribution up or down and
hence has the same effect on all bins. Systematics relating to e.g. TES, JES or
EmissT also act as shape NPs in the fit that change the individual bin contents while
preserving the normalisation.
Several of the processes in the fit are relatively low in statistics, especially
within the signal region. Therefore, small upward and downward variations are po-
tentially dominated by statistical fluctuations. Including these noisy variations can
potentially cause fit instabilities or an over-estimation of the impact stemming from
those particular NPs. In each individual process the normalisation uncertainty is
included provided that it is larger than 0.5%. Lower normalisation uncertainties are
deemed below the noise threshold and are excluded from the fit. An algorithmic
pruning and smoothing procedure is introduced in order to minimise unwanted ef-
fects from shape variations. The following treatment is applied to shape variations
to a process in every region before adding them to the fit:
• χ2 pruning: For each shape systematic, the upward and downward fluctuations
of the shape are compared to the nominal histogram by performing a χ2 test
yielding a probability of the nominal and varied histogram being compatible.
For each bin, only the largest of the statistical uncertainties of the nominal or
varied histogram enters the χ2 value, since they are usually highly correlated.
The shape systematic is accepted into the fit if the χ2 test of either the upward
or downward variation returns a probability less than a threshold value that
differs between the decay channels. For τ`τhad this threshold is p < 0.98 and
was determined in the couplings analysis through a careful study of how it
impacts fit stability while requiring that it has a negligible impact on the
sensitivity.
• Smoothing: The ratio of variation to nominal (separately for upwards and
downwards variations) is smoothed using the TH1::Smooth(1) method of
ROOT [3]. The smoothed varied shape is then obtained by multiplying the
nominal with the smoothed ratio. The reason for smoothing the ratio rather
than the varied shape directly is that the BDT distribution can be genuinely
(i.e. not due to statistical noise) strongly varying, which may cause the
smoothing method to over-smooth it, while the ratio should be a relatively
smooth and non-rapidly changing function in the absence of noise.
• Reflection: The up and down variations are normalised to the nominal his-
togram to account for changes made in the previous steps. In bins where both
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variations are above or below the nominal value the smaller variation is re-
flected such that it lies the same distance away from nominal in the opposite
direction. Finally, the variation histograms are again normalised to nominal.
5.2 Experimental Uncertainties
Accurate reconstruction of physics objects depends on the performance of the AT-
LAS detector subsystems. Luminosity estimation, momentum and energy calibra-
tion, EmissT reconstruction and the efficiencies of the trigger simulation as well as
particle identification and reconstruction are all associated with uncertainties. Their
effects are propagated to the analysis by varying the corresponding parameters in
the MC event reconstruction, which results in a new event yield with altered recon-
structed particle dynamics and energy deposits that can subsequently be compared
to the nominal case. In some cases data-driven background modelling can reduce
the severity of such uncertainties by extracting event parameters directly from data,
but this introduces its own set of uncertainties. The uncertainties associated with
the data-driven modelling of Z → ττ and fakes are discussed in section 5.3. The
following lists the major sources of systematic uncertainties:
Luminosity
The uncertainty on the integrated luminosity of the full 2012 ATLAS dataset has
been derived following the methodology outlined in [177]. Several subdetectors
in ATLAS can be used to measure the visible interaction rate per bunch crossing
µvis = µ, where  is the efficiency of the subdetector. Using the corresponding
visible cross-section σvis = σ the luminosity can be expressed as
L = µvisnbfr
σvis
, (5.3)
where fr is the revolution frequency in the accelerator ring and nb is the number
of bunch pairs colliding per revolution. The visible cross-section can be estimated
using dedicated beam-separation, or van der Meer (vdM), scans [177] that give an
estimate of the total luminosity as
L = nbfrn1n22piΣxΣy , (5.4)
where n1 and n2 denote the number of protons per bunch in beam 1 and 2 re-
spectively, and Σx and Σy represent the horizontal and vertical beam widths. By
144
combining equations 5.3 and 5.4 the visible cross-section can be obtained for a par-
ticular subdetector using the measured visible interaction rate during the vdM scan
µvdMvis as
σvis = µvdMvis
2piΣxΣy
n1n2
. (5.5)
Equation 5.3 can then be used to monitor the luminosity in physics runs. Systematic
uncertainties on both the vdM scans and individual luminosity detectors are taken
into account, resulting in a total estimated uncertainty of ±2.8%.
Tau Energy Scale and Resolution
Energy scale uncertainties arise due to incomplete knowledge of the calorimeter re-
sponse to jets and particles. There can also be components from MC mis-modelling.
While electromagnetic showers are a result of cascading pair production and brems-
strahlung, hadronic showers are complicated by large per-event fluctuations of their
width and depth as well as decays to neutrinos and muons that reduce the energy
deposited in the calorimeters. These complexities reduce the energy resolution of
reconstructed hadronic energy deposits compared to electromagnetic showers. The
resulting variation in the energy from such uncertainties can lead to changes to the
acceptance of a selection category, which in turn changes the shape of variable dis-
tributions. Secondary variables such as EmissT also need to be recalculated for each
variation.
The tau energy scale (TES) refers to the calorimeter response to hadronically
decaying taus (see also section 3.6). The TES uncertainty has several components
including the calorimeter energy response to the τhad decay products, the detector
model used in the ATLAS simulation, the underlying event model included in the
event generator and uncertainties inherent to the energy calibration itself [122]. The
method of TES uncertainty estimation depends on the tau pT . At pT < 50 GeV an
in-situ correction is employed by fitting the reconstructed visible mass from Z → ττ
events in data. For higher tau pT (outside the Z peak) where the statistics are
too low to employ this method, a decomposition procedure is needed. In this case
each tau lepton is decomposed into its decay products and the calorimeter responses
are combined according to the tau branching ratios to different final states. The
total TES uncertainty is estimated to be of the order ±2-4% [122]. The tau energy
resolution as a function of the true visible tau momentum ranges from 20% at low tau
momenta to below 10% at energies above a few hundred GeV. Comparisons of the
tau energy resolutions in simulations with two different hadronic shower models and
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underlying event tunes show a difference of less than 1% [126], and this uncertainty
is propagated to the H → ττ CP analysis by applying a Gaussian smearing.
Jet Energy Scale and Resolution
The jet energy scale (JES) uncertainty impacts both normalisation and shape and
has a number of sub-components [178]. Each component was evaluated in terms of
its relative impact, and only components with a contribution larger than 10% of the
leading component and being at least twice as large as the statistical uncertainty
on the shift between nominal and systematically varied yields were included in the
final fit. This component reduction was performed independently of and preceding
the pruning procedure described in section 5.1.1. Apart from avoiding the inclusion
of statistical noise it also assisted in minimising the run-time of the analysis since
each JES component necessitates a separate event selection step. The two largest
background contributions coming from Z → ττ and QCD fakes are modeled using
data and are therefore not affected by JES uncertainties. The important sources of
JES uncertainty are:
• In-situ jet energy correction: A collection of sub-components accounting for
bin-to-bin correlations in the in-situ calibration and corrections of jets along-
side components describing the detector response and MC jet modelling.
• η intercalibration: Jets in the forward detector regions are intercalibrated with
jets from a central reference region using di-jet events to account for effects not
included in MC calibration. Modelling and statistical uncertainty components
have been evaluated.
• Flavour composition and response: Quark-initiated and gluon-initiated jets
have different calorimeter responses, and knowledge of the quark-gluon com-
position of jets is limited. Two channel-dependent nuisance parameters are
added for light quark flavours since the jets can be more gluon-dominated
or quark-dominated depending on the production channel. Jets containing
a truth b-quark are treated separately with another nuisance parameter that
acts only as a normalisation uncertainty.
• Pile-up: Uncertainties on the JES correction due to in-time and out-of-time
pileup, parametrised by the number of primary vertices and the average num-
ber of interactions per bunch crossing respectively.
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Figure 5.1: Components of the factional JES uncertainty estimated for data taken
in 2012 as a function of (a) transverse momentum and (b) pseudorapidity [180].
The combined JES uncertainty and its components in 2012 data are shown in fig-
ure 5.1 as a function of the transverse momentum of the jets and their pseudo-
rapidity. The jet energy resolution (JER) was measured in dijet events and is
well-modelled in MC with relative uncertainties below 10% [179].
Lepton Energy Scale and Resolution
Analogously to taus and jets, electrons are subject to energy scale uncertainty and
resolution. However, these are determined to a much higher precision. The electron
energy scale uncertainty is typically well below ±1% for electrons with a transverse
energy ET > 20 GeV in the barrel region and up to ±1% in the endcap region [118].
The electron energy resolution has a relative inaccuracy of less than 10% for electrons
up to 60 GeV transverse energy [181]. The muon momentum scale has an estimated
uncertainty below 0.2%, while the momentum resolution is 1.7% at central rapidities
and pT ∼ 10 GeV, growing to 4% at large rapidities and pT ∼ 100 GeV [182].
Missing Transverse Energy
The EmissT is calculated using inputs from all physics objects in an event, and its
uncertainty is therefore dependent on the energy scales and resolutions of these ob-
jects. Each systematic variation on the inputs results in a recalculated EmissT . A
separate systematic uncertainty is estimated on the soft term in the EmissT that takes
into account low pT objects that are not part of the nominal terms in the EmissT cal-
culation. This uncertainty is studied in Z → µµ events without jets where only the
muons and the soft term contribute to the EmissT , providing an optimal environment
147
for studying the MC modelling of the soft term. Systematic uncertainties on the
soft term are estimated to be ±8% for the scale and ±5% for the resolution [127].
However, the impact on the total EmissT is below 1%.
Trigger Efficiencies
The electron and muon trigger efficiencies have associated uncertainties. MC scale
factors are derived through tag-and-probe studies to correct possible mismodellings
of the trigger efficiencies, and uncertainties are estimated for these scale factors [120,
183]. The scale factor uncertainties depend on η and φ in the detector and are
included in the analysis by propagating them to the trigger efficiencies. For electrons
the size of the scale factor uncertainties are relatively small and range from ±2%
for electrons at large pseudo-rapidities and low transverse momenta to ±1% for
electrons in the barrel region above ET > 28 GeV. Uncertainties on the muon scale
factors are of the order ±1%.
Lepton Reconstruction and Identification
Uncertainties are estimated on the scale factors related to the algorithms identi-
fying and reconstructing leptons. The signal samples have lepton uncertainties of
approximately ±2% [115,182].
Hadronic Tau Identification
Hadronically decaying taus have uncertainties originating from identification and
reconstruction [122] but are not used as trigger objects. Scale factors and uncer-
tainties are estimated through tag-and-probe studies on Z → ττ events and are only
applied to tau candidates matched to a true tau within ∆R < 0.2. Electrons faking
taus also have associated corrections with uncertainties that are only applied to taus
truth matched to an electron. Unertainties due to hadronic tau identification and
reconstruction are ±3% on the signal samples and ±2% on backgrounds.
b-tagging
The uncertainties due to b-tagging depend on the choice of hadronisation model, the
PDFs and experimental uncertainties. They are derived as systematic variations of
the scale factors used to correct simulated samples to match with experimental data,
see figure 3.4. Uncertainties range from ±6% at low transverse momenta to ±2% at
transverse momenta in the range of 60 to 140 GeV. The mistag rate of light flavour
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jets has a larger systematic uncertainty, depending on pT and η, between ±15% and
±25% [184].
5.3 Data-driven Background Modelling Uncertainties
The treatment of systematics in the fake tau background, containing events where
the tau lepton is faked by a jet, is greatly simplified using the fake factor method
(see section 4.5.2). All components of the events are taken from data, removing
the need to simulate them. However, the data-driven fake background estimation
introduces its own set of systematics. The three significant components are:
• Limited statistics in the control regions used to estimate the fake factors lead-
ing to a statistical uncertainty on the fake factors themselves. This is propa-
gated and applied alongside the fake factors to the anti tau data events. The
impact on the number of expected fake events is of the order of 5%.
• The background composition given by the fraction Ri of each contributing
process extracted from the simulation. The impact Ri bias was estimated
using two methods giving compatible results. The first method performs an
ad hoc variation of each Ri between Ri/2 and 2Ri giving an uncertainty of
roughly 5%. The second method looks at differences in RW between W -rich
(high MT and high plT ) and W -depleted (low MT and low plT ) subsets of
the anti-tau signal region. The impact on the fake tau background is again
estimated to be approximately 5%.
• A closure test performed on MC and a separate closure test on data in the
same-sign control region. Here a closure test means deriving and applying the
fake factors in the same dataset, e.g. the simulation. If plotting a variable
included in the FF dependence, namely pτT , the agreement will be perfect by
construction. By looking at other observables, it is possible to probe the effect
of only deriving the FF as a function of a few variables. The closure test
looks at distributions of e.g. the MMC ditau mass and the BDT distribution.
Additionally, a final closure test is performed on data in the same sign control
region. No systematic bias is observed in either test.
The embedding technique used to model the Z → ττ background extracts
everything except the tau lepton decays from data. The uncertainties on the leptons,
jets and EmissT are therefore already included, and only uncertainties related to the
Z → µµ event selection and muon energy subtraction need to be estimated. The
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isolation criteria on the Z → µµ event selection were tightened and loosened to
obtain a variation on the efficiency. The calorimeter energy subtraction was varied
by ±20% for the embedding samples. This resulted in an uncertainty of ±1.5%.
5.4 Theoretical Uncertainties
Theoretical normalisation and shape uncertainties have already been estimated in
the couplings analysis for the VBF region defined in table 4.12. However, the ad-
dition of a selection criterion on the BDTscore potentially introduces another uncer-
tainty component due to event migration in the new signal region. Also, the use of
a different observable (Optimal Observable or ∆φsignjj instead of BDTscore) requires
the shape uncertainties to be derived again. In some cases the uncertainty was de-
rived on the full signal region (VBF region + BDTscore cut), while in other cases
the VBF region uncertainty was re-confirmed and an additional contribution from
the BDTscore cut added. Each theoretical systematic in the τ`τhad channel will be
described below. The treatment and addition of extra systematics were performed
identically in τ`τ`.
QCD Scale Uncertainties
Higgs production channels have uncertainties related to higher order QCD correc-
tions that are not included in the cross sections in MC. These QCD scale uncer-
tainties are estimated by varying the renormalisation and factorisation scales by a
factor of two around the nominal scale in the generator with the constraint
1
2 ≤
µF
µR
≤ 2. (5.6)
Appropriate parton level kinematics cuts on the jets were applied to the samples
beforehand. The normalisation uncertainty due to the QCD scale for the VBF region
was evaluated to be 2.1% in VBF production and 24% in gluon fusion production.
In VBF production, possible shape and normalisation uncertainties on the
Optimal Observable/∆φsignjj distribution when including the BDTscore selection cri-
terion were evaluated at truth level usingMg5_aMC@NLO and varying the renor-
malisation and factorisation scales. No noticeable effect was observed beyond sta-
tistical fluctuations, so no further uncertainty was assigned. In gluon fusion, to
evaluate whether an additional normalisation uncertainty needed to be applied to
account for the cut on the BDTscore, a comparison was made between the default
H+1jet Minlo sample, and an alternative H+2jets Minlo sample. The acceptance
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of the cut on the BDTscore was compared, relative to the VBF region selection (i.e.
NSR/NVBF region). The difference between the samples represents the uncertainty
on the LO description of the second jet in the default sample. This acceptance
was the same for both samples within statistical uncertainties. Therefore no ad-
ditional uncertainty due to this was applied beyond the QCD scale uncertainty
already evaluated in the context of the couplings analysis, for the acceptance of the
VBF region selection. To account for the uncertainty in the shape of the Optimal
Observable/∆φsignjj , the distribution for the default H+1jet sample was compared to
that from the alternative H+2jets Minlo sample. The difference was symmetrised
and taken as a systematic uncertainty. The resulting shape variations are shown in
figure 5.2.
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Figure 5.2: QCD scale shape uncertainty on the gluon fusion ggF events in the final
signal region introduced by the BDTscore selection cut for the Optimal Observable
(a) and ∆φsignjj (b). The uncertainty was estimated by comparing distributions of
Minlo samples containing H + 2j and H + 3j events respectively.
Modelling of Underlying Event/Parton Shower
The chosen underlying event and parton showering model affects the acceptance in
simulated VBF and ggF samples, defined as the ratio of the number of reconstructed
events in a given region and the number of events with the corresponding truth-level
definition in the same region. To estimate the size of the variation, the acceptance
was compared between Powheg+Pythia and Powheg+Herwig. The parton
shower simulations employ different models for multi-parton interactions and can
be used to estimate the associated uncertainty. Pythia incorporates the Lund string
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fragmentation model [185] that treats the gluon field between quarks as a massless
relativistic string with a linear potential that may split if it has enough energy
to produce new quark pairs. Herwig uses cluster hadronisation [186] describing
colourless clusters characterised by their mass and flavour content that subsequently
decay to the final state particles.
In order to properly compare Powheg+Pythia and Powheg+Herwig,
some corrections need to be turned off. The Higgs pT re-weighting for ggF has been
calculated by comparing Powheg+Pythia to the result at NNLO+NNLL using
HRes. Therefore it is incorrect to apply this correction to Powheg+Herwig. The
electroweak correction on the event weight in VBF production has likewise been
calculated using Powheg+Pythia, and also has to be turned off.
The acceptance for the BDTscore cut relative to the VBF region selection was
conservatively added in quadrature with the corresponding uncertainty on the accep-
tance for the VBF region selection, which was evaluated (with the same samples) in
the context of the couplings analysis. This procedure was followed for both the VBF
and ggF processes. The effect on the shape of the Optimal Observable/∆φsignjj was
also evaluated, and the relative bin-by-bin difference was symmetrised and applied
as a shape uncertainty. The shapes can be seen in figures 5.3 and 5.4.
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Figure 5.3: Underlying Event/Parton Shower shape uncertainty on the ∆φsignjj
distribution of (a) ggF and (b) VBF signal events in the final signal region intro-
duced by the BDTscore selection cut. The uncertainty was estimated by comparing
distributions of samples generated with Powheg+Pythia and Powheg+Herwig
respectively.
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Figure 5.4: Underlying Event/Parton Shower shape uncertainty on the O1 distri-
bution of (a) ggF and (b) VBF signal events in the final signal region introduced
by the BDTscore selection cut. The uncertainty was estimated by comparing dis-
tributions of samples generated with Powheg+Pythia and Powheg+Herwig
respectively.
PDF Uncertainties
Uncertainties on the PDFs lead to an acceptance uncertainty. The normalisation
uncertainty was evaluated by re-weighting the PDF using the eigentunes of the de-
fault CT10 PDF, as well as two alternative PDFs (MSTW and NNPDF). Eigentunes
are a collection of deviation tunes that represent the uncertainties compared to the
best tune and are created from the covariance matrix of the tuned parameters to
find the independent directions in which the parameters should be varied. The
acceptance of the signal region selection (including the cut on the BDTscore) was
evaluated for each re-weighting, and the largest of any of these variations was used
as the uncertainty on the normalisation due to the PDF choice. For the VBF case
the Powheg+Pythia sample was re-weighted, whereas for the gluon-fusion case
an MC@NLO sample was used. Using the same re-weighting, the largest bin-by-
bin variation between the alternative PDF sets, compared to the default CT10, was
assumed to be the shape uncertainty. However in both channels the effect on the
shape of the discriminating variable was found to be negligible. Therefore no shape
uncertainty was assigned.
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Signal Re-weighting Procedure
An uncertainty was assigned on the shape of the discriminating variable to account
for the re-weighting procedure described in section 4.3. From the validation of this
procedure, described in section 4.3.1, a very good agreement is found at truth-level
between a sample directly generated with anomalous couplings and one produced
using the re-weighting procedure. The remaining small difference between generated
and re-weighted distributions is assigned as a systematic uncertainty. This is done
by calculating a bin-by-bin ratio (using 30 bins). Applying these ratios as weights,
the reconstruction-level sample is re-weighted as a function of each event’s truth level
Optimal Observable/∆φsignjj value. The difference between this (doubly) reweighted
sample and the default is then used as a shape uncertainty. The shape impact of
this procedure is shown in figure 5.5.
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Figure 5.5: Shape uncertainty on the Optimal Observable (a) and ∆φsignjj (b)
distributions of VBF signal events in the final signal region due to the signal re-
weighting procedure.
Summary
The preceding sections have introduced the fit model incorporating a binned log-
likelihood estimator with the VBF Higgs signal strength as its parameter of interest,
used to fit data to a range of CP-odd coupling strength hypotheses in order to
obtain a confidence interval on the strength parameter d˜. Also introduced were the
sources of systematic uncertainties, their estimated size and how they enter the fit
as nuisance parameters describing normalisation and shape variations. With this
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in place it is now possible to perform the fits and extract expected and observed
results.
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Chapter 6
Results
This chapter presents the results of the search for CP-violating vector boson cou-
plings in VBF Higgs boson production in the ditau decay channel. A set of prelim-
inary studies with a simplified background model using only the mean value of the
Optimal Observable has been performed to produce a rough estimate of the sensi-
tivity and are described in section 6.1. The expected results using a log-likelihood fit
to the full distributon of the Optimal Observable are presented in section 6.2, while
the corresponding results using real data follow in section 6.3. The complexity of
the fit model warrants extra care in its validation, and section 6.4 describes several
steps taken to ensure that the fit result is sensible. Section 6.5 concludes the chapter
with a discussion of the findings.
6.1 Preliminary Studies
The fit procedure utilised in the final analysis performs a binned log-likelihood fit
to the distribution of the Optimal Observable O1 as described in section 5.1. The
Optimal Observable is a matrix element construction incorporating the kinematics
of all final state objects from the hard interaction into a single variable. During the
development of the analysis, two preliminary studies were performed on simulated
events in order to substantiate the claim that the Optimal Observable is capable
of providing a confidence interval on the coupling strength d˜ of the BSM CP-odd
admixture of Higgs boson couplings to weak bosons in the Lagrangian using the
statistics available in the ATLAS Run 1 data. These studies implement a simplified
fit model taking only the mean value 〈O1〉 into account. The first study relies on a
Neyman construction [187] to calculate the mean and standard deviation of O1 for a
set of CP-odd coupling strengths d˜, which forms a ‘gauge curve’ when plotting 〈O1〉
and its statistical error versus d˜, from which an estimate of the d˜ sensitivity can
be obtained as described in section 6.1.1. The second study takes into account the
mean values of both the first and second order Optimal Observables by constructing
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a χ2 measure to estimate the statistical compatibility between the purely CP-even
hypothesis (SM) and each CP-odd hypothesis. Neither of these studies includes
systematic uncertainties as they are both considered to be proof-of-concept studies.
6.1.1 Gauge Curve from Neyman Construction
It has been demonstrated in [67] that measuring the mean of the distribution of
the first order Optimal Observable provides a sufficiently accurate measure to be
sensitive to small CP-odd contributions. A first estimate of the discrimination power
was therefore performed through the production of a so-called gauge curve showing
the mean value of the Optimal Observable and its one sigma uncertainty band as
a function of the CP-odd coupling strength parameter d˜, which can be used to
‘gauge’ the sensitivity. A total of 10000 pseudo-experiments were run for each d˜
value by varying the number of events in signal and background according to a
Poisson distribution with the number of events in the sample as its mean. For
each pseudo-experiment the mean of the Optimal Observable distribution is found
and plotted. The gauge curve is then constructed by extracting the median and
68% quantiles of the distribution of means for each value of d˜. The result is seen in
figure 6.1 for pure signal and when including backgrounds. This employs a simplified
background model taking into account only the gluon flusion H → ττ as well as
the Z → ττ samples as it was performed before the full background treatment was
implemented. The Z → ττ process is a dominant background process constituting
approximately 35% of the total background in the VBF event category. The 68%
confidence interval for d˜ is identified by reading off the values where 〈O〉 is no
longer compatible with zero within the uncertainty band. The gauge curve that
does not include backgrounds is able to produce a confidence interval of roughly
−0.05 < d˜ < 0.05, while inclusion of the backgrounds produces a much flatter curve
that is shifted slightly towards negative 〈O〉, which is not an issue since the value
of 〈O〉 is still compatible with zero within the statistical uncertainty in the SM case
of d˜ = 0 as required. The uncertainty bands are too wide to extract a double-
sided limit when backgrounds are added. Using the mean of the first order Optimal
Observable will therefore need higher statistics in order to be sensitive to CP-odd
couplings.
6.1.2 Construction of χ2 measure
As demonstrated above, the signal yield relative to background is too low to extract
a useful limit on the value of d˜ using the mean of the first order Optimal Observable.
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Figure 6.1: Gauge curves calculated using the first order Optimal Observable for
signal only (red) and backgrounds included (blue). Only statistical errors are taken
into account. There are insufficient statistics to extract a limit when including
backgrounds.
In order to utilise both first and second order Optimal Observables it is necessary
to construct a measure of significance that takes into account both variables and
their covariance. This is easily obtained using a standard χ2 measure:
χ2(d˜) =
∑
i,j=1,2
(
〈Oi〉(d˜)− 〈Oi〉SM
)
Cov [Oi, Oj ] (d˜)
(
〈Oj〉(d˜)− 〈Oj〉SM
)
, (6.1)
where 〈Oi〉 is the mean of the ith order Optimal Observable, and Cov[a, b] is the
covariance of a and b. Plots of the combined χ2 as well as individual χ2 measures for
the first and second order Optimal Observables for signal and signal+backgrounds
are shown in figure 6.2. 〈Oi〉 are truncated means due to the observation of long tails
in the distribution of O2. The first order Optimal Observable can be seen to provide
an estimate very close to the sum of O1 and O2 at low CP-odd coupling strengths,
in this case |d˜| . 0.15, as expected according to the considerations outlined in [67]
showing that the first order Optimal Observable is sufficiently accurate when the
admixture of CP-odd couplings is significantly lower than the SM CP-even couplings.
At higher d˜ values the contribution from O2 grows quadratically as it is sensitive
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Figure 6.2: χ2 curves for first and second order Optimal Observable and both
orders combined for signal only (left) and with backgrounds included (right). The
background model includes the full set of backgrounds. Only statistical errors are
taken into account.
to the total CP-odd cross section of the VBF process. The total χ2 including both
orders is noticeably different from a simple sum of the two individual curves due to
correlations between O1 and O2. At |d˜| & 0.2, a turnover is observed in the curves
for O1. Since for a purely CP-odd VBF coupling the O1 distribution will return to
a symmetric but shape-wise different distribution it is expected that the χ2 value
will drop at higher CP-odd coupling strength d˜ and approach a constant nonzero
value when d˜ becomes the dominant term.
The accuracy of the χ2 measure was estimated by performing pseudo-exper-
iments where the event yield for each SM sample was again varied according to a
Poisson distribution. If all errors (in this case the entries in the covariance) are
estimated correctly, the statistical probability of two random samples of SM events
being compatible (χ2 ≤ 1) is 68%. Performing 10000 pseudo-experiments showed
that the 68% quantile of the resulting χ2 distribution was located at χ2 = 1.19.
Limits on d˜ therefore correspond to the values of d˜ where χ2 = 1.19. The resulting
stats-only limits are −0.32 < d˜ < 0.25.
6.2 Expected sensitivity
A preliminary sensitivity estimate was obtained by keeping the data in the signal
region blinded. Data in all control regions were studied in detail during the develop-
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Figure 6.3: Expected ∆NLL at each d˜ hypothesis using the Optimal Observable
for τ`τ` (blue), τ`τhad (red) and their combination (black). An Asimov dataset with
SM backgrounds plus pure CP-even SM signal (d˜ =0), scaled with a signal strength
of 1.0 (a) and 1.55 (b), has been used.
ment of the couplings analysis [2] where it was shown to be in good agreement with
the background estimate. Inclusion of actual data in the control regions of this CP
analysis was therefore assessed to pose no serious risk of analyst bias. The expected
central confidence interval is thus the result of a ‘hybrid’ fit using actual data in
control regions while constructing an Asimov dataset in the signal region consisting
of the expected background and the pure CP-even SM VBF H → ττ signal. In order
to gauge the influence of the fitted signal strength on the resulting confidence inter-
val the fit was performed twice with Asimov datasets having injected VBF H → ττ
signal strengths of µ = 1.0 and µ = 1.55 times the SM prediction respectively. The
signal strength of µ = 1.55 is the result of the final unblinded fit (see section 6.3)
and was chosen to directly compare expected and observed results. Figure 6.3 shows
the ∆NLL curves for the combination of the τ`τhad and τ`τ` channels in addition to
each individual channel for the two hybrid-Asimov datasets. The fit includes all the
systematics described in chapter 5. As ∆NLL refers to the deviation from the point
where the log-likelihood is minimal, the curves will always have a minimum of ∆NLL
= 0 at the value of d˜ where the data and signal plus background model are most
compatible, surrounded by higher values rising at a rate determined by how quickly
the signal shape changes with the value of d˜. The rise will level off at larger values
both due to the choice of coarse bins for high |O1| values and the fact that the signal
distribution will return to a symmetric configuration in the limit of large CP-odd
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Figure 6.4: Polynomials of various orders fitted to the likelihood points surround-
ing the one sigma (∆NLL = 0.5) limit in the case of a hybrid fit with Asimov signal
strength µ = 1.0 (a) and the final unblinded fit (b).
contributions. Each curve is produced from discrete values indicated by markers
where a fit has been performed, while the lines connecting the markers are graphical
interpolations between the fit results. The intersection with ∆NLL = 0.5 therefore
has to be determined by numerical interpolation. The interpolation is performed by
fitting a polynomial to the ∆NLL points immediately surrounding this value and
inverting the fitted function to find the d˜ value at ∆NLL = 0.5. The curvature
of the ∆NLL curve close to the one sigma level potentially requires a higher order
polynomial to correctly reproduce the functional dependence. Figure 6.4 illustrates
the interpolation method used to estimate the confidence interval for both hybrid
(Asimov) and unblinded fits. Polynomials of increasing degree were added until the
two highest orders were in agreement within the quoted precision. All confidence
intervals are estimated using this interpolation procedure.
Figure 6.5 shows the best-fit signal strength of each signal hypothesis using
the hybrid-Asimov datasets, i.e. datasets with real data in the CRs. The fit con-
strains the signal strength close to the injected value in the corresponding Asimov
dataset at d˜ = 0 but decreases it for less compatible CP-mixing models, which are
normalised to the SM cross section at pre-fit level. This is expected since a variation
of d˜ will shift the modelled signal distribution compared to the injected SM signal
in the Asimov data and force the fitted signal strength to decrease in order to max-
imise compatibility with the Asimov distribution. The remaining small difference
between the injected signal strength in the Asimov data and the best-fit value is
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Figure 6.5: Expected best-fit signal strength µˆ at each d˜ hypothesis for the com-
bined fit of both channels. An Asimov dataset with SM backgrounds plus pure
CP-even SM signal (d˜ =0), scaled with a signal strength of 1.0 (black) and 1.55
(red), has been used.
due to constraints introduced by nuisance parameters when including real data in
control regions, which can have slightly different shapes compared to the estimated
background due to e.g. statistical variations and therefore pull some nuisance pa-
rameters away from their nominal values and affect the best-fit signal strength value
in the signal region.
The expected confidence interval on d˜ at the 68% (one standard deviation)
level, with all systematic uncertainties included, is determined to be [-0.18,0.18]
([-0.08,0.08]) assuming µ = 1.0 (µ = 1.55).
6.3 Observed results
The post-fit BDTscore distributions in τ`τ` and τ`τhad are shown in figure 6.6. The
non-equidistant bins used in the fit make them difficult to inspect if plotted directly.
Therefore the bins have been transformed to appear equidistant while keeping the
contents the same. This changes the BDT values on the axis, and the BDTscore
selection criteria used to define the final signal region correspond to BDTscore > 0.5
for τ`τ` and BDTscore > 0.3 for τ`τhad in these plots.
The observed ∆NLL curves as a function of d˜ for the combination of both
channels and each channel individually are shown in figure 6.7. ∆NLL curves re-
sulting from independent fits to the individual channels cannot be used to estimate
their individual contribution to the combined result since the best-fit values of the
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Figure 6.6: Post-fit BDTscore distributions in τ`τ` (a) and τ`τhad (b) in the VBF
region. The statistical and systematic uncertainties are given by the hashed band.
The BDTscore bins have been transformed to appear equidistant for easier inspection.
The signal region selection criteria of BDTscore > 0.68 in τ`τ` and BDTscore > 0.95
in τ`τhad correspond to values of 0.5 and 0.3 in these plots respectively [2].
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Figure 6.7: Observed ∆NLL as a function of the d˜ values defining the underlying
signal hypothesis for τ`τ` (green), τ`τhad (red) and their combination (black) as well
as the expected sensitivity using an Asimov dataset injected with the observed best-
fit signal strength of µ = 1.55. The curves for the individual channels are calculated
with the best-fit values of all nuisance parameters from the combined fit such that
their contribution to the combined fit is more apparent.
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Figure 6.8: Observed ∆NLL as a function of the d˜ values defining the underlying
signal hypothesis for τ`τ` (yellow, denoted ‘LL’), τ`τhad (red, denoted ‘LH’) and their
combination (black). An extended d˜ range shows the curves approaching a constant
non-zero value for large |d˜|.
nuisance parameters differ between the individual channel fits and the combination.
This directly affects the sensitivity as the signal strength parameter µ is included
in this list of parameters and varies by a non-negligible amount. A more accurate
estimate of the individual channel contributions can be produced by utilising the
best-fit result for each nuisance parameter from the combined fit at each d˜ point,
and then calculating the ∆NLL for the individual channels using these values. The
individual channel curves in figure 6.7 have been produced in this way.
The Optimal Observable of first order is CP-odd, and thus for a purely
CP-odd Higgs boson it will be symmetric again, as in the pure CP-even SM case.
However, the shape of the expected distribution will deviate from the CP-even case,
and hence at very high d˜ values the ∆NLL curve is expected to approach a constant
nonzero value. The actual value is determined by the observed shape difference
between the pure CP-odd and CP-even cases. A fit extending to large positive and
negative values of d˜ is shown in figure 6.8 and confirms that the ∆NLL curve does
not drop below the one sigma confidence level once it has been exceeded.
High levels of mixing (large values of |d˜|), have already been excluded by
previous analyses [188]. The strength of the present analysis therefore lies with
small absolute values of d˜. In the range considered, d˜ values of [-0.11,0.05] are
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High BDT signal region
Process τ`τ` τ`τhad
Data 54 68
Z → ττ 19.6± 1.0 19.1± 2.2
Fake bkg 2.3± 0.3 24.1± 1.5
Top 3.8± 1.0 4.8± 0.7
Z → `` +Diboson 11.5± 1.7 5.3± 1.6
(non-VBF)H → ττ/WW 1.6± 0.2 2.5± 0.7
(V BF )H → ττ/WW 9.8± 2.1 16.7± 4.1
Table 6.1: Observed post-fit event yields in the signal region. The errors include
systematic uncertainties.
found to be consistent with the data at the one sigma level. This interval has been
extracted from the negative log-likelihood curve where ∆NLL = 0.5 as explained in
section 5.1.
Post-fit yields for signal and all backgrounds are listed for τ`τ` and τ`τhad
individually in table 6.1. Post-fit distributions of the first order Optimal Observable
for SM signal are shown in figure 6.9. The best-fit signal strengths obtained in the
individual channel fits and the combined fit to the Optimal Observable are
µτ`τ` = 2.37+1.48−1.34 (6.2)
µτ`τhad = 1.09+1.02−0.91 (6.3)
µcomb = 1.55+0.88−0.76 (6.4)
The numbers are all in good agreement with the values obtained in the couplings
analysis considering both the relatively large uncertainties and the fact that the
boosted category is not included in the present analysis. The post-fit distributions
of ∆φsignjj are shown in figure 6.10 and the corresponding numbers for the signal
strength are
µτ`τ` = 2.89+1.47−1.29 (6.5)
µτ`τhad = 1.54+1.03−0.94 (6.6)
µcomb = 2.02+0.87−0.77 (6.7)
The mean value of the Optimal Observable is expected to be zero in the case
of CP-even signal, while non-zero values are expected when including CP-violating
couplings. It was already shown that the total background is expected to have a
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Figure 6.9: Distributions of O1 in the signal region of the τ`τ` (a) and τ`τhad (b)
channel after performing the combined fit for the d˜ = 0 hypothesis. The best-fit
signal strength is found to be µ = 1.55. The error bands include both statistical
and systematic uncertainties.
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Figure 6.10: Distributions of ∆φsignjj in the signal region of the τ`τ` (a) and τ`τhad
(b) channel after performing the combined fit for the d˜ = 0 hypothesis. The best-fit
signal strength is found to be µ = 2.02. The error bands include both statistical
and systematic uncertainties.
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Figure 6.11: Observed (black) and expected (red) ∆NLL as a function of the d˜
values defining the signal hypothesis using ∆φsignjj as the discriminating variable in
the combined fit of both channels. The expected result uses an Asimov dataset
injected with the observed best-fit signal strength of µ = 2.02.
mean value of zero since no CP-odd processes are involved, which means that the
mean value in the observed data should also be consistent with zero in the case
of no CP-violating effects within the precision of the measurement. In the signal
regions of τ`τ` (τ`τhad) the observed mean value of the Optimal Observable in data
is 0.3 ± 0.5 (−0.3 ± 0.4). This is fully consistent with zero and hence with the full
statistical analysis, showing no sign of CP-violation.
Another goal of the analysis was to investigate whether the matrix element
approach used in the Optimal Observable can lead to superior exclusion limits com-
pared to the classical variable ∆φsignjj . The ∆NLL curves produced by the combined
fit of τ`τ` and τ`τhad when utilising the ∆φsignjj variable with a hybrid dataset as well
as unblinded data are included in figure 6.11. The hybrid dataset has the best-fit
signal strength from the unblinded fit (µ = 2.02) injected into the Asimov data in
the signal region in order to compare the expected and observed curves at the same
signal strength. A small shift towards negative d˜ is observed which is comparable
to the shift seen in the Optimal Observable fit. The sensitivities of the Optimal Ob-
servable and ∆φsignjj are compared in figure 6.12 showing a clear advantage in terms
of the expected confidence interval when the fit includes the Optimal Observable.
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Figure 6.12: Expected ∆NLL curves when using the Optimal Observable (black)
and ∆φsignjj (blue) as the final discriminating variable for the combination of both
channels as a function of the d˜ values defining the signal hypothesis. The curves
include an Asimov dataset with SM backgrounds plus pure CP-even VBF signal
(d˜ = 0) scaled to the predicted SM signal strength µ = 1.0.
6.4 Validation of the Maximum-Likelihood Fit
The full likelihood function used in the final fit includes hundreds of parameters such
as histogram bin contents and their statistical uncertainties, free-floating background
normalisation factors and nuisance parameters affecting both the normalisations and
shapes of the input samples. This section will discuss several steps that were taken
in order to validate the fit model.
The impact of individual NPs on the uncertainty of the estimated signal
strength µˆ was investigated by separately fixing a single NP to its ±1σ uncertainties
and performing a new likelihood minimisation over all remaining model parameters.
The change in the fitted signal strength ∆µˆ with respect to the nominal estimate is
the criterion used to rank the NPs in terms of their relative impact on the fit. This
study was performed using two different signal hypotheses, namely pure SM signal
(figure 6.14) and d˜ = 0.1 (figure 6.15) in order to investigate whether the individual
NPs impact the analysis differently between signal hypotheses. The yellow bands
together with the upper x-axis indicate the post-fit impact on µˆ compared to its
nominal pre-fit value, normalised to its total post-fit uncertainty ∆µˆtot when all
NPs are varied. The black markers and the lower x-axis indicate the post-fit central
168
value and the black error bars are the post-fit uncertainties, both normalised to
one pre-fit standard deviation. The estimated pre-fit uncertainties are included as
grey error bars making it easier to notice asymmetries in the post-fit errors. An
exception is made in the case of normalisation parameters whose uncertainties are
given as absolute values since they have no pre-fit estimates and therefore have no
meaningful pre-fit uncertainty. The highest ranking parameters include components
of the energy scale uncertainties of jets, electrons and τ leptons in addition to
theoretical uncertainties on the Higgs boson branching ratio to two τ -leptons and
the renormalisation and factorisation scales included in the cross-section calculated
for the gluon-fusion production channel. No significant deviations from the pre-fit
values are observed in the NP pulls as the pre- and post-fit values are all compatible
within their one sigma uncertainties. Changes in parameter ∆µˆ ranking between
the d˜ = 0.0 and d˜ = 0.1 cases are minor, both having the same top 4 parameters.
The electron energy scale NP warrants extra scrutiny. Even with the imple-
mentation of the smoothing and pruning mechanisms described in section 5.1.1 it
is still possible, in the limit of low statistics, that fluctuations might overestimate
an uncertainty. In the analysis the four components of the electron energy scale
are combined in quadrature and enter the fit though the parameter EL_SCALE.
Appendix A shows the variations related to each of the four uncertainties in the
VBF region and in the final signal region including the BDTscore selection criterion
in the τ`τhad channel (see table 4.12 for region definitions). In the VBF region all
four variations are sufficiently small to be pruned away, both in terms of normali-
sation and shape. However, the final signal region has normalisation variations of
several percent in three of the components. A possible solution is to derive the
normalisation variations in a looser event category with a higher number of events
and apply this in the signal region to mitigate any effects solely stemming from low
statistics. It has not been feasible to demonstrate whether the increase in the size
of the variations is due to an actual effect of applying a selection criterion on the
BDTscore or if the effect is purely of a statistical nature. Deriving the variations in
a looser region could therefore potentially provide an inaccurate description. An-
other proposed solution is to compensate by subtracting the statistical error on the
variation in each bin [189]. This will indeed reduce the size of the variation in cases
with a low number of events but will introduce the possibility of negative variations
in the case where the statistical error is larger than the variation itself. The choice
was therefore made to proceed with the standard uncertainty estimation also in the
case of the electron energy scale uncertainty.
The covariance matrix of the fit model is estimated during the minimisation
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and can be studied to identify any highly correlated parameters. High correlation
coefficients between NPs would reveal possible degeneracies in the fit model, hinting
at a suboptimal choice in the parametrisation of the parameters. Figure 6.13 plots
the correlation coefficients of the top 25 NPs from figure 6.14, i.e. those parameters
having the greatest influence on the fitted signal strength µˆ. The highest correla-
tion coefficients are approximately -0.3 and appear between free-floating background
normalisation factors and dominant systematic uncertainties, e.g. between the nor-
malisation of the top background and one of the TES parameters. The NPs can
indeed have a non-negligible effect on the acceptance of various backgrounds, so this
behaviour is expected.
Multiple minima in the likelihood function must be avoided to ensure fit
stability and remove the possibility of the fit converging on a false local minimum.
The likelihood function was therefore profiled along all parameters and the resulting
curves were studied. A sufficiently parabolic shape close to the global minimum
was observed for all parameters. Figure 6.16 contains examples of one-dimensional
likelihood profile curves for several NPs as well as the signal strength parameter µ.
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Figure 6.13: Correlation coefficients of the 25 NPs having the greatest influence
on the fitted signal strength µˆ. A short description of the dominant parameters is
given in appendix B.
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Figure 6.14: Observed NP ranking (y-axis), pulls (lower x-axis) and the relative
impact on µˆ with respect to its total uncertainty (upper x-axis) for the combined τ`τ`
and τ`τhad fit using the pure SM signal hypothesis (d˜ = 0.0). Post-fit normalisation
uncertainties are given as absolute values.
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Figure 6.15: Observed NP ranking (y-axis), pulls (lower x-axis) and the relative
impact on µˆ with respect to its total uncertainty (upper x-axis) for the combined
τ`τ` and τ`τhad fit using the BSM signal hypothesis d˜ = 0.1. Post-fit normalisation
uncertainties are given as absolute values.
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Figure 6.16: Likelihood profiles given in terms of ∆NLL as a function of four
individual fit parameters. (a) shows the profile when varying the signal strength µ,
while (b) to (d) give the profiles for the three NPs having the greatest influence on
the best-fit value µˆ as seen in figure 6.14. The one sigma deviation is indicated by
the dashed line at ∆NLL = 0.5. All profiles exhibit parabolic behaviour close to the
global minimum.
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6.5 Conclusion
Using the full 20.3 fb−1 of
√
s = 8 TeV proton-proton collisions recorded by the AT-
LAS experiment at the LHC, a test of CP invariance in the Higgs boson coupling to
vector bosons has been performed using the Vector Boson Fusion production mode
with decays to τ+τ−. A detailed account of the analysis in the τ`τhad decay channel
has been presented alongside a combined result with the τ`τ` decay channel. The
analysis makes use of the event selection, background estimation and evaluation of
systematic uncertainties developed in the ATLAS analysis that provided evidence
for the H → ττ decay. An optimised selection cut has been added on the BDTscore
in each decay channel individually in order to achieve a higher signal purity, and
additional systematic uncertainties have been estimated to account for the effects
of the additional selection and the use of a new discriminating variable, an Opti-
mal Observable, constructed directly from the matrix element of the process. This
variable is shown to achieve sensitivity superior to that provided by the variable
traditionally proposed for CP-violation studies, ∆φsignjj . No evidence for CP viola-
tion is observed. Using the τ`τ` and τ`τhad decay channels, values of d˜ outside the
interval [−0.11, 0.05] are excluded at the 68% confidence level (CL).
Confidence intervals are normally quoted at the 95% level. The present
analysis was unable to produce a 95% CL, which is a consequence of the adopted
approach that ignores the increase in the total signal cross section when including
CP-odd coupling terms in the chosen effective field theory. However, in terms of
the width of the remaining allowed range of d˜ the obtained 68% CL interval is
approximately an order of magnitude more powerful in constraining the strength
of CP-odd weak boson couplings to the Higgs than that found in a similar recent
analysis of H → WW and H → ZZ [65], which excludes values of d˜ outside the
interval [−1.3, 0.0] at the 68% CL. With more data already underway from ATLAS in
Run 2 of the LHC, the methodology of a statistical fit to an Optimal Observable for
the process is expected to be highly competitive in the exploration of the remaining
allowed low-coupling-strength phase space for CP violation. More data will also
enable the inclusion of the second order Optimal Observable that can be added by
performing a two-dimensional fit to both orders.
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Appendix A
Electron Energy Scale
Optimal Observable
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Figure A.1: Variations of the electron energy scale components on the optimal
observable distribution of the Z → ττ embedding sample plotted in the signal
region of the τ`τhad decay channel.
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Figure A.2: Variations of the electron energy scale components on the optimal
observable distribution of the Z → ττ embedding sample plotted in the VBF region
of the τ`τhad decay channel.
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Appendix B
List of Nuisance Parameters
This is a list of the dominant nuisance parameters that enter the final log-likelihood
fit described in section 5.1.
• JES_Eta_Modelling – Uncertainty on the jet energy scale due to the η
intercalibration.
• EL_SCALE – Electron energy scale systematic.
• TES_InSitu_2012 – Component of the tau energy scale uncertainty from
the in-situ tau energy correction.
• norm_LL12_Zll_vbf – Freely floating normalisation factor on the Z → ``
background in τ`τ`.
• UE_qq – Uncertainty on the underlying event for qq-initiated signal processes
(VBF, VH).
• JES_FlavResp – Uncertainty on the jet energy scale accounting for jet
flavour composition.
• BR_tautau – Theoretical uncertainty on the H → ττ branching ratio.
• JES_1112_Detector1/2 – Jet energy scale uncertainty from imperfect de-
tector simulation.
• ANA_EMB_MFS_2012 – Z → µµ selection systematic of embedding
background, estimated by varying the isolation requirement of muons.
• TES_Model_2012 – Tau energy scale uncertainty component from mod-
elling uncertainties.
• QCDscale_ggH_m12 – QCD scale uncertainty for ggH events with ≥ 2
jets.
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• TAU_EFAKE_2012 – Uncertainty on the e→ τ fake rate.
• TAU_ID_2012 – Uncertainty on the tau identification scale factor.
• JES_2012_PileRho_TAU_QG – Jet energy scale uncertainty from vari-
ation with pile-up for qg-initiated processes.
• UE_qq_BDT – Shape uncertainty on underlying event for qq-initiated sig-
nal processes (VBF, VH) due to the introduction of the BDT selection cut.
• JES_2012_Statistical2/3 – Jet energy scale uncertainty from statistical
uncertainty on JES determination.
• JES_2012_Modelling3 – Jet energy scale uncertainty from imperfect mod-
elling when measuring JES.
• MU_SCALE – Muon energy scale systematic.
• ANA_LL12_Zll_vbf_DETAJJ – Systematic uncertainty on |∆ηjj | re-
weighting applied to Z → `` (l→ τ) events for τ`τ` in the VBF category.
• norm_LH12_Top_bv – Freely floating normalisation factor on the top
background in τ`τhad, constrained by single bin top CR.
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Appendix C
Effects of anomalous couplings
in H →W+W− decays
(V BF )H → W+W− decays constitute a non-negligible fraction of the total signal
event yield in the τ`τ` signal region. The number of total signal events increases by
approximately 20% when adding these events to (V BF )H → τ+τ−. The analysis
looks for anomalous CP-odd Higgs couplings to vector bosons, which can therefore
not be ignored in the H → WW decay vertex, in contrast to processes where the
Higgs boson decays into two τ leptons.
In order to disentangle the effects of anomalous couplings in production and
decay, a study of H →WW has been performed in gluon fusion production instead
of VBF. The study makes use of the azimuthal angle ∆φ(e, µ), which is sensitive
to CP-violating couplings in the decay vertex. Figure C.1 shows distributions of
∆φ(e, µ) in the τ`τ` decay channel for different d˜ values directly generated with
Mg5_aMC@NLO [68]. Additionally, the Standard Model sample has been re-
weighted using d˜ ≈ 1.0, based on MG5 matrix elements to leading order. The re-
weighting procedure is seen to be valid, since the re-weighted sample is compatible
with the generated one. The impact of small d˜ admixtures on ∆φ(e, µ) is minor
within the relevant range of d˜ values.
The validated re-weighting procedure is then used to estimate the effect of
anomalous couplings in theH →WW decay on the Optimal Observable. Figure C.2
compares a pure Standard Model signal sample with a re-weighted Standard Model
sample, introducing anomalous couplings only in the decay, using a d˜ value of 0.5.
The distributions are compatible within the statistical uncertainties, and the effect
of anomalous couplings in the Higgs boson decay into two vector bosons is therefore
considered to be negligible. In the interest of simplicity, no additional re-weighting
procedure with respect to the decay is applied in the analysis.
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Figure C.1: Comparison of ∆φ(e, µ) in the τ`τ` decay channel for different d˜ values
using H → WW events from gluon fusion production. The samples are generated
with MG5. The re-weighting is also based on MG5 and is compatible with the
directly generated sample for the corresponding value of d˜ [4].
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Figure C.2: Comparison of the Optimal Observable in the τ`τ` decay channel
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W+W− sample. Anomalous couplings are only introduced in the decay with a d˜
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