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Chapter 1
Introduction
1.1 The origin of Weyl chambers
The following lines are based on the introductions of [EK08], [KS10a] and [KS10b].
In his classical work [Dy62] Dyson established a connection between dynamical versions of
random matrices and non-colliding random particle systems. Indeed, the eigenvalue process of
a k×k Hermitian Brownian motion has the same distribution as the evolution of k independent
standard Brownian motions conditioned never to collide (which means that they are in the
same order at all times). This process can also be characterised by saying that a k-dimensional
Brownian motion is conditioned on never leaving the Weyl chamber of type A,
WA = {x = (x1, . . . , xk) ∈ Rk : x1 < . . . < xk}.
This conditional process is called Dyson’s Brownian motion.
For some decades after this discovery, it was quiet about non-colliding random processes,
but the interest renewed in the 1990ies. It has become an active research area and is being
studied for a couple of reasons. M.-F. Bru [Br91] studied another interesting matrix-valued
stochastic process whose eigenvalue process admits a nice description in terms of non-colliding
random processes, the Wishart processes, which are based on squared Bessel processes in place
of Brownian motions. These processes and some few more were studied in [KO01]. Non-colliding
Brownian motions on the circle were investigated in [HW96], asymptotic questions about Brow-
nian motions in a Weyl chamber in [G99], and a systematic study of a large class of physically
relevant matrix-valued processes and their eigenvalue processes is carried out in [KT04].
Certainly, also the time-discrete version has been studied, more precisely, families of k
i.i.d. discrete random walks, conditional on never leaving WA. So far only random walks have
been considered that have the following continuity property: at the first time of a violation of
the strict ordering, there are two components of the walk that are at the same site (and produce
therefore a collision). In other words, leaving WA is only possible via a step into the boundary
∂WA of WA. This property is shared by nearest-neighbor random walks on the lattice Zk,
started in (2Z)k ∩WA (in which case the walkers cannot jump over each other) and by walks
that have only steps in {0, 1}k or by imposing similar rules. Obviously, this continuity property
makes the analysis much easier, but heavily restricts the choice of the step distribution. For
walks having this property, the event of never leaving WA (i.e., of being strictly ordered at any
time) is identical to being non-colliding, hence the term non-colliding random walks became
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popular, but also vicious walkers, non-intersecting paths and non-intersecting walks. The latter
two terms are misleading since it is the graphs that are non-intersecting, more precisely the graph
of the polygon line that interpolates between discrete time units. Non-intersecting paths played
an important role in the proof of Johanssons’s beautiful analysis [Jo00], [Jo02] of the corner-
growth model (which is equivalent to directed first-passage percolation). These works naturally
raise the interesting question how far the connections between the corner-growth model and non-
intersecting paths reach; they are yet known only for rather restricted waiting-time distributions
respectively step distributions. Further relationships to other models, like the Arctic circle, are
investigated in [Jo02]. Later [BS07], a random matrix central limit behavior was obtained for
the rescaled versions of many non-intersecting random walks with an essentially general step
distribution. The non-intersecting property was required only up to a fixed time. Furthermore,
also applications in the study of series of queues in tandem were found and analysed; see the
survey article [OC03].
Especially in recent years, more and more connections have been found between non-colliding
random processes and various models, some of which have not yet been fully understood. A
number of explicit examples have been worked out, and the class of random processes whose non-
colliding version could be rigorously established and characterized, is growing. It is now known
how to construct and describe these conditional versions for a couple of examples of random
walks, among which are the binomial random walk, the multinomial walk, the (continuous-time)
Poisson random walk [KOR02], birth/death processes and the Yule process [Dou05, Ch. 6]. A
survey on non-colliding random walks appears in [K05, Ch. 4].
1.2 Random walks
Up to then the theory of non-colliding processes consisted of a list of explicit, instructive and
important examples without a general picture. But then Eichelsbacher and Ko¨nig [EK08] con-
structed, in great generality without the aforementioned continuity property, the analogous
random walk version of Dyson’s Brownian motion, i.e., the conditional version of a random
walk on Rk given that it never leaves WA. This result and its proof were recently improved by
Denisov and Wachtel [DW10]. It is the first aim of this work to extend their analysis to the two
cases of the Weyl chambers of type C and D. Let us first describe the random walk version for
the type-A chamber.
To fix notation, let S(n) = (S1(n), . . . , Sk(n)) denote the increments of a random walk in R
k
after n steps with components Sj(n) = ξ
(1)
j + . . .+ ξ
(n)
j , 1 ≤ j ≤ k, where {ξ(i)j : 1 ≤ j ≤ k, i ∈ N}
is a family of independent identically distributed random variables. In particular, S(0) = 0. We
write Px and Ex for the corresponding probability measure and expectation when the random
walk starts from x ∈ Rk. Sometimes we will also write the start point into the argument as
Px(S(n) ∈ A) = P(x+ S(n) ∈ A).
Actually one can understand conditioning to never leave WA in two ways. If τAx = inf{n ∈
N0 : x+S(n) /∈WA} denotes the exit time fromWA (we will omit the start point if no confusion
can arise), then on the one hand one can mean the conditional distribution of the path given
the event {τA > m} asymptotically as m grows to infinity, that is,
P̂x(S(n) ∈ dy) = lim
m→∞Px(S(n) ∈ dy | τ
A > m), x, y ∈WA.
On the other hand, one can make a change of measure by Doob’s h-transform [Do84]. Necessary
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for this procedure is to find a function h which is strictly positive on WA and regular for the
restriction of the transition kernel to WA, i. e.,
Ex[h(S(1)); τ
A > 1] = h(x), x ∈WA.
Then a new probability transition function on WA is defined by
P̂
(h)
x (S(n) ∈ dy) = Px(S(n) ∈ dy; τA > n)
h(y)
h(x)
, x, y ∈WA.
The corresponding Markov chain is called the h-transform on WA. A priori there may be more
than one function h amenable to this procedure. However, if a positive regular function h governs
the upper tails of τA, i.e., Px(τ
A > n) ∼ C1h(x)n−c2 as n → ∞ for some C1, c2 > 0 for any
x ∈ WA, then the two above constructions lead to the same process. Indeed, by the Markov
property one obtains in the limit m→∞
Px(S(n) ∈ dy | τA > m) = Px(S(n) ∈ dy; τA > n)Py(τ
A > m− n)
Px(τA > m)
→ Px(S(n) ∈ dy; τA > n)h(y)
h(x)
.
Eichelsbacher and Ko¨nig succeeded in finding a positive regular function V A which yields
this coincidence:
V A(x) = hA(x)− Ex[hA(S(τA))], x ∈WA. (1.2.1)
where hA is the Vandermonde determinant,
hA(x) =
∏
1≤i<j≤k
(xj − xi) = det
(
(xj−1i )i,j∈{1,...,k}
)
.
It should be noted that hA is, up to a multiplicative positive constant, the unique harmonic func-
tion that is positive on the interior of WA and vanishes on the boundary. In potential theoretic
terms, this is expressed by saying that hA is the re´duite of WA. Furthermore, Eichelsbacher and
Ko¨nig showed that the rescaled random walk weakly converges to Dyson’s Brownian motion.
It is not easy to see that V A is strictly positive on WA, and it is surprisingly difficult to
prove that V A is well-defined, i.e., that hA(x + S(τA)) is integrable. The approach in [EK08]
is based on the discrete analogue of the Karlin-McGregor formula [KM59b] for random walks
and an application of a local central limit theorem. By repeated use of the Ho¨lder inequality,
Eichelsbacher and Ko¨nig lose track of minimal moment assumptions: they need the finiteness of
moments E[|ξ(i)j |r] with r > ck3. Denisov and Wachtel [DW10] improve their results by showing
that the minimal moment requirement is actually r = k − 1 for k > 3. Since the k-dimensional
Vandermonde determinant is a polynomial which has in each variable at most order k − 1, at
least moments of order k − 1 are necessary. Hence Denisov and Wachtel’s moment requirement
is indeed minimal. For k = 3 they need higher moments since their approach is based on a
strong coupling which will be explained later.
A conditional version on never leaving WA under less integrability has not been constructed
yet, and it is unclear how to do that. This is a bit surprising since the question of leaving WA
or not has a priori nothing to do with moments.
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The case k = 2 has already been extensively treated in the literature if one notes that
staying in order for two walkers can be translated to staying positive for a single walker. See for
example Bertoin and Doney [BD94].
A natural extension of the conditioned random walk setting just described is the one to
different Weyl chambers. They arise in Lie theory as the set of orbits of the adjoint action on a
Lie algebra or conjugation under the associated Lie group and first appeared in connection with
Brownian motion in a work by Grabiner [G99]. There he considered Weyl chambers of type A,
B, C, D, but one should mention that the Weyl chambers B and C are actually identical. Those
of type C and D are defined as follows:
WC = {x = (x1, . . . , xk) ∈ Rk : 0 < x1 < . . . < xk},
WD = {x = (x1, . . . , xk) ∈ Rk : |x1| < x2 < . . . < xk}.
As already mentioned, the Weyl chamber of type A imposes a strict order. For type C, an
additional wall at zero occurs, and for D the mirror image of x1 is incorporated into the order.
It is important (see [G99, Section 6] or [KT04, Lemma 3]) that these chambers are also equipped
with respective re´duites:
hD(x) =
∏
1≤i<j≤k
(
x2j − x2i
)
and hC(x) = hD(x)
k∏
i=1
xi.
As we can handle the two cases simultaneously, we will write Z for C or D. Of course we need
corresponding exit times
τZx = inf{n ∈ N0 : x+ S(n) /∈W Z}.
One of the most important objects of this work is the function
V Z(x) = hZ(x)− Ex[hZ(S(τZ))], x ∈W Z; (1.2.2)
its role will turn out to be analogous to the role of V A for WA.
Let us formulate our assumptions on the random walk (S(n))n∈N0 , which are supposed for
the results of this section and chapter 2:
Moment Assumption (MA): E[|ξ(i)j |(β
Z )] <∞, where βC = 2k− 1 and βD = 2k− 2 if k ≥ 3,
and βC = 3 and βD > 2 arbitrary in case k = 2.
Symmetry Assumption (SA): E[(ξ
(j)
i )
b] = 0 for any odd integer b ≤ βZ.
Normalization Assumption (NA): E[(ξ
(j)
i )
2] = 1.
Like in case A, one sees from the definition of hZ that the moment requirements are indeed
minimal for the integrability of hZ(x + S(n)) in the cases k ≥ 3. In the case k = 2 we need
for Z = D some higher power for yet another application of the strong coupling, since second
moments do not suffice. The assumption (SA) is crucial for the proof of the martingale property
stated in Proposition 1.2.1. The normalization assumption is just for convenience.
First we make an interesting observation about a martingale property:
Proposition 1.2.1. The function hZ is regular for (S(n))n∈N0 , i.e., for any x ∈ Rk we have
Ex[h
Z(S(1))] = hZ(x). Thus, (hZ(x+ S(n)))n∈N0 is a martingale for any x ∈ Rk.
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The proof uses the exchangeability of the step distribution of the random walk (S(n))n∈N0
only, not the independence of the components. The case Z = A was treated in [KOR02]. Two
important properties of V Z are that this function is well-defined and strictly positive on W Z.
We combine these properties with some results that are of interest in themselves:
Proposition 1.2.2. a) V Z(x) = limn→∞ Ex[hZ(S(n)); τZ > n] for all x ∈W Z;
b) V Z ist monotone in the sense that V Z(x) ≤ V Z(y) if xj − xj−1 ≤ yj − yj−1 for 2 ≤ j ≤ k
and additionally either x1 ≤ y1 (Z=C) or x1 + x2 ≤ y1 + y2 (Z=D);
c) V Z(x) ∼ hZ(x) in the limit inf2≤j≤k(xj − xj−1) → ∞ together with x1 → ∞ (Z = C) or
(x1 + x2)→∞ (Z = D) respectively;
d) there is c positive such that V Z(x) ≤ chZ1 (x) for all x ∈W Z, with
hDt (x) =
∏
1≤i<j≤k(t+ |xj − xi|)(t+ |xj + xi|) and hCt (x) = hDt (x)
∏k
i=1(t+ |xi|);
e) V Z(x) > 0 for all x ∈W Z.
With help of these insights we get a hold on the upper tails of the exit time:
Theorem 1.2.3. The asymptotic behavior for n→∞ of the exit time starting from x ∈W Z is
given by
Px(τ
Z > n) ∼ κZV Z(x)n−(αZ)/2
with αC = k2 and αD = k2 − k, and κC, κD the following constants:
κ
D =
2(3k
2−3k+2)/2
πkk!
∏
1≤i<j≤k
[(2j − 1)2 − (2i− 1)2]−1
k∏
i=1
[
Γ
(
1 +
i
2
)
Γ
(
i
2
)]
κ
C = κD2(3k−2)/2
k∏
i=1
(2k + 1− 2i)−1Γ
(
k+1
2
)
Γ
(
1
2
) .
As in [DW10, Example 2], we can see that our moment assumption (MA) is optimal for
the validity of Theorem 1.2.3. Indeed, if P(ξ
(1)
1 > u) ∼ u−α for some α ∈ (rZ − 1, rZ), their
argument shows that Px(τ
Z > n)≫ n−(αZ)/2.
The next result shows that V Z is indeed suitable for an h-transform:
Proposition 1.2.4. V Z is regular for the restriction of the transition kernel to W Z.
In particular, using Theorem 1.2.3, the two ways of conditioning the walk to stay in W Z
that we mentioned before coincide.
Furthermore, we prove a functional limit theorem for the conditional walk in the spirit of
Donsker’s theorem. Let us introduce the limit processes of the scaled random walks and state
our result. For a k-dimensional Brownian motion one can make a change of measure in the sense
of Doob’s h-transform using the corresponding re´duite:
P̂
(hZ)
x (B(t) ∈ dy) = Px(B(t) ∈ dy; τBM,Z > t)
hZ(y)
hZ(x)
, x, y ∈W Z,
with τBM,Zx = inf{t ≥ 0: x + B(t) /∈ W Z} denoting the exit time of the Brownian motion
from the type-Z Weyl chamber when started at x. We will term the corresponding processes
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Dyson’s Brownian motion of type Z (note that for Z = D the process that receives that name in
[BFPSW09] is obtained from the above one by applying an elementary bijection). It is possible
to start these processes from the origin (this can be seen by the same arguments as in [OY02]).
They can also be seen [KT04] as the eigenvalue processes of dynamical random matrices in the
symmetry classes C and D of Altland and Zirnbauer [AA96], [AA97]. For more comments on
the physical background and the corresponding stochastic differential equations see [KT04].
Theorem 1.2.5. For x ∈W Z, as n→∞,
Px
(
1√
n
S(n) ∈ ·
∣∣∣ τZ > n)⇒ µZ,
with µZ the probability measure on W Z with density proportional to hZ(y) exp (−|y|2/2). Ad-
ditionally the process (Xn(t))t≥0 = ( 1√nS([nt]))t≥0 under the probability measure P̂
(V Z)
x
√
n
weakly
converges to Dyson’s Brownian motion of type Z started at x. Under P̂
(V Z)
x , this process converges
weakly to Dyson’s Brownian motion of type Z started at zero.
In our proof we use the methods employed by Denisov and Wachtel. Alternatively one could
again engage in an asymptotic analysis of a discrete Karlin-McGregor formula for a random walk
to stay in a Weyl chamber of type C or D. Note that the groups Z = A,C,D corresponding to
the Weyl chambers W Z consist of reflections Rk → Rk, which are characterised by permutations
of the components with sign changes of the components. The symmetric group, A, only per-
mutes the components, C, the hyperoctahedral group, permutes the components with arbitrary
signchanges and D, the even hyperoctahedral group, permutes the components with an even
number of signchanges. If these reflections are understood as matrices, then A is the set of all
permutation matrices, C is the set of all matrices that have precisely one real of modulus one in
each row and each line, and zero otherwise, and D is the set of all such matrices with an even
number of −1. If we use the notation z(y) = (ǫ(z)1 yσz(1), . . . , ǫ(z)k yσz(k)) ∈ Rk where ǫ(z)i ∈ {−1, 1}
denotes a possible sign change, σz the permutation of the indices, and sign(z) = sign(σz)
∏
i ǫ
(z)
i ,
then the discrete formula for cases C and D reads:
Proposition 1.2.6. Define Dn(x,dy) :=
∑
z∈Z sign(z)Px(S(n) ∈ dz(y)) for a Weyl group Z ∈
{C,D} and let τ denote the exit time from WC and WD respectively. Then
Px(τ > n, S(n) ∈ dy) = Dn(x,dy)− Ex[1l{τ≤n}Dn−τ (S(τ),dy)].
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Proof.
Px(τ > n, S(n) ∈ dy)−Dn(x,dy)
=
∑
z∈Z
sign(z)[Px(τ > n, S(n) ∈ dz(y)) − Px(S(n) ∈ dz(y))]
=
∑
z∈Z
−sign(z)Px(τ ≤ n, S(n) ∈ dz(y))
=
∑
z∈Z
−sign(z)
n∑
m=1
∫
Rk\W
Px(τ = m;S(m) ∈ dw)Pw(S(n−m) ∈ dz(y))
= −
n∑
m=1
∫
Rk\W
Px(τ = m;S(m) ∈ dw)
[∑
z∈Z
sign(z)Pw(S(n−m) ∈ dz(y))
]
= −Ex[1l{τ≤n}Dn−τ (S(τ),dy)].
But then again, if used together with the Ho¨lder inequality, one would lose track of the
minimal moment assumptions. Interestingly, Feierl [Fe09] derived the asymptotic behavior of
the exit probability from WC by other means: he worked with combinatorial formulas. So he
did not need to care about moment conditions. But since he used the framework of Gessel
and Zeilberger [GZ92], he made as an assumption the aforementioned continuity property: the
random walk can only exit the Weyl chamber by first stopping on the boundary. We do not
make this assumption.
In section 2.1 we will give the proofs for the above mentioned results and in section 2.2 we
will exhibit another function that is regular for WC to illustrate our remark, that not every
h-transform of the random walk on a set is equal to the conditional version of the walk given
that it never leaves this set.
1.3 Brownian motion
Apart from considering random walks in different Weyl chambers, we also look at Brownian
motion. The second goal of this work is to examine the non-exit probability of a Brownian
motion from a growing truncated Weyl chamber for long times. As usual, let k ∈ N be fixed
and let B = (B(t))t∈[0,∞) be a standard Brownian motion in Rk. We demonstrate our approach
for W = WA. Then it is well-known [G99] that the asymptotics of the probability not to exit
W for a long time is given by
Px(B[0,t] ⊂W ) ∼ Kh(x)t−
k
4
(k−1), t→∞, for x ∈W, (1.3.1)
where the motion starts from x ∈ Rk under Px, K is an explicit constant, and
h(x) =
∏
1≤i<j≤k
(xj − xi) = det
[
(xj−1i )i,j=1,...,k
]
(1.3.2)
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denotes the well-known Vandermonde determinant. On the other hand, it is also well-known, see
[PS78] for example, that the non-exit probability from the bounded setW ∩Ik with I = (−π2 , π2 )
is asymptotically given as
Px(B[0,t] ⊂W ∩ Ik) ∼ e−tλ
(W∩Ik)
f (W∩I
k)(x)〈f (W∩Ik), 1l〉, t→∞, for x ∈W, (1.3.3)
where λ(U) denotes the principal eigenvalue and f (U) the corresponding positive eigenfunction
(L2-normalised) of −12∆ in an open bounded connected set U ⊂ Rk with Dirichlet (i.e., zero)
boundary condition, and 〈f, g〉 denotes the standard inner product in L2(U). That is, the
probability of not exiting from the Weyl chamber decays polynomially in time, while the one
for the truncated Weyl chamber decays even exponentially.
The first main task concerning Brownian motion in this work is to understand the transition
from exponential to polynomial decay when replacing the box Ik by the time-dependent box
r(t)Ik for different choices of a growth function r : (1,∞)→ (0,∞). In particular, an interesting
question is how the two functions h and f (W∩I
k) are transformed into each other. Is it true that
the Vandermonde determinant is equal to a rescaled limit of the principal eigenfunction of −12∆
in W ∩ Ik?
It will turn out that, for 1 ≪ r(t) ≪ √t, the non-exit probability decays in a stretched-
exponential way, but for
√
t ≪ r(t), the same asymptotics as in (1.3.1) will hold, since the
motion does not feel the boundary, according to the central limit theorem. However, the way in
which the stretched-exponential decay becomes a polynomial decay when r(t) ≍ √t, is a priori
not clear. This is one of our main topics. Here is a short version of our main result on this (see
Theorem 3.2.2 and Proposition 3.2.3 for the full result).
Theorem 1.3.1. For any x ∈W and any r ∈ (0,∞), as t→∞,
Px
(
B[0,t] ⊂W ∩ r(t)Ik
) ∼ h(x)

K0r(t)
− k
2
(k−1)e−tr(t)−2λ(W∩I
k)
, if 1≪ r(t)≪ √t,
Krt
− k
4
(k−1), if r(t) ∼ r√t,
K∞t−
k
4
(k−1), if
√
t≪ r(t).
(1.3.4)
Here Kr ∈ (0,∞) are constants for r ∈ [0,∞] such that
lim
r→∞Kr = K∞ and Kr ∼ K0r
− k
2
(k−1)e−r
−2λ(W∩I
k)
as r ↓ 0. (1.3.5)
Interestingly, this shows that in the interpolating regime where 1 ≪ r(t) ≪ √t, the poly-
nomial decay term is already present; however, it does not come from the time parameter, but
from the spatial parameter. It arises from the rescaling limit of the principal eigenfunction.
It is clear that the spectral decomposition method used here is also able to describe the
limiting conditional distribution of the endpoint of the Brownian motion given that the path
stays in the truncated Weyl chamber for a long time; it is given in terms of the L1-normalised
principal eigenfunction:
Px
(
B(t) ∈ dy ∣∣B[0,t] ⊂W ∩ Ik) =⇒ f (W∩Ik)(y)〈f (W∩Ik), 1l〉 dy,
where the convergence is in the weak topology on W ∩ Ik. The second main question concerning
Brownian motion that we address in this work is the description of these endpoints if the
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dimension k grows to infinity, at times and in boxes that are allowed to grow unboundedly as
a function of k, but do not have to. More precisely, we will give a large-deviation principle for
the empirical measure of the endpoints of the k single motions, properly rescaled, and identify
the rate function explicitly with the help of some recent result by Eichelsbacher and Stolz. This
in particular leads to a law of large numbers for this empirical measure in the spirit of the
famous Wigner semi-circle law. It asserts that the empirical measure of the, by the squareroot
of the matrix size rescaled, eigenvalues of a GUE (Gaussian Unitary Ensemble) matrix weakly
converges to the semi-circle distribution µ(dx) =
√
2− x2/π1l[−√2,√2]dx as the matrix size tends
to infinity [W55], [W58] (note that a GUE matrix of size N , say, is a matrix-valued random
variable, that generates complex hermitian matrices; it is independently distributed in its N2
real degrees of freedom with standard normals on the diagonal and normals with half variance in
the subdiagonal entries; see also [Me91]). However, the rate function and therefore the limiting
probability measure have a different form, as the growing boundary of rkI is still felt in this
limit.
More precisely, writing B = B(k) = (B1, . . . , Bk), we consider the empirical measure of the
properly transformed and rescaled end points of the k Brownian motions, B1(tk), . . . , Bk(tk),
µ(k)rk,tk =
1
k
k∑
i=1
δsin(Bi(tk)/rk), (1.3.6)
which is a random element of the set M1([−1, 1]) of probability measures on [−1, 1]. A short
version of our main result here, Theorem 3.3.1, reads as follows.
Theorem 1.3.2 (Large-deviations principle). Suppose that the sequences (rk)k and (tk)k in
(0,∞) fulfill tk ≥ 16r2k. Then, as k →∞, uniformly in x ∈ W ∩ rkIk, the distribution of µ(k)rk,tk
under Px( · |B(k)[0,tk ] ⊂ W ∩ rkI
k) satisfies a large-deviation principle on M1([−1, 1]) with speed
k2 and rate function
R(µ) =
1
2
∫ 1
−1
∫ 1
−1
log |x− y|−1 µ(dx)µ(dy)− d, µ ∈ M1([−1, 1]), (1.3.7)
where d ∈ R is such that infµ∈M1([−1,1])R(µ) = 0.
Explicitly, the statement of Theorem 1.3.2 is that R is a lower semicontinuous function and
that, for any open set F ⊂M1([−1, 1]) and for any closed subset G ⊂M1([−1, 1]),
lim inf
k→∞
1
k2
logPx(µ
(k)
rk,tk
∈ F |B(k)[0,tk ] ⊂W ∩ rkI
k) ≥ − inf
µ∈F
R(µ),
lim sup
k→∞
1
k2
log Px(µ
(k)
rk,tk
∈ G |B(k)[0,tk ] ⊂W ∩ rkI
k) ≤ − inf
µ∈G
R(µ).
Actually, a related large-deviations principle with the same rate function R has recently
been derived by Eichelsbacher and Stolz [ES08] for the empirical measure of the eigenvalues
of a certain random matrix with explicit joint distribution of the components in terms of an
orthogonal polynomial ensemble. Via the spectral decomposition method, we show that the
joint distribution of sin(B(k)(tk)/rk) is asymptotically sufficiently close to that ensemble. It is
remarkable that no divergence of the time tk nor of the radius rk is required; apparently no
convergence to the invariant distribution is necessary.
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From the principle in Theorem 1.3.2, a law of large numbers in the spirit of Wigner’s
semicircle theorem is derived as follows (see Cor. 3.3.2). Let the situation of Theorem 1.3.2 be
given.
Corollary 1.3.3 (Law of large numbers). As k →∞, uniformly in x ∈W∩rkIk, the distribution
of µ(k)rk,tk under Px( · |B
(k)
[0,tk ]
⊂ W ∩ rkIk) converges weakly towards the arcsine distribution on
[−1, 1].
One can also consider the Brownian motion conditioned never to hit the boundary ofW ∩Ik.
Specialised to our situation, Pinsky [P85] showed that this process has generator 12∆+
∇f(W∩Ik)
f(W∩Ik)
∇.
This process is stationary, and its invariant distribution has (f (W∩I
k))2 as Lebesgue density.
As already begun with the random walks, we also treat the Weyl chambers of type C and D.
Note that truncated Weyl chambers are closely connected to so called alcoves of Weyl groups,
which were investigated by Krattenthaler [Kr07], Grabiner [G02] and Doumerc and Moriarty
[DM09].
The organization is as follows: in section 3.1 we set up the eigenfunction expansions that
are essential for our purposes. In section 3.2 we use this machinery to prove the asymptotics for
the different regimes and the soft transitions between them. In section 3.3 we prove the large
deviation principle and the law of large numbers.
Chapter 2
Random Walks in Weyl chambers of
type C and D
Here we consider the construction of random walks in different Weyl chambers. This chapter is
based on [KS10a].
2.1 Proofs of the results
2.1.1 Regularity of hZ and V Z
First we prove the regularity of hZ on Rk, which is essential for our purposes:
Proof of Proposition 1.2.1. We make an induction on the number k of components. For this
we exploit the Vandermonde determinant representation and write hZ in the form
hZ(x) = det
[
(x2i−2+γj )i,j∈{1,...,k}
]
,
where γ = 1 for Z = C and γ = 0 for Z = D. We dispense with another superscript as not to
overburden the notation. For k = 1 the assertion trivially holds either by (SA) (Z = C) or a
constant determinant (Z = D). Now fix k ≥ 2 and assume that our assertion is true for k − 1.
For any x ∈ Rk and m ∈ {1, . . . , k} we define
hZm(x) = det
[
(x2i−2+γj )i∈{1,...,k−1},j∈{1,...,k}\{m}
]
,
which is the determinant of the matrix that we obtain by deleting the last row and the mth
column. In particular, it is a (k − 1)-dimensional analogue of hZ. Using Laplace expansion we
write
hZ(x) =
k∑
m=1
(−1)m−1x2k−2+γm hZm(x).
We use this in the expectation and denote by µ the step distribution of the random walk, to
obtain
Ex[h
Z(S(1))] =
∫
Rk
µ(dy)hZ(x+ y) =
k∑
m=1
(−1)m−1
∫
Rk
µ(dy) (xm + ym)
2k−2+γhZm(x+ y).
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We denote by ν the m-th marginal of µ, which does not depend on m by exchangeability,
and by µm(dy˜|ym), y˜ = (y1, . . . , ym−1, ym+1, . . . , yk), the conditional distribution of µ given
the coordinate ym, which is exchangeable for y˜. Hence, µ(dy) = ν(dym)µm(dy˜|ym). By our
induction hypothesis we have for any ym ∈ R and x ∈ Rk that∫
Rk−1
µm(dy˜|ym)hZm(x+ y) = hZm(x).
This allows us to complete our computation:
Ex[h
Z(S(1))] =
k∑
m=1
(−1)m−1
∫
R
ν(dym) (xm + ym)
2k−2+γhZm(x)
=
k∑
m=1
(−1)m−1
∫
R
ν(dz)
2k−2+γ∑
l=0
(
2k − 2 + γ
l
)
x2k−2+γ−lm z
lhZm(x)
=
2k−2+γ∑
l=0,leven
∫
R
ν(dz) zl
(
2k − 2 + γ
l
) k∑
m=1
(−1)m−1x2k−2+γ−lm hZm(x),
where we used (SA) in the third line. Now we apply the Laplace expansion to the m-sum in the
last line. For l ≥ 2 this m-sum vanishes since its summands are equal to the determinants of
matrices with two identical columns. For l = 0 it is equal to hZ(x). This finishes the proof.
Now we prove regularity of V Z on W Z. The case Z = A was treated in [EK08].
Proof of Proposition 1.2.4. For any x ∈W Z we get by the strong Markov property and the
martingale property of Proposition 1.2.1
Ex[V
Z(S(1))1l{τZ>1}] =
= Ex[h
Z(S(1))1l{τZ>1}]− Ex[ES(1)[hZ(S(τZ))]1l{τZ>1}]
= Ex[h
Z(S(1))1l{τZ>1}]− Ex[hZ(S(τZ))1l{τZ>1}]
= Ex[h
Z(S(1))1l{τZ>1}]− Ex[hZ(S(τZ))] + Ex[hZ(S(τZ))1l{τZ≤1}]
= Ex[h
Z(S(1))] − Ex[hZ(S(1))1l{τZ≤1}]− Ex[hZ(S(τZ))] + Ex[hZ(S(τZ))1l{τZ≤1}]
= V Z(x).
2.1.2 Sketch of the remaining proofs
Now we turn to the proofs of the remaining results, Proposition 1.2.2 and Theorems 1.2.3 and
1.2.5. Since the methods employed by Denisov and Wachtel for the case WA can be straightfor-
wardly extended, we first give, for better understanding, a sketch of case A and then illuminate
the differences that are necessary to adapt to cases C and D. Afterwards we give the full proof
for cases C and D.
We first explain how they obtain their analogues to Proposition 1.2.2 and Theorems 1.2.3
and 1.2.5 for the Weyl chamber of type A, in particular the asymptotics Px(τ
Z > n) ∼
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κ
AV A(x)n−k(k−1)/4, with κA a constant, and the weak convergence to Dyson’s Brownian motion
of type A. Their idea is to consider, additionally to τA, the stopping time
TAx = inf{n ∈ N0 : hA(x+ S(n)) ≤ 0}.
This has the advantage that the triggering of the defining condition can more easily be exploited
for estimates since we have control over the sign of hA(x + S(n)). Furthermore, obviously,
TA ≥ τA almost surely. Therefore, certain estimates involving TA can be directly transferred
to estimates involving τA. Crucial for their approach is the fact that (hA(x + S(n)))n∈N0 is
a martingale. This yields that the sequence Y (n) = hA(x + S(n))1{TA>n} is a nonnegative
submartingale (this is solely based on the martingale property). With this they next show that
there is a universal constant C such that
Ex[h
A(S(n));TA > n] ≤ ChA1 (x), n ∈ N, x ∈WA, (2.1.1)
where hAt (x) =
∏
1≤i<j≤k(t+|xj−xi|) is defined similar to the expressions in Proposition 1.2.2d).
Proving (2.1.1) is technical and lengthy and uses an auxiliary Weyl chamber defined by
WAn,ǫ = {x ∈ Rk : |xj − xi| > n1/2−ǫ, 1 ≤ i < j ≤ k}, ǫ > 0.
If a point of WA is additionally in WAn,ǫ, it is far away from the boundary of W
A. Furthermore,
WAn,ǫ has the property that it is reached by the motion soon with high probability: the probability
of the entrance time νAn = inf{m ∈ N0 : x + S(m) ∈ WAn,ǫ} being bigger than n1−ǫ decays
exponentially. Indeed, we have that Px(ν
A
n > n
1−ǫ) ≤ exp(−Cnǫ). This can be shown by a
subdivision of the trajectory into nǫ pieces and an application of the central limit theorem to
the pieces. Also expectations of hA(x + S(n)) on the event {νAn > n1−ǫ} decay exponentially,
hence one can extend estimates for expectations which start from x ∈ WAn,ǫ to expectations
with arbitrary starting points in WA by the strong Markov property. For the former one can
elementarily derive upper bounds with standard estimates like Doob’s inequality. With this one
is able to prove the bound in (2.1.1).
Now this in turn yields the integrability of hA(x+S(τA)) by a direct application of martingale
arguments. Furthermore, Denisov and Wachtel obtain from this that the function V (T
A)(x) =
limn→∞ E[Y (n)] is well defined on the set {x : hA(x) > 0}. To show that V A is strictly positive
on WA they use that (V (T
A)(x + S(n))1{τA>n})n∈N0 is a supermartingale; again this is solely
based on the martingale property.
Here we terminate our survey on the proofs of the corresponding statements of d) and e)
of Proposition 1.2.2. The corresponding results to a) and b) pop out easily from the method of
proof. The proof of c) is actually part of the derivation of e). This finishes the sketch of their
analogue of Proposition 1.2.2.
Now we turn to the sketch of the proofs of their analogues of Theorems 1.2.3 and 1.2.5.
For this a coupling of random walks and Brownian motion by Major [M76] is applied which has
already been used in other contexts, see [BS07], [BM05].
Lemma 2.1.1. Given that E[|ξ(i)j |2+δ ] < ∞ for some δ ∈ (0, 1), a Brownian motion (B(t))t≥0
can be defined on the same probability space as the random walk (S(n))n∈N0 such that, for
a ∈ (0, δ2(2+δ) ),
P
(
sup
u≤n
|S([u])−B(u)| ≥ n1/2−a
)
= o
(
n2a+aδ−δ/2
)
. (2.1.2)
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Other important tools for the proof of the asymptotic behavior of Px(τ
A > n) are estimates
for the upper tails of the exit time of Brownian motion from WA due to Grabiner [G99] and
Varopoulos [V99]. Again, the auxiliary Weyl chamber WAn,ǫ is used.
To attack the upper tails of τA, we know from the above mentioned exponential decay of
Px(ν
A
n > n
1−ǫ) that the random walk reaches WAn,ǫ after a short time, with high probability.
Using the strong Markov property at time νAn , we only have to consider starting points y ∈WAn,ǫ
instead of x. For those, we use Lemma 2.1.1 with a = 2ǫ and see that the exit times from
WA for the Brownian motion and the coupled random walk are roughly identical with high
probability, since the distances between them, n1/2−2ǫ, are negligible with respect to the typical
distances n1/2−ǫ required in WAn,ǫ. Hence, the upper tails of the random walk exit times can
directly be related to the ones of the Brownian motion, which are well-known. After identifying
the asymptotic behavior of Px(τ
A > n), one can use it to prove the functional limit theorem in
a straightforward manner.
So, unlike in the proof of Eichelsbacher and Ko¨nig, there is no need to employ the discrete
analogue of the Karlin-McGregor formula, or Ho¨lder’s inequality; the results are derived using
a comparison to Brownian motion.
Now we argue that these proofs can be straightforwardly extended to cases C and D. This
is due to several factors. First, according to Proposition 1.2.1, (hZ(x + S(n)))n∈N0 is also
a martingale, and one can analogously define the corresponding sub- and supermartingales,
(hZ(x + S(n))1{TZx >n})n∈N0 and (V
(TZ)(x + S(n))1{τZ>n})n∈N0 (where we have defined TZx :=
inf{n ∈ N0 : hZ(x+ S(n)) ≤ 0} and V (TZ)(x) := limn→∞ Ex[hZ(S(n))1{TZ>n}]). Second, as one
easily sees, the inequalities TZ ≥ τZ hold almost surely, too. Third, for proving the estimate in
d) of Proposition 1.2.2, we split the functions hZ into hD(x) =
∏
1≤i<j≤k(xj − xi)(xj + xi) (and
hC similarly). This is a more suitable representation when used together with the corresponding
auxiliary Weyl chambers defined by
WDn,ǫ = {x ∈ Rk : |xj − xi| > n1/2−ǫ, |xj + xi| > n1/2−ǫ, 1 ≤ i < j ≤ k},
WCn,ǫ = W
D
n,ǫ ∩ {x ∈ Rk : |xi| > n1/2−ǫ, 1 ≤ i ≤ k}.
Again the probability of the entrance time νZn = inf{m ∈ N0 : x + S(m) ∈ W Zn,ǫ} being bigger
than n1−ǫ decays exponentially, which can be proved by the same argument as for WAn,ǫ.
Fourth, by the works of Grabiner and Varopoulos [G99, V99], we have analogous estimates
for the upper tails of the exit times fromW Z at our disposal. Varopoulos formulated them more
generally for conical regions (i.e., closed under scaling by a positive constant and addition of
elements), and Grabiner formulated them directly for the Weyl chambers:
Lemma 2.1.2. a) For all y ∈W Z we have with τBM,Zx = inf{t ≥ 0: x+B(t) /∈W Z},
Py(τ
BM,Z > t) ≤ C h
Z(y)
t(α
Z)/2
, t > 0,
where αC = k2 and αD = k2 − k.
b) As t→∞,
Py(τ
BM,Z > t) ∼ κZ h
Z(y)
t(αZ)/2
,
uniformly in y ∈W Z satisfying |y| ≤ θt
√
t with some θt → 0.
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c) For y ∈W Z, denote by bZt (y, z) the density of Py(τBM,Z > t,B(t) ∈ dz). Then, as t→∞,
bZt (y, z) ∼ KZt−
k
2 e−|z|
2/(2t)hZ(y)hZ(z)t−α
Z
,
uniformly in y, z ∈W Z satisfying |y| ≤ θt
√
t and |z| ≤
√
t/θt with some θt → 0, and
KC =
2kk!κC∫
Rk
e−|x|2/2|hC(x)|dx, K
D =
2k−1k!κD∫
Rk
e−|x|2/2|hD(x)|dx.
Of course we can use the same coupling of random walks and Brownian motion as in
Lemma 2.1.1. Using all these ingredients, we can easily adapt the strategy employed by Denisov
and Wachtel to prove Proposition 1.2.2 and Theorems 1.2.3 and 1.2.5.
After the sketch for better understanding, we give the full proof. We treat cases C and D
simultaneously and as not to overburden the notation we will make no specific superscript for
W,Wn,ǫ, h, τ, τ
BM, T,K,κ, V, V (T ), α and β which arise in the course of the following proof. By
the capital and small letter c with various sub- and superindices we denote constants. Even
when the same symbol is used, the constants do not necessarily have to be the same (Again as
not to overburden the notation, we decided to use some symbols more than once. Note that
no confusion can arise by this, since terms which only depend on constants just give rise to
another constant.). Furthermore, we omit the starting point in the stopping times, when no
misunderstanding can arise.
2.1.3 Finiteness and Positivity of V Z
The next few lemmas are preparation for the proof of Proposition 1.2.2.
Lemma 2.1.3. The sequence Y (n) := h(x+ S(n))1l{T>n} is a submartingale.
Proof. Let Fn denote the natural filtration. Then,
E [Y (n+ 1)− Y (n)|Fn] = E
[
(h(x+ S(n+ 1))− h(x+ S(n))) 1l{T>n}|Fn
]
− E [h(x+ S(n+ 1))1l{T=n+1}|Fn]
= 1l{T>n}E [(h(x+ S(n+ 1))− h(x+ S(n))) |Fn]
− E [h(x+ S(n+ 1))1l{T=n+1}|Fn] .
Since h(x+ S(n)) is a martingale and h(x+ S(T )) is non-positive, the statement of the lemma
follows.
Lemma 2.1.4. For any sufficiently small ε > 0 there exists γ > 0 such that the following
inequalities hold:
|E[h(x+ S(T ));T ≤ n]| ≤ C
nγ
h(x), x ∈Wn,ε ∩ {h(x) > 0} (2.1.3)
and
E[h1(x+ S(τ)); τ ≤ n] ≤ C
nγ
h(x), x ∈Wn,ε ∩W. (2.1.4)
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Proof. This proof will be given in full detail for cases C and D, so that one sees that they can
easily be treated simultaneously which will then be done in the following proofs. Additionally
to the already mentioned symbols that will jointly be used in cases C and D, we also employ p
for polynomials and ω for constants more than once. No confusion can arise by this since we use
them under different headings in bold face which indicate which case we are currently treating.
For a constant δ > 0, which we define later, let
An =
{
max
1≤i≤n,1≤j≤k
|ξ(i)j | ≤ n1/2−δ
}
.
We start with the first inequality (2.1.3) for case C.
Split the expectation into 2 parts,
E[h(x+ S(T )); T ≤ n] = E[h(x+ S(T )); T ≤ n,An] + E[h(x+ S(T )); T ≤ n,An]
=: E1(x) + E2(x). (2.1.5)
It follows from the definition of the stopping time T that at least one of the factors of h
changes its sign at time T , i.e. one of the following events occurs
B1s,r := {(xr + Sr(T − 1)− xs − Ss(T − 1))(xr + Sr(T )− xs − Ss(T )) ≤ 0} ,
B2s,r := {(xr + Sr(T − 1) + xs + Ss(T − 1))(xr + Sr(T ) + xs + Ss(T )) ≤ 0} ,
or B3r := {(xr + Sr(T − 1))(xr + Sr(T )) ≤ 0} ,
for 1 ≤ s < r ≤ k and 1 ≤ r ≤ k. Clearly,
|E1(x)| ≤
∑
1≤s<r≤k
E[|h(x+ S(T ))|; T ≤ n,An, B1s,r]
+
∑
1≤s<r≤k
E[|h(x+ S(T ))|; T ≤ n,An, B2s,r] +
∑
1≤r≤k
E[|h(x+ S(T ))|; T ≤ n,An, B3r ]
First we suppose a sign change in B1s,r. On the event An ∩B1s,r,∣∣∣xr − xs + Sr(T )− Ss(T )∣∣∣ ≤ ∣∣∣ξ(T )r − ξ(T )s ∣∣∣ ≤ 2n1/2−δ .
This implies that on the event An ∩B1s,r,
|h(x+ S(T ))| ≤ 2n1/2−δ
∣∣∣∣ h(x+ S(T ))xr − xs + Sr(T )− Ss(T )
∣∣∣∣ .
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Set P = {(i, j), 1 ≤ i < j ≤ k}. Then,
h(x+ S(T ))
xr − xs + Sr(T )− Ss(T )
=
∏
(i,j)∈P\(s,r)
(xj − xi + Sj(T )− Si(T ))
∏
(i,j)∈P
(xj + xi + Sj(T ) + Si(T ))
∏
1≤i≤k
(xi + Si(T ))
=
∑
J 1⊂P\(s,r),J 2⊂P,J 3⊂{1,...,k}
(∏
J 1
(xj − xi)
∏
P\(J 1∪(s,r))
(Sj(T )− Si(T ))
×
∏
J 2
(xj + xi)
∏
P\J 2
(Sj(T ) + Si(T ))
∏
J 3
xi
∏
{1,...,k}\J 3
Si(T )
)
.
Abbreviate the set tupel (J 1,J 2,J 3) as J and let |J | := |J 1|+ |J 2|+ |J 3| . Obviously,
∏
P\(J 1∪(s,r))
(Sj(T )− Si(T ))
∏
P\J 2
(Sj(T ) + Si(T ))
∏
{1,...,k}\J 3
Si(T ) = pJ ,1(S(T ))
=
∑
i1,i2,...,ik
ωJ ,1i1,i2,...,ik(S1(T ))
i1 . . . (Sk(T ))
ik ,
where the sum is taken over all i1, i2, . . . , ik such that i1 + i2 + . . . + ik = 2|P| + k − |J | − 1.
The ωJ ,1i1,i2,...,ik are some absolute constants. Put Mj(n) = max0≤i≤n |Sj(i)|. Combining Doob’s
and Rosenthal’s inequalities, one has
E [(Mj(n))
p] ≤ C(p)E [|Sj(n)|p] ≤ C(p)E[|ξ(i)j |p]np/2 (2.1.6)
So,
E[|pJ ,1(S(T ))|1l{T≤n}] ≤
∑
i1,i2,...,ik
|ωJ ,1i1,i2,...,ik |E(M1(n))i1 . . .E(Mk(n))ik
≤
∑
i1,i2,...,ik
|ωJ ,1i1,i2,...,ik |Ci1ni1/2 . . . Ciknik/2
≤ CJ ,1(n1/2)2|P|+k−|J |−1. (2.1.7)
where C1, C2, . . . are universal constants. Now note that since x ∈Wn,ε, we have simple estimates
n1/2 = nεn1/2−ε ≤ nε|xj − xi|, n1/2 ≤ nε|xj + xi|, n1/2 ≤ nε|xi| (2.1.8)
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for any (i, j) with i < j and any i. Using (2.1.7) and (2.1.8), we get
E
[∣∣∣∣ h(x+ S(T ))xr − xs + Sr(T )− Ss(T )
∣∣∣∣ ; T ≤ n,An, B1s,r]
≤
∑
J 1⊂P\(s,r),J 2⊂P,J 3⊂{1,...,k}
CJ ,1(n1/2)2|P|+k−|J |−1
×
∏
J 1
|xj − xi|
∏
J 2
|xj + xi|
∏
J 3
|xi|
≤
∑
J
CJ ,1(nε)2|P|+k−|J |−1 h(x)|xr − xs|
≤ C1knε(k
2−1) h(x)
|xr − xs| ≤ C
1
kn
εk2n−1/2h(x).
Now we assume a sign change in B2s,r. On the event An ∩B1s,r,∣∣∣xs + xr + Ss(T ) + Sr(T )∣∣∣ ≤ ∣∣∣ξ(T )s + ξ(T )r ∣∣∣ ≤ 2n1/2−δ .
This implies that on the event An ∩B2s,r,
|h(x+ S(T ))| ≤ 2n1/2−δ
∣∣∣∣ h(x+ S(T ))xs + xr + Ss(T ) + Sr(T )
∣∣∣∣ .
Hence,
h(x+ S(T ))
xs + xr + Ss(T ) + Sr(T )
=
∏
(i,j)∈P
(xj − xi + Sj(T )− Si(T ))
∏
(i,j)∈P\(s,r)
(xj + xi + Sj(T ) + Si(T ))
∏
1≤i≤k
(xi + Si(T ))
=
∑
J 1⊂P,J 2⊂P\(s,r),J 3⊂{1,...,k}
(∏
J 1
(xj − xi)
∏
P\J 1
(Sj(T )− Si(T ))
×
∏
J 2
(xj + xi)
∏
P\(J 2∪(s,r))
(Sj(T ) + Si(T ))
∏
J 3
xi
∏
{1,...,k}\J 3
Si(T )
)
.
Then clearly,∏
P\J 1
(Sj(T )− Si(T ))
∏
P\(J 2∪(s,r))
(Sj(T ) + Si(T ))
∏
{1,...,k}\J 3
Si(T ) = pJ ,2(S(T ))
=
∑
i1,i2,...,ik
ωJ ,2i1,i2,...,ik(S1(T ))
i1 . . . (Sk(T ))
ik ,
where the sum is taken over all i1, i2, . . . , ik such that i1 + i2 + . . . + ik = 2|P| + k − |J | − 1.
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The ωJ ,2i1,i2,...,ik are some absolute constants. Then by (2.1.6),
E[|pJ ,2(S(T ))|1l{T≤n}] ≤
∑
i1,i2,...,ik
|ωJ ,2i1,i2,...,ik |E(M1(n))i1 . . .E(Mk(n))ik
≤
∑
i1,i2,...,ik
|ωJ ,2i1,i2,...,ik |Ci1ni1/2 . . . Ciknik/2
≤ CJ ,2(n1/2)2|P|+k−|J |−1. (2.1.9)
where C1, C2, . . . are universal constants. Using (2.1.9) and (2.1.8), we get
E
[∣∣∣∣ h(x+ S(T ))xr + xs + Sr(T ) + Ss(T )
∣∣∣∣ ; T ≤ n,An, B2s,r]
≤
∑
J 1⊂P,J 2⊂P\(s,r),J 3⊂{1,...,k}
CJ ,2(n1/2)2|P|+k−|J |−1
×
∏
J 1
|xj − xi|
∏
J 2
|xj + xi|
∏
J 3
|xi|
≤
∑
J
CJ ,2(nε)2|P|+k−|J |−1 h(x)|xr + xs|
≤ C2knε(k
2−1) h(x)
|xr + xs| ≤ C
2
kn
εk2n−1/2h(x).
Now we suppose a sign change in B3r . On the event An ∩B3r ,∣∣∣xr + Sr(T )∣∣∣ ≤ ∣∣∣ξ(T )r ∣∣∣ ≤ n1/2−δ.
This implies that on the event An ∩B3r ,
|h(x+ S(T ))| ≤ n1/2−δ
∣∣∣∣h(x+ S(T ))xr + Sr(T )
∣∣∣∣ .
Then,
h(x+ S(T ))
xr + Sr(T )
=
∏
(i,j)∈P
(xj − xi + Sj(T )− Si(T ))
∏
(i,j)∈P
(xj + xi + Sj(T ) + Si(T ))
∏
1≤i≤k,i 6=r
(xi + Si(T ))
=
∑
J 1⊂P,J 2⊂P,J 3⊂{1,...,k}\{r}
(∏
J 1
(xj − xi)
∏
P\J 1
(Sj(T )− Si(T ))
×
∏
J 2
(xj + xi)
∏
P\J 2
(Sj(T ) + Si(T ))
∏
J 3
xi
∏
{1,...,k}\(J 3∪{r})
Si(T )
)
.
Obviously,∏
P\J 1
(Sj(T )− Si(T ))
∏
P\J 2
(Sj(T ) + Si(T ))
∏
{1,...,k}\(J 3∪{r})
Si(T ) = pJ ,3(S(T ))
=
∑
i1,i2,...,ik
ωJ ,3i1,i2,...,ik(S1(T ))
i1 . . . (Sk(T ))
ik ,
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where the sum is taken over all i1, i2, . . . , ik such that i1 + i2 + . . . + ik = 2|P| + k − |J | − 1.
The ωJ ,3i1,i2,...,ik are some absolute constants. Hence by (2.1.6),
E[|pJ ,3(S(T ))|1l{T≤n}] ≤
∑
i1,i2,...,ik
|ωJ ,3i1,i2,...,ik |E(M1(n))i1 . . .E(Mk(n))ik
≤
∑
i1,i2,...,ik
|ωJ ,3i1,i2,...,ik |Ci1ni1/2 . . . Ciknik/2
≤ CJ ,3(n1/2)2|P|+k−|J |−1. (2.1.10)
where C1, C2, . . . are universal constants. Using (2.1.10) and (2.1.8), we get
E
[∣∣∣∣h(x+ S(T ))xr + Sr(T )
∣∣∣∣ ; T ≤ n,An, B3s,r]
≤
∑
J 1⊂P,J 2⊂P,J 3⊂{1,...,k}\{r}
CJ ,3(n1/2)2|P|+k−|J |−1
×
∏
J 1
|xj − xi|
∏
J 2
|xj + xi|
∏
J 3
|xi|
≤
∑
J
CJ ,3(nε)2|P|+k−|J |−1h(x)|xr|
≤ C3knε(k
2−1)h(x)
|xr| ≤ C
3
kn
εk2n−1/2h(x).
Fusing the estimates for the events B1s,r, B
2
s,r and B
3
r , we obtain
|E1(x)|
≤
∑
1≤s<r≤k
2n1/2−δC1kn
εk2n−1/2h(x) +
∑
1≤s<r≤k
2n1/2−δC2kn
εk2n−1/2h(x)
+
∑
1≤i≤k
2n1/2−δC3kn
εk2n−1/2h(x)
= k(k − 1)C1knεk
2−δh(x) + k(k − 1)C2knεk
2−δh(x) + 2kC3kn
εk2−δh(x).
So,
|E1(x)| ≤ C˜knεk2−δh(x). (2.1.11)
Now we estimate |E2(x)|. Of course,
An =
k⋃
r=1
Dr,
where Dr = {max1≤i≤n |ξ(i)r | > n1/2−δ}.
Like above, but now for J 1 ⊂ P,J 2 ⊂ P,J 3 ⊂ {1, . . . , k},
h(x+ S(T )) =
∑
J
∏
J 1
(xj − xi)
∏
P\J 1
(Sj(T )− Si(T ))
×
∏
J 2
(xj + xi)
∏
P\J 2
(Sj(T ) + Si(T ))
∏
J 3
xi
∏
{1,...,k}\J 3
Si(T )
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and ∏
P\J 1
(Sj(T )− Si(T ))
∏
P\J 2
(Sj(T ) + Si(T ))
∏
{1,...,k}\J 3
Si(T ) = pJ (S(T ))
=
∑
i1,i2,...,ik
ωJi1,i2,...,ik(S1(T ))
i1 . . . (Sk(T ))
ik
where the ij sum up to 2|P| + k − |J | and each ij is smaller than or equal to 2k − 1. Then,
using (2.1.6) once again, we get
E [|pJ (S(T ))| ;T ≤ n,Dr]
≤
∑
i1,i2,...,ik
∣∣∣ωJi1,i2,...,ik ∣∣∣Ci1ni1/2 . . .E [(Mr(n))ir ;Dr] . . . Ciknik/2.
If we apply the following estimate, which will be proved at the end of the lemma,
E
[
(Mr(n))
ir ;Dr
] ≤ C(δ)nir/2−β/2+1+(ir+β)δ, (2.1.12)
we obtain
E [|pJ (S(T ))| ;T ≤ n,Dr] ≤ CJC(δ)(n1/2)2|P|+k−|J | n−β/2+1+2βδ .
Therefore
E [|h(x+ S(T ))|; T ≤ n,Dr]
≤ C(δ)n−β/2+1+2βδ
∑
J
CJ (n1/2)2|P|+k−|J |
×
∏
J 1
|xj − xi|
∏
J 2
|xj + xi|
∏
J 3
|xi|
≤ C(δ)n−β/2+1+2βδ
∑
J
CJ (nε)2|P|+k−|J |
∏
J 1
|xj − xi|
∏
J 2
|xj + xi|
×
∏
J 3
|xi|
∏
P\J 1
|xj − xi|
∏
P\J 2
|xj + xi|
∏
{1,...,k}\J 3
|xi|
≤ C(δ)nεk2n−β/2+1+2βδh(x).
As a result,
|E2(x)| ≤
k∑
r=1
E [|h(x+ S(T ))|; T ≤ n,Dr] ≤ kC(δ)nεk2n−β/2+1+2βδh(x). (2.1.13)
Applying (2.1.11) and (2.1.13) to the right hand side of (2.1.5), and choosing ε and δ in an
appropriate way, we have proved (2.1.3) for case C. Note that we have used β > 2.
Now we prove (2.1.3) for case D.
Dividing the expectation into 2 parts yields
E[h(x+ S(T )); T ≤ n] = E[h(x+ S(T )); T ≤ n,An] + E[h(x+ S(T )); T ≤ n,An]
=: E1(x) + E2(x). (2.1.14)
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It follows from the definition of the stopping time T that at least one of the factors of h
changes its sign at time T , i.e. one of the following events occurs
B1s,r := {(xr + Sr(T − 1)− xs − Ss(T − 1))(xr + Sr(T )− xs − Ss(T )) ≤ 0} ,
B2s,r := {(xr + Sr(T − 1) + xs + Ss(T − 1))(xr + Sr(T ) + xs + Ss(T )) ≤ 0} ,
for 1 ≤ s < r ≤ k. Clearly,
|E1(x)| ≤
∑
1≤s<r≤k
E[|h(x+ S(T ))|; T ≤ n,An, B1s,r]
+
∑
1≤s<r≤k
E[|h(x+ S(T ))|; T ≤ n,An, B2s,r]
First we assume a sign change in B1s,r. On the event An ∩B1s,r,∣∣∣xr − xs + Sr(T )− Ss(T )∣∣∣ ≤ ∣∣∣ξ(T )r − ξ(T )s ∣∣∣ ≤ 2n1/2−δ .
This implies that on the event An ∩B1s,r,
|h(x+ S(T ))| ≤ 2n1/2−δ
∣∣∣∣ h(x+ S(T ))xr − xs + Sr(T )− Ss(T )
∣∣∣∣ .
Then,
h(x+ S(T ))
xr − xs + Sr(T )− Ss(T )
=
∏
(i,j)∈P\(s,r)
(xj − xi + Sj(T )− Si(T ))
∏
(i,j)∈P
(xj + xi + Sj(T ) + Si(T ))
=
∑
J 1⊂P\(s,r),J 2⊂P
(∏
J 1
(xj − xi)
∏
P\(J 1∪(s,r))
(Sj(T )− Si(T ))
×
∏
J 2
(xj + xi)
∏
P\J 2
(Sj(T ) + Si(T ))
)
.
Abbreviate the set tupel (J 1,J 2) as J and let |J | := |J 1|+ |J 2| . Clearly,∏
P\(J 1∪(s,r))
(Sj(T )− Si(T ))
∏
P\J 2
(Sj(T ) + Si(T )) = pJ ,1(S(T ))
=
∑
i1,i2,...,ik
ωJ ,1i1,i2,...,ik(S1(T ))
i1 . . . (Sk(T ))
ik ,
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where the sum is taken over all i1, i2, . . . , ik such that i1 + i2 + . . . + ik = 2|P| − |J | − 1. The
ωJ ,1i1,i2,...,ik are some absolute constants. Hence by (2.1.6),
E[|pJ ,1(S(T ))|1l{T≤n}] ≤
∑
i1,i2,...,ik
|ωJ ,1i1,i2,...,ik |E(M1(n))i1 . . .E(Mk(n))ik
≤
∑
i1,i2,...,ik
|ωJ ,1i1,i2,...,ik |Ci1ni1/2 . . . Ciknik/2
≤ CJ ,1(n1/2)2|P|−|J |−1. (2.1.15)
where C1, C2, . . . are universal constants. Now note that since x ∈Wn,ε, we have simple estimates
n1/2 = nεn1/2−ε ≤ nε|xj − xi|, n1/2 ≤ nε|xj + xi|, (2.1.16)
for any (i, j) with i < j. Using (2.1.15) and (2.1.16), we get
E
[∣∣∣∣ h(x+ S(T ))xr − xs + Sr(T )− Ss(T )
∣∣∣∣ ; T ≤ n,An, B1s,r]
≤
∑
J 1⊂P\(s,r),J 2⊂P
CJ ,1(n1/2)2|P|−|J |−1
×
∏
J 1
|xj − xi|
∏
J 2
|xj + xi|
≤
∑
J
CJ ,1(nε)2|P|−|J |−1 h(x)|xr − xs|
≤ C1knε(k(k−1)−1)
h(x)
|xr − xs| ≤ C
1
kn
εk(k−1)n−1/2h(x).
Now we suppose a sign change in B2s,r. On the event An ∩B2s,r,∣∣∣xs + xr + Ss(T ) + Sr(T )∣∣∣ ≤ ∣∣∣ξ(T )s + ξ(T )r ∣∣∣ ≤ 2n1/2−δ.
This implies that on the event An ∩B2s,r,
|h(x+ S(T ))| ≤ 2n1/2−δ
∣∣∣∣ h(x+ S(T ))xs + xr + Ss(T ) + Sr(T )
∣∣∣∣ .
Then,
h(x+ S(T ))
xs + xr + Ss(T ) + Sr(T )
=
∏
(i,j)∈P
(xj − xi + Sj(T )− Si(T ))
∏
(i,j)∈P\(s,r)
(xj + xi + Sj(T ) + Si(T ))
=
∑
J 1⊂P,J 2⊂P\(s,r)
(∏
J 1
(xj − xi)
∏
P\J 1
(Sj(T )− Si(T ))
×
∏
J 2
(xj + xi)
∏
P\(J 2∪(s,r))
(Sj(T ) + Si(T ))
)
.
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Obviously, ∏
P\J 1
(Sj(T )− Si(T ))
∏
P\(J 2∪(s,r))
(Sj(T ) + Si(T )) = pJ ,2(S(T ))
=
∑
i1,i2,...,ik
ωJ ,2i1,i2,...,ik(S1(T ))
i1 . . . (Sk(T ))
ik ,
where the sum is taken over all i1, i2, . . . , ik such that i1 + i2 + . . . + ik = 2|P| − |J | − 1. The
ωJ ,2i1,i2,...,ik are some absolute constants. Then again by (2.1.6),
E[|pJ ,2(S(T ))|1l{T≤n}] ≤
∑
i1,i2,...,ik
|ωJ ,2i1,i2,...,ik |E(M1(n))i1 . . .E(Mk(n))ik
≤
∑
i1,i2,...,ik
|ωJ ,2i1,i2,...,ik |Ci1ni1/2 . . . Ciknik/2
≤ CJ ,2(n1/2)2|P|−|J |−1. (2.1.17)
where C1, C2, . . . are universal constants. Using (2.1.16) and (2.1.17), we get
E
[∣∣∣∣ h(x+ S(T ))xr + xs + Sr(T ) + Ss(T )
∣∣∣∣ ; T ≤ n,An, B2s,r]
≤
∑
J 1⊂P,J 2⊂P\(s,r)
CJ ,2(n1/2)2|P|−|J |−1
×
∏
J 1
|xj − xi|
∏
J 2
|xj + xi|
≤
∑
J
CJ ,2(nε)2|P|−|J |−1 h(x)|xr + xs|
≤ C2knε(k(k−1)−1)
h(x)
|xr + xs| ≤ C
2
kn
εk(k−1)n−1/2h(x).
Now fusing the estimates for the events B1s,r and B
2
s,r, we obtain
|E1(x)|
≤
∑
1≤s<r≤k
2n1/2−δC1kn
εk(k−1)n−1/2h(x) +
∑
1≤s<r≤k
2n1/2−δC2kn
εk(k−1)n−1/2h(x)
= k(k − 1)C1knεk(k−1)−δh(x) + k(k − 1)C2knεk(k−1)−δh(x).
So
|E1(x)| ≤ C˜knεk(k−1)−δh(x). (2.1.18)
Now we estimate |E2(x)|. Recall,
An =
k⋃
r=1
Dr.
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Like above, but now for J 1 ⊂ P,J 2 ⊂ P,
h(x+ S(T )) =
∑
J
∏
J 1
(xj − xi)
∏
P\J 1
(Sj(T )− Si(T ))
×
∏
J 2
(xj + xi)
∏
P\J 2
(Sj(T ) + Si(T ))
and ∏
P\J 1
(Sj(T )− Si(T ))
∏
P\J 2
(Sj(T ) + Si(T )) = pJ (S(T ))
=
∑
i1,i2,...,ik
ωJi1,i2,...,ik(S1(T ))
i1 . . . (Sk(T ))
ik
where the ij sum up to 2|P|− |J | and each ij is at most 2k− 2. Then, using (2.1.6) once again,
we obtain
E [|pJ (S(T ))| ;T ≤ n,Dr]
≤
∑
i1,i2,...,ik
∣∣∣ωJi1,i2,...,ik ∣∣∣Ci1ni1/2 . . .E [(Mr(n))ir ;Dr] . . . Ciknik/2.
If we apply again the estimate (2.1.12), we get
E [|pJ (S(T ))| ;T ≤ n,Dr] ≤ CJC(δ)(n1/2)2|P|−|J | n−β/2+1+2βδ.
Hence,
E [|h(x+ S(T ))|; T ≤ n,Dr]
≤ C(δ)n−β/2+1+2βδ
∑
J
CJ (n1/2)2|P|−|J |
×
∏
J 1
|xj − xi|
∏
J 2
|xj + xi|
≤ C(δ)n−β/2+1+2βδ
∑
J
CJ (nε)2|P|−|J |
∏
J 1
|xj − xi|
∏
J 2
|xj + xi|
×
∏
P\J 1
|xj − xi|
∏
P\J 2
|xj + xi|
≤ C(δ)nεk(k−1)n−β/2+1+2βδh(x).
Consequently,
|E2(x)| ≤
k∑
r=1
E [|h(x+ S(T ))|; T ≤ n,Dr] ≤ kC(δ)nεk(k−1)n−β/2+1+2βδh(x). (2.1.19)
Applying (2.1.18) and (2.1.19) to the right hand side of (2.1.14), and choosing ε and δ in an
appropriate way, we have proved (2.1.3) for case D. Again we used β > 2.
Now we prove the second inequality (2.1.4) for case C.
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Split the expectation into 2 parts,
E[h1(x+ S(τ)); τ ≤ n] = E[h1(x+ S(τ)); τ ≤ n,An] + E[h1(x+ S(τ)); τ ≤ n,An]
=: E1(x) + E2(x). (2.1.20)
It follows from the definition of the stopping time τ that at least one of the factors of h
changes its sign at time τ , i.e. one of the following events occurs
B1s,r := {(xr + Sr(τ − 1)− xs − Ss(τ − 1))(xr + Sr(τ)− xs − Ss(τ)) ≤ 0} ,
B2s,r := {(xr + Sr(τ − 1) + xs + Ss(τ − 1))(xr + Sr(τ) + xs + Ss(τ)) ≤ 0} ,
or B3r := {(xr + Sr(τ − 1))(xr + Sr(τ)) ≤ 0} ,
for 1 ≤ s < r ≤ k and 1 ≤ r ≤ k. Clearly,
E1(x) ≤
∑
1≤s<r≤k
E[h1(x+ S(τ)); τ ≤ n,An, B1s,r]
+
∑
1≤s<r≤k
E[h1(x+ S(τ)); τ ≤ n,An, B2s,r] +
∑
1≤r≤k
E[h1(x+ S(τ)); τ ≤ n,An, B3r ]
First we suppose a sign change in B1s,r. On the event An ∩B1s,r,∣∣∣xr − xs + Sr(τ)− Ss(τ)∣∣∣ ≤ ∣∣∣ξ(τ)r − ξ(τ)s ∣∣∣ ≤ 2n1/2−δ.
This implies that on the event An ∩B1s,r,
h1(x+ S(τ)) ≤ 4n1/2−δ h1(x+ S(τ))
1 + |xr − xs + Sr(τ)− Ss(τ)| .
Then,
h1(x+ S(τ))
1 + |xr − xs + Sr(τ)− Ss(τ)|
=
∏
(i,j)∈P\(s,r)
(1 + |xj − xi + Sj(τ)− Si(τ)|)
∏
(i,j)∈P
(1 + |xj + xi + Sj(τ) + Si(τ)|)
×
∏
1≤i≤k
(1 + |xi + Si(τ)|)
≤
∑
J 1⊂P\(s,r),J 2⊂P,J 3⊂{1,...,k}
(∏
J 1
|xj − xi|
∏
P\(J 1∪(s,r))
(1 + |Sj(τ)− Si(τ)|)
×
∏
J 2
|xj + xi|
∏
P\J 2
(1 + |Sj(τ) + Si(τ)|)
∏
J 3
|xi|
∏
{1,...,k}\J 3
(1 + |Si(τ)|)
)
.
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Abbreviate the set tupel (J 1,J 2,J 3) as J and let |J | := |J 1|+ |J 2|+ |J 3| . Obviously,
∏
P\(J 1∪(s,r))
(1 + |Sj(τ)− Si(τ)|)
∏
P\J 2
(1 + |Sj(τ) + Si(τ)|)
∏
{1,...,k}\J 3
(1 + |Si(τ)|)
≤ pJ ,1(S(τ)) =
∑
i1,i2,...,ik
ωJ ,1i1,i2,...,ik(|S1(τ)|)i1 . . . (|Sk(τ)|)ik ,
where the sum is taken over all i1, i2, . . . , ik such that their sum is smaller or equal to 2|P| +
k − |J | − 1. The ωJ ,1i1,i2,...,ik are some absolute positive constants. Then as before with (2.1.6),
E[pJ ,1(S(τ))1l{τ≤n}] ≤
∑
i1,i2,...,ik
ωJ ,1i1,i2,...,ikE(M1(n))
i1 . . .E(Mk(n))
ik
≤
∑
i1,i2,...,ik
ωJ ,1i1,i2,...,ikCi1n
i1/2 . . . Cikn
ik/2
≤ CJ ,1(n1/2)2|P|+k−|J |−1. (2.1.21)
where C1, C2, . . . are universal constants. Using (2.1.21) and (2.1.8), we get
E
[
h1(x+ S(τ))
1 + |xr − xs + Sr(τ)− Ss(τ)| ; τ ≤ n,An, B
1
s,r
]
≤
∑
J 1⊂P\(s,r),J 2⊂P,J 3⊂{1,...,k}
CJ ,1(n1/2)2|P|+k−|J |−1
×
∏
J 1
|xj − xi|
∏
J 2
|xj + xi|
∏
J 3
|xi|
≤
∑
J
CJ ,1(nε)2|P|+k−|J |−1 h(x)|xr − xs|
≤ C1knε(k
2−1) h(x)
|xr − xs| ≤ C
1
kn
εk2n−1/2h(x).
Now we assume a sign change in B2s,r. On the event An ∩B2s,r,
∣∣∣xs + xr + Ss(τ) + Sr(τ)∣∣∣ ≤ ∣∣∣ξ(τ)s + ξ(τ)r ∣∣∣ ≤ 2n1/2−δ .
This implies that on the event An ∩B2s,r,
h1(x+ S(τ)) ≤ 4n1/2−δ h1(x+ S(τ))
1 + |xs + xr + Ss(τ) + Sr(τ)| .
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Hence,
h1(x+ S(τ))
1 + |xs + xr + Ss(τ) + Sr(τ)|
=
∏
(i,j)∈P
(1 + |xj − xi + Sj(τ)− Si(τ)|)
∏
(i,j)∈P\(s,r)
(1 + |xj + xi + Sj(τ) + Si(τ)|)
×
∏
1≤i≤k
(1 + |xi + Si(τ)|)
≤
∑
J 1⊂P,J 2⊂P\(s,r),J 3⊂{1,...,k}
(∏
J 1
|xj − xi|
∏
P\J 1
(1 + |Sj(τ)− Si(τ)|)
×
∏
J 2
|xj + xi|
∏
P\(J2∪(s,r))
(1 + |Sj(τ) + Si(τ)|)
∏
J 3
|xi|
∏
{1,...,k}\J 3
(1 + |Si(τ)|)
)
.
Obviously,∏
P\J 1
(1 + |Sj(τ)− Si(τ)|)
∏
P\(J 2∪(s,r))
(1 + |Sj(τ) + Si(τ)|)
∏
{1,...,k}\J 3
(1 + |Si(τ)|) ≤ pJ ,2(S(τ))
=
∑
i1,i2,...,ik
ωJ ,2i1,i2,...,ik(|S1(τ)|)i1 . . . (|Sk(τ)|)ik ,
where the sum is taken over all i1, i2, . . . , ik such that its sum is smaller or equal to 2|P| + k −
|J | − 1. The ωJ ,2i1,i2,...,ik are some absolute positive constants. Then with the help of (2.1.6),
E[pJ ,2(S(τ))1l{τ≤n}] ≤
∑
i1,i2,...,ik
ωJ ,2i1,i2,...,ikE(M1(n))
i1 . . .E(Mk(n))
ik
≤
∑
i1,i2,...,ik
ωJ ,2i1,i2,...,ikCi1n
i1/2 . . . Cikn
ik/2
≤ CJ ,2(n1/2)2|P|+k−|J |−1. (2.1.22)
where C1, C2, . . . are universal constants. Using (2.1.22) and (2.1.8), we get
E
[
h1(x+ S(τ))
1 + |xr + xs + Sr(τ) + Ss(τ)| ; τ ≤ n,An, B
2
s,r
]
≤
∑
J 1⊂P,J 2⊂P\(s,r),J 3⊂{1,...,k}
CJ ,2(n1/2)2|P|+k−|J |−1
×
∏
J 1
|xj − xi|
∏
J 2
|xj + xi|
∏
J 3
|xi|
≤
∑
J
CJ ,2(nε)2|P|+k−|J |−1 h(x)|xr + xs|
≤ C2knε(k
2−1) h(x)
|xr + xs| ≤ C
2
kn
εk2n−1/2h(x).
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Now we suppose a sign change in B3r . On the event An ∩B3r ,
∣∣∣xr + Sr(τ)∣∣∣ ≤ ∣∣∣ξ(τ)r ∣∣∣ ≤ n1/2−δ.
This implies that on the event An ∩B3r ,
h1(x+ S(τ)) ≤ 2n1/2−δ h(x+ S(τ))
1 + |xr + Sr(τ)| .
Then,
h1(x+ S(τ))
1 + |xr + Sr(τ)|
=
∏
(i,j)∈P
(1 + |xj − xi + Sj(τ)− Si(τ)|)
∏
(i,j)∈P
(1 + |xj + xi + Sj(τ) + Si(τ)|)
×
∏
1≤i≤k,i 6=r
(1 + |xi + Si(τ)|)
≤
∑
J 1⊂P,J 2⊂P,J 3⊂{1,...,k}\{r}
(∏
J 1
|xj − xi|
∏
P\J 1
(1 + |Sj(τ)− Si(τ)|)
×
∏
J 2
|xj + xi|
∏
P\J 2
(1 + |Sj(τ) + Si(τ)|)
∏
J 3
|xi|
∏
{1,...,k}\(J 3∪{r})
(1 + |Si(τ)|)
)
.
Obviously,
∏
P\J 1
(1 + |Sj(τ)− Si(τ)|)
∏
P\J 2
(1 + |Sj(τ) + Si(τ)|)
∏
{1,...,k}\(J 3∪{r})
(1 + |Si(τ)|)
≤ pJ ,3(S(τ)) =
∑
i1,i2,...,ik
ωJ ,3i1,i2,...,ik(|S1(τ)|)i1 . . . (|Sk(τ)|)ik ,
where the sum is taken over all i1, i2, . . . , ik such that their sum is smaller or equal to 2|P| +
k − |J | − 1. The ωJ ,3i1,i2,...,ik are some absolute positive constants. Then again with (2.1.6),
E[pJ ,3(S(τ))1l{τ≤n}] ≤
∑
i1,i2,...,ik
ωJ ,3i1,i2,...,ikE(M1(n))
i1 . . .E(Mk(n))
ik
≤
∑
i1,i2,...,ik
ωJ ,3i1,i2,...,ikCi1n
i1/2 . . . Cikn
ik/2
≤ CJ ,3(n1/2)2|P|+k−|J |−1. (2.1.23)
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where C1, C2, . . . are universal constants. Using (2.1.23) and (2.1.8), we get
E
[
h1(x+ S(τ))
1 + |xr + Sr(τ)| ; τ ≤ n,An, B
3
s,r
]
≤
∑
J 1⊂P,J 2⊂P,J 3⊂{1,...,k}\{r}
CJ ,3(n1/2)2|P|+k−|J |−1
×
∏
J 1
|xj − xi|
∏
J 2
|xj + xi|
∏
J 3
|xi|
≤
∑
J
CJ ,3(nε)2|P|+k−|J |−1h(x)|xr|
≤ C3knε(k
2−1)h(x)
|xr| ≤ C
3
kn
εk2n−1/2h(x).
Fusing the estimates for the events B1s,r, B
2
s,r and B
3
r , we get
E1(x)
≤
∑
1≤s<r≤k
4n1/2−δC1kn
εk2n−1/2h(x) +
∑
1≤s<r≤k
4n1/2−δC2kn
εk2n−1/2h(x)
+
∑
1≤i≤k
2n1/2−δC3kn
εk2n−1/2h(x)
= 2k(k − 1)C1knεk
2−δh(x) + 2k(k − 1)C2knεk
2−δh(x) + 2kC3kn
εk2−δh(x).
So,
E1(x) ≤ C˜knεk2−δh(x). (2.1.24)
Now we estimate E2(x). Remember that,
An =
k⋃
r=1
Dr.
Like in the first part of the proof, but now for J 1 ⊂ P,J 2 ⊂ P,J 3 ⊂ {1, . . . , k},
h1(x+ S(τ)) ≤
∑
J
∏
J 1
|xj − xi|
∏
P\J 1
(1 + |Sj(τ)− Si(τ)|)
×
∏
J 2
|xj + xi|
∏
P\J 2
(1 + |Sj(τ) + Si(τ)|)
∏
J 3
|xi|
∏
{1,...,k}\J 3
(1 + |Si(τ)|)
and ∏
P\J 1
(1 + |Sj(τ)− Si(τ)|)
∏
P\J 2
(1 + |Sj(τ) + Si(τ)|)
∏
{1,...,k}\J 3
(1 + |Si(τ)|)
≤ pJ (S(τ)) =
∑
i1,i2,...,ik
ωJi1,i2,...,ik(|S1(τ)|)i1 . . . (|Sk(τ)|)ik
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where the ij sum up at most to 2|P| + k − |J | and each ij is smaller than or equal to 2k − 1.
The ωJi1,i2,...,ik are positive constants. Then, using (2.1.6) once again, we get
E [pJ (S(τ)); τ ≤ n,Dr]
≤
∑
i1,i2,...,ik
ωJi1,i2,...,ikCi1n
i1/2 . . .E
[
(Mr(n))
ir ;Dr
]
. . . Cikn
ik/2.
If we apply again the estimate (2.1.12), we obtain
E [pJ (S(τ)); τ ≤ n,Dr] ≤ CJC(δ)(n1/2)2|P|+k−|J | n−β/2+1+2βδ.
Therefore
E [h1(x+ S(τ)); τ ≤ n,Dr]
≤ C(δ)n−β/2+1+2βδ
∑
J
CJ (n1/2)2|P|+k−|J |
×
∏
J 1
|xj − xi|
∏
J 2
|xj + xi|
∏
J 3
|xi|
≤ C(δ)n−β/2+1+2βδ
∑
J
CJ (nε)2|P|+k−|J |
∏
J 1
|xj − xi|
∏
J 2
|xj + xi|
×
∏
J 3
|xi|
∏
P\J 1
|xj − xi|
∏
P\J 2
|xj + xi|
∏
{1,...,k}\J 3
|xi|
≤ C(δ)nεk2n−β/2+1+2βδh(x).
As a result,
E2(x) ≤
k∑
r=1
E [h1(x+ S(τ)); τ ≤ n,Dr] ≤ kC(δ)nεk2n−β/2+1+2βδh(x). (2.1.25)
Applying (2.1.24) and (2.1.25) to the right hand side of (2.1.20), and choosing ε and δ in an
appropriate way, we have proved (2.1.4) for case C.
Now we prove 2.1.4 for case D.
Dividing the expectation into 2 parts yields
E[h1(x+ S(τ)); τ ≤ n] = E[h1(x+ S(τ)); τ ≤ n,An] + E[h1(x+ S(τ)); τ ≤ n,An]
=: E1(x) + E2(x). (2.1.26)
It follows from the definition of the stopping time τ that at least one of the factors of h
changes its sign at time τ , i.e. one of the following events occurs
B1s,r := {(xr + Sr(τ − 1)− xs − Ss(τ − 1))(xr + Sr(τ)− xs − Ss(τ)) ≤ 0} ,
B2s,r := {(xr + Sr(τ − 1) + xs + Ss(τ − 1))(xr + Sr(τ) + xs + Ss(τ)) ≤ 0} ,
for 1 ≤ s < r ≤ k. Clearly,
E1(x) ≤
∑
1≤s<r≤k
E[h1(x+ S(τ)); τ ≤ n,An, B1s,r]
+
∑
1≤s<r≤k
E[h1(x+ S(τ)); τ ≤ n,An, B2s,r]
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First we assume a sign change in B1s,r. On the event An ∩B1s,r,
∣∣∣xr − xs + Sr(τ)− Ss(τ)∣∣∣ ≤ ∣∣∣ξ(τ)r − ξ(τ)s ∣∣∣ ≤ 2n1/2−δ.
This implies that on the event An ∩B1s,r,
h1(x+ S(τ)) ≤ 4n1/2−δ h1(x+ S(τ))
1 + |xr − xs + Sr(τ)− Ss(τ)| .
Hence,
h1(x+ S(τ))
1 + |xr − xs + Sr(τ)− Ss(τ)|
=
∏
(i,j)∈P\(s,r)
(1 + |xj − xi + Sj(τ)− Si(τ)|)
∏
(i,j)∈P
(1 + |xj + xi + Sj(τ) + Si(τ)|)
≤
∑
J 1⊂P\(s,r),J 2⊂P
(∏
J 1
|xj − xi|
∏
P\(J 1∪(s,r))
(1 + |Sj(τ)− Si(τ)|)
×
∏
J 2
|xj + xi|
∏
P\J 2
(1 + |Sj(τ) + Si(τ)|)
)
.
Abbreviate the set tupel (J 1,J 2) as J and let |J | := |J 1|+ |J 2| . Clearly,
∏
P\(J 1∪(s,r))
(1 + |Sj(τ)− Si(τ)|)
∏
P\J 2
(1 + |Sj(τ) + Si(τ)|) ≤ pJ ,1(S(τ))
=
∑
i1,i2,...,ik
ωJ ,1i1,i2,...,ik(|S1(τ)|)i1 . . . (|Sk(τ)|)ik ,
where the sum is taken over all i1, i2, . . . , ik such that their sum is at most 2|P| − |J | − 1. The
ωJ ,1i1,i2,...,ik are some absolute positive constants. So with (2.1.6),
E[pJ ,1(S(τ))1l{τ≤n}] ≤
∑
i1,i2,...,ik
ωJ ,1i1,i2,...,ikE(M1(n))
i1 . . .E(Mk(n))
ik
≤
∑
i1,i2,...,ik
ωJ ,1i1,i2,...,ikCi1n
i1/2 . . . Cikn
ik/2
≤ CJ ,1(n1/2)2|P|−|J |−1. (2.1.27)
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where C1, C2, . . . are universal constants. Proceeding with (2.1.27) and (2.1.16), we get
E
[
h1(x+ S(τ))
1 + |xr − xs + Sr(τ)− Ss(τ)| ; τ ≤ n,An, B
1
s,r
]
≤
∑
J 1⊂P\(s,r),J 2⊂P
CJ ,1(n1/2)2|P|−|J |−1
×
∏
J 1
|xj − xi|
∏
J 2
|xj + xi|
≤
∑
J
CJ ,1(nε)2|P|−|J |−1 h(x)|xr − xs|
≤ C1knε(k(k−1)−1)
h(x)
|xr − xs| ≤ C
1
kn
εk(k−1)n−1/2h(x).
Now we suppose a sign change in B2s,r. On the event An ∩B2s,r,∣∣∣xs + xr + Ss(τ) + Sr(τ)∣∣∣ ≤ ∣∣∣ξ(τ)s + ξ(τ)r ∣∣∣ ≤ 2n1/2−δ .
This implies that on the event An ∩B2s,r,
h1(x+ S(τ)) ≤ 4n1/2−δ h1(x+ S(τ))
1 + |xs + xr + Ss(τ) + Sr(τ)| .
Then,
h1(x+ S(τ))
1 + |xs + xr + Ss(τ) + Sr(τ)|
=
∏
(i,j)∈P
(1 + |xj − xi + Sj(τ)− Si(τ)|)
∏
(i,j)∈P\(s,r)
(1 + |xj + xi + Sj(τ) + Si(τ)|)
≤
∑
J 1⊂P,J 2⊂P\(s,r)
(∏
J 1
|xj − xi|
∏
P\J 1
(1 + |Sj(τ)− Si(τ)|)
×
∏
J 2
|xj + xi|
∏
P\(J2∪(s,r))
(1 + |Sj(τ) + Si(τ)|)
)
.
Abbreviate the set tupel (J 1,J 2) as J and let |J | := |J 1|+ |J 2| . Obviously,∏
P\J 1
(1 + |Sj(τ)− Si(τ)|)
∏
P\(J 2∪(s,r))
(1 + |Sj(τ) + Si(τ)|) ≤ pJ ,2(S(τ))
=
∑
i1,i2,...,ik
ωJ ,2i1,i2,...,ik(|S1(τ)|)i1 . . . (|Sk(τ)|)ik ,
where the sum is taken over all i1, i2, . . . , ik such that their sum is at most 2|P| − |J | − 1. The
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ωJ ,2i1,i2,...,ik are some absolute positive constants. Then,
E[pJ ,2(S(τ))1l{τ≤n}] ≤
∑
i1,i2,...,ik
ωJ ,2i1,i2,...,ikE(M1(n))
i1 . . .E(Mk(n))
ik
≤
∑
i1,i2,...,ik
ωJ ,2i1,i2,...,ikCi1n
i1/2 . . . Cikn
ik/2
≤ CJ ,2(n1/2)2|P|−|J |−1. (2.1.28)
where C1, C2, . . . are universal constants. Using (2.1.28) and (2.1.16), we get
E
[
h1(x+ S(τ))
1 + |xr + xs + Sr(τ) + Ss(τ)| ; τ ≤ n,An, B
2
s,r
]
≤
∑
J 1⊂P,J 2⊂P\(s,r)
CJ ,2(n1/2)2|P|−|J |−1
×
∏
J 1
|xj − xi|
∏
J 2
|xj + xi|
∏
J 3
|xi|
≤
∑
J
CJ ,2(nε)2|P|−|J |−1 h(x)|xr + xs|
≤ C2knε(k(k−1)−1)
h(x)
|xr + xs| ≤ C
2
kn
εk(k−1)n−1/2h(x).
Now fusing the estimates for the events B1s,r and B
2
s,r, we obtain
E1(x)
≤
∑
1≤s<r≤k
4n1/2−δC1kn
εk(k−1)n−1/2h(x) +
∑
1≤s<r≤k
4n1/2−δC2kn
εk(k−1)n−1/2h(x)
= 2k(k − 1)C1knεk(k−1)−δh(x) + 2k(k − 1)C2knεk(k−1)−δh(x).
So
E1(x) ≤ C˜knεk(k−1)−δh(x). (2.1.29)
Now we estimate E2(x). Recall that
An =
k⋃
r=1
Dr.
Like in the above part of the proof, but now for J 1 ⊂ P,J 2 ⊂ P,
h1(x+ S(τ)) ≤
∑
J
∏
J 1
|xj − xi|
∏
P\J 1
(1 + |Sj(τ)− Si(τ)|)
×
∏
J 2
|xj + xi|
∏
P\J 2
(1 + |Sj(τ) + Si(τ)|)
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and ∏
P\J 1
(1 + |Sj(τ)− Si(τ)|)
∏
P\J 2
(1 + |Sj(τ) + Si(τ)|) ≤ pJ (S(τ))
=
∑
i1,i2,...,ik
ωJi1,i2,...,ik(|S1(τ)|)i1 . . . (|Sk(τ)|)ik
where the ij sum up at most to 2|P| − |J | and each ij is smaller than or equal to 2k − 2. The
ωJi1,i2,...,ik are positive constants. Then, using (2.1.6) once again, we obtain
E [pJ (S(τ)); τ ≤ n,Dr]
≤
∑
i1,i2,...,ik
ωJi1,i2,...,ikCi1n
i1/2 . . .E
[
(Mr(n))
ir ;Dr
]
. . . Cikn
ik/2.
If we apply again the estimate (2.1.12), we get
E [pJ (S(τ)); τ ≤ n,Dr] ≤ CJC(δ)(n1/2)2|P|−|J | n−β/2+1+2βδ.
Hence,
E [h1(x+ S(τ)); τ ≤ n,Dr]
≤ C(δ)n−β/2+1+2βδ
∑
J
CJ (n1/2)2|P|−|J |
×
∏
J 1
|xj − xi|
∏
J 2
|xj + xi|
≤ C(δ)n−β/2+1+2βδ
∑
J
CJ (nε)2|P|−|J |
∏
J 1
|xj − xi|
∏
J 2
|xj + xi|
×
∏
P\J 1
|xj − xi|
∏
P\J 2
|xj + xi|
≤ C(δ)nεk(k−1)n−β/2+1+2βδh(x).
Consequently,
E2(x) ≤
k∑
r=1
E [h1(x+ S(τ)); τ ≤ n,Dr] ≤ kC(δ)nεk(k−1)n−β/2+1+2βδh(x). (2.1.30)
Applying (2.1.29) and (2.1.30) to the right hand side of (2.1.26), and choosing ε and δ in an
appropriate way, we have proved (2.1.4) for case D.
Thus, it remains to show (2.1.12). This was already done in [DW10], but we reproduce the
proof for convenience.
It is easy to see that, for any ir ∈ (0, β],
E
[
(Mr(n))
ir ;Dr
]
= ir
∫ ∞
0
xir−1P(Mr(n) > x,Dr)dx
≤ nir(1/2+δ)P(Dr) + ir
∫ ∞
n1/2+δ
xir−1P(Mr(n) > x)dx
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Putting y = x/p in Corollary 1.11 of [N79], we obtain the inequality
P(|Sr(n)| > x) ≤ C(p)
( n
x2
)p
+ nP(|ξ(i)j | > x/p).
As was shown in [B72], this inequality remains valid for Mr(n), i.e.
P(Mr(n) > x) ≤ C(p)
( n
x2
)p
+ nP(|ξ(i)j | > x/p).
Using the latter bound with p > ir/2, we have
ir
∫ ∞
n1/2+δ
xir−1P(Mr(n) > x)dx
≤ C(p)irnp
∫ ∞
n1/2+δ
xir−1−2pdx+ nir
∫ ∞
n1/2+δ
xir−1P(|ξ(i)j | > x/p)dx
≤ C(p) ir
2p− irn
p−(2p−ir)(1/2+δ) + ppnE[|ξ(i)j |ir , |ξ(i)j | > n1/2+δ/p]
≤ C(p)
(
np−(2p−ir)(1/2+δ) + n1+(1/2+δ)(ir−β)
)
.
Choosing p > β/2δ, we get∫ ∞
n1/2+δ
xir−1P(Mr(n) > x)dx ≤ C(δ)nir/2+1−β/2.
Note that
P(Dr) ≤ nP(|ξ(i)j | > n1/2−δ) ≤ Cn1−β(1/2−δ), (2.1.31)
we get
E
[
(Mr(n))
ir ;Dr
] ≤ C(δ)nir/2+1−β/2+(β+ir)δ .
Thus, (2.1.12) is proved for ir ∈ (0, β]. If ir = 0, then E
[
(Mr(n))
ir ;Ar
]
= P(Dr). Therefore,
(2.1.12) with ir = 0 follows from (2.1.31).
Define
νn := min{k ≥ 1 : x+ S(k) ∈Wn,ε}.
Lemma 2.1.5. For every ε > 0 it holds that
P(νn > n
1−ε) ≤ exp(−Cnε).
Proof. To shorten formulas in the proof, we set S(0) = x and define bn = [an
1/2−ε]. The
parameter a will be chosen at the end of the proof. We give the proof for case C only, because
the proof for case D is easier.
Observe that
{νn > n1−ε} ⊂
[nε/a2]⋂
i=1
( ⋃
1≤j<l≤k
{|Sl(ib2n)− Sj(ib2n)| ≤ n1/2−ε}⋃
1≤j<l≤k
{|Sl(ib2n) + Sj(ib2n)| ≤ n1/2−ε}
⋃
1≤j≤k
{|Sj(ib2n)| ≤ n1/2−ε}
)
.
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Then there exists at least one pair ĵ, l̂ or a single index ĵ such that for at least at [nε/(a2k2)]
points
I = {i1, . . . , i[nε/(a2k2)]} ⊂ {b2n, 2b2n, . . . , [nε/a2]b2n}
we have
|S
l̂
(i)− Sĵ(i)| ≤ n1/2−ε or |Sl̂(i) + Sĵ(i)| ≤ n1/2−ε or |Sĵ(i)| ≤ n1/2−ε for i ∈ I.
Without loss of generality we assume ĵ = 1 and l̂ = 2 for the difference and the sum and ĵ = 1
for the last case. There must exist at least [nε/(2a2k2)] points spaced atmost 2k2b2n apart each
other. To simplify notation assume that points i1, . . . i[nε/(2a2k2)] enjoy this property:
max(i2 − i1, i3 − i2, . . . , i[nε/(2a2k2)] − i[nε/(2a2k2)]−1) ≤ 2k2b2n.
This means that is−is−1 can take only values {ja2n1−2ε, 1 ≤ j ≤ 2k2}. The above considerations
imply that
P
(
νn > n
1−ε)
≤
(
k
2
)(
[nε/a2]
[nε/(2a2k2)]
)
P
(
|S2(i)− S1(i)| ≤ n1/2−ε for all i ∈ {i1, . . . , i[nε/(2a2k2)]}
)
+
(
k
2
)(
[nε/a2]
[nε/(2a2k2)]
)
P
(
|S2(i) + S1(i)| ≤ n1/2−ε for all i ∈ {i1, . . . , i[nε/(2a2k2)]}
)
+ k
(
[nε/a2]
[nε/(2a2k2)]
)
P
(
|S1(i)| ≤ n1/2−ε for all i ∈ {i1, . . . , i[nε/(2a2k2)]}
)
≤
(
k
2
)(
[nε/a2]
[nε/(2a2k2)]
) [ nε2a2k2 ]∏
s=2
P
(
|(S2(is)− S2(is − 1))− (S1(is)− S1(is−1))| ≤ 2n1/2−ε
)
+
(
k
2
)(
[nε/a2]
[nε/(2a2k2)]
) [ nε2a2k2 ]∏
s=2
P
(
|(S2(is)− S2(is − 1)) + (S1(is)− S1(is−1))| ≤ 2n1/2−ε
)
+ k
(
[nε/a2]
[nε/(2a2k2)]
) [ nε2a2k2 ]∏
s=2
P
(
|(S1(is)− S1(is−1))| ≤ 2n1/2−ε
)
.
By using the Stirling formula we obtain(
[nε/a2]
[nε/(2a2k2)]
)
≤ a
nε
(2k2)n
ε/a2 .
Now we focus on the difference. The Central Limit Theorem yields
lim
n→∞P
(∣∣S2(jb2n)− S1(jb2n)∣∣ ≤ 2n1/2−ε) = ∫
√
2/(a
√
j)
−√2/(a√j)
1√
2π
e−u
2/2du ≤ 2
a
.
Hence, for all sufficiently large n,
[nε/(2a2k2)]∏
s=2
P
(
|(S2(is)− S2(is − 1))− (S1(is)− S1(is−1))| ≤ 2n1/2−ε
)
≤
(4
a
)nε/(2a2k2)−1
.
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Since one can treat the sum and the single entries absolutely analogously, we get as a result,
P
(
νn > n
1−ε) ≤ (4(2k2)2k2
a
)nε/(2a2k2)
.
We complete the proof by choosing a = 16(2k2)2k
2
.
Lemma 2.1.6. For every ε > 0 the inequality
E[ht(x+ S(n)); νn > n
1−ε] ≤ cth1(x) exp(−Cnε)
holds.
Remark 2.1.7. If it hold that E[|ξ(i)j |β] <∞ for some β > 2k−1 in case C or some β > 2k−2
in case D, then the claim of the lemma would follow easily from the Ho¨lder inequality and
Lemma 2.1.5. But our moment assumption requires a more detailed analysis. ⋄
Proof. We give the proof only for t = 0, since no essential changes occur otherwise. And we
only show it for case C, because case D follows easily if one omits the terms which stem in the
following from G3i (it will be defined immedeately).
For 1 ≤ i < l ≤ k and 1 ≤ i ≤ k, respectively, define
G1l,i =
{
|xl − xi + Sl(jb2n)− Si(jb2n)| ≤ n1/2−ε for at least
[
nε
a2k2
]
values of j ≤ n
ε
a2
}
.
G2l,i =
{
|xl + xi + Sl(jb2n) + Si(jb2n)| ≤ n1/2−ε for at least
[
nε
a2k2
]
values of j ≤ n
ε
a2
}
.
G3i =
{
|xi + Si(jb2n)| ≤ n1/2−ε for at least
[
nε
a2k2
]
values of j ≤ n
ε
a2
}
.
Noting that {νn > n1−ε} ⊂
⋃
G1l,i ∪
⋃
G2l,i ∪
⋃
G3i , we get
E[|h(x+ S(n))|; νn > n1−ε]
≤
(
k
2
)
E[|h(x+ S(n))|;G11,2] +
(
k
2
)
E[|h(x+ S(n))|;G21,2] + kE[|h(x+ S(n))|;G31].
Therefore, we need to derive an upper bound for E[|h(x + S(n))|;G11,2], E[|h(x + S(n))|;G21,2]
and E[|h(x + S(n))|;G31]. We consider only G11,2, since as in the proof of Lemma 2.1.4 we can
deduce up to multiplicative constants the same bounds for G21,2 and G
3
1.
Let µ1 = µ11,2 be the moment when |x2−x1+S2(jb2n)−S1(jb2n)| ≤ n1/2−ε for the [nε/(a2k2)]th
time. Then it follows from the proof of the previous lemma that
P(µ1 ≤ n1−ε) = P(G11,2) ≤ exp(−Cnε). (2.1.32)
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Using the inequality |a+ b| ≤ (1 + |a|)(1 + |b|) one can see that
E[|h(x+ S(n))|;G11,2] ≤ E[|h(x+ S(n))|;µ1 ≤ n1−ε] =
[n1−ε]∑
m=1
E[|h(x+ S(n))|;µ1 = m]
≤
[n1−ε]∑
m=1
E[h1(S(n)− S(m))]E[h1(x+ S(m));µ1 = m]
≤ max
m≤n1−ε
E[h1(S(n)− S(m))]E[h1(x+ S(µ1));µ1 ≤ n1−ε]. (2.1.33)
Applying (2.1.6), one can verify that
max
m≤n1−ε
E[h1(S(n)− S(m))] ≤ Cnα/2. (2.1.34)
Recall that by the definition of µ1 we have |x2 − x1 + S2(µ1)− S1(µ1)| ≤ n1/2−ε. Hence,
h1(x+ S(µ
1)) ≤ n1/2−ε h1(x+ S(µ
1))
1 + |x2 − x1 + S2(µ1)− S1(µ1)|
≤ n1/2−ε h2(x)
2 + |x2 − x1|
h2(S(µ
1))
2 + |S2(µ1)− S1(µ1)|
Obviously,
h2(S(µ
1))
2 + |S2(µ1)− S1(µ1)| ≤
∑
i1,...,ik
C(i1,...,ik)
k∏
r=1
(|Sr(µ1)|)ir ,
where, for case C, the sum is taken over all i1, . . . , ik with i1, i2 ≤ 2k−2, i3, . . . , ik ≤ 2k−1 (there
is at most one ij = 2k − 1) such that the sum
∑
ir does not exceed k
2 − 1, and, respectively
for case D, the sum is taken over all i1, . . . , ik with i1, i2 ≤ 2k − 3, i3, . . . ik ≤ 2k − 2 (there is at
most one ij = 2k − 2) such that the sum
∑
ir does not exceed k(k − 1)− 1. Consequently,
E
[
h2(S(µ
1))
2 + |S2(µ1)− S1(µ1)| ;µ
1 ≤ n1−ε
]
≤
∑
i1,...,ik
C(i1,...,ik)E
[
k∏
r=1
(|Sr(µ1)|)ir ;µ1 ≤ n1−ε
]
≤
∑
i1,...,ik
C(i1,...,ik)E
[(|S1(µ1)|)i1 (|S2(µ1)|)i2 ;µ1 ≤ n1−ε] k∏
r=3
E (Mr(n))
ir .
Since i1 ≤ 2k − 2 and i2 ≤ 2k − 2 for C and i1 ≤ 2k − 3 and i2 ≤ 2k − 3 for D, we can use the
Ho¨lder inequality, which gives
E
[(|S1(µ1)|)i1 (|S2(µ1)|)i2 ;µ1 ≤ n1−ε] ≤ n(i1+i2)/2 exp(−Cnε).
Thus,
E[h1(x+ S(µ
1));µ1 ≤ n1−ε] ≤ ch2(x)nα exp(−Cnε). (2.1.35)
Plugging (2.1.34) and (2.1.35) into (2.1.33) and using that we get up to multiplicative constants
the same bounds for G21,2 and G
3
1, we obtain
E[|h(x+ S(n))|; νn > n1−ε] ≤ Ch2(x) exp(−Cnε). (2.1.36)
Noting that h2(x) ≤ 2mh1(x) for some m, we arrived at the conclusion.
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Lemma 2.1.8. There exists a constant C such that
E[h(x+ S(n));T > n] ≤ Ch1(x)
for all n ≥ 1 and all x ∈W .
Proof. We first split the expectation into 2 parts,
E[h(x+ S(n));T > n] = E1(x) + E2(x)
= E
[
h(x+ S(n));T > n, νn ≤ n1−ε
]
+ E
[
h(x+ S(n));T > n, νn > n
1−ε] .
By Lemma 2.1.6, the second term on the right hand side is bounded by
E2(x) ≤ ch1(x) exp(−Cnε).
Applying Lemma 2.1.3, we have
E1(x) ≤
[n1−ε]∑
i=1
∫
Wn,ε
P(νn = i, T > i, x+ S(i) ∈ dy)E[h(y + S(n− i));T > n− i]
≤
[n1−ε]∑
i=1
∫
Wn,ε
P(νn = i, T > i, x+ S(i) ∈ dy)E[h(y + S(n));T > n]
=
[n1−ε]∑
i=1
∫
Wn,ε
P(νn = i, T > i, x+ S(i) ∈ dy) (h(y)− E[h(y + S(T ));T ≤ n]) ,
where in the last step we used that h(x+ S(n)) is a martingale. So, by Lemma 2.1.4,
E1(x) ≤
(
1 +
C
nγ
) [n1−ε]∑
i=1
∫
Wn,ε
P(νn = i, T > i, x+ S(i) ∈ dy)h(y)
≤
(
1 +
C
nγ
)
E[h(x+ S(νn)); νn ≤ n1−ε, T > νn].
Using Lemma 2.1.3 once again, we obtain the bound
E1(x) ≤
(
1 +
C
nγ
)
E[h(x+ S([n1−ε]));T > [n1−ε]].
Hence we have
E[h(x+ S(n));T > n]
≤
(
1 +
C
nγ
)
E[h(x+ S([n1−ε]));T > [n1−ε]] + ch1(x) exp(−Cnε). (2.1.37)
Iterating this procedure m times, we get
E[h(x+ S(n));T > n] ≤
m∏
j=0
(
1 +
C
nγ(1−ε)j
)
×E[h(x+ S([n(1−ε)m+1 ]));T > [n(1−ε)m+1 ]] + ch1(x) m∑
j=0
exp(−Cnε(1−ε)j)
 . (2.1.38)
Choosing m = m(n) such that n(1−ε)
m+1 ≤ 10 and noting that the product (double-exponential
in j) and the sum remain uniformly bounded, we finish the proof of the lemma.
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Lemma 2.1.9. The function V (T )(x) := limn→∞ E[h(x+ S(n));T > n] has the following prop-
erties:
h(x) ≤ V (T )(x) ≤ Ch1(x) (2.1.39)
and
V (T )(x) ∼ h(x) if min
j<k
(xj+1 − xj) and x1 (C) or x1 + x2 (D) diverge. (2.1.40)
Proof. Since h(x + S(n))1l{Tx>n} is a submartingale, limn→∞ E[h(x + S(n));T > n] exists, and
the function V (T ) satisfies V (T )(x) ≥ h(x), x ∈ {y : h(y) > 0}. The upper bound in (2.1.39)
follows immediately from Lemma 2.1.8.
To prove (2.1.40) it suffices to obtain an upper bound of the form (1 + o(1))h(x). Further-
more, because of monotonicity of E[h(x+S(n));T > n], we can get such a bound for a specially
chosen subsequence {nm}. Choose ε so that (2.1.38) is valid. Then we can rewrite (2.1.38) in
the following form for the nj that we obtain by iteration
E[h(x+ S(nm));T > nm] ≤
m∏
j=1
(
1 +
C
nγj
)
×
E[h(x+ S(n0));T > n0] + ch1(x) m∑
j=1
exp(−Cnεj)
 .
It is clear that for every δ > 0 we can choose n0 such that
m∏
j=1
(
1 +
C
nγj
)
≤ 1 + δ and
m∑
j=1
exp(−Cnεj) ≤ δ
for every m ≥ 1. Consequently,
V (T )(x) = lim
m→∞E[h(x+ S(nm));T > nm]
≤ (1 + δ)E[h(x + S(n0));T > n0] + Cδ(1 + δ)h1(x).
It remains to note that E[h(x+S(n0));T > n0] ∼ h(x) and that h1(x) ∼ h(x) as minj<k(xj+1−
xj)→∞ together with x1 →∞ (case C) or x1 + x2 →∞ (case D).
With this preparation we now show that Lemma 2.1.8 implies the integrability of h(x+S(τ)),
so that we can prove Proposition 1.2.2. For convenience we state again the result:
Proposition 2.1.10. a) V (x) = limn→∞ Ex[h(S(n)); τ > n] for all x ∈W ;
b) V ist monotone in the sense that V (x) ≤ V (y) if xj − xj−1 ≤ yj − yj−1 for 2 ≤ j ≤ k and
additionally either x1 ≤ y1 (Z=C) or x1 + x2 ≤ y1 + y2 (Z=D);
c) V (x) ∼ h(x) in the limit inf2≤j≤k(xj − xj−1) → ∞ together with x1 → ∞ (Z = C) or
(x1 + x2)→∞ (Z = D) respectively;
d) there is c positive such that V (x) ≤ ch1(x) for all x ∈W ;
e) V (x) > 0 for all x ∈W .
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Setting τx(n) := min{τx, n} and Tx(n) := min{Tx, n}, and using the fact that |h(x+ S(n))|
is a submartingale, we have
E[|h(x+ S(τx(n)))|] ≤ E[|h(x+ S(Tx(n)))|]
= E[h(x+ S(n))1l{Tx>n}]− E[h(x+ S(Tx))1l{Tx≤n}].
Since h(x+ S(n)) is a martingale, we have
E[h(x+ S(T ))1l{T≤n}] = E[h(x+ S(n))1l{T≤n}] = h(x)− E[h(x+ S(n))1l{T>n}].
Therefore, we get
E|h(x+ S(τ(n)))| ≤ 2E[h(x+ S(n))1l{T>n}]− h(x).
This, together with Lemma 2.1.8, implies that the sequence E[|h(x+ S(τ))|1l{τ≤n}] is uniformly
bounded. Then, the finiteness of the expectation E[|h(x + S(τ))|] follows from monotone con-
vergence.
To prove (a) note that since h(x+ S(n)) is a martingale, we have an equality
E[h(x+ S(n)); τx > n] = h(x) − E[h(x+ S(n)); τx ≤ n] = h(x)− E[h(x+ S(τx)); τx ≤ n].
Letting n to infinity we obtain (a) by the dominated convergence theorem.
For (b) note that
h(x+ S(n))1l{τx>n} ≤ h(y + S(n))1l{τx>n} ≤ h(y + S(n))1l{τy>n}.
Then letting n to infinity and applying (a) we obtain (b).
(c) follows directly from Lemma 2.1.8.
We now turn to the proof of (d). It follows from (2.1.40) and the inequality τx ≤ Tx that
V (x) ≤ V (T )(x) ≤ (1 + o(1))h(x).
Thus, we need to get a lower bound of the form (1 + o(1))h(x). We first note that
V (x) = h(x)− E[h(x+ S(τx))] ≥ h(x)− E[h(x+ S(τx));Tx > τx].
Therefore, it is sufficient to show that
E[h(x+ S(τx));Tx > τx] = o(h(x)) (2.1.41)
under the condition minj<k(xj+1 − xj)→∞ together with x1 →∞ in case C or x1 + x2 →∞
in case D.
The sequence V (T )(x+ S(n))1l{Tx>n} is a non-negative martingale. We start with
E[h(x+ S(n));T > n] = E[h(x+ S(n))]− E[h(x+ S(n));T ≤ n]
= h(x)− E[h(x+ S(T ));T ≤ n]
where we used again the martingale property of h(x+ S(n)). Therefore
V (T )(x) = lim
n→∞E[h(x+ S(n));T > n] = h(x)− E[h(x+ S(T ))].
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Now plugging in we get
E[V (T )(x+ S(1));Tx > 1] = E[h(x+ S(1));Tx > 1]− E[h(x+ S(T ));Tx > 1]
= h(x) − E[h(x+ S(1));Tx = 1]− E[h(x+ S(T ));Tx > 1]
= h(x) − E[h(x+ S(T ))] = V (T )(x)
which shows that V (T )(x + S(n))1l{Tx>n} is a non-negative martingale which we abbreviate by
Z(n). Then, arguing as in Lemma 2.1.3, one can easily see that V (T )(x + S(n))1l{τx>n} is a
supermartingale (remember that Tx ≥ τx a.s.):
E[V (T )(x+ S(n))1l{τx>n} − V (T )(x+ S(n− 1))1l{τx>n−1}|Fn−1]
= E[Z(n)1l{τx>n} − Z(n− 1)1l{τx>n−1}|Fn−1]
= 1l{τx>n−1}E[Z(n)− Z(n− 1)|Fn−1]− E[Z(n)1l{τx=n}|Fn−1]
= −E[Z(n)1l{τx=n}|Fn−1] ≤ 0.
So V (T )(x+ S(n))1l{τx>n} is a supermartingale.
We bound E[V (T )(x + S(n))1l{τx>n}] from below using its supermartingale property. This
is similar to the Lemma 2.1.8, where an upper bound has been obtained using submartingale
properties of h(x+ S(n))1l{Tx>n}. We have
E[V (T )(x+ S(n)); τx > n]
≥
[n1−ε]∑
i=1
∫
Wn,ε
P(νn = i, τx > i, x+ S(i) ∈ dy)E[V (T )(y + S(n− i)); τy > n− i]
≥
[n1−ε]∑
i=1
∫
Wn,ε
P(νn = i, τx > i, x+ S(i) ∈ dy)E[V (T )(y + S(n)); τy > n]
=
[n1−ε]∑
i=1
∫
Wn,ε
P(νn = i, τx > i, x+ S(i) ∈ dy)
(
V (T )(y)− E[V (T )(y + S(τy)); τy ≤ n]
)
.
Then, applying (2.1.39) and (2.1.4), we obtain
E[V (T )(x+ S(n)); τx > n] ≥
(
1− C
nγ
)
E[V (T )(x+ S([n1−ε])); τx > [n1−ε], νn ≤ n1−ε].
Using now Lemma 2.1.6, we have
E[V (T )(x+ S(n)); τx > n] ≥
(
1− C
nγ
)
E[V (T )(x+ S([n1−ε])); τx > [n1−ε]]− Ch1(x)e−Cnε .
Starting from n0 we obtain for the sequence {nm} by iteration the inequality
E[V (T )(x+ S(nm)); τx > nm] ≥
m∏
j=1
(
1− C
nγj
)
E[V (T )(x+ S(n0)); τx > n0]
−ch1(x)
m∑
j=1
exp(−Cnεj).
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Next we fix a constant δ > 0 and pick n0 such that
∞∏
j=1
(
1− C
nγj
)
≥ (1− δ), c
∞∑
j=1
exp(−Cnεj) ≤ δ.
This is possible since both the series and the product converge. Together with the fact that
V (T )(x+ S(n))1l{τx>n} is a supermartingale and with the lower bound in (2.1.39) this gives us,
lim
n→∞E[V
(T )(x+ S(n)); τx > n] ≥ (1− δ)E[h(x+ S(n0)); τx > n0]− δh1(x).
As is not difficult to see E[h(x + S(n0)); τx > n0] ∼ h(x) and h1(x) ∼ h(x) as min2≤j≤k(xj −
xj−1)→∞ together with x1 →∞ in case C and x1+ x2 →∞ in case D. Therefore, since δ > 0
is arbitrary we have a lower asymptotic bound
lim
n→∞E[V
(T )(x+ S(n)); τx > n] ≥ (1− o(1))h(x), (2.1.42)
provided that min2≤j≤k(xj − xj−1)→∞ together with x1 →∞ in case C and x1 + x2 →∞ in
case D, respectively.
Using the martingale property of V (T )(x+ S(n))1l{Tx>n} and noting that
{Tx > n} = {τx > n}
⋃( n⋃
i=1
{Tx > n, τx = i}
)
,
we obtain
V (T )(x) = E[V (T )(x+ S(n))1l{Tx>n}]
= E[V (T )(x+ S(n)); τx > n] +
n∑
i=1
E[V (T )(x+ S(n))1l{Tx>n}; τx = i]
= E[V (T )(x+ S(n)); τx > n] +
n∑
i=1
E[V (T )(x+ S(i))1l{Tx>i}; τx = i]
= E[V (T )(x+ S(n)); τx > n] + E[V
(T )(x+ S(τx))1l{Tx>τx}; τx ≤ n].
Letting n→∞, we get
lim
n→∞E[V
(T )(x+ S(n)); τx > n] = V
(T )(x)− E[V (T )(x+ S(τx));Tx > τx]. (2.1.43)
Combining (2.1.40), (2.1.42) and (2.1.43), we have E[V (T )(x+ S(τx));Tx > τx] = o(h(x)). Now
(2.1.41) follows from the obvious bound
E[h(x+ S(τx));Tx > τx] ≤ E[V (T )(x+ S(τx));Tx > τx].
Thus, the proof of (d) is finished.
To prove (e) note that it follows from (d) that there exist R and δ > 0 such that V (x) ≥ δ
on the set SR = {x : min2≤j≤k(xj−xj−1) > R,x1 > R} for case C and SR = {x : min2≤j≤k(xj−
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xj−1) > R,x1 + x2 > R} for case D. Then, with a positive probability p the random walk can
reach this set after N steps under {τx > N} if N is sufficiently large. Therefore,
V (x) = lim
n→∞E[h(x+ S(n)); τx > n]
=
∫
SR
P(x+ S(N) ∈ dy, τx > N) lim
n→∞E[h(y + S(n)); τy > n]
=
∫
SR
P(x+ S(N) ∈ dy, τx > N)V (y) ≥ δp > 0.
This completes the proof of the proposition.
2.1.4 Coupling
When y ∈W is additionally in Wn,ε, we can translate with the help of the coupling the results
of Lemma 2.1.2 to the random walk setting.
Lemma 2.1.11. For all sufficiently small ε > 0,
P(τy > n) = κh(y)n
−α/2(1 + o(1)), as n→∞ (2.1.44)
uniformly in y ∈ W ∩Wn,ε such that |y| ≤ θn
√
n for some θn → 0. Moreover, there exists a
constant C such that
P(τy > n) ≤ Ch(y)n−α/2, (2.1.45)
uniformly in y ∈ W ∩Wn,ε, n ≥ 1. Finally, for any bounded open set D ⊂ W uniformly in
|y| ≤ θn
√
n,
P(τy > n, y + S(n) ∈
√
nD) ∼ Kh(y)n−α/2
∫
D
dze−|z|
2/2h(z). (2.1.46)
Proof. For every y ∈W ∩Wn,ε denote
y± = (yi ± 2in1/2−2ε, 1 ≤ i ≤ k) for case C
and
y± = (yi ± 2(i− 1)n1/2−2ε, 1 ≤ i ≤ k) for case D.
Define An =
{
supu≤n |Sr([u])−Br(u)| ≤ n1/2−2ε for all r ≤ k
}
, where the Br are coupled by
Lemma 2.1.1. Then, applying (2.1.2) with a = 2ε, we obtain
P(τy > n) ≤ P(τy > n,An) + o
(
n−r
)
= P(τy > n, τ
BM
y+ > n,An) + o
(
n−r
)
≤ P(τBMy+ > n,An) + o
(
n−r
)
≤ P(τBMy+ > n) + o
(
n−r
)
, (2.1.47)
where r = r(δ, ε) = δ/2 − 4ε− 2εδ. In the same manner one can get
P(τBMy− > n) ≤ P(τy > n) + o
(
n−r
)
. (2.1.48)
By Lemma 2.1.2,
P(τBMy± > n) ∼ κh(y±)n−α/2.
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Next, since y ∈Wn,ε,
h(y±) = h(y)(1 +O(n−ε))
Therefore, we conclude that
P(τBMy± > n) = κh(y)n
−α/2(1 +O(n−ε)).
From this relation and bounds (2.1.47) and (2.1.48) we obtain
P(τy > n) = κh(y)n
−α/2(1 +O(n−ε)) + o
(
n−r
)
.
Hence, it remains to show that
n−r = o(h(y)n−α/2) (2.1.49)
for all sufficiently small ε > 0 and all y ∈W ∩Wn,ε. For that note that for y ∈W ∩Wn,ε,
h(y)n−α/2 ≥ k!
∏
i<j
[(j − i)(j + i)]n−εα for case C.
and
h(y)n−α/2 ≥
∏
i<j
[(j − i)(j + i)]n−εα for case D.
Therefore, (2.1.49) will be valid for all ε satisfying
−r = 4ε+ 2δε − δ/2 < −εα.
This proves (2.1.44). To prove (2.1.45) it is sufficient to substitute bound a) of Lemma 2.1.2 in
(2.1.47).
The proof of (2.1.46) is analogous. Define two sets,
D+ = {z ∈W : dist(z,D) ≤ 3kn−2ε}, D− = {z ∈ D : dist(z, ∂D) ≥ 3kn−2ε}.
Clearly D− ⊂ D ⊂ D+. Then, arguing as above, we get
P(τy > n, y + S(n) ∈
√
nD) ≤ P(τy > n, y + S(n) ∈
√
nD,A) + o
(
n−r
)
≤ P(τBMy+ > n, y+ +B(n) ∈
√
nD+, A) + o
(
n−r
)
≤ P(τBMy+ > n, y+ +B(n) ∈
√
nD+) + o
(
n−r
)
. (2.1.50)
Similarly,
P(τy > n, y + S(n) ∈
√
nD) ≥ P(τBMy− > n, y− +B(n) ∈
√
nD−) + o
(
n−r
)
. (2.1.51)
Now we apply part c) of Lemma 2.1.2 and obtain
P(τBMy± > n, y
± +B(n) ∈ √nD±) ∼ Kh(y±)
∫
√
nD±
dze−|z|
2/(2n)h(z)n−
k
2n−α
= Kh(y±)
∫
D±
dze−|z|
2/2h(z)n−
α
2 .
It is sufficient to note now that
h(y±) ∼ h(y) and
∫
D±
dze−|z|
2/2h(z)→
∫
D
dze−|z|
2/2h(z)
as n→∞. From these relations and bounds (2.1.50) and (2.1.51) we get
P(τy > n, y + S(n) ∈
√
nD) = (K + o(1))h(y)
∫
D
dze−|z|
2/2h(z)n−
α
2 + o
(
n−r
)
.
Recalling (2.1.49) we arrive at the conclusion.
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2.1.5 Asymptotics for P(τx > n)
Now we attack Theorem 1.2.3. We first note that by Lemma 2.1.5
P(τx > n) = P(τx > n, νn ≤ n1−ε) + P(τx > n, νn > n1−ε)
= P(τx > n, νn ≤ n1−ε) +O
(
e−Cn
ε)
. (2.1.52)
Using the strong Markov property, we get for the first term the following estimates∫
Wn,ε
P
(
x+ S(νn) ∈ dy, τx > νn, νn ≤ n1−ε
)
P(τy > n) ≤ P(τx > n, νn ≤ n1−ε)
≤
∫
Wn,ε
P
(
x+ S(νn) ∈ dy, τx > νn, νn ≤ n1−ε
)
P(τy > n− n1−ε). (2.1.53)
Using now Lemma 2.1.11, we obtain
P(τx > n; νn ≤ n1−ε)
=
κ + o(1)
nα/2
E
[
h(x+ S(νn)); τx > νn, |S(νn)| ≤ θn
√
n, νn ≤ n1−ε
]
+O
(
1
nα/2
E
[
h(x+ S(νn)); τx > νn, |S(νn)| > θn
√
n, νn ≤ n1−ε
])
=
κ + o(1)
nα/2
E
[
h(x+ S(νn)); τx > νn, νn ≤ n1−ε
]
+O
(
1
nα/2
E
[
h(x+ S(νn)); τx > νn, |S(νn)| > θn
√
n, νn ≤ n1−ε
])
. (2.1.54)
We now show that the first expectation converges to V (x) and that the second expectation is
negligibly small.
Lemma 2.1.12. Under the assumptions (MA), (SA) and (NA)
lim
n→∞E
[
h(x+ S(νn))1l{τx>νn}; νn ≤ n1−ε
]
= V (x).
Proof. Rearranging, we have
E
[
h(x+ S(νn))1l{τx>νn}; νn ≤ n1−ε
]
= E
[
h(x+ S(νn ∧ [n1−ε]))1l{τx>νn∧n1−ε}; νn ≤ n1−ε
]
= E
[
h(x+ S(νn ∧ [n1−ε]))1l{τx>νn∧n1−ε}
]
− E [h(x+ S([n1−ε]))1l{τx>n1−ε}; νn > n1−ε] . (2.1.55)
By Lemma 2.1.6,∣∣E [h(x+ S([n1−ε]))1l{τx>n1−ε}; νn > n1−ε]∣∣ ≤ C(x) exp(−Cnε). (2.1.56)
Further,
E
[
h(x+ S(νn ∧ [n1−ε]))1l{τx>νn∧n1−ε}
]
= E
[
h(x+ S(νn ∧ [n1−ε]))
] − E [h(x+ S(νn ∧ [n1−ε]))1l{τx≤νn∧n1−ε}]
= h(x)− E [h(x+ S(νn ∧ [n1−ε]))1l{τx≤νn∧n1−ε}]
= h(x)− E [h(x+ S(τx))1l{τx≤νn∧n1−ε}] ,
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where we have used the martingale property of h(x+S(n)). Noting that νn ∧n1−ε →∞ almost
surely, we have
h(x+ S(τx))1l{τx≤νn∧n1−ε} → h(x+ S(τx)).
Then, using the integrability of h(x+ S(τx)) and the dominated convergence, we obtain
E
[
h(x+ S(τx))1l{τx≤νn∧n1−ε}
]→ E [h(x+ S(τx))] . (2.1.57)
If we combine (2.1.55)–(2.1.57), then we have finished the proof of the lemma.
Lemma 2.1.13. Under the assumptions (MA), (SA) and (NA),
lim
n→∞E
[
h(x+ S(νn)); τx > νn, |S(νn)| > θn
√
n, νn ≤ n1−ε
]
= 0.
Proof. We first note that
E
[
h(x+ S(νn)); τx > νn, |S(νn)| > θn
√
n, νn ≤ n1−ε
]
≤ E [h(x+ S(νn));Tx > νn, |S(νn)| > θn√n, νn ≤ n1−ε]
≤ E [h(x+ S([n1−ε]));Tx > n1−ε,M([n1−ε]) > θn√n/k] ,
where we used the submartingale property of h(x+S(j))1l{Tx>j}, see Lemma 2.1.3. (Recall that
M(j) = maxi≤j,r≤k |Sr(i)|.) So it is sufficient to show that
E
[
h(x+ S(n));Tx > n,M(n) > n
1/2+2δ
]
→ 0 (2.1.58)
for any positive δ.
Let
An =
{
max
1≤i≤n,1≤j≤k
|ξ(i)j | ≤ n1/2+δ
}
.
Then
E
[
h(x+ S(n));Tx > n,M(n) > n
1/2+2δ, An
]
≤ E
[
|h(x+ S(n))|;M(n) > n1/2+2δ, An
]
.
Since |Sj(n)| ≤ nmaxi≤n |ξ(i)j | ≤ n3/2+δ on the event An, we arrive at the following upper bound
E
[
h(x+ S(n));Tx > n,M(n) > n
1/2+2δ, An
]
≤ C(x)
(
n3/2+δ
)α
P(M(n) > n1/2+2δ, An).
Applying now one of the Fuk-Nagaev inequalities, see Corollary 1.11 in [N79], we have
P(M(n) > n1/2+2δ , An) ≤ exp(−Cnδ).
Hence,
lim
n→∞E
[
h(x+ S(n));Tx > n,M(n) > n
1/2+2δ, An
]
= 0 (2.1.59)
Define
Σl :=
l∑
i=1
k∑
j=1
1l{|ξ(i)j |>n1/2+δ}
, l ≤ n
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and
Σl,n :=
n∑
i=l+1
k∑
j=1
1l{|ξ(i)j |>n1/2+δ}
, l < n.
Consequently,
E
[
h(x+ S(n));Tx > n,M(n) > n
1/2+2δ, An
]
≤ E [h(x+ S(n))Σn;Tx > n]
= E [h(x+ S(n))Σn]− E [h(x+ S(n))Σn;Tx ≤ n] . (2.1.60)
Since the conditioned distribution of S(n) given Σl is exchangeable, we may apply the same
proof of Proposition 1.2.1 to show that
E[h(x+ S(l))|Σl] = h(x), l ≤ n.
Thus,
E[h(x+ S(l))Σl] = h(x)E[Σl] = h(x)klP(|ξ(i)j | > n1/2+δ), l ≤ n. (2.1.61)
Using this equality and conditioning on Fl, we have
E [h(x+ S(n))Σn;Tx = l] = E [h(x+ S(n))Σl;Tx = l] + E [h(x+ S(n))Σl,n;Tx = l]
= E [h(x+ S(l))Σl;Tx = l] + E [E[h(x+ S(n))Σl,n|Fl];Tx = l]
= E [h(x+ S(l))Σl;Tx = l] + E [h(x+ S(l));Tx = l]E[Σl,n],
Proceeding, we get
E [h(x+ S(n))Σn;Tx ≤ n] = E [h(x+ S(T ))ΣT ;Tx ≤ n]
+O
(
nP(|ξ(i)j | > n1/2+δ)E [h(x+ S(T ));Tx ≤ n]
)
= E [h(x+ S(T ))ΣT ;Tx ≤ n] + o(1).
Finally,
|E [h(x+ S(T ))ΣT ;Tx ≤ n] | ≤ E [|h(x+ S(T ))|Σn] = o(1),
by the dominated convergence, since Σn → 0. This implies that
E [h(x+ S(n))Σn;Tx ≤ n] = o(1). (2.1.62)
Combining (2.1.60)–(2.1.62), we see that the left hand side of (2.1.60) converges to zero. Then,
taking into account (2.1.59), we obtain (2.1.58). Thus, the proof is finished.
With this preparation we are able to complete the proof of Theorem 1.2.3. It follows from
the lemmas and (2.1.52) and (2.1.54) that
P(τx > n) =
κV (x)
nα/2
(1 + o(1)).
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2.1.6 Weak convergence results
Finally we prove Theorem 1.2.5 which is divided into three lemmas.
Lemma 2.1.14. For any x ∈W , the distribution P
(
x+S(n)√
n
∈ ·|τx > n
)
weakly converges to the
distribution with density 1Z1 e
−|y|2/2h(y), where Z1 is the norming constant.
Proof. We need to show that
P(x+ S(n) ∈ √nA, τx > n)
P(τx > n)
→ Z−11
∫
A
e−|y|
2/2h(y)dy (2.1.63)
for all continuity sets. First note that, as in (2.1.52) and (2.1.54),
P(x+ S(n) ∈ √nA, τx > n) = P(τx > n, x+ S(n) ∈
√
nA, νn ≤ n1−ε) +O
(
e−Cn
ε)
= P(τx > n, x+ S(n) ∈
√
nA, |S(νn)| ≤ θn
√
n, νn ≤ n1−ε) + o(P(τx > n)).
Furthermore,
P(τx > n, x+ S(n) ∈
√
nA, |S(νn)| ≤ θn
√
n, νn ≤ n1−ε)
=
[n1−ε]∑
i=1
∫
Wn,ε∩{|y|≤θn√n}
P(τx > i, x+ S(i) ∈ dy, νn = i)
× P(τy > n− i, y + S(n− i) ∈
√
nA).
Using the coupling and arguing as in Lemma 2.1.11, one can show that
P(τy > n− i, y + S(n − i) ∈
√
nA) ∼ P(τBMy > n, y +B(n) ∈
√
nA)
uniformly in i ≤ n1−ε and y ∈Wn,ε. Next we apply part c) of Lemma 2.1.2 and obtain that
P(τy > n− i, y + S(n− i) ∈
√
nA) ∼ K
∫
A
dze−|z|
2/2h(y)h(z)n−α/2
uniformly in y ∈Wn,ε, |y| ≤ θn
√
n. As a result we obtain
P(x+ S(n) ∈ √nA, τx > n) ∼
∫
A
dze−|z|
2/2h(z)n−α/2
×KE[h(x+ S(νn)); τx > νn, |S(νn)| ≤ θn
√
n, νn ≤ n1−ε]
∼ K
∫
A
dze−|z|
2/2h(z)n−α/2V (x),
where the latter equivalence holds due to Lemma 2.1.12 and Lemma 2.1.13. Substituting the
latter equivalence in (2.1.63) and using the asymptotics for P(τx > n), we have proved the
lemma.
Lemma 2.1.15. Let Xn(t) = S([nt])√
n
be the family of processes with the probability measure
P̂
(V )
x
√
n
, x ∈ W . Then Xn weakly converges in C(0,∞) to Dyson’s Brownian motion of type Z
with starting point x, i.e. to the process distributed according to the probability measure P̂
(h)
x .
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Proof. The proof employs the coupling from Lemma 2.1.1. To prove the claim we need to show
that the convergence takes place in C[0, l] for every l, but the proof is identical for every l, so
we let l = 1 to simplify notation. Thus it sufficient to show that for every function f : 0 ≤ f ≤ 1
uniformly continuous on C[0, 1],
Ê
(V )
x
√
n
[f(Xn)]→ Ê(h)x [f(B)] as n→∞.
By Lemma 2.1.1 one can define B(n) and S(n) on the same probability space in such a way that
the complement of the event
An = {sup
u≤n
|S([u])−B(u)| ≤ n1/2−a}
is negligible:
P(An) = o(n
−γ)
for some a > 0 and γ > 0. Let Bn(t) = B(nt)/
√
n. By the scaling property of the Brownian
motion Ê
(h)
x [f(B)] = Ê
(h)
x
√
n
[f(Bn)].
Dividing the expectation into two parts,
Ê
(V )
x
√
n
[f(Xn)] = Ê
(V )
x
√
n
[f(Xn);An] + Ê
(V )
x
√
n
[f(Xn);An] ≡ E1 + E2.
Since the function f is uniformly continuous,
|f(Xn)− f(Bn)| ≤ C sup
0≤u≤1
|Xn(u)−Bn(u)| ≤ Cn−a
on the event An. Then,
1
V (x
√
n)
Ex
√
n[(f(X
n)− f(Bn))V (S(n)); τ > n,An]
≤ Cn−aEx
√
n[V (S(n)); τ > n,An]
V (x
√
n)
≤ Cn−aEx
√
n[V (S(n)); τ > n]
V (x
√
n)
= Cn−a
tends to 0 as n→∞. Hence,
E1 =
1
V (x
√
n)
Ex
√
n[f(X
n)V (S(n)); τ > n,An]
= o(1) +
1
V (x
√
n)
Ex
√
n[f(B
n)V (S(n)); τ > n,An].
Furthermore, on the event An the following inequalities hold
Bj(i) −Bj−1(i)− 2n1/2−a ≤ Sj(i)− Sj−1(i) ≤ Bj(i) −Bj−1(i) + 2n1/2−a
for 1 ≤ i ≤ n and 2 ≤ j ≤ k. Let x±n = (xj
√
n ± 2jn1/2−a)j∈{1,...,k} for case C and x±n =
(xj
√
n±2(j−1)n1/2−a)j∈{1,...,k} for case D. Arguing as in Lemma 2.1.11 and using monotonicity
of V , we obtain
1
V (x
√
n)
Ex
√
n[f(B
n)V (S(n)); τ > n,An]
≤ 1
V (x
√
n)
Ex+n
[f(Bn)V (B(n)); τBM > n,An] + o(1)
≤ (1 + o(1))
V (x
√
n)
Ex+n
[f(Bn)h(B(n)); τBM > n,An] + o(1)
= (1 + o(1))
h(x+n )
V (x
√
n)
Ê
(h)
x+n
[f(Bn);An] + o(1) = (1 + o(1))Ê
(h)
x+n
[f(Bn);An] + o(1),
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where we used (d) of Proposition 1.2.2 in the second and the third lines. Replacing x+ with x−,
one can easily obtain the following lower bound
1
V (x
√
n)
Ex
√
n[f(B
n)V (S(n)); τ > n,An] ≥ (1 + o(1))Ê(h)x−n [f(B
n);An] + o(1).
Note also that
Ê
(h)
x±n
[f(Bn);An] = Ê
(h)
x±n
[f(Bn)]− Ê(h)
x±n
[f(Bn);An]
= Ê
(h)
x
√
n
[f(Bn)]− Ê(h)
x±n
[f(Bn);An] + o(1)
Hence,
|E1 − Ê(h)x√n[f(Bn)]| ≤ o(1) + Ê
(h)
x+n
[f(Bn);An] + Ê
(h)
x−n
[f(Bn);An].
Thus, if we show that
Ê
(h)
x±n
[f(Bn);An] = o(1), and E2 = o(1),
we are done. Since the proofs of these statements are almost identical we concentrate on showing
that E2 = o(1). We have, since f ≤ 1,
E2 ≤ 1
V (x
√
n)
Ex
√
n[V (S(n)); τ > n, |S(n)| ≤ n1/2+δ , An]
+
1
V (x
√
n)
Ex
√
n[V (S(n)); τ > n, |S(n)| > n1/2+δ].
Put yn = (2n
1/2+δ , . . . , 2kn1/2+δ) for case C and yn = (0, 2n
1/2+δ , . . . , 2(k − 1)n1/2+δ) for case
D. Then,
1
V (x
√
n)
Ex
√
n[V (S(n)); τ > n; |S(n)| ≤ n1/2+δ, An]
≤ V (xn + yn)
V (x
√
n)
Px
√
n(|S(n)| ≤ n1/2+δ, An)
≤ Ch1(xn + yn)
∆(x
√
n)
Px
√
n(An) ≤ Cnδαn−γ → 0, (2.1.64)
if we pick δ sufficiently small. Next, using the bounds V (x) ≤ V (T )(x) ≤ ch1(x), we obtain
Ex
√
n[V (S(n)); τ > n, |S(n)| > n1/2+δ] ≤ c
k∑
l=1
E[h1(x
√
n+ S(n)); |Sl(n)| > n1/2+δ/k].
Arguing in the same manner as in the second part of Lemma 2.1.4, one can see that
E[h1(x
√
n+ S(n)); |Sl(n)| > n1/2+δ/k]
≤ C(x)
∑
J
n|J |/2E[pJ (S(n)); |Sl(n)| > n1/2+δ/k].
The expectation of the product can be estimated exactly as in Lemma 2.1.4 using the Fuk-
Nagaev inequality. This gives us
1
V (x
√
n)
Ex
√
n[V (S(n)); τ > n, |S(n)| > n1/2+δ] =
o(n
α
2 )
∆(x
√
n)
= o(1)
which finishes the proof.
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Now we consider start from a fixed point x.
Lemma 2.1.16. Let Xn(t) = S([nt])√
n
be the family of processes with the probability measure
P̂
(V )
x , x ∈ W . Then Xn converges weakly to Dyson’s Brownian motion of type Z with starting
point 0.
Proof. As in the proof of the previous lemma, we show the convergence on C[0, 1] only. It is
sufficient to show that for every function f : 0 ≤ f ≤ 1 uniformly continuous on C[0, 1],
Ê
(V )
x [f(X
n)]→ Ê(h)0 [f(B)] as n→∞.
First,
Ê
(V )
x [f(X
n)] = Ê(V )x [f(X
n), νn ≤ n1−ε] + Ê(V )x [f(Xn), νn > n1−ε].
The second term
Ê
(V )
x [f(X
n), νn > n
1−ε] ≤ P̂(V )x (νn > n1−ε) =
E[V (x+ S(n)); τx > νn, νn > n
1−ε]
V (x)
≤ CE[h1(x+ S(n)); τx > νn, νn > n
1−ε]
V (x)
→ 0,
where the latter convergence follows from Lemma 2.1.6. Next,
Ê
(V )
x [f(X
n); νn ≤ n1−ε] = Ê(V )x [f(Xn); νn ≤ n1−ε,M(νn) ≤ θn
√
n]
+ Ê(V )x [f(X
n); νn ≤ n1−ε,M(νn) > θn
√
n].
Then,
Ê
(V )
x [f(X
n); νn ≤ n1−ε,M(νn) > θn
√
n] ≤ P̂(V )x (νn ≤ n1−ε,M(νn) > θn
√
n)
=
Ex[V (S(νn)); νn ≤ n1−ε, τ > νn,M(νn) > θn
√
n]
V (x)
≤ (1 + o(1))Ex[h(S(νn)); νn ≤ n
1−ε, τ > νn,M(νn) > θn
√
n]
V (x)
→ 0,
by (2.1.58). These preliminary estimates give us
Ê
(V )
x [f(X
n)] = Ê(V )x [f(X
n); νn ≤ n1−ε,M(νn) ≤ θn
√
n] + o(1). (2.1.65)
Now define
f(y, i,Xn) = f
(
y√
n
1l{t≤i/n} +Xn(t)1l{t>i/n}
)
.
It is not difficult to see that on the event {x+ S(i) ∈ dy,M(i) ≤ θn
√
n}, the following holds
f(y, i,Xn)− f(Xn) = o(1)
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uniformly in |y| ≤ θn
√
n and i ≤ n1−ε. Consequently,
Ê
(V )
x [f(X
n); νn ≤ n1−ε,M(νn) ≤ θn
√
n]
= Ê(V )x [f(S(νn), νn,X
n); νn ≤ n1−ε,M(νn) ≤ θn
√
n] + o(1)
= o(1) +
∑
i≤n1−ε
∫
Wn,ε
P
(
x+ S(i) ∈ dy, τx > i, νn = i,M(νn) ≤ θn
√
n
) V (y)
V (x)
× Ê(V )y
[
f
(
y√
n
1l{t≤i/n} +Xn(t− i/n)1l{t>i/n}
)]
.
Using again coupling arguments from Lemma 2.1.15, one can easily get
Ê
(V )
y
[
f
(
y√
n
1l{t≤i/n} +Xn(t− i/n)1l{t>i/n}
)]
= Ê(h)y
[
f
(
y√
n
1l{t≤i/n} +Bn(t− i/n)1l{t>i/n}
)]
+ o(1).
Using the same argumentation as in section 4 of [OY02] and lemma 4 of [KT04], one has
Ê
(h)
y
[
f
(
y√
n
1l{t≤i/n} +Bn(t− i/n)1l{t>i/n}
)]
= Ê
(h)
0 [f(B)] + o(1).
As a result,
Ê
(V )
x [f(X
n); νn ≤ n1−ε,M(νn) ≤ θn
√
n]
= Ê
(h)
0 [f(B)]
E[V (x+ S(νn)); τx > νn, νn ≤ n1−ε,M(νn) ≤ θn
√
n]
V (x)
+ o(1)
= Ê
(h)
0 [f(B)]
E[h(x+ S(νn)); τx > νn, νn ≤ n1−ε,M(νn) ≤ θn
√
n]
V (x)
+ o(1).
Applying now Lemma 2.1.12 and relation (2.1.58), we get finally
Ê
(V )
x [f(X
n); νn ≤ n1−ε,M(νn) ≤ θn
√
n]→ Ê(h)0 [f(B)].
Combining this with (2.1.65), the proof of the lemma is complete.
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2.2 An alternate h-transform for WC
In this section we present another function, V˜ C, that is positive and regular on the type-C Weyl
chamber, WC. This function is in general different from the function V C defined in (1.2.2), but
because of its positivity and regularity on WC, it is amenable to an h-transform of the random
walk restricted to WC. This illustrates our remark in the introduction: Not every h-transform
of the random walk on a set W is equal to the conditional version of the walk given that it never
leaves W . The point is that V˜ C does not necessarily govern the upper tails of the exit time from
WC, but V C does; see Theorem 1.2.3.
The idea of the construction of V˜ C is to first condition every component on staying positive
and afterwards conditioning the resulting walk on never violating the order of the components.
In other words, we first condition on never leaving (0,∞)k and afterwards on never leaving WA.
Even though the intersection of these two sets is equal to WC, there is no reason to hope that
the sequentially conditioned random walk be equal to the conditional walk constructed before;
this is a general fact about conditional probabilities.
Let us now describe the construction of V˜ C. For z ∈ (0,∞), denote V (z) = z−Ez[S1(τ+,(1))]
with τ
+,(i)
zi = inf{n ∈ N0 : zi+Si(n) ≤ 0} the exit time from (0,∞). When we apply the method
of proof of Denisov andWachtel to k = 2 under sufficient moment assumptions, we know that V is
positive and regular for the restriction of a one-dimensional symmetric random walk (S1(n))n∈N0
to (0,∞) and that it governs the upper tails of the exit time τ+,(1). By independence, V ⊗k is
positive and regular for the restriction of the walk (S(n))n∈N0 to (0,∞)k and governs the upper
tails of the exit time τ+z = inf{n ∈ N0 : z + S(n) /∈ (0,∞)k}. As a consequence,
P̂
+
x (S(n) ∈ dy) : = limm→∞Px(S(n) ∈ dy | τ
+ > m)
= Px(S(n) ∈ dy; τ+ > n)V
⊗k(y)
V ⊗k(x)
.
(2.2.1)
Under P̂+x , the walk is equal to the conditional version given that it does not leave (0,∞)k. Now
we need the version of the function V A defined in (1.2.1) for P̂+x :
V +,A(x) = hA(x)− Ê+x [hA(S(τA))], x ∈WA.
Lemma 2.2.1. Assume that the step distribution of the walk is symmetric and possesses finite
moments of order k − 1 for k ≥ 4 or of some order r > 2 in cases k = 3 and k = 2. Then the
function
V˜ C = V +,AV ⊗k
is positive in WC and regular for the restriction of the transition kernel to WC.
Proof. The h-transform of P̂+x with V
+,A on WA is equal to the conditional version given that
the walk does not leave WA, i.e.,
lim
m→∞ P̂
+
x (S(n) ∈ dy | τA > m) = P̂+x (S(n) ∈ dy; τA > n)
V +,A(y)
V +,A(x)
. (2.2.2)
Using (2.2.1), we see that
P̂
+
x (S(n) ∈ dy; τA > n) = Px(S(n) ∈ dy; τ+ > n, τA > n)
V ⊗k(y)
V ⊗k(x)
.
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Using this in (2.2.2) and noting that {τ+ > n, τA > n} = {τC > n}, we arrive at
lim
m→∞ P̂
+
x (S(n) ∈ dy | τA > m) = Px(S(n) ∈ dy; τC > n)
V +,A(y)
V +,A(x)
V ⊗k(y)
V ⊗k(x)
= Px(S(n) ∈ dy; τC > n) V˜
C(y)
V˜ C(x)
.
Since the left hand side is a probability measure in y ∈WC, the right hand side is as well. This
shows the regularity of V˜ C in WC. The positivity is obvious.
For the case D this approach does not work since it is not clear how to divide the condition
in WD into two conditions that can separately be handled with the methods presented here.
Chapter 3
Brownian motion in a truncated
Weyl chamber
Now we consider the asymptotic exit-behavior of Brownian motion from truncated Weyl cham-
bers. This chapter is based on [KS10b].
3.1 Eigenfunction Expansions
In this first section, we give the details of the eigenvalue expansions for the Brownian motion
before exiting any of the truncated Weyl chambers W Z ∩ Ik for Z = A,C,D. In particular, we
explicitly identify all the eigenvalues and eigenfunctions of one half times the negative Dirichlet
Laplacian, −12∆, in these three sets.
It is well-known that the non-exiting problem from an open bounded connected domain
U ⊂ Rk is closely linked with the eigenvalues and eigenfunctions of the Dirichlet Laplacian in U .
Let τU = inf{t > 0: x+B(t) /∈ U} be the first exit time of the Brownian motion from the domain
U . Then the events {B[0,t] ⊂ U} and {τU > t} are identical under Px. The transition density
of B before exiting U can be viewed as a symmetric positive definite operator on L2(Rk) (see,
for example, [PS78]) and therefore admits the eigenfunction expansion uniformly in x, y ∈ U for
t > 0,
Px(B(t) ∈ dy; τU > t)/dy =
∑
l∈N
e−tλ
(U)
l f (U)l (x)f
(U)
l (y), (3.1.1)
where (λ(U)l )l∈N is the spectrum of −12∆ with Dirichlet (i.e., zero) boundary condition in U ,
arranged in non-decreasing order, and (f (U)l )l∈N is a complete orthonormal system in L
2(U) of
corresponding eigenfunctions. The principal eigenvalue λ(U) = λ(U)1 is simple and positive, and
the corresponding eigenfunction f (U)1 = f
(U) is chosen strictly positive in U (see for example
[D89]).
The key idea is to combine the expansion in (3.1.1) for one-dimensional motions in I with
a Karlin-McGregor type formula to derive an expansion for the k-dimensional motion in the
truncated Weyl chamber. This very natural method was already suggested by Hobson and
Werner [HW96] who examined non-colliding Brownian motions on the circle. We investigate
it in our setting in a systematic way. It avoids solving the heat equation with zero boundary
condition in the truncated Weyl chamber, which would seem technically nasty.
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We need the one-dimensional eigenfunction expansion. It is well-known that the spectrum
and normalized eigenfunctions of −12∆ on I = (−π2 , π2 ) with Dirichlet boundary condition are
given by
λ(I)l =
l2
2
, f (I)l =
√
2
π
×
{
sin(lx), if l is even,
cos(lx), if l is odd.
(3.1.2)
We could consider an abitrary symmetric interval instead of I, but we focus on (−π2 , π2 ) for
convenience since then the formulas simplify. The eigenvalues and eigenfunctions on the interval
rI with r > 0 are related by
λ(rI)l = r
−2λ(I)l , f
(rI)
l (x) = r
−1/2f (I)l (x/r). (3.1.3)
The Karlin-McGregor-type formula for truncated Weyl chambers can be obtained from the
original formula (see [KM59b]) by a small modification. For completeness, we give the proof.
We abbreviate the density of the distribution of the one-dimensional Brownian motion before
exiting the interval I by
p(I)t (x, y) = Px(B1(t) ∈ dy; τI > t)/dy, x, y ∈ I. (3.1.4)
Lemma 3.1.1 (Karlin-McGregor formula for a truncated Weyl chamber). For any t > 0, and
for any x, y in WA, WC and WD, respectively,
Px(B(t) ∈ dy, τWA∩Ik > t)/dy = det
[
(p(I)t (xi, yj))i,j=1,...,k
]
, (3.1.5)
Px(B(t) ∈ dy, τWC∩Ik > t)/dy = det
[
(p(I)t (xi, yj)− p(I)t (xi,−yj))i,j=1,...,k
]
, (3.1.6)
Px(B(t) ∈ dy, τWD∩Ik > t)/dy =
1
2
det
[
(p(I)t (xi, yj)− p(I)t (xi,−yj))i,j=1,...,k
]
(3.1.7)
+
1
2
det
[
(p(I)t (xi, yj) + p
(I)
t (xi,−yj))i,j=1,...,k
]
.
Proof. We follow [G99, Sections 2 and 4], which gives the proof for Ik replaced by Rk. The same
proof applies to our situation, since I is symmetric around zero and is the same set in any of
the k dimensions.
We prove the general formula
Px(B(t) ∈ dy, τWZ∩Ik > t) =
∑
z∈Z
sign(z)Px(B(t) ∈ dz(y), τIk > t), (3.1.8)
where z(y) = (ǫ(z)1 yσz(1), . . . , ǫ
(z)
k yσz(k)) ∈ Rk. Here ǫ(z)i ∈ {−1, 1} denotes a possible sign change,
σz the permutation of the indices, and sign(z) = sign(σz)
∏
i ǫ
(z)
i . Our assertions (3.1.5)–(3.1.7)
can be deduced from (3.1.8) by substituting the Weyl group Z.
The idea is an application of the strong Markov property at time τWZ and of an element of
the Weyl group to the path (B(τWZ +s))s∈[0,t−τWZ ]. This uses that Brownian motion is a strong
Markov process and that its increments are symmetric with respect to the Weyl groups, i.e., the
distribution of B(t2) given B(t1) is, for 0 ≤ t1 < t2, the same as the distribution of z(B(t2))
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given z(B(t1)). Hence, we can treat the difference of the two sides of (3.1.8) as follows.
Px(B(t) ∈ dy, τWZ∩Ik > t)−
∑
z∈Z
sign(z)Px(B(t) ∈ dyz, τIk > t) =
=
∑
z∈Z
sign(z) (Px(B(t) ∈ dz(y), τWZ∩Ik > t)− Px(B(t) ∈ dz(y), τIk > t))
=
∑
z∈Z
−sign(z)Px(B(t) ∈ dz(y), τIk > t, τWZ ≤ t).
(3.1.9)
Now we argue that the right hand side is equal to zero. Indeed, on {τWZ ≤ t}, we have B(τWZ) ∈
∂W Z. We now construct some (random) σ ∈ Z such that sign(σ) = −1 and σ(B(τWZ)) =
B(τWZ). We distinguish some cases: If Bi(τWZ) = Bi+1(τWZ) for some i, then pick σ as the
transposition of i and i + 1. If Z = C and B1(τWZ) = 0, then we pick σ as the sign change
for the first component. If Z = D and −B1(τWZ) = B2(τWZ), then pick σ as the transposition
of 1 and 2, together with two sign changes in the first two components. Note that the event
{τIk > t} remains unchanged when (B(τWZ + s))s∈[0,t−τWZ ] is replaced by its image under σ,
since σ(Ik) = Ik. Therefore, we have
R.h.s. of (3.1.9) =
∑
z∈Z
−sign(z)Px(B(t) ∈ dσ(z(y)), τIk > t, τWZ ≤ t)
=
∑
z∈Z
sign(σ ◦ z)Px(B(t) ∈ dσ(z(y)), τIk > t, τWZ ≤ t)
=
∑
γ∈Z
sign(γ)Px(B(t) ∈ dγ(y), τIk > t, τWZ ≤ t)
= −R.h.s. of (3.1.9).
Hence, the term is equal to zero, and we are done.
Now we use the eigenfunction expansion (3.1.1) for U = I in (3.1.5)–(3.1.7) to obtain
the analogous expansions in the truncated Weyl chambers. We abbreviate, for a multi-index
l = (l1, . . . , lk) ∈ Nk and x = (x1, . . . , xk) ∈ Ik,
λ(Z)l =
k∑
i=1
λ(I)li and f
(Z)
l (x) = det
[
(f (I)li (xj))i,j=1,...,k
]×

1, if Z = A,
2k/2, if Z = C,
2(k−1)/2, if Z = D.
(3.1.10)
Furthermore, we need the three index sets
NA = N
k, NC = (2N)
k, ND = (2N − 1)k ∪ (2N)k. (3.1.11)
Lemma 3.1.2 (Eigenvalue expansion in truncated Weyl chambers). The transition density of
Brownian motion before exiting the truncated Weyl chamber W Z ∩ Ik with Z = A,C,D admits
the following expansions, for any t > 0, uniformly for x, y ∈W Z ∩ Ik:
Px(B(t) ∈ dy, τWZ∩Ik > t)/dy =
∑
l∈WA∩NZ
e−tλ
(Z)
l f (Z)l (x)f
(Z)
l (y). (3.1.12)
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Proof. Let us first prove the case A; we later explain the differences that occur in the two other
cases, C and D.
We substitute the eigenvalue expansion (3.1.1) for p(I)t defined in (3.1.4) in (3.1.5) to obtain
Px(B(t) ∈ dy,τWA∩Ik > t)/dy = det
[( ∞∑
l=1
e−tλ
(I)
l f (I)l (xi)f
(I)
l (yj)
)
i,j=1,...,k
]
=
∑
l=(l1,...,lk)∈Nk
k∏
j=1
e
−tλ(I)lj det
[(
f (I)lj (xi)f
(I)
lj
(yj)
)
i,j=1,...,k
]
,
(3.1.13)
where we also used the multilinearity of the determinant in columns. Observe that the last
determinant is identically zero if the k indices l1, . . . , lk are not pairwise distinct. Indeed, if
li = lj for some i 6= j, then at least the ith and the jth row of the matrix are multiples of
each other for all x, y ∈ WA ∩ Ik. Hence, the sum on l ∈ Nk may be reduced to the sum on
l ∈ WA ∩ Nk with an additional sum on β ∈ Sk, the set of all permutations of 1, . . . , k, and l
is replaced by lβ = (lβ(1), . . . , lβ(k)). Using also the notation in (3.1.10) for the eigenvalue, this
gives
R.h.s. of (3.1.13) =
∑
l=(l1,...,lk)∈WA∩Nk
e−tλ
(A)
l
∑
β∈Sk
det
[(
f (I)lβ(j)(xi)f
(I)
lβ(j)
(yj)
)
i,j=1,...,k
]
. (3.1.14)
Let us evaluate the sum on β. Using the substitutions j = τ−1 ◦ β−1(i) and τ−1 ◦ β = σ for
β, τ ∈ Sk, we compute∑
β∈Sk
det
[(
f (I)lβ(j)(xi)f
(I)
lβ(j)
(yj)
)
i,j=1,...,k
]
=
∑
β,τ
sign(τ)
k∏
j=1
[
f (I)lβ◦τ(j)(xj)f
(I)
lβ◦τ(j)
(yτ(j))
]
=
∑
β,τ
sign(τ)
k∏
i=1
[
f (I)li (xτ−1◦β−1(i))f
(I)
li
(yβ−1(i))
]
=
∑
β,τ
sign(τ)
k∏
i=1
[
f (I)li (xτ−1◦β(i))f
(I)
li
(yβ(i))
]
=
∑
β,σ
sign(β)sign(σ)
k∏
i=1
[
f (I)li (xσ(i))f
(I)
li
(yβ(i))
]
=
(∑
β
sign(β)
k∏
i=1
f (I)li (yβ(i))
)(∑
σ
sign(σ)
k∏
j=1
f (I)lj (xσ(j))
)
= f (A)l (x)f
(A)
l (y),
where we used the notation in (3.1.10) for the eigenfunction in the last step. Using this in
(3.1.14), we see that the proof of the lemma for Z = A is complete.
Now we explain the differences to cases C and D. In the case C, inserting the eigenvalue
expansion (3.1.1) for U = I in the formula (3.1.6), recalling (3.1.2) and using that the cosine is
3.1. EIGENFUNCTION EXPANSIONS 63
an even function and sine an odd one, we see that all cosine terms disappear and all sine terms
appear twice, more precisely,
Px(B(t) ∈ dy, τWC∩Ik > t)/dy = det
[( ∞∑
l=1
2e−tλ
(I)
2l f (I)2l (xi)f
(I)
2l (yj)
)
i,j=1,...,k
]
.
Hence, only even indices appear, and a factor of 2k can be extracted from the determinant and
is distributed to the two functions f (C)2l (x) and f
(C)
2l (y), see the second line in (3.1.10).
Case D is similar; from (3.1.7) we see that the first determinant is the same as in case C,
and in the second only cosines remain:
Px(B(t) ∈ dy, τWD∩Ik > t)/dy = 12 det
[(∑∞
l=1 2e
−tλ(I)2l f (I)2l (xi)f
(I)
2l (yj)
)
i,j=1,...,k
]
+12 det
[(∑∞
l=1 2e
−tλ(I)2l−1f (I)2l−1(xi)f
(I)
2l−1(yj)
)
i,j=1,...,k
]
.
Now one easily sees how the prefactors 2k/2, 2(k−1)/2 and the index sets NC , ND arise.
Corollary 3.1.3. For Z = A,C,D, the negative Dirichlet Laplacian −12∆ on W Z∩Ik has spec-
trum {λ(Z)l : l ∈WA ∩NZ}, where these eigenvalues are counted with multiplicity. Furthermore,
{f (Z)l : l ∈WA ∩NZ} is a complete orthonormal system of corresponding eigenfunctions.
Proof. The functions f (Z)l with l ∈ WA ∩ NZ are orthonormal on L2(W Z ∩ Ik) and they are
eigenfunctions of −12∆ corresponding to the eigenvalues λ(Z)l , since the f (Z)l are linear combi-
nations of products of one-dimensional eigenfunctions which are orthonormalised on I, and the
Laplacian is a linear operator. For the reader’s convenience, we detail this. We concentrate on
case A since the other cases follow in the same spirit. First the eigenfunction property:
−1
2
∆f (A)l (x) = −
1
2
∆det
[
(f (I)li (xj))i,j=1,...,k
]
= −1
2
∑
σ
sign(σ)∆
k∏
i=1
f (I)li (xσ(i))
=
∑
σ
sign(σ)
(
k∑
i=1
λ(I)li
)
k∏
i=1
f (I)li (xσ(i)) =
(
k∑
i=1
λ(I)li
)
f (A)l (x)
= λ(A)l f
(A)
l (x),
where we also used (3.1.2) and (3.1.10). The boundary condition is obviously satisfied because of
the boundary condition of the onedimensional eigenfunctions and the determinantal structure.
Now orthonormality for two multi-indices l1, l2:∫
WA∩Ik
f (A)
l1
(x)f (A)
l2
(x)dx =
1
k!
∫
Ik
f (A)
l1
(x)f (A)
l2
(x) dx
=
1
k!
∑
α,β
sign(α ◦ β)
∫
Ik
k∏
i=1
f (I)
l1i
(xα(i))f
(I)
l2i
(xβ(i)) dx
=
1
k!
∑
α,β
sign(α ◦ β)
k∏
i=1
〈
f (I)
l1i
, f (I)
l2
α◦β−1(i)
〉
,
where we wrote 〈·, ·〉 for the standard inner product on R. If l1 6= l2, then, for any α, β, there is
at least one i such that l1i 6= l2α◦β−1(i), and hence the corresponding inner product is zero, since
64 CHAPTER 3. BROWNIAN MOTION IN A TRUNCATED WEYL CHAMBER
the f (I)l form an orthonormal basis. If l
1 = l2, then for any α 6= β, there is also at least such an
i, such that the sum reduces to the sum on α = β, which gives that the right-hand side is equal
to one. This shows orthonormality.
These are in fact all eigenfunctions since otherwise there is a function g 6= 0 such that
0 =
∑
l∈WA∩NZ
e−tλ
(Z)
l 〈f (Z)l , g〉
2
=
∫ ∫
g(y)g(x)Px(B(t) ∈ dy, τWZ∩Ik > t) dx.
But this contradicts the existence of an expansion of the transition density in terms of a complete
orthonormal system, recall [PS78].
Note that, for k ≥ 3, some of the eigenvalues λ(Z)l coincide for different l, i.e., their multi-
plicity is larger than one. Examples of such eigenvalues can be constructed using Pythagorean
number triples.
Remark 3.1.4. In particular the principal eigenvalues and eigenfunctions of −12∆ in W Z ∩ Ik
with Dirichlet boundary condition are given by
λ(A) = λ(A)id =
1
2
k∑
i=1
i2, λ(C) = λ(C)2id = 4λ
(A), λ(D) = λ(D)2id−1 =
1
2
k∑
i=1
(2i − 1)2, (3.1.15)
and
f (A) = |f (A)id |, f (C) = 2
k
2 |f (A)2id |, f (D) = 2
k−1
2 |f (A)2id−1|, (3.1.16)
where id = (1, 2, 3, . . . , k).
Hence, f (Z) = f (W
Z∩Ik) in the notation of Section 1. We are able to give explicit expressions
for the principal eigenfunctions in terms of the re´duites. These are, by definition, positive
harmonic functions for −12∆ that vanish on the boundary of the Weyl chambers. They are
unique, up to positive multiples. They are given by
hA(x) = det
[
(xj−1i )i,j=1,...,k
]
, hD(x) = hA(x2), hC(x) = hD(x)
k∏
i=1
xi, (3.1.17)
where we wrote x2 for the vector (x21, . . . , x
2
k). Note that h = h
A is the classical Vandermonde
determinant. The following identification clarifies the relation between the functions appearing
in the asymptotics (1.3.1) and (1.3.3). It also shows that it will be natural to consider the sine
of the endpoints of the motions instead of the motions themselves, see (1.3.6).
Corollary 3.1.5 (Principal eigenfunctions).
f (A)(x) =
2k
2/2
πk/2
hA(sin(x))
k∏
i=1
cos(xi), (3.1.18)
f (C)(x) =
2k(k+1)
πk/2
hC(sin(x))
k∏
i=1
cos(xi), (3.1.19)
f (D)(x) =
2(2k
2−1)/2
πk/2
hD(sin(x))
k∏
i=1
cos(xi). (3.1.20)
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Proof. Let us first consider the case A. Use (3.1.16) and (3.1.10) (recall (3.1.2)) to see that
f (A)(x) =
( 2
π
)k/2∣∣∣det [( cos(ixj)1l{i odd} + sin(ixj)1l{i even})i,j=1,...,k]∣∣∣. (3.1.21)
Now use the well-known sine and cosine expansions for i odd in the cosine and for i even in the
sine:
cos(ix) = cos(x)
(i−1)/2∑
n=0
(−1)ni
(
2
n
)
(sin2(x))n(1− sin2(x))(i−1)/2−n, (3.1.22)
sin(ix) = cos(x) sin(x)
i/2∑
n=1
(−1)n+1i
(
2
n
)
− 1(sin2(x))n−1(1− sin2(x))i/2−n. (3.1.23)
Note that the degrees of the monomials in the expansions all have the same parity. We extract
the factors cos(xj) row-wise from the determinants so that the terms remaining in the i-th row
are polynomials pi in sin(xj), i.e.,
f (A)(x) =
( 2
π
)k/2 k∏
i=1
cos(xi)
∣∣∣det [(pi(sin(xj)))i,j=1,...,k]∣∣∣.
Now observe that pi has degree precisely equal to i − 1 with highest coefficient coming from a
summation of the binomial coefficients over all summands: For i odd,
pi(y) =
(i−1)/2∑
n=0
(−1)ni
(
2
n
)
y2n(1− y2)(i−1)/2−n = yi−12i−1(−1)(i−1)/2 +O(yi−3), (3.1.24)
and for i even:
pi(y) = y
i/2∑
n=1
(−1)n+1
(
i
2n− 1
)
y2n−2(1− y2)i/2−n = yi−12i−1(−1)i/2−1 +O(yi−3). (3.1.25)
Therefore, one can apply elementary row operations in such a way that in each entry of the
determinant only the leading monomial is left. Afterwards, we can extract from the i-th row
the prefactor 2i−1 (forget about the signs since we consider the modulus) and are left with
f (A)(x) =
( 2
π
)k/2
det
[(
sini−1(xj)
)
i,j=1,...,k
] k∏
i=1
[
cos(xi)2
i−1].
Now summarize the terms and recall (3.1.17) to see that (3.1.18) is true.
Now we come to cases C and D. Plugging in the onedimensional eigenfunctions yields
f (C)(x) =
( 2
π
)k/2
2k/2
∣∣∣ det [( sin(2ixj))i,j=1,...,k]∣∣∣
f (D)(x) =
( 2
π
)k/2
2(k−1)/2
∣∣∣ det [( cos((2i− 1)xj))i,j=1,...,k]∣∣∣.
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Using expansions (3.1.22) and (3.1.23) we obtain
f (C)(x) =
2k
πk/2
∣∣∣det [(p2i(sin(xj)))i,j=1,...,k]∣∣∣ k∏
i=1
cos(xi)
f (D)(x) =
2k−1/2
πk/2
∣∣∣ det [(p2i−1(sin(xj)))i,j=1,...,k]∣∣∣ k∏
i=1
cos(xi).
For C and D the degrees of the polynomials in sin(x) increase by two with each row, so that we
get the degrees from 1 to 2k − 1 for C and from 0 to 2k − 2 for D. One can perform exactly
the same row operations since all occuring monomials of the polynomials have the same parity
in their degrees. But now we actually get hA in sine squares together with a product of sines in
case C. Hence we arrive at (3.1.19) and (3.1.20) (recall (3.1.17)).
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3.2 Exit regimes
Now we use our results on the eigenvalue expansions from Section 3.1 to identify the asymptotics
of the non-exit probabilities in growing truncated Weyl chambers. For this we prove a technical
lemma. Note that we abbreviate 〈f (Z), 1l〉 by ∫ f (Z). Abbreviate
γ(t) := − ln (1− e−( t2−7))− ( t2 − 7), t > 14. (3.2.1)
Lemma 3.2.1. Fix Z ∈ {A,C,D}. Then, for any t, r ∈ (0,∞) with t/r2 > 14 and for any
x, y ∈W Z ∩ rIk,
Px(B(t) ∈ dy, τWZ∩rIk > t)/dy
= e−tr
−2λ(Z)r−kf (Z)(x/r)f (Z)(y/r)(1 + ε(Z)
tr−2(x/r, y/r)),
(3.2.2)
and
Px(τWZ∩rIk > t) = e
−tr−2λ(Z)f (Z)(x/r)
∫
f (Z) (1 + ε˜(Z)
tr−2(x/r)), (3.2.3)
where the error terms satisfy
sup
x,y∈WZ∩Ik
|ǫ(Z)t (x, y)| ≤ ekγ(t), sup
x∈WZ∩Ik
|ǫ˜(Z)t (x)| ≤ ekγ(t). (3.2.4)
Proof. We detail the proof for Z = A only and explain the differences to the other two types
later. Use (3.1.12), (3.1.3) and (3.1.15) and isolate the first term in the expansion to get
Px(B(t) ∈ dy, τWA∩rIk > t)/dy
=
∞∑
l=1
e−tr
−2λ(A)l r−kf (A)l (x/r)f
(A)
l (y/r)
= e−tr
−2λ(A)r−kf (A)(x/r)f (A)(y/r)(1 + ε(A)
tr−2(x/r, y/r)),
(3.2.5)
where
ε(A)t (x, y) =
∑
l=(l1,...,lk)∈WA∩Nk\{id}
e−
t
2
∑k
i=1(l
2
i−i2) f
(A)
l (x)f
(A)
l (y)
f (A)(x)f (A)(y)
. (3.2.6)
We first claim that
sup
x∈WA∩Ik
∣∣∣f (A)l (x)
f (A)(x)
∣∣∣ ≤ 2−k(k−1)/2 hA(l˜)
hA(id)
( ∏
i : li>i
[23li/2li]
)( ∏
i : li=i
2li
)
, (3.2.7)
where l˜ ∈ WA ∩ Nk \ {id}, maximizes hA subject to l˜ ≤ l; we understand the inequality
componentwise. Its derivation will now be explained in detail.
As in the proof of Corollary 3.1.5, we see that, for any l ∈ Nk,
f (A)l (x) =
( 2
π
)k/2
det
[(
pli(sin(xj))
)
i,j=1,...,k
] k∏
i=1
cos(xi), (3.2.8)
where the polynomials pi are given in (3.1.24) and (3.1.25). The degree of pli is li − 1, and the
coefficients of all lower monomials with parity of degree different from the one of li− 1 are zero.
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Now we evaluate the determinant. As in the proof of Corollary 3.1.5, we carry out suitable
row operations to cancel in the polynomial of row i every monomial of order < i− 1. But now,
to achieve this, we first need to suitably permute all rows i satisfying li > i. Let us call the
arising vector l′. Hence, there are polynomials
p˜i,l′i(w) =
l′i∑
n=i
wn−1bn,i,l′i , w ∈ R,
with suitable coefficients bn,i,l′i such that∣∣∣ det [(pli(sin(xj)))i,j=1,...,k]∣∣∣ = ∣∣∣det [(p˜i,l′i(sin(xj)))i,j=1,...,k]∣∣∣.
These coefficients satisfy |bn,i,l′i| ≤ 23l
′
i/2 if l′i > i and |bn,i,l′i | ≤ 2l
′
i if l′i = i. This is explained
as follows: if l′i = i, then 2
l′i bounds the sum of the binomial coefficients for each monomial in
(3.1.24) and (3.1.25); if l′i > i, then we need the additional power of l
′
i/2 due to the binomial
coefficients which arise by expansion of the power of (1− y2) in (3.1.24) and (3.1.25).
Using the multilinearity of the determinant, we obtain
det
[(
p˜i,l′i(sin(xj))
)
i,j=1,...,k
]
=
∑
i≤ni≤l′i
i=1,...,k
an(sin(x))
k∏
i=1
bni,i,l′i ,
where a(n1,...,nk)(w) = det[(w
ni−1
j )i,j=1,...,k] for w = (w1, . . . , wk). Now we introduce the Schur
polynomials,
sd(w) =
ad+id(w)
hA(w)
, w ∈ Rk,
where d = (d1, . . . , dk) ∈ Nk0 satisfies d1 ≤ · · · ≤ dk, see e. g. [F97]. To be able to employ these
polynomials, we associate to each n ∈ Nk0 its increasingly ordered version −→n . Then a−→n differs
at most by a signchange from an. Note that if ni = nj for at least two indices i and j, then an
and hence a−→n is identically zero. Using (3.2.8) for f
(A)
l and (3.1.18) for f
(A), we see that
∣∣∣f (A)l (x)
f (A)(x)
∣∣∣ = ∣∣∣∣∣det
[(
pli(sin(xj))
)
i,j=1,...,k
]
2k(k−1)/2hA(sin(x))
∣∣∣∣∣
≤ 2−k(k−1)/2
∑
i≤ni≤l′i
i=1,...,k;ni 6=nj
|s−→n−id(sin(x))|
k∏
i=1
|bni,i,l′i |.
Now we estimate the modulus of the right-hand side. Note that s−→n−id(sin(x)) is a multipolyno-
mial in sin(x1), . . . , sin(xk) with positive coefficients and that all these arguments are in [−1, 1].
Therefore,
|s−→n−id(sin(x))| ≤ s−→n−id(1l) =
|hA(n)|
hA(id)
≤ h
A(l˜)
hA(id)
,
see [F97] or [Jo00, proof of Lemma 2.3]. Hence, we have
sup
x∈WA∩Ik
∣∣∣f (A)l (x)
f (A)(x)
∣∣∣ ≤ 2−k(k−1)/2 hA(l˜)
hA(id)
( ∏
i : li>i
23li/2li
)( ∏
i : li=i
2li
)
.
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This proves (3.2.7) which we can now plug in the error term ǫ(A)t (x, y):
sup
x,y∈WA∩Ik
|ε(A)t (x, y)| ≤
∑
l∈WA∩Nk\{id}
e−
t
2
∑k
i=1(l
2
i−i2)
∣∣∣∣∣f (A)l (x)f (A)l (y)f (A)(x)f (A)(y)
∣∣∣∣∣
≤
∑
l∈WA∩Nk\{id}
2−k(k−1)e−
t
2
∑
i : li>i
(li−i)(li+i)
×
 hA(l˜)
hA(id)
( ∏
i : li>i
23li/2li
)( ∏
i : li=i
2li
)2 .
With help of the elementary estimate
ln
(
hA(l˜)
hA(id)
)
≤
∑
i,j : j<i<l˜i
ln
l˜i − j
i− j =
∑
i,j : j<i<l˜i
ln
(
1 +
l˜i − i
i− j
)
≤
∑
i,j : j<i<l˜i
ln(2(l˜i − i)) ≤
∑
i : l˜i>i
(i− 1)2(li − i) ≤
∑
i : li>i
(li + i)(li − i)
and using that 2−k(k−1)(
∏
i : li=i
2li)2 ≤ 1, we can proceed by
sup
x,y∈WA∩Ik
|ε(A)t (x, y)|
≤
∑
l∈WA∩Nk\{id}
exp
2 ∑
i : li>i
[
(li + i)(li − i) + li 32 ln 2 + ln(li)
]
× exp
− t
2
∑
i : li>i
(li − i)(li + i)

≤
∑
l∈WA∩Nk\{id}
exp
−( t
2
− 7
) ∑
i : li>i
(li − i)(li + i)
 ,
where we also estimated li
3
2 ln 2 + ln(li) ≤ 52(li + i)(li − i). Define c1(t) := t2 − 7 and c2(t) :=
1
1−e−c1(t) . Then under the assumption t > 14, we use in the sum on l that li ≥ i for i = 1, . . . , k−1
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and lk ≥ k + 1 and compare to the geometric series, to obtain:
sup
x,y∈WA∩Ik
|ε(A)t (x, y)| ≤
∑
l∈WA∩Nk\{id}
e−c1(t)(l
2
1−12+···+l2k−k2)
=
∑
l∈WA∩Nk\{id}
(
e−c1(t)
)l21−1 k∏
i=2
e−c1(t)(l
2
i−i2)
≤ 1
1− e−c1(t)
∑
(l2,...,lk)∈WA∩(N+1)k−1\{(2,...,k)}
k∏
i=2
e−c1(t)(l
2
i−i2)
≤ (c2(t))k−1
∞∑
l=k+1
e−c1(t)(l
2−k2) = (c2(t))k−1
∞∑
n=1
e−c1(t)(2nk+n
2)
≤ (c2(t))k−1e−kc1(t)
∞∑
n=1
(
e−c1(t)
)(2n−1)k
≤ (c2(t))ke−kc1(t)
= ekγ(t),
where we recall the definition of γ(t) from (3.2.1). This proves the first bound in (3.2.4) for the
error term in (3.2.2) and therefore finishes the proof of (3.2.2) for the case A.
If we integrate Px(B(t) ∈ dy, τWA∩rIk > t) over y, we obtain
Px(τWA∩rIk > t) =
∞∑
l=1
e−tr
−2λ(A)l f (A)l (x/r)
∫
f (A)l .
Now one can isolate the first summand as in (3.2.5) and carry out exactly the same procedure
as above with the only difference that f (A)l (y) is replaced by
∫
f (A)l . This yields (3.2.3) with an
error term ε˜ satisfying the second bound in (3.2.4). Hence, the proof of the lemma for Z = A is
finished.
For C and D we can use the same procedure with the only differences that some l ∈
WA ∩ Nk \ {id} do not appear in the expansions and we now have to divide by Vandermonde
determinants in sine squares together with a product of sines in case C. But this leads to the
same bound since all components of the occuring l are guaranteed to have the same parity.
Hence the lemma is proved.
With the help of this lemma we can now formulate and prove our first main theorem.
Theorem 3.2.2 (Non-exit from growing truncated Weyl chambers). Fix Z ∈ {A,C,D}. Then,
for any function r : (1,∞)→ (0,∞), as t goes to infinity, for x ∈W Z ∩ r(t)Ik and r ∈ (0,∞),
Px
(
τWZ∩r(t)Ik > t
) ∼

e−tr−2λ(Z)f (Z)(xr )
∫
f (Z), if r(t) ≡ r,
K(Z)0 r(t)
−αZhZ(x)e−tr(t)
−2λ(Z) , if 1≪ r(t)≪ √t,
K(Z)r hZ(x)t−α
Z/2, if r(t) ∼ r√t,
K(Z)∞ hZ(x)t−α
Z/2, if
√
t≪ r(t).
(3.2.9)
The convergence is uniform for x ∈ W Z ∩ r(t)Ik, without further restriction in the first case,
with the restriction |x| ≤ θtr(t) in the two middle cases and with the restriction |x| ≤ θt
√
t in the
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last case, for any 0 < θt → 0 as t → ∞. In the third line, K(Z)r := P0(τrIk > 1|τWZ > 1)K(Z)∞ .
The other parameters are given as follows.
αA =
k
2
(k − 1), αC = k2, αD = k(k − 1), (3.2.10)
and
K(A)0 =
2k
2/2
πk/2
∫
f (A), K(A)∞ =
2k
k∏
i=1
Γ(i/2+1)
πk/2k!
∏
i<j
(j−i)
K(C)0 =
2k(k+1)
πk/2
∫
f (C), K(C)∞ =
23k
2/2
k∏
i=1
Γ(i/2+1)Γ((i+1)/2)
πkk!
∏
i<j
[(2j−1)2−(2i−1)2]
k∏
i=1
(2k+1−2i)
K(D)0 =
2(2k
2−1)/2
πk/2
∫
f (D), K(D)∞ =
2(3k
2−3k+2)/2 k∏
i=1
Γ(i/2+1)Γ(i/2)
πkk!
∏
i<j
[(2j−1)2−(2i−1)2] .
(3.2.11)
Remark. The conditional probability appearing in the definition of K(Z)r is to be interpreted as
P0(τrIk > 1|τWZ > 1) = lim
x→0,x∈WZ
Px(τrIk > 1, τWZ > 1)
Px(τWZ > 1)
, (3.2.12)
see [KT03, Thm. 2.2].
Proof. The assertions about the asymptotics of the non-exit probabilities in the first two regimes
follow from (3.2.3) and (3.2.4) of Lemma 3.2.1 since by the choices of r(t) we have γ( t
r(t)2
)→ −∞
and furthermore f (Z)(x/r(t)) ∼ K(Z)0 r(t)−α
Z
hZ(x)/
∫
f (Z) in the second regime.
Now we come to the proof of the last two regimes, for any Z ∈ {A,C,D}. In the third
regime, where r(t)/
√
t→ r, we use Brownian scaling to see that
Px(τWZ∩r(t)Ik > t) = P x√
t
(
τrIk > 1
∣∣ τWZ > 1)Px(τWZ > t).
The asymptotics Px(τWZ > t) ∼ K(Z)∞ hZ(x)t−α
Z/2 are well-known due to [G99]. This is where
the restriction |x| ≤ θt
√
t, with any 0 < θt → 0 as t → ∞, is needed. In order to see that
the first term on the right-hand side converges towards K(Z)r = P0(τrIk > 1 | τWZ > 1), we use
[KT03] that (Bs)s∈[0,1], conditional given {τWZ > 1}, is a temporarily inhomogeneous diffusion
process for which zero is an entrance boundary. In particular, we have limy→0,y∈WZ Py(τrIk >
1 | τWZ > 1) = P0(τrIk > 1 | τWZ > 1), i.e., the proof in the third regime is done.
In the fourth regime, where r(t)≫ √t, we proceed similarly:
Px(τWZ∩r(t)Ik > t) = P x√
t
(
τr(t)t−1/2Ik > 1
∣∣∣ τWZ > 1)Px(τWZ > t).
While the last term is handled in the same way as in the third regime, the first term is easily
seen to converge to one. Indeed, it is not larger than one, and it is, for any fixed r > 0 and for
any sufficiently large t, not smaller than P x√
t
(τrIk > 1 | τWZ > 1). Now carry out the limit as
t→∞ using the above argument, and afterwards the limit as r ↑ ∞.
Furthermore, there is even a smooth transition between these regimes.
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Proposition 3.2.3 (Soft transition). For Z ∈ {A,C,D},
lim
r→∞K
(Z)
r = K
(Z)
∞ , and K
(Z)
r ∼ K(Z)0 e−r
−2λ(Z)r−α
Z
as r → 0.
Proof. The first statement is obvious. For proving the second, we use (3.2.12) and substitute,
in the denominator, the asymptotics Px(τWZ > 1) = K
(Z)∞ hZ(x)(1 + ox(1)) as x → 0, x ∈ W Z,
which easily follows via Brownian scaling from [G99]. Note that we can interchange the limits
x → 0 and r ↓ 0 because of uniform convergence which follows from Lemma 3.2.1, see (3.2.3),
since limr↓0 γ(r−2) = −∞, see (3.2.1). This gives that
K(Z)r = lim
x→0,x∈WZ
Px(τWZ∩rIk > 1)
Px(τWZ > 1)
K(Z)∞
∼ lim
x→0,x∈WZ
e−r−2λ(Z)f (Z)(x/r)
∫
f (Z)
K(Z)∞ hZ(x)(1 + ox(1))
K(Z)∞
= K(Z)0 e
−r−2λ(Z)r−α
Z
.
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3.3 Large deviation principle for diverging dimension
Finally we consider limits as the dimension k diverges. Therefore, we now write B(k) =
(B1, . . . , Bk) for the k-dimensional Brownian motion.
ByM1([a, b]) we denote the set of probability measures on [a, b], with a, b ∈ R, a < b. Recall
that µ(k)rk,tk denotes the empirical measure of the vector sin(B
(k)(tk)/rk), see (1.3.6). With the
help of Lemma 3.2.1, we can also prove large-deviation principles.
Theorem 3.3.1 (LDP for diverging dimension). Assume that Z ∈ {A,C}. Let (rk)k∈N and
(tk)k∈N be sequences in (0,∞) satisfying tk ≥ 16r2k. Then, as k →∞, the conditional distribution
of µ(k)rk,tk under Px(· |B
(k)
[0,tk ]
⊂W Z∩rkIk) satisfies, uniformly in x ∈W Z∩rkIk, a large deviation
principle on M1([−1, 1]) in the case Z = A and on M1([0, 1]) in the case Z = C with respect
to the weak topology with speed k2 and good rate function
RA(µ) =
1
2
∫ 1
−1
∫ 1
−1
log |x− y|−1 µ(dx)µ(dy)− dA, (3.3.1)
RC(µ) =
1
2
∫ 1
0
∫ 1
0
log |x2 − y2|−1 µ(dx)µ(dy)−
∫ 1
0
log xµ(dx)− dC , (3.3.2)
where dZ ∈ R is such that inf RZ = 0.
It follows from the theory of logarithmic potentials with external fields, see [ST97] for
example, that dZ is finite. We also have dZ = limk→∞ 1k2 log
∫
WZ∩(2I/π)k h
Z(x) dx.
Our proof of Theorem 3.3.1 relies on a related principle for an orthogonal polynomial en-
semble, proved by Eichelsbacher and Stolz [ES08]. However, the case Z = D cannot be treated
by them, due to the appearance of a square in the density of that ensemble, which leads to some
ambiguity in the interpretation of the squareroot.
Proof. We first claim that, as k →∞,
Px
(
sin
(B(k)(tk)
rk
)
∈ dy
∣∣∣ τWZ∩rkIk > tk)/dy ∼ hZ(y)∫
WZ∩(2I/π)k h
Z(w) dw
, (3.3.3)
uniformly in x ∈ W Z ∩ rkIk and y ∈ W Z ∩ (2I/π)k. Indeed, if we apply the transformation
x 7→ sin(x/rk) to B(k)(tk) in (3.2.2) of Lemma 3.2.1, we obtain, as k →∞,
Px
(
sin
(B(k)(tk)
rk
)
∈ dy , τWZ∩rkIk > tk
)
/dy
=
K(Z)0∫
f (Z)
e−tkr
−2
k λ
(Z)
f (Z)(x/rk)h
Z(y)(1 + o(1)),
and
Px
(
τWZ∩rkIk > tk
)
=
K(Z)0∫
f (Z)
e−tkr
−2
k λ
(Z)
f (Z)(x/rk)
∫
WZ∩(2I/π)k
hZ(w) dw(1 + o(1)),
since the errors εtkr−2k
and ε˜tkr−2k
vanish, by our assumption that supk∈N γ(
tk
r2k
) < 0; see (3.2.4).
Now a division yields the claim (3.3.3).
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We now apply [ES08, Thm. 3.1], which contains the large-deviation principle for the empir-
ical measure of a random vector with density given by the right-hand side of (3.3.3) with rate
function given in (3.3.1) resp. (3.3.2). Our case Z = A refers to the choice Σ = [−1, 1], p(k) =
k,wk ≡ 1, γ = 1, β = 1, κ = 1 in [ES08, Thm. 3.1], and in the case Z = C, one picks
Σ = [0, 1], p(k) = k,wk(x) ≡ x, γ = 2, β = 1, κ = 1. By (3.3.3), the empirical measure of a
vector having density given by the left-hand side of (3.3.3), also satisfies that principle. But this
is our assertion.
We use the large-deviation principle to derive a law of large numbers in the spirit of Wigner’s
semi-circle law. Let us introduce the following measures µA and µC .
µA(dx) =
1
π
√
1− x2 dx, x ∈ [−1, 1], (3.3.4)
µC(dx) =
3
2πx
√
x− 1/9
1− x dx, x ∈ [1/9, 1]. (3.3.5)
Then µA is the well-known arcsine law.
Corollary 3.3.2 (Law of large numbers). Let the situation of Theorem 3.3.1 be given. Let Z be
in {A,C}. Then the conditional distribution of µ(k)rk,tk under Px(· |B
(k)
[0,tk ]
⊂W Z∩rkIk) converges,
uniformly in x ∈W Z ∩ rkIk, weakly towards µZ.
Proof. That µA and µC are the unique minimizers of RA and RC , respectively, is well-known
from the theory of logarithmic potentials with external fields, see [ST97, Ch. I, Section 1.1;
Ch. IV, Example 5.3]. Hence we can apply [ES08, Cor. 3.2]: using the upper bound of the large-
deviation principle one obtains the strong law by applying Borel-Cantelli’s lemma, see [E85, B3,
Thm. II].
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