Abstract. Let B be a conformal net. We give the notion of a proper action of a finite hypergroup acting by vacuum preserving unital completely positive (so-called stochastic) maps, which generalizes the proper actions of finite groups. Taking fixed points under such an action gives a finite index subnet B K of B, which generalizes the G-orbifold. Conversely, we show that if A ⊂ B is a finite inclusion of conformal nets, then A is a generalized orbifold A = B K of the conformal net B by a unique finite hypergroup K. There is a Galois correspondence between intermediate nets
Introduction
For (rational) chiral conformal theory, there are two main axiomatizations: conformal nets and vertex operator algebras. In both frameworks there is a notion of finite conformal inclusions, (finite) extensions and subtheories. Both settings have a form of rationality in which the representation categories are modular tensor categories. In this case chiral extensions and their representation theory is well understood through commutative algebra objects (called Q-systems for nets) in the representation category and dyslexic modules (called ambichiral sectors for nets), respectively, see [KO02, HKL15] for VOAs and [LR95, Müg10, BKL15] for conformal nets. A model independent understanding of subtheories exists only in the case of fixed points with respect to a finite group G, so-called G-orbifolds, see [DM97] for VOAs and [Xu00] for conformal nets. Nevertheless, the structure is already very interesting in this setting. It leads to the theory of twisted representation and G-crossed braided tensor categories [Müg05] . The present paper tries to fill the gap by introducing a model independent theory of more general fixed points.
Exotic subfactors and fusion categories lead to new modular tensor categories via the quantum double construction and there is some indication that these (maybe all) are realized by finite index subnets of holomorphic nets (= conformal nets with trivial representation category) [Bis16b] . The first idea is to look into finite index subnets of already constructed conformal nets. E.g. Evans and Gannon give indication that there should be a subtheory of the chiral theory associated with the A 2 × E 6 lattice (which embeds into the holomorphic E 8 theory) which should give the double of the Haagerup subfactor as a representation category. We mention that the study of conformal inclusions/embeddings [SW86] which were studied in the framework of conformal nets in [Xu98b, Xu98a] , gives many examples of finite index subnets. But given a conformal net B a general theory and characterization of finite index subnets A ⊂ B has not been established. Related to this, Evans and Gannon [EG11] asked if one can orbifold a holomorphic net by something more general than a group.
The goal of this paper is to define a generalized notion of an orbifold, which cover all finite conformal inclusions. This should be a generalizing of the fixed point by a finite group, a so-called G-orbifold. Such a G-orbifold is given by automorphisms {α g ∈ Aut(A)} g∈G of vacuum preserving automorphisms of the net.
In our approach groups are generalized to hypergroups and actions by vacuum preserving automorphisms to actions by stochastic maps.
Stochastic maps are unital completely positive maps preserving a state and arise in the study of non-commutative probability spaces. A non-commutative probability space is a pair (M, ϕ) of a von Neumann algebra M and a faithful normal state ϕ. In particular, every local algebra A(I) together with its vacuum state ϕ = (Ω, · Ω) is a non-commutative probability space.
We remark that a subfactor A(I) ⊂ B(I) itself can be seen as a generalization of a group fixed point, but given a net A(I) there is no indication to see when a subfactor N ⊂ A(I) comes from a subnet. Further, we point out that a phenomenon of decategorification occurs. This already occurs in the case when we have a G-orbifold of a holomorphic net. Namely, we get a class [ω] ∈ H 3 (G, T), which is exactly the data which gives a categorification of G as a unitary fusion category. But the action of G itself does not involve [ω] ∈ H 3 (G, T). In general, in the holomorphic case we show that we get a hypergroup acting and that we get a categorification in terms of a unitary fusion category.
We point out that there is a proposal to use defects to study generalized orbifolds, [FFRS10] . But there the point is that if we have a chiral theory A ⊂ B we can get an associated full conformal field theory by knowing the correlators of e.g. the Cardy case full conformal field theory of A. In particular, the knowledge of A is already assumed. Defects can be defined for conformal nets on the line as in [BKLR16] and there is a connection between the action of the stochastic map and the physical behaviour of the defect. Namely, let A ⊂ B and consider all A-topological B-B defects. Then A can be characterized to be the maximal subnet of B, which is invisible for all B-B defects. By identifying the left and right copy of B we get an action on the observables of B as in [BKLR16, Sec 5.4 ]. Our approach to generalized orbifolds presented in this paper are based on this observation. We will present the relationship between generalized orbifolds presented here and phase boundaries in [BKLR16] in a future publication.
The main results. We introduce the following subfamilies of conformal nets:
{holomorphic nets} ⊂ {quantum double nets} ⊂ {completely rational nets} ⊂ {conformal nets} By conformal net A we mean a Möbius covariant local and irreducible net on the circle S 1 . It is completely rational, if it has finite µ-index, is strongly additive, and fulfills the split property. In this case, Rep(A) is a unitary modular tensor category [KLM01] . If it happens to be the trivial category (which is equivalent with the µ-index µ(A) begin equal to 1), then we call A a holomorphic net. If A ⊂ B a finite index inclusion ([B : A] < ∞) and B holomorphic, we call A a quantum double net. This property is equivalent to Rep(A) being braided equivalent to the unitary Drinfel'd center also called quantum double Z(F) [Müg03b] of a unitary fusion category F (see e.g. [Müg10, Bis16b] ). Proposition 1.1 (see Corollary 4.2). Let A ⊂ B be a finite index subnet, then the canonical endomorphism γ ∈ End(B(I)) of the inclusion A(I) ⊂ B(I) has no multiplicities, i.e. Hom(γ, γ) = γ(B(I)) ∩ B(I) is a commutative algebra.
One might wonder if in this case A(I) ⊂ B(I) could be seen as the fixed points by an outer action of a Hopf algebra. This would mean that the inclusion A(I) ⊂ B(I) has depth 2. This is indeed the case if and only if it is a group fixed point. Corollary 1.2. If A(I) ⊂ B(I) is finite index and depth 2, or equivalently fixed point by a Kac algebra, then it is a group fixed point.
Proof. For depth 2 we have [γ] = i n i [β i ] with dβ i = n i [Lon94] , but from Proposition 1.1 follows that γ has no multiplicities and therefore dβ i = 1 and the statement follows from [Izu91, Theorem 4.1] or the fact that the hypergroup K in Proposition 1.10 is indeed a group.
In Section 3 (see Definition 3.1 and 3.7) we define a proper action of a hypergroup K on a conformal net B, which generalizes the action of a finite group G by inner symmetries. A hypergroup is a finite set K = {c 0 , · · · , c n } which is the basis of a * -algebra fulfilling certain axioms (see Definition 2.3). Each element c i has a weight w i = w c i ≥ 1 and K is a finite group if and only if w i = 1 for all c i ∈ K. The weight of a hypergroup K is defined to be D(K) = n i=0 w i , so in particular D(G) = |G| for a finite group G. Let us from know on suppose that B is completely rational (then every finite index subnet A ⊂ B is completely rational by [Lon03] ). In this case we get a complete characterization of how the actions of hypergroups look like.
We have the following categorical result.
Proposition 1.4 (Proposition 5.5). Let Θ be a Lagrangian Q-system in a UMTC C, and D ∼ = Θ C Θ the dual category. Then the dual Q-system Γ ∈ D is the Longo-Rehren Q-system associated with
In the case B is even holomorphic we first get the following Corollary of Propopsition 1.4.
Corollary 1.5. Let A ⊂ B be a finite index subnet, B holomorphic, then the dual Q-system of the inclusion A(I) ⊂ B(I) is a Longo-Rehren Q-system, in other words A(I) ⊂ B(I) is isomorphic to a Longo-Rehren inclusion.
3
There is the following natural open question which is also related to the question if all finite index finite depth subfactors come from conformal nets [Bis16a] . Question 1.6. Let F be a unitary fusion category. Is there a completely rational net A, such that Rep(A) is braided equivalent to the (unitary) Drinfel'd center Z(F)?
The following theorem says that such a net A is always a generalized orbifold of a holomorphic net. The special case of the theorem where K = G is a finite group was announced by Müger [Müg10, 3.6 Corollary] with the missing proofs contained in the categorical work [DMNO13] . Namely, for a holomorphic net B and a finite group G ⊂ Aut(B) (i.e. a proper action of G on B) we have Rep(
then there is a holomorphic net B with A = B G . Our analogous but much more general result using generalized orbifolds is: Theorem 1.7 (holomorphic case, see Theorem 5.16). Let B be a holomorphic conformal net with a proper action of a hypergroup K. Then there is a unitary fusion category F, such that K = K F (i.e. K is hypergroup of the fusion ring of F) and Rep(B K ) is braided equivalent Z(F).
Conversely, if A is a completely rational net with Rep(A) braided equivalent to the Drinfel'd center Z(F) for a unitary fusion category F, then there is a holomorphic net B and an action of the hypergroup K F associated with F, such that B K F = A.
We note that in this case B K is a quantum double net and F is a categorification of K. An interesting problem seems to be the following: Given a holomorphic net B, find all finite index subnets A. Then each subnet A ⊂ B gives rise to a fusion category F A .
We now want to discuss the case, where B is only assumed to be completely rational. Here one might ask: What are the possible representation categories of finite index subnets of a given net completely rational net B with known representation category? Question 1.8. Let B be a completely rational net and C a unitary modular tensor category. Is there a finite index subnet A ⊂ B with Rep(A) braided equivalent to C?
In this case it is necessary that C and Rep(B) belong to the same Witt class [DMNO13] . There is a more refined necessary-but not sufficient (see below)-condition for the existence of such a net A: Proposition 1.9 (see Propopsition 5.11). Let B be a completely rational conformal net with D := Rep(B). A necessary condition for the existence of a finite index subnet A ⊂ B with Rep(A) braided equivalent to C is:
There is a fusion category F and an injective (full) central functor D rev → F, such that C is braided equivalent to the Müger centralizer
We note that this condition is not sufficient and stress the fact that the existence of subnets is not a purely categorical problem in the sense that it not only depends on Rep(B), but depends on the explicit net B.
For example, take the moonshine net A and F ∼ = Vect G for some finite group G which does not embed into the monster group. Then there (trivially) exists such a braided central functor as above, but no action of G on A since Aut(A ) is the monster group. A second family of examples are the Virasoro nets for c < 1 [KL04] which are rational. The Virasoro net is minimal [Car98] , so it has no proper subnets at all. But one can easily see that there is a Z 2 -simple current extension
rev constructed in [Bis16b] . But B k has many non-trivial subnets. We now state the general characterization result for proper finite hypergroup actions on a completely rational net B. Theorem 1.10 (see Therorem 5.16). Let B be a completely rational conformal net with a proper action of a hypergroup K. Then there exists a unitary fusion category F, such that K is equivalent to K F // K B , where K B is the hypgergroup associated with Rep(B).
Furthermore, there is a central inclusion G := Rep(B) rev ⊂ F and Rep(B K ) is braided equivalent to C Z(F ) (G), the Müger centralizer of G in Z(F) (also denoted by G ∩ Z(F)).
While writing this manuscript, the author observed that a similar action of the double coset algebra was given in [Xu14, Section 2.11 and Theorem 3.8]. But there the focus was on intermediate nets in the case where a subnet is already known. A similar action on charged intertwiners arose in [BKLR16, BKLR15] which was motivation for the present work. An action by stochastic maps on conformal nets seem to not have appeared in the literature before.
We get the following formulae for the index of an inclusion and the µ-index:
We remember that the µ-index µ(B) of a completely rational conformal net B coincides with the global dimension Dim(Rep(B)) of its representation category. An interesting problem seems to be: Let B be a diffeomorphism covariant completely rational net with central charge c > 1, find all finite index subnets, or more general, find the lattice of all irreducible subnets A ⊂ B, or find all finite index subnets.
The structure of this article. In Section 2, we give some preliminaries on unitary fusion categories, hypergroups and conformal nets. In Section 3, we define generalized orbifolds in terms of actions of finite hypergroups and show that their fixed points give finite index subnets. In Section 4, we construct a hypergroup action from an arbitrary finite index inclusion of nets. We show that the action is unique and that if we start with a generalized orbifold of Section 3, this reconstructs the original hypergroup and action. Intermediate nets correspond to subhypergroups and we get an action of the hypergroup of double cosets on the intermediate net. In Section 5, we give characterization results on commutative Q-systems in unitary modular tensor categories. This gives categorical restrictions on possible inclusions of completely rational conformal nets and a complete characterization of actions of hypergroups on completely rational conformal nets and their generalized orbifolds. In Section 6, we give some outlook on possible generalization to infinite inclusions of conformal nets.
In Appendix A we collect some results on completely positive and stochastic maps. In Appendix B, we state some results for tensor categories which are more general than the one for unitary fusion categories in the one in Section 5. Some of the results are implicitly in the literature or can derived from them.
tρ(m) = σ(m)t}. For r ∈ Hom(ρ,ρ) and s ∈ Hom(σ,σ) the tensor product of morphisms is given by r ⊗ s := rρ(s) ≡ρ(s)r. We denote ρ, σ = dim Hom(ρ, σ). For each ρ ∈ End 0 (M ) there is a conjugate ρ and a standard solution [LR97] of the conjugate equation. This gives an (essentially unique) spherical structure [LR97] . An object is called irreducible, if Hom(ρ, ρ) = C · 1, which is exactly the case if ρ(M ) ⊂ M is irreducible, i.e. ρ(M ) ∩ M = C · 1. By a sector [ρ] we denote the unitary equivalence class {Ad u • ρ : u unitary in M } of an endomorphism ρ. There is a direct sum which well-defined on sectors, namely [ρ] ⊕ [σ] is given by the sector of r 1 ρ( · )r * 1 + r 2 σ( · )r * 2 where r * i r j = δ ij 1 and r 1 r * 1 + r 2 r * 2 = 1 is a representation of the generators of the Cuntz algebra O 2 in M . We refer to [BKLR15] for more details.
Let F be a rigid C * -tensor category. Let ρ ∈ F be irreducible and σ ∈ F arbitrary. Then Hom(ρ, σ) is a Hilbert space with scalar product:
where Φ ρ is the standard left inverse (see [LR97] ) of ρ. Note that the first definition generalizes if ρ is not irreducible, and the second if F is not rigid. A unitary fusion category F is a semisimple rigid C * -tensor category with finitely many isomorphism classes of irreducible objects. It can always be realized (in an essentially unique way) as a full and replete subcategory of End(M ), which is closed under direct sums and subobjects, where M is the hyperfinite type III 1 factor [Pop95, HY00] (see also [Izu15] ).
This way F ⊂ End 0 (M ) is completely specified by a choice of finitely many irreducible sectors Irr(F), such that
for some non-negative integer coefficients
The coefficients {N τ ρ,σ } are called the fusion coefficients. They are the structure constants of the associated fusion ring Z Irr(F), see below.
The dimension function [ρ] → dρ coincides with the unique positive character d : Irr(F) → R ≥1 on the fusion ring, see Lemma 2.12. The complex vector space C Irr(F) has a normalized trace
and is a finite dimensional C * -algebra and therefore isomorphic to a multi-matrix
Let C be a unitary braided fusion category, i.e. there is a natural family of unitaries {ε(ρ, σ) ∈ Hom(ρ, σ)} fulfilling the usual definition of a braiding.
The Müger centralizer C C (F) = F ∩ C of a full subcategory F of a unitary braied fusion category C is defined to be the full subcategory
We call C a unitary modular tensor category (UMTC) if the Müger center C ∩ C is trivial, i.e. C C (C) ∼ = Vect. Further, if D is UMTC which is a full subcategory of a UMTC C, then C is braided equivalent to
2.2. Subfactors in Unitary Fusion Categories. We give a short background to subfactors related to a given unitary fusion category. We refer to [BKL15, BKLR15] . Let us assume that N F N ⊂ End(N ) is a unitary fusion category. We can consider a subfactor ι(N ) ⊂ M , with finite index. Then there is a dual homorphismῑ : M → N . We from now on ask that an overfactor 2.3. The Drinfel'd center. The (unitary) Drinfel'd center or quantum double Z( N F N ) is the category with objects (σ, ε σ ), where σ ∈ N F N and a (unitary) half-braiding ε σ = {ε σ (ρ)} ρ∈ N F N , i.e. a family of unitaries ε σ (ρ) ∈ Hom(σρ, ρσ), such that for every t ∈ Hom(ρ, τ )
We introduce the following intuitive graphical notation for half-braidings:
The hooks at the end of the braiding symbolizes that the naturality in σ does a priori not hold. Using this notations, the conditions on a half-brading reads as: 
and the tensor product by
The tensor product of morphisms is the usual one. Namely, it is easy to check that if s ∈ Hom((σ, ε σ ), (σ , ε σ )) and t ∈ Hom((τ, ε τ ), (τ , ε τ )) then
Note that this is again a strict tensor category and it is braided, with the braiding given as:
where S = (σ, ε σ ) and T = (τ, ε τ ).
2.4. Longo-Rehren Subfactors and Drinfel'd center. Let F be a unitary fusion category (UFC). We may assume that F = N F N ⊂ End(N ) for N a hyperfinite type III 1 factor. For example, F might be the even part F = ῑι of a finite index, finite depth subfactor ι(N ) ⊂ M .
Starting from this data we can build the Longo-Rehren inclusion [LR95] as follows. Let B = N ⊗ N op and let j : N → N op be an anti-linear isomorphism. For β ∈ End 0 (N ) we define β op = j • β • j −1 ∈ End 0 (N op ). We denote by B G B the unitary fusion category ρ ⊗ σ op : ρ, σ ∈ F ⊂ End 0 (B), see [LR95, Izu00] . This means, we have
where {v i } are generators of O n+1 and B(ρ i , ρ j ρ k ) is an orthonormal basis of Hom(ρ i , ρ j ρ k ). We get a subfactor A = E(B) ⊂ B, where E( · ) = z * γ( · )z is the conditional expectation associated with Γ. We denote by ι : A → B the canonical inclusion, then there is a dualῑ : B → A, such that γ = ιῑ, nameῑ coincides with γ seen as a map B → A. Let A G A be the unitary fusion category ῑ(ρ ⊗ σ op )ι : ρ, σ ∈ F ⊂ End 0 (A). By [Izu00, Müg03b] we get an equivalence of unitary fusion categories η : Z(F) → A G A , in particular A G A has a non-degenerate braiding and therefore possesses the structure of a UMTC. The dual Q-system Θ = (θ =ῑι, w,
it is a Lagrangian Q-system, which is defined as follows.
Definition 2.1. We call an irreducible commutative Q-system Θ = (θ, x, w) in a UMTC C Lagrangian if (dim θ) 2 = Dim C.
Proposition 2.2. Let A G A ∼ = Z(G) be the unitary modular tensor category from above. Then the category generated by α + -induction B G + B = α + ρ : ρ ∈ A G A coincides with β ⊗ id : β ∈ F ∼ = F. 2.5. Hypergroups and Fusion Rings. We introduce the notion of a hypergroup. The reason is that we need a generalization of a fusion ring, where the coefficients are not necessarily integral. A fusion ring gives "up to a different normalization" a hypergroup. The converse is in general not true. The normalization of the hypergroup has a more probabilistic nature, while the fusion ring has more of a categorical or representation theoretical nature. Definition 2.3. A (finite) hypergroup is a set K = {c 0 , . . . , c n } with an evolution c i → cī and a structure of an associative unital * -algebra structure on CK:
k C k ij = 1 for all i, j, and
ji turns out to be automatic [SW03] . We note that CK := span C (K) is a C * -algebra with normalized trace defined by tr(c k ) = δ k,0 . Definition 2.4. A Haar element is an element e ∈ Conv(K), such that e * = e = e 2 and c k e = ec k = e for all c k ∈ K.
We define the weight of an element c i ∈ K to be w i = (C 0 iī ) −1 and the weight D(K) of the hypergroup K to be D(K) = k w k . Then it follows that w i = wī.
Lemma 2.5. We have
Proof. The first equation follows from comparing the c 0 coefficients of (c i c j )ck = w
The other equations are derived analogously.
Proposition 2.6. The convex sum
Proof. Self-adjointness e * K = e K follows immediately. Further, we have:
Example 2.7. Let G be a finite group, then it is a hypergroup withḡ = g −1 . In this case the Haar element is e G = 1 |G| g∈G g and corresponds to the average with respect to the Haar measure. Definition 2.8. A fusion ring (basis) is a set
and a structure of an associative unital * -algebra structure on CF : Lemma 2.9. Let F be a fusion ring, then we have Frobenius reciprocity, i.e.
Proof. As in Lemma 2.5, or by noting that we get a hypergroup (see below).
Definition 2.10. If F is a unitary fusion category, then F = Irr(F) is a fusion ring with product
. In this case we say F is a categorification of F . If a fusion ring F has a categorification, we say it is categorifiable.
Usually, unitarity is not assumed, but in this paper we deal with operator algebras which naturally give unitary fusion categories. It is widely open problem which fusion rings are categorifiable. The following is a classical result.
Example 2.11. If G is a finite group, then the categorifications are in one-to-one correspondence with elements in H 3 (G, U(1)) (see e.g. [FRS04] ). We note that in operator algebraic terms, the categorifcation is given by
The following is an application of Perron-Frobenius theory. 
A hypergroup K comes from a fusion ring if and only if:
We define the analogous as for the hypergroup:
Here D(F ) is called the global dimension of F which coincides with the weight D(K F ) of the associated hypergroup K F . It follows that e F is the Haar element of the hypergroup. If F is a fusion category we denote the associated hypergroup by K F .
2.6. Subhypergroups and Quotients.
For x, y ∈ Conv(K), we write x ≺ y if there is a 0 < λ ≤ 1 and a z ∈ Conv(K), such that y = λx + (1 − λ)z. We write supp(x) = {c k ∈ K : c k ≺ x}.
Definition 2.15. Let L, M be subhypergroups of K. We define the "set of (L, M )-double cosets" to be L\K/M = {e L c k e M : c k ∈ K}, where e L,M is the Haar element associated with the corresponding subhypergroup. We write K//L = L\K/L.
The following is well-known see e.g. [BH95] for the case of compact hypergroups.
A map φ : K → L is a morphism if it extends to a * -homomorphism CK → CL. We define ker(φ) = {c k ∈ K : φ(c k ) = c 0 } and Im(φ) = φ(K), which are subhypergroups of K and L, respectively. With this notion we have a short exact sequence
is a group, which we call the universal grading group of K (cf. [EGNO15, Corollary 3.6.6]) and that K g = {c k ∈ K : e K ad c k e K ad = g} is a faithful grading with K e = K ad . This grading is universal in the following sense: If K = g∈GK g , is another faithful grading then there is a surjective group homomorphism a :
The proofs are the same as for based rings, see e.g. [EGNO15, Section 3.6]. Note, if K is actually a group, then G ad = {c 0 } and G K = K. Further, K has a non-trivial faithful gradings if and only if K ad = K.
2.7. Conformal Nets. We denote by Möb the group of Möbius transformations of the circle S 1 , which can be identified with PSU(1, 1). By a conformal net A we mean a local Möbius covariant net on the circle, i.e. a map I I → A(I) ⊂ B(H) from the set I of proper intervals I ⊂ S 1 ⊂ C on the circle to von Neumann algebras on a fixed separable Hilbert space H = H A , such that the following properties hold:
There is a strongly continuous unitary representation U of Möb on H, such that U (g)A(I)U (g) * = A(gI). D. Positivity of energy. U is a positive energy representation, i.e. the generator L 0 (conformal Hamiltonian) of the rotation subgroup U (z → e iθ z) = e iθL 0 has positive spectrum. E. Vacuum. There is a (up to phase) unique rotation invariant unit vector Ω ∈ H, which is cyclic for the von Neumann algebra A := I∈I A(I). By the Reeh-Schlieder property [FJ96] the vector Ω is cyclic and separating for every A(I). The Bisognano-Wichmann property holds [GF93, BGL93] . It states that for every I ∈ I, there is a one-parameter subgroup {δ I (t)} t∈R ⊂ Möb which fixes the endpoints of I, such that
are the Tomita-Takesaki modular objects associated with (A(I), Ω). Here U (r I ) is an anti-unitary representing the reflection along the interval I which extends U to an (anti-) unitary representation of Möb Z 2 . This implies Haag-duality, i.e. A(I) = A(I ) for all I ∈ I, where I = S 1 \ I. The uniqueness of the vacuum implies that A(I) is either C or a type III 1 factor in Connes classification [Con73] . A local Möbius covariant net on A on S 1 is called completely rational if it F. fulfills the split property, i.e. for I 0 , I ∈ I with I 0 ⊂ I the inclusion A(I 0 ) ⊂ A(I) is a split inclusion, namely there exists an intermediate type I factor M , such that A(I 0 ) ⊂ M ⊂ A(I). G. is strongly additive, i.e. for I 1 , I 2 ∈ I two adjacent intervals obtained by removing a single point from an interval I ∈ I the equality A(I 1 ) ∨ A(I 2 ) = A(I) holds. H. for I 1 , I 3 ∈ I two intervals with disjoint closure and I 2 , I 4 ∈ I the two components of (
(which does not depend on the intervals I i ) is finite. The split property implies that each A(I) is isomorphic to the unique (by [Haa87] ) hyperfinite type III 1 factor.
A representation π of A is a family of representations π = {π I : A(I) → B(H π )} I∈I on a separable Hilbert space H π . The family is asked to be compatible, i.e. π J A(I) = π I for I ⊂ J. Every representation π turns out (for any choice of an interval I 0 ∈ I) to be equivalent to a representation ρ on H which is "localized in I 0 ", i.e. ρ J = id A(J) for J ∩ I 0 = ∅. Then Haag duality implies that ρ I is an endomorphism of A(I) for every I ∈ I with
2 . Thus we can realize the category of in I localized representations of A with finite statistical dimension inside the C * -tensor category of endomorphisms End 0 (A) of a type III factor A = A(I) and the embedding turns out to be full and replete. We denote this category by Rep I (A). In particular, this gives the representations of A the structure of a tensor category [DHR71] . It has a natural braiding, which is completely fixed by asking that if ρ is localized in I 1 and σ in I 2 where I 1 is left of I 2 inside I then ε(ρ, σ) = 1 [FRS89] . Let A be a completely rational conformal net, then by [KLM01] every representation is reducible and every irreducible representation has finite statistical dimension. Again by [KLM01] Rep I (A) is a UMTC and the µ-index µ A coincides with the global dimension Dim(Rep I (A)). We note that if A is strongly additive than every representation with finite statistical dimension is covariant [GL92] .
Given a net B and an assignment I I → A(I) ⊂ B(I) for all I ⊂ I, which satisfies isotony and such that U (g)A(I)U (g) * = A(gI) for all I ∈ I and g ∈ Möb is called a subnet A of B. Let e be the projection onto A(I)Ω which by the Reeh-Schlieder property is independent of I, then eA(I) is a conformal net on eH, which by abuse of notation we also denote by A. We write A ⊂ B. More general, given two independent conformal nets A and B we write A ⊂ B or B ⊃ A if there is a representation π = {π I : A(I) → B(I) ⊂ B(H B )} of A on H B and an isometry V :
Then pV is a unitary equivalence of the nets A on H A and A 0 defined by A 0 (I) = π I (A(I))p on H A 0 . Here A 0 is a subnet of B in the sense above.
Hypergroup Actions on Conformal Nets
We define actions of a hypergroup on a von Neumann algebras. Having the applications of actions on a conformal net in mind, we just concentrate on a very special case.
3.1. Hypergroup actions on non-commutative probability spaces. Given (M, Ω) a von Neumann algebra M ⊂ B(H) with a cyclic and separating vector Ω ∈ H let us denote by Stoch Ω (M ) the set of all Ω-preserving stochastic maps M → M , i.e. normal unital completely positive maps φ : M → M , such that (Ω, φ( · )Ω) = (Ω, · Ω), see Appendix A. We say a map φ ∈ Stoch Ω (M ) is extremal or pure if it cannot be written as a non-trivial convex combination of stochastic maps, i.e. φ = λφ 1 + (1 − λ)φ 2 with φ 1 , φ 2 ∈ Stoch Ω (M ) and λ ∈ (0, 1) implies φ 1 = φ 2 = φ.
Definition 3.1. Let K be a hypergroup with structure constants
Then the following are equivalent.
(1) The action φ is faithful and (2) φ k = φ 0 implies k = 0.
Proof. If φ k = φ 0 for some k = 0, then the action is not faithful. Conversely, let us assume that the action is not faithful. i.e. there is a convex combination
and because φk is pure it follows that φk = φ 0 . We can extend φ to an affine map φ :
From the Haar element e K ∈ Conv(K) we get a Ω-preserving stochastic map which is an idempotent
which are contractions by the Kadison-Schwarz inequality (5). This gives a representation of K which can linearly be extended to a * -representation V : CK → B(H), namely
The following subsets of M are equal:
(
Since Ω is separating M m → me is injective and exe = E(x)e which implies that: m ∈ M commutes with e if and only if
For all m ∈ M we have φ k (nm) = φ k (n)φ k (m) = nφ k (m) using Theorem A.1 and therefore
Since Ω is cyclic for M this gives V k n = nV k and since k was arbitrary we have n ∈ V (CK) .
We denote the set of Proposition 3.3 by M K if it is clear which action K → Stoch Ω (M ) is meant and call M K the K-fixed point algebra. In particular, it follows that e = V (e K ) is the Jones projection implementing the conditional expectation E, i.e. E( · )e = eE( · )e. In a similar fashion, V k is "implementing" φ k :
Proposition 3.4. We have φ k (n 1 mn 2 ) = n 1 φ k (m)n 2 for all n 1 , n 2 ∈ M K and m ∈ M and φ k (m)e = V k me for all m ∈ M .
Proof. Using Theorem A.1 as before we get the first statement. For all m 1 , m 2 ∈ M we have:
and the statement follows because Ω is cyclic for M .
Remark 3.5. We can recover φ k from V k as follows. Since {m Ω : m ∈ M } is dense in H, we have that φ k (m) with m ∈ M is the closure of the linear map
In our application, we have that the centralizer M ϕ = C · 1 for the state ϕ = (Ω, · Ω) is trivial. This implies that M K is a factor by the following simple lemma.
Lemma 3.6. Let M be a von Neumann algebra, ϕ a state on M and
We note that we get that the index is finite with [M : N ] ≤ D. Namely, we have the PimsnerPopa bound:
If we have that N is purely infinite factor, then [M : N ] = D. Namely, in this case we know that the minimal index
, which is a contradiction, since the {φ 0 , . . . , φ k } are affine independent.
3.2. Hypergroup Action on Nets.
Definition 3.7. Let K be a hypergroup. A proper hypergroup action of K on a conformal net B is a family {φ I : K → Stoch Ω (B(I))} I∈I of faithful Ω-preserving normal hypergroup actions, which is compatible, i.e. φ J k B(I) = φ I k for all k ∈ K and all I, J ∈ I with I ⊂ J. We observe that a proper hypergroup action is by definition vacuum preserving, i.e. ϕ • φ I k = ϕ for all k ∈ K and all I ∈ I. Here ϕ( · ) = (Ω, · Ω) is the vacuum state.
Let K be a proper hypergroup action on B. As before, we define V k ∈ B(H) by
and note that this is independent of I ∈ I. This gives a representation of K which extends to a * -representation of CK on H. Further we get conditional expectations E I = φ I (e K ). The conditional expectations are implemented by the Jones projection e = V (e K ). We get that the local algebras have trivial centralizers B(I) ϕ = C·1 for every I ∈ I by using covariance and positivity of energy and [Lon79, Proof of Theorem 3]. Therefore by Lemma 3.6 it follows that the subalgebra B(I) K ⊂ B(I) is a subfactor. It turns out that {B(I) K ⊂ B(I)} I∈I is indeed a conformal subnet.
Theorem 3.8. Let B be a conformal net and let K be a hypergroup acting properly on B.
(1) Then I → B(I) K is a subnet of B. In particular, B K defined by B K (I) := eB(I) K is a conformal net on eH. Then Γ = (γ = ιῑ, v, ι(w)) is a Q-system and the conditional expectation E : B → ι(A) ⊂ B is given by the Q-system by E( · ) = ι(w) * γ( · )ι(w) [Lon94] .
From now on we will assume that γ has no multicities. By the following proposition, this is true if the dual canonical Q-system Θ = (θ = ιῑ, w, x = ι(v)) is commutative.
Proposition 4.1. If A ⊂ B is an irreducible finite index subfactor with Q-system Θ = (θ, w, x) and the rigid C * -tensor category θ generated by θ has a braiding ε( · , · ), such that Θ is commutative, i.e. ε(θ, θ)x = x. Then Hom(γ, γ) is commutative, i.e. γ has no multiplicities.
Proof. The algebra Q = Hom(γ, γ) = γ(A) ∩A is commutative if and only if γ has no multiplicities. But we can use the commutativity of the Q-system Θ which implies that the convolution product onQ = Hom(θ, θ) is commutative. Informally, using the Fourier transformation F : Q →Q we have
In the endomorphism notation using the Q-system property and the naturality of the braiding this looks like:
We invite the reader to draw the diagram. Lemma 4.3. Let (γ = ιῑ, v, ι(w)) be an irreducible Q-system. The maps
are anti-isomorphism of the respective Hilbert spaces.
dγ · 1 using sphericality and the trace property.
Let us define normal completely positive maps φ i by
With this normalization, the maps φ i : B → B are also a unital maps. Namely, they are of the form φ i = x * i β i ( · )x i with x i isometries by Lemma 4.3. It also follows directly that φ i • ι = ι. Namely,
for all a ∈ A using Lemma 4.3. We have
where in the last step we used that Hom(γ, γ) ∼ = C #K with basis v i v * i and k v k v * k = 1. The coefficients C k ij are given by:
, with the norm a 2
Proposition 4.4. Let A ⊂ B be an irreducible finite index subfactor, such that the canonical endomorphism γ has no multiplicities.
Then the coefficients C k ij with φ i • φ j = k C k ij φ k as above together with the involution
There is a Haar element e K ∈ CK defined by
Proof. Since φ 0 = id B and the composition is associative it follows that CK is a unital associative algebra. Property (1) is clear from the definition and (2) follows from the unital property by applying both sides to 1. To see (3) we note that i =j we have that Hom(β 0 , β i β j ) = {0} and it follows from the standardness of (v, w) that C 0 iī = 1/d i . Finally, we have to check the * -property. We may
we get that vī coincides with v • i up to a phase. Then it is straight forward to show
thus the desired property.
18
The map c i → φ i defines (by linear extension) the map φ : CK → Maps(B), which restricts to a map φ : Conv(K) → UCP(B). Then the conditional expectation is by definition given by
Let us assume we have a unit vector Ω, which is cyclic and separating for B, such that (Ω, E(b)Ω) = (Ω, bΩ), i.e. the conditional expectation E preserves the vector state ϕ = (Ω, · Ω).
Lemma 4.5. Let
It turns out that already the representation of the conditional expectation using the Q-system is a minimal Stinespring representation. Lemma 4.7. We have E(aφ k (b)) = E(φk(a)b) and E • φ k = E. In particular, φ k ∈ Stoch Ω (B) and φ k = φk.
Proof. Using the trace property and rotation as in (2) we have:
k R k is the up to phase unique isometry in Hom(id, βkβ k ). Using Lemma 4.3 we get
Lemma 4.8. The stochastic maps {φ k } n k=0 are affine independent, i.e. {φ k − φ 0 } are linearly independent. Proof. Using Lemma 4.5 and Proposition A.5 it follows that φ k are extreme points in Stoch Ω (B). By Lemma 4.8 they are affine independent.
For the second statement it is enough to show that the space of A-A bimodular maps has dimension n + 1. We have the unique Fourier decomposition b = ι(b ρ,i )ψ ρ,i as before. Let φ : B → B be a A-A bimodular map. From φ(ψ ρ,i )ι(a) = φ(ψ ρ,i ι(a)) = φ(ιρ(a)ψ ρ,i ) = ιρ(a)φ(ψ ρ,i ) for all a ∈ A follows φ(ψ ρ,i ) ∈ Hom(ι, ιρ) and φ is determined by dim Hom(θ, θ) = dim Hom(γ, γ) = n + 1 coefficients.
Theorem 4.11. Let (A ⊂ B, Ω) be an irreducible finite index type III subfactor A ⊂ B, such that the dual canonical endomorphism has no multiplicities. Let Ω be cyclic and separating for B, such that (Ω, E( · )Ω) = (Ω, · Ω) for the unique conditional exptectation E : B → A ⊂ B. Then there is a canonical hypergroup K and a Ω-preserving normal faithful action on B, such that A = B K .
LetK be another Ω-preserving faithful normal action, such that BK = A, then there is an isomorphism τ : K →K, such thatφ τ (k) = φ k .
Proof. The unique conditional expectation E : B → ι(A) ⊂ B can be written as E = Ad ι(w) * γ and every pure UCP map corresponds to a minimal projection p ∈ Hom(γ, γ) ∼ = C k and is independent of the choice of decomposition of γ = Ad v k • β k . If we choose a different Q-system (γ,ṽ,ỹ) associated with (A ⊂ B, Ω), then there is [Lon94] a unitary u ∈ Hom(γ,γ), such that uṽ = v and yu = (u ⊗ u)y. Finally, (1) does not depend on the choice of the Q-system, since Ad u maps minimal projection to minimal projections.
The conditional expectation is unique which implies D
By Proposition 3.4φk are A-A bimodular and by assumption they are extremal and affine independent. Therefore, by Proposition 4.10 there is a τ : K →K, such thatφ τ (k) = φ k . 
2 and direct calculation shows:
In particular, we have an action of K F on B, such that A = B K F . From a cyclic and separating vector ξ for B, we get a vector Ω, such that (Ω, bΩ) = (ξ, E(b)ξ) for all b ∈ B and we get therefore a Ω-preserving faithful action of K F on B.
Graphical Representation of Stochastic Maps.
Using the graphical calculus as in [BKLR16] we draw the conditional expectation as:
where we use the convention that the vertices are normalized to be isometries in Hom(β k , ιῑ). The stochastic maps φ k and φ i • φ j are therefore represented as:
Here we used that the coefficients (1) are given by:
4.3. Galois Theory. Let A ⊂ B be an irreducible finite index type III subfactor with canonical endomorphism γ = ιῑ ∈ End(B) and Q-system (γ, v, ι(w)). There is a one-to-one correspondence between projections P ∈ Hom(γ, γ) with There is a one-to-one correspondence between
• subhypergroups L ⊂ K and
, where
Proof. Let L ≤ K, then L corresponds to a unique projection P ∈ Hom(γ, γ) ∼ = C |K| and since L is a subhypergroup, i.e. c 0 ∈ L and LL ⊂ CL, we have (4.3). Conversely, given an intermediate subfactor M , it corresponds to a projection P ∈ Hom(γ, γ) corresponding to a subsector γ P ≺ γ and therefore to a subset L ⊂ K. We have L * = L since γ P has the structure of a Q-system and is therefore self-dual. Finally, (4.3) gives LL ⊂ CL.
Namely, since the representation of CK is faithful it is enough to show that e L c k e L = e L , which follows from Proposition 2.16. It independently follows from the proof of the following Proposition 4.16.
By construction the conditional expectation E L ≡ φ(e L ) coincides with the conditional expectation E M onto M .
Let K be a hypergroup and F ⊂ K a subset, we denote by F the subhypergroup generated by F , i.e. the smallest subhypergroup containing F . It follows easily that
Proof. We have that M K ⊂ M φ k ⊂ M , but by Proposition 4.13 there is a subhypergroup L ⊂ K, such that M φ k = M L and since c k generates K it follows from the proof that c k ∈ L and therefore K = L. Proof. Suppose γ A multiplicities, i.e. there is an irreducible β with β, γ A > 1. There is always an irreducible β B and a non-trivial t ∈ Hom(β B , ι M βι M ). But then with the embedding Hom(β, γ A ) w → (ι M ⊗ w ⊗ῑ M ) · t ∈ Hom(β B , γ), we get β B , γ ≥ β, γ A ) > 1 which is a contradiction.
Proposition 4.16. Let K be the canonical hypergroup associated with (A ⊂ B, Ω) and therefore A ≡ B K and L ≤ K a subhypergroup.
Then there is a natural action of K//L on M ≡ B L , which coincides with canonical action of the hypergroup aossciated with
It follows directly that this fulfills properties of an action of K//L on M .
By Lemma 4.15γ = ι AῑA has no multiplicities and we get a hypergroupL with an action
Since γ andγ have no multiplicities, we get a surjective map : K →L fixed by the requirement that β k ≺ ι Mβ (k)ῑM for all k ∈ K. The conditional expectation onto A factorizes as follows:
This gives
which shows that factors through to be a bijection : K//L →L and thatφ [k] 
Remark 4.17. The proof implies that K//L is a hypergroup without using Proposition 2.16. The proof also shows that we have an exact sequence:
Nilpotent Hypergroups and Intermediate Groups. We can ask if the intermediate in-
clusions are coming from group fixed points. Let K be a hypergroup. We remember that a K is graded by G K = K//K ad , where K ad = {c l ≺ c k ckfor c k ∈ K} is the adjoint hypergroup.
By iteratively taking the adjoint hypergroup, we get the following finite sequence of proper subhypergroups:
We get a sequence (G i ) 1≤i≤N of finite groups given by
Then the weight of K is given by 
Example 4.19. Let G be an abelian group and F be a unitary fusion category of TambaraYamagami type (see [TY98, Izu01] ), i.e. Irr(F) = G ∪ {ρ} with fusion rules:
Then the universal grading group of
Let K be a hypergroup and let K × = {c k : w k = 1} ⊂ K be the maximal subgroup or unit ring of K, i.e. the maximal subhypergroup which is a group. Proof. We remember that every element in b ∈ B can be written as
ι(a ρ,e )ψ ρ,e with {ψ ρ,e } ι,ιρ e=1 an orthonormal basis of Hom(ι, ιρ). Then φ k (ψ ρ,e ) ∈ Hom(ι, ιρ). Let us now take a I 1 ⊂ I. For ρ ∈ Rep I (A) take a sinitary u ∈ Hom(ρ, ρ I 1 ) with ρ I 1 localized in I 1 . Then ι(u)ψ ρ,e ∈ B(I 1 ) (cf. [LR95, below 4.6 Corollary]).
But then also φ k (ι(u)ψ ρ,e ) = ι(u)φ k (ψ ρ,e ) ∈ B(I 1 ), thus by linearity and A-bimodularity, we conclude that φ k : B(I 2 ) → B(I 2 ) for all I 1 ⊂ I 2 with I i ∈ I in a compatible way, we assume wlog I 1 = I. By [LR95, 3. Thereom] γ ∈ End(B) can be extended to γ I 2 ∈ End(B(I 2 )), such that γ I 2 B ∩ A(I 2 ) = id and γ I 2 B = γ. But then we can define with ι I 2 : A(I 2 ) → B(I 2 ) = ι I 2 (A(I 2 ))v the canonical inclusion with ι I 2 A = ι the compatible extension:
where in last step we have used [LR95, 3.6 Lemma].
It follows directly that K and the representation V : CK → B(H) do not depend on the choice of the interval. Proof. By Theorem 4.11, we get an action on B = B(I), which extends to the net by Proposition 4.21. We have that every element in B can be uniquely written as b = ρ≺θ ι,ιρ i=1 ι(a ρ,i )ψ ρ,i , where {ψ ρ,i : i = 1, . . . , ι, ιρ } is a orthonormal basis of the finite dimensional Hilbert space Hom(ι, ιρ). Then there is a * -representation π ρ of CK on the finite dimensional Hilbert space Hom(ι, ιρ) given by bilinearly extending π ρ (k)ψ ρ,j = φ k (ψ ρ,j ). Then H πρ = ι,ιρ i=1 ι(A)ψ ρ,i Ω and H = ρ≺θ H πρ gives the decomposition. On the dense domain BΩ we have
Remark 4.23. We remark that CK is isomorphic to the algebra Hom(θ, θ) = θ(A) ∩ A and π ρ is the representation on the Hilbert space Hom(ρ, θ). Using the Fourier transformation, we get CK ∼ = Hom(γ, γ) = γ(B) ∩ B as vector spaces (where the multiplication is a convolution product).
In the special case, that θ has no multiplicities we get a hypergroupK for the inclusion γ(B) ⊂ ι(A), such that CK ∼ = Hom(γ, γ). IfK is a (necessarily abelian finite) group, then H is graded byK and 24 we get the usual Fourier transformation (Pontryagain dualiy) for a fixed point A = B G ⊂ B of an action of a finite abelian group G = K.
4.6. Examples. The easiest non-trivial hypergroup K = {c 0 = 1, c 1 = c} has two elements and is generated by c 1 . Since it is generated by c 1 multiplication with c 1 defines a Markov chain on K see Figure 1 . It is given by:
It net B, we get by Corollary 4.14 that
where φ I = φ I 1 and φ I 0 = id B(I) are the stochastic maps. In Table 1 we list some known examples. Many of the examples come from intermediate inclusion as in Corollary 4.20. 
One can easily check that the matrix
gives the characters of the hypergroup, i.e. c i → χ m i gives a one-dimensional representation for very m = 0, 1. It follows as in Remark 4.23 that the dual hypergroupK can be identified with K and that the matrix (4.6) defines a bicharacter. This fits together with the general theory for commutative finite hypergroups [Wil97] .
It follows that
Namely, every element b ∈ B(I) can be written as b = a 0 ψ 0 + a 1 ψ 1 with a ∈ A(I), where ψ i ∈ Hom(ι, ιρ i ) (ψ 0 = 1) where the dual canonical endomorphism equals
For a general element we get:
We will study the general harmonic analysis in a future publication. We can ask if K comes from a fusion ring 1 as characterized in Proposition 2.13. But in general it turns out to be no fusion ring. Let us consider K = {c 0 , c 1 } which we rescales withc 1 = λ · c 1 with λ ∈ (0, ∞), as follows:c
The canonical choice to look like a fusion ring isc 1c1 = c 0 + µ ·c 1 , i.e. λ = √ w. The following example shows that µ is not necessarily an integer.
Example 4.24. Consider the near group fusion ring of the even part of the E 6 subfactor F (which is Z 2 + 2 in the notation of the following Lemma 4.25) and let K = K F //Z 2 = {c 0 , c 1 } (cf. Corollary 4.20), which is realized by conformal nets as follows. Let B be the net realizing the double of the even part of the E 6 subfactor from [Bis16b] which is a Z 2 -simple current extension of A SU(2) 10 ⊗A Spin(11) 1 . This nets embeds into A E8,1 :
Then the inclusions are generalized orbifolds as follows:
In this case, we getc 1c1 = c 0 + √ 2 ·c 1 which is not integral. The lattice of intermediate nets of A SU(2) 10 ⊗ A Spin(11) 1 ⊂ A E8,1 is given as follows:
where K = {c 0 , c 1 } is the hypergroup from above and K A 3 , K E 6 are the hypergroups corresponding to the respective fusion rings.
More general, for quotients of near group fusion rings by the group we get the following normalization.
Lemma 4.25. Consider the near group fusion ring F of type G + m, i.e.
which can be rescaled to be:
We note that equation (3) is exactly the polynomial whose positive solution is dρ and that although we do not get a fusion ring we can still get a based ring over Z. It would be interesting if this has a deeper reason when there is a realization by conformal nets. Particularly, K = {c 0 , c 1 } is self-dual and the dual hypergroup plays a certain rules for the fusion of charged fields giving the extension.
Similarly, for the Haagerup-Izumi fusion categories, we have:
Lemma 4.26. Consider the Haagerup-Izumi fusion ring F = G ∪ {gρ} g∈G with |G| = n and fusion
We remark that the fusion rules (4) have categorifications (in terms of fusion categroies) only for n = 0, 1 [Ost03] , while the Izumi-Haagerup categories are shown to exist for many n, including n = 9 [EG11]. It is important to remark that the "rules" (3,4) do not have a direct interpretation of fusion rules.
We give the following problem analogue to the construction of the Haagerup VOA proposed in [EG11] .
Problem 4.27. For w = (11 + 3 √ 13)/2, find a proper action of the hypergroup K = {c 0 , c 1 = w −1/2c 1 } withc 1c1 = c 0 + 3c 1 on the net A A 2 ×E 6 associated with the even lattice of
) is braided equivalent to the quantum double of the Haagerup subfactor. It is basically enough to construct a non-trivial self-adjoint extremal stochastic map φ ∈ Stoch Ω (A) on A = A A 2 ×E 6 (I) with φ • φ = w −1 id A +(1 − w −1 )φ. which is compatible with the net structure.
Commutative Q-systems in Unitary Modular Tensor Categories and Inclusions of Completely Rational Conformal Nets
5.1. Quantum Double Subfactors and Lagrangian Q-systems. In this subsection we want to show that every Lagrangian Q-system comes from a Longo-Rehren subfactor, see Section 2.4. We saw that if a UMTC C is braided equivalent to Z(F) for a UFC F then it contains a Lagrangian Q-system, namely Θ from the Longo-Rehren inclusion. The converse is also true. Let Θ be a Lagrangian Q-system in a UMTC C = A C A ⊂ End(A). Consider the category generate by α + -induction D + = B C + B , which is equivalent to the category of modules C Θ ∼ = A C B , [BKLR16, BKLR15] . Let ρ ∈ A C A , then α + ρ has a natural half-braiding E ρ . Therefore it lifts to the center Z( B C + B ). We get an equivalence
and it follows.
Proposition 5.1. Let Θ be a Lagrangian Q-system in a UMTC C. Then C is braided equivalent to Z(D + ). In particular, a UMTC C admits a Lagrangian Q-system if and only if C is braided equivalent to Z(F) for some UFC F.
Proof. We have
Lemma 5.2. Let Θ ∈ A C A be a Lagrangian Q-system and A ⊂ B be the corresponding subfactor. Then
is a braided equivalence.
Lemma 5.3. Let Θ ∈ A C A ⊂ End(A) be a commutative a commutative Q-system with corresponding subfactor A ⊂ B. Then ιρ → α ± ρ extends to an isomorphism of categories:
Proof. By construction α-induction fulfills ιρ = α ± ρ ι. By [BE98, Lemma 3.5], see [BEK99, p. 454] we have Hom(ιρ, ισ) = Hom(α ± ρ , α ± σ ) and the statement follows.
Proposition 5.4. Let A C A be an UMTC and A ⊂ B with corresponding Q-system (θ, w, x) in A C A .
The first property can be directly seen by seeing B C B as a bimodule category and realizing that the opposite order gives the opposite braiding. For the second statement we can use the relative braiding in [BEK01] .
Proposition 5.5. Let Θ be a Lagrangian Q-system in A C A with associated subfactor A ⊂ B. Then Θ is dual to the Longo-Rehren Q-system associated with B C + B , i.e. A ⊂ B is conjugate to the Longo-Rehren inclusion associated with B C Therefore A ⊂ B (from Corollary 5.6) can be seen as a generalized group subgroup subfactor, where we replaced (sub-) groups by unitary fusion (sub-) categories and the group action by the Longo-Rehren subfactor.
Remark 5.7. Since the canonical endomorphisms of the Longo-Rehren inclusion has no multiplicities and Corollary 5.6 implies that the canonical endomorphism γ of a subfactor A ⊂ B coming from a commutative Q-system in a UMTC A C A has no multiplicties. We note that the statement of Proposition 4.1 is stronger, since it only assumes θ to be a commutative Q-system in any braided rigid C * -tensor category.
Inclusions of Completely Rational Nets and Categorical Restrictions.
We have the following simple lemma. Proof. For the second part we use that local Q-systemsΓ ≺ Γ come from commutative Q-systems in Γ ∈ M C 0 M . The following corollary shows that Jones basic construction in either of the two directions applied to a non-trivial local inclusions of completely rational nets does not give another net. We say a functor K : C → F from a braided UFC C to a UFC is central, if there is a braided functorK : C → Z(F), such that the following diagram commutes:
Proposition 5.11. Let B be a completely rational conformal net. If A ⊂ B is a finite index subnet, then
(1) There is a UFC F with and a injective functor Rep(B) → F, which is central. We note that this is sufficient for the existence on the level of braided subfactors in the following sense. Corollary 5.13. Let A C A be a UMTC and Θ be a commmutative Q-system with corresponding subfactor A ⊂ B, then
Proof. As before we consider the inclusion A ⊗ B op ⊂ B ⊗ B op ⊂ B LR , and we get with This is formalization of the statement [Ocn01, Theorem 11.1] which considers only the SU(2) k case.
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Let A C A be UMTC and A ⊂ B coming from a commutative Q-system in A C A , then we have the following well-known relations for the global dimensions [BEK01, BE00] :
Remark 5.14. Even without knowing the existence of the net A Hg in Problem 4.27 we have on the level of braided subfactors an inclusion A Hg ⊂ A E 6 A 2 ⊂ A E 8 . Now by tensoring we get an inclusion A Hg ⊗ A E 6 A 2 ⊂ A E 6 A 2 and it is easy to check
But there is another extension coming from the Longo-Rehren extension of
The associated UFC of the inclusion A = A Hg ⊂ B = A E 6 A 2 has to be a Z 2 3 + 9 near group category. Namely, the modular invariant of this inclusion [EG11, (2.4)] is of the form 5.3. The Structure of Generalized Orbifolds of Completely Rational Nets. Let us assume that B is a completely rational conformal net, so in particular Rep(B) is a UMTC. The restriction of the structure of finite index inclusions of completely rational nets A ⊂ B gives us a complete characterization of proper hypergroup actions on B. A different and harder problem is how to construct these actions without explicitly knowing the subnet.
Theorem 5.16. Let B be a completely rational net and K a hypergroup acting properly on B. Then there is a UFC F and a central embedding
rev ), where K B is hypergroup associated with the Verlinde fusion ring of Rep(B).
In particular, if B is holomorphic, then there exists a unitary fusion category F with K = K F and Rep(B K ) = Z(F).
Proof. This is the special case M = A of Proposition 5.17 below.
We note that a similar structure of actions of double cosets of fusion rings already appeared in [Xu14, Section 2.11 and Theorem 3.8], but there is no reference to stochastic maps. Further, in the present paper, we are deriving it from an axiomatic notion of an action, whose fixed points are always subnets. Indeed, imposing our axioms such an action is unique. We conjecture that the action in on the charged intertwiners {ψ ρ,i } in [Xu14] essentially coincides with ψ ρ,i → φ k (ψ ρ,i ).
The interpretation of Theorem 5.16 is that a hypergroup K acting properly of on a holomorphic net B gives a categorification of K. A hypergroup K acting properly of on a completely rational net B gives a an extension of Rep(B) rev which is central and "hypergraded" by the hypergroup K. We note that the representation of K as a double coset of categorifable fusion rings is in general far from unique. 
The proposition gives many K-graded extensions from inclusions of nets. This is just a categorical result and we get:. More generally, let F be an extension of G and
+ Θ and S ⊂ T Θ is Longo-Rehren inclusion coming from an extension ofF ofF. Since the hypergroup K can be recovered from S ⊂ M and K = KF //KG holds by Proposition 4.16 and Example 4.12, we conclude thatF is a K-hypergraded extension ofG.
Possible Generalization to Infinite Actions
We expect that our analysis generalizes to infinite index, were we expect to get semi-compact inclusions. Particularly interesting seem the following inclusions: Let A be a diffeomorphism covariant net, then there is an irreducible subnet Vir c ⊂ A and the net Vir c is minimal by [Car98] . If A is completely rational and the central charge c ≥ 1, then we necessarily have that [Vir c (I) : A(I)] > ∞. We expect that Vir c ⊂ A might come from a continuous hypergroup. For c > 1 the net Vir c is not strongly additive and the inclusion is never quasi-regular (discrete) in the sense of [ILP98] . For the case c = 1, by [Reh94, Car04, Xu05], we know that Vir c=1 = A SO(3) SU(2) 1 is a fixed point by a compact group. We can considerÃ = A E 7 ≡ A E7,1 , the conformal net associated with the even lattice E 7 , or equivalently cf. [Bis12] , with the loop group of E7 at level 1. The netÃ has the property Rep(A SU(2) 1 ) ∼ = Rep(Ã) and the Longo-Rehren extension gives A SU(2) 1 ⊗Ã ⊂ A E8,1 . We can consider the inclusion
We have that Vir c=1 ⊗A E7,1 contains a symmetric rigid C * -tensor category C in the sense of [DR89b] , which is generated by Rep(SO(3)) and a d = 2 object with trivial twist and Rep(SU(2)) fusion rules cf. [Xu05, Lemma 4.1]. One can conclude that C is braided equivalent to Rep(SU(2)) and that Vir c=1 ⊗A E7,1 = A SU(2) E8,1 ⊂ A E8,1 is an extension by the dual of a compact group in the sense Doplicher-Roberts reconstruction theorem [DR89a, DR90] , see also [Xu05] . We get an action of the compact group SU(2) and expect that the inclusion can be seen as a continuous Longo-Rehren inclusion associated with a SU(2)-kernel, i.e. α : SU(2) → Out(M ) for a type III 1 factor M . We note that this is indeed true for every finite subgroup G ⊂ SU(2), where we get a that the module category associated with A G E 8 ⊂ A is a unitary fusion category equivalent to Vect ω G for some [ω] ∈ H 3 (G, T). We also have for G = Z 2 that [ω] is the non-trivial cohomology class, since Rep(A SU(2) 1 ⊗ A E 7 ) is braided equivalent to Z(Rep(A SU(2) 1 )) and Rep(A SU(2) 1 ) ∼ = Vect
Let B be a diffeomorphism covariant conformal net, i.e. there is is an irreducible subnet Vir ⊂ B [Car04, Proposition 3.7], generated by the projective unitary representation of Diff(S 1 ). One could define the "quantum automorphism (semi)group" qAut(B) of B to be the convex space of elements φ, with
• φ = {φ I ∈ Stoch Ω (B)} I∈I is a compatible family, If φ : A → B is a unital completely positive map between C * -algebras, we have the KadisonSchwarz inequality [Kad52] :
Theorem A.1 ([Cho74]). If φ : A → B is a unital 2-positive map between C * -algebras, then φ(a * a) = φ(a * )φ(a) if and only if
for all x ∈ A. Therefore a unital completely positive map is extremal if and only if it cannot be written as a non-trivial convex combination of two unital completely positive maps.
A.1. Stochastic Maps. A pair (M, ϕ) of a von Neumann algebra M and a faithful normal state ϕ is called a (non-commutative) probability space. Let (M i , ϕ i ) with i = 1, 2 be two probalility spaces. A normal unital completely positive map φ :
. By abuse of notation we denote by φ : (
and in this case we also call φ a (ϕ 1 , ϕ 2 )-preserving Markov map.
We are interested in the case if the non-commutative probability spaces are equal and in standard form (M, Ω), where M ⊂ B(H) and Ω ∈ H a cyclic and separating vector and faithful normal state ϕ = (Ω, · Ω). Let us denote the modular flow by σ t = Ad ∆ it and the modular conjugation by J. Then a stochastic (endo-) map φ : (M, Ω) → (M, Ω) fulfills (Ω, φ(m)Ω) = (Ω, mΩ) and a Ω-preserving Markov (endo-) map is such a stoachastic map having an adjoint, and therefore fulfills φ • σ t = σ t • φ and U φ J = JU φ .
If φ : N → N is a stochastic map, we can consider the fixed point N φ = {n ∈ n : φ(n) = n}. The following proposition is a well-known (cf. e.g. [AGG02] ) consequence of Choi's Theorem A.1. Proposition A.3. Let (N, ϕ) be a probability space, i.e. a von Neumann algebra N and faithful state ϕ. Let φ : N → N be a ϕ-preserving stochastic map, i.e. a normal unital completely positive ϕ-preserving map, then N φ = {n ∈ N : φ(n) = n} is a von Neumann algebra. If E = φ is an idempotent, i.e. E 2 = E, then E(N ) is a von Neumann algebra and E is the conditional expectation onto its image.
Proof. By the Kadison-Schwarz inequality (5) we have y := φ(x * x) − φ(x * )φ(x) ≥ 0 is positive for all x ∈ N . Let x ∈ N φ , i.e. x = φ(x), then
and since y is positive and ϕ faithful y ≡ φ(x * x) − φ(x)φ(x * ) = 0. But then Theorem A.1 implies that N φ is an algebra and by normality it is a von Neumann algebra. If E := φ is an idempotent, then E(N ) = N E and E is a conditional expectation onto its image.
A.2. Connes-Stinespring Construction for Stochastic Maps. Let (M i , Ω i ) be probability spaces on H i and φ :
The following construction is the Connes correspondence associated with a UCP map [Con94] . Let H φ be the separation and completion of M 1 ⊗ alg H 2 with inner product
We get a M 1 -M 2 correspondence:
We get an isometry V :
Let M 1 ⊂ M 2 be type III factors on a separable Hilbert space H and Ω ∈ H cyclic and separating for M 1 and M 2 . Then there is a U 2 : H φ → H 2 intertwining the right actions of Proposition A.5. Let M be a type III factor on a separable Hilbert space and Ω cyclic and separating. Let φ ∈ Stoch Ω (M ) with minimal Stinespring representation φ( · ) = v * ρ( · )v with v ∈ M and ρ ∈ End(M ).
The linear map T → φ T ( · ) = v * σ( · )T v is an order preserving bijection between:
• {T ∈ ρ(M ) ∩ M : 0 ≤ T ≤ 1} and • the set of normal completely positive maps ψ : M → M with ψ(1) = λ · 1 and λ · (Ω, mΩ) = (Ω, ψ(m)Ω) for all m ∈ M .
In particular, φ is extremal in Stoch Ω (M ) if and only if ρ is irreducible.
Proof. We first show injectivity. Assume that φ T = 0, then We can extend to states on the C * -algebra M ⊗ min M byω • (m 1 ⊗m 2 ) = (Ωφ • (m 1 )m 2 Ω)/(Ω, φ • (1)Ω) and getω = λω T + (1 − λ)ω T −1 . But sinceω =ω 1 is a pure state we get: ω T = ω 1−T = ω.
Appendix B. Tensor Categories
We give some results on braided tensor categories. We refer to [EGNO15] for a textbook. Most of the statements here are in [DMNO13, DNO13] . Some statements are implicitly contained and we sketch a proof.
A fusion category F over a field K is a K-linear semisimple rigid tensor category with finitely many isomorphism classes of simple objects and finite dimensional spaces of morphisms, such that the unit object 1 is simple. Every fusion category contains a trivial subcategory consisting of multiples of 1 which we denote Vect. We denote the Grothendieck ring of F by K(F). It is a fusion ring.
Let C be a non-degenerate braided fusion category. Non-degenerated means that the centralizer C = C C (C) is trivial, i.e. C ∼ = Vect. Let A be an étale algebra in C, i.e. a commutative and separable algebra. It is called connected if dim Hom(1, A) = 1. We denote by C A the category of right A-modules. If A is a connected étale algebra, then C A is a fusion category. We denote by FPdim X, X ∈ C the Perron-Frobenius dimension of the object and by .2] that B = X∈Irr(F ) X X * is the canonical algebra, see also [Müg03b] .
Proposition B.1. Let A be a connected étale algebra in a non-degenerately braided fusion category C. Then the inclusion C 0 A rev → C A is a central functor.
Conversely, if D is non-degenerately braided fusion category and F a fusion category. If there is a central injective (fully faithful) functor κ : D rev → F, then there is a non-degenerately braided fusion category C and a connected étale algebra A ∈ C, such that F ∼ = C A and D = C 0 A . In this case, C is given as C Z(F ) (κ(D rev )). Conversely, take C = C Z(F ) (D rev ). Then Z(F) ∼ = C D rev and we get a Lagrangian algebra A F in Z(F). We get an étale A ∈ C with A 1 = A F ∩ (C 1) and again from [DNO13, We get a hypergroup K = K(F)//K(G) and we say that F is a K-hypergraded extension of G. This generalizes the concept of G-graded extensions for a finite group G. Given such a Lagrangian algebraÃ, we takeF = Z(F)Ã. We conjecture thatF is a K-graded extension ofG. This is true in the unitary case by Corollary 5.18. The obtained Lagrangian algebraÃ ∈ Z(F) with A F //G ⊂Ã is a composition of A F //G and AG. Further,Ã = AF for a fusion categoryF Morita equivalent to F andG ⊂F is the subcategory associated with the subalgebra A F //G ⊂Ã. To show that K(F)//K(G) ∼ = K(F)//K(G), it is enough to show that the hypergrading just depends on the dual algebra of A F //G = AF //G , for which we just have a proof in the unitary case.
