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it  is shown that in the operation of optimum detection of a signal 
whose form or descriptive parameters are specified by nonsingular 
a priori probabil ity distributions, the receiver's tructure can be 
interpreted as an estimator of the unknown signal followed by a 
detector that treats the estimate as a perfectly known waveform. This 
result holds, under very broad conditions, for any signal and noise dis, 
tribution. For some special noise distributions, however, including 
the Gaussian, the interpretation is found to be obviously not unique. 
I t  is shown that the Price-Kailath results on the optimum receiver 
for the Gaussian channel (identified as an estimator-correlator or 
adaptive matched filter) correspond to one of the possible inter- , 
pretations of the detection operation. In addition, it is shown that 
in this case the resulting estimator is minimum-var iance only if the 
signal also is a realization of a normal process. As  an illustrative 
example of an alternative, equivalent interpretation of the detection 
operation, a nonmin imum-var ianee estimator is discussed for the 
case of Rayleigh fading and additive Gaussian noise, and its per- 
formance is evaluated. 
GLOSSARY OF  PR INCIPAL  SYMBOLS 
input  signal-to-noise power  ratio 
receiver's processing gain 
modi f ied  zero-order Bessel  funct ion of the first k ind  
covar iance matr ices 
l ike l ihood rat io  
noise vector  
signal vector 
signal estimators 
average output signal-to-noise power ratio 
* This paper has been presented as a short paper at the International Sym 
posinm on Information Theory, U.C.L.A., January 31-February 2, 1966. 
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V received ata vector 
w(S) probability density of the signal S 
~P0r a functional of Y 
The tilde ~-~ signifies "transpose of." 
I. INTRODUCTION 
A classic problem of communication theory is the optimum detection, 
in the presence of noise, of a signal with unknown structure or unknown 
parameters when the pertinent a priori probability distributions are 
available to the receiver. The well-known solution of the problem is the 
average likelihood test. It follows from the optimality of the solution 
that if one considers one-shot receivers it is not possible to improve the 
detection performance by estimating the unknown signal or its param- 
eters and using the estimates in a detector as if they were true input 
values. An interesting equivalence, however, has been proved by Price 
(1956) and in more detail by Kailath (1963), who have shown that, for 
the special case of Gaussian signals in additive Gaussian oise, the opti- 
mum receiver's tructure can be interpreted as a minimum-variance 
estimator of the signal (under the hypothesis that the signal was present) 
followed by a detector that treats the estimate as the true value of the 
input unperturbed waveform. This result has important engineering 
implications and makes a strong case for calling the receiver "adap- 
tive." In this context, the purpose of the present paper is to prove the 
following results: 
1. The optimum receiver's tructure for the detection of a partially 
unknown signal corrupted by arbitrary noise can, under very broad 
conditions, be interpreted as an estimation of the unknown signal fol- 
lowed by a detector that treats the estimate as the true a priori value of 
the input waveform. 
2. The aforementioned interpretation is substantially a special formu- 
lation of a synthesis problem which, in general, is not expected to have 
a unique solution. In particular, for a class of distributions of additive 
noise processes, including the Gaussian, the nonuniqueness is directly 
suggested by the proof of statement (1). It is then recognized that the 
Price-Kailath result corresponds to a special choice of the solution of 
the synthesis problem. 
3. It is proved that for the case of additive Gaussian oise the Price- 
Kaitath interpretation leads to a minimum-variance estimator only if 
the signal also is a real~ation of a Gaussian process. 
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Sections II, III, and IV of the paper discuss respectively the three 
points mentioned above and Section V contains an example where the 
performance of a nonminimum-variance estimator is evaluated in some 
detail for the case of the detection of a narrowband Rayleigh fading 
signal incoherently observed in Gaussian oise. Conclusions and com- 
ments are presented in Section V. 
II. AN EQUIVALENCE THEOREM 
We consider for simplicity of notation the "on-off" problem of deciding 
on the presence or absence of a signal S E I2, in the presence of a general 
noise process N on the basis of observations of a resulting waveform 
V C I ~ in an interval (0, T). It is assumed that the a priori probability 
distribution of the signal is given by 
= q (s - o) + pw(s), (1) 
where p and q = 1 - p are respectively the probabilities that the signal 
be present or absent in the observation i terval. It is well known that the 
optimum Bayes test is a comparison of the average likelihood ratio A~ 
A~ - p(F~(V [ S) }s (2) 
qF,(V I O) ' 
with a threshold :E selected according to preassigned cost functions. F~ 
is an a posteriori probability distribution and the brackets indicate an 
average with respect to the weighting w(S). If the signal were perfectly 
known and of value S*, the optimum test would obviously be to compare 
Am - PF'(V I S*) (3) 
I 0) 
with ~. We will now prove the following "mean value" theorem: 
TttEOREM. I f  the function F~(V 1 S) of the independent variable S is 
bounded and continuous for any S E ~ and for every value of the parameter 
V E F, then for each V there exists a value S(V) such that 
f F (vJ s)w(s) = E.(vJ (4) dS 8), 
or equivalently, in terms of likelihood ratios (A~(V I S)}s --- A~(V [ S). 
Proof. Let L(V) -- MinsF~(V[ S) and U(V) = Maxs F~(VI S) be 
the lower and upper bounds of F~(V I S) for a given V. Since w(S) is a 
probability density, i.e., 
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g 
w(S) > 0, J~ w(s )  dS = 1, 
it follows at once that 
-5 £ F~(VL S)w(S) dS <= U(V). (5) L(V) 
By hypothesis F~(V f S) is, for each V, a continuous function of S. It 
then follows that for each V there exists a value S(V) such that (4) is 
satisfied (q.e.d.). 
This theorem can be immediately interpreted in terms of detection 
theory by noting that (4) defines implicitly the structure of an estimator 
S(V) and that pF,(V I g)/qF~(V [0) is indeed the optimum Bayes test 
for the presence of a now perfectly known signal, S. Statement i made in 
the introduction is thus true under the broad conditions of validity of the 
previous theorem. It must be noted, however, that the estimate S(V) 
has in general little value of its own except with respect to the detection 
performance. It is probably more meaningful to refer to it as a "pseudo- 
estimate. ''1This point is discussed and illustrated in the last two sections 
of the paper. 
III. THE SYNTHESIS PROBLEM 
The interpretation described in the previous ection is essentially the 
formulation of a synthesis problem for the optimum detector and there- 
fore one does not, in general, expect aunique solution. In order to clarify 
this point let us specialize the analysis to the case where the interfering 
noise is additive and Gaussian with zero mean and covariance K~. By 
using (4), now written in terms of likelihood ratios, we get 
£ - exp ( --½~K71S -t- VK71S)w(S) dS = exp (-½SK~IS + VK~S). (6) 
The right side of (6) represents he structure of the optimum detector 
for a known signal g. The first part of the exponential is a bias while the 
second part prescribes the operation (a cross-correlation) to be per- 
formed on the data V. It follows that the form of the solution S(V) is 
such that the value of the estimate is used both in the bias term and in 
the operation of cross-correlation. It might, however, be more convenient 
~ This germ has been suggested to me by Dr. D. Middleton who has used a 
similar concept in some yet unpublished work. 
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from an engineering point of view to look for a solution S'(V) such that. 
faexp ( -}gK~vlS VK~vlS)u'(S) dS Cu, (}VKTtS'). (7) + exp 
In this case the value of the estimate S'(V) would only be used in the 
operation on the data and not in the bias term C~. We will now show 
that it is indeed the form of the solution used by Price and Kailath for 
the problem of detecting a Gaussian signal in additive Gaussian oise. 
The proof of this statement follows most readily from Middleton's 
analysis of the same problem (1957). Let us then consider a Gaussian 
signal with zero mean and eovarianee matrix Ks. Then 
w(S) = (2~)-"/~(detK~) - /2 exp (-½~K;~Is). (8) 
When this expression for w(S) is used in the left side of (6) the explicit 
evaluation of the integral yields the following structure for the average 
likelihood ratio 
A~ = ~[det (I + KsK~I)] -1/2 exp {½VK~(K; -~ + K~)-~K~'V}, (9) 
where ~ = p /q  and I is the identity matrix. 
The structure of the estimator is then, in this case, 
S'(V) = (K~ -1 -]- K~vl)-~KN~V (10) 
which is recognized (2\JIiddleton 1960)2 as a minimum-variance estimator 
for the stochastic signal S (under the hypothesis that the signal is 
indeed present in the observation interval). We can thus interpret the 
average likelihood ratio as a fixed-bias term depending only on a priori 
information and an operation of cross-correlation f the data V with 
minimum variance estimate S'(V) of the stochastic signal S. This is 
essentially the Price-Kailath result specialized to our binary problem. 
The extension to the m-ary ease is straightforward. 
IV. CONDITIONS FOR MINIMUM-VARIANCE ESTIMATION 
One of the interesting features of the solution obtained in the previous 
section is that the estimator which appears in the synthesis of the opti- 
mum detector is a "good" estimator, i.e., its performance (when the 
signal is present) is also optimized with respect to a meaningful criterion 
of extraction. (It minimizes a quadratic cost function in the ease dis- 
cussed above.) This, however, is a very special case as it will be shown in 
See Middleton (1960), p. 995. 
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this section where we derive conditions to be satisfied by the distribution 
w(S) in order for the esthnator S'(V) of (7) to be a minimum-variance 
estimator. 
We start by noting that, by hypothesis, ~/(V) must simultaneously 
satisfy the two equations 
fnexp - - S)]w(S) dS [--½(~ ~)K; I (v 
(11) 
= C~ exp [-½(VK;1V - VK;I~/(V))], 
f S exp -- - S)]w(S) dS [ -½(~ 8)K;I(V 
~' = (12)  
f exp -- -- S)]w(S) dS [--½(f/ g)K~I (V  
The  first equation is identical ~o (7) rewritten in a slightly different 
form, while (12) is the well-known condition for minimum-variance 
estimation (Middleton, 1960). 3 
If we let 
= fn exp [--½(f¢ -- S)K;~(V -- S)]w(S) dS, (13) W 
then by taking the gradient with respect to V of both sides of (13) with 
the use of (12) we obtain 
VW = -K~IVW + K~'W.  (14) 
Analogously, by taking the gradient of both sides of (11) 
VW = -K ; IVW + ½WV(VKT, W). (15) 
From (14) and (15) it is apparent that S' must satisfy the differential 
equation 
½V[WK;~ '] = K;I~ '. (16) 
A general solution of this equation can be derived by decomposing the 
vector K~S t = T into two orthogonal components, respectively parallel 
and perpendicular to the direction of V. If v and n are the corresponding 
unit vectors, (16) can be rewritten as 
½v(~CW) = T~v + T~n (17) 
8 See Middleton (1960), p. 968. 
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or equivalently 
1 0 
201vl( Ivl  T~) = T~ 
(is) 
1 
The required solution is then 
T = K ;W = Vq(n) + ~n J V ]~ Voq(n), (19) 
where q(n) is an arbitrary scalar function of n. 
An integral equation for w(S) can now be obtained by substituting 
(19) in (11). We note, however, that since the right side of (11) con- 
rains the product VK~I~ ', only the first component of (19) is of interest. 
The integral equation is then 
~exp -- -- S)]w(S) [ -~(9  ~)K;I(V dS 
(20) 
= Cw exp [-½(VK~IV - VK;~QV)], 
where Q is a diagonal matrix with equal elements. 
By taking the Fourier transform of both sides we derive an equation 
for F~(j~), the characteristic function corresponding to the distribution 
w(S): 
exp -- ~ ~K;I~ F~o(j~) = Cw \ ~ ]  exp - ~ ~NI~ , (21) 
where 
M = (K ;  ~ - K ;~Q)  -~. (22) 
The probability distribution of the signM, w(S) = 5=[F~(j~)], is then 
Gaussian with zero mean and covariance 
K~ = M- -KN.  (23) 
The constant C~ can now be determined by the normalization condition 
F~(0) = 1, with the use of (21): 
det KN ]112 
C~ = clef (K~ ~ K~)_J " (24) 
All these results are in agreement with Middleton's paper (1957). We 
have thus proved that, if the solution to the problem of synthesizing an 
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optimum detector for signals in Gaussian oise has the form prescribed 
by (7), then the estimator is minimum-variance only if the signal is also 
Gaussianly distributed with zero mean. Stated in an alternative fashion, 
the case of zero-mean Gaussian signals considered by Price and Kailath 
is the only case where the optimum receiver's tructure can be inter- 
preted as a minimum-variance estimator followed by a cross-correlator. 
Similar interpretations are possible for other signal distributions, but in 
general each of them induces a different optimality criterion for the cor- 
responding estimator. 
V. AN EXAMPLE 
In this section we present an application of the theorem proved in 
Section II, as an alternative solution to the synthesis problem previously 
discussed. The purpose of this example is to illustrate some interesting 
features of the process of "pseudoestimation." 
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FIG. 2. Ampl i tude  es t imates  for Ray le igh  fad ing s ignals ,  a0 --~ = 2 
We consider the incoherent detection of a narrowband signal of un- 
known amplitude in the presence of l~ay]eigh fading and additive Gaus- 
sian noise. In Middleton's notation (1965) 4 the average likelihood ratio 
is known to be in this case 
('~o~/2B~,~ 
An = ~(1 + ~o2) -~ exp \~ T-~o2 / , (25) 
where ¢~2 is the average output signal-to-noise ratio, T0r is the functional 
describing the optimum operation on the data, and Br/2 is the receiver's 
processing ain. If the instantaneous input signal-to-noise (power) ratio 
2 ao were known exactly the optimum likelihood ratio would be (Middle- 
ton, 1960) 5 
4 See Midd le ton  (1965), p. 41. 
5 See M idd le ton  (1960), p. 847. 
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1 2 1/2 i~ = /~ exp ( - -~aoBr) Io(ao~or ). (26) 
Following the discussion of Section II, the estimator d0(V) which op- 
timizes the detection performance is the solution of the implicit equation 
obtained by equating (23) and (24) 
(1 )  -4- ~-fiJ)v. - l ~z°~'/2Br_ - exp -- 5ao2B~ , Io(ao "T'I/2~o~ ~. (27) (1 
1 4- a02 
According to the equivalence theorem of Section If, there must be at 
least one value 6,0(V) that satisfies (27). Furthermore, it is easy to prove 
that there is only one solution i f '#or /2Br  < 1. However, for '~or/2Br :> 1 
there are two solutions if the left side of (27) is greater than unity. The 
results obtained by soiving (27) numerically are presented in Figs. 1, 2, 
and 3, where the properly normalized amplitude stimate is plotted as a 
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FIQ. 3. Ampl i tude  es t imates  for Ray le igh  fad ing  s ignals ,  ~0 "-~ = 10 
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function of T0r/2Br with z02 as a parameter. Three values of o02 have 
been chosen (a0 --i = 1, 2, 10). The figures also contain the corresponding 
optimum minimum-variance estimate whose expression isgiven in exact 
form by Middleton (1965). 6 It is apparent hat whereas the lowdr 
branch of the solution of (27) might be interpreted as a biased estimate, 
no obvious interpretation is possible for the upper branch. The con- 
siderable difference of these results from a "good" estimate and the very 
presence of two equivalent solutions emphasize the point that the 
"pseudoestimate" has in general little value of its own. 
VI. CONCLUSIONS 
As was briefly pointed out at the end of Sections II and V, the esti- 
mates obtained in the synthesis of an optimum detector by means of the 
procedure described above have, in general, little value in their own 
right. Even in the rather favorable case of Gaussian signals in Gaussian 
noise, the estimator is minimum-variance only if the signal is present 
in the observation i terval. The reason for this lies, of course, in the 
formulation of the problem: The final purpose of the process is only 
detection and the basic structure of the receiver has been consequently 
derived according to the criterion of minimizing the average cost of the 
errors that are possible in the detection operation. The estimation that 
we have chosen as part of the solution to the synthesis problem is just 
an intermediate and ancillary step: the prefix pseudo- seems thus appro- 
priate to describe its behavior. There might be situations, however, when 
detection and extraction are both of interest. The process of reception 
should then be optimized with respect to both operations, once suitable 
cost functions have been selected. Such a theory of reception is not 
presently available ven though some heuristic analysis of the problem 
can be found in the literature (Wainstein and Zubakov, 1962). 7
A final comment is in order concerning the adaptive features exhibited 
by the estimator-detector receiver. The point is exhaustively discussed 
by Kailath (1963) and the reader is referred to his paper. Here we want 
to point out that the estimator-detector receiver is only one of the pos- 
sible solutions of the synthesis problem and equivalent nonadaptive 
structures can often be found: this is the case, for instance, in the example 
discussed in Section V, where a simple and nonadaptive structure can 
be used to implement the optimum receiver. 
6 See l~Iiddleton (1965), p. 65. 
7 See Wainstein and Zubakov (1962), pp. 296-303. 
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