Test takers in high-stakes speaking assessments may try to inflate their scores by providing a response to a question that they are more familiar with instead of the question presented in the test; such a response is referred to as an off-topic spoken response. The presence of these responses can make it difficult to accurately evaluate a test taker's speaking proficiency, and thus may reduce the validity of assessment scores. This study aims to address this problem by building an automatic system to detect off-topic spoken responses which can inform the downstream automated scoring pipeline. We propose an innovative method to interpret the comparison between a test response and the question used to elicit it as a similarity grid, and then apply very deep convolutional neural networks to determine different degrees of topic relevance. In this study, Inception networks were applied to this task, and the experimental results demonstrate the effectiveness of the proposed method. Our system achieves an F1-score of 92.8% on the class of off-topic responses, which significantly outperforms a baseline system using a range of word embedding-based similarity metrics (F1score = 85.5%).
Introduction
This study aims to address one typical issue related to off-topic responses in the domain of spoken language assessment. In the context of large-scale, standardized assessments of spoken English for academic purposes, such as the TOEFL iBT test [1] , the Pearson Test of English Academic [2] , and the IELTS Academic assessment [3] , some test takers may attempt to inflate their scores by modifying the topic of their responses to a topic that is more familiar to them but unrelated to the test question. These off-topic responses are thus not an authentic representation of test takers' speaking proficiency skills for the assigned topics. Therefore, in order to guarantee the validity of assessment scores, it is necessary to have a mechanism to flag these responses before scores are reported; this is especially important for an automated scoring system since automated systems tend to be more vulnerable than human raters to scoring inaccuracy due to off-topic responses [4, 5] . For example, off-topic responses may result in inflated scores from an automated system that evaluates aspects of the responses such as pronunciation, fluency, vocabulary, grammar, etc., but disregards topical irrelevance.
Researchers have examined various types of methods for the task of off-topic detection for both written essays and spo-ken responses. For example, [6] used vector space models (relying on exact word matching) to measure the topic relevance between written essays and test questions, and [7] furthered improved this approach by correcting spelling errors in essays and expanding words in the test questions with inflected forms, synonyms, and distributionally similar words.
In the domain of off-topic detection for spoken responses, [8] detected non-scorable responses based on vector space models, where hundreds of high-proficient responses were collected according to each question and used as reference samples for model building. Instead of using recognized words for the offtopic detection of spoken responses, [9] built a model for the Pearson Test of English Academic by using features derived from speech confidence scores. This approach achieved good performance for restricted speech, but it is not appropriate for tasks that elicit unconstrained speech.
More recently, deep neural networks and word embeddings have become the dominant approaches for measuring semantic similarity between two sentences/documents [10, 11] . [12] provided sentence-level relevance scores for written essays by using various similarity metrics based on word embeddings. [13] adapted a Recurrent Neural Network language model to the topic of each question with sample responses and then ranked the topic-conditional posterior probabilities of a spoken response. [14] investigated three types of similarity metrics based on word embeddings as well as Siamese Convolution Neural Network for off-topic detection of spoken responses and showed the effectiveness of the proposed similarity metrics on this task. In view of the work in [14] , we built a baseline system with three types of similarities based on word embeddings and compared it with the proposed method.
In general, models trained with reference samples from each test question can achieve the best results. However, it is not always feasible to collect such samples in advance, for example, when new test questions are launched. Therefore, in consideration of the demands of operational deployment, this study aims to build an automatic off-topic detection model, where no reference samples are used and only test question prompts are available for model building. We propose to construct a similarity grid to measure the semantic similarities between the word sequence in a test response and that in the assigned question prompt. Afterward, inspired by the recent progress of technologies on the challenging task of image recognition, state-of-theart very deep neural networks were employed to differentiate off-topic responses from on-topic ones.
Recurrent neural networks (RNN) and convolutional neural networks (CNN) have been widely used for many tasks in the fields of speech and natural language processing (NLP). However, compared with the very deep convolutional networks widely used in the field of computer vision, these architectures are rather shallow. [15] proposed an analogy that the hierarchical structure of texts (from characters to stems, words, phrases, sentences, etc.) is similar to the compositional structure of images (hierarchically assembling pixels into objects). Based on this property, very deep CNNs could potentially benefit NLP tasks as they have for image recognition. [15] used up to 29 convolutional layers in their network to perform text classification at the character level and achieved improvements over the state-of-the-art on several public corpora. This study, however, directly represents the comparison between two documents in a visual similarity grid and then employs state-of-the-art techniques for image recognition to determine their similarity.
Similarity Grid
This study aims to measure the topical relevance of a response solely by comparing the response to the text of the test question that was used to elicit the test taker's response; this is referred to as the prompt text hereafter. In addition, a preprocessing step was required to remove all stop words from both responses and prompts, and thus the semantic comparison was conducted only on the remaining content words. We propose to construct a similarity grid for each pair of a response and the corresponding prompt, in which the content word sequence from the response is included on the y-axis from top to bottom, and the content word sequence from the prompt is included on the x-axis from left to right. Accordingly, a cell (i, j) in the grid indicates a similarity measurement between the i th content word in the response and the j th content word in the prompt. In this work, the semantic similarities of word pairs are calculated as the cosine similarity between word embeddings, where the word2vec model [16] trained on the Google News Corpus 1 was used to extract embedding vectors.
The similarity grids have one channel, i.e., one single measurement value for each cell, and they can be visualized as grayscale images with lighter cells (pixel values closer to 255) indicating higher degrees of similarity and darker cells (pixel values closer to 0) indicating lower similarity. Figure 1 shows similarity grids for two example responses to the same test question: the image on the left corresponds to an on-topic response and image on the right corresponds to an off-topic response. The comparison between these two images indicates that more cells in the on-topic grid are lighter than in the off-topic one; accordingly, we can interpret the task of off-topic detection as filtering grids with more darkness and less brightness.
Furthermore, just as in composing an image, the similarity grid can be represented in grayscale with one channel (each pixel in the image is encoded with only one value) or with multiple channels, as in an RGB image with 3 channels (each pixel is encoded with three different values, one value corresponding to each channel). Therefore, additional channels can be used in the similarity grid to convey additional information comparing between the response and the prompt; for example, in addition to semantic similarity values, other metrics measuring word importance can be stored in other channels. Inverse document frequency, idf , weights have been widely used to indicate the importance of different words in a document in tasks such as text classification and information retrial. Here, based on idf values, 1-channel grids can be expanded to 3-channel ones. For example, for each cell (i, j) in a grid, the value in the first chan- nel can still be the cosine similarity of word embeddings; the value in the second channel can be the idf weight of the i th word in the response; similarly, the value in the third channel can be the idf weight of the j th word in the prompt. In this way, the similarity measurement at each cell can be scaled in terms of idf word importance values. In fact, the number of channels is not limited, and a similarity gird can consist of as many channels as necessary to encode the inputs from different aspects.
Due to the large variations in the lengths of test responses and prompt texts, the sizes of the similarity grids fluctuate substantially. In order to meet the constraint of fixed-length input for the Inception networks, a commonly used image resizing method based on bilinear interpolation was applied to scale all similarity grids into a standard size of 180 (the maximum length of a test response) by 180 (the maximum length of a prompt).
Inception Networks
In the past several years, researchers have achieved huge advances in the field of computer vision by introducing very deep convolutional neural networks, for example, AlexNet [17] , VGG16 [18] , GoogLeNet (Inception-v1) [19] , BN-Inception-v2 [20] , Inception-v3 [21] , Inception-v4 [22] , Inception-ResNet [22] , as well as Squeeze-and-Excitation networks [23] . Each time, these successive models continue to show improvements by validating their work against the ImageNet dataset 2 and Challenges. In particular, the evolution of Inception networks was an important milestone that enhanced the performance in terms of both accuracy and speed. Besides obtaining state-of-art performance on various image classification tasks in the computer vision community, Inception networks have also been introduced into other fields. For example, Zhang et al. [24] used the Inception-Resnet-v1 [22] (an Inception network with residual connections) to extract speaker embeddings for the task of text-independent speaker verification.
The Inception network consists of a highly hand-crafted architecture; Figure 2 shows the schema of one example Inception network, the Inception-v4. "Stem" is an initial set of stacked convolution/max-pooling operations performed before applying Inception blocks, and it can vary across different versions of Inception networks. In Inception-v4, there are three main modules as well as one reduction block. Figure 2 also shows an example of the Inception-A module.
The main characteristics of the Inception modules are as follows. First, the kernel size of convolution operations relates to the range of distributed information that is captured by filters, Figure 2 : The schema of the Inception-v4 network. One example Inception module (Inception-A) is also displayed. Detailed implementation for each block can be found in [22] .
i.e., the larger more globally and the smaller more locally. Inception modules avoid the tough decision of choosing the right size of kernels by having multiple different sizes of filters in parallel at the same level. Thus Inception networks are wider in addition to being deeper. Second, in order to reduce the expensive computation, a challenge that is always faced by very deep neural networks, Inception modules reduce the dimension of input channels by adding an extra 1 × 1 convolution before larger convolutions. In addition, they also use factorization to break down convolutions with larger sizes into smaller ones, for example, factorizing a 5 × 5 convolution into two consecutive 3×3 ones; factorizing a n×n convolution into two consecutive ones with sizes of 1 × n and n × 1, respectively. Furthermore, inspired by the work proposed by He et al. [25] , residual connections are introduced into Inception-ResNet, which can speed up the training process for very deep networks.
There exist many other operations introduced during the evolution of Inception networks, and more implementation details can be found in the literature [19, 20, 21, 22] . In this work, we investigated three versions for the task of off-topic detection: Inception-v3, Inception-v4, and Inception-ResNet-v2. The Ten-sorFlow source code 3 was used to develop models.
Experiments
This work focuses on the task of off-topic response detection in the domain of a large-scale, high-stakes assessment of English for non-native speakers which assesses English communication skills for academic purposes. The Speaking section of this assessment contains six tasks designed to elicit spontaneous spoken responses. Two of the tasks use questions that ask about test takers' information or opinions on familiar topics based on their personal experience or background knowledge; these are referred to as independent tasks. The other four tasks require test takers to summarize or discuss material provided in a reading and/or listening passage; these are referred to as integrated tasks. In general, the independent tasks ask questions on topics that are familiar to test takers and are not based on any stimulus materials. A sample independent question is "Talk about an activity you enjoyed doing with your family when you were a kid". Therefore, test takers can provide responses containing a wide variety of specific examples, and most instances of off-topic responses were found in response to these independent questions.
Experimental Setup
In order to conduct this study, we collected a large number of spoken responses from operational administrations of the assessment. All of them were elicited using independent questions and each response contained approximately 45 seconds of spontaneous speech from non-native speakers of English. A total of 283 questions covering a wide range of topics such as education, entertainment, health, and policies were used in this study. The prompt texts presented to test takers in these questions were relatively short and typically consisted of just a few sentences. Table 1 shows that the number of words in each prompt text ranges from 9 to 60. After removing stop words, the shortest prompt text includes only 4 content words. We collected 183, 111 spoken responses elicited with the 283 questions described above and further partitioned them into two sets: 120,115 in the Training set and 62,996 responses in the Test set. There was no speaker overlap between the two partitions. All responses used in this study were originally scored by expert human raters during the operational test, and off-topic responses are rare in such a scoring scenario. Since it is not very practical to collect a large amount of authentic off-topic responses from actual administrations of the test, we created a set of synthetic off-topic responses for the following experiments. Each question in our assessment was designed to elicit content that was substantially different from others, and therefore, mismatched responses have substantial content issues, i.e. a response to one question is not topically related to another question. Furthermore, experts (assessment developers) suggested that test takers could recite pre-memorized responses (for different questions) regardless of which question they were given. According to this assumption, within each test question, we randomly selected a subset from responses elicited with the other 282 questions and took them as off-topic responses for this give question. Among each partition, the same number of off-topic responses were selected according to the number of on-topic responses, resulting in a ratio of 1:1 between on-topic and offtopic responses.
A Kaldi 4 -based automatic speech recognition (ASR) engine [26] , which had a word error rate (WER) of around 23% on a held-out test set with 600 responses, was employed to transcribe the non-native speech into text. The ASR system consisted of a gender-independent acoustic model and a trigram language model, which were trained with a data set including similar responses (around 800 hours of speech) drawn from the same assessment.
Baseline System
Following the previous work in [14] , which demonstrated that similarity features based on word embeddings can outperform a Siamese CNN, we built a baseline system with the following three different types of features:
• Word Mover's Distance (WMD): This feature calculates the sum of the minimum distances between words in the two compared documents (a test response and a prompt text) where the distance between two words was the Euclidean distance between the two corresponding word vectors in the embedding space [10] .
• Averaged word embeddings: Given an input document, a representative vector can be generated by mapping each word to its embedding vector and then averaging all word vectors. Then the cosine similarity between two vectors representing a test response and a prompt text can be calculated.
• idf -weighted word embeddings: When generating the representative vector for an input document, idf weights can be used to scale each word embedding; then, the weighted embeddings can be averaged and the cosine similarity between a test response and a prompt text can be calculated.
These features measured the semantic similarity between a response and a test question in an embedding space, where the word2vec model used in constructing similarity grids in Section 2 was also used to extract word embeddings, and the gensim package [27] was used to calculate the WMD. Finally, the baseline system was built with a Random Forest classifier 5 using the scikit-learn machine learning toolkit [28] .
Results and Discussion
The proposed method based on similarity grids and Inception networks was compared with the baseline system. As shown in Table 2 , the baseline system obtained the lowest F1-score of 85.5%. When constructing the similarity grids without idf values, Inception-v4 can achieve the best F1-score at 89.1%. Furthermore, by appending idf channels into grids, the F1-scores can be consistently improved across all three Inception networks, and Inception-Resnet-v2 achieves the best F1-score at 92.8%, substantially outperforming the baseline system. With idf weights to indicate word importance in the similarity grid, the precision of Inception-Resnet-v2 was markedly increased from 85.6% to 91.5%, along with a 3.1% improvement on the recall. Also as reported in [22] , the addition of residual connections into Inception-Resnet-v2 can speed up the training process by making it converge with fewer epochs.
Furthermore, we break down the F1-scores according to the lengths of prompt texts (number of content words included in the test questions). As shown in Figure 3 , despite certain fluctuations, automatic systems tend to perform better on questions with more content words, and Inception-Resnet-v2 consistently outperforms the baseline across all prompts. In particular, with only very limited numbers of content words in the prompts, for example, less than 10, the Inception network can achieve larger gains. Meanwhile, with the longest test question (including 35 content words), the improvement with Inception-Resnet-v2 is also comparably larger. 5 Random Forest Classifier was selected because of its superior performance over different machine learning algorithms in a pilot experiment Table 2 : Precision, recall, and F1-score on the off-topic class with different models. 
Conclusion and Future Work
This paper proposes an innovative method to detect off-topic responses in the context of spoken language assessment. Similarity grids were constructed to capture the topical relatedness between a test response and a test question, and then very deep convolutional neural networks, i.e., three versions of Inception networks, were applied to build detection models. Compared with the baseline system, the proposed method can increase the absolute F1-score on the off-topic class by 7.2%. Although the prompts from the test questions used in our work are very short, and only a limited number of content words can be used for the similarity measurement, we can still achieve a promising F1score of 92.8%.
In fact, the approach presented in this study can be applied to any task that relies on similarity measurements between two documents. In particular, there exists another type of response that can also impact the validity of spoken language assessment, i.e., plagiarized spoken responses. Some test takers may attempt to game the test by memorizing prepared source materials before the test and then adapting them on-the-fly during the test to produce their spoken responses. These responses can be either on-topic or off-topic. When trying to identify such instances of plagiarism, experienced human raters attempt to find salient matching expressions that appear both in potential source materials and the test responses. In our future work, we also plan to visualize a grid of exact lexical matches between a test response and a source and then build very deep convolutional neural networks to detect such salient matching expressions.
