Abstract. If L = div r is an elliptic operator with scalar coe cient , we show that we can recover the coe cient from the Dirichlet to Neumann map under the assumption that has only 3=2 + derivatives. Previously, the best result required to have two derivatives.
R n ; n 3, be a bounded open set and let L = div r be an elliptic operator on with scalar coe cient . We let denote the Dirichlet to Neumann map f = @u=@ where u is the solution to the Dirichlet problem L u = 0 in ; u = f on @ . In 1987, Sylvester and Uhlmann 10] showed that if we restrict attention to which are su ciently smooth, then the map ! is injective.
Nachman, Sylvester and Uhlmann 8], showed that injectivity continues to hold if has two bounded derivatives. Extensions to slightly less smooth conductivities or the related Schr odinger equation are given in Chanillo 3] and Ramm 9] . Isakov 5] has established injectivity for conductivities with jump discontinuities. Since the only smoothness assumption needed to de ne is that be measurable, it is reasonable to ask if the map ! is injective under less restrictive hypotheses on . In this paper, we show that need have only 3 2 + derivatives. There is no reason to believe that the result in this paper is optimal. I conjecture that the right smoothness assumption is that have one derivative. However, the methods presented here do not give this. To state our main result, we recall the standard space of H older continuous functions C ( ) = ff : f : ! R and jf(x) ? f(y)j Mjx ? yj for some M > 0g.
Theorem 0.1. Let R n , n 3 be a bounded, Lipschitz domain. Then the map ! is injective on the set f : > 0 in ; r 2 >0 C 1=2+ ( )g.
The outline of our argument is the same as in 10]. We construct special solutions of L u = 0 by studying a Schr odinger operator ?q. The innovation here is that we consider potentials q which lie in a Besov space of negative order.
We begin by recalling the Besov spaces and some of their simple properties. We will use the monograph of Bergh and L ofstrom 2] as our reference for these spaces. The reason for introducing the Besov spaces to be able to de ne products of (certain) distributions as bilinear maps between Besov spaces. This depends on the following elementary result regarding multiplication in Besov spaces. where C = C(s; n). We do not prove this Proposition, but note that each result follows easily from the norm for B s p;q given in (1). I thank Mike Frazier for telling me of part b) of the above Proposition. 
We give a simple extension of this result to obtain mapping properties of G on B s; 2;2 . Shortly before this paper was written, A. Nachman established related estimates for the operator G in two dimensions 7, Lemma 1.3]. where C = C(n; s; ).
Proof. We choose a function satisfying = 1 on f : j j 4j jg; supp f : j j < 8j jg and jr j C=j j. 
where each inequality holds for 0 s 1 and ?1 < < 0. Finally interpolating between (6) and (7) gives the estimate of the Theorem.
If g is a function on R n satisfying ?1 < g < (8) for some > 0 and rg is bounded and compactly supported, then for u 2 C 1 (R n ), we may de ne a distribution m q (u) by m q (u)(v) = ? Z R n rg r 1 g uv dx: (9) Formally, q = g ?1 g will be the potential in our Schr odinger operator and m q (u) is the product qu. Our main result on m q is:
Theorem 0.4. Suppose that g is de ned on R n , satis es (8) (8), (10) and (11) 
