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iResumen
En este trabajo se presentara´ el estado del arte en la teor´ıa de polinomios
ortogonales con respecto a un producto escalar tipo Sobolev, que es un caso
particular de ortogonalidad no esta´ndar. Adema´s, se incluye nuevos resulta-
dos que se han obtenido en el caso de que la medida involucrada corresponda
al peso Laguerre.
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1Introduccio´n
Este trabajo fin de Ma´ster (TFM) nace con el objetivo de probar una
conjetura establecida en [9] sobre la asinto´tica de una familia de polinomios
ortogonales con respecto a un producto escalar no esta´ndar.
Concretamente, se considera el producto escalar no esta´ndar tipo Sobolev
(f, g)n =
1
Γ(α + 1)
∫ ∞
0
f(x)g(x)xαe−xdx+Mnf (j)(0)g(j)(0), (1.1)
donde (Mn)n es una sucesio´n de nu´meros positivos verificando ciertas propie-
dades. Para los polinomios ortogonales con respecto al producto escalar ante-
rior se conoce la denominada asinto´tica tipo Mehler-Heine en los casos j = 0
y j = 1. En [9] los autores conjeturan sobre este tipo de asinto´tica para un j
arbitrario y el objetivo de este TFM es probar dicha conjetura. En el cap´ıtulo
5 se establece este resultado que ha sido publicado en [20].
Para llegar a ese objetivo es necesario conocer, al menos, una teor´ıa ba´sica
de polinomos ortogonales esta´ndar, as´ı como de polinomios ortogonales de
Sobolev. Ba´sicamente un producto escalar tipo Sobolev es un producto es-
calar que involucra a las derivadas de los polinomios. Esta memoria se divide
en cap´ıtulos de la siguiente forma.
En el cap´ıtulo 2 se explica una teor´ıa general y ba´sica de los polinomios
ortogonales esta´ndar. Se comienza el cap´ıtulo recordando que es un producto
escalar y algunas propiedades ba´sicas de sucesiones de polinomios ortogo-
nales (SPO). A continuacio´n se obtienen algunas fo´rmulas importantes que
satisfacen los polinomios ortogonales tales como la relacio´n de recurrencia a
1
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tres te´rminos, la fo´rmula de Christoffel-Darboux o la propiedad reproducto-
ra de los polinomios nu´cleo. Se vera´ tambie´n que los polinomios nu´cleo son
solucio´n de un determinado problema extremal.
La seccio´n 2.4 de este cap´ıtulo esta´ dedicada a los ceros polinomios orto-
gonales. Se estudian sus propiedades ba´sicas y su relacio´n con la integracio´n
nume´rica a trave´s de las fo´rmulas de cuadratura gaussianas. Por u´ltimo,
incluiremos una seccio´n sobre series de Fourier de polinomios ortogonales.
El cap´ıtulo 3 esta´ dedicado a una clase de polinomios ortogonales esta´ndar
que satisfacen ciertas propiedades especiales. Son los denominados polinomios
ortogonales cla´sicos. En la recta real las familias cla´sicas de polinomios or-
togonales corresponden a los siguientes pesos:
Jacobi: ρ(x) = (1− x)α(1 + x)β, α, β > −1, x ∈ [−1, 1].
Laguerre: ρ(x) = xαe−x, α > −1, x ∈ [0,∞).
Hermite: ρ(x) = e−x
2
, x ∈ R.
El enfoque de este cap´ıtulo se hace a partir de la ecuacio´n diferencial
hipergeome´trica que van a cumplir las familias cla´sicas. Se establecera´ la
fo´rmula de Rodrigues, se deduciran las 3 familias cla´sicas en el eje real y se
probara´n diferentes resultados que caracterizan a estas familias cla´sicas.
Finalmente para cada familia, se dan algunas de sus propiedades ba´sicas
tales como: representacion hipergeome´trica, ecuacio´n diferencial hipergeome´-
trica, relacio´n de recurrencia a 3 te´rminos, fo´rmula de Rodrigues, etc. Algunos
resultados asinto´ticos, en especial, fo´rmulas de Mehler-Heine tambie´n sera´n
incluidos pues son necesarios en el cap´ıtulo 5. Las demostraciones del cap´ıtulo
2 y 3 se presentan de forma detallada.
El cap´ıtulo 4 es una breve introduccio´n a polinomios ortogonales de
Sobolev. Los productos ortogonales tipo Sobolev son productos no esta´ndar
pues no se verifica que (xf, g) = (f, xg). En nuestro caso, esto ocurre al
aparecer derivadas en el producto escalar. A grandes rasgos, hay dos tipos
de productos escalares de Sobolev, el continuo y el discreto.
Presentamos algunos resultados ba´sicos de esta teor´ıa y otros como mo-
tivacio´n del cap´ıtulo 5.
En el cap´ıtulo 5 es donde se recogen las aportaciones originales de este
TFM y que han sido publicadas en [20]. Como se ha dicho al principio, se
considera el producto escalar (1.1) y el objetivo fundamental es establecer
la asinto´tica tipo Mehler-Heine de los polinomios ortogonales con respecto a
3(1.1) que fue conjeturada en [9]. Dicho resultado es establecido en el Teorema
5.1. Como una consecuencia de este teorema se obtiene la asinto´tica de los
ceros, estableciendo relaciones l´ımite entre los ceros de estos polinomios y los
ceros de combinaciones de funciones de Bessel de primera especie. El papel
que juega la sucesio´n (Mn)n en esta asinto´tica tambie´n queda establecido.
Finalmente, los resultados del cap´ıtulo son ilustrados nume´ricamente.
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2Teor´ıa ba´sica de polinomios
ortogonales
En este cap´ıtulo vamos a estudiar algunas propiedades ba´sicas y comunes
a todas las familias de polinomios ortogonales esta´ndar. Este material nos
sera´ muy u´til a lo largo de este trabajo. El enfoque de este cap´ıtulo puede
hacerse de diversas formas. La elegida para el desarrollo de este cap´ıtulo
es la construccio´n de sucesiones de polinomios ortogonales con respecto a
un funcional lineal. Existe mucha literatura sobre polinomios ortogonales y
algunas referencias son [4], [10], [13], [14], [30], [31], [35], [36], etc.
2.1. Ortogonalidad
Sea µ una funcio´n no decreciente en (a, b), no constante en (a, b) y tal
que si el intervalo (a, b) es no acotado, o sea, si a = −∞, entonces el
l´ımx→−∞ µ(x) > −∞ y si b = ∞, entonces l´ımx→∞ µ(x) < ∞. Diremos
que una funcio´n f pertenece al espacio Lpµ[a, b] si∫ b
a
|f(x)|pdµ(x) <∞.
Cuando p = 1 escribiremos simplemente f ∈ Lµ[a, b].
Definicio´n 2.1 Se define el producto escalar de dos funciones f y g pertenecientes
a L2µ[a, b] como la integral de Stieltjes-Lebesgue
(f, g) =
∫ b
a
f(x)g(x)dµ(x). (2.1)
5
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Definicio´n 2.2 Sea µ una medida, diremos que dos funciones f y g son
ortogonales respecto a la distribucio´n dµ si
(f, g) = 0. (2.2)
Si µ es absolutamente continua en el intervalo (a, b), es decir, dµ(x) =
ρ(x)dx, el producto escalar (2.1) se puede reescribir como la integral de
Stieltjes-Lebesgue
(f, g) =
∫ b
a
f(x)g(x)ρ(x)dx, (2.3)
donde ρ es una funcio´n medible no negativa y donde 0 <
∫ b
a
ρ(x)dx <∞. A
la funcio´n ρ la llamaremos funcio´n peso.
Para finalizar la seccio´n, si consideramos el espacio vectorial L2µ(a, b), y
el producto escalar definido en (2.1) entonces diremos que la norma de un
vector viene dada por la expresio´n ||f || = √〈f, f〉. Si ||f || = 0 diremos que
f es el vector nulo y si ||f || = 1 diremos que f es un vector ortonormal.
2.2. Funcionales lineales
En esta seccio´n estudiaremos propiedades generales de funcionales lineales
asociados a una medida.
Definicio´n 2.3 Un funcional lineal asociado a una medida µ viene determi-
nado por una aplicacio´n
L : Lµ[a, b] 7→ C, L[f ] =
∫ b
a
f(x)dµ(x),
satisfaciendo que
L[af + bg] = aL[f ] + bL[g],
para cualesquiera constastes a, b ∈ C y las funciones f y g ∈ Lµ[a, b].
La propiedad de ortogonalidad (2.2) se puede reescribir en estos terminos
como L[f ·g] = 0 con f y g dos funciones pertenecientes a Lµ[a, b].
Se denota por P al espacio vectorial de los polinomios y por Pn al espacio
de los polinomios de grado menor o igual que n.
A continuacio´n daremos la definicio´n de sucesio´n de polinomios ortogo-
nales.
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Definicio´n 2.4 Dada una sucesio´n de polinomios (Pn)n, diremos que es una
sucesio´n de polinomios ortogonales (SPO) con respecto a L si se cumple que:
1. Pn es un polinomio de grado n,
2. L[PnPm] = 0, m 6= n, para n,m = 0, 1, 2, . . . ,
3. L[P 2n ] 6= 0, para todo n = 0, 1, 2, . . . .
Destacar que en el caso dµ(x) = ρ(x)dx, siendo ρ una funcio´n peso en
(a, b), la tercera condicio´n es inmediata. Adema´s se cumple que L[P 2n ] > 0.
Por otra parte, si L[P 2n ] = 1 se dice que la sucesio´n es ortonormal.
Teorema 2.1 Sea L un funcional lineal y (Pn)n una sucesio´n de polinomios
tal que gr(Pn) = n. Las siguientes afirmaciones son equivalentes:
1) (Pn)n es una SPO respecto a L.
2) L[qPn] = 0, para todo polinomio q de grado m < n,
L[qPn] 6= 0 si q es un polinomio de grado n.
3) L[xmPn(x)] = Knδn,m, donde Kn 6= 0, m = 0, 1, . . . , n y δn,m es la
funcio´n delta de Kronecker.
Demostracio´n: 1) ⇒ 2). Como Pn es un polinomio de grado exacta-
mente n, el conjunto de polinomios {P0, P1, . . . , Pm} es una base del espacio
Pm de los polinomios de grado a lo sumo m. Por lo tanto existen c0, c1, . . . , cm
con cm 6= 0, tales que
q(x) =
m∑
k=0
ckPk(x).
Por la linealidad de L y por la Definicio´n 2.4 se tiene que L[qPn] =∑m
k=0 ckL[PkPn] =
∑m
k=0 ckδk,n = 0, para todom < n.Y param = n,L[qPn] =
cnL[P 2n ] 6= 0.
2)⇒ 3) Es suficiente considerar q(x) = xm en 2).
3)⇒ 1) Para probar esto es suficiente con tener en cuenta que Pm es un
polinomio de grado exactamente m y se puede escribir en la base cano´nica
de Pm como Pm(x) =
∑m
k=0 ckx
k con cm 6= 0. Vamos a analizar L[PmPn] con
m 6= n. Entonces m < n o´ n < m. Por comodidad, tomamos m < n, el otro
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caso se probar´ıa de forma ana´loga. Ahora utilizando la linealidad de L y 3)
se tiene
L[PmPn] = L
[
m∑
k=0
ckx
kPn
]
=
m∑
k=0
ckL[xkPn] =
m∑
k=0
ckKnδk,n = 0, m < n.
Para m = n,
L[P 2n ] = L
[
n∑
k=0
ckx
kPn
]
=
n∑
k=0
ckL[xkPn] = cnL[xnPn] = cnKn 6= 0.

Teorema 2.2 Sea (Pn)n una SPO respecto a L. Entonces, para cualquier
polinomio q de grado n se tiene que
q(x) =
n∑
k=0
ckPk(x), donde ck =
L[qPk]
L[P 2k ]
.
A los coeficientes ck de este desarrollo se le denominan coeficientes de
Fourier de q en la base {P0, . . . , Pn} de Pn. Por otra parte, cada polinomio
Pn de la SPO esta´ determinado de manera u´nica, salvo un factor multiplica-
tivo.
Demostracio´n: Veamos que {P0, . . . , Pn} son una base de Pn. Para ello
sera´ suficiente ver que son linealmente independientes.
Sea α0P0(x) + · · · + αnPn(x) = 0, multiplicamos por el polinomio Pk(x)
con k fijo y k ∈ {0, . . . , n}, entonces
α0P0(x)Pk(x) + · · ·+ αnPn(x)Pk(x) = 0.
Aplicando el funcional lineal L a la expresio´n anterior
α0L[P0(x)Pk(x)] + · · ·+ αnL[Pn(x)Pk(x)] = L[0]
⇒ αk = 0, con k ∈ {0, . . . , n}.
Por tanto, {P0, . . . , Pn} son base de Pn y cualquier polinomio q con
gr(q) = n se puede escribir como
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q(x) =
n∑
k=0
ckPk(x).
Si multiplicamos por Pj con j ∈ {0, . . . , n} y aplicamos el funcional lineal
nos queda
L[qPj] = L
[
n∑
k=0
ckPkPj
]
=
n∑
k=0
ckL[PkPj]
= cjL[P 2j ]⇒ cj =
[qPj]
L[P 2j ]
, con j = 0, . . . , n.
Demostraremos ahora la unicidad, salvo factor multiplicativo, de los poli-
nomios Pn. Supongamos que existe otro polinomio Qn, de grado exactamente
n, ortogonal a los polinomios P0, P1, . . . , Pn−1. Entonces, L[PkQn] = 0 para
todo k < n, y por tanto, todos los coeficientes de Fourier de Qn son iguales
a cero excepto el coeficiente cn, luego Qn = cnPn(x). 
2.3. Relacio´n de recurrencia a 3 te´rminos
Teorema 2.3 Sea (Pn)n una sucesio´n de polinomios ortogonales con respecto
a un funcional lineal L. Entonces la SPO (Pn)n satisface una relacio´n de
recurrencia a tres te´rminos de la forma
xPn(x) = αnPn+1(x) + βnPn(x) + γnPn−1(x). (2.4)
Generalmente se suele imponer que P−1(x) = 0 y P0(x) = 1, con lo que una
SPO queda determinada de forma u´nica conocidas las sucesiones (αn)n, (βn)n
y (γn)n.
Demostracio´n: Por el Teorema 2.2 el polinomio xPn(x) es de grado n+1
y se puede desarrollar como
xPn(x) =
n+1∑
k=0
ckPk(x), ck =
L[xPnPk]
L[P 2k ]
.
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Puesto que (Pn)n es una SPO, se tiene ck = 0 cuando 0 ≤ k < n − 2. Por
tanto, se concluye que la SPO satisface una relacio´n de recurrencia a tres
te´rminos de la forma
xPn(x) = αnPn+1(x) + βnPn(x) + γnPn−1(x),
donde los coeficientes αn, βn y γn se expresan mediante las fo´rmulas
αn =
L[xPnPn+1]
L[P 2n+1]
, βn =
L[xP 2n ]
L[P 2n ]
, γn =
L[xPnPn−1]
L[P 2n−1]
. (2.5)

Teorema 2.4 (Fo´rmula de Christoffel-Darboux) Si (Pn)n es una suce-
sio´n de polinomios ortogonales que satisface la relacio´n de recurrencia a tres
te´rminos. Entonces se cumple que
Kn(x, y) :=
n∑
m=0
Pm(x)Pm(y)
d2m
=
αn
d2n
Pn+1(x)Pn(y)− Pn+1(y)Pn(x)
x− y , n ≥ 1,
donde d2n = L[P 2n ] es el cuadrado de la norma del n-e´simo polinomio ortogonal
Pn respecto L.
Demostracio´n: Escribimos la relacio´n de recurrencia a tres te´rminos de
(Pn)n en las variables x e y,
xPm(x) = αmPm+1(x) + βmPm(x) + γmPm−1(x),
yPm(y) = αmPm+1(y) + βmPm(y) + γmPm−1(y),
donde los coeficientes αn, βn y γn vienen determinados por (2.5). Multipli-
cando la primera ecuacio´n por Pm(y), y la segunda por Pm(x) y restando se
tiene que
(x− y)Pm(x)Pm(y) = αmPm+1(x)Pm(y) + βmPm(x)Pm(y) + γmPm−1(x)Pm(y)
− αmPm+1(y)Pm(x)− βmPm(y)Pm(x)− γmPm−1(y)Pm(x)
= αm(Pm+1(x)Pm(y)− Pm+1(y)Pm(x))
+ γm(Pm−1(x)Pm(y)− Pm−1(y)Pm(x)).
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Dividiendo por d2m se tiene que
(x− y)Pm(x)Pm(y)
d2m
= Am − Am−1,
con
Am =
αm
d2m
(Pm+1(x)Pm(y)− Pm+1(y)Pm(x)) .
Y para terminar solo hay que realizar
∑n
m=0(Am−Am−1) y tener en cuenta
que nos encontramos ante una suma telesco´pica, luego se anulan todos los
te´rminos menos el te´rmino An. Y con esto obtenemos el resultado buscado,
donde hemos asumido que P−1(x) = 0 en el te´rmino A−1.
Una vez vista la fo´rmula de Christoffel-Darboux vamos a pasar a ver un
par de consecuencias directas del uso de esta fo´rmula.
Corolario 2.1 (Fo´rmula confluente de Christoffel-Darboux)
Kn(x, x) =
n∑
m=0
P 2m(x)
d2m
=
αn
d2n
(P ′n+1(x)Pn(x)−Pn+1(x)P ′n(x)), n ≥ 1. (2.6)
Demostracio´n: Para demostrar el resultado solo hay que sumar y restar
Pn+1(x)Pn(x) y recordar que
l´ım
x→a
f(x)− f(a)
x− a = f
′(a). (2.7)
Vamos a calcular el siguiente l´ımite,
l´ım
y→x
Kn(x, y) = l´ım
y→x
(
αn
d2n
Pn+1(x)Pn(y)− Pn+1(y)Pn(x)
x− y
)
=
αn
d2n
l´ım
y→x
(
Pn+1(x)Pn(y)− Pn+1(x)Pn(x)
x− y
)
+
αn
d2n
l´ım
y→x
(
Pn+1(x)Pn(x)− Pn+1(y)Pn(x)
x− y
)
= −αn
d2n
Pn+1(x) l´ım
y→x
(
Pn(x)− Pn(y)
x− y
)
+
αn
d2n
Pn(x) l´ım
y→x
(
Pn+1(x)− Pn+1(y)
x− y
)
=
αn
d2n
(−Pn+1(x)P ′n(x) + Pn(x)P ′n+1(x)). 
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Proposicio´n 2.1 (Propiedad reproductora de los nu´cleos) Los poli-
nomios nu´cleos satisfacen la siguiente propiedad
L[p(x)Kn(x, y)] = p(y), ∀p(x) ∈ Pn.
Demostracio´n: Por el Teorema 2.2 podemos escribir p(x) =
∑n
k=0 ckPk(x).
Entonces, tenemos
L
[
n∑
k=0
ckPk(x)
n∑
k=0
Pm(x)Pm(y)
d2m
]
=
n∑
k=0
n∑
m=0
ckPm(y)
d2m
L[Pk(x)Pm(x)]
=
n∑
k=0
ckPk(y) = p(y). 
Definicio´n 2.5 Sea (a, b) un intervalo. Diremos que un funcional es definido
positivo en (a, b) si L[p] > 0 para cualquier polinomio p no negativo y no
ide´nticamente nulo en (a, b). Al mayor conjunto (a, b) tal que L sea definido
positivo en e´l se le denomina soporte de L.
Para finalizar esta seccio´n veremos que los polinomios nu´cleos son solucio´n
de un problema extremal.
Teorema 2.5 Sea L un funcional definido positivo con soporte (a, b). Sea
Πn = {p ∈ Pn/p(x0) = 1, x0 ∈ (a, b)}. Entonces,
mı´n
p∈Πn
L[p2] = 1
Kn(x0, x0)
,
y se alcanza para pmı´n(x) = Kn(x, x0)/Kn(x0, x0).
Demostracio´n: Usando el Teorema 2.2 tenemos que p(x) se puede es-
cribir como p(x) =
∑n
k=0 ckPk(x)/dk. Adema´s es claro que L[p2] =
∑n
k=0 c
2
k
ya que d2k = L[P 2k ]. Usando que p(x0) = 1, tenemos que
1 = p(x0) =
n∑
k=0
ckPk(x0)/dk. (2.8)
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Si ahora elevamos al cuadrado la expresio´n (2.8) y usamos la desigualdad
de Cauchy-Schwarz tenemos:
1 ≤
(
n∑
k=0
c2k
)(
n∑
k=0
Pk(x0)
2
d2k
)
⇒
n∑
k=0
c2k ≥
(
n∑
k=0
Pk(x0)
2
d2k
)−1
= (Kn(x0, x0))
−1.
Claramente se tiene la igualdad si
ck =
Pk(x0)
dk
1
Kn(x0, x0)
⇒
c2k =
P 2k (x0)
d2k
1
K2n(x0, x0)
⇒
n∑
k=0
c2k =
1
K2n(x0, x0)
n∑
k=0
P 2k (x0)
d2k
=
Kn(x0, x0)
K2n(x0, x0)
=
1
Kn(x0, x0)
,
donde hemos usado la fo´rmula confluyente de Christoffel-Darboux dada en
el Corolario 2.1. Entonces,
mı´n
p∈Πn
L[p2] = mı´n
p∈Πn
n∑
k=0
c2k = (Kn(x0, x0))
−1,
y el
pmı´n(x) =
n∑
k=0
ck
Pk(x)
dk
=
1
Kn(x0, x0)
n∑
k=0
Pk(x0)
d2k
Pk(x) =
Kn(x, x0)
Kn(x0, x0)
. 
2.4. Propiedades generales de los ceros
En esta parte del cap´ıtulo vamos a hablar sobre algunos resultados ge-
nerales relativos a ceros de polinomios ortogonales.
Teorema 2.6 Sea (a, b) el soporte de L definido positivo y (Pn)n una SPO
respecto a L. Entonces:
1. Todos los ceros de Pn son reales, simples y se encuentran en (a, b).
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2. Pn y Pn+1 no tienen ningu´n cero en comu´n.
3. Denotemos por xn,j a los ceros del polinomio Pn en orden creciente,
xn,1 < xn,2 < . . . < xn,n. Entonces xn+1,j < xn,j < xn+1,j+1, con
j = 1, . . . , n, es decir, los ceros de Pn y Pn+1 esta´n entrelazados.
Demostracio´n: Vamos a demostrar cada apartado.
1. Para n ≥ 1, L[Pn·1] = 0, ello indica que Pn cambia de signo en (a, b).
Denotemos por x1, x2, . . . , xk los ceros de Pn de multiplicidad impar
que estan en el interior de (a, b) y sea p(x) = (x − x1) . . . (x − xk). Es
evidente que p(x)Pn(x) > 0, en (a, b). Luego L[pPn] > 0, y por tanto
gr(p) = k ≥ n. Pero k es el nu´mero de ceros de Pn por lo que k ≤ n.
Con ello se concluye que k = n y por tanto los ceros de Pn son simples,
reales y esta´n en (a, b).
2. Por reduccio´n al absurdo, supongamos que x0 es un cero de Pn y Pn+1.
Entonces evaluando en la relacio´n de recurrencia a tres te´rminos (2.4)
tambien ser´ıa una ra´ız de Pn−1. Si continuamos este proceso llegar´ıamos
a decir que la ra´ız x0 es una ra´ız de P0(x) = 1 y esto obviamente no es
posible.
3. Evaluando xn+1,j en (2.6) se obtiene que P
′
n+1(xn+1,j)Pn(xn+1,j) > 0
o´ P ′n+1(xn+1,j)Pn(xn+1,j) < 0 en funcio´n del signo de αn. Vamos a
considerar que P ′n+1(xn+1,j)Pn(xn+1,j) > 0 por comodidad, ya que se
razonar´ıa de forma ana´loga en el otro caso. Al ser xn+1,j y xn+1,j+1
dos ceros consecutivos del polinomio Pn+1, por el teorema de Rolle
P ′n+1 se anula al menos una vez en el interior del intervalo formado
por xn+1,j y xn+1,j+1. Ahora bien, al ser los ceros de Pn+1 simples, los
signos de P ′n+1(xn+1,j) y P
′
n+1(xn+1,j+1) son no nulos y distintos por lo
que de la desigualdad obtenida se deduce que los signos de Pn(xn+1,j)
y Pn(xn+1,j+1) tambie´n son no nulos y distintos entre s´ı. Luego, por el
teorema de Bolzano nos asegura que Pn se anula al menos una vez en
dicho intervalo. Pero hay precisamente n intervalos, por lo tanto hay
un u´nico cero entre dos ceros consecutivos de Pn+1.
Los ceros de los polinomios ortogonales juegan un papel importante en
las fo´rmulas de integracio´n nume´rica conocidas como fo´rmulas de cuadratura
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gaussianas. El objetivo de una cuadratura gaussiana es calcular nume´rica-
mente una integral de la forma
∫ b
a
f(x)dµ(x), con f ∈ Lµ(a, b). Se puede
aproximar de la forma:
∫ b
a
f(x)dµ(x) '
n∑
k=1
λnkf(xk), (2.9)
buscando que esta sea exacta cuando f(x) sea un polinomio de grado a lo
sumo 2n−1, con n ≥ 1. El tipo de fo´rmulas (2.9) determinan las cuadraturas
gaussianas.
Para probar que existe una fo´rmula del tipo anterior vamos a definir un
polinomio Qm(x) = x
jPn(x), con j < n y Pn(x) = (x− x1) . . . (x− xn), con
xi 6= xj si i 6= j. As´ı Qm ∈ P2n−1. Sustituyendo Qm en (2.9) obtenemos que
∫ b
a
Qm(x)dµ(x) =
∫ b
a
xjPn(x)dµ(x) =
n∑
k=1
λnkx
j
kP (xk) = 0, j < n. (2.10)
Esto implica que los polinomios Pn son ortogonales respecto a la medida
µ siendo xk con k = 1, 2, . . . , n, sus ceros.
Por tanto, hemos obtenido el siguiente resultado
Teorema 2.7 Dada una medida µ en (a, b), existen ciertos nu´meros (λnk)
n
k=1,
tales que la fo´rmula de cuadratura
∫ b
a
q(x)dµ(x) =
n∑
k=1
λnkq(xk), n ≥ 1, (2.11)
es exacta para cualquier polinomio q ∈ P2n−1 de grado a lo sumo 2n − 1,
siendo los xk, k = 1, 2, . . . , n los ceros del n-e´simo polinomio ortogonal con
respecto a dµ.
Ya solo falta dar una expresio´n de los (λnk)
n
k=1, y para ello sustitui-
mos el polinomio q(x) = Pn(x)Pn−1(x)/(x − xk) en (2.11) para cada k ∈
{1, 2, . . . , n}. Con esta expresio´n de q(x) se tiene que
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l´ım
x→xk
q(x) = l´ım
x→xk
Pn(x)Pn−1(x)
x− xk
= l´ım
x→xk
Pn(x)Pn−1(x)− Pn(xk)Pn−1(x) + Pn(xk)Pn−1(x)
x− xk
= l´ım
x→xk
Pn(x)Pn−1(x)− Pn(xk)Pn−1(x) + 0
x− xk
= l´ım
x→xk
Pn(x)− Pn(xk)
x− xk Pn−1(x)
= P ′n(xk)Pn−1(xk). (2.12)
Adema´s tambie´n se tiene que si Pn(x) = anx
n + . . . , entonces Pn(x)
x−xk =
an/an−1Pn−1(x) + qn−2(x), donde gr(qn−2) ≤ n− 2.
En primer lugar vamos a calcular la siguiente integral∫ b
a
Pn(x)
x− xkPn−1(x)dµ(x) =
∫ b
a
(
an
an−1
Pn−1(x) + qn−2(x)
)
Pn−1(x)dµ(x)
=
∫ b
a
an
an−1
P 2n−1(x)dµ(x) +
∫ b
a
Pn−1(x)qn−2dµ(x)
= (αn−1)−1d2n−1.
donde hemos usado las fo´rmulas ([4, f. (2.8)]) donde nos dicen que αn =
an/an+1, la ortogonalidad de Pn−1 y la definicio´n de dn.
Entonces, aplicando (2.11) al polinomio q(x) se obtiene usando (2.12)
∫ b
a
q(x)dµ(x) =
∫ b
a
Pn(x)
x− xkPn−1(x)dµ =
n∑
j=1
λnjq(xj)
= λnkq(xk) = λnkP
′
n(xk)Pn−1(xk).
Despejando λnk tenemos
λnk =
1
P ′n(xk)Pn−1(xk)
∫ b
a
Pn(x)
x− xkPn−1(x)dµ(x)
=
α−1n−1d
2
n−1
P ′n(xk)Pn−1(xk)
=
1
Kn−1(xk, xk)
.
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En la segunda igualdad hemos utilizado el valor de la integral anterior y en
la u´ltima igualdad la fo´rmula confluente de Christoffel-Darboux.
Los nu´meros λnk son conocidas como constantes de Christoffel. Para ma´s
informacio´n sobre fo´rmulas de cuadratura gaussianas se puede consultar [13]
y tambie´n [25].
2.5. Series de Fourier de polinomios ortogo-
nales
Las series de Fourier son muy importantes en diversas aplicaciones. Por
ello en este apartado vamos a considerar brevemente las series de Fourier
de polinomios ortogonales en el espacio L2µ[a, b], es decir, trabajaremos en el
espacio de las funciones f tales que
||f ||2 =
∫ b
a
|f(x)|2dµ(x) <∞.
Consideraremos el desarrollo de cualquier funcio´n f ∈ L2µ[a, b] en la corres-
pondiente serie de Fourier de polinomios ortonormales, es decir, el desarrollo
de la forma
f(x) =
∞∑
n=0
anpn(x), an =
∫
R
f(x)pn(x)dµ(x), ||pn|| = 1.
Los coeficientes an del desarrollo anterior se denominan coeficientes de
Fourier de la funcio´n f . Se denotara´ por sn(x) a la suma parcial de la serie
anterior,
sn(x) =
n∑
k=0
akpk(x).
Teorema 2.8 Sea Pn el espacio de los polinomios de grado menor o igual
que n. Entonces el mı´nq∈Pn ||f − q||2 = ||f ||2 −
∑n
k=0 a
2
k y se alcanza cuando
q(x) = sn(x).
Demostracio´n: Sea q ∈ Pn. Entonces por el Teorema 2.2 tenemos que
q(x) =
∑n
k=0 ckpk(x) y por tanto,
(q, q) =
(
n∑
k=0
ckpk(x),
n∑
m=0
cmpm(x)
)
=
n∑
k=0
c2k,
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(f, q) =
( ∞∑
k=0
akpk(x),
n∑
m=0
cmpm(x)
)
=
n∑
k=0
akck.
Luego,
||f − q||2 = ||f ||2 − 2〈f, q〉+ ||q||2
= ||f ||2 − 2
n∑
k=0
akck +
n∑
k=0
c2k
= ||f ||2 +
n∑
k=0
(ak − ck)2 −
n∑
k=0
a2k.
Por tanto, ||f−q||2 ≥ ||f ||2−∑nk=0 a2k. Luego el mı´nimo de la norma ||f−
q||2 sobre el espacio de los polinomios Pn es ||f ||2−
∑n
k=0 a
2
k que corresponde
al caso cuando ck = ak para k = 0, 1, . . . , n, es decir cuando q(x) = sn(x),
tal y como se quer´ıa demostrar. 
Este teorema se puede reformular como:
Teorema 2.9 Dada una funcio´n de L2µ[a, b], la mejor aproximacio´n de f
mediante una serie de polinomios es aquella correspondiente a los polinomios
ortogonales respecto a dµ.
Una consecuencia del teorema anterior es la desigualdad de Bessel
n∑
k=0
a2k ≤ ||f ||2 ⇒
∞∑
k=0
a2k ≤ ||f ||2,
de donde se deduce tambie´n que l´ımn→∞ an = 0.
3Polinomios ortogonales cla´sicos
en la recta real
Una vez visto una introduccio´n a la teor´ıa general de polinomios orto-
gonales vamos a centrarnos en estudiar propiedades que satisfacen los deno-
minados polinomios ortogonales cla´sicos. Las familias clasicas como veremos
son las familias de Jacobi, Laguerre y Hermite. Se prestara´ especial atencio´n
a las propiedades de los polinomios de Laguerre ya que nuestro objetivo es
estudiar en el u´ltimo cap´ıtulo de esta memoria un caso particular de poli-
nomios tipo Laguerre, ortogonales con respecto a un producto escalar tipo
Sobolev. En general, en este cap´ıtulo seguiremos las referencias [4] y [35].
3.1. Ecuacio´n diferencial hipergeome´trica y
fo´rmula de Rodrigues
En esta seccio´n vamos a comenzar estudiando la ecuacio´n diferencial que
satisfacen los polinomios ortogonales cla´sicos. Estos verifican que
σ(x)y′′ + τ(x)y′ + λny = 0, (3.1)
donde σ y τ son polinomios de grados a lo sumo 2 y 1, respectivamente, y
λn 6= 0 no depende de x. Esta ecuacio´n usualmente se denomina ecuacio´n
diferencial hipergeome´trica, pues esta ecuacio´n tiene la propiedad de la hiper-
geometricidad, que consiste en que si y es solucio´n de (3.1) entonces su m-
e´simas derivadas, que denotaremos por y(m) ≡ ym, satisfacen una ecuacio´n
diferencial de la forma
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σ(x)y′′m + τm(x)y
′
m + µmym = 0, (3.2)
con
τm(x) = τ(x) +mσ
′(x),
µm(λn) = λn +
m−1∑
i=0
τ ′i(x) = λn +mτ
′(x) +m(m− 1)σ
′′(x)
2
.
Este resultado se puede probar usando induccio´n (ver [4]).
Las ecuaciones (3.1) y (3.2) pueden escribirse en forma sime´trica o au-
toadjunta:
[σ(x)ρ(x)y′]′ + λρ(x)y = 0, [σ(x)ρm(x)y′m]
′ + µmρm(x)ym = 0, (3.3)
donde ρ y ρm son funciones de simetrizacio´n que satisfacen las ecuaciones
diferenciales de Pearson:
[σ(x)ρ(x)]′ = τ(x)ρ(x), [σ(x)ρm(x)]′ = τm(x)ρm(x). (3.4)
Entonces de (3.4) tenemos, por una parte que
ρ′(x)
ρ(x)
=
τ(x)− σ′(x)
σ(x)
, (3.5)
y por otra
(σ(x)ρm(x))
′ = (τ(x) +mσ′(x))ρm(x)⇒
ρ′m(x)
ρ(x)
=
τ(x)− σ′(x)
σ(x)
+
mσ′(x)
σ(x)
=
ρ′(x)
ρ(x)
+m
σ′(x)
σ(x)
,
donde en la u´ltima igualdad se ha usado (3.5).
Integrando obtenemos ρm(x) = Cσ
m(x)ρ(x), y normalizando con C = 1
se tiene que
ρm(x) = σ
m(x)ρ(x). (3.6)
Las ecuaciones (3.3) junto con (3.6) nos van a ayudar a establecer el
siguiente resultado.
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Teorema 3.1 (Fo´rmula de Rodrigues) Las soluciones polino´micas de (3.2)
se expresan mediante la fo´rmula
P (m)n (x) =
AnmBn
ρm(x)
dn−m
dxn−m
(ρn(x)) . (3.7)
donde Bn = P
(n)
n /Ann, y
Anm =
n!
(n−m)!
m−1∏
k=0
[τ ′(x) +
1
2
(n+ k − 1)σ′′(x)].
Adema´s, el autovalor µm de (3.2) es
µm := µm(λn) = −(n−m)[τ ′(x) + 1
2
(n+m− 1)σ′′(x)].
Demostracio´n: Para demostrar el teorema vamos a escribir la ecuacio´n
autoadjunta (3.4) para las derivadas como
ρm(x)ym = − 1
µm
(σ(x)ρm(x)y
′
m) = −
1
µm
[ρm+1(x)ym+1]
′,
donde hemos usado (3.6).
Por tanto,
ρm(x)ym =
−1
µm
(ρm+1(x)ym+1)
′ =
−1
µm
−1
µm+1
(ρm+2(x)ym+2)
′′
=
−1
µm
−1
µm+1
. . .
−1
µn−1
(ρn(x)yn)
(n−m).
Notando
Anj = (−1)j
j−1∏
k=0
µk(λn), j ≥ 1,
An0 = 1,
la anterior expresio´n se reescribe como
ρm(x)ym =
Anm
Ann
dn−m
dxn−m
(ρn(x)yn). (3.8)
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Como buscamos soluciones polinomicas, y ≡ Pn, tenemos que P (n)n es una
constante, y (3.8) se convierte en
ρm(x)P
(m)
n (x) =
Anm
Ann
dn−m
dxn−m
(ρnP
(n)
n (x))
⇒ P (m)n (x) =
Anm
Annρm(x)
P (n)n (x)
dn−m
dxn−m
(ρn(x)).
Usando de nuevo que P
(n)
n (x) es una constante, entonces de la ecuacio´n
diferencial que satisface se deduce que µnn = µn(λn) = 0. Esto implica que
λn + nτ
′(x) + n(n− 1)σ
′′(x)
2
= 0⇒
λn = −nτ ′(x)− n(n− 1)σ
′′(x)
2
. (3.9)
As´ı,
µk(λn) = −nτ ′(x)− n(n− 1)
2
σ′′(x) + kτ ′(x) +
k(k − 1)
2
σ′′(x)
= −(n− k)(τ ′(x) + n+ k − 1
2
σ′′(x)). (3.10)
Sustituyendo este valor en la expresio´n de Anj para j ≥ 1 se tiene que
Anj = (−1)j
j−1∏
k=0
µnk = (−1)j
j−1∏
k=0
µk(λn)
= (−1)j(−1)j
j−1∏
k=0
(n− k)
(
τ ′(x) +
n+ k − 1
2
σ′′(x)
)
=
n!
(n− j)!
j−1∏
k=0
(
τ ′(x) +
n+ k − 1
2
σ′′(x)
)
.
Por tanto, notando Bn =
P
(n)
n (x)
Ann
, obviamente independiente de la va-
riable x, se tiene
P (m)n (x) =
AnmBn
ρm(x)
dn−m
dxn−m
(ρn(x)).
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como quer´ıamos demostrar. 
Nota: En la demostracio´n hemos usado que µj(λn) 6= 0 para j = 0, 1, . . . , n−
1. De las expresiones (3.9) y (3.10) se deduce que esto equivale a suponer que
λn 6= 0 para n = 0, 1, . . .
La fo´rmula de Rodrigues es muy importante y tiene muchas consecuencias
en la estructura de los polinomios ortogonales. Por ejemplo, una consecuencia
directa de la fo´rmula de Rodrigues es que τ(x) debe de ser un polinomio de
grado 1 exactamente. Si calculamos el polinomio de grado 1 y utilizamos la
fo´rmula de Rodrigues obtenemos que
P1(x) =
A10B1
ρ0(x)
(ρ1(x))
′ =
B1
ρ(x)
(σ(x)ρ(x))′ =
B1
ρ(x)
τ(x)ρ(x) = B1τ(x),
y por tanto se cumple lo dicho anteriormente.
Por otra parte, si en el anterior resultado tomamos m = 0 se obtiene
Pn(x) =
Bn
ρ(x)
dn
dxn
(σn(x)ρ(x)),
conocida como la fo´rmula de Rodrigues para los polinomios ortogonales.
3.2. Polinomios ortogonales cla´sicos y teore-
mas de caracterizacio´n
Veamos ciertos teoremas y definiciones que caractizan a las familias de
polinomios ortogonales cla´sicos. A partir de estas caracterizaciones deducire-
mos cada una de las familias cla´sicas y para cada una de estas familias ve-
remos algunas de sus propiedades fundamentales.
Definicio´n 3.1 Sea una sucesio´n de polinomios ortogonales (Pn)n. Se dice
que (Pn)n es una sucesio´n de polinomios ortogonales cla´sica si la sucesio´n de
sus derivadas (P ′n)n es ortogonal.
Otra definicio´n, que veremos es equivalente, es
Definicio´n 3.2 Sea σ y τ dos polinomios de grado a lo sumo 2 y exactamente
1, respectivamente, con ceros reales y distintos y sea ρ una funcio´n tal que
(σ(x)ρ(x))′ = τ(x)ρ(x),
∣∣∣∣
∫ b
a
xkρ(x)dx
∣∣∣∣ < +∞,
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donde (a, b) es cierto intervalo de la recta real tal que ρ(x) > 0, x ∈ (a, b).
Diremos que una familia de polinomios ortogonales (Pn)n es cla´sica si es
ortogonal respecto a la funcio´n ρ solucio´n de la ecuacio´n anterior.
Teniendo en cuenta que hemos probado que τ(x) es un polinomio de
grado exactamente 1, es decir, τ(x) = Ax+B, entonces tenemos tres posibi-
lidades, salvo factores multiplicativos, segu´n los tres grados que puede tomar
el polinomio σ(x):
1. Grado 2: ⇒ σ(x) = (x − a)(b − x), x ∈ [a, b]. Haciendo el cambio
x = (b− a)/2t+ (a+ b)/2 obtenemos:
σ(t) =
(
b− a
2
)2
(1− t2), t ∈ [−1, 1].
Sin factor multiplicativo, podemos tomar σ(t) = 1− t2, t ∈ [−1, 1].
2. Grado 1: σ(x) = x− a, x ∈ [a,∞). Con el cambio lineal x = a− tA
y sin factores multiplicativos tenemos σ(t) = t, t ∈ [0,+∞).
3. Grado 0: σ(x) = 1, x ∈ R.
CASO 1: Despue´s de los cambios de variable y salvo factores multiplica-
tivos tenemos que τ(x) = Ax+B y σ(x) = 1− x2, x ∈ [−1, 1].
Si partimos de la ecuacio´n diferencial de Pearson (3.4), tenemos que des-
pejar ρ para conocer respecto que medida.
(σ(x)ρ(x))′ = τ(x)ρ(x)
σ′(x)ρ(x) + σ(x)ρ′(x) = τ(x)ρ(x)
σ(x)ρ′(x) = (τ(x)− σ′(x))ρ(x)
ρ′(x)
ρ(x)
=
τ(x)− σ′(x)
σ(x)
log(ρ(x)) =
∫
τ(x)
σ(x)
dx− log(σ(x))
log(σ(x)ρ(x)) =
∫
τ(x)
σ(x)
dx (3.11)
Por tanto sera´ integrable cuando
∫ τ(x)
σ(x)
dx lo sea, y para este primer caso
tenemos que
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∫
τ(x)
σ(x)
dx =
∫
Ax+B
(1− x)(1 + x)dx = −
A+B
2
log(1−x)−A− B
2
log(1+x)+C
y despejando ρ(x)
ρ(x) = C1(1− x)−(A+B)/2−1(1 + x)−(A−B)/2−1, C1 > 0,
y si definimos α = −(A+B)/2− 1 y β = −(A−B)/2− 1 tenemos que, sin
considerar factores multiplicativos en el peso, la familia esta generada por
σ(x) = 1− x2,
τ(x) = −(α + β + 2)x+ β − α,
ρ(x) = (1− x)α(1 + x)β, con α, β > −1,
para que el peso sea integrable.
Estas funciones dara´n lugar a los polinomios cla´sicos de JACOBI.
CASO 2: Despue´s de los cambios de variables realizados anteriormente,
y procediendo como en el caso 1 desde la ecuacio´n de Pearson, obtenemos
(3.11) y ahora
∫
τ(x)
σ(x)
dx =
∫ −x+ C
x
dx = −x+ C log(x) +D ⇒
⇒ xρ(x) = D1e−xxC ⇒ ρ(x) = D1e−xxC−1.
Y realizando el cambio α = C − 1 y sin considerar factores multiplicativos
en el peso, obtenemos:
σ(x) = x,
τ(x) = −x+ α + 1,
ρ(x) = xαe−x, con α > −1,
para que el peso sea integrable. Estas funciones son las que nos dan la familia
cla´sica de LAGUERRE.
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CASO 3: Razonamos como en los casos anteriores:∫
τ(x)
σ(x)
dx =
∫
−2xdx = −x2 + E ⇒ ρ(x) = E1e−x2 , E1 > 0.
Por tanto,
σ(x) = 1,
τ(x) = −2x,
ρ(x) = e−x
2
.
Estas funciones son las que nos dan la familia cla´sica de HERMITE.
Es importante observar que las tres familias cla´sicas anteriores verifican:
l´ım
x→a
xkσ(x)ρ(x) = l´ım
x→b
xkσ(x)ρ(x) = 0, (3.12)
donde (a, b) es el soporte de ρ(x).
Proposicio´n 3.1 Si (Pn)n es una familia cla´sica de polinomios ortogonales
segu´n la Definicio´n 3.2, entonces la sucesio´n (P ′n)n es una familia de poli-
nomios ortogonales respecto al peso σ(x)ρ(x).
Demostracio´n: Como la familia (Pn)n es ortogonal tenemos para todo
k < n
0 =
∫ b
a
Pn(x)x
k−1τ(x)ρ(x)dx =
∫ b
a
Pn(x)x
k−1(σ(x)ρ(x))′dx
= Pn(x)x
k−1ρ(x)σ(x)|ba −
∫ b
a
(Pn(x)x
k−1)′σ(x)ρ(x)dx,
donde hemos usado la ecuacio´n de Pearson dada en (3.4), que el grado de τ
es 1 e integracio´n por partes. Si ahora usamos la condicio´n (3.12) tenemos
que
0 =
∫ b
a
P ′n(x)x
k−1(σ(x)ρ(x))dx+ (k − 1)
∫ b
a
Pn(x)x
k−2σ(x)ρ(x)dx, k < n.
Usando la ortogonalidad de (Pn)n tenemos que la u´ltima integral se anula
y por tanto, ∫ b
a
P ′n(x)x
k−1(σ(x)ρ(x))dx = 0, k < n.
As´ı (P ′n)n es una sucesio´n de polinomios ortogonales respecto a σ(x)ρ(x). 
3.2. TEOREMAS DE CARACTERIZACIO´N 27
Corolario 3.1 Si (Pn)n es una sucesio´n de polinomios ortogonales (SPO)
cla´sica entonces (P ′n)n tambie´n es una SPO cla´sica.
Demostracio´n: Por la Proposicio´n 3.1 (P ′n)n es ortogonal respecto a
ρ1 = σ(x)ρ(x). Adema´s,
(σ(x)ρ1(x))
′ = σ′(x)ρ1(x) + σ(x)(σ(x)ρ(x))′
= σ′(x)σ(x)ρ(x) + σ(x)τ(x)ρ(x)
= (σ′(x) + τ(x))σ(x)ρ(x)
= τ1(x)ρ1(x),
con gr(τ1) = 1. 
Este corolario se puede generalizar de la siguiente forma
Corolario 3.2 Si (Pn)n es una SPO cla´sica entonces (P
(k)
n )n tambie´n es una
SPO cla´sica con respecto a la funcio´n peso ρk(x) = σ
k(x)ρ(x) que es solucio´n
de la ecuacio´n de Pearson
(σ(x)ρk(x))
′ = τk(x)ρk(x), τk(x) = τ(x) + kσ′(x).
Demostracio´n: La demostracio´n de este resultado la vamos a realizar
por induccio´n sobre k. Por el Colorario 3.1 es cierto para k = 1. Supongamos
cierto para k − 1 y vea´moslo para k.
P
(k)
n (x) = (P
(k−1)
n )′ luego aplicando el Corolario 3.1 se tiene que P
(k)
n es
ortogonal con respecto a
σ(x)ρk−1(x) = σ(x)σk−1(x)ρ(x) = σk(x)ρ(x) = ρk(x).
Adema´s, por hipo´tesis de induccio´n tenemos que
ρk−1(x) = σk−1(x)ρ(x) (σ(x)ρk−1(x))′ = τk−1(x)ρk−1(x),
con τk−1(x) = τ(x) + (k − 1)σ′(x).
Entonces (Nota: para simplificar las expresiones vamos a eliminar la de-
pendencia de la variable x):
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(σρk)
′ = σ′ρk + σρ′k = σ
′σkρ+ σ(σkρ)′
= σ′σkρ+ σ(σρk−1)′
= σ′σkρ+ στk−1ρk−1
= σ′σkρ+ σ(τ + (k − 1)σ′)σk−1ρ
= σ′σkρ+ τσkρ+ (k − 1)σ′σkρ
= ρσk(σ′ + τ + (k − 1)σ′)
= ρk(τ + kσ
′)
= ρkτk.

Proposicio´n 3.2 Si (Pn)n es una SPO cla´sica entonces (Pn)n es solucio´n
de la ecuacio´n diferencial de segundo orden
σ(x)P ′′n (x) + τ(x)P
′
n(x) + λnPn(x) = 0, λn = −n (τ ′(x) + (n− 1)σ′′(x)/2) .
(3.13)
Demostracio´n: Como (Pn)n es una SPO cla´sica entonces por el Colorario
3.1 sus derivadas son tambie´n cla´sicas y adema´s para k < n intengrando por
partes y haciendo uso de la condicio´n (3.12)
0 =
∫ b
a
P ′n(x)(x
k)′(σ(x)ρ(x))dx = −
∫ b
a
xk(P ′n(x)σ(x)ρ(x))
′dx
=
∫ b
a
xk(σ(x)P ′′n (x) + τ(x)P
′
n(x))ρ(x)dx.
Por el Teorema 2.2 sabemos que el polinomio Pn es u´nico salvo constante
multiplicativa, entonces σ(x)P ′′n (x)+τ(x)P
′
n(x) = −λnPn. Queda determinar
−λn. Si Pn(x) = anxn + . . . , y recordando que σ(x) y τ(x) son polinomios
de grado 2 y 1 respectivamente tenemos que
σ(x) = ax2 + bx+ c⇒ σ′′(x) = 2a⇒ σ
′′(x)
2
= a,
τ(x) = dx+ f ⇒ τ ′(x) = d,
P ′′n (x) = ann(n− 1)xx−2 + . . .
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Identificando coeficientes l´ıderes en σ(x)P ′′n (x)+τ(x)P
′
n(x) = −λnPn se tiene
que aann(n− 1) + dnan = −λnan. Simplificando an y realizando los cambios
oportunos tenemos que σ
′′(x)
2
n(n− 1)+ τ ′(x)n = −λn, de donde se obtiene el
valor de λn. 
Corolario 3.3 Si (Pn)n es una SPO cla´sica entonces (P
(k)
n )n es solucio´n de
la ecuacio´n diferencial lineal de segundo orden
σ(x)(P (k)n (x))
′′ + τk(x)(P (k)n (x))
′ + µnkP (k)n (x) = 0, (3.14)
donde µnk = λn + kτ
′(x) + 1
2
k(k − 1)σ′′(x), τk(x) = τ(x) + kσ′(x).
Demostracio´n: Vamos a demostrar el resultado por induccio´n. Para
k = 0 claramente el resultado es cierto por la Proposicio´n 3.2.
Para k = 1, por el Colorario 3.1 la sucesio´n (P ′n)n es cla´sica respecto
al peso ρ1(x) = σ(x)ρ(x) y verificando la ecuacio´n diferencial de Pearson
(σ(x)ρ1(x))
′ = τ1(x)ρ1(x) con τ1(x) = σ(x) + τ(x). Entonces aplicando la
Proposicio´n 3.2 tenemos que el resultado es cierto para k = 1.
Supongamos cierto para k y veamos que pasa para k + 1. (Nota: para
simplificar la notacio´n voy a eliminar la dependencia de la variable x.)
Por hipo´tesis de induccio´n tenemos que
σ(P (k)n )
′′ + τk(P (k)n )
′ + µnkP (k)n = 0. (3.15)
Ahora teniendo en cuenta que
µn,k+1 = λn + (k + 1)τ
′ +
1
2
k(k + 1)σ′′, (3.16)
τk+1 = τ + (k + 1)σ
′, (3.17)
µ′nk = 0 (σ y τ son polinomios de grado 2 y 1, resp.), (3.18)
τ ′k = τ
′ + kσ′′. (3.19)
Derivando en (3.15) se tiene
σ′(P (k)n )
′′ + σ(P (k)n )
′′′ + τ ′k(P
(k)
n )
′ + τk(P (k)n )
′′ + µ′nkP
(k)
n + µnk(P
(k)
n )
′ = 0.
Simplificando nos queda
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σ(P (k+1)n )
′′ + (σ′ + τk)(P (k+1)n )
′ + (τ ′k + µnk)P
(k+1)
n = 0.
Teniendo en cuenta las expresiones (3.16) - (3.19)
σ′ + τk = σ + τ + kσ′ = τ + (k + 1)σ′ = τk+1,
τ ′k + µnk = τ
′ + kσ′′ + λn + kτ ′ +
1
2
k(k − 1)σ′′
= λn + (k + 1)τ
′ + σ′′
1
2
k(k + 1) = µn,k+1,
lo cual prueba (3.14). 
Como hemos visto al principio del cap´ıtulo, de la ecuacio´n (3.14) se deduce
la fo´rmula de Rodrigues (3.7)
Pn(x) =
Bn
ρ(x)
dn
dxn
(σn(x)ρ(x)), n = 0, 1, . . . , (3.20)
donde ρ(x) es la solucio´n de la correspondiente ecuacio´n de Pearson.
De (3.20), como ya vimos al principio del cap´ıtulo, se deduce la ecuacio´n
de Pearson, basta tomar n = 1,
P1(x) =
B1
ρ(x)
(σ(x)ρ(x))′ ⇒ (σ(x)ρ(x))′ = ρ(x)B−11 P1(x) := τ(x)ρ(x),
con gr(τ(x)) = 1. Por tanto se tiene de forma inmediata el siguiente resulta-
do.
Proposicio´n 3.3 Si una SPO (Pn)n se expresa mediante la fo´rmula de Ro-
drigues (3.20), entonces (Pn)n es una SPO cla´sica.
En conclusio´n, tenemos el siguiente teorema de caracterizacio´n.
Teorema 3.2 Los siguientes enunciados son equivalentes:
1. (Pn)n es una SPO cla´sica segu´n la Definicio´n 3.2.
2. (Pn)n es una SPO y la sucesio´n de sus derivadas (Pn)
′
n tambie´n es una
SPO.
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3. (Pn)n es una SPO y la sucesio´n de sus k-e´simas derivadas (Pn)
(k)
n tam-
bie´n es una SPO.
4. (Pn)n es solucio´n de la ecuacio´n diferencial de tipo hipergeome´trico
σ(x)P ′′n (x) + τ(x)P
′
n(x) + λnPn(x) = 0.
5. (Pn)n se expresa mediante la fo´rmula de Rodrigues
Pn(x) =
Bn
ρ(x)
dn
dxn
(σn(x)ρ(x)).
Una vez caracterizadas las SPO cla´sicas y establecidas las tres posibili-
dades sobre el eje real:
SPO de Jacobi en [−1, 1]
SPO de Laguerre en [0,∞)
SPO de Hermite en R,
vamos a pasar a mostrar algunas de sus propiedades ba´sicas para cada una
de estas tres familias.
3.3. Los polinomios de Jacobi
Los polinomios de Jacobi vienen dados por el primer caso de los consi-
derados anteriormente. Este caso se da cuando en la ecuacio´n diferencial que
satisfacen el polinomio σ(x) es de grado 2. En este caso, como se vio en la
seccio´n anterior, la funcio´n peso que se obtiene es ρ(x) = (1 − x)α(1 + x)β
con α > −1, β > −1.
Denotaremos a los polinomios ortogonales de Jacobi por P
(α,β)
n (x), con la
estandarizacio´n dada en [35, f. (4.21.6)], es decir,
P (α,β)n (x) =
Γ(2n+ α + β + 1)
2nΓ(n+ 1)Γ(n+ α + β + 1)
xn + . . .
Ortogonalidad
32 3. POLINOMIOS CLA´SICOS
Los polinomios de Jacobi son ortogonales con respecto al producto escalar
en [−1, 1]
(f, g) =
∫ 1
−1
f(x)g(x)(1− x)α(1 + x)βdx, α, β > −1.
Representacio´n hipergeome´trica
Una funcio´n hipergeome´trica generalizada pFq se define como
pFq(a1, a2, . . . , ap; b1, b2, . . . , bq|x) =
∞∑
k=0
(a1)k(a2)k . . . (ap)k
(b1)k(b2)k . . . (bq)k
xk
k!
,
donde (a)k representa el simbolo de Pochhammer definido por
(a)k = a(a+ 1)(a+ 2)···(a+ k − 1).
De esta forma, los polinomios de Jacobi se expresan como ([35, (f. 4.21.2)])
P (α,β)n (x) =
Γ(n+ α + 1)
Γ(α + 1)Γ(n+ 1)
2F1
(
−n, n+ α + β + 1;α + 1|1− x
2
)
.
Ecuacio´n diferencial hipergeome´trica
Con σ(x) = 1−x2, τ(x) = β−α− (α+β+2)x y λn = n(n+α+β+1),
([35, f. (4.2.1)])
(1− x2)y′′ + (β − α− (α + β + 2)x)y′ + n(n+ α + β + 1)y = 0.
Derivada
Ver ([35, f. (4.21.7)]),
(P (α,β)n (x))
′ =
1
2
(n+ α + β + 1)P
(α+1,β+1)
n−1 (x).
Fo´rmula de Rodrigues
La fo´rmula de Rodrigues de los polinomios de Jacobi es ([35, f. (4.3.1)]):
P (α,β)n (x) =
(−1)n
2nn!(1− x)α(1 + x)β
dn
dxn
((1− x)α+n(1 + x)β+n)
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Relacio´n de recurrencia a tres te´rminos
Como ya sabemos por el cap´ıtulo 2, una SPO satisface la relacio´n de
recurrencia (2.4). Para los polinomios de Jacobi tenemos ([35, f. (4.5.1)])
αn =
2(n+ 1)(n+ α + β + 1)
(2n+ α + β + 1)(2n+ α + β + 2)
,
βn =
β2 − α2
(2n+ α + β + 2)(2n+ α + β)
,
γn =
2(n+ α)(n+ β)
(2n+ α + β)(2n+ α + β + 1)
.
Por tanto, la relacio´n de recurrencia queda
xP (α,β)n (x) =
2(n+ 1)(n+ α + β + 1)
(2n+ α + β + 1)(2n+ α + β + 2)
P
(α,β)
n+1 (x)
+
β2 − α2
(2n+ α + β + 2)(2n+ α + β)
P (α,β)n (x)
+
2(n+ α)(n+ β)
(2n+ α + β)(2n+ α + β + 1)
P
(α,β)
n−1 (x), n ≥ 2.
Con P
(α,β)
0 (x) = 1 y P
(α,β)
1 (x) =
1
2
(α + β + 2)x+ 1
2
(α− β).
Valores en los extremos
Por [35, f. (4.1.1)]
P (α,β)n (1) =
Γ(n+ α + 1)
Γ(α + 1)Γ(n+ 1)
.
Teniendo en cuenta la identidad [35, f. (4.1.3)]
P (α,β)n (x) = (−1)nP (β,α)n (−x),
entonces,
P (β,α)n (−1) = (−1)n
Γ(n+ α + 1)
Γ(α + 1)Γ(n+ 1)
.
Cuadrado de la norma
Ver ([35, f. (4.3.3)]),
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||P (α,β)n (x)||2 =
∫ 1
−1
(P (α,β)n (x))
2(1− x)α(1 + x)βdx
=
2α+β+1
2n+ α + β + 1
Γ(n+ α + 1)Γ(n+ β + 1)
Γ(n+ 1)Γ(n+ α + β + 1)
.
Casos particulares
Destacar varios casos importes como son los polinomios de Legendre,
Chebyshev y Gegenbauer.
1. Polinomios de Legendre ([35, p. 60]) Ln(x) = P
(0,0)
n (x).
2. Polinomios de Chebyshev de primera especie, denotados por Tn(x) ([35,
f. (4.1.7)])
Tn(x) =
(2n)!!
(2n− 1)!!P
(−1/2,−1/2)
n (x),
donde a!! denota el doble factorial definido como
a!! =
{
a·(a− 2)· . . . 1, a impar;
a·(a− 2)· . . . 2, a par.
3. Polinomios de Chebyshev de segunda especie, denotados por Un(x) ([35,
f. (4.1.7)])
Un(x) =
1
2
(2n+ 2)!!
(2n+ 1)!!
P (1/2,1/2)n (x).
4. Los polinomios de Gegenbauer, denotados por Gλn(x) con λ > −1/2
([35, f. (4.7.1)])
Gλn(x) =
Γ(λ+ 1/2)
Γ(2λ)
Γ(n+ 2λ)
Γ(n+ λ+ 1/2)
P (λ−1/2,λ−1/2)n (x).
3.3.1. Asinto´tica
Puesto que el objetivo de este TFM es estudiar en el cap´ıtulo 5 una
asinto´tica determinada para una familia de polinomios ortogonales no esta´ndar,
introducimos aqui el resultado correspondiente para polinomios de Jacobi.
El resultado es conocido como fo´rmula de Mehler-Heine para los poli-
nomios de Jacobi y determina una asinto´tica local, que en el caso Jacobi es
alrededor del punto x = 1.
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Teorema 3.3 ([35, Th. 8.1.1]) Sean α, β > −1, entonces
l´ım
n→∞
n−αP (α,β)n
(
cos
(x
n
))
= (x/2)−αJα(x),
uniformemente en subconjuntos compactos de C, donde Jα(x) denota la fun-
cio´n de Bessel de primera especie, es decir,
Jα(x) =
∞∑
i=0
(−1)i
i!Γ(i+ α + 1)
(x
2
)2i+α
. (3.21)
Las funciones de Bessel verifican una gran variedad de propiedades. Para
nuestros propo´sitos nos sera´ especialmente u´til la siguiente:
Jα(2
√
x)− α + 1√
x
Jα+1(2
√
x) = −Jα+2(2
√
x). (3.22)
La asinto´tica local dada en el Teorema 3.3 nos permite establecer rela-
ciones l´ımite entre los ceros de los polinomios de Jacobi y los ceros de la
funcio´n de Bessel Jα. Para poder establecer estas relaciones es necesario uti-
lizar un conocido teorema de Ana´lisis Complejo, llamado Teorema de Hurwitz
([35, Th. 1.91.3])
Teorema 3.4 (Teorema de Hurwitz) Sea G ⊂ C un subconjunto, y su-
pongamos que existe una sucesio´n de funciones holomorfas fn que convergen
uniformemente en subconjuntos compactos de G a una funcio´n holomorfa f .
Si f no es ide´nticamente cero, entonces si x = a es un cero de f(x) de orden
k, existe un entorno de a (D(a, r) ⊂ G) y un natural n0 de manera que para
cada n > n0, fn tiene exactamente k ceros en el disco D(a, r).
Usando los teoremas 3.3 y 3.4 se deduce el siguiente resultado ([35, Th.
8.1.2])
Corolario 3.4 Sean xn,1 > xn,2 > . . . > xn,n los ceros de P
α,β
n (x) en or-
den decreciente en el intervalo [−1, 1] con α, β > −1. Si escribimos xn,r =
cos(θn,r), 0 < θn,r < pi entonces para cada r fijo
l´ım
n→∞
nθn,r = jα,r;
donde jα,r es el r-e´simo cero positivo de Jα.
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3.4. Los polinomios de Laguerre
Los polinomios de Laguerre vienen dados por el segundo caso de los con-
siderados anteriormente. Este caso se da cuando en la ecuacio´n diferencial
que satisfacen el polinomio σ(x) es de grado 1. En este caso, como se vio
anteriormente, la funcio´n peso que se obtiene es ρ(x) = xαe−x con α > −1.
Denotaremos a los polinomios ortogonales de Laguerre por L
(α)
n (x), con
la estandarizacio´n dada en [35, p. 101], es decir,
L(α)n (x) =
(−1)n
n!
xn + . . . . (3.23)
Ortogonalidad
Los polinomios de Laguerre son ortogonales con respecto al producto
escalar en [0,∞)
(f, g) =
∫ ∞
0
f(x)g(x)xαe−xdx, α > −1.
Representacio´n hipergeome´trica
Ver ([35, f. (5.3.3)]).
L(α)n (x) =
Γ(n+ α + 1)
Γ(α + 1)Γ(n+ 1)
1F1(−n;α + 1|x).
Ecuacio´n diferencial hipergeome´trica
Con σ(x) = x, τ(x) = α + 1− x y λn = n, ([35, f. (5.1.2)])
xy′′ + (α + 1− x)y′ + ny = 0.
Derivada
Para los polinomios de Laguerre se tiene, ([35, f. (5.1.14)]):
(L(α)n (x))
′ = −L(α+1)n−1 (x) (3.24)
Fo´rmula de Rodrigues
La fo´rmula de Rodrigues de los polinomios de Laguerre es ([35, f. (5.1.5)]):
L(α)n (x) =
1
n!xαe−x
dn
dxn
(e−xxn+α).
Relacio´n de recurrencia a tres te´rminos
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Para los polinomios de Laguerre tenemos ([35, f. (5.1.10)])
αn = −(n+ 1),
βn = 2n+ α + 1,
γn = −(n+ α).
Por tanto, la relacio´n de recurrencia queda
xL(α)n (x) = (n+ 1)L
(α)
n+1(x) + (2n+ α+ 1)L
(α)
n (x)− (n+ α)L(α)n−1(x), n ≥ 2,
con L
(α)
0 (x) = 1 y L
(α)
1 (x) = −x+ α + 1.
Valores en los extremos
Ver [35, f. (5.1.7)]
L(α)n (0) =
Γ(n+ α + 1)
Γ(α + 1)Γ(n+ 1)
.
Cuadrado de la norma
Ver [35, f. (5.1.1)]
||Lαn(x)||2 =
∫ ∞
0
(L(α)n (x))
2xαe−xdx =
Γ(n+ α + 1)
Γ(n+ 1)
.
3.4.1. Asinto´tica
Para el desarrollo del cap´ıtulo 5 necesitaremos diferentes tipos de asinto´tica
de los polinomios ortogonales de Laguerre. A continuacio´n, recopilamos di-
chos resultados.
En primer lugar la asinto´tica fuerte exterior obtenida por Perron ([35,
Th. 8.22.3])
Teorema 3.5 Para cada n ∈ N y x ∈ C\[0,∞) se tiene que
L(α)n (x) =
1
2
pi−1/2ex/2(−x)−α/2−1/4nα/2−1/4e2(−nx)
1
2
[
p−1∑
k=0
Ck(x)n
−k/2 +O(n−p/2)
]
,
donde Cj(x) es independiente de n.
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Del teorema anterior se puede deducir la asinto´tica del cociente de dife-
rentes familias de polinomios ortogonales de Laguerre.
l´ım
n→∞
n(`−j)/2
L
(α+j)
n+k (x)
L
(α+`)
n+h (x)
= (−x)(`−j)/2 , j, ` ∈ R, h, k ∈ Z, (3.25)
uniformemente en subconjuntos compactos de C\[0,∞).
En el cap´ıtulo 5 usaremos especialmente la asinto´tica Mehler-Heine de
estos polinomios.
Teorema 3.6 Sea α > −1, entonces
l´ım
n→∞
n−αL(α)n (x/n) = x
−α/2Jα(2
√
x) (3.26)
uniformemente en subconjuntos compactos de C, donde Jα denota la funcio´n
de Bessel definida en (3.21).
3.5. Los polinomios de Hermite
Los polinomios de Hermite son el u´ltimo caso de los vistos anteriormente,
cuando el grado de σ(x) es 1. Para estos polinomios tenemos que son ortogo-
nales respecto la funcio´n peso ρ(x) = e−x
2
, con el intervalo de ortogonalidad
en todo R.
Estos polinomios de Hermite los denotaremos por Hn(x) y esta´n definidos
como ([35, f. (5.5.4)])
Hn(x) = 2
nxn + . . .
Ortogonalidad
Los polinomios de Hermite son ortogonales con respecto al producto es-
calar en R
(f, g) =
∫ ∞
−∞
f(x)g(x)e−x
2
dx.
Representacio´n hipergeome´trica
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La representacio´n hipergeome´trica de los polinomios de Hermite es ([16,
f. (18.5.13)]):
Hn(x) = (2x)
n
2F0(
−n
2
,
−n+ 1
2
;−|−1
x2
),
Ecuacio´n diferencial hipergeome´trica
Para los polinomios de Hermite tenemos que ([35, f. (5.5.2)]) σ(x) = 1,
τ(x) = −2x y λn = 2n,
y′′ − 2xy′ + 2ny = 0.
Derivada
Para los polinomios de Hermite tenemos que ([35, f. (5.5.10)]):
(Hn(x))
′ = 2nHn−1(x).
Fo´rmula de Rodrigues
La fo´rmula de Rodrigues para los polinomios de Hermite es ([35, f. (5.5.3)]):
Hn(x) =
(−1)n
e−x2
dn
dxn
e−x
2
.
Relacio´n de Recurrencia a tres te´rminos
Para los polinomios de Hermite tenemos ([35, f. (5.5.8)])
αn = 1/2,
βn = 0,
γn = n.
Por tanto, la relacio´n de recurrencia queda
xHn(x) =
1
2
Hn+1(x) + nHn−1(x), n ≥ 1,
con H0(x) = 1 y H1(x) = 2x.
Valor en el 0
Ver [35, f. (5.5.5)]:
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H2n(0) = (−1)n (2n)!
n!
, H2n+1(0) = 0.
Cuadrado de la norma
Ver [35, f. (5.5.1)]
||Hn(x)||2 =
∫ ∞
−∞
(Hn(x))
2e−x
2
dx = 2nn!
√
pi.
Relacio´n con los polinomios de Laguerre
Se tiene ([35, f. 5.6.1]):
H2n(x) = (−1)n22nn!L(
−1
2
)
n (x
2),
H2n+1(x) = (−1)n22n+1n!xL(
1
2
)
n (x
2).
4Polinomios de ortogonalidad no
esta´ndar: Polinomios
ortogonales de Sobolev
En los cap´ıtulos anteriores se ha tratado sobre las propiedades y las ca-
racter´ısticas de polinomios ortogonales con respecto a un producto escalar
esta´ndar, es decir, un producto escalar (·, ·) donde
(xf, g) = (f, xg),
siendo f, g son funciones que pertenecen al espacio prehilbertiano donde
esta´ definido el producto escalar.
Como ya se ha mencionado anteriormente, el objetivo de esta memoria
es estudiar ciertas propiedades de la sucesio´n de polinomios ortogonales con
respecto a un producto Laguerre-Sobolev, el cua´l no va a ser un producto
esta´ndar, es decir,
(xf, g) 6= (f, xg).
En este cap´ıtulo se va a hacer una muy breve introduccio´n a los polinomios
ortogonales de Sobolev para establecer un marco de referencia para el cap´ıtulo
5.
El tema es tratado con bastante mayor profundidad en los surveys [21],
[22], [24] y [27].
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4.1. Polinomios ortogonales de Sobolev
Un producto escalar de Sobolev sobre el espacio de polinomios, Pn es,
esencialmente, un producto escalar que involucra a las derivadas de los poli-
nomios hasta un cierto orden. En las u´ltimas de´cadas ha cobrado especial
importancia el producto escalar determinado por
(f, g)S =
j∑
k=0
∫ b
a
f (k)(x)g(k)(x)dµk, (4.1)
donde µk k = 0, . . . , j son medidas de Borel en el intervalo (a, b).
Como es usual la norma de una funcio´n queda definida como:
||f ||S =
√
(f, f)S =
(
j∑
k=0
∫ b
a
(f (k)(x))2dµk
) 1
2
.
Claramente si j ≥ 1 el producto escalar (4.1) no satisface la propiedad
(xf, g) = (f, xg) y por tanto, es un producto escalar no esta´ndar.
Este tipo de productos escalares fue introducido por D.C. Lewis en [17]
buscando la mejor aproximacio´n simulta´nea a una funcio´n y a sus derivadas
hasta un orden determinado. Concretamente:
mı´n
Q∈Pn
||f −Q||S = mı´n
j∑
k=0
∫ b
a
[f (k)(x)−Q(k)(x)]2dµk.
En [13] podemos encontrar algunos resultados ba´sicos sobre polinomios
ortogonales de Sobolev.
Teorema 4.1 Si el producto interior (4.1) es definido positivo en Pn, en-
tonces existe una u´nica sucesio´n, que denotaremos por (Sn)n, de polinomios
ortogonales mo´nicos de Sobolev.
Definicio´n 4.1 El producto escalar de Sobolev (4.1) es sime´trico si cada
medida dµk es sime´trica.
Teorema 4.2 Si el producto interior (4.1) es sime´trico, entonces
Sn(−x) = (−1)nSn(x).
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La teor´ıa de polinomios ortogonales de Sobolev es una teor´ıa joven y au´n
no existen enfoques tan generales como los existentes para los polinomios
ortogonales esta´ndar, si bien en los u´ltimos an˜os han ido apareciendo resul-
tados cada vez ma´s generales que involucran a medidas ma´s generales (ver
los surveys [22] y [24]).
Durante el desarrollo de este cap´ıtulo daremos una serie de resultados sin
demostracio´n, ya que la demostracio´n de algunos de esos resultados son muy
extensas y se escapa de nuestro objetivo, que es meramente introductorio.
Como ya se ha dicho anteriormente un producto escalar de Sobolev es un
producto escalar no esta´ndar y por tanto, los polinomios ortogonales respecto
a este producto no satisfacen una relacio´n de recurrencia a tres te´rminos. Sin
embargo, estos polinomios ortogonales mo´nicos si satisfacen una relacio´n de
recurrencia de la forma (ver [13]):
Sn+1(x) = xSn(x) +
n∑
k=0
βn,kSn−k(x), (4.2)
donde
βn,k =
(xSn, Sn−k)S
(Sn−k, Sn−k)S
, k = 0, 1, . . . , n; n = 0, 1, 2, . . .
Si (4.1) es un producto escalar sime´trico entonces βn,2k = 0, k =
0, 1, . . . , [n
2
].
Si consideramos la matriz de Hessenberg de orden n (ver [13, Th. 1.7.7])
Hn =


β0,0 β1,1 β2,2 . . . βn−2,n−2 βn−1,n−1
1 β1,0 β2,1 . . . βn−2,n−3 βn−1,n−2
0 1 β2,0 . . . βn−2,n−4 βn−1,n−3
...
...
...
...
...
...
0 0 0 . . . β0,n−2 βn−1,n−1
0 0 0 . . . 1 βn−1,0


y S(x) = [S0(x), . . . , Sn−1(x)], entonces se puede probar (ver, [13, Th. 1.65])
Teorema 4.3 Los ceros de Sn son los valores propios de Hn y S(xi) es el
vector propio a la izquierda asociado al valor propio xi.
Es importante observar que los valores propios de Hn pueden ser comple-
jos y de aqu´ı los ceros de Sn. En [13] se pueden encontrar diversos algoritmos
para calcular los valores propios de esta matriz de Hessenberg.
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Con respecto a los ceros de los polinomios Sn(x) ortogonales con respecto
(4.1) puede ocurrir que existan ceros fuera de
⋃j
k=0 sop(µk). Esta situacio´n
se ilustrara´ en este cap´ıtulo y en el cap´ıtulo 5.
Gran parte de la literatura sobre polinomios de Sobolev se ha centrado
en dos casos: el caso continuo y el caso discreto.
En el caso continuo el producto escalar es de la forma:
(f, g)S =
∫ b
a
f(x)g(x)dµ0 +
j∑
k=1
Mk
∫ b
a
f (k)(x)g(k)(x)dµk, Mk ≥ 0, ∀k.
(4.3)
donde las medidas µk, k = 0, 1, . . . , j, tienen parte absolutamente continua
no nula.
En el caso discreto, tambie´n conocido como tipo Sobolev, el producto
escalar es de la forma:
(f, g)S =
∫ b
a
f(x)g(x)dµ+
j∑
k=0
Mkf
(k)(c)g(k)(c), Mk ≥ 0, ∀k. (4.4)
con c ∈ R y la medida µ tiene parte absolutamente continua no nula.
4.1.1. Caso Continuo
En 1962, Althammer introduce un producto escalar donde el correspon-
diente polinomio ortogonal de grado 2 tiene un cero fuera de
⋃j
k=0 sop(µk).
Concretamente, introduce el producto
(p, q)A =
∫ 1
−1
p(x)q(x)dµ0(x) +
∫ 1
−1
p′(x)q′(x)dµ1(x). (4.5)
donde las medidas vienen dadas por:
dµ0(x) = dx, dµ1(x) =


10dx, si − 1 ≤ x < 0,
dx, si 0 ≤ x ≤ 1.
El autor prueba que el polinomio ortogonal de segundo grado con respec-
to a (4.5), que puede ser calculado usando el algoritmo de Gram-Schmidt,
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, tiene una ra´ız en x = −1,08 /∈ [−1, 1] como se puede
ver en la figura 4.1.
Este fue un resultado muy novedoso, al plantear de forma sencilla una
caracter´ıstica de los polinomios ortogonales de Sobolev que no ocurre en la
teor´ıa de polinomios ortogonales esta´ndar
Althammer tambie´n considero´ el producto escalar continuo de Sobolev
(p, q) =
∫ 1
−1
p(x)q(x)dx+ λ
∫ 1
−1
p′(x)g′(x)dx,
con λ ≥ 0. Este producto recibe el nombre de producto escalar de Legendre-
Sobolev y sus polinomios ortogonales asociados pueden verse como genera-
lizaciones de los polinomios cla´sicos de Legendre.
Merece la pena destacar como las constantes multiplicativas pueden ha-
cer que los ceros de los polinomios ortogonales caigan dentro o fuera de⋃j
k=0 sop(µk). Ma´s au´n, puede hacer que aumente o disminuya el nu´mero de
ceros reales. Por ejemplo, veamos el siguiente producto que considero´ Meijer
en [28] y que Gautschi en [13] ilustro´ numericamente. Sea
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(f, g) =
∫ 3
−1
f(x)g(x)dx+ λ
∫ 1
−1
f ′(x)g′(x)dx+
∫ 3
1
f ′(x)g′(x)dx, (4.6)
con λ > 0.
Meijer probo´ que para n ≥ 2 y par y λ suficientemente grande, los poli-
nomios de Sobolev ortogonales con respecto a (4.6) tienen exactamente dos
ceros reales, uno en el intervalo [−3,−1] y otro en [1, 3]. Igualmente, si n es
impar con n ≥ 3 y λ suficientemente grande solamente hay un cero real y
esta´ localizado en [1, 3].
Estos resultados fueron ilustrados numericamente en [13, tabla 2.30], y se
muestra perfectamente como el valor de la constante λ afecta al nu´mero de
ceros reales. Incluimos aqu´ı dicha tabla por completitud.
Cuadro 4.1: Ceros de los polinomios ortogonales con respecto a (4.6)
Grado del polinomio λ Nu´mero de ceros reales
2 0 ≤ λ ≤ 10,333 2
10,334 ≤ λ <∞ 2 en [−3,−1]⋃[1, 3]
4 0 ≤ λ ≤ 7,4773 4
7,4774 ≤ λ ≤ 61,754 2
61,746 ≤ λ ≤ 153,23 4
153,24 ≤ λ <∞ 2 en [−3,−1]⋃[1, 3]
6 0 ≤ λ ≤ 45,011 6
45,012 ≤ λ ≤ 50,226 4
50,227 ≤ λ ≤ 41868,5 2
41868,6 ≤ λ ≤ 42155,5 4
42155,6 ≤ λ ≤ 43512,6 6
43512,7 ≤ λ ≤ 43646,1 4
43646,2 ≤ λ <∞ 2 en [−3,−1]⋃[1, 3]
3 0 ≤ λ ≤ 21,461 3
21,462 ≤ λ <∞ 1 en [1, 3]
5 0 ≤ λ ≤ 10,193 5
10,194 ≤ λ ≤ 1811,7 3
1811,8 ≤ λ ≤ 2153,6 5
2153,7 ≤ λ ≤ 2183,4 3
2183,5 ≤ λ <∞ 1 en [1, 3]
A partir de entonces, los productos escalares de Sobolev continuos ma´s
estudiados han sido del tipo
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(f, g) =
∫
fgdµ0 +
∫
f ′g′dµ1, λ ≥ 0,
donde µi, i = 0, 1, son medidas con soporte en R.
Para los correspondientes polinomios ortogonales se han estudiado pro-
piedades algebraicas, relaciones con los polinomios ortogonales respecto a las
medidas µ0 y µ1, fo´rmulas tipo Christoffel-Darboux, ecuaciones diferenciales
que satisfacen, propiedades de los ceros, comportamiento asinto´tico en dife-
rentes regiones del plano complejo, etc. Algunos de los resultados obtenidos
pueden encontrarse en los surveys [22] y [24] y las referencias incluidas en
ellos, aunque posteriormente a ellos se han seguido obteniendo nuevos resul-
tados.
4.1.2. Caso Discreto
Un tipo de producto escalar de Sobolev discreto o tipo Sobolev que
aparece usualmente en la literatura, y que es de gran intere´s para el cap´ıtulo
5, es
(f, g)S =
∫
f(x)g(x)dµ+
j∑
k=0
Mkf
(k)(c)g(k)(c), (4.7)
donde µ es una medida con soporte en el eje real, c ∈ R, Mk ≥ 0, con
k = 0, 1, . . . , j − 1 y Mj > 0.
Bajo diferentes suposiciones sobre la medida µ, los polinomios ortogonales
con respecto a (4.7) han sido ampliamente estudiados. De nuevo, citamos los
surveys [21], [22] y [24] y las referencias all´ı incluidas como trabajos donde
profundizar en este tema. Tambie´n, se incluye un buen nu´mero de referencias
en [26].
Los productos escalares del tipo (4.7) han sido generalizados en diferentes
sentidos y se han estudiado las propiedades de los polinomios ortogonales con
respecto a estos nuevos productos escalares. Algunos trabajos relevantes en
este sentido han sido [12], [18], [33] y [34].
Vamos a considerar algunos casos particulares que nos servira´n de moti-
vacio´n para el cap´ıtulo siguiente.
En [1], se introduce el producto
(f, g) =
∫
I
f(x)g(x)dµ+M0f(c)g(c) +M1f
′(c)g′(c),
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donde Mi ≥ 0, I es un intervalo acotado y c ∈ R. Es de intere´s el estudio
de los ceros de los polinomios ortogonales con respecto a este producto y la
relacio´n con la ubicacio´n de c.
Proposicio´n 4.1 SiM1 > 0 y n ≥ 3, Sn tiene al menos n−2 ceros diferentes
con multiplicidad impar en el interior de I. Adema´s, si c = sup I o´ c = ı´nf I
entonces los de Sn son reales y simples y al menos n− 1 esta´n en el interior
de I.
En [29], Meijer introduce el producto escalar
(f, g) =
∫ ∞
0
f(x)g(x)dµ(x) +Mf (j)(0)g(j)(0), M ≥ 0, j ≥ 1, (4.8)
donde µ es una medida con soporte en el semieje real positivo. Denotando
por Sn los polinomios ortogonales con respecto a (4.8), el autor prueba
Teorema 4.4 Los polinomios Sn tienen n ceros reales y simples y a lo ma´s
uno fuera de (0,∞). En caso de tener uno fuera de dicho intervalo ese cero
se encuentra en (−∞, 0], y para n ≥ j + 1.
Meijer tambie´n encuentra condiciones para ver cuando los polinomios
ortogonales respecto el producto (4.8) tienen un cero real negativo.
Teorema 4.5 Se puede definir una sucesio´n (αn)n, n ≥ j + 1, creciente tal
que
a) Si 0 ≤ αnM < 1 entonces todos los ceros de Sn son positivos.
b) Si αnM ≥ 1 entonces hay un cero en [0,∞).
c) Si Sn tiene un cero negativo para n = n0, entonces Sn tiene un cero
negativo para cada n > n0.
Otro ejemplo de producto escalar es el introducido por Koekoek en [15]:
(f, g) =
∫ ∞
0
f(x)g(x)
xαe−x
Γ(α + 1)
dx+
j∑
i=0
Mif
(i)(0)g(i)(0), α > −1, (4.9)
con Mi ≥ 0, i = 0, . . . , j − 1, y Mj > 0.
Desde el punto vista asinto´tico, en [2] se obtuvo la asinto´tica tipo Mehler-
Heine que fue conjeturada en [5]. Concretamente,
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Teorema 4.6 Sea (Sn)n la sucesio´n de polinomios ortogonales mo´nicos con
respecto al producto escalar (4.9) con Mi > 0, i = 0, . . . , j. Entonces,
l´ım
x→∞
(−1)n
n!nα
Sn(x/n) = (−1)j+1x−α2 Jα+2j+2(2
√
x)
uniformemente en subconjuntos compactos de C.
En este art´ıculo tambie´n se obtiene este tipo de asinto´tica cuando hay
gaps, es decir, cuando Mi puede ser cero para i ∈ {0, 1, . . . , j − 1}. En esta
situacio´n el resultado es ma´s complicado (ver [2, Th. 3]). Adema´s, los au-
tores extienden el resultado para los polinomios generalizados tipo Hermite-
Sobolev.
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5Polinomios ortogonales tipo
Laguerre-Sobolev
En el cap´ıtulo anterior se introdujo la ortogonalidad no esta´ndar conocida
como tipo Sobolev. En este sentido se considero´ el producto escalar
(f, g) =
∫
f(x)g(x)ρ(x)dx+
j∑
k=0
Mkf
(k)(c)g(k)(c).
Nosotros vamos a considerar el caso correspondiente al peso Laguerre ρ(x) =
xαe−x
Γ(α + 1)
en el semieje real positivo [0,∞) y c = 0, pero se va a introducir
una sucesio´n de masas variantes.
Ma´s concretamente, consideramos el producto escalar no esta´ndar
(f, g)n =
1
Γ(α + 1)
∫ ∞
0
f(x)g(x)xαe−xdx+Mnf (j)(0)g(j)(0), α > −1, j ≥ 0,
donde (Mn)n es una sucesio´n de masas con ciertas propiedades que diremos
ma´s adelante en este cap´ıtulo.
Nuestra intencio´n es obtener propiedades asinto´ticas de los polinomios or-
togonales con respecto al anterior producto escalar. De hecho, obtendremos la
asinto´tica fuerte exterior en subconjuntos compactos de C\[0,∞). Sin embar-
go, el objetivo fundamental sera´ obtener la asinto´tica local tipo Mehler-Heine
que nos describira´ con detalle el comportamiento de estos polinomios orto-
gonales alrededor del origen y la influencia que la sucesio´n de masas (Mn)n
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tiene en este comportamiento. Como consecuencia de estos resultados, se po-
dra´ describir el comportamiento asinto´tico de los ceros de estos polinomios
en te´rminos de los ceros de determinadas funciones especiales que involucran
a funciones de Bessel de primera especie. Estos resultados se ilustrara´n nu-
mericamente. Los resultados de este cap´ıtulo fueron presentados en [19] y
publicados en [20].
5.1. Antecedentes
En [15] Koekoek introdujo el siguiente producto tipo Sobolev asociado al
peso Laguerre ρ(x) =
xαe−x
Γ(α + 1)
,
(f, g) =
1
Γ(α + 1)
∫ ∞
0
f(x)g(x)xαe−xdx+
j∑
i=0
Mif
(i)(0)g(i)(0), α > −1,
con Mi ≥ 0, para i = 0, . . . , j − 1 y Mj > 0.
En ese art´ıculo Koekoek dio una expresio´n para los polinomios ortogo-
nales L
(α,M0,M1,...,Mj)
n con respecto al producto anterior en te´rminos de los
polinomios ortogonales cla´sicos de Laguerre. Dicha expresio´n es (ver [15]):
L(α,M0,M1,...,Mj)n (x) =
j+1∑
k=0
Ak(L
(α)
n )
(k)(x).
Para estos nuevos polinomios, Koekoek consigue dar una expresio´n de
los coeficientes Ak. Tambie´n encuentra la ecuacio´n diferencial de segundo
orden que satisfacen dichos polinomios, cuyos coeficientes son polinomios de
grado j + 2, j + 2 y j + 1. Adema´s, obtiene una relacio´n de recurrencia de
(2j + 3)−te´rminos y a partir de ahi una fo´rmula tipo Christoffel-Darboux.
Desde el punto de vista asinto´tico, los resultados ma´s completos son
los obtenidos en [2] donde se resuelve y generaliza una conjetura sobre la
asinto´tica de estos polinomios ortogonales planteada en [5], siendo este u´lti-
mo trabajo el primero en estudiar propiedades asinto´ticas de estos polinomios
pero para los casos j = 0 y j = 1. Estos resultados son reenunciados en el
survey [22] pero usando una estandarizacio´n ma´s adecuada.
Casos particulares, pero convenientes para ubicar nuestro problema, son
considerados en [11] y en [23]. En estos trabajos, los autores consideran el
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producto escalar
(f, g) =
∫ ∞
0
f(x)g(x)xαe−xdx+Nf (j)(0)g(j)(0), (5.1)
con j ≥ 0 y N > 0, y estudian ciertas propiedades de los correspondientes
polinomios ortogonales. En lo que respecta a propiedades asinto´ticas los re-
sultados obtenidos quedan incluidos dentro de los obtenidos en [2] en un
a´mbito ma´s general.
En la tesis doctoral de Castan˜o-Garc´ıa, [7], se planteo´ considerar el caso
que las masas fueran variantes, esto es, dado el producto escalar variante
(f, g)n =
1
Γ(α + 1)
∫ ∞
0
f(x)g(x)xαe−xdx+Mnf (j)(0)g(j)(0), (5.2)
estudiar como afecta el taman˜o de la sucesio´n de masas (Mn)n en el com-
portamiento asinto´tico de los polinomios ortogonales con respecto a (5.2).
Se obtuvieron resultados para j = 0 (ver [8]) y j = 1 (ver [9]). En [9] se
conjeturo´ sobre el comportamiento asinto´tico en el caso de j arbitrario.
Por tanto, el objetivo de este cap´ıtulo y de este TFM es probar dicha
conjetura.
5.2. El caso variante
Tal y como hemos comentado en la seccio´n anterior, se considera el pro-
ducto escalar variante y no esta´ndar,
(f, g)n =
1
Γ(α + 1)
∫ ∞
0
f(x)g(x)xαe−xdx+Mnf (j)(0)g(j)(0), j ≥ 0,
(5.3)
con α > −1 y donde (Mn)n es una sucesio´n de nu´meros no negativos verifi-
cando
l´ım
n→∞
Mnn
β =M > 0, con β ∈ R. (5.4)
Antes de continuar con el desarrollo del cap´ıtulo es importante realizar
ciertas observaciones sobre el producto escalar (5.3).
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La primera de ellas es mencionar que la introduccio´n de la constante
1
Γ(α+1)
en la funcio´n peso, ρ(x), hace que se obtenga una medida de proba-
bilidad, es decir,
∫ ∞
0
xαe−x
Γ(α + 1)
dx = 1.
Por otra parte, consideramos los polinomios ortogonales de Laguerre res-
pecto a la funcio´n peso ρ(x) = x
αe−x
Γ(α+1)
con coeficiente l´ıder (−1)
n
n!
, i. e.,
L(α)n (x) =
(−1)n
n!
xn + an−1xn−1 + · · ·+ a0.
Resen˜ar que si la sucesio´n (Mn)n en (5.3) fuera constante, esto es, Mn =
M, ∀n, entonces Γ(α + 1)(f, g)n = (f, g) donde el u´ltimo producto escalar
es el producto definido en (5.1) con N = Γ(α+ 1)M. Esta observacio´n tiene
importancia a la hora de verificar que los resultados que se obtengan en este
cap´ıtulo generalizan a los correspondientes resultados obtenidos en [11] y en
[23].
Tambie´n destacar que, como ya se dijo en el cap´ıtulo anterior, estos
productos tipo Sobolev no son productos escalares esta´ndar, por lo tanto,
(xf, g)n 6= (f, xg)n, y esto hace que se pierdan propiedades tan importantes
como la relacio´n de recurrencia a tres te´rminos, la fo´rmula de Christoffel–
Darboux o la propiedad de ubicacio´n de los ceros en el soporte de la medida.
Por u´ltimo mencionar que si la sucesio´n de nu´meros (Mn)n es la sucesio´n
constante cero, es decir, Mn = 0 para todo n, obtenemos los polinomios
L
(α,0)
n que se convierten en los polinomios cla´sicos de Laguerre denotados por
L
(α)
n (x) con coeficiente l´ıder (−1)n/n!.
A continuacio´n vamos a establecer una relacio´n entre los polinomios
de Laguerre cla´sicos, L
(α)
n (x), y los polinomios ortogonales con respecto a
(5.3), L
(α,Mn)
n (x). Para ello nos basamos en las ideas desarrolladas en [23],
adapta´ndolas a nuestra situacio´n.
Proposicio´n 5.1 Sea L
(α)
−1 (x) ≡ 0, y α > −1. Entonces, para cada n ≥ j,
L(α,Mn)n (x) = L
(α)
n (x) +
j+1∑
k=1
B
[j]
n,kL
(α+k)
n−k (x), (5.5)
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donde B
[j]
n,k =
A
[j]
n,k
A
[j]
n,0
, con
A
[j]
n,k =
(−1)kj!Γ(α + 1)Mn
Γ(α + j + 1)
(
n+ α
n− j
)(
n− k
j + 1− k
)
k = 1, . . . , j + 1, (5.6)
A
[j]
n,0 = 1 +
j!Γ(α + 1)Mn
Γ(α + j + 1)
mı´n{n−j,j+1}∑
k=1
(−1)k+1
(
n+ α
n− j − k
)(
n− k
j + 1− k
)
.
(5.7)
Demostracio´n: Sea Qn(x) := L
(α)
n (x) +
∑j+1
k=1B
[j]
n,kL
(α+k)
n−k (x) los poli-
nomios de grado n con coeficiente l´ıder (−1)
n
n!
, y los coeficientes definidos
como en (5.6)-(5.7). Vamos a demostrar que estos polinomios son ortogo-
nales con respecto al producto definido en (5.3). Vamos a denotar por Pn
al conjunto de polinomios de grado menor o igual que n. Sea pl+j+1 =
xj+1ql(x), l = 0, 1, . . . , n − (j + 2), donde ql(x) es un polinomio de gra-
do exactamente l. Con esto es fa´cil ver que los polinomios 1, x, x2, . . . , xj
y pl+j+1(x), l = 0, 1, . . . , n− (j + 2) constituyen una base de Pn−1. Entonces
claramente para n ≥ j + 2,
(pl+j+1, Qn(x))n =
1
Γ(α + 1)
∫ ∞
0
xj+1ql(x)Qn(x)x
αe−xdx
=
1
Γ(α + 1)
j+1∑
k=0
B
[j]
n,k
∫ ∞
0
xj+1−kql(x)L
(α+k)
n−k (x)x
α+ke−xdx
= 0, (5.8)
asumiendo B
[j]
n,0 := 1. La u´ltima igualdad ocurre por la ortogonalidad de los
polinomios cla´sicos de Laguerre.
Ahora definimos las cantidades Ik,i de la siguiente forma
Ik,i :=
1
Γ(α + 1)
∫ ∞
0
L
(α+i)
n−i (x)x
α+ke−xdx
Considerando la expresio´n (3.23) se tiene
Lα+in−i(x) =
n−i∑
j=0
(
n− i+ α + i
n− i− j
)
(−x)j
j!
=
n−i∑
j=0
(
n+ α
n− i− j
)
(−x)j
j!
.
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Entonces las cantidades Ik,i quedar´ıan como:
Ik,i =
1
Γ(α + 1)
∫ ∞
0
L
(α+i)
n−i (x)x
α+ke−xdx
=
1
Γ(α + 1)
∫ ∞
0
n−i∑
j=0
(
n+ α
n− i− j
)
(−x)j
j!
xα+ke−xdx
=
1
Γ(α + 1)
n−i∑
j=0
(
n+ α
n− i− j
)
(−1)j
j!
∫ ∞
0
xjxα+ke−xdx
=
1
Γ(α + 1)
n−i∑
j=0
Γ(n+ α + 1)
Γ(n− i− j + 1)Γ(α + i+ j + 1)
(−1)j
j!
Γ(j + k + α + 1)
=
1
Γ(α + 1)
Γ(n− k)Γ(α + k + 1)
Γ(i− k)Γ(n+ 1− i) =
(
n− k − 1
n− i
)
Γ(α + k + 1)
Γ(α + 1)
. (5.9)
Ahora veamos que nuestros polinomios Qn(x) son ortogonales respecto la
base cano´nica de Pj. Para ello usaremos la ortogonalidad de los polinomios
cla´sicos de Laguerre.
(1, Qn(x))n =
1
Γ(α + 1)
∫ ∞
0
Qn(x)x
αe−xdx
=
1
Γ(α + 1)
j+1∑
k=0
B
[j]
n,k
∫ ∞
0
L
(α+k)
n−k (x)x
αe−xdx
= B
[j]
n,0·0 + B[j]n,1·I0,1 + B[j]n,2·I0,2 + · · ·+B[j]n,j·I0,j +B[j]n,j+1·I0,j+1,
(x,Qn(x))n =
1
Γ(α + 1)
∫ ∞
0
xQn(x)x
αe−xdx
= B
[j]
n,0·0 + B[j]n,1·0 + B[j]n,2·I1,2 + · · ·+B[j]n,j·I1,j +B[j]n,j+1·I1,j+1,
...
(xj−1, Qn(x))n =
1
Γ(α + 1)
∫ ∞
0
xj−1Qn(x)xαe−xdx
= B
[j]
n,0·0 + B[j]n,1·0 + · · ·+B[j]n,j−1·0 + B[j]n,j·Ij−1,j +B[j]n,j+1·Ij−1,j+1,
y finalmente,
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(xj, Qn(x))n =
1
Γ(α + 1)
∫ ∞
0
xjQn(x)x
αe−xdx+Mnj! (Qn(x))
(j)
x=0
= B
[j]
n,0·0 + B[j]n,1·0 + B[j]n,2·0 + · · ·+B[j]n,j·0 + B[j]n,j+1·Ij,j+1,
+ MnΓ(j + 1)(−1)j
j+1∑
k=0
B
[j]
n,kL
(α+k+j)
n−k−j (0),
donde en la u´ltima igualdad se ha usado la fo´rmula (3.24).
Para terminar, usando las expresiones (5.6) y (5.7), la obtenida para Ik,i
(5.9), el valor de los polinomios de Laguerre en el origen, L
(α)
n (0) =
(
n+α
n
)
, y
la expresio´n de B
[j]
n,k se tiene que (x
m, Qn(x))n = 0 m = 0, . . . , j. Vea´moslo
para el caso m = j, los dema´s casos se demuestran de forma ana´loga.
En esta situacio´n se tiene,
(xj, Qn(x))n = B
[j]
n,j+1Ij,j+1 +MnΓ(j + 1)(−1)j
j+1∑
k=0
B
[j]
n,kL
(α+k+j)
n−k−j (0)
=
1
A
[j]
n,0
(
A
[j]
n,j+1Ij,j+1 +MnΓ(j + 1)(−1)j
j+1∑
k=0
A
[j]
n,kL
(α+k+j)
n−k−j (0)
)
.
Bastara´ con probar que el pare´ntesis de la anterior expresio´n es 0.
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A
[j]
n,j+1Ij,j+1 +MnΓ(j + 1)(−1)j
j+1∑
k=0
A
[j]
n,kL
(α+k+j)
n−k−j (0)
= A
[j]
n,j+1Ij,j+1 +MnΓ(j + 1)(−1)j
(
n+ α
n− j
)
+MnΓ(j + 1)(−1)j
mı´n{n−j,j+1}∑
k=1
(−1)k+1 j!MnΓ(α + 1)
Γ(α + j + 1)
(
n+ α
n− j − k
)(
n− k
j + 1− k
)(
n+ α
n− j
)
+MnΓ(j + 1)(−1)j
mı´n{n−j,j+1}∑
k=1
A
[j]
n,kL
(α+k+j)
n−k−j (0)
= A
[j]
n,j+1Ij,j+1 +MnΓ(j + 1)(−1)j
(
n+ α
n− j
)
+MnΓ(j + 1)(−1)j
mı´n{n−j,j+1}∑
k=1
(−1)k+1 j!MnΓ(α + 1)
Γ(α + j + 1)
(
n+ α
n− j − k
)(
n− k
j + 1− k
)(
n+ α
n− j
)
+MnΓ(j + 1)(−1)j
mı´n{n−j,j+1}∑
k=1
(−1)k j!MnΓ(α + 1)
Γ(α + j + 1)
(
n+ α
n− j
)(
n− k
j + 1− k
)(
n+ α
n− k − j
)
.
ahora si miramos los coeficientes que hay en color rojo tenemos que son exac-
tamente iguales pero de signo contrario, por lo tanto los podemos eliminar,
y usando (5.9), tenemos que el pare´ntesis anterior queda como
A
[j]
n,j+1Ij,j+1 +MnΓ(j + 1)(−1)j
(
n+ α
n− j
)
=
(−1)j+1j!MnΓ(α + 1)
Γ(α + j + 1)
(
n+ α
n− j
)(
n− j − 1
j + 1− j − 1
)
×
(
n− j − 1
n− j − 1
)
Γ(α + j + 1)
Γ(α + 1)
+MnΓ(j + 1)(−1)j
(
n+ α
n− j
)
= (−1)j+1Mnj!
(
n+ α
n− j
)
+ (−1)jMnΓ(j + 1)
(
n+ α
n− j
)
= 0.
Por el Teorema 2.2 una sucesio´n de polinomios ortogonales es u´nica salvo
una constante multiplicativa, y como hemos visto que los polinomios Qn(x)
y los L
(α,Mn)
n (x) tienen el mismo coeficiente l´ıder. 
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Nota: El resultado obtenido en [23] para el caso no variante utiliza es-
tandarizaciones diferentes para las familias de polinomios (L
(α)
n )n y (L
(α,Mn)
n )n,
lo que complica las expresiones de los resultados que se puedan obtener a par-
tir de e´l.
Nota: Los coeficientes de este resultado se han expresado de manera que
puedan ser calculados e introducidos directamente en un ordenador.
La Proposicio´n 5.1 nos da una expresio´n de L
(α,Mn)
n (x), como una combi-
nacio´n lineal de polinomios de Laguerre de distinto para´metro. El siguiente
paso, con el objetivo de calcular la asinto´tica tipo Mehler-Heine, va a ser cal-
cular el l´ımite de los coeficientes B
[j]
n,k cuando n→∞. Para ello formulamos
la siguiente proposicio´n:
Proposicio´n 5.2 Tenemos que,
l´ım
n→∞
nkB
[j]
n,k = (5.10)

0, si β > 2j + α + 1,
(−1)k(α + 2j + 1)MΓ(j + 1)Γ(α + 1)
Cα,j,MΓ(j − k + 2) , si β = 2j + α + 1,
(−1)k(α + 2j + 1)Γ(j + 1)
Γ(j − k + 2) , si β < 2j + α + 1.
con Cα,j,M = (α + 2j + 1)Γ
2(α + j + 1) +MΓ(α + 1).
Demostracio´n: Para demostrar el resultado vamos a usar (5.4), el hecho
que
(
n
k
)
= Γ(n+1)
Γ(k+1)Γ(n−k+1) y la fo´rmula:
l´ım
n→∞
nb−aΓ(n+ a)
Γ(n+ b)
= 1, (5.11)
que puede ser deducida de la bien conocida fo´rmula de Stirling (ver por
ejemplo [6, f.(5.11.13)].
Analizamos en primer lugar los coeficientes A
[j]
n,k para k ≥ 1,
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A
[j]
n,k =
(−1)kj!Γ(α + 1)Mn
Γ(α + j + 1)
(
n+ α
n− j
)(
n− k
j + 1− k
)
=
(−1)kΓ(α + 1)Γ(j + 1)Mn
Γ(α + j + 1)
Γ(n+ α + 1)
Γ(n− j + 1)Γ(α + j + 1)
Γ(n− k + 1)
Γ(j − k + 2)Γ(n− j)
=
(−1)kΓ(α + 1)Γ(j + 1)nβMn
Γ(α + j + 1)nβ
n−j−α
n−j−α
Γ(n+ α + 1)
Γ(n− j + 1)Γ(α + j + 1)
× n
−j+k−1
n−j+k−1
Γ(n− k + 1)
Γ(j − k + 2)Γ(n− j)
=
(−1)kΓ(j + 1)Γ(α + 1)nβMn
Γ(α + j + 1)nβ
n−j−α
n−j−α
Γ(n+ α + 1)
Γ(n− j + 1)Γ(α + j + 1)
n−j+k−1
n−j+k−1
× Γ(n− k + 1)
Γ(j − k + 2)Γ(n− j) .
Aplicando (5.11) podemos decir que:
l´ım
n→∞
nβ−2j−α−1+kA[j]n,k =
(−1)kΓ(α + 1)Γ(j + 1)M
Γ2(α + j + 1)Γ(j − k + 2) . (5.12)
Ahora analicemos el comportamiento asinto´tico de A
[j]
n,0 cuando n → ∞.
Cuando n es suficientemente grande se tiene que mı´n{n− j, j + 1} = j + 1.
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Por lo tanto, podemos escribir
A
[j]
n,0 = 1 +
j!Γ(α + 1)Mn
Γ(α + j + 1)
j+1∑
k=1
(−1)k+1
(
n+ α
n− j − k
)(
n− k
j + 1− k
)
= 1 +
MnΓ(j + 1)Γ(α + 1)
Γ(α + j + 1)
j+1∑
k=1
(−1)k+1
× Γ(n+ α + 1)
Γ(n− j − k + 1)Γ(α + j + k + 1)
Γ(n− k + 1)
Γ(j − k + 2)Γ(n− j)
= 1 +
Γ(j + 1)Γ(α + 1)nβMn
nβΓ(α + j + 1)
j+1∑
k=1
(−1)k+1n
−j−k−α
n−j−k−α
× Γ(n+ α + 1)
Γ(n− j − k + 1)Γ(α + j + k + 1)
n−j+k−1
n−j+k−1
Γ(n− k + 1)
Γ(j − k + 2)Γ(n− j)
= 1 +
Γ(j + 1)Γ(α + 1)nβMn
nβΓ(α + j + 1)
j+1∑
k=1
(−1)k+1n
−j−k−α
n−j−k−α
× Γ(n+ α + 1)
Γ(n− j − k + 1)Γ(α + j + k + 1)
n−j+k−1
n−j+k−1
Γ(n− k + 1)
Γ(j − k + 2)Γ(n− j) .
Entonces, podemos escribir A
[j]
n,0 = 1 +Dn, donde
l´ım
n→∞
nβ−2j−α−1Dn =
MΓ(j + 1)Γ(α + 1)
Γ(α + j + 1)
j+1∑
k=1
(−1)k+1
Γ(α + j + k + 1)Γ(j − k + 2)
=
MΓ(j + 1)Γ(α + 1)
Γ(α + j + 1)
(α + j + 1)
(α + 2j + 1)Γ(j + 1)Γ(α + j + 2)
=
(α + j + 1)MΓ(α + 1)
(α + 2j + 1)(α + j + 1)Γ2(α + j + 1)
=
MΓ(α + 1)
(α + 2j + 1)Γ2(α + j + 1)
.
De donde obtenemos
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l´ım
n→∞
nβ−2j−α−1A[j]n,0 = (5.13)

∞, si β > 2j + α + 1,
1 +
MΓ(α + 1)
(α + 2j + 1)Γ2(α + j + 1)
, si β = 2j + α + 1,
MΓ(α + 1)
(α + 2j + 1)Γ2(α + j + 1)
, si β < 2j + α + 1.
Usando (5.12) y (5.13) tenemos que:
l´ım
n→∞
nkB
[j]
n,k = l´ımn→∞
nβ−2j−α−1+kA[j]n,k
nβ−2j−α−1A[j]n,0
= (5.14)


0, si β > 2j + α + 1,
(−1)k(α + 2j + 1)MΓ(j + 1)Γ(α + 1)
Cα,j,MΓ(j − k + 2) , si β = 2j + α + 1,
(−1)k(α + 2j + 1)Γ(j + 1)
Γ(j − k + 2) , si β < 2j + α + 1.
con Cα,j,M = (α + 2j + 1)Γ
2(α + j + 1) +MΓ(α + 1). 
5.3. Asinto´tica local: Fo´rmulas tipo Mehler-
Heine
Como dec´ıamos en la introduccio´n del cap´ıtulo, el objetivo principal de
este cap´ıtulo es encontrar las fo´rmulas asinto´ticas tipo Mehler-Heine para
los polinomios ortogonales L
(α,Mn)
n (x) con respecto al producto (5.3). El in-
tere´s de este tipo de asinto´tica local viene motivado por el hecho de que
permite describir de forma detallada las diferencias entre los polinomios
tipo Laguerre-Sobolev y los polinomios cla´sicos de Laguerre. Sin embar-
go, disponemos de las te´cnicas para probar otras asinto´ticas, por ejemplo,
se puede obtener la asinto´tica relativa entre las sucesiones de polinomios
(L
(α,Mn)
n (x))n y (L
(α)
n (x))n, y de aqu´ı, usando el Teorema de Perron, ver (3.25),
la asinto´tica fuerte exterior de los polinomios L
(α,Mn)
n (x).
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El siguiente resultado nos da la asinto´tica de la sucesio´n
(
L
(α,Mn)
n (x)
L
(α)
n (x)
)
n
en
subconjuntos compactos de C\[0,∞).
Proposicio´n 5.3 Tenemos que,
l´ım
n→∞
L
(α,Mn)
n (x)
L
(α)
n (x)
= 1,
uniformemente en subconjuntos compactos de C \ [0,∞).
Demostracio´n: Del Teorema de Perron (Teorema 3.5) sobre la asinto´tica
fuerte de los polinomios cla´sicos de Laguerre, L
(α)
n (x), podemos deducir la
siguiente relacio´n, (ver 3.25):
l´ım
n→∞
n(`−j)/2
L
(α+j)
n+k (x)
L
(α+`)
n+h (x)
= (−x)(`−j)/2 , j, ` ∈ R, h, k ∈ Z, (5.15)
uniformemente en subconjuntos compactos de C \ [0,∞). Entonces usando
la Proposicio´n 5.1 podemos escribir para n suficientemente grande,
L
(α,Mn)
n (x)
L
(α)
n (x)
= 1 +
j+1∑
k=1
B
[j]
n,k
L
(α+k)
n−k (x)
L
(α)
n (x)
= 1 +
j+1∑
k=1
nkB
[j]
n,k
L
(α+k)
n−k (x)
nk/2L
(α)
n (x)
1
nk/2
.
Tomando l´ımites cuando n→∞ tenemos que
l´ım
n→∞
L
(α,Mn)
n (x)
L
(α)
n (x)
= l´ım
n→∞
(
1 +
j+1∑
k=1
nkB
[j]
n,k
L
(α+k)
n−k (x)
nk/2L
(α)
n (x)
1
nk/2
)
= 1 +
j+1∑
k=1
l´ım
n→∞
(
nkB
[j]
n,k
L
(α+k)
n−k (x)
nk/2L
(α)
n (x)
1
nk/2
)
.
Y ahora usando que l´ımn→∞ nkB
[j]
n,k es acotado para todo β ∈ R, usan-
do que, por (5.15), l´ımn→∞ n(`−j)/2
L
(α+j)
n+k (x)
L
(α+`)
n+h (x)
es tambie´n acotado para cada x
en compactos de C\[0,∞) y que l´ımn→∞ 1nk/2 = 0 se obtiene el resultado
buscado. 
De este resultado se deduce directamente la asinto´tica fuerte exterior de
los polinomios L
(α,Mn)
n (x), que por la Proposicio´n 5.3 es la misma que la de
los polinomios de cla´sicos de Laguerre.
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Corolario 5.1 Se tiene que
L(α,Mn)n (x) =
1
2
pi−1/2ex/2(−x)−α/2−1/4nα/2−1/4e2(−nx)
1
2
[
p−1∑
k=0
Ck(x)n
−k/2 +O(n−p/2)
]
,
en subconjuntos compactos de C\[0,∞), donde Cj(x) es independiente de n.
Acabamos de ver que la parte discreta del producto (5.3) no influye en la
asinto´tica fuerte exterior de la sucesio´n de polinomios L
(α,Mn)
n (x). Entonces,
¿co´mo influye esta parte discreta? La pertubacio´n que se ha introducido
al producto escalar esta´ndar ha sido en el origen. As´ı, que intuitivamente
parece razonable que esa pertubacio´n afecte asinto´ticamente a los polinomios
alrededor del origen. Adema´s, nos surge la cuestio´n sobre si el taman˜o de
la sucesio´n (Mn)n influira´ en dicha asinto´tica y si lo hace, co´mo sera´ esta
influencia.
Todo esto queda resuelto obteniendo la asinto´tica local alrededor del ori-
gen conocida como fo´rmulas tipo Mehler-Heine.
Teorema 5.1 Sean α > −1 y (Mn)n una sucesio´n de nu´meros no negativos
satisfaciendo que l´ımn→∞Mnnβ = M > 0, para β ∈ R. Entonces tenemos
que,
l´ım
n→∞
L
(α,Mn)
n (x/n)
nα
=


dα(x), si β < 2j + α + 1,
λdα(x) + (1− λ)cα,0(x), si β = 2j + α + 1,
cα,0(x), si β > 2j + α + 1,
uniformemente en subconjuntos compactos de C, con
λ =
MΓ(α + 1)
(α + 2j + 1)Γ2(α + j + 1) +MΓ(α + 1)
,
donde Jα es la funcio´n de Bessel de primera especie, y donde denotamos
cα,k(x) = x
−α−k
2 Jα+k(2
√
x),
dα(x) = cα,0(x) + (α + 2j + 1)Γ(j + 1)
j+1∑
k=1
(−1)k
Γ(j − k + 2)cα,k(x).
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Demostracio´n: Para demostrar este resultado debemos de comenzar
reescalando la variable x 7→ x/n de la fo´rmula de conexio´n entre las familias
de polinomios ortogonales L
(α,Mn)
n y L
(α)
n dadas en (5.5), y tenemos que para
n ≥ j,
L
(α,Mn)
n (x/n)
nα
=
L
(α)
n (x/n)
nα
+
j+1∑
k=1
B
[j]
n,k
L
(α+k)
n−k (x/n)
nα
=
L
(α)
n (x/n)
nα
+
j+1∑
k=1
nkB
[j]
n,k
L
(α+k)
n−k (x/n)
(n− k)α+k
(
n− k
n
)α+k
(5.16)
Una vez que tenemos esta expresio´n, la demostracio´n del resultado es
sencilla, solo hay que:
1. Utilizar la Proposicio´n 5.2.
2. Tener en cuenta que de la fo´rmula de Melher-Heine dada en (3.26) para
los polinomios de Laguerre cla´sicos se obtiene para k fijo
l´ım
n→∞
L
(α+k)
n (x/n)
(n− k)α+k = x
−α−k
2 Jα+k(2
√
x).
Usando todo esto en cada sumando de la expresio´n (5.16) se tiene el
resultado buscado. Vea´moslo por ejemplo para el caso β = 2j + α + 1. El
resto de los casos se demuestra igual.
Partimos de la expresion de los polinomios L
(α,Mn)
n con la variable rees-
calada, es decir, de (5.16).
L
(α)
n (x/n)
nα
+
j+1∑
k=1
nkB
[j]
n,k
L
(α+k)
n−k (x/n)
(n− k)α+k
(
n− k
n
)α+k
.
66 5. POLINOMIOS ORTOGONALES TIPO LAGUERRE-SOBOLEV
Entonces aplicando l´ımites se tiene que
l´ım
n→∞
(
L
(α)
n (x/n)
nα
+
j+1∑
k=1
nkB
[j]
n,k
L
(α+k)
n−k (x/n)
(n− k)α+k
(
n− k
n
)α+k)
= x
−α
2 Jα(2
√
x) +
j+1∑
k=1
(−1)k(α + 2j + 1)MΓ(j + 1)Γ(α + 1)
Cα,j,MΓ(j − k + 2) x
−α−k
2 Jα+k(2
√
x)
= cα,0(x) +
j+1∑
k=1
(−1)k(α + 2j + 1)MΓ(j + 1)Γ(α + 1)
Cα,j,MΓ(j − k + 2) cα,k(x)
= cα,0(x) +
(α + 2j + 1)MΓ(j + 1)Γ(α + 1)
Cα,j,M
j+1∑
k=1
(−1)k
Γ(j − k + 2)cα,k(x)
= cα,0(x) + (α + 2j + 1)Γ(j + 1)λ
j+1∑
k=1
(−1)k
Γ(j − k + 2)cα,k(x),
donde λ =
MΓ(α + 1)
Cα,j,M
.
Sumando y restando λcα,0(x) a la expresio´n anterior obtenemos λdα(x)+
(1− λ)cα,0 como quer´ıamos probar. 
Nota: Es importante aclarar la interpretacio´n de este resultado. Por (5.4)
se tiene que asinto´ticamente la sucesio´n (Mn)n se comporta como Mn v
M
nβ
.
El Teorema 5.1 establece que existe una cantidad, 2j + α + 1, que depende
del orden de la derivada y del para´metro α, tal que si el taman˜o de la suce-
sio´n (Mn)n es suficientemente pequen˜o, esto es, β > 2j + α + 1, entonces
la parte discreta del producto escalar (5.3) no ejerce ninguna influencia en
el comportamiento asinto´tico local alrededor del origen. Sin embargo, si es
suficientemente grande (β < 2j + α + 1) entonces s´ı influye en la asinto´tica
local, esto es, la fo´rmula tipo Melher-Heine var´ıa significativamente y la fun-
cio´n l´ımite es ahora una combinacio´n lineal de j + 2 funciones de la forma
x
−α−k
2 Jα+k(2
√
x).
La situacio´n de transicio´n se da cuando β = 2j + α + 1. Entonces, la
funcio´n l´ımite es una combinacio´n convexa de las dos funciones l´ımites de
los casos β < 2j + α + 1 y β > 2j + α + 1. Este es el u´nico caso en donde
la constante M determinada por (5.4) tiene influencia en el comportamiento
asinto´tico.
Para ejemplificar estos comentarios, supongamos j = 3 y α = 2. En este
caso, nuestro valor cr´ıtico es 2j + α + 1 = 9. Entonces, las fo´rmulas tipo
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Mehler-Heine dadas en el Teorema 5.1 sera´n iguales para las sucesiones con
te´rmino general
Mn =
5
n7
, Mn =
4
n2
, Mn = 8 o´ Mn = n
1000
Por otra parte, las sucesiones con te´rmino general
Mn =
3
n10
, Mn =
5
n100 + 3
o´ Mn =
6
n1000 + 1
tienen la misma fo´rmula Melher-Heine que la que se satisface para los poli-
nomios cla´sicos de Laguerre.
Una vez visto la interpretacio´n, tambie´n es importante mencionar que
este teorema obviamente generaliza los resultados obtenidos en [8] y en [9]
para los casos j = 0 y j = 1, respectivamente. Vea´moslo.
Para su verificacio´n usaremos la misma notacio´n que usan los autores en
[8] y en [9]. Sean:
gα,i(x) = x
−α
2 Jα+2i(2
√
x),
hα(x) =
1
α + 2
(gα,2(x)− (α + 2)gα,1(x)− gα,0(x)),
kα(x) =
(α + 1)Γ(α + 4)gα,0(x) +M(α + 2)hα(x)
(α + 1)Γ(α + 4) +M(α + 2)
.
En la siguiente proposicio´n resumimos las fo´rmulas para los casos j = 0
y j = 1, (ver [8] y [9]).
Proposicio´n 5.4 Sea α > −1.
Caso j = 0.
l´ım
n→∞
L
(α,Mn)
n (x/n)
nα
=


−gα,1(x), si β < α + 1,
Γ(α + 2) gα,0(x)−M gα,1(x)
Γ(α + 2) +M
, si β = α + 1,
gα,0(x), si β > α + 1.
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Caso j = 1.
l´ım
n→∞
L
(α,Mn)
n (x/n)
nα
=


hα(x), si β < α + 3,
kα(x) si β = α + 3,
gα,0(x), si β > α + 3.
Ambos l´ımites en subconjuntos compactos de C.
Demostracio´n: La demostracio´n se hara´ por separado en cada uno de los
tres casos. Para mostrar el resultado so´lo es necesario recordar la propiedad
de las funciones de Bessel, (3.22).
Caso j=0:
Si β > α + 1 entonces gα,0(x) = x
−α
2 Jα(2
√
x) = cα,0(x).
Si β < α + 1, entonces del Teorema 5.1 y usando (3.22) tenemos que
dα(x) = x
−α
2 Jα(2
√
x)− (α + 1)x−α−12 Jα+1(2
√
x)
= x
−α
2
(
Jα(2
√
x)− (α + 1)x−12 Jα+1(2
√
x)
)
= −x−α2 Jα+2(2
√
x) = −gα,1(x).
Si β = α + 1, Para demostrar este caso escribimos como quedar´ıa la
fo´rmula del Teorema 5.1 y luego desarrollamos la expresio´n que dan los
autores en [8], y veremos que ambas coinciden.
Por el Teorema 5.1, al ser j = 0 se tiene que λ = M
Γ(α+2)+M
,
λdα(x) + (1− λ)cα,0(x) = λ (cα,0(x)− (α + 1)cα,1(x)) + (1− λ)cα,0(x)
= cα,0(x)− (α + 1)λcα,1(x)
= x
−α
2 Jα(2
√
x)− M(α + 1)
Γ(α + 2) +M
x
−α−1
2 Jα+1(2
√
x).
Y ahora desarrollando la expresio´n dada en [8].
Γ(α + 2)x
−α
2 Jα(2
√
x)−Mx−α2 Jα+2(2
√
x)
Γ(α + 2) +M
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=
Γ(α + 2)x
−α
2 Jα(2
√
x) +Mx
−α
2
(
Jα(2
√
x)− (α + 1)x−12 Jα+1(2
√
x)
)
Γ(α + 2) +M
= x
−α
2 Jα(2
√
x)− M(α + 1)
Γ(α + 2) +M
x
−α−1
2 Jα+1(2
√
x).
Y con esto acaba de demostracio´n de este caso.
Caso j=1:
Si β > α + 3 entonces gα,0(x) = x
−α
2 Jα(2
√
x) = cα,0(x).
Si β < α + 3. En primer lugar, observemos que aplicando varias veces
(3.22) se obtiene:
Jα+4(2
√
x) = (α+3)(α+2)x
−2
2 Jα+2(2
√
x)−(α+3)x−12 Jα+1(2
√
x)−Jα+2(2
√
x).
(5.17)
Vamos a comenzar con la expresio´n obtenida en [9] y veamos que pode-
mos recuperar la obtenida en el Teorema 5.1. Para simplificar la no-
tacio´n, vamos a denotar
Jα+k := Jα+k(2
√
x).
Entonces, tenemos
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hα(x) = −x
−α
2 Jα + (α + 2)x
−α
2 Jα+2 − x−α2 Jα+4
(α + 2)
= −x−α2 Jα + (α + 2)Jα+2 − (α + 3)(α + 2)x
−1Jα+2
(α + 2)
− x−α2 (α + 3)x
−1
2 Jα+1 + Jα+2
(α + 2)
= −x−α2 Jα + (α + 3)Jα+2 + (α + 3)x
−1
2 Jα+1 − (α + 3)(α + 2)x−1Jα+2
(α + 2)
= −x−α2 Jα + (α + 3)(α + 1)x
−1
2 Jα+1 − (α + 3)Jα
(α + 2)
− x−α2 (α + 3)x
−1
2 Jα+1 − (α + 3)(α + 2)x−1Jα+2
(α + 2)
= −x−α2 −(α + 2)Jα + (α + 2)(α + 3)x
−1
2 Jα+1 − (α + 2)(α + 3)x−1Jα+2
(α + 2)
= x
−α
2 Jα − (α + 3)x−α−12 Jα+1 + (α + 3)x−α−22 Jα+2
= dα(x).
Si β = α + 3. Para demostrar este caso escribimos como quedar´ıa la
expresio´n dada en el Teorema 5.1 y luego comenzamos con la expresio´n
que dan los autores en [9], y veremos que ambas coinciden. Usaremos la
notacio´n anterior donde Jα+k = Jα+k(2
√
x) para de nuevo simplificar
la notacio´n.
λdα(x) + (1− λ)cα,0(x)
= λcα,0(x) + λ(α + 3) (−cα,1(x) + cα,2(x)) + (1− λ)cα,0(x)
= cα,0(x)− M(α + 3)cα,1(x)
(α + 3)(α + 1)2Γ(α + 1) +M
+
M(α + 3)cα,2(x)
(α + 3)(α + 1)2Γ(α + 1) +M
= x
−α
2 Jα − M(α + 3)x
−α−1
2 Jα+1
(α + 1)2(α + 3)Γ(α + 1) +M
+
M(α + 3)x
−α−2
2 Jα+2
(α + 1)2(α + 3)Γ(α + 1) +M
.
Ahora partimos de la expresio´n que dan los autores en [9] y veamos que
recuperamos esta u´ltima expresio´n. Al igual que el caso anterior vamos a usar
las expresiones (3.22) y (5.17).
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kα(x) =
((α + 1)Γ(α + 4)−M) x−α2 Jα −M(α + 2)x−α2 Jα+2 +Mx−α2 Jα+4
(α + 1)Γ(α + 4) +M(α + 2)
=
((α + 1)Γ(α + 4)−M) x−α2 Jα −M(α + 2)x−α2 Jα+2 +Mx−α2 Jα+4
(α + 2)((α + 3)(α + 1)2Γ(α + 1) +M)
=
((α + 1)2(α + 2)(α + 3)Γ(α + 1) +M(α + 2))x
−α
2 Jα
(α + 2)((α + 1)2(α + 3)Γ(α + 1) +M)
+
−M(α + 3)(α + 2)x−α−12 Jα+1 +M(α + 3)(α + 2)x−α−22 Jα+2
(α + 2)((α + 1)2(α + 3)Γ(α + 1) +M)
.
Simplificando de forma directa esta expresio´n recuperamos la misma que
hemos obtenido anteriormente. As´ı queda probado este caso.

Nota: El Teorema 5.1 prueba la conjetura hecha en [9] sobre el compor-
tamiento asinto´tico tipo Mehler-Heine de la sucesio´n de polinomios ortogo-
nales (L
(α,Mn)
n )n en el caso general.
5.4. Estudio de los ceros
En esta seccio´n vamos a ver que los ceros de los polinomios Laguerre-
Sobolev, L
(α,Mn)
n (x), son reales, simples y a lo ma´s uno cae fuera del intervalo
(0,∞). Posteriormente veremos que ocurre con los ceros de las funciones
l´ımite estudiadas en el Teorema 5.1 con el objeto de estudiar el compor-
tamiento asinto´tico de los ceros de L
(α,Mn)
n .
Para el siguiente resultado nos basaremos en las ideas de [29].
Proposicio´n 5.5 Los polinomios L
(α,Mn)
n (x) tienen n ceros reales y simples
y a lo ma´s uno se encuentra en el intervalo (−∞, 0].
Demostracio´n: Sean ξ1 < ξ2 < . . . < ξk los ceros positivos y de orden
impar de L
(α,Mn)
n (x). Entonces definimos ϕ(x) = (x− ξ1)(x− ξ2) . . . (x− ξk).
Esto hace que ϕ(x)L
(α,Mn)
n (x) no cambie de signo en el intervalo (0,∞).
Queremos ver que el grado de ϕ(x) es n o n− 1. Lo vamos a probar por re-
duccio´n al absurdo. Supongamos que grado de ϕ(x) ≤ n−2, entonces usando
el hecho de que (xϕ(x))(j)(0) = jϕ(j−1)(0) y haciendo uso de la ortogonalidad
de L
(α,Mn)
n (x).
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0 = (ϕ(x), L(α,Mn)n (x))n =
1
Γ(α + 1)
∫ ∞
0
ϕ(x)L(α,Mn)n (x)x
αe−xdx+
+Mnϕ
(j)(0)(L(α,Mn)n (x))
(j)(0),
0 = (xϕ(x), L(α,Mn)n (x))n =
1
Γ(α + 1)
∫ ∞
0
xϕ(x)L(α,Mn)n (x)x
αe−xdx+
+jMnϕ
(j−1)(0)(L(α,Mn)n (x))
(j)(0).
Puesto que ϕ(x)L
(α,Mn)
n es positivo en el intervalo (0,∞), las integrales son
positivas en ese intervalo, entonces se tiene que ϕ(j)(0)(L
(α,Mn)
n (x))(j)(0) < 0
y que ϕ(j−1)(0)(L(α,Mn)n (x))(j)(0) < 0, esto a su vez implica que ϕ(j)(0) y que
ϕ(j−1)(0) son del mismo signo. Pero esto es una contradiccio´n con el hecho
de que si p(x) es un polinomio con ceros reales y simples en (0,∞) entonces
sgn(p(j)(0)) = (−1)jsgn(p(0)). Por tanto, ϕ(j)(0) y ϕ(j−1)(0) han de tener
signo distinto. Hemos llegado a una contradiccio´n y por tanto el grado de ϕ
es n o n− 1. 
Ahora vamos a pasar a buscar ceros negativos de las funciones l´ımite cα,0,
dα y λdα+(1−λ)cα,0 definidas en el Teorema 5.1. Recordamos que la funcio´n
de Bessel de primera especie y de orden α esta´ definidas por (ver (3.21)):
Jα(x) =
∞∑
i=0
(−1)i
i!Γ(i+ α + 1)
(x
2
)2i+α
Por tanto,
cα,k(x) = x
−(α+k)/2Jα+k(2
√
x) =
∞∑
i=0
(−x)i
i!Γ(i+ α + k + 1)
.
A continuacio´n probamos el siguiente resultado sobre ceros de las fun-
ciones l´ımite en el Teorema 5.1.
Proposicio´n 5.6 Sean,
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(a) Las funciones cα,k, para todo k ∈ N ∪ {0}, no tienen ningu´n cero en
(−∞, 0].
(b) Para j ≥ 1, la funcio´n dα tiene exactamente un cero negativo. En el
caso j = 0, dα tiene un cero en el origen.
(c) Para j ≥ 1, la funcio´n λdα + (1− λ)cα,0 tiene un cero en (−∞, 0] si y
so´lo si
M ≥ (1 + α + 2j)(1 + α + j)Γ
2(1 + α + j)
jΓ(α + 1)
.
Para j = 0, λdα + (1− λ)cα,0 tiene solamente ceros positivos.
Demostracio´n:
(a) Puesto que cα,k(x) =
∑∞
i=0
(−x)i
i!Γ(i+α+k+1)
, claramente para todo x ∈ (−∞, 0],
cα,k(x) > 0, y por tanto no hay ceros en (−∞, 0].
(b) En el caso j = 0, aplicando (3.22) se tiene que
dα(x) = cα,0(x)− (α + 1)cα,1(x)
= x
−α
2 Jα(2
√
x)− (α + 1)x−α−12 Jα+1(2
√
x)
= x
−α
2
(
Jα(2
√
x)− (α + 1)√
x
Jα+1(2
√
x)
)
= x
−α
2 Jα+2(2
√
x) = −xcα,2(x).
y con ello claramente x = 0 es un cero de dα(x) y se tiene el resultado.
Para demostrar el resto de este caso se sigue el siguiente esquema:
1. Probar que dα(0) < 0.
2. Probar que l´ımx→−∞ dα(x) = +∞.
3. Probar que solamente puede haber un cero negativo.
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Pasamos a ver el valor de dα(0).
dα(0) = cα,0(0) + (α + 2j + 1)Γ(j + 1)
j+1∑
k=1
(−1)k
Γ(j − k + 2)cα,k(0)
=
1
Γ(α + 1)
+ (α + 2j + 1)Γ(j + 1)
j+1∑
k=1
(−1)k
Γ(j − k + 2)Γ(α + k + 1)
=
1
Γ(α + 1)
+
j+1∑
k=1
(−1)k(α + 2j + 1)Γ(j + 1)
Γ(j − k + 2)Γ(α + k + 1)
= − j
(α + j + 1)Γ(α + 2)
< 0.
Ahora en el segundo paso vamos a realizar algunos ca´lculos:
dα(x) =
∞∑
i=0
(−x)i
i!Γ(i+ α + 1)
+ (α + 2j + 1)Γ(j + 1)
j+1∑
k=1
(−1)k
Γ(j − k + 2)
∞∑
i=0
(−x)i
i!Γ(i+ α + k + 1)
=
∞∑
i=0
(−x)i
i!Γ(i+ α + 1)
(
1 +
(α + 2j + 1)Γ(j + 1)
j+1∑
k=1
(−1)k
Γ(j − k + 2)∏kc=1(i+ α + c)
)
=
∞∑
i=0
(−x)i
i!Γ(i+ α + 1)
(
1− α + 2j + 1
i+ α + j + 1
)
=
j+1∑
i=0
(−x)i
i!Γ(i+ α + 1)
(
1− α + 2j + 1
i+ α + j + 1
)
+
∞∑
i=j+2
(−x)i
i!Γ(i+ α + 1)
(
1− α + 2j + 1
i+ α + j + 1
)
.
Tomando x < 0, podemos observar que el primer te´rmino en la u´ltima
igualdad es un polinomio en (−x) de grado j+1 con coeficiente lider positivo,
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y el segundo te´rmino es una serie donde todos los te´rminos son positivos
cuando x ∈ (−∞, 0). Por lo tanto, l´ımx→−∞ dα(x) = +∞.
Ya que dα(x) es una funcio´n continua podemos decir que al menos hay
un cero en (−∞, 0). Para ver que solamente hay uno basta con recordar que
los polinomios L
(α,Mn)
n tienen a lo ma´s 1 cero negativo, de acuerdo con la
Proposicio´n 5.4, entonces aplicando el teorema de Hurwitz se tiene que a lo
ma´s solo puede haber uno.
(c) Para demostrar este caso se va seguir el siguiente esquema, muy similar
al caso (b):
1. Probar que λdα + (1− λ)cα,0 < 0 si
M >
(1 + α + 2j)(1 + α + j)Γ2(1 + α + j)
jΓ(α + 1)
, j ≥ 1.
2. Probar que l´ımx→−∞ λdα(x) + (1− λ)cα,0(x) = +∞.
3. Probar que solamente puede haber un cero negativo.
Igual que en el caso anterior el caso j = 0 se demuestra por separado. En
este caso, sabemos que los ceros de los polinomios L
(α,Mn)
n son reales, simples,
y positivos. Usando esto junto con el hecho de que λdα(0) + (1− λ)cα,0(0) =(
1− M
M+Γ(α+2)
)
1
Γ(α+1)
> 0, es suficiente aplicar el teorema de Hurwitz para
obtener el resultado de que para este caso λdα(x) + (1 − λ)cα,0(x) no tiene
ceros negativos.
Para j = 1 veamos que´ valor tiene λdα(0) + (1− λ)cα,0(0);
λdα(0) + (1− λ)cα,0(0) = 1
Γ(α + 1)
+
j+1∑
k=1
(−1)kΓ(j + 1)M(α + 2j + 1)Γ(α + 1)
Γ(j − k + 2)Γ(α + k + 1)(Γ2(α + j + 1)(α + 2j + 1) +MΓ(α + 1))
=
1
Γ(α + 1)
− (α + 2j + 1)M
(α + j + 1)(MΓ(α + 1) + (α + 2j + 1)Γ2(α + j + 1))
.
Entonces, λdα(0) + (1− λ)cα,0(x) < 0 si y so´lo si
1
Γ(α + 1)
− (α + 2j + 1)M
(α + j + 1)(MΓ(α + 1) + (α + 2j + 1)Γ2(α + j + 1))
< 0⇔
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M >
(α + 2j + 1)(α + j + 1)Γ2(α + j + 1)
jΓ(α + 1)
.
Usando lo probado en los casos (a) y (b) y que λ ∈ (0, 1) se tiene
l´ım
x→−∞
(λdα(x) + (1− λ)cα,0(x)) = +∞.
Finalmente realizando un razonamiento similar al del caso (b), obtenemos
Si M > (1+α+2j)(1+α+j)Γ
2(1+α+j)
Γ(α+1)j
podr´ıa haber 1, 3, 5, . . . ceros, pero
aplicando el teorema de Hurwitz a lo ma´s hay uno, por lo tanto de-
ducimos que en este caso hay un solo cero negativo.
SiM < (1+α+2j)(1+α+j)Γ
2(1+α+j)
Γ(α+1)j
podr´ıa haber 0, 2, 4, . . . ceros negativos.
Pero como sabemos que los polinomios L
(α,Mn)
n tienen a lo ma´s 1 cero
negativo, y utilizando el teorema de Hurwitz concluimos que para este
valor de M no hay ceros negativos.
SiM = (1+α+2j)(1+α+j)Γ
2(1+α+j)
jΓ(α+1)
la funcio´n l´ımite λdα(x)+(1−λ)cα,0(x)
tiene un cero en x = 0. 
En estos momentos ya estamos en condiciones de establecer el compor-
tamiento asinto´tico de los ceros de L
(α,Mn)
n . En concreto, damos la asinto´tica
de los ceros reescalados.
Proposicio´n 5.7 Sean sn,1 < sn,2 < . . . < sn,n los ceros de L
(α,Mn)
n . En-
tonces,
(a) Si β < 2j + α + 1,
l´ım
n→∞
nsn,i = dα,i
donde dα,i denota el i-e´simo cero real de la funcio´n dα.
(b) Si β = 2j + α + 1,
l´ım
n→∞
nsn,i = tα,i
donde tα,i denota el i-e´simo cero real de la funcio´n λdα + (1− λ)cα,0.
(c) Si β > 2j + α + 1,
l´ım
n→∞
nsn,i =
j2α,i
4
donde jα,i son los ceros positivos de la funcio´n Jα.
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Demostracio´n: La demostracio´n de este resultado se obtiene de aplicar
el teorema de Hurwitz, el Teorema 5.1 y la Proposicio´n 5.6. 
5.5. Experimentacio´n nume´rica
Las fo´rmulas tipo Mehler-Heine dadas en el Teorema 5.1 son especial-
mente adecuadas para describir el cero ma´s pequen˜o de los polinomios L
(α,Mn)
n (x).
Usando el software Mathematica vamos a calcular los cuatro primeros ceros
reescalados de dichos polinomios hasta el grado 600. En las siguientes tablas y
figuras mostraremos ciertas experimentaciones nume´ricas, prestando especial
atencio´n a los diferentes casos vistos en la Proposiciones 5.6 y 5.7. Tambie´n
es importante aclarar que en todos los casos se han tomado la sucesiones de
te´rmino general Mn =
M
nβ
, por comodidad.
Cuadro 5.1: Caso β < 2j + α + 1
nsn,1 nsn,2 nsn,3 nsn,4
n = 50 −16,499895 5,649929 17,916242 35,758173
n = 150 −15,941311 5,787543 18,270102 36,342549
n = 300 −15,808299 5,823032 18,362221 36,498456
n = 600 −15,742730 5,840946 18,408856 36,578796
Limit d1,1 = −15,677791 d1,2 = 5,858974 d1,3 = 18,455882 d1,4 = 36,658511
Los valores utilizados son β = 2/3, j = 3, α = 1, M = 10.
En esta primera tabla se observa, de acuerdo con la Proposicio´n 5.6, que
dα(x) tiene un cero negativo. Adema´s en las figuras 5.1 y 5.2 podemos ver
estos polinomios y la funcio´n l´ımite representados. Hay que decir que en la
figura 5.2 se ha realizado un “zoom”para mostrar con ma´s claridad el primer
cero.
Veamos el caso β > 2j + α + 1. De acuerdo con la Proposicio´n 5.6, para
este caso no hay ceros negativos como se puede ver en la tabla 5.2. Las figuras
5.3 y 5.4 muestran los resultados de esta tabla.
Por u´ltimo vamos a ilustrar el caso (c) de la Proposicio´n 5.6. En esa
Proposicio´n se probo´ que la funcio´n λdα(x)+(1−λ)cα,0 tiene un cero negativo
si M > (1+α+2j)(1+α+j)Γ
2(1+α+j)
Γ(α+1)j
. Si M = (1+α+2j)(1+α+j)Γ
2(1+α+j)
Γ(α+1)j
la funcio´n
l´ımite tiene un cero en x = 0. Para ello tomaremos los valores j = 2, α = −0,5
y β = 2j+α+1 = 4,5; para estos valores se realizara´ una experimentacio´n con
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Figura 5.1: Caso β < 2j + α + 1
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Figura 5.2: Caso β < 2j + α + 1
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Figura 5.3: Caso β > 2j + α + 1
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Figura 5.4: Caso β > 2j + α + 1
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Cuadro 5.2: Caso β > 2j + α + 1
nsn,1 nsn,2 nsn,3 nsn,4
n = 50 9,789487 22,922933 40,778399 63,406163
n = 150 10,043227 23,508339 41,798630 64,950778
n = 300 10,109353 23,662250 42,070188 65,368620
n = 600 10,142840 23,740411 42,208618 65,582661
Limit
j2
3,1
4
= 10,176616
j2
3,2
4
= 23,819393
j2
3,3
4
= 42,348862
j2
3,4
4
= 65,800214
Los valores utilizados son β = 20, j = 5, α = 3, M = 32.
M = 6 (figuras 5.5 y 5.6), otra con M = (1+α+2j)(1+α+j)Γ
2(1+α+j)
Γ(α+1)j
= 405
√
pi
128
≈
5,60 (figuras 5.7 y 5.8) y finalmente M = 5 (figuras 5.9 y 5.10).
Cuadro 5.3: Caso β = 2j + α + 1,
nsn,1 nsn,2 nsn,3 nsn,4
n = 5 0,361472 4,013769 13,273140 29,911532
n = 25 0,045234 3,322179 12,692342 27,484004
n = 50 −0,004229 3,265756 12,708104 27,510178
n = 150 −0,037898 3,232452 12,729267 27,562443
n = 300 −0,046386 3,224667 12,735899 27,579910
n = 600 −0,050639 3,220855 12,739418 27,589310
Limit t−0,5,1 = −0,054898 t−0,5,2 = 3,217098 t−0,5,3 = 12,743072 t−0,5,4 = 27,599156
Los valores utilizados son β = 4,5, j = 2, α = −0,5, M = 6.
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Figura 5.5: Caso β = 2j + α + 1 y M = 6
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Figura 5.6: Caso β = 2j + α + 1 y M = 6
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Figura 5.7: Caso β = 2j + α + 1 y M = 405
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Figura 5.9: Caso β = 2j + α + 1 y M = 5
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Figura 5.10: Caso β = 2j + α + 1 y M = 5
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Cuadro 5.4: Caso β = 2j + α + 1,
nsn,1 nsn,2 nsn,3 nsn,4
n = 50 0,046939 3,366935 12,798708 27,592451
n = 150 0,015775 3,332807 12,818347 27,643538
n = 300 0,007902 3,324785 12,824596 27,660707
n = 600 0,004400 3,320850 12,827923 27,669958
Limit t−0,5,1 = 0 t−0,5,2 = 3,316967 t−0,5,3 = 12,831384 t−0,5,4 = 27,679654
Los valores utilizados han sido β = 4,5, j = 2, α = −0,5, M = 405
√
pi
128
.
Cuadro 5.5: Caso β = 2j + α + 1,
nsn,1 nsn,2 nsn,3 nsn,4
n = 50 0,123833 3,536847 12,953595 27,733338
n = 150 0,096668 3,502138 12,971011 27,782683
n = 300 0,089784 3,493918 12,976693 27,799408
n = 600 0,086323 3,489870 12,979735 27,808435
Limit t−0,5,1 = 0,082864 t−0,5,2 = 3,485872 t−0,5,3 = 12,982911 t−0,5,4 = 27,817907
Los valores utilizados han sido β = 4,5, j = 2, α = −0,5, M = 5.
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