Abstract In this paper, we apply high level versions of Jacobi's derivative formula to number theory such as quarternary quadratic forms and convolution sums of some arithmetical functions.
Introduction
Throughout this paper, let N 0 , N, denote the set of nonnegative integers, positive integers, and denote the set of squares by {x 2 : x ∈ Z}. A triangular number is defined as t x = x(x + 1)/2, where x ∈ Z.
For the positive integers j, k, and n ∈ N, d j,k (n) denotes the number of positive divisors d of n such that d ≡ j mod k, and d * j,k (n) denotes the number of positive divisors d of n such that d ≡ j mod k and n/d is odd, which implies that d * j,k (n) = d j,k (n) − d j,k (n/2). For each n ∈ N, σ(n) is the sum of positive divisors of n, and σ * (n) is the sum of positive divisors d of n such that n/d is odd, which implies that σ * (n) = σ(n) − σ(n/2). Moreover, we set d j,k (n) = σ(n) = 0 for n ∈ Q \ N 0 .
The upper half plane H 2 is defined by H 2 = {τ ∈ C | ℑτ > 0}, and the Dedekind eta function is defined by η(τ ) = q (1 − q n ), q = exp(2πiτ ) for τ ∈ H 2 .
Following Farkas and Kra [4] , we introduce the theta function with characteristics, which is defined by Farkas and Kra [4] treated the theta constants with rational characteristics, that is, the case where ǫ and ǫ ′ are both rational numbers, and derived a number of interesting theta constant identities. For each positive integer k, define the Hecke group Γ o (k) by
In [4, pp. 318], they proved the following result:
Theorem 1.1. (Farkas and Kra) For each odd prime k,
is a cusp form for Γ o (k). This form is identically zero provided k ≤ 13, k = 11.
The aim of this paper is to consider analogues of Theorem 1.1 for k = 4, 6, 8 and their applications to number theory such as quarternary quadratic forms and convolutions sums of some arihtmetical functions. For this purpose, we use the results of our papers [5, 6, 7 ], where we considered high level versions of Jacobi's derivative formula:
The remainder of this paper is as follows. In Sections 2 and 3, we review the basic properties and the drivative formulas of the theta functions, respectively. In Section 4, we deal with Γ o (4) and prove 4 squares theorem and 4 triangular numbers theorem.
In Section 5, we treat Γ o (6) and apply the results to the quadratic forms,
and convolution sums of the arithmetical functions,
and 
The theorem follows from Jacobi's triple product identity (2.4).
4 squares theorem
Theorem 4.2. For each n ∈ N,
Then, we have S 4 (n) = 8σ(n) − 32σ(n/4).
Proof. Set q = exp(2πiτ ). The derivative formula (3.1) and Theorem 4.1 imply that
Proof. Set q = exp(2πiτ ). The derivative formula (3.2) and Theorem 4.3 imply that
which shows that
In this section, we introduce the following formula:
which is equivalent to the following formula: for each n ∈ N,
For the proof of the formula ( 
Preliminary results
Proposition 5.1. For every τ ∈ H 2 , set q = exp(2πiτ ). Then, for every τ ∈ H 2 and j = 1, 2, we have
Proof. Set x = exp(πiτ ). Jacobi's triple product identity (2.4) yields
and
which prove the proposition. 
Theorem for
Proof. Consider the following elliptic function:
.
9
In the fundamental parallelogram, the pole of ϕ(z) is z = 0, which implies that Res(ϕ(z), 0) = 0. Therefore, it follows that
The heat equation (2.5) implies that
On
Then, we have s 2 (n) = 12σ(n) − 36σ(n/3).
Proof. The theorem follows from Proposition 5.1 and Theorem 5.2.
Then,
Proof. We prove equation (5.6). We first note that dim F 2 0 0 = 2, and
Therefore, there exist some complex numbers, x 1 , x 2 and x 3 not all zero such that
Note that in the fundamental parallelogram, the zero of θ 1 0 (z), θ 1 = 0,
Solving this system of equations, we have
, θ
for some α ∈ C \ {0}, which proves the proposition.
Theorem 5.6. For every τ ∈ H 2 , we have
, which proves the theorem.
On x
Theorem 5.7. For each n ∈ N, set
Then, we have
Proof. Set q = exp(2πiτ ). Summing both sides of equations (5.3) and (5.4) yields (0, τ )
Proposition 5.1 shows that
(σ(n) − 2σ(n/2) + 3σ(n/3) − 6σ(n/6))q n .
Theorem for
Theorem 5.8. For every τ ∈ H 2 , we have
Proof. Proposition 5.1 implies that
Theorem 5.8 and equation (5.7) imply that
which proves the theorem.
Theorem for
Theorem 5.9. For every τ ∈ H 2 , we have
Proof. Consider the following elliptic functions:
In the fundamental parallelogram, the pole of ϕ(z) or ψ(z) is z = 0, which implies that Res(ϕ(z), 0) = Res(ψ(z), 0) = 0. Therefore, it follows that
The theorem follows from the heat equation (2.5), Proposition 5.1, equation (5.7) and Theorems 5.2, 5.8.
Convolution sums
Theorem 5.10. For each n ∈ N, set
Proof. For every τ ∈ H 2 , set x = exp(πiτ ). Jacobi's triple product identity (2.4) yields
The theorem follows from Theorems 5.8 and 5.9. 16
Theorem 5.11. For each n ∈ N, set
Proof. Set x = exp(πiτ ) and q = exp(2πiτ ). Consider the following elliptic function:
Theorem 5.12. For each n ∈ N, set
Proof. For every τ ∈ H 2 , set x = exp(πiτ ). Note that
The theorem can be proved by considering
Using the theory of theta functions, Farkas [3] showed that for each n ∈ N 0 , σ(3n + 2) = 3 n k=0 δ(3k + 1)δ(3(n − k) + 1).
6 Case for Γ o (8)
Theorem 6.1. For every τ ∈ H 2 , we have
Proof. By Lemma 2.1, we first note that The derivative formulas (3.4) and (3.5) yield
By the proof of Theorems 4.2 and 4.4, we have
Theorem for
Theorem 6.2. For every τ ∈ H 2 , we have
Proof. By Lemma 2.1, we first note that The derivative formulas (3.6) and (3.7) yield
By the proof of Theorem 4.4, we have
Applications
In this subsection, for each m ∈ N, we set
Preliminary results
Proposition 6.3. For every τ ∈ H 2 , we have
In the fundamental parallelogram, the pole of ϕ(z) or ψ(z) is z = 0, which implies that Res(ϕ(z), 0) = Res(ψ(z), 0) = 0. The proposition follows from direct calculation.
On x
Theorem 6.5. For each n ∈ N, set
Proof. Set q = exp(2πiτ ). Summing both sides of equations (6.1) and (6. The theorem can be obtained by considering that 
