In this paper, a lexicographic bi-criteria food packing problem arising in actual packaging equipments is considered. Given a set I = {i | i = 1, 2, . . . , n} of current n items (for example, n green peppers) with their weights w i and priorities p i , the problem asks to find a subset I ′ (⊆ I) so that the total weight ∑ i∈I ′ w i is no less than a given positive t which denotes a target weight for each package, and it is minimized as the primary objective, and further the total priority ∑ i∈I ′ p i is maximized as the second objective. The problem has been known to be NP-hard, while it can be solved exactly in O(nt) time if all the input data are integral. In this paper, for a given real ε > 0, an O(n 2 /ε) time heuristic algorithm with rounded weights is proposed such that the heuristic total weight is at most (1 + ε) times the optimal total weight. Numerical experiments are also conducted to compare the proposed and known heuristic algorithms with rounded weights, and the results are reported.
Introduction
In this paper, we treat a mathematical optimization model in food production which has been introduced to represent an automated packaging operation preformed by actual packaging equipments, so-called automatic combination weighers and multi-head weighers (e.g., see Wurdemann et al., 2011) . As depicted in Fig. 1 , the food packing system is typically modeled as a packaging mechanism consisting of n weighing hoppers (e.g., see Morinaka, 2000) . Some amount of foods (such as a green pepper, a ham, a handful of potato chips, and so on) is thrown into each hopper, and in this paper we call it an item. Given a set I of current n items in hoppers, the food packing system chooses a subset I ′ (⊆ I) of items, and the chosen items are put into a single package. The resulting empty hoppers are supplied with next new items, and the set I is updated by taking the union of the remaining items in I − I ′ and the new items. The packaging operation is repeated to produce a large number of packages one by one. Some of actual food packaging equipments are able to produce nearly two hundred packages per minute at the maximum (e.g., see Ishida, 2016; Yamato-scale, 2016) , which may imply approximately three hundred milliseconds per packaging operation. They spend most time in measuring the weights of next new items accurately, and only a few milliseconds may be left for choosing a subset I ′ of items at each packaging operation. As in the literature, the food packing system to be considered in this paper always chooses some items in the current hoppers without knowing the weights of next new items. The mathematical optimization modeling is reviewed as follows. First, the total weight of chosen items for each package must be no less than a specified target weight from the service conscience. The target weight constraint is a hard constraint of the problem of choosing a subset I ′ (see again Morinaka, 2000) . Let w i denote the weight of item i, i.e., Fig. 1 A schematic of the food packing system with n weighing hoppers.
∑ i∈I ′ w i ≥ t. The primary objective of each packaging operation is to minimize ∑ i∈I ′ w i under the target weight constraint. In other words, this aims at minimizing the amount of surplus in each package.
As the second, during an operating run (that is, a series of iterations of packaging operation), an item may be left in hopper for a long time before it is chosen to be packaged (e.g., see Kameoka and Nakatani, 2001) . In order to avoid such a situation, a priority p i is introduced into each item i, and it is defined by a non-decreasing function of the duration in hopper of the item. Then, the total priority ∑ i∈I ′ p i is to be maximized as the second objective of each packaging operation, which has its origin in Karuno et al. (2006) and Karuno et al. (2007) . We expect the items with longer durations in hoppers to be preferably chosen by means of the second objective. In fact, the previous numerical results have indicated the effectiveness of the second objective upon reducing the durations in hoppers of items (e.g., see Imahori et al., 2011; Karuno et al., 2013) .
The problem of choosing a subset I ′ from the set I of current n items with respect to the total weight and total priority objectives is regarded as a lexicographic bi-criteria 0-1 integer programming problem. Even with the total weight objective only, the problem is NP-hard (e.g., see Garey and Johnson, 1979) . Karuno et al. (2006) have showed that the problem can be solved in O(n 2 w max ) time if all input data are integral, where w max is the maximum of current n weights.
Afterward, Imahori et al. (2011) have improved the time complexity into O(nt) with respect to the n. (That is, it is linear in n.) For the packaging quality with respect to the total weight of a package, interesting numerical results have also been reported in papers by Kameoka et al. (2000) and Murakami et al. (2003) . However, the food packing algorithms employed in their papers basically enumerate O(2 n ) subsets I ′ of the set I from the viewpoint of O notation (e.g., see Ibaraki, 1999 for the definition of O notation). For a given real ε > 0, Karuno et al. (2013) have designed an O(n 2 /ε) time heuristic algorithm such that the heuristic total weight is at most (2 + ε) times the optimal total weight. The heuristic algorithm has been obtained by applying a rounding technique to an O(nt) time dynamic programming procedure (e.g., see Imahori et al., 2011) . Note that the time complexity is polynomial in both n and 1/ε. Afterward, Karuno and Tateishi (2014) have showed that for a given real ε > 0, the problem admits an O(n 2 /ε) time heuristic algorithm such that the heuristic total weight is at most (1 + ε) times the optimal total weight. However, the latter heuristic algorithm with rounded weights can hardly regard the total priority objective, since it prefers to utilize the original weights of current items rather than their priorities, while the former heuristic algorithm by Karuno et al. (2013) does not use the original weights of current items in the computation process, but it regards the priorities as well as the rounded weights.
In this paper, we propose another O(n 2 /ε) time heuristic algorithm such that it also delivers the heuristic total weight at most (1 + ε) times the optimum, in which the priorities of current items are always regarded as the next information to their original weights. We also conduct numerical experiments to compare the empirical performances of the proposed and known heuristic algorithms, and report the results indicating the effectiveness of the proposed one.
Preliminaries
In this section, we review a problem formulation of the lexicographic bi-criteria food packing and a known rounded instance which has been introduced to the problem by Karuno et al. (2013) . We call the food packing problem with respect to the lexicographic bi-criteria (that is, the total weight of chosen items as the primary objective and total priority of the chosen items as the second objective) LEXICO for short. When we regard only the primary objective of the total weight of chosen items, we call the food packing problem PRIMARY.
Notation and Formulation
Let n denote the number of weighing hoppers in the food packing system to be treated in this paper (see again Fig. 1 ), and let ℓ max denote the total number of packages to be produced during an operating run, which is equivalent to the number of iterations of packaging operation during the operating run.
The current item in the i-th hopper is referred to as item i. Let ℓ denote the current iteration number of packaging operation (1 ≤ ℓ ≤ ℓ max ), and let ℓ i denote the iteration number at which item i has been thrown into the i-th hopper when the hopper was empty. Then, we refer to
as the duration in hopper of item i. We are going to set the priority of item i below to be the duration.
An instance of problem LEXICO at each packaging operation consists of the following input data :
• I = {i | i = 1, 2, . . . , n} : A set of current n items.
• w i : A positive integer weight of each item i ∈ I.
• p i (:= d i ) : A positive integer priority of each item i ∈ I.
• t : A prescribed target weight for each package, which is also assumed to be a positive integer.
For notational convenience, the maximum weight and the sum weight over the n items in the set I are denoted by
respectively. Problem LEXICO is formulated by means of a 0-1 vector x = (x 1 , x 2 , . . . , x n ), instead of a subset I ′ ⊆ I of items, where
w i x i as the primary objective,
subject to
The target weight constraint and binary constraints of variables x i are represented by Eqs. (5) and (6), respectively. A solution x = (x 1 , x 2 , . . . , x n ) satisfying Eqs. (5) and (6) is referred to as a feasible solution of problem LEXICO. The primary objective of Eq. (3) aims at attaining the total weight of chosen items in a feasible solution as close to the target weight t as possible, together with Eq. (5) (i.e., the target weight constraint). The second objective of Eq. (4) is introduced so that the items with longer durations in hoppers are preferably chosen. In order to omit trivial cases, we assume that
which implies t ≤ n · w max (see Eq. (1)). For a given instance of problem LEXICO, let f * denote the minimum of the total weight of chosen items in a feasible solution, and let x =x denote a feasible solution that attains the minimum of the total weight, i.e., f * = f (x). An optimal solution x = x * is defined as a feasible solution such that it satisfies f (x * ) = f * and maximizes the total priority among feasible solutions with the minimum total weight f * , i.e., it satisfies g(x * ) ≥ g(x) for any feasible solutionx with f (x) = f * .
We call g * = g(x * ) the conditionally maximum total priority. Problem LEXICO asks to find an optimal solution x = x * .
As mentioned before, if we are asked to find a feasible solution x =x with the minimum total weight f * , we call the problem PRIMARY.
An Upper Bound on the Minimum Total Weight
In order to show an upper bound of the minimum total weight f * , Karuno and Tateishi (2014) have provided the following feasible solution to an instance of problem LEXICO. Let κ denote the index of an item such that
and consider a feasible solution x = (x 1 , x 2 , . . . , x n ) such that
We easily see that t ≤ f (x) < t + w κ , which also implies the following property of an optimal solution x = x * of problem LEXICO proved by Imahori et al. (2011) :
Lemma 1 (Imahori et al., 2011) . For an instance of problem LEXICO, the minimum total weight f * satisfies
where t is the target weight and w max is the maximum among the weights of current n items.
In this paper, we are also going to incorporate the above property in the proposed heuristic algorithm. We define the upper bound in Lemma 1 by
Note that it holds O(b) = O(t) from b < 2t (see Eq. (7)). By this upper bound, a dynamic programming algorithm has been designed to solve problem LEXICO in O(nt) time (see Imahori et al., 2011) . In this paper, we refer to the dynamic programming algorithm as Exact DP for short. We formally provide the known fact as follows:
Theorem 1 (Imahori et al., 2011) . For an instance of problem LEXICO, the O(nt) time dynamic programming algorithm Exact DP utilizing Eq. (10) can obtain an optimal solution x = x * .
Further, renumber the n items in O(n log n) time so that they satisfy
and apply Eq. (8). Then, we newly have the following theorem :
Theorem 2. For an instance of problem LEXICO, the O(n log n) time algorithm applying Eqs. (8) and (11) can obtain a feasible solution x such that it satisfies f (x) < 2 f * and g(x) ≥ g * .
Proof. First, we have observed that the feasible solution x obtained by applying Eq.
, where x * denotes an optimal solution. It also holds f (x) ≥ f (x * ). Let c = p κ /w κ temporarily for the following discussion. Then, by Eq. (11), it holds p i ≥ cw i for i = 1, 2, . . . , κ, while it does p i ≤ cw i for i = κ + 1, κ + 2, . . . , n. Hence, we have
which completes the proof. □
The above easy, but new result shows that problem LEXICO admits a polynomial time heuristic algorithm which delivers a feasible solution such that both of the heuristic total weight and heuristic total priority have simultaneously their constant factors (that is, the factor two for the primary objective of the total weight, and the factor one for the second objective of the total priority).
Known Rounding
Let δ denote a positive rounding divisor (with δ ≥ 1 generally). Karuno et al. (2013) have set the rounded weight of each item to be
and the rounded target weight to be
From the above definitions, we have
δt R ≥ t and δt
Consider a simple example such that there exist two items with different weights w 1 = 22 and w 2 = 24, and the target weight is specified as t = 21. A solution (x 1 , x 2 ) = (1, 0) is obviously feasible. When the rounding divisor is given as δ = 2, the rounded weights are set as w Notice that the larger rounding divisor makes us disregard the difference between two item weights. Also note that the larger rounding divisor delivers a feasible solution with a larger value of the total weight for chosen items, while the smaller rounded target weight makes algorithm Exact DP in Theorem 1 run faster (see also Lemma 1). That is, there is a relationship of trade-off between the quality of the heuristic total weight of chosen items and the execution time of the heuristic algorithm with rounded weights. Formally, the rounded instance of a given instance of problem LEXICO introduced by Karuno et al. (2013) is summarized as follows:
The set of current n items (unchanged from the given instance).
• w R i : The rounded positive integer weight of each item i ∈ I by Eq. (12).
The positive integer priority of each item i ∈ I (unchanged from the given instance).
• t R : The rounded target weight for each package by Eq. (13), which is also a positive integer.
In the following section, we are going to introduce another rounded instance, and we attach the additional symbol (that is, -A) to the problem name in order to distinguish the two types of rounded instances.
A solution x = (x 1 , x 2 , . . . , x n ) satisfying Eqs. (18) and (19) is feasible in the sense of problem R-LEXICO-A. For a rounded instance of problem R-LEXICO-A, let f * A denote the minimum of the total rounded weight of chosen items in a feasible solution in the sense of problem R-LEXICO-A. As for problem LEXICO, if we are allowed to disregard the total priority, we call the corresponding problem R-PRIMARY-A.
For a given instance of problem LEXICO, the rounded instance of problem R-LEXICO-A may have no feasible solution though the instance of problem LEXICO has a feasible solution (see Karuno et al., 2013) . Of course, such a rounded instance can be inspected in O(n) time, and the solution x with x i = 1 for all items i ∈ I is always feasible in the sense of problem LEXICO (see Eq. (7)). The new rounded instance is going to be defined in the following section so that it always has a feasible solution, and the proposed heuristic algorithm with rounded weights is going to be designed to return it.
Let
} denote the maximum of the rounded weights of current n items. By Lemma 1, Karuno et al. (2013) have straightforwardly obtained the following lemma:
Lemma 2 (Karuno et al., 2013) . For an instance of problem R-LEXICO-A if it has a feasible solution, the minimum total rounded weight f * A satisfies
where t R is the rounded target weight and w R max is the maximum of the rounded weights of current n items.
From this lemma, we mention again that for the rounded instance of problem R-LEXICO-A with a larger rounding divisor, the smaller rounded target weight makes algorithm Exact DP in Theorem 1 run faster than that obtained by a smaller rounding divisor. Karuno et al. (2013) have also proved the following lemma :
Lemma 3 (Karuno et al., 2013) . For an instance of problem R-LEXICO-A if it has a feasible solution, the solution is also feasible for the original instance of problem LEXICO.
However, only a factor more than two on the total weight objective has been derived by this way (see Karuno et al., 2013) , i.e., the factor of (2 + ε), where ε > 0 is a given real. Karuno and Tateishi (2014) have employed the f (x) = ∑ n i=1 w i x i of the total original weight in Eq. (3) as the second objective in the rounded instance, instead of Eq. (17). The latter approach has delivered a heuristic total weight at most (1 + ε) times the optimal total weight, while it can not regard the total priority objective at all by itself (i.e., without solving problem R-LEXICO-A). In the following section, we are going to formulate another rounded instance in order to regard the second objective of the total priority in a heuristic algorithm with the total weight at most (1 + ε) times the optimum.
Heuristics with Rounded Weights
In this section, for a given ε > 0, we proposed another O(n 2 /ε) time heuristic algorithm with rounded weights such that the heuristic total weight is at most (1 + ε) times the optimum. As in the paper by Karuno and Tateishi (2014) , the rounding divisor is defined by
which follows an algorithm design technique of so-called fully polynomial time approximation scheme (FPTAS for short) (e.g., see Vazirani, 2001 ).
Proposed Rounding
The rounded instance to be newly formulated in this paper contains the same rounded weights as those of problem R-LEXICO-A described in Section 2.3. On the other hand, it also utilizes the original target weight. The input data are summarized as follows:
• I = {i | i = 1, 2, . . . , n} : The set of current n items (unchanged from the given instance).
• w i : The original positive integer weight of each item i ∈ I (unchanged from the given instance).
• t : The target weight for each package, which is also a positive integer (unchanged from the given instance).
Then, we call back the original target weight constraint of Eq. (5), instead of the rounded version of Eq. (18). We further leave the total priority of Eq. (4) in the new rounded instance as the second objective, while Karuno and Tateishi (2014) have removed the total priority objective out of the consideration when utilizing the original weights of current items, and the original target weight t has not appeared explicitly in their previous rounded instance.
A solution x = (x 1 , x 2 , . . . , x n ) satisfying Eqs. (24) and (25) is feasible in the sense of problem R-LEXICO-B. For a rounded instance of problem R-LEXICO-B, let f * B denote the minimum of the total rounded weight of chosen items in a feasible solution in the sense of problem R-LEXICO-B. As for problem R-LEXICO-A, if we are allowed to ignore the total priority, we call the corresponding problem R-PRIMARY-B.
For the new problem R-LEXICO-B, we have the following property :
Lemma 4. For a rounded instance of problem R-LEXICO-B, the minimum f * B of the total rounded weight satisfies f *
where t R is the rounded target weight and w Lemma 5. For an instance of problem LEXICO, let f * denote the minimum of the total weight, and for the rounded instance of problem R-LEXICO-B with a given ε > 0, let
Proof. The solution x ′ satisfies Eq. (24) from the feasibility, and it holds f (x ′ ) ≥ t. By Lemma 4, we see that there are the following two cases:
Together with Eqs. (14) and (15), we have
(by Eq. (9)). 
Again together with Eqs. (14) and (15), we obtain
(by Eq. (9)).
In both of the two cases, it holds f (x ′ ) ≤ (1 + ε) f * , and the proof is finished. □
In the following subsection, we design a dynamic programming procedure to obtain a solution x = x ′ such that it
, which is the main body of the proposed heuristic algorithm.
A Dynamic Programming Procedure
We first introduce the following notation of the upper bound on the minimum f * B of the total rounded weight in Lemma 4 :
Notice that it holds O(b R ) = O(n/ε) from b R ≤ 2(n + 1)/ε (see Eqs. (12), (13) and (21)). Then, we define the following 0-1 state variables u k (q) for k = 1, 2, . . . , n and q = 0, 1, . . . , b R :
We also define original weight recoding variables v k (q) for k = 1, 2, . . . , n and q = 0, 1, . . . , b R in order to maintain the total weight
In addition, we introduce two kinds of auxiliary variables λ k (q) and µ k (q) for k = 1, 2, . . . , n and q = 0, 1, . . . , b R in order to make each original weight recording variable v k (q) handle not the minimum, but the maximum for the 0-1 vector (x 1 , x 2 , . . . , x k ) with
(For each original weight recording variable v k (q), at most two possible alternatives should be regarded as shown in Eqs. (34)- (37) later, and each v k (q) takes the maximum of λ k (q) and µ k (q).) Let
which is output as the total rounded weight of chosen items by the proposed heuristic algorithm. We are going to prove later that it holds q min = f * B . We further define priority recoding variables z k (q) for k = 1, 2, . . . , n and q = 0, 1, . . . , b R in order to maintain the total priority 
and for k = 2, 3, . . . , n and q = 0, 1, . . . , b R ,
In this paper, we call the above dynamic programming procedure Rounded DP-B, while we refer to the dynamic programming seeking for an optimal solution to a given instance of problem R-LEXICO-A as procedure Rounded DP-A. The latter is the procedure which feeds the rounded instance of problem R-LEXICO-A to algorithm Exact DP of Theorem 1. Procedure Rounded DP-B has a different manner from algorithm Exact DP to ensure the target weight constraint, and it is not a simple extension of the exact dynamic programming algorithm. The time complexity of procedure Rounded DP-A has been shown to be O(nt R ) = O(n 2 /ε) time (see Karuno et al., 2013) . We also see that the time complexity of procedure
to examine Eq. (30) after the recursive computation of Eqs. (31)- (38), and the last term of O(n) is the time taken for the backtracking process. For an implementation of procedure Rounded DP-B, it suffices to prepare an O(1) space for maintaining the variables λ k (q) and µ k (q) temporarily, since these variables are referred only for the v k (q) in Eq. (37). It is left for us to prove the following theorem.
Theorem 3. For an instance of problem LEXICO and for a given real ε > 0, let f * denote the minimum total weight attained by an optimal solution x * , i.e., f * = f (x * ), and let x ′ denote a solution obtained by procedure Rounded DP-B in O(n 2 /ε) time. Then, the solution x ′ is feasible in the sense of problem LEXICO, and the total weight of chosen items in
Proof. In a solution satisfying the binary constraint of Eq. (6), each item k ∈ I is either chosen or not chosen. Each 0-1 state variable u k (q) in Eqs. (31) and (34) 
Notice that it holds v n (q) < t for any q < q min with u n (q) = 1 by the definition of q min in Eq. (30). This implies that for any solution
since the original weight recording variable v k (q) handles the maximum of the total (original) weight for the (partial) 0-1 vector (x 1 , x 2 , . . . , x k ) with
′′ is infeasible in the sense of problem R-LEXICO-B. On the other hand, we have observed that the solution x ′ obtained by procedure Rounded DP-B is feasible in the sense of problem R-LEXICO-B. Therefore, we have q min = f *
B . □
We here remark that no performance guarantee of procedure Rounded DP-B on the second objective of the total priority is analyzed. It may be possible to exist a feasible solution x such that f B (x) = f B (x ′ ) = f and further g(x) ≥ g(x ′ ), which implies that it may be hard for procedure Rounded DP-B to be completely in control of the second objective of the total priority. On the other hand, from the new viewpoint of problem R-LEXICO-B, we now see that Karuno and Tateishi (2014) have unfortunately computed almost the same heuristic solution in a less efficient manner as that obtained by employing procedure Rounded DP-B to solve the rounded instance of problem R-PRIMARY-B, although the theoretical time complexity remains unchanged. Due to the usage of the rounded target weight in the rounded instance, instead of the original target weight, the performance analysis for the factor of (1 + ε) on the primary objective of the total weight seems to be more complicated than that in this paper.
Numerical Results
The instances of problem LEXICO to be tested are randomly generated as follows:
• The number of hoppers: n ∈ {10, 15, 20, 25, 30, 35, 40}.
• Target weight: t = 1000.
• Integer weights: w i 's are uniformly random integers in {200, 201, . . . , 300} (= [200, 300] ).
• The number of iterations of packaging operation in an operating run: ℓ max = 10000.
The number of hoppers in most of typical packaging equipments is about twenty (e.g., see Ishida, 2016; Murakami et al., 2003; Yamato-scale, 2016) . The target weight can illustrate, for example, 100.0 gram in an actual situation. The given real ε > 0 to the heuristic algorithms with rounded weights is chosen from {0.05, 0.1, 0.2}. For example, given n = 20, t = 1000 and ε = 0.05, we have δ ≈ 2.38 as the rounding divisor (see Eq. (21)). In this numerical experiment, by giving a constant priority to each item in algorithm Exact DP (resp., in procedures Rounded DP-A and Rounded DP-B), we equivalently solve the instances of problem PRIMARY (resp., the rounded instances of problems R-PRIMARY-A and R-PRIMARY-B).
The program is written in C, and run on a laptop personal computer with Windows 7 Professional (64bit), Intel Core i5 4210M CPU (2.60GHz) and 8GB memory. In the tables except for those reporting the execution times of heuristic algorithms, each of the data indicates the mean value for twenty operating runs of producing ℓ max packages (and hence, 10000×20 packages are produced to obtain each of the data). Each set of twenty operation runs to be tested may be repeated to measure the execution time of a heuristic algorithm, regarding the precision of the clock in the laptop personal computer. Table 1 shows the execution times of algorithm Exact DP and procedure Rounded DP-B. The execution time of each algorithm is required to obtain either an optimal or a heuristic solution for a test instance of problem LEXICO at each packaging operation. In the implementation, the algorithms include the dynamic programming procedure and some initializing steps as well to update the set of current n items at each packaging operation. Procedure Rounded DP-B also includes the step of computing the rounded weights. Further, the execution time of a brute force algorithm is provided in the table, which enumerates all 2 n subsets of the set of current n items by Gray code (see Skiena, 2008) .
We first observe that procedure Rounded DP-B runs faster for a larger real ε. For the test instances with n = 40 and ε = 0.05, we see δ ≈ 1.22 as the rounding divisor (see Eq. (21)), which implies that it is hard to expect the rounding effect on the improvement of the execution time from algorithm Exact DP. In fact, procedure Rounded DP-B with ε = 0.05 spends more execution time than algorithm Exact DP for the test instances with n = 40. However, for all the other cases tested in this numerical experiment, procedure Rounded DP-B runs faster than algorithm Exact DP. We remark that the brute force algorithm takes a shorter execution time than that of algorithm Exact DP for the test instances with n = 10, and that the time complexity is independent of the value of the target weight t. On the other hand, the execution time of the enumeration by Gray code grows quickly when the cardinality n of the set of current items increases. Table 2 indicates the results on the total weight of chosen items in an optimal solution and that in a heuristic solution for the test instances of problem LEXICO obtained by algorithm Exact DP and procedure Rounded DP-B, respectively. We observe that the total weight obtained by procedure Rounded DP-B includes some error from the minimum total weight in each case. However, the relative difference from the target weight t = 1000 is 1.34 [%] at the maximum of the average (see the entry of Rounded DP-B with n = 10 and ε = 0.2). For all the other cases tested in this numerical experiment, the relative differences from the target weight are less than 1 [%] , which seem to be relatively so small from the viewpoint of theoretical approximation guarantee (that is, from the given positive real ε). Tables 3 and 4 show the maximum duration of an item thrown into the food packing system and mean duration over all items thrown into the food packing system, respectively, obtained by applying algorithm Exact DP and procedure Rounded DP-B to the test instances of problem LEXICO. Procedure Rounded DP-B seems to be in lesser control of the maximum duration than algorithm Exact DP, as we noticed before. Also it seems to intend a lesser control of the maximum duration for a lager positive real ε as an admitted error. On the other hand, there is no significant difference between the mean durations of algorithm Exact DP and procedure Rounded DP-B, since on the average, four items among current n items are chosen by each algorithm at each packaging operation in this setting of the test instances (that is, we may estimate the mean duration over the items roughly by n/4). Tables 5 and 6 compare the results of heuristic solutions obtained by applying procedure Rounded DP-B to problem R-PRIMARY-B with those by applying it to problem R-LEXICO-B. In the tables, the former is represented by "Disregarding the priorities," while the latter is by "Ordinary." In this numerical experiment, the former almost corresponds to an implementation of the heuristic algorithm with rounded weights presented by Karuno and Tateishi (2014) , which delivers the heuristic total weight with at most (1 + ε) times the optimum, while it can hardly regard the total priority of the second objective. There is no significant difference between the total weights of the two heuristic solutions in Table 5 , while procedure Rounded DP-B disregarding the priorities does not care for the maximum duration in Table 6 . We observe in Table 6 that the proposed heuristic algorithm (i.e., the ordinary procedure Rounded DP-B) has been designed to be in some control of the maximum duration as well as the performance factor (1 + ε) on the primary objective of the total weight of a package. Table 7 compares the total weight of a package obtained by the known procedure Rounded DP-A (see Karuno et al., 2013) with that by the proposed procedure Rounded DP-B. Both of the two heuristics use the rounding divisor δ defined by Eq. (21) for a given real ε. Recall that the performance guarantee of Rounded DP-A on the primary objective of the total weight is the factor of (2 + ε), while that of Rounded DP-B is the factor of (1 + ε). Obviously, procedure Rounded DP-B also empirically performs better than procedure Rounded DP-A, although even the relative difference of procedure Rounded DP-A from the target weight is at most 4.22 [%] at the maximum of the average (see the entry with n = 10 and ε = 0.2). On the other hand, Table 8 indicates that procedure Rounded DP-B is in lesser control of the maximum duration than procedure Rounded DP-A. Note that the maximum duration obtained by procedure Rounded DP-A is shorter than that by algorithm Exact DP (see Table 3 ). From this observation, it would be interesting to examine whether a stronger result than Theorem 2 is possible or not, that is, a simultaneous performance guarantee on the bi-criteria of problem LEXICO. Table 9 shows the execution times of procedures Rounded DP-A and Rounded DP-B. Recall that they have essentially different ways to ensure that their heuristic solutions satisfy the target weight constraint. As the result, procedure Rounded DP-B treats mainly the three kinds of variables (that is, 0-1 state variables, original weight recording variables and priority recording variables), while procedure Rounded DP-A maintains mainly two kinds of variables (that is, 0-1 state variables and priority recording variables). Hence, procedure Rounded DP-B requires nearly 3/2 times the execution time of procedure Rounded DP-A.
Concluding Remarks
We considered problem LEXICO, which is formulated as a lexicographic bi-criteria 0-1 integer programming problem and arises in actual food packaging equipments. Given a set I of current n items with their weights and priorities, problem LEXICO asks to find a subset I ′ (⊆ I) so that the total weight of chosen items for the I ′ is no less than a given positive t which denotes a target weight for each package, and it is minimized as the primary objective, and further the total priority of the chosen items for the I ′ is maximized as the second objective.
In this paper, for a given real ε > 0, we proposed an O(n 2 /ε) time heuristic algorithm with rounded weights such that the heuristic total weight is at most (1 + ε) times the optimal total weight. Then we conducted numerical experiments, and observed that the proposed heuristic algorithm improves the treatment of the second objective of the total priority from the previous O(n 2 /ε) time heuristic algorithm with rounded weights such that the heuristic total weight is also at most (1 + ε) times the optimal total weight. We also observed that the proposed heuristic algorithm empirically returns better heuristic total weight than that by another known O(n 2 /ε) time heuristic algorithm with rounded weights such that the heuristic total weight is at most (2 + ε) times the optimum. For future research, it would be interesting to design a heuristic algorithm with a performance guarantee on the second objective of the total priority as well as that on the primary objective of the total weight. Although we provided such a heuristic algorithm in Theorem 2, it seems to satisfy only the theoretical interest due to the factor two of the total weight. It would be significant to examine whether such a heuristic algorithm even with a smaller factor of the total weight is possible or not. As pointed out by James and Storer (2005) , a tolerance model where a certain small difference from the target weight is permitted in advance is similar to the approximation. Also it would be interesting to analyze the heuristic performance from the viewpoint of the tolerance model. Further, we should be concerned not only in academic aspects, but also in practical implementation of dynamic programming based food packing algorithms for actual packaging equipments, e.g., a preprocessing of converting real weights of items to integral ones.
