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Abstract. We derive a wall crossing formula for the symplectic vortex invariants of toric man-
ifolds. As an application, we give a proof of Batyrev’s formula for the quantum cohomology of
a monotone toric manifold with minimal Chern number at least two.
1. Introduction
Let T be a torus of dimension k, denote by t its Lie algebra, by
 := {ξ ∈ t | exp(ξ) = 1}
the integer lattice, and by
∗ := {w ∈ t∗ | 〈w, ξ〉 ∈ Z for ξ ∈ }
the dual lattice. Suppose T acts diagonally on Cn. The action is determined by n
homomorphisms ρν : T → S1, ν = 1, . . . , n. We write each homomorphism ρν
in the form
ρν(exp(ξ)) = e−2πi〈wν ,ξ〉, wν ∈ ∗.
The moment map of this action, with respect to the standard symplectic form on
C
n
, is given by
µ(x) = π
n∑
ν=1
|xν |2 wν (1)
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for x = (x1, . . . , xn) ∈ Cn. We assume throughout that µ is proper and that the
vectors wν span the space t∗. In [7] we have defined, together with Gaio and
Mundet, invariants

ρ,τ
λ : S
m(t∗) → R, m := n − dim T +
n∑
ν=1
dν ≥ 0, (2)
by counting solutions of the genus zero symplectic vortex equations (see
Section 2). Here λ ∈ , dν := 〈wν, λ〉, τ is a regular value of the moment
map, and Sm(t∗) denotes the space of real valued polynomials of degree m on t.
Note that S∗(t∗) is canonically isomorphic to the cohomology H ∗(BT ;R) of the
classifying space BT = ET/T . The isomorphism takes wν ∈ t∗ to the first Chern
class of the bundle ET ×ρν C → BT . The invariant ρ,τλ takes rational values
on integral cohomology classes. These correspond to polynomials that map the
lattice  to the integers.
An element τ ∈ t∗ is a singular value of µ if and only if it can be expressed
as a positive linear combination of at most k − 1 of the vectors wν . The set of
singular values is a disjoint union of open cones of codimensions 1 to k. A cone
of codimension j is called a wall of codimension j .
Let τ0 ∈ t∗ be an element of a wall of codimension one, τ1 ∈ t∗ be transverse
to the wall at τ0, and e1 ∈  be the unique primitive lattice vector that is orthog-
onal to the wall at τ0 and satisfies 〈τ1, e1〉 > 0. Denote by T1 ⊂ T the subtorus
generated by e1 and by t1 its Lie algebra. Let
I := {ν | 〈wν, e1〉 = 0}.
The action ρ induces an action ρ0 of the quotient torus
T0 := T/T1
on the space
C
I := {x ∈ Cn | xν = 0 for ν /∈ I }.
The moment map of this action is the restriction µ0 := µ|CI : CI → t∗0 := t⊥1 .
The following wall crossing formula expresses the difference of the invariants on
the two sides of the wall as the invariant of the reduced problem at τ0.
Theorem 1.1 (Genus Zero Wall Crossing). Let α ∈ S∗(t∗), λ ∈ , and dν :=
〈wν, λ〉. Then for every sufficiently small positive number ε we have

ρ,τ0+ετ1
λ (α) − ρ,τ0−ετ1λ (α) = ρ0,τ0λ0 (α0),
where λ0 is the projection of λ to t0 := t/t1 and
α0(ξ) = 12πi
∮
α(ξ + ze1)∏
ν /∈I 〈wν, ξ + ze1〉dν+1
dz.
Here for each ξ the integral is understood over a circle in the complex plane
enclosing all the poles of the integrand.
Wall crossing for symplectic vortices and quantum cohomology 135
There is an analogous wall crossing formula for higher genus which is formu-
lated in Theorem 3.1 below.
Theorem 1.1 gives rise to an explicit formula for the genus zero invariants. To
formulate the result we introduce the following notation. For a tuple of nonnega-
tive integers  = (1, . . . , n) denote
w := w11 · · · wnn ∈ S||(t∗), || := 1 + · · · + n.
Given such a tuple  and a lattice vector λ we introduce the set Iλ() of partitions
{1, . . . , n} = I1 ∪ · · · ∪ Ik that satisfy the following two conditions.
(Dimension) For every j ∈ {1, . . . , k}, the subspace
Ej := span{wν | ν ∈ I1 ∪ · · · ∪ Ij } ⊂ t∗
has dimension j and wν /∈ Ej for every ν ∈ Ij+1 ∪ · · · ∪ Ik.
(Degree) For every j ∈ {1, . . . , k},
∑
ν∈Ij
(ν − dν − 1) = −1. dν := 〈wν, λ〉.
Theorem 1.2 (Genus Zero Invariants). Let λ ∈ , dν := 〈wν, λ〉, and  be an
n-tuple of nonnegative integers.
(i) If Iλ() = ∅ then ρ,τλ (w) = 0 for all τ .
(ii) Let J ⊂ {1, . . . , n} be a subset with k elements such that {wν | ν ∈ J } is a
basis of t∗ and assume
ν =
{
dν if ν ∈ J,
dν + 1 if ν /∈ J.
If τ belongs to the cone C(J ) spanned by {wν | ν ∈ J } then

ρ,τ
λ (w
) = 1| det(〈wν, ej 〉ν∈J,j=1,...,k)| ,
where e1, . . . , ek is any basis of the lattice . Otherwise ρ,τλ (w) = 0.
(iii) Let λ′ ∈  and define d ′ν := 〈wν, λ′〉. If ν + d ′ν ≥ 0 for every ν then

ρ,τ
λ (w
) = ρ,τ
λ+λ′(w
+d ′).
(iv) Assume dν ≥ −1 for every ν. Then every element of S∗(t∗) is a linear com-
bination of monomials w that satisfy either (i) or (ii).
(v) Let J := {ν | ν ≤ dν}. If τ /∈ C(J) then ρ,τλ (w) = 0.
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Remark. Assertions (i), (ii) and (iv) can be used to compute the genus zero invar-
iants whenever dν ≥ −1. This restriction can be removed by using (iii).
Now assume that T acts freely on µ−1(τ ), where
τ :=
n∑
ν=1
wν,
and that the symplectic quotient
M¯ := Cn/ T (τ) := µ−1(τ )/T
has minimal Chern number N := max {m ∈ Z | τ/m ∈ ∗} ≥ 2. These con-
ditions guarantee that the symplectic quotient M¯ is a monotone toric manifold.
Combining Theorem 1.2 with the results of [10] one can compute the genus zero
Gromov–Witten invariants of the symplectic quotient. More precisely, denote by
S∗(t∗) → H ∗(M¯;R) : α → α¯ the Kirwan homomorphism. Consider the dual
homomorphism H2(M¯;Z) →  in degree two. This homomorphism is injective.
We denote its image by(τ) and the inverse map by(τ) → H2(M¯;Z) : λ → λ¯.
Given λ ∈ (τ) we denote by GWM¯
λ¯
the genus zero Gromov–Witten invariant
of M¯ with fixed marked points in the homology class λ¯. In [10, Theorem A] it is
proved that, for every λ ∈ (τ) and every n-tuple  = (1, . . . , n) of nonnegative
integers,

ρ,τ
λ (w
) = GWM¯
λ¯
(w¯1, . . . , w¯1, . . . , w¯n, . . . , w¯n), (3)
where each argument w¯ν occurs ν times. Thus Theorem 1.2 allows us to com-
pute the genus zero Gromov–Witten invariants of tuples of cohomology classes
of degree two. This can be used to compute the quantum cohomology ring of the
symplectic quotient. The statement of the theorem requires some preparation.
The chamber C(τ) is defined as the component of the set of regular values
of µ that contains τ . The effective cone eff(τ ) ⊂ (τ) is defined as the set of
lattice vectors λ ∈ (τ) that satisfy 〈τ ′, λ〉 ≥ 0 for every τ ′ ∈ C(τ).
Let R be any graded commutative algebra (over the reals) with unit which is
equipped with a homomorphism
eff(τ ) → R : λ → qλ
from the additive semigroup eff(τ ) to the multiplicative semigroup R such that
deg(qλ) = 2〈τ, λ〉. Given such a graded algebra define the quantum cohomology
ring QH∗(M¯;R) as the tensor product
QH∗(M¯;R) := H ∗(M¯;R) ⊗R
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(of vector spaces over the reals). Thus an element of QH∗(M¯;R) is a finite sum
α¯ =∑r∈R α¯r r where α¯r ∈ H ∗(M¯;R). The ring structure is defined by
α¯′ ∗ α¯′′ :=
∑
i
∑
λ∈eff (τ )
∑
r ′,r ′′
GWM¯
λ¯
(α¯′r ′, α¯
′′
r ′′, e¯i)e¯
∗
i r
′r ′′qλ,
where the e¯i form a basis of H ∗(M¯;R) and the e¯∗i denote the dual basis with
respect to the cup product pairing.
Theorem 1.3 (Quantum Cohomology). Let M¯ = Cn/ T (τ) be a (nonempty)
monotone toric manifold with minimal Chern number N ≥ 2. Then the ring
homomorphism
R[u1, . . . , un] → QH∗(M¯;R) : ru → rw¯∗ (4)
induces an isomorphism QH∗(M¯;R) ∼= R[u1, . . . , un]/J , where the ideal J ⊂
R[u1, . . . , un] is generated by the relations
n∑
ν=1
ηνwν = 0 ⇒
n∑
ν=1
ηνuν = 0,
τ /∈ C({1, . . . , n} \ {ν}) ⇒ uν = 0,
λ ∈ eff(τ ), d±ν := max{±〈wν, λ〉, 0} ⇒
∏
ν
u
d+ν
ν = qλ
∏
ν
u
d−ν
ν .
The ring R[u1, . . . , un]/J was introduced by Batyrev [4]. It also appeared
in Givental’s work on mirror symmetry [11] for the monotone case. Examples of
Spielberg [16,17] show that, in the nonmonotone case, the kernel of the homo-
morphism (4) is not necessarily equal to J . For special cases the isomorphism
R[u1, . . . , un]/J → QH∗(M¯;R) was established in [15,16]. The reason for our
hypothesis N ≥ 2 lies in the identity (3) which, in general, does not continue to
hold in the case N = 1 (the degrees of all the classes must be less than twice the
minimal Chern number).
In Section 2 we explain some background from [7] about the symplectic vortex
equations. The wall crossing formula (for arbitrary genus) is restated in Section 3
and proved in Section 4. We prove Theorem 1.2 in Section 5 and Theorem 1.3 in
Section 6.
2. The symplectic vortex equations
Fix a compact Riemann surface (, j, dvol), a principal T -bundle P → ,
and an inner product on t. The characteristic vector of P will be denoted by
λ(P ) :=
∫

FA ∈ .
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Here A ∈ A = A(P ) is a connection on P and λ(P ) is independent of the choice
of the connection. For each ν ∈ {1, . . . , n} the representation ρν : T → S1
determines a complex line bundle
Lν := P ×ρν C → , (5)
where the equivalence relation on P × C is [p, ζ ] ≡ [pg, ρν(g)−1ζ ] for g ∈ T .
This bundle has degree
dν := i2π ρ˙ν(λ(P )) = 〈wν, λ(P )〉.
A section of Lν can be thought of as a smooth map uν : P → C satisfying
uν(pg) = ρν(g)−1uν(p). The symplectic vortex equations (at a parameter τ ∈ t∗)
have the form
∂¯Auν = 0, ∗FA + π
n∑
ν=1
|uν |2 wν = ∗tλ(P )Vol() + τ, (6)
where uν is a section of Lν , ∗ : 2(, t) → 0(, t∗) denotes the Hodge
∗-operator determined by the volume form on  and the inner product on t, and
∗t : t → t∗ denotes the isomorphism induced by the inner product. The gauge
group G := C∞(, T ) acts on the space of solutions of (6) by
g∗(A, u) := (A + g−1dg, ρ(g)−1u).
This action has finite isotropy if and only if τ is a regular value of µ. Moreover,
the moduli space
M(τ ) := {(A, u) | u and A satisfy (6)} /G0
of based gauge equivalence classes of solutions of (6) is compact (see [7]). Here
we fix a point z0 ∈  and denote the based gauge group by
G0 := {g ∈ G | g(z0) = 1l} .
Think of this moduli space as a subset of the space
B := A(P ) ×
⊕n
ν=1 
0(,Lν)
G0 .
The group T (of constant gauge transformations) acts contravariantly on B.
Heuristically, the invariants introduced in [7] are obtained by integrating equi-
variant cohomology classes of B over M(τ )/T . The precise definition involves
evaluating the equivariant Euler class of an associated T -moduli problem which
we explain next. (See Appendix A for the relevant results from [8].)
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Denote
C := A(P ) ×
n⊕
ν=1
0(,Lν), Z := 0(, t∗) ⊕
n⊕
ν=1
0,1(,Lν)
and consider the map S : C → Z defined by
S(A, u) :=
(
∗FA + π
n∑
ν=1
|uν |2 wν − ∗tλ(P )Vol() − τ, ∂¯Auν
)
. (7)
This map is equivariant under the (contravariant) action of the gauge group G
on both C and Z and its zero set is the space of solutions of (6). Note that the
configuration space C is an affine space over the vector space
X := 1(, t) ⊕
n⊕
ν=1
0(,Lν).
Every solution (A, u) of (6) determines an elliptic complex
0 −→ LieG L−→ X dS−→ Z −→ 0, (8)
where L is the infinitesimal action of G on C and dS denotes the differential of S
at (A, u). Associated to this complex is the augmented operator
D := dS ⊕K : X → Z ⊕ V .
Here V := 0(, t∗) is understood as the dual space of the Lie algebra LieG and
K : X → V is defined as the L2 adjoint of L. Moreover, we identify the direct
sum Z ⊕ V with
Y := 0(, t∗ ⊗ C) ⊕
n⊕
ν=1
0,1(,Lν)
by interpreting the first component of Z as the real part and the element of V as
the imaginary part of 0(, t∗ ⊗ C). Then the operator D is given by
D(α, uˆ) :=


∗dα + 2π∑nν=1〈uν, uˆν〉wν
d∗α + 2π∑nν=1〈iuν, uˆν〉wν
∂¯Auˆν + ρν(α)0,1uν

 . (9)
Here the first and third component correspond to the operator dS and the second
component is the operatorK. This is a Fredholm operator of (real) Fredholm index
index(D) = (n − dim T )(2 − 2g) + 2
n∑
ν=1
dν =: 2m, (10)
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The operator D is complex linear, where the complex structure on 1(, t) is
given by the Hodge ∗-operator α → ∗α = −α ◦ J . Thus the determinant line
of D inherits a natural orientation from the complex structures.
The associated T -moduli problem is the triple (B, E,S), where the vector
bundle E → B is given by
E := C ×G0 Z → B := C/G0.
The equivariant map S : C → Z defined by (7) descends to a section of E that
will be denoted by the same letter. Its zero set is the above moduli space M(τ ).
The linearized complex at a solution (A, u) of (6) has the form
0 −→ t L−→ XL(LieG0)
dS−→ Z −→ 0. (11)
Here we identify t with the space of constant maps  → t. By Lemma B.4,
the elliptic complexes (8) and (11) both have the same index as the operator
D. Moreover, Lemma B.4 provides isomorphisms from their determinant lines
to det(D). Hence the complex orientation of det(D) induces orientations of
the determinant lines of (8) and (11). This is the orientation of the T -moduli
problem (B, E,S) used in [7] for the definition of the vortex invariants. (To fit
this into the definitions of [8] and Appendix A, one has to replace B and E by
suitable Sobolev completions.)
Evaluating the Euler class of the T -moduli problem (B, E,S) on equivariant
cohomology classes on B yields a homomorphism
χB,E,S : H ∗T (B) → R.
Now the projection π : B → A/G0 induces a homomorphism
π∗ : S∗(t∗) ⊗ H ∗(A/G0) ∼= H ∗T (A/G0) → H ∗T (B)
on equivariant cohomology. Its composition with the Euler class will be denoted
by

ρ,τ
λ,g : S
∗(t∗) ⊗ H ∗(A/G0) → R,
Thus

ρ,τ
λ,g(α) := χB,E,S(π∗α) =:
∫
M(τ )/T
π∗α (12)
for α ∈ S∗(t∗) ⊗ H ∗(A/G0) ∼= H ∗T (A/G0). The notation
∫
M(τ )/T π
∗α indicates
the heuristic interpretation of the Euler class as an integral over the zero set of
the section S . This can be understood literally whenever S is transverse to the
zero section, or equivalently, the operator D defined by (9) is surjective for every
solution (A, u) of (6). The invariant ρ,τλ,g(α) can only be nonzero when α has
degree 2m, where m is as in (10).
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3. Wall crossing
In this section we formulate the wall crossing formula for arbitrary genus at an
element τ0 ∈ t∗ of a wall of codimension one. This means that there exists an
index set I ⊂ {1, . . . , n} satisfying the following conditions.
(i) The subspaceWI := span{wν | ν ∈ I } ⊂ t∗ has dimension k−1 and wν /∈ WI
for every ν /∈ I .
(ii) τ0 ∈ µ(CI ), where CI := {x ∈ Cn | xν = 0 for ν /∈ I }.
(iii) If J ⊂ {1, . . . , n} is another index set satisfying (i) then τ0 /∈ µ(CJ ).
Note that under these conditions τ0 is a positive linear combination of precisely
k − 1 linearly independent vectors from the set {wν | ν ∈ I }. Choose a vector
τ1 ∈ t∗ that is transverse to µ(CI ) and let e1 ∈  be the unique primitive lattice
vector that satisfies 〈τ1, e1〉 > 0 and is orthogonal to the wall at τ0:
〈wν, e1〉 = 0 for ν ∈ I.
Denote by T1 ⊂ T the subtorus generated by e1 and by t1 its Lie algebra. Let
T0 := T/T1 be the quotient torus and t0 := t/t1 be its Lie algebra. Then the
action ρ induces an action ρ0 of T0 on CI .
The wall crossing number will be expressed as an integral over the moduli
space M0 of based gauge equivalence classes of solutions (A, {uν}ν∈I ) of the
equations
∂¯Auν = 0 (ν ∈ I ), ∗FA + π
∑
ν∈I
|uν |2 wν = ∗tλ(P )Vol() + τ0. (13)
We shall view this as a T0-moduli problem. Indeed, the subgroup T1 ⊂ T acts
trivially on M0. However, since τ0 is a regular value of µ|CI , the quotient group
T0 = T/T1 acts on M0 with finite isotropy.
It is interesting to compareM0 with the moduli spaceM(CI , P0, τ0) of based
gauge equivalence classes of solutions of (6) with Cn, T , and P replaced CI ,
T0 := T/T1, and P0 := P/T1. There is a natural projection
M0 −→ M(CI , P0, τ0) : [A, {uν}ν∈I ] → [A0, {uν}ν∈I ], (14)
where A0 := 0A ∈ 1(P, t0) can be thought of as a connection on P0. Here
0 : t → t0 denotes the canonical projection. If (A, {uν}ν∈I ) satisfies (13) then
the tuple (A0, {uν}ν∈I ) satisfies the equations
∂¯A0uν = 0 (ν ∈ I ), ∗0FA0 + π
∑
ν∈I
|uν |2 wν = ∗t0λ(P0)Vol() + τ0.
and hence belongs to the moduli space M(CI , P0, τ0). Here ∗t0 : t/t1 → t⊥1 is
given by [ξ ] → ξ −|e1|−2〈ξ, e1〉e1 and ∗0 : 2(, t/t1) → 0(, t⊥1 ) is induced
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by the Hodge ∗-operator on  and ∗t0 . The map (14) defines a fibration whose
fiber can be described as follows.
Choose a complement of t1 in t and denote the resulting projection by 1 :
t → t1. Define Pic1 as the space of based gauge equivalence classes of real valued
T -invariant 1-forms A1 ∈ 1(P ) that satisfy A1(pe1) = 1 for every p ∈ P and
∗FA1 =
1λ(P )
Vol()
. (15)
Here the based gauge group is G1 := {g1 :  → T1 | g1(z0) = 1l} and it acts by
(g1
∗A1)e1 := A1e1 + g1−1dg1. Note that Pic1 is a 2g-torus. It is the fibre in (14)
because the subgroup G1 ⊂ G0 acts trivially on A0 = 0A and uν for every
ν ∈ I . We emphasize that the fibration (14) need not be a product. The reason is
that the map A → A1 := 1A will not, in general, be gauge invariant. A situation
analogous to the one described by (13) and (14) was considered in [14].
We are now in a position to state the wall crossing formula for arbitrary genus.
Think of M0 as a subset of the space B0 := A(P ) × C∞T (P,CI )/G0 and denote
by
π∗0 : S
∗(t∗0) ⊗ H ∗(A/G0) → H ∗T0(B0)
the homomorphism on equivariant cohomology induced by the T0-invariant pro-
jection π0 : B0 → A/G0. The wall crossing formula involves integration of
T0-equivariant cohomology classes on B0 over M0/T0. This is to be understood
as the evaluation of the Euler class of the associated T0-moduli problem.
Theorem 3.1 (Wall Crossing). Let α ∈ S∗(t∗) ⊗ H ∗(A/G0), λ ∈ , and dν :=
〈wν, λ〉.
Then, for every sufficiently small positive number ε, we have

ρ,τ0+ετ1
λ,g (α) − ρ,τ0−ετ1λ,g (α) =
∫
M0/T0
π∗0 α0, (16)
where α0 ∈ S∗(t∗0) ⊗ H ∗(A/G0) is the polynomial map defined by
α0(ξ) := 12πi
∮
α(ξ + ze1)∏
ν /∈I 〈wν, ξ + ze1〉dν+1−g
exp
(
∑
ν /∈I
ν
〈wν, ξ + ze1〉
)
dz.
Here ν is the closed 2-form on A/G0 defined by
ν :=
k∑
j,j ′=1
jj ′wνjwνj ′ .
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Here e1, . . . , ek is a basis of t and α1, . . . , α2g is a symplectic basis of H 1(;Z).
These bases induce a basis τij of H 1(A/G0;Z) and jj ′ and wνj are defined by
jj ′ :=
g∑
i=1
τij ∧ τi+g,j ′, wνj := 〈wν, ej 〉.
Note that jj ′ is independent of the choice of the αi and ν is independent of the
choice of both bases. For each ξ , the integral in the definition of α0(ξ) is over a
circle in the complex plane enclosing all the poles of the integrand.
Remark 3.2 (Residues). Consider a rational function f : C → C with poles
p1, . . . , pn. It induces a meromorphic 1-form f dz. Let
∮
f dz be the integral of
f dz over a closed curve in C around all the poles of f . By the residue theorem,
1
2πi
∮
f dz = −Res∞(f dz) =
n∑
j=1
Respj (f dz).
Note that the 1-form f dz and hence the residue at infinity do not change if the
complex coordinate is shifted by z → z + c. If we expand f as a Laurent series
f (z) =
k0∑
k=−∞
akz
k
in z−1 that converges near infinity, then the residue at infinity is minus the coeffi-
cient of z−1, i.e. Res∞(f ) = −a−1.
Example 3.3. Consider the action of the 1-torus T = R/Z on Cn with positive
integer weights wν = ν ∈ ∗ ∼= Z. Thus the symplectic quotient in the nontriv-
ial chamber is a weighted projective space. Let c ∈ ∗ be the standard generator
c(ξ) = ξ and pick a homology class λ = d ∈  ∼= Z. Assume
m :=
n∑
ν=1
(dν + 1 − g) + g − 1 ≥ 0.
We compute the invariant ρ,τd,g (cm) in the nonempty chamber by wall crossing
from the empty chamber. Here I = ∅, T1 = T = R/Z, e1 = 1, and T0 = {1l}.
ThenM0 = Pic is a 2g-torus and ν = ν2, where  is the standard symplectic
form on Pic. It satisfies
1
g!
∫
Pic
g = 1.
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The integrand in Theorem 3.1 is given by
α0 = 12πi
∮
zm
∏
ν(νz)
dν+1−g exp
(
(1 + · · · + n)
z
)
= (1 + · · · + n)
g
∏n
ν=1 
dν+1−g
ν
g
g!
.
Integrating this class over Pic yields the formula from [7]:

ρ,τ
λ,g(c
m) = (1 + · · · + n)
g
∏n
ν=1 
dν+1−g
ν
.
4. Proof of the wall crossing formula
4.1. A cobordism argument
The idea of the proof of Theorem 3.1 is to study the cobordism W from
M(τ0 −ετ1) toM(τ0 +ετ1) constructed from the solutions of (6) with τ varying
from τ0 − ετ1 to τ0 + ετ1. If this cobordism were a manifold the wall crossing
number would be zero. However, in general, the cobordismW will have a singular
set M0 associated to the value τ = τ0. We shall prove the wall crossing formula
by cutting out a neighbourhood of the singular set and evaluating the Euler class
asssociated to the resulting third boundary component Mδ. It turns out that for
the computation it is easier to deform Mδ first into another T -moduli problem
which we explain next.
We introduce the gauge invariant differential equations
∂¯Auν = 0 (ν = 1, . . . , n),
∗FA + π
∑
ν∈I
|uν |2 wν = ∗tλ(P )Vol() + τ0,
∑
ν /∈I
‖uν‖2 = 1, (17)
where ‖uν‖ denotes the L2-norm. Denote the moduli space of based gauge equiv-
alence classes of solutions of (17) by
P0 := {(A, u) |A and u satisfy (17)} /G0.
Note that there is a T -equivariant projection P0 → M0 whose preimage at each
point (A, {uν}ν∈I ) ∈ M0 is the unit sphere in the kernel of the Cauchy–Riemann
operator in the variables uν for ν /∈ I . We emphasize that the dimensions of these
preimages can vary even if P0 is a manifold.
The T -moduli problem associated to (17) is the triple (B, E0,S0) defined as
follows. The base B is defined by B := C/G0 as in Section 2. Denote by V0 ⊂ V
the codimension-1 subspace
V0 :=
{
ξ ∈ 0(, t∗) |
∫

〈ξ, e1〉dvol = 0
}
, (18)
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and by Z0 ⊂ Z the codimension-1 subspace
Z0 := V0 ⊕
n⊕
ν=1
0,1(,Lν). (19)
Then the vector bundle E0 → B is given by
E0 := C ×G0 (Z0 ⊕ R).
As above we do not distinguish in notation between a T -equivariant section
B → E0 and its lift to a G-equivariant function C → Z0 ⊕ R. The section
S0 : C → Z0 ⊕ R is defined by
S0(A, u) :=
(
∗FA + π
∑
ν∈I
|uν |2 wν − ∗tλ(P )Vol() − τ0, ∂¯Auν,
∑
ν /∈I
‖uν‖2 − 1
)
.
In the following proposition the integral is understood as χB,E0,S0(π∗α), where
the orientation of the T -moduli problem (B, E0,S0) is as in Remark 4.2 below.
Proposition 4.1. The wall crossing number can be expressed in the form

ρ,τ0+ετ1
λ,g (α) − ρ,τ0−ετ1λ,g (α) =
∫
P0/T
π∗α. (20)
Remark 4.2 (Orientation). The moduli problem (B, E0,S0) is oriented as follows.
The elliptic complex associated to a solution (A, u) of (17) has the form
0 −→ t L−→ XL(LieG0)
dS0−→ Z0 ⊕ R −→ 0. (21)
Since L is injective, the derminant line of this complex is equal to the deter-
minant line of the Fredholm operator
dS0 : XL(LieG) → Z0 ⊕ R.
Define the operator K0 : X → V0 ⊕ R by
K0(α, uˆ) :=
(
d∗α + 2π
∑
ν∈I
〈iuν, uˆν〉wν, Im(uˆ)
)
,
where the complex linear map  :
⊕n
ν=1 
0(,Lν) → C is defined by
(uˆ) := 2π〈τ1, e1〉Vol()
∑
ν /∈I
〈wν, e1〉
∫

(〈uν, uˆν〉+i〈iuν, uˆν〉
)
dvol. (22)
The imaginary part of  corresponds to the local slice for the T1-action. It
follows that K0 is surjective and its kernel is a complement of the image of the
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infinitesimal action L : Lie(G) → X . Hence Lemma B.4 provides an isomor-
phism from the determinant line of the augmented operator dS0 ⊕ K0 to the
determinant line of the complex (21). Thus it remains to orient the operators
dS0 ⊕K0 : X → Z0 ⊕ R ⊕ V0 ⊕ R in a consistent way.
For this it is convenient to introduce the operator D0 : X → Y by
D0(α, uˆ) :=


∗dα + 2π∑ν∈I 〈uν, uˆν〉wν
d∗α + 2π∑ν∈I 〈iuν, uˆν〉wν
∂¯Auˆν + ρν(α)0,1uν

 .
As in Section 2, the first two components denote the real and imaginary parts in
0(, t∗ ⊗ C) and D0 is complex linear. Note that the image of D0 is always
contained in the complex codimension-1 subspace
Y0 :=
{
ξ ∈ 0(, t∗ ⊗ C) |
∫

〈ξ, e1〉dvol =0
}
⊕
n⊕
ν=1
0,1(,Lν). (23)
Define the linear map  : X → R2 by
(α, uˆ) :=
(
∑
ν /∈I
∫

〈uν, uˆν〉dvol, Im (uˆ)
)
. (24)
Then the operator D0 ⊕  : X → Y0 ⊕ R2 is equal to dS0 ⊕ K0 :
X → Z0 ⊕ R ⊕ V0 ⊕ R under the obvious identifications. Since D0 is complex
linear the resulting orientation of det(D0) induces, by Lemma B.1, an orientation
of det(D0 ⊕) and hence of the complex (21). Note that the orientation depends
on e1: if e1 changes sign, then so does the imaginary part of  and hence, by
Lemma B.3, the orientation of our T -moduli problem.
Remark 4.3. If the operator D0 ⊕  : X → Y0 ⊕ R2 in Remark 4.2 is onto then
P0 is a smooth T -invariant submanifold of B near (A, u) and the tangent space
of the quotient P0/T at (A, u) is
T[A,u]P0/T =
{
(α, uˆ) |D0(α, uˆ) = 0, (α, uˆ) = 0
}
.
In this case a basis v1, . . . , v2m of the tangent space is positively oriented if the
vectors v1, . . . , v2m, w0 := (0, {uν}ν /∈I ), w1 := (0, {2πi〈wν, e1〉uν}ν /∈I ) form a
positive basis of the complex vector space ker D0.
Proof of Proposition 4.1. Denote τt := τ0 + tτ1 and consider the moduli space
W := {(t, A, u) | − ε ≤ t ≤ ε, (6) holds with τ = τt} /G0.
This space has boundary
∂W = ({−ε} ×M(τ−ε)
) ∪ ({ε} ×M(τε)
)
.
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Note that W is the zero set of the T -moduli problem with boundary ([−ε, ε] ×
B, [−ε, ε] × E, {St}−ε≤t≤ε), where St is defined by (7) with τ = τt . This moduli
problem will in general not be regular.
The isotropy subgroup of an element [t, A, u] ∈ W is not finite if and only if
t = 0 and uν = 0 for ν /∈ I . This singular set is the moduli space M0 introduced
in Section 3. To obtain a regular cobordism we cut out a neighbourhood of the
singular set. Thus we consider the configuration space
Q :=
{
(t, A, u) ∈ [−ε, ε] × C |
∑
ν /∈I
‖uν‖2 ≥ δ
}
,
where ‖·‖ denotes the L2-norm. Define the T -moduli problem (R,F , T ) by
R := Q/G0, F := Q×G0 Z, T (t, A, u) := St (A, u).
The boundary of this moduli problem has three parts: (B, E,S−ε) for t = −ε,
(B, E,Sε) for t = ε, and (Bδ, Eδ,Sδ) associated to the condition
∑
ν /∈I ‖uν‖2 = δ.
These three boundary strata intersect and so (R,F , T ) is a T -moduli problem
with corners. However, we shall see that, if δ > 0 is sufficiently small, the zero
setWδ of T does not intersect the corners and hence we obtain a T -moduli prob-
lem with boundary by restricting to a sufficiently small neighbourhood of Wδ.
Namely, the intersection of Wδ with the boundary of R is the set
∂Wδ = ({−ε} ×M(τ−ε)
) ∪ ({ε} ×M(τε)
) ∪Mδ,
whereMδ is the moduli space of based gauge equivalence classes of solutions of
∂¯Auν = 0 (ν = 1, . . . , n),
∗FA + π
n∑
ν=1
|uν |2 wν = ∗tλ(P )Vol() + τt ,
∑
ν /∈I
‖uν‖2 = δ.
(25)
Every solution of these equations satisfies
t = π〈τ1, e1〉Vol()
∑
ν /∈I
‖uν‖2 〈wν, e1〉. (26)
To see this take the inner product of the second equation in (25) with e1 and
integrate over . This shows that the parameter t is determined by u and can
therefore be removed in the definition of Mδ. Moreover, the formula (26) shows
that |t | < ε whenever δ is sufficiently small.
We define the moduli problem (Bδ, Eδ,Sδ) by
Bδ := Cδ/G0, Eδ := Cδ ×G0 Z0, Cδ :=
{
(A, u) ∈ C |
∑
ν /∈I
‖uν‖2 = δ
}
,
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where Z0 is defined by (19). The section Sδ : Cδ → Z0 is defined by Sδ(A, u)
:= T (t, A, u), where t is given by (26). There is an obvious morphism of this mod-
uli problem to the restriction of (R,F , T ) to the boundary component∑ν /∈I ‖uν‖2
= δ, given by (u,A) → (t, u,A) with t given by (26).
Throughout we shall work with the opposite boundary orientation of the
moduli problem (Bδ, Eδ,Sδ). We begin by explaining how it is defined. The ellip-
tic complex at a point (A, u) ∈ Mδ has the form
0 −→ t L−→ X
δ
L(LieG0)
dSδ−→ Z0 −→ 0, (27)
where X δ := T(A,u)Cδ ⊂ X is the real codimension-1 subspace
X δ :=
{
(α, uˆ) ∈ X |
∑
ν /∈I
∫

〈uν, uˆν〉dvol = 0
}
.
We show how to identify the determinant of the complex (27) with the determinant
of the operator
D1 ⊕  : X −→ Y0 ⊕ R2,
where  : X → R2 is defined by (24), Y0 is defined by (23), and the operator
D1 : X → Y0 is defined by
D1(α, uˆ) :=


∗dα + 2π∑nν=1〈uν, uˆν〉wν − Re (uˆ)τ1
d∗α + 2π∑nν=1〈iuν, uˆν〉wν − Im (uˆ)τ1
∂¯Auˆν + ρν(α)0,1uν

 . (28)
Since L is injective the determinant line of the complex (27) is that of the
Fredholm operator dSδ : X δ/L(LieG) → Z0. Define K1 : X → V0 ⊕ R2
by
K1
(
α
uˆ
)
:=


d∗α + 2π∑nν=1〈iuν, uˆν〉wν − Im (uˆ)τ1∑
ν /∈I
∫

〈uν, uˆν〉dvol
Im (uˆ)

 .
This map is surjective and there is an obvious isomorphism from the kernel of
K1 to the quotient X δ/L(LieG). Hence Lemma B.4 provides an isomorphism
from the determinant of the operator dSδ : X δ/L(LieG) → Z0 to that of the
augmented operator dSδ ⊕ K1 : X → Y0 ⊕ R2 = Z0 ⊕ V0 ⊕ R2. Since the
real part of the complex linear map  defined by (22) is the differential of the
map u → t given by (26), this augmented operator agrees with D1 ⊕ . Now
D1 is complex linear and so, via Lemma B.1, the complex orientation of det(D1)
determines an orientation of the T -moduli problem (Bδ, Eδ,Sδ).
That this orientation of (Bδ, Eδ,Sδ) is indeed the opposite of the boundary
orientation is verified in Remark 4.4 below. With the orientations understood, the
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(Cobordism) axiom in TheoremA.4 implies that the wall crossing number is given
by

ρ,τ0+ετ1
λ,g (α) − ρ,τ0−ετ1λ,g (α) =
∫
Mδ/T
π∗α. (29)
It remains to prove that the integrals over Mδ/T and P0/T agree. We prove this
by a homotopy argument. Fix a real parameter s ∈ [0, 1] and replace the second
equation in (25) by
∗FA + π
∑
ν∈I
|uν |2 wν − ∗tλ(P )Vol() − τ0 = s
(
tτ1 − π
∑
ν /∈I
|uν |2 wν
)
. (30)
This defines a homotopy of sections Sδs : Bδ → Eδ, 0 ≤ s ≤ 1, with Sδ1 = Sδ and
Sδ0(A, u) =
(
∗FA + π
∑
ν∈I
|uν |2 wν − ∗tλ(P )Vol() − τ0, ∂¯Auν
)
.
The zero sets of these sections form a compact subset of [0, 1] × Bδ. Following
the above discussion we obtain an isomorphism from the determinant line of the
moduli problem (Bδ, Eδ,Sδs ) at a tuple (s, A, u) to the determinant line of the
Fredholm operator
Ds ⊕  : X −→ Y0 ⊕ R2,
where the operator Ds : X → Y0 is defined by
Ds
(
α
uˆ
)
:= D0
(
α
uˆ
)
+ s


2π
∑
ν /∈I 〈uν, uˆν〉wν − Re (uˆ)τ1
2π
∑
ν /∈I 〈iuν, uˆν〉wν − Im (uˆ)τ1
0

 .
SinceDs is complex linear the resulting orientation of the moduli problem (Bδ, Eδ,
Sδs ) varies continuously in this homotopy. Moreover, there is an obvious orienta-
tion preserving morphism from (Bδ, Eδ,Sδ0) to the T -moduli problem (B, E0,S0)
discussed before Proposition 4.1. Hence it follows from the (Cobordism) and
(Functoriality) axioms in Theorem A.4 that the integrals over Mδ/T and P0/T
agree, and so equation (20) follows from (29). This proves the proposition. unionsq
Remark 4.4 (Boundary orientation). We prove that the above orientation of (Bδ,
Eδ,Sδ) is the opposite of the boundary orientation. To see this, fix a boundary
point [A, u] ∈ Mδ, let D : X → Y be the operator (9), and define 1 : X → R
to be the first component of the linear map (24), i.e.,
1(α, uˆ) :=
∑
ν /∈I
∫

〈uν, uˆν〉dvol.
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Assume first that the restriction ofD to the kernel of 1 is surjective. ThenWδ is a
manifold near [t, A, u] (with t given by (26)) that is transverse to the boundary of
R. Moreover, the tangent space ofWδ is the kernel of the operator D˜ : R⊕X → Y
given by
D˜(tˆ , α, uˆ) := D(α, uˆ) − (tˆτ1, 0, 0).
Each element in the kernel of this operator satisfies tˆ = Re (uˆ) (take the inner
product of the first component with e1 and integrate over ). A positively oriented
basis of the tangent space then has the form v0, v1, . . . , v2m, where v0 = (tˆ , α, uˆ)
with tˆ = Re (uˆ) > 0, and the vectors v1, . . . , v2m form a positively oriented
basis of ker D ⊂ ker D˜. Throughout we shall fix three vectors w0, v1, w1 ∈ X
such that
1(w0) = 1, Dw0 = (0, 0, 0), (w0) = 0,
1(v1) = 0, Dv1 = (τ1, 0, 0), (v1) = 1,
1(w1) = 0, Dw1 = (0, τ1, 0), (w1) = i.
Note that w0 is an inward pointing vector tangent to Wδ, that v1 is a tangent
vector to the boundary, and that w1 does not belong to the kernel of D˜. The tan-
gent space of Mδ is isomorphic to the subspace kerD1 ∩ ker  ⊂ ker D˜. The
vector v1 belongs to this subspace and a complement of Rv1 is the intersection
ker D ∩ ker 1. Choose a basis v2, . . . , v2m of ker D ∩ ker 1 such that the
vectors v1, . . . , v2m form a positive basis of kerD1 ∩ ker  (with respect to the
opposite boundary orientation). Then the vectors w0, v1, . . . , v2m form a positive
basis of ker D˜. We claim that the vectorsw0, w1, v1, . . . , v2m form a positive basis
of the kernel of D1 (and hence v1, . . . , v2m form a positive basis of the tangent
space of Mδ with respect to the orientation introduced in the proof of Proposi-
tion 4.1). To prove the claim note that the vectors w0, v2, . . . , v2m form a basis of
ker D and the vectors v1, w0, v2, . . . , v2m form a negative basis of ker D˜. Since
Re (v1) > 0 it follows that the vectors w0, v2, . . . , v2m form a negative basis
of ker D. Since v1, w1 ∈ ker D1 satisfy (v1) = 1 and (w1) = i it follows
that the vectors v1, w1, w0, v2, . . . , v2m form a negative basis of ker D1 and thus
w0, w1, v1, v2, . . . , v2m form a positive basis as claimed.
If the restriction of D to the kernel of 1 is not onto one can homotop to a
situation where this condition is satisfied and use the compatibility of all our iso-
morphisms with the local trivializations of the determinant line bundle, or one can
argue as follows. We only sketch the main points. The elliptic complex associated
to the T -moduli problem (R,F , T ) has the form
0 −→ t L−→ R ⊕ XL(LieG0)
dT−→ Z −→ 0. (31)
Lemma B.4 provides an isomorphism from the determinant of (31) to the deter-
minant of the augmented operator D˜ : R ⊕ X → Y, defined above. The latter
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is canonically oriented by Lemma B.1 and the complex orientation of det(D).
Next it is convenient to identify the kernel and cokernel of D˜ with the kernel and
cokernel of the operator
D1 ⊕ Im  : X → Y0 ⊕ R,
where D1 is defined by (28). These identifications are obtained by the inclu-
sion X → R ⊕ X : (α, uˆ) → (Re (uˆ), α, uˆ) and the decomposition Y
∼= Y0 ⊕ R(τ1, 0, 0) ⊕ R(0, τ1, 0) with Y0 ⊕ R corresponding to the first and
last summands. If one uses Lemma B.1 and the complex orientation of det(D1)
to orient det(D1 ⊕ Im ), then the isomorphism det(D1 ⊕ Im ) → det(D˜)
just described is orientation reversing. Now restrict the operator D1 ⊕ Im 
to the kernel of 1 to obtain the augmented operator for (Bδ, Eδ,Sδ). Then
the opposite boundary orientation translates, via Lemma B.4, to the orienta-
tion of det(D1 ⊕ Im  ⊕ 1). By Lemma B.3 going over to det(D1 ⊕ ) =
det(D1 ⊕ 1 ⊕ Im ) involves another sign change which compensates the mi-
nus sign in the isomorphism det(D1 ⊕ Im  ⊕ 1) → det(D˜ ⊕ 1). Thus the
composition det(D1 ⊕) → det(D˜⊕1) is orientation preserving. This means
precisely that the above orientation of (Bδ, Eδ,Sδ) is the opposite boundary ori-
entation as claimed.
The moduli space S0 is the sphere bundle in the kernel bundle of a family
of Cauchy–Riemann operators over M0. In Section 4.3 we explain a general
equivariant localization formula for such kernel bundles. The relevant index com-
putation uses the Atiyah–Singer index theorem for families and will be carried
out in Section 4.4. The next section explains the necessary background about the
equivariant Euler class.
4.2. The equivariant Euler class
We begin with some recollections about the equivariant Euler class (see [8] for
details). Let X be a compact oriented smooth manifold, E → X be an oriented
real vector bundle of rank k, and G be a compact Lie group which acts on X and E
by orientation preserving diffeomorphisms such that the projection is equivariant
and the action is linear on the fibres. We shall think of the action of G onX andE as
a right action and denote it by (x, e) → (g∗x, g∗e) for e ∈ Ex . The corresponding
covariant action will be denoted by g∗x := (g−1)∗x and the infinitesimal (contra-
variant) action of ξ ∈ g := Lie(G) by ξ∗x ∈ TxX. An equivariant Thom form is
a dG-closed equivariant differential form τG(E) ∈ kG(E) with compact support
and fibre integral one. The equivariant Euler class eG(E) ∈ HkG(X) is the coho-
mology class of the pullback of an equivariant Thom form under the zero section.
We will sometimes use the same notation for the Euler class and a form represent-
ing it. The Thom class and the Euler class are multiplicative under direct sum.
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Now suppose that E is a rank n complex vector bundle and the action of G
is complex linear on the fibres. Then an explicit representative of the equivariant
Euler class can be constructed as follows. Fix a G-invariant Hermitian metric on
E and let P → X denote the unitary frame bundle of E. This bundle carries a
right action of U(n) and a left action of G, and these two action commute. Let
Xξ ∈ Vect(P ) denote the infinitesimal (covariant) action of ξ ∈ g. More precisely
a point p ∈ Px of the fibre over x ∈ X is a unitary vector space isomorphism
p : Cn → Ex and the left action of g ∈ G is given by g∗p : Cn → Eg∗x . The
vector field Xξ ∈ Vect(P ) is defined by
Xξ(p) := d
dt
∣∣∣∣
t=0
exp(tξ)∗p ∈ TpP.
The following formula was established in Berline–Vergne [5] and, in a more gen-
eral setting, in Berline–Getzler–Vergne [6]. In particular, the term A(Xξ) coin-
cides with the generalized moment map in [5,6]. We include a proof for the sake
of completeness.
Lemma 4.5. Let A ∈ A(P ) ⊂ 1(P, u(n)) be a G-invariant U(n)-connection
form on P . Then the G-equivariant Euler class of a complex vector bundle E is
represented by the dG-closed form
eG(E, ξ) = det
(
i
2π
FA + i2π A(Xξ)
)
, (32)
where FA ∈ 2(P, u(n)) denotes the curvature of A.
Proof. The right hand side in (32) is invariant and horizontal for the U(n)-action
and thus descends to a G-equivariant form on X. It is easy to check that this form
is dG-closed and hence represents an equivariant cohomology class.
To prove (32) we assume first that E = X × Cn is a trivial bundle and ρ :
G → U(n) is a unitary representation of G. The homomorphism ρ defines the
covariant action of G on E and so
g∗(x, z) = (g∗x, ρ(g)−1z)
for x ∈ X, z ∈ Cn, and g ∈ G. The frame bundle of E is the product bundle
P := X × U(n) and the formula
Ax,u(v, uη) := η
for v ∈ TxX, u ∈ U(n) and η ∈ u(n) defines a U(n)-connection form A ∈
1(P, u(n)). This connection is G-invariant and flat. For ξ ∈ g the vector field
Xξ ∈ Vect(P ) is given by
Xξ(x, u) = (0, ρ˙(ξ)u)
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and so
A(Xξ(x, u)) = u−1ρ˙(ξ)u, det
(
i
2π
A(Xξ)
)
= det
(
i
2π
ρ˙(ξ)
)
.
Now a Thom form on E can be constructed as follows. For k = 0, . . . , n let
σk : u(n) → 2n−2k(Cn) be a polynomial map of degree k. It is shown in [8,
Lemma 5.5] that these polynomials can be chosen such that σ0 ∈ 2n(Cn) is the
standard volume form,
σn(η) = det(iη),
and
ι(vη)σk(η) = λ ∧ σk+1(η)
for each k, where λ ∈ 1(Cn) is the differential of the function z → |z|2/2 and the
vector field vη ∈ Vect(Cn) is defined by vη(z) := ηz for η ∈ u(n). Now choose
functions fk : [0,∞) → [0,∞) with compact support such that f0(s) = 0 for
s ≤ δ and s ≥ 1 and
f ′k(s) + fk−1(s) = 0, fk(1) = 0,
and
∫ ∞
0
skf0(s) ds = 0,
∫ ∞
0
sn−1f0(s) ds = 12n−1Vol(S2n−1)
for 0 ≤ k ≤ n − 2. Then
fk(s) = 1
(k − 1)!
∫ 1
s
(t − s)k−1f0(t) dt
and hence fk(s) = 0 for s < δ and k < n and
fn(0) = 12n−1(n − 1)!Vol(S2n−1) =
1
(2π)n
.
Now a Thom form on E = X × Cn is given by
τ(ξ) =
n∑
k=1
fk(|z|2/2)σk(ρ˙(ξ)).
Its pullback under the zero section is given by
eG(E) = fn(0)σn(ρ˙(ξ)) = det
(
i
2π
ρ˙(ξ)
)
.
This proves the lemma in the caseE = X×Cn. For general G-equivariant bundles
E → X the result follows from the (Naturality) axiom for the Euler class and
the fact that the pullback of E under the projection P → E is isomorphic to the
trivial bundle P × Cn. unionsq
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Remark 4.6. The formula of Lemma 4.5 can also be expressed as follows. Let
∇ be a G-equivariant Hermitian connection on E and, for ξ ∈ g, denote by
ξ∇ ∈ 0(X,End(E)) the covariant infinitesimal action defined by
ξ∇e := ∇t exp(tξ)∗e|t=0
Then the Euler class is given by
eG(E, ξ) = det
(
i
2π
F∇ + i
2π
ξ∇
)
.
Example 4.7. Let E → X be a rank n complex vector bundle. Suppose G acts triv-
ially on X and that the covariant action on the fibres is given by a homomorphism
ρ : G → S1, given by
ρ(exp(ξ)) = e−2πi〈w,ξ〉,
where w ∈ g∗. Then, for every G-invariant Hermitian connection ∇ on E, the
endomorphism ξ∇ ∈ 0(X,End(E)) is given by multiplication with the imagi-
nary number ρ˙(ξ). Hence
eG(E, ξ) = det
(
i
2π
F∇ + i
2π
ρ˙(ξ)
)
=
n∑
j=0
〈w, ξ〉n−j cj (E).
We wish to invert the equivariant Euler class. This requires an extension of the
equivariant cohomology ring of X.
Standing assumption. In the following X is a smooth manifold, G is a compact
Lie group acting on X, and T1 ⊂ G is an oriented circle which is contained in
the center of G and acts trivially on X.
Denote the quotient group by G0 := G/T1. Denote by e1 the positive integral
generator of the Lie algebra t1 := Lie(T1). Let n be an integer. A T1-rational
G-equivariant differential form of degree n on X is a Laurent series in z−1 of
the form
α(ξ, z) =
∑
j≤n/2
αj (ξ)z
j ,
with coefficients αj ∈ n−2jG (X), that satisfies the following conditions.
(i) For every ξ ∈ g and every x ∈ X the Laurent series ∑j≤n/2 αj (ξ)xzj is a
rational function on C with values in the complex vector space ∗T ∗x X ⊗C.
(ii) For every t ∈ R we have α(ξ, t + z) = α(ξ + te1, z). Equivalently,
αk(ξ + te1) =
∑
k≤j≤n/2
(
j
k
)
αj (ξ)t
j−k, k ≥ 0, (33)
αk(ξ + te1) =
∑
k≤j<0
(−k − 1
−j − 1
)
αj (ξ)(−t)j−k, k < 0. (34)
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Denote by nG,T1(X) the space of T1-rational G-equivariant differential forms
on X. This is a chain complex with respect to the usual equivariant differential
dGα(ξ) := dα(ξ) + ι(Xξ )α(ξ). The cohomology of this chain complex will be
denoted by H ∗G,T1(X).
Let α =∑j αj zj ∈ nG,T1(X). Then α−1(ξ + te1) = α−1(ξ). In other words,
the coefficient of z−1 descends to a G0-equivariant cohomology class on X. Minus
this coefficient is called the residue at infinity of α and will be denoted by
Res∞(α) := −α−1(ξ) = − 12πi
∮
α(ξ, z) dz ∈ n+2G0 (X).
The residue at infinity descends to a homomorphism
Res∞ : HnG,T1(X) → Hn+2G0 (X).
Remark 4.8. There is an obvious inclusion ∗G(X) → ∗G,T1(X) whose image is
the subspace of polynomials α = ∑0≤j≤n/2 αjzj ∈ nG,T1(X). Condition (33)
shows that any such form is uniquely determined by α0 ∈ nG(X) and vice versa.
The inclusion ∗G(X) ↪→ ∗G,T1(X) induces an inclusion in cohomology
H ∗G(X) ↪→ H ∗G,T1(X)
whose left inverse is induced by the projection α =∑j αj zj → α0.
Let E → X be a G-equivariant complex vector bundle of rank nE . The sub-
group T1 acts on E with weight
wE := det
(
i
2π
ρ˙x(e1)
)
∈ Z.
Here the homomorphism ρx : T1 → Aut(Ex) denotes the action on the fiber
over x and ρ˙x : t1 → End(Ex) denotes the corresponding Lie algebra homomor-
phism. The weight wE is independent of x. Think of the equivariant Euler class as
a polynomial map g → ∗(X). By Lemma 4.5, the G-equivariant Chern classes
cj (E) ∈ H 2jG (X) are the coefficients of znE−j in the polynomial
eG(E, ξ + ze1) =:
nE∑
j=0
cj (E, ξ)z
nE−j .
In particular, c0(E, ξ) = wE. If wE = 0 then the equivariant Euler class eG
∈ H 2nET (X) has a well defined inverse 1/eG in the T1-rational G-equivariant coho-
mology group H−2nEG,T1 (X). To see this, expand the rational function z → 1/eG
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(ξ + ze1) into a Laurent series in z−1 which converges near infinity:
1
eG(E, ξ + ze1) =
1
wEznE
∞∑
k=0

−
nE∑
j=1
cj (E, ξ)
wE
z−j


k
=:
∞∑
i=0
si(E, ξ)z
−nE−i .
The coefficients si(E) ∈ H 2iG (X) of this Laurent series are called the equivariant
Segre classes of E. They are uniquely determined by the equation
∑
i+j=k
si(E, ξ)cj (E, ξ) =
{
1, if k = 0,
0, if k > 0. (35)
In particular, the degree zero Segre class is s0(E, ξ) = 1/wE. If F → X is
another G-equivariant complex vector bundle of rank nF with weight wF , then
the quotient
eG(F  E) := eG(F )
eG(E)
∈ H 2nF−2nEG,T1 (X)
depends only on the equivariantK-theory classFE ∈ KG(X). It is only defined
for equivariantK-theory classesFE whose denominatorE has nonzero weight.
4.3. Localization
Let X be an orientable smooth manifold, G = T be a torus acting on X, and
T1 ⊂ T be an oriented circle that acts trivially on X. We assume that the quo-
tient group T0 := T/T1 acts on X with finite isotropy. Denote the Lie algebras
by t := Lie(T ), t1 := Lie(T1), and t0 := t/t1 := Lie(T0), let  ⊂ t be the
integer lattice, and denote by e1 ∈ t1 ∩ the positive generator of the sublattice.
Throughout we denote m := dim X − dim T0.
Let E → X and F → X be complex Hilbert space bundles on which T acts
complex linearly such that the projections are equivariant. Assume that T1 acts
with finite isotropy outside the zero sections of E and F . Let
Dx : Ex → Fx
be a smooth family of G-equivariant complex linear Fredholm operators of com-
plex numerical index
index(D) := dimC ker Dx − dimC cokerDx.
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Denote by
IND(D) :=
⋃
x∈X
{x} × ker Dx  cokerDx ∈ KG(X)
the topological index of D, understood as a G-equivariant K-theory class. Con-
sider the following G-moduli problem. The Hilbert manifold B is given by
B :=
{
(x, e)
∣∣∣ x ∈ X, e ∈ Ex, ‖e‖2 = 1
}
,
the Hilbert space bundle H → B has fibre
Hx,e := Fx
over (x, e) ∈ B, and the section S : B → H is given by
S(x, e) := Dxe.
The zero set of this section is the kernel manifold
M := {(x, e) ∈ B |Dxe = 0} .
Denote by π : B → X the obvious projection. The equivariant K-theory class
IND(D) ∈ KG(X) has a nonzero weight (for the T1-action) and hence carries
an equivariant Euler class
eG(IND(D)) ∈ H ∗T ,T1(X).
in the T1-rational T -equivariant cohomology of X. The following theorem gen-
eralizes the localization formula for circle actions in [8]. The assertion requires a
choice of orientations.
Remark 4.9. Orientations of X/T0 and T1 determine an orientation of the T -mod-
uli problem (B,H,S) as follows. By choosing local trivializations we may assume
that E andF are (complex) Hilbert spaces equipped with a T -action and soD is a
T -equivariant smooth map X → L(E,F) : x → Dx , which assigns a (complex
linear) Fredholm operatorDx to every x ∈ X. In this case the vertical differential
of S at a point (x, e) ∈ M is an operator
DS(x, e) :
{
(xˆ, eˆ) ∈ TxX × E | 〈eˆ, e〉 = 0
}→ F .
It is given by
DS(x, e)(xˆ, eˆ) = Dx eˆ + D˙(xˆ)e,
where D˙(xˆ)e is defined as the derivative of the path R → F : t → Dexpx(t xˆ)e
at t = 0. Now suppose that Dx is surjective. Then a positive basis of the kernel
of DS(x, e) is defined as follows. Pick a positive basis xˆ1, . . . , xˆm of TxX/t0x
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and choose eˆ1, . . . , eˆm ∈ E such that Dx eˆi + D˙(xˆi)e = 0 and 〈eˆi , e〉 = 0 for
i = 1, . . . , m. Next choose a positive basis eˆm+1, . . . , eˆm+2n of the complex vec-
tor space ker Dx such that eˆm+2n−1 is a positive tangent vector of the T1-orbit of
e and eˆm+2n = e.
Then the vectors (xˆi, eˆi) for i = 1, . . . , m and the vectors (0, eˆj ) for j
= m+ 1, . . . , m+ 2n− 2 are declared to be a positive basis of ker DS(x, e)/t ·
(x, e). This definition of the orientation is independent of the choices. IfDx is not
surjective, one can apply the same construction to the kernel of a suitably aug-
mented operator. We emphasize that the orientation described here agrees with
the convention of Remark 4.2.
Theorem 4.10. Let m := dim X − dim T0 and n := index(D). Fix any ori-
entation of X/T0, let T1 be oriented by e1, and orient M/T as in Remark 4.9.
Then
∫
M/T
π∗α = −
∫
X/T0
Res∞
(
α
eT (IND(D)
)
(36)
for every α ∈ Hm+2n−2T (X).
The integral on the left is understood as the Euler class of the T -moduli prob-
lem (B,H,S) evaluated on π∗α (see [8]). The integrand on the right is the residue
at infinity of the T1-rational T -equivariant cohomology class α/eT (IND(D)) ∈
Hm−2T ,T1 (X). It is a T0 equivariant cohomology class inH
m
T0
(X) and can be integrated
over X/T0 because T0 acts on X with finite isotropy.
Proof of Theorem 4.10. The proof has three steps.
Step 1. We may assume without loss of generality that E is finite dimensional and
admits an equivariant trivialization and that F = 0.
The reduction to the finite dimensional case is proved as in [8, Theorem 11.1].
Hence assume E = E and F = F are finite dimensional. By Proposition C.1,
there exists a T -equivariant complex vector bundle E′ → X such that E ⊕ E′ is
equivariantly isomorphic to X × V for some complex T -representation V . Since
T is a torus there exists a homomorphism T → S1 whose restriction to T1 has
nonzero degree. Multiplying the action of T on E′ with a suitable power of this
homomorphism we may assume that the action of T1 on E′ has nonzero weight.
Now let B′ ⊂ E ⊕ E′ be the unit sphere bundle, H′ → B′ be the pullback of
F ⊕ E′ under the projection π ′ : B′ → X, and S′ : B′ → H′ be given by
S
′(x, e, e′) := (x,Dxe, e′).
Then the inclusion B → B′ : (x, e) → (x, e, 0) defines a morphism of T -moduli
problems. Hence, assuming the assertion for E replaced by X×V and F replaced
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by the zero bundle, we obtain
∫
M/T
π∗α = χB,H,S(π∗α)
= χB′,H′,S′(π ′∗α)
=
∫
B′/T
π ′∗α ∧ eT (H′)
=
∫
B′/T
π ′∗α ∧ π ′∗eT (F ⊕ E′)
= −
∫
X/T0
Res∞
(
α ∧ eT (F ⊕ E′)
eT (E ⊕ E′)
)
= −
∫
X/T0
Res∞
(
α
eT (IND(D))
)
.
Here the second equation uses the (Functoriality) axiom for the Euler class, the
third equation uses the (Thom class) axiom (see Appendix A), the fourth equation
uses the fact that H′ is the pullback of F ⊕ E′, and the fifth equation uses the
hypothesis that the result holds when E is a trivial bundle and F = 0.
Step 2. Suppose E = L = X × C is a trivial line bundle and denote by B ⊂ L
the unit circle bundle. Then for every α =∑j≤m/2 αjzj ∈ mT,T1(X),
∫
B/T
π∗α0 = −
∫
X/T0
Res∞
(
α
eT (L)
)
. (37)
Let ρ : T → S1 denote the covariant action of T on the fibres of L and suppose
that T1 acts on the fibers with weight . Then ρ˙(e1) = −2πi and, by Lemma 4.5,
eT (L, ξ + ze1) = z + iρ˙(ξ)2π .
Each form αj ∈ m−2jT (X) is equivariantly closed and hence represents a T -equi-
variant cohomology class on X. Now
α(ξ, z)
eT (ξ + ze1) =


∑
j≤m/2
αj (ξ)

zj−1

 1
1 + iρ˙(ξ)2πz
=


∑
j≤m/2
αj (ξ)

zj−1


∑
k≥0
(
− iρ˙(ξ)
2πz
)k
.
The residue at infinity is minus the coefficient of z−1 in this power series. Thus
Res∞
(
α
eT (L)
)
= −1

∑
j≥0
αj (ξ)
(
− iρ˙(ξ)
2π
)j
(38)
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By (33), the right hand side is invariant under the shift ξ → ξ + te1 and hence
descends to a T0-equivariant differential form on X.
To compute the integral of π∗α0 over B/T , we denote the elements of B
= X × S1 by (x, u), where x ∈ X and u ∈ S1. Then u−1du is the standard
U(1)-connection form on B. Define A1 ∈ 1(B, t1) by
A1 := − iu
−1du
2π
e1.
This form is T -invariant and satisfies A1(0,−ρ˙(e1)z) = (iρ˙(e1)/2π)e1 = e1.
Hence it is a T -invariant T1-connection as in [8], where we regard the action by
ρ−1 as the contravariant action on B. The infinitesimal covariant action of ξ ∈ t
on B is given by Xξ(x, u) = (0, ρ˙(ξ)u). Hence the T -equivariant curvature of
A1 is the 2-form FA1,T ∈ 2T (B, t) given by
FA1,T (ξ) := FA1 + ξ + A1(Xξ ) = ξ −
iρ˙(ξ)
2π
e1.
(see [8, Section 3]). Replacing ξ by FA1,T (ξ) in the equivariant differential form
π∗α0 ∈ mT (B) we obtain the T1-basic T -equivariant differential form
(π∗α0)A1 = π∗α0
(
ξ − iρ˙(ξ)
2π
e1
)
=
∑
j≥0
π∗αj (ξ)
(
− iρ˙(ξ)
2π
)j
on B = X × S1. The projection π : B → X induces a T0-equivariant diffeomor-
phism from B/T1 to X, however, each point in B has an isotropy subgroup of
order  under the action of T1. Moreover, the diffeomorphism is orientation pre-
serving if and only if  is positive. (If ξ1, . . . , ξm is a positive basis of TxX/T0 and
u ∈ S1 then, according to Remark 4.9, the basis (ξ1, 0), . . . , (ξm, 0) of T(x,u)B/T
is positive if and only if the vectors (ξ1, 0), . . . , (ξm, 0), (0, ρ˙(e1)u), (0, u) form
a positive basis of TxX/T0 ×C. Since ρ˙(e1) = −2πi, this is the case if and only
if  is positive.) Hence
∫
B/T
π∗α0 =
∫
B/T
(π∗α0)A1 =
1

∑
j≥0
∫
X/T0
αj (ξ0)
(
− iρ˙(ξ0)
2π
)j
,
and so the assertion of Step 2 follows from (38).
Step 3. We prove the theorem.
By Step 1, we may assume without loss of generality that F = 0 and E = X×V
for some unitary T -representation V . Since T is a torus, we may assume that
V = Cn and that T acts diagonally by homomorphisms ρν : T → S1 for
ν = 1, . . . , n. Denote by Lν := X×C the T -equivariant bundle where T acts by
ρν on the fibre. Consider the T -moduli problem (B,H, S) given by
B := X × S2n−1, H := π∗L1 ⊕ · · · ⊕ π∗Ln−1,
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where π : B → X denotes the projection, and
S(x, z1, . . . , zn) := (z1, . . . , zn−1).
Then the T -equivariant Euler class of H is the pullback under π of the Euler class
of L1 ⊕ · · · ⊕ Ln−1, i.e.
eT (H) = π∗eT (L1) ∧ · · · ∧ π∗eT (Ln−1).
Let α ∈ m+2n−2T (X) and define β ∈ mT,T1(X) by
β :=
∑
j≤m/2
βjz
j := α
eT (L1) · · · eT (Ln−1) , βj ∈ 
m−2j
T (X).
Since T acts on B with finite isotropy, we can represent the equivariant cohomol-
ogy class eT (H) ∈ H 2n−2T (B) by a T -invariant and horizontal differential form
τH ∈ 2n−2(B) (see [8, Theorem 3.8]). With such a representative the identity
π∗α = π∗β ∧ eT (H) in ∗T ,T1(X) takes the form π∗α = π∗β0 ∧ τH . Now S is
transverse to the zero section and S−1(0) is the unit sphere bundle Bn := B ∩Ln
in Ln. Hence it follows from the (Transversality) axiom for the Euler class in
Appendix A that
∫
B/T
π∗α =
∫
B/T
π∗β0 ∧ τH =
∫
Bn/T
π∗β0 = −
∫
X/T0
Res∞
(
β
eT (Ln)
)
.
The last equation follows from Step 2. Since β/eT (Ln) = α/eT (E), this proves
Theorem 4.10. unionsq
Remark 4.11. Theorem 4.10 continues to hold if we replace X by a T0-moduli
problem (B0, E0,S0) as in Appendix A and E and F by Hilbert space bundles
over B0. Then B is the unit sphere bundle in E , Hb,e = E0b ⊕ Fb, S(b, e) =
(S0(b),Dbe), and the right hand side of (36) is understood in terms of the Eul-
er class of (B0, E0,S0). To prove this, choose a finite dimensional reduction of
(B0, E0,S0) and note that (36) continues to hold for noncompact manifolds X and
compactly supported T -equivariant differential forms α.
4.4. The index formula
We return to the setting of Section 3. Recall that P →  is a principal T -bundle
and Lν = P ×ρν C →  for ν = 1, . . . , n. Given an index set I ⊂ {1, . . . , n} as
in Section 3 we consider the principal G0-bundle
PI := A(P ) ×
⊕
ν∈I
0(,Lν) → BI := PI /G0
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where the based gauge group G0 acts by
g∗(A, uν) = (A + g−1dg, ρν(g)−1uν).
It also acts on Lν0 by
g∗[p, ζ ] := [pg(z)−1, ζ ] = [p, ρν0(g(z))−1ζ ],
where z := π(p) ∈ . For ν0 /∈ I we consider the universal line bundle
L
ν0 := PI × Lν0G0 → BI × .
The torus T acts on Lν0 by
h∗[A, uν, p, ζ ] := [A, ρν(h)−1uν, p, ρν0(h)−1ζ ].
For x = [A, u] ∈ BI let us denote by Lνx the restriction of Lν to {x} × . This
restriction is equipped with a natural connection (induced by A) and hence with
a Cauchy-Riemann operator
∂¯νx : 
0(,Lνx) → 0,1(,Lνx).
Next consider the universal vector bundle
E :=
⊕
ν /∈I
L
ν
and its restrictions Ex to {x} × . The Cauchy-Riemann operators
∂¯x : 
0(,Ex) → 0,1(,Ex)
form a family of Fredholm operators over BI between appropriate Hilbert space
completions Ex of0(,Ex) andFx of0,1(,Ex). These operators are complex
linear and equivariant with respect to the action of T .
As in Section 3 we denote by T1 the identity component of the isotropy sub-
group of the subspace CI := {x ∈ Cn | xν = 0 for ν /∈ I } and assume that T1 is
a circle. This circle acts trivially on the base BI and with finite isotropy outside
of the zero sections of E and F . The quotient group T0 := T/T1 acts with finite
isotropy on the moduli space M0 ⊂ BI of solutions of equation (13). Hence we
are in the situation of Theorem 4.10. The relevant dimensions are
dimM− dim T = (n − dim T )(2 − 2g) + 2
n∑
ν=1
dν =: 2m,
dimM0 − dim T0 = (|I | − dim T0)(2 − 2g) + 2
∑
ν∈I
dν + 2g,
index(∂¯) =
∑
ν /∈I
(dν + 1 − g),
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where dν denotes the first Chern number of the bundle Lν → . Note that the ker-
nel manifold of ∂¯ is precisely the space S0 of solutions of equations (17). Hence,
by Theorem 4.10 and Remark 4.11, we have
∫
P0/T
π∗α = −
∫
M0/T0
Res∞
(
α
eT (IND(∂¯))
)
= −
∫
M0/T0
Res∞
(
α
∏
ν /∈I eT (IND(∂¯ν))
)
. (39)
Theorem 3.1 now follows from
Lemma 4.12. Denote by π∗0 : H ∗T ,T1(A/G0) → H ∗T ,T1(BI ) the homomorphism
induced by the projection π0 : BI → A/G0. Then, for every ν /∈ I ,
eT (IND(∂¯ν)) = π∗0 〈wν, ξ〉dν+1−g exp
(
− ν〈wν, ξ〉
)
∈ H ∗T ,T1(BI ).
Proof of Theorem 3.1. By Proposition 4.1 and (39) we have

ρ,τ0+ετ1
λ,g (α) − ρ,τ0−ετ1λ,g (α) =
∫
P0/T
π∗α
= −
∫
M0/T0
Res∞
(
α
∏
ν /∈I eT (IND(∂¯ν))
)
=
∫
M0/T0
π∗0 α0,
where
α0(ξ) = 12πi
∮
α(ξ + ze1)∏
ν /∈I 〈wν, ξ + ze1〉dν+1−g
exp
(
∑
ν /∈I
ν
〈wν, ξ + ze1〉
)
dz
(by Lemma 4.12). This proves Theorem 3.1. unionsq
Proof of Lemma 4.12. Note first that Lν is the pullback under the projection π0 ×
id : BI ×  → A/G0 ×  of the bundle
Lν := A× LνG0 → A/G0 × ,
and IND(∂¯ν) ∈ KT (BI ) is the pullback under π0 of the index bundle of the
Cauchy-Riemann operators on Lν . The torus T acts trivially on A/G0 ×  and
by ρν on the fibres of Lν . Hence by Example 4.7,
eT (IND(∂¯ν,Lν)) =
∑
j≥0
〈wν, ξ〉dν+1−g−j cj (IND(∂¯ν,Lν)). (40)
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Hence it remains to compute the ordinary Chern classes of the K-theory class
IND(∂¯ν,Lν). The Atiyah–Singer index theorem for families asserts that
ch(IND(∂¯ν,Lν)) =
∫

td(T )ch(Lν) ∈ H ∗(A/G).
(See [1, Theorem 4.3] and [2, Theorem 5.1].) Here ch and td denote the Chern
character and the Todd class, respectively. The Todd class of T is given by
td(T ) = 1 + (1 − g)σ,
where σ ∈ H 2(;Z) denotes the positive generator. Thus our task at hand is to
compute the Chern character of the line bundle Lν . By Lemma 4.13 below, the
first Chern class of Lν is given by
c1(Lν) = dνσ −
2g∑
i=1
k∑
j=1
wνjαi ∧ τij .
From this we can compute ch(Lν). Note that αi ∧ αi′ = ±σ whenever i ′ = i ± g
and is equal to zero otherwise. Hence
1
2


2g∑
i=1
k∑
j=1
wνjαi ∧ τij


2
= −σ ∧
g∑
i=1
k∑
j,j ′=1
wνjwνj ′τij ∧ τi+g,j ′
=: −σ ∧ ν,
and all higher powers vanish. It follows that
ch(Lν) = 1 + dνσ −
2g∑
i=1
k∑
j=1
wνjαi ∧ τij − σ ∧ ν.
Applying the index theorem for families we obtain
ch(IND(∂¯ν,Lν)) =
∫

td(T )ch(Lν)
=
∫


(dν + 1 − g)σ −
2g∑
i=1
k∑
j=1
wνjαi ∧ τij − σ ∧ ν


= dν + 1 − g − ν.
The last formula implies, by a standard algebraic argument, that
c1(IND(∂¯ν,Lν)) = −ν, cj (IND(∂¯ν,Lν)) = 1
j !
c1(IND(∂¯ν,Lν))j .
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Hence, by (40),
eT (IND(∂¯ν,Lν)) =
∑
j≥0
〈wν, ξ〉dν+1−g−j (−ν)
j
j !
= 〈wν, ξ〉dν+1−g exp
(
− ν〈wν, ξ〉
)
.
Since eT (IND(∂¯ν)) = π∗0 eT (IND(∂¯ν,Lν)) the result follows. unionsq
It remains to prove
Lemma 4.13. The first Chern class of Lν is given by
c1(Lν) = dνσ −
2g∑
i=1
k∑
j=1
wνjαi ∧ τij .
Proof. Fix a reference connection A0 ∈ A(P ) and denote by A0 ⊂ A(P ) the
set of connections A ∈ A(P ) that satisfy FA = Vol()−1λ(P )dvol and d∗
(A − A0) = 0. The restricted gauge group G00 ⊂ G0(P ) consists of all gauge
transformations g :  → T that satisfy d∗(g−1dg) = 0 and g(z0) = 1l. Identify
the quotient A0/G00 with the standard torus T2gk via the map
R
2gk → A0 : t → At := A0 +
2g∑
i=1
k∑
j=1
tijαiej .
For i and j let gij ∈ G00 be the unique harmonic gauge transformation that
satisfies g−1ij dgij = αiej (and gij (z0) = 1l). Then the restriction of Lν to the
submanifold A0/G00 ×  can be identified with the quotient R2gk × Lν/Z2gk,
where m = {mij } ∈ Z2gk acts by
m∗(t, z, v) := (t + m, z,
∏
ij
ρν(gij (z))
−mij v).
A section is a map R2gk × → Lν : (t, z) → s(t, z) = st (z) ∈ Lνz that satisfies
s(t + m, z) =
∏
ij
ρν(gij (z))
−mij s(t, z), m ∈ Z2gk.
A connection is given by the formula
d∇s := dAt st +
2g∑
i=1
k∑
j=1
∂st
∂tij
dtij .
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An easy computation shows that the curvature of this connection is the 2-form
F∇ ∈ 2(T2gk × ,√−1R) given by
F∇ = ρ˙ν(FAt ) −
2g∑
i=1
k∑
j=1
ρ˙ν
(
∂At
∂tij
)
∧ dtij
= −2π√−1〈wν, λ(P )〉 dvolVol() +
2g∑
i=1
k∑
j=1
2π
√−1〈wν, ej 〉αi ∧ dtij .
Since the first Chern class of Lν is represented by the 2-form √−1F∇/2π , the
result follows. unionsq
5. Computation of the genus zero invariants
Let I denote the set of partitions
I1 ∪ · · · ∪ Ik = {1, . . . , n}
that satisfy the (Dimension) condition in the introduction, i.e. for every j ∈
{1, . . . , k}, the subspace
Ej := span{wν | ν ∈ I1 ∪ · · · ∪ Ij } ⊂ t∗
has dimension j and wν /∈ Ej for every ν ∈ Ij+1 ∪ · · · ∪ Ik. It is now convenient
to fix an orientation of t. For every I = (I1, . . . , Ik) ∈ I we introduce the iterated
residue φIλ = φρ,Iλ : S∗(t∗) → R by
φIλ(α) :=
1
(2πi)k
∮
· · ·
∮
α(
∑
zj ej )∏n
ν=1〈wν,
∑
zj ej 〉dν+1 dzk · · · dz1, (41)
where dν := 〈wν, λ〉. Here the lattice vectors e1, . . . , ek ∈ t form an oriented inte-
gral basis of  such that the vectors ej , . . . , ek are orthogonal to the span of the
vectors wν for ν ∈ I1 ∪ · · · ∪ Ij−1 and 2 ≤ j ≤ k. These requirements determine
the ej up to a change e′j = ±ej +
∑
i>j aij ei . The corresponding coordinates
ξ =∑ zj ej =
∑
z′j e
′
j change by zi = ±z′i +
∑
j<i aij z
′
j . Since the ei and the e′i
form oriented bases there is an even number of minus signs. It follows from these
observations and Remark 3.2 that the integral (41) is independent of the choice
of the ei .
Lemma 5.1. For every regular value τ of µ there exists a collection of integers
{mI }I∈I such that

ρ,τ
λ (α) =
∑
I∈I
mIφ
I
λ(α)
Wall crossing for symplectic vortices and quantum cohomology 167
for every λ ∈  and every α ∈ S∗(t∗). Moreover, given a path γ connecting τ to
t∗ \ im µ, the coefficients mI can be chosen to satisfy the following condition: If
I = (I1, . . . , Ik) ∈ I is such that γ does not intersect the hyperplane spanned by
the wν for ν ∈ I1 ∪ · · · ∪ Ik−1, then mI = 0.
Proof. Theorem 1.1 and induction over the dimension of T . unionsq
Remark 5.2. Fix an oriented basis e1, . . . , ek of t, let Hν ⊂ Ck be the hyperplane∑k
j=1〈wν, ej 〉zν = 0, and denote H :=
⋃n
ν=1 Hν.Then the right hand side of (41)
can be interpreted as the integral of the k-form
ωλ,α :=
α
(∑
zj ej
)
(2πi)k
∏n
ν=1〈wν,
∑
zj ej 〉〈wν ,λ〉+1 dz1 ∧ · · · ∧ dzk ∈ 
k(Ck \ H)
over a suitable homology class σI ∈ Hk(Ck \H). Hence, by Lemma 5.1, there is a
locally constant map τ → σ(τ) :=∑I∈I mI(τ)σI which assigns to every regular
value of µ a homology class σ(τ) ∈ Hk(Ck \H) such that the invariant ρ,τλ (α)
is equal to the integral of ωλ,α over σ(τ) (for all λ and α). It is an interesting
problem to study the map τ → σ(τ) in more detail.
Lemma 5.3. For ν = 1, . . . , n let ν be integers and aν, bν be real numbers such
that aν = 0. If
∑n
ν=1 ν = −1 then
1
2πi
∮ n∏
ν=1
(aνz + bν)ν dz =
n∏
ν=1
aνν .
If∑nν=1 ν < −1 then the integral is zero.
Proof. In the variable w := 1/z the integrand reads
∏
ν
(aν
w
+ bν
)ν
(−dw
w2
)
= −
∏
ν(aν + bνw)ν dw
w2+
∑
ν
.
Since aν = 0 the numerator is holomorphic near the origin. Hence the residue is
zero whenever 2+∑ν ν ≤ 0 and is equal to
∏
ν a
ν
ν whenever 2+
∑
ν ν = 1. unionsq
Lemma 5.4. Let I ∈ I and e1, . . . , ek be a positive basis of such that ej , . . . , ek
are orthogonal to wν for ν ∈ I1 ∪ · · · ∪ Ij−1 (as in (41)). Let λ ∈  and  be an
n-tuple of nonnegative integers such that
|| = n − k +
n∑
ν=1
dν, dν := 〈wν, λ〉. (42)
If I ∈ Iλ() then
φIλ(w
) =
k∏
j=1
∏
ν∈Ij
〈wν, ej 〉ν−dν−1.
Otherwise φIλ(w) = 0.
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Proof. The condition I ∈ Iλ() asserts that
∑
ν∈Ij
(ν − dν − 1) = −1
for j = 1, . . . , k. Consider the integral over zk. The coefficient 〈wν, ek〉 of zk
in the linear map (z1, . . . , zk) → 〈wν,
∑
j zj ej 〉 is nonzero iff ν ∈ Ik. So, by
Lemma 5.3,
φIλ(w
) =


∏
ν∈Ik
〈wν, ek〉ν−dν−1

 1
(2πi)k−1
∮
· · ·
∮ k−1∏
j=1
∏
ν∈Ij
〈wν,
k−1∑
j=1
zj ej 〉ν−dν−1dzk−1 . . . dz1
whenever
∑
ν∈Ik (ν −dν −1) = −1. If
∑
ν∈Ik (ν −dν −1) < −1 then the integral
over zk is zero. Hence it follows by induction that φIλ(w) has the required form
whenever I ∈ Iλ(). If I /∈ Iλ() then it follows from (42) that
∑
ν∈Ij (ν − dν
− 1) < −1 for some j and hence φIλ(w) = 0. unionsq
Proof of Theorem 1.2. Assertion (i) follows from Lemmata 5.1 and 5.4.
We prove (ii). Let λ ∈ , dν := 〈wν, λ〉,  be an n-tuple of nonnegative inte-
gers, J ⊂ {1, . . . , n} be an index set such that {wν | ν ∈ J } is a basis of t∗, and
assume that ν = dν for ν ∈ J and ν = dν+1 for ν /∈ J . Then a partition I
belongs to Iλ() if and only if I ∈ I and Ij ∩ J consists of a single element for
each j . This follows from the equation
∑
ν∈Ij (ν − dν − 1) = −1 and the fact
that each summand ν − dν − 1 equals 0 or −1.
Assume
τ /∈ C(J ) = {
∑
ν∈J
ηνwν | ην ≥ 0}.
We must prove that ρ,τλ (w) = 0. To see this, we examine the set Iλ(). Since
the set {wν | ν ∈ J } is linearly independent it follows that, for each ordering
J = {ν1, . . . , νk}, there exists a unique partition I ∈ Iλ() such that νj ∈ Ij
for all j , and conversely, each partition I ∈ Iλ() determines an ordering of J .
Moreover, for every such partition the hyperplane
WI := span{wν | ν /∈ Ik}
agrees with the hyperplane
Wνk := span{wν | ν ∈ J \ {νk}}.
Hence the hyperplanes WI for I ∈ Iλ() are precisely the supporting hyperplanes
of C(J ). Since τ /∈ C(J ), there exists a straight line γ connecting τ to t∗ \ im µ
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which misses the supporting hyperplanes (this is true because C(J ) is a cone
over a simplex). Hence the coefficients mI in Lemma 5.1 can be chosen such that
mI = 0 for every I ∈ Iλ(). This implies that

ρ,τ
λ (w
) =
∑
I∈Iλ()
mIφ
I
λ(w
) = 0.
The same argument shows that the invariantρ,τλ (w) for τ ∈ C(J ) is independent
of τ .
Assume τ ∈ C(J ). Fix an ordering J = {ν1, . . . , νk} and let I ∈ Iλ() be
the unique partition satisfying νj ∈ Ij for j = 1, . . . , k. Choose an integer basis
e1, . . . , ek of t such that 〈wν, ej 〉 = 0 for ν ∈ I1 ∪ · · · Ij−1 and 〈wνj , ej 〉 > 0.
Let τ0 be a positive linear combination of wν1, . . . ,wνk−1 . Since the invariant is
independent of the choice of τ ∈ C(J ), we may assume τ = τ0 + ετ1, where
τ1 := wνk . Since the invariant is zero outside of C(J ), we have

ρ,τ0−ετ1
λ (w
) = 0.
Hence, by Theorem 1.1,

ρ,τ
λ (w
) = 1〈wνk , ek〉

ρ0,τ0
λ0


k−1∏
j=1
∏
ν∈Ij
wνν

 .
Now assertion (ii) follows by induction.
We prove (iii). Assume || = n− k +∑nν=1 dν (otherwise both invariants are
zero). Since
ν − dν − 1 = ν + d ′ν − (dν + d ′ν) − 1,
for every ν we have
Iλ() = Iλ+λ′( + d ′), φIλ(w) = φIλ+λ′(w+d
′
)
for every I ∈ I (see Lemma 5.4). Hence (iii) follows from Lemma 5.1.
To prove (iv) and (v) we introduce the following notation. For every λ ∈ 
and every n-tuple  of nonnegative integers define the number
ιλ() :=
∑
dν≥0
max{ν − dν − 1, 0} +
∑
dν≤−1
ν, dν := 〈wν, λ〉.
Recall that J := {ν | ν ≤ dν}. We prove (iv) and (v) in five steps.
Step 1. Each w can be expressed as a linear combination of classes w′ that
satisfy J′ ⊂ J and either Iλ(′) = ∅ or ′ν ≤ max{dν + 1, 0} for all ν.
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We prove Step 1 by induction over ιλ(). If ιλ() = 0 then ′ν ≤ max{dν + 1, 0}
for all ν. Assume ιλ() > 0 and, by induction, that the claim has been established
for every ′ that satisfies ιλ(′) < ιλ(). If Iλ() = ∅ there is nothing to prove.
Hence assume Iλ() = ∅. Since ιλ() > 0 there is a ν0 such that ν0 > 0 and
ν0 > dν0 + 1. Let I = (I1, . . . , Ik) ∈ Iλ(). Since
∑
ν∈Ij (ν − dν − 1) = −1
for every j there are indices νj ∈ Ij for j = 1, . . . , k such that νj ≤ dνj . By the
(Dimension) condition, the vectors wν1, . . . ,wνk form a basis of t∗. Hence wν0
can be expressed as a linear combination of the vectors wνj . Since ν0 > 0 we can
replace one of the factors wν0 in w by this linear combination. This expresses
w as a linear combination of monomials of the form w′ with ιλ(′) < ιλ() and
J′ ⊂ J. Hence the assertion for w follows from the induction hypothesis.
Step 2. If ν ≤ dν + 1 for every ν and Iλ() = ∅ then  satisfies (ii).
Let I ∈ Iλ(). Then the formula
∑
ν∈Ij (ν − dν − 1) = −1 shows that, for each
j , there is precisely one index νj ∈ Ij such that νj = dνj and ν = dν + 1 for
ν ∈ Ij \ {νj }. Since the vectors wν1, . . . ,wνk form a basis of t∗, it follows that 
satisfies (ii) with J = {ν1, . . . , νk}.
Step 3. We prove (iv).
Assume dν ≥ −1 for every ν. Then, by Step 1, each w ∈ Smλ(t∗) is a linear
combination of classes w′ that satisfy either Iλ(′) = ∅ or ′ν ≤ dν + 1 for all ν.
Hence the assertion follows from Step 2.
Step 4. (v) holds under the assumption dν ≥ −1 for all ν.
We argue indirectly and assume that ρ,τλ (w) = 0. Then the linear combination
in Step 1 must contain a term w′ that satisfies J′ ⊂ J, and ρ,τλ (w
′
) = 0. The
latter implies that Iλ(′) = ∅ and so ′ν ≤ dν + 1 for all ν. Hence, by Step 2,
′ satisfies (ii) with J = J′ = {ν | ′ν ≤ dν}. Since ρ,τλ (w
′
) = 0, it follows
from (ii) that τ ∈ C(J′) ⊂ C(J).
Step 5. We prove (v).
Suppose λ(w) = 0. Choose λ′ such that
d ′ν := 〈wν, λ′〉 ≥ max{0,−1 − dν}
for all ν. Then, by (iii), we have
λ+λ′(w+d
′
) = λ(w) = 0.
Hence, by Step 4, τ ∈ C(J ), where
J := {ν | ν + d ′ν ≤ 〈wν, λ + λ′〉} = {ν | ν ≤ dν}.
This proves the theorem. unionsq
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6. Quantum cohomology
Let τ be a regular value of µ. Throughout this section we assume that T acts
freely on µ−1(τ ). Equivalently, if J ⊂ {1, . . . , n} is an index set consisting of
k elements such that τ ∈ C(J ), then τ belongs to the interior of C(J ) and the
determinant of the tuple {wν | ν ∈ J } is equal to plus or minus one. Under this
assumption the symplectic quotient
M¯ := M/ T (τ) = µ−1(τ )/T
is a Ka¨hler manifold. We denote by H ∗(M¯), respectively H∗(M¯), the quotients
of the integral (co)homology groups by their torsion subgroups. By Kirwan’s
theorem, the homomorphism H ∗(BT ) → H ∗(M¯) is surjective and the homo-
morphism H∗(M¯) → H∗(BT ) is injective. For every ν denote by w¯ν ∈ H 2(M¯)
the image of the cohomology class wν ∈ ∗ ∼= H 2(BT ) under the Kirwan
homomorphism H 2(BT ) → H 2(M¯). By Theorem E.4, the cohomology class w¯ν
vanishes whenever τ /∈ C({1, . . . , n} \ {ν}). The remaining classes w¯ν generate
H 2(M¯). Hence the image of the homomorphism H2(M¯) → H2(BT ) ∼=  is the
subgroup
(τ) := {λ ∈  | τ /∈ C({1, . . . , n} \ {ν}) ⇒ 〈wν, λ〉 = 0} .
Recall the definition of the inverse isomorphism (τ) → H2(M¯) : λ → λ¯ and
the effective cone eff(τ ) ⊂ (τ)
eff(τ ) :=
{
λ ∈ (τ) | 〈τ ′, λ〉 ≥ 0 for all τ ′ ∈ C(τ)} ,
where C(τ) denotes the chamber of τ . Note that
〈τ ′, λ〉 > 0 for λ ∈ eff(τ ) \ {0}, τ ′ ∈ C(τ).
Denote by Deff(τ ) ⊂ Zn the cone
Deff(τ ) := {(〈w1, λ〉, . . . , 〈wn, λ〉) | λ ∈ eff(τ )} .
Note that the map eff(τ ) → Deff(τ ) is a bijection. We denote the inverse by
Deff(τ ) → eff(τ ) : d → λd . We emphasize that Deff(τ ) is not necessarily
contained in the positive quadrant of Zn.
Let us now consider the vector
τ :=
n∑
ν=1
wν. (43)
(We still assume that T acts freely on µ−1(τ ).) Then M¯ is a monotone symplectic
manifold (see Lemma E.3). The genus zero Gromov-Witten invariants of M¯ with
fixed marked points in a homology class λ¯ ∈ H2(M¯) are denoted by
GWM¯
λ¯
: H ∗(M¯) × · · · × H ∗(M¯) → Z.
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The number of arguments will in each case be clear from the context. For ann-tuple
 = (1, . . . , n) of nonnegative integers and a cohomology class α¯ ∈ H ∗(M¯)
we abbreviate
GWM¯
λ¯
(w¯∗, α¯) := GWM¯
λ¯
(w¯1, . . . , w¯1, . . . , w¯n, . . . , w¯n, α¯),
where each argument w¯ν occurs ν times. Since the Gromov–Witten invariants
are invariant under symplectic deformation, we have
λ ∈ (τ) \ eff(τ ) ⇒ GWM¯λ¯ ≡ 0.
Lemma 6.1. Let τ :=∑nν=1 wν , suppose thatT acts freely onµ−1(τ ), and assume
that the minimal Chern number N of M¯ is greater that one. Then for every d
∈ Deff(τ ), every λ ∈ (τ), and every α¯ ∈ H ∗(M¯), we have
GWM¯
λ¯
(w¯∗d
+
, α¯) = GWM¯
λ¯−λ¯d (w¯
∗d−, α¯), (44)
where the n-tuples d+ and d− are defined by
d+ν :=
{
dν, if dν > 0,
0, if dν ≤ 0, d
−
ν :=
{−dν, if dν < 0,
0, if dν ≥ 0.
Proof. Let α¯ := w¯ for an n-tuple  of nonnegative integers satisfying
|| = n − k + 〈τ, λ〉 − |d+|.
By Theorem 1.2 (iii), with λ replaced by λ − λd , λ′ = λd , and  replaced by
 + d−, we have

ρ,τ
λ (w
d++) = ρ,τλ−λd (wd
−+). (45)
Hence it follows from [10, Theorem A] and the fact that N > 1 (see equa-
tion (3) in the introduction) that
GWM¯
λ¯
(w¯∗(d
++)) = GWM¯
λ¯−λ¯d (w¯
∗(d−+)). (46)
Now the gluing theorem for the Gromov–Witten invariants with fixed marked
points (see [13]) asserts that
GWM¯
λ¯
(w¯∗d
+
, w¯) = GWM¯
λ¯
(w¯∗(d
++))
−
∑
i
∑
λ′ =0
GWM¯
λ¯−λ¯′(w¯
∗d+, e¯i)GWM¯λ¯′ (e¯
∗
i , w¯
∗),
where the second sum is over all lattice vectors λ′ ∈ eff(τ )\{0}. Hence, by (46),
GWM¯
λ¯
(w¯∗d
+
, w¯) − GWM¯
λ¯−λ¯d (w¯
∗d−, w¯)
=
∑
i
∑
λ′ =0
GWM¯
λ¯′ (e¯
∗
i , w¯
∗)
(
GWM¯
λ¯−λ¯′−λ¯d (w¯
∗d−, e¯i)−GWM¯λ¯−λ¯′(w¯∗d
+
, e¯i)
)
. (47)
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Note that in each summand on the right we have
1
2
deg(ei) = n − k + 〈τ, λ − λ′〉 − |d+|
< n − k + 〈τ, λ〉 − |d+|
= ||.
Hence the assertion follows from (47) by induction over ||. unionsq
Remark. Let τ, M¯ be as in Lemma 6.1 and λ ∈ eff(τ ) such that 〈wν, λ〉 ≥ 0 for
every ν. Then it follows from Lemma 6.1 with dν := 〈wν, λ〉 and α¯ := PD(pt)
that GWM¯
λ¯
= 0. Hence the homology class λ¯ ∈ H2(M¯) can be represented by a
holomorphic stable map of genus zero.
As in the introduction, let R be any graded commutative algebra (over the
reals) with unit which is equipped with a homomorphism
eff(τ ) → R : λ → qλ
from the additive semigroup eff(τ ) to the multiplicative semigroup R such that
deg(qλ) = 2〈τ, λ〉.
The most important example is the ring
R = R[q1, . . . , qk, q−11 , . . . , q−1k ]
of polynomials with real coefficients in the variables qj and q−1j . To obtain the
homomorphism choose a basis e1, . . . , ek of , define the grading by deg(qj )
=∑nν=1〈wν, ej 〉, and the map λ → qλ by
qλ :=
k∏
j=1
q
λj
j , λ =
k∑
j=1
λjej .
With a more careful choice of the basis one can take R = R[q1, . . . , qk]. Other
possibilities are the polynomial ring R = R[q] in one variable, the ring of poly-
nomials in q and q−1, or the ring of Laurent series in q. In these cases one can
choose q to have degree two and define qλ := q〈τ,λ〉. The simplest example is
R = R with the constant map λ → qλ := 1, but then the grading has to be
reduced modulo 2N , where N is the minimal Chern number.
Given a graded algebra R as above define the quantum cohomology ring
QH∗(M¯;R) as the tensor product
QH∗(M¯;R) := H ∗(M¯;R) ⊗R
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(of vector spaces over the reals). Thus an element of QHm(M¯;R) is a finite sum
α¯ = ∑r∈R α¯r r such that deg(α¯r ) + deg(r) = m for all r . The ring structure is
defined by
α¯′ ∗ α¯′′ :=
∑
i
∑
λ∈eff (τ )
∑
r ′,r ′′
GWM¯
λ¯
(α¯′r ′, α¯
′′
r ′′, e¯i)e¯
∗
i r
′r ′′qλ,
where the e¯i form a basis of H ∗(M¯) and the e¯∗i denote the dual basis with respect
to the cup product pairing (see [13]).
Corollary 6.2. Let τ := ∑nν=1 wν , suppose that T acts freely on µ−1(τ ), and
assume that the minimal Chern number N of M¯ is greater that one. Then
w¯∗d
+ = w¯∗d−qλd
for every d ∈ Deff(τ ).
Proof. By the gluing theorem for the Gromov–Witten invariants [13], we have
w¯∗d
+ =
∑
i,λ
GWM¯
λ¯
(w¯∗d
+
, e¯i)e¯
∗
i q
λ
=
∑
i,λ
GWM¯
λ¯−λ¯d (w¯
∗d−, e¯i)e¯∗i q
λ
= w¯∗d−qλd .
The second equality follows from Lemma 6.1. unionsq
Proof of Theorem 1.3. We prove that the homomorphism (4) is surjective. Note
that there is an obvious inclusion H ∗(M¯) → QH∗(M¯;R) : α¯ → α¯1, where 1 de-
notes the unit inR. Throughout we identify H ∗(M¯) with its image in QH∗(M¯;R)
under this homomorphism. Since (4) is a homomorphism of R-modules, it suf-
fices to prove that every class in H ∗(M¯) belongs to the image of (4). We prove
this by induction over the degree. If α¯ ∈ H 0(M¯) then α¯ obviously belongs to the
image of (4). Hence let deg(α¯) = 2 > 0 and assume, by induction, that every
class in H ∗(M¯) of degree less than 2 belongs to the image of (4). By Kirwan’s
theorem, the class α¯ is a linear combination of classes of the form w¯ν1 · · · w¯ν .
Let p(u1, . . . , un) be the same linear combination of the polynomials uν1 · · · uν .
Then the image of p(u) under the homomorphism differs from α¯ by a class of the
form
β¯ =
∑
λ=0
β¯λq
λ, deg(β¯λ) = 2 − 2〈τ, λ〉 < 2.
Here the sum is over all λ ∈ eff(τ ) that satisfy 〈τ, λ〉 > 0. Hence, by the induc-
tion hypothesis, every β¯λ in this sum belongs to the image of (4), and so does the
class β¯λqλ. Hence β¯ belongs to the image of (4), and so does α¯.
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Let J0 ⊂ R[u1, . . . , un] be the kernel of (4). Then the linear polynomial∑
ν ηνuν belongs to J0 whenever
∑
ν ηνwν = 0. Moreover, by Corollary 6.2,
the polynomial ud+ − qλud− belongs to J0 whenever λ ∈ eff(τ ) and d±ν
= max{±〈wν, λ〉, 0}. Hence J ⊂ J0.
We prove that J0 ⊂ J . Define the classes α¯,λ ∈ H ∗(M¯), for n-tuples  of
nonnegative integers and lattice vectors λ ∈ eff(τ ) with 0 < 〈τ, λ〉 ≤ ||, by
w¯∗ =: w¯ +
∑
λ∈eff (τ )\{0}
α¯,λq
λ, deg(α¯,λ) = 2|| − 2〈τ, λ〉.
For N ∈ Z denote by J0(N) the set of polynomials p ∈ J0 of the form
p(u1, . . . , un) =
∑
||≤N
ru
, (48)
where the sum is over all n-tuples  = (1, . . . , n) of nonnegative integers sat-
isfying || ≤ N . We prove by induction on N that J0(N) ⊂ J . For N < 0
this is obvious because J0(N) = {0}. Let N ≥ 0 and assume by induction that
J0(N − 1) ⊂ J . Let p ∈ J0(N) be a polynomial of the form (48). Since p ∈ J0
we have
0 =
∑

rw¯
∗ =
∑

w¯r +
∑

∑
λ
α¯,λrq
λ.
This identity splits up into
0 =
∑
||=j
rw¯
 +
∑
||>j
∑
λ
〈τ,λ〉=||−j
α¯,λrq
λ, j = 0, . . . , N.
Since r = 0 for || > N , we have
∑
||=N
rw¯
 = 0.
Choose a basis ρ1, . . . , ρm of the vector space span{r | || = N} ⊂ R and express
each r in this basis, i.e.
r =
m∑
i=1
aiρi, ai ∈ R, || = N.
Then
∑
||=N
aiw¯
 = 0, i = 1, . . . , m.
This means that the polynomials
pi0(u1, . . . , un) :=
∑
||=N
aiu
, i = 1, . . . , m,
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belong to the kernel I ⊂ R[u1, . . . , un] of the homomorphism (59) in Theo-
rem E.4. Hence they can be expressed in the form
pi0 =
∑
j
pij0fj ,
where fj ∈ R[u1, . . . , un], and the pij0 are taken from the set of generators of I
in Theorem E.5. Thus each pij0 satisfies one of the following conditions.
(a) pij0(u) =
∑
ν ηνuν , where
∑
ν ηνwν = 0.
(b) pij0(u) = uν , where {ν} = ∅.
(c) pij0(u) = ud+ , where d ∈ Deff(τ ) \ {0}.
In cases (a) and (b) define pij := pij0 ∈ J . In the case (c) it follows from the
definition of J that there is a generator pij ∈ J of the form
pij (u) = ud+ − qλud−, pij0(u) = ud+, d ∈ Deff(τ ) \ {0}.
Define pˆ ∈ J by
pˆ(u) :=
m∑
i=1
∑
j
ρipij (u)fj (u).
Since J ⊂ J0 we have p − pˆ ∈ J0. Since
m∑
i=1
∑
j
ρipij0(u)fj (u) =
m∑
i=1
ρipi0(u) =
m∑
i=1
∑
||=N
ρiaiu
 =
∑
||=N
ru
,
the leading terms cancel in p − pˆ and hence p − pˆ ∈ J0(N − 1) ⊂ J . Hence
p ∈ J . This completes the induction and the proof of the theorem. unionsq
Example 6.3. This example shows that in the definition of the ideal J it may not
suffice to consider vectors λ ∈ eff(τ ) such that the integers dν := 〈wν, λ〉 are all
nonnegative. Suppose the 2-torus T = T2 acts on C5 with weight vectors
w1 = (1, 0), w2 = (1, 1), w3 = w4 = w5 = (0, 1).
The symplectic quotient M¯ at the parameter τ := w1 + · · · + w5 = (2, 4) is a
smooth monotone toric 3-fold with minimal Chern number N = 2. The effective
cone is given by
eff(τ ) =
{
(λ1, λ2) ∈ Z2 | λ2 ≥ 0, λ1 + λ2 ≥ 0
}
.
It is the convex cone spanned by the vectors e := (1, 0) and e′ := (−1, 1) with
d = (1, 1, 0, 0, 0) and d ′ = (−1, 0, 1, 1, 1). For the quantum cohomology let us
choose the polynomial ring R := R[q1, q2], graded by deg(q1) = deg(q2) = 4,
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and the homomorphism qλ := qλ1+λ21 qλ22 . Thus q1, q2 correspond to the genera-
tors e, e′ of eff(τ ). Then the ideal J ⊂ R[u1, . . . , u5, q1, q2] is generated by the
relations
u3 = u4 = u5 = u2 − u1, u1u2 = q1, u3u4u5 = u1q2. (49)
If one considers only vectors λ ∈ eff(τ ) with nonnegative degrees dν
:= 〈wν, λ〉 then one has to replace the last relation in (49) by u2u3u4u5 = q1q2
and obtains a strictly smaller ideal.
Appendix A. G-moduli problems
In this appendix we summarize results from [8] that are used in this paper.
Definition A.1. Let G be a compact Lie group. A G-moduli problem is a triple
(B, E,S) with the following properties.
• B is a Hilbert manifold (without boundary) equipped with a smooth G-action.
• E is a Hilbert space bundle over B, also equipped with a smooth G-action,
such that G acts by isometries on the fibres of E and the projection E → B is
G-equivariant.
• S : B → E is a smooth G-equivariant Fredholm section of constant Fredholm
index such that the determinant bundle det(S) → B is oriented, G acts by
orientation preserving isomorphisms on the determinant bundle, and the zero
set
M := {x ∈ B |S(x) = 0}
is compact.
A G-moduli problem (B, E,S) is called regular if the isotropy subgroup
Gx := {g ∈ G | g∗x = x} is finite for every x ∈ M. A finite dimensional regular
G-moduli problem (B,E, S) is called oriented if T B/g and E are oriented vector
bundles over B and G acts on both bundles by orientation preserving diffeomor-
phisms.
Let (B, E,S) be a G-moduli problem. The fibre of E over x ∈ B will be
denoted by Ex . Thus elements of E are pairs (x, e), where x ∈ B and e ∈ Ex .
In this notation a section is a map of the form B → E : x → (x,S(x)), where
S(x) ∈ Ex .Abusing notation, we also denote the mapB → E byS . The Fredholm
property asserts that, for x ∈ M = S−1(0), the vertical differential
Dx := DS(x) : TxB → Ex
is a Fredholm operator whose Fredholm index is independent of x. Since S is
equivariant there is a complex
0 −→ g Lx−→ TxB Dx−→ Ex −→ 0, (50)
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where the map Lx : g → TxB is the infinitesimal action. Note that the index of
this complex is
index(S) := index(Dx) − dim G.
Its determinant line is defined by
det(S)x := max(ker Lx)∗ ⊗ max(kerDx/imLx) ⊗ max(Ex/imDx)∗.
This defines a real line bundle over M which extends to a line bundle over an
open neighbourhood of M. The orientation hypothesis asserts that the determi-
nant bundle is oriented over such a neighbourhood. Note that in the finite dimen-
sional regular case det(S)x ∼= max(TxB/imLx)⊗max(Ex)∗ and the orientation
hypothesis asserts that both factors are oriented. G-moduli problems form a cat-
egory as follows.
Definition A.2. Let (B, E,S), (B′, E ′,S ′) be G-moduli problems. A morphism
from (B, E,S) to (B′, E ′,S ′) is a pair (ψ,) with the following properties.
ψ : B0 → B′
is a smooth G-equivariant embedding of a neighbourhood B0 ⊂ B of M into B′,
 : E0 := E |B0 → E ′
is a smooth injective bundle homomorphism and a lift of ψ , and the sections S
and S ′ satisfy
S ′ ◦ ψ =  ◦ S, M′ = ψ(M).
Moreover, the linear operators dxψ : TxB → Tψ(x)B′ and x : Ex → E ′ψ(x)
induce isomorphisms
dxψ : kerDx → kerD′ψ(x), x : cokerDx → cokerD′ψ(x), (51)
for x ∈ M, and the resulting isomorphism from det(S) to det(S ′) is orientation
preserving.
Let (B, E,S) and (B′, E ′,S ′) be G-moduli problems and suppose that there
exists a morphism from (B, E,S) to (B′, E ′,S ′). Then the indices of S and S ′
agree. Moreover, (B, E,S) is regular if and only if (B′, E ′,S ′) is regular.
Definition A.3. Two regular G-moduli problems (Bi , Ei ,Si ), i = 0, 1, are called
cobordant if there exist a G-equivariant Hilbert space bundle E˜ → B˜ over a
Hilbert manifold B˜ with boundary, a smooth oriented G-equivariant Fredholm
section S˜ : B˜ → E˜ such that the zero set M˜ := S˜−1(0) is compact, G acts with
finite isotropy on B˜, and
∂B˜ = B0 ∪ B1, Ei = E˜ |Bi , Si = S˜|Bi .
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Moreover, det(S˜) carries an orientation which induces the orientation of det(S1)
overB1 and the opposite of the orientation of det(S0) overB0. Here an orientation
of det(S˜) induces an orientation of the determinant bundle of S := S˜|∂B˜ via the
natural isomorphism det(S˜)|∂B˜ ∼= Rv ⊗ det(S) for an outward pointing normal
vector field v along ∂B˜.
The next theorem is proved in [8]. It states the properties of the Euler class.
We denote by H ∗G(B) the equivariant cohomology with real coefficients.
Theorem A.4. There exists a functor, called the Euler class, which assigns to each
compact Lie group G and each regular G-moduli problem (B, E,S) a homomor-
phism χB,E,S : H ∗G(B) → R and satisfies the following.
(Functoriality) If (ψ,) is a morphism from (B, E,S) to (B′, E ′,S ′) thenχB,E,S
(ψ∗α) = χB′,E ′,S ′(α) for every α ∈ H ∗G(B′).
(Thom class) If (B,E, S) is a finite dimensional oriented regular G-moduli prob-
lem and τ ∈ ∗G(E) is an equivariant Thom form supported in an open neigh-
bourhood U ⊂ E of the zero section such that U ∩ Ex is convex for every
x ∈ B, U ∩ π−1(K) has compact closure for every compact set K ⊂ B, and
S−1(U) has compact closure, then
χB,E,S(α) =
∫
B/G
α ∧ S∗τ
for every α ∈ H ∗G(B).
(Transversality) If S is transverse to the zero section then
χB,E,S(α) =
∫
M/G
α
for every α ∈ H ∗G(B), where M := S−1(0).
(Cobordism) If (B0, E0,S0), (B1, E1,S1) are cobordant G-moduli problems then
χB0,E0,S0(ι∗0α) = χB0,E1,S1(ι∗1α)
for every α ∈ H ∗G(B˜), where ι0 : B0 ↪→ B˜ and ι1 : B1 ↪→ B˜ are the inclusions.
The Euler class is uniquely determined by the (Functoriality) and (Thom class)
axioms.
The integrals in the (Transversality) and (Thom class) axioms are defined in
terms of local slices for the G-action and an equivariant partition of unity. For
details see [8].
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Appendix B. Determinants
Let X and Y be real Banach spaces and denote by F(X, Y ) the space of linear
Fredholm operators D : X → Y . For every nonnegative integer m denote by
L(X,Rm) the space of bounded linear operators  : X → Rm. If D ∈ F(X, Y )
and  ∈ L(X,Rm) then the operator D ⊕  : X → Y ⊕ Rm, defined by
(D ⊕ )x := (Dx,x),
is Fredholm and index(D ⊕ ) = index(D) − m. The determinant line of a
Fredholm operator D ∈ F(X, Y ) is defined by
det(D) := max ker D ⊗ max ker D∗.
Lemma B.1. There is a family of isomorphisms
T (D,) : det(D) → det(D ⊕ ),
one for nonnegative integer n and each pair (D,) ∈ F(X, Y ) × L(X,Rm),
such that
T (D, ⊕ ) = T (D ⊕ ,) ◦ T (D,) (52)
for D ∈ F(X, Y ),  ∈ L(X,Rm), and  ∈ L(X,Rn).
Proof. There is an obvious isomorphism
(
ker D
ker D ∩ ker 
)∗
∼= im 
∗
im D∗ ∩ im ∗ . (53)
Moreover,
ker (D ⊕ ) = ker D ∩ ker  ⊂ ker D
and hence
max ker D ∼= max ker(D ⊕ ) ⊗ max
(
ker D
ker D ∩ ker 
)
. (54)
Now the kernel of (D ⊕ )∗ is given by
ker(D ⊕ )∗ = {(y∗, z∗) ∈ Y ∗ ⊕ (Rm)∗ | D∗y∗ + ∗z∗ = 0} .
So there is an exact sequence
0 → ker D∗ ⊕ ker ∗ → ker(D ⊕ )∗ → imD∗ ∩ im∗ → 0.
Here the second map is the obvious inclusion and the third map is given by
(y∗, z∗) → D∗y∗ = −∗z∗. This shows that there is an isomorphism
max ker D∗ ⊗ max ker ∗ ⊗ max(imD∗ ∩ im∗) ∼= max ker(D ⊕ )∗.
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Moreover,
max ker ∗ ⊗ maxim∗ ∼= max ker ∗ ⊗ max
(
(Rm)∗
ker ∗
)
∼= R.
Here the first isomorphism is induced by the isomorphism
∗ : (Rm)∗/ ker ∗ → im∗,
and the second one by the canonical orientation of Rm. Combinig the last two
isomorphisms, we obtain
max ker D∗ ⊗ max(imD∗ ∩ im∗) ∼= max ker(D ⊕ )∗ ⊗ maxim∗,
and hence
max ker D∗ ∼= max ker(D ⊕ )∗ ⊗ max
(
im∗
imD∗ ∩ im∗
)
. (55)
Combining the isomorphisms (54) and (55), and using (53), we obtain the required
isomorphism T (D,) : det(D) → det(D ⊕ ). The construction shows that
these isomorphisms satisfy equation (52). unionsq
Remark B.2. If X and Y are complex Banach spaces and D ∈ F(X, Y ) and
 ∈ L(X,Cm) are complex linear then the isomorphism T (D,) : det(D) →
det(D ⊕ ) of Lemma B.1 preserves the orientations arising from the complex
structures. This implies that the determinant line bundle over the space of complex
linear Fredholm operators carries a canonical orientation.
Let D ∈ F(X, Y ),  ∈ L(X,Rm), and  : Rm → Rm be an isomorphism.
Then the kernels of D ⊕  and D ⊕  are equal and there is an isomorphism
ker(D ⊕ )∗ → ker(D ⊕ )∗ : (y∗, z∗) → (y∗, ∗z∗). This induces an
isomorphism
U() : det(D ⊕ ) → det(D ⊕ ).
Lemma B.3. For every D ∈ F(X, Y ), every  ∈ L(X,Rm) and every isomor-
phism  : Rm → Rm the following diagram commutes:
det(D ⊕ ) U()−→ det(D ⊕ )
↑ ↑
det(D) det()−→ det(D).
Here the vertical maps are T (D,) and T (D,), respectively.
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Proof. We prove that there is a commutative diagram
ker ∗∗ ⊕ im ∗ ∗⊕id→ ker ∗ ⊕ im ∗
↑ ↑
(Rm)∗
∗→ (Rm)∗
. (56)
To see this, choose a decomposition
(Rm)∗ ∼= ker(∗∗) ⊕ W,
and observe that
(Rm)∗ ∼= ker ∗ ⊕ ∗W.
With respect to this decomposition, the left vertical arrow in (56) is given by
(v,w) → (v,∗∗w), and similarly for the right vertical arrow. Note that
although these maps depend on the choice of W , the induced maps between
the top exterior powers are independent of this choice. Commutativity of the dia-
gram (56) is now obvious from the definition of the maps. The result follows
from (56) by taking top exterior powers and observing how the resulting maps fit
into the construction of the isomorphisms T (D,) and T (D,). unionsq
Consider now Banach spaces X,Z, V and bounded linear operators
F : X → Z, K : X → V
such that K is surjective.
Lemma B.4. The operator F |ker K is Fredholm if and only if the augmented oper-
ator F ⊕ K : X → Z ⊕ V is, and in this case their Fredholm indices agree.
Moreover, there is a collection of isomorphisms
S(F,K) : det(F |ker K) → det(F ⊕ K),
one for every such pair F,K , such that for every  ∈ L(X,Rm) the following
diagram commutes:
det(F |ker K) S(F,K)−→ det(F ⊕ K)
↓ ↓
det((F ⊕ )|ker K) S(F⊕,K)−→ det(F ⊕  ⊕ K).
Here the vertical maps are T (F |ker K,|ker K) and T (F ⊕ K,), respectively.
Proof. There are obvious isomorphisms
ker(F |ker K) → ker(F ⊕ K), coker(F |ker K) → coker(F ⊕ K).
These induce the required isomorphism S(F,K). unionsq
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The proof of the next lemma is straightforward.
Lemma B.5. Let F and K be as in Lemma B.4 and and  : V → V ′ be a Banach
space isomorphism. Then the following diagram commutes:
det(F |ker K) S(F,K)−→ det(F ⊕ K)
‖ ↓
det(F |ker K) S(F,K)−→ det(F ⊕ K).
Here the right vertical arrow is induced by the map id ⊕  : Z ⊕ V → Z ⊕ V ′.
(The kernels are equal.)
Appendix C. Equivariant trivialization
Proposition C.1. Let G be a compact Lie group and E → X be a G-equivari-
ant complex vector bundle over compact smooth manifold X. Then there exists a
G-equivariant complex vector bundle F → X and a complex G-representation
W such that E ⊕ F is equivariantly isomorphic to X × W .
Lemma C.2. Let G be a compact Lie group, H ⊂ G be a normal subgroup, and
V be a complex H-representation. Then there exists a complex G-representation
W and an injective H-equivariant homorphism φ : V → W .
Proof. Consider the infinite dimensional vector space
W := {f : G → V continuous | f (hg) = hf (g) ∀h ∈ H, ∀g ∈ G} .
This space carries an action of G by
(g′f )(g) := f (gg′)
and the evaluation map W → V : f → f (1) is H-equivariant and surjective.
To prove surjectivity let v ∈ V be given and let f : G → V be any continuous
extension of the map H → V : h → hv. By averaging the maps g → h−1f (hg)
over h ∈ H we can ensure that the extension is H-equivariant. By Peter–Weyl’s
theorem, there exists a finite dimensional G-invariant subspace W ⊂ W such that
the restriction of the homomorphism f → f (1) to W is still surjective. By [13,
Remark A.4.2], the surjection W → V has an H-equivariant right inverse. unionsq
Proof of Proposition C.1. Let x ∈ X, H ⊂ G be the isotropy subgroup of x, and
V := Ex . By the local slice theorem, the restriction of E to a suitable neighbour-
hood of the G-orbit of x is equivariantly isomorphic to the bundle
G × U × V
H
→ G ×H U,
184 K. Cieliebak, D. Salamon
where U is a neighbourhood of zero in the horizontal tangent space at x (i.e. in
the orthogonal complement of TxGx with respect to some G-invariant metric).
Let φ : V → W be as in Lemma C.2. Then the map
G × U × V → G × U × W : (g, u, v) → (g, u, gφ(v))
descends to a G-equivariant injective bundle homomorphism from (G×U×V )/H
to (G ×H U) × W (where G acts diagonally). This construction gives rise to a
G-invariant open cover {Uα}α ofX and a collection of G-equivariant injective bun-
dle homomorphismsφα : E|Uα → Uα×Wα. Let ρα : X → [0, 1] be a G-invariant
partition of unity subordinate to the cover {Uα}α and denote W :=
⊕
α Wα. Then
the homomorphism E → X×W : (x, e) → (x, {ρα(x)φα(x)e}α) is the required
G-equivariant embedding. This proves the proposition.
Appendix D. Convex polytopes
In this section we recall some well-known facts about convex polytopes (see
e.g. [9]). Let  be a compact convex polytope in the dual space V ∗ of a finite
dimensional vector space V . We denote elements of V by v,w and elements of
V ∗ by ξ, η. Define the support function φ : V → R of  by
φ(v) := inf
ξ∈
〈ξ, v〉.
The following properties of φ are obvious from the definition.
(P1) φ(tv) = tφ(v) for t ≥ 0.
(P2) φ is concave, i.e. φ(v + w) ≥ φ(v) + φ(w).
(P3)  can be recovered from φ as the intersection of half spaces
 =
⋂
v∈V
{ξ ∈ V ∗ | 〈ξ, v〉 ≥ φ(v)}.
Let F be a face of . Pick an interior point p of F and define the dual cone to F
by
Fˇ := {v ∈ V | 〈ξ − p, v〉 ≥ 0 for all ξ ∈ }.
If q is another interior point of F and ξ ∈  then q + t (ξ − p) ∈  for t > 0
sufficiently small. Hence 〈ξ −p, v〉 ≥ 0 iff 〈q+ t (ξ −p)−q, v〉 ≥ 0. This shows
that the definition of Fˇ does not depend on the point p. Moreover, the condition
〈ξ − p, v〉 ≥ 0 for all ξ ∈  can be rewritten as φ(v) ≥ 〈p, v〉, or equivalently
φ(v) = 〈p, v〉 since p ∈ . So Fˇ can be written in the equivalent forms
Fˇ = {v ∈ V | 〈ξ − p, v〉 ≥ 0 for all ξ ∈ ,p ∈ F }
= {v ∈ V | 〈p, v〉 = φ(v) for all p ∈ F }.
The following properties are obvious from these descriptions of Fˇ .
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(F1) Fˇ is a convex polyhedral cone.
(F2) The restriction of φ to Fˇ is the linear function φ(v) = 〈p, v〉 for any p ∈ F .
(F3) Fˇ is perpendicular to F and dim Fˇ = codimF .
(F4) If H1, . . . , H ⊂ V ∗ are the supporting hyperplanes for  meeting at F ,
then Fˇ is the cone generated by inward pointing normal vectors v1, . . . , v
to the hyperplanes.
(F5) If G is a subface of F then Fˇ is a subcone of Gˇ.
(F6) The union of the cones pˇ dual to vertices p of  is the whole space V .
The collection  of the cones Fˇ dual to nonempty faces of  is called the fan
dual to  (see [3] for the general definition of a fan).
Appendix E. The cohomology of symplectic quotients
Let T be a k-dimensional torus and ρ = (ρ1, . . . , ρn) : T → Tn := (S1)n be a
diagonal homomorphism with
ρν(exp(ξ)) = e−2πi〈wν ,ξ〉
for ξ ∈ t := Lie(T ). Here the wν are elements of the dual lattice ∗ ⊂ t∗ as in the
introduction. We identify the Lie algebra of Tn with Rn via the map η → iη/2π
so that the integer lattice corresponds to Zn ⊂ Rn. In this identification the line-
arization of ρ is the map ρ˙ : t → Rn given by
ρ˙(ξ) = (〈w1, ξ〉, . . . , 〈wn, ξ〉
)
.
Consider the quotient torus
T¯ := Tn/ρ(T ).
Its Lie algebra is the quotient space
t¯ := Rn/ρ˙(t)
and the dual space of t¯ can be identified with the subspace
t¯∗ :=
{
η ∈ (Rn)∗
∣∣∣
n∑
ν=1
ηνwν = 0
}
. (57)
The canonical action of Tn on Cn induces an action of T with moment map
µ : Cn → t∗ given by (1). We assume throughout that µ is proper and that the
action is effective (i.e. the weight vectors wν span t∗). Let τ ∈ t∗ be a regular
value of µ. Then the torus T¯ acts on the symplectic quotient
M¯ := Cn/ T (τ) = µ−1(τ )/T .
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A moment map µ¯ : M¯ → t¯∗ for this action is given by the formula
µ¯(x) :=



π |x1|2 + ζ1
...
π |xn|2 + ζn


 ,
where ζ = (ζ1, . . . , ζn) ∈ (Rn)∗ is chosen such that
n∑
ν=1
ζνwν = −τ.
The image of µ¯ is the convex polyhedron
 := µ¯(M¯) =
{
η ∈ (Rn)∗
∣∣∣
n∑
ν=1
ηνwν = 0, ην ≥ ζν
}
. (58)
Each subset I ⊂ {1, . . . , n} determines a (possibly empty) face
I := {η ∈  | ην = ζν for ν ∈ I } .
Recall that C(I) denotes the cone spanned by the vectors wν , ν ∈ I . The next
lemma shows that if τ is a regular value of µ, then the intersection of any j
codimension-1 faces of  is either empty or has codimension j .
Lemma E.1. Assume that τ is a regular value of µ and let I ⊂ {1, . . . , n}.
(i) The set I is either empty or has codimension |I |.
(ii) I = ∅ ⇐⇒ τ /∈ C({1, . . . , n} \ I ).
Proof. We prove (i). Assume I = ∅ and let J := {1, . . . , n} \ I . Then, by the
definition of µ¯, there is a y ∈ CJ such that
µ(y) = π
∑
ν∈J
|yν |2wν = τ.
Since τ is a regular value of µ, there exist indices ν1, . . . , νk ∈ J such that the
vectors wν1, . . . ,wνk are linearly independent and yνj = 0 for every j . We claim
that there is a vector x ∈ CJ such that
µ(x) = τ, xν = 0 for all ν ∈ J.
To see this choose xν for ν ∈ J \ {ν1, . . . , νk} such that |xν |2 = |yν |2 + ε and
choose xνj such that
k∑
j=1
(|xνj |2 − |yνj |2)wνj + ε
∑
ν∈J\{ν1,...,νk}
wν = 0.
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Then µ(x) = µ(y) = τ and, for ε > 0 sufficiently small, we get xν = 0 for all
ν ∈ J .
The differential dµ¯(x) : Tx(M¯ ∩ CJ ) → t¯∗ is given by
dµ¯(x)v = (2π〈xν, vν〉)ν∈J ,
where v ∈ CJ satisfies
dµ(x)v = 2π
∑
ν∈J
〈xν, vν〉wν = 0.
Since xν = 0 for ν ∈ J , this shows that the image of Tx(M¯ ∩ CJ ) under dµ¯(x)
equals {η ∈ (RJ )∗ | ∑ν∈J ηνwν = 0}. This space, and therefore I , has dimen-
sion |J | − k = n − k − |I |.
We prove (ii). If I = ∅ there exists an η ∈ (Rn)∗ such that
n∑
ν=1
ηνwν = 0, ην ≥ ζν
for all ν, and
ν ∈ I ⇒ ην = ζν
Hence
τ =
n∑
ν=1
−ζνwν =
∑
ν /∈I
(ην − ζν)wν ∈ C({1, . . . , n} \ I ).
The converse follows by reversing the argument. unionsq
Standing assumption. In the remainder of this appendix we assume that T acts
freely on µ−1(τ ).
Denote by w¯ν ∈ H 2(M¯;R) the image of wν under the homomorphism ∗ ∼=
H 2(BT;Z) → H ∗(M¯;R).
Lemma E.2. For every J ⊂ {1, . . . , n} the following holds.
(i) If τ /∈ C(J ) then∏ν /∈J w¯ν = 0.
(ii) If τ ∈ C(J ) and |J | = k then∏ν /∈J w¯ν = PD(pt).
Proof. w¯ν is the first Chern class of the line bundle L¯ν := µ−1(τ ) ×ρν C. Hence
the zero set of the holomorphic section M¯ → L¯ν : [x] → [x, xν] is Poincare´
dual to w¯ν . Denote this zero set by W¯ν :=
{[x] ∈ M¯ | xν = 0
}
. This is a (possibly
empty) complex submanifold of M¯ of complex codimension one. Moreover,
τ /∈ C(J ) ⇒
⋂
ν /∈J
W¯ν = ∅
This proves (i). If τ ∈ C(J ) and |J | = k, then the submanifolds W¯ν for ν /∈ J
intersect transversally in a single point. This proves (ii). unionsq
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Lemma E.3. (i) The Chern classes of T M¯ are given by
cj (T M¯) =
∑
ν1<···<νj
w¯ν1 · · · w¯νj , j = 1, . . . , n − k.
(ii) The cohomology class of the symplectic form ω¯ ∈ 2(M¯) is
[ω¯] = τ¯ .
Proof. We prove (i). Consider the Whitney sum µ−1(τ ) × Cn = E ⊕ F, where
the complex vector bundles E → µ−1(τ ) and F → µ−1(τ ) are defined by
Ex : =
{
v ∈ Cn | dµ(x)v = dµ(x)iv = 0} ,
Fx : =
{
v ∈ Cn | ∃ξ, η ∈ t ∀ν : vν = (〈wν, ξ〉 + i〈wν, η〉)xν
}
.
Then the bundle F admits a T -equivariant complex trivialization and the quotient
bundle E/T → µ−1(τ )/T is isomorphic to the tangent bundle of M¯ . Hence
cj (T M¯) = cj (µ−1(τ ) ×T Cn) =
∑
ν1<···<νj
w¯ν1 · · · w¯νj .
We prove (ii). Denote
λ0 := 12i
n∑
ν=1
(x¯νdxν − xνdx¯ν) ∈ 1(Cn), ω0 := dλ0,
and let µ0 : Cn → Rn be the moment map given by
µ0(x) := π
(|x1|2, . . . , |xn|2
)
.
Since dTnλ0 = ω0 −µ0, the equivariant cohomology class [ω0 −µ0] ∈ H 2Tn(Cn)
is trivial. Pulling back under the homomorphism H 2
Tn
(Cn) → H 2T (Cn) induced by
ρ yields 0 = [ω0 − µ] ∈ H 2T (Cn). Restriction to µ−1(τ ) yields 0 = [ι∗ω0 − ι∗τ ]
∈ H 2T
(
µ−1(τ )
)
, where ι : µ−1(τ ) → Cn is the inclusion. Now the result follows
by passing to the quotient. unionsq
Theorem E.4 ([12]). The ring homomorphism
R[u1, . . . , un] → H ∗(M¯;R) : p(u1, . . . , un) → p(w¯1, . . . , w¯n) (59)
induces an isomorphism
H ∗(M¯;R) ∼= R[u1, . . . , un]/I,
where the ideal I ⊂ R[u1, . . . , un] is generated by the relations
n∑
ν=1
ηνwν = 0 ⇒
n∑
ν=1
ηνuν = 0, (60)
I ⊂ {1, . . . , n}, I = ∅ ⇒
∏
ν∈I
uν = 0. (61)
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Remark. Theorem E.4 continues to hold with coefficients in Z. That the homo-
morphism (59) is surjective follows from Kirwan’s theorem, and that the ideal
I is contained in the kernel of (59) is an easy consequence of Lemma E.2. The
nontrivial part of the proof is to show that the kernel is contained in I.
Theorem E.5 ([4]). Assume µ−1(τ ) = ∅ and T acts freely on µ−1(τ ). Then the
ideal I is generated by the linear relations (60), the linear monomials uν for
{ν} = ∅, and the monomials ud+ for d ∈ Deff(τ ) \ {0}.
For the sake of completeness, we present a somewhat more elaborated version
of the proof given in [4]. We need some preparation. Denote by ¯ ⊂ t¯ and ¯∗ ⊂ t¯∗
the integer lattices. Thus ¯ is the image of Zn under the projection Rn → t¯ and
¯∗ = t¯∗ ∩ (Zn)∗. For ν = 1, . . . , n let e¯ν ∈ ¯ be the image of the basis vector
eν = (0, . . . , 0, 1, 0, . . . , 0) ∈ Zn under the projection Rn → t¯.
Lemma E.6. Suppose that T acts freely on µ−1(τ ).
(i) Let J ⊂ {1, . . . , n} satisfy |J | = n − k and J = ∅. Then the vectors
{e¯j | j ∈ J } form an integer basis of ¯.
(ii) Let dν ∈ Z satisfy
∑n
ν=1 dνe¯ν = 0. Then there exists a vector λ ∈  such that
dν = 〈wν, λ〉 for every ν.
Proof. We prove (i). Assume |J | = n − k and J = ∅. Since T acts freely on
µ−1(τ ), and τ ∈ C({1, . . . , n} \ J ), the vectors {wν | ν /∈ J } form an integer
basis of ∗. Hence, for every v ∈ Zn, there exists a unique vector λ ∈  such
that vν = 〈wν, λ〉 for ν /∈ J . This implies that the image v¯ ∈ t¯ of v under the
projection Rn → t¯ satisfies
v¯ =
∑
j∈J
(vj − 〈wj , λ〉)e¯j .
Hence the vectors {e¯j | j ∈ J } span the integer lattice ¯ as claimed.
We prove (ii). By definition of the projection Rn → t¯, there exists a vector
ξ ∈ t such that dν = 〈wν, ξ〉 for every ν. Now let J ⊂ {1, . . . , n} be any index set
such that |J | = n − k and J = ∅. Then the argument in the proof of (i) shows
that there exists a lattice vector λ ∈  such that dν = 〈wν, λ〉 for ν /∈ J . Hence
〈wν, ξ − λ〉 = 0 for ν /∈ J . Since the vectors {wν | ν /∈ J } form a basis of t∗ we
deduce that ξ = λ and hence dν = 〈wν, λ〉 for every ν. unionsq
Proof of Theorem E.5. Let I0 ⊂ R[u1, . . . , un] be the ideal generated by the lin-
ear polynomials
∑n
ν=1 ηνuν , where
∑n
ν=1 ηνwν = 0, the monomials uν , where
{ν} = ∅, and the monomials ud+ for d ∈ Deff(τ ) \ {0}.
We prove that I0 ⊂ I. We must show that ud+ ∈ I for every d ∈ Deff(τ )\{0}.
We prove a stronger statement: If λ ∈  satisfies 〈τ, λ〉 > 0 and dν := 〈wν, λ〉
then ud+ ∈ I. To see this, consider the set I := {ν | dν > 0}. We claim that
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I = ∅. Otherwise, by Lemma E.1, there would exist numbers ην ≥ 0 such that
τ =∑ν /∈I ηνwν . But then
0 < 〈τ, λ〉 =
∑
ν /∈I
ηνdν ≤ 0,
a contradiction. Since I = ∅, the monomial
∏
ν∈I uν belongs to the ideal I. But
ud
+ is a multiple of
∏
ν∈I uν and hence also belongs to I.
We prove that I ⊂ I0. Consider the moment polytope  ⊂ t¯∗ defined by (58).
The faces of  are subsets of the form I for I ⊂ {1, . . . , n} such that τ ∈
C({1, . . . , n} \ I ). The vectors {e¯i | i ∈ I } are the inward pointing normal vectors
to the supporting hyperplanes ofmeeting at the faceI . Hence, by property (F4)
of the dual cones (see Appendix D), the dual cone of I is given by
ˇI =
{
∑
i∈I
ci e¯i
∣∣∣ ci ≥ 0
}
.
By Lemma E.1, the codimension of the face I equals |I |. In particular, the
vertices of  are subsets J where |J | = n − k and J = ∅.
Now let I ⊂ {1, . . . , n} such that I = ∅. We must prove that the monomial∏
ν∈I uν belongs to I0. Shrinking the set I , if necessary, we may assume without
loss of generality that I ′ = ∅ for every proper subset I ′  I . Since µ(τ) = ∅ we
have I = ∅. If |I | = 1 then the polynomial∏ν∈I uν belongs to I0 by assumption.
Hence assume |I | ≥ 2. Then
ν ∈ I ⇒ {ν} = ∅. (62)
We shall prove that there exists a vector d ∈ Deff(τ ) \ {0} such that dν = 1
for ν ∈ I and dν ≤ 0 for ν /∈ I . To see this, consider the vector
∑
i∈I e¯i ∈ ¯.
Since the union of the cones dual to vertices is the whole space t¯, it follows that
there exists an index set J ⊂ {1, . . . , n} such that |J | = n − k, J = ∅, and∑
i∈I e¯i ∈ ˇJ . Hence there exists nonnegative real numbers cj such that
∑
i∈I
e¯i =
∑
j∈J
cj e¯j .
By Lemma E.6, the set {e¯j | j ∈ J } is an integer basis of ¯. Hence the cj are
actually integers and, after shrinking J , we may assume that cj > 0 for all j ∈ J .
Define d ∈ Zn by
dν :=



1, if ν ∈ I \ J,
−cν, if ν ∈ J \ I,
1 − cν, if ν ∈ I ∩ J,
0, if ν /∈ I ∪ J.
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Then
∑n
ν=1 dνe¯ν = 0 and hence, by Lemma E.6, there exists a lattice vector λ ∈ 
such that dν = 〈wν, λ〉 for ν = 1, . . . , n. By (62), we have {ν} = ∅ for every
ν ∈ I ∪ J . Hence dν = 0 whenever {ν} = ∅, and this implies λ ∈ (τ).
We prove that d ∈ Deff(τ ) \ {0}. Let φ : t¯ → R be the support function of 
as in Appendix D. By property (P2), we have
∑
i∈I
φ(e¯i) ≤ φ
(
∑
i∈I
e¯i
)
= φ


∑
j∈J
cj e¯j

 =
∑
j∈J
cjφ(e¯j ).
Here the last equation follows from property (F2) and the fact that the set {e¯j | j
∈ J } spans the cone ˇJ . Now, by (58) and the definition ofφ, we haveφ(e¯ν) ≥ ζν,
with equality if and only if the face {ν} is nonempty. Moreover, dν = 0 whenever
{ν} = ∅. This implies
0 ≥
n∑
ν=1
dνφ(e¯ν) =
n∑
ν=1
dνζν =
n∑
ν=1
〈wν, λ〉ζν = −〈τ, λ〉.
If we replace τ by another vector τ ′ in the same chamber, the fan  remains
the same, so the above argument yields the same vector λ ∈ . This shows that
〈τ ′, λ〉 ≥ 0 for every τ ′ in the chamber of τ . So λ ∈ eff(τ ) and d ∈ Deff(τ ).
Since I = ∅ and J = ∅, we have I = J and hence d = 0.
We prove that I ∩ J = ∅. Otherwise let ν0 ∈ I ∩ J and I ′ := I \ {ν0}. Then
dν ≤ 0 for ν /∈ I ′. Hence the argument in the proof of I0 ⊂ I shows that I ′ = ∅.
But this contradicts the minimality assumption on I . Hence I ∩J = ∅ as claimed.
It follows that the vector d satisfies dν = 1 for ν ∈ I and dν ≤ 0 for ν /∈ I . Since
d ∈ Deff(τ ) \ {0} we deduce that
∏
ν∈I
uν = ud+ ∈ I0.
This implies I ⊂ I0 and hence I = I0. unionsq
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