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1. INTRODUCTION: 
Let 𝒜 denote the class of functions of the form : 




  ,   𝑛 ∈ ℕ,                                                             (1.1) 
which are analytic and univalent in the open unit disk 𝑈 = {𝑧 ∈ ℂ:  𝑧 < 1}.  
Consider a subclass 𝐼  of the class 𝒜 consisting of functions of the form:  




  ,    𝑎𝑛 ≥ 0; 𝑛 ∈ ℕ .                                                                1.2  
The Hadamard product of two functions, 𝑓 is given by (1.1) and 




  ,    𝑛 ∈ ℕ,                                                                                  1.3  
is defined by 
 𝑓 ∗ 𝑔  𝑧 = 𝑧 +  𝑎𝑛𝑏𝑛𝑧














𝑧 𝑓∗𝑔 ′′ 𝑧 
 𝑓∗𝑔 ′(𝑧)
− 𝛼𝛾  
𝑧 𝑓∗𝑔 ′′(𝑧)
 𝑓∗𝑔 ′(𝑧)
  −  𝑉 − 𝑀 
 < 𝛽,                                              (1.4) 
where 𝛼 ≥ 0, 0 < 𝛽 ≤ 1, −1 ≤ 𝑀 < 𝑉 ≤ 1, −1 ≤ 𝑀 < 0, 𝛾 ≥ 0. 
We define the subclass ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 = 𝐼 ∩ ℋ 𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 . 
Such type of study was carried out by several different authors for another class, like, Schild and Silverman [8], Gupta and 
Jain [6] and Goodman [5]. 
2.Coefficient inequality 
The first theorem gives a necessary and sufficient condition for a function 𝑓 to be in the class ℋ 𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 . 
Theorem(2.1): Let the function 𝑓(𝑧) defined (1.1). If  
 𝑛  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀   𝑎𝑛   𝑏𝑛  
∞
𝑛=2
≤ 𝛽 𝑉 − 𝑀 ,                                     2.1                                                                   
where  𝛼 ≥ 0, 0 < 𝛽 ≤ 1, −1 ≤ 𝑀 < 𝑉 ≤ 1, −1 ≤ 𝑀 < 0, 𝛾 ≥ 0 ,then 𝑓 ∈ ℋ 𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 .  
Proof: Let the condition (2.1) holds true and let  𝑧 = 1.Then we have 
 𝑧 𝑓 ∗ 𝑔 ′′ 𝑧 − 𝛼𝛾𝑒𝑖𝜃  𝑧 𝑓 ∗ 𝑔 ′′ 𝑧   − 𝛽  𝑉 − 𝑀  𝑓 ∗ 𝑔 ′ 𝑧 − 𝑀 𝑧 𝑓 ∗ 𝑔 ′′ 𝑧 − 𝛼𝛾𝑒𝑖𝜃  𝑧 𝑓 ∗ 𝑔 ′′ 𝑧                                            
=  𝑛 𝑛 − 1 𝑎𝑛𝑏𝑛𝑧












  𝑛 𝑛 − 1 𝑎𝑛𝑏𝑛𝑧







   













≤  𝑛  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀   𝑎𝑛   𝑏𝑛  −
∞
𝑛=2
𝛽 𝑉 − 𝑀 ≤ 0, by hypothesis. 
Hence, by the principle of maximum modulus, 𝑓 ∈ ℋ 𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 . 
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Theorem(2.2): Let the function 𝑓(𝑧) defined by (1.2) be in the class  ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾  if and only if                    
                                        𝑛  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑎𝑛𝑏𝑛
∞
𝑛=2 ≤ 𝛽 𝑉 − 𝑀 .                         (2.2) 
 𝛼 ≥ 0, 0 < 𝛽 ≤ 1, −1 ≤ 𝑀 < 𝑉 ≤ 1, −1 ≤ 𝑀 < 0, 𝛾 ≥ 0 . 









𝑧 𝑓∗𝑔 ′′ 𝑧 
 𝑓∗𝑔 ′(𝑧)
− 𝛼𝛾  
𝑧 𝑓∗𝑔 ′′(𝑧)
 𝑓∗𝑔 ′(𝑧)
  −  𝑉 − 𝑀 
  
=  
𝑧 𝑓 ∗ 𝑔 ′′ 𝑧 − 𝛼𝛾𝑒𝑖𝜃  𝑧 𝑓 ∗ 𝑔 ′′ 𝑧  
𝑀 𝑧 𝑓 ∗ 𝑔 ′′ 𝑧 − 𝛼𝛾𝑒𝑖𝜃  𝑧 𝑓 ∗ 𝑔 ′′ 𝑧  −  𝑉 − 𝑀  𝑓 ∗ 𝑔 ′ 𝑧  
  
=  
 1 + 𝛼𝛾𝑒𝑖𝜃   𝑛 𝑛 − 1 𝑎𝑛𝑏𝑛  𝑧 
𝑛−1∞
𝑛=2





 < 𝛽. 
Since 𝑅𝑒 𝑧 ≤  𝑧 , (𝑧 ∈ 𝑈), we thus find that  
𝑅𝑒  
 1 + 𝛼𝛾𝑒𝑖𝜃   𝑛 𝑛 − 1 𝑎𝑛𝑏𝑛  𝑧 
𝑛−1∞
𝑛=2





 < 𝛽. 
If we now choose𝑧 to be real and let 𝑧 → 1−, we get  
 𝑛  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑎𝑛𝑏𝑛
∞
𝑛=2
≤ 𝛽 𝑉 − 𝑀 , 
which is equivalent to  (2.2) .∎ 
Corollary (2.1):Let the function 𝑓(𝑧) defined by (2.1) be in the class ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 . Then  
𝑎𝑛 ≤
𝛽 𝑉 − 𝑀 
𝑛  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏𝑛
. 
The result is sharp for the function  
                                                                  𝑓 𝑧 = 𝑧 −
𝛽 𝑉−𝑀 
𝑛  𝑛−1  1−𝛽𝑀  1+𝛼𝛾  +𝛽 𝑉−𝑀  𝑏𝑛
𝑧𝑛 .                                                            (2.3)   
3.Distortion and Growth Theorem  
Next, we obtain the distortion and growth theorems for a function 𝑓 to be in the class ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 . 
Theorem (3.1): Let the function 𝑓(𝑧) defined by (1.2) be in the classℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 .Then for 𝑧 ∈ 𝑈, we have  
                   𝑧 −
𝛽 𝑉−𝑀 
2  1−𝛽𝑀  1+𝛼𝛾  +𝛽 𝑉−𝑀  𝑏2
 𝑧 2 ≤  𝑓 𝑧   ≤  𝑧 +
𝛽 𝑉−𝑀 
2  1−𝛽𝑀  1+𝛼𝛾  +𝛽 𝑉−𝑀  𝑏2
 𝑧 2,  𝑧 < 1.                        (3.1) 
The result is sharp for the function 𝑓(𝑧) given by  
                                                                                 𝑓 𝑧 = 𝑧 −
𝛽 𝑉−𝑀 
2  1−𝛽𝑀  1+𝛼𝛾  +𝛽 𝑉−𝑀  𝑏2
𝑧2 .                                                       (3.2)   
Proof: It is easy to see from Theorem (2.2) that  
2  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏2  𝑎𝑛
∞
𝑛=2
≤  𝑛  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑎𝑛𝑏𝑛
∞
𝑛=2






𝛽 𝑉 − 𝑀 
2  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏2
.                                                                                       (3.3) 
Making use of (3.3), we have 




 𝑓 𝑧  ≥  𝑧 −
𝛽 𝑉 − 𝑀 
2  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏2
 𝑧 2 , 
and 
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 𝑓 𝑧  ≤  𝑧 +
𝛽 𝑉 − 𝑀 
2  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏2
 𝑧 2. ∎ 
Theorem (2.3): Let the function 𝑓(𝑧) defined by (1.2) be in the class ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 . Then for 𝑧 ∈ 𝑈, we have  
1 −
𝛽 𝑉 − 𝑀 
  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏2
 𝑧 ≤  𝑓 ′ 𝑧  ≤ 1 +
𝛽 𝑉 − 𝑀 
  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏2
 𝑧 ,  𝑧 < 1,       (3.4) 
with equality for  
𝑓 𝑧 = 𝑧 −
𝛽 𝑉 − 𝑀 
2  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏2
𝑧2 . 
Proof:  From (3.3) and Theorem (2.2) that  




  1−𝛽𝑀  1+𝛼𝛾  +𝛽 𝑉−𝑀  𝑏2
.                                                         
Consequently, we have  





𝛽 𝑉 − 𝑀 
  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏2
 𝑧 , 
and 





𝛽 𝑉 − 𝑀 
  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏2
 𝑧 . ∎ 
4. Closure Theorems 
We will consider the functions 𝑓𝑗 (𝑧)defined, for 𝑗 = 1,2,3, … , 𝑙 by  




,     𝑎𝑛 ,𝑗 ≥ 0 .                                (4.1) 
In the following, we prove closure theorem. 
Theorem (4.1): Let the functions 𝑓𝑗  𝑧  defined by (4.1) be in the class ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 . 
Then the function 𝑕(𝑧) defined by  
𝑕 𝑧 =  𝑐𝑗
𝑙
𝑗 =1
𝑓𝑗  𝑧  and 𝑐𝑗
𝑙
𝑗 =1
= 1, 𝑐𝑗 ≥ 0 
is in the class ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 . 
Proof: By definition of 𝑕, we have  
𝑕 𝑧 =  𝑐𝑗
𝑙
𝑗=1
 𝑧 −   𝑐𝑗
𝑙
𝑗 =1





further. Since 𝑓𝑗  are in the class ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 , for every 𝑗 = 1,2,3, … , 𝑙, we get  
 𝑛  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑎𝑛 ,𝑗
∞
𝑛=2
≤ 𝛽 𝑉 − 𝑀 , 
for every 𝑗 = 1,2,3, … , 𝑙. Hence, we can see that  
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 𝑛  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀   𝑐𝑗
𝑙
𝑗=1














 𝛽 𝑉 − 𝑀 = 𝛽 𝑉 − 𝑀 , 
which implies that 𝑕(𝑧) ∈ ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 .∎ 
Theorem (4.2):  Let 𝑓1 𝑧 = 𝑧 and 
                                                    𝑓𝑛 𝑧 = 𝑧 −
𝛽 𝑉−𝑀 
𝑛  𝑛−1  1−𝛽𝑀  1+𝛼𝛾  +𝛽 𝑉−𝑀  𝑏𝑛
𝑧𝑛 . 
Then 𝑓(𝑧) is in the class ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾  if and only if it can be expressed in the form 
𝑓 𝑧 =  𝑑𝑛
∞
𝑛=1
𝑓𝑛 𝑧 ,                                                                            (4.2) 
where 𝑑𝑛 ≥ 0 and  𝑑𝑛
∞
𝑛=1 = 1. 
Proof: Assume that  
𝑓 𝑧 =  𝑑𝑛
∞
𝑛=1
𝑓𝑛 𝑧 = 𝑧 −
𝛽 𝑉 − 𝑀 
𝑛  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏𝑛
𝑑𝑛𝑧
𝑛 . 
Then it follows that  
 
𝑛  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏𝑛
𝛽 𝑉 − 𝑀 
𝛽 𝑉 − 𝑀 








= 1 − 𝑑1 ≤ 1, 
which implies that the function 𝑓(𝑧) ∈ ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 . 
Conversely, assume that the function 𝑓(𝑧) defined by (1.2) be in the class ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 . Then  
𝑎𝑛 ≤
𝛽 𝑉 − 𝑀 




𝑛  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏𝑛
𝛽 𝑉 − 𝑀 
𝑎𝑛 , 
where 𝑑1 = 1 −  𝑑𝑛
∞
𝑛=2 , we can see that  the function 𝑓(𝑧)can be expressed in the form (4.2).∎ 
Corollary (4.1): The extreme points of the class ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾  are the functions 𝑓1 𝑧 = 𝑧 and 
𝑓𝑛 𝑧 = 𝑧 −
𝛽 𝑉 − 𝑀 
𝑛  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏𝑛
𝑧𝑛 . 
5. Radii of Close-to-convex and Convexity 
Next, we discuss the radii of close-to-convexity and convexity. 
Theorem (5.1): Let the function 𝑓(𝑧) defined by (1.2) be  in the class ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 . Then 𝑓(𝑧) is close-to-convex of 
order  0 ≤ 𝜌 < 1  in  𝑧 < 𝑟1, where  
𝑟1 = 𝑖𝑛𝑓𝑛≥2  
 1 − 𝜌   𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏𝑛




.     5.1                                                                        
The result is sharp, the external function given by (2.3). 
Proof: We must show that 
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                             𝑓(𝑧)′ − 1 ≤ 1 − 𝜌 for  𝑧 ≤ 𝑟1,                                                                                                      5.2            
where 𝑟1 is given by (5.1). Indeed we find from (1.2) that  
 𝑓(𝑧)′ − 1 ≤  𝑛
∞
𝑛=2
𝑎𝑛  𝑧 
𝑛−1. 
Thus  
 𝑓(𝑧)′ − 1 ≤ 1 − 𝜌    if 
 
𝑛
 1 − 𝜌 




≤ 1,                                                       5.3                                              
but by using Theorem (2.2), (5.3) will be true if  
𝑛
 1 − 𝜌 
 𝑧 𝑛−1 ≤
𝑛  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏𝑛
𝛽 𝑉 − 𝑀 
, 
then  
 𝑧 ≤  
 1 − 𝜌   𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏𝑛




.                                                        5.4                                              
The result follows easily from (5.4).∎ 
Theorem (5.2): Let the function 𝑓(𝑧) defined by (1.2)be in the class ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 . Then 𝑓(𝑧) is convex of order 
𝜌 (0 ≤ 𝜌 < 1) in  𝑧 < 𝑟2,  
where  
𝑟2 = 𝑖𝑛𝑓𝑛≥2  
 1 − 𝜌   𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏𝑛




.      (5.5) 
 
The result is sharp with the external function given by (2.3). 




 ≤ 1 − 𝜌,        for   𝑧 ≤ 𝑟2, 
 






 𝑛 𝑛 − 1 𝑎𝑛  𝑧 
𝑛−1∞
𝑛=2
















𝑎𝑛  𝑧 
𝑛−1 ≤ 1.                                                           5.6                                                            




  𝑧 𝑛−1 ≤
𝑛  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏𝑛
𝛽 𝑉 − 𝑀 
,                                                                                
then  
 𝑧 ≤  
 1 − 𝜌   𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏𝑛




 .                             5.7                                                             
The result follows easily from (5.7).∎ 
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6. Convolution Operator  
 
Definition (6.1)[7]: The Gaussian hypergeometric function denoted by 
𝐹1  𝑎, 𝑏; 𝑐; 𝑧 =  
 𝑎 n 𝑏 n
 𝑐 nn!




where 𝑐 > 𝑏 > 0, 𝑐 > 𝑎 + 𝑏 and  
 𝑥 𝑛  
𝑥 𝑥 + 1  𝑥 + 2 …  𝑥 + 𝑛 − 1 ,   for  𝑛 = 1,2,3, … 
1                                                         𝑛 = 0 
  
Definition (6.2)[7]: For every 𝑓 ∈ 𝒜,the convolution operator is defined by  
𝒲𝑎 ,𝑏 ,𝑐 𝑓  𝑧 = 𝐹2 1  𝑎, 𝑏; 𝑐; 𝑧 ∗ 𝑓 𝑧 = 𝑧 −  
 𝑎 n 𝑏 n






where 𝐹2 1  𝑎, 𝑏, 𝑐; 𝑧 is Gaussian hypergeometric function (see [1] and [7]) introduced in Definition (6.1). 
 
Theorem (6.1): Let 𝑓 is given by (1.2) be in the class ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 . Then the convolution operator 𝒲𝑎 ,𝑏 ,𝑐 𝑓  𝑧  is 
in the class ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝜃, 𝛾  for  𝑧 ≤ 𝑟 𝛽, 𝜃 , where  
𝑟 𝛽, 𝜃 = 𝑖𝑛𝑓𝑛  
𝜃  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽(𝑉 − 𝑀) 
𝛽  𝑛 − 1  1 − 𝜃𝑀  1 + 𝛼𝛾 + 𝜃 𝑉 − 𝑀  
 𝑎 n  𝑏 n





The result is sharp for the function  
𝑓𝑛 𝑧 = 𝑧 −
𝛽 𝑉 − 𝑀 
𝑛  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏𝑛
𝑧𝑛 , 𝑛 = 2,3, …      . 
Proof:Since 𝑓 ∈ ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 , we have  
 
𝑛  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏𝑛
𝛽 𝑉 − 𝑀 
∞
𝑛=2
𝑎𝑛 ≤ 1. 
It is sufficient to show that  
 
𝑛  𝑛 − 1  1 − 𝜃𝑀  1 + 𝛼𝛾 + 𝜃 𝑉 − 𝑀  𝑏𝑛
 𝑎 n  𝑏 n
 𝑐 n n!
𝜃 𝑉 − 𝑀 
∞
𝑛=2
𝑎𝑛  𝑧 
𝑛−1 ≤ 1.                          6.1                                               
 
Note that (6.1) is satisfied if  
𝑛  𝑛 − 1  1 − 𝜃𝑀  1 + 𝛼𝛾 + 𝜃 𝑉 − 𝑀  𝑏𝑛
 𝑎 n  𝑏 n
 𝑐 n n!
𝜃 𝑉 − 𝑀 
𝑎𝑛  𝑧 
𝑛−1 ≤
𝑛  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏𝑛
𝛽 𝑉 − 𝑀 
𝑎𝑛 , 
solving for  𝑧 , we get the result. 
7. Integral Representation 
In the following theorem, we obtain integral representation for the function  𝑓 ∈ ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 . 
Theorem(7.1): Let 𝑓  and 𝑔 ∈ ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 . Then 
(𝑓 ∗ 𝑔) 𝑧 =  𝑒
 
(𝑀−𝑉)𝛽𝜙 (𝑡)







Proof: By putting Ν(𝑧) =  𝑧
 𝑓∗𝑔 ′′(𝑧)
 𝑓∗𝑔 ′(𝑧)
 in (1.4), we have 
 
Ν 𝑧 −𝛼𝛾  Ν(𝑧) 
𝑀 Ν 𝑧 −𝛼𝛾  Ν(𝑧)  −(𝑉−𝑀)
 < 𝛽, 
or equivalently 
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Ν 𝑧 −𝛼𝛾Ν(𝑧)
𝑀 Ν 𝑧 −𝛼𝛾Ν(𝑧) −(𝑉−𝑀)
= 𝛽𝜙(𝑧), 






𝑧  1−𝛼𝛾   1−𝛽𝑀𝜙 (𝑧)  
, 
after integration,we obtain 
log  𝑓 ∗ 𝑔 ′(𝑧) =  
(𝑀−𝑉)𝛽𝜙 (𝑡)






 𝑓 ∗ 𝑔 ′ 𝑧 = 𝑒
 
(𝑀−𝑉)𝛽𝜙 (𝑡)




After integration, we have 
(𝑓 ∗ 𝑔)(𝑧) =  𝑒
 
(𝑀−𝑉)𝛽𝜙 (𝑡)







and this gives the result. 
8. Inclusive Properties 
Now, we obtain the inclusive properties of the class ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 . 
 
Theorem(8.1): Let 𝛼 ≥ 0,0 < 𝛽 ≤ 1, −1 ≤ 𝑀 < 𝑉 ≤ 1, −1 ≤ 𝑀 < 0, 𝛾 ≥ 0. 
Then ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 ⊂ ℋ  𝑓, 𝑔, 𝑉, 0, 𝛼, 𝜏, 𝛾 , where 
𝜏 ≤
(𝑛−1)(1+𝛼𝛾 )(𝑉−𝑀)𝛽
 𝑛−1  1−𝛽𝑀  1+𝛼𝛾  +(𝑉−𝑀)(1−𝑉)𝛽
                                                                                 .        
Proof: Let the function  𝑓 given by (1.2) belongs to the class ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 . 
Then in view of theorem (2.2), we have 
 





≤ 1.                (8.1) 
We want to find the value  𝜏  such that 
 





≤ 1.                                              (8.2) 
 
The inequality (8.1) would obviously imply (8.2) if 
 
𝑛  𝑛 − 1  1 + 𝛼𝛾 + 𝑉𝜏 𝑏𝑛
𝑉𝜏
≤
𝑛  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑏𝑛
𝛽 𝑉 − 𝑀 
. 
Rewriting the inequality, we have 
𝜏 ≤
 𝑛 − 1  1 + 𝛼𝛾  𝑉 − 𝑀 𝛽
 𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 +  𝑉 − 𝑀  1 − 𝑉 𝛽
. 
This completes the proof. 
9. Weighted Mean 
Definition(9.1): Let  𝑓 ∗ 𝑔  and  𝑕 ∗ 𝑘  be in the class ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 . Then, the weighted mean  𝐸𝑞   of  𝑓 ∗ 𝑔  and  




  1 − 𝑞  𝑓 ∗ 𝑔  𝑧 + (1 + 𝑞)(𝑕 ∗ 𝑘)(𝑧) , 0 < 𝑞 < 1. 
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Theorem(9.1): Let  𝑓 ∗ 𝑔  and  𝑕 ∗ 𝑘  be in the class ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 . Then, the weighted mean of  𝑓 ∗ 𝑔  and  𝑕 ∗ 𝑘  
is also in the class ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 .   
















   
= 𝑧 −  
1
2






Since  𝑓 ∗ 𝑔  and  𝑕 ∗ 𝑘  are in the class ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾  so by Theorem (2.2), we get 
 
 𝑛  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑎𝑛𝑏𝑛
∞
𝑛=2
≤ 𝛽 𝑉 − 𝑀  
and 
 𝑛  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀  𝑐𝑛𝑑𝑛
∞
𝑛=2
≤ 𝛽 𝑉 − 𝑀 . 
Hence 
 𝑛  𝑛 − 1  1 − 𝛽𝑀  1 + 𝛼𝛾 + 𝛽 𝑉 − 𝑀   
1
2
 1 − 𝑞 𝑎𝑛𝑏𝑛 +
1
2
























 1 − 𝑞 𝛽 𝑉 − 𝑀 +
1
2
 1 + 𝑞 𝛽 𝑉 − 𝑀 = 𝛽 𝑉 − 𝑀 . 
This shows 𝐸𝑞 ∈ ℋ  𝑓, 𝑔, 𝑉, 𝑀, 𝛼, 𝛽, 𝛾 . 
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