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ABSTRACT
Modern observations of the interstellar medium (ISM) in galaxies detect a variety of
atomic and molecular species. The goal is to connect these observations to the astro-
chemical properties of the ISM. 3D hydro-chemical simulations attempt this but due
to extreme computational cost, they have to rely on simplified chemical networks and
are bound to individual case studies. We present an alternative approach which models
the ISM at larger scales by an ensemble of pre-calculated 1D thermo-chemical pho-
todissociation region (PDR) calculations that determine the abundance and excitation
of atomic and molecular species. We adopt lognormal distributions of column density
(AV -PDFs) for which each column density is linked to a volume density as derived by
hydrodynamical simulations. We consider two lognormal AV -PDFs: a diffuse, low den-
sity medium with average visual extinction of AV = 0.75mag and dispersion of σ = 0.5
and a denser giant molecular cloud with AV = 4mag and σ = 0.8. We treat the UV
radiation field, cosmic-ray ionization rate and metallicity as free parameters. We find
that the low density medium remains fully Hi- and Cii-dominated under all explored
conditions. The denser cloud remains almost always molecular (i.e. H2-dominated)
while its carbon phase (CO, Ci and Cii) is sensitive to the above free parameters, im-
plying that existing methods of tracing H2-rich gas may require adjustments depending
on environment. Our numerical framework can be used to estimate the PDR proper-
ties of large ISM regions and quantify trends with different environmental parameters
as it is fast, covers wide parameter space, and is flexible for extensions.
Key words: astrochemistry – methods: statistical – ISM: abundances — ISM: pho-
todissociation region (PDR)
1 INTRODUCTION
Astrophysical and cosmological calculations are nowadays
becoming increasingly advanced, with the general trend to
couple the (magneto-) hydrodynamical evolution of the in-
terstellar medium (ISM) with detailed chemistry in all gas
phases. The goal of these new codes is to understand the
evolution of molecular clouds and how this links to galaxy
evolution (e.g. Inoue & Inutsuka 2012; Walch et al. 2015;
Kim & Ostriker 2017), to determine how metallicity, ultra-
violet radiation and cosmic-rays affect the properties of the
ISM (e.g. Girichidis et al. 2016; Richings & Schaye 2016a,b),
to identify H2-rich but CO-poor gas in galaxies (e.g. Clark
? E-mail: tbisbas@gmail.com (TGB)
et al. 2012; Smith et al. 2014; Bournaud et al. 2015), and
to study the star formation process (e.g. Hu et al. 2017).
Although such codes can simulate the ISM to the point of
a direct comparison with observations, they are computa-
tionally very demanding and expensive, requiring often an
interdisciplinary synergy of groups.
When it comes to chemistry, a key challenge of such
hydro-chemical codes is to determine as detailed as possible
the atomic-to-molecular transition and the transition of the
different carbon phases (e.g. Glover et al. 2010; Offner et al.
2013). This problem has been the main focus of photodis-
sociation region (PDR) studies over the past 30 years or so
(Hollenbach & Tielens 1999; Ro¨llig et al. 2007). In general,
PDR codes do not attempt to co-evolve hydrodynamically
the ISM. Instead, they apply detailed micro-physics that are
© 2018 The Authors
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sensitive to many user-defined parameters and that together
control the overall chemistry, excitation and thermal balance
(e.g. van Dishoeck & Black 1988; Ferland et al. 1998; Bell
et al. 2006; Le Petit et al. 2006; Bisbas et al. 2012). These
codes are able to estimate the abundances of hundreds of
species and the line emission of various coolants. This infor-
mation can be used to create synthetic images to be con-
trasted against real observations (see Haworth et al. 2018,
for a review). However, a fundamental limitation of these
codes is that they have to adopt many ad hoc user-defined
parameters describing the ISM, such as the density distribu-
tion, gas velocity, the structure of the ultraviolet radiation
field and others. These ‘free’ parameters play a crucial role
when determining the abundance and emissivities of species
and thus affect the physical interpretation of observations.
Coupling hydrodynamics with detailed chemistry has
the potential to simulate the ISM quite realistically. Indeed,
first promising efforts have been made towards this direction
(Bisbas et al. 2015b; Motoyama et al. 2015; Haworth et al.
2015), although the computational expense is substantial.
To reduce the computational cost of hydro-chemical sim-
ulations, simpler (and therefore faster) chemical networks
have been implemented (Nelson & Langer 1997; Glover et
al. 2010; Grassi et al. 2014). These networks provide an es-
timate of the local gas temperature, leading to a more ac-
curate estimation of the thermal pressure and therefore the
overall ISM hydrodynamics. They are nowadays frequently
used to study isolated turbulent molecular clouds in differ-
ent conditions (from the solar neighbourhood to the Galactic
Centre and the distant Universe) and star formation therein
when only the most important chemical reactions are ac-
counted for. However, for now extensive parameter studies
or detailed simulations of entire galaxies remain prohibitive
due to their computational cost.
One important task of chemical calculations is to deter-
mine how commonly used methods for tracing H2-rich gas,
e.g. via CO, depend on various factors. The most impor-
tant of them are (i) the average ISM metallicity (Pak et al.
1998), (ii) the ambient FUV radiation field (Pak et al. 1998;
Wolfire et al. 2003), (iii) the average temperature, density
and dynamical state of the gas (Dickman et al. 1986; Young
& Scoville 1991; Bryant & Scoville 1996; Papadopoulos et al.
2012) and (iv) the CO destruction due to cosmic rays (Bisbas
et al. 2015a, 2017a). These factors are even more important
in studies of low-metallicity or high-z galaxies due to their
extreme ISM conditions. We thus require predictions of how
the partitioning between the carbon phase scales with criti-
cal ‘environmental’ parameters.
To connect hydrodynamical simulations, chemical mod-
eling and observations, the visual extinction, AV , probability
density function (AV -PDF) is considered. At solar metal-
licity, AV is related to the total H-nucleus column density,
NH, through AV = NH · 6.3 × 10−22 (Weingartner & Draine
2001; Ro¨llig et al. 2007; see also Bohlin et al. 1978; Rach-
ford et al. 2009). An AV -PDF is defined as the probability
of finding ISM gas within a visual extinction in the range
of [AV , AV + dAV ]. Various observational studies have deter-
mined AV -PDFs of Galactic molecular clouds (e.g. Goodman
et al. 2009; Kainulainen et al. 2009; Froebrich & Rowles
2010; Abreu-Vicente et al. 2015; Schneider et al. 2015a,b,
2016), the main characteristic of them being that they con-
sist of a log-normal component for AV /AV . 1 (where AV is
the mean observed visual extinction) and a power-law com-
ponent for AV /AV & 1. Several theoretical studies explored
the nature of these two components (Tassis et al. 2010; Krit-
suk et al. 2011; Burkhart et al. 2013; Girichidis et al. 2014;
Burkhart et al. 2015) and concluded that the power-law tail
is a result of self-gravity possibly leading to star formation.
Other groups have suggested that the power-law tail may
be a result of the external pressure to gravitationally un-
bound entities (Kainulainen et al. 2011), that AV -PDFs of
collapsing protoclusters may not exhibit a power-law tail at
all (Butler et al. 2014) or even that an AV -PDF may be
a superposition of various log-normal components (Brunt
2015). On the other hand, recent studies propose that the
distinction between log-normal and power-law components
may naturally result from statistical errors connected with
the consideration of the last (outer) closed contour (Lom-
bardi et al. 2015; Ossenkopf-Okada et al. 2016; Alves et al.
2017; Ko¨rtgen et al. 2018) and that all PDFs are in fact
power-laws.
Whatever their precise form, it is these AV -PDFs that
can be used as inputs to estimate the astrochemical prop-
erties of the ISM with much simpler models. Indeed, such
an approach has been used to connect ensembles of column
densities with spectral energy distributions of different cool-
ing lines (e.g. Krumholz & Thompson 2007; Narayanan et al.
2008). One such example is the despotic code (Krumholz
2014) which uses one-zone models to represent optically
thick molecular clouds and calculates line luminosities and
cooling rates based on an escape probability formalism.
Complementary, Leroy et al. (2017) use radex (van der Tak
et al. 2007) to model an ensemble of (one-zone) columns to
analyse line emissions in extragalactic observations. These
studies move in the direction of constructing a general frame-
work to estimate average ISM properties accounting for com-
plex (unresolved) substructure which is particularly useful
when dealing with observations of the turbulent ISM over
large spatial scales. However, the previous methods lack of
detailed PDR chemistry which could potentially provide bet-
ter insights into the physical state of the observed ISM.
The motivation of the present work is to further improve
this framework to estimate the atomic and molecular content
of ISM regions from their substructure by using more de-
tailed and self-consistent thermo-chemical calculations. The
proposed method considers user-specified AV -PDFs as in-
put to parametrise the ISM at large scales and links them
with a grid of pre-run 1D thermo-chemical calculations of
uniform-density providing average PDR properties, such as
abundances of species and line emissivities. To do this, each
AV value is connected to a most probable local H-nucleus
number density, nH (and therefore a most probable size of a
uniform-density sphere) as determined by hydrodynamical
simulations. Each individual PDR is integrated over depth
up to this AV value (also sometimes called AtotV , see van
Dishoeck & Black 1988). The AV -PDF is the key element
to perform chemical modeling of observed ISM regions with
complex substructure, without the necessity of performing
time-consuming 3D hydro-chemical calculations, and to be
able to assess quickly how the ISM characteristics change
with critical parameters such as the radiation field (χ), cos-
mic ray ionization rate (ζCR) and the metallicity (Z). The
above is of particular interest in studies of unresolved sys-
tems such as extragalactic objects.
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In this paper we focus on how the abundances of hydro-
gen (H2, Hi) and carbon phase (CO, Ci, Cii) depend on χ,
ζCR and Z in ISM distributions corresponding to ambient low
density atomic gas in galaxies and denser clouds that make
up Giant Molecular Clouds. These media are parametrised
by lognormal AV -PDFs (see §3.2). The low density medium
has mean extinction along the line-of-sight of the observer
of AV = 0.75 mag, a dispersion of σ = 0.5 in logarithmic
intervals of AV and mean hydrogen density of nH ∼ 80 cm−3.
We will find that such a medium consists predominantly
of Hi and Cii (Figure 1). The denser molecular cloud has
AV = 4 mag, σ = 0.8, nH ∼ 600 cm−3 and consists of H2 and
a mixture of CO, Ci, Cii.
The paper is organized as follows. Section 2 gives a brief
overview on the carbon cycle and the atomic-to-molecular
transition. Section 3 describes the numerical methodology
including the PDR calculations. Section 4 presents the re-
sults of our approach. Section 5 examines how various other
approaches compare to our presented one. Section 6 dis-
cusses the limitations of this methodology and provides di-
rections for further improvements. We conclude in Section 7.
Appendix A presents how the atomic-to-molecular transition
is affected due to the consideration of the suprathermal for-
mation of CH+, which in turn leads to enhanced CO at low
extinctions. Appendix B presents the here adopted relation
between the local volume density and the effective (local)
visual extinction.
In a follow-up paper we will consider the radiative trans-
fer to translate the here derived abundances and excitations
to observable emission line fluxes. However, as abundances
and excitations are the key elements of modeling the ISM, we
will concentrate in this first paper on a detailed investigation
of their properties as function of environmental conditions.
2 THE CARBON CYCLE AND
ATOMIC-TO-MOLECULAR TRANSITION
Figure 1 illustrates a PDR structure illuminated from one
side for conditions typically found in the Milky Way. In or-
der to understand the change in thermal and chemical struc-
ture of the ISM, we need to understand when each chemical
element transitions from one phase to another. The atomic-
to-molecular (Hi-to-H2) transition is vital for understand-
ing the evolution of the ISM and its chemistry (Jura 1974;
Black & Dalgarno 1977; van Dishoeck & Black 1986; Glover
et al. 2010; Offner et al. 2013; Sternberg et al. 2014; Bialy et
al. 2015b). This transition is determined and controlled by
many different parameters (e.g. Bialy et al. 2017), the most
important of which are the far-ultraviolet radiation (FUV;
Jura 1974; Hollenbach & Tielens 1999), the cosmic-ray ion-
ization rate (e.g. Meijerink et al. 2011), and the gas phase
metallicity (e.g. Schruba et al. 2018). Other parameters such
as shock (mechanical) heating (Meijerink et al. 2011) and X-
ray heating (Maloney et al. 1996; Meijerink et al. 2006) may
play significant role in special environments, however these
are not examined in this work.
Carbon is the most important species for observing the
properties of the ISM. It can be found in three major phases:
ionized (Cii), atomic (Ci) and molecular in the form of car-
bon monoxide (CO). All three species are major coolants in
the ISM through their spectral line emission (Hollenbach &
Figure 1. PDR structure for conditions typically found in the
Milky Way versus visual (local) extinction, AV . The FUV radi-
ation is assumed to impinge from left-to-right. The extent and
actual position of the atomic-to-molecular transition (Hi-to-H2)
and the carbon phase transition (Cii-Ci-CO) depend sensitively
on the various parameters examined in this work, such as the
density distribution and the depth of each cloud, the FUV radia-
tion field, the cosmic-ray ionization rate, and the ISM metallicity.
Varying any of these parameters results in a different stratification
of species and different gas temperatures, particularly at low AV .
The above sequence of temperature and abundance structures,
however, remains the same. The vertical dashed lines correspond
to the mean AV (denoted as AV ) for the Case-1 (AV1) and Case-2
(AV2) AV -PDFs described in §3.2. In our 1D PDR models, each
cloud is integrated from the edge up to a certain visual extinction
along the line-of-sight of the observer (also called AtotV ).
Tielens 1999). CO is the most abundant molecule after H2
and is frequently used to trace cold H2 gas (Dickman et al.
1986; Solomon et al. 1987; Bolatto et al. 2013), since H2 is a
very poor emitter in most ISM conditions. The carbon phase
pathway (Cii/Ci/CO) is connected with different ISM evo-
lutionary stages (e.g. van Dishoeck & Black 1988; Sternberg
& Dalgarno 1995; Beuther et al. 2014; Walch et al. 2015),
and studying it is thus of significant importance.
In the initial stages of the formation of clouds, the ISM
is found in a diffuse and ionized state, thus rich in Cii and
bright in the [Cii] 158 µm fine-structure line (Ro¨llig et al.
2006; Nordon & Sternberg 2016). Here, hydrogen is mainly
found in atomic form (Hi), unless a source of Lyman-α pho-
tons is present (hν > 13.6 eV, i.e. an OB star or cluster of
massive stars) which ionizes the ISM and creates Hii re-
gions. Turbulence and self-gravity can increase locally the
density of the ISM leading to larger total column densities
(Elmegreen & Scalo 2004; Hennebelle & Falgarone 2012).
This creates conditions in which Cii recombines forming Ci
and subsequently CO. Due to its higher abundance and self-
shielding, hydrogen is transformed earlier than carbon (i.e.
at lower visual extinctions) and forms H2 molecules. CO
can also self-shield, but to a lesser degree than H2, so dust
absorption is also important. Thus, if the ISM density in-
creases even more, to conditions typically found in giant
molecular clouds, the dust shields the propagation of the
FUV (6 < hν < 13.6 eV) radiation and this creates vast re-
gions of molecular gas rich in CO and other molecules (e.g.
van Dishoeck & Black 1988; Bergin et al. 2004; Langer et al.
2010; Glover & Mac Low 2011).
Cosmic-rays penetrate the ISM even at high column
MNRAS 000, 1–16 (2018)
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densities and change their chemistry in places where (ex-
ternal) FUV radiation cannot reach (see Strong et al. 2007;
Grenier et al. 2015, for a review). The effect of elevated
cosmic-ray energy densities on the chemistry related to car-
bon phases and the atomic-to-molecular transition was stud-
ied numerically by Meijerink et al. (2011) and analytically
by Bialy & Sternberg (2015). Bisbas et al. (2015a, 2017a)
investigated in detail the consequences on the traceability
of molecular gas in star-forming galaxies at low and high
redshift, since higher ζCR values scale proportionally to the
star formation rate (Papadopoulos 2010). As the ζCR ion-
ization rate increases, cosmic-rays produce a high amount
of He+ which then reacts with CO creating Cii. The lat-
ter then quickly recombines with free electrons creating Ci.
At the same time, the H2 molecule remains remarkably un-
affected for densities expected in diffuse molecular clouds.
This effect of cosmic-ray induced CO destruction has the
potential to create vast amounts of CO-poor H2 gas (Bis-
bas et al. 2015a), much higher than those created due to
the presence of FUV radiation. The term ‘CO-poor’ is used
to describe the molecular gas state in which the CO abun-
dance with respect to H2 is significantly lower than normally
expected, whether caused by enhanced cosmic rays or any
other parameter (van Dishoeck 1992).
Low metallicity gas as typically found in dwarf galax-
ies (e.g. Stark et al. 1997; Tafelmeyer et al. 2010; Requena-
Torres et al. 2016; Pineda et al. 2017), the outer parts of
large galaxies (R & 15 kpc, Balser et al. 2011; Hayden et al.
2014) and galaxies at high redshift (e.g. Carniani et al. 2018)
have low dust-to-gas ratios which reduce the H2 formation
rate (which happens on the surfaces of dust grains) as well as
the shielding of CO photodissociation by dust. In addition,
the reduced C and O abundances imply that the CO column
builds up more slowly so that its self-shielding sets in later.
This has profound effects on all chemical processes of these
systems (Maloney & Black 1988; Wolfire et al. 1995; Pak et
al. 1998; Madden et al. 2006; Bialy & Sternberg 2015) and
modifies the stratification of PDR species (Fig. 1). Observa-
tions of low metallicity clouds show that CO is restricted to
small, well shielded dense gas peaks surrounded by Hi- and
H2-rich gas (e.g. Schruba et al. 2017), and that CO directly
scales with the line-of-sight extinction AV (Lee et al. 2015;
Lee et al. 2018).
3 NUMERICAL METHOD
3.1 PDR astrochemical calculations
For the purposes of this work, the publicly available code 3d-
pdr1 is used, which treats the astrochemistry of photodis-
sociation regions (Bisbas et al. 2012). Although the code is
able to perform PDR calculations for 3D density distribu-
tions, here we apply it to ensembles of 1D columns. The gas
column is illuminated from one side by a plane-parallel ul-
traviolet (UV) radiation field χ (normalized to the spectral
shape of Draine 1978) with UV radiation decreasing with
depth into the cloud. We consider UV photons belonging to
the Lyman-Werner band (11.2−13.6 eV) which can dissociate
molecules but do not ionize hydrogen. The attenuated UV
1 https://uclchem.github.io/3dpdr.html
radiation is a function of the optical depth τ and is given by
χ = χ0 exp(−ωλτ) with ωλ = 3.02 at λ = 1000 A˚ (see Ro¨llig
et al. 2007). The code performs full thermal calculations by
balancing various heating and cooling processes as function
of depth along the column, and adopting an escape prob-
ability approach determines the local gas temperature as a
self-consistent solution (see Bisbas et al. 2012, 2017a, for full
details). The abundances of species and their line emissivi-
ties are then calculated for the local (attenuated) UV field
and gas density. Here, a subset of the UMIST2012 network
is used (McElroy et al. 2013) consisting of 33 species and
330 reactions.
In this work, CO freeze-out on dust grains is not in-
cluded. However, the route of suprathermal formation of CO
via CH+ is included, following the methodology described
by Visser et al. (2009). This route is found to give a better
agreement between the column densities of H2 and CO at
low visual extinctions. Federman et al. (1996) argued that
the observed enhancement of CO column densities at low vi-
sual extinctions (AV < 1mag) is possibly due to non-thermal
motions between ions and neutrals as a result of Alfve´n
waves interacting with the cloud in its outermost parts, thus
helping to overcome the energy barrier of the reaction
C+ + H2 −→ CH+ + H. (1)
This interaction increases the gas (kinetic) temperature by
the amount of µv2
A
/3kB, where µ is the reduced mass of reac-
tants from all ion-neutral reactions, vA is the Alfve´n speed
and kB is the Boltzmann constant. This increment in gas
temperature is able to change the pathway normally followed
to form CO, the latter being formed now due to reactions
between CH+ and O in addition to C+ and OH (Federman et
al. 1996). Interestingly, such a turnover in the formation of
CO via the OH channel has also been found to result from
elevated cosmic-ray energy densities (Bisbas et al. 2017a;
Bialy & Sternberg 2015). This means that cosmic-rays can
initiate an alternative chemical pathway of CO formation.
In addition, the above reaction shifts the Hi-to-H2 transition
at higher AV , since it dissociates H2 in the outermost parts
of the cloud where it could otherwise remain molecular, i.e.
if the energy barrier cannot be overcome (see Appendix A).
To demonstrate how the suprathermal formation of CO
via CH+ operates, we have performed a full thermochemi-
cal PDR calculation of an one-dimensional uniform density
distribution with nH = 100 cm−3 interacting with a plane-
parallel radiation field with strength χ/χ0 = 1. Here, the
cosmic-ray ionization rate is taken to be ζCR = 1.3×10−17 s−1,
the Alfve´n speed is taken to be vA = 3.3 km s−1 and the
calculation is terminated once steady-state thermal balance
has been reached. The initial gas phase elemental abun-
dances considered (normalized to hydrogen), where He = 0.1,
C+ = 1.4×10−4 and O = 3.1×10−4. All aforementioned values
are chosen to allow for a direct comparison with the results
of Visser et al. (2009).
Figure 2 shows the resultant correlation of N(H2) and
N(CO) when the suprathermal formation of CO via CH+
has been considered (green solid line) and when it has not
(dashed line). As can be seen, N(CO) is approximately one
order of magnitude higher in the first case when N(H2).
1021 cm−2, the latter of which corresponds to a visual ex-
tinction of AV ∼ 1.5mag. The red squares are observations
taken by Sheffer et al. (2008) in Galactic diffuse molecular
MNRAS 000, 1–16 (2018)
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Figure 2. Correlation of 12CO and H2 column densities. Red
squares show the observations by Sheffer et al. (2008). The blue
solid line is the mean value from 100 different isothermal PDR
calculations performed by Visser et al. (2009). Green lines show
the results from a simple full thermal balance calculation of a gas
column with nH = 100 cm−3 irradiated by χ/χ0 = 1 using 3d-pdr
with (solid) and without (dashed) suprathermal formation (see
text for full details). The small kink at N(H2)∼4×1020 cm−2 is when
suprathermal formation of CO via CH+ ceases to be important
(corresponding to AV ∼ 0.7mag).
clouds. The blue solid line is the correlation estimated by
Visser et al. (2009) obtained by averaging 100 isothermal
PDR calculations. Since a significant fraction of the ISM
can be in this low column density phase, it is important to
treat this region accurately.
3.2 Abundances of species for given AV -PDFs
The aim of this work is to construct a method that de-
termines the average chemical properties of the ISM, i.e.
the abundances and excitation of species, by using as in-
put probability density functions (PDFs) of the main phys-
ical parameters that describe interstellar clouds. The most
fundamental parameter for this work is the total hydrogen
column density NH-PDF. Hereafter, this parameter will be
referred to with the more commonly used relation of AV -
PDF, where AV is the extinction related to NH through
AV = NH · 6.3 × 10−22 for solar metallicity galactic clouds
(Weingartner & Draine 2001; Ro¨llig et al. 2007). When
modelling lower metallicity regimes, the same NH-PDF is
adopted but the associated AV varies proportional to the
metallicity, Z. In our 1D-PDR models, the visual extinction
in the AV -PDF function is taken to be the extinction inte-
grated along the line-of-sight of the observer. The latter is
also denoted as Atot
V
.
As a first approach towards this aim, simple lognormal
AV -PDF functions of the following form are considered:
PDF(AV ; µ, σ) = 1
AVσ
√
2pi
exp
[
−(ln AV − µ)
2
2σ2
]
, (2)
where µ ≡ ln AV and σ are the mean and standard deviation
of the variable’s natural logarithm, respectively. Three dif-
ferent statistical characteristic values can be then defined.
The mean value, M, which corresponds to the average value
Figure 3. Hypothetical AV -PDFs for ISM corresponding to a
diffuse, atomic-dominated medium (blue solid line with AV =
0.75 mag and σ = 0.5) and a denser giant molecular cloud (green
solid line with AV = 4 mag and σ = 0.8). The shadowed region
shows the values of AV which are not connected with modelled
nH densities in this work as estimated from the ‘average’ AV−nH
(see Fig. 4 and Appendix B). The vertical dashed and dot-dashed
lines correspond to the ‘lower’ and ‘upper’ bounds of AV , respec-
tively. These formulae do not include any power-law tail that is
potentially expected to appear in a star-forming region described
by the Case-2 PDF (see text).
of all AV (i.e. AV ), defined as
M ≡ exp
(
µ +
σ2
2
)
= AV , (3)
the median value, m, which corresponds to the value of AV
that divides the PDF area in two equal parts, defined as
m ≡ exp(µ) = AV exp
(
−σ
2
2
)
, (4)
and the mode, M, which corresponds to the peak value of
the PDF (where dp/dAV = 0), defined as
M ≡ exp(µ − σ2) = AV exp
(
−3σ
2
2
)
. (5)
By adopting appropriate values of AV and σ, two different
AV -PDFs are created corresponding to a hypothetical low
density, atomic-dominated medium (with AV = M = 0.75mag
and σ = 0.5 giving m = 0.66 and M = 0.52; hereafter
‘Case-1’) and a denser giant molecular cloud (with AV =
M = 4 mag and σ = 0.8 giving m = 2.90 and M = 1.53; here-
after ‘Case-2’). We note that we do not attempt to model
any specific region reported in observations and that we ig-
nore any power-law tail that may appear in a region similar
to the Case-2 (although its contribution can be considered
by the presented method, as discussed in §4.5). Instead, the
mean and the width are chosen to roughly mimic typical
structures of the ISM to test the proposed method and de-
termine trends with physical parameters. Such PDFs have
been found in the local ISM (e.g. Kainulainen et al. 2009).
The shapes of these PDFs are illustrated in Fig. 3.
To estimate the average column-integrated fractional
abundances, fsp, of each different species (sp), the follow-
MNRAS 000, 1–16 (2018)
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ing formula is applied
fsp =
∑q
i=1 Ni(sp) · PDFi∑q
i=1 Ni(H, tot) · PDFi
, (6)
where Ni is the column density multiplied by the frequency
PDFi , which is determined by the AV -PDF function given by
Eqn. 2 and N(H, tot) = N(Hi) + 2N(H2) is the total hydrogen
column density. The summation over the index i considers
the PDR calculations at a linear grid of AV values.
To estimate the column density, N, a relation connect-
ing the H-nucleus number density, nH, with the most prob-
able value of visual extinction, AV , is required. It is rea-
sonable to expect that low nH are most likely found at low
AV , therefore being more strongly affected by UV radia-
tion. On the contrary, high nH are expected at high AV .
Three-dimensional hydrodynamical simulations from parsec
(Glover et al. 2010; Offner et al. 2013) to kiloparsec scales
(Van Loo et al. 2013; Seifried et al. 2017; Safranek-Shrader
et al. 2017; Gong et al. 2018) remarkably demonstrate this
correlation. In this work, the ‘default’ AV−nH relation is an
average over four different such relations found in the lit-
erature (see Appendix B for details). In the upper panel of
Fig. 4, the default AV−nH relation is plotted as solid line
along with the adopted upper (dot-dashed line) and lower
bounds (dashed line) to mimic the relations derived from
hydrodynamical simulations. In the following, each upper
and lower bound is treated independently as an additional
AV−nH relation. This is to demonstrate how the estimated
abundances of species depend on the choice of such relation.
By relating the line of sight integrated visual extinction,
AV , with the number density nH, we are in fact connecting
each cloud with a specific uniform-density PDR calculation.
Strictly speaking, this is an approximation since AV is a
local value in the simulations used to derive this relation.
Our constant density clouds are used as a simplified proof
of concept for the statistics presented here. A more realistic
assumption would be to use a given AV−nH relation as an
input directly to the PDR code, so that the edge of the
cloud has a lower density than the center, and calculate the
thermal balance and abundances of species accordingly. The
latter method is to be developed in a subsequent paper.
The AV−nH relations described above imply an aver-
age size, L, corresponding to the ‘depth’ or the ‘line-of-
sight extent’ of a hypothetical uniform density sphere of
L = AV /6.3 × 10−22nH. The bottom panel of Fig. 4 shows
the scaling between L and nH. The mode of the ‘Case-1’ AV -
PDF corresponds to a medium with nH ∼ 20 cm−3, L ∼ 13 pc
and M ∼ 4.5 × 103M and the mode of the ‘Case-2’ corre-
sponds to nH ∼ 600 cm−3, L ∼ 1.3 pc and M ∼ 136M.
In our analysis we consider two density limits: a min-
imum of nH = 1 cm−3 and a maximum of nH = 106 cm−3,
below and above which no PDR modelling is performed.
Regions corresponding to densities (and thus AV values)
outside these bounds are shown as grey shaded regions in
Figs. 3 and Fig. 4. For these regions we adopt the 1D-PDR
calculation performed at the respective density limit and
integrate the PDR model to the total AV of that cloud.
For AV > 30mag (and consequently for the models with
nH & 105 cm−3), we adopt the chemical composition calcu-
lated at the maximum extinction of AV = 30mag but inte-
grate the PDR models to the AV as dictated by the AV−nH
relation. This inserts negligible errors both due to the fact
Figure 4. Top panel: The ‘default’ AV−nH relation described
in Appendix B (solid black line) along with its adopted upper
(dot-dashed line) and lower (dashed line) bounds. This relation
connects the most probable value of AV with nH based on hy-
drodynamical simulations from pc- to kpc-scales. The upper and
lower bounds represent the spread in AV for constant nH as dic-
tated by hydrodynamical simulations. These bounds decrease by
increasing nH. In this work, each AV−nH curve is treated inde-
pendently. Bottom panel: the hypothetical size of a cloud (extent
along the line-of-sight) for a given H-nucleus number density for
the above AV−nH relations. In both panels, shaded regions corre-
spond to extreme densities whose chemistry is not modeled here.
For any AV outside the bounds, we adopt the chemical composi-
tion of the respective boundary PDR calculation.
that the UV radiation has been severely attenuated and thus
chemistry remains unchanged, and also because the proba-
bility of such a high AV is typically negligible (. 10−4 for
the Case-2 AV -PDF).
A large grid of constant density simulations is then con-
structed (see §4) and a look-up table is used to recall a par-
ticular PDR simulation and to calculate the column densi-
ties of CO, Ci, Cii, Hi and H2 (the species examined in this
paper), as well as the total H-nucleus column density, up to
that value of visual extinction. Equation 6 is then applied
for both AV -PDF cases. Chemical iterations are converged
once equilibrium is reached. 3d-pdr performs these calcula-
tions for a chemical time of 8Myr, although equilibrium is
typically reached after the first couple Myrs.
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Table 1. Initial gas-phase abundance of species used for the grid
of PDR simulations. The gas-to-dust ratio is assumed to be 100.
H 4.00 × 10−1 C+ 1.00 × 10−4
H2 3.00 × 10−1 O 3.00 × 10−4
He 1.00 × 10−1
3.3 Abundances of individual uniform-density
PDRs
As reference for our chemical modeling, we consider the fol-
lowing set of one-dimensional, uniform density PDR calcula-
tions. We consider an H-nucleus number density that spans
6 orders of magnitude2 (nH = 100 − 106 cm−3) at a resolution
of 0.01 per logarithmic dex (therefore q = 600) and assume
a maximum visual extinction of Amax
V
= 30mag at all times.
The other ‘environmental’ parameters are kept fixed at a
plane-parallel FUV radiation field with strength χ/χ0 = 1
(Draine 1978), a cosmic-ray ionization rate per H atom of
ζCR = 10−16 s−1 representing the average value observed in
the Milky Way (Dalgarno 2006; Indriolo et al. 2015; Neufeld
& Wolfire 2017), and adopting solar metallicity. The column
density of each species is derived by integrating the abun-
dance at each depth into the cloud up to the Atot
V
as sam-
pled by the AV -PDF of either Case-1 or Case-2. The initial
gas-phase chemical abundances are listed in Table 1. These
abundances take into account that some fraction of carbon
and oxygen is locked up in solids.
Figure 5 shows the column densities of Hi and H2
(upper panel) and carbon phase (lower panel) for individ-
ual uniform density, one-dimensional PDRs as a function
of Atot
V
when adopting the ‘average’ AV−nH relation (solid
lines) or the upper or lower bounds (dot-dashed or dashed
lines). For these PDRs, the atomic-to-molecular transition
occurs at AV ∼ 0.9mag (we note that we define this tran-
sition by NHi = NH2) which corresponds to a column with
density nH ∼ 130 cm−3 and length L ∼ 3.2 pc. The PDRs
are Cii-dominated for Atot
V
. 1.5mag (with nH ∼ 600 cm−3
and L ∼ 1.3 pc), Ci-dominated for 1.5 . Atot
V
. 3.2mag
(with 600 . nH . 3700 cm−3 and 0.4 . L . 1.3 pc) and
CO-dominated for Atot
V
& 3.2mag (nH & 3700 cm−3 and
L . 0.4 pc).
3.4 Convergence test
The accuracy of the method is examined by performing a
convergence test for the q number of total PDR simulations
needed to sample a given AV -PDF. First, we lower this num-
ber by one half (q = 300), implying a 0.02 dex logarithmic
resolution in the nH space. Second, we double the initial q
number (q = 1200), corresponding to 0.005 dex resolution,
at which point additional PDR simulations are run.
In all cases, the changes in abundance stated in Table 2
(see §4) between q = 300 and q = 1200 are always . 2%,
and between q = 600 and q = 1200 are . 1%, indicating
2 Densities higher than 106 cm−3 correspond to very small prob-
abilities in both PDF cases explored and, as we consider only
relatively low critical density molecules, are not considered fur-
ther.
Figure 5. Column densities of Hi and H2 (top panel) and Cii,
Ci, CO (bottom panel) of individual one-dimensional PDRs with
volume density nH and total extinction A
tot
V , following the ‘aver-
age’ AV−nH relation (solid lines). The shaded regions on the left
mark the assumed extent of the AV−nH relation for a constant
nH, as shown in Fig. 4. In particular, the dot-dashed lines re-
fer to the ‘upper bound’ and dashed lines to the ‘lower bound’.
Each PDR at constant nH is integrated up to the depth L of each
cloud (bottom panel of Fig. 4). The shaded regions on the right
mark the area where we adopt the chemical composition calcu-
lated at AV = 30mag but integrate up to the AV as dictated by
the AV−nH relation. The ‘reference ISM’ simulations (see §3.3)
assumes a FUV radiation field of χ/χ0 = 1, a cosmic-ray ioniza-
tion rate of ζCR = 10−16 s−1, and solar metallicity.
convergence. It is interesting to note that these changes are
related with the different carbon phases, while variations in
the Hi and H2 abundances for different q are negligible.
4 RESULTS
4.1 Abundances for reference environmental
parameters
Table 2 lists the derived fractional abundances of species, fsp,
for the two different AV -PDFs considered here for the con-
stant ‘environmental’ parameters defined in §3.3. The Case-1
MNRAS 000, 1–16 (2018)
8 T. G. Bisbas et al.
Table 2. Fractional abundances of species as calculated for the ‘Reference ISM’ defined in §3.3 adopting AV -PDF and AV−nH relations
described in §3.2. Columns 1−6 refer to the shapes of AV -PDF, mean (M ≡ AV ), width (σ), median (m), mode (M) and AV−nH,
respectively. Columns 7−11 correspond to the average fractional abundances of species of CO, Ci, Cii, Hi and H2.
AV -PDF M σ m M AV−nH fCO fCI fCII fHI fH2
×10−5 ×10−5 ×10−5
Case-1 0.75 0.5 0.66 0.52
Upper bound 0.0336 0.898 9.094 0.694 0.153
Average 0.0900 1.855 8.051 0.548 0.226
Lower bound 0.1569 2.616 7.210 0.461 0.269
Case-2 4.0 0.8 2.90 1.53
Upper bound 4.471 2.981 2.536 0.114 0.442
Average 5.317 2.842 1.827 0.080 0.460
Lower bound 5.800 2.714 1.470 0.065 0.467
AV -PDF describes a diffuse, low density medium which is
found to be rich in Hi and Cii. When varying the AV−nH
relation within its bounds, the abundance of the more rare
species CO, Ci, and H2 are affected at a factor of . 2−3 level.
The Case-2 AV -PDF describes a denser molecular cloud and
is found to be rich in H2 and contains a mix of Cii, Ci and
CO. We note that in all cases fCO + fCi + fCii ≈ 10−4, which
is the carbon abundance adopted in the PDR simulations
(Table 1), and fHi + 2 fH2 ≈ 1. Within the boundary of the
AV−nH relation, the abundances of the rare species Hi and
Cii change at a factor . 1.5 level.
With this ‘reference’ as a starting point, three suites of
PDR calculations are performed in which the incident FUV
radiation field χ, the cosmic ray ionization rate ζCR, and
the metallicity Z are varied as free parameters. In particu-
lar, we consider four different intensities of the incident FUV
radiation field (χ/χ0 = 100 − 103), four different cosmic-ray
ionization rates (ζCR = 10−17 − 10−14 s−1), and four different
metallicities (Z/Z = 0.1, 0.2, 0.5, 1). Figure 6 shows the re-
sults for the Case-1 AV -PDF and Figure 7 those for Case-2.
4.2 Varying the FUV radiation field intensity
In the first suite of calculations, the external FUV radiation
field χ is varied as free parameter while ζCR = 10−16 s−1 and
Z = 1 Z are kept constant. The left columns of Figs. 6 and
7 show the average abundance of Hi, H2, Cii, Ci and CO as
a function of χ/χ0 for the Case-1 and Case-2 PDF models,
respectively. Since the Case-1 PDF corresponds to a diffuse,
low density medium, it is expected to be predominantly in
atomic form with high abundances of Cii. Indeed, as can be
seen in Fig. 6, for χ/χ0 = 1, fHi is already & 0.5 and fCii &
8× 10−5 (which is ∼ 80% of carbon) for all AV−nH relations.
The abundances of H2, Ci and CO differ by a factor between
two to four as a result of the adopted upper and lower AV−nH
relations for the low AV regime. However, the abundances
of these species are already much smaller when compared
to the more dominant Hi and Cii, respectively, and such a
difference can therefore be considered negligible. H2, Ci and
CO decrease monotonically with increasing FUV radiation
field intensity. For the case of χ/χ0 = 103, this low density
medium is Hi- and Cii-dominated by & 99%.
The much denser molecular cloud described by the
Case-2 PDF (left column of Fig. 7) is dominated by H2 for
FUV radiation fields up to χ/χ0 ≈ 300, above which it be-
comes Hi-dominated. For χ/χ0 . 7 the cloud is dominated
by CO, above which is dominated by Cii. It is interesting
to note that the cloud never becomes Ci-dominated as the
FUV field increases. Instead, it is predicted to be dominated
by warm gas rich in H2 and Cii. The largest fraction of Ci is
∼ 2.8 × 10−5 and for χ/χ0 = 1. Due to the overall high den-
sity, the shaded region due to the decreasing AV−nH bounds
is thinner than in Case-1 described above.
For the Case-1 PDF, the average abundances of H2
and of the carbon phases change considerably with varying
the radiation field. This is because the low density medium
is translucent at low values of AV, and it implies dras-
tic changes in the abundance ratios of CO/H2, Ci/H2 and
Cii/H2. For the Case-2 PDF, none of the abundances expe-
rience such large changes and the abundance of H2 scales
closely with CO and Ci (but not Cii).
4.3 Varying the cosmic-ray ionization rate
As a next application, we study the change in abundance
of key species as a function of ζCR. The middle columns of
Figs. 6 and 7 show the results of these calculations. For the
Case-1 PDF, the abundance of Cii remains very high re-
gardless of ζCR. Likewise, Hi increases and this makes the
low density medium to be & 70% in the atomic phase, par-
ticularly for ζCR & 10−15 s−1. For ζCR ≈ 10−15 s−1, CO has a
local maximum (although its abundance is overall very low),
which is most likely attributed to the formation of CO via
the OH channel as described in Bisbas et al. (2017a). It is
interesting to note that Ci remains nearly constant as ζCR
increases and that Ci is always one to two orders of magni-
tude more abundant than CO.
In contrast, the denser molecular cloud described by
the Case-2 PDF remains predominantly molecular for all
ζCR. The carbon phase sensitively depends on the cosmic-
ray ionization rate. Above ζCR & 3 × 10−16 s−1, CO is ef-
fectively destroyed and carbon is either in Ci or Cii. For
3 × 10−16 < ζCR < 5 × 10−15 s−1 the carbon is in Ci, while
for higher ζCR it is in Cii. As already noted by Bisbas et
al. (2015a), for moderately enhanced cosmic-ray ionization
rates, Ci becomes a better tracer of H2-rich gas than CO.
In this regime, Cii is also very abundant, however it may
well originate from other heating sources such as FUV radi-
ation (see §4.2), shocks or X-rays (Mackey et al. 2018) and,
therefore, is not always connected to the presence of H2.
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Figure 6. Fractional abundances of Hi and H2 (top row), and Cii, Ci, CO (bottom row) for the Case-1 AV -PDF representing a diffuse,
low density, atomic-dominated ISM as function of the FUV radiation field (left panels), cosmic-ray ionization rate (middle panels) and
metallicity (right panels). The ‘Reference ISM’ model considers ζCR = 10−16 s−1, χ/χ0 = 1 and Z = 1Z. In each column we vary one of
the free parameters while keep the other two fixed at their reference values. Solid lines correspond to the average AV−nH relation and
the shaded region in each case is determined by the upper and lower bounds, as shown in Fig. 4. Under all conditions, the ISM is rich
in Hi and Cii due to the low nH associated with Case-1 AV -PDF.
Figure 7. Same as Fig. 6 but now for the Case-2 AV -PDF representing a denser molecular cloud. The cloud remains almost always
molecular (i.e. H2 dominates), however the carbon phase is more strongly dependent on the environmental conditions specified by the
FUV intensity, the cosmic-ray ionization rate and the metallicity. This implies that existing methods of tracing H2-rich gas may require
adjustments depending on environment.
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4.4 Varying the metallicity
As a third test, we investigate how the abundances of species
change with lower metallicity (Z), while keeping FUV inten-
sity and the cosmic-ray ionization rate fixed. In this work,
we take the depths of clouds at low metallicity to be the
same as those for solar metallicity for a given density.
The right columns of Figs. 6 and 7 show the correspond-
ing calculations. The low density medium represented by the
Case-1 PDF is always found to be atomic dominated and as
Z decreases the abundance of Hi increases. Almost all carbon
is in form of Cii. As metallicity decreases, the abundances of
all carbon phases also decrease in parallel and no transition
from one phase to another is observed. At all metallicities,
the fractional abundance of CO relative to hydrogen is very
small (. 5 × 10−7).
The denser molecular cloud (Case-2) remains fully
molecular for all metallicities. At solar metallicity, the car-
bon is two to three times more in CO, than in Ci or Cii.
For Z < 0.5 Z it is dominated by Ci. For Z ∼ 0.1 Z, Ci has
two times the abundance of Cii and six times the abundance
of CO. This is because H2 self-shields from FUV radiation,
whereas CO is shielded by dust, which is reduced in low
metallicity environments. In addition, the column for CO
self-shielding builds up deeper into cloud due to the overall
lower abundances of C and O. Therefore, CO photodisso-
ciates creating a surplus of Ci and Cii (Maloney & Black
1988; Pak et al. 1998; Bolatto et al. 1999).
4.5 Considering an AV -PDF similar to Taurus
Lastly, we consider an AV -PDF with AV = 1.8mag and width
σ = 0.49 which parametrises the column density distribu-
tion of the nearby Taurus star-forming cloud as observed
by Kainulainen et al. (2009) at ∼ 0.1 pc resolution. For our
‘average’ AV−nH relation, this corresponds to a density of
nH ∼ 300 cm−3 and a size of L ∼ 2 pc. Furthermore, we con-
sider the impact of the power-law tail that has been observed
for this region (Kainulainen et al. 2009) on the overall chemi-
cal composition. The power-law tail is shown in the left panel
of Fig. 8 (dashed line) and has a slope of about −2.3 (in the
units of dp/dAV ) at AV > 3mag. While we do not attempt
to examine in detail the physical conditions prevailing in the
ISM of Taurus, it is interesting to explore how the average
abundances for an observed AV -PDF change as a function
of the free parameters considered in this work.
The middle and right columns of Fig. 8 show how the
abundances scale with varying radiation field or cosmic ray
ionization rates while keeping the metallicity fixed at so-
lar. Solid lines along with their associated shadowed regions
correspond to the log-normal component only without the
contribution of the power-law tail. Dashed lines show re-
sults of the entire AV -PDF when the power-law tail has
been considered (for which the ‘average’ AV−nH relation
has been taken into account only, to avoid confusion). From
the AV -PDF it is seen that this cloud remains dominated
by H2 for moderate-to-high values of cosmic-ray ionization
rates (ζCR . 3 × 10−15 s−1), but is CO-poor particularly for
ζCR > 10−16 s−1 (Fig. 8 middle column).
Cosmic-rays attenuate as a function of column density
which has consequences in the CO/H2 abundance ratio. For
example, Padovani et al. (2018) find that the cosmic-ray ion-
ization rate for AV > 4mag may be ζCR . 10−17 s−1. Thus,
the densest part of the Taurus star-forming cloud may have
lower ζCR values than those examined here. This in turn im-
plies higher CO abundances than those predicted in Fig. 8.
It is interesting to note that the molecular gas is equally rich
in Ci and Cii until it transits to the atomic phase, where it
becomes Cii-rich. When the power-law component is taken
into consideration, it is found that the abundance of H2 in-
creases by a small amount which is reflected by the small
decrease in Hi abundance. The most striking feature, how-
ever, is the sudden increase in CO abundance for all ζCR and
χ/χ0 values explored. In particular, for ζCR . 3 × 10−17 s−1
it is found that the molecular gas is CO-rich contrary to the
findings of the log-normal component-only.
The cloud remains also H2-rich for FUV intensities up
to χ/χ0 ∼ 10 − 40, as shown in the right column of Fig. 8.
For values of χ/χ0 ∼ 1, Ci and Cii (and CO when the power-
law tail is considered) have comparable abundances but for
higher intensities it becomes (and stays) very Cii-rich. There
is thus an extended range of ζCR (∼ 10−17 − 10−15 s−1) and
χ/χ0 (∼ 1 − 10) in which the abundance ratio of Cii/H2 is
high. When compared to the Case-2 AV -PDF (which has ∼
2.2 times higher AV and ∼ 1.6 times larger σ) Cii-dominated
H2-rich gas is observed for a more extended range of χ/χ0
(∼ 10−300), although the molecular gas is either CO-, Ci or
Cii-dominated depending on the value of ζCR.
5 DIFFERENCE TO UNIFORM DENSITY
CALCULATIONS
In this section, we investigate whether the abundances of log-
normal AV -PDFs can be adequately estimated by single uni-
form density PDR calculations as compared to the method-
ology presented in §3.2 of models that take into account the
full distribution of extinction columns and associated volume
densities. In particular, we consider lognormal AV -PDFs and
determine the chemical abundances at the mean, median
and mode extinction columns (which are defined by Eqns.
(3)–(5)). We keep the median constant (m = 3 mag) and
consider six different widths (σ = 0.01, 0.1, 0.2, 0.5, 1.0, 1.2),
which also implies variations in the mean (AV ). We thus
construct six different PDF functions, namely p1 − p6 corre-
sponding to each different width, respectively. In the special
case where σ tends to zero, the PDF tends to a δ-function
and thus the aforementioned quantities become identical3.
The top left panel of Fig. 9 shows the shapes of the
considered AV -PDFs. For each σ, the abundances of Hi, H2,
Cii, Ci and CO are calculated using uniform density PDRs
corresponding to the mean, median and mode, as well as
using the §3.2 method (referred to as ‘PDF’ in Fig. 9). All
these results are shown in the remaining panels of Fig. 9.
For the distributions with m = 3 mag, values of σ . 0.3
show no appreciable difference in the abundances of species
as calculated using a particular method.
As σ increases, the difference between the derived abun-
dances based on the above methods becomes significant. It
is interesting to note that the abundances calculated with
3 In symmetrical distributions, such as a Gaussian one, the mean,
median and mode are always equivalent.
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Figure 8. Left panel: AV -PDF with AV = 1.8mag and σ = 0.49 representative of the Taurus star-forming cloud (Kainulainen et al.
2009). Dashed line shows the power-law tail which has a slope ∝ −2.3 (in the units of dp/dAV ) for AV > 3mag Right panels: Similarly
to Figs. 6 and 7, these four panels show how the average abundances vary as a function of ζCR (middle column) and UV radiation (right
column) for Hi and H2 (top row) and the carbon cycle (bottom row). The metallicity is kept fixed at solar. Solid lines and their associated
shadowed regions correspond to the log-normal component only. The dashed line corresponds to the AV -PDF when the power-law tail
is considered and for which the ‘average’ AV−nH relation was used, to avoid confusion.
Figure 9. Top left: AV -PDF with fixed median of m = 3 mag and varying widths σ, which implies variations in the mean AV . Top
middle and right panels show the abundances of Hi and H2 respectively as the width increases while keeping the same mode, and for the
four different approaches discussed in §5. Bottom left, middle and right panels show the abundances of Cii, Ci and CO respectively. As
expected, for small σ all different approaches converge.
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uniform density PDRs based on the values of the mean and
the median always overestimate the abundances of H2 and
CO, whereas they always underestimate the abundances of
atomic species (Hi, Ci) and the abundance of Cii. Although
the mode and ‘PDF’ approaches follow the same trend for
Hi, H2 and Cii with increasing σ, there is a discrepancy when
calculating the abundances of Ci and CO. This is because
the column density of this species peaks only for a particular
range of AV (see §2) and it is thus more strongly dependent
on how this range of AV compares to the AV corresponding
to the aforementioned approaches. Overall, the mode AV
provides the best approach for single PDR calculations, but
significant differences with the full PDF recommending us-
ing the here presented method that takes full account of the
AV -PDF.
6 DISCUSSION
The method presented is quick and robust. Since it con-
siders an AV -PDF distribution as input, it is able to give
a more realistic estimation of the average abundances of
species compared to uniform (1D) PDR calculations with
densities representing the average number density of a par-
ticular object. Thus, it can be used to provide fast and rea-
sonable estimations of ISM structures spanning from a few
parsec to kiloparsec scales. However, there are several as-
sumptions and limitations made at this stage, which can be
improved in future works.
In the most basic framework adopted here, it has been
assumed that the chemical evolution time, tchem, is signif-
icantly smaller than the hydrodynamical evolution time,
thydro. The condition of tchem  thydro corresponds to quies-
cent (non-star-forming) molecular clouds the ISM of which
is considered to be in statistical equilibrium. However, it
is known that turbulence, which is always present in real
clouds, can affect the chemical evolution of the ISM by cy-
cling material from low to high density gas and back, and
thereby altering the abundances of species. The H2 forma-
tion time is tH2 ∼ 109 yr/(nH/cm−3) (Hollenbach & McKee
1979) which for a gas cloud of density nH ∼ 100 cm−3 gives
tH2 ∼ 107 yr. This time is needed for the atomic-to-molecular
transition to reach equilibrium (Hollenbach & Tielens 1999).
On the other hand, for quiescent molecular clouds, the tur-
bulent diffusion time (over which turbulence has significantly
decayed) is a few 106 yr (Xie et al. 1995) and thus comparable
to the H2 formation time for this specific density. Thus in a
turbulent medium, equilibrium may be reached at different
times, as discussed below.
Modern 3D numerical simulations of turbulent clouds
that include time dependent chemistry find that turbulence
can speed up the H2 formation time at a respective nH when
compared to a quiescent case (Glover & Mac Low 2007a,b;
Glover et al. 2010). Recent simulations of Milky Way-type
molecular clouds by Seifried et al. (2017) indicate that such
clouds may contain molecular hydrogen in regions with num-
ber densities of nH ∼ 30 cm−3 as a result of turbulent mix-
ing, despite the fact that the local H2 formation time there
is tH2 ∼ 108 yr. This may have secondary effects in the con-
nection of AV -PDFs with the average abundances of species
as presented here, since our PDR calculations do not ac-
count for such turbulent mixing and are thus not suitable
to study turbulent media. For example, Bialy et al. (2017)
find that once turbulence becomes supersonic, the develop-
ment of strong density fluctuations distort the atomic-to-
molecular transition. They further find that the mean and
the median of the Hi column densities are affected by super-
sonic turbulence, but since turbulence decays more quickly
as density increases, any changes to the AV−nH relation
should predominantly affect low values of AV. Therefore,
modifications of our methodology may be required only at
the low AV end to account for turbulent mixing in regions
of supersonic turbulence.
In all applications discussed in §4, the input parame-
ters (χ, ζCR, Z) are assumed to be uniform. This condi-
tion may hold only for small ISM patches and individual
molecular clouds, unless there are strong, embedded UV
sources. Despite this caveat, uniform boundary conditions
are frequently adopted in 3D simulations of quiescent or star-
forming clouds (e.g. Glover et al. 2010; Clark et al. 2013; Wu
et al. 2017; Bisbas et al. 2017a,b, 2018). Likewise, the cosmic-
ray ionization rate is considered constant with no attenua-
tion as a function of AV (e.g. Clark et al. 2013; Bisbas et
al. 2017a), and metallicity is assumed constant (e.g. Glover
& Clark 2012; Papadopoulos et al. 2018). However, when
studying the ISM at larger (kpc) scale, the above assump-
tions may not hold as all three aforementioned input param-
eters may vary spatially. For example, Wolfire et al. (2003)
provide an analytical model of how the FUV radiation field,
cosmic ray ionization rate and metallicity vary with galactic
radius in the Milky Way. Their model shows that all these
quantities vary significantly (e.g. up to 20 times) in different
places of the Galaxy and therefore should be accounted for
when studying large ISM patches. Recent numerical simula-
tions by Smith et al. (2014), Girichidis et al. (2016) and Li
et al. (2018) also highlight the complexity of the ISM in this
regard. Thus it can be expected that the ‘environmental’
parameters considered in our framework, need not always
be assumed as constant values, but rather vary according to
some distribution as well, which should be combined with
the respective AV -PDF. In this situation, Eqn. (6) should
be modified as follows:
〈 fsp〉 =
∑`
j fsp, j · PDFj∑`
j PDFj
, (7)
where PDFj is the probability distribution function of the
‘environmental’ parameters (χ, ζCR, Z) and ` is the number
of different PDR suites, each suite consisting of q simulations
for a particular input parameter.
An important advancement in the present method will
be the inclusion of radiative transfer to calculate the line
emission of key tracers such as [CII], [CI], different CO tran-
sitions and others that are captured by observational stud-
ies. Several algorithms are now moving into this direction,
as it provides the most direct way of comparing observa-
tional data with numeric simulations. Such tools include
radex (van der Tak et al. 2007), lime (Brinch & Hoger-
heijde 2010), radmc-3d (Dullemond et al. 2012) and more
recently PyRaTe (Tritsis et al. 2018). However, calculation
of abundances using PDR chemistry resulting in more ac-
curate level populations and therefore optical depths, is not
explicitly done in the aforementioned codes. A future aim of
this work is to couple the presented method with a radiative
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transfer scheme. This will allow the determination of aver-
age line intensities for complex ISM distributions and predict
how fundamental quantities—such as CO or Ci conversion
factors—change as function of various ‘environmental’ pa-
rameters (e.g. Papadopoulos et al. 2004; Bolatto et al. 2013).
For example, the middle panels of Fig. (7) show that as ζCR
increases, the carbon phase is more sensitive to the incre-
ment of ζCR than the atomic-to-molecular transition is. As
already highlighted by Bisbas et al. (2015a, 2017a), this is a
strong indicator that the common technique of using CO as
a tracer of H2 might be biased. In particular in high-redshift
galaxies, that appear to have elevated ζCR values, additional
and more detailed examination is needed to establish the
corresponding values of CO- and Ci-to-H2 conversion fac-
tors. At the same time, observations of low metallicity en-
vironments, where CO emission is traditionally found to be
very weak (e.g. Leroy et al. 2005; Schruba et al. 2012, 2017),
would greatly benefit from detailed knowledge of how (non-)
detected line intensities relate to ISM properties.
7 CONCLUSIONS
We present a new numerical algorithm that uses AV -PDF
and AV−nH relations as inputs to estimate the average
abundances of species with look-up tables from a suite of
pre-calculated 1D thermo-chemical photodissociation region
(PDR) calculations. This approach is much faster to full
hydrochemical calculations where the computational cost is
very high. It is thus a quick and alternative tool to estimate
the average conditions of large ISM scales and assess trends
with parameters, suitable for extragalactic studies.
Two hypothetical, lognormal AV -PDF distributions are
examined: a first one corresponding to a low density, atomic-
dominated medium (with AV = 0.75 mag and width σ = 0.5)
and a second one corresponding to a dense molecular cloud
(with AV = 4 mag and σ = 0.8). For each AV -PDF, the
impact of different FUV radiation fields, cosmic-ray ioniza-
tion rates and metallicities on the abundance of species was
investigated. A third distribution (with AV = 1.8 mag and
σ = 0.49) was considered describing the observed AV -PDF
of the Taurus molecular cloud.
In the case of the low density medium, the gas remains
fully Hi- and Cii-dominated. However, in the case of the
denser molecular cloud, we find that, although the cloud re-
mains entirely molecular, its carbon phase can either be CO,
Ci or even Cii-dominated, depending on the radiation field,
cosmic ray rates and metallicity. For the particular case of
the Taurus-like cloud and when considering the log-normal
component only, we find that its molecular phase is equally
Ci and Cii for a wide range of cosmic-ray ionization rates at
a range of low UV intensities. It is Cii-rich for UV intensities
up to a few for low cosmic-ray ionization rates, after which
the medium becomes atomic. When considering the power-
law tail in addition to the log-normal component, we find a
small increase in H2 but a more striking increase in the CO
abundances. The here presented algorithm is flexible and
computationally efficient, and thus can be a powerful tool
to determine the chemical composition of large ISM regions
without the necessity to perform detailed and expensive as-
trochemical calculations.
We note that the algorithm may need to be modified
to model kiloparsec-scale ISM regions. One reason for this
is that supersonic turbulence can dynamically mix the gas
so that a non-equilibrium approach is required. In addition,
the input parameters of the external FUV radiation field,
cosmic-ray ionization rate and metallicity are considered to
be uniform for now. While this assumption seems reasonable
for small ISM patches, it becomes challenged when consider-
ing the ISM at large scales. In principle, large scale variations
can be accounted for by assuming distribution functions of
the ISM properties and external parameters, and applying
our algorithm ensembles of smaller ISM patches. Finally,
coupling the present algorithm with radiative transfer will
provide a powerful tool for studying the average intensities of
emission lines of large ISM regions with complex substruc-
ture. This may be of particular importance for studies of
high-redshift galaxies that often remain marginally resolved
by observations and one-zone PDR calculations may fail to
deliver reliably characterizations of their physical properties.
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APPENDIX A: THE HI-TO-H2 TRANSITION
The network of chemical reactions following the inclusion
of the suprathermal formation of CH+, described in 3.1,
destroys the H2 molecule at low column densities, thereby
shifting the atomic-to-molecular transition to higher AV . To
investigate this further, an isothermal PDR simulation of
a uniform density cloud is performed (Tgas = 50K, nH =
103 cm−3, χ/χ0 = 1, ζCR = 10−16 s−1) where the ‘suprather-
mal’ routine is switched ON and OFF.
Figure A1 shows the results of the fractional abundances
(top) and the corresponding destruction rates (bottom) of
the H2 molecule as a function of AV . Once the suprathermal
routine is switched ON, H2 is destroyed by Reaction 1 (see
Figure A1. Top: Fractional abundances of atomic and molecu-
lar hydrogen as a function of AV for the isothermal PDR simu-
lation where we switch ON (red lines) and OFF (green lines) the
routine of suprathermal formation of CH+. Solid lines show H2
whereas dashed lines show Hi abundances. The Hi-to-H2 transi-
tion occurs at AV ∼ 2 × 10−3mag when the ‘suprathermal’ rou-
tine is OFF, whereas it occurs at AV ∼ 6 × 10−2mag when it is
ON. Bottom: Destruction rates of H2 as a function of AV . Once
the suprathermal routine is ON, H2 is being destroyed in the
2 × 10−3 . AV . 0.7mag range via its reaction with C+ (dot-
ted line; see §3.1), which dominates over the destructive reaction
due to photodissociation (dashed lines). This shifts the Hi-to-H2
transition at higher column densities as shown in the top panel.
discussion in §3.1) which dominates over the H2 photodisso-
ciation reaction, therefore delaying the formation of H2-rich
gas.
APPENDIX B: THE AV−nH RELATION
A collection of four different AV−nH relations has been con-
sidered in this work. In particular, the relations by Glover
et al. (2010); Van Loo et al. (2013); Safranek-Shrader et
al. (2017) and Seifried et al. (2017) have been taken into
account. Glover et al. (2010) (blue solid line) performed
magnetohydrodynamical (MHD) models of a periodic box
of side length L = 20 pc filled with a 〈nH〉 = 300 cm−3 gas
MNRAS 000, 1–16 (2018)
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Figure B1. Relation of the local H-nucleus number density, nH,
with the most probable visual extinction, AV as derived from 3D
hydrodynamical models. The black solid line corresponds to the
AV−nH relation by averaging four respective relations shown. The
dashed line corresponds to a lower fudge value and the dashed-
dotted line to an upper fudge value as discussed in Appendix B.
and used a six-orthogonal ray approximation to estimate the
effective visual extinction at all computational elements in
the box. A six-orthogonal ray approximation was also used
by Van Loo et al. (2013) (yellow solid line) to obtain the
AV−nH relation over a galactic disk with 20 kpc in diameter
and a spatial resolution of ∼ 8 pc or less (down to ∼ 0.5 pc
over a smaller, 1 kpc, region to study the GMC properties).
Safranek-Shrader et al. (2017) (green solid line) performed
MHD simulations of a 512 × 512 × 1024 pc3 box with a uni-
form resolution of 2 pc and they estimated the effective AV
by considering the fraction between the unattenuated ra-
diation field and the attenuated one due to dust. Finally,
SILCC-Zoom simulations by Seifried et al. (2017) (red solid
line) used a HEALPix based (Go´rski et al. 2005) 48-ray ap-
proximation to calculate the effective AV of an 88×78×71 pc3
region at a 0.12 pc resolution. As can be seen in Fig. B1, all
aforementioned works find a very similar relation for AV−nH
for ISM regions exceeding a few tens of parsecs in size up to
a whole galaxy.
The characteristic of all aforementioned AV−nH rela-
tions is that they represent the most probable AV for a given
nH and thus they should not be considered as an one-to-one
relation. As can be seen from detailed hydrodynamical mod-
els, for each nH an AV -PDF is associated with and needs be
taken into account for a more accurate estimation of the
average ISM property of that particular number density. In
the case that this AV -PDF at constant nH is known (de-
noted as [ ]nH), the following equation (see also Eqn. 7) can
be applied
〈 fsp〉 =
∑q
i
[
fsp,i
]
nH
· PDFi∑q
i
PDFi
(B1)
[
fsp
]
nH
=
∑Q
j
Nj (sp) ·
[
PDFj
]
nH∑Q
j
Nj (H, tot) ·
[
PDFj
]
nH
, (B2)
where Q is the resolution (discretization) of the
[AV − PDF]nH . In this work, the above set of equations
are not applied. Instead, a bounded average AV−nH is
considered as explained below.
The solid black line represents the AV−nH relation that
is assumed as the default in the present work. This is the
average function when all aforementioned relations are taken
into account. Since the spread in AV for constant nH is not
known, a lower and an upper value of AV−nH is assumed as
derived using the equation
AV (nH) = g(AV , nH)
{
nH + λnH
(
1 − log(nH/nmin)
log(nmax/nmin)
)} [
mag
cm−3
]
(B3)
where g(AV , nH) is the ‘average’ AV−nH function (solid black
line of Fig. B1), λ = 1 is a fudge factor defining the upper
bound (dot-dashed line), λ = −1/2 the lower bound (dashed
line) and nmin, nmax are the minimum and maximum val-
ues respectively of the H-nucleus number density used in
g(AV , nH). These bounds are decreasing with increasing nH
to approximate the trend of AV−nH spread in accordance to
the above hydrodynamical models.
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