In this work, we propose numerical scheme for the Riesz space fractional advectiondispersion equations with delay (RFADED). Firstly, we find the analytical so- 
Introduction
In the past few decades, fractional calculus has attracted increasing interest due to its applications in science, for examples, physics, engineering, biology, economics and finance [1, 2, 3, 4] . Some numerical methods to solve the FDEs have been discussed in [5, 6, 7, 8] . Numerical methods for solving delay fractional differential equations are very important. Recently Saedshoar Heris and Javidi have been introduced fractional backward differential formulas method (FBDF) for solving FDEs with delay ( [9] - [10] ).
Partial differential equations with delays appear in many fields such as in biology, medicine, population ecology, control systems and climate models [11] .
Some numerical methods for solving delay partial differential equations are studied in [12, 13, 14] . Numerical methods for solving fractional partial differential equations are investigated in [15, 16, 17] .
The fractional advection-dispersion equation is used in groundwater hydrology to model the transport of passive tracers carried by fluid flow in a porous medium [18, 19, 20] . Other works in this field are [21] , [22] , [23, 24] , [25, 26, 27] .
In this paper, we consider the following Riesz space fractional advection-dispersion equations with delay:
∂u(x, t) ∂t
subject to the initial condition:
u(x, t) = g(x, t), −τ ≤ t ≤ 0, 0 ≤ x ≤ L, u(0, t) = µ 1 (t), u(L, t) = µ 2 (t), 0 ≤ t ≤ T,
where 0 < γ < 1, 0 < α < 1, 1 < β ≤ 2, K α ≥ 0, K β ≥ 0 and τ > 0. The Riesz space fractional operator on a finite domain [0, L] is defined as [27] ∂ ζ u(x, t)
where c ζ = 1 2 cos( 1−ζ u(η, t)dη, 1 < ζ ≤ 2.
In this paper, we consider Eqs. (1) (2) . Firstly, we obtain analytical solution of this equation. Secondly, we use fractional backward differential formulas method of second order for 0 < α < 1 and shifted Grünwald difference (WSGD) operators for 1 < β ≤ 2 to approximate the Riesz space fractional derivative. Next, we obtain the Crank-Nicolson scheme by using the finite difference method for the RFADED. Also, we prove that the Crank-Nicolson scheme is conditionally stable and convergent with the accuracy O(κ 2 + h 2 ).
The paper is organized as follows. In Section 2, we recall some basic definitions of fractional calculus. In Section 3, analytical solution of problem is presented.
Fractional backward differential formulas(FBDF) method of second order is introduced in Section 4. In Section 5, shifted Grünwald method is presented. The presented numerical method is proposed and applied to solve the Riesz space fractional advection-dispersion equations with delay (RFADED), stability and convergency of method are proved in Section 6. Finally, some numerical results are given in order to confirm the theoretical analyzes in Section 7.
Preliminaries
In this section, we will introduce some of the fundamental definitions. into R with the norm u ∞ = sup{|u(t)| : t ∈ J}, T > 0.
C n (J, R) denotes the class of all real valued functions defined on J = [0, T ], T > 0 which have continuous nth order derivatives.
Definition 2.2 ([29]
). The fractional integral of order α > 0 of the function f ∈ C(J, R) is defined as
Definition 2.3 ([29]
). The Riemann-Liouville fractional derivative of order
Definition 2.4 ( [29] ). The Caputo fractional derivative of order α > 0 of the function f ∈ C n (J, R) is defined as
Definition 2.5 ( [29] ). Mittag-leffler functions defined by 
where λ ∈ C , α, β, τ ∈ R and m ∈ Z and H(z) is the Heaviside step function.
If λ ∈ C , α, β, τ ∈ R and m ∈ Z then laplace transform of G λ,τ,m α,β (t) is: 
We consider Eqs. (1-2), where µ 1 (t) and µ 2 (t) are nonzero smooth functions with order-one continuous derivatives. Let
where
By using Eqs. (14-15), we can transform the nonhomogeneous condition into a homogeneous boundary condition. By substituting (14) into (1), we have
We assume that the solution of (16) has the form:
By substituting (18) into (16), we obtain the Sturm-Liouville problem with λ > 0 as the following form.
and the following ODE with delay
By using Lemma 1, eigenvalues and corresponding eigenfunctions of the SturmLiouville problem (19) - (20) have the following form
Therefore, we set
By substituting (22) into (16), we can write
where Θ n = K α λ n α + K β λ n β and
Firstly, we have
where L is the Laplace operator. By using Laplace transform for (23) and Eq.
25, we can write
Also, we can write
Therefore
We assume that
and
Therefore, we have
Finally, the analytical solution of (16)- (17) , is 
Discrete convolution quadratures
We consider the initial value problem
where f is a sufficiently smooth function. Problem (36) can be written in the form (see [29] )
Integral (37), may be approximated by
by means of Eqs. (37) and (38), we obtain
where ω j are coefficients in the formal power series ω(z) = ∞ j=0 ω j z j and ω n,j are starting quadrature weights ( [8, 32] ).
Fractional linear multistep methods
Fractional linear multistep methods (FLMMs) for the approximate solution of Eq. (36) is as the following form (see [8] )
which
where ρ and σ denote the generating polynomials of the method (see [32] ).
As shown in [33] , FLMMs ( [8, 32] ) can be equivalently reformulated as Eq. (39) with weights ω j obtained as the coefficients in the FPS of the fractional-order power of the generating function (see [8] ):
Methods of this kind, named as FLMMs, when applied to (36) we will have Eq.
(39) where weights are given in (41).
The second order FBDF
The n-step backward differentiation formulas is the implicit linear multistep formula with β 0 = β 1 = ... = β n−1 = 0 in (40). The second order BDF formulas for ODEs is given by
We take ρ(ξ) = 3ξ 2 − 4ξ + 1 and σ(ξ) = 2ξ 2 .
By using Eq. (41), we have
By means of Miller's recurrence ( [34] ), we can obtain
the weights of fractional backward differentiation formulas of second order (FBDF2)
will be as
Numerical method (FBDF2)
By using (9) and (10) in (36) at t = t j , we have
Grünwald approximation is as the following form ( [28] )
By using (43), we can rewrite
If we take
we obtain
Therefore FBDF2 is defined as
with weights ω 0 = 1,
Analysis of linear stability and consistency
In order to study consistency and linear stability of FBDF consider the linear test problem
The steady-state y = 0 of (49) is stable if and only if
Consistency of FBDF2
Theorem 2. The FBDF2 method is consistent of order 2.
(see [8] ).
Thus we have
For proof we have
Therefore, FBDF2 method is consistent of order 2.
Stability of FBDF2
Lemma 2. For weights of FBDF2 we have 1 − ε < ωn ωn−1 < 1 for n ≥ 4 and 0 < ε < Proof. The proof is by induction on n. The relation is true for n = 4.
3 is true. We will prove it for n. If ς n = α+1 n and n ≥ 4 then we have
By using (51), we can rewrite
from the above relation we obtain
Lemma 3. For weights of FBDF2 and 0 < α < 1 we have
Proof. We proof this Lemma by means of Lemma 1. Proof is by induction on n. The relation is true for j = 4. It is obvious that
Now suppose that ω j < 0 , j = 5, 6, ...n − 1. We can write
ωn−1 , since ω n−1 < 0 and by using Lemma 1, we have
Then ϑ > 0. Therefore, we have
By means of Lemma 1 :
Therefore, we have Proof. By using FBDF2 for (49), the matrix form of problem is the following
If λ < 0 then by means of Lemma's 2-3, coefficient matrix is strictly diagonally dominant. Therefore numerical solution of problem obtained by the FBDF2 will be unconditionally stable.
Stability regions of FBDF method
By using (16), the relation (49) can be written as
Let us y n = ξ n , we obtain the discrete stability polynomial
If we let ξ = e iθ , θ ∈ [0, 2π], we have
where weights are given in (17) . In figure 2 , we present stability regions (the grey areas) of the FBDF2 at α = 0.4, 0.6, 0.8, 1. In this figures we observe that, as α increases, the stability region of FBDF2 method decreases. Proof. Since FBDF2 is consistence of order 2 and stable by means of Theorem 4, therefore the present method is convergent of order 2.
Shifted Grünwald method
The Shifted Grünwald difference operators is as the following form
where p, q ∈ Z and ω (ζ)
Lemma 4. ( [36] ) Suppose that 1 < ζ ≤ 2, then the coefficients ω
(56)
+∞ u and their Fourier transforms belong to L 1 (R) and define the weighted and shifted
then we have
where p and q are integers and p = q.
If for well defined function u(x) on the bounded interval [a, b], we have u(a) = 0 or u(b) = 0, the function u(x) can be zero extended for x < a or x > b. Therefore the left and right Riemann-Liouville fractional derivatives of u(x) at each point x can be approximated by the WSGD operators with second order accuracy
2(p−q) . For 1 < ζ ≤ 2, if we take (p, q) = (1, 0), therefore Eq (59) on the domain [0, L], will be as the following form
Lemma 5. ( [36] ) Suppose that 1 < ζ ≤ 2, then the coefficients ϑ
(62)
Numerical method for the RFADE with delay
In this section, we approximate the Riesz space fractional derivative and derive the Crank-Nicolson scheme of the equation. We partition the interval We consider Eq (1) and Suppose u(
. Therefore, we have
we take
Therefore, Eq. (63) can be written as
where hold.
Stability of method
Proof. We have
where η α > 0 for 0 < α < 1 and η β < 0 for 1 < β ≤ 2. According to Lemma 3,
Therefore, D i,j < 0 when j > i + 1 or j < i − 1. According to the Lemmas 3 and 5, we have ̟
Since η α > 0 and η β < 0, then
For a given i, we can write
Therefore, D i,j < 0 when j > i + 1 or j < i − 1. Then relation (67) is valid for 5 8 < α < 1, 1 < β < 2. Such that matrix D is strictly diagonally dominant matrix.
Proof. The matrix D by using Eq. 65 is clearly symmetric. Let η 0 be one eigenvalue of the matrix D. By using the ([38]), we can write
by using Theorem 7, we have
thus D is positive definite.
Theorem 8. The numerical method (66) for h < (−
is unconditionally stable.
Proof. Let U j be the numerical solution and u j be the exact solution. Since the matrix (I + D) is invertible, then if we take
By using Lemma 6, we have
Such that numerical method (66) is conditionally stable.
Convergence of method
In this subsection, we study the local truncation error of method, Therefore we can write
Thus the local truncation error of (66), will be as the following form
Theorem 9. Let U j be the numerical solution and u j be the exact solution of
where C denotes a positive constant.
Let e j i = U j i − u j i and by using (71) and (72), we have
We can write
Let we take
We can rewrite
with iterating and by using initial condition of main problem, we have
By Lemma 6, we can write
Test examples
In this section, some examples are given to demonstrate the applicability and accuracy of the presented numerical method.
Example 1. We consider the following Riesz space fractional advectiondispersion equation with delay (RFADED)
where 0 < γ < 1, 0 < α < 1, 1 < β ≤ 2 and
where E .,. (.) is Mittag-Leffler function (11) . Its exact solution is u(x, t) =
Some numerical results are reported at Tables 1-3 .
Example 2. We consider the following RFADED ∂u(x, t) ∂t
).
Its exact solution is
Some numerical results are reported at Tables 4-6.
Conclusion
In this paper, the numerical schemes are proposed for Riemann-Liouville derivatives (and Riesz derivatives) by fractional backward differential formulas method of second order for 0 < α < 1 by using shifted Grünwald method The numerical approximation and exact solution by the presented method for example 1, for α = 0.1, γ = 0.7, β = 1.9, when T = 1. 
