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1. Introduction
The symmetric eigenvalue problem is a well studied topic in numerical linear algebra. When
the original matrix is an n × n symmetric matrix, very often an orthogonal transformation into
a similar tridiagonal one is applied because each iteration step of the QR algorithm applied to a
tridiagonal matrix requires only O(n) operations compared to O(n3) for a dense matrix (see, for
example, [6,12]).
In [15], an orthogonal similarity reduction is presented that reduces any symmetric matrix
into a diagonal-plus-semiseparable (from now on denoted by DPSS) one with free choice of the
diagonal. This transformation has the same order of computational complexity as the reduction
into tridiagonal form, only the second highest order term is a little bit larger. A good choice
of the diagonal however, can compensate this small delay when computing the eigenvalues and
eigenvectors afterwards.
Several algorithms are known for computing the eigendecomposition of symmetric DPSS
matrices, for example, in [3] and [11] divide and conquer techniques are used. The authors of
[2,5, and references therein] focus on QR algorithms and in [13] an implicit QR algorithm is
presented.
When the symmetric DPSS matrix is positive definite, also an LR algorithm, based on the
Cholesky decomposition, can be applied in order to compute the eigenvalues. Such a Cholesky
LR algorithm will be constructed in this paper.
Therefore, we show that the DPSS structure is preserved by the Cholesky decomposition
and the LR algorithm. As a shift, Laguerre’s shifts (also used for symmetric positive definite
tridiagonal matrices in [7]) are used because one has to be sure that the shifted matrix is positive
definite again. Exploiting the DPSS structure, one step of the Cholesky LR algorithm, including
the computation of the shift, has a computational cost of order O(n). Because two steps of the
LR algorithm are equivalent to one step of the QR algorithm (see, for example, [6]) there will be
convergence towards the eigenvalues.
In contrast to the QR algorithm with shifts where the eigenvalues are not computed in any
particular order, the eigenvalues in the LR algorithm are computed from the smallest to the
largest one. This makes it a very suitable algorithm for those applications where the smallest
eigenvalues are needed.
The paper is organized as follows. In §2 the basic concepts are explained. The preservation of the
DPSS structure under the Cholesky decomposition and the Cholesky LR algorithm is proven in §3.
Also explicit fast algorithms for the Cholesky decomposition and the LR algorithm are constructed.
In §4 a fast computation of Laguerre’s shifts is studied. §5 focuses on the implementation, while
numerical results are discussed in §6, followed by conclusions.
2. Preliminaries
In this section we recall the definition of DPSS matrices and the Givens-vector representation
that we will use. The idea of the LR algorithm based on the Cholesky decomposition is repeated
as well as Laguerre’s method.
Definition 2.1. An n × n matrix S is called a lower- (upper-)semiseparable matrix if every
submatrix that can be taken out of the lower (upper) triangular part of the matrix S, has rank
at most 1. If a matrix is lower- and upper-semiseparable, it is called a semiseparable matrix.
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The sum D + S of a diagonal matrix D and a semiseparable matrix S is called a diagonal-
plus-semiseparable matrix or shortly a DPSS matrix.
To represent a symmetric DPSS matrix, we use the Givens-vector representation based on a






, i = 1, . . . , n − 1,
and a diagonal d = [d1, . . . , dn]T (for more details, see, e.g., [14]).
D + S =
⎡
⎢⎢⎢⎢⎢⎣
c1f1 + d1 c2s1f1 · · · cn−1sn−2:1f1 sn−1:1f1






cn−1sn−2:1f1 cn−1sn−2:2f2 · · · cn−1fn−1 + dn−1 sn−1fn−1
sn−1:1f1 sn−1:2f2 · · · sn−1fn−1 fn + dn
⎤
⎥⎥⎥⎥⎥⎦ ,
where sa:b = sasa−1 · · · sb. We will denote D + S = diag(d) + Giv(c, s, f ).
The above representation of a DPSS matrix is not unique. One can see that the parame-
ters d1 and dn can be chosen arbitrarily. If we change dn into d˜n then we can change fn into
f˜n = fn + dn − d˜n. If we change d1 into d˜1, then one can check that by taking
f˜1 =
√
(c1f1 + d1 − d˜1)2 + s21f 21 ,
c˜1 = (c1f1 + d1 − d˜1)/f˜1,
s˜1 = s1f1/f˜1
we get the same matrix D + S. Most often, however, the diagonal d is known, so d1 and dn are
fixed.
Next we recall another important concept, the Cholesky LR algorithm.
Let A be a symmetric positive definite (from now on denoted by s.p.d.) matrix. Starting from
the matrix A0 = A, a Cholesky LR algorithm generates a sequence of similar matrices
Ak+1 = V −1k AkVk = V Tk Vk, k = 0, 1, . . . ,
where VkV Tk = Ak is the Cholesky decomposition of Ak with Vk a lower-triangular matrix. The
use of a shift at each step can speed up the convergence of the sequence Ak , k = 0, 1, . . ., towards
diagonal form.
When applying the Cholesky LR algorithm to a s.p.d. DPSS matrix D + S, the shift can be
included into the diagonal part and hence, when we are able to construct the Cholesky decompo-
sition VV T of an arbitrary s.p.d. DPSS matrix and the corresponding product V TV , we can apply
a step of the shifted Cholesky LR algorithm on a s.p.d. DPSS.
One important remark, however, is that the shift σ should be chosen such that D + S − σI is
still positive definite or in other words, the shift σ should be smaller than the smallest eigenvalue
of D + S. To fulfill this requirement, Laguerre’s shifts are used.
Let A be a s.p.d. n × n matrix with eigenvalues 0 < λn  λn−1  · · ·  λ1. Let f (λ) =
det(A − λI) be the characteristic polynomial of A. If x is an approximation for an eigenvalue of














(λi − x)2 =
f ′2(x) − f (x)f ′′(x)
f 2(x)
, (2.2)
then the next approximation x˜ by Laguerre’s method is given by the equation
x˜ = x + n
S1(x) +
√
(n − 1)(nS2(x) − S21 (x))
. (2.3)
Two important properties of Laguerre’s method are that if λn is a simple eigenvalue and if x < λn
then x < x˜ < λn and the convergence towards λn is cubic. For multiple eigenvalues the con-
vergence is linear. More details on Laguerre’s method and its properties can be found in, e.g.,
[16].
3. Cholesky decomposition
In this section we show that the DPSS structure is preserved by both the Cholesky decompo-
sition and the LR algorithm. Even better, if we use the Givens-vector representation, then we can
show that some vectors from the representation are invariant to the Cholesky decomposition and
the Cholesky LR algorithm. This enables us to produce a fast algorithm for the Cholesky LR step.
For part 1. of the next theorem see also Theorems 6.1 and 6.2 in [10] and Theorem 6.2 in [9].
Theorem 3.1. Let A be a symmetric positive definite diagonal-plus-semiseparable matrix in the
Givens-vector representation
A = Giv(c, s, f ) + diag(d).
1. If V is a lower triangular matrix such that A = VV T is the Cholesky decomposition of A,
then V can be represented in the Givens-vector representation as
V = tril(Giv(c, s, f˜ )) + diag(d˜).
2. If B = V TV, where V is the lower triangular Cholesky factor from 1. of A, then B is again a
symmetric positive definite diagonal-plus-semiseparable matrix with the same diagonal part
as the original matrix A:
B = Giv(cˆ, sˆ, fˆ ) + diag(d).
Proof. 1. We use induction. As we generate A from the top to the bottom, the following relation




aTk fk + dk
]
,







k ckfk + dk skfk
ska
T
k skfk fk+1 + dk+1
⎤
⎥⎥⎦ .








where Wk ∈ R(k−1)×(k−1) and vk ∈ Rk−1, is the Cholesky factor of Ak then one can see that the
































In the last step, when k = n − 1, one can also choose appropriate f˜n and d˜n for the right bottom ele-
ment of V . Hence, the Givens transformations from A appear in the Givens-vector representation
of the Cholesky factor V as well.
2. From 1. we know that A = VV T with V a nonsingular, lower-semiseparable and lower
triangular matrix. A is also a s.p.d. DPSS matrix, so A = D + S. Hence,
D + S = VV T.
This implies:
V TV = V T(D + S)V −T
= V TDV −T + V TSV −T
= D1 + S1.
The matrix D1 is an upper triangular matrix with the diagonal D as diagonal elements. All the
submatrices of the lower triangular part of S1 have rank at most 1. So, D1 + S1 can be rewritten
as
D1 + S1 = D + Sˆ,
where all the submatrices of the lower triangular part of Sˆ have rank at most 1. Because of
symmetry, also the submatrices of the upper triangular part of Sˆ have rank at most 1 and hence, Sˆ
is a semiseparable matrix. This finishes the proof that V TV = D + Sˆ is again a symmetric DPSS
matrix with the same diagonal part as the original matrix A. 
The fact that the Givens transformations used in A and in the Cholesky factor V are the same,
simplifies the computation of V . The same is true for the fact that the diagonal part of A is invariant
under the LR algorithm. This will be exploited now.
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cn−1sn−2:1f˜1 cn−1sn−2:2f˜2 · · · cn−1f˜n−1 + d˜n−1
sn−1:1f˜1 sn−1:2f˜2 · · · sn−1f˜n−1 f˜n + d˜n
⎤
⎥⎥⎥⎥⎥⎦ ,
where sa:b = sasa−1 · · · sb.
By comparing the elements of A and VV T we get equations for the vectors f˜ and d˜. As we
know all Givens rotations, it is enough to compare the elements on the diagonal and the main
subdiagonal. Hence, we get the following equations:
ckfk + dk =
k−1∑
j=1




ckck+1sk(sk−1 · · · sj f˜j )2 + ck+1skf˜k(ckf˜k + d˜k), k = 1, . . . , n − 1,
(3.2)




(sk−1sk−2 · · · sj f˜j )2,
then we can write (3.1) and (3.2) as
ckfk + dk = c2kqk + (ckf˜k + d˜k)2, k = 1, . . . , n, (3.3)
ck+1skfk = ckck+1skqk + ck+1skf˜k(ckf˜k + d˜k), k = 1, . . . , n − 1. (3.4)
The solution of (3.3) and (3.4) for f˜k and d˜k is
f˜k = fk − ckqk√
dk + ck(fk − ckqk) , k = 1, . . . , n, (3.5)
d˜k = dk√
dk + ck(fk − ckqk) , k = 1, . . . , n, (3.6)
where we assume that cn = 1 and q1 = 0.
For later use, let us define the common factors in the numerator and the denominator of (3.5)
and (3.6) as follows:




One can see from (3.1) that yk is in fact the diagonal element of V because
ckf˜k + d˜k =
√
dk + ck(fk − ckqk) =
√
dk + ckzk = yk. (3.7)
As in the standard Cholesky algorithm, a negative or zero value under the square root appears
if A is not positive definite, so this is a way to check whether A is positive definite or not.
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Let us remark that f˜n and d˜n are not uniquely determined. We choose the values (3.5) and (3.6)
because of consistency.
From the above equations we can obtain an algorithm that computes the Cholesky factorization
of a s.p.d. DPSS matrix in 11n + O(1) flops.
Algorithm 3.2. An algorithm for the Cholesky decomposition VV T = A of a s.p.d. DPSS matrix
A = Giv(c, s, f ) + diag(d). The result are vectors f˜ and d˜ such that V = tril(Giv(c, s, f˜ )) +
diag(d˜). In the algorithm we assume that cn = 1.
function [f˜ , d˜] = Cholesky(c, s, f , d)
cn = 1
q1 = 0
for k = 1, . . . , n
zk = fk − ck · qk
yk = √dk + ck · zk
f˜k = zk/yk
d˜k = dk/yk
qk+1 = s2k (qk + f˜ 2k )
Next we study how to construct the product V TV in an efficient way. The product B = V TV is
again a s.p.d. DPSS matrix. A short calculation shows that the diagonal and subdiagonal elements
of B are equal to
bkk = (ckf˜k + d˜k)2 + (skf˜k)2, (3.8)
bjk = sksk+1 · · · sj−1f˜k(f˜j + cj d˜j ), (3.9)
where k = 1, . . . , n, j > k, and we assume that cn = 1 which implies that sn = 0. Let us denote







and (3.9) it follows that
sˆ2k fˆ
2





(sksk+1 · · · sj−1)2(f˜j + cj d˜j )2.
For pk , k = n − 1, . . . , 1, we can apply the recursion
pk = s2k
(
pk+1 + (f˜k+1 + ck+1d˜k+1)2
)
that starts with pn = 0.
From (3.8) we obtain
cˆkfˆk = (ckf˜k + d˜k)2 + (skf˜k)2 − dk. (3.11)
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By applying the relation (3.7) we simplify (3.11) into
cˆkfˆk = ckzk + (skf˜k)2 (3.12)
and reduce the possibility of cancellation. From (3.10) and (3.12) we can compute the vectors
cˆ, sˆ, and fˆ .
Algorithm 3.3. An algorithm for the product B = V TV , where V = tril(Giv(c, s, f˜ ))+ diag(d˜)
is the lower triangular Cholesky factor of a s.p.d. DPSS matrix A = Giv(c, s, f ) + diag(d). The
vector z was already computed in Algorithm 3.2. The result are vectors cˆ, sˆ, and fˆ such that
B = Giv(cˆ, sˆ, fˆ ) + diag(d).
function [cˆ, sˆ, fˆ ] = VTV(c, s, f˜ , z)
cn = 1
fˆn = (f˜n + d˜n)2 − dn
pn = 0
for k = n − 1, . . . , 2, 1
pk = s2k (pk+1 + (f˜k+1 + ck+1d˜k+1)2)
[cˆk , sˆk ,fˆk] = Givens(ckzk + s2k f˜ 2k , f˜k
√
pk)














A stable implementation that guards against overflow requires 7 flops (see, for example, [6]). Note
that some quantities such as f˜ 2k and s
2
k already appear in Algorithm 3.2, so we have to compute
them only once. As a result an efficient implementation of Algorithm 3.3 requires 16n + O(1)flops
and one step of the Cholesky LR algorithm without shifts can be performed in 27n + O(1) flops.
Let us remark that in Algorithm 3.3 we do not care about the sign of sˆk as the eigenvalues are
invariant to the sign of sˆk , k = 1, . . . , n − 1.
4. Computation of Laguerre’s shift












(λi − σ)2 = tr((A − σI)
−2).
So, if A − σI = VV T is the Cholesky decomposition of the s.p.d. DPSS matrix A − σI and
W = V −1, then
S1(σ ) = tr(WTW) = ‖W‖2F
and
S2(σ ) = tr(WTWWTW) = tr(WWTWWT) = ‖WWT‖2F .
The aim is to compute S1 and S2 in a stable and efficient way.
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Let us assume that W = tril(Giv(c¯, s¯, f¯ )) + diag(d¯). We will later show that the algorithm
derived under the above assumption is correct also when W is not DPSS. One can check that W
is not DPSS when d˜i = 0 for some i = 2, . . . , n − 1.
In the next lemmas and remark, we will show that S1 and S2 can be computed in an efficient
way.











where we assume that cn = 1.










It follows from the structure of A that akk = ckfk + dk and
n∑
j=k+1
a2jk = s2k f 2k . 
Based on Lemma 4.1, we can derive the following expressions for S1 and S2:
Lemma 4.2. If W = tril(Giv(c¯, s¯, f¯ )) + diag(d¯) is a lower nonsingular triangular matrix, such
















where we assume that c¯n = 1.
Proof. WWT is a s.p.d. DPSS matrix. As a consequence of point 1. of Theorem 3.1, the Givens
transformations of the representation of W are preserved in the product WWT. Hence, there exist





for k = 1, . . . , n − 1,
c¯kxk + yk = (WWT)k,k for k = 1, . . . , n
finishes the proof. 
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Remark 4.3. The formula (4.1) of Lemma 4.2 can be generalized such that the condition c¯k /= 0
for k = 2, . . . , n − 1 is no longer required. If we denote by t (k) the smallest index j , j > k, such












Since c¯n = 1, we always have k < t(k)  n and (4.3) is well defined.
In addition to d˜i /= 0 for k = 1, . . . , n, such that W is a DPSS, let us assume from now on also
that ck /= 0 for k = 2, . . . , n − 1 in the Cholesky factor V . Under these assumptions it follows
from Lemma 4.2 that only the Givens transformations of W and the diagonal and subdiagonal
elements of WWT are required for computing S1 and S2.





s¯k−1 · · · s¯i f¯i
)2 + (c¯kf¯k + d¯k)2
and




s¯k−1 · · · s¯i f¯i
)2 + c¯k+1s¯kf¯k(c¯kf¯k + d¯k).
Because V is a lower triangular matrix and W = V −1, the diagonal and subdiagonal elements of
W are of the form:
wkk = c¯kf¯k + d¯k = y−1k , k = 1, . . . , n, (4.4)
wk+1,k = c¯k+1s¯kf¯k = −ck+1skf˜k
ykyk+1
, k = 1, . . . , n − 1, (4.5)
where yk = ckf˜k + d˜k is the diagonal element of V computed in Algorithm 3.2.
If we define rk = ∑k−1i=1 (s¯k−1 · · · s¯i f¯i )2 then we can write




= c¯k s¯krk + s¯kf¯k
yk
.
For rk , k = 1, . . . , n, we use the recursion rk+1 = s¯2k rk + s¯2k f¯ 2k that starts with r1 = 0.
From the relations (4.4) and (4.5) it follows that in order to compute the diagonal and the
subdiagonal elements of WWT, it is enough to know the Givens rotations and the diagonal and
the subdiagonal elements of W .
The following lemma, which follows from the results in [4], helps us to compute the necessary
elements of W .
Lemma 4.4. Let V = tril(Giv(c, s, f˜ )) + diag(d˜) be a nonsingular lower triangular matrix such
that d˜i /= 0 for i = 1, . . . , n. Then W = V −1 can be represented in the Givens-vector represen-
tation as W = tril(Giv(c¯, s¯, f¯ )) +diag(d¯), where d¯i = d˜−1i for i = 1, . . . , n.
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Hence, the diagonal elements of W can be written as
wkk = c¯kf¯k + d˜−1k = y−1k , k = 1, . . . , n. (4.6)





s¯kf¯k = − ck+1skf˜k
c¯k+1ykyk+1
, (4.7)












Again, for k = n − 1 we assume that cn = c¯n = 1. One can see by induction that c¯k /= 0 for
k = n − 1, . . . , 2 because we assumed that ck = 0 for k = 2, . . . , n − 1 and yk+1 = 0 would
contradict the fact that A is s.p.d.
Now we can write an algorithm for the computation of ‖WWT‖2F and ‖W‖2F . In the algorithm
ξk denotes (WWT)k+1,k/c¯k+1 and ωk denotes the diagonal element (WWT)kk . These are the
values that appear in Eqs. (4.1) and (4.2) for S1 and S2. We use βk for the intermediate result
(4.7). A careful implementation of the algorithm, where the values that appear in Algorithms 3.2
and 3.3 are computed only once, requires 31n + O(1) flops.
Algorithm 4.5. An algorithm that computes S1 = ‖W‖2F and S2 = ‖WWT‖2F , where W = V −1
and V = tril(Giv(c, s, f˜ )) + diag(d˜) is the Cholesky factor of a s.p.d. DPSS matrix A =
Giv(c, s, f ) + diag(d), and y = diag(V ). In the algorithm we assume ck /= 0 for k = 2, . . . ,
n − 1 and cn = c¯n = 1.
function [S1, S2] = invtrace(c, s, f˜ , d˜, y)
cn = c¯n = 1
for k = n − 1, . . . , 2, 1:
[c¯k , s¯k] = Givens(ckc¯k+1yk+1, ck+1skd˜k)
r1 = 0; S1 = 0; S2 = 0
for k = 1, . . . , n − 1
βk = −ck+1skf˜k/(c¯k+1ykyk+1)
ωk = c¯2krk + y−2k
ξk = c¯k s¯krk + βk/yk
rk+1 = s¯2k rk + β2k
S1 = S1 + ωk
S2 = S2 + ω2k + 2ξ2k
ωn = rn + y−2n
S1 = S1 + ωn
S2 = S2 + ω2n
What remains to be considered is the case that W is not a DPSS matrix. If d˜k = 0 for some
k = 2, . . . , n − 1 then W has a zero block W(k + 1 : n, 1 : k − 1), see, e.g., [8, Lemma 2.5] and
it is not a DPSS matrix anymore. However, Algorithm 4.5, that was derived under the assumption
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that W is a DPSS matrix, returns correct values for ‖W‖2F and ‖WWT‖2F in such case as well.
There are no divisions by d˜k in the algorithm that could cause problems. We only use d˜k to
compute yk . If we change d˜k in V then one can see that as long as V is nonsingular, ‖W‖2F
and ‖WWT‖2F are continuous functions of d˜k . So, the algorithm is correct also in the limit when
d˜k = 0.
Another restriction in Algorithm 4.5 is the assumption ck /= 0 for k = 2, . . . , n − 1. When this
assumption is not valid, we can still compute S1 and S2 if we apply formula (4.3) from Remark
4.3. One can see that in the kth column of W we need the elements wkk and wt(k),k . Because
wjk = 0 for k < j < t(k), Laguerre’s shift can still be computed in O(n) flops.
5. Implementation
In this section we discuss some details on the implementation of the algorithm presented in the
previous sections. The software can be downloaded freely at: http://www-lp.fmf.uni-lj.si/plest-
enjak/papers.htm.
First we discuss how to deflate. If |sk| is small enough for some k = 1, . . . , n − 1, then we
decouple the problem into two smaller problems with matrices A(1 : k, 1 : k) and A(k + 1 :
n, k + 1 : n). In the special case when |sn−1| is small enough, we takefn + dn as an approximation
of an eigenvalue of A and continue with vectors c(1 : n − 2), s(1 : n − 2), f (1 : n − 1), and
d(1 : n − 1). As initial shift for the smaller problem we take fn + dn.
Another important problem that can appear during the implementation is the shift. If a shift in
the QR algorithm is by chance an exact eigenvalue then we can immediately extract this eigenvalue
and continue with the smaller problem. This is not true in the Cholesky LR algorithm where shifts
σk have to be strictly below the smallest eigenvalue λn, otherwise the Cholesky factorization
does not exist. Without the Cholesky factorization we can not compute Ak+1 = V −1k AkVk and
deflate.
The computation of Laguerre’s shift requires more than half of the operations in one step of the
Cholesky LR algorithm. We can save work by using the same shift once the shift improvement is
small enough.
The eigenvalues should be computed from the smallest to the largest one, however, it might
happen that |sn−1| is so small that we deflate, and the extracted eigenvalue is not the smallest
one. This causes a problem in the next phase as we use the extracted eigenvalue as initial shift
and this shift is too large. A solution for this problem is to set shift to zero after two unsuccessful
Cholesky factorizations.
At the end of §4 we proposed a modification of Algorithm 4.5 that handles the case ck = 0 for
some k = 2, . . . , n − 1. Without this modification we get zero divided by zero in such a situation.
In practice we can implement a simpler solution. If we perturb ck into 10−20 whenever ck = 0
then a small ck results in a small c¯k . These two quantities avoid the zero divided by zero problem
in Algorithm 4.5 and we end up with accurate results.
6. Numerical results
The following numerical results were obtained on a Pentium4 2.6 GHz Windows XP operating
system using Visual Fortran 6.6 compiler. We compared a FORTRAN 77 implementation of the
Cholesky LR algorithm with the LAPACK [1] routine DSTERF (square-root free QR algorithm)
combined with DSYTRD (tridiagonal reduction). For the numerical examples in this section
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Table 1
Comparison of the Cholesky LR method and LAPACK’s DSYTRD and DSTERF on matrices (6.1) of sizes
n = 100, 200, 400, and 800
n Cholesky LR LAPACK
t Steps Error t (DSYTRD) t (DSTERF) Error
100 0.00 592 5.4 × 10−14 0.00 0.00 1.3 × 10−13
200 0.01 1170 3.7 × 10−13 0.02 0.00 3.2 × 10−12
400 0.23 2320 8.2 × 10−13 0.14 0.02 1.5 × 10−12
800 0.92 4557 3.5 × 10−12 0.98 0.06 3.1 × 10−11
The columns are: t : running time in seconds; steps: number of LR steps; error: the maximum relative error of the com-
puted eigenvalues.
the cutoff criterion for the Cholesky LR is 10−14. With the maximum relative error we denote
max1in
|λi−λ˜i ||λi | , where λ1, . . . , λn are the exact eigenvalues of the test matrix and λ˜1, . . . , λ˜n
the computed ones.
Example 6.1. In our numerical experiment we use DPSS matrices of the form
A = diag(0, . . . , n − 1) + 0.1eeT, (6.1)
where e = [1 · · · 1]T. One can see that one Givens-vector representation of A is
f = [n1/2(n − 1)1/2 · · · 1]T,











2 · · · 2−1/2
]T
,
d = [0 1 · · · n − 1]T.
The exact eigenvalues of A are computed in Mathematica using variable precision. They are
approximately uniformly distributed in the interval (0, n).
The results in Table 1 show that the accuracy of the Cholesky LR method is competitive with
LAPACK. As there are no special methods in LAPACK for DPSS matrices we treat them as
general symmetric matrices. This results in the overall complexity of order O(n3) where majority
of the work is done in the reduction to a tridiagonal form. The Cholesky LR method is more
efficient as it exploits the DPSS structure and has the complexity of order O(n2).
7. Conclusions
We have presented a version of the Cholesky LR algorithm that exploits the structure of positive
definite DPSS matrices. The method is particularly efficient when only a couple of the smallest
eigenvalues are required.
We propose to combine the method with Laguerre’s shifts. Almost half of the computational
time is used to compute Laguerre’s shifts and the algorithm could be improved by using a different
shift strategy.
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The method can also be compared to the implicit QR for DPSS matrices [13]. Some numerical
results in Matlab show that the methods are competitive considering their numerical accuracy,
but as long as there is no Fortran implementation of the QR algorithm for DPSS matrices, timing
comparisons are meaningless.
The proposed method combined with the reduction to DPSS matrices [15] can also be applied
to a general s.p.d. matrix.
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