Summary. We consider the numerical solution of systems of nonlinear two point boundary value problems by Galerkin's method. An initial solution is computed with piecewise linear approximating functions and this is then improved by using higher-order piecewise polynomials to compute defect corrections. This technique, including numerical integration, is justified by typical Galerkin arguments and properties of piecewise polynomials rather than the traditional asymptotic error expansions of finite difference methods.
Introduction
Suppose that one uses a low accuracy (finite difference or finite element) approximation and a relatively coarse mesh to produce a numerical solution for a differential equation. If a more accurate solution is then desired one has the choice between using a finer mesh or a more accurate approximation. The former leads to larger sets of simultaneous equations to solve while the latter leads to more complexity and a larger band-width. The idea behind deferred or defect correction is to keep this complexity on the right-hand side of one's simultaneous equations and only to solve systems with the original simple matrix. In the rest of this section we use a simple problem to introduce the basic idea and the difference between deferred and defect correction. A detailed account of defect correction procedures and applications is given in [14] and we particularly recommend the introductory paper by B6hmer et al. [15] .
Deferred correction methods have become a very popular way of obtaining high accuracy approximations to smooth solutions of two point boundary value problems. The fundamental idea, as introduced by Fox in [5] and developed in particular by Pereyra (e.g. [7, 8, 11] ), can be seen by considering the single linear second-order problem
A basic approximation may be obtained by placing a uniform mesh over [a, b] , i.e. h = (b-a)/N and xj = a +jh j = 0 ..... N, and replacing the derivatives at internal mesh points by simple finite difference formulae. Thus the (N+ 1)-vector yh is obtained by solving
The error in this basic solution is proportional to h 2, assuming sufficient smoothness on y, but more accurate solutions may be obtained by noticing that will satisfy
The stability of L h then shows that g h is an O(h 4) approximation to y. The process may be repeated by using difference operators D~ to approximate the differential operators Tk and eventually an O(h 2p) approximation to y is possible. This accuracy is attained while working on the same mesh and solving systems of linear equations with the same coefficient matrix, based on L h, but with different right-hand sides. Of course the key theoretical problem is to show that yh can be used to approximate Tly to O(h2), and similarly for the higher-order Tk, and this is usually achieved by showing that y_yh satisfies an asymptotic expansion: i.e. where the e k are formed by nodal values of smooth functions ek(X). In practice the asymptotic error expansions are not needed but it is still necessary to construct the difference operators D~. On the other hand defect correction [3, 9, 12, 13 ] relies on establishing the theoretical result that the error y-yn is smooth, i.e., not only are the point
