• A systematic soft sensor modeling method based on GPR and PCA is proposed • The variance of the predicted output was designed on the output uncertainty of the GPR model • Practical applications show the superiority of the proposed soft sensor method
measurements of important biological parameters. Thus, people usually rely on past experience to operate microbial fermentation process. This situation increases costs of production and operation in the fermentation industry. In order to achieve effective monitoring and control of the fermentation process, on-line measurement problems of the key parameters, such as biomass concentration, etc., should be resolved [1] .
Recently, the soft sensor technique has seen wide applications in bioprocesses. Compared to traditional measurement methods, it is an innovative detection method developed to estimate unmeasurable variables or difficult-to-measure variables through online and measurable secondary variables. Some typical methods have been recognized to have strong potential in bioprocesses, such as mechanism models [2] , adaptive observers [3] , PLS (partial least squares) [4] , filtering techniques (e.g., Kalman filter, extended Kalman filter, etc.) [5, 6] . In addition, data-driven methods have been also widely investigated in the field of microbial fermentation, e.g., SVM (support vector machine) [7] [8] [9] [10] and ANN (artificial neural network) [11] [12] [13] . The root mean square error (RMSE) is usually used as a measure to evaluate soft sensors [10] . According to the measurement principle, measurements are meaningless without precision information (uncertainty). For measuring instruments, the uncertainty of measurements is easy to be estimated by the precision of instruments. However, for the above-mentioned soft sensors, the uncertainty of outputs is difficult to determine. This is an obvious drawback of existing soft sensor methods.
Gaussian process regression (GPR) is nonparametric and flexible, meaning that the complexity of the model grows as more data points are received and predictions can be obtained without giving the unknown function y(x) an explicit parameterization. As a Bayesian probabilistic model, GPR is able to model the uncertainty inherent in noisy data, and give full probabilistic predictions or error bars. They naturally grow in regions away from training data where there is high uncertainty about the prediction model. The Gaussian process was first used by O'Hagan [14] as an alternative approach to the artificial neural network approach. Williams and Rasmussen [15] first described GPR in a machine learning context. With new knowledge in machine learning, Gaussian process has recently seen explosive growth. However, only a limited number of soft sensing applications based on GPR have been reported [16] [17] [18] [19] .
Modern industry processes are always loaded with many sensors. It is well known that it is not generally possible to use all available sensor variables as soft sensor inputs, because measurement redundancy generally makes the calibration of the regression model troublesome. The satisfactory performance of soft sensors is likely to be achieved if only those sensor variables, named secondary variables, that are most sensitive to the primary variables are employed. Several methods were proposed to select best variables. Simple statistical analyses have been conducted for process variables to identify a subset of measurements for use in the soft sensors [20] . Ma et al. used a conventional stepwise variable selection method to develop a soft sensor [21] . Alternative Methods on principal component analysis (PCA) [22] and singular value decomposition (SVD) [23] were also investigated. For the effectiveness and simplicity, the PCA based method was widely used in the field of soft sensor modeling to select secondary variables [22, 24] .
To the best of authors' knowledge, little information in literature has been devoted to soft sensor development based on GPR combined PCA. In this paper, a systematic soft sensor modeling approach using GPR and PCA for the Erythromycin fermentation process was presented. The focus of this method was modeling the uncertainty using GPR in bioprocesses. To simplify the complexity of the GPR based soft sensor, the PCA-based variable selection method was used to select input variables of the soft sensor. Finally, the proposed soft sensor was evaluated on industrial data from an actual Erythromycin fermentation process.
MATERIAL AND METHODS

Erythromycin fermentation process
Erythromycin is a macrolide antibiotic. In terms of structure, this macrocyclic compound contains a 14-membered lactone ring with ten asymmetric centers and two sugars (L-cladinose and D-desosamine), making it a compound very difficult to produce via synthetic methods. Erythromycin is produced from a strain of the actinomycete Saccharopolyspora erythraea [25] . The flow chart of fermentation reaction is shown in Figure 1 . Also, the simplified structure and parameters of reactor are shown in Figure 2 .
Generally, the process parameters of microbial fermentation processes include physical parameters, chemical parameters and biological parameters. Physical parameters typically include temperature (T) and pressure (P) of the fermenter, air flow (F A ), flow of cooling water (F W ), water temperatures of the inlet and the outlet (T 1 , T 2 ), rotate speed of the stirring motor (RMP), etc. Chemical parameters include pH, dissolved oxygen content (DO), etc. The physical and chemical parameters can be automatically measured by instruments. However, biological parameters, such as cell concentration, metabolite concentration, substrate concentration and growing rate of the cell, etc., cannot be measured by sophisticated real-time measuring instruments. Therefore, soft sensors were proposed to estimate biological parameters in bioprocesses.
For an erythromycin fermentation process, biomass concentration plays a decisive role in the final product (erythromycin) concentration. Thus, the primary way of ensuring product quality of Erythromycin is to control biomass concentration, which can be affected by many process factors. In this process, secondary variables can be determined by statistical methods on process variables including time, dissolved oxygen, pH, dextrin flow, soybean oil flow, isopropanol flow, water flow, volume of dextrin, volume of soybean, volume of isopropanol, volume of water, temperature, air pressure, stirring speed, air flow, etc. The microbial growth curve is nonlinear and can be divided into four different phases: A) lag phase, B) log phase or exponential phase, C) stationary phase, and D) death phase. This basic batch culture growth model draws out and emphasizes aspects of microbial growth, which may differ from the growth of any other creatures. In fact, even in batch culture, the four phases are not always well defined. Cells do not reproduce in synchrony and their growth rate during exponential phase is often not a constant, instead of a slowly decaying rate [26] , so it is difficult to accurately predict the growth of microorganisms, especially during the exponential phase.
Data acquisition
During this research, training and test data sets were collected from Zhenjiang Medicine Co., Ltd, China. The whole Erythromycin fermentation process lasted about seven days. In this work, 180 group points have been collected by physical sensors during each batch fermentation process, and the biomass concentration was obtained by off-line laboratory analysis every hour synchronously. Nine batches ran under similar environment and initial conditions. The sample data set was divided into two parts: training set and test set. The batches 1-6 were used as training data sets, and another batches were used as test data sets. Fourteen process variables were measured in the process besides the time variable. The curves of all process variables are shown in Figure 3 . The legend numbers 1-9 denote the 1 st to the 9 th batch fermentation process. The subfigures a-n represent different process variables.
Gaussian Process Regression (GPR)
In this section, the basic GPR method [27, 28] is introduced.
Suppose a training set: where ∈ n i x R denotes the n-dimensional input (observation) vector, ∈ i y R denotes a scalar output or target, and l is the number of training samples. The task of a common regression is to estimate the conditional expectation of the dependent variable given the independent variables, i.e., learning the mapping relationship between input x and output y in terms of training set, and predict the most likely value of the test data * x . A Gaussian process is commonly specified by its mean and covariance function. To make calculation easy, we generally set a zero mean GP model on the function variables as:
For the regression problems, considering the following model:
where ε is the noise, and σ 2 n is the variance of the noise. In this paper, considering fermentation is a highly complex process and is susceptible to interference, we should add the noise to the prior (i.e., observed value), such that:
where
i j K X X k x x is a symmetric and nonnegative definite covariance matrix, I is the × n n dimensional identity matrix. Then we can write the joint distribution of the observed target values and the function values at the test point under the prior as: 
Obviously, the predicted mean and variance of the test point * x can be respectively written as Eq. (7) and Eq. (8) .
The covariance function is the crucial ingredient in a Gaussian process predictor, as it encodes our assumptions about the function which we want to get [27] . To be a valid covariance function, it must be positive semidefinite. There are some covariance functions that can be used. A suitable covariance function is: The test value can be predicted if the covariance function had been given. However, the property of the GP model cannot be guaranteed if the parameters of covariance function have not been optimized. The GPR is in the framework of Bayesian rule [27, 28] . Thus, the marginal likelihood function of Bayesian formalism, typically negative log marginal likelihood function, was chosen as an optimization objective function of hyperparameters, which can be written as:
Then the optimized hyperparameters can be obtained by solving the partial derivatives of the marginal likelihood function as:
Then, by making the partial derivatives be equal to zero, the optimal solution of hyperparameters can be obtained.
RESULTS AND DISCUSSION
Results of data processing
The correspondence between labels and process variables is shown in Table 1 . x , i represents the dimension of data. Another advantage of the normalization method is to effectively reduce numerical difficulties during the calculation. Furthermore, we employed the PCA method to reduce the dimensions (see in [29] , concrete methods see in [30] ). The results of PCA are shown in Table 2 . Table 2 shows that the first five principal components (PCs) accounted for 93.73% cumulative contribution, after adding the sixth one, which reaches 96.13%. Hence, the first six PCs were selected to ensure the cumulative contribution rate higher than 95%.
The PCs, also called latent variables, can be used to model processes. However, the PCs have no obvious physical meaning. The PCs represent the most sensitive directions to the primary variable. The cumulative contribution rate of the first six PCs was over 95%, so the portfolio coefficients of only the first 6 PCs are given in Table 3 . The coefficients can be interpreted as measures of the contribution of variables to the PCs. To reduce the dimensions of input variables, a specific approach was used to select the variables with the greatest contribution to the high sensitive PCs as inputs of soft sensors: the coefficient with the largest absolute value corresponding process variable in every PC is selected as a secondary variable.
Then, in Table 3 , process variables 8, 4, 4, 2, 11 and 3, corresponding to the V 1 to V 6 respectively, were selected as secondary variables. Finally, process variable 2, 3, 4, 8 and 11 were determined as input variables of a soft sensor those denote dissolved oxygen, pH, dextrin flow, volume of dextrin and volume of water. The output variable is biomass concentration.
Results of the GPR soft sensor
The proposed GPR soft sensor was built on training data set after variable selection. Then, process data of three batches was used as test data set to evaluate the proposed GPR soft sensor. Figure 4 shows the test results. Figure 4a -c gives the output dynamics of the GPR soft sensor and true data synchronously. The predictions are expressed as mean (solid line) with 2*std (std, standard deviation) error bars (dotted To investigate the output uncertainty of the GPR soft sensor with different conditions, we set an abnormal condition in batch 9. We assumed that the DO sensor in batch 9 was abnormal ( Figure 5 ). Figure 6 shows the output of the GPR soft sensor with the abnormal DO sensor. Figure 4 shows that the predicted microbial growth (output, i.e., mean curves of the GPR soft sensor) approximately fits the microbial growth curve. The predicted biomass concentration curves, shown in Figure 4a -c, can also be divided into four stages: lag phase (in the beginning, though it is not obvious), log phase (during 10 th -50 th h), stationary phase (during 50 th -150 th h), and death phase (after the 150 th h). We can find that the predicted area of uncertainty, between the mean ±2std curves, in the log phase is bigger than that in other phases. That can be interpreted by fermentation mechanisms. Actually, biomass varies greatly and is with high uncertainty in the exponential phase. We can also found that only a few true measured points were out of the range of the area of uncertainty (see Figure 4a) . This shows the predicted uncertainty reflects well the distribution of outputs. Therefore, we can conclude that the GPR soft sensor is suitable to model the uncertainty in fermentation processes for its probabilistic characteristic.
Discussions
The performance of the GPR soft sensor with an abnormal condition was also investigated. As Figure 6 shows, when the DO sensor is abnormal, uncertainty output of the soft sensor is significantly greater than that in Figure 4c . That shows the uncertainty is sensitive to the distribution of input variables. The main reason is that the output uncertainty (i.e., prediction distribution) of a GPR model depends on the distribution of input variables [27] . From the view of soft sensor maintenance, the uncertainty output can be used to design indexes of abnormal instruments or process states.
CONCLUSION
Microbial fermentation process is complex and nonlinear. The growth rates of microorganisms in different phases vary greatly, resulting in significant biomass concentration changes. For fermentation processes, dramatic changes usually exist in the exponential phase. Considering the uncertainty of microorganism growth, GPR combined PCA were used to build a soft sensor to measure biomass concentration on line in Erythromycin fermentation process. The proposed soft sensor not only gives the predicted values of biomass, but also gives the uncertainty of outputs synchronously. The adequate performance of the proposed soft sensor of modeling the uncertainty of estimates was evaluated with data obtained off-line of an industrial Erythromycin fermentation process. The output uncertainty can be regarded as measurement precision. Moreover, it is a useful reliability index of soft sensor or process condition in real applications.
