Abstract-Image/video matting is one of the key operations in many image/video editing applications. Although previous methods can generate high-quality matting results, their high computational cost in processing high-resolution image and video data often limits their usability. In this paper, we present a unified acceleration method for closed-form image and video matting using a hierarchical data structure, which achieves an excellent compromise between quality and speed. We first apply a Gaussian KD tree to adaptively cluster the input high-dimensional image and video feature space into a low-dimensional feature space. Then, we solve the affinity-weighted Laplacian alpha matting in the reduced feature space. The final matting results are derived using detail-aware alpha interpolation. Our algorithm can be fully parallelized by exploiting advanced graphics hardware, which can further accelerate the matting computation. Our method accelerates existing methods by at least an order of magnitude with good quality, and also greatly reduces the memory consumption. This acceleration strategy is also extended to support other affinity-based matting approaches, which makes it a more general accelerating framework for a variety of matting methods. Finally, we apply the presented method to accelerate image and video dehazing, and image shadow detection and removal.
I. Introduction
M ATTING aims at accurately extracting foreground objects from input image or video, which is an important technique in image and video processing and film production applications. Although matting has been extensively studied (refer to [1] and [2] for a survey), its accuracy and efficiency still need to be improved so as to develop intelligent, user-friendly, computationally efficient matting tools. Recently, several affinity-based matting methods [3] - [9] succeeded in generating more accurate results than earlier approaches. However, these methods are generally expensive to compute, as they need to solve a large linear system. Moreover, the high memory consumption of these methods also limits their performance, especially when dealing with gigapixel images or video sequences. Closed-form matting (CFM) [3] is one representative affinity-based matting approach, and its matting quality ranks top among the methods in the online image matting benchmark list [10] . The CFM method derives a cost function from local smoothness assumption on foreground and background colors. By eliminating the foreground color (F) and background color (B), this cost function can be deduced to a quadratic cost function only containing an alpha value. The globally optimal alpha matte can then be computed by solving a sparse linear system of equations. Although the CFM method [3] works well for image matting, its high time and memory consumption for solving a large linear system make it intractable to process high-resolution images or videos.
However, for the natural image and video matting, most pixels are definite foreground or background, and there are many clusters of pixels that are highly similar in feature space. Thus, it is wasteful to perform the CFM optimization for every pixel. Motivated by it, we accelerate the CFM method [3] using a hierarchical data structure. First, the input pixels are grouped into clusters based on feature similarity metric using the affinity-based Gaussian KD tree [11] . Hence, a much smaller number of Gaussian weighted feature samples of the original data set are obtained, which forms the reduced feature space approximating the original data set. Then, we construct an affinity-weighted Laplacian matrix with the feature samples to obtain the matting alpha values in the reduced feature space. Finally, we generate the matting results using a new detailaware alpha interpolation method. With such a hierarchical strategy, we can construct the Laplacian matrix using a small number of samples and solve it in a low-resolution space, which breaks the time and memory consumption bottleneck in the original CFM method. By applying the Gaussian KD tree on video input and constructing the affinity-weighted Laplacian matrix based on 3-D local neighboring samples, our method can easily be extended to efficiently handle video matting. Hence, our method is a unified acceleration strategy for both image and video matting.
Our method can be further applied as a general acceleration approach for various other affinity-based matting methods [3] - [6] , [9] , [12] with slight modifications. We apply the presented strategy to spectral matting [5] and robust matting [9] , which demonstrates that although the underlying energy functions for these methods are quite different from each other, they can share our method as a general matting acceleration framework.
We notice that the haze imaging equation has a similar form as the matting equation [13] , where a transmission map is exactly an alpha map. As an application, we apply the accelerated CFM as a fast extrapolation tool to refine the computed transmission using prior-dark channel prior [13] for fast image and video dehazing. As shadow detection and removal is important in image/video editing and segmentation [14] , [15] , we further apply our method to accelerate and refine this application.
The Gaussian KD-tree strategy for CFM acceleration has the following advantages. First, high image/video matting quality as the CFM method can be obtained, while the computation and memory costs are significantly reduced. Second, CFM can be further accelerated by one order of magnitude via the evolving graphics hardware since the three main steps of the acceleration procedure, including Gaussian KD-tree construction, affinity-based Laplacian matrix construction, and alpha interpolation, can be implemented in parallel. Third, it can be further applied as a general acceleration approach for various other affinity-based matting methods with slight modifications.
In summary, our major contributions are as follows: 1) a unified acceleration method for the closed-form image/video matting using a hierarchical data structure, which achieves both good quality and high performance; 2) extending the acceleration method to support other affinity-based matting methods, which makes it a more general matting acceleration framework; 3) accelerating the image/video dehazing and image shadow removal by applying the presented accelerated CFM as a fast interpolation tool.
II. Related Works A complete review of all existing image and video matting methods is beyond the scope of this paper and we refer the reader to [1] for a detailed introduction. Here, we only discuss the most relevant works.
A. Image and Video Matting
Existing image matting methods can be roughly classified into three categories: affinity-based, sampling-based, and approaches combining sampling with affinity. Affinity-based matting methods compute the alpha values for unknown region based on the alpha interpolation from the known regions determined by user inputs. It defines the affinities between neighboring pixels by modeling the matte gradient for each pixel in its local neighbor window. The interpolation can therefore be achieved by solving an affinity matrix [3] , [4] , [16] - [18] . However, the complex computations incurred by affinity-based matting always become the bottleneck when dealing with high-resolution images. The affinity-based methods compute alpha value without explicitly accounting for the foreground and background colors. In contrast, the samplingbased methods [19] - [22] assume that the true foreground and background colors of a pixel in unknown region can be explicitly estimated by analyzing nearby pixels in a known region.
Both sampling-based and affinity-based approaches have pros and cons. The sampling-based methods work better when dealing with distinct foreground and background color distributions along with carefully specified trimaps, but tend to generate large errors when their underlying assumptions are violated. Comparatively, the affinity-based approaches are relatively insensitive to different user inputs and always generate smooth mattes, although their results might not be accurate enough for long and thin (i.e., furry) foreground structures. Moreover, they are usually time consuming. Matting approaches combining sampling with affinity have been developed [7] - [9] , which achieve a good tradeoff between accuracy and robustness. These methods normally define an energy function taking the form of a Gibbs energy to be minimized. Although these methods produce satisfactory mattes, their performance is still low for handling high-resolution image.
Video matting is inherently a more challenging task and the difficulties mainly arise from the following aspects: 1) large data size; 2) difficulty in maintaining temporal coherence; and 3) tedious user interactions. Many video matting methods have been presented [12] , [23] - [26] , and most of them extend an image matting method to handle 3-D video data with time as the third dimension. For example, Bayesian video matting [23] , [24] follows the technical routine of Bayesian image matting [20] , and adopts a bidirectional optical flow algorithm to interpolate the trimaps in key frames. Please refer to [1] for more discussions about video matting methods.
B. CFM Acceleration
The optimization problem of CFM [3] is to minimize a quadratic cost function subject to linear constraints, and the solution can be obtained by solving a large set of sparse linear equations. Solving linear system with this structure is a wellstudied problem with various solutions, such as preconditioning [27] and multigrid [28] methods. Levin et al. [3] applied a simple multiresolution solver to accelerate matte extraction. Although the multiresolution solver can perform CFM in a couple of seconds for a low-resolution image, this method will degrade the matte quality. He et al. [18] presented a large kernel matting Laplacian matrices to speed up the CFM. Although this method can receive pleasing matting results, matting efficiency is still too low for interactive applications. To apply the GPU acceleration strategy for CFM, Huang et al. [29] proposed a multiscale windowing scheme, which first computes solutions in local windows one at a time, and then combines the local solutions to achieve the global results. Although this method is efficient for accelerating CFM, our acceleration method based on the hierarchical data structure is much more general compared with it, which can be applied to accelerate various affinity-based matting methods [4] - [6] , [9] , [12] , not just CFM.
C. KD-Tree Acceleration
As an efficient hierarchical data structure for accelerating data clustering, KD tree has been widely applied in computer graphics and vision applications. Utilizing the massive parallelism of modern GPU, it is possible to construct a KD tree on GPU in real time. Horn et al. [30] and Zhou et al. [31] presented GPU-based KD-tree construction algorithms achieving real-time performance. KD tree also has been used in image and video processing [32] . Adam et al. [11] developed Gaussian KD tree to accelerate a class of nonlinear filters, including bilateral image filtering, bilateral mesh filtering, and image denoising with nonlocal means. This method [11] achieved both magnificent performance improvement and high-quality results. Our method adopts Gaussian KD tree as the hierarchical data structure to accelerate the image and video matting. Note, although sharing the similar motivation with [11] , we developed different acceleration strategies in our method for fast matting applications, which include: 1) constructing a new affinityweighted Laplacian matrix for the feature samples to obtain the matting alpha values in the reduced feature space, and 2) generating the matting results using a new detail-aware alpha interpolation.
Many clustering methods have been proposed, such as the popular k-means clustering (KMC) [33] and mean-shift clustering (MSC) [34] . Although KMC works fast for data clustering, for the image/video matting task, k-means clustering may not generate an accurate and fine sampling/clustering result along the image edges, which is critical for extracting accurate matte along the boundaries of the foreground object, e.g., the fine hair in Fig. 1 . MSC works by defining a Gaussian kernel density estimate for underlying data, and then clustering the similar points together through a fixedpoint iterative process until converging to the same mode. MSC works well for small-scale data clustering and segmentation, while its performance is slow for clustering large data set. Furthermore, MSC cannot produce accurate and fine sampling along the image edges, either. In comparison, the Gaussian KD-tree clustering (GKDC) generates accurate and fine enough results along the image edges. As shown in Fig. 1 , the result using GKDC produces finer and more accurate sampling along the image edge compared with both KMC and MSC. The GKDC also greatly reduces both time and memory consumption, and hence easily deals with large data set. Moreover, using the KD-tree structure, it is more convenient to control the hierarchical clustering scheme, which helps accelerating the matting process using a hierarchical data structure.
III. Closed-Form Matting
The CFM approach [3] explicitly derives a cost function using local smoothness assumption on foreground and background colors, referred to as F and B, respectively. During the derivation, it is possible to analytically eliminate F and B to finally obtain a quadratic cost function of matte α , which can be further solved as a sparse linear system. The underlying assumption made in CFM is that each F and B is a linear mixture of two colors over a small window w j (typically 3×3 or 5 × 5) around each pixel, which is referred to as the color line model. Under this assumption, the alpha value in a small window can be expressed as
where c refers to color channels, and a c and b are constants in local window. The matting cost function is then defined as
a c and b can be further eliminated from the cost function, yielding a quadratic cost with α alone
where L is an n × n Laplacian matrix (n pixels in the image). The optimal alpha value is then computed as
which is essentially a problem of minimizing a quadratic error, and can be solved by a linear system solver. Although CFM achieves a very good image matting quality, it works on the per-pixel basis and hence introduces a large linear system for high-dimension image and video, the computational cost and memory consumption of which are prohibitive.
IV. Fast Closed-form Matting
In this section, we describe how to accelerate the CFM [3] method using the Gaussian KD-tree [11] . Our method takes an image I (or video sequence) with n pixels and the interactive user strokes as input. It consists of the following major steps: 1) building the affinity-based KD tree for input image/video while maintaining the local smooth assumption; 2) propagating the input user strokes to each tree leaf node; 3) constructing and solving the affinity-based Laplacian matrix in a lowdimensional space; and 4) restoring the matte result for input image using upsampling. In the following subsections, we introduce the algorithmic details for each step. 
A. Gaussian KD-Tree Partitioning

1) Affinity Space Definition:
We adopt the affinity measure from [32] and [35] to define the affinity space of the image/video data. For each pixel i, we represent it using a 5-D feature vector f i = (p i , v i ), where p i and v i are the 2-D position and the color (appearance) of i, respectively. For video data, the feature vector can be expanded to include the frame index (i.e., time) t i of i, which becomes a 6-D vector f i = (p i , v i , t i ). Further weighting f i by the parameters σ p , σ v and σ t , the similarity measure (or affinity) between two image pixels can be defined as
Here, we set σ v as the standard deviation (SD) of the color in image or video, and set σ p and σ t to be image resolution and video length, respectively.
2) Gaussian KD-Tree Partitioning: Since nearby pixels in the affinity space represent similar appearance and hold similar matte values, the extracted matte values in the affinity space form a smooth function. For natural image and video, the close-by pixels share similar color and should also have similar matte values. Clearly, it is wasteful to perform the CFM optimization for every pixel. Therefore, we can apply a hierarchical strategy to adaptively partition the input data set into the feature space based on affinity measure. The regions where the point feature vectors having large variances can be subdivided finely, while the regions where the feature vectors are similar can be subdivided coarsely. By representing each generated cluster with one sample point, an approximate feature space of the original data set with much less samples is built.
The partition in the feature space is pursued in a top-down fashion. Starting from a rectangular root node containing all the sample points, we recursively split a node into two child nodes midway along an axis that is alternated at successive tree levels. Inspired by Gaussian KD tree [11] , each inner node of the tree T represents a d-dimensional rectangular cell which stores six variables: the dimension ID along which the tree cuts, the cut value T cut on that dimension, the bounds of the cell in that dimension T min and T max , and the pointers to its children T left and T right . Each leaf node stores two variables: its ID and a d-dimensional sample point representing all the points in current node.
For each leaf node, to meet the local smoothness assumption in CFM, we analyze the color variance within it. If the variance is above a user-defined threshold δ cv , the cell is further subdivided. Using such a strategy, in the cell of each leaf node the local smoothness assumption is satisfied. Terminating the splitting procedure is based on two factors: the threshold δ cv and the diagonal length η of the cell. If the color variance is less than δ cv and η is less than another user-defined threshold δ l , we regard this node as a leaf node, and create an associated sample point at the center of the cell. The final KD tree stores m d-dimensional samples {y j } m j=1 of the original data set with n samples (m n), which constructs the reduced feature space of the original data set. In Fig. 2 , we show the clustering results with different sampling factors. The image is adaptively clustered with respect to the feature distribution. Hence, at the edge regions, more samples are placed, while at the inner regions there are less samples. The sampling factor can be changed by adjusting the stopping criteria through setting different values for the parameters δ cv and δ l . Fig. 3 shows that better clustering results can be received using color variance.
B. Reduced Laplacian Matrix Construction
The CFM assumes that in a small window w j of a color image, each of F and B is a linear mixture of two colors. For the m samples {y j } m j=1 of the original data set, as we do not have a regular lattice for each sample, we replace the local window by the nearest neighborhood θ j around each sample y j with neighborhood size θ. For each sample, we apply a feature affinity-based KD-tree query to find its nearest neighborhood θ j in the feature vector space . The query takes a query sample y j , a SD δ around this sample, and a number |θ j |, which is the number of the samples in θ, as input, and returns a list of |θ j | nearest points y i s with the corresponding weights w i s.
2 )), where f i and f j are feature vectors of sample y i and sample y j . In our experiments, we set δ in the same way as σ in z ij .
As the samples {y j } m j=1 are sampled nonuniformly from the original data, the density distribution of samples in each neighborhood θ j may vary. For the samples at the object boundaries, the samples in θ j are densely sampled, while in the inner regions, the samples in θ j are coarsely sampled. To make the color linear model work well in the neighborhood, we introduce the affinity weight factor z ij = exp(− f i − f j 2 ) into (2). Hence, we can get the following energy formula: , b) , and the following equation can be obtained:
where L is an m × m matrix, and each matrix element L ij is defined as
The matrix L is so-called affinity weighted matting Laplacian, where k is a 3 × 3 covariance matrix, μ k is a 3 × 1 vector of the mean color in the neighborhood θ k , I 3 is the
−1 are independent of index i, j for computing L ij . Hence, we first precompute and store these three terms for each θ k , and then construct the Laplacian matrix L, making the construction of Laplacian matrix L more efficient.
This affinity-weighted matting Laplacian can be easily extended to deal with video data. If applying the Laplacian matting naively for each frame, it may generate a temporal incoherent result. To maintain temporal coherence, we treat the whole video sequence as a 3-D volume. We sample m feature points {y j } m j=1 from the original video data set. Then, in each small 3-D window, typically 15 nearest points are sampled around each sample, similar to the image case. Assuming that within each window, each of F and B is a linear mixture of two colors; thus, the color linear model also holds in 3-D window. We then build the matting cost function for the video sequence and obtain an affinity-weighted Laplacian matrix similar to (7), where k and μ k are defined as the covariance matrix and mean vector of the colors in a 3-D window θ k .
C. Reduced Linear System Construction
Without any additional constraint, directly minimizing the energy function (6) will lead to a trivial solution. To properly extract semantically meaningful foreground objects, almost all matting approaches, including the CFM [3] , start by having the user to segment the input image into three regions: definite foreground R f , definite background R b , and unknown R u . Such inputs from user are referred to as a trimap. Instead of requiring a carefully specified trimap, our method allows the user to just specify a few foreground and background scribbles as inputs to pursue matting. These scribbles define a very coarse trimap by marking the majority of the pixels as unknowns. For video matting, we apply volume-based approaches [26] to compute video trimap.
Having the specified trimap on the input data, to perform CFM in the reduced feature space using the tripmap as the constraints, we must map the trimap into the reduced feature space. The trimap is mapped using the following steps: 1) for each scribbled pixel p with feature vector f , we search its nearest sample L f in the reduced feature space , and 2) if pixel p is a foreground or background pixel, then L f is set to be foreground or background sample. As the reduced feature space contains much less points than original data, the mapped foreground and background samples in the reduced space may be too coarse to provide enough training examples for effective matting. To resolve this issue, for each scribbled pixel p, we find several nearest samples in the feature space as the corresponding set of samples. After constructing the reduced feature space and project the trimap into it, the matting problem is thus reduced to estimate F , B and α for pixels within the unknown region in the reduced feature space, based on the mapped foreground and background samples. We provide user-supplied constraints on (6) to extract the alpha matte. We set α = 1 for user-specified foreground points, and α = 0 for user-specified background points. We minimize the following energy function to extract the alpha matte, matching the user's constraints in the reduced feature space:
This energy function consists of three terms. The first term J (α, a, b) is a cost function. The second term enforces that the matte values α are similar for regions with similar appearances f , which is captured by the affinity z ij . The second term also helps avoid the incorrect mattes diffusion, especially in the edges regions, since the affinity z ij accounts for both the position and color of the sampled points. The third one is responsible for satisfying the user-specified constraints, where D s is a diagonal matrix whose diagonal elements are 1 for constrained pixels and 0 for all other pixels, and b s is the vector containing the specified alpha values for the constrained pixels, and b s = 1 for foreground pixels and b s = 0 for background pixels. The relative contributions of these three terms are controlled by λ 1 and λ 2 . Based on our experiments, λ 1 = 0.5 and λ 2 = 3 are optimal in usual cases.
By eliminating a and b from the first term, to extract an alpha matte matching the user's constraints, we solve for
Since the above cost function is quadratic in alpha α, the global minimum can be found by differentiating it and setting the derivatives to be zero. This amounts to solving the following sparse linear system:
where L is the affinity-weighted Laplacian matrix (7), Z is the affinity matrix whose elements are z ij , and D is a diagonal matrix with D ij = j z ij . As we construct the energy function in the reduced feature space, the matrices L, Z, D, and D s are much smaller than the matrix built upon original data set. Hence, the computational complexity is greatly reduced by solving a much smaller linear system, which can be solved by various linear solvers, such as conjugate gradient descent method [28] .
D. Alpha Interpolation
The popular interpolation methods, such as Gaussian or Bicubic interpolation, typically suffer from blurring the sharp alpha edges. To achieve a better quality, we develop a new multiscale detail-aware alpha interpolation method. Let I be the input image, using an edge preserving filter [36] , [37] , we compute M progressively coarser version I 1 , ..., I M of I, which suppress the noises while preserving the strong features in all the subsequent decomposition iterations. We then compute M (M = 3 in our experiments) subsequent image detail levels:
, where D j = I j − I j−1 . The final matting result for original image I is restored by upsampling the alpha solution α * computed in the reduced feature space using the detail-guided alpha interpolation.
The method works as follows. 1) For each pixel p in I with feature vector f , we search a set of its nearest samples N * (p) in feature space, and compute the affinity weight w i = e |∇I j | ), n is the number of the image pixels, and the Gaussian convolution g σ is used to locally smooth the weight. This weighted details sumD prefers the coarser detail levels by assigning them larger weights, since the noises are smoothed out and also the prominent edges are better preserved in the coarser levels. Hence, the alpha edge information is recovered by suppressing the noises in the final matte value. We then define the weight ω i = e
, whereD i is the enhanced detail of a pixel in I which corresponds to p * i in the reduced feature space. 2) The final alpha value for pixel p is computed as a weighted average of the alpha values α i s of all the nearest samples in N * (p): α p = i∈N * (p) α i w i ω i / i w i ω i . The interpolation artifacts, such as alpha edges blurring, alpha noises, can be efficiently alleviated. Fig. 4 shows the results using two different interpolations, one is the Gaussian interpolation, and the other is our detail-aware alpha interpolation. Clearly, our method produces smoother and more accurate results. Not only is the interpolation blurring artifact attenuated, but also the fine structures and features are better enhanced.
E. Incremental Refinement
Current matting approaches can achieve good results when the foreground and background are smooth and well-separable in the color space. However, if the foreground and/or background contain (s) highly-textured regions with complex color patterns, existing approaches tend to generate noisy results with noticeable artifacts. This is a difficult open problem [1] for matting. Levin et al. [3] applied the incremental refinement technique by adding additional scribbles to the regions containing mixed pixels to address this issue. Our method further improves this incremental refinement scheme [3] using our hierarchical data structure. When there are some regions where the matting results are unsatisfactory, the user can add new background or foreground scribbles in these regions. Instead of recomputing the CFM for every unknown pixel with an unreliable initial value, we use the previously computed alpha matte as the initial value to solve (10), which is much faster and generate more accurate results in a progressive style. 5 shows the incremental matting refinement process. First, the user scribbles a small subset of pixels in the fuzzy regions or regions with incorrect matting values needed to be reestimated, and sets constrained value for these pixels. Then, we map the constrained values of these pixels to the samples in the reduced feature space, and update the values of D s and b s in (10) . We use the alpha value computed in previous computation as the initial value to resolve (10), with the new constrained values D s and b s , we achieve better matting results.
Our incremental method is fast and accurate due to the following reasons.
1) KD-tree partition and Laplacian matrix reconstruction
only need to be performed once and can been reused in following incremental refinement. 2) Equation (10) is solved in a reduced feature space.
3) We use the previously computed α value as the initial value for solving (10) , which makes the solution converge much faster, and produce a more accurate result. Fig. 5 presents an incremental refinement example. For an image of size 800 × 595, the initial solution of (10) takes 5.864 s, and the number of iterations is 96. The first and the second incremental refinement take 1.742 s and 1.103 s, respectively, and the corresponding number of iterations is 64 and 43. During the iterative solving procedure of (10), we stop when the error of consequent two solutions is below 1×10 −15 . As shown in Fig. 5 , the matting results are improved significantly after refinement.
F. Complexity Analysis
Using the hierarchical data structure, the time complexity of matting is greatly reduced. As observed in Fig. 2 , large areas of the image are grouped into clusters, indicating that much fewer clusters are used than the number of actual pixels. The number of clusters depends on several factors including the number of user-scribbled pixels, the distribution of the pixels in the affinity space, and the depth of the KD tree. In general, more clusters are generated if the number of user-edited pixels increases or the pixels appearance is more nonuniformly distributed in the affinity space. If both the image and the user strokes are fixed, the cluster number grows with the depth of the KD tree, which is effectively governed by the size of the smallest leaf cell and the size of the root cell that represents the bounding box of all pixels.
Using the KD tree, we construct a reduced feature space for n input d-dimensional data points with m feature vec-
, and m n. Assuming the depth of KD tree is O(log (m)), the complexity of tree construction is O(nd log (m)). Searching nearest neighborhood with s points into the tree for each of the n input points takes O(ns(log (m) + d)) time. To solve the reduced linear system (10), using the conjugate gradient, the time complexity is O(m 1.5 ). Hence, if performing τ conjugate gradient iterations, computing the linear system in the reduced space with m feature vectors takes O(τm 1.5 ) time. In the last stage, we upsample the clustering results to the original data sets takes O(ns(log(m) + d)) time (for simplicity, we assume each of the n pixels finds s nearest points in the reduced feature space for interpolation), and the detail-aware alpha interpolation takes O(ns 2 ) time. With above discussions, the total complexity is O (n((s + d) log(m) + sd + s 2 ) + τm 1.5 ). Recall that m n, and s is a sampling constant, which is usually set as 6 ≤ s ≤ 16, this results in a total complexity O(n(s + d) log(m) + τm 1.5 ). Compared with solving linear system for the original n pixels with complexity O(τn 1.5 ), our method is significantly faster. Furthermore, the memory consumption is greatly reduced because of constructing a much smaller matrix. The much less time and memory consumption enable our method to efficiently process high-resolution image and video data.
V. GPU Acceleration
All the algorithmic steps of our method, including partitioning affinity-based KD tree, preprocessing matrix element, constructing Laplacian matrix, solving the linear system and interpolating matte values, can be fully parallelized on GPU. By applying the existing techniques from [31] and [35] , the affinity-based KD-tree can be efficiently built on GPU for the sampling points with high-dimensional feature vector. Once the tree is built, the steps of preprocessing matrix element and interpolating matte values are inherently parallel, since the high-dimensional nearest neighbor search can be fully implemented in parallel using GPU [11] . Hence, these two steps are efficient for handling large data set with highdimensional feature vectors.
When preprocessing the matrix element, for each sample, we need to compute three terms:
As every term can be computed independently for each sample, these steps can be processed in parallel. Using GPU-based nearest neighborhood queries, computing these terms can be further accelerated. When constructing the Laplacian matrix L, we treat the construction of each row of elements as an independent thread block and perform searching in parallel (i.e. the task of computing each row of elements can be processed using one thread block, and using all threads in the thread block to complete the search processing). We apply the conjugate gradient method to solve the linear system (10), which is accelerated by the GPU-based CUBLAS library [38] from NVIDIA. Interpolating matte values is achieved by computing the weighted average of the nearest alpha values in the reduced feature space for each pixel from the original image. Performing the nearest neighborhood queries and matte interpolation for each pixel in parallel on GPU, this step can also achieve real-time performance.
Our method is implemented in CUDA, and realizes a typical speedup of 20x over the single-threaded CPU implementation, which allows our method to be a real-time image matting framework for moderate-sized images, and applicable to perform video matting with moderate size at an acceptable speed. For example, our video matting method costs about 8 s for a video with size 632 × 268 × 76.
VI. Accelerating Affinity-Based
Matting Methods Using the same acceleration framework, our hierarchical strategy can be extended to many other affinity-based matting approaches [4] - [6] , [8] , [9] , [12] . Similarly, we first adaptively sample the data set, and then define the energy functions on the samples. By using the presented hierarchical strategy, the size of data set is greatly reduced, and the computational complexity of optimizing the energy function is reduced accordingly. In this section, to show the generality of our method, we extend the present acceleration framework to spectral matting [5] and robust matting [9] . Although the underlying energy functions of other affinity-based methods [4] , [6] , [8] , [12] are quite different, these approaches can share the same optimization framework with CFM, and hence can be accelerated in the similar way, with only minor modifications.
A. Fast Spectral Matting
Spectral matting [5] is a matting approach that tries to pull out a foreground matte in an automatic fashion. In this approach, the input image is modeled as a convex combination of K image layers as I z = The spectral matting approach is inspired by spectral image hard segmentation. However, the matting Laplacian L is constructed in the same way as CFM; thus, it is very slow to compute the smallest eigenvectors L for a highresolution image. Computing an optimal linear transformation of the eigenvectors to find the final matting components of the image hence becomes time consuming. Using our matting acceleration framework, by constructing the Gaussian KD tree for the input image, and computing and transforming the smallest eigenvectors in a low-dimensional feature space, the matting computation becomes much faster with much less memory consumption. As illustrated in Fig. 6 , with the same user interactions, we receive nearly the same matting quality compared with the standard spectral matting. The standard method takes 185.21 s to complete the matting extraction, while our accelerated version only costs 8.45 s.
B. Fast Robust Matting
The robust matting method [9] combines the advantages of both sampling-based and affinity-based matting, and is a well-balanced approach that can generate high quality mattes while maintaining reasonable robustness against different user inputs. Specifying a trimap for the underlying image, this method minimizes the following energy function:
whereα z andf z are, respectively, the estimated alpha and confidence values in the color sampling step using trimap, and J(α, a, b) is the neighborhood energy defined already in CFM. The energy function can be minimized as a quadratic function of α, which can be solved by solving a linear system LA = B. The matrix L is a sparse, positive-definite Laplacian matrix. Robust matting [9] can also be accelerated using our framework. After specifying a coarse trimap for the image, we subsample the image data, and generate a reduced feature space. Then we estimate theα z andf z in the reduced feature space, and solve a much simpler linear system. Using the detailaware interpolation, we receive the final mattes. As illustrated in Fig. 7 , with the same coarse trimap, the accelerated robust matting achieves a very similar matte quality as the standard robust matting [9] . For an image of size 800×618, it takes the standard method 35 s to extract the matte, while our method only spends 5 s. Furthermore, the memory cost is reduced from 0.085G to 0.012G.
VII. Applications
Our method can be further applied to accelerate the image and video dehazing, and image shadow detection and removal.
A. Image and Video Dehazing
In computer vision and computer graphics, the formation of a haze image is usually defined as follows: [13] , where I is the observed intensity, J is the scene radiance, A is the global atmospheric light, and t is the medium transmission. The goal of haze removal is to recover J, A and t from I. He et al. [13] proposed the dark channel prior (DCP), a kind of statistics of the hazefree outdoor images, to directly estimate the thickness t(x) of the haze and recover a high quality haze-free image. The DCP method estimates the transmission map t(x) from an input haze image using the patch (with size 15 × 15). Its dehazing quality is roughly good but contains some blocky effects since the transmission is not always constant within a patch. Hence, the DCP method refines the transmission map using a similar Laplacian matrix based interpolation as CFM [3] , which is also time-consuming for a high-resolution image.
We apply the presented method to accelerate the refinement of the transmission map. We first compute the rough transmission map t(x), and cluster both the input image I(x) and t(x) using the Gaussian KD-tree to produce the reduced feature space I(x) and map t(x). We then compute the Laplacian matrix L and haze thicknesst(x) in I(x). Finally, by using affinity-based interpolation, we interpolatet(x) to get the final smooth transmission map.
We further employ our method for fast video transmission map interpolation to accelerate video dehazing. To maintain temporal coherence, we estimate transmission map T (x, t) from an input haze video using a spatio-temporal patch (e.g., 15 × 15 × 12). Similarly, the generated spatio-temporal transmission map T (x, t) also contains some blocky effects since the transmission is usually nonuniform within a patch. Similar to the image case, we compute the transmission map in the reduced feature space by solving a much simpler sparse linear system. By performing affinity-based interpolation, the temporally coherent transmission map for the input video is generated. The final dehazing video can be recovered from the refined transmission map. Fig. 8 shows the dehazing results using our method, which only exhibit minor visual differences with [13] . The computation time of the standard DCP method [13] is 18.905 s for this image with size 441×450, while our method takes 2.223 s. We also compare our method with [39] , which is a fast dehazing algorithm using a median filter. It takes [39] 1.623 s to finish the dehazing process. The speed of our method is comparable with [39] , while our quality is better. [39] , (c) [13] , and (d) our method. Fig. 9 . Video dehazing acceleration. Top row, the input video, bottom row, dehazed video. From left to right, the third, 45th, and 80th frames. Fig. 9 shows the video dehazing results using our method. For input video with size 512 × 280 × 82, it is difficult to directly apply the CFM for interpolating transmission map due to the large memory requirement. Using our acceleration strategy, it only takes about 0.25G memory and 8.5 s on GPU to complete the dehazing process. The video dehazing results are satisfactory, and the temporally incoherent artifacts are avoided effectively.
B. Shadow Detection and Removal
Image shadow detection and removal are important research topics in computer vision. The shadow in an image can be described with the following formula:
where I i is the intensity value of the ith pixel, L d is the direction illumination, L a is the ambient illumination, R i is the surface reflectance of the ith pixel, ϕ i is the angle between direction illumination and the surface norm, and t i (0 < t i < 1) is a value determining how much direct illumination gets to current pixel, which is referred to as a shadow coefficient.
The CFM [3] can be used to improve shadow detection and removal [40] , [41] . With the detected coarse shadows, we treat shadowed pixels as foreground and lit pixels as background. Similar to the transmission map interpolation used in image dehazing, the CFM can be applied for interpolation to obtain more smooth shadow coefficients t i , which can be used for further accurate shadow detection. Based on the shadow coefficients, we calculate the ratio between direct light and environment light [40] , and then perform shadow removal by relighting each pixel. Obviously, we can also apply the accelerated closed-form interpolation method to efficiently estimate the shadow coefficients t i . As shown in Fig. 10 , in comparison with [40] on both shadow detection and removal, our results achieve very competitive quality with much less time and memory consumption. The time for interpolation is reduced from about 8 s to 0.56 s for the shadowed regions in a image with size of 523 × 348.
VIII. Results and Discussions
Performance data of all the results is reported on a PC with Intel Pentium Dual-Core CPU E5200@2.50 GHz and 2-GB memory, and a NVIDIA GeForce GTX 285 (1 GB) graphics card. Our method is implemented using CUDA 4.1. In this section, we present various experimental results, and the comparisons with the state-of-art methods [3] , [9] , [18] , [22] for the matting quality, time complexity, and memory requirement. For a fair comparison, all these four methods are implemented in the same environment as ours. The limitations of our method are also discussed. Fig. 2 gives the matting results generated applying our fast CFM method with different sampling factors. As shown in Fig. 2 , for an image with size 800×600, even with a very high sampling factor, such as n/m = 300, the matting result is still pleasing. However, when using a too high sampling factor such as n/m = 2800, the matte values in the complex regions, such as hair, cannot be effectively extracted. In Fig. 2 , for each sampling factor, we also give the corresponding time and memory consumption, and also the errors from the ground truth. Obviously, with gradually higher sampling factor n/m, the matting speed is faster and the memory consumption is less, while the error is increasing. We apply the perceptually motivated gradient-based mean squared error (MSE) error function [10] to measure the errors from the ground truth. Fig. 3 gives the clustering result comparison between using and without using color variance. We map the color variance value into the color range between blue (minimum) and red (maximum). The pixels in each leaf node are represented using the color variance of the cell. As shown in Fig. 3(c) , we get leaf nodes with lower color variance compared with adjustment, which better satisfy the local smoothness assumption. As shown in Fig. 3(d)-(f) , the accelerated matting computed in the reduced feature space incorporating color variance produces more accurate result, and the fine structures are better extracted.
In Figs. 11, 12 , Tables I and II, our method is compared with the state-of-the-art methods: CFM [3] , robust matting [9] , shared matting [22] , and large kernel matting [18] . We perform CFM [3] , shared matting [22] , and large kernel matting [18] in C++, and perform robust matting [9] using the code presented [18] . (e) Result of [9] . (f) Our result. [3] , [9] , [18] , and [22] [3] , [9] , [18] , and [22] by the authors. For a fair comparison, we set the parameters for all methods using the values reported in the original papers. The comparison is performed for two cases: the input image with an accurate trimap, and with a coarse trimap. As illustrated in Fig. 12 , for accurate trimap, our results are comparable with [3] , [9] , and [18] with a much faster speed. Although [22] can be performed on GPU and obtain realtime matting results, with CPU implementation this method is still slower than our method on CPU and our quality is also much better. For image with size 800×602, as illustrated in Table I , [3] , [9] , [18] , and [22] and our method cost 138.42 s, 11.89 s, 15.98 s, 24.65 s, 4.82 s, respectively. For the 4.82 s used in our method, the Gaussian KD tree sampling takes 2.21 s, affinity-weighted Laplacian matrix construction takes 1.80 s, and alpha interpolation takes 0.71 s. Fig. 11 shows the comparisons with coarse trimap. Our matting quality is comparable with [3] and much better than [9] , [18] , and [22] . The results demonstrate that [9] , [18] , and [22] require accurate (tight) trimap to produce satisfactory results, while our method and [3] can generate good results with only coarse trimap. Moreover, with coarse trimap, our method shows much more advantage in speed. For the same image, [3] , [9] , [18] , and [22] and our method cost 140.68 s, 14.78 s, 28.39 s, 86.71 s, 5.03 s, respectively. Note the speed of [9] depends on the number of the pixels of the unknown regions, and hence larger unknown regions mean higher time complexity. Further, coarse trimap is important for image and video matting, as for complex cases, such as the peacock image in Fig. 11 and the video input in Fig. 14 , it is tedious to specify an accurate trimap.
In Table II , we further pursue an quantitative analysis to compare the matting quality between our method and all these state-of-the-art methods [3] , [9] , [18] , [22] . We tested 27 training images for evaluation, using both accurate trimaps and coarse trimaps (scribbles) as inputs. The training images and the corresponding ground truth mattes are freely accessible at http://www.alphamatting.com. Inspired by Rhemann et al. [10] , we compute the accuracy of the resulting alpha matte with respect to five error measures via the comparison with [22] . (c) Result of [3] . (d) Result of [18] . (e) Result of [9] . (f) Our result. [3] using three levels. (d) Our result using sampling factor n/m=200. (e) Generated clusters in our method with sampling factor n/m=200. the ground truth, i.e., sum of absolute differences, MSE, SD, gradient error (Gra.), and connectivity error (Con.). In the experiments, for each training image with corresponding trimap, we give a ranking of all algorithms. The final rank in the table is averaged over all training images. As illustrated in Table II , when using accurate trimaps, we observe that, CFM [3] and Shared matting [22] outperform our method, and our method surpasses large kernel matting [18] and robust matting [9] . When dealing with coarse trimaps, we observe that, only CFM [3] outperforms our method in quality, while our method outperforms all the other methods [9] , [18] , [22] . The quantitative analysis of matting quality confirms that our method works well for coarse trimaps, which is important for processing foreground with complex boundaries in both image and video data.
In Fig. 13 , we compare the results using the multiresolution solver presented in [3] . Levin et al. [3] presented a simple multiresolution solver for CFM in their implementation. As shown in Fig. 13 , using the default level (which is set to 1) in the authors' code, this method receives a pleasing result [ Fig. 13(b) ]. When the level is set to 3 [ Fig. 13(c) ], the fine features such as the hair are not effectively extracted. Using our method, even when we set sampling factor n/m =200, the result [ Fig. 13(d) ] is still much better than Fig. 13(c) .
Fig. 14 presents the video matting results using our method. It is usually time and memory prohibitive to directly apply CFM to process video matting. In comparison, our fast CFM method can process video matting efficiently. As shown in Fig. 14 , by sampling the video data into reduced feature space, and performing video matting incorporating both the spatial and temporal information, we produce temporally coherent video matting results. Note that, for input video whose foreground and/or background contain(s) highly-textured regions with complex color patterns, we apply the presented incremental refinement techniques to produce more pleasing results, which incrementally improve the matting quality.
As our method can be performed in parallel, we process video matting on GPU. For the Maria video in Fig. 14 with size of 400 × 300 × 77, our method takes 1.105 s for KDtree construction, 6.629 s for matrix solution, and 2.251 s for matting alpha interpolation, and in total around 10 s finish matting. In comparison, applying Bayesian video matting [23] , [24] , which is a dominant video matting method, to finish the matting of the same video costs more than one hour on CPU. Moreover, considering the matte quality, our method produces visually comparable results as [20] . These experiments demonstrate that our system is computationally efficient to extract dynamic matting values from videos with moderate size.
A. Limitations
Although our hierarchical subsampling method captures the image features and produces representative samples in the feature space, when the samples are extremely sparse, our method still fails to extract the matting value in the complex regions, or from the fine and thin features, such as the hair in Fig. 13 . To address this issue, one possible solution is to put more user interactions on these regions, and another strategy is to increase the sampling ratio. However, the latter strategy may increase the time complexity and require relatively more 268 × 76, the second row, our matting acceleration results, from left to right is the second, 50th, and 63th frames, the third row, the input video with size 400 × 300 × 77, the fourth row, video matting results of [23] , bottom row, our matting results. From the left to right is the 12th, 25th, and 76th frames. memory for the KD-tree construction. We have to leverage between matting quality and the time-memory consumption. Compared with the Bayesian video matting [23] that process video matting frame by frame, our method is inconvenient to process a very long video sequence. One potential solution is to divide the input video into several subsequences, while making some overlap between the adjacent parts. Finally, the matte value for each part can be extracted using the matte value on the overlap regions as the constrained value.
IX. Conclusion and Future Work
In this paper, we present a unified acceleration method for a closed-from image and video matting using a hierarchical data structure. By downsampling the large data set adaptively into a much smaller feature space, and solving the matting optimization on such a reduced space, we greatly reduce the time and memory consumption, while maintaining the matting quality. Another advantage of our method is that it can be further accelerated by exploiting the evolving graphics hardware. We also extend our acceleration strategies to other affinity-based matting methods and demonstrate that it can be considered a general acceleration framework for a variety of matting methods.
In the future, we plan to work on automatically determining the optimal sampling factors n/m to achieve better balance between quality and performance for different inputs. In most experiments, to compromise between quality and performance, we set the sampling factor n/m between 50 and 80 and receive satisfactory results. Defining guidelines to automatically choose optimal n/m is an important and interesting future research direction. Extending our method to sample-based matting methods is also an interesting future research topic.
