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Abstract
Using an imaginary time formalism, we set up a consistent renor-
malizable perturbation theory of a scalar field in a nontrivial α vac-
uum in de Sitter space. Although one representation of the effective
action involves non-local interactions between anti-podal points, we
argue the theory leads to causal physics when continued to real-time,
and we prove a spectral theorem for the interacting two-point func-
tion. We construct the renormalized stress energy tensor and show
this develops no imaginary part at leading order in the interactions,
consistent with stability.
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1 Introduction
A common problem in formulating quantum field theory on a curved back-
ground is ambiguity in the choice of vacuum. In de Sitter space there is a
one-parameter family of vacua invariant under the de Sitter group, which
have been dubbed the α vacua [1, 2, 3, 4]. These vacua are perfectly self-
consistent in the context of free theories. It has long been suggested that
the only physically sensible vacuum is the Euclidean (a.k.a. Bunch-Davies)
vacuum.
One reason for this choice is that the free propagators in the Euclidean
vacuum exhibit a Hadamard singularity, which matches with what is ex-
pected in the flat space limit [5, 6]. However the physical motivation for
restriction to Hadamard singular propagators is obscure in the context of
interacting quantum field theory, and certainly nothing appears to go wrong
with the α-vacuum propagators at the free level. In particular, as shown
in [4] the commutator Green function is vanishing at spacelike separations in
an α-vacuum and in fact is independent of α.
The Green functions in a nontrivial α vacuum exhibit singular correla-
tions between anti-podal points. Of course since the commutator is compat-
ible with locality this does not lead to acausal propagation of information.
However some authors have suggested that once interactions are included the
α-vacua do not lead to a sensible perturbative expansion of Green functions.
Banks et al. [7] have argued non-local counter-terms render the effective ac-
tion inconsistent. Einhorn et al. [8] have argued that α vacuum correlation
functions are non-analytic and conclude that they are physically unaccept-
able. Related arguments are made in Kaloper et al. [9], who argue that
because an Unruh detector is not in thermal equilibrium in an α vacuum,
thermalization will lead to decay to a Euclidean vacuum.
This issue has direct bearing on the theory of inflation. The conventional
view of inflation places the inflaton in the Euclidean vacuum. However,
as emphasized in [10, 11, 12] , the initial conditions for inflation may place
the inflaton in a non-trivial α-vacuum, see also [13] for earlier work in this
direction. This has a potentially large effect on the predictions for the CMB
spectrum, see for example [10,11,12,14] and references therein. Furthermore,
if there is a residual value of α today, there are many interesting predictions
for other observable quantities such as cosmic rays, that we consider in more
detail in [15].
In this paper we show in an imaginary time formulation the α-vacua do
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indeed have a well-defined perturbative expansion, that yields finite renor-
malized amplitudes in a conventional manner. This goes a long way to re-
futing some of the objections raised in [7, 8, 9], see also [16] for discussion of
consistency of α-vacua.
We begin in section 2 by reviewing the free field results of [1, 2, 3, 4]. In
particular, the α-vacuum may be regarded as a squeezed state created by a
unitary operator U acting on the Euclidean vacuum. This idea will be central
to the formalism we develop. This leads to a generalized Wick’s theorem,
which allows us to expand any free α-vacuum Green function in terms of
products of Euclidean vacuum two-point functions. In section 3 we describe
the interacting theory in an imaginary time formalism. In particular, in in-
teraction picture, we show the effective Lagrangian becomes non-local when
U is commuted through the fields. We show that UV divergences in ampli-
tudes satisfy a non-trivial factorization relation which relates the coefficients
of local counter-terms to non-local ones. Once local counter-terms are fixed,
non-local terms are completely determined, which implies the theory is renor-
malizable in the conventional sense. In section 4 we outline how to continue
the imaginary time amplitudes to real time. We carry this through in detail
for the interacting two-point function, and prove a spectral theorem in this
case. One immediate consequence is that even in the interacting theory, the
expectation value in an α-vacuum of the commutator of two fields vanishes
at spacelike separations, as required for causality of local observables. In
section 5 we use the Green function to define a renormalized stress energy
tensor, and we conclude in section 6.
2 Free fields
Let us begin by reviewing the construction of the α-vacua [4,3,1,2]. We will
set the Hubble radius 1/H = 1 unless otherwise stated. In general a free
scalar field has the mode expansion
φ(x) =
∑
n
anφn(x) + a
†
nφ
∗
n(x) (1)
where {φn} satisfy the Klein-Gordon equation and [an, a†m] = δnm. The φn
are complete and orthonormal with respect to the Klein-Gordon product
(φ1(x), φ2(x)) = −i
∫
Σ
(φ1∂µφ
∗
2 − φ∗2∂µφ1)dΣµ (2)
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with Σ a spacelike slice. In this paper we consider scalars with mass m and
Rφ2 coupling ξ. In a fixed de Sitter background we can absorb ξ into a
redefinition of m, so we drop ξ from now on.
The vacuum state is characterized by
an|Ωa〉 = 0 . (3)
In general we can expand in another set of modes
φ(x) =
∑
n
bnφ
α
n(x) + b
†
nφ
α
n
∗(x) (4)
related to the first by a Bogoliubov transformation. A new vacuum state is
defined by
bn|Ωb〉 = 0 . (5)
As mentioned in dS space there is a one complex-parameter family of
the dS invariant vacua, dubbed the alpha vacua, |α〉. One of these, the
Euclidean or Bunch-Davies vacuum, |E〉, is defined by using mode functions
obtained by analytically continuing mode functions regular on the lower half
of the Euclidean sphere. The Euclidean modes can be chosen such that
φEn (x)
∗ = φEn (x¯), where x¯ is the antipode of x, (x¯ ≡ −x). See, for example,
[3, 17] for explicit expressions of these mode functions.
The modes of an arbitrary α-vacuum general are related to the Euclidean
ones by a mode number independent Bogoliubov transformation,
φαn = Nα(φ
E
n + e
αφEn
∗
) (6)
where Nα ≡ (1 − exp(α + α∗))− 12 and we require that Re(α) < 0. The
Euclidean vacuum corresponds to α = −∞.
In terms of creation and annihilation operators
bn = Nα(an − eα∗a†n) (7)
where b and a are operators satisfying (3) with respect to the α-vacuum
and Euclidean respectively. This transformation can be implemented using
a unitary operator
bn = UanU † (8)
where
Uα ≡ exp(
∑
n
cαa
†
n
2 − c∗αa2n) (9)
3
cα ≡ 1
4
exp(−iIm(α)) log tanh(−Re(α)/2) (10)
and we use the standard Taylor expansion of the exponential to define the
ordering. The vacua are related by
|α〉 = Uα|E〉 (11)
since
bnU|E〉 = Uan|E〉 = 0 . (12)
From this perspective the α-vacuum may be viewed as a squeezed state on
top of the usual Euclidean vacuum.
2.1 Generalized Wick’s theorem
The Fock space built on the α vacuum is not unitary equivalent to that of the
Euclidean vacuum in general, because the unitary transformation mixes pos-
itive and negative frequencies. However, as far as quantum field theory in a
fixed de Sitter background goes, this unitary transformation leaves the com-
plete set of physical observables invariant. For our purposes, we take these
observables to be finite time Green functions, from which one may obtain
S-matrix elements as described in [18, 19]. All this unitary transformation
does is to mix these observables up in a non-local way, as we explain in more
detail later in this section. This is the underlying reason that the interacting
α-vacuum theory is consistent.
If we were only considering the φ field on its own this would be the end of
the story. However if we wish to view φ as the inflaton, physics dictates that φ
should be locally coupled to other fields. Thus we are interested in correlators
of the field φ with respect to the α vacuum. The conjugated field Uφ(x)U †
on the other hand, would yield correlators in the α-vacuum identical to the
usual Euclidean vacuum correlators of φ, but would be coupled non-locally
to other fields.
Since the unitary transformation involves modes of arbitrarily high fre-
quency (up to some physical cutoff) the systematics of renormalizable per-
turbation theory will be quite different from the usual Euclidean vacuum
perturbation theory [20,21,22,23,24,25]. It will be our goal in the rest of this
paper to elaborate on renormalizable perturbation theory in the α-vacuum.
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The correlators of interest take the form of expectation values of products
of fields φ with respect to the state |α〉, or equivalently as conjugated fields
φ˜ ≡ U †φU with respect to |E〉
〈α|φ(x1)φ(x2) . . . φ(xn)|α〉 = 〈E|U †φ(x1)UU †φ(x2)UU † . . .UU †φ(xn)U|E〉
= 〈E|φ˜(x1)φ˜(x2) . . . φ˜(xn)|E〉 .
(13)
Now, letting γ = eα (so that |γ| < 1),
φ˜(x) = U †φ(x)U
= U †
(∑
n
φαn(x)bn + φ
α∗
n (x)b
†
n
)
U
=
∑
n
φαn(x)an + φ
α∗
n (x)a
†
n
= Nα
∑
n
(
φEn (x) + γφ
E
n (x¯)
)
an +
(
φEn (x) + γφ
E
n (x¯)
)∗
a†n
= Nα (φ0(x) + φ1(x))
(14)
where we have defined
φ0(x) ≡ φ(x) , φ1(x) ≡
∑
n
γφEn (x¯)an + γ
∗φEn
∗
(x¯)a†n (15)
If γ is real, then φ˜(x) is simply a linear combination of φ(x) and φ(x¯). For
γ complex this isn’t quite true, but the additional phases are simple to keep
track of.
Using these relations we can express any α-vacuum correlator in terms
of a sum of Euclidean vacuum correlators, giving us a generalized Wick’s
theorem. The simplest example is
〈α|φ(x)φ(y)|α〉 = N2α (GE(x, y) + |γ|2GE(x¯, y¯) + γGE(x¯, y) + γ∗GE(x, y¯))
≡ Gα(x, y)
(16)
where GE(x, y) ≡ 〈E|φ(x)φ(y)|E〉 is the Wightman function on the Eu-
clidean vacuum. It is convenient to introduce a two index notation,
Gα(x, y) =
∑
i,j=0,1
Gij(x, y) (17)
where
G00(x, y) = N
2
αGE(x, y) , G10(x, y) = N
2
αγGE(x¯, y) ,
G01(x, y) = N
2
αγ
∗GE(x, y¯) , G11(x, y) = N
2
α|γ|2GE(x¯, y¯) (18)
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which we will use later.
The Wightman function diverges when x and y are null separated. As
we can see from (16), for the α-vacua, there are additional divergences when
one point is null separated with the antipode of another. This feature has
led many to consider the α-vacua unphysical [8, 7, 9].
Figure 1: Feynman diagram for (16). The thick line represents the α-vacuum
propagator Gα(x, y). Thin lines represent Euclidean vacuum propagators with
a factor of N2α, and the other factors are shown explicitly. Grey dots denote
points that appear in propagators as antipodes. We have defined γ = eα.
Any correlation function of the form (13) in the free theory can be found
in terms of products of Green’s functions by normal-ordering the creation
and annihilation operators, and retaining the fully contracted terms. For
example,
〈α|φ(x)φ(y)φ(z)φ(w)|α〉
= Gα(x, y)Gα(z, w) +Gα(x, z)Gα(y, w) +Gα(x, w)Gα(y, z)
(19)
where we have in mind using (16) to expand in terms of the Euclidean vacuum
Green’s functions. Note it is important the ordering of the arguments of the
Green’s functions is inherited from the ordering in the operator expression
on the left-hand side. This is because we are stating the generalized Wick’s
theorem in the form of Wightman functions rather than the usual form with
time-ordered Green’s functions [26]. The expansion of operator products in
free field theory using Wightman functions actually predates Wick’s theorem
[27]. The theorem may be extended to time-ordered expectation values by
replacing the Wightman functions with time-ordered two-point functions.
To convert some diagram written in terms of the Gα’s into one in terms of
Euclidean propagators, replace each thick line with a sum of 4 thin ones. To
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find the coefficient of each term just count up the number of grey dots, noting
their orientation with respect to the arrows. This is written more compactly
using the two index notation (17), with an index i = 0, 1 appearing at the
end of each propagator, and all indices summed over.
3 Interacting fields
So far all we have said is valid regardless of whether we work on de Sitter
space, or its Euclidean continuation, the four-sphere. Once we introduce
interactions, however, the choice of Lorentzian versus Euclidean signature
has a major impact on the formalism used to setup the perturbative expan-
sion. This is familiar from finite temperature field theory where one has an
imaginary time formalism [28,29] or alternatively one can use a formulation
in terms of real time propagators at the price of doubling the number of
fields [30, 31].
Describing interacting fields in curved spacetime with event horizons using
Lorentzian signature formalism is problematic. Inevitably one must deal with
propagators on opposite sides of the horizon, and this leads to ambiguities in
the formulation of Feynman rules. The same problem exists for spacetimes
with cosmological horizons, as would arise if one attempted to quantize a
field in de Sitter space in the static coordinate patch. To avoid these issues
we formulate interacting field theory using the imaginary time, or Euclidean
continuation, as advocated in [32]. Eventually we have in mind defining real-
time ordered correlators which may be used to construct in-out S-matrix
elements as described in [18, 19].
In the Euclidean vacuum, this problem has been much studied in the
literature [20, 21, 22, 23, 24, 25, 33] and corresponds to doing field theory on
S4. Our strategy will be to use (11) to define the interacting α-vacuum,
and construct physical observables as correlators of the field φ which couple
locally to physical sources. To evaluate these observables we set up the
perturbation theory on the Euclidean sphere as a non-local field theory in
terms of φ˜ = U †φ(x)U . We define these fields as interaction picture fields,
and will work with the standard methods of canonical quantization.
The interacting part of the non-local action for φ˜ is obtained by conju-
gating the local bare interaction terms written in terms of the φ fields with
the operator U , or more precisely
Tτe
iSintnon−local(φ˜) ≡ U †TτeiSintlocal(φ)U (20)
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where Tτ denotes imaginary time ordering. The actions are obtained by inte-
grating the lagrangian density describing the interactions (which we assume
to be polynomial in φ) over the Euclidean sphere. We note that when (14)
is substituted into this expression, the anti-podal components φ1(x) are to
be ordered according to x rather than x¯, since the ordering is to be inher-
ited from the right-hand side of (20). The determination of any correlation
function of φ’s in an α-vacuum then reduces to a standard Euclidean vac-
uum correlator computation, albeit with some terms involving fields with
unconventional time ordering. That is, we expand (20) perturbatively in the
interactions, generating a sum of correlators of φ˜ with respect to the Eu-
clidean vacuum. These may then be evaluated using the generalized Wick’s
theorem of the previous section.
Working on the Euclidean sphere has the advantage that a wide range
of sensible cutoffs are available. For example one can choose dimensional
regularization as in [22, 23, 24, 25], or simply a mode cutoff corresponding
to a cutoff on angular momentum on the 4-sphere. Pauli-Villars is another
option, as is point-splitting (with spherically symmetric averaging assumed
to restore the symmetries), or zeta-function regularization [19,34,35]. Little
of what we say in the present work is dependent on a particular choice of
cut-off.
Let us comment further on the form of the correlators. The normalized
Green functions in the α-vacuum take the form
G(x1, · · · , xn) = 〈U
†Tτφ(x1) · · ·φ(xn)eiSintlocal(φ)U〉
〈U †TτeiSintlocal(φ)U〉
=
〈Tτ φ˜(x1) · · · φ˜(xn)eiSintnon−local(φ˜)〉
〈TτeiSintnon−local(φ˜)〉
. (21)
In imaginary time we cannot take an asymptotic limit where interactions
turn off, which is important in the usual definition of the S-matrix to obtain
the interacting vacuum. Instead we will simply compute correlators with
respect to the free vacuum as in (21). As usual the denominator in (21)
implies we drop disconnected diagrams when we compute Green functions.
3 Because we are not taking an LSZ type limit, the relevant Green functions
correspond to unamputated diagrams. We discuss continuation to real-time
amplitudes in the next section.
3By disconnected we mean diagrams not connected to external lines.
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Figure 2: Feynman diagram for propagator in λφ3. The indices ik label end-
points of the propagators Gij. All indices are to be summed over. Vertex
factors carry no ik dependence.
Let us now go through an example to illustrate the renormalization of
mass in λφ3. The relevant Feynman diagram in position space is shown in
(3). The vertex Vijk = 1 for all i, j, k, so the amplitude is
A =
∑
{ik=0,1}
∫ √
detgµν(w)dw
√
detgµν(z)dzG
F
i1i2
(x, w)GFi3i4(w, z)G
F
i5,i6
(w, z)GFi7i8(z, y)
(22)
where GF is the time-ordered Green function
GF (x, y) = θ(x0 − y0)Gα(x, y) + θ(y0 − x0)Gα(y, x) , (23)
and x0 is the imaginary time coordinate on the sphere. UV divergences arise
when w → z or w → z¯. In these limits the propagator has the form
lim
w→z
GF (w, z) = N2α(1+|γ|2)
1
(w − z)2 , limw→z¯G
F (w, z) = N2α(γ+γ
∗)
1
(w − z¯)2
(24)
in locally Minkowski coordinates. The UV divergent part of the amplitude
is then
AUV =
δm2
2
∫ √
detgµν(z)dz〈U †φ(x)φ(z)2φ(y)U〉 (25)
where δm2 is the cutoff dependent counter-term. If we adopt a simple point-
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splitting regularization, this is given by
δm2 =
(∫
|w−z|≥ε
+
∫
|w−z¯|≥ε
)√
detgµν(w)dw
∑
ik
Gi3i4(w, z)Gi5i6(w, z)
∝ N4α
(
(1 + |γ|2)2 + (γ + γ∗)2) log ε . (26)
We conclude therefore that the counter-term is indeed simply a local mass
counter-term when expressed in terms of φ variables, but appears non-local
when written in terms of φ˜ variables.
It is perhaps worthwhile to highlight the difference between our computa-
tion and a similar computation of [7]. Reference [7] assumed the basic vertex
was local. However in our formulation of the α-vacuum field theory, the ver-
tex takes the form U †φ(z)3U which looks non-local when we expand this out
in terms of the fields φ0(z) and φ1(z), since we can view φ1 as localized at
z¯. This non-locality is exactly what we need to make sense of the non-local
counter-terms encountered in [7]. When all the diagrams are included the
coefficients of the non-local counter-terms are such that they arise from the
local counter-term 1
2
δm2φ(x)2, prior to conjugation by the U ’s. This implies
the α-vacuum perturbation theory is rendered finite by the same number of
renormalization conditions as the corresponding Euclidean vacuum theory.
4 Real-time correlators and causality
We now discuss how to continue the imaginary time Green functions to real
time. In general this procedure is rather difficult as the analytic continuation
is not uniquely defined. One encounters similar problems in the formulation
of Minkowski space quantum field theory at finite temperature [36, 37, 38,
39]. There the analytic continuation from imaginary time to real-time, with
the extra condition that propagators be analytic in the lower half frequency
plane, computes retarded Green functions. Retarded and advanced Green
functions may be further combined to give real time-ordered Green functions.
This procedure of determining propagators by analytic continuation can be
avoided by working with the real-time thermo-field expansion of [30], where
the field content is doubled. In thermo-field theory, one also can formulate
a non-perturbative path integral definition of the theory using a non-trivial
real-time integration contour. It would be interesting to see if the α-vacuum
theory could be formulated in an analogous way. We will not develop that
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here, but content ourselves for the moment with the perturbative description
of the theory described in the previous section. We will use these results
to obtain the analytic continuation to real-time of the general interacting
two-point function.
The general two-point function G in the interacting theory is
G(x, y) = 〈Ω|φ(x)φ(y)|Ω〉 (27)
and is perturbatively defined by (21). We use φ(x) to denote Heisenberg
operators in this section. We can insert a complete set of states to obtain
G(x, y) =
∑
χ,n
〈Ω|φ(x)|χ, n〉〈χ, n|φ(y)|Ω〉 (28)
where |χ, n〉 denotes a scalar state with quantum numbers n. We now use
de Sitter symmetry to translate φ(x) = Tφ(0)T−1, where T is a de Sitter
translation. |Ω〉 is invariant under this translation. Usually one would assume
T−1|χ, n〉 = φEn (x)|χ〉, but as we have learnt, invariance under the subgroup
of the de Sitter group continuously connected to the identity, in general only
implies T−1|χ, n〉 = Nα(χ)(φEn (x)+eα(χ)φE∗n (x))|χ〉, where α is now a function
of the state χ, and φn(x) is the generalization of the modes to a scalar field
of general mass m(χ). This implies
G(x, y) =
∑
χ
ρ(χ)Gα(χ)(m(χ); x, y) (29)
where ρ is positive semi-definite. We can choose to parameterize this instead
as
G(x, y) =
∫ ∞
mmin
dm
∫
dαdα∗ρ(m,α)Gα(m; x, y) (30)
where Gα(m; x, y) is the generalization of (18) to a free field of mass m.
In [40] it was argued mmin = 3/2 for the theory in the Euclidean vacuum.
The m > 3/2 scalar representations of the de Sitter group are known as
the principal series, and only these have a smooth limit to representations
of the Poincare group as H → 0 [41]. The 0 < m < 3/2 representations
are known as the complementary series. There do not appear to be any
obvious problems with quantizing fields with 0 < m < 3/2. For example,
the conformally coupled free scalar (m =
√
2), is related by a conformal
transformation to a massless field in flat space. Since we are often interested
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in fields with m < 3/2, we include the complementary series in our space of
allowed states, so take mmin = 0.
The iε prescriptions for the propagators Gjk are defined in appendix B,
which allows the G to be continued to a function regular on the Lorentzian
section. This prescription is fixed by imposing the boundary condition that
each component of the two-point function Gα(m; x, y) match the free Wight-
man propagators constructed by Mottola and Allen [3,4]. Appropriate linear
combinations of G(x, y) define the real-time retarded, advanced, and time-
order propagators. We note the complete propagator G is not analytic in the
lower half t plane (see appendix B for notation), but it is built out of terms,
each of which separately enjoys analyticity in the upper or lower half t plane.
Demonstrating causality of the interacting two-point function is now triv-
ial. We simply apply (30) to the commutator of two fields
〈[φ(x), φ(y)]〉α = G(x, y)−G(y, x) (31)
=
∫ ∞
0
dmdαdα∗ ρ(m,α)(Gα(m; x, y)−Gα(m; y, x))
=
∫ ∞
0
dmdαdα∗ ρ(m,α)(GE(m; x, y)−GE(m; y, x))
which vanishes at spacelike separations of x and y. Here we have used the
result of [4] that the commutator in the free theory is independent of α.
To sum up, we have defined a continuation of the general interacting two-
point function from imaginary time to real time, using a spectral theorem
and we have shown the real-time commutator function is causal despite the
apparent non-analyticity of the perturbative expansion.
5 Stress-Energy Tensor
Numerous techniques for calculating 〈Tµν〉 in general, and in the Euclidean
vacuum of de Sitter space in particular, are reviewed in [19,34,35] and refer-
ences therein. Since [42] considered the stress-energy tensor in the α-vacua
some time ago, we mainly quote their results. The stress-energy tensor for a
scalar field is given by
Tµν = φ,µφ,ν − 12gµνφ,αφ,α + gµνV (φ) (32)
where, for simplicity, we have set the Rφ2 coupling to 0.
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In general, we can find the renormalized expectation value of Tµν for
a non-interacting scalar field from the symmetric Greens function G
(1)
xy =
〈{φx, φy}〉, as follows:
〈Tµν(x)〉freeren =
lim
x′,x′′→x
(∇µ′∇ν′′ − 12gµν∇γ′∇γ′′ + 12m2gµν) 12 (G(1)(x′, x′′)−Gref(x′, x′′))
(33)
where Gref is a reference two-point function which removes the singularities
in G(1). Note the limit, and Gref must be chosen to preserve covariance and
T µν ;ν = 0.
Consistent with previous work cited above [42] found for a non-interacting
Euclidean vacuum [34],
〈Tµν〉freeren =
− gµν
64pi2
(
m2(m2 − 2H2)
(
ψ
(
3
2
− iν)+ ψ (3
2
+ iν
)
+ ln
(
H2
µ2
))
+8
3
m2H2 − 359
180
H4
) (34)
where H is Hubble’s constant, ν =
√
m2/H2 − 9/4 and µ is some mass
renormalization scale. 〈Tµν〉 for a general α-vacuum, with a non-interacting
scalar field, has been found by by [42] to be
〈Tµν〉freeren =
− gµν
64pi2
1+|γ|2
1−|γ|2
×(
m2(m2 − 2H2)
(
ψ
(
3
2
− iν) + ψ (3
2
+ iν
)
+ ln
(
H2
µ2
)
+ pi
coshpiν
γ+γ∗
1+|γ|2
)
+8
3
m2H2 − 359
180
H4
)
.
(35)
The main difference between (34) and (35) is an extra factor of 1+|γ|
2
1−|γ|2
. The
origin of this constant can be seen from the short distance limit of (16) which
gives Gα(x, x) ∼ 1+|γ|
2
1−|γ|2
GE(x, x). The α-dependence of the short distance
singularity means that our counter terms must be α-dependent. The fact
that α-dependent counter-terms are required for a finite 〈Tµν〉 was viewed
as problematic in [9]. As we have already emphasized previously these are
precisely the sort of counter-terms we naturally expect. We emphasize both
(34) and (35) are proportional to gµν which is covariantly constant, implying
conservation of energy.
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An important conclusion we draw from (35) is that no imaginary part
appears in Tµν (and hence the action at one-loop order). This indicates the
α-vacuum is stable at this order. We discuss the possibility of higher order
instabilities in the conclusions.
Now to calculate the 〈Tµν(x)〉 for the interacting case we need to replace
the free Green function with the interacting one (and add in 〈VI(φ)〉). The
spectral representation (30) then yields a straightforward generalization of
(35).
6 Conclusions
We have constructed a renormalizable perturbation theory for scalar field
amplitudes in an α vacuum using an imaginary time formulation. We have
also shown the theory is causal when continued to real-time, at the level
of the two-point function. It remains an interesting open problem to use
this formalism to construct the higher order real-time correlators. Our hope
is this may be achieved by taking appropriate linear combinations of the
imaginary time amplitudes, with external legs continued to real-time, as is
the case for finite temperature field theory.
These results are of importance for the theory of inflation, because if the
inflationary phase sat in a general α vacuum, the amplitude and spectrum
of cosmic microwave background perturbations can be dramatically effected
[12]. If the present day universe is likewise asymptoting toward a universe
dominated by positive cosmological constant, the asymptotic value of α can
produce observable effects today, and may be responsible for a component of
the diffuse cosmic ray flux (see [43] for a study of this effect). We plan to
develop further the phenomenology of these vacua in future work.
The formalism we have developed may also have useful generalizations to
computations in flat space in squeezed state backgrounds. See [44] for QED
calculations in squeezed state backgrounds.
Let us emphasize that our motivation for this study was to try to dis-
cover a problem with the α-vacuum, which would lead one to conclude the
Euclidean vacuum was unique. Thus far we have not found such a problem,
which raises the question whether we must think of α as a new cosmological
constant fixed by initial conditions, or whether dynamics leads to decay to
the Euclidean vacuum at late times.
One hint that it might be the latter comes from the fact that requiring
14
an Unruh detector see a thermal distribution of particles uniquely selects the
Euclidean vacuum. Thus demanding local equilibrium (assuming no extra
chemical potentials are turned on) selects the Euclidean vacuum. However
that raises the question whether non-trivial α simply corresponds to a new
chemical potential needed to uniquely specify the scalar field theory.4 This
then introduces a new tunable parameter into the effective field theory de-
scription of inflation. In section 5 we found no imaginary part in the action
at the one-loop level, indicating that at leading order the α-vacua are stable,
consistent with this latter interpretation.
In [12] we argued in more general cosmological backgrounds, α should be
tied to the cosmological constant Λ ∼ H2effM2P lanck, by eα(t) ∼ Heff/Mcutoff .
For concreteness, let us takeMcutoff ∼ 1016 GeV, around the GUT scale. We
find it intriguing that bounds on αtoday from diffuse cosmic ray observations
[43] (eα ≤ 10−6 Htoday
Mcutoff
MPlanck
Mcutoff
in our notation) place it in within a few of orders
of magnitude of the scale Htoday/Mcutoff .
5 Furthermore cosmic rays have
currently been observed with energy up to 1011 GeV [46], with no obvious
upper cutoff in sight, consistent with α vacuum predictions.
Acknowledgements
We thank R. Brandenberger, A. Jevicki, S. Theisen and the Harvard High
Energy theory group for helpful discussions. This research is supported in
part by DOE grant DE-FE0291ER40688-Task A.
A Appendix: Squeezed states
We record some formulas useful in the manipulation of squeezed states.
U(ζ) ≡ exp(1
2
(ζ¯a2 − ζa†2)) = eA (A.1)
eAae−A = eLAa (A.2)
4 [17] suggest α can be interpreted as a marginal deformation of the CFT in the context
of dS/CFT [45].
5In [43] it was assumed photons (and possibly other Standard model fields) were in an
analog of an α vacuum. It is perhaps more natural to assume only the inflaton(s) are in
an α vacuum, which could substantially weaken the bounds of [43].
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where LAB ≡ [A,B]. Let ζ = ρeiφ, then
[A, a] = ζa† = ρeiφa†
[A, a†] = ζ∗a .
(A.3)
This implies
L2n+1A a = eiφρ2n+1a†
L2nA a = ρ2na (A.4)
so we obtain
eAae−A = a
∑
ρ2n/2n! + a†eiφ
∑
ρ2n+1/(2n+ 1)!
= ak cosh(ρ) + a
†
ke
iφ sinh(ρ)
(A.5)
and
bk = UakU † = Nα(ak − eα∗a†k) = ak cosh(ρ) + a†keiφ sinh(ρ) . (A.6)
Some other expressions that we use:
eα−α
∗
= e−2iφ ⇒ φ = −Im(α) (A.7)
eα+α
∗
= tanh2 ρ (A.8)
ρ = tanh−1 eRe(α)
= 1
2
ln(1+e
Re(α)
1−eRe(α)
)
= 1
2
ln tanh(−1
2
Re(α))
(A.9)
ζ = 1
2
e−iIm(α) ln tanh(−1
2
Re(α)) . (A.10)
B Appendix: Some useful facts
Global coordinates
ds2 = −dt2 + cosh2 tdΩ2 (B.1)
where dΩ2 is the metric on the unit 3-sphere. We will work in units where
the Hubble radius is 1. Define Euclidean vacuum using mode functions
ψklm(x) = yk(t)Yklm(Ω) (B.2)
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where k, l,m label the complete set of scalar spherical harmonics on S3,
−|l| ≤ m ≤ |l|. The yk(t) may be expressed in terms of the hypergeometric
function 2F1 [3]. These are regular on the Euclidean section, and may be
analytically continued to functions regular on the lower half ζ plane, ζ =
i sinh t. They have a branch cut from ζ = 1 to ζ =∞.
Define linear combination
φklm =
eipik/2√
2
(
eipi/4ψklm(x) + e
−ipi/4ψkl−m(x)
)
(B.3)
This set of modes is the basis of the complete set of modes we will use. They
are orthonormal and positive norm, and satisfy
φklm(x¯) = φ
∗
klm(x)
(φklm, φk′l′m′) = δkk′δll′δmm′ (B.4)
(B.5)
By definition the Euclidean vacuum Green function satisfies
GE(x, y) =
∑
n
φn(x)φ
∗
n(y) (B.6)
where we have compressed the k, l,m indices into the single index n.
It is useful to define z(x, y) = X · Y where X and Y are the coordinates
of points on 5d Minkowski space, where de Sitter can be embedded as −X20 +
X21 +X
2
2 +X
2
3 +X
2
4 = 1. For spacelike separations z < 1, for null separations
z = 1, and for timelike separations z > 1. We have in mind continuing z to
complex values for which the relation to geodesic distance breaks down. Note
also that z(x¯, y) = −z(x, y). In terms of z, (B.6) can be written explicitly as
GE(x, y) =
Γ(3/2 + iν)Γ(3/2− iν)
(4π)2
2F1 (3/2 + iν, 3/2− iν, 2; (1 + z)/2)
(B.7)
This function has a pole at z = 1 and a branch cut extending from z = 1
along the positive real axis. The function is analytic in the lower-half z plane.
When z is real, GE(z) is real for z < 1, and develops an imaginary part for
z > 1. The sign of this imaginary part changes as one moves across the
branch cut.
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To make (B.6) well-defined for time-like separations, we must specify an iε
prescription. Near the singularity z = 1, we specify this in locally Minkowski
coordinates (t, ~x) by [17]
GE(x, x
′) ∼ 1
(t− t′ − iε)2 − |~x− ~x′|2 . (B.8)
In the text we introduce the Green functions Gij(x, y). These are likewise
defined using GE but the iε prescriptions are as follows (for simplicity we set
~x and ~x′ to 0):
G00(x, x
′) = N2αGE(t− iε, t′) (B.9)
G10(x, x
′) = N2αγGE(−t− iε, t′) (B.10)
G01(x, x
′) = N2αγ
∗GE(−t+ iε, t′) (B.11)
G11(x, x
′) = N2α|γ|2GE(t+ iε, t′) . (B.12)
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