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ORTHOGONAL EXPANSIONS FOR GENERALIZED GEGENBAUER
WEIGHT FUNCTION ON THE UNIT BALL
YUAN XU
Abstract. Orthogonal polynomials and expansions are studied for the weight
function h2κ(x)‖x‖
2ν(1−‖x‖2)µ−1/2 on the unit ball of Rd, where hκ is a reflection
invariant function, and for related weight function on the simplex of Rd. A concise
formula for the reproducing kernels of orthogonal subspaces is derived and used
to study summability of the Fourier orthogonal expansions.
1. Introduction
Fourier orthogonal expansions on the unit ball Bd := {x ∈ Rd : ‖x‖ ≤ 1} of Rd have
been studied intensively in recent years ([3, 5]) for the classical weight function
Wµ(x) := (1− ‖x‖2)µ−1/2, µ > −1/2,
and, more generally, for the weight functions
Wκ,µ(x) := h
2
κ(x)(1 − ‖x‖2)µ−1/2, µ > −1/2,
where hκ is certain weight function that is invariant under a reflection group. Much
of the progress is based on our understanding of orthogonal structure, encapsulated in
the concise formulas for the reproducing kernels of orthogonal spaces that are integral
kernels of orthogonal projection operators. These concise formulas serve as an essential
tool for studying orthogonal expansions and allow us to define a meaningful convolution
structure on the unit ball. As an example, let Vdn(Wµ) be the space of orthogonal
polynomials of degree n with respect to Wµ on B
d. Then the reproducing kernel
Pn(Wµ; ·, ·) of this space satisfies the relation ([7])
(1.1) Pn(Wµ;x, y) = cµ
∫ 1
−1
Z
µ+ d−1
2
n
(
〈x, y〉+
√
1− ‖x‖2
√
1− ‖y‖2 t
)
(1− t2)µ−1dt,
where x, y ∈ Bd, cµ is a the normalization constant so that the integral is 1 when n = 0
and Zλn is a multiple of the Gegenbauer polynomial C
λ
n , defined by
(1.2) Zλn(t) :=
n+ λ
λ
Cλn(t), λ > 0, −1 ≤ t ≤ 1.
The orthogonal structure on the unit ball is closely related to that on the unit sphere,
so much so that the results on the ball can be deduced from the theory of h-harmonics
with respect to the reflection group. The concise formula (1.1) plays the role of the
reproducing kernel (zonal harmonic) for spherical harmonics.
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In the present paper, we consider the weight function of the form
Wκ,µ,ν(x) := h
2
κ(x)‖x‖2ν(1− ‖x‖2)µ−1/2,
which we shall call the generalized Gegenbauer weight function on the ball and we
shall write Wµ,ν := W0,µ,ν when hκ(x) ≡ 1. The additional factor ‖x‖2ν , which
introduces a singularity at the origin of the unit ball, breaks down the connection
to the theory of h-harmonics. Some properties already established for Wκ,µ,0 do not
extend to the setting of Wκ,µ,ν ; for example, orthogonal polynomials for Wµ,ν are no
longer eigenfunctions of a second order linear differential operators. On the other hand,
a basis of orthogonal polynomials can still be deduced in polar coordinates and we can
still deduce a concise formula for the reproducing kernel, based on an integral relation
for the Gegenbauer polynomials discovered recently in [9]. The latter was derived
for Wµ,ν in [9], it motivates our study here and opens the possibility of carrying out
analysis on the ball with respect to the weight function Wκ,µ,ν . Our goal in this paper
is to explore what is still possible and what might be amiss.
There is a close relation between orthogonal structure on the unit ball and the stan-
dard simplex of Rd, which allows us to consider orthogonal polynomials and expansions
for the weight functions such as
Uκ,µ,ν(x) :=
d∏
i=1
x
κi−
1
2
i |x|ν(1− |x|)µ−
1
2 , |x| := x1 + . . .+ xd,
on the simplex Td = {x ∈ Rd : x1 ≥ 0, . . . , xd ≥ 0, |x| ≤ 1}.
The paper is organized as follows. In the next section we recall necessary definitions
and study orthogonal polynomials with respect to Wκ,µ,ν on the ball. The concise
formula for the reproducing kernel and orthogonal expansions are studied in the third
section. The orthogonal structure and expansion on the simplex is studied in the fourth
section.
2. Orthogonal polynomials on the unit ball
We start with the definition of the weight function hκ. Let G be a finite reflection
group with a fixed positive root system R+. Let σv denote the reflection along v ∈ R+,
that is, xσv = x−2〈x, v〉/‖v‖2 for x ∈ Rd, where 〈·, ·〉 denote the usual Euclidean inner
product of Rd. Let κ : R+ 7→ R be a multiplicity function defined on R+, which is a
G-invariant function, and we assume that κ(v) ≥ 0 for all v ∈ R+. Then the function
(2.1) hκ(x) =
∏
v∈R+
|〈x, v〉|κ(v), x ∈ Rd,
is a positive homogeneous G-invariant function of order γκ :=
∑
v∈R+
κv. The simplest
case is when G = Zd2 for which
(2.2) hκ(x) =
d∏
i=1
|xi|κi , κi ≥ 0.
We consider orthogonal polynomials for the weight function Wκ,ν,µ on the unit ball
(2.3) Wκ,µ,ν(x) = h
2
κ(x)‖x‖2ν(1− ‖x‖2)µ−1/2, µ > −1/2, ν + γκ + d/2 > 0,
where hκ is as in (2.1). It is easy to verify, in polar coordinates, that restrictions on
µ and ν guarantee that this weight function is integrable on Bd. We further denote
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Wµ,ν := W0,µ,ν and Wµ := Wµ,0. With respect to Wκ,µ,ν we define an inner product
(2.4) 〈f, g〉κ,µ,ν := bκ,µ,ν
∫
Bd
f(x)g(x)Wκ,µ,ν(x)dx,
where bκ,µ,ν is the normalization constant such that 〈1, 1〉κ,µ,ν = 1. Let Πdn denote
the space of polynomials of degree at most n in d variables. A polynomial P ∈ Πdn of
degree n is called an orthogonal polynomial with respect to Wκ,µ,ν if 〈P,Q〉κ,µ,ν = 0
for all polynomials Q ∈ Πdn−1. Let Vdn(Wκ,µ,ν) be the space of orthogonal polynomials
with respect to the inner product (2.4). Then dimΠdn =
(
n+d−1
n
)
. A basis {Pj,n}
for Vdn(Wκ,µ,ν) is called mutually orthogonal if 〈Pj,n, Pk,n〉κ,µ,ν = 0 whenever j 6= k
and it is called orthonormal if, in addition, 〈Pj,n, Pj,n〉κ,µ,ν = 1. There are many
different bases for the space Vdn(Wk,µ,ν ). The structure of the weight function suggests
a particular mutually orthogonal basis that can be constructed explicitly. To state
this basis, we need h-spherical harmonics defined by Dunkl, which generalize ordinary
spherical harmonics.
Associated with G and κ, the Dunkl operators, D1, . . . ,Dd, are first order difference-
differential operators defined by ([4])
Dif(x) = ∂if(x) +
∑
v∈R+
κ(v)
f(x)− f(xσv)
〈x, v〉 vi,
where v = (v1, . . . , vd) and xσv := x − 2〈x, v〉v/‖v‖2. This family of operators enjoys
a remarkable commutativity, DiDj = DjDi, which leads to the definition of the h-
Laplacian defined by ∆h := D21+. . .+D2d. An h-harmonic is a homogeneous polynomial
that satisfies ∆h = 0 and its restriction on the unit sphere S
d−1 is called spherical h-
harmonics, which becomes ordinary spherical harmonic when κ = 0. Let Hdn(h2κ) be
the space of h-harmonic polynomials of degree n. For n 6= m, it is known that
〈Y hn , Y hm〉κ := bκ
∫
Sd−1
Y hn (x)Y
h
m(x)h
2
κ(x)dσ = 0, Yn ∈ Hdn(h2κ), Ym ∈ Hdm(h2κ),
where dσ denotes the surface measure on Sd−1 and bκ is the normalization constant
such that 〈1, 1〉κ = 1. In polar coordinates, the h-Laplacian can be written as
(2.5) ∆h =
∂2
∂r2
+
2λκ + 1
r
∂
∂r
+
1
r2
∆h,0, λκ := γk +
d− 2
2
,
where r = ‖x‖ and ∆h,0 is the spherical part of the h-Laplacian, which has h-harmonics
as eigenfunctions. More precisely, if Y hn ∈ Hdn(h2κ), then
(2.6) ∆h,0Y
h
n (x) = −n(n+ 2λκ)Y hn (x).
In the case of hκ(x) = 1, ∆h becomes the ordinary Laplacian and ∆h,0 becomes the
Laplace-Beltrami operator.
The h-harmonics can be used as building blocks of orthogonal polynomials on the
unit ball. Let σdm := dimHdm(h2κ) and let {Y hℓ,m : 1 ≤ ℓ ≤ σdm} be an orthonormal
basis of Hdm(h2κ), normalized with respect to 〈·, ·〉κ, and let P (α,β)n (t) denote the usual
Jacobi polynomial of degree n. Define
(2.7) Pnj,ℓ(x) := P
n
j,ℓ(Wκ,µ,ν ;x) = P
(µ− 1
2
,n−2j+ν+λκ)
n (2‖x‖2 − 1)Y hℓ,n−2j(x).
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Proposition 2.1. The set {Pnj,ℓ : 1 ≤ ℓ ≤ σdn−2j , 0 ≤ j ≤ n/2} is a mutually orthogo-
nal basis of Vdn(Wκ,µ,ν) and the norm of Pnj,ℓ is given by
〈Pnj,ℓ, Pnj,ℓ〉κ,µ,ν =
(ν + γκ +
d
2 )n−j(µ+
1
2 )j(n− j + ν + µ+ γκ + d−12 )
j!(ν + µ+ γκ +
d+1
2 )n−j(n+ ν + µ+ γκ +
d−1
2 )
=: Hnj ,
where (a)n denotes the Pochhammer symbol, (a)n := a(a+ 1) · · · (a+ n− 1).
Proof. In polar coordinates, it is easy to see that
〈f, g〉κ,µ,ν = (bκ,µ,ν/bκ)
∫ 1
0
〈f(r·), g(r·)〉κrd−1+2γκ+2ν(1− r2)µ−1/2dr,
from which the orthogonality of Pnj,ℓ follows from the orthogonality of h-spherical
harmonics and of the Jacobi polynomials. The proof is similar to that of classical
orthogonal polynomials for Wµ on the unit ball, the details can be worked out as in
[5, Prop. 5.2.1]. 
In the case of ν = 0, the orthogonal polynomials are closely related to the h-
spherical harmonics associated with h2κ(x)|xd+1|2µ on the sphere Sd, so much so that
it can be deduced from (2.6) that the orthogonal polynomials in Vdn(Wκ,µ,0,Bd) are
eigenfunctions of a second order differential-difference equation; more precisely,
(2.8) Dκ,µP = −ηκ,µn P, ∀P ∈ Vdn(Wκ,µ,0,Bd),
where ηκ,µn := n(n+ 2λk + 2µ+ 1) and
Dκ,µ := ∆h − 〈x,∇〉2 − (2λκ + 2µ+ 1)〈x,∇〉.
This property plays an important role in the study of Fourier orthogonal expansions
on the unit ball; for example, it allows us to define an analogue of the heat kernel
operator. One naturally asks if there is an extension of this property for the case
ν 6= 0.
For this purpose, it is easier to rewrite the basis in (2.7) in terms of the generalized
Gegenbauer polynomials C
(a,b)
n , which are orthogonal polynomials with respect to the
weight function |t|b(1 − t2)a−1/2 on [−1, 1] (see [5, Section 1.5]). These polynomials
satisfy a difference-differential equation that we record below.
Proposition 2.2. The Generalized Gegenbauer polynomials C
(a,b)
n satisfy the equation
(1− t)2y′′(t)− (2a+2b+1)ty′(t)+ 2b
t
(
y′(t)− y(t)− y(−t)
2t
)
+n(n+2a+2b)y(t) = 0.
In polar coordinates (x1, x2) = r(cos θ, sin θ), the polynomials r
nCκ2,κ1n (cos θ) are
h-spherical harmonics associated with |x1|κ1 |x2|κ2 on S1, so that the above proposition
follows from (2.6). It is known that
C
(a,b)
2n (t) =
(a+ b)n
(b + 12 )n
P (a−1/2,b−1/2)n (2t
2 − 1),
which are even functions and for which the differential-difference equation in the propo-
sition simplifies to
(2.9) (1− t2)y′′ − (2a+ 2b+ 1)ty′ + 2b
t
y′ + n(n+ 2a+ 2b)y = 0.
In terms of C
(α,b)
2n , the basis (2.7) becomes
Pnℓ,j(Wκ,µ,ν ;x) = c(j)C
(µ,n−2j+λk+ν+
1
2
)
2j (‖x‖)Y hℓ,n−2j(x),
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where c(j) is a constant. The differential-difference equation can be verified using the
following lemma.
Lemma 2.3. Let g(x) = p(‖x‖)Y hn−2j with p being a polynomial of one variable and
Y hn−2j ∈ Hn−2j. In the polar coordinates x = rξ, ξ ∈ Sd−1 and r ≥ 0,
∆hg(x) =
[
p′′(r) +
2(n− 2j) + 2λκ + 1
r
p′(r)
]
Y hn−2j(x),
d
dr
g(x) =
[
p′(r) +
n− 2j
r
p(r)
]
Y hn−2j(x),
d2
dr2
g(x) =
[
p′′(r) +
2(n− 2j)
r
p′(r) +
(n− 2j)(n− 2j − 1)
r2
p(r)
]
Y hn−2j(x).
Proof. Using the fact that Y hn−2j(x) = r
n−2jY hn−2j(ξ), the proof of the first item follows
from (2.5) and (2.6). The detail, and the proof of the other two identities, amounts to
a straightforward computation. 
In the polar coordinates x = rξ, it is easy to verify that 〈x,∇〉 = r ddr . Hence,
using the identities in the lemma, we can give a direct proof of (2.8) as follows: setting
p(r) = C
(µ,n−2j+λκ+
1
2
)
2j (r) and using (2.9), it is straightforward to verify that (2.8)
holds for Pnℓ,j(Wκ,µ,ν ;x), which establishes the identity for all elements in Vdn(Wκ,µ,ν)
since the terms in (2.8) are independent of j.
For the case ν 6= 0, we need to apply the lemma with pj(r) = C(µ,n−2j+λκ+ν+
1
2
)
2j (r).
The same consideration, however, yields the following weaker result:
Proposition 2.4. The polynomial P (x) = Pnℓ,j(Wκ,µ,ν ;x) in (2.7) satisfies
(∆h − 〈x,∇〉2 − (2λκ + 2µ+ 2ν + 1)〈x,∇〉)P(2.10)
+
2ν
‖x‖2 (〈x,∇〉 − (n− 2j))P = −n(n+ 2λk + 2µ+ 2ν + 1)P.
The last term in the left hand side in (2.10), which can be written as p′(‖x‖)Y hn−2j(x)
with p(r) = P
(µ−1/2,n−2j+λk+ν)
j (2r
2 − 1) by the second identity in Lemma 2.3, de-
pends on the index j in Pnℓ,j(Wκ,µ,ν ;x). This means that the (2.10) works only for
Pnℓ,j(Wκ,µ,ν ;x) but does not work for all elements in Vdn(Wκ,µ,ν). This is unfortunate,
since the fact that Vdn(Wκ,µ,0) satisfies the equation (2.8) is essential for defining an
analogue of the heat kernel operator and for define a K-functional, both of which play
an important role in analysis with respect to the weight function Wκ,µ,0.
We end this section with two relations between orthogonal polynomials that have
different ν index.
Proposition 2.5. Let λκ,ν,µ = λκ + ν + µ +
1
2 . Then the orthogonal polynomials in
(2.7) satisfy the relations
(n+ λκ + ν + µ+
1
2 )P
n
ℓ,j(Wκ,µ,ν ;x)
= (j + µ− 12 )Pn−1ℓ,j−1(Wκ,µ,ν+1;x) + (n− j + λκ + ν + µ+ 12 )Pnℓ,j(Wκ,µ,ν+1;x),
and
(n+ λκ + ν + µ+
3
2 )‖x‖2Pnℓ,j(Wκ,µ,ν+1;x)
= (j + 1)Pn+2ℓ,j+1(Wκ,µ,ν ;x) + (2n− 2j + λκ + ν + 1)Pnℓ,j(Wκ,µ,ν ;x).
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Proof. Using (2.7), these two identities follow from the corresponding identities for the
Jacobi polynomials given in [1, (22.7.16)] and [1, (22.7.19)]. 
3. Orthogonal expansions on the unit ball
With respect to the mutually orthogonal basis {Pnj,ℓ} in the Proposition 2.1, the
Fourier coefficient f̂nj,ℓ of f ∈ L2(Wκ,µ,ν ,Bd) is defined by f̂nj := 〈f, Pnj,ℓ〉κ,µ,ν and the
Fourier orthogonal expansion of f is defined by
f =
∞∑
n=0
projκ,µ,νn f with proj
κ,µ,ν
n f(x) :=
∑
0≤j≤n/2
σdn−2j∑
ℓ=1
H−1j,n f̂
n
j,ℓP
n
j,ℓ(x).
The projection operator projκ,µ,νn : L
2(Wκ,µ,ν ,B
d) 7→ Vdn(Wκ,µ,ν) can be written as
projκ,µ,νn f(x) = bκ,µ,ν
∫
Bd
f(y)Pn(Wκ,µ,ν ;x, y)Wκ,µ,ν(y)dy,
where Pn(Wκ,µ,ν ; ·, ·) is the reproducing kernel of Vdn(Wκ,µ,ν) and
(3.1) Pn(Wκ,µ,ν ;x, y) :=
∑
0≤j≤n/2
σdn−2j∑
ℓ=1
H−1j,nP
n
j,ℓ(x)P
n
j,ℓ(y).
It is known that the reproducing kernel is independent of the choice of orthonormal
bases. For the study of Fourier orthogonal series, it is essential to obtain a concise
formula for the reproducing kernel.
First we need a concise formula for the reproducing kernel of the h-spherical har-
monics, for which we need the intertwining operator Vκ between the partial derivatives
and the Dunkl operators, which is a linear operator uniquely determined by
Vκ1 = 1, VκPdn = Pdn, DiVκ = Vκ∂i, 1 ≤ i ≤ d,
where Pdn is the space of homogeneous polynomials of degree n in d variables. The
operator Vκ is known to be nonnegative, but the explicit formula of Vκ is unknown in
general. In the case Zd2, Vκ is an integral operator given by
(3.2) Vκf(x) = cκ
∫
[−1,1]d
f(x1t, . . . , xdtd)
d∏
i=1
(1 + ti)(1 − ti)κi−1dt,
where cκ =
∏d
i=1 cκi and ca = Γ(a+ 1/2)/(
√
πΓ(a)) and, if some κi = 0, the formula
holds under the limit
(3.3) lim
a→0+
ca
∫ 1
−1
f(t)(1− t2)a−1dt = 1
2
[f(1) + f(−1)] .
Let {Y hℓ,n : 1 ≤ ℓ ≤ σdn} be an orthonormal basis of Hdn(h2κ). Then the reproducing
kernel of Hdn(h2κ) is given by the addition formula of h-spherical harmonics,
(3.4)
σdn∑
ℓ=1
Y hℓ,n(x)Y
h
ℓ,n(y) = Vκ
[
Z
γκ+
d−2
2
n (〈·, y〉)
]
(x),
where Zλn is a multiple of the Gegenbauer polynomial
Zλn(t) :=
n+ λ
λ
Cλn(t), −1 ≤ t ≤ 1.
ORTHOGONAL EXPANSIONS ON THE UNIT BALL 7
For convenience, we define, for given κ, ν, µ,
λκ,µ,ν := ν + µ+ γκ +
d−1
2 .
Theorem 3.1. Let ν > 0. If µ > 0,
Pn(Wκ,µ,ν ;x, y) = aκ,µ,ν
∫ 1
−1
∫ 1
0
∫ 1
−1
Vκ
[
Zλκ,µ,νn (ζ(·; ‖x‖, y, u, v, t))
]
(x′)(3.5)
× (1− t2)µ−1dtuν−1(1− u)γk+ d−22 du(1− v2)ν− 12 dv,
where aκ,µ,ν is a constant such that the integral is 1 if n = 0 and
ζ(·; r, y, u, v, t) := r ‖y‖uv + r〈·, y〉(1− u) +
√
1− r2
√
1− ‖y‖2 t;
furthermore, if µ = 0, then the formula holds under the limit (3.3).
Proof. By (2.7), (3.1) and the addition formula (3.4),
Pn(Wκ,µ,ν ;x, y) =
⌊n
2
⌋∑
j=0
H−1j,nP
(µ− 1
2
,βj,n)
j (2‖x‖2 − 1)P
(µ− 1
2
,βj,n)
j (2‖x‖2 − 1)
× ‖x‖n−2j‖y‖n−2jVκ
[
Z
γκ+
d−2
2
n−2j (〈·, y′〉)
]
(x′),
where βj,n := n − 2j + λκ,ν − 12 and x = ‖x‖x′. The sum in the right hand side is
close to the addition formula for an integral of the Gegenbauer polynomial, except that
the index of Zλκn−2j does not match. This is where the new integration relation on the
Gegenbauer polynomials comes in, which states, as shown recently in [9], that
Zλn(x) = cµσλ+1,µ
∫ 1
−1
∫ 1
0
Zλ+νn (uv + (1− u)x)uν−1(1 − u)λdu (1− v2)ν−1/2dv,
where λ > −1/2, ν > 0, σλ,µ := Γ(λ+µ)Γ(λ)Γ(µ) and cµ := Γ(µ+1)Γ( 1
2
)Γ(µ+ 1
2
)
. Using this relation, we
can write
Pn(Wκ,µ,ν ;x, y) = cµσλ+1,µ
∫ 1
−1
∫ 1
0
Vκ
[ ⌊n
2
⌋∑
j=0
H−1j,nP
(µ− 1
2
,βj,n)
j (2‖x‖2 − 1)
× P (µ−
1
2
,βj,n)
j (2‖x‖2 − 1)‖x‖n−2j‖y‖n−2jZ
ν+γκ+
d−2
2
n−2j (s〈·, y′〉+ (1−)y)
]
(x′)
× sν(1− s)µ−1ds (1− y2)ν−1/2dy.
This gives the stated result since the sum inside the bracket can be summed up as an
integral of the Gegenbauer polynomial Z
λκ,µ,ν
n . This last step is involved but the detail
is similar to the proof of Theorem 3.4 in [9], where the case κ = 0 is established. 
In the case of ν = 0, a concise formula of the reproducing kernel Pn(Wκ,µ,0) was
established in [8], which can be obtained as the limiting case of (3.5) under the limit
process of (3.3). The formula in [8] was deduced from the concise formula for the
reproducing kernels of the h-spherical harmonics associated with h2κ(x)|xd+1|2µ on the
sphere Sd, which are intimately connected to orthogonal polynomials with respect to
Wκ,µ on B
d. For ν 6= 0, however, this connection no longer holds.
In the case of G = Zd2, the intertwining operator Vκ is given explicitly by (3.2). We
state this case as a corollary.
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Corollary 3.2. Let Wκ,µ,ν be given in terms of hκ defined in (2.2) and let ν > 0. For
κi ≥ 0 and ν ≥ 0,
Pn(Wκ,µ,ν ;x, y) = aκ,µ,ν
∫ 1
−1
∫ 1
0
∫ 1
−1
∫
[−1,1]d
Zλκ,µ,νn (ζ(x, y, u, v, s, t))
d∏
i=1
(1 + si)
×
d∏
i=1
(1− s2i )κi−1ds(1− t2)µ−1dtuν−1(1− u)γk+
d−2
2 du(1− v2)ν− 12 dv,
which holds under the limit (3.3) when µ or any κi is 0, where
ζ(x, y, u, v, s, t) := ‖x‖ ‖y‖uv+ (1 − u)
d∑
i=1
xiyisi +
√
1− ‖x‖2
√
1− ‖y‖2 t.
According to these concise formulas, Pn(Wκ,µ,ν) is an integral transform of the
Gegenbauer polynomials, which means that the Fourier orthogonal expansions with
respect to Wκ,µ,ν is connected to the orthogonal expansions in the Gegenbauer poly-
nomials. Let wλ(x) := (1 − x2)λ− 12 for λ > −1/2 and x ∈ (−1, 1) and cλ be the
normalization constant of wλ. The Gegenbauer polynomials C
λ
n are orthogonal with
respect to wλ. For g ∈ L1(wλκ,µ,ν ; [−1, 1]) and x, y ∈ Bd, define
Lκ,µ,νx g(y) := aκ,µ,ν
∫ 1
−1
∫ 1
0
∫ 1
−1
Vκ [g(ζ(·;x, y, u, v, t))] (x′)(3.6)
× (1− t2)µ−1dtuν−1(1− u)γk+ d−22 du(1− v2)ν− 12 dv.
For f ∈ L1(Wκ,µ,ν ,Bd) and g ∈ L1(wλκ,µ,ν ; [−1, 1]), define
(f ∗κ,µ,ν g)(x) := bκ,µ,ν
∫
Bd
f(y)Lκ,µ,νx g(y)Wκ,µ,ν(y)dy.
This defines a convolution structure with respect to Wκ,µ,ν on B
d. To develop its
property, we start with a lemma.
Lemma 3.3. Let ν ≥ 0 and µ ≥ 0, and write λ = λκ,µ,ν . Then for g ∈ L1(wλ; [−1, 1])
and Pn ∈ Vdn(Wκ,µ,ν),
(3.7) bκ,µ,ν
∫
Bd
Lκ,µ,νx g(y)Pn(y)Wκ,µ,ν(y)dy = cλ
∫ 1
−1
Cλn(t)
Cλn(1)
g(t)wλ(t)dtPn(x).
Proof. It follows directly from the definition that
(3.8) Pn(Wκ,µ,ν ;x, y) := L
κ,µ,ν
x Z
κ,µ,ν
n (y).
If g is a polynomial of degree at most m, then g can be written as
(3.9) g(t) =
m∑
k=0
ĝλnZ
λ
k (t), with ĝ
λ
n := cµ
∫ 1
−1
Cλk (t)
Cλk (1)
g(t)wλ(t)dt,
where we have used the fact that the L2 norm of Cλn is equal to C
λ
n(1)λ/(n+λ), which
implies that
Lκ,µ,νx g(y) =
n∑
k=0
ĝλnPk(Wκ,µ,ν ;x, y), x, y ∈ Bd.
Consequently, if m ≥ n, then by the definition of the reproducing kernel,
bκ,µ,ν
∫
Bd
Lκ,µ,νx g(y)Pn(y)Wκ,µ,ν(y)dy = ĝ
λ
nPn(y),
ORTHOGONAL EXPANSIONS ON THE UNIT BALL 9
which proves (3.7) for g being a polynomial of degree m ≥ n and, hence, for g ∈
L1(wλ; [−1, 1]) by the density of polynomials. 
Proposition 3.4. Let ν ≥ 0 and µ ≥ 0. Let p, q, r ≥ 1 and p−1 = r−1 + q−1 − 1. For
f ∈ Lq(Wκ,µ,ν ,Bd) and g ∈ Lr(wλκ,µ,ν ; [−1, 1]),
(3.10) ‖f ∗κ,µ,ν g‖Wκ,µ,ν ,p ≤ ‖f‖Wκ,µ,ν ,q‖g‖wλκ,µ,ν ,r.
Proof. Following the standard proof of Young’s inequality, it is sufficient to show that
‖Lκ,µ,νx g‖Wκ,µ,ν ,r ≤ ‖g‖wκ,µ,ν ,r for 1 ≤ r ≤ ∞. Since Vκ is nonnegative, |Vκg| ≤ Vk(|g|),
it follow that |Lκ,µ,νx g| ≤ Lκ,µ,νx (|g|). Hence, the inequality (3.6) holds for p = ∞
directly by the definition and for p = 1 by applying (3.7). The log-convexity of the
Lr-norm establishes the case for 1 < r <∞. 
Proposition 3.5. Let ν, µ ≥ 0 and let ĝλn be the Fourier coefficient of g defined in
(3.9). Then for f ∈ L1(Wκ,µ,ν ,Bd) and g ∈ L1(wλκ,µ,ν ; [−1, 1]),
projκ,µ,νn (f ∗κ,µ,ν g)(x) = ĝλκ,µ,νn projκ,µ,νn f(x)
This proposition justifies calling ∗κ,µ,ν a convolution. Its proof follows easily from
(3.7) and from exchange of integrals.
For δ > 0, the Cesa`ro (C, δ) means Sδn(Wκ,µ,ν ; f) of the Fourier orthogonal expansion
is defined by
Sδn(Wκ,µ,ν ; f) :=
1(
n+δ
d
) n∑
k=0
(
n− k + δ
n− k
)
projκ,µ,νk f,
which can be written as an integral of f against the kernel Kδn(Wκ,µ,ν ;x, y). Let
kδn(wλ; s, t) be the Cesa`ro (C, δ) means of the Gegenbauer series; then
kδn(wλ; s, 1) =
1(
n+δ
n
) n∑
k=0
(
n− k + δ
n− k
)
Zλk (s).
As a consequence of (3.8), we can write
(3.11) Kδn(Wκ,µ,ν ;x, y) = Lx
[
kδn(wλκ,µ,ν ; ·, 1)
]
(y).
Theorem 3.6. For µ, ν ≥ 0, the Cesa`ro (C, δ) means for Wκ,µ,ν satisfy
1. if δ ≥ 2λκ,ν,µ + 1, then Sδn(Wκ,µ,ν ; f) ≥ 0 if f(x) ≥ 0;
2. Sδn(Wκ,µ,ν ; f) converge to f in L
1(Wκ,µ,ν ;B
d) norm or C(Bd) norm if δ > λκ,ν,µ.
Proof. The first assertion follows immediately from the non-negativity of the Gegen-
bauer series [6]. For the second one, it is sufficient to show that
max
x∈Bd
∫
Bd
|Kδn(Wκ,µ,ν ;x, y)|Wκ,µ,ν(y)dy
is bounded, which can be deduced easily from the fact that the integral of |kδn(wλ; t, 1)|
against wλ is bounded if δ > λ by using (3.11) and applying (3.7) with Pn(y) = 1. 
In the case of κ = 0, it is shown in [9] that δ > ν +µ+ d−12 is also necessary for the
second item in the above theorem. However, for ν = 0, the necessary and sufficient
condition is known in the case of G = Zd2 as δ > σκ,µ := γκ −min1≤i≤d κi + µ + d−12
([2]), which requires delicate estimate of the (C, δ) kernel based on the explicit formula
in Corollary 3.2. We expect that the necessary and sufficient condition for the second
item of the theorem is δ > ν + σκ,µ.
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We can also define the Poisson integral for f ∈ L1(Wκ,µ,ν ,Bd) by
Pr(Wκ,µ,ν ; f) := f ∗κ,µ,ν P κ,µ,νr ,
where 0 < r < 1 and the kernel P κ,µ,νr is defined by
P κ,µ,νr (x, y) := L
κ,µ,ν
x Pr, Pr(t) =
1− r2
(1− 2rt+ r2)λκ,µ,ν+1 .
The Poisson kernel is non–negative and it satisifies
P κ,µ,νr (x, y) =
∞∑
n=0
Pn(Wκ,µ,ν ;x, y)r
n, 0 < r < 1.
The standard proof for the Poisson integral of orthogonal expansions leads to:
Theorem 3.7. For f ∈ Lp(Wκ,µ,ν ,Bd) if 1 ≤ p < ∞, or f ∈ C(Bd) if p = ∞,
limr→1− ‖Pr(Wκ,µ,ν ; f)− f‖Wκ,µ,ν ,p = 0.
4. Orthogonal polynomials and expansions on the simplex
There is a close relation between orthogonal polynomials on the unit ball Bd and
those on the simplex
T
d := {x ∈ Rd : x1 ≥ 0, . . . , xd ≥ 0, 1− |x| ≥ 0}, |x| := x1 + . . .+ xd,
under the mapping ψ : x ∈ Bd 7→ (x21, . . . , x2d) ∈ Td. Assume that hκ is the reflection
invariant weight function in (2.1) that is also invariant under Zd2, which means that
the reflection group G is a semi-product of a reflection group G0 and Z
d
2. Associated
to this weight function, we define a weight function Uκ,µ,ν on the simplex T
d by
(4.1) Uκ,µ,ν(x) = hκ(
√
x1, . . . ,
√
xd)|x|ν(1− |x|)µ−1/2, ν + γκ+ d/2 > 0, µ > −1/2,
which means that Wκ,µ,ν(x) = (Uκ,µ,ν ◦ ψ)(x)|x1 · · ·xd|, where Wκ,µ,ν is the weight
function in (2.3) on Bd. In the case of hκ in (2.2) associated to the group Z
d
2, the
weight function is
(4.2) Uκ,µ,ν(x) =
d∏
i=1
x
κi−1/2
i |x|ν(1− |x|)µ−1/2, κi ≥ 0,
which is the classical Jacobi weight function when ν = 0. The case ν 6= 0 has not been
considered up to now.
With respect to Uκ,µ,ν we define the inner product on T
d by
〈f, g〉Tκ,µ,ν := bκ,ν,µ
∫
Td
f(x)g(x)Uκ,µ,ν(x)dx.
Let Vdn(Uκ,µ,ν ,Td) be the space of orthogonal polynomials with respect to this inner
product. It can be shown, as in the case of ν = 0 (cf. [5, Sect. 4.4]), that 〈f, g〉Tκ,µ,ν =
〈f ◦ψ, g ◦ψ〉κ,µ,ν , where 〈f, g〉κ,µ,ν is the inner product on Bd defined in (2.4) and, as a
consequence, ψ induces a one-to-one correspondence between P ∈ Vdn(Uκ,µ,ν ,Td) and
P ◦ψ ∈ GVd2n(Wκ,µ,ν), the subspace of Vdn(Wκ,µ,ν) that contains polynomials invariant
under Zd2. In particular, let GHdm(h2κ) be the space that contains h-spherical harmonics
in Hdm(h2κ) that are invariant under Zd2.
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Proposition 4.1. For 0 ≤ j ≤ n, let {Y hℓ,2n−2j : 1 ≤ ℓ ≤
(
n−j+d−1
n−j
)} be an orthonor-
mal basis of GHd2n−2j(h2κ). Define
(4.3) Pnj,ℓ(Uκ,µ,ν ;x) := P
(µ− 1
2
,n−2j+ν+λκ)
n (2|x|2 − 1)Y hℓ,2n−2j(
√
x1, . . . ,
√
xd).
Then the set {Pnj,ℓ(Uκ,µ,ν) : 1 ≤ ℓ ≤ σdn−2j , 0 ≤ j ≤ n} is a mutually orthogonal basis
of Vdn(Uκ,µ,ν ,Td).
The mapping between orthogonal polynomials on the unit ball and those on the
simplex extends to the reproducing kernels for the respective spaces, which allows us
to derive a concise formula for the reproducing kernel Pn(Uκ,µ,ν ; ·, ·) of Vdn(Uκ,µ,ν ;Td),
defined similarly as the one on the unit ball, and Pn(Uκ,µ,ν) is the kernel function
for the projection operator projκ,µ,νn,T : L
2(Uκ,µ,ν ,T
d) 7→ Vdn(Uκ,µ,ν). Indeed, for all
x, y ∈ Td, it is known ([5, Thm. 4.4.5]) that
(4.4) Pn(Uκ,µ,ν ;x, y) = 2
−d
∑
ε∈Zd
2
P2n(Wκ,µ,ν ;
√
x, ε
√
y),
where
√
x = (
√
x1, . . . ,
√
xd) and εu = (ε1u1, . . . , εdud). This identity allows us to
deduce a concise formula for Pn(Uκ,µ,ν;x, y) from Theorem 3.1, in terms of the Gegen-
bauer polynomial Z
λκν,µ
2n , which we can rewrite in terms of the Jacobi polynomial
P
(λκ,µ,ν ,−1/2)
n by the quadratic transform between these two polynomials, that is,
Zλ2n(t) =
2n+ λ
λ
Cλ2n(t) = p
(λ− 1
2
,− 1
2
)
n (1)p
(λ− 1
2
,− 1
2
)
n (2t
2 − 1) =: Ξλn(2t2 − 1),
where p
(a,b)
n denote the orthonormal Jacobi polynomial of degree n. We state this
formula explicitly in the case of G = Zd2. Recall that λκ,µ,ν = ν + µ+ γκ +
d−1
2 .
Theorem 4.2. Let Wκ,µ,ν be given in terms of hκ defined in (2.2) and let ν > 0. For
κi ≥ 0 and ν ≥ 0,
Pn(Uκ,µ,ν ;x, y) = aκ,µ,ν
∫ 1
−1
∫ 1
0
∫ 1
−1
∫
[−1,1]d
Ξλκ,µ,νn (2ζ(x, y, u, v, s, t)
2 − 1)
×
d∏
i=1
(1− s2i )κi−1ds(1− t2)µ−1dtuν−1(1− u)γk+
d−2
2 du(1− v2)ν− 12 dv,
which holds under the limit (3.3) when µ or any κi is 0, where
ζ(x, y, u, v, s, t) :=
√
|x|
√
|y|uv + (1 − u)
d∑
i=1
√
xiyisi +
√
1− |x|
√
1− |y|2 t.
In the case ν = 0, this formula and its version for more general hκ are known
(cf. [8]); the case ν 6= 0 is new. We can also define a convolution ∗Tκ,µ,ν between
f ∈ L1(Uκ,µ,ν ;Td) and g ∈ L1(wλκ,µ,ν− 12 ,− 12 , [−1, 1]), where wa,β(t) := (1− t)a(1+ t)b.
In fact, it can be defined as follows:
(f ∗Tκ,µ,ν g ◦ ψ)(x) := (f ◦ ψ) ∗κ,µ,ν g(2{·}2 − 1)(x),
where the convolution in the right hand side is the one defined in Section 3. The
properties of this convolution can then be deduced from the corresponding results on
the unit ball. In particular, Proposition 3.4 holds with the norm of ‖ · ‖Uκ,µ,ν ,p and
‖ ·‖w
λκ,µ,ν−
1
2
,− 1
2
,p. Much of the analysis from this point on can be carried out from the
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correspondence between analysis on the ball and on the simplex, just as in the case of
ν = 0. We conclude this section with a result on summability.
Let Sδn(Uκ,µ,ν ; f) be the Cesa`ro (C, δ) means of the Fourier orthogonal expansion
with respect to Uκ,µ,ν on T
d and let Kδn(Uκ,µ,ν ; ·, ·) be its kernel, both are defined
similarly as the corresponding ones on the unit ball. In particular, we can also write
Sδn(Uκ,µ,ν ; f) = f ∗Tκ,µ,ν kδn(wλk,µ,ν− 12 , 12 ),
where kδn(wa,b; s, t) = k
δ
n(wa,b; s, 1) denotes the Cesa`ro (C, δ) kernel of the Jacobi series
for wa,b on [−1, 1] with one variable evaluated at 1.
Theorem 4.3. For λ ≥ 0 and µ ≥ 0, the Cesa`ro (C, δ) means for Uκ,λ,µ satisfy
1. if δ ≥ 2λκ,µ,ν + 1, then Sδn(Uκ,µ,ν ; f) ≥ 0 if f(x) ≥ 0;
2. Sδn(Uκ,µ,ν ; f) converge to f in L
1(Uκ,µ,ν ;T
d) norm or C(Td) norm if δ > λκ,ν,µ.
We can also define the Poisson integral and establish an analogue of Theorem 3.7.
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