Introduction {#Sec1}
============

The heart is an electromechanical pump. During each normal heartbeat an electrical wave of activation is initiated by the heart's natural pacemaker and spreads through entire heart to both trigger and synchronize mechanical contraction. Any disturbance to the normal pattern of generation and propagation of these electrical activation waves results in an abnormal heart rhythm or cardiac arrhythmia. The most critical cardiac arrhythmia is ventricular fibrillation (VF), during which synchronized and regular contractions of the heart are suppressed by rapid and self-sustaining waves of electrical activation in the ventricles. As a consequence the heart is not able to pump blood effectively and VF is quickly lethal unless halted by defibrillation.[@CR15]

An unavoidable consequence of spontaneous VF is global myocardial ischaemia, resulting from ineffective mechanical function and reduced myocardial perfusion. Several studies in both animal[@CR4],[@CR14] and human hearts[@CR3],[@CR17] have established that as a result of progressive global myocardial ischaemia, VF exhibits a series of stages where the frequency and the complexity of electrical activation waves vary. Understanding the dynamics of electrical activation waves during episodes of VF with global myocardial ischaemia is of great importance because this knowledge could be used to develop novel therapeutic strategies that could be optimized for each stage of VF.[@CR2],[@CR24]

Recent technological advances in recording techniques[@CR11],[@CR21] along with increasingly detailed models of cardiac electrophysiology[@CR5] have greatly added to our knowledge of the mechanisms that initiate and sustain VF in the human heart. However, a detailed understanding of these mechanisms remains elusive.

One aspect that is poorly understood is whether the spatio-temporal patterns of electrical activation during VF arise from random or organized processes.[@CR16] Early studies of VF emphasized the observation of turbulent electrical activation waves.[@CR19],[@CR30] In contrast, other studies have found spatial and temporal organization in the pattern of electrical activation.[@CR6],[@CR13],[@CR29] Spatial organization is of particular interest because it could arise from an underlying connectivity structure that drives complex activation patterns on the heart surface. Moreover, in human VF the pattern of electrical activation results from a small number of excitation waves,[@CR29] compared to animal hearts of similar size.[@CR13]

A key tool in the analysis of activation patterns on the surface of the heart during VF has been phase analysis, which can identify both activation wavefronts and the phase singularities around which they rotate.[@CR7] Although the complexity of re-entrant activation patterns can be assessed from the numbers and lifetimes of phase singularities,[@CR29] this approach does not allow any underlying connectivity structure to be identified. The spatial characteristic length based on coherence and correlation functions has been used to quantify the extent of spatial organization in both animal and human VF.[@CR9] Correlation and coherence functions quantify the degree of functional association between electrical activation waves at different spatial locations in time and frequency domain respectively. These algorithms have shown promise in characterizing the extent of spatial organization in both atrial and ventricular activation sequences particularly in differentiating between normal sinus rhythm and cardiac arrhythmias.[@CR9],[@CR27] However, quantifying and monitoring the level of organization during different stages of ischaemic VF in the human heart has not to our knowledge been reported in the literature.

We propose that the level of spatial organization within each episode of VF can be quantified by determining patterns of connectivity underlying electrical activation recorded at different spatial locations. In theoretical neuroscience, analysis of cortical connectivity network, structural, functional and effective, has a long and rich history. Structural connectivity is built upon the anatomy of the brain while the functional and effective connectivity are based on analyzing neuroimaging data.[@CR10],[@CR28] In functional connectivity networks, network connections are derived based on correlation or coherence between different regions, whereas network connections in effective connectivity are obtained *via* causal modelling such as Granger causality,[@CR12] partial directed coherence (PDC)[@CR25] and more recently model-based frameworks which integrate anatomical information with multi-electrode electrophysiological recordings.[@CR1] Another important approach is graph theory analysis which explores properties of complex networks and has been extensively applied to brain connectivity data.[@CR28] Clustering techniques have been also applied to time series data or its corresponding functional network to group regions with similar functional activities.[@CR18] These techniques can be adopted to study the spatial and temporal activation patterns in the human heart. For example the effective connectivity network based on the PDC approach has been used to analyze intracardiac signals recorded during atrial fibrillation (AF).[@CR25] However, many of these methods have not yet been applied to human VF, and there is a sufficient volume of interesting results from theoretical neuroscience studies that warrants further investigation in this domain.

The aim of this study was therefore to evaluate techniques to quantify the level of spatial and temporal organization in electrical activation sequences during human VF. First, we used the cross-correlation function to develop a method for quantifying functional association between recordings from each epicardial electrode and hence to compute the global level of spatio-temporal organization. Second, we exploited the spatio-temporal network structure obtained based on cross-correlation coefficients to study the organization of electrical activation sequences as spatio-temporal functional networks. We also applied graph-theoretical measures to further quantify the properties of network-based representation. To examine and visualise the spatio-temporal patterns of similar functional association over different regions of the epicardial surface, a hierarchical clustering method based on the cross-correlation matrix was also employed. Temporal progressions of the underlying connectivity structures obtained from these methods were then quantified and monitored using a sliding window-based analysis.

Materials and Methods {#Sec2}
=====================

Data Acquisition and Preprocessing {#Sec3}
----------------------------------

The recordings used in this study were from a group of ten patients (labelled as H055, H057--H060, H062--H066) described in a previous publication[@CR3] in which the patient details and methods used for data acquisition are covered in detail. Briefly, each recording was collected from patients undergoing cardiopulmonary bypass for routine cardiac surgery with cross clamp fibrillation, and the study was approved by the local hospital ethics committee (REC 01/0130).

Epicardial unipolar electrograms were recorded using an elasticated sock consisting of 256 electrodes with an electrode spacing of approximately 10 mm, which was placed over the epicardial surface of the ventricles following cannulation for cardiopulmonary bypass (CPB). Unipolar signals from each electrode were collected with a sampling rate of 1 kHz using a UnEmap system (Auckland UniServices Ltd, New Zealand) with the reference electrode placed on the chest retractors. After the beginning of CPB, VF was induced by 50 Hz AC burst pacing. The electrograms were continuously recorded for a total duration of 3.5 mins. During the first 30 s coronary perfusion was maintained (control VF). After 30 s the aorta was cross-clamped between the coronary sinus and the CPB cannula, and coronary perfusion was interrupted for 150 s (ischaemic VF subdivided into 5 epochs, each 30 s long). The cross clamp was then removed, and a further 30 s of VF electrograms were recorded (reflow VF).Figure 1Representation of epicardial sock with the spatial coordinates of the epicardial electrodes (black circles) with respect to left and right ventricles (LV and RV). (a) Three-dimensional view of electrodes; (b) projection of electrodes onto flat two-dimensional surface.

Epicardial electrograms were pre-processed using two major steps. First, slow variations due to respiratory artefacts were removed from each channel with piecewise linear detrending. This also ensured that the mean of each preprocessed fibrillation electogram was approximately zero. The second step was to identify and exclude electrodes with poor quality signals. Only electrograms with dominant frequencies (DF) between 2 and 20 Hz were included in the analysis. Following this a visual examination was further performed to exclude electrograms with amplitudes close to zero. As a result, an average of 219 electrodes (range 186--240) with good quality signals throughout the recording were available for the analysis. The positions of epicardial electrodes in three-dimensional space were obtained by fitting the multi-electrode sock over a heart model. The three-dimensional epicardial electrode coordinates (Fig. [1](#Fig1){ref-type="fig"}a) were projected onto a cone-shaped surface enclosing both ventricles. This surface was then projected onto a two-dimensional flat disc (Fig. [1](#Fig1){ref-type="fig"}b).

Linear Coupling Measure {#Sec4}
-----------------------

In order to quantify the level of functional association between fibrillation electrograms a linear coupling measure based on cross-correlation functions was employed. Cross-correlation coefficients were obtained from a pre-defined set of time lags and used to calculate the peak magnitude of linear dependency. The range of time lags was derived from the average of local activation cycle lengths over all electrodes. The normalized cross-correlation coefficient between a pair of preprocessed electrograms $\documentclass[12pt]{minimal}
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                \begin{document}$$\tau \,\in \{-\,d,..0..,d\}$$\end{document}$ is the time lag. The total lag, 2*d*, was set to the maximum value of the average activation cycle which we estimated from the average DF of epicardial recordings. The DF of an electrode was defined as the modal frequency in its spectrum calculated using Welch's power spectral density method with a window length of 3000 samples and 1500 samples overlap.

In order to characterize the overall linear organization we defined a correlation matrix, R, such that$$\documentclass[12pt]{minimal}
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Complex Network Analysis {#Sec5}
------------------------

In complex network analysis a network is defined as a collection of interrelated elements, which can be represented by a graph. The abstract mathematical formulation of a graph is defined as $\documentclass[12pt]{minimal}
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                \begin{document}$$E=\left\{ V_i,V_j \right\} $$\end{document}$ is a set of edges representing the connections between the nodes. The edges of a graph structure can be undirected or directed and binary or weighted.

We used a weighted undirected graph with no self or multiple connections is to represent the network structure. The nodes of the network were defined as epicardial electrodes and the weighted edges are the pairwise correlations obtained from the correlation matrix defined in Eq. ([2](#Equ2){ref-type=""}). The edges can be interpreted as functional connectivity, i.e., a symmetrical association between regions of epicardial surface. For further analysis the network structure of weighted graph was represented by its connectivity matrix where rows and columns indicate nodes and matrix elements indicate weights. This is equivalent to the correlation matrix, *R*, with its main diagonal set to zero to exclude self-connections.

In order to explore the connectivity matrix quantitatively we calculated a set of graph-theoretical measures for all nodes (electrodes) using adjacency and weights matrices. The weights matrix was obtained by thresholding the connectivity matrix where entries under a certain value were set to zero. The adjacency matrix was then obtained by replacing non-zero values with one in the weights matrix. It should be noted that thresholding was performed based on the absolute value of correlation coefficient.

Graph theoretical measures provide a powerful tool for a systematic study of the epicardial functional network, providing a quantitative connectivity structure which characterizes the level of organization of fibrillation electrograms over VF episodes. There are several graph-theoretical measures for analysis of complex networks in the literature. In this study connection density, node strength and strength distribution, and mean clustering co-efficient were chosen and calculated using the Brain Connectivity toolbox in Matlab.[@CR28] A brief description of each measure based on adjacency and weights matrices (undirected and weighted) is provided below.

### Connection Density {#Sec6}

Connection density is defined as the ratio of total number of edges in a network (non-zero entries of adjacency matrix) to the maximum possible number of connections,[@CR28]$$\documentclass[12pt]{minimal}
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                \begin{document}$$n_{{\text{e}}}$$\end{document}$ is the total number of edges in the network.

Connection density can be calculated for a set of adjacency matrices obtained from different threshold values ranging from 0 and 1. A plot of connection density vs. threshold values can be then produced. To calculate the overall level of sparseness or interconnectedness in a network, we calculated area under the curve (AUC) measure that is independent of correlation-threshold value. This measure can be then used to monitor the changes in the overall level of organization across different VF episodes.

### Node Strength and Strength Distribution {#Sec7}

In a weighted graph node strength incorporates information about the total number of connections (degree) and the magnitude of functional association of individual nodes.[@CR28] The node strength is defined as the sum of weights of all edges incident on a node which can be calculated by$$\documentclass[12pt]{minimal}
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                \begin{document}$$w_{ij}$$\end{document}$ are elements of adjacency and weights matrices respectively.

### Clustering Coefficient {#Sec8}

Clustering co-efficient can be used to examine densely interconnected groups or clusters with similar functional association. For an undirected and binary graph, the local clustering co-efficient of a node was defined as the number of triangles within its neighbourhood (its immediately connected neighbours) to the maximum possible number of edges between them.[@CR28]

We used the algorithm which generalises the clustering coefficient for weighted networks by replacing the number of triangles with the sum of triangle intensities in the neighbourhood of a node.[@CR22] In this method the local clustering coefficient of a node, *i*, is calculated by$$\documentclass[12pt]{minimal}
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                \begin{document}$$l_{i}$$\end{document}$ is the total intensity of triangles attached to node, *i*.

The intensity of each triangle is defined as geometric mean of its connection weights giving$$\documentclass[12pt]{minimal}
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Note that weights are normalized by the largest weight in the network. The local clustering coefficients, $\documentclass[12pt]{minimal}
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                \begin{document}$$C_{i}$$\end{document}$, can be then averaged across all nodes to quantify the average clustering coefficient of the whole network, i.e.,$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} C = \frac{1}{n_{{\text{v}}}}\sum _{i}{C_{i}}, \quad 0\le C \le 1 \end{aligned}$$\end{document}$$Similar to connection density the average clustering coefficients can be calculated for different threshold values. In a plot of average clustering coefficients against threshold values, the AUC measure can be used to quantify the overall interconnectedness in the network.

Hierarchical Clustering Based on Correlation Matrix {#Sec9}
---------------------------------------------------

In order to characterize patterns with similar functional association and to quantify the level of spatial organization over the epicardium surface, a hierarchical clustering method based on the correlation coefficients was implemented.[@CR18]

Hierarchical clustering is an agglomerative clustering approach which is initialized by considering each epicardial electrode as a cluster of its own. The first step is to quantify a measure of similarity or dissimilarity based on which clusters of closest functional association are merged to form larger clusters. Here we consider a distance or dissimilarity matrix calculated using the correlation matrix, *R* (Eq. ([2](#Equ2){ref-type=""})),$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} D_{i,j}=1-| R_{i,j}| \end{aligned}$$\end{document}$$ From Eq. ([9](#Equ9){ref-type=""}) it can be seen that a pair of electrodes with highest correlation coefficient forms a cluster with a distance or dissimilarity close to zero. Once larger clusters are formed the distance matrix should be updated using inter-cluster distances or linkage matrix as newly formed clusters consist of more than one electrode. The most commonly used linkage methods are single, complete and average linkage. Single and complete linkage methods respectively adopt the distance between the closest and farthest neighbouring electrodes to evaluate the inter-cluster distances. These methods do not account for the cluster structure and could be sensitive to outliers. On the other hand average linkage method calculates the average distance between all electrode pairs which makes the method more robust to outliers and hence more accurate compared with single and complete approaches.[@CR8] We used hierarchical clustering based on average linkage given by$$\documentclass[12pt]{minimal}
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The hierarchical clustering algorithm based on the correlation matrix is given in Algorithm 1. The result of hierarchical classification can be then represented as a dendrogram. In order to divide the dendrogram into different sub-clusters a cut-off distance measure should be chosen. The resulting clusters below the selected cut-off distance represent spatial regions with similar functional properties. The total number of clusters at different cut-off distances were measured and then normalized with respect to the total number of electrodes. A plot of normalized number of clusters against cut-off distance was then produced. The AUC was then calculated and used to measure the changes in number of clusters over different VF episodes.Figure 2Results from complex network analysis for Patient H055. Each row shows a VF epoch of 30 s duration. (A) controlled VF (Control), (B)--(F) global myocardial ischaemia (Isch1--5), (G) reflow. (a) Correlation matrices; (b) network structure representation with network connections thresholded at value of 0.7; (c) highly correlated nodes from node centrality measure (red circles); (d) clusters from hierarchical clustering; electrodes in same clusters are shown with same colour. Electrodes which do not form a cluster are shown by white circles.

Results {#Sec10}
=======

Linear Coupling Measure {#Sec11}
-----------------------

In order to define the total number of lags in correlation analysis, we calculated the maximum activation cycle length for control VF, global myocardial ischaemic VF and reflow VF separately. Within each VF episode the average value of activation cycle length was estimated as the inverse of mean DF across all electrodes. For each patient this gave a mean activation cycle length for each segment of the time series. The calculated mean activation cycle lengths for ten patients were then averaged for each VF episode. The resultant cycle length during control VF was $\documentclass[12pt]{minimal}
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                \begin{document}$$-\,116$$\end{document}$ to 116 ms, giving a cycle length of 232 ms. Using the calculated cycle length the correlation matrix for each 30 s VF epoch was computed.

Correlation matrices from the clinical recording of Patient H055 (Fig. [2](#Fig2){ref-type="fig"}a) show the presence of functional organization among electrograms in different regions, which changes over the time-course of VF. To monitor temporal changes in the overall level of organization we performed a sliding window-based analysis. The window size was set to 1000 samples (1 s) with an overlap of 500 samples. The overlap was used to reduce the losses in temporal resolution between the window segments. This resulted in 420 window segments for each patient. The overall organization was then quantified by calculating the normalized Frobenius norm of the correlation matrix in each window segment using Eq. ([3](#Equ3){ref-type=""}). The computed Frobenius norms for the clinical recordings are shown in Fig. [3](#Fig3){ref-type="fig"}a.Figure 3Temporal changes in the quantitative measure of overall organization in correlation matrices during controlled ventricular fibrillation (Control), global myocardial ischaemia (Isch1--5) and reflow across recordings. (a) Normalized Frobenius norm measure; (b) Piece-wise linear fit for the normalized Frobenius norm during VF episodes.

In order to quantify the changes within each VF epoch, we then fitted a piecewise linear model to the computed Frobenius norm from each recording. The break points between linear segments in the model were set as the onset time of 30 s VF epochs. For each patient the parameters of the model were given by an intercept and the change in slope between each VF epoch. Figure [3](#Fig3){ref-type="fig"}b shows the piecewise linear fit to the norm in each of the ten patients where black line shows the average fit over ten patients. The corresponding parameters of the mean regression model are given in Table [1](#Tab1){ref-type="table"}. The results from this analysis shows that the mean of Frobenius norm decreases over time-course of VF episodes. During control VF, the mean intercept of Frobenius norm fit was decreased from $\documentclass[12pt]{minimal}
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                \begin{document}$$0.529 \pm 0.050 $$\end{document}$. However there are distinct episodes during global ischaemia in each of the clinical recordings with higher level of organization. In particular, Patient H057 shows a significant jump during the third and the fourth episodes of ischaemia. Highly organized ischaemic VF can be also observed in the second episode for Patient H063 and the beginning of the forth episode for Patient H058. After an increase in the level of organization VF follows a progressive decrease in the level of organization, showing transition to an irregular activation sequence with increased complexity. This transition from higher level of organization to the increased complexity during global ischaemia was observed in all the patients. Subsequently, the mean intercept of Frobenius norm significantly decreased to $\documentclass[12pt]{minimal}
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                \begin{document}$$0.477 \pm 0.056 $$\end{document}$ in reflow episode. In all the patients, Frobenius norm is lower during reflow compared to control, indicating that VF in the reperfused heart remains disorganized. The window based analysis is capable of capturing the fine changes at different VF epochs compared to correlation analysis. This is evident in Isch 5 and reflow as shown in Figs. [2](#Fig2){ref-type="fig"}F and [2](#Fig2){ref-type="fig"}G.Table 1Piecewise linear fit of organization measures.MeasuresMean interceptMean change in slope (%)ControlIsch1Isch2Isch3Isch4Isch5ReflowFrobenius norm0.667 ± 0.06− 0.14 ± 0.130.051 ± 0.270.166  ±  0.22− 0.086 ± 0.40− 0.171 ± 0.610.058 ± 0.22− 0.53 ± 0.20Connection density0.646 ± 0.07− 0.15 ± 0.140.058 ± 0.300.184 ± 0.25− 0.097 ± 0.44− 0.182 ± 0.670.065 ± 0.23− 0.035 ± 0.21Clustering coeff0.571 ± 0.08− 0.16 ± 0.140.069 ± 0.330.184 ± 0.26− 0.099 ± 0.45− 0.203 ± 0.690.072 ± 0.261− 0.068 ± 0.21Number of clusters0.133 ± 0.040.08 ± 0.08− 0.029 ± 0.15− 0.090 ± 0.120.037 ± 0.140.067 ± 0.23− 0.006 ± 0.110.068 ± 0.09Presented are mean ± SD

Complex Network Analysis {#Sec12}
------------------------

Functional interactions between different regions of the epicardial surface can be represented as a network structure by calculating a measure of functional dependency between multi-electrode electrograms. We constructed the underlying functional network on the two dimensional projection of epicardial surface. The connectivity matrix can be obtained by thresholding the correlation matrix using a threshold value between 0 and 1. In this section, we used a threshold value of 0.7 to examine the connectivity structures with higher level of functional association. For each VF epoch, the constructed connectivity network based on the connectivity matrix was then represented as a weighted undirected graph. This is shown for Patient H055 in Fig. [2](#Fig2){ref-type="fig"}b. These graphs show the presence of both long and short range connectivities with a high level of organization over the time-course of VF. There are a higher number of connections with a higher level of functional association in ischaemic VF episodes. Moreover, the number of connections in reflow is lower compared to control episode implying the irregular activation patterns in the reperfused heart. The network structures shown in Fig. [2](#Fig2){ref-type="fig"}b also highlight the presence of nodes with a high number of connectivities across the epicardium. These nodes can be identified using centrality measures such as node strength. We defined the highly correlated nodes as those with strength greater than the mean strength of the network. We observed a relatively consistent spatial regions (across right ventricles) that exhibit highly organized VF across epicardium (Fig. [2](#Fig2){ref-type="fig"}c).Figure 4Temporal changes in the quantitative measures from network analysis during controlled ventricular fibrillation (Control), global myocardial ischaemia (Isch1--5) and reflow across recordings. (a) AUC measure of connection density; (b) AUC measure of average clustering co-efficient. Error bar shows the averaged trend from piece-wise linear fit across patients.

We further studied the properties of functional network using a window-based graph-theoretical analysis. The window size and the overlap were chosen similar to the previous analysis. Within each window the connection density (Eq. ([4](#Equ4){ref-type=""})) and the average clustering coefficient (Eqs. ([6](#Equ6){ref-type=""})--([8](#Equ8){ref-type=""})) were calculated using different threshold values ranging from 0 to 1 with an increment of 0.05. It should be noted that connection density and average clustering co-efficient provide measures of the total number of connections and spatial connectivities in a network respectively. To quantify the overall level of organization at all the threshold values, the AUC of connection density and average clustering coefficient vs. threshold values was then computed. The temporal changes in the AUC of these measures over different VF episodes are shown in Fig. [4](#Fig4){ref-type="fig"}. Similarly, we then fitted a piecewise linear model to quantify the trend within each episode and the results from piecewise linear model are shown in Fig. [4](#Fig4){ref-type="fig"} and Table [1](#Tab1){ref-type="table"}. These findings show that both connection density and average clustering coefficient show similar behavior across VF epochs. During control VF, the mean intercept of connection density decreased from $\documentclass[12pt]{minimal}
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                \begin{document}$$0.36\pm 0.06$$\end{document}$ during reflow. This shows that the level of organization quantified using these two measures was low during reflow compared to control VF. This is in accordance with results based on correlation matrix analysis (Fig. [3](#Fig3){ref-type="fig"}), indicating that both measures can be used to characterize the global level of organization in VF episodes.

Hierarchical Clustering Based on Correlation Matrix {#Sec13}
---------------------------------------------------

In the previous sections we identified nodes with a similar level of functional organization at different locations on the epicardium. We then used a hierarchical clustering approach based on cross-correlation matrix to group nodes into different clusters, to define regions that share similar characteristics. The hierarchical clustering in Algorithm 1 was applied to each of the seven segments VF recording. A dendrogram was then constructed to represent the arrangement of clusters (not shown here). A cut-off distance of 0.3 was then used to split the parent cluster into different sub-clusters. The resulting clusters with $\documentclass[12pt]{minimal}
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                \begin{document}$$70\%$$\end{document}$ similarity in cross-correlation coefficients were mapped onto the two-dimensional epicardium surface (Fig. [2](#Fig2){ref-type="fig"}d). This value was chosen to identify the clusters with higher level of functional organization and also to compare with the network structures shown in Fig. [2](#Fig2){ref-type="fig"}c. In Fig. [2](#Fig2){ref-type="fig"}d a high level of localised spatio-temporal organization can be observed in different regions across VF epochs. As ischaemic VF progresses, larger clusters with a high level of spatial organization were formed (Isch 2, 3 and 4). These clusters were then divided into smaller ones towards the end of the episode (Isch 5). One important observation is the higher number of electrodes which do not form a cluster (white circles) during reflow compared to control.

In order to monitor the changes in the number of clusters over space and time, sliding window-based approach was then employed. The quantity to calculate over each window was the AUC of normalized number of clusters vs. cut-off distances. Similarly, we applied piecewise linear fit to this measure for quantifying the trend within each VF epoch. The results from this analyses are shown in Fig. [5](#Fig5){ref-type="fig"} and Table [1](#Tab1){ref-type="table"}, demonstrating a higher number of clusters in the reflow episode compared to the perfused one. This is consistent with our findings in previous sections as well as with a previous study,[@CR3] which showed that the level of organization during reflow did not recover to that observed during control. Hence, AUC measure of normalized number of clusters can be used to compare the level of complexity over different VF episodes. Notice the expected opposite trend of this curve to the average clustering coefficient in Fig. [4](#Fig4){ref-type="fig"}.Figure 5Temporal changes in the AUC of normalized number of clusters during controlled ventricular fibrillation (Control), global myocardial ischaemia (Isch1--5) and reflow across recordings. Error bar shows the averaged trend from piece-wise linear fit across patients. Figure 6Temporal changes in the average number of phase singularities during controlled ventricular fibrillation (Control), global myocardial ischaemia (Isch1--5) and reflow across recordings.Error bar shows the averaged trend from piece-wise linear fit across patients.

Table 2Comparison of number of clusters and phase singularities.Patient indexCoefficient of determinationH0550.60H0570.89H0580.54H0590.62H0600.60H0620.53H0630.67H0640.76H0650.80H0660.60

Comparison with Phase Analysis {#Sec14}
------------------------------

Here, the AUC measure of normalized number of clusters is compared with the number of phase singularities obtained from phase analysis.[@CR3] Both methods provide measures of the inherent complexity of electrical activation and so should provide consistent results. The temporal changes in the number of phase singularities are shown in Fig. [6](#Fig6){ref-type="fig"}. The detailed description of the phase analysis approach used to compute the phase singularities is presented in a previous study.[@CR3]

In order to examine the relationship between the two measures, linear correlation between the two was calculated using coefficient of determination, R-squared, from a linear regression model of the data (Table [2](#Tab2){ref-type="table"}). The R-squared values illustrate that the results obtained from clustering approach is consistent with the phase analysis.

Temporal changes of the number of clusters and the average number of phase singularities shown in Figs. [5](#Fig5){ref-type="fig"} and [6](#Fig6){ref-type="fig"} also suggest that there are patterns of patients with similar and different complexity levels. We then compared the two complexity measures by examining the clusters of patients determined from principal component analysis (PCA).[@CR20] Within each 30s VF epoch PCA was applied to AUC measure of normalized number of clusters (Fig. [5](#Fig5){ref-type="fig"}) and the average number of phase singularities (Fig. [6](#Fig6){ref-type="fig"}). By using the first two principal components, PCA projects the time-varying complexity measures with a dimension of $\documentclass[12pt]{minimal}
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                \begin{document}$$2\times 10$$\end{document}$ components in each VF epoch. The resulting PCA feature spaces of the two complexity measures are shown in Fig. [7](#Fig7){ref-type="fig"}. It can be seen from the result that the two quantities give identical groups of patients based on level of complexity, while preserving the spatial order.Figure 7Principal component feature space of complexity measures during controlled VF (control), global myocardial ischaemia (Isch1--5) and reflow. Number of phase singularities (\*), number of clusters (•) and difference between the principal components of two quantities are shown in dashed lines.

Discussion {#Sec15}
==========

We have presented a complex network analysis approach to study the spatio-temporal organization in the complex spatio-temporal patterns of human VF. To quantify the level of organization, we have proposed metrics from correlation-analysis, network analysis and hierarchical clustering. Correlation analysis quantified the linear coupling between the epicardial recordings, where the global level of organization within VF episodes was characterized using the Frobenius norm. By representing the functional associations as network connections between the electrodes, the information extracted from network analysis can be used to identify the underlying network of highly interconnected fibrillation regions which drives complex spatio-temporal patterns of electrical activation. Similar to the Frobenius norm measure, connection density provided an overall measure of organization while the spatial organization within a network was characterized using average clustering coefficient. It can be seen that the degree of global clustering is dependent on the global functional organization in electrograms, as the episodes with higher levels of organization show higher levels of clustering and vice versa (Fig. [4](#Fig4){ref-type="fig"}). On the other hand, the number of clusters measure from hierarchical analysis characterizes the inherent complexity within VF episodes. Both clustering coefficient and the number of clusters illustrate the presence of localised spatial organization on the epicardial surface through different procedures. Hence the result from one method can be used to examine and validate results obtained from the other approach. The mean change in slope parameters obtained from the piecewise linear fit to proposed metrics (Table [1](#Tab1){ref-type="table"}) show that the changes in organization are consistent throughout the VF episodes. This illustrates that the proposed methods can be used to study the level of organization in VF.

Although the normalized Frobenius norm is an easier approach to estimate the global organization level, an advantage of hierarchical clustering is its ability to detect and visualise clusters of electrodes which share functional properties (Fig. [2](#Fig2){ref-type="fig"}d) and to characterize the global complexity level in VF episodes. Moreover the patterns obtained using clustering approach are more robust to outliers as it uses the average linkage method to calculate the inter-cluster distances.[@CR8]

It should be noted that the temporal information, i.e., time delays, between nodes were not investigated in correlation analysis. This is because, cross-correlation function can be sensitive to the inherent noise in the recordings, which significantly affect the estimation of time delays.

Our key findings from this study can be summarized as follows: (1) During control VF, there is a steady decrease in the level of organization; (2) During global ischaemia, there were transient increases within distinct epochs followed by a progressive decrease in the level of organization; (3) During reflow, the level of organization was lower compared to that during perfusion. Our results are in agreement with the findings presented in a previous study,[@CR3] where the changes in dynamics of complex electrical activation patterns were studied using traditional measures such as phase singularities and dominant frequency. Here we have also demonstrated that the proposed measures of organization are consistent with the number of phase singularities from phase analysis. Phase singularities are identified from the spatial distribution of phase, which requires robust estimation of phase angle from the phase plane trajectory of two state variables. For example, phase plane trajectory can be constructed using voltage and time-delayed voltage as state variables, where an appropriate delay parameter and a stable centre of rotation should be specified.[@CR13] This method was extended by reconstructing the phase plane trajectory using voltage and its rate of change as state variables.[@CR23] Although this method does not involve any additional parameters, the inherent differentiation of voltage has the tendency to amplify the noise in the signal. This can be addressed by considering the integral of voltage[@CR26] or its Hilbert transform[@CR21] as second state variable. However these approaches involve various pre-processing steps to obtain a stable center of rotation for the robust estimation of phase angle.[@CR7] The proposed methods in this study do not require these additional pre-processing steps which makes it algorithmically straightforward to implement compared to the phase analysis.

Conclusion {#Sec16}
==========

This paper demonstrates that it is possible to quantify trends in spatio-temporal organization of epicardial electrograms during human VF that could be attributed to coronary perfusion, global myocardial ischaemia and reflow. Our findings show that the complex spatio-temporal patterns can be studied using complex network analysis and hierarchical clustering. These analyses yield results that are consistent with more traditional measures such as the number of phase singularities and dominant frequency, and so provide new tools for quantifying and understanding the dynamics of complex electrical activation patterns in cardiac arrhythmias. One distinct advantage is their simple implementation which do not require additional pre-processing steps. We have found that epicardial activity during human VF becomes progressively more disorganized and complex during a period of global myocardial ischaemia, and that a 30 s period of reperfusion does not reverse this decline.
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