Geometric and numerical methods for optimal control of mechanical systems by Colombo, Leonardo Jesús
Universidad Auto´noma de Madrid Instituto de Ciencias Matema´ticas
Facultad de Ciencias ICMAT-CSIC
Departamento de Matema´ticas UAM-UC3M-UCM
Geometric and Numerical Methods for
Optimal Control of Mechanical Systems
Leonardo Jesu´s Colombo
Madrid, April 2014
Madrid, Abril de 2014
Dr. D. David Mart´ın de Diego, Investigador Cient´ıfico del Consejo Superior de Investiga-
ciones Cient´ıficas y miembro del Instituto de Ciencias Matema´ticas CSIC-UAM-UC3M-UCM
en Madrid
HACE CONSTAR:
que la presente memoria de Tesis Doctoral presentada por Leonardo Jesu´s Colombo y
titulada Geometric and Numerical Methods for Optimal Control of Mechanical
Systems ha sido realizada bajo su direccio´n en el Instituto de Ciencias Matema´ticas y
tutelada en el Departamento de Matema´tica de la Universidad Auto´noma de Madrid por el
Dr. Marco Zambo´n. El trabajo recogido en dicha memoria se corresponde con el planteado
en el proyecto de tesis doctoral aprobado en su d´ıa por el o´rgano responsable del programa
de doctorado.
Y para que conste, en cumplimiento de la legislacio´n vigente, informo favorablemente
sobre la referida Tesis Doctoral y autorizo su presentacio´n para su admisio´n a tra´mite.
El Director de la Tesis
Fdo.: David Mart´ın de Diego
Universidad Auto´noma de Madrid Instituto de Ciencias Matema´ticas
Facultad de Ciencias ICMAT-CSIC
Departamento de Matema´ticas UAM-UC3M-UCM
Geometric and Numerical Methods for Optimal Control of
Mechanical Systems
Memoria realizada por
Leonardo Jesu´s Colombo
presentada ante el Departamento de Matema´tica
de la Universidad Auto´noma de Madrid
para la obtencio´n del grado de Doctor en Matema´ticas.
Proyecto dirigido por el
Dr. David Mart´ın de Diego
del Instituto de Ciencias Matema´ticas (ICMAT-CISC-UAM-UC3M-UCM)
del Consejo Superior de Investigaciones Cient´ıficas.
Madrid, Abril 2014.
To my parents
Salvador Colombo and Nilda Ortiz
and my wife
Estefania Hochleitner
“El cient´ıfico no estudia la naturaleza por la utilidad que le pueda reportar; la estudia
por el gozo que le proporciona, y este gozo se debe a la belleza que hay en ella... me refiero
a aquella profunda belleza que surge de la armon´ıa del orden en sus partes y que una pura
inteligencia puede captar. La belleza intelectual se basta a s´ı misma, y es por ella, ma´s que
quiza´ por el bien futuro de la humanidad, por lo que el cient´ıfico consagra su vida a un trabajo
largo y dif´ıcil.”
Henri Poincare´.
Resumen
Las aplicaciones de te´cnicas provenientes de la Geometr´ıa Diferencial moderna y la
Topolog´ıa han ayudado a una mayor comprensio´n de los problemas provenientes de la teor´ıa
de Sistemas Dina´micos. Estas aplicaciones han reformulado la meca´nica anal´ıtica y cla´sica
en un lenguaje geome´trico que junto a nuevos me´todos anal´ıticos, topolo´gicos y nume´ricos
conforman una nueva a´rea de investigacio´n en matema´ticas y f´ısica teo´rica llamada Meca´nica
Geome´trica.
La Meca´nica Geome´trica se configura como un punto de encuentro de disciplinas diversas
como la Meca´nica, la Geometr´ıa, el Ana´lisis, el A´lgebra, el Ana´lisis Nume´rico, las Ecuaciones
en Derivadas Parciales... Actualmente, la Meca´nica Geome´trica es un a´rea de investigacio´n
pujante con fruct´ıferas conexiones con otras disciplinas como la Teor´ıa de Control no-lineal
y el Ana´lisis Nume´rico.
El objetivo de la Teor´ıa de Control es determinar el comportamiento de un sistema
dina´mico por medio de acciones externas de forma que se cumplan ciertas condiciones prefi-
jadas como, por ejemplo, que haya un extremo fijo, los dos, que ciertas variables no alcancen
algunos valores u otro tipo de situaciones ma´s o menos complicadas. Las aplicaciones de la
Meca´nica Geome´trica en Teor´ıa de Control han causado grandes progresos en esta a´rea de
investigacio´n. Por ejemplo, la formulacio´n geome´trica de los sistemas meca´nicos de control
sujetos a ligaduras no holo´nomas han ayudado a la comprension de problemas en locomocio´n,
contrabilidad y planificacio´n de trayectorias, problemas de control con obsta´culos e interpo-
lacio´n.
Uno de los mayores objetivos del Ana´lisis Nume´rico y de la Matema´tica Computacional ha
sido traducir los feno´menos f´ısicos en algoritmos que producen aproximaciones nume´ricas su-
ficientemente precisas, asequibles y robustas. En los u´ltimos an˜os, el campo de la Integracio´n
Geome´trica surgio´ con el objetivo de disen˜ar y analizar me´todos nume´ricos para ecuaciones
diferenciales ordinarias y, ma´s recientemente, para ecuaciones diferenciales en derivadas par-
ciales, que preservan, tanto como sea posible, la estructura geome´trica subyacente.
La Meca´nica Discreta, entendida como el punto de encuentro de la Meca´nica Geome´trica y
la Integracio´n Geome´trica, es un a´rea de investigacio´n bien fundamentada y una herramienta
poderosa a la hora de entender los sistemas dina´micos y f´ısicos, ma´s concretamente, aquellos
relacionados con la Meca´nica y la Teor´ıa de Control. Una herramienta clave en Meca´nica
Discreta, y muy utilizada en este trabajo, son los integradores variacionales, i.e., integradores
geome´tricos basados en la discretizacio´n de los principios variacionales.
El presente trabajo de investigacio´n incluye nuevos resultados en el a´rea de la Meca´nica
Geome´trica que permiten el estudio de sistemas meca´nicos, su aplicacio´n a la teor´ıa de control
o´ptimo y la construccio´n de integradores geome´tricos que preservan ciertas estructuras subya-
centes de gran intere´s para el ana´lisis nume´rico de los sistemas de control. Ma´s precisamente,
presentamos una nueva formulacio´n geome´trica para la dina´mica de sistemas meca´nicos de
orden superior sujeto a ligaduras, tambie´n de orden superior, debido a que un problema
de control o´ptimo de sistemas meca´nicos puede ser resuelto como un problema variacional
5de orden superior con ligaduras de orden superior. Hemos estudiado la relacio´n entre los
sistemas Lagrangianos de orden superior con ligaduras (noholo´nomas y vako´nomas) y los
sistemas Hamiltonianos asociados, la reduccio´n por simetr´ıas de esta clase de sistemas y la
integracio´n geome´trica de problemas de control. El trabajo desarrollado en esta tesis tambie´n
contribuye con nuevos desarrollos en Meca´nica Discreta y su interrelacio´n con la teor´ıa de
control, algebroides de Lie y grupoides de Lie.
Abstract
The applications of techniques from the modern Differential Geometry and Topology have
helped a new way of understanding the problems which come from the theory of Dynamical
Systems. These applications have reformulated the analytic mechanics and classical mechan-
ics in a geometric language which attracted new analytic, topologic and numerical methods
given rise to a new research line in mathematics and theoretical physics, called Geometric
Mechanics.
Geometric Mechanics is a meeting point for different areas such as, Analysis, Algebra,
Numerical Analysis, Partial Differential Equations... Currently, Geometric Mechanics is a
research area with a strong relationship with Nonlinear Control Theory and Numerical Anal-
ysis.
The applications of Geometric Mechanics in control theory have given great progress in
this area. For example, the geometric formulation of mechanical systems subject to nonholo-
nomic constraints has helped the understanding of problems in locomotion, controllability
and trajectory planning, control problems with obstacles and interpolation problems.
One of the main goals of the numerical analysis and computational mathematics has been
rendering physical phenomena into algorithms that produces sufficiently accurate, affordable,
and robust numerical approximations. In the last years, the field of Geometric Integration
arose to design and to analyze numerical methods for ordinary differential equations and,
more recently, for partial differential equations, that preserves exactly, as much as possible,
the underlying geometrical structures.
The Discrete Mechanics, understood as the confluence of Geometric Mechanics and Ge-
ometric Integration, is both a well-founded research area and a powerful tool in the under-
standing of dynamical and physical systems, more concretely of those related to mechanics.
A key tool of Discrete Mechanics, which has been strongly used in this work, is the variational
integrators, i.e., geometric integrators for mechanical problems based on the discretization of
variational principles.
The work developed in this thesis includes new valuable developments in Geometric Me-
chanics which permits the understanding about mechanical systems, its applications in control
theory and the construction of geometric integrators which preserves underlying geometrical
structures of great interest to the numerical analysis of control systems. More precisely, we
give a new geometric formulation for the dynamics of higher-order mechanical systems sub-
ject also to higher-order constraints since an optimal control problem for mechanical systems
can be seen as higher-order variational problem with higher-order constraints. We have stud-
ied the relation between higher-order Lagrangian systems with constraints (nonholonomics
and vakonomics) and higher-order Hamiltonian systems, the reduction by symmetries of this
kind of mechanical systems and the geometric integration of control problems. The work
developed in this thesis also is in line with new developments in Discrete Mechanics and its
relation with control theory, Lie groupoids and Lie algebroids.
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Introduction
In a nutshell, this thesis deals with new developments on geometric mechanics and geometric
integration for optimal control of mechanical systems. Optimal control, geometric mechanics
and geometric integration have at least one important property in common: all three are
natural described using the language of differential geometry.
The emphasis in the geometry is an attempt to understand qualitatively the dynamics of
mechanical systems giving advantages in the analysis and the design of numerical methods.
The geometrical description of Lagrangian and Hamiltonian mechanics have the advantage
to give global and intrinsic equations which are invariant with respect to any change of
coordinates in the configuration space. For a system with n degrees of freedom, Lagrangian
mechanics gives rise a system of n ordinary second-order equations called Euler-Lagrange
equations which determine completely the evolution of the system given initial boundary
conditions and assuming the regularity of the Lagrangian function.
An alternative description is the so-called Hamiltonian mechanics (locally equivalent to
the Lagrangian ones when the Lagrangian function is regular) which describes the evolution
of the system through a system of 2n first order ordinary differential equations.
During the last past half century, mathematicians, physicists and engineering have been
extended and generalized this framework to mechanical systems with friction, time dependent
systems, with constraints (holonomic and nonholonomic), classical field theory, etc. But, one
of the areas that has been most successfully by its applications in engineering was control
theory. The main purpose of control theory is to study systems in which we can influence
the dynamics externally using control variables. In control systems appearing in engineering
studies, the underlying geometric features of a dynamic system are often not considered
carefully. For example, many control systems are developed for the standard form of ordinary
differential equations, namely
x˙ = f(x, u), (1)
where the state and control input are denoted by x and u, respectively. It is assumed that the
state and control input lie in Euclidean spaces. However, for many interesting mechanical
systems the configuration space can not be expressed globally as an Euclidean space. In
this work, dynamics and control problems for mechanical systems are studied, incorporating
careful consideration of their geometric features. The goal is to find control inputs moving
the initial state of the system to a prefixed target state. In this work we will focus in the
case when initial and final states are fixed.
The study of control systems is a research area with a lot of activity in the last sixty years
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studying topics like controllability, accessibility, design of trajectories, design of numerical
methods, among others.
In optimal control theory, we want also that the system verifies an extra condition which
consists on minimizing a cost functional, that is, an optimal control problem which consists
on finding a trajectory γ(t) = (x(t), u(t)) of the state variables and control inputs, satisfying
the control equation (1) given initial and final boundary conditions x(0) = x0, x(T ) = xT
and minimizing the cost functional
J(γ(t)) =
∫ T
0
C(x(y), u(t))dt. (2)
The trajectory γ(t) verifying all these conditions will be called optimal. Optimal control
is a technique in mathematics useful to solve optimization problems evolving in time and
susceptible to have an external influence. Optimal control theory is a young research area
that appears in a wide variety of fields such as medicine, economics, traffic flow, engineering
and astronomy. However, applications and understanding do not always come together. In
order to gain insight, differential geometry has been used in control theory, giving rise to
geometric control theory in the 70’s (see works of Sussman, Jurdjevic Nijmeijer and van der
Schaft [145], [165], [166]).
Looking back in time to the birth of optimal control theory and calculus of variations we
should go to the year 1696 when the solution of the brachistochrone curve problem’s solved
by Johann Bernoulli was published in Acta Eruditorum. Here we will focus in the great
contribution of the Russian mathematician L.S. Pontryagin. In 1950’s, Pontryagin organized
a seminar at Steklov Institute of Mathematics about some problems in applied mathematics
inviting to some engineers as speakers. The seminar ends with the discover of the so called
Pontryagin maximum principle [157]. The problem they tried to solve was a system of five
ordinary differential equations with three control parameters modeling the maneuvers of a
fighter jet. After it researchers found that the applications of this principle could be applied to
others research fields as control of spacecrafts and satellites, biomechanics, economy, robotic,
etc; currently becoming in an interesting area of research in mathematics [17],[105],[99] for
example.
This work deals with mechanical control systems, giving emphasis to a particular class of
mechanical control systems: underactuated mechanical systems. Underactuated mechanical
systems are characterized by the fact that they have more degrees of freedom than actuators.
The class of underactuated mechanical systems are abundant in real life for different reasons;
for instance, as a result of design choices motivated by the search of less cost engineering
devices or as a result of a failure regime in fully actuated mechanical systems. Underactuated
systems include spacecrafts, underwater vehicles, mobile robots, helicopters, wheeled vehicles
and underactuated manipulators.
To analyze geometrically these control systems we will need an unifying concept: the
notion of Lie algebroid. Lie algebroids have deserved a lot of interest in recent years. Since
a Lie algebroid is a concept which unifies tangent bundles and Lie algebras, one can suspect
their relation with mechanics. More precisely, a Lie algebroid over a manifold Q is a vector
bundle τE : E → Q over Q with a Lie algebra structure over the space Γ(τE) of sections of E
and an application ρ : E → TQ called anchor map satisfying some compatibility conditions
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(see [118]). Examples of Lie algebroids are the tangent bundle over a manifold Q where the
Lie bracket is the usual Lie bracket of vector fields and where the anchor map is the identity
function; the real finite dimensional Lie algebras as vector bundles over a point, where the
anchor map is the null application; the action Lie algebroids of the type pr1 : M × g → M
where g is a Lie algebra acting infinitesimally over the manifold M with a Lie bracket over
the space of sections induced by the Lie algebra structure and whose anchor map is the action
of g over M ; and finally, the Lie-Atiyah algebroid τTQ/G : TQ/G → M̂ = Q/G associated
with the G-principal bundle p : Q → M̂ where the anchor map is induced by the tangent
application of p, Tp : TQ→ TM̂ [111],[118],[134],[176].
In [176] Alan Weinstein developed a generalized theory of Lagrangian mechanics on Lie
algebroids and obtained the equations of motion using the linear Poisson structure on the dual
of the Lie algebroid and the Legendre transformation associated with a regular Lagrangian
L : E → R. In [176] also he ask about whether it is possible to develop a formalism similar
on Lie algebroids to Klein’s formalism [96] in Lagrangian mechanics. This task was obtained
by Eduardo Mart´ınez in [134] ([133] and [158]). The main notion is that of prolongation
of a Lie algebroid over a mapping introduced by Higgins ans Mackenzie in [118]. A more
general situation, the prolongation of an anchored bundle τE : E → Q was also considered
by Popescu in [158].
The importance of Lie algebroids in mathematics is beyond doubt and in the last years
Lie algebroids has been a lot of applications in theoretical physics and other related sciences.
More concretely in Classical Mechanics and Classical Field Theory. One of the main things
that Lie algebroids are interesting in Classical Mechanics lie in the fact that there are many
different situations that can be understand in a general framework using the theory of Lie
algebroids as systems with symmetries, systems over semidirect products, Hamiltonian and
Lagrangian systems, systems with constraints (nonholonomic and vakonomic) and Classical
Fields theory.
In [111] M. de Leo´n, J.C Marrero and E. Mart´ınez have developed a Hamiltonian descrip-
tion for the mechanics on Lie algebroids and they have shown that the dynamics is obtained
solving an equation in the same way than in Classical Mechanics (see also [133] and [176]).
Moreover, they shown that the Legendre transformation legL : E → E∗ associated to the
Lagrangian L : E → R induces a Lie algebroid morphism and when the Lagrangian is reg-
ular both formalisms are equivalent. Also they have extended the Tulczyjew’s contruction
[169], [170] to the framework of Lie algebroids and they have been introduced the notion of
Lagrangian Lie subalgebroid of a symplectic Lie algebroid. Then they have shown that Euler-
Lagrange equations and Hamilton equations over a Lie algebroids are just the local equations
defined by certain Lagrangian submanifolds of a symplectic Lie algebroid associated to E. As
a consequence they have deduced the Lagrange-Poincare´ and Hamilton-Poincare´ equations
associated to a G-invariant Lagrangian and Hamiltonian, respectively.
Marrero and collaborators also have analyzed the case of non-holonomic mechanics on Lie
algebroids [55]. In another direction, in [87] D. Iglesias, J.C. Marrero, D. Mart´ın de Diego and
D. Sosa have studied singular Lagrangian systems and vakonomic mechanics from the point of
view of Lie algebroids obtained through the application of a constrained variational principle.
They have developed a constraint algorithm for presymplectic Lie algebroids generalizing the
well know constraint algorithm of Gotay, Nester and Hinds [73] and they also have established
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the Skinner and Rusk formalism on Lie algebroids.
Recently, higher-order variational problems have been studied for their important applica-
tions in aeronautics, robotics, computer-aided design, air traffic control and trajectory plan-
ning. There are variational principles which involves higher-order derivatives [68],[69],[70],
[112], [155] since from it one can obtain the equations of motion for Lagrangians where the
configuration space is a higher-order tangent bundle.
In this thesis we will consider higher-order mechanics from the point of view of the Skinner
and Rusk formalism to obtain higher-order Euler-Lagrange equations, higher-order Euler-
Poincare´ equations and higher-order Lagrange-Poincare´ equations. Also, we will focus in
the case of systems with higher-order constraints and their extension to the natural and
unifying setting of Lie algebroids. One of the main objectives is to characterize geometrically
the equations of motion of an optimal control problem for an underactuated mechanical
system. In this last system, the trajectories are parameterized by the admissible controls
and the necessary conditions for extremals in the optimal control problem are expressed
using a pseudo-Hamiltonian formulation based on the Pontryagin maximun principle. Many
of the concrete examples under study have additional geometric properties as, for instance,
the configuration space is not only a differentiable manifold but it also has a compatible
structure of group, that is, the configuration space is a Lie group. We will take advantage
of this property to give an intrinsic expression of the equations of motion for higher-order
mechanical systems and for optimal control problems with symmetries (see also [68],[69],[70]
and [88],[89],[155],[154]).
Other characterization of the higher-order mechanics in this work is due by the well
known Tulczyjew’s triple extending the program started in [109]. Regarding Geometric Me-
chanics, the theory of Lagrangian submanifolds gives a geometric and intrinsic description
of Lagrangian and Hamiltonian dynamics (see the work by W.M. Tulczyjew [169, 170] and,
Grabowska and Grabowski [74]). Given a mechanical system defined by a Lagrangian func-
tion L : TQ → R, then the Lagrangian dynamics will be “generated” by the Lagrangian
submanifold dL(TQ) ⊂ T ∗TQ. On the other hand, if the mechanical system is defined by
the Hamiltonian function H : T ∗Q → R, the Hamiltonian dynamics will be “generated” by
the Lagrangian submanifold dH(T ∗Q) ⊂ T ∗T ∗Q. A way to perform the relationship between
these two formalisms is by the so-called Tulczyjew’s triple:
T ∗TQ TT ∗Q
αQoo
βQ // T ∗T ∗Q,
where αQ and βQ are both isomorphisms and T
∗TQ, TT ∗Q, T ∗T ∗Q, are double vector
bundles equipped with symplectic structures.
In the higher-order setting, roughly speaking, a second-order Lagrangian system is defined
by a second-order Lagrangian function L : T (2)Q → R, where T (2)Q is the second-order
tangent bundle of Q with inclusion onto TTQ denoted by j2 : T
(2)Q ↪→ TTQ. A Lagrangian
submanifold ΣL ⊂ T ∗TQ can be built as
ΣL = {µ ∈ T ∗TTQ | j∗2 µ = dL}.
Thus, one can obtain via αTQ (where αTQ is the generalization to second-order tangent bun-
dles of the isomorphism αQ) a new Lagrangian submanifold of the tangent bundle TT
∗TQ
Introduction 15
which completely determines the equations of motion for the Lagrangian dynamics which are,
in a regular case, of Hamiltonian type. Taking this into account, it is clear that Lagrangian
systems and Hamiltonian systems are closely related (relationship which will be further stud-
ied in this work). Also, in this work, we will comment how to extend this construction in the
framework of Lie algebroids.
Many important problems in robotics, the dynamics of wheeled vehicles and motion gen-
eration, involve nonholonomic mechanics, which typically means mechanical systems with
rolling constraints.
A nonholonomic system is a mechanical system subjected to constraint functions which
are, roughly speaking, functions on the velocities that are not derivable from position con-
straints. They arise, for instance, in mechanical systems that have rolling or certain kinds
of sliding contact. Traditionally, the equations of motion for nonholonomic mechanics are
derived from the Lagrange-d’Alembert principle which restricts the set of infinitesimal vari-
ations (or constrained forces) in terms of the constraint functions. In such systems, some
differences between unconstrained classical Hamiltonian and Lagrangian systems and non-
holonomic dynamics appear. For instance, nonholonomic systems are non-variational in the
classical sense, since they arise from the Lagrange-d’Alembert principle and not from Hamil-
ton’s principle. Moreover, when the nonholonomic constrains are linear in velocities, then
energy is preserved but momentum is not always preserved when a symmetry arises. Non-
holonomic systems are described by an almost-Poisson structure but not Poisson (i.e., there
is a bracket that together with the energy on the phase space defines the motion, but the
bracket generally does not satisfy the Jacobi identity); and finally, unlike the Hamiltonian
setting, volume may not be preserved in the phase space, leading to interesting asymptotic
stability in some cases, despite energy conservation(see [123],[65]).
As we have commented before, the application of tools from modern differential geome-
try in the fields of mechanics and control theory has caused an important progress in these
research areas. For example, the study of the geometrical formulation of the nonholonomic
equations of motion has led to a better comprehension of locomotion generation, controlla-
bility, motion planning, and trajectory tracking, raising new interesting questions in these
subjects (see [17], [19], [20], [21], [25], [31], [34], [94], [100], [113], [141], [149] and refer-
ences therein). On the other hand, there are by now many papers in which optimal control
problems are addressed using geometric techniques (references [21], [90], [91], and [165] are
good examples). In this context, we present a geometrical formulation of the dynamics of
higher-order mechanical systems with nonholonomic constraints as higher-order constrained
systems.
Thus, in this thesis we will also study optimal control problems of mechanical systems
subject to nonholonomic constraints. Of much interest in the present work are the recent
developments that utilize a geometric approach and in particular the theory of Lagrangian
submanifolds and Lie algebroids. The class of nonholonomic systems we study in this work
includes, in particular, any wheeled-type vehicle, such as robots on wheels and or tracks.
The fact that most of these robotic systems apply torques and forces internal to the system,
which makes these system move in an undulatory fashion (see [149] and references therein
for more on undulatory locomotion), without the application of any external forces, makes
the system underactuated. Hence, including underactuated systems in our study is crucial in
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covering a wide range of robotic applications. Moreover, we can easily extend our framework
to an arbitrary Lie algebroid.
Discrete mechanics has become a field of intensive research activity in the last decades
[35],[59],[131],[171],[172], [178]. This area allows the construction of integration schemes, the
so-called geometric integrators. Many of the geometric properties of mechanical systems in the
continuous case admit an appropriate counterpart in the discrete setting, which makes it a rich
area to be explored. Mechanical integrators preserve some of the invariants of the mechanical
system, such as energy, momentum or the symplectic form (see [92], [93], [131], [178], [179]).
In the last years, the variational approach in the construction of geometric integration for
mechanical systems has been of great interest within the framework of Geometric Integration
(see [131, 171]). This point of view is a clear consequence of a deeper insight into the
geometric structure of numerical methods and the geometry of the mechanical systems that
they approximate. In particular, this effort has been concentrated on the case of discrete
Lagrangian functions Ld on the cartesian product Q × Q of a differentiable manifold. This
cartesian product plays the role of a discretized version of the standard velocity space TQ.
Applying a natural discrete variational principle and assuming a regularity condition, one
obtains a second order recursion operator FLd : Q×Q→ Q×Q assigning to each input pair
(qk, qk+1) the output pair (qk+1, qk+2). When the discrete Lagrangian is an approximation
of the integral action we obtain a numerical integrator which inherits some of the geometric
properties of the continuous Lagrangian (symplecticity, momentum preservation).
For instance, let us consider the following discrete Lagrangian Ld : Q×Q→ R
Ld(q0, q1) =
h
2
(
q1 − q0
h
)T
M
(
q1 − q0
h
)
− hV (q0),
where Q = Rn, which is the very simple approximation to the action integral AL for L :
TQ→ R given by
AL =
∫ T
0
L(q, q˙) dt,
using the rectangle rule. Here, q0 ≈ q(0) and q1 ≈ q(h) shall be thought of as being two
points on a curve in Q at time h apart. Consider a discrete curve of points {qk}Nk=0, also
belonging to Q, and calculate the discrete action along this sequence by summing the discrete
Lagrangian on each adjacent pair, that is
ALd =
N−1∑
k=0
Ld(qk, qk+1),
which are the discrete counterpart of AL. Following the continuous derivation above, we
compute variations of this action sum with the boundary points q0 and qN held fixed. This
gives the discrete Euler-Lagrange equations:
D2Ld(qk−1, qk) +D1Ld(qk, qk+1) = 0,
which is the discrete counterpart of Euler-Lagrange equations
d
dt
(
∂L
∂q˙
)
− ∂L
∂q
= 0
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and must hold for each k. For the particular Ld chosen above, the discrete Euler-Lagrange
equations give
M
(
q2 − 2q1 + q0
h2
)
= −∇V (q0).
This is clearly a discretization of Newton’s equations using a simple finite difference rule
for the derivative. This kind of integrators are called variational integrators because of its
procedure of derivation. Furthermore, as mentioned above, and also due to its variational
nature, these integrators are symplectic and have the property of conserving momentum maps
arising from symmetry group actions.
Although this type of geometric integrators have been mainly considered for conservative
systems, the extension to geometric integrators for more involved situations is relatively
easy, since, in some sense, many of the constructions mimic the corresponding ones for the
continuous counterpart. In this sense, it has been recently shown how discrete variational
mechanics can include forced or dissipative systems, holonomic constraints, explicitly time-
dependent systems, frictional contact, nonholonomic constraints, etc. All these geometric
integrators have demonstrated, in worked examples, an exceptionally good longtime behavior
and obviously this research is of great interest for numerical and geometric considerations
([79, 160]). In addition, there are several extensions of variational integrators for systems
defined in spaces different from Q × Q, such as Lie algebras, reduced spaces, etc, which
are of great interest in realistic systems coming from physics, engineering and other applied
sciences. The generalization of variational integrators to more involved geometric scenarios
can be enshrined in the program initiated by Alan Weinstein [176], which will be detailed
below.
The variational view of discrete mechanics and its numerical implementation is further
developed in Wendlandt and Marsden ([178, 179]) and then extended in Kane, Marsden and
Ortiz ([92]), Marsden, Pekarsky and Shkoller ([128, 129]), Bobenko and Suris ([28, 29]) and
Kane, Marsden, Ortiz and West ([93]). Central references of this thesis are based on the
works by Marsden and West ([131]) and Marrero, Martinez and Mart´ın de Diego ([124, 125]).
A step further, Alan Weinstein began the study of discrete mechanics on Lie groupoids.
His attention was called by the work by Moser and Veselov [140], where the authors study the
complete integrability of certain discrete dynamical systems. Moreover the authors describe
the Lagrangian and Hamiltonian formalisms for discrete mechanics in two different settings:
Q × Q and a Lie group. Therefore, in [176] Weinstein described versions of the Lagrangian
formalism for discrete and continuous time which are general enough to include both con-
structions used by Moser and Veselov, as well as a Lagrangian formalism on Lie algebras due
essentially to Poincare´ [156]. In the discrete version, the Lagrangian function is defined on a
Lie groupoid.
A Lie groupoid G is a natural generalization of the concept of a Lie group, where now
not all elements are composable. The product g1g2 of two elements is only defined on the set
of composable pairs G2 = {(g, h) ∈ G×G |β(g) = α(h)}, where α : G → Q and β : G → Q
are the source and target maps over a base manifold Q. This concept was introduced in
differential geometry by Ereshmann in the 1950’s. The infinitesimal version of a Lie groupoid
G is the Lie algebroid AG → Q, which is the restriction of the vertical bundle of α to the
submanifold of the identities.
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A complete description of the discrete Lagrangian and Hamiltonian mechanics on Lie
groupoids was given in the work by Marrero, Mart´ın de Diego and Mart´ınez [124]. In this
work, we generalize the theory of discrete second-order Lagrangian mechanics and variational
integrators for a second-order discrete Lagrangian L : G2 → R in two main directions. First,
we develop variational principles for higher-order variational problems on Lie groupoids and
we show how to apply this theory to the construction of variational integrators for optimal
control problems of mechanical systems. Secondly, we show that Lagrangian submanifolds of
a symplectic groupoid (cotangent groupoid) give rise to discrete dynamical second-order sys-
tems, and we study the properties of these systems, including their regularity and reversibility,
from the perspective of symplectic and Poisson geometry. We also develop a reduction by
Noether symmetries, and study the relationship between the dynamics and variational prin-
ciples for these second-order variational problems. Next, we use this framework along with
a generalized notion of generating function due to Tulczyjew to develop a theory of discrete
constrained Lagrangian mechanics. This allows for systems with arbitrary constraints, in-
cluding those which are nonholonomic (in an appropriate discrete, variational sense). Our
results are strongly based on the paper of J.C. Marrero, D. Mart´ın de Diego and A. Stern
[126] but in higher-order theory. We will show the following result in Theorem 5.3.5
Theorem: Let G be a Lie groupoid over a manifold Q. Let L : G2 → R be a discrete
second-order Lagrangian. The discrete second order Euler-Lagrange equation are
`∗gk (D1L(gk, gk+1) +D2L(gk−1, gk)) + (rgk+1 ◦ i)∗ (D1L(gk+1, gk+2) +D2L(gk, gk+1)) = 0,
for k = 2, . . . , N − 2 where `g and rg denotes the left and right translation of an element g of
the Lie groupoid G.
Finally, we want to point out that in previous approaches (see for example [14] and [52]),
the theory of discrete variational mechanics for higher-order systems was derived using a
discrete lagrangian Ld : Q
k+1 → R where Qk+1 is the cartesian product of k+ 1-copies of the
configuration manifold Q. In some sense, this is a very natural discretization since we are
using k + 1-points to approximate the positions and the higher-order velocities (such as the
standard velocities, accelerations, jerks...) which represents the higher-order tangent bundle
T (k)Q.
We will see at the end of this this thesis other possibility to work taking a Lagrangian
function Ld : T
(k−1)Q× T (k−1)Q→ R since the discrete variational calculus is not based on
the discretization of the Lagrangian itself, but on the discretization of the associated action.
We will see that the appropriate approximation of the action∫ T
0
L(q, q˙, . . . , q(k)) dt (3)
is given by a Lagrangian of the form Ld : T
(k−1)Q×T (k−1)Q→ R. Moreover, we will derive a
particular choice of discrete Lagrangian which gives an exact correspondence between discrete
and continuous systems, the exact discrete Lagrangian.
In this sense the theory of variational integrators for higher-order system is even simpler,
since it fits directly into the standard discrete mechanics theory of Marsden and West [131]
for a discrete lagrangian of the form Ld : M ×M → R where M = T (k−1)Q. We will see in
some numerical simulations the numerical efficiency of these methods.
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Outline of the thesis
Here let us point out the organization of the present thesis and give a brief description of
every chapter:
• Chapter 1 gives a brief review of several differential geometric tools used throughout
this work.
• Chapter 2 explore some geometric techniques to describe the formulation of first-order
and higher-order mechanics. We give a brief review of the description of classical
mechanics in terms of Lie algebroids following [111] and we will introduce the con-
straint algorithm for presymplectic Lie algebroids constructed in [87] which general-
izes the well-known Gotay-Nester-Hinds algorithm [73]. We will derive first-order and
higher-order dynamics respectively in terms of Lagrangian submanifolds using the Tul-
czyjew triple constructed in [109] and we will construct a double vector bundle anti-
symplectomorphism to obtain in an alternative way the dynamics. Also we will give an
alternative way to describe the higher-order dynamics in terms of the solution of the
Euler-Lagrange equations in Theorem 2.5.6.
• In Chapter 3 we will consider higher-order mechanics from the point of view of the
Skinner and Rusk formalism to obtain higher-order Euler-Lagrange equations, higher-
order Euler-Poincare´ equations and higher-order Lagrange-Poincare´ equations. Also,
we will focus in the case of systems with higher-order constraints. The extension of this
theory to the natural setting of Lie algebroids will be also developed. Moreover, we
will characterize geometrically the equations of motion of an optimal control problem
for an underactuated mechanical system. Many of the concrete examples under study
have additional geometric properties, as for instance, the configuration space is not
only a differentiable manifold but it also has a compatible structure of group, that is,
the configuration space is a Lie group. We will take advantage of this property to give
an intrinsic expression of the equations of motion for higher-order mechanical systems
and for optimal control problems with symmetries. The main results in this chapter
are given in Equations 3.7, 3.17, 3.27, 3.28, 3.34, 3.35, 3.77, 3.79, 3.90 and 3.91, 3.93,
3.94 and 3.95; Theorems 3.2.1, 3.2.3, 3.3.1, 3.3.3, 3.4.1, 3.6.2; Proposition 3.5.5; and
Examples 3.6.6, 3.6.3 and 3.6.10.
• In Chapter 4 we will study optimal control problems of mechanical systems subject to
nonholonomic constraints. Of much interest in this chapter are the recent developments
that utilize a geometric approach and in particular the theory of Lagrangian subman-
ifolds and Lie algebroids. Hence, including under-actuated systems in our study is
crucial in covering a wide range of robotic applications. The main results in this Chap-
ter are shown in Equations 4.3, 4.5 and 4.7; Definition 4.3.4; and Propositions 4.3.1 and
4.3.6.
• In Chapter 5 we will generalize the theory of discrete higher-order Lagrangian mechanics
and variational integrators. We will develop variational principles for second-order
variational problems on Lie groupoids and we will show how to apply this theory to
the construction of variational integrators for optimal control problems of mechanical
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systems. Also, we will show that Lagrangian submanifolds of a symplectic groupoid
give rise to discrete dynamical second-order systems, and we will study the properties
of these systems, including their regularity and reversibility, from the perspective of
symplectic and Poisson geometry. Finally we will develop a theory of reduction by
Noether symmetries, and we will study the relationship between the dynamics and
variational principles for these second-order variational problems. We will extend this
framework to the case of higher-order constrained systems. These results are given in
Equations 5.20, 5.26, 5.36 and 5.37; Lemma 5.3.4; Theorems 5.3.2, 5.3.5, 5.3.16, 5.3.19;
Propositions 5.3.8 and 5.3.9; and Corollary 5.3.17.
• Chapter 6 develop the design of geometric integrators for higher-order variational sys-
tems. We show that a regular higher-order Lagrangian system has a unique solution
for given nearby endpoint conditions using a direct variational proof of existence and
uniqueness of the local boundary values problem using a regularization procedure which
it results in the replacement of the variational problem with an equivalent one which is
regular at the initial singular point of the problem. The argument follows closely the
proof by Patrick [150] for first-order Lagrangians; the formulas, of course, reduce to
those in [150] for order 1, but we introduce an additional modification using orthonor-
mal polynomials. We will give the notion of exact discrete Lagrangian for higher-order
Lagrangian systems and we will show that if the original Lagrangian is regular then it
is also the exact discrete Lagrangian, in the sense of [131]. We will apply this theory
to the construction of geometric integrators for optimal control problems of mechan-
ical systems. The new results given in this chapter are refereed in Definition 6.2.1,
Theorems 6.3.1, 6.3.2, 6.3.4 and 6.3.6, and Corollary 6.3.5.
• Chapter Conclusions and future work exposes a summary of the main results presented
in this thesis, together with some conclusions and the future work which could come
from it.
This memory is based on original results published in international journal, papers in
review process and some papers in preparation as we comment in Chapter, Conclusions and
future work.
Chapter 1
Mathematical background
This chapter gives a brief review of several differential geometric tools used throughout this
work. We refer to [1, 2, 17, 30, 59, 98, 112, 117, 130] for more specifications about the topics
studied in this chapter.
1.1 Manifolds and tensor calculus
A minimum knowledge in linear algebra, topology and differential geometry is assumed in the
following. For further understanding in this topic, references [1, 2, 98, 174] are very useful.
The basic idea of a manifold is to introduce spaces which are locally like Euclidean spaces
and with structure enough so that differential calculus can be carried over. The manifolds
we deal with will be assumed to belong to the C∞-category. We shall further suppose that
all manifolds are finite-dimensional, paracompact and Hausdorff.
Two interesting examples of manifolds which will be extensively used throughout this
dissertation are the tangent and cotangent bundles and their generalizations, Lie algebroids
and the corresponding duals.
The tangent bundle of a manifold Q is the collection of all the tangent vectors to Q at
each point. We will denote it by TQ. The tangent bundle projection, which assigns to each
tangent vector its base point is denoted by τTQ : TQ → Q. Given a tangent space TqQ,
we denote the dual space, i.e. the space of linear functions from TqQ to R by T
∗
qQ. The
cotangent bundle T ∗Q of a manifold Q is the space formed by the collection of all the dual
spaces T ∗qQ. Elements α ∈ T ∗qQ are called dual vectors or covectors. The cotangent bundle
projection, which assigns to each covector its base point, is denoted by piT ∗Q : T
∗Q→ Q.
Let f : Q→ N be a smooth mapping between manifolds Q and N. We write Tf : TQ→
TN to denote the tangent map or differential of f. The set of all smooth mappings from Q to
N will be denoted by C∞(Q,N). When N = R we shall denote the set of smooth real-valued
functions on Q by C∞(Q).
A vector field X on Q is a smooth mapping X : Q → TQ which assigns to each point
q ∈ Q a tangent vector X(q) ∈ TqQ or, τTQ ◦X = IdQ. The set of all vector fields over Q is
denoted by X(Q). An integral curve of a vector field X is a curve satisfying c˙(t) = X(c(t)).
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Given q ∈ Q, let φt(q) denote the maximal integral curve of X, c(t) = φt(q) starting at q, i.e.
c(0) = q. Here “maximal” means that the interval of definition of c(t) is maximal. It is easy
to verify that φ0 = IdQ and φt ◦ φs = φt+s, whenever the composition is defined. The flow
of a vector field X is then determined by the collection of mappings φt : Q → Q. From the
definition, they satisfy
d
dt
(φt(q)) = X(φt(q)), t ∈ (−1(q), 2(q)) ∀q ∈ Q.
Locally, a curve t 7→ (c1(t), . . . , cn(t)) is an integral curve of X when the following system
of ordinary differential equations hold
dc1
dt
(t) = X1(c1(t), . . . , cn(t))
...
dcn
dt
(t) = Xn(c1(t), . . . , cn(t)).
The previous system is called autonomous since there are not explicit dependence of time
on the right hand side. If X : R×Q→ TQ verifies τTQ ◦X = prQ where prQ : R×Q→ Q
is the natural projection we will say that X is a time-dependent vector field. The integral
curves are the solutions of an explicit time-dependent system
dci
dt
(t) = Xi(t, c(t))
where X = Xi(t, q)
∂
∂qi
.
In a similar way to the definition of vector fields, a one-form α on Q is a mapping
α : Q → T ∗Q such that piT ∗Q ◦ α = IdQ. In other words, it assigns to each point q ∈ Q a
covector α(q) ∈ T ∗qQ. The set of all the one-forms over Q is denoted by Ω1(Q). As is well
established in linear algebra, there always exists a bilinear natural pairing between a vector
space V and its dual vector space V ∗. Here 〈· , ·〉 denotes such a pairing: 〈· , ·〉 : V ×V ∗ → R.
In consequence, one always can define a natural pairing between elements of the tangent and
contangent bundles; 〈· , ·〉q : TqQ× T ∗qQ→ R.
Vector fields and one-forms are particular cases of a more general object, called tensor
fields. Given r, s ∈ N ∪ {0}, an r-contravariant and s-covariant tensor field t on Q is a
C∞-section of T rs (Q); that is, it associates to each point q ∈ Q an R-multilinear mapping
t(q) :
(
T ∗qQ× . . .× T ∗qQ
)︸ ︷︷ ︸
r−times
× (TqQ× . . .× TqQ)︸ ︷︷ ︸
s−times
→ R.
It is common to say that t is a (r, s)-tensor field on Q. Thus, a vector field is a (1, 0)-tensor
field on Q and a 1-form is a (0, 1)-tensor field on Q.
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The tensor product of a (r, s)−tensor field, t, and a (r′, s′)−tensor field, t′, is the (r +
r′, s+ s′)−tensor field t⊗ t′ defined by
(t⊗ t′)(q)(ω1, . . . , ωr, µ1, . . . , µr′ , v1, . . . , vs, w1, . . . , ws′) =
t(q)(ω1, . . . , ωr, v1, . . . , vs) · t′(q)(µ1, . . . , µr′ , w1, . . . , ws′),
where q ∈ Q, vi, wi ∈ TqQ and ωj , µj ∈ T ∗qQ.
A special subset of tensor fields is Ωk(Q) ⊂ T 0kQ, the set of all (0, k) skew-symmetric
tensor fields. The elements of Ωk(Q) are called k−forms.
The alternation map A : T k0 Q→ Ωk(Q) is defined by
A(t)(v1, ..., vk) =
1
k!
∑
σ∈Σk
sign(σ)t(vσ(1), ..., vσ(k)),
where Σk is the set of k−permutations. Is easy to see that A is linear, A
∣∣
Ωk(Q)
= Id and
A ◦A = A.
The wedge product or exterior product between α ∈ Ωk(Q) and β ∈ Ωl(Q) is the form
α ∧ β ∈ Ωk+l(Q) defined by
α ∧ β = (k + l)!
k!l!
A(α⊗ β).
Some important properties of the wedge product are the following:
1. ∧ is bilinear and associative.
2. α ∧ β = (−1)klβ ∧ α, where α ∈ Ωk(Q) and β ∈ Ωl(Q).
The algebra of exterior differential forms, represented by Ω(Q), is the direct sum of Ωk(Q),
k = 0, 1, . . . , together with its structure as an infinite-dimensional real vector space and with
the multiplication ∧.
The exterior derivative, represented by d, is defined as the unique family of mappings
dk(U) : Ωk(U)→ Ωk+1(U) (k = 0, 1, ... and U ⊂ Q open) such that (see [1, 174]):
1. d is a ∧-antiderivation, that is, d is R−linear and d(α ∧ β) = dα ∧ β + (−1)kα ∧ dβ,
where α ∈ Ωk(Q) and β ∈ Ωl(Q).
2. df = p2 ◦Df , for f ∈ C∞(U), with p2 the canonical projection of TR ' R × R onto
the second factor.
3. d ◦ d = 0.
4. d is natural with respect to inclusions, that is, if U ⊂ V ⊂ Q are open sets of Q, then
d(α
∣∣
U
) = d(α)
∣∣
U
, where α ∈ Ωk(V ).
Let f : Q → N be a smooth mapping and ω ∈ Ωk(N). Define the pull-back f∗ω of ω by
f as
(f∗ω(q))(v1, ..., vk) = ω(f(q))(Tqf(v1), ..., Tqf(vk)),
where vi ∈ TqQ with i = 1, . . . , k. Note that the pull-back defines the mapping f∗ : Ωk(N)→
Ωk(Q). The main properties related with the pull-back are the following:
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1. (g ◦ f)∗ = f∗ ◦ g∗, where f ∈ C∞(Q,N) and g ∈ C∞(N,W ).
2. Id∗Q
∣∣
Ωk(Q)
= IdΩk(Q).
3. If f ∈ C∞(Q,N) is a diffeomorphism, then f∗ is a vector bundle isomorphism and
(f∗)−1 = (f−1)∗.
4. f∗(α ∧ β) = f∗α ∧ f∗β, where f ∈ C∞(Q,N), α ∈ Ωk(N) and β ∈ Ωl(N).
5. d is natural with respect to mappings, i.e., for f ∈ C∞(Q,N), f∗dω = df∗ω.
Given a vector field X ∈ X(Q) and a function f ∈ C∞(Q) the Lie derivative of f with
respect to X, LXf ∈ C∞(Q), is defined as
LXf(q) = df(q)[X(q)].
The operation LX : C
∞(Q) → C∞(Q) is a derivation, i.e. it is R−linear and LX(fg) =
LX(f)g + fLX(g), for any f, g ∈ C∞(Q).
Given two vector fields X,Y ∈ X(Q) we may define the R−linear derivation
[LX ,LY ] = LX ◦ LY − LY ◦ LX .
This enables us to define the Lie derivative of Y with respect to X, LXY = [X,Y ] as the
unique vector field such that L[X,Y ] = [LX ,LY ]. Some important properties are:
1. LX is natural with respect to restrictions, i.e., for U ⊂ Q open, [X
∣∣
U
, Y
∣∣
U
] = [X,Y ]
∣∣
U
and (LXf)
∣∣
U
= LX
∣∣
U
(f
∣∣
U
), for f ∈ C∞(Q).
2. LX(f Y ) = (LXf)Y + f(LXY ), for f ∈ C∞(Q).
There is also another natural operator associated with a vector field X. Let ω ∈ Ωk(Q).
The inner product or contraction of X and ω, iXω ∈ Ωk−1(Q), is defined by
iXω(q)(v1, ..., vk−1) = ω(q)(X(q), v1, ..., vk−1),
where vi ∈ TqQ with i = 1, . . . , k. The operator iX is an ∧−antiderivation, that is, it is
R−linear and iX(α ∧ β) = (iXα) ∧ β + (−1)kα ∧ (iXβ), where α ∈ Ωk(Q) and β ∈ Ωl(Q).
Also, for f ∈ C∞(Q), we have that i(f X)α = f(iXα).
Finally, we conclude this section by stating some relevant properties involving d, iX and
LX . For arbitrary X,Y ∈ X(Q), f ∈ C∞(Q) and α ∈ Ωk(Q), we have
1. dLXα = LXdα.
2. iXdf = LXf .
3. LXα = iXdα+ diXα.
4. L(f X)α = fLXα+ df ∧ iXα.
5. i[X,Y ]α = LXiY α− iY LXα.
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1.2 Distributions and codistributions
Definition 1.2.1. Let Q be an n−dimensional differentiable manifold. A k-dimensional
distribution D on a manifold Q, is a k-dimensional subspace Dq of TqQ for each q ∈ Q. D
is smooth if for each q ∈ Q there is a neighborhood U of q and there are k C∞ vector fields
X1, . . . , Xk on U which span D at each point of U ; that is,
Dq = span{X1, . . . , Xk}
In other words, for every q ∈ Q, Dq is a vector subspace of TqQ. The rank of D at q ∈ Q
is the dimension of the subspace Dq, i.e. % : Q → R, %(q) = dimDq. For any q0 ∈ Q it is
clear that %(q) ≥ %(q0) in a neighborhood of q0. If % is a constant function, then D is called
a regular distribution.
The following diagram illustrates the situation
D
τD 
  i // TQ
τTQ}}
Q,
where τD : D → Q is the restriction of τTQ to D, that is, τD = τTQ |D and i represents the
inclusion map.
Definition 1.2.2. 1. A submanifold S ↪→ Q is said to be an integral submanifold of a
smooth distribution D ↪→ TQ if TS = D along the points of S.
2. Let D be a smooth distribution on Q such that through each point of Q there passes an
integral manifold of D. Then D is completely integrable.
3. A smooth distribution D is involutive if [X,Y ] ∈ Γ(τD) for every X,Y ∈ Γ(τD), that
is, it is closed under the Lie bracket operation. Here Γ(τD) denotes the set of sections
of D.
Theorem 1.2.3 (Frobenius’ Theorem). A smooth distribution D is completely integrable
if and only if it is involutive.
In a equivalent fashion as for distributions, it is possible to define codistributions. Let
Q be a manifold. A smooth regular codistribution D˜ on T ∗Q is a subbundle of T ∗Q with
k-dimensional fiber. The following diagram show the situation:
D˜
pi
D˜ 
  i // T ∗Q
piT∗Q}}
Q,
where pi
D˜
: D˜→ Q is the restriction of piT ∗Q to D˜, that is, piD˜ = piT ∗Q |D˜.
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Given the concept of codistribution, it is possible to define the annihilator of a dis-
tribution. Let D ↪→ TQ be a distribution, the annihilator of D is a codistribution
D◦ : Dom D ⊂ Q→ T ∗Q, given by
D◦q = (Dq)
◦ =
{
α ∈ T ∗qQ | α(v) = 〈α, v〉 = 0, ∀v ∈ Dq
}
for every q ∈ Q.
A submanifold S of Q will be an integral submanifold of a distribution D if
TsS
◦ = D◦q , for all s ∈ S.
In particular, this implies that the rank of D is constant along S.
1.3 Lie groups and Lie algebras
Lie groups arise in discussing conservation laws for mechanical and control systems and in
the analysis of systems with some underlying symmetry [17, 95]. In this section, we will recall
the key notations and facts from the theory of Lie group and Lie algebra.
1.3.1 Lie groups
Roughly speaking, a Lie group is a manifold on which the group operations, product and
inverse, are defined.
Definition 1.3.1. A nonempty collection G of transformations of some set is called a (trans-
formation) group if along every two transformations g, h ∈ G belonging to the collection, the
composition g ◦ h and the inverse transformation g−1 belong to the same collection G.
It follows from this definition that every group contains the identity transformation e. Also
the composition of transformations is an associative operation. These properties, associativity
and the existence of the unit and inverse of each element, are often taken as the definition of
an abstract group. Here we employ the point of view of V.I. Arnold, that every group should
be viewed as the group of transformations of some set, and the usual “axiomatic” definition
of a group only obscures its true meaning (cf.[5] p.58).
The groups we are concerned in this thesis are so-called Lie groups. In addition to being
a group, they carry the structure of a smooth manifold such that the multiplication and
inversion respect this structure.
Definition 1.3.2. A Lie group is a differentiable manifold G with a group structure such
that the multiplication G×G→ G and the inversion G→ G are smooth maps.
The dimension of a Lie group G is defined to be the dimension of G as a manifold. The
product symbol may be omitted and g1 · g2 is usually written as g1g2. The inverse element
will be denoted by g−1 and the identity element by e.
Let G be a Lie group and H ⊂ G a Lie subgroup of G. Define the equivalence relation
∼ by g ∼ g′ if there exists an element h ∈ H such that g′ = gh. An equivalence class [g]
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is a set {gh |h ∈ H}. The coset space G/H is a manifold (not necessarily a Lie group) with
dim G/H = dim G− dim H. G/H is a Lie group if H is a normal subgroup of G, that is,
if ghg−1 ∈ H for any g ∈ G and h ∈ H. In fact, take equivalence classes [g], [g′] ∈ G/H
and construct the product [g][g′] = [gg′]. If the group structure is well defined in G/H, the
product must be independent of the choice of the representatives. Let gh and g′h′ be the
representatives of [g] and [g′] respectively. Then ghg′h′ = gg′h′′h′ ∈ [gg′] where the equality
follows since there exists h′′ ∈ H such that hg′ = g′h′′.
A Lie group H is said to be a Lie subgroup of a Lie group G if it is a submanifold of G
and the inclusion mapping i : H ↪→ G is a group homomorphism.
Example 1.3.3. Basic examples of Lie groups which will appear in this work include the unit
circle S1, the group of n × n invertible matrices GL(n,R) with the matrix multiplication,
and several of its Lie subgroups: the group of rigid motions in 3−dimensional Euclidean
space, SE(3); the group of rigid motions in the plane, SE(2); and the group of rotations in
R3, SO(3).
1.3.2 Lie algebras
Definition 1.3.4. A Lie algebra over R is a real vector space g together with a bilinear
operation [·, ·] : g× g→ g, called Lie bracket, such that, for all ξ1, ξ2, ξ3 ∈ g,
1. [ξ1, ξ2] = −[ξ2, ξ1] skew-symmetry.
2. [ξ1, [ξ2, ξ3]] + [ξ3, [ξ1, ξ2]] + [ξ2, [ξ3, ξ1]] = 0 Jacobi identity.
Definition 1.3.5. A map ϕ : g→ h between two Lie algebras is a Lie algebra homomorphism
if it satisfies
ϕ([X,Y ]) = [ϕ(X), ϕ(Y )],
for all X,Y ∈ g.
Locally, if we denote by {e1, . . . , en} a basis of the Lie algebra g then we have the relation
[ei, ej ] = C
k
ijek,
where Ckij are called the structure constants of the Lie algebra g.
We will also need another important class of maps between Lie algebras called derivations:
Definition 1.3.6. A linear map δ : g → g of a Lie algebra to itself is called a derivation if
it satisfies
δ([X,Y ]) = [δ(X), Y ] + [X, δ(Y )],
for all X,Y ∈ g.
The map adX : g→ g associated to a fixed vector X ∈ g via
adX(Y ) = [X,Y ]
is a derivation for any choice of X as a consequence of the Jacobi identity (see [95]). If a
derivation of a Lie algebra g can be expressed in the form adX for some X ∈ g, it is called
an inner derivation.
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Definition 1.3.7. A subalgebra of a Lie algebra g is a subspace h ⊂ g invariant under the
Lie bracket in g. An ideal of a Lie algebra g is a subalgebra h ⊂ g such that [X, h] ⊂ h for all
X ∈ g.
The importance of ideals comes from the fact that if h ⊂ g is an ideal then the quotient
space g/h is again a Lie algebra.
Now, we will associate to any Lie group a Lie algebra. For it, we will need the following
definition.
Definition 1.3.8. Let h and g be elements of a Lie group G. The right-translation Rh : G→
G and the left-translation Lh : G→ G are defined by
Rh(g) = gh and Lh(g) = hg. (1.1)
By definition, Rh and Lh are diffeomorphisms from G to G. Hence, the maps Lh : G→ G
and Rh : G→ G induce the applications TgLh : TgG→ ThgG and TgRh : TgG→ TghG. Since
these translations give equivalent theories, we are concerned mainly with the left-translation
in the following. The analysis based on the right-translation can be carried out in a similar
way.
Given a Lie group G, there exists a special class of vector fields characterized by the
invariance under group action.
Definition 1.3.9. Let X be a vector field on a Lie group G. X is said to be a left-invariant
vector field if
(TgLh)X(g) = X(hg)
and X is said to be right-invariant if
(TgRh)X(g) = X(gh)
A vector ξ ∈ TeG defines unique left-invariant and right-invariant vector field ←−ξ and −→ξ
respectively, throughout G by ←−
ξ (g) = TeLgξ, g ∈ G,
−→
ξ (g) = TeRgξ, g ∈ G.
Observe that,
←−
ξ (hg) = TeLhgξ = Te(Lh ◦ Lg)ξ = (TeLh) ◦ (TeLg)ξ = TgLh←−ξ (g).
Conversely, a left-invariant vector field
←−
ξ defines an unique vector ξ =
←−
ξ (e) ∈ TeG. Let us
denote the set of left-invariant vector fields on G by g. The map TeG→ g defined by ξ 7→ ←−ξ
is a isomorphism, and it follows that the set of left-invariant vector fields is a vector space
isomorphic to TeG. In particular, dim g = dim G. Moreover, the following property holds
[
←−
ξ ,←−η ] =←−−[ξ, η],
that is, the Lie bracket of two left-invariant vector fields is itself a left-invariant vector field.
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Since g is identified with a set of vector fields, it is a subset of X(G) and the Lie bracket
is also defined in g. We show now that g is closed under the Lie bracket. Take two points g
and hg = Lh(g) in G. If we apply TgLh to the Lie bracket [ξ, η] of ξ, η ∈ g, we have that
TgLh
(←−−
[ξ, η](g)
)
= [TgLh
←−
ξ (g), TgLh
←−η (g)] =←−−[ξ, η](hg),
where the left-invariance of
←−
ξ ,←−η has been used. Thus [ξ, η] ∈ g, i.e. g is closed under the
Lie bracket. Finally, the Lie algebra of G is defined as the set of left-invariant vector fields g
with the Lie bracket.
Definition 1.3.10. The set of left-invariant vector fields g with the Lie bracket [·, ·] : g×g→ g
is called the Lie algebra of a Lie group G.
We denote the Lie algebra of a Lie group by the corresponding lower-case German gothic
letter. For instance, so(3) is the Lie algebra of the Lie group SO(3).
To complete this subsection is necessary to introduce the definition of exponential map.
Definition 1.3.11. Let G be a Lie group and g its associated Lie algebra. For all ξ ∈ g, let
γξ : R→ G denote the integral curve of the left-invariant vector field ←−ξ induced by ξ, which
is defined uniquely by claiming
←−
ξ (e) = ξ, γξ(0) = e, γ
′
ξ(t) =
←−
ξ (γξ(t)) for all t ∈ R.
The map
exp : g→ G, exp(ξ) = γξ(1)
is called the exponential map of the Lie algebra g in the Lie group G.
1.3.3 Action of a Lie group on a manifold
The notion of symmetry or invariance of the system is formally expressed through the concept
of action.
Let Q be a manifold and let G be a Lie group. A (left) action of a Lie group G is a
smooth mapping Φ : G×Q→ Q such that
i) Φ(e, q) = q for all q ∈ Q, and
ii) Φ(g,Φ(h, q)) = Φ(gh, q) for all g, h ∈ G and q ∈ Q.
A right action is a smooth mapping Ψ : Q × G → Q that satisfies Ψ(q, e) = q and
Ψ(Ψ(q, g), h) = Ψ(q, gh) for all g, h ∈ G and q ∈ Q.
Definition 1.3.12. A function F is invariant with respect to an action Φ of a Lie group G
if, for every g ∈ G, the map Φg is a symmetry of F, that is, F ◦ Φg = F .
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Normally, we will only be interested in the action as a mapping from Q to Q, and so we
will write the action as Φg : Q→ Q, where Φg(q) = Φ(g, q), for all g ∈ G. In some cases, we
shall make a slight abuse of notation and write gq instead of Φg(q).
The orbit of the G−action through a point q is OrbG(q) = {gq|g ∈ G}. An action is said
to be free if all its isotropy groups are trivial, that is, the relation Φg(q) = q implies g = e, for
any q ∈ Q (note that, in particular, this implies that there are no fixed points). An action is
said to be proper if Φ˜ : G×Q→ Q×Q defined by Φ˜(g, q) = (q,Φ(g, q)) is a proper mapping,
i.e., if K ⊂ Q × Q is compact, then Φ˜−1(K) is compact. Finally, an action is said to be
simple or regular if the set Q/G of orbits has a differentiable manifold structure such that
the canonical projection of Q onto Q/G is a submersion.
If Φ is a free and proper action, then Φ is regular, and therefore Q/G is a smooth manifold
and pi : Q→ Q/G is a submersion.
Let ξ be an element of the Lie algebra g. Consider the R−action on Q defined by
Φξ(t, q) = Φ(exp(tξ), q) ∈ Q.
We can interpret Φξ as a flow of a vector field on the manifold Q. Consequently, it determines
a vector field on Q, given by
ξQ(q) =
d
dt
∣∣∣
t=0
(Φ(exp(tξ), q)), (1.2)
which is called the fundamental vector field or infinitesimal generator of the action corre-
sponding to ξ. Given a Lie group G, we can consider the natural action of G on itself by left
multiplication Φ : G × G → G, (g, h) 7→ gh. For any ξ ∈ g, the corresponding fundamental
vector field of the action is given by
ξG(h) =
d
dt
∣∣∣
t=0
(exp(tξ) · h) = TeRhξ,
that is, the right-invariant vector field defined by ξ.
Remark 1.3.13. For the standard action of a matrix Lie group on Rn, the expression
exp(tξ)q is just the matrix product of ξ and q, that is,
ξQ(q) =
d
dt
∣∣∣
t=0
(exp(tξ)q) =
(
d
dt
∣∣∣
t=0
exp(tξ)
)
q = ξq (matrix product)

Remark 1.3.14. Given a G action on Q, the set of infinitesimal vector fields forms a subal-
gebra of X(Q) since the map g→ X(Q), ξ 7→ ξQ, is linear and satisfies
[ξ, η] = −[ξQ, ηQ]
for all ξ, η ∈ g. Such map is called a Lie algebra anti-homomorphism. 
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Example 1.3.15. An action Φ (left or right) of G on a manifold Q induces an action of the
Lie group on the tangent bundle of Q, Φˆ : G × TQ → TQ defined by Φˆ(g, vq) = TΦg(vq) =
(Φg(q), TqΦg(vq)) for any g ∈ G and vq ∈ TqQ. Φˆ is called the tangent lift of the action Φ.
Also from Φ one can induce an action of the Lie group on the cotangent bundle of Q,
Φ˜ : G × T ∗Q → T ∗Q defined by Φ˜(g, αq) = TΦg−1(αq) = (Φg(q), T ∗Φg(q)Φg−1(αq)) for any
g ∈ G and αq ∈ T ∗qQ. Φ˜ is called the cotangent lift of the action Φ.
If Φ is a left action (resp. right), then the tangent lift and cotangent lift actions are left
(resp. right) actions (see [82]).
1.3.4 The adjoint and coadjoint representations
A representation of a Lie group G on a real vector space V is a linear action Φ of the group G
on V that is smooth in the sense that the map G×V → V, (g, v) 7→ gv, is smooth. Every Lie
group has two distinguished representations: the adjoint and the coadjoint representations.
Any element g ∈ G defines an automorphism cg of the group G by conjugation:
cg : h ∈ G 7→ ghg−1.
The differential of cg at the identity e ∈ G maps the Lie algebra of G to itself and thus defines
an element Adg ∈ Aut(g), the group of all automorphisms of the Lie algebra g.
Definition 1.3.16. The map Ad : G → Aut(g), g 7→ Adg defines a representation of the
group G on the space g and is called the group of the adjoint representation.
Roughly speaking, the adjoint representation measures the non-commutativity of the
multiplication of the Lie group: if G is Abelian, then the adjoint action Adh is simply the
identity mapping on G. In addition, when considering motion along non-Abelian Lie groups,
a choice must be made as to whether to represent translation by left or right multiplication.
The differential of Ad : G→ Aut(g) at the group identity e defines a map ad : g→ End(g),
the adjoint representation of the Lie algebra g.
The dual object to the adjoint representation of a Lie group G on its Lie algebra g is
called the coadjoint representation of G on g∗.
Definition 1.3.17. The coadjoint representation Ad∗ of the group G on the space g∗ is the
dual of the adjoint representation. Let 〈·, ·〉 denote the pairing between g and g∗. Then the
coadjoint action of the group G on the dual space g∗ is given by the operators Ad∗g : g∗ → g∗
for any g ∈ G that are defined by the relation
〈Ad∗g(α), ξ〉 := 〈α,Adg−1(ξ)〉
for all α ∈ g∗ and ξ ∈ g.
The differential ad∗ : g→ End(g∗) of the adjoint Ad∗ : G→ Aut(g∗) at the group identity
e ∈ G is called the coadjoint representation of the Lie algebra g. Explicitly is defined by the
relation
〈ad∗ηα, ξ〉 = 〈α, adηξ〉
for α ∈ g∗ and ξ, η ∈ g.
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1.4 Connections on principal bundles
Roughly speaking, a connection tells us how a quantity associated with a manifold changes
as we move from one point to another - it “connects” neighboring spaces. In terms of fiber
bundles, a connection tells us how movement in the total space induces change along the
fiber. Remember that a bundle is a triple (E, p,B), where p : E → B is a surjective map.
The space B is called the base space, the space E is called the total space, and the map p is
called projection of the bundle. For each b ∈ B, the space p−1(b) ∈ E is called the fibre of
the bundle over b ∈ B.
With the previous setup, we can define an Ehresmann connection on any fiber bundle.
Specifically, consider tangent vectors on the total space that lie “along” fibers, i.e., all the
vectors in the kernel of Tp, the vertical subbundle V of TE. An Ehresmann connection A is
a vertical 1−form Aq : TqE → Vq which leaves vertical vectors fixed, i.e., A(v) = v for all
v ∈ V [17]. The only other requirement is that this map is linear, i.e., if Aq : TqE → Vq is
a connection 1−form then for any scalar values a, b and tangent vectors v, u ∈ TqE we must
have Aq(au+ bv) = aAq(u) + bAq(v) at each point q ∈ E.
In mechanics and control problems an important class of connections are principal con-
nections. Let Φ : G×Q→ Q, (g, q) 7→ Φg(q) be a free and proper left action of a Lie group G
on a manifold Q. Thus we get the principal bundle pi : Q→ Q̂ := Q/G, where Q̂ is endowed
with the unique manifold structure for which pi is a submersion (see [98]).
To any element ξ ∈ g there corresponds a vector field ξQ on Q the infinitesimal generator
defined in (1.2). Then, for any q ∈ Q these vector fields generate the vertical subspace
VqQ := {ξQ(q)|ξ ∈ g} = Ker(Tqpi).
The adjoint bundle is defined by Ad(Q) := Q×G g→ Q̂, where the quotient is taken rela-
tive to the action (g, (q, ξ)) 7→ (Φg(q), Adg−1(ξ)). For (q, ξ) ∈ Q×g the corresponding element
in Ad(Q) is denoted by [q, ξ]G. Moreover, in each fiber (Ad(Q))pi(q) (depending smoothly for
each x = pi(q) ∈ Q̂) there is a Lie bracket operation [·, ·]pi(q) given by
[[q, ξ]G, [q, η]G]pi(q) := [q, [ξ, η]]G
for [q, ξ]G, [q, η]G ∈ Ad(Q).
Remark 1.4.1. The map j : Ad(Q)→ TQ/G, [(q, ξ)] 7→ [ξQ(q)] induces a monomorphism
between the vector bundles Ad(Q) and TQ/G. Thus Ad(Q) may be considered as a vector
subbundle of TQ/G. In addition, the space of sections Γ(Ad(Q)) may be identified with the
set of vector fields which are vertical and G-invariant (see [118]).
The tangent bundle to pi, Tpi : TQ → TQ̂ induces an epimorphism [Tpi] : TQ/G → TQ̂
and imj = ker[Tpi]. Therefore, we have an exact sequence of vector fields
Ad(Q)
j−→ TQ/G [Tpi]−→ TQ̂
which is just the Atiyah sequence associated with the principal bundle pi : Q → Q̂ (see [118]
for more details).

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Definition 1.4.2. Denoting by Ω1(Q, g) the space of g−valued 1-forms on Q, a principal
connection A on the principal bundle pi : Q→ Q/G is a 1-form A ∈ Ω1(Q, g) such that
A(ξQ(q)) = ξ, and Φ
∗
gA = Adg ◦A,
where ξQ is the infinitesimal generator associated to ξ ∈ g for q ∈ Q.
A connection induces a splitting TqQ = VqQ⊕HqQ on the tangent space into the vertical
and horizontal subspace defined by
HqQ := Ker(A(q)).
Finally, the Cartan structure equations state that for all vector fields u, v ∈ X(Q) the
following identity holds
B(u, v) = dAA(u, v)− [A(u),A(v)]g.
This equation introduce the notion of curvature associated with the principal connection A
denoted by B. Moreover, the definition of curvature and exterior differential implies the
Bianchi identity (see [2] and [98] for example)
dAB = 0.
1.5 Riemannian geometry
In this subsection we recall some facts about Riemannian geometry that will be used later
on [30, 44, 102].
Definition 1.5.1. Let Q be a n-dimensional differentiable manifold. A Riemannian metric
G on Q is a (0, 2)−tensor on Q which satisfies the following at each point q ∈ Q:
1. G(vq, wq) = G(wq, vq), where vq, wq ∈ TqQ, (symmetry).
2. G(vq, vq) ≥ 0, where the equality holds only when vq = 0, (positive-definite).
In short, a Riemannian metric G is a symmetric positive-definite bilinear form at each
q ∈ Q.
The pair (Q,G), where G is a Riemannian metric, is called Riemannian manifold. Just as in
Euclidean geometry, and as its extension, we define the norm of any tangent vector vq ∈ TqQ
to be ||vq|| = G(vq, vq) 12 . In addition, the metric defines the natural musical isomorphisms
]G : Ω1(Q)→ X(Q), [G : X(Q)→ Ω1(Q),
where the mapping [G is defined by [G(X) = G(X, ·) : X(Q) → R, such that [G(X)(Y ) =
G(X,Y ) and ]G is its inverse, i.e., ]G :=
(
[G
)−1
. If f ∈ C∞(Q), we define its gradient as
grad f :=] G(df) ∈ X(Q).
Given a local chart (U,ϕ) of Q and local coordinates (qi) for U ⊂ Q, the metric has the
form
G = Gij dq
i ⊗ dqj ,
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where Gij = G
(
∂
∂qi
, ∂
∂qj
)
.
A Riemannian manifold (Q,G) has associated an affine connection, that is, a mapping
∇ : X(Q)× X(Q) → X(Q)
(X,Y ) 7→ ∇XY,
where X,Y ∈ X(Q), which satisfies the following properties:
1. it is R-bilinear,
2. ∇f XY = f ∇XY , where f ∈ C∞(Q),
3. ∇Xf Y = f ∇XY + (LXf)Y , where f ∈ C∞(Q).
The mapping ∇XY is called the covariant derivative of Y with respect to X. Given local
coordinates (qi) on Q, the Christoffel symbols for the affine connection are defined by:
∇ ∂
∂qk
∂
∂qj
= Γik j
∂
∂qi
.
From the above properties of the affine connection and for two vector fields defined by X =
Xi ∂
∂qi
and Y = Y i ∂
∂qi
, we have the coordinate expression for the covariant derivative:
∇XY =
(
Xj
∂Y i
∂qj
+ Γij kX
j Y k
)
∂
∂qi
.
Given a curve in a manifold Q, we may define the parallel transport of a vector along
the curve. Let c : I → Q be that curve locally given by c(t) = (q1(t), . . . , qn(t)) where (qi)
i = 1, . . . , n are local coordinates on Q given by a local chart (U,ϕ) of Q. Let X be a vector
field defined (at least) along c(t)
X|c(t) = Xi (c(t))
∂
∂qi
∣∣∣
c(t)
.
If X satisfies the condition
∇VX = 0, for any t ∈ I,
X is said to be parallel transported along c(t), where V (t) = dcdt (t). Locally, the previous
condition is written as
dXi
dt
+ Γij k
dqj
dt
Xk = 0.
If the vector V itself is parallel transported along c(t), namely if ∇V V = 0, then the curve c(t)
is called a geodesic. Geodesics are, in a sense, the straightest possible curves in a Riemannian
manifold. Locally, the geodesic equations becomes
d2qi
dt2
+ Γij k
dqj
dt
dqk
dt
= 0, (1.3)
where, as before, qi are the coordinates of the curve c(t) (see [44]).
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We have considered the affine connection∇X as a mapping between two vector fields on Q.
On the other hand, it can be considered as a derivation and consequently one can naturally
wonder about the definition of such a derivative on function and tensors. The covariant
derivative of f ∈ C∞(Q) is the ordinary directional derivative, namely ∇Xf = LXf . Then
the condition
∇X(f Y ) = f ∇XY + (LXf)Y,
can be exactly rewritten as the Leibniz rule
∇X(f Y ) = f ∇XY + (∇Xf)Y.
There exists a natural connection on each Riemannian manifold that is particularly suited
to computations in mechanics and optimal control applications. In order to define it is
necessary to introduce some extra concepts.
Definition 1.5.2. Let (Q,G) be a Riemannian manifold, an affine connection ∇ is said to
be metric with respect to G if ∇G = 0, that is, it satisfies the rule
Z(G(X,Y )) = G(∇ZX,Y ) + G(X,∇ZY ),
for all vector fields X,Y, Z ∈ X(Q).
It turns out that requiring a connection to be compatible with the metric is not enough
to determine a unique connection, so we turn to another key property. It involves the torsion
tensor of the connection, which is the (2, 1) tensor field T : X(Q)×X(Q)→ X(Q) defined by
T (X,Y ) = ∇XY −∇YX − [X,Y ].
Locally, if we write
T
(
∂
∂qi
,
∂
∂qj
)
= T kij
∂
∂qk
then T kij = Γ
k
ij − Γkji.
Definition 1.5.3. A connection is said to be symmetric if its torsion vanishes identically,
that is, if
∇XY −∇YX = [X,Y ].
Theorem 1.5.4 (Fundamental Lemma of Riemannian Geometry). Let (Q,G) be a Rieman-
nian manifold. There exists a unique connection ∇G on Q which is metric and symmetric.
See [30, 44, 102] for the proof. This connection is called Riemannian connection or
Levi-Civita connection of G. In this case, the Christoffel symbols are given in terms of the
components of the metric as:
Γij k =
1
2
Gil
(
∂Gl j
∂qk
+
∂Gl k
∂qj
− ∂Gj k
∂ql
)
, (1.4)
where Gil denotes the inverse matrix of Gli.
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Remark 1.5.5. The Christoffel symbols for the Levi-Civita connection ∇G satisfies the re-
lation ΓCAB = Γ
C
BA. 
Remark 1.5.6. Alternatively given a Riemannian manifold (Q,G) one can define the Levi-
Civita ∇G by the formula
2G(Z,∇XY ) = X(G(Z, Y ))+Y (G(Z,X))−Z(G(Y,X))+G(X, [Z, Y ])+G(Y, [Z,X])−G(Z, [Y,X]),
where X,Y, Z ∈ X(Q). 
Finally it is important to note that a metric connection preserve the kinetic energy asso-
ciated with the metric G. An affine connection is energy-preserving if for every geodesic c of
∇ we have that d
dt
Kc(t) :=
d
dt
(
1
2
G(c˙(t), c˙(t))
)
= 0.
To prove the energy-preserving property, we consider local coordinates (q1, . . . , qn) on
Q. Therefore Kc =
1
2Gij q˙
iq˙j for a curve c : t 7→ (q1(t), . . . , qn(t)). If c is a geodesic for the
Levi-Civita connection ∇G then by (1.3), q¨i = −Γijkq˙j q˙k. Now for a geodesic c of ∇G we
compute
d
dt
Kc = Gij q˙
iq¨j +
1
2
∂Gij
∂qk
q˙iq˙j q˙k =
1
2
(
∂Gij
∂qk
− 2GilΓljk
)
q˙iq˙j q˙k.
Using (1.4) we have that
∂Gij
∂qk
− 2GilΓljk =
∂Gjk
∂qi
− ∂Gik
∂qj
.
Skew-symmetry of this expression in the indices i and j implies that ddtKc = 0.
The computation we perform comes from [142] to derive stability results for certain control
laws in robotic. Also, in [115] this result was generalized to the case of any affine connection
on a Riemannian manifold related to mechanical systems with constraints.
1.6 Symplectic geometry
While Riemannian geometry is based on the study of smooth manifolds that are endowed with
a non-degenerate symmetric tensor, i.e. the metric; symplectic geometry covers the study
of smooth manifolds equipped with a non-degenerate skew-symmetric tensor. For deeper
understanding see [1, 7, 16, 117].
1.6.1 Symplectic vector spaces
Definition 1.6.1. A symplectic structure on a vector space V is a 2−form ω : V × V → R
on V which is non-degenerate. The pair (V, ω) is called symplectic vector space.
Let V be a finite dimensional vector space, if ω is a symplectic structure on V, then dim
V = 2n and ωn = ω ∧ . . .n ∧ ω 6= 0. The linear map [ω : V → V ∗ defined by
[ω(u)(v) = ω(u, v) for all u, v ∈ V
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is an isomorphism. Also, if ω is a symplectic structure on V there exists a basis (εi)2ni=1 in V
∗
such that
(ωij) =
(
0 I
−I 0
)
,
where ω = ωij ε
i⊗ εj , 0 is the n-by-n null matrix and I is the n-dimensional identity matrix.
Equivalently, ω =
∑n
i=1 ε
i∧ εn+i.
Definition 1.6.2. Let W be a subspace of a symplectic vector space (V, ω). Then, the sym-
plectic orthogonal W⊥ of W is the subspace of V given by
W⊥ = {x ∈ V | ω(x, y) = 0 ∀y ∈W}.
Some useful properties of the symplectic orthogonal are listed below
• (W⊥)⊥ = W,
• dim W + dim W⊥ = dim V,
• W1 ⊂W2 ⇒W⊥1 ⊃W⊥2 ,
• (W1 ∩W2)⊥ = W⊥1 +W⊥2 .
Denote by ωW the 2-form induced by ω on the vector subspace W . In general ωW is not
symplectic anymore and it has kernel,
kerωW = {x ∈W | [ω(x) = 0} = W ∩W⊥.
Definition 1.6.3. A vector subspace of a symplectic vector space (V, ω) is said to be
1. isotropic if ωW = 0, i.e., W ⊆W⊥.
2. symplectic if W ∩W⊥ = {0}.
3. coisotropic if W⊥ is isotropic.
4. Lagrangian if W = W⊥.
We remark that a Lagrangian subspace is isotropic and coisotropic at the same time.
1.6.2 Special submanifolds of symplectic manifolds
Recall that a pair (M,ωM ) is called a symplectic manifold if M is a differentiable manifold
and there is defined on M a closed nondegenerate 2-form ωM ; that is a 2-form ωM such that
i) dωM = 0, and
ii) on each tangent space TxM , x ∈M , if ωM |x (X,Y ) = 0 for all Y ∈ TxM , then X = 0.
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Definition of symplectic manifold means that the restrictions of ωM to each x ∈M make
the tangent space TxM into a symplectic vector space.
From now on, if M is a symplectic manifold its associated symplectic 2-form will be
denoted by ωM . In addition, if the particular symplectic manifold is the cotangent bundle
of an arbitrary manifold Q, that is, M = T ∗Q; then the associated symplectic 2-form will
be denoted by ωQ. It can be shown (see [16]), that all symplectic manifolds of the same
dimension are locally the same. This is in sharp contrast to the situation in Riemannian
geometry, and indicates that symplectic geometry is essentially a global theory.
Definition 1.6.4. Given two symplectic manifolds (M1, ω1) and (M2, ω2), let φ : M1 →M2
be a smooth map. The map φ is called symplectic, or a morphism of symplectic manifolds,
so long as
φ∗ω2 = ω1.
Given a symplectic diffeomorphism φ, φ−1 is also symplectic, and φ is called symplectomor-
phism. In particular, the cotangent lift of a diffeomorphism is always a symplectomorphism.
Associated with a symplectic manifold (M,ω), there are two canonical musical isomor-
phisms
[ω : X(M)→ Ω1(M), ]ω : Ω1(M)→ X(M)
defined as
[ω(X) = iXω and ]ω = [
−1
ω .
Given a function f ∈ C∞(M), we define the corresponding Hamiltonian vector field Xf
by
[ω(Xf ) = df.
The flow of a Hamiltonian vector field leaves the symplectic form invariant, that is, LXfω =
0. Any vector field with this property is called a locally Hamiltonian vector field. This
terminology follows by the fact that if X is a locally Hamiltonian vector field, the 1-form iXω
is closed and by Poincare´’s Lemma, it is locally exact, that is, there locally exists a function
f such that iXω = df.
Now the idea is to take advantage of the previous definitions and to give the notion of an
isotropic, coisotropic and Lagrangian submanifold of a symplectic manifold.
Let (M,ωM ) be a symplectic manifold and i : N ↪→ M an immersion. We denote
by ωN = i
∗ωM the 2-form induced by ωM in N, which is in general degenerate. Its kernel,
ker ωN = TN∩TN⊥ has constant rank, so that, it defines a completely integrable distribution
on N. In fact, since ωN is closed the result follows.
Definition 1.6.5. Let N be a submanifold of a symplectic manifold (M,ωM ). N is said to
be isotropic (resp. coisotropic, Lagrangian) at a point q ∈ N, if TqN is an isotropic (resp.
coisotropic, Lagrangian) subspace of (TqM,ωM (q)). We say that N is an isotropic submanifold
(resp. coisotropic, Lagrangian) if it is isotropic (resp. coisotropic, Lagrangian) at every point.
An alternative definition of Lagrangian submanifold is the following: A submanifold N ⊂
M is called Lagrangian if it is isotropic and there is an isotropic subbundle E ⊂ TM ∣∣
N
such
that TM
∣∣
N
= TN ⊕ E (see [177]).
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Remark 1.6.6. Notice that i : N ↪→M is isotropic if and only if i∗ωM = 0. Also note that
if N ⊂M is Lagrangian, dim N = 12dim M and (TxN)⊥ = TxN . 
This remark provides us with an alternative way to define a Lagrangian submanifold:
Proposition 1.6.7 ([1]). Let (M,ωM ) be a symplectic manifold, N ⊂M a submanifold and
i : N ↪→M . Then N is Lagrangian if and only if i∗ωM = 0 and dim N = 12dim M .
We will focus on the most relevant and know results of the structure of Lagrangian
submanifolds on cotangent bundles. As it already know, the cotangent bundle of a manifold
M is a symplectic manifold equipped with the closed and non-degenerated (since (T ∗M,ωM )
is symplectic) 2-form ωM = −dλ, where λ is the Liouville 1-form, that is, the unique 1-form
satisfying β∗λ = β for any 1-form β on M. If (q1, . . . , qm) are local coordinates on M and
(q1, . . . , qm, p1, . . . , pm) are the induced coordinates on T
∗M, one has that
ωM = dq
i ∧ dpi.
It fact, every symplectic manifold is locally isomorphic to a cotangent bundle by a consequence
of the following result
Theorem 1.6.8 (Darboux’s theorem). Let (M,ωM ) be a symplectic manifold of dimension
2m. Every point x ∈ M has an open neighborhood U, which is the domain of a chart (U,ϕ)
with local coordinates x1, . . . , x2m, such that the 2-form ωM has the local expression
ωM =
m∑
i=1
dxi ∧ dxm+i.
The canonical examples of Lagrangian submanifold on the cotangent bundle which fiber
over the base manifold are the following:
Example 1.6.9. Let β be a 1-form over a manifold M and consider the submanifold β(M) ⊂
T ∗M. Of course, β is an injective immersion and dim β(M) = 12dim T
∗M.
If ωM = −dλ denotes the canonical symplectic structure on T ∗M, then,
β∗ωM = −dβ∗λ = −dβ.
Therefore, if β is closed, then β(M) is isotropic, that is, ωβ(M) = 0. Hence, if β is a closed 1-
form over M then β(M) is a Lagrangian submanifold of the symplectic manifold (T ∗M,ωM ).
Example 1.6.10. Let (M,ωM ) be a symplectic manifold and g : M →M a diffeomorphism.
Denote by Graph (g) the graph of g, that is Graph (g) := {(x, g (x)) , x ∈M} ⊂M ×M , and
by pri : M ×M →M , i = 0, 1., the projections onto the first and second factor, respectively.
It is easy to see that (M ×M, ω˜M ), where ω˜M = pr∗1 ωM − pr∗0 ωM , is a symplectic manifold.
Let ig : Graph (g) ↪→M ×M be the inclusion map, then
i∗gω˜M = (pr0)
∗ (g∗ωM − ωM ) .
It is quite clear that dim (Graph g) = 12 dim(M ×M). Moreover, if g is a symplectomor-
phism, then g∗ωM = ωM and consequently i∗gω˜M = 0. Finally we can conclude that g is a
symplectomorphism if and only if Graph g is a Lagrangian submanifold of M ×M .
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Let us consider now M = T ∗Q, the cotangent bundle of a given manifold Q and ωM = ωQ.
As we have seen in the previous paragraph, every symplectomorphism g : T ∗Q → T ∗Q
generates the Lagrangian submanifold Graph g ⊂ (T ∗Q × T ∗Q, ω˜Q), with ω˜Q = pr∗1 ωQ −
pr∗0 ωQ. These Lagrangian submanifolds are generically called canonical relations referring to
the map g.
Now we introduce a very important set of Lagrangian submanifolds of the cotangent
bundle T ∗M.
Theorem 1.6.11 ([117]). Suppose that N is a submanifold of M and L ∈ C∞(N) is a smooth
function on N. If piT ∗M is the canonical projection of T
∗M on M then
ΣL = {α ∈ T ∗M | piT ∗M (α) = q ∈ N,α(v) = dL(v) ∀v ∈ TqN} ⊂ T ∗M
is a Lagrangian submanifold of T ∗M.
Indeed, choosing adapted coordinates to N in such away that µ := (q1, . . . , qm, p1, . . . , pm)
are local coordinates on T ∗M such that the points of N are defined by q(n+i) = 0 with
i = 1, . . . ,m− n. The local expression of ΣL is
ΣL =
{
µ ∈ T ∗M
∣∣∣qn+i = 0, pj = ∂L
∂qj
for i = 1, . . . ,m− n, j = 1, . . . , n
}
.
Thus, it follows that dim ΣL = m =
1
2dim T
∗M. Moreover, taking into account the local
expression of the canonical symplectic structure ωM of the cotangent bundle, it is obvious
that ωΣL = 0, where ωΣL = i
∗
ΣL
ωM with iΣL : ΣL → T ∗M being the canonical inclusion.
Therefore, since ΣL is isotropic and its dimension is a half of the dimension of the ambient
space, ΣL is a Lagrangian submanifold of the symplectic manifold (T
∗M,ωM ) (See [169] for
an intrinsic proof).
The importance of this result lies in the fact that Lagrangian submanifolds are associated
to the dynamics of Lagrangian and Hamiltonian systems subject or not to constraints.
1.7 Higher-order tangent bundles
In the last decade many papers and books dealing with higher-order derivatives in mechanics
has appeared. An extensive analysis of the geometry of higher-order tangent bundles can be
found in, for example, [38], [40], [61], [62], [78], [112] and [139]. In this section we recall some
basic facts on the higher-order theory following [112].
Let Q be a differentiable manifold of dimension n. An equivalence relation is introduced
in the set C∞(R, Q) of differentiable curves from R to Q. By definition, two given curves in
Q γ1(t) and γ2(t) where t ∈ (−a, a) with a ∈ R have contact of order k at q0 = γ1(0) = γ2(0)
if there exists a local chart (ϕ,U) of Q such that q0 ∈ U and
ds
dts
(ϕ ◦ γ1(t))
∣∣∣
t=0
=
ds
dts
(ϕ ◦ γ2(t))
∣∣∣
t=0
,
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for s = 0, ..., k. This is a well defined equivalence relation in C∞(R, Q) and the equivalence
class of a curve γ will be denoted by [γ]
(k)
0 . The set of equivalence classes will be denoted
by T (k)Q and it can be shown it is a differentiable manifold. Moreover, τT (k)Q : T
(k)Q → Q
where τT (k)Q
(
[γ]
(k)
0
)
= γ(0) defines a fiber bundle called tangent bundle of order k of Q.
We also may define the surjective mappings τ
(l,k)
Q : T
(k)Q → T (l)Q, for l ≤ k, given by
τ
(l,k)
Q
(
[γ]
(k)
0
)
= [γ]
(l)
0 . It is easy to see that T
(1)Q ≡ TQ, the tangent bundle of Q, T (0)Q ≡ Q
and τ
(0,k)
Q = τT (k)Q.
Given a differentiable function f : Q −→ R and l ∈ {0, ..., k}, its l-lift f (l,k) to T (k)Q,
0 ≤ l ≤ k, is the differentiable function defined as
f (l,k)([γ]
(k)
0 ) =
dl
dtl
(f ◦ γ(t))
∣∣∣
t=0
.
Of course, these definitions can be applied to functions defined on open sets of Q.
From a local chart (qi) on a neighborhood U of Q, it is possible to induce local coordinates
(q(0)i, q(1)i, . . . , q(k)i) on T (k)U = (τkQ)
−1(U), where q(s)i = (qi)(s,k) if 0 ≤ s ≤ k. Sometimes,
we will use the standard conventions, q(0)i ≡ qi, q(1)i ≡ q˙i and q(2)i ≡ q¨i.
Given a vector field X on Q, we define its k-lift X(k) to T (k)Q as the unique vector field
on T (k)Q satisfying
X(k)(f (l,k)) = (X(f))(l,k) , 0 ≤ l ≤ k ,
for a differentiable function f on Q. In local coordinates, the k-lift of a vector field X = Xi
∂
∂qi
is
X(k) = (Xi)(s,k)
∂
∂q(s)i
.
Now, we consider the canonical immersion jk : T
(k)Q → T (T (k−1)Q) defined as
jk([γ]
(k)
0 ) = [γ
(k−1)](1)0 , where γ
(k−1) is the lift of the curve γ to T (k−1)Q; that is, the curve
γ(k−1) : R → T (k−1)Q is given by γ(k−1)(t) = [γt](k−1)0 where γt(s) = γ(t + s). In local
coordinates
jk(q
(0)i, q(1)i, q(2)i, . . . , q(k)i) = (q(0)i, q(1)i, . . . , q(k−1)i; q(1)i, q(2)i, . . . , q(k)i) . (1.5)
We use the map jk to construct the differential operator dT which maps a function f on
T (k)Q into a function dT f on T
(k+1)Q
dT f([γ]
k+1
0 ) = jk+1([γ]
k+1
0 )(f) .
1.7.1 The case of Lie groups
When the manifold Q has a Lie group structure, we will denote Q = G and we can also use
the left trivialization to identify the higher-order tangent bundle T (k)G with G × kg. That
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is, if g : I ⊂ R→ G is a curve in C(k)(R, G) one can consider the application
Λ(k) : T (k)G −→ G× kg
[g]
(k)
0 7−→
(
g(0), g−1(0)g˙(0), ddt
∣∣∣
t=0
(g−1(t)g˙(t)), . . . , d
k−1
dtk−1
∣∣∣
t=0
(g−1(t)g˙(t))
)
.
Moreover, Λ(k) is a diffeomorphism.
We will denote ξ(t) = g−1(t)g˙(t) ∈ g. Therefore
Λ(k)([g]
(k)
0 ) = (g, ξ, ξ˙, . . . , ξ
(k−1)) ,
where
ξ(l)(t) =
dl
dtl
(g−1(t)g˙(t)), 0 ≤ l ≤ k − 1
and g(0) = g, ξ(l)(0) = ξ(l), 0 ≤ l ≤ k − 1. We will indistinctly use the notation ξ(0) = ξ,
ξ(1) = ξ˙, where there is not danger of confusion. Observe that Λ(1) : TG → G × g is the
standard trivialization of the tangent bundle of a Lie group.
We may also define the surjective mappings τ
(l,k)
G : T
(k)G → T (l)G, for l ≤ k, given by
τ
(l,k)
G
(
[g]
(k)
0
)
= [g]
(l)
0 . With the previous identifications we have that
τ
(l,k)
G (g(0), ξ(0), ξ˙(0), . . . , ξ
(k−1)(0)) = (g(0), ξ(0), ξ˙(0), . . . , ξ(l−1)(0)).
It is easy to see that T (1)G ≡ G× g, T (0)G ≡ G and τ (0,k)G = τkG.
Now, we consider the canonical immersion jk : T
(k)G→ T (T (k−1)G) defined as jk([g](k)0 ) =
[g(k−1)](1)0 , where g
(k−1) is the lift of the curve g to T (k−1)G; that is, the curve g(k−1) : R→
T (k−1)G is given by g(k−1)(t) = [gt]
(k−1)
0 where gt(s) = g(t+s). Using the identification given
by Λ(k) we have that:
j(k) : G× kg −→ G× (2k − 1)g
(g, ξ, ξ˙, . . . , ξ(k−1)) 7−→ (g, ξ, ξ˙, . . . , ξ(k−2); ξ, ξ˙, . . . , ξ(k−1))
where we identify T (T (k−1)G) ≡ T (G× (k − 1)g) ≡ G× (2k − 1)g, in the natural way.
In the same way one can also use the right multiplication to trivialize the space T (k)G as
G× kg.
1.8 Generalities on Lie algebroids
In this subsection, we introduce some known notions concerning Lie algebroids that are
necessary for further developments. Moreover, we illustrate the theory with several examples.
We refer the reader to [37, 118] for more information about Lie algebroids and their role in
differential geometry.
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1.8.1 Lie algebroids and Cartan calculus on Lie algebroids
Definition 1.8.1. Let E be a vector bundle of rank n over a manifold M of dimension m. An
skew-symmetric algebroid structure on the vector bundle τE : E → M is a R-linear bracket
[[·, ·]] : Γ(τE) × Γ(τE) → Γ(τE) on the space Γ(τE) the C∞(M)-module of sections of E, and
a vector bundle morphism ρ : E → TM , the anchor map, such that:
1. [[·, ·]] is skew-symmetric, that is,
[[X,Y ]] = −[[Y,X]], for X,Y ∈ Γ(τE).
2. If we also denote by ρ : Γ(τE)→ X(M) the homomorphism of C∞(M)-modules induced
by the anchor map then
[[X, fY ]] = f [[X,Y ]] + ρ(X)(f)Y, for X,Y ∈ Γ(τE) and f ∈ C∞(M). (1.6)
If the bracket [[·, ·]] satisfies the Jacobi identity, that is,
[[X, [[Y,Z]]]] + [[Z, [[X,Y ]]]] + [[Y, [[Z,X]]]] = 0 ∀X,Y, Z ∈ Γ(τE)
we have that the pair ([[·, ·]], ρ) is a Lie algebroid structure on the vector bundle τE : E →M .
From now on we will work on Lie algebroids.
In this context, sections of τE , play the role of vector fields on M , and the sections of the
dual bundle τE∗ : E
∗ →M , are like 1-forms on M .
We may consider two type of distinguished functions: given f ∈ C∞(M) one may define
a function f˜ on E by f˜ = f ◦ τE , the basic functions. And, given a section θ of the dual
bundle τE∗ : E
∗ → M , may be regarded as a lineal function θˆ on E as θˆ(e) = 〈θ(τE(e)), e〉
for all e ∈ E. In this sense, Γ(τE) is locally generated by the differential of basic and linear
functions.
If X,Y, Z ∈ Γ(τE) and f ∈ C∞(M), then using the Jacobi identity we obtain that
[[[[X,Y ]], fZ]] = f [[X, [[Y, Z]]]] + [ρ(X), ρ(Y )](f)Z. (1.7)
Also, from (1.6) it follows that
[[[[X,Y ]], fZ]] = f [[[[X,Y ]], Z]] + ρ[[X,Y ]](f)Z. (1.8)
Then, using (1.7) and (1.8) and the fact that [[·, ·]] is a Lie bracket we conclude that
ρ[[X,Y ]] = [ρ(X), ρ(Y )],
that is, ρ : Γ(τE) → X(M) is a homomorphism between the Lie algebras (Γ(τE), [[·, ·]]) and
(X, [·, ·]).
The algebra
⊕
k Γ(Λ
kE∗) of multisections of τE∗ plays the role of the algebra of the
differential forms and it is possible to define a differential operator
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Definition 1.8.2. If (E, [[·, ·]], ρ) is a Lie algebroid over M , one can be define the differential
of E, dE : Γ(
∧k τE∗)→ Γ(∧k+1 τE∗), as follows;
dEµ(X0, . . . , Xk) =
k∑
i=0
(−1)iρ(Xi)(µ(X0, . . . , X̂i, . . . , Xk))
+
∑
i<j
(−1)i+jµ([[X,Y ]], X0, . . . , X̂i, . . . , X̂j , . . . , Xk),
for µ ∈ Γ(∧k τE∗) and X0, . . . , Xk ∈ Γ(τE).
From the properties of Lie algebroids it follows that dE is a cohomology operator, that
is, (dE)2 = 0 and dE(α ∧ β) = dEα ∧ β + (−1)kα ∧ dEβ, for α ∈ Γ(ΛkE∗) and β ∈ Γ(ΛrE∗).
Conversely it is possible to recover the Lie algebroid structure of E from the existence of
an exterior differential on Γ(Λ•τE∗). If f : M → R is a real smooth function, one can define
the anchor map and the Lie bracket as follows (see [110] to the case of skew-symmetric Lie
algebroids):
• dEf(X) = ρ(X)f, for X ∈ Γ(τE),
• i[[X,Y ]]θ = ρ(X)θ(Y )− ρ(Y )θ(X)− dEθ(X,Y ) for all X,Y ∈ Γ(τE) and θ ∈ Γ(τE∗).
Moreover, from the last equality, the section θ ∈ Γ(τE∗) is a 1-cocycle if and only if
dEθ = 0, or, equivalently,
θ[[X,Y ]] = ρ(X)(θ(Y ))− ρ(Y )(θ(X)),
for all X,Y ∈ Γ(τE).
We may also define the Lie derivative with respect to a section X ∈ Γ(τE) as the operator
LEX : Γ(
∧k τE∗)→ Γ(∧k τE∗) given by
LEXθ = iX ◦ dEθ + dE ◦ iXθ,
for θ ∈ Γ(ΛkτE∗). One also has the usual identities
• dE ◦ LEX = LEX ◦ dE ,
• LEXiY − iXLEY = i[[X,Y ]],
• LEXLEY − LEY LEX = LE[[X,Y ]].
We take local coordinates (xi) on M with i = 1, . . . ,m and a local basis {eA} of sections
of the vector bundle τE : E → M with A = 1, . . . , n, then we have the corresponding local
coordinates on an open subset τ−1E (U) of E, (x
i, yA) (U is an open subset of Q), where
yA(e) is the A-th coordinate of e ∈ E in the given basis i.e., every e ∈ E is expressed as
e = y1e1(τE(e)) + . . .+ y
nen(τE(e)).
Generalities on Lie algebroids 45
Such coordinates determine local functions ρiA, C
C
AB on M which contain the local infor-
mation of the Lie algebroid structure, and accordingly they are called structure functions of
the Lie algebroid. They are given by
ρ(eA) = ρ
i
A
∂
∂xi
and [[eA, eB]] = C
C
ABeC . (1.9)
These functions should satisfy the relations
ρjA
∂ρiB
∂xj
− ρjB
∂ρiA
∂xj
= ρiCC
C
AB (1.10)
and
∑
cyclic(A,B,C)
[ρiA
∂CDBC
∂xi
+ CDAFC
F
BC ] = 0, (1.11)
which are usually called the structure equations.
If f ∈ C∞(M), we have that
dEf =
∂f
∂xi
ρiAe
A, (1.12)
where {eA} is the dual basis of {eA}. On the other hand, if θ ∈ Γ(τE∗) and θ = θCeC it
follows that
dEθ = (
∂θC
∂xi
ρiB −
1
2
θAC
A
BC)e
B ∧ eC . (1.13)
In particular,
dExi = ρiAe
A, dEeA = −1
2
CABCe
B ∧ eC .
Examples of Lie algebroids
Example 1.8.3. A finite dimensional real Lie algebra g where M = {m} be a unique point.
Then, we consider the vector bundle τg : g→M. The sections of this bundle can be identified
with the elements of g and therefore we can consider as the Lie bracket the structure of the
Lie algebra induced by g, [·, ·]g. Since TM = {0} one may consider the anchor map ρ ≡ 0.
Thus, (g, [·, ·]g, 0) is a Lie algebroid over a point.
Example 1.8.4. Consider a tangent bundle of a manifold M. The sections of the bundle
τTM : TM → M are just the set of vector fields on M, the anchor map ρ : TM → TM is
the identity function and the Lie bracket defined on Γ(τTM ) is induced by the Lie bracket of
vector fields on M.
Example 1.8.5. Let φ : M ×G→M be an action of G on the manifold M where G is a Lie
group. The induced anti-homomorphism between the Lie algebras g and X(M) by the action
is Φ : g→ X(M), ξ 7→ ξM , where ξM is the infinitesimal generator of the action for ξ ∈ g.
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The vector bundle τM×g : M × g → M is a Lie algebroid over M. The anchor map is
defined by ρ : M × g → TM, ρ(m, ξ) = −ξM (m) and the Lie bracket of sections is given by
the Lie algebra structure on Γ(τM×g) as
[[ξˆ, ηˆ]]M×g(m) = (m, [ξ, η]) = [̂ξ, η] for m ∈M
where ξˆ(m) = (m, ξ), ηˆ(m) = (m, η) for ξ, η ∈ g. This Lie algebroid is called Action Lie
algebroid.
Example 1.8.6. Let G be a Lie group and we assume that G acts free and properly on M .
We denote by pi : M → M̂ = M/G the associated principal bundle. The tangent lift of the
action gives a free and proper action of G on TM and T̂M = TM/G is a quotient manifold.
The quotient vector bundle τ
T̂M
: T̂M → M̂ where τ
T̂M
([vm]) = pi(m) is a Lie algebroid over
M̂. The fiber of T̂M over a point pi(m) ∈ M̂ is isomorphic to TmM.
The Lie bracket is defined on the space Γ(τ
T̂M
) which is isomorphic to the Lie subalgebra
of G-invariants vector fields, that is,
Γ(τ
T̂M
) = X(M)G = {X ∈ X(M) | X is G-invariant}.
Thus, the Lie bracket on T̂M is just the bracket of G-invariant vector fields. The anchor map
ρ : T̂M → TM̂ is given by ρ([vm]) = Tmpi(vm). Moreover, ρ is a Lie algebra homomorpishm
satisfying the compatibility condition since the G-invariant vector fields are pi-projectable.
This Lie algebroid is called Lie-Atiyah algebroid associated with the principal bundle pi :
M → M̂.
Let A : TM → g be a principal connection in the principal bundle pi : M → M̂ and
B : TM ⊕ TM → g be the curvature of A. This connection determine an isomorphism αA,
between the vector bundles T̂M → M̂ and TM̂ ⊕ g˜→ M̂ where g˜ = (M ×g)/G is the adjoint
bundle associated with the principal bundle pi : M → M̂ (see [45] for example).
We choose a local trivialization of the principal bundle pi : M → M̂ to be U ×G, where
U is an open subset of M̂. Suppose that e is the identity of G, (xi) are local coordinates on
U and {ξA} is a basis on g.
Denote by {←−ξA} the corresponding left-invariant vector field on G, that is,
←−
ξA(g) = (TeLg)(ξA)
for g ∈ G where Lg : G→ G is the left-translation on G by g. If
A
(
∂
∂xi
∣∣∣
(x,e)
)
= AAi (x)ξA, B
(
∂
∂xi
∣∣∣
(x,e)
,
∂
∂xj
∣∣∣
(x,e)
)
= BAij(x)ξA,
for i, j ∈ {1, . . . ,m} and x ∈ U, then the horizontal lift of the vector field ∂
∂xi
is the vector
field on pi−1(U) ' U ×G given by(
∂
∂xi
)h
=
∂
∂xi
−AAi
←−
ξ A.
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Therefore, the vector fields on U ×G
{ei = ∂
∂xi
−AAi
←−
ξ A, eB =
←−
ξ B}
are G-invariant under the action of G over M and they define a local basis {eˆi, eˆB} on
Γ(T̂M) = Γ(τ
TM̂⊕g˜). The corresponding local structure functions of τT̂M : T̂M → M̂ are
Ckij = C
j
iA = −CjAi = CiAB = 0, CAij = −BAij , CCiA = −CCAi = cCABABi ,
CCAB = c
C
AB, ρ
j
i = δij , ρ
A
i = ρ
i
A = ρ
B
A = 0,
being {cCAB} the constant structure of g with respect to the basis {ξA} (see [111] for more
details). That is,
[[eˆi, xˆj ]]T̂M = −BCij eˆC , [[eˆi, eˆA]]T̂M = cCABABi eˆC , [[eˆA, eˆB]]T̂M = cCAB eˆC ,
ρ
T̂M
(eˆi) =
∂
∂xi
, ρ
T̂M
(eˆA) = 0.
The basis {eˆi, eˆB} induce local coordinates (xi, yi, y¯B) on T̂M = TM/G.
1.8.2 Morphisms of Lie algebroids and Lie subalgebroids
Suppose that (E, [[ , ]]E , ρE) and (E
′, [[ , ]]E′ , ρE′) are Lie algebroids over M and M ′, respec-
tively. Then a morphism of vector bundles (F, f) of E on E′
E
τE

F // E′
τE′

M
f //M ′
is a Lie algebroid morphism if
dE((F, f)∗φ′) = (F, f)∗(dE
′
φ′), for φ′ ∈ Γ(∧k(E′)∗) ∀k; (1.14)
where (F, f)∗φ′ is the section of ΛkE∗ →M given by
((F, f)∗φ′)x(e1, . . . , ek) = φ′f(x)(F (e1), . . . , F (ek)),
for x ∈M and e1, . . . , ek ∈ Ex. We remark that (1.14) holds if and only if
dE(g′ ◦ f) = (F, f)∗(dE′g′), for g′ ∈ C∞(M ′),
dE((F, f)∗α′) = (F, f)∗(dE′α′), for α′ ∈ Γ((E′)∗).
In particular, a Lie algebroid morphism preserves the anchor and the bracket of projectable
sections. An equivalent definition of morphism of Lie algebroids could be given in terms of
the bracket and the anchor map (see [118]).
If (F, f) is a Lie algebroid morphism, f is an injective immersion and F |Ex : Ex → E′f(x) is
injective, for all x ∈M , then (E, [[·, ·]]E , ρE) is said to be a Lie subalgebroid of (E′, [[·, ·]]E′ , ρE′).
An alternative and more natural definition of Lie subalgebroid is given as follows:
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Definition 1.8.7. Let (E, [[·, ·]]E , ρE) be a Lie algebroid over M and N is a submanifold of
M. A Lie subalgebroid of E over N is a vector subbundle B of E over N
B
τB

  j // E
τE

N 
 i //M
such that ρB = ρE |B: B → TN is well define and; given X,Y ∈ Γ(B) and X˜, Y˜ ∈ Γ(E)
arbitrary extensions of X,Y respectively, we have that ([[X˜, Y˜ ]]E) |N∈ Γ(B).
Examples of Lie subalgebroids
Example 1.8.8. Let E be a Lie algebroid over M. Given a submanifold N of M, if B =
E |N ∩(ρ |N )−1(TN) exists as a vector bundle, it will be a Lie subalgebroid of E over N, and
will be called Lie algebroid restriction of E to N (see [119]).
Example 1.8.9. Let N be a submanifold of M. Then, TN is a Lie subalgebroid of TM.
Now, let F be a completely integrable distribution on a manifold M. F equipped with the
bracket of vector fields is a Lie algebroid over M since τE |F: F →M is a vector bundle and
if F is a foliation, (Γ(F), [·, ·]) is a Lie algebra. The anchor map is the inclusion iF : F → TM
(iF is a Lie algebroid monomorphism).
Moreover, if N is a submanifold of M and FN is a foliation on N, then FN is a Lie
subalgebroid of the Lie algebroid τTM : TM →M .
Example 1.8.10. Let g be a Lie algebra and h be a Lie subalgebra. If we consider the Lie
algebroid induced by g and h over a point, then h is a Lie subalgebroid of g.
Example 1.8.11. Let M × g → M be an action Lie algebroid and let N be a submanifold
of M. Let h be a Lie subalgebra of g such that the infinitesimal generators of the elements of
h are tangent to N ; that is, the application
h→ X(N)
ξ 7→ ξN
is well defined. Thus, the action Lie algebroid N×h→ N is a Lie subalgebroid of M×g→M.
Example 1.8.12. Suppose that the Lie group G acts free and properly on M . Let pi : M →
M/G = M̂ be the associated G−principal bundle. Let N be a G−invariant submanifold of
M and FN be a G−invariant foliation over N. We may consider the vector bundle F̂N =
FN/G→ N/G = N̂ and endow it with a Lie algebroid structure. The sections of F̂N are
Γ(F̂N ) = {X ∈ X(N) | X is G-invariant and X(q) ∈ FN (q),∀q ∈ N}.
The standard bracket of vector fields on N induces a Lie algebra structure on Γ(F̂N ).
The anchor map is the canonical inclusion of F̂N on TN̂ and F̂N is a Lie subalgebroid of
T̂M → M̂.
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1.8.3 The prolongation of a Lie algebroid over a smooth map
In this subsection we will recall the definition of the Lie algebroid structure of the prolongation
of a Lie algebroid over a smooth map. We will follow [80] and [111].
Let (E, [[·, ·]], ρ) be a Lie algebroid of rank n over a manifold M of dimension m and
f : M ′ →M be a fibration. We consider the subset TfE of E × TM ′ given by
TfE :=
⋃
x′∈M ′
Eρ ×Tf Tx′M ′ =
⋃
x′∈M ′
{(b, v′) ∈ E × Tx′M ′ | ρ(b) = (Tf)(v′)},
where Tf : TM ′ → TM denotes the tangent map to f. We will frequently use the redundant
notation (x′, b, v′) to denote the element (b, v′) ∈ TfE.
Denoting by τ fE : T
fE →M ′ the map given by
τ fE(b, v
′) = τM ′(v′) = x′
for (b, v′) ∈ TfE and τM ′ : TM ′ →M ′ the canonical projection. Then if m′ is the dimension
of M ′ one may prove that
dim
(
TfE
)
x′
= n+m′ − dim (ρ(Ef(x′)) + (Tx′f)(Tx′M ′))
for x′ ∈M ′. Thus, if we suppose that there exists c ∈ N such that
dim
(
ρ(Ef(x′)) + (Tx′f)(Tx′M
′)
)
= c, for all x′ ∈M ′, (1.15)
then we conclude that TfE is a vector bundle over M ′ with vector bundle projection τ fE :
TfE →M ′. Note that if ρ and Tf are transversal, that is, ρ(Ef(x′))+(Tx′f)(Tx′M ′) = Tf(x′)M
for all x′ ∈M ′. Then it is clear that (1.15) holds.
Next, we will assume that condition (1.15) holds and we will describe the sections of the
vector bundle τ fE : T
fE → M ′. We say that a section Y˜ of τ fE : TfE → M ′ is projectable if
there exists a section Y of τE : E →M and a vector field U ∈ X(M ′) which is f -projectable
onto the vector field ρ(Y ) and such that Y˜ (x′) = (Y (f(x′)), U(x′)), for all x′ ∈M ′. For such
projectable section Y˜ , we will use the following notation Y˜ ≡ (Y,U). It is easy to prove that
one may choose a local basis of projectable sections Γ(τ fE) (see [111]).
The Lie bracket of two projectable sections Z1 = (Y1, U1) and Z2 = (Y2, U2) is given by
[[Z1, Z2]]f (x
′) = (x′, [[Y1, Y2]](q), [U1, U2](x′)), x′ ∈M ′, q = f(x′).
Since any section of TfE can be locally written as a linear combination of projectable sections,
the definition of a Lie bracket for arbitrary sections of TfE follows. Therefore TfE has a Lie
algebroid structure where the anchor of TfE is the projection onto the last factor, that is,
the map ρf : T
fE → TM ′ given by ρf (x′, b, v′) = v′.
The Lie algebroid (TfE, [[ , ]]f , ρf ) is called the prolongation of E over f or the E−tangent
bundle to f .
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E-tangent bundle to a Lie algebroid E
We consider the prolongation over the canonical projection of the Lie algebroid E over M ,
TτEE =
⋃
e∈E
(Eρ ×TτE TeE) =
⋃
e∈E
{(e′, ve) ∈ E × TeE | ρ(e′) = (TeτE)(ve)},
where TτE : TE → TM is the tangent map to τE .
In fact, TτEE is a Lie algebroid of rank 2n over E where τ
(1)
E : T
τEE → E is the vector
bundle projection, τ
(1)
E (b, ve) = τTE(ve) = e, and the anchor map is ρ1 := pr2 : T
τEE → TE;
the projection over the second factor. The bracket of sections of this new Lie algebroid will
be denoted by [[·, ·]]
τ
(1)
E
(See [134] for more details).
If we now denote by (e, e′, ve) an element (e′, ve) ∈ TτEE where e ∈ E and where v is
tangent; we rewrite the definition of the prolongation of the Lie algebroid as the subset of
E × E × TE by
TτEE = {(e, e′, ve) ∈ E × E × TE | ρ(e′) = (TτE)(ve), ve ∈ TeE and τE(e) = τE(e′)}.
In this sense, if (e, e′, ve) ∈ TτEE; then ρ1(e, e′, ve) = (e, ve) ∈ TeE, and τ (1)E (e, e′, ve) = e ∈ E.
Let us introduce two canonical operations that we have on a Lie algebroid E. The first
one is obtained using the Lie algebroid structure of E and the second one is a consequence
of E being a vector bundle.
On one hand, if f ∈ C∞(M) we will denote by f c the complete lift to E of f defined by
f c(e) = ρ(e)(f) for all e ∈ E. Now, let X be a section of E then there exists a unique vector
field Xc on E, the complete lift of X, satisfying the two following conditions:
1. Xc is τE-projectable on ρ(X) and
2. Xc(αˆ) = L̂EXα,
for every α ∈ Γ(τE∗) (see [76]). Here, if β ∈ Γ(τE∗) then βˆ is the linear function on E defined
by
βˆ(e) = 〈β(τE(e)), e〉, for all e ∈ E.
We may introduce the complete lift Xc of a section X ∈ Γ(τE) as the sections of τ (1)E :
TτEE → E given by
Xc(e) = (X(τE(e)), X
c(e)) (1.16)
for all e ∈ E (see [134]).
On the other hand, given a section X ∈ Γ(τE) we define the vertical lift as the vector
field Xv ∈ X(E) given by
Xv(e) = X(τE(e))
v
e , for e ∈ E,
where ve : Eq → TeEq for q = τE(e) is the canonical isomorphism between the vector spaces
Eq and TeEq.
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Finally we may introduce the vertical lift Xv of a section X ∈ Γ(τE) as a section of τ (1)E
given by
Xv(e) = (0, Xv(e)) for e ∈ E.
With these definitions we have the properties (see [76] and [134])
[Xc, Y c] = [[X,Y ]]c, [Xc, Y v] = [[X,Y ]]v, [Xv, Y v] = 0 (1.17)
for all X,Y ∈ Γ(τE).
If (xi) are local coordinates on an open subset U of M and {eA} is a basis of sections of
τE then we have induced coordinates (x
i, yA) on E. From the basis {eA} we may define a
local basis {e(1)A , e(2)A } of sections of τ (1)E (see [111] for more details) given by
e
(1)
A (e) =
(
e, eA(τA(e)), ρ
i
A
∂
∂xi
∣∣∣
e
)
, e
(2)
A (e) =
(
e, 0,
∂
∂yA
∣∣∣
e
)
,
for e ∈ (τE)−1(U) with U an open subset of M .
From this basis one have that the structure of Lie algebroid is determined by
ρ1(e
(1)
A (e)) =
(
e, ρiA
∂
∂xi
∣∣∣
e
)
, ρ1(e
(2)
A (e)) =
(
e, ∂
∂yA
∣∣∣
e
)
[[e
(1)
A , e
(1)
B ]]τ (1)E
= CCABe
(1)
C ,
[[e
(1)
A , e
(2)
B ]]τ (1)E
= [[e
(2)
A , e
(2)
B ]]τ (1)E
= 0,
for all A, B and C; where CCAB are the structure functions of E determined by the Lie bracket
[[·, ·]] with respect to the basis {eA}.
Using {e(1)A , e(2)A } one may introduce local coordinates (xi, yA; zA, vA) on E. If V is a
section of τ
(1)
E then in local coordinates is written as V (x, y) = (x
i, yA, zA(x, y), vA(x, y));
and therefore the expression of V in terms of the basis {e(1)A , e(2)A } is V = zAe(1)A + vAe(2)A and
the vector field ρ1(V ) ∈ X(E) has the expression
ρ1(V ) = ρ
i
Az
A(x, y)
∂
∂xi
∣∣∣
(x,y)
+ vA(x, y)
∂
∂yA
∣∣∣
(x,y)
.
Finally, if {eA(1), eA(2)} denotes the dual basis of {e
(1)
A , e
(2)
A }, then we have
dT
τEEF (xi, yA) = ρiA
∂F
∂xi
eA(1) +
∂F
∂yA
eA(2),
dT
τEEeC(1) = −
1
2
CCABe
A
(1) ∧ eB(1), dT
τEEeC(2) = 0.
Example 1.8.13. In the case of E = TM one may identify TτEE with TTM with the
standard Lie algebroid structure over TM .
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Example 1.8.14. Let g be a real Lie algebra of finite dimension. Then g is a Lie algebroid
over a single point M = {q}. Using that the anchor map of g is zero we obtain that
Tτgg = {(ξ1, ξ2, vξ1) ∈ g× Tg} ' g× g× g ' 3g.
The vector bundle projection τ
(1)
g : g× g× g→ g is given by τ (1)g (ξ1, ξ2, ξ3) = ξ1 with anchor
map ρ1(ξ1, ξ2, ξ3) = (ξ1, ξ3) ' vξ1 ∈ Tξ1g.
Let {eA} be a basis of the Lie algebra g, this basis induces local coordinates yA on g, that
is, ξ = yAeA. Also, this basis induces a basis of sections of τ
(1)
g as
e
(1)
A (ξ) = (ξ, eA, 0), e
(2)
A (ξ) =
(
ξ, 0,
∂
∂yA
)
.
Moreover
ρ1(e
(1)
A )(ξ) = (ξ, 0), ρ1(e
(2)
A )(ξ) =
(
ξ,
∂
∂yA
)
.
The basis {e(1)A , e(2)A } induces adapted coordinates (yA, zA, vA) in g× g× g and therefore
a section Y ∈ Γ(τ (1)g ) is written as Y (ξ) = zA(ξ)e(1)A + vA(ξ)e(2)A . Thus, the vector field
ρ1(Y ) ∈ g has the expression ρ1(Y ) = vA(ξ) ∂∂yA
∣∣∣
ξ
. Finally, the Lie algebroid structure on
τ
(1)
g is determined by the Lie bracket [[(ξ, ξ˜), (η, η˜)]] = ([ξ, η], 0).
Example 1.8.15. We consider a Lie algebra g acting on a manifold M, that is, we have
a Lie algebra homomorphism g → X(M) mapping every element ξ of g to a vector field
ξM on M. Then we can consider the action Lie algebroid E = M × g. Identifying TE =
TM × Tg = TM × g× g, an element of the prolongation Lie algebroid to E over the bundle
projection is of the form (a, b, va) = ((x, ξ), (x, η), (vx, ξ, χ)) where x ∈ M , vx ∈ TxM and
(ξ, η, χ) ∈ 3g. The condition Tτg(v) = ρ(b) implies that vx = −ηM (x). Therefore we can
identify the prolongation Lie algebroid with M × g× g× g with projection onto the first two
factors (x, ξ) and anchor map ρ1(x, ξ, η, χ) = (−ηM (x), ξ, χ). Given a base {eA} of g the
basis {e(1)A , e(2)A } of sections of TτM×g(M × g) is given by
e
(1)
A (x, ξ) = (x, ξ, eA, 0), e
(2)
A (x, ξ) = (x, ξ, 0, eA).
Moreover,
ρ1(e
(1)
A (x, ξ)) = (x,−(eA)M (x), ξ, 0) , ρ2(e(2)A (x, ξ)) = (x, 0, ξ, eA).
Finally, the Lie bracket of two constant sections is given by [[(ξ, ξ˜), (η, η˜)]] = ([ξ, η], 0).
Example 1.8.16. Let us describe the E-tangent bundle to E in the case of E being an Atiyah
algebroid induced by a trivial principal G−bundle pi : G ×M → M. In such case, by left
trivialization we have that the Atiyah algebroid is the vector bundle τg×TM : g×TM → TM.
If X ∈ X(M) and ξ ∈ g then we may consider the section Xξ : M → g× TM of the Atiyah
algebroid by
Xξ(q) = (ξ,X(q)) for q ∈M.
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Moreover, in this sense
[[Xξ, Y ξ]]g×TM = ([X,Y ]TM , [ξ, η]g), ρ(Xξ) = X.
On the other hand, if (ξ, vq) ∈ g× TqM , then the fiber of Tτg×TM (g× TM) over (ξ, vq) is
T
τg×TM
(ξ,vq)
(g× TM) =
{
((η, uq), (η˜, Xvq)) ∈ g× TqM × g× Tvq(TM)
∣∣∣uq = Tvqτg×TM (Xvq)}.
This implies that T
τg×TM
(ξ,vq)
(g×TM) may be identified with the space (g×g)×Tvq(TM). Thus,
the Lie algebroid Tτg×TM (g × TM) may be identified with the vector bundle g × (g × g) ×
TTM → g× TM whose vector bundle projection is
(ξ, ((η, η˜), Xvq)) 7→ (ξ, vq)
for (ξ, ((η, η˜), Xvq)) ∈ g× (g× g)× TTM. Therefore, if (η, η˜) ∈ g× g and X ∈ X(TM) then
one may consider the section ((η, η˜), X) given by
((η, η˜), X)(ξ, vq) = (ξ, ((η, η˜), X(vq))) for (ξ, vq) ∈ g× TqM.
Moreover,
[[((η, η˜), X), ((ξ, ξ˜), Y )]]
τ
(1)
g×TM
= (([η, ξ]g, 0), [X,Y ]TM ),
and the anchor map ρ1 : g× (g× g)× TTM → g× g× TTM is defined as
ρ1(ξ, ((η, η˜), X)) = ((ξ, η˜), X).
E-tangent bundle of the dual bundle of a Lie algebroid
Let (E, [[ , ]], ρ) be a Lie algebroid of rank n over a manifold of dimension m. Consider the
projection of the dual E∗ of E over M , τE∗ : E∗ →M, and define the prolongation TτE∗E of
E over τE∗ ; that is,
TτE∗E =
⋃
µ∈E∗
{(e, vµ) ∈ E × TµE∗ | ρ(e) = TτE∗(vµ)}.
TτE∗E is a Lie algebroid over E∗ of rank 2n with vector bundle projection τ (1)E∗ : T
τE∗E → E∗
given by τ
(1)
E∗ (e, vµ) = µ, for (e, vµ) ∈ TτE∗E.
As before, if we now denote by (µ, e, vµ) an element (e, vµ) ∈ TτE∗E where µ ∈ E∗, we
rewrite the definition of the prolongation Lie algebroid as the subset of E∗ × E × TE∗ by
TτE∗E = {(µ, e, vµ) ∈ E∗ × E × TE∗ | ρ(e) = (TτE∗)(vµ), vµ ∈ TµE∗ and τE∗(µ) = τE(e)}.
If (xi) are local coordinates on an open subset U of M , {eA} is a basis of sections of the
vector bundle (τE)
−1(U)→ U and {eA} is its dual basis, then {e˜(1)A , e˜(2)A } is a basis of sections
of the vector bundle τ
(1)
E∗ , where
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e˜
(1)
A (µ) =
(
µ, eA(τE∗(µ)), ρ
i
A
∂
∂xi
∣∣∣
µ
)
,
(e˜A)(2)(µ) =
(
µ, 0,
∂
∂pA
∣∣∣
µ
)
,
for µ ∈ (τE∗)−1(U). Here, (xi, pA) are the local coordinates on E∗ induced by the local
coordinates (xi) and the basis of sections of E∗, {eA}.
Using the local basis {e˜(1)A , (e˜A)(2)}, one may introduce, in a natural way, local coordinates
(xi, pA; z
A, vA) on T
τE∗E. If ω∗ is a point of TτE∗E over (x, p) ∈ E∗, then
ω∗(x, p) = zAe˜(1)A (x, p) + vA(e˜
A)(2)(x, p).
Denoting by ρ
τ
(1)
E∗
the anchor map of the Lie algebroid TτE∗E → E∗ locally given by
ρ
τ
(1)
E∗
(xi, pA, z
A, vA) = (x
i, pA, ρ
i
Az
A, vA), we have that
ρ
τ
(1)
E∗
(e˜
(1)
A )(µ) =
(
µ, ρiA
∂
∂xi
∣∣∣∣
µ
)
, ρ
τ
(1)
E∗
((e˜A)(2))(µ) =
(
µ,
∂
∂pA
∣∣∣∣
µ
)
.
Therefore, we have that the corresponding vector field ρ
τ
(1)
E∗
(V ) for a section V =
(xi, pA, z
A(x, p), vA(x, p)) is given by
ρ
τ
(1)
E∗
(V ) = ρiAz
A ∂
∂xi
∣∣∣∣
µ
+ vA
∂
∂pA
∣∣∣∣
e∗
.
Finally, the structure of the Lie algebroid (TτE∗E, [[·, ·]]
τ
(1)
E∗
, ρ
τ
(1)
E∗
), is determined by the
bracket of sections
[[e˜
(1)
A , e˜
(1)
B ]]τ (1)
E∗
= CCAB e˜
(1)
C ,
[[e˜
(1)
A , (e˜
B)(2)]]
τ
(1)
E∗
= [[(e˜A)(2), (e˜B)(2)]]
τ
(1)
E∗
= 0,
for all A,B and C. Thus, if we denote by {e˜A(1), (e˜A)(2)} is the dual basis of {e˜
(1)
A , (e˜
A)(2)},
then
dT
τE∗Ef(xi, pA) = ρ
i
A
∂f
∂xi
e˜A(1) +
∂f
∂pA
(e˜A)(2),
dT
τE∗E e˜C(1) = −
1
2
CCAB e˜
A
(1) ∧ e˜B(1), dT
τE∗E(e˜C)(2) = 0,
for f ∈ C∞(E∗). We refer to [7] and [111] for further details about the Lie algebroid structure
of the E-tangent bundle of the dual bundle of a Lie algebroid.
Example 1.8.17. In the case of E = TM one may identify TτE∗E with T (T ∗M) with the
standard Lie algebroid structure.
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Example 1.8.18. Let g be a real Lie algebra of finite dimension. Then g is a Lie algebroid
over a single point. Using that the anchor map is zero we have that Tτg∗g may be identified
with the vector bundle pr1 : g
∗ × (g× g∗)→ g∗. Under this identification the anchor map is
given by
ρ
τ
(1)
g∗
: g∗ × (g× g∗)→ Tg∗ ' g∗ × g∗, (µ, (ξ, α)) 7→ (µ, α)
and the Lie algebroid of two constant sections (ξ, α), (η, β) ∈ g × g∗ is the constant section
([ξ, η], 0).
1.8.4 Symplectic Lie algebroids
In this subsection we will recall some results given in [111] about symplectic Lie algebroids.
Definition 1.8.19. A Lie algebroid (E, [[·, ·]], ρ) over a manifold M is said to be symplectic
if it admits a symplectic section Ω, that is, Ω is a section of the vector bundle
∧2E∗ → M
such that:
• For all x ∈ M, the 2-form Ωx : Ex × Ex → R in the vector space Ex is nondegenerate
and
• Ω is a 2-cocycle, that is, dEΩ = 0.
The canonical symplectic structure of TτE∗E
Let (E, [[·, ·]], ρ) be a Lie algebroid of rank n over a manifold M of dimension m and TτE∗E
be the prolongation of E over the vector bundle projection τE∗ : E
∗ →M. We may introduce
a canonical section λE of (T
τE∗E)∗ as follows. If µ ∈ E∗ and (e, vµ) is a point on the fibre of
TτE∗E over µ then
λE(µ)(e, vµ) = 〈µ, e〉. (1.18)
λE is called the Liouville section of T
τE∗E. Now, in an analogous way that the canonical
symplectic form is defined from the Liouville 1-form on the cotangent bundle, we introduce
the 2-section ΩE on T
τE∗E as
ΩE = −dT
τE∗EλE . (1.19)
Proposition 1.8.20. [111] ΩE is a non-degenerate 2-section of T
τE∗E such that
dT
τE∗EΩE = 0.
Proof. If (xi) are local coordinates on an open subset U of M, {eA} is a basis of sections of
the vector bundle τE , (x
i, pA) are induced local coordinates of E
∗ on τE∗ and {e˜(1)A , (e˜A)(2)}
is the basis of τ
(1)
A∗ then, using (1.18), it follows that
λE(x
i, pA) = pAe˜
A
(1) (1.20)
where {e˜A(1), (e˜A)(2)} is the dual basis of {e˜
(1)
A , (e˜
A)(2)}. Thus, from (1.18),(1.19) and (1.20)
we obtain that
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ΩE = e˜
A
(1) ∧ (e˜A)(2) +
1
2
CCABpC e˜
A
(1) ∧ e˜B(1). (1.21)
Now, it is straightforward to check that ΩE is non-degenerate and d
TτE∗EΩ = 0.
Therefore ΩE is a symplectic 2-section on T
τE∗E called canonical symplectic section on
TτE∗E.
Example 1.8.21. If E is the standard Lie algebroid TM then λE = λ and ΩE = ωM are
the usual Liouville 1-form and canonical symplectic 2-form on T ∗M , respectively.
Example 1.8.22. Let g be a finite dimensional Lie algebra. Then g is a Lie algebroid over
a single point M = {q}. If ξ ∈ g and µ, α ∈ g∗ then
λg(µ)(ξ, α) = µ(ξ)
is the Liouville 1-section on g∗ × (g× g∗). Thus, the symplectic section Ωg is
Ωg(µ)((ξ, α), (η, β)) = 〈µ, [ξ, η]〉 − 〈α, η〉 − 〈β, ξ〉
for µ ∈ g∗, (ξ, α), (η, β) ∈ g× g∗.
1.9 Lie groupoids
1.9.1 Generalities about Lie groupoids
A groupoid is a small category in which every morphism is an isomorphism (i.e; all morphism
is invertible). That is,
Definition 1.9.1. A groupoid over a set Q, (denoted G⇒ Q) consists of a set of objects Q,
a set of morphisms G, and the following structural maps:
• a source map α : G→ Q and target map β : G→ Q;
•
x = α(g)
g
&&•
y = β(g)
• an associative multiplication map m : G2 → G, m(g, h) = gh, with α(g) = α(gh) and
β(h) = β(gh) where
G2 = G β×α G = {(g, h) ∈ G×G | β(g) = α(h)}
is call the set of composable pairs; gh is the composite arrow from x to z
•
x = α(g) = α(gh)
gh
&&
g
&&
•
y = β(g) = α(h)
h &&
•
z = β(h) = β(gh)
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• an identity section of α and β,  : Q→ G; such that for all g ∈ G,
 (α(g)) g = g = g (β(g)) ;
• an inversion map i : G→ G, g 7→ g−1, such that for all g ∈ G,
gg−1 =  (α(g)) , g−1g =  (β(g)) .
•
x = α(g) = β(g−1)
g
&&
•
y = β(g) = α(g−1)
g−1
ff
Remark 1.9.2. Alternatively, a groupoid can be seen as a weak version of a group, where
the multiplication will be defined only for elements in G2 ⊂ G×G. 
Definition 1.9.3. Given a groupoid G⇒ Q and an element g ∈ G, define the left translation
`g : α
−1 (β(g))→ α−1 (α(g)) and right translation rg : β−1 (α(g))→ β−1 (β(g)) by g to be
`g(h) = gh, rg(h) = hg.
Moreover, `−1g = `g−1 and r−1g = rg−1 .
Now we will focus on a particular class of groupoids, the Lie groupoids which have a
differential structure in addition to their algebraic structure.
Definition 1.9.4. A Lie groupoid is a groupoid G⇒ Q where
1. G and Q are differentiable manifolds,
2. α, β are submersions,
3. the multiplication map m, is differentiable.
Remark 1.9.5. In 1.9.4, α and β must be submersions so that G2 is a differentiable man-
ifold. From the definition it follows that m is a submersion,  is an immersion, and i is a
diffeomorphism. 
One may introduce the notion of a left (right)-invariant vector field in a Lie groupoid.
Definition 1.9.6. Given a Lie groupoid G ⇒ Q, a vector field X ∈ X(G) is left-invariant
(respect.right-invariant) if X is α-vertical (respect. β-vertical), that is, Tα(X) = 0 (Tβ(X) =
0 respec.) and (Th`g) (X(h)) = X (gh) ( (Thrg) (X(h)) = X (hg), respectively) for all (g, h) ∈
G2 (or (h, g) ∈ G2, respectively).
In Lie groups, the infinitesimal version of a Lie group is a Lie algebra, therefore one can
think that the infinitesimal version of a Lie groupoid is a Lie algebroid. We will give the
definition of Lie algebroid associated with G.
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Given a Lie groupoid G⇒ Q, consider the following vector bundle
AG = V α→ Q
where AqG = kerT(q)α, i.e., the tangent space to the α-fiber at the identity section, for
q ∈ Q.
There is a bijection between sections X ∈ Γ (τAG) and left-invariant vector fields ←−X ∈
X(G). Let X be a section of τAG, then the corresponding left-invariant vector field on G is
given by ←−
X (g) =
(
T(β(g))`g
)
(X (β(g))) . (1.22)
The Lie algebroid structure on AG is given by the bracket [[ , ]] and the anchor map ρ
defined as follows
←−−−−
[[X,Y ]] =
[←−
X,
←−
Y
]
, ρ(X)(q) =
(
T(q)β
)
(X(q)) ,
for all X,Y ∈ Γ (AG) and q ∈ Q.
Definition 1.9.7. Given a Lie groupoid G ⇒ Q, the triple (AG, [[·, ·]], ρ) is called the Lie
algebroid associated to G⇒ Q.
Remark 1.9.8. Alternatively one can also establish a bijection between sections X ∈ Γ (τAG)
and right-invariant vector fields
−→
X ∈ X(Q), by
−→
X (g) = − (T(α(g)) (rg ◦ i)) (X (α(g))) , (1.23)
which yields the Lie bracket relation
−−−−→
[[X,Y ]] = −[−→X,−→Y ], [−→X,←−Y ] = 0.
Thus X 7→ ←−X is a Lie algebra isomorphism, and X 7→ −→X is a Lie algebra anti-isomorphism.

Examples of Lie groupoids:
We introduce now some examples of Lie groupoids
• The pair (or banal) groupoid: Let Q be a differentiable manifold, and we consider
the product manifold G = Q × Q. Then G is a Lie groupoid over Q where the source and
target maps α and β are the projections onto the first and second factors respectively, the
identity is defined as (q) = (q, q) for all q ∈ Q, the multiplication m((q, s), (s, r)) = (q, r) for
(q, s), (s, r) ∈ Q×Q and the inverse map i(q, s) = (s, q).
Observe that, if q is a point of Q, then
V(q)α ' TqQ.
•The case of Lie groups: Let G be a Lie group. G is a Lie groupoid over {e}, the identity
element of G. The Lie algebroid associated with G is the Lie algebra g = TeG of G. The
structural maps of the Lie groupoid G are
α(g) = e β(g) = e, (e) = e, i(g) = g−1, m(g, h) = gh for g, h ∈ G.
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• The cotangent groupoid: Let G ⇒ Q be a Lie groupoid. If A∗G is the dual bundle to
AG then the cotangent bundle T ∗G is a Lie groupoid over A∗G. The projections β˜ and α˜, the
partial multiplication ⊕T ∗G, the identity section ˜ and the inversion ı˜ are defined as follows,
β˜(µg)(X) = µg((T(β(g))lg)(X)), for µg ∈ T ∗gG and X ∈ Aβ(g)G,
α˜(νh)(Y ) = νh((T(α(h))rh)(Y − (T(α(h))( ◦ β))(Y ))),
for νh ∈ T ∗hG and Y ∈ Aα(h)G,
(µg ⊕T ∗G νh)(T(g,h)m(Xg, Yh)) = µg(Xg) + νh(Yh),
for (Xg, Yh) ∈ T(g,h)G2,
˜(µx)(X(x)) = µx(X(x) − (T(x)( ◦ α))(X(x)))),
for µx ∈ A∗xG and X(x) ∈ T(x)G,
ı˜(µg)(Xg−1) = −µg((Tg−1i)(Xg−1)), for µg ∈ T ∗gG and Xg−1 ∈ Tg−1G.
(1.24)
(for more details, see [60]).
• Action Lie groupoids. Let G⇒ Q be a Lie groupoid and pi : P → Q be a smooth map.
If P pi×α G = {(p, g) ∈ P ×G/pi(p) = α(g)} then a right action of G on pi is a smooth map
P pi×α G→ P, (p, g)→ pg,
which satisfies the following relations
pi(pg) = β(g), for (p, g) ∈ P pi×α G,
(pg)h = p(gh), for (p, g) ∈ P pi×α G and (g, h) ∈ G2, and
p(pi(p)) = p, for p ∈ P.
Given such an action one constructs the action Lie groupoid P pi×α G over P by defining
α˜pi : P pi×α G −→ P ; (p, g) −→ p,
β˜pi : P pi×α G −→ P ; (p, g) −→ pg,
˜pi : P −→ P pi×α G ; p −→ (p, (pi(p))),
m˜pi : (P pi×α G)2 −→ P pi×α G ; ((p, g), (pg, h)) −→ (p, gh),
i˜pi : P pi×α G −→ P pi×α G ; (p, g) −→ (pg, g−1).
Now, if p ∈ P , we consider the map p · : α−1(pi(p))→ P given by
p · g = pg.
Then, if τ : AG→ Q is the Lie algebroid of G, the R-linear map Φ : Γ(τ)→ X(P ) defined by
Φ(X)(p) = (T(pi(p))p ·)(X(pi(p))), for X ∈ Γ(τ) and p ∈ P,
induces an action of AG on pi : P → Q. In addition, the Lie algebroid associated with the
Lie groupoid P pi×α G⇒ P is the action Lie algebroid (for more details, see [118]).
•Atiyah or gauge groupoids: Let p : Q → M be a principal G-bundle. Then, the free
action, Φ : G × Q → Q, (g, q) → Φ(g, q) = gq, of G on Q induces, in a natural way, a free
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action Φ× Φ : G× (Q×Q)→ Q×Q of G on Q×Q given by (Φ× Φ)(g, (q, q′)) = (gq, gq′),
for g ∈ G and (q, q′) ∈ Q×Q. Moreover, one may consider the quotient manifold (Q×Q)/G
and it admits a Lie groupoid structure over M with structural maps given by
α˜ : (Q×Q)/G −→M ; [(q, q′)] −→ p(q),
β˜ : (Q×Q)/G −→M ; [(q, q′)] −→ p(q′),
˜ : M −→ (Q×Q)/G ; x −→ [(q, q)], if p(q) = x,
m˜ : ((Q×Q)/G)2 −→ (Q×Q)/G ; ([(q, q′)], [(gq′, q′′)]) −→ [(gq, q′′)],
i˜ : (Q×Q)/G −→ (Q×Q)/G ; [(q, q′)] −→ [(q′, q)].
This Lie groupoid is called the Atiyah (gauge) groupoid associated with the principal G-bundle
p : Q→M (see [124]).
If x is a point of M such that p(q) = x, with q ∈ Q, and pQ×Q : Q×Q→ (Q×Q)/G is
the canonical projection then it is clear that
V˜(x)α˜ = (T(q,q)pQ×Q)({0q} × TqQ).
Thus, if τTQ/G : TQ/G→M is the Atiyah algebroid associated with the principal G-bundle
p : G→M then the linear maps
(TQ/G)x → V˜(x)α˜ ; [vq]→ (T(q,q)pQ×Q)(0q, vq), with vq ∈ TqQ,
induce an isomorphism (over the identity of M) between the Lie algebroids τ : A((Q ×
Q)/G)→M and τTQ/G : TQ/G→M .
1.9.2 Morphism of Lie groupoids and symplectic Lie groupoids
Definition 1.9.9. Given two Lie groupoids, G ⇒ Q and G′ ⇒ Q′, a smooth map Φ : G →
G′ is a morphism of Lie groupoids if, for every composable pair (g, h) ∈ G2, it satisfies
(Φ(g); Φ(h)) ∈ G′2 and Φ(gh) = Φ(g)Φ(h).
A morphism of Lie groupoids Φ : G → G′ induces a smooth map Φ0 : Q → Q′ in such a
way
α¯ ◦ Φ = Φ0 ◦ α, β¯ ◦ Φ = Φ0 ◦ β, Φ ◦  = ¯ ◦ Φ0,
where α¯, β¯, ¯ are some structure maps of the Lie groupoid G′ ⇒ Q′. That is, the following
diagram is commutative,
G′
Φ

α¯,β¯ // Q′
Φ0

G
α,β // Q
Moreover, Φ induces a morphism AΦ : AG → AG′ of the corresponding Lie algebroids
and
←−−−−
AΦ(v)(g) = TΦ(←−v (g)),
−−−−→
AΦ(w)(g) = TΦ(−→w (g)),
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for all g ∈ G, v ∈ Aβ(g)G and w ∈ Aα(g)G. Moreover, for X ∈ Γ(AG), X ∈ Γ(AG′) we have
that AΦ ◦X = X ◦ Φ0 if and only if TΦ ◦ ←−X =
←−
X ◦ Φ (or alternatively, TΦ ◦ −→X =
−→
X ◦ Φ).
That is, X and X are AΦ-related if and only if their corresponding left-invariant (and right
invariant) vector fields are Φ-related (See [118] for more details).
Symplectic groupoids:
Finally, we introduce a subclass of Lie groupoids with an additional structure: symplectic
groupoids. They are endowed with a symplectic manifold structure in the following sense,
Definition 1.9.10. A symplectic groupoid is a Lie groupoid G⇒ Q with a symplectic form
ω on G such that the graph of the composition law m is given by
graph(m) := {(g, h, r) ∈ G×G×G | (g, h) ∈ G2 and r = m(g, h)}
is a Lagrangian submanifold of G×G×G− with the product symplectic form where the first
two factors G being endowed with the symplectic form ω and the third factor G− being G with
the symplectic form −ω.
A typical example of symplectic groupoid is the cotangent groupoid. If G ⇒ Q is a
Lie groupoid then the cotangent groupoid T ∗G ⇒ A∗G is a symplectic groupoid with the
canonical symplectic 2-form ωG.
1.9.3 The prolongation of a Lie groupoid over a fibration
Given a Lie groupoid G⇒ Q and a fibration pi : P → Q, we consider the set
PpiG = Ppi ×α Gβ ×pi P = {(p, g, p′) ∈ P ×G× P/pi(p) = α(g), β(g) = pi(p′)}.
This set has a Lie groupoid structure over P, where the structural maps are given by
αpi : PpiG→ P, (p, g, p′) 7→ p;
βpi : PpiG→ P, (p, g, p′) 7→ p′;
mpi : (PpiG)2 → PpiG, ((p, g, p′), (p′, h, p′′)) 7→ (p, gh, p′′);
pi : P → PpiG, p 7→ (p, (α(p)), p);
ipi : PpiG→ PpiG, (p, g, p′) 7→ (p′, g−1, p).
PpiG is called prolongation of G over pi : P → Q (See [118],[124] and [161]).
In what follows we consider the prolongation PαG of the Lie groupoid G over its source
map α : G→ Q, that is, one can consider the subset of 3G := G×G×G,
PαG = Gα ×α Gβ ×α G = {(g, h, r) ∈ 3G/α(g) = α(h), β(h) = α(r)}.
PαG is a Lie groupoid over G. Observe that G2 ⊆ PαG where the inclusion is given by
iG2 : G2 ↪→ PαG
(g, h) 7→ (g, g, h).
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Following the constructions given before we can construct the Lie algebroid associated
with PαG. This can be identified with the prolongation Pα(AG) of AG over α : G→ Q; that
is,
Definition 1.9.11. The Lie algebroid associated with a prolongation of a Lie groupoid G
over α is given by,
Ag (P
αG) = {(a(α(g));Yg) ∈ Aα(g)G× TgG/(Tgα)(Yg) = (T(α(g))β)(a(α(g)))}.
Remark 1.9.12. If we consider the linear isomorphism
(Ψα)g : Ag (P
αG) → Pαg (AG) ⊂ Aα(g)G× TgG
(0g, a(α(g)), Yg) 7→ (a(α(g)), Yg) ∀g ∈ G
then the mapping (Ψα)g, g ∈ G induces an isomorphism Ψα : A (PαG) → Pα(AG) between
the Lie algebroids A (PαG) and Pα(AG) (Fore more details see [80] and [124]). 
A section Z of A (PαG) can be expressed as
Z(g) = (X(α(g)), Y (g))
where X ∈ Γ(τAG) and Y ∈ X(G); such that Tβ(X) = Tα(Y ).
The corresponding left-invariant and right-invariant vector fields are
←−
Z (g, h, r) = (0g,
←−
X (h), Y (r)), (1.25)
−→
Z (g, h, r) = (−Y (g),−→X (h), 0r). (1.26)
Chapter 2
Geometrical description of classical
mechanics
It is well-known that the velocity phase space of a mechanical system may be identified with
the tangent bundle TQ of the n-dimensional configuration space Q. Under this identification,
the Lagrangian function is a real C∞-function L on TQ and the Euler-Lagrange equations
are
d
dt
( ∂L
∂q˙i
)
− ∂L
∂qi
= 0, i = 1, ..., n
where (qi, q˙i) are local fibred coordinates on TQ, which represent the positions and the
velocities of the system, respectively.
If the Lagrangian function is hyperregular one may define the Hamiltonian function H :
T ∗Q −→ R on the phase space of momenta T ∗Q and the Euler-Lagrange equations are
equivalent to the Hamilton equations for H
dqi
dt
=
∂H
∂pi
,
dpi
dt
= −∂H
∂qi
, i = 1, ..., n.
Here, (qi, pi) are local fibred coordinates on T
∗Q which represent the position and the mo-
menta of the system, respectively.
Solutions of the previous Hamilton equations are just the integral curves of the Hamilto-
nian vector field XH on T
∗Q which are characterized by the condition
iXHωQ = dH,
being ωQ the canonical symplectic structure of T
∗Q (for more details see, for instance, [1,
112]).
Lagrangian (Hamiltonian) mechanics may be also formulated in terms of Lagrangian sub-
manifolds of special symplectic manifolds. Lagrangian submanifolds play an important role
in the geometry of several aspects related to classical and quantum mechanics. In [169, 170]
Tulczyjew proved that it is possible to interpret the ordinary Lagrangian and Hamiltonian
dynamics as Lagrangian submanifolds of convenient special symplectic manifolds. To do that,
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he introduced canonical isomorphisms which commute the tangent and cotangent functors.
This construction is the so-called Tulczyjew triple for classical mechanics. It is possible to in-
terpret first order Lagrangian (and Hamiltonian) dynamics through the double vector bundle
structure of the cotangent bundles T ∗TQ and T ∗T ∗Q inducing an anti-symplectomorphism
between these double vector bundles.
In this chapter, we explore some geometric techniques to describe the formulation of
first-order and higher-order mechanics. We give a brief review of the description of classical
mechanics in terms of Lie algebroids following [111] and we will introduce the constraint algo-
rithm for presymplectic Lie algebroids constructed in [87] which generalizes the well-known
Gotay-Nester-Hinds algorithm [73]. We will derive first-order and higher-order dynamics
respectively in terms of Lagrangian submanifolds using the Tulczyjew triple constructed in
[109] and we will construct a double vector bundle anti-symplectomorphism which generalizes
to the higher-order case the one given in [77].
2.1 Mechanics on Lie algebroids
The geometric description of the mechanics in terms of Lie algebroids gives a general frame-
work to obtain all the important equations in mechanics (Euler-Lagrange, Euler-Poincare´,
Lagrange-Poincare´,... ). In this section we will use the notions of Lie algebroid and pro-
longation of a Lie algebroid described in §1.8.1 to derive the Euler-Lagrange equations and
Hamilton equations on Lie algebroids.
In [134] (see also [111]) a geometric formalism for Lagrangian mechanics on Lie algebroids
was introduced. It is developed in the prolongation TτEE of a Lie algebroid E (see §1.8) over
the vector bundle projection τE : E → M . The prolongation of the Lie algebroid is playing
the same role as TTQ in the standard mechanics. We first derive the canonical geometrical
structures defined on TτEE to derive the Euler-Lagrange equations on Lie algebroids.
Two canonical objects on TτEE are the Euler section ∆ and the vertical endomorphism
S. ∆ is the section of TτEE → E locally defined by
∆ = yAe
(2)
A (2.1)
and S is the section of the vector bundle (TτEE)⊗ (TτEE)∗ → E locally characterized by the
following conditions
Se
(1)
A = e
(2)
A , Se
(2)
A = 0, for all A. (2.2)
Finally, a section ξ of TτEE → E is said to be a second order differential equation (SODE)
on E if S(ξ) = ∆ or, alternatively, pr1(ξ(e)) = e, for all e ∈ E (for more details, see [111]).
Given a Lagrangian function L ∈ C∞(E) we define the Cartan 1-section ΘL ∈
Γ((TτEE)∗), the Cartan 2-section ωL ∈ Γ(∧2(TτEE)∗) and the Lagrangian energy EL ∈
C∞(E) as
ΘL = S
∗(dT
τEEL), ωL = −dTτEEΘL EL = LTτEE∆ L− L.
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If (xi, yA) are local fibred coordinates on E, (ρiA,C
C
AB) are the corresponding local structure
functions on E and {e(1)A , e(2)A } the corresponding local basis of sections of TτEE then
ωL =
∂2L
∂yA∂yB
eA(1) ∧ eB(2) +
1
2
(
∂2L
∂xi∂yA
ρiB −
∂2L
∂xi∂yB
ρiA +
∂L
∂yA
CCAB
)
eA(1) ∧ eB(1), (2.3)
EL =
∂L
∂yA
yA − L. (2.4)
Now, a curve t→ c(t) on E is a solution of the Euler-Lagrange equations for L if
- c is admissible (that is, ρ(c(t)) = m˙(t), where m = τE ◦ c) and
- i(c(t),c˙(t))ωL(c(t))− dT
τEEEL(c(t)) = 0, for all t.
If c(t) = (xi(t), yA(t)) then c is a solution of the Euler-Lagrange equations for L if and only
if
x˙i = ρiAy
A,
d
dt
∂L
∂yA
+
∂L
∂yC
CCABy
B − ρiA
∂L
∂xi
= 0. (2.5)
Note that if E is the standard Lie algebroid TQ then the above equations are the classical
Euler-Lagrange equations for L : TQ→ R.
On the other hand, the Lagrangian function L is said to be regular if ωL is a symplectic
section. In such a case, there exists a unique solution ξL verifying
iξLωL − dT
τEEEL = 0 . (2.6)
In addition, one can check that iSξLωL = i∆ωL which implies that ξL is a SODE section.
Thus, the integral curves of ξL (that is, the integral curves of the vector field ρ1(ξL)) are
solutions of the Euler-Lagrange equations for L. ξL is called the Euler-Lagrange section
associated with L.
From (2.3), we deduce that the Lagrangian L is regular if and only if the matrix
(WAB) =
( ∂2L
∂yA∂yB
)
is regular. Moreover, the local expression of ξL is
ξL = y
Ae
(1)
A + f
Ae
(2)
A ,
where the functions fA satisfy the linear equations
∂2L
∂yB∂yA
fB +
∂2L
∂xi∂yA
ρiBy
B +
∂L
∂yC
CCABy
B − ρiA
∂L
∂xi
= 0, ∀A.
Another possibility is when the matrix (WAB) =
( ∂2L
∂yA∂yB
)
is non regular. This type of
lagrangian is called singular or degenerate lagrangian. In such a case, ωL is not a symplectic
section and Equation (2.6) has no solution, in general, and even if it exists it will not be
unique. In the next section, we will give the extension of the classical Gotay-Nester-Hinds
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algorithm [73] for presymplectic systems on Lie algebroids given in [87], which in particular
will be applied to the case of singular lagrangians in Section 3.1.
For an arbitrary Lagrangian function L : E → R, we introduce the Legendre transforma-
tion associated with L as the smooth map legL : E → E∗ defined by
legL(e)(e
′) =
d
dt
∣∣∣∣
t=0
L(e+ te′),
for e, e′ ∈ Ex. Its local expression is
legL(x
i, yA) = (xi,
∂L
∂yA
). (2.7)
The Legendre transformation induces a Lie algebroid morphism
T legL : T
τEE → TτE∗E
over legL : E → E∗ given by
(T legL)(e, v) = (e, (T legL)(v)),
where T legL : TE → TE∗ is the tangent map of legL : E → E∗.
We have that (see [111])
(T legL, legL)
∗(λE) = ΘL, (T legL, legL)∗(ΩE) = ωL. (2.8)
where λE is the Liouville section indroduced in (1.18) and ΩE is the canonical symplectic
section on TτE∗E.
On the other hand, from (2.7), it follows that the Lagrangian function L is regular if and
only if legL : E → E∗ is a local diffeomorphism.
Next, we will assume that L is hyperregular, that is, legL : E → E∗ is a global diffeo-
morphism. Then, the pair (T legL, legL) is a Lie algebroid isomorphism. Moreover, we may
consider the Hamiltonian function H : E∗ → R defined by
H = EL ◦ leg−1L
and the Hamiltonian section ξH ∈ Γ(TτE∗E) which is characterized by the condition
iξHΩE = d
TτE∗EH.
The integral curves of the vector field ρ1(ξH) on E
∗ satisfy the Hamilton equations for H
dxi
dt
= ρiA
∂H
∂pA
,
dpA
dt
= −ρiA
∂H
∂xi
− pCCCAB
∂H
∂pB
.
for i ∈ {1, . . . ,m} and A ∈ {1, . . . , n} (see [111]).
In addition, the Euler-Lagrange section ξL associated with L and the Hamiltonian section
ξH are (T legL, legL)-related, that is,
ξH ◦ legL = T legL ◦ ξL.
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Thus, if γ : I → E is a solution of the Euler-Lagrange equations associated with L, then
µ = legL ◦ γ : I → E∗ is a solution of the Hamilton equations for H and, conversely, if
µ : I → E∗ is a solution of the Hamilton equations for H then γ = leg−1L ◦ µ is a solution of
the Euler-Lagrange equations for L (for more details, see [111]).
Example 2.1.1. Consider the Lie algebroid E = TQ, the fiber bundle of a manifold Q of
dimension m. If (xi) are local coordinates on Q, then { ∂
∂xi
} is a local basis of X(Q) and we
have fiber local coordinates (xi, x˙i) on TQ. The corresponding structure functions are Ckij = 0
and ρji = δ
j
i for i, j, k ∈ {1, . . . ,m}. Therefore given a Lagrangian function L : TQ → R the
Euler-Lagrange equations associated to L are
d
dt
(
∂L
∂x˙i
)
=
∂L
∂xi
, i = 1, . . . ,m.
Moreover, given a Hamiltonian function H : T ∗Q → R, the Hamilton equations associated
to H are
x˙i =
∂H
∂pi
, p˙i = −∂H
∂xi
, i = 1, . . . ,m
where (xi, pi) are local coordinates on T
∗Q induced by the local coordinates (xi) and the
local basis {dxi} of T ∗Q (see [1] for example).
Example 2.1.2. Consider as a Lie algebroid the finite dimensional Lie algebra (g, [·, ·]g) over
a point. If eA is a basis of g and C˜
C
AB are the structure constants of the Lie algebra, the
structures constant of the Lie algebroid g with respect to the basis {eA} are CCAB = C˜CAB and
ρiA = 0. Denote by (y
A) and (µA) the local coordinates on g and g
∗ respectively, induced by
the basis {eA} and its dual basis {eA} respectively. Given a Lagrangian function L : g→ R
then the Euler-Lagrange equations for L are just the Euler-Poincare´ equations
d
dt
(
∂L
∂yA
)
=
∂L
∂yC
CCABy
B.
Given a Hamiltonian function H : g∗ → R the Hamilton equations on g∗ read as the Lie-
Poisson equations for H
µ˙ = ad∗∂H
∂µ
µ
(see [83] for example).
Example 2.1.3. Let G be a Lie group and assume that G acts free and properly on M . We
denote by pi : M → M̂ = M/G the associated principal bundle. The tangent lift of the action
gives a free and proper action of G on TM and T̂M = TM/G is a quotient manifold. Then
we consider the Atiyah algebroid T̂M over M̂ .
According to example 1.8.6, the basis {eˆi, eˆB} induce local coordinates (xi, yi, y¯B) on
T̂M . Given a Lagrangian function ` : T̂M → R on the Atiyah algebroid T̂M → M̂, the
Euler-Lagrange equations for ` are
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∂`
∂xj
− d
dt
(
∂`
∂yj
)
=
∂`
∂y¯A
(
BAijy
i + cADBA
B
j y¯
B
) ∀j,
d
dt
(
∂`
∂y¯B
)
=
∂`
∂y¯A
(
CADB y¯
D − cADBADi yi
) ∀B,
which are the Lagrange-Poincare´ equations associated to a G-invariant Lagrangian L : TM →
R (see [45] and [111] for example) where cCAB are the structure constants of the Lie algebra
according to 1.8.6.
2.2 Constraint algorithm for presymplectic Lie algebroids
In this section we introduce the constraint algorithm for presymplectic Lie algebroids given
in [87] which generalizes the well-known Gotay-Nester-Hinds algorithm [73]. First we give a
review of the Gotay-Nester-Hinds algorithm and then we introduce the construction given in
[87] to the case of Lie algebroids.
2.2.1 The Gotay-Nester-Hinds algorithm of constraints
In this subsection we will briefly review the constraint algorithm of constraints for presym-
plectic systems (see [72] and [73]).
Take the following triple (M,Ω, H) consisting of a smooth manifold M , a closed 2-form
Ω and a differentiable function H : M → R. On M we consider the equation
iXΩ = dH (2.9)
Since we are not assuming that Ω is nondegenerate (that is, Ω is not, in general, symplectic)
then Equation (2.9) has no solution in general, or the solutions are not defined everywhere. In
the most favorable case, Equation (2.9) admits a global (but not necessarily unique) solution
X. In this case, we say that the system admits global dynamics. Otherwise, we select the
subset of points of M , where such a solution exists. We denote by M2 this subset and we
will assume that it is a submanifold of M = M1. Then the equations (2.9) admit a solution
X defined at all points of M2, but X need not be tangent to M2, hence, does not necessarily
induce a dynamics on M2. So we impose an additional tangency condition, and we obtain a
new submanifold M3 along which there exists a solution X, but, however, such X needs to
be tangent to M3. Continuing this process, we obtain a sequence of submanifolds
· · ·Ms ↪→ · · · ↪→M2 ↪→M1 = M
where the general description of Ml+1 is
Ml+1 = {p ∈Ml such that there exists Xp ∈ TpMl satisfying iXpΩ(p) = dH(p)}.
If the algorithm ends at a final constraint submanifold, in the sense that at some s ≥ 1 we
have Ms+1 = Ms. We will denote this final constraint submanifold by Mf . It may still happen
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that dimMf = 0, that is, Mf is a discrete set of points, and in this case the system does
not admit a proper dynamics. But, in the case when dimMf > 0, there exists a well-defined
solution X of (2.9) along Mf .
There is another characterization of the submanifolds Ml that we will useful in the sequel.
If N is a submanifold of M then we define
TN⊥ = {Z ∈ TpM, p ∈ N such that Ω(X,Z) = 0 for all X ∈ TpN}.
Then, at any point p ∈ Ml there exists Xp ∈ TpMl verifying iXΩ(p) = dH(p) if and only if
〈TM⊥l , dH〉 = 0 (see [72, 73]). Hence, we can define the l+1 step of the constraint algorithm
as
Ml+1 := {p ∈Ml such that 〈TM⊥l , dH〉(p) = 0} .
2.2.2 Constraint algorithm for presymplectic Lie algebroids
Let τE : E →M be a Lie algebroid and suppose that Ω ∈ Γ(∧2E∗). Then, we can define the
vector bundle morphism [Ω : E → E∗ (over the identity of M) as follows
[Ω(e) = i(e)Ω(x), for e ∈ Ex.
Now, if x ∈M and Fx is a subspace of Ex, we may introduce the vector subspace F⊥x of
Ex given by
F⊥x = {e ∈ Ex |Ω(x)(e, f) = 0, ∀f ∈ Ex}.
On the other hand, if [Ωx = [Ω|Ex it is easy to prove that
[Ωx(Fx) ⊆ (F⊥x )0, (2.10)
where (F⊥x )0 is the annihilator of the subspace F⊥x . Moreover, using
dimF⊥x = dimEx − dimFx + dim(E⊥x ∩ Fx). (2.11)
we obtain that
dim(F⊥x )
0 = dimFx − dim(E⊥x ∩ Fx) = dim([Ωx(Ex)).
Thus, from (2.10), we deduce that
[Ωx(Fx) = (F
⊥
x )
◦. (2.12)
Next, we will assume that Ω is a presymplectic 2-section (dEΩ = 0) and that α ∈ Γ(E∗)
is a closed 1-section (dEα = 0). Furthermore, we will assume that the kernel of Ω is a vector
subbundle of E.
The dynamics of the presymplectic system defined by (Ω, α) is given by a sectionX ∈ Γ(E)
satisfying the dynamical equation
iXΩ = α . (2.13)
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In general, a section X satisfying (2.13) cannot be found in all points of E. First, we look
for the points where (2.13) has sense. We define
M1 = {x ∈M | ∃e ∈ Ex : i(e)Ω(x) = α(x)}
From (2.12), it follows that
M1 = {x ∈M |α(x)(e) = 0, for all e ∈ kerΩ(x) = E⊥x }. (2.14)
If M1 is an embedded submanifold of M , then we deduce that there exists X : M1 → E a
section of τE : E →M along M1 such that (2.13) holds. But ρ(X) is not, in general, tangent
to M1. Thus, we have to restrict to E1 = ρ
−1(TM1). We remark that, provided that E1 is a
manifold and τ1 = τE |E1 : E1 → M1 is a vector bundle, τ1 : E1 → M1 is a Lie subalgebroid
of E →M .
Now, we must consider the subset M2 of M1 defined by
M2 = {x ∈M1 |α(x) ∈ [Ωx((E1)x) = [Ωx(ρ−1(TxM1))}
= {x ∈M1 |α(x)(e) = 0, for all e ∈ (E1)⊥x = (ρ−1(TxM1))⊥}.
If M2 is an embedded submanifold of M1, then we deduce that there exists X : M2 → E1
a section of τ1 : E1 → M1 along M2 such that (2.13) holds. However, ρ(X) is not, in
general, tangent to M2. Therefore, we have that to restrict to E2 = ρ
−1(TM2). As above, if
τ2 = τE |E2 : E2 → M2 is a vector bundle, it follows that τ2 : E2 → M2 is a Lie subalgebroid
of τ1 : E1 →M1.
Consequently, if we repeat the process, we obtain a sequence of Lie subalgebroids (by
assumption)
. . . ↪→ Mk+1 ↪→ Mk ↪→ . . . ↪→ M2 ↪→ M1 ↪→ M0 = M
↑ τk+1 ↑ τk ↑ τ2 ↑ τ1 ↑ τ0 = τE
. . . ↪→ Ek+1 ↪→ Ek ↪→ . . . ↪→ E2 ↪→ E1 ↪→ E0 = E
where
Mk+1 = {x ∈Mk |α(x)(e) = 0, for all e ∈ (ρ−1(TxMk))⊥} (2.15)
and
Ek+1 = ρ
−1(TMk+1).
If there exists k ∈ N such that Mk = Mk+1, then we say that the sequence stabilizes. In
such a case, there exists a well-defined (but non necessarily unique) dynamics on the final
constraint submanifold Mf = Mk. We write
Mf = Mk+1 = Mk, Ef = Ek+1 = Ek = ρ
−1(TMk).
Then, τf = τk : Ef = Ek → Mf = Mk is a Lie subalgebroid of τE : E −→ M (the Lie
algebroid restriction of E to Ef ). From the construction of the constraint algorithm, we
deduce that there exists a section X ∈ Γ(Ef ), verifying (2.13). Moreover, if X ∈ Γ(Ef ) is
a solution of the equation (2.13), then every arbitrary solution is of the form X ′ = X + Y ,
2.3. THE TULCZYJEW’S TRIPLE 71
where Y ∈ Γ(Ef ) and Y (x) ∈ ker Ω(x), for all x ∈ Mf . In addition, if we denote by Ωf and
αf the restriction of Ω and α, respectively, to the Lie algebroid Ef −→Mf , we have that Ωf
is a presymplectic 2-section and then any X ∈ Γ(Ef ) verifying Equation (2.13) also satisfies
iXΩf = αf (2.16)
but, in principle, there are solutions of (2.16) which are not solutions of (2.13) since ker Ω ∩
Ef ⊂ ker Ωf .
Remark 2.2.1. Note that one can generalize the previous procedure to the general setting
of implicit differential equations on a Lie algebroid. More precisely, let τE : E →M be a Lie
algebroid and S ⊂ E be a submanifold of E (not necessarily a vector subbundle). Then, the
corresponding sequence of submanifolds of E is
S0 = S
S1 = S0 ∩ ρ−1
(
TτE(S0)
)
...
Sk+1 = Sk ∩ ρ−1
(
TτE(Sk)
)
...
In our case, Sk = ρ
−1(TMk) (equivalently, Mk = τE(Sk)). 
2.3 The Tulczyjew’s triple
In this section we summarize a classical result due to W.M. Tulczyjew showing a natural
identification of T ∗TQ and TT ∗Q as symplectic manifolds where Q is any smooth manifold.
This construction plays a key role in Lagrangian and Hamiltonian mechanics.
In [169, 170], Tulczyjew established two identifications, the first one between TT ∗Q and
T ∗TQ (useful to describe Lagrangian mechanics) and the second one between TT ∗Q and
T ∗T ∗Q (useful to describe Hamiltonian mechanics). The Tulczyjew map αQ is an isomor-
phism between TT ∗Q and T ∗TQ. Beside, it is also a symplectomorphism between these dou-
ble vector bundles (see [71, 153] for further details) as symplectic manifolds, i.e. (TT ∗Q , ωcQ),
where ωcQ is the complete lift of ωQ, and (T
∗TQ, ωTQ) where ωTQ is the symplectic structure
on T ∗TQ.
Before giving the full picture, we begin with two basic definitions. The canonical invo-
lution (see [71] for further details) of TTQ is the smooth map κQ : TTQ → TTQ given
by
κQ
(
d
ds
(
d
dt
χ(s, t)
∣∣∣∣
t=0
) ∣∣∣∣
s=0
)
:=
d
ds
(
d
dt
χ˜(s, t)
∣∣∣∣
t=0
) ∣∣∣∣
s=0
,
where χ : R2 → Q and χ˜(s, t) := χ(t, s). If (qi) are local coordinates for Q, (qi, vi) are
the induced coordinates for TQ and (qi, vi, q˙i, v˙i) are the corresponding local coordinates on
TTQ, then the canonical involution can be locally defined by κQ(q
i, vi, q˙i, v˙i) = (qi, q˙i, vi, v˙i).
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The relation among the canonical involution and tangent bundles is expressed in the following
diagram
TTQ
τTTQ

κQ
// TTQ
TτTQ

TQ
Id
// TQ,
The tangent pairing between TT ∗Q and TTQ is the fibred map 〈·, ·〉T : TT ∗Q×QTTQ→
R given by 〈
d
dt
γ(t)
∣∣∣∣
t=0
,
d
dt
δ(t)
∣∣∣∣
t=0
〉T
:=
d
dt
〈γ(t), δ(t)〉T
∣∣∣∣
t=0
,
where γ : R→ T ∗Q and δ : R→ TQ are such that piT ∗Q ◦ γ ≡ τTQ ◦ δ.
Definition 2.3.1. The Tulczyjew’s diffeomorphism αQ is the map αQ : TT
∗Q → T ∗TQ
given by
〈αQ(V ),W 〉 := 〈V, κQ(W )〉T , V ∈ TT ∗Q, W ∈ TTQ.
Locally
αQ(q
i, pi, q˙
i, p˙i) = (q
i, q˙i, p˙i, pi).
This map is a symplectomorphism when we consider on TT ∗Q the symplectic structure given
by the complete lift ωcQ of the canonical symplectic form ωQ on T
∗Q.
In the following diagram we show the relationship among the double vector bundles and
the αQ−Tulczyjew’s isomorphism:
TT ∗Q
αQ //
τTT∗Q

TpiT∗Q

T ∗TQ
piT∗TQ

T ∗τTQ

T ∗Q
piT∗Q
%%
TQ
τTQ

T ∗Q
piT∗Q
yy
Q
The definition of T ∗τTQ is given in the following remark.
Remark 2.3.2. Given a tangent bundle τTN : TN → N , for each y ∈ TxN we can define
VyτTN = ker {TyτTN : TyTN → TxN} , τTN (y) = x.
Summing over all y we obtain a vector bundle VτTN of rank n over TN . Any element u ∈ TxN
determines a vertical vector at any point y in the fibre over x, called its vertical lift to y,
denoted by u∨(y). It is the tangent vector at t = 0 to the curve y + t u. If X is a vector field
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on N , we may define its vertical lift as X∨(y) = (X(τTN (y)))∨. Locally, if X = Xi ∂∂xi in a
neighborhood U with local coordinates xi, then X∨ is locally given by
X∨ = Xi
∂
∂vi
,
with respect to induced coordinates (xi, vi) on TU .
Now, we define T ∗τTQ : T ∗TQ → T ∗Q by 〈T ∗τTQ(αu), w〉 = 〈αu, w∨u 〉; u,w ∈ TqQ,
αu ∈ T ∗uTQ and w∨u ∈ TuTQ. 
Definition 2.3.3. The Tulczyjew’s isomorphism βQ is the map βQ : TT
∗Q→ T ∗T ∗Q defined
by the isomorphism of vector bundles
βQ(V ) := iV ωQ, V ∈ TT ∗Q,
where ωQ is the canonical symplectic form on T
∗Q.
Locally,
βQ(q
i, pi, q˙
i, p˙i) = (q
i, q˙i, p˙i, pi).
This map is an anti-symplectomorphism when on T ∗T ∗Q we consider the canonical symplectic
structure ωT ∗Q.
By means of the Tulczyjew’s isomorphisms αQ and βQ, the double vector bundle TT
∗Q
may be endowed with two (a priori) different symplectic structures. Let ωTQ and ωT ∗Q
be the symplectic structures corresponding to T ∗TQ and T ∗T ∗Q respectively. Therefore,
ωαQ := α
∗
Q ωTQ and ωβQ := β
∗
Q ωT ∗Q define symplectic structures on TT
∗Q which turn out
to be the same, more precisely: ωαQ = −ωβQ . As mentioned before, there exists a third
canonical symplectic structure on TT ∗Q which comes from the complete lift of the canonical
symplectic form ωQ, denoted by ω
c
Q and which coincides with the previous ones, that is
ωcQ = ωαQ . In coordinates:
ΘαQ = α
∗
Q ΘTQ = p˙idq
i + pidq˙
i and ΘβQ = β
∗
Q ΘT ∗Q = −p˙idqi + q˙idpi,
where ΘTQ and ΘT ∗Q are the Liouville 1-forms on TQ and T
∗Q, respectively.
T ∗TQ
piT∗TQ

TT ∗Q
τTT∗Q

TpiT∗Q

αQoo
βQ // T ∗T ∗Q
piT∗T∗Q

TQ
legL //
τTQ

T ∗Q
piT∗Q

Q
74 Implicit description of mechanics
2.3.1 Implicit description of mechanics
In middle seventies, W.M. Tulczyjew [169, 170] introduced the notion of special symplectic
manifold, which is a symplectic manifold symplectomorphic to a cotangent bundle. Using
this notion, Tulczyjew gave a nice interpretation of Lagrangian and Hamiltonian dynamics
as Lagrangian submanifolds of convenient special symplectic manifolds. Thus, in order to
describe this interpretation we are going to use the notion of Lagrangian submanifold intro-
duced in §1.6.1 and that of Tulczyjew’s isomorphisms introduced in the previous subsection
§2.3.
Theorem 2.3.4. Given a Hamiltonian function H : T ∗Q → R, consider the associated
Hamiltonian vector field XH ∈ X(T ∗Q). The following assertions hold:
1. The image of XH is a Lagrangian submanifold SXH of (TT
∗Q,ωβQ).
2. The image of dH is a Lagrangian submanifold SH of (T
∗T ∗Q,ωT ∗Q).
3. The isomorphism βQ maps one into each other, i.e. βQ(SXH ) = SH .
Lemma 2.3.5. Given a Lagrangian function L : TQ→ R, then SL = ImdL is a Lagrangian
submanifold of (T ∗TQ, ωTQ).
Proposition 2.3.6. Given a hyper-regular Lagrangian function L : TQ → R, consider the
associated Hamiltonian H = EL ◦ leg−1L . Then α−1Q (SL) = SXH = β−1Q (SH).
The results 2.3.4, 2.3.5, 2.3.6 are summarized in the following diagram
NL
##
SXH
{{
SL ↪→ T ∗TQ
piT∗TQ

TT ∗Q
τTT∗Q

TpiT∗Q

αQoo
βQ // T ∗T ∗Q←↩ SH
piT∗T∗Q
~~
TQ
legL //
τTQ

dL
PP
T ∗Q
piT∗Q

dH
MM
Q
In proposition 2.3.6 we derive a Lagrangian submanifold of TT ∗Q with a Lagrangian as
starting point. To extract the integrable part of the corresponding equations of motion that
this submanifold implies, it is just necessary to use the constraint integrability algorithm
developed in [122].
Observe that the three spaces T (T ∗Q), T ∗(T ∗Q) and T ∗(TQ) involved in the Tulczy-
jew triple are symplectic manifolds; the two maps αQ and βQ involved in the construction
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are a symplectomorphism and an anti-symplectomorphism, respectively; and the dynamical
equations (Euler-Lagrange and Hamilton equations) are the local equations defining the La-
grangian submanifolds NL = α
−1
Q (SL) and SXH . Moreover, the Lagrangian and Hamiltonian
functions are not involved in the definition of the triple. In this sense, the triple is canoni-
cal. Finally, we would like to point out that the construction can be applied to an arbitrary
Lagrangian function, not necessarily a regular Lagrangian.
2.4 Dynamics generated by Lagrangian submanifolds
In this section we will give an alternative definition of the Tulczyjew’s diffeomorphism αQ
defining it as the composition of two anti-symplectomorphism.
It is well known (see [77]) that the cotangent bundles T ∗TQ and T ∗T ∗Q are examples of
double vector bundles
T ∗T ∗Q
T ∗piT∗Q //
piT∗T∗Q

TQ
τTQ

T ∗Q
piT∗Q // Q
T ∗TQ
T ∗τTQ //
piT∗TQ

T ∗Q
piT∗Q

TQ
τTQ // Q
The concept of a double vector bundle is due to J. Pradines [152, 153], see also [101, 118].
In particular, all the arrows correspond to vector bundle structures and all pairs of vertical
and horizontal arrows are vector bundle morphisms. The above double vector bundles are
canonically isomorphic with the vector bundle isomorphism
R : T ∗TQ→ T ∗T ∗Q (2.17)
over the identity of T ∗Q being an anti-symplectomorphism and also an isomorphism of double
vector bundles (see [77, 101]). It is completely determined by the condition
〈R(αu),WT ∗τTQ(αu)〉 = −〈αu, W˜u〉+ 〈WT ∗τTQ(αu), W˜u〉T
for all αu ∈ T ∗uTQ, W˜u ∈ TuTQ and WT ∗τTQ(αu) ∈ TT ∗Q satisfying
TτTQ(W˜u) = TpiT ∗Q(WT ∗τTQ(αu)).
Locally, if we denote (qi, q˙i, pi, p˜i) local coordinates on T
∗(TQ) the anti-
symplectomorphism R is given by
R(qi, q˙i, pi, p˜i) = (q
i, p˜i,−pi, q˙i).
The following diagram summarizes the situation
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T ∗TQ R //
piT∗TQ
##
T ∗τTQ

T ∗T ∗Q
T ∗piT∗Q
$$
piT∗T∗Q

TQ
id //
τTQ

TQ
τTQ

T ∗Q id //
piT∗Q
$$
T ∗Q
piT∗Q
$$
Q
id // Q
We define the symplectomorphism R˜ : T ∗TQ→ TT ∗Q given by
R˜ = β−1Q ◦ R,
where βQ is the Tulzcyjew’s symplectomorphism. In local coordinates R˜ is of the form
R˜(qi, q˙i, pi, p˜i) = (q
i, p˜i, q˙
i, pi).
Observe that R˜ = α−1Q . Therefore, an alternative definition of Tulczyjew’s diffeomorphism is
given by αQ = R
−1 ◦ βQ : TT ∗Q→ T ∗TQ. From now on, we will use α−1Q instead of R˜.
Now, let N be the Whitney sum between the tangent bundle and the cotangent bundle
of a manifold Q, that is, N = TQ ⊕ T ∗Q = TQ ×Q T ∗Q. Observe that N is a submanifold
of TQ× T ∗Q. Let f be the pairing between vectors and covectors on Q, f = 〈·, ·〉 : N → R.
Applying the Tulczyjew’s construction (1.6.11) we construct a Lagrangian submanifold Σf,N
of T ∗(TQ× T ∗Q) ' T ∗TQ× T ∗T ∗Q as
Σf,N = {µ ∈ T ∗(TQ× T ∗Q) | i∗Nµ = df} ⊂ T ∗(TQ× T ∗Q),
where iN : N ↪→ TQ× T ∗Q denotes the canonical inclusion.
The relationship among these spaces is summarized in the following diagram:
Σf,N
(piT∗N )|Σf,N

 
iΣf,N // T ∗(TQ× T ∗Q)
piT∗(TQ×T∗Q)

N 
 iN // TQ× T ∗Q
Locally, Σf,N is characterized by
Σf,N = {((qi, q˙i, pi, p˜i), (qi, p˜i,−pi, q˙i)) ∈ T ∗TQ× T ∗T ∗Q}.
Observe that Σf,N is the graph of R which is a Lagrangian submanifold of T
∗TQ×T ∗T ∗Q
where the symplectic form is
ω˜ = pr∗0ωTQ − pr∗1ωT ∗Q.
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Here, ωTQ denotes the canonical symplectic 2-form on T
∗TQ, ωT ∗Q is the canonical symplectic
2-form on T ∗T ∗Q, and pr0, pr1 are the projections of T ∗TQ×T ∗T ∗Q onto the first and second
factors, respectively.
We introduce now the dynamics through a Lagrangian L : TQ → R. This Lagrangian
defines the phase dynamics NL = α
−1
Q (Im dL) ⊂ TT ∗Q which can be understood as an
implicit differential equation on T ∗Q, and solutions of it are curves γ : I ⊂ R → T ∗Q
satisfying γ˜ ∈ NL, where γ˜ is the tangent prolongation of γ, that is, γ˜ : I ⊂ R→ TT ∗Q given
by γ˜(t) = (γ(t), γ˙(t)). Since,
NL =
{
γ˜ = (qi, pi, q˙
i, p˙i) ∈ TT ∗Q
∣∣∣pi = ∂L
∂q˙i
, p˙i =
∂L
∂qi
}
then γ(t) verifies the Euler-Lagrange equations
d
dt
(
∂L
∂q˙i
)
=
∂L
∂qi
.
Remark 2.4.1. Observe that alternatively we can introduce the dynamics in the following
way: Let us consider the Legendre transformation legL : TQ→ T ∗Q. Given a curve σ : I ⊂
R→ Q on the base manifold Q, the dynamics can be expressed as
d
dt
(legL(σ(t), σ˙(t))) = α
−1
Q (dL(σ(t), σ˙(t))). (2.18)
That is, a curve σ : I ⊂ R→ Q is a solution of the Euler-Lagrange equations if, and only if,
it satisfies the equation (2.18)

2.5 Higher-order mechanical systems
The aim of this section is to build up the Lagrangian and Hamiltonian formalism for sys-
tems involving higher-order derivatives using a generalization of Tulczyjew’s construction for
higher-order tangent bundles.
A Lagrangian of order k is a real smooth function L : T (k)Q→ R. That is, a real function
which depends on higher-order derivatives, where k denotes the order of the derivative. We
want to generalize to this case, the description of first-order Lagrangian dynamics given in
Section 2.3, following the results given in [109].
2.5.1 Higher-order mechanical systems: variational description
Given two points x, y ∈ T (k−1)Q we define the infinite-dimensional manifold C2k(x, y) of
2k-differentiable curves which connect x and y as
C2k(x, y) = {c : [0, T ] −→ Q ∣∣ c is C2k, c(k−1)(0) = x and c(k−1)(T ) = y} .
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Fixed a curve c in C2k(x, y), the tangent space to C2k(x, y) at c is given by
TcC
2k(x, y) =
{
X : [0, T ] −→ TQ ∣∣ X is C2k−1, X(t) ∈ Tc(t)Q,
X(k−1)(0) = 0 and X(k−1)(T ) = 0} .
Let us consider the action functional J on C2k-curves in Q given by
J : C2k(x, y) −→ R
c 7−→ ∫ T0 L(c(k)(t)) dt .
Definition 2.5.1. (Hamilton’s principle) A curve c ∈ C2k(x, y) is a solution of the La-
grangian system determined by L : T (k)Q −→ R if and only if c is a critical point of J.
Let us introduce a theorem (see [112]) which describes the higher-order Euler-Lagrange
equations and some geometrical structures in higher-order mechanics
Theorem 2.5.2. Let L : T (k)Q→ R be a higher-order Lagrangian and
J(c) =
∫ 1
0
L(c(k)(t))dt
the action of L defined over C2k. Then, there exists an unique operator
EL : T (2k)Q −→ T ∗Q
and an unique 1−form ΘL on T (2k−1)Q such that for all variations of the form δcs ∈
TcC
2k(x, y) with fixed endpoints we have that
d
ds
J(cs(t))
∣∣∣
s=0
=
∫ 1
0
EL(c(2k)(t)) · δc(t) dt+
(
ΘL(c
(2k−1)(t)) · δ(2k−1)c(t)
) ∣∣∣1
0
.
In local coordinates EL and ΘL have the form
EL =
k∑
l=0
(−1)l d
l
dtl
(
∂L
∂q(l)i
)
,
ΘL =
k−1∑
l=0
pˆ(l)i dq
(l)i,
where the functions pˆ(l)i, 0 ≤ l ≤ k − 1, are the generalized Jacobi-Ostrogradski momenta
defined by
pˆ(l)i =
k−l−1∑
s=0
(−1)l d
s
dts
(
∂L
∂q(l+s+1)i
)
.
The equations of motion are called higher-order Euler-Lagrange, and are written as
k∑
l=0
(−1)l d
l
dtl
(
∂L
∂q(l)i
)
= 0. (2.19)
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Here cs ∈ C2k(x, y) is a family of curves with c0 = c and s ∈ (−b, b) ⊂ R, δci = ddsc
(i)
s
∣∣∣
s=0
and δlci = d
l
dtl
δci.
Therefore, from Theorem (2.5.2) it is possible to define the 2-form ΩL = −dΘL. In local
coordinates, we have that
ΩL =
k−1∑
l=0
dq(l)i ∧ dpˆ(l)i.
and it is easy to see [112] that ΩL is symplectic if and only if,
det
(
∂2L
∂q(l)i∂q(l)j
)
6= 0.
The higher-order Lagrangian is said to be regular if ΩL is symplectic.
In the following we assume that the Lagrangian L is regular. Take now the restriction JL
of the action functional J to the subspace CL of solutions of Euler-Lagrange equations. This
space can be identified with the space of initial conditions T (2k−1)Q of the Euler-Lagrange
equations. Therefore is easy to show that
dJL = F
∗
t ΘL −ΘL
where Ft is the flow of the Euler-Lagrange vector fieldXL, defined on T
(2k−1)Q by EL◦XL = 0.
Since d2 = 0 we deduce that the flow is symplectic.
Moreover, if G is a Lie group of symmetries preserving the action functional and g its Lie
algebra then
0 = i
ξ
(2k−1)
Q
dJL = iξ(2k−1)Q
(F ∗t ΘL −ΘL) = F ∗t (iξ(2k−1)Q ΘL)− iξ(2k−1)Q ΘL,
where ξQ is the infinitesimal generator associated with ξ ∈ g. Therefore, Jξ = iξ(2k−1)Q ΘL is a
first integral of the flow.
Finally, let us recall that the Legendre transformation is locally defined to be the map
LegL : T
(2k−1)Q→ T ∗(T (k−1)Q) locally given by
LegL(q
(0)i, q(1)i, . . . , q(2k−1)i) = (q(0)i, q(1)i, . . . , q(k−1)i, pˆ(0)i, . . . , pˆ(k−1)i). (2.20)
If L is regular then LegL is a local diffeomorphism, and conversely. Observe that, when k = 1,
LegL = legL.
2.5.2 Geometrical description of higher-order mechanics
In this subsection we study a natural application of the Tulczyjew triple to obtain the higher-
order Euler-Lagrange equations following some results of M. de Leo´n and E. Lacomba [109].
Consider the canonical immersion jk : T
(k)Q → TT (k−1)Q defined in (1.5). Then, if
x ∈ T (k)Q, then j∗k : T ∗jk(x)(TT (k−1)Q)→ T ∗x (T (k)Q) is given by
j∗kµ = µ ◦ Tjk, ∀µ ∈ T ∗jk(x)TT (k−1)Q.
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By Tulczyjew’s Theorem (1.6.11) we can construct a Lagrangian submanifold of
T ∗(TT (k−1)Q) induced by a higher-order Lagrangian L : T (k)Q→ R,
ΣL = {µ ∈ T ∗(TT (k−1)Q)
∣∣∣j∗kµ = dL} ⊂ T ∗(TT (k−1)Q) (2.21)
fibering onto jk(T
(k)Q).
Now, we will use the construction given in Section 2.3 for first order systems to the
particular case when our tangent vector bundle is TT (k−1)Q.
Definition 2.5.3. The Tulczyjew’s isomorphism βTk−1Q is the map βTk−1Q : TT
∗T (k−1)Q→
T ∗T ∗T (k−1)Q defined by
βTk−1Q(V ) := iV ωTk−1Q,
with V ∈ TT ∗T (k−1)Q and where ωTk−1Q is the canonical symplectic form of T ∗T (k−1)Q.
As we have said, this map is an anti-symplectomorphism when we consider T ∗T ∗T (k−1)Q
with the canonical symplectic structure ωc
T (k−1)Q = dTωT (k−1)Q.
Definition 2.5.4. The higher-order Tulczyjew’s diffeomorphism ATk−1Q is the map ATk−1Q :
T (T ∗T (k−1)Q)→ T ∗(TT k−1Q) given by
〈ATk−1Q(V ),W 〉 := 〈V, κT (k−1)Q(W )〉T , V ∈ T (T ∗T (k−1)Q), W ∈ T (k)(TQ).
Locally, if we denote by
(qk−1,pk−1, q˙k−1, p˙k−1) = (q(0), . . . , q(k−1), p0, . . . , pk−1, q˙(0), . . . , q˙(k−1), p˙0, . . . , p˙k−1)
the local coordinates on TT ∗(T (k−1))Q, we have that
ATk−1Q(q
k−1,pk−1, q˙k−1, p˙k−1) = (qk−1, q˙k−1, p˙k−1,pk−1)
βTk−1Q(q
k−1,pk−1, q˙k−1, p˙k−1) = (qk−1,pk−1,−p˙k−1, q˙k−1).
This map is a symplectomorphism when we consider on TT ∗T (k−1)Q the symplectic struc-
ture given by the complete lift ωc
T (k−1)Q of the canonical symplectic structure ωT (k−1)Q on
T ∗TT (k−1)Q.
In the following diagram we show the different relationships among the double vector
bundles and the ATk−1Q−Tulczyjew’s isomorphism:
T (T ∗T (k−1)Q)
A
Tk−1Q //
τ
TT∗Tk−1Q
||
Tpi
T∗Tk−1Q
""
T ∗(TT (k−1)Q)
pi
T∗TTk−1Q
||
T ∗τ
TTk−1Q
""
T ∗T (k−1)Q
pi
T∗Tk−1Q
))
TT (k−1)Q
τ
TTk−1Q

T ∗T (k−1)Q
pi
T∗Tk−1Q
uu
T (k−1)Q
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The Lagrangian submanifold ΣL is locally parametrized by the 2k points
(q(0), . . . , q(k), p˜(0), . . . , p˜(k−2)) and is immersed in T ∗TT (k−1)Q as{(
q(0), . . . , q(k−1); q(1), . . . , q(k);
∂L
∂q(0)
,
∂L
∂q(1)
− p˜(0), . . . , ∂L
∂q(k−1)
− p˜(k−2); p˜(0), . . . , p˜(k−2), ∂L
∂q(k)
)}
Therefore, taking this into account, the Lagrangian dynamics is given by the Lagrangian
submanifold NL = A
−1
Tk−1Q(ΣL) of TT
∗T (k−1)Q. Locally, NL is given by the elements in
TT ∗T (k−1)Q which have the form(
q(0), . . . , q(k−1); p˜(0), . . . , p˜(k−2),
∂L
∂q(k)
; q(1), . . . , q(k);
∂L
∂q(0)
,
∂L
∂q(1)
− p˜(0), . . . , ∂L
∂q(k−1)
− p˜(k−2)
)
.
NL determines the following set of differential equations:
d
dt
p˜(0) =
∂L
∂q(0)
, (2.22)
d
dt
p˜(i) + p˜(i−1) =
∂L
∂q(i)
, (2.23)
∂L
∂q(k−1)
− p˜(k−2) = d
dt
(
∂L
∂q(k)
)
, (2.24)
where 1 ≤ i ≤ k − 2.
Differentiating respect to the time equation (2.24), and replacing into equation (2.23) for
j = k − 1 we obtain that
d2
dt2
(
∂L
∂q(k)
)
=
d
dt
(
∂L
∂q(k−1)
)
− ∂L
∂q(k−2)
− p˜k−3.
Differentiating with respect to the time the last equality and replacing into (2.23) when
i = k − 3 we have
d3
dt3
(
∂L
∂q(k)
)
=
d2
dt2
(
∂L
∂q(k−1)
)
− d
dt
(
∂L
∂q(k−2)
)
+
∂L
∂q(k−3)
− p˜k−4.
Proceeding as before, differentiating k − 4 with respect to time and replacing into equation
(2.23), we obtain
dk
dtk
(
∂L
∂q(k)
)
=
dk−1
dtk−1
(
∂L
∂q(k−1)
)
− d
k−2
dtk−2
(
∂L
∂q(k−2)
)
+ . . .− d
dt
(
∂L
∂q(1)
)
+
d
dt
p˜0.
Finally using (2.22) we obtain the equation
k∑
j=0
(−1)j d
j
dtj
(
∂L
∂q(j)
)
= 0,
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which is exactly the higher-order Euler-Lagrange equation (2.19) for L (see [109]).
Solutions of this system are curves in the Lagrangian submanifold ΣL, µ : I ⊂ R → ΣL
satisfying
piT ∗TTk−1Q |ΣL (µ(t)) = γ(k)(t),
where γ(k)(t) is the k-lift of a curve γ : I → Q and piT ∗TTk−1Q |ΣL : ΣL → TT (k−1)Q is the
canonical projection from ΣL to TT
(k−1)Q.
Definition 2.5.5. We define the higher-order Legendre transformation FL : ΣL →
T ∗T (k−1)Q as the mapping FL = τTT ∗Tk−1Q ◦ (ATk−1Q)−1 |ΣL.
Locally, this map is given by
FL(q(0), . . . , q(k), p˜(0), . . . , p˜(k−2)) =
(
q(0), . . . , q(k−1), p˜(0), . . . , p˜(k−2),
∂L
∂q(k)
)
.
A higher-order Lagrangian system is regular if, and only if, FL is a local diffeomorphism.
Observe that a higher-order Lagrangian system is regular if and only if
(
∂2L
∂q(k)i∂q(k)j
)
is a
nondegenerate matrix. In such a case, since p˜(k−1) = ∂L
∂q(k)
(q(0), . . . , q(k)), applying the implicit
function theorem, we can define q(k) as a function f depending of q(0), . . . , q(k−1), p˜(k−1); that
is,
q(k) = f(q(0), . . . , q(k−1), p˜(k−1)). (2.25)
Using the Legendre transformation we can state in an alternatively way the solutions of
the higher-order Lagrangian system as the curves on ΣL, µ : I ⊂ R→ ΣL satisfying
A−1
Tk−1Q(µ(t)) =
d
dt
FL(µ(t)),
where µ satisfies piT ∗TTk−1Q |ΣL (µ(t)) = γ(k)(t), where γ(k)(t) is the k-lift of a curve γ : I →
Q.
Finally, we would like to point out that when the higher-order Lagrangian system is
regular we can establish the Hamiltonian formalism defining a Hamiltonian function H :
T ∗T (k−1)Q→ R as
H(q(0), . . . , q(k−1), p˜(0), . . . , p˜(k−1)) =
k−1∑
i=0
p˜(i)q(i) − L(q(0), . . . , q(k))
where q(k) is given implicitly by (2.25).
The corresponding Hamiltonian vector field XH is determined by iXHωTk−1Q = dH. In
this particular case we have that
Im(XH) = XH(T
∗T (k−1)Q) = β−1
Tk−1Q(dH(T
∗T (k−1)Q)) = A−1
Tk−1Q(ΣL).
In the singular case, the submanifold Im (dH) is not transversal with respect to
piT ∗T ∗T (k−1)Q, then is necessary to apply the integrability algorithm to find, if it exists, a
subset where there are consistent solutions of the dynamics (see [72] and [73], for example).
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Finally, to end this chapter we will give an alternative characterization of the dynamics in
the Lagrangian submanifols ΣL in terms of the solution of the higher-order Euler-Lagrange
equations.
Theorem 2.5.6. The curve q(t) ∈ Q is a solution of the higher-order Euler-Lagrange equa-
tions for L : T (k)Q→ R if and only if
AT (k−1)Q
(
d
dt
(LegL(q(t), q˙(t), q¨(t), . . . , q
(2k−1)))
)
∈ ΣL
where LegL : T
(2k−1)Q→ T ∗(T (k−1)Q) was defined in (2.20).
Proof. Given the curve q(t) ∈ Q we consider its tangent lift to T (2k−1)Q,
that is σ(t) = (q(t), q˙(t), q¨(t), . . . , q(2k−1)(t)) Therefore LegL(σ(t)) =
(q(0)(t), . . . , q(k−1)(t), pˆ0(t), . . . , pˆk−1(t)) where pˆr with 0 ≤ r ≤ k − 1 denotes the
Jacobi-Osrtogradski momenta defined in (2.5.2).
Now, using the definition of ATk−1Q we have that
ATk−1Q
(
d
dt
(LegL(σ(t)))
)
=
(
q(0)(t), . . . , q(k−1)(t); q(1)(t), . . . , q(k)(t),
d
dt
pˆ0,
d
dt
pˆ1, . . . ,
d
dt
pˆk−1, pˆ
(0)(t), . . . , pˆ(k−1)(t)
)
Observe that the condition ATk−1Q
(
d
dt(LegL(σ(t)))
) ∈ ΣL implies the equations
d
dt
pˆ(0) =
∂L
∂q(0)
, (2.26)
d
dt
pˆ(j) + pˆ(j−1) =
∂L
∂q(i)
where 1 ≤ j ≤ k − 2, (2.27)
pˆ(k−1) =
∂L
∂q(k)
, (2.28)
which implies the higher-order Euler-Lagrange equations
k∑
j=0
(−1)j d
j
dtj
(
∂L
∂q(j)
)
= 0.
Remark 2.5.7. We could also develop the case of higher-order Lagrangian systems with
higher-order constrains using a similar formalism.
In this case, consider a submanifold M ⊂ T (k)Q and a Lagrangian function L : M → R.
Observe that M ↪→ T (k)Q ↪→ TT (k−1)Q. Denote by iM : M ↪→ TT (k−1)Q the composition of
both inclusions. Now construct
ΣL =
{
µ ∈ T ∗TT (k−1)Q | i∗Mµ = dL
}
and proceed as before. 
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Chapter 3
Skinner and Rusk formalism for
higher-order mechanical systems
In the present chapter we consider the Skinner and Rusk formalism for mechanical systems
[167] [168]. R. Skinner and R. Rusk considered a geometric framework where the velocities
and the momenta are independent coordinates. To do this, they considered the dynamics on
the Whitney sum of TQ (velocity phase space) and T ∗Q (the phase space).
Given a Lagrangian function L : TQ → R one considers the bundle TQ ⊕ T ∗Q with
canonical projections pr1 : TQ ⊕ T ∗Q → TQ and pr2 : TQ ⊕ T ∗Q → T ∗Q onto the first
and second factors. We then define a function H : TQ ⊕ T ∗Q −→ R by H(Xp, αp) =
αp(Xp)−L(Xp). In bundle coordinates (qi, vi, pi), H is given by H(qi, vi, pi) = vipi−L(qi, vi),
and it is sometimes refereed as the Pontryagin Hamiltonian or generalized energy (see [180]
for example). We can also define a 2-form Ω on TQ ⊕ T ∗Q by Ω = pr∗2(ωQ), where ωQ
denotes the canonical symplectic 2-form on T ∗Q. Then, one discuss the presymplectic system
(TQ⊕T ∗Q,Ω, dH) and obtain the corresponding sequence of constraint submanifolds, which,
of course, have a close relation with those obtained by Gotay and Nester (and extended in
the framework of Lie algebroids by Iglesias, Marrero, Mart´ın de Diego and Sosa) on the
Lagrangian and Hamiltonian side. It should be noticed that this algorithm includes the
SODE condition just from the very beginning.
In this chapter we will consider higher-order mechanics from the point of view of the
Skinner and Rusk formalism to obtain higher-order Euler-Lagrange equations, higher-order
Euler-Poincare´ equations and higher-order Lagrange-Poincare´ equations. Also, we will study
the case of systems with higher-order constraints. The extension of this theory to the natural
setting of Lie algebroids will be also developed.
One of the main objectives in the chapter is to characterize geometrically the equations
of motion of an optimal control problem for an underactuated mechanical system. In this
last system, the trajectories are “parameterized” by the admissible controls and the neces-
sary conditions for extremals in the optimal control problem are expressed using a “pseudo-
Hamiltonian formulation” based on the Pontryagin maximun principle or an appropriate
variational setting using some smoothness conditions [3]. Many of the concrete examples
under study have additional geometric properties, as for instance, the configuration space is
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not only a differentiable manifold but it also has a compatible structure of group, that is, the
configuration space is a Lie group. In this chapter, we will take advantage of this property to
give an intrinsic expression of the equations of motion for higher-order mechanical systems
and for optimal control problems with symmetries.
3.1 Skinner and Rusk Formalism: An unifying framework
In this section we describe the unifying formalism of the Lagrangian-Hamiltonian mechanics
introduced by R. Skinner and R. Rusk in [167] and [168]. We consider a dynamical system
of n degrees of freedom modeled by a configuration space Q of dimension n. The behavior of
this system is described by the Lagrangian L ∈ C∞(TQ) which contains the information of
the dynamics associated with the system.
Consider the following phase space,
TQ×Q T ∗Q ' TQ⊕ T ∗Q,
that is, the Whitney sum of the velocity phase space and phase space, also called Pontryagin
bundle. This space is endowed with two canonical projections, pr1 : TQ×Q T ∗Q→ TQ and
pr2 : TQ×Q T ∗Q → T ∗Q. We denote by W this Whitney sum, W = TQ⊕ T ∗Q. Using the
canonical projections of the tangent bundle and cotangent bundle over the manifold Q we
can construct the following diagram which illustrates the situation,
W = TQ×Q T ∗Q
pr1
uu
pr2
))
TQ
τQ
))
T ∗Q
piQ
uuQ
Figure 3.1: Skinner and Rusk formalism
If (U,ϕ) is a local chart of Q, and ϕ = (qi), i = 1, . . . , n; we can induce natural coordinates
on TQ and T ∗Q in τ−1Q (U) and pi
−1
Q (U) respectively. These coordinates are denoted by (q
i, vi)
and (qi, pi) respectively. Therefore, (q
i, vi, pi) are natural coordinates in W. Observe that
dim(W ) = 3n.
Let λ be the Liouville one-form of the cotangent bundle and ωQ = −dλ the canonical
symplectic 2-form on T ∗Q. We define the 2-form Ω on W as
Ω = pr∗2(ωQ).
Observe that Ω is a closed 2-form, but nevertheless, this form is always degenerate and
therefore is a presymplectic form. Using the expression in local coordinates (qi, vi, pi) in W ,
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ωQ = dq
i ∧ dpi and taking account that pr2(qi, vi, pi) = (qi, pi) we have that Ω = dqi ∧ dpi.
From this local expression, is clear that
{
∂
∂vi
}
is a local basis of ker Ω, that is,
ker Ω = span
〈 ∂
∂vi
〉
and therefore the 2-form Ω is degenerate.
Then, we have a presymplectic manifold (W,Ω) and our objective is to obtain a presym-
plectic Hamiltonian system in order to deduce the equations of motion following the procedure
given in [10], [41] and [154]. Nevertheless, in this formalism, we suppose that the information
of the dynamics is specified by a Lagrangian L ∈ C∞(TQ).
To define a Hamiltonian function, first consider the function C ∈ C∞(W ), defined canon-
ically in the following way: if p ∈ Q, vp ∈ TpQ is a tangent vector to Q at p and αp ∈ T ∗pQ is
a covector on p, we define C as
C : TQ×Q T ∗Q→ R
(vp, αp) 7→ 〈αp, vp〉.
In local coordinates, C(qi, vi, pi) = v
ipi.
Then, we define the Hamiltonian H ∈ C∞(W ) by
H(qi, pi, v
i) = C − pr∗1(L) = pivi − L(qi, vi)
and therefore we have a presymplectic Hamiltonian system (W,Ω, H). The presymplectic
algorithm given in Section (2.2) can be applied and the equations of motion are given by the
solutions of the following equation
iXΩ = dH.
3.2 Skinner-Rusk formalism for higher order mechanical sys-
tems
In this section we will consider higher-order mechanics from the point of view of the Skinner
and Rusk formalism and we will analyze the case when this system is also subject to higher-
order constraints (see [56] for the first order case).
Let us consider the higher-order Pontryagin bundle W0, that is, the Whitney sum
W0 := T
(k)Q×T (k−1)Q T ∗(T (k−1)Q)
with the canonical projections
pr1 : W0 −→ T (k)Q,
pr2 : W0 −→ T ∗(T (k−1)Q).
We construct on W0 the presymplectic 2-form
ΩW0 = pr
∗
2(ωT (k−1)Q),
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where ωT (k−1)Q is the canonical symplectic form on T
∗(T (k−1)Q). Also we define the function
HW0 : W0 → R given by
HW0(p, α) = 〈α, jk(p)〉 − L(p)
where (p, α) ∈ W0. Here 〈·, ·〉 denotes the natural pairing between vectors and covectors on
T (k−1)Q (observe that jk(p) ∈ TT (k−1)Q was defined in (1.5)).
We will see that the dynamics of the higher-order problem is intrinsically characterized
as the solutions of the presymplectic hamiltonian equations
iXΩW0 = dHW0 . (3.1)
Observe that locally
ker ΩW0 = span
〈
Vi =
∂
∂q(k)i
〉
.
Taking local coordinates (q(0)i, q(1)i, . . . , q(k−1)i; p(0)i , . . . , p
(k−1)
i , q
(k)i) onW0, then the local
expressions of the presymplectic 2-form ΩW0 and the hamiltonian HW0 are
ΩW0 =
k−1∑
r=0
dq(r)i ∧ dp(r)i ,
HW0 =
k−1∑
r=0
q(r+1)ip
(r)
i − L(q(0)i, q(1)i, . . . , q(k)i).
Consider a vector field X on W0 with local expression
X =
k∑
r=0
X(r)i
∂
∂q(r)i
+
k−1∑
r=0
Y
(r)
i
∂
∂p
(r)
i
,
and we analyze the equations ΩW0(X, ·) = dHW0(·) : Given V ∈W0,
V =
k∑
r=0
v(r)i
∂
∂q(r)i
+
k−1∑
r=0
v˜
(r)
i
∂
∂p
(r)
i
,
we have that
ΩW0(X,V ) =
k−1∑
r=0
dq(r)i ∧ dp(r)i (X,V )
=
k−1∑
r=0
[
dq(r)i(X)dp
(r)
i (V )− dq(r)i(V )dp(r)i (X)
]
=
k−1∑
r=0
[
X(r)iv˜
(r)
i − v(r)iY (r)i
]
.
Therefore, since
dHW0(V ) =
k∑
r=0
∂HW0
∂q(r)i
v(r)i +
k−1∑
r=0
∂HW0
∂p
(r)
i
v˜
(r)
i
Skinner-Rusk for higher order mechanical systems 89
from equation (3.1) we obtain that
k−1∑
r=0
[
X(r)iv˜
(r)
i − v(r)iY (r)i
]
=
k∑
r=0
∂HW0
∂q(r)i
v(r)i +
k−1∑
r=0
∂HW0
∂p
(r)
i
v˜
(r)
i . (3.2)
From the other hand, differentiating HW0 we have:
∂HW0
∂q(0)i
= − ∂L
∂q(0)i
∂HW0
∂q(r)i
= p
(r−1)
i −
∂L
∂q(r)i
; r = 1, . . . , k − 1.
As (3.2) holds for every vector field V in W0, we have that
−Y (r)i =
∂HW0
∂q(r)i
, r = 0, . . . , k − 1.
Therefore,
−Y (0)i = −
∂L
∂q(0)i
−Y (r)i = p(r−1)i −
∂L
∂q(r)i
; r = 1, . . . , k − 1
X
(r)
i =
∂HW0
∂p
(r)
i
= q(r+1)i; r = 0, . . . , k − 1
0 =
∂HW0
∂q(k)i
= p
(k−1)
i −
∂L
∂q(k)i
.
The solutions of equation (3.1) are defined on the first constraint submanifold given by
the set of points x ∈ W0 such that dHW0(x)(Z) = 0, for all Z ∈ ker ΩW0(x). Locally these
restrictions are defined from the following relations
ϕ1i = p
(k−1)
i −
∂L
∂q(k)i
= 0, i = 1, . . . , n . (3.3)
The equations ϕ1i = 0 (primary relations) determine the set of points W1 of W0 where (3.1)
has a solution. W1 is the primary constraint submanifold (assuming that it is a submanifold)
for the presymplectic Hamiltonian system (W0,ΩW0 , HW0) (see Section 2.2 and [73]).
Therefore, the equations of motion for an integral curve solution of X are
dq(r)i
dt
= q(r+1)i, r = 0, . . . , k − 1, (3.4)
dp
(0)
i
dt
=
∂L
∂q(0)i
(3.5)
dp
(r)
i
dt
= −p(r−1)i +
∂L
∂q(r)i
, r = 1, . . . , k − 1 (3.6)
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and the constraint equation (3.3).
Differentiating with respect to time the equations ϕ1i , substituting into (3.6) and pro-
ceeding further, we find the equations of motion for the higher-order variational problem,
analyzed in the last chapter, i.e.
k∑
r=0
(−1)r d
r
dtr
(
∂L
∂q(r)i
)
= 0 . (3.7)
The solution of equations (3.1) on W1 may not be tangent to W1. In such a case, we
have to restrict W1 to the submanifold W2 where there exists at least a solution tangent to
W1. Proceeding further, we obtain a sequence of submanifolds (assuming that all the subsets
generated by the algorithm are submanifolds, see Section 2.2)
· · · ↪→Wk ↪→ · · · ↪→W2 ↪→W1 ↪→W0 .
Algebraically, these constraint submanifolds can be described as
Wi =
{
x ∈ T (k)Q×T (k−1)Q T ∗(T (k−1)Q)
∣∣ dHW0(x)(v) = 0 ∀v ∈ (TxWi−1)⊥ } i ≥ 1 ,
(3.8)
where (TxWi−1)⊥ =
{
v ∈ TxW0
∣∣ ΩW0(x)(u, v) = 0 ∀u ∈ TxWi−1 }.
If this constraint algorithm stabilizes, i.e., there exists a positive integer k ∈ N such that
Wk+1 = Wk and dimWk ≥ 1, then we will have at least a well defined solution X on Wf = Wk
such that
(iXΩW0 = dHW0)|Wf .
If the bilinear form defined by
(
∂2L
∂q(k)i∂q(k)j
)
is nondegenerate we have that the final
constraint submanifold is the first one, i.e., Wf = W1. Observe that the dimension of W1 is
even, dim W1 = 2kn. In what follows, we will investigate when this constraint submanifold is
equipped with a symplectic 2-form in order to determine a unique solution X. More precisely,
if we denote by ΩW1 the restriction of the presymplectic 2-form ΩW0 to W1, then we have the
following result:
Theorem 3.2.1. (W1,ΩW1) is a symplectic manifold if and only if the bilinear form defined
by (
∂2L
∂q(k)i∂q(k)j
)
(3.9)
is nondegenerate.
Proof. ΩW1 is symplectic if and only if TxW1 ∩ (TxW1)⊥ = 0 for all x ∈ W1. This condition
is satisfied if and only if the matrix dϕ1(
∂
∂q(k)j
) is regular, that is,
det
(
∂2L
∂q(k)i∂q(k)j
)
6= 0.
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3.2.1 Skinner and Rusk formalism for higher-order constrained mechanical
systems
Now, we will consider higher-order mechanical systems subject to higher-order constraints.
Let us consider a submanifold M of T (k)Q locally determined by the vanishing of the con-
straints functions Φα : T (k)Q→ R, 1 ≤ α ≤ m. We will develop a geometric characterization
of higher-order constrained variational problems using, as an essential tool, the Skinner and
Rusk formulation.
We assume that the restriction of the projection (τ
(k−1,k)
Q )
∣∣∣
M
: M → T (k−1)Q is a sub-
mersion. Locally, this condition means that the m× n-matrix(
∂(Φ1, ...,Φm)
∂(q
(k)
1 , ..., q
(k)
n )
)
has constant rank equal to m at all points of M.
Let us take the submanifold W 0 = pr
−1
1 (M) = M ×T (k−1)Q T ∗(T (k−1)Q) and the restric-
tions to W 0 of the canonical projections pr1 and pr2
pi1 : W 0 →M,
pi2 : W 0 → T ∗(T (k−1)Q) .
We consider on W 0 the presymplectic 2-form
ΩW 0 = pi
∗
2(ωT (k−1)Q)
and the function HW 0 : W 0 → R given by
HW 0(p, α) = 〈α, jk(p)〉 − L(p)
where (p, α) ∈W 0.
We will see that the dynamics of the higher-order constrained variational problem is
intrinsically characterized as the solutions of the presymplectic hamiltonian equations
iXΩW 0 = dHW 0 . (3.10)
Definition 3.2.2. The presymplectic Hamiltonian system (W 0,ΩW 0 , HW 0) will be called a
variationally constrained Hamiltonian system.
To characterize the equations we will adopt an “extrinsic point of view”, that is, we will
work on the full space W0 instead of in the restricted space W 0.
Let us consider Ω = pr2
∗(ωT (k−1)Q) and H : T
(k)Q×T (k−1)Q T ∗(T (k−1)Q)→ R given by
H(µ) = 〈pr2(µ), pr1(µ)〉 − L(pr1(µ)).
Then, it is easy to show that equations (3.10) are equivalent to (see [59]){
iXΩ− dH ∈ (TW 0)0
X ∈ TW 0 , (3.11)
92 Skinner-Rusk for higher order constrained systems
where (TW 0)
0 is the annihilator of TW 0 locally spanned by {dΦα}, where Φα : W 0 → R
denote the constraints Φα = Φα ◦ pr1 (for notational simplicity, we do not distinguish the
notation between constraints on M and constraints on W 0).
The solutions of Equation (3.10) are defined on the first constraint submanifold given by
the set of points x ∈ W 0 such that (dH + λαdΦα)(x)(Z) = 0, for all Z ∈ ker Ω(x). Locally
these restrictions are defined from the following relations
ϕ1i = p
(k−1)
i −
∂L
∂q(k)i
+ λα
∂Φα
∂q(k)i
= 0, i = 1, . . . , n .
The equations ϕ1i = 0 (primary relations) determine the set of points W 1 (primary constraint
submanifold) of W 0 where (3.10) has a solution.
Then, we have two different types of equations which restrict the dynamics on
T (k)Q×T (k−1)Q T ∗(T (k−1)Q),
Φα = 0 α = 1, . . . ,m (constraints determining M), (3.12)
ϕ1i = 0 i = 1, . . . , n (primary relations). (3.13)
Therefore, the equations of motion for an integral curve solution of X are
d
dt
q(r)i = q(r+1)i, r = 0, . . . , k − 1, (3.14)
− d
dt
p
(0)
i = −
∂L
∂q(0)i
+ λα
∂Φα
∂q(0)i
(3.15)
− d
dt
p
(r)
i = p
(r−1)
i −
∂L
∂q(r)i
+ λα
∂Φα
∂q(r)i
, r = 1, . . . , k − 1 (3.16)
and the relations (3.12) and (3.13).
Differentiating with respect to time the equations ϕ1i , substituting into (3.16) and pro-
ceeding further, we find the equations of motion for the higher-order constrained variational
problem
k∑
r=0
(−1)r d
r
dtr
(
∂L
∂q(r)i
− λα ∂Φ
α
∂q(r)i
)
= 0 . (3.17)
The solution of equation (3.10) on W 1 may not be tangent to W 1. In such a case, we
have to restrict W 1 to the submanifold W 2 where there exists at least a solution tangent to
W 1. Proceeding further, we obtain a sequence of submanifolds
· · · ↪→W k ↪→ · · · ↪→W 2 ↪→W 1 ↪→W 0 .
Algebraically, these constraint submanifolds can be described as
W i =
{
x ∈M×T (k−1)Q T ∗
(
T (k−1)Q
) ∣∣ dHW 0(x)(v) = 0 ∀v ∈ (TxW i−1)⊥ } i ≥ 1 ,
(3.18)
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where
(
TxW i−1
)⊥
=
{
v ∈ TxW 0
∣∣ ΩW 0(x)(u, v) = 0 ∀u ∈ TxW i−1 }.
If this constraint algorithm stabilizes, i.e., there exists a positive integer k ∈ N such
that W k+1 = W k and dimW k ≥ 1, then we will have at least a well defined solution X on
W f = W k such that (
iXΩW 0 = dHW 0
)
|W f .
Denote by ΩW 1 , the pullback of the presymplectic 2-form ΩW 0 toW 1. In order to establish
a necessary and sufficient condition for the symplecticity of the 2-form ΩW 1 , we define the
extended Lagrangian
L = L− λαΦα .
Theorem 3.2.3. For any choice of coordinates (q(0)i, q(1)i, . . . , q(k−1)i; p(0)i , . . . , p
(k−1)
i , q
(k)i)
in T (k)Q×T (k−1)Q T ∗(T (k−1)Q), we have that (W 1,ΩW 1) is a symplectic manifold if and only
if
det
(
∂2L
∂q(k)i∂q(k)j
− ∂Φα
∂q(k)i
∂Φβ
∂q(k)j
0
)
= det
(
∂2L
∂q(k)i∂q(k)j
− λα ∂Φα∂q(k)i∂q(k)j − ∂Φ
α
∂q(k)i
∂Φβ
∂q(k)j
0
)
6= 0 (3.19)
The proof of this theorem follows the same lines that the one in Proposition (3.6.2).
Remark 3.2.4. Observe that if the determinant of the matrix in Theorem 3.2.3 is not zero,
then we can apply the implicit function theorem to the constraint equation ϕ1i = 0 and
Φα = 0, and we can express the Lagrange multipliers λα and higher-order velocities q
(k)i in
terms of coordinates (q(0)i, . . . , q(k−1)i, p(0)i , . . . , p
(k−1)
i ), i.e.,
λα = λα(q
(0), q(1), . . . , q(k−1), p(0), . . . , p(k−1)) ,
q(k)i = q(k)i(q(0), q(1), . . . , q(k−1), p(0), . . . , p(k−1)) .
Thus we can consider (q(0)i, q(1)i, . . . , q(k−1)i, p(0)i , . . . , p
(k−1)
i ) as local coordinates in W 1.
In this case,
ΩW 1 =
k−1∑
r=0
dq(r)i ∧ dp(r)i
which is obviously symplectic. 
3.3 Skinner and Rusk formalism for higher-order problems on
Lie groups
Now, we will give an adaptation of the Skinner-Rusk algorithm to the case of higher-order
theories on Lie groups (see [15] and [50] for the standard case). Using the results given in
Section (1.7.1) and Appendix A we have the identifications
T (k)G ≡ G× kg ,
T ∗T (k−1)G ≡ G× (k − 1)g× kg∗ .
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For developing our geometric formalism for higher-order variational problems on Lie
groups we need to equip the previous space with a symplectic structure. Thus, we con-
struct a Liouville 1-form θG×(k−1)g and a canonical symplectic 2-form ωG×(k−1)g after left-
trivialization. Denote by ξ ∈ (k − 1)g and α ∈ kg∗ with components ξ = (ξ(0), . . . , ξ(k−2))
and α = (α0, . . . , αk−1). Then, after a technical computation (see Appendix A) we deduce
that
(θG×(k−1)g)(g,ξ,α)(ξ1,ν1) = 〈α, ξ1〉 ,
(ωG×(k−1)g)(g,ξ,α)
(
(ξ1,ν
1), (ξ2,ν
2)
)
= −〈ν1, ξ2〉+ 〈ν2, ξ1〉+ 〈α0, [ξ(0)1 , ξ(0)2 ]〉
= −
k−1∑
i=0
[
〈ν1(i), ξ(i)2 〉+ 〈ν2(i), ξ(i)1 〉
]
+ 〈α0, [ξ(0)1 , ξ(0)2 ]〉,
where ξa ∈ kg and νa ∈ kg∗, a = 1, 2 with components ξa = (ξ(i)a )0≤i≤k−1 and νa =
(νa(i))0≤i≤k−1 where each component ξ
(i)
a ∈ g and νa(i) ∈ g∗. Observe that α0 comes from the
identification T ∗G = G× g∗ .
Consider the higher-order Pontryagin bundle
W0 = T
(k)G×T (k−1)G T ∗T (k−1)G ≡ G× kg× kg∗ ,
with induced projections
pr1(g, ξ, ξ
(k−1),α) = (g, ξ, ξ(k−1))
pr2(g, ξ, ξ
(k−1),α) = (g, ξ,α)
where, as usual, ξ = (ξ(0), . . . , ξ(k−2)) ∈ (k − 1)g and α = (α0, . . . , αk−1) ∈ kg∗.
The following diagram summarizes the structure of the higher-order Pontryagin bundle:
W0 = G× kg× kg∗
pr1
tt
pr2
++
G× kg
τ
(k−1,k)
G
**
G× (k − 1)g× kg∗
piG×(k−1)gss
G× (k − 1)g
For developing the Skinner and Rusk formalism it is only necessary to construct the
presymplectic 2-form ΩW0 by ΩW0 = pr
∗
2ωG×(k−1)g and the Hamiltonian function H : W0 → R
by
H(g, ξ, ξ(k−1),α) =
k−1∑
i=0
〈αi, ξ(i)〉 − L(g, ξ, ξ(k−1)) . (3.20)
Therefore
(ΩW0)(g,ξ,ξ(k−1),α)
(
(ξ1, ξ
(k)
1 ,ν
1), (ξ2, ξ
(k)
2 ,ν
2)
)
= −〈ν1, ξ2〉+ 〈ν2, ξ1〉
+〈α0, [ξ(0)1 , ξ(0)2 ]〉 = −
k−1∑
i=0
[
〈ν1(i), ξ(i)2 〉 − 〈ν2(i), ξ(i)1 〉
]
+ 〈α0, [ξ(0)1 , ξ(0)2 ]〉 ,
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where ξa ∈ kg, νa ∈ kg∗, and ξ(k)a ∈ g, a = 1, 2. As a consequence of the definition of the
presymplectic 2-form ΩW0 , the variable ξ
(k)
a does not appear on the right-hand side of the
previous expression. Moreover,
dH(g,ξ,ξ(k−1),α)(ξ2, ξ
(k)
2 ,ν
2) = 〈−£∗g
(
δL
δg
(g, ξ, ξ(k−1))
)
, ξ
(0)
2 〉
+
k−2∑
i=0
〈αi − δL
δξ(i)
(g, ξ, ξ(k−1)), ξ(i+1)2 〉
+〈ν2, ξ〉 .
Therefore, the intrinsic equations of motion of a higher-order problem on Lie groups are now
iXΩW0 = dH . (3.21)
If we look for a solution X(g, ξ, ξ(k−1),α) = (ξ1, ξ
(k)
1 ,ν
1) of Equation (3.21) we deduce:
ξ
(i)
1 = ξ
(i), 0 ≤ i ≤ k − 1 ,
ν1(0) = £
∗
g
(
δL
δg
(g, ξ, ξ(k−1))
)
+ ad
ξ
(0)
1
α0 ,
ν1(i+1) =
δL
δξ(i)
(g, ξ, ξ(k−1))− αi, 0 ≤ i ≤ k − 2 ,
and the constraint functions
αk−1 − δL
δξ(k−1)
(g, ξ, ξ(k−1)) = 0 .
Observe that the coefficients ξk1 are still undetermined.
An integral curve of X, that is a curve of the type
t −→ (g(t), ξ(t), . . . , ξ(k−1)(t), α0(t), . . . , αk−1(t)) ,
must satisfy the following system of differential-algebraic equations (DAEs):
g˙ = gξ , (3.22)
dξ(i−1)
dt
= ξ(i), 1 ≤ i ≤ k − 1 , (3.23)
dα0
dt
= £∗g
(
δL
δg
(g, ξ, ξ(k−1))
)
+ ad∗ξα0 , (3.24)
dαi+1
dt
=
δL
δξ(i)
(g, ξ, ξ(k−1))− αi, 0 ≤ i ≤ k − 2 , (3.25)
αk−1 =
δL
δξ(k−1)
(g, ξ, ξ(k−1)) . (3.26)
If k ≥ 2, combining Equation (3.26) with Equation (3.25) for i = k − 2, we obtain
d
dt
δL
δξ(k−1)
=
δL
δξ(k−2)
− αk−2 .
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Proceeding successively, now with i = k − 3 and ending with i = 0 we obtain the following
relation:
α0 =
k−1∑
i=0
(−1)i d
i
dti
δL
δξ(i)
.
This last expression is also valid for k ≥ 1. Substituting in Equation (3.24) we finally deduce
the kth-order trivialized Euler-Lagrange equations:(
d
dt
− ad∗ξ
) k−1∑
i=0
(−1)i d
i
dti
δL
δξ(i)
= £∗g
(
δL
δg
)
. (3.27)
Of course if the Lagrangian L : T (k)G ≡ G× kg −→ R is left-invariant, that is
L(g, ξ, ξ˙, . . . , ξ(k−1)) = L(h, ξ, ξ˙, . . . , ξ(k−1)) ,
for all g, h ∈ G, then defining the reduced Lagrangian ` : kg −→ R by
`(ξ, ξ˙, . . . , ξ(k−1)) = L(e, ξ, ξ˙, . . . , ξ(k−1)) ,
we write Equations (3.27) as(
d
dt
− ad∗ξ
) k−1∑
i=0
(−1)i d
i
dti
δ`
δξ(i)
= 0 , (3.28)
which are the kth-order Euler-Poincare´ equations. These equations are exactly the same that
the ones derived by Gay-Balmaz et al in [68] using variational techniques. Our derivation
allows us to identify automatically the geometric preservation properties of the system, for
instance, preservation of the Hamiltonian or (pre-) symplecticity of the flow.
The constraint algorithm
From the presymplectic character of ΩW0 and the expression of H : W0 → R we have
that (3.21) has not solution on W0 then it is necessary to identify the unique maximal
submanifold Wf along which (3.21) possesses tangent solutions on Wf and therefore, the
existence of solutions is guaranteed. This final constraint submanifold Wf is detected using
the constraint algorithm (2.2.2). This algorithm prescribes that Wf is the limit of a string of
sequentially constructed constraint submanifolds
· · · ↪→Wk ↪→ · · · ↪→W2 ↪→W1 ↪→W0 .
where
Wi =
{
x ∈ G× kg× kg∗ ∣∣ dH(x)(ξ1, ξ(k)1 ,ν1) = 0 ∀(ξ1, ξ(k)1 ,ν1) ∈ (TxWi−1)⊥ } (3.29)
with i ≥ 1 and where
(TxWi−1)⊥ =
{
(ξ1, ξ
(k)
1 ,ν
1) ∈ (k + 1)g× kg∗ ∣∣ ΩW0(x)((ξ1, ξ(k)1 ,ν1), (ξ2, ξ(k)2 ,ν2)) = 0
∀ (ξ2, ξ(k)2 ,ν2) ∈ TxWi−1
}
.
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where we are using the previously defined identifications. If this constraint algorithm stabi-
lizes, i.e., there exists a positive integer k ∈ N such that Wk+1 = Wk and dimWk ≥ 1, then
we will have at least a well defined solution X on Wf = Wk such that
(iXΩW0 = dH)|Wf .
From these definitions, we deduce that the first constraint submanifold W1 is defined by
the vanishing of the constraint functions
ϕ = αk−1 − δL
δξ(k−1)
= 0 . (3.30)
The existence of solutions satisfying the constraints Equations (3.30) implies using Equa-
tions (3.24), (3.25) the following compatibility conditions: if k > 2,
δL
δξ(k−2)
− αk−2 = δ
2L
δξ(k−1)δξ(k−1)
ξ
(k)
1 +
k−2∑
i=0
δ2L
δξ(k−1)δξ(i)
ξi+1 + £∗g
(
δ2L
δξ(k−1)δg
)
ξ ,
and, in the particular case k = 1, we deduce the equation
£∗g
(
δL
δg
)
+ ad∗ξα0 =
δ2L
δξ2
ξ(1) + £∗g
(
δ2L
δξδg
)
ξ .
In both cases, these equations impose restrictions over the remainder coefficients ξ
(k)
1 of the
vector field X.
If the bilinear form δ
2L
δξ(k−1)δξ(k−1) : g× g→ R defined by
δ2L
δξ(k−1)δξ(k−1)
(g, ξ, ξ(k−1))(ξ, ξ˜) =
d
dt
∣∣∣
t=0
d
ds
∣∣∣
s=0
L(g, ξ, ξ(k−1) + tξ + sξ˜)
is nondegenerate, we have a special case when the constraint algorithm finishes at the first
step W1. More precisely, if we denote by ΩW1 the restriction of the presymplectic 2-form Ω
to W1, then we have the following result:
Theorem 3.3.1. (W1,ΩW1) is a symplectic manifold if and only if
δ2L
δξ(k−1)δξ(k−1)
(3.31)
is nondegenerate.
Proof. For all x = (g, ξ, ξ(k−1),α) ∈ W1, defined by the vanishing of the constraints (3.30),
that is, ϕ(x) = 0, we have that
Txϕ : TxW0 −→ T0g∗ ≡ g∗
is obviously surjective (ϕ : W0 → g∗ is a submersion).
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Now, assume that ΩW1 is symplectic, then for all x ∈ W1, (TxW1)⊥ ∩ TxW1 = 0. Since
ker Ωx ⊆ TxW⊥1 , therefore ker Ωx∩TxW1 = 0. Now observing that any element in Vx ∈ ker Ωx
is written as
Vx = (0, ξ
(k)
1 ,0) ∈ ker Ωx ⊂ kg× g× kg∗ ,
we deduce that Txϕ| ker Ωx : ker Ωx ≡ g −→ g∗ is an isomorphism and in consequence, the
bilinear form (3.31) is nondegenerate.
Conversely, since we know that the nondegeneracy of (3.31) is equivalent to say that
Txϕ| ker Ωx is an isomorphism, then we deduce that
TxW0 = TxW1 ⊕ ker Ωx . (3.32)
Observe that if Zx ∈ TxW0, we can write Zx = (Zx−Vx)+Vx where Vx is the unique element
of ker Ωx such that Txϕ(Vx) = Txϕ(Zx). Then, Zx − Vx ∈ TxW1. From Equation (3.32) we
deduce that TxW
⊥
1 = ker Ωx, for all x ∈W1 since
dim(TxW1)
⊥ = dimTxW0 − dimTxW1 + dim(TxW1 ∩ ker Ωx) .
In consequence, 0 = ker Ωx ∩ TxW1 = (TxW1)⊥ ∩ TxW1 = 0 and ΩW1 is a symplectic 2-form.
3.3.1 Constrained problem
The equations of motion
The geometrical interpretation of constrained problems determined by a submanifold M of
G × kg, with inclusion iM : M ↪→ G × kg and a Lagrangian function defined on it, LM :
M → R, is an extension of the previous framework. First, it is necessary to note that for
constrained system, we understand a variational problem subject to constraints (vakonomic
mechanics), being this analysis completely different in the case of nonholonomic constraints
(see [17, 138, 56]). The case of nonholonomic mechanical systems will be studied in Chapter
4.
Given the pair (M, LM) we can define the space
W 0 = M× kg∗ .
Taking the inclusion iW 0 : W 0 ↪→ G× kg× kg∗, then we can construct the following presym-
plectic form
ΩW 0 = (pr2 ◦ iW 0)∗ΩG×(k−1)g×kg∗ ,
and the function H¯ : W 0 → R defined by
H¯(g, ξ, ξ(k−1),α) =
k−1∑
i=0
〈αi, ξ(i)〉 − LM(g, ξ, ξ(k−1)) ,
where (g, ξ, ξ(k−1)) ∈M.
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With these two elements it is possible to write the following presymplectic system:
iXΩW 0 = dH¯ . (3.33)
This then justifies the use of the following terminology.
Definition 3.3.2. The presymplectic Hamiltonian system (W 0,ΩW 0 , H¯) will be called vari-
ationally constrained Hamiltonian system.
To characterize the equations we will adopt an “extrinsic point of view”, that is, we
will work on the full space W0 instead of in the restricted space W0. Consider an arbitrary
extension L : G × kg → R of LM : M → R. The main idea is to take into account that
Equation (3.33) is equivalent to{
iXΩW0 − dH ∈ ann TW 0 ,
X ∈ TW 0 ,
where ann denotes the annihilator of a distribution and H is the function defined in (3.20).
Assuming that M is determined by the vanishing of m-independent constraints
ΦA(g, ξ, ξ(k−1)) = 0, 1 ≤ A ≤ m ,
then, locally, ann TW 0 = span {dΦA} , and therefore the previous equations are rewritten as{
iXΩW0 − dH = λAdΦA ,
X(ΦA) = 0 ,
where λA are Lagrange multipliers to be determined.
If X(g, ξ, ξ(k−1),α) = (ξ1, ξ
(k)
1 ,ν
1) then, as in the previous subsection, we obtain the
following prescription about these coefficients:
ξ
(i)
1 = ξ
(i), 0 ≤ i ≤ k − 1 ,
ν1(0) = £
∗
g
(
δL
δg
− λA δΦ
A
δg
)
+ ad
ξ
(0)
1
α0 ,
ν1(i+1) =
δL
δξ(i)
− λA δΦ
A
δξ(i)
− αi, 0 ≤ i ≤ k − 2 ,
0 = £∗g
(
δΦA
δg
)
ξ +
k−2∑
i=1
δΦA
δξ(i)
ξ(i+1) +
δΦA
δξ(k−1)
ξ
(k)
1 , 1 ≤ A ≤ m,
and the algebraic equations:
αk−1 − δL
δξ(k−1)
+ λA
δΦA
δξ(k−1)
= 0 ,
ΦA = 0 .
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The integral curves of X satisfy the system of differential-algebraic equations with addi-
tional unknowns (λA):
g˙ = gξ ,
dξ(i−1)
dt
= ξ(i), 1 ≤ i ≤ k − 1 ,
dα0
dt
= £∗g
(
δL
δg
− λA δΦ
A
δg
)
+ ad∗ξα0 ,
dαi+1
dt
=
δL
δξ(i)
− λA δΦ
A
δξ(i)
− αi ,
0 = £∗g
(
δΦA
δg
)
ξ +
k−2∑
i=1
δΦA
δξ(i)
ξ(i+1) +
δΦA
δξ(k−1)
ξ
(k−1)
1
αk−1 =
δL
δξ(k−1)
− λA δΦ
A
δξ(k−1)
,
ΦA = 0 .
As a consequence we finally obtain the kth-order trivialized constrained Euler-Lagrange
equations, (
d
dt
− ad∗ξ
) k−1∑
i=0
(−1)i d
i
dti
[
δL
δξ(i)
− λA δΦ
A
δξ(i)
]
= £∗g
(
δL
δg
− λA δΦ
A
δg
)
. (3.34)
If the Lagrangian L : T (k)G ≡ G × kg −→ R and the constraints ΦA : G × kg −→ R,
1 ≤ A ≤ m are left-invariant then defining the reduced Lagrangian ` : kg −→ R and the
reduced constraints φA : kg→ R we write Equations (3.34) as(
d
dt
− ad∗ξ
) k−1∑
i=0
(−1)i d
i
dti
[
δ`
δξ(i)
− λA δφ
A
δξ(i)
]
= 0 . (3.35)
The constraint algorithm
As in the previous subsection it is possible to apply the Gotay-Nester algorithm to obtain a fi-
nal constraint submanifold where we have at least a solution which is dynamically compatible.
The algorithm is exactly the same but applied to the equation (3.33).
Observe that the first constraint submanifold W 1 is determined by the conditions
ϕλ = αk−1 − δL
δξ(k−1)
+ λA
δΦA
δξ(k−1)
= 0 , (3.36)
ΦA = 0 . (3.37)
If we denote by ΩW 1 the pullback of the presymplectic 2-form ΩW 0 to W 1, then we deduce
the following theorem
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Theorem 3.3.3. (W 1,ΩW 1) is a symplectic manifold if and only if
δ2L
δξ(k−1)δξ(k−1)
+ λA
δ2ΦA
δξ(k−1)δξ(k−1)
δΦA
δξ(k−1)
δΦA
δξ(k−1)
0
 (3.38)
is nondegenerate, considered as a bilinear form on the vector space g×Rm.
Proof. Consider the following extended manifold W0 × Rm with the induced presymplectic
2-form ΩW0×Rm = (Pr1)∗ΩW0 where Pr1 is the projection of W0 × Rm onto the first factor.
It is clear that
ker ΩW0×Rm = span {(V,0), (0,
∂
∂λA
)} ,
where V ∈ ker ΩW0 and (λA) are coordinates in Rm. We have a new presymplectic Hamilto-
nian system given by the triple (W0×Rm,ΩW0×Rm , HW0×Rm) where HW0×Rm = H +λAΦA.
Applying the constraint algorithm to this presymplectic system, we observe that (3.36) and
(3.37) are exactly the primary constraints and determine a primary constraint submanifold
W˜1 of W0 ×Rm. We construct the map
(ϕλ,Φ
A) : W0 ×Rm −→ g∗ ×Rm
(x, λA) 7−→ (ϕλ(x, λA),ΦA(x)).
This map is a submersion and therefore, applying similar arguments to Theorem 3.2.1, we de-
duce that condition of nondegeneracy (3.38) is equivalent to the symplecticity of (W˜1,ΩW˜1)
where Ω
W˜1
is the pullback of ΩW0×Rm to W˜1. The proof is finished observing, that un-
der these regularity conditions, we have that, via Pr1, W˜1 and W 1 are diffeomorphic and
(Pr1)
∗
|W˜1ΩW 1 = ΩW˜1 .
3.4 Extension to trivial principal bundles
In this section we show how to combine the results given in the previous sections and as
a consequence to obtain the Skinner-Rusk formalism for higher-order mechanical systems
whose configuration space is a trivial principal bundle.
3.4.1 Unconstrained problem
As in the previous section, consider the higher-order Pontryagin bundle
W = T (k)(M ×G)×T (k−1)(M×G) T ∗(T (k−1)(M ×G))
' (T (k)M ×T (k−1)M T ∗(T (k−1)M))× (G× kg× kg∗) =: WM ×WG
where M is a m-dimensional smooth manifold and G is a finite dimensional Lie group.
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Let (q(r)i, q(k)i, p
(r)
i ), where 0 6 r 6 k − 1 and 1 6 i 6 m, be a set of local coordinates in
WM and (g, ξ, ξ
k−1,α), where ξ = (ξ0, . . . , ξk−2) ∈ (k − 1)g and α = (α0, . . . , αk−1) ∈ kg∗,
a set of local coordinates in WG. Then, the induced natural coordinates in W = WM ×
WG are (q
(r)i, q(k)i, p
(r)
i , g, ξ, ξ
k−1,α). Using these coordinates, we denote the projections of
W,WM ,WG onto their factors in the following way
pr1(q
(r)i, q(k)i, p
(r)
i , g, ξ, ξ
k−1,α) = (q(r)i, q(k)i, p(r)i ), pr2(q
(r)i, q(k)i, p
(r)
i , g, ξ, ξ
k−1,α) = (g, ξ, ξk−1,α),
p˜r1(q
(r)i, q(k)i, p
(r)
i ) = (q
(r)i, q(k)i), p˜r2(q
(r)i, q(k)i, p
(r)
i ) = (q
(r)i, p
(r)
i ),
pr1(g, ξ, ξ
k−1,α) = (g, ξ, ξk−1), pr2(g, ξ, ξ
k−1,α) = (g, ξ,α).
The bundle W is endowed with some canonical geometric structures. As in the previous
sections, let ωT (k−1)Q and ωG×(k−1)g be the canonical symplectic forms on T
∗(T (k−1)M) and
T ∗(T (k−1)G) ' G × (k − 1)g × kg∗, respectively. Then, we can consider the presymplectic
forms ΩM = p˜r
∗
2 ωT (k−1)Q and ΩG = pr
∗
2 ωG×(k−1)g. We define the following presymplectic
form in W
Ω = pr∗1 ΩM + pr
∗
2 ΩG, (3.39)
where a local basis for ker Ω is
ker Ω =
〈
∂
∂q(k)i
,
∂
∂ξk−1
〉
. (3.40)
Now, given a Lagrangian function L ∈ C∞(T (k)(M ×G)) = C∞(T (k)M ×G×kg), we can
define the Hamiltonian function H ∈ C∞(W ) locally as
H(q(r)i, q(k)i, p
(r)
i , g, ξ, ξ
k−1,α) =
k−1∑
r=0
(
p
(r)
i q
(r+1)i + 〈αi, ξi〉
)
− L(q(r)i, q(k)i, g, ξ, ξk−1) .
(3.41)
The equations of motion for a presymplectic Hamiltonian system (W,Ω, H) are given by
iX Ω = dH , for X ∈ X(W ) . (3.42)
As in the previous sections, the first constraint submanifold W1 ↪→ W is locally defined
by the constraints
p
(k−1)
i −
∂L
∂q(k)i
= 0 ; αk−1 − ∂L
∂ξk−1
= 0 .
Let X ∈ X(W ) be a generic vector field locally given by
X = F (r)i
∂
∂q(r)i
+ F (k)i
∂
∂q(k)i
+G
(r)
i
∂
∂p
(r)
i
+ ξ01
∂
∂g
+ ξi+11
∂
∂ξi
+ ν1i
∂
∂αi
. (3.43)
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Then, from (3.42) we have the following system of equations
F (r)i = q(r+1)i , (3.44)
G
(0)
i =
∂L
∂q(0)i
, G
(r)
i =
∂L
∂q(r)i
− p(r−1)i , (3.45)
p
(k−1)
i −
∂L
∂q(k)i
= 0 , (3.46)
ξi1 = ξ
i , (3.47)
ν10 = £
∗
g
∂L
∂g
+ ad∗ξ01α0 , ν
1
i+1 =
∂L
∂ξi
− αi , (3.48)
αk−1 − ∂L
∂ξk−1
= 0 . (3.49)
Observe that the coefficients F (k)i and ξk1 are yet to be determined and that the tan-
gency condition for a vector field X solution to equation (3.42) along W1 gives the following
equations
∂L
∂q(k−1)i
− p(k−2)i = q(r+1)j
∂2L
∂q(r)j∂q(k)i
+ F (k)j
∂2L
∂q(k)j∂q(k)i
+ £∗g
∂2L
∂g∂q(k)i
ξ0 +
∂2L
∂ξi∂q(k)i
ξi+1 +
∂2L
∂ξk−1∂q(k)i
ξk1 ,
∂L
∂ξk−2
− αk−2 = q(r+1)j ∂
2L
∂q(r)j∂ξk−1
+ F (k)j
∂2L
∂q(k)j∂ξk−1
+£∗g
∂2L
∂g∂ξk−1
ξ0 +
∂2L
∂ξi∂ξk−1
ξi+1 +
∂2L
∂ξk−1∂ξk−1
ξk1 .
(3.50)
These equations enable us to determinate the remaining coefficients F (k)i and ξk1 of the vector
field X. Observe that if the Hessian matrix of L with respect to the highest-order “velocities”,
q(k)i and ξk−1, is invertible, that is,
det

∂2L
∂q(k)j∂q(k)i
∂2L
∂q(k)i∂ξk−1
∂2L
∂ξk−1∂q(k)i
∂2L
∂ξk−1∂ξk−1
 (p) 6= 0 , for every p ∈ T kM ×G× kg ,
then the previous system of equations has an unique solution for F (k)i and ξk1 , obtaining a
unique vector field X ∈ X(W ) solution to the equation (3.42). In particular, the constraint
algorithm finishes at the first step. Otherwise, new constraints may arise from equations
(3.50), and the algorithm continues if necessary.
Now, let γ : R→W be an integral curve of X locally given by
γ(t) = (q(r)i(t), q(k)i(t), p
(r)
i (t), g(t), ξ
i(t), αi(t)) . (3.51)
104 Higher order Skinner-Rusk formalism on trivial principal bundles
γ must be satisfy
q˙(r)i = q(r+1)i , (3.52)
p˙0i =
∂L
∂q(0)i
, p˙
(r)
i =
∂L
∂q(r)i
− p(r−1)i , (3.53)
g˙ = gξ0 , ξ˙i−1 = ξi , (3.54)
α˙0 = £
∗
g
∂L
∂g
+ ad∗ξ01α0 , α˙i+1 =
∂L
∂ξi
− αi , (3.55)
in addition to the restrictions (3.46) and (3.49). Now, using equations (3.46) in combination
with equations (3.53) we obtain the kth-order Euler-Lagrange equations
k∑
r=0
(−1)r d
r
dtr
∂L
∂q(r)i
= 0 . (3.56)
On the other hand, using equations (3.49) in combination with equations (3.55) we obtain
the kth-order trivialized Euler-Lagrange equations
(
d
dt
− ad∗ξ0
) k−1∑
i=0
(−1)i d
i
dti
∂L
∂ξi
= £∗g
(
∂L
∂g
)
. (3.57)
Therefore, a dynamical trajectory γ : R → W of the system must satisfy the following local
equations
k∑
r=0
(−1)r d
r
dtr
∂L
∂q(r)i
= 0 ,
(
d
dt
− ad∗ξ0
) k−1∑
i=0
(−1)i d
i
dti
∂L
∂ξi
= £∗g
(
∂L
∂g
)
.
Finally, if the Lagrangian function L ∈ C∞(T (k)M ×G× kg) is left-invariant, that is,
L(q(r)i, q(k)i, g, ξi) = L(qAi , q
A
k , h, ξ
i) ,
for all g, h ∈ G, then we can define the reduced Lagrangian ` ∈ C∞(T (k)M × kg) by
`(q(r)i, q(k)i, ξi) = L(qAi , q
A
k , e, ξ
i) ,
and therefore equations (3.57) become the kth order Euler-Poincare´ equations
(
d
dt
− ad∗ξ0
) k−1∑
i=0
(−1)i d
dti
∂`
∂ξi
= 0 . (3.58)
Observe that equations (3.56) remain the same with the reduced Lagrangian function, just
replacing L by `.
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3.4.2 Constrained problem
Now, as in the previous sections, we assume that the dynamic of the system is constrained.
Let iM : M ↪→ T (k)Q be the constraint submanifold, with codim M = m, and LM ∈ C∞(M)
the Lagrangian function describing the dynamics of the constrained dynamical system.
Consider the submanifold W = M ×T (k−1)Q T ∗(T (k−1)Q) of T (k)Q ×T (k−1)Q T ∗(T (k−1)Q)
with canonical inclusion iW : W ↪→ T (k)Q ×T (k−1)Q T ∗(T (k−1)Q) and natural projection
prM : W →M. If we take Q = M ×G, then W = M×T (k−1)M T ∗(T (k−1)M)× kg∗.
Now, using the results given in Section 3.4.1, we can define a closed 2-form in W as
Ω = i∗
W
Ω, where Ω is the presymplectic form defined in (3.39), and a Hamiltonian function
H in W from the canonical pairing and pr∗M LM. With these elements we can state the
dynamical equation for the constrained problem, which is
iX Ω = dH . (3.59)
We adopt an “extrinsic point of view”, that is, we will work in the bundle W , and then
require the solutions to lie in the submanifold W ↪→W .
In order to do this, we must construct a Hamiltonian function H ∈ C∞(W ) using the La-
grangian function LM ∈ C∞(M) containing the dynamical information of the system. Hence,
let L ∈ C∞(T (k)(M × G)) be an arbitrary extension of LM, and let H be the Hamiltonian
function defined in (3.41) using this arbitrary extension of the Lagrangian function LM.
The equations of motion for the constrained dynamical system are determined by
iX Ω− dH ∈ ann(TW ) , for X ∈ X(W ) tangent to W . (3.60)
Let ΦA ∈ C∞(T (k)(M × G)), 1 6 A 6 m, be local functions defining the submanifold
M ↪→ T (k)(M × G). With some abuse of notation, we also denote by ΦA the pull-back of
the constraint functions to W . Then, the annihilator of TW is locally given by ann(TW ) =〈
dΦA
〉
. Therefore, the equation defining the submanifold W1 may be written locally as
iY dH = λAdΦ
A , ∀Y ∈ ker Ω , where λA, 1 6 A 6 m are the Lagrange multipliers. The
equations defining locally the submanifold W1 are
p
(k−1)
i −
∂L
∂q(k)i
+ λA
∂ΦA
∂q(k)i
= 0 ; αk−1 − ∂L
∂ξk−1
+ λA
∂ΦA
∂ξk−1
= 0 ; ΦA = 0 .
Now, let us compute the local expression of equation (3.60). If we assume that M is
determined by the vanishing of the m functions ΦA, then equation (3.60) may be rewritten
as iX Ω−dH = λAdΦA , where λA are Lagrange multipliers to be determined. Then, bearing
in mind the local expression of dH and Ω, taking a generic vector field locally given by (3.43)
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we obtain the following system of equations
F (r)i = q(r+1)i, (3.61)
G
(0)
i =
∂L
∂q(0)i
− λA ∂Φ
A
∂q(0)i
, G
(r)
i =
∂L
∂q(r)i
− λA ∂Φ
A
∂q(r)i
− p(r−1)i , (3.62)
p
(k−1)
i −
∂L
∂q(k)i
+ λA
∂ΦA
∂q(k)i
= 0 , (3.63)
ξi1 = ξ
i , (3.64)
ν10 = £
∗
g
(
∂L
∂g
− λA∂Φ
A
∂g
)
+ ad∗ξ01α0 , ν
1
i+1 =
∂L
∂ξi
− λA∂Φ
A
∂ξi
− αi , (3.65)
αk−1 − ∂L
∂ξk−1
+ λA
∂ΦA
∂ξk−1
= 0 , (3.66)
ΦA(q(r)i, q(k)i, g, ξ, ξk−1) = 0 . (3.67)
If we denote by ΩW1 the pullback of the presymplectic 2-form Ω to W1, then we deduce
the following theorem.
Theorem 3.4.1. (W1,ΩW1) is a symplectic manifold if and only if the bilinear form defined
as 
∂2L
∂q(k)j∂q(k)i
− λA ∂
2ΦA
∂q(k)j∂q(k)i
∂2L
∂q(k)i∂ξk−1
− λA ∂
2ΦA
∂q(k)i∂ξk−1
−
(
∂ΦA
∂q(k)i
)T
∂2L
∂ξk−1∂q(k)i
− λA ∂
2ΦA
∂ξk−1∂q(k)i
∂2L
∂ξk−1∂ξk−1
− λA ∂
2ΦA
∂ξk−1∂ξk−1
−
(
∂ΦA
∂ξk−1
)T
∂ΦA
∂q(k)i
∂ΦA
∂ξk−1
0

is nondegenerate along W1.
Now, let γ : R→W be an integral curve of X locally given by (3.51). Then the condition
X ◦ γ = γ˙ gives the following system of differential equations for the component functions of
γ
q˙(r)i = q(r+1)i, (3.68)
p˙
(0)
i =
∂L
∂q(0)i
− λA ∂Φ
A
∂q(0)i
, p˙
(r)
i =
∂L
∂q(r)i
− λA ∂Φ
A
∂q(r)i
− p(r−1)i , (3.69)
g˙ = gξ0 , ξ˙i−1 = ξi , (3.70)
α˙0 = £
∗
g
(
∂L
∂g
− λA∂Φ
A
∂g
)
+ ad∗ξ01α0 , α˙i+1 =
∂L
∂ξi
− λA∂Φ
A
∂ξi
− αi , (3.71)
in addition to equations (3.63), (3.66) and (3.67). Now, using equations (3.63) in combination
with (3.69) we obtain the kth order constrained Euler-Lagrange equations
k∑
r=0
(−1)r d
r
dtr
(
∂L
∂q(r)i
− λA ∂Φ
A
∂q(r)i
)
= 0 . (3.72)
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On the other hand, using equations (3.66) in combination with (3.69) we obtain the kth order
trivialized constrained Euler-Lagrange equation(
d
dt
− ad∗ξ0
) k−1∑
i=0
(−1)i d
i
dti
(
∂L
∂ξi
− λA∂Φ
A
∂ξi
)
= £∗g
(
∂L
∂g
− λA∂Φ
A
∂g
)
. (3.73)
Therefore, a dynamical trajectory γ : R→W of the system must satisfy the equations (3.72)
and (3.73), in addition to ΦA(q(r)i(t), q(k)i(t), g(t), ξi(t)) = 0.
Finally, if both the extended Lagrangian function L ∈ C∞(T (k)M × G × kg) and the
constraint functions ΦA ∈ C∞(T (k)M × G × kg) are left-invariant, then we can define the
reduced Lagrangian function ` ∈ C∞(T (k)M × kg) and the reduced constraint functions
φA ∈ C∞(T (k)M × kg) as
`(q(r)i, q(k)i, ξi) = L(q(r)i, q(k)i, e, ξi) , φA(q(r)i, q(k)i, ξi) = ΦA(q(r)i, q(k)i, e, ξi) ,
and then equations (3.73) become(
d
dt
− ad∗ξ0
) k−1∑
i=0
(−1)i d
i
dti
(
∂`
∂ξi
− λA∂φ
A
∂ξi
)
= 0 .
Note that equations (3.72) remain the same, just replacing L by ` and ΦA by φA.
3.5 Extension to Lie algebroids
In this section we will develop a geometrical description for second-order mechanics on Lie
algebroids in the Skinner and Rusk formalism, given a general geometric framework for the
previous results in this chapter and using strongly the results given in [87].
First, we will review the description of vakonomics mechanics on Lie algebroids given by
Iglesias, Marrero, Mart´ın de Diego and Sosa in [87]. After it we will introduce the notion
of admissible elements on a Lie algebroid and we will particularize the previous construction
to the case when the Lie algebroid is the prolongation of a Lie algebroid and the constraint
submanifold is the set of admissible elements. Then we will obtain the second-order Skinner
and Rusk formulation on Lie algebroids.
3.5.1 Vakonomic mechanics on Lie algebroids
Let τ
E˜
: E˜ → Q be a Lie algebroid of rank n over a manifold Q of dimension m with anchor
map ρ : E˜ → TQ and L : E˜ → R be a Lagrangian function on E˜. Moreover, let M ⊂ E˜
be an embedded submanifold of dimension n + m − m¯ such that τM = τE˜
∣∣
M
: M → Q is a
surjective submersion.
Suppose that e is a point of M with τM(e) = x ∈ Q, (xi) are local coordinates on an
open subset U of Q, x ∈ U , and {eA} is a local basis of Γ(E˜) on U . Denote by (xi, yA) the
corresponding local coordinates for E˜ on the open subset τ−1
E˜
(U). Assume that
M ∩ τ−1
E˜
(U) ≡ {(xi, yA) ∈ τ−1
E˜
(U) |Φα(xi, yA) = 0, α = 1, . . . , m¯}
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where Φα are the local independent constraint functions for the submanifold M.
We will suppose, without loss of generality, that the (m¯× n)-matrix(∂Φα
∂yB
∣∣∣∣
e
)
α=1,...,m¯;B=1,...,n
is of maximal rank.
Now, using the implicit function theorem, we obtain that there exists an open subset V˜
of (τ
E˜
)−1(U), an open subset W ⊆ Rm+n−m¯ and smooth real functions Ψα : W → R, α =
1, . . . , m¯, such that
M ∩ V˜ ≡ {(xi, yA) ∈ V˜ | yα = Ψα(xi, ya), with α = 1, . . . , m¯ and m¯+ 1 ≤ a ≤ n}.
Consequently, (xi, ya) are local coordinates on M and we will denote by L˜ the restriction of
L to M.
Consider the Whitney sum of E˜∗ and E˜, that is, W = E˜ ⊕ E˜∗, and the canonical pro-
jections pr1 : E˜ ⊕ E˜∗ −→ E˜ and pr2 : E˜ ⊕ E˜∗ −→ E˜∗. Now, let W0 be the submanifold
W0 = pr
−1
1 (M) = M ×Q E˜∗ and the restrictions pi1 = pr1|W0 and pi2 = pr2|W0 . Also denote
by ν : W0 −→ Q the canonical projection of W0 over the base manifold.
Next, we consider the prolongation of the Lie algebroid E˜ over τ
E˜∗ : E˜
∗ → Q (respectively,
ν : W0 → Q). We will denote this Lie algebroid by TτE˜∗ E˜ (respectively, TνE˜). Moreover, we
can prolong pi2 : W0 → E˜∗ to a morphism of Lie algebroids Tpi2 : TνE˜ → TτE˜∗ E˜ defined by
Tpi2 = (Id, Tpi2).
If (xi, pA) are the local coordinates on E˜
∗ associated with the local basis {eA} of
Γ(E˜∗), then (xi, pA, ya) are local coordinates on W0 and we may consider the local basis
{e˜(1)A , (e˜A)(2), e(2)a } of Γ(TνE˜) defined by
e˜
(1)
A (eˇ, e
∗) =
(
eA(x), ρ
i
A
∂
∂xi
∣∣∣∣
(eˇ,e∗)
)
,
(e˜A)(2) (eˇ, e∗) =
(
0,
∂
∂pA
∣∣∣∣
(eˇ,e∗)
)
,
e
(2)
a (eˇ, e∗) =
(
0,
∂
∂ya
∣∣∣∣
(eˇ,e∗)
)
,
where (eˇ, e∗) ∈ W0 and ν(eˇ, e∗) = x. If ([[·, ·]]ν , ρν) is the Lie algebroid structure on TνE˜, we
have that
[[e˜
(1)
A , e˜
(1)
B ]]
ν = CCAB e˜
(1)
C ,
and the rest of the fundamental Lie brackets are zero. Moreover,
ρν(e˜
(1)
A ) = ρ
i
A
∂
∂xi
, ρν((e˜A)(2)) =
∂
∂pA
, ρν(e(2)a ) =
∂
∂ya
.
The Pontryagin Hamiltonian HW0 is a function defined on W0 = M×Q E˜∗ given by
HW0(eˇ, e
∗) = 〈e∗, eˇ〉 − L˜(eˇ),
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or, in local coordinates,
HW0(x
i, pA, y
a) = pay
a + pαΨ
α(xi, ya)− L˜(xi, ya) . (3.74)
Moreover, one can consider the presymplectic 2-section Ω0 = (Tpi2, pi2)
∗Ω
E˜
, where Ω
E˜
is
the canonical symplectic section on TτE˜∗ E˜ defined in Equation (1.19). In local coordinates,
Ω0 = e˜
A
(1) ∧ e˜(2)A +
1
2
CCABpC e˜
A
(1) ∧ e˜B(1), (3.75)
where {e˜A(1), e˜
(2)
A , e
a
(2)} denotes the dual basis of {e˜
(1)
A , (e˜
A)(2), e
(2)
a } .
Therefore, we have the triple (TνE˜,Ω0, d
TνE˜HW0) as a presymplectic hamiltonian system.
Definition 3.5.1. The vakonomic problem on Lie algebroids consists on finding the solutions
for the equation
iXΩ0 = d
TνE˜HW0 ; (3.76)
that is, to solve the constraint algorithm for (TνE˜,Ω0, d
TνE˜HW0).
In local coordinates, we have that
dT
νE˜HW0 =
(
pα
∂Ψα
∂xi
− ∂L˜
∂xi
)
ρiAe˜
A
(1) + Ψ
αe˜(2)α + y
ae˜(2)a +
(
pa + pα
∂Ψα
∂ya
− ∂L˜
∂ya
)
ea(2).
If we apply the constraint algorithm,
W1 = {w ∈M×Q E˜∗ | dTνE˜HW0(w)(Y ) = 0, ∀Y ∈ ker Ω0(w)}.
Since ker Ω0 = span {e(2)a }, we get that W1 is locally characterized by the equations
ϕa = d
TνE˜HW0(e
(2)
a ) = pa + pα
∂Ψα
∂ya
− ∂L˜
∂ya
= 0,
or
pa =
∂L˜
∂ya
− pα∂Ψ
α
∂ya
, m¯+ 1 ≤ a ≤ n.
Let us also look for the expression of X satisfying Eq. (3.76). A direct computation shows
that
X = yae˜(1)a + Ψ
αe˜(1)α +
[( ∂L˜
∂xi
− pα∂Ψ
α
∂xi
)
ρiA − yaCBAapB −ΨαCBAαpB
]
(e˜A)(2) + Υae(2)a .
Therefore, the vakonomic equations are
x˙i = yaρia + Ψ
αρiα,
p˙α =
( ∂L˜
∂xi
− pβ ∂Ψ
β
∂xi
)
ρiα − yaCBαapB −ΨβCBαβpB,
d
dt
(
∂L˜
∂ya
− ρα∂Ψ
α
∂ya
)
=
( ∂L˜
∂xi
− pα∂Ψ
α
∂xi
)
ρia − ybCBabpB −ΨαCBaαpB.
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Of course, we know that there exist sections X of TνE˜ along W1 satisfying (3.76), but they
may not be sections of (ρν)−1(TW1) = Tν1E˜, in general (here ν1 : W1 → Q). Then, following
the procedure detailed in Section 2.2.2, we obtain a sequence of embedded submanifolds
. . . ↪→Wk+1 ↪→Wk ↪→ . . . ↪→W2 ↪→W1 ↪→W0 = M×Q E˜∗.
If the algorithm stabilizes, then we find a final constraint submanifold Wf on which at least
a section X ∈ Γ(TνfE) verifies
(iXΩ0 = d
TνE˜HW0)
∣∣
Wf
where νf : Wf → Q.
One of the most important cases is when Wf = W1. The authors of [87] have analyzed
this case with the following result: Consider the restriction Ω1 of Ω0 to T
ν1E˜;
Proposition 3.5.2. Ω1 is a symplectic section of the Lie algebroid T
ν1E˜ if and only if for
any system of coordinates (xi, pA, y
a) on W0 we have that
det
(
∂2L˜
∂ya∂yb
− pα ∂
2Ψα
∂ya∂yb
)
6= 0, for all point in W1.
3.5.2 Prolongation of a Lie algebroid over a smooth map (cont’d)
This subsection is devoted to study some additional properties and characterizations about
the prolongation of a Lie algebroid over a smooth map (see subsection 1.8.3).
Let E˜ be a Lie algebroid over Q with fiber bundle projection τ
E˜
: E˜ → Q and anchor
map ρ : E˜ → TQ.
Definition 3.5.3. A tangent vector v at the point e ∈ E˜ is called admissible if ρ(e) = TeτE˜(v);
and a curve on E˜ is admissible if its tangent vectors are admissible. The set of admissible
elements on E˜ will be denote E(2).
Notice that v is admissible if and only if (e, e, v) is in TτE˜ E˜. We will consider E(2) as the
subset of the prolongation of E˜ over τ
E˜
, that is, E(2) ⊂ E˜ρ ×Tτ
E˜
TE˜ is given by
E(2) = {(e, ve) ∈ E˜ × TE˜ | ρ(e) = TτE˜(ve)}.
Other authors call this set Adm(E˜) (see [43] and [134]).
We consider E(2) as the substitute of the second order tangent bundle in classical me-
chanics. If (xi) are local coordinates on Q and {eA} is a basis of sections of E˜ then we denote
(xi, yA) the corresponding local coordinates on E˜ and (xi, yA; zA, vA) local coordinates on
TτE˜ E˜ induced by the basis of sections {e(1)A , e(2)A } of TτE˜ E˜ (see subsection 1.8.3). Therefore,
the set E(2) is locally characterized by the condition {(xi, yA; zA, vA) ∈ TτE˜E | yA = zA},
that is (xi, yA, vA) := (xi, yA, y˙A) are local coordinates on E(2).
We denote the canonical inclusion of E(2) on the prolongation of E˜ over τ
E˜
as
iE(2) : E
(2) ↪→ TτE˜ E˜,
(xi, yA, y˙A) 7→ (xi, yA, yA, y˙A).
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Example 3.5.4. Let M be a differentiable manifold of dimension m, if (xi) are local co-
ordinates on M, then { ∂
∂xi
} is a local basis of X(M) and then we have fiber local coor-
dinates (xi, x˙i) on TM. The corresponding local structure functions of the Lie algebroid
τTM : TM →M are
Ckij = 0 and ρ
j
i = δ
j
i , for i, j, k ∈ {1, . . . ,m}.
In this case, we have seen that the prolongation Lie algebroid over τTM is just the tangent
bundle T (TM) where the Lie algebroid structure of the vector bundle T (TM) → TM is as
we have described above as the tangent bundle of a manifold.
The set of admissible elements is given by
E(2) = {(xi, vi, x˙i, wi) ∈ T (TM) | x˙i = vi}
and observe that this subset is just the second-order tangent bundle of a manifold M, that
is, E(2) = T (2)M.
Now, let τE : E → M be a Lie algebroid with anchor map ρ : E → TM and let TτEE
be the E−tangent bundle to E. Now we will define the bundle Tτ (1)E (TτEE) over TτEE. This
bundle plays the role of τT (TM) : T (TTM)→ T (TM) in ordinary Lagrangian Mechanics.
In what follows we will describe the Lie algebroid structure of the E-tangent bundle to
the prolongation Lie algebroid over τE : E → Q.
As we know from subsection (1.8.3), the basis of sections {eA} of E induces a local basis
of the sections of TτEE given by
e
(1)
A (e) =
(
e, eA(τE(e)), ρ
i
A
∂
∂xi
∣∣∣
e
)
, e
(2)
A (e) =
(
e, 0,
∂
∂yA
∣∣∣
e
)
,
for e ∈ E. From this basis we can induce local coordinates (xi, yA; zA, vA) on TτEE.
Now, from this basis, we can induce a local basis of sections of Tτ
(1)
E (TτEE) in the fol-
lowing way: consider an element (e, vb) ∈ TτEE, then define the components of the basis
{e(1,1)A , e(2,1)A , e(1,2)A , e(2,2)A } as
e
(1,1)
A (e, vb) =
(
(e, vb), e
(1)
A (e), ρ
i
A
∂
∂xi
∣∣∣
(e,vb)
)
,
e
(2,1)
A (e, vb) =
(
(e, vb), e
(2)
A (e),
∂
∂yA
∣∣∣
(e,vb)
)
,
e
(1,2)
A (e, vb) =
(
(e, vb), 0,
∂
∂zA
∣∣∣
(e,vb)
)
,
e
(2,2)
A (e, vb) =
(
(e, vb), 0,
∂
∂vA
∣∣∣
(e,vb)
)
.
The basis {e(1,1)A , e(2,1)A , e(1,2)A , e(2,2)A } induces local coordinates
(xi, yA, zA, vA, bA, cA, dA, wA) on Tτ
(1)
E (TτEE). If we denote by (Tτ
(1)
E (TτEE), [[·, ·]]
τ
(2)
E
, ρ2) the
Lie algebroid structure of Tτ
(1)
E (TτEE), it is characterized by
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ρ2(e
(1,1)
A )(e, vb) =
(
(e, vb), ρ
i
A
∂
∂xi
∣∣∣∣
(e,vb)
)
,
ρ2(e
(2,1)
A )(e, vb) =
(
(e, vb),
∂
∂yA
∣∣∣∣
(e,vb)
)
,
ρ2(e
(1,2)
A )(e, vb) =
(
(e, vb),
∂
∂zA
∣∣∣∣
(e,vb)
)
,
ρ2(e
(2,2)
A )(e, vb) =
(
(e, vb),
∂
∂vA
∣∣∣∣
(e,vb)
)
,
[[e
(1,1)
A , e
(1,1)
B ]]τ (2)E
= CCABe
(1,1)
C ,
[[e
(1,1)
A , e
(1,2)
B ]]τ (2)E
= [[e
(1,2)
A , e
(1,2)
B ]]τ (2)E
= 0,
[[e
(1,1)
A , e
(2,2)
A ]]τ (2)E
= [[e
(2,1)
A , e
(2,2)
A ]]τ (2)E
= [[e
(1,2)
A , e
(2,1)
A ]]τ (2,1)E
= [[e
(1,1)
A , e
(2,1)
B ]]τ (2)E
= 0.
for all A,B and C where CCAB are the structure constants of E.
In the same way, from the basis {e˜(1)A , (e˜A)(2)} of sections of TτE∗E given by
e˜
(1)
A (e
∗) =
(
e∗, eA(τE∗(e∗)), ρiA
∂
∂xi
∣∣∣∣
e∗
)
,
(e˜A)(2)(e∗) =
(
e∗, 0,
∂
∂pA
∣∣∣∣
e∗
)
,
where e∗ ∈ E, we construct the basis of sections of Tτ(TτEE)∗TτEE, denoted
{e˜(1,1)A , (e˜A)(2,1), e˜(1,2)A , (e˜A)(2,2)}. In what follows (xi, yA, pA, p¯A) denotes local coordinates
on TτE∗E induced by the basis {e˜(1)A , (e˜A)(2)}.
This basis is given by
e˜
(1,1)
A (α
∗) =
(
α∗, e(1)A (τ(TτEE)∗(α
∗)), ρiA
∂
∂xi
∣∣∣
α∗
)
,
(e˜A)
(2,1)(α∗) =
(
α∗, e(2)A (τ(TτEE)∗(α
∗)),
∂
∂yA
∣∣∣
α∗
)
,
(e˜A)(1,2)(α∗) =
(
α∗, 0,
∂
∂pA
∣∣∣
α∗
)
,
(e˜A)(2,2)(α∗) =
(
α∗, 0,
∂
∂p¯A
∣∣∣
α∗
)
.
where α∗ ∈ (TτEE)∗ and τ(TτEE)∗ : (TτEE)∗ → E is the vector bundle projection.
The Lie algebroid structure (Tτ(TτEE)∗ (TτEE); [[·, ·]]2, ρ2) is given by
ρ2(e˜
(1,1)
A (α
∗)) =
(
α∗, ρiA
∂
∂xi
∣∣∣∣
α∗
)
, ρ2((e˜
A)(2,1)(α∗)) =
(
α∗,
∂
∂yA
∣∣∣∣
α∗
)
,
ρ2(e˜
(1,2)
A (α
∗)) =
(
α∗,
∂
∂pA
∣∣∣∣
α∗
)
, ρ2((e˜
A)(2,2)(α∗)) =
(
α∗,
∂
∂p¯A
∣∣∣∣
α∗
)
,
Extension to Lie algebroids 113
where the unique non-zero Lie bracket is [[e˜
(1,1)
A , e˜
(1,1)
B ]]2 = C
C
AB e˜
(1,1)
C . This basis induces local
coordinates (xi, yA, pA, p¯A, q
A, q¯A; lA, l¯A) on T
τ(TτEE)∗TτEE.
3.5.3 Second-order unconstrained problem on Lie algebroids
Consider the Whitney sum of (TτEE)∗ and TτEE, W = TτEE ×E (TτEE)∗ and its canonical
projections pr1 : W → TτEE and pr2 : W → (TτEE)∗. Now, let W0 be the submanifold
W0 = pr
−1
1 (E
(2)) = E(2) ×E (TτEE)∗ and the restrictions pi1 = pr1 |W0 and pi2 = pr2 |W0 .
Also we denote by ν : W0 → E the canonical projection. The diagram in Figure 3.2 illustrates
the situation.
W0 = E
(2) ×E (TτE∗E)∗
pi1
tt
ν

pi2
++
E(2)
τ
(2,1)
E
++
(TτEE)∗
τ(TτEE)∗
ssE
Figure 3.2: Second order Skinner and Rusk formalism on Lie algebroids
Consider the prolongations of TτEE by τ(TτEE)∗ and by ν, respectively. We will denote
these Lie algebroids by Tτ(TτEE)∗ (TτEE) and TνTτEE respectively. Moreover, we can prolong
pi2 : W0 → (TτEE)∗ to a morphism of Lie algebroids Tpi2 : TνTτEE → Tτ(TτEE)∗ (TτE∗E)
defined by Tpi2 = (Id, Tpi2).
We denote by (xi, yA, pA, p¯A) local coordinates on (T
τEE)∗ induced by {eA(1), eA(2)}, the dual
basis of the basis {e(1)A , e(2)A }, a basis of TτEE. Then, (xi, yA, pA, p¯A, zA) are local coordinates
in W0 and we may consider the local basis {e˜(1,1)A , e˜(2,1)A , (e˜A)(1,2), (e˜A)(2,2), eˇ(1,2)A } of Γ(TνTτEE)
defined by
e˜
(1,1)
A (αˇ, α
∗) =
(
(αˇ, α∗), e(1)A (τ(TτEE)∗(α
∗)), ρiA
∂
∂xi
∣∣∣
(αˇ,α∗)
)
,
e˜
(2,1)
A (αˇ, α
∗) =
(
(αˇ, α∗), e(2)A (τ(TτEE)∗(α
∗)),
∂
∂yA
∣∣∣
(αˇ,α∗)
)
,
(e˜A)(1,2)(αˇ, α∗) =
(
(αˇ, α∗), 0,
∂
∂pA
∣∣∣
(αˇ,α∗)
)
,
(e˜A)(2,2)(αˇ, α∗) =
(
(αˇ, α∗), 0,
∂
∂p¯A
∣∣∣
(αˇ,α∗)
)
,
eˇ
(1,2)
A (αˇ, α
∗) =
(
(αˇ, α∗), 0,
∂
∂zA
∣∣∣
(αˇ,α∗)
)
for α∗ ∈ (TτEE)∗, αˇ ∈ E(2), (αˇ, α∗) ∈ W0, and τ(TτEE)∗ : (TτEE)∗ → E is the canonical
projection.
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If ([[·, ·]]ν , ρν) is the Lie algebroid structure on TνTτEE, we have that
[[e˜
(1,1)
A , e˜
(1,1)
B ]]
ν = CCAB e˜
(1,1)
C ,
and the rest of the fundamental Lie brackets are zero. Moreover,
ρν(e˜
(1,1)
A (αˇ, α
∗)) =
(
(αˇ, α∗), ρiA
∂
∂xi
∣∣∣∣
(αˇ,α∗)
)
, ρν(e˜
(2,1)
A (αˇ, α
∗)) =
(
(αˇ, α∗),
∂
∂yA
∣∣∣∣
(αˇ,α∗)
)
,
ρν((e˜A)(1,2)(αˇ, α∗)) =
(
(αˇ, α∗),
∂
∂pA
∣∣∣∣
(αˇ,α∗)
)
, ρν((e˜A)(2,2)(αˇ, α∗)) =
(
(αˇ, α∗),
∂
∂p¯A
∣∣∣∣
(αˇ,α∗)
)
,
ρν(eˇ
(1,2)
A (αˇ, α
∗)) =
(
(αˇ, α∗),
∂
∂zA
∣∣∣∣
(αˇ,α∗)
)
.
The Pontryagin Hamiltonian HW0 is a function in W0 given by
HW0(αˇ, α
∗) = 〈α∗, αˇ〉 − L(αˇ),
or in local coordinates
HW0(x
i, yA, pA, pA, z
A) = pAz
A + pAy
A − L(xi, yA, zA).
Moreover, one can consider the presymplectic 2-section Ω0 = (Tpi2, pi2)
∗ΩE , where ΩE is
the canonical symplectic section on TτE∗E. In local coordinates,
Ω0 = e˜
A
(1,1) ∧ (e˜A)(1,2) + e˜A(2,1) ∧ (e˜A)(2,2) +
1
2
C˜CABpC e˜
A
(1,1) ∧ e˜B(1,1).
Here {e˜A(1,1), e˜A(2,1), (e˜A)(1,2), (e˜A)(2,2), eˇA(1,2)} denotes the dual basis of
{e˜(1,1)A , e˜(2,1)A , (e˜A)(1,2), (e˜A)(2,2), eˇ(1,2)A }
Therefore, we have the triple
(
TνTτEE,Ω0, d
TνTτEEHW0
)
as a presymplectic Hamiltonian
system.
The second-order problem on the Lie algebroid τE : E → M consists on finding the
solutions of the equation
iXΩ0 = d
TνTτEEHW0 ,
that is, to solve the constraint algorithm for
(
TνTτEE,Ω0, d
TνTτEEHW0
)
.
In local coordinates we have
dT
νTτEEHW0 = −ρiA
∂L
∂xi
e˜A(1,1)+
(
pA − ∂L
∂yA
)
e˜A(2,1)+
(
p¯A − ∂L
∂zA
)
eˇA(2,1)+z
A(e˜A)
(2,2)+yA(e˜A)
(1,2).
If we apply the constraint algorithm, since ker Ω0 = span {eˇ(2,1)A } the first constraint
submanifold W1 is locally characterized by the equation
ϕA = d
TνTτEEHW0(eˇ
(2,1)
A ) = p¯A −
∂L
∂zA
= 0,
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or
p¯A =
∂L
∂zA
.
Looking for the expression of X satisfying the equation for the second-order problem we have
that the second-order equations are
x˙i = ρiAy
A,
p˙A = ρ
i
A
∂L
∂xi
+ CCABpCy
B,
˙¯pA = −pA + ∂L
∂yA
,
p¯A =
∂L
∂zA
.
After some straightforward computations the last equations are equivalent to the following
equations:
0 =
d2
dt2
∂L
∂zA
+ CCABy
B d
dt
(
∂L
∂zA
)
− d
dt
∂L
∂yA
− CCAByB
(
∂L
∂yA
)
+ ρiA
∂L
∂xi
. (3.77)
As in the previous section it is possible to apply the constraint algorithm (2.2.2) to obtain
a final constraint submanifold where we have at least a solution which is dynamically com-
patible. The algorithm is exactly the same but applied to the equation iXΩ0 = d
TνTτEEHW0 .
Observe that the first constraint submanifold W1 is determined by the conditions
ϕA = p¯A − ∂L
∂zA
= 0.
If we denote by ΩW1 the pullback of the presymplectic 2-section ΩW0 to W1, then we
deduce the result which is the same than the theorem given in [87] explained in section 3.5.1
to the case when the M = E(2).
Proposition 3.5.5. ΩW1 is a symplectic section of the Lie algebroid T
ν1TτEE if and only if(
∂2L
∂zA∂zB
)
is nondegenerate along W1, where ν1 = ν |W1 : W1 → E.
Remark 3.5.6. Observe that we can particularize the equations (3.77) to the case of Atiyah
algebroids to obtain the second-order Lagrange-Poincare´ equations.
Let G be a Lie group and we assume that G acts free and properly on M . We denote
by pi : M → M̂ = M/G the associated principal bundle. The tangent lift of the action gives
a free and proper action of G on TM and T̂M = TM/G is a quotient manifold. Then we
consider the Atiyah algebroid T̂M over M̂ .
According to example 1.8.6, the basis {eˆi, eˆB} induce local coordinates (xi, yi, y¯B). From
this basis one can induces a basis of the prolongation Lie algebroid, namely {eˆ(1)i , eˆ(1)B }. This
basis induce adapted coordinates (xi, yi, y¯B, y˙i, ˙¯yB) on T̂ (2)M = (T (2)M)/G.
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Given a Lagrangian function ` : T̂ (2)M → R over the set of admissible elements of the
Atiyah algebroid T̂ TM → T̂M , where T̂ TM = (TTM)/G, the Euler-Lagrange equations for
` are
∂`
∂xj
− d
dt
(
∂`
∂yj
)
+
d2
dt2
(
∂`
∂y˙j
)
=
(
d
dt
(
∂`
∂ ˙¯yA
)
− ∂`
∂y¯A
)(
BAijy
i + cADBA
B
j y¯
B
) ∀j,
d2
dt2
(
∂`
∂y˙
B
)
− d
dt
(
∂`
∂y¯B
)
=
(
d
dt
(
∂`
∂ ˙¯yA
)
− ∂`
∂y¯A
)(
CADB y¯
D − cADBADi yi
) ∀B,
which are the second-order Lagrange-Poincare´ equations associated to a G-invariant La-
grangian L : T (2)M → R (see [70] and for example) where cCAB are the structure constants
of the Lie algebra according to 1.8.6. 
3.5.4 Second-order constrained problem on Lie algebroids
Now, we will consider second-order mechanical systems subject to second-order constraints.
Let M ⊂ E(2) be an embedded submanifold of dimension n+m− m¯ (locally determined by
the vanishing of the constraint functions Φα : M → R, α = 1, . . . ,m) such that the bundle
projection τ
(2,1)
E |M: M→ E is a surjective submersion.
We will suppose that the (m¯ × n)−matrix (∂Φα
∂zB
)
with α = 1, . . . , m¯ and B = 1, . . . , n
is of maximal rank. Then, we will use the following notation zA = (zα, za) for 1 ≤ A ≤ n,
1 ≤ α ≤ m¯ and m¯+ 1 ≤ a ≤ n. Therefore, using the implicit function theorem we can write
zα = Ψα(xi, yA, za).
Consequently we can consider local coordinates on M by (xi, yA, za) and we will denote by
L˜ the restriction of L to M.
Proposition 3.5.7 ([118]). Let (E, [[ , ]], ρ) be a Lie algebroid over a manifold M with
projection τE : E → M and anchor map with constant rank. Consider a submanifold N of
M . If τE
∣∣
ρ−1(TN) : ρ
−1(TN) → M is a vector subbundle, then ρ−1(TN) is a Lie algebroid
over N.
Let us take the submanifold W 0 = pr
−1
1 (M) = M×E (TτEE)∗ and the restrictions of W 0
of the canonical projections pi1 and pi2 given by pi1 = pr1 |W 0 and pi2 = pr1 |W 0 . We will
denote local coordinates on W 0 by (x
i, yA, pA, p¯A, z
a).
Therefore, proceeding as in the unconstrained case one can construct the presymplectic
Hamiltonian system (W 0,ΩW 0 , HW 0), where ΩW 0 is the presymplectic 2-section on W 0 and
the Hamiltonian function H : W 0 → R is locally given by
HW 0(x
i, yA, pA, pA, z
a) = pAy
A + paz
a + pαΨ
α(xi, yA, za)− L˜(xi, yA, za).
With these two elements it is possible to write the following presymplectic system
iXΩW 0 = d
(ρν)−1(TW 0)HW 0 , (3.78)
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where (ρν)−1(TW0) denotes the Lie subalgebroid of TνTτEE over W 0 ⊂W0.
To characterize the equations we will adopt an “extrinsic point of view”, that is, we
will work on the full space W0 instead of in the restricted space W0. Consider an arbitrary
extension L : E(2) → R of LM : M→ R. The main idea is to take into account that Equation
(3.78) is equivalent to{
iXΩW0 − dT
νTτEEH ∈ ann (ρν)−1(TxW 0) ,
X ∈ (ρν)−1(TxW 0) and x ∈W 0,
where H : W0 → R is the function defined in the last section and ann denotes the set of
sections X˜ ∈ Γ((TνTτEE)∗) such that 〈X˜, Y 〉 = 0 for all Y ∈ (ρν)−1(TW0).
Assuming that M is determined by the vanishing of m-independent constraints
Φα(xi, yA, za) = 0, 1 ≤ α ≤ m ,
then, locally, ann (ρν)−1(TW 0) = span {dTνTτEEΦα} , and therefore the previous equations
are rewritten as {
iXΩW0 − dT
νTτEEH = λαd
TνTτEEΦα ,
X(x) ∈ (ρν)−1(TxW 0) for all x ∈W 0 ,
where λα are Lagrange multipliers to be determined.
Proceeding as in the last section one can obtain the following system of equations for
L˜ = L+ λαΦ
α
0 =
d2
dt2
∂L˜
∂zA
+ CCABy
B d
dt
(
∂L˜
∂zA
)
− d
dt
∂L˜
∂yA
− CCAByB
(
∂L˜
∂yA
)
+ ρiA
∂L˜
∂xi
(3.79)
0 = Φα(xi, yA, zA).
Here the first constraint submanifold W 1 is determined by the condition
0 = p¯A − ∂L
∂zA
+ λα
∂Φα
∂zA
0 = Φα(xi, yA, zA).
If we denote by ΩW 1 the pullback of the presymplectic section ΩW 0 to W 1, then we can
deduce that ΩW 1 is a symplectic section if and only if ∂
2L
∂zA∂zB
+ λα
∂2Φα
∂zA∂zB
∂Φα
∂zA
∂Φα
∂zB
0
 (3.80)
is nondegenerate.
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3.6 Optimal control of underactuated mechanical systems
This section is devoted to the so-called underactuated mechanical control systems, in which
only some of the degrees of freedom are controlled directly, with the remaining variables
freely evolving subject only to dynamic interactions with the actuated degrees of freedom
(see [8, 162]).
After introducing the Skinner and Rusk formalism for higher-order mechanical systems
with higher-order constraints in the last sections, we may turn to the geometric framework
for optimal control of underactuated mechanical systems.
Definition 3.6.1. A control system is called underactuated if the number of control inputs
is less than the dimension of the configuration space.
The class of underactuated mechanical systems are abundant in real life for different rea-
sons; for instance, as a result of design choices motivated by the search of less cost engineering
devices or as a result of a failure regime in fully actuated mechanical systems. Underactu-
ated systems include spacecrafts, underwater vehicles, mobile robots, helicopters, wheeled
vehicles, underactuated manipulators...
There are many papers in which optimal control problems are addressed using geometric
techniques (see, for instance, [18, 90, 91, 165] and references therein). In this section we
introduce an optimization strategy in an underactuated mechanical system, that is, we are
interested in the implementation of devices in which a controlled quantity is used to influence
the behavior of the undeactuated system in order to achieve a desired goal (control) using the
most economical strategy (optimization). Thus, in this section, we develop a new geometric
setting for optimal control of underatuated mechanical systems strongly inspired on the
Skinner and Rusk formulation. Since the controlled Euler-Lagrange equations are a set
of second-order ordinary differential equations we will need to implement the higher-order
version of this classical Skinner and Rusk formalism. This geometric procedure gives us an
intrinsic version of the differential equations for optimal trajectories and permits us to detect
the preservation of geometric properties such as the symplecticity and the preservation of the
hamiltonian.
3.6.1 Optimal control of mechanical systems defined on TQ
Let Q be the configuration manifold, where (qA) are local coordinates with A = 1, ..., n. We
consider a mechanical system described by a regular Lagrangian L : TQ → R. The induced
local coordinates on TQ are just (qA, q˙A). Additionally, there are control parameters in our
picture. To define these control parameters we introduce the control manifold U ⊂ Rl (l ≤ n)
for a given interval I = [0, T ]. The control path space is defined by
P(U) = P([0, T ], U) = {u : [0, T ]→ U |u ∈ L∞} ,
where u(t) ∈ U is the control parameter (see [146]).
Also, we interpret a control force as a parameter-dependent force, that is a parameter-
dependent fiber-preserving map f(u) : TQ→ T ∗Q over the identity IdQ, which can be written
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in local coordinates as
f(u) : (qA, q˙A) 7→ (qA, f(u)(qA, q˙A)).
We shall assume that all the control systems in this work are controllable, that is, for
any two points q0 and qT in the configuration space Q, there exists a control parameter u(t)
defined on some interval [0, T ] ⊂ R such that the system with initial condition q0 reaches the
point qT in time T (see [34] for details).
Consider initially the class of underactuated Lagrangian control system (superarticulated
mechanical system following the nomenclature by [8]) where the configuration space Q is the
cartesian product of two differentiable manifolds, Q = Q1 ×Q2. Denote by (qA) = (qa, qα),
1 ≤ A ≤ n, local coordinates on Q where (qa), 1 ≤ a ≤ r and (qα), r + 1 ≤ α ≤ n, are local
coordinates on Q1 and Q2, respectively.
Given a Lagrangian L : TQ ≡ TQ1 × TQ2 → R, we assume that the controlled external
forces can be applied only to the coordinates (qa). Thus, the equations of motion are given
by
d
dt
(
∂L
∂q˙a
)
− ∂L
∂qa
= ua,
d
dt
(
∂L
∂q˙α
)
− ∂L
∂qα
= 0 ,
(3.81)
where a = 1, . . . , r, and α = r + 1, . . . , n.
We study the optimal control problem that consists on finding a trajectory (qA(t), ua(t))
of state variables and control inputs satisfying equations (6.29) from given initial and final
conditions, (qA(t0), q˙
A(t0)), (q
A(tf ), q˙
A(tf )) respectively, minimizing the cost functional
A =
∫ tf
t0
C(qA, q˙A, ua) dt,
where C : T (2)Q× U → R is the cost function (continuously differentiable).
This optimal control problem is equivalent to the following constrained variational prob-
lem:
Extremize
A˜ =
∫ tf
t0
L˜(qA(t), q˙A(t), q¨A(t)) dt
subject to the second order constraints given by
Φα(qA(t), q˙A(t), q¨A(t)) =
d
dt
(
∂L
∂q˙α
)
− ∂L
∂qα
= 0 ,
and the boundary conditions, where L˜ : T (2)Q→ R is defined as
L˜(qA(t), q˙A(t), q¨A(t)) = C
(
qA, q˙A,
d
dt
(
∂L
∂q˙a
)
− ∂L
∂qa
)
.
Now, according to the formulation given in Section 3.2.1, the dynamics of this second order
constrained variational problem is determined by the solution of a presymplectic Hamiltonian
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system. In the following we repeat some of the constructions given in 3.2.1 but specialized to
this particular setting, obtaining new insights for the optimal control problem under study.
If M ⊂ T (2)Q is the submanifold given by annihilation of the functions Φα, we will see
how to define local coordinates on M.
From the constraint equations we have
d
dt
(
∂L
∂q˙α
)
− ∂L
∂qα
= 0⇐⇒ ∂
2L
∂q˙β∂q˙α
q¨β = Fα(q
A, q˙A, q¨a).
Let us assume that the matrix (Wαβ) =
(
∂2L
∂q˙α∂q˙β
)
is non-singular and denote by (Wαβ)
its inverse. Thus,
q¨α = WαβFα(q
A, q˙A, q¨a) = Gα(qA, q˙A, q¨a).
Therefore, we can consider (qA, q˙A, q¨a) as a system of local coordinates on M. The canonical
inclusion iM : M ↪→ TTQ can be written as
M
iM→ TTQ
(qA, q˙A, q¨a) 7→ (qA, q˙A, q¨a, Gα(qA, q˙A, q¨a)) .
Define the restricted lagrangian L˜M : M→ R.
W0 = M×TQ T ∗(TQ)
pi1
uu piW0

pi2
**
M
(τTQ)|M
**
T ∗TQ
piT∗Q
tt
TQ
Figure 3.3: Second order Skinner and Rusk formalism
We will consider W0 = M×TQ T ∗(TQ) whose coordinates are (qA, q˙A; p0A, p1A, q¨a).
Let us define the 2-form ΩW0 = pi
∗
1(ωTQ) on W0 and HW0(αx, vx) = 〈αx, iM(vx)〉− L˜M(vx)
where x ∈ TQ, vx ∈Mx = ((τ (1,2)Q )|M)−1(x) and αx ∈ T ∗xTQ. In local coordinates,
ΩW0 = dq
A ∧ dp0A + dq˙A ∧ dp1A,
HW0 = p
0
Aq˙
A + p1aq¨
a + p1αG
α(qA, q˙A, q¨a)− L˜M(qA, q˙A, q¨a).
The dynamics of this variational constrained problem is determined by the solution of the
equation
iXΩW0 = dHW0 . (3.82)
(see for example [10], [15],[36], [155] and [173] for example).
It is clear that ΩW0 is a presymplectic form on W0 and locally
ker ΩW0 = span
〈
∂
∂q¨a
〉
.
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Following the constraints algorithm (2.2.2) we obtain the primary constraints
dHW0
(
∂
∂q¨a
)
= 0 .
That is,
ϕ1a =
∂HW0
∂q¨a
= p1a + p
1
α
∂Gα
∂q¨a
− ∂L˜M
∂q¨a
= 0.
These new constraints ϕ1a = 0 give rise to a submanifold W1 of dimension 4n with local
coordinates (qA, q˙A, q¨a, p0A, p
1
α).
Consider a solution curve (qA(t), q˙A(t), q¨a(t), p0A(t), p
1
A(t)) of Equation (3.82). Then, this
curve satisfies the following system of differential equations
dqA
dt
= q˙A ,
d2qa
dt2
= q¨a , (3.83)
d2qα
dt2
= Gα(qA,
dqA
dt
,
d2qa
dt2
) , (3.84)
dp0A
dt
= −p1α
∂Gα
∂qA
+
∂L˜M
∂qA
, (3.85)
dp1A
dt
= −p0A − p1α
∂Gα
∂q˙A
+
∂L˜M
∂q˙A
, (3.86)
p1a = −p1α
∂Gα
∂q¨a
+
∂L˜M
∂q¨a
. (3.87)
From Equations (3.86) and (3.87) we deduce
d
dt
(
∂L˜M
∂q¨a
− p1α
∂Gα
∂q¨a
)
= −p0a − p1α
∂Gα
∂q˙a
+
∂L˜M
∂q˙a
.
Differentiating with respect to time, replacing in the previous equality and using (3.85) we
obtain the following system of 4-order differential equations
d2
dt2
(
∂L˜M
∂q¨a
− p1α
∂Gα
∂q¨a
)
− d
dt
(
∂L˜M
∂q˙a
− p1α
∂Gα
∂q˙a
)
+
∂L˜M
∂qa
− p1α
∂Gα
∂qa
= 0 . (3.88)
Also, using (3.85) and (3.86) we deduce
d2p1α
dt2
=
d
dt
(
∂L˜M
∂q˙α
− p1β
∂Gβ
∂q˙α
)
−
(
∂L˜M
∂qα
− p1β
∂Gβ
∂qα
)
. (3.89)
If we solve the implicit system of differential equations given by (3.88) and (3.89) then from
Equations (3.86) and (3.87) we deduce that the values of p0a and p
0
α are
p0a =
∂L˜M
∂q˙a
− p1α
∂Gα
∂q˙a
− d
dt
(
∂L˜M
∂q¨a
− p1α
∂Gα
∂q¨a
)
, (3.90)
p0α =
∂L˜M
∂q˙α
− p1β
∂Gβ
∂q˙α
− dp
1
α
dt
. (3.91)
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Since, from our initial problem, we are only interested in the values qA(t), it is uniquely
necessary to solve the coupled system of implicit differential equations given by (3.88), (3.89)
and (3.84) without explicitly calculate the values p0a(t).
Now, we are interested in the geometric properties of the dynamics. First, consider the
submanifold W1 of W0 determined by
W1 = {x ∈M×TQ T ∗TQ
∣∣ dHW0(x)(V ) = 0 ∀ V ∈ ker Ω(x)}
and the 2-form ΩW1 = i
∗
W1
ΩW0 , where iW1 : W1 ↪→ W0 denotes the canonical inclusion.
Locally, W1 is determined by the vanishing of the constraint equations
ϕ1a = p
1
a + p
1
α
∂Gα
∂q¨a
− ∂L˜M
∂q¨a
= 0 .
Therefore, we can consider local coordinates (qA, q˙A, q¨a, p0A, p
1
α) on W1.
Theorem 3.6.2. (W1,ΩW1) is symplectic if and only if for any choice of local coordinates
(qA, q˙A, q¨a, p0A, p
1
A) on W0,
det (Rab) = det
(
∂2L˜M
∂q¨a∂q¨b
− p1α
∂2Gα
∂q¨a∂q¨b
)
(n−r)×(n−r)
6= 0 along W1 . (3.92)
Proof. Let us recall that ΩW1 is symplectic if and only if TxW1 ∩ (TxW1)⊥ = 0 ∀x ∈ W1,
where
(TxW1)
⊥ = {v ∈ Tx(T ∗TQ)×TQM / ΩW0(x)(v, w) = 0, for all w ∈ TxW1} .
Suppose that (W1,ΩW1) is symplectic and that
λaRab(x) = 0 for some λ
a ∈ R and x ∈W1 .
Hence
λbRab(x) = λ
bdϕa(x)
(
∂
∂q¨b
∣∣∣∣
x
)
= 0 .
Therefore, λb ∂
∂q¨b
∣∣∣
x
∈ TxW1 but it is also in TxW⊥1 . This implies that λb = 0 for all b and
that the matrix (Rab) is regular.
Now, suppose that the matrix (Rab) is regular. Since
Rab(x) = dϕa(x)
(
∂
∂q¨b
∣∣∣∣
x
)
,
then, ∂
∂q¨b
∣∣∣
x
/∈ TxW1 and, in consequence,
TxW1 ⊕ span
{
∂
∂q¨b
∣∣∣∣
x
}
= TxW0.
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Now, let Z ∈ TxW1 ∩ (TxW1)⊥ with x ∈W1. It follows that
0 = iZΩW0(x)
(
∂
∂q¨a
∣∣∣∣
x
)
, for all a and iZΩW0(x)(Z¯) = 0, for all Z¯ ∈ TxW1 .
Then, Z ∈ ker ΩW0(x). This implies that
Z = λb
∂
∂q¨b
∣∣∣∣
x
Since Z ∈ TxW1 then
0 = dϕa(x)(Z) = dϕa(x)
(
λb
∂
∂q¨b
∣∣∣∣
x
)
= λbRab
and, consequently, λb = 0, for all b, and Z = 0.
In the case when the matrix (3.92) is regular then the equations (3.88), (3.89) and (3.84)
can be written as an explicit system of differential equations of the form
d4qa
dt4
= Γa
(
qA,
dqA
dt
,
d2qa
dt2
,
d3qa
dt2
, p1α,
dp1α
dt
)
(3.93)
d2qα
dt2
= Gα(qA,
dqA
dt
,
d2qa
dt2
) (3.94)
d2p1α
dt2
=
d
dt
(
∂L˜M
∂q˙α
− p1β
∂Gβ
∂q˙α
)
−
(
∂L˜M
∂qα
− p1β
∂Gβ
∂qα
)
. (3.95)
Remark 3.6.3. The Pontryagin’s maximun principle [157] gives us necessary conditions for
optimality for an optimal control problem. In our case, we are analyzing a particular case of
optimal control problem (an underactuated mechanical system) and under some regularity
conditions, the necessary conditions of maximum principle are written in terms of expressions
(3.93), (3.94) and (3.95), jointly with constraints. The dynamic evolution of the problem is
determined as the integral curves of a unique vector field determined by the symplectic
Hamiltonian equations:
iXΩW1 = dHW1 .
This is the case of a regular optimal control problem [12]. From (3.93), (3.94) and (3.95)
we obtain a unique curve (qA(t)) (fixed appropriate initial conditions) which determine the
controls from
d
dt
(
∂L
∂q˙a
)
− ∂L
∂qa
= ua .
Obviously, if the boundary conditions are given by a initial and final states then it is not
guaranteed the existence and uniqueness of an optimal trajectory satisfying the transversallity
conditions. 
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Remark 3.6.4. Now, we will analyze an alternative characterization of the condition (3.92)
and its relationship with the matrix condition that appears in Theorem 3.2.1. Using the
chain rule for
L˜M(q
A, q˙A, q¨a) = L˜
(
qA, q˙A, q¨a, Gα(qA, q˙A, q¨a)
)
we have that
∂L˜M
∂q¨a
=
∂L˜
∂q¨a
+
∂L˜
∂q¨α
∂Gα
∂q¨a
∂2L˜M
∂q¨a∂q¨b
=
∂2L˜
∂q¨a∂q¨b
+
∂2L˜
∂q¨a∂q¨β
∂Gβ
∂q¨b
+
∂2L˜
∂q¨α∂q¨b
∂Gα
∂q¨a
+
∂2L˜
∂q¨α∂q¨β
∂Gα
∂q¨a
∂Gβ
∂q¨b
+
∂2L˜
∂q¨α
∂2Gα
∂q¨a∂q¨b
.
Define Wij =
(
∂2L˜
∂q¨i∂q¨j
)
, where Φα = q¨α −Gα. Then we can write (3.92) as
Rab = Wab −Waβ ∂Φ
β
∂q¨b
−Wαb∂Φ
α
∂q¨a
+Wαβ
∂Φα
∂q¨a
∂Φβ
∂q¨b
+
(
p1α −
∂L˜
∂q˙α
)
∂2Φα
∂q¨a∂q¨b
.
Consider now the extended lagrangian L = L˜− λαΦα where λα = ∂L˜∂q˙α − p1α.
Then, the matrix (W ij) =
(
∂2L
∂q¨i∂q¨j
)
is equal, along W1, to
W ij =
(
W ab Waβ
Wαb Wαβ
)
(3.96)
where W ab =
∂2L˜
∂q¨a∂q¨b
− λα ∂2Φα∂q¨a∂q¨b .
The elements of the matrix (3.92) are given by
Rab = W ab −W aβ ∂Φ
β
∂q¨b
−Wαb∂Φ
α
∂q¨a
+Wαβ
∂Φα
∂q¨a
∂Φβ
∂q¨b
. (3.97)
Now, using elemental linear algebra the matrix (3.97) is regular if and only if the matrix
of elements (3.96) is regular.

Remark 3.6.5. Condition (3.92) implies that the final constraint submanifold is W1 and,
moreover, there exists a unique vector field on W1 determining the dynamics of our initial
optimal control problem. Of course, this symplectic case is the most useful for many concrete
applications. But it is possible to think in situations where the constraint algorithm does not
stop in W1 and it is necessary to find a proper subset of W1 where there exists a well-defined
solution of the problem. For instance, and as a trivial mathematical example, consider the
following system determined by the control equations x¨ = u1, y¨ = u2 and cost function
C(x, y, x˙, y˙, u1, u2) =
1
2(u
2
1 + 2u1u2 + u
2
2). If we apply our techniques we deduce that W1 is
determined by the constraints
p1x − (x¨+ y¨) = 0 , p1y − (x¨+ y¨) = 0 .
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But the solution of the dynamics is only consistently defined on the submanifold W2 of W1
determined by the additional (secondary) constraint
p0x − p0y = 0 .

Example 3.6.6 (Optimal control of a cart with a pendulum). A Cart-Pole System consists
of a cart and an inverted pendulum on it (see [17] and references therein). The coordinate x
denotes the position of the cart on the x-axis and θ denotes the angle of the pendulum with
the upright vertical. The configuration space is Q = R× S1.
First, we describe the Lagrangian function describing this system. The inertia matrix of
the cart-pole system is given by
I =
(
M +m ml cos θ
ml cos θ ml2
)
,
where M is the mass of the cart and m, l are the mass, and length of the center of mass of
pendulum, respectively. The potential energy of the cart-pole system is V (θ) = mgl cos(θ).
The Lagrangian of the system (kinetic energy minus potential energy) is given by
L(q, q˙) = L(x, θ, x˙, θ˙) =
1
2
Mx˙2 +
1
2
m(x˙2 + 2x˙lθ˙ cos θ + l2θ˙2)−mgl cos θ −mgh˜ ,
where h˜ is the car height.
The controller can apply a force u, the control input, parallel to the track remaining the
joint angle θ unactuated. Therefore, the equations of motion of the controlled system are
(M +m)x¨−mlθ˙2 sin θ +mlθ¨ cos θ = u
x¨ cos θ + lθ¨ − g sin θ = 0
Now we look for trajectories (x(t), θ(t), u(t)) on the state variables and the controls inputs
with initial and final conditions, (x(0), θ(0), x˙(0), θ˙(0)), (x(T ), θ(T ), x˙(T ), θ˙(T )) respectively,
and minimizing the cost functional
A =
1
2
∫ T
0
u2dt.
Following our formalism this optimal control problem is equivalent to the constrained
second-order variational problem determined by
A˜ =
∫ T
0
L˜(x, θ, x˙, θ˙, x¨, θ¨)
and the second-order constraint
Φ(x, θ, x˙, θ˙, x¨, θ¨) = x¨ cos θ + lθ¨ − g sin θ = 0 ,
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where
L˜(x, θ, x˙, θ˙, x¨, θ¨) =
1
2
(
d
dt
(
∂L
∂x˙
)
− ∂L
∂x
)2
=
1
2
[
(M +m)x¨−mlθ˙2 sin θ +mlθ¨ cos θ
]2
.
We rewrite the second-order constraint as
θ¨ =
g sin θ − x¨ cos θ
l
.
Thus, the submanifold M of T (2)(R× S1) is given by
M =
{
(x, θ, x˙, θ˙, x¨, θ¨)
∣∣ x¨ cos θ + lθ¨ − g sin θ = 0} .
Let us consider the submanifold W0 = T
∗(T (R× S1))×T (R×S1) M with induced coordinates
(x, θ, x˙, θ˙; p0x, p
0
θ, p
1
x, p
1
θ, x¨).
Now, we consider the restriction of L˜ to M given by
L˜|M = 1
2
[
(M +m)x¨−ml sin θθ˙2 +ml cos θ(g sin θ − x¨ cos θ
l
)
]2
=
1
2
[
(M +m)x¨−mlθ˙2 sin θ +mg cos θ sin θ −mx¨ cos2 θ
]2
.
For simplicity, denote by
Gθ =
g sin θ − x¨ cos θ
l
.
Now, the presymplectic 2-form ΩW0 , the Hamiltonian HW0 and the primary constraint
ϕ1x are, respectively
ΩW0 = dx ∧ dp0x + dθ ∧ dp0θ + dx˙ ∧ dp1x + dθ˙ ∧ dp1θ ,
HW0 = p
0
xx˙+ p
0
θ θ˙ + p
1
xx¨+ p
1
θ
[
g sin θ − x¨ cos θ
l
]
−1
2
[
(M +m)x¨−mlθ˙2 sin θ +mg cos θ sin θ −mx¨ cos2 θ
]2
,
ϕ1x =
∂H˜
∂x¨
= p1x + p
1
θ
∂Gθ
∂x¨
− ∂L˜M
∂x¨
= 0,
i.e.,
p1x = −p1θ
∂Gθ
∂x¨
+
∂L˜M
∂x¨
.
This constraint determines the submanifold W1. Applying Proposition 3.6.2 we deduce
that the 2-form ΩW1 , restriction of ΩW0 to W1, is symplectic since
∂2L˜M
∂x¨2
− p1θ
∂2Gθ
∂x¨2
=
[
(M +m)−m cos2 θ]2 6= 0 .
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Therefore, the algorithm stabilizes at the first constraint submanifoldW1. Moreover, there
exists a unique solution of the dynamics, the vector field X ∈ X(W1) which satisfies iXΩW1 =
dHW1 . In consequence, we have a unique control input which extremizes (minimizes) the
objective function A and then the force exerted to the car is the minimum possible. If we
take the flow Ft : W1 →W1 of the vector field X then we have that F ∗t ΩW1 = ΩW1 . Obviously,
the Hamiltonian function
H˜
∣∣
W1
= p0xx˙+ p
0
θ θ˙ +
[
−p1θ
∂Gθ
∂x¨
+
∂L˜N
∂x¨
]
x¨+ p1θ
[
g sin θ − x¨ cos θ
l
]
− 1
2
[
(M +m)x¨−ml sin θθ˙2 +mg cos θ sin θ −mx¨ cos2 θ
]2
is preserved by the solution of the optimal control problem, that is H˜
∣∣
W1
◦Ft = H˜
∣∣
W1
. Both
properties, symplecticity and preservation of energy, are important geometric invariants. In
next section, we will construct, using discrete variational calculus, numerical integrators
which inherit some of the geometric properties of the optimal control problem (symplecticity,
momentum preservation and, in consequence, a very good energy behavior).
The resulting equations of the optimal dynamics of the cart-pole system are
d4x
dt4
= − 1
[(M +m)−m cos2 θ]2
{
[4mθ˙ cos θ sin θ]×
[(M +m)
...
x −mlθ˙3 cos θ − 2m sin θθ˙(g sin θ − x¨ cos θ) +mgθ˙ cos(2θ)]
+ 2m[(M +m)x¨−mlθ˙2 sin θ +mg cos θ sin θ −mx¨ cos2 θ]×
×[θ˙2 cos(frm−eθ) + cos θ sin θθ¨]
+
1
l
(
d2
dt2
pθ1 cos θ − 2 d
dt
p1θ θ˙ sin θ − pθ1(θ˙2 cos θ + θ¨ sin θ)
)}
+
1
[(M +m)−m cos2 θ]
{
2m sin θ
l
(gθ˙ cos θ − ...x cos θ + x¨θ˙ sin θ)2
+ 2mθ˙ sin θ(gθ˙ cos θ − ...x cos θ + x¨θ˙ sin θ) + 4mθ˙2 cos θ(q sin θ − x¨ cos θ)
− mlθ˙4 sin θ − 4mg sin θ cos θθ˙2 + mg
l
cos(2θ)(g sin θ − x¨ cos θ)
− 4m...x θ˙ cos θ + 2mx¨θ˙2 cos(2θ) + 2m
l
x¨ cos θ sin θ(g sin θ − x¨ cos θ)
}
d2θ
dt2
=
1
l
(g sin θ − x¨ cos θ)
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d2p1θ
dt2
=
{
(M +m)
...
x −ml(2θ˙ sin θ(g sin θ − x¨ cos θ
l
) + θ˙3 cos θ) +mgθ˙ cos(2θ)
−m...x cos2 θ + 2mx¨θ˙ cos θ sin θ
}
×(−2mlθ˙ sin θ −mg cos(2θ) +mlθ˙2 cos θ − 2mx¨ cos θ sin θ)
+
{
(M +m)x¨−mlθ˙2 sin θ +mg cos θ sin θ −mx¨ cos θ
}
×
×
(
−2ml
(
(g sin θ − x¨ cos θ)
l
sin θ + θ˙2 cos θ
)
+ 2mθ˙ cos θ(g sin θ − x¨cosθ)
−mlθ˙3 sin θ − 2m...x cos θ sin θ − 2mx¨θ˙ + 2mgθ˙ sin θ cos θ(1 +mx¨)
)
+
1
l
[
−p0θ + (M +m)x¨−ml sin θθ˙2 +m cos θ(g sin θ − x¨ cos θ)
]
(−2ml sin θ)
+pθ1(
...
x sin θ + x¨θ˙ cos θ − gθ˙ sin θ)
]
.
3.6.2 Underactuated control systems on Lie groups
Now we consider the optimal control of a mechanical system on a finite dimensional Lie
group. The goal is to move the system within the time interval I = [0, T ], under the influence
of control forces f with chosen control parameter u(t), from its current state to a desired
state in an optimal way, e.g. by minimizing distance, control effort, or time, which will be
representated by a suitable cost function.
Let the configuration space be a n-dimensional Lie group G with Lie algebra g. We
assume that the controlled equations are trivialized where L : G × g → R. These equations
are
d
dt
(
δL
δξ
)
− ad∗ξ
(
δL
δξ
)
−£∗g
∂L
∂g
= uae
a, (3.98)
where we are assuming that {ea} are independent elements on g∗ and (ua) are the control
parameters. Complete it to a basis {ea, eα} of the vector space g∗. Take its dual basis
{eA} = {ea, eα} on g with bracket relations:
[eA, eB] = C
C
ABeC
The basis {eA} = {ea, eα} induces coordinates (ya, yα) = (yA) on g, that is, if e ∈ g then
e = yAeA = y
aea + y
αeα. In g
∗, we have induced coordinates (pa, pα) for the previous fixed
basis {eA}.
In these coordinates, the equations of motion are rewritten as
d
dt
(
∂L
∂ya
)
− CBAayA
∂L
∂yB
− 〈£∗g
δL
δg
, ea〉 = ua ,
d
dt
(
∂L
∂yα
)
− CBAαyA
∂L
∂yB
− 〈£∗g
δL
δg
, eα〉 = 0 .
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With these equations we can study the optimal control problem that consists on finding
trajectories (g(t), ua(t)) of the state variables and control inputs satisfying the previous equa-
tions from given initial and final conditions (g(t0), y
A(t0)) and (g(tf ), y
A(tf )), respectively,
and extremizing the functional
J =
∫ tf
t0
C(g(t), yA(t), ua(t)) dt. (3.99)
The proposed optimal control problem is equivalent to a variational problem with second
order constraints, determined by the Lagrangian L˜ : G × 2g → R given, in the selected
coordinates, by
L˜(g, yA, y˙A) = C
(
g, yA,
d
dt
(
∂L
∂ya
)
− CBAayA
∂L
∂yB
− 〈£∗g
δL
δg
, ea〉
)
,
subjected to the second-order constraints
ΦA(g, yA, y˙A) =
d
dt
(
∂L
∂yα
)
− CBAαyA
∂L
∂yB
− 〈£∗g
δL
δg
, eα〉 = 0 , (3.100)
which determine the submanifold M of G × 2g with projections described on the following
diagram
W 0 = M× 2g∗
pr1◦iW0
uu
pr2◦iW0
**
M
(τ
(1,2)
G )|M
))
G× g× 2g∗
piG×g
tt
G× g
Figure 3.4: Skinner and Rusk formalism
Here iW 0 : W 0 ↪→ G×2g×2g∗ denotes the canonical inclusion and τ
(1,2)
G : G×2g→ G×g
was defined in section 1.7.
Observe that from the constraint equations we have that
∂2L
∂yα∂yβ
y˙β +
∂2L
∂yα∂yb
y˙b − CBAαyA
∂L
∂yB
− 〈£∗g
δL
δg
, eα〉 = 0 .
Therefore, assuming that the matrix (Wαβ) =
(
∂2L
∂yα∂yβ
)
is regular we can write the
constraint equations as
y˙β = −W βα
(
∂2L
∂yα∂yb
y˙b − CBAαyA
∂L
∂yB
− 〈£∗g
δL
δg
, eα〉
)
= Gβ(g, yA, y˙a)
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where W βα = (Wβα)
−1.
This means that we can identify TM ≡ G × span {(eA,0,0), (0, eA,0), (0,0, ea)} where
(eA,0,0), (0, eA,0), (0,0, ea) ∈ 3g.
Therefore, we can choose coordinates (g, yA, y˙a) on M. This choice allows us to consider
an “intrinsic point view”, that is, to work directly on W 0 = M × 2g∗ avoiding the use of
Lagrange multipliers.
Define the restricted Lagrangian L˜M by L˜M = L˜ |M: M → R and induced coordinates
on W 0 are γ = (g, y
A, y˙a, pA, p˜A). Consider the presymplectic 2-form on W 0, ΩW 0 = (pr2 ◦
iW 0)
∗(ωG×g).
Using the notation (eA)0 = (eA,0,0; 0,0) ∈ 3g × 2g∗ and, in the same way (eA)1 =
(0, eA,0; 0,0), (ea)2 = (0,0, ea; 0,0), (e
A)3 = (0,0,0; e
A,0) and (eA)4 = (0,0,0; 0, e
A) then
the unique nonvanishing elements on the expression of ΩW 0 are:
(ΩW 0)γ((eA)0, (eB)0) = C
C
ABpC ,
(ΩW 0)γ((eA)0, (e
B)3) = −(ΩW 0)γ((eA)3, (eB)0) = δBA ,
(ΩW 0)γ((eA)1, (e
B)4) = −(ΩW 0)γ((eA)4, (eB)1) = δBA .
Taking the dual basis (eA)0 = (e
A,0,0; 0,0) ∈ 3g∗ × 2g and, in the same way (eA)1 =
(0, eA,0; 0,0), (ea)2 = (0, e
a,0; 0,0), (eA)3 = (0,0,0; eA,0) and (eA)4 = (0,0,0; 0, eA) we
deduce that
(ΩW 0) = (e
A)0 ∧ (eA)3 + (eA)1 ∧ (eA)4 + 1
2
CCABpC(e
A)0 ∧ (eB)0.
Moreover we define the Hamiltonian H¯ : W 0 → R by
H¯ = yApA + y˙
ap˜a +G
α(g, yA, y˙a)p˜α − L˜M(g, yA, y˙a),
and, in consequence,
dH¯ = −〈£∗g
(
δL˜M
δg
+ p˜β
δGβ
δg
)
, eA〉(eA)0 +
(
pA − ∂L˜M
∂yA
+ p˜β
∂Gβ
∂yA
)
(eA)1
+
(
p˜a − ∂L˜M
∂y˙a
+ p˜β
∂Gβ
∂y˙a
)
(ea)2 + y
A(eA)3 + y˙
a(ea)4 +G
α(eα)4 .
The conditions for the integral curves t→ (g(t), yA(t), y˙a(t), pα(t), p˜α(t)) of a vector field X
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satisfying equations iXΩW 0 = dH¯ are
dg
dt
= g(yA(t)eA)
dya
dt
= y˙a
dyα
dt
= Gα(g, yA, y˙a)
dpA
dt
= 〈£∗g
(
δL˜M
δg
− p˜β δG
β
δg
)
, eA〉+ CCABpCyB
dp˜A
dt
= −pA + ∂L˜M
∂yA
− p˜β ∂G
β
∂yA
p˜a =
∂L˜M
∂y˙a
− p˜β ∂G
β
∂y˙a
=
∂L˜M
∂y˙a
+W βαp˜β
∂2L
∂yα∂ya
To shorten the number of unknown variables involved in the previous set of equations, we
can write them using as variables (g(t), yA, y˙a, p˜α)
dg
dt
= g(yA(t)eA)
dyα
dt
= Gα(g, yA, y˙a)
0 =
d2
dt2
[
∂L˜M
∂y˙a
− p˜β ∂G
β
∂y˙a
]
− CbAayA
(
d
dt
[
∂L˜M
∂y˙b
− p˜β ∂G
β
∂y˙b
])
− d
dt
(
∂L˜M
∂ya
− p˜β ∂G
β
∂ya
)
+ CCAay
A
(
∂L˜M
∂yC
− p˜β ∂G
β
∂yC
)
+〈£∗g
(
δL˜M
δg
− p˜β δG
β
δg
)
, ea〉 − CγAayA
dp˜γ
dt
0 =
d2p˜α
dt2
+ CβAαy
Adp˜β
dt
− CCAαyA
[
∂L˜M
∂yC
− p˜β ∂G
β
∂yC
]
− d
dt
[
∂L˜M
∂yα
− p˜β ∂G
β
∂yα
]
+ 〈£∗g
(
δL˜M
δg
− p˜β δG
β
δg
)
, eα〉
+CbAαy
A
(
d
dt
[
∂L˜M
∂y˙b
− p˜β ∂G
β
∂y˙b
])
− CbAαyA
[
∂L˜M
∂yb
− p˜β ∂G
β
∂yb
]
If the matrix (
∂2L˜M
∂y˙a∂y˙b
)
is regular then we can write the previous equations as an explicit system of third-order
differential equations. This regularity assumption is equivalent to the condition that the
constrain algorithm stops at the first constraint submanifold W 1 (see Theorem (3.2.1)).
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Example 3.6.7 (optimal control of an underactuated rigid body). We consider the motion
of a rigid body where the configuration space is the Lie group G = SO(3) (see [26, 105]).
Therefore, TSO(3) ' SO(3) × so(3), where so(3) ≡ R3 is the Lie algebra of the Lie group
SO(3) (here we are using the well know isomorphism between the Lie algebra so(3) and
R3, see [81] and [130] for example). The Lagrangian function for this system is given by
L : SO(3)× so(3)→ R,
L(R,Ω1,Ω2,Ω3) =
1
2
(
I1Ω
2
1 + I2Ω
2
2 + I3Ω
2
3
)
.
Now, denote by t→ R(t) ∈ SO(3) a curve. The columns of the matrix R(t) represent the
directions of the principal axis of the body at time t with respect to some reference system.
Now, we consider the following control problem. First, we have the reconstruction equation:
R˙(t) = R(t)
 0 −Ω3(t) Ω2(t)Ω3(t) 0 −Ω1(t)
−Ω2(t) Ω1(t) 0
 = R(t) (Ω1(t)E1 + Ω2(t)E2 + Ω3(t)E3)
where
E1 :=
 0 0 00 0 −1
0 1 0
 , E2 :=
 0 0 10 0 0
−1 0 0
 , E3 :=
 0 −1 01 0 0
0 0 0

and the equations for the angular velocities Ωi with i = 1, 2, 3:
I1Ω˙1(t) = (I2 − I3)Ω2(t)Ω3(t) + u1(t)
I2Ω˙2(t) = (I3 − I1)Ω3(t)Ω1(t) + u2(t)
I3Ω˙3(t) = (I1 − I2)Ω1(t)Ω2(t)
where I1, I2, I3 are the moments of inertia and u1, u2 denote the applied torques playing the
role of controls of the system.
The optimal control problem for the rigid body consists on finding the trajectories
(R(t),Ω(t), u(t)) with fixed initial and final conditions (R(t0),Ω(t0)), (R(tf ),Ω(tf )) respec-
tively and minimizing the cost functional
A =
∫ T
0
C(Ω, u1, u2)dt =
∫ T
0
[
c1(u
2
1 + u
2
2) + c2(Ω
2
1 + Ω
2
2 + Ω
2
3)
]
dt,
with c1, c2 ≥ 0. The constants c1 and c2 represent weights on the cost functional. For instance,
c1 is the weight in the cost functional measuring the fuel expended by an attitude manoeuver
of a spacecraft modeled by the rigid body and c2 is the weight given to penalize high angular
velocities.
This optimal control problem is equivalent to solve the following variational problem with
constraints,
min J˜ =
∫ T
0
L˜(Ω, Ω˙)dt
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subject to the constraint I3Ω˙3 − (I1 − I2)Ω1Ω2 = 0, where
L˜(Ω, Ω˙) = C
(
Ω, I1Ω˙1 − (I2 − I3)Ω2Ω3, I2Ω˙2 − (I3 − I1)Ω3Ω1
)
.
Thus, the submanifold M of G× 2so(3), is given by
M := {(R,Ω, Ω˙) | Ω˙3 =
(
I1 − I2
I3
)
Ω1Ω2}.
We consider the submanifold W 0 = M× 2so∗(3) with induced coordinates
(g,Ω1,Ω2,Ω3, Ω˙1, Ω˙2, p1, p2, p3, p˜1, p˜2, p˜3).
Now, we consider the restriction of the Lagrangian L˜ to the constraint submanifold, L˜M
given by
L˜M = c1
[(
I1Ω˙1 − (I2 − I3)Ω2Ω3
)2
+
(
I2Ω˙2 − (I3 − I1)Ω3Ω1
)2]
+ c2
(
Ω21 + Ω
2
2 + Ω
2
3
)
.
For simplicity we denote by G3 = I1−I2I3 Ω1Ω2. Therefore, we can write the equations of motion
of the optimal control problem for this underactuated system. For simplicity, we consider the
particular case I1 = I2 = I3 = 1 then the equations of motion of the optimal control problem
are:
Ω2(t)
dp˜3
dt
− 2
(
c2
dΩ1
dt
+ c1Ω3(t)
d2Ω2
dt2
− c1d
3Ω1
dt3
)
= 0,
−Ω1(t)dp˜3
dt
− 2
(
c2
dΩ2
dt
− c1Ω3(t)d
2Ω1
dt2
− c1d
3Ω2
dt3
)
= 0,
d2p˜3
dt2
− 2c2dΩ3
dt
− 2c1Ω2(t)d
2Ω1
dt2
+ 2c1Ω1(t)
d2Ω2
dt2
= 0,
dΩ3
dt
= 0.
If we consider the rigid body as a model of a spacecraft then we observe that this particular
cost function is taking into account both, the fuel expenditure (c1) and also is trying to
minimize the overall angular velocity (c2). In Figures (3.5) and (3.6) we compare their
behavior in two particular cases: c1 = 1/2, c2 = 1/2; and c1 = 1/2, c2 = 0.
The most typical case is of course the problem of minimize the total fuel expenditure,
that is c1 = 1 and c2 = 0. Now, the explicit system of differential equations is
Ω2(t)
dp˜3
dt
− 2
(
d2Ω2
dt2
Ω3(t)− d
3Ω1
dt3
)
= 0,
−Ω1(t)dp˜3
dt
+ 2
(
d2Ω1
dt2
Ω3(t) +
d3Ω2
dt3
)
= 0,
d2p˜3
dt2
− 2
(
Ω2(t)
d2Ω1
dt2
− Ω1(t)d
2Ω2
dt2
)
= 0,
dΩ3
dt
= 0.
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In all cases we additionally have the reconstruction equation
R˙(t) = R(t) (Ω1(t)E1 + Ω2(t)E2 + Ω3(t)E3)
with boundary conditions R(t0) and R(tf ).
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Figure 3.5: Angular velocity values for initial conditions satisfying Ωi(0) = Ωi(4) = 0, i = 1, 2
and fixed values of R(0) and R(4).
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Figure 3.6: Comparison of the functions 1/2
(
Ω21(t) + Ω
2
2(t) + Ω
2
3(t)
)
(left) and
1/2
(
u21(t) + u
2
2(t)
)
(right) in both cases
Remark 3.6.8. Also, it is possible to consider a slightly more complicated example where the
moments of inertia are not equal. The resulting system of equations are computed numerically
using Mathematica. We include the equations for different moments of inertia and it is clear
that it is necessary to develop numerical methods preserving the geometric structure for this
mechanical control systems.
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0 = Ω2p˜
′
3 +
(I1 − I2) Ω2p˜′3
I3
− 2c1Ω′1 + Ω3
(
p˜3 (−I1 + I2) Ω1
I3
+ 2c1Ω2
+2 (−I2 + I3) c2Ω3
(
(−I2 + I3) Ω2Ω3 + I1Ω′1
) )
+
p˜3 (I1 − I2) Ω′2
I3
−Ω2
(
2c1Ω3 + c2
(
2 (−I2 + I3) Ω2
(
(−I2 + I3) Ω2Ω3 + I1Ω′1
)
+2 (I1 − I3) Ω1
(
(I1 − I3) Ω1Ω3 + I2Ω′2
)))
−2 (I1 − I3) c2
(
(I1 − I3) Ω1Ω3 + I2Ω′2
)
Ω′3
−2I2c2Ω3
(
(I1 − I3)
(
Ω3Ω
′
1 + Ω1Ω
′
3
)
+ I2Ω
′′
2
)
−2 (I1 − I3) c2Ω3
(
(I1 − I3)
(
Ω3Ω
′
1 + Ω1Ω
′
3
)
+ I2Ω
′′
2
)
+2I1c2
(
− (I2 − I3)
(
2Ω′2Ω
′
3 + Ω3Ω
′′
2 + Ω2Ω
′′
3
)
+ I1Ω
(3)
1
)
0 = −Ω1p˜′3 +
(I1 − I2) Ω1p˜′3
I3
+
p˜3 (I1 − I2) Ω′1
I3
− 2c1Ω′2
−Ω3
(
2c1Ω1 − p˜3 (I1 − I2) Ω2
I3
+ 2 (I1 − I3) c2Ω3
(
(I1 − I3) Ω1Ω3 + I2Ω′2
))
+Ω1
(
2c1Ω3 + c2
(
2 (−I2 + I3) Ω2
(
(−I2 + I3) Ω2Ω3 + I1Ω′1
)
+2 (I1 − I3) Ω1
(
(I1 − I3) Ω1Ω3 + I2Ω′2
)))
−2 (−I2 + I3) c2
(
(−I2 + I3) Ω2Ω3 + I1Ω′1
)
Ω′3
+2I1c2Ω3
(
(−I2 + I3) Ω3Ω′2 + (−I2 + I3) Ω2Ω′3 + I1Ω′′1
)
−2 (−I2 + I3) c2Ω3
(
(−I2 + I3) Ω3Ω′2 + (−I2 + I3) Ω2Ω′3 + I1Ω′′1
)
+2I2c2
(
2 (I1 − I3) Ω′1Ω′3 + (I1 − I3) Ω3Ω′′1 + (I1 − I3) Ω1Ω′′3 + I2Ω2(3)
)
,
0 = Ω1
(
− p˜3 (I1 − I2) Ω1
I3
+ 2c1Ω2 + 2 (−I2 + I3) c2Ω3
(
(−I2 + I3) Ω2Ω3 + I1Ω′1
))
−Ω2
(
2c1Ω1 − p˜3 (I1 − I2) Ω2
I3
+ 2 (I1 − I3) c2Ω3
(
(I1 − I3) Ω1Ω3 + I2Ω′2
))
−2c1Ω′3 + p˜′3 − 2c2
(
(−I2 + I3)
(
(−I2 + I3) Ω2Ω3 + I1Ω′1
)
Ω′2
+ (I1 − I3) Ω′1
(
(I1 − I3) Ω1Ω3 + I2Ω′2
)
+ (−I2 + I3) Ω2
(
(−I2 + I3) Ω3Ω′2
+ (−I2 + I3) Ω2Ω′3 + I1Ω′′1
)
+ (I1 − I3) Ω1
(
(I1 − I3) Ω3Ω′1
+ (I1 − I3) Ω1Ω′3 + I2Ω′′2
))
0 = Ω1
(
− p˜3 (I1 − I2) Ω1
I3
+ 2c1Ω2 + 2 (−I2 + I3) c2Ω3
(
(−I2 + I3) Ω2Ω3 + I1Ω′1
))
−Ω2
(
2c1Ω1 − p˜3 (I1 − I2) Ω2
I3
+ 2 (I1 − I3) c2Ω3
(
(I1 − I3) Ω1Ω3 + I2Ω′2
))
−2c1Ω′3 + p˜′3 − 2c2
(
(−I2 + I3)
(
(−I2 + I3) Ω2Ω3 + I1Ω′1
)
Ω′2
+ (I1 − I3) Ω′1
(
(I1 − I3) Ω1Ω3 + I2Ω′2
)
+ (−I2 + I3) Ω2
(
(−I2 + I3) Ω3Ω′2
+ (−I2 + I3) Ω2Ω′3 + I1Ω′′1
)
+ (I1 − I3) Ω1
(
(I1 − I3) Ω3Ω′1 + (I1 − I3) Ω1Ω′3 + I2Ω′′2
))

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The case c1 = 0 and c2 = 1, that is, we only try to minimize the overall angular velocity
(see [163] for the fully-actuated case) is singular. We obtain the following system
Ω2(t)
dp˜3
dt
− 2dΩ1
dt
= 0,
−Ω1(t)dp˜3
dt
− 2dΩ2
dt
= 0,
d2p˜3
dt2
− 2dΩ3
dt
= 0,
dΩ3
dt
= 0 .
Observe that in this case it is not possible to impose arbitrary boundary conditions
(R(t0),Ω(t0)) and (R(tf ),Ω(tf )) although it is always possible to find a trajectory verify-
ing initial and final attitude conditions R(t0) and R(tf ). It is interesting to observe that in
this particular case the algorithm does not stop at the first step. It is easy to show that
W 1 = {(g,Ω1,Ω2,Ω3, Ω˙1, Ω˙2, p1, p2, p3, p˜1, p˜2, p˜3) ∈W 0 |p˜1 = 0, p˜2 = 0}
W 2 = {(g,Ω1,Ω2,Ω3, Ω˙1, Ω˙2, p1, p2, p3, 0, 0, p˜3) ∈W 1 | p1 = 1
2
Ω1, p2 =
1
2
Ω2}
W 3 = {(g,Ω1,Ω2,Ω3, Ω˙1, Ω˙2, 1
2
Ω1,
1
2
Ω2, p3, 0, 0, p˜3) ∈W 2 | 1
2
Ω˙1 = p3Ω2 − 1
2
Ω2Ω3,
1
2
Ω˙2 = −p3Ω1 + 1
2
Ω1Ω3}.
Remark 3.6.9. For numerical simulation of underactuated optimal control systems is usually
difficult to satisfy numerically the second-order constraints (3.100) then it is useful to combine
our analysis with other techniques for underactuated systems. For instance, assuming that
our underactuated system of ODEs (3.98) posses the property of differential flatness (often
referred as flatness, see [67, 143]), with z(t) = F (g(t), yi(t), y˙i(t), ua(t)) as a flat output, such
that the states and inputs may be determined from equations of the form
(g(t), yi(t), ua(t)) = φ(z(t), . . . , z(β)(t))
Then substituting in the cost functional (3.99) we obtain the new functional
Jz =
∫ tf
t0
L(φ(z(t), . . . , z(β)(t)) dt =
∫ tf
t0
L˜(z(t), . . . , z(β)(t)) dt
now without additional constraints. Consequently, the number of variables in the optimal
control problem will be reduced to expedite real-time computation.

3.6.3 Optimal control of underactuated mechanical systems on a principal
bundle
Let us consider the configuration space Q of the system as a trivial principal bundle, that
is, Q = M × G, where M is an m-dimensional smooth manifold and G a finite dimensional
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Lie group. Let L ∈ C∞(TM × g) be a left-trivialized Lagrangian function, where g is the Lie
algebra of G.
The Euler-Lagrange equations with controls are
d
dt
(
∂L
∂q˙A
)
− ∂L
∂qA
= uaµ
a
A(q) , (1 6 A 6 m)
d
dt
(
∂L
∂ξ
)
− ad∗ξ
(
∂L
∂ξ
)
= uaη
a(q) ,
(3.101)
where Ba = {(µa, ηa)}, µa(q) ∈ T ∗qM , ηa(q) ∈ g∗, a = 1, . . . , r, is a set of independent sections
of the bundle pi : T ∗M × g∗ →M , and ua are admissible control parameters.
We complete Ba to a basis {Ba,Bα} of Γ(pi), and let us consider its dual basis {Ba,Bα},
that is, a basis of Γ(τ), where τ : TM ×g→M . Observe that Γ(τ) = X(M)×C∞(M, g) (see
[111] for details). This basis induces coordinates (qA, q˙A, ξa, ξα) on TM × g.
If we denote Ba = {(Xa,Ξa)} ⊂ Γ(τ) and Bα = {Xα,Ξα} ⊂ Γ(τ), where Xa, Xα ∈ X(M)
are locally given by Xa(q) = X
A
a (q)
∂
∂qA
∣∣∣∣
q
, Xα(q) = X
A
α (q)
∂
∂qA
∣∣∣∣
q
, and Ξa(q),Ξα(q) ∈ g,
with q ∈M , then equations (3.101) can be rewritten as(
d
dt
(
∂L
∂q˙A
)
− ∂L
∂qA
)
XAa (q) +
(
d
dt
(
∂L
∂ξ
)
− ad∗ξ
∂L
∂ξ
)
Ξa(q) = ua ,(
d
dt
(
∂L
∂q˙A
)
− ∂L
∂qA
)
XAα (q) +
(
d
dt
(
∂L
∂ξ
)
− ad∗ξ
∂L
∂ξ
)
Ξα(q) = 0 .
(3.102)
The optimal control problem consists on finding a trajectory (q(t), q˙(t), ξ(t), u(t)) of the
state variables and control inputs solving equation (3.102) given initial and final boundary
conditions (q(0), q˙(0), ξ(0)) and (q(T ), q˙(T ), ξ(T )), respectively, and minimizing the following
cost functional
A(q, q˙, ξ, u) =
∫ T
0
C(q(t), q˙(t), ξ(t), u(t))dt ,
where C : (TM × g)× U → R is a cost function.
This optimal control problem is equivalent to solving the following second-order varia-
tional problem with second-order constraints{
min L˜(qA, q˙A, q¨A, ξi, ξ˙i),
subject to Φα(qA, q˙A, q¨A, ξi, ξ˙i) , α = 1, . . . ,m
where L˜,Φα ∈ C∞(T (2)M × 2g) are given by
L˜(qA, q˙A, q¨A, ξi, ξ˙i) = C
(
qA, q˙A, ξi, Fa(q
A, q˙A, q¨A, ξi, ξ˙i)
)
,
where C is the cost function and
Fa(q
A, q˙A, q¨A, ξi, ξ˙i) =
(
d
dt
(
∂L
∂q˙A
)
− ∂L
∂qA
)
XAa (q) +
(
d
dt
(
∂L
∂ξ
)
−
(
ad∗ξ
∂L
∂ξ
))
Ξa(q) .
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The Lagrangian L˜ is subjected to the second-order constraints:
Φα(qA, q˙A, q¨A, ξi, ξ˙i) =
(
d
dt
(
∂L
∂q˙A
)
− ∂L
∂qA
)
XAα (q) +
(
d
dt
(
∂L
∂ξ
)
−
(
ad∗ξ
∂L
∂ξ
))
Ξα(q) .
Example 3.6.10 (Optimal control of an underactuated vehicle). Consider a rigid body
moving in the special Euclidean group of the plane SE(2) with a thruster to adjust its pose.
The configuration of this system is determined by a tuple (x, y, θ, γ), where (x, y) is the
position of the center of mass, θ is the orientation of the blimp with respect to a fixed basis,
and γ the orientation of the thrust with respect to a body basis. Therefore, the configuration
manifold is Q = SE(2) × S1 (see [58] and references therein), where (x, y, θ) are the local
coordinates of SE(2) and γ is the coordinate corresponding to the configuration on S1.
The Lagrangian of this system is given by its kinetic energy
L(x, y, θ, γ, x˙, y˙, θ˙, γ˙) =
1
2
m(x˙2 + y˙2) +
1
2
J1θ˙
2 +
1
2
J2(θ˙ + γ˙)
2 ,
and the input forces are
F 1 = cos(θ + γ) dx+ sin(θ + γ) dy − p sin γdθ; F 2 = dγ,
where the control forces that we consider are applied to a point on the body with distance
p > 0 from the center of mass (m is the mass of the rigid body), along the body x-axis.
The system is invariant under the left multiplication of the Lie group G = SE(2):
Φ: SE(2)× SE(2)× S1 −→ SE(2)× S1
((a, b, α), (x, y, θ, γ)) 7−→ (x cosα− y sinα+ a, x sinα+ y cosα+ b, θ + α, γ).
A basis of the Lie algebra se(2) ' R3 of SE(2) is given by
e1 =
0 −1 01 0 0
0 0 0
 , e2 =
0 0 10 0 0
0 0 0
 , e3 =
0 0 00 0 1
0 0 0
 .
From this basis we have that
[e1, e2] = e3, [e1, e3] = −e2, [e2, e3] = 0.
Thus, we can write down the structure constants as
C231 = C
1
23 = −1,C213 = C132 = 1 ,
and all others are zero. An element ξ ∈ se(2) is of the form ξ = ξ1 e1 + ξ2 e2 + ξ3 e3; therefore
the reduced Lagrangian ` : TS1 × se(2)→ R is given by
`(γ, γ˙, ξ) =
1
2
m(ξ21 + ξ
2
2) +
J1 + J2
2
ξ23 + J2ξ3γ˙ +
J2
2
γ˙2 .
Then the reduced Euler-Lagrange equations with controls are given by
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mξ˙1 = u1 cos γ ,
mξ˙2 + (J1 + J2)ξ1ξ3 + J2ξ1γ˙ −mξ1ξ3 = u1 sin γ ,
(J1 + J2)ξ˙3 + J2γ¨ −mξ2(ξ1 + ξ3) = −u1p sin γ ,
J2(ξ˙3 + γ¨) = u2 .
On the other hand, choosing the adapted basis {Ba,Bα} the modified equations of motion
(3.102) read in this case as
m(cos γξ˙1 + sin γ(ξ˙2 − ξ1ξ3)) + (J1 + J2)ξ1ξ3 sin γ + J2ξ1γ˙ sin γ = u1 ,
m(cos γ(ξ˙2 − ξ1ξ3)− sin γξ˙1) + ξ1ξ3(J1 + J2) cos γ + J2ξ1γ˙ cos γ = 0 ,
J1 + J2
p
(ξ˙3 + pξ1ξ3) +
J2
p
(γ¨ + pξ1γ˙) +m
(
ξ˙2 − ξ1ξ3 − ξ2ξ1 + ξ3ξ2
p
)
= 0 ,
J2(ξ˙3 + γ¨) = u2 .
Now, we can study the optimal control problem that consists, as mentioned before, on finding
a trajectory of state variables and control inputs satisfying the previous equations from given
initial and final boundary conditions (γ(0), γ˙(0), ξ(0)), (γ(T ), γ˙(T ), ξ(T )) respectively, and
extremizing the cost functional ∫ T
0
(ρ1u
2
1 + ρ2u
2
2) dt ,
where ρ1 and ρ2 are non-zero constants.
The related optimal control problem is equivalent to the second-order Lagrangian problem
with second-order constraints defined as follows. Extremize
A˜ =
∫ T
0
L˜(ξ, ξ˙, γ, γ˙, γ¨)dt,
subject to the second-order constraints given by the functions
Φ1 = m(cos γ(ξ˙2 − ξ1ξ3)− sin γξ˙1) + ξ1ξ3(J1 + J2) cos γ + J2ξ1γ˙ cos γ , (3.103a)
Φ2 =
J1 + J2
p
(ξ˙3 + pξ1ξ3) +
J2
p
(γ¨ + pξ1γ˙) +m
(
ξ˙2 − ξ1ξ3 − ξ2ξ1 + ξ3ξ2
p
)
. (3.103b)
Here, L˜ : T (2)S1 × 2se(2)→ R is defined by
L˜(γ, γ˙, γ¨, ξ, ξ˙) = ρ1
(
m(cos γξ˙1 + sin γ(ξ˙2 − ξ1ξ3)) + (J1 + J2)ξ1ξ3 sin γ + J2ξ1γ˙ sin γ
)2
(3.104)
+ ρ2J
2
2 (ξ˙3 + γ¨)
2 ,
which basically is the cost function C = ρ1u
2
1 + ρ2u
2
2 in terms of the new variables.
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The submanifold M of T (2)S1 × SE(2)× 2se(2) is given by the constraints
γ¨ = −mp
J2
(
ξ˙2 − ξ1ξ3 − ξ2 ξ1 + ξ3
p
)
− J1 + J2
J2
(ξ˙3 + pξ1ξ3)− pξ1γ˙ ,
ξ˙1 =
1
tan γ
(
J1 + J2
m
ξ1ξ3 +
J2
m
ξ1γ˙ + ξ˙2 − ξ1ξ3
)
.
We consider the submanifold W = M× T ∗(TS1)× 2se(2)∗ with induced coordinates
(γ, γ˙, g, ξ1, ξ2, ξ3, ξ˙2, ξ˙3, η1, η2, p1, p2, p3, p˜1, p˜2, p˜3) ,
and the restriction L˜M of L˜ given by
L˜M = ρ1
[
m cos γ
tan γ
(
J1 + J2
m
ξ1ξ3 +
J2
m
ξ1γ˙ + ξ˙2 − ξ1ξ3
)
+ (J1 + J2)ξ1ξ3 sin γ + J2ξ1γ˙ sin γ
+sin γ(ξ˙2 − ξ1ξ3)
]2
+ ρ2J
2
2
[
ξ˙3 − mp
J2
(
ξ˙2 − ξ1ξ3 − ξ2 ξ1 + ξ3
p
)
− J1 + J2
J2
(ξ˙3 + pξ1ξ3)− pξ1γ˙
]2
.
Observe that we use the intrinsic formulation in the submanifold M because the con-
straints enable us to write the variables γ¨ and ξ˙1 in terms of the others, and thus it is easy
to determine a subset of intrinsic coordinates.
For simplicity, we consider the particular case J1 = J2 = 1 and m = p = 1 then the
equations of motion of the optimal control problem are
ξ˙i =
d
dt
ξi , γ˙ =
d
dt
γ , γ¨ =
d
dt
γ˙ , i = 1, 2, 3.
η˙1 = 2ρ1
((
cos γ
tan γ
+ sin γ
)
·A
)(
cos γ − sin γ
tan γ
− 1
cos2 γ + tan2 γ
)
+ λ1 sin γA
(
1 +
1
tan γ
)
,
η˙2 = 2ξ1ρ1
((
cos γ
tan γ
+ sin γ
)2
·A
)
− ξ1(λ1 cos γ + λ2 − 2Bρ2)− η1 ,
˙˜p1 = 2ρ1
((
cos γ
tan γ
+ sin γ
)2
·A
)
(B− λ2)(ξ3 + γ˙ − ξ2)− λ1 cos γ(γ˙ + ξ3) ,
˙˜p2 = (λ2 − 2Bρ2)(ξ1 + ξ3) ,
˙˜p3 = 2ξ1ρ1
((
cos γ
tan γ
+ sin γ
)2
·A
)
− λ1 cos γξ1 − (ξ1 − ξ2)(λ2 + 2ρ2B),
p˙i = ad
∗
ξpi , i = 1, 2, 3.
where
ξ = (ξ1, ξ2, ξ3) ; A = ξ1ξ3 + ξ1γ˙ + ξ˙2 ; B = ξ˙3 + ξ1ξ3 + ξ˙2 − ξ2ξ1 − ξ2ξ3 + ξ1γ˙
and the coadjoint operator is just the cross product, ad∗ξp = ξ × p using the identification of
se(2) with R3 (see [81] for example).
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In all cases we additionally have the reconstruction equation
g˙(t) = g(t)(ξ1(t)e1 + ξ2(t)e2 + ξ3(t)e3)
with boundary conditions g(t0) and g(tf ), where g(t) = (x(t), y(t), θ(t)).
Finally, the regularity condition is given by the matrix
A =

2ρ2 0 0 2ρ2 0 1
0 2ρ1 cos
2 γ 2ρ1 sin γ cos γ 0 − sin γ 0
0 2ρ1 sin γ cos γ 2ρ1 sin
2 γ 0 cos γ 1
2ρ2 0 0 2ρ2 0 2
0 − sin γ cos γ 0 0 0
1 0 1 2 0 0
 ,
whose determinant is
detA = 4ρ1ρ2 sin
4 γ+4ρ1ρ2 cos
4 γ+8ρ1ρ2 sin
2 γ cos2 γ = 4ρ1ρ2(sin
2 γ+cos2 γ)2 = 4ρ1ρ2 6= 0 .
Therefore the algorithm stabilizes at the first constraint submanifold W1. Moreover, there
exists an unique solution of the dynamics, the vector field X ∈ X(W1) which satisfies
iX ΩW1 = dHW1 . In consequence, we have a unique control input which extremizes (mini-
mizes) the objective function A. If we take the flow Ft : W1 →W1 of the solution vector field
X then we have that F ∗t ΩW1 = ΩW1 .
3.6.4 Optimal control of underactuated systems on Lie algebroids
In the general situation, the dynamics is specified fixed a Lagrangian L : E → R where
(E, [[·, ·]], ρ) is a Lie algebroid over a manifold Q with fiber bundle projection τE : E → Q.
If we take local coordinates (xi) on Q and a local basis {eA} of sections of E, then we
have the corresponding local coordinates (xi, yA) on E. Such coordinates determine the local
structures functions ρiA and C
C
AB and then the Euler-Lagrange equations on Lie algebroids
can be written as (see §2.1)
d
dt
(
∂L
∂yA
)
− ρiA
∂L
∂xi
+ CCABy
B ∂L
∂yA
= 0.
These equations are precisely the components of the Euler-Lagrange operator EL : E(2) → E∗,
which locally reads
EL =
(
d
dt
(
∂L
∂yA
)
− ρiA
∂L
∂xi
+ CCABy
B ∂L
∂yA
)
eA,
where {eA} is the dual basis of {eA} (see [57]). In terms of the Euler-Lagrange operator, the
equations of motion just read
EL = 0.
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Now, we add controls in our picture. Assume that the controlled Euler-Lagrange equations
are (
d
dt
(
∂L
∂yA
)
− ρiA
∂L
∂xi
+ CCABy
B ∂L
∂yA
)
eA = uae
a, (3.105)
where we are denoting as {eA} = {ea, eα} the dual basis of {eA} and ua are admissible control
parameters. Using the basis of sections of E, equations (3.105) can be rewritten as
d
dt
(
∂L
∂ya
)
− ρia
∂L
∂xi
+ CCaBy
B ∂L
∂yC
= ua, (3.106)
d
dt
(
∂L
∂yα
)
− ρiα
∂L
∂xi
+ CCαBy
B ∂L
∂yC
= 0
The optimal control problem consists on finding an admissible trajectory γ(t) =
(xi(t), yA(t), u(t)) of the state variables and control inputs given initial and final bound-
ary conditions (xi(0), yA(0)) and (xi(T ), yA(T )), respectively, solving the controlled Euler-
Lagrange equations (3.106) and minimizing
A(xi, yA, ua) =
∫ T
0
C(xi, yA, ua)dt ,
where C : E × U → R denotes the cost function.
To Solve this optimal control problem is equivalent to solve the following second-order
problem:
min L˜(xi(t), yA(t), zA(t))
subject to Φα(xi(t), yA(t), zA(t)) , α = 1, . . . ,m
where L˜,Φα ∈ C∞(E(2)). Here
L˜(xi(t), yA(t), zA(t)) = C
(
xi(t), yA(t), Fa(x
i(t), yA(t), zA(t))
)
,
where C is the cost function and
Fa(x
i(t), yA(t), zA(t)) =
d
dt
(
∂L
∂ya
)
− ρia
∂L
∂xi
+ CCaBy
B ∂L
∂yC
.
The Lagrangian L˜ is subjected to the second-order constraints:
Φα(xi(t), yA(t), zA(t)) =
d
dt
(
∂L
∂yα
)
− ρiα
∂L
∂xi
+ CCαBy
B ∂L
∂yC
,
which determines a submanifold M of E(2). Observe that from the constraint equations we
have that
∂2L
∂yα∂yβ
zβ +
∂2L
∂yα∂ya
za − ρiα
∂L
∂xi
+ CCαBy
B ∂L
∂yC
= 0.
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Therefore, assuming that the matrix Wαβ =
(
∂2L
∂yα∂yβ
)
is regular, we can write the equations
as
zα = −Wαβ
(
∂2L
∂yβ∂ya
za − ρiβ
∂L
∂xi
+ CCβBy
B ∂L
∂yC
)
= Gα(xi, yA, za)
where Wαβ = (Wαβ)
−1.
Therefore, we can choose coordinates (xi, yA, za) on M. This choose allows us to consider
an intrinsic point of view, that is, to work directly on W = M× (TτEE)∗ avoiding the use of
the Lagrange multipliers.
Define the restricted Lagrangian L˜M by L˜
∣∣
M
: M → R and take induced coordinates
(xi, yA, za, pA, pA) on W . Applying the same procedure than in section 3.5.4 we derive the
following system of equations
x˙i = ρiAy
A,
dya
dt
= za,
dyα
dt
= Gα(xi, yA, za),
dpA
dt
= ρiA
(
∂L˜M
∂xi
− p¯β ∂G
β
∂xi
)
+ CCABpCy
B,
dp¯A
dt
= −pA + ∂L˜M
∂yA
− p¯β ∂G
β
∂yA
,
p¯a =
∂L˜M
∂za
− p¯β ∂G
β
∂za
.
To shorten the number of unknown variables involved in the previous set of equations,
we can write them using as variables (xi, yA, za, pα)
x˙i = ρiAy
A,
dyα
dt
= Gα(xi, yA, za),
0 =
d2
dt2
(
∂L˜M
∂za
− pβ
∂Gβ
∂za
)
− CbAayA
(
d
dt
[
∂L˜M
∂zb
− pβ
∂Gβ
∂zb
])
− d
dt
(
∂L˜M
∂ya
− pβ
∂Gβ
∂ya
)
+ CCAay
A
(
∂L˜M
∂yC
− pβ
∂Gβ
∂yC
)
+ρia
(
∂L˜M
∂xi
− pβ
∂Gβ
∂xi
)
− CγAayA
dpγ
dt
.
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0 =
d2pα
dt2
+ CβAαy
Adpβ
dt
− CCAαyA
[
∂L˜M
∂yC
− pβ
∂Gβ
∂yC
]
− d
dt
[
∂L˜M
∂yα
− pβ
∂Gβ
∂yα
]
+ ρiα
(
∂L˜M
∂xi
− pβ
∂Gβ
∂xi
)
+CbAαy
A
(
d
dt
[
∂L˜M
∂zb
− pβ
∂Gβ
∂zb
])
− CbAαyA
[
∂L˜M
∂yb
− pβ
∂Gβ
∂yb
]
If the matrix (
∂2L˜M
∂za∂zb
)
is regular then we can write the previous equations as an explicit system of third-order
differential equations. This regularity assumption is equivalent to the condition that the
constrain algorithm stops at the first constraint submanifold.
Chapter 4
Optimal control of nonholonomic
mechanical systems
Many important problems in robotics, the dynamics of wheeled vehicles and motion gen-
eration, involve nonholonomic mechanics, which typically means mechanical systems with
rolling constraints. Some of the important issues are trajectory tracking, dynamic stability
and feedback stabilization, bifurcation and control.
As is well known, the application of tools from modern differential geometry in the fields
of mechanics and control theory has caused an important progress in these research areas.
For example, the study of the geometrical formulation of the nonholonomic equations of
motion has led to a better comprehension of locomotion generation, controllability, motion
planning, and trajectory tracking, raising new interesting questions in these subjects (see [17],
[19], [20], [21], [25], [31], [34], [94], [100], [113], [141], [149] and references therein). On the
other hand, there are by now many papers in which optimal control problems are addressed
using geometric techniques (references [21], [90], [91], and [165] are good examples). In this
context, we present a geometrical formulation of the dynamics of higher-order mechanical
systems with nonholonomic constraints as a higher-order constrained systems.
In this chapter we will study optimal control problems of mechanical systems subject
to nonholonomic constraints. Of a grat interest in the present chapter are the recent de-
velopments that utilize a geometric approach and in particular the theory of Lagrangian
submanifolds and Lie algebroids. The class of nonholonomic systems that we study in this
chapter includes, in particular, any wheeled-type vehicle, such as robots on wheels and or
tracks. The fact that most of these robotic systems apply torques and forces internal to the
system, which makes these system move in an undulatory fashion (see [149] and references
therein for more on undulatory locomotion), without the application of any external forces,
makes the system under-actuated. Hence, including under-actuated systems in our study is
crucial in covering a wide range of robotic applications.
In our framework we have implicitly a reduction process, that is; after the geometric pro-
cedure applied thorough in this chapter to describe the dynamical equations for the optimal
control problem we can reduce the degrees of freedom of the configuration space where is
defined the lagrangian which describes the control problem. We will see how this framework
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can be easily extended when instead of working on TQ we consider an arbitrary Lie algebroid.
4.1 Nonholonomic mechanical systems
We shall start with a configuration space Q, which is an n-dimensional differentiable manifold
with local coordinates (qi), 1 ≤ i ≤ n = dimQ. Linear constraints on the velocities are locally
given by equations of the form
φa(qi, q˙i) = µai (q)q˙
i = 0, 1 ≤ a ≤ m,
depending, in general, on their configuration coordinates and their velocities. From an in-
trinsic point of view, the linear constraints are defined by a regular distribution D on Q of
constant rank n−m such that the annihilator of D is locally given at each point of Q by
Doq = span
{
µa(q) = µai dq
i ; 1 ≤ a ≤ m}
where the one-forms µa are independent at each point of Q.
The various kinds of constraints we are concerned with typically are divided in two types:
holonomic and nonholonomic, depending on whether the constraint is derived from a con-
straint in the configuration space or not. Therefore, the dimension of the space of config-
urations is reduced by holonomic constraints but not by nonholonomic constraints. Thus,
holonomic constraints allow a reduction in the number of coordinates of the configuration
space needed to formulate a given problem (see [144]).
We will restrict ourselves to the case of nonholonomic constraints. In this case, the
constraints are given by a nonintegrable distribution D. In addition to these constraints, we
need to specify the dynamical evolution of the system, usually by fixing a Lagrangian function
L : TQ→ R. In mechanics, the central concepts permitting the extension of mechanics from
the Newtonian point of view to the Lagrangian one are the notions of virtual displacements
and virtual work; these concepts were formulated in the developments of mechanics, in their
application to statics. In nonholonomic dynamics, the procedure is given by the Lagrange–
d’Alembert principle. This principle allows us to determine the set of possible values of the
constraint forces from the set D of admissible kinematic states alone. The resulting equations
of motion are [
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
]
δqi = 0,
where δqi denotes the virtual displacements verifying
µai δq
i = 0
(for the sake of simplicity, we will assume that the system is not subject to non-conservative
forces). This must be supplemented by the constraint equations. By using the Lagrange
multiplier rule, we obtain
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
= λaµ
a
i .
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The term on the right hand side represents the constraint force or reaction force induced by
the constraints.
The functions λa are Lagrange multipliers which, after being computed using the con-
straint equations, allow us to obtain a set of second order differential equations.
Now we restrict ourselves to the case of nonholonomic mechanical systems where the
Lagrangian is of mechanical type
L(vq) =
1
2
G(vq, vq)− V (q), vq ∈ TqQ.
Here G denotes a Riemannian metric on the configuration space Q and V : Q → R is a
potential function. Locally, the metric is determined by the matrix M = (Gij)1≤i,j≤n where
Gij = G(∂/∂q
i, ∂/∂qj).
We denote by τD : D → Q the canonical projection of D over Q and Γ(τD) the set of
sections of τD, which in this case is just the set of vector fields X(Q) taking values on D. If
X,Y ∈ X(Q), then [X,Y ] denotes the standard Lie bracket of vector fields.
Definition 4.1.1. A nonholonomic mechanical system on a manifold Q is given by the triple
(G, V,D) where G is a Riemannian metric on Q, specifying the kinetic energy of the system,
V : Q → R is a smooth function representing the potential energy and D a non-integrable
distribution on Q representing the nonholonomic constraints.
Remark 4.1.2. Given X,Y ∈ Γ(τD) that is, X(x) ∈ Dx and Y (x) ∈ Dx for all x ∈ Q, then
it may happen that [X,Y ] /∈ Γ(τD) since D is nonintegrable. 
We want to obtain a bracket defined for sections of D. Using the Riemannian metric G
we can construct two complementary projectors
P : TQ→ D,
Q : TQ→ D⊥,
with respect to the tangent bundle orthogonal decomposition D⊕D⊥ = TQ.
Therefore, given X,Y ∈ Γ(τD) we define the nonholonomic bracket [[·, ·]] : Γ(τD)×Γ(τD)→
Γ(τD) as
[[X,Y ]] := P[X,Y ]
(see [9],[11],[75]). It is clear that this Lie bracket verifies the usual properties of a Lie bracket
except the Jacobi identity.
Definition 4.1.3. Consider the restriction of the Riemannian metric G to the distribution
D
GD : D×Q D→ R
and define the Levi-Civita connection
∇GD : Γ(τD)× Γ(τD)→ Γ(τD)
determined by the following two properties:
148 Nonholonomic mechanical systems
1. [[X,Y ]] = ∇GDX Y −∇G
D
Y X, (Symmetry)
2. X(GD(Y,Z)) = GD(∇GDX Y,Z) + GD(Y,∇G
D
X Z) (Metricity).
Let (qi) be coordinates on Q and {eA} vector fields on Γ(τD) such that
Dx = span{eA(x)}, x ∈ U ⊂ Q.
Then, we determine the Christoffel symbols ΓABC of the connection ∇G
D
by
∇GDeB eC = ΓABC(q)eA.
Definition 4.1.4. A curve γ : I ⊂ R→ D is admissible if there exists a curve σ : I ⊂ R→ Q
projecting γ over Q, that is, τD ◦ γ = σ; such that
γ(t) =
d
dt
σ(t).
Given local coordinates on Q, (qi) i = 1, . . . , n; and {eA} sections on Γ(τD) such that
eA = ρ
i
A(q)
∂
∂qi
we introduce induced coordinates (qi, yA) on D where, if e ∈ Dx then e =
yAeA(x). Therefore, γ(t) = (q
i(t), yA(t)) is admissible if
q˙i = ρiAy
A.
Consider the restricted Lagrangian function ` : D→ R,
`(v) =
1
2
GD(v, v)− V (τD(v)), with v ∈ D.
Definition 4.1.5 ([11]). A solution of the nonholonomic problem is an admissible curve
γ : I → D such that
∇GDγ(t)γ(t) + gradGDV (τD(γ(t))) = 0.
Here the section gradGDV ∈ Γ(τD) is characterized by
GD(gradGDV,X) = ρ(X)V, for every X ∈ Γ(τD).
These equations are equivalent to the nonholonomic equations. Locally, are given by
q˙i = ρiAy
A,
y˙C = −ΓCAByAyB − (GD)CBρiB
∂V
∂qi
,
where (GD)AB denotes the coefficients of the inverse matrix of (GD)AB where G
D(eA, eB) =
(GD)AB.
Remark 4.1.6. Observe that the last equations only depend of the coordinates (qi, yA) on D.
Therefore the nonholonomic equations are free of Lagrange multipliers. These equations are
equivalent to the well known Hamel equations (see [137] for example, and reference therein).

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4.2 Optimal control of nonholonomic mechanical systems
The purpose of this section is to study optimal control problems for a nonholonomic mechan-
ical systems.
Definition 4.2.1. A solution of a fully actuated nonholonomic problem is an admissible
curve γ : I → D such that
∇GDγ(t)γ(t) + gradGDV (τD(γ(t))) = uA(t)eA(τD(γ(t)),
where uA are the control inputs.
Locally, the last equations are written as
q˙i = ρiAy
A
y˙C = −ΓCAByAyB − (GD)CBρiB
∂V
∂qi
+ uC .
Given a cost function
C : U ×D→ R
(uA, qi, yA) 7→ C(qi, yA, uA)
the optimal control problem consists on finding an admissible curve γ : I → D solution of the
fully actuated nonholonomic problem given initial and final boundary conditions on D and
minimizing the functional
J(γ(t), u(t)) :=
∫ T
0
C(γ(t), u(t))dt
where γ is an admissible curve.
We define the submanifold D(2) of TD by
D(2) := {v ∈ TD | v = γ˙(0) where γ : I → D is admissible}, (4.1)
and we can choose coordinates (xi, yA, y˙A) on D(2) where the inclusion on TD, iD(2) : D
(2) ↪→
TD, is given by
iD(2)(q
i, yA, y˙A) = (qi, yA, ρiAy
A, y˙A).
Therefore, D(2) is locally described by the constraints on TD
q˙i − ρiAyA = 0.
Observe now that our optimal control problem is alternatively determined by a function
L : D(2) → R where
L(qi, yA, y˙C) = C
(
qi, yA, y˙C + ΓCABy
AyB + (GD)CBρiB
∂L
∂qi
)
. (4.2)
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The following diagram summarizes the situation:
D(2)
L

 
i
D(2) //
τ
(2,1)
D !!
TD
τTD~~
TτD
!!
D
  j //
τD   
TQ
τTQ
}}
R Q
Here j : D → TQ is the canonical inclusion from D to TQ, τ (2,1)D : D(2) → D and
τTD : TD → D are the projections locally given by τ (2,1)D (qi, yA, y˙A) = (qi, yA) and
τTD(q
i, yA, vi, y˙A) = (qi, yA), respectively. Finally, TτD : TD → TQ is locally given by
the mapping (qi, yA, q˙i, y˙A) 7→ (qi, q˙i).
To derive the equations of motion for L we can use standard variational calculus for sys-
tems with constraints defining the extended Lagrangian L˜ (see § 4.3 for an intrinsic approach)
L˜ = L+ λi(q˙
i − ρiAyA)
and therefore the equations of motion are
d
dt
(
∂L˜
∂q˙i
)
− ∂L˜
∂qi
= λ˙i − ∂L
∂qi
+ λj
∂ρjA
∂qi
yA = 0,
d
dt
(
∂L˜
∂y˙A
)
− ∂L˜
∂yA
=
d
dt
(
∂L
∂y˙A
)
− ∂L
∂yA
+ ρiAλi = 0, (4.3)
q˙i = ρiAy
A.
Remark 4.2.2. Our initial idea for work in D is given by the fact that we consider D as the
velocity phase space of a nonholonomic system. Of course to obtain the equations of motion
of a nonholonomic system is necessary more information from TQ, but it is obtained using
the projection of the standard Lie bracket.
Also, we want to point out that it is possible to obtain the corresponding Levi-Civita
connection in a similar way that the one given in [24]. We think that our framework clarifies
the situation where the dynamics is defined and simplify the use of Lagrange multipliers
techniques. 
4.2.1 An illustrative example: the vertical coin
We want to study the optimal control of the vertical coin where we assume that the coin can
not fall sideways (see [24]). The scenario for this system is the following: m denotes the mass
of the coin, J > 0 is the inertia about the vertical axis. The position of the point of contact
between the coin and the plane is denoted by (x, y) ∈ R2 and the heading direction is denoted
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by θ. Therefore, the configuration space is the Lie group SE(2) and the configuration is given
by q = (x, y, θ) ∈ SE(2).
The control inputs are denoted by u1 and u2. The first one corresponds to applied a
perpendicular force to the center of mass of the coin and the second ones, is the torque
applied about the vertical axis.
The constraint is given by the no slipping condition and is expressed in differential form
by
ω = sin θdx− cos θdy.
Therefore the constraint distribution D is given by
D =
{
1
J
∂
∂θ
,
cos θ
m
∂
∂x
+
sin θ
m
∂
∂y
}
.
That is, the distribution is given by the span of the vector fields
X1(q) =
1
J
∂
∂θ
,
X2(q) =
cos θ
m
∂
∂x
+
sin θ
m
∂
∂y
.
The Lagrangian is metric on Q where the matrix associated with the metric G is
G =
 m 0 00 m 0
0 0 J
 .
Then the Lagrangian L : TSE(2)→ R is given by
L(q, q˙) =
m
2
(x˙2 + y˙2) +
J
2
θ˙2.
The projection map P : TQ→ D is
P(q, q˙) = cos2 θdx⊗ ∂
∂x
+ cos θ sin θdx⊗ ∂
∂y
+ cos θ sin θdy ⊗ ∂
∂x
+ sin2 θdy ⊗ ∂
∂y
+ dθ ⊗ ∂
∂θ
.
Obviously the projection map P satisfies P(X1) = X1 and P(X2) = X2.
Let q = (x, y, θ) be coordinates on the base manifold SE(2) and take the basis {X1, X2}
of sections of SE(2). This basis induce adapted coordinates (x, y, θ, y1, y2) ∈ D. The non-
holonomic bracket is given by
[[ , ]] = P([·, ·]).
Observe now,
[[X1, X2]] = P[X1, X2] = P
(
− 1
Jm
sin θ
∂
∂x
+
cos θ
Jm
∂
∂y
)
= 0.
Then, this implies that all the structure functions are zero, that is, CABC = 0 for all 1 ≤
A,B,C ≤ 2.
152 The vertical coin example
We introduce the fiber map ρ : D→ TSE(2) locally given by
ρ11 = 0, ρ
2
1 = 0, ρ
3
1 =
1
J
,
ρ12 =
cos θ
m
, ρ22 =
sin θ
m
, ρ32 = 0.
The conditions to be an admissible curve are
x˙ = ρ11y
1 + ρ12y
2 =
cos θ
m
y2,
y˙ = ρ21y
1 + ρ22y
2 =
sin θ
m
y2,
θ˙ = ρ31y
1 + ρ32y
2 =
1
J
y1.
The restricted Lagrangian function in these new adapted coordinates is rewritten as
`(x, y, θ, y1, y2) =
1
2m
(y2)2 +
1
J
(y1)2.
The Euler-Lagrange equations, together the admissibility conditions, for this lagrangian
are
y˙1
J
= 0,
y˙2
m
= 0,
x˙ =
cos θ
m
y2, y˙ =
sin θ
m
y2, θ˙ =
1
J
y1.
Now, we add controls in our picture. Therefore the controlled Euler-Lagrange equations
are now
y˙1
J
= u2,
y˙2
m
= u1,
together with
x˙ =
cos θ
m
y2, y˙ =
sin θ
m
y2, θ˙ =
1
J
y1.
The optimal control problem consists on finding an admissible curve satisfying the previ-
ous equations given initial and final conditions and minimizing the functional
J =
1
2
∫ T
0
(
u21 + u
2
2
)
dt,
for the cost function C : D× U → R given by
C(x, y, θ, y1, y2, u1, u2) =
1
2
(u21 + u
2
2).
This optimal control problem is equivalent to the second-order optimization problem
determined by L : D(2) → R, where
L(x, y, θ, y1, y2, y˙1, y˙2) =
1
2
(
y˙21
J2
+
y˙22
m2
)
.
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Here, D(2) is a submanifold of the vector bundle TD over D defined by
D(2) :=
{
(x, y, θ, y1, y2, x˙, y˙, θ˙, y˙1, y˙2) ∈ TD
∣∣∣ x˙− cos θ
m
y2 = 0, y˙ − sin θ
m
y2 = 0, θ˙ − 1
J
y1 = 0
}
,
where the inclusion iD(2) : D
(2) ↪→ TD, is given by the map
iD(2)(x, y, θ, y1, y2, y˙1, y˙2) =
(
x, y, θ, y1, y2,
cos θ
m
y2,
sin θ
m
y2,
1
J
y1, y˙1, y˙2
)
.
The equations of motion for the second-order extended Lagrangian
L˜(x, y, θ, y1, y2, x˙, y˙, θ˙, y˙1, y˙2, λ) = L+ λ1
(
x˙− cos θ
m
y2
)
+ λ2
(
y˙ − sin θ
m
y2
)
+ λ3
(
θ˙ − 1
J
y1
)
are
λ˙1 = 0, λ˙2 = 0,
λ˙3 = −y2
m
(λ2 cos θ − λ1 sin θ) ,
λ3 = − y¨1
J
,
y¨2 = −m(λ1 cos θ + λ2 sin θ)
with
x˙ =
cos θ
m
y2, y˙ =
sin θ
m
y2, θ˙ =
1
J
y1.
The first and second equations can be integrated as λ1 = c1 and λ2 = c2 where c1 and c2
are constants, then the system can be rewritten as
λ˙3 = −y2
m
(c2 cos θ − c1 sin θ) ,
λ3 = − y¨1
J
,
y¨2 = −m(c1 cos θ + c2 sin θ).
Now, differentiating the second equation with respect the time and replacing into the first
one the problem is reduced to solve the system
...
y 1
J
=
y2
m
(c2 cos θ − c1 sin θ) ,
y¨2 = −m(c1 cos θ + c2 sin θ),
with
x˙ =
cos θ
m
y2, y˙ =
sin θ
m
y2, θ˙ =
1
J
y1.
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If we suppose, λ1 = 0, λ2 = 0 (that is, c1 = c2 = 0) then the system can be reduced to
...
y 1 = 0,
y¨2 = 0,
Integrating these equations and using the admissibility conditions we obtain for ci, i = 3, . . . , 8
constants,
θ(t) =
c3t
3
6J
+
c4t
2
2J
+
c5t+ c6
J
,
x(t) =
1
m
∫ t
0
cos
(
c3s
3 + 3c4s
2 + 6c5s+ 6c6
6J
)
(c7s+ c8) ds,
y(t) =
1
m
∫ t
0
sin
(
c3s
3 + 3c4s
2 + 6c5s+ 6c6
6J
)
(c7s+ c8) ds.
Therefore the controls u1 and u2 are
u1(t) =
c7
m
, u2(t) =
c3t+ c4
J
.
Remark 4.2.3. The last optimal control problem was studied in [24]. The authors have been
used the theory of affine connections to study the optimal control problem of underactuated
nonholonomic mechanical systems. The main difference is given by the fact that with our
formalism we are working on the distribution D itself as we have commented in Remark
4.2.2. As in [24] we impose the extra condition λ1 = λ2 = 0 and we obtain the same controls
minimizing the cost function.
This is only because we want to compare the proposed method with [24]. In fact, we
think that Equations 4.3 applied to the vertical coin example are equivalent to Equations
(38) in [24]. Moreover, in equations (39) of [24] the authors shown that the solutions of
Equations (32), (33) and (34) are included in the set of solutions of (39), but, in principle
(39) includes more solutions that (32), (33) and (34). Imposing the condition of the vanishing
of two Lagrange multipliers we arrive to their subset of solutions.
Another argument is related with the optimization problem for this kind of optimal con-
trol problems when typically we impose initial and final boundary conditions. Usually, initial
boundary condition onD and final boundary condition onD. For the vertical coin example we
impose conditions (x(0), y(0), θ(0), y1(0), y2(0)) and (x(T ), y(T ), θ(T ), y1(T ), y2(T )). Heuris-
tically, observe that if we transform these conditions into initial conditions we will need to
take the initial condition (x(0), y(0), θ(0), y1(0), y2(0), y˙1(0), y˙2(0), λ1(0), λ2(0), λ3(0)) and it
is not clear that some of the multipliers are zero from the very beginning.

4.2.2 Optimal control of underactuated nonholonomic mechanical systems
The case of underactuated nonholonomic mechanical systems can be derived in the same way.
We assume that the distribution D ⊆ TQ is
D = span {ea, eα} = span {eA}
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where eA are sections of D. Taking this into account the control distribution Dc ⊆ D is just
Dc = span{ea}.
Definition 4.2.4. A solution of an underactuated nonholonomic problem is an admissible
curve γ : I ⊂ R→ D such that
∇GDγ(t)γ(t) + gradGDV (τD(γ(t))) = ua(t)ea(τD(γ(t)).
We denote by {ea, eα} the dual basis of {ea, eα}. The basis of D induces local coordinates
(qi, ya, yα) on D, that is, if e ∈ D then e = yAeA = yaea + yαeα. Therefore, an admissible
curve has a local representation γ(t) = (qi(t), ya(t), yα(t)).
The solution of an underactuated nonholonomic problem is characterized by the admis-
sible curves which solve〈
∇GDγ(t)γ(t) + gradGDV (τD(γ(t))), ea(τD(γ(t))
〉
= ua(t)〈
∇GDγ(t)γ(t) + gradGDV (τD(γ(t))), eα(τD(γ(t))
〉
= 0.
The last set of equations are interpreted as constraints, therefore we can denote by M ⊂
D(2) the submanifold of D(2) determined by these constraints.
Given a cost function C : D×U → R the optimal control problem consists on finding an
admissible curve γ : I ⊂ R → D solving the previous equations, given boundary conditions
and extremizing the cost functional
J(γ(t), u(t)) =
∫ T
0
C(γ(t), u(t))dt.
The proposed nonholonomic optimal control problem is equivalent to a second-order vari-
ational problem with second-order constraints, determined by the lagrangian L : D(2) → R,
given in the selected coordinates by
L(qi, yA, y˙A) = C
(
qi, yA, y˙c + ΓcABy
AyB + (GD)cBρiB
∂L
∂qi
)
subjected to the second-order constraints
Φγ(qi, yA, y˙A) = y˙γ + ΓγABy
AyB + (GD)γBρiB
∂L
∂qi
,
0 = q˙i − ρiAyA.
To derive the equations of motion of this second-order variational problem with second-
order constraints we can use standard variational calculus defining the extended Lagrangian
with the Lagrange multipliers λi and λα by
L˜ := L+ λi(q˙
i − ρiA(q)yA) + λγΦγ(qi, yA, y˙γ).
Therefore the equations of motion are the admissible curves satisfying
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0 = λ˙i + λj
∂ρjA
∂qi
yA − ∂L
∂qi
− λα∂Φ
α
∂qi
,
0 =
d
dt
(
∂L
∂y˙a
)
+ ρiaλi −
∂L
∂ya
− λγ
(
ΓγaB + Γ
γ
Ba
)
yB,
0 = λ˙α +
d
dt
(
∂L
∂y˙α
)
+ λiρ
i
α −
∂L
∂yα
− λγ
(
ΓγαB + Γ
γ
Bα
)
yB, (4.4)
0 = Φγ(qi, yA, y˙A),
0 = q˙i − ρiAyA.
4.3 Lagrangian submanifolds and nonholonomic optimal con-
trol problems
4.3.1 Intrinsic equations of motion for a nonholonomic mechanical control
problems
Given the Lagrangian function L : D(2) → R, following Theorem (1.6.11) when N = D,
we can construct the Lagrangian submanifold ΣL = Im(dL(TD)) ⊂ T ∗TD. Therefore, L :
D(2) → R generates a Lagrangian submanifold ΣL ⊂ T ∗TD of the symplectic manifold
(T ∗TD, ωTD) where ωTD is the canonical symplectic 2-form on T ∗TD.
The relationship between these spaces is summarized in the following diagram:
ΣL
(piT∗TD)|ΣL 
 
iΣL // T ∗TD
piT∗TD

D(2)
 
i
D(2) // TD
Proposition 4.3.1. Let L : D(2) → R be a second order Lagrangian. Consider the inclusion
iD(2) : D
(2) → TD and ωTD is the canonical symplectic 2-form in T ∗TD. Then
ΣL = {µ ∈ T ∗TD|i∗D(2)µ = dL} ⊂ T ∗TD
is a Lagrangian submanifold of (T ∗TD, ωTD).
Definition 4.3.2. Let D be a non-integrable distribution, TD its tangent bundle and D(2)
the subbundle of TD defined on (4.1). A second-order nonholonomic system is a triple
(D(2),ΣL,L) where ΣL ⊂ T ∗TD is the Lagrangian submanifold generated by L : D(2) → R.
Consider local coordinates (qi, yA, q˙i, y˙A) on TD. These coordinates induce local coordi-
nates (qi, yA, q˙i, y˙A, µi, µA, γi, γA) on T
∗TD. Therefore, locally, the system is characterized
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by the following set of equations on T ∗TD
µi + γj
∂ρjA
∂qi
yA =
∂L
∂qi
,
µA + γjρ
j
A =
∂L
∂yA
, (4.5)
γA =
∂L
∂y˙A
,
q˙i = ρiAy
A.
Remark 4.3.3. Typically local coordinates on ΣL ⊂ T ∗TD are (qi, yA, y˙A, γi) where γi plays
the role of Lagrange multipliers. 
We define the map Ψ : T ∗TD→ T ∗D as
〈Ψ(µvx), X(x)〉 = 〈µvx , XV (vx)〉,
where µ ∈ T ∗TD, vx ∈ TxD, X(x) ∈ TxD and XV (vx) ∈ TvxTD is its vertical lift to vx.
Locally,
Ψ(qi, yA, q˙i, y˙A, µi, µA, γi, γA) = (q
i, yA, γi, γA).
Definition 4.3.4. Define the Legendre transform associated with the second-order nonholo-
nomic system as the map FL : ΣL → T ∗D given by FL = Ψ ◦ iΣL . In local coordinates, it is
given by
FL(qi, yA, y˙A, γi) =
(
qi, yA, γi,
∂L
∂y˙A
)
.
The following diagram summarizes the situation
ΣL
FL
77
 
iΣL // T ∗TD Ψ // T ∗D
Definition 4.3.5. We say that the second-order nonholonomic system is regular if FL :
ΣL → T ∗D is a local diffeomorphism and hyperregular if FL is a global diffeomorphism.
From the local expression of FL we can observe that from a direct application of the
implicit function theorem we have:
Proposition 4.3.6. The second-order nonholonomic system determined by L : D(2) → R is
regular if and only if the matrix
(
∂2L
∂y˙A∂y˙B
)
is non singular.
Remark 4.3.7. Observe that if the Lagrangian L : D(2) → R is determined from an opti-
mal control problem and its expression is given by (4.2) then the regularity of the matrix(
∂2L
∂y˙A∂y˙B
)
is equivalent to
det
(
∂2C
∂uA∂uB
)
6= 0
for the cost function. 
158 Hamiltonian formalism
4.3.2 Hamiltonian formalism
Assume that the system is regular. Then if we denote by pi = γi and pA =
∂L
∂y˙A
we can write
y˙A = y˙A(qi, yA, pA). Define the Hamiltonian function H : T
∗D→ R by
H(α) = 〈α, piT ∗TD |ΣL
(
FL−1(α)
)〉 − L (piT ∗TD |ΣL (FL−1(α)))
where α ∈ T ∗D is a one-form on D, and piT ∗TD |ΣL : ΣL → D(2) is the projection locally given
by piT ∗TD |ΣL (qi, yA, y˙A, γi) = (qi, yA, y˙A). Locally the Hamiltonian is given by
H(qi, yA, pi, pA) = pAy˙
A + piρ
i
Ay
A − L(qi, yA, y˙A(qi, yA, pA)),
where we are using that
FL−1(qi, yA, pi, pA) =
(
qi, yA, ρiA, y˙
A(qi, yA, pA),
∂L
∂qi
− pj ∂ρ
j
A
∂qi
yA,
∂L
∂yA
− pjρjA, pi, pA
)
.
In the next, we will see that the dynamics of the nonholonomic optimal control problem
is determined by the Hamiltonian system given by the triple (T ∗D, ωD,H) where ωD is the
standard symplectic 2−form on T ∗D.
The dynamics of the optimal control problem for the second-order nonholonomic system
is given by the symplectic hamiltonian dynamics determined by the dynamical equation
iXHωD = dH. (4.6)
Therefore, if we look the integral curves of XH, this is a curve of the type t 7→
(q˙i(t), y˙A(t), p˙i(t), p˙A(t)); the solutions of the nonholonomic Hamiltonian system is specified
by the Hamilton’s equations on T ∗D
q˙i =
∂H
∂pi
, y˙A =
∂H
∂pA
,
p˙i = −∂H
∂qi
, p˙A = − ∂H
∂yA
;
that is,
q˙i = ρiAy
A,
p˙i =
∂L
∂qi
(qi, yA, y˙A(qi, yA, pA))− pj ∂ρ
j
A
∂qi
yA, (4.7)
p˙A =
∂L
∂yA
(qi, yA, y˙A(qi, yA, pA))− pjρjA.
From equation (4.6) it is clear that the flow is preserving the symplectic 2−form ωD.
Moreover, these equations are equivalent to equations given in (4.3) using the identification
between the Lagrange multipliers with the variables pi and the relation for pA =
∂L
∂y˙A
.
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Remark 4.3.8. We want to point out that in our formalism the optimal control dynamics
is deduced using a constrained variational procedure and equivalently it is possible to apply
Hamilton-Pontryagin’s principle (see [81] for example), but, in any case, this “variational
procedure” implies the preservation of the symplectic 2-form, and this is reflected in the
Lagrangian submanifold character. Moreover, in our case, under the regularity condition, we
have seen that the Lagrangian submanifold expresses that the system can be written as a
Hamiltonian system (which is obviously simplectic).
Additionally, we use the Lagrangian submanifold ΣL as a way to define intrinsically the
Hamiltonian side since we define the Legendre transformation using the Lagrange submanifold
ΣL. However there exists other possibilities, for instance, in [6] the authors had used a way
to define the corresponding momenta for a vakonomic system. Both are equivalent, but
we thought that the our derivation is more intrinsic and geometric, that is, independent of
coordinates and without Lagrange multipliers. 
4.3.3 Example: The vertical coin (cont’d)
Recall that the constraint distribution for the vertical coin optimal control problem is given
by D ⊂ TSE(2)
D =
{
1
J
∂
∂θ
,
cos θ
m
∂
∂x
+
sin θ
m
∂
∂y
}
.
The system is regular since
det
(
∂2L
∂y˙A∂y˙B
)
=
1
m2J2
6= 0.
Denoting by (x, y, θ, y1, y2, px, py, pθ, p1, p2) local coordinates on T
∗D the dynamic of the
optimal control problem for this nonholonomic system is determined by the Hamiltonian
function H : T ∗D→ R,
H(x, y, θ, y1, y2, px, py, pθ, p1, p2) =
J2
2
p21 +
m2
2
p22 + px
cos θ
m
y1 +
pθ
J
y1 + py
sin θ
m
y2.
The dynamical equations are
y˙1 = J
2p1, p˙x = 0,
y˙2 = m
2p2, p˙y = 0,
p˙θ = −px sin θ
m
y2 + py
cos θ
m
y2,
p˙1 = = −pθ
J
, p˙2 = −px cos θ
m
− py sin θ
m
.
Integrating the equations p˙x = 0 and p˙y = 0 as px = c1 and py = c2 where c1 and c2 are
constants the last system of differential equations is rewritten as
y˙1 = J
2p1, p˙θ = −c1 sin θ
m
y1 + c2
cos θ
m
y2,
y˙2 = m
2p2, p˙1 = −pθ
J
, p˙2 = −c1 cos θ
m
− c2 sin θ
m
.
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If we impose the condition c1 = c2 = 0 then we obtain p˙θ = 0. Thus, if we take pθ = c3
the system can be rewritten as
y˙1 = J
2p1, p˙1 = −c3
J
y˙2 = m
2p2, p˙2 = 0.
Differentiating with respect to the time y˙1 and y˙2 and replacing the another equations we
obtain
...
y 1 = 0
y¨2 = 0
as in the Lagrangian setting.
4.4 Extension to Lie algebroids
Now, instead of working on TQ we can consider an arbitrary Lie algebroid.
Definition 4.4.1. A nonholonomic system on a Lie algebroid (E, ρE , [[·, ·, ]]E) over a manifold
Q with bundle projection τE : E → Q is determined by the following three data
1. a subbundle D of E,
2. a nondegenerate bundle metric G on E
G : D×Q D→ R,
3. a smooth function V : Q→ R.
Using the bundle metric we can construct two complementary projectors with respect to
the orthogonal decomposition E = D⊕D⊥,
P : E → D,
Q : E → D⊥;
and modifying the Lie bracket on Γ(τE), we obtain a new Lie bracket over Γ(τD) as
[[X,Y ]]D := P[[iD(X), iD(Y )]]E ,
where X,Y ∈ Γ(τD), τD : D→ Q is the canonical projection of D over Q and iD : D→ E is
the inclusion of the subbundle D on E.
Suppose that (xi) are local coordinates on Q and {eA} is a local basis of the space of
sections Γ(τD), then
[[eA, eB]]D = C
C
ABeC , ρD(eA) = (ρD)
i
A
∂
∂xi
,
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where ρD : D → TQ is the restriction of ρE to D. The functions CCAB, (ρD)iA ∈ C∞(Q) are
called the local structure functions of τD : D→ Q (see [9], [11] and [75] for example).
Also using the bundle metric we can construct a unique torsion-less connection ∇GD on
D which is metric with respect to G (see [57] for the standard case on Lie algebroids). The
construction mimics the classical construction of the Levi-Civita connection for a Riemannian
metric on a differentiable manifold.
The Levi-Civita connection ∇GD : Γ(τD)×Γ(τD)→ Γ(τD) associated to the bundle metric
GD is defined by the formula
2GD(∇GDX Y,Z) = ρD(X)(GD(Y,Z)) + ρD(Y )(GD(X,Z))
−ρD(Z)(GD(X,Y )) + GD(X, [[Z, Y ]]D)
+GD(Y, [[Z,X]]D)− GD(Z, [[Y,X]]D)
for X,Y, Z ∈ Γ(τD).
Alternatively, ∇GD is determined by the properties
[[X,Y ]]D = ∇GDX Y −∇G
D
Y X (symmetry)
ρD(X)(G
D(Y, Z)) = GD(∇GDX Y, Z) + GD(Y,∇G
D
X Z) (metricity) ,
These two properties allow to determine the Christoffel symbols associated with the connec-
tion ∇GD that satisfy
∇GDeB eC = ΓABCeA.
A ρD-admissible curve is a curve γ : I ⊆ R −→ D such that
d(τD ◦ γ)
dt
(t) = ρD(γ(t)) .
Locally, if we take local coordinates (xi) on Q and a local basis {eA} of sections of D, then we
have the corresponding induced coordinates (xi, yA) on D, where yA(a) is the A-th coordinate
of a ∈ D in the given basis. Therefore, γ(t) = (xi(t), yA(t)) is ρD−admissible if, and only if
x˙i = (ρD)
i
Ay
A.
Definition 4.4.2. A solution of the nonholonomic problem is a ρD−admissible curve γ : I ⊂
R→ D such that
∇GDγ(t)γ(t) + gradGDV (τD(γ(t))) = 0.
Here, gradGDV is a section of τD : D→ Q characterized by
GD(gradGDV,X) = ρD(X)V, for every X ∈ Γ(τD).
Locally, the solution satisfy the Lagrange-D’Alembert’s equations
x˙i = (ρD)
i
Ay
A,
y˙C = −ΓCAByAyB − (GD)CB(ρD)iB
∂V
∂xi
,
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Example 4.4.3. As a particular example, we include the case of finite dimension Lie algebras
g (it is clear that g is a Lie algebroid over a single point). Now, suppose that (`,D) is a
nonholonomic Lagrangian system on g, where ` : g→ R is a Lagrangian function defined by
`(ξ) =
1
2
〈Iξ, ξ〉,
where I : g→ g∗ is a symmetric positive definite inertia operator and D is a vector subspace
of g. We have the orthogonal decomposition
g := D⊕D⊥,
where D⊥ = {η ∈ g | 〈Iη, ξ〉 = 0 ∀ξ ∈ D} and the associated orthogonal projector P : g→ D;
then the nonholonomic bracket is given by [[ , ]] = P[·, ·]. Take now an adapted basis D =
span {eA}. Then, the Euler-Poincare´-Suslov equations for (`,D) are
y˙C = −ΓCAByAyB
(see for example [75]).
4.4.1 Optimal control of nonholonomic mechanical systems on Lie alge-
broids
Assume that the nonholonomic system determined by (GD, V,D) also contains some input
sections Y1, . . . , Yk with k ≤ rankD. Therefore the control distribution is given by D(c) :=
span{Ya}, where Ya ∈ Γ(τD). We complete {Ya} to be a basis of Γ(τD) as {Ya, Yα} and take
its dual basis {Y a, Y α}, that is, {Y a, Y α} is a basis of Γ(τD∗), where D∗ is the dual space of
the bundle D with projection τD∗ : D
∗ → Q.
The equations of motion for a nonholonomic system with input sections are as follows
(see [11])
∇GDγ(t)γ(t) + gradGDV (τD(γ(t))) ∈ D(c)(γ(t)), ∀ t ∈ I ⊆ R, (4.8)
where γ : I ⊂ R→ D is a ρD-admissible curve.
In terms of the control inputs, Equation (4.8) can be rewritten as
∇GDγ(t)γ(t) + gradGDV (τD(γ(t))) =
k∑
a=1
ua(t)Ya(τD(γ(t))) (4.9)
for some u : I ⊆ R→ Rk, playing the role of control parameters.
The solutions of an underactuated nonholonomic problem are characterized by the ad-
missible curves which solve〈
∇GDγ(t)γ(t) + gradGDV (τD(γ(t))), Y a(τD(γ(t)))
〉
= ua(t)〈
∇GDγ(t)γ(t) + gradGDV (τD(γ(t))), Y α(τD(γ(t)))
〉
= 0. (4.10)
Definition 4.4.4. The 4-tuple (D,GD, V,D(c)) is called an underactuated nonholonomic me-
chanical control system on a Lie algebroid.
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Given a cost function
C : D× U → R
(qi, yA, ua) 7→ C(qi, yA, ua)
the optimal control problem consists on finding a ρD−admissible curve γ : I → D solution of
(4.10) given initial and final boundary conditions and minimizing the cost functional
J(γ(t), u(t)) :=
∫ T
0
C(γ(t), u(t))dt.
Consider the subbundle D(2) of TD
D(2) := {v ∈ TD | v = γ˙(0) where γ : I → D is admissible}.
As before, D(2) is locally described by the vanishing of the constraints
q˙i − ρiAyA = 0 on TD.
Local coordinates on TD are (xi, ya, yα, x˙i, y˙a, y˙α).
The proposed underactuated nonholonomic optimal control problem is equivalent to
a second-order variational problem with second-order constraints, determined by the La-
grangian L : D(2) → R given, in the selected coordinates, by
L(qi, yA, y˙A) = C
(
qi, yA, y˙c + ΓcABy
AyB + (GD)cBρiB
∂L
∂qi
)
and subjected to the second-order constraints
Φγ(qi, yA, y˙A) = y˙γ + ΓγABy
AyB + (GD)γBρiB
∂L
∂qi
As is well know, to derive the equations of motion of this second-order variational problem
with second-order constraints we can use standard variational calculus defining the extended
Lagrangian
L˜ = L+ λi(q˙
i − ρiA(q)yA) + λαΦα(qi, yA, y˙γ),
and therefore the equations of motion are the admissible curves satisfying
0 = λ˙i + λj
∂ρjA
∂qi
yA − ∂L
∂qi
− λα∂Φ
α
∂qi
,
0 =
d
dt
(
∂L
∂y˙a
)
+ ρiaλi −
∂L
∂ya
− λγ
(
ΓγaB + Γ
γ
Ba
)
yB,
0 = λ˙α +
d
dt
(
∂L
∂y˙α
)
+ λiρ
i
α −
∂L
∂yα
− λγ
(
ΓγαB + Γ
γ
Bα
)
yB,
0 = Φα(qi, yA, y˙γ),
q˙i = ρiAy
A.
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Remark 4.4.5. If we consider the case when the input section {Y a} are just a basis of
Γ(τD), that is, the system is total-actuated, the solution of the total-actuated nonholonomic
problem are characterized by the admissible curves which solve〈
∇GDγ(t)γ(t) + gradGDV (τD(γ(t))), Y a(τD(γ(t)))
〉
= ua(t).
Then the optimal control problem is determined by the Lagrangian
L(qi, yA, y˙A) = C
(
qi, yA, y˙C + ΓCABy
AyB + (GD)CBρiB
∂L
∂qi
)
subjected to the constraint q˙i − ρiA(q)yA = 0.
To derive the equations of motion of this variational problem with constraints we can use
standard variational calculus defining the extended Lagrangian
L˜ := L+ λi(q˙
i − ρiA(q)yA),
and therefore the equations of motion are
0 = λ˙i + λj
∂ρjA
∂qi
yA − ∂L
∂qi
,
0 =
d
dt
(
∂L
∂y˙A
)
+ ρiAλi −
∂L
∂yA
,
0 = q˙i − ρiAyA.

In the same way that in the previous section we can a Hamiltonian formalism for this
type of systems using similar techniques.
Chapter 5
Higher-order variational systems on
Lie groupoids
The topic of discrete Lagrangian mechanics concerns the study of certain discrete dynamical
systems on manifolds. As the name suggests, these discrete systems exhibit many geometric
features which are analogous to those in continuous Lagrangian mechanics: in particular,
the dynamics of these systems satisfy variational principles, have symplectic or Poisson flow
maps, conserve momentum maps associated to Noether-type symmetries, and admit a theory
of reduction. While discrete Lagrangian systems are quite mathematically interesting, in their
own right, they also have important applications to structure-preserving numerical simulation
of dynamical systems in geometric mechanics and optimal control theory.
In this chapter, we generalize the theory of discrete higher-order Lagrangian mechanics
and variational integrators in two main directions. First, we develop variational principles
for second-order variational problems on Lie groupoids and we show how to apply this theory
to the construction of variational integrators for optimal control problems of mechanical sys-
tems. Secondly, we show that Lagrangian submanifolds of a symplectic groupoid (cotangent
groupoid) give rise to discrete dynamical second-order systems, and we study the properties
of these systems, including their regularity and reversibility, from the perspective of symplec-
tic and Poisson geometry. We also develop a theory of reduction and Noether symmetries,
and study the relationship between the dynamics and variational principles for these second-
order variational problems. Next, we use this framework along with a generalized notion of
generating function due to Tulczyjew to develop a theory of discrete constrained Lagrangian
mechanics. This allows for systems with arbitrary constraints, including those which are
nonholonomic (in an appropriate discrete, variational sense). We would like to point out that
our results are strongly based on the paper of J.C. Marrero, D. Mart´ın de Diego and A. Stern
[126] but in higher-order theory.
5.1 Discrete Mechanics
This section briefly reviews some key results of discrete mechanics following Marsden and
West [131] and Marrero, Mart´ınez and Mart´ın de Diego [124], [125].
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5.1.1 Discrete Lagrangian Mechanics
A discrete path {qk}Nk=0, on an n-dimensional differentiable manifold Q, can be described
by the following discrete variational principle. Denote by Sd the action sum defined from
Ld : Q×Q→ R:
Sd({qk}Nk=0) =
N−1∑
k=0
Ld(qk, qk+1) ≈
∫ tN
0
L(q(t), q˙(t)) dt, (5.1)
which is an approximation of the action integral as shown above.
Consider discrete variations qk 7→ qk + ε δqk, for k = 0, 1, . . . , N , with δq0 = δqN = 0
and δqk ∈ TqkQ arbitrary. Then, the discrete variational principle δSd = 0 gives the discrete
Euler–Lagrange equations:
D2Ld(qk−1, qk) +D1Ld(qk, qk+1) = 0. (5.2)
This determines implicitly the discrete flow FLd : Q×Q→ Q×Q:
FLd : (qk−1, qk) 7→ (qk, qk+1) (5.3)
when the matrix (D12Ld(qk, qk+1)) is regular. Let us define the discrete Lagrangian 1-forms
Θ±Ld : Q×Q→ T ∗(Q×Q) by
Θ+Ld : (qk, qk+1) 7→ D2Ld(qk, qk+1) dqk+1, (5.4a)
Θ−Ld : (qk, qk+1) 7→ −D1Ld(qk, qk+1) dqk. (5.4b)
Then, the discrete flow FLd preserves the discrete Lagrangian form
ΩLd(qk, qk+1) = −dΘ+Ld = −dΘ−Ld = D1D2Ld(qk, qk+1) dqk ∧ dqk+1. (5.5)
Specifically, we have
(FLd)
∗ΩLd = ΩLd .
5.1.2 Discrete Hamiltonian Mechanics
Introduce the right and left discrete Legendre transformations FL±d : Q×Q→ T ∗Q by
FL+d : (qk, qk+1) 7→ (qk+1, D2Ld(qk, qk+1)), (5.6a)
FL−d : (qk, qk+1) 7→ (qk,−D1Ld(qk, qk+1)), (5.6b)
respectively. Then we find that the Eq. (5.4) and (5.5) are pull-backs by these maps of the
Liouville 1-forms and the canonical symplectic 2-form on T ∗Q as follows:
Θ±Ld = (FL
±
d )
∗λQ, Ω±Ld = (FL
±
d )
∗ωQ.
Let us define the momenta
p−k,k+1 = −D1Ld(qk, qk+1), p+k,k+1 = D2Ld(qk, qk+1).
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Then, the discrete Euler–Lagrange equations (5.2) become simply p+k−1,k = p
−
k,k+1. So defining
pk = p
+
k−1,k = p
−
k,k+1,
one can rewrite the discrete Euler–Lagrange equations (5.2) as follows:
pk = −D1Ld(qk, qk+1),
pk+1 = D2Ld(qk, qk+1).
(5.7)
Furthermore, define the discrete Hamiltonian map F˜Ld : T
∗Q→ T ∗Q by
F˜Ld : (qk, pk) 7→ (qk+1, pk+1). (5.8)
Then, one may relate this map with the discrete Legendre transforms in Eq. (5.6) as follows:
F˜Ld = FL
+
d ◦ (FL−d )−1. (5.9)
Furthermore, one can also show that this map is symplectic, i.e.,
(F˜Ld)
∗ωQ = ωQ.
This corresponds to the Hamiltonian description of the dynamics defined by the discrete
Euler–Lagrange equation (5.2) introduced by Marsden and West in [131]. Notice, however,
that no discrete analogue of Hamilton’s equations is introduced here, although the flow is
now on the cotangent bundle T ∗Q.
Numerical methods which are constructed in this way are called variational integrators,
due to the key role played by the variational principle. This approach to discretizing La-
grangian systems was put forward in seminal papers by Suris [164], Moser and Veselov [140],
and others in the early 1990s, and the general theory was developed over the subsequent
decade (see Marsden and West [131] for a comprehensive overview).
A. Weinstein [176] observed that these systems could be understood as a special case of
a more general theory, describing discrete Lagrangian mechanics on arbitrary Lie groupoids.
5.1.3 Lie Groupoids and Discrete Mechanics
In this Section, we will review some generalities on discrete mechanics on Lie groupoids
strongly based in [124] and [125].
Discrete Euler-Lagrange equations
Let G be a Lie groupoid with structural maps
α, β : G→M,  : M → G, i : G→ G, m : G2 → G.
Denote by τ : AG→M the Lie algebroid of G.
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A discrete Lagrangian is a function Ld : G −→ R. Fixed g ∈ G, we define the set of
admissible sequences with values in G:
CNg = {(g1, . . . , gN ) ∈ GN / (gk, gk+1) ∈ G2 for k = 1, . . . , N − 1
and g1 . . . gN = g}.
An admissible sequence (g1, . . . , gN ) ∈ CNg is a solution of the discrete Euler-Lagrange equa-
tions if
0 =
N−1∑
k=1
[←−
X k
(
gk)(Ld)−−→X k
(
gk+1)(Ld)
]
, for X1, . . . , XN−1 ∈ Γ(τAG).
For N = 2 we obtain that (g, h) ∈ G2 is a solution if
←−
X (g)(Ld)−−→X (h)(Ld) = 0
for every section X of AG.
Discrete Poincare´-Cartan sections
Given a Lagrangian function Ld : G −→ R, we will study the geometrical properties of the
discrete Euler-Lagrange equations.
Consider the vector bundle
piτAG : P τAGG = V β ⊕ V α→ G
where V α (respectively, V β) is the vertical bundle of the source map α : G→M (respectively,
the target map β : G → M). Then, one may introduce a Lie algebroid structure on piτAG :
P τAGG = V β ⊕ V α → G (see section 3 in [124] and subsection 1.9.3). The anchor map
ρP
τAGG : P τAGG = V β ⊕ V α→ TG is given by
ρP
τAGG(Xg, Yg) = Xg + Yg, for (Xg, Yg) ∈ Vgβ ⊕ Vgα
and the Lie bracket [[·, ·]]P τAGG on the space Γ(piτAG) is characterized by the following relation
[[(
−→
X,
←−
Y ), (
−→
X ′,
←−
Y ′)]]P
τAGG = (−−−−−−→[[X,X ′]],←−−−−[[Y, Y ′]]), (5.10)
for X,Y,X ′, Y ′ ∈ Γ(τAG) (see [124]).
Now, define the Poincare´-Cartan 1-sections Θ−Ld ,Θ
+
Ld
∈ Γ((piτAG)∗) as follows
Θ−Ld(g)(Xg, Yg) = −Xg(Ld), Θ+Ld(g)(Xg, Yg) = Yg(Ld), (5.11)
for each g ∈ G and (Xg, Yg) ∈ Vgβ ⊕ Vgα.
If d is the differential of the Lie algebroid piτAG : P τAGG = V β ⊕ V α → G we have that
dLd = Θ
+
Ld
− Θ−Ld and so, using d2 = 0, it follows that dΘ+Ld = dΘ−Ld . This means that
there exists a unique 2-section ΩLd = −dΘ+Ld = −dΘ−Ld , that will be called the Poincare´-
Cartan 2-section. This 2-section will be important to study the symplecticity of the discrete
Euler-Lagrange equations.
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Let X be a section of the Lie algebroid τAG : AG → M . Then, one may consider the
sections X(1,0) and X(0,1) of the vector bundle piτAG : P τAGG ' V β ⊕ V α→ G given by
X(1,0)(g) = (
−→
X (g), 0g), X
(0,1)(g) = (0g,
←−
X (g)), for g ∈ G.
Moreover, if g ∈ G, {Xγ} (respectively, {Yµ}) is a local basis of Γ(τAG) in an open subset U
(respectively, V ) of M such that α(g) ∈ U (respectively, β(g) ∈ V ) then {X(1,0)γ , Y (0,1)µ } is a
local basis of Γ(piτAG) in α−1(U) ∩ β−1(V ) and
ΩLd(X
(1,0)
γ , Y
(1,0)
µ ) = ΩLd(X
(0,1)
γ , Y
(0,1)
µ ) = 0, (5.12)
and
ΩLd(X
(1,0)
γ , Y
(0,1)
µ ) =
←−
Yµ(
−→
Xγ(Ld)) =
−→
Xγ(
←−
Yµ(Ld)). (5.13)
(for more details, see [124]).
Discrete Lagrangian evolution operator
We say that a differentiable mapping Ψ : G −→ G is a discrete flow or a discrete Lagrangian
evolution operator for Ld if it verifies the following properties:
- graph(Ψ) ⊆ G2, that is, (g,Ψ(g)) ∈ G2, ∀g ∈ G.
- (g,Ψ(g)) is a solution of the discrete Euler-Lagrange equations, for all g ∈ G, that is,
←−
X (g)(Ld)−−→X (Ψ(g))(Ld) = 0 (5.14)
for every section X of AG and every g ∈ G.
Discrete Legendre transformations
Given a discrete Lagrangian Ld : G −→ R we define two discrete Legendre transformations
F−Ld : G −→ A∗G and F+Ld : G −→ A∗G as follows (see [124])
(F−Ld)(h)(v(α(h))) = −v(α(h))(Ld ◦ rh ◦ i), for v(α(h)) ∈ Aα(h)G, (5.15)
(F+Ld)(g)(v(β(g))) = v(β(g))(Ld ◦ lg), for v(β(g)) ∈ Aβ(g)G. (5.16)
Remark 5.1.1. Note that (F+Ld)(g) ∈ A∗β(g)G and (F−Ld)(h) ∈ A∗α(h)G. Furthermore, if
{Xγ} (respectively, {Yµ}) is a local basis of Γ(τ) in an open subset U such that α(h) ∈ U
(respectively, β(g) ∈ V ) and {Xγ} (respectively, {Y µ}) is the dual basis of Γ(τA∗G), it follows
that
F−Ld(h) =
−→
X γ(h)(Ld)X
γ(α(h)), F+Ld(g) =
←−
Y µ(g)(Ld)Y
µ(β(g)).

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Discrete regular Lagrangians
A Lagrangian Ld : G → R on a Lie groupoid G is said to be regular if the Poincare´-Cartan
2-section ΩLd is symplectic on the Lie algebroid pi
τAG : P τAGG ≡ V β ⊕G V α → G, that is,
ΩLd is nondegenerate (see [124]).
Using (5.13), we deduce that the Lagrangian Ld is regular if and only if for every g ∈ G
and every local basis {Xγ} (respectively, {Yµ}) of Γ(τAG) on an open subset U (respectively,
V ) of M such that α(g) ∈ U (respectively, β(g) ∈ V ) we have that the matrix −→Xγ(←−Yµ(Ld)) is
regular on α−1(U) ∩ β−1(V ).
In [124], the authors have proved that the following conditions are equivalent:
• Ld : G→ R is a regular discrete Lagrangian function.
• The Legendre transformation F−Ld is a local diffeomorphism.
• The Legendre transformation F+Ld is a local diffeomorphism.
Moreover, if Ld : G → R is regular and (g0, h0) ∈ G2 is a solution of the discrete Euler-
Lagrange equations for Ld then there exist two open subsets U0 and V0 of G, with g0 ∈ U0
and h0 ∈ V0, and there exists a (local) discrete Lagrangian evolution operator ΨLd : U0 → V0
such that:
• ΨLd(g0) = h0,
• ΨLd is a diffeomorphism and
• ΨLd is unique, that is, if U ′0 is an open subset of G, with g0 ∈ U ′0 and Ψ′Ld : U ′0 → G is
a (local) discrete Lagrangian evolution operator then Ψ′Ld |U0 ∩ U ′0 = ΨLd |U0 ∩ U ′0.
5.2 Second-order variational problems on Lie groupoids
In this section, we will discuss discrete second-order Lagrangian mechanics using techniques of
variational calculus on Lie groupoids (see [85] and [124] for first order variational calculus on
Lie groupoids) and we will illustrate the results obtained in this section with some examples
and applications.
5.2.1 Second-order variational principle on Lie groupoids
Let G be a Lie groupoid with structural maps
α, β : G→ Q,  : Q→ G, i : G→ G, m : G2 → G.
Denote by τAG : AG→ Q the Lie algebroid of G.
Definition 5.2.1. A discrete second-order Lagrangian L : G2 → R is a differentiable function
defined on the set of composable elements describing the dynamics of the mechanical system.
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In the following we will use the notation G4 := G×G×G×G. Fixed g ∈ G, we define
the set of admissible sequences with values in G
C4g = {(g1, g2, g3, g4) ∈ G4 | (gk, gk+1) ∈ G2 for k = 1, 2, 3
with g1 and g4 fixed and g1g2g3g4 = g}.
Given a tangent vector at the point g¯ = (g1, g2, g3, g4) to the manifold C
4
g , we may write
it as the tangent vector at t = 0 of a curve c(t) in C4g , t ∈ (−, ) ⊂ R → c(t) which passes
through g¯ at t = 0. This type of curves has the form
c(t) = (g1, g2h2(t), h
−1
2 (t)g3, g4),
where h2(t) ∈ α−1(β(g2)), for all t, and h2(0) = (β(g2)). The curve c is called a variation of
g¯. Therefore we may identify the tangent space to C4g at g¯ with
Tg¯C
4
g ≡ {v2 | v2 ∈ Ax2G where x2 = β(g2)}.
The curve v2 is called infinitesimal variation of g¯ and is the tangent vector to the α-vertical
curve h2 at t = 0.
Now, we define the discrete action sum associated to the discrete second-order Lagrangian
L : G2 → R as
SL : C
4
g → R
g¯ 7→
3∑
k=1
L(gk, gk+1). (5.17)
We now procedure, to derive the discrete equations of motion applying Hamilton’s prin-
ciple of critical action. To do this, we need to consider the variations of the discrete action
sum.
Definition 5.2.2. Discrete Hamilton’s principle on Lie groupoids
Given g ∈ G an admissible sequence g¯ ∈ C4g is a solution of the Lagrangian system
determined by L : G2 → R if and only if g¯ is a critical point of SL.
In order to characterize the critical points, we calculate,
d
dt
∣∣∣
t=0
SL(c(t)) =
d
dt
∣∣∣
t=0
{L(g1, g2h2(t)) + L(g2h2(t), h−12 (t)g3)
+ L(h−12 (t)g3, g4)}.
Then, the condition
d
dt
∣∣∣
t=0
SL(c(t)) = 0 (5.18)
is equivalent to
0 = d◦(L ◦ `g2)((β(g2)))(v2) + d◦(L ◦ rg3 ◦ i)((β(g2)))(v2) + d◦(L ◦ `g2)((β(g1)))(v2)
+ d◦(L ◦ rg3 ◦ i)((β(g3)))(v2) (5.19)
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where d◦ is the standard differential on G, that is, the differential of the Lie algebroid τTG :
TG→ G and `g and rg were defined on 1.9.3.
Then, g¯ is a solution of the Lagrangian system determined by the discrete second-order
Lagrangian L : G2 → R if and only if
0 = d◦(L ◦ `g2)((β(g2)))(v2) + d◦(L ◦ rg3 ◦ i)((β(g2)))(v2) + d◦(L ◦ `g2)((β(g1)))(v2)
+ d◦(L ◦ rg3 ◦ i)((β(g3)))(v2).
Or alternatively, g¯ is a solution of the Lagrangian system determined by L : G2 → R if
and only if g¯ satisfies
`∗g2 (D1L(g2, g3) +D2L(g1, g2)) + (rg3 ◦ i)∗ (D1L(g3, g4) +D2L(g2, g3)) = 0. (5.20)
These equations will be called discrete second-order Euler-Lagrange equations on the Lie
groupoid G.
Example 5.2.3. Let Q × Q ⇒ Q be the pair groupoid. An admissible path is the 4-tuple
((q1, q2), (q2, q3), (q3, q4), (q4, q5)) ∈ C4(q,q˜). The inclusion of 3Q into (Q×Q)2 is given by the
map (q, q˜, q¯) ↪→ ((q, q˜), (q˜, q¯)). Applying Hamilton’s principle for L : (Q×Q)2 ' 3Q→ R we
have that
d
dt
∣∣∣
t=0
SL =
d
dt
∣∣∣
t=0
3∑
k=1
L(qk, qk+1, qk+2).
Then the path ((q1, q2), (q2, q3), (q3, q4), (q4, q5)) ∈ C4(q,q˜) is a critical point of SL if and only
if it satisfies the difference equation
D3L(q1, q2, q3) +D2L(q2, q3, q4) +D1L(q3, q4, q5) = 0. (5.21)
These equations are just the discrete second-order Euler-Lagrange equations (See for ex-
ample [14]).
Now, If we consider the case when the Lie groupoid G is a Lie group, then the discrete
equations for the Lagrangian L are just
`∗gkD1Ld(gk, gk+1) + `
∗
gk
D2Ld(gk−1, gk) = r∗gk+1D2Ld(gk, gk+1) + r
∗
gk+1
D1Ld(gk+1, gk+2).
(5.22)
These equations are the discrete second-order Euler-Poincare´ equations. See for example
[53] and [32].
5.2.2 Application to optimal control of mechanical systems subject to ex-
ternal forces
In the general situation, the dynamics is specified fixed a lagrangian L : AG → R; where
AG is the Lie algebroid associated with a Lie groupoid G over Q. The external forces are
modeled, in this case, by curves uF : R→ A∗G.
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It is possible to adapt the derivation of the Lagrange-d’Alembert principle to the case
of total actuated mechanical systems defined on Lie algebroids (see [57] and [136]). Let
q0, qT ∈ Q, then consider an admissible curve on AG, ξ : I ⊂ R → AG; which satisfies the
principle:
0 = δ
∫ T
0
L(ξ(t))dt+
∫ T
0
〈uF , η〉dt,
where η ∈ Γ(τAG) and uF (t) ∈ A∗G defines the control force that we are assuming that
are arbitrary (fully-actuated case). The infinitesimal variations are δξ = ηC , for all time-
dependent sections η ∈ Γ(τAG), with η(0) = 0 and η(T ) = 0; where ηC is a time-dependent
vector field on AG, the complete lift; locally defined by
ηC = ρiαη
α ∂
∂xi
+ (η˙ + Cαβγη
βyγ)
∂
∂yα
;
where we choose coordinates (qi) on Q, and fixed a basis of sections {eα} of τAG : AG → Q
we have induced coordinates (xi, yα) on AG (see [57], [87], [132] and [134]).
From this variational principle we can derive the controlled Euler-Lagrange equations
d
dt
(
∂L
∂yα
)
− ρiα
∂L
∂xi
+ Cγαβy
β ∂L
∂yγ
= (uF )α,
dxi
dt
= ρiαy
α.
The control force uF is chosen in such a way it minimizes the cost functional∫ T
0
C(xi, yα, (uF )α)dt,
where C : AG⊕A∗G→ R is the cost functional.
We define the second-order lagrangian (see section 3.6) L˜ : A(2)G→ R as
L˜(xi, yα, y˙α) = C˜
(
xi, yα,
d
dt
(
∂L
∂yα
)
− ρiα
∂L
∂xi
+ Cγαβy
β ∂L
∂yγ
)
.
Here A(2)G denotes the set of admissible elements of the Lie algebroid AG.
Also, in a more intrinsic way, we can define the Lagrangian L˜ : A(2)G→ R as
L˜ = C ◦ (τA(2)GAG ⊕ EL(L)) : A(2)G→ R,
where EL(L) : A(2)G→ A∗G is the Euler-Lagrange operator which locally reads as
EL(L) =
(
d
dt
∂L
∂yα
− ρiα
∂L
∂xi
+ Cγαβy
β ∂L
∂yγ
)
eα.
Here {eα} is the dual basis of {eα}, the basis of sections of AG and τA(2)GAG : A(2)G → AG
is the canonical projection between A(2)G and AG given by the map A(2)G 3 (xi, yα, vα) 7→
(xi, yα) ∈ AG.
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The optimal control problem consists on finding an admissible trajectory of the state
variables and controls input given initial and final boundary conditions, solving the controlled
Euler-Lagrange equations and minimizing the cost function.
Now we will state the discrete problem. Let Ld : G → R be an approximation of the
continuous Lagrangian,
Ld(gk) =
∫ (k+1)h
kh
L(ξ(t))dt
where h > 0 is the time step with T = Nh. The discrete Euler-Lagrange equations with
controls are given by
`∗gkdLd(gk)− (rgk+1 ◦ i)∗dLd(gk+1) = uk ∈ A∗β(gk)G, (5.23)
for all k, where g0 and gN are fixed.
The discrete optimal control problem is determined prescribing the discrete cost functional
Cd : Gβ ×τA∗G A∗G→ R,
Jd(g0, g1, . . . , gN ) :=
N−1∑
k=0
Cd(gk, uk), (5.24)
for (g0, g1, . . . , gN ) ∈ GN+1, (gk, gk+1) ∈ G2, k = 0, . . . , N − 1; g0, g1, gN−1, gN and g =
g0g1 . . . gN ∈ G are fixed points in G and satisfy the equations (5.23). Here Gβ×τA∗G A∗G :=
{(g, u) ∈ G×A∗G | β(g) = τA∗G(u)}.
We define the discrete second order lagrangian L˜d : G2 → R as
L˜d(gk, gk+1) := C
(
gk, `
∗
gk
dLd(gk)− (rgk+1 ◦ i)∗dLd(gk+1)
)
. (5.25)
Thus, the discrete optimal control problem consists on find a path (g0, g1, . . . , gN ) ∈ GN+1
such that minimize the discrete action sum Jd for the discrete second-order Lagrangian L˜d :
G2 → R where g0, g1, gN−1, gN and g = g0g1 . . . gN ∈ G are fixed points in G.
By discrete Hamilton’s principle (5.2.2) the path which minimize Jd subject fixed points
g0, g1, gN−1, gN ∈ G satisfy the discrete second order Euler-Lagrange equations for L˜d : G2 →
R given by
0 = `∗gk
(
D1L˜d(gk, gk+1) +D2L˜d(gk−1, gk)
)
(5.26)
+ (rgk+1 ◦ i)∗
(
D1L˜d(gk+1, gk+2) +D2L˜d(gk, gk+1)
)
.
Optimal control of a rigid body on SO(3)
We consider the optimal control problem of a rigid body on the Lie groupoid SO(3) over the
3× 3 identity matrix Id. The Lie groupoid structure is given by
α(R) = Id, β(R) = Id, (Id) = Id, i(R) = R−1 and m(RG) = RG
for R,G ∈ SO(3). The Lie algebroid associated with the Lie groupoid SO(3) is the Lie algebra
so(3).
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The equations of motion of the controlled rigid body are
Ω˙1 = P1Ω2Ω3 + u1,
Ω˙2 = P2Ω1Ω3 + u2, (5.27)
Ω˙3 = P3Ω1Ω2 + u3,
where (Ω1,Ω2,Ω3) = Ω ∈ R3 and (Ω˙1, Ω˙2, Ω˙3) = Ω˙ ∈ R3, ui are the control inputs or torques
and Pi ∈ R i = 1, 2, 3 are given by P1 = I1I2−I3 , P2 = I2I3−I1 , P3 = I3I1−I2 , where I1, I2, I3 are the
moments of inertia of the body. In the following we will use the typical identification of the
Lie algebra of SO(3), so(3) with R3 by the hat map ·ˆ : R3 → so(3) (see [82] for example),
and with some abuse of notation, we will directly identify R3 with so(3) by omitting the hat
notation.
Our fixed boundary conditions are (R(0),Ω(0)) and (R(T ),Ω(T )), where R(t) ∈ SO(3)
is the attitude of the rigid body subject to the conditions R˙ = RΩ and δR = Rη, with η an
arbitrary curve on so(3). Besides the equations, the cost functional is
C =
1
2
∫ T
0
(
u21 + u
2
2 + u
3
3
)
dt,
From eqs. (5.27) we can work out u in terms of Ω and Ω˙. Consequently, we can define the
function ` : so(3)× so(3)→ R in the following way
`(Ω, Ω˙) =
1
2
u(Ω, Ω˙) · u(Ω, Ω˙)
where u = (u1, u2, u3). Therefore, the Lagrangian function has the following form:
`(Ω, Ω˙) =
1
2
(
Ω˙1 − P1Ω2Ω3
)2
+
1
2
(
Ω˙2 − P2Ω1Ω3
)2
+
+
1
2
(
Ω˙3 − P3Ω1Ω2
)2
. (5.28)
With this redefinition, the cost functional becomes
C =
∫ T
0
`(Ω, Ω˙) dt.
We discretize the Lagrangian ` as L˜ : so(3)× so(3)→ R by
ξk + ξk+1
2
' Ω(kh)
ξk+1 ' ξk + hΩ˙(kh)
that is,
L˜(ξk, ξk+1) = `
(
ξk + ξk+1
2
,
ξk+1 − ξk
h
)
where ξk, ξk+1 ∈ so(3) and h > 0 is a fixed real number.
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Now, we want to derive the discrete associated optimal control problem, then, we need
to minimize the cost function associated with Ld : SO(3)× SO(3)→ R where
Ld(wk, wk+1) = hL˜(cay
−1(wk), cay−1(wk+1)), (5.29)
(wk, wk+1) ∈ SO(3)×SO(3) and cay : so(3)→ SO(3) denote the Cayley map (see Appendix
C);
hξk = cay
−1(wk) ∈ so(3) (5.30)
hξk+1 = cay
−1(wk+1) ∈ so(3) (5.31)
Therefore, we have the following discrete Lagrangian
Ld(wk, wk+1) = h`
(
cay−1(wk) + cay−1(wk+1)
2h
,
cay−1(wk+1)− cay−1(wk)
h2
)
. (5.32)
The geometric integrator is given by discrete Hamilton’s principle (5.2.2) for Ld : SO(3)×
SO(3)→ R minimizing the cost function
Cd =
N−1∑
k=0
Ld(wk, wk+1). (5.33)
Instead of the discrete sum 5.33 we will take
Cd =
N−1∑
k=0
`
(
ξk + ξk+1
2
,
ξk+1 − ξk
h
)
. (5.34)
where we take variations of ξk = cay
−1(wk) ∈ so(3). These variations are (see for example
[99])
δξk =
1
h
(
Adwkηk+1 − ηk +
h
2
adξkηk −
h
2
adξk(Adwkηk+1) +
h2
4
ξkηkξk
− h
2
4
ξk(Adwkηk+1)ξk
)
. (5.35)
Therefore,
δCd =
1
2h
D1`
(
ξk + ξk+1
2h
,
ξk+1 − ξk
h2
)
δξk − 1
h2
D2`
(
ξk + ξk+1
2h
,
ξk+1 − ξk
h2
)
δξk
+
1
2h
D1`
(
ξk + ξk−1
2h
,
ξk − ξk−1
h2
)
δξk +
1
h2
D2`
(
ξk + ξk−1
2h
,
ξk − ξk−1
h2
)
δξk.
Now, if we denote by
W1(ξk−1, ξk) = D1`
(
ξk + ξk−1
2h
,
ξk − ξk−1
h2
)
,W2(ξk−1, ξk) = D2`
(
ξk + ξk−1
2h
,
ξk − ξk−1
h2
)
,
W˜1(ξk, ξk+1) = D2`
(
ξk + ξk+1
2h
,
ξk+1 − ξk
h2
)
, W˜2(ξk, ξk+1) = D2`
(
ξk + ξk+1
2h
,
ξk+1 − ξk
h2
)
,
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after straightforward computations, we finally arrive to the algorithm
1
2
(
Ad∗wk−1W˜1(ξk−1, ξk)− W˜1(ξk, ξk+1) +
h
2
ad∗ξkW˜1(ξk, ξk+1) +
h2
4
ξ∗kW˜1(ξk, ξk+1)ξ
∗
k
−h
2
Ad∗wk−1ad
∗
ξk−1W˜1(ξk−1, ξk)−
h2
4
Ad∗wk−1ξ
∗
k−1W˜1(ξk−1, ξk)ξ
∗
k−1
)
−
1
h
(
−h
2
Ad∗wk−1ad
∗
ξk−1W˜2(ξk−1, ξk)− W˜2(ξk, ξk+1)−
h2
4
Ad∗wk−1(ξ
∗
k−1W˜2(ξk−1, ξk)ξ
∗
k−1)+
h
2
ξ∗kW˜2(ξk, ξk+1)ξ
∗
k +
h
2
ad∗ξkW˜2(ξk, ξk+1) + Adwk−1W˜2(ξk−1, ξk)
)
+
1
2
(
Ad∗wk−1W1(ξk−2, ξk−1)−W1(ξk−1, ξk) +
h
2
ad∗ξkW1(ξk−1, ξk) +
h2
4
ξ∗kW1(ξk−1, ξk)ξ
∗
k−
h
2
Ad∗wk−1ad
∗
ξk−1W1(ξk−2, ξk−1)−
h2
4
Ad∗wk−1ξ
∗
k−1W1(ξk−2, ξk−1)ξ
∗
k−1
)
1
h
(
−h
2
Ad∗wk−1ad
∗
ξk−1W2(ξk−2, ξk−1)−W2(ξk−1, ξk)−
h2
4
Ad∗wk−1(ξ
∗
k−1W2(ξk−2, ξk−1)ξ
∗
k−1) + Adwk−1W2(ξk−2, ξk−1)
h2
4
ξ∗kW˜2(ξk, ξk+1)ξ
∗
k +
h
2
ad∗ξkW2(ξk−1, ξk)
)
= 0 for k = 2, ..., N, (5.36)
Rk+1 = Rkwk k = 0, ..., N − 1, (5.37)
subjet to boundary conditions (R0, ξ0) and (RN , ξN−1).
Here Ad∗g and ad
∗
ξ are the adjoint of the usual Adg : g → g, adξ : g → g operations,
ξ∗ωξ∗ ∈ g∗ is defined such that 〈ξ∗ωξ∗, η〉 = 〈ω, ξηξ〉 for ω ∈ g∗, ξ, η ∈ g and 〈·, ·〉 is the
natural pairing between g and g∗.
• Boundary conditions: From our discretization choice Rk+1 = Rkwk, is clear that fixing
ξk implies constraints in the neighboring points, in this case Rk+1 and Rk. If we allow ξN ,
that means constraints at the points RN and RN+1. Since we only consider time points up
to t = Nh, having a constraint in the beyond-terminal configuration point RN+1 makes no
sense. Hence, to ensure that the effect of the constraint on Ω is correctely accounted for, the
set of unknown algebra points (velocities) must be reduced to ξ0:N−1. Moreover, we can set
ξ0 = Ω(0), which reduces again, since Ω(0) is fixed, the unknown velocities to ξ1:N−1. We
will discuss more about that in Chapter 6 giving an alternative way to study higher-order
problems.
The boundary condition R(T ) is enforced by the relation cay−1(R−1N R(T )) = 0. Recalling
that cay(0) = e, this last expression just means that RN = R(T ). Moreover, it is possible to
translate it in terms of ξk such that there is no need to optimize over any of the configurations
Rk. In that sense, (5.36) together with
cay−1
(
w−1N−1...w
−1
0 R
−1
0 R(T )
)
= 0,
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form a set of 3(N − 1) equations (since dim (so(3)) = 3) for the 3(N − 1) unknowns ξ1:N−1.
Consequently, the optimal control problem has become a nonlinear root finding problem.
From the set of velocities ξ0:N−1 and boundary conditions (R(0), R(T )), we are able to recon-
struct the configuration trajectory by means of the reconstruction equation Rk+1 = Rkwk.
5.2.3 Second-order mechanical systems on Lie groupoids subject to con-
straints
Let L : G2 → R be a discrete second-order Lagrangian describing the dynamics of a me-
chanical system. We suppose that the dynamics is restricted. This restriction is given by
the vanishing of m smooth constraints functions Φα : G2 → R, α = 1, . . . ,m. Then one can
consider the augmented Lagrangian L̂ : G2 ×Rm → R
L̂(gk, gk+1) = L(gk, gk+1) + λαΦ
α(gk, gk+1)
where λα takes the roll of Lagrange multipliers (see subsection 5.3.4 for an intrinsic approach).
An easy adaptation of variational principle (5.26) can be done to obtain the discrete
second-order Euler-Lagrange equations for systems subject to second-order constraints only
changing L by L̂. The resulting equations are:
0 = Φα(gk, gk+1), for all α = 1, . . . ,m, k = 1, . . . N − 1;
0 = `∗gk (D1Ld(gk, gk+1) + (λk)aD1Φ
a(gk, gk+1) +D2Ld(gk−1, gk) + (λk−1)aD2Φa(gk−1, gk))
+(rgk+1 ◦ i)∗ (D1Ld(gk+1, gk+2) + (λk+1)aD1Φa(gk+1, gk+2)
+D2Ld(gk, gk+1) + (λk)aD2Φ
a(gk, gk+1)) , for k = 2, . . . , N − 2.
In the following we will use our second-order variational calculus with second-order con-
straints on Lie groupoids to design variational integrators to solve optimal control problems
for underactuated mechanical system.
Example: optimal control of a heavy top with two internal rotors
Now, we apply the previous theory to the optimal control of the upright spinning of the
heavy top (see [46] and reference therein) seen as a second-order problem with second-order
constraints.
First, we describe the heavy top with two rotors. Consider the top with two rotors so
that each rotor’s rotation axis is parallel to the first and the second principal axes of the top.
Let I1, I2, I3 be the moments of inertia of the top in the body fixed frame. Let J1, J2 be the
moments of inertia of the rotors around their rotation axes and Ji1, Ji2, Ji3 be the moments
of inertia of the i-th rotor with i = 1, 2 around the first, the second and the third principal
axes, respectively. Also we define the quantities I¯1 = I1 + J11 + J21, I¯2 = I2 + J12 + J22,
I¯3 = I3 + J13 + J23, λ1 = I¯1 + J1 and λ2 = I¯2 + J2.
Let M be the total mass of the system, g the magnitude of the gravitational acceleration
and h the distance from the origin to the center of mass of the system.
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The system is modeled on the transformation Lie algebroid E = S2 × so(3)× T (S1 × S1)
over S2 × S1 × S1 where the anchor map ρ : S2 × so(3) × T (S1 × S1) → T (S2 × S1 × S1) is
given by
ρ(Γ,Ω, θ1, θ2, θ˙1, θ˙2) = (Γ, θ1, θ2,Γ× Ω, θ˙1, θ˙2).
Here Ω = (Ω1,Ω2,Ω3) ∈ so(3) ' R3 is the angular velocity of the top in the body fixed frame,
Γ = (Γ1,Γ2,Γ3) represents the unit vector with the direction opposite to the gravity as seen
from the body and θ = (θ1, θ2) is the rotation angle of rotors around their axes. Γ×Ω ∈ TS2
where × denotes the cross product.
If we denote by Ei, i = 1, 2, 3 the standard basis of matrices of so(3),
E1 =
 0 0 00 0 −1
0 1 0
 , E2 =
 0 0 10 0 0
−1 0 0
 , E3 =
 0 −1 01 0 0
0 0 0

then the basis of sections of E is given by the elements XEi(Γ, θ1, θ2) = (Γ, Ei, θ1, θ2, 0, 0) ;
Xθ1(Γ, θ1, θ2) = (Γ, 0, θ1, θ2, 1, 0), X
θ1(Γ, θ1, θ2) = (Γ, 0, θ1, θ2, 0, 1) with i = 1, 2, 3. Finally,
the Lie bracket of sections of E is determined by [[XE1 , XE2 ]] = X [E1,E2] = XE3 , [[XE1 , XE3 ]] =
X [E1,E3] = XE2 , [[XE2 , XE3 ]] = X [E2,E3] = XE1 , [[Xθr , Xθj ]] = 0, r, j = 1, 2 and [[Xθj , XEi ]] =
0, for j = 1, 2 and i = 1, 2, 3.
The reduced Lagrangian ` : S2 × so(3)× T (S1 × S1)→ R is given by
`(Γ,Ω, θ˙) =
1
2

Ω1
Ω2
Ω3
θ˙1
θ˙2

T 
λ1 0 0 J1 0
0 λ2 0 0 J2
0 0 I¯3 0 0
J1 0 0 J1 0
0 J2 0 0 J2


Ω1
Ω2
Ω3
θ˙1
θ˙2
−MghΓ3.
The Euler-Lagrange equations are given by
d
dt
(
∂`
∂Ω
)
=
∂`
∂Ω
× Ω +MghΓ× e3,
d
dt
(
∂`
∂θ˙i
)
= 0, i = 1, 2;
together with the admissibility condition Γ˙ = Γ× Ω.
Now we add controls in our picture. We suppose that the rotors can be controlled, then
the controlled Euler-Lagrange equations can be rewritten as
d
dt
(
∂`
∂Ω
)
=
∂`
∂Ω
× Ω +MghΓ× e3,
d
dt
(
∂`
∂θ˙i
)
= ui, i = 1, 2;
Γ˙ = Γ× Ω.
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That is,
λ1Ω˙1 + J1θ¨1 − λ2Ω2Ω3 + Ω˙3I¯3Ω2 = MghY,
λ2Ω˙2 + J2θ¨2 + λ1Ω1Ω3 − J1θ˙1Ω3 = −MghX,
I¯3Ω˙3 − λ1Ω1Ω2 − J1θ˙1Ω2 + λ2Ω2Ω1 + J2θ˙2Ω1 = 0,
J1(Ω˙1 + θ¨1) = u1,
J2(Ω˙2 + θ¨2) = u2,
X˙ = Y Ω3 − ZΩ2,
Y˙ = ZΩ1 −XΩ3,
Z˙ = XΩ2 − Y Ω1
where Γ = (X,Y, Z) ∈ S2.
The optimal control problem consists on finding an admissible curve γ(t) =
(Γ(t),Ω(t), θ(t), ui) of the state variables and control inputs, given boundary conditions solv-
ing the previous equations and minimizing
J =
1
2
∫ T
0
(
u21 + u
2
2
)
dt.
This optimal control problem is equivalent to solve the following second-order problem
with second-order constraints:
extremize
∫ T
0
L
(
Ω, θ, Ω˙, θ˙, θ¨
)
dt,
subject to the second-order constraints Φα : TS2 × 2so(3)× T (2)(S1 × S1)→ R, α = 1, 2;
Φ1 = λ1Ω˙1 + J1θ¨1 − λ2Ω2Ω3 + Ω˙3I¯3Ω2 −MghY,
Φ2 = λ2Ω˙2 + J2θ¨2 + λ1Ω1Ω3 − J1θ˙1Ω3 +MghX,
Φ3 = I¯3Ω˙3 − λ1Ω1Ω2 − J1θ˙1Ω2 + λ2Ω2Ω1 + J2θ˙2Ω1
Φ4 = Γ˙− Γ× Ω
where L : 2so(3)× T (2)(S1 × S1)→ R, is defined by
L
(
Ω, θ, Ω˙, θ˙, θ¨
)
= C
(
Ω, θ, Ω˙, θ˙,
d
dt
(
∂`
∂θ˙
))
=
1
2
(u21 + u
2
2) =
J21
2
(Ω˙1 + θ¨1)
2 +
J22
2
(Ω˙2 + θ¨2)
2.
We will use the Cayley transformation on SO(3) to describe the discrete optimal control
problem for the heavy top with internal rotors. We redefine the Lagrangian L and the
constraints Φα as L˜ : 2so(3)× T (2)(S1× S1)→ R and Φ˜α : TS2× 2so(3)× T (2)(S1× S1)→ R
by
L
(
ξk + ξk+1
2
, θ,
ξk+1 − ξk
h
, θ˙, θ¨
)
=: L˜(ξk, θ, ξk+1, θ˙, θ¨)
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and
Φα
(
Γ,
ξk + ξk+1
2
, θ, Γ˙,
ξk+1 − ξk
h
, θ˙, θ¨
)
=: Φ˜α(Γ, ξk, θ, Γ˙, ξk+1, θ˙, θ¨),
where ξk, ξk+1 ∈ so(3) and h > 0 is a fixed real number.
To derive the associated discrete optimal control problem we need to consider the discrete
second-order Lagrangian Ld : 2so(3)× 3(S1 × S1)→ R where
Ld(ξk, θ
1
k, θ
2
k, ξk+1, θ
1
k+1, θ
2
k+1, θ
1
k+2, θ
2
k+2) =
hL˜
(
ξk + ξk+1
2
,
θik + θ
i
k+1 + θ
i
k+2
3
,
ξk+1 − ξk
h
,
θik+2 − θik
2h
,
θik+2 − 2θik+1 + θik
h2
)
and the discrete constraints
Φαd (Γk, ξk, θ
1
k, θ
2
k, ξk+1,Γk+1, θ
1
k+1, θ
2
k+1, θ
1
k+2, θ
2
k+2) =
hΦ˜α
(
Γk,
ξk + ξk+1
2
,
θik + θ
i
k+1 + θ
i
k+2
3
,
Γk+1 − Γk
h
,
ξk+1 − ξk
h
,
θik+2 − θik
2h
,
θik+2 − 2θik+1 + θik
h2
)
where i = 1, 2 and hξk = cay
−1(ωk) ∈ so(3) with ωk ∈ SO(3). Here
ξk =
 0 −(ξ3)k (ξ2)k(ξ3)k 0 −(ξ1)k
−(ξ2)k (ξ1)k 0
 ∈ so(3),
Γ(kh) ' Γk + Γk+1
2
, Γ˙(kh) ' Γk+1 − Γk
h
, θ(kh) ' θk+1 + θk
2
,
θ˙(kh) ' θk+2 − θk
2h
, θ¨(kh) ' θk+2 − 2θk+1 + θk
h2
.
The geometric integrator is given by extremize
Cd =
N−1∑
k=0
Ld(ξk, θ
i
k, ξk+1, θ
i
k+1, θ
i
k+2) + λαΦ
α
d (Γk, ξk, θ
i
k,Γk+1, ξk+1, θ
i
k+1, θ
i
k+2)
where λα are Lagrange multipliers,
Ld =
J21
2
(
(ξk+1)1 − (ξk)1
h
+
θ1k+2 − 2θ1k+1 + θ1k
h2
)2
+
J22
2
(
(ξk+1)2 − (ξk)2
h
+
θ2k+2 − 2θ2k+1 + θ2k
h2
)2
,
Φ1d = λ1
(
(ξk+1)1 − (ξk)1
h
)
+ J1
(
θ1k+2 − 2θ1k+1 + θ1k
h2
)
− λ2
(
((ξk)2 + (ξk+1)2)((ξk)3 + (ξk+1)3)
4
)
+I¯3
(
((ξk+1)3 − (ξk)3)((ξk+1)2 + (ξk)2)
2h
)
−MghYk,
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Φ2d = λ2
(
(ξk+1)2 − (ξk)2
h
)
+ J2
(
θ2k+2 − 2θ2k+1 + θ2k
h2
)
+ λ1
(
((ξk)1 + (ξk+1)1)((ξk)3 + (ξk+1)3)
4
)
−J1
(
(θ1k+2 − θ1k)((ξk+1)3 + (ξk)3)
2h
)
−MghYk,
Φ3d = I¯3
(
(ξk+1)3 − (ξk)3
h
)
− λ1
(
((ξk+1)1 + (ξk)1)((ξk+1)2 + (ξk)2)
4
)
+λ2
(
((ξk+1)2 + (ξk)2)((ξk+1)1 + (ξk)1)
4
)
+ J2
(
(θ2k+2 − θ2k)((ξk)1 + (ξk+1)1)
4h
)
−J1
(
(θ1k+2 − θ1k)((ξk)2 + (ξk+1)2)
4h
)
,
Φ4d = Γk+1 − Γk
(
cay−1(ωk) + cay−1(ωk+1)
2h
)
.
Remark 5.2.4. Simulating this optimal control problem remains work for future study. 
Example: Optimal Control of a Homogeneous Ball on a Rotating Plate
We consider the following well-known problem (see [17, 97, 114]), namely the model of a
homogeneous ball on a rotating plate. A (homogeneous) ball of radius r > 0, mass m and
inertia mk2 about any axis rolls without slipping on a horizontal table which rotates with
angular velocity Ω about a vertical axis x3 through one of its points. Apart from the constant
gravitational force, no other external forces are assumed to act on the sphere. Let (x, y) be
denote the position of the point of contact of the sphere with the table. The configuration
space of the sphere is Q = R2×SO(3) where may be parametrized Q by (x, y, g), g ∈ SO(3),
all measured with respect to the inertial frame. Let ω = (ω1, ω2, ω3) be the angular velocity
vector of the sphere measured also with respect to the inertial frame. The potential energy
is constant, so we may put V = 0.
The nonholonomic constraints are given by the non-slipping condition by
x˙+
r
2
Tr(g˙gTE2) = −Ωy, y˙ − r
2
Tr(g˙gTE1) = Ωx,
where {E1, E2, E3} is the standard basis of so(3).
The matrix g˙gT is skew-symmetric therefore we may write
g˙gT =
 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0

where (ω1, ω2, ω3) represents the angular velocity vector of the sphere measured with respect
to the inertial frame. Then, we may rewrite the constraints in the usual form:
x˙+ rω2 = −Ωy, y˙ − rω1 = Ωx.
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In addition, since we do not consider external forces the Lagrangian of the system corre-
sponds with the kinetic energy
K(x, y, g, x˙, y˙, g˙) =
1
2
(mx˙2 +my˙2 +mk2(ω21 + ω
2
2 + ω
2
3)).
Observe that the Lagrangian is metric on Q which is bi-invariant on SO(3) as the ball is
homogeneous.
Now, it is clear that Q = R2×SO(3) is the total space of a trivial principal SO(3)-bundle
over R2 with respect the right SO(3)−action given by (x, y,R) 7→ (x, y,RS) for all S ∈ SO(3)
and (x, y,R) ∈ R2× SO(3). The action is in the right side since the symmetries are material
symmetries.
The bundle projection φ : Q → M = R2 is just the canonical projection on the first
factor. Therefore, we may consider the corresponding Atiyah algebroid A = TQ/SO(3)
over M = R2. We will identify the tangent bundle to SO(3) with so(3) × SO(3) by using
right translation. Note that throughout the previous exposition we have employed the left
trivialization. However, we would like to point out that the right trivialization just implies
minor changes in the derivation of the equations of motion (see [81]).
Under this identification between T (SO(3)) and so(3) × SO(3), the tangent action of
SO(3) on T (SO(3)) ∼= so(3)× SO(3) is the trivial action
(so(3)× SO(3))× SO(3)→ so(3)× SO(3), ((ω, g), h) 7→ (ω, gh). (5.38)
Thus, the Atiyah algebroid TQ/SO(3) is isomorphic to the real vector bundle TR2×so(3)→
R2, and the vector bundle projection is τR2 ◦ pr1, where pr1 : TR2 × so(3) → TR2 and
τR2 : TR
2 → R2 are the canonical projections. The anchor map ρ : A ' TR2 × so(3) → R2
is just the projection onto the first factor.
A section of A = TQ/SO(3) ∼= TR2 × so(3) → R2 is a pair (X, f), where X is a vector
field on R2 and f : R2 → so(3) is a smooth map. Therefore, a global basis of sections of
TR2 × so(3)→ R2 is
e1 =
(
∂
∂x
, 0
)
, e2 =
(
∂
∂y
, 0
)
, e3 = (0, E1), e4 = (0, E2), e5 = (0, E3).
There exists a one-to-one correspondence between the space Γ(A = TQ/SO(3)) and the
G-invariant vector fields on Q.
If [[·, ·]] is the Lie bracket on the space Γ(A = TQ/SO(3)), then the only non-zero funda-
mental Lie brackets are
[[e4, e3]] = e5, [[e5, e4]] = e3, [[e3, e5]] = e4.
Moreover, it follows that the Lagrangian function L = K and the constraints are SO(3)-
invariant. Consequently, L induces a Lagrangian function ` on A = TQ/SO(3) ' TR2×so(3).
We have a constrained system on A = TQ/SO(3) ' TR2 × so(3) and note that in this
case the constraints are nonholonomic and affine in the velocities. This kind of systems was
analyzed by J. Corte´s et al [55] (in particular, this example was carefully studied). The
184 Second-order constrained systems on Lie groupoids
constraints define an affine subbundle of the vector bundle A ' TR2 × so(3)→ R2 which is
modeled over the vector subbundle D generated by the sections
D = span{e5; re1 + e4; re2 − e3}.
Moreover, the angular momentum of the ball about the axis x3 is a conserved quantity
since the Lagrangian is invariant under rotations about the axis x3 and the infinitesimal
generator for these rotations lies in the distribution D. The conservation law is written as
ωz = c, where c is a constant or as ω˙z = 0. Then by the conservation of the angular momentum
the second-order constraints appear.
After some computations the equations of motion for this constrained system are precisely
x˙− rω2 = −Ωy,
y˙ + rω1 = Ωx,
ω˙3 = 0
(5.39)
together with
x¨+
k2Ω
r2 + k2
y˙ = 0, y¨ − k
2Ω
r2 + k2
x˙ = 0.
Now, we pass to an optimization problem. Assume full controls over the motion of the
center of the ball (the shape variables). The controlled system can be written as,
x¨+
k2Ω
r2 + k2
y˙ = u1, y¨ − k
2Ω
r2 + k2
x˙ = u2,
subject to  ω2 −
1
r x˙ =
Ωy
r ,
ω1 +
1
r y˙ =
Ωx
r ,
ω˙3 = 0.
(5.40)
Next, we consider the optimal control problem for this system: Let C be the cost function
given by
C =
1
2
(
u21 + u
2
2
)
.
Given q(0), q(T ) ∈ R2, q˙(0) ∈ Tq(0)R2, q˙(T ) ∈ Tq(T )R2, q = (x, y) ∈ R2, ω(0), ω(T ) ∈ so(3),
we look for an optimal control curve (q(t), ω(t), u(t)) on the reduced space that steers the
system from (q(0), ω(0)) to (q(T ), ω(T )) minimizing∫ T
0
1
2
(
u21 + u
2
2
)
dt,
subject to the constraints given by equations (5.40). Note that R(0), R(T ) ∈ SO(3), the
initial and final configurations of the problem, are also fixed. Its dynamics is given by the
continuous reconstruction equation R˙(t) = R(t)ω(t).
As in the previous example, we define the second order Lagrangian L˜ : T (2)R2×2so(3)→
R given by
L˜(x, y, x˙, y˙, x¨, y¨, ω1, ω2, ω3, ω˙1, ω˙2, ω˙3) =
1
2
(
x¨+
k2Ω
r2 + k2
y˙
)2
+
1
2
(
y¨ − k
2Ω
r2 + k2
x˙
)2
(5.41)
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subject to second-order constraints Φα : T (2)R2 × 2so(3)→ R, α = 1, 2, 3,
Φ1 = ω1 +
1
r
y˙ − Ωx
r
, (5.42a)
Φ2 = ω2 − 1
r
x˙− Ωy
r
, (5.42b)
Φ3 = ω˙3. (5.42c)
The optimal control problem is prescribed by solving the following system of 4-order
differential equations (ODEs).
0 = λ1
Ω
r
+
λ˙2
r
+ x(iv) +
2k2Ω
...
y
r2 + k2
− k
4Ω2x¨
(r2 + k2)2
0 = λ2
Ω
r
+
λ˙1
r
+ y(iv) − 2k
2Ω
...
x
r2 + k2
− k
4Ω2y¨
(r2 + y2)2
,
0 = λ˙1 + λ2ω3 − λ3ω2,
0 = λ˙2 − λ1ω3 + λ3ω1,
0 = λ˙3 + λ1ω2 − λ2ω1,
0 = ω1 +
1
r
y˙ − Ωx
r
,
0 = ω2 − 1
r
x˙− Ωy
r
,
0 = ω˙3.
In addition, the configurationsR ∈ SO(3) are given by the continuous reconstruction equation
R˙ = Rω.
Remark 5.2.5. In the particular case when the angular velocity Ω depends on the time (see
[17, 97]), the equations of motion are rewritten as
0 = λ1
Ω(t)
r
+
λ˙2
r
+ x(iv) +
k2Ω′′(t)y˙
r2 + k2
+
2k2Ω′(t)y¨
r2 + k2
+
2k2Ω(t)
...
y
r2 + k2
,
+
k2Ω′(t)
...
y
r2 + k2
− k
4Ω2(t)x¨
(r2 + k2)2
− 2k
4Ω′(t)Ω(t)x˙
(r2 + k2)2
0 = λ2
Ω(t)
r
+
λ˙1
r
+ y(iv) − k
2Ω′′(t)x˙
r2 + k2
− 3k
2Ω′(t)x¨
r2 + k2
− 2k
2Ω(t)
...
x
r2 + k2
,
− k
4Ω2(t)y¨
(r2 + y2)2
− 2k
4Ω(t)Ω′(t)y˙
(r2 + k2)2
,
0 = λ˙1 + λ2ω3 − λ3ω2,
0 = λ˙2 − λ1ω3 + λ3ω1,
0 = λ˙3 + λ1ω2 − λ2ω1,
0 = ω1 +
1
r
y˙ − Ω(t)x
r
,
0 = ω2 − 1
r
x˙− Ω(t)y
r
,
0 = ω˙3.
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
• Discrete setting: As in the previous example, we discretize this problem by choosing
a discrete Lagrangian L˜d and discrete constraints Φ
α
d . Employing equivalent arguments than
in the previous example, we set L˜d : 3(R
2) × 2so(3) → R and Φαd : 3(R2) × 2so(3) → R,
α = 1, 2, 3, as
L˜d(qk, qk+1, qk+2, ωk, ωk+1) + λ
k
αΦ
α
d (qk, qk+1, qk+2, ωk, ωk+1) =
hL˜
(
qk + qk+1 + qk+2
3
,
qk+2 − qk
2h
,
qk+2 − 2qk+1 + qk
h2
,
ωk + ωk+1
2
,
ωk+1 − ωk
h
)
+λkαΦ
α
(
qk + qk+1 + qk+2
3
,
qk+2 − qk
2h
,
qk+2 − 2qk+1 + qk
h2
,
ωk + ωk+1
2
,
ωk+1 − ωk
h
)
,
We employ the same unknowns-equations counting process than in the previous example
to find out that the number of unknowns matches the number of equations. Therefore,
our discrete variational problem (which comes from the original optimal control problem)
has become again a nonlinear root finding problem. For computational reasons is useful to
consider the retraction map τ as the Cayley map for SO(3) instead of a truncation of the
exponential map (see Appendix C for further details).
Now we show some simulations to test our method for T = 4, r = 1, Ω = 0.3 and
ω3 = m = k = 1,
Figure 5.1: Left: Simulation of the method with q0 = (1, 0) v0 = (1, 1), qN = (6, 0), vN =
(1, 1), N = 33. Blue arrows shown the (scaled) angular velocity. Right: Error (root-mean-
square error) in position and angular velocity for different values of h between our method
and with and a Runge-Kutta 4.
The following table show the root mean square error in positions and angular velocities
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between our method and a Runge-Kutta 4:
h Error in position Error in angular velocity
0.4 0.2471 0.1995
0.22 0.1746 0.1576
0.1250 0.1173 0.1204
0.0714 0.0866 0.1020
0.04 0.0705 0.0932
0.0225 0.0606 0.0875
Figure 5.2: cost function 12(u
2
1 + u
2
2)
Figure 5.3: controls u1 and u2
5.3 Lagrangian submanifolds generating discrete dynamics
In this section we will see how a Lagrangian submanifold ΣL ⊂ T ∗(PαG) of the cotangent
groupoid T ∗(PαG)⇒ A∗(PαG) will give the second-order discrete dynamics associated with
a discrete second-order Lagrangian L : G2 → R.
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In general, the dynamics will be defined implicitly rather than a discrete explicit flow map
(see [126]). This dynamic can be interpreted as a discrete second-order Lagrangian dynamic
on the Lagrangian submanifold ΣL ⊂ T ∗(PαG) or as a Hamiltonian second-order dynamic
on A∗(PαG).
The motivation of this section is to show an alternative and geometric approach to ob-
tain the dynamic of discrete second-order variational problems on Lie groupoids instead of
use standard discrete variational calculus. We will clarify the case of discrete second-order
systems subject to constraints in this framework since, as is well know, the use of Lagrange
multipliers for discrete constrained systems is not the better way to show the geometric prop-
erties of the flow map. In this sense, with our framework, we will study the regularity and
reversibility of this kind of discrete systems, from the perspective of symplectic and Poisson
geometry and we will also study the theory of reduction under Noether symmetries.
5.3.1 Generating Lagrangian submanifolds and dynamics on Lie groupoids
Let G ⇒ Q be a Lie groupoid with source and target map α, β : G → Q respectively, and
we consider the prolongation Lie groupoid PαG ⇒ G over the source map of G where we
denote αα, βα : PαG→ G the source and target maps of this prolongation Lie groupoid. Let
τA∗(PαG) : A
∗(PαG) → G be the dual of the vector bundle associated with the Lie algebroid
τA(PαG) : A (P
αG) → G. Then the Lie groupoid T ∗(PαG) ⇒ A∗(PαG) is a symplectic
groupoid (see example 3 in section 1.9.1).
By Tulczyjew’s theorem (1.6.11), L : G2 → R generates a Lagrangian submanifold ΣL ⊂
T ∗(PαG) of the symplectic Lie groupoid (T ∗(PαG), ωPαG) where ωPαG denotes the canonical
symplectic 2-form on T ∗(PαG). That is, denoting by iG2 : G2 → PαG the inclusion defined
by iG2(g1, g2) = (g1, g1, g2),
ΣL = {µ ∈ T ∗(PαG)/i∗G2µ = dL} ⊂ T ∗(PαG)
is a Lagrangian submanifold of (T ∗(PαG), ωPαG).
The relationship among these spaces is summarized in the following diagram
ΣL
  // T ∗(PαG)
α˜ //
β˜
//

A∗(PαG)

R G2
Loo  
iG2 // PαG
αα //
βα
// G
From now on, we will denote α˜ and β˜ the source and target maps of the Lie groupoid
T ∗(PαG) ⇒ A∗(PαG) respectively. Given an element µ ∈ T ∗(g,h,r)(PαG) with (g, h, r) ∈ PαG
the source and target are defined, such that for all sections Z ∈ Γ(τA(PαG))
〈α˜(µ), Z(α(g))〉 = 〈µ,−→Z (g, h, r)〉
〈β˜(µ), Z(β(g))〉 = 〈µ,←−Z (g, h, r)〉,
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where
←−
Z and
−→
Z are the corresponding left and right invariant vector fields associated with
the section Z of A(PαG) according to (1.25) and (1.26) in section 1.9.3.
Denote by
γ(gk,gk+1) := (µgk , µ˜gk , µ¯gk+1) ∈ T ∗(PαG),
with (gk, gk+1) ∈ G2.
Definition 5.3.1. A sequence γ(g1,g2), . . . , γ(gN−1,gN ) ∈ T ∗(PαG) satisfy the second-order
dynamics on ΣL if γ(g1,g2), . . . , γ(gN−1,gN ) ∈ ΣL and
α˜(γ(gk,gk+1)) = β˜(γ(gk−1,gk)) for k = 2, . . . , N − 1.
That is, γ(g1,g2), . . . , γ(gN−1,gN ) are a composable sequence on T
∗(PαG).
Applying the definition of α˜ and β˜ we have that for any section Z ∈ Γ(τA(PαG)), the last
equation is equivalent to
〈←−Z (gk, gk, gk+1); γ(gk,gk+1)〉 = 〈
−→
Z (gk+1, gk+1, gk+2); γ(gk+1,gk+2)〉 (5.43)
µgk + µ˜gk = D1L(gk, gk+1) (5.44)
µ¯gk+1 = D2L(gk, gk+1) for k = 1, . . . , N − 1; (5.45)
and using (1.25) and (1.26),
〈←−X (gk), µ˜gk〉+ 〈Y (gk+1); µ¯gk+1〉 = 〈
−→
X (gk+1); µ˜gk+1〉 − 〈Y (gk+1);µgk+1〉 (5.46)
µgk + µ˜gk = D1L(gk, gk+1) (5.47)
µ¯gk+1 = D2L(gk, gk+1) for k = 1, . . . , N − 1. (5.48)
Therefore, we can state the following result:
Theorem 5.3.2. Let G ⇒ Q be a Lie groupoid and L : G2 → R be a discrete second-order
Lagrangian. If we denote by ΣL the Lagrangian submanifold of T
∗(PαG) generated by L, then
a sequence γ(g1,g2), . . . , γ(gN−1,gN ) satisfies the discrete second-order dynamics on ΣL if and
only if γ(g1,g2), . . . , γ(gN−1,gN ) satisfy
〈←−X (gk), µ˜gk〉+ 〈Y (gk); µ¯gk+1〉 = 〈
−→
X (gk+1); µ˜gk+1〉 − 〈Y (gk+1);µgk+1〉
µgk + µ˜gk = D1L(gk, gk+1)
µ¯gk+1 = D2L(gk, gk+1) for k = 1, . . . , N − 1
for any section Z ∈ Γ(τA(PαG)), Z = (X,Y ), X ∈ Γ(τAG), Y ∈ X(G) such that Tβ(X) =
Tα(Y ).
Remark 5.3.3. We have seen how the dynamics is given implicitly by a relation in T ∗(PαG)
rather that given by a discrete flow map. Therefore, γ(g1,g2), . . . , γ(gN−1,gN ) ∈ T ∗(PαG) satisfy
the discrete second-order dynamics on ΣL if and only if for each pair of successive elements
satisfies the relation
(γ(gk−1,gk); γ(gk,gk+1)) ∈ (T ∗(PαG))2 ∩ (ΣL × ΣL).

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Now, given a basis of sections of AG one can obtain the basis of sections {Z1, Z2} of
A (PαG) with
Z1 = (−X,−→X ) and Z2 = (0,←−X )
where X ∈ Γ(τAG),−→X ∈ −→X (G) and ←−X ∈ ←−X (G). We use the notation −→X (G) (respect. ←−X (G))
for the set of right-invariant (respect. left-invariant) vector fields on G.
The condition Tβ(X) = Tα(Y ) is obviously satisfied by Z1 and Z2. In fact, observe that
for Z2 we have that Tβ(0) = 0 = Tα(
←−
X ) since
←−
X is α-vertical. For Z1 = (−X,−→X ), using the
identification between sections of AG and vector fields on G; the condition Tβ(−X) = Tα(−→X )
is equivalent to see that β(h) = α((rg ◦ i)(h)) for h ∈ G; that is, β(h) = α(rg(h−1)) and using
that α(h−1) = α(h−1g); we obtain β(h) = α(h−1); that is h and h−1 are composables;
h = β−1(α(h−1)).
In what follows we will derive the discrete second-order equations for L : G2 → R in
terms of L. We will need to use the next result which is a direct consequence of (1.25) and
(1.26),
Lemma 5.3.4. Let as consider a section Z ∈ Γ(τA(PαG)), Z = (Z1, Z2) where Z1 =
(−X,−→X ) and Z2 = (0,←−X ), X ∈ Γ(τAG),−→X ∈ X(G) and ←−X ∈ X(G). Then the associated
left and right invariant vector fields are
−→
Z1(g, h, r) = (−−→X (g),−−→X (h), 0r) −→Z2(g, h, r) = (−←−X (g), 0h, 0r)←−
Z1(g, h, r) = (0g,−←−X (h),−→X (r)) ←−Z2(g, h, r) = (0g, 0h,←−X (r)).
Using the lemma for
−→
Z2 and
←−
Z2, and replacing into (5.44) we obtain that
〈←−Z2(gk, gk, gk+1); (γ(gk,gk+1)〉 = 〈
−→
Z2(gk+1, gk+1, gk+2); (γ(gk+1,gk+2))〉
if and only if
〈←−X (gk+1); µ¯gk+1〉 = −〈
←−
X (gk+1);µgk+1〉 (5.49)
µgk+1 + µ˜gk+1 = D1L(gk+1, gk+2) (5.50)
µ¯gk+1 = D2L(gk, gk+1) k = 1, . . . , N − 1. (5.51)
That is,
〈←−X (gk+1);D2L(gk, gk+1)〉 = −〈←−X (gk+1);D1L(gk+1, gk+2)− µ˜gk+1〉. (5.52)
As before, using the definition of
←−
Z1 and
−→
Z1 we can observe that
〈←−Z 1(gk, gk, gk+1); (γ(gk,gk+1))〉 = 〈
−→
Z 1(gk+1, gk+1, gk+2); (γ(gk+1,gk+2))〉
if and only if
− 〈←−X (gk); µ˜gk〉+ 〈
−→
X (gk+1), µ¯gk+1〉 = −〈
−→
X (gk+1);µgk+1〉 − 〈
−→
X (gk+1); µ˜gk+1〉; (5.53)
and using (5.50),(5.51) and (5.52) we can rewrite (5.53) as,
〈−→X (gk+1), D1L(gk+1, gk+2) +D2L(gk, gk+1)〉 − 〈←−X (gk);D1L(gk, gk+1) +D2L(gk−1, gk)〉 = 0.
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After some computations, we deduce that
`∗gk (D1L(gk, gk+1) +D2L(gk−1, gk)) + (rgk+1 ◦ i)∗ (D1L(gk+1, gk+2) +D2L(gk, gk+1)) = 0,
for k = 2, . . . , N − 2.
We can summarize these developments in the following theorem
Theorem 5.3.5. Let L : G2 → R be a discrete second order Lagrangian. For every section
Z of Γ(τA(PαG)) as in Proposition (5.3.4) the discrete second order Euler-Lagrange equation
are
`∗gk (D1L(gk, gk+1) +D2L(gk−1, gk)) + (rgk+1 ◦ i)∗ (D1L(gk+1, gk+2) +D2L(gk, gk+1)) = 0,
for k = 2, . . . , N − 2.
These equations are just (5.20), the same equations that we have obtained from a varia-
tional point of view.
Example 5.3.6. Let G be a Lie group. G is a Lie groupoid over {e}, the identity element
of G. Let L : G2 → R. In this case PαG = 3G and PαG is a Lie groupoid over G. Then we
can construct the Lagrangian submanifold of T ∗(3G) as
ΣL := {µ ∈ T ∗(2G)/i∗3Gµ = dL} ⊆ T ∗(3G). (5.54)
ΣL is a Lagrangian submanifold of T
∗(3G) and T ∗(3G) is a Lie groupoid over g∗ × T ∗G.
The following diagram illustrates the situation,
ΣL
  // T ∗(3G)
α˜ //
β˜
//

g∗ × T ∗G

R 2G
Loo   i2G // 3G
αα //
βα
// G
Applying the results given before; ∀Z ∈ Γ(g × TG) we obtain the discrete second-order
dynamics for the discrete second-order Lagrangian L : G2 → R,
〈←−X (gk), µ˜gk〉 = 〈
−→
X (gk+1); µ˜gk+1〉 (5.55)
µgk + µ˜gk = D1L(gk, gk+1) (5.56)
µ¯gk+1 = D2L(gk, gk+1) for k = 1, . . . , N − 1. (5.57)
Now, we observe that
←−
X (gk) = T`gk(X),
−→
X (gk) = −T (rgk ◦ i)(X) = Trgk(X), T i(X) =
−X, because T ( ◦ β)(X) = 0. Therefore, replacing and using the equations (5.55), (5.56),
(5.57) we have that
`∗gkD1Ld(gk, gk+1)+`
∗
gk
D2Ld(gk−1, gk) = r∗gk+1D2Ld(gk, gk+1)+r
∗
gk+1
D1Ld(gk+1, gk+2) (5.58)
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Example 5.3.7. Consider the banal groupoid M ×M ⇒ M, where the source and target
maps are given by the projections onto the fist and second factor, respectively. The set of
admissible elements is given by
(M ×M)2 = {((m0,m1), (m¯1,m2)) ∈ (M ×M)× (M ×M) | m1 = m¯1} ' 3M.
Moreover, in this case, the prolongation Lie groupoid is
Pα(M×M) = {((m0,m1), (m2,m3), (m4,m5)) ∈ 3(M×M) | m0 = m2 and m3 = m4} ' 4M,
where we have the inclusion of 3M into 4M given by
i3M : 3M ↪→ 4M
(m0,m1,m2) 7→ (m0,m1,m1,m2).
Let L : (M ×M)2 → R be a discrete second-order Lagrangian and we construct the La-
grangian submanifold ΣL of the symplectic groupoid (T
∗(4M), ω4M ), (where ω4M denotes
the canonical 2-form on T ∗(4M)),
ΣL = {µ ∈ T ∗(4M) | i∗3Mµ = dL}
where µ = µ0dm0 +µ1dm1 + µ¯1dm¯1 +µ2dm2. The following diagram illustrates the situation:
ΣL
  // T ∗(4M)
α˜ //
β˜
//

T ∗(M ×M)

R 3M
Loo   i3M // 4M
αα //
βα
// (M ×M)
Therefore, µ ∈ ΣL if it satisfies
µ0 =
∂L
∂m0
(m0,m1,m2),
µ1 + µ¯1 =
∂L
∂m1
(m0,m1,m2),
µ2 =
∂L
∂m2
(m0,m1,m2).
Using the source and target map given by
α˜ : T ∗(4M)→ T ∗(M ×M) (µ0, µ1, µ¯1, µ2)→ (−µ0,−µ1, )
β˜ : T ∗(4M)→ T ∗(M ×M) (µ0, µ1, µ¯1, µ2)→ (µ¯1, µ2);
we have that the second-order discrete dynamics is satisfies if and only if the following equa-
tions holds:
D2L(mk−1,mk,mk+1) +D1L(mk,mk+1,mk+2) +D3L(mk−2,mk−1,mk) = 0,
for k = 2, . . . , N − 2.
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5.3.2 Regularity conditions and Poisson structure
We have seen how the dynamics is implicitly defined by a relation on T ∗(PαG) rather than
an explicitly defined map. Also we have seen that γ(g1,g2), . . . , γ(gN−1,gN ) ∈ T ∗(PαG) satisfies
the discrete second-order dynamics if and only if each pair of successive elements in T ∗(PαG)
those satisfy
(γ(gk,gk+1), γ(gk+1,gk+2)) ∈ (T ∗(PαG))2 ∩ (ΣL × ΣL), k = 1, . . . , N − 2.
Weinstein [176] first raised the question of how regularity results for the pair groupoid
Q×Q might be generalized to arbitrary Lie groupoids G⇒ Q, and this question was answered
by Marrero et al. [[124], Theorem 4.13]. Here, we extend this answer to discrete second order
systems following [126]. Then we ask: Under which conditions the last relation is the graph
of an explicit flow
γ(gk−1,gk) 7→ γ(gk,gk+1)
(at least locally) and what properties does this application have?
First, consider the source map of the cotangent groupoid T ∗(PαG) restrict to the La-
grangian submanifold, that is, α˜ |ΣL : ΣL → A∗(PαG). If this map is a local diffeomorphism,
then the Lagrangian flow is locally given by ΓL := (α˜ |ΣL)−1 ◦ β˜ |ΣL : ΣL → ΣL. Moreover,
if β˜ |ΣL : ΣL → A∗(PαG) is also a local diffeomorphism the flow is reversible and its local
inverse is given by (β˜ |ΣL)−1 ◦ α˜ |ΣL : ΣL → ΣL.
Proposition 5.3.8. Given the symplectic groupoid (T ∗(PαG);ωPαG) and ΣL ⊂ T ∗(PαG) is
the Lagrangian submanifold generated by the second-order discrete Lagrangian L : G2 → R,
then α˜ |ΣL : ΣL → ΣL is a local diffeomorphism if and only if β˜ |ΣL : ΣL → ΣL is a local
diffeomorphism.
Proof. Apply Th. 2.15 in [126] when G = PαG.
The applications α˜ |ΣL and β˜ |ΣL plays the roll of FL+ and FL− in discrete mechanics. We
define the Hamiltonian flow map as the map given by Γ˜L := β˜ |ΣL ◦(α˜ |ΣL)−1 : A∗(PαG)→
A∗(PαG).
Proposition 5.3.9. Let T ∗(PαG)⇒ A∗(PαG) be a symplectic Lie groupoid and L : G2 → R
be a discrete second-order Lagrangian. If α˜ |ΣL or β˜ |ΣL are local diffeomorphisms, the
discrete Hamiltonian evolution operator Γ˜L : A
∗(PαG) → A∗(PαG) preserves the Poisson
structure on A∗(PαG).
Proof. We will seen that Γ˜L is a local Poisson automorphism. By theorem (5.3.8) if α˜ |ΣL
(alternatively β˜ |ΣL ) is a local diffeomorphism then the Lagrangian flow map (α˜ |ΣL)−1◦β˜ |ΣL
is a local automorphism on ΣL and reversing the order of composition the Hamiltonian flow
is a local automorphism on A∗(PαG). To see that the Hamiltonian evolution operator is a
local Poisson automorphism consider the Poisson map
(α˜, β˜) : T ∗(PαG) −→ A∗(PαG)×A∗(PαG)
µ 7→ (α˜(µ), β˜(µ));
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where A∗(PαG) denotes A∗(PαG) endowed with the linear Poisson structure changed of sign.
The image of ΣL is just the graph of β˜ |ΣL ◦(α˜ |ΣL)−1 in A∗(PαG) × A∗(PαG). As ΣL is a
Lagrangian submanifold, its image under the Poisson map application (α˜, β˜) is coisotropic.
Then β˜ |ΣL ◦(α˜ |ΣL)−1 is a local Poisson automorphism on A∗(PαG) since its graph is
coisotropic in A∗(PαG)×A∗(PαG).
Definition 5.3.10. Let G⇒ Q be a Lie groupoid. A discrete second-order Lagrangian system
is a pair (G,L) where L : G2 → R is a discrete second-order Lagrangian.
Definition 5.3.11. Let (G,L) be a discrete second-order Lagrangian system. The discrete
Legendre transformations FL± : ΣL → A∗(PαG) are defined as
FL+ = β˜ |ΣL and FL− = α˜ |ΣL .
Remark 5.3.12. From (5.3.8) FL+ is a local diffeomorphism if and only if FL− is a local
diffeomorphism. 
Definition 5.3.13. Let (G,L) be a discrete second-order Lagrangian system; this said to be
regular if FL± are local diffeomorphisms; and hyperregular if FL± are global diffeomorphisms.
Given a sequence γ(g1,g2), . . . , γ(gN−1,gN ) ∈ T ∗(PαG); this satisfies (by (5.3.1)) the discrete
second-order dynamics on ΣL if and only if γ(g1,g2), . . . , γ(gN−1,gN ) ∈ ΣL and
FL+(γ(gk,gk+1)) = FL
−(γ(gk+1,gk+2)), k = 1, . . . , N − 2.
5.3.3 Morphism, reduction and Noether symmetries
In following paragraphs we study the reduction of discrete second-order Lagrangian systems.
To do this, we need to define the notion of morphism of discrete second-order Lagrangian
systems in the dual of the cotangent Lie groupoid.
Let us consider two Lie groupoids, G ⇒ Q with source map denoted by α and G′ ⇒ Q′
with source map denoted by α′.
Definition 5.3.14. Given two discrete second-order Lagrangian systems (G,L) and (G′, L˜),
a smooth map χ : PαG→ Pα′G′ is a morphism of discrete second-order Lagrangian systems
if it is a morphism of Lie groupoids and, satisfies that G2 = χ
−1(G′2) and L = L˜ ◦ χ |G′2 .
Definition 5.3.15. Let χ : PαG → Pα′G′ be a morphism of Lie groupoids. Two covectors
µ ∈ T ∗(g,h,r)(PαG) and µ′ ∈ T ∗χ(g,h,r)(Pα
′
G′), where (g, h, r) ∈ PαG and χ(g, h, r) ∈ Pα′G′ are
said to be χ∗-related if
〈µ, ξ〉 = 〈µ′, Tχ(ξ)〉 ∀ξ ∈ T(g,h,r)(PαG).
Also, if z ∈ A∗(g,h,r)(PαG) and z′ ∈ A∗χ0(g,h,r)(Pα
′
G′), are A∗χ−related if
〈z, ξ˜〉 = 〈z′, Aχ(ξ˜)〉 ∀ξ˜ ∈ A(g,h,r)(PαG).
Here χ0 : P
αG→ Pα′G′ denotes the smooth map on the base induced by the morphism χ and
Aχ : A(PαG)→ A(Pα′G′) is the associated Lie algebroid morphism (see section 1.9.2).
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In the following we will give the theorem of reduction of second-order discrete Lagrangian
systems on Lie groupoids.
Theorem 5.3.16. Consider two second-order discrete Lagrangian systems (G,L) and (G′, L˜)
and let χ : PαG → Pα′G′ be a morphism of discrete second-order Lagrangian systems. Sup-
pose that µ ∈ T ∗(PαG) and µ′ ∈ T ∗(Pα′G′) are χ∗−related, then the following properties
hold
• If µ′ ∈ ΣL˜ then µ ∈ ΣL
• The sources α˜(µ) ∈ A∗(PαG) and α˜′(µ′) ∈ A∗(Pα′G′) are A∗χ-related;
• The targets β˜(µ) ∈ A∗(PαG) and β˜′(µ′) ∈ A∗(Pα′G′) are A∗χ-related.
Proof. To prove the first statement, let us consider µ ∈ T ∗(PαG) and v ∈ T(g,h,r)(PαG), then
since µ and µ′ are χ∗−related we have
〈µ, v〉 = 〈µ′, Tχ(v)〉 = 〈dL′, Tχ |G2 (v)〉 = 〈χ∗(dL′), v〉 = 〈d(L′ ◦ χ |G2), v〉 = 〈dL, v〉
and therefore µ ∈ ΣL.
To prove the point (ii) let us consider v ∈ Aα(g,h,r)(PαG). Then 〈α˜(µ), v〉 = 〈µ,−→v 〉 =
〈µ′, Tχ(−→v )〉, because are χ∗−related. Also, using the properties given in 1.9.2 we have that
〈µ′, Tχ(−→v )〉 = 〈µ′,−−−−→Aχ(v)〉 = 〈α˜′(µ′), Aχ(v)〉. Therefore, 〈α˜′(µ), v〉 = 〈α˜(µ′), Aχ(v)〉, and
then α˜(µ) and α˜′(µ′) are A∗χ−related.
Finally, to prove the point (iii),
〈β˜(µ), v〉 = 〈µ,←−v 〉 = 〈µ′, Tχ(←−v )〉 = 〈µ′,←−−−−Aχ(v)〉 = 〈β˜′(µ′), Aχ(v)〉.
Thus, β˜(µ) and β˜′(µ′) are A∗χ−related.
The following diagram shown the relations involved in the reduction theorem,
ΣL˜
  // T ∗(Pα′G′)
α˜′ //
β˜′
//
pi
Pα
′
G′

T ∗Φ
xx
A∗(Pα′G′)
τ
A∗(Pα′G′)

A∗Φ
ΣL
  // T ∗(PαG)
α˜ //
β˜
//
piPαG

A∗(PαG)
τA∗(PαG)

G′2
  //
L˜

Pα
′
G′
α′
β′
//// G′
G2
  //
L

PαG
αα //
βα
//
Φ
88
G
Φ0
88
R
R
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Corollary 5.3.17. Let χ : PαG→ Pα′G′ be a morphism of discrete second-order Lagrangian
systems. If γ′(g1,g2), . . . , γ
′
(gN−1,gN ) ∈ T ∗(Pα
′
G′) satisfy the discrete second order dynamics for
(G′, L˜), then any sequence χ∗−related γ(g1,g2), . . . , γ(gN−1,gN ) ∈ T ∗(PαG) satisfy the discrete
second order dynamics for (G,L).
Proof. By theorem 5.3.16, if µ′k ∈ ΣL˜ then µk ∈ ΣL for k = 1, . . . , n. Moreover, for all
v ∈ Aβ(gk,gk,gk+1)(PαG) = Aα(gk+1,gk+1,gk+2)(PαG), using that µ and µ′ are χ∗−related, we
have that
〈β˜(γ(gk,gk+1)), ξ〉 = 〈β˜′(γ′(gk,gk+1));Aχ(ξ)〉
= 〈α˜′(γ′(gk+1,gk+2));Aχ(ξ)〉
= 〈α˜(γ(gk+1,gk+2)); ξ〉;
then, β˜(γ(gk,gk+1)) = α˜(γ(gk+1,gk+2)) for k = 1, . . . , N − 2. Therefore, γ(g1,g2), . . . , γ(gN−1,gN )
satisfy the discrete second-order dynamics for (G,L).
In what follows we will give the notion of Noether symmetry and constant of motion for
discrete second order Lagrangian systems.
Definition 5.3.18. A section Z ∈ Γ(A(PαG)) is said to be a Noether symmetry of the
discrete second-order Lagrangian system (G,L) if there exists a function f ∈ C∞(G) such
that
〈α˜(µ), Z(α˜(g, h, r))〉+ f(α˜(g, h, r)) = 〈β˜(µ), Z(β˜(g, h, r))〉+ f(β˜(g, h, r))
for all µ ∈ ΣL ⊂ T ∗(PαG), where (g, h, r) = piPαG(µ), where piPαG : T ∗(PαG) → PαG is the
cotangent bundle projection.
In the following theorem we will prove that for all Noether symmetry of the discrete
second-order Lagrangian system there is a corresponding constant of motion which is pre-
served by the discrete second order dynamics.
Theorem 5.3.19. If Z ∈ Γ(A(PαG)) is a Noether symmetry of a discrete second-order
Lagrangian system (G,L) then, the function FX : ΣL → R given by
FX(µ) = 〈α˜(µ), Z(α˜(g, h, r))〉+ f(α˜(g, h, r)) = 〈β˜(µ), Z(β˜(g, h, r))〉+ f(β˜(g, h, r)),
where (g, h, r) = piPαG(µ); is a constant of motion. That is, if γ(g1,g2), . . . , γ(gN−1,gN ) ∈
T ∗(PαG) satisfy the discrete second-order dynamics then, FX(γ(gk,gk+1)) = FX(γ(gk+1,gk+2))
for k = 1, . . . , N − 2.
Proof. Since, γ(g1,g2), . . . , γ(gN−1,gN ) satisfy the discrete second-order dynamics,
β˜(γ(gk,gk+1)) = α˜(γ(gk+1,gk+2)) where γ(gk,gk+1) ∈ ΣL for k = 1, . . . , N − 1. Then, we
have that
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FX(γ(gk,gk+1)) = 〈β˜(γ(gk,gk+1)), Z(β˜(γ(gk,gk+1)))〉+ f(β˜(γ(gk,gk+1)))
= 〈α˜(γ(gk+1,gk+2)), Z(α˜(γ(gk+1,gk+2)))〉+ f(α˜(γ(gk+1,gk+2)))
= FX(γ(gk+1,gk+2)), k = 1, . . . , N − 2.
5.3.4 Discrete second-order constrained mechanics
In this subsection we apply the previous techniques to the case of second-order constrained
systems.
Definition 5.3.20. A discrete second-order constrained Lagrangian system consists of a triple
(G,N,L) where G ⇒ Q is a Lie groupoid, N ⊂ G2 is a submanifold and L : N → R is a
discrete second-order Lagrangian.
From Tulczyjew theorem (1.6.11) it is clear that
ΣL,N = {µ ∈ T ∗(PαG) | i∗Nµ = dLN} ⊂ T ∗(PαG)
is a Lagrangian submanifold. The following diagram shows the situation:
ΣL,N
  // T ∗(PαG)
α˜ //
β˜
//

A∗(PαG)

R N
Loo   iN // PαG
αα //
βα
// G
Note that ΣL,N is also a bundle over N taking the projection piPαG |ΣL,N : ΣL,N → N to be
the restriction of the cotangent bundle projection.
Consider the conormal bundle ν∗N = {µ ∈ T ∗(PαG)|i∗Nµ = 0}. From the definition
of conormal bundle its follows that ΣL,N is isomorphic to the conormal bundle where the
isomorphism is given to specify a distinguished section σ : N → ΣL,N and then
ΣL,N = {σ(g1, g2) + Λ | Λ ∈ ν∗N, and (g1, g2) = piPαG(Λ)} ' ν∗N.
Now we take an arbitrary extension L̂ of L to a neighborhood ofN inG2, so that L = L̂ |N .
Therefore, an alternative description of ΣL,N is
ΣL,N = {µ ∈ T ∗(PαG)|µ− dL̂ ∈ ν∗N}.
Suppose that the constraint submanifold N ⊂ G2 is given by
N = {(g1, g2) ∈ G2 | Φa(g1, g2) = 0, with a ∈ A},
where {Φa}a∈A is a family of real functions defined in a neighborhood of N and A is an index
set. It follows that {dΦa |N} is a basis of sections of the conormal bundle ν∗N. Therefore, a
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section Λ of the conormal bundle can be written as Λ = λadΦ
a |N , where the real functions
λa, a ∈ A are the Lagrange multipliers. Since Φa |N= 0 we can deduce that Λ = d(λaΦa |N ).
As before, suppose that L : N → R is the restriction to N of L̂ : G2 → R. Then, an
element µ ∈ ΣL,N with (g1, g2) = piPαG(µ), can be written as
µ = dL̂(g1, g2) + λαdΦ
α(g1, g2) = d(L̂+ λaΦ
a)(g1, g2) ∈ ΣL,N .
In this sense, ΣL,N can be seen as the space consisting of the elements (g1, g2) ∈ N together
the Lagrange multipliers λa constraining (g1, g2) to N.
Therefore applying Proposition (5.3.4) and (5.50), (5.51) and (5.52) the se-
quence of composable elements and Lagrange multipliers determined by the elements
(g1, g2), (g2, g3), . . . , (gN−1, gN ), λ1, λ2, . . . , λN−1 is a solution of the discrete second-order
Lagrangian dynamic when g1, g2, . . . , gN ∈ N and
0 =
〈−→
X (gk+1), D1L̂d(gk+1, gk+2) + (λk+1)aD1Φ
a(gk+1, gk+2) +D2L̂d(gk, gk+1)
+(λk)aD2Φ
a(gk, gk+1)
〉
−
〈←−
X (gk), D1L̂d(gk, gk+1) + (λk)aD1Φ
a(gk, gk+1)
+D2L̂d(gk−1, gk) + (λk−1)aD2Φa(gk−1, gk)
〉
That is, the sequence (g1, g2, λ1), (g2, g3, λ2), . . . , (gN−1, gN , λN−1) satisfies
0 = Φa(gk, gk+1), for all a ∈ A, k = 1, . . . N − 1;
0 = `∗gk
(
D1L̂d(gk, gk+1) + (λk)aD1Φ
a(gk, gk+1)
+D2L̂d(gk−1, gk) + (λk−1)aD2Φa(gk−1, gk)
)
, for k = 2, . . . , N − 2;
0 = (rgk+1 ◦ i)∗
(
D1L̂d(gk+1, gk+2) + (λk+1)aD1Φ
a(gk+1, gk+2)
+D2L̂d(gk, gk+1) + (λk)aD2Φ
a(gk, gk+1)
)
, for k = 2, . . . , N − 2.
Remark 5.3.21. Observe that, when the Lie groupoid is a Lie group, we obtain the second-
order Euler-Poincare´ equations for systems with constraints (see also [53])
0 = Φa(gk, gk+1), 0 = Φ
a(gk−1, gk), 0 = Φa(gk+1, gk+2) for all a ∈ A;
0 = `∗gk
(
D1L̂d(gk, gk+1) + (λk)aD1Φ
a(gk, gk+1)
+D2L̂d(gk−1, gk) + (λk−1)aD2Φa(gk−1, gk)
)
;
0 = (rgk+1)
∗
(
D1L̂d(gk+1, gk+2) + (λk+1)aD1Φ
a(gk+1, gk+2)
+D2L̂d(gk, gk+1) + (λk)aD2Φ
a(gk, gk+1)
)
, for k = 2, . . . , N − 2.
Moreover, when the Lie groupoid is the Banal groupoid we have second-order Euler-
Lagrange equations for systems with constraints given by
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0 = Φa(qk, qk+1, qk+2), 0 = Φ
a(qk−1, qk, qk+1), 0 = Φa(qk−2, qk−1, qk) for all a ∈ A;
0 = D1L̂d(qk, qk+1, qk+2) + (λk)aD1Φ
a(qk, qk+1, qk+2) +D2L̂d(qk−1, qk, qk+1)
+ (λk−1)aD2Φa(qk−1, qk, qk+1) +D3L̂d(qk−2, qk−1, qk) + (λk−2)aD3Φa(qk−2, qk−1, qk),
for k = 2, . . . , N − 2.
These equations are just the discrete second-order Euler-Lagrange equations for systems
with second-order constraints (See for example [50], [51] and [52]).

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Chapter 6
Discrete mechanics and optimal
control
In previous approaches (see for example [14] and [52]), the theory of discrete variational
mechanics for higher-order systems was derived using a discrete lagrangian Ld : Q
k+1 → R
where Qk+1 is the cartesian product of k+1- copies of the configuration manifold Q. In some
sense, this is a very natural discretization since we are using k + 1-points to approximate
the positions and the higher-order velocities (such as the standard velocities,more general
accelerations, jerks...) which represents the higher-order tangent bundle T (k)Q.
We will see in this chapter, that other possibility more general is to take a Lagrangian
function Ld : T
(k−1)Q × T (k−1)Q → R since really the discrete variational calculus is not
based on the discretization of the Lagrangian itself, but on the discretization of the associated
action. We will see that the appropriate approximation of the action∫ h
0
L(q, q˙, . . . , q(k)) dt (6.1)
is given by a Lagrangian of the form Ld : T
(k−1)Q × T (k−1)Q → R. Moreover, we will
derive a particular choice of discrete Lagrangian which gives an exact correspondence between
discrete and continuous systems, the exact discrete Lagrangian. For instance, if we take the
Lagrangian L(q, q˙, q¨) = 12 q¨
2, the corresponding exact discrete Lagrangian Led : TQ×TQ→ R
is
Led(q0, v0, qh, vh) =
∫ h
0
L(q(t), q˙(t), q¨(t)) dt
=
6
h3
(q0 − qh)2 + 6
h2
(q0 − qh)(v0 + vh) + 2
h
(v20 + v0vh + v
2
h)
where q(t) is the unique solution of the Euler-Lagrange equations for L verifying q(0) = q0,
q˙(0) = v0, q(h) = qh, q˙(h) = vh for h enough small.
Observe from the previous example that now this theory of variational integrators for
higher-order system is even simpler, since it fits directly into the standard discrete mechanics
theory for a discrete lagrangian of the form Ld : M ×M → R where M = T (k−1)Q.
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6.1 Existence and uniqueness of solutions for higher order-
systems
Given k nearby pairs (q0, v0), (q1, v1), . . . , (qk−1, vk−1) ∈ TQ does there exists a unique evo-
lution curve solution of an explicit 2k order ordinary differential equation q(t) such that
q(0), q˙(0), . . . , q(k−1)(0), q(h), . . . , q(k−1)(h) for h enough small?
Standard ODE theory provides existence and uniqueness of the corresponding initial value
problem for an explicit higher-order ordinary differential equation, but also it is possible to
show that given an explicit 2k order differential equation one can choose different boundary
conditions to guarantee the existence and uniqueness of solutions for the initial value problem.
For instance, in [4] the author stated that there exists an unique solution of an explicit 2k
ODE verifying the boundary values q0, . . . , qk−1, v0, . . . , vk−1 assuming C2k-differentiability.
Nevertheless, we will follow a different way, using the variational origin of the equations of
motion. In our case, we have a Lagrangian function L : T (k)Q → R, the action functional
(6.1) and the corresponding higher-order Euler-Lagrange equations (6.2) assuming only Ck-
differentiability.
Here we show that a regular higher-order Lagrangian system has a unique solution for
given nearby endpoint conditions using a direct variational proof of existence and uniqueness
of the local boundary values problem using a regularization procedure. It results in the
replacement of the variational problem with an equivalent one which is regular at h = 0. The
argument follows closely the proof by Patrick [150] for first-order Lagrangians; the formulas,
of course, reduce to those in [150] for order 1, but we introduce an additional modification
using orthonormal polynomials.
6.1.1 Non-regularity of Hamilton’s principle
Let Q be a finite-dimensional manifold and L : T (k)Q→ R be a smooth Lagrangian of order
k ≥ 1. We take L to be a Cr function, r ≥ 2. Since the result will be local, we assume
from now on that Q is an open subset of Rn. Let (q[0], q[1], . . . , q[k]) be coordinates on
T (k)Q ≡ Q× (Rn)k. We suppose that L is regular in the sense that the hessian matrix(
∂2L
∂q[k]2
)
is a regular matrix.
In this setting, we can formulate Hamilton’s principle as follows.
Variational Principle 1. Find a Ck curve q : [0, h] → Q among those whose first k − 1
derivatives are fixed at the endpoints, such that it is a critical point of the action
Sh =
∫ h
0
L
(
q(t), q˙(t), . . . , q(k)(t)
)
dt. 4
It is known that the critical points are the solutions of the kth-order Euler-Lagrange
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equations
k∑
j=0
(−1)j d
j
dtj
∂L
∂q[j]
(q(t), q˙(t), . . . , q(k)(t)) = 0. (6.2)
We want to determine whether there exists a unique solution curve for this variational
principle, given endpoint conditions that are close enough. The main obstacle for a straight-
forward affirmative answer is that the local boundary value problem as stated above is non-
regular at h = 0. That is, the constraint function g : Ck → (Rn)k × (Rn)n
g : q(·) 7→
(
q(0), q˙(0), . . . , q(k−1)(0); q(h), q˙(h), . . . , q(k−1)(h)
)
,
maps into the diagonal of T (k−1)Q × T (k−1)Q for h = 0 and is not therefore a submersion.
For h 6= 0, the constraint function is a submersion.
The approach consists in replacing this problem by an equivalent one that is regular at
h = 0, and show that locally there is a unique solution to the regularized problem.
6.1.2 Regularization
First we replace the space of curves on Q in the variational problem by the space of curves
on T (k)Q, and include additional constraints. Denote an arbitrary curve by(
q(t) = q[0](t), q[1](t), . . . , q[k](t)
)
∈ T (k)Q ≡ Q× (Rn)k,
t ∈ [0, h]. Here we have used superscripts in square brackets to make a distinction with the
actual derivatives of q(t).
Variational Principle 2. Find a curve (q[0](t), q[1](t), . . . , q[k](t)) on T (k)Q, where q[l] ∈
Ck−l([0, h],Rn), l = 0, . . . , k, such that it is a critical point of
Sh =
∫ h
0
L
(
q[0](t), q[1](t), . . . , q[k](t)
)
dt
subject to the constraints
q[j+1](t) =
dq[j]
dt
(t), q[j](0) = q
[j]
1 , q
[j](h) = q
[j]
2 , j = 0, . . . , k − 1,
where (q
[0]
i , q
[1]
i , . . . , q
[k−1]
i ), i = 1, 2, are given points in T
(k−1)Q. 4
Now reparameterize the curve by defining
Q[j](u) = q[j](hu), j = 0, . . . , k, u ∈ [0, 1].
For h > 0, the curve (Q[0](u), . . . , Q[k](u)) satisfies an equivalent variational problem as
follows. Since h is a constant for each instance of the problem, we can use
1
h
∫ h
0
L
(
q[0](t), q[1](t), . . . , q[k](t)
)
dt =
∫ 1
0
L
(
Q[0](u), . . . , Q[k](u)
)
du
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as an objective function. The first set of constraints becomes
0 =
dq[j]
dt
(t)− q[j+1](t) =
(
1
h
dQ[j]
du
(u)−Q[j+1](u)
)
u=t/h
where j = 0, . . . , k − 1.
The reparametrized variational principle is the following.
Variational Principle 3. Find a curve (Q[0](u), . . . , Q[k](u)) on T (k)Q, Q[l] ∈
Ck−l([0, 1],Rn), l = 0, . . . , k, that is a critical point of
S =
∫ 1
0
L(Q[0](u), . . . , Q[k](u)) du,
subject to the constraints
dQ[j]
du
(u) = hQ[j+1](u), (6.3)
Q[j](0) = q
[j]
1 , (6.4)
Q[j](1) = q
[j]
2 , (6.5)
where j = 0, . . . , k − 1, and (q[0]i , q[1]i , . . . , q[k−1]i ), i = 1, 2, are given points in T (k−1)Q. 4
The objective S does not depend on h. Moreover, denoting by
C˜ = {(Q[0](u), . . . , Q[k](u)) ∈ T (k)Q,Q[l] ∈ Ck−l([0, 1],Rn), l = 0, . . . , k},
the constraints g3,h : C˜ → {0}k × (Rn)k × (Rn)k, given by
g3,h(Q
[0], . . . , Q[k]) =(
dQ[0](u)
du
− hQ[1](u), . . . , dQ
[k−1](u)
du
− hQ[k](u), Q[0](0), . . . , Q[k−1](0), Q[0](1), . . . , Q[k−1](1)
)
is smooth through h = 0. That is, the application h 7→ g3,h ∈ L(C˜, {0}k × (Rn)k × (Rn)k) is
smooth through h = 0. Here L(C˜, {0}k × (Rn)k × (Rn)k) denotes the set of linear transfor-
mations form C˜ to {0}k × (Rn)k × (Rn)k).
Remark 6.1.1. For h = 0, the constraints (6.3) imply that Q[0](u), . . . , Q[k−1](u) remain
constant, which restricts the possible values of the endpoint conditions in order to have a
compatible set of constraints. More precisely, q
[j]
1 = q
[j]
2 for j = 0, . . . , k − 1; otherwise there
would be no curves satisfying the constraints. This kind of restriction also appears in the
original variational principle 1. Moreover, the problem becomes the unconstrained problem
of finding a curve Q[k](u) ∈ C0([0, 1],Rn) such that it is a critical point of∫ 1
0
L(q[0], . . . , q[k−1], Q[k](u))du.
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This means
∂L
∂q[k]
(q[0], q[1], . . . , q[k−1], Q[k](u)) = 0. (6.6)
Differentiating with respect to u,
∂2L
∂q[k]2
(q[0], q[1], . . . , q[k−1], Q[k](u))
dQ[k](u)
du
= 0.
Since the Lagrangian is regular, we obtain that dQ
[k](u)
du = 0, that it, Q
[k] is constant.
Therefore Q[k](u) belongs without moving at critical points of L(q[0], . . . , q[k−1], ·) : Rn →
R, which are isolated points in Rn. 
In preparation for the next step for regularization, let us solve the constraints (6.3) to get
Q[j](u) = Q[j](0) + h
∫ u
0
Q[j+1](s) ds, j = 0, . . . , k − 1.
This means that the functions Q[j](u), j = 0, . . . , k− 1, can be expressed in terms of Q[j](0),
. . . , Q[k−1](0), the function Q[k](u) and h. For example, for k = 2 we have
Q[1](u) = Q[1](0) + h
∫ u
0
Q[2](s) ds
Q[0](u) = Q[0](0) + h
∫ u
0
Q[1](s) ds
= Q[0](0) + huQ[1](0) + h2
∫ u
0
∫ s
0
Q[2](τ) dτ ds
= Q[0](0) + huQ[1](0) + h2
∫ u
0
(u− τ)Q[2](τ) dτ
For a general k, and for j = 0, . . . , k− 1, an iterated change of order of integration yields
Q[j](u) = Q[j](0) +
k−j−1∑
i=1
hiui
i!
Q[j+i](0) + hk−j
∫ u
0
(u− s)k−j−1
(k − j − 1)! Q
[k](s) ds. (6.7)
If the upper bound of summation is less than the lower bound, by a standard convention the
sum is 0.
Note that the final endpoint data (q
[0]
2 , . . . , q
[k−1]
2 ) can now be written as
q
[j]
2 = Q
[j](1) = q
[j]
1 +
k−j−1∑
i=1
hi
i!
q
[j+i]
1 + h
k−j
∫ 1
0
(1− s)k−j−1
(k − j − 1)! Q
[k](s) ds, (6.8)
so we define
z[j] =
∫ 1
0
(1− s)k−j−1
(k − j − 1)! Q
[k](s) ds =
1
hk−j
(
q
[j]
2 −
k−j−1∑
i=0
hi
i!
q
[j+i]
1
)
. (6.9)
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We will discuss the case h = 0 in Remark 6.1.2.
Now replace the curves and endpoint data by just Q[k](u), (q
[0]
1 , . . . , q
[k−1]
1 ), and
(z[0], . . . , z[k−1]), to get a new variational principle.
Variational Principle 4. Given h, (q
[0]
1 , . . . , q
[k−1]
1 ) and (z
[0], . . . , z[k−1]), find a continuous
curve Q[k] : [0, 1]→ Rn that is a critical point of
S =
∫ 1
0
L(Q[0](u), . . . , Q[k](u)) du,
where Q[0](u), . . . , Q[k−1](u) are defined as in (6.7) by
Q[j](u) = q
[j]
1 +
k−j−1∑
i=1
hiui
i!
q
[j+i]
1 + h
k−j
∫ u
0
(u− s)k−j−1
(k − j − 1)! Q
[k](s) ds, j = 0, . . . , k − 1
subject to the constraints∫ 1
0
(1− s)k−j−1
(k − j − 1)! Q
[k](s) ds = z[j], j = 0, . . . , k − 1. 4
Observe that the constraints z[j] with j = 0, . . . , k − 1, do not depend of h and they are
linear combinations of the curve Q[k].
This variational principle is regular through h = 0. Indeed, at h = 0, the problem becomes
finding Q[k] such that it is a critical point of
S =
∫ 1
0
L(q
[0]
1 , . . . , q
[k−1]
1 , Q
[k](u)) du,
subject to the constraints∫ 1
0
(1− s)k−j−1
(k − j − 1)! Q
[k](s) ds = z[j], j = 0, . . . , k − 1.
Using Lagrange multipliers λ0, . . . , λk−1 ∈ Rn, this is solved by asking that for all δQ[k](u),∫ 1
0
∂L
∂q[k]
(q
[0]
1 , . . . , q
[k−1]
1 , Q
[k](u))δQ[k](u) du =
k−1∑
j=0
∫ 1
0
λj · (1− u)
k−j−1
(k − j − 1)! δQ
[k](u) du.
This means
∂L
∂q[k]
(q
[0]
1 , . . . , q
[k−1]
1 , Q
[k](u)) =
k−1∑
j=0
λj
(1− u)k−j−1
(k − j − 1)! ,
which can be solved for Q[k](u) if L is regular.
Remark 6.1.2. The data q
[0]
1 , . . . , q
[k−1]
1 , z
[0], . . . , z[k−1] can be transformed into the endpoint
conditions for the variational principle 3 in a straightforward way, for any h, using (6.8)
and (6.9). The converse (6.9) is possible only for h 6= 0, in principle. However, if h = 0
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let (Q[0](u), . . . , Q[k](u)) a solution for the variational principle 3 with boundary conditions
(q
[0]
1 , . . . q
[k−1]
1 ) and (q
[0]
2 , . . . , q
[k−1]
2 ). Define z
[j] by the constraint in 4. Since Q[k] is constant
and (1−s)
k−j−1
(k−j−1)! > 0 in (0, 1), from different values of Q
[k] corresponds different values of z[j].
Then Q[k] is a solution of 4 with boundary conditions q
[0]
1 , . . . , q
[k−1]
1 , z
[0], . . . , z[k−1].

Finally, we will introduce a modification that will enable us to carry out the computations
in the next section easily. Consider the inner product on C0([0, 1],R) given by
〈f, g〉 =
∫ 1
0
f(s)g(s) ds.
If f ∈ C0([0, 1],R) and V = (V1, . . . , Vn) ∈ C0([0, 1],Rn) we define the bilinear operation
〈f, V 〉〉 =
∫ 1
0
f(s)V (s) ds = (〈f, V0〉, . . . , 〈f, Vn〉) ∈ Rn.
The integrals appearing in the constraints in the variational principle 4 are 〈a[k]j , Q[k]〉〉,
where a
[k]
j are the polynomials
a
[k]
j (s) =
(1− s)k−j−1
(k − j − 1)! , j = 0, . . . , k − 1.
These form a basis of the space of polynomials of degree at most k − 1. Let us consider a
basis b
[k]
j (s), j = 0, . . . , k − 1, of the same space of polynomials consisting of orthonormal
polynomials on [0, 1], and let (γ
[k],i
j ), where i, j = 0, . . . , k − 1, be the invertible real matrix
such that a
[k]
j (s) = γ
[k],i
j b
[k]
i (s). For example, for k = 2,
a
[2]
0 (s) = 1− s, a[2]1 (s) = 1,
and we can take for instance the orthonormal basis
b
[2]
0 (s) =
√
3(1− 2s), b[2]1 (s) = 1;
therefore,
γ
[2],0
0 =
1
2
√
3
, γ
[2],1
0 =
1
2 , γ
[2],0
1 = 0, γ
[2],1
1 = 1.
Using this matrix, the constraints can be rewritten as
z[j] = 〈a[k]j , Q[k]〉〉 = γ[k],ij 〈b[k]i (s), Q[k]〉〉,
for j = 0, . . . , k − 1. This allows us to reformulate the variational principle in an equivalent
way by replacing the data (z[0], . . . , z[k−1]) and constraints 〈a[k]j , Q[k]〉〉 = z[j] by new data
(w[0], . . . , w[k−1]) and constraints 〈b[k]j , Q[k]〉〉 = w[j], j = 0, . . . , k − 1. The old and new data
are related by
k−1∑
i=0
γ
[k],i
j w
[i] = z[j]. (6.10)
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Remark 6.1.3. Given q1 and q2 we can construct z
[j] from (6.9) j = 0, . . . , k − 1. Also we
know the relation
k−1∑
j=0
γ˜[k],jm γ
[k],i
j = δ
i
m,
where (γ˜
[k],j
m ) is the inverse matrix of (γ
[k],i
j ). Therefore multiplying this last expression in
(6.10) we can find a way to write the new data w[j] given z[j] as
w[m] =
k−1∑
j=0
γ˜[k],jm z
[j].

Variational Principle 5. Given h, (q
[0]
1 , . . . , q
[k−1]
1 ) and (w
[0], . . . , w[k−1]), find a continuous
curve Q[k] : [0, 1]→ Rn that is a critical point of
Sh =
∫ 1
0
L(Q[0](u), . . . , Q[k](u)) du,
where Q[0](u), . . . , Q[k−1](u) are defined by
Q[j](u) = q
[j]
1 +
k−j−1∑
i=1
hiui
i!
q
[j+i]
1 + h
k−j
∫ u
0
(u− s)k−j−1
(k − j − 1)! Q
[k](s) ds, (6.11)
subject to the constraints∫ 1
0
b
[k]
j (s)Q
[k](s) ds = w[j], j = 0, . . . , k − 1. 4
Solution of the regularized problem
Let Sh be given as in the variational principle 5, regarded as a real-valued map defined on
the space C0([0, 1],Rn) of curves Q[k](u). We can also think of it as defined on any of the
Banach spaces C l([0, 1],Rn), where 0 ≤ l <∞. We are going to use the following lemma [2].
Lemma 6.1.4 (Omega Lemma [2]). Let E,F be Banach spaces, U open in E, and M a
compact topological space. Let g : U → F be a Cr map, r > 0. The map
Ωg : C
0(M,U)→ C0(M,F ) defined by Ωg(f) = g ◦ f
is also Cr, and DΩg(f) · h = [(Dg) ◦ f ] · h.
The objective Sh is the composition of the maps
C0([0, 1],Rn) i // C0([0, 1], T (k)Q) ΩL // C0([0, 1],R)
∫
// R
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where i is defined by Q[k](u) 7→ (Q[0](u), . . . , Q[k](u)) (observe that i depends on the initial
values). Here Q[0](u), . . . , Q[k−1](u) stand for the right-hand sides of (6.11). Both i and
∫
are bounded affine and therefore C∞ where ||Q[k]||C0 = supu∈[0,1]||Q[k](u)||. By the Omega
Lemma, ΩL is C
r because L is Cr and therefore so is Sh.
If we regard Sh as defined on C
l([0, 1],Rn), 0 ≤ l < ∞, then we should append the
inclusion C l([0, 1],Rn) ↪→ C0([0, 1],Rn) to the left side of the diagram above. This inclusion
is C∞ because it is linear and bounded (‖Q[k]‖C0 ≤ ‖Q[k]‖Cl for all Q[k]). Then Sh is Cr for
any l, 0 ≤ l <∞.
Let us now compute dSh. The functions Q
[0](u), . . . , Q[k−1](u) are defined by (6.11).
Take a deformation Q
[k]
 (u) = Q[k](u) + δQ[k](u) of Q[k](u). For j = 0, . . . , k − 1, define the
corresponding lower order curves as in (6.11) by
Q[j] (u) = q
[j]
1 +
k−j−1∑
i=1
hiui
i!
q
[j+i]
1 + h
k−j
∫ u
0
(u− s)k−j−1
(k − j − 1)! Q
[k]
 (s) ds, (6.12)
so Q
[j]
0 (u) = Q
[j](u) and
d
d
∣∣∣∣
=0
Q[j] (u) = h
k−j
∫ u
0
(u− s)k−j−1
(k − j − 1)! δQ
[k](s) ds.
Denoting a
[k]
j (u, s) = (u− s)k−j−1/(k − j − 1)! and Q(u) = (Q[0](u), . . . , Q[k](u)) for
short, we have
dSh[Q
[k](u)] · δQ[k](u) =
=
d
d
∣∣∣∣
=0
∫ 1
0
L(Q[0] (u), . . . , Q
[k]
 (u)) du
=
∫ 1
0
k−1∑
j=0
∂L
∂q[j]
(Q(u))hk−j
∫ u
0
a
[k]
j (u, s)δQ
[k](s) ds+
∂L
∂q[k]
(Q(u))δQ[k](u)
 du
=
k−1∑
j=0
∫ 1
0
∫ 1
s
∂L
∂q[j]
(Q(u))hk−ja[k]j (u, s)δQ
[k](s) du ds+
∫ 1
0
∂L
∂q[k]
(Q(u))δQ[k](u) du
=
k−1∑
j=0
∫ 1
0
∫ 1
u
∂L
∂q[j]
(Q(s))hk−ja[k]j (s, u)δQ
[k](u) ds du+
∫ 1
0
∂L
∂q[k]
(Q(u))δQ[k](u) du
=
∫ 1
0
k−1∑
j=0
∫ 1
u
∂L
∂q[j]
(Q(s))hk−ja[k]j (s, u) ds+
∂L
∂q[k]
(Q(u))
 δQ[k](u) du.
For each u ∈ [0, 1], the first factor in the integrand of the last expression is in (Rn)∗. If
] : (Rn)∗ → Rn denotes the index raising operator associated to the Euclidean inner product,
define
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∇Sh[Q[k](u)] :=
k−1∑
j=0
∫ 1
u
∂L
∂q[j]
(Q(s))hk−ja[k]j (s, u) ds+
∂L
∂q[k]
(Q(u))
] . (6.13)
Since ∂L/∂q[0], . . . , ∂L/∂q[k] are Cr−1, then ∇Sh[Q[k](u)] is Cmin(l,r−1)([0, 1],Rn). Then
we have a vector field
∇Sh : C0([0, 1],Rn)→ Cmin(l,r−1)([0, 1],Rn) ⊂ C0([0, 1],Rn)
which we call the gradient of Sh. Also, an argument similar to the one for Sh shows that ∇Sh
is a Cr−1 map from C l to Cmin(l,r−1).
If we consider the inner product on Cmin(l,r−1)([0, 1],Rn) given by
〈〈V,W 〉〉 =
∫ 1
0
V (u) ·W (u) du,
then dSh[Q
[k](u)] · δQ[k](u) is the inner product of δQ[k](u) and ∇Sh[Q[k](u)]; that is,
dSh[Q
[k](u)] · δQ[k](u) = 〈〈∇Sh[Q[k](u)], δQ[k](u)〉〉.
The constraints gj [Q
[k](s)] := 〈b[k]j , Q[k]〉〉 = w[j], j = 0, . . . , k − 1, in the variational
principle 5 are bounded, linear and therefore C∞, and the corresponding derivatives are the
same functions gj . Define
g = (g0, . . . , gk−1) : C l([0, 1],Rn)→ (Rn)k
so
E = Ker g ⊂ C l([0, 1],Rn).
is the tangent space to the constraint set. It is actually parallel to it since the constraints are
linear. It is not difficult to show using the definitions that the space
E⊥ = {cjb[k]j | c0, . . . , ck−1 ∈ Rn}
of Rn-valued polynomials of degree at most k − 1 is indeed the 〈〈, 〉〉-orthogonal comple-
ment of E, which is then a split subspace (see Appendix B). The orthogonal projection
P : C l([0, 1],Rn) = E ⊕ E⊥ → E is given by
P (δQ[k](u)) = δQ[k](u)−
k−1∑
j=0
〈b[k]j , δQ[k]〉〉 b[k]j .
Now Sh has a critical point on the constraint set (for any value of the constraints) if and
only if the projection P∇Sh of ∇Sh to the tangent space E of the constraint set is 0. That
is, in order to find solutions to the variational principle 5, we solve
P∇Sh(Q[k]) = P∇Sh(Q[k]E ⊕Q[k]E⊥) = 0 (6.14)
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for Q
[k]
E , near
Q[k] = 0, w[0] = · · · = w[k−1] = 0,
q
[0]
1 = q¯
[0], . . . , q
[k−1]
1 = q¯
[k−1], h = 0.
Remark 6.1.5. Observe that Q
[k]
E⊥ is determined by the initial data w
[j]. That is, using
the decomposition Q[k] = Q
[k]
E ⊕ Q[k]E⊥ we have w[j] = gj(Q
[k]
E⊥) = 〈b
[k]
j , Q
[k]
E⊥〉〉 since gj is
linear and gj(Q
[k]
E ) = 0. Therefore, noting that 〈b[k]j , Q[k]E⊥〉〉 = 〈b
[k]
j , c
j′b
[k]
j′ 〉〉 = cj
′
one obtains
Q
[k]
E⊥ = w
[j]b
[k]
j . 
Equation (6.14) can be solved using the implicit function theorem by requiring that the
appropriate partial derivative of P∇Sh(Q[k]) at this point is a linear isomorphism. In order
to compute this derivative, take a deformation of Q[k] = 0 of the form Q
[k]
 = δQ
[k]
E , where
δQ
[k]
E ∈ E. Recalling (6.12) and noting that h = 0, we have
d
d
∣∣∣∣
=0
P
∂L
∂q[k]
(Q[0] (u), . . . , Q
[k]
 (u)) =
=
d
d
∣∣∣∣
=0
P
∂L
∂q[k]
(q¯[0], . . . , q¯[k−1], Q[k] (u))
= P
∂2L
∂q[k]2
(q¯[0], . . . , q¯[k−1], 0)δQ[k]E (u)
=
∂2L
∂q[k]2
(q¯[0], . . . , q¯[k−1], 0)δQ[k]E (u)
−
k−1∑
j=0
〈
b
[k]
j ,
∂2L
∂q[k]2
(q¯[0], . . . , q¯[k−1], 0)δQ[k]E
〉〉
b
[k]
j
=
∂2L
∂q[k]2
(q¯[0], . . . , q¯[k−1], 0)δQ[k]E (u).
Here the inner products vanish because ∂
2L
∂q[k]2
(q¯[0], . . . , q¯[k−1], 0) is a constant matrix (that
is, it does not depend of u) and 〈b[j], δQ[k]E 〉〉 = 0 for j = 0, . . . , k − 1.
Then the derivative is precisely ∂
2L
∂q[k]2
(q¯[0], . . . , q¯[k−1], 0), seen as a linear map from E into
itself, and if L is regular then it is an isomorphism.
Now we will specialize to the cases l = 0 and l = r − 1. By the im-
plicit function theorem, there are neighborhoods W1 ⊆ (Rn)k × (Rn)k × R (with vari-
ables (q
[0]
1 , . . . , q
[k−1]
1 ;w
[0], . . . , w[k−1];h)) containing (q¯[0], . . . , q¯[k−1]; 0, . . . , 0; 0) and W l2 ⊆
C l([0, 1],Rn) containing the constant curve Q[k](u) = 0, and a Cr−1 map ψ : W1 → W l2
such that for each (q
[0]
1 , . . . , q
[k−1]
1 ;w
[0], . . . , w[k−1];h) ∈W1, the curve
Q[k] = ψ(q
[0]
1 , . . . , q
[k−1]
1 ;w
[0], . . . , w[k−1];h) ∈ C l([0, 1],Rn)
is the unique critical point in W l2 of the variational problem 5.
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By taking l = r − 1, ψ has values in W r−12 ⊆ Cr−1([0, 1],Rn). Taking l = 0, ψ has values
in W 02 ⊆ C0([0, 1],Rn). However, since Cr−1 ⊂ C0, this ψ also provides the unique solution
among the C0 curves in a C0-open neighborhood of the curve u 7→ 0, say {Q[k](u) | ‖Q[k]‖0 <
}.
Let us now reverse the regularization in order to obtain a unique Ck solution of the
variational principle 1. For (q1, q2) = ((q
[0]
1 , . . . , q
[k−1]
1 ), (q
[0]
2 , . . . , q
[k−1]
2 )) ∈ (Rn)k × (Rn)k the
corresponding values of z[0], . . . , z[k−1] are given by (6.9) and the values of w[0], . . . , w[k−1]
can be computed from (6.10) using the inverse matrix of
(
γ
[k],i
j
)
. This defines a function
(w[0], . . . , w[k−1]) = $(q1, q2, h). We write q¯ = (q¯[0], . . . , q¯[k−1]) ∈ (Rn)k and let h > 0 be such
that (q¯; 0;h) ∈W1. Define
W˜1 = {(q1, q2) ∈ (Rn)k × (Rn)k | (q1;$(q1, q2, h);h) ∈W1}
and for each (q1, q2) =
(
(q
[0]
1 , . . . , q
[k−1]
1 ), (q
[0]
2 , . . . , q
[k−1]
2 )
)
∈ W1 define the curve Q[0](q1,q2)(u)
according to (6.7) as
Q
[0]
(q1,q2)
(u) = q
[0]
1 +
k−1∑
i=1
hiui
i!
q
[i]
1 + h
k
∫ u
0
(u− s)k−1
(k − 1)! ψ (q1;$(q1, q2, h);h) (s) ds.
Since ψ takes values in the C l curves, Q
[0]
(q1,q2)
(u) is Ck+l by the reasoning leading to equation
(6.7).
Now reparameterize with t = hu to get a Ck+l curve
q
[0]
(q1,q2)
(t) = q
[0]
1 +
k−1∑
i=1
ti
i!
q
[i]
1 + (t/u)
k
∫ t/h
0
(t/h− s)k−1
(k − 1)! ψ (q1;$(q1, q2, h);h) (s) ds.
on Q, defined for t ∈ [0, h]. This curve is the unique solution of the variational principle 1
with endpoint conditions q1 and q2.
This solution is unique among the curves corresponding to Q[k] continuous with ‖Q[k]‖0 <
. These are the Ck curves q(t) on Q with ‖q(k)‖0 < /hk, which are the Ck curves in some
Ck neighborhood of the constant curve u 7→ q¯[0].
6.2 The exact discrete Lagrangian and discrete equations for
second-order systems
In this section we will restrict ourselves to second-order Lagrangians and the extension to
higher-order theories is straightforward.
Let Q be the configuration manifold and let L : T (2)Q→ R be a regular lagrangian
Definition 6.2.1. The exact discrete lagrangian Led : TQ× TQ→ R, is defined by
Led(q0, q˙0, q1, q˙1) =
∫ h
0
L(q(t), q˙(t), q¨(t))dt,
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where q(t) : I ⊂ R → Q is the unique solution of the Euler-Lagrange equations for the
second-order lagrangian L:
d2
dt2
(
∂L
∂q¨
)
− d
dt
(
∂L
∂q˙
)
+
∂L
∂q
= 0 (6.15)
for h > 0, satisfying the boundary conditions q(0) = q0, q(h) = q1, q˙(0) = q˙0 and q˙(h) = q˙1.
Observe that the exact discrete lagrangian Led : TQ×TQ→ R is defined on the cartesian
product of two copies of TQ. Our idea is to take approximations of Ld : TQ × TQ → R
for Led : TQ× TQ→ R to construct variational integrators in the same way that in discrete
mechanics (see subsection 6.3). In other words, for given h > 0 we define Ld(q0, v0, q1, v1)
as an approximation of the action integral along the exact solution curve segment q(t) with
boundary conditions q(0) = q0, q˙(0) = v0, q(h) = q1, and q˙(h) = v1. For example, we can use
the formula
Ld(q0, v0, q1, v1) = hL (κ(q0, v0, q1, v1), χ(q0, v0, q1, v1), ζ(q0, v0, q1, v1)) ,
where κ, χ and ζ are functions of (q0, v0, q1, v1) ∈ TQ×TQ which approximate the configura-
tion q(t) ∈ Q, the velocity q˙(t) ∈ TqQ and the acceleration q¨(t) ∈ T (2)Q, respectively, in terms
of the initial and final positions and velocities. We can also, for instance, consider suitable
linear combinations of discrete Lagrangians of this type, for instance, weighted averages of
the type
Ld(q0, v0, q1, v1) =
1
2
L
(
q0, v0,
v1 − v0
h
)
+
1
2
L
(
q1, v1,
v1 − v0
h
)
,
or other combinations.
For completeness, we will derive the discrete equations for the Lagrangian Ld : TQ×TQ→
R, but these results are a direct translation of Marsden and West [131] to our case.
Construct the grid {tk = kh | k = 0, . . . , N}, Nh = T and define the discrete path space
Pd(TQ) := {(qd, vd) : {tk}Nk=0 → TQ}. We will identify a discrete trajectory (qd, vd) ∈ Pd(TQ)
with its image (qd, vd) = {(qk, vk)}Nk=0 where (qk, vk) := (qd(tk), vd(tk)). The discrete action
Ad : Pd(TQ) → R along this sequence is calculated by summing the discrete Lagrangian on
each adjacent pair and defined by
Ad(qd, vd) :=
N−1∑
k=0
Ld(qk, vk, qk+1, vk+1).
We would like to point out that the discrete path space is isomorphic to the smooth
product manifold which consists on N + 1 copies of TQ, the discrete action inherits the
smoothness of the discrete Lagrangian and the tangent space T(qd,vd)Pd(TQ) at (qd, vd) is the
set of maps a(qd,vd) : {tk}Nk=0 → TTQ such that τTQ ◦ a(qd,vd) = (qd, vd).
Hamilton’s principle seeks discrete curves {(qk, vk)}Nk=0 that satisfy
δ
N−1∑
k=0
Ld(qk, vk, qk+1, vk+1) = 0
214 Discrete Legendre transform
for all variations {(δqk, δvk)}Nk=0 vanishing at the endpoints. This is equivalent to the discrete
Euler-Lagrange equations
D3Ld(qk−1, vk−1, qk, vk) +D1Ld(qk, vk, qk+1, vk+1) = 0, (6.16a)
D4Ld(qk−1, vk−1, qk, vk) +D2Ld(qk, vk, qk+1, vk+1) = 0, (6.16b)
for 1 ≤ k ≤ N − 1.
Given a solution {q∗k, v∗k}k∈Z of equations (6.16) and assuming that the 2n× 2n matrix(
D13Ld(qk, vk, qk+1, vk+1) D14Ld(qk, vk, qk+1, vk+1)
D23Ld(qk, vk, qk+1, vk+1) D24Ld(qk, vk, qk+1, vk+1)
)
is nonsingular, it is possible to define the (local) discrete Lagrangian map FLd : Uk ⊂ TQ×
TQ→ TQ× TQ mapping (qk−1, vk−1, qk, vk) to (qk, vk, qk+1, vk+1) from (6.16) where Uk is a
neighborhood of the point (q∗k−1, v
∗
k−1, q
∗
k, v
∗
k).
6.2.1 Discrete Legendre transforms
We define the discrete Legendre transformations F+Ld,F−Ld : TQ × TQ → T ∗TQ which
maps the space TQ× TQ into T ∗TQ. These are given by
F+Ld(q0, v0, q1, v1) = (q0, v0,−D1Ld(q0, v0, q1, v1),−D2Ld(q0, v0, q1, v1)) ,
F−Ld(q0, v0, q1, v1) = (q1, v1, D3Ld(q0, v0, q1, v1), D4Ld(q0, v0, q1, v1)) .
If both discrete fibre derivatives are locally isomorphisms for nearby (q0, v0) and (q1, v1),
then we say that Ld is regular. If Q is a vector space and both discrete fibre derivatives are
global isomorphisms we say that Ld is hyperregular.
Using the discrete Legendre transforms the discrete second-order Euler-Lagrange equa-
tions (6.16) can be rewritten as
F−Ld(qk, vk, qk+1, vk+1) = F+Ld(qk−1, vk−1, qk, vk).
It will be useful to note that
F−Ld ◦ FLd(q0, v0, q1, v1) = F−Ld(q1, v1, q2, v2)
= (q1, v1,−D1Ld(q1, v1, q2, v2),−D2Ld(q1, v1, q2, v2))
= (q1, v1, D3Ld(q0, v0, q1, v1), D4Ld(q0, v0, q1, v1))
= F+Ld(q0, v0, q1, v1),
that is
F+Ld = F−Ld ◦ FLd . (6.17)
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6.2.2 Example: Cubic splines
Let Q = Rn and L : T (2)Q ≡ (Rn)3 → R the second-order Lagrangian given by L(q, q˙, q¨) =
1
2 q¨
2.
It is well known that the solutions to the corresponding Euler-Lagrange equations q(4) = 0
are the so-called cubic splines q(t) = at3 + bt2 + ct + d, for a, b, c, d ∈ Rn. We define
Ld : (R
n ×Rn)× (Rn ×Rn)→ R as follows. Write
q(0) = q(h)− hq˙(h) + h
2
2
q¨(h) + O(h3), (6.18a)
q(h) = q(0) + hq˙(0) +
h2
2
q¨(0) + O(h3). (6.18b)
Given sufficiently close (q0, v0), (q1, v1) ∈ TQ we can use equations (6.18) to obtain approx-
imations of the acceleration of the exact solution joining these boundary conditions at time
h, which we call
a0 =
2
h2
(q1 − q0 − hv0) and a1 = 2
h2
(q0 − q1 + hv1).
Then we define
Ld(q0, v0, q1, v1) =
h
2
(L(q0, v0, a0) + L(q1, v1, a1)) =
(hv1 + q0 − q1)2
h3
+
(−hv0 − q0 + q1)2
h3
.
Solving the discrete Euler-Lagrange equations for this discrete Lagrangian, the evolution
of the discrete trajectory is
qk+1 = qk−1 + 2hvk (6.19a)
vk+1 = vk−1 + 4
(
vk − qk − qk−1
h
)
. (6.19b)
In the following section we will continue this example and we will show some simulations.
6.3 Relation between discrete and continuous variational sys-
tems
Let L : T (2)Q → R be a regular lagrangian and consider the exact discrete lagrangian Led :
TQ× TQ→ R, given by
Led(q0, q˙0, q1, q˙1) =
∫ h
0
L(q(t), q˙(t), q¨(t))dt,
where q(t) : I ⊂ R → Q is the unique solution of the Euler-Lagrange equations for the
second-order lagrangian L
d2
dt2
(
∂L
∂q¨
)
− d
dt
(
∂L
∂q˙
)
+
∂L
∂q
= 0 (6.20)
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for h > 0, satisfying the boundary conditions q(0) = q0, q(h) = q1, q˙(0) = q˙0 and q˙(h) = q˙1.
The Legendre transformation associated to L is defined to be the map FL : T (3)Q→ T ∗TQ
given by (see [50])
FL(q, q˙, q¨, q(3)) =
(
q, q˙,
∂L
∂q˙
− d
dt
(
∂L
∂q¨
)
,
∂L
∂q¨
)
. (6.21)
We will see that there is a special relationship between the Legendre transform of a
regular Lagrangian and the discrete Legendre transforms of the corresponding exact discrete
lagrangian Led.
Theorem 6.3.1. Let L : T (2)Q → R be a regular Lagrangian and Led : TQ × TQ → R,
the corresponding exact discrete Lagrangian. Then L and Led have Legendre transformations
related by
F−Led(q(0), q˙(0), q(h), q˙(h)) = FL(q(0), q˙(0), q¨(0), q(3)(0))
F+Led(q(0), q˙(0), q(h), q˙(h)) = FL(q(h), q˙(h), q¨(h), q(3)(0)).
Proof. We begin by computing the derivatives of Led :
∂Led
∂q0
=
∫ h
0
(
∂L
∂q
∂q
∂q0
+
∂L
∂q˙
∂q˙
∂q0
+
∂L
∂q¨
∂q¨
∂q0
)
dt
=
∫ h
0
(
∂L
∂q
∂q
∂q0
+
∂L
∂q˙
∂q˙
∂q0
− d
dt
∂L
∂q¨
∂q˙
∂q0
)
dt+
∂L
∂q˙
∂q˙
∂q0
∣∣∣h
0
=
∫ h
0
∂L
∂q
∂q
∂q0
+
(
∂L
∂q˙
− d
dt
∂L
∂q¨
)
∂q˙
∂q0
dt
using that
∂q˙
∂q0
(0) = 0 and
∂q˙
∂q0
(h) = 0
and integration by parts.
Therefore,
∂Led
∂q0
=
(
∂L
∂q˙
− d
dt
∂L
∂q¨
)
∂q
∂q0
∣∣∣h
0
+
∫ h
0
(
∂L
∂q
− d
dt
∂L
∂q˙
+
d2
dt2
(
∂L
∂q¨
))
∂q
∂q0
dt.
Since q(t) is a solution of the Euler-Lagrange equations for L : T (2)Q → R, the last term in
the previous equality is zero. Therefore
∂Led
∂q0
=
(
∂L
∂q˙
− d
dt
∂L
∂q¨
)
∂q
∂q0
∣∣∣h
0
= −∂L
∂q˙
(q(0), q˙(0), q¨(0)) +
d
dt
(
∂L
∂q¨
)
(q(0), q˙(0), q¨(0), q(3)(0))
(6.22)
because
∂q
∂q0
(0) = Id and
∂q
∂q0
(h) = 0.
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Therefore, we have that
∂Led
∂q0
=
(
−∂L
∂q˙
+
d
dt
(
∂L
∂q¨
))
(q(0), q˙(0), q¨(0), q(3)(0)).
On the other hand, using twice integration by parts,
∂Led
∂q˙0
=
∫ h
0
(
∂L
∂q
∂q
∂q˙0
+
∂L
∂q˙
∂q˙
∂q˙0
+
∂L
∂q¨
∂q¨
∂q˙0
)
dt =∫ h
0
(
∂L
∂q
∂q
∂q˙0
+
∂L
∂q˙
∂q˙
∂q˙0
− d
dt
∂L
∂q¨
∂q˙
∂q˙0
)
dt+
∂L
∂q¨
∂q˙
∂q˙0
∣∣∣h
0
=∫ h
0
(
∂L
∂q
∂q
∂q˙0
+
(
∂L
∂q˙
− d
dt
∂L
∂q¨
)
∂q˙
∂q˙0
)
dt+
∂L
∂q¨
∂q˙
∂q˙0
∣∣∣h
0
=∫ h
0
(
∂L
∂q
− d
dt
∂L
∂q˙
+
d2
dt2
(
∂L
∂q¨
))
∂q
∂q˙0
dt+
∂L
∂q¨
∂q˙
∂q˙0
∣∣∣h
0
+
(
∂L
∂q˙
− d
dt
∂L
∂q¨
)
∂q
∂q˙0
∣∣∣h
0
.
As before, since q(t) is a solution of the Euler-Lagrange equations the first term is zero,
and using that
∂q˙
∂q˙0
(0) = Id,
∂q˙
∂q˙0
(h) = 0,
∂q
∂q˙0
(0) = 0, and
∂q
∂q˙0
(h) = 0
we have
∂Led
∂q˙0
= −∂L
∂q¨
(q(0), q˙(0), q¨(0)).
Therefore,
F−Led(q(0), q˙(0), q(h), q˙(h)) = FL(q(0), q˙(0), q¨(0), q(3)(0)).
With similar arguments, we can also prove that
∂Led
∂q1
=
(
∂L
∂q˙
− d
dt
∂L
∂q¨
)
(q(h), q˙(h), q¨(h), q(3)(h))
and
∂Led
∂q˙1
=
∂L
∂q¨
(q(h), q˙(h), q¨(h))
and in consequence,
F+Led(q(0), q˙(0), q(h), q˙(h)) = FL(q(h), q˙(h), q¨(h), q(3)(h)).
In what follows we will study the relation between the regularity of the continuous La-
grangian, given by the hessian matrix
W =
(
∂2L
∂q¨ ∂q¨
)
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and the the regularity condition corresponding to the exact discrete lagrangian Led : TQ ×
TQ→ R
Wd =
(
D13L
e
d D14L
e
d
D23L
e
d D24L
e
d
)
.
Theorem 6.3.2. The exact discrete Lagrangian Led : TQ×TQ→ R corresponding to a regular
Lagrangian L : T (2)Q→ R is also regular.
Proof. Taking into account the Taylor expansions
q(h) = q(0) + hq˙(0) +
h2
2
q¨(0) +
h3
6
q(3)(0) + O
(
h4
)
q˙(h) = q˙(0) + hq¨(0) +
h2
2
q(3)(0) + O
(
h3
)
we have that
∂q¨
∂q1
(0) =
6
h2
+ O
(
h2
)
,
∂q(3)
∂q1
(0) = −12
h3
+ O (h) ,
∂q¨
∂q˙1
(0) = −2
h
+ O
(
h2
)
,
∂q(3)
∂q˙1
(0) =
6
h2
+ O (h) .
Analogously,
∂q¨
∂q0
(h) =
6
h2
+ O
(
h2
)
,
∂q(3)
∂q0
(h) =
12
h3
+ O (h) ,
∂q¨
∂q˙0
(h) =
2
h
+ O
(
h2
)
,
∂q(3)
∂q˙0
(h) =
6
h2
+ O (h) .
Using Theorem 6.3.1 and the previous expansions is easy to show that
h3D13L
e
d(q(0), q˙(0), q(h), q˙(h)) = h
3 ∂
2Led
∂q0∂q1
(q(0), q˙(0), q(h), q˙(h)) = −12W+ O (h) .
Now, using a similar procedure, we derive that
h2D14L
e
d(q(0), q˙(0), q(h), q˙(h)) = h
2 ∂
2Led
∂q0∂q˙1
(q(0), q˙(0), q(h), q˙(h)) = 6W+ O (h)
h2D23L
e
d(q(0), q˙(0), q(h), q˙(h)) = h
2 ∂
2Led
∂q˙0∂q1
(q(0), q˙(0), q(h), q˙(h)) = 6W+ O (h)
hD24L
e
d(q(0), q˙(0), q(h), q˙(h)) = h
∂2Led
∂q˙0∂q˙1
(q(0), q˙(0), q(h), q˙(h)) = −2W+ O (h) .
Therefore, we conclude that
detWd = −12W
h4
+ O
(
1
h3
)
.
That is, if L is regular then Led is regular.
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In what follows we denote (TQ× TQ)2 the subset of (TQ× TQ)× (TQ× TQ) given by
(TQ× TQ)2 := {(q0, q˙0, q1, q˙1, q1, q˙1, q2, q˙2) | (qi, q˙i) ∈ TQ with i = 1, 2, 3}.
If L : T (2)Q → R is a regular Lagrangian then the Euler-Lagrange equations for L gives
rise to a system of explicit 4-order differential equations
q(4) = Ψ(q, q˙, q¨, q(3)).
Therefore, for h given, it is possible to derive the following map (see [4])
ΨhL : T
(3)Q→ T (3)Q
which maps (q(0), q˙(0), q¨(0), q(3)(0)) ∈ T (3)Q into (q(h), q˙(h), q¨(h), q(3)(h)) ∈ T (3)Q. There-
fore, from Theorem (6.3.1) we deduce the commutativity of diagram 6.1.
(q(0), q˙(0), q(h), q˙(h)
(q(0), q˙(0),−D1Led,−D2Led) (q(h), q˙(h), D3Led, D4Led)
(q(0), q˙(0), q¨(0), q(3)(0)) (q(h), q˙(h), q¨(h), q(3)(h))
F−Led F+Led
FL FL
ΨhL
Figure 6.1: Correspondence between the discrete Legendre transforms and the continuous
Hamiltonian flow.
Definition 6.3.3. The discrete Hamiltonian flow is defined by F˜Ld : T
∗TQ→ T ∗TQ as
F˜Ld = F
−Ld ◦ FLd ◦ (F−Ld)−1. (6.23)
Alternatively, it can also be defined as F˜Ld = F
+Ld ◦ FLd ◦ (F+Ld)−1.
Theorem 6.3.4. The diagram in Figure 6.2 is commutative.
Proof. The central triangle is (6.17). The parallelogram on the left-hand side is commutative
by (6.23), so the triangle on the left is commutative. The triangle on the right is the same
as the triangle on the left, with shifted indices. Then parallelogram on the right-hand side is
commutative, which gives the equivalence stated in the definition of the discrete Hamiltonian
flow.
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(q0, q˙0, q1, q˙1) (q1, q˙1, q2, q˙2)
(q0, q˙0,−D1Ld,−D2Ld) (q1, q˙1, D3Ld, D4Ld) (q2, q˙2,−D1Ld,−D2Ld)
FLd
F−Ld F+Ld F−Ld F+Ld
F˜Ld F˜Ld
Figure 6.2: Correspondence between the discrete Lagrangian and the discrete Hamiltonian
maps.
Corollary 6.3.5. The following definitions of the discrete Hamiltonian map are equivalent
F˜Ld = F
+Ld ◦ FLd ◦ (F+Ld)−1,
F˜Ld = F
−Ld ◦ FLd ◦ (F−Ld)−1,
F˜Ld = F
+Ld ◦ (F−Ld)−1,
and have the coordinate expression F˜Ld : (q0, q˙0, p0, p˜0) 7→ (q1, q˙1, p1, p˜1), where we use the
notation
p0 = −D1Ld(q0, q˙0, q1, q˙1),
p˜0 = −D2Ld(q0, q˙0, q1, q˙1),
p1 = D3Ld(q0, q˙0, q1, q˙1),
p˜1 = D4Ld(q0, q˙0, q1, q˙1).
Combining Theorem (6.3.1) with the diagram in Figure 6.2 gives the commutative diagram
shown in Figure 6.3 for the exact discrete Lagrangian.
Here, F hH denotes the flow of the Hamiltonian vector field XH associated with the Hamil-
tonian H : T ∗TQ→ R given by H = EL ◦ (FL)−1 where EL : T (3)Q→ R denotes the energy
function associated to L (see [112]).
This proves the following theorem
Theorem 6.3.6. Let L : T (2)Q → R be a regular Lagrangian, its corresponding exact dis-
crete Lagrangian Led : TQ × TQ → R and consider the pushforward of both the continuous
Lagrangian and discrete system to T ∗TQ, yielding a Hamiltonian system with Hamiltonian
H and discrete Hamiltonian map F˜Led , respectively. Then, for a sufficiently small time-step
h ∈ R, F hH = F˜Led.
6.3.1 Example: Cubic spline (cont’d.)
Recall that in this example Q = Rn and L = 12 q¨
2. Since the exact solutions for the second-
order Euler-Lagrange equation for L can be found explicitly, it is easy to show that the
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(q0, q˙0, q1, q˙1) (q1, q˙1, q2, q˙2)
(q0, q˙0, p0, p˜0) (q1, q˙1, p1, p˜1) (q2, q˙2, p2, p˜2)
(q(0), q˙(0), q¨(0), q(3)(0)) (q(h), q˙(h), q¨(h), q(3)(h)) (q(2h), q˙(2h), q¨(2h), q(3)(2h))
FLed
F−Led F+Led
F−Led F+Led
F˜Led = F
h
H F˜Led = F
h
H
FL FL FL
ΨhL Ψ
h
L
Figure 6.3: Correspondence between the exact discrete Lagrangian and the continuous Hamil-
tonian flow, where q(0) = q0, q˙(0) = q˙0, q(h) = q1, q˙(h) = q˙1, q(2h) = q2 and q˙(2h) = q˙2.
discrete exact Lagrangian is
Led(q0, v0, q1, v1) =
6
h3
(q0 − q1)2 + 6
h2
(q0 − q1)(v0 + v1) + 2
h
(v20 + v0v1 + v
2
1).
From the corresponding discrete Euler-Lagrange equation, the evolution is
qk+1 = 5qk−1 − 4qk + 2h(vk−1 + 2vk)
vk+1 = vk−1 +
2
h
(qk−1 − 2qk + qk+1).
It is easy to check that both this exact method and method (6.19) preserve the quantity
ϕ(qk, vk, qk+1, vk+1) =
qk+1 − qk
h
− vk + vk+1
2
.
6.3.2 Variational error analysis
Now, we rewrite the result of Patrick, Marsden and West [150], [131] to the particular case
of a Lagrangian Ld : TQ× TQ→ R.
Definition 6.3.7. Let Ld : TQ × TQ → R be a discrete Lagrangian. We say that Ld has
an order r discretization if there exists an open subset U1 ⊂ T (2)Q with compact closure and
constants C1 > 0, h1 > 0 so that
||Ld(q(0), q˙(0), q(h), q˙(h), h)− Led(q(0), q˙(0), q(h), q˙(h), h)|| ≤ C1hr+1 (6.24)
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Figure 6.4: Left: simulation of the method (6.19) with q0 = (0, 0) v0 = (10, 10), qN = (10, 0),
vN = (10, 20), N = 21 (velocities are scaled). Right: Error in position and velocity for
different values of h.
for all solutions q(t) of the second-order Euler-Lagrange equations with initial conditions
(q0, q˙0, q¨0) ∈ U1 and for all h ≤ h1.
Theorem 6.3.8 (See Theorem 4.8 of [151]). If F˜Ld is the the evolution map of an order r
discretization Ld : TQ× TQ→ R of the exact discrete Lagrangian Led : TQ× TQ→ R, then
F˜Ld = F˜Led + O(h
r+1).
In other words, F˜Ld gives an integrator of order r for F˜Led = F
h
H .
Note that given a discrete Lagrangian Ld : TQ× TQ→ R its order can be calculated by
expanding the expressions for Ld(q(0), q˙(0), q(h), q˙(h), h) in a Taylor series in h and comparing
this to the same expansions for the exact Lagrangian. If the series agree up to r terms, then
the discrete Lagrangian is of order r.
6.4 Discrete mechanical systems with constraints
In the case of systems with constraints, the principle seeks to find a discrete curve {(qk, vk)}Nk=0
which is a critical point of the discrete action subject to some discrete constraint functions
(see [15]).
Let us consider the m-independent smooth functions Φα : T (2)Q→ R, α = 1, . . . ,m (that
is {dΦα} is of maximum rank at each point) and define the n − m dimensional constraint
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submanifold M of T (2)Q by the vanishing of these functions, that is,
M = {(q, q˙, q¨) ∈ T (2)Q | Φα(q, q˙, q¨) = 0, where 1 ≤ α ≤ m}.
To establish the discrete setting we discretize the continuous Lagrangian and the con-
straint submanifold to a discrete lagrangian function Ld : TQ × TQ → R and a subman-
ifold Md of TQ × TQ determined by the vanishing of the m discrete constraints functions
Φαd : TQ× TQ→ R,
Md = {(qk, vk, qk+1, vk+1) ∈ TQ× TQ | Φαd (qk, vk, qk+1, vk+1) = 0, where 1 ≤ α ≤ m}.
We compute the critical points of the discrete action subjected to the constraint equations;
that is,{
min Ad(qd, vd) with (q0, v0) and (qN , vN ) fixed
subject to Φαd (qk, vk, qk+1, vk+1) = 0, 1 ≤ α ≤ m and 0 ≤ k ≤ N − 1 .
(6.25)
Now, we define the augmented Lagrangian L˜d : TQ× TQ×Rm → R by
L˜d(qk, vk, qk+1, vk+1, λ
k) = Ld(qk, vk, qk+1, vk+1) + λ
k
αΦ
α
d (qk, vk, qk+1, vk+1),
where λkα ∈ Rm with α = 1, . . . ,m are the Lagrange multipliers.
This new Lagrangian gives rise to the following unconstrained discrete variational problem{
min Ad ((qd, vd), λ
0, λ1, . . . , λN−1) with (q0, v0) and (qN , vN ) fixed in TQ ,
λk ∈ Rm and k = 0, . . . , N − 1. (6.26)
where
Ad ((qd, vd), λ
0, λ1, . . . , λN−1) =
N−1∑
k=0
[
Ld(qk, vk, qk+1, vk+1) + λ
k
αΦ
α
d (qk, vk, qk+1, vk+1)
]
,
where λk is a m-vector with components λkα with 1 ≤ α ≤ m.
From the classical lagrangian multiplier theorem, we have that the regular extremals of
Problem (6.25) are the same than in Problem (6.26). Therefore, applying standard discrete
variational calculus we deduce that the solutions of problem (6.25) verify the following set of
difference equations
0 = D1Ld(qk, vk, qk+1, vk+1) +D3Ld(qk−1, vk−1, qk, vk)
+ λkαD1Φ
α
d (qk, vk, qk+1, vk+1) + λ
k−1
α D3Φ
α
d (qk−1, vk−1, qk, vk),
(6.27)
0 = D2Ld(qk, vk, qk+1, vk+1) +D4Ld(qk−1, vk−1, qk, vk)
+ λkαD2Φ
α
d (qk, vk, qk+1, vk+1) + λ
k−1
α D4Φ
α
d (qk−1, vk−1, qk, vk),
0 = Φαd (qk, vk, qk+1, vk+1), 0 = Φ
α
d (qk−1, vk−1, qk, vk), 1 ≤ α ≤ m and 1 ≤ k ≤ N − 1.
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If the (2n+ 2m)× (2n+ 2m) matrix D13Ld + λαD13Φαd D14Ld + λαD14Φαd D1ΦαdD23Ld + λαD23Φαd D24Ld + λαD24Φαd D2Φαd
(D3Φ
α
d )
T (DaΦ
α
d )
T 0

is regular along Md × Rm, by the implicit function theorem; if the element
(q∗k−1, v
∗
k−1, q
∗
k, v
∗
k, q
∗
k+1, v
∗
k+1, λ
k−1∗ , λk∗) satisfies equation (6.27), there exists a neighborhood
U˜k ⊂Md × Rm of the point (q∗k−1, v∗k−1, q∗k, v∗k, λk−1∗ ) and an unique (local) application
F
L˜d
: U˜k −→ Md ×Rm
(qk−1, vk−1, qk, vk, λk−1α ) 7−→ (qk, vk, qk+1, vk+1, λkα) ,
where (qk−1, vk−1, qk, vk, qk+1, vk+1, λk−1, λk) satisfies equations (6.27). Thus,
F
L˜d
(qk−1, vk−1, qk, vk, λk−1) = (qk, vk, qk+1, vk+1, λk)
is the discrete Lagrangian map for equations (6.27).
6.5 Optimal control of mechanical systems
In this section we will study how to apply our variational integrator to optimal control
problems. First, we will study optimal control problems for total actuated mechanical systems
and we will show how our methods can be applied to the optimal control of a robotic leg.
Secondly we will apply our techniques to underactuated mechanical control systems showing,
as an implementation of our integrator, the control of a cart with an inverted pendulum on
it.
6.5.1 Optimal control of fully actuated systems
Let L : TQ → R be a regular Lagrangian and we take local coordinates (qA) on Q where
1 ≤ A ≤ n. For this Lagrangian the controlled Euler-Lagrange equations are (see section 3.6)
d
dt
(
∂L
∂q˙A
)
− ∂L
∂qA
= uA, (6.28)
where u ∈ U ⊂ Rn is an open subset of Rn, the set of control parameters.
The optimal control problem consists on finding a trajectory of the sates variables
and controls input (q(A)(t), uA(t)) satisfying (6.28) given initial and final conditions
(qA(t0), q˙
A(t0)), (q
A(tf ), q˙
A(tf )) respectively, minimizing the cost function
A =
∫ tf
t0
C(qA, q˙A, uA)dt,
where C : TQ× U → R.
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From (6.28) we can rewrite the cost function as a second-order Lagrangian L˜ : T (2)Q→ R
given by
L˜(qA, q˙A, q¨A) = C
(
qA, q˙A,
d
dt
∂L
∂q˙A
− ∂L
∂qA
)
replacing the the controls by the Euler-Lagrange equations in the cost function (see [17] for
example).
We define the discrete Lagrangian L˜d : TQ× TQ→ R,
L˜d(qk, vk, qk+1, vk+1) =
h
2
L˜
(
qk + qk+1
2
,
vk + vk+1
2
,
2
h2
(qk+1 − qk − hvk)
)
+
h
2
L˜
(
qk + qk+1
2
,
vk + vk+1
2
,
2
h2
(qk − qk+1 + hvk+1)
)
.
Other natural possibilities are
L˜d(qk, vk, qk+1, vk+1) = hL
(
qk + qk+1
2
,
qk+1 − qk
h
,
vk+1 − vk
h
)
or
L˜d(qk, vk, qk+1, vk+1) =
1
2
L
(
qk, vk,
vk+1 − vk
h
)
+
1
2
L
(
qk+1, vk+1,
vk+1 − vk
h
)
Applying the results given in Section 6.2, we know that the extremals of the optimal
control problem are obtained solving the discrete Euler-Lagrange equations
D1L˜d(qk, vk, qk+1, vk+1) +D3L˜d(qk−1, vk−1, qk, vk) = 0,
D2L˜d(qk, vk, qk+1, vk+1) +D4L˜d(qk−1, vk−1, qk, vk) = 0.
If the matrix (
D13L˜d D14L˜d
D23L˜d D24L˜d
)
is regular, then one can define the discrete Lagrangian map, to solve the optimal control
problem.
Example 6.5.1. Two-link manipulator
We consider the optimal control of a two-link manipulator which is a classical example
studied in robotics (see for example [142] and [146]). The two-link manipulator consists
of two coupled (planar) rigid bodies with mass mi, length li and inertia Ji, with i = 1, 2,
respectively. Let θ1 and θ2 be the angles in which the first link is measured conterclockwise
from the positive horizontal axis rotating about the origin and the angle of the second link
rotating about the endpoint of the first link, respectively. If we assume one end of the first link
to be fixed in an inertial reference frame, the configuration of the system is locally specified
by the coordinate q = (θ1, θ2) ∈ S1 × S1. The Lagrangian is, as is usual, given by the kinetic
energy of the system minus the potential energy, that is,
L(q, q˙) =
1
8
(m1 + 4m2)l
2
1θ˙
2
1 +
1
8
m2l
2
2(θ˙1 + θ˙2)
2 +
1
2
m2l1l2 cos(θ2)θ˙1(θ˙1 + θ˙2) +
1
2
J1θ˙
2
1
+
1
2
J2(θ˙1 + θ˙2)
2 + g
(
1
2
m1l1 sin θ1 +m2l1 sin θ1 +
1
2
m2l2(θ1 + θ2)
)
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where g is the gravitational constant acceleration.
The control torques u1 and u2 are applied at the base of the first link and the joint
between the two links. The equations of motion of the controlled system are
u1 = − sin θ2l1l2m2θ˙2θ˙1 − 1
2
sin θ2θ˙
2
2l1l2m2 +
1
2
m2l2 cos(θ1 + θ2)g
+
(
m2g cos θ1 +
1
2
g cos θ1m1
)
l1 +
(
1
4
m2l
2
2 + J2 +
1
2
cos θ2l1l2m2
)
θ¨2
+
(
cos θ2l1l2m2 +
(m1
4
+m2
)
l21 +
m2l
2
2
4
+ J1 + J2
)
θ¨1,
u2 =
1
2
sin θ2l1l2m2θ˙
2
1 +
(
1
4
m2l
2
2 + J2 +
1
2
cos θ2l1l2m2
)
θ¨1
+
1
2
m2l2 cos(θ1 + θ2)g +
(
1
4
m2l
2
2 + J2
)
θ¨2.
We look for trajectories (θ1(t), θ2(t), u(t)) of the state variables and control inputs
with initial and final conditions, (θ1(0), θ2(0), θ˙1(0), θ˙2(0)) = (−pi/2 + 0.2, 0, 0, 0) and
(θ1(T ), θ2(T ), θ˙1(T ), θ˙2(T )) = (−pi/2, 0, 0, 0) respectively, and minimizing the cost functional
A =
1
2
∫ T
0
(u21 + u
2
2)dt.
We construct the discrete Lagrangian L˜d : T (S1 × S1)× T (S1 × S1)→ R, discretizing the
Lagrangian L˜ : T (2)Q→ R given by
L˜(θ1, θ2, θ˙1, θ˙2, θ¨1, θ¨2) =
1
2
[
1
2
sin θ2l1l2m2θ˙
2
1 +
(
1
4
m2l
2
2 + J2 +
1
2
cos θ2l1l2m2
)
θ¨1
+
1
2
m2l2 cos(θ1 + θ2)g +
(
1
4
m2l
2
2 + J2
)
θ¨2
]2
+
1
2
[
1
2
sin θ2l1l2m2θ˙
2
1 +
(
1
4
m2l
2
2 + J2 +
1
2
cos θ2l1l2m2
)
θ¨1
+
1
2
m2l2 cos(θ1 + θ2)g +
(
1
4
m2l
2
2 + J2
)
θ¨2
]2
taking the same discretization than in Equation (6.18) to approximate the acceleration and
taking midpoint averages to approximate the position and velocity.
Now we show some simulations to test our method in Figure 6.5 for T = 1, m1 = 1.5,
m2 = 1, l1 = l2 = 1, J1 =
m1l21
12 , J2 =
m2l22
12 and g = 10.
The following table show the root mean square error in positions and velocities:
h Error in position Error in velocity
0.1000 0.0128 0.0655
0.0556 0.0042 0.0238
0.0312 0.0014 0.0080
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Figure 6.5: Left: Simulation of the method with q0 = (−pi/2 + .2, 0) v0 = (0, 0), qN =
(−pi/2, 0), vN = (0, 0), N = 30. Blue and red lines show the positions of the first and second
links respectively, and the slope between the segments corresponds to the (scaled) velocity.
Right: Error (root-mean-square error) in position and velocity for different values of h.
6.5.2 Optimal control of underactuated systems
Let Q be a configuration manifold of a mechanical system with local coordinates (qA) with
1 ≤ A ≤ n. Given a Lagrangian L : TQ → R, the corresponding control system is called
underactuated if the number of independent control inputs is less than the dimension of Q.
We denote these control forces by X¯a = X¯aAdq
A, 1 ≤ a ≤ r < n. We complete this basis of
the control forces to a (local) basis {X¯a, X¯α} of one-forms on Q, where α = r+1, . . . , n. The
controlled Euler-Lagrange equations are given by
d
dt
(
∂L
∂q˙A
)
− ∂L
∂qA
= uaX¯
a
A.
Taking the dual basis {Xa, Xα} of vector fields on Q, these equations can be rewritten as
(
d
dt
(
∂L
∂q˙A
)
− ∂L
∂qA
)
XAa (q) = ua,(
d
dt
(
∂L
∂q˙A
)
− ∂L
∂qA
)
XAα (q) = 0 ,
(6.29)
where a = 1, . . . , r, and α = r + 1, . . . , n. Also, from this basis of vector fields we can induce
local coordinates (qA, q˙A) = (qA, (q˙a, q˙α)) on TQ as q˙A = q˙aXAa (q) + q˙
αXAα (q).
We will study the optimal control problem which consist on finding a trajectory
(qA(t), ua(t)) of the state variables and control inputs satisfying equations (6.29) from given
initial and final conditions, (qA(t0), q˙
A(t0)), (q
A(tf ), q˙
A(tf ), ) respectively, and minimizing the
cost functional
A =
∫ tf
t0
C(qA, q˙A, ua) dt,
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where C : TQ× U → R.
This optimal control problem is equivalent to the following second-order variational prob-
lem with second-order constraints:
extemize A˜ =
∫ tf
t0
L˜(qA(t), q˙A(t), q¨A(t)) dt
subject to the second-order constraints
Φα(qA, q˙A, q¨A) =
(
d
dt
(
∂L
∂q˙A
)
− ∂L
∂qA
)
XAα (q) ,
and the boundary conditions, where L˜ : T (2)Q→ R is defined as
L˜(qa, qα, q˙a, q˙α, q¨a, q¨α) = C
(
qa, qα, q˙a, q˙α, Fa(q
A, q˙A, q¨A)
)
.
Here Fa : T
(2)Q→ R is the function defined as
Fa(q
A, q˙A, q¨A) =
(
d
dt
(
∂L
∂q˙A
)
− ∂L
∂qA
)
XAa (q)
We define the discrete lagrangian Ld : TQ × TQ → R and the discrete constraints
Φαd : TQ× TQ→ R by
Ld(qk−1, vk−1, qk, vk) =
h
2
L˜
(
qk + qk−1
2
,
vk + vk−1
2
,
2
h2
(qk − qk−1 − hvk−1)
)
+
h
2
L˜
(
qk + qk−1
2
,
vk + vk−1
2
,
2
h2
(qk−1 − qk + hvk)
)
,
Φαd (qk−1, vk−1, qk, vk) =
h
2
Φα
(
qk + qk−1
2
,
vk + vk−1
2
,
2
h2
(qk − qk−1 − hvk−1)
)
+
h
2
Φα
(
qk + qk−1
2
,
vk + vk−1
2
,
2
h2
(qk−1 − qk + hvk)
)
.
Then then discrete algorithm is given by solving the following system of algebraic differ-
ence equations
0 = D1Ld(qk, vk, qk+1, vk+1) +D3Ld(qk−1, vk−1, qk, vk)
+λkαD1Φ
α
d (qk, vk, qk+1, vk+1) + λ
k−1
α D3Φ
α
d (qk−1, vk−1, qk, vk),
0 = D2Ld(qk, vk, qk+1, vk+1) +D4Ld(qk−1, vk−1, qk, vk) (6.30)
+λkαD2Φ
α
d (qk, vk, qk+1, vk+1) + λ
k−1
α D4Φ
α
d (qk−1, vk−1, qk, vk),
0 = Φαd (qk, vk, qk+1, vk+1), 0 = Φ
α
d (qk−1, vk−1, qk, vk), 1 ≤ α ≤ m and 1 ≤ k ≤ N − 1.
If the matrix  D13Ld + λαD13Φαd D14Ld + λαD14Φαd D1ΦαdD23Ld + λαD23Φαd D24Ld + λαD24Φαd D2Φαd
(D3Φ
α
d )
T (D4Φ
α
d )
T 0

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is regular, then we can define the discrete Lagrange map
Fd : Md ×Rm −→ Md ×Rm
(qk, vk, qk+1, vk+1, λα,k) 7−→ (qk+1, vk+1, qk+2, vk+2, λα,k+1)
where Md denotes the submanifold of TQ × TQ determined by the constraint equations
Φαd = 0.
Example 6.5.2. Cart-Pole system
A Cart-Pole System consists on a cart and an inverted pendulum on it. The coordinate x
denotes the position of the cart on the x-axis and θ denotes the angle of the pendulum with
the upright vertical. The configuration space is Q = R× S1.
The inertia matrix of this mechanical system is given by
I =
(
M +m ml cos θ
ml cos θ ml2
)
where M is the mass of the cart and m, l are the mass and length of the pendulum, re-
spectively. The potential energy of the cart-pole system is V (θ) = mgl cos(θ). Then the
Lagrangian of this system is given by (kinetic energy minus potential energy)
L(q, q˙) = L(x, θ, x˙, θ˙) =
1
2
Mx˙2 +
1
2
m(x˙2 + 2x˙lθ˙ cos θ + l2θ˙2)−mgl cos θ −mgh˜ ,
where h˜ is the car height.
We apply a control force u to our picture. The control input is parallel to the track
remaining the joint angle θ unactuated. Therefore, the equations of motion of the controlled
system are
(M +m)x¨−mlθ˙2 sin θ +mlθ¨ cos θ = u
x¨ cos θ + lθ¨ − g sin θ = 0
Now we look for trajectories (x(t), θ(t)), u(t)) on the state variables and the control inputs
with initial and final conditions, (x(0), θ(0), x˙(0), θ˙(0)), (x(T ), θ(T ), x˙(T ), θ˙(T )), respectively,
and minimizing the cost functional
A =
1
2
∫ T
0
u2dt.
Following our formalism, this optimal control problem is equivalent to the constrained
second-order variational problem determined by
A˜ =
∫ T
0
L˜(x, θ, x˙, θ˙, x¨, θ¨)
and the second-order constraint
Φ(x, θ, x˙, θ˙, x¨, θ¨) = x¨ cos θ + lθ¨ − g sin θ = 0 ,
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where
L˜(x, θ, x˙, θ˙, x¨, θ¨) =
1
2
(
d
dt
(
∂L
∂x˙
)
− ∂L
∂x
)2
=
1
2
[
(M +m)x¨−mlθ˙2 sin θ +mlθ¨ cos θ
]2
.
As before, we construct the discrete Lagrangian and discrete constraint L˜d : TQ×TQ→
R, Φd : TQ× TQ→ R in the variables (x0, x˙0, θ0, θ˙0, x1, x˙1, θ1, θ˙1) given by
L˜d =
h
4
(
2(M +m)(x1 − hx˙0 − x0)
h2
− ml
4
(θ˙1 + θ˙0)
2 sin
(
θ1 + θ0
2
)
+
2ml(θ1 − θ0 − hθ˙0) cos(12(θ1 + θ2))
h2
)2
+
h
4
(
2(M +m)(hx˙1 + x0 − x1)
h2
− ml
4
(θ˙1 + θ˙0)
2 sin
(
θ1 + θ2
2
)
+
2ml(θ0 − θ1 + hθ˙1) cos(12(θ1 + θ0))
h2
)2
,
Φd =
h
2
(
2(x1 − x0 − hx˙0) cos(12(θ1 + θ2))
h2
+
2l(θ1 − θ0 − hθ˙0)
h2
+ g sin(
1
2
(θ1 + θ0))
+
2(x0 − x1 + hx˙1) cos(12(θ1 + θ0))
h2
+
2l(θ0 − θ1 + hθ˙1)
h2
+ g sin(
1
2
(θ1 + θ0))
)
.
Now, we can use the equations given in (6.30) to simulate the behavior of the system as
we have seen in the previous example.
Appendix A: Higher-order
Euler-Arnold equations on
T ∗(T (k−1)G)
This appendix deals with the construction of the Liouville 1-form and the canonical symplectic
2-form on G×(k−1)g×kg∗ to obtain higher-order Euler-Arnold equations. This construction
was very used in Chapter 3.
Euler-Arnold equations
Let G be a finite dimensional Lie group. The left multiplication L : G → G allows us to
trivialize the tangent bundle TG and the cotangent bundle T ∗G as follows
Λ : TG → G× g , (g, g˙) 7−→ (g, g−1g˙) = (g, TgLg−1 g˙) = (g, ξ) ,
Λ∗ : T ∗G → G× g∗, (g, αg) 7−→ (g, T ∗e Lg(αg)) = (g, α) ,
where g = TeG is the Lie algebra of G and e is the neutral element of G (see, for instance, [13]).
In the same way, we have the following identifications: TTG ≡ G× 3g, T ∗TG = G× g× 2g∗.
TT ∗G = G×g∗×g×g∗ and T ∗T ∗G = G×g∗×g×g∗ (the same is valid for the right-translation,
but in the sequel we only work with the left-translation, for sake of simplicity).
Using this left trivialization it is possible to write the classical Hamiltonian equations
for a Hamiltonian function H : T ∗G → R from a different and interesting perspective. For
instance, it is easy to show that (see [13]) the canonical structures of the cotangent bundle:
the Liouville 1-form θG and the canonical symplectic 2-form ωG, are now rewritten using this
left-trivialization as follows:
(θG)(g,α)(ξ1, ν1) = 〈α, ξ1〉 , (6.31)
(ωG)(g,α) ((ξ1, ν1), (ξ2, ν2)) = −〈ν1, ξ2〉+ 〈ν2, ξ1〉+ 〈α, [ξ1, ξ2]〉 , (6.32)
with (g, α) ∈ G × g∗, where ξi ∈ g and νi ∈ g∗, i = 1, 2 and we have used the previous
identifications. Observe that we are identifying the elements of TαgT
∗G with the pairs (ξ, ν) ∈
g× g∗.
Therefore given the Hamiltonian H : T ∗G ≡ G× g∗ −→ R, we compute
dH(g,α)(ξ2, ν2) = 〈L∗g
(
δH
δg
(g, α)
)
, ξ2〉+ 〈ν2, δH
δα
(g, α)〉 , (6.33)
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since δHδα (g, α) ∈ g∗∗ = g.
We now derive the Hamilton’s equations which are satisfied by the integral curves of the
Hamiltonian vector field XH on T
∗G. After a left-trivialization, XH(g, α) = (ξ1, ν1) where
ξ1 ∈ g and ν1 ∈ g∗ are elements to be determined using the Hamilton’s equations
iXHωG = dH .
Therefore, from expressions (6.32) and (6.33) we deduce that
ξ1 =
δH
δα
(g, α) ,
ν1 = −L∗g
(
δH
δg
(g, α)
)
+ ad∗ξ1α .
In other words, taking g˙ = gξ1 we obtain the Euler-Arnold equations:
g˙ = TeLg(
δH
δα
(g, α)) ≡ g δH
δα
(g, α) ,
α˙ = −L∗g
(
δH
δg
(g, α)
)
+ ad∗δH
δα
(g,α)
α .
If the Hamiltonian is left-invariant, that is, h : g∗ → R where h(α) = H(e, α) then we deduce
that
g˙ = g
δh
δα
,
α˙ = ad∗δh/δαα .
The last equation is known as the Lie-Poisson equation for a Hamiltonian h : g∗ → R.
Higher-order Euler-Arnold equations on T ∗(T (k−1)G)
Combining the results of the previous subsection and subsection 1.7 we have that
T ∗(T (k−1)G) ≡ T ∗(G× (k − 1)g) ≡ T ∗G× (k − 1)T ∗g ≡ G× (k − 1)g× kg∗ .
Denote by ξ ∈ (k − 1)g and α ∈ kg∗ with components ξ = (ξ(0), . . . , ξ(k−2)) and α =
(α0, . . . , αk−1).
As we work in a vector space, the Liouville 1−form θG×(k−1)g ∈ Λ1(G×g∗×(k−1)(g×g∗))
is expressed as
θG×(k−1)g = θG + θ(k−1)g.
We want to know θG×(k−1)g; this 1-form at the point (g, ξ,α) is applied to elements (ξ1,ν1) ∈
T(g,ξ,α)(G × g∗ × (k − 1)(g × g∗)), where ξa ∈ kg and νa ∈ kg∗, a = 1, 2 with components
ξa = (ξ
(i)
a )0≤i≤k−1 and νa = (νa(i))0≤i≤k−1 where each component ξ
(i)
a ∈ g and νa(i) ∈ g∗.
Observe that α0 comes from the identification T
∗G = G× g∗.
To compute θG we need to find the tangent application to τ ◦ Pr(1,2)Λ∗(2) where Pr(1,2) :
G× g∗ × g× g∗ → G× g∗ is a canonical projection onto the first and second factors, and τ :
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T ∗G ' G×g∗ → G is the fibration which defines T ∗G and where Λ∗(2) : T ∗TG→ G×g∗×g×g∗
is the cotangent left-trivialization. We consider the application
ϕ
(ξ01 ,ν
1
0 )
t : G× g∗ → G× g∗.
This is applied to an element (g, α0) ∈ G × g∗ and gives an element (g exp(tξ01), α0 + tν10) ∈
G× g∗. ϕ(ξ01 ,ν10 )t is the flow of the vector field X(ξ
0
1 ,ν
1
0 )(g, α0) = (gξ
0
1 , ν
1
0).
Therefore, the tangent application for τ ◦ Pr(1,2)Λ∗(2) is
T(g,α0)(τ ◦ Pr(1,2)Λ∗(2))(gξ01 , ν10) =
d
dt
∣∣∣∣
t=0
τ ◦ Pr(1,2)Λ∗(2)(ϕ(ξ
0
1 ,ν
1
0 )
t (g, α0))
=
d
dt
∣∣∣∣
t=0
g exp(tξ01) = gξ
0
1 ,
Now, we can compute θG
〈θ(g,α0), (gξ01 , ν10)〉 = 〈θ(Pr(1,2)Λ∗(2))(g, α0), T(g,α0)(Pr(1,2)Λ
∗
(2))(gξ
0
1 , ν
1
0)〉
= 〈α0, ξ01〉 = α0(ξ01).
In the same way, one can compute θ(k−1)g. This is given by
k−1∑
i=1
αi(ξ
(i)
1 ). Then,
(θG×(k−1)g)(g,ξ,α)(ξ1,ν1) = 〈α, ξ1〉.
In the next, we will find the expression of the 2−form ωG×(k−1)g. To do this, we will use
the followings formula
−dθG×(k−1)g = −d(θG + θ(k−1)g) = −d(θG)− d(θ(k−1)g).
To compute −dθG, we use the formula
−dθG(X(ξ01 ,ν10 ), X(ξ10 ,ν10 )) = −i
X(ξ
0
1,ν
1
0)
d
(
i
X(ξ
0
1,ν
1
0)
θG
)
+ i
X(ξ
0
1,ν
1
0)
d
(
i
X(ξ
0
1,ν
1
0)
θG
)
+ i
[X(ξ
0
1,ν
1
0),X(ξ
0
1,ν
1
0)]
θG.
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In what follows, we compute each term of the equality las equality,
i
X(ξ
0
1,ν
1
0)
d
(
i
X(ξ
0
2,ν
2
0)
θG
)
(g, α0) =
L
X(ξ
0
1,ν
1
0)
(
i
X(ξ
0
2,ν
2
0)
θG
)
(g, α0) =
d
dt
∣∣∣∣
t=0
(
ϕ
(ξ01 ,ν
1
0 )
t
)∗ (
i
X(ξ
0
2,ν
2
0)
θG
)
(g, α0) =
d
dt
∣∣∣∣
t=0
〈θG(g exp(tξ01), α0 + tν10), X(ξ
0
2 ,ν
2
0 )(g exp(tξ01), α0 + tν
1
0)〉 =
d
dt
∣∣∣∣
t=0
〈θG(g exp(tξ01), α0 + tν10), (g exp ν10ξ02 , ν20)〉 =
d
dt
∣∣∣∣
t=0
(α0 + tν
1
0)(ν
2
0) = ν
1
0(ξ
0
2).
The second term is computed in a similar way, and is given by ν20(ξ
0
1). To compute the third
term, we observe that
[X(ξ
0
1 ,ν
1
0 ), X(ξ
0
2 ,ν
2
0 )](g, α0) =
d
dt
∣∣∣∣
t=0
(
ϕ
(ξ02 ,ν
2
0 )
−√t ◦ ϕ
(ξ01 ,ν
1
0 )
−√t ◦ ϕ
(ξ02 ,ν
2
0 )√
t
◦ ϕ(ξ01 ,ν10 )√
t
)
(g, α0)
=
d
dt
∣∣∣∣
t=0
(g exp(
√
tξ01) exp(
√
tξ02) exp−
√
tξ01 exp−
√
tξ02 , α0) = (TeLg[ξ
0
1 , ξ
0
2 ], 0) =
(g[ξ01 , ξ
0
2 ], 0).
Then,
θG
(
[X(ξ
0
1 ,ν
1
0 ), X(ξ
0
2 ,ν
2
0 )]
)
(g, α0) = = θG(g, α0)(g[ξ
0
1 , ξ
0
2 ], 0)
= α0([ξ
0
1 , ξ
0
2 ]).
Therefore,
−dθG
(
X(ξ
0
1 ,ν
1
0 ), X(ξ
0
2 ,ν
2
0 )
)
= ω(g,α0)((gξ
0
1 , ν
1
0), (gξ
0
2 , ν
2
0)) = −ν10(ξ02) + ν20(ξ01) + α0([ξ01 , ξ02 ]).
Applying, as before, the same formula we have
ω(k−1)g =
k−1∑
i=1
〈ν1(i), ξ(i)2 〉+ 〈ν2(i), ξ(i)1 〉.
Since ωG×(k−1)g = ωG + ω(k−1)g, we have the identities,
(θG×(k−1)g)(g,ξ,α)(ξ1,ν1) = 〈α, ξ1〉 ,
(ωG×(k−1)g)(g,ξ,α)
(
(ξ1,ν
1), (ξ2,ν
2)
)
= −〈ν1, ξ2〉+ 〈ν2, ξ1〉+ 〈α0, [ξ(0)1 , ξ(0)2 ]〉
= −
k−1∑
i=0
[
〈ν1(i), ξ(i)2 〉+ 〈ν2(i), ξ(i)1 〉
]
+ 〈α0, [ξ(0)1 , ξ(0)2 ]〉.
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Given the Hamiltonian H : T ∗T (k−1)G ≡ G× (k − 1)g× kg∗ −→ R, we compute
dH(g,ξ,α)(ξ2,ν
2) = 〈L∗g
(
δH
δg
(g, ξ,α)
)
, ξ
(0)
2 〉+
k−2∑
i=0
〈 δH
δξ(i)
(g, ξ,α), ξ
(i+1)
2 〉
+〈ν2, δH
δα
(g, ξ,α)〉.
As in the last subsection, we can derive the Hamilton’s equations which are satisfied by
the integral curves of the Hamiltonian vector field XH defined by XH(g, ξ,α) = (ξ1,ν
1).
Therefore, we deduce that
ξ1 =
δH
δα
(g, ξ,α) ,
ν1(0) = −L∗g
(
δH
δg
(g, ξ,α)
)
+ ad∗
ξ
(0)
1
α0 ,
ν1(i+1) = −
δH
δξ(i)
(g, ξ,α), 0 ≤ i ≤ k − 2 .
In other words, taking g˙ = gξ(0) we obtain the higher-order Euler-Arnold equations:
g˙ = g
δH
δα0
(g, ξ,α) ,
dξ(i)
dt
=
δH
δαi
(g, ξ,α), 1 ≤ i ≤ k − 1 ,
dα0
dt
= −L∗g
(
δH
δg
(g, ξ,α)
)
+ ad∗δH/δα0α0 ,
dαi+1
dt
= − δH
δξ(i)
(g, ξ,α), 0 ≤ i ≤ k − 2 .
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Appendix B: Technical results for
Chapter 6
This Appendix deals with some technical results which have used in subsection 6.1.2.
Let F be the space of Rn-valued polynomials of degree at most k − 1,
F = spanRn(b
[j]
0 , . . . , b
[j]
k−1) = {cjb[k]j |c0, . . . , ck−1 ∈ Rn}
where bj , with j = 0, . . . , k−1 is a basis of this space of polynomials consisting of orthonormal
polynomials on [0, 1].
Let E be the kernel of g, where g = (g0, . . . , gk−1) : C l([0, 1],Rn) → (Rn)k, this minds
that E is the tangent space of the constraint set determined by gj [·] = 〈b[k]j , ·〉〉.
Lemma 6.5.3. F = E⊥ where the orthogonal complement of E is taking with respect to the
inner product 〈〈·, ·〉〉.
Proof. First we show that F ⊂ E⊥. Taking e ∈ E,
〈〈cjb[k]j , e〉〉 =
∫ 1
0
(cjb
[k]
j (u)) · e(u)du =
n∑
i=1
∫ 1
0
cji b
[k]
j (u)ei(u)du
= cj ·
(∫ 1
0
b
[k]
j (u)e1(u), . . . ,
∫ 1
0
b
[k]
j (u)en(u)
)
= cj · 〈b[k]j , e〉〉 = cj · gj [e] = 0,
since e ∈ E = Kerg.
Also, if e′ ∈ E⊥ then E⊥ ⊂ F since 〈〈e′, e〉〉 = 0 for all e ∈ E; therefore F = E⊥.
Lemma 6.5.4. There exist an orthogonal decomposition of the space C l([0, 1],Rn) between
E and F . That is,
C l([0, 1],Rn) = E ⊕ F.
Proof. Let Q[k] be an element of E, then g(Q[k]) = 0, that is gj [Q
[k](s)] = 〈b[k]j , Q[k]〉〉 = 0 for
all j. Let cjb
[k]
j be an element of F , then
〈〈cjb[k]j , Q[k]〉〉 = cj · 〈b[k]j , Q[k]〉〉 = 0.
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Therefore all element of E is orthogonal to all element of F and conversely.
Now, if Q[k] ∈ E ∩ F since Q[k] ∈ F it follows that Q[k] = cjbj . Therefore ∀j′, 0 =
〈bj′ , cjbj〉 = cj , that is, cj = 0 for all j and then Q[k] = 0. Thus, E ∩ F = 0.
Finally, let Q[k] ∈ C l([0, 1],Rn). Taking into account that
k−1∑
j=0
〈bj , Q[k]〉bj ∈ F we write
Q[k] =
Q[k] − k−1∑
j=0
〈bj , Q[k]〉bj
+ k−1∑
j=0
〈bj , Q[k]〉bj .
Observe that Q[k] −
k−1∑
j=0
〈bj , Q[k]〉bj ∈ E since
〈bj′ , Q[k] −
k−1∑
j=0
〈bj , Q[k]〉bj〉 = 〈bj′ , Q[k]〉 −
k−1∑
j=0
δjj′〈bj , Q[k]〉 = 0.
Therefore C l([0, 1],Rn) = E + F and then C l([0, 1],Rn) = E ⊕ F .
Appendix C: Retraction maps
In this appendix we will review the basics notions about retraction maps and the Cayley
transformation (as an example of retraction map) which we use along this thesis (see [53],
[54] and [66] for example).
A retraction map τ : g → G is an analytic local diffeomorphism which maps a neighbor-
hood of 0 ∈ g onto a neighborhood of the neutral element e ∈ G, such that τ(0) = e and
τ(ξ)τ(−ξ) = e, for ξ ∈ g. There are many choices for the map τ such as the Cayley map, the
exponential map, etc. The retraction map is used to express small discrete changes in the
group configuration through unique Lie algebra elements, say ξk = τ
−1(g−1k gk+1)/h. That is,
if ξk were regarded as an average velocity between gk and gk+1, then τ is an approximation
to the integral flow of the dynamics. The difference g−1k gk+1 ∈ G, which is an element of a
nonlinear space, can now be represented by the vector ξk. (See [33, 99] for further details.)
Of great importance is the right trivialized tangent of the retraction map.
Definition 6.5.5. Given a retraction map τ : g→ G, its right trivialized tangent dτξ : g→ g
is defined as the ξ-dependent linear map obtained by composition of the linear maps
g
{ξ}×id //
dτξ
33{ξ} × g
Tξτ // Tτ(ξ)G
Tτ(ξ)rτ(ξ)−1 // TeG ≡ g
where r denotes right translation in the group. Since τ is a local diffeomorphism, all the
arrows are linear isomorphisms. We denote the inverse of dτξ as dτ
−1
ξ . Therefore, we can
write
dτξ = Tτ(ξ)rτ(ξ)−1 ◦ Tξτ (6.34)
dτ−1ξ = (Tξτ)
−1 ◦ Terτ(ξ) = Tτ(ξ)(τ−1) ◦ Terτ(ξ) (6.35)
Remark 6.5.6. Omitting the identifications g ≡ {ξ} × g, ξ ∈ g, can lead to mismatches
when using the definitions above explicitly; for example, if we rewrite equation (6.37) below
using (6.35), then the left-hand side would be in {ξ} × g while the right-hand side would be
in {−ξ} × g. This should cause no problems if the identifications are made explicit when
needed. In any case, (6.37) makes sense as an identity in g. 
Lemma 6.5.7. (See [130]) Let g ∈ G, λ ∈ g and δf denote the variation of a function f
with respect to its parameters. Assuming λ is constant, the following identity holds
δ(Adg λ) = −Adg [λ , g−1δg],
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where [· , ·] : g × g → g denotes the Lie bracket operation or equivalently [ξ , η] ≡ adξη, for
given η, ξ ∈ g.
Lemma 6.5.8. (See [66]) For each λ ∈ g, the derivative of the map ψλ : g → g defined by
ψλ(ξ) = Adτ(ξ)λ is given by
Dψλ(ξ) · η = −[Adτ(ξ)λ , dτξ(η)],
η ∈ g.
The lemma above holds not only for retraction maps but also for any smooth map τ : g→
G.
The following lemma relates the right trivialized tangents at ξ and −ξ, as well as their
inverses.
Lemma 6.5.9. (See [66]) For a retraction map τ : g → G and any ξ, η ∈ g, the following
identities hold:
dτξ η = Adτ(ξ) dτ−ξ η, (6.36)
dτ−1ξ η = dτ
−1
−ξ
(
Adτ(−ξ) η
)
. (6.37)
Some retraction map choices
a) The exponential map exp : g → G, defined by exp(ξ) = γ(1), where γ : R → G is the
integral curve through the identity of the vector field associated with ξ ∈ g (hence, with
γ˙(0) = ξ). The most natural example of retraction map is the exponential map. We
recall that, for a finite-dimensional Lie group, exp is locally a diffeomorphism and gives
rise a natural chart [128]. Then, there exists a neighborhood U of the neutral element
e ∈ G such that exp−1 : U → exp−1(U) is a local C∞−diffeomorphism. A chart at
g ∈ G is given by Ψg := exp−1 ◦ `g−1 .
The right trivialized derivative and its inverse are
dexpx y =
∞∑
j=0
1
(j + 1)!
adjx y,
dexp−1x y =
∞∑
j=0
Bj
j!
adjx y,
where Bj are the Bernoulli numbers (see [79]). Typically, these expressions are trun-
cated in order to achieve a desired order of accuracy.
b) In general, it is not easy to work with the exponential map. In consequence it will be
useful to use a different retraction map. More concretely, the Cayley map (see [33, 79]
for further details) will provide us a proper framework in the examples shown along the
thesis.
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The Cayley map cay : g→ G is defined by cay(ξ) = (e− ξ2)−1(e+ ξ2) and is valid for a
general class of quadratic groups. The quadratic Lie groups are those defined as
G =
{
Y ∈ GL(n,R) | Y TPY = P} ,
where P ∈ GL(n,R) is a given matrix (here, GL(n,R) denotes the general linear group
of degree n). O(n) or SO(n) are examples of quadratic Lie groups. The corresponding
Lie algebra is
g =
{
Ω ∈ gl(n,R) | PΩ + ΩTP = 0} .
The right trivialized derivative and inverse of the Cayley map are defined by
dcayx y = (e−
x
2
)−1 y (e+
x
2
)−1,
dcay−1x y = (e−
x
2
) y (e+
x
2
).
Applications to matrix groups: SO(3)
We specify the exact form of the Cayley transform for the group SO(3). While we have given
more than one general choice for τ , for computational efficiency we recommend the Cayley
map since it is simple. In addition, it is suitable for iterative integration and optimization
problems since its derivatives do not have any singularities that might otherwise cause dif-
ficulties for gradient-based methods. The group of rigid body rotations is represented by
3× 3 matrices with orthonormal column vectors corresponding to the axes of a right-handed
frame attached to the body. Recall the map ·ˆ : R3 → so(3) (see [81] for example). A Lie
algebra basis for SO(3) can be constructed as {eˆ1, eˆ2, eˆ3}, eˆi ∈ so(3), where {e1, e2, e3} is the
standard basis for R3. Elements ξ ∈ so(3) can be identified with the vector ω ∈ R3 through
ξ = ωα eˆα, or ξ = ωˆ. Under such identification the Lie bracket coincides with the standard
cross product, i.e., adωˆ ρˆ = ω × ρ, for ω, ρ ∈ R3. Using this identification we have
cay(ωˆ) = I3 +
4
4+ ‖ ω ‖2
(
ωˆ +
ωˆ2
2
)
,
where I3 is the 3 × 3 identity matrix. The linear maps dτξ and dτ−1ξ are expressed as the
3× 3 matrices
dcayω =
2
4+ ‖ ω ‖2 (2I3 + ωˆ), dcay
−1
ω = I3 −
ωˆ
2
+
ω ωT
4
.
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Conclusions and future research
The closing chapter of this memory is devoted to summarize the contributions of the work.
An outlook of the future research is also provided.
Conclusions
Chapter 2 has been devoted to the geometric study of the relationship between higher-order
Hamiltonian dynamics and higher-order Lagrangian dynamics. After introducing the notion
of Legendre transformation on a Lagrangian submanifold in Definition 2.5.5 we find that both
are equivalent. Furthermore, we have given an alternative characterization of the dynamics
in the Lagrangian submanifols ΣL ⊂ T ∗TT (k−1)Q in terms of the solution of the higher-order
Euler-Lagrange equations in Theorem 2.5.6.
In Chapter 3 we have studied higher-order mechanics from the point of view of the Skin-
ner and Rusk formalism to obtain higher-order Euler-Lagrange equations, higher-order Euler-
Poincare´ equations and higher-order Lagrange-Poincare´ equations. This geometric formalism
has permitted to define a presymplectic form and an unique Hamiltonian function; and, in
consequence, a global and unique formulation of the dynamics. Also, we have developed an
intrinsic formulation of the higher-order variational problem equations subject to constraint
depending on higher-order derivatives. The extension of these theories to the natural setting
of Lie algebroids has been also developed. In particular these results are given by Equa-
tions 3.7, 3.17, 3.27, 3.28, 3.34, 3.35, 3.77, 3.79; Theorems 3.2.1, 3.2.3, 3.3.1, 3.3.3, 3.4.1;
Proposition 3.5.5 and Remark 3.2.4.
Also, in Section 3.6 we have studied the geometric description of an underactuated me-
chanical control systems using the Skinner and Rusk formalism and the results commented
before. We have stated the geometric formulation of an optimal control problem of un-
deractuated mechanical system in the natural framework of Lie algebroids. This geometric
procedure gives us an intrinsic version of the differential equations for optimal trajectories
and permits us to detect the preservation of geometric properties such as the symplecticity
and the preservation of the hamiltonian. In particular, these results are given in Equations
3.90 and 3.91, Theorem 3.6.2, Equations 3.93, 3.94 and 3.95, Example 3.6.6, Example 3.6.3
and Example 3.6.10.
In Chapter 4 we study optimal control problems of mechanical systems subject to non-
holonomic constraints. In our framework we have implicitly a reduction process, that is; after
the geometric procedure applied through this chapter to describe the dynamical equations
for the optimal control problem we can reduce the degrees of freedom of the lagrangian which
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describes the control problem using the nonholonomic constraints. Under some regularity
conditions we check that our initial Lagrangian formalism is equivalent to a Hamiltonian
formalism for the optimal control problem. We have seen how this framework can be easily
extended when instead of working on TQ we consider an arbitrary Lie algebroid. The main
results in this Chapter are shown in Equations 4.3, 4.5 and 4.7; Definition 4.3.4; Remarks
4.2.3 and 4.3.7; and Propositions 4.3.1 and 4.3.6.
The aim of Chapter 5 has been devoted to generalize the theory of discrete higher-order
Lagrangian mechanics and variational integrators in two directions. First, we have developed
variational principles for second-order variational problems on Lie groupoids for mechanical
systems with and without second-order constraints, and we have shown how to apply this
theory to the construction of variational integrators for optimal control problems of mechan-
ical systems. Secondly, we have shown that Lagrangian submanifolds of a special symplectic
groupoids give rise to dynamical second-order equations. Also we study the properties of
these systems, including their regularity and reversibility, from the perspective of symplectic
and Poisson geometry. We also have developed a theory of reduction and Noether symme-
tries, and we have studied the relationship between the dynamics and variational principles
for these second- order variational problems. Finally we have designed numerical methods for
mechanical optimal control problems of total actuated and under-actuated systems. These re-
sults are given in Equations 5.20, 5.26, 5.36 and 5.37; Lemma 5.3.4; Remark 5.3.3; Theorems
5.3.2, 5.3.5, 5.3.16, 5.3.19; Propositions 5.3.8 and 5.3.9; and Corollary 5.3.17.
Chapter 6 accounts for new developments regarding geometric variational integrators for
higher-order mechanical systems and optimal control applications. We have seen that one
possibility to constructing variational integrators for higher-order mechanical systems is to
take a Lagrangian function Ld : T
(k−1)Q × T (k−1)Q → R instead of k + 1-copies of Q, as
is usual, since really the discrete variational calculus is not based on the discretization of
the Lagrangian itself, but on the discretization of the associated action. First we show that
a regular higher-order Lagrangian system has a unique solution for given nearby endpoint
conditions using a direct variational proof of existence and uniqueness of the local boundary
value problem using a regularization procedure which it results by the replacement of the
variational problem with an equivalent one which is regular at h = 0. Secondly we define
the exact discrete Lagrangian for higher-order Lagrangians and we have shown how the
Legendre transformations for this exact discrete lagrangian are related with the second-order
Legendre transform and we have shown that if the exact discrete Lagrangian is regular then
the continuous Lagrangian is also regular. We have shown how our framework can be seen in
the sense of discrete mechanics developed by Marsden and West [131] and we have constructed
variational integrators for optimal control problems in this framework. The results are given
in Definition 6.2.1, Theorems 6.3.1, 6.3.2, 6.3.4 and 6.3.6, and Corollary 6.3.5.
The results presented in this thesis have been published in
• Unified formalism for higher-order variational problems and its applications in opti-
mal control, joint work with P. Prieto-Mart´ınez. International Journal of Geometric
Methods in Modern Physics, (2014) DOI: 10.1142/S0219887814500340.
• Discrete higher-order variational problems with constraints, joint work with D. Mart´ın
de Diego and M. Zuccalli. Journal of Mathematical Physics. Vol 54, 093507 (2013),
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doi: 10.1063/1.4820817.
• On Variational Integrators for Optimal Control of Mechanical Control Systems, joint
work with D. Mart´ın de Diego and Marcela Zuccalli. Revista de la Real Academia de
Ciencias Exactas, Fisicas y Naturales. Serie A. Matematicas Volume 106, Issue 1, pp
161-171 (2012).
• Optimal Control of Underactuated Mechanical Systems: A Geometric Approach, joint
work with D. Mart´ın de Diego and Marcela Zuccalli. Journal of Mathematical Physics,
Vol 51, 083519 (2010).
• On the construction of variational integrators for optimal control problems of nonholo-
nomic mechanical systems, joint work with D. Mart´ın de Diego and Marcela Zuccalli
(To appear in Actas del XII Congreso Monteiro, 2014).
• Optimal control of underactuated mechanical systems with symmetries, joint work with
D. Mart´ın de Diego. Dynamical Systems and Differential Equations, Discrete and
Continuous Dynamical Systems, November (2013). Proceedings of the 9th AIMS inter-
national conference, Orlando, Florida, USA. 149 – 158.
• Quasivelocities and optimal contol of underactuated mechanical systems. joint work
with D. Mart´ın de Diego. Proceedings of the American Institute of Physics, Geometry
and Physics, 1260, 133-140, (2011).
• On the Geometry of Higher-Order Problems on Lie Groups. joint work with David
Mart´ın de Diego. (Submitted to SIAM Journal of Control and Optimization). July
2011. Available at http://arxiv.org/abs/1104.3221.
• Optimal Control and higher-order discrete mechanics for systems with symmetries, joint
work with F. Jime´nez and D. Mart´ın de Diego. (Submitted to Journal of Computational
Dynamics) June 2013. Available at http://arxiv.org/abs/1209.6315.
Also we are working in the final versions of the following works which involve some results
given in this thesis unpublished yet:
• Lagrangian submanifolds generating second-order dynamics on Lie algebroids, with
David Mart´ın de Diego. (Preprint available for distribution 22 p.)
• Higher-order problems on Lie groupoids: Optimal control applications, with D. Mart´ın
de Diego (Preprint available for distribution 28 p.)
• Geometry of optimal control problems of nonholonomic mechanical systems, with A.
Bloch, R. Gupta and D. Mart´ın de Diego. (Preprint available for distribution 18 p.)
• Discrete mechanics and optimal control: An analysis for higher-order mechanical sys-
tems with S. Ferraro and D. Mart´ın de Diego. (Preprint available for distribution 19
p.)
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In addition, the results contained in this thesis have been presented in the following
international meetings:
• Geometry of optimal control problems of nonholonmic mechanical systems (poster)
deLeo´nfest. Madrid, Spain (2013).
• Optimal control of nonholonomic mechanical systems (poster) 8th International Young
Researchers Workshop on Geometry, Mechanics and Control. Barcelona, Spain (2013).
• Optimal control of nonholonomic mechanical systems (talk) VII Summer School on Ge-
ometry, Mechanics and Control. La Cristalera, Madrid, Spain (2013).
• Optimal control of nonholonomic mechanical systems (talk) XII Congreso Dr. Antonio
Monteiro. Bahia Blanca, Argentina (2013).
• On the plate ball optimal control problem (talk) IV Congreso de Matema´tica Aplicada,
Computacional e Industrial. Ciudad Auto´noma de Buenos Aires, Argentina (2013).
• Lagrangian submanifolds generating second-order Lagrangian mechanics on Lie alge-
broids (invited talk) XV Encuentro de Invierno de Geometr´ıa, Meca´nica y Control.
Zaragoza, Spain (2013).
• On the geometry of higher-order mechanical systems on Lie groups (invited talk) Seminar
on Geometry of the Universitat Polite`cnica de Catalunya. Facultad de Matema´tica y
Estadistica, UPC, Barcelona, Spain (2013).
• On the variational discretization of optimal control problems (invited talk) XXI Fall work-
shop on Geometry and Physics. Burgos, Spain (2012).
• Optimal control of underactuated mechanical systems with symmetries (invited talk) Focus
program on geometry, mechanics and dynamics: the Legacy of Jerry Marsden, Fields
Institute, Toronto, Canada (2012).
• On the geometry of mechanical control systems on Lie groups (talk) 9th. AIMS Confer-
ence on Dynamical systems, differential equations and applications. Orlando, Florida,
USA (2012).
• On the geometry of discrete higher-order Lagrangian problems (talk and poster) 6th. Sum-
mer school on geometry, mechanics and control. Miraflores de la Sierra, Madrid, Spain
(2012).
• Groupoids and Mechanics on Lie groupoids (talk) Geometry seminar, Maths department,
Universidad Nacional de La Plata, Argentina (2011).
• Sobre la geometr´ıa de las ecuaciones de Euler-Poincare´ de orden superior (talk) Seminar
on Geometry and Physics, Universidad Complutense de Madrid, Spain (2011).
• Second order Lagrangian mechanics on Lie algebroids (talk and poster) European Mathe-
matical Society and Spanish Royal Academy of Science, joint weekend. Bilbao, Spain
(2011).
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• On variational problems on Lie groups (talk) Primer Encuentro de Jovenes Investi-
gadores en Matemticas Universidad de La Laguna (PEJIM 2011). La Laguna, Tenerife,
Spain (2011).
• Quasivelocities and optimal control of mechanical systems (talk) Seminar of Geometry,
Departamento de Matema´tica Fundamental, Universidad de La Laguna, Spain (2011).
• Discrete variational problems on Lie groupoids (talk) Congress of Young researchers of
the Spanish Royal Mathematical Society. Soria, Castilla y Leo´n, Spain (2011).
• Higher Order Mechanics on Lie Algebroids (poster) XX International Workshop on Ge-
ometry and Physics. ICMAT, Madrid, Spain (2011).
• On the Geometry of higher order problems on Lie groups (poster) Poisson Geometry
and applications, Figueira da Foz, Portugal (2011).
• An introduction to higher-order mechanics on Lie algebroids (talk) Meeting of Geometry,
Mechanics and Control, ICMAT, Madrid, Spain (2011).
• Discrete second order mechanics on Lie groupoids (poster) 5th International Summer
School on GMC, La Cristalera, Madrid, Spain (2011).
• A Variational and Geometric Approach for the Second Order Euler-Poincare´ Equations
(talk) XIII Winter Meeting on Geometry, Mechanics and Control and Thematic day on
Fields, Zaragoza, Spain (2011).
• Optimal Control of Underactuated Mechanical Systems on Lie Groups and Higher
Order Discrete Vakonomic Mechanics for Optimal Control of Underactuated Systems
(posters) Second Iberoamerican Meeting on Geometry, Mechanics and Control, in Honor
of Herna´n Cendra, Centro Ato´mico de San Carlos de Bariloche, Argentina (2011).
• Optimal Control of Underactuated Mechanical Systems on Lie Groups (talk) 5th Young
Researchers Workshop on Geometry, Mechanics and Control, Universidad de La La-
guna, Tenerife, Spain (2010).
• Variational Integrators for Optimal Control of Mechanical Systems (poster) 5th Young
Researchers Workshop on Geometry, Mechanics and Control, Universidad de La La-
guna, Tenerife, Spain (2010).
Future work
Relation between the classical higher-order Legendre transformation and the
higher-order Legendre transformation on ΣL
In Chapter 2 we have introduced the notion of Legendre transformation on a Lagrangian
submanifold ΣL generated by a higher-order Lagrangian L : T
(k)Q → R (see definition
2.5.5). An open question is the intrinsic relation between the Legendre transformation that
we have defined in 2.5.5 FL : ΣL → T ∗(T (k−1)Q) and the classical Legendre transformation
LegL : T
(2k−1)Q→ T ∗(T (k−1)Q). More explicitly, given a regular Lagrangian L : T (k)Q→ R,
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is there an intrinsic map, ϕL : T
(2k−1)Q→ ΣL such that FL ◦ ϕL = LegL?. A description in
local coordinates is easy.
Lagrangian submanifolds generating second-order dynamics on Lie algebroids
Now we will give some ideas about how to study the dynamics of second-order mechanical
systems on Lie algebroids as an alternatively characterization of the results given in Chapter
2.
Let E be a Lie algebroid over M with bundle projection denoted by τE : E → M . We
consider local coordinates (xi) where i = 1, . . . ,m and let {eA} be a basis of sections of τE .
Also we will denote by {eA} its dual basis being a basis of τE∗ : E∗ → M . The basis {eA}
and {eA} induces local coordinates (xi, yA) and (xi, pA) on E and E∗ respectively.
Following [111] one can construct the Tulczyjew’s triple on Lie algebroids defining the two
vector bundles isomorphisms, namely AE : T
τE∗E → (TτEE)∗, [E∗ : TτE∗E → (TτE∗E)∗.
Then applying this construction to the case when the Lie algebroid is the E-tangent bundle to
a Lie algebroid, that is, when E is TτEE, one can obtain the Tulczyjew’s triple that we need
to use to obtain the dynamics for second-order systems. Locally, the isomorphism ATτEE is
given by
ATτEE(x
i, yA, pA, p¯A; q
A, q¯A; lA, l¯A) = (x
i, yA, qA, q¯A; lA + C
C
ABpCq
B, l¯A, pA, p¯A) (6.38)
where CCAB are the constant structure of the Lie algebroid E and (x
i, yA, pA, p¯A; q
A, q¯A; lA, l¯A)
are local coordinates on the Lie algebroid Tτ
(1)
E∗ (TτEE) where τ
(1)
E∗ : (T
τEE)∗ → E∗(see [111]).
Consider a Lagrangian function L : E(2) → R where E(2) is the set of admissible elements
and also consider the following submanifold of (Tτ
(1)
E (TτEE))∗,
ΣL,E(2) = {µ ∈ (Tτ
(1)
E (TτEE))∗ | i∗∆µ = dNL}
where ∆ = (ρ1)
−1(TN), i∆ : (ρ1)−1(TN) ⊂ E → Tτ
(1)
E (TτEE), is the canonical inclusion,
ρ1 : T
τEE → TE is the anchor map of the Lie algebroid TτEE over E and N = E(2). Here dN
denotes the differential operator of the Lie algebroid ∆ := (ρ1)
−1(TN) over E(2) (see 3.5.7).
If we take induced coordinates (xi, yA, vA, zA) on TτEE the set of admissible elements
is characterized by the condition yA = vA. Then, the induced coordinates on E(2) are
(xi, yA, zA). Locally, the submanifold ΣL,E(2) is characterized by the equations
µA = ρ
i
A
∂L
∂xi
, (6.39)
µ¯A + µˇA =
∂L
∂yA
, (6.40)
µ˜A =
∂L
∂zA
, (6.41)
where {µA, µ¯A, µˇA, µ˜A} are sections of (Tτ
(1)
E (TτEE))∗.
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Theorem 6.5.10. SL = A
−1
TτEE(ΣL,E(2)) = {x ∈ Tτ
(1)
E∗ (TτEE) | ATτEE(x) ∈ ΣL,E(2)} ⊂
Tτ
(1)
E∗ (TτEE) is a Lagrangian submanifold of Tτ
(1)
E∗ (TτEE).
Using the expression of the Tulczyjew’s isomorphism one can show that equations (6.39),
(6.40) and (6.41) are equivalent to
lA + C
C
ABpCq
B = ρiA
∂L
∂xi
, (6.42)
l¯A + pA =
∂L
∂yA
, (6.43)
p¯A =
∂L
∂zA
, (6.44)
and after some computations one can show that the second-order Euler-Lagrange equations
on Lie algebroids for L : E(2) → R are given by,
ρiAy
A =
dxi
dt
0 =
d2
dt2
∂L
∂zA
+ CCABy
B d
dt
(
∂L
∂zA
)
− d
dt
∂L
∂yA
− CCAByB
(
∂L
∂yA
)
+ ρiA
∂L
∂xi
.
Higher-order geometric Hamilton Jacobi theory and optimal control appli-
cations
In [47] and [48] we have worked in the higher-order geometric formulation of the Hamilton-
Jacobi theory. With the idea to do further developments in this geometric Hamilton-Jacobi
theory we pretend to extend this theory in the Skinner and Rusk formalism to the case of
higher-order mechanical systems with higher-order constraints and study the applications to
optimal control problems of underactuated mechanical systems. Also we want to apply the
results given in [48] to optimal control problems of fully actuated mechanical systems.
Taking into account the developments of Chapter 4 we would like to analyze the possibility
of study nonholonomic optimal control problems adapting the results of [39], [47] and [147]
to this class of optimal control problems. Finally, we want to construct symplectic and
variational integrators to study optimal control problems in the framework of the higher-
order geometric Hamilton-Jacobi theory using and extending the ideas given in [148].
Construction of variational integrators for nonholonomic optimal control
problems
In Chapter 4 we have seen as an optimal control problem of a nonholonomic system can
be seen as a Hamiltonian system on T ∗D. In this sense, one can use standard methods for
symplectic integration as symplectic Runge-Kutta methods, collocation methods, Sto¨rmer-
Verlet, symplectic Euler methods, etc; developed and studied in [106], [107], [108], [159], [160]
for example, to simulate nonholonomic control problems from the Hamiltonian point of view.
Also, we would like to build variational integrators as an alternative way to construct
integration schemes for this kind of optimal control problems following the results given in
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Section 4.2. In this sense, recall that in the continuous case we have considered a Lagranian
function L : D(2) → R. Since the space D(2) is a subset of TD we can discretize the tangent
bundle TD by the cartesian product D × D. Therefore, our discrete variational approach
for optimal control problems of nonholonomic mechanical systems will be determined by the
construction of a discrete Lagrangian Ld : D
(2)
d → R where D(2)d is the subset of D×D locally
determined by imposing the discretization of the constraint q˙i = ρiA(q)y
A, for instance we
can consider
D
(2)
d =
{
(qi0, y
A
0 , q
i
1, y
A
1 ) ∈ D×D
∣∣∣∣qi1 − qi0h = ρiA
(
q0 + q0
2
)(
yA0 + y
A
1
2
)}
.
Now the system is adequate for the application of discrete variational methods for con-
strained systems.
Conclusiones
El cap´ıtulo final de esta memoria consiste en enumerar las contribuciones ma´s relevantes de
este trabajo.
En el Cap´ıtulo 2 nos hemos centrado en estudiar la relacio´n entre los sistemas dina´micos
Hamiltonianos de orden superior y los sistemas dina´micos Lagrangianos de orden superior.
Despue´s de introducir la nocio´n de transformacio´n de Legendre en una subvariedad La-
grangiana en la definicio´n 2.5.5, hemos probado tal equivalencia. Ma´s au´n, hemos dado una
caracterizacio´n alternativa de la dina´mica de orden superior en la subvariedad Lagrangiana
ΣL ⊂ T ∗TT (k−1)Q en te´rminos de las soluciones de las ecuaciones de Euler-Lagrange de orden
superior en el teorema 2.5.6.
En el Cap´ıtulo 3 hemos estudiado la meca´nica de orden superior en el formalismo de Skin-
ner y Rusk para obtener las ecuaciones de Euler-Lagrange de orden superior, Euler-Poincare´
de orden superior y Lagrange-Poincare´ de orden superior. Este formalismo geome´trico nos ha
permitido definir una forma presimple´ctica y una funcio´n Hamiltoniana, y en consecuencia,
una formulacio´n global y u´nica de la dina´mica. Tambie´n, hemos desarrollado una formulacio´n
intr´ınseca para las ecuaciones provenientes de problemas variacionales de orden superior su-
jetos a ligaduras de orden superior. La extensio´n de estas teor´ıas al marco de algebroids de
Lie ha sido tambie´n desarrollada. En particular, estos resultados fueron dados en: Ecua-
ciones 3.7, 3.17, 3.27, 3.28, 3.34, 3.35, 3.77, 3.79; Teoremas 3.2.1, 3.2.3, 3.3.1, 3.3.3, 3.4.1;
Proposicio´n 3.5.5 y Remark 3.2.4.
Tambie´n en la Seccio´n 3.6 hemos estudiado la descripcio´n geome´trica para tratar un
problema de control o´ptimo para sistemas meca´nicos infractuados utilizando la formulacio´n
de Skinner y Rusk desarrollada en las secciones previas de este cap´ıtulo y los resultados
comentados anteriormente. Hemos establecido la formulacio´n geome´trica de un problema
de control o´ptimo para un sistema meca´nico infractuado en el marco de algebroides de Lie.
Este formalismo geome´trico dio´ lugar a una versio´n intr´ınseca de las ecuaciones diferenciales
que dan lugar a las trayectorias que resuelven el problema de control o´ptimo y permiten
detectar propiedades geome´tricas de preservacio´n tales como la preservacio´n de la forma y
seccio´n simple´ctica proveniente de los teoremas de simplecticidad dados en este cap´ıtulo y la
preservacio´n de la funcio´n Hamiltoniana. En particular los resultados obtenidos aqu´ı esta´n
contenidos en: Ecuaciones 3.90 y 3.91, Teorema 3.6.2, Ecuaciones 3.93, 3.94 y 3.95, Ejemplo
3.6.6, Ejemplo 3.6.3 y Ejemplo 3.6.10.
En el Cap´ıtulo 4 hemos estudiado problemas de control o´ptimo para sistemas meca´nicos
con ligaduras noholonomas. En nuestro formalismo tenemos definido impl´ıcitamente un pro-
ceso de reduccio´n, esto es, luego de un proceso geome´trico aplicado a lo largo del cap´ıtulo
251
252 Conclusiones
para describir las ecuaciones que describen las trayectorias optimales de un problema de
control optimo para un sistema meca´nico sujeto a ligaduras noholonomas, podemos reducir
los grados de libertad del sistema Lagrangiano, en cuestio´n, para reducir las variables del
problema y luego reconstruir la solucio´n. Bajo ciertas condiciones de regularidad, encon-
tramos que nuestro formalismo Lagrangiano inicial es equivalente a uno Hamiltoniano para
resolver el problema de control o´ptimo. Adema´s hemos extendido este formalismo a uno ma´s
general en el contexto de un algebroide de Lie arbitrario. Los principales resultados de este
cap´ıtulo esta´n dados en: Ecuaciones 4.3, 4.5 y 4.7; Definicio´n 4.3.4; Remarks 4.2.3 y 4.3.7; y
Proposiciones 4.3.1 y 4.3.6.
El principal objetivo del Cap´ıtulo 5 ha sido la generalizacio´n de la teor´ıa de sistemas
meca´nicos discretos de orden superior e integradores variacionales en dos direcciones prin-
cipales. Primero, hemos establecido y desarrollado principios variacionales para sistemas
meca´nicos de orden dos en grupoides de Lie y hemos visto co´mo aplicar esta teor´ıa a la
construccio´n de integradores variacionales para problemas de control o´ptimo de sistemas
meca´nicos totalmente actuados e infractuados. En segundo lugar, hemos probado que una
subvariedad Lagrangiana de un particular grupoide simple´ctico (el grupoide cotangente) da
lugar a las ecuaciones que describen la dina´mica discreta de orden dos. Tambie´n hemos
estudiado las propiedades de estos sistemas discretos, incluyendo la regularidad de ellos y
reversivilidad desde el punto de vista de la geometr´ıa simple´ctica y de Poisson. Hemos de-
sarrollado una teor´ıa de reduccio´n mediante simetrias de Noether. Alguno de los resultados
obtenidos en este cap´ıtulo pueden verse en: Ecuaciones 5.20, 5.26, 5.36 y 5.37; Lema 5.3.4;
Remark 5.3.3; Teoremas 5.3.2, 5.3.5, 5.3.16, 5.3.19; Proposiciones 5.3.8 y 5.3.9; y Corolario
5.3.17.
El Cap´ıtulo 6 de esta memoria da lugar a la construccio´n de integradores variacionales
para sistemas meca´nicos de orden superior y sus aplicaciones en la teor´ıa de control o´ptimo.
En este cap´ıtulo hemos visto que hay otra posibilidad ma´s general de construir integradores
variacionales para sistemas meca´nicos de orden superior construyendo un Lagrangiano dis-
creto Ld : T
(k−1)Q×T (k−1)Q→ R en lugar de definirlo en k+1 copias de Q, como es habitual,
dado que realmente el ca´lculo variacional discreto no esta basado en la discretizacio´n del La-
grangiano sino en la discretizacio´n de la accio´n asociada al principio variacional. Primero,
hemos probado que un sistema Lagrangiano de orden superior para un Lagrangiano regular
tiene una u´nica solucio´n, para condiciones iniciales dadas suficientemente cercanas, usando
una prueba puramente variacional, sin la necesidad de utilizar la teor´ıa estandar de ecua-
ciones diferenciales ordinarias, para probar la existencia y unicidad de soluciones para el
problema de condiciones de borde. Realizamos un proceso de regularizacio´n que resulta de
reemplazar el principio variacional en cuestio´n por uno que es regular en h = 0. En se-
gundo lugar, definimos el Lagrangiano discreto exacto para sistemas Lagrangianos de orden
superior y relacionamos las transformaciones de Legendre de e´ste con las transformacio´n de
Legendre estandar para sistemas lagrangianos de orden superior. Adema´s, probamos que el
Lagrangiano discreto exacto es regular si y so´lo si el Lagrangiano continuo es regular. Ma´s
au´n, nosotros hemos visto que nuestro formalismo puede ser visto en el marco de la teor´ıa
de Meca´nica Discreta desarrollada por Marsden y West [131] y hemos contruido integradores
variacionales para problemas de control o´ptimo en el formalismo comentado anteriormente.
Los principales resultados de este cap´ıtulo estan dados en Definicio´n 6.2.1, Teoremas 6.3.1,
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6.3.2, 6.3.4 y 6.3.6; y Corolario 6.3.5.
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