This paper considers finite-level M/G/1-type Markov chains. We introduce the fundamental deviation matrix of the infinite-level M/G/1-type Markov chain, which is a solution of the Poisson equation that the deviation matrix satisfies. With the fundamental deviation matrix, we describe a difference formula for the respective stationary distributions of the finite-level chain and its infinite-level limit. From the difference formula, we derive a subgeometric convergence formula for the stationary distribution of the finite-level chain as its maximum level goes to infinity. Using the obtained formula, we show an asymptotic formula for the loss probability in the MAP/G/1/N + 1 queue.
Introduction
This paper considers finite-level M/G/1-type Markov chains, which belong to a special class of upper block-Hessenberg Markov chains. Finite-level M/G/1-type Markov chains appear in the analysis of finite semi-Markovian queues (see, e.g., [4, 5, 8, 12] ). Except for a few special cases [1, 15] , the stationary distribution of the finite-level M/G/1-type Markov chain does not have any simple and analytical expression. Hence, several researchers have derived approximate and/or asymptotic formulae for the stationary distribution of the finite-level M/G/1-type Markov chain and related ones, such as finite-level GI/M/1-type Markov chains and finite-level quasi-birth-anddeath processes (QBDs).
Miyazawa et al. [28] present an asymptotic formula for the stationary probability of the finitelevel QBD being in the maximum level. Using the asymptotic formula, they also investigate an asymptotic behavior of the loss probability of a MAP/MSP/c/K + c queue. J. Kim and B. Kim [16] extend the asymptotic formula in [28] to the finite-level GI/M/1-type Markov chain. Ishizaki and Takine [13] consider a special finite-level M/G/1-type Markov chain with level-decreasing jumps governed by a block matrix of rank one, and show a direct relation of such a chain to its infinitelevel version. Baiocchi [4] derives a geometric asymptotic formula for the loss probability in a MAP/G/1/K queue, through the analysis of a finite-level M/G/1-type Markov chain with lighttailed level increments. Liu and Zhao [20] present power-law asymptotic formulas for the loss probability in an M/G/1/N queue with vacations, where the embedded queue length process is a special finite-level M/G/1-type Markov chain with a single background state.
The main contribution of this paper is to present a subgeometric convergence formula for the stationary distribution of the finite-level M/G/1-type Markov chain in the infinite-level limit; that is, in the limit as the maximum level goes to infinity. Note that the infinite-level limit of a finitelevel M/G/1-type Markov chain is the infinite-level (and thus ordinary) M/G/1-type Markov chain. For simplicity, we may refer to finite-and infinite-level M/G/1-type Markov chains as finite-and infinite-level chains, respectively.
To discuss the convergence of a finite-level chain to the infinite-level limit, we introduce the fundamental deviation matrix H. The matrix H satisfies the Poisson equation of the deviation matrix D (see, i.e., [7] ). With the fundamental deviation matrix H, we show a difference formula for the respective stationary distributions of the finite-level chain and its infinite-level limit. We also provide the block-decomposition results of H and D. Moreover, combining the difference formula with the block-decomposition result of H, we derive a subgeometric convergence formula for the stationary distribution of the finite-level chain in the infinite-level limit, where the equilibrium distribution of level increments is assumed to be subexponential. Finally, using the subgeometric convergence formula, we show an asymptotic formula for the loss probability in the MAP/G/1/N + 1 queue with the subexponential equilibrium service-time distribution.
The rest of this paper consists of five sections. Section 2 describes finite-and infinite-level M/G/1-type Markov chains. Section 3 provides basic results under the second-order moment conditions for the level increments of the infinite-level M/G/1-type Markov chain. Section 4 discusses the difference between the respective stationary distributions of the finite-level chain and its infinite-level limit, through the fundamental deviation matrix H. Section 5 presents the main results of this paper, which are concerned with the convergence of the stationary distribution of the finite-level chain as its maximum level goes to infinity. Section 6 considers the application of the main results to the asymptotic analysis of the loss probability in the MAP/G/1/N + 1 queue.
By definition,
2)
3) 4) where e denotes the column vector of ones with an appropriate dimension. The Markov chain {(X ν , J ν )} is referred to as an infinite-level-M/G/1-type Markov chain or M/G/1-type Markov chain, for short (see [29] ). The subset L k of state space F is referred to as level k. For later use, we define L ≥k and L ≤k , k ∈ Z + , as
We also define A(k) and B(k) as
It thus follows from (2.2) and (2.3) that
It should be noted that P does not always have a stationary distribution. Assumption 2.1 below ensures (see, e.g., [3, Chapter XI, Proposition 3.1]) that {(X ν , J ν )} is ergodic (i.e., irreducible, aperiodic and positive recurrent) and thus has an unique stationary distribution, denoted by π = (π(k, i)) (k,i)∈F . Assumption 2.1 (i) The transition probability matrix P is irreducible and aperiodic; (ii) A is irreducible; (iii) ∞ k=1 kB(k)e < ∞; and (iv) σ := ̟ ∞ k=−1 kA(k)e < 0, where ̟ denotes a unique stationary distribution of A.
To describe the stationary distribution π, we introduce the G-and R-matrices of the infinite-
where T n = inf{ν ∈ N : X ν = n} for n ∈ Z + . Assumption 2.1 (ii) and (iv) ensures that G is a stochastic matrix that is the minimal nonnegative solution of the matrix equation (see [29, Eq. (2.3.3) and Theorem 2.3.1]):
Furthermore, G has a unique closed communicating class [17, Proposition 2.1] and thus a unique stationary distribution, denoted by g.
respectively, where
Note here that R 0 (k) and R(k) have the following probabilistic interpretations:
where T ≤k = inf{ν ∈ N : X ν ≤ k} for k ∈ Z + , and where
We now define π(k), k ∈ Z + , as
We then have 12) which is referred to as Ramaswami's recursion [30] .
Finite-level M/G/1-type Markov chains
For N ∈ N, let P (N ) denote a stochastic matrix such that 13) where A(k) and B(k) are M 1 × M 1 and M 0 × M 1 substochastic matrices such that
14)
It follows from (2.7), (2.8), (2.14) and (2.15) that
and thus (see (2.1) and (2.13)) lim
Clearly, the stochastic matrix P (N ) specifies a Markov chain. We refer to this Markov chain as a finite-level M/G/1-type Markov chain. The finite-level M/G/1-type Markov chain always has at least one stationary distribution. We define
Remark 2.1 If
are the last-column-block-augmented truncations of P (see [23, 24, 26, 27] ).
As mentioned in the introduction, this paper discusses the difference π (N ) −π. For this purpose, we append zeros to π (N ) and P (N ) (keeping their original elements in the original positions) so that they have the same sizes as those of π and P , respectively. Therefore, the differences π (N ) −π and P (N ) − P are well-defined.
3 The second-order moment condition for level increments
In this section, we present some preliminary results under the second-order moment condition for level increments.
Under Assumptions 2.1 and 3.1, we establish a Foster-Lyapunov-type drift condition. With the drift condition, we prove that the stationary distributions π (N ) and π have finite means; that is,
We also discuss the mean first passage time to level zero. The contents of this section are related to the existence of the deviation matrix and also to the convergence of {π (N ) ; N ∈ N} to π, which are discussed in the subsequent sections.
Drift condition
Let α denote α = (I − A + e̟)
where c is an arbitrary real number, and where
The vector α satisfies the following Poisson equation:
where A = ∞ ℓ=−1 A(ℓ) and σ = ̟β A < 0. To proceed further, we assume that c > 0 is sufficiently large so that α > 0. We then define v := (v(k, i)) (k,i) as a column vector such that
We also define f := (f (k, i)) (k,i) as a column vector such that
(3.5)
In addition, for C ⊆ F, let 1 C := (1 C (k, i)) (k,i)∈F denote a column vector such that 
where
Proof. From (3.4), we have
Using this, (2.1) and (2.13), we obtain
Thus, it suffices to show that there exists some b ∈ (0, ∞) such that
Recall here that α is a solution of Poisson equation (3.3) ; that is, α satisfies
Substituting this into (3.9), and using (3.4) and (3.5), we obtain
It follows from (3.7) and (3.10) that
It also follows from (3.4) and Assumption 3.1 that (ii) If (3.11) holds, then
Proof. To prove this theorem, we show that Assumption 3.1 implies (3.11) and (3.12), and also show that (3.11) implies Assumption 3.1.
We first assume that Assumption 3.1 holds. It then follows from Lemma 3.1 that (3.6) holds for some b ∈ (0, ∞). Premultiplying (3.6) by π (N ) , and using
, we obtain
This inequality together with (3.5) implies that
Therefore, (3.12) holds. Similarly, we can prove that (3.11) hold.
Next, we assume that (3.11) holds. It then follows from (2.12) that
which is finite. Thus, ∞ k=1 kR 0 (k)e and ∞ k=1 kR(k)e are finite. It also follows from (2.9) and
Therefore, ∞ m=1 m 2 B(m)e is finite. Similarly, using (2.10), we can prove that
is finite. As a result, Assumption 3.1 holds.
The first passage time to level zero
Let u(k) := (u(k, i)) i∈M k∧1 , k ∈ Z + , denote a column vector such that u(k, i) = E (k,i) [T 0 ] ≥ 1, (k, i) ∈ F. (3.13)
Lemma 3.2 If Assumption 2.1 holds, then
By definition, 
It also follows from (2.4), (3.18) and (3.19) that
Applying (3.21) to (3.17) and to (3.20) post-multiplied by e, we have
Substituting (3.23) into (3.16), and using G(1)e = Ge = e and G 0 (1)e = e, we obtain
where the second equality holds due to (3.22) and ∞ m=0 B(m)e = e. We note that (3.15) together with (3.24) yields (3.14). Thus, to complete the proof, it suffices to show that (3.15) holds. From (3.22) and G(1)e = Ge = e, we have
We also have (see [29, Eqs. 3.1.3 and 3.
Combining these two equations yields
which shows that (3.15) holds.
Theorem 3.2 Suppose that Assumption 2.1 is satisfied. Assumption 3.1 holds if and only if
Proof. From (3.13), we have u(k) ≥ e for k ∈ Z + . From (3.15), we also have
which shows that (3.25) is equivalent to (3.11). Consequently, Theorem 3.1 ensures that Theorem 3.2 holds.
A difference formula and the fundamental deviation matrix
This section presents a difference formula for π (N ) and π through the fundamental deviation matrix H, introduced in this section. The fundamental deviation matrix is a solution of the Poisson equation satisfied by the deviation matrix D (see, e.g., [7] ). Using the M/G/1-type structure of P , we obtain a block-decomposition result of H and, as its by-product, that of D. The result of H, as well as the difference formula for π (N ) and π, is used to derive an asymptotic formula for π (N ) − π in the next section.
A difference formula via the fundamental deviation matrix
We begin with the following proposition. [22] ):
We then have
Proof. It is implied in [18] and [19] that this proposition holds. However, for completeness, we provide the proof: Using (4.1) and
which shows that (4.2) holds.
Fix (k * , i * ) ∈ F arbitrarily, and let H := (H(k, i; ℓ, j)) (k,i;ℓ,j)∈F 2 denote a matrix such that
where 
We now define D as the deviation matrix of the infinite-level M/G/1-type Markov chain {(X ν , J ν )}; that is, 
Thus, we have another difference formula: 
Moreover, for all j ∈ M 0 and (k, i) ∈ F,
where E[T (0,j) | X 0 = 0, J 0 = j] < ∞ due to the ergodicity of {(X ν , J ν )}. Thus, (4.8) holds if and only if
where the equality is due to (3.13). As a result, 
Block decomposition of the fundamental deviation matrix
We first partition P in (2.1) as follows:
10)
We then define F + := (F + (k, i; ℓ, j)) (k,i;ℓ,j)∈(L ≥1 ) 2 as the fundamental matrix of P + , i.e.,
Note that
where {(X ν , J ν )} is the infinite-level chain. From (4.9), (4.11) and πP = π, we have
This equation together with (4.10) yields
The block matrices F + (k; ℓ)'s of F + satisfy the following recursive formula. 
We note that Φ(0) in (2.11) is a substochastic matrix that contains the transition probabilities of an absorbing Markov chain obtained by observing the infinite-level Markov chain {(X ν , J ν )} only when it is in L 1 and until it reaches L 0 . It thus follows from (4.12) that
From this equation and (4.14), we have
To describe the block-decomposition result of H, we introduce a stochastic matrix associated with F + . Let P 0 denote P 0 = B(0) + P 0+ F + P +0 .
The matrix P 0 can be interpreted as the transition probability matrix of a censored Markov chain obtained by observing the Markov chain {(X ν , J ν )} only when it is in L 0 (see [32, Theorem 2] ). Therefore, the probability vector
is a unique stationary distribution of P 0 , and
Using Proposition 4.3, we obtain the following theorem.
Theorem 4.1 Suppose that Assumption 2.1 holds. Let H(k; ℓ), k, ℓ ∈ Z + , denote the block matrix (H(k, i; ℓ, j)) (i,j)∈M k∧1 ×M ℓ∧1 of the fundamental deviation matrix H. We then have
17) 18) and, for k ∈ N, 
It follows from (4.12) and (4.20) that
(4.21)
It also follows from [9, Theorem 2.5] that 
Proof. From (4.14), we have
It follows from (3.15), (4.19) and (4.25) that, for ℓ ∈ Z + , 26) which implies that
It also follows from (3.13) and (3.15) that 
31)
and, for k ∈ N, 
Therefore, (4.18) and (4.31) imply that H(0; ℓ) and Z(0; ℓ), ℓ ∈ N, are solutions of the Poisson equation:
The above argument together with [11, Proposition 1.1] shows that for each ℓ ∈ Z + there exists some 1 × M ℓ∧1 vector ζ(ℓ) such that
Substituting (4.37) into (4.19) yields
Note that G k−1 (I − Φ(0)) −1 B(−1)e = e for k ∈ N. Thus, from (4.38) and (4.32), we have
Combining (4.37) and (4.39) yields
where ζ = (ζ(0), ζ(1), ζ(2), . . . ). Furthermore, it follows from (4.24) and [11, Proposition 1.1] that there exists some row vector η := (η(k, i)) (k,i)∈F such that
where the second equality holds due to (4.40). From (4.34) and (4.41), we have ζ + η = −πZ. Substituting this result into (4.41) yields (4.33).
Subgeometric convergence of finite-level chains
This section discusses the infinite-level limit of the finite-level chain. We first prove lim N →∞ π (N ) = π under the condition ∞ k=1 kπ(k)e < ∞; that is, Assumption 3.1 (see Theorem 3.1). We then derive a subgeometric convergence formula for π (N ) −π under Assumption 5.1 (introduced below) together with Assumption 3.1.
Basic results on convergence
where α is given in (3.1).
Lemma 5.1 If Assumption 2.1 holds, then there exist some
Proof. Following the derivation of (3.10), we obtain, for k ∈ Z ≥2 , 
which implies that, for some b ′ ∈ (0, ∞) and
As a result, (5.2) holds.
Using Lemma 5.1, we prove the following theorem. 
where v ′ is given in (5.1), and where C > 0 is some constant independent of w. Note (see [27, Eq. (2.26) 
Using this and (5.3), we obtain sup 0≤w≤e πw>0
We now fix
It then follows from (5.4) that
Therefore, to prove the present theorem, it suffices to show that
Recall that (3.12) holds under Assumption 3.1 (see Theorem 3.1). It also follows from (5.2) that
From this inequality, (3.12) and (5.1), we obtain
Therefore, using lim N →∞ |P (N ) −P | = O (due to (2.16)) and the dominated convergence theorem,
we have (5.5). 
It then follows from Theorem 5.1 that the present corollary holds.
Subgeometric convergence formula
We introduce two classes of discrete long-tailed distributions.
The set of long-tailed distributions is denoted by L.
where F * 2 is the two-fold convolution of F ; that is,
The set of subexponential distributions is denoted by S. To proceed further, we assume the following.
Assumption 5.1 There exists some F ∈ S such that
where either c A = 0 or c B = 0; and
Under Assumption 5.1, we have an subexponential asymptotic formula for the stationary distribution π of the infinite-level M/G/1-type Markov chain. 
Using Proposition 5.1 and some technical lemmas (presented in Appendix A), we prove the following theorem. Proof. See Appendix A.
Remark 5.2
The asymptotic formula (5.9) does not necessarily require that P is aperiodic. Indeed, when P is periodic, we consider Q := (I + P )/2 instead of P . Clearly, Q is an ergodic (thus aperiodic) M/G/1-type stochastic matrix that has the same stationary distribution π as P . The arguments leading to the formula (5.9) are basically valid for Q and its finite-level version (i.e., Q (N ) := (I + P (N ) )/2) though minor and appropriate modifications are made. In addition, 6 Application to the loss probability in the MAP/G/1 queue
We first describe the Markovian arrival process (MAP) [21] . Let {J(t); t ≥ 0} denote the background Markov chain of the MAP, which is defined on the state space M := {1, 2, . . . , M}.
Let {U(t); t ≥ 0} denote the counting process of the MAP; that is, U(t) is the total number of arrivals in time interval (0, t], where U(0) = 0 is assumed. The bivariate stochastic process {(U(t), J(t)); t ≥ 0} is a continuous-time Markov chain on state space Z + × M with the infinitesimal generator given by 
where Λ 1 is an M × M nonnegative matrix, and where Λ 0 is an M × M matrix with negative diagonal elements and nonnegative off-diagonal ones. We denote by MAP (Λ 0 , Λ 1 ) the MAP characterized in (6.1). By definition, Λ := Λ 0 +Λ 1 is the infinitesimal generator of the background Markov chain {j(t)}. For analytical convenience, we assume that Λ is irreducible, and then define ̟ > 0 as the unique stationary probability vector of Λ. We also define λ as the mean arrival rate, i.e.,
To exclude trivial cases, we assume λ > 0 and thus Λ 1 = O.
Next we describe the MAP/G/1/N + 1 queue. The system has a single server and a buffer of capacity N, and thus the system capacity is equal to N + 1. Customers arrive at the system according to MAP (Λ 0 , Λ 1 ). Arriving customers are allowed to join the system until the queue length reaches the system capacity N + 1. Accepted customers are served on a first-come-firstserved basis, and their service times are independent of MAP (Λ 0 , Λ 1 ), and are independent and identically distributed (i.i.d.) according to a general distribution function β on R + with mean β 1 ∈ (0, ∞). Thus, ρ := λβ 1 , which is the traffic intensity.
In what follows, we discuss the loss probability, denoted by P (N ) loss , in the MAP/G/ 1/N + 1 queue, described above. Let X (N ) (t), t ∈ R + , denote the queue length at time t. Let
It then follows that
To express P
loss more specifically, we introduce the embedded queue length process in the MAP/G/1/N + 1 queue. Let X (N ) ν = X (N ) (t ν +) and J ν = J(t ν +) for ν ∈ Z + , where t ν is the ν-th service completion time. It is known that {(X (N ) ν , J ν ); ν ∈ Z + } is a Markov chain with the following transition probability matrix:
and where
is irreducible and 
We now assume the following.
Condition 1
It follows from (6.4) and (6.9) that ∞ k=1 kB(k)e is finite. Therefore, Condition 1 ensures that the stochastic matrix
satisfies Assumption 2.1 except aperiodicity, and P in (6.10) thus has a unique stationary distribution (see, e.g., [3, Chapter XI, Proposition 3.1]), denoted by π : 
In addition, (i) S e is subexponential; and (ii)
√ S e is long-tailed.
From (6.11) and Theorem 5.2, we obtain an asymptotic formula for P
loss . 12) where
Theorem 6.1 Consider the MAP/G/1/N + 1 queue, and suppose that Conditions 1 and 2 hold. If
Proof. It follows from (6.11) and E[S e ] < ∞ that 
Furthermore, applying the Markov renewal theory (see, e.g., [6, Chapter 10, Theorem 4.3] , and see also [21] ) to the queue length process in the MAP/G/1 queue (with infinite capacity), we have
(6.14)
Combining (6.13) and (6.14), and using ρ = λβ 1 and (6.11), we obtain
which shows that (6.12) holds.
A Proof of Theorem 5.2
We begin with the following lemma.
Proof. It follows from (2.1) and (2.13) that
Using this equation and (4.4), we have
From (2.5) and (2.6), we also have
Substituting these equations into (A.
Next, we discuss the term H(N; k) − H(n; k) in (A.4). Combining (4.19) and (4.25), we obtain, for n ∈ Z ≥N +1 and k ∈ Z [0,N ] ,
Using (3.15), we rewrite the third term of (A.5) as
Moreover, from (3.15) and [29, Theorem 3.1.1], we have
Thus, (A.6) leads to
Substituting (A.7) into (A.5), and using (A.2), we obtain, for n ∈ Z ≥N +1 and k ∈ Z [0,N ] ,
To obtain (A.1), we arrange third and fourth terms of (A.9). From (2.5) and (5.8), we have, for
Similarly, we have In what follows, we present the asymptotic results of the terms on the right hand side of (A.1). 
Proof. It follows from Corollary 5.1 that for any ε ∈ (0, 1) there exists some N 0 ∈ N such that, for all N ≥ N 0 ,
Thus, for all ε ∈ (0, 1) and
It follows from (5.8) that 
Combining (A.13), (A.14) and (A.16), and letting ε → 0, we obtain (A.12). 
