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EXTENDED WEIGHT SEMIGROUPS
OF AFFINE SPHERICAL HOMOGENEOUS SPACES
OF NON-SIMPLE SEMISIMPLE ALGEBRAIC GROUPS
ROMAN AVDEEV
Abstract. The extended weight semigroup of a homogeneous spaceG/H of a connected
semisimple algebraic group G characterizes the spectra of the representations of G on
the spaces of regular sections of homogeneous linear bundles over G/H , including the
space of regular functions on G/H . We compute the extended weight semigroups for
all strictly irreducible affine spherical homogeneous spaces G/H , where G is a simply
connected non-simple semisimple complex algebraic group and H a connected closed
subgroup of it. In all the cases we also find the highest weight functions corresponding
to the indecomposable elements of this semigroup. Among other things, our results
complete the computation of the weight semigroups for all strictly irreducible simply
connected affine spherical homogeneous spaces of semisimple complex algebraic groups.
1. Introduction
1.1. Let G be a connected reductive algebraic group over C and H a closed subgroup
of it. We consider the homogeneous space G/H and the algebra C[G/H ] = C[G]H of
regular functions on it. This algebra has the structure of a rational G-module with
respect to the action of G by left multiplication and decomposes into a direct sum of
finite-dimensional irreducible G-modules. A problem of interest is to find all λ for which
this decomposition contains the irreducible G-module Vλ with highest weight λ and to
determine the multiplicity mλ of Vλ. Those dominant weights λ of G satisfying mλ > 1
form a semigroup called the weight semigroup of the homogeneous space G/H . We denote
this semigroup by Γ(G/H).
The subgroup H (resp. the homogeneous space G/H , the pair (G,H)) is said to be
spherical if a Borel subgroup B ⊂ G has an open orbit in G/H . The results of the
paper [1], which are discussed in § 1.3 below, yield that for spherical homogeneous spaces
the G-module C[G/H ] is multiplicity free. (The converse is also true if G/H is quasi-
affine.) By definition, this means that mλ 6 1 for every λ. For semisimple G, the
classification of affine spherical homogeneous spaces (that is, with reductive H) up to
local isomorphism was obtained in [2]–[4]. Namely, all pairs (G,H) with G a simply
connected simple algebraic group and H a connected reductive spherical subgroup of
it are found in [2] along with a description of the corresponding weight semigroup for
every such pair. Up to local isomorphism, all affine spherical homogeneous spaces of
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non-simple semisimple algebraic groups are classified in [3], [4] (see also [5] for a more
accurate formulation). Every such space can be obtained by a certain procedure starting
from strictly irreducible spherical homogeneous spaces. (Their definition will be given
in § 1.4.) Up to local isomorphism, these can be of the following three types:
1) spherical spaces G/H , where G is simple (classified in [2]);
2) spaces G/H , where G = H ×H , the subgroup H is embedded in G diagonally, H is
simple;
3) spaces G/H corresponding to the pairs (G,H) in Table 1 below (classified in [3], [4]).
The weight semigroups of all spaces of type 1) are computed in [2]. For spaces of
type 2), the semigroups Γ(G/H) are well known, see § 1.4. The weight semigroups for all
spaces of type 3) are computed in the present paper.
More precisely, for each spherical homogeneous space in Table 1 we compute its ex-
tended weight semigroup (to be precisely defined in § 1.2) and the weight functions
corresponding to the indecomposable elements of this semigroup. In particular, using
these results one can easily compute the weight semigroups for the spaces in Table 1.
Yu.V. Dzyadyk reported to E.B. Vinberg that he had computed the extended weight
semigroups of all the homogeneous spaces appearing in Table 1 in 1985. He used another
method going back to his papers [6], [7] (see also [8]) dealing with the case of symmetric
spaces. This method does not require explicit computation of weight functions. Unfortu-
nately, the results of Dzyadyk have not been published hitherto.
1.2. Throughout this paper the base field is the field C of complex numbers, all topological
terms relate to the Zariski topology, all groups are supposed to be algebraic and their
subgroups closed. For any group L let X(L) denote the group of its characters in additive
notation.
In what follows, we keep the notation G for a connected semisimple algebraic group.
We suppose that a Borel subgroup B ⊂ G and a maximal torus T ⊂ B are fixed. The
maximal unipotent subgroup of G contained in B is denoted by U . We identify the group
X(B) with X(T ) by restricting the characters from B to T . The set of dominant weights
of B is denoted by X+(B).
The actions of G on itself by left multiplication ((g, x) 7→ gx) and right multiplication
((g, x) 7→ xg−1) induce its representations on the space C[G] of all regular functions on
G given by (gf)(x) = f(g−1x) and (gf)(x) = f(xg), respectively. For short, we call them
the left action and the right action respectively. For any subgroup L ⊂ G, we write LC[G]
(resp. C[G]L) for the algebra of functions in C[G] that are invariant under the left (resp.
right) action of L.
We now introduce the notion of the extended weight semigroup of a homogeneous space
G/H .
Let H ⊂ G be an arbitrary subgroup. For every character χ ∈ X(H) we denote by Vχ
the subspace of C[G] consisting of weight functions of weight χ with respect to the right
action of H , that is,
Vχ =
{
f ∈ C[G] : f(gh) = χ(h)f(g) ∀ g ∈ G, ∀h ∈ H}.
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Let H0 ⊂ G be the intersection of the kernels of all characters in X(H): H0 =
⋂
χ∈X(H)
Kerχ.
Then
⊕
χ∈X(H)
Vχ = C[G]
H0 . Since the left and right actions of G on C[G] commute, the
subspace Vχ is invariant under the left action of G for any χ ∈ X(H).
We note that the quotient group H/H0 is commutative (that is, H/H0 is a quasi-torus)
and the natural embedding X(H/H0) →֒ X(H) is an isomorphism.
Suppose that for each subspace Vχ its decomposition into a direct sum of irreducible
G-modules is fixed. Then the highest weight vectors of all these G-modules taken over all
χ form a basis of the algebra (considered as a vector space over C)
A = A(G/H) := U(C[G]H0) = UC[G]H0 .
Suppose f ∈ A \ {0}, λ ∈ X+(T ), and χ ∈ X(H). We say that f is a weight function
with respect to B×H (or simply a weight function) of weight (λ, χ) (in the case X(H) = 0
we simply write λ instead of (λ, 0)), if f is the highest weight vector of an irreducible
G-module N ⊂ Vχ with highest weight λ. We denote by Aλ,χ the subspace of A consisting
of zero and all weight functions of weight (λ, χ). If f1 ∈ Aλ1,χ1 and f2 ∈ Aλ2,χ2, then
f1f2 ∈ Aλ1+λ2,χ1+χ2. Thus the set of pairs (λ, χ) with λ ∈ X+(B), χ ∈ X(H), and
Aλ,χ 6= 0 is a semigroup. We call this semigroup the extended weight semigroup (the term
is suggested by Vinberg) of the homogeneous space G/H and denote it by Γ̂(G/H).
Remark 1. We have Γ(G/H) = {(λ, χ) ∈ Γ̂(G/H) : χ = 0} ⊂ Γ̂(G/H). Clearly, X(H) = 0
implies that Γ(G/H) = Γ̂(G/H).
Remark 2. The map π : Γ̂(G/H) → Γ(G/H0), (λ, χ) 7→ λ, is surjective, and π−1(0) =
{(0, 0)}.
Remark 3. There is another interpretation of the semigroup Γ̂(G/H) in the case when
H is connected. Namely, consider the group Ĝ = G × (H/H0) and its subgroup Ĥ ≃ H
embedded in Ĝ via h 7→ (h, hH0). The algebra C[G]H0 is a Ĝ-module with respect to the
left action of G and the right action of H/H0. Consider the algebra C[Ĝ]
Ĥ as a Ĝ-module
with respect to the left action of Ĝ. The map ψ : C[Ĝ]Ĥ → C[G]H0 , (ψf)(g) = f(g, eH0),
is an isomorphism of Ĝ-modules. (The inverse map F 7→ F̂ is given by F̂ (g, hH0) =
F (gh−1).) Therefore there is a semigroup isomorphism Γ̂(G/H) ≃ Γ(Ĝ/Ĥ).
1.3. Now suppose that H ⊂ G is a spherical subgroup. According to Theorem 1 of [1],
this implies that the representation of G on Vχ is multiplicity free for each χ ∈ X(H).
Hence, any pair (λ, χ) ∈ Γ̂(G/H) determines a unique, up to multiplication by a non-zero
constant, weight function f ∈ Aλ,χ; that is, dimAλ,χ = 1.
Let us prove the following fact. (Cf. [9], Proposition 2.)
Theorem 1. Suppose G is simply connected and H ⊂ G is a connected spherical subgroup.
Then the algebra A is factorial and the semigroup Γ̂(G/H) is free.
To prove Theorem 1, we need the following
Theorem 2 ([10], Theorem 3.17). Suppose a regular action of an algebraic group L on an
affine variety X is given. If the algebra C[X ] is factorial and L is connected and has no
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non-trivial characters, then the algebra C[X ]L is also factorial. Moreover, for any element
f ∈ C[X ]L all its divisors in C[X ] are contained in C[X ]L.
Proof of Theorem 1. Since G is simply connected, the algebra C[G] is factorial (see [11],
Corollary from Proposition 1). Let H = Hu ⋋ R be a Levi decomposition of H , where
Hu (resp. R) is the unipotent radical (resp. a maximal reductive subgroup) of H . Then
H0 = Hu ⋋ [R,R] where [R,R] is the derived subgroup of R. Since H is connected,
it follows that R is also connected, whence the group [R,R] is either connected and
semisimple or trivial. Therefore H0 is connected and has no non-trivial characters, so
the group U × H0 also possesses these properties. Hence one can apply Theorem 2 to
the action of U × H0 on G, where U and H0 act on G by left and right multiplication,
respectively. Thus the algebra A is factorial. Let {µi} be the set of all indecomposable
elements of Γ̂(G/H). As mentioned above, the sphericity of H implies that for every
element µi there is a unique, up to multiplication by a non-zero constant, weight function
fi ∈ A of weight µi. Moreover, fi is an irreducible element of A. Assume that there is a
non-trivial relation
∑
i kiµi =
∑
j ljµj for some integers ki, lj > 0. It implies the relation
c
∏
i f
ki
i =
∏
j f
lj
j for some c ∈ C×, which contradicts the factoriality of A. 
1.4. A direct product of spherical homogeneous spaces
(G1/H1)× (G2/H2) = (G1 ×G2)/(H1 ×H2)
is again a spherical homogeneous space. Spaces of this kind, as well as spaces locally
isomorphic to them are called reducible, all others are said to be irreducible. A spherical
space G/H is said to be strictly irreducible if the spherical space G/N(H)0 is irreducible,
see [12], 1.3.6. (Here N(H)0 is the connected component of the identity of the normalizer
of H in G.)
We now formulate the main results of this paper. First, we compute the semigroups
Γ̂(G/H) for all strictly irreducible spherical pairs (G,H), where G is a simply connected
non-simple semisimple algebraic group,H its connected reductive subgroup. All such pairs
except for symmetric pairs, which are to be discussed later, are listed in Table 1. The
indecomposable elements of the corresponding extended weight semigroups are indicated
in the column ‘Γ̂(G/H)’ of Table 1. Second, for each space G/H in Table 1 we find the
weight functions in A that correspond to the indecomposable elements of Γ̂(G/H). These
functions freely generate the algebra A.
Having known the semigroups Γ̂(G/H) for the spaces in Table 1 and taking into account
Remark 1, one can obtain a description of the semigroups Γ(G/H) for these spaces.
In particular, Γ̂(G/H) = Γ(G/H) for spaces 2, 4–8 in Table 1.
Every simply connected strictly irreducible spherical homogeneous space of a non-simple
semisimple algebraic group G that is symmetric is isomorphic to one of the spaces of the
form X(H) = (H ×H)/H (the subgroup H is embedded diagonally), where H is simple
and simply connected. For spherical homogeneous spaces of this kind, the structure of the
semigroup Γ̂(X(H)) = Γ(X(H)) is well known and follows, for instance, from Theorem 5
(see § 2.1 below) with L = K = H . Namely, this semigroup is freely generated by the
elements πi+ϕ
∗
i , i = 1, . . . , rkH , where πi and ϕi are the fundamental weights of the first
and second factors of H ×H , respectively. The asterisk denotes the highest weight of the
dual representation.
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Table 1.
No. G ⊃ H Embedding
diagram
rk Γ̂(G/H) Γ̂(G/H) Note
1 SLn× SLn+1 ⊃ SLn×C×
❜
r
✁
❜
r
2n
(ϕ1, nχ0),
(pin−1+ϕ2, (n−1)χ0),
. . . , (pi1+ϕn, χ0),
(pin−1+ϕ1,−χ0), . . . ,
(pi1+ϕn−1,−(n−1)χ0),
(ϕn,−nχ0)
n > 2
2 Spinn×Spinn+1 ⊃ Spinn
❜
❆
r
✁
❜
n
ϕ1+ϕ2, pi1+ϕ1, pi1+ϕ2
for n = 3
ϕ1, pi1+ϕ1, pi1+ϕ2,
pi2+ϕ2, . . . , pik−2+ϕk−1,
pik−1+pik+ϕk−1,
pik−1+ϕk, pik+ϕk
for n = 2k
ϕ1, pi1+ϕ1, pi1+ϕ2,
pi2+ϕ2, . . . , pik−1+ϕk−1,
pik−1+ϕk+ϕk+1,
pik+ϕk, pik+ϕk+1
for n = 2k + 1>5
n > 3
3
SLn×Sp2m
⊃ C×· SLn−2× SL2×Sp2m−2 r✁ r
❜
❆
r
✁
❜
❆
r
6∗
(pin−2, 2χ0),
(ϕ2, 0) (m>2),
(pin−1+ϕ1, χ0),
(pi1+pin−1, 0) (n>4),
(pi1+ϕ1,−χ0),
(pi2,−2χ0)
n > 3
m > 1
4
SLn×Sp2m
⊃ SLn−2×SL2× Sp2m−2 r✁
❜
❆
r
✁
❜
❆
r
6∗
pin−2, ϕ2 (m>2),
pin−1+ϕ1, pi1+pin−1,
pi1+ϕ1, pi2
n > 5
m > 1
5
Sp2n× Sp2m
⊃ Sp2n−2×Sp2× Sp2m−2 r✁
❜
❆
r
✁
❜
❆
r
3∗
pi2 (n>2), ϕ2 (m>2),
pi1+ϕ1
n > 1
m > 1
6 Sp2n×Sp4 ⊃ Sp2n−4×Sp4
❜
r
❆
❜
r
6∗
pi1+ϕ1, pi2+ϕ2,
pi3+ϕ1, pi4 (n>4),
pi2, pi1+pi3+ϕ2
n > 3
7
Sp2n×Sp2m×Sp2l
⊃Sp2n−2×Sp2m−2× Sp2l−2×Sp2
r
❜
✁
r
❜
r
❆
❜
r
6∗
pi2 (n>2), ϕ2 (m>2),
ψ2 (l>2), pi1+ϕ1,
ϕ1+ψ1, pi1+ψ1
n > 1
m > 1
l > 1
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Sp2n× Sp4×Sp2m
⊃ Sp2n−2× Sp2×Sp2×Sp2m−2 r✁
❜
❆
r
✁
❜
❆
r
✁
❜
❆
r
6∗
ϕ2, pi1+ϕ1, ϕ1+ψ1,
pi2 (n>2), ψ2 (m>2),
pi1+ϕ2+ψ1
n > 1
m > 1
For computation of the extended weight semigroups, two different approaches are used
in this paper. The first one is applied to spaces 1 and 2 in Table 1, and the second to all
the others.
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The paper is organized as follows. In § 2 we formulate and prove all the statements
needed for our approaches for computation of the extended weight semigroups. In § 3 we
compute the semigroups Γ̂(G/H) for each of the homogeneous spaces G/H appearing in
Table 1. We also find the weight functions in A corresponding to the indecomposable
elements of the respective semigroups Γ̂(G/H).
Let us explain the notation used in Table 1. The first two columns of this table are
taken from Table 2 in [12] but are represented in a form which is more convenient for our
purpose. The dot between the first and the second factor of H in row 3 denotes their
almost direct product, that is, these two factors have a non-trivial (but finite) intersection.
The embedding diagram describes the embedding ofH in G and ought to be interpreted
as follows. The white nodes correspond to the factors of the group G and the black ones
to those of H . The order of nodes is the same as that of the corresponding factors, except
for no. 7 where the upper black node corresponds to the last factor of H . The factor of H
corresponding to a black node v is diagonally embedded in the product of the factors of G
that correspond to the white nodes joined with v.
The column ‘rk Γ̂(G/H)’ shows the rank of the semigroup Γ̂(G/H), that is, the number
of indecomposable elements of Γ̂(G/H). In this column, an asterisk stands for the cases
when, for several small values of the parameters n, m, l, the rank of the extended weight
semigroup of the corresponding homogeneous space is less than the value indicated in the
table. The exact value of the rank for given values of the parameters can be determined
using the information in the column ‘Γ̂(G/H)’.
The column ‘Γ̂(G/H)’ contains a list of all indecomposable elements (λ, χ) of the semi-
group Γ̂(G/H). (If X(H) = 0, then we write simply λ instead of (λ, 0).) These elements
freely generate it. If (G,H) is a pair in Table 1 with X(H) 6= 0, then H/H0 is a one-
dimensional torus. Each character χ ∈ X(H) is identified with some character of this torus
and, therefore, the characters of H are written in the column ‘Γ̂(G/H)’ as multiples of
the character χ0, where χ0 is a fixed basis character of H/H0. In each case, an explicit ex-
pression for χ0 can be found in § 3. Whenever an element (λ, χ) is followed by parenthesis
containing an inequality for one of the parameters n, m, l, the weight (λ, χ) is contained in
the set of indecomposable elements of Γ̂(G/H) if and only if the corresponding parameter
satisfies that inequality.
Some notation and conventions
If the group G (resp. H0) is a product of several factors, then the i-th factor is denoted
by Gi (resp. Hi). We write Bi, Ui, and Ti respectively for the Borel subgroup, the maximal
unipotent subgroup, and the maximal torus of Gi such that B =
∏
Bi, U =
∏
Ui, and
T =
∏
Ti. By πi, ϕi, and ψi we denote the i-th fundamental weight of the first, the
second, and the third factor of G, respectively.
Our numeration of fundamental weights of simply connected simple algebraic groups is
the same as in the book [13].
For every semisimple group L, we denote by Vλ(L) the irreducible L-module with highest
weight λ. The weight dual to the weight λ is denoted by λ∗.
The identity element of any group is denoted by e.
By C× we denote the multiplicative group of the field C.
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If P is a matrix, then the equation P = (pij) means that pij is the element in the i-th
row and the j-th column of P .
Given elements a1, . . . , an of a group, we write S〈a1, . . . . . . , an〉 (resp. 〈a1, . . . , an〉) for
the subsemigroup with identity (resp. the subgroup) generated by a1, . . . , an.
We denote by En the identity matrix of order n and by Fn the matrix of order n with
ones on the antidiagonal and zeros elsewhere.
The basis e1, . . . , en of the space of the tautological linear representation of the group
Sp2m is supposed to be chosen in such a way that the matrix of the invariant non-
degenerate skew-symmetric bilinear form ω2m is
Ω2m =
(
0 Fm
−Fm 0
)
.
With this choice of the basis, the Borel subgroup and the maximal unipotent subgroup
of Sp2m are represented by upper-triangular matrices.
2. Auxiliary results
2.1. Theorems 3–5 are used to compute the extended weight semigroups of spaces 1 and 2
in Table 1. Theorems 3, 4 describe known branching rules for the groups SLn+1, Spinn+1,
respectively (see original papers [14], [15] or a modern exposition in [16]) stated in a form
which is convenient for our purpose.
Theorem 3 (branching rule for the group SLn+1). Suppose λ = c1π1 + · · · · · · + cnπn
is a dominant weight of SLn+1, where ci > 0. Then the restriction of the irreducible
representation of SLn+1 with highest weight λ to the subgroup SLn ⊂ SLn+1 has the form⊕
µ∈M(λ)
Vµ(SLn), where the set M(λ) consists of dominant weights µ of SLn (possibly with
multiplicities) that can be obtained from λ by simultaneously replacing all summand of
the form ciπi by aiπi−1 + biπi, where ai, bi > 0 and ai + bi = ci. At that, we put π0 = 0
and πn
∣∣
SLn
= 0.
Before we formulate the next theorem, let us note that every dominant weight λ of the
group Spin2k+2 is uniquely expressible in the form λ = c1π1 + · · · · · ·+ ck+1πk+1 + d(πk +
πk+1), where ci, d > 0 and at least one of the numbers ck, ck+1 is zero.
Theorem 4 (branching rules for the group Spinn+1). a) Suppose λ= c1π1+ · · · · · ·+ ckπk
is a dominant weight of Spin2k+1, k > 2, where ci > 0. Then the restriction of the
irreducible representation of Spin2k+1 with highest weight λ to the subgroup Spin2k has
the form
⊕
µ∈M(λ)
Vµ(Spin2k), where the set M(λ) consists of dominant weights µ of Spin2k
that can be obtained from λ by simultaneously replacing all summands of the form ciπi
(for i 6= k− 1) by aiπi−1+ biπi and the summand ck−1πk−1 by ak−1πk−2+ bk−1(πk−1+ πk),
where ai, bi > 0 and ai + bi = ci. At that, we put π0 = 0.
b) Suppose λ = c1π1 + · · ·+ ck+1πk+1 + d(πk + πk+1) is a dominant weight of Spin2k+2,
k > 1, where ci, d > 0 and at least one of the numbers ck, ck+1 is zero. Then the restriction
of the irreducible representation of Spin2k+2 with highest weight λ to the subgroup Spin2k+1
has the form
⊕
µ∈M(λ)
Vµ(Spin2k+1), where the set M(λ) consists of dominant weights µ of
Spin2k+1 that can be obtained from λ by simultaneously replacing all summands of the
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form ciπi (for i < k) by aiπi−1 + biπi, where ai, bi > 0 and ai + bi = ci, all summands of
the form ciπi (for i = k, k + 1) by ciπk, and the summand d(πk + πk+1) by aπk−1 + 2bπk,
where a, b > 0 and a + b = d. At that, we put π0 = 0.
Theorem 5. Suppose L, K are connected semisimple algebraic groups and L ⊂ K. Let
mλ,µ be the multiplicity with which the irreducible representation of L with highest weight µ
occurs in the irreducible representation of K with highest weight λ. Consider the group
G = L×K and its subgroup H ≃ L embedded in G diagonally. Then there is an isomor-
phism of G-modules C[G]H ≃⊕
λ,µ
mλ,µVµ+λ∗(G) (G acts on C[G]
H by left multiplication),
where λ, µ run over all dominant weights of K, L, respectively.
Proof. Consider the space C[K] as aG-module on which L andK act by left and right mul-
tiplication respectively. There is an isomorphism of algebras and G-modules ϕ : C[G]H →
C[K] given by (ϕf)(x) = f(e, x). Further, it is well-known that the space C[K], regarded
as a (K ×K)-module with respect to the actions by left and right multiplication, is iso-
morphic to the direct sum
⊕
λ
Vλ(K)
∗ ⊗ Vλ(K), where λ runs over all dominant weights
of K. Restricting the action of K by right multiplication to L and taking into account
the relations Vλ(K)
∗ ≃ Vλ∗(K) and Vλ∗(K)⊗ Vµ(L) ≃ Vλ∗+µ(K × L) ≃ Vµ+λ∗(G), we get
the desired result. 
2.2. The results in this subsection are used for computation of the extended weight semi-
groups of spaces 3–8 in Table 1.
Lemma 1. Suppose a group L acts on an irreducible algebraic variety X. Suppose there is
a closed subset Y ⊂ X, which is called a section, and an open subset M ⊂ X such that the
orbit of any point in M meets Y . Then the restriction homomorphism ρ : C[X ]L → C[Y ]
is injective.
Proof. Assume that ρ(f) = 0 for some function f ∈ C[X ]L. satisfies . Then f ∣∣
M
= 0
because invariant functions are constant along orbits. This implies f ≡ 0. 
Theorem 6. Suppose the group Sp2m−2k, k > 1, is embedded in Sp2m as the central
(2m− 2k)× (2m− 2k) block and acts on Sp2m by right multiplication. Then the algebra
of invariants of this action coincides with the subalgebra of the algebra C[Sp2m] generated
by the matrix entries of the first k and last k columns.
Proof. Let V be the space of the tautological representation of Sp2m. Consider the natural
action of Sp2m on the space
W = V ⊕ · · · ⊕ V︸ ︷︷ ︸
k
⊕V ⊕ · · · ⊕ V︸ ︷︷ ︸
k
.
The subgroup Sp2m−2k in the hypothesis of the theorem is the stabilizer of the vector
w = (e1, e2, . . . , ek, e2m−k+1, e2m−k+2, . . . , e2m) under this action. The orbit of w in W
is isomorphic to the quotient space Sp2m / Sp2m−2k and this isomorphism induces the
correspondence between regular functions on this orbit and the required invariants. The
orbit is closed since it consists of the sets of vectors (v1, v2, . . . , v2k) whose Gram matrix
with respect to the form ω2m is Ω2k. Hence, the algebra of regular functions on the
orbit is generated by the restrictions of the coordinates of the ambient space W . These
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coordinates correspond to the matrix entries of the first k and the last k columns of a
matrix in Sp2m. 
The next three lemmas are technical. The proofs of the first two of them are obtained
by direct computation.
Lemma 2. For every non-degenerate matrix P of order m, the matrix
(1)
(
P 0
0 (P−1)#
)
of order 2m is symplectic. (Here the symbol # denotes the transpose of a matrix with
respect to the antidiagonal.)
Lemma 3. The matrix
(2)
(
Em C
0 Em
)
of order 2m is symplectic if and only if the matrix C of order m is symmetric with respect
to the antidiagonal.
Lemma 4. Let P = (pij) be a 2m × 2 matrix, m > 2, and P1, P2 its first and second
columns, respectively. Suppose p2m,1 6= 0, ∆ = p2m−1,1p2m,2 − p2m−1,2p2m,1 6= 0, and
P⊤1 Ω2mP2 = 1 (the symbol ⊤ denotes the transposed matrix ). Then there are upper
unitriangular matrices u1, u2 ∈ Sp2m such that
u1P =


0 − 1
p2m,1
0 0
. . . . . .
0 − ∆
p2m,1
p2m,1 p2m,2


, u2P =


0 0
−p2m,1
∆
0
. . . . . .
0 − ∆
p2m,1
p2m,1 p2m,2


.
(The dots stand for zero entries.)
Proof. Multiplying P on the left by an appropriate upper unitriangular matrix of type (1),
we obtain a matrix P ′ whose lower half contains only three non-zero elements: p2m,1, p2m,2,
and −∆/p2m,1 (as in the matrices u1P and u2P appearing in the assertion of the lemma).
Then, multiplying P ′ on the left by an appropriate matrix of type (2), we obtain one of
the required matrices. 
The following theorem is used at the final stage of the argument in all cases.
Theorem 7. Suppose G is simply connected and H ⊂ G is a connected spherical subgroup.
Suppose non-zero functions f1, . . . , fn ∈ A satisfy the following conditions:
a) fi ∈ Aλi,χi for i = 1, . . . , n, where λi ∈ X+(B), χi ∈ X(H), and the weights
(λ1, χ1), . . . , (λn, χn) are linearly independent;
b) there is an inclusion A ⊂ C[f1, . . . , fn, f−11 , . . . , f−1k ] for some k 6 n.
Put Z = 〈(λ1, χ1), . . . , (λk, χk)〉+ S〈(λk+1, χk+1), . . . , (λn, χn)〉. Then:
1) if for each expression
(3) (λi, χi) = (µ1, σ1) + (µ2, σ2), µ1, µ2 ∈ X+(B) \ {0}, σ1, σ2 ∈ X(H),
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at least one of the weights (µ1, σ1), (µ2, σ2) is not contained in Z, then the element fi is
irreducible in A;
2) if (λi, χi) = (λj, χj) + (λi− λj, χi−χj), i 6= j, is the unique expression of the weight
(λi, χi) in the form (3) such that both summands belong to Z, and if fi is not divisible
by fj in A, then the element fi is irreducible in A;
3) if fi is irreducible in A for i = 1, . . . , n, then A = C[f1, . . . , fn] and Γ̂(G/H) =
S〈(λ1, χ1), . . . , (λn, χn)〉.
Proof. Let us prove 1), 2). Assume that fi is reducible in A. Then fi = F1F2 where
for j = 1, 2 the element Fj ∈ A is not invertible and Fj ∈ Aξj ,ηj for some ξj ∈ X+(B),
ηj ∈ X(H). We have ξj 6= 0, j = 1, 2, because otherwise Fj would be a constant. It
follows from b) that each of the functions F1, F2 is expressible as an irreducible fraction
of the form
Fj =
hj(f1, . . . , fn)
f
βj1
1 · · · fβjkk
,
where βj1, . . . , βjk > 0 and hj are polynomials in n variables. Using a), we obtain
hj(f1, . . . , fn) = cjf
αj1
1 · · · fαjnn , where cj 6= 0 and αj1, . . . , αjn > 0. Then (µj, σj) ∈ Z
for j = 1, 2. In the hypothesis of 1), we have already come to a contradiction. In the
hypothesis of 2), we see that one of the functions F1, F2 has weight (λj, χj) and, therefore,
is proportional to fj since dimAλj ,χj = 1. Thus, fi is divisible by fj, a contradiction.
We now prove 3). Suppose f ∈ Aλ,χ for some λ ∈ X+(B), χ ∈ X(H). Arguing as in the
proof of 1), we see that f is expressible as an irreducible fraction of the form
f
α1
1
···f
αn
n
f
β1
1
···f
βk
k
,
where β1, . . . , βk > 0 and α1, . . . , αn > 0. Since A is factorial (Theorem 1) and all the
elements fi are irreducible, it follows that the numerator of this fraction is divisible by its
denominator, whence β1 = · · · = βk = 0. Therefore, f = fα11 · · ·fαnn and we obtain the
required result. 
3. Computation of the extended weight semigroups
In this section, the cases are numbered in accordance with the numbers in Table 1.
Except in Case 2 we use the following convention. For each factor Gi ⊂ G (all of them
are of type SL or Sp), the subgroups Bi, Ui, and Ti consist of all upper triangular, upper
unitriangular, and diagonal matrices, respectively, contained in Gi.
3.1. At first, we compute the semigroups Γ̂(G/H) for spaces 1, 2 in Table 1.
Case 1. G = SLn× SLn+1, H = SLn×C×, H being embedded in G in such a way that
the image in G of a pair (P, t) ∈ H is the pair (P, P ′) ⊂ G, where P ′ = ϕ(P, t) = ( Pt 00 t−n ).
Further, H0 = SLn×{e} ⊂ H . The basis character χ0 ∈ X(H) takes each element
(P, t) ∈ H to t.
Let us present 2n functions in A that are weight functions with respect to B×H . Given
(P,Q) ∈ G, we put R = QP˜−1, where P˜ = ϕ(P, e). We denote by ∆i, i = 1, . . . , n, the
minor of R corresponding to the last i rows and first i columns, and by δi, i = 1, . . . , n,
the minor of R corresponding to the last i rows and columns n+1, 1, 2, . . . , i− 1. The 2n
functions ∆1, . . . ,∆n, δ1, . . . , δn all belong to A and are weight functions with respect to
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B ×H . The weights of ∆1,∆2, . . . ,∆n−1,∆n are
(π1 + ϕn, χ0), (π2 + ϕn−1, 2χ0), . . . , (πn−1 + ϕ2, (n− 1)χ0), (ϕ1, nχ0),
respectively, the weights of δ1, δ2, δ3, . . . , δn are
(ϕn,−nχ0), (π1 + ϕn−1,−(n− 1)χ0), (π2 + ϕn−2,−(n− 2)χ0), . . . , (πn−1 + ϕ1,−χ0),
respectively. Moreover, the 2n weights of the functions ∆1, . . . ,∆n, δ1, . . . , δn are linearly
independent, whence rk Γ̂(G/H) > 2n. Since rkG = 2n− 1 and rkH/H0 = 1, it follows
that rk Γ̂(G/H) 6 2n. Hence rk Γ̂(G/H) = 2n.
Applying Theorem 5 for L = SLn, K = SLn+1 and using Theorem 3, we determine
the spectrum of the representation of G on the space C[G]H0 . (Thereby we determine
the semigroup Γ(G/H0).) In particular, we obtain the following two facts. First, this
spectrum contains the irreducible G-modules with highest weights
(4) π1+ϕn, π2+ϕn−1, . . . , πn−1+ϕ2, ϕ1, ϕn, π1+ϕn−1, π2+ϕn−2, . . . , πn−1+ϕ1
(2n weights in total), each of multiplicity 1. Second, any non-zero weight in Γ(G/H0)
contains at least one summand of the form ϕi. It follows that each of the weights (4) is
indecomposable in Γ(G/H0). We note that the set of 2n weights (4) is the image under
the map π (see Remark 2) of the set of 2n weights with respect to B × H that corre-
spond to the functions ∆1, . . . ,∆n, δ1, . . . , δn. Hence, by Remark 2, the latter 2n weights
are indecomposable in Γ̂(G/H). Since rk Γ̂(G/H) = 2n, it follows that the semigroup
Γ̂(G/H), which is free, is generated by the weights with respect to B×H of the functions
∆1, . . . ,∆n, δ1, . . . , δn. Therefore A = C[∆1, . . . ,∆n, δ1, . . . , δn].
Case 2. G = Spinn× Spinn+1, H = H0 = Spinn. Since X(H) = 0, we get Γ̂(G/H) =
Γ(G/H) and a description of the semigroup Γ(G/H) follows from Theorems 5, 4. Namely,
a direct check shows that, for each n > 3, the weights in the column ‘Γ̂(G/H)’ of Ta-
ble 1 (there are exactly n of them) lie in the semigroup Γ̂(G/H) and linearly indepen-
dent, therefore rk Γ(G/H) > n. Since rk Γ(G/H) 6 rkG = n, we get rk Γ(G/H) = n.
Further, it is easy to see that every non-zero element of Γ(G/H) contains one of the
elements ϕi as a summand, whence all these weights are indecomposable except for the
weight πk−1 + ϕk + ϕk+1 for n = 2k + 1. The last weight is indecomposable in Γ(G/H)
because none of the weights ϕk, ϕk+1 is contained in Γ(G/H). Thus, for each n > 3
we have found n indecomposable linearly independent weights in the semigroup Γ(G/H).
Since rk Γ(G/H) = n, these n weights freely generate the semigroup.
We now present weight functions generating the algebra A(G′/H ′) where G′/H ′ is a
homogeneous space locally isomorphic to G/H . Namely, we consider the group G′ =
SOn× SOn+1 and its subgroup H ′ = SOn embedded in G′ diagonally. The covering
homomorphism of groups ψ : G → G′ induces the morphism ψH : G/H → G′/H ′, which
is a two-sheeted covering. Therefore there is an embedding of algebras
ψ∗H : C[G
′/H ′] →֒ C[G/H ],
at that, ψ∗H(A(G
′/H ′)) ⊂ A(G/H).
For each m we choose a basis {ei} in the space Vm of the tautological representa-
tion of SOm such that the matrix of the invariant non-degenerate symmetric bilinear form
is Fm. Then all upper-triangular and diagonal matrices in SOm form a Borel subgroup B˜m
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and a maximal torus T˜m, respectively. We shall consider weights of irreducible representa-
tions of SOm with respect to B˜m and T˜m. We fix the embedding τm : SOm →֒ SOm+1 such
that its image is the stabilizer of the vector em
2
+1 for even m and the vector em+3
2
− em+1
2
for odd m.
We fix the embedding H ′ in G′ sending every matrix P ∈ H ′ to (P, τn(P )). Suppose
(P,Q) ∈ G′ and put R = Qτn(P )−1. Now we present the generators of A(G′/H ′) for
each n.
If n = 2k, then we consider the following functions on R: ∆i, i = 1, . . . , k, is the
minor corresponding to the last i rows and first i columns; δi, i = 1, . . . , k, is the minor
corresponding to the last i rows and columns k+1, 1, . . . , i−1; Φ is the minor corresponding
to the last k rows and columns k+2, 1, . . . , k−1. We have δ2k = −2∆kΦ. All these functions
are weight functions with respect to (B˜n×B˜n+1)×H ′ and generate A(G′/H ′). The weight
of ∆i is πi + ϕi for i 6 k − 2, πk−1 + πk + ϕk−1 for i = k − 1, and 2(πk + ϕk) for i = k.
The weight of δi is πi−1 + ϕi for i 6 k − 1 (we put π0 = 0) and πk−1 + πk + 2ϕk for
i = k. The weight of Φ is 2(πk−1 + ϕk). The algebra A(G/H) also contains functions ∆
and D such that ∆2 = ψ∗H(∆k), D
2 = ψ∗H(Φ), and
√−2∆D = ψ∗H(δk). Their weights are
πk+ϕk and πk−1+ϕk, respectively. The functions ψ
∗
H(∆i) and ψ
∗
H(δj), i, j 6 k−1, along
with the functions ∆ and D correspond to the indecomposable elements of Γ̂(G/H) and
generate A(G/H).
If n = 2k + 1, then we consider the following functions on R: ∆i, i = 1, . . . , k, is
the minor corresponding to the last i rows and first i columns; δi, i = 1, . . . , k + 1,
is the difference of two minors, the first corresponding to the last i rows and columns
k + 1, 1, . . . , i − 1, and the second corresponding to the last i rows and columns k +
2, 1, . . . , i − 1; Φ is the minor corresponding to rows 1, . . . , k, k + 2 (counting from the
bottom) and columns 1, . . . , k, 2
[
k
2
]
+2. We have ∆2k = (−1)k+1δk+1Φ. All these functions
are weight functions with respect to (B˜n×B˜n+1)×H ′ and generate A(G′/H ′). The weight
of ∆i is πi + ϕi for i 6 k − 1 and 2πk + ϕk + ϕk+1 for i = k. The weight of δi is πi−1 + ϕi
for i 6 k− 1, πk−1 + ϕk + ϕk+1 for i = k, and 2(πk + ϕk+1) for i = k+ 1 (we put π0 = 0).
The weight of Φ is 2(πk+ϕk). The algebra A(G/H) also contains functions δ and D such
that δ2 = ψ∗H(δk+1), D
2 = ψ∗H(Φ), and
√
(−1)k+1 δD = ∆k. Their weights are πk + ϕk+1
and πk + ϕk, respectively. The functions ψ
∗
H(∆i), i 6 k − 1, ψ∗H(δj), j 6 k, δ, and D
correspond to the indecomposable elements of Γ̂(G/H) and generate A(G/H).
3.2. We now proceed to computing the extended weight semigroups of spaces 3–8 in
Table 1. First we describe the general method.
In each of the cases considered below we search for the algebra A. The functions in this
algebra satisfy f(g) = f(u−1gh) for all g ∈ G, u ∈ U , h ∈ H0. To find such functions,
we multiply an arbitrary element g of some dense open subset M ⊂ G by appropriate
elements in U and H0 so as to obtain an element of ‘canonical’ form. A canonical form
for elements of M is specified by the condition that some of the matrix entries equal zero,
some others equal one, and some of the remaining entries equal minus one. The set Y of
elements of the whole group G (not only in M) satisfying these restrictions is closed in G
and serves as a section in the sense of Lemma 1. By that lemma, A is contained in the
algebra C[Y ].
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In all the cases we first present a set of functions f1, . . . , fp ∈ A that are weight func-
tions with respect to B × H and then we use the canonical form to prove that these
functions generate A. (In almost all cases the functions f1, . . . , fp naturally arise when
reducing to canonical form.) The set M is determined by the condition that some of the
functions f1, . . . , fp do not vanish.
If one of the factors of G is Sp2m and one of the factors of H0 is Sp2m−2k embedded only
in Sp2m (as the central (2m− 2k)× (2m− 2k) block), then by Theorem 6 every function
in A is independent of the matrix entries of the factor Sp2m located in columns
k + 1, k + 2, . . . , 2m− k − 1, 2m− k.
Therefore, when reducing to canonical form we may care not about transformations of
these entries under the actions of U and H0. In this connection, firstly, we do not consider
anymore the action of the factor Sp2m−2k ⊂ H0 since it transforms in a non-trivial way
only columns of Sp2m mentioned above. Secondly, it is sufficient for our purpose to reduce
to canonical form not the whole of a matrix in Sp2m but only its first k and last k columns.
In other words, it suffices to impose restrictions of the form gα = c, where c ∈ {0, 1,−1},
defining a canonical form of a matrix in Sp2m only on the matrix entries gα of the factor
Sp2m that are located in the 2k columns indicated above. Therefore, when formally
considering matrices Q ∈ Sp2m, we actually deal only with their submatrices Q consisting
of the first k and the last k columns of Q, and it is Q that is reduced to canonical form.
This can be interpreted as follows: the factor Sp2m of G is replaced by the quotient space
Sp2m / Sp2m−2k on which the actions of U and the remaining factors of H0 are preserved.
As we see from the proof of Theorem 6, this quotient space can be thought of as the set
of 2m×2k matrices whose columns satisfy the same relations as the first k and the last k
columns of a matrix in Sp2m.
It always turns out that the matrix entries of the canonical form of an element g ∈M
on which the functions in A can depend are rational functions (more precisely, Laurent
polynomials) in the values of f1, . . . , fp at the point g. We denote these rational func-
tions, which are obviously invariant with respect to U and H0, by r1(f1, . . . , fp), . . . ,
rq(f1, . . . , fp). Since regular functions on the section are generated by the restrictions of
the coordinate functions on G, it follows that every function f ∈ A is a polynomial in the
functions r1, . . . , rq, that is,
f(g) = F
(
r1(f1(g), . . . , fp(g)), . . . , rq(f1(g), . . . , fp(g))
)
for every g ∈ M , where F (x1, . . . , xq) is a polynomial. Thus, there is an inclusion A ⊂
A˜ = C[r1(f1, . . . , fp), . . . , rq(f1, . . . , fp)].
Since the algebra A˜ consists of rational functions that are invariant under U and H0, it
follows that A = A˜ ∩ C[G]. Therefore our next step aims at extracting regular functions
from A˜. This is carried out using Theorem 7. Namely, it follows from assertions 1) and 2)
(the latter one is used only in Case 3 for n = 3 and Case 8) of Theorem 7 that each of the
functions f1, . . . , fp is irreducible in A. Then assertion 3) yields that A = C[f1, . . . , fp].
A description of the semigroup Γ̂(G/H) also follows from assertion 3) of Theorem 7.
In all the cases the conditions a) and b) of Theorem 7 are verified directly, therefore we
do not even mention that except in Cases 3, 4. We check the hypothesis of assertion 1)
of this theorem only in Cases 3, 4 since it is verified similarly in all the remaining cases.
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We now proceed to consideration of all the cases. Our argument follows the plan
discussed above, which is therefore used without extra explanation.
Cases 3, 4. It is convenient to consider the pairs in rows 3, 4 of Table 1 together. In
both cases, G = SLn× Sp2m, in Case 3 we have H = C× ·SLn−2× SL2× Sp2m−2, in Case 4
we have H = SLn−2× SL2× Sp2m−2. Case 4 is considered only for n > 5, otherwise the
space G/H is not spherical. The embedding of H in G is as follows. The factor SLn−2 is
embedded in the factor SLn of G as the upper left (n − 2) × (n − 2) block. The factor
SL2 is diagonally embedded in G as the lower right 2 × 2 block in SLn and as the 2 × 2
block corresponding to the first and last rows and columns of the factor Sp2m. The factor
Sp2m−2 is embedded in Sp2m as the central (2m−2)× (2m−2) block. In Case 3 the torus
C× ⊂ H is embedded in SLn as En−2t−2 ⊕ E2tn−2 for odd n and as En−2t−1 ⊕ E2tn−22
for even n. The group H0 is the same in both cases and equals SLn−2× SL2× Sp2m−2.
In Case 3 the basis character χ0 ∈ X(H) acts on the torus C× ⊂ H as t 7→ tn−2 for odd n
and as t 7→ tn−22 for even n.
We search for functions f ∈ C[G] satisfying
f(P,Q) = f(u−11 Ph1h2, u
−1
2 Qh2h3)
for all P ∈ G1, Q ∈ G2, u1 ∈ U1, u2 ∈ U2, hi ∈ Hi, i = 1, 2, 3. Suppose P = (pij) and
Q = (qij). We denote by Pij the (i, j)-cofactor of P so that P
−1 = (Pji).
Theorem 6 allows us not to consider the action of H3 and to reduce to canonical form
the first and last columns of Q.
Suppose ∆ = pn−1,n−1pn,n − pn−1,npn,n−1, W = q2m−1,1q2m,2m − q2m−1,2mq2m,1, D =
pn,n−1q2m,2m − pn,nq2m,1, Φ1 = pn,n−1P1,n−1 + pn,nP1,n, Φ2 = q2m,1P1,n−1 + q2m,2mP1,n, δ is
the minor of P corresponding to the last n − 2 rows and the first n − 2 columns. We
have ∆, W , D, Φ1, Φ2, δ ∈ A. At that, W ≡ 1 for m = 1 and Φ1 ≡ −δ∆ for n = 3. All
these functions are weight functions with respect to B × H . Their weights are listed in
Table 2.
Table 2.
No. ∆ W D Φ1 Φ2 δ
3 (pin−2, 2χ0) (ϕ2, 0) (m > 2) (pin−1+ϕ1, χ0) (pi1+pin−1, 0) (pi1+ϕ1,−χ0) (pi2,−2χ0)
4 pin−2 ϕ2 (m > 2) pin−1+ϕ1 pi1+pin−1 pi1+ϕ1 pi2
Below we shall apply Theorem 7 to the functions ∆,W (the latter is present form > 2),
D, Φ1, Φ2, δ for n > 4 (in Cases 3, 4) and the functions ∆, W (the latter is present for
m > 2), D, Φ2, δ for n = 3 (in Case 3). We note that in each case the set of weights with
respect to B ×H corresponding to these functions is linearly independent.
Let M be the open subset of G given by ∆ 6= 0, W 6= 0, D 6= 0, Φ1 6= 0, δ 6= 0 and
suppose (P,Q) ∈ M . Acting by H2 we transform (P,Q) to a pair (P ′, Q′) such that the
lower right 2× 2 block of P ′ and the lower 2× 2 block of Q′ are
(
1 ∗
0 ∆
)
,

 ∗
W∆
D
−D
∆
0


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respectively. Then acting by U2 (Lemma 4) we transform Q
′ to a matrix Q′′ where
Q′′ =


0
∆
D
. . . . . .
0
W∆
D
−D
∆
0


, m > 2, Q′′ =

 0
∆
D
−D
∆
0

 , m = 1.
(The dots stand for zero entries.) We now turn to the matrix P ′. Firstly, acting by U1
we make all the entries in the last two columns equal to zero except for the two on the
diagonal of the lower 2 × 2 block. (These entries are 1 and ∆.) Acting by H1 on the
obtained matrix, we transform the block corresponding to the last n − 2 rows and first
n− 2 columns to the form diag(1, . . . , 1, δ). After that, again acting by U1, we transform
the new matrix to the form (for n > 5, n = 4, n = 3, respectively)
(5)


0 . . . 0 ± δ
Φ1
0 0
0 . . . ±Φ1
∆δ
±Φ2
D
0 0
1 . . . 0 0 0 0
. . . . . . . . . . . . . . . . . .
0 . . . 1 0 1 0
0 . . . 0 δ 0 ∆


,


0 − δ
Φ1
0 0
Φ1
∆δ
Φ2
D
0 0
1 0 1 0
0 δ 0 ∆


,


1
∆
0 0
Φ2
D
1 0
δ 0 ∆

 .
(The lower left (2n− 2)× (2n− 2) block of the first matrix is equal to diag(1, . . . . . . , 1, δ)
and the remaining dots stand for zero entries.) We denote the resulting matrix (5) by P ′′
in each of the cases n > 5, n = 4, n = 3.
The pair (P ′′, Q′′) is the canonical form of the pair (P,Q). Thus the section is obtained.
Therefore the desired algebra A is contained in the algebra
(6) A˜ = C
[
∆
D
,
D
∆
,
W∆
D
,∆, δ,
Φ1
∆δ
,
Φ2
D
,
δ
Φ1
]
⊂ C
[
∆,W,D,Φ1,Φ2, δ,
1
∆
,
1
D
,
1
Φ1
,
1
δ
]
for n > 4 and in the algebra
(7) A˜ = C
[
∆
D
,
D
∆
,
W∆
D
,∆, δ,
Φ2
D
,
1
∆
]
⊂ C
[
∆,W,D,Φ2, δ,
1
∆
,
1
D
]
for n = 3.
We now apply Theorem 7 to the set of functions ∆, D, Φ1, δ, Φ2, W (the last is present
for m > 2) for n > 4 and ∆, D, δ, Φ2, W (the last is present for m > 2) for n = 3. We
have already seen that condition a) holds. Condition b) follows from the inclusions (6)
and (7).
Further we use assertion 1) of Theorem 7. First, we note that the weights of ∆, W
(for m > 2), δ admit no representation of the form (3). Hence, these three functions are
irreducible in A. Every representation of the weight of D in the form (3) has the form
(πn−1, aχ0) + (ϕ1, bχ0) where a, b ∈ Z and a + b = 1. Every representation of the weight
of Φ1 in the form (3) has the form (π1, aχ0) + (πn−1, bχ0) where a, b ∈ Z and a + b = 0.
Every representation of the weight of Φ2 in the form (3) has the form (π1, aχ0)+(ϕ1, bχ0)
where a, b ∈ Z and a+ b = −1. We now distinguish two possibilities: n > 4 and n = 3.
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At first, suppose n > 4. Then it is easy to see that none of the weights of the form
(π1, pχ0), (πn−1, qχ0), (ϕ1, rχ0), where p, q, r ∈ Z, lies in the set
Z =
〈
(πn−2, 2χ0), (πn−1 + ϕ1, χ0), (π1 + πn−1, 0), (π2,−2χ0)
〉
+ S
〈
(π1 + ϕ1,−χ0), (ϕ2, 0)
〉
.
Therefore the functions D, Φ1, Φ2 are also irreducible in A. Thus we have checked
the hypothesis of assertion 3) of Theorem 7, hence the functions ∆, D, Φ1, δ, Φ2, W
(m > 2) generate the algebra A and their weights with respect to B × H generate the
semigroup Γ̂(G/H).
Now suppose n = 3. We shall prove that the function D is irreducible using assertion 1)
of Theorem 7. Assume that there are integers a, b such that a + b = 1 and both weights
(π2, aχ0), (ϕ1, bχ0) lie in the set
Z =
〈
(π1, 2χ0), (π2 + ϕ1, χ0)
〉
+ S
〈
(π2,−2χ0), (π1 + ϕ1,−χ0), (ϕ2, 0)
〉
.
Then it is not hard to show that
(π2, aχ0) = p(π1, 2χ0) + p(π2 + ϕ1, χ0) + (1− p)(π2,−2χ0)− p(π1 + ϕ1,−χ0),
(ϕ1, bχ0) = −q(π1, 2χ0) + (1− q)(π2 + ϕ1, χ0) + (q − 1)(π2,−2χ0)
+ q(π1 + ϕ1,−χ0)
for some integers p, q. At that, 1−p > 0, −p > 0, q−1 > 0, q > 0, whence p 6 0 and q > 1.
Next, we have a = 6p− 2 and b = −6q + 3. Since a + b = 1, it follows that p = q. This
contradicts the inequalities p 6 0 and q > 1, thus the function D is irreducible in A. Now
let us show that the function Φ2 satisfies the hypothesis of assertion 2) of Theorem 7. First,
arguing as for the weight of D we obtain that (π1+ϕ1,−χ0) = (π1, 2χ0)+(ϕ1,−3χ0) is the
unique representation of the weight of Φ2 in the form (3) such that both summands lie in Z.
At that, (π1, 2χ0) is the weight of ∆. Second, we consider the matrices P = −F3 ∈ SL3
and Q = E2m ∈ Sp2m. We have ∆(P,Q) = 0, Φ2(P,Q) = −1 6= 0, whence Φ2 is not
divisible by ∆. Therefore Φ2 is irreducible. Hence by assertion 3) of Theorem 7 the
functions ∆, D, δ, Φ2, W (m > 2) generate the algebra A and their weights with respect
to B ×H generate the semigroup Γ̂(G/H).
Case 5. G = Sp2n× Sp2m, H = H0 = Sp2n−2× Sp2× Sp2m−2,X(H) = 0. The factor
Sp2n−2 of H is embedded in the factor Sp2n of G as the central (2n− 2)× (2n− 2) block.
Similarly the factor Sp2m−2 is embedded in the factor Sp2m as the central (2m−2)×(2m−2)
block. The factor Sp2 of H is diagonally embedded in G as the 2 × 2 block in the first
and last rows and columns in both factors of G.
We are interested in functions f(P,Q) ∈ C[G] such that
f(P,Q) = f(u−11 Ph1h2, u
−1
2 Qh2h3)
for all matrices P ∈ G1, Q ∈ G2, u1 ∈ U1, u2 ∈ U2, hi ∈ Hi, i = 1, 2, 3. Suppose P = (pij),
Q = (qij).
Theorem 6 allows us not to consider the actions of H1 andH3 and to reduce to canonical
form only the first and last columns of P and Q.
We introduce the functions ∆ = p2n−1,1p2n,2n − p2n−1,2np2n,1, δ = q2m−1,1q2m,2m −
q2m−1,2mq2m,1, D = p2n,1q2m,2m − p2n,2mq2m,1. We have ∆ ≡ 1 for n = 1 and δ ≡ 1
for m = 1. It is clear that ∆, δ, D lie in A and are weight functions with respect to
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B ×H . Their weights are equal to π2 (n > 2), ϕ2 (m > 2), π1 + ϕ1, respectively. Below
we shall apply Theorem 7 to these functions.
We consider the open subset M ⊂ G determined by the conditions ∆ 6=0, δ 6= 0, D 6= 0.
Suppose (P,Q) ∈M .
Acting by H2 we transform (P,Q) to a pair (P
′, Q′) such that the lower 2× 2 blocks of
the matrices P ′ and Q′ are
(
1 ∗
0 ∆
)
,

 ∗
δ∆
D
−D
∆
0

 ,
respectively. Then, acting by U1 and U2 (Lemma 4) we transform P
′, Q′ to P ′′, Q′′,
respectively, where
P ′′ =


0 0
0 −1
. . . . . .
1 0
0 ∆

 , Q′′ =


0
∆
D
. . . . . .
0
δ∆
D
−D
∆
0


for n,m > 2. In these matrices the dots stand for zero entries. If n = 1 or m = 1 then
P ′′ = P ′′ =
(
1 0
0 1
)
, Q′′ = Q′′ =

 0
∆
D
−D
∆
0


respectively.
The pair (P ′′, Q′′) is the canonical form of the pair (P,Q). Thus the section is obtained,
therefore the desired algebra A is contained in the algebra
A˜ = C
[
∆,
∆
D
,
D
∆
,
δ∆
D
]
⊂ C
[
∆, δ, D,
1
∆
,
1
D
]
.
By assertions 1), 3) of Theorem 7, the functions ∆ (n > 2), δ (m > 2), D are irre-
ducible and generate the algebra A and their weights with respect to B×H generate the
semigroup Γ̂(G/H).
Case 6. G = Sp2n× Sp4, H = H0 = Sp2n−4× Sp4, X(H) = 0. The first factor of H
is embedded in the first factor of G as the central (2n− 4)× (2n− 4) block; the second
factor of H is diagonally embedded in G, as the 4 × 4 block in rows and columns nos. 1,
2, 2n− 1, 2n in the first factor.
We are interested in functions f(P,Q) ∈ C[G] such that
f(P,Q) = f(u−11 Ph1h2, u
−1
2 Qh2)
for all matrices P ∈ G1, Q ∈ G2, u1 ∈ U1, u2 ∈ U2, h1 ∈ H1, h2 ∈ H2.
Suppose (P,Q) ∈ G is an arbitrary pair of matrices, the set M will be chosen later.
Let us reduce this pair to canonical form. First of all, we put h2 = Q
−1u2 and thereby
transform Q to the identity matrix E4. Now the problem is reduced to finding a canonical
form for the matrix PQ−1 ∈ Sp2n with respect to the right action of U1 and left actions
of U2, H1. For short, we put PQ
−1 = R. Suppose R = (rij). By Theorem 6 we do not
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consider anymore the action of H1 and restrict ourselves to the problem of reducing only
the first two and the last two columns of R to canonical form.
We denote by ∆i, i = 1, 2, 3, 4, the minor of R corresponding to the last i rows and
first i columns. Let Φ be the minor of order 3 of R corresponding to the last three rows
and columns 1, 2, 4. Next, we put D = r2n,1r2n−1,2n − r2n−1,1r2n,2n + r2n,2r2n−1,2n−1 −
r2n−1,2r2n,2n−1, F = ∆1Φ + r2n,2∆3. Below we shall find out that ∆4 = −D for n = 3.
The functions ∆1, ∆2, ∆3, ∆4, D, and F lie in A and are weight functions with respect
to B × H . Their weights are equal to π1 + ϕ1, π2 + ϕ2, π3 + ϕ1, π4 (n > 4), π2, and
π1 + π3 + ϕ2, respectively. Below we shall apply Theorem 7 to the functions ∆1, ∆2, ∆3,
∆4, D, F for n > 4 and functions ∆1, ∆2, ∆3, D, F for n = 3.
The following argument will first be performed for n > 4. We shall reduce the matrix R
to canonical form on the open subset M ⊂ G where ∆i 6= 0 for i = 1, 2, 3, 4.
Using the left action of U1 by matrices of type (1) we transform R to a matrix R
′ such
that all the non-zero elements of the lower half of the matrix R′ are concentrated in its
lower 4× 4 block which has the form


0 0 0 −∆4
∆3
0 0
∆3
∆2
r6
0 −∆2
∆1
r4 r5
∆1 r1 r2 r3


,
where r1 = r2n,2, r2 = r2n,2n−1, r3 = r2n,2n, r4 =
r2n,1r2n−1,2n−1 − r2n−1,1r2n,2n−1
∆1
, r5 =
r2n,1r2n−1,2n − r2n−1,1r2n,2n
∆1
, r6 =
Φ
∆2
.
Multiplying R′ on the right by an appropriate matrix in U2 of type (1) and then by an
appropriate matrix in U2 of type (2) we successively obtain two matrices R
′
1 and R
′
2 such
that the lower 4× 4 blocks of R′1 and R′2 are


0 0 0 −∆4
∆3
0 0
∆3
∆2
r6 +
r1∆3
∆1∆2
0 −∆2
∆1
r4 r5 +
r1r4
∆1
∆1 0 r2 r3 +
r1r2
∆1


,


0 0 0 −∆4
∆3
0 0
∆3
∆2
F
∆1∆2
0 −∆2
∆1
0
D
∆1
∆1 0 0 0


,
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respectively. Further, acting on the left by matrices in U1 of type (2) we transform R
′
2 to
a matrix R′′ where
R′′ =


0 0 0 − 1
∆1
0 0
∆1
∆2
0
0 0 0
D
∆3
. . . . . . . . . . . .
0 0 0 −∆4
∆3
0 0
∆3
∆2
F
∆1∆2
0 −∆2
∆1
0
D
∆1
∆1 0 0 0


.
(The dots stand for zero entries.) The pair (R′′, E4) is the canonical form of the original
pair (P,Q). Thus the section is obtained. Therefore the desired algebra A is contained in
the algebra
A˜ = C
[
∆1,
∆2
∆1
,
∆3
∆2
,
∆4
∆3
,
D
∆1
,
F
∆1∆2
,
D
∆3
,
∆1
∆2
,
1
∆1
]
⊂ C
[
∆1,∆2,∆3,∆4, D, F,
1
∆1
,
1
∆2
,
1
∆3
]
.
By assertions 1), 3) of Theorem 7 all the functions ∆1, ∆2, ∆3, ∆4, D, F are irreducible
and generate A and their weights generate the semigroup Γ̂(G/H).
For n = 3 a matrix R in the open subset M = {∆1 6= 0, ∆2 6= 0,∆3 6= 0} ⊂ G can
similarly be transformed to a new matrix R′ where
R′ =


0 0 0 − 1
∆1
0 0
∆1
∆2
0
0 0 0
D
∆3
0 0
∆3
∆2
F
∆1∆2
0 −∆2
∆1
0
D
∆1
∆1 0 0 0


.
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From this it follows that ∆4 = −D. The pair (R′, E4) is the canonical form of the original
pair (P,Q). Thus the section is obtained. Therefore
A ⊂ A˜ = C
[
∆1,
∆2
∆1
,
∆3
∆2
,
D
∆3
,
F
∆1∆2
,
D
∆1
,
∆1
∆2
,
1
∆1
]
⊂ C
[
∆1,∆2,∆3,∆4, D, F,
1
∆1
,
1
∆2
,
1
∆3
]
.
By assertions 1), 3) of Theorem 7 all the functions ∆1, ∆2, ∆3, D, F are irreducible and
generate the algebra A and their weights generate the semigroup Γ̂(G/H).
Case 7. G = Sp2n× Sp2m× Sp2l, H = H0 = Sp2n−2× Sp2m−2× Sp2l−2× Sp2, X(H) =
0. The first three factors of H are embedded in the corresponding factors of G as the
central blocks of the appropriate size. The factor Sp2 of H is diagonally embedded in G
as the 2× 2 block in the first and last rows and columns of each factor.
We search for functions f(P,Q,R) ∈ C[G] such that
f(P,Q,R) = f(u−11 Ph1h4, u
−1
2 Qh2h4, u
−1
3 Rh3h4)
for all P ∈ G1, Q ∈ G2, R ∈ G3, ui ∈ Ui, i = 1, 2, 3, hj ∈ Hj, j = 1, 2, 3, 4. Based on
Theorem 6, we may discard the actions of the first three factors of H and reduce only
the first and last columns of P , Q, R to canonical form. Suppose P = (pij), Q = (qij),
R = (rij).
Let us introduce the following functions: ∆1 = p2n−1,1p2n,2n − p2n−1,2np2n,1, ∆2 =
q2m−1,1q2m,2m−q2m−1,2mq2m,1, ∆3 = r2l−1,1r2l,2l−r2l−1,2lr2l,1, D1 = p2n,1q2m,2m−p2n,2nq2m,1,
D2 = q2m,1r2l,2l − q2m,2mr2l,1, D3 = p2n,1r2l,2l − p2n,2nr2l,1. If n = 1 (resp. m = 1, l = 1)
then ∆1 ≡ 1 (resp. ∆2 ≡ 1, ∆3 ≡ 1). All the functions ∆1, ∆2, ∆3, D1, D2, D3 lie in A
and are weight functions with respect to B×H . Their weights are π2 (n > 2), ϕ2 (m > 2),
ψ2 (l > 2), π1 + ϕ1, ϕ1 + ψ1, π1 + ψ1, respectively. Below we shall apply Theorem 7 to
these functions.
We consider the open subsetM ⊂G determined by the conditions∆1 6=0,∆2 6=0, ∆3 6=0,
D1 6= 0, D3 6= 0. Acting on the triple (P,Q,R) ∈ M by an appropriate matrix in H4 we
obtain a new triple (P ′, Q′, R′) such that the lower 2 × 2 blocks of P ′, Q′, R′ have the
form
(
1 ∗
0 ∆1
)
,

 ∗
∆2∆1
D1
−D1
∆1
0

 ,


r2l−1,1p2n,2n − r2l−1,2lp2n,1
∆1
(r2l−1,1q2m,2m − r2l−1,2lq2m,1)∆1
D1
−D3
∆1
−D2∆1
D1

 ,
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respectively. Now acting by U (Lemma 4) we transform the triple (P ′, Q′, R′) to a triple
(P ′′, Q′′, R′′) where for n,m, l > 2
P ′′ =


0 0
0 −1
. . . . . .
1 0
0 ∆1

 , Q′′ =


0
∆1
D1
. . . . . .
0
∆2∆1
D1
−D1
∆1
0


, R′′ =


0
∆1
D3
0 0
. . . . . .
0
∆1∆3
D3
−D3
∆1
−D2∆1
D1


(The dots stand for zero entries.) In the cases n = 1, m = 1, l = 1 we have
P ′′ =
(
1 0
0 1
)
, Q′′ =

 0
∆1
D1
−D1
∆1
0

 , R′′ =


0
∆1
D3
−D3
∆1
−D2∆1
D1

 ,
respectively. The triple (P ′′, Q′′, R′′) is the canonical form of the original triple (P,Q,R).
Thus the section is obtained. Therefore the algebra A is contained in the algebra
A˜ = C
[
∆1,
∆1
D1
,
∆2∆1
D1
,
D1
∆1
,
∆1
D3
,
∆1∆3
D3
,
D3
∆1
,
D2∆1
D1
]
⊂ C
[
∆1,∆2,∆3, D1, D2, D3,
1
∆1
,
1
D1
,
1
D3
]
.
By assertions 1), 3) of Theorem 7 the functions ∆1 (n > 2), ∆2 (m > 2), ∆3 (l > 2), D1,
D2, D3 are irreducible and generate A and their weights generate the semigroup Γ̂(G/H).
Case 8. G = Sp2n× Sp4× Sp2m, H = H0 = Sp2n−2× Sp2× Sp2× Sp2m−2, X(H) = 0.
The subgroup H is embedded in G as follows. The factor H1 is embedded in G1 as the
central (2n−2)×(2n−2) block. The factorH4 is similarly embedded in G3. The factor H2
is diagonally embedded in G1 and G2 as the 2 × 2 block in the first and last rows and
columns. The factor H3 is diagonally embedded in G2 and G3, as the central 2× 2 block
in G2 and as the 2× 2 block in the first and last rows and columns in G3.
We are interested in those functions f(P,Q,R) ∈ C[G] that satisfy f(P,Q,R) =
f(u−11 Ph1h2, u
−1
2 Qh2h3, u
−1
3 Rh3h4) for all P ∈ G1, Q ∈ G2, R ∈ G3, ui ∈ Ui, i = 1, 2, 3,
hj ∈ Hj, j = 1, 2, 3, 4. Suppose P = (pij), Q = (qij), R = (rij). Using Theorem 6 we may
discard the actions of H1 and H4 and reduce only the first and last columns of P , R to
canonical form.
We introduce the following functions: ∆1 = q31q44 − q34q41, ∆2 = q32q43 − q33q42,
δ1 = p2n,1q44 − p2n,2nq41, δ2 = r2m,1q43 − r2m,2mq42, D1 = p2n−1,1p2n,2n − p2n−1,2np2n,1,
D2 = r2m−1,1r2m,2m− r2m−1,2mr2m,1, ∆ = δ2(p2n,1q34− p2n,2nq31)− δ1(r2m,1q33− r2m,2mq32).
We have D1 ≡ 1 for n = 1, D2 ≡ 1 for m = 1. Since the last two columns of Q are
skew-orthogonal, it follows that ∆2 = −∆1. The functions ∆1, δ1, δ2, D1, D2, ∆ lie in A
and are weight functions with respect to B ×H , their weights are ϕ2, π1 + ϕ1, ϕ1 + ψ1,
π2 (n > 2), ψ2 (m > 2), π1 + ϕ2 + ψ1, respectively. Below we shall apply Theorem 7 to
these functions.
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Suppose M ⊂ G is the open subset determined by the conditions ∆1 6= 0, δ1 6= 0,
δ2 6= 0, D1 6= 0, D2 6= 0. Suppose (P,Q,R) ∈ M . Acting on this triple by appropriate
matrices in H2 and H3 we obtain a new triple of matrices (P
′, Q′, R′) where the matrix Q′
and the lower 2× 2 blocks of the matrices P ′, R′ have the form

∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
1 1 (r2m,1q33 − r2m,2mq32)∆2
δ2
(p2n,1q34 − p2n,2nq31)∆1
δ1
0 0 ∆2 ∆1

 ,

 ∗ −
D1∆1
δ1
δ1
∆1
0

 ,

 ∗ −
D2∆2
δ2
δ2
∆2
0

 ,
respectively. Next, acting by U we transform the triple (P ′, Q′, R′) to a triple (P ′′, Q′′, R′′)
where for n > 2 and m > 2
P ′′ =


0 −∆1
δ1
0 0
. . . . . .
0 −D1∆1
δ1
δ1
∆1
0


, Q′′ =


1
∆1
0
∆
δ1δ2
0
0 0 −1 0
1 1 0
∆1∆
δ1δ2
0 0 ∆2 ∆1

 , R
′′ =


0 −∆2
δ2
0 0
. . . . . .
0 −D2∆2
δ2
δ2
∆2
0


.
(For the matrices P ′, R′ this is possible by Lemma 4.) In these matrices the dots stand
for zero entries. If n = 1 or m = 1, then
P ′′ = P ′′ =

 0 −
∆1
δ1
δ1
∆1
0

 , R′′ = R′′ =

 0 −
∆2
δ2
δ2
∆2
0

 ,
respectively. The triple (P ′′, Q′′, R′′) is the canonical form of the triple (P,Q,R). Thus
the section is obtained. Therefore there is an inclusion
A ⊂ A˜ = C
[
∆1
δ1
,
D1∆1
δ1
,
δ1
∆1
,
∆1
δ2
,
D2∆1
δ2
,
δ2
∆1
,
1
∆1
,
∆
δ1δ2
,
∆1∆
δ1δ2
,∆1
]
⊂ C
[
∆1, δ1, δ2, D1, D2,∆,
1
∆1
,
1
δ1
,
1
δ2
]
.
By assertion 1) of Theorem 7 the functions ∆1, δ1, δ2, D1 (n > 2), D2 (m > 2) are
irreducible. Let us prove that ∆ is also irreducible using assertion 2) of Theorem 7. It
is not hard to prove that π1 + ϕ2 + ψ1 = (π1 + ψ1) + ϕ2 is the unique representation of
the weight of ∆ in the form (3) such that both summands lie in Z. At that, ϕ2 is the
weight of ∆1. Consider the matrices P = E2n, Q = Ω4, R = E2m. We have (P,Q,R) ∈ G,
∆1(P,Q,R) = 0, ∆(P,Q,R) = −1 6= 0, whence ∆ is not divisible by ∆1. Thus ∆ is
irreducible. By assertion 3) of Theorem 7, the functions ∆1, δ1, δ2, D1 (n > 2), D2
(m > 2), ∆ generate the algebra A and their weights generate the semigroup Γ̂(G/H).
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