In this paper we show the strong convergence of a fully explicit space-time discrete approximation scheme for the solution process of the two-dimensional incompressible stochastic Navier-Stokes equations on the torus driven by additive noise. To do so we apply an existing result which was designed to prove strong convergence for the same approximation method for other stochastic partial differential equations with non-globally monotone non-linearities.
Introduction
In the last years some explicit and easily implementable versions of the explicit Euler method have been proved to converge strongly (i.e. in mean square) to the solutions of some infinite-dimensional stochastic evolution equations with superlinearly-growing non-linearities either driven by trace class noise (e.g., Gyöngy et al. [2016] and Jentzen and Pušnik [2015] ) or by space-time white noise (e.g., Becker and Jentzen [2018] and ).
The reasons to introduce versions of the Euler method rely on the fact that it was proved in, e.g., Hutzenthaler et al. [2010, Theorem 2 .1] that in general the explicit and the linear-implicit Euler schemes do not converge strongly to the solutions of stochastic evolution equations with superlinarlygrowing non-linearities. The difficulties for strong convergent drift-implicit Euler methods, instead, are related to the implementation: at each step a non-linear equation has to be solved approximately and consequently the computational cost increases with the dimension (see, e.g., Hutzenthaler et al. [2012] for more details).
For the two-dimensional stochastic Navier-Stokes equations, driven by additive or multiplicative noise, several existence and uniqueness results and several (strongly) convergent approximation schemes are available. The state of the art has been summarized very well in Hausenblas and Randrianasolo [2018] . We refer the reader to this paper and also to Bessaih and Millet [2018] , where the authors establish rates of strong convergence for two approximation methods in the case of diffusion coefficients with linear growth: the fully implicit and also the semi implicit Euler schemes introduced in Carelli and Prohl [2012] (also in the case of additive noise) and the splitting scheme of Bessaih et al. [2014] . Previously, except for Dörsek [2012] , who considered additive noise, there had been no result for the strong convergence rates of approximation schemes for the two-dimensional stochastic Navier-Stokes equations, only rates of convergence in probability were available.
Let us now consider the full-discrete (both in space and in time) nonlinearity-truncated accelerated exponential Euler-type scheme introduced in which is the first strongly convergent approximation method for the solutions of stochastic Kuramoto-Sivashinsky equations driven by (a spatial distributional derivative of) space-time white noise. Using a modified version of the scheme the strong convergence for stochastic Burgers equations and Allen-Cahn equations both driven by space-time white noise was proved in . Moreover in Becker et al. [2017] the spatial and temporal rates of convergence were established for space-time white noise driven Allen-Cahn equations.
In this document we show that the above mentioned numerical approximation provides an implementable scheme also for the solution of twodimensional stochastic Navier-Stokes equations driven by some trace class noise: dX t (x) = (∆X t (x) − P (∇X t · X t )(x)) dt + B dW t (x), x ∈ (0, 1) 2 , t ∈ [0, T ],
with periodic boundary conditions and incompressibility condition div X t = 0, and where H is an appropriate (Hilbert) subspace of L 2 (λ (0,1) 2 ; R 2 ) (with basis consisting of divergence free functions) in which X t for all t ∈ [0, T ] lives, P is the projection on H, W is an Id H -cylindrical Wiener process, and B = (−∆) − 1 /2−ε , ε ∈ (0, ∞), is a Hilbert-Schmidt operator. For simplicity we have taken the viscosity coefficient ν, that is one of the parameters for Navier-Stokes equations, equal to 1. Moreover for simplicity, we have taken the coefficient of the nonlinearity c 1 = 1 in Setting 3.1 and κ = c 2 = 0 in Settings 2.4 and 3.1, otherwise the drift would involve a linear term cX, for c ∈ R.
Let the interpolation spaces H r , r ∈ R, associated to (−∆). In particular for r ∈ [0, ∞) it holds that H r is the domain of the fractional power (−∆) r of the operator (−∆). Let ε ∈ (0, ∞), ̺ ∈ ( 1 /2, 1 /2 + ε), γ ∈ (̺, ∞), and ξ ∈ H γ . Then we can consider the mild solution X : [0, T ] × Ω → H ̺ satisfying for all t ∈ [0, T ] that P-a.s. Note that any strong or weak solution is also a mild solution, the pathwise uniqueness of the the mild solution follows from a Gronwall-type argument and the fact, demonstrated in Lemma 3.3, that the nonlinearity is Lipschitz on bounded sets. We will prove in Item (iii) in Theorem 5.1 that the following adaptation of the approximation scheme of converges strongly to
where χ ∈ (0, ∞) an appropriate constant, (h m ) m∈N is a positive sequence converging to 0, and P n are projections on increasing finite dimensional spaces P n (H) ⊆ H to be specified later in Setting 2. The implementation of the scheme is obtained just by taking for all n ∈ N the sequence X n (k+1)hn for k ∈ (−1, T hn − 1) ∩ N. This yields a fully explicit space-time discrete approximation scheme. To the best of the author's knowledge, Theorem 5.1 is the first strong convergence result for fully explicit space-time discrete approximation processes for two-dimensional stochastic Navier-Stokes equations.
Outline of the paper
The main result is in Section 5. In the others sections the assumptions of the theorem are checked.
In Section 2 we give the formal definition of the operators and the spaces involved, moreover some elementary results are proved. For example properties of the eigenvalues and eigenfunctions of the Laplace operator and properties of some interpolation spaces. Several of the estimates involved can also be found in Jentzen and Pušnik [2016, Section 4] where exponential integrability properties for an approximation scheme are provided in the setting of some two-dimensional stochastic Navier-Stokes equations with multiplicative trace class noise.
Section 3 is dedicated to the nonlinear part of the drift (i.e. −∇X · X), namely its formal definition, the generalized coercivity-type condition, and the local Lipschitzianity on bounded sets.
In Section 4 the random perturbation is introduced and the properties of the stochastic convolution process and its approximating sequence are studied. We will obtain in Lemma 4.3 that the strong convergence rate for the approximation of the noise is strictly smaller than 2( 1 /2 + ε − ̺). Lemma 4.4 is auxiliary for Proposition 4.6 where the exponential integrability properties are given. Lemma 4.5 establishes the existence of a continuous version for the stochastic convolution processes. The arguments in the proofs in this section are similar to those contained in the papers proving the convergence for other equations. Indeed they are adaptations or follow the arguments of Jentzen et al. [2017, Lemma 5.5, Lemma 5.2, Proposition 5.6, Proposition 5.4] (for stochastic Burgers and Allen-Cahn equations) and therefore of Hutzenthaler et al. [2016, Lemma 5.9 , Lemma 5.6, Corollary 5.10, Corollary 5.8] (for stochastic Kuramoto-Sivashinsky equations).
Notation
Throughout this article the following notation is used. Let N = {1, 2, 3, . . .} be the set of all natural numbers. We denote by ⌊·⌋ h : R → R, h ∈ (0, ∞), the round-ground functions which satisfy for all t ∈ R, h ∈ (0, ∞) that
Moreover for two sets A and B satisfying A ⊆ B we denote by Id A : A → A the identity function on A, i.e. the function which satisfies for all a ∈ A that Id A (a) = a, and by ½ For a measure space (Ω, F , µ), a measurable space (S, S), a set R, and a function f : Ω → R we denote by [f ] µ,S the set given by
2 ) be the Sobolev-Slobodeckij spaces (see,e.g., Runst and Sickel [1996, Section 2.1.2] ). Let us recall that in particular for real numbers p ∈ [1, ∞), θ ∈ (0, 1) and a B ((0, 1) 2 )/B(R 2 )-measurable function v : (0, 1) 2 → R 2 we denote by v W θ,p ((0,1) 2 ,R 2 ) the extended real number given by
) be the function which satisfy for all smooth function with compact support
2 Properties of the state space of the solution Setting 2.1. Let (U, ·, · U , · U ) be the separable Hilbert space
For all k ∈ Z let ϕ k ∈ C((0, 1), R) be the function such that for all x ∈ (0, 1) it holds that
, and for all k, l ∈ Z 2 \ {(0, 0)} the elements
.
Moreover let H ⊆ U be the closed subvector space of U with orthonormal basis H = {e 0,0,1 } ∪ {e i,j,0 : i, j ∈ Z} and let, for all n ∈ N,
and P n ⊆ L(H) the projection on the finite dimensional subspace of H spanned by H n , i.e. for all u ∈ H it holds that P n (u) = h∈Hn h, u H h. In addition let ǫ ∈ (0, ∞) and λ e 0,0,1 , λ e k,l,0 ∈ [0, ∞), k, l ∈ Z, be the following real numbers λ e 0,0,1 = λ e 0,0,0 = ǫ, λ e k,l,0 = ǫ + 4π 2 (k 2 + l 2 ).
Elementary estimates
Lemma 2.2. Assume Setting 2.1. Then it holds
Proof of Lemma 2.2. Throughout the proof of the first item, let ε ∈ (0, ∞) be a fixed real number. Then note that 1 2 k∈Z\{0} λ −1−ε e k,0,0
This, together with (2.1), implies
Combining (2.1) and (2.2) with the fact that
proves Item (i).
In the proof of Item (ii) let β ∈ (0, ∞) and ε ∈ [0, β) be fixed real numbers. Then note that there exists m ∈ N such that for all h ∈ H \ H m it holds that κ ≤ λ h . This implies that
This, the fact that # Hm < ∞, the fact that λ h > 0 for all h ∈ H, and Item (i) (with ε = β − ε) demonstrate Item (ii).
Throughout the proof of Item (iii) let the real number ε ∈ (0, ∞) and the natural number n ∈ N be fixed. Then observe that for all h ∈ H n it holds that (Id H − P n )h = 0 and for all h ∈ H \ H n it holds that (Id H − P n )h = h. This, together with the fact that v ∈ H that v = h∈H v, h H h, shows that it holds for all v ∈ H that
This, together with the fact that for all h ∈ H\H n it holds that λ h ≥ ǫ+4π 2 n 2 , shows that it holds for all v ∈ H that
Therefore, we obtain that
This establishes Item (iii).
Finally note that it holds for all n ∈ N that inf{λ h : h ∈ H \ H n } = λ e n,0,0 = ǫ + 4π 2 n 2 . This proves Item (iv). The proof of Lemma 2.2 is thus completed.
Lemma 2.3. Assume Setting 2.1. Then it holds
This establishes Item (i).
Note that for all j ∈ {1, 2}, n 1 , n 2 ∈ Z it holds that
This implies that for all n 1 , n 2 ∈ Z it holds that e n 1 ,n 2 ,0 = ((e n 1 ,n 2 ,0 ) 1 , (e n 1 ,n 2 ,0 ) 2 ) and
This and (2.3) demonstrate Item (ii). The fact that H is an orthonormal basis together with (2.3) establishes for all j ∈ {1, 2}, n 1 , n 2 , m 1 , m 2 ∈ Z with n 1 = m 1 or n 2 = m 2 that
and ∂ j e n 1 ,n 2 ,0 , ∂ j e 0,0,1 H = 0. This demonstrates Item (iii).
The fact that for all h ∈ H it holds that h U = 1 shows for all r ∈ R that
The fact that for all j ∈ {1, 2}, n 1 , n 2 ∈ N \ {0} it holds that 1 ≤ n j ≤ n
This establishes Item (iv). The proof of Lemma 2.3 is thus completed.
Properties of the spaces involved
Setting 2.4. (The Laplace operator with periodic boundary conditions) Assume Setting 2.1, let A :
, and let (H r , ·, · Hr , · Hr ), r ∈ R, be a family of interpolation spaces associated to κ − A (see, e.g., Sell and You [2013, Section 3.7] ).
Lemma 2.5 (Integration by parts). Assume Setting 2.4 and let
Proof of Lemma 2.5. Let us first observe that combining Item (iv) in Lemma 2.3 and Item (i) and Item (ii) Lemma 4.4 in Jentzen and Pušnik [2016] (with ρ = r, u = v, j = j for v ∈ H r , j ∈ {1, 2}) proves that it holds for all
Hr . This and Item (iv) in Lemma 2.3 ensure Item (i).
Moreover the fact that for all v ∈ H r , j ∈ {1, 2} it holds that
This establishes Item (ii).
Next note that h∈H |λ h | −2ζ < ∞ (see e.g. Item (i) in Lemma 2.2). Combining this with Items (i) and (iv) in Lemma 2.3 with Lemma 4.9 in Jentzen and Pušnik [2016] (with ρ = ζ, u = v) and Jentzen and Pušnik [2016, Lemma 4.5 and Lemma 4.7] establishes Item (iii) and Item (iv). Let v, w ∈ H ζ be fixed for the entire proof of Item (v). Note that Item (iii) and Cauchy-Schwarz inequality ensure that
. This and the triangle inequality show that
This establishes Item (v). The proof of Lemma 2.5 is thus completed.
Lemma 2.6 (Sobolev embeddings). Assume Setting 2.4 and let
. Sobolev embedding theorem ensures that there ex-
. The proof of Lemma 2.6 is thus completed.
3 Properties of the non linearity Setting 3.1. Assume Setting 2.4, c 1 , c 2 ∈ R, ρ ∈ ( 1 /2, 1), let R ∈ L(U) be the orthogonal projection of U on H, and let F :
Note that Item (v) in Lemma 2.5 assures that the function in (3.1) is well defined.
Lemma 3.2 (Generalized coercivity-type condition). Assume Setting 3.1, let ε ∈ (0, ∞) and
Proof of Lemma 3.2. First note that
This and Item (iv) in Lemma 2.5 yield
. Item (ii) in Lemma 2.5 hence shows that
Moreover observe that for all u ∈ H ρ it holds that Item (iv) , and Item (ii) in Lemma 2.5 imply that
The Cauchy-Schwarz inequality yields
Furthermore the fact that for all a, b ∈ R, 2ab ≤ εa 2 + b 2 ε , together with Item (i) in Lemma 2.5, yields
(that is well defined due to the fact that w ∈ H ρ and, e.g., Lemma 2.6), and
This, together with (3.2), completes the proof of Lemma 3.2. 
Then θ ∈ [0, ∞), F ∈ C(H ρ , H), and for all v, w ∈ H ρ it holds that
Proof of Lemma 3.3. Throughout this proof let v = (v 1 , v 2 ), w = (w 1 , w 2 ) ∈ H ρ be fixed. First, note that
Triangle inequality, the fact that H ρ ⊆ H, and that R is an orthogonal projection yield
Furthermore note that triangle inequality and the fact that for all x = (x 1 , x 2 ) ∈ R 2 it holds that max{|x 1 |, |x 2 |} ≤ |x| 2 establish for all u, u
(3.4)
Combining Jentzen and Pušnik [2016, Item (ii) in Lemma 4.4] with Items (iv) and (iii) in Lemma 2.3 shows for all u ∈ H ρ , j ∈ {1, 2} that 
The fact that c 2 < ∞, H ρ ⊆ H, and Item (i) in Lemma 2.2 (with ε = 2ρ − 1) imply that θ ∈ [0, ∞). Finally (3.7) and (3.3) yield
The proof of Lemma 3.3 is thus completed.
Properties of the stochastic convolution process
This section is dedicated to check the assumptions on the stochastic convolution process. 
Proof of Lemma 4.3. First, observe that the Burkholder-Davis-Gundy type inequality in Theorem 4.37 in Da Prato and Zabczyk [2014] implies for all t ∈ [0, T ] that
Next note that Item (iii) in Lemma 2.2 and Fatou's Lemma imply for all
This together with (4.1) yields for all t ∈ [0, T ] that
Finally, the fact that that δ > ̺ + ε and Item (ii) in Lemma 2.2 ensure
The proof of Lemma 4.3 is thus completed.
Lemma 4.4. Assume Setting 4.1, let β ∈ (0, 1 /2), p ∈ ( 2 /β, ∞), t ∈ [0, T ], n ∈ N, η ∈ [0, ∞), let Y : Ω → R be a standard normal random variable, let O t : Ω → P n (H) be an F /B(P n (H))-measurable function, and assume that
Proof of Lemma 4.4. Throughout this proof let I, J ⊆ Z 2 × {0, 1} be the sets which satisfy J = {(0, 0, 1)} ∪ {(k, l, 0) : k, l ∈ Z and |(k, l)| 2 ≤ n} and
Moreover, observe that Hölder's inequality shows that
and the fact that p ≥ 2 and the fact that for all v = (v 1 , v 2 ) ∈ R 2 it holds that |v|
This, the fact that for every X : Ω → R centered normal random variable it holds that E[
, and the fact that for all v =
Next note that the fact that W is a Id H -cylindrical Wiener process ensures that for all k, h ∈ H it holds that e k , W U and e h , W U are independent. This, Itô's isometry, and Item (i) in Lemma 2.3 ensure for all x, y ∈ (0, 1) and that
(4.5)
Moreover, observe that for all x = (x 1 , x 2 ), y = (y 1 , y 2 ) ∈ (0, 1)
(4.6)
In addition, note that the fact that β < 1 /2, and the fact that ∀ x, y ∈ R : | sin(x) − sin(y)| ≤ |x − y| and | cos(x) − cos(y)| ≤ |x − y| show that for all x, y ∈ (0, 1), k ∈ Z it holds that (ϕ k (x)) 2 ≤ 2 and
This, (4.6), and the fact that 2β < 1 implies for all a, b ∈ R that a
Combining this with (4.5) proves for all x, y ∈ (0, 1) 2 that
Combining (4.4), (4.7), and the fact that βp > 2 and β ∈ (0, 1 /2) with (4.3) shows that βp − 1 > 0, 1 + 2
, and 
(4.8)
The fact that the latter quantity is finite is due to the fact that H n = {e k : k ∈ J} is a finite set and that λ e k > 0 for all k ∈ J. Next observe that the Sobolev embedding theorem and the assumption that βp > 2 (see, e.g., Lemma 2.6) ensure that
Combining this with (4.2) and (4.8) completes the proof of Lemma 4.4.
Lemma 4.5 (Existence of a continuous version). Assume Setting 4.1 and let p ∈ [1, ∞). Then (i) it holds for all ε ∈ (0, min{ 1 /2, δ − ̺}) that
(ii) for all n ∈ N there exists stochastic processes with continuous sample
Proof of Lemma 4.5. Throughout this proof let ε ∈ (0, min{ 1 /2, δ − ̺}), q ∈ (max{p, 1 /ε}, ∞). Then observe that the Burkholder-Davis-Gundy type inequality in Theorem 4.37 in Da Prato and Zabczyk [2014] shows for all n ∈ N,
ds.
Moreover it holds for all s, t, t 1 , t 2 ∈ [0, T ] with t < t 1 < s < t 2 that
Furthermore note that the fact that ε < 1 /2 and the fact that for all t
, e.g., Lemma 11.36 in Renardy and Rogers [2006] ) imply that for all t 1 , t 2 ∈ [0, T ] with t 1 < t 2 it holds that
The four inequalities and Fatou's lemma assure for all n ∈ N, t 1 , t 2 ∈ [0, T ] with t 1 < t 2 that
Note that the fact that ε ≤ 1 /2 and the fact that ∀ x ∈ [0, ∞), r ∈ [0, 1] it holds that r ≤ r 2ε and 1 − e −x ≤ x show that 0 ≤ 1 − e −x ≤ min{x, 1} 2ε . Hence, we obtain for all n ∈ N, t 1 , t 2 ∈ [0, T ] with t 1 < t 2 that
Therefore, it holds for all n ∈ N, t 1 , t 2 ∈ [0, T ] with t 1 < t 2 that
The latter quantity is finite for all n ∈ N because δ > ̺ + ε and Item (ii) in Lemma 2.2 ensure that h∈H λ
The fact that p < q establishes Item (i). Moreover note that (4.9), the Kolmogorov-Chentsov theorem, and the fact that qε > 1, hence demonstrate that there exist stochastic processes . There exists η ∈ [κ, ∞) and stochastic processes with continuous sample paths
Proof of Proposition 4.6. Let β ∈ ( 2 /p, 1 /2) be fixed. Then note that the fact that βp > 2 and Sobolev embedding theorem (see, e.g., Lemma 2.6) ensures that
Next observe that for all η ∈ [0, ∞) it holds that h∈H max{1,λ 
(4.10)
This defines stochastic processes with continuous sample paths Moreover Proposition 5.1 in (with α = β = γ = 0, O = P n (H),
tA ξ) ∈ P n (H)) for n ∈ N in the notation of Proposition 5.1 in ) ensures that for all n ∈ N, t ∈ [0, T ] it holds that
This and (4.11) demonstrate for all n ∈ N,
, n ∈ N, be functions which satisfies for all n ∈ N, t ∈ [0, T ] that O n t = Q n t − P n e t(A−η) ξ demonstrates Item (i). Moreover note that for all standard normal random variables Y : Ω → R Burkholder-Davis-Gundy inequality imply that Markov's inequality, Lemma 4.4, and (4.10) 
. Therefore Fernique's Theorem in Jentzen et al. [2017, Proposition 4 .13] (with
Let us now prove Item (ii). First note that Fubini theorem together with Jensen's inequality ensure for all n ∈ N that
Holder's inequality yield that
Moreover, e.g., Lemma 2.22 in Cox et al. [2013] and (4.12) show for all n ∈ N that
Therefore, we obtain that it holds for all n ∈ N that
(4.14)
Next, note that the Sobolev embedding theorem (see, e.g., Lemma 2.6) implies that sup sup x∈(0,1) 2 |v(x)| 2 : v ∈ H γ and v Hγ ≤ 1 < ∞.
This yields for all s ∈ [0, T ], n ∈ N that
(4.15)
Combining this with (4.14) yields that
The triangle inequality, the fact that p ≥ 1, pζ ≥ 1, and the fact that
This together with (4.15) yields that
Moreover, e.g., Lemma 5.7 in (with a = 4pT ζ,
, n ∈ N in the notation of Lemma 5.7 in ) and (4.12) ensure for all
Hence, we obtain that
Finally, let us consider the finiteness of sup n∈N E ∫
H̺ du . Note that for all n ∈ N it holds that P n e (t−s)A (−A) −δ dW s . This establishes Item (i).
Next observe that the fact that for all n ∈ N, t ∈ [0, T ] it holds that P(O n t = Q n t ) = 1 and (5.1) together with the fact that for all n ∈ N the processes O n and Q n have continuous sample paths establishes Item (ii). Let us prove Item (iii). Throughout this proof let ζ, θ ∈ [0, ∞) be equal to ζ = max Next observe that the fact that γ − ρ > 0 and Item (iii) in Lemma 2.2 imply that it holds for all n ∈ N, t ∈ [0, T ] that
Combining this with (5.2) proves that 
