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I. INTRODUCTION 
Markovian decision process was first introduced by Bellman, and has been 
studied by many authors. Their results are applied to the various field of 
Operations Research, i.e. the inventory control, the reliability theory, the 
replacement problem, the queueing theory and so on. 
There are two well-known methods which are called Policy Iteration 
Algorithm and Linear Programming Formulation to find an optimal policy 
of this problem. The former method is considered by Howard [l] and is 
extended exactly by Blackwell [2] and Veinott [3]. The latter is exploited by 
Wolfe, Dantzig, De Ghellinck and Eppen [4] [5]. Wedekind [6] describes the 
equivalence of these two methods and denotes the characteristic of each 
method. 
In the practical situations, Markovian decision problems with so many 
states and actions often arise. It is noted, however, that actual problems are 
too comprehensive to be solved even by large-scale computers. Consequently 
it is important to consider the decomposition of Markovian decision problem 
into smaller problems of manageable size. 
In the theory on linear programming, such a decomposition principle 
is studied by Wolfe and Dantzig [7]. On the other hand, Mond [8] proposes 
that the concept of direct sum of vector spaces is useful for decomposition 
principle. 
In this paper, we formulate a Markovian decision process into a linear 
programming problem and apply the decomposition principle to its dual 
problem. Then we can express a Markovian decision process as a direct sum 
of sub-linear programs. We give the theoretical foundations which allow us to 
consider the each state of Markovian decision process separately. 
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2. L. P. FORMULATION OF MARKOVIAN DECISION PROCESS 
Let us consider a system with finitely many states, labeled by integers 
1, 2,..., N. Periodically, say once a day, we observe the current state of the 
system. When the system is in state i at time t, we choose an action K from 
the finite set Ki of possible actions. The effect of the action k is to generate: 
(i) we pay off an immediate cost Cik 
(ii) the system moves to a new state j with the transition probability 
p:; 7 where 
And we introduce a discount factor /3 (0 < fl < l), that is, the value of unit 
cost on nth day in the future is 8”. Then an optimal policy is the one which 
results in minimizing the total discounted expected cost. In this paper, we 
suppose the basic Markov chain to be completely ergodic [l] in order to 
simplify our discussion. One of the methods to find such an optimal policy is 
known as the Linear Programming Formulation [5]. 
Let vi”(t) be the joint probability of being in state i and making action k 
at time t. Then we have the following 
Tj(O) 
recursive relationship. 
if t zzz 0 
if tj;O,j= 1,2,...,IL’, (1) 
where mi(0) is the probability that the system is in state j at time 0 and satisfies 
the following equation. 
In this case, the total expected cost with a discount factor p is given by 
(3) 
and our object is to find a policy which minimizes the total expected cost 
with discounting through-out the infinite time interval (3) subject to the 
constraints (1). Hence any nonnegative solution nik(t) of equation (1) is a 
probability distribution and the corresponding total expected discounted cost 
is bounded. 
286 MINE AND TABATA 
Let us introduce the transformation 
Then the constraint (1) becomes 
(4) 
and the objective function (3) turns out to be 
i,j== 1,2 ,..., N; k E K, (5) 
f c cpxp. 
j=l keKj 
(6) 
On the other hand, the fact that .rrj(0) is a probability distribution implies 
by recurrence formula that 
Therefore the Markovian decision problem is reduced to the linear program- 
ming problem which decides the variables xik satisfing the linear objective 
function (6) under the linear constraints (5). 
Now we shall define a stationary policy as a rule such that for each i we 
select exactly one variable xik where k E Ki . De Ghellinck and Eppen have 
given some propositions about the property of the above linear programming. 
From their paper (5), we quote the following two propositions which will be 
used later. 
PROPOSITION 1. Whenever ~~(0) > 0 (j = 1, 2,..., N), there exists a one 
to one correspondence b tween stationary policies and basic feasible solutions of 
Equation (5). Moreover, any basic feasible solution is nondegenerate. 
PROPOSITION 2. Whenever the right hand side of (5) is strictly positive, the 
linear programming problem (5), (6) h as an optimal basic solution and its dual 
has a unique optimal solution. 
Next we consider a dual problem of linear program (5), (6), we can formul- 
ate it as follows: 
max f biyi (8) 
i=l 
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subject to 
(9) 
where 
and 
6$j = 
1 
; 
if i=j 
if i#j (10) 
bi = 7ri(0). (11) 
This dual problem corresponds to the Howard’s Policy Iteration Algorithm, 
and we show the table of coefficients matrix in order to express briefly the 
relation of primal problem to dual one, as follows: 
Xl1 T2 .‘. XK1  ... xN1 ... x;N 
Yl 1 - pp;, 1 - $f?p;, ... 1 - ppz .'. - BP;~ ... - PP;: bl 
3. DIRECT SUMS OF MATRICES 
The direct sum, denoted by eiN Ai , of a finite sequence of matrices Ai , 
i = 1, 2,..., N, is defined to be 
(12) 
Some of the properties of direct sum of matrices and vectors have been given 
by the following, where all expressions are as same as defined by [S]. 
where the symbol t denotes the transpose of matrix. 
And the following results hold with regard to the direct sum of vectors. 
LEMMA 2. 
(1) (0 Xi) (OYd = c (XiYi) 
(2) (0 4) (0 Xi) = w&xi) 
(3) Oxi~Oyi;fandonlyzjCxi~y,. 
4. DIRECT SUM OF MARKOVIAN PROGRAMMING 
In this section, we shall show that the Markovian decision problem 
described in Section 2 can be formulated by a direct sum when we consider 
the dual linear program (S), (9) and p er f orm some decomposition operations. 
The following matrices and vectors will be introduced in order to simplify 
the notations. 
i = 1, 2,..., N (15) 
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Using these notations, the constraints of dual problem (9) become 
4Y 3 Cl 
A,Y 3 cz 
. . . 
. . . 
. . . 
A,y > CN . (16) 
Then we can represent the Equation (16) by the matrix form as follows: 
(17) 
Hence if we describe the Equation (17) as the direct sum defined in Section 3, 
we have 
(0 4) (0 Y) 3 (0 4. 
Moreover we set 
@Y==Z 
then the constraints (9) are reduced to 
(18) 
(19) 
@A,z3 @q. (20) 
On the other hand, let us express the objective function (8) as the direct 
sum. By Equation (8), we have the following. 
f = max C biyc = max h (b, ,..., b, ,..., b, ,... bN) * YN 
I 
Yl 
=$max@b@y=$max@ba. 
Since N is a given constant and the equation 
-F=max@bz= -min@bz 
(21) 
(22) 
holds, our problem is reduced to the unrestricted inequality minimization 
problem that decides a vector z satisfying the equation 
under constraint (20). 
F=min@bz (23) 
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Now in order to consider the property of this problem, we define a finite 
sequence of N linear programs of the form 
“Li; minimize by subject to A,y > ci” (24) 
corresponding to the constraints (16), where vector y has N components. 
In other words, linear program Li is considered to be a problem which 
decides an optimal action in any state i of Markovian decision process. Next 
we define a direct sum program of these linear programs Li (i = 1,2,..., N), 
denoted by & Li , to be a linear program of the form 
“@Li; minimize @ bz subject to 
where 
x=@y. 
(25) 
And we call each Li the direct summand of direct sum program @L, . Then 
our problem (20), (23) which is obtained by the linear programming formula- 
tion of Markovian decision process and the consideration of its dual program, 
corresponds to a direct sum program @ Li defined above. Therefore we may 
regard the Markovian decision problem as the direct sum program @ Li from 
this time. 
5. RELATIONS BETWEEN DIRECT SUM PROGRAM AND 
MABKOVIAN DECISION PROBLEM 
In this section, we shall consider some relations between a stationary 
optimal policy of a Markovian decision problem, and direct sum program 
@ Li or direct summand Li introduced in Section 4. 
First of all, we shall give some theorems which describe the relations 
between feasible solutions of linear programs Li corresponding to each state 
of Markovian decision problem and feasible solutions of linear programming 
@ Li corresponding to all of the states. 
THEOREM 1. Let the Markovian decision process be formulated into the 
direct sum linear program (25). A direct sum z = @ y of vectors y is feasible 
for direct sum L = @ Li of linear programs L, , the Equation (24), which cor- 
respond to each state i (i = 1, 2,..., N) if and only if every vector y is feasible 
for the corresponding direct summand Li . 
PROOF. It is self-evident that a vector y is feasible for the direct summand 
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Li of Equation (24) if and only if the equations Aiy - Ci > 0 (i = 1, 2,..., N) 
hold. Then by Lemma 2 of Section 3, we have 
(0 Ai) (0 Y) - 0 ci 3 0. 
That is to say, this equation implies that @ y = z is feasible for direct 
sum (25). Therefore the proof is complete. 
For an optimal policy, the following theorem is useful. 
THEOREM 2. Let the Markovian decision process be formulated into the 
direct sum program (25). A direct sum z = @ y of vector y is optimal for a 
direct sum L = @ L, of linear programs Li , the Equation (24), which correspond 
to each state i (i = 1, 2,..., N), if and only if every vector y is optimal for the 
corresponding direct summand Li . 
PROOF. Henceforth we shall use the following notations in order to 
simplify the description. Let Lf be the set of all feasible vectors of linear 
program L. If the minimal value of the objective yields for a vector of Lf, 
then the vector is called optimal and denoted by Lv. That is to say, any 
feasible vector y such as by = L” is called optimal. And the set of all the 
optimal vectors of linear program L is denoted by LO. Now we shall prove 
Theorem 2 by introducing the above notations. 
If we assume that y E Lie, then y E Lif is evident. Therefore by Theorem 1, 
we obtain @ y E (0 LJf. Let vector y’ be different from vector y such that 
@ y’ E (@Li)‘* 
Then from Theorem 1, it follows that y’ E Lif. Since y E Lie and the defini- 
tion of optimality, the inequality by <by’ holds. So from Lemma 2, it 
follows that 
that is 
ObOydOb0y’, 
z = @ y E (0 Li)“. 
Conversely, assume @ y E (0 L$. By Theorem 1 we have 
0 Y E (0 Li)f* 
Then y E Lif holds. Hence let vector y’ be different from vector y and assume 
that y’ E Lif and by’ < by. We obtain 
@ y’ E (0 L,)f. 
But by Lemma 2, we have 
(Ob)(Oy’)=Cby’~Cby=(Ob)(Oy), 
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that is 
This contradicts the assumption @ y E ((3 I,,)“. ‘i’hereforc the assumption 
by’ C; by is unreasonable. Then y EI,~“, and our proof is complete. 
From the above two theorems, we obtain the following fact; 1Vhen we 
formulate the lJ’Iarkovian decision process into a dual linear programming, 
the direct sum which consists of the set of feasible (or optimal) vectors 
corresponding to each state in a basic Markov chain, is equal to the set of 
feasible (or optimal) vectors corresponding to all of the states. The fact stated 
above is described as follows by means of our notations: 
(@L,)’ r: ,c$ L,’ (26) 
(@LJ” := g) LiO (27) 
(@LJ” = f L,r. 
i=l 
(28) 
From equations (26), (27), (28), when we discuss the Markovian decision 
process by means of the formulation into a linear programming, we can 
describe the behavior of our system according to the decomposition into 
sub-linear programs for each state and to find their feasible vectors, optimal 
vector, and optimal value. 
This fact corresponds to the consideration of Markovian decision problem 
using a decomposition for each state. From the view point of labour-saving 
in computation, our consideration may be useful. Moreover, for example, 
with respect to the simplex criterion for linear programming of Markovian 
decision process, we may consider it by state-by-state. The criterion is given 
for any i (i =.l, 2,..., N) by 
On the other hand, our discussion shows that Howard’s Policy Iteration 
Algorithm is allowed to consider each state one by one. 
6. CONCLUSION 
In this paper, we have discussed that the Markovian decision process is 
formulated into the dual linear programming and reduced to a direct sum 
program by means of decomposition as Equation (17). As a consequence, 
in order to decide a stationary optimal policy, we can consider separately 
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each state of the basic Markov chain according to the direct summand. 
And using an optimal in each state, we can construct an optimal policy of 
the system. Furthermore, in the process of actual computation, our method 
has a good point that we can decrease the required memory-capacity of the 
computer. 
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