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Abstract
This thesis consists of two parts. In part I, we prove equivariant Morse inequalities via
Bismut-Lebeau's analytic localization techniques. As an application, we obtain Morse in-
equalities on compact manifold with nonempty boundary by applying equivariant Morse
inequalities to the doubling manifold. In part II, we calculate the second coecient of
the asymptotic expansion of the Bergman kernel of the Hodge-Dolbeault operator asso-
ciated to high powers of a Hermitian line bundle with non-degenerate curvature, using
the method of formal power series developed by Ma and Marinescu.
Keywords Equivariant Morse inequalities, Analytic localization techniques, Hodge-
Dolbeault operator, Bergman kernel, Asymptotic expansion.
Kurzzusammenfassung
Diese Arbeit besteht aus zwei Teilen. Im ersten Teil werden wir die aquivarianten
Morse-Ungleichungen mit Hilfe der analytischen Lokalisierungstechniken von Bismut-
Lebeau beweisen. Als eine Anwendung erhalten wir die Morse-Ungleichungen auf kom-
pakten Mannigfaltigkeiten mit nicht-leerem Rand, in dem wir die Morse-Ungleichungen
auf die doubling Mannigfaltigkeit anwenden.
Im zweiten Teil berechnen wir den zweiten Koezienten der Entwicklung des Bergman-
Kerns des Hodge-Dolbeault-Operators, der mit dem Komplex der Dierentialformen mit
Werten in grossen Potenzen eines hermiteschen Geradenbundels mit nicht-degenerierter
Krummung assoziiert wird. Dabei benutzen wir die Methode der formalen Potenzreihen,
die von Ma und Marinescu entwickelt wurde.
Stichworter aquivariante Morse-Ungleichungen, analytische Lokalisierungstechniken,
Hodge-Dolbeault-Operator, Bergmanscher Kern, asymptotische Entwicklung.
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1 Introduction
A function f on a smooth manifold is called Morse function if all its critical points are
isolated and non-degenerate. The weak Morse inequalities state that the Betti number
j of a smooth closed manifold bounds up by the number of critical points of a Morse
function with the same index j. It is known that Morse functions always exist on a
smooth compact manifold. Moreover, the space of Morse functions is dense in the space
of smooth functions on smooth compact manifold.
The standard Morse inequalities were rst proved by topologists using the change of
topology of the half-spaces Ma = fx 2 M j f(x) 6 ag associated with a Morse function
f on a closed manifold M [34]. Thom and Smale observed the importance of the space
of trajectories for the gradient ow of f . Under certain transversality condition of these
trajectories (Morse-Smale condition) one can form a chain complex, called Thom-Smale
complex, whose chains are generated by the critical points of f and whose boundary
operator is dened by counting gradient ow lines (with sign). The cohomology of the
Thom-Smale complex is isomorphic to the singular homology of the manifold with inte-
ger coecients. This isomorphism immediately yields the standard Morse inequalities.
Witten introduced a deformation of the de Rham complex by using a Morse function
and indicated that the Thom-Smale complex is isomorphic to a subcomplex of the de-
formed de-Rham complex, consisting of eigenspaces of small eigenvalues of the associated
deformed de-Rham operator.
In Zhang's book [56], especially [56, Chapter 6], we nd an analytic proof of Witten's
intuitions, by using the analytic localization techniques developed by Bismut-Lebeau
([6, x8-9]).
In his inuential work [52], Witten sketched analytic proofs of the degenerate Morse in-
equalities of Bott [8] for Morse functions whose critical submanifolds are non-degenerate
in the sense of Bott. Rigorous proofs were given by Bismut [4], by using heat kernel
methods, and later by Heler and Sjostrand [22], by means of semiclassical analysis.
Braverman and Farber [12] provided another proof using the Witten deformation tech-
niques suggested by Bismut [4].
Concerning the standard Morse inequalities (i.e., for Morse functions with isolated
critical points), an analytic proof is given by Zhang [56, Chapter 5], in the spirit of
the analytic localization techniques developed by Bismut-Lebeau [6, x8-9]. Moreover,
[56, Chapter 6] contains a complete proof of the isomorphism between the Thom-Smale
complex and the Witten instanton complex. Following the ideas in [56], we give here a
proof of degenerate Morse inequalities by similar techniques.
Let us mention the related papers [12, 13, 18]. In [12, 13], Braverman, Farber and
Silantyev usedWitten deformation techniques to study the Novikov number associated to
closed dierential 1-forms non-degenerate in the sense of Bott and Kirwan, respectively.
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In this way, they obtained Novikov-type inequalities associated to a closed dierential
1-form. When the closed dierential form is exact, these inequalities turn to Morse
inequalities.
In [18], Feng and Guo establish Nivokov's type inequalities associated to vector elds
instead of closed dierential forms under a natural assumption on the zero-set of the
vector eld.
In this thesis, we give a proof of the equivariant Morse-Bott inequalities along the
lines of [56] (cf. [6, x8-9]). Note that our theorem does not follow from the Morse
inequalities of Braverman-Faber [12]. Moreover, it is dicult to adapt Bismut's heat
kernel approach [4] in the equivariant situation. On the other hand, such equivariant
Morse-Bott inequalities are probably folklore among topologists. Compared to [18],
where Bismut-Lebeau's analytic localization techniques are applied along the lines of
[56], we can choose the geometrical data near the singular points as simple as possible,
due to the equivariant Morse's Lemma [51]. As an application, we get degenerate Morse
inequalities for manifolds with nonempty boundary by passing to the doubling manifold.
Thus, we extend the result from [54] to the most general situation.
Let us now turn to our second topic of this Thesis.
The study of the asymptotic expansion of Bergman kernels has attracted much atten-
tion recently. The existence of the asymptotic expansion of the Bergman kernel of Dirac
operator acting on high power tensors of positive line bundle over compact complex
manifold was established by Catlin [14] and Zelditch [55]. Tian [50], followed by Ruan
[39] and Lu [26], computed many terms of the asymptotic expansion on the diagonal via
Tian's method of peak solutions.
Using Bismut-Lebeau's analytic localization techniques, Dai, Liu and Ma [17] estab-
lished the full o diagonal asymptotic expansion of the Bergman kernel of the Spinc
Dirac operator associated to high powers of a Hermitian line bundle with positive cur-
vature in the general context of symplectic manifold. Moreover, they calculated the rst
coecient of the expansion in the case of Kahler manifolds. Later, Ma and Marinescu
[31] studied the expansion of generalized Bergman kernels and developed a method of
formal power series to computer the coecients. By the same method, Ma and Mari-
nescu [29, Theorem 2.1] compute the rst coecient of the asymptotic expansion of the
Bergman kernel of the Spinc Dirac operator acting on high tensor powers of line bundles
with positive curvature in the case of symplectic manifolds.
Here we consider the Hodge-Dolbeault operator, which is a modied Dirac operator,
associated to a high power of a Hermitian line bundle with non-degenerate curvature
over compact complex manifold. For the non-degenerate curvature case, R. Berman and
J. Sjostrand [3] studied the asymptotic expansion for Bergman kernels for high powers
of complex line bundles. Ma and Marinescu [29] obtained the expansion [29, Theorem
1.7] of the Bergman kernel of the Spinc Dirac operator in non-degenerate curvature case
and they computed the coecient [29, Theorem 2.1] in the case of positive curvature
assumption. Our work in this thesis is a continuation of their work [29]. We compute
the second coecient of asymptotic expansion of the Hodge-Dolbeault operator via the
method in [29, 31]. Compared to [29, 31], the main feature here is that we do our
calculations without the positive curvature assumption.
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The organization of this Thesis is as follows. We will prove the Equivariant Morse
inequalities and the degenerate Morse inequalities for manifold with boundary in Chapter
2. Chapter 3 is devoted to the calculation of the second coecient of the asymptotic
expansion of the Bergman kernel of the Hodge-Dolbeault operator associated to high
powers of a Hermitian line bundle with non-degenerate curvature. In Appendix 4, we
give a complete proof of the known fact that, given a Morse function, there exists a metric
on M such that the corresponding gradient vector eld satises Morse-Smale conditions
[35], [45]. Appendix 4 plays a crucial role in the construction of Thom-Smale-Witten
complex.
3
2 Equivariant Morse inequalities and
applications
The contents of this Chapter is as follows. In Section 2.1, we state the rst main result
of this Thesis. In Section 2.2, we describe briey the Standard Morse inequalities. In
Section 2.3, we prove the degenerate Morse inequalities along the lines of [56] (cf. [6, x8-
9]). A key point is to compare the relations between the kernel spaces of Dirac operator
on critical manifolds and the eigenspaces associated to small eigenvalues of the deformed
de-Rham operator of M following [52].
In Section 2.4, we give a proof of equivariant Morse inequalities (Theorem 2.1), mo-
tivated by the idea in [56]. For a nite group G, we rst construct a G isomorphism
between the two spaces considered in Section 2.3, i.e., the kernel of Dirac operator on
critical manifolds and the eigenspaces associated to small eigenvalues of the deformed
de-Rham operator ofM . Using this G-isomorphism, we immediately get the equivariant
Morse inequalities. When G = f1g; the equivariant Morse inequalities reduce to the
degenerate Morse inequalities.
In Section 2.5, we establish the general Morse inequalities (Theorem 2.2) for manifolds
with possibly non-empty boundary. We rst consider the special case that f j@M = 0,
where we divide our proof into three special cases. When N+ or N  (cf. Section 2.1)
is empty and we reduce the equivariant case by using the Z2 action to the doubling
manifold of M . In the general case, we need to consider a Z2  Z2 action and paste the
manifold twice along the boundary N+, N  respectively. Combining the result in the
special case and the degenerate Morse inequalities, we get Theorem 2.2.
2.1 Main result
Let M be a smooth m-dimensional closed and connected Riemannian manifold and G
be a nite group acting on M as dieomorphism. Let f : M ! R be a smooth G-
invariant Morse-Bott function [8]. That is, the critical points of f form a union of
disjoint connected submanifolds B1; B2;    ; Br and if x 2 Bi, the Hessian of f is non-
degenerate on any subspace of TxM which intersects TxBi transversally. For 1 6 i 6 r,
let ni be the dimension of the submanifold Bi and n
 
i be the index of the Hessian of f
on Bi.
Using equivariant Morse-Bott Lemma [51], we embed each critical submanifold Bi in
a tubular neighborhood (h;N i N+i ) so that
f  h(Z ; Z+) = c  jZ
 j2
2
+
jZ+j2
2
; (2.1.1)
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where c denote the constant value of f(Bi) and the rank of N
 
i is n
 
i , while that of N
+
i
is m  ni   n i . Let o(N i ) denote the orientation bundle of N i . We call n i the index
of Bi in M .
In the sequel, we will often omit the subscript i in Bi; ni; n
 
i , i.e., n denotes the
dimension of the critical submanifold B and n  is the index.
Let W1;W2 be two nite-dimensional real representations of G. Let HomG(W1;W2)
denote the set of all linear G morphism between W1 and W2. If E1; E2 are two nite-
dimensional real representations of G, then we denote
E1 6 E2 (2.1.2)
in the representation ring R(G) if for any irreducible representation V of G, the multi-
plicity of V in E1 is smaller than the multiplicity of V in E2, equivalently,
dim HomG(V;E1) 6 dim HomG(V;E2): (2.1.3)
The rst main result in the Thesis is as follows.
Theorem 2.1. Let M be a smooth m-dimensional closed and connected manifold, and
let G be a nite group acting smoothly on M . Let f : M ! R be a smooth G-invariant
Morse-Bott function. Then we have for k = 0; 1; : : : ;m,
kX
j=0
( 1)k jHj(M) 6
rX
i=1
kX
j=n i
( 1)k jHj n i (Bi; o(N i )) (2.1.4)
in the sense of ( 2.1.2). When k = m, the equality holds,
mX
j=0
( 1)m jHj(M) =
rX
i=1
mX
j=n i
( 1)m jHj n i (Bi; o(N i )): (2.1.5)
Let us explain Theorem 2.1 in some details.
Set
Fj =
rM
i=1
Hj n
 
i (Bi; o(N
 
i )): (2.1.6)
Fj is a nite-dimensional real vector space. We denote by qj the dimension of Fj,
qj =
rX
i=1
dim Hj n
 
i (Bi; o(N
 
i )): (2.1.7)
Let fV gl01 be the irreducible representations ofG, which is nite. AsG-representation,
we have the following decomposition:
Fj =
l0M
=1
HomG(V
; Fj)
 V ; (2.1.8)
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and
Hj(M) =
l0M
=1
HomG(V
; Hj(M))
 V : (2.1.9)
For integers j = 0; 1;    ;m;  = 1;    ; l0, set
dj = dim HomG(V
; Fj); (2.1.10)
and
bj = dim HomG(V
; Hj(M)): (2.1.11)
Then (2.1.4) is equivalent to say for k = 0; 1;    ;m;  = 1;    ; l0,
kX
j=0
( 1)k jbj 6
kX
j=0
( 1)k jdj ; (2.1.12)
and (2.1.5) is equivalent to:
mX
j=0
( 1)m jbj =
mX
j=0
( 1)m jdj : (2.1.13)
From the above equivariant Morse inequalities (2.1.12) and (2.1.13), we will obtain
the Morse inequalities for manifold with boundary.
Let M be an m-dimensional smooth oriented, connected manifold with nonempty
boundary @M . Let f : M ! R be a smooth function such that it is a Morse-Bott
function in the interior of M . Let f j@M be restriction of f to the boundary. We assume
that the following condition holds. Let @M = N+ t N  be a disjoint union of closed
manifolds such that f(y; u) = 1
2
u2+ f+(y) in a collar neighborhood of N+ [0; 1), while
f(y; u) =  1
2
u2 + f (y) in a collar neighborhood of N   [0; 1), here f+ (resp. f ) is a
Morse-Bott function on N+ (resp. N ). That is, f j@M is also a Morse-Bott function.
Let N+ = Na+ tNr+ and N  = Na  tNr  be disjoint union of closed manifolds. The
subscripts "a" and "r" refer respectively to absolute and relative boundary condition.
Set Na = Na+ t Na ; Nr = Nr+ t Nr . We assume that in the collar neighborhood
@M[0; 1), Riemannian metric is assumed to take the product form gTM = gT (@M)d2u,
where gT (@M) is a Riemannian metric on @M .
Let fBigri=1 (resp. fS+;igt+i=1, resp. fS ;igt i=1) be the critical submanifolds of f in the
interior of M (resp. of f+ on N+, resp. of f  on N ).
Set
Sa+;i = S+;i \Na; Sr ;i = S ;i \Nr: (2.1.14)
Let o(N i ) denote the orientation bundle over Bi as before. To simplify our notation,
we denote by o(Sa+;i) (resp. o(Sr ;i)) the corresponding bundle on Sa+;i (resp. o(Sr ;i))
and by n a+;i (resp. n
 
r ;i) be its index in Na (resp. Nr).
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Set
Fa+;j =
t+M
i=1
Hj n
 
a+;i(Sa+;i; o(Sa+;i)); qa+;j = dim Fa+;j;
Fr ;j =
t M
i=1
Hj n
 
r ;i(Sr ;i; o(Sr ;i)); qr ;j = dim Fr ;j: (2.1.15)
Theorem 2.2. The following inequalities hold for k = 0; 1;    ;m,
kX
j=0
( 1)k jj(M;Nr) 6
kX
j=0
( 1)k jj; (2.1.16)
where
j(M;Nr) = dim H
j(M;Nr); j = qj + qa+;j + qr ;j 1: (2.1.17)
The equality holds for k=m.
When f j@M = 0 and the critical points of f are isolated and non-degenerate, Theorem
2.2 reduces to [54, Theorem 1].
2.2 Standard Morse inequalities
In this Section, we briey review some basic materials about standard Morse inequalities.
See [34] for more details.
LetM be a smooth m-dimensional closed and connected manifold. Let f be a smooth
real valued function on M . A point p 2 M is called a critical point of f if the induced
map f : TpM ! Tf(p)(R) is zero, here TpM denotes the tangent space ofM at the point
p. If we choose a local coordinate system (x1;    ; xm) in a neighborhood U of p, the
critical point p is called non-degenerate if and only if the (Hessian) matrix [ @
2f
@xi@xj
(p)]
is non-singular. We say that f is a Morse function if every critical point of f is non-
degenerate.
Let f be a Morse function on M . It is clear that every non-degenerate critical point
of f is isolated. Thus, the number of critical points of f are nite. Let d2f denote
the Hessian of f . Then index of d2f is dened to be the dimension of the maximum
subspace of TpM on which d
2f is negative denite. The index of d2f on TpM will be
referred to simply as the index of f at p.
The following Lemma, known as Morse Lemma [34, Lemma 2.2], is important in the
study of properties of topology of manifold via Morse functions.
Lemma 2.3. Let p be a non-degenerate critical points of f . Then there is a local
coordinate system (x1;    ; xm) in a neighborhood U of p with xj(p) = 0 for all j and
such that the identity
f = f(p)  x
2
1
2
       x
2

2
+
x2+1
2
+   + x
2
m
2
(2.2.1)
holds through U , where  is the index of f at p.
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For j = 0; 1;    ;m, let bj be the j-th Betti number, i.e., bj = dim Hj(M;R) and cj
denote the number of critical points with index j.
The following inequalities are known as strong Morse inequalities [34, x5].
Theorem 2.4. For any k = 0; 1;    ;m,
kX
j=0
( 1)k jbj 6
kX
j=0
( 1)k jcj: (2.2.2)
When k = m, the equality holds:
mX
j=0
( 1)m jbj =
mX
j=0
( 1)m jcj: (2.2.3)
Adding (2.2.2) for k = j and (2.2.2) for k = j   1, one gets
bj 6 cj; j = 0;    ;m: (2.2.4)
The inequalities (2.2.4) are known as weak Morse inequalities.
2.3 Degenerate Morse Inequalities
In this Section, we will prove Theorem 2.1 when G is trivial.
2.3.1 Statement of main result when G is trivial
Let M be a smooth m-dimensional closed and connected Riemannian manifold and
f : M ! R be a Morse-Bott function. Then Theorem 2.1 takes the following form [4,
Theorem 2.14].
Theorem 2.5. For k = 0; 1;    ;m
kX
j=0
( 1)k jbj 6
kX
j=0
( 1)k jqj: (2.3.1)
For k = m, the equality holds,
mX
j=0
( 1)m jbj =
mX
j=0
( 1)m jqj: (2.3.2)
If all critical manifolds Bi are isolated, i.e., f is a Morse function, then qj is precisely
the number of critical points with critical index j, (2.3.1) and (2.3.2) turn to the standard
Morse inequalities (2.2.2) and (2.2.3).
Since (2.3.1) and (2.3.2) are purely topological result, we may and will choose a special
Riemannian metric on the manifold. This will greatly simply the proof.
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2.3.2 Some calculations on Euclidian space
In this subsection, we will perform some calculations on Euclidian space. The result of
this subsection will be applied to the bres of the normal bundle N to B in M:
Let V be an l-dimensional real vector space endowed with an Euclidean scalar product.
Let V +; V   be two subspaces such that V = V    V + and dimV   = n . Let e1;    ; el
be an orthonormal basis on V such that V   is spanned by e1;    ; en  . Let f 2 C1(V;R)
dened by:
f(Z) = f(0)  jZ
 j2
2
+
jZ+j2
2
; (2.3.3)
where Z  = (Z1;    ; Zn ); Z+ = (Zn +1;    ; Zl); (Z ; Z+) denote the coordinate func-
tions on V corresponding to the decomposition V = V    V +.
Let
Z =
lX
=1
Ze (2.3.4)
be the tautological vector eld on V . There is a natural Euclidean scalar product on
V . Let dvV (Z) be the volume form on V . Let   be the set of the square integrable
sections of V  over V . For ;  2  , set

; 

=
Z
V
h; iV dvV (Z): (2.3.5)
Let d be the usual dierential operator acting on the smooth section of V  and  be
the formal adjoint of d with respect to the Euclidean product (2.3.5).
Let C(V ) be the Cliord algebra of V , i.e., the algebra generated over R by e 2 V
and the communication relations ee0 + e0e =  2he; e0i for e; e0 2 V . Let c(e);bc(e) be the
Cliord action on V  dened by
c(e) = e ^  ie; bc(e) = e ^+ie; (2.3.6)
where e^ and ie are the standard notation for exterior and interior multiplication and
e denotes the dual of e by the Euclidean scalar product on V . Then V  is a Cliord
module.
If X; Y 2 V; one has
c(X)c(Y ) + c(Y )c(X) =  2hX;Y i;bc(X)bc(Y ) + bc(Y )bc(X) = 2hX;Y i; (2.3.7)
c(X)bc(Y ) + bc(Y )c(X) = 0:
We denote by v the gradient of f with respect to the given Euclidean scalar product,
then
v(Z) =  
n X
=1
Ze +
lX
=n +1
Ze: (2.3.8)
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Let  be the standard Laplacian on V , i.e.,
 =  
lX
=1
(
@
@Z
)2: (2.3.9)
Set
dT = e
 Tfd  eTf ; T = e Tf  eTf ; DT;v = dT + T = d+  + Tbc(v):
Let e1;    ; el be the dual basis of e1;    ; el. Then we have the following result [52],[56,
Proposition 4.9].
Proposition 2.6. The kernel of D2T;v is one dimension and is spanned by
 = e 
T jZj2
2 e1 ^    ^ en  : (2.3.10)
Moreover, all nonzero eigenvalues of D2T;v are > 2T .
Proof. For e 2 V , let re be the dierential operator along the vector e.
It is easy to calculate the square of DT;v,
D2T;v = + T
2jZj2 + T
lX
=1
c(e)bc(rev)
= ( + T 2jZj2   T l) + T
n X
=1
[1  c(e)bc(e)] + T lX
=n +1
[1 + c(e)bc(e)]
= ( + T 2jZj2   T l) + 2T (
n X
=1
iee
 ^+
lX
=n +1
e ^ ie): (2.3.11)
The operator
LT = + T 2jZj2   T l (2.3.12)
is the harmonic oscillator operator on V . By [19, Theorem 1.5.1], [30, Appendix E],
we know that LT is nonnegative elliptic operator with the kernel of dimension one and
generated by e 
T jZj2
2 . Moreover, the nonzero eigenvalues of LT are all greater than 2T .
It is also easy to verify that the linear operator
n X
=1
iee
 ^+
lX
=n +1
e ^ ie (2.3.13)
is nonnegative with the kernel being one dimensional and generated by
e1 ^    ^ en  : (2.3.14)
The proof of Proposition 2.6 is complete.
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2.3.3 Local analysis near critical manifolds
In this subsection, we give the geometric setting for this Section.
By the generalized Morse Lemma [23], we know that B possesses a tubular neighbor-
hood (h;N) such that:
(1) N is a vector bundle over B, which is endowed with the scalar product gN . Moreover
N , which has rank m  n, splits into two orthogonal subbundles N = N  N+, where
the rank of N  is n  and the rank of N+ is n+.
(2) h embeds N into M . Moreover there is an open neighborhood B of B in N such
that if Z = (Z ; Z+) 2 B, then
f(h(Z)) = c  jZ
 j2
2
+
jZ+j2
2
; (2.3.15)
where c denotes the constant values f(B).
In the sequel, we will identify N and h(N). Let  be the projection N ! B:
Let gTB be a Riemannian metric on TB and rTB be the Levi-Civita connection
on TB associated to gTB. As Euclidean bundles, (N ; gN
 
) (resp: (N+; gN
+
)) can
be endowed with Euclidean connections rN (resp: rN+). We then have a natural
Euclidean connection rN on N , i.e.,
rN = rN  rN+ : (2.3.16)
The Euclidean connectionrN onN induces a splitting TN = THNT VN of the tangent
space of the total space N [2, Proposition 1.20], where THN is the horizontal part of TN
with respect to the Euclidean connectionrN and T VN is isomorphic to N . IfX 2 TB,
let XH denote the horizontal lift of X in THN such that XH 2 THN; XH = X:
If y 2 N , then  identies THy N with T(y)B. Moreover, T Vy N andN can be naturally
identied. In this way, THy N and T
V
y N are both endowed with scalar product induced
by gTB and gN , i.e., we get a metric gTN = gTBgN on TN = THNT VN . Here we
still denote gN as the induced metric on T VN . Let rTN be the Levi-Civita connection
on N associated to the Riemannian metric gTN .
Let TN jB be the restriction of the tangent bundle TN to B. Recall that N is identied
with the bundle orthogonal to TB in TN jB; TN jB = TB  N . Let rTN jB be the
restriction of rTN to TN jB.
Lemma 2.7. The following identity holds:
rTN jB = rTB rN : (2.3.17)
Proof. Let P TB (resp: PN) be the orthogonal projection from TN jB to TB (resp: N).
We need to prove that B is totally geodesic submanifold of N with respect to the metric
gTN and that
rTB = P TBrTN jBP TB; rN = PNrTN jBPN : (2.3.18)
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The rst equality in (2.3.18) is easily proved by the uniqueness of the Levi-Civita con-
nection on B.
Fix y0 2 B. Let e1(y0);    ; el(y0) be an orthonormal basis of Ny0 . Let y denote the
tautological vector eld in Ty0B. Let 
N
ty be the parallel transport of section of N along
the curve t  ! ty; t 2 [0; 1] with respect to the connection rN . Set
e(y) = 
N
y
 
e(y0)

: (2.3.19)
This gives a trivialization of N over a neighborhood U of y0 in B. Let w = (w); w 2

1(U) be the connection one-form of N with respect to the trivialization:
N jU ' U  Rl; Z =
lX
=1
Ze 7 ! ((Z); Z1;    ; Zl); (2.3.20)
and
rN = d+ w; wy()Z =
lX
;=1
wy;()eZ: (2.3.21)
Then wy; is antisymmetric over  and . Moreover, as vector space, Ny is naturally
identied to its tangent space, thus
e(y) =
@
@Z
(y): (2.3.22)
Let RN the curvature operator of Euclidean connection rN , i.e., RN = (rN)2. From
[2, Proposition 1.18],
wy() = 1
2
RNy0(y; ) +O(jyj2): (2.3.23)
In particular, w0; = 0:
The tautological vector eld y on Ty0B may also be regarded as a point of U . Some-
times we also use y to denote the point y in U .
For y 2 U;Z 2 Ny, we have the decomposition:
T(y;Z)N = T
H
(y;Z)N + T
V
(y;Z)N; (2.3.24)
where T VN is the vertical bundle over B and the horizontal part THN may be expressed
as [2, Proposition 1.20]:
TH(y;Z)N =

(X; w(X)Z)jX 2 TyB
	
: (2.3.25)
By denition, the metric gTB on THN is given by:
(gTB)(y;Z)(W1;W2) = gTBy (W1; W2): (2.3.26)
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By denition of THN , the identication between TN and THN  T VN is given by
TN ' TU  Rn ! THN  T VN
(Y;W ) 7! (Y   w(Y )Z;W + w(Y )Z): (2.3.27)
Then gTN can be written out explicitly.
gTN(y;Z)((Y1;W1); (Y2;W2))
= (gTB)(y;Z)(Y1   w(Y1)Z; Y2   w(Y2)Z) + gNy (W1 + w(Y1)Z;W2 + w(Y2)Z)
= gTBy (Y1; Y2) + g
N
y (W1 + w(Y1)Z;W2 + w(Y2)Z): (2.3.28)
Let f1(0);    ; fn(0) be an orthonormal basis of Ty0B. We denote by yj the coordinate
system on Ty0B = Rn such that y =
Pn
j=1 yjfj(0) holds. We denote by 
B
ty the parallel
transport of fj(y0) along the curve t  ! ty; t 2 [0; 1] with respect to the Levi-Civita
connection rTB. Set
fj(y) = 
B
y (fj(y0)):
Then fj(y) is a local orthonormal frame of B and rTB fjy0 = 0: (2.3.29)
Then ffjgnj=1 and fegl=1 form an orthonormal frame of TN jB.
To prove that B is totally geodesic in N with respect to the metric gTN , it suce to
show 
rTN@
@yi
@
@yj
;
@
@Z

y0
= 0: (2.3.30)
By the formula [2, (1.18)] of the Levi-Civita connection rTN , we have
2

rTN@
@yi
@
@yj
;
@
@Z

=
@
@yi

 @
@yj
;
@
@Z

+
@
@yj

 @
@Z
;
@
@yi
  @
@Z

 @
@yi
;
@
@yj

: (2.3.31)
It is clear that 
 @
@yj
;
@
@Z

y
=


fj; e

y
= 0: (2.3.32)
Therefore
2

rTN@
@yi
@
@yj
;
@
@Z

y0
=   @
@Z

 @
@yi
;
@
@yj
iy0
=   @
@Z

Z=0
h
gTB

 @
@yi
;
@
@yj

+ gN


w(
@
@yi
)Z;w(
@
@yj
)Z
i
= 0: (2.3.33)
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The last equation in (2.3.33) is due to the fact that the term gNy0


w( @
@yi
)Z;w( @
@yj
)Z

is a
quadratic form of Z.
The second formula of (2.3.18) follows from
rTN@
@yi
e; e

y0
=

rN@
@yi
e; e

y0
: (2.3.34)
We prove (2.3.34) as follows.
The right hand side of (2.3.34) is
hrNfje; eiy0 = wy0;(fj) = 0: (2.3.35)
For the left side of (2.3.34), we have
2

rTNfj e; e =
[fj; e]; e  
[e; e]; fj+ 
[e; fj]; e
+ fj


e; e

+ e


e; fj
  e
fj; e: (2.3.36)
At the point y0, we nd that
fj


e; e

y0
= 0: (2.3.37)
From (2.3.28), we have 

e; fj

(y;Z)
=


e; w(fj)Z

y
: (2.3.38)
Then
e


e; fj

y0
= e


e; w(fj)Z

y0
= wy0;(fj) = 0: (2.3.39)
Similarly,
e


e; fj

y0
= 0: (2.3.40)
It is clear that 

[e; e]; fj

y0
= 0:
From (2.3.22), we nd that
[fj; e]y = 0; [fj; e]y = 0: (2.3.41)
Thus the left side of (2.3.34) equals to 0. The proof of Lemma 2.7 is complete.
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2.3.4 Proof of Theorem 2.5
Let gTM be a Riemannian metric on the manifold M which coincides with gTN in a
neighborhood of B via the embedding h. (Using partition of unity argument, it is
always possible.)
Let o(TM) be the orientation line bundle on M and let dvM be the density (or
Riemannian volume form) on M . Note that we do not assume that M is oriented; thus
dvM 2 C1(M;m(T M)
 o(TM)) [2, Page 29], [10, Page 88]. Let 
(M) be the set of
smooth sections of (T M) on M . For f; g 2 
(M), set
hf; gi =
Z
M
hf; gi(x)dvM(x): (2.3.42)
Let DM be the classic Dirac operator on M , i.e.,
DM = d+ ; (2.3.43)
where d the exterior dierential operator and  is the adjoint of d with respect to the
metric (2.3.42). Let rf be the gradient vector eld of f with respect to the Riemannian
metric gTM on M . Set
dT = e
 Tfd  eTf ; T = eTf  e Tf ;
DT = dTf + Tf = D
M + Tbc(rf): (2.3.44)
Following the argument after [56, Proposition 5.5], one easily gets degenerate Morse
inequalities (2.3.1) and (2.3.2) if the following Proposition holds.
Proposition 2.8. There exist C0 > 0; T0 > 0 such that when T > T0; the number of
eigenvalues in [0; C0) of D
2
T j
j(M) equals to qj.
Proof of Theorem 2.5. Let FC0T;j be the qj-dimensional vector space generated by the
eigenspaces of D2T j
j(M) associated to the eigenvalues lying in [0, C0). Since dTDT =
DTdT , dT (F
C0
T;j)  FC0T;j+1. Then we have the following complex:
(FC0T;; dT ) : 0  ! FC0T;0  ! FC0T;1  !    ! FC0T;m  ! 0:
By Hodge Theorem, the j-th cohomology group of the above complex is isomorphic
to Ker
 
D2T j
j(M)

, which is again by Hodge Theorem isomorphic to the j-th cohomol-
ogy group of the complex (
(M); dT ). Then (2.3.1) and (2.3.2) follows from standard
algebraic techniques ([30, Lemma 3.2.12]). This completes the proof of Theorem 2.5.
The rest of this Section is left to prove Proposition 2.8.
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2.3.5 Local expansion of DT near the critical submanifold B
In this subsection, we study the local behavior of the twisted operator DT near the
sub-manifold B.
We rst introduce a coordinate system on M near B. If y 2 B;Z 2 Ny, let yt =
expy(tZ); t 2 R be the geodesic in M with y0 = y; dytdt jt=0 = Z. For " > 0; set B" =f(y; Z) 2 N ; y 2 B; jZj < "g: Here and after, jZj always stands for jZjgNy . Since B and
M are compact, there exists "0 > 0 such that for 0 < " < "0, the map (y; Z) 2
N ! expyZ 2 M is a dieomorphism from B" onto a tubular neighborhood U" of B in
M . From now on, we identify B" with U" and use the notation x = (y; Z) instead of
x = expyZ. Finally, we identify y 2 B with (y; 0) 2 N .
Take  > 0. Let E (resp. E) be the set of smooth sections of 
((T M)jB) on the
total space of N (resp. of ((T M)jB) over B).
The symbols dvB and dvN are understood in the same manner as dvM . Let f1;    ; fn
(resp. e1;    ; el) be the orthonormal basis of TyB (resp. Ny) as in Lemma 2.7. From
(2.3.28), we know that e1;    ; el are also orthonormal basis at the points (y; Z) on the
total space N . It is clear that
dvN(y; Z) = dvB(y)dvNy(Z): (2.3.45)
For f; g 2 E have compact support, set
hf; gi =
Z
B
  Z
Ny
hf; gi(y; Z)dvNy(Z)

dvB(y): (2.3.46)
If f 2 E has compact support in B"0 , we will identify f with an element of E which
has compact support in U"0 . This identication is unitary with respect to the Euclidean
product (2.3.42) and (2.3.46).
LetrTM be the Levi-Civita connection on TM . Then there exists a natural connection
on (T M) on (T M) induced by rTM , which we denote by r(T M). Let r(T M)jB
be the restriction ofr(T M) to (T M)jB. The connection r(T M)jB on (T M)jB can
be lift to a connection on the bundle ((T M)jB), which we denote by (r(T M)jB):
Denition 2.9. Let DH ; DN be the operators acting on E:
DH =
nX
j=1
c(fj)(
r(T M)jB)fHj ;
DN =
lX
=1
c(e)(
r(T M)jB)e : (2.3.47)
We now prove that DH is self-adjoint with respect to metric (2.3.46). For s1; s2 2
C1(N; (T M jB)) and one of them has compact support, then
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DHs1; s2

=
nX
j=1
Z
B
Z
Ny
D
c(fj)
 
r(T M)jB
fHj
s1; s2
E
(y; Z)dvNy(Z)dvB(y)
=
nX
j=1
Z
B
Z
Ny
D 
r(T M)jB
fHj
 
c(fj)s1

; s2
E
(y; Z)dvNy(Z)dvB(y)
 
nX
j=1
Z
B
Z
Ny
D
c
 
r(T M)jB
fHj
fj

s1; s2
E
(y; Z)dvNy(Z)dvB(y)
=
nX
j=1
Z
B
Z
Ny
h
fHj
D
c(fj)s1; s2
E
 
D
c(fj)s1;
 
r(T M)jB
fHj
s2)
Ei
dvNy(Z)dvB(y)
 
nX
j=1
Z
B
Z
Ny
D
c
 
r(T M)jB
fj
fj

s1; s2
E
(y; Z)dvNy(Z)dvB(y)
=


s1; D
Hs2

+ I + II;
(2.3.48)
where
I =  
nX
j=1
Z
B
Z
Ny
 
w(fj)Z
D
c(fj)s1; s2
E
dvNy(Z)dvB(y);
and
II =
nX
j=1
Z
B
Z
Ny
h
fj
D
c(fj)s1; s2
E
 
D
c
 rTBfj fjs1; s2EidvNy(Z)dvB(y):
From (2.3.21) and integration by parts, we nd that
I = 
nX
j=1
lX
;=1
Z
B
Z
Ny
Zwy;(fj)
@
@Z


c(fj)s1; s2

dvNy(Z)dvB(y)
=
nX
j=1
lX
=1
Z
B
Z
Ny
wy;(fj)


c(fj)s1; s2

dvNy(Z)dvB(y)
=0:
(2.3.49)
For the term II, we set
#(Y )(y) =
Z
Ny
D
c(Y )s1; s2
E
(y; Z)dvNy(Z); for Y 2 C1(B; TB): (2.3.50)
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Then # 2 C1(B; T B) and
Tr(r#) =
nX
j=1
h
fj
 
#(fj)
  # rTBfj fji
=
nX
j=1
Z
Ny
h
fj
D
c(fj)s1; s2
E
 
D
c
 rTBfj fjs1; s2EidvNy(Z):
(2.3.51)
From [2, Proposition 2.7], we deduce that
II =
Z
B
Tr
 r#(y)dvB(y) = 0: (2.3.52)
Combining (2.3.48), (2.3.49) and (2.3.52), one immediately gets

DHs1; s2

=


s1; D
Hs2

:
Similarly DN is also self-adjoint. Moreover, DN is formally self-adjoint along the bres
of N , i.e., for s1; s2 2 E with compact supports,Z
Ny
hDNs1; s2i(y; Z)dvNy(Z) =
Z
Ny
hs1; DNs2i(y; Z)dvNy(Z): (2.3.53)
The proof of (2.3.53) is just by integration by parts.
Using identication ((T N))j(y;Z) with (T N)y by transport parallel along the
geodesic t ! (y; tZ); t 2 [0; 1] with respect to the connection r(T N), we can now
consider the connection r(T M) as a Euclidean connection on ((T M)jB) over B".
For T > 1, let QT be a rst order dierential operator acting on E"0 . Then QT can
be written in the form
QT =
nX
j=1
aj(T; y; Z)
(r(T M)jB)fHj +
lX
=1
b(T; y; Z)
(r(T M)jB)e + c(T; y; Z);
where aj(T; y; Z; ); b(T; y; Z); c(T; y; Z) are endomorphisms of 
((T M)jB) which de-
pend smoothly on (y; Z).
Assume there exist constants C > 0 such that for any T > 1, (y; Z) 2 B"0 , then
jaj(T; y; Z)j 6 CjZj2; 1 6 j 6 n;
jb(T; y; Z)j 6 CjZj2; 1 6  6 l; (2.3.54)
jc(T; y; Z)j 6 C(jZj+ T jZj4):
We will then use the notation
QT = O(jZj2@N + jZj2@H + jZj+ T jZj4): (2.3.55)
In (2.3.55), @H and @N represent horizontal and vertical dierential operators respec-
tively.
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Recall that the vector eld v is dened as in (2.3.8). Set
DNT = D
N + Tbc(v): (2.3.56)
For the twisted operator DT , we have the following Theorem which is an analogue of
[18, Lemma 2.3] , [6, Theorem 8.18].
Theorem 2.10. As T ! +1, we have
DT = D
N
T +D
H +O(jZj2@N + jZj2@H + jZj+ T jZj4): (2.3.57)
Proof. The proof is easier than those of [18, Lemma 2.3], [6, Theorem 8.18] because B
is now totally geodesic submanifold of the total manifold N .
We now use freely the notations in Section 2.4 as the local geometry nearB is described
in detail therein.
For y 2 U , we denote by Z the tautological vector eld in Ny, i.e., Z =
Pl
=1 Ze.
If (y; Z) 2 B"; X 2 TyN , let ~X be the parallel transport of X with respect to the
connection rTM along the geodesic t! (y; tZ); t 2 [0; 1], i.e.,
(rTMZ ~X)(y; Z) = 0: (2.3.58)
Since rTMZ ; c( ~X) = c(rTMZ ~X) = 0; (2.3.59)
Then
c( ~X)(y; Z) = c(X)(y): (2.3.60)
By (2.3.58), we nd that ~e(y; Z) = e(y). From (2.3.43) and (2.3.60), we have
DM =
nX
j=1
c(fj)rTM~fj +
lX
=1
c(e)rTMe : (2.3.61)
For 1 6 j 6 n, set
~fj(y; Z) = fj(y) +
nX
k=1
lX
=1
ckj(y)Zfk(y) +
lX
=1
lX
=1
cj(y)Ze(y) +O(jZj2); (2.3.62)
From (2.3.58), we have
0 = rTMZ fj +
nX
k=1
lX
=1
ckj(y)Zfk +
lX
=1
lX
=1
cj(y)Ze +O(jZj2): (2.3.63)
From (2.3.41), We also nd that
rTMZ fi =
lX
=1
ZrTMe fj =
lX
=1
ZrTMfj e: (2.3.64)
19
2 Equivariant Morse inequalities and applications
By Lemma 2.7, at the point of y,
rTMfj e = rNfje:
Then (2.3.63) becomes
0 =
lX
=1
Z(rNfje)y +
nX
k=1
lX
=1
ckj(y)Zfk +
lX
=1
lX
=1
cj(y)Ze +O(jZj2): (2.3.65)
As rNfje has no component of fk, from (2.3.65) it is clear that
ckj(y) = 0; for 1 6 k 6 n; (2.3.66)
and
cj(y) =  hrNfje; eiy; for 1 6  6 l: (2.3.67)
Thus,
~fj(y; Z) = fj  
lX
=1
lX
=1
hrNfje; eiyZe +O(jZj2): (2.3.68)
By [2, Proposition 1.20], we know that
~fj(y; Z) = fj  
lX
=1
(rNfje)yZ +O(jZj2) = fHj (y; Z) +O(jZj2): (2.3.69)
Set
  = rTM   rTM jB : (2.3.70)
From (2.3.61), (2.3.69) and (2.3.70), we get
DM =
nX
j=1
c(fj)(
rTM jB)fHj +
nX
j=1
c(fj) ( ~fj) +
lX
=1
c(e) (e)
+
lX
=1
c(e)(
rTM jB)e +O(jZj2@H + jZj2@N): (2.3.71)
From (2.3.17), we deduce that
 y = 0: (2.3.72)
Thus from (2.3.71) and (2.3.72), we nd
DM = DH +DN +O(jZj2@H + jZj2@N + jZj): (2.3.73)
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Set
vj(y; Z) = ( ~fjf)(y; Z); v(y; Z) = (ef)(y; Z): (2.3.74)
As

e; ~fj
	
is an orthonormal frame of the total space N , then
rf(y; Z) =
nX
j=1
vj(y; Z) ~fj +
lX
=1
v(y; Z)e; (2.3.75)
Lemma 2.11. For 1 6 j 6 n,
vj(y; Z) = O(jZj4): (2.3.76)
Proof of Lemma 2.11. By (2.3.15) and (2.3.68),
vj(y; Z) = ( ~fjf)(y; Z) = ~fj
h
f(y)  jZ
 j2
2
+
jZ+j2
2
i
=
h
fj   w(fj)Z
ih
  jZ
 j2
2
+
jZ+j2
2
i
+O(jZj4) (2.3.77)
=  
lX
;=1
Zwy;(fj)e
h
  jZ
 j2
2
+
jZ+j2
2
i
+O(jZj4):
Thus
vj(y; Z) =
lX
=1
n X
=1
wy;(fj)ZZ  
lX
=1
lX
=n +1
wy;(fj)ZZ +O(jZj4): (2.3.78)
It is clear that wy; is anti-symmetric in  and . From (2.3.16), we know that wy; = 0,
if 1 6  6 n ; n  + 1 6  6 l. Then
vj(y; Z) =
n X
;=1
wy;(fj)ZZ  
lX
;=n +1
wy;(fj)ZZ +O(jZj4) = O(jZj4):
(2.3.79)
Now we continue the proof of Theorem 2.10.
From (2.3.15),
v(y; Z) =
  Z if 1 6  6 n ;
Z if n
  + 1 6  6 l: (2.3.80)
Combining (2.3.8), (2.3.76) and (2.3.80), we get
rf(y; Z) =  
n X
=1
Ze +
lX
=n +1
Ze +O(jZj4) = v +O(jZj4): (2.3.81)
The proof of the Theorem 2.10 is complete.
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Note that DNT is actually an elliptic operator acting brewise on 
(N).
Theorem 2.12. For any y 2 B, the restriction of (DNT )2 on C1(Ny;(Ny )) is nonneg-
ative with the kernel generated by
y = e
 T jZj2
2 y; (2.3.82)
where y is the volume form of N
 
y . Moreover, all the nonzero eigenvalues of (D
N
T )
2 are
> 2T .
Proof. Let N be the positive Laplacian along the bres of N .
From (2.3.47) and (2.3.56), it is clear that on C1
 
N; ((T M)jB)

,
(DNT )
2 =  
lX
=1
(rTM jBe )2 + T 2jvj2 + T
lX
=1
c(e)bc(rTM jBe v): (2.3.83)
From (2.3.80), we obtain
(DNT )
2 = N + T 2jZj2   T
n X
=1
c(e)bc(e) + T lX
=n +1
c(e)bc(e): (2.3.84)
For Z 2 Ny,
 
((T M)jB)

(y; Z) = ((T yB)) 
 Ny . One gets the results of
Theorem 2.12 from Proposition 2.6.
2.3.6 Some estimates on the DT;j's as T ! +1
In this subsection, we will give a decomposition of DT as
P4
j=1DT;j and establish some
estimates about DT;j as T ! +1 by using Bismut-Lebeau analytic localization tech-
niques [6].
Recall that o(N ) is the orientation bundle of the bundleN . We denote by det
 
(N )

the determinant line bundle of (N ). The connection rN  on N  induces naturally
an Euclidean connection rdet((N )) on det(N ). Let  : det (N )! o(N ) denote
the canonical isomorphism over B. Let ro(N ) be the Euclidean connection on o(N )
induced by rdet((N )) via the canonical isomorphism  : det((N )) ! o(N ). Since
there exists canonical metric on o(N ) (which is independent of the trivialization of the
bundle o(N )), we could nd canonical Euclidean connection on o(N ), which is just
the exterior dierential operator d. However, given the canonical metric on o(N ), there
exists one and only one Euclidean connection on o(N ). If r1;r2 are two Euclidean on
o(N ), set w = r1  r2, then w 2 C1 B; T B 
 End(o(N )). Since r1;r2 preserve
the metric, w is antisymmetric. Thus w equals to 0. Therefore we have ro(N ) = d.
For any  > 0, let E (resp. E, resp. F) be the set of sections of (T M) on M
(resp. of (T M)jB on the total space N , resp. of (T B)
 o(N ) on B) which lies
in the -th Sobolev spaces. Let
 
E
(resp.
 
E
, resp.
 
F
) be the Sobolev norm on
E (resp. E, resp. F). We will always assume that the norm j  jE0 (resp.
  
E0
) is the
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norm associated with the Euclidean product (2.3.42) (resp (2.3.46)). The norm
  
F0
dened on the section of (T B)
o(N ) is associated with a Euclidean product similar
to (2.3.42).
Take " 2 (0; "0
2
]. Let ' be a smooth function on R with values in [0, 1] such that
'(a) =

1 if a 6 1
2
;
0 if a > 1: (2.3.85)
If y 2 B;Z 2 Ny, set
(Z) = '(
jZj
"
): (2.3.86)
For T > 0; y 2 B, set
T (y) =
Z
Ny
exp( T jZj2)2(Z)dvNy(Z): (2.3.87)
Clearly, for 1 6 i 6 r; T (y) takes a constant value on Bi. We now write T instead of
T (y). Since for jZj 6 "=2; (Z) = 1, there exist c > 0; C > 0 such that for T > 1,
c
T l=2
6 T 6
C
T l=2
: (2.3.88)
Here l = m  n denotes the rank of N .
Denition 2.13. For  > 0; T > 0, dene JT : F ! E by: for s 2 F,
JT s(y; Z) =
1p
T
(Z)exp( T jZj
2
2
)s(y) ^ y 2 E; (2.3.89)
where the smooth section  of n
 
(N )
 o(N ) is given by
y = u
1 ^    ^ un  
 (u1 ^    ^ un )
for any orthonormal basis fujgn j=1 of N y .
It is easy to see that JT is an isometry from F
0 onto its images. In fact for s 2 F0,JT s2E0 = Z
B
Z
Ny


JT s; JT s

(y; Z)dvN(y; Z)
=
Z
B
1
T
Z
Ny
2(Z)exp( T jZj2)
y; y
s(y); s(y)dvNy(Z)dvY (y)
=
Z
B


s(y); s(y)

dvY (y)
1
T
Z
Ny
2(Z)exp( T jZj2)dvNy(Z)
=
Z
B


s(y); s(y)

dvY (y)
=
s2
F0
: (2.3.90)
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For  > 0; T > 0, let ET be the image of F in E by JT . Let E
0;?
T be the orthogonal
space to E0T in E
0, let pT ; p
?
T be the orthogonal projection operators from E
0 on E0T ;E
0;?
T
respectively.
Recall that on B"0 ' U"0 , (T M) is identied with (T M)jB. Therefore if s 2 F,
we can also consider JT s as an element of E
. Let ET be the image of F
 in E by JT .
Particularly E0T may be identied with E
0
T . Moreover, by (2.3.45) the identication is
isometric. Let E0;?T be the orthogonal space to E
0
T in E
0. Then E0 splits orthogonally
into
E0 = E0T  E0;?T : (2.3.91)
Let pT ; p
?
T be the orthogonal projection operators from E
0 on E0T ;E
0;?
T respectively. We
denote by Supp(s) the support of any section s. Since E0T may be identied isometrically
with E0T , we nd that
pT s = pT s; for any s 2 E0 and Supp(s)  B"0 : (2.3.92)
In particular,
pTJT s = pTJT s; for any s 2 F0: (2.3.93)
According to the decomposition (2.3.91) we set:
DT;1 = pTDTpT ; DT;2 = pTDTp
?
T ;
DT;3 = p
?
TDTpT ; DT;4 = p
?
TDTp
?
T : (2.3.94)
Then
DT = DT;1 +DT;2 +DT;3 +DT;4: (2.3.95)
We will now establish various estimates on the DT;j's as T ! +1.
We dened a twisted de-Rham operator
DB =
nX
j=1
c(fj)rBfj : C1(B;(T B)
 o(N ))  ! C1(B; (T B)
 o(N ));
where rB = rTB 
 1+ 1
ro(N ). Similar to [6, Theorem9.8] and [18, Lemma 3.1], we
have the following result.
Proposition 2.14. As T ! +1, the following formula holds
J 1T DT;1JT = D
B +O(
1p
T
); (2.3.96)
where O( 1p
T
) is a rst order dierential operator with smooth coecients dominated by
C=
p
T .
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Proof. We can proceed as in [6, Theorem 9.8], [18, Lemma 3.1] and the proof is easier
here due to the fact that the local formula (2.3.81) of gradient of f is simple.
By (2.3.57),
DT;1 = pTDTpT = pT (D
H +DNT +RT )pT ; (2.3.97)
where
RT = O(jZj2@H + jZj2@N + jZj+ T jZj4): (2.3.98)
From (2.3.92), (2.3.93) and (2.3.97), we nd that
J 1T DT;1JT = J
 1
T pT (D
H +DNT +RT )pTJT : (2.3.99)
We may write out the projection pT explicitly.
From (2.3.89), one veries directly that for s 2 E0,
pT s(y; Z) =
1
T (y)
(Z)exp( T jZj
2
2
)
Z
Ny


s(y; Z 0); y

(Z 0)exp( T jZ
0j2
2
)dvNy(Z
0) ^ y:
(2.3.100)
For s 2 E0, pT s is well dened and has the same expression as the above formula for
pT .
From (2.3.15), (2.3.16) and [2, Proposition 1.20], we claim that
(rN)fHj Z = 0; rNy = 0: (2.3.101)
In fact from (2.3.25),
(rN)fHj Z =
lX
=1
h 
fHj Z

e + Z(
rN)fHj e
i
= 
lX
;=1
wy;(fj)Ze +
lX
=1
Z(
rN)fje
 
lX
;;=1
wy;(fj)ZZ(
rN)ee
i
=
lX
;=1
h
  wy;(fj)Ze + wy;(fj)Ze
i
=0:
(2.3.102)
From (2.3.17) and (2.3.102), we nd that
(rN)fHj jZj2 = 2
D
(rN)fHj Z;Z
E
= 0; rN
o(N )fj  = 0: (2.3.103)
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Since o(N ) 
 o(N ) is canonically a trivial real line bundle with trivial metric, given
s 2 F1,
DHJT s(y; Z) =
nX
j=1
c(fj)(
rTM jB)fHj
h 1p
T
(Z)exp( T jZj
2
2
)s(y) ^ y
i
=
1p
T
nX
j=1
c(fj)
h
(rTM jB)fHj

(Z)exp( T jZj
2
2
)

s(y) ^ y
+ (Z)exp( T jZj
2
2
)s(y) ^  rN
o(N )fj y
+ (Z)exp( T jZj
2
2
)
 rBfjs(y) ^ yi
=
1p
T
nX
j=1
c(fj)(Z)exp( T jZj
2
2
)
 rBfjs(y) ^ y
=JTD
Bs(y): (2.3.104)
By Theorem 2.12, we get for s 2 F0,
DNT JT s =
( 1)jsjp
T
s(y) ^DNT
h
(Z)exp( T jZj
2
2
)y
i
=
( 1)jsjp
T
exp( T jZj
2
2
)s(y) ^ c r(Z)y; (2.3.105)
where r(Z) is calculated in the ber direction, i.e.,
r(Z) =
lX
=1
(e)(Z)e: (2.3.106)
From (2.3.100), (2.3.105) and (2.3.106), we get that
pTD
N
T pTJT s = 0: (2.3.107)
For the term containing RT , we establish that for T > 1;  2 R; s 2 E0;pT jZjsE0 6 CT 2 sE0 ; (2.3.108)
and that for s 2 F1; JT sE1 6 CsF1 +pTsF0: (2.3.109)
From (2.3.98) and (2.3.108), we have as T !1,
J 1T pTRTpTJT = O(
1p
T
): (2.3.110)
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Now we prove (2.3.108) and (2.3.109). From (2.3.100), 
pT jZjs

(y; Z) =
1
T (y)
(Z)exp( T jZj
2
2
)Z
Ny
jZ 0j
D
s(y; Z 0); y
E
(Z 0)exp( T jZ
0j2
2
)dvNy(Z
0) ^ y:
Thus pT jZjs(y; Z)2 6 1
T (y)
2
2(Z)exp( T jZj2) Z
Ny
jZ 0js(y; Z 0)(Z 0)exp( T jZ
0j2
2
)dvNy(Z
0)
2
6 1
T (y)
2
2(Z)exp( T jZj2)Z
Ny
jZ 0j22(Z 0)exp( T jZ 0j2)dvNy(Z 0)
Z
Ny
js(y; Z)j2dvNy(Z):
(2.3.111)
After changing variables W =
p
TZ 0, we obtain that pT jZjs(y; Z)2 6 C
T (y)
2(Z)exp( T jZj2)
1
T 
Z
Ny
jW j2exp( jW j2)dvNy(W )
Z
Ny
js(y; Z 0)j2dvNy(Z 0)
6 C
T 
1
T (y)
2(Z)exp( T jZj2)
Z
Ny
js(y; Z 0)j2dvNy(Z 0): (2.3.112)
ThenpT jZjs2E0 =Z
B
Z
Ny
jpT jZjs(y; Z)j2dvNy(Z)dvB(y)
6 C
T 
Z
B
1
T (y)
h Z
Ny
2(Z)exp( T jZj2)dvNy(Z)
Z
Ny
js(y; Z 0)j2dvNy(Z 0)
i
dvB(y)
=
C
T 
Z
B
Z
Ny
js(y; Z 0)j2dvNy(Z 0)dvB(y)
=
C
T 
s2
E0
: (2.3.113)
Hence, (2.3.108) holds. The proof of (2.3.109) is similar. From (2.3.104), (2.3.107) and
(2.3.110), we nish the proof of Proposition 2.14.
Remark 2.15. For s 2 E1 with Supp(s)  B 3
4
"0
, we deduce from (2.3.98) and (2.3.108)
that for T > 1, pTRT sE0 6 CpT sE1 : (2.3.114)
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Set
E;?T = E
 \ E0;?T :
Lemma 2.16. There exists T0 > 0; C1 > 0; C2 > 0 such that for any T > T0; s 2
E1;?T ; s1 2 E1T , we have
DT;2sE0 6 C1pTsE1 ;DT;3s1E0 6 C1pT s1E1 ; (2.3.115)DT;4sE0 >C2 kskE1 +pTsE0:
Proof. Let  be a smooth function on R with values in [0, 1] such that
(a) =

1 if a 6 1
2
;
0 if a > 3
4
:
Set
 (Z) = 
  jZj
"0

: (2.3.116)
We will consider  as a function dened on M , which vanishes outside U 3"0
4
.
Take s 2 E1;?T . Set
s =  s:
Since " 6 "0
2
,  equals to 1 on the support of . Since pT s = 0, we get from (2.3.100)
pT s = 0, i.e., s 2 E1;?T . Again by (2.3.100) we have pTDT s = pTDT s as DT s = DT s on
the support of . That is
DT;2s = DT;2s:
For s 2 E1;?T ,
DT;2s(y; Z) = pT (D
H +DNT +RT )s(y; Z): (2.3.117)
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For the term with DNT , from (2.3.53), (2.3.100) and Theorem 2.12 we nd that 
pTD
N
T s

(y; Z) =
1
T (y)
(Z)exp
   T jZj2
2

Z
Ny
D
DNT s(y; Z
0); (Z 0)exp
   T jZ 0j2
2

y
E
dvNy(Z
0) ^ y
=
1
T (y)
(Z)exp
   T jZj2
2

Z
Ny
D
s(y; Z 0); DNT

(Z 0)exp( T jZ
0j2
2
)y
E
dvNy(Z
0) ^ y
=
1
T (y)
(Z)exp
   T jZj2
2

Z
Ny
D
s(y; Z 0); c
 r(Z 0)exp   T jZ 0j2
2

y
E
dvNy(Z
0) ^ y: (2.3.118)
From (2.3.118), we get pTDNT s(y; Z)2 6 12T (y)2(Z)exp   T jZj2 
Z
Ny
s(y; Z 0)2dvNy(Z 0)Z
Ny
c r(Z 0)exp   T jZ 0j
2

y
2dvNy(Z 0): (2.3.119)
As r(Z 0) = 0 for jZ 0j 6 "
2
,we getpTDNT sE0 6 Ce C0TsE0 6 CpT sE0 6 CpT sE0 : (2.3.120)
Next we claim for any s0 2 E1,
pTD
Hs0(y; Z) = DHpT s0(y; Z): (2.3.121)
In fact from (2.3.100) and (2.3.101), we nd that
DHpT s
0(y; Z) =DH
h 1
T (y)
(Z)exp
   T jZj2
2

Z
Ny
D
s0(y; Z 0); y
E
(Z 0)exp
   T jZ 0j2
2

dvNy(Z
0) ^ y
i
=
1
T (y)
(Z)exp( T jZj
2
2
)
nX
j=1
c(fj)
 
r(T M)jB
fj
h Z
Ny
D
s0(y; Z 0); (Z 0)exp
   T jZ 0j2
2

y
E
dvNy(Z
0)
i
^ y:
(2.3.122)
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On the other hand, from (2.3.100) and (2.3.101), 
pTD
Hs0

(y; Z) =
1
T (y)
(Z)exp
   T jZj2
2

Z
Ny
D
(DHs0)(y; Z 0); (Z 0)exp( T jZ
0j2
2
)y
E
dvNy(Z
0) ^ y
=
1
T (y)
(Z)exp( T jZj
2
2
)Z
Ny
DH
D
s0(y; Z 0); (Z 0)exp( T jZ
0j2
2
)y
E
dvNy(Z
0) ^ y: (2.3.123)
By integration by parts and antisymmetry of wy; as in (2.3.49), we nd that for
j = 1;    ; n, 
rTM jB
fHj
pT s
0(y; Z) = 1
T (y)
(Z)exp
   T jZj2
2

 
rTM jB
fj
Z
Ny
D
s0(y; Z 0); (Z 0)exp
   T jZ 0j2
2

y
E
dvNy(Z
0) ^ y
=
1
T (y)
(Z)exp
   T jZj2
2

Z
Ny
 
rTM jB
fHj
D
s0(y; Z 0); (Z 0)exp
   T jZ 0j2
2

y
E
dvNy(Z
0) ^ y
=
1
T (y)
(Z)exp
   T jZj2
2

Z
Ny
D 
rTM jB
fHj
s0(y; Z 0); (Z 0)exp
   T jZ 0j2
2

y
E
dvNy(Z
0) ^ y
=

pT
 
rTM jB
fHj
s0

(y; Z): (2.3.124)
Thus for the term with DH in (2.3.117), we have for s 2 E1;?T ,
pTD
Hs(y; Z)) = DHpT s(y; Z) = 0: (2.3.125)
From (2.3.114), (2.3.120) and (2.3.125), we get the rst inequality in (2.3.115).
For s1 2 E1T ;
DT;3s1(y; Z) = p
?
T (D
H +DNT +RT )s1(y; Z): (2.3.126)
For every s0 2 E1, pT s0 2 E1T may be viewed as smooth section in E1T . It is clear that
(2.3.120) holds for s0 2 E1. Note that DNT pT is the formal adjoint operator of pTDNT .
From (2.3.120) we have DNT pT s0E0 6 CpT s0E0 : (2.3.127)
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Then for s1 2 E1T , we havep?TDNT s1E0 6 DNT pT s1E0 6 CpT s1E0 : (2.3.128)
For the term with DH in (2.3.126), from (2.3.121) we nd that for s1 2 E1T ,
p?TD
Hs1 = p
?
TD
HpT s1 = p
?
T pTD
Hs1 = 0: (2.3.129)
From (2.3.114), (2.3.128) and (2.3.129), we obtain the second inequality in (2.3.115).
To prove the last inequality in (2.3.115), we need to prove the following Proposition
about DT , which we will prove later.
Note that the vector spaces E0T ;E
0;?
T implicitly depend on " 2 (0; "02 ].
Proposition 2.17. There exist " 2 (0; "0
4
]; C > 0; b > 0 such that for any T > 1, any
s 2 E1;?T , then DT s2E0 > Cs2E1 + (T   b)s2E0: (2.3.130)
Now we continue to prove the last inequality for DT;4 in (2.3.115).
For any s 2 E1;?T ,
DT;4s = DT s DT;2s:
Then DT;4s2E0 =DT s2E0   DT;2s2E0
>C
s2
E1
+ (T   b)s2
E0

  C
2
1
T
s2
E0
:
So we get last estimate in (2.3.115) for T large enough and the proof of Lemma 2.16 is
complete.
Proof of Proposition 2.17. To prove Proposition 2.17, we need the following two Lem-
mas. We postpone their proofs later.
Lemma 2.18. There exist " 2 (0; "0
4
]; C > 0; b > 0 such that for any T > 1; s 2 E1;?T
whose support is included in U2", thenDT s2E0 > Cs2E1 + (T   b)s2E0: (2.3.131)
Throughout the paper, " may be viewed as a constant once Lemma 2.18 is proved.
Lemma 2.19. There exist C > 0; b > 0, such that for any T > 1, any s 2 E1 which
vanishes on U", then DT s2E0 > Cs2E1 + (T   b)s2E0: (2.3.132)
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Now using the above two Lemmas, we prove Proposition 2.17 as follows.
Set
1(Z) =
'q
'2 + (1  ')2
  jZj
2"

;
2(Z) =
1  'q
'2 + (1  ')2
  jZj
2"

: (2.3.133)
Then 1; 2 are smooth functions on the total space N such that
1
2 + 2
2 = 1: (2.3.134)
For j = 1; 2, set
sj = js: (2.3.135)
Then s1 2 E1;?T and Supp(s1)  U2" and s2 2 E1 vanishing on U".
By (2.3.100) and 1 equals to 1 on support of , we have for s 2 E1;?T ,
pT s1 = 0; i.e.; s1 2 E1;?T : (2.3.136)
Note D
[j; D
2
T ]s; sj
E
=


jD
2
T s; sj
  
D2T sj; sj; (2.3.137)
From (2.3.134) and (2.3.137), we nd that
DT s2E0 = 2X
j=1
DT sj2E0 + 2X
j=1
D
[j; D
2
T ]s; sj
E
=
2X
j=1
DT sj2E0 + 2X
j=1
D
j; (D
M)2

s; sj
E
: (2.3.138)
Since

j; (D
M)2

is a dierential operator of order one, for any  > 0 there exists C > 0
such that
2X
j=1
Dj; (DM)2s; sjE 6 s2E1 + Cs2E0 : (2.3.139)
From (2.3.138) and (2.3.139), we get
DT s2E0 > 2X
j=1
DT sj2E0   s2E1   Cs2E0 : (2.3.140)
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Now we use Lemma 2.18 and Lemma 2.19 to nd that
DT s2E0 >C 2X
j=1
sj2E1 + C(T   b) 2X
j=1
sj2E0   s2E1   Csk2E0
=C
2X
j=1
sj2E1   s2E1 + (CT   Cb  C)ksk2E0 : (2.3.141)
By (2.3.134),
2X
j=1
sj2E1 > 12s2E1   ~Cs2E0 : (2.3.142)
At last we getDT s2E0 > (C2   )s2E1 + (CT   Cb  C   ~C)s2E0 : (2.3.143)
By taking  6 C
4
, we get (2.3.130). The proof of Proposition 2.17 is complete.
Proof of Lemma 2.19. From (2.3.44), it is clear that
D2T = (D
M)2 + T [DM ;bc(rf)] + T 2jrf j2: (2.3.144)
As rf is invertible outside of B"; there exists C > 0 such that if s 2 E1 vanishes on
B", then (rf)s2
E0
> C
s2
E0
: (2.3.145)
From (2.3.61), we nd that

DM ;bc(rf) = nX
j=1
c(fj)bc rTM~fj  rf+ lX
=1
c(e)bc rTMe  rf: (2.3.146)
Then

DM ;bc(rf) is an operator of order zero, there exists C 0 > 0 such that
[DM ;bc(rf)]s; s
E0
 6 C 0s2
E0
: (2.3.147)
Since DM is an elliptic operator of order 1, there exists C 00; C 000 > 0 such thatDMs2
E0
> C 00
s2
E1
  C 000s2
E0
: (2.3.148)
Combining (2.3.144)-(2.3.148), we getDT s2E0 > C 00s2E1 + (CT 2   C 0T   C 000)sk2E0 ; (2.3.149)
from which Lemma 2.19 follows.
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Proof of Lemma 2.18. We must be careful to distinguish whether the estimates below
are independent of ", since the vector spaces E0T ;E
0;?
T do implicitly depend on ". We will
use C3; C4;    to denote constants independent of " and C" to denote constants which
do depend on ".
Since s 2 E1;?T and Supp(s)  U2", it may be regarded as an element of E1. Then
DT s = D
N
T s+D
Hs+RT s: (2.3.150)
Then DT s2E0 > 12(DH +DNT )s2E0   RT s2E0 : (2.3.151)
It is clear that
(DH +DNT )
2 = (DH)2 + (DNT )
2 +

DH ; DNT

: (2.3.152)
We now establish the following relation on E1:
DH ; DN

(0;Z)
= 0: (2.3.153)
We prove (2.3.153) as follows. Let h 2 C1(N); w 2 C1 B;(T M)jB. We get
DN(hw) =
lX
=1
(eh)c(e)
w:
Then,
DHDN(hw) =
nX
j=1
lX
=1
 
fHj (eh)

c(fj)c(e)
w + (eh)c(fj)
h
c(e)
(rTBfj w) + c

(rTM jB)fHj e

w
i
:
On the other hand,
DH(hw) =
nX
j=1
c(fj)
h
(fHj h)
w + h(rTBfj w)
i
:
Then
DNDH(hw) =
nX
j=1
lX
=1
h 
e(f
H
j h)

c(e)c(fj)
w + (eh)c(e)c(fj)(rTBfj w)
i
:
Thus 
DH ; DN

(hw) =
nX
j=1
lX
=1

[e; f
H
j ]h

c(e)c(fj)
w
+ (eh)c(fj)c

(rTM jB)fHj e

w

:
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By (2.3.17),
(rTM jB)fHj e = r
TM jB
fj
e = rNfje = wy;(fj)e:
Moreover from (2.3.25),
[e; f
H
j ] = [e; fj   w(fj)Z] =  [e; wy;(fj)Ze] =  wy;(fj)e:
Therefore 
DH ; DN

(0;Z)
(hw) = 0:
One can also verify that 
DH ; c^(v)

(0;Z)
= 0: (2.3.154)
By (2.3.8) and (2.3.25), we get for j = 1;    ; n,
(rTM jB)fHj v =
n X
=1
lX
=1

wy;(fj)Ze   wy;(fj)Ze

+
lX
=n +1
lX
=1

wy;(fj)Ze   wy;(fj)Ze

:
Since wy; = 0 for 1 6  6 n ; n  + 1 6  6 l, then
(rTM jB)fHj v = 0:
Thus (2.3.154) holds. By (2.3.153) and (2.3.154),
DH ; DNT

= 0:
Let E0;0T be the image of F
0 in E0 by the linear map
s 2 F0 7 ! exp   T jZj2
2

s ^  2 E0: (2.3.155)
Then E0;0T is exactly the kernel of D
N
T by Theorem 2.12. Let p
0
T be the orthogonal
projection operator from E0 on E0;0T .
Similar as (2.3.100), for s 2 F0 we have
p0T s(y; Z) =(
T

)
l
2 exp
   T jZj2
2

Z
Ny
D
s(y; Z 0); y
E
exp
   T jZ 0j2
2

dvNy(Z
0) ^ y: (2.3.156)
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Then
DNT s = D
N
T (s  p0T s): (2.3.157)
Using Theorem 2.12, for s 2 E1;?T whose support is contained in U2", we haveDNT s2E0 > 2Ts  p0T s2E0 > 2Ts2E0   p0T s2E0: (2.3.158)
From (2.3.84), we nd that there exists C3 > 0 such that for any C4 2 (0; 1];DNT s2E0 > C42 
Ns; sE0 + C42 T 2jZj  s2E0   C3C4Ts2E0 : (2.3.159)
We now x C4 2 (0; 1] such that C3C4 6 1.
From (2.3.158) and (2.3.159), we haveDNT s2E0 >14C4
Ns; sE0 + 14C4T 2jZj  s2E0
+
1
2
T
s2
E0
  Tp0T s2E0 : (2.3.160)
Using elliptic estimates, there exists C5 > 0; C6 > 0 such that
1
4
C4


Ns; s

E0
+
DHs2
E0
> C5
s2
E1
  C6
s2
E0
: (2.3.161)
As s 2 E1;?T has support in U2", pT s = 0. From (2.3.100) and (2.3.156), we nd,
p0T s(y; Z) =(
T

)
l
2 exp( T jZj
2
2
)Z
Ny


s(y; Z 0); y
 
1  (Z 0)exp   T jZ 0j2
2

dvNy(Z
0) ^ y:
The function 1  (Z) vanishes for jZj 6 "=2, thusp0T s2E0 6 C"pT s2E0 : (2.3.162)
From (2.3.152) (2.3.154) and (2.3.160) (2.3.162), we nally get(DH +DNT )s2E0 >C5s2E1 + 14C4T 2jZjs2E0
+ (
1
2
T  
p
TC"   C6)
s2
E0
: (2.3.163)
From (2.3.98), there exists C7 > 0 such thatRT s2E0 6 C7 "2s2E1 + T 2"6jZj  s2E0: (2.3.164)
From (2.3.151), (2.3.163) and (2.3.164), we have
2
DT s2E0 >(C5   2C7"2)s2E1 + (14C4   2C7"6)T 2jZj  s2E0
+ (
1
2
T  
p
TC"   C6)
s2
E0
: (2.3.165)
We nally get (2.3.131) from (2.3.165) for " small. The proof of Lemma 2.18 is complete.
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2.3.7 Resolvent estimates
In this subsection, we establish estimates on resolvent of some elliptic operators.
We now x " 2 (0; "0
4
] once and for all as in Lemma 2.18. Also C2 denote the positive
constant which was determined in Lemma 2.16.
Denition 2.20. Let D0T be the operator
D0T =

DT;1 0
0 DT;4

: (2.3.166)
Proposition 2.21. There exist T0 > 1, C > 0 such that
(1). For any T > T0, the operator D0T is self-adjoint with domain E1, and the operator
DT;4 is one to one from E
1;?
T into E
0;?
T .
(2). For any T > T0,  2 C, jj 6 C22
p
T , s 2 E0;?T , then( DT;4) 1sE0;?T 6 CpT sE0;?T ;( DT;4) 1sE1;?T 6CsE0;?T : (2.3.167)
Proof. Since DM is an elliptic operator of order 1, by elliptic estimate we haves
E1
6 C
DMs
E0
+
s
E0

: (2.3.168)
By (2.3.44),DMs2 = 
D2T s; s  TDDM ; c^(rf)s; sE  T 2D c^(rf)2s; sE: (2.3.169)
Since

DM ; c^(rf) is an operator of order zero,DMs
E0
6
DT sE0 + CpTsE0 : (2.3.170)
Using (2.3.168) and (2.3.170),s
E1
6 C
DT sE0 +pTsE0: (2.3.171)
Using Lemma 2.16, we nd that if s 2 E1,(DT  D0T )sE0 6 CpT sE1 : (2.3.172)
From (2.3.171), (2.3.172), we get for s 2 E1,(DT  D0T )sE0 6 C 0( 1pT DT sE0 + sE0): (2.3.173)
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For T > 1 large enough, C 0=
p
T is strictly small than 1. Also for any T > 1, DT
is a self-adjoint operator with domain E1. By the Kato-Rellich theorem, i.e., in [41,
Theorem X. 12], we deduce that for T > 1 large enough, the operator D0T is self-adjoint
with domain E1. In particular for T > 1 large enough, DT;4 is self-adjoint with domain
E1;?T . From Lemma 2.16, we see that for T large enough, DT;4 is one to one from E
1;?
T
into E0;?T .
The rst line in (2.3.167) follows from Lemma 2.16.
By Lemma 2.16, for  6 C2
2
p
T ; s 2 E0;?T ,
D 1T;4sE0;?T 6 jjC2pT sE0;?T 6 12sE0;?T : (2.3.174)
Then  DT;4
 DT;4 s

E0;?T
=
(1  D 1T;4) 1sE0;?T 6 2sE0;?T : (2.3.175)
Again by Lemma 2.16, we have
( DT;4) 1sE1;?T 6 1C2( DT;4 DT;4 )sE0;?T 6 CsE0;?T : (2.3.176)
The proof of Proposition 2.21 is complete.
Denition 2.22. Let H, H
0
be separable Hilbert spaces. We denote by L H, H0 linear
bounded operators from H to H
0
. When H
0
=H, we simply denote by L H. For A 2
L H, H0, set jAj =  AA 12 . If 1 6 p < +1; set
Lp(H, H0) =
n
A 2 L H, H0; Tr jAjp < +1o;
If A 2 Lp
 
H, H
0
, set
A
p
=
h
Tr
 jAjpi1=p:
Then by [41, Theorem IX] ([42, Theorem 2.3.8]),
  
p
is a norm on Lp
 
H, H
0
. We
shall adopt the convention that L1
 
H, H
0
is L H, H0. If A 2 L H, H0, let A1 be
the usual operator norm of A.
In the sequel, the norms
  
p
;
  1 will always be calculated with respect to the
Sobolev spaces of order zero like E0T ;E
0;?
T ;F
0.
Now we establish an Lemma as follows.
Lemma 2.23. If p > 2m+ 1, (DM +
p 1) 1 2 Lp

L2
 

(M)

;L2
 

(M)

.
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Proof. It is clear that DM p 1 is the adjoint operator ofDM+p 1. Set P = (DM)2+
1. P is a generalized Laplacian operator. Recall that P 1 : L2
 

(M)
 ! L2 
(M)
is continuous. Let P p=2(x; y) be the Schwartz kernel associated to the operator P p=2.
We now prove that P p=2(x; y) is continuous for x; y 2M . Let k = p
2
> m+ 1
2
and r > 0
such that 2r = m+1
2
6 k. From regularity theorem and Sobolev inequalities, we haveP kP rs
C0(M)
6C  P kP rs
E
m+1
2
6C  (P rP kP rs
E0
+
P kP rs
E0
) (2.3.177)
6C  s
E0
:
Here 2r = m+1
2
is required for the second inequality. From the above inequality, the
continuity of P p=2(x; y) follows.
Then (DM +p 1) 1p
p
= Tr
 
P p=2

=
Z
M
Tr
 
P p=2(x; x)

<1: (2.3.178)
Let H be an Hilbert space. Assume p > 2m+ 1 and 0 < q < p satises 1
p
+ 1
q
= 1.
Lemma 2.24 ([42]). For k > 1, if A 2 Lpk
 
H

; B 2 Lpk
 
H

, then AB 2 Lk
 
H

andAB
k
6
A
kp
B
kq
: (2.3.179)
We omit the proofs of the above Lemma. See [42] for more details.
Recall that T0 is determined in Proposition 2.21.
Proposition 2.25. If p > 2m+1, there exists C > 0 such that for T > T0,  2 C; jj 6
C2
2
p
T , then ( DT;4) 11 6 CpT ;( DT;4) 1p 6 C; (2.3.180)DT;2( DT;4) 11 6 CpT :
Proof. The rst line of (2.3.180) follows from Proposition 2.3.13. Also by Lemma 2.24,( DT;4) 1p 6 (DM +p 1) 1p(DM +p 1)( DT;4) 11: (2.3.181)
From Lemma 2.23, we know that when p > 2m+ 1;
(DM +p 1) 1
p
<1.
Also by Proposition 2.21, for T > T0,(DM +p 1)( DT;4) 11 6 C: (2.3.182)
The second line in (2.3.180) follows. Using (2.3.115), (2.3.167), we get the third line in
(2.3.180).
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Next we derive the estimates on the resolvent of DB.
Recall C2 > 0 is the constant determined in Lemma 2.16. Let C0 2 (0; 1] be a constant
xed once and for all such that
C0 <
C22
9
T0 and Spec (D
B) \
h
  2
p
C0; 2
p
C0
i
 f0g; (2.3.183)
where Spec() denotes the spectrum of an operator.
Set
U =
n
 2 C; jj < 3
2
p
C0; inf
2Spec(DB)
j  j >
p
C0
4
o
: (2.3.184)
Then for any  2 U, jj < C2
2
p
T0.
Proposition 2.26. There exists a constant C > 0 such that for T > T0,  2 U, thenDT;3(  JTDBJ 1T ) 11 6 C: (2.3.185)
Proof. Clearly if  2 U, ( DB) 11 6 C: (2.3.186)
Since JT is an isometry from F
0 into E0T , we get(  JTDBJ 1T ) 11 6 C: (2.3.187)
By the resolvent equation, we nd that
( DB) 1 = (p 1 DB) 1 + (p 1  )( DB) 1(p 1 DB) 1: (2.3.188)
Using Sobolev inequalities, if  2 F0,(p 1 DB) 1
F1
6 C

F0
+
(p 1 DB) 1
F0

6 C

F0
: (2.3.189)
From (2.3.188), (2.3.189) and elliptic estimate, we have( DB) 1
F1
6
(p 1 DB) 1
F1
+ (1 + jj)(p 1 DB) 1( DB) 1
F1
6C

F0
+ C(1 + jj)( DB) 1
F0
6C 0(1 + jj)
F0
: (2.3.190)
Using (2.3.109), (2.3.186) and (2.3.190), we get that if  2 U; s 2 E0T ,(  JTDBJ 1T ) 1sE1T 6C( DB) 1J 1T sF1 +pTsE0
6C
h
C 0
 
1 + jjJ 1T sF0 +pTsE0i
6C 00(1 +
p
T )
s
E0T
: (2.3.191)
From Lemma 2.16 and (2.3.191), we get (2.3.185).
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By Proposition 2.21, for T > T0;  2 U, the operator  DT;4 is an invertible operator
from E1;?T into E
0;?
T .
Denition 2.27. For T > T0;  2 U, let MT () be the linear map from E1T into E0T
MT () =  DT;1  DT;2( DT;4) 1DT;3: (2.3.192)
If s 2 E0, set
s1 = pT s; s2 = p
?
T s: (2.3.193)
Then s = s1 + s2.
Take then T > T0;  2 U, s 2 E1; s0 2 E0. Consider the equation
( DT )s = s0: (2.3.194)
It is clear that (2.3.194) is equivalent to
MT ()s1 =s
0
1 +DT;2( DT;4) 1s02;
s2 =( DT;4) 1(s02 +DT;3s1): (2.3.195)
From (2.3.195), we deduce that to estimate ( DT ) 1, we need rst estimateM 1T ().
Theorem 2.28. There exists T1 > T0 such that if T > T1;  2 U, then MT () is
invertible and moreover for any integer p > 2m + 1, there exists C > 0 such that for
T > T1;  2 UM 1T ()1 6 C;DT;3M 1T ()1 6 C;M 1T ()p 6 C(1 + jj);J 1T (M 1T ())pJT   ( DB) p1 6 CpT (1 + jj)p+1: (2.3.196)
Proof. Set
CT = J
 1
T DT;1JT  DB: (2.3.197)
For  2 U, set
mT () = 1 JTCT ( DB) 1J 1T
 DT;2( DT;4) 1DT;3(  JTDBJ 1T ) 1: (2.3.198)
Clearly
MT () = mT ()(  JTDBJ 1T ): (2.3.199)
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Now by Proposition 2.14 and (2.3.190), we nd that
CT ( DB) 11 6 CpT (1 + jj): (2.3.200)
Also by Proposition 2.25 and 2.26, we get
DT;2( DT;4) 1DT;3(  JTDBJ 1T ) 11 6 C 0pT : (2.3.201)
From (2.3.198) (2.3.201), it is clear that if 1=pT is small enough, then the operator
mT () is invertible, and moreover for T > 1,m 1T ()  11 6 CpT (1 + jj): (2.3.202)
In particular, m 1T ()1 6 C 0: (2.3.203)
By (2.3.199), we get
M 1T () = (  JTDBJ 1T ) 1m 1T (): (2.3.204)
From (2.3.186), (2.3.203), we obtain the rst inequality in (2.3.196). The second in-
equality in (2.3.196) follows from (2.3.185), (2.3.203) and (2.3.204). From Lemma 2.24
and (2.3.203), we get M 1T ()p 6 C 0( DB) 1p: (2.3.205)
From Lemma 2.23, (2.3.188) and Lemma 2.24, we nd that if  2 U,( DB) 1
p
6
(p 1 DB) 1
p
+ 2(1 + jj)( DB) 11  (p 1 DB) 1p
6C + C(1 + jj): (2.3.206)
The third inequality in (2.3.196) follows from (2.3.205) and (2.3.206). Now we apply
Lemma 2.24 to prove the last inequality in (2.3.196) as follows.
Note
J 1T M
 1
T JT = ( DB) 1

J 1T m
 1
T JT   1

+ ( DB) 1: (2.3.207)
Set
A = J 1T M
 1
T JT ; B = ( DB) 1; C = J 1T m 1T JT   1: (2.3.208)
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Then A = BC +B and
Ap  Bp =
X
Aj2fB;BCg;16j6p
]fjjAj=BCg>1
A1   Ap: (2.3.209)
Here ] stands for the cardinality of the mentioned nite set. By applying (2:3:179) p  1
times, we nd that A1   Ap1 6A1   Ap 1 p
p 1
App
6
A1   Ap 2 p
p 2
Ap 1pApp
  
6
A1p   App: (2.3.210)
We may assume that A1 = BC.
From (2.3.202) and (2.3.206), we getB
p
6 C(1 + jj); A1p 6 BpC1 6 CpT (1 + jj)2: (2.3.211)
If BC appears in Aj more than two times, instead of (2.3.202), we may use the following
estimates for other
C1: for  2 U,C1 6 CpT (1 + jj) 6 C:
So A1   Ap1 6 CpT (1 + jj)p+1; (2.3.212)
and Ap  Bp
1
6 Cp
T
(1 + jj)p+1: (2.3.213)
The proof of last inequality in (2.3.196) is complete.
If B 2 L(E0), for any T > 1, we write B as a matrix with respect to the splitting
E0 = E0T  E0;?T in the form
B =

B1 B2
B3 B4

:
Denition 2.29. If B 2 L(E0); C 2 L(F0), set
d(B;C) =
4X
j=2
Bj1 + J 1T B1JT   C1: (2.3.214)
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Clearly, if B 2 L1(E0); C 2 L1(F0), thenTr(B)  Tr(C) 6 d(B;C): (2.3.215)
We prove (2.3.215) as follows. If j is an orthonormal basis of F
0, then JTj is an
orthonormal basis of E0T and Tr(B1) = Tr(J
 1
T B1JT ), soTr(B)  Tr(C) 6Tr(B1)  Tr(C)+ Tr(B4)
=
Tr(J 1T B1JT )  Tr(C)+ Tr(B4)
6
J 1T B1JT   C1 + B41: (2.3.216)
Here we have used
Tr(A) 6 A
1
, for A 2 L1
 
H

([42, Lemma 2.3.3]).
Theorem 2.30. There exists T1 > T0 such that for any T > T1;  2 U,    DT is
invertible. For any integer p > 2m + 2, there exists C > 0 such that if T > T1;  2 U,
then
d

( DT ) p; ( DB) p

6 Cp
T
(1 + jj)p+1: (2.3.217)
Proof. Set
BT = ( DT ) 1: (2.3.218)
In view of (2.3.195), we nd that
BT;1 =M
 1
T ();
BT;2 =M
 1
T ()DT;2( DT;4) 1;
BT;3 = ( DT;4) 1DT;3M 1T ();
BT;4 = ( DT;4) 1(1 +DT;3BT;2): (2.3.219)
If  2 U, then  6 C2
2
p
T . Using Proposition 2.25 and Theorem 2.28, we nd that if
p > 2m+ 2, T > T0;  2 U, for j = 2; 3; 4, thenBT;jp 1 6 C; BT;j1 6 CpT : (2.3.220)
From (2.3.179), (2.3.220) and Theorem 2.28, we deduce that if j1;    ; jp 2 f1; 2; 3; 4g,
if one of the j's is not equal to 1, suppose there exists ji 6= 1.BT;j1   BT;jp1 =BT;j1   BT;ji 1(BT;jiBT;ji+1)BT;ji+2   BT;jp1
6
BT;j1p 1   BT;jiBT;ji+1p 1   BT;jpp 1
6
BT;ji1  BT;j1p 1   BT;ji+1p 1   BT;jpp 1
6 Cp
T
 C(1 + jj)   C(1 + jj)   C(1 + jj)
6 Cp
T
(1 + jj)p 1: (2.3.221)
Now(2.3.217) immediately follows from the last inequality of (2.3.196) and (2.3.221).
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2.3.8 Proof of Proposition 2.8
Recall the constant C0 2 (0; 1] is xed such that
Spec (DB) \
h
  2
p
C0; 2
p
C0
i
 f0g:
Let FC0T be the direct sum of eigenspaces of D
2
T associated to the eigenvalues  such
that  < C0. Let  be the circle in C of center 0 and radius
p
C0. Then   U.
Using Theorem 2.30, we see that for T large enough,
 \ Spec(DT ) = ;:
Set
PC0T =
1
2i
Z

( DT ) 1d: (2.3.222)
For T large enough, PC0T is exactly the orthogonal projection operator from E
0 on FC0T .
Let Q be the orthogonal projection operator from F0 to K = Ker DB. Then we also
have the following:
Proposition 2.31. For T large enough, we have
d(PC0T ; Q) 6
Cp
T
: (2.3.223)
Proof. It is clear that
PC0T =
1
2
p 1
Z

p 1( DT ) pd; (2.3.224)
and
Q =
1
2
p 1
Z

p 1( DB) pd: (2.3.225)
Then
d(PC0T ; Q) 6
1
2
Z

jjp 1d

( DT ) p; ( DB) p

d: (2.3.226)
Then (2.3.223) follows form (2.3.217).
Proof of Proposition 2.8. From (2.3.215) and (2.3.223), we see that for T large enough,
dim FC0T = dim K: (2.3.227)
Let Pj denote the orthogonal projection operator from E
0 onto the L2-completion space
of 
j(M). To prove Proposition 2.8, we need to show that when T is large enough,
dim Pj F
C0
T = qj: (2.3.228)
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By (2.3.26),
mX
j=0
dim PjF
C0
T 6
mX
j=0
dim FC0T =
mX
j=0
dimK
=
rX
i=1
niX
j=0
dimHj(Bi; o(N
 
i )) =
mX
j=0
qj: (2.3.229)
Also we nd that for any sj 2 Fj;
sjF0 = 1,PjPC0T JT sj   JT sjE0 6 PC0T 1JT sj   JT sjE0 +  PC0T 3JT sjE0
6
J 1T (PC0T )1JT  Q1 +  PC0T 31
6d(PC0T ; Q):
Thus from (2.3.223), we have for s 2 K,PjPC0T JT s  JT sE0 6 CpT sF0 : (2.3.230)
From (2.3.230), one deduces that
dim Pj F
C0
T > qj: (2.3.231)
From (2.3.229) and (2.3.231), we get (2.3.228). We nish the proof of Proposition 2.8
and hence the proof of Morse-Bott inequalities (2.3.1) and (2.3.2) is complete.
2.4 Equivariant Morse Inequalities
Now we consider Theorem 2.1 in general case, i.e., G is a nite group. The main goal
of this Section is to prove our main Theorem 2.1, i.e., (2.1.12), (2.1.13).
For p 2 B;X 2 TpM; g 2 G, we have 
g 1  d2f
p
(X;X) = g 1  (d2f)gp(X;X) = (d2f)gp(g X; g X): (2.4.1)
On the other hand,
(g 1  d2f)p(X;X) =g 1  (d2f)gp(X;X)
=(g X)gp

(g  ~X)f = Xpn(g  ~X)  f  go
=Xp

~X  (f  g) = Xp( ~X  f)
=(d2f)p(X;X); (2.4.2)
where ~X is a smooth vector eld on M such that at the point of p it coincides with Xp.
By (2.4.1) and (2.4.2),
(d2f)gp(g X; g X) = (d2f)p(X;X): (2.4.3)
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Therefore, g preserves the index of critical manifolds, i.e., the critical manifolds on the
orbit G  B have the same index. Now the orbit G  B is a G-invariant submanifold of
M , which we still denote by B when there is no confusion involved.
By equivariant Morse-Bott Lemma [51], we know that B possesses a G-invariant
tubular neighborhood (h;N) such that:
(1) N is a G-vector bundle over B, which is endowed with G-invariant scalar product
gN . Moreover N , which has rank m  n, splits into two orthogonal G-subbundles N =
N  N+, where the rank of N  is n  and the rank of N+ is n+.
(2) h G-embeds N into M . Moreover there is an open G-invariant neighborhood B of B
in N such that if Z = (Z ; Z+) 2 B, then
f(h(Z)) = c  jZ
 j2
2
+
jZ+j2
2
; (2.4.4)
where c denotes the constant values f(B).
We choose a G-invariant metric gTB on critical manifold B. Then we get a G-invariant
metric on the total space N , namely gTN = gTB  gN . We can obtain a G-invariant
metric on M such that it has the form gTM = gTB  gN near the critical manifold B.
Then G commutes with the Levi-Civita connection rTB on B and Euclidean connection
rN on the bundle N and thus G commute with rTN on the tangent bundle TN .
Applying the result in Section 2.3, we get the following analogue of Proposition 2.8.
Proposition 2.32. There exist C0 > 0; T0 > 0 such that when T > T0, the number
of eigenvalues in [0; C0) of D
2
T j
j(M) equals to qj. Moreover, the eigenspaces are all
G-space.
Proof. For any g 2 G, g commutes with the deformed de-Rham operator DT . Thus the
eigenspaces of DT are all G-space. The rest is exactly the same as in Section 2.3. The
proof of Proposition 2.32 is complete.
We now use the notations from Section 2.3. Let FC0T;j denotes the qj-dimensional
vector space generated by the eigenspaces of D2T j
j(M) associated with the eigenvalues
in [0; C0); j = 0; 1;    ;m as in Section 2.3. From Proposition 2.32, G maps FC0T;j into
FC0T;j.
Let PC0T be the orthogonal projection from E
0 to FC0T with F
C0
T;j = PjF
C0
T . The isometric
map JT : F
0 ! E0 is given as in (2.3.89). Let eT : F0 ! FC0T be dened by
eT = P
C0
T JT : (2.4.5)
We now show that eT is an G-isomorphism from Fj onto its image when T is large
enough.
Lemma 2.33. There exists C > 0 such that as T ! +1, for any s 2 Fj,
(eT   JT )s = O( Cp
T
)
s
F0
uniformly on M: (2.4.6)
In particular, eT is an G-isomorphism from G-space Fj onto G-space F
C0
T;j.
47
2 Equivariant Morse inequalities and applications
Proof. It is clear that eT maps Fj into F
C0
T;j and
(eT   JT )s = pTPC0T JT s  JT s+ p?TPC0T JT s: (2.4.7)
By (2.3.202), (2.3.208), (2.3.209) and (2.3.220), for any s 2 Fj,(eT   JT )sE0 6 PC0T 1JT s  JT sE0 +  PC0T 3JT sE0
6
J 1T  PC0T 1JT  Q1  sF0 +  PC0T 31  sF0
6 Cp
T
s
F0
: (2.4.8)
Then eT sE0 > JT sE0   (eT   JT )sE0 > (1  CpT )sE0 : (2.4.9)
Therefore, eT is injective on subspace Fj when T is large enough. Moreover,
dim Fj = dim F
C0
T;j = qj: (2.4.10)
Thus eT is an isomorphism from Fj onto F
C0
T;j.
Since gN is G-invariant,
jg 1  ZjgN
g 1y
= jZjgNy ; g   = : (2.4.11)
From (2.3.87) we have T (y) = T (g
 1  y). Then by (2.3.89) for any s 2 F0, 
g  JT s

(y; Z) =g  (JT s)(g 1  y; g 1  Z)
=
1p
T (g 1  y)


jg 1  ZjgN
g 1y

exp

 
T jg 1  Zj2
gN
g 1y
2


g  s(g 1  y) ^ g  g 1y
=
1p
T (y)


jZjgNy

exp

 
T jZj2gNy
2
 
g  s(y) ^ (g  )y
=JT
 
g  s(y; Z):
(2.4.12)
That is, g commutes with JT . Since g commutes with DT , then g commutes with P
C0
T
by (2.3.222). Therefore, eT is a G map, i.e., it commute with the action of G. The proof
of Lemma 2.33 is complete.
Proof of Theorem 2.1. Recall that V 1;    ; V l0 are the irreducible representations of G.
As G-representation space, FC0T;j can be decomposed as follows:
FC0T;j =
l0X
=1
HomG
 
V ; FC0T;j

 V : (2.4.13)
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Then
 
HomG(V
; FC0T;j) 
 V ; dT

is a G-subcomplex of the complex (FC0T;j; dT ). From
Lemma 2.33, we nd that
dim HomG(V
; FC0T;j) = d

j : (2.4.14)
From the Hodge theorem for nite-dimensional vector space, we know that the j-th
cohomology group of the complex (FC0T; ; dT ) is equal to the dimension of KerD
2
T j
j(M).By
the following Lemma 2.34, the dimension of the j-th cohomology group associated to
the complex (HomG(V
; FC0T; ) 
 V ; dT ) equals bj  dimV . Now (2.1.12) and (2.1.13)
follow from standard algebraic argument ([30, Lemma 3.2.12]). The proof of our main
Theorem 2.1 is complete.
Lemma 2.34.
Hj

HomG
 
V ;FC0T;

; dT

' HomG

V ; Hj
 
FC0T;

: (2.4.15)
Proof. Set
T = HomG

V ; 

: (2.4.16)
Then T is an exact factor, i.e., for any exact sequence
E ! F ! G; (2.4.17)
the following sequence is exact:
T
 
E
! T F! T G: (2.4.18)
We need to show
Hj

T
 
FC0T;
 ' THj FC0T;: (2.4.19)
Set
Aj = Im

FC0T;j 1 ! FC0T;j

; Bj = Ker

FC0T;j ! FC0T;j+1

: (2.4.20)
Then the following sequence is exact:
0! Aj ! Bj ! Hj
 
FC0T;
! 0: (2.4.21)
Since T is exact, the following sequence is also exact:
0! T Aj! T Bj! THj FC0T;! 0: (2.4.22)
By denition,
Hj

T
 
FC0T;

=
Ker

T
 
FC0T;j
! T FC0T;j+1
Im

T
 
FC0T;j 1
! T FC0T;j : (2.4.23)
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It is clear that
Bj ! FC0T;j ! FC0T;j+1 (2.4.24)
is exact, where i : Bj ! FC0T; is the inclusion, then
T
 
Bj
! T FC0T;j! T FC0T;j+1 (2.4.25)
is also exact. Therefore,
Ker

T
 
FC0T;j
! T FC0T;j+1 = ImT Bj! T FC0T;j: (2.4.26)
It is clear that in the sequence
FC0T;j 1 ! Aj ! FC0T;j; (2.4.27)
the rst map is surjective and the second inclusion map is injective. Then for sequence
T
 
FC0T;j 1
! T Aj! T FC0T;j; (2.4.28)
the rst map is surjective and the second is injective. Therefore,
Im

T
 
FC0T;j 1
! T FC0T;j = ImT Aj! T FC0T;j: (2.4.29)
From (2.4.23), (2.4.26) and (2.4.29), we get
Hj

T
 
FC0T;

=
Im

T
 
Bj
! T FC0T;j
Im

T
 
Aj
! T FC0T;j : (2.4.30)
Consider the surjective map:
 : T
 
Bj
! HjT FC0T;: (2.4.31)
It is clear that
Ker() = Im

T
 
Aj
! T Bj: (2.4.32)
Hence, we get the following exact sequence:
0! T Aj! T Bj! HjT FC0T;! 0: (2.4.33)
Combining (2.4.22) and (2.4.33), we get (2.4.19). The proof of Lemma 2.34 is com-
plete.
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2.5 Application of equivariant Morse inequalities
In this Section, we apply the equivariant Morse inequalities (2.1.12) and (2.1.13) to prove
Theorem 2.2, which is a generalization of [54, Theorem 1].
We rst recall the settings for our application of equivalent Morse inequalities.
Let M be a smooth m-dimensional oriented, connected manifold with nonempty
boundary @M . Let f : M ! R be a smooth function such that it is a Morse-Bott
function in the interior of M . Moreover, we assume that the following condition holds.
Let @M = N+tN  be a disjoint union of closed manifolds such that f(y; u) = 12u2+f+(y)
in collar neighborhood ofN+[0; 1), while f(y; u) =  12u2+f (y) in collar neighborhood
of N   [0; 1), here f+ (resp. f ) is a Morse-Bott function on N+ (resp. N ).
Let N+ = Na+ tNr+ and N  = Na  tNr  be disjoint union of closed manifolds. The
subscripts "a" and "r" refer respectively to absolute and relative boundary condition.
Let w be a smooth dierential j-form on M . In a collar neighborhood U of @M it takes
the form
wjU = w1 + du ^ w2; (2.5.1)
where w1; w2 are u-depending dierential forms not containing the factor du. Dierential
form w satises the relative boundary condition Nr if
w1(y; 0) = 0; and
@w2
@u
(y; 0) = 0: (2.5.2)
Dierential form w satises the absolute boundary condition Na if
@w1
@u
(y; 0) = 0; and w2(y; 0) = 0: (2.5.3)
From now on we impose the relative boundary condition on Nr and the absolute bound-
ary condition on Na.
In the sequel, we assume collar neighborhood U = @M  [0; 1) just for convenience.
Since Theorem 2.2 is a topological result independent of our choice of metric on M , we
choose a metric gTM such that in collar neighborhood @M  [0; 1), it takes the product
form gTM = gT (@M)  d2u, where gT (@M) is a Riemannian metric on @M .
2.5.1 Interpretation of the boundary conditions
In this subsection, we give another interpretation of the above two boundary conditions.
Given the Riemannian metric gTM on M , every smooth j-form w has in every point
of the boundary a natural decomposition into the norm and the tangential component:
w = wtan + wnorm: (2.5.4)
For w 2 
j(M), we consider the following boundary conditions ,
wtan = 0; (w)tan = 0 on Nr; (2.5.5)
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and
wnorm=0; (dw)norm = 0 on Na: (2.5.6)
Then we have
Lemma 2.35. The boundary condition (2.5.5), (2.5.6) is equivalent to the relative bound-
ary condition (2.5.2) and absolute boundary condition (2.5.3), respectively.
Proof. In the collar neighborhood @M  [0; 1), let
w(y; u) = w1(y; u) + du ^ w2(y; u); y 2 @M; u 2 [0; 1); (2.5.7)
where w1 and w2 are u-depending dierential forms which do not contain the factor du.
The decomposition (2.5.7) does depend on the coordinate system chosen in the product
neighborhood. Then
wtan = w1(y; 0); wnorm = du ^ w2(y; 0): (2.5.8)
Let rTM be the Levi-Civita connection and rT (@M) be the Levi-Civita connection
on @M induced by rTM . Then rT (@M) induces an Euclidean connection on T (@M),
which we denote by rT (@M). Since the metric gTM takes the product form over @M 
[0; 1), the boundary @M is totally geodesic inM . Let e1;    ; em 1; @@u be an orthonormal
frame in the product neighborhood @M  [0; 1). Then
d =
m 1X
i=1
ei ^rT (@M)ei + du ^
@
@u
; (2.5.9)
and
 =  
m 1X
i=1
iejrT
(@M)
ej
  i @
@u
@
@u
: (2.5.10)
Therefore in the product neighborhood @M  [0; 1),
dw =
m 1X
j=1
ej ^rT (@M)ej w1 + du ^
@w1
@u
 
m 1X
j=1
ej ^rT (@M)ej w2

; (2.5.11)
and
w =  @w2
@u
 
m 1X
j=1
iej ^rT
(@M)
ej
w1 + du ^
m 1X
j=1
iejrT
(@M)
ej
w2: (2.5.12)
By (2.5.11),
(dw)tan =
m 1X
j=1
ej ^rT (@M)ej w1(y; 0); (2.5.13)
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and
(dw)norm = du ^
h@w1
@u
(y; 0) 
m 1X
j=1
ej ^rT (@M)ej w2(y; 0)
i
: (2.5.14)
From (2.5.12),
(w)tan =  @w2
@u
(y; 0) 
m 1X
j=1
iej ^rT
(@M)
ej
w1(y; 0); (2.5.15)
and
(w)norm = du ^
m 1X
j=1
iejrT
(@M)
ej
w2(y; 0): (2.5.16)
Now Lemma 2.35 follows from (2.5.2), (2.5.3), (2.5.8), (2.5.14) and (2.5.15). From
(2.5.8), (2.5.13) and (2.5.16), it is obvious that wtan = 0 implies (dw)tan = 0 and
wnorm = 0 implies (w)norm = 0.
2.5.2 Hodge theorem for manifolds with boundary
In this subsection, we will briey introduce Hodge theorem (Theorem 2.36) for manifolds
with nonempty boundary endowed with mixed boundary conditions.
Consider the following boundary conditions for w 2 
j(M):
wtan = 0; (w)tan = 0; on Nr;
wnorm = 0; (dw)norm = 0; on Na: (2.5.17)
Let 
j2(M)  
j(M) be the subspace consisting of all smooth forms which satisfy the
boundary conditions (2.5.17).
Recall DM is dened in (2.3.43). Set  = (DM)2. For any w1; w2 2 
j(M), we have
([48, (10.19)]),

w1; w2

=


dw1; dw2

+


w1; w2

+
Z
@M
h

en ^ w1; w2
  
iendw1; w2idv@M : (2.5.18)
By taking adjoint ([48, (10.20)]),

w1; w2

=


dw1; dw2

+


w1; w2

+
Z
@M
h

w1; ienw2
  
dw1; en ^ w2idv@M : (2.5.19)
Here en is the outward-pointing unit normal to @M , e
n is the dual of en with respect
to the product metric near @M and dv@M is the volume form on @M induced by the
volume form on M . See [48] for more details.
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In our notation, we nd that

w1; w2

=


dw1; dw2

+


w1; w2

+Z
@M
h

en ^ (w1)tan; (w2)norm
  
ien(dw1)norm; (w2)tanidv@M (2.5.20)
and that

w1; w2

=


dw1; dw2

+


w1; w2

+Z
@M
h

(w1)tan; ien(w2)norm
  
(dw1)norm; en ^ (w2)tanidv@M : (2.5.21)
From (2.5.20) and (2.5.21), we deduce that for w1; w2 2 
j2(M), the following relation
holds: 

w1; w2

=


dw1; dw2

+


w1; w2

: (2.5.22)
Let Hj(M;Nr) be the space of harmonic elds, i.e., w 2 Hj(M;Nr) if and only
if w 2 
j2(M) and dw = 0; w = 0. Let Hj(M;Nr) be the j-th cohomology group
associated to the complex (
j(M;Nr); d), where 

j(M;Nr) consists of w 2 
j(M) such
that wtan = 0 on Nr.
The following result is established in [40, Corollary 5.7] ([36, Section 1]).
Theorem 2.36. The following isomorphism holds:
Hj(M;Nr) ' Hj(M;Nr): (2.5.23)
Let M^ be the doubling manifold of M , i.e., M^ = M [@M ( M) with ( M) another
copy of M . Let  be the involution of M^ which interchanges M and ( M) and leaves
@M xed and i :M ! M^ be the inclusion.
Lemma 2.37. If w 2 
j(M^) satises  w = w, then
wnorm = 0; (dw)norm = 0 on @M: (2.5.24)
If w 2 
j(M^) satises  w =  w, then
wtan = 0; (w)tan = 0 on @M: (2.5.25)
Here the meanings of wtan and wnorm are clear (we may interpret them as the meanings
for iw 2 
j(M)).
Proof. We assume that in product neighborhood @M  ( 1; 1),
w(y; u) =  1(y; u) + du ^  2(y; u); (2.5.26)
where  1 and  1 are u-depending dierential forms not containing the factor du. Then
wtan =  1(y; 0); wnorm = du ^  2(y; 0): (2.5.27)
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Since  acts as identity on the boundary @M ,
 = Id on T (@M): (2.5.28)
Moreover,
(
@
@u
) =   @
@u
: (2.5.29)
From (2.5.28) and (2.5.29), we get
( w)(y; u) = (  1)(y; u)  du ^ (  2)(y; u) =  1(y; u)  du ^  2(y; u): (2.5.30)
Therefore,
( w)tan =  1(y; 0); ( w)norm =  du ^  2(y; 0): (2.5.31)
From (2.5.27) and (2.5.31),  w = w implies  2(y; 0) = 0 and  w =  w gives
1(y; 0) = 0. Since 
w = w implies  (dw) = dw, (2.5.24) holds. And  w =  w gives
 w =  w, then (2.5.25) holds. The proof of Lemma 2.37 is complete.
The doubling manifold M^ carries a natural Z2 action. Let g be the nontrivial element
in Z2, then gx = (x) for any x 2 M^ . For w 2 
j(M^), the condition  w = w (resp.
 w =  w) is equivalent to gw = w (resp. gw =  w).
Set
Hj(M^) = fw 2 
j(M^); (DM^)2w = 0g: (2.5.32)
Set
Hj+(M^) =

w 2 Hj(M^)  w = w	;
Hj (M^) =

w 2 Hj(M^)  w =  w	: (2.5.33)
Then
Hj(M^) = Hj+(M^)Hj (M^) (2.5.34)
is exactly the decomposition as Z2-representation spaces.
We now state an important result from [28, Proposition 1.27]:
Theorem 2.38. The following relations hold:
dim Hj+(M^) =j(M);
dim Hj (M^) =j(M;@M): (2.5.35)
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2.5.3 Special case: f j@M = 0
In this subsection, we prove Theorem 2.2 in a special case, namely f

@M
= 0 and
all critical points of f in the interior of M are isolated and non-degenerate. Then
f(y; u) = u
2
2
in N+  [0; 1) and f(y; u) =  u22 in N   [0; 1):
Set Na = Na+ tNa ; Nr = Nr+ tNr . Set
j(M;Nr) = dim H
j(M;Nr);
j(Nr ) = dim Hj(Nr ); (2.5.36)
j(Na+) = dim H
j(Na+):
We denote by cj the number of non-degenerate critical points with Morse index j. Then
Theorem 2.2 reduces to the following forms.
Theorem 2.39. The following inequalities hold for 0 6 k 6 m
kX
j=0
( 1)k jj(M;Nr) 6
kX
j=0
( 1)k jj; (2.5.37)
where
j = cj + j(Na+) + j 1(Nr ): (2.5.38)
The equality holds for k=m.
The function f may be easily extend to the whole manifold M^ via the Z2 action. More
precisely, set
~f(x) =

f(x) if x 2M;
f( x) if x 2  M;
where  x denotes the point g  x. We also denote by f the extended function on M^
when there is no confusion.
Set b =
Pm
j=0 cj. Let fx1;    ; xbg be the isolated non-degenerate critical points for f
inM , then the isolated non-degenerate critical points in M^ for the extended function are
fx1;    ; xb; x1;    ; xbg and the Morse index for any xk, 1 6 k 6 m; is unchanged.
Also @M is a critical submanifold of f in the sense of Bott [8].
Denote byR+;R  the trivial and the nontrivial one dimensional real Z2 representatation
respectively.
Proof of Theorem 2.39. We divide the proof of inequalities (2.5.37) into three cases.
Case 1. @M = N+, i.e., N  = ;:
Under the condition that @M = N+, the inequalities (2.5.37) turn to the following
form:
kX
j=0
( 1)k jj(M;Nr+) 6
kX
j=0
( 1)k j[cj + j(Na+)]: (2.5.39)
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Moreover, the equality holds when k = m, i.e.,
mX
j=0
( 1)m jj(M;Nr+) =
mX
j=0
( 1)m jcj + j(Na+): (2.5.40)
From Theorem 2.38,
b1j = j(M); b
2
j = j(M;@M): (2.5.41)
On the other hand, the general expression (2.1.10) may be interpreted as:
d1j = j(@M) + cj d
2
j = cj: (2.5.42)
We now prove (2.5.42). For critical point x of f and x 2Mn@M , set
W =

x
	 (x)	: (2.5.43)
Here

x
	
is the real line generated by x. Then W is a 2-dimensional real vector space
spanned by x and (x) and Z2 acts naturally on W . W can be rewritten as
W =

x+ (x)
	 x  (x)	: (2.5.44)
Moreover, the 1-dimensional space

x + (x)
	
(resp.

x   (x)	) is isomorphic to R+
(resp. R ) as Z2 representation spaces. Therefore, as a Z2 representation space, W
can be decomposed as
W = R+  R : (2.5.45)
Hence (2.5.42) holds.
From (2.5.41) and (2.5.42), the equivariant Morse equalities (2.1.12) should be read
now
kX
j=0
( 1)k jj(M) 6
kX
j=0
( 1)k j j(@M) + cj; (2.5.46)
and
kX
j=0
( 1)k jj(M;@M) 6
kX
j=0
( 1)k jcj: (2.5.47)
The equalities hold in (2.5.46) and (2.5.47) when k = m.
As @M = Nr+ tNa+ is disjoint union,
Hj(@M;Nr+) ' Hj(Na+): (2.5.48)
Moreover, it is obviously that
H0(M;@M) = 0: (2.5.49)
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Consider the Mayer-Vietoris sequence ([33, p. 185]) associated to the triad (M;@M;Nr+):
   ! Hj 1(Na+)! Hj(M;@M)! Hj(M;Nr+)! Hj(Na+)!    ; (2.5.50)
which begins as
0! H0(Na+)! H1(M;@M)!    ; (2.5.51)
and ends as
   ! Hm 1(Na+)! Hm(M;@M)! Hm(M;Nr+)! 0: (2.5.52)
For the sequence (2.5.50), by standard algebraic technique ([30, Lemma 3.2.12]), we
nd that for k = 0; 1;    ;m;
kX
j=0
( 1)k jj(Na+)  j(M;Nr+) + j(M;@M) = dim Im k; (2.5.53)
where
k : Hk(Na+)! Hk+1(M;@M) (2.5.54)
is the connecting morphism in the long exact sequence (2.5.50). Note
dim Im m = 0: (2.5.55)
From (2.5.47), we get
kX
j=0
( 1)k jj(M;@M) + j(Na+) 6 kX
j=0
( 1)k jcj + j(Na+): (2.5.56)
The equality in (2.5.56) holds when k = m. Combining (2.5.53), (2.5.55) and (2.5.56),
we get (2.5.39) and (2.5.40). The proof of Case 1 is complete.
Case 2. @M = N , i.e., N+ = ;:
The inequalities (2.5.37) turn to
kX
j=0
( 1)k jj(M;Nr ) 6
kX
j=0
( 1)k jcj + j 1(Nr ): (2.5.57)
And the equality holds when k = m, i.e.,
mX
j=0
( 1)m jj(M;Nr ) =
mX
j=0
( 1)m jcj + j 1(Nr ): (2.5.58)
In this case, b1j ; b
2
j are the same as in Case 1, i.e., b
1
j = j(M); b
2
j = j(M;@M).
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The general expression (2.1.10) may be interpreted now as:
d1j = j 1(@M) + cj; d
2
j = cj:
Let f1 =  f . Then  f1 is also a Morse-Bott function. A critical point in the interior
of M of Morse index j for f has Morse index m   j for f1. The critical manifold @M
with index 1 for f has index 0 for f1. Note the number of critical points with index j
for f1 is cm j. Now we directly apply the result (2.5.47) in the Case 1 to the Morse-Bott
function f1: for k = 0; 1;    ;m;
kX
j=0
( 1)k jj(M;@M) 6
kX
j=0
( 1)k jcm j; (2.5.59)
when k = m the equality holds:
mX
j=0
( 1)m jj(M;@M) =
mX
j=0
( 1)m jcm j: (2.5.60)
Poincares duality [48, Proposition 9.12] states that:
Hj(M;@M) ' Hm j(M): (2.5.61)
From (2.5.60) and (2.5.61), we have
kX
j=0
( 1)k jm j(M) 6
kX
j=0
( 1)k jcm j; (2.5.62)
when k = m, the equality holds:
mX
j=0
( 1)m jm j(M) =
mX
j=0
( 1)m jcm j: (2.5.63)
It is clear that
kX
j=0
( 1)k jm j(M) = ( 1)k+m
mX
j=0
( 1)jj(M) + ( 1)k+m+1
m k 1X
j=0
( 1)jj(M);
and
kX
j=0
( 1)k jcm j = ( 1)k+m
mX
j=0
( 1)jcj + ( 1)k+m+1
m k 1X
j=0
( 1)jcj: (2.5.64)
We now obtain that for k = 0; 1;    ;m  1,
( 1)k+m+1
m k 1X
j=0
( 1)jj(M) 6 ( 1)k+m+1
m k 1X
j=0
( 1)jcj: (2.5.65)
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Then we replace k by m  p, for p = 1;    ;m,
p 1X
j=0
( 1)p 1 jj(M) 6
p 1X
j=0
( 1)p 1 jcj: (2.5.66)
Finally we replace p  1 by q and we get for q = 0; 1;    ;m  1,
qX
j=0
( 1)q jj(M) 6
qX
j=0
( 1)q jcj: (2.5.67)
Note when q = m, the equality in (2.5.67) holds. Hence for k = 0; 1;    ;m,
kX
j=0
( 1)k jj(M) 6
kX
j=0
( 1)k jcj: (2.5.68)
.
As @M = N , we get:
H0(M;Nr ) = 0: (2.5.69)
Consider the Mayer-Vietoris sequence ([33, p. 157]) associated to the pair (M;Nr ):
   ! Hj 1(Nr )! Hj(M;Nr )! Hj(M)! Hj(Nr )!    ; (2.5.70)
which begins as
0! H0(M)! H0(Nr )! H1(M;Nr )!    ; (2.5.71)
and ends as
   ! Hm 1(Nr )! Hm(M;Nr )! Hm(M)! 0: (2.5.72)
From (2.5.70) and [30, Lemma 3.2.12], we have for k = 0; 1;    ;m,
kX
j=0
( 1)k jj(M)  j(M;Nr ) + j 1(Nr ) = dim Im k; (2.5.73)
where  denotes the map Hk(M)! Hk(Nr ) in the long exact sequence induced by the
inclusion map i : Nr  !M . Note
dim Im m = 0: (2.5.74)
From (2.5.68), we have
kX
j=0
( 1)k j[j(M) + j 1(Nr )] 6
kX
j=0
( 1)k jcj + j 1(Nr ): (2.5.75)
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Now (2.5.57) and (2.5.58) follow from (2.5.73) (2.5.75).
Case 3. @M = N+ tN ; N+ 6= ;; N  6= ;:
We rst claim the following inequalities.
For k = 0; 1;    ;m,
kX
j=0
( 1)k jj(M;N+) 6
kX
j=0
( 1)k jcj; (2.5.76)
when k = m, the equality holds:
mX
j=0
( 1)m jj(M;N+) =
mX
j=0
( 1)m jcj: (2.5.77)
We postpone the proof of (2.5.76) and (2.5.77) later. We now prove general inequalities
(2.5.37) and the associated equality via (2.5.76) and (2.5.77).
By (2.5.76), we have
kX
j=0
( 1)k jj(M;N+) + j(Na+) 6 kX
j=0
( 1)k jcj + j(Na+): (2.5.78)
We now consider the Mayer-Vietorie sequence ([33, p. 185]) associated with the triad
(M;N+; Nr+):
   ! Hj 1(Na+)! Hj(M;N+)! Hj(M;Nr+)! Hj(Na+)!    ; (2.5.79)
which begins as
0! H0(Na+)! H1(M;N+)!    ; (2.5.80)
and ends as
   ! Hm 1(Na+)! Hm(M;N+)! Hm(M;Nr+)! 0: (2.5.81)
From (2.5.79),
kX
j=0
( 1)k j[j(Na+)  j(M;Nr+) + j(M;N+)] = dim Im k1 ; (2.5.82)
where
k1 : H
k(Na+)! Hk+1(M;N+) (2.5.83)
is the connecting morphism in the long exact sequence (2.5.79). Note
dim Im m1 = 0: (2.5.84)
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From (2.5.78), (2.5.82) and (2.5.84), we get
kX
j=0
( 1)k jj(M;Nr+) + dim Im k1 6
kX
j=0
( 1)k jcj + j(Na+): (2.5.85)
When k = m, the equality holds:
mX
j=0
( 1)m jj(M;Nr+) =
mX
j=0
( 1)m jcj + j(Na+): (2.5.86)
From (2.5.85) and (2.5.86), we nd that
kX
j=0
( 1)k jj(M;Nr+) + j 1(Nr )+ dim Im k1
6
kX
j=0
( 1)k jcj + j(Na+) + j 1(Nr ):
(2.5.87)
When k = m,
mX
j=0
( 1)m jj(M;Nr+) + j 1(Nr ) = mX
j=0
( 1)m jcj + j(Na+) + j 1(Nr ):
Next we consider the triad (M;Nr; Nr+):
   ! Hj 1(Nr )! Hj(M;Nr)! Hj(M;Nr+)! Hj(Nr )!    ; (2.5.88)
which begins as
0! H0(Nr )! H1(M;Nr)!    ; (2.5.89)
and ends as
   ! Hm 1(Nr )! Hm(M;Nr)! Hm(M;Nr+)! 0: (2.5.90)
From (2.5.88),
kX
j=0
( 1)k jj(M;Nr+)  j(M;Nr) + j 1(Nr ) = dim Im k2 ; (2.5.91)
where k2 denotes the morphism H
k(M;Nr+) ! Hk(Nr ) in the long exact sequence
(2.5.88) induced by the inclusion
(Nr; Nr+) ,! (M;Nr+): (2.5.92)
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It is clear that
dim Im m2 = 0: (2.5.93)
Thus from (2.5.87) and (2.5.91), we get
kX
j=0
( 1)k jj(M;Nr) +
2X
i=1
dim Im ki 6
kX
j=0
( 1)k jcj + j(Na+) + j 1(Nr );
and when k = m,
mX
j=0
( 1)m jj(M;Nr) =
mX
j=0
( 1)m jcj + j(Na+) + j 1(Nr ): (2.5.94)
The proof of (2.5.37) is complete.
Now we prove the inequalities (2.5.76) and (2.5.77).
Set
M1 =M [N+ ( M); M2 =M1 [N 0  ( M1); (2.5.95)
where N 0  is the boundary of M1, i.e., N
0
  = N t ( N ). From Theorem 2.38, we know
that if we endow natural Z2 action on M2, we would have the decomposition:
Hj(M2) = H
j(M1)
R R+ Hj(M1; N 0 )
 R : (2.5.96)
If we endow natural Z2 action on M1, we would also have the decomposition:
Hj(M1) = H
j(M)
R R+ Hj(M;N+)
R R : (2.5.97)
The proof of (2.5.97) is similar as we do for the closed manifold, see [28, Proposition
1.27] for more details.
Now we consider natural Z2  Z2 action on M2 and apply the results for closed man-
ifolds to the doubling manifold M2. Let 1 and 2 be the ip maps of M1 and M2
respectively. Let g (resp. e) be the nontrivial (resp. trivial) element in Z2. Z2 could
be viewed as a multiplication group, i.e., g2 = e = e2. Then there is a natural Z2  Z2
action on M2,
(e; g)  x = 1(x); (g; e)  x = 2(x); 8 x 2M2: (2.5.98)
Let fW g4=1 be the non-isomorphic irreducible representation of Z2  Z2. As vector
space, W j = R but (e; g) acts as Id on W 1;W 2 and acts as  Id on W 3;W 4; besides
(g; e) acts as Id on W 1;W 3 and acts as  Id on W 2;W 4.
From (2.5.96) and (2.5.97), we nd that the general expression (2.1.11) may be inter-
preted as:
b1j = j(M); b
2
j = m j(M); b
3
j = j(M;N+); b
4
j = m j(M;N+): (2.5.99)
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Here we apply Poincare's duality again to get j(M1; N
0
1) = m j(M1):
The general expression (2.1.10) for Morse-Bott function  f may be interpreted as :
d1j = cm j + j 1(N+) + j(N ); d
2
j = cm j + j 1(N+);
d3j = cm j + j(N ); d
4
j = cm j: (2.5.100)
Now we prove (2.5.100). For critical point x of f and x 2Mn@M , set
W =

x
	 1(x)	 2(x)	 12(x)	: (2.5.101)
Z2  Z2 acts naturally on W . W may be rewritten as
W =

x+ 1(x) + 2(x) + 21(x)
	 x+ 1(x)  2(x)  21(x)	
 x  1(x) + 2(x)  21(x)	 x  1(x)  2(x) + 21(x)	: (2.5.102)
It is clear that the 1-dimensional Z2Z2-representation space

x+ 1(x)+ 2+ 21(x)
	
(resp.

x + 1(x)   2(x)   21(x)
	
, resp.

x   1(x) + 2(x)   21(x)
	
, resp.

x  
1(x)  2(x)+ 21(x)
	
) is isomorphic to W 1 (resp W 2, resp. W 3, resp. W 4) as Z2Z2
space. Therefore, as a representation space of Z2  Z2, W can be decomposed as
W = W 1 W 2 W 3 W 4: (2.5.103)
For non-degenerate critical manifolds, we have for any w 2 Hj 1(N+),
w  2(w) =

w + 2(w)
	 w   2(w)	; (2.5.104)
and for any w0 2 Hj(N ),
w0  1(w0) =

w0 + 1(w0)
	 w0   1(w0)	: (2.5.105)
Note that 1 = Id on H
j 1(N+) and 2 = Id on Hj(N ). Then (2.5.100) follows from
(2.5.102) (2.5.105).
Applying equivariant Morse equalities (2.1.12) to  = 4, one can get (2.5.76) and
(2.5.77) exactly the same way as we obtain (2.5.68) in Case 2. The proof of general
inequalities (2.5.37) and its associated equality is complete. The proof of Theorem 2.39
is complete.
2.5.4 Morse inequalities on manifolds with boundary
In this subsection, we prove Theorem 2.2 using equivariant Morse inequalities.
Proof of Theorem 2.2. We rst establish the following relations, which plays the same
role in this subsection as that of (2.5.76) and (2.5.77) in Case 3 in subsection 2.5.3.
Recall qj is given in (2.1.7). For k = 0; 1;    ;m,
kX
j=0
( 1)k jj(M;N+) 6
kX
j=0
( 1)k jqj; (2.5.106)
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when k = m, the equation holds:
mX
j=0
( 1)m jj(M;N+) =
mX
j=0
( 1)m jqj: (2.5.107)
The proof of (2.5.106) and (2.5.107) is exactly the same as that of (2.5.76) and (2.5.77)
in subsection 2.5.3 except that the expression (2.5.100) should be replaced by
d1j =qm j + dimRFr ;j 1( f) + dimRFa+;j( f);
d2j =qm j + dimRFr ;j 1( f); d3j = qm j + dimRFa+;j( f);
d4j =qm j;
(2.5.108)
where Fj( f) (resp. Fa+;j( f), resp. Fr ;j( f)) denotes the corresponding vector space
Fj (resp. Fa+;j, resp. Fr ;j) with respect to the Morse-Bott function  f .
Now we prove (2.5.108) as follows.
For every w 2 Fj( f), set
W =

w
	 1(w)	 2(w)	 12(w)	: (2.5.109)
Then Z2  Z2 acts naturally on W . W can be rewritten as
W =

w + 1(w) + 2(w) + 21(w)
	 w + 1(w)  2(w)  21(w)	
 w   1(w) + 2(w)  21(w)	 w   1(w)  2(w) + 21(w)	: (2.5.110)
Moreover, the 1-dimensional Z2Z2-representation space

w+1(w)+2(w)+21(w)
	
resp.

w + 1(w)   2(w)   21(w)
	
, resp.

w   1(w) + 2(w)   21(w)
	
, resp.
w  1(w)  2(w) + 21(w)
	
is isomorphic to W 1 (resp W 2, resp. W 3, resp. W 4) as
representation space of Z2  Z2. Thus as a representation space of Z2  Z2,
W ' W 1 W 2 W 3 W 4: (2.5.111)
For non-degenerate critical manifolds on the boundary, we have for any w 2 Fr ;j 1( f),
w0 2 Fa+;j( f), 
w
	 2(w)	 =w + 2(w)	 w   2(w)	;
w0
	 1(w0)	 =w0 + 1(w0)	 w0   1(w0)	: (2.5.112)
From (2.5.111) and (2.5.112), one get (2.5.108) immediately.
Applying equivariant Morse inequalities (2.1.12) to  = 4, we deduce that
kX
j=0
( 1)k jm j(M;N+) 6
kX
j=0
( 1)k jqm j: (2.5.113)
One veries (2.5.106) from (2.5.113) as in Case 2 in subsection 2.5.3.
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Recall that (2.5.37) follows from (2.5.76) and (2.5.77) in subsection 2.5.3. Thus from
(2.5.106) and (2.5.107), we have the following analogue of (2.5.37):
kX
j=0
( 1)k jj(M;Nr) 6
kX
j=0
( 1)k jj; (2.5.114)
where
j = qj + j(Na+) + j 1(Nr ): (2.5.115)
The equality holds for k = m.
We next deduce the inequalities (2.1.16) and its associated equality from (2.5.114)
and its associated equality. We directly apply our results for closed manifold to the
submanifolds Na+ and Nr  respectively.
Applying degenerate Morse inequalities, i.e., (2.3.1) and (2.3.2), to closed manifold
Na+, we nd that for 0 6 k 6 m  1,
kX
j=0
( 1)k jj(Na+) 6
kX
j=0
( 1)k jqa+;j: (2.5.116)
The equality in (2.5.116) holds for k = m  1. Note
m(Na+) = 0 = qa+;m: (2.5.117)
By (2.5.116) and (2.5.117), we get that for 0 6 k 6 m;
kX
j=0
( 1)k jj(Na+) 6
kX
j=0
( 1)k jqa+;j: (2.5.118)
The equality in (2.5.118) holds when k = m.
For closed manifold Nr , we also have for 0 6 k 6 m  1,
kX
j=0
( 1)k jj(Nr ) 6
kX
j=0
( 1)k jqr ;j: (2.5.119)
The equality holds for k = m  1.
From (2.5.119), we have for 0 6 k 6 m,
kX
j=0
( 1)k jj 1(Nr ) 6
kX
j=0
( 1)k jqr ;j 1: (2.5.120)
The equality in (2.5.120) holds when k = m.
From (2.5.114), (2.5.118) and (2.5.120), we get (2.1.16). It is clear that its associated
equality also holds when k = m. The proof of Theorem 2.2 is nished.
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3 The second coecient of asymptotic
expansion of Bergman kernel
The aim of this Chapter is to calculate the second coecient of the asymptotic expansion
of the Bergman kernel of the Hodge-Dolbeault operator associated to high powers of a
Hermitian line bundle with non-degenerate curvature, using the method of formal power
series developed by Ma and Marinescu.
This Chapter is organized as follows. In Section 3.1, we state our second main result of
this Thesis, i.e., Theorem 3.3. In Section 3.2, we provide the corresponding Lichnerowicz
formula for the Hodge-Dolbeault operator and the Bergman kernel. In Section 3.3, we
establish the spectral gap property of the Hodge-Dolbeault operator. The spectral gap
plays an essential role in the proof of the existence of the asymptotic expansion of the
Bergman kernel. In Section 3.4, we investigate in great detail about the existence of the
asymptotic expansion. We also provide there an explicit formula (3.4.224) of the second
coecient in the asymptotic expansion. In Section 3.5, we prove that the last terms in
the formula (3.4.224) vanish. In Section 3.6, we calculate the rest terms in (3.4.224) and
then nish the proof of our second main result. In Section 3.7 we check the compatibility
of our nal result (3.1.19) with Riemann-Roch-Hirzebruch formulas.
3.1 Main result
Let (X; J) be a compact complex manifold with complex structure J . Let (L; hL) be a
holomorphic Hermitian line bundle on X endowed with holomorphic Hermitian connec-
tion rL and curvature RL = (rL)2.
Our basis assumption is that ! :=
p 1
2
RL denes a symplectic form on X.
The complex structure J induces a splitting TX 
R C = T (1;0)X  T (0;1)X, where
T (1;0)X and T (0;1)X are the eigenbundles of J corresponding to the eigenvalues
p 1
and  p 1 respectively. Since the J-invariant bilinear form !(; J ) is non-degenerate
on TX, there exist J-invariant subbundles denoted V; V ?  TX such that
!(; J )
V
< 0; !(; J )
V ? > 0 (3.1.1)
and V; V ? are orthogonal with respect to !(; J ). Equivalently, there exist subbundles
W;W?  T (1;0)X such that W W? = T (1;0)X, W;W? orthogonal with respect to !
and
RL(u; u) < 0; for u 2 W ; RL(u; u) > 0; for u 2 W?: (3.1.2)
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Set rankW = q. Then the curvature RL is non-degenerate of signature (q; n  q). Now
take the Riemannian metric gTX on X to be
gTX :=  !(; J )
V
 !(; J )
V ? : (3.1.3)
Since ! is compatible with the complex structure J , then the metric gTX is also com-
patible with J . Note that (X; gTX) is not necessarily Kahler. Denote by

;  the
C-bilinear form on TX 
R C induced by gTX . Denote by rTX the Levi-Civita connec-
tion on (TX; gTX) and by RTX (resp. rX) its curvature (resp. scalar curvature). Set
i;j = i(T (1;0)X) 
 j(T (0;1)X). Since RL 2 1;1, then ! is compatible with the
complex structure J .
Denote by hT
(1;0)X the Hermitian metric on T (1;0)X induced by gTX . Let rT (1;0)X
be the holomorphic Hermitian connection on (T (1;0)X; hT
(1;0)X), and let RT
(1;0)X be its
curvature. Then rT (1;0)X induces the holomorphic Hermitian connection rdet(T (1;0)X) on
the holomorphic line bundle det(T (1;0)X). Let rCl denote the Cliord connection on
(T (0;1)X) induced canonically by rTX and rdet(T (1;0)X).
Let (E; hE) be a holomorphic Hermitian vector bundle on X endowed with holomor-
phic Hermitian connection rE and the curvature RE = (rE)2. Set
Ejp := 
j(T (0;1)X)
 Lp 
 E; Ep =
nM
j=1
Ejp: (3.1.4)
Let h; i be the metric on Ep induced by gTX ; hL and hE, and let dvX be the Riemannian
volume form of (TX; gTX). Let 
0;j(X;Lp 
 E) denote the space of smooth sections of
Ejp on X. Set 

0;(X;Lp  E) = nj=1
0;j(X;Lp 
 E). The L2 scalar product on

0;(X;Lp 
 E), is given by
hs1; s2i =
Z
X


s1(x); s2(x)

dvX(x): (3.1.5)
We denote by k  kL2 the corresponding norm.
Let @
Lp
E;
be the formal adjoint of the Dolbeault operator @
Lp
E
with respect to the
scalar product (3.1.5).
Denition 3.1. The Hodge-Dolbeault operator on the complex manifold (X; J) is de-
ned as
Dp =
p
2
 
@
Lp
E
+ @
Lp
E;
: (3.1.6)
By the Hodge theory, we know that
KerD2pj
0;j(X;Lp
E) ' H0;j(X;Lp 
 E); (3.1.7)
where H0;(X;Lp 
E) is the Dolbeault cohomology. By Andreotti-Grauert coarse van-
ishing theorem (see e.g. [29, (1.29)], [30, (8.2.18)]) we obtain that for p large enough,
H0;j(X;Lp 
 E) = 0; for j 6= q: (3.1.8)
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It is a consequence of (3.1.7) and (3.1.8) that the kernel of D2p is concentrated in de-
gree q for p large enough. Let P 0;qp be the orthogonal projection from 

0;q(X;Lp 
 E)
on Ker(D2p), and let P
0;q
p (; ) be its kernel with respect to dvX . The operator P 0;qp is
smoothing, so the kernel P 0;qp (; ) is smooth.
Let Idet(W )
E be the orthogonal projection from (T
(0;1)X) 
 E onto det(W ) 

E. We denote by
 
det(W

)
?
the orthogonal complement of det(W

) in (T (0;1)X).
Denote by  the form associated to gTX , i.e.,
(U; V ) =


JU; V

for U; V 2 TX: (3.1.9)
The following result is due to Ma and Marinescu, see [29, Theorem 1.7].
Theorem 3.2. There exist smooth coecients br(x) 2 End
 
q(T (0;1)X) 
 E
x
which
are polynomials in RTX ; RE (and d; RL) and their derivatives of order 6 2r 2 (resp: 6
2r   1; 2r) at x, such that
b0 = Idet(W )
E (3.1.10)
and for any k; l 2 N, there exists Ck;l > 0 withP 0;qp (x; x)  kX
r=0
br(x)p
n r

Cl(X)
6 Ck;lpn k 1; (3.1.11)
for any p 2 N. Moreover, the expansion is uniform in that for any k; l 2 N, there is an
integer s such that if all data (gTX ; hL;rL; hE;rE) run over a set which are bounded in
Cs and with gTX bounded below, there exists the constant Ck;l independent of g
TX , and
the C l-norm in (3.1.11) includes also the derivative on the parameters.
To state our main result we continue to introduce more notations. Let rT (1;0)X be
the Chern connection of (T (1;0)X, hT
(1;0)X), where hT
(1;0)X is the Hermitian metric on
T (1;0)X induced by gTX in (3.1.3). We denote by RT
(1;0)X the curvature of rT (1;0)X . Let
J : TX ! TX be the almost complex structure dened by
!(U; V ) = gTX(JU; V ) for U; V 2 TX: (3.1.12)
Then J commutes with J. Let v1; : : : ; vn an orthonormal frame of (T
(1;0)X; hT
(1;0)X) such
that the subbundle W is spanned by v1; : : : ; vq, and let v
1; : : : ; vn be the dual frame. It
is a consequence of (3.1.3) and (3.1.12) that
Jvj =  
p 1vj; for j 6 q; Jvj =
p 1vj; for j > q + 1: (3.1.13)
Let T
(1;0)
J X and T
(0;1)
J X be the eigenbundles of J corresponding to the eignevalues
p 1
and  p 1 respectively. Set
uj = vj if j 6 q and uj = vj otherwise: (3.1.14)
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Then u1; : : : ; un forms an orthonormal frame of the subbundle T
(1;0)
J X. We denote by
u1; : : : ; un its dual frame. Then
! =
p 1
nX
j=1
uj ^ uj: (3.1.15)
Let rB be the Bismut connection (see (3.2.20)) on (T (0;1)X) whose curvature is
denoted by RB. Denote by rX ;rB the covariant derivative of a tensor  with
respect to rTX and rB, respectively. Let e1; : : : ; e2n denote an orthonormal frame of
(TX; gTX), set
rXJ2 = 2nX
i;j=1
(rXeiJ)ej2; rBJ2 = 2nX
i;j=1
(rBeiJ)ej2: (3.1.16)
We denote by Tas the anti-symmetrization of the torsion tensor of the connection induced
by the Chern connection rT (1;0)X on TX (cf. (3.2.1), (3.2.2)). Let ! be the contraction
operator with the form !. Let P be the smooth 2-form over X dened by
P (U; V ) =
1
2


RB(uj; uj)U; V

+
1
4
(dTas)(uj; uj; U; V ) +
1
2
Tr

RT
(1;0)X

+RE

(U; V ): (3.1.17)
The summation convention of summing over repeated indices is used here and throughout
this paper. Note that (cf. [30, (1.2.51)]),
Tas =  
p 1 @   @ and dTas = 2p 1@@: (3.1.18)
The main result of this Chapter is as follows.
Theorem 3.3. Let X be a compact complex manifold and (L; hL) be a holomorphic
Hermitian line bundle whose curvature is non-degenerate of signature (q; n   q). Let
(E; hE) be a holomorphic Hermitian vector bundle. Endow 
0;(X;Lp
E) with the L2-
scalar product induced by the Riemannian metric gTX dened by (3.1.3) and by hL; hE.
Then the coecient b1 from the expansion (3.1.11) of the Bergman kernel P
0;q
p (; ) on
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(0; q)-forms is given by
b1(x) =

1
2
RE(uj; uj) +
1
4
Tr

RT
(1;0)X

(uj; uj)
  1
16
!
 
d(!Tas)
  1
144
(rBuiJ)uj2Idet(W )
E (3.1.19)
+
1
72
qX
i;j=1
nX
k;l=q+1
D
(rBumJ)uj; uk
ED
(rBumJ)ui; ul
E
ul ^ iuiIdet(W )
Euj ^ iuk
  1
4
qX
j=1
nX
k=q+1
h
P (uj; uk) 
p 1
3


(rBrBJ)(ui;ui)uj; uk
i
uk ^ iujIdet(W )
E
+
1
8
qX
i;j=1
nX
k;l=q+1
h1
8
(dTas)(ui; uj; uk; ul)  1
15


(rBumJ)ui; ul
  
(rBumJ)uj; uk
  1
10


(rBumJ)ui; ul
  
(rBumJ)uj; ukiuk ^ ul ^ iuiiujIdet(W )
E
  1
4
qX
j=1
nX
k=q+1
h
P (uk; uj) 
p 1
3


(rBrBJ)(ui;ui)uk; uj
i
Idet(W )
Eu
j ^ iuk
+
1
8
qX
i;j=1
nX
k;l=q+1
h1
8
(dTas)(ui; uj; uk; ul)  1
15


(rBumJ)ui; ul
  
(rBumJ)uj; uk
  1
10


(rBumJ)ui; ul
  
(rBumJ)uj; ukiIdet(W )
Euj ^ ui ^ iuliuk :
In particular,
  Trjq(T (0;1)X)

b1(x)

=
1
2
RE(uj; uj) +
1
4
Tr

RT
(1;0)X

(uj; uj)  1
16
!
 
d(!Tas)

:
(3.1.20)
By integration of the expansion (3.1.11) we can compare coecients with the Riemann-
Roch-Hirzebruch formula and we can check our formula for b1. This will carried out in
Section 3:7.
Since the explicit formula (3.1.19) seems rather lengthy, it is worthwhile to show what
it reduces to in various interesting special cases.
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Corollary 3.4. If (X; gTX ; J) is Kahler, then we have
b1(x) =

1
2
RE(uj; uj) +
1
4
Tr

RT
(1;0)X

(uj; uj)  1
144
(rXuiJ)uj2Idet(W )
E
+
1
72
qX
i;j=1
nX
k;l=q+1
D
(rXumJ)uj; uk
ED
(rXumJ)ui; ul
E
ul ^ iuiIdet(W )
Euj ^ iuk
  1
4
qX
j=1
nX
k=q+1
h 1
2
Tr

RT
(1;0)X

+RE

(uj; uk) (3.1.21)
  1
6


RTX(ui; ui)uj; uk
i
uk ^ iujIdet(W )
E
  1
4
qX
j=1
nX
k=q+1
h 1
2
Tr

RT
(1;0)X

+RE

(uk; uj)
  1
6


RTX(ui; ui)uk; uj
i
Idet(W )
Eu
j ^ iuk :
Taking the trace over q(T (0;1)X) yields
  Trjq(T (0;1)X)

b1(x)

=
1
2
RE(uj; uj) +
1
4
Tr

RT
(1;0)X

(uj; uj): (3.1.22)
Corollary 3.5. If q = 0, then it follows (3.1.3) and (3.1.12) that (X; gTX ; J) is Kahler.
Then the formula (3.1.19) reduces to the known one [30, (4.1.8)] for positive line bundles:
b1(x) =
1
2
RE(vj; vj) +
1
4
Tr

RT
(1;0)X

(vj; vj)IdE =
1
2
RE(vj; vj) +
rX
8
IdE: (3.1.23)
Formula (3.1.23) follows immediately from (3.1.21).
3.2 Bergman kernel of the Hodge-Dolbeault operator
In this Section we introduce the corresponding Lichnerowicz formula for the operator
D2p and the Bergman kernel of the operator D
2
p. We also calculate here the curvature
operator RB;
0;
Lp
E which naturally arises in the Lichnerowicz formula.
3.2.1 Lichnerowicz formula
For any v 2 TX 
R C with decomposition v = v1;0+ v0;1 2 T (1;0)X  T (0;1)X, let v1;0 be
the metric dual of v1;0. Then c(v) =
p
2(v1;0 ^ iv0;1) denes the Cliord action of v on
(T (0;1)X), where ^ and i denote the exterior and interior product, respectively.
The holomorphic Hermitian connection rT (1;0)X on T (1;0)X induces naturally a Her-
mitian connection rT (0;1)X on T (0;1)X. Set
~rTX = rT (1;0)X rT (0;1)X : (3.2.1)
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Then ~rTX is a Hermitian connection on TX 
R C and it preserves the decomposition
TX 
R C = T (1;0)X  T (0;1)X. We still denote by ~rTX the induced connection on TX.
Let T be the torsion of the connection ~rTX , and let Tas be the anti-symmetrization of
the tensor T , i.e., for U; V;W 2 TX,
Tas(U; V;W ) =


T (U; V );W

+


T (V;W ); U

+


T (W;U); V

: (3.2.2)
It is a consequence of (3.2.1) that the torsion operator T maps T (1;0)X 
 T (1;0)X (resp.
T (0;1)X 
 T (0;1)X) into T (1;0)X (resp. T (0;1)X) and vanishes on T (1;0)X 
 T (0;1)X.
If fe1; : : : ; e2ng denotes an orthonormal frame of T X, then dene
c(ei1 ^    ^ eij) = c(ei1)    c(eij); for i1 <    < ij: (3.2.3)
In this sense cB is dened for any B 2 i;j by extending C-linearity.
Take U 2 TX. Let
rB;0;U = rClU  
1
4
c(iUTas) (3.2.4)
be a Hermitian connection on (T (0;1)X) induced by rCl and Tas, then rB;0;U preserve
the Z-grade of (T (0;1)X) (cf. [30, (1.4.27)]). If fv1; : : : ; vng denotes an orthonormal
frame of T (1;0)X as in (3.1.13), set
e2j 1 =
1p
2
(vj + vj); e2j =
p 1p
2
(vj   vj): (3.2.5)
Then fe1; e2; : : : ; e2n 1; e2ng forms an orthonormal frame of TX. Set
rTXej =  TXej; rdet(T (1;0)X)(v1 ^    ^ vn) =  det(T (1;0)X)(v1 ^    ^ vn): (3.2.6)
Denote by vj the metric dual of vj. It is a consequence of [30, (1.3.5)] that rB;0; is
given, with respect to the frame fvj1 ^    vjk ; 1 6 j1 <    < jk 6 ng of (T (0;1)X),
by the local formula
d+
1
4


 TXei; ej

c(ei)c(ej) +
1
2
 det(T
(1;0)X)   1
4
c(iTas): (3.2.7)
Let  B;
0;
be the connection 1-form ofrB;0; (associated to the above frame of (T (0;1)X)),
i.e.,
 B;
0;
=
1
4


 TXei; ej

c(ei)c(ej) +
1
2
 det(T
(1;0)X)   1
4
c(iTas): (3.2.8)
Denote by rLp
E the holomorphic Hermitian connection on Lp 
 E induced by rL
and rE. Set
rB;0;
Lp
E = rB 
 1 + 1
rLp
E: (3.2.9)
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Then rB;0;
Lp
E is a Hermitian connection on Ep. Let RB;0;
Lp
E be the curvature
operator of rB;0;
Lp
E, and let B;0;
Lp
E be the Bochner Laplacian associated to
rB;0;
Lp
E, i.e.,
B;
0;
Lp
E =  
2nX
j=1
h rB;0;
Lp
Eej 2  rB;0;
Lp
ErTXej ej i: (3.2.10)
If fe1; : : : ; e2ng denotes an orthonormal frame of TX, then set
jAj2 =
X
i<j<k
jA(ei; ej; ek)j2; for A 2 3(T X): (3.2.11)
The following Lichnerowicz formula [30, (1.2.51) and (1.4.29)] for D2p holds:
D2p = 
B;0;
Lp
E +
1
2
pRL(ei; ej)c(ei)c(ej) + ; (3.2.12)
where
 =
rX
4
+ c
 
RE +
1
2
Tr

RT
(1;0)X
  1
4
c(dTas)  1
8
Tas2: (3.2.13)
Denition 3.6. The Bergman kernel Pp(x; y)(x; y 2 X) is the smooth kernel with
respect to dvX(y) of the orthogonal projection Pp from 

0;(X;Lp 
 E) onto KerDp.
Then Pp(x; x) is an element of End
 
(T (0;1)X)
E
x
. Moreover, it follows from (3.1.7)
and (3.1.8) that P 0;qp (x; y) coincides with Pp(x; y) for p large enough.
3.2.2 The calculation of the curvature operator RB;
0;
Lp
E
Denote by SB the 1-form with values in the space of antisymmetric elements of End(TX)
which satises for U; V;W 2 TX,


SB(U)V;W

=  1
2
Tas(U; V;W ): (3.2.14)
Substituting (3.2.14) into (3.2.8) we get
 B;
0;
=
1
4
D 
 TX + SB

ei; ej
E
c(ei)c(ej) +
1
2
 det(T
(1;0)X): (3.2.15)
Let RB;
0;
denote the curvature operator of rB;0; . For U; V 2 TX, then
RB;
0;
(U; V ) =
 
d B;
0;
(U; V ) +
 
 B;
0; ^  B;0;(U; V )
=
 
d B;
0;
(U; V ) +

 B;
0;
(U); B;
0;
(V )

:
(3.2.16)
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It is clear that
1
16
hD 
 TX + SB

(U)ei; ej
E
c(ei)c(ej);
D 
 TX + SB

(V )ek; el
E
c(ek)c(el)
i
=
1
16
 4
X
i6=j;j 6=k
D 
 TX + SB

(U)ei; ej
E

D 
 TX + SB

(V )ek; ej
Eh
c(ei)c(ej); c(ek)c(ej)
i
=
1
4
D 
 TX + SB

ei; ej
E

D 
 TX + SB

ek; ej
E 
c(ei)c(ek)  c(ek)c(ei)

=  1
4
D 
 TX + SB

(V )
 
 TX + SB

ei; ek
E 
c(ei)c(ek)  c(ek)c(ei)

=
1
4
D 
( TX + SB) ^ ( TX + SB)(U; V )ei; ejEc(ei)c(ej):
Therefore,
RB;
0;
=
1
4


d
 
 TX + SB

ei; ej

c(ei)c(ej) +
1
2
Tr

RT
(1;0)X

(3.2.17)
+
1
4
D 
( TX + SB) ^ ( TX + SB)ei; ejEc(ei)c(ej)
=
1
4


(RTX +Q)ei; ej

c(ei)c(ej) +
1
2
Tr

RT
(1;0)X

;
where
Q = dSB + SB ^ SB +  SB ^  TX +  TX ^ SB: (3.2.18)
Then
RB;
0;
Lp
E =RB;
0;
+ pRL +RE (3.2.19)
=
1
4


(RTX +Q)ei; ej

c(ei)c(ej) +
1
2
Tr

RT
(1;0)X

+ pRL +RE:
Let us consider the Bismut connection on TX
rB = rTX + SB: (3.2.20)
By [5, Prop. 2.5], rB preserves the metric gTX and the complex structure J of TX.
Then the curvature RB is compatible with the complex structure J of TX, so is the
curvature RB;
0;
. Clearly,
RB = RTX + [rTX ; SB] + SB ^ SB: (3.2.21)
Combining (3.2.18) and (3.2.21) yield
RB = RTX +Q: (3.2.22)
Substituting (3.2.22) into (3.2.19) we obtain
RB;
0;
Lp
E =
1
4


RBei; ej

c(ei)c(ej) +
1
2
Tr

RT
(1;0)X

+ pRL +RE: (3.2.23)
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3.2.3 Comparison between curvatures of Bismut and Levi-Civita
connections
Let us rst describe some properties of the tensors rXJ and rBJ.
It is a consequence of (3.1.12) that J;rX J; (rXrXJ)(;) are skew-adjoint endomor-
phisms of TX. Also by (3.1.12), we nd that for U; V;W 2 TX,D rXU JV;WE = rXUw(V;W );D rXU JV;WE+ D rXV JW;UE+D rXWJU; V E = dw(U; V;W ) = 0: (3.2.24)
By the denition of (rXrXJ)(U;V ),
(rXrXJ)(U;V )   (rXrXJ)(V;U) =

RTX(U; V );J

;
J  (rXrXJ)(U;V ) + (rXU J)  (rXV J) + (rXV J)  (rXU J)
+(rXrXJ)(U;V )  J = 0:
(3.2.25)
From (3.2.24), we have for Y 2 TX,D
(rXrXJ)(Y;U)V;W
E
+
D
(rXrXJ)(Y;V )W;U
E
+
D
(rXrXJ)(Y;W )U; V
E
= 0: (3.2.26)
For the other tensor rBJ, we have for U; V;W 2 TX,D rBUJV;WE =  rBU!(V;W ) (3.2.27)
and
(rBrBJ)(U;V )   (rBrBJ)(V;U) =

RB(U; V );J

;
J  (rBrBJ)(U;V ) + (rBUJ)  (rBV J) + (rBV J)  (rBUJ)
+(rBrBJ)(U;V )  J = 0:
(3.2.28)
Since the torsion rB is not torsion-free, then the analogue of the second equality in
(3.2.24) for the tensor rBJ does not hold, neither does the analogue of (3.2.26). Let
T
(1;0)
J X and T
(0;1)
J X be the dual bundle of T
(1;0)
J X and T
(0;1)
J X, respectively. By the
denition of rX J and (3.2.24),

(rX J); 

is of type
 
T
(1;0)
J X

3   T (0;1)J X
3: (3.2.29)
On the other hand, the tensor rBJ satises the following properties.
Proposition 3.7. rBJ preserves T (1;0)X and T (0;1)X. Furthermore, it exchanges the
subbundle W and W?.
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Proof. It is a consequence of the facts that rBJ = 0 and JJ = JJ that
J(rBJ) = (rBJ)J; (3.2.30)
which implies immediately that rBJ preserves T (1;0)X and T (0;1)X. Clearly by (3.1.13)
for U 2 TX and 1 6 j; k 6 q,D
(rBUJ)vj; vk
E
=
D
rBU (Jvj); vk
E
+
D
rBUvj;Jvk
E
= 0: (3.2.31)
This completes the proof of Proposition 3.7.
Lemma 3.8.
nX
i=1
qX
j=1
nX
k=q+1

(rBuiJ)uj; uk2 = 2 nX
i;j;k=1

SB(ui)uj; uk2; (3.2.32)
nX
i=1
qX
j=1
nX
k=q+1

(rBuiJ)uj; uk2 = 14rBJ2   2
nX
i;j;k=1

SB(ui)uj; uk2:
Proof. In view of Proposition 3.7 and (3.2.29), we nd
nX
i=1
qX
j=1
nX
k=q+1

(rBuiJ)uj; uk2 = 12
nX
i;j;k=1

(rBuiJ)uj; uk2 = 2 nX
i;j;k=1

SB(ui)uj; uk2:
(3.2.33)
Again by Proposition 3.7 we get
rBJ2 = 2 nX
i;j=1
(rBuiJ)uj2 + 2 nX
i;j=1
(rBuiJ)uj2 (3.2.34)
= 4
nX
i=1
qX
j=1
nX
k=q+1

(rBuiJ)uj; uk2 + 4 nX
i=1
qX
j=1
nX
k=q+1

(rBuiJ)uj; uk2:
Combining (3.2.33) and (3.2.34), we obtain the second equality of (3.2.32). This com-
pletes the proof of Lemma 3.8.
The main result in this subsection is the following dierence formula (3.2.35) between
the two curvatures RB and RTX .
Proposition 3.9.D 
RB  RTX(ui; ui)uj; ujE
=
1
8
rBJ2   rXJ2+ 1
4
!
 
d(!Tas)
  2 nX
i;j;k=1

SB(ui)uj; uk2: (3.2.35)
77
3 The second coecient of asymptotic expansion of Bergman kernel
To prove Proposition 3.9 we need the following three Lemmas.
Lemma 3.10.D 
RB  RTX(ui; ui)uj; ujE (3.2.36)
=
nX
i;j;k=1

SB(ui)uj; uk2   nX
i;j;k=1

SB(ui)uj; uk2 + 1
16
!!(dTas):
Proof. One veries directly thatD 
RB  RTX(ui; ui)uj; ujE
=
D
SB(ui)uj; S
B(ui)uj
E
 
D
SB(ui)uj; S
B(ui)uj
E
(3.2.37)
+
D rXuiSB(ui)uj; ujE  D rXuiSB(ui)uj; ujE:
By (3.2.14), we obtainD rXuiSB(ui)uj; ujE =  12 rXuiTas(ui; uj; uj); (3.2.38)D rXuiSB(ui)uj; ujE =  12 rXuiTas(ui; uj; uj):
Substituting (3.2.38) into (3.2.37) yields (3.2.36).
Lemma 3.11.
1
8
rBJ2   rXJ2
=
nX
i;j;k=1

SB(ui)uj; uk2 + nX
i;j;k=1

SB(ui)uj; uk2 (3.2.39)
+
p 1
2
D
SB(ui)uj; (rXuiJ)uj
E
 
p 1
2
D
SB(ui)uj; (rXuiJ)uj
E
:
Proof. By (3.2.29) we obtainrXJ2 = 2 nX
i;j=1
(rXuiJ)uj2; rBJ2 = 2 nX
i;j=1
(rBuiJ)uj2 + 2 nX
i;j=1
(rBuiJ)uj2:
(3.2.40)
A direct computation leads torBJ2   rXJ2
=2
nX
i;j=1
[SB(ui);J]uj2 + 2 nX
i;j=1
[SB(ui);J]uj2 (3.2.41)
+ 2
D
[SB(ui);J]uj;
 rXuiJujE+ 2D[SB(ui);J]uj;  rXuiJujE:
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Clearly,
nX
i;j=1
[SB(ui);J]uj2 = nX
i;j;k=1

[SB(ui);J]uj; uk2 = 4 nX
i;j;k=1

SB(ui)uj; uk2; (3.2.42)
and
nX
i;j=1
[SB(ui);J]uj2 = nX
i;j;k=1

[SB(ui);J]uj; uk2 = 4 nX
i;j;k=1

SB(ui)uj; uk2: (3.2.43)
Substituting (3.2.42) and (3.2.43) into (3.2.41) yields (3.2.39).
Lemma 3.12.
1
4
!
 
d(!Tas)

=
1
16
!!(dTas) 


SB(ui)uj; uk

rTXui uj; uk
  
SB(ui)uj; uk
rTXui uj; uk: (3.2.44)
Proof. Clearly
  1
4
!
 
d(!Tas)

=
p 1
4
d(!Tas)(ui; ui) (3.2.45)
=
1
2
rui
 
Tas(uj; uj; ui)
  1
2
rui
 
Tas(uj; uj; ui)
  1
2
Tas(uj; uj; [ui; ui]):
By (3.2.14) we obtain
 1
4
!
 
d(!Tas)

=  1
16
!!(dTas) +


SB(ui)uj;rTXui uj

+


SB(uj)ui;rTXui uj

  
SB(ui)uj;rTXui uj+ 
SB(ui)uj;rTXui uj: (3.2.46)
Clearly,

SB(ui)uj;rTXui uj

+


SB(uj)ui;rTXui uj

=


SB(ui)uj; uk
  
rTXui uj; uk; (3.2.47)

SB(ui)uj;rTXui uj
  
SB(ui)uj;rTXui uj =
SB(ui)uj; uk  
rTXui uj; uk:
Substituting (3.2.47) into (3.2.46) yields (3.2.44). The proof of Lemma 3.12 is complete.
Proof of Proposition 3.9. Formula (3.2.35) follows immediately from (3.2.36), (3.2.39)
and (3.2.44).
3.3 The spectral gap of D2p
In this Section, we establish the spectral gap property of the Hodge-Dolbeault operator
Dp. This property serves as an essential ingredient for the existence of the asymptotic
expansion of the Bergman kernel.
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If A is a 2-form, then
1
4
A(ei; ej)c(ei)c(ej) =  1
2
A(vj; vj

+ A
 
vj; vk)v
k ^ ivj (3.3.1)
+
1
2
A(vj; vk)ivj ivk +
1
2
A(vj; vk)v
j ^ vk ^ :
Set
!d;x =  2
qX
j=1
ivj ^ vj   2
nX
j=q+1
vj ^ ivj ;
x =Tr

TX
( J2)1=2 = 2n:
(3.3.2)
From (3.1.12), (3.1.13) and (3.3.1), we have
1
2
RL(ei; ej)c(ei)c(ej) =  2!d   : (3.3.3)
Set

0;6=q(X;Lp 
 E) =
X
j 6=q

0;j(X;Lp 
 E): (3.3.4)
The following result is due to Ma and Marinescu, see [29, Theorem 1.1].
Theorem 3.13. There exists CL > 0 such that for any p 2 N,D2ps2L2 > (4p   CL)s2L2 ; 8 s 2 
0;6=q(X;Lp 
 E): (3.3.5)
Proof. We give the proof for the reader's convenience. Substituting (3.3.3) into (3.2.12)
we get, D2ps2L2 = rB;0;
Lp
Es2L2   p
s; s  2p
!ds; s+ 
s; s: (3.3.6)
We rst claim that there exists C1 > 0 such that for every s 2 
0;(X;Lp 
 E),rB;0;
Lp
Es2
L2
  p
s; s >  C1s2L2 : (3.3.7)
In fact, let us now consider the almost complex manifold (X;J). Recall that
uj = vj; for j 6 q and uj = vj; for j > q: (3.3.8)
Then fu1; : : : ; ung spans the eigenbundles of J corresponding to the eigenvalue
p 1 and
the positive condition [30, (1.5.21)] holds for RL, i.e.,
RL(uj; uj) = 2; and R
L(uj; uk) = 0 = R
L(uj; uk): (3.3.9)
Let (E 0; hE
0
) be a Hermitian vector bundle on (X;J), and let rE0 denote a Hermitian
connection on (E 0; hE
0
). Denote by rLp
E0 the Hermitian connection on LpE 0 induced
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by rL and rE0 . It is a consequence of (3.3.9) that [30, (1.5.30)] holds, i.e., there exists
C2 > 0 such that for every s 2 C1(X;Lp  E 0),rLp
E0s2
L2
  p
 0s; s >  C2s2L2 ; (3.3.10)
where
 0 =
nX
j=1
RL(uj; uj) = 2n = : (3.3.11)
Then (3.3.7) follows from (3.3.10) by taking E 0 = (T (0;1)X) 
 E and rLp
E0 =
rB;0;
Lp
E.
In view of (3.3.2), for every s 2 
0;6=q(X;Lp 
 E),

!ds; s

6  2s2
L2
: (3.3.12)
Clearly there exists C3 > 0 such that for every s 2 
0;(X;Lp 
 E),

s; s

>  C3
s2
L2
: (3.3.13)
Substituting (3.3.7), (3.3.12) and (3.3.13) into (3.3.6), we get (3.3.5). The proof of
Theorem 3.13 is complete.
The following spectral gap, i.e., (3.3.14) (cf. [29, Theorem 1.2]) plays an essential role
in the asymptotic expansion of the Bergman kernel of the Hodge-Dolbeault operators.
For any operator P , we denote by Spec(P ) the spectrum of P . It is a consequence of
Theorem 3.13 that
Corollary 3.14.
Spec(D2p)  f0g [ [4p  CL;+1): (3.3.14)
Then, (3.1.8) follows immediately from (3.3.14) for p large enough.
3.4 Diagonal asymptotic expansion of Bergman Kernel
This Section is devoted to the study of the near diagonal asymptotic expansion of the
Bergman kernel. It is written along the lines of [30, Chapter 4]. In subsection 3.4.1, we
explain that our problem is local. The localization of the problem allows us to extend the
Hodge-Dolbeault operator from a small neighborhood of 0 to the whole space of R2n, such
that the spectral gap property still holds for the operator (Dc;A0p )
2, where Dc;A0p denotes
the extension operator on R2n of the Hodge-Dolbeault operator Dp. This is done in
subsection 3.4.2. We also derive there the Taylor expansion of the rescaled operator
Lt2 of (Dc;A0p )2. Subsection 3.4.3 is devoted to the Sobolev estimate on the resolvent
(  Lt2) 1. In subsection 3.4.4, we derive the uniform estimate on the Bergman kernel
of the rescaled operator Lt2 and then establish its near diagonal estimates in Theorem
3.30. In subsection 3.4.5, we examine the Bergman kernel of the limit operator L02 of
the rescaled operator Lt2. Then we nish our proof of Theorem 3.2 in subsection 3.4.6.
Moreover, an explicit formula (3.4.224) is given there for the second coecient of the
asymptotic expansion in Theorem 3.2.
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3.4.1 Localization of the problem
For x 2 X; " > 0, denote by BX(x; ") the open ball in X with the center x and radius
". Choose " small enough such that a normal coordinate around BX(x; ") is available.
Since X is compact, then there exists fx1; : : : ; xN0g such that the union of BX(xi; ")
forms a covering of X. Set Ui = B
X(xi; "). On Ui, we identify LZ ; EZ ;(T
(0;1)
Z X) to
Lxi ; Exi ;(T
(0;1)
xi X) by parallel transport with respect to the connectionsrL;rE;rB;0; ,
respectively, along the curve t 7! tZ; t 2 [0; 1]. This induces a trivialization of Ep on
Uxi .
Let fe1; : : : ; e2ng be an orthonormal basis of TxiX. Denote by rU the ordinary dif-
ferential operator on TxiX in the direction U . Let f 1; : : : ;  N0g be a partition of unity
subordinate to fU1; : : : ; UN0g. For l 2 N, we dene a Sobolev norm on the l-th Sobolev
space Hl(X;Ep) by
s
l
=
N0X
i=1
lX
k=0
2nX
i1; ;ik=1
rei1    reik ( is)2L2 : (3.4.1)
It is clear that the norm
  
0
is equivalent to
  
L2
as in (3.1.5).
Lemma 3.15. For any m 2 N, there exists Cm > 0 such that for any s 2 H2m+2(X;Ep),
s
2m+2
6 Cmp4m+4
m+1X
j=0
p 2j
D2jp sL2 : (3.4.2)
Proof. Let  L; E; B;
0;
be the connection form of rL;rE and rB;0; , respectively,
with respect to any xed frame for L;E and (T (0;1)X) which is parallel along the curve
t 7! tZ; t 2 [0; 1]. From [30, (1.4.17) and (1.4.28)], we have on Ui,
Dp =
2nX
j=1
c(~ej)
 r~ej + p L(~ej) +  B(~ej) +  B;0;(~ej)+ 12 c(Tas); (3.4.3)
where ~ej denotes the parallel transport of ej with respect to rTX along the curve t 7!
tZ; t 2 [0; 1]. Then
D2p =  (r~ej)2 + pc(~ej)c(~ek) L(~ej)r~ek   p2
 
 L(~ej)
2
+ I1; (3.4.4)
where I1 is a dierential operator of order 1 with values in End
 
(T
(0;1)
xi X)
Exi

and
I1 is independent of p. From (3.4.1) and (3.4.4),
s2
2
6C
 is2L2 +  2nX
j=1
(r~ej)2( is)
2
L2

6C
D2ps2L2 + p4s2L2: (3.4.5)
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That is s
2
6 C
D2psL2 + p2sL2: (3.4.6)
Let Q be a dierential operator of order m with scalar principal symbol and with
compact support in Ui. Then
Dp; Q

= p

c(~ej) 
L(~ej); Q

+

c(~ej)
 
 L(~ej) +  
B;0;(~ej) +  
E(~ej)

+
1
2
c(Tas); Q

;
(3.4.7)
where the two summand on the righthand side of the equation are dierential operators
of order m  1;m, respectively. Clearly,
D2p; Q

=

Dp; Q

Dp +Dp

D2p; Q

: (3.4.8)
Combining (3.4.6), (3.4.7) and (3.4.8), we haveQs
2
6C
D2pQsL2 + p2QsL2
6C
QD2psL2 + p2QsL2 + s2m+1: (3.4.9)
By (3.4.9) there exists Cm > 0 such thats
2m+2
6 Cm
D2ps2m + p2s2m+1: (3.4.10)
Similarly, s
2m+1
6 Cm
D2ps2m 1 + p2s2m: (3.4.11)
Substituting (3.4.11) into (3.4.10) we gets
2m+2
6Cm
D2ps2m + p2D2ps2m 1 + p4s2m
6Cmp2
D2ps2m + p2s2m: (3.4.12)
Replacing m by m  1 in (3.4.12),s
2m
6 Cmp2
D2ps2m 2 + p2s2m 2: (3.4.13)
Then D2ps2m 6 Cmp2D4ps2m 2 + p2D2ps2m 2: (3.4.14)
Substituting (3.4.13) and (3.4.14) into (3.4.12) we nds
2m+2
6 Cmp4
D4ps2m 2 + p2D2ps2m 2 + p4s2m 2: (3.4.15)
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Similarly,s
2m+2
6 Cmp6
D6ps2m 4 + p2D4ps2m 4 + p4D2ps2m 4 + p6s2m 4: (3.4.16)
We nally gets
2m+2
6Cmp2m+2
D2m+2p s0 + p2D2mp s0 +   + p2m+2s0
=Cmp
4m+4
m+1X
j=0
p 2j
D2jp s0: (3.4.17)
The proof of Lemma 3.15 is complete.
Let  : R! [0; 1] be a smooth even function given by
(v) = 1; if
v 6 "
2
and (v) = 0; if
v > ": (3.4.18)
Set
F (a) =
  Z 1
 1
(v)dv
 1 Z 1
 1
eiva(v)dv: (3.4.19)
Then F (0) = 1 and F (a) lies in Schwartz space S(R), i.e., for any multi-index ;  there
exists C; > 0 such that
sup
a2R
a @
@a
F (a)
 6 C;: (3.4.20)
Proposition 3.16. For any l;m 2 N; there exist Cl;m > 0 such that for x; y 2 X,F (Dp)(x; y)  Pp(x; y)Cm 6 Cl;mp l;Pp(x; y)Cm 6 Cl;mp l; if d(x; y) > "; (3.4.21)
where
  
Cm
is induced by rL;rE and hL; hE; gTX .
Proof. For a 2 R, set
p(a) = [p2p;1)(jaj)F (a); (3.4.22)
where [p2p;1)() is the characteristic function of the subset [
p
2p;1) of R.
It is a consequence of (3.3.14) that if p > CL
2
, then
Spec(D2p) 

0
	 [ [2p;1) (3.4.23)
and
F (Dp)  Pp = p(Dp): (3.4.24)
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Set  = 0 in (3.4.20) we get
sup
a2R
amF (a) 6 Cm: (3.4.25)
It is known that Spec(D2p) is discrete and if we denote by f1; : : : ; k; : : :g the set of
the eigenvalues D2p, then 0 6 1 6    6 k 6    , k ! +1 as k ! 1 and the
k-eigenspace Ek is of nite dimension. Let

jk
	
denote an orthonormal basis of Ek ,
then Dp
j
k = 
p
k
j
k. Every s 2 
0;(X;Lp 
 E) can be written
s =
X
k;j


s; jk

jk: (3.4.26)
Then for any m1;m2; l 2 N,Dm1p p(Dp)Dm2p sL2 =Dm1+m2p p(Dp)sL2
=
X
k;j

m1+m2
2
k p(
p
k)


s; jk

jk

L2
6 sup
k
m1+m22k p(pk) X
k;j


s; jk

jk

L2
6Cl;m1;m2p l
s
L2
: (3.4.27)
Let Q be a dierential operator of order m1 with scalar principle symbol and with
compact support in Ui, then its adjoint Q
 is also a dierential operator of order m1
with scalar principle symbol and with compact support in Ui. From (3.4.2) and (3.4.27),
we have
Qp(Dp)Dm2p s0L2 6Cm1p2m1+2 [
m1
2
]+1X
j=0
p 2j
D2jp p(Dp)Dm2p s0L2
6Cl;m1;m2p l+2m1
s0
L2
; (3.4.28)
where [] denotes the integer part. Clearly,

Dm2p p(Dp)Qs; s
0 = 
s;Qp(Dp)Dm2p s0: (3.4.29)
Combining (3.4.28) and (3.4.29) we getDm2p p(Dp)QsL2 6 Cl;m1;m2p l+2m1sL2 : (3.4.30)
If P;Q are dierential operators of order m;m1 with compact support in Ui; Uj, re-
spectively. By (3.4.2) and (3.4.30),
Pp(Dp)QsL2 6Cmp2m+2 [
m
2
]+1X
j=0
p 2j
D2jp p(Dp)QsL2
6Cl;m1;mp l
s
L2
: (3.4.31)
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From Sobolev inequalities and (3.4.31),p(Dp)QsCm 6 Cp(Dp)Qsm+n+1
6 C
Pp(Dp)QsL2 + p(Dp)QsL2
6 Cl;m1;mp l
s
L2
: (3.4.32)
On the other hand,
p(Dp)Qs(x) =
Z
X


Qy
 
p(Dp)(x; y)

; s(y)

dvX(y) =


Qp(Dp)(x; ); s

: (3.4.33)
Then it is a consequence of (3.4.32) and (3.4.33) that for every x 2 X,Qp(Dp)(x; )L2 6 Cl;mp l: (3.4.34)
Since p(Dp)(x; y) = p(Dp)(y; x), then the rst inequality in (3.4.21) holds.
Note
F (Dp)(x; ) = (
Z 1
 1
(v)dv) 1
Z 1
 1
cos(vDp)(x; )(v)dv: (3.4.35)
By the nite propagation speed of solutions of hyperbolic equations, F (Dp)(x; y) only
depends on the restriction of Dp to B
X(x; "), and equal zero if d(x; y) > ". Thus we get
the second inequality in (3.4.21). The proof of Proposition 3.16 is complete.
3.4.2 Rescaling and Taylor expansion of the operator D2p
Fix x0 2 X. Set Ba = BTx0X(0; a) for a > 0. We identify B4" with BX(x0; 4") by
the exponential map Z ! expXx0(Z) for Z 2 Tx0X. For Z 2 B4", we identify LZ ; EZ
and (T
(0;1)
Z X) to Lx0 ; Ex0 and (T
(0;1)
x0 X) by parallel transport with respect to the
connection rL;rE and rB;0; , respectively, along the curve u ! uZ; u 2 [0; 1]. Thus
on B4", (L; h
L); (E; hE), ((T (0;1)X); h(T
(0;1)X)) are identied to the trivial Hermitian
bundles (Lx0 ; h
Lx0 ), (Ex0 , h
Ex0 ), ((T
(0;1)
x0 X); h
(T
(0;1)
x0
X)). If  L; E and  B;
0;
denote
the corresponding connection form of rL;rE and rB;0; on B4", respectively, then
 L; E; B;
0;
are skew-adjoint with respect to hLx0 ; hEx0 , h(T
(0;1)
x0
X). Moreover, (cf.
[30, (1.2.30)])
 x0 = 0; for  
 =  L; E or  B;
0;
: (3.4.36)
In view of (3.2.15) and (3.4.36) we get
 TXx0 + S
B
x0
= 0: (3.4.37)
Let fe1; : : : ; e2ng be an orthonormal basis of Tx0X. The coordinates on Tx0X ' R2n
is given by
(Z1;    ; Z2n) 2 R2n !
2nX
j=1
Zjej 2 Tx0X: (3.4.38)
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Let " : R2n ! R2n be the map dened by "(Z) = ( jZj" )Z with
(v) = 1; if jvj 6 2 and (v) = 0; if jvj > 4: (3.4.39)
Let R be the radial vector eld dened by
R =
2nX
j=1
Zjej = Z: (3.4.40)
For the trivial vector bundle E0 := (Ex0 ; h
Ex0 ), we dene a Hermitian connection on
X0 := Tx0X by
rE0 = r+ ( jZj
"
) E: (3.4.41)
For the trivial vector bundle L0 := (Lx0 ; h
Lx0 ), we dene a Hermitian connection on
X0 := Tx0X by
rL0 = "(rL) +
1
2
 
1  2( jZj
"
)

RLx0(R; ): (3.4.42)
Then its curvature RL0 = (rL0)2 equals
"(R
L) +
1
2
h
"(rL);
 
1  2( jZj
"
)

RLx0(R; )
i
: (3.4.43)
Clearly,
(")ei = (
jZj
"
)ei + 
0(
jZj
"
)
Zi
"jZjR: (3.4.44)
Therefore, 
"(R
L)

Z
(ei; ej)
=RL"(Z)
 
(")ei; (")ej

=2(
jZj
"
)RL"(Z)
 
ei; ej

+ (
jZj
"
)0(
jZj
"
)
 2nX
k=1
ZkdZk
"jZj ^R
L
"(Z)(R; )

(ei; ej):
That is
"(R
L) = 2(
jZj
"
)RL"(Z) + (
0)(
jZj
"
)
2nX
k=1
Zke
k
"jZj ^R
L
"(Z)(R; ): (3.4.45)
On the other hand,h
"(rL);
 
1  2( jZj
"
)

RLx0(R; )
i
=d

1  2( jZj
"
)RLx0(R; )

=  2(0)( jZj
"
)
2nX
k=1
Zke
k
"jZj ^R
L
x0
(R; ) + 2 1  2( jZj
"
)

RLx0 : (3.4.46)
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Substituting (3.4.45) and (3.4.46) into (3.4.43) we get
RL0 =
 
1  2( jZj
"
)

RLx0 + 
2(
jZj
"
)RL"(Z)
  (0)( jZj
"
)
2nX
k=1
Zke
k
"jZj ^

RLx0(R; ) RL"(Z)(R; )

: (3.4.47)
It is clear that RL0 = RLx0 for jZj 6 2". The third summand on the righthand side of
(3.4.47) tends to zero as jZj tends to 0. Hence there exists  > 0 such that for any
0 < jZj <  we have(0)( jZj
"
)
2nX
k=1
Zke
k
"
^  RLx0( RjZj ; ) RL"(Z)( RjZj ; ) 6 25: (3.4.48)
Then
RL0Z (vj; vj) 6  
8
5
; if j 6 q and RLZ(vj; vj) >
8
5
; if j > q + 1; (3.4.49)
where

v1; : : : ; vn
	
is a local orthonormal frame of T (1;0)X such that the relation (3.1.13)
holds. In the sequel we x " = 1
4
.
Let gTX0(Z) = gTX("(Z)); J0(Z) = J("(Z)) be the metric and the almost struc-
ture on X0. Let T
(0;1)X0 be the anti-holomorphic cotangent bundle of (X0; J0). Then
T
(0;1)
Z;J0
X0 is naturally identied with T
(0;1)
"(Z);J
X0. We identify (T
(0;1)
Z X0) with (T
(0;1)
x0 X)
by identifying rst (T
(0;1)
Z X0) with (T
(0;1)
"(Z);J
X0) which in turn is identied with
(T
(0;1)
x0 X) by using the parallel transport with respect to the connection rB;0; along
the curve t! t"(Z); t 2 [0; 1]. We trivialized (T (0;1)X0) in this way.
We trivialize the Hermitian line bundle det(T (1;0)X0) by identifying rst det(T
(1;0)X0)Z
to det(T (1;0)X)"(Z), and then to det(T
(1;0)X)x0 by using parallel transport along the
curve t 7! t"(Z); t 2 [0; 1] with respect to the connection rdet(T (1;0)X). Let rdet0 be the
Hermitian connection on det(T (1;0)X)x0 dened by
rdet0 = d+ ( jZj
"
) det(T
(1;0)X): (3.4.50)
Let rTX0 denote the Levi-Civita connection of (X0; gTX0). Then gTX0 and rdet0 dene
a Cliord connection rCl0 on (T (0;1)X0), i.e.,
rCl0 = d+ 1
4


 TX0~ei; ~ej

c(~ei)c(~ej) + (
jZj
"
) det(T
(1;0)X); (3.4.51)
where f~e1; : : : ; ~e2ng is a local orthonormal frame of (X0; gTX0) and  TX0 is the corre-
sponding connection form of rTX0 associated to the frame f~e1; : : : ; ~e2ng.
Since gTX0 is trivial outside B4" and (
jZj
"
) = 0 outside B4", the connection form  
Cl0
of rCl0 associated to the above trivialization of (T (0;1)X0) on R2n satises
 Cl0 = 0; for jZj > 4": (3.4.52)
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Denote by Dc0;p be the Spin
c Dirac operator on R2n acting on E0;p = (T (0;1)X0) 

Lp0 
 E0, i.e.,
Dc0;p =
2nX
j=1
c(~ej)rCl0
L
p
0
E0
~ej
; (3.4.53)
where rCl0
Lp0
E0 is the connection on E0;p induced by rCl0 ;rL0 and rE0 . Set
A0 =  1
4
(
jZj
"
)Tas;Z : (3.4.54)
The modied Dirac operator on the almost complex manifold (X0; J0) is given by
Dc;A0p = D
c
0;p +
c(A0); (3.4.55)
which coincides withDp on B2". It is a consequence of (3.4.49) that the following spectral
gap of the operator (Dc;A0p )
2 holds:
Spec
 
(Dc;A0p )
2
  f0g [ [16
5
p  C;1): (3.4.56)
Let P0;p be the orthogonal projection from L
2(X0; E0;p) onto Ker
 
(Dc;A0p )
2

and let
P0;p(x; y) be the smooth kernel of P0;p with respect to the volume form dvX0(y). As a
consequence of (3.4.56), the following Proposition is an analogue of Proposition 3.16 for
the operator Dc;A0p .
Proposition 3.17. For any l;m 2 N; there exist Cl;m > 0 such that for x; y 2 X,F (Dc;A0p )(x; y)  P0;p(x; y)Cm 6 Cl;mp l;P0;p(x; y)Cm 6 Cl;mp l; if d(x; y) > ": (3.4.57)
Note F (Dc;A0p )(x; y) = F (Dp)(x; y) if x; y 2 B2". Combining Proposition 3.16 and
Proposition 3.17, we get
Proposition 3.18. For any l;m 2 N; there exist Cl;m > 0 such that for x; y 2 B",P0;p(x; y)  Pp(x; y)Cm 6 Cl;mp l: (3.4.58)
Let sL be a unit vector of Lx0 . Using sL, we get an isometry E
q
p;x0
'  q(T (0;1)X)

E

x0
:= Ex0 . As the operator
 
Dc;A0p
2
takes values in End(Ep;x0) = End(Ex0) under
the natural identication End(Lp) ' C (which does not depend on sL), our formulas do
not depend on the choice of sL. Now under this identication, we will consider
 
Dc;A0p
2
acting on C1(X0;Ex0).
Let dvTX be the Riemannian volume form of (Tx0X; g
Tx0X). Let k(Z) be the smooth
positive function dened by the equation
dvX0(Z) = k(Z)dvTX(Z) (3.4.59)
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with k(0) = 1. Let rA0 be the connection induced by rCl0 and A0 on (T (0;1)X0) as
before, i.e.,
rA0U = rCl0U + c(iUA0); for U 2 TX0: (3.4.60)
Let  A0 be the corresponding connection form of rA0 .
For s 2 C1(R2n;Ex0); Z 2 R2n, and for t = 1pp , set 
ts

(Z) = s(
Z
t
); rt; =  1t tk
1
2rA0k  12 t;
Lt2 =  1t t2k
1
2
 
Dc;A0p
2
k 
1
2 t: (3.4.61)
We restate the following expansion of the operator Lt2, see [30, Theorem 4.1.7].
Theorem 3.19. There exist polynomials Aij;r (resp. Bi;r; Cr) (r 2 N; i; j 2

1;    ; 2n	)
in Z with the following properties:
(1) their coecients are polynomials in RTX (resp. RTX ; RB;
0;
; RE; Rdet(T
(1;0)X); d; RL)
and their derivatives at x0 up to order r   2 (resp. r   2; r   2; r   2; r   2; r   1; r),
(2) Aij;r is a homogenous polynomial in Z of degree r, the degree in Z of Bi;r is 6 r+1
(resp. of Cr is 6 r + 2), and has the same parity as r   1 (resp. r),
(3) if we denote
Or = Aij;rreirej +Bi;rrei + Cr; (3.4.62)
then
Lt2 = L02 +
mX
r=1
trOr +O(tm+1); (3.4.63)
where
L02 =  (r0;ei)2   2n   2wd;x0 ; r0; = r +
1
2
RLx0(R; ): (3.4.64)
Moreover, there exists m0 2 N such that for any k 2 N; t 6 1, the derivatives of order
6 k of the coecients of the operator O(tm+1) are dominated by Ctm+1(1 + jZj)m0.
Proof. We give the proof for the sake of completeness. We will add a subscript 0 to
indicate the corresponding object onX0, e.g., R
E0 ; Rdet0 are the curvatures ofrE0 ;rdet0 .
As in (3.2.13), let E0 be the smooth self-adjoint section of End(Ex0) on X0,
E0 =
rX0
4
+ c
 
RE0 +
1
2
Rdet0

+ c(dA0)  2jA0j2: (3.4.65)
Then Lichnerowicz formula (3.2.12) entails 
Dc;A0p
2
= A0 + p c(RL0) + E0 : (3.4.66)
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Set
gij(Z) = g
TX0(ei; ej)(Z); rTX0ei ej =  kijel: (3.4.67)
Let (gij(Z)) be the inverse of the matrix (gij(Z)). By (3.4.61),
rt;ei =rei +
1
t
 L0tZ (ei) + t 
E0
tZ (ei) +  
A0
tZ (ei)

  t
2
 
k 1reik

(tZ);
Lt2 =  gij(tZ)

rt;eirt;ej    kijrt;ek

+ c(RL0tZ ) + t
2E0;tZ : (3.4.68)
It is a consequence of [30, (1.2.27) and (1.2.29)] that
gij(tZ) = ij +
mX
r=2
trDij;r(Z) +O(t
m+1); (3.4.69)
where Dij;r is polynomial in R
TX and its derivatives at x0 up to order r  2 and Dij;r is
homogenous polynomial in Z of degree r, e.g.,
Dij;2 =
1
3
D
RTXx0 (R; ei)R; ej
E
; Dij;3 =  1
6
D rXRRTXx0(R; ei)R; ejE: (3.4.70)
Then
k(tZ) = det
1
2 (gij(tZ)) = 1 +
1
2
mX
r=2
trDii;r(Z) +O(t
m+1); (3.4.71)
and
t(k 1reik)(tZ) =k 1rei
 
k(tZ)

(3.4.72)
=
1
2
mX
r=2
trreiDjj;r(Z) 
1
4
mX
r;l=2
tr+lDjj;r
 reiDkk;l+O(tm+1):
By [30, (1.2.30)],
rt;ei =rei +
m+1X
r=1
tr 1
r + 1
X
jj=r 1
 
@RL

x0
(R; ei)Z

!
(3.4.73)
+
m 1X
r=1
tr+1
r + 1
X
jj=r 1
 
@RE + @RB;
0;
x0
(R; ei)Z

!
+
1
2
mX
r=2
trreiDjj;r(Z) 
1
4
mX
r;l=2
tr+lDjj;r
 reiDkk;l+O(tm+1)
=r0;ei +
mX
r=1
tm ~Di;r(Z) +O(t
m+1);
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where ~Di;r(Z) satises
(i) polynomial in RTX ; RB;
0;
; RE; Rdet(T
(1;0)X); d; RL and their derivatives at x0 up to
order r   2; r   2; r   2; r   2; r   1 and r, respectively;
(ii) polynomial in Z of degree 6 r + 1 and has the same parity as r   1.
It is known (cf. [30, (4.1.102)]) that
 kij(tZ) =
1
2
gkl(tZ)

rejgil +reigjl  relgij

(tZ): (3.4.74)
Then  kij(tZ) has similar expression as (3.4.72).
Clearly,
c(RL0tZ ) =
1
2
RL0tZ (~ei; ~ej)c(~ei)c(~ej) =
c(RLx0) +
mX
r=1
trDr(Z) +O(t
m+1); (3.4.75)
where Dr(Z) is polynomial in R
L and its derivatives at x0 up to order r and Dr(Z) is
homogenous polynomial in Z of degree r, e.g.,
D1 =
 rBRRLx0(ei; ej)c(ei)c(ej); (3.4.76)
D2 =
1
2
 rBrBRL
(R;R);x0(ei; ej)c(ei)c(ej):
Substituting (3.4.73), (3.4.74) and (3.4.75) into (3.4.68) we get
Lt2 = L02 +
mX
r=1
trOr +O(tm+1); (3.4.77)
where
Or =  Dij;rreirej +Bi;rrei + Cr (3.4.78)
with Bi;r and Cr satisfying the conditions (1) and (2) of Theorem 3.19. The proof of
Theorem 3.19 is complete.
3.4.3 Sobolev estimate on the resolvent (  Lt2) 1
Let h
0;
0 be the Hermitian metric on (T
(0;1)X0) induced by gTX0 and J0. By the
trivialization of (T (0;1)X0), ((T (0;1)X0); h
0;
0 ) is identied to the trivial Hermitian
vector bundle ((T
(0;1)
x0 X); h
0;x0 ).
Let hEx0 be the metric on Ex0 induced by h
0;
x0 and hEx0 . We denote by h; i0;L2 and  
0;L2
the scalar product and the L2-norm on C1(X0;(T (0;1)X0) 
 E0) induced by
h
0;
0 ; h
E0 . Then h; i0;L2 is the same as the scalar product on C1(X0;Ex0) induced by
hEx0 ; dvX0 under our trivialization.
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For s 2 C1(Tx0X;Ex0), sets2
t;0
:=
s2
0
=
Z
R2n
s(Z)2dvTX(Z);
s2
t;m
=
mX
l=0
2nX
i1; ;il=1
rt;ei1   rt;eils20: (3.4.79)
We denote by

; 
t;0
the inner product on C1(X0;Ex0) corresponding to
  2
t;0
. Let
Hmt be the Sobolev space of order m with norm
  
t;m
. Let H 1t be the Sobolev space
of order  1 and let   
t; 1 be the norm on H
 1
t dened bys
t; 1 = sup
06=s12H1t
hs; s1is1t;1 : (3.4.80)
If A 2 L(Hmt ;Hm0t ), we denote by
Am;m0
t
the norm of A with respect to the norm  
t;m
and
  
t;m0 .
Remark 3.20. Since Dc;A0p is symmetric with respect to
  
0;L2
, by (3.4.61), Lt2 is a
formal adjoint elliptic operator with respect to
  
0
, i.e., for s1; s2 2 C10 (X0;Ex0),
Lt2s1; s2t;0 =Z
R2n
D
 1t t
2k
1
2
 
Dc;A0p
2
k 
1
2 ts1

(Z); s2(Z)
E
dvTX(Z)
=
Z
R2n
D 
Dc;A0p
2
k 
1
2 ts1

(tZ); k 
1
2 (tZ)s2(Z)
E
k(tZ)dvTX(Z) (3.4.81)
=


s1;Lt2s2

t;0
:
Theorem 3.21. There exist constants C1; C2; C3 > 0 such that for t 2 (0; 1] and any
s1; s2 2 C10 (X0;Ex0), 
Lt2s1; s1t;0 > C1s12t;1   C2s12t;0;
Lt2s1; s2t;0 6 C3s1t;1s2t;1: (3.4.82)
Proof. Clearly, D
 1t t
2k
1
2A0k 
1
2 ts1; s1
E
t;0
(3.4.83)
=t2
Z
R2n
D
 1t t
2k
1
2A0k 
1
2 ts1

(Z); s1(Z)
E
dvTX(Z)
=t2 2n
Z
R2n
D 
A0k 
1
2 ts1

(Z);
 
k 
1
2 ts1

(Z)
E
dvX0(Z)
=t2 2n
Z
R2n
 k 12rA0k  12 ts1(Z)2dvX0(Z)
=
Z
R2n
  1t tk 12rA0k  12 ts1(Z)2dvX0(Z)
=
rts12L2 :
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In view of (3.4.61), (3.4.66) and (3.4.83) we get
Lt2s1; s1t;0 = rts12L2 + D  c(RL0tZ ) + t2E0;tZs1; s1Et;0; (3.4.84)
which implies the rst inequality of (3.4.82). Similarly we have
Lt2s1; s2t;0 = 
rt;s1;rt;s2t;0 + D  c(RL0tZ ) + t2E0;tZs1; s2Et;0: (3.4.85)
Then the second inequality of (3.4.82) follows from (3.4.85). The proof of Theorem 3.21
is complete.
Let  be the counterclockwise oriented circle in C of center 0 and radius 
2
, and let 
be the oriented path in C consisting of the ray from (+1; i) to (; i), the interval from
(; i) to (; i) and the ray from (; i) to (+1; i).
It is an consequence of (3.4.61) that
Spec(Lt2) = t2 Spec
 
Dc;A0p
2
: (3.4.86)
In view of (3.4.56), there exist t0 2 (0; 1] such that for t 2 (0; t0],
Spec(Lt2)  f0g [ [2;1): (3.4.87)
Thus, (  Lt2) 1 exists for  2  [ .
Theorem 3.22. There exists C > 0 such that for t 2 (0; t0];  2  [ ,(  Lt2) 10;0t 6 C; (3.4.88)(  Lt2) 1 1;1t 6 C(1 + jj2):
Proof. Set
Dom(Lt2) =

s 2 H0t ; Lt2s 2 H0t
	
; (3.4.89)
where Lt2s is calculated in the sense of distribution.
By (3.4.87), for every s 2 C10 (R2n, Ex0);  2  [ ,(  Lt2)s2t;0 > s2t;0: (3.4.90)
Now we claim that
  Lt2 : Dom(Lt2)! L2(X0;Ex0) is bijective for  2  [ : (3.4.91)
First it follows from (3.4.90) that  Lt2 is injective. Given sj 2 Dom(Lt2); ( Lt2)sj !
v 2 L2(X0;Ex0), then (  Lt2)(sj   sk)2t;0 > sj   sk2t;0: (3.4.92)
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Therefore there exists s 2 L2(X0;Ex0) such that
sj ! s in L2(X0;Ex0): (3.4.93)
For any  2 C10 (X0;Ex0),

(  Lt2)s; 

=


s; (  Lt2)

= lim
j!1


sj; (  Lt2)

= lim
j!1


(  Lt2)sj; 

=


v; 

: (3.4.94)
That is
(  Lt2)s = v in L2(X0;Ex0): (3.4.95)
In particular, s 2 Dom(Lt2) and v 2 Im(   Lt2). Therefore, the image Im(   Lt2) is
closed in L2(X0;Ex0). To complete the proof of (3.4.91), it suce to prove
Im(  Lt2) = L2(X0;Ex0): (3.4.96)
If not, there exists a nonzero element s 2 L2(X0;Ex0) such that s is orthogonal to
Im(  Lt2). In particular, for any s0 2 C10 (X0;Ex0),
0 =


s; (  Lt2)s0

=


(  Lt2)s; s0

: (3.4.97)
Then we get
(  Lt2)s = 0: (3.4.98)
Hence s = 0. This is a contradiction to the choice of s. Thus the claim (3.4.91) holds.
From (3.4.90) we get (  Lt2) 10;0t 6 1: (3.4.99)
By (3.4.82) and (3.4.87), for 0 2 R; 0 6  2 , (0   Lt2) 1 exists and(0   Lt2) 1 1;1t 6 1C1 : (3.4.100)
Clearly,
(  Lt2) 1 = (0   Lt2) 1   (  0)(  Lt2) 1(0   Lt2) 1: (3.4.101)
Combining (3.4.99), (3.4.100) and (3.4.101) we obtain(  Lt2) 1 1;0t 6 (0   Lt2) 1 1;0t + j  0j  (  Lt2) 10;0t  (0   Lt2) 1 1;0t
6 1
C1
 
1 + j  0j

: (3.4.102)
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Similarly,
(  Lt2) 1 = (0   Lt2) 1   (  0)(0   Lt2) 1(  Lt2) 1: (3.4.103)
Now (3.4.99), (3.4.100), (3.4.102) and (3.4.103) entail(  Lt2) 1 1;1t 6 (0   Lt2) 1 1;1t + j  0j  (0   Lt2) 10;1t  (  Lt2) 1 1;0t
6 1
C1
+
j  0j
C1
(1 + j  0j): (3.4.104)
Now the second inequality of (3.4.88) follows immediately from (3.4.104). The proof of
Theorem 3.22 is complete.
Proposition 3.23. Takem 2 N, there exists Cm > 0 such that for t 2 (0; 1], Q1;    ; Qm 2rt;ei ; Zi	2ni=1 and s1; s2 2 C10 (R2n;Ex0),DQ1; [Q2;    ; [Qm;Lt2]    ]s1; s2E
t;0
 6 Cms1t;1s2t;1: (3.4.105)
Proof. For every s 2 C1(R2n;Ex0),rt;ei ; Zjs = 1t tk 12rA0ei k  12 tZjs(Z)  Zj 1t tk 12rA0ei k  12 ts(Z)
=tk
1
2 (tZ)

rA0ei k 
1
2 t
 
Zjs

(tZ)  Zjk 12rA0ei
 
k 
1
2 (tZ)s(Z)

=tk
1
2 (tZ)

rA0ei
Zj
t
k 
1
2 ts

(tZ)  Zjk 12rA0ei
 
k 
1
2 (tZ)s(Z)

=tk
1
2 (tZ)ij  1
t
k 
1
2 (tZ)s(Z)
=ijs(Z): (3.4.106)
That is rt;ei ; Zj = ij: (3.4.107)
Combining (3.4.68) and (3.4.107), we getLt2; Zj =  2gij(tZ)rt;ei + tgij(tZ) jik(tZ): (3.4.108)
It follows from (3.4.108) that

Zj;Lt2

satises (3.4.105).
By (3.4.68) we get rt;ei ;rt;ej =  RL0tZ + t2RA0tZ + t2RE0tZ (ei; ej): (3.4.109)
Combining (3.4.68) and (3.4.109) we nd that
rt;ek ;Lt2 has the same structure as Lt2
for t 2 (0; 1], i.e., rt;ek ;Lt2 is of the typeX
ij
aij(t; tZ)rt;eirt;ej +
X
i
di(t; tZ)rt;ei + c(t; tZ); (3.4.110)
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where aij(t; tZ); di(t; tZ); c(t; tZ) and their derivatives on Z are uniformly bounded for
Z 2 R2n; t 2 [0; 1] and they are polynomials in t.
For s1; s2 2 C10 (R2n;Ex0), by integration by parts,D
rt;eis1; s2
E
t;0
=
Z
R2n
D 
 1t tk
1
2rA0ei k 
1
2 ts1

(Z); s2(Z)
E
dvTX(Z)
=t1 2n
Z
R2n
D rA0ei k  12 ts1(Z);  k  12 ts2(Z)EdvX0(Z)
=t1 2n
Z
R2n
ei


k 
1
2 ts1; k
  1
2 ts2
E
dvX0(Z) 
D
s1;rt;eis2
E
=
Z
R2n
ei


s1; s2

dvTX(Z) 
D
s1;rt;eis2
E
 
Z
R2n
t
 
k 1reik

(tZ)


s1; s2

dvTX(Z)
= 
D
s1;
 rt;ei + t(k 1reik)(tZ)s2E
t;0
: (3.4.111)
Denote by (rt;ei) the formal adjoint of rt;ei with respect to the product

; 
t;0
. Then
(3.4.111) implies
(rt;ei) =  rt;ei   t(k 1reik)(tZ); (3.4.112)
and the last term of (3.4.112) and its derivatives in Z are uniformly bounded in Z 2
R2n; t 2 [0; 1].
By (3.4.110) and (3.4.112), (3.4.105) is veried form = 1. By iteration, the expression
Q1; [Q2;    ; [Qm;Lt2]    ]

has the same structure (3.4.110) as Lt2. By (3.4.112), we get
Proposition 3.23.
Theorem 3.24. For any t 2 (0; t0];  2  [ ;m 2 N, the resolvent (   Lt2) 1 maps
Hmt into H
m+1
t . Moreover, for any  2 N2n, there exist N 2 N; C;m > 0 such that for
t 2 (0; t0];  2  [ ; s 2 C10 (X0;Ex0),Z(  Lt2) 1s
t;m+1
6 C;m(1 + jj2)N
X
6
Zs
t;m
: (3.4.113)
Proof. For Q1;    ; Qm 2
rt;ei	2ni=1; Qm+1;    ; Qm+jj 2 Zi	2ni=1, we can express the
expression Q1   Qm+jj(  Lt2) 1 as a linear combination of operators of the type
Qi1 ; [Qi2 ;    ; [Qim0 ; (  Lt2) 1]    ]

Qim0+1   Qim+jj ; (3.4.114)
where

i1;    ; im+jj
	
is a perturbation of

1;    ;m+ jj	.
Let Rt be the family of operators
Rt =
n
Qj1 ; [Qj2 ;    ; [Qjl ;Lt2]    ]
o
: (3.4.115)
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If

Q;Lt2] = S 2 Rt, then
Q; (  Lt2) 1] = (  Lt2) 1S(  Lt2) 1: (3.4.116)
By (3.4.116), any commutator

Qi1 ; [Qi2 ;    ; [Qim0 ; (   Lt2) 1]    ]

is a linear combi-
nation of operators of the form
(  Lt2) 1R1(  Lt2) 1R2   Rm0(  Lt2) 1 (3.4.117)
with R1;    ; Rm0 2 Rt.
By Proposition 3.23, for R 2 Rt,
Rs1; s2t;0 6 Cs1t;1s2t;1: (3.4.118)
If s2 6= 0, then 
Rs1; s2t;0s2t;1 6 C
s1t;1: (3.4.119)
It follows from (3.4.119) thatR1; 1
t
=
X
kskt;1=1
Rs
t; 1 6 C: (3.4.120)
By Theorem 3.22, there exist C > 0 and N 2 N such that the norm of   0;1
t
of the
operators (3.4.117) is dominated by C(1 + jj2)N .
Remark 3.25. Take jj = 1;m = 0 in (3.4.113) for example. Clearly,
rt;eZi(  Lt2) 1 =(  Lt2) 1rt;eZi +
rt;e; (  Lt2) 1Zi
+

Zi; (  Lt2) 1
rt;e + rt;e; [Zi; (  Lt2) 1]: (3.4.121)
Since rt;e is formally self-adjoint with respect to

; 
t;0
, by Theorem 3.22 for s 2
C10 (X0;Ex0), (  Lt2) 1rt;eZis
0
6
(  Lt2) 1 1;0
t

rt;eZis
t; 1
6C(1 + jj2) sup
s1 6=0

rt;e(Zis); s1
ks1kt;1
6C(1 + jj2)Zis0: (3.4.122)
From Theorem 3.22 and Proposition 3.23,rt;e; (  Lt2) 1Zis
0
=
(  Lt2) 1rt;e;Lt2(  Lt2) 1Zis
0
6C(1 + jj2)
rt;e;Lt2(  Lt2) 1Zis
t; 1
6C(1 + jj2)
(  Lt2) 1Zis
t;1
6C(1 + jj2)
Zis
0
: (3.4.123)
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Similarly, Zi; (  Lt2) 1rt;es
0
6 C(1 + jj2)2  s
0
;rt;e; [Zi; (  Lt2) 1]s
0
6 C(1 + jj2)3  s
0
: (3.4.124)
Combining (3.4.121) (3.4.124) we getrt;eZi(  Lt2) 1s
0
6 C(1 + jj2)3
s
0
+
Zis0: (3.4.125)
For m 2 N, let Qm be the set of operators rt;ei1 ;    ;rt;eij	j6m. For k; r 2 N, let
Ik;r =

(k; r) = (ki; ri);
jX
i=0
kj = k + j;
jX
i=1
rj = r; ki; ri 2 N
	
: (3.4.126)
For (k; r) 2 Ik;r;  2  [ ; t 2 (0; t0], set
Akr (; t) = (  Lt2) k0
@r1
@tr1
(  Lt2) k1   
@rj
@trj
(  Lt2) kj : (3.4.127)
Then there exist akr 2 R such that
@r
@tr
(  Lt2) k =
X
(k;r)2Ik;r
akrA
k
r (; t): (3.4.128)
Theorem 3.26. For any m 2 N; k > 2(m+r+1); (k; r) 2 Ik;r, there exist C > 0; N 2 N
such that for  2  [ ; t 2 (0; t0]; Q;Q0 2 Qm,QAkr (; t)Q0
t;0
6 C(1 + jj)N
X
jj62r
Zs
t;0
: (3.4.129)
Proof. From Theorem 3.24, we nd that for Q 2 Qm, there exist Cm > 0 and N 2 N
such that for any  2  [ ,Q(  Lt2) m0;0
t
6 Cm(1 + jj2)N : (3.4.130)
Since the operator Lt2 is formally self-adjoint, after taking adjoint of (3.4.130) we have
for any  2  [ , (  Lt2) mQ0;0
t
6 Cm(1 + jj2)N : (3.4.131)
From (3.4.130) and (3.4.131), we obtain (3.4.129) for r = 0.
Consider now r > 0. By (3.4.68), @
r
@tr
Lt2 is a combination of
@r1
@tr1
 
gij(tZ)
  @r2
@tr2
rt;ei
  @r3
@tr3
rt;ej

;
@r1
@tr1
 
d(tZ)

;
@r1
@tr1
 
dj(tZ)
  @r2
@tr2
rt;ei

; (3.4.132)
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where d(Z); di(Z) and their derivatives in Z are uniformly bounded for Z 2 R2n. Now
@r1
@tr1
 
d(tZ)

(resp.
 
@r1
@tr1
rt;ei

) (r1 > 1), are functions of the type d0(tZ)Z; jj 6 r1
(resp. 6 r1 + 1) and d0(Z) and its derivatives in Z are bounded smooth functions of Z.
Let R0t be the family of operators of the type
R0t =
n
fj1Qj1 ; [fj2Qj2 ;    ; [fjlQjl ;Lt2]    ]
o
(3.4.133)
with fji smooth bounded (with their derivatives) functions and Qji 2
rt;el ; Zl	2nl=1.
We hand now the operator Akr (; t)Q
0. We shall move rst all the terms d0(tZ)Z
(dened above) to the right-hand side of the operator. To do so, we always use the
commutator trick as in the proof of Theorem 3.24, i.e., each time we perform only with
the commutation with Zi or d
0(tZ)Zi (not directly with Z for jj > 1). After this step,
Akr (; t)Q
0 takes the form X
jj62r
LtQ
00
Z
; (3.4.134)
where Q00 is obtained form Q
0 and its commutations with d0(tZ)Z (then Q00 2 Qm),
and Lt is a linear combination of operators of the form
(  Lt2) j0R1rt;ej1R2(  Lt2) j1R3rt;ej2R4    (  Lt2) js (3.4.135)
with Rj of the form
fj1Qj1 ; [fj2Qj2 ;    ; [fjlQjl ;Lt2]    ]

; Qji 2

Zl
	2n
l=1
: (3.4.136)
Now we move all the terms rt;ei (from Lt) in (3.4.134) to the left side of Q00, then we
nally get that QAkr (; t)Q
0 is of the formX
jj62r
LtZ; (3.4.137)
where Lt is a linear combination of operators of the form
Q(  Lt2) k
0
0R01(  Lt2) k
0
1R02   R0l0(  Lt2) k
0
l0Q000Q00 (3.4.138)
with
R01;    ; R0l0 2 R0t; Q000 2 Q2r: (3.4.139)
By (3.4.127) we have
l0X
j=0
k0j >
jX
l=0
kl + l
0 = k + j + l0 > k + l0 + 1: (3.4.140)
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It is a consequence of (3.4.140) that we can split (3.4.138) into two parts:
Q1 :=Q(  Lt2) k
0
0R01(  Lt2) k
0
1R02   R0i(  Lt2) k
00
i ;
Q2 :=(  Lt2) (k
0
i k00i )R0i+1(  Lt2) k
0
i+1R0i+2   R0l0(  Lt2) k
0
l0Q000Q00 (3.4.141)
with
k00 + k
0
1 +   + k0i 1 + k00i > m+ i;
k0i   k00i + k0i+1 +   + k0l0 > m+ 2r + (l0   i): (3.4.142)
By (3.4.113) we obtain(  Lt2) 1s
t;m+1
6 C(1 + jj2)Ns
t;m
: (3.4.143)
Similarly as the proof of (3.4.113), for R0 2 R0t(  Lt2) 1R0(  Lt2) 1s
t;m+1
6 C(1 + jj2)Ns
t;m
: (3.4.144)
Combining (3.4.113), (3.4.142) and (3.4.144), we getQ1s0 = Q(  Lt2) k00R01(  Lt2) k01R02   R0i(  Lt2) k00i s0
6
(  Lt2) k00R01(  Lt2) k01R02   R0i(  Lt2) k00i s
t;m
6 C(1 + jj2)N0
(  Lt2) 1R01(  Lt2) 1
(  Lt2) (k
0
1 1)R02   R0i(  Lt2) k
00
i s

t;m k00+1
6 C(1 + jj2)N1
(  Lt2) (k01 1)R02   R0i(  Lt2) k00i s
t;m k00
6      
6 C(1 + jj2)Ni
(  Lt2) (k00i  1)s
t;m Pi 1j=0 k00+i 1
6 C(1 + jj2)N
(  Lt2) (k00i +Pi 1j=0 k00 m i)s
t;0
6 C(1 + jj2)Ns
t;0
:
That is Q10;0t 6 C(1 + jj2)N : (3.4.145)
Similarly we have Q20;0t 6 C(1 + jj2)N : (3.4.146)
The proof of Theorem 3.26 is complete.
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Clearly, as t ! 0, the limit of the norm k  kt;m exists and we denote it by k  k0;m.
Note k  kt;0 = k  k0;0.
Theorem 3.27. For any r > 0; k > 0, there exist C > 0; N 2 N such that for t 2
[0; t0];  2  [ ; s 2 C10 (X0;Ex0), @rLt2
@tr
  @
rLt2
@tr

t=0

s

t; 1
6 Ct
X
jj6r+3
Zs
0;1
; (3.4.147)
  @r
@tr
(  Lt2) k  
X
(k;r)2Ik;r
akrA
k
r (; 0)

s

0;0
6 Ct(1 + jj2)N
X
jj64r+3
Zs
0;0
:
Proof. By the denition of k  kt;m, for t 2 [0; 1]; k > 1,s
t;k
6 C
X
jj6k
Zs
0;k
;
s
0;k
6 C
X
jj6k
Zs
t;k
: (3.4.148)
Combining (3.4.148) and the Taylor expansion for (3.4.68), we nd that if s1; s2 have
compact support, thenD @Lt2
@tr
  @
Lt2
@tr

t=0

s1; s2
E
t;0
 6 Cts2t;1  X
jj6r+3
Zs10;1; (3.4.149)
where the upper bound r + 3 of jj comes from the term
 gij rt;eirt;ej   t kijrt;ek: (3.4.150)
Now the rst inequality in (3.4.147) follows immediately from (3.4.149).
It is a consequence of the rst equation of (3.4.68) that
rt;ei = r0;ei + tgi(Z) +O(t2); (3.4.151)
where gi(Z) is a polynomial in Z of degree 2. Substituting (3.4.151) into the second
equation of (3.4.68),
Lt2   L02 = thjrej +O(t2) (3.4.152)
with hi(Z) polynomial in Z of degree 3.
Note
(  Lt2) 1 = (  L02) 1   (  Lt2) 1(Lt2   L02)(  L02) 1: (3.4.153)
By passing to the limit, we obtain that Theorem 3.22, Proposition 3.23 and Theorem
3.24 still hold for t = 0. Using Theorem 3.22 for t = 0 and (3.4.153), (  Lt2) 1   (  L02) 1s
0;0
(3.4.154)
=
(  Lt2) 1(Lt2   L02)(  L02) 1s
0;0
6C(1 + jj2)N
(Lt2   L02)(  L02) 1s
t; 1
:
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Substituting the rst inequality of (3.4.147) for r = 0 into (3.4.154) yields (  Lt2) 1   (  L02) 1s
0;0
6 Ct(1 + jj2)N
X
jj63
Z(  L02) 1s0;1: (3.4.155)
Finally using (3.4.113) for t = 0, we get (  Lt2) 1   (  L02) 1s
0;0
6 Ct(1 + jj2)N
X
jj63
Zs
0;0
: (3.4.156)
If we denote L;t =   Lt2, then
Akr (; t)  Akr (; 0) =
jX
i=1
Fi +
jX
i=0
Gi (3.4.157)
with
Fi =L k0;t
@r1Lt2
@tr1
L k1;t   
@ri 1Lt2
@tri 1
L ki 1;t 
@riLt2
@tri
  @
riLt2
@tri

t=0

L ki;0 @ri+1Lt2
@tri+1

t=0

L ki+1;0   
@rjLt2
@trj

t=0

L kj;0 (3.4.158)
and
Gi =L k0;t
@r1Lt2
@tr1
L k1;t   
@ri 1Lt2
@tri 1
L ki 1;t 
@riLt2
@tri

L ki;t   L ki;0

@ri+1Lt2
@tri+1

t=0

L ki+1;0   
@rjLt2
@trj

t=0

L kj;0 : (3.4.159)
Similar to the proof of (3.4.113) we haveZ(  Lt2) 1s
t;0
6 C;m(1 + jj2)N
X
6
Zs
t;0
: (3.4.160)
Combining the structure of
@rLt2
@tr
(a combination of (3.4.132)), (3.4.113), (3.4.160) and
the rst inequality of (3.4.147), we obtainFis0;0 6 Ct(1 + jj2)N X
jj64r+3
Zs
0;0
: (3.4.161)
Similarly by (3.4.156),Gis0;0 6 Ct(1 + jj2)N X
jj64r+3
Zs
0;0
: (3.4.162)
Now the second inequality of (3.4.147) follows from (3.4.128), (3.4.157), (3.4.161) and
(3.4.162). The proof of Theorem 3.27 is complete.
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3.4.4 Uniform estimate on the Bergman kernel
Denote by P0;t the spectral projection from
 
L2(X0;Ex0); k  k0

onto Ker(Lt2). It is a
consequence of (3.4.87) that
P0;t = 1
2i
Z

(  Lt2) 1d: (3.4.163)
Our next step is to convert the estimates for the resolvent ( Lt2) 1 into estimates for
the spectral projection P0;t via the formula (3.4.163). Let P0;t(Z;Z 0) (with Z;Z 0 2 X0)
be the smooth kernel of P0;t with respect to dvTX(Z 0).
Let  : TX X TX ! X be the natural projection form the brewise product of
TX on X. Note that Lt2 is a family of dierential operators on Tx0X with coecients
in End(E)x0 . Thus we can view P0;t(Z;Z 0) as a smooth section of 
 
End(E)

over
TX X TX by identifying a section s 2 C1

TX X TX; 
 
End(E)

with the family
(sx)x2X , where sx = s

 1(x). Let rEnd(E) be the connection of End(E) induced by rE
(which is in turn induced by rB and rE). Then r(End(E)) induces naturally a Cm-
norm of s for the parameter x0 2 X. In the rest of this section, we will denote by Cm(X)
the Cm-norm for the parameter x0 2 X.
Theorem 3.28. For any m;m0; r 2 N; a > 0, there exists C > 0 such that for t 2
(0; t0]; Z; Z
0 2 Tx0X; jZj; jZ 0j 6 a,
sup
jj+j0j6m
 @jj+jj
@Z@Z 00
@r
@tr
P0;t(Z;Z 0)

Cm0 (X)
6 C: (3.4.164)
Proof. It is a consequence of (3.4.163) that
P0;t = 1
2i
Z

k 1(  Lt2) kd: (3.4.165)
From (3.4.130), (3.4.131) and (3.4.165) we obtainQP0;tQ00;0t 6 Cm; for Q;Q0 2 Qm: (3.4.166)
Let
  
(a);m
be the usual Sobolev norm on C1(Ba+1;Ex0) induced by hEx0 and the
volume form dvTX(Z), i.e., for s 2 C1(Ba+1;Ex0),s2
(a);0
=
Z
Ba+1
s(Z)2dvTX(Z);
s2
(a);m
=
mX
l=0
2nX
i1; ;il=1
rei1    reils(a);0: (3.4.167)
From (3.4.68), (3.4.79) and (3.4.167), we get that for m > 0, there exists Cm > 0 such
that for s 2 C1(X0;Ex0); supp(s)  Ba+1,
Cm
(1 + a)m
s
t;m
6
s
(a);m
6 Cm(1 + a)m
s
t;m
: (3.4.168)
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If Q00 2 Qm and Q00 has compact support in Ba+1, then for every s 2 L2(X0;Ex0); Z 2
R2n and jZj 6 a,

Q00QZP0;t(Z; ); s()

t;0
=
Z
R2n
QZP0;t(Z;Z 0)(Q00s)(Z 0)dvTX(Z 0)
=
 
QP0;tQ
00s

(Z): (3.4.169)
Using (3.4.168), (3.4.169) and Sobolev inequalities, we obtainQ00QZP0;t(Z; )
t;0
= sup
ksk0=1

Q00QZP0;t(Z; ); s()t;0
= sup
ksk0=1
 QP0;tQ00s(Z)
6C sup
ksk0=1
QP0;tQ00s
(a);n+1
6C(1 + a)n+1 sup
ksk0=1
QP0;tQ00s
t;n+1
: (3.4.170)
Substituting (3.4.166) into (3.4.170), we getQ00QZP0;t(Z; )
t;0
6 C(1 + a)n+1: (3.4.171)
Combining (3.4.168), (3.4.171) and Sobolev inequalities, we have
sup
jZj;jZ0j6a
Q0Z0QZP0;t(Z;Z 0) 6C sup
jZj6a
Q0QZP0;t(Z; )
(a);n+1
6C(1 + a)n+1 sup
jZj6a
Q0QZP0;t(Z; )
t;n+1
6C(1 + a)2n+2: (3.4.172)
From (3.4.68) and (3.4.172) we obtain the estimates (3.4.164) for r = m0 = 0.
To obtain (3.4.164) for r > 1 and m0 = 0, note that
@r
@tr
P0;t = 1
2i
Z

k 1
@r
@tr
(  Lt2) kd: (3.4.173)
By (3.4.128) and (3.4.129) we knowQ @r
@tr
P0;tQ0
0;0
t
6 Cm; for Q;Q0 2 Qm: (3.4.174)
Then by the above argument, we get the estimate (3.4.164) for r > 1 and m0 = 0.
Finally for U 2 TX,
r(End(E))U P0;t =
1
2i
Z

k 1r(End(E))U (  Lt2) kd: (3.4.175)
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Clearly,
r(End(E))U (  Lt2) k =
kX
i=1
aiAi; (3.4.176)
where ai 2 R and
Ai = (  Lt2) i

r(End(E))U Lt2

(  Lt2) (k+1 i): (3.4.177)
Since r(End(E))U Lt2 is a dierential operator on Tx0X with the same structure on Lt2,
i.e., it has the same type as (3.4.110), we know from the proof of (3.4.129),Q r(End(E))U (  Lt2) kQ00;0
t
6 Cm; for Q;Q0 2 Qm: (3.4.178)
Then using the above argument, we conclude that (3.4.164) holds for m0 > 1. The proof
of Theorem 3.28 is complete.
For k large enough, set
Fr = 1
2i  r!
Z

k 1
X
(k;r)2Ik;r
akrA
k
r (; 0)d;
Fr;t = 1
r!
@r
@tr
P0;t  Fr: (3.4.179)
Let Fr(Z;Z 0) (Z;Z 0 2 Tx0X) be the smooth kernel of Fr with respect to dvTX(Z 0). Then
Fr(Z;Z 0) 2 C1
 
TX X TX; (End(E))

: (3.4.180)
Theorem 3.29. For a > 0, there exists C > 0 such that for t 2 (0; 1]; Z; Z 0 2 Tx0X,
and jZj; jZ 0j 6 a, Fr(Z;Z 0) 6 Ct 12n+1 : (3.4.181)
Proof. Combining (3.4.173) and (3.4.179),
Fr;t = 1
2i  r!
Z

k 1
 @r
@tr
(  Lt2) k  
@r
@tr
(  Lt2) k

t=0

d: (3.4.182)
It is a consequence of (3.4.147) thatFr;t(a);0 6 Ct: (3.4.183)
Let  : R2n ! [0; 1] be a smooth function with compact support in B1, equal 1 near
0. Take & 2 (0; 1]. By the proof of Theorem 3.28, Fr (hence Fr;t) veries the similar
inequalities as in (3.4.164), i.e.,
sup
jj+j0j6m
 @jj+jj
@Z@Z 00
Fr(Z;Z 0)

Cm
0
(X)
6 C: (3.4.184)
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For jZj; jZ 0j 6 a; U1; U2 2 Ex0 , set
K :=
Z
Tx0XTx0X
D
Fr;t(Z  W;Z 0  W 0)U1; U2
E 1
&4n
(
W

)(
W 0
&
)dvTX(W )dvTX(W
0):
Combining (3.4.164) and (3.4.184) we nd
Fr;r(Z;Z 0)U1; U2 K 6 C&jU1j  jU2j: (3.4.185)
Set
si(W ) =
1
&2n
(
W
&
)Ui; for i = 1; 2;
~s1(W ) = s1(Z  W ); ~s2(W ) = s2(Z 0  W ):
Then
supp(si)  B1 and supp(~si)  Ba+1; for i = 1; 2; (3.4.186)
and ~si20 = si20 = 1&2n
Z
R2n
jUij2; for i = 1; 2: (3.4.187)
It is clear that
K :=
Z
Tx0XTx0X
D
Fr;t(Z  W;Z 0  W 0)s1(W 0); s2(W 0)
E
dvTX(W )dvTX(W
0)
=
Z
Tx0XTx0X
D
Fr;t(W;W 0)~s1(W 0); ~s2(W 0)
E
dvTX(W )dvTX(W
0)
=
D
Fr;t~s1; ~s2
E
t;0
: (3.4.188)
From (3.4.183), (3.4.187) and (3.4.188) we obtainK 6 Fr;t(a);0  ~s10  ~s20 6 Ct&2n jU1j  jU2j: (3.4.189)
Combining (3.4.185) and (3.4.189) we get
Fr;r(Z;Z 0)U1; U2 6 C(& + t
&2n
)jU1j  jU2j: (3.4.190)
Set & = t
1
2n+1 , then 
Fr;r(Z;Z 0)U1; U2 6 Ct 12n+1 jU1j  jU2j; (3.4.191)
which implies (3.4.181) immediately. The proof of Theorem 3.29 is complete.
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Finally we obtain the following near diagonal estimate for the kernel of P0;t.
Theorem 3.30. For any k;m;m0 2 N; a > 0, there exists C > 0 such that for t 2
(0; t0]; Z; Z
0 2 Tx0X and jZj; jZ 0j 6 a,X
jj+j0j6m
 @jj+j0j
@ZZ 00
 P0;t   kX
r=0
Frtr)(Z;Z 0)

Cm0 (X)
6 ctk+1: (3.4.192)
Proof. By (3.4.179) and (3.4.181) we have
1
r!
@r
@tr
P0;t

t=0
= Fr: (3.4.193)
From (3.4.164), (3.4.193) and the Taylor expansion
G(t) 
kX
r=0
1
r!
@rG
@tr
(0)tr =
1
k!
Z t
0
(t  s)k @
k+1G
@tk+1
(s)ds; (3.4.194)
we obtain (3.4.192). This completes the proof of Theorem 3.30.
3.4.5 Bergman kernel of L02
Recall that L02 is given by (3.4.64). Now we discuss the eigenvalues and eigenfunctions
of L02 in detail.
Let fv1; : : : ; vng denote an orthonormal basis of T (1;0)x0 X such that (3.1.13) holds. Set
e2j 1 =
vj + vjp
2
; e2j =
p 1p
2
(vj   vj): (3.4.195)
Then fe1; e2; : : : ; e2n 1; e2ng forms an orthonormal basis of Tx0X. We use the coordinates
on Tx0X ' R2n induced by fe1; : : : ; e2ng as in (3.4.38).
We also introduce the complex coordinates z = (z1;    ; zn) on Cn ' R2n such that
vj =
p
2 @
@zj
holds at the point x = x0. We identify z to
Pn
j=1 zj
@
@zj
and z to
Pn
j=1 zj
@
@zj
when we consider z and z as vector elds. Then Z = z+z, and vj =
p
2 @
@zj
; vj =
p
2 @
@zj
.
Remark that  @
@zj
2 =  @
@zj
2 = 1
2
; and jzj2 = jzj2 = 1
2
Z2: (3.4.196)
Set
 = (z1;    ; zq; zq+1;    ; zn);  = (z1;    ; zq; zq+1;    ; zn): (3.4.197)
It is a consequence of (3.1.13) that
J
@
@j
=
p 1 @
@j
; J
@
@j
=  p 1 @
@j
; for j = 1;    ; n: (3.4.198)
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We also identify  to
Pn
j=1 j
@
@j
and  to
Pn
j=1 j
@
@j
when we consider  and  as
vector elds. Then  +  = Z = z + z. Remark that @
@j
2 =  @
@j
2 = 1
2
; and jj2 = jj2 = 1
2
Z2: (3.4.199)
Set uj =
p
2 @
@j
and
f2j 1 =
1p
2
(uj + uj); f2j =
p 1p
2
(uj   uj); j = 1;    ; n: (3.4.200)
Then ff1; : : : ; f2ng is also an orthonormal basis of Tx0X.
Set
L0 =  (r0;ei)2   2n: (3.4.201)
Then
L02 = L0   2!d;x0 : (3.4.202)
It is very useful to rewrite L0 in (3.4.201) by using the creation and annihilation opera-
tors. Set
bj =  2r0; @
@j
=  2 @
@j
+ j; b
+
j = 2r0; @
@j
= 2
@
@j
+ j; b = (b1;    bn):
(3.4.203)
Then for any polynomial g(; ) on  and ,
[bi; b
+
j ] =bib
+
j   b+j bi =  4ij; [bi; bj] = [b+i ; b+j ] = 0;
[g(; ); bj] =2
@
@j
g(; ); [g(; ); b+j ] =  2
@
@j
g(; ):
(3.4.204)
By (3.4.201), (3.4.203) and (3.4.204), we obtain
L0 =
nX
j=1
bjb
+
j : (3.4.205)
The following result is due to Ma and Marinescu, see [30, Theorem 8.2.3].
Theorem 3.31. The spectrum of the restriction of L0 to L2(R2n) is given by
Spec(L0jL2(R2n)) =

4
nX
j=1
j
  = (1;    ; n) 2 Nn	 (3.4.206)
and an orthogonal basis of the eigenspace of 4
Pn
j=1 j is given by
b
 
exp
   
2
nX
j=1
jjj2)

; with  2 Nn: (3.4.207)
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It is a consequence of (3.4.207) that an orthonormal basis of Ker(L0) is jj
!
 1
2 zexp
   
2
nX
j=1
jjj2)

; with  2 Nn: (3.4.208)
Let P denote the orthogonal projection from  L2(R2n); kk0 onto Ker(L0). Let P(Z;Z 0)
be the smooth kernel of P with respect to dvTX(Z 0). From (3.4.208), we get
P(Z;Z 0) = exp
h
  
2
nX
j=1
 jjj2 + j0jj2+  nX
j=1
j
0
j
i
(3.4.209)
and
b+j P = 0; (bjP)(Z;Z 0) = 2(j   
0
j)P(Z;Z 0); for j = 1;    ; n: (3.4.210)
Let PN be the orthogonal projection from
 
L2(R2n;Ex0); k  k0;0

onto N := Ker(L02),
and let PN(Z;Z 0) be its smooth kernel with respect to dvTX(Z 0). Denote by N? the
orthogonal space of N in L2(R2n;Ex0). Set P? = Id  P; PN? = Id  PN . Since
wd

(det(W

))? 6  2; (3.4.211)
it is a consequence of (3.4.202) that
PN(Z;Z 0) = P(Z;Z 0)Idet(W )
E: (3.4.212)
3.4.6 Proof of Theorem 3.2
Let f(; t) be a formal power series on t with values in End
 
L2(R2n;Ex0)

,
f(; t) =
X
r=0
trfr(t); fr() 2 End
 
L2(R2n;Ex0)

: (3.4.213)
Consider the equation of formal power series for  2  [ ,
(  L02  
1X
r=1
trOr)f(; t) = IdL2(R2n; Ex0 ): (3.4.214)
We decompose f(; t) according to the splitting L2(R2n;Ex0) = N N?,
gr() = P
Nfr(); f
?
r () = P
N?fr(): (3.4.215)
Using (3.4.215) and identifying the powers of t in (3.4.214), we get
g0() =
1

PN ; f?0 () = (  L02) 1PN
?
;
f?r () =(  L02) 1
rX
j=1
PN
?Ojfr j(); (3.4.216)
gr() =
1

rX
j=1
PNOjfr j():
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Theorem 3.32. There exist Jr(Z;Z
0) 2 End(E)x0 polynomials in Z;Z 0 with the same
parity as r and degJr(Z;Z
0) 6 3r, whose coecients are polynomials in RTX ; RB; RE
(and RL) and their derivatives of order 6 r   2 (resp. 6 r), such that
Fr(Z;Z 0) = Jr(Z;Z 0)P(Z;Z 0); J0(Z;Z 0) = Idet(W )
E: (3.4.217)
Proof. By (3.4.173) and (3.4.193),
Fr = 1
2ir!
Z

dr
dtr
(  Lt2) 1

t=0
d =
1
2ir!
Z

(gr() + f
?
r ())d: (3.4.218)
From Theorem 3.31 and (3.4.202), the only eigenvalues of L02 inside  is 0. By (3.4.212),
(3.4.216) and (3.4.218), we get
F0 = PN = PIdet(W )
E (3.4.219)
and
F1 =  PNO1(L02) 1PN
?   (L02) 1PN
?O1PN : (3.4.220)
The two summands on the righthand side of (3.4.220) are self-adjoint to each other.
By (3.4.209) and (3.4.212),
PN(Z;Z 0) = e 

2
Pn
j=1
 
jj j2+j0j j2 2j
0
j

Idet(W )
E: (3.4.221)
By Theorem 3.19,
O1 = Bi;1rei + C1; (3.4.222)
where Bi;1; C1 are polynomial in Z and satisfy the following conditions: the coecients
of Bi;1; C1 are polynomials of R
L
x0
with degZBi;1 6 2, and degZC1 6 3.
Substituting (3.4.221) and (3.4.222) into (3.4.220) we get
F1(Z;Z 0) = J1(Z;Z 0)P(Z;Z 0) (3.4.223)
with J1(Z;Z
0) satisfying degZJ1(Z;Z
0) + degZ0J1(Z;Z
0) is odd, while degZJ1(Z;Z
0) +
degZ0J1(Z;Z
0) 6 3, and the coecients of J1(Z;Z 0) being polynomials of RLx0 .
Combining (3.4.216) and (3.4.218), we get the following formula for F2,
F2 =(L02) 1PN
?O1(L02) 1PN
?O1PN   (L02) 1PN
?O2PN
+ PNO1(L02) 1PN
?O1(L02) 1PN
?   PNO2(L02) 1PN
?
+ (L02) 1PN
?O1PNO1(L02) 1PN
?   PNO1(L02) 2PN
?O1PN (3.4.224)
  PNO1PNO1(L02) 2PN
?   PN?(L02) 2O1PNO1PN :
The following near diagonal expansion of the Bergman kernel is the main result of this
Section.
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Theorem 3.33. For any k;m;m0 2 N; a > 0, there exists C > 0 such that for a > 1,
Z;Z 0 2 Tx0X and jZj; jZ 0j 6 app ,
sup
jj+j0j6m
 @jj+j0j
@Z@Z 00
1
p
Pp(Z;Z
0)
 
rX
r=0
Fr(ppZ;ppZ 0)k  12 (Z)k  12 (Z 0)p  r2

Cm0 (X)
6 Cp  k m+12 : (3.4.225)
Proof. It is a consequence of (3.4.86) and (3.4.87) that
P0;p =
1
2i
Z
0
 
  (Dc;A0p )2
 1
d; (3.4.226)
where 0 =

z 2 C; jzj = 
2
p
	
.
Combining (3.4.163) and (3.4.226) we get for Z;Z 0 2 R2n,
P0;p(Z;Z
0) = t2nk 
1
2 (Z)P0;t(Z
t
;
Z 0
t
)k 
1
2 (Z 0): (3.4.227)
From Proposition 3.18, Theorem 3.30 and (3.4.227), we get (3.4.225).
Proof of Theorem 3.2. Set Z = Z 0 = 0 in (3.4.225). Since Theorem 3.32 implies that
F2r+1(0; 0) = 0 we obtain (3.1.11) and
br(x0) = F2r(0; 0): (3.4.228)
Combining (3.4.209), (3.4.219) and (3.4.228), we obtain (3.1.10).
3.5 A simplied formula for the coecient b1
In this Section, we prove the last two terms in the formula (3.4.224) vanish. In subsection
3.5.1, we calculate the second and third terms, i.e., O1;O2, of the Taylor expansion of
the rescaled operator Lt2. In subsection 3.5.2, we establish that the last two terms in
(3.4.224) vanish. Then we obtain a simplied formula (3.5.28) for the second coecient
b1.
3.5.1 The second and third terms in the Taylor expansion of Lt2
We use freely the notations from Section 3.4. In particular, the operator L02 is given by
(3.4.64).
It is an immediately consequence of (3.4.39) that all objects on X0 with subscript
coincides with the original date on X in B2", e.g., the connections rL0 ;rTX0 ;rE0 co-
incides in B2" with rL;rTX and rE, respectively. Hence, the cuto function  has no
contribution to our calculation of the local date b1(x0). In this sense, we forget it in our
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subsequent calculations of b1(x0). Then the rescaling (3.4.61) is simplied as follows.
For s 2 C1(B";Ex0) and Z 2 B", for t = 1pp , set
(ts)(Z) = s(Z=t); rt =  1t tk
1
2rB;0;
Lp
Ek  12 t;
Lt2 =  1t t2k
1
2D2pk
  1
2 t:
(3.5.1)
If  = (1;    ; 2n) is a multi-index, set Z = Z11    Z2n2n . Let (@RL)x0 be the
tensor (@RL)x0(ei; ej) = @

 
RL(ei; ej)

x0
. We adopt the convention that all tensors will
be evaluated at the base point x0 2 X, and most of the time, we will omit the subscript
x0. Let O01;O02 be the operators dened as [29, (2.5)], [31, (1.30)]:
O01(Z) = 
2
3
(@jR
L)x0(R; ei)Zjr0;ei  
1
3
(@iR
L)x0(R; ei);
O02(Z) =
1
3
D
RTXx0 (R; ei)R; ej
E
r0;eir0;ej (3.5.2)
+
h2
3
D
RTXx0 (R; ej)ej; ei
E
 
1
2
X
jj=2
(@RL)x0
Z
!
+REx0

(R; ei)
i
r0;ei
  1
4
rei
 X
jj=2
(@RL)x0
Z
!
(R; ei)

  1
9
X
i
hX
j
(@jR
L)x0(R; ei)Zj
i2
  1
12
h
L0;
D
RTXx0 (R; ei)R; ei
E
x0
i
:
Set
	 =
1
4
c(dTas)x0 : (3.5.3)
The following result, an analogue of [29, Theorem 2.2], provides us the explicit ex-
pressions of O1 and O2.
Theorem 3.34. There are second order dierential operators Or(r > 1) which are self-
adjoint with respect to
  
0;0
on C10 (R2n;Ex0), and
O1 =O01   
p 1
D rBRJei; ejEc(ei)c(ej); (3.5.4)
O2 =O02  RB;
0;
x0
(R; ei)r0;ei  

2
p 1
D rBrBJ
(R;R);x0ei; ej
E
c(ei)c(ej)
+
1
2

REx0 +
1
2
Tr

RT
(1;0)X
x0

(ei; ej)c(ei)c(ej) +
1
4
rXx0  	
such that
Lt2 = L02 +
1X
r=1
Ortr: (3.5.5)
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Proof. We still give the proof for the reader's convenience. From the Lichnerowicz
formula (3.2.12) we nd that
Lt2 = c(RLtZ) + t2tZ + Lt; (3.5.6)
where
Lt =  1t k
1
2 t2B;
0;
Lp
Ek 
1
2 t =  gij(tZ)
rt;eirt;ej   t kij;tZrt;ek: (3.5.7)
From [29, (2.14)], the Taylor formula of c(RLtZ) is
c(RLtZ) =
1
2
RLx0(ei; ej)c(ei)c(ej) 
p 1t
D rBRJei; ejEc(ei)c(ej) (3.5.8)
 
p 1
2
t2
D rBrBJ
(R;R);x0ei; ej
E
c(ei)c(ej) +O(t
3):
It is a consequence of (3.2.13) that
t2tZ = t
2
nrXx0
4
+ c

REx0 +
1
2
Tr(RT
(1;0)X
x0
)
  1
4
c
 
dTas

x0
  1
8
Tas2x0o+O(t3): (3.5.9)
Clearly by (3.5.1) we have
rt;ei = rei + t B;
0;
Lp
E
tZ (ei) 
t
2
k 1(tZ)(reik)(tZ); (3.5.10)
where  B;
0;
Lp
E is induced by  B;
0;
,  L and  E. Recall that by [30, (1.2.30)]:X
jj=r
(@ B;
0;
Lp
E)x0(ei)
Z
!
=
1
r + 1
X
jj=r 1
(@RB;
0;
Lp
E)x0(R; ei)
Z
!
: (3.5.11)
Therefore,
 B;
0;
Lp
E
Z (ei) =
1
2
RB;
0;
Lp
E
x0
(R; ei) + 1
3
X
jj=1
(@jR
B;0;
Lp
E)x0(R; ei)Zj
+
1
4
X
jj=2
(@RB;
0;
Lp
E)x0(R; ei)
Z
!
+O(
Z4); (3.5.12)
which implies
t B;
0;
Lp
E
tZ (ei) =
t2
2
RB;
0;
Lp
E
x0
(R; ei) + t
3
3
X
jj=1
(@jR
B;0;
Lp
E)x0(R; ei)Zj
+
t4
4
X
jj=2
(@RB;
0;
Lp
E)x0(R; ei)
Z
!
+O(t5): (3.5.13)
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Substituting (3.2.19) and (3.5.13) into (3.5.10), we have
rt;ei =rei +
t2
2
RB;
0;
Lp
E
x0
(R; ei)  t
2
k 1(tZ)(reik)(tZ) (3.5.14)
+
t
3
X
jj=1
(@jR
L)x0(R; ei)Zj +
t2
4
X
jj=2
(@RL)x0(R; ei)
Z
!
+O(t3):
That is
rt;ei =rei +
t2
2
REx0(R; ei) +
t2
2
RB;
0;
x0
(R; ei) + 1
2
RLx0(R; ei)
+
t
3
X
jj=1
(@jR
L)x0(R; ei)Zj +
t2
4
X
jj=2
(@RL)x0(R; ei)
Z
!
  t
2
k 1(tZ)(reik)(tZ) +O(t3): (3.5.15)
From [29, (2.8)] we deduce
  t
2
k 1(tZ)(reik)(tZ) =  
t2
6
D
RTXx0 (ej; ei)ej;R
E
+O(t3): (3.5.16)
Substituting (3.5.16) into (3.5.15), we obtain
rt;ei =rei +
1
2
RLx0 +
t
3
(@kR
L)x0Zk +
t2
4
X
jj=2
(@RL)x0
Z
!
+
t2
2
REx0 +
t2
2
RB;
0;
x0

(R; ei)
  t
2
6
D
RTXx0 (ei; ej)R; ej
E
+O(t3) (3.5.17)
=r0;ei +
t
3
(@kR
L)x0(R; ei)Zk +O(t3)
+
t2
2
h 
RB;
0;
x0
+REx0 +
1
2
X
jj=2
(@RL)x0
Z
!

(R; ei)  1
3
D
RTXx0 (ei; ej)R; ej
Ei
:
115
3 The second coecient of asymptotic expansion of Bergman kernel
Substituting (3.5.17) and [30, (4.1.102)] into (3.5.7), we get
Lt = 
h
ij   t
2
3


RTXx0 (R; ei)R; ej

+O(t3)
i


r0;ei +
t
3
(@pR
L)x0(R; ei)Zp +O(t3)
+
t2
2
h 
RB;
0;
x0
+REx0 +
1
2
X
jj=2
(@RL)x0
Z
!

(R; ei)  1
3


RTXx0 (ei; ep)R; ep
i


r0;ej +
t
3
(@lR
L)x0(R; ej)Zl +O(t3)
+
t2
2
h 
RB;
0;
x0
+REx0 +
1
2
X
jj=2
(@RL)x0
Z
!

(R; ej)  1
3


RTXx0 (ej; el)R; el
i
+ t
h
ij   t
2
3


RTXx0 (R; ei)R; ej

+O(t3)
i

h t
3


RTXx0 (R; ei)ej +RTXx0 (R; ej)ei; ek

+O(t3)
i


r0;ek +
t
3
(@lR
L)x0(R; ek)Zl +O(t3)
+
t2
2
h 
RB;
0;
x0
+REx0 +
1
2
X
jj=2
(@RL)x0
Z
!

(R; ek)  1
3


RTXx0 (ek; el)R; el
i
+O(t3)
=  (r0;ej)2  
t
3
h
(@lR
L)x0(R; ej)Zlr0;ej +r0;ej  (@lRL)x0(R; ej)Zl
i
  t2

1
2
h 
RB;
0;
x0
+REx0 +
1
2
X
jj=2
(@RL)x0
Z
!

(R; ej)  1
3


RTXx0 (ej; el)R; el
ir0;ej
+
1
2
r0;ej
h 
RB;
0;
x0
+REx0 +
1
2
X
jj=2
(@RL)x0
Z
!

(R; ej)  1
3


RTXx0 (ej; el)R; el
i
+
1
9

(@kR
L)x0(R; ej)Zk
 (@lRL)x0(R; ej)Zl
  1
3


RTXx0 (R; ei)R; ej
r0;eir0;ej   23
RTXx0 (R; ej)ej; ekr0;ek

+O(t3)
=  (r0;ej)2  
t
3
h
2(@lR
L)x0(R; ej)Zlr0;ej + (@jRL)x0(R; ej)
i
  t2
h 
RB;
0;
x0
+REx0 +
1
2
X
jj=2
(@RL)x0
Z
!

(R; ej)  1
3


RTXx0 (ej; el)R; el
ir0;ej
+
1
2
h
r0;ej ;
 
RB;
0;
x0
+REx0 +
1
2
X
jj=2
(@RL)x0
Z
!

(R; ej)  1
3


RTXx0 (ej; el)R; el
i
+
1
9
2nX
i=1
h 2nX
j=1
(@jR
L)x0(R; ei)Zj
i2
  1
3


RTXx0 (R; ei)R; ej
r0;eir0;ej   23
RTXx0 (R; ej)ej; ekr0;ek

+O(t3):
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That is
Lt =  (r0;ej)2  
t
3
h
2(@lR
L)x0(R; ej)Zlr0;ej + (@jRL)x0(R; ej)
i
(3.5.18)
+ t2

1
3


RTXx0 (R; ei)R; ej
r0;eir0;ej   14hr0;ej ; Xjj=2(@RL)x0(R; ej)
Z
!
i
+
1
6


RTXx0 (ej; el)ej; el
  1
9
2nX
i=1
h 2nX
j=1
(@jR
L)x0(R; ei)Zj
i2
+
h1
3


RTXx0 (R; el)el; ej
   RB;0;x0 +REx0 + 12 Xjj=2(@RL)x0
Z
!

(R; ej)
i
r0;ej

:
+O(t3):
Clearly,
1
12
h
(r0;ej)2;


RTXx0 (R; ei)R; ei
i
(3.5.19)
=
1
6
h
r0;ej ;


RTXx0 (R; ei)R; ei
ir0;ej + 112hr0;ej ; r0;ej ; hRTXx0 (R; ei)R; eiii
=  1
3


RTXx0 (R; ek)ek; ej
r0;ej + 16
RTXx0 (ej; ei)ej; ei:
That is
1
3


RTXx0 (R; ek)ek; ej
r0;ej + 16
RTXx0 (ej; ei)ej; ei (3.5.20)
=
2
3


RTXx0 (R; ek)ek; ej
r0;ej + 112h(r0;ej)2; 
RTXx0 (R; ei)R; eii:
Substituting (3.5.8), (3.5.9) and (3.5.18) into (3.5.6) yields (3.5.5) with O1;O2 given by
(3.5.4). The proof of Theorem 3.34 is complete.
3.5.2 The new formula for b1
By Proposition 3.7, (3.3.1), (3.5.4) and (3.2.29),
O1 = O01   8
p 1
D
(rBRJ)
@
@zj
;
@
@zk
E
dzk ^ i @
@zj
: (3.5.21)
We have the following analogue of [29, Theorem 2.3].
Theorem 3.35. The following relation holds:
PNO1PN = 0: (3.5.22)
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Proof. Set
J =  2p 1J: (3.5.23)
By (3.5.2) and (3.2.29),
O01(Z) = 
2
3
D
(rBZJ )R; fj
E
r0;fj  
1
3
D
(rBfjJ )R; fj
E
(3.5.24)
=  4
3
D
(rBZJ )R;
@
@j
E
r0; @
@j
  4
3
D
(rBZJ )R;
@
@j
E
r0; @
@j
:
From (3.2.29) and (3.4.203), we nd that
O01(Z) =  
2
3
D
(rBZJ )R;
@
@j
E
b+j   bj
D
(rBZJ )R;
@
@j
E
: (3.5.25)
By Theorem 3.31 and (3.4.210), any polynomial g(; ) in ;  satises
Pbg(; )P = 0; for jj > 0: (3.5.26)
By (3.5.25) and (3.5.26), we get
PO01P = 0: (3.5.27)
Now (3.5.22) follows from (3.2.29), (3.4.212), (3.5.21) and (3.5.27).
Substituting (3.5.22) into (3.4.224) we nd
F2 =(L02) 1PN
?O1(L02) 1PN
?O1PN   (L02) 1PN
?O2PN (3.5.28)
+ PNO1(L02) 1PN
?O1(L02) 1PN
?   PNO2(L02) 1PN
?
+ (L02) 1PN
?
O1P
NO1(L02) 1PN
?   PNO1PN?(L02) 2O1PN ;
and
b1(x0) = F2(0; 0): (3.5.29)
We only need to compute the rst two terms and the last two terms in (3.5.28), since
the third and fourth term in (3.5.28) are adjoint of the rst two terms by Theorem 3.34.
3.6 Calculation of the coecient b1
In this Section, we calculate term by term of the formula (3.5.28) of the second coecient
b1. Subsection 3.6.1 is devoted to a formula for the scalar curvature r
X . In subsection
3.6.2, we calculate the terms in (3.5.28) containing the factor O1. In subsection 3.6.3,
we calculate the rest terms in (3.5.28) and then obtain the formula (3.1.19).
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3.6.1 A formula for the scalar curvature rX
Before our calculation, we establish the relation between the scalar curvature rX and
jrXJj2, which is exactly the same as [31, Lemma 2.2]. Here we use the coordinate
1; : : : ; n.
Lemma 3.36.
rX = 8
D
RTX(
@
@i
;
@
@j
)
@
@j
;
@
@i
E
  1
4
rXJ2: (3.6.1)
Proof. We give the proof for the sake of completeness. By the denition of rX ,
rX = 
D
RTX(fi; fj)fi; fj
E
=  4
D
RTX(
@
@i
; fj)
@
@i
; fj
E
(3.6.2)
=8
D
RTX(
@
@i
;
@
@j
)
@
@j
;
@
@i
E
  8
D
RTX(
@
@i
;
@
@j
)
@
@i
;
@
@j
E
:
By (3.1.13),D
RTX(
@
@i
;
@
@j
)
@
@i
;
@
@j
E
=
p 1
2
D
RTX(
@
@i
;
@
@j
);J
 @
@i
;
@
@j
E
: (3.6.3)
From (3.2.25) and anti-symmetry of (rXrXJ)(;), we getD
RTX(
@
@i
;
@
@j
);J
 @
@i
;
@
@j
E
= 2
D rXrXJ
( @
@i
; @
@j
)
@
@i
;
@
@j
E
: (3.6.4)
By (3.2.26),D rXrXJ
( @
@i
; @
@j
)
@
@i
;
@
@j
E
=
D rXrXJ
( @
@i
; @
@i
)
@
@j
;
@
@j
E
 
D rXrXJ
( @
@i
; @
@j
)
@
@j
;
@
@i
E
:
(3.6.5)
By (3.2.25) and (3.2.29), we nd that
2
p 1
D rXrXJ
( @
@i
; @
@i
)
@
@j
;
@
@j
E
=
D
(rX@
@i
J)
@
@j
; (rX@
@i
J)
@
@j
E
: (3.6.6)
Similarly,
2
p 1
D rXrXJ
( @
@i
; @
@j
)
@
@j
;
@
@i
E
=
D
(rX@
@i
J)
@
@j
; (rX@
@j
J)
@
@i
E
: (3.6.7)
Substituting (3.6.6), (3.6.7) into (3.6.5), one immediately gets
2
p 1
D rXrXJ
( @
@i
; @
@j
)
@
@i
;
@
@j
E
(3.6.8)
=
D
(rX@
@i
J)
@
@j
; (rX@
@i
J)
@
@j
E
 
D
(rX@
@i
J)
@
@j
; (rX@
@j
J)
@
@i
E
:
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By the denition of jrXJj2 and (3.2.29),
jrXJj2 =
D
(rXfiJ)fj; (rXfiJ)fj
E
= 8
D
(rX@
@i
J)
@
@j
; (rX@
@i
J)
@
@j
E
: (3.6.9)
Thus, D
(rX@
@i
J)
@
@j
; (rX@
@i
J)
@
@j
E
=
1
8
jrXJj2: (3.6.10)
By (3.2.24) and (3.2.29),D
(rX@
@i
J)
@
@j
; (rX@
@j
J)
@
@i
E
= 2
D
(rX@
@i
J)
@
@j
;
@
@k
ED
(rX@
@j
J)
@
@i
;
@
@k
E
=2
D
(rX@
@j
J)
@
@k
  (rX@
@k
J)
@
@j
;
@
@i
ED
(rX@
@j
J)
@
@k
;
@
@i
E
(3.6.11)
=
D
(rX@
@j
J)
@
@k
; (rX@
@j
J)
@
@k
;
E
 
D
(rX@
@k
J)
@
@j
; (rX@
@j
J)
@
@k
E
:
Combining (3.6.10) and (3.6.11), we nd thatD
(rX@
@i
J)
@
@j
; (rX@
@j
J)
@
@i
E
=
1
2
D
(rX@
@i
J)
@
@j
; (rX@
@i
J)
@
@j
E
=
1
16
jrXJj2: (3.6.12)
By (3.6.3), (3.6.4), (3.6.8), (3.6.10) and (3.6.12), we obtainD
RTX(
@
@i
;
@
@j
)
@
@i
;
@
@j
E
=
1
32
rXJ2: (3.6.13)
Now (3.6.1) follows from (3.6.2) and (3.6.13).
We are now ready to compute the terms in the expression (3.5.28).
Lemma 3.37. For every 2-form A, we have
c(A)  Idet(W )
E =

  2A( @
@j
;
@
@j
) + 4
qX
j=1
nX
k=q+1
A(
@
@j
;
@
@k
)dk ^ i @
@j
+ 4
qX
j;k=1
A(
@
@j
;
@
@k
)i @
@j
i @
@k
+
nX
j;k=q+1
A(
@
@j
;
@
@k
)dj ^ dk

Idet(W )
E:
(3.6.14)
If A is compatible with the complex structure J , then
c(A)  Idet(W )
E =
h
  2A( @
@j
;
@
@j
) + 4
qX
j=1
nX
k=q+1
A(
@
@j
;
@
@k
)dk ^ i @
@j
i
Idet(W )
E:
(3.6.15)
Proof. One easily get the result (3.6.14) from (3.3.1).
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3.6.2 The term in b1 containing the factor O1
By (3.2.29), (3.4.210), (3.4.212), (3.5.21) and (3.5.25), we know that
O1PN(Z;Z 0)
=

  2
p 1
3
bibj
D
(rX@
@j
J)
0
;
@
@i
E
  4
p 1
3
bi
D
(rX

0J)
0
;
@
@i
E
(3.6.16)
  4p 1
qX
j=1
nX
k=q+1
D
(rB@
@m
J)
@
@j
;
@
@k
E
dk ^ i @
@j
(bm + 2
0
m)
  8p 1
qX
j=1
nX
k=q+1
D
(rB J)
@
@j
;
@
@k
E
dk ^ i @
@j

P(Z;Z 0)Idet(W )
E:
From Theorem 3.31 and (3.6.16), 
(L02) 1PN
?O1PN

(Z;Z 0)
= p 1

bibj
12
D
(rX@
@j
J)
0
;
@
@i
E
+
bi
3
D
(rX

0J)
0
;
@
@i
E
(3.6.17)
+
qX
j=1
nX
k=q+1
D
(rB@
@m
J)
@
@j
;
@
@k
E
dk ^ i @
@j
(
bm
3
+ 
0
m)
+
qX
j=1
nX
k=q+1
D
(rB J)
@
@j
;
@
@k
E
dk ^ i @
@j

P(Z;Z 0)Idet(W )
E:
Therefore, 
(L02) 1PN
?O1PN

(0; Z 0) (3.6.18)
= 
p 1
3
qX
j=1
nX
k=q+1
D
(rB

0J)
@
@j
;
@
@k
E
dk ^ i @
@j
P(0; Z 0)Idet(W )
E;
and 
(L02) 1PN
?O1PN

(Z; 0)
=  2
p 1
3
qX
j=1
nX
k=q+1
D
(rB

J)
@
@j
;
@
@k
E
dk ^ i @
@j
P(Z; 0)Idet(W )
E
 p 1
qX
j=1
nX
k=q+1
D
(rB J)
@
@j
;
@
@k
E
dk ^ i @
@j
P(Z; 0)Idet(W )
E: (3.6.19)
By taking adjoint of (3.6.18) and (3.6.19), we nd that
PNO1(L02) 1PN
?

(Z 0; 0) (3.6.20)
=
p 1
3
qX
j=1
nX
k=q+1
D
(rB0J)
@
@j
;
@
@k
E
P(Z 0; 0)Idet(W )
Edj ^ i @
@k
;
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and 
PNO1(L02) 1PN
?

(0; Z)
=
2
p 1
3
qX
j=1
nX
k=q+1
D
(rB J)
@
@j
;
@
@k
E
P(0; Z)Idet(W )
Edj ^ i @
@k
(3.6.21)
+
p 1
qX
j=1
nX
k=q+1
D
(rB

J)
@
@j
;
@
@k
E
P(0; Z)Idet(W )
Edj ^ i @
@k
:
By (3.2.29), (3.6.19), (3.6.21) and
R
C jj2e jj
2
= 1

, we obtain
PNO1PN?(L02) 2O1PN

(0; 0)
=
4
9
nX
m=1
qX
j=1
nX
k=q+1

(rB@
@m
J)
@
@j
;
@
@k
2Idet(W )
E
+
1

nX
m=1
qX
j=1
nX
k=q+1

(rB@
@m
J)
@
@j
;
@
@k
2Idet(W )
E
=
1
72
rBJ2 + 10 nX
i;j;k=1

SB(ui)uj; uk2Idet(W )
E: (3.6.22)
By (3.6.18) and (3.6.20),
(L02) 1PN
?O1PNO1(L02) 1PN
?

(0; 0): (3.6.23)
=
1
9
qX
i;j=1
nX
k;l=q+1
D
(rB@
@m
J)
@
@i
;
@
@l
ED
(rB@
@m
J)
@
@j
;
@
@k
E
dl ^ i @
@i
Idet(W )
Edj ^ i @
@k
:
Let h(Z) (resp. F (Z)) be homogenous polynomials in Z with degree 1 (resp. 2), then
by (3.4.210) and Theorem 3.31, L 10 P?hbjP(0; 0) = L 10 P?bjhP(0; 0) =   12 @h@j ; (3.6.24) L 10 P?FP(0; 0) =  142 @2F@j@j :
From (3.4.210) and Theorem 3.31, one veries directly the following relations. For
1 6 j 6 q; q + 1 6 k 6 n,
(L02) 1hbmdk ^ i @
@j
PN

(0; 0) =
1
12
@h
@m
dk ^ i @
@j
Idet(W )
E; (3.6.25)
(L02) 1Fdk ^ i @
@j
PN

(0; 0) =
1
242
@2F
@i@i
dk ^ i @
@j
Idet(W )
E:
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Moreover, we have for 1 6 i; j 6 q and q + 1 6 k; l 6 n,
(L02) 1Fdk ^ dli @
@i
i @
@j
PN

(0; 0) =
1
802
@2F
@m@m
dk ^ dli @
@i
i @
@j
Idet(W )
E:
(3.6.26)
By (3.2.29), (3.5.21) and (3.6.19), we get
(L02) 1PN
?O1(L02) 1O1PN

(0; 0)
=  16
3


(L02) 1PN
?
h

(rBRJ)
@
@zi
;
@
@zl
E
dzl ^ i @
@zi

qX
j=1
nX
k=q+1
D
(rB

J)
@
@j
;
@
@k
E
dk ^ i @
@j
i
P

(0; 0)Idet(W )
E
  8

(L02) 1PN
?
h

(rBRJ)
@
@zi
;
@
@zl
E
dzl ^ i @
@zi

qX
j=1
nX
k=q+1
D
(rB J)
@
@j
;
@
@k
E
dk ^ i @
@j
i
P

(0; 0)Idet(W )
E (3.6.27)
=  4
3
nX
m=1
qX
j=1
nX
k=q+1

 rX@
@m
J
 @
@j
;
@
@k
2Idet(W )
E + I1
  2

nX
m=1
qX
j=1
nX
k=q+1

 rB@
@m
J
 @
@j
;
@
@k
2Idet(W )
E + I2
=  1
24
rBJ2 + 4 nX
i;j;k=1

SB(ui)uj; uk2Idet(W )
E + I1 + I2;
with
I1 =   1
15
qX
i;j=1
nX
k;l=q+1
D
(rB@
@m
J)
@
@i
;
@
@l
ED
(rB@
@m
J)
@
@j
;
@
@k
E
(3.6.28)
 dk ^ dl ^ i @
@i
i @
@j
Idet(W )
E
and
I2 =   1
10
qX
i;j=1
nX
k;l=q+1
D
(rB@
@m
J)
@
@i
;
@
@l
ED
(rB@
@m
J)
@
@j
;
@
@k
E
(3.6.29)
 dk ^ dl ^ i @
@i
i @
@j
Idet(W )
E:
3.6.3 The term in b1 containing the factor O2
Before computing
 
(L02) 1PN?O2PN

(0; 0), we rst calculate
 L 10 P?O02P(0; 0). The
following result is due to Ma and Marinescu, see [31, Lemma 2.1].
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Lemma 3.38. The following relation holds for the operator O02:
O02P =

1
3
bibj
D
RTX(R; @
@i
)R; @
@j
E
+
1
2
bi
X
jj=2
 
@RL

x0

R; @
@i
Z
!
+
4
3
bj
hD
RTX(
@
@i
;
@
@i
)R; @
@j
E
 
D
RTX(R; @
@i
)
@
@i
;
@
@j
Ei
+RE

R; @
@i

bi
+
D rXrXJ 
(R;R)
@
@i
;
@
@i
E
+ 4
D
RTX(
@
@i
;
@
@j
)
@
@i
;
@
@j
E
P (3.6.30)
+

  1
3
L0
D
RTX(R; @
@j
)R; @
@j
E
+
1
9
(rRJ )R2P :
Proof. We give the proof for the sake of completeness. From (3.4.203) we have
1
3


RTXx0 (R; ei)R; ej
r0;eir0;ej
=
1
3


RTXx0 (R;
@
@i
)R; @
@j

b+i b
+
j  
1
3


RTXx0 (R;
@
@i
)R; @
@j

b+i bj
  1
3


RTXx0 (R;
@
@i
)R; @
@j

bib
+
j +
1
3


RTXx0 (R;
@
@i
)R; @
@j

bibj
=
1
3


RTXx0 (R;
@
@i
)R; @
@j

bibj +
1
3


RTXx0 (R;
@
@i
)R; @
@j

b+i b
+
j
  2
3


RTXx0 (R;
@
@i
)R; @
@j

bib
+
j  
4
3


RTXx0 (R;
@
@i
)R; @
@i

: (3.6.31)
Since
2nX
j=1
 
@jR
L

x0
(R; ei)Zj =
D
(rXRJ )R; ei
E
; (3.6.32)
then
2nX
i=1
h 2nX
j=1
 
@jR
L

x0
(R; ei)Zj
i2
=  (rXRJ )R2: (3.6.33)
Set
O02;1 =
1
2
X
jj=2
(@RL)x0
Z
!
(R; @
@i
)bi   1
2
@
@i
 X
jj=2
(@RL)x0
Z
!
(R; @
@i
)

  1
2
@
@i
h  X
jj=2
(@RL)x0
Z
!
+REx0

(R; @
@i
)
i
;
O02;2 =
1
3
D
RTXx0 (R;
@
@i
)R; @
@j
E
bibj   2
3
D
RTXx0 (R; ej)ej;
@
@i
E
bi:
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Then
O02 =O02;1 +O02;2  
1
3
h
L0;


RTXx0 (R;
@
@i
)R; @
@i
i
+REx0(R;
@
@i
)bi
+
h2
3


RTXx0 (R; ej)ej;
@
@i
   1
2
X
jj=2
(@RL)x0
Z
!
+REx0

(R; @
@i
)
i
b+i
+
1
3
h

RTXx0 (R;
@
@i
)R; @
@j

b+i b
+
j   2


RTXx0 (R;
@
@i
)R; @
@j

bib
+
j
  4
RTXx0 (R; @@i )R; @@i 
i
+
1
9
(rXRJ )R2: (3.6.34)
Clearly,
O02;2 =
1
3
D
RTXx0 (R;
@
@i
)R; @
@j
E
bibj
  4
3
h

RTXx0 (R;
@
@i
)
@
@i
;
@
@j

+


RTXx0 (R;
@
@i
)
@
@i
;
@
@j
i
bj
=
bi
3
D
RTXx0 (R;
@
@i
)R; @
@j
E
bj   1
3
h
bi;


RTXx0 (R;
@
@i
)R; @
@j
i
bj
  4
3
bj
h

RTXx0 (R;
@
@i
)
@
@i
;
@
@j

+


RTXx0 (R;
@
@i
)
@
@i
;
@
@j
i
+
4
3
h
bj;


RTXx0 (R;
@
@i
)
@
@i
;
@
@j

+


RTXx0 (R;
@
@i
)
@
@i
;
@
@j
i
:
=
1
3
bibj


RTXx0 (R;
@
@i
)R; @
@j

(3.6.35)
+
4
3
bj
h

RTXx0 (
@
@i
;
@
@i
)R; @
@j
  
RTXx0 (R; @@i ) @@i ; @@j 
i
+
4
3
h

RTXx0 (
@
@i
;
@
@i
)
@
@j
;
@
@j
  
RTXx0 ( @@j ; @@i ) @@i ; @@j 
i
  8
3


RTXx0 (
@
@j
;
@
@i
)
@
@i
;
@
@j

=
1
3
bibj


RTXx0 (R;
@
@i
)R; @
@j

+ 4


RTXx0 (
@
@i
;
@
@j
)
@
@i
;
@
@j

+
4
3
bj
h

RTXx0 (
@
@i
;
@
@i
)R; @
@j
  
RTXx0 (R; @@i ) @@i ; @@j 
i
:
Recall that by [31, (2.7)],X
jj=2
 
@RL

x0
(R; )Z

!
=
1
2


(rXrXJ )(R;R)R; 

+
1
6


RTX(R;JR)R; : (3.6.36)
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Then
O02;1 =
1
2
bi
h X
jj=2
(@RL)x0
Z
!
(R; @
@i
)
i
  1
2
h
bi;
X
jj=2
(@RL)x0
Z
!
(R; @
@i
)
i
  1
4
@
@i


(rXrXJ )(R;R)R; @
@i

+
1
3


RTX(R;JR)R; @
@i

  1
4
@
@i


(rXrXJ )(R;R)R; @
@i

+
1
3


RTX(R;JR)R; @
@i

=
1
2
bi
h X
jj=2
(@RL)x0
Z
!
(R; @
@i
)
i
(3.6.37)
+
1
4
 @
@i


(rXrXJ )(R;R)R; @
@i
  @
@i


(rXrXJ )(R;R)R; @
@i

+
1
12
 @
@i


RTX(R;JR)R; @
@i
  @
@i


RTX(R;JR)R; @
@i

:
Using (3.2.25) we nd that
@
@i
D
(rXrXJ )(R;R)R; @
@i
E
  @
@i
D
(rXrXJ )(R;R)R; @
@i
E
(3.6.38)
=4
D
(rXrXJ )(R;R) @
@i
;
@
@i
E
+
D
4RTX(R; @
@i
)R+RTX(JR;R) @
@i
;
@
@i
E
:
Clearly,
@
@i
D
RTX(R;JR)R; @
@i
E
  @
@i
D
RTX(R;JR)R; @
@i
E
(3.6.39)
=3
D
RTX(R;JR) @
@i
;
@
@i
E
+ 4
D
RTX(R; @
@i
)R; @
@i
E
:
Substituting (3.6.38) and (3.6.39) into (3.6.37), we obtain
O02;1 =
1
2
bi
h X
jj=2
(@RL)x0
Z
!
(R; @
@i
)
i
(3.6.40)
+
4
3
D
RTX(R; @
@i
)R; @
@i
E
+
D
(rXrXJ )R;R @
@i
;
@
@i
E
:
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Combining (3.6.34), (3.6.35) and (3.6.40), we get
O02P =O02;1P +O02;2P  
1
3
h
L0;


RTX(R; @
@i
)R; @
@i
iP (3.6.41)
+REx0(R;
@
@i
)biP + 1
9
(rXRJ )R2P   43DRTX(R; @@i )R; @@i
E
P
=
1
2
bi
h X
jj=2
(@RL)x0
Z
!
(R; @
@i
)
i
P +
D
(rXrXJ )R;R @
@i
;
@
@i
E
P
+

1
3
bibj


RTXx0 (R;
@
@i
)R; @
@j

+ 4


RTXx0 (
@
@i
;
@
@j
)
@
@i
;
@
@j

+
4
3
bj
h

RTXx0 (
@
@i
;
@
@i
)R; @
@j
  
RTXx0 (R; @@i ) @@i ; @@j 
i
P
  1
3
h
L0;


RTX(R; @
@i
)R; @
@i
iP +REx0(R; @@i )biP + 19
(rXRJ )R2P:
Now (3.6.30) follows immediately from (3.6.41). The proof of Lemma 3.38 is complete.
Let h() and f() be arbitrary polynomials in . From (3.4.210) and Theorem 3.31,
we have
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The following result is due to Ma and Marinescu, see [31, (2.39)].
Lemma 3.39.
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By (3.6.6), (3.6.24) and (3.6.45), we get
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From (3.6.2) and Theorem 3.31, we nd that
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It is a consequence of (3.2.29) that
 1
9

L 10 P?
(rXRJ )R2P(0; 0) =  829 L 10 P?D(rX J); (rX J)EP(0; 0):
(3.6.48)
By (3.4.210), we deduce thatD
(rX J); (rX J)
E
P(Z;Z 0)
=
D
(rX J); (rX@
@i
J)
@
@j
Ebibj
42
+
D
(rX J); (rX0J)
@
@j
E bj
2
+
D
(rX J); (rX@
@i
J)
0E bi
2
+
D
(rX J); (rX0J)
0EP(Z;Z 0)
=
Dbibj
42
(rX@
@i
J)
@
@j
+
bi
2

(rX@
@i
J)
0
+ (rX

0J)
@
@i

; (rX J)
E
(3.6.49)
+
bi
22
D
(rX@
@j
J) + (rX J)
@
@j
; (rX@
@i
J)
@
@j
+ (rX@
@j
J)
@
@i
E
+
1

D
(rX@
@i
J) + (rX J)
@
@i
; (rX@
@i
J)
0
+ (rX

0J)
@
@i
E
+
D
(rX J); (rX0J)
0E
+
1
2
D
(rX@
@i
J)
@
@j
+ (rX@
@j
J)
@
@i
; (rX@
@i
J)
@
@j
E
P

(Z;Z 0):
128
3.6 Calculation of the coecient b1
Using (3.6.10), (3.6.12) and Theorem 3.31, we nd that
L 10 P?
D
(rX J); (rX J)
E
P

(0; 0)
=

bibj
323
D
(rX J); (rX@
@i
J)
@
@j
E
+
bi
83
D
(rX@
@j
J) + (rX J)
@
@j
; (rX@
@i
J)
@
@j
+ (rX@
@j
J)
@
@i
E
P

(0; 0)
=
1
83
D
(rX@
@i
J)
@
@j
+ (rX@
@j
J)
@
@i
; (rX@
@i
J)
@
@j
E
(3.6.50)
  1
43
D
(rX@
@j
J)
@
@i
+ (rX@
@i
J)
@
@j
; (rX@
@i
J)
@
@j
+ (rX@
@j
J)
@
@i
E
=  3
83
D
(rX@
@j
J)
@
@i
+ (rX@
@i
J)
@
@j
; (rX@
@i
J)
@
@j
E
=   9
1283
rXJ2:
Now (3.6.48) and (3.6.50) imply
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Using (3.6.42), we nd that
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From (3.6.10), (3.6.12), (3.6.13), (3.6.42) and (3.6.52) (3.6.55), we obtain
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Combining (3.6.30), (3.6.46), (3.6.47), (3.6.51) and (3.6.56), we get
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3.6 Calculation of the coecient b1
Then (3.6.1), (3.6.13) and (3.6.57) entail (3.6.43). The proof of Lemma 3.39 is complete.
We now compute the term
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3.6 Calculation of the coecient b1
By (3.3.1) and (3.6.15),
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Using (3.6.44), we get
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By (3.2.28), we obtain
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Substituting (3.6.64) into (3.6.63), we obtain
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Combining (3.6.13), (3.6.43) and (3.6.65) together, we 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3.7 Compatibility with Riemann-Roch-Hirzebruch formula
By (3.2.35), we obtain
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1
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@j
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@k
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@i
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@j
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Now our main result (3.1.19) follows immediately from (3.5.28), (3.5.29), (3.6.22), (3.6.23),
(3.6.27) and (3.6.67). This completes the proof of Theorem 3.3.
Proof of Corollary 3.4. Since (X; gTX ; J) is Kahler, then the torsion T vanishes, hence
Tas = 0; rB = rTX ; rBJ = rXJ; and RB = RTX : (3.6.68)
From (3.2.25) and (3.2.29), we knowD rXrXJ
(ui;uj)
uk; ul
E
=
D rXrXJ
(ui;uk)
ul; uj
E
= 0: (3.6.69)
By (3.2.26) and (3.6.69), we obtainD rXrXJ
(ui;ui)
uj; uk
E
= 0; (3.6.70)
which implies D rXrXJ
(ui;ui)
uj; uk
E
=  2p 1
D
RTX(ui; ui)uj; uk
E
: (3.6.71)
Formula (3.1.21) follows from (3.1.19), (3.2.29), (3.6.68) and (3.6.71). The proof of
Corollary 3.4 is complete.
3.7 Compatibility with Riemann-Roch-Hirzebruch
formula
In this Section we check the compatibility of our nal result (3.1.19) with Riemann-
Roch-Hirzebruch formulas.
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3 The second coecient of asymptotic expansion of Bergman kernel
Let h0;qp be the dimension of H
0;q(X;Lp 
E), and let rk(E) be the rank of E. Combin-
ing (3.1.8) and the Riemann-Roch-Hirzebruch Theorem (cf. e.g. [30, Theorem 1.4.6]),
we nd that
( 1)qh0;qp =
Z
X
Td
 
T (1;0)X

ch(Lp 
 E) (3.7.1)
= rk(E)
Z
X
c1(L)
n
n!
pn +
Z
X

c1(E) +
rk(E)
2
c1
 
T (1;0)X
c1(L)n 1
(n  1)! p
n 1
+O(pn 2);
where ch(); c1();Td() are the Chern character, the rst Chern class and the Todd class
of the corresponding complex vector bundles, respectively.
By integrating over X the expansion (3.1.11) for k = 1, we haveZ
X
Tr

P 0;qp (x; x)

dvX(x) (3.7.2)
=pn
Z
X
Tr

b0(x)

dvX(x) + p
n 1
Z
X
Tr

b1(x)

dvX(x) +O(p
n 2);
where the trace is taken over q(T (0;1)X)
 E. By (3.1.9) and (3.1.13), we obtain
dvX = 
n=n! = ( 1)q!n=n!: (3.7.3)
It follows from (3.1.15) that the following identity holds for any smooth 2-form ,
 ^ !n 1=(n  1)! =  p 1(uj; uj)  !n=n! = (!)!n=n!: (3.7.4)
Applying (3.7.4) for  = d(!Tas) and the Stokes' Theorem, we obtainZ
X
!
 
d(!Tas)

dvX = ( 1)q=(n  1)! 
Z
X
d(!Tas) ^ !n 1 = 0: (3.7.5)
Substituting (3.1.20), (3.7.3), (3.7.5) and the equality (3.7.4) for  = c1(E) and c1(T
(1;0)X),
respectively, into (3.7.2), we obtain (3.7.1). Therefore, our nal formula (3.1.19) is com-
patible with (3.7.1).
On the other hand we also explain here the compatibility of our formula (3.1.19) with
the local index formula obtained by Bismut [5, (2.53)] for non Kahler manifolds under
the assumption that the form Tas is closed.
Recall that SB is dened in (3.2.14). Set
r B = rTX + S B with S B =  SB: (3.7.6)
We denote by R B the curvature of the connection r B. Note that by (3.2.14) and [5,
(2.36)] our notations SB; R B correspond to S B and RB in [5, xII b)] respectively. LetbA be the Hirzebruch bA-polynomial on (2n; 2n) matrices. Then
bA R B
2
 2 j 
4j(X); (3.7.7)
136
3.7 Compatibility with Riemann-Roch-Hirzebruch formula
where 
j(X) denotes the space of smooth j-forms over X.
For t > 0, let Qp;t(x; y) be the smooth kernel on X associated to the operator
exp( tD2p). Let 
0;even(X;Lp 
 E) (resp. 
0;odd(X;Lp 
 E)) be the direct sum of
the space of smooth (0; 2j)-forms (resp. (0; 2j +1)-forms) over X with values in Lp
E
for j > 0. Set
Trs = Tr


0;even(X;Lp
E)   Tr


0;odd(X;Lp
E): (3.7.8)
Note that the auxiliary vector bundle  in [5, Theorem 2.11] should read as Lp 
 E.
Denote by RL
p
E the curvature of the Chern connection rLp
E on Lp 
 E. Then we
can restate [5, Theorem 2.11] as follows.
Theorem 3.40. Assume that dTas = 0, then
lim
t!0
Trs

Qp;t(x; x)

dvX(x) (3.7.9)
=
 bA R B
2

exp
p 1
4
Tr

RT
(1;0)X

Tr
h
exp
 p 1
2
RL
p
Eimax
uniformly on X.
Now we check the compatibility of our nal result (3.1.19) with (3.7.9).
Mckean-Singer formula [2, Th. 3.50] also holds for the modied Dirac operator Dp:
nX
j=0
( 1)j dimH0;j(X;Lp 
 E) =
Z
X
Trs

Qp;t(x; x)

dvX(x) for any t > 0: (3.7.10)
Combining (3.1.8), (3.7.9) and (3.7.10) yields
( 1)qh0;qp =
Z
X
bA R B
2

exp
p 1
4
Tr

RT
(1;0)X

Tr
h
exp
 p 1
2
RL
p
Ei: (3.7.11)
If we expand the right hand side of the formula (3.7.11) in a polynomial of degree n in p,
then it follows from (3.7.7) that the term bA(R B
2
) has no contribution to the coecients
of pn and pn 1. Hence we obtain from (3.7.11) that
( 1)qh0;qp = rk(E)
Z
X
!n
n!
pn +
p 1
2
Z
X

Tr[RE] +
rk(E)
2
Tr

RT
(1;0)X
 !n 1
(n  1)!p
n 1
+O(pn 2); (3.7.12)
which can be obtained by replacing the cohomology classes in (3.7.1) by the correspond-
ing Chern-Weil forms. We nd that the coecient of pn 1 in (3.7.12) coincides pointwise
to (3.1.20) modulo the term   1
16
!
 
d(!Tas)

. This ts well the compatibility of the
asymptotic expansion of Bergman kernel and the local index theorem along the lines of
[30, Remark 4.1.4], [32, x5.1].
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4 Appendix
In this Chapter, we give a complete proof of the following fact. Two basic references
here are [35] and [45].
Theorem 4.1. Given a Morse function on a smooth closed manifold, there always exists
a Riemannian metric such that the minus gradient vector eld of the function associated
to the metric veries the Morse-Smale conditions.
Let M be a smooth closed oriented manifold and f denote a Morse function. Let
gTM be a Riemannian metric on TM . Denote by rf be the gradient vector led of f
associated to gTM . Let C(f) consist of the critical points of f . Set X =  r(f). Denote
by 't be ow lines of X, i.e., for x 2M ,
d't(x)
dt
= X't(x); '0(x) = x: (4.0.1)
If p 2 C(f) with index , the unstable (resp. stable) manifold W u(p)  resp. W s(p)
in the X system is given by
W u(p) =

x 2M; j lim
t! 1
't(x) = p
	
(4.0.2)
resp.
W s(p) =

x 2M; j lim
t!1
't(x) = p
	
: (4.0.3)
Moreover,
dim W u(p) = ; dim W s(p) = n  : (4.0.4)
Denition 4.2. We say the vector eld X satises the Morse-Smale conditions if for
any p; q 2 C(f), W u(p) and W s(q) intersect transversally, which we usually denote by
W u(p) t W s(q).
Denition 4.3. A vector eld  on M is called a minus gradient-like vector eld for f
if
1). f < 0 over MnC(f);
2). given p 2 C(f) with index  there are coordinates x = (x1;    ; xn) in a neighbor-
hood U of p so that
f = f(p)  x
2
1
2
       x
2

2
+
x2+1
2
+   + x
2
n
2
; (4.0.5)
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and
 =
X
j=1
xj
@
@xj
 
nX
j=+1
xj
@
@xj
(4.0.6)
holds throughout U .
Clearly, X =  rf is a minus gradient-like vector eld if gTM is the Euclidean metric
on U . Conversely, we have the following results.
Proposition 4.4. Given  a minus gradient-like vector eld, there always exists a Riem-
mannian metric such that  is exactly the minus gradient vector eld of f with respect
to the chosen metric.
Proof. For p 2 C(f), let (Vp; p) be coordinates system appeared Denition 4.3. We
assume there exists p > 0 such that B(0; 2p)  p(Vp), where B(0; 2p) is the ball in
Rn centered in 0 with radius 2p. Set Up =  1p
 
B(0; 2p)

; U 0p = 
 1
p
 
B(0; p)

. Then
we dene
gTM0 =
nX
j=1
dxj 
 dxj; on B(0; 2p): (4.0.7)
Set M1 =M   [pU 0p. Then M1 is an open submanifold of M .
For x 2M1, set
Nx =

X 2 TxM j (df)xX = Xxf = 0
	
: (4.0.8)
That is, Nx is the kernel space of (df)x. Since df 6= 0 on M1, N is a (n  1)-dimensional
subbundle of TM jM1 . There is a Riemaninan metric gN on the subbundle N . Since 
does not belong to N , then we could dene a metric gTM1 on TM jM1 = R  N such
that gTM1 = g
  gN , here g is dened by:
gx(; ) =  x(f); 8 x 2M1: (4.0.9)
Let 0 and 1 be the partition of unit associated to the open covering [pUp and M1.
Set
gTM = 0g
TM
0  1gTM1 : (4.0.10)
It is clear that gTM is a Riemannian metric. We claim that  is the minus gradient
vector eld of f associated to gTM , i.e., for any vector eld X,
h;XigTM =  X(f): (4.0.11)
If x 2 [pU 0p, then 1 = 0; h;XigTM = h;XigTM0 and
h;XigTM =  X(f): (4.0.12)
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If x 2M   [pUp, then 0 = 0, h;XigTM = h;XigTM1 and
h;XigTM =

0 =  df(X) =  X(f); if X 2 Nx;
 x(f) =  X(f); if X = : (4.0.13)
If x 2 [pUp   [pU 0p, then
h;XigTM =0h;XigTM0 + 1h;XigTM1
=  0X(f)  1X(f) =  X(f):
(4.0.14)
From (4.0.12), (4.0.13) and (4.0.14), we get (4.0.11). The proof of Proposition 4.4 is
complete.
Set
C(f) =
n
p11 ;    ; p1s1 ; p21 ;    ; p2s2 ;    ; pr1 ;    ; prsr
o
;
f(pj1) =f(pj2) =    = f(pjsj ) = pj; j = 1;    ; r:
(4.0.15)
Without loss of generality, we assume
p1 > p2    > pr: (4.0.16)
Let  denote a minus gradient-like vector eld of f . The following Lemma plays a
crucial role in the proof of Theorem 4.1.
Lemma 4.5. Given sucient small " > 0; j, there exist a minus gradient-like vector
eld  =  outside of f 1[pj + "; pj + 2"] and in the  system W
u(pji) t W s(pk) for all
i; k. W u(pji) in the  system has the obvious meaning.
Proof. Let ji denote the index of pji 2 C(f).
Set
Su(pji) =W
u(pji) \ f 1(pj + "); Ss(pk) = W s(pk) \ f 1(pj + "): (4.0.17)
Then Su(pji) is a closed sphere in the hypersurface f
 1(pj + 2") and S
s(pk) is a smooth
submanifold in f 1(pj + 2"). From the denition of the unstable manifolds,
Su(pji) \ Su(pjl) = ;; if i 6= l: (4.0.18)
Since the unstable (stable) manifolds have transverse intersection with any level set
of f in M . Then
W u(pji) t W s(pk)() Su(pji) t Ss(pk) in f 1(pj + "): (4.0.19)
We also have
dim Su(pji) = ji   1; dim Ss(pk) = n  1  k: (4.0.20)
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We divide its proof into three steps.
Step 1. Let ji : S
u(pji)  Rn ji ! Uji  f 1(pj + ") be a dieomorphism onto a
product neighborhood Uji of S
u(pji) in f
 1(pj + ") such that ji
 
Su(pji) 0

= Su(pji):
From (4.0.18), we also assume that
Uji \ Ujl = ;; if i 6= l: (4.0.21)
Let g be the composition map:
Ss(pk) \ Uji ! Uji ! Su(pji) Rn ji ! Rn ji ; (4.0.22)
where the rst map is the inclusion i : Ss(pk) \ Uji ! Uji , the second is the dieomor-
phism  1ji and the last is the projection  : S
u(pji) Rn ji ! Rn ji .
We claim that there exists a point Zji 2 Rn ji such that
ji
 
Su(pji) Zji

t Ss(pk); for all k: (4.0.23)
From (4.0.22), the manifold ji
 
Su(pji)Z); Z 2 Rn ji intersects Ss(pk) if and only if
Z 2 g(Ss(pk) \ Uji): Then we prove (4.0.23) as follows.
(1). If ji 6 k, g : Ss(pk)\Uji ! Rn ji and dim
 
Ss(pk)\Uji

6 n 1 k < n ji .
By Sard0s theorem, g(Ss(x2) \ Uji) has measure zero in Rn ji . Thus we may choose a
point Zji 2 Rn jing(Ss(pk) \ Uji) such that ji
 
Su(pji) Zji
 \ Ss(pk) = ;:
(2). If j > k. We already know that ji
 
Su(pj) Z
 \ Ss(pk) = ; if and only if Z
does not belong to the image of g. Then we have the following discussion.
(2a). If ji
 
Su(pj)Z
\Ss(pk) = ;, then Z 2 Rn jing(Ss(pk)\Uji). That is, there
exists Zji 2 Rn jing(Ss(pk) \ Uji) such that
ji
 
Su(pji) Zji) \ Ss(pk) = ;: (4.0.24)
(2b). If ji
 
Su(pj)  Z
 \ Ss(pk) 6= ;, then Z 2 g(Ss(pk) \ Uji). Since ji is a
dieomorphism, we get from (4.0.22) that
g is submersion, g

T
 
Ss(pk) \ Uji

= Rn ji
,  
 
 1ji



T
 
Ss(pk)

= Rn ji
, T Su(pji)+   1ji T Ss(pk) = T Su(pji)+ Rn ji
, T

ji
 
Su(pji) Z

+ T
 
Ss(pk) = TUji :
(4.0.25)
That is ji
 
Su(pji) Z

t Ss(pk) if and only if g is submersion at w 2 Ss(pk) \ Uji for
any w 2 g 1(Z). By Sard's theorem, we can also choose a point Zji 2 g
 
Ss(pk) \ Uji

such that ji
 
Su(pji) Zji

t Ss(pk).
Step 2. We will construct a dieomorphism h of f 1(pj + ") onto itself smoothly
isotopic to the identity, such that h
 
Su(pji)

equals ji
 
Su(pji)Zji

for all i and thus
has transverse intersection with Ss(pk).
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We can easily construct a smooth vector eld Xji on Rn ji such that
Xji(Z) =

Zji ; if jZj 6 jZjij;
0; if jZj > 2jZjij: (4.0.26)
Let  ji;t(Z) be the integral curve of Xji . Since supp
 
Xji

is compact,  ji;t(Z) is
dened for all t 2 R. In fact,  ji;t(Z) can be written as
 ji;t(Z) =

Z + tZji ; if jZ + tZjij 6 jZjij;
Z; if jZj > 2jZjij: (4.0.27)
Then  ji;0 is the identity on Rn ji ,  ji;1 is a dieomorphism sending zero to Zji , and
 ji;t, 0 6 t 6 1, gives a smooth isotopy from  ji;0 to  ji;1. Since this isotopy leaves all
points xed outside a bounded set in Rn ji we can use it to dene an isotopy
ht : f
 1(pj + ")! f 1(pj + ") (4.0.28)
by setting
ht(w) =

ji
 
x;  ji;t(Z)

; if w = ji
 
x; Z) 2 Uji ;
w; if w 2 f 1(pj + ")n [sji=1 Uji : (4.0.29)
Then h = h1 is the desired dieomorphism f
 1(pj + ")! f 1(pj + "). Clearly,
h
 
Su(pji)

= ji
 
Su(pji) Zji

: (4.0.30)
Step 3. In this step, we denote pj+" and pj+2" by a and b, respectively. We will alter
the minus gradient vector eld  =  rf (with respect to any given metric compatible
with f) in f 1[a; b] and get another minus gradient-like vector eld  such that in the 
system,
S
u
(pji) = h
 
Su(pji)

; S
s
(pk) = S
s(pk): (4.0.31)
From (4.0.23), (4.0.30) and (4.0.31), we have
S
u
(pji) t S
s
(pk); for all i; k: (4.0.32)
Let t be the dieomorphism generated by the vector eld ^ =  =(f), that is
dt(z)
ds
= ^(t(z)) and 0(z) = z: (4.0.33)
Then we have
df(t(z))
ds
= hdt(z)
ds
;rfi =  1: (4.0.34)
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Hence
f(t(z)) =  t+ f(z); 8 z 2 f 1[a; b]: (4.0.35)
Now we dene a dieomorphism
' : [a; b] f 1(a)! f 1[a; b] (4.0.36)
by setting
'(t; x) = t b(x); for t 2 [a; b]; x 2 f 1(a): (4.0.37)
Then we have
f('(t; x)) = a+ b  t; '(b; x) = x;8 x 2 f 1(a): (4.0.38)
Dene a dieomorphism H of [a; b] f 1(a) onto itself by setting
H(t; x) =
 
t; ht(x)

; (4.0.39)
where ht(x) is a smooth isotopy [a; b] f 1(a)! f 1(a) from the identity to h adjusted
so that ht is the identity for t near a and ht = h for t near b, i.e.,
ht =

Id; if t near a;
h; if t near b:
(4.0.40)
Set

0
= (' H  ' 1)^: (4.0.41)
We now claim that 
0
is a smooth vector eld dened on f 1[a; b] which coincides with
^ near f 1(a) and f 1(b) and 
0
(f)   1: In fact, we get from (4.0.37), (4.0.38) and
(4.0.39) that
' H  ' 1 : f 1[a; b]! f 1[a; b] (4.0.42)
is given by
' H  ' 1(z) = a f(z)  ha+b f(z)  f(z) a(z);8z 2 f 1[a; b]: (4.0.43)
Set w = ' H  ' 1(z) 2 f 1[a; b]. Clearly, f(w) = f(z). Then

0
(f) =

(' H  ' 1);z ^

f = ^z

f(' H  ' 1) = ^z(f)   1: (4.0.44)
From (4.0.39), (4.0.40) and (4.0.43), we nd that when z is near f 1(b),
' H  ' 1(z) = z; 0z = ^z; (4.0.45)
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and when z is near f 1(a),

0
w =
d
dt

t+a f(z)ht+a+b f(z)f(z) t at(z)

t=0
=
d
dt

t(a f(z)hf(z) a)

t=0
= ^w: (4.0.46)
Next we dene a smooth vector eld  on M by
z =
  (f)  0 ; if z 2 f 1[a; b]
; if elsewhere:
(4.0.47)
Clearly, (f) < 0 on f 1[a; b] and  coincides with ^ elsewhere. Thus  is a minus
gradient-like vector eld.
We now verify that '(t; ht(x)) is an integral curve of  as follows. From (4.0.37),
'
 
t; ht(x)

= t b
 
ht(x)

: (4.0.48)
On the other hand, x x 2 f 1(a), the integral curve of the vector eld 0 :
t+a f(x)  ha+b+t f(x)  f(x) a(x) = t  hb+t(x): (4.0.49)
Then we know that '(t; ht(x)) is the integral curve of the vector eld 
0
. We can also
see this point by direct computer as follows:

0
= (' H  ' 1)^ = (' H)^ = '
 @
@t
+
@
@t
ht(x)

=
d
dt
'
 
t; ht(x)

: (4.0.50)
Let t(s) denote the solution of the ordinary partial problem
d
ds
t(s) =  rf 2
'(t(s);ht(s)(x))
; (4.0.51)
with the given initial data t(0) = a. Then '
 
t(s); ht(s)(x)

is the integral curve of the
vector eld:
d
ds
'
 
t(s); ht(s)(x)

=
d
dt
'
 
t(s); ht(s)(x)
  d
ds
t(s)
=
0
'(t(s);ht(s)(x))
 d
ds
t(s) = '(t(s);ht(s)(x)):
(4.0.52)
Finally for each xed x 2 f 1(a), '(t; ht(x)) describes an integral curve of  from
'(a; x) in f 1(b) to '
 
b; h(x)

= h(x) in f 1(a). It follows that
S
u
(pji) = h
 
Su(pji)

; S
s
(pk) = S
s(pk): (4.0.53)
144
Proof of Theorem 4.1. Introduce the following hypothesis:
H(q): There exist a gradient-like vector eld q =  in a neighborhood of the pk such
that in the q system, W
u(p(r j)i) t W s(pk) for all j 6 q; i = 1;    ; sr j and all k (We
make the induction on the level set of f .) H(r) implies Theorem 4.1.
When q = 0, it is clear that W u(pri) t W s(pk) for all i = 1;    ; sr and all k since
W u(pri) = fprig; i = 1;    ; sr. We will show that H(q   1) implies H(q). Given q 1
by H(q   1) we will construct q. Let " > 0 be small enough and apply Lemma 4.5 to
obtain a minus gradient-like vector eld q = q 1 outside of f 1[pr q+"; pr q+2"], and
in the q system, for all k, W
u(p(r q)i) t W s(pk); i = 1;    ; sr q . But all W u(pji) t
W s(pk); i = 1;    ; sj for j > r q and all k since this is true in the q 1 system, q = q 1
on f 1[pr q+1; pr] and W
u(pji)\W s(pk)  f 1[pr q+1; pr]; i = 1;    ; sj. This completes
the proof of Theorem 4.1.
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