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Abstract. This paper explores the performance envelope of “traditional”
inverted indexing on modern hardware using the implementation in the
open-source Lucene search library. We benchmark indexing throughput
on a single high-end multi-core commodity server in a number of con-
figurations varying the media of the source collection and target index,
examining a network-attached store, a direct-attached disk array, and
an SSD. Experiments show that the largest determinants of performance
are the physical characteristics of the source and target media, and that
physically isolating the two yields the highest indexing throughput. Re-
sults suggest that current indexing techniques have reached physical de-
vice limits, and that further algorithmic improvements in performance
are unlikely without rethinking the inverted indexing pipeline in light of
observed bottlenecks.
1 Introduction
Despite the advent of multi-stage reranking architectures and neural models
for document ranking, the humble inverted index remains an indispensable data
structure for end-to-end information access applications from document retrieval
to question answering. Despite alternative approaches based on approximate
nearest-neighbor search [2,9], inverted indexes—in combination with modern
query evaluation algorithms such as block-max Wand [5]—remain the standard
by which other retrieval techniques are judged. In this paper, we focus on inverted
indexing applied to static document collections and explicitly leave aside the so-
called real-time indexing problem, where high velocity document streams need to
be ingested and made immediately searchable; such a scenario calls for different
techniques than when working with static collections [3,1,12].
While the 1990s and 2000s saw much research activity in “traditional” in-
verted indexing on static document collections [10,6,7,4,8], there has been rel-
atively few innovations in the last decade or so (leaving aside quasi-succinct
indexes, which belong in a separate family of techniques altogether). It appears
that inverted indexing is now considered “mature technology”. Putting this as-
sertion to the test, we benchmark the open-source Lucene search engine on
modern hardware, with the aim of characterizing the performance envelope of
the world’s most widely-deployed implementation. We examine different sources
from which we read the document collection as well as different targets into which
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we write the index structures, testing a network-attached store, a direct-attached
disk array, and an SSD. We find that the largest determinants of performance
are the physical characteristics of the source and target media, and that isolating
the two yields the highest indexing throughput.
The contributions of this work are as follows: We conducted a thorough ex-
perimental evaluation of the performance of a production inverted indexing im-
plementation on a modern server, exploring a range of hardware configurations.
Results suggest that current indexing implementations have reached physical
device limits. We discuss the implications of these findings, arguing that fur-
ther algorithmic contributions to performance are unlikely without rethinking
the inverted indexing pipeline.
2 Methods
At a fundamental level, inverted indexing involves the transformation of a doc-
ument collection held in stable storage into index structures that also reside in
stable storage at the end of the process. Throughout this paper, we refer to the
source (where the document collection resides, where we are reading from) and
the target (where the indexes are ultimately held, where we are indexing into).
Popular classes of stable storage include network-attached stores, direct-attached
disk arrays, and SSDs.
In this paper, all our experiments were conducted on a server with two Intel
Xeon Platinum 8160 processors (33M Cache, 2.10 GHz, 24 cores each) with
1 TB RAM, running Ubuntu 18.04. This machine was purchased in mid-2019
and can be characterized as “high end”, but firmly in the commodity class. We
specifically explore the following storage configurations:
Ceph. We made use of a Ceph storage cluster primarily as read-only network-
attached storage for holding the document collection off server. The Ceph clus-
ter is configured as a warm-storage redundant system with three servers, each
with 36 6TB 7200RPM hard drives. An underlying ZFS file system on each
server guarantees data fidelity and implements compression. A Ceph file sys-
tem (CephFS) is constructed on the Ceph cluster to store and provide access
to the source collections. Finally, this CephFS is translated to NFS using the
Ganesha VFS translator. It is this NFS export that is mounted for use on the
working server. The cluster is connected to our working server via 10 GbE links.
Note that while CephFS (imperfectly) supports POSIX semantics, we use Ceph
primarily as a read-only store of the source collection.
Direct-attached disk array. Local storage on our server consists of 24 8TB
7200RPM hard drives. Two configurations were tested with the local storage
array: ZFS and AVAGO 3108 MegaRAID/XFS. Each has its own strengths and
different regimes of suitability. Our configurations were based on hard drive
topologies with data striped across four six-drive sets, where each set has two
parity/redundant drives.
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– The ZFS configuration is a 4-vdev RAIDZ2 pool, where we store data in a
ZFS file system with the following options: atime=off, acltype=posixacl,
xattr=sa, .compression=on.
– The AVAGO configuration is a RAID60. The AVAGO RAID volume is for-
matted with an XFS file system with default settings.
The XFS configuration provides higher file system read and write performance
over ZFS. This is expected due to the overhead in the aggressive data integrity
mechanisms in ZFS. A Merkle tree of checksums guarantees the validity of each
block of data in the ZFS array at write time and when the block is read. While
these precautions protect data against bit-rot, phantom writes, and various stor-
age subsystem errors, they require more CPU resources.
SSD. In addition to the disk array described above, we have a Samsung SM883
3.84TB SATA SSD formatted to ext4 with default settings. The SSD is con-
nected to the system via the Intel SATA controller.
Given these storage media, a number of source–destination pairs makes sense:
– From Ceph into the direct-attached disk array.
– From Ceph into the SSD.
– From the direct-attached disk array into the direct-attached disk array.
– From the direct-attached disk array into the SSD.
– From the SSD into the SSD.
For the direct-attached disk array, we experimented with both ZFS and XFS on
the exact same machine: we ran all experiments with ZFS and then rebuilt the
file system from scratch with XFS. Thus, our ZFS/XFS experiments are directly
comparable. To reduce the number of experimental conditions we discarded some
source–target combinations that do not make sense. For example, our use of Ceph
does not make it suitable as an indexing target; also, we see no compelling case
to indexing from SSDs into spinning disks.
Our indexing experiments used the ClueWeb09b (CW09b) and ClueWeb12-
B13 (CW12b) web crawls, provided by Carnegie Mellon University; CW09b com-
prises 50.2M pages totaling 231GB compressed while CW12b comprises 52.3M
pages totaling 389GB.
Indexing was performed with the open-source Anserini toolkit [11] (v0.6.0),1
as Lucene itself provides no support for working with the two web collections.
Our version of Anserini is based on Lucene 8.0, which is the latest major Lucene
release. We use Oracle Java 11.0.2. We built full positional indexes and store
the parsed document vectors as well as a copy of the original raw documents
alongside the inverted index. This choice best simulates a real-world search ap-
plication: The parsed document vectors support efficient relevance feedback and
downstream reranking, and of course, users ultimately want to view documents;
the original distribution of the ClueWeb collections does not support efficient
random access. Thus, once the index has been built, the original collection is no
longer needed.
1 http://anserini.io/
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CW09b (50.2M pages, 231GB) CW12b (52.3M pages, 389GB)
time GB/m docs/s time GB/m docs/s
Ceph → ZFS 2:27:12 ±97 1.57 5.69 × 103 2:56:12 ±27 2.21 4.95 × 103
ZFS → ZFS 2:28:29 ±1 1.56 5.64 × 103 2:58:41 ±78 2.18 4.88 × 103
Ceph → XFS 1:33:19 ±35 2.48 8.97 × 103 1:51:31 ±25 3.49 7.82 × 103
XFS → XFS 1:56:30 ±19 1.98 7.18 × 103 3:06:04 ±127 2.09 4.69 × 103
Ceph → SSD 0:59:30 ±88 3.88 1.41 × 104 1:19:39 ±143 4.88 1.10 × 104
ZFS → SSD 1:14:14 ±54 3.11 1.13 × 104 1:37:24 ±134 3.99 8.96 × 103
XFS → SSD 0:57:37 ±56 4.01 1.45 × 104 1:15:42 ±64 5.14 1.15 × 104
SSD → SSD 1:28:23 ±127 2.61 9.47 × 103 1:57:14 ±271 3.32 7.44 × 103
Table 1. Indexing performance, with time reported in h:mm:ss ± standard deviation
(in seconds) and throughput reported in raw compressed gigabytes per minute and
documents per second.
Each experimental condition was run three times on the otherwise idle work-
ing server, with a physical system reboot before each trial to ensure that nothing
was kept resident in caches. All experiments were run with 48 threads to max-
imize use of all available cores. In an alternate set of experiments, we tried
running with 96 threads to take advantage of hyper-threading. The results were
not substantively different (sometimes a bit faster, sometimes a bit slower), and
thus these results are not reported for space considerations.
3 Results
Our experimental results are shown in Table 1, where each row represents a
different source–target combination, grouped by target (more below). Columns
are grouped by collection: CW09b and CW12b. For each, we report indexing time
in h:mm:ss with ± standard deviation in seconds. Performance is additionally
characterized in terms of gigabytes (of raw compressed collection) indexed per
minute and documents indexed per second. Note that while CW09b and CW12b
have roughly the same number of documents, CW12b is larger due to the growth
of webpage size; for the most part, this is JavaScript and other non-indexable
material that is stripped in the document processing pipeline.
For reference, the complete CW09b index is 685GB and the complete CW12b
index is 869GB. Note that the complete index is larger than the raw collection
because, along with the full positional indexes, we also store the parsed document
vectors and the raw documents (as noted above). Although Lucene stores the
documents in compressed form, because of the requirement for random access,
this compression is not as efficient as in the raw collection.
At a high level, Lucene indexing performance is quite impressive—in the best
configuration, it is able to achieve an indexing throughput of hundreds of giga-
bytes per hour and tens of thousands of documents per second. We see, however,
quite big performance differences across different hardware configurations, with
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exactly the same code. Indexing CW09b can take as little as an hour or as long as
2.5 hours; CW12b indexing time ranges from 1.3 hours to slightly over 3 hours.
In both cases, the maximum difference is roughly a factor of three. It appears
that physical characteristics of the media matter the most to performance, likely
more so than the impact of different indexing implementations.
With a bit of analysis, we find write throughput to be the current performance
bottleneck—during indexing, we observe consistent write throughput of∼500MB
into the SSD, which bumps up against the maximum throughput of the SATA
controller. Thus, when indexing into the SSD, the source (Ceph, ZFS, XFS) has
less impact on performance. It appears that Ceph and XFS can fully “keep up”
with the SSD writes, while ZFS lags a bit, and thus is a bit slower. Indexing from
the SSD into the SSD, as expected, is much slower than reading the raw collection
from another media because the controller needs to split its bandwidth between
reads and writes. Thus, for optimal performance, it makes sense to isolate the
source media from which the indexer is reading the raw documents and the
target media that the index is being built on. Since the bottleneck appears to
be on SSD writes, reading source documents across the network (Ceph) does
not appear to be significantly slower than reading documents from local storage
(XFS). This is an interesting observation because the network does not appear to
be the bottleneck in this case, even with 10 GbE links. The growing popularity
of 40 or even 100 GbE links gives us further performance headroom.
Even on the direct-attached disk array, the choice of file system appears to
make a big difference—compare the rows involving XFS and ZFS. If we consider
the case where we are isolating the reads (i.e., indexing from Ceph), XFS is
approximately 40% faster than ZFS. Once again, to emphasize: we are running
exactly the same code, on exactly the same hardware. These performance dif-
ferences are purely the result of the design of ZFS and XFS. The better data
protection offered by ZFS is very costly from the performance perspective.
4 Discussion
On immediate and important lesson for future researchers is that it is absolutely
critical to accurately document the file system configuration when reporting
the results of large-scale indexing experiments. We observed differences up to a
factor of three with different media configurations, which is a huge experimental
variable that needs to be properly isolated and studied when proposing and
evaluating new indexing techniques.
While our experiments only benchmarked one particular inverted indexing
implementation, we believe that it is possible to generalize from our findings and
discuss implications for future work. However, there are two important points
about Lucene that are worth emphasizing:
First, Lucene is the most widely-deployed solution for building production
search applications in the world, used by a long list of organizations that in-
clude Apple, Bloomberg, Reddit, Twitter, and Wikipedia. For many practition-
ers, Lucene is synonymous with search; most practitioners have never heard of
6 Lin et al.
academic systems that are commonly used in research papers. Thus, a better
understanding of Lucene’s indexing performance is alone of great value to the
broader community.
Second, Lucene’s inverted indexing implementation is actually very well en-
gineered and captures many of the lessons learned from the academic literature;
for example, Lucene 8 introduced block-max indexes, which is fairly close to the
state of the art, even from the academic perspective. At a high level, the indexing
pipeline is based on in-memory inversion with periodic flushes to disk; partial
index segments are then merged in a hierarchical manner. A consequential design
decision is to have each indexing thread operate on its own set of documents,
writing to its own index segment. This minimizes coordination overhead and ex-
ploits modern multi-core processors, but the design choice means that the index
segments are relatively small (compared to the alternative of having multiple
concurrent writers), which places pressure on downstream index merges.
The pipeline analogy is quite apt to conceptualize the current state of affairs.
We can visualize inverted indexing as a pipe connecting a source to a sink.
Our experiments show that SSD write throughput forms the current bottleneck.
Informally, the end of the pipe is too narrow. That is, the SSD can’t keep up
with all the writes (flushes) from the cores performing in-memory inversion,
although in some cases (for example, ZFS → SSD), we find evidence suggesting
that the source media can’t supply documents fast enough (i.e., limits on read
bandwidth or the source end of the pipe). Current technological trends mean
that the problem is going to become increasingly worse as core counts continue
to grow. In our analogy, the “middle” of the pipe is becoming fatter and fatter.
Since we scale out indexing by having each core work independently on its own
set of documents, pressure on downstream index merges (writes into the target
media) will continue to increase as well. Yet, any alternative to independent
indexing threads requires heavyweight concurrency coordination, which means
that the cores would not be working at their full potential.
We are able to draw general conclusions here because the limitations dis-
cussed above are conceptual, not implementation-specific. While more careful
software engineering can help, the fundamental calculus does not change—for
example, better compression can reduce write pressure, but core counts are likely
increasing faster than improvements in compression. This means that current
inverted indexing techniques have reached device limitations—for example, we
could likely further improve performance by building SSD arrays and exploit-
ing multiple controllers to increase bandwidth, but these can be characterized
as brute force hardware-based solutions. It appears that substantial algorith-
mic improvements in performance are not possible without rethinking the entire
inverted indexing pipeline.
5 Conclusion
This paper contributes to our understanding of inverted indexing in two main
ways: For the practitioner, we provide some useful advice when trying to optimize
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indexing throughput. The choice of physical media matters a lot, and it is a good
idea to isolate the source and target. For the researcher, we provide some “food
for thought” that hopefully will inspire future work: optimal system performance
is achieved when all components are in balance, but the trend of increasing core
counts means that I/O performance (be it network-attached storage, direct-
attached disk arrays, or SSDs) are fast becoming the bottleneck. Overcoming
this bottleneck, we believe, requires fundamentally rethinking the entire inverted
indexing pipeline.
Acknowledgments
This research was funded by the Natural Sciences and Engineering Research
Council (NSERC) of Canada, with additional support from Start Smart Labs
and the Global Water Futures program.
References
1. Asadi, N., Lin, J., Busch, M.: Dynamic memory allocation policies for postings in
real-time Twitter search. In: Proceedings of the 19th ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining (SIGKDD 2013). pp. 1186–
1194. Chicago, Illinois (2013)
2. Boytsov, L., Novak, D., Malkov, Y., Nyberg, E.: Off the beaten path: Let’s replace
term-based retrieval with k-NN search. In: Proceedings of 25th International Con-
ference on Information and Knowledge Management (CIKM 2016). pp. 1099–1108.
Indianapolis, Indiana (2016)
3. Busch, M., Gade, K., Larson, B., Lok, P., Luckenbill, S., Lin, J.: Earlybird: real-
time search at Twitter. In: Proceedings of the 28th International Conference on
Data Engineering (ICDE 2012). pp. 1360–1369. Washington, D.C. (2012)
4. Bu¨ttcher, S., Clarke, C.L.A., Lushman, B.: Hybrid index maintenance for growing
text collections. In: Proceedings of the 29th Annual International ACM SIGIR
Conference on Research and Development in Information Retrieval (SIGIR 2006).
pp. 356–363. Seattle, Washington (2006)
5. Ding, S., Suel, T.: Faster top-k document retrieval using block-max indexes. In:
Proceedings of the 34rd Annual International ACM SIGIR Conference on Research
and Development in Information Retrieval (SIGIR 2011). pp. 993–1002. Beijing,
China (2011)
6. Heinz, S., Zobel, J.: Efficient single-pass index construction for text databases.
Journal of the American Society for Information Science and Technology 54(8),
713–728 (2003)
7. Lester, N., Moffat, A., Zobel, J.: Fast on-line index construction by geometric
partitioning. In: Proceedings of the 14th International Conference on Information
and Knowledge Management (CIKM 2005). pp. 776–783. Bremen, Germany (2005)
8. Lester, N., Moffat, A., Zobel, J.: Efficient online index construction for text data-
bases. ACM Transactions on Database Systems 33(3), Article 19 (2008)
9. Malkov, Y.A., Yashunin, D.A.: Efficient and robust approximate nearest neigh-
bor search using hierarchical navigable small world graphs. IEEE Transactions on
Pattern Analysis and Machine Intelligence (2019, in press)
8 Lin et al.
10. Moffat, A., Bell, T.A.H.: In Situ generation of compressed inverted files. Journal
of the American Society for Information Science 46(7), 537–550 (1995)
11. Yang, P., Fang, H., Lin, J.: Anserini: Reproducible ranking baselines using Lucene.
Journal of Data and Information Quality 10(4), Article 16 (2018)
12. Zhang, D., Nie, L., Luan, H., Tan, K.L., Chua, T.S., Shen, H.T.: Compact indexing
and judicious searching for billion-scale microblog retrieval. ACM Transactions on
Information Systems 35(3), Article 27 (2017)
