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an72 STB-49–STB-54 available in bound format
Patricia Branton, Stata Corporation, stata@stata.com
The ninth year of the Stata Technical Bulletin (issues 49–54) has been reprinted in a bound book called The Stata Technical
Bulletin Reprints, Volume 9. The volume of reprints is available from StataCorp for $25, plus shipping. Authors of inserts in
STB-49–STB-54 will automatically receive the book at no charge and need not order.
This book of reprints includes everything that appeared in issues 49–54 of the STB. As a consequence, you do not need
to purchase the reprints if you saved your STBs. However, many subscribers ﬁnd the reprints useful since they are bound in a
convenient volume. Our primary reason for reprinting the STB, though, is to make it easier and cheaper for new users to obtain
back issues. For those not purchasing the Reprints, note that zz10 in this issue provides a cumulative index for the ninth year
of the original STBs.
You may order the Reprints Volumes online at www.stata.com/bookstore/stbr.html or use the enclosed order form.
ip9.1 Update of the byvar command













r command introduced in Royston (1995) has been updated for Stata 6 and a few new features added.
References
Royston, P. 1995. ip9: Repeat Stata command by variable(s). Stata Technical Bulletin 27: 3–5. Reprinted in Stata Technical Bulletin Reprints, vol. 5,
pp. 67–69.
sbe32.1 Errata for sbe32
L´ opez Vizca´ ıno, M. E., Santiago P´ erez M. I., Abraira Garc´ ıa L., Direcci´ on Xeral de Saude Publica, Spain, dxsp3@jet.es
Abstract: Errors in the Methodology section of L´ opez Vizca´ ıno et al. (2000) are corrected.
Keywords: Outbreak, regression, threshold, public health surveillance.
In the process of editing L´ opez Vizca´ ıno et al. (2000), errors were introduced into the Methodology section. In the ﬁrst
two equations in that section the
g




i should have been
￿
i. Finally, the sentence that begins








L´ opez Vizca´ ıno M. E., M.I. Santiago P´ erez, and L. Abraira Garc´ ıa. 2000. sbe32: Automated outbreak detection from public health surveillance data.
Stata Technical Bulletin 54: 23–25.
sbe33 Comparing several methods of measuring the same quantity
Paul Seed, GKT School of Medicine, King’s London, UK, paul.seed@kcl.ac.uk
Abstract: New commands are given, based on the Bland–Altman approach to the analysis of studies comparing two or more
methods for measuring the same quantity. An extension to more than two methods is explained, with an associated command.







t, particularly for large correlations. For more than two methods, with no reference standard,
a new generalization of Bland–Altman methods is shown and compared with an approach based on factor analysis.
Keywords: Method comparison, Bland–Altman, variance ratio.
The problem
New techniques for taking clinical measurements are always being developed. How can we decide which is best? Sometimes
a new measurement technique is compared with an established “Gold Standard,” which may or may not be regarded as exact.
How good is the new technique? Alternatively, there may be several methods, all seen as imperfect. Which is best?Stata Technical Bulletin 3
Some typical datasets
Consider blood iron where one might want to compare an established method (colorimetry) with two new clinical techniques:























































































































































































































































































































































































































































































The question is how does the new test compare with the old?
The second example compares ﬁve eyesight tests carried out on 15 patients before and after operations for astigmatism.





































































































































































































































































































































p) and that adjusted


















































































































































































































Simple methods that don’t work
I have found two methods in particular that don’t perform very well in such problems. First, very high correlations are
almost always found. The null hypothesis that there is no association is just not credible. The signiﬁcance test tells us nothing
we don’t already know. Secondly, the






t command, is not appropriate for paired data. Pitman’s
test (below) is more powerful, particularly with a large correlation. It is not safe to assume that the measure with the smaller
variance has the smaller component of error. While this is often the case, it might just be less sensitive to genuine variation.
Other methods to use with caution













1,t h a ti s ,
a
= 0a n d
b
= 1. The method also assumes that
m
1 is measured without error. This is scarcely likely. If
m
1 is measured with
error, the estimate of
b is biased towards zero.
Paired
t tests and conﬁdence intervals for differences in means are useful as evidence of systematic bias, but measures
with large random error can have a nonsigniﬁcant
t test, even when bias exists. We are mainly interested in the error in each
individual measurement. Bias is not as important as the absolute size of the likely difference.4 Stata Technical Bulletin STB-55
Simple approaches that can be useful
The reference range for differences between individual measurements is deﬁned as the mean plus or minus two standard
deviations. Approximately 95% of values will be between these limits. If two measures agree well, the reference range will be
















































































































































































Bland and Altman (1983) introduced the idea of plotting the difference of paired variables versus their average, with
horizontal lines for the reference range for the difference. Any plots of the actual data are useful to show oddities. The plots




2 are the same. A positive trend shows the variance of
e
2 is larger than that of
e




















































































































































) gives a variable label to the difference before plotting the graph.












y;s e e[ G] graph options.
Examples
Consider comparing a new measure with a gold standard. For the blood-iron data, we can compare ICPOES with Colorimetry



























































































































































































































































































































































































































































































































Figure 1. Comparing ICPOES and colorimetry for the blood-iron data.

















































































































































































































































































































































































































































































































































Adjusted ICPOES vs Colorimetry






Figure 2. Comparing tca-precipitated ICPOES with colorimetry.
Pitman’s test of difference in variance




2 have equal variance, the covariance (and hence the correlation) between their average





2. If one exists, this is evidence that the variances are not the same. Because this uses the fact that the data are paired, it
can be much more powerful than the usual
F test (consider paired and unpaired
t tests).
Pitman, quoted in Snedecor and Cochran (1967), extended this test to give a conﬁdence interval for the variance ratio. This






r included with this insert.6 Stata Technical Bulletin STB-55



















































































Example of Pitman’s test:



































































































































































































































t produces a matrix of Bland–Altman plots for all possible pairs of methods. This is very useful for a


















































































































) speciﬁes the minimum number of nonmissing values per observation needed for a point to be plotted. The default value















) adds a single title to the block of graphs.












y;s e e[ G] graph options.
Example of bamat





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3. Matrix of Bland–Altman plots for the eyesight data.
Modiﬁed Bland–Altman plots
We would like to modify Bland–Altman plots for use with more than two measures when there is no gold standard measure.
For example, if we have eight measures, there would be 28 Bland–Altman plots. We consider a modiﬁcation that gives one
comparison per measure. The average is just the average of all the measures. We hope this is close to the truth. The difference
we use for the
ith measure is the average of the
ith measure minus the average of the other measures. We work out a reference
range as before.







i, with the errors independent and of equal variance, then the correlation between
the average and the difference will be zero. If for some particularly useful method,
m
i has smaller than average variance, there
will be a negative trend.
This method has difﬁculties if the errors are correlated or the model breaks down in other ways; for example, if
m
i is a







































































































































































































































































































































) speciﬁes the minimum number of nonmissing values per observation needed for a point to be plotted. The default value








e speciﬁes listwise deletion of missing data. Default is pairwise. Only observations with no missing values are used.












y;s e e[ G] graph options.
Example of bagroup



































































































































































































































































































































































































































































































































































































































































































































Figure 4. Modiﬁed Bland–Altman plots for the eyesight data.
Factor analysis
Principal component factor analysis ﬁnds linear combinations of the variables. The ﬁrst accounts for the largest possible
proportion of the total variation. Later factors account for as much as possible of what is left. Correlations, not covariances are
used. Effectively, each variable is standardized to have mean zero and variance one. This gives each the same importance in
determining the factors.
In a factor analysis, the ﬁrst factor should be a good measure of the truth. If some methods are measuring the wrong thing,
their errors will be correlated. This confounder will tend to appear in secondary, orthogonal factors not in the main measure.















If there is a standard scale (as with the blood iron), this may be a problem. If not (as with the eyesight data), it may be a bonus.




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































i, there are several possibilities, depending on the data. With repeated measures,
we could use errors-in-variables regression (Strike 1991, 1996). With data from more than two methods of measurement, either
restricted factor analysis (Dunn 1989) or multilevel modeling (Goldstein 1995) are possible. None of these are yet available in
Stata.
Conclusions
Bland–Altman plots are a simple, effective way of comparing two methods of measuring the same quantity. More obvious
methods, such as













r, based on Pitman’s method, is more powerful, and gives conﬁdence intervals for the variance ratio.
Bland–Altman plots can be generalized to handle more than two methods, while factor analysis allows comparison of each
measure with a good estimate of the truth and is not affected by calibration problems.
References
Bland, J. M. and D. G. Altman. 1983. Measurement in medicine: The analysis of method comparison studies. Statistician 32: 307–317.
Dunn, G. 1989. Design and Analysis of Reliability Studies. London: Edward Arnold.
Goldstein, H. 1995. Multilevel Statistical Models. 2d ed. New York: Halstead.
Snedecor, G. W. and W. S. Cochran. 1967. Statistical Methods. 6th ed. Aimes, IA: Iowa State University Press.
Strike, P. 1991. Statistical Methods in Laboratory Medicine. Oxford: Butterworth.
——. 1996. Measurement in Laboratory Medicine. A Primer on Control and Interpretation. Oxford: Butterworth.10 Stata Technical Bulletin STB-55
sbe34 Loglinear modeling using iterative proportional ﬁtting
Adrian Mander, MRC Biostatistics Unit, Cambridge, UK, adrian.mander@mrc-bsu.cam.ac.uk
Abstract: Iterative proportional ﬁtting is a procedure that calculates the expected frequencies within a contingency table. The
algorithm converges to maximum likelihood estimates even when the likelihood is badly behaved and is extremely fast
when the contingency table has a large number of cells.






































































The iterative proportional ﬁtting (IPF) algorithm is a simple method to calculate the expected counts of a hierarchical
loglinear model. The algorithm’s rate of convergence is ﬁrst order. The more commonly used Newton–Raphson algorithm is
second order. However, each iteration of the IPF algorithm is quicker because Newton–Raphson inverts matrices. This makes the
IPF algorithm much quicker for contingency tables with numerous cells.
The IPF algorithm has the following steps:
1. Initial estimates of the expected frequencies are given. The initial estimates should have associations and interactions that
are less complex than the model being ﬁtted. By default the initial frequencies are 1.
2. The estimates of the expected frequencies are successively adjusted by scaling factors so they match each marginal table.
3. The scaling continues until the log likelihood converges.
The algorithm always converges to the correct expected frequencies even when the likelihood is poorly behaved, for example,
when there are zero ﬁtted counts.
The varlist deﬁnes the dimension of the contingency table that the Poisson likelihood is calculated over. If the varlist is
not speciﬁed, the variables in the
f
i









































































































d. This varlist may be a subset of

























) speciﬁes initial values for the expected frequencies. The syntax requires a condition in square brackets followed



















g speciﬁes whether the log likelihood is displayed at each iteration.
Examples
































































































































































































































































































































































and we reconstruct the table on page 309 of Agresti (1990) via the IPF algorithm:




































































































































































































r 50.263695 52.566868 40
In Table 2, we collapse the information in Table 1 over gender.


























































































e 17.079826 15.043343 12
The study is about the factors that inﬂuence the primary food choice of alligators. The response variable is the food and
the choices are subclassiﬁed by size of alligator, gender of alligator, and one of four lakes the alligators are sampled from. There
were 219 alligators distributed over 80 possible cells. As the data are sparse, the likelihood-ratio test (
G
2) and the Pearson
￿
2 test

















































































= 2.2 is used
to compare models (1) and (2) and models (5) and (6), respectively. Both tests are based on 4 degrees of freedom, suggesting








e have effects on the
food choice of the alligator.
Constrained estimation
Constrained estimation can be implemented by selecting appropriate models and initial expected frequencies. This will be
illustrated using a case–control study. Let the variables
E and
D be exposure and disease (both variables are binary, exposed
cases are deﬁned by
D
= 1a n d
E






























































































































This model constrains the odds ratio to be 1. To constrain the odds ratio to equal 2 requires the initial expected frequency in
either the cell (0,0) or the cell (1,1) for (
D,






















































































































































































f command will merge this ﬁle with the main dataset. Any cells that have no





















































































































































































































Partial constraints in a marginal table
For illustration purposes, the variables
D and































































































































































































































































































































































































































































Observe that the initial values are missing for all cells except the top left 2
￿2 table. Hence this table is partially constrained to
have an odds ratio of 2 in the top left part of the table, but the rest of the table is unconstrained. Note that the partial constraints





















a ﬁle contained only missing values, then this would





Agresti, A. 1990. Categorical Data Analysis. New York: John Wiley & Sons.Stata Technical Bulletin 13
sg135 Test for autoregressive conditional heteroskedasticity in regression error distribution
Christopher F. Baum, Boston College, baum@bc.edu
Vince Wiggins, Stata Corporation, vwiggins@stata.com
Abstract: Implements Engle’s (1982) test for autoregressive conditional heteroskedasticity (ARCH) in a time-series linear regression
model.


































Consider a regression of a time series of
T values of a response
y
t on a regressor matrix
X. The errors in this regression
model may be unconditionally heteroskedastic and independently distributed, satisfying the assumptions for the application of
ordinary least squares estimation, but their distribution may exhibit autoregressive conditional heteroskedasticity (ARCH), as






m computes Engle’s Lagrange multiplier test for ARCH(
p), that is, for the absence of ARCH effects up to and including
pth-order, in a time-series model. See Davidson and MacKinnon (1993, 557).












t your data before
using these tests. The command displays the test statistic, degrees of freedom and






























m. Test results will then be produced for each speciﬁed lag order


































m includes only observations from the estimation sample.
Remarks
The ARCH Lagrange multiplier test is a general test of the null hypothesis that the regression errors
￿
t are not conditionally











































p, are zero. As Engle (1982) ﬁrst showed, this hypothesis
may be tested by regressing the squares of the regression residuals on a constant and
p lagged values of the squared residuals.
Under the null hypothesis,
T times the centered
R





),w h e r e
T is the sample size
and





may be used to estimate variations of the ARCH model.
Examples

























































































































































































































































































































































614 Stata Technical Bulletin STB-55
Consumption is regressed on the government wage bill. The tests for ARCH(
p) effects for orders 1, 2, 3 and 4 each reject the
null hypothesis of no ARCH effects at stronger than the 10% level of signiﬁcance. As Davidson and MacKinnon stress (1993,
557), such a ﬁnding may or may not indicate the presence of conditional heteroskedasticity; it may also point to other forms of
misspeciﬁcation.
References
Davidson, R. and J. MacKinnon. 1993. Estimation and Inference in Econometrics. New York: Oxford University Press.
Engle, R. 1982. Autoregressive conditional heteroskedasticity with estimates of the variance of United Kingdom inﬂation. Econometrica 50: 987–1007.
Klein, L. 1950. Economic ﬂuctuations in the United States 1921–1941. New York: John Wiley & Sons.
sg136 Tests for serial correlation in regression error distribution
Christopher F. Baum, Boston College, baum@bc.edu
Vince Wiggins, Stata Corporation, vwiggins@stata.com
Abstract: Implements Durbin’s (1970) h test and Breusch (1978) and Godfrey’s (1978) tests for autocorrelation in the disturbances.
Both tests are valid in the presence of stochastic regressors, including lagged dependent variables. The h test is strictly for
ﬁrst-order autocorrelation whereas the Breusch–Godfrey test is applicable to autocorrelation or moving average of arbitrary
degree.





































your data before using these tests; see [R] tsset.
Description
Consider a regression of a time series of
T values of a response
y
t on a regressor matrix
X, possibly including one or
more lagged values of the response variable. For ordinary least squares (OLS) to be the appropriate estimator, the error process
￿
t should be independently and identically distributed. In the context of time-series data, serial correlation is often encountered,
violating the distributional assumptions on the error process. If lagged dependent variables are included in the regressor matrix,







h computes a form of the Durbin
h test (1970) for ﬁrst-order serial correlation in a model containing a lagged






t)i sb i a s e d
toward acceptance of the null hypothesis of zero autocorrelation. The Durbin
h test provides a consistent estimate of the
ﬁrst-order autocorrelation coefﬁcient






















t computes the Breusch–Godfrey Lagrange multiplier test (Breusch 1978, Godfrey 1978) for nonindependence in the
error distribution, conditional on the lag order
p. The test’s null hypothesis of independence in the error distribution has “locally
equivalent” alternatives (Godfrey and Wickens 1982) of either AR(
p)o rMA(
p): that is, a
pth-order autoregressive or moving
average process. The test statistic, a
T
R





) under the null hypothesis. The test
is asymptotically equivalent to the Box–Pierce or Ljung–Box portmanteau tests (the









p lags. Unlike either form of the
Q statistic, the Breusch–Godfrey test is valid in the presence of stochastic
regressors such as lagged values of the dependent variable.
Both commands display the test statistic, degrees of freedom and
p-value, and save results in
r
(











t to see such values.
The Breusch–Godfrey test for
p
= 1 is asymptotically equivalent to the Durbin
h test. The Durbin
h test statistic is presented
as a Student-







) speciﬁes that an autoregressive or moving average process of order p for the regression errors is to be tested. This












t by default will use only a single lag. A greater number of lagged values may be




s option.Stata Technical Bulletin 15
Remarks
The Breusch–Godfrey test is a general test of the null hypothesis that the regression errors
￿
t are independently distributed,

























pth-order moving average process. The test
statistic is computed from the regression of the least squares residuals
e
t on the full matrix of regressors,
X,a n d
p lags of the
residuals. Under the null hypothesis,
T times the uncentered
R





),w h e r e
T is the
sample size and
p is the number of lagged residual vectors included in the regression. A rejection of the null hypothesis implies






). The indeterminacy arises from the equivalence of the derivatives of these two
models when evaluated under the null hypothesis; in Godfrey and Wickens (1982) terms, they are locally equivalent alternatives
under the null hypothesis.
The Durbin
h test is a special case of the Breusch–Godfrey test where
p
= 1. Textbook discussions of this test often provide
an alternative formula which can be problematic due to the square root of a potentially negative quantity. The Breusch–Godfrey
form of the test may always be computed, and is asymptotically equivalent.
Examples














































































































































































































































































































Consumption is regressed on the government wage bill and lagged consumption.
The presence of the lagged dependent variable necessitates the use of the Durbin
h or Breusch–Godfrey tests. Both tests





) in the error distribution).
References
Breusch, T. 1978. Testing for autocorrelation in dynamic linear models. Australian Economic Papers 17: 334–355.
Davidson, R. and J. MacKinnon. 1993. Estimation and Inference in Econometrics. New York: Oxford University Press.
Durbin, J. 1970. Testing for serial correlation in least-squares regression when some of the regressors are lagged dependent variables. Econometrica
38: 410–421.
Godfrey, L. 1978. Testing against general autoregressive and moving average error models when the regressors include lagged dependent variables.
Econometrica 46: 1293–1301.
Godfrey, L. and M. Wickens. 1982. Tests of misspeciﬁcation using locally equivalent alternative models. In Evaluating the Reliability of Econometric
Models, eds. G. Chow and P. Corsi, 71–99. New York: John Wiley & Sons.
Klein, L. 1950. Economic ﬂuctuations in the United States 1921–1941. New York: John Wiley & Sons.
sg137 Tests for heteroskedasticity in regression error distribution
Christopher F. Baum, Boston College, baum@bc.edu
Nicholas J. Cox, University of Durham, UK, n.j.cox@durham.ac.uk
Vince Wiggins, Stata Corporation, vwiggins@stata.com
Abstract: Implements commands to perform White’s (1980) general test for heteroskedasticity and Breusch and Pagan’s (1979)
LM test for heteroskedasticity with respect to a speciﬁed set of variables. Both tests are for linear regression models.












































Consider a regression of










t computes the White (1980) general test for heteroskedasticity in the error distribution by regressing the squared












n computes the Breusch–Pagan (1979) Lagrange multiplier test for heteroskedasticity in the error distribution,
conditional on a set of variables which are presumed to inﬂuence the error variance. The test statistic, a Lagrange multiplier





) under the null hypothesis of homoskedasticity.







s. Both commands display the test statistic, degrees of freedom and
p-value,













t to see such values.








t if the same auxiliary variables are speciﬁed (for White’s test, all distinct regressors, and their squares and cross-





g for the independence






































t includes only observations from the
estimation sample.
Remarks
Both these tests are general tests of heteroskedasticity which allow the researcher to take advantage of the consistency of
the least squares point estimates of the coefﬁcient vector, even in the presence of heteroskedasticity. This implies that the least
squares residuals may be used to construct a test to detect heteroskedastic behavior in the true disturbances.











If the null hypothesis is satisﬁed, the appropriate covariance matrix for the least squares coefﬁcients will be the conventional






































￿ is a diagonal matrix containing
￿
2
i on the diagonal.





































i are the least squares residuals and
x
i is the














t option is speciﬁed. The two estimates of the covariance matrix will differ if the null hypothesis is not supported
by the data. White’s test takes advantage of this difference. It is computed as
n
R
2 in the regression of
e
2
i, the squared residuals,
on a constant and all unique variables in
X
￿






p is the number of
nonconstant regressors in the equation.
Although the White test is extremely general, this is also its weakness. A rejection may reveal heteroskedasticity, but it may
also identify some form of misspeciﬁcation, such as the exclusion of relevant variables from the equation. It is a nonconstructive
test, in that a rejection does not provide a suggested remedy.Stata Technical Bulletin 17






















i is a set of independent variables. The model is homoskedastic if
￿
= 0. Like the White test, the test produces a













i. Under the null






p is the number of variables in
z.
Examples

















































































































h, their squares, and
their three unique crossproducts. The small



















































































































































n was authored by Baum and Wiggins.
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r, a program that allows researchers to compare the strength of correlation coefﬁcients
in cases where Fisher
r-to-







r uses bootstrapping to compare Pearson’s
R, intraclass correlations, and concordance coefﬁcients. Results allow the researcher to obtain conﬁdence intervals for the
parameter estimates and a
z-score and
p-value for the difference of the correlations.
Keywords: Pearson’s






































































Applied researchers are often interested in comparing the relative strength of association between different variables. The
standard approach used in these situations is to compute correlations, use the Fisher
r-to-
z transformation on two of the correlation
coefﬁcients, and then compute a standard error for the difference of these transforms. A simple
z-test is then used to infer whether
there is a difference between the two correlations. Additionally, conﬁdence intervals can be constructed around the parameter
estimates for each correlation coefﬁcient.18 Stata Technical Bulletin STB-55
There are drawbacks to the Fisher
r-to-
z technique. One drawback is the assumption that the original data are distributed
bivariate normal. In applied research, this is rarely the case, and when the assumption of bivariate normality breaks down,
conﬁdence intervals and inferences about correlations can be inaccurate. A second drawback, and one that is much more
problematic, is that the researcher often wants to compare correlations calculated from the same sample of observations, that is,
elements of a correlation matrix. Such coefﬁcients are not independent of each other, and therefore formulas for the standard
error of the difference in








r, a program that uses bootstrapping (Efron and Tibshirani 1993) to make more accurate







r creates a user-speciﬁed number of bootstrap resamples of
the dataset, and computes the two correlation coefﬁcients being compared for each resample. These two correlation coefﬁcients
are then
r-to-
z transformed (to improve the symmetry of the distributions) and a difference score is calculated. A
z-test is used







r can make inferences about Pearson product-moment correlation coefﬁcients, intraclass correlation coefﬁcients,












































) allows the user to specify how many bootstrap replications
B to compute. The default value of
B is 50. It is
recommended that

























) speciﬁes which measure of correlation should be used in the comparison. The Pearson







n) is the default setting. The user can also choose from two other measures
of agreement: the intraclass correlation coefﬁcient (
i
c







d). The user does not need







) allows the user to specify the level of conﬁdence for the individual correlation coefﬁcients. Level can range from 1












t ﬁle that the user can later analyze in more detail. Five variables




















































































The following examples are demonstrated on a subset of data from a dataset of alcohol-related measures in college students.






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Comparing the test-retest reliabilities of measures
In this ﬁrst analysis, it is of interest whether the intraclass test-retest correlation coefﬁcients of the two measures of
alcohol-related problems are equal. In other words, is there any difference in the reliability of estimates of the number of alcohol



















































































































































































































































































































































































































































































































































































































The results of this bootstrap comparison yield a highly signiﬁcant result, with a
z
= 4.671. We would reject the null
hypothesis that these two assessments have the same test-retest reliability; it appears that people are reliably better at reporting
alcohol-related problems over the past year than in the past month. Also of interest are the conﬁdence intervals for the two






































In the second analysis, the question of interest is whether the strength of the relationship between peak blood alcohol content












































































































































































































































































































































































































































































































































































































= .115. The 90% conﬁdence






























) are listed above as well.




























) probability of observing a



















































































































) standard error of the bootstrap distribution of difference scores
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sg139 Logistic regression when binary outcome is measured with uncertainty
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Abstract: Traditional logit or logistic regression assumes that the outcome variable is measured without error. In some studies,
however, the outcome variable is measured with imperfect sensitivity and speciﬁcity. It is known that the resulting
misclassiﬁcation will lead to biased parameter point estimates and variances. In this insert we implement an EM algorithm
suggested by Magder and Hughes (1997) that produces unbiased estimates of parameters and their variances.



































































































































r sequential number of the covariate pattern
























: if wanted only for the estimation sample. Starred



















m uses an expectation-maximization (EM) algorithm to estimate a maximum-likelihood logit regression model when
the outcome variable is measured with an imperfect test of known sensitivity and speciﬁcity.












































































































































) is the default.











































































); in that case, results along with the message
“convergence not achieved” are presented. The return code is still set to 0.
Options for predict
p, the default, calculates the probability of a positive outcome.
x

















used in estimation have the prediction set to missing. The “ﬁrst” covariate pattern is numbered 1, the second 2, and so on.
Remarks
Traditional logit or logistic regression assumes that the outcome variable is measured without error. In some studies, however,
the outcome variable is not measured perfectly. This can occur, for example, when using a diagnostic test having sensitivity
and/or speciﬁcity lower than 100%. The resulting misclassiﬁcation can lead to bias in the coefﬁcients estimated and related
statistics (Copeland, et al. 1977).
Magder and Hughes (1997) proposed an EM algorithm that incorporates the values of the sensitivity and speciﬁcity of
the classiﬁcation test into the estimation of the logistic parameters. They showed that in the presence of misclassiﬁcation,


























Tosetto, et al. (1999) conducted a case–control study to determine the importance of the prothrombin gene allele G20210A as
a risk factor in venous thromboembolism (VTE). The study consisted of 116 VTE patients and 232 healthy individuals ascertained
randomly from a well deﬁned population. For each subject in the study, they obtained information regarding previous diagnosis
of VTE using a survey tool with an estimated sensitivity of 71.3% and speciﬁcity of 98.9%.
Each subject in the study was also typed at the prothrombin locus. No homozygous carriers of the mutated allele (G20210A)






e indicates whether the patient has been diagnosed with VTE,a n d
p
r
o whether the individual has the































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Neither model provides evidence supporting the hypothesis of an association between the mutated allele and VTE. Note that







m is larger—further from the null—than that reported by standard logistic regression,
its standard error is larger, reﬂecting the added uncertainty about the outcome variable. This is a known property of this method;















































































































= 1 if individual





i is classiﬁed as having the outcome and 0 otherwise. Assume that
b
Y
i is the probability that the
ith individual truly has the




￿ 1 covariate vector
X
i. Then if individual




















































































































































































































































)Stata Technical Bulletin 23
The EM algorithm begins by ﬁrst setting
￿ to an arbitrary value and computing
b
Y
i for each observation. This is the
expectation step.
The data are then duplicated and each observation included twice, once with the outcome variable set to 1 and another
with the outcome set to zero. A weighted logistic regression model is ﬁtted with weights equal to
b
Y








) if it is zero. This constitutes the maximization step.
The new
￿’s obtained from the ﬁtted logistic model are used to calculate new
b
Y
i’s and the process repeated until convergence
is declared.
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sg140 The Gumbel quantile plot and a test for choice of extreme models
Manuel G. Scotto, University of Lisbon, arima@mail.telepac.pt
Abstract: Some statistical tools for exploratory data analysis are presented. The Gumbel quantile plot is described as an informal
way to test if the Gumbel distribution provides a good ﬁt for data. Furthermore, we include a method of statistical choice
among the three extreme value distributions.















The main goal of this work is in dealing with the statistical choice of extreme models. This is essential in applications
where the attention is focused at rarely occurring events, such as an annual maximal ﬂood exceeding dykes, or a seasonal
minimal temperature below the critical value for crop production. We restrict ourselves to the one-dimensional case and start

























































which is the well-known generalized extreme value distribution (GEV). The parameters
￿ and
￿ are the location and scale
parameters respectively and




> 0( F r ´ echet distribution),
￿
< 0 (Weibull distribution), and
￿
= 0 being interpreted
as the limit as
￿
! 0, widely called the Gumbel distribution. We use the Gumbel quantile plot (GQP) and the statistic ﬁrst
introduced by Gumbel and developed by Tiago de Oliveira and Gomes (1984), hereafter referred to as OG. for a quick statistical
choice between the extreme models.
The quantile plot for the Gumbel distribution
Probability plotting papers are commonly used to assess, in an informal way, whether a sample comes from a particular









































































) is the classical plotting position. If the Gumbel distribution provides a good
ﬁt to our data, then the GQP should look roughly linear. Furthermore, both Fr´ echet and Weibull models can also be validated by24 Stata Technical Bulletin STB-55
means of the GQP. If the plot has a downside concavity we can assume a Fr´ echet model whereas an upside concavity indicates

























Using linear regression, quick estimates for
￿ and
￿ can be deduced from the slope and the intercept. Maximum likelihood






l command introduced in Scotto and Tobias (1998).
Statistical choice between the extreme models
Statistical choice among the extreme models gives a central and preeminent position to the Gumbel distribution due to the




0 in the GEV
(
￿







































which is location and dispersion-parameter free. Under the validity of H
0, it was shown by OG that there exist
a
n




































































1 and decide for














b. The values of
a and









We applied both the GQP and the statistical test described above, to the annual maximum sea levels in Venice dataset during



























































































































































































































































































































































































































































This gives rise to the graph in Figure 1.

















Figure 1. Gumbel quantile plot of annual maximum sea level in Venice, for the period 1981–82.
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estimates a treatment effects model using either a two-step consistent estimator or full maximum-likelihood. The treatment
effects model considers the effect of an endogenously chosen binary treatment on another endogenous continuous variable,
conditional on two sets of independent variables. In addition to a verbal and mathematical description of the treatment
effects model and complete syntax diagram for the command, this article has several empirical examples which illustrate
how the command is used and how to interpret its output.










































































































































































































































































































































































g estimates a treatment effects model using either a two-step consistent estimator or full maximum likelihood.
The treatment effects model considers the effect of an endogenously chosen binary treatment on another endogenous continuous











) speciﬁes the variables and options for the treatment equation. It is an integral part of specifying a treatment effects





























) further allows observations which are not independent within cluster























) speciﬁes that the observations are independent across groups (clusters) but not necessarily independent within









) affects the estimation of the variance–































































) will create a new variable containing the hazard from the treatment equation. The hazard is computed










t suppresses the constant term (intercept) in the model. This option may be speciﬁed on the regression equation, the











p speciﬁes that a full maximum likelihood model with only a constant for the regression equation be estimated. This
model is not displayed but is used as the base model to compute a likelihood-ratio test for the model test statistic displayed
in the estimation header. By default, the overall model test statistic is an asymptotically equivalent Wald test of all the












































) produces two-step parameter estimates with standard errors computed from the inverse Hessian of the full







p option computes two-step
consistent estimates of the standard errors.




















t. If the iteration log shows many “not concave” messages and it









t option to see if that helps it to converge in fewer steps.Stata Technical Bulletin 27
Options for predict
x




































































p calculates the standard error of the prediction. It can be thought of as the standard error of the predicted expected value




f calculates the standard error of the forecast. This is the standard error of the point prediction for a single observation. It









p;s e e[ R] regress Methods and Formulas.
Remarks
The treatment effects model estimates the effect of an endogenous binary treatment,
Z
j, on a continuous, fully-observed
variable
y




















j is an endogenous dummy variable indicating whether the treatment is assigned or not. The binary decision to obtain
the treatment
z
j is modeled as the outcome of an unobserved latent variable,
z
￿
j. It is assumed that
z
￿
j is a linear function of
the exogenous covariates
w


































There are many variations of this model in the literature. Maddala (1983) derives the maximum likelihood and two-step
estimators of the version implemented here. Maddala (1983) also gives a brief review of several empirical applications of this
model. Barnow, et al. (1981) provide another useful derivation of this model. Barnow et al. (1981) concentrate on deriving the
conditions in which the self-selection bias of the simple OLS estimator of the treatment effect,











g using a subset of the Mroz data distributed with Berndt (1991). This dataset contains 753
observations on women’s labor supply. Our subsample is of 250 observations, with 150 market laborers and 100 nonmarket
laborers. Since 40% of the women in our sample chose not to enter the labor market, the simple treatment regression model
is not the correct model for these data. Ideally, we would like a model that accounts for the sample selection on entering the














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































We will assume that the wife went to college if her educational attainment was more than 12 years. Let
w
c be the dummy






















































































































































































































We will model the wife’s wage as a function of her age, whether the family was living in a big city, and whether she went to













































































































































































































































































































































































































































































































































































































































































































































































Is 1.332 a consistent estimate of the marginal effect of a college education on wages? If individuals choose whether or not
to attend college and the error term of the model that gives rise to this choice is correlated with the error term in the wageStata Technical Bulletin 29
equation, then the answer is no. (See Barnow et al. 1981 for a good discussion of the existence and sign of selectivity bias.)
One might suspect that individuals with higher abilities, either innate or due to the circumstances of their birth, would be more
likely to go to college and to earn higher wages. Such ability is, of course, unobserved. Furthermore, if the error term in our
model for going to college is correlated with ability, and the error term in our wage equation is correlated with ability, then
the two terms should be positively correlated. These conditions make the problem of signing the selectivity bias equivalent to
an omitted-variable problem. In the case at hand, since we would anticipate the correlation between the omitted variable and a
college education to be positive, we suspect that OLS is biased upwards.
To account for the bias, we ﬁt the treatment effects model. We model the wife’s college decision as a function of her

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































In the input, we speciﬁed that the continuous dependent variable,
w






the syntax for the treatment variable. The treatment
w
















d are speciﬁed as the exogenous variables in the treatment equation.
The output has the form of many two-equation estimators in Stata. We note that our conjecture that the OLS estimate was
biased upwards is veriﬁed. But perhaps more interesting, the size of the bias is negligible and the likelihood-ratio test at the
bottom of the output indicates that we cannot reject the null hypothesis that the two error terms are uncorrelated. This result
might be due to several speciﬁcation errors. We ignored the selectivity bias due to the endogeneity of entering the labor market.
We have also written both the wage equation and the college education equation in crude linear form, ignoring any higher power
terms or interactions.30 Stata Technical Bulletin STB-55























































￿, along with an estimate of the standard error of the estimate and a conﬁdence interval
for it.
Technical Note








g command could become quite long. An
alternate way of specifying our wage model would be to make use of Stata’s local macros. The following lines are an equivalent






















































































p option. Maximum likelihood estimation of the
parameters can be time-consuming with large datasets, and the two-step estimates may provide a good alternative in such cases.






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































￿) is the parameter estimate on the hazard from the augmented regression. The augmented regression
is derived in Maddala (1983) and presented in the Methods and Formulas section below.















g is the expected value of the dependent variable from the






























t. Continuing with our wage





t option. The wife’s expected






t option. Thus, the difference in expected wages








































































































































































































































































If the correlation between the error terms,
￿, is zero, then the problem reduces to one estimable by OLS and the difference is
simply
￿.S i n c e


































































































































































































































































































































g is implemented as an ado-ﬁle. Maddala (1983, 117–122) derives both the maximum likelihood and the two-step
estimator implemented here. Greene (2000, 933–934) also provides an introduction to the treatment effects model.







































; otherwise32 Stata Technical Bulletin STB-55
where







The likelihood function for this model is given in Maddala (1983, 122). Greene (2000, 180) discusses the standard method
of reducing a bivariate normal to a function of a univariate normal and the correlation
￿. Combining the two yields the following


































































































































) is the distribution function of the standard normal distribution.
In the maximum likelihood estimation,
￿ and
￿ are not directly estimated. Directly estimated are ln
￿ and atanh




















































D is the Jacobian of
￿ with respect to atanh
￿ and ln
￿.




















From these estimates the hazard,
h
j, for each observation

















































































































The two-step parameter estimates of
￿ and







] and we obtain the additional parameter estimate
￿
h on the variable containing the hazard. A
consistent estimate of the regression disturbance variance is obtained using the residuals from the augmented regression and the
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p is the variance–covariance estimate from the probit estimation of the treatment equation.
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sg142 Uniform layer effect models for the analysis of differences in two-way associations
Maurizio Pisati, University of Trento, Italy, maurizio.pisati@galactica.it
Abstract: Many relevant research questions pertain to how the association between two categorical variables (say
R and
C)
depends on the values taken on by a third categorical variable (say
L). The uniform layer effect models illustrated in this
insert represent a particular way to tackle these questions. Speciﬁcally, they are a variety of the standard loglinear model
based on three assumptions: a) there is an association between variables
R and
C, b) the pattern of association between
R
and
C is constant across the categories of variable
L, and c) the strength of association between
R and
C varies between
any pair of categories of
L by a uniform amount. This insert focuses on two different speciﬁcations of the uniform layer
effect model: Yamaguchi’s additive model and Xie’s multiplicative model.
Keywords: Contingency table analysis, mobility table analysis, loglinear model, additive model, multiplicative model.
Overview
Many relevant research questions pertain to how the association between two categorical variables (say
R and
C) depends
on the values taken on by a third categorical variable (say
L). To tackle these questions, we ﬁrst arrange the data into a three-way








































































J categories of the column variable
C,
k indexes the
K categories of the layer variable
L, and the
￿
parameters are subject to a standard set of constraints that make them identiﬁable (Powers and Xie 2000).
When dealing with the kind of questions mentioned above, the researcher typically focuses on the speciﬁcation of both the
two-way interaction term which expresses the baseline pattern of association between variables
R and
C, and the three-way
interaction term which expresses how the
R by
C association observed in each layer
k departs from that baseline pattern. There












k , all of which can be seen as lying on a continuum whose extremes correspond on



















on the other hand to the saturated model, which speciﬁes the association between
R and
C conditional on













K available degrees of freedom.












k (Goodman and Hout 1998). In their standard formulation, the models belonging to this category share three assumptions:
￿ There is an association between variables
R and








￿ The pattern of association between variables
R and

























































































is constant across layers.
￿ The strength of association between variables
R and
C varies between any pair of layers by a uniform amount.34 Stata Technical Bulletin STB-55
This insert focuses on two different speciﬁcations of the uniform layer effect model: the additive model and the multiplicative

















































￿ parameters are subject to appropriate constraints that make them identiﬁable. As we can see, the additive




k. This means that
the conditional log-odds ratios pertaining to each layer






















































Hence, in the additive model the
￿ parameters express the extent to which the strength of the association between variables
R and







absolute terms how much the
R by
C association is uniformly stronger or weaker in layer
k than in layer
k
￿ (Goodman and




























































It should be noted that because of the presence of the
i
j product in the equation, the results produced by the additive model
depend on the ordering of both the row and column categories (Goodman and Hout 1998, 184).
Sometimes the layers can be assigned exogenous scores that have a theoretical meaning (Yamaguchi 1987, 486). In such

























































V exogenous scores assigned to the layers,
S
v





denotes the linear effect exerted by score
v on the log-odds ratios. Thus, according to this version of the additive model, which







































































It should be noted that in most cases, to ensure both identiﬁcation and meaningfulness of the


















































 ,a n d
￿ parameters are subject to appropriate constraints that make them identiﬁable. As we can see, the

















k,w h e r e
 
i




k denotes layer-speciﬁc scores that express the strength of the
R by
C association in each layer. The
  and
￿ parameters can
be seen as latent scores estimated from the data using iterative procedures (Xie 1992, 382; Goodman and Hout 1998, 181–182).























































k) expresses in relative terms
how much the association between variables
R and
C is uniformly stronger or weaker in layer
k than in layer
k
￿ (Goodman




























































Both the additive and the multiplicative uniform layer effect models have been originally devised to compare social mobility
tables across countries or over time. However, both models can be applied to any research question where the
R by
C association




































































































































































































































































f estimates the null, additive, linear additive, and multiplicative uniform layer effect models, displays relevant
goodness-of-ﬁt statistics and parameter estimates, and optionally computes several ancillary quantities of interest. The dataset to
be analyzed must include at least four variables:
￿ cellvar contains the observed cell frequencies that make up the three-way contingency table object of analysis.
￿ rowvar indexes (and optionally labels) the
I categories of the row variable.
￿ colvar indexes (and optionally labels) the
J categories of the column variable.
￿ layvar indexes (and optionally labels) the







































































) estimates the null effect model, that is, a model that postulates constant pattern and strength of the
R by






















































































) is required. It speciﬁes the baseline pattern of
association between variables
R and





j or, in the case of the
multiplicative model, by the
 
i
j parameters. Some patterns are allowed only when
I
=
J. For details on all these patterns



































































































) speciﬁes the “row and column effects













) speciﬁes the “homogeneous row and column effects



































i requires that the “quasi-version” (i.e., with diagonal-speciﬁc parameters) of the selected pattern of the
R by
C association





































) is speciﬁed. It speciﬁes the list of variables that expresses









) speciﬁes a list of additional variables intended to express particular features of the model that lie outside its
standard formulation. When this option is speciﬁed, the formulas for the additive, linear-additive and multiplicative-uniform












k,w h e r e
t indexes the
T “extra”







































) is speciﬁed. It speciﬁes the list of variables that represent the
V exogenous













purposes, the following constraints are imposed:
￿
r
= 0 for the additive model, and
￿
r
= 1 for the multiplicative model,
where























k. Suppose we are














































) displays in tabular form the total interaction effects estimated by the ﬁtted





















































































































) displays in tabular form layer-speciﬁc structural shift parameters (with standard errors), structural distances (with
standard errors), mean structural distances, and overall structural effect computed according to the Sobel–Hout–Duncan
approach to mobility table modeling (Sobel, et al. 1985). These quantities are particularly relevant in the analysis of social








































) creates newvar containing the total interaction effects estimated by the ﬁtted model. The effects are saved





































a suppresses the output of the table reporting the parameter estimates associated with the extra variables.
Example 1
In this ﬁrst example, I reanalyze the social mobility data used by Yamaguchi (1987) and Xie (1992) in their illustration of,
respectively, the additive and the multiplicative uniform layer effect models. It is a 5
￿5
￿3 contingency table that cross-classiﬁes
father’s occupational class (the row variable), son’s occupational class (the column variable), and country (the layer variable).
The pattern of association between father’s class and son’s class is assumed to be constant across countries. The purpose of the













































































































































































































































































































































































































































































































































Let us start with the additive model. To reproduce Yamaguchi’s (1987) results, two assumptions must be taken into account.
First, occupational classes are ordered hierarchically along a vertical status dimension ranging from upper nonmanual (highest)
to farm (lowest). Second, models are applied to off-diagonal cells only, due to the particular meaning that diagonal cells have in
mobility table analysis. This means that diagonal cells must be “blocked,”, that is, their frequencies must be exactly reproduced























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































In his analysis, Yamaguchi (1987) tests several speciﬁcations of the pattern of association between father’s class and son’s38 Stata Technical Bulletin STB-55
class. For illustration purposes, I will focus on two of them; the “full interaction” pattern and the “homogeneous row and column
effects” pattern. The additive model with full interaction pattern of the
R by




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































As we can see, the output consists of seven items:
￿ A description of the structure of the contingency table object of analysis.










￿ A table reporting goodness-of-ﬁt statistics for both the main model (in this case the additive model) and two benchmark
models: the conditional independence model and the null effect model (see above). In this table,
N denotes the total number
of observations,
d
f the residual degrees of freedom,
X








2 the percent reduction in
G




C the Bayesian information criterion, and
D
I the dissimilarity index. For more details
on these measures, see the Methods and Formulas section below.
￿ A table reporting the maximum likelihood estimates (with corresponding standard errors and
p-values) of the
￿ parameters.
Note that the sign of
￿ for Great Britain reported in Table 2 of Yamaguchi’s (1987) article is reversed.
￿ A table reporting the maximum likelihood estimates (with corresponding standard errors and
p-values) of the parameters
associated with the variables that express the
R by










￿ A table reporting the maximum likelihood estimates (with corresponding standard errors and
p-values) of the parameters












￿ A table reporting kappa indices, which express in standardized form the strength of the
R by
C association within each
layer (Hout, et al. 1995, 813; Goodman 1991, 1089). For more details on the kappa index, see the Methods and Formulas
section below.
Yamaguchi (1987) estimates a second version of this model which constrains the beta parameters for the United States and























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Let us consider now the “homogeneous row and column effects” speciﬁcation of the pattern of association between father’s

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The multiplicative version of the uniform layer effect model with full interaction pattern of the
R by
C association and































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































As we can see, the output includes two new items:
￿ A table reporting the maximum likelihood estimates of the
￿ parameters (layer scores). Three series of
￿ parameters are














1 (see Xie 1992,
382).
￿ A table reporting the maximum likelihood estimates of the
  parameters (
R by
C association scores).42 Stata Technical Bulletin STB-55
Example 2
To illustrate the estimation of the linear additive uniform layer effect model, in this second example I make use of the
sixteen-country social mobility data originally assembled by Hazelrigg and Garnier (1976) and subsequently analyzed by several
researchers (Grusky and Hauser 1984, Xie 1992). It is a 3
￿ 3
￿ 16 contingency table that cross-classiﬁes father’s occupational
class (the row variable), son’s occupational class (the column variable), and country (the layer variable). As in the previous
example, the pattern of association between father’s class and son’s class is assumed to be constant across countries. The purpose
of the analysis is to estimate the effect exerted by some country-level variables on the strength of that association. Following
Hauser and Grusky (1988), four variables have been selected: degree of economic development (measured as per capita energy
consumption in tons of coal), degree of social democracy (measured as percentage of seats in the national legislature held by
social democratic parties), a dummy variable indicating countries belonging to the Eastern block, and a dummy variable indicating
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































In his analysis, Xie (1992) explores the effect exerted by four country-level variables (partially different from ours) on
the strength of the father-son association by computing zero-order correlation coefﬁcients between those variables and the
￿
parameters estimated by the multiplicative model. Alternatively, we can estimate the effect of country-level explanatory variables


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































As we can see from the table reporting the
￿ parameters, the strength of the association between father’s class and son’s
class decreases as both economic development and social democracy increase. Moreover, the father-son association is, coeteris
paribus, stronger in the countries belonging to the Eastern block and weaker in the Asian countries. It is important to stress that,










































































































































































































) under the ﬁtted
model,
N denote the total number of observations, and
d
f denote the residual degrees of freedom under the ﬁtted model. The
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0 denotes the likelihood-ratio
chi-squared statistic associated with the conditional independence model.



















































































































































































; for the multiplicative model








j are parameterized according to the selected pattern of the
R by
C association.































































































































































































0 for identiﬁcation purposes.
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snp15 somersd—Conﬁdence intervals for nonparametric statistics and their differences
Roger Newson, Guy’s, King’s and St Thomas’ School of Medicine, London, UK, roger.newson@kcl.ac.uk
Abstract: Rank order or so-called nonparametric methods are in fact based on population parameters, which are zero under the
null hypothesis. Two of these parameters are Kendall’s
￿
a and Somers’
D, the parameter tested by a Wilcoxon rank-sum
test. Conﬁdence limits for these parameters are more informative than
p-values alone, for three reasons. Firstly, conﬁdence
intervals show that a high
p-value does not prove a null hypothesis. Secondly, for continuous data, Kendall’s
￿
a can often
be used to deﬁne robust conﬁdence limits for Pearson’s correlation by Greiner’s relation. Thirdly, we can deﬁne conﬁdence
limits for differences between two Kendall’s
￿
a’s or Somers’
D’s, and these are informative, because a larger Kendall’s
￿
a or Somers’







d calculates conﬁdence intervals for Somers’
D or Kendall’s
￿












r option is available. The estimation results are saved as for a
















































































































d calculates the nonparametric statistics Somers’






a is calculated for the ﬁrst variable of varlist as a predictor of each of the other variables in
varlist, with estimates and jackknife variances and conﬁdence intervals output and saved in
e
(
) as if for the parameters of a






m to output conﬁdence limits for differences between the population Somers’
D or Kendall’s
￿





















a is calculated, and the variances are calculated assuming that the data are sampled from a population of























































t speciﬁes that the estimates are assumed to have a
t-distribution with
n
￿ 1 degrees of freedom, where




























n (identity or untransformed) is the default.
z speciﬁes Fisher’s






























d estimation (if available),









The population value of Kendall’s
￿




















































expectation. The population value of Somers’

















Y is the difference between two probabilities, namely the probability that the larger of the two
X-values is
associated with the larger of the two
Y -values and the probability that the larger




X is the difference between the two corresponding conditional probabilities, given that the two
X-values are not equal.
Kendall’s
￿





















































































































two-sample rank-sum test represents the case where
X is a binary variable indicating membership of one of two subpopulations.





















































There are several reasons for preferring conﬁdence intervals to
p-values alone:
1. Nonstatisticians often quote a nonsigniﬁcant result for a nonparametric test and argue as if they have “proved” a null
hypothesis, when a conﬁdence interval would show a wide range of other hypotheses which also ﬁt the data.
2. In the case of continuous bivariate data, there is a correspondence between Kendall’s
￿
a and the more familiar Pearson’s
correlation coefﬁcient















and holds if the joint distribution of
X and




















1, respectively. A similar correspondence is likely to
hold in a wider range of continuous bivariate distributions (Kendall 1949, Newson 1987).
3. Kendall’s
￿
a has the desirable property that a larger
￿
a cannot be secondary to a smaller
￿
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both be greater than
￿
X
















> 0), then this
implies that the correlation between
X and
Y is not caused entirely by the inﬂuence of
W.










) are sampled independently from a common

























































































2 in the range of





i is caused entirely by a monotonic positive relationship between both variables and
W


































































































































































































a-values will then be determined by the ordering of the
Y -values when the larger of two
W-values is
associated with the smaller of two
X-values.






X and their differences. We assume the general case where the
observations are clustered, which becomes the familiar unclustered case when there is one observation per cluster. Suppose there
are












i to be the importance weight,
X-value
and
Y -value, respectively, for the
ith observation of the







































































































































































































and any other sums over any other indices. Given that the clusters are sampled independently from a common population of



































j. (In the terminology of Hoeffding (1948), these quantities are regular functionals of the cluster population distribution,






































(These are equal to the familiar formulas (1) and (2) if each cluster contains one observation with an importance weight of one.)
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and the respective jackknife pseudovalues corresponding to the








































































































d calculates correlation measures for a single variable
















). It calculates, in the

















p. This is done using the jackknife inﬂuence matrix
￿, which has
n rows labeled by the cluster subscripts, and
p


































































































The estimates for Kendall’s
￿
a and Somers’
































and the covariance matrices are deﬁned using Taylor polynomials. In the case of Somers’



















































































































all other entries being zero. In the case of Kendall’s
￿














































































































































































all other entries again being zero. The estimated dispersion matrices of the Somers’
D and
￿




























































f option offers a choice of transformations. Since these are available both for Somers’
D and for Kendall’s
￿
a,w e
will denote the original estimate as
￿ (which can stand for
D or
￿) and the transformed estimate as
￿. They are summarized


























































































































































































d displays and saves the transformed estimates and their estimated covariance, instead






















































z-transform was originally recommended for the Pearson correlation coefﬁcient by Fisher (1921) (see also Gayen
1951), but Edwardes (1995) recommended it speciﬁcally for Somers’
D on the basis of simulation studies. Daniels’ arcsine




























d prints asymmetric conﬁdence intervals for the untransformed
D or
￿
a values, calculated from symmetric conﬁdence









m option of other
estimation commands.) Greiner’s
￿ (Kendall 1970) is based on the relation (3), and is designed to estimate the Pearson correlation





















d prints asymmetric conﬁdence intervals
for Greiner’s
￿, using the inverse



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































We see that, given a randomly-chosen foreign car and a randomly-chosen American car, the foreign car is 46% more
likely to travel more miles per gallon than the American car than vice versa, with conﬁdence limits from 19% to 72% more52 Stata Technical Bulletin STB-55
likely. However, being foreign seems to be more reliable as a negative predictor of weight than as a positive predictor of “fuel
















































































































































































































































































































































































The difference between Somers’
D-values is positive. This indicates that, if there are two cars, one heavier and consuming
fewer gallons per mile, the other lighter and consuming more gallons per mile, then the second is more likely to be foreign.
So maybe 1970’s American cars were not as wasteful as some people think, and were, if anything, more fuel-efﬁcient for their
weight than non-American cars at the time. Figure 1 illustrates this graphically. Data points are domestic cars (“D”) and foreign
cars (“F”). A regression analysis could show the same thing, but Somers’
D shows it in stronger terms, without contentious
assumptions such as linearity. (On the other hand, a regression model is more informative if its assumptions are true, so the two






































































































The conﬁdence intervals for such high values of Somers’
D would probably be more reliable if we used the
z-transform,






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































d gives not only symmetric conﬁdence limits for the
z-transformed Somers’
D estimates, but also the
more informative asymmetric conﬁdence limits for the untransformed Somers’






The asymmetric conﬁdence limits for the untransformed estimates are closer to zero than the symmetric conﬁdence limits for the






m gives conﬁdence limitsStata Technical Bulletin 53
for the difference between
z-transformed Somers’
D values. This difference is expressed in
z-units, but must, of course, be in
the same direction as the difference between untransformed Somers’
D values. The conclusions are similar.
Example 2
In this example, we demonstrate Kendall’s
￿
a by comparing weight (pounds) and displacement (cubic inches) as predictors
















































































































































































































































































































































































































a option and the



































































































































































































































































































































































































































































































































































































































































































































m to compare the two predictors and test whether smaller and heavier cars travel fewer miles per gallon










































































































































































































































































































































































































e, and used in [U] 23.11
Obtaining robust variance estimates to denote manufacturer. This analysis assumes that we are sampling from the population





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































r option affects the estimates as well as their
standard errors. This is because the clustered estimates are calculated only from between-cluster comparisons, in this case pairs
of car models from different manufacturers.
Suppose that we are writing for an audience more familiar with Pearson’s correlation than with Kendall’s
￿
a. To estimate
the Pearson correlations corresponding to our
￿
































































































































































































































































































































































































































































































































































































































































































































a between displacement and fuel efﬁciency (from the unclustered output) is seen to correspond to a more
impressive
￿80% Pearson correlation. The estimated Greiner’s
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STB-54 46 sg133 Sequential and drop one term likelihood-ratio tests
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[ssa] Survival Analysis
STB-49 30 ssa13 Analysis of multiple failure-time data with Stata
[sts] Time-series, Econometrics
STB-51 40 sts14 Bivariate Granger causality test
[sxd] Experimental Design
STB-50 36 sxd1.1 Update to random allocation of treatments to blocks
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STB categories and insert codes
Inserts in the STB are presently categorized as follows:
General Categories:
an announcements ip instruction on programming
cc communications & letters os operating system, hardware, &
dm data management interprogram communication
dt datasets qs questions and suggestions
gr graphics tt teaching
in instruction zz not elsewhere classiﬁed
Statistical Categories:
sbe biostatistics & epidemiology ssa survival analysis
sed exploratory data analysis ssi simulation & random numbers
sg general statistics sss social science & psychometrics
smv multivariate analysis sts time-series, econometrics
snp nonparametric methods svy survey sampling
sqc quality control sxd experimental design
sqv analysis of qualitative variables szz not elsewhere classiﬁed
srd robust methods & statistical diagnostics
In addition, we have granted one other preﬁx, stata, to the manufacturers of Stata for their exclusive use.
Guidelines for authors
The Stata Technical Bulletin (STB) is a journal that is intended to provide a forum for Stata users of all disciplines and
levels of sophistication. The STB contains articles written by StataCorp, Stata users, and others.
Articles include new Stata commands (ado-ﬁles), programming tutorials, illustrations of data analysis techniques, discus-
sions on teaching statistics, debates on appropriate statistical techniques, reports on other programs, and interesting datasets,
announcements, questions, and suggestions.
A submission to the STB consists of
1. An insert (article) describing the purpose of the submission. The STB is produced using plain TEX so submissions using
TEX (or L ATEX) are the easiest for the editor to handle, but any word processor is appropriate. If you are not using TEXa n d
your insert contains a signiﬁcant amount of mathematics, please FAX (979–845–3144) a copy of the insert so we can see





e ﬁles, or other software that accompanies the submission.
3. A help ﬁle for each ado-ﬁle included in the submission. See any recent STB diskette for the structure a help ﬁle. If you
have questions, ﬁll in as much of the information as possible and we will take care of the details.
4. A do-ﬁle that replicates the examples in your text. Also include the datasets used in the example. This allows us to verify
that the software works as described and allows users to replicate the examples as a way of learning how to use the software.
5. Files containing the graphs to be included in the insert. If you have used STAGE to edit the graphs in your submission, be




h ﬁles. Do not add titles (e.g., “Figure 1: ...”) to your graphs as we will have to strip them off.






























e if you are working on a Unix platform or by attaching it to an email message if your mailer allows
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