In this paper, performance formulae for a queue serving Gaussian traffic are presented. The main technique employed is motivated by a general form of Schilder's theorem, the large deviation result for Gaussian processes. Most probable paths leading to a given buffer occupancy are identified. Special attention is given to the case where the sample paths of the Gaussian process are smooth. The performance approximations are compared with known analytical results or by means of simulation. The approximations appear to be surprisingly accurate.
Introduction

Background
There are good reasons for making use of Gaussian models of traffic for performance models of elements of communication networks. In particular, an application of the central limit theorem leads us to believe that the traffic on communication links will become closer to a Gaussian process as more independent sources add their contribution to the network [3] . Also, the appropriate correlation behavior for network traffic is to some extent clear from studies of real networks. It is well known that over a wide range of lags, the correlation of traffic follows a power law. This is most succinctly expressed in terms of the variance of the traffic arriving in an interval of length t, which is observed to be proportional to t 2H over a wide range of values of t. The parameter H is referred to as the Hurst parameter [11] and frequently takes values typically in the range 0.7 to 0.9.
The fractional Brownian motion model [15] has these correlation properties exactly over the entire range of positive lags. For this reason it has formed a focus of study for some time. Nevertheless, this model is completely non-physical at small time scales: the ratio of the standard deviation of the arriving traffic over the mean approaches infinity, so that negative traffic becomes as likely as positive traffic. A particularly paradoxical feature of fBm-like non-smooth continuous models is that they exhibit zero probability of a non-empty buffer even when system utilization is low.
Idea and outline of this paper
There is no mathematical difficulty in considering Gaussian models with different small time scale behavior. For Gaussian models with smooth paths, the phenomenon of negative traffic can be kept to a low level, although it is not possible to formulate a Gaussian traffic model with no negative traffic. Such models have long been used in the theory of communication and are relatively well understood. What is needing development is a theory for predicting the performance of networks carrying such traffic. That is a subject of this paper. For earlier approaches, see, e.g., [10] , where similar approximations are used as in this paper, and [8] .
With smooth Gaussian input, the system can also have high utilization and a low probability for non-empty buffer. We present upper and lower bounds and an often good approximation for this probability.
In studying this kind of model, we do not mean to imply that real traffic is smooth on small time scales. On the contrary, one observes there fractal-like scaling behaviour with more complicated structure than self-similarity, and the marginal distributions are strongly non-Gaussian (see [12, 1] ). However, smooth models can be justified when the time scales and buffer sizes are so large that variations in the shortest scales can be neglected.
The greatest benefit of the techniques to be presented is that they are applicable to heterogeneous traffic. Usually an attempt to analyze superpositions of arbitrary heterogeneous traffic streams leads to a dead-end. For Gaussian processes, superposition means just adding the variance functions. The machinery introduced in this paper can be applied to any Gaussian process with stationary increments in a very straightforward way.
Our basic approximation is motivated by a large deviations analysis by means of a generalized Schilder's theorem from [7] . This theorem is used to identify the most likely path to achieve a certain buffer level and provides an estimate of the probability of the event that the buffer achieves this level. Many applications of large deviation methods to this type of problem up to now have emphasized results which are asymptotically accurate for large buffer levels. Our results show that the estimates in this paper are indeed quite accurate over the full range of buffer levels and even for quite high traffic levels. A shorter and earlier version of this paper appeared in the proceedings of ITC-16 [2] .
The paper is structured as follows. Subsection 1.3 gives a nutshell presentation of our approach. In section 2, the mathematical framework is set out, including the identification of the most likely paths. Many general properties of these paths are derived. This is used to develop an approximation for the buffer contents distribution. The probability of buffer non-emptiness is given special consideration. In section 3, various applications of the technique are introduced and comparisons between the estimates and known analytical results or simulations are presented. This includes some strange-looking paths and an example where there are more than one "most probable paths". Conclusions are drawn in section 4.
Engineering summary
This subsection provides our condensed "recipe" for readers interested mainly in applications. In order to facilitate reference to the subsequent derivation of the key formulae, they are here given the numbers of their counterparts in the mathematical presentation of Section 2 (their outlook may be slightly different, because the theory, as well as the examples in Section 3, are presented in a normalised setup with m = 0, c = 1. The relation between normalized and general situations is explained in subsection 2.2).
Throughout this paper, we consider a single unlimited buffer and assume that the arriving work in any interval (0,t), denoted by A t , has Gaussian (that is, normal) distribution t ≥ 0. Further, we consider only stationary systems and assume that the process (A t ) is defined on the whole time axis in such a way that for any fixed t 0 ∈ IR, (A t 0 +t − A t 0 ) t∈IR is distributed similarly to (A t ) t∈IR . The mean of A t then takes the form mt, for some m ∈ IR + . The second order statistics of this input process is completely characterised by means of the variance-time curve
The covariance function of A can then be written in terms of v as
The speed of the server to which this work is submitted will be denoted by c. Assuming m < c, the amount of work buffered at time t is given by the stationary process
7)
where t * is a value t ≥ 0 which minimises the expression (x + (c − m)t) 2 /v(t). If v is differentiable at t * , this value can be found as a positive solution of
The idea of the basic approximation is essentially the replacement of a union by its most probable member. As an interesting by-product, we obtain the most probable sample path of A along which the exceedance of a certain buffer level x happens. It has the expression
In the case where the input process has a rate, i.e., there is a stationary Gaussian process {X t } such that A t = t 0 X s ds, as well as in the case that we work in discrete time, it is good to have a separate approximation to the probability P(V > 0) that the buffer be non-empty. We suggest the following (in Section 2.4, we also derive reasonably tight upper and lower bounds):
(2.15)
In our experience, the basic approximation is often improved if it is multiplied by the above number.
The "practical message" of our paper is that the distribution of a queue with stationary Gaussian input, with completely general correlation structure, can usually be well approximated using the above formulae.
Section 3 provides a number of examples that illustrate the flexibility and generality of our approach. The Gaussian model corresponding to Poissonian input is the Brownian motion. For identical periodic pulse sources with random phases, one can use the Brownian bridge. We also consider the Gaussian counterpart of a superposition of periodic on/off process with random phases. Fractional Brownian motion has been used as a long-range dependent model for Internet traffic. We also have considered Gaussian counterparts of Poisson-driven burst processes, both with exponential bursts (the Anick-Mitra-Sondhi model) and with Pareto bursts. Finally, we provide an interesting example of a heterogeneous traffic mixture.
We close this summary with a warning: Gaussian approximations may be misleading when the real traffic, considered at a relevant time scale, is not close enough to a Gaussian process.
Mathematical techniques and results
The path spaces Ω and R
Let us first define our mathematical framework. Throughout the paper, we let (Z t ; t ∈ (−∞, ∞)) denote a non-trivial centered Gaussian process with continuous sample paths and stationary increments, with normalization Z 0 ≡ 0. Denote by v the (necessarily continuous) variance function
for some α < 2. The covariance function of Z is denoted by
Define next a path space Ω as
Equipped with the norm
Ω is a separable Banach space. We choose Ω as our basic probability space by letting P be the unique probability measure on the Borel sets of Ω such that the random variables Z t (ω) = ω(t) form a Gaussian process with covariance function Γ(·, ·). To see that Z can be realized on Ω, i.e. that lim t→∞ Z t /t = 0 a.s., write
where
In addition to this basic probability space, a central role will be played by a linear subspace of Ω which consists of smoother functions than the typical paths of Z and which can be given a Hilbert space structure. This space, the reproducing kernel Hilbert space R related to Z, is defined by starting from the functions Γ(t, ·) and defining an inner product by
The space is then closed with linear combinations and completed with respect to the norm · 2 R = ·, · R . The inner product definition generalizes to the reproducing kernel property:
R is a subset of Ω since, by Cauchy-Schwarz,
where the last supremum is finite by (2.1). Thus, the Hilbert topology of R is finer than that induced by Ω. On the other hand, one can show that the space R is an everywhere dense subset of the support of P (see [7] ).
If we make the above construction for a centered Gaussian distribution on IR d , the space R is IR d itself, but equipped with an inner product such that the density of the distribution can be written as const · exp(− x 2 R /2). Thus, minimizing R-norm means maximizing the density. This gives some heuristic understanding of the space R.
We shall often consider the case that Z has the form Z t = t 0 X s ds, t ∈ IR, where X is a continuous stationary zero-mean Gaussian process with autocovariance function
. Note that we do not assume that γ be integrable over R, that is, we allow X to be long range dependent.
The input process and the storage process
Let A be a Gaussian process with stationary increments and A 0 = 0 but not necessarily centered. We interpret A as the input process to an unlimited storage so that the amount of input traffic in interval (s,t] is given by the difference A t − A s . We assume that the corresponding centered process satisfies the assumptions of the previous subsection. The storage occupancy process V driven by A is defined as
where c is the service rate.
Our Gaussian traffic model has the following parameters: m = EA 1 is the mean rate, and v(t) = Var (A t ) is the cumulative variance function. We denote the corresponding centered process by Z t = A t − mt. The whole storage system has additionally the third parameter c. The storage process V depends, however, on m and c only through their difference c − m, so that the storage process has in fact only one scalar parameter, in addition to the function-valued parameter v.
We always assume that 0 ≤ m < c. Then V (A) is almost surely finite. Indeed, since A t = mt + σZ t , it is enough to remember that Z t (ω)/t → 0 for every ω ∈ Ω.
When the focus is on the mathematical properties of V , as it is in this paper, it does not restrict generality to consider only the normalised case that m = 0 and c = 1. To see this, denote by V t (m, v, c) the storage process with parameters m, v and c. Then
.
Unless otherwise stated, in this paper we always consider normalised models where A = Z is centered and c = 1.
The basic approximation and most probable paths
Although we are not considering large deviations in this paper, our approach is strongly motivated by the large deviations principle for Gaussian processes, which is known as generalized Schilder's theorem. Originally this generalization to Gaussian processes in a Banach space is due to Bahadur and Zabell [7] (see also [6, 9] ). The technique presented in this section was introduced in the case of fractional Brownian motion in [16] . Here we extend the range of its use to arbitrary Gaussian processes with stationary increments.
With the assumptions of section 2.1, the generalized Schilder's theorem states the following:
otherwise, and for any set A ⊂ Ω, denote I(A) = inf ω∈A I(ω). Then I is a good rate function for the centered Gaussian measure P and satisfies the large deviation principle:
In this paper, we call the approximation P(B) ≈ e −I(B) in short as the basic approximation. From Schilder's theorem we know that the basic approximation becomes accurate in the logarithmic large deviations limit. (For many events B it is, of course, totally erroneous.) Let B be a subset of Ω. We call a path ω ∈ Ω a most probable path in B if ω ∈ B ∩ R and
. Using the basic approximation means finding a most probable path and evaluating its R-norm. This is often difficult. However, for the event that the storage occupancy exceeds a threshold there is an extremely simple solution:
where t * ≥ 0 minimizes (x + |t|) 2 /v(t).
it is sufficient to first identify the most probable path of {−Z t = y} for each t and y and then minimize with respect to t and y. Now, by the reproducing kernel property (2.2), a path f belongs to {−Z t = y} ∩ R if and only if f ∈ R and
That is, the task is to minimize the Hilbert space norm under the condition that the inner product with a given vector is fixed. Because the vector Γ(t, ·) is orthogonal to the hyperplane defined by (2.5), the solution is simply a proper multiple of that vector; denote it by f y,
. For y ≥ x + |t|, this is minimized by y = x + |t|, so it remains to minimize f x+|t|,t
and the most probable path is given by
Proof That t * satisfies (2.6) is seen simply by derivating (x + |t|) 2 /v(t) with respect t. Then applying (2.6) gives
Thus, the basic approximation for the stationary storage occupancy distribution is
where the last equation is valid if v is differentiable at t * .
Corollary 2.4
If Z t has a form Z t = t 0 X s ds, where X is a continuous stationary zero-mean Gaussian process with autocovariance function γ(t) = EX 0 X t , t ∈ IR, then the basic approximation for the probability that the buffer be nonempty is
Trivially max u γ(u) = γ(0). Thus, v(t) ≤ γ(0)t 2 for all t and
, ∀x,t > 0.
Take any sequence
Note that t * and the most probable path are not necessarily unique:
Example 2.5 Consider a superposition of Brownian motion and periodic Brownian bridge,
n+1+x , and correspondingly there exist two most probable paths.
As the example above shows, our framework allows processes with periodic paths. The following proposition collects some facts related to periodicity and deterministic relations.
Proposition 2.6
(i) If v(t) = 0 for some t > 0, then Z is periodic with period t.
(ii) If Z s = aZ t a.s. for some 0 < s < t such that v(t) > 0, then a = 1 and Z is periodic with period t − s.
(iii) If Z is periodic with period d and x > 0, then the minimum of (x + |t|) 2 /v(t) w.r.t. t is obtained only in (0, d).
Proof (i) and (iii) are obvious. Let us then make the assumptions in (ii) and assume also that a = 1. By stationarity of increments and invertibility in time,
Combining these, we obtain Z 2t = 2Z t . Induction shows that Z nt = nZ t for all n ∈ IN, which is in contradiction with our assumption (2.1).
Most probable paths have following general features:
The path f is antisymmetric around the time point −t * /2.
(ii) With input path f , the storage occupancy at time 0 is x, i.e. V 0 ( f ) = x, and V −t * =0.
(iii) The storage occupancy path defined by f is strictly positive on the interval (−t * , 0], i.e.,
Proof (i) This is seen from the equality
(ii) This is obvious from Proposition 2.2.
where the inequality follows from the facts that the correlation coefficient lies between -1 and 1, and t * minimizes (x + |s|)/ v(s). Equality is possible only if Z s = aZ −t * a.s. for some constant a. By (ii) of Proposition 2.6, Z is periodic with period t * − |s|. By (iii) of the same proposition, t * cannot be a minimum of (x + |t|) 2 /v(t), and we get a contradiction.
(iv) It is enough to show the latter inequality -the former then follows by the anti-symmetry noted in (i).
Since t * minimizes (x + |t|) 2 /v(t),
The first inequality is due to Cauchy-Schwarz and the second one follows from (2.9). By (ii) of Proposition 2.6, there can be an equality only if Z is periodic with period h.
Note that the most probable storage path is usually not symmetric around the origin (where it has its highest point). Outside the "busy period" interval [−t * , inf {s > 0 : V s ( f x,t * ) = 0} we have V s ( f x,t * ) = 0 in most cases of interest. However, this need not be the case. An extreme case is provided by processes with periodic variance function, for which V * x is periodic also.
Remark 2.8
The following observation is sometimes useful in identifying the minimizing points t * . Let us define the monotonic functionṽ(t) = sup {v(s) : s ≤ t}, t > 0. Then t * minimizes (x + |t|) 2 /v(t) if and only if it minimizes (x + |t|) 2 /ṽ(t).
Associated with the basic approximation, we have the obvious lower bound
in which Φ(·) denotes the complementary normal distribution with mean zero and standard deviation 1.
Simulations show the basic approximation itself as an upper bound but we have not found any proof for this. Note also that the basic approximation is exact for Brownian motion and Brownian bridge.
Buffer emptiness
The probability that the buffer is not empty is a quantity of particular interest. Using constraints on the way in which busy periods occur we can develop upper and lower bounds for the stationary probability of P(V t > 0). Here we still assume that A = Z is centered, but do not normalise the service rate c to one.
Let Φ σ denote a normal distribution with mean zero and standard deviation σ, Φ σ = 1 − Φ σ its complement, and Ψ c,σ the function defined by , and we shall use its inverse between these intervals.
Proposition 2.9
If the centered Gaussian process (Z t ; t ∈ (−∞, ∞)) has a rate process (X t ; t ∈ (−∞, ∞)) with mean zero and standard deviation σ and the server has rate c > 0, then the probability of emptiness has the following upper and lower bounds:
with equality holding for x ≥ c. Our key observation is that since the traffic during a busy period is precisely as much as required to keep the server busy, an ergodicity argument gives that
With some manipulation, (2.13) is seen equivalent to
Now let f + (resp. f − ) denote the function that maximizes (resp. minimizes) c −∞ f (x) dx subject to (2.12) and (2.14). It is straightforward to check that
otherwise.
It follows that
Adding Φ σ (c) to each expression, we obtain the bounds stated in the proposition.
In addition to the bounds of Proposition 2.9, we propose the following convenient approximation:
A heuristic motivation goes as follows. P(X t > c) is the probability that the buffer is non-empty and going up. (2.15) guesses that during busy periods, the buffer goes down roughly as often as it goes down.
A comparison of the lower and upper bounds and two heuristic approximations is presented in Figure 2 .1. Note that they all are based only on the one-dimensional marginal distribution of X. 
Examples
In this section, we present several different applications of the performance formulae. The examples are mostly Gaussian counterparts of standard queuing systems. An interesting and very important question is how well the Gaussian counterpart approximates the original input process. If the input process only consists of a single stream, then the Gaussian version is certainly poor, but if the number of independent streams increases then the accuracy of the Gaussian approximation improves. This aspect is worth of own study and we will only consider differences between our approximations and true Gaussian systems. The comparisons are performed with known analytical results or simulations.
Gaussian counterpart of M/D/1
Work arrives in quanta of size 1 according to a Poisson process with parameter λ. Then v(t) = Var (A t ) = λt, and the corresponding centered Gaussian process is a Brownian motion (in fact, this would be the case also with compound Poisson input). Then and the basic approximation happens to be exact for the Gaussian model (this fact about the maximum of a Brownian motion with negative drift is included in most textbooks). The most probable queue evolution consists of symmetric straight lines up and down (see Figure 3 .1).
Gaussian counterpart of nD/D/1
Work arrives in quanta of size one from n periodic sources with period d and uniformly distributed phases. We have Var (A t ) = n 
and the basic approximation happens once more to be exact for the Gaussian model (see [18] , p. 400). Further, Γ(s,t) =
, and the most probable input path reaching storage level x is the periodic path
The periodic most probable storage path in {V 0 ≥ 1} is shown in Figure 3 .2.
Gaussian counterpart of periodic on-off sources
The input traffic is a superposition of n periodic on-off sources with on-periods d on and off-periods d o f f , and uniformly distributed phases. Assume that the input rate during an on-period is 1. 
Fractional Brownian motion
The input process is already a Gaussian process. Var (A t ) = σ 2 t 2H , where H ∈ (0, 1). We have
The basic approximation is thus a Weibull distribution. It is not exact, but known to be a reasonably good estimate (see e.g. [13] ).
Depending on the value of H, the most probable paths exhibit quite different features. When H > 1/2, the process is positively correlated and the most probable path is smooth. Whereas, if H < 1/2 then the input process has negative correlations causing the most probable storage path to behave oddly. In Figure 3 .4, these features are also clearly seen.
Gaussian counterpart of Anick-Mitra-Sondhi model
This is a fluid model [5] . Work arrives from N sources in bursts which have speed h and Exp(β) distributed lengths. After each burst the source keeps silent an Exp(λ) distributed period. The input process variance is
Simplifying the notation further with time scaling by factor λ + β, let us consider Gaussian input with variance
The autocovariance of the rate process in this case is γ(t) = 1 2 e −t . This comes from the strictly exponential autocorrelation of the rate process, and has the same form in some other popular models: Kosten's model, where similar bursts as above start according to a Poisson process (case "N = ∞"), and the renewal rate process with exponential renewal times [18] . On one hand this means that a Gaussian approach cannot make distinctions with respect to features where these models differ. On the other hand, it means that at a traffic aggregation level where the Gaussian approximation works well it does not matter which one of these models one chooses.
The most probable path with storage occupancy x at time 0 is
Note that this path is similar to that obtained in Shwartz and Weiss [19] as a large deviations limit of the true Anick-Mitra-Sondhi system. The corresponding most probable storage path in {V 0 ≥ 1} is shown in Figure 3 .5. For the purpose of checking the bounds and approximations described in section 2, we generated traces of the Gaussian process described above, with the variance function v(t) = C (t − 1 + e −t ), where C is a positive parameter. These traces were fed into a simple queue with service capacity 1.
We used an extension of the conditionalized random midpoint displacement algorithm (RMD mn ; see [17] ). Each trace had length 2 24 time steps and resolution 2 −6 , the length in time units thus being 2 18 . In coarser resolutions the process behaves like Brownian motion but in finer resolutions it is quite smooth. (see Figure 3 .6). According to section 2.3 the queue length probabilities may be approximated either by the basic approximation formula (2.7) or by the basic lower bound (2.10). The former can be improved by rescaling it so that it has the idle probability given by (2.15) . Figure 3 .7 shows the queue length probabilities from the simulation and their approximations. As expected, the tail behavior is nicely captured by both formulae, but the basic approximation strongly overestimates small queues and non-emptiness, and the basic lower bound is about half of the true value. The shifted basic approximation is close to the simulation results over the whole range of observed buffer levels.
Poisson-Pareto burst process
The term "Poisson burst process" was used in [18] for a traffic model where i.i.d. bursts with rate h start according to a Poisson process with parameter λ. Then
where U is the generic burst length random variable. Using this family of variance functions may be the simplest way to define absolutely continuous Gaussian processes with long range dependence: just let U have a Pareto distribution with infinite variance: P(U > x) = (1/x) β ∧ 1, β ∈ (−2, −1). Let us consider the Gaussian counterpart of such a process. The variance is given
where C > 0. As in the previous examples, we can calculate the most probable path and the corresponding most probable queue evolution (see Figure 3 .8). Let us consider case β = −1.5. We again generated traces whose lengths were 2 24 steps with resolution 2 −6 . In coarse resolutions these processes have the same correlation structure as fractional Brownian motion with H = 0.75, and on the other hand, v(t) behaves like Table 3 .2: Idle probabilities from simulations and the corresponding approximations. The queue length distributions and their basic approximations are shown in Figure 3 .10. In this case even the shifted basic approximation overestimates the tail. This is in accordance with the known, accurate asymptotics of the fBm queue (see, eg, [14, 13] ).
Multiplexing heterogeneous streams
All the previous examples considered homogeneous traffic. The true benefit of the proposed method is seen when we multiplex Gaussian streams with different variances. For example, it is almost impossible to handle superposition of periodic on-off sources if the periods are different. Using Gaussian approximation, the problem simplifies to calculation of the most probable storage path. The only difficulty here is to find the minimum of the function g x (t) = (t + x) 2 /v(t), after that everything is straightforward.
As an example let us consider a superposition of periodic Brownian bridge and fractional Brownian motion with the joint variance v(t) = c 1 [t] 1 (1 − [t] 1 ) + c 2 t 2H . In this case, g (v) x has infinitely many local minima (see Figure 3 .11) and some ad hoc method has to be used in order to determine the global one. The most probable storage path is strongly dependent on the ratio between coefficients c 1 and c 2 . If the fractional Brownian motion dominates, then the queue evolution is non-periodic, but if the role of Brownian bridge is strong enough, then a kind of periodic behavior is observed (see Figure 3 .12). On the other hand, with large x, probabilities P{V > x} are determined mostly by the fractional Brownian motion, because the periodic traffic effects only on small resolutions. This is also seen in Figure 3 .13.
Conclusions
Gaussian traffic models appear to be realistic in some situations already and are likely to become more so as traffic is aggregated to higher and higher levels. In this paper, very simple and reasonably accurate, explicit performance formulae applicable to a very wide class of Gaussian traffics have been studied. Surplus value is obtained through an immediate identification of the most probable paths to achieve a certain buffer level. The paths are built out of the covariance function of the input process. In particular, the straightforward applicability to the superpositions of very different processes offers wide possibilities of utilization in real applications.
There are a number of possible further developments from the work presented here, including refinement of the approximations, exploration of the implications for network dimensioning and planning, and extensions to more complicated systems like priority queues.
