Abstract-This paper presents a novel framework for visual object recognition using infinite-dimensional covariance operators of input features in the paradigm of kernel methods on infinite-dimensional Riemannian manifolds. Our formulation provides in particular a rich representation of image features by exploiting their non-linear correlations. Theoretically, we provide a finite-dimensional approximation of the Log-Hilbert-Schmidt (Log-HS) distance between covariance operators that is scalable to large datasets, while maintaining an effective discriminating capability. This allows us to efficiently approximate any continuous shift-invariant kernel defined using the Log-HS distance. At the same time, we prove that the Log-HS inner product between covariance operators is only approximable by its finite-dimensional counterpart in a very limited scenario. Consequently, kernels defined using the Log-HS inner product, such as polynomial kernels, are not scalable in the same way as shift-invariant kernels. Computationally, we apply the approximate Log-HS distance formulation to covariance operators of both handcrafted and convolutional features, exploiting both the expressiveness of these features and the power of the covariance representation. Empirically, we tested our framework on the task of image classification on twelve challenging datasets. In almost all cases, the results obtained outperform other state of the art methods, demonstrating the competitiveness and potential of our framework.
INTRODUCTION

C
Ovariance descriptors are a powerful image representation approach in computer vision. In this approach, an image is compactly represented by a covariance matrix encoding correlations between different features extracted from that image. This representation has been demonstrated to work very well in numerous vision tasks, including tracking [42] , object detection and classification [50] , [51] , and image retrieval [11] . Covariance descriptors, properly regularized if necessary, are symmetric positive definite (SPD) matrices, which do not form a vector subspace of Euclidean space under the standard matrix addition and scalar multiplication operations, but form a Riemannian manifold. The optimal measure of similarity between covariance descriptors is thus not the Euclidean distance, but a metric that captures this manifold structure. One of the most commonly used Riemannian metrics in the literature is the Log-Euclidean metric developed by [2] . This is a so-called bi-invariant Riemannian metric under which the manifold is flat, that is having zero curvature. Therefore, it is efficient to compute and can be used to define many positive definite kernels, allowing kernel methods to be applied directly on the manifold. This latter property has been exploited successfully in various recent work in computer vision [22] , [30] . However, a major limitation of covariance matrices is that they only capture linear correlations between input features.
In this work, we propose to use infinite-dimensional covariance operators as image representations. These are covariance matrices of infinite-dimensional features, which are induced implicitly when a positive definite kernel (K 1 in Fig. 1 ), such as the Gaussian kernel, is applied to the original image features. These covariance operators capture in particular non-linear correlations between the original input features. Each image is then represented by one such covariance operator.
For tasks such as image classification, we require the notion of similarity between image representations, which in this case means the similarity between the corresponding covariance operators. It is known that covariance operators, properly regularized, lie on the infinite-dimensional Riemannian manifold of positive definite operators [28] . On this manifold, the generalization of the Log-Euclidean metric is the Log-Hilbert-Schmidt (Log-HS) metric [36] . Give two covariance operators, as a similarity measure, we can compute either the Log-HS distance or the Log-HS inner product between them. Having computed the Log-HS distances or Log-HS inner products between the covariance operators, another positive definite kernel (K 2 in Fig. 1 ) can be computed using these distances or inner products and used as input to a kernel classifier, e.g. SVM.
In essence, the above two steps, namely image representation by covariance operators and kernel classification, together make up a two-layer kernel machine (Fig. 1) . The kernel K 1 in the . Next, a positive definite kernel (K 1 ) is defined (step 3), which implicitly maps the features F i 's into an infinite-dimensional feature space, implicitly defining an infinite-dimensional covariance operator corresponding to each image. We then compute, explicitly, a finite-dimensional approximation for each of these covariance operators (step 4). Finally, another positive definite kernel (K 2 ) is computed using the distances between the approximate covariance operators (step 5) and used as input to an SVM classifier (or any other kernel method) (step 6).
first layer, with the low-level image features as input, induces covariance operators which capture non-linear correlations between these features. The kernel K 2 in the second layer, with the Log-HS distances or Log-HS inner products between covariance operators as input, allows the application of kernel methods, e.g. SVM, to these operators. The result of this double kernelization process is a more powerful representation that can better capture the expressiveness of the image features by exploiting both the power of kernel methods and the Riemannian manifold setting of covariance operators.
However, as with many kernel methods, one drawback of the original Log-HS metric formulation in [36] is that it tends not scale well to large datasets.
Approximate Log-HS distance. To carry out the above kernelization efficiently, we develop the following novel mathematical and computational framework. In this paper, we propose an approximate Log-HS distance formulation. This is done by approximating the implicit infinite-dimensional covariance operators above by explicit finite-dimensional covariance matrices, which are computed using explicit approximate feature maps of the original kernel (K 1 in Fig. 1 ). We demonstrate that the approximate Log-HS distance is substantially faster to compute than the true Log-HS distance, with relatively little loss in the performance of the resulting algorithm. The first main theoretical contribution of the present work is the mathematical derivation and justification of the approximate Log-HS distance. In particular, we provide the necessary and sufficient conditions under which the finite-dimensional approximate Log-HS distance converges to the infinite-dimensional exact Log-HS distance as the dimension goes to infinity. As we prove mathematically, this convergence is non-trivial and requires assumptions beyond those for the approximation of the exact values of the original kernel (K 1 in Fig. 1 ).
For the learning step, with the approximate Log-HS distance, it is then possible to compute efficiently, on large scale datasets, continuous shift-invariant kernels (K 2 is Fig. 1 ), such as Gaussian kernels, that approximate the corresponding kernels defined using the exact Log-HS distance.
Approximate Log-HS inner product. In contrast to the Log-HS distance, in the second main theoretical contribution of this work, we show that the infinite-dimensional exact Log-HS inner product can be approximated by its finite-dimensional counterpart only in a very special case. In fact, in most scenarios, as the dimension approaches infinity, the finite-dimensional approximate Log-HS inner product either diverges or converges to a value that is different from the infinite-dimensional exact Log-HS inner product. For the learning step, this means that kernels defined using the infinite-dimensional Log-HS inner product, such as linear and polynomial kernels, are not scalable in the same way as the shift-invariant kernels defined using the infinite-dimensional Log-HS distance. Covariance operators of low-level features and convolutional features. While they have been demonstrated to be highly effective for many vision tasks, to the best of our knowledge, covariance descriptors have only been used so far to encode correlations of low-level image features such as colors and gradients, or pre-defined features such as SIFT. This leads us to convolutional networks (ConvNets), in which the features are learned by the networks themselves. ConvNets have been shown to scale well to very large datasets, yielding impressive results on many challenging vision tasks recently, including object recognition [47] , object localization and detection [19] , fine-grained categorization [21] , and depth estimation [15] , among many others. In this work, apart from covariance operators of low-level and pre-defined image features, we propose to also build covariance operators of convolutional features obtained from ConvNets, specifically the internal representation known as hypercolumns [21] . This approach allows us to capture non-linear correlations between convolutional features, further enhancing their expressive power.
Contributions of this work. In summary, the novel contributions of our work are the following. Mathematically and computationally, we present an approximate formulation for the Log-HS distance between covariance operators that is substantially faster to compute than the exact formulation in [36] and that is scalable to large datasets, while substantially maintaining an effective discriminating capability. Our approximate Log-HS distance formulation is fully justified mathematically, with necessary and sufficient conditions guaranteeing its convergence to the exact Log-HS distance. On the other hand, we show that the exact infinite-dimensional Log-HS inner product can be approximated by its finite-dimensional version in a very limited scenario. Consequently, it cannot be scaled up to large datasets in the same way as the Log-HS distance. Methodologically, to our best knowledge, our framework is the first to encode the features of convolutional networks by covariance descriptors, exploiting both the expressiveness of these features and the power of kernel methods and Riemannian geometry. Empirically, we apply our approximate Log-HS distance framework to the task of visual object recognition, using altogether twelve challenging, publicly available datatsets, ranging from Fish, Virus, and Texture to Scene recognition. On these datasets, our proposed method compares very favorably with previous state of the art methods in terms of classification accuracy and especially in computational efficiency, demonstrating the competitiveness and potential of our framework.
Previous and related work. Infinite-dimensional covariance operators of low-level features have been applied to the task of image classification recently by [36] , which formulated the Log-HS metric, and by [20] , which used the formulation for Bregman divergences proposed in [57] . While they both work very well, these methods tend to be computationally intensive and not scalable to large datasets. There exists a large literature on large-scale kernel approximation, which focuses on approximating either the feature maps or the kernel matrices [43] , [46] , [55] , but not on the approximation of the covariance operators, as we do in this paper. In [17] , the authors essentially consider an approximate version of the affine-invariant distance between covariance operators for image classification. However, the affineinvariant distance generally does not lead to positive definite kernels [22] and, as we show in Section 3, this approximation approach is not scalable to large datasets.
The original Log-HS distance formulation between positive definite operators in [36] is the infinite-dimensional generalization of the Log-Euclidean distance between SPD matrices in [2] . Recently, the Log-Euclidean metric has been employed to define positive definite kernels, e.g. Gaussian kernels, allowing kernel methods to be applied directly on the manifold of SPD matrices [22] , [23] , [30] . Thus, the two-layer kernel machine that we describe here, using either the exact Log-HS distance or its approximation, is a generalization of the kernel methods using the Log-Euclidean distance in [22] , [23] . In particular, if we set the kernel K 1 in Fig. 1 to be the linear kernel, then we recover the framework in [22] , [23] . We compare this framework with our current approach empirically in Section 6.
Apart from the affine-invariant Riemannian and Log-Euclidean metrics, one other important family of distance (and distancelike) functions on the set of SPD matrices is that of the Bregman divergences [9] , in particular the symmetric Stein divergence [48] . These distance functions do not arise from Riemannian metrics but from the convex structure of the set of SPD matrices and have been shown to work well in applications using nearest neighbor search [11] . In [48] , it was shown that, in contrast to the case of the Log-Euclidean distance, the Gaussian kernel defined using the symmetric Stein divergence is positive definite for specific choices of the kernel bandwidth, and thus it might not always be suitable for use in kernel methods, where parameter tuning is often necessary. Kernelized versions of the Bregman divergences and their applications in computer vision have been considered in [20] , [57] , with strong improvements over the classical Bregman divergences between SPD matrices. To the best of our knowledge, however, there is currently no theoretical result on the positive definiteness of the Gaussian kernel defined using the kernelized symmetric Stein divergence comparable to those given in [48] . We provide empirical comparisons of our current approach with both the symmetric Stein divergence [11] and the kernelized Bregman divergences [20] in Section 6.
We note that, in general, the construction of positive definite kernels using Riemannian metrics, and non-Euclidean metrics generally, is highly non-trivial and is a topic of continuing research interest [18] , [48] .
The current paper is a significantly extended version of our conference paper [34] , with the following novel theoretical, methodological, and empirical contributions, in addition to those in [34] . Theoretically, we show that the infinite-dimensional Log-HS inner product between covariance operators in [36] can be approximated by its finite-dimensional counterpart only in a very special case. Methodologically, we propose to apply our framework to convolutional features extracted from ConvNet. Empirically, we tested our framework using convolutional features on eight datasets, obtaining very favorable results compared to the state of the art.
Organization. We give an overview of the Riemannian distances between finite-dimensional covariance matrices and their generalizations to infinite-dimensional covariance operators in Section 2. The core of the paper is contained in Section 3, in which we present our approximate Log-HS distance formulation, using two methods for computing approximate feature maps and covariance operators. Section 4 contains our analysis of the approximate Log-HS inner product, in particular its non-convergence to the exact infinite-dimensional Log-HS inner product. Section 5 describes two feature representations, namely low-level and convolutional features, that are used in the experiments. Empirical results on the task of visual object recognition, using twelve different datasets, are reported in Section 6. Proofs for all mathematical results in the paper, along with further technical information, are given in the Appendices.
DISTANCES BETWEEN COVARIANCE MATRICES AND COVARIANCE OPERATORS
Let n ∈ N be fixed. Given two n×n covariance matrices A and B, a straightforward distance between them is the Euclidean distance
where || || denotes the Frobenius norm, which for A = (a ij )
is given by ||A||
ij . This norm is induced by the Frobenius inner product A, B F = tr(A T B). Clearly, both the distance ||A − B||F and the inner product A, B F , which are defined solely in terms of the entries of A and B, do not reflect any structure in A and B, including in particular the fact that they are both elements of the convex cone of positive semi-definite matrices. In order to do so, the following distances, which are based on the intrinsic geometry of the set of SPD matrices, are commonly employed in the literature.
Riemannian distances between SPD matrices
Covariance matrices of size n × n, properly regularized if necessary, are instances of the set Sym ++ (n) of SPD matrices, which can be endowed with a Riemannian metric structure, forming a finite-dimensional Riemannian manifold, see e.g. [3] , [41] . The most commonly encountered Riemannian metric on Sym ++ (n) is the affine-invariant metric, in which the geodesic distance between two SPD matrices A and B is given by
In Eq. (2), log denotes the principal matrix logarithm, which for an SPD matrix A is defined by log(A) = U log(D)U T , where A = U DU T is the spectral decomposition for A. From a practical perspective, the distance (2) tends to be computationally intensive for large scale datasets. This motivated the development of the Log-Euclidean metric framework of [2] , in which the geodesic distance between A and B is given by
The Log-Euclidean distance given in (3) is faster to compute than the affine-invariant distance (2), especially for computing all pairwise distances on a large set of SPD matrices. Furthermore, the Log-Euclidean metric can be used to define many positive definite kernels, such as the Gaussian kernel, which is not possible using the affine-invariant metric [22] .
Log-Euclidean distance versus Euclidean distance. While these two distances are closely linked to each other, we wish to emphasize that the Log-Euclidean metric is itself a Riemannian metric on Sym ++ (n), a so-called bi-invariant metric. This metric arises from the Lie group structure of Sym ++ (n) corresponding to the commutative group operation : Sym
This Lie group structure was introduced in [2] , where the corresponding geodesic curves and the geodesic distance (3) are derived. In particular, for two commuting matrices A and B, the Log-Euclidean and affine-invariant distances are identical, i.e. d logE (A, B) = daiE(A, B). Along with the operation , consider the operation : R × Sym
The algebraic structure (Sym ++ (n), , ) is then a vector space, with acting as vector addition and acting as scalar multiplication. The vector space (Sym ++ (n), , ) can be endowed with the Log-Euclidean inner product, defined by [30] A, B logE = log(A), log(B) F = tr[log(A) log(B)].
The algebraic structure (Sym ++ (n), , , , logE ) is then an inner product space and the Log-Euclidean distance || log(A) − log(B)||F is precisely the Hilbert distance induced by this inner product. Furthermore, let (Sym(n), +, ·) denote the vector space of n × n symmetric matrices under the standard matrix addition + and scalar multiplication · operations, then the map
A → log(A),
is an isometry. Thus (Sym ++ (n), , , , logE ) is isometric to the Euclidean space (Sym(n), +, ·, , F ). Consequently, under the Log-Euclidean metric, Sym ++ (n) is a Riemannian manifold with zero sectional curvature.
The fact that the Log-Euclidean distance is a Hilbert distance is precisely the reason why it can be used to define many positive definite kernels, such as the Gaussian kernels. However, the isometry given in (7) does not imply that the Log-Euclidean distance behaves in the same way as the Euclidean distance ||A − B||F . In contrast to the Euclidean distance ||A − B||F , which does not encode any structure of A and B, the LogEuclidean distance || log(A) − log(B)|| encodes the positivity of A and B through the principal logarithm log (in fact, if A has a negative real eigenvalue, then log(A) would not even be defined). Thus, even though Sym ++ (n) has zero curvature under the LogEuclidean metric, the geodesic distance (3) nevertheless captures the intrinsic geometry of Sym ++ (n) better than the Euclidean distance ||A − B||F , which is extrinsic to Sym ++ (n). This has also been consistently demonstrated empirically, see e.g [2] , [22] .
Covariance matrices of features. The SPD matrices considered in the current work are covariance matrices of features extracted from input data. Specifically, let X ⊂ R n . Let x = [x 1 , . . . , x m ] be a data matrix sampled from X , where m is the number of observations. In the setting of the current work, there is one such matrix for each image, namely the matrix of low-level features sampled at (a subset of) the pixels in the image. Each image is then represented by the n × n covariance matrix
where Jm is the centering matrix, defined by
In practice, Cx is generally only positive semi-definite and thus to apply the Riemannian structure of Sym ++ (n), it is often necessary to consider the regularized version (Cx + γIn) for some γ > 0. For two covariance matrices Cx and Cy, we therefore consider the distance between the regularized versions (Cx + γI) and (Cy + µI), given by
for some regularization parameters γ > 0, µ > 0.
Infinite-dimensional covariance operators
The covariance matrix Cx only measures the linear correlations between the features in the input data. A powerful method to capture non-linear input correlations is by (i) first mapping the original input features into a high dimensional feature space H, using an implicit nonlinear feature map induced by a positive definite kernel; (ii) then computing the covariance operators in the feature space H. Specifically, let X be an arbitrary non-empty set. Let x = [x1, . . . , xm] be a data matrix sampled from X , where m ∈ N is the number of observations. Let K be a positive definite kernel on X × X and HK its induced reproducing kernel Hilbert space (RKHS). Let H be any feature space for K, which we assume to be a separable Hilbert space, with the corresponding feature map Φ : X → H, so that K(x, y) = Φ(x), Φ(y) H for all pairs (x, y) ∈ X × X . For concreteness, we can identify H with the RKHS HK , or with the space of square summable sequences
The feature map Φ gives the (potentially infinite) mapped data matrix
of size dim(H) × m, with the jth column being Φ(xj), in the feature space H. Formally, Φ(x) is a bounded linear operator
Let Φ(x) * : H → R m denote the adjoint operator of Φ(x), which is simply the transpose Φ(x)
T if dim(H) < ∞. The corresponding covariance operator for Φ(x) is then defined to be
which can be considered as a (potentially infinite) matrix of size dim(H) × dim(H). The view of Φ(x) and C Φ(x) as infinite matrices emphasizes their connection with the finite-dimensional setting, given by Eq. (8) . In particular, if X = R n and K(x, y) = x, y , then C Φ(x) = Cx as in Eq. (8) . The operator C Φ(x) is selfadjoint, positive, and with rank at most m − 1. For a more formal description of C Φ(x) , we refer to [35] .
Hilbert-Schmidt distance. Given two infinite-dimensional covariance operators C Φ(x) and C Φ(y) on H, a natural distance between them is the Hilbert-Schmidt distance, which is the generalization of the Frobenius distance || || F to the infinite dimensional setting. Let A : H → H be a bounded linear operator and A * be its adjoint operator. We recall that A : H → H is said to be a Hilbert-Schmidt operator, denoted by A ∈ HS(H), if
where || ||HS denotes the Hilbert-Schmidt norm, the infinite-dimensional generalization of the Frobenius norm, and
denotes the set of eigenvalues of A * A. Given two covariance operators C Φ(x) and C Φ(y) , the Hilbert-Schmidt distance between them is then defined by
This distance admits a closed form in terms of Gram matrices (the explicit expression is given in Appendix B). However, as with the Frobenius distance || ||F , the Hilbert-Schmidt distance does not reflect the positivity of C Φ(x) and C Φ(y) . In order to do so, we consider the following generalizations of the affine-invariant and Log-Euclidean metrics.
Infinite-dimensional affine-invariant distance. As in the finite-dimensional case, for the generalizations of the affineinvariant and Log-Euclidean metrics, we need to consider the regularized covariance operator (C Φ(x) + γIH), γ > 0, which lies on the infinite-dimensional manifold Σ(H) of positive definite operators on H. By the formulation of [28] , [33] , the infinitedimensional affine-invariant distance daiHS between (C Φ(x) + γI) and (C Φ(y) + µI) is given by
with the extended Hilbert-Schmidt norm || || eHS given by ||A +
The explicit expression for this distance in terms of Gram matrices is given in [33] .
Log-Hilbert-Schmidt distance. The generalization of the Log-Euclidean metric to the infinite-dimensional manifold Σ(H) has recently been formulated by [36] . In this metric, termed Log-Hilbert-Schmidt metric, or Log-HS for short, the distance
which has a closed form in terms of the corresponding Gram matrices (we refer to [36] for the explicit expression).
Regularization. The form of regularization (A + γI), γ > 0, which is often empirically necessary to ensure positive definiteness in the case dim(H) < ∞, is always necessary, both theoretically and empirically, in the case dim(H) = ∞, since in this case log(A), with A being a compact operator, is always unbounded (see [28] , [33] , [36] ).
As shown in [36] , both of the operations and , defined in (4) and (5), respectively, admit generalizations on the manifold Σ(H), making(Σ(H), , ) a vector space. Furthermore, one can define the Log-Hilbert-Schmidt inner product on Σ(H), which, in the current setting of covariance operators, takes the form
The Log-Hilbert-Schmidt distance is then precisely the Hilbert distance corresponding to this inner product. As in the finite-dimensional case, two key advantages of the Log-HS distance d logHS over the affine-invariant distance d aiHS are: (i) the d logHS distance is faster to compute than the d aiHS distance; (ii) since d logHS is a Hilbert distance, it can be used to to define many commonly used positive definite kernels, such as the Gaussian kernel, which is not the case with the d aiHS distance. These advantages are fully exploited in the current work.
In the next section, we describe how to approximate Formula (16) to compute the pairwise distances on a set of data matrices
when N and m are large.
APPROXIMATE LOG-HS DISTANCE
While kernel methods are powerful in learning non-linear structures in data, they tend not to scale well, in terms of computational complexity, to large datasets, which are common in vision problems such as object recognition and fine-grained categorization. In the typical kernel learning setting, the feature map Φ is highdimensional (and often infinite-dimensional, as in the case of the Gaussian kernel) and thus is only used implicitly. Instead, exact kernel methods carry out computations using Gram matrices and thus their computational complexities depend on the sizes of the Gram matrices, which become very large for large datasets.
A commonly used approach that has emerged recently to reduce the computational cost of kernel methods is to compute an explicit approximate feature mapΦD : X → R D , where D is finite and D << dim(H), so that
∀(x, y) ∈ X × X . The approximate feature mapΦD is then used directly in the learning algorithms instead of the Gram matrices.
In our setting, we use the approximate feature maps to compute the corresponding finite-dimensional approximate covariance operators. The Log-Euclidean distance between the approximate operators is then used as the approximate version of Log-HS distance between the infinite-dimensional covariance operators. Thus we are not interested in the approximate kernel valueŝ K D (x, y) per se, but the approximate covariance operators and the corresponding approximate Log-HS distance. The mathematical justification for the latter goes beyond that for kernel approximation and is the first main theoretical contribution of this work.
In fact, as we show in Theorems 1 and 2 below, Eq. (19) , which guarantees the convergence of the approximate kernel value to the true kernel value, is not sufficient to guarantee the convergence of the approximate Log-HS distance to the true Log-HS distance as D → ∞. This convergence is non-trivial and requires further assumptions, which are practically realizable, as we explain below.
Approximate covariance operator and approximate Log-HS distance. With the approximate feature mapΦD, we have the corresponding data matrixΦ
of size D ×m, and the approximate covariance operator has the form
which is a matrix of size D × D, instead of the potentially infinite matrix
We then consider the following as an approximate version of the Log-HS distance given in Formula (16):
Key theoretical question I. We need to determine whether Formula (21) is truly a finite-dimensional approximation of Formula (16) , in the sense that
The answer to this question is the first main mathematical contribution of the current paper. It turns out that in general, this is not possible. This is because the infinite-dimensional Log-HS distance is generally not obtainable as a limit of the finitedimensional Log-Euclidean distance as the dimension approaches infinity [36] . More precisely, we have the following result.
The infinite limit in Theorem 1 stands in sharp contrast to that of Eq. (19) on the approximability of the kernel value K(x, y) itself, which is satisfied by both approximation schemes based on Fourier features presented below.
In practice, however, it is reasonable to assume that we can use the same regularization parameter for both CΦ D (x) and CΦ D (y) , that is to set γ = µ. In this setting, we obtain the necessary convergence, as follows.
In light of Theorems 1 and 2, subsequently we employ the same regularization parameter γ > 0 to compute approximate Log-HS distances between all regularized operators (CΦ D (x) + γID). In this work, we focus on shift-invariant kernels and employ two methods for computing the corresponding approximate feature mapΦ D , namely Random Fourier features [43] and Quasi-random Fourier features [55] , presented in the following section.
Fourier feature maps
Random Fourier feature maps. This is the approach in [43] for computing approximate feature maps of shift-invariant kernels.
for some positive definite function k on R n . By Bochner's Theorem [44] , there is a finite positive measure ρ on R n such that
Without loss of generality, we can assume that ρ is a probability measure on R n , so that
, so that by the relation 1 2 [e −i ω,x−y + e i ω,x−y ] = cos( ω, x − y ) we have
To approximate K(x, y), we can sample D points {ωj} D j=1 from the distribution ρ and compute the empirical version
almost surely by the law of large numbers. Let W = (ω1, . . . , ωD) be an n × D matrix with each column ωj ∈ R n randomly sampled according to ρ. Using the cosine addition formula cos( ωj, x − y ) = cos ωj, x cos ωj, y + sin ωj, x sin ωj, y , we define
The desired approximate feature map is the concatenation
with Φ D (x),ΦD(y) =KD(x, y). In the case of the Gaussian kernel (used in the experiments in Sec. 6) K(x, y) = e
, ρ is a Gaussian probability measure on R n , with density
Quasi-random Fourier feature maps. The Random Fourier feature maps above arise from the Monte-Carlo approximation of the kernel K expressed as the integral in Eq. (24), using a random set of points ω j 's sampled according to the distribution ρ. An alternative approach, proposed by [55] , employs QuasiMonte Carlo integration [13] , in which the ω j 's are deterministic points arising from a low-discrepancy sequence in [0, 1] n . Thus the obvious advantage of this approach is that it does not require random sampling. However, compared with the random Fourier feature approach, it requires further assumptions on the probability distribution ρ to be applicable. We describe this approach in detail in Appendix C.
New positive definite kernels using approximate Log-HS distances
In our framework, starting with a shift-invariant kernel K 1 in Fig. 1 , we compute the approximate feature mapΦ D (x) using the methods in Section 3.1 and the corresponding approximate covariance operators using Eq. (20) . The approximate Log-HS distances between these approximate covariance operators are then computed using Eq. (21) . With the approximate Log-HS distances, we can define a new positive definite kernel (K 2 in Fig. 1 ), for example
for 0 < p ≤ 2, with p = 2 giving the Gaussian kernel and p = 1 giving the Laplacian kernel. This new kernel can then be used in a classifier, e.g. SVM. The complete pipeline for our framework is summarized in Algorithm 1.
Computational complexity
We present here the computational complexity analysis of the proposed approximation in Eq. (21) as well as the comparison with the approximate affine-invariant distance, which was essentially carried out in [17] , according to the formula
The main computational cost in Eq. (21) 
. Thus the approximation of the Log-HS distance is O(N ) times faster than the approximation of the affine-invariance distance.
We also note that for N pairs of data matrices, the computational complexity of the exact Log-HS formulation [36] and the RKHS Bregman divergences [20] is of order O(N 2 m 3 ). Thus for D < m and N large, the approximate Log-HS formulation will be much more efficient to compute than both the exact Log-HS and the RKHS Bregman divergences (see the actual running time comparison between the approximate and exact Log-HS formulations in the experiments below). Algorithm 1: Summary of the proposed method.
Further comparison with [17] . In [17] , the authors proposed two methods: (i) Nearest Neighbor using effectively the approximate affine-invariant distance given in Eq. (32) with γ = µ = 0 and (ii) the CDL algorithm [53] using the representation log(CΦ D (x) ). Both of these methods require the assumption that
is always rank-deficient and neither its inverse nor log can be computed. Thus neither the CDL nor the approximate affine-invariant distance can be used. Theoretically, since it does not employ any regularization, the approximate affine-invariant distance in [17] will not approach the exact affineinvariant distance ( [28] , [33] ) for large D, which always requires regularization (see Sec. 2.2).
APPROXIMATE LOG-HS INNER PRODUCT
We have shown in Section 3, via Theorems 1 and 2, that the infinite-dimensional Log-HS distance || log(C Φ(x) + γIH) − log(C Φ(y) + µIH)||eHS can be approximated by the finitedimensional Log-Euclidean distance || log(CΦ D (x) + γID) − log(CΦ D (y) + µID)||F if and only if γ = µ > 0. This in turns implies that, for γ = µ > 0, the Gaussian kernel exp(−|| log(C Φ(x) + γIH)−log(C Φ(y) +γIH)|| 2 eHS /σ 2 ), which is defined on the infinitedimensional manifold Σ(H), can be approximated by the Gaussian kernel exp(−|| log(CΦ
which is defined on the finite-dimensional manifold Sym
The same statement holds true when the Gaussian kernel is replaced by any continuous positive definite shift-invariant kernels defined on Σ(H).
In this section, we investigate the approximability of the infinite-dimensional Log-HS inner product logHS , as defined by Eq. (17),
The answer to this question is the second main mathematical contribution of the current paper. It turns out that this is only true in the special case γ = µ = 1. For all other values of γ > 0, µ > 0, the left hand side of Eq. (33) either approaches infinity or a finite limit that is not equal to the right hand side. More precisely, we have the following result. 
2) If γ = 1, µ = 1, then
3
The limiting value on the right hand side of Eq. (37) depends on the sign of (log γ)(log µ). If (log γ)(log µ) > 0, then this limit is +∞. If (log γ)(log µ) < 0, then this limit is −∞.
Implications of Theorem 3. The results stated in Theorem 3 mean that except in the special case γ = µ = 1, it is not possible to approximate positive definite kernels which are functions of the infinite-dimensional Log-HS inner product by their finitedimensional counterparts. This is true in particular for linear and polynomial kernels. In fact, for these kernels, in the case γ = 1, µ = 1, γ > 0, µ > 0, the finite-dimensional versions, which are defined in terms of log(CΦ
In light of Theorems 1, 2, and 3, at the learning step in our numerical work, we employ exclusively shift-invariant kernels (K 2 in Fig. 1 ) which are defined in terms of the approximate Log-HS distance with γ = µ > 0.
Summary of the motivations and theoretical justifications for the proposed model
Having carried out the mathematical analysis for the approximate Log-HS distance and approximate Log-HS inner product between covariance operators, we now summarize the motivations and theoretical justifications for the construction of the proposed model, as described in Algorithm 1 and depicted in Fig. 1 .
• For K 1 , we choose a kernel with an infinite-dimensional feature space H, such as the Gaussian kernel, and corresponding infinite-dimensional covariance operators, in order to capture and exploit the nonlinear correlations between the original features in the input data. In particular, when K 1 is shift-invariant, approximate covariance operators can be efficiently computed using random (or quasi-random) Fourier features.
• Given the approximate infinite-dimensional covariance operators corresponding to K 1 , by Theorem 3, when choosing K 2 , we exclude kernels defined using the approximate Log-HS inner product, such as linear and polynomial kernels, since the approximate Log-HS inner product generally does not converge to the exact Log-HS inner product and often actually diverges to infinity.
• By Theorems 1 and 2, K 2 can be any continuous shiftinvariant kernel, such as the Gaussian kernel, defined using the approximate Log-HS distance, on the condition that all covariance operators share the same regularization parameter γ > 0, since this is the only scenario in which the approximate Log-HS distance converges to a finite value, which is equal to the exact Log-HS distance, as the feature dimension goes to infinity.
• The approximate Log-HS distance is chosen over the approximate affine-invariant distance since (i) it can be used to define positive definite kernels, and (ii) it can be computed much more efficiently than the approximate affine-invariant distance, by the complexity analysis in Section 3.3.
FEATURE REPRESENTATIONS
In this section, we describe the feature representations used in the experiments. The proposed method has been tested on (i) low-level features using standard state of the art descriptors for image recognition; and (ii) learned features by exploiting the representational power of deep convolutional networks.
In the first representation, for each image, at the pixel at location (x, y), we extract the following low-level features 
where I, I x , I y , I xx , I yy denote the intensity and its first-and second-order derivatives, respectively, R, G, and B denote the color values, and G o,s
x,y denotes the Gabor filter at orientation o and scale s. For each dataset in the experiments, the actual features extracted form a subset of Eq. (38) and are the same as those used by the state-of-the-art methods we compare with. If we sample from m pixels, with n features at each pixel, then each image gives rise to a data matrix x of size n × m, which is used as input to Algorithm 1.
The second representation we tested in the experiments is based on the hypercolumn descriptor [21] . Each image is fed into the pre-trained ConvNet of [26] and its internal representation is used to create the feature representation. Similar to [21] 
The convolutional and fully-connected representations are used to build two kernels. For the fully-connected representation x f c , it has been demonstrated empirically in many applications, see e.g. [14] , that it suffices to use a linear classifier. Therefore, we used a linear kernel on top of x f c . On the other hand, since the convolutional representation x conv is extracted from layers that are closer to the pixels, it is expected to yield more variation and noise, thus we expect to extract more information from it by using the covariance operator framework. With the x conv for each image giving rise to one covariance operator, we can then compute the pairwise approximate Log-HS distances between all the covariance operators. With these distances, we define another positive definite kernel, which is then combined with the linear kernel of the fully-connected representation. In the experiments, we use the point-wise product of the two kernels.
EXPERIMENTS
In this section, we evaluate the performance of our proposed method, as summarized in Algorithm 1, compared with different state-of-the-art approaches on different challenging datasets for object categorization.
The following methods were evaluated and compared: LogE, using the Log-Euclidean metric, which is the method of [22] , [23] , E, using the Euclidean metric, Stein, using the Stein (also called Jensen-Bregman LogDet) divergence [11] , HS, using the HilbertSchmidt metric, LogHS, using the Log-HS metric [36] induced by the Gaussian kernel (K 1 in Fig. 1) , and Approx LogHS and QApprox LogHS induced by the Gaussian kernel, using the proposed random Fourier and Quasi-random Fourier approximation methods in Section 3, respectively. We set the approximate feature dimension D = 200 in Eq. (29) for Approx LogHS and QApprox LogHS (more details below), for a good trade-off between speed and accuracy. All experiments used LIBSVM [8] for classification, with the Gaussian kernel defined on top of the corresponding metric (K 2 in Fig. 1) , except with Stein. For Stein, since the corresponding Gaussian kernel is generally not guaranteed to be positive definite [48] , we used the Nearest Neighbor approach as in [11] . We also compared the above methods with CDL 1. The dimension 640×m is given by the following parameters: 640 is given by the concatenation of the two layers pool2 and conv4, with outputs equal to 256 and 384, respectively; m is the pixel-dimension of the convolutional maps. [53] , one of the state-of-the-art approaches in covariance-based learning. The performance for each method is evaluated in terms of classification accuracy unless explicitly specified. All parameters were chosen by cross-validation. Section 6.1 describes the datasets used in our experiments. We used the same features and experimental protocols of the other state-of-the-art approaches in order to have a fair comparison. Section 6.2 reports a preliminary analysis which involves the exhaustive testing of all the above methods on a relatively small dataset. One particular aim of this analysis is to demonstrate that the performance of the approximate methods Approx LogHS and QApprox LogHS compares favorably with that of the exact Log-HS metric. Due to its demanding computational complexity, we did not carry out experiments with the exact Log-HS metric on the larger datasets tested in the subsequent sections. Section 6.3 is divided into two parts: Section 6.3.1 contains the experiments using low-level features and Section 6.3.2 analyzes the results using the ConvNet representation. In particular, the results were obtained with the ConvNet architecture of [26] pretrained on ImageNet by the authors of the Caffe software [24] . As in [21] , the fully-connected representation x f c is the last fullyconnected layer fc7 and the convolutional representation x conv is the concatenation of the pool2 and the conv4 layers. The hypercolumn convolutional maps were re-sized to 128 × 128. The dense hypercolumn descriptor was computed on a set of patches of dimension 16 × 16 with an overlap of 4 pixels in both x and y directions, for a fair comparison with other descriptors (e.g. SIFT [32] ). We also tried different patch sizes, ranging from 8 × 8 to 32 × 32 and observed that the performances were stable with a standard deviation of 0.9%. The proposed methods make use of the convolutional representation x is a vector for each image, and its covariance representation would result in a single value.
Datasets
The Fish recognition dataset contains 27, 370 verified fish images acquired from live video by [4] . The dataset contains 23 classes of fish with a variable number of images per class (from 21 to 12, 112), with a mean resolution of 150 × 120 pixels. The significant variations in color, pose and illumination inside each class make this dataset very challenging. We conducted two different experiments on this dataset, using the R,G,B features from Eq. (38), as in [36] . The first experiment (named Exp1) is a small scale experiment which used the same protocol and the 10 splits provided by [36] , consisting altogether of 345 images, divided in 115 images for training (5 images per class) and 230 images for testing (10 images per class). The second experiment (named Exp2) is carried out on the whole dataset using 10 different random splits, considering, as done previously, 115 images for training (5 images per class), testing on the rest.
The Virus Classification dataset [27] contains 15 different virus classes. Each class has 100 images of size 41 × 41. For this dataset, following [20] , we employed the 25-dimensional feature vector consisting of the intensity, 4 gradients, and 20 Gabor filters in Eq. (38) at 4 orientations and 5 scales. We used the 10 splits [4] , Virus Classification dataset [27] , KTH-TIPS2b Material dataset [6] , Texture dataset [5] , [12] , ETHZRe-ID dataset [16] , UIUC dataset [31] , TinyGraz03 dataset [54] , ETH80 dataset [29] , Oxford 102 Flowers dataset [39] , Stanford Dogs dataset [25] , Oxford-IIIT PET dataset [40] and Caltech-UCSD Birds 2011 dataset (CUB-2011) [52] .
provided by the authors in a leave-one-out manner, i.e. 9 splits for training and 1 split as query, repeating the procedure 10 times.
The KTH-TIPS2b Material dataset [6] contains images of 11 materials captured under 4 different illuminations, in 3 poses and 9 scales. Therefore, the total number of images is 108 for each sample in a category, with 4 samples per material. For each of the 4 samples, we used 3 images as training and testing on the remaining ones. For this dataset, following [20] , we extracted the 23-dimensional feature consisting of the R,G,B values and 20 Gabor filters in Eq. (38) at 4 orientations and 5 scales.
The Texture dataset for our experiments was created by combining 111 texture images of the Brodatz dataset [5] and 61 of the CURET dataset [12] , as done in [11] . Unfortunately, we were not able to reproduce the experiments in [11] since the exact protocols, i.e. the number of patches extracted from each image and the number of training/testing images, were not specified. We therefore carried out a similar experiment by extracting 150 patches of size 20 × 20 from each image, taking 140 as training and 10 as testing, and repeating the entire procedure 10 times. For this dataset, we extracted the 5-dimensional feature vector [x, y, I, |I x |, |I y |] as in [11] .
For person re-identification, we used two sequences of the ETHZ dataset [16] , as in [20] . SEQ. #1 contains 83 pedestrians in 4, 857 images. SEQ. #2 contains 35 pedestrians in 1, 936 images. As done in [20] , we selected 10 images from each subject for training and used the rest for testing. Following The UIUC dataset [31] is a material categorization dataset that contains 18 different material categories collected in the wild. The total number of images for this dataset is 216. The images were collected to have many geometric fine-scale details. Following [17] , we extracted the 19-dimensional vector consisting of 3 colors, 4 gradients, and 12 Gabor filters in Eq.(38) at 4 orientations and 3 scales. As in [17] , we split the database into training and test sets by randomly assigning half of the images of each class to the training set and testing on the rest. This process was repeated 10 times.
The TinyGraz03 dataset [54] contains 1148 indoor and outdoor scenes with an image resolution of 32 × 32 pixels. The images are divided in 20 classes with at least 40 samples per class. We used the recommended train/test split provided by the authors. For this dataset, following [17] , at each pixel we extracted the 7-dimensional feature vector [|I x |, |I y |, |I xx |, |I yy |, R, G, B] from Eq. (38) . This dataset is highly challenging and the correct recognition rate achieved by humans is only 30% [54] .
The ETH80 dataset [29] contains images of eight object categories: apples, cows, cups, dogs, horses, pears, tomatoes, and cars. Each category includes ten object subcategories (eg., various dogs) in 41 orientations, resulting in 410 images per category. We randomly choose 21 images for training, testing on the rest of the data. We repeated this process 10 times. For this dataset, following [22] , at each pixel we extracted the 5-dimensional feature vector [x, y, I(x, y), |I x |, |I y |] from Eq. (38) .
The Oxford 102 Flowers dataset [39] contains 8, 189 images belonging to 102 flower categories, with each category containing between 40 and 258 images. The split provided is divided into a training set, a validation set and a test set. The training and validation sets each consists of 10 images per class, with the remaining images forming the test set.
The Stanford Dogs dataset [25] contains 20, 580 images belonging to 120 categories, with 148-252 images per category. The split provided contains a training set of 100 images per category, leaving the rest for testing.
The Oxford-IIIT PET dataset [40] contains 7, 349 images of cats and dogs of 37 different breeds, with 25 breeds of dogs and 12 breeds of cats. There are approximately 200 images for each breed, split randomly (see [40] for details) into approximately 50 for training, 50 for validation, and 100 for testing.
The Caltech-UCSD Birds 200-2011 (CUB-200-2011) dataset [52] contains 11, 788 images of 200 bird species. The dataset includes annotations of 15 semantic parts, attributes, and bounding boxes of the objects. In this work, we only used the bounding box of the objects as in [56] . We trained and tested on the splits included with the dataset, which contain around 30 training samples for each species.
Preliminary analysis
First of all, we carried out a comparative experiment on the Fish dataset [4] to analyze the performances of the different Riemannian metrics, namely LogE, LogHS, Approx LogHS, and QApprox LogHS, versus the Euclidean and Hilbert-Schmidt metrics, namely E and HS, and other state-of-the-art approaches. For this experiment, we followed the setup of [36] , which uses R,G,B features and a subset of the dataset (Exp1). Next, we performed another [4] in terms of classification accuracy. Two different experiments were conducted: Exp1 shows the results on a subset of the dataset as in [36] ; Exp2 considers the whole dataset.
comparative experiment using the whole dataset (Exp2), except for LogHS, due to its computational complexity, as discussed above. For the first experiment, classification accuracies are reported in column two of Table 1 , showing the mean and standard deviation values. The first important observation we note is that the Riemannian metrics consistently outperform the Euclidean/Hilbert metrics. In fact, the classification accuracy of LogHS is about 6% better compared to that of HS. This improvement is clearer when considering the LogE and E metrics. In this case, in fact, the difference in accuracy between the two metrics is more than 15%.
The second important observation is with regards to the comparison between the two proposed approximations, namely Approx LogHS and QApprox LogHS, and the exact Log-HS metric, as in [36] . In fact, the first and second rows of Table 1 show that Approx LogHS and QApprox LogHS give results which are comparable with those using the exact Log-HS metric and substantially better than other methods, namely LogE, Stein, and CDL. At the same time, the approximate methods are much faster to compute than the exact Log-HS metric. To demonstrate this claim, we ran a speed comparison on Exp1 between the two proposed approximate methods and the exact Log-HS metric. Using our MATLAB implementation on an Intel Xeon E5-2650, 2.60 GHz PC, we obtained a speed up of 30× with QApprox LogHS (Train: 6.7sec. Test: 18sec.) and more than 50× with Approx LogHS (Train: 3.6sec. Test: 9.9sec.) with respect to the baseline Log-HS (Train: 175.7sec. Test: 565.1sec.).
The third column of Table 1 shows the classification accuracies using the whole Fish dataset (Exp2). We see that there is an improvement of 10% and 11.5% for Approx LogHS and QApprox LogHS, respectively, with respect to LogE and an improvement of 15.4% and 16.9% with respect to the Stein divergence [11] .
Because of the substantial speed up in running time and the relatively small loss in classification accuracy, subsequently we focused solely on the performance of the Approx LogHS and QApprox LogHS methods for all the other datasets. Table 2 shows the results of Approx LogHS and QApprox LogHS methods on seven different object classification datasets in comparison with the respective state-of-the-art results. The best result for the Virus dataset is reported in [17] with a classification accuracy of 82.5% (last row). While our classification accuracy is slightly lower than this result, it outperforms all the other TABLE 2 Best results obtained on seven different dataset in terms of classification accuracy. The first two rows represent the proposed method using the two-layer kernel machine using Approx LogHS and QApprox LogHS with Gaussian SVM. The last row represents the state-of-the-art results on each dataset.
Analysis and discussion of results
Low-level Features
competitors (LogE, Stein and CDL, by 9.6%, 31.8%, and 12%, respectively). Considering the third column, KTH-TIPS2b Material dataset, our classification accuracy improves the state of the art [20] by 3.5% (third column). The accuracy of the proposed method on the Texture dataset (forth column) is 23.1% higher of the best of the other competitors. The fifth and sixth columns of Table 2 report the results on two different sequences of the ETHZRe-ID dataset. In this case, the obtained improvement is 1.8% over the previous state-of-the-art [20] . Regarding the UIUC and the TinyGraz03 datasets, the improvement over the previous results of [17] , is 2.7% and 3%, respectively. Furthermore, our method outperforms the recent state of the art [49] also on the ETH80 dataset with an improvement of 11.4%. All these improvements in classification accuracies demonstrate the effectiveness of our approximation methods. More importantly, we emphasize that our approximate Log-HS formulations are much more computationally efficient than both the RKHS Bregman divergences in [20] and the approximate affine-invariant distance used in [17] , as discussed in Section 3.3. Moreover, we carried out a set of experiments to show that the classification accuracy improves when increasing the approximate feature dimension D in Eq. (29), as expected. We decided to test this on the TinyGraz03 dataset, with three different values of D: 200, 400, 1000, with the results shown in Table 3 . TABLE 3 Results on the TinyGraz03 dataset [54] with increasing values of the approximate feature dimension D. We also reported the training time in seconds below each accuracy.
It is worth noting that the differences in terms of classification accuracy between the different D values are not large, however the computational cost grows at a very fast rate, namely O(D 3 ), as we showed analytically in Section 3.3. Empirically, considering D = 1000, the training time for Approx LogHS and QApprox LogHS is 63 and 48 times slower than D = 200, respectively. This suggests that we can exploit the approximation with a relatively low value of D which, while reducing the accuracy by a small amount, results in a large gain in the computational speed.
Convolutional Features
In this section, we presents the results obtained with the convolutional features. In Table 4 and Table 5 , we show the results of the proposed method on the eight datasets Fish, Oxford 102 Flowers, Standard Dogs, Oxford-IIIT PET, Caltech-UCSD-Birds-2011, UIUC, Virus, and TinyGraz03, in comparison with the respective state-of-the-art results. In the second column, we show a classification accuracy of 75.30% with a standard deviation of ±3.51 of our method on the Fish dataset. In particular, we improved the recognition accuracy of 21.39% with respect to the recent state-of-the-art result [36] . Considering the first row of the Flowers dataset, our method achieves 80.22% classification accuracy which outperforms all previous methods by a minimum of 4% to maximum of 8% without performing any object segmentation [1] , [39] . The improvement of our method over the single . For the Flower dataset, the highest reported accuracy is 84.6% from [37] , in which the authors used a complex pipeline combining object segmentation, multi-scale SIFT descriptors, with spatial pyramid and Fisher vectors. Our approach does not make use of object segmentation and complex feature description, while still obtaining results very close to the ones obtained by their complex pipeline. This further demonstrates the advantages of both our computational framework and the ConvNet feature representation. Regarding the Stanford Dogs dataset, we observe an improvement of the proposed method over the previous state-of-the-art method in [10] , from 52.0% to 63.28%, 2% more than the x f c . In the fifth column of Table 4 , we present the results obtained on the Oxford-IIIT Pet dataset. The previous state-of-the-art on this dataset was 59.21%, obtained in [40] by performing detection of the head and body of the animal. We instead consider the whole image, without any other information, achieving a recognition accuracy of 75.68%, an improvement of almost 15%. The last column of Table 4 shows the results on the Results obtained using convolutional features. We report the Average Precision accuracy (or standard SVM accuracy when the number of test samples is the same for each class) and the standard deviations (in the case of more than one split, i.e. UIUC Material and Virus datasets). The proposed method is x conv +x f c with Approx LogHS and QApprox LogHS.
CUB-2011 dataset. In our experiments we used the ground truth position of the bird in order to evaluate the quality of the proposed method when decoupled from the effect of a detector. Considering the state-of-the-art results of [45] , [56] , we reach a classification accuracy of 60.15%, 2% and 7% more than the previous results (we remark that the result of [56] corresponds to our baseline x f c
). Considering Table 5 , in the second column, we show the classification accuracies on the UIUC Material dataset. In this dataset, the highest classification performance obtained by our method was 65% with a standard deviation of ±2.88. In particular, we improved the classification accuracy of 17.6% with respect to the result of [17] . Considering the third row of the TinyGraz dataset, our method achieves 73% classification accuracy, which outperforms [17] by 16%. Finally, the last column presents results on the Virus dataset. In this task, we reached a classification accuracy of 84.13% with a standard deviation of ±2.26, 2% more than the result of [17] .
It is interesting to notice that for the TinyGraz03 and the Virus datasets, x conv gives much better results than x f c . This is due to the fact that the fully-connected features x f c , trained for the task of object classification, do not generalize well to the tasks of scene recognition and cell image classification. This is an expected behavior, because the statistics of these images are very different from the ones which the ConvNet was trained for. On the contrary, x conv is less prone to this factor, because the convolutional layers are farther from the supervised signal (i.e., the classification output of the ConvNet) and therefore are more general. The proposed method is able to exploit this characteristic of x conv to our advantage, particularly when the features are combined into x conv + x f c .
CONCLUSION, DISCUSSION, AND FUTURE WORK
In this paper, we have presented a novel mathematical and computational framework for visual object recognition using infinitedimensional covariance operators and their finite-dimensional approximations. Our proposed framework is firmly grounded in the mathematical machinery of Riemannian geometry in the context of kernel methods.
Theoretically, we formulate a finite-dimensional approximation of the Log-HS distance between covariance operators that is substantially faster to compute than the exact Log-HS distance while preserving its discriminative capability. In particular, the approximate Log-HS distance allows us to define approximate shiftinvariant kernels, such as the Gaussian kernel, between covariance operators, along with the corresponding kernel methods, that are scalable to large datasets. At the same time, we prove that kernels defined using the infinite-dimensional Log-HS inner product between covariance operators, such as linear and polynomial kernels, can only be approximated by their finite-dimensional counterparts in a very limited scenario. This shows mathematically that the use of shift-invariant kernels between infinite-dimensional covariance operators and their approximations is preferable for large scale applications.
Empirically, we apply our framework to the task of object categorization, using both handcrafted, low-level features and convolutional features. Using numerous challenging, publicly available datasets, we demonstrate that our framework compares very favorably with previous state-of-the-art methods in terms of both classification accuracy and computational complexity.
Given the rigorous mathematical foundation of the current framework and its competitive empirical performance, we believe that this is a promising venue for future research. Some potential directions for future work include the exploration of approximation schemes other than the Fourier feature maps and the application of our framework to many other problems in computer vision and image processing.
APPENDIX A PROOFS FOR MAIN MATHEMATICAL RESULTS
We need the following preliminary results. Let H be a separable Hilbert space, with norm || ||, and A : H → H be a bounded linear operator. We recall that the operator norm of A is defined to be
If A is self-adjoint, compact, and positive, then
where λmax(A) denotes the largest eigenvalue of A. The trace norm of A in this case is given by
Lemma 1. Let H be a separable Hilbert space. Let r ∈ N be fixed. Let A ∈ L(H) be a self-adjoint, positive operator with finite rank r < ∞. Then
||A|| ≤ ||A||tr ≤ r||A||.
Thus convergences in the || ||HS norm, the || ||tr norm, and the || || norm are all equivalent to each other. Proof. By definition of the || || and || || HS norms and the finite rank assumption, we have
from which the first inequality follows. Similarly, for the second inequality, we have
This completes the proof of the lemma.
Lemma 2. Let H be a separable Hilbert space. Let r ∈ N be fixed. Let A, {A k } k∈N be self-adjoint, positive operators of rank at most r, such that lim k→∞ ||A k − A||HS = 0. Then
Proof. By assumption, the operators in the sequence (A k − A) k∈N all have rank at most 2r. Thus from Lemma 1, the convergence ||A k − A||HS is equivalent to the convergence ||A k − A||. The operators in the sequence (log(I + A k )) k∈N are also self-adjoint, positive, and of rank at most r. The operators in the sequence (log(I + A k ) − log(I + A)) k∈N have rank at most 2r and thus the convergence || log(I + A k ) − log(I + A)||HS is equivalent to the convergence || log(I + A k ) − log(I + A)||. Thus we have
It follows that
This completes the proof of the lemma. This completes the proof of the lemma. 
For the matrices
be the m × m Gram matrices defined by
Lemma 6. Let H = 2 , with R D identified with a D-dimensional subspace of H as in Eq. (47) . Assume that limD→∞KD(x, y) = K(x, y) for all pairs (x, y) ∈ X × X . Then
Proof.
By Lemma 5, the nonzero eigenvalues of C Φ(x) = AA * are the same as those of 
by Lemma 1, since both CΦ D (x) , C Φ(x) have rank at most m − 1. This completes the proof of the lemma.
Proof of Theorem 1. Consider the expansion
With R D identified as a subspace of H = 2 , we have by Lemma 6 (with the scaling factors γ, µ), that
By Lemma 3, we have
Since these two quantities are both finite, for γ = µ, as D → ∞, clearly the right hand side of Eq. (49) goes to infinity. This gives us the desired limit. 
It follows from Lemma 5 that the first term is
Similarly, the second term is
Thus we have
Similarly,
With R D identified as a subspace of H =
2
, we have by Lemma 6 (with the scaling factor γ), that
with the operators
all having rank at most m − 1. It thus follows from Lemma 4 that
Similarly, since limD→∞KD(xi, xj) = K(xi, xj) for all pairs (xi, xj) and limD→∞KD(yi, yj) = K(yi, yj) for all pairs (yi, yj), 1 ≤ i, j ≤ m, we have, as m × m matrices, 
Combining Eqs. (50), (51), (53), (54) , and (55), we obtain
This completes the proof of the Theorem.
Proof of Theorem 3. By definition of the Log-HS inner product, for dim(H) = ∞, we have
On the other hand, for the approximate covariance operators
Similar to the proof of Theorem 2, with R D identified as a subspace of H = 2 , we have by Lemma 6 (with the scaling factors γ and µ, respectively), that
with the operators CΦ
Consider first the case γ = µ = 1, so that log(γ) = log(µ) = 0, then combining (56), (57) , and (58), we obtain
Consider next the case γ = 1, µ = 1. As in the proof of Theorem 1, we have
Thus combining (56) , (57) , and (58), we obtain
The case γ = 1, µ = 1 is proved similarly. Finally, for the case γ = 1, µ = 1, we see that on the right hand side of (57), the first three terms all approach finite limits as D → ∞. However, the last term, namely (log γ)(log µ)D, clearly approaches either +∞ or −∞ as D → ∞, depending on the sign of (log γ)(log µ). This completes the proof.
APPENDIX B THE HILBERT-SCHMIDT DISTANCE BETWEEN CO-VARIANCE OPERATORS
For completeness, in this section we provide the mathematical expression for the Hilbert-Schmidt distance between two covariance operators. This was used for carrying out the corresponding experiments which compare the empirical performance of the Log-HS distance and its approximations with the Hilbert-Schmidt distance. Let K be a positive definite kernel on an arbitrary nonempty set X and H be a corresponding Hilbert feature space, which can be taken to be its RKHS H K . Let C Φ(x) and C Φ(y) be the covariance operators on H corresponding to two n × m data matrices x and y, respectively, sampled from X . Following [36] , Here Φ(x) * denotes the adjoint operator of Φ(x) in the case dim(HK ) = ∞ and the transpose of Φ(x) when dim(HK ) < ∞. This completes the proof of the lemma.
APPENDIX C THE QUASI-RANDOM FOURIER FEATURES
In this section, we describe in more detail the Quasi-random Fourier features approach proposed recently by [55] . Consider the expression of the kernel K(x, y) = k(x−y) by Bochner's theorem in Eq. The Random Fourier feature maps arise from the Monte-Carlo approximation of the integral in Eq. (24), using a random set of points ω j 's sampled according to the distribution ρ. The Quasi-random Fourier features approach is based instead on the methodology of Quasi-Monte Carlo integration [13] , in which the ω j 's are deterministic points arising from a low-discrepancy sequence in [0, 1] n (see below for more details). Assume that the distribution ρ in Eq. (24) has the product form ρ(ω) = n j=1 ρj(ωj). Assume that each component cumulative distribution function ψj(xj) = 
Instead of approximating the left hand side of Eq. (60) using a random set of points {ωj} D j=1 in R n sampled according to ρ, in the Quasi-Monte Carlo approach, one approximates the right hand side using a deterministic, low-discrepancy sequence of points {tj} D j=1 in [0, 1] n . With the corresponding deterministic sequence
we construct the Fourier feature map as described by Eqs. (27) , (28) , and (29) Low-discrepancy sequences. We now briefly review the concept of low-discrepancy sequences in Quasi-Monte Carlo methods. For a comprehensive treatment, we refer to [38] . Let n ∈ N be fixed. Let I n = [0, 1) n and denote its closure by I n = [0, 1] n . For an integrable function f in I n , we consider the approximation
using a deterministic set of points P = (x 1 , . . . , x N ), which are part of an infinite sequence (x j ) j∈N in I n , such that 
This convergence of the integration error can be measured via the concept of discrepancy as follows. Let N be fixed. For an arbitrary set B ⊂ I n , define the counting function 
where χB denotes the characteristic function for B. Thus A(B; P ) denotes the number of points in P that lie in the set B. Let B be a non-empty family of Lebesgue-measurable subsets of I n . The discrepancy of P with respect to B is defined by 
with vol(B) denoting the volume of B with respect to the Lebesgue measure. The star discrepancy D * N (P ) is defined by
where J * denotes the family of all subintervals of I n of the form 
By Theorem 4, to achieve a small integration error, we need a sequence (xj) j∈N with low discrepancy D * N (x1, . . . , xN ) → 0 as N → ∞. Some examples of low-discrepancy sequences are Halton and Sobol' sequences (we refer to [13] , [38] for the detailed constructions of these and other sequences). The Halton sequence in particular satisfies D * N (x1, . . . , xN ) = C(n)
The Gaussian case. We now give the explicit expressions for the functions ψ and ψ −1 defined above in the case of the Gaussian kernel. It suffices to consider the one-dimensional case, since the multivariate case is defined componentwise. For K(x, y) = By definition, the cumulative distribution function ψ for ρ is ψ(x) = 
