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Resumo
Este trabalho apresenta propostas de implementac¸a˜o de qualidade de servic¸o na arquitetura
VPN MPLS e ana´lise de desempenho destas propostas. Sa˜o desenvolvidos sistemas com base
na arquitetura VPN MPLS e sugerido uma proposta de expansa˜o da arquitetura VPN MPLS
para mapeamento dinaˆmico das prioridades dos clientes VPN na rede do provedor de servic¸o
atrave´s da inserc¸a˜o do valor de prioridade de rota na tabela vrf e modificac¸o˜es realizadas no
protocolo MP-BGP. As propostas foram especificadas utilizando a linguagem de especificac¸a˜o
formal SDL orientada a` objetos a partir da ferramenta SDL TAU Suite. Esta ferramenta
permite simular os sistemas especificados, a partir de diagramas MSC, e validar estes sistemas
para detecc¸a˜o e correc¸a˜o dos erros de lo´gica e de especificac¸a˜o. A ana´lise de desempenho das
propostas foi realizada com o uso do simulador Opnet Modeler.
Palavras Chave: VPN, MPLS, MP-BGP, Qualidade de Servic¸o, Sinalizac¸a˜o, Provedor de
Servic¸o, SDL - Specification and Description Language, SDT - SDL TAU Suite, MSC - Message
Sequence Chart, Simulac¸a˜o, Validac¸a˜o, Ana´lise de Desempenho, Opnet Modeler.
Abstract
This work describe proposals for the implementation of quality of service (QoS) in VPN
MPLS architecture, and their performance analysis based on simulations are presented. New
systems are developed based on the VPN MPLS architecture, and it is being proposed an exten-
sion for the VPN MPLS architecture to construct a dynamic mapping of VPN clients priorities
into service provider network through the insertion of priority field at vrf table and MP-BGP
protocol modification. All these systems were specified using the SDL object-oriented formal
language with the SDL TAU Suite tool (Telelogic, Sweden). This tool allows the simulation
with MSC diagrams of the specified systems, and the validation of these systems by detecting
and correcting logical and specification errors. The performance analysis of these proposals
were realized through the Opnet Modeler simulator.
Keywords: VPN, MPLS, MP-BGP, Quality of Service, Signaling, Service Provider, SDL
- Specification and Description Language, SDT - SDL TAU Suite, MSC - Message Sequence
Chart, Simulation, Validation, Performance Analysis, Opnet Modeler.
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rede privada virtual - E´ uma rede privada que utiliza uma rede pu´blica como backbone, e
que e´ acessada somente pelos usua´rios ou grupos devidamente registrados nesta VPN.
vpn gerenciada pelo cliente - vpn onde a criac¸a˜o, manutenc¸a˜o e gerenciamento da rede
esta a cargo do pro´prio cliente.
vpn gerenciada pelo provedor - vpn onde a criac¸a˜o, manutenc¸a˜o e gerenciamento da rede
do cliente esta a cargo do provedor de servic¸o.
site vpn - um conjunto de sub-redes que fazem parte da rede do cliente vpn, mas que na˜o
esta˜o localizadas no mesmo local geogra´fico.
par mp-bgp - roteadores que implementam o protocolo mp-bgp, e estabelecem uma relac¸a˜o
de ”vizinhanc¸a”, na forma de pares.
roteador ce - roteador de borda do cliente vpn. Este roteador na˜o implementa a tecnologia
mpls, e representa o ponto da rede em que os pacotes entram e saem da rede do cliente vpn,
atravessando a rede mpls do provedor.
roteador pe - roteador de borda do provedor de servic¸o usado para conectar os sites vpn dos
clientes. Esta localizado na borda da rede do provedor, e deve suportar a tecnologia mpls.
roteador p - roteador de nu´cleo do provedor de servic¸o. Este roteador na˜o necessita manter
informac¸o˜es de clientes vpn, sendo responsa´vel apenas pela comutac¸a˜o ra´pida de pacotes na
rede, e deve suportar a tecnologia mpls.
tabela vrf - tabela de roteamento e encaminhamento independente criada para cada site vpn
que esta conectado ao roteador pe. Esta tabela e´ usada pelo provedor de servic¸os, para
distinguir as informac¸o˜es dos clientes vpn nos roteadores pe.
vi
famı´lia de enderec¸o vpn-ipv4 - formato de enderec¸o criado para tornar u´nico os
enderec¸os dos clientes vpn. O enderec¸o vpn-ipv4 e´ composto pelo campo para distinc¸a˜o de
rotas (rd - route distinguisher) seguido do enderec¸o ipv4 do cliente vpn.
sistema autoˆnomo - rede que esta sobre o controle de uma mesma entidade administrativa.
sessa˜o mp-ibgp - sessa˜o mp-bgp do tipo interna. Representa uma sessa˜o mp-bgp
estabelecida entre roteadores pertencentes ao mesmo sistema autoˆnomo, ou seja, sessa˜o entre
os roteadores pe da rede do provedor.
sessa˜o mp-ebgp - sessa˜o mp-bgp do tipo externa. Representa uma sessa˜o mp-bgp
estabelecida entre roteadores pertencentes a` sistemas autoˆnomos diferentes, ou seja, sessa˜o
entre os roteadores pe e ce.
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Introduc¸a˜o
1.1 Motivac¸a˜o e Objetivos
Corporac¸o˜es e empresas esta˜o se tornando cada vez mais dependentes de suas redes para comu-
nicac¸a˜o de dados e servic¸os de telecomunicac¸o˜es. Atualmente a necessidade de interconectar
redes corporativas em lugares geograficamente distribu´ıdos tornou-se cada vez mais importante.
A conectividade de redes corporativas vem sendo realizada pelos provedores de servic¸o,
principalmente atrave´s de conexo˜es fr (frame relay) ou atm (asynchronous transfer mode), e
recentemente atrave´s de ethernet e tu´neis IP (internet protocol ). Este tipo de rede, que inter-
conecta va´rios sites (redes corporativas) atrave´s de uma infraestrutura de rede compartilhada
e´ chamada de vpn (Virtual Private Network) ou rede privada virtual [19].
Atualmente os provedores de servic¸o esta˜o a procura de maneiras mais eficientes de ofer-
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ecer servic¸os vpn a seus clientes, combinando diferentes requisitos, como: otimizac¸a˜o no uso
do backbone da rede, automac¸a˜o na criac¸a˜o e gerenciamento de vpn e habilidade em oferecer
servic¸os diferenciados sobre a mesma infra-estrutura. Fabricantes comec¸aram a propor imple-
mentac¸o˜es proprieta´rias diferentes a fim de sanar estas necessidades, basicamente com o uso do
mpls (multiprotocol label switching) como tecnologia de backbone convergente.
Com a iniciativa de alguns provedores de servic¸o, as organizac¸o˜es itu-t (international telecom-
munications union - telecommunication standardization sector) e ietf (internet engineering task
force) reconheceram a importaˆncia de se iniciar um trabalho de padronizac¸a˜o da tecnologia vpn.
O grupo de estudo 13 do itu-t (itu-t study group 13 ) iniciou o processo de definic¸a˜o de req-
uisitos para vpn [22] e a classificac¸a˜o das propostas te´cnicas de vpn para servic¸os de n´ıvel 3
sobre tecnologia mpls [21] em Maio de 2000. Alguns meses depois, o ietf iniciou a discussa˜o
que levou a criac¸a˜o do grupo de trabalho ppvpn (provider provisioned VPN )[34] [5] no in´ıcio
de 2001, incumbido de padronizar as propostas de vpn para servic¸os de n´ıvel 2 e 3.
O termo rede privada virtual e´ muito abrangente e tem significados diferentes para diferentes
pessoas. Baseado na classificac¸a˜o usada pelos o´rga˜os padronizadores citados, as propostas de
vpn sa˜o classificadas de acordo com a responsabilidade de gerenciamento; vpn gerenciada pelo
cliente (customer edge - ce based vpn) ou vpn gerenciada pelo provedor (provider edge - pe based
vpn). Este trabalho e´ focado nas vpns gerenciadas pelo provedor, tambe´m conhecidas como
network based vpn.
Em 2003 o grupo de trabalho ppvpn do ietf foi dividido em dois grupos de trabalho, o l3vpn
(layer 3 vpn) responsa´vel por padronizar as propostas de vpn para servic¸os de n´ıvel 3 e o l2vpn
(layer 2 vpn) responsa´vel por padronizar as propostas de vpn para servic¸os de n´ıvel 2. A partir
do grupo l3vpn, treˆs propostas surgiram como padronizac¸a˜o para vpn. Sa˜o elas; vpn ce-based
ipsec [24], vpn virtual router ip [32] e vpn bgp/mpls ip [12].
Este trabalho esta´ baseado na arquitetura vpn bgp/mpls ip, tambe´m denominada arquitetura
vpn-mpls, onde o provedor de servic¸o usa o protocolo mp-bgp (multiprotocol border gateway
protocol) padronizado pelo ietf [37] no backbone da rede. O protocolo mp-bgp troca informac¸o˜es
de roteamento de cada vpn entre todos os sites vpn pertencentes a` aquela vpn. A arquitetura
tambe´m faz uso dos ro´tulos mpls para identificar e separar o tra´fego de diferentes vpns.
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Comparadas as estrate´gias de vpn n´ıvel 2 (exemplo: vpn com uso da tecnologia frame relay
ou atm), as vpns n´ıvel 3 herdam a flexibilidade e a simplicidade das redes IP, refletindo-se em
uma arquitetura escala´vel [25], devido ao grande potencial de crescimento das redes IP. Deve-se
ressaltar que este na˜o e´ o tipo ideal de rede com suporte a qualidade de servic¸o [26], devido a`
caracter´ıstica impl´ıcita de melhor esforc¸o (best effort) das redes IP.
Segundo o IETF [12], a implementac¸a˜o de qualidade de servic¸o na arquitetura vpn-mpls
pode ocorrer com o uso da arquitetura de servic¸os diferenciados (arquitetura diffserv [36])
na rede do cliente vpn, combinado ao uso do mpls no backbone do provedor. Atrave´s desta
combinac¸a˜o, as aplicac¸o˜es dos clientes vpn sa˜o tratadas na borda da rede do provedor de
servic¸o pelos mapeamentos de prioridades da arquitetura diffserv no cabec¸alho mpls [14], de
acordo com o n´ıvel de qualidade de servic¸o contratado pelo cliente. Alguns trabalhos como [27],
[15], [17] e [26] discutem esta forma de provimento de qualidade de servic¸o para arquitetura
vpn-mpls. E´ importante ressaltar que estes trabalhos levam em considerac¸a˜o o mapeamento
entre as prioridades do cliente e os acordos de n´ıvel de servic¸o contratados, implementados de
forma esta´tica pelo provedor de servic¸o, ou seja, o cliente vpn na˜o consegue estabelecer novos
n´ıveis de qualidade de servic¸os em tempo real.
Neste contexto, este trabalho desenvolve uma proposta em SDL de expansa˜o da arquitetura
vpn-mpls, para criac¸a˜o de um mapeamento dinaˆmico entre as prioridades dos clientes vpn e os
acordos de n´ıvel de servic¸o contratados do provedor. Este mapeamento e´ implementado atrave´s
da inserc¸a˜o de um novo paraˆmetro na tabela vrf, que representa a prioridade da rota do cliente
vpn, e a modificac¸a˜o do protocolo mp-bgp para o transporte dos valores de prioridade de rota
entre o cliente vpn e provedor de servic¸o. A expansa˜o da arquitetura tem como objetivo a
troca de sinalizac¸a˜o entre o cliente vpn e o provedor de servic¸o, a fim de se estabelecer uma
implementac¸a˜o de qualidade de servic¸o fim-a-fim, atrave´s do estabelecimento de novos n´ıveis
de qualidade de servic¸o em tempo real.
A linguagem SDL foi escolhida por ser uma linguagem de especificac¸a˜o formal, e por disponi-
bilizar de uma ferramenta case (computer aided software engineering) como o SDL TAU Suite 1
1Pacote Telelogic SDL TAU Suite 4.2 : adquirido pelo DT/FEEC/UNICAMP atrave´s do Projeto Tema´tico
- FAPESP (Proc. 91/3660-0)
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que utiliza essa linguagem para construc¸a˜o de especificac¸a˜o formal de software de comunicac¸a˜o,
permitindo a realizac¸a˜o de simulac¸o˜es, validac¸o˜es e gerac¸a˜o de co´digos, criando dessa forma sis-
temas mais confia´veis. Os modelos SDL propostos conferem uma formalizac¸a˜o dos sistemas,
permitindo a validac¸a˜o de suas principais funcionalidades, bem como a simulac¸a˜o e ana´lise dos
diagramas MSC de casos cr´ıticos envolvidos nos sistemas, auxiliando a identificac¸a˜o e correc¸a˜o
de quaisquer erros existentes antes de uma eventual implementac¸a˜o.
Este trabalho tambe´m desenvolve uma ana´lise de desempenho do mapeamento de priori-
dades da arquitetura de servic¸os diferenciados na rede mpls do provedor de servic¸os, usado na
proposta de expansa˜o da arquitetura vpn-mpls. Esta ana´lise de desempenho foi realizada em
conjunto com o projeto de pesquisa NGN (Next Generation Network) desenvolvido pelo CPqD
(Centro de Pesquisa e Desenvolvimento em Telecomunicac¸o˜es) sendo validada em ambiente de
simulac¸a˜o (Opnet Modeler 2 [3]).
1.2 Organizac¸a˜o da Dissertac¸a˜o
Este trabalho esta´ dividido em seis cap´ıtulos e treˆs apeˆndices.
O Cap´ıtulo 2 descreve uma introduc¸a˜o a` arquitetura vpn-mpls, considerando os pontos
mais relevantes para o trabalho desenvolvido. Ao final do cap´ıtulo sa˜o apresentadas as propostas
dos sistemas para o cap´ıtulo 3.
O Cap´ıtulo 3 apresenta as propostas de especificac¸a˜o formal orientada a objetos da ar-
quitetura vpn-mpls e da proposta de expansa˜o da arquitetura vpn-mpls. No cap´ıtulo sa˜o apre-
sentados diagramas em SDL dos sistemas desenvolvidos a partir dos conceitos da arquitetura
apresentada no cap´ıtulo 2. E´ mostrado tambe´m a possibilidade de reuso das especificac¸o˜es
atrave´s do conceito de heranc¸a. Desta forma, e´ poss´ıvel simplificar a construc¸a˜o dos novos
blocos e processos SDL a partir das especificac¸o˜es ja´ existentes.
O Cap´ıtulo 4 apresenta os resultados da validac¸a˜o dos sistemas desenvolvidos e exemplos
de simulac¸o˜es dos comportamentos funcionais e casos cr´ıticos atrave´s de diagramas MSC (Mes-
sage Sequence Chart). O cap´ıtulo apresenta tambe´m te´cnicas para identificar e corrigir erros
2Pacote Opnet Modeler v9.1 : adquirido pelo CPqD atrave´s do Projeto de Pesquisa Redes de Pro´xima
Gerac¸a˜o( Projeto NGN )
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existentes de lo´gica e especificac¸a˜o destes sistemas atrave´s da validac¸a˜o e simulac¸a˜o, garantindo
maior sucesso em futuras expanso˜es e implementac¸o˜es.
O Cap´ıtulo 5 apresenta os resultados de ana´lise de desempenho do mapeamento de pri-
oridades da arquitetura de servic¸os diferenciados na rede mpls do provedor de servic¸os, usado
na proposta de expansa˜o da arquitetura vpn-mpls. Estes resultados sa˜o obtidos com o uso da
ferramenta de simulac¸a˜o Opnet Modeler.
No Cap´ıtulo 6 sa˜o apresentadas as concluso˜es finais e sugesto˜es para eventuais trabalhos
futuros.
O Apeˆndice A apresenta uma introduc¸a˜o a` linguagem SDL com as caracter´ısticas princi-
pais e relevantes para o trabalho desenvolvido. O apeˆndice tambe´m apresenta a ferramenta SDL
TAU Suite que possui os mo´dulos Simulator e Validator utilizados para gerar resultados das
simulac¸o˜es dos casos cr´ıticos e validac¸a˜o dos sistemas respectivamente, para o desenvolvimento
das especificac¸o˜es dos sistemas em SDL.
O Apeˆndice B apresenta uma introduc¸a˜o ao simulador Opnet Modeler com as carac-
ter´ısticas principais e relevantes para o trabalho desenvolvido. O objetivo deste apeˆndice e´
mostrar os aspectos ba´sicos da plataforma de simulac¸a˜o utilizada.
O Apeˆndice C apresenta os diagramas das especificac¸o˜es gra´ficas em SDL, referentes
a`s propostas dos sistemas especificados da arquitetura vpn-mpls (sistema basicarquitecture-
scenario1 - Apeˆndice C.1) e da expansa˜o da arquitetura vpn-mpls (sistema basicarquitecture-
scenario2 - Apeˆndice C.2). Por motivo de organizac¸a˜o, e para facilitar o entendimento dos
sistemas, este apeˆndice apresenta todos os diagramas usados nas especificac¸o˜es, inclusive os ja´
apresentados no cap´ıtulo 3.
2
Arquitetura VPN MPLS e a proposta de
expansa˜o para provimento de qualidade de
servic¸o
As redes privadas virtuais (VPN - Virtual Private Network) possibilitam a conectividade em
n´ıveis globais a custos relativamente baixos, permitindo assim que as comunicac¸o˜es das cor-
porac¸o˜es sejam realizadas de modo a tornar poss´ıvel a adoc¸a˜o de um modelo de nego´cio mais
ra´pido e mais dinaˆmico. Ale´m disso, a VPN possui tambe´m importantes aspectos econoˆmicos,
principalmente com relac¸a˜o a` na˜o necessidade de se manter uma infra-estrutura de comunicac¸a˜o
pro´pria.
Tradicionalmente, VPNs eram estabelecidas atrave´s do uso de circuitos dedicados, ou
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atrave´s do uso de softwares de seguranc¸a estabelecendo-se tu´neis de comunicac¸a˜o entre as
redes. Estas tecnologias na˜o apresentavam soluc¸o˜es economicamente via´veis para empresas
pequenas e ao mesmo tempo na˜o eram escala´veis a`s grandes corporac¸o˜es. Em seu lugar, as
empresas podem hoje utilizar o potencial dos servic¸os oferecidos pelos provedores de servic¸o,
tendo vantagens na reduc¸a˜o dos custos e experieˆncia na manutenc¸a˜o dos servic¸os.
Baseando-se na necessidade dos provedores de servic¸o em oferecer servic¸os VPN a seus
clientes de maneira eficiente, atrave´s do uso otimizado do backbone, da automac¸a˜o na criac¸a˜o
e gerenciamento de VPNs e da habilidade em oferecer servic¸os diferenciados sobre a mesma
infra-estrutura, o IETF iniciou o trabalho de padronizac¸a˜o da arquitetura vpn-mpls [12].
O oferecimento de servic¸os VPN com qualidade (QoS) e´ um aspecto importante a ser levado
em considerac¸a˜o pela arquitetura vpn-mpls(sec¸a˜o 2.1). De acordo com [12] a implementac¸a˜o
de qualidade de servic¸o nesta arquitetura pode ocorrer com a combinac¸a˜o da arquitetura de
servic¸os diferenciados junto a` arquitetura mpls, atrave´s do uso de mapeamentos de prioridades.
Este mapeamento sugerido pelo IETF, e´ um mapeamento esta´tico, onde o cliente ao contratar
o servic¸o VPN so´ podera´ alterar este mapeamento via provedor de servic¸o. Neste contexto,
este trabalho desenvolve uma proposta de expansa˜o da arquitetura vpn-mpls(sec¸a˜o 2.2) para
mapeamento dinaˆmico entre as prioridades dos clientes vpn e os acordos de n´ıvel de servic¸o
contratados do provedor.
Para a compreensa˜o de todos os sistemas propostos neste trabalho, este cap´ıtulo apresenta
a arquitetura vpn-mpls e os principais conceitos relacionados, bem como uma introduc¸a˜o a
linguagem SDL utilizada para especificar os sistemas.
A sec¸a˜o 2.1 descreve a arquitetura vpn-mpls com os respectivos componentes, sinalizac¸o˜es e
funcionalidades. A sec¸a˜o 2.2 descreve a proposta de expansa˜o da arquitetura vpn-mpls e uma
breve descric¸a˜o das caracter´ısticas da linguagem SDL.
2.1 Arquitetura VPN MPLS
A arquitetura vpn-mpls, tambe´m denominada arquitetura vpn bgp/mpls ip, define mecanismos
que permitem o provedor de servic¸o utilizar seu backbone IP para prover servic¸os VPN a seus
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clientes. Nesta arquitetura, o protocolo mp-bgp (multiprotocol bgp) [37] e´ usado para distribuir
informac¸o˜es de roteamento dos clientes vpn, e o mpls para envio do tra´fego dos clientes atrave´s
do backbone do provedor de servic¸o.
Nesta arquitetura, o IETF padronizou atrave´s da RFC 2858 [37] o mp-bgp como uma ex-
tensa˜o do bgp [41] para transportar informac¸o˜es de roteamento de mu´ltiplos protocolos de rede,
como; IPv6 ou IPX.
• Componentes da arquitetura vpn-mpls
Figura 2.1: Componentes da arquitetura vpn-mpls [31]
A figura 2.1 apresenta os componentes de uma arquitetura vpn-mpls. Nesta figura, o equipa-
mento de borda do cliente, tambe´m conhecido como roteador ce (customer edge) proporciona
aos clientes acesso a` rede do provedor de servic¸o. Atrave´s da conexa˜o entre os roteadores ce e
o provedor de servic¸o, o cliente vpn divulga suas informac¸o˜es de rotas a` toda rede, e atrave´s
desta conexa˜o o roteador ce e´ informado de novas rotas adicionadas a` rede por outros sites
vpn. O roteador ce na˜o implementa a tecnologia mpls, e representa o ponto da rede em que os
pacotes entram e saem da rede do cliente vpn, atravessando a rede mpls do provedor.
O equipamento de borda do provedor, tambe´m conhecido como roteador pe (provider edge),
troca informac¸o˜es de roteamento com o cliente vpn conectado ao roteador ce e com a rede do
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provedor de servic¸o. A troca de informac¸o˜es com o roteador ce (cliente vpn), ocorre atrave´s de
roteamento esta´tico ou com o uso de protocolos de roteamento, como; rip (routing information
protocol), ospf (open shortest path) ou bgp(exterior border gateway protocol). Ja´ a troca de
informac¸o˜es com a rede do provedor de servic¸os ocorre atrave´s do uso de dois protocolos de
roteamento, o primeiro para troca de informac¸o˜es de rota da rede do provedor, como: rip ou
ospf, e o segundo para troca de informac¸o˜es de roteamento dos clientes vpn, atrave´s do protocolo
mp-bgp.
Na arquitetura vpn-mpls, o roteador pe mante´m somente as informac¸o˜es de roteamento
dos clientes vpn diretamente conectados a ele, com isso ha´ um aumento da escalabilidade da
rede, pois elimina a necessidade dos roteadores pe manterem todas as rotas vpn informadas ao
provedor de servic¸o [25].
Cada roteador pe mante´m uma tabela de roteamento independente para cada cliente vpn
diretamente conectado, denominada tabela vrf (virtual routing and forwarding). Apo´s a in-
stalac¸a˜o das rotas locais do cliente vpn na tabela vrf, o roteador pe troca estas informac¸o˜es de
roteamento com outros roteadores pe que possuem sites pertencentes a` mesma VPN.
Na figura 2.1, os equipamentos de nu´cleo do provedor, denominados roteadores p (provider),
sa˜o roteadores que na˜o esta˜o ligados diretamente aos roteadores ce. Roteadores p exercem a
func¸a˜o de roteadores comutadores de ro´tulos mpls, (lsr - label switching routers), comutando os
tra´fegos de dados dos clientes vpn entre os roteadores pe. Como o tra´fego e´ enviado atrave´s do
backbone mpls usando hierarquia de ro´tulos, os roteadores p somente necessitam manter rotas
para os roteadores pe, na˜o necessitando manter informac¸o˜es de roteamento vpn, aumentando
assim a escalabilidade no backbone mpls [25].
• Sobreposic¸a˜o do Espac¸o de Enderec¸amento do Cliente
Redes corporativas usam espac¸o de enderec¸amento privado[40], sendo que um mesmo espac¸o
de enderec¸amento pode ser usado por diferentes clientes vpn para identificar redes diferentes.
Havendo a necessidade de se interligar estas redes corporativas atrave´s do backbone do provedor
de servic¸o, se torna dif´ıcil para o protocolo de roteamento do backbone assumir que cada
enderec¸o ipv4 (internet protocol version 4 ) que ele transporta e´ u´nico na rede.
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Para eliminar o problema do uso do mesmo espac¸o de enderec¸amento privado em redes difer-
entes, a arquitetura vpn-mpls criou um mecanismo que possibilita o protocolo de roteamento
mp-bgp distinguir os prefixos destas redes, de tal forma que possa instalar rotas completamente
diferentes para cada cliente vpn, mesmo que mais de um cliente fac¸a uso do mesmo espac¸o
de enderec¸amento privado. O mecanismo criado pela arquitetura vpn-mpls para suportar esta
capacidade e´ denominado famı´lia de enderec¸o vpn-ipv4, que representa a adic¸a˜o do campo para
distinc¸a˜o de rotas (rd - route distinguisher) ao enderec¸o ipv4 dos clientes vpn, criando assim
enderec¸os vpn-ipv4 u´nicos na rede.
E´ importante ressaltar que o uso do enderec¸o vpn-ipv4 se restringe ao backbone do provedor
de servic¸o, ou seja, os clientes vpn na˜o necessitam saber do uso de enderec¸os vpn-ipv4. Os
enderec¸os vpn-ipv4 sa˜o transportados somente durante a sinalizac¸a˜o de roteamento dos clientes
vpn, na˜o sendo necessa´rio o transporte deste enderec¸amento no cabec¸alho dos pacotes de tra´fego
de dados do cliente ao passar pela rede do provedor de servic¸o.
• Tabelas de roteamento independentes
Na arquitetura vpn-mpls, o isolamento do tra´fego dos clientes vpn e´ realizado atrave´s do
uso de tabelas de roteamento independentes, tambe´m conhecidas como tabelas vrf. Nesta
arquitetura, cada roteador pe mante´m uma ou mais tabelas vrf, dependendo da quantidade de
clientes vpn conectados a ele. Cada tabela vrf e´ associada a uma ou mais portas (interfaces ou
sub-interfaces) ligadas aos roteadores ce, sendo criadas tabelas de roteamento individuais para
cada site vpn [29].
A figura 2.2 apresenta um exemplo de criac¸a˜o de tabelas vrf em uma rede baseada na
arquitetura vpn-mpls. Existe uma tabela vrf para cada site vpn conectado ao roteador pe, cujas
informac¸o˜es ba´sicas sa˜o: interface ligada ao cliente, campo de distinc¸a˜o de rotas, atributos de
exportac¸a˜o e importac¸a˜o de rotas, e o ro´tulo mpls, garantindo assim a diferenciac¸a˜o entre os
tra´fegos dos clientes vpn. Neste exemplo, os clientes da vpn 1 esta˜o ligados a` vrf da vpn 1
localizada nos roteadores pe-1 e pe-2. Os clientes da vpn 2 esta˜o ligados a` vrf da vpn 2 tambe´m
localizada nos roteadores pe-1 e pe-2. De acordo com a figura 2.2, os roteadores pe-1, pe-2 e
pe-3 trocam informac¸o˜es de rotas dos clientes atrave´s do protocolo mp-bgp. Neste cena´rio
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diferentes sites vpn conectados ao mesmo roteador pe podem usar a sobreposic¸a˜o do espac¸o
de enderec¸amento, ou seja, clientes distintos podem adotar a mesma faixa de enderec¸amento
privado sem causar distu´rbios para o roteamento no backbone do provedor de servic¸o.
Figura 2.2: Criac¸a˜o de tabelas de tabelas vrf
• Distribuic¸a˜o de rotas dos clientes vpn entre os roteadores pe
Roteadores pe distribuem rotas vpn-ipv4 via protocolo mp-bgp, e fazem uso de seu enderec¸o
como informac¸a˜o de pro´ximo hop da rota (campo next hop do protocolo mp-bgp). O enderec¸o
do roteador pe e´ codificado como um enderec¸o vpn-ipv4, com valor de rd igual a zero devido
a necessidade do mp-bgp em transportar a informac¸a˜o de pro´ximo hop da rota pertencendo a
mesma famı´lia de enderec¸o vpn-ipv4. Junto a informac¸a˜o de rota, o roteador pe distribui um
ro´tulo mpls que identifica a tabela vrf. Quando um roteador pe processa um pacote recebido
com a informac¸a˜o do ro´tulo mpls, o roteador verifica a qual tabela vrf pertence o ro´tulo mpls
e envia o pacote ao roteador ce conectado a esta tabela vrf.
A troca de informac¸o˜es de rotas dos clientes vpn, e´ feita atrave´s da troca de mensagens
update entre roteadores pe do backbone do provedor de servic¸o, que transporta a informac¸a˜o
de rota pertencente a` famı´lia de enderec¸o vpn-ipv4 junto com o valor do ro´tulo mpls.
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Ma´quina de estado do protocolo mp-bgp
A ma´quina de estado do protocolo mp-bgp proposta por [37] de forma textual, e´ apresentada
na figura 2.3. De acordo com esta figura, a ma´quina de estado e´ composta por eventos e estados.
OPEN _CONFIRM
OPEN _SENT
IDLE
ESTABLISHED ACTIVE CONNECT
mpbgp-start
Falha na sessão
 de transporte
Inicialização da sessão
 mp-bgp
Expiração
do temporizador
connect-retry
Inicialização da sessão
mp-bgp
Falha na
sessão de
transporte
Expiração do temporizador
connect-retry
mpbgp-error ou
expiração do temporizador
holdtimer
Recebimento de
mensagem open
Expiração
do temporizador
keepalive
Recebimento de
mensagem keepalive
Recebimento de
mensagem notification
ou mpbgp-error
Expiração
do temporizador
keepalive
Recebimento de
mensagem keepalive ou
update
Recebimento de
mensagem notification
ou mpbgp-error
Figura 2.3: Ma´quina de estado do protocolo mp-bgp
Eventos:
• open ; utilizada pelo protocolo mp-bgp para o estabelecimento de conexa˜o com o par
mp-bgp.
• keepalive ; utilizada pelo protocolo mp-bgp para troca de informac¸o˜es perio´dicas com o
objetivo de informar ao par mp-bgp que a conexa˜o ainda esta´ ativa.
• notification ; mensagem utilizada pelo protocolo para informar a ocorreˆncia de erros na
troca de informac¸a˜o ou execuc¸a˜o da ma´quina de estado.
• update ; mensagem trocada pelo protocolo mp-bgp para informar ao par mp-bgp sobre
atualizac¸o˜es de rotas ocorridas na tabela vrf.
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Estados:
• Idle : Estado inicial do protocolo mp-bgp. Neste estado o mp-bgp recusa todas as so-
licitac¸o˜es de conexa˜o. Em resposta ao evento de inicializac¸a˜o (mpbgp-start) enviado pelo
sistema, o protocolo inicializa seus recursos, inicia o temporizador connect-retry usado
para delimitar o tempo de espera para o estabelecimento de uma sessa˜o mp-bgp, e vai
para o estado connect.
• Connect : Neste estado o protocolo mp-bgp aguarda o estabelecimento da conexa˜o do
n´ıvel de transporte(conexa˜o tcp). Se a conexa˜o de transporte ocorrer com sucesso, o
protocolo envia uma mensagem open para o par mp-bgp com o qual esta se estabelecendo
a sessa˜o, e o protocolo vai para o estado open-sent. Se a conexa˜o de transporte falhar,
o protocolo continua a` espera de novas conexo˜es, reinicializa o temporizador connect-
retry, e muda seu estado para active. Se o temporizador expirar, o protocolo reinicializa
o temporizador, inicia uma conexa˜o de transporte com o par mp-bgp, e permanece no
estado connect.
• Active : Neste estado o protocolo mp-bgp tenta estabelecer uma conexa˜o com seu par
atrave´s da tentativa de inicializac¸a˜o da sessa˜o mp-bgp. Se a conexa˜o de transporte for
estabelecida com sucesso, o protocolo envia uma mensagem open para o par mp-bgp com
o qual esta se estabelecendo a sessa˜o, e o protocolo vai para o estado open-sent. Se o
temporizador connect-retry expirar, o protocolo reinicializa o temporizador, inicia uma
conexa˜o de transporte com o par mp-bgp, e muda para o estado connect.
• Open-sent : Neste estado o protocolo mp-bgp aguarda por uma mensagem open do
seu par e faz uma verificac¸a˜o de conformidade dos dados da mensagem. A verificac¸a˜o de
conformidade leva em considerac¸a˜o a versa˜o do protocolomp-bgp suportada pelo roteador,
o nu´mero do sistema autoˆnomo do par mp-bgp que enviou a mensagem, e paraˆmetros
de autenticac¸a˜o, se for utilizado a opc¸a˜o de autenticac¸a˜o das mensagens mp-bgp. Se a
mensagem estiver em conformidade, o protocolo mp-bgp envia uma mensagem keepalive,
inicializa o temporizador hold-timer usado para limitar o tempo ma´ximo de espera entre
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o recebimento de mensagens keepalive e/ou mensagens update, e vai para o estado open-
confirm. Se o temporizador expirar, ou o sistema enviar uma notificac¸a˜o de erro, o
protocolo vai para o estado idle e encerra a conexa˜o mp-bgp e todos os recursos desta
conexa˜o.
• Open-confirm : Neste estado o protocolo mp-bgp aguarda o recebimento de mensagens
keepalive ou notification, para que o par possa trocar informac¸o˜es de roteamento. Se o
protocolo receber uma mensagem keepalive, ele inicializa o temporizador keepalive usado
para delimitar o tempo de espera para o recebimento da mensagem keepalive de seu
par mp-bgp, e vai para o estado established. Se o temporizador keepalive expirar, o
protocolo envia uma mensagem keepalive e reinicia o temporizador. O recebimento de
uma mensagem notification representa a ocorreˆncia de erro informado na mensagem, e o
protocolo retorna ao estado idle.
• Established : Neste estado o protocolo mp-bgp troca mensagens update, keepalive e noti-
fication com seus pares. Se ocorrer o recebimento de uma mensagem update, o protocolo
processa as informac¸o˜es da mensagem e permanece no estado established. O mesmo ocorre
com o recebimento das mensagens keepalive. Se o temporizador keepalive expirar o pro-
tocolo envia uma mensagem keepalive e reinicia o temporizador keepalive permanecendo
no estado established. Caso o sistema envie uma notificac¸a˜o de erro, o protocolo vai para
o estado idle e encerra a conexa˜o mp-bgp e todos os recursos desta conexa˜o.
2.1.1 Qualidade de servic¸o na arquitetura vpn-mpls
A provisa˜o de qualidade de servic¸o (QoS ) e´ parte intr´ınseca dos servic¸os emergentes, como
a arquitetura vpn-mpls. De acordo com [12], uma soluc¸a˜o para provimento de qualidade de
servic¸o na arquitetura vpn-mpls e´ a implementac¸a˜o da combinac¸a˜o entre a` arquitetura de
servic¸os diferenciados ( arquitetura diffserv [36]) e o mpls [13]. A arquitetura diffserv e o mpls
podem ser vistos como tecnologias complementares na busca pela qualidade de servic¸o fim-a-fim
na arquitetura vpn-mpls. Estas duas tecnologias possuem va´rios pontos em comum, realizando
classificac¸a˜o de pacotes nos no´s de ingresso da rede, e uso de agregac¸a˜o de tra´fego em classes,
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sendo o mpls com fecs (forwarding equivalent classes) e o diffserv com phb (per hop behavior)
[30]. Ro´tulos de tamanho fixo sa˜o usados em ambas as arquiteturas, chamados: ro´tulo mpls
para o mpls e dscp (diffserv code point) para o diffserv. Os roteadores p tratam os pacotes de
acordo com seus ro´tulos, e o campo dscp mapeado no ro´tulo mpls determina o comportamento
do no´ com relac¸a˜o ao mecanismos de escalonamento e gerenciamento de filas. Este mapeamento
de prioridades, sugerido pelo IETF, e´ um mapeamento esta´tico, onde o cliente ao contratar o
servic¸o VPN so´ podera´ alterar este mapeamento via provedor de servic¸o. Com isto se define a
prioridade e a ordem de descarte dos pacotes na rede.
A engenharia de tra´fego, sugerida por [9], tambe´m e´ aplica´vel a` arquitetura vpn-mpls. A
engenharia de tra´fego pode ser usada no estabelecimento de caminhos comutados por ro´tulos
(lsp - label switching path) com caracter´ısticas particulares de qualidade de servic¸o entre sites
de clientes vpn, conforme e´ apresentado no cap´ıtulo 5, atrave´s da ana´lise de desempenho do
cena´rio de simulac¸a˜o com engenharia de tra´fego.
2.2 Proposta de expansa˜o da arquitetura vpn-mpls
Este trabalho propo˜e uma expansa˜o da arquitetura vpn-mpls para provimento em tempo real de
qualidade de servic¸o fim-a-fim. A proposta de expansa˜o da arquitetura vpn-mpls introduzida
neste trabalho de tese e´ baseada na possibilidade de estabelecimento de n´ıveis de qualidade
de servic¸os em tempo real, ou seja, estabelecimento de mapeamento dinaˆmico de prioridades
(mapeamento da arquitetura de servic¸os diferenciados no mpls) de acordo com a necessidade
do cliente vpn.
A criac¸a˜o deste mapeamento dinaˆmico de prioridades entre os clientes vpn (roteador ce) e o
provedor de servic¸o (roteador pe) e´ realizado atrave´s da inserc¸a˜o de paraˆmetros de prioridade na
tabela vrf implementada no roteador pe, representando as prioridades das rotas dos clientes vpn,
e atrave´s de uma modificac¸a˜o do protocolo mp-bgp para o transporte dos valores de prioridade
das rotas. Estas modificac¸o˜es sa˜o apresentadas no cap´ıtulo 3 atrave´s da especificac¸a˜o em SDL
da expansa˜o da arquitetura vpn-mpls (sec¸a˜o 3.2).
De acordo com a proposta, a troca de informac¸o˜es de prioridade entre o roteador ce e o
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roteador pe, possibilita o estabelecimento de novos n´ıveis de qualidade de servic¸o atrave´s da
inserc¸a˜o de novos mapeamentos ou modificac¸a˜o de mapeamentos ja´ existentes. Os valores de
prioridade das rotas a serem informados pelo cliente vpn sa˜o obtidos a partir do campo dscp da
arquitetura de servic¸os diferenciados, e transportados pela modificac¸a˜o realizada no protocolo
mp-bgp, dentro do estado established (figura 2.3), atrave´s do uso do campo route target da
mensagem update. Com as informac¸o˜es de rotas e prioridades das rotas, o roteador pe monta a
tabela de mapeamento de prioridades do cliente vpn. De acordo com a necessidade do cliente,
cada mapeamento contido nesta tabela pode ter seus valores de prioridade alterados atrave´s
da troca de mensagens update entre o roteador ce e o roteador pe.
O cap´ıtulo 3 apresenta as propostas em SDL da arquitetura vpn-mpls definida por [12](sistema
basicarquitecture-scenario1, sec¸a˜o 3.1), e da expansa˜o da arquitetura sugerida nesta tese(sistema
basicarquitecture-scenario2, sec¸a˜o 3.2). Os sistemas propostos apresentam as suas estruturas em
SDL com orientac¸a˜o a` objetos atrave´s do uso da ferramenta SDL TAU Suite [6], que permite
simplificar as especificac¸o˜es, ale´m de validar e simular alguns casos cr´ıticos apresentados no
cap´ıtulo 4, garantindo a especificac¸a˜o correta destes sistemas e possibilitando poss´ıveis modi-
ficac¸o˜es, expanso˜es e a implementac¸a˜o dos sistemas. No cap´ıtulo 5 sa˜o sugeridos alguns cena´rios
de simulac¸a˜o para ana´lise de desempenho da proposta de qualidade de servic¸o na arquitetura
vpn-mpls, e comparac¸o˜es dos resultados de vaza˜o, atraso fim-a-fim e perda de pacotes das
aplicac¸o˜es multimı´dias sa˜o realizados, com o uso do simulador Opnet Modeler [3].
2.2.1 A linguagem SDL e a ferramenta SDL TAU Suite
A linguagem formal SDL (Specification and Description Language), comec¸ou a ser desenvolvida
em 1972 pela CCITT, hoje ITU-T, para a especificac¸a˜o e a descric¸a˜o de sistemas de telecomu-
nicac¸o˜es. Sua primeira versa˜o foi lanc¸ada em 1976, seguida por novas verso˜es sendo lanc¸adas
de quatro em quatro anos. A partir da versa˜o SDL-92, a linguagem incorporou conceitos
de orientac¸a˜o a` objetos, como; tipos, reuso e heranc¸a. A linguagem SDL foi criada visando
a especificac¸a˜o e descric¸a˜o de sistemas telefoˆnicos, sendo depois utilizada tambe´m na especi-
ficac¸a˜o de protocolos em redes de telecomunicac¸o˜es. Atualmente sua aplicac¸a˜o e´ muito mais
abrangente, sendo utilizada na especificac¸a˜o de sistemas de informac¸a˜o [8], sistemas distribu´ıdos
2.2 Proposta de expansa˜o da arquitetura vpn-mpls 17
[35], sistemas de tempo real, etc.
A linguagem SDL serve tanto para representar o comportamento do sistema, como sua es-
trutura, usando diferentes n´ıveis de abstrac¸a˜o, desde o n´ıvel mais alto ate´ o mais detalhado.
Um sistema SDL e´ dividido em blocos, que se comunicam uns com os outros e com o ambiente.
Cada bloco e´ composto por um conjunto de processos que tambe´m se comunicam entre si e
ate´ mesmo com outros blocos. O processo, por sua vez, trata-se do n´ıvel de abstrac¸a˜o onde e´
especificado o comportamento do sistema atrave´s da definic¸a˜o de estados e transic¸o˜es. Sem-
pre que necessa´rio, podem ser especificados procedimentos (dentro de processos) que realizam
alguma tarefa espec´ıfica.
Os processos se comunicam entre si de duas formas diferentes: atrave´s da troca de sinais
(modo ass´ıncrono) ou atrave´s da chamada a procedimentos exportados (modo s´ıncrono). Atrave´s
destes sinais, e procedimentos exportados, os processos podem trocar dados e trabalhar cooper-
ativamente, dando a funcionalidade desejada ao sistema especificado. Os processos podem ser
definidos como tipos instancia´veis, ou seja, e´ especificado um comportamento padra˜o para um
determinado processo e podem ser criadas inu´meras instaˆncias deste processo. Estas instaˆncias
sa˜o executadas concorrentemente e podem se comunicar umas com as outras.
Os blocos e processos SDL podem herdar suas caracter´ısticas de um ancestral, atrave´s da
construc¸a˜o inherits. Neste caso, as funcionalidades do ancestral tambe´m esta˜o presentes no
bloco/processo herdeiro, ale´m de novas funcionalidades que podem ser incorporadas. Ale´m
disso, algumas funcionalidades podem ser redefinidas atrave´s da construc¸a˜o redefined, desde
que isso seja permitido pelo ancestral atrave´s do uso da construc¸a˜o virtual. Blocos, processo,
procedimentos e transic¸o˜es de estado, devido a recepc¸a˜o de sinais podem ser declarados como
virtual e, portanto, redefinidos.
Ale´m da definic¸a˜o de tipos, instaˆncias, heranc¸a e redefinic¸a˜o, outra funcionalidade impor-
tante da linguagem SDL e´ representada pelo mecanismo de package, que permite reusar todas
as definic¸o˜es de um sistema ja´ especificado, ou apenas algumas delas, num propo´sito similar a`s
bibliotecas de func¸o˜es. A inclusa˜o de um package num sistema e´ feita atrave´s da cla´usula use.
Uma das caracter´ısticas fortes do SDL e´ que, diferentemente de outras linguagens de especi-
ficac¸a˜o formal (como Estelle e Lotos, por exemplo), ela apresenta uma representac¸a˜o gra´fica,
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denominada SDL-GR, que facilita bastante o seu entendimento pelo usua´rio, ja´ que a descric¸a˜o
do sistema e´ feita de uma maneira muito mais pro´xima a`quela a que se esta acostumado. Ale´m
disso, por ser uma linguagem formal, possui uma sintaxe e uma semaˆntica bem definidas, possi-
bilitando a simulac¸a˜o e a validac¸a˜o automa´tica do sistema sendo especificado, mesmo nas fases
iniciais do desenvolvimento, atrave´s de uma ferramenta case como o ambiente SDL TAU Suite
[6] [7].
Neste trabalho, todo o desenvolvimento em SDL foi realizado fazendo-se uso da ferramenta
case SDL TAU Suite, que permite o desenvolvimento das especificac¸o˜es em SDL atrave´s de sua
representac¸a˜o gra´fica (SDL-GR), facilitando assim a compreensa˜o do sistema como um todo.
A ferramenta SDL TAU Suite tambe´m disponibiliza mo´dulos capazes de realizar a validac¸a˜o
da especificac¸a˜o desenvolvida e simulac¸o˜es de suas funcionalidades e casos cr´ıticos. Estas facil-
idades foram utilizadas para a detecc¸a˜o e correc¸a˜o de erros (ou falhas de especificac¸a˜o), o que
garante a corretude das especificac¸o˜es geradas.
O apeˆndice A apresenta maiores detalhes das principais construc¸o˜es SDL e da estruturac¸a˜o
da linguagem. E´ tambe´m apresentada a ferramenta SDL TAU Suite e suas principais facili-
dades, utilizadas neste trabalho.
3
Especificac¸a˜o formal da arquitetura vpn-mpls
para provimento de qualidade de servic¸o
3.1 Introduc¸a˜o
Com base nas descric¸o˜es apresentadas nas sec¸o˜es anteriores do cap´ıtulo 2, referentes a arquite-
tura vpn-mpls padronizada pelo IETF (Internet Engineering Task Force) [12] e a proposta de
expansa˜o desta arquitetura para provimento de qualidade de servic¸o, neste cap´ıtulo sa˜o apresen-
tadas as propostas de especificac¸o˜es formais em SDL (Specification and Description Language)
da arquitetura vpn-mpls e da expansa˜o da arquitetura vpn-mpls.
A arquitetura vpn-mpls foi proposta pelo grupo de trabalho l3vpn (layer 3 VPN ) do IETF
em 2000, tambe´m denominada de arquitetura de vpn bgp/mpls IP pois utiliza a extensa˜o do
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protocolo bgp , denominado mp-bgp[37], para troca de informac¸o˜es de sinalizac¸o˜es e o mpls [13]
para encaminhamento do tra´fego.
A provisa˜o de qualidade de servic¸o na arquitetura vpn-mpls descrita por [12], [27], [15], [17]
e [26] propo˜em a implementac¸a˜o da arquitetura de servic¸os diferenciados no cliente, tambe´m
denominada arquitetura diffserv [36], interoperando com a rede mpls do provedor atrave´s do
mapeamento das prioridades do cliente no campo exp dos ro´tulos mpls [14]. Tambe´m conhecido
como e-lsp (exp-inferred-psc lsp) [16], este mapeamento das prioridades do cliente e´ feito pelo
provedor de servic¸o nos roteadores de borda, denominados roteadores pe (provider edge). E´
importante ressaltar que estes trabalhos citados levam em considerac¸a˜o o mapeamento entre
as prioridades do cliente e os acordos de n´ıvel de servic¸o contratados, sendo implementado de
forma esta´tica pelo provedor de servic¸o, ou seja, o cliente vpn na˜o consegue estabelecer novos
n´ıveis de qualidade de servic¸os em tempo real.
A proposta de expansa˜o da arquitetura vpn-mpls introduzida nesta tese e´ baseada na neces-
sidade de estabelecimento de n´ıveis de qualidade de servic¸os em tempo real, ou seja, estabeleci-
mento de novos mapeamentos de prioridades de acordo com a necessidade do cliente vpn. Estes
novos mapeamento sa˜o informados ao provedor de servic¸o atrave´s das modificac¸o˜es realizadas
na estrutura do protocolo de roteamento mp-bgp (multiprotocol - border gateway control proto-
col) apresentadas na sec¸a˜o 3.3 deste cap´ıtulo. De acordo com a proposta, a troca de informac¸a˜o
de prioridade entre o roteador ce e o roteador pe possibilita o estabelecimento de novos n´ıveis
de qualidade de servic¸o, atrave´s da inserc¸a˜o de novos mapeamentos ou modificac¸a˜o de mapea-
mentos ja´ existentes. Os valores de prioridade das rotas a serem informados pelo cliente vpn
sa˜o obtidos a partir do campo dscp da arquitetura de servic¸os diferenciados, e transportados
pelo protocolo mp-bgp atrave´s do uso do campo route target da mensagem update. Com as
informac¸o˜es de rotas e prioridades das rotas, o roteador pe monta a tabela de mapeamento de
prioridades do cliente vpn. De acordo com a necessidade do cliente, cada mapeamento contido
nesta tabela pode ter seus valores de prioridade alterados atrave´s da troca de mensagens update,
feita na modificac¸a˜o do protocolo mp-bgp, entre o roteador ce e o roteador pe.
Na sec¸a˜o 3.2 e´ apresentada a especificac¸a˜o formal em SDL da arquitetura vpn-mpls baseada
em [12]. As entidades e as sinalizac¸o˜es sa˜o especificadas utilizando a estrutura hiera´rquica
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da linguagem SDL. Na sec¸a˜o 3.3 e´ apresentada a especificac¸a˜o da expansa˜o da arquitetura
vpn-mpls, com eˆnfase nas modificac¸o˜es realizadas no sistema ancestral.
3.2 Especificac¸a˜o formal da arquitetura vpn-mpls
A proposta da especificac¸a˜o deste sistema e´ detalhar o comportamento dos componentes da
arquitetura vpn-mpls e sinalizac¸o˜es trocadas pelo protocolo de roteamento mp-bgp para o esta-
belecimento das Redes Privadas Virtuais (VPN ). Este sistema e´ a base para o desenvolvimento
da proposta de expansa˜o da arquitetura vpn-mpls descrito na sec¸a˜o 3.3.
SDT rw D:\Mestrado\SDL\Especificação\system\system\BasicArquitectureScenario01.sdt
rw D:\Mestrado\SDL\Especificação\system\system\
BasicArquitectureScenario01
x:y RouterCE : StaticCE
x:y RouterPE : BasicRouterPE
BasicArquitectureScenario01 rw BasicArquitectureScenario1.ssy
Packages
PackMessagesCE rw PackMessagesCE1.sun
PackMessagesPE rw PackMessagesPE.sun
x:y CE (1,1) : PStaticCE
virtual PStaticCE rw StaticCE.spt
StaticCE rw StaticCE.sbt
PackStaticCE rw StaticCE.sun
x:y Init (1,1) : Initialization
x:y PE (1,1) : PRouterPE
VRFUninstall rw VRFUninstall.spd
VRFInstall rw VRFInstall.spd
VerifyOPEN rw VerifyOPEN1.spd
VerifyPeers rw VerifyPeers.spd
VRFSetup rw VRFSetup.spd
SetRTable rw SetRTable1.spd
SETUP rw SETUPPE.spd
virtual PRouterPE rw PRouter2.spt
virtual Initialization rw Initialization2.spt
BasicRouterPE rw BasicRouterPE
PackBasicRouterPE rw PackBasicRouterPE.sun
Figura 3.1: Visa˜o do Organizer (SDL TAU Suite) do sistema basicarquitecture-scenario1
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Especificou-se neste trabalho o comportamento de um roteador ce e um roteador pe com
o propo´sito de caracterizar de forma detalhada a interac¸a˜o entre o cliente vpn(roteador ce)
e provedor de servic¸o (roteador pe). Durante a especificac¸a˜o optou-se por utilizar os quatro
n´ıveis de hierarquia do SDL: sistema, bloco, processo e procedimento com o objetivo de facilitar
o entendimento do sistema e para que uma poss´ıvel evoluc¸a˜o neste trabalho, ou em outros
trabalhos de pesquisa, pudesse ser realizada utilizando-se dessas estruturas atrave´s dos conceitos
de heranc¸a e de orientac¸a˜o a objetos.
Estrutura SDL Especificac¸a˜o
Pacote Package packmessage-cea, packmessage-pea,
packstatic-ce e packbasicrouter-pe
Sistema System basicarquitecture-scenario1
Bloco Block static-ce e basicrouter-pe
Processo Process pstatic-ce, prouter-pe e
initializationa
Procedimentos Procedure setup, set-rtablea, vrf-setupa,
verify-peersa, verify-opena, vrf-installa
e vrf-uninstalla
Tabela 3.1: Estruturas SDL da especificac¸a˜o da arquitetura do sistema basicarquitecture-
scenario1
aEstes diagramas esta˜o presentes no apeˆndice C.
A figura 3.1 apresenta a organizac¸a˜o hiera´rquica em SDL do sistema basicarquitecture-
scenario1 especificado. Nesta figura os dois primeiros ı´cones simbolizam o arquivo principal
de especificac¸a˜o que conte´m o sistema, e o direto´rio raiz onde se apresentam todos os ar-
quivos utilizados na especificac¸a˜o. Abaixo destes ı´cones, por motivos de organizac¸a˜o da es-
pecificac¸a˜o, duas a´reas de trabalho foram definidas, denominadas basicarquitecture-scenario1
e packages. Na primeira a´rea de trabalho encontra-se a especificac¸a˜o do diagrama raiz que
e´ o sistema basicarquitecture-scenario1 (figura 3.2), contendo os blocos static-ce(figura 3.6) e
basicrouter-pe(figura 3.8). Na segunda a´rea de trabalho encontra-se a especificac¸a˜o dos pacotes
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(packmessage-ce, packmessage-pe, packstatic-ce e packbasicrouter-pe) utilizados pelo sistema.
USE PackMessagesCE;
USE PackMessagesPE;
USE PackStaticCE;
USE PackBasicRouterPE;
system BasicArquitectureScenario01 1(1)
RouterCE:StaticCE
RouterPE:BasicRouterPE
ChanEnvCE
AddRoute,
RemoveRoute,
Data
Data
B
ChanCEPE CERoute,
RMCERoute,
DataIP
DataIP
A
B
ChanPEPE
(MP_BGP),
DataMPLS
(MP_BGP),
DataMPLS
A
ChanEnvPE
(SystemTo)
E
Figura 3.2: Sistema basicarquitecture-scenario1
As estruturas SDL que foram criadas para a especificac¸a˜o deste sistema sa˜o apresentadas
na tabela 3.1 e podem ser observadas no diagrama de hierarquia da figura 3.1. De acordo
com a tabela 3.1, a estrutura do sistema basicarquitecture-scenario1 especificado faz uso de
quatro pacotes(packages); packmessage-ce, packmessage-pe, packstatic-ce e packbasicrouter-pe.
Os pacotes packmessage-ce e packmessage-pe apresentam a descric¸a˜o em SDL das mensagens
e listas de sinais utilizadas na especificac¸a˜o do sistema. A especificac¸a˜o das mensagens e
lista de sinais em packages facilita a especificac¸a˜o em SDL orientada a objetos, visto que
podem ser reutilizadas por outros packages e por outros sistemas, como e´ o caso do sistema
basicarquitecture-scenario2 (figura 3.12) descrito na sec¸a˜o 3.3 que ira´ utiliza-las na especificac¸a˜o
da proposta de expansa˜o da arquitetura vpn-mpls.
O pacote packstatic-ce(figura 3.3) apresenta a especificac¸a˜o do bloco static-ce (figura 3.6),
que representa o comportamento do roteador ce do cliente vpn. De acordo com a figura 3.1,
este pacote e´ composto pelo bloco static-ce, processo pstatic-ce e instaˆncia ce. O pacote
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packbasicrouter-pe(figura 3.4) apresenta a especificac¸a˜o do bloco basicrouter-pe (figura 3.8),
que representa o comportamento do roteador pe. De acordo com a figura 3.1, este pacote e´
composto pelo bloco basicrouter-pe, processos initialization e prouter-pe, e pelas instaˆncias init
e pe. Os diagramas das especificac¸o˜es que na˜o forem mostrados neste cap´ıtulo, podem ser
consultados no apeˆndice C, que apresenta todas os diagramas utilizados pelas especificac¸o˜es.
USE PackMessagesCE;
package PackStaticCE 1(1)
StaticCE
Figura 3.3: Pacote packstatic-ce
USE PackMessagesCE;
USE PackMessagesPE;
package PackBasicRouterPE 1(1)
BasicRouterPE
Figura 3.4: Pacote packbasicrouter-pe
A figura 3.2 apresenta o sistema basicarquitecture-scenario1, que representa a estrutura em
SDL da arquitetura vpn-mpls. Os dois componentes principais da arquitetura (roteador ce
e roteador pe) sa˜o representados em SDL pelos blocos static-ce e basicrouter-pe. Atrave´s do
retaˆngulo com uma borda dobrada localizado na parte superior esquerda da figura 3.2, o sistema
basicarquitecture-scenario1 faz uso dos pacotes (packmessage-ce, packmessage-pe, packstatic-ce
e packbasicrouter-pe) especificados atrave´s da cla´usula USE.
Na figura 3.2, a interac¸a˜o entre o bloco static-ce(figura 3.6) e o bloco basicrouter-pe(figura
3.8) e´ representado pelo canal de comunicac¸a˜o chan-cepe, e as interac¸o˜es entre estes blocos e
o ambiente externo sa˜o representadas pelos canais de comunicac¸a˜o; chan-envce, chan-envpe e
chan-pepe. O canal de comunicac¸a˜o, channel, e´ usado para troca de sinais entre dois com-
ponentes do sistema especificado em SDL. Cada canal pode trocar informac¸o˜es em um u´nico
sentido, como e´ o caso do canal chanenv-pe que troca informac¸o˜es do ambiente externo para
o bloco basicrouter-pe, ou em ambos os sentidos, como e´ o caso dos demais canais usados na
especificac¸a˜o da figura 3.2.
Os blocos static-ce e basicrouter-pe usados pelo sistema basicarquitecture-scenario1 (figura
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3.2) foram especificados dentro de uma estrutura de packages, que permite estes blocos serem
instaˆnciados pelo sistema atrave´s dos pacotes packstatic-ce (figura 3.3) e packbasicrouter-pe
(figura 3.4) ou herdados por outra especificac¸a˜o, como sera´ descrito na sec¸a˜o 3.3.
Os pacotes packstatic-ce (figura 3.3) e packbasicrouter-pe (figura 3.4), atrave´s da cla´usula
USE (presente no retaˆngulo com uma borda dobrada no canto superior das figuras 3.3 e 3.4),
faz uso dos sinais e listas de sinais especificados nos pacotes packmessage-ce e packmessage-pe.
A figura 3.5 representa as listas de sinais usadas para definir os sinais que trafegam nos
canais do sistema basicarquitecture-scenario1 (figura 3.2). A lista de sinaismp-bgp, representa os
sinais (open, keepalive, notification, update e tcp) que podem ser enviados e recebidos pelo bloco
basicrouter-pe (figura 3.8) durante as sesso˜es mp-bgp. A lista de sinais system-to, representa os
sinais (start-sys e error-sys) que podem ser enviados do ambiente externo(environment) para
o sistema a fim de inicializa´-lo. A lista de sinais init-to, representa os sinais (mpbgp-start e
mpbgp-error) enviados pelo processo initialization (figura 3.8) a fim de inicializar a maquina
de estado do protocolo mp-bgp.
A declarac¸a˜o do bloco static-ce(figura 3.6) no pacote packstatic-ce (figura 3.3) e do bloco
basicrouter-pe(figura 3.8) no pacote basicrouter-pe(figura 3.4) como type, representados nas
figuras 3.3 e 3.4 pelos retaˆngulos com bordas duplas, permite que estes blocos sejam herdados
e instaˆnciados pelo sistema basicarquitecture-scenario1 (figura 3.2).
package PackMessagesPE 2(2)
/* THE SIGNAL LISTS  DEFINED IN THE SYSTEM*/
/* The signal lists described here represent the signals that can be changed between
MP−BGP Peers*/
SIGNALLIST
MP_BGP = OPEN, KEEPALIVE, NOTIFICATION, UPDATE, TCP;
SIGNALLIST
SystemTo = Start_Sys, Error_Sys;
SIGNALLIST
InitTo = MP_BGPStart, MP_BGPError;
Figura 3.5: Definic¸a˜o das listas de sinais do sistema basicarquitecture-scenario1 (figura 3.2)
Bloco static-ce
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O bloco static-ce(figura 3.6) e´ a especificac¸a˜o do bloco que representa o roteador ce da
arquitetura vpn-mpls, onde a troca de informac¸o˜es de roteamento entre o roteador ce e roteador
pe e´ feita de forma esta´tica, ou seja, na˜o se utiliza nenhum protocolo para troca de informac¸o˜es
de roteamento entre estes roteadores.
A declarac¸a˜o do bloco static-ce como block type (figura 3.6), permite que o bloco seja
herdado e instanciado pelo sistema basicarquitecture-scenario1 (figura 3.2), atrave´s da cla´usula
USE packstatic-ce. A troca de sinais do bloco static-ce com o bloco basicrouter-pe(figura 3.8)
e com o ambiente externo, ocorre atrave´s dos gateways A e B respectivamente.
O bloco static-ce e´ composto pelo processo pstatic-ce (figura 3.7), que e´ responsa´vel por
armazenar as informac¸o˜es de rotas do cliente vpn e trafegar informac¸o˜es de dados entre a rede
do cliente vpn e do provedor de servic¸o. Este processo possui uma instaˆncia (ce) representada
pela notac¸a˜o (1,1). A declarac¸a˜o do processo pstatic-ce(figura 3.7) como virtual process type,
torna o processo poss´ıvel de ser instanciado pelo bloco pstatic-ce(figura 3.6) ou redefinido por
outros sistemas.
block type StaticCE 1(1)
CE(1,1): PStaticCE
Virtual
PStaticCE
B
bEnvCE
AddRoute,
RemoveRoute,
Data
Data
B
bchanCEPE
CERoute,
RMCERoute,
DataIP
DataIP
A A
B
Data
AddRoute,
RemoveRoute,
Data
A
CERoute,
RMCERoute,
DataIP
DataIP
Figura 3.6: Bloco static-ce do sistema basicarquitecture-scenario1 (figura 3.2)
Na figura 3.7 inicia-se a descric¸a˜o comportamental do processo pstatic-ce com um s´ımbolo
start contendo a palavra virtual, onde a pro´xima transic¸a˜o e´ o estado idle. A declarac¸a˜o virtual
usada no processo pstatic-ce torna a especificac¸a˜o poss´ıvel de ser redefinida em outros sistemas,
podendo assim, adicionar novas funcionalidades ao processo ou alterar as ja´ existentes.
Atrave´s do gateway B o ambiente externo (environment) insere e remove informac¸o˜es de
rotas no processo pstatic-ce(figura 3.7) com o uso dos sinais add-route e remove-route e troca
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informac¸o˜es de trafego de dados com o uso do sinal data. Ao receber uma informac¸a˜o de
rota a ser inserida, sinal add-route enviado pelo ambiente externo, o processo pstatic-ce instala
esta rota na tabela de roteamento do roteador ce, atrave´s da task rt-install, e repassa essa
informac¸a˜o para o bloco basicrouter-pe(figura 3.8) atrave´s do sinal ce-route. A remoc¸a˜o de
rotas tambe´m procede da mesma forma, com o recebimento do sinal remove-route do ambiente
externo, remoc¸a˜o da rota da tabela de roteamento atrave´s da task rt-uninstall, e envio de
remoc¸a˜o de rota para o bloco basicrouter-pe atrave´s do sinal rmce-route. A troca de tra´fego de
dados e´ realizada com o ambiente externo atrave´s do sinal data via gateway B e com o bloco
basicrouter-pe atrave´s do sinal data-ip via gateway A.
virtual process type PStaticCE 1(1)
DCL Route Integer;
DCL Exp Integer;
DCL src Integer;
DCL dst Integer;
DCL tag Integer;
Virtual
IDLE
IDLE
Virtual
AddRoute(Route,Exp)
CERoute(Route,Exp)
IDLE
Virtual
RemoveRoute(Route)
RMCERoute(Route)
IDLE
Virtual
Data(src,dst)
DataIP (src,dst,0)
VIA A
IDLE
Virtual
DataIP(src,dst,tag)
Data(src,dst)
VIA B
IDLE
B
Data
AddRoute,
RemoveRoute,
Data
A
CERoute,
RMCERoute,
DataIP
DataIP
Figura 3.7: Processo pstatic-ce do bloco static-ce (figura 3.6)
Bloco basicrouter-pe
O bloco basicrouter-pe (figura 3.8) e´ a especificac¸a˜o do bloco que representa o roteador pe
da arquitetura vpn-mpls. Este bloco e´ responsa´vel por receber informac¸o˜es de rotas do bloco
static-ce(figura 3.6), e trocar informac¸o˜es de roteamento atrave´s do protocolo mp-bgp com o
ambiente externo.
A declarac¸a˜o do bloco basicrouter-pe(figura 3.8) como block type, permite que o bloco seja
herdado e instanciado pelo sistema basicarquitecture-scenario1 (figura 3.2), atrave´s da cla´usula
USE packbasicrouter-pe e redefinido pelo sistema basicarquitecture-scenario2 (figura 3.13) con-
forme sera´ mostrado na sec¸a˜o 3.3.
3.2 Especificac¸a˜o formal da arquitetura vpn-mpls 28
O bloco basicrouter-pe e´ composto pelos processos initialization e prouter-pe e pelas instaˆncias
init e pe. O processo initialization tem a func¸a˜o de inicializar a maquina de estado do pro-
tocolo mp-bgp presente no processo prouter-pe(figura 3.9). O processo prouter-pe(figura 3.9)
implementa as principais funcionalidades do roteador pe, como; a tabela vrf (virtual routing
and forwarding) do cliente vpn e o protocolo mp-bgp responsa´vel pela troca de informac¸o˜es de
roteamento com a rede do provedor de servic¸o.
A declarac¸a˜o dos processo initialization e prouter-pe(figura 3.9) como virtual process type,
torna os processos poss´ıveis de serem instaˆnciados pelo bloco basicrouter-pe (figura 3.8) e re-
definidos pelo sistema basicarquitectur-scenario2(figura 3.13) na sec¸a˜o 3.3.
block type BasicRouterPE 1(1)
Init(1,1):Initialization
PE(1,1):PRouterPE
Virtual
PRouterPE
Virtual
Initialization
E
(SystemTo)
A
(MP_BGP),
DataMPLS
(MP_BGP),
DataMPLS
E
bchan2
(SystemTo)
E
bchan3
(InitTo)
D
Cbchan1
(MP_BGP),
DataMPLS
(MP_BGP),
DataMPLS
AA B
bchan4
CERoute,
RMCERoute,
DataIP
DataIP
B
B
DataIP
CERoute,
RMCERoute,
DataIP
Figura 3.8: Bloco basicrouter-pe do sistema basicarquitecture-scenario1 (figura 3.2)
A figura 3.9 apresenta parte da especificac¸a˜o do processo prouter-pe, responsa´vel por im-
plementar a tabela vrf do cliente vpn e o protocolo mp-bgp. A especificac¸a˜o deste processo
foi dividida em diagramas, e a figura 3.9 representa um dos sete diagramas utilizados para es-
pecificar o processo prouter-pe, conforme pode ser visto no canto superior direito da figura 3.9.
Neste diagrama esta especificado parte da descric¸a˜o comportamental do processo prouter-pe e
a lista de procedimentos usadas pelo processo.
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Antes da descric¸a˜o comportamental do processo, e´ importante descrever as func¸o˜es ba´sicas
dos procedimentos para melhor entendimento da especificac¸a˜o. Abaixo e´ apresentada uma
descric¸a˜o resumida da func¸a˜o de cada um dos procedimentos do processo prouter-pe, na ordem
em que aparecem na figura 3.9.
Procedimento setup: Este procedimento e´ responsa´vel por inicializar as varia´veis globais
(versa˜o do protocolo mp-bgp, nu´mero do sistema autoˆnomo e enderec¸o IP) do roteador pe.
Ale´m disso, este procedimento inicializa a tabela de pares mp-bgp que armazena os enderec¸os
IP dos roteadores pe que ira˜o estabelecer sesso˜es mp-bgp. A tabela de pares, peers-table, e´
inicializada configurando-se o enderec¸o dos roteadores e o nu´mero do sistema autoˆnomo (asn -
autonomous system number) ao qual o roteador pertence.
Procedimento set-rtable : Este procedimento e´ responsa´vel por inicializar a tabela de
roteamento do roteador pe, ip-table. Nesta tabela esta˜o as informac¸o˜es das rotas do roteador
pe e informac¸o˜es dos pro´ximos hops para alcanc¸ar as rotas.
Procedimento vrf-setup: Este procedimento tem a func¸a˜o de inicializar as varia´veis da
tabela vrf, como; route distinguisher (rd), import e export target, e o ro´tulo mpls identificador
da vrf. Ale´m disso, este procedimento tambe´m inicializa a tabela vrf que conte´m as informac¸o˜es
iniciais das rotas da VPN.
Procedimento verify-peers: Este procedimento tem a func¸a˜o de, dado um enderec¸o IP,
realizar uma busca na tabela de pares mp-bgp (peers-table) para verificar se o enderec¸o IP dado
esta´ presente na tabela, ou seja, se o enderec¸o IP faz parte da tabela de pares mp-bgp. O valor
retornado (recv-ip) igual a 0 (zero) caso na˜o haja este valor na tabela ou, e´ igual a 1 (um) caso
haja este valor na tabela.
Procedimento verify-open : Este procedimento tem a func¸a˜o de verificar se a mensagem
open recebida esta´ em conformidade com os paraˆmetros necessa´rios, ou seja, o procedimento
verify-open checa todos os campos da mensagem para verificar se ha´ alguma inconsisteˆncia
na mensagem recebida. O valor retornado pelo procedimento (ckopen) igual a 0 (zero) caso
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ocorra alguma inconsisteˆncia nos campos da mensagem, sendo informada atrave´s da varia´vel
erro-subcode ou, e´ igual a 1 (um) caso na˜o ocorra nenhuma inconsisteˆncia na mensagem.
Procedimento vrf-install : Este procedimento e´ responsa´vel por inserir novas rotas na
tabela vrf da VPN. Este procedimento e´ executado quando o roteador pe recebe a nova rota
via mensagem update enviada pelo ambiente externo ou via mensagem ce-route enviada pelo
processo pstatic-ce (figura 3.7).
Procedimento vrf-uninstall : Este procedimento tem a func¸a˜o de remover rotas da tabela
vrf, e e´ executado sempre que uma mensagem update enviada pelo ambiente externo conte´m
rotas a serem removidas no campo withdraw da mensagem ou caso o processo pstatic-ce (figura
3.7) atrave´s do sinal rmce-route, sinalize a intenc¸a˜o de remover uma rota da tabela.
virtual  process type PRouterPE 2(7)
/* IDLE STATE*/
SETUP
VIRTUAL idle_state
SetRTable
VIRTUAL
MP_BGPStart
SETUP
VRFSetup
IP:=PT(2)!PeerIP
VerifyPeers SetRTable
TCP (IP)VIA A
VerifyOPEN VRFSetup
SET (NOW + 1000, 
T201)
VRFInstall
VRFUninstall idle_state connect_state
Figura 3.9: Estado idle, processo prouter-pe do bloco basicrouter-pe(figura 3.8)
A descric¸a˜o comportamental do processo prouter-pe presente na figura 3.9, representa o
comportamento da maquina de estado do protocolo mp-bgp para o estado idle. De acordo com
a figura 3.9, durante a criac¸a˜o da instaˆncia pe (figura 3.8), o processo prouter-pe inicializa todos
os recursos mp-bgp atrave´s das chamadas aos procedimentos setup, set-rtable e vrf-setup e o
processo entra no estado idle(idle-state).
3.2 Especificac¸a˜o formal da arquitetura vpn-mpls 31
Seguindo a estrutura do diagrama SDL da figura 3.9, estando o processo prouter-pe no estado
idle, ao receber um sinal mpbgp-start, vindo do processo initialization, para a inicializac¸a˜o da
maquina de estado do protocolo mp-bgp, o processo prouter-pe verifica na tabela peers-table o
enderec¸o IP do roteador com quem se estabelecera´ a sessa˜o mp-bgp. Ao enviar o sinal tcp para
o enderec¸o escolhido, o roteador pe tenta iniciar o estabelecimento da sessa˜o mp-bgp. Apo´s o
envio do sinal tcp o temporizador t201 (connectretry timer descrito em [41]) e´ inicializado a fim
de se estabelecer um tempo para o recebimento da confirmac¸a˜o de abertura da sessa˜o mp-bgp
e o processo prouter-pe entra no estado connect.
A figura 3.10 representa o estado open sent do protocolo mp-bgp. A descric¸a˜o dos estados
open sent(figura 3.10), e established(figura 3.11) e´ importante pois o comportamento de cada
um destes estados sera´ redefinido no sistema basicarquitecture-scenario2 na sec¸a˜o 3.3.
virtual  process type PRouterPE 4(7)
/* OPEN SENT STATE */
DCL SESSION Charstring;
DCL ERROR_CODE Integer;
DCL ERROR_SUBCODE Integer;
DCL CKOPEN INTEGER :=1;
DCL BGPCONNECT Charstring;
opensent_state opensent_state
HoldTimer MP_BGPError VIRTUALOPEN
(V,A,H,B,Code,
AFI, SAFI)
ERROR_CODE :=4,
ERROR_SUBCODE :=0
ERROR_CODE :=6,
ERROR_SUBCODE:=0 VerifyOPEN
CKOPEN CKOPEN = 0  > Unknow ASN CKOPEN = 1 > Internal MP_BGP Session
NOTIFICATION (ERROR_CODE,
ERROR_SUBCODE)
VIA A
ERROR_CODE :=2 KEEPALIVE VIA A
idle_state
NOTIFICATION
(ERROR_CODE,
ERROR_SUBCODE)
to sender
SET (NOW + 20, 
KeepAliveT)
SESSION :=’INTERNAL SESSION’
idle_state openconf_state
else
= 1
Figura 3.10: Estado open sent, processo prouter-pe do bloco basicrouter-pe(figura 3.8)
Na figura 3.10, estado open sent, o estabelecimento da sessa˜o mp-bgp e´ finalizado com o
recebimento do sinal open pelo processo prouter-pe. De acordo com a figura, ao receber um
sinal open, o processo faz uma chamada ao procedimento verify-open a fim de verificar a versa˜o
do protocolo suportada e o nu´mero do sistema autoˆnomo do sinal open recebido. Caso a versa˜o
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do protocolo ou o nu´mero de sistema autoˆnomo na˜o seja suportada pelo roteador pe, o processo
prouter-pe envia o sinal notification para o emissor do sinal open e entra no estado idle . O
sinal notification e´ enviado contendo o co´digo e sub-co´digo da notificac¸a˜o ocorrida (varia´veis
error-code e error-subcode do sinal notification).
Caso o processo prouter-pe suporte a versa˜o do protocolo mp-bgp e o nu´mero do sistema
autoˆnomo presente no sinal open recebido, o processo envia um sinal keepalive para o roteador
pe que originou o sinal open (representado pelo ambiente externo), inicializa o temporizador
keepalivet, e a sessa˜o mp-bgp do tipo interna (mp-ibgp) e´ estabelecida, entrando o processo
no estado open confirm. A sessa˜o mp-ibgp (mp-ibgp - multiprotocol - internal border gateway
protocol) e´ uma sessa˜o mp-bgp estabelecida dentro do sistema autoˆnomo do provedor de servic¸o.
De acordo com a figura 3.10, caso o sinal open na˜o seja recebido dentro do per´ıodo de
tempo estabelecido pelo temporizador holdtimer descrito no estado connect, a tentativa de
estabelecimento de sessa˜o mp-bgp expira atrave´s do recebimento do sinal holdtimer e o processo
prouter-pe envia o sinal notification informando ao ambiente externo a expirac¸a˜o da sessa˜o mp-
bgp, entrando o processo no estado idle. Em resposta a intenc¸a˜o do sistema em finalizar todas
as sesso˜es mp-bgp via sinal mpbgp-error, o processo prouter-pe encerra as sesso˜es atrave´s do
envio do sinal notification para o ambiente externo, entrando o processo no estado idle.
A figura 3.11 representa o estado open confirm e parte do estado established do processo
prouter-pe. No estado open confirm o processo aguarda o recebimento dos sinais keepalive e
notification vindos do ambiente externo. Com o recebimento do sinal keepalive, simbolizando
a manutenc¸a˜o da sessa˜o mp-bgp, o processo prouter-pe reinicializa o temporizador holdtimer
e entra no estado established. Caso o processo na˜o receba o sinal keepalive dentro do tempo
estabelecido pelo temporizador keepalivet, o processo prouter-pe recebe o sinal keepalivet do
temporizador e envia um sinal keepalive para o ambiente externo tentando manter a sessa˜o mp-
bgp estabelecida, reinicializa o temporizador e mante´m o processo no estado open confirm. Se
durante a sessa˜o mp-bgp, o processo prouter-pe receber o sinal notification, a sessa˜o e´ encerrada
e o processo vai para o estado idle.
O estado established (figura 3.11) representa o estado do protocolomp-bgp em que o processo
prouter-pe pode trocar informac¸o˜es de roteamento com o ambiente externo atrave´s do sinal
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update, e manutenc¸a˜o da sessa˜o mp-bgp atrave´s dos sinais keepalive e notification. De acordo
com a figura 3.11, estando o processo no estado established, ao receber um sinal update, o
processo verifica se existe rota a ser removida da tabela vrf atrave´s da varia´vel droute do sinal
update. Se existir rota a ser removida, esta e´ removida atrave´s da chamada ao procedimento
vrf-uninstall. Apo´s a remoc¸a˜o de rotas, o processo prouter-pe faz a instalac¸a˜o da rota contida
no sinal update, atrave´s da chamada ao procedimento vrf-install, instalando assim a nova rota
na tabela vrf, permanecendo o processo no estado established.
virtual  process type PRouterPE 5(7)
/* OPEN CONFIRM STATE
& ESTABLISHED*/
DCL ASN INTEGER;
DCL ROUTE INTEGER;
DCL EXP INTEGER;
DCL RT,RDPE,Label,RD,wAFI,
wSAFI,DROUTE INTEGER;
openconf_state,
estab_state
KeepAliveT
NOTIFICATION
(ERROR_CODE,
ERROR_SUBCODE)
KEEPALIVE VIRTUALUPDATE
(ASN,RT,AFI,SAFI,RDPE,EXP,Label
,RD,ROUTE, wAFI,wSAFI,DROUTE)
KEEPALIVE
VIA A BGPCONNECT:=’CLOSE’ DROUTE> 0
VRFUninstall Remove a route (DRoute) at VRF Routing Table
RESET(KeepAliveT) RESET(HoldTimer)
Nroutes := Nroutes − 1
openconf_state idle_state VRFInstall Insert a route (via PE)
 at VRF Routing Table
Nroutes := Nroutes +1
estab_state
true
false
Figura 3.11: Estado open confirm e established, processo prouter-pe do bloco basicrouter-
pe(figura 3.8)
3.3 Especificac¸a˜o formal da proposta de expansa˜o da ar-
quitetura vpn-mpls
A proposta de expansa˜o da arquitetura vpn-mpls e´ baseada na proposic¸a˜o de implementac¸a˜o
de qualidade de servic¸o, onde o cliente vpn (roteador ce) conectado ao provedor de servic¸o
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(roteador pe) troca informac¸o˜es de sinalizac¸a˜o a fim de prover qualidade de servic¸o fim-a-fim.
As informac¸o˜es de sinalizac¸a˜o sa˜o trocadas atrave´s das modificac¸o˜es feitas na estrutura do
protocolo de roteamento mp-bgp [37](multiprotocol - border gateway control protocol).
Atrave´s da inserc¸a˜o do valor de prioridade de cada rota sugerida pelo cliente vpn atrave´s
das mensagens update trocadas nas sesso˜es mp-bgp, e alterac¸o˜es feitas no comportamento da
arquitetura para que esta nova informac¸a˜o seja tratada pelos roteadores ce e pe, consegue-se
prover qualidade de servic¸o na arquitetura vpn-mpls. O valor de prioridade de rota designado
pelo cliente vpn atrave´s da sessa˜o mp-bgp e´ mapeado pelo roteador pe dentro do campo exp
dos ro´tulos mpls ao entrar na rede do provedor de servic¸o.
O mapeamento de prioridades da arquitetura diffserv no campo exp dos ro´tulos mpls ja´ foi
sugerido por alguns trabalhos, como [31] e [17]. A diferenc¸a entre estas propostas de mapea-
mento e o trabalho descrito nesta tese esta na possibilidade de inserc¸a˜o de novos mapeamentos e
alterac¸a˜o de mapeamentos ja´ existentes de acordo com a necessidade do cliente. Nesta proposta
o cliente vpn pode a qualquer instante, com uso da modificac¸a˜o do protocolo mp-bgp sugerida
neste trabalho, incluir ou alterar rotas da vpn neste mapeamento de prioridade localizado na
tabela vrf do roteador pe.
As alterac¸o˜es no comportamento da arquitetura foram realizadas com a criac¸a˜o do bloco
routermpbgp-ce(figura 3.16) e redefinic¸a˜o dos estados open sent(figura 3.10) e established(figura
3.11) descritos no processo prouter-pe pertencente ao bloco basicrouter-pe(figura 3.8) do sistema
basicarquitecture-scenario1 (figura 3.2).
A figura 3.12 apresenta a organizac¸a˜o hiera´rquica em SDL orientada a` objetos do sistema
que representa a proposta de expansa˜o da arquitetura vpn-mpls (sistema basicarquitecture-
scenario2 ). Na figura 3.12 a organizac¸a˜o da especificac¸a˜o segue o mesmo crite´rio descrito para
o sistema basicarquitecture-scenario1 (figura 3.1). Duas a´reas de trabalho foram definidas,
denominadas basicarquitecture-scenario2 e packages. Na primeira a´rea encontra-se a especi-
ficac¸a˜o do diagrama raiz que e´ o sistema basicarquitecture-scenario2 (figura 3.13), contendo os
blocos routermpbgp-ce (figura 3.16) e routermpbgp-pe(3.17). Na segunda a´rea encontra-se a es-
pecificac¸a˜o dos pacotes packmessage-ce, packmessage-pe e packbasicrouter-pe reutilizados pelo
sistema e os novos pacotes packmpbgp-ce e packmpbgp-pe.
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SDT rw D:\Mestrado\SDL\Especificação\system_win\system_win\system\BasicArquitectureScenario02.sdt
rw D:\Mestrado\SDL\Especificação\system_win\system_win\system\
BasicArquitectureScenario02
x:y RouterCE : RouterMPBGPCE
x:y RouterPE : RouterMPBGPPE
BasicArquitectureScenario02 rw BasicArquitectureScenario2
Packages
PackMessagesCE rw PackMessagesCE1.sun
PackMessagesPE rw PackMessagesPE.sun
x:y Init (1,1) : Initialization
x:y CE (1,1) : ProuterCE
SETUP rw SETUP.spd
SetRTable rw SetRTable1.spd
VerifyPeers rw VerifyPeers.spd
VerifyOPEN rw VerifyOPENCE.spd
InsertRoute rw InsertRoute.spd
VerifyRoute rw VerifyRouteCE
RemoveRoute rw RemoveRoute.spd
PRouterCE rw PRouter.spt
Initialization rw Initialization3.spt
RouterMPBGPCE rw RouterCE.sbt
PackMPBGPCE rw PackMPBGPCE.sun
x:y Init (1,1) : Initialization
x:y PE (1,1) : PRouterPE
SETUP rw SETUPPE.spd
SetRTable rw SetRTable1.spd
VRFSetup rw VRFSetup.spd
VerifyPeers rw VerifyPeers.spd
VerifyOPEN rw VerifyOPEN1.spd
VRFInstall rw VRFInstall.spd
VRFUninstall rw VRFUninstall.spd
virtual PRouterPE rw PRouter2.spt
virtual Initialization rw Initialization.spt
BasicRouterPE rw BasicRouterPE
PackBasicRouterPE rw PackBasicRouterPE.sun
Init
PE
redefined PRouterPE rw PRouterPE.spt
RouterMPBGPPE rw RouterPE1.sbt
PackMPBGPPE rw PackBGPPE.sun
Figura 3.12: Visa˜o do Organizer (SDL TAU Suite) do sistema basicarquitecture-scenario2
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Estrutura t Especificac¸a˜o
Pacote Package packmessage-cea, packmessage-pea, packbasicrouter-pe,
packmpbgp-ce e packmpbgp-pe
Sistema System basicarquitecture-scenario2
Bloco Block routermpbgp-ce, basicrouter-peae routermpbgp-pe
Processo Process prouter-cea, initializationa,
prouter-peae redefined prouter-pe
Procedimentos Procedure setupa, set-rtablea, vrf-setupa,
verify-peersa, verify-opena, insert-routea, verify-routea, remove-routea,
vrf-installae vrf-uninstalla
Tabela 3.2: Estruturas SDL da especificac¸a˜o da arquitetura do sistema basicarquitecture-
scenario2
aEstes diagramas esta˜o presentes no apeˆndice C.
As estruturas SDL que foram criadas para a especificac¸a˜o deste sistema sa˜o apresentadas
na tabela 3.2 e podem ser observadas no diagrama de hierarquia da figura 3.12. De acordo
com a tabela 3.2, a estrutura do sistema basicarquitecture-scenario2 faz uso de cinco pacotes;
packmessage-ce, packmessage-pe e packbasicrouter-pe reutilizados do sistema basicarquitecture-
scenario1 (figura 3.1), e packmpbgp-ce e packmpbgp-pe criados para o sistema basicarquitecture-
scenario2 (figura 3.13).
O pacote packmpbgp-ce, apresenta a especificac¸a˜o do bloco routermpbgp-ce(figura 3.16), o
qual representa o comportamento do roteador ce do cliente vpn que implementa o protocolo
mp-bgp para troca de informac¸o˜es de roteamento e de qualidade de servic¸o com o roteador pe.
De acordo com a figura 3.12, o pacote packmpbgp-ce e´ composto pelo bloco routermpbgp-ce,
que conte´m os processos prouter-ce e initialization, e as instaˆncias ce e init.
O pacote packmpbgp-pe(figura 3.15), apresenta a especificac¸a˜o do bloco routermpbgp-pe(figura
3.17), o qual representa representa o comportamento do roteador pe. De acordo com a figura
3.12, o pacote packmpbgp-pe e´ composto pelo bloco routermpbgp-pe, que conte´m a redefinic¸a˜o
do processo prouter-pe especificado no pacote packbasicrouter-pe (figura 3.14).
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USE PackMessagesCE;
USE PackMessagesPE;
USE PackMPBGPCE;
USE PackMPBGPPE;
system BasicArquitectureScenario02 1(1)
RouterCE:
RouterMPBGPCE
RouterPE:
RouterMPBGPPE
ChanEnvCE
AddRoute,
RemoveRoute,
Data
Data
B
ChanEnvCE2
(SystemTo)
E A
ChanCEPE
(MP_BGP),
DataIP
(MP_BGP),
DataIP
BChanEnvPE
(SystemTo)
E A
ChanPEPE
(MP_BGP),
DataMPLS
(MP_BGP),
DataMPLS
Figura 3.13: Sistema basicarquitecture-scenario2
A figura 3.13 apresenta o sistema basicarquitecture-scenario2 que representa a estrutura em
SDL da proposta de extensa˜o da arquitetura vpn-mpls. Os dois componentes principais da
arquitetura (roteador ce e roteador pe) sa˜o representados pelos blocos routermpbgp-ce(figura
3.16) e routermpbgp-pe(figura 3.17). Atrave´s do retaˆngulo com uma borda dobrada local-
izado na parte superior esquerda da figura 3.13, o sistema basicarquitecture-scenario2 faz uso
dos pacotes(packmessage-ce, packmessage-pe, packbasicrouter-pe, packmpbgp-ce e packmpbgp-
pe) especificados atrave´s da cla´usula USE. As interac¸o˜es entre o bloco routermpbgp-ce, bloco
routermpbgp-pe e o ambiente externo sa˜o representados pelos canais de comunicac¸a˜o chan-cepe,
chan-envce, chan-envce2, chan-envpe e chan-pepe. A diferenc¸a entre os canais de comunicac¸a˜o
deste sistema e os especificados no sistema basicarquitecture-scenario1 (figura 3.2) descrito na
sec¸a˜o 3.2, esta´ na inclusa˜o do canal chan-envce2 para inicializac¸a˜o do protocolo mp-bgp es-
pecificado no bloco routermpbgp-ce(figura 3.16), e a alterac¸a˜o das listas de sinais transportadas
pelo canal chan-cepe, que para este novo sistema (sistema basicarquitecture-scenario2 ) deve
transportar mensagens mp-bgp entre os blocos routermpbgp-ce e routermpbgp-pe.
Os blocos routermpbgp-ce(figura 3.16) e routermpbgp-pe(figura 3.17) usados pelo sistema
basicarquitecture-scenario2 (figura 3.13) foram especificados dentro de uma estrutura de pack-
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ages, que permite estes blocos serem instaˆnciados pelo sistema atrave´s dos pacotes packmpbgp-ce
e packmpbgp-pe.
A declarac¸a˜o do bloco basicrouter-pe no pacote packbasicrouter-pe como type, representado
na figura 3.14 pelo retaˆngulo com borda dupla, permite que o processo prouter-pe presente
neste bloco seja herdado, atrave´s da cla´usula USE packbasicrouter-pe, e redefinido pelo bloco
routermpbgp-pe presente no pacote packmpbgp-pe (figura 3.15).
USE PackMessagesCE;
USE PackMessagesPE;
package PackBasicRouterPE 1(1)
BasicRouterPE
Figura 3.14: Pacote packbasicrouter-pe
USE PackMessagesCE;
USE PackMessagesPE;
USE PackBasicRouterPE;
package PackMPBGPPE 1(1)
RouterMPBGPPE
Figura 3.15: Pacote packmpbgp-pe
Bloco routermpbgp-ce
Na proposta de expansa˜o da arquitetura vpn-mpls, o cliente vpn (roteador ce) deve trocar in-
formac¸o˜es de roteamento atrave´s das modificac¸o˜es realizadas no protocolomp-bgp. A declarac¸a˜o
do bloco routermpbgp-ce como block type, permite que o bloco seja herdado e instanciado pelo
sistema basicarquitecture-scenario2 (figura 3.16), atrave´s da cla´usula USE packmpbgp-ce. A
troca de sinais do bloco routermpbgp-ce com o bloco routermpbgp-pe(figura 3.17) ocorre atrave´s
do gateway A, e do bloco routermpbgp-ce com o ambiente externo atrave´s dos gateways B e E.
O bloco routermpbgp-ce (figura 3.16) e´ composto pelos processos initialization e prouter-ce
e pelas instaˆncias init e ce. O processo initialization tem a func¸a˜o de inicializar a maquina de
estado do protocolo mp-bgp presente no processo prouter-ce. O processo prouter-ce implementa
o protocolo de roteamento mp-bgp, que faz uso da mesma estrutura do processo prouter-pe
descrito no bloco basicrouter-pe (figura 3.12), com a diferenc¸a que o processo prouter-ce na˜o
implementa as funcionalidades de tabela vrf e interface mpls com a rede do provedor de servic¸os
da arquitetura vpn-mpls.
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block type RouterMPBGPCE 1(1)
PRouterCE Initialization
Init(1,1): Initialization
CE(1,1):ProuterCE
E
(SystemTo)
E
bchan4
(SystemTo)
E
D
bchan2
(InitTo)
A
(MP_BGP),
DataIP
(MP_BGP),
DataIPB
Data
AddRoute,
RemoveRoute,
Data C
B bchan1
AddRoute,
RemoveRoute,
Data
DATA
B A bchan3
(MP_BGP),
DataIP
(MP_BGP),
DataIP
A
Figura 3.16: Bloco routermpbgp-ce do sistema basicarquitecture-scenario2 (figura 3.13)
Bloco routermpbgp-pe
O bloco routermpbgp-pe (figura 3.17) e´ a especificac¸a˜o do roteador pe da proposta de ex-
pansa˜o da arquitetura vpn-mpls. Este bloco e´ responsa´vel por trocar informac¸o˜es de rotas do
cliente vpn via protocolo mp-bgp com o roteador ce, representado pelo bloco routermpbgp-ce
(figura 3.16), e com os roteadores pe pertencentes a rede do provedor de servic¸o, representado
pelo ambiente externo.
A declarac¸a˜o do bloco routermpbgp-pe(figura 3.17) como block type, permite que este bloco
seja herdado e instanciado pelo sistema basicarquitecture-scenario2 (figura 3.13), atrave´s da
cla´usula USE packmpbgp-pe . O bloco routermpbgp-pe herda atrave´s da cla´usula inherits
basicrouter-pe, localizada dentro do retaˆngulo pontilhado na figura 3.17, todas as caracter´ısticas
necessa´rias do bloco basicrouter-pe especificado no pacote packbasicrouter-pe(figura 3.12). Pode-
se verificar, na figura 3.17, as instaˆncias init e pe herdadas do bloco basicrouter-pe (figura 3.8)
e representadas em SDL pelo retaˆngulo pontilhado com bordas achatadas.
E´ importante ressaltar que algumas caracter´ısticas do bloco basicrouter-pe(figura 3.8) tiveram
que ser redefinidas no bloco routermpbgp-pe(figura 3.17). As redefinic¸o˜es feitas no bloco
routermpbgp-pe esta˜o localizadas no processo prouter-pe. A redefinic¸a˜o e´ representada no bloco
routermpbgp-pe da figura 3.17 pelo retaˆngulo com bordas duplas denominado redefined prouter-
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Inherits BasicRouterPE;
block type RouterMPBGPPE 1(1)
REDEFINED
PRouterPE
Init
PE
E
(SystemTo)
A
(MP_BGP),
DataMPLS
(MP_BGP),
DataMPLS
E
bchan2PE
(SystemTo)
E
D
bchan3PE
(InitTo)
C
A
bchan1PE
(MP_BGP),
DataMPLS
(MP_BGP),
DataMPLS
A B
bchan4PE
(MP_BGP),
DataIP
(MP_BGP),
DataIP
B
B
(MP_BGP),
DataIP
(MP_BGP),
DataIP
Figura 3.17: Bloco routermpbgp-pe do sistema basicarquitecture-scenario2 (figura 3.13)
pe.
As redefinic¸o˜es feitas no processo prouter-pe visam permitir o roteador pe estabelecer sesso˜es
mp-bgp com o roteador ce, e atrave´s destas sesso˜es trocar informac¸o˜es de prioridade sugeridas
pelo cliente vpn atrave´s do roteador ce. A redefinic¸a˜o feita no estado open sent, mostrada na
figura 3.18, permiti o processo prouter-pe estabelecer sesso˜es mp-bgp com o processo prouter-
ce(roteador ce) e com o ambiente externo (roteadores pe da rede do provedor) atrave´s da troca
de sinais keepalive. A troca de informac¸o˜es de prioridade se torna poss´ıvel atrave´s da redefinic¸a˜o
do estado established, mostrada na figura 3.19, que passa a tratar o campo route target do sinal
update proveniente do roteador ce como valor de prioridade da rota.
A redefinic¸a˜o do estado open sent e´ realizada a partir do recebimento do sinal open, descrito
na figura 3.18 pelas palavras redefined open localizadas dentro do s´ımbolo de recebimento de
sinal da linguagem SDL. De acordo com a figura 3.18, ao receber um sinal open, o processo
redefinido prouter-pe faz uma chamada ao procedimento verify-open, a fim de verificar a versa˜o
do protocolo mp-bgp suportada e o nu´mero do sistema autoˆnomo do sinal open recebido. Caso
a versa˜o do protocolo ou o nu´mero do sistema autoˆnomo na˜o seja suportado pelo roteador pe, o
processo prouter-pe envia o sinal notification para emissor do sinal open e entra no estado idle.
O sinal notification e´ enviado contendo o co´digo e sub-co´digo da notificac¸a˜o ocorrida (varia´veis
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redefined process type PRouterPE 1(2)
opensent_state
REDEFINED
OPEN
(V,A,H,B,Code,
AFI, SAFI)
VerifyOPEN
CKOPEN
CKOPEN = 0  > Unknow ASN 
CKOPEN = 1 > Internal MP_BGP Session
CKOPEN = 2 > External MP_BGP Session
ERROR_CODE :=2
NOTIFICATION
(ERROR_CODE,
ERROR_SUBCODE)
to sender
idle_state
KEEPALIVE VIA A
SET (NOW + 20, 
KeepAliveT)
SESSION :=’INTERNAL SESSION’
openconf_state
KEEPALIVE VIA B
SET (NOW + 20, 
KeepAliveT)
SESSION :=’EXTERNAL SESSION’
openconf_state
B
(MP_BGP),
DataIP
(MP_BGP),
DataIP
else
= 1
 = 2
Figura 3.18: Redefinic¸a˜o do processo prouter-pe - estado open sent (ver figura 3.10)
error-code e error-subcode do sinal notification).
Caso o processo prouter-pe suporte a versa˜o do protocolo mp-bgp e o nu´mero do sistema
autoˆnomo presente no sinal open for o mesmo do processo prouter-pe, indicando um sinal open
vindo do ambiente externo, o processo prouter-pe envia um sinal keepalive para o roteador
pe que originou o sinal open, inicializa o temporizador keepalivet, e a sessa˜o mp-bgp do tipo
interna (mp-ibgp) e´ estabelecida, entrando o processo no estado open confirm. A sessa˜o mp-
ibgp(multiprotocol - internal border gateway protocol) e´ uma sessa˜o mp-bgp estabelecida den-
tro do sistema autoˆnomo do provedor de servic¸o, ou seja, sessa˜o mp-bgp estabelecida entre
roteadores pe da rede do provedor de servic¸o.
Caso o processo prouter-pe suporte a versa˜o do protocolo mp-bgp e o nu´mero do sistema
autoˆnomo presente no sinal open for do roteador ce(processo prouter-ce, figura 3.16), o processo
prouter-pe envia um sinal keepalive para o processo prouter-ce que originou o sinal open (bloco
routermpbgp-ce da figura 3.16), inicializa o temporizador keepalivet, e a sessa˜o mp-bgp do tipo
externa (mp-ebgp - mutiprotocol - external border gateway protocol) e´ estabelecida, entrando o
processo no estado open confirm. A sessa˜o mp-ebgp e´ uma sessa˜o mp-bgp estabelecida entre
sistemas autoˆnomos diferentes, ou seja, o nu´mero do sistema autoˆnomo do provedor e´ diferente
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do nu´mero do sistema autoˆnomo do cliente vpn.
Outra redefinic¸a˜o necessa´ria realizada no processo prouter-pe, e´ apresentada na figura 3.19.
Esta redefinic¸a˜o visa permitir a troca de informac¸o˜es de rotas e informac¸o˜es de prioridade de
rotas atrave´s do sinal update, via gateway B, entre o roteador pe (bloco routermpbgp-pe da
figura 3.17) e o roteador ce (bloco routermpbgp-ce da figura 3.16). Esta redefinic¸a˜o e´ realizada
no estado established da maquina de estado do protocolo mp-bgp.
redefined process type PRouterPE 2(2)
estab_state
REDEFINED
UPDATE
(ASN,RT,AFI,SAFI,RDPE,EXP,Label
,RD,ROUTE, wAFI,wSAFI,DROUTE)
DROUTE> 0
VRFUninstall
Nroutes := Nroutes − 1
ASN = SDU!ASN True  = UPDATE from PEsFalse = UPDATE from CE
VRFInstall Insert a route (via CE)
 at VRF Routing Table
Nroutes := Nroutes +1
UPDATE
(SDU!ASN,VSI!ET,CAP!AFI,
CAP!SAFI,SDU!IP,EXP,
VSI!Label,VSI!RD,ROUTE,
0,0,0)VIA A
estab_state
VRFInstall Insert a route (via PE)
 at VRF Routing Table
Nroutes := Nroutes +1
UPDATE
(ASN,EXP,0,0,0,0,
0,0,ROUTE,0,0,0)
VIA B
estab_state
true
false true
false
Figura 3.19: Redefinic¸a˜o do processo prouter-pe - estado established (ver figura 3.11)
De acordo com a figura 3.19, estando o processo no estado established, ao receber um sinal
update, o processo verifica se existe rota a ser removida da tabela vrf, atrave´s da varia´vel
droute do sinal update. Se existir rota a ser removida, esta e´ removida atrave´s da chamada
ao procedimento vrf-uninstall. Apo´s a remoc¸a˜o da rota, o processo prouter-pe checa se o sinal
update e´ proveniente do roteador ce, ou do ambiente externo, atrave´s da verificac¸a˜o do nu´mero
do sistema autoˆnomo do sinal update. Para ambos os casos a nova rota transportada no sinal
update e´ instalada na tabela vrf (procedimento vrf-install), e informada ao roteador ce (bloco
routermpbgp-ce, figura 3.16), para o sinal update vindo do roteador pe (ambiente externo), ou
informada aos roteadores pe, para o sinal update vindo do roteador ce (bloco routermpbgp-ce,
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figura 3.16).
4
Resultados da Validac¸a˜o e das Simulac¸o˜es
A Validac¸a˜o e as Simulac¸o˜es dos sistemas especificados neste trabalho foram realizados atrave´s
do Validator e Simulator, ferramentas integrantes do pacote SDL TAU Suite[6].
A validac¸a˜o e´ um resultado obtido pela ferramenta Validator que auxilia no desenvolvimento
de especificac¸o˜es usando a linguagem SDL. A validac¸a˜o e´ um resultado que possibilita o aumento
da produtividade e qualidade no desenvolvimento de sistemas em SDL. A validac¸a˜o identifica
poss´ıveis erros ocorridos durante a especificac¸a˜o do sistema e verifica todos os estados poss´ıveis
do sistema analisando o comportamento de cada sinal. Os erros encontrados sa˜o corrigidos na
especificac¸a˜o e o sistema se torna mais confia´vel para a implementac¸a˜o, possibilitando assim o
conhecimento de inconsisteˆncias e problemas no esta´gio inicial de desenvolvimento.
A simulac¸a˜o e´ um resultado obtido pela ferramenta Simulator. A simulac¸a˜o e´ utilizada para
verificar a dinaˆmica do sistema em casos especiais da especificac¸a˜o. E´ utilizada principalmente
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para se verificar, de forma mais detalhada, o comportamento do sistema em alguns casos
cr´ıticos.
Na sec¸a˜o 4.1 sa˜o apresentados os resultados das validac¸o˜es dos sistemas especificados no
cap´ıtulo 3 e e´ analisado como o processo de validac¸a˜o pode ser utilizados para identificar
erros da especificac¸a˜o. Na sec¸a˜o 4.2 sa˜o apresentadas algumas simulac¸o˜es visando exemplificar
o funcionamento do sistema e a analise de casos cr´ıticos. Os resultados da simulac¸a˜o sa˜o
mostrados atrave´s de gra´ficos MSC (Message Sequence Chart) [20].
4.1 Validac¸a˜o
A ferramenta Validator utilizada pelo SDL TAU Suite apresenta treˆs algoritmos para eventuais
validac¸o˜es: Random Walk, Exhaustive Exploration e Bit State Exploration.
O Random Walk e´ indicado para sistemas de maior porte, onde o nu´mero de estados e´
considera´vel, mas tambe´m e´ eficiente para sistemas menores. Este algoritmo percorre de forma
aleato´ria os ramos da arvore com os estados poss´ıveis do sistema, simplificando o gerenciamento
de estados percorridos e na˜o percorridos.
O Exhaustive Exploration e´ o algoritmo utilizado para percorrer todos os caminhos poss´ıveis
dos estados do sistema, sendo o mais adequado para sistemas pequenos. A` medida que o nu´mero
de estados cresce significativamente, a utilizac¸a˜o do algoritmo se torna impratica´vel.
O Bit State Exploration possui caracter´ısticas mais complexas e e´ utilizado para analisar
sistemas razoavelmente grandes, como e´ o caso dos sistemas especificados neste trabalho. Os
resultados deste algoritmo fornecem dados estat´ısticos percorridos no sistema especificado e
utilizam de uma estrutura denominada hashtable para gerenciar os estados percorridos.
Para a execuc¸a˜o da validac¸a˜o utilizando o algoritmo Bit State Exploration, alguns paraˆmetros
sa˜o necessa´rios:
• Hash Table Size: Indica o tamanho ma´ximo da tabela hash em bytes usada para ar-
mazenar os co´digos hash dos estados;
• Depth: Indica a profundidade ma´xima da a´rvore de estados atingida pelo algoritmo.
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A seguir sa˜o apresentados os resultados obtidos para os sistemas durante o processo de
validac¸a˜o e discutidos os resultados de maior relevaˆncia.
4.1.1 A Validac¸a˜o dos sistemas SDL especificados
Para os sistemas SDL desenvolvidos (sistema basicarquitecture-scenario1 e basicarquitecture-
scenario2 ), os paraˆmetros utilizados durante a validac¸a˜o foram: depth = 10.000 e hash table
size = 7.000.000. Alguns paraˆmetros de menor valor foram testados, pore´m a` medida que eram
aumentados, o nu´mero de estados alcanc¸ados tambe´m aumentava. A partir destes valores
(depth = 10.000 e hash table size = 7.000.000), mesmo que eles sejam aumentados, o mesmo
nu´mero de estados continua sendo percorrido.
A figura 4.1 apresenta os resultados de validac¸a˜o dos sistemas basicarquitecture-scenario1 (figura
3.2) e basicarquitecture-scenario2 (figura 3.13). O sistema basicarquitecture-scenario1 e´ a super-
classe especificada para que o sistema basicarquitecture-scenario2 herdasse suas caracter´ısticas.
Sistema basicarquitecture-scenario1
** Bit state exploration statistics
**
No of reports: 0.
Generated states: 348000.
Truncated paths: 0.
Unique system states: 337831.
Size of hash table: 56000000
(7000000 bytes)
No of bits set in hash table: 666194
Collision risk: 0 %
Max depth: 10000
Current depth: 9999
Min state size: 288
Max state size: 428
Symbol coverage :  89.26
Sistema basicarquitecture-scenario2
** Bit state exploration statistics
**
No of reports: 0.
Generated states: 126000.
Truncated paths: 0.
Unique system states: 114352.
Size of hash table: 56000000
(7000000 bytes)
No of bits set in hash table: 224798
Collision risk: 0 %
Max depth: 10000
Current depth: 9999
Min state size: 460
Max state size: 640
Symbol coverage :  68.62
Figura 4.1: Resultados da validac¸a˜o dos sistema basicarquitecture-scenario1 (figura 3.2) e
basicarquitecture-scenario2 (figura 3.13)
Interpretando os resultados da validac¸a˜o do sistema basicarquitecture-scenario1 e do sistema
basicarquitecture-scenario2, o nu´mero de mensagens (number of reports) igual a 0 (zero) significa
que nenhum erro ou aviso foi encontrado em ambos os sistemas. De acordo com a figura 4.1, o
nu´mero de estados gerados (generated states) representa o nu´mero total de estados do sistema
gerados no processo de validac¸a˜o. O nu´mero de estados u´nicos do sistema (unique system states)
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representa o nu´mero de estados do sistema gerados pela validac¸a˜o que na˜o foram duplicados
em nenhum lugar da a´rvore de comportamento. A´rvore de comportamento e´ uma estrutura
de a´rvore que representa o comportamento do sistema SDL. Os no´s da a´rvore representam
os estados do sistema SDL, que sa˜o definidos como; instaˆncias de processos ativos, valores de
varia´veis de processo, controle de fluxo do estado SDL da instaˆncia do processo, chamadas
de procedimentos, sinais que esta˜o presentes nas filas do sistema, e temporizadores (timers)
ativos. Logo pode-se verificar que, o nu´mero de estados gerados pelo processo de validac¸a˜o
(figura 4.1) na˜o representa apenas o nu´mero de estados da especificac¸a˜o. Na validac¸a˜o dos
sistemas, o nu´mero de caminhos truncados (truncated paths) significa a quantidade de vezes
que a validac¸a˜o alcanc¸ou a profundidade ma´xima (max depth) da a´rvore de comportamento.
Logo, o caminho de execuc¸a˜o naquele estado esta´ truncado, e a explorac¸a˜o do processo de
validac¸a˜o continua em outro estado.
O resultado de risco de colisa˜o (collision risk) no processo de validac¸a˜o fazendo uso do
algoritmo bit state (figura 4.1), representa o risco (em porcentagem) de colisa˜o na tabela hash
usada para representar os estados gerados pelo sistema. Isto significa que, o tamanho da
alocac¸a˜o de espac¸o (bit array) usado na tabela hash e´ um fator importante para definir o
comportamento da explorac¸a˜o bit state. Pois a cada vez que um novo estado e´ checado atrave´s
da comparac¸a˜o do valor atual com o valor anterior da tabela hash existe um risco de colisa˜o.
Quanto maior o valor da tabela hash, menor e´ o risco de colisa˜o, ou seja, menor a probabilidade
de dois estados diferentes possuirem o mesmo co´digo hash calculado. O risco de colisa˜o (collision
risk) para ambos sistemas (sistema basicarquitecture-scenario1 e basicarquitecture-scenario2 )
foi de 0 %. Na figura 4.1 os valores min state size e max state size representam o menor e o
maior nu´mero de bytes usados pelo processo de validac¸a˜o para armazenar um estado do sistema
durante o ca´lculo do co´digo hash.
Conforme a figura 4.1, o sistema basicarquitecture-scenario1 apresenta 89,26 % dos s´ımbolos
percorridos (symbol coverage) enquanto o sistema basicarquitecture-scenario2 apresenta 68,62
%. A porcentagem de s´ımbolos percorridos e´ menor no sistema basicarquitecture-scenario2
devido a` heranc¸a das caracter´ısticas do sistema ancestral(sistema basicarquitecture-scenario1 ),
atrave´s do uso e redefinic¸a˜o do pacote packbasicrouter-pe(figura 3.1) pelo pacote packmpbgp-
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pe(figura 3.12). Na validac¸a˜o do sistema basicarquitecture-scenario2, a varredura dos s´ımbolos
e´ feita em ambos os pacotes(packmpbgp-pe e packbasicrouter-pe), as partes que na˜o foram
redefinidas sa˜o percorridas no sistema ancestral (pacote packbasicrouter-pe), e as partes re-
definidas sa˜o percorridas no novo sistema(pacote packmpbgp-pe). Portanto, a porcentagem de
s´ımbolos percorridos no sistema basicarquitecture-scenario2 diminuem. Outro motivo para a
diminuic¸a˜o dessa porcentagem de cobertura dos s´ımbolos e´ o aumento da presenc¸a de ac¸o˜es
condicionais na especificac¸a˜o, por exemplo, a condic¸a˜o de if. Apenas uma das condic¸o˜es, ver-
dadeiro ou falso, sera´ percorrida, diminuindo a quantidade de s´ımbolos percorridos.
Os s´ımbolos na˜o alcanc¸ados podem ser identificados atrave´s do Coverage View, que exibe
uma a´rvore com a hierarquia de pacotes, blocos, processos, procedimentos e s´ımbolos do sistema
SDL, mostrando o que foi e o que na˜o foi testado pela validac¸a˜o. A figura 4.2 mostra a parte
do resultado do Coverage View para a validac¸a˜o do sistema basicarquitecture-scenario2 (figura
3.13). Os pacotes, blocos, processos, procedimentos e s´ımbolos preenchidos com cinza indicam
que foram testados, enquanto os parcialmente preenchidos indicam que alguns de seus s´ımbolos
na˜o foram alcanc¸ados. Estes s´ımbolos na˜o alcanc¸ados podem ser identificados na especificac¸a˜o
SDL para que se possa verificar se ha´ algum erro na especificac¸a˜o ou se eles tratam casos
inating´ıveis pela validac¸a˜o.
A figura 4.2 descreve a a´rvore composta pelo sistema basicarquitecture-scenario2 (figura
3.13), que apresenta os pacotes packmpbgp-ce, packmpbgp-pe e packbasicrouter-pe. Na cobertura
dos s´ımbolos, os pacotes packmpbgp-ce e packbasicrouter-pe na˜o esta˜o totalmente preenchidos,
o que significa que alguns s´ımbolos destes pacotes na˜o foram totalmente percorridos. Para
o packbasicrouter-pe(figura 3.15) isto se deve ao fato do pacote packmpbgp-pe(figura 3.14)
herda-lo, ou seja, alguns s´ımbolos declarados como virtual no pacote packbasicrouter-pe sa˜o
redefinidos no pacote packmpbgp-pe. Desta forma estes s´ımbolos nunca sa˜o alcanc¸ados pelo
processo de validac¸a˜o, uma vez que estes s´ımbolos foram redefinidos, diminuindo a porcent-
agem dos s´ımbolos percorridos neste pacote, e consequ¨entemente no sistema basicarquitecture-
scenario2 (figura 3.12). Para o pacote packmpbgp-ce isto se deve ao aumento da presenc¸a de
ac¸o˜es condicionais na especificac¸a˜o, ou seja, durante o processo de validac¸a˜o apenas uma das
condic¸o˜es e´ percorrida, diminuindo assim a porcentagem dos s´ımbolos percorridos.
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Transition Coverage Tree
Information from:
C:\DOCUME~1\Marcel\CONFIG~1\Temp\sta02156
 UPDATE 
 6280 
 wait 
 10728 (4448 − 6280) 
 PRouterPE 
 10728 (4448 − 6280) 
 RouterPE 
 10728 (4448 − 6280) 
 PackBGPPE 
 10728 (4448 − 6280) 
 wait 
 12225 (0 − 5784) 
 PRouterPE 
 12226 (0 − 5784) 
 BasicRouterPE 
 13117 (0 − 5784) 
 PackBasicRouterPE 
 13117 (0 − 5784) 
 wait 
 10902 (0 − 4809) 
 PRouterCE 
 10903 (0 − 4809) 
 RouterCE 
 15540 (0 − 4809) 
 PackBGPCE 
 15540 (0 − 4809) 
 (total) 
 39385 (0 − 6280) 
Figura 4.2: S´ımbolos percorridos no sistema basicarquitecture-scenario2 (figura 3.13)
Para que esta porcentagem (89,26 %) fosse atingida durante a validac¸a˜o, foi utilizado um
recurso de na˜o-determinismo da linguagem SDL para atribuir valores de teste aos paraˆmetros
de entrada dos sinais que o usua´rio envia ao sistema. Desta forma, diversas possibilidades
diferentes foram testadas. A figura 4.3 apresenta parte da definic¸a˜o de valores atribu´ıdos
que foram usados pelo processo de validac¸a˜o. Nesta figura esta representada a definic¸a˜o dos
valores do sinal update, para diversas possibilidades, enviados ao sistema basicarquitecture-
scenario2 (figura 3.12) durante o processo de validac¸a˜o.
Figura 4.3: Definic¸a˜o dos valores de teste para o sinal update
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4.1.2 Detecc¸a˜o de erros de especificac¸a˜o atrave´s da validac¸a˜o
Atrave´s do processo de validac¸a˜o, pode-se detectar erros de especificac¸a˜o que seriam dificilmente
encontrados manualmente. Com o uso do Coverage View, pode-se identificar os s´ımbolos na˜o
alcanc¸ados pela validac¸a˜o, e assim tem-se uma noc¸a˜o mais precisa dos pontos onde podem
haver erros.
A figura 4.4 exemplifica a detecc¸a˜o de um erro em uma comparac¸a˜o realizada no proced-
imento verify-open do processo prouter-pe(figura 3.9). O erro pode ser encontrado apo´s a
execuc¸a˜o do Validator, analisando-se o resultado apresentado pelo Coverage Viewer. Nenhum
dos s´ımbolos abaixo de um dos ramos da comparac¸a˜o foi alcanc¸ado, o que sugere que a com-
parac¸a˜o esteja errada. Apo´s a correc¸a˜o, o sistema foi validado novamente e todos os s´ımbolos
foram alcanc¸ados.
C >= 0
Antes da Correção
Resultado da Validação
Estados alcançados: 86,57%
false true
Ramo nunca
alcançado
C = 0
Depois da Correção
Resultado da Validação
Estados alcançados: 89,26%
true
false
Ramo
alcançado
Figura 4.4: Detecc¸a˜o de erro de comparac¸a˜o atrave´s da validac¸a˜o
Outros tipos de erros tambe´m podem ser detectados durante a validac¸a˜o. Caso durante
a especificac¸a˜o do sistema, um sinal declarado na˜o seja tratado pelo processo no estado em
que ele se encontra, a validac¸a˜o informa a ocorreˆncia de um erro de ”consumac¸a˜o impl´ıcita de
sinal”(implicit signal consumption) indicando que a especificac¸a˜o do processo deve ser revista.
A figura 4.5 mostra o erro de consumac¸a˜o impl´ıcita de sinal gerado pela ferramenta Validator,
reportando que o sinal rmce-route enviado pela instaˆncia ce do processo pstatic-ce (figura
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3.6) na˜o foi consumido pela instaˆncia pe. A figura 4.6 ilustra o diagrama MSC deste erro
de consumac¸a˜o impl´ıcita de sinal, onde o sinal rmce-route enviado pela instaˆncia ce na˜o foi
consumido pela instaˆncia pe(figura 3.8).
Figura 4.5: Notificac¸a˜o de erro de consumo
de sinal impl´ıcito durante a validac¸a˜o
PE_3
PE
Init_2
Init
CE_1
CE
env_0
Validator trace
generated by
SDL Validator 4.4
estab_state
IDLE
PE_3
Ready
IDLE
MSC ValidatorTrace
RMCERoute
(100)
RemoveRoute
(100)
Figura 4.6: MSC gerado com erro de con-
sumo de sinal impl´ıcito
Um outro erro bastante comum, detectado pela validac¸a˜o, e´ o envio de sinais (ou chamadas
de procedimentos exportados) a processos que na˜o existam mais. Caso uma refereˆncia a um
processo que ja´ foi destru´ıdo continue sendo armazenada em outro processo, um sinal pode
ser enviado para uma refereˆncia (Pid) inexistente. Para evitar isso, sempre que um processo e´
destru´ıdo todos os processos que possam possuir refereˆncias para ele devem ser notificados.
Apo´s a correc¸a˜o dos erros detectados pelo processo de validac¸a˜o, o sistema ainda pode ser
submetido a testes mais detalhados visando a verificac¸a˜o da existeˆncia de erros de lo´gica, que
acarretem no funcionamento inadequado de algum procedimento especificado.
Pode-se enta˜o utilizar do recurso de simulac¸a˜o para a realizac¸a˜o de testes de eventuais casos
cr´ıticos e das principais funcionalidades do sistema, analisando-se de forma mais criteriosa cada
passo de sua execuc¸a˜o.
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4.2 Simulac¸o˜es
Atrave´s das simulac¸o˜es pode-se verificar as diversas funcionalidades dos sistemas especificados
em SDL, na tentativa de encontrar algum erro de lo´gica que tenha passado despercebido durante
o processo de especificac¸a˜o. Atrave´s do uso de MSCs (Message Sequence Charts)[20] e´ poss´ıvel
visualizar de forma gra´fica o resultado do processo de simulac¸a˜o, permitindo uma visa˜o bastante
detalhada do comportamento do sistema.
No cap´ıtulo 3 foram propostos dois sistemas especificados em SDL que envolvem a arquite-
tura vpn-mpls. O primeiro, representado pelo sistema basicarquitecture-scenario1 (figura 3.1)
apresenta uma arquitetura padra˜o de vpn-mpls onde a troca de informac¸o˜es de sinalizac¸a˜o entre
o cliente e o provedor de servic¸o ocorre atrave´s do estabelecimento de rotas esta´ticas entre o
roteador ce e o roteador pe, na˜o ocorrendo troca de informac¸o˜es de qualidade de servic¸o. O
segundo, representado pelo sistema basicarquitecture-scenario2 (figura 3.12) e´ a proposta deste
trabalho de tese, onde a troca de informac¸o˜es de sinalizac¸a˜o entre o cliente vpn e o provedor de
servic¸o ocorre atrave´s do estabelecimento de sesso˜es mp-bgp entre o roteador ce e o roteador
pe, havendo assim a modificac¸a˜o do protocolo mp-bgp para troca de informac¸o˜es de qualidade
de servic¸o.
Baseado nos sistemas propostos, sa˜o apresentadas algumas simulac¸o˜es de casos cr´ıticos
considerados de maior importaˆncia e erros detectados durante o processo de simulac¸a˜o e pos-
teriormente corrigidos, a partir de gra´ficos MSC.
A figura 4.7 apresenta o MSC gerado durante a simulac¸a˜o da tentativa de estabelecimento
de uma sessa˜o mp-bgp para troca de informac¸o˜es dos clientes vpn entre os roteadores pe do
provedor. Neste exemplo a sessa˜o mp-bgp na˜o e´ estabelecida pois o roteador pe(processo pe) ao
receber o sinal open verifica que o roteador que originou este sinal na˜o pertence ao seu sistema
autoˆnomo, e a tentativa de estabelecimento da sessa˜o mp-bgp e´ encerrada atrave´s do envio
do sinal notification pelo roteador pe, informando a notificac¸a˜o ocorrida. O MSC e´ composto
pelos processos env-0, ce, init e pe que correspondem a`s instaˆncias do sistema basicarquitecture-
scenario1 (figura 3.2). Nesta simulac¸a˜o o roteador pe (processo pe) tenta estabelecer uma sessa˜o
mp-bgp com outro roteador pe que e´ representado pelo ambiente externo(env-0 ). Esta sessa˜o
e´ inicializada com o roteador pe enviando o sinal tcp com a identificac¸a˜o do seu enderec¸o (2).
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Figura 4.7: Nu´mero de sistema autoˆnomo na˜o suportado (ver figura 3.10)
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De acordo com a maquina de estado do mp-bgp, descrita na sec¸a˜o 2.6.6, ao enviar o sinal tcp
o roteador pe aguarda o recebimento do sinal open, onde ocorre a tentativa de abertura da
sessa˜o mp-bgp, caso todos os paraˆmetros estejam em conformidade. Neste exemplo o roteador
pe (processo pe) ao receber o sinal open do ambiente externo (roteador pe da rede do provedor
de servic¸o) na˜o suporta o valor do nu´mero do sistema autoˆnomo contido no sinal open(asn
- autonomous system number), enviando assim um sinal de notificac¸a˜o (sinal notification).
Os valores (2,2) enviados pelo sinal notification representam o co´digo da notificac¸a˜o(2 - open
message error) e o sub-co´digo da notificac¸a˜o (2 - bad peer as) segundo [41]. De acordo com o
caso cr´ıtico ilustrado na figura 4.7, roteadores pe so´ devem trocar informac¸a˜o de clientes vpn
com roteadores pe que participem do mesmo sistema autoˆnomo, garantindo assim a seguranc¸a
dos dados do cliente vpn [28].
A figura 4.8 apresenta o MSC gerado durante a simulac¸a˜o de manutenc¸a˜o da sessa˜o mp-bgp
entre os roteadores pe atrave´s do sinal keepalive. O roteador pe representado pelo processo
pe, inicia o estabelecimento de uma sessa˜o mp-bgp atrave´s do envio do sinal tcp. Ao receber o
sinal tcp, o ambiente externo (env-0 ) envia um sinal open para abertura da sessa˜o mp-bgp. Ao
receber o sinal open o roteador pe (processo pe) verifica se todos os campos deste sinal esta˜o
em conformidade. Como nesta simulac¸a˜o de caso cr´ıtico todos os campos do sinal open esta˜o
em conformidade, o processo pe envia o sinal keepalive para manutenc¸a˜o da sessa˜o mp-bgp.
Esta sessa˜o mp-bgp estabelecida e´ uma sessa˜o do tipo interna (mp-ibgp), ou seja, uma sessa˜o
estabelecida entre roteadores pe da rede do provedor de servic¸o.
A figura 4.9 apresenta o MSC gerado durante a simulac¸a˜o de inserc¸a˜o de rota esta´tica
pelo ambiente externo nos roteadores ce (processo ce) e pe (processo pe), para o sistema
basicarquitecture-scenario1 (figura 3.2). De acordo com a figura 4.9, o ambiente externo (env-
0 ) insere atrave´s do sinal add-route a rota 555 no processo ce. Este sinal e´ trocado com dois
paraˆmetros (555,0), onde o primeiro representa a identificac¸a˜o da rota e o segundo um valor nulo
que so´ sera´ utilizado pelo sistema basicarquitecture-scenario2 (figura 3.13) como campo para
troca de informac¸a˜o de prioridades. Ao receber o sinal add-route, o processo ce insere a rota
na sua tabela de roteamento atrave´s da chamada ao procedimento rt-install(figura 3.7). Apo´s
a instalac¸a˜o da rota, o processo ce re-encaminha esta informac¸a˜o para o processo pe via sinal
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ce-route para que o processo pe possa instalar a rota na sua tabela de roteamento, via chamada
de procedimento vrf-install. Ao adicionar a nova rota, o processo pe propaga ao ambiente
externo via sessa˜o mp-bgp, atrave´s do sinal update, a informac¸a˜o desta nova rota adicionada
na tabela vrf. A fim de verificar a informac¸a˜o de rota inserida no roteador pe (processo pe),
o ambiente externo via sinal data-mpls, envia um sinal de dados da rede 666 para a rede 555
ligada ao roteador pe(processo pe). O sinal de dados data-mpls e´ uma mensagem encapsulada
na rede mpls do provedor com o ro´tulo 22 representando a rede 555 ligado ao roteador pe. Com
a chegada do sinal data-mpls o roteador pe verifica o ro´tulo mpls (ro´tulo 22 que representa
a conexa˜o da rede 555 do cliente vpn) e encaminha o pacote de dados (sinal data-ip) para o
processo ce do cliente, que re-encaminha para a rede 555 (sinal data).
A figura 4.10 descreve oMSC gerado pela especificac¸a˜o do sistema basicarquitecture-scenario2
(figura 3.12) para troca de informac¸o˜es de roteamento e qualidade de servic¸o, atrave´s do envio
do sinal update pelo processo ce. No sistema basicarquitecture-scenario2, ale´m do roteador do
cliente (roteador ce) ser capaz de trocar informac¸o˜es de roteamento com o roteador do provedor
(roteador pe), o cliente pode fazer uma escolha em tempo real dos paraˆmetros de qualidade
de servic¸o que certo tra´fego deve possuir ao entrar na rede do provedor. Esta troca de in-
formac¸o˜es de roteamento e de paraˆmetros de qualidade de servic¸o ocorre durante a troca de
sinais update implementada pela sessa˜o mp-bgp entre o roteador ce (processo ce) e o roteador
pe (processo pe). De acordo com a figura 4.10, a partir do momento em que uma nova rota e´
adicionada a rede do cliente e o cliente informa que esta rede deve possuir prioridade 5 (sinal
add-route(555,5)), o roteador ce (processo ce) insere a rota e o valor de prioridade na sua tabela
de roteamento atrave´s da chamada ao procedimento insert-route. Apo´s a instalac¸a˜o da rota no
processo ce, a sessa˜o mp-bgp encarrega-se de informar ao processo pe, via sinal update, a` ex-
isteˆncia desta nova rota(rota 555). Junto com a informac¸a˜o da nova rota o sinal update tambe´m
se encarrega de transportar a informac¸a˜o de prioridade sugerida pelo cliente (prioridade 5) para
a rede adicionada e o valor do nu´mero do sistema autoˆnomo do processo ce(65000). Ao incluir
esta nova rota na tabela vrf via chamada ao procedimento vrf-install (figura 3.19), o processo
pe informa a nova rota aos roteadores pe que participam da VPN via sinal update enviada ao
ambiente externo (env-0 ). Com isso o sinal de trafego de dados (sinal data(555,666)) que tem
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Figura 4.9: Inserc¸a˜o de rota esta´tica, sistema basicarquitecture-scenario1 (figura 3.2)
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como enderec¸o de origem a rede 555 ligado ao roteador ce (processo ce) e enderec¸o destino a
rede 666 localizada no ambiente externo (env-0 )tera´ prioridade 5 no enlace entre o roteador ce
e o roteador pe (sinal data-ip(555,666,5)) e prioridade 5 mapeada no ro´tulo mpls da rede do
provedor de servic¸o(sinal data-mpls), garantindo uma qualidade de servic¸o fim-a-fim. Podendo
o cliente variar estes paraˆmetros de prioridade do tra´fego em tempo real, atrave´s da troca de
sinais update.
A figura 4.11 descreve o MSC gerado para troca de informac¸o˜es de roteamento e qualidade
de servic¸o, atrave´s do envio do sinal update pelo processo pe. De acordo com a figura 4.11,
a partir do momento em que uma nova rota com seu valor de prioridade e´ informado pelo
ambiente externo (env-0 ) ao processo pe atrave´s do sinal update, o processo pe insere esta nova
rota atrave´s da chamada ao procedimento vrf-install. Apo´s a instalac¸a˜o da rota no processo
pe, a sessa˜o mp-bgp encarrega-se de informar ao processo ce, via sinal update, a` existeˆncia desta
nova rota(rota 999) junto com seu valor de prioridade (6) e o nu´mero do sistema autoˆnomo do
processo pe (100), continuando o processo no estado established(figura 3.19). Ao receber o sinal
update, o processo ce insere esta nova informac¸a˜o de rota e seu valor de prioridade na sua tabela
de roteamento via procedimento insert-route. Com o recebimento do sinal de tra´fego de dados
(data(555,999)), o processo ce faz uma chamada ao procedimento verify-route a fim de verificar
a rota e o valor de prioridade para aquela rota. Apo´s a chamada ao procedimento, o processo
ce envia o tra´fego de dados( sinal data-ip(555,999,6)) para o processo pe, que mapeia o valor
de prioridade sugerida pelo cliente vpn (6) no ro´tulo mpls da rede do provedor de servic¸o(sinal
data-mpls).
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Figura 4.11: Inserc¸a˜o de rota via roteador pe, sistema basicarquitecture-scenario2 (figura 3.13)
5
Ana´lise de desempenho em vpn-mpls com
qualidade de servic¸o
5.1 Introduc¸a˜o
A grande demanda por novos servic¸os que oferec¸am informac¸a˜o e comunicac¸a˜o de uma forma
integrada e com qualidade de servic¸o esta´ levando os cientistas, fabricantes e operadoras a
repensarem os conceitos das redes e forma de operac¸a˜o das tecnologias atuais. A motivac¸a˜o para
essa mudanc¸a de paradigma e´ a necessidade por convergeˆncia. A visa˜o e´ que diferentes tipos de
redes com diferentes tecnologias de controle e de transporte devera˜o convergir para uma rede
multi-servic¸os que sera´ capaz de oferecer diferentes tipos de servic¸os com diferentes qualidades,
usando plataformas abertas e interopera´veis. Nesse contexto, esse cap´ıtulo apresenta diversas
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simulac¸o˜es do transporte de diferentes servic¸os como voz, v´ıdeo e dados, sobre uma infra-
estrutura de provedor baseado na arquitetura vpn-mpls.
Sa˜o apresentados e comparados os resultados de simulac¸o˜es de cena´rios com implementac¸a˜o
de qualidade de servic¸o na arquitetura vpn-mpls de provedor. A finalidade deste estudo e´ anal-
isar e comparar o desempenho das propostas de qualidade de servic¸o da arquitetura vpn-mpls
[12]. E´ importante ressaltar que os cena´rios simulados visam validar a proposta de expansa˜o
da arquitetura vpn-mpls descrita no cap´ıtulo 3, atrave´s do uso do mapeamento da arquitetura
de servic¸os diferenciados nos ro´tulos mpls da rede do provedor de servic¸o.
Neste cap´ıtulo, a sec¸a˜o 5.2 apresenta os cena´rios de rede simulados atrave´s da descric¸a˜o
da topologia de rede, aplicac¸o˜es utilizadas e os detalhes de cada um dos cena´rios simulados.
A sec¸a˜o 5.3 apresenta os resultados de desempenho de rede obtidos para cada cena´rio. A
comparac¸a˜o efetuada entre os cena´rios e´ realizada em func¸a˜o da vaza˜o, atraso fim-a-fim de
pacotes e taxa de perda de pacotes. As simulac¸o˜es sa˜o realizadas no simulador de redes Opnet
Modeler [3].
5.2 Cena´rios de simulac¸a˜o com o Opnet Modeler
Esta sec¸a˜o descreve os treˆs cena´rios de simulac¸a˜o usados para a ana´lise de desempenho das pro-
postas de qualidade de servic¸o. Os cena´rios representam conexo˜es de clientes vpn ao provedor
de servic¸o que implementa a arquitetura vpn-mpls. Nestes cena´rios, comparac¸o˜es sa˜o realizadas
a partir dos resultados de desempenho das aplicac¸o˜es multimı´dia usadas pelos clientes vpn que
compartilham a rede do provedor de servic¸o. Os cena´rios fazem uso da mesma topologia de rede,
mas distinguem-se basicamente pelo tipo de implementac¸a˜o de qualidade de servic¸o utilizada,
e sa˜o descritos como:
• Cena´rio de melhor esforc¸o: tambe´m conhecido como cena´rio best effort, representa o
cena´rio da arquitetura vpn-mpls sem nenhuma implementac¸a˜o de qualidade de servic¸o.
• Cena´rio com combinac¸a˜o de servic¸os diferenciados e mpls: expansa˜o do cena´rio de melhor
esforc¸o com a implementac¸a˜o do mapeamento entre as classes de servic¸o da arquitetura
de servic¸os diferenciados nos ro´tulos mpls da rede do provedor.
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• Cena´rio com engenharia de tra´fego: expansa˜o do cena´rio com combinac¸a˜o de servic¸os
diferenciados e mpls, onde te´cnicas de engenharia de tra´fego sa˜o aplicadas.
A ana´lise de desempenho de cada uma das estrate´gias de qualidade de servic¸o implementadas
baseou-se nos resultados de vaza˜o (bits/segundo), atraso (segundos) e taxa de perda de pacotes
(pacotes/segundo). Todos os cena´rios analisados correspondem a um ”tempo real”de 3600
segundos (1 hora). Por tempo real entenda na˜o o tempo gasto para simulac¸a˜o (ou ”tempo de
simulac¸a˜o”), mas o tempo que esta simulac¸a˜o representou (ou ”tempo simulado”).
Considerando-se que a implementac¸a˜o de qualidade de servic¸o na arquitetura vpn-mpls visa
garantir um n´ıvel de servic¸o ao cliente vpn, a topologia escolhida para os treˆs cena´rios de
simulac¸a˜o experimentados procura explorar a rede com ”gargalos”no backbone do provedor
de servic¸o. Os treˆs cena´rios de simulac¸a˜o fazem uso dos mesmos elementos de rede, ou seja,
da mesma topologia de rede simulada. A diferenc¸a entre os cena´rios esta´ nos paraˆmetros de
qualidade de servic¸o implementados nos elementos de rede. Sendo assim, primeiramente e´
apresentada a topologia da rede utilizada pelos cena´rios de simulac¸a˜o e logo em seguida sa˜o
apresentados os cena´rios de simulac¸a˜o propostos.
Topologia da rede simulada no Opnet
A figura 5.1 ilustra a topologia da rede simulada no Opnet. Esta topologia visa representar
um provedor de servic¸o com dois clientes vpn conectados. Na topologia da rede (figura 5.1),
cada cliente vpn, denominados cliente-1 e cliente-2, possue dois sites conectados nas bordas da
rede mpls do provedor de servic¸o que implementa a arquitetura vpn-mpls.
A construc¸a˜o da topologia da rede para os treˆs cena´rios descritos neste cap´ıtulo foi baseada
em um cena´rio real de laborato´rio da fundac¸a˜o CPqD1. Esta topologia visa descrever em ambi-
ente de simulac¸a˜o o cena´rio do laborato´rio pa-ngn (Laborato´rio de pesquisa aplicada em redes
de pro´xima gerac¸a˜o) pertencente ao projeto de pesquisa ngn (Next Generation Network) real-
izado nos anos de 2001 a` 2003. O principal objetivo da criac¸a˜o destes cena´rios foi a ana´lise,
1Fundac¸a˜o CPqD : Centro de Pesquisa e Desenvolvimento em Telecomunicac¸o˜es, Rod. Campinas–Mogi-
Mirim(SP-340), Km 118.5, Campinas-SP, Brasil
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Figura 5.1: Topologia da rede simulada no Opnet
do ponto de vista de desempenho, dos paraˆmetros de qualidade de servic¸o poss´ıveis de serem
implementados na arquitetura vpn-mpls. Este trabalho resultou no artigo [31].
Na figura 5.1, os elementos nomeados profile definition e application definition sa˜o obje-
tos especiais do simulador Opnet utilizados respectivamente para definic¸a˜o das caracter´ısticas
de cada elemento utilizado na topologia da rede e definic¸a˜o das aplicac¸o˜es a serem utilizadas
nas simulac¸o˜es. O elemento mpls definition e´ utilizado na definic¸a˜o dos paraˆmetros mpls con-
figura´veis pelo simulador nos roteadores que pertencem ao provedor de servic¸o. Ja´ os elementos
qos parameters e ip config sa˜o utilizados para definic¸a˜o dos paraˆmetros de qualidade de servic¸o
configura´veis nos elementos da rede.
Na topologia da rede simulada, figura 5.1, os roteadores 3600a, 3600b e 3600d representam
os roteadores de nu´cleo do provedor de servic¸o (roteadores p da arquitetura vpn-mpls). Os
roteadores 3600c, 3600e, 7200a e 7200b representam os roteadores de borda do provedor de
servic¸o (roteadores pe). Os roteadores rotlip1, rotlip2, rotlip3 e rotlip4 sa˜o roteadores dos
clientes vpn (roteadores ce). Os roteadores sa˜o nomeados com as iniciais 3600, 7200 e rotlip
pois pertencem a famı´lia de roteadores cisco [1] do modelo de fabricac¸a˜o 3600, 7200 e 2600
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respectivamente, sendo esta a nomenclatura usada para distinguir os roteadores no laborato´rio
pa-ngn do CPqD.
Os servidores e estac¸o˜es utilizados na construc¸a˜o da topologia(figura 5.1) sa˜o elementos de
rede dos clientes vpn(cliente-1 e cliente-2 ). Os servidores server-ftp1 e server-ftp2 conectados
aos roteadores rotlip1 e rotlip3 sa˜o servidores ftp responsa´veis por gerar tra´fego ftp para os
clientes, client-ftp1 e client-ftp2, que esta˜o conectados aos roteadores rotlip2 e rotlip4 local-
izados na outra extremidade da rede do provedor de servic¸o. As estac¸o˜es denominadas video-
called1 e video-called2 sa˜o estac¸o˜es de video que estabelecem comunicac¸o˜es com as estac¸o˜es de
video, video-calling1 e video-calling2, localizadas na outra extremidade da rede. As estac¸o˜es
voice-called1 e voice-called2 sa˜o estac¸o˜es que estabelecem trafegos de voz com as estac¸o˜es
voice-calling1 e voice-calling2, tambe´m localizadas na outra extremidade da rede.
Todos os enlaces da topologia da rede simulada (figura 5.1) sa˜o full duplex e configurados
da seguinte forma:
• Os enlaces entre os roteadores 3600a, 3600b e 3600d, que representam o nu´cleo da rede
do provedor de servic¸os (roteadores p), sa˜o de 6.5 Mbps.
• Os demais enlaces entre os roteadores, que representam a borda da rede e a rede dos
clientes vpn (roteadores pe e roteadores ce), sa˜o de 10 Mbps.
• Os enlaces entre os servidores de ftp, clientes ftp e estac¸o˜es de v´ıdeo e de voz, que esta˜o
ligados aos roteadores do cliente (rotlip1, rotlip2, rotlip3 e rotlip4 ) sa˜o configurados como
10base-t, ou seja, 10 Mbps.
Configurac¸a˜o das aplicac¸o˜es de ftp, v´ıdeo e voip
Com o intuito de simular cena´rios reais, onde aplicac¸o˜es na˜o priorita´rias compartilham a
rede com aplicac¸o˜es priorita´rias, foram definidas treˆs aplicac¸o˜es; aplicac¸a˜o de transfereˆncia de
arquivo ou ftp (file transfer protocol), aplicac¸a˜o de v´ıdeo (v´ıdeo confereˆncia) e aplicac¸a˜o de
voz sobre IP (voip) para cada cliente vpn. Estas treˆs aplicac¸o˜es de tra´fego utilizadas visam
modelar o tra´fego multimı´dia usado pelos clientes vpn. As caracter´ısticas de cada aplicac¸a˜o sa˜o
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modeladas atrave´s dos paraˆmetros configura´veis pelo simulador Opnet, e sa˜o apresentadas em
forma de tabelas.
E(x) =
c.a
(c− 1)
{Location→ a > 0, Shape→ c > 1 (5.1)
A aplicac¸a˜o ftp esta´ descrita na tabela 5.1. O valor command mix(get/total) em 100%
representa um tra´fego ftp do tipo 100% get, ou seja, um tra´fego ftp gerado no sentido dos
servidores ftp (server-ftp1 e server-ftp2 ) para os clientes ftp (client-ftp1 e client-ftp2 ). A
aplicac¸a˜o ftp foi definida como uma distribuic¸a˜o do tipo Pareto [11], e o ca´lculo dos valores da
distribuic¸a˜o de Pareto utilizada sa˜o obtidos atrave´s da equac¸a˜o 5.1, mostrada pela tabela 5.1
na forma pareto(a,c). As varia´veis de tempo de requisic¸a˜o (inter-request time) e tamanho de
pacote (file size) sa˜o configuradas para gerar um tra´fego ftp a uma taxa de 2 Mbps para cada
cliente. O paraˆmetro type of service e´ usado para marcac¸a˜o de prioridade da aplicac¸a˜o, que
neste caso esta´ configurado como melhor esforc¸o (best effort) representado pelo valor 0(zero).
paraˆmetros da aplicac¸a˜o ftp
Paraˆmetros de configurac¸a˜o Valores
Command Mix (Get/Total) 100%
Inter-Request Time (sec) exponential(1)
File Size (bytes) pareto(83333.33, 1.5)
Type of Service best effort (0)
Tabela 5.1: Configurac¸a˜o dos paraˆmetros da aplicac¸a˜o ftp
A aplicac¸a˜o de v´ıdeo definida na tabela 5.2 estabelece um tra´fego entre as estac¸o˜es video-
called e video-calling da figura 5.1. Os paraˆmetros configura´veis para o tra´fego de v´ıdeo sa˜o
os valores de tempo de chegada de pacotes (frame interarrival time), expressado por um valor
constante, e tamanho do pacote (frame size), que e´ uma varia´vel aleato´ria com distribuic¸a˜o
exponencial. Os valores atribu´ıdos a` estas duas varia´veis da tabela 5.2 geram uma aplicac¸a˜o
de v´ıdeo com taxa de 1,5 Mbps para cada cliente vpn(cliente-1 e cliente-2 ). E´ importante
ressaltar que de acordo com os paraˆmetros configurados, a aplicac¸a˜o de v´ıdeo e´ uma aplicac¸a˜o
bidirecional, ou seja, um tra´fego de v´ıdeo com taxa de 1,5 Mbps das estac¸o˜es video-called para
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video-calling e vice-versa. O paraˆmetro type of service tambe´m e´ configurado e representa a
prioridade que sera´ dada a aplicac¸a˜o na rede, que de acordo com a tabela 5.2 e´ do tipo melhor
esforc¸o para o cena´rio de melhor esforc¸o e sera´ configurado para os demais cena´rios conforme
a tabela de mapeamento de prioridades das aplicac¸o˜es.
paraˆmetros da aplicac¸a˜o de v´ıdeo
Paraˆmetros de configurac¸a˜o Valores
Frame Interarrival Time (sec) constant(0.1)
Frame Size (bytes) exponential(15625)
Type of Service best effort (0)
Tabela 5.2: Configurac¸a˜o dos paraˆmetros da aplicac¸a˜o de v´ıdeo
A configurac¸a˜o da aplicac¸a˜o de voip e´ apresentada na tabela 5.3 e atrave´s dos paraˆmetros
de configurac¸a˜o da tabela, o Opnet modela a aplicac¸a˜o de voip a ser utilizada na simulac¸a˜o.
Os tempos de fala e de sileˆncio usados para modelar a aplicac¸a˜o de voz sa˜o representados pelos
paraˆmetros talk spurt length e silence length da tabela 5.3. Os paraˆmetros encoder scheme e
voice frame per packet caracterizam respectivamente o tipo de codificador usado na gerac¸a˜o do
tra´fego de voz e a quantidade de quadros de voz por pacote durante a simulac¸a˜o. De acordo com
a tabela 5.3, a aplicac¸a˜o voip utiliza a codificac¸a˜o gsm, e gera uma taxa de aproximadamente
20 Kbps no sentido da estac¸a˜o voice-called para estac¸a˜o voice-calling e vice-versa (tra´fego
bidirecional). O paraˆmetro type of service tambe´m e´ configurado e representa a prioridade que
sera´ dada a aplicac¸a˜o na rede, que de acordo com a tabela 5.3 e´ do tipo melhor esforc¸o.
Cena´rio de melhor esforc¸o
O cena´rio de melhor esforc¸o, tambe´m conhecido como cena´rio best effort, representa o
cena´rio da arquitetura vpn-mpls sem nenhuma implementac¸a˜o de qualidade de servic¸o. O
cena´rio de melhor esforc¸o funciona como cena´rio de refereˆncia para os outros cena´rios de sim-
ulac¸a˜o, constru´ıdos para avaliar o desempenho dos mecanismos de qualidade de servic¸o na
arquitetura vpn-mpls. Este cena´rio, assim como os outros cena´rios simulados apresentam to-
dos os componentes da arquitetura vpn-mpls, como: roteadores ce (rotlip1, rotlip2, rotlip3 e
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paraˆmetros da aplicac¸a˜o voip
Paraˆmetros de configurac¸a˜o Valores
Silence Length (sec) exponential(0.65)
Talk Spurt Length (sec) exponential(0.352)
Encoder Scheme GSM (silence)
Voice Frames per Packet 1
Type of Service best effort (0)
Tabela 5.3: Configurac¸a˜o dos paraˆmetros da aplicac¸a˜o voip
rotlip4 ), roteadores pe (3600c, 3600e, 7200a e 7200b) e roteadores p (3600a, 3600b e 3600d ),
que fazem uso da topologia de rede da figura 5.1.
No cena´rio de melhor esforc¸o as aplicac¸o˜es multimı´dias definidas em cada cliente vpn;
aplicac¸a˜o ftp, de v´ıdeo e voip, compartilham a rede do provedor de servic¸o. Neste cena´rio
o provedor de servic¸o na˜o possui nenhum me´todo de garantia de qualidade de servic¸o, ou seja,
as aplicac¸o˜es na˜o recebem nenhum tipo de prioridade ao passarem pela rede do provedor de
servic¸o . As treˆs aplicac¸o˜es sa˜o encaminhadas pelo IP atrave´s do servic¸o de melhor esforc¸o
como pode ser observado no campo tipo de servic¸o (type of service) apresentado nas tabelas
5.1, 5.2 e 5.3.
De acordo com a topologia da rede apresentada na figura 5.1 e as configurac¸o˜es das aplicac¸o˜es
ftp(tabela 5.1), v´ıdeo (tabela 5.2) e voip (tabela 5.3), o cliente-1 gera um tra´fego ftp de 2.0
Mbps no sentido do servidor server-ftp1 a` estac¸a˜o client-ftp1, tra´fego de v´ıdeo de 1.5 Mbps
entre as estac¸o˜es video-called1 e video-calling-1, e tra´fego de voz de 20 Kbps entre as estac¸o˜es
voice-called1 e voice-calling1, totalizando assim um tra´fego de 3.5 Mbps gerado pelo cliente-1.
Este tra´fego total do cliente-1 entra na rede do provedor de servic¸o pelo roteador 3600c com
destino ao outro site do cliente-1, conectado ao roteador 7200a.
As aplicac¸o˜es ftp, v´ıdeo e voip do cliente-2 possuem as mesmas configurac¸o˜es feitas no
cliente-1. Logo, o cliente-2 tambe´m gera um tra´fego total de 3.5 Mbps que entra na rede
do provedor de servic¸o pelo roteador 3600e com destino ao outro site do cliente-2, conectado
ao roteador 7200b. Os tra´fegos dos clientes vpn totalizam uma carga de tra´fego de 7.0 Mbps
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Figura 5.2: Carga me´dia imposta pelas aplicac¸o˜es durante a simulac¸a˜o
imposta ao nu´cleo do provedor de servic¸o, representado pelos roteadores 3600a, 3600b e 3600d,
que apresentam enlaces de 6.5 Mbps. Como o tra´fego gerado e´ maior que os enlaces entre os
roteadores de nu´cleo, a diferenc¸a entre a taxa do enlace entre os roteadores e o tra´fego total
gerado pelos clientes e´ descartado nas filas dos roteadores, conforme sera´ visto nos resultados
de simulac¸a˜o.
A fim de analisar o impacto de cada aplicac¸a˜o multimidia na rede e o impacto entre os
clientes, com uso de priorizac¸a˜o de trafego, todas as aplicac¸o˜es sa˜o iniciadas durante a simulac¸a˜o
em tempos diferentes. A figura 5.2 apresenta em forma de barras, o tempo de in´ıcio e fim de
cada aplicac¸a˜o dos clientes vpn. De acordo com a figura 5.2, todas as aplicac¸o˜es do cliente-
1 sa˜o iniciadas no tempo 180 segundos, enquanto as aplicac¸o˜es de v´ıdeo e voip do cliente-2
sa˜o iniciadas no tempo 900 segundos e a aplicac¸a˜o ftp do cliente-2 no tempo 1800 segundos.
Atrave´s da figura 5.2, pode-se calcular a carga de tra´fego imposta a` rede em cada intervalo de
tempo da simulac¸a˜o. Assim, somando-se as taxas das aplicac¸o˜es presentes em cada intervalo
de tempo apresentado na figura 5.2, pode-se observar que os intervalos de tempo - denotados
na forma (tempo de in´ıcio, tempo de fim) - de maior sobrecarga no nu´cleo da rede do provedor
e´ o seguinte: (1800,3600) com carga igual a 7.0 Mbps. Todos os intervalos da simulac¸a˜o sera˜o
observados na ana´lise dos resultados de desempenho de rede para os cena´rios de simulac¸a˜o.
Cena´rio com combinac¸a˜o de servic¸os diferenciados e mpls
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O objetivo deste cena´rio e´ analisar os resultados de desempenho de cada aplicac¸a˜o com a
combinac¸a˜o de servic¸os diferenciados aplicados na rede do cliente, mapeados nos ro´tulos mpls
da rede do provedor de servic¸o. Este cena´rio usa o cena´rio de melhor esforc¸o como cena´rio de
refereˆncia e faz uso da mesma topologia de rede mostrado na figura 5.1. Neste cena´rio, as redes
dos clientes vpn implementam a arquitetura de servic¸os diferenciados atrave´s do uso do campo
type of service do IP para priorizac¸a˜o das aplicac¸o˜es.
De acordo com a arquitetura de servic¸os diferenciados [36], as classes de servic¸o sa˜o clas-
sificadas como AF (Assurance Forwarding), EF ( Expedited Forwarding) e BE (Best Effort).
Dentro da classe AF, quatro sub-classes sa˜o padronizadas, indo da mais priorita´ria AF4x ate´
a menos priorita´ria AF1x. O valor x nestas sub-classes podem variar de 1 a 3, representando
a prioridade dentro de cada sub-classe, sendo a classe AF43 de maior prioridade dentro das
sub-classes AF. A classe EF e´ a classe com o maior ı´ndice de prioridade, superando todas as
sub-classes AF e a BE, e dentro da arquitetura de servic¸os diferenciados pode ser utilizada para
priorizar o tra´fego de sinalizac¸a˜o da rede e tra´fego de voz. A classe BE, tambe´m denominada
classe de melhor esforc¸o, e´ utilizada para tra´fegos na˜o priorita´rios. Neste cena´rio, a priorizac¸a˜o
das aplicac¸o˜es no campo type of service sa˜o configuradas de acordo com a tabela 5.4 para o
cliente-1 e tabela 5.5 para o cliente-2.
Aplicac¸a˜o Prioridade
ftp-1 AF21
video-1 AF41
voice-1 EF
Tabela 5.4: Mapeamento de prioridades das
aplicac¸o˜es do cliente-1
Aplicac¸a˜o Prioridade
ftp-2 AF11
video-2 AF11
voice-2 AF11
Tabela 5.5: Mapeamento de prioridades das
aplicac¸o˜es do cliente-2
De acordo com a tabela 5.4, a aplicac¸a˜o menos priorita´ria do cliente-1 e´ a aplicac¸a˜o ftp,
que faz parte da classe AF21. A aplicac¸a˜o de v´ıdeo e´ uma aplicac¸a˜o mais priorita´ria que a
de transfereˆncia de arquivos (ftp) participando da classe AF41, mas perde em prioridade para
a aplicac¸a˜o voip, que faz parte da classe EF. Para o cliente-2, tabela 5.5, todas as aplicac¸o˜es
foram mapeadas na classe AF11 e sa˜o menos priorita´rias que as aplicac¸o˜es geradas pelo cliente-
5.2 Cena´rios de simulac¸a˜o com o Opnet Modeler 71
1 (tabela 5.4). O mapeamento das aplicac¸o˜es em classes de servic¸os da arquitetura de servic¸os
diferenciados na˜o seguem uma regra definida. Este mapeamento pode levar em considerac¸a˜o
diversos aspectos, mas e´ comumente implementado de acordo com a contratac¸a˜o de servic¸os
estabelecida entre o cliente vpn e o provedor de servic¸o. Este tipo de contratac¸a˜o feita pelo
cliente ao provedor de servic¸o e´ conhecida como acordo de n´ıvel de servic¸o, ou SLA (Service
Level Agreement).
Classes de Servic¸o Peso wfq
AF11 5
AF21 10
AF22 10
AF31 15
AF32 15
AF41 25
AF42 25
EF 55
Tabela 5.6: Pesos da fila wfq utilizados pelas classes de servic¸o
A atribuic¸a˜o de classes de servic¸o a`s aplicac¸o˜es, propicia uma diferenciac¸a˜o dos tipos de
tra´fego, permitindo que elementos de rede (roteadores) oferec¸am prioridade no tratamento
de pacotes de determinadas classes. Ale´m da configurac¸a˜o dos campos tipos de servic¸o em
classes de servic¸o para as aplicac¸o˜es multimı´dia dos clientes , descritas nas tabelas 5.4 e 5.5,
foi implementado neste cena´rio esquemas de filas nas interfaces dos roteadores da topologia da
rede (figura 5.1) para tratar as classes de servic¸o, e designado os mapeamentos das classes de
servic¸o no campo exp dos ro´tulos mpls.
A implementac¸a˜o do esquema de fila visa tratar as diferentes classes de servic¸o utilizadas
pelas aplicac¸o˜es ftp, v´ıdeo e voip nas interfaces dos roteadores. Em todas as filas dos roteadores
foi implementado o mecanismo de fila wfq (weight fair queue) com os valores de peso para cada
aplicac¸a˜o exposto na tabela 5.6. De modo geral, wfq e´ uma disciplina que designa uma fila a
cada fluxo [4]. Um peso pode ser dado a cada fila para a diferenciac¸a˜o na prioridade dos fluxos.
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Como resultado, a fila wfq oferece protec¸a˜o entre fluxos diferentes, ale´m da garantia de um valor
de atraso ma´ximo fim-a-fim. De acordo com a tabela 5.6, os pesos utilizados pelo algoritmo wfq
na simulac¸a˜o variam de 5 a` 55, sendo a classe EF mapeada no peso 55 representando a classe
de maior prioridade a ser tratada pelos roteadores. Na tabela 5.6 foram expostos somente os
mapeamentos utilizados pela simulac¸a˜o.
Ale´m do mapeamento das aplicac¸o˜es em classes de servic¸o e da implementac¸a˜o do esquema
de fila wfq nas interfaces dos roteadores, este cena´rio implementa o mapeamento das classes
de servic¸o no campo exp dos ro´tulo mpls(figura 5.3). Neste cena´rio de simulac¸a˜o, as classes de
servic¸o da arquitetura de servic¸os diferenciados sa˜o mapeadas no campo exp dos ro´tulos mpls, a
fim de que as aplicac¸o˜es ftp, v´ıdeo e voip sejam tratadas na rede do provedor de servic¸o de acordo
com o mapeamento das classes realizado na tabela 5.4 e 5.5. Este mapeamento, mostrado na
figura 5.3, e´ implementado em todos os roteadores de borda da rede do provedor de servic¸o
(roteadores pe), que de acordo com a topologia de rede da figura 5.1 sa˜o os roteadores 3600c,
3600e, 7200a e 7200b. A figura 5.3 ilustra este mapeamento realizado no simulador opnet,
atrave´s do elemento mpls definition, dentro do paraˆmetro exp-phb.
Figura 5.3: Mapeamento das classes de servic¸o no campo exp do ro´tulo mpls
Cena´rio com engenharia de tra´fego
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Engenharia de tra´fego (TE - traffic engineering) e´ o aspecto das redes IP que esta´ ligado
a` otimizac¸a˜o do desempenho da rede [39]. TE visa facilitar a operacionalidade da rede, ao
mesmo tempo em que e´ otimizada a utilizac¸a˜o dos recursos dispon´ıveis e que sa˜o minimizados
congestionamentos. O cena´rio com engenharia de tra´fego usa o cena´rio com combinac¸a˜o de
servic¸os diferenciados e mpls como cena´rio de refereˆncia, e tem como objetivo analisar os resul-
tados de desempenho de cada aplicac¸a˜o fazendo uso da engenharia de tra´fego na combinac¸a˜o de
servic¸os diferenciados e mpls. A topologia de rede usada neste cena´rio e´ a mesma dos cena´rios
anteriores (figura 5.1).
A aplicac¸a˜o de engenharia de tra´fego neste cena´rio visa a construc¸a˜o de caminhos comutados
por ro´tulos (lsp - label switching path) com restric¸o˜es mı´nimas de banda na rede mpls do
provedor de servic¸o. Os lsps esta´ticos criados na simulac¸a˜o, que interligam os sites dos clientes
vpn, passam a possuir restric¸a˜o mı´nima de banda com valor de 4 Mbps para estabelecimento
do lsps. Logo, se a rede do provedor de servic¸o na˜o disponibilizar este valor mı´nimo de banda,
o lsp na˜o e´ estabelecido entre os sites do cliente vpn. Os lsps esta´ticos utilizados pela simulac¸a˜o
sa˜o representados na figura 5.1 pelas setas horizontais que interligam os roteadores 3600c e
7200a para o cliente-1, e os roteadores 3600e e 7200b para o cliente-2.
5.3 Resultados de simulac¸a˜o
Os resultados de simulac¸a˜o apresentados nesta sessa˜o foram obtidos com o uso do simulador
opnet. Estes resultados apresentam do ponto de vista de desempenho; a vaza˜o da rede, tempo
de resposta de download ftp, atraso fim-a-fim dos pacotes de v´ıdeo e voz, e perda de pacotes,
para cada um dos cena´rios apresentados.
A ana´lise da vaza˜o da rede e´ realizada no nu´cleo do provedor de servic¸o atrave´s da mon-
itorac¸a˜o dos enlaces entre os roteadores 3600a, 3600b e 3600d. A figura 5.4 apresenta os
resultados de vaza˜o do enlace entre os roteadores 3600d e 3600a (parte superior da figura 5.4)
e do enlace entre os roteadores 3600d e 3600b (parte inferior da figura 5.4) para o cena´rio
de melhor esforc¸o e cena´rio com combinac¸a˜o de servic¸os diferenciados e mpls. Para estes dois
cena´rios, toda a carga me´dia imposta a` rede durante a simulac¸a˜o e´ transmitida no nu´cleo da
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rede pelo menor caminho (enlace 3600d-3600a ), devido ao uso do algoritmo de caminho mais
curto (spf - shortest path first) utilizado pelo protocolo ospf (open shortest path) implementado
nos roteadores da rede do provedor de servic¸o.
Figura 5.4: Vaza˜o dos enlaces 3600d-3600a
e 3600d-3600b para o cena´rio de melhor es-
forc¸o
Figura 5.5: Vaza˜o dos enlaces 3600d-3600a
e 3600d-3600b para o cena´rio com engen-
haria de tra´fego
Analisando-se o enlace 3600d-3600a (figura 5.4), verifica-se que o tra´fego da rede comec¸a
pro´ximo ao in´ıcio da simulac¸a˜o, dado pelo in´ıcio das aplicac¸o˜es de ftp, v´ıdeo e voip do cliente-1
no tempo de 180 segundos, gerando uma carga me´dia neste enlace de 3.5 Mbps. Segundo a figura
5.2, no tempo 15 minutos (900 segundos) as aplicac¸o˜es de v´ıdeo e voip do cliente-2 sa˜o iniciadas,
aumentando a carga me´dia do enlace 3600d-3600a de 3.5 Mbps para aproximadamente 5 Mbps.
No tempo 30 minutos (1800 segundos) a aplicac¸a˜o ftp do cliente-2 e´ iniciada, o que representa
um aumento do uso do enlace 3600d-3600a de 5 Mbps para 6.5 Mbps, que e´ a capacidade
ma´xima deste enlace. Analisando-se a parte inferior da figura 5.4, verifica-se que o enlace
entre os roteadores 3600d e 3600b na˜o e´ utilizado, apresentando apenas um tra´fego pequeno
e constante que representa as informac¸o˜es trocadas pelo protocolo ospf entre estes roteadores,
ou seja, este enlace e´ sub-utilizado para estes dois cena´rios de simulac¸a˜o.
Para o cena´rio com engenharia de tra´fego, apresentado pela figura 5.5, o uso da rede do
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provedor de servic¸o e´ otimizado e garantido pelo paraˆmetro de banda mı´nima configurado
no estabelecimento dos lsps. Neste cena´rio os lsps do cliente-1 sa˜o estabelecidos entre os
roteadores 3600c e 7200a (figura 5.1) passando pelo enlace 3600d-3600a, e os lsps do cliente-2
sa˜o estabelecidos entre os roteadores 3600e e 7200b (figura 5.1) passando pelo enlace 3600d-
3600b, pois o enlace 3600d-3600a na˜o suporta o estabelecimento dos lsps dos dois clientes
devido a limitac¸a˜o de banda. Com isso pode-se analisar na parte superior da figura 5.5, que
todo o tra´fego das aplicac¸o˜es do cliente-1 gerados desde o in´ıcio da simulac¸a˜o com carga
me´dia de 3.5 Mbps sa˜o transmitidos atrave´s do enlace 3600d-3600a. A parte inferior da figura
5.5 apresenta a vaza˜o do enlace 3600d-3600b, que e´ de 1.5 Mbps a partir do tempo de 15
minutos (900 segundos) representando as aplicac¸o˜es de v´ıdeo e voip do cliente-2, e aumenta
para aproximadamente 4.5 Mbps a partir do tempo de 30 minutos (1800 segundos) com o in´ıcio
da aplicac¸a˜o ftp do cliente-2.
Figura 5.6: Tempo de resposta de download
do cliente-1
Figura 5.7: Tempo de resposta de download
do cliente-2
A figura 5.6 apresenta os resultados de tempo de resposta de download do cliente-1 para os
treˆs cena´rios simulados. Para o cena´rio de melhor esforc¸o todas as aplicac¸o˜es sa˜o tratadas pela
rede da mesma forma (sem priorizac¸a˜o) o valor de tempo de resposta de download do cliente-1
comec¸a a piorar a partir do tempo de 30 minutos devido ao aumento da carga imposta a rede
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do provedor pelo in´ıcio das aplicac¸o˜es do cliente-2. Para o cena´rio com combinac¸a˜o de servic¸os
diferenciados e mpls, onde a aplicac¸a˜o ftp e´ mapeada na classe AF21 (tabela 5.4), o valor
de tempo de resposta de download ftp aumenta um pouco no instante de tempo 15 minutos
devido ao inicio das aplicac¸o˜es de v´ıdeo e voip do cliente-2, e a partir deste instante de tempo
o valor permanece esta´vel durante o restante da simulac¸a˜o. Ja´ para o cena´rio com engenharia
de tra´fego, o tempo de resposta de download do cliente-1 permanece esta´vel durante toda a
simulac¸a˜o, visto que as aplicac¸o˜es do cliente-2 na˜o disputam o mesmo enlace com as aplicac¸o˜es
do cliente-1, conforme pode ser visto nos gra´ficos de vaza˜o da figura 5.5.
Figura 5.8: Atraso fim-a-fim de pacote de
v´ıdeo do cliente-1
Figura 5.9: Atraso fim-a-fim de pacote de
v´ıdeo do cliente-1
O tempo de resposta de download do cliente-2 (figura 5.7), apresenta pior resultado para
o cena´rio com combinac¸a˜o de servic¸os diferenciados e mpls, pois a aplicac¸a˜o ftp assim como as
aplicac¸o˜es de v´ıdeo e voip do cliente-2, pertencem a classe de menor prioridade, classe AF11
(figura 5.5). Para os cena´rios de melhor esforc¸o e com engenharia de tra´fego, os resultados
na˜o apresentam grandes variac¸o˜es, visto que para o primeiro cena´rio a aplicac¸a˜o ftp apresenta
a mesma prioridade das outras aplicac¸o˜es (melhor esforc¸o) e para o cena´rio com TE o enlace
utilizado e´ outro (enlace 3600d-3600b, figura 5.5).
A figura 5.8 apresenta os resultados de atraso fim-a-fim da aplicac¸a˜o de v´ıdeo do cliente-
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Figura 5.10: Atraso fim-a-fim de pacote de
voz do cliente-1
Figura 5.11: Atraso fim-a-fim de pacote de
voz do cliente-2
1 para os treˆs cena´rios simulados. Para o cena´rio de melhor esforc¸o todas as aplicac¸o˜es sa˜o
tratadas pela rede da mesma forma, o valor de atraso fim-a-fim de v´ıdeo(figura 5.8), assim como
o valor de atraso fim-a-fim da aplicac¸a˜o de voip (figura 5.10) do cliente-1, comec¸am a piorar a
partir do tempo de 30 minutos devido ao aumento da carga imposta a rede do provedor pelo
in´ıcio das aplicac¸o˜es do cliente-2. Para o cena´rio com combinac¸a˜o de servic¸os diferenciados e
mpls, a aplicac¸a˜o de v´ıdeo do cliente-1 e´ mapeada na classe AF41 (tabela 5.4) que apresenta
uma prioridade alta na rede em comparac¸a˜o com as outras aplicac¸o˜es, perdendo apenas para
classe EF de voip. Com isso, o valor de atraso fim-a-fim da aplicac¸a˜o de v´ıdeo do cliente-1
para este cena´rio (figura 5.8) apresenta valores baixo em comparac¸a˜o com os valores de atraso
fim-a-fim da aplicac¸a˜o de v´ıdeo do cliente-2 (figura 5.9). O mesmo fato ocorre para o atraso
fim-a-fim da aplicac¸a˜o de voip do cliente-1 (figura 5.10), mapeada na classe EF (tabela 5.4),
que apresenta resultados melhores em comparac¸a˜o com aplicac¸a˜o de voip do cliente-2 (figura
5.11) mapeada na classe AF11 (tabela 5.5).
No cena´rio com engenharia de tra´fego, os valores de atraso fim-a-fim da aplicac¸a˜o de v´ıdeo do
cliente-1 (figura 5.8) e do cliente-2 (figura 5.9) permancem esta´veis durante toda a simulac¸a˜o,
visto que as aplicac¸o˜es do cliente-2 na˜o disputam o mesmo enlace com o cliente-1. O mesmo
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ocorre para a aplicac¸a˜o voip do cliente-1 (figura 5.10) e do cliente-2 (figura 5.11).
Figura 5.12: Perda de pacotes durante a
simulac¸a˜o
Figura 5.13: Perdas de pacote na interface
que liga os roteadores 3600d-3600a
Outro resultado importante para ana´lise de desempenho destes cena´rios, e´ o valor de perda
de pacotes na rede do provedor devido ao congestionamento dos enlaces. De acordo com a
figura 5.12, uma considera´vel perda de pacotes ocorre no cena´rio de melhor esforc¸o e no cena´rio
com combinac¸a˜o de servic¸os diferenciados e mpls. No cena´rio de melhor esforc¸o, que faz uso
do esquema de fila FIFO (first-in-first-out), o excesso de tra´fego gerado pelas aplicac¸o˜es dos
clientes vpn (cliente-1 e cliente-2 ) no enlace 3600d-3600a e´ descartado pelo roteador 3600d
sem a aplicac¸a˜o de nenhum crite´rio, conforme pode ser visto na figura 5.12.
Para o cena´rio com combinac¸a˜o de servic¸os diferenciados e mpls a perda de pacotes tambe´m
ocorre, mas em proporc¸o˜es menores, pois com o uso do esquema de fila wfq, cada fila e´ servida
com protec¸a˜o, ou seja, um tempo de servic¸o e´ dado a cada fila proporcionalmente ao peso da fila,
exposto na tabela 5.6. A figura 5.13 apresenta a perda de pacotes do cena´rio com combinac¸a˜o
de servic¸os diferenciados e mpls para as quatro filas wfq implementadas pelo roteador 3600d.
As filas q0, q1, q2 e q3 mapeiam as classes de tra´fego AF11, AF21, AF41 e EF respectivamente.
De acordo com a figura 5.13, apenas a fila q0, que mapeia a classe de menor prioridade (classe
AF11), apresenta perda de pacotes. Logo, a perda de pacotes no cena´rio com combinac¸a˜o de
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servic¸os diferenciados e mpls mostrado na figura 5.12, e´ proveniente do descarte de pacotes da
fila q0, mostrado na figura 5.13, que faz o mapeamento da classe AF11 pertencente as aplicac¸o˜es
ftp, v´ıdeo e voip do cliente-2 (tabela 5.5).
6
Concluso˜es
A provisa˜o de qualidade de servic¸o e´ parte intr´ınseca dos servic¸os emergentes, como as redes
privadas virtuais (VPNs). De acordo com a padronizac¸a˜o do IETF para arquitetura vpn-mpls
[12], uma soluc¸a˜o de provimento de qualidade de servic¸o para esta arquitetura e´ a combinac¸a˜o
da arquitetura de servic¸os diferenciados no cliente vpn com a rede mpls do provedor de servic¸o,
estabelecendo-se um mapeamento de prioridade de tra´fego na borda da rede do provedor de
servic¸o.
Visando o estabelecimento de um mapeamento dinaˆmico de prioridade na borda da rede
do provedor de servic¸os, onde o cliente vpn pode a qualquer instante criar e/ou modificar
mapeamentos de prioridade, desenvolveu-se neste trabalho uma proposta de expansa˜o da ar-
quitetura vpn-mpls utilizando-se a linguagem de especificac¸a˜o formal SDL. Com a proposta de
expansa˜o da arquitetura criou-se um mecanismo de mapeamento dinaˆmico entre as prioridades
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dos clientes vpn e os acordos de n´ıvel de servic¸o contratados do provedor, atrave´s da inserc¸a˜o
do paraˆmetro de prioridade de rota do cliente vpn na tabela vrf, e a modificac¸a˜o do protocolo
mp-bgp para o transporte dos valores de prioridade de rota.
As especificac¸o˜es de todos os sistemas propostos utilizaram a linguagem de especificac¸a˜o
formal orientada a` objetos SDL, padronizada pelo ITU-T. O uso da ferramenta case para o
desenvolvimento profissional em SDL, como o SDL TAU Suite [6], traz grandes vantagens
para realizac¸a˜o das especificac¸o˜es. A utilizac¸a˜o de uma representac¸a˜o gra´fica da linguagem
SDL (SDL-GR) facilita bastante o processo de especificac¸a˜o. No cap´ıtulo 4, a realizac¸a˜o do
processo de validac¸a˜o das especificac¸o˜es desenvolvidas permite a detecc¸a˜o e correc¸a˜o de erros
na especificac¸a˜o. Ale´m disso, a ana´lise dos resultados de simulac¸o˜es atrave´s de diagramas
MSC gerados pelo simulador e´ de compreensa˜o bastante simples e permitiu simular diferentes
ambientes e casos cr´ıticos para verificar o comportamento funcional dos sistemas, ale´m de
proporcionar a detecc¸a˜o de erros de lo´gica nos sistemas.
Este trabalho tambe´m desenvolveu uma ana´lise de desempenho da proposta de expansa˜o
da arquitetura vpn-mpls atrave´s de simulac¸o˜es de transporte de servic¸os multimı´dia (voz, v´ıdeo
e dados) sobre uma infra-estrutura de provedor de servic¸o baseado na arquitetura vpn-mpls. A
ana´lise de desempenho em ambiente de simulac¸a˜o, atrave´s do uso do simulador Opnet Modeler,
tornou-se um resultado importante, pois permitiu validar o mapeamento da arquitetura de
servic¸os diferenciados na rede mpls do provedor de servic¸o atrave´s de comparac¸o˜es realizada
em func¸a˜o da vaza˜o, atraso fim-a-fim e taxa de perda de pacotes, apresentadas no cap´ıtulo 5.
Baseado nas propostas de implementac¸a˜o de qualidade de servic¸o para arquitetura vpn-
mpls sugeridas neste trabalho, e na ana´lise de desempenho destas propostas, pode-se propor a
realizac¸a˜o de alguns trabalhos futuros:
• Utilizac¸a˜o do algoritmo randow walk na validac¸a˜o dos sistemas especificados no cap´ıtulo
3, a fim de comparar os resultados de cobertura da a´rvore (coverage view) obtidos com o
uso do algoritmo bit-state utilizado no cap´ıtulo 4.
• Reutilizar o co´digo de especificac¸a˜o da proposta de expansa˜o da arquitetura vpn-mpls,
fazendo uso de va´rias instaˆncias dos blocos que representam os roteadores ce e pe, a fim
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de criar um cena´rio de rede maior para ana´lise das trocas de informac¸o˜es de roteamento
entre todos os no´s da rede.
• Implementar a modificac¸a˜o do protocolo mp-bgp sugerida, atrave´s do uso do software
GNU Zebra [2], a fim de validar a proposta em um ambiente real de rede.
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A
A linguagem SDL e a ferramenta SDL TAU
Suite
A linguagem SDL (Specification Description Language)[23] foi publicada primeiramente como
uma recomendac¸a˜o do CCITT (Comite´ Consultatif International Te´le´phonique), no comec¸o
dos anos 70. Atualmente o o´rga˜o CCITT e´ representado pelo ITU-T (International Telecom-
munications Union - Telecommunication).
O SDL e´ uma linguagem para a especificac¸a˜o e descric¸a˜o de protocolos, sistemas de tele-
comunicac¸o˜es e sistemas de tempo real. O SDL se concentra basicamente na especificac¸a˜o dos
aspectos comportamentais do sistema, envolvendo dados quando necessa´rio. A linguagem e´ ao
mesmo tempo textual e gra´fica, ou seja, os sistemas especificados em SDL podem fazer uso de
componentes gra´ficos da linguagem, os quais possuem equivalentes textuais.
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O SDL possui algumas caracter´ısticas que a diferencia de outras linguagens: e´ uma lin-
guagem padra˜o, formal, orientada a` objetos, porta´vel, escala´vel, um padra˜o aberto e permite
reuso.
• Estrutura do sistema
Primeiramente, deve-se diferenciar os termos especificac¸a˜o, tipo e instaˆncia. Uma especi-
ficac¸a˜o define um sistema que e´ composto por diversas entidades que se comunicam entre si.
Estas entidades possuem um comportamento definido que determina qual e´ o seu tipo. Cada
um destes tipos pode assumir inu´meras instaˆncias, todas possuem o mesmo comportamento e
as mesmas caracter´ısticas, mas existem de forma independente umas das outras, ou seja, o tipo
pode ser visto como uma descric¸a˜o das instaˆncias que sera˜o criadas para que, ao se relacionar,
executem tarefas do sistema.
Block
Process
Procedure
System Type
Block Type
Process Type
Service Service Type
Figura A.1: Representac¸a˜o das principais estruturas SDL
Para a especificac¸a˜o dos tipos, ilustrado na figura A.1, o SDL oferece algumas estruturas
ba´sicas. Dentre elas pode-se destacar:
System : E´ a entidade mais externa, que representa o sistema como um todo. E´ composto
por diversos blocos que se comunicam entre si e com o ambiente atrave´s de canais de sinais. Os
sinais e tipos de dados utilizados pelo sistema e que devem ser conhecidos por diversos blocos
devem ser declarados neste n´ıvel.
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Block : E´ a entidade que agrupa um ou mais processos que se comunicam entre si e com
os canais de comunicac¸a˜o do sistema (podendo se comunicar com outros blocos ou com o
ambiente). Os sinais e tipos de dados utilizados pelo bloco e que ainda na˜o foram declarados
no n´ıvel do sistemas devem ser declarados neste n´ıvel.
Process: E´ a estrutura responsa´vel pela especificac¸a˜o comportamental do sistema, atrave´s
da descric¸a˜o de uma ma´quina de estados finita com dados, que e´ independente das demais.
O conjunto de processos que sa˜o executados em paralelo e´ que definem o comportamento do
sistema.
Service: Usado para definir parte do comportamento de um processo. Em algumas
situac¸o˜es o service pode reduzir a complexidade e aumentar o entendimento da especificac¸a˜o
de um processo.
As especificac¸o˜es realizadas dentro dos processo, por exemplo na descric¸a˜o de uma maquina
de estado, faz uso dos elementos apresentados nas figuras A.2 e A.3.
• Troca de sinais
Os sinais sa˜o transportados de um bloco para outro ou para o ambiente externo (enviroment)
atrave´s de canais de comunicac¸a˜o. Cada um destes canais pode ser uni e bidirecional e possui
listas entre processos, faz-se uso de rotas de sinais, os quais possuem uma estrutura similar aos
canais de comunicac¸a˜o. Os processos tambe´m fazem uso de rotas de sinais para se comunicar
com o n´ıvel mais externo, conectando uma das extremidades da rota de sinais a` um canal
de comunicac¸a˜o do n´ıvel de sistema. Neste caso, os sinais transportados pelas rotas de sinais
devem ser os mesmos transportados pelo canal de comunicac¸a˜o.
• Heranc¸a e Especializac¸a˜o de tipos
No processo de desenvolvimento de um sistema e´ muito comum a especializac¸a˜o de um tipo
ou type pre´-existente, incluindo novas funcionalidades ou redefinindo antigas. Para isso, o SDL
fornece a facilidade do reuso de especificac¸o˜es atrave´s do conceito de heranc¸a de tipos, onde
todas as propriedades do supertipo sa˜o herdadas pelo subtipo, devendo ser especificadas apenas
as diferenc¸as existentes entre os mesmos.
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Start: utilizado apenas uma vez no processo indicando o início de sua execução
Stop: utilizado para indicar o término da sua execução de um processo
State: utilizado para indicar o estado em que se encontra a máquina finita que representa o
processo/procedimento. Uma mudança de estado só ocorre quando se recebe um sinal. O
estado pode ter um nome, ou pode ser declarado o estado ´*´ que se refere a todos os estados
existentes, indicando que as ações a serem tomadas são comuns a todos eles. Além disso,
após a recepção de um sinal (e execução das ações relacionadas), a execução pode encontrar
o estado ´-´que indica que o estado não se alterou devido às ações.
Decision: utilizado para uma tomada de decisão. Consiste de uma questão e diversas possíveis
respostas e, dependendo da resposta, a execução toma um caminho distinto.
Text: utilizado para a declaração de variáveis, sinal e tipos de
dados.
Output: utilizado para indicar um sinal de saída. Através desta estrutura envia-se sinais
e dados para outros processos. Para cada output deve haver um input associado no
processo de destino. Para indicar o processo destino pode-se utilizar o endereçamento
implícito - omitindo-se o endereço do destino - ou explícito - indicando-se o endereço
destino através da opção TO <dest> ou indicando a rota do sinal a seguir através da
opção VIA <rota>.
Input: utilizado para indicar um sinal de entrada. Deve vir sempre após
um estado indicando uma transição devido ao recebimento deste sinal.
Task: utilizado para definir uma tarefa ou um conjunto de tarefas (separados por ´;´). As tarefas
podem ser substituídas por um string com descrição textual das mesmas.
Return: utilizado para indicar o término da execução de um
procedimento. Indica um valor de retorno do procedimento, quando for
o caso.
Representação Descrição
Figura A.2: Descric¸a˜o e representac¸a˜o de algumas estruturas SDL utilizada pelo process
A heranc¸a de tipos e´ feita atrave´s da construc¸a˜o INHERITS. Caso a heranc¸a seja ape-
nas para adicionar novas funcionalidades (sem a redefinic¸a˜o de antigas), deve-se utilizar a
A linguagem SDL e a ferramenta SDL TAU Suite 91
Procedure Call: utilizado para indicar uma chamada a um
procedimento.
Create: utilizado para criar uma instância de um processo, desde que
esteja no mesmo bloco do processo criador.
Comment: utilizado para a inserção de comentários na
especificação.
Representação Descrição
Figura A.3: Descric¸a˜o e representac¸a˜o de algumas estruturas SDL utilizada pelo process
construc¸a˜o INHERITS ¡supertipo¿ ADDING. Entretanto, se ale´m da inclusa˜o de novas pro-
priedades, outras existentes forem modificadas, utiliza-se a construc¸a˜o INHERITS ¡supertipo¿
e define-se a propriedade a ser modificada como VIRTUAL no supertipo, redefinindo-a com a
construc¸a˜o REDEFINED no subtipo.
Para que se possa utilizar este conceito de heranc¸a, alguns tipos, presentes na figura A.1,
devem ser utilizados:
System Type: Define um sistema a ser reusado por outro atrave´s do mecanismo de Pack-
age.
Block Type: Define um conjunto de blocos com as mesmas caracter´ısticas (ou seja, um
tipo de bloco). Cada Block Type pode ser instanciado inu´meras vezes.
Process Type: Define um conjunto de processos com as mesmas caracter´ısticas (ou seja,
um tipo de processo). Cada Process Type pode ser instanciado inu´meras vezes e cada instaˆncia
se comporta como uma ma´quina finita de estados que trabalha de forma independente e con-
corrente com as demais.
Service Type: conceito de estrutura que pode ser definido como tipo. Usado para diminuir
a complexidade de especificac¸o˜es de um processo.
Sendo assim, podem ser especializados apenas os tiposSystem Type, Block Type e Process
Type, sendo que o tipo System Type apenas pode ser reutilizado por outro sistema, na˜o podendo
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ser redefinido. Para a especializac¸a˜o de processos, novas funcionalidades podem ser adicionadas
atrave´s da inclusa˜o de novos estados e novas transic¸o˜es e estados pre´-existentes. Ale´m disso,
pode-se redefinir transic¸o˜es de Input e Start, declarando-as como VIRTUAL no supertipo e
REDEFINED no subtipo. Este subtipo pode ainda dar origem a um outro tipo que herde todas
as suas caracter´ısticas, e por consequ¨eˆncia todas as caracter´ısticas de seu ancestral. Neste caso,
para este novo tipo, todas as propriedades REDEFINED podem ser novamente redefinidas.
Para que isso seja evitado, ao inve´s de definir as propriedades como REDEFINED pode-se
utilizar FINALIZED, proibindo os tipos herdeiros deste subtipo de redefinir estas propriedades.
• Package
Um dos conceitos mais importantes da linguagem SDL e´ o conceito de package. O package
permite que uma definic¸a˜o de tipo seja usada por va´rios sistemas diferentes, similar ao objetivo
da biblioteca de classes em C++.
O Package permite a criac¸a˜o de uma biblioteca que pode ser utilizada em um sistema. No
package podem ser definidos tipos de dados, listas de sinais, System Types, Block Types, Process
Types, dentre outros, podendo ser utilizado integralmente ou parcialmente pelo sistema que o
inclua atrave´s da cla´usula use.
Ale´m de poder ser inclu´ıdo em um sistema, um package pode ser inclu´ıdo em outro package,
criando assim uma hierarquia de packages.
• SDL TAU Suite
O SDL TAU Suite [6][7] e´ uma ferramenta CASE (Computer Aided Design Software Engi-
neering), distribu´ıda pela Telelogic, que utiliza a linguagem SDL para a especificac¸a˜o. validac¸a˜o
e simulac¸a˜o dos sistemas. Dentre os componentes da versa˜o utilizada, o SDL TAU Suite 4.2,
pode-se destacar os seguintes:
Organizador: utilizado para a organizac¸a˜o geral das especificac¸o˜es. Fornece uma visa˜o
de todos os diagramas e documentos que compo˜em o sistema, os quais podem ser livremente
agrupados em cap´ıtulos e mo´dulos de forma a facilitar a organizac¸a˜o.
Editor SDL: possibilita a edic¸a˜o comportamental do sistema atrave´s do uso da repre-
sentac¸a˜o gra´fica da linguagem SDL.
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Visualizador de Tipos: permite a visualizac¸a˜o do impacto dos mecanismos de heranc¸a e
especializac¸a˜o no sistema.
Analisador: realiza a ana´lise sinta´tica e semaˆntica da especificac¸a˜o desenvolvida verifi-
cando a existeˆncia de erros e gerando co´digo para os processos de simulac¸a˜o e validac¸a˜o.
Simulador: permite a simulac¸a˜o das caracter´ısticas do sistema, tendo como sa´ıda um dia-
grama de troca de mensagens (MSC - Message Sequence Chart) que mostra o comportamento
do sistema ao longo do tempo.
Validador: permite a validac¸a˜o do sistema, ou seja, percorre todos os poss´ıveis estados em
que o sistema pode se encontrar auxiliando assim na detecc¸a˜o de erros, como por exemplo o
na˜o tratamento de algum sinal em determinados estados.
Editor MSC: utilizado pelo simulador para a gerac¸a˜o dos diagramas de troca de men-
sagens.
Visualizador de a´rea coberta: utilizado pelo simulador e pelo validador para exibir
uma a´rvore com todos os estados do sistema destacando aqueles alcanc¸ados pelo processo em
questa˜o (simulac¸a˜o ou validac¸a˜o).
Geradores de co´digo: possibilitam a gerac¸a˜o de co´digo C, Cmicro e CHILL a partir das
especificac¸o˜es em SDL.
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Figura A.4: Relac¸a˜o entre linguagens que fazem interface com o SDL TAU Suite
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Figura A.5: Visa˜o geral dos mo´dulos que compo˜em o SDL TAU Suite
A presenc¸a dos componentes Simulador e Validador sa˜o importantes para a realizac¸a˜o de
testes da especificac¸a˜o, garantindo assim a corretude do sistema. Atrave´s do uso destes com-
ponentes pode-se encontrar erros na especificac¸a˜o atrave´s da simulac¸a˜o de casos cr´ıticos, bem
como atrave´s da ana´lise dos estados alcanc¸ados pelo Validador com o uso do visualizador de
a´rea coberta (Coverage Viewer).
Ale´m disso, o SDL TAU Suite permite a integrac¸a˜o do desenvolvimento em SDL com
outras linguagens como o ASN.1 (Abstract Syntax Notation One) e UML (Unifing Modelling
Language), garantindo assim uma maior flexibilidade no processo de desenvolvimento. Existe
A linguagem SDL e a ferramenta SDL TAU Suite 95
tambe´m a possibilidade da realizac¸a˜o de testes de casos de uso atrave´s do uso da linguagem
TTCN (Tree and Tabular Combined Notation). A relac¸a˜o entre estas linguagens e´ apresentada
na figura A.3.
Uma visa˜o geral dos mo´dulos componentes da ferramenta e suas relac¸o˜es pode ser visto na
figura A.4.
O Organizador e´ responsa´vel por gerenciar quase todos os componentes do pacote SDL
TAU Suite. Atrave´s dele tem-se o acesso a` todas as funcionalidades dispon´ıveis. Tanto para a
realizac¸a˜o da simulac¸a˜o quanto da validac¸a˜o, as especificac¸o˜es passam primeiramente por uma
ana´lise (atrave´s do Analisador) que garante a corretude sinta´tica das especificac¸o˜es. Apo´s esta
ana´lise, e´ gerado o co´digo C, o qual e´ utilizado pelos mo´dulos responsa´veis pela realizac¸a˜o das
simulac¸o˜es e da validac¸a˜o. Ainda e´ disponibilizada uma biblioteca de aplicac¸o˜es que, quando
integrada ao gerador de co´digo C, permite a gerac¸a˜o de uma implementac¸a˜o em C do sistema
especificado e a execuc¸a˜o do mesmo.
• Algoritmo de Validac¸a˜o Bit-State Exploration
Entre os algoritmos de validac¸a˜o usado pelo SDL TAU Suite, para se construir uma ana´lise
mais detalhada do processo de validac¸a˜o, o Bit-State Exploration e´ o que fornece maiores
detalhes, enquanto que o Randow-Walk e o Exhaustive Exploration, apresentam resultados
superficiais, melhores apenas, por serem mais simples e mais ra´pidos, e mais utilizados nos
primeiros passos das validac¸o˜es no encontro de erros de especificac¸a˜o.
A fim de reduzir o uso de memo´ria durante o processo de validac¸a˜o (explorac¸a˜o da arvore),
o algoritmo bit-state exploration [18] armazena o co´digo hash de cada modelo de estado, ao
inve´s de guardar todos os estados. A figura A.6 ilustra parcialmente a ide´ia do algoritmo. De
acordo com a figura A.6, depois de executar uma transic¸a˜o SDL, o algoritmo calcula o valor
de h, que representa o co´digo hash do estado. O co´digo hash e´ um tipo de checksum. De
acordo com a figura A.6, por exemplo se h e´ igual a 4 (quatro), o quarto elemento na matriz
de bits e´ examinado; se o valor deste quarto elemento for 0 (zero), significa que o estado nunca
foi explorado. O quarto elemento da matriz de bits e´ setado para 1. Depois da execuc¸a˜o de
outra transic¸a˜o, o co´digo hash e´ computado novamente; se o bit correspondente da matriz
ainda conter o valor 1 (um), significa que o estado ja´ foi explorado, ou dois estados diferentes
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possuem o mesmo co´digo hash representando uma colisa˜o. Segundo [10], o uso do algoritmo
bit-state exploration e´ muito eficiente, mas deve-se ressaltar que este algoritmo na˜o executa
uma validac¸a˜o exaustiva, porque e´ imposs´ıvel de se garantir que a func¸a˜o do co´digo hash na˜o
ira´ algumas vezes dar o mesmo resultado para dois sistemas diferentes.
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Figura A.6: Algoritmo de Validac¸a˜o Bit-State Exploration
B
Plataforma de Simulac¸a˜o Opnet Modeler
O uso de plataformas de simulac¸a˜o desenvolvidas comercialmente ou gratuitas ajuda no estudo
de problemas que envolvem ana´lise de desempenho de rede, estrate´gias de roteamento, interop-
erabilidade de soluc¸o˜es, etc., a medida que estas ferramentas ja´ possuem implementadas va´rias
facilidades importantes para o desenvolvimento do trabalho.
Uma das vantagens de se usar simuladores dispon´ıveis esta na reduc¸a˜o do tempo que levaria
para escrever seu proprio programa de simulac¸a˜o, ale´m da interface gra´fica amiga´vel e com-
plexidade algor´ıtmica que estes simuladores de rede apresentam.
A escolha de uma linguagem ou ferramenta para simulac¸o˜es afeta va´rios aspectos da sim-
ulac¸a˜o e seus resultados. O Opnet Modeler foi escolhido por ser uma ferramenta dispon´ıvel,
flex´ıvel, extens´ıvel, e pelos va´rios modelos de bibliotecas disponibilizados. Opnet Modeler e´
uma simulador de rede comercial que possui va´rios modelos e protocolos com implementac¸a˜o
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dispon´ıveis. Ele usa a linguagem de programac¸a˜o C para definir o comportamento dos modelos
possuindo uma interface gra´fica para o usua´rio (gui - Graphical User Interface) dispon´ıvel para
tarefas de modelamento em alto n´ıvel.
B.1 Sobre o simulador Opnet Modeler
O Opnet Modeler e´ um simulador orientado a eventos que trabalha principalmente com treˆs
n´ıveis hiera´rquicos de implementac¸a˜o: rede, no´ e processo. Por ”orientado a eventos”entenda
que o simulador Opnet segue as regras da programac¸a˜o orientada a eventos, onde me´todos ou
blocos de co´digo sa˜o executados a` medida que determinados eventos acontecem. Eventos em
um simulador de redes podem ser, por exemplo, a chegada de um pacote na interface de um
roteador, a satisfac¸a˜o de alguma condic¸a˜o envolvendo varia´veis de um processo, etc.
O Opnet permite, por meio de um editor gra´fico, a construc¸a˜o do modelo de rede e a criac¸a˜o
de caracter´ısticas de cada um dos elementos do modelo. Possui bibliotecas com informac¸o˜es
de equipamentos de diversos fabricantes, sendo poss´ıvel alterar estes modelos de acordo com
necessidade do projeto.
Para cada um dos treˆs n´ıveis principais de implementac¸a˜o do Opnet (rede, no´ e processo)
temos um editor associado. Assim, os treˆs principais editores do Opnet sa˜o: o Editor de
Projeto, o Editor de No´s e o Editor de Processo. Ale´m disso, existem alguns outros editores
para especificac¸a˜o de: modelos de link, formatos de pacote, func¸o˜es densidades de probabilidade,
sequ¨eˆncias de cena´rios de simulac¸a˜o, filtros para estat´ısticas coletadas, etc.
A figura B.1 mostra a estrutura hiera´rquica dos treˆs principais editores do Opnet e como
estes editores se inter-relacionam. O editor de projeto fornece um espac¸o para a disposic¸a˜o,
interconexa˜o e configurac¸a˜o dos elementos de rede (como por exemplo, roteadores, workstations,
servidores, enlaces de rede, etc) que caracterizam o cena´rio de redes a ser simulado [38]. Cada
elemento do editor de projeto e´ denominado genericamente como um no´. O editor de no´ fornece
um espac¸o para o modelamento do funcionamento interno de um no´ [38]. Tal modelamento e´
normalmente realizado pela disposic¸a˜o, interconexa˜o e configurac¸a˜o de elementos denominados
”mo´dulos”que representam processadores e/ou buffers de propriedade do no´. O editor de
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Editor de Projeto
Editor de Nó
Editor de Processo
Figura B.1: Estrutura hiera´rquica dos treˆs editores do Opnet Modeler [33]
processo, por sua vez, representa na forma de varia´veis e de um diagrama de transic¸a˜o de
estados o comportamento seguido por um buffer ou processador poss´ıvel de ser utilizado em
um modelo de no´ [38]. Assim, a inter-relac¸a˜o entre os editores pode ser resumida no seguinte:
Cada no´ no editor de projeto corresponde a uma instaˆncia de um modelo de no´. Um modelo
de no´, por sua vez, e´ especificado no editor de no´ por elementos chamados ”mo´dulos”que
correspondem a instaˆncias de modelos de processos. Finalmente, sa˜o os modelos de processos
que especificam atrave´s de um diagrama de transic¸a˜o de estado e programac¸a˜o orientada a
evento todo o comportamento de um mo´dulo. Modelos de processo sa˜o especificados no Editor
de Processo.
A existeˆncia desta estrutura hiera´rquica de editores simplifica a especificac¸a˜o de um novo
projeto e/ou alterac¸a˜o/criac¸a˜o de novos mo´dulos de simulac¸a˜o, como um novo elemento de
rede, ou um novo protocolo de roteamento, esquema de fila, etc. No n´ıvel de rede representa-
se graficamente a topologia da rede, instanciando modelos de no´s e links, configurando-os e
interconectando-os. Tambe´m neste n´ıvel e´ especificado o tra´fego a` que a rede estara´ submetida,
B.1 Sobre o simulador Opnet Modeler 100
sa˜o selecionadas as estat´ısticas a serem coletadas e e´ executada a simulac¸a˜o. O n´ıvel de rede
especifica o que denominamos um ”cena´rio de simulac¸a˜o”. Atrave´s do editor de projeto pode-se
especificar va´rios cena´rios de simulac¸a˜o para um mesmo projeto, cada cena´rio com seus no´s,
links, topologia, tra´fego e estat´ısticas a serem coletadas.
A figura B.2 apresenta o editor de projeto do Opnet para o cena´rios utilizados nas simulac¸o˜es
realizadas no cap´ıtulo 5. Ale´m de roteadores, servers, workstations e links, os cena´rios criados
para as simulac¸o˜es realizadas possuem tambe´m outros elementos, nomeados profile definition,
application definition, mpls definition, qos parameters e ip config, objetos especiais do n´ıvel de
rede utilizados respectivamente para, definic¸a˜o das caracter´ısticas de cada elemento utilizado
na topologia da rede, definic¸a˜o das aplicac¸o˜es a serem utilizadas nas simulac¸o˜es, definic¸a˜o
dos paraˆmetros mpls configura´veis pelo simulador nos roteadores que pertencem ao provedor
de servic¸o, e os dois u´ltimos usados para definic¸a˜o dos paraˆmetros de qualidade de servic¸o
configura´veis nos elementos da rede.
Figura B.2: Exemplo do cena´rio do projeto desenvolvido no Opnet
Cada no´ adicionado a um cena´rio de simulac¸a˜o corresponde a uma instaˆncia de um ”modelo
de no´”. No´s sa˜o utilizados para representar dispositivos que podem ser conectados formando
uma rede. Um modelo de no´ tem sua estrutura interna especificada no n´ıvel de no´ (editor de no´).
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Cada elemento da estrutura interna de um modelo de no´ e´ denominado ”mo´dulo”, podendo
gerar, enviar e receber pacotes dos outros mo´dulos a fim de realizar sua func¸a˜o dentro do
mo´dulo. Mo´dulos normalmente representam protocolos de comunicac¸a˜o, algoritmos, disciplinas
de filas, geradores de tra´fego, portas de comunicac¸a˜o, etc. E´ no editor de no´s, portanto, que
vemos a pilha de protocolos do roteador. A figura B.3 apresenta o editor de no´ do Opnet e
o modelo de no´ que define a estrutura interna dos roteadores utilizados nas simulac¸o˜es. Os
mo´dulos nomeados pr-X-0 e pt-X-0 correspondem respectivamente a` interface de entrada X e
a` interface de sa´ıda X do roteador. Eth-port-tx- e Eth-port-rx- representam a camada Ethernet
da interface X do roteador. Ale´m destes, temos os mo´dulos correspondentes a camada IP (ip
e ip-encap), e outros mo´dulos para o estudo em questa˜o (ospf, udp, rip, igrp, eigrp, tcp, bgp,
tpal, ldp, arp, mac).
Figura B.3: Modelo de no´ utilizado no Opnet
Com excec¸a˜o dos mo´dulos correspondentes a`s interfaces de entrada e sa´ıda do roteador
(denominados no Opnet transmissores e receptores, respectivamente), todos os demais mo´dulos
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de um modelo de no´ (buffers e processadores) correspondem a` uma instaˆncia de um modelo de
processo. Um modelo de processo (especificado no editor de processo) define o comportamento
de um mo´dulo atrave´s de um diagrama de transic¸a˜o de estado. De certa forma pode-se dizer
que o nu´cleo de todo o comportamento final de um no´ localiza-se, enfim, neste u´ltimo n´ıvel da
hierarquia. Sa˜o os modelos de processo que implementam o comportamento dos protocolos de
comunicac¸a˜o, algoritmos, disciplinas de filas, geradores de tra´fego, etc. Ale´m de definir tambe´m
seus atributos e estat´ısticas. A figura B.4 apresenta o editor de no´ do Opnet e os modelos de
processo para a especificac¸a˜o do comportamento do mo´dulo de roteamento bgp.
Figura B.4: Modelo de processo para o roteamento bgp usado no Opnet
C
Especificac¸o˜es em SDL
Este apeˆndice apresenta os diagramas das especificac¸o˜es gra´ficas em SDL, referentes as pro-
postas dos sistemas especificados da arquitetura vpn-mpls. Na sec¸a˜o C.1 e´ apresentado os dia-
gramas usados na especificac¸a˜o da arquitetura vpn-mpls, representado pelo sistema basicarquitecture-
scenario1. Na sec¸a˜o C.2 e´ apresentado os diagramas usados na especificac¸a˜o da proposta de
expansa˜o da arquitetura vpn-mpls, representado pelo sistema basicarquitecture-scenario2. Por
motivo de organizac¸a˜o, e para facilitar o entendimento dos sistemas especificados, este apeˆndice
apresenta todos os diagramas usados nas especificac¸o˜es, inclusive os ja´ ilustrados no cap´ıtulo
3.
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C.1 Sistema basicarquitecture-scenario1
SDT rw D:\Mestrado\SDL\Especificação\system\system\BasicArquitectureScenario01.sdt
rw D:\Mestrado\SDL\Especificação\system\system\
BasicArquitectureScenario01
x:y RouterCE : StaticCE
x:y RouterPE : BasicRouterPE
BasicArquitectureScenario01 rw BasicArquitectureScenario1.ssy
Packages
PackMessagesCE rw PackMessagesCE1.sun
PackMessagesPE rw PackMessagesPE.sun
x:y CE (1,1) : PStaticCE
virtual PStaticCE rw StaticCE.spt
StaticCE rw StaticCE.sbt
PackStaticCE rw StaticCE.sun
x:y Init (1,1) : Initialization
x:y PE (1,1) : PRouterPE
VRFUninstall rw VRFUninstall.spd
VRFInstall rw VRFInstall.spd
VerifyOPEN rw VerifyOPEN1.spd
VerifyPeers rw VerifyPeers.spd
VRFSetup rw VRFSetup.spd
SetRTable rw SetRTable1.spd
SETUP rw SETUPPE.spd
virtual PRouterPE rw PRouter2.spt
virtual Initialization rw Initialization2.spt
BasicRouterPE rw BasicRouterPE
PackBasicRouterPE rw PackBasicRouterPE.sun
Figura C.1: Visa˜o do Organizer(SDL TAU Suite) do sistema basicarquitecture-scenario1
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USE PackMessagesCE;
USE PackMessagesPE;
USE PackStaticCE;
USE PackBasicRouterPE;
system BasicArquitectureScenario01 1(1)
RouterCE:StaticCE
RouterPE:BasicRouterPE
ChanEnvCE
AddRoute,
RemoveRoute,
Data
Data
B
ChanCEPE CERoute,
RMCERoute,
DataIP
DataIP
A
B
ChanPEPE
(MP_BGP),
DataMPLS
(MP_BGP),
DataMPLS
A
ChanEnvPE
(SystemTo)
E
Figura C.2: Sistema basicrquitecture-scenario1
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package PackMessagesCE 1(1)
/* THE SIGNALS DEFINED IN THE SYSTEM*/
SIGNAL
AddRoute(Integer,Integer),
/*Route Added by Environment
Parameter: (Route to be added)*/
RemoveRoute(Integer),
/*Route to be Removed by Environment
Parameter: (Route to be removed Removed)*/
CERoute(Integer,Integer),
/*Route to be added at PE VRF through CE
Parameter: (Route to be added)*/
RMCERoute(Integer);
/*Route to be removed at PE VRF through CE
Parameter: (Route to be removed)*/
Figura C.3: Sinais do pacote packmessage-
ce
package PackMessagesPE 1(2)
/* THE SIGNALS DEFINED IN THE SYSTEM*/
/* The signals described here represent the events of the MP−BGP State Machine*/
SIGNAL
Start_Sys, Error_Sys, MP_BGPStart, MP_BGPError,
OPEN(Integer, Integer, Integer, Integer, Integer, Integer, Integer),/*(V,A,H,B,Code,AFI, SAFI)
OPEN Message origineted by MP−BGP.
Parameters: (Version, AS, Hold Time, BGP Identifier, Optional Parameter(Code , AFI, SAFI))*/
KEEPALIVE, /*(Natural)
KEEPALIVE Message originated by MP−BGP.
Parameter: (Commom Header)*/
NOTIFICATION(Integer, Integer),
/* NOTIFICATION Message originated by MP−BGP.
Parameters: (Error Code, Error Subcode)*/
UPDATE (Integer,Integer, Integer,Integer,Integer,Integer, Integer,
Integer,Integer, Integer,Integer,Integer),
/*UPDATE Message originated by MP−BGP.
Parameters: (ASN, RT(TAG or Export Target),MP_REACH_NLRI(AFI,SAFI,IPpe,NLRI(EXP,Label,
VPNIPv4 (RD,Route))), MP_UNREACH_NLRI(AFI,SAFI,Withdraw Route))*/
TCP(Natural);/*
TCP Message 
Parameters: (IP)*/
Figura C.4: Sinais do pacote packmessage-
pe
package PackMessagesPE 2(2)
/* THE SIGNAL LISTS  DEFINED IN THE SYSTEM*/
/* The signal lists described here represent the signals that can be changed between
MP−BGP Peers*/
SIGNALLIST
MP_BGP = OPEN, KEEPALIVE, NOTIFICATION, UPDATE, TCP;
SIGNALLIST
SystemTo = Start_Sys, Error_Sys;
SIGNALLIST
InitTo = MP_BGPStart, MP_BGPError;
Figura C.5: Definic¸a˜o das listas de sinais do sistema basicarquitecture-scenario1
C.1 Sistema basicarquitecture-scenario1 107
USE PackMessagesCE;
package PackStaticCE 1(1)
StaticCE
Figura C.6: Pacote packstatic-ce
USE PackMessagesCE;
USE PackMessagesPE;
package PackBasicRouterPE 1(1)
BasicRouterPE
Figura C.7: Pacote packbasicrouter-pe
block type StaticCE 1(1)
CE(1,1): PStaticCE
Virtual
PStaticCE
B
bEnvCE
AddRoute,
RemoveRoute,
Data
Data
B
bchanCEPE
CERoute,
RMCERoute,
DataIP
DataIP
A A
B
Data
AddRoute,
RemoveRoute,
Data
A
CERoute,
RMCERoute,
DataIP
DataIP
Figura C.8: Bloco static-ce do sistema
basicarquitecture-scenario1
virtual process type PStaticCE 1(1)
DCL Route Integer;
DCL Exp Integer;
DCL src Integer;
DCL dst Integer;
DCL tag Integer;
Virtual
IDLE
IDLE
Virtual
AddRoute(Route,Exp)
CERoute(Route,Exp)
IDLE
Virtual
RemoveRoute(Route)
RMCERoute(Route)
IDLE
Virtual
Data(src,dst)
DataIP (src,dst,0)
VIA A
IDLE
Virtual
DataIP(src,dst,tag)
Data(src,dst)
VIA B
IDLE
B
Data
AddRoute,
RemoveRoute,
Data
A
CERoute,
RMCERoute,
DataIP
DataIP
Figura C.9: Processo pstatic-ce do bloco
static-ce
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block type BasicRouterPE 1(1)
Init(1,1):Initialization
PE(1,1):PRouterPE
Virtual
PRouterPE
Virtual
Initialization
E
(SystemTo)
A
(MP_BGP),
DataMPLS
(MP_BGP),
DataMPLS
E
bchan2
(SystemTo)
E
bchan3
(InitTo)
D
Cbchan1
(MP_BGP),
DataMPLS
(MP_BGP),
DataMPLS
AA B
bchan4
CERoute,
RMCERoute,
DataIP
DataIP
B
B
DataIP
CERoute,
RMCERoute,
DataIP
Figura C.10: Bloco basicrouter-pe do sistema basicarquitecture-scenario1
virtual  process type Initialization 1(1)
Ready
Ready
Virtual
Start_Sys
MP_BGPStart
VIA bchan3
Ready
Virtual
Error_Sys
MP_BGPError
VIA bchan3
E
(SystemTo)
D
(InitTo)
Figura C.11: Processo Initialization do bloco basicrouter-pe
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virtual  process type PRouterPE 1(7)
/* DECLARATIONS OF TIMERS*/
TIMER T201; /*ConnectRetry*/
TIMER HoldTimer; /*Hold Timer*/
TIMER KeepAliveT; /*Keepalive Timer*/
/* CAPABILITY OPTIONAL PARAMETER*/
NEWTYPE CAPABILITY STRUCT
CODE integer;
AFI Integer;
SAFI Integer;
ENDNEWTYPE CAPABILITY;
/* DECLARATIONS*/
DCL npeers Integer;    /*Number of Peers of MP−BGP*/
DCL Nroutes Natural ; /*Number of Routes at VRF*/
DCL SDU ROUTER;
DCL PT Peers_Table;
DCL IT IP_Table;
DCL CAP CAPABILITY;
DCL VSI VRFSetupInfo;
DCL VT VRFTable;
/*VRF SETUP INFORMATION*/
NEWTYPE VRFSetupInfo STRUCT
RD Integer;       /* Route Distinguisher*/
IT Integer;    /*Import Target*/
ET Integer;   /*Export Target*/
Label Integer;   /*MPLS Label*/
ENDNEWTYPE VRFSetupInfo;
/* VRF ROUTING RECORD*/
NEWTYPE VRFRecord STRUCT
RD Integer;      /*Route Distinguisher*/
IP Integer;       /*Network*/
NH Integer;     /* PE Next Hop*/
EXP Integer;     /*EXP Field of Label*/
iLabel Integer;  /*Inner Label to be inserted*/
ENDNEWTYPE VRFRecord;
/* VRF ROUTING TABLE*/
NEWTYPE VRFTable
ARRAY(Natural, VRFRecord)
ENDNEWTYPE VRFTable;
/*PE  CONFIGURATIONS*/
NEWTYPE ROUTER STRUCT   /*SETUP INFORMATIONS*/
V Integer;           /*Version of BGP*/
ASN Integer;       /*ASN of Router*/
IP Integer;           /*IP of CE router*/
ENDNEWTYPE ROUTER;
/* TABLE OF MP−BGP PEERS CONFIGURED AT MP−BGP ROTER*/
/*Informations of the Peers*/
NEWTYPE Peers_Information STRUCT
PeerIP Natural;      /*Peer Number*/
ASN Natural;        /*Autonomous System Number*/
ENDNEWTYPE Peers_Information;
/* Peers table*/
NEWTYPE Peers_Table ARRAY (Natural, Peers_Information)
ENDNEWTYPE Peers_Table;
/*PE ROUTING TABLE*/
/*Informations of the Routes */
NEWTYPE Route_Information STRUCT
IP Integer;             /*IP at PE Routing Table*/
NH Integer;           /*Next Hop of Route*/
uLabel Integer;        /*Upper Label*/
TAG  Integer       /*TargetIDs Suportados*/ 
ENDNEWTYPE Route_Information;
/*Routing Table*/
NEWTYPE IP_Table ARRAY (Natural, Route_Information) 
ENDNEWTYPE IP_Table;
/* VARIABLES USED AT SPECIFICATION*/
DCL
IP Integer :=0,
V Integer :=0,
A Integer :=0,
H Integer :=0,
B Integer :=0,
Code Integer :=0,
AFI Integer :=0,
SAFI Integer :=0;
C
(InitTo)
A
(MP_BGP),
DataMPLS
(MP_BGP),
DataMPLS
B
DataIP
CERoute,
RMCERoute,
DataIP
Figura C.12: Declarac¸a˜o das varia´veis do processo prouter-pe pertencentes ao bloco basicrouter-
pe
C.1 Sistema basicarquitecture-scenario1 110
virtual  process type PRouterPE 2(7)
/* IDLE STATE*/
SETUP
VIRTUAL idle_state
SetRTable
VIRTUAL
MP_BGPStart
SETUP
VRFSetup
IP:=PT(2)!PeerIP
VerifyPeers SetRTable
TCP (IP)VIA A
VerifyOPEN VRFSetup
SET (NOW + 1000, 
T201)
VRFInstall
VRFUninstall idle_state connect_state
Figura C.13: Estado idle, processo prouter-pe do bloco basicrouter-pe
virtual  process type PRouterPE 3(7)
/* CONNECT & ACTIVE STATE*/
DCL IPremote Integer;        /*IP of the other Peer*/
DCL RecvIP Integer;          /*RECV = 1 IP is a peer
                                            RECV = 0 IP isn’t a peer*/
connect_state,
active_state
VIRTUAL
TCP (IPremote)
RESET(T201)
VerifyPeers
RecvIP = 1
RECV = 1 IP is a peer
RECV = 0 IP isn’t a peer
RESET(T201)
active_state
OPEN (SDU!V,SDU!ASN,100,SDU!IP,CAP!CODE, CAP!AFI, CAP!SAFI)
to sender
SET (NOW + 500, HoldTimer)
opensent_state
connect_state,
active_state
T201
RESET(T201)
TCP (IP)
VIA A
connect_statefalse true
Figura C.14: Estado connect e active, processo prouter-pe do bloco basicrouter-pe
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virtual  process type PRouterPE 4(7)
/* OPEN SENT STATE */
DCL SESSION Charstring;
DCL ERROR_CODE Integer;
DCL ERROR_SUBCODE Integer;
DCL CKOPEN INTEGER :=1;
DCL BGPCONNECT Charstring;
opensent_state
HoldTimer
ERROR_CODE :=4,
ERROR_SUBCODE :=0
NOTIFICATION (ERROR_CODE,
ERROR_SUBCODE)
VIA A
idle_state
MP_BGPError
ERROR_CODE :=6,
ERROR_SUBCODE:=0
opensent_state
VIRTUAL
OPEN
(V,A,H,B,Code,
AFI, SAFI)
VerifyOPEN
CKOPEN CKOPEN = 0  > Unknow ASN CKOPEN = 1 > Internal MP_BGP Session
ERROR_CODE :=2
NOTIFICATION
(ERROR_CODE,
ERROR_SUBCODE)
to sender
idle_state
KEEPALIVE VIA A
SET (NOW + 20, 
KeepAliveT)
SESSION :=’INTERNAL SESSION’
openconf_state
else
= 1
Figura C.15: Estado open sent, processo prouter-pe do bloco basicrouter-pe
virtual  process type PRouterPE 5(7)
/* OPEN CONFIRM STATE
& ESTABLISHED*/
DCL ASN INTEGER;
DCL ROUTE INTEGER;
DCL EXP INTEGER;
DCL RT,RDPE,Label,RD,wAFI,
wSAFI,DROUTE INTEGER;
openconf_state,
estab_state
KeepAliveT
KEEPALIVE
VIA A
RESET(KeepAliveT)
openconf_state
NOTIFICATION
(ERROR_CODE,
ERROR_SUBCODE)
BGPCONNECT:=’CLOSE’
idle_state
KEEPALIVE
RESET(HoldTimer)
estab_state
VIRTUAL
UPDATE
(ASN,RT,AFI,SAFI,RDPE,EXP,Label
,RD,ROUTE, wAFI,wSAFI,DROUTE)
DROUTE> 0
VRFUninstall Remove a route (DRoute) at VRF Routing Table
Nroutes := Nroutes − 1
VRFInstall Insert a route (via PE)
 at VRF Routing Table
Nroutes := Nroutes +1
true
false
Figura C.16: Estado open confirm e established, processo prouter-pe do bloco basicrouter-pe
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virtual  process type PRouterPE 6(7)
/* ESTABLISHED STATE*/
estab_state
CERoute(ROUTE,EXP)
VRFInstall Insert a route (via PE)
 at VRF Routing Table
Nroutes := Nroutes +1
UPDATE
(ASN,VSI!ET,CAP!AFI,
CAP!SAFI,SDU!IP,EXP,
VSI!Label,VSI!RD,ROUTE,
0,0,0)VIA A
estab_state
RMCERoute(DROUTE)
VRFUninstall Remove a route (via CE)
 at VRF Routing Table
Nroutes := Nroutes −1
UPDATE
(ASN,VSI!ET,0,0,SDU!IP,
0,0,0,0,CAP!AFI
,CAP!SAFI,DROUTE)VIA A
estab_state
Figura C.17: Estado established, processo prouter-pe do bloco basicrouter-pe
virtual  process type PRouterPE 7(7)
/* ESTABLISHED STATE*/
DCL src Integer;
DCL dst Integer;
DCL tag Integer;
DCL EXPm Integer;
DCL Labelinner Integer;
estab_state
VIRTUAL
DataIP(src,dst,tag)
EXPm :=tag
DataMPLS(VSI!Label, EXPm,
src,dst,tag)
VIA A
estab_state
VIRTUAL
DataMPLS (Labelinner,EXPm,src,dst,tag)
DataIP (src,dst,tag)VIA B
estab_state
Figura C.18: Estado established, processo prouter-pe do bloco basicrouter-pe
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procedure SETUP 1(1)
SDU!V :=4,
SDU!ASN:=100,
SDU!IP :=1
Setting the CE parameters:
V − BGP version
ASN − Autonomous System Number
IP − PE IP Number
npeers:=2 Setting the PE number of peers (Number of PEs)
PT(1)!PeerIP:=11,
PT(1)!ASN:=65000,
PT(2)!PeerIP:=2,
PT(2)!ASN:=100
Setting Peer Information:
PeerIP − PE and CE IP
ASN − PE and CE ASN
CAP!CODE :=1,
CAP!AFI:=1,
CAP!SAFI:=128
Setting the Capability Optional Parameter
(Multiprotocol Extensions Capability)
Figura C.19: Procedimento setup do pro-
cesso prouter-pe
procedure SetRTable 1(1)
/*Setting PE Routing Table*/
DCL C INTEGER;
Nroutes:=2 Setting PE Routing Table
C:=Nroutes
IT(1)!IP:=11,
IT(1)!NH:=0,
IT(1)!TAG:=0,
IT(2)!IP:=2,
IT(2)!NH:=2,
IT(2)!TAG:=0
Setting the PE Peer Table
IT(1) > Router CE
IT(2) > Router PE2
NH =  0 > Connected directly
Figura C.20: Procedimento setrtable do
processo prouter-pe
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procedure VRFInstall 1(1)
DCL E INTEGER;
E:= Nroutes +1
VT(E)!RD:=RD,
VT(E)!IP:=ROUTE,
VT(E)!EXP:=EXP,
VT(E)!iLabel:= Label
Figura C.21: Procedimento vrf-install do
processo prouter-pe
procedure VerifyPeers 1(1)
DCL C Natural;
C:=0
C:=C+1
C>npeers
RecvIP :=0
PT(C)!PeerIP=IPremote
RecvIP :=1
true
false
false
true
Figura C.22: Procedimento verify-peers do
processo prouter-pe
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procedure VRFUninstall 1(1)
DCL C INTEGER;
DCL E INTEGER;
DCL F INTEGER;
E := Nroutes
C:=E
VT(C)!IP = DROUTE
C:=C−1
VT(C)!RD:=VT(C+1)!RD,
VT(C)!IP:=VT(C+1)!IP,
VT(C)!EXP:=VT(C+1)!EXP,
VT(C)!iLabel:= VT(C+1)!iLabel
F:= C+1
F < E
C :=C+1
false
true
true
false
Figura C.23: Procedimento vrf-uninstall do processo prouter-pe
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procedure VerifyOPEN 1(1)
DCL C INTEGER;
V = 4
ERROR_SUBCODE :=1
CKOPEN :=0
C:=npeers+1
C:=C−1
C= 0
ERROR_SUBCODE :=2
A = SDU!ASN
A=PT(C)!ASN
CKOPEN :=2
Code = 1
AFI = 1
SAFI = 128
ERROR_SUBCODE :=4
CKOPEN :=0
CKOPEN :=1
false
true
true
false
false
false
true
true
true
false
true
false
false
true
Figura C.24: Procedimento verify-open do processo prouter-pe
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procedure VRFSetup 1(1)
DCL C Natural;
VSI!RD:=100,
VSI!IT:=100,
VSI!ET :=100,
VSI!Label:=22
C:=1 Initial number of routes at VRF(Includes initialy CE route)
Nroutes:=C
VT(C)!RD:=VSI!RD,
VT(C)!IP:=PT(1)!PeerIP,
VT(C)!NH:=0,
VT(C)!EXP:= 0,
VT(C)!iLabel:= VSI!Label
C:=C−1
C = 0
false
true
Figura C.25: Procedimento vrf-setup do processo prouter-pe
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C.2 Sistema basicarquitecture-scenario2
SDT rw D:\Mestrado\SDL\Especificação\system_win\system_win\system\BasicArquitectureScenario02.sdt
rw D:\Mestrado\SDL\Especificação\system_win\system_win\system\
BasicArquitectureScenario02
x:y RouterCE : RouterMPBGPCE
x:y RouterPE : RouterMPBGPPE
BasicArquitectureScenario02 rw BasicArquitectureScenario2
Packages
PackMessagesCE rw PackMessagesCE1.sun
PackMessagesPE rw PackMessagesPE.sun
x:y Init (1,1) : Initialization
x:y CE (1,1) : ProuterCE
SETUP rw SETUP.spd
SetRTable rw SetRTable1.spd
VerifyPeers rw VerifyPeers.spd
VerifyOPEN rw VerifyOPENCE.spd
InsertRoute rw InsertRoute.spd
VerifyRoute rw VerifyRouteCE
RemoveRoute rw RemoveRoute.spd
PRouterCE rw PRouter.spt
Initialization rw Initialization3.spt
RouterMPBGPCE rw RouterCE.sbt
PackMPBGPCE rw PackMPBGPCE.sun
x:y Init (1,1) : Initialization
x:y PE (1,1) : PRouterPE
SETUP rw SETUPPE.spd
SetRTable rw SetRTable1.spd
VRFSetup rw VRFSetup.spd
VerifyPeers rw VerifyPeers.spd
VerifyOPEN rw VerifyOPEN1.spd
VRFInstall rw VRFInstall.spd
VRFUninstall rw VRFUninstall.spd
virtual PRouterPE rw PRouter2.spt
virtual Initialization rw Initialization.spt
BasicRouterPE rw BasicRouterPE
PackBasicRouterPE rw PackBasicRouterPE.sun
Init
PE
redefined PRouterPE rw PRouterPE.spt
RouterMPBGPPE rw RouterPE1.sbt
PackMPBGPPE rw PackBGPPE.sun
Figura C.26: Visa˜o do Organizer(SDL TAU Suite) do sistema basicarquitecture-scenario2
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USE PackMessagesCE;
USE PackMessagesPE;
USE PackMPBGPCE;
USE PackMPBGPPE;
system BasicArquitectureScenario02 1(1)
RouterCE:
RouterMPBGPCE
RouterPE:
RouterMPBGPPE
ChanEnvCE
AddRoute,
RemoveRoute,
Data
Data
B
ChanEnvCE2
(SystemTo)
E A
ChanCEPE
(MP_BGP),
DataIP
(MP_BGP),
DataIP
BChanEnvPE
(SystemTo)
E A
ChanPEPE
(MP_BGP),
DataMPLS
(MP_BGP),
DataMPLS
Figura C.27: Sistema basicrquitecture-scenario2
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USE PackMessagesCE;
USE PackMessagesPE;
package PackMPBGPCE 1(1)
RouterMPBGPCE
Figura C.28: Pacote packmpbgp-ce
USE PackMessagesCE;
USE PackMessagesPE;
USE PackBasicRouterPE;
package PackMPBGPPE 1(1)
RouterMPBGPPE
Figura C.29: Pacote packmpbgp-pe
block type RouterMPBGPCE 1(1)
PRouterCE Initialization
Init(1,1): Initialization
CE(1,1):ProuterCE
E
(SystemTo)
E
bchan4
(SystemTo)
E
D
bchan2
(InitTo)
A
(MP_BGP),
DataIP
(MP_BGP),
DataIPB
Data
AddRoute,
RemoveRoute,
Data C
B bchan1
AddRoute,
RemoveRoute,
Data
DATA
B A bchan3
(MP_BGP),
DataIP
(MP_BGP),
DataIP
A
Figura C.30: Bloco routermpbgp-ce do sistema basicarquitecture-scenario2
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virtual  process type Initialization 1(1)
Ready
Ready
Virtual
Start_Sys
MP_BGPStart
VIA bchan3
Ready
Virtual
Error_Sys
MP_BGPError
VIA bchan3
E
(SystemTo)
D
(InitTo)
Figura C.31: Processo Initialization do bloco routermpbgp-ce
 process type PRouterCE 1(7)
/* DECLARATIONS*/
DCL npeers Integer;
DCL Nroutes Natural ;
DCL SDU ROUTER;
DCL PT Peers_Table;
DCL IT IP_Table;
DCL CAP CAPABILITY;
/* DECLARATIONS*/
TIMER T201; /*ConnectRetry*/
TIMER HoldTimer; /*Hold Timer*/
TIMER KeepAliveT; /*Keepalive Timer*/
/*Capability Optional Parameter*/
NEWTYPE CAPABILITY STRUCT
CODE integer;
AFI Integer;
SAFI Integer;
ENDNEWTYPE CAPABILITY;
/*Functions Declared 
to eliminate warnings*/
DCL
IP Integer :=0,
V Integer :=0,
A Integer :=0,
H Integer :=0,
B Integer :=0,
Code Integer :=0,
AFI Integer :=0,
SAFI Integer :=0;
/*CE CONFIGURATIONS*/
NEWTYPE ROUTER STRUCT   /*SETUP INFORMATIONS*/
V INTEGER;           /*Version of BGP*/
ASN INTEGER;       /*ASN of Router*/
IP INTEGER;           /*IP of CE router*/
ENDNEWTYPE ROUTER;
/*Table of MP−BGP Peers configured at the MP−BGP router*/
/*Information of the Peers*/
NEWTYPE Peers_Information STRUCT
PeerIP Natural;      /*Peer Number*/
ASN Natural;        /*Autonomous System Number*/
ENDNEWTYPE Peers_Information;
/* Peers table*/
NEWTYPE Peers_Table ARRAY (Natural, Peers_Information)
 ENDNEWTYPE Peers_Table;
/*CE Routing Table*/
NEWTYPE Route_Information STRUCT
IP Integer;             /*IP at CE Routing Table*/
NH Integer;           /*Next Hop of Route*/
TAG Integer;      /*TargetIDs Suportados*/ 
ENDNEWTYPE Route_Information;
NEWTYPE IP_Table ARRAY (Natural, Route_Information) 
ENDNEWTYPE IP_Table;
C
(InitTo)
B
Data
AddRoute,
RemoveRoute,
Data
A
(MP_BGP),
DataIP
(MP_BGP),
DataIP
Figura C.32: Declarac¸a˜o das varia´veis do processo prouter-ce pertencentes ao bloco
routermpbgp-ce
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 process type PRouterCE 2(7)
SETUP
Virtual
SETUP
SetRTable
idle_state
idle_state
Virtual
MP_BGPStart
IP:=SDU!IP
TCP (IP)VIA A
SET (NOW + 1000, 
T201)
connect_state
SetRTable
VerifyPeers
VerifyOPEN
InsertRoute
RemoveRoute
VerifyRoute
Figura C.33: Estado idle, processo prouter-ce do bloco routermpbgp-ce
 process type PRouterCE 3(7)
/* ACTIVE STATE*/
DCL IPremote Integer;        /*IP of the other Peer*/
DCL RecvIP Integer; /*RECV = 1 IP is a peer
                                RECV = 0 IP isn’t a peer*/
connect_state,
active_state
T201
RESET(T201)
TCP (IP)
VIA A
connect_state
connect_state,
active_state
Virtual
TCP (IPremote)
RESET(T201)
VerifyPeers
RecvIP = 1
OPEN (SDU!V,SDU!ASN,100,SDU!IP,
CAP!CODE, CAP!AFI, CAP!SAFI)
VIA A
SET (NOW + 500, HoldTimer)
opensent_state
RESET(T201)
active_state
truefalse
Figura C.34: Estado connect e active, processo prouter-ce do bloco routermpbgp-ce
C.2 Sistema basicarquitecture-scenario2 123
 process type PRouterCE 4(7)
/* OPEN SENT STATE */
DCL ERROR_CODE Integer;
DCL ERROR_SUBCODE Integer;
DCL CKOPEN INTEGER :=1;
DCL BGPCONNECT Charstring;
DCL Route Integer;
DCL Exp Integer;opensent_state
HoldTimer
ERROR_CODE :=4,
ERROR_SUBCODE :=0
NOTIFICATION (ERROR_CODE,
ERROR_SUBCODE)
VIA A
idle_state
MP_BGPError
ERROR_CODE :=6,
ERROR_SUBCODE:=0
opensent_state
Virtual
OPEN (V,A,H,B,Code,AFI,SAFI)
VerifyOPEN
CKOPEN = 1 CKOPEN =1:ASN received is equal 
to ASN of PE peer
ERROR_CODE :=2
NOTIFICATION (ERROR_CODE,ERROR_SUBCODE)
VIA A
idle_state
KEEPALIVE
VIA A
SET (NOW + 20, 
KeepAliveT)
openconf_state
false
true
Figura C.35: Estado open sent, processo prouter-ce do bloco routermpbgp-ce
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 process type PRouterCE 5(7)
/*  OPEN CONFIRM STATE*/
DCL ASN INTEGER;
DCL RT,RDPE,Label,RD,wAFI,
wSAFI,DROUTE INTEGER;
openconf_state,
estab_state
KeepAliveT
KEEPALIVE
VIA A
RESET(KeepAliveT)
openconf_state
KEEPALIVE
RESET(HoldTimer)
idle_state
NOTIFICATION
(ERROR_CODE,
ERROR_SUBCODE)
BGPCONNECT:=’CLOSE’
estab_state
Virtual
UPDATE
(ASN,RT,AFI,SAFI,RDPE,EXP,Label
,RD,ROUTE, wAFI,wSAFI,DROUTE)
DROUTE> 0
RemoveRoute
Nroutes := Nroutes − 1
InsertRoute
Insert a route (via PE)
 at  CE Routing
Table
Nroutes := Nroutes +1
true
false
Figura C.36: Estado open confirm e established, processo prouter-ce do bloco routermpbgp-ce
 process type PRouterCE 6(7)
/*State for CE only
Inserting new route to CE routing tabel*/
estab_state
AddRoute (ROUTE,EXP)
InsertRoute Insert a route (via Environment)
 at  CE Routing Table
Nroutes := Nroutes +1
UPDATE
(SDU!ASN,EXP,0,0,0,0,
0,0,ROUTE,0,0,0)
VIA A
estab_state
RemoveRoute (DROUTE)
RemoveRoute Remove a route (via Environment)
 at CE Routing Table
Nroutes := Nroutes −1
UPDATE
(SDU!ASN,EXP,0,0,0,0,
0,0,0,0,0,DROUTE)
VIA A
Figura C.37: Estado established, processo prouter-ce do bloco routermpbgp-ce
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 process type PRouterCE 7(7)
DCL src Integer;
DCL dst Integer;
DCL tag Integer;
estab_state
Data (src,dst)
VerifyRoute
DataIP (src,dst,tag)VIA A
estab_state
DataIP (src,dst,tag)
Data (src,dst)VIA B
Figura C.38: Estado established, processo prouter-ce do bloco routermpbgp-ce
 procedure   SETUP 1(1)
SDU!V :=4,
SDU!ASN:=65000,
SDU!IP :=11
Setting the CE parameters:
V − BGP version
ASN − Autonomous System Number
IP − CE IP Number
npeers:=1 Setting the CE number of peers (Number of PEs)
PT(1)!PeerIP:=1,
PT(1)!ASN:=100 Setting Peer Information:PeerIP − PE IP
ASN − PE ASN
CODE :=1,
CAP!AFI:=1,
CAP!SAFI:=128
Setting the Capability Optional Parameter
(Multiprotocol Extensions Capability)
Figura C.39: Procedimento setup do pro-
cesso prouter-ce
procedure SetRTable 1(1)
/*Setting PE Routing Table*/
DCL C INTEGER;
Nroutes:=2 Setting PE Routing Table
C:=Nroutes
IT(1)!IP:=11,
IT(1)!NH:=0,
IT(1)!TAG:=0,
IT(2)!IP:=2,
IT(2)!NH:=2,
IT(2)!TAG:=0
Setting the PE Peer Table
IT(1) > Router CE
IT(2) > Router PE2
NH =  0 > Connected directly
Figura C.40: Procedimento setrtable do
processo prouter-ce
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 procedure InsertRoute 1(1)
DCL D INTEGER;
D:= Nroutes +1
IT(D)!IP:= ROUTE,
IT(D)!NH:=PT(1)!PeerIP,
IT(D)!TAG:=EXP
Figura C.41: Procedimento insert-route do
processo prouter-ce
procedure RemoveRoute 1(1)
DCL C INTEGER;
DCL E INTEGER;
DCL F INTEGER;
E := Nroutes
C:=E
IT(C)!IP = DROUTE
C:=C−1
IT(C)!IP:=IT(C+1)!IP,
IT(C)!NH:= IT(C+1)!NH,
IT(C)!TAG:=IT(C+1)!TAG
F:= C+1
F < E
C :=C+1
false
true
true
false
Figura C.42: Procedimento remove-route
do processo prouter-ce
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procedure VerifyOPEN 1(1)
DCL C INTEGER;
V = 4
ERROR_SUBCODE :=1
CKOPEN :=0
C:=npeers+1
C:=C−1
C = 0
ERROR_SUBCODE :=2
A = PT(1)!ASN
CKOPEN :=1
false
true
true
false
false
true
Figura C.43: Procedimento verify-open do
processo prouter-ce
procedure VerifyPeers 1(1)
DCL C Natural;
C:=0
C:=C+1
C>npeers
RecvIP :=0
PT(C)!PeerIP=IPremote
RecvIP :=1
true
false
false
true
Figura C.44: Procedimento verify-peers do
processo prouter-ce
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procedure VerifyRoute 1(1)
DCL C Natural;
C:=0
C:=C+1
C>Nroutes
IT(C)!IP=src
tag := IT(C)!TAG
RecvIP :=0
false
false
true
true
Figura C.45: Procedimento verify-route do processo prouter-ce
C.2 Sistema basicarquitecture-scenario2 129
Inherits BasicRouterPE;
block type RouterMPBGPPE 1(1)
REDEFINED
PRouterPE
Init
PE
E
(SystemTo)
A
(MP_BGP),
DataMPLS
(MP_BGP),
DataMPLS
E
bchan2PE
(SystemTo)
E
D
bchan3PE
(InitTo)
C
A
bchan1PE
(MP_BGP),
DataMPLS
(MP_BGP),
DataMPLS
A B
bchan4PE
(MP_BGP),
DataIP
(MP_BGP),
DataIP
B
B
(MP_BGP),
DataIP
(MP_BGP),
DataIP
Figura C.46: Bloco routermpbgp-pe do sistema basicarquitecture-scenario2
redefined process type PRouterPE 1(2)
opensent_state
REDEFINED
OPEN
(V,A,H,B,Code,
AFI, SAFI)
VerifyOPEN
CKOPEN
CKOPEN = 0  > Unknow ASN 
CKOPEN = 1 > Internal MP_BGP Session
CKOPEN = 2 > External MP_BGP Session
ERROR_CODE :=2
NOTIFICATION
(ERROR_CODE,
ERROR_SUBCODE)
to sender
idle_state
KEEPALIVE VIA A
SET (NOW + 20, 
KeepAliveT)
SESSION :=’INTERNAL SESSION’
openconf_state
KEEPALIVE VIA B
SET (NOW + 20, 
KeepAliveT)
SESSION :=’EXTERNAL SESSION’
openconf_state
B
(MP_BGP),
DataIP
(MP_BGP),
DataIP
else
= 1
 = 2
Figura C.47: Redefinic¸a˜o do processo prouter-pe - estado open sent
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redefined process type PRouterPE 2(2)
estab_state
REDEFINED
UPDATE
(ASN,RT,AFI,SAFI,RDPE,EXP,Label
,RD,ROUTE, wAFI,wSAFI,DROUTE)
DROUTE> 0
VRFUninstall
Nroutes := Nroutes − 1
ASN = SDU!ASN True  = UPDATE from PEsFalse = UPDATE from CE
VRFInstall Insert a route (via CE)
 at VRF Routing Table
Nroutes := Nroutes +1
UPDATE
(SDU!ASN,VSI!ET,CAP!AFI,
CAP!SAFI,SDU!IP,EXP,
VSI!Label,VSI!RD,ROUTE,
0,0,0)VIA A
estab_state
VRFInstall Insert a route (via PE)
 at VRF Routing Table
Nroutes := Nroutes +1
UPDATE
(ASN,EXP,0,0,0,0,
0,0,ROUTE,0,0,0)
VIA B
estab_state
true
false true
false
Figura C.48: Redefinic¸a˜o do processo prouter-pe - estado established
