Introduction

15
A mechanism has been considered so that each binary vector of length n with weight (at most) 16 d will be associated with a binary vector of length t, and the minimum (Hamming) distance 17 among the associated vectors is as large as possible, where d is small comparing with n. More 18 precisely, let P = {x | x ∈ Z n 2 with weight at most d} ⊆ Z n 2 , we are looking for a matrix M of 19 order t × n, such that the minimum distance of the set {M x | x ∈ P} ⊆ Z t 2 is as large as possible.
20
x ∈ P ⊆ Z n 2 (message) → r (x) = M x ∈ Z t 2 (encoded message)
21
→ r (x) + e ∈ Z t 2 (reported message)
22
→ x (decoded message).
23
If the columns of M are identified with the set of n items to be tested in pools (for an unknown group testing can be traced back to around 1941 for blood testing purpose; the items to be tested 10 nowadays have been transformed to DNA segments, refer to [2, 15] for an overview of up-to-
11
date results on combinatorial group testing algorithms along with its applications to DNA library 12 screening.
13
The incidence matrices of the system
k ; ⊆ and of its q-analogue ; ⊆ were studied extensively by Macula [13, 14] and by Ngo and Du [16] 15 respectively for the disjunct property, see also [4, 5] , where [n] = {1, 2, . . . , n},
is the family 16 of all i-element subsets of [n], V = F n q is a vector space of dimension n over the finite field F q , 17 and V i q is the family of all i-dimensional subspaces of V . Note that both to the introduction of pooling spaces over ranked partially order sets.
27
It was also pointed out by Ngo and Du [15] over the integers, we define M x = (ȳ 1 ,ȳ 2 , . . . ,ȳ t ) t whereȳ i = 1 if y i ≥ 1 andȳ i = 0 if y i = 0.
8
Note that M x is equivalent to the Boolean sum of those columns corresponding to the nonzero 9 entries of x, and thus M x corresponds to the union i:x i =1 C i of those columns with x i = 1.
10
For P ⊆ [n], M(P) is defined to be the Boolean sum of the columns vectors corresponding to 11 elements in P.
12
For the purpose of group testing, the following models have been considered in the literature.
13
A matrix M, and also the corresponding family one correspondence between subsets P and its outcome vector provides a starting point for the 19 purpose of pooling designs.
20
(
satisfies the condition that j ∈M(P) T j = [n] − P, and vice versa.
25
The notion of d-disjunct matrices has been generalized to d e -disjunct matrices [14] , (s, l)-
26
superimposed codes and designs [3] , (s, l) e -generalized cover free families [17] over the past four 27 decades. All these structures can be used in combinatorial group testing algorithms applicable 28 to DNA library screening. The idea used above can be generalized for decoding algorithms for 29 pooling designs based on d e -disjunct matrices.
for any d-element subset P of [n] and any j ∈ [n] − P. 
. Let s, l and e be positive integers, a set system (X, F) with F = {C 1 , C 2 ,
39
. . . , C n } is called an (s, l; e)-cover-free-family provided that
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Less formally, it says that the intersection of any s blocks contains at least e elements not in 1 the union of l other blocks. A decoding algorithm for pooling designs based on (s, l) e -disjunct 2 matrices was considered in [9] . It was shown that (s, l) e -disjunct matrices also provide a class of 3 pooling designs over complexes, called setwise group testing. Grassmann graphs J q (n, d) respectively, see [1] for the details. A few families of d e -disjunct 12 matrices defined over the incidence matrices associated with Johnson graphs and Grassmann
13
graphs were considered in [10] . A comprehensive treatment about the containment as the above 14 examples of pooling designs can also be found in [4, 5] . Let P = (X, ≤) be a finite partially ordered set (or poset in short) with the least element 0.
22
An atom in P is an element in P that covers 0; let A P be the set of all atoms in P. Moreover, let 23 P 0 = {0}, P 1 = A P and let P i be the set of all rank i elements of P for i ≥ 2. A ranked poset P 24 is called atomic whenever each element x ∈ P is the least upper bound of the set [0, x] ∩ P 1 .
25
Definition 3.1. A pooling space is a finite ranked partially ordered set P = (X, ≤) such that 26 w + = {y ≥ w | y ∈ P} is atomic for each w ∈ P.
27
A geometric lattice is an upper semi-modular atomic lattice. The projective geometry 28 P G(n, q) and the affine geometry AG(n, q) are typical examples of geometric lattices. Note 29 also that the difference between geometric lattices and combinatorial geometries is similar to 30 that between incidence structures and families of subsets of a set.
31
Theorem 3.1 ([11]).
32
(1) A ranked semi-lattice such that each interval is atomic is a pooling space.
33
(2) A geometric lattice is a pooling space.
34
Some d e -disjunct matrices can be associated with pooling spaces naturally as shown in the taken over all y ∈ [0, x] ∩ P d such that y ≤ z for all z ∈ T .
6
The parameter e in the above theorem seems complicated; however, the number |[y, x] ∩ P l | 7 is a constant in the known examples. The truncation of a pooling space is again a pooling space, i.e., if P is a pooling space with rank D, then so is k i=0 P i with rank k for 0 ≤ k ≤ D.
9
Hence we can choose any k with 0 ≤ k ≤ D, and replace P D by P k in the construction 10 of M. The binary incidence matrices of the system
k ; ⊆ and of its q-analogue ; ⊆ have been studied extensively [4, 5, 13, 14, 16] .
12
Theorem 3.3. Let P = (X, ≤) be a pooling space of rank D such that each interval of rank 13 i in P is isomorphic to the projective geometry P G(i − 1, q).
17
Example 3.1 ([5,13] The Boolean Algebra). As mentioned before, for d < k < n, the incidence 18 matrix J (n, d, k) of the incidence structure
Hamming distance between any pair of k-sets in K is at least 2r , then the incidence matrix 22 of the system ; ⊆ is s e -disjunct for
, and
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Example 3.4 ([11]
The Affine Geometry). Let V be the n-dimensional vector space over the 1 finite field F q , and P be the family of all affine subspaces of V and the empty set ∅ ordered by 2 inclusion, then P is a geometric lattice. Let P i+1 be the family consisting of all affine i-subspaces 3 of V = F n q . The incidence matrix of the incidence structure (P r +1 , P k+1 ) of order q n−r n r q 4 × q n−k n k q
is s e -disjunct for any 1 ≤ s < 
each interval of rank i is isomorphic to the projective geometry P G(i − 1, q). As a consequence 15 of Theorem 3.3, for integers 1 ≤ r < k ≤ d with k − r ≥ 2, the incidence matrix of the system 16 (P r , P k ; ⊆) associated with the attenuated space of rank d is s e -disjunct for 1 ≤ s ≤ is a ranked semi-lattice with atomic intervals, and with et al. [6] , and by Huo and Wan [18] respectively. All of them turn out to be families of pooling 26 spaces as shown in Section 3, and will be summarized in this section. closed subgraph of Γ is regular, and any two vertices x, y ∈ V (Γ ) are contained in a common
(1) P(x) be the set of strongly closed subgraphs containing the vertex x ∈ V (Γ ),
3
(2) P(x, i) = {∆ | ∆ ∈ P(x) with diameter i}, and 4 (3) L(x, i) be the set of the intersection of elements in P(x, i), with the convention that
. It is called the set generated by the intersection of elements
The lattices (L(x, i), ⊆), and (L(x, i), ⊇) were studied in [6] for d-bounded distance-regular (1) (L(x, i), ⊆) is a finite geometric lattice.
13
(2) (L(x, i), ⊇) is a finite geometric lattice if and only if i = 1 or i = d − 1 and A, B ∈ F; moreover rank(A) = dim(A).
Example 4.3. Let V be a vector space with a given degenerate form over the finite field F q , 
26
(1) Let F be the family of all isotropic subspaces of V intersecting trivially with
whenever A is a subspace of B for A, B ∈ F; moreover rank(A) = dim(A). Let V = F n q be the n-dimensional vector space over the finite field F q of q elements, and 7 let G n be one of the classical group of degree n over F q . The family of all subspaces of V 8 is partitioned into orbits under the action of the group G n . Let M be any nontrivial orbit of 9 subspaces under G n , and let L(M) be the set of subspaces generated by M, i.e., the family Wan and Huo [18, 19] recently.
13
For the case G n = G L n (F q ), the set L(m, n) of subspaces generated by the orbit M(m, n)
14 consisting of all m-dimensional subspaces consists of V and all of its subspaces of dimension at 15 most m.
16
Example 4.4 ( [18, 19] ). The lattices (L(1, n), ⊇), (L(n − 1, n), ⊇) and (L(m, n), ⊆) with 17 1 ≤ m ≤ n − 1 are geometric lattices.
