Absfmcf-During the past fwe years, multilinear, multipower, and pdymmic systems have beunne a most important area of applications and theoretial development. This paper SErrtS with some typical examples and historical remark Using thii background, it then proceeds to put the recent literature m perspective and to Partiruy quantify some broad problem categories where intensive work is underway.
INTRODUCTION
URING THE PAST few years, the system theory literature has experienced a resurgence of interest in multilinear, multipower, and polynomic systems. The recent specialty conferences [ One reason for the current interest in such systems is perhaps mathematical tractability. As we shall see, the class of multilinear systems includes the class of linear systems. Moreover, the familiar analytic tools for linear systems can be used to advantage in the multilinear case. This mathematical convenience partially carries over to multipower systems and polynomic systems as well. A companion factor is the availability of approximation results wherein a nonlinear system is fitted by a polynomic system approximate. Thus polynomic systems can be viewed as a convenient bridge between linear and nonlinear theories.
While mathematical tractability in itself would be sufficient motivation, there are much stronger motivating forces at work. Here, we refer to the numerous applications that give rise to polynomic models. To illustrate, we shall consider some typical examples of polynomic phenomena with emphasis on a diversity of settings.
To present our examples we need some notation. Let R be the real line and R" the usual vector space of real n-tuples. The term a l x l ( t ) represents the Malthus growth rate, the term w l x l x z represents a predator-prey relationship between the two species (here sign ( w l ) = -sign ( w z ) ) while the term P 2 x 2 ( t ) (0, -x 2 ( t ) ) is a (Verhulst) saturation effect. It is easily seen that (3) is a special case of (2). For further details the reader will find Garfiikel [ 8 1 , Slobodkin [ 9 1 , and Goel e t al. [ 51 to be suitable entries to the literature.
Example 2: Let us specialize (2) to the scalar form When the states are coded as indicated it is easily verified that
is a bilinear description of the machine.
In our four examples we have barely scratched the surface. In any situation where assemblies of variables interact through competition or cooperation or where the assembly is excited in a parametric way the polynomic model comes into play. We mention coupled chemical components [ From these examples and remarks the importance of the polynomic system class is apparent. The very diversity revealed in these examples, however, precludes an indepth review of all the relevant literature, particularly within the confines of a journal article. We shal l , therefore, focus our attention on specific lines of development of particular interest to the system-theory community
In Section 11, we take note of several papers which deal with differential equations, such as (2). For the sake of brevity, we shall be very brief in our comments and focus attention on good entries to the literature rather than detailed results. The companion article by Brockett [67] in this Special PROCEEDINGS issue deals at greater length with some of this literature.
In Sections IV and V, we consider in more detail two particular lines of development. In both cases an operator theoretic format is used. Of course, a differential equation can be viewed as a formula for computing an input-output map. In particular, in Section 111, we shall be interested in polynomic input-output maps some of which are generated by differential equations such as (2).
STUDIES ON DIFFERENTIAL EQUATIONS
In this section, we focus attention on studies which have dealt directly with (2). In doing this it is convenient t o separate the literature into some natural categories.
The first group of articles deals with the bilinear case. As a touchstone for our comments let us modify (2) to the form
where A , B , Ki are assumed to be stationary. We refer to (4) as the bilinear case. It is obvious that the bilinear case is a natural model for parametric excitation.
One line of development centers on the assumption B = 0 and the inputs ui being piecewise constant. In this way the response is that of an unforced linear equation with piecewise constant coefficients. The analysis of this stiuation leads directly to the theory of Lie algebras which become an important tool of the ensuing analysis. The use of Lie algebras in this setting seems to have been triggered by Kucera [29] [20] which is recommended both for its clarity and its unusual attention to applications.
The aforementioned studies indicate a strong interest within the automatic control community in the post 1966 period. By contrast the mathematical ecologists have a long standing interest in multilinear differential equations. Recalling Example 1, we see that the ecologist's problem is complementary to the bilinear studies summarized above in that the control is absent in explicit form and the equation is bipower in the response variables. In other words, K , B are zero instead of W , [ being zero . While the population dynamics literature is far too diverse to summarize here though there are some highlights that should be noted.
As a result of discussions with his friend D'Ancona [40] who did a statistical study of fish catches in the Adriatic, Volterra became interested in models of population dynamics. Volterra [41] at first considered a two species problem and hypothesized the model of Example 1 (with Dl = DZ = 0). This model, which was investigated even earlier by Lotka [6], (421, was generalized to n species in the obvious way. Both Lotka and Volterra considered the effects of saturation due to area crowding (namely,
The n specie version of (3) is referred to in the ecology literature as a Volterra system.
Partly because of the nature of the Volterra system and partly because the ecology community had a natural preoccupation with modeling (as contrasted with synthesis) the infusion of new ideas came from a physics setting. A good deal of effort went into exploring equilibrium theory, constants of motion and relating these concepts to existing statistical data.
Recognizing that if the population size is itself an aggregate, Kerner [43] constructed a statistical mechanics version of the Volterra system. Kerner's idea was to use a Gibbs ensemble of Volterra systems such that each element of the ensemble was represented by one of the possible initial conditions. Introducing the concept of a density function his work then made use of Liouville's theorem on the conservation of density in phase space and proceeded along conventional statistical mechanics lines of inquiry.
The interested reader is referred to [45] for entries to this literature.
It is suggested that for the mathematical details one might best read (461 and then [SI. To the author's knowledge, questions of a synthesis nature, i.e., feedback or forcing functions, have not been explicitly injected into the ecology literature.
THE OPERATOR FORMAT
We have remarked earlier that differential equations compute an input-output function and we now pause to demonstrate this Example 5: Consider (2) with K 0. Integrating both sides we come immediately to the equation
I'
Example 6: Consider ( 2 ) with W E 0, B G 0, and K [ x ( t ) , u ( t ) ] = u ( t ) K ( t ) x ( t ) where u is scalar valued. Letting @ denote the associated transition matrix and setting x = @z it is easily verified that
Integrating both sides the equation
results, where A A function p is said to be poZynomic if it is a finite sum of multi-power maps. A function p is said to be analytic if it is an infinite sum of multipower maps with an appropriate convergence.
To have a standard model in the following discussion, we introduce the notation
where ki, j = 0, 1, * * . is called the jth Volterra kernel and the term involving ki is a j-power map.
If the right-hand side of ( 7 ) has a finite number of terms then p is polynomic. In (S), for example, we have then a second-order polynomic function p ( x ) = x + A x + W [ x , X ] on the left-hand side. If the Volterra operators become increasingly small in such a way that the series converges, then p is analytic. The polynomic operators are obviously a subset of the analytic operators.
Although the polynomic operators are a subset of the analytic operators the studies of these two classes use quite dissimilar methods. The analytic operator theory parallels closely the common analytic function theory wherein one utilizes the existence of all derivatives and the relation between power series expansions and the derivatives of the function. The polynomic operator theory, by contrast, is more closely akin to that of polynomials on the real line.
In the next two sections we shall highlight the development of polynomic system theory. We do this by picking out two
IV. THE APPROXIMATION PROBLEM
In this section, we focus on the problem of approximating, in some sense, an arbitrary operator by a polynomic or analytic operator. A good case can be made for attributing the origins of this problem class to Weierstrass At a somewhat later date, Wiener [ 561 used a Volterra series to express the input-output map of a nonlinear system. This touched off a series of studies by Lee [ 571 and his students. These developments are fairly well known among the system community and we shall not dwell on this here. The interested reader will find Parente's article [ 5 8 ] to be a useful entry to this earlier literature.
While the mathematical foundations of the approximation problem had a hiatus following Stone's extension of the Weierstrass result, the engineering impact of existing results became generally recognized. The literature of the post-Wiener era is sprinkled with expansions of the output, of a nonlinear system by a power series of the input. There seems also to have been some intermixing of the Weierstrass-like result and the analytic function frame of reference through truncation of the analytic series. Not surprisingly one finds numerous statements that the class of nonlinear systems approximated by such expansions is "very large." To the author's knowledge, however, these statements were supported by intuition rather than proof.
More recently the polynomic approximation problem has again moved forward. Prenter [ 5 9 ] considered a real separable Hilbert space H , and showed that if K C H is compact, subset there exists a finite number of kernels ko, kl , . * * , k, such that (7) is an E-approximation for f. Since the imposition of a causality structure makes these issues directly relevant to system theory we pause to summarize them.
To be both precise and concise let us use the definitions of [63] for causality, memoryless, and strictly causal functions on a Hilbert resolution space { H , P r } . We assume that H is real and separable. The set K C H is always compact. The sets: C, SC, M , C(K), and P denote the causal, strictly causal, memoryless, continuous on K C H , and polylomic functions, respectively, on {H, p'}. For brevity we shall say that P is dense in C ( K ) in the sense of Prenter's theorem.
The results of [64] include the following. The set P n SC is dense in C ( K ) f l SC. In L 2 the stronger result that P n SC is dense in C ( K ) n C is also established. These results confirm our earlier intuition, namely if p ( x ) of (6) approximates a function f ( x ) and f ( x ) is causal then the condition ki(t, 0) = 0, 0 > t can also be imposed.
A word of caution is in order. The L 2 result does not abstract. In Z2 it is known that P fl SC is not dense in
Further dissimilarities between L 2 and l2 have surfaced. In [ 6 5 ] , it is shown that a compact set K C L 2 exists such that no memoryless polynomic operators (order 2 2 ) can be defined on K much less approximate a function there. In Z2 however the "P n M is dense in C n M" result is valid.
To put our discussion in perspective, let us compare results from two related studies. For this we consider the equation
We assume a unique solution x exists on [0, 11 for the case u = 0, x. = 0, and that f, g map R"" --f R " .
Theorem 6 from Brockett's accompanying article is paraphrased in the following. We note that the rather severe differentiability assumption of result 1 indicates that result 2 is more general. This is further amplified by a recent study which indicates that, in result 2, compactness of K is not required and that T may be discontinuous with convergence between T and nN taking place at all points of continuity. There is however a hidden asset to result 1 in that the terms W, making up n-are computable from f, g, h directly. The construction of l l N in result 2 tends .to be more obscure. The analytic approach also benefits from better handle on convergence rates as nN + I I m .
To illustrate the computation of nm (respectively The series expansion of (8) (respectively (7)) gives rise to several subsidiary questions. For example a realization problem can be envisioned by assuming that the Volterra kernels are known and determining the class of matrices A , B , K j (in (4)) which generate these kernels. Various aspects of this problem have been considered by d'Alessandro e t aZ. [ 681 and Fliess [ 3 9 ] .
The Interpolation Problem
The approximation problem has a natural variant in the interpolation problem. To remark on this consider two finite sets K = {x1, * * , x,} and E = {yl , * * * , y,}. Is there a polynomial, p , such that p ( x i ) = y i , i = 1, * * * , n. 
V. POLYNOMIC SYSTEMS WITH FEEDBACK
We continue with X denoting a linear space and Wj a j-power operator on X. The polynomic operator p is computed by diagram it h feedback form (see Fig. 1 ). In feedback form y is viewed as a system input and x is the error signal which drives the polynomic plant. The issues of existence and uniqueness are requisite to having a well defined closed-loop behavior. In addition, continuity, boundedness, and causality would be necessary for stability of the closed loop.
Before summarizing existing results we should comment on the difficulty of the problem. For this it suffices to look at the real line and the quadratic case; 0 = y + x + W Z X ' . For some y E R there are no solutions x E R . If a solution in R exists it is not unique. For Iyl < 14WzI-' solutions always exists. It is clear then that even the simplest prototype has complexity. Back on the abstract level we note that bipower operators are neither positive (i.e., 0 < ( x , w ( x ) ) , x E X) nor monotone (i.e., 0 < ( x -y , W ( x ) -W(y)), x , y EX) in an inner product. In the polynomic case such assumptions would also be very severe. Hence conventional stability type techniques cannot be drawn upon. As a result new methodology is clearly indicated from the outset.
The first study of existence and uniqueness questions was Rall's [ 7 2 ] investigation of the (n = 2) quadratic case. Using the quadratic formula as a model Rall was able to quantify the quadratic case according to properties of the analog of the discriminant. He established both existence and uniqueness conditions and developed a computational algorithm based on the familiar Neumann expansion.
A Both authors give precise theorems and algorithms for existence and uniqueness of solutions and computation of the solution. Halme also notes that the inverse map, on its domain is bounded, and if the polynomic map is causal the restricted inverse is causal.
In the above studies the possible role that the causality structure plays is not considered. In [ 6 6 ] , however, attention is focused on causality issues. For convenience we restrict attention to the bipower case. The f i s t result from [ 6 6 ] is the 
VI. CONCLUSIONS
In this survey, we have seen that polynomic system theory is currently an area of high research activity. While recent advances are impressive, there remains much to be done.
To illustrate, consider the approximation problem summarized in Section IV. Let n-= isn OD 0 be a convergent series. Can n-be expressed in closed fomi? Equation (8), for example, is the type of closed form expression envisioned. Questions of uniqueness and identification follow naturally on the heels of the existence question.
In view of current progress and future prospects, we close this survey with the comfortable prediction that polynomic system theory will be one of the dominant topics of the remaining 1970's. 
