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Abstract
In the absence of the Axiom of Choice, necessary and sufficient con-
ditions for a locally compact Hausdorff space to have all non-empty
second-countable compact Hausdorff spaces as remainders are given
in ZF. Among other independence results, the characterization of lo-
cally compact Hausdorff spaces having all non-empty metrizable com-
pact spaces as remainders, obtained by Hatzenhuhler and Mattson in
ZFC, is proved to be independent of ZF. Urysohn’s Metrization The-
orem is generalized to the following theorem: every T3-space which
admits a base expressible as a countable union of finite sets is metriz-
able. Applications to solutions of problems concerning the existence
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of some special metrizable compactifications in ZF are shown. New
concepts of a strongly filterbase infinite set and a dyadically filterbase
infinite set are introduced, both stemming from the investigations on
compactifications. Set-theoretic and topological definitions of the new
concepts are given, and their relationship with certain known notions
of infinite sets is investigated in ZF. A new permutation model is in-
troduced in which there exists a strongly filterbase infinite set which is
weakly Dedekind-finite. All ZFA-independence results of this article
are transferable to ZF.
Mathematics Subject Classification (2010):03E25, 03E35, 54A35, 54D35,
54D40, 54D45, 54E35
Keywords: Weak forms of the Axiom of Choice, compactification, re-
mainder, Cantor set, metrizability, Urysohn’s Metrization Theorem
1 Preliminaries
1.1 Set-theoretic framework and preliminary definitions
In this note, the intended context for reasoning and statements of theorems
is ZF without any form of the Axiom of Choice AC. Before we pass to the
content of the paper, let us establish basic terminology and notation, give a
list of the weaker forms of AC that are used in this article, and recall several
known theorems we refer to in the main part of the text.
We denote by ON the class of all (von Neumann) ordinal numbers. The
first infinite ordinal number is denoted by ω. Then N = ω \ {0}. If X is a
set, the power set of X is denoted by P(X). A set X is called finite if X
is equipotent to a member of ω; otherwise X is called infinite. A set X is
called countable if X is equipotent to a subset of ω. An infinite countable
set is called denumerable. The set of all finite subsets of X is denoted by
[X ]<ω. For every set S and every ordinal α, the set Pα(S) is defined by a
transfinite induction on ordinals as follows: P0(S) = S, Pγ(S) =
⋃
β∈γ
Pβ(S)
if γ is a limit ordinal, and Pγ+1(S) = Pγ(S) ∪ P(Pγ(S)) (cf. [9, p. 43]). If
α ∈ On and it is not stated otherwise, α denotes also the topological space
〈α, τ〉 where τ is the topology in α induced by the standard linear order in
α defined as follows: for all x, y ∈ α, x ≤ y if and only if x ⊆ y.
As usual, the system ZF +AC is denoted by ZFC. To stress the fact that
a result is proved in ZF (respectively, ZFC), we shall write at the beginning
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of the statements of the theorems and propositions (ZF) or (ZFC), respec-
tively. Apart from models of ZF, we refer to some permutation models of
ZFA. Basic facts about permutation models (called also Fraenkel-Mostowski
models) and Pincus transfer theorems that are applied here are given, for in-
stance, in [9], [7], [21] and [28]-[29].
In the sequel, topological or metric spaces (called spaces in abbreviation)
are denoted by boldface letters, and the underlying sets of the spaces are
denoted by lightface letters. All topological notions used in this article but
not defined here are standard and they can be found, for instance, in [3], [31]
and [2].
For a topological space X = 〈X, τ〉 and for Y ⊆ X, let τ |Y = {V ∩ Y :
V ∈ τ} and let Y = 〈Y, τ |Y 〉. Then Y is the topological subspace of X such
that Y is the underlying set of Y. If this is not misleading, we may denote
the topological subspace Y of X by Y . We denote by clX(Y ) or by clτ (Y )
the closure of Y in X. The collection of all compact subsets of X is denoted
by K(X).
For a metric space X = 〈X, d〉, the d-ball with centre x ∈ X and radius
r ∈ (0,+∞) is the set
Bd(x, r) = {y ∈ X : d(x, y) < r}.
The collection
τ(d) = {V ⊆ X : (∀x ∈ V )(∃n ∈ ω)Bd(x,
1
2n
) ⊆ V }
is the topology in X induced by d. For a set A ⊆ X, let δd(A) = 0 if A = ∅,
and let δd(A) = sup{d(x, y) : x, y ∈ A} if A 6= ∅. Then δd(A) is the diameter
of A in 〈X, d〉. If Y ⊆ X, then dY = d ↾ Y × Y and Y = 〈Y, dY 〉. Then
Y is the metric subspace of X such that Y is the underlying set of Y. If
this is not misleading, given a metric space X = 〈X, d〉, we also denote by
X the topological space 〈X, τ(d)〉. For every n ∈ N, Rn denotes also 〈Rn, de〉
and 〈Rn, τ(de)〉 where de is the Euclidean metric on Rn. Subsets of Rn, if not
stated otherwise, are considered as metric subspaces of 〈Rn, de〉 or topological
subspaces of 〈Rn, τ(de)〉.
We recall that a (Hausdorff) compactification of a space X = 〈X, τ〉 is
an ordered pair 〈Y, γ〉 where Y is a (Hausdorff) compact space and γ :
X → Y is a homeomorphic embedding such that γ(X) is dense in Y. A
compactification 〈Y, γ〉 of X and the space Y are usually denoted by γX.
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The underlying set of γX is denoted by γX. The subspace γX \X of γX is
called the remainder of γX. A spaceK is said to be a remainder ofX if there
exists a Hausdorff compactification γX of X such that K is homeomorphic
to γX \X. For compactifications αX and γX of X, we write γX ≤ αX if
there exists a continuous mapping f : αX → γX such that f ◦ α = γ. If
αX and γX are Hausdorff compactifications of X such that αX ≤ γX and
γX ≤ αX, then we write αX ≈ γX and say that the compactifications αX
and γX are equivalent. If n ∈ N, then a compactification γX of X is said to
be an n-point compactification of X if γX \X is an n-element set. If X is
a non-compact locally compact Hausdorff space, then there exists a unique
(up to ≈) one-point Hausdorff compactification of X which can be defined
as follows:
Definition 1.1. LetX = 〈X, τ〉 be a non-compact locally compact Hausdorff
space. For an element ∞ /∈ X, we define X(∞) = X ∪ {∞},
τ(∞) = τ ∪ {X(∞) \K : K ∈ K(X)}
and X(∞) = 〈X(∞), τ(∞)〉. Then X(∞) is called the Alexandroff compact-
ification of X.
For every non-compact locally compact Hausdorff space X, X(∞) is the
unique (up to ≈) one-point Hausdorff compactification of X. Clearly, N(∞)
is homeomorphic to ω + 1.
Definition 1.2. A Hausdorff compactification βX of a space X is called
the Čech-Stone compactification of X if, for every compact Hausdorff space
K and every continuous mapping f : X → K, there exists a continuous
extension f˜ : βX→ K of f over βX.
In ZFC, every Tychonoff space has its Čech-Stone compactification; how-
ever, in a model of ZF, a Tychonoff space may fail to have its Čech-Stone
compactification (cf., e.g., [22, Theorem 3.7]). The book [2] is a very good
introduction to Hausdorff compactifications in ZFC. Basic facts about Haus-
dorff compactifications in ZF can be found in [22].
Given a collection {Xj : j ∈ J} of sets, for every i ∈ J , we denote by pii
the projection pii :
∏
j∈J
Xj → Xi defined by pii(x) = x(i) for each x ∈
∏
j∈J
Xj .
If τj is a topology in Xj , then X =
∏
j∈J
Xj denotes the Tychonoff product
of the topological spaces Xj = 〈Xj, τj〉 with j ∈ J . If Xj = X for every
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j ∈ J , then XJ =
∏
j∈J
Xj. As in [3], for an infinite set J and the unit interval
[0, 1] of R, the cube [0, 1]J is called the Tychonoff cube. If J is denumerable,
then the Tychonoff cube [0, 1]J is called the Hilbert cube. We denote by 2
the discrete space with the underlying set 2 = {0, 1}. If J is an infinite set,
the space 2J is called the Cantor cube. The Cantor cube 2ω is known to be
homeomorphic to the Cantor ternary set.
We recall that if
∏
j∈J
Xj 6= ∅, then it is said that the family {Xj : j ∈ J}
has a choice function, and every element of
∏
j∈J
Xj is called a choice function
of the family {Xj : j ∈ J}. A multiple choice function of {Xj : j ∈ J}
is every function f ∈
∏
j∈J
P(Xj) such that, for every j ∈ J , f(j) is a non-
empty finite subset of Xj . A set f is called partial (multiple) choice function
of {Xj : j ∈ J} if there exists an infinite subset I of J such that f is a
(multiple) choice function of {Xj : j ∈ I}. Given a non-indexed family A,
we treat A as an indexed family A = {x : x ∈ A} to speak about a (partial)
choice function and a (partial) multiple choice function of A.
Let {Xj : j ∈ J} be a disjoint family of sets, that is, Xi∩Xj = ∅ for each
pair i, j of distinct elements of J . If τj is a topology in Xj for every j ∈ J ,
then
⊕
j∈J
Xj denotes the direct sum of the spaces Xj = 〈Xj, τj〉 with j ∈ J .
Definition 1.3. (Cf. [1], [25] and [16].)
(i) A space X is said to be Loeb (respectively, weakly Loeb) if the family of
all non-empty closed subsets of X has a choice function (respectively,
a multiple choice function).
(ii) If X is a (weakly) Loeb space, then every (multiple) choice function of
the family of all non-empty closed subsets of X is called a (weak) Loeb
function of X.
That spaces X and Y are homeomorphic is denoted by X ≃ Y.
Definition 1.4. A collection V of subsets of a set X is called:
(i) stable under finite unions (respectively, finite intersections) if, for
every pair U, V of members of V, U ∪V ∈ V (respectively, U ∩V ∈ V);
(ii) a filterbase in X if V 6= ∅ and, for every pair U, V of members of V,
there exists W ∈ V such that ∅ 6= W ⊆ U ∩ V .
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(iii) a free filterbase if V is a filterbase such that
⋂
V = ∅.
Definition 1.5. A set X is called:
(i) Dedekind-finite if there is no injection f : ω → X; Dedekind-infinite if
X is not Dedekind-finite;
(ii) quasi Dedekind-finite if [X ]<ω is Dedekind-finite; quasi Dedekind-infinite
if X is not quasi Dedekind-finite;
(iii) weakly Dedekind-finite if P(X) is Dedekind-finite; weakly Dedekind-
infinite if P(X) is Dedekind-infinite;
(iv) a cuf set if X is a countable union of finite sets;
(v) amorphous if X is infinite and, for every infinite subset Y of X, the set
X \ Y is finite;
(vi) (cf. [15]) filterbase infinite if there exists a family {Vi : i ∈ ω} of free
filterbases in X such that, for every pair i, j of distinct elements of ω,
there exist U ∈ Vi and V ∈ Vj with U ∩ V = ∅; filterbase finite if X is
not filterbase infinite.
In the following definition, we introduce two new concepts that are stronger
than the known concept of a filterbase infinite set.
Definition 1.6. A set A is called:
(a) strongly filterbase infinite if there exists a family V = {Vi : i ∈ ω} such
that, for every i ∈ ω, Vi is a filterbase in A such that:
(i) for every i ∈ ω, Vi is stable under finite unions and finite intersec-
tions, and each member of Vi is infinite;
(ii) for every i ∈ ω and for each pair U, V of members of Vi, the set
U \ V is finite;
(iii) for every i ∈ ω and every j ∈ ω \ {i}, there exist V ∈ Vi and
W ∈ Vj such that U ∩ V is finite;
(iv) for every n ∈ ω and Vi ∈ Vi with i ∈ n, the set A\
⋃
i∈n
Vi is infinite;
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(b) dyadically filterbase infinite if there exists a family V = {Vni : n ∈
N, i ∈ {1, . . . , 2n}} such that, for every n ∈ N, the following conditions
are satisfied:
(v) for every i ∈ {1, . . . , 2n}, Vni is a filterbase inX such that V
n
i is sta-
ble under finite unions and finite intersections, and each member
of Vni is infinite;
(vi) for every i ∈ {1, . . . , 2n} and for any U, V ∈ Vni , U \ V is finite;
(vii) for every pair i, j of distinct elements of {1, . . . , 2n}, for any W ∈
Vni and G ∈ V
n
j , there exist U ∈ V
n+1
2i−1, V ∈ V
n+1
2i , such that the
sets (U ∪ V ) \W and (U ∪ V ) ∩G) are both finite;
(viii) if, for every i ∈ {1, . . . , 2n}, Vi ∈ Vni , then A \
2n⋃
i=1
Vi is finite;
(c) strongly (respectively, dyadically) filterbase finite if A is not strongly
(respectively, dydadically) filterbase infinite.
Remark 1.7. That Definition 1.6 stems from our investigations on compactifi-
cations is shown in Section 4 where the following topological characterizations
of strongly (respectively, dyadically) filterbase infinite sets are obtained: a
set X is strongly (respectively, dyadically) filterbase infinite if and only if
ω + 1 (respectively, 2ω) is a remainder of the discrete space 〈X,P(X)〉 (cf.
Corollaries 4.9(i) and 4.11).
Definition 1.8. (i) A space X is called a cuf (respectively, an amor-
phous) space if its underlying set X is a cuf (respectively, an amor-
phous) set.
(ii) A base B of a space X is called a cuf base if B is a cuf set.
1.2 The list of forms weaker than AC
In this subsection, for readers’ convenience, we define and denote most of the
weaker forms of AC used directly in this paper. If a form is not defined in
the forthcoming sections, its definition can be found in this subsection. For
the known forms given in [7], we quote in their statements the form number
under which they are recorded in [7].
Definition 1.9. 1. IQDI: Every infinite set is quasi Dedekind-infinite.
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2. IWDI ([7, Form 82]): Every infinite set is weakly Dedekind-infinite.
3. CAC ([7, Form 8]): Every denumerable family of non-empty sets has
a choice function.
4. CACfin ( [7, Form 10]): Every denumerable family of non-empty finite
sets has a choice function.
5. ACfin ([7, Form 62]): Every non-empty family of non-empty finite sets
has a choice function.
6. CMC (the Countable Axiom of Multiple Choice, [7, Form 126]): Every
denumerable family of non-empty sets has a multiple choice function.
7. NAS ( [7, Form 64]): There are no amorphous sets.
8. BPI (the Boolean Prime Ideal Principle, [7, Form 14]): Every Boolean
algebra has a prime ideal. (Equivalently: For every set S, every proper
filter over S can be extended to an ultrafilter over S.)
9. M(C, S): Every compact metrizable space is separable. (Cf. [10], [11]
and [21].)
10. M(C, cuf): Every compact metrizable space has a cuf base.
11. IFBI: Every infinite set is filterbase infinite. (Cf. [15].)
12. ISFBI: Every infinite set is strongly filterbase infinite.
13. IDFBI: Every infinite set is dyadically filterbase infinite.
The formsM(C, cuf), ISFBI and IDFBI are newly introduced here. Ba-
sic facts about M(C, cuf) are given in Section 2. That ISFBI and IDFBI
are important in the theory of Hausdorff compactifications in ZF and inde-
pendent of ZF is shown in Section 4.
1.3 Some known results
Theorem 1.10. (Cf. [5, Theorem 2.1].) (ZFC). For every locally compact
non-compact Hausdorff space X, the following conditions (A)–(C) are all
equivalent:
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(A) There exist sequences (αnX)n∈N of Hausdorff compactifications of X
and (ψn)n∈N of bijections ψn : {1, . . . , 2n} → αnX \ X, such that, for
every n ∈ N, αnX ≤ αn+1X and if h : αn+1X→ αnX is the continuous
mapping with h ◦ αn+1 = αn, then h−1n+1(ψn+1(2i− 1)) = h
−1
n+1(ψ(2i)) =
h−1n (ψn(i)).
(B) Every non-empty compact metrizable space is a remainder of X.
(C) There exists a sequence (Gn)n∈N such that, for every n ∈ N, Gn is a
family of pairwise disjoint open set of X, Gn = {Gni : i ∈ {1, . . . , 2
n}}
and, for every i ∈ {1, . . . , 2n}, the following conditions are satisfied:
(i) for every i ∈ {1, . . . , 2n}, Gn+12i−1 ∪G
n+1
2i ⊆ G
n
i ;
(ii) Kn = X \
⋃
{Gni : i ∈ {1, . . . , 2
n}} is compact;
(iii) for every i ∈ {1, . . . , 2n}, Kn ∪Gni is non-compact.
Corollary 1.11. (Cf. [5, Corollary 3.1].) (ZFC)
(A) If X is a locally compact Hausdorff space which admits a family {Gn :
n ∈ N} of pairwise disjoint open sets such that the set K = X \
⋃
n∈N
Gn
is compact and, for every n ∈ N, K ∪ Gn is not compact, then every
non-empty compact Hausdorff second-countable space is a remainder of
X.
(B) If X is the direct sum of a compact Hausdorff space and an infinite dis-
crete space, then every non-empty compact Hausdorff second-countable
space is a remainder of X.
Theorem 1.12. (Cf. [26] and [2, Theorem 7.2].) (Magill’s Theorem.) (ZF)
Let X be locally compact Hausdorff space and let K be a compact Hausdorff
space. Then K is a remainder of X if and only if K is a continuous image of
a remainder of X. Furthermore, if αX is a Hausdorff compactification of X
such that K is a continuous image of αX \X, then there exists a Hausdorff
compactification γX of X such that γX ≤ αX and K is homeomorphic to
γX \X.
It was noticed in [27] and [22] that the following Taimanov’s Theorem is
valid in ZF:
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Theorem 1.13. (Cf. [3, Theorem 3.2.1].) (Taimanov’s Theorem.) (ZF)
Let X be a dense subspace of a topological space T and let f be a continuous
mapping of X into a compact Hausdorff space Y. Then f is continuously
extendable to a mapping f˜ : T → Y if and only if, for each pair A,B of
disjoint closed sets of Y, clT(f−1(A)) ∩ clT(f−1(B)) = ∅.
Theorem 1.14. (Cf. [4, Corollary 4.8].) (Urysohn’s Metrization Theorem.)
(ZF) Every second-countable T3-space is metrizable.
Theorem 1.15. (Cf. [17].) (ZF) A compact metrizable space X is second-
countable if and only if it is separable which holds if and only if X is Loeb.
Theorem 1.16. (Cf. [13] and [17].) (ZF)
BPI→M(C, S)→ CACfin.
Theorem 1.17. (Cf. [25].) (ZF) Let κ be an infinite cardinal number of
von Neumann, {Xi : i ∈ κ} be a family of compact spaces, {fi : i ∈ κ} be
a collection of functions such that for every i ∈ κ, fi is a Loeb function of
Xi. Then the Tychonoff product X =
∏
i∈κ
Xi is compact. In particular, the
Tychonoff cube [0, 1]ω is compact.
Theorem 1.18. (Cf. [30].) (ZF) Let X be a metrizable space which consists
of at least two points. Then, for every non-empty set J , the space XJ is
metrizable if and only if J is a cuf set.
Theorem 1.19. (Cf. [23, Lemma 4.1].) (ZF) Every non-empty second-
countable compact Hausdorff space is a continuous image of the Cantor cube
2ω.
Theorem 1.20. (Cf. [12, Theorem 5.1].) (ZF) For every infinite set J ,
the Tychonoff cube [0, 1]J is a continuous image of the Cantor cube 2ω×J . In
consequence, if 2ω×J is compact (respectively, Loeb), then [0, 1]J is compact
(respectively, Loeb).
1.4 The content of the paper in brief
The main aim of this article is to investigate both Theorem 1.10 and Corol-
lary 1.11 in the absence of the Axiom of Choice. The Axiom of Choice is
involved in their proofs in [5] and, besides, for a locally compact Hausdorff
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space satisfying conditions (A)–(C) of Theorem 1.10, no direct construction
of a Hausdorff compactification of X with the remainder homeomorphic to
the Cantor cube 2ω is given in [5]. It is true in ZFC that a locally com-
pact Hausdorff space X has a metrizable compactification if and only if X
is second-countable. It is also true in ZFC that if X is a locally compact
Hausdorff space which has a countable network, then every Hausdorff com-
pactification γX of X with a second-countable remainder is metrizable and
second-countable because γX has a countable network. The situation in ZF
is different than in ZFC. Namely, it was shown in [18] that there exists a
model M of ZF in which there exists a countable compact Hausdorff space
which is not metrizable, so not second-countable. Hence, in ZF, a compact
Hausdorff space with a countable network may fail to be metrizable.
In Section 2, we generalize Urysohn’s Metrization Theorem by showing
that it holds in ZF that every T3-space having a cuf base is metrizable because
it is embeddable in a metrizable Tychonoff cube (cf. Theorem 2.1). We also
show, among other results, that M(C, S) is equivalent to the conjunction
M(C, cuf) ∧CACfin, so a compact metrizable space can fail to have a cuf
base in ZF (cf. Theorem 2.3). We deduce that a metrizable weakly Loeb
space has a cuf base if and only if it has a dense cuf set (cf. Corollary 2.6).
In Section 3, we prove in ZF that a space X is embeddable in a metrizable
compact Tychonoff cube if and only if X is a second-countable T3-space (cf.
Theorem 3.2). We show that there is a model of ZF in which there is a cuf
set J such that the Tychonoff cube [0, 1]J is not compact but the Cantor
cube 2J is compact (cf. Theorem 3.3). We extend Theorem 1.20 by showing
in ZF that, for every infinite set J , if [0, 1]J is compact (respectively, Loeb),
then 2ω×j is compact (respectively, Loeb) (cf. Theorem 3.6 and Corollary
3.7).
Section 4 is devoted to Theorem 1.10 and Corollary 1.11. We prove in
ZF that condition (C) of Theorem 1.10 is sufficient for a locally compact
Hausdorff space to have every non-empty second-countable compact Haus-
dorff space as a remainder (cf. Theorem 4.3). To do this in ZF, given a
locally compact Hausdorff space X satisfying (C) of Theorem 1.10, we show
a direct construction of a Hausdorff compactification γX of X with γX \X
homeomorphic to the Cantor ternary set, and we show γX is metrizable if X
has a cuf base (cf. the proof to Theorem 4.3). We also show that it is prov-
able in ZF that, for every locally compact Hausdorff space X, condition (A)
of Theorem 1.10 is necessary and sufficient for X to have every non-empty
second-countable compact Hausdorff space as a remainder (cf. Theorem 4.1).
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We modify condition (C) of Theorem 1.10 to get in ZF a necessary and suf-
ficient condition for X to have every non-empty second-countable compact
Hausdorff space as a remainder (cf. Theorem 4.1). In particular, that a set
X is dyadically filterbase infinite is equivalent to our modification of (C) of
Theorem 1.10 for the discrete space 〈X,P(X)〉 (cf. Corollary 4.9(i)). By
describing another direct construction of a compactification, we show that
Corollary 1.11(A) is provable in ZF (cf. Theorem 4.4) and we give some
useful modifications of Corollary 1.11(A) (cf., e.g., Theorem 4.8). To get a
topological characterization of a strongly filterbase infinite set (cf. Definition
1.6(a)) in Corollary 4.11, we give in ZF a necessary and sufficient condi-
tion for a locally compact Hausdorff space to have N(∞) as a remainder (cf.
Theorem 4.10) and, for an arbitrary locally compact Hausdorff space X sat-
isfying our necessary condition to have N(∞) as a remainder, we show one
more direct construction of a Hausdorff compactification γX of X with the
remainder γX \X homeomorphic to N(∞) (cf. the proof to Theorem 4.10).
We also prove that if D is an amorphous discrete space, then, for every non-
empty first-countable compact Hausdorff space, the space K×D(∞) is the
Čech-Stone compactification of K×D (cf. Theorem 4.14). In Section 5, we
use this result to a proof that the implications (A)→ (B) and (C)→ (B) of
Theorem 1.10 are both independent of ZF (cf. Theorem 5.3).
Section 5 contains other independence results relevant to Hausdorff com-
pactifications. For instance, we notice that the statement “All non-empty
metrizable compact spaces are remainder of a metrizable compactification of
N is independent of ZF because it implies CACfin in ZF (cf. Theorem 5.4).
We prove that the following implications are true in ZF:
IWDI→ Corollary 1.11(B)→ IDFBI→ ISFBI→ IFBI→ NAS,
so condition (B) of Corollary 1.11 is independent of ZF (cf. Theorem 5.8).
We remark that, in view of Corollary 4.9(iii), it holds in ZF that if a set D is
quasi Dedekind-infinite or equipotent to a subset of R, then D is dyadically
filterbase infinite. In the proof to Theorem 5.9, we show that there exists
a model of ZF in which there is a quasi Dedekind-finite, dyadically filter-
base infinite set which is not equipotent to R. We prove that there exists
a ZF-model for BPI ∧ ¬IFBI (cf. Theorem 5.12) and deduce that BPI is
independent of NAS∧¬IFBI. We prove that the statement “Every strongly
filterbase infinite set is weakly Dedekind-infinite” is independent of ZF (cf.
Theorem 5.15). To do this, in the proof to Theorem 5.15, we construct a
new permutation model in which there exists a strongly filterbase infinite set
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which is weakly Dedekind-finite. Finally, we notice that there exists a model
of ZF in which there is a locally compact not completely regular Hausdorff
space X such that all non-empty second-countable compact Hausdorff spaces
are remainders of X (cf. Proposition 5.16).
A list of open problems is included in Section 6.
2 A generalization of Urysohn’s Metrization
Theorem
The following theorem generalizes Urysohn’s Metrization Theorem (see 1.14):
Theorem 2.1. (ZF) If a T3-space X has a cuf base, then X is metrizable.
Proof. We modify the proof to Proposition 4.6 in [4]. Let B =
⋃
n∈ω Bn be
a base of a T3-space X such that, for every n ∈ ω, Bn is a finite set. Let
H,K be a pair of non-empty disjoint closed sets of X. For every n ∈ ω, let
Un =
⋃
{U ∈ Bn : K ∩ clXU = ∅} and Vn = {V ∈ Bn : H ∩ clXV = ∅}.
Let D(H,K) = 〈UH , VK〉 where UH =
⋃
n∈ω(Un \ clX(
⋃
j∈n+1 Vj)) and VK =⋃
n∈ω(Vn \ clX(
⋃
j∈n+1 Uj)). Let J = {〈U, V 〉 : U, V ∈ B and clXU ⊆ V }.
Now, let us modify the proof to Corollary 4.7 in [4]. Namely, using the
operator D and arguing similarly to the proof of Urysohn’s lemma, we can
define in ZF a family F = {f〈U,V 〉 : 〈U, V 〉} ∈ J} of continuous functions
f〈U,V 〉 : X→ [0, 1] such that U ⊆ f−1〈U,V 〉(0) and X \ V ⊆ f
−1
〈U,V 〉(1). Then X is
embeddable in [0, 1]F . Since F is a cuf set, the cube [0, 1]F is metrizable by
Theorem 1.18. Hence X is metrizable.
Let us show our first simple application of Theorem 2.1. More applications
of Theorem 2.1 are given in Sections 3 and 4.
Proposition 2.2. (ZF)
(i) If X is a non-compact locally compact Hausdorff space which has a cuf
base, then the Alexandroff compactification X(∞) of X is metrizable.
(ii) (Cf. [24, Proposition 3.5].) The Alexandroff compactification D(∞) of
an infinite discrete space is metrizable if and only if D is a cuf space.
(iii) An infinite discrete space D has a metrizable compactification if and
only if D is a cuf space.
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Proof. (i) Assuming that B is a cuf base of a non-compact locally compact
Hausdorff space X, we fix an element ∞ /∈ X and notice that if B∗ = {U ∈
B : clX(U) is compact}, then the family B∗ ∪ {X(∞) \ clX(U) : U ∈ B∗} is a
cuf base of X(∞), so X(∞) is metrizable by Theorem 2.1.
(ii) That (ii) holds was proved in [24]. One can also notice that (ii) follows
from (i) and the obvious fact that if D is an infinite discrete space and ∞
has a countable base of neighborhoods in D(∞), then D is a cuf space.
(iii) Suppose that γD is a metrizable compactification of an infinite dis-
crete space D. Let d be any metric which induces the topology of γD and
let ∞ = γD \D. We define a metric ρ on D(∞) as follows. For x, y ∈ D, we
put ρ(x, y) = d(x, y). For x ∈ D, we put ρ(∞, x) = ρ(x,∞) = d(x, γD \D).
Moreover, ρ(∞,∞) = 0. Then ρ induces the topology of D(∞). Therefore,
to conclude the proof to (iii), it suffices to apply (ii).
In view of Proposition 2.2(ii), it is provable in ZF that, for every infinite
discrete spaceD, ifD(∞) is metrizable, thenD(∞) has a cuf base. However,
the following theorem shows, among other facts, that the formM(C, cuf) is
independent of ZF and, in every model of ZF+ ¬M(C, cuf), there exists a
non-compact locally compact Hausdorff space X without any cuf base, such
that X(∞) is metrizable. Hence, the converse of Proposition 2.2(i) fails in a
model of ZF.
Theorem 2.3. (a) The following conditions (i)–(iv) are satisfied in ZF:
(i) M(C, cuf) is equivalent to the statement: for every non-compact
locally compact Hausdorff space X, if X(∞) is metrizable, then X
has a cuf base;
(ii) M(C, S)↔ (M(C, cuf) ∧CACfin);
(iii) M(C, cuf) is equivalent to the statement: every compact metric
space 〈X, d〉 has a base B such that B =
⋃
n∈N
Bn where, for every
n ∈ N, Bn is a finite cover of X, Bn+1 is a refinement of Bn and,
for every B ∈ Bn, δd(B) < 1n ;
(iv) CMC implies M(C, cuf).
(b) There exists a model of ZF in which M(C, cuf) fails.
(c) In the Second Fraenkel Model N 2 of [7],M(C, cuf) is true andM(C, S)
is false.
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Proof. (a) To prove (i), let us consider an arbitrary infinite compact metriz-
able spaceY. ThenY has an accumulation point. Let∞ be an accumulation
point of Y and let X = Y \ {∞}. Then the subspace X of Y is a locally
compact, non-compact Hausdorff space such that X(∞) = Y, so X(∞) is
metrizable. We notice that X(∞) has a cuf base if and only if Y has a cuf
base. Hence (i) is true in ZF.
To prove (ii), we notice that, by Theorem 1.16,M(C, S) implies CACfin.
Clearly, M(C, S) implies that every compact metrizable space is second-
countable. HenceM(C, S) implies that the conjunctionM(C, cuf)∧CACfin
is true.
To prove (iii), let us consider an arbitrary compact metric space X =
〈X, d〉 and assume that E =
⋃
n∈N
En is a base of X such that, for every n ∈ ω,
the family En is finite. Without loss of generality, we may assume that
En ⊆ En+1 for every n ∈ N. Since X is compact, we can define m1 =
min{m ∈ N : X =
⋃
{E ∈ Em : δd(E) < 1} and B1 = {E ∈ Em1 : δd(E) < 1}.
Suppose that k ∈ N is such that mk has been defined so that the family
Bk = {E ∈ Emk : δd(E) <
1
k
} covers X. Let
Vk = {V ∈ E : δd(V ) <
1
k + 1
∧ (∃E ∈ Bk)V ⊆ E}.
Then Vk is an open cover of X. By the compactness of X, we can define
mk+1 = min{m ∈ N : X =
⋃
{V ∈ Vk : V ∈ Em}} and Bk+1 = Vk ∩ Emk+1. In
this way, we have inductively defined the sequence (Bk)k∈N witnessing that
(iii) holds.
To prove (iv), let us consider an arbitrary compact metric space X =
〈X, d〉. For every n ∈ N, let Fn = {F ∈ [X ]<ω : X =
⋃
x∈F
Bd(x,
1
n
)}. By the
compactness of X, for every n ∈ N, the family Fn is non-empty. Assuming
CMC, we can fix a multiple choice function f of the family {Fn : n ∈ N}.
For every n ∈ N, we define Bn = {Bd(x, 1n) : x ∈
⋃
f(n)} Then B =
⋃
n∈N
Bn
is a cuf base of X.
(b) It was shown in [21] that there exists a model M of ZF in which
the conjunction ¬M(C, S) ∧CACfin is true. Then it follows from (ii) that
M(C, cuf) fails in M.
(d) It is known that the conjunction CMC∧¬CACfin is true in N 2 (see
[7, p. 126]). Hence, it follows from the proofs to (ii) and (iv) that M(C, S)
fails in N 2 and M(C, cuf) is true in N 2.
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The known fact of ZF that every separable metrizable space is second-
countable can be modified as follows:
Proposition 2.4. (ZF) If a metrizable space X has a dense cuf set, then X
has a cuf base. In particular, every metrizable cuf space has a cuf base.
Proof. Assume that A =
⋃
n∈ω
An is a dense set in a metric space X = 〈X, d〉
such that, for every n ∈ ω, An is a non-empty finite set. For n,m ∈ ω,
we define Bm,n = {Bd(x, 1m+1) : x ∈ An}. One can easily observe that
B =
⋃
n,m∈ω
Bn,m is a cuf base of X.
We do not know if it can be proved in ZF that every compact metrizable
space which admits a cuf base has a dense cuf set. However, we can give
below a partial solution to this problem.
Proposition 2.5. (ZF) Let X be a weakly Loeb regular space which has a
cuf base. Then X has a dense cuf set.
Proof. Let B =
⋃
n∈ω
Bn be a base of X such that, for every n ∈ ω, the family
Bn is finite. We may assume that ∅ /∈ B. Let f be a weak Loeb function of
X and let Dn =
⋃
{f(clX(U)) : U ∈ Bn} for every n ∈ ω. Then, for every
n ∈ ω, the set Dn is finite. Since X is regular and B is a base of X, it is
easily seen that the set D =
⋃
n∈ω
Dn is dense in X.
Corollary 2.6. (ZF) Let X be a metrizable weakly Loeb space. Then X has
a cuf base if and only if X has a dense cuf set.
3 A little more on metrizable Tychonoff and
Cantor cubes
Let us recall that BPI is equivalent to each of the statements: “every Ty-
chonoff cube is compact” and “every Cantor cube is compact” (see, e.g., [6,
Theorem 4.70]). By Theorem 1.19, it is provable in ZF that the Tychonoff
cube [0, 1]ω is a continuous image of the Cantor cube 2ω. By Theorem 1.18,
it holds in ZF that if J is an infinite cuf set, then both cubes [0, 1]J and 2J
are metrizable. One may ask if it is provable in ZF that, for every infinite cuf
set J , the Tychonoff cube [0, 1]J is a continuous image of the Cantor cube 2J .
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Bearing in mind Theorem 1.20, one may also ask whether it can be proved
in ZF that, for every infinite set J , if the Tychonoff cube [0, 1]J is compact
(respectively, Loeb), then so is the Cantor cube 2ω×J . In this section, we
give answers to these questions. Moreover, by applying Theorem 2.1 and its
proof, we obtain the following proposition and the forthcoming Theorem 3.2.
Proposition 3.1. (ZF)
(i) A Tychonoff cube is metrizable if and only if it has a cuf base.
(ii) A Cantor cube is metrizable if and only if it has a cuf base.
(iii) A T3-space X has a cuf base if and only if X is embeddable in a metriz-
able Tychonoff cube.
Proof. (i) Let J be an infinite set. It follows from Theorem 2.1 that if the
cube [0, 1]J has a cuf base, then it is metrizable. On the other hand, if [0, 1]J is
metrizable, then, by Theorem 1.18, J is a cuf set. Suppose that J =
⋃
n∈N
Kn
where, for every n ∈ N, Kn is a non-empty finite set and Kn ⊆ Kn+1.
For every n ∈ N, let En = {[0, 1n), (
n−1
n
, 1]} ∪ {( i−1
n
, i+1
n
) : i ∈ n}, Gn =
{
∏
k∈Kn
Gk : (∀k ∈ Kn)(Gk ∈ En)} and Bn = {
∏
j∈J
Hk : (∀j ∈ J \ Kn)(Hk =
[0, 1]) ∧
∏
k∈Kn
Hk ∈ Gn}. Then B =
⋃
n∈N
Bn is a cuf base of [0, 1]J . By a slight
modification of the proof to (i), we can get a proof to (ii).
(iii) Let X be a T3-space. We have shown in the proof to Theorem 2.1
that if X has a cuf base, then X is embeddable in a metrizable Tychonoff
cube. On the other hand, ifX is homeomorphic to a subspace of a metrizable
Tychonoff cube [0, 1]J then X has a cuf base because, by (i), the cube [0, 1]J
has a cuf base.
The following theorem, taken together with Proposition 3.1 and the known
fact that a cuf set may fail to be countable in ZF, shows that it is unprov-
able in ZF that every T3-space which has a cuf base can be embedded in a
compact metrizable Tychonoff cube.
Theorem 3.2. (ZF)
(i) For an infinite set J , the Tychonoff cube [0, 1]J is both compact and
metrizable if and only if J is countable. In particular, if J is an un-
countable cuf set, then the cube [0, 1]J is metrizable but not compact.
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(ii) A T3-space X is embeddable in a compact metrizable Tychonoff cube if
and only if X is second-countable.
Proof. (i) Let J be an infinite set such that the cube [0, 1]J is metrizable. By
Theorem 1.18, J is a cuf set. Theorem 6 of [19] states that, for every infinite
set I and every infinite von Neumann ordinal α, if the Tychonoff cube [0, 1]I
is compact, then, for every family {Ai : i ∈ α} of non-empty finite subsets of
I, the union
⋃
i∈α
Ai is well-orderable. Hence, by [19, Theorem 6], if J is a cuf
set and the cube [0, 1]J is compact, then J is countable as a well-orderable
union of finite sets. This, together with Theorem 1.18, completes the proof
to (i).
(ii) Let X be a T3-space, If X is embeddable in a compact metrizable
Tychonoff cube [0, 1]J , then, by (i), X is embeddable in [0, 1]ω, so X is
second-countable because [0, 1]ω is second-countable. On the other hand,
assuming that X is second-countable, the proof to Theorem 2.1 shows that
there exists a countable set F such that X is embeddable in [0, 1]F×F . To
complete the proof, it suffices to notice that, since F is countable, the cube
[0, 1]F×F is embeddable in the compact metrizable cube [0, 1]ω (see Theorem
1.17).
Theorem 3.3. It is consistent with ZF the existence of an infinite cuf set
J such that 2J is compact but [0, 1]J is not compact. In particular, it is
consistent with ZF the existence of an infinite cuf set J such that [0, 1]J is
not a continuous image of 2J .
Proof. In [8], it has been established the existence of a ZF-model M in
which there exists an uncountable cuf set J such that 2J is compact. Then,
by Theorem 3.2(i), the Tychonoff cube [0, 1]J is not compact inM. Therefor,
it is true in M that [0, 1]J is not a continuous image of the compact Cantor
cube 2J .
We omit an easy and standard proof to the following proposition:
Proposition 3.4. (ZF) For every infinite set J ,
(2ω)J ≃ 2ω×J ≃ 2J×ω ≃ (2J)ω.
Remark 3.5. If C is the Cantor ternary subset of [0, 1], then we denote by C
the space 〈C, τ(de ↾ C × C)〉 where de is the Euclidean metric on R.
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Theorem 3.6. Let J be an infinite set such that [0, 1]J is compact (respec-
tively, Loeb). Then 2ω×J is compact (respectively, Loeb).
Proof. As in Remark 3.5, let C be the Cantor ternary set. It is well known
that there exists a homeomorphism from 2ω onto C. This implies that there
exists a homeomorphic embedding h : (2ω)J → [0, 1]J such that h((2ω)J) =
CJ . Clearly, CJ is a closed subset of [0, 1]J . Hence, if [0, 1]J is compact, so
is (2ω)J , and if [0, 1]J is Loeb, so is (2ω)J . Proposition 3.4 completes the
proof.
Theorems 1.20 and 3.6 lead to the following corollary:
Corollary 3.7. (ZF) For every infinite set J , the Tychonoff cube [0, 1]J is
compact (respectively, Loeb) if and only if the Cantor cube 2ω×J is compact
(respectively, Loeb).
4 Second-countable compact Hausdorff spaces
as remainders
Let us pass to a deeper analysis of Theorem 1.10. The proof to this theorem
in [5] (cf. [5, Theorem 2.1]) involves the Axiom of Choice and the existence
of the Čech-Stone compactification, while, in ZF, a Tychonoff space may fail
to have its Čech-Stone compactification (cf, e.g., [22]). In Section 5, it is
shown that Theorem 1.10 is unprovable in ZF. However, we can offer the
following ZF-modification of Theorem 1.10:
Theorem 4.1. (ZF). For every locally compact Hausdorff space X, the
following conditions are all equivalent:
(a) condition (A) of Theorem 1.10;
(b) every non-empty second-countable compact Hausdorff space is a re-
mainder of X;
(c) there exists a family V = {Vni : n ∈ N, i ∈ {1, . . . , 2
n}} such that, for
every n ∈ N, the following conditions are satisfied:
(i) for every i ∈ {1, . . . , 2n}, Vni is a non-empty family of open sets
of X such that Vni is stable under finite unions and finite inter-
sections, and, for every U ∈ V ni , the set clX U is non-compact;
19
(ii) for every i ∈ {1, . . . , 2n} and for any U, V ∈ Vni , clX(U) \ V is
compact;
(iii) for every pair i, j of distinct elements of {1, . . . , 2n}, for any W ∈
Vni and G ∈ V
n
j , there exist U ∈ V
n+1
2i−1, V ∈ V
n+1
2i with clX(U ∪
V ) \W compact and clX((U ∪ V ) ∩G) compact;
(iv) if, for every i ∈ {1, . . . , 2n}, Vi ∈ Vni , then X \
2n⋃
i=1
Vi is compact.
Proof. Let X be a locally compact space. We use the notation from Remark
3.5 for the Cantor ternary set C. As in [5, the proof to Theorem 2.1], we can
fix a sequence (An)n∈N of familiesAn of pairwise disjoint clopen sets ofC such
that A =
⋃
n∈N
⋃
An is a base of C and, for every n ∈ N and i ∈ {1, . . . , 2n},
C =
2n⋃
i=1
Ani , An = {A
n
i : i ∈ {1, . . . , 2
n}} and An+12i−1 ∪ A
n+1
2i = A
n
i . We may
assume that C ∩X = ∅.
(b) → (c) Suppose that αX is a Hausdorff compactification of X such
that the subspace αX \ X of αX is equal to C. Let τα be the topology of
αX. For arbitrary n ∈ N and i ∈ {1, . . . , 2n}, we define
Vni = {V ∈ τ : V ∪A
n
i ∈ τα and clαX(V ) = clX(V ) ∪ A
n
i }.
Let us check that the family V = {Vni : n ∈ N, i ∈ {1, . . . , 2
n}} sastisfies
conditions (i)-(iv) of (c).
Let n ∈ N i, j ∈ ω and i 6= j. To see that Vni 6= ∅, we take disjoint sets
H1, H2 ∈ τα such that C \ Ani ⊆ H1 and A
n
i ⊆ H2. Then H2 ∩X ∈ V
n
i . Let
U, V ∈ Vi. One can easily check that U ∩ V ∈ Vni and U ∪ V ∈ V
n
i . Since
clX(U)\V = clαX(U)\ (V ∪Ani ), the set clX(U)\V is compact. Let W ∈ V
n
i
and G ∈ Vnj . There exist disjoint sets G1, G2 ∈ τα such that G1 ∪ G2 ⊆ H2,
An+12i−1 ⊆ G1 and A
n+1
2i ⊆ G2. Then V1 = G1∩X ∈ V
n+1
2i−1, V2 = G2∩X ∈ V
n+1
2i
and V1 ∪ V2 ∈ Vni . Hence clX(V1 ∪ V2) \W is compact. There exists G
′ ∈ Vnj
such that G′ ⊆ H1. Then (V1 ∪ V2) ∩G ⊆ clX(G) \G′, so clX((V1 ∪ V2) ∩G)
is compact. All this taken together shows that V satisfies conditions (i)–(iii).
It remains to show that V satisfies (iv).
Suppose that n ∈ N and Vi ∈ Vni for every i ∈ {1, . . . , 2
n}. For every
i ∈ {1, . . . , 2n}, we can fix V ′i ∈ V
n
i such that the set K = X \
2n⋃
i=1
V ′i is
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compact. Then X \
2n⋃
i=1
Vi ⊆ K ∪
2n⋃
i=1
(clX(V
′
i \ Vi), so X \
2n⋃
i=1
Vi is compact.
Hence V satisfies (iv). This completes the proof that (b) implies (c).
(c) → (b) Now, suppose that X has a family V = {Vni : n ∈ N, i ∈
{1, ..., 2n}} satisfying conditions (i)-(iv) of (c). In the light of Theorems 1.19
and 1.12, to show that every non-empty second-countable compact Hausdorff
space is a remainder of X, it suffices to prove that C is a remainder of X.
To this aim, we put Y = X ∪ C and define
B = τ ∪ {(Ani ∪ V ) \ F : F ∈ K(X), n ∈ N, i ∈ {1, ..., 2
n}, V ∈ Vni }.
It follows from (i)-(iii) that B is a base for a Hausdorff topology τY in Y such
that both X and C are subspaces of Y = 〈Y, τY 〉. Condition (i) implies that
X is dense inY. To check thatY is compact, we consider a family G ⊆ B such
that Y =
⋃
G. By the compactness of C, there exists a finite G0 ⊆ G such
that C ⊆ G0. For every G ∈ G0, we choose n(G) ∈ N, i(G) ∈ {1, . . . , 2n},
V (G) ∈ Vn(G)
i(G) and a compact subset F (G) of X, such that G = (A
n(G)
i(G) ∪
V (G)) \ F (G). By the compactness of F ∗ = (X \
⋃
G∈G0
V (G)) ∪
⋃
G∈G0
F (G),
there exists a finite G1 ⊆ G such that F ∗ ⊆ G1. Then G0 ∪ G1 is a finite
subcover of G. Hence Y is a Hausdorff compactification of X such that
Y \ X = C. Hence (c) implies (b) and, in consequence, (b) and (c) are
equivalent.
(c)→ (a). Suppose that αX is a Hausdorff compactification of X having
C as the remainder. For every n ∈ N, let αnX be the compactification of X
obtained from αX by identifying the sets An2i−1 and A
n
2i with points and let
ψn : {1, . . . , 2n} → αnX \X be defined by: ψi = Ani for every i ∈ {1, . . . , 2
n}.
Then (αnX)n∈N and (ψn)n∈N are sequences satisfying the requirements from
condition (A) of Theorem 1.10. Hence (c) implies (a).
(a) → (c) Let (αnX)n∈N be a sequence of Hausdorff compactifications
of X and (ψn)n∈N be a sequence of bijections ψn : {1, . . . , 2n} → αnX \ X
such that, for every n ∈ N, αnX ≤ αn+1X and if h : αn+1X → αnX is
the continuous mapping with h ◦ αn+1 = αn, then h−1n+1(ψn+1(2i − 1)) =
h−1n+1(ψ(2i)) = h
−1
n (ψn(i)). For every n ∈ N and i ∈ {1, . . . 2
n}, let Vni be the
collection of all V ⊆ X such that V is open in X, V ∪{ψn(i)} is open in αnN
and clαnX(V ) = clX(V ) ∪ {ψn(i)}. Using similar arguments to the ones in
the proof that (b) implies (c), one can check that V = {Vi : i ∈ {1, . . . , 2n}}
satisfies the conditions (i)-(iv) of (c). Hence (a) implies (c).
The following corollary follows directly from Theorems 4.1, 1.12 and 1.19.
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Corollary 4.2. (ZF) M(C, S) implies that if a locally compact Hausdorff
space X satisfies conditions (a)-(c) of Theorem 4.1, then every non-empty
metrizable compact space is a remainder of X.
Our next theorem shows that, in ZF, condition (C) of Theorem 1.10
is sufficient for a locally compact Hausdorff space to have all non-empty
second-countable compact Hausdorff spaces as remainders. Contrary to [5],
to construct a Hausdorff compactification having the Cantor ternary set as a
remainder, we need not refer to Čech-Stone compactifications nor any form
of AC.
Theorem 4.3. (ZF) Suppose that X is a locally compact Hausdorff space
which admits a sequence (Gn)n∈N such that, for every n ∈ N, Gn is a family
of pairwise disjoint open sets of X, Gn = {Gni : i ∈ {1, ..., 2
n}} and, for every
i ∈ {1, ..., 2n}, the following conditions are satisfied:
(i) for every i ∈ {1, . . . , 2n}, Gn+12i−1 ∪G
n+1
2i ⊆ G
n
i ;
(ii) Kn = X \
⋃
{Gni : i ∈ {1, . . . , 2
n}} is compact;
(iii) for every i ∈ {1, . . . , 2n}, Kn ∪Gni is non-compact.
Then every non-empty compact second-countable Hausdorff space is a re-
mainder of X. Furthermore, if X has a cuf base, then, for every non-empty
compact second-countable Hausdorff space Z, there exists a metrizable com-
pactification γX of X such that Z is homeomorphic to γX \X.
Proof. That every non-empty second-countable compact Hausdorff space is a
remainder of X can be deduced from Theorem 4.1; however, we need a direct
less complicated construction of a compactification here. Therefore, as in the
proof to Theorem 4.1, for the Cantor ternary set C, we fix a sequence (An)n∈N
of families An of pairwise disjoint clopen sets of C such that A =
⋃
n∈N
⋃
An
is a base of C and, for every n ∈ N and i ∈ {1, . . . , 2n}, An = {Ani : i ∈
{1, . . . , 2n}}, C =
2n⋃
i=1
Ani and A
n+1
2i−1 ∪A
n+1
2i = A
n
i . Assuming that X ∩C = ∅,
we put Y = X ∪ C and define
B = τ ∪ {(Ani ∪G
n
i ) \K : K ∈ K(X), n ∈ N, i ∈ {1, . . . , 2
n}}.
One can easily verify that B is a base for a topology τY in Y such that space
Y = 〈Y, τY 〉 is a compact Hausdorff space. Of course, X and C are subspaces
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of Y and, moreover, X is dense in Y. Let αX = Y and let Z be a non-empty
second-countable compact Hausdorff space. By Theorem 1.12, there exists
a Hausdorff compactification γX of X such that γX ≤ αX and γX \ X is
homeomorphic to Z.
Now, suppose that X has a cuf base BX . Let BX =
⋃
n∈ω
Bn where each
Bn is finite. Let B∗X = {V ∈ BX : clX(V ) ∈ K(X)} and, for every n ∈ ω, let
Kn = {clX(V ) : V ∈ B∗X ∩ Bn}, Kn =
⋃
Kn and Fn =
⋃
i∈n+1
Ki. We notice
that the collection
B∗ = B∗X ∪ {(A
n
i ∪G
n
i ) \ Fj : j ∈ ω, n ∈ N and i ∈ 1, . . . , 2
n}
is a base of Y such that B∗ is a cuf set. Then Y has a cuf base B∗Y such
that, for all U, V ∈ B∗Y , U ∪ V ∈ B
∗
Y . Since γX ≤ αX, there exists a
continuous mapping f : αX → γX such that f ◦ α = γ. Then the family
Bγ = {γX \f(αX \U) : U ∈ B∗Y } is a cuf base of γX. Hence γX is metrizable
by Theorem 2.1.
Let us notice that it can be deduced from Theorem 4.3 that item (A) of
Corollary 1.11 is provable in ZF. However, for a non-empty second-countable
compact Hausdorff space Z, the construction of αX with αX \X homeomor-
phic to Z, which is described in the proof to the forthcoming theorem, is
simpler than that given in the proof to Theorem 4.3 and much simpler than
that in [5].
Theorem 4.4. (ZF) Let X = 〈X, τ〉 be a locally compact Hausdorff space
which has a family {Gn : n ∈ ω} of pairwise disjoint open sets such that the
set K = X \
⋃
n∈ω
Gn is compact and, for every n ∈ ω, K∪Gn is non-compact.
Then the following conditions are satisfied:
(i) every non-empty second-countable compact Hausdorff space is a re-
mainder of X;
(ii) ifX has a cuf base, then, for every non-empty second-countable compact
Hausdorff space Z, there exists a metrizable compactification γX of X
such that γX \X is homeomorphic to Z.
Proof. Let Z be a non-empty second-countable Hausdorff space. By Theorem
1.14 (thus, also by Theorem 2.1), Z is metrizable. In view of Theorem 1.15,
Z is separable. Let D = {zn : n ∈ ω} be a countable dense set of Z and let C
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be a countable base of Z. We may assume that Z ∩X = ∅. Let Y = X ∪ Z.
For every C ∈ C, let UC = C ∪
⋃
{Gn : zn ∈ C} and let
B = τ ∪ {UC \ F : C ∈ C and F ∈ K(X)}.
Then B is a base for a topology τY in Y . Since X is a locally compact
Hausdorff space, Gm ∩ Gn = ∅ for every pair m,n of distinct elements of ω
and the space Z is also Hausdorff, it follows that the space Y = 〈Y, τY 〉 is
Hausdorff. Clearly, X and Z are subspaces of Y. Since the sets Gn ∪K are
all non-compact, X is dense in Y. One can easily check that Y is compact.
Now, suppose that X has a cuf base BX . Let BX =
⋃
n∈ω
Bn where each Bn
is finite. In much the same way, as in the proof to Theorem 4.3, we notice
that B∗X = {V ∈ BX : clX(V ) ∈ K(X)} is also a cuf base of X. For every
n ∈ ω, we put Kn = {clX(V ) : V ∈ B∗X ∩Bn}, Kn =
⋃
Kn and Fn =
⋃
i∈n+1
Ki.
Then the collection
B∗ = B∗X ∪ {UC \ Fi : i ∈ ω and C ∈ C}
is a base of Y such that B∗ is a cuf set. Hence Y is metrizable by Theorem
2.1.
Corollary 4.5. (ZF) Let X1 and X2 be disjoint locally compact Hausdorff
spaces. Suppose that X2 admits a family {Gn : n ∈ ω} of pairwise disjoint
open sets such that the set K = X2 \
⋃
n∈ω
Gn is compact and, for every n ∈ ω,
K∪Gn is non-compact. Then, for the direct sum X = X1⊕X2, the following
conditions are satisfied:
(i) all non-empty second-countable compact Hausdorff spaces are remain-
ders of X;
(ii) if both X1 and X2 have cuf bases, then all non-empty second-countable
compact Hausdorff spaces are remainders of metrizable compactifica-
tions of X.
Proof. If X1 is compact, then (i) and (ii) follow directly from Theorem 4.4.
Assuming that X1 is not compact, we fix an element ∞ /∈ Y ∪X and con-
sider the Alexandroff compactification X1(∞) of X1. Let Z be a non-empty
second-countable compact Hausdorff space. It follows from Theorem 4.4(i)
that there exists a Hausdorff compactification γX2 of X2 such that γX2 \X2
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is homeomorphic to Z. We may assume that ∞ /∈ γX2. Then X1(∞)⊕ γX2
is a Hausdorff compactification of X. Let us fix an element z0 ∈ γX2 \ X2
and denote by αX the space obtained from X1(∞)⊕ γX2 by identifying the
set {∞, z0} with a point. Then αX is a Hausdorff compactification of X such
that αX \ X is homeomorphic to Z. This shows that (i) holds. To prove
(ii), let us notice that if both X1 and X2 have cuf bases, then it follows from
Proposition 2.2 that X1(∞) has a cuf base and, moreover, it follows from the
proof to Theorem 4.4 that we may assume that γX2 has a cuf base. Then
X1(∞) ⊕ γX2 has a cuf base. This implies that αX has a cuf base. Hence
αX is metrizable by Theorem 2.1.
Corollary 4.6. (ZF) Let X be a locally compact Hausdorff space which ad-
mits a locally finite disjoint family {Gn : n ∈ ω} of non-compact clopen sets.
Then all non-empty second-countable Hausdorff compact spaces are remain-
ders of X. Furthermore, if X has a cuf base, then all non-empty second-
countable Hausdorff compact spaces are remainders of metrizable compactifi-
cations of X.
Proof. Let X2 =
⋃
n∈ω
Gn and X1 = X \ X2. Since the family {Gn : n ∈ ω}
is locally finite and consists of clopen sets, the set X2 is closed. Hence, the
subspaces X1 and X2 of X are both open, so locally compact. Furthermore,
X = X1 ⊕X2. Corollary 4.5 completes the proof.
From the proof to Corollary 4.5, we can deduce that the following propo-
sition holds:
Proposition 4.7. (ZF) Let X1 and X2 be disjoint locally compact Haus-
dorff spaces. If all non-empty second-countable compact Hausdorff spaces
are remainders of X2 or of X1, then all non-empty second-countable compact
Hausdorff spaces are remainders of X1 ⊕X2.
Theorem 4.8. (ZF) Let X be a non-compact locally compact T1-space which
has a cuf base of clopen sets. Then every non-empty second-countable com-
pact Hausdorff space is the remainder of a metrizable compactification of X.
Proof. Let B =
⋃
n∈ω
Bn be a base of X such that, for every n ∈ ω, the family
Bn is finite and consists of clopen sets. Since X is non-compact, there exists
a cover V of X such that V ⊆ B and V does not have a finite subcover.
Let Vn =
⋃
{V ∈ V : V ∈ Bn} for every n ∈ ω. The sets Vn are clopen
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and the cover {Vn : n ∈ ω} of X does not have a finite subcover. For every
n ∈ ω, letWn+1 = Vn+1\
⋃
i∈n+1
Vi andW0 = V0. The setsWn are all clopen and
X =
⋃
n∈ω
Wn but the cover {Wn : n ∈ ω} of X does not have a finite subcover.
Therefore, we may assume thatWn 6= ∅ for every n ∈ ω. Let {Ak : k ∈ ω} be
a partition of ω such that, for every k ∈ ω, the set Ak is infinite. For every
k ∈ ω, let us define Gk =
⋃
{Wn : n ∈ Ak}. Then, for every k ∈ ω, the set
Gk is open and non-compact in X. Moreover, X =
⋃
k∈ω
Gk and Gi ∩ Gj = ∅
for each pair i, j of distinct elements of ω. To conclude the proof, it suffices
to apply Theorem 4.4.
Corollary 4.9. (ZF) For a set D, let D = 〈D,P(D)〉. Then the following
statements are true:
(i) D is dyadically filterbase infinite if and only if 2ω (equivalently, every
non-empty second-countable compact Hausdorff space) is a remainder
of D.
(ii) If D is a cuf space, then every non-empty second-countable compact
Hausdorff space is a remainder of a metrizable compactification of D.
In particular, all non-empty second countable compact Hausdorff spaces
are remainders of metrizable compactifications of N.
(iii) If D is weakly Dedekind-infinite, then D is dyadically filterbase infinite.
In particular, if D contains an infinite cuf set or D is equipotent to a
subset of R, then D is dyadically filterbase infinite.
Proof. We deduce from the proof to Theorem 4.1 that (i) is true. It follows
directly from Theorem 4.8 that (ii) holds.
(iii) Assume that D is weakly Dedekind-infinite. Then P(D) is Dedekind-
infinite, so we may use [14, Lemma 2.3] or similar arguments to that in the
proof to Proposition 2 (b) in [20] to deduce that there exists a denumerable
family of pairwise disjoint subsets of D. Suppose that E = {En : n ∈ ω}
is a family of pairwise disjoint non-empty subsets of D. Let M = {n ∈
ω : En is infinite}. If the set M is infinite, we deduce from Corollary 4.6
that D is dyadically filterbase infinite. Suppose that the set M is finite.
Then D contains an infinite cuf set X1 =
⋃
n∈ω\M
En. It follows from (i) that
all non-empty second-countable compact Hausdorff spaces are remainders of
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the subspace X1 of D. For the subspace X2 of D with X2 = D \X1, we have
D = X1 ⊕ X2. Hence, by Proposition 4.7, all non-empty second-countable
compact Hausdorff spaces are remainders of D. This, together with the fact
that every infinite subset of R is weakly Dedekind-infinite, implies that the
second statement of (iii) is also true.
The following theorem gives in ZF a general internal characterization of
locally compact Hausdorff spaces having N(∞) as a remainder.
Theorem 4.10. (ZF) For every locally compact Hausdorff spaceX = 〈X, τ〉,
the following conditions (a)-(c) are equivalent:
(a) there exist a sequence (αnX)n∈N of Hausdorff compactifications of X, a
denumerable set A and a bijection ψ : ω → A, such that, for every n ∈
N, αnX \X = {ψ(i) : i ∈ n}, αnX ≤ αn+1X and if hn : αn+1X→ αnX
is the continuous mapping such that hn◦αn+1 = αn, then h(ψ(i)) = ψ(i)
for each i ∈ n;
(b) N(∞) is a remainder of X;
(c) there exists a family V = {Vi : i ∈ ω} which has the following properties:
(i) for every i ∈ ω, Vi is a non-empty family of open sets of X such
that Vi is stable under finite unions and finite intersections, and,
for every U ∈ Vi, clX(U) non-compact;
(ii) for every i ∈ ω and any U, V ∈ Vi, the set clX(U) \ V is compact;
(iii) for all i, j ∈ ω with i 6= j, there exist V ∈ Vi and W ∈ Vj such
that clX(V ∩W ) is compact;
(iv) for every n ∈ ω and Vi ∈ Vi with i ∈ n, the set X \
⋃
i∈n
Vi is
non-compact.
Proof. We may assume that (ω+1)∩X = ∅ and consider ω+1 with its order
topology. Then N(∞) and ω + 1 are homeomorphic, so ω + 1 is a remainder
of X if and only if N(∞) is a remainder of X.
(c) → (b) Let V = {Vi : i ∈ ω} be a family which satisfies conditions
(i)–(iv) of (c). Let Y = X ∪ (ω + 1). For every x ∈ X, let B(x) = {U ∈ τ :
x ∈ U and clX(U) ∈ K(X)}. For n ∈ ω, we put
B(n) = {{n} ∪ (V \K) : V ∈ Vn and K ∈ K(X)}.
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Moreover, let B(ω) be the family of all sets of the form
((ω + 1) \ n) ∪ (X \
⋃
i∈n
clX(Vi) \K)
where K ∈ K(X), n ∈ ω and, for every i ∈ n, Vi ∈ Vi. We denote by τY
be the topology in Y such that, for every y ∈ Y , the collection B(y) is a
neighborhood base at y in Y = 〈Y, τY 〉. It follows from (ii), (iii) and the
definition of τY that the space Y is Hausdorff. Clearly, X and ω+1 are both
subspaces of Y. That X is dense in Y follows from (iv) and (ii). Let B =⋃
y∈Y
B(y). Then B is a base of Y. To prove that Y is compact, let us suppose
that G ⊆ B and Y =
⋃
G. There exist n ∈ ω, Vi ∈ Vi for i ∈ n andK ∈ K(X)
such that G = ((ω+1)\n)∪(X \
⋃
i∈n
clX(Vi)\K) ∈ G. For every m ∈ n, there
exist Wm ∈ Vm and Km ∈ K such that Gm = {m} ∪ (Wm \Km) ∈ G. Then
the set F = X \ (G∪
⋃
m∈n
Gm) is a subset of K ∪
⋃
m∈n
Km∪
⋃
m∈n
[clX(Vm)\Wm],
so F is compact. There exists a finite set G0 ⊆ G such that F ⊆
⋃
G0. Then
G0 ∪ {G} ∪ {Gm : m ∈ n} is a finite subcover of G. Hence Y is compact.
This completes the proof that ω + 1 is a remainder of X.
(b) → (c) Now, suppose that ω + 1 is a remainder of X. Let αX be a
Hausdorff compactification of X such that αX \ X = ω + 1. Let τα be the
topology of αX. For every i ∈ ω, we put
Vi = {V ∈ τ : V ∪ {i} ∈ τα and clαX(V ) = clX(V ) ∪ {i}}.
Let V = {Vi : i ∈ ω} and check that V satisfies conditions (i)–(iv).
Let i, j ∈ ω and i 6= j. To see that Vi 6= ∅, we take disjoint sets H,G ∈ τα
such that (ω + 1) \ {i} ⊆ H and i ∈ G. Then G ∩ X ∈ Vi. Let U, V ∈ Vi.
It is easily seen that U ∩ V ∈ Vi and U ∪ V ∈ Vi. Since clX(U) \ V =
clαX U \ (V ∪ {i}), the set clX(U) \ V is compact. There exists W ∈ Vj such
thatW ⊆ H . ThenW ∩G = ∅. All this taken together shows that V satisfies
conditions (i)–(iii). It remains to show that V satisfies (iv).
Suppose that n ∈ ω and Vi ∈ Vi for i ∈ n are such that the set K =
X \
⋃
i∈n
Vi is compact. Then there exist disjoint H0, G0 ∈ τα such that (ω +
1) \ n ⊆ H0, n ⊆ G0 and K ⊆ X \ (H0 ∪ G0). For every i ∈ n, there exists
Ui ∈ Vi such that Ui ⊆ G0. Then H0∩X ⊆
⋃
i∈n
clX(Ui)\K ⊆
⋃
i∈n
(clX(Ui)\Vi),
so clX(H0 ∩X) is compact. This implies that clαX(H0 ∩X) ⊆ X but this is
impossible. The contradiction obtained proves that V satisfies (iv).
28
(b)→ (a) If αX is a Hausdorff compactification ofX with αX\X = ω+1,
then we put αnX to be the compactification of X obtained from αX by
identifying the set (ω+ 1) \ (n+ 1) with a point, A = ω+ 1 and ψ(i) = i for
each i ∈ ω.
(a) → (c) Assuming (a), we fix a sequence (αnX)n∈N be a sequence of
Hausdorff compactifications of X and a bijection ψ : ω → A witnessing that
(a) is satisfied. For every n ∈ N, we denote by τn the topology of αnX and
define
Vn−1 = {V ∈ τ : V ∪ {ψ(n)} ∈ τn+1 and clαn+1X(V ) = clX(V ) ∪ {n}}.
Then, using similar arguments to the ones in the proof that (b) implies (c),
one can check that (Vn)n∈ω satisfies conditions (i)-(iv) of (c). Hence, since
(c) implies (b), N(∞) is a remainder of X.
As an immediate corollary to Theorem 4.10, we obtain the following topo-
logical characterization of strongly filterbase infinite sets introduced in Defi-
nition 1.6(a).
Corollary 4.11. (ZF) A set A is strongly filterbase infinite if and only if
ω + 1 is a remainder of the discrete space 〈A,P(A)〉.
Corollary 4.12. (ZF) Every dyadically filterbase infinite set is strongly fil-
terbase infinite, and every strongly filterbase infinite set is filterbase infinite.
Every amorphous set is filterbase finite, so also strongly filterbase finite and
dyadically filterbase finite.
Proof. In view of Corollaries 4.9(i) and 4.11, it is obvious that dyadically
filterbase infinite sets are strongly filterbase infinite. If {Vi : i ∈ ω} is a
collection of filterbases in A satisfying conditions (i)-(iv) of Definition 1.6(a),
then, by putting V˜i = {V \F : V ∈ Vi, F ∈ [A]<ω} for every i ∈ ω, we obtain
a collection {V˜i : i ∈ ω} of free filterbases in A which witnesses that A is
filterbase infinite. It is obvious that every amorphous set is filterbase finite,
and this was noticed in [15].
Remark 4.13. (i) We do not know if the following statement is provable in
ZF or independent of ZF: For every locally compact Hausdorff space X, if
X has a denumerable remainder, then N(∞) is a remainder of X.
(ii) One can prove that, in ZFC, given a Hausdorff compactification αX
of a locally compact Hausdorff space X such that αX \ X is denumerable,
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there exists a sequence (An)n∈ω of non-empty clopen sets of αX \ X such
that A0 = αX \ X and, for every n ∈ ω, An+1 is a proper subset of An.
Then, to see that N(∞) is a remainder of X, we can check that condition
(a) of Theorem 4.10 is satisfied. Namely, we can define a sequence (αnX)n∈N
as follows. We denote by α1X the compactification of X obtained from αX
by identifying the set A0 with a point. For every n ∈ ω, we define αn+1X
as the compactification of X obtained from αX by identifying the sets An
and Ai \ Ai+1 for i ∈ n with points. This also leads to a ZFC-proof to [2,
Theorem 6.32].
It was noticed in [22] that it holds in ZF that if D is an amorphous set,
then, for D = 〈D,P(D)〉, D(∞) is the Čech-Stone compactification of D,
the spaces D(∞) ×D and D are both pseudocompact but D(∞) ×D(∞)
is not the Čech-Stone compactification of D(∞)×D (see [22, Theorem 2.32
and Corollary 2.27]). Now, we can prove that, somewhat surprisingly, the
following theorem holds in ZF:
Theorem 4.14. (ZF) Let D be an amorphous set and let K be a non-
empty first-countable compact Hausdorff space. Then, for D = 〈D,P(D)〉,
K×D(∞) is the Čech-Stone compactification of K×D.
Proof. Put X = K × D and Y = K × D(∞). Consider any pair A,B of
non-empty disjoint closed sets of X. Suppose that clY(A) ∩ clY(B) 6= ∅.
There exists x0 ∈ K such that 〈x0,∞〉 ∈ clY(A) ∩ clY(B). Let {Gn : n ∈ N}
be a base of neighborhoods of x0 in K such that Gn+1 ⊆ Gn for every
n ∈ N. For any n ∈ N, let An = {t ∈ D : (Gn × {t}) ∩ A 6= ∅} and
Bn = {t ∈ D : (Gn × {t}) ∩ B 6= ∅}. Since D is amorphous, there exists
m ∈ N such that An = Am and Bn = Bm for every n ∈ N with n ≥ m. We
notice that if t ∈ Am ∩ Bm, then 〈x0, t〉 ∈ clX(A) ∩ clX(B) = A ∩ B. Hence,
since A ∩ B = ∅, the sets Am and Bm are disjoint. Since D is amorphous,
either Am or Bm is finite. Suppose that Am is finite. Let V = D(∞) \ Am
and U = Gm× V . Then U is a neighborhood of 〈x0,∞〉 in Y, so U ∩A 6= ∅.
There exist z0 ∈ Gm and y0 ∈ D ∩ V , such that 〈z0, y0〉 ∈ A. Then y0 ∈ Am
which is impossible because y0 ∈ V . The contradiction obtained proves
that clY(A) ∩ clY(B) = ∅. This, together with Theorem 1.13, implies that
K×D(∞) is the Čech-Stone compactification of K×D.
Remark 4.15. Let M be any model of ZF in which there is an amorphous
set. Let D be any discrete amorphous space in M. Then, in view of The-
orem 4.14, it holds in M that the space X = (ω + 1) × D is a metrizable
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pseudocompact, locally compact space which has N(∞) as a remainder but
2ω is not a remainder of X.
5 Independence results on compact metrizable
remainders
In this section, to prove some of our independence results, we apply per-
mutation models and the following transfer theorem which generalizes and
extends Jech-Sochor Embedding Theorem (cf. [9, Theorem 6.1]):
Theorem 5.1. (The Pincus Transfer Theorem.) (Cf. [28], [29], [7, p. 286],
[21, Theorem 2.19].) Let Ψ be a conjunction of statements that are either
injectively boundable or BPI. If Ψ has a permutation model, then Ψ has a
ZF-model.
The notions of boundable and injectively boundable statements are given
in [28] and in [7, Note 103, pp. 284–285]). Every boundable statement is
equivalent to an injectively boundable statement (see [28] or [7, p. 285]).
To show that Theorem 1.10 is unprovable in ZF and that it may hap-
pen in a model of ZF that a locally compact Hausdorff space X satisfies
conditions (a)-(c) of Theorem 4.1 but not all metrizable compact spaces are
remainders of X, we need the following lemma whose proof is included here
for completeness:
Lemma 5.2. (ZF) If a Hausdorff space Y is a continuous image of a com-
pact Hausdorff second-countable space, then Y is second-countable. There-
fore, a non-empty Hausdorff space Y is a continuous image of the Cantor
cube 2ω if and only if Y is compact and second-countable.
Proof. Let X be a second-countable compact Hausdorff space and let f :
X → Y be a continuous mapping of X onto a Hausdorff space Y. Suppose
that B is a base of X such that B is stable under finite unions. Since the
spaces X and Y are Hausdorff, it follows from the continuity of f and the
compactness of X that the collection G = {Y \f(X \U) : U ∈ B} is a base of
Y. If B is countable, so is G. This, together with Theorem 1.19, completes
the proof.
Theorem 5.3. (i) (ZF) Suppose that D is an amorphous discrete space
andK is a metrizable compact but not second-countable space. Then the
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space X = 2ω ×D satisfies the assumptions of Theorem 4.3; however,
K is not a remainder of X.
(ii) It is relatively consistent with ZF that there exists a locally compact
Hausdorff space X such that all non-empty compact second-countable
Hausdorff spaces are remainders of X but not all non-empty metrizable
compact spaces are remainders of X.
(iii) The implications (A)→ (B) and (C)→ (B) of Theorem 1.10 are both
unprovable in ZF.
Proof. (i) It follows from Theorem 4.14 that 2ω ×D(∞) is the Čech-Stone
compactification βX of X. Since βX \X is homeomorpbic to 2ω, while K is
not second-countable, it follows from Lemma 5.2 that K is not a continuous
image of βX \X. This implies that K is not a remainder of X. To see that
X satisfies the assumptions of Theorem 4.3, we fix a sequence (An)n∈N of
families An of pairwise disjoint clopen sets of 2ω such that A =
⋃
n∈N
⋃
An
is a base of 2ω and, for every n ∈ N and i ∈ {1, . . . , 2n}, 2ω =
2n⋃
i=1
Ani ,
An = {Ani : i ∈ {1, . . . , 2
n}} and An+12i−1 ∪ A
n+1
2i = A
n
i . For each n ∈ N and
each i ∈ {1, . . . , 2n}, we define Gni = A
n
i × D. Then, for Gn = {G
n
i : i ∈
{1, . . . , 2n}}, the sequence (Gn)n∈N satisfies the requirements of Theorem 4.3.
(ii) In Brunner’s Model II (labeled as N 43 in [7]), CACfin and NAS are
both false. Hence, by Theorem 5.1, the conjunction (¬CACfin) ∧ ¬NAS
has a ZF-model. Let M be any ZF- model for (¬CACfin) ∧ ¬NAS. Let
D be an amorphous discrete space in M. Since CACfin fails in M, there
exists an uncountable cuf set Y in M (cf. [7, Form [10 A]]). It follows from
Proposition 2.2(i) that, in M, the space K = Y(∞) is metrizable. Clearly,
K is not second-countable because Y is uncountable. In the light of (i), it is
true inM that K is not a remainder of 2ω×D, while all non-empty second-
countable Hausdorff compact spaces are remainders of 2ω ×D by Theorem
4.3.
That (iii) holds follows from the proof to (ii), taken together with (i) and
Theorem 4.1.
Theorem 5.4. (ZF) The statement “All non-empty metrizable compact spaces
are remainders of metrizable compactifications of N” is equivalent toM(C, S)
and, thus, it implies CACfin.
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Proof. By Theorem 1.16,M(C, S) implies CACfin. It follows from Corollary
4.9(i) thatM(C, S) implies that every non-empty compact metrizable space
is the remainder of a metrizable compactification of N.
To complete the proof, let us suppose that Z is a non-empty compact
metrizable space which is the remainder of a metrizable compactification γN
of N. Since γN is a separable metrizable space, it is second-countable. Hence
Z is second-countable, so Z is separable by Theorem 1.15.
Corollary 5.5. The statement “All non-empty metrizable compact spaces are
remainders of metrizable compactifications of N” is independent of ZF.
Proposition 5.6. (i) (ZF) CAC implies that every compact Hausdorff
space with a countable network is second-countable.
(ii) It is relatively consistent with ZF the existence of a compact Hausdorff,
not second-countable space having a countable network.
Proof. (i) Let X = 〈X, τ〉 be a compact Hausdorff space which has a count-
able network N . Assume that X consists of at least two points. Let
S = {〈A,B〉 ∈ N × N : clX(A) ∩ clX(B) = ∅}. For every 〈A,B〉 ∈ S,
let S(〈A,B〉) = {〈U, V 〉 ∈ τ × τ : clX(A) ⊆ U, clX(B) ⊆ V and U ∩ V = ∅}.
Since X is a compact Hausdorff space which consists of at least two points,
it follows that S 6= ∅ 6= S(〈A,B〉) for every 〈A,B〉 ∈ S. By CAC, there
exists f ∈
∏
{S(〈A,B〉) : 〈A,B〉 ∈ S}. Now, we can mimic the proof
to [3, Theorem 3.1.19] to show that X has a countable base. Namely, let
U = {U ∈ τ : (∃V ∈ τ)(∃〈A,B〉 ∈ S)〈U, V 〉 = f(〈A,B〉)} and V = {V ∈ τ :
(∃U ∈ τ)(∃〈A,B〉 ∈ S)〈U, V 〉 = f(〈A,B〉)}. The family B of all finite inter-
sections of members of U ∪V is a countable base of some Hausdorff topology
τ ∗ in X such that τ ∗ ⊆ τ . Then τ ∗ = τ because X is compact and 〈X, τ ∗〉 is
Hausdorff.
(ii) It was shown in [18] that there exists a modelM of ZF in which there
exists a compact Hausdorff countable space which is not metrizable, so not
second-countable. Clearly, every countable space has a countable network.
Hence (ii) holds.
Remark 5.7. (i) Let X be a locally compact Hausdorff space which has a cuf
base. Suppose that γX is a Hausdorff compactification of X such that the
remainder γX \X is compact and second-countable. We do not know if γX
must be metrizable in ZF. However, one can easily show in ZF that γX
has a network N such that N is a cuf set; therefore, in view of Proposition
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5.6 and Theorem 1.14, CAC implies that γX is metrizable. Using similar
arguments to the ones from the proof to Theorem 4.8, one can show that it
holds in ZF that if a locally compact non-compact Hausdorff space has a cuf
base, then all Hausdorff compactifications of X with finite remainders are
metrizable.
(ii) Using similar arguments to the ones from the proof to Theorem 4.4,
one can show that it holds in ZF that if a locally compact non-compact
Hausdorff space has a cuf base, then all Hausdorff compactifications of X
with finite remainders are metrizable.
Condition (a) of our next theorem shows that the statements ISFBI and
IDFBI are both independent of ZF, while condition (c), together with The-
orem 5.9 leads to the conclusion that the converse of the second implication
in Corollary 4.9(iii) is not true in ZF because it fails in a model of ZF.
Theorem 5.8. (a) The following implications are true in ZF (and also in
ZFA):
IWDI→ IDFBI→ ISFBI→ IFBI→ NAS.
(b) Condition (B) of Corollary 1.11 is unprovable in ZF.
(c) Let M be a model of ZF in which there indeed exists a disjoint de-
numerable family of amorphous sets without a partial multiple choice
function. Then it is true in M that there exists a dyadically filterbase
infinite set A which neither contains an infinite cuf set nor is equipotent
to a subset of R.
Proof. (a) This follows directly from Corollaries 4.9(iii) and 4.12. For a proof
to (b), we notice that, in view of (a), Condition (B) of Corollary 1.11 is false
in every model of ZF+ ¬NAS, for instance, in the model M37 in [7].
(c) Let A = {An : n ∈ ω} be a disjoint family of amorphous sets in a
modelM of ZF such that A does not have a partial multiple choice function
inM. Then it is true inM that the set A =
⋃
n∈ω
An is quasi Dedekind-finite.
Since A is not a cuf set in M and every amorphous subset of R is finite, it
is true inM that there is no injection f : A→ R. By Corollary 4.9(iii), A is
dyadically filterbase infinite in M because A is weakly Dedekind-infinite in
M.
In the following theorem, we show that there exists a model M of ZF
which satisfies the assumptions of (c) of Theorem 5.8.
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Theorem 5.9. It is relatively consistent with ZF that there exists a denu-
merable collection of amorphous sets with no partial multiple choice function.
Proof. Let Ψ be the statement: There exists a denumerable family Y of
amorphous sets which does not have a partial multiple choice function. To
show that Ψ has a permutation model, let us consider the Brunner-Pincus
Model N 26 in [7]. We recall that N 26 is a permutation model which can be
defined as follows. We start with a ground modelM of ZFA+AC which has
the set A of all atoms such that, in M , A =
⋃
n∈ω
An where, for all m,n ∈ ω,
An is infinite and Am ∩ An = ∅. Let G be the group of all permutations
φ of A such that, for every n ∈ ω, φ(An) = An. Let I = [A]<ω. In the
terminology established in [22, Definition 2.9] (see also [9, Chapter 4]), N 26
is the permutation model determined by M , G and the ideal of supports I.
Then, for every n ∈ ω, the set An is amorphous in N 26 (see [7, p. 202]). It
is easily seen that the family {An : n ∈ ω} does not have a partial multiple
choice function in N 26. Hence Ψ is satisfied in N 26.
To transfer Ψ to a ZF-model, we will apply the Jech–Sochor First Em-
bedding Theorem (see [9, Theorem 6.1]) which embeds an arbitrarily large
initial segment of a given permutation model of ZFA into a symmetric model
of ZF. That is, suppose that N is a permutation model of ZFA with a set
A of atoms. Let α be an ordinal of the groud model of N . Then, by [9, The-
orem 6.1], there exists a symmetric model M of ZF and an ∈-embedding
x 7→ x˜ ofN intoM such that (Pα(A))N is ∈-isomorphic to (Pα(A˜))M, where
A˜ = {a˜ : a ∈ A} (see [9, equation (8.1), p. 128] for the definition of a˜).
An application of the Jech–Sochor theorem concerns existential state-
ments of the kind ∃Y ϕ(Y, γ) where ϕ(Y, γ) is a formula such that the only
quantifiers in ϕ are ∃u ∈ Pγ(Y ) and ∀u ∈ Pγ(Y ) (see [9, Problem 1, p. 94]).
More specifically, assume that N is a permutation model of ZFA satisfying
∃Y ϕ(Y, γ). Let Y be a set of N such that ϕ(Y, γ) is true in N . Suppose
that α is an ordinal such that Pγ(Y ) ⊆ Pα(A) where A is the set of atoms
of N . By the embedding theorem, there exists a symmetric modelM of ZF
such that (Pα(A))N is ∈-isomorphic to (Pα(A˜))M. Since the quantifiers in
ϕ are restricted to Pγ(Y ) ⊆ Pα(A), it follows that M satisfies ϕ(Y˜ , γ), and
therefore ∃Y ϕ(Y, γ) is true in M.
Now, let us come back to the model N 26. We fix any ordinal γ with
ω < γ < ω1 in the ground modelM of ZFA +AC. Let ϕ(Y, γ) stand for the
formula: Y is a denumerable set of pairwise disjoint amorphous sets such that
Y does not have a partial multiple choice function. Clearly, the existential
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statement ∃Y ϕ(Y, γ), described above, is such that all quantifiers in ϕ are of
the kind ∃u ∈ Pγ(Y ) or ∀u ∈ Pγ(Y ).
In particular, we know that ∃Y ϕ(Y, γ) is true in N 26 by taking Y to be
the denumerable partition {An : n ∈ ω} of the set A of atoms of N 26 into
the amorphous sets An (n ∈ ω). Letting κ be a regular cardinal such that
κ > |Pγ(A)| in M , one can follow the proof of [9, Theorem 6.1] in order to
obtain a symmetric model M and a set A˜ = {a˜ : a ∈ A} ∈ M such that
(Pγ(A))N26 is ∈-isomorphic to (Pγ(A˜))M.
Let Y˜ = {A˜n : n ∈ ω}, where A˜n = {a˜ : a ∈ An}. Then Y˜ ∈ (P2(A˜))M,
so Y˜ ∈ (Pγ(A˜))M.
For every n ∈ ω, A˜n is amorphous in the model M. Indeed, let n ∈ ω.
Assume, by way of contradiction, that A˜n has a partition U into two infinite
sets in M. Now U ∈ (P2(A˜n))M ⊆ (P2(A˜))M. Thus U ∈ (Pγ(A˜))M, and
since (Pγ(A˜))M is ∈-isomorphic to (Pγ(A))N26, it follows that there exists
V ∈ (Pγ(A))N26 such that V is a partition of An in N 26 into two infinite
sets. (Note that U = {Z˜, An \ Z˜} for some infinite, co-infinite Z ⊆ An, so
that V = {Z,An \ Z}.) This contradicts the fact that An is amorphous in
N 26.
In a similar manner, one can check that the sets A˜n are pairwise disjoint.
To show that Y˜ is denumerable in M, we consider the bijection f : ω → Y˜
defined by f(n) = A˜n for n ∈ ω. We notice that since |Y | = ℵ0 in N 26,
the bijection n 7→ An is in (Pω(A))N26 ⊆ (Pγ(A))N26. This implies that
f ∈ (Pω(A˜))M. Hence f ∈M and Y˜ is denumerable in M.
Now we assert that Y˜ has no partial multiple choice function in M.
Assume the contrary and let Z˜ be an infinite subset of Y˜ with a multiple
choice function f in M, i.e. f is a function with domain Z˜ such that for
every z ∈ Z˜, f(z) is a non-empty finite subset of z. Since all elements of Z˜
and [A˜]<ω are in (P(A˜))M, it follows that every element of f is in (P3(A˜))M.
Thus f ∈ (P4(A˜))M, and therefore f ∈ (Pγ(A˜))M. Since (Pγ(A˜))M is ∈-
isomorphic to (Pγ(A))N26, it follows that there exists a g ∈ (Pγ(A))N26 such
that g is a multiple choice function for the infinite subset Z of Y . This
contradicts the fact that Y has no partial multiple choice function in N 26.
The above arguments complete the proof that Ψ is satisfied in M.
The following corollary can be deduced from Theorems 5.8(c) and 5.9:
Corollary 5.10. The statement “Every dyadically filterbase infinite set is
quasi Dedekind-infinite or equipotent to a subset of R” is independent of ZF.
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Remark 5.11. By applying Cohen’s original model M1 of [7], it is easy to
show that the statement “Every dyadically filterbase infinite set is quasi
Dedekind-infinite” is independent of ZF. Namely, it is known that, in M1,
the set A of all added Cohen reals is an infinite Dedekind-finite subset of R,
so A does not contain any infinite cuf set. By Corollary 4.9(iii), it is true in
M1 that A is dyadically filterbase infinite.
A natural question is whether the implications from Theorem 5.8(a) are
reversible in ZF. Only the the implication IFBI → NAS is known to be
non-reversible in ZF. Namely, it was shown in [15] that, in the permutation
model N 51 of [7], in which NAS (but not BPI) is true, IFBI is false and,
in consequence, the conjunction NAS ∧ ¬IFBI has a ZF-model. Let us
remark that, since NAS does not imply BPI in ZF, and the implications
BPI→ ACfin → NAS are known to be true in ZF (see [7, p. 335] and [6,
Theorem 4.37 and Proposition 4.39]), BPI is essentially stronger than NAS
in ZF. In Theorem 5.12 below, we provide a substantial strengthening of
the result of [15] that NAS ∧ ¬IFBI has a ZF-model by establishing that
BPI ∧ ¬IFBI has a ZF-model.
Theorem 5.12. (i) The Mostowski Linearly Ordered Model N 3 in [7] is
a permutation model of ZFA in which BPI ∧ ¬IFBI is true.
(ii) There exists a ZF-model for BPI ∧ ¬IFBI.
Proof. (i) Let us recall in brief a definition of N 3. We start with a ground
model M of ZFA+AC such that, in M , there is a linear order ≤ on the set
A of all atoms of M such that the set 〈A,≤〉 is order isomorphic to the set
of all rational numbers equipped with the standard linear order. Let G be
the group of all order-automorphisms of 〈A,≤〉. Let I = [A]<ω. Then N 3 is
the permutation model determined by M , G and the ideal I (see, e.g., [7, p.
182], [9, Section 4] and [21]). It is known that BPI is true in N 3. To show
that IFBI is false in N 3, let us prove that the set A is filterbase finite in
N 3. By way of contradiction, we assume that A is filterbase infinite in N 3.
Then, in N 3, we can fix a collection V = {Vi : i ∈ ω} of free filterbases in A
such that, for every pair i, j of distinct elements of ω, there exist U ∈ Vi and
V ∈ Vj with U ∩ V = ∅.
We recall that, for x ∈ M , fixG(x) = {φ ∈ G : (∀t ∈ x)φ(t) = t} and
symG(x) = {φ ∈ G : φ(x) = x}. For x ∈ M , a set E ∈ I is called a support
of x if fixG(x) ⊆ symG(x). For c, d ∈ A with c < d, let (c, d) = {a ∈ A : c <
a < d}, (−∞, c) = {a ∈ A : a < c} and (d,+∞) = {a ∈ A : d < a}.
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Let E ∈ I be a support of Vi for all i ∈ ω. There exists n ∈ ω such that
E = {ej : j ∈ n + 1} and ej < ek if j ∈ k ∈ n + 1. Since E is finite and the
filterbases from V are all free, by defining V ′i = {V \E : V ∈ Vi} for i ∈ ω, we
obtain in N 3 a collection V ′ = {V ′i : i ∈ ω} of free filterbases in A such that
E is a support of V ′i for every i ∈ ω. Therefore, without loss of generality,
we may assume that, for every i ∈ ω and every V ∈ Vi, V ∩ E = ∅.
Let Z = {(−∞, e0)}∪{(ek, ek+1) : k ∈ n}∪{(en,+∞)}. For I ∈ Z, i ∈ ω
and V ∈ Vi, we say that V is bounded in I if there exist aI , bI ∈ I such that
aI < bI and V ∩ I ⊆ (aI , bI). If V is not bounded in I, we say that V is
unbounded in I.
Suppose that i ∈ ω and V ∈ Vi are such that V is bounded in every I ∈ Z.
For every I ∈ Z, we fix aI , bI ∈ I such that aI < bI and V ∩ I ⊆ (aI , bI).
There exists η ∈ fixG(E) such that, for every I ∈ Z, η((aI , bI))∩ (aI , bI) = ∅.
Clearly, η(Vi) = Vi and η(V )∩V = ∅. On the other hand, since V, η(V ) ∈ Vi
and Vi is a filterbase, we have η(V ) ∩ V 6= ∅. The contradiction obtained
shows that the following condition is satisfied:
(1) (∀i ∈ ω)(∀V ∈ Vi)(∃I ∈ Z)(V ∩ I is unbounded in I).
In view of this observation and the fact that, for every i ∈ ω, Vi is a filterbase
on X, we may assume without loss of generality that
(2) (∀i ∈ ω)(∀V ∈ Vi)(∀I ∈ Z)(V ∩ I 6= ∅ → V ∩ I is unbounded in I).
To see this, we fix i ∈ ω and, for V ∈ Vi, we put U(V ) = {I ∈ Z :
V ∩ I is bounded }. We show that, for every V ∈ Vi, there exists W ∈ Vi
such thatW ⊆ V and, for every I ∈ Z, ifW ∩I 6= ∅, thenW is unbounded in
I. To do this, we fix V0 ∈ Vi. Suppose that U(V0) 6= ∅. By (1), Z\U(V0) 6= ∅.
One can construct a ψ ∈ fixG(E) such that, for every I ∈ U(V0), ψ(V0 ∩ I)∩
(V0∩I) = ∅ and, for every I ∈ Z\U(V0), ψ fixes I pointwise (and hence ψ fixes
V0 ∩ I pointwise). Since ψ ∈ fixG(E) and E is a support of Vi, we have that
ψ(V0) ∈ ψ(Vi) = Vi. Furthermore, ψ(V0)∩V0 =
⋃
{V0∩I : I ∈ Z \U(V0)} so,
for every I ∈ Z such that (ψ(V0)∩V0)∩I 6= ∅, it is the case that (ψ(V0)∩V0)∩I
is unbounded in I. Since Vi is a filterbase, there exists V1 ∈ Vi such that
V1 ⊆ ψ(V0) ∩ V0. We notice that {I ∈ Z : V1 ∩ I 6= ∅} ⊆ Z \ U(V0) and
U(V0) ⊆ U(V1). If U(V1) ∩ {I ∈ Z : V1 ∩ I 6= ∅} = ∅, we put W = V1. If
U(V1) ∩ {I ∈ Z : V1 ∩ I 6= ∅} 6= ∅, in much the same way, as above, we
find a set V2 ∈ Vi such that V2 ⊆ V1, {I ∈ Z : V2 ∩ I 6= ∅} ⊆ Z \ U(V1)
and U(V1) ⊆ U(V2). Since Z is finite, after finitely many steps, for a natural
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number k, we find a set Vk ∈ Vi such that Vk ⊆ V0 and, for every I ∈ Z, if
Vk ∩ I 6= ∅, then Vk is unbounded in I. This implies that, for every i ∈ ω,
V∗i = {V ∈ Vi : (∀I ∈ Z)(V ∩ I 6= ∅ → V is unbounded in I)} is a free
filterbase such that E is a support of V∗i and, moreover, if j ∈ ω \ {i}, then
there exist U ∈ V∗i and W ∈ V
∗
j with U ∩W = ∅. If V does not satisfy (2),
we may replace {Vi : i ∈ ω} with {V∗i : i ∈ ω}. This is why, for simplicity
and without loss of generality, we may assume that (2) is satisfied.
Let us notice that it follows from (2) that we may also assume that the
following condition holds:
(3) for every i ∈ ω, every V ∈ Vi and every I ∈ Z, if V ∩ I 6= ∅, then the
following conditions are satisfied:
(3.1) if I = (−∞, e0), then there exists a ∈ I such that (−∞, a) ⊆ V
(in this case, we say that V is of type (3.1.1)) or (a, e0) ⊆ V (that
is, V is of type (3.1.2));
(3.2) if I = (ek, ek+1) for some k ∈ n, then there exists a ∈ I such that
(ek, a) ⊆ V (that is, V is of type (3.2.1(k))) or (a, ek+1) ⊆ V (that
is, V is of type (3.2.2(k)));
(3.3) if I = (en,+∞), then there exists a ∈ I such that (en, a) ⊆ V
(this means that V is of type (3.3.1)) or (a,+∞) ⊆ V (in this
case, V is of type (3.3.2)).
To see this, for i ∈ ω and V ∈ Vi, let W(V ) be the set of all I ∈ Z such that
V ∩ I 6= ∅ but none of (3.1)-(3.3) is true. Suppose that i ∈ ω and V ∈ Vi
are such that W(V ) 6= ∅. Then we can find a permutation η ∈ fixG(E)
such that, for every I ∈ W(V ), η(V ∩ I) ∩ (V ∩ I) = ∅ and, for every
I ∈ Z \W(V ), if x ∈ I, then η(x) = x. If Z \W(V ) = ∅, then η(V )∩ V = ∅
but this is impossible because Vi is a filterbase and since η(Vi) = Vi, we have
V, η(V ) ∈ Vi, so η(V )∩ V 6= ∅ This contradiction shows that Z \W(V ) 6= ∅.
Since η(V ), V ∈ Vi and Vi is a filterbase, there exists W ∈ Vi such that
W ⊆ η(V ) ∩ V . Now, using ideas similar to the ones in the paragraph
following (2) above, one can show that, for every i ∈ ω and V ∈ Vi, there
exists U ∈ Vi such that U ⊆ V and W(U) = ∅. We thus take the liberty to
leave the details to the interested reader. If V does not satisfy (3), then we
may replace it by a suitable family V ′ = {V ′i : i ∈ ω} where, for every i ∈ ω,
V ′i = {V ∈ Vi : W(V ) = ∅}. It is clear that E is a support of every V
′
i and
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V ′ witnesses that A is filterbase infinite. This is why we may assume that V
satisfies (3).
Let us fix m ∈ ω with m > 2(n+1). Since V witnesses that A is filterbase
infinite, we can chooce a family {Vi : i ∈ m+1} of pairwise disjoint sets such
that, for every i ∈ m+ 1, Vi ∈ Vi. This is impossible because if i, j ∈ N + 1
and i 6= j, then Vi ∩ Vj = ∅, so, among the 2(n + 1) types defined in (3.1)-
(3.3), the types of Vi and Vj are different. This completes the proof that A
is filterbase finite in N 3.
(ii) We have already shown that the statement BPI∧¬IFBI has a permu-
tation model. To see that BPI∧¬IFBI can be transferred to a model of ZF
by Theorem 5.1, it suffices to notice that ¬IFBI is a boundable statement,
and thus ¬IFBI is injectively boundable.
Remark 5.13. We do not know if IDFBI implies IWDI in ZF. We also do
not know if ISFBI implies IDFBI in ZF. In the forthcoming theorem, we
show that, in a model of ZF, a weakly Dedekind-finite set can be strongly
filterbase infinite.
Theorem 5.14. The statement “Every strongly filterbase infinite set is weakly
Dedekind-infinite” is not provable in ZF.
Proof. Let us denote by Φ the statement: There exists a strongly filterbase
infinite set which is not weakly Dedekind-infinite. This statement is bound-
able, so also injectively boundable. Therefore, by Theorem 5.1, to prove that
Φ has a ZF-model, it suffices to construct a permutation model forΦ. We re-
mark that, since Φ is boundable, if we show that Φ has a permutation model,
we can also use Jech-Sochor First Embedding Theorem (see [9, Theorem 6.1
and Problem 1 (p. 94)]) to deduce that Φ has a (symmetric) ZF-model. Let
us introduce a new Fraenkel-Mostowski model N in which Φ is true. To this
end, we start with a ground model M of ZFA+AC with a denumerable set
A of atoms, which has a denumerable partition {Ai : i ∈ ω} into infinite sets.
For a set S and a mapping ψ : S → S, let supp(ψ) = {x ∈ S : ψ(x) 6= x}
(i.e., supp(ψ) is the support of the mapping ψ). Let G be the group of all
permutations φ of A which have the following two properties:
(1) for every i ∈ ω, φ moves only finitely many elements of Ai;
(2) for every i ∈ ω, there exist j ∈ ω and F ∈ [Aj]<ω such that
φ[supp(φ ↾ Ai)] = F.
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For every i ∈ ω, we let
Qi = {φ(Ai) : φ ∈ G}.
We also let
Q =
⋃
{Qi : i ∈ ω}.
For every E ∈ [Q]<ω, let GE = {φ ∈ G : ∀Q ∈ E(φ(Q) = Q)}. Then
GE is a subgroup of G. Since, for E,E ′ ∈ [Q]<ω, GE∪E′ ⊆ GE ∩ GE′, the
collection {GE : E ∈ [Q]<ω} is a filterbase in the set of all subgroups of G.
We define F to be the filter of subgroups of G generated by the filterbase
{GE : E ∈ [Q]<ω}. To see that F is a normal filter on G (see [9, p. 46]
for a definition of a normal filter), we check that F has the following two
properties:
(3) ∀a ∈ A({pi ∈ G : pi(a) = a} ∈ F)
and
(4) (∀pi ∈ G)(∀H ∈ F)(piHpi−1 ∈ F).
To see that (3) holds, we fix a ∈ A. There exists a unique i ∈ ω such
that a ∈ Ai. We fix j ∈ ω \ {i} and a′ ∈ Aj. Let φ ∈ G be the transposition
(a, a′). Then φ(Aj) = (Aj \ {a′}) ∪ {a}. The set E0 = {Ai, φ(Aj)} is a finite
subset of Qi ∪ Qj ⊂ Q, so E0 ∈ [Q]<ω. Furthermore, it is easy to see that
GE0 ⊆ {pi ∈ G : pi(a) = a}. Thus {pi ∈ G : pi(a) = a} ∈ F , and so (3) holds.
To check that (4) holds, we fix pi ∈ G and H ∈ F . There exists E ∈ [Q]<ω
such that GE ⊆ H . By the definition of Q, we have pi[E] ∈ [Q]<ω. We assert
that Gpi[E] ⊆ piHpi−1. Let ρ ∈ Gpi[E]. For every T ∈ E we have the following:
ρ(piT ) = piT → pi−1ρpi(T ) = T ;
Hence, since GE ⊆ H , we have:
pi−1ρpi ∈ GE → ρ ∈ piGEpi
−1 ⊆ piHpi−1.
Therefore, ρ ∈ piHpi−1. Since ρ is an arbitrary element of Gpi[E], we conclude
that Gpi[E] ⊆ piHpi−1. This implies that piHpi−1 ∈ F , so (4) holds.
Let N be the permutation model determined by M , G and F . We say
that an element x ∈ N has support E ∈ [Q]<ω if, for all φ ∈ GE , φ(x) = x.
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To show that the set A of atoms is strongly filterbase infinite in N , for
every i ∈ ω, we define Wi = {
⋂
R : R ∈ [Qi]<ω \ {∅}} and Vi = {
⋃
C :
C ∈ [Wi]<ω \ {∅}}. We put V = {Vi : i ∈ ω}. On the basis of the definition
of Qi (i ∈ ω), it is not hard to verify that any permutation of A in G fixes
V pointwise. Hence, fixG(V) = G ∈ F , and thus V is well-orderable in the
model N (see also [9, item (4.2), p. 47]). Since V is denumerable in M and
well-orderable in N , it follows that V is denumerable in N . Let us leave to
the interested readers an easy verification that V satisfies all conditions of
Definition 1.6(a). Hence A is strongly filterbase infinite in N . To complete
the proof, it remains to show that A is weakly Dedekind-finite in N .
Suppose that A is weakly Dedekind-infinite in N . Then (P(A))N has a
denumerable subset U = {Un : n ∈ ω} which is in N . Let E ∈ [Q]<ω be a
support of Un for all n ∈ ω.
Suppose that
⋃
U *
⋃
E. Hence, we can fix k ∈ ω, x ∈ Uk \
⋃
E
and y ∈ A \ (Uk ∪
⋃
E). Let ψ ∈ G be the transposition (x, y). Then
ψ ∈ GE , so ψ(Uk) = Uk. It follows that y = ψ(x) ∈ ψ(Uk) = Uk, which is
impossible. The contradiction obtained shows that
⋃
U ⊆
⋃
E. This implies
that there exist Z ∈ E and k,m ∈ ω, such that k 6= m and Uk ∩ Z 6= ∅ 6=
(Um ∩ Z) \ Uk. We can fix a ∈ Uk ∩ Z and b ∈ (Um ∩ Z) \ Uk. Let φ ∈ G
be the transposition (a, b). Then φ ∈ GE , so φ(Uk) = Uk. This implies that
b = φ(a) ∈ φ(Uk) = Uk, which is impossible. This contradiction shows that
A is weakly Dedekind-finite in N .
Theorem 5.15. Let N be the permutation model from the proof to Theorem
5.14. Then NAS is false in N . Therefore, ISFBI is also false in N .
Proof. Let us use the same notation concerning the definition of N , as in the
proof to Theorem 5.14. Let i ∈ ω. We notice that Ai ∈ N because {Ai} is
a support of Ai. Suppose that there exists an infinite set X ∈ N such that
X ⊆ Ai and Ai\X is infinite. Now, let E ∈ [Q]<ω be a support of X. We can
fix x ∈ X, y ∈ Ai \X and φ ∈ GE , such that φ(x) = y. Since E is a support
of X and φ ∈ GE , we have φ(X) = X. However, y = φ(x) ∈ φ(X) = X, but
this is impossible. The contradiction obtained shows that Ai is amorphous in
N , so NAS is false in N . In view of Theorem 5.8(a), ISFBI implies NAS
in ZFA. Hence ISFBI is false in N .
Proposition 5.16. There exists a model M of ZF in which it is true that
there exists a locally compact Hausdorff, not completely regular space X such
that all non-empty second-countable compact Hausdorff spaces are remainders
of X.
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Proof. LetM be any model of ZF in which there exists a compact Hausdorff
not completely regular space Z (cf, e.g., [4]) and let us work inside M. It
was shown in [22] that there exists a Hausdorff compactification γD of a
discrete space D such that γD \ D is homeomorphic to Z. Then assuming
that N ∩ Z = ∅ where N is the set of all natural numbers of M, we can
consider the space X = Z⊕ N which is a Hausdorff locally compact but not
completely regular space. By Proposition 4.7 and Corollary 4.9(ii), all non-
empty second-countable compact Hausdorff spaces are remainders of X.
6 The list of open problems
To show a direction of future research relevant to the topic of this paper and
for the convenience of readers, we include a shortlist of open problems below.
(1) Is there a model of ZFA (or of ZF) in which ISFBI is true but IWDI
is false?
(2) Is there a model of ZFA (or of ZF) in which ISFBI is true but IDFBI
is false?
(3) Is there a model of ZFA (or of ZF) in which IDFBI is true but IWDI
is false?
(4) Is there a model of ZFA (or of ZF) in which a filterbase infinite set
can be strongly filterbase finite?
(5) Is there a model of ZFA (or of ZF) in which a strongly filterbase infinite
set can be dyadically filterbase finite?
(6) Is there a model of ZFA (or of ZF) in which a dyadically filterbase
infinite set can be weakly Dedekind-finite?
(7) Is it provable in ZF that if an infinite discrete space D has a denumer-
able remainder, then N(∞) is a remainder of D?
(8) Is it provable in ZF that if a locally compact Hausdorff space X has a
denumerable remainder, then N(∞) is a remainder of X?
(9) Is is provable in ZF that if a compact Hausdorff space X has a cuf
base, then X is weakly Loeb?
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(10) Is it provable in ZF that if a compact Hausdorff space has a cuf base and
a Hausdorff compactification γX has a second-countable remainder,
then γX is metrizable?
Clearly, a positive answer to question (3) gives a positive answer to ques-
tion (1). A negative answer to question (7) gives a negative answer to ques-
tion (8).
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