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MULTIPLICATIVE FUNCTIONS IN SHORT INTERVALS II
KAISA MATOMA¨KI AND MAKSYM RADZIWI L L
Abstract. We determine the behavior of multiplicative functions vanishing at a
positive proportion of prime numbers in almost all short intervals. Furthermore we
quantify “almost all” with uniform power-saving upper bounds, that is, we save a
power of the suitably normalized length of the interval regardless of how long or
short the interval is. Such power-saving bounds are new even in the special case of
the Mo¨bius function.
These general results are motivated by several applications. First, we strengthen
work of Hooley on sums of two squares by establishing an asymptotic for the num-
ber of integers that are sums of two squares in almost all short intervals. Previ-
ously only the order of magnitude was known. Secondly, we extend this result to
general norm forms of an arbitrary number field K (sums of two squares are norm-
forms of Q(i)). Thirdly, Hooley determined the order of magnitude of the sum of
(sn+1 − sn)γ with γ ∈ (1, 5/3) where s1 < s2 < . . . denote integers representable
as sums of two squares. We establish a similar results with γ ∈ (1, 3/2) and sn the
sequence of integers representable as norm-forms of an arbitrary number field K.
This is the first such result for a number field of degree greater than two. Assuming
the Riemann Hypothesis for all Hecke L-functions we also show that γ ∈ (1, 2) is
admissible. Fourthly, we improve on a recent result of Heath-Brown about gaps
between xε-smooth numbers. More generally, we obtain results about gaps between
multiplicative sequences. Finally our result is useful in other contexts aswell, for
instance in our forthcoming work on Fourier uniformity (joint with Terence Tao,
Joni Terava¨inen and Tamar Ziegler).
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1. Introduction
1.1. Special cases of results for multiplicative functions. Let f : N → [−1, 1]
be a multiplicative function1. In our previous paper [22] we have shown that “short
averages” of f are most of the time close to “long averages” of f , that is, for all
x ∈ [X, 2X ] outside of a subset of cardinality o(X) we have,
(1)
1
h
∑
x<n≤x+h
f(n)− 1
X
∑
X<n≤2X
f(n) = o(1)
provided that h→∞ with X →∞. Roughly speaking this result can be interpreted
as saying that the way integers factorize in a typical interval [x, x + h] is similar to
the way integers factorize in the long interval [X, 2X ].
The importance of this result is that it allows h to grow arbitrarily slowly with X .
In particular even for f equal to the Mo¨bius function (1) is not implied by the Riemann
Hypothesis. Nonetheless there are still a few drawbacks. First, if f is lacunary, the
mean-value of |f | itself is o(1) and (1) is trivial. This is the case for many interesting
multiplicative functions, such as for example the indicator function of integers that
are representable as sums of two squares. Secondly, while it is not possible to replace
o(1) in (1) by h−c for some c > 0 we can still hope to show that the exceptional set
of x ∈ [X, 2X ] for which (1) does not hold is ≪c Xh−c for some c > 02. Thirdly, for
many applications one requires (1) for complex valued multiplicative functions, and
this requires a change in the main term. In this paper we address all these issues.
We will say that a subsetN ⊂ N is multiplicative if for anym,n ≥ 1 with (m,n) = 1
we have m,n ∈ N if and only if mn ∈ N . For example one might think of N = N
or N equal to the set of integers that can be represented as sums of two squares. In
general such a subset can be quite arbitrary and it is natural to require (from the
point of view of sieve theory) that there exist a constant α > 0 such that for all
2 ≤ w ≤ z,
(2)
∑
w<p≤z
p∈N
1
p
> α
∑
w<p≤z
1
p
−O
( 1
logw
)
.
If (2) holds, then the density of N in [1, X ] is approximately given by
δ(N ;X) :=
∏
p≤X
p 6∈N
(
1− 1
p
)
.
so that the average spacing between consecutive elements of N ∩ [1, X ] is δ(N ;X)−1.
We are now ready to state our first main result.
1We focus on real-valued multiplicative functions for now, for the sake of exposition
2It is reasonable to conjecture that this exceptional set is ≪A Xh−A for any given A > 0, but
this conjectures is far out of reach
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Corollary 1.1. Let N be a multiplicative subset of N. Let f : N → [−1, 1] be a
multiplicative function. Suppose that (2) holds for some α > 0. Then there exists a
constant κ := κ(α) > 0, such that, for all δ ∈ (0, 1/1000) and 2 ≤ h0 ≤ X,∣∣∣ 1
h0
∑
x<n≤x+h0δ(N ;X)−1
n∈N
f(n)− 1
Xδ(N ;X)
∑
X<n≤2X
n∈N
f(n)
∣∣∣ < δ
outside of a set of x ∈ [X, 2X ] of cardinality ≪ Xh−δκ0 . Moreover if N = N and
δ ≥ (log h0)−1/300, then the exceptional set is bounded by ≪ X(h−δ/150 +X−δ4/1016).
In [22] we obtained results only for N = N and in that case the cardinality of our
exceptional set was≪ Xh−c for some c > 0 only for h ≤ logν X for some small ν > 0.
If |f | ≡ 1 then intervals of length δ(N ;X)−1 are the shortest intervals for which
Corollary 1.1 can hold. However if |f | is not close to 1 then it is possible to obtain
meaningful results for shorter intervals. This is accomplished in the more technical
Theorem 1.9 below. Furthermore Theorem 1.9 describes explicitely the exponent κ
appearing in Corollary 1.1 and establishes results for complex valued multiplicative
functions. On the other hand the special case N = N follows immediately from
Theorem 1.7 below.
It would be possible to prove a variant of Theorem 1.9 for multiplicative functions
f such that f(n) = Oε(n
ε) for every n and ε > 0 and f(pk) = Ok(1) for every prime
p and integer k ≥ 1. We refrain from doing this in this paper.
We can obtain much stronger results if we seek only the order of magnitude and
not asymptotics.
Corollary 1.2. Let N be a multiplicative subset of N. Suppose that (2) holds for
some α > 0 and all w ≤ z ≤ Xα.
(i) Let ε > 0 be given. There exists a constant δ = δ(α, ε) > 0 such that, for all
2 ≤ h0 ≤ X, the number of x ∈ [X, 2X ] for which∑
x<n≤x+h0δ(N ;X)−1
n∈N
1 ≤ δh0
is ≪α,ε Xh−1/2+ε0 .
(ii) Let γ ∈ [1, 3/2) be given. If 1 ≤ n1 < n2 < . . . is an enumeration of elements of
N , then ∑
ni≤X
(ni+1 − ni)γ ≍α,γ Xδ(N ;X)1−γ.
We refer the reader to Theorem 1.11 below for a stronger but more technical vari-
ant. The second part of Corollary 1.2 is a simple consequence of the first part. An
important feature of Corollary 1.2 is that the exponent in the exceptional set does
not shrink with α in (2).
1.2. Applications to smooth numbers. Corollary 1.2 has immediate consequences
for smooth numbers.
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Corollary 1.3. Let θ > 0 be given.
(i) Let ε > 0 be given. For all 2 ≤ h ≤ X, the number of intervals (x, x + h] with
x ∈ [X, 2X ] that do not contain an xθ-smooth number is ≪ε,θ Xh−1/2+ε.
(ii) Let γ ∈ [1, 3/2) be given. Let 1 ≤ n1 < n2 < . . . denote the sequence of integers
n such that all prime factors of n are ≤ nθ. Then∑
ni≤x
(ni+1 − ni)γ ≍γ,θ x.
Part (i) improves on the result in [22] where weaker bounds on the exceptional set
are obtained. Moreover a minor modification of Corollary 1.3 also improves the result
on sign changes of multiplicative functions in [22]. Part (ii) improves on a result of
Heath-Brown [15, Theorem 2] who established the weaker upper bound ≪ε x1+ε for
any ε > 0.
1.3. Applications to norm-forms. Specializing Corollary 1.1 to the set of integers
representable as sums of two squares improves on a result of Hooley [20] who showed
that if 1 ≤ s1 < s2 < . . . is the sequence of integers representable as sums of two
squares, then, for any h0 →∞ with X →∞, one has
(3)
∑
x<si≤x+h0
√
log x
1 ≍ h0
for almost all x ∈ [X, 2X ]. Moreover in an earlier paper Hooley [19] established that
(4)
∑
sn≤x
(sn+1 − sn)γ ≍ x(log x)
1
2
(γ−1)
for γ ∈ [1, 5/3). The much more general Corollary 1.2 gives this only in the range
γ ∈ [1, 3/2) but in a forthcoming work we will establish (4) for every γ ∈ [1, 2).
Sums of two squares are norm-forms of Q(i) and it is natural to wonder to what
extent (3) and (4) generalize to norm-forms of other number fields. Recall that an
integer n is a norm-form of a number field K if n is equal to the norm of an algebraic
integer in K. Alternatively the set of norm forms ofK corresponds to the image of the
homogeneous polynomial Q(x1, . . . , xk) = NK/Q(x1ω1 + . . . + xkωk) where x1, . . . , xk
ranges over integers and ω1, . . . , ωk is a Z-basis of the ring of algebraic integers of K.
Following Odoni [28] the density in [1, X ] of norm-forms of an algebraic number
field K is
(5) δK(X) :=
∏
p≤X
p 6=Na
a integral ideal
(
1− 1
p
)
If K is a normal extension of Q of degree k, then δK(X) ≍ (logX)−1+1/k.
The main arithmetic input in Hooley’s work on (3) and (4) is a solution to the
shifted convolution problem,
(6)
∑
n≤x
rK(n)rK(n+ h)
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with rK(n) the coefficients of the Dedekind zeta function of K = Q(i). Estimating
(6) is completely open as soon as the degree of K exceeds two. For this reason
Hooley’s approach does not generalize beyond quadratic fields. Furthermore, when
the class number ofK differs from one, being a norm-form is no longer a multiplicative
condition3. This presents additional difficulties. Nonetheless we obtain the following
generalization of Hooley’s result (3) to arbitrary number fields.
Theorem 1.4. Let K be a number field over Q. Let δK(X) be defined as in (5).
Let 1 ≤ n1 < n2 < . . . be the sequence of non-negative norm-forms of K. Then, as
X →∞, uniformly in 2 ≤ h0 ≤ X and δ ∈ (0, 1/1000),
(7)
∣∣∣ ∑
x<nk≤x+h0δK(X)−1
1− CKh0
∣∣∣ ≤ δh0
for all x ∈ [X, 2X ] with at most O(Xh−cδκ0 ) exceptions where CK > 0 and c, κ > 0
are three constants that depend solely on K.
Furthermore we obtain the following generalization of Hooley’s result (4) to arbi-
trary number fields.
Theorem 1.5. Let K be a number field over Q and let δK(X) be as in (5). Let
1 ≤ n1 < n2 < . . . denote an enumeration of positive norm-forms of K.
(i) Let ε > 0 be given. There exists a constant δ = δ(K, ε) > 0 such that, for all
2 ≤ h0 ≤ δK(X)X, the number of x ∈ [X, 2X ] for which∑
x<ni≤x+h0δK(X)−1
1 ≤ δh0
is ≪ε,K Xh−1/2+ε0 . Moreover if the Riemann Hypothesis holds for all Hecke
L-functions then the exceptional set has size ≪ε,K Xh−1+ε0 .
(ii) Let γ ∈ [1, 3/2) be given. Then
(8)
∑
ni≤x
(ni+1 − ni)γ ≍γ,K xδK(X)1−γ.
Moreover if the Riemann Hypothesis holds for all Hecke L-functions then the
above holds for every γ ∈ [1, 2).
As we pointed out already, previously there was not a single tuple (K, γ) with K
a number field of degree > 2 and γ > 1 for which (8) or (7) was known. We believe
that a remarkable feature of (8) is that the exponent γ does not shrink when the
degree k = [K : Q] increases. We note also that given the current technology γ ≤ 2
is the best exponent for which one can hope. Incidentally note that (7) implies (8)
for γ < 1 + c with some c > 0.
1.4. Applications to Fourier Uniformity. We also note that the power-saving for
the exceptional set that we obtain for example in Corollary 1.1 is an ingredient in
3If K is not a principal ideal domain, then a positive proportion of the prime factors of a typical
norm-form are not themselves norm-forms
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our forthcoming work on Fourier Uniformity [24], in which we establish that, for any
given k ∈ N, and any multiplicative function f that is not χ(n)nit pretentious for
some |t| ≤ Xk+1 and Dirichlet character χ with bounded conductor,
∫ 2X
X
sup
P (Y )∈R[Y ]
deg P=k
∣∣∣ ∑
x<n≤x+H
f(n)e(P (n))
∣∣∣dx = o(HX)
as X → ∞, uniformly in exp(log5/8+εX) ≤ H ≤ X1/2−ε. The results of the present
work come into play when we prove the theorem for small H , in particular when H
is below the threshold exp(log2/3X). The latter is a natural threshold because of the
limitations of the Vinogradov-Korobov zero-free region.
1.5. Precise results for multiplicative functions. We are now ready to discuss
the main theorems from which all of the previous corollaries eventually follow. In
order to obtain results for complex-valued multiplicative functions f we introduce
a parameter tf,X that roughly measure the “complex part” of f in the sense that
f(n)n−itf,X essentially behaves as a real-valued function for n ≤ X .
Definition 1.6. Let f : N → U := {z ∈ C : |z| ≤ 1} be a multiplicative function.
We define
(9) M̂(f ;X) := min
|t|≤X
∑
p≤X
|f(p)| − ℜf(p)p−it
p
.
and let t̂f,X be (one of) t ∈ [−X,X ] that attains the minimum. Similarly we define
(10) M(f ;X) := min
|t|≤X
∑
p≤X
1−ℜf(p)p−it
p
.
and let tf,X be (one of) t ∈ [−X,X ] that attains the minimum.
Moreover we will say that f is almost real-valued if∑
p∈P
f(p)6∈R
|f(p)|
p
<∞.
We note that for the theorems that we are about to state the condition |t| ≤ X in
Definition 1.6 can be relaxed but not significantly: specifically the theorems remain
true if we require that |t| ≤ X/h1−ε for some ε > 0, but become false if we require
|t| ≤ X/h1+ε.
We first record the following direct improvement of the main theorem from [22]
which however does not yet address the case of sparse multiplicative functions f .
MULTIPLICATIVE FUNCTIONS IN SHORT INTERVALS II 7
Theorem 1.7. Let f : N → U be a multiplicative function. Fix ρ < ρ1 := 1/3 −
2/(3π). There exists a constant C ′ > 1 such that, for any 2 ≤ h ≤ X1/2 and
δ ∈ (0, 1/1000),∣∣∣1
h
∑
x<n≤x+h
f(n)− 1
h
∫ x+h
x
uitf,Xdu · 1
X
∑
X<n≤2X
f(n)n−itf,X
∣∣∣
≤ δ + C ′ log log h
log h
+
1
(logX)ρ/36
(11)
for all but at most
≪ρ X
( 1
hδ/15
+
1
Xδ4/1016
)
integers x ∈ [X, 2X ]. Moreover, if f is almost real-valued, then the claim also holds
with tf,X replaced by 0.
We notice that the theorem would not be true if tf,X was the smallest real-number
in [−X/h1+ε, X/h1+ε] minimizing the expression inside the minimum in (10).
In order to extend Theorem 1.7 to multiplicative functions that vanish on many
primes, we restrict our attention to a wide sub-class of multiplicative functions that
we call (α,∆)-non-vanishing. This is a weighted analogue of the condition (2).
Definition 1.8. Given α ∈ (0, 1] and ∆ ≥ 1, a multiplicative function f : N → U is
said to be (α,∆)-non-vanishing if, for all 2 ≤ w ≤ z ≤ ∆, we have
(12)
∑
w<p≤z
|f(p)|
p
≥ α
∑
w<p≤z
1
p
− O
( 1
logw
)
,
where the implied constant is understood to be fixed, and other constants are allowed
to depend on it.
Note that if f : N→ [0, 1] is (α,Xθ)-non-vanishing with α ∈ (0, 1] and θ > 0, then,
(13)
∑
n≤X
f(n) ≍ X
∏
p≤X
(
1 +
f(p)− 1
p
)
with the implicit constant in ≍ depending only on α, θ and the implied constant in
(12)4. One can think of (13) as a weighted version of the fundamental lemma of sieve
theory. Finally, given a multiplicative function g : N→ U, define
H(g;X) :=
∏
p≤X
(
1 +
(|g(p)| − 1)2
p
)
and given α ∈ (0, 1] set,
(14) ρα :=
α
3
− 2
3π
sin
(πα
2
)
> 0.
We are now ready to state our main theorem.
4see Lemma 10.5(iii) below for a stronger version of this claim
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Theorem 1.9. Let α ∈ (0, 1], θ ∈ (0, 1/16] and 0 < ρ < ρα. Let f : N → U be an
(α,Xθ)-non-vanishing multiplicative function. Given h0 ∈ [2, Xθ] set h := h0H(f ;X).
There exists a constant C ′ > 1 depending only on θ such that, for any δ ∈ (0, 1/1000),∣∣∣1
h
∑
x<n≤x+h
f(n)− 1
h
∫ x+h
x
uit̂f,Xdu · 1
X
∑
X<n≤2X
f(n)n−it̂f,X
∣∣∣
≤
(
δ + C ′
( log log h0
log h0
)α
+
1
(logX)αρ/36
) ∏
p≤X
(
1 +
|f(p)| − 1
p
)(15)
for all but at most
≪ρ,θ X
( 1
h
(δ/2000)1/α
0
+
1
Xθ3(δ/2000)6/α
)
integers x ∈ [X, 2X ]. Moreover, if f is almost real-valued, then the claim also holds
with t̂f,X replaced by 0.
A few features of this theorem deserve further comment.
First, one might believe that the shortest intervals for which Theorem 1.9 should
hold are of length
(16)
∏
p≤X
(
1− |f(p)| − 1
p
)
since this is the inverse of the mean-value of |f |. However this is larger than H(f ;X)
unless |f | is concentrated in {0, 1} ! Therefore for functions f such that |f | is not
concentrated in {0, 1} we obtain a result in intervals shorter than one would naively
expect.
In fact, it should be possible to obtain non-trivial results in intervals of length
shorter than H(f ;X). The example f(n) = (1−ε)Ω(n) is in this respect instructive. It
can be shown that the main contribution to the mean value of f comes from integers in
[1, X ] having (1−ε+o(1)) log logX prime factors. Since the mean-spacing of integers
n ≤ X with Ω(n) = (1−ε+o(1)) log logX is (logX)ε2/2+O(ε3) we expect that Theorem
1.9 should hold on intervals of length (logX)ε
2/2+O(ε3). For comparison Theorem 1.9
gives results in intervals of length ≫ H(f ;X) = (logX)ε2 while the “naive length”
(16) is (logX)ε. In this example it may actually be possible to reach shorter intervals
than we do here by restricting first to integers that have (1−ε+ o(1)) log logX prime
factors (see [23] for such a manoeuver at work and [9, 32] for results on the distribution
of integers n with ω(n) = k in almost all short intervals).
Secondly, in many applications we work with multiplicative functions for which∑
X<n≤2X f(n)n
−it̂f,X is small compared to
∑
X<n≤2X |f(n)|. In that case the main
term in Theorem 1.9 can be removed. A simple sufficient condition for this to happen
is that M̂(f ;X) is large. We provide for convenience the corollary below.
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Corollary 1.10. (i) Suppose that the assumptions of Theorem 1.9 hold. Then∣∣∣1
h
∑
x<n≤x+h
f(n)
∣∣∣
≤
(
δ + C ′
( log log h0
log h0
)α
+ C ′
M̂(f ;X)
α exp(M̂(f ;X))
+
1
α(logX)αρ/36
) ∏
p≤X
(
1 +
|f(p)| − 1
p
)
for all but at most
≪ρ,θ X
( 1
h
(δ/2000)1/α
0
+
1
Xθ3(δ/2000)6/α
)
integers x ∈ [X, 2X ].
(ii) Suppose that the assumptions of Theorem 1.7 hold. Then∣∣∣1
h
∑
x<n≤x+h
f(n)
∣∣∣ ≤ δ + C ′ log log h
log h
+ C ′
M(f ;X)
exp(M(f ;X))
+
1
(logX)ρ/36
for all but at most
≪ρ X
( 1
hδ/15
+
1
Xδ4/1016
)
integers x ∈ [X, 2X ].
Investigating the proofs rather than directly applying Theorems 1.7 and 1.9 one
could obtain better log-powers for this corollary.
We also have the following “weighted” analogue of Corollary 1.2.
Theorem 1.11. Let α ∈ (0, 1], θ ∈ (0, 1/9) and ε > 0. Let f : N → [0, 1] be an
(α,Xθ)-non-vanishing multiplicative function. Let 2 ≤ h0 ≤ X/H(f ;X). Then, there
exists a positive constant δ = δ(α, θ, ε) such that the the number of x ∈ [X, 2X ] for
which
1
h0H(f ;X)
∑
x<n≤x+h0H(f ;X)
f(n) ≤ δ
X
∑
X<n≤2X
f(n)
is
≪α,ε,θ Xh−1/2+ε0 .
Finally, in principle it would be possible to extend both Theorem 1.9 and Theorem
1.11 to unbounded multiplicative functions f satisfying f(n) = Oε(n
ε) for every n and
ε > 0 and f(pk) = Ok(1) for every prime p and integer k ≥ 1 though one might need
to change the definition of H(f ;X) somewhat. To obtain this extension requires one
to follow through the proofs of Theorem 1.9 and Theorem 1.11 paying close attention
to when the bound |f | ≤ 1 is being used. Moreover this extension requires one to use
slightly more general sieve weights than the ones used in section 10 and to generalize
the results of Section 5. We do not do this extension in this paper, since considering
these new cases would increase the length and complexity of this paper.
We note that establishing Theorem 1.9 and Theorem 1.11 with optimally short
intervals for general f is likely to be a difficult question requiring new ideas. At the
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moment we do not have even a good conjectural understanding of what this shortest
length should be, and the situation is well understood essentially only when f is such
that |f(p)| ∈ {0, 1} for all primes p.
2. Outline of the argument
The notation employed throughout this outline might differ from the notation em-
ployed in the proofs. We therefore caution the reader to take this outline merely as a
quick indication of the new and interesting points of our proof.
2.1. The proof of Theorem 1.9. To make the presentation simpler we will ignore
some complications and focus only on the proof of Corollary 1.1 with an exceptional
set Oδ(Xh
−κ
0 ) for some κ = κ(δ). This is a special case of Theorem 1.9 but already
highlights all the main ideas. Furthermore we will assume that the multiplicative
function f has mean-value zero and in fact does not pretend to be nit for any |t| ≤ 4X
so that in particular
sup
|t|≤4X
∣∣∣∣∣ ∑
X<n≤2X
f(n)n−it
∣∣∣∣∣ = o(δ(N ;X)).
This eliminates minor difficulties related to handling the main terms.
Let ε > 0 be given. Let Sε denote the set of integers n ∈ [X, 2X ] that have a prime
factor in intervals (P1, Q1] ⊂ (1, h0] and (Pj, Qj ] for 2 ≤ j ≤ J , where
Pj = exp(j
8j/α2(logQ1)
j−1 logP1) , Qj = exp(j(8j+6)/α
2
(logQ1)
j)
and J is the largest index for which QJ ≤ exp(
√
logX), say. Moreover (as a novelty
compared to [22]) we require that integers in Sε have two large prime factors, say in
(Xε
3
, Xε
2
] and (Xε
2
, Xε]
respectively. The majority of integers n ∈ [X, 2X ] belongs to Sε provided that ε and
logP1/ logQ1 are sufficiently small.
Write H = h0δ(N ;X)−1.We start by noticing that if∣∣∣ ∑
x<n≤x+H
n∈N
f(n)
∣∣∣ > δh0
then either
(17)
∣∣∣ ∑
x<n≤x+H
n∈Sε∩N
f(n)
∣∣∣ > δh0
2
or
∣∣∣ ∑
x<n≤x+H
n∈Scε∩N
f(n)
∣∣∣ > δh0
2
,
where Scε denotes the complement of Sε in [X, 2X ]. To handle the contribution of the
second term we use a sharp sieve upper bound, bounding,
1n∈Scε∩N ≤
∑
d≤Xθ
d|n
λd
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for some small θ > 0. We construct these sieve majorants using the Brun-Hooley
sieve (which is more clearly useful when proving the full Theorem 1.9, in fact our
sieve majorants give an alternative to the construction used by Matthiesen [25]).
Subsequently we use the work of Friedlander (see [8, Chapter 6.10]) to show that,
after the application of these sieve majorants, the exceptional set of x ∈ [X, 2X ] for
which the second inequality in (17) holds is bounded by ≪η,ε′ Xh−1+ε′. This is the
optimal bound given the L2 techniques that are currently available (in reality one
would expect that the exceptional set is ≪A Xh−A for any given A > 0 but we have
no idea how to prove this).
Therefore it remains to address the case in which the first inequality in (17) holds.
By replacing f(n) by f(n)1n∈N , we can assume that f is supported onN . By Perron’s
formula, we can more or less write
∑
x<n≤x+H
n∈Sε∩N
f(n) ≈ 1
2πi
∫ X/H
−X/H
∑
n∼X
n∈Sε
f(n)
n1+it
(x+H)1+it − x1+it
1 + it
dt
≈ H
2πi
∫ X/H
−X/H
∑
n∼X
n∈Sε
f(n)
n1+it
xitdt.
,(18)
If one estimated the right hand side by adding absolute values, then, even with square-
root cancellation, one would only obtain a bound like O(X1/2) which is much worse
than the trivial bound O(H) for the left hand side (unless h0 is very large).
Hence one must take advantage of the averaging over x in the problem. Typically
(for example in [22]) one studies the mean square of (18) over x, obtaining something
like
1
X
∫ 2X
X
∣∣∣ 1
H
∑
x<n≤x+H
n∈Sε
f(n)
∣∣∣2dx
≈ 1
X
∫ 2X
X
∣∣∣ ∫ X/H
−X/H
(∑
n∼X
n∈Sε
f(n)
n1+it
)
· xitdt
∣∣∣2dx ≈ ∫ X/H
−X/H
∣∣∣ ∑
n∼X
n∈Sε
f(n)
n1+it
∣∣∣2dt.(19)
To obtain the claim one would need the bound Oδ(δ(N ;X)2h−κ0 ) for this. However,
this is not true in general — there might be points t, where the integrand has size
like δ(N ;X)2(logX)−ν .
Our key new idea is to handle these “bad” points t before taking the mean square.
This is where the additional requirement (which is new compared to [22]) that Sε
consists of integers having two large prime factors comes into play. Using the fact
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that integers in Sε have two large prime factors we can more or less write,
∑
x<n≤x+H
n∈Sε∩N
f(n) ≈ H
2πi
∫ X/H
−X/H
∑
n∼X
n∈Sε
f(n)
n1+it
xitdt
≈
∑
P1∈(Xε3 ,Xε2 ]
P2∈(Xε2 ,Xε]
H
2πi
∫ X/H
−X/H
(∑
p∼P1
f(p)
p1+it
)(∑
p∼P2
f(p)
p1+it
)( ∑
n∼X/(P1P2)
n∈S′ε
f(n)
n1+it
)
xitdt,
(20)
where S ′ε is the set of integers having a prime factor in each interval (Pj , Qj] with
1 ≤ j ≤ J .
The advantage that the introduction of these two large prime factors confers is
that it essentially allows us to remove from the integration range, at the price of a
negligible error term, any subset T ⊂ [−X/H,X/H ] of measure ≪ X1/2−ε (more
precisely: any set T that can be covered by a union of ≪ X1/2−ε unit intervals).
The reason for this is the following : Given an arbitrary subset T ⊂ [−X/H,X/H ]
that can be covered by ≪ X1/2−ε unit intervals we partition T = T1 ∪ T2, where
(21) T1 :=
{
t ∈ T :
∣∣∣ ∑
p∼P1
f(p)
p1+it
∣∣∣ ≤ P−ε61
}
and T2 = T \T1. The contribution of t ∈ T1 to the right hand side of (19) is negligible
using (20), the definition of T1, the Hala´sz-Montgomery inequality (Lemma 4.1 below),
and the assumption on the cardinality of T . On the other hand T2 is a very small set
of cardinality ≪ X3ε6 . We can bound the total contribution of t ∈ T2 to the integral
(20) by
H
∑
P1∈[Xε3 ,Xε2 ]
P2∈[Xε2 ,Xε]
(
sup
|t|≤4X
∣∣∣ ∑
n∼X/(P1P2)
n∈S′ε∩N
f(n)
n1+it
∣∣∣) · (∑
t∈T ′2
∣∣∣ ∑
p∼P1
f(p)
p1+it
∣∣∣ · ∣∣∣ ∑
p∼P2
f(p)
p1+it
∣∣∣)
where T ′2 is a set of ≪ X3ε6 one-spaced points. Since we assumed in this sketch that
f does not pretend to be nit for any |t| ≤ 4X we obtain a little bit of cancellation in
the sum over n ∼ X/(P1P2) (in case f is pretentious we would need to handle a main
term separately). As a result it remains to show that
(22)
∑
t∈T ′2
∣∣∣ ∑
p∼P1
f(p)
p1+it
∣∣∣ · ∣∣∣ ∑
p∼P2
f(p)
p1+it
∣∣∣≪ 1
logP1 logP2
.
In other words we need to show that there is essentially at most one term t ∈ T ′2 at
which there is no cancellation, and this term dominates the whole sum. We establish
this by applying Cauchy-Schwarz and using a sieved variant of Hala´sz-Montgomery
inequality that relies on Vinogradov’s bounds for exponential sums (see Lemma 4.4
below). We need to appeal to Vinogradov’s bounds because the Dirichlet polynomials
over primes in (22) are short, of length as short as Xε
3
.
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As a result of this operation we can take away an arbitrary set T from (18) as long
as this set consists of no more than X1/2−ε neighborhoods of well-spaced points. In
particular, in view of (18), to prove the corollary it suffices to show that,
(23)
1
X
∫ 2X
X
∣∣∣ ∫|t|≤X/H
t6∈T
( ∑
n∼X
n∈Sε∩N
f(n)
n1+it
)
· xitdt
∣∣∣2 ≍ ∫|t|≤X/H
t6∈T
∣∣∣ ∑
n∼X
n∈Sε∩N
f(n)
n1+it
∣∣∣2dt≪ δ(N ;X)2
hκ0
for some κ > 0 and an essentially arbitrary T of our choosing, as long as T is not too
large in measure.
We choose now T to be the set of points t at which at least one of the Dirichlet
polynomials
(24)
∑
p∼P
f(p)
p1+it
, Xε
3 ≤ P ≤ Xε
with P varying over powers of two in [Xε
3
, Xε] is≫ P−1/4+ε. Taking moments we see
that T can indeed be covered by neighborhoods of fewer than X1/2−ε points. With
this choice of T we now repeat (with some minor technical innovations) the argument
from our earlier paper [22] to bound (23). This produces a bound for (23) that saves
P
−1/2+ε
1 +X
−ε3·(1/2−ε).
Two things are important to note. First, the bound P
−1/2+ε
1 + X
−ε3·(1/2−ε) that
the argument of [22] produces is tied to our choice of the set T as the set at which
the Dirichlet polynomial in (24) is greater than P−1/4+ε. More precisely if we had
choosen T as the set of t on which the Dirichlet polynomial in (24) is greater than
P−β for some β > 0 then the argument from [22] can only produce a bound that is
P−2β1 +X
−2ε3β at best. The saving of P−1/2+ε1 with an exponent
1
2
is important for the
proof of our second result, Theorem 1.11. Secondly, unconditionally the point-wise
bounds for (24) are weak (or unavailable for (24) if f is arbitrary), but since we took
the set T away from the integral in (23), it is as if we had pointwise power-savings
in (24). This accounts for the term X−ε
3·(1/2−ε) in the bound P−1/2+ε1 +X
−ε3·(1/2−ε).
As a result the arguments from [22] produce a saving in (23) that is of the form
P
−1/2+ε
1 + X
−ε3(1/2−ε). Choosing P1 to be hε
3
and Q1 = h then gives the desired
bound.
While running the argument from [22] we need to also introduce an additional
modification. Specifically, we need to keep track of the fact that n is supported on a
sparse set of integers. We accomplish this by using throughout a mean-value theorem
that incorporates sieve estimates for N .
2.2. The proof of Theorem 1.11. Again for simplicity we will only discuss the
proof of Corollary 1.2 as this already illustrates all the main ideas that also enter in
the proof of Theorem 1.11. First, (ii) of Corollary 1.2 is an elementary consequence
of (i), so we will only discuss the proof of (i). Second, unlike in the proof of Corollary
1.1 we no longer need to select Sε so that it consists of almost all the integers. Instead
it suffices to choose a set Sε such that a positive proportion of integers belong to Sε.
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For h0 ≤ Xε3/20000 we take Sε similarly to the proof of Corollary 1.1 but with a
narrow first interval (P1, Q1] = (h
1−ε
0 , h0]. Then,
(25)
∑
x<n≤x+h0δ(N ;X)−1
1 ≥
∑
x<n≤x+h0δ(N ;X)−1
n∈Sε∩N
1
and repeating the argument of the proof of Corollary 1.1 we can show that outside of
an exceptional set of cardinality ≪ XP−1/2+ε1 +X1−ε3/5 ≪ Xh−1/2+2ε0 the left-hand
side of (25) is ≫ εh0. Therefore we are done for h0 ≤ Xε3/20000.
Therefore in the remainder assume that h0 > X
ε3/20000. In this case we pick Sε to
consist of the set of integers in [X, 2X ] that can be written as p1 . . . pkm with p1, . . . pk
distinct primes in the interval (Xε
10(1−ε20), Xε
10(1+ε20)]. We pick k so large that m is
also essentially of size Xε
10
.
Write H = h0δ(N ;X)−1. We want to essentially bound, for some δ > 0 depending
only on α and ε, the frequency of those x for which,
(26)
δh0 ≥
∑
x<n≤x+H
n∈Sε∩N
1 ≈
∑
P1,...,Pk
P1...Pk≍X1−ε10
H
2πi
∫
|t|≤X/H
k∏
i=1
(∑
p∼Pi
p∈N
1
p1+it
)
·
( ∑
m≍X/(P1···Pk)
m∈N
1
m1+it
)
xitdt,
where Pi run over powers of two in (X
ε10(1−ε20), Xε
10(1+ε20)]. The part of the integral
with small t, say |t| ≤ T0 := (logX)ε′ for some small ε′ > 0 contributes to the main
term, which is larger than δh provided that δ > 0 is chosen sufficiently small in
terms of α and ε. Therefore our main task is to show that the contribution of the
integral with |t| > T0 is bounded by o(h0) outside of an exceptional set of cardinality
≪ Xh−1/2+ε0 .
In particular given P1, . . . , Pk it suffices to show that outside of a small exceptional
set of cardinality ≪ Xh−1/2+ε0 ,
(27)
∫ X/H
T0
F (1 + it)xitdt = o
(δ(N ;X)
logkX
)
where F (1 + it) = (P1 . . . PkM)(1 + it),
Pi(s) :=
∑
p∼Pi
p∈N
1
ps
, and M(s) =
∑
m≍X/(P1···Pk)
m∈N
1
ms
.
We first show that for all x we can exclude from the integral (27) the set of t that
belongs to either U1 or U2, where
U1 := {T0 ≤ |t| ≤ X/H : |F (1 + it)| > X−ε100}
U2 := {T0 ≤ |t| ≤ X/H : X−ε100 ≥ |F (1 + it)| > h−1/2+ε/20 }.
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For this it is enough to show that
(28)
∫
t∈Uj
|F (1 + it)|dt = o
(δ(N ;X)
logkX
)
.
for j ∈ {1, 2}.
The proof of (28) for j = 1 is similar to an argument that we described in the proof
sketch of Corollary 1.1. Specifically, if |F (1+ it)| is large then at least one of Pi(1+ it)
is large, consequently the set U1 is small (because P1 is short and therefore we can
estimate the frequency with which P1(1 + it) is large by taking high moments). We
then apply a point-wise bound onM(1+ it) obtaining a small saving, and a variant of
the Hala´sz-Montgomery inequality on the remaining Dirichlet polynomials Pi, showing
thus that the remaining integral
∫
U1 |P1 . . . Pk|dt is dominated by at most one term
that exhibits no cancellations (the application of Hala´sz-Montgomery inequality relies
on the fact that the set U1 is small). Since we obtained some cancellations in |M(1+it)|
we win.
The proof of (28) for j = 2 uses the fact that if |F (1 + it)| is larger than X−β for
some β then at least one of the Dirichlet polynomials |Pi(1 + it)| or |M(1 + it)| is
larger than P−βi or M
−β . For simplicity let us assume that |P1(1 + it)| is larger than
P−β1 . Since P1 is short we can then apply Huxley’s large value estimate to P
k
1 with k a
conveniently choosen large power to estimate the frequency with which |P1(1+ it)| >
P−β1 . This allows to exploit the full strength of Huxley’s large value estimates. The
process will involve an error of the size of the longest Dirichlet polynomial Pi or M ,
and an additional fixed logarithmic loss, and here having h0 > X
ε3/20000 is useful in
neutralizing these losses.
After these reductions, in view of the claim (27), we see that it is enough to show
that
1
X
∫ 2X
X
∣∣∣ ∫
T0≤|t|≤X/H
t6∈U1∪U2
F (1 + it)xitdt
∣∣∣2dx ≍ ∫
T0≤|t|≤X/H
t6∈U1∪U2
|F (1 + it)|2dt≪ε 1
h
1/2−ε/2
0
.
We separate the remaining values of t 6∈ U1 ∪ U2 into two sets,
T1 := {|t| ≤ X/H : X−1/4+ε/8 ≤ |F (1 + it)| ≤ h−1/2+ε/20 }
T2 := {|t| ≤ X/H : |F (1 + it)| ≤ X−1/4+ε/8}.
Whenever |F (1+ it)| ≤ X−1/4+ε/8 we can write F (1+ it) as R(1+ it)N(1+ it) with
R(s) of length ≤ h0 and such that |R(1 + it)| ≤ h−1/4+ε/40 . There is only a bounded
number of possible choices for R(s). As a result we can bound the integral over T1
simply by applying the point-wise bound to R and the standard mean-value theorem
to N .
It remains to deal with the integral over the range T2 and this is addressed once
again by appealing to Huxley’s large value estimate. Since we now work with |F |2
instead of |F | this leads to a slightly different choice of parameters, so the repeated
application of Huxley’s estimate yields different result than when we applied it to
deal with U2.
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2.3. The proofs of the corollaries. Regarding the result for norm-forms we notice
that if K is a number field with class number one, then weaker versions of Theo-
rems 1.4 and 1.5 in which we look at integers representable as |NK/Q(x)| with x ∈ OK
are immediate consequences of Corollaries 1.1 and 1.2.
Therefore the main difficulty that we are facing concerns number fields of class num-
ber exceeding one. We resolve this difficulty by showing that the indicator function
gK(n) of the event “n is a norm-form of K” can be expressed as a linear combination
of multiplicative function. This is essentially implicit in the work of Odoni [28] and
we follow his argument to a large extent. Thanks to this we can prove Theorems 1.4
and 1.5 using similar arguments as in proofs of Theorems 1.9 and 1.11.
The proof of the conditional part of Theorem 1.5 is different depending on whether
h is small or large. If h0 ≤ Xε3/20000, then the result follows from a minor modification
of Corollary 1.1 which uses the fact that on the Riemann Hypothesis for Hecke L-
functions we have square-root cancellation in∑
p≤x
gK(p)p
it.
This allows us to show that, outside of an exceptional set of cardinality≪η XP−1+η1 +
X1−ε
3/20000, we have ∑
x<n≤x+h0δK(X)−1
n∈Sε
gK(n)≫ε h0
with Sε the set of integers that have a prime factor in every interval [Pi, Qi] with
1 ≤ i ≤ J and [P1, Q1] ⊂ [1, h0]. Choosing P1 = h1−ε0 and Q1 = h0 and the rest
of the intervals [Pi, Qi] as in the proof of Corollary 1.1 then leads to the result for
h0 ≤ Xε3/20000.
For h0 > X
ε3/20000 we use the fact that the Riemann Hypothesis for Hecke L-
functions implies square-root cancellation in∑
n≤x
gK(n)n
it
and the argument in this case is rather simple, relaying essentially only on this point-
wise bound.
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3. Mean value theorem for sparse Dirichlet polynomials
For a Dirichlet polynomial A(s) =
∑
n≤N ann
−s, the mean value theorem for Dirich-
let polynomials (see [21, Theorem 9.1]) gives, for any T ≥ 1,
(29)
∫ T
−T
|A(it)|2dt = (2T +O(N))
∑
n≤N
|an|2.
On the right hand side the first term is supposed to reflect the contribution coming
from t with |A(it)|2 of typical size. On the other hand the second term is supposed to
reflect the contribution coming from a small set of t for which |A(it)|2 is close to its
maximal size (
∑
n≤N |an|)2, but when an is supported on a thin set, N
∑
n≤N |an|2 is
not a good approximation to this. In order to get optimal results, we need to be very
careful about such losses, and for this reason we use the following variant of the mean
value theorem. The lemma below has been previously used in [32, 9] to understand
the distribution of integers with a fixed number of prime factors.
Lemma 3.1. Let A(s) =
∑
n≤N ann
−s and T ≥ 1. Then∫ T
−T
|A(it)|2dt≪ T
∑
n≤N
|an|2 + T
∑
n≤N
∑
0<|k|≤n/T
|an||an+k|
≪ T
∑
n≤N
|an|2 + T
∑
0<|k|≤N/T
∑
n≤N
|an||an+k|.
Proof. This follows from [21, Lemma 7.1] taking Y = 10T and xm =
1
2π
logm there.

To effectively use the previous lemma in our setting, we need to, for a multiplicative
function f , understand the sums
∑
x<n≤2x |f(n)|2 and
∑
0<|k|≤K
∑
x<n≤2x |f(n)f(n+
k)|. The average of |f(n)|2 as well as several other averages we will encounter can be
estimated by the following result of Shiu [29].
Lemma 3.2. Let θ ∈ (0, 1) and let f : N→ U be multiplicative. Then, for x ≥ y ≥ xθ,
one has ∑
x<n≤x+y
|f(n)| ≪θ y
∏
p≤x
(
1 +
|f(p)| − 1
p
)
.
The previous lemma as well as many results below actually work for a certain
class of unbounded multiplicative functions but here we restrict our attention to the
bounded functions. To estimate the shifted convolution sum we use the following
lemma which is a consequence of the work of Henriot [17].
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Lemma 3.3. Let θ ∈ (0, 1] and let f : N→ U be multiplicative. Let 1 ≤ r1, r2 ≤ x3θ/7
be integers. Assume that f(pm) = f(p)f(m) whenever p | r1r2.
Then, for all x ≥ y ≥ xθ and K ∈ [1, x], one has∑
06=|k|≤K
(r1,r2)|k
∑
x<n≤x+y
r1|n,r2|n+k
|f(n)f(n+ k)|
≪θ K |f(r1)f(r2)|
r1r2
y
∏
p≤x
(
1 +
2|f(p)| − 2
p
) ∏
p|r1r2
p>K
(
1 +
1− |f(p)|
p
)
.
Proof. Writing k = k0(r1, r2) and n = n0(r1, r2), we can re-write the left hand side as
|f((r1, r2))|2
∑
06=|k0|≤K/(r1,r2)
∑
x
(r1,r2)
<n0≤ x+y(r1,r2)
r1
(r1,r2)
|n0, r2(r1,r2) |n0+k0
|f(n0)f(n0 + k0)|.
Hence it suffices to prove the claim with the additional assumption that (r1, r2) = 1.
Write n = r1m1 and n+ k = r2m2, so that r2m2 − r1m1 = k. The solutions of this
system can be parametrised as {
m1 = x1(k) + lr2
m2 = x2(k) + lr1,
where l runs through Z and (x1(k), x2(k)) is any solution. Let us choose x
′
1 and
x′2 such that r2x
′
2 − r1x′1 = 1. By Bezout’s theorem we can choose these such that
|x′1| ≤ r2 and |x′2| ≤ r1 and furthermore necessarily (x′1, x′2) = (x′1, r2) = (x′2, r1) = 1.
Then we take x1(k) = kx
′
1 and x2(k) = kx
′
2 getting thatn = r1m1 = r1(kx
′
1 + lr2) = r1 · (k, r2) ·
(
k
(k,r2)
x′1 + l
r2
(k,r2)
)
n + k = r2m2 = r2(kx
′
2 + lr1) = r2 · (k, r1) ·
(
k
(k,r1)
x′2 + l
r1
(k,r1)
)
.
Writing S for the left hand side of the claim, we get
S ≤ |f(r1)f(r2)|
∑
06=|k|≤K
|f((k, r2))f((k, r1))|
·
∑
x−r1kx
′
1
r1r2
<l≤x−r1kx
′
1+y
r1r2
∣∣∣f( k
(k, r2)
x′1 + l
r2
(k, r2)
)
f
( k
(k, r1)
x′2 + l
r1
(k, r1)
)∣∣∣.(30)
We shall use Henriot’s result [17, Theorem 3] (see also [18]). In his notation we have
Q1(n) =
r2
(k,r2)
n+
kx′1
(k,r2)
, Q2(n) =
r1
(k,r1)
n +
kx′2
(k,r1)
, F (n1, n2) = |f(n1)f(n2)| and
D =
( r2
(k, r2)
· kx
′
2
(k, r1)
− r1
(k, r1)
· kx
′
1
(k, r2)
)2
=
(k(r2x′2 − r1x′1)
(k, r1)(k, r2)
)2
=
( k
(k, r1)(k, r2)
)2
,
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so that in particular p | D =⇒ p | k. Furthermore
ρQ1(p) =
{
1 if p ∤ r2
(k,r2)
;
0 otherwise,
ρQ2(p) =
{
1 if p ∤ r1
(k,r1)
;
0 otherwise,
and
ρ(p) =
{
2 if p ∤ r1
(k,r1)
r2
(k,r2)
D;
1 otherwise.
Also
∆D =
∏
p|D
(
1 +
O(1)
p
)
.
We get from [17, Theorem 3] that, uniformly for 0 6= |k| ≤ K, the sum over l in (30)
is bounded by
≪θ y
r1r2
∆D
∏
p≤x/(r1r2)
(
1− ρ(p)
p
) ∑
n1n2≤x/(r1r2)
(n1n2,D)=1
|f(n1)f(n2)| · ρQ1(n1)ρQ2(n2)
n1n2
≪ y
r1r2
∏
p|D
(
1 +
O(1)
p
)∏
p≤x
(
1− 2
p
)∏
p≤x
(
1 +
|f(p)|
p
)2 ∏
p| r1
(k,r1)
· r2
(k,r2)
(
1 +
1− |f(p)|
p
)
≪ y
r1r2
∏
p|k
(
1 +
O(1)
p
)∏
p≤x
(
1 +
2|f(p)| − 2
p
) ∏
p|r1r2
(
1 +
1− |f(p)|
p
)
.
Hence, by (30),
S ≤ y
r1r2
|f(r1)f(r2)|
∑
06=|k|≤K
|f((k, r2))f((k, r1))|
∏
p|k
(
1 +
O(1)
p
)
·
∏
p≤x
(
1 +
2|f(p)| − 2
p
) ∏
p|r1r2
(
1 +
1− |f(p)|
p
)
.
By Lemma 3.2,∑
0<|k|≤K
|f((k, r1))f((k, r2))|
∏
p|k
(
1 +
O(1)
p
)
≪ K
∏
p≤K
p∤r1r2
(
1 +
1 + O(1)
p
− 1
p
) ∏
p≤K
p|r1r2
(
1 +
|f(p)|(1 + O(1)
p
)− 1
p
)
≪ K
∏
p≤K
p|r1r2
(
1 +
|f(p)| − 1
p
)
,
so we obtain the claim. 
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Combining Lemmas 3.1–3.3 we get the following mean-value theorem, which we
will use repeatedly.
Lemma 3.4. Let θ ∈ (0, 1) and x ≥ y ≥ xθ. Let f : N→ U be multiplicative and let
A(s) =
∑
x<n≤x+y
an
ns
,
where |an| ≤ |f(n)| for every positive integer n. Then, for any T ≥ 1,∫ T
−T
|A(1 + it)|2dt≪ Ty
x2
∏
p≤x
(
1 +
|f(p)|2 − 1
p
)
+
y
x
∏
p≤x
(
1 +
2|f(p)| − 2
p
)
.
4. Hala´sz-Montgomery type mean-value theorems
In addition to the mean value theorem (Lemma 3.1), we shall need some large
value results for Dirichlet polynomials. We shall say that a set T ⊂ R is one-spaced
if |t− u| ≥ 1 for all distinct t, u ∈ T .
Lemma 4.1 (Hala´sz-Montgomery inequality for integers). Let A(s) =
∑
n≤N ann
−it,
T ≥ 1, and let T ⊆ [−T, T ] be one-spaced. Then∑
t∈T
|A(it)|2 ≪ (N + |T |
√
T ) log 2T
∑
n≤N
|an|2
Proof. See [21, Theorem 9.6]. 
In the proofs of Theorems 1.5 and 1.11 we use Huxley’s large value theorem which
we state now.
Lemma 4.2. Let N, T ≥ 3. Let A(s) =∑N<n≤2N ann−s be a Dirichlet polynomial of
length N , and write G =
∑
N<n≤2N
|an|2
n2
. Let T ⊂ [−T, T ] be a one-spaced set such
that |A(1 + it)| ≥ V −1 for every t ∈ T . Then
|T | ≪
(
GNV 2 +G3NTV 6
)
(log T )6.
In particular if |an| ≤ 1 for all n, then
|T | ≪
(
V 2 +
TV 6
N2
)
(log T )6
Proof. See [21, Corollary 9.9]. 
We will also need a Hala´sz-Montgomery type result on the primes. Before stating
it we state a standard linear sieve upper bound which we shall also need in a few
other occasions.
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Lemma 4.3. Let D ≥ z ≥ 1 and P ⊂ P ∩ [1, z]. Write P (z) =∏p∈P p. There exists
a set S+ satisfying the following three conditions.
(i) One has 1 ∈ S+ and if d ∈ S+, then d ≤ D and d | P (z).
(ii) One has
1(n,P (z))=1 ≤
∑
d|n
d∈S+
µ(d),
where 1A is the indicator of the claim/set A.
(iii) For any multiplicative g such that g(p) ∈ [0, 1) for all p ∈ P and∏
w≤p<z
p∈P
(1− g(p))−1 ≤ log z
logw
(
1 +
L
logw
)
,
for all 2 ≤ w ≤ z and some L ≥ 1, one has∑
d∈S+
µ(d)g(d) ≤ (F (s) +OL((logD)−1/6))
∏
p|P (z)
(1− g(p)),
where s = logD
log z
and F : [1,∞) → [1,∞) is a decreasing function such that
F (s) = 2eγ/s for s ∈ [1, 3].
Proof. See for example [8, Section 12.1] 
Like [22, Lemma 11], the following lemma is optimized for very short polynomials.
For longer polynomials, better results could be obtained by using different bounds for
the zeta function at the end of the proof.
Lemma 4.4 (Hala´sz-Montgomery inequality for primes). Let T ≥ 3 and let T ⊂
[−T, T ] be one-spaced. Let P (s) = ∑N<p≤2N a(p)pit be a Dirichlet polynomial of
length N ≤ T 2 whose coefficients are supported on primes. Then, for any ε′, η ∈
(0, 1/2),∑
t∈T
|P (it)|2 ≪ε′
( N
logN
+ |T | · T 92η3/2(log T )2 ·N1−η(1−ε′)
) ∑
N<p≤2N
|a(p)|2.
Remark. A result with T
9
2
η3/2 replaced by T η
3/2/2+ε can be obtained by using a more
recent result of Heath-Brown [14] instead of Ford’s result [6] that we will use in
the proof. However, in that variant the implied constant would depend on ε in the
exponent of T which is not acceptable in our application.
Proof. Note that if η < 1/ logN , then the claim is trivial. Hence by duality (see e.g.
[26, Theorem 6 in Chapter 7]) it is enough to show that,∑
N<p≤2N
∣∣∣∑
t∈T
a(t)
pit
∣∣∣2 ≪ε′ ( N
logN
+ |T | · η−1 · T 92η3/2(log T )2/3 ·N1−η(1−ε′)
)∑
t∈T
|a(t)|2
for arbitrary coefficients a(t) ∈ C. Let Φ ≥ 0 be a smooth function with Φ(x) = 1
for 1 ≤ x ≤ 2 and Φ˜(1 + it) ≪A (1 + |t|)−A for every A > 0 and t ∈ R, where
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Φ˜(s) :=
∫∞
0
Φ(x)xs−1dx denotes the Mellin transform of Φ(x). In addition, let S+ be
as in Lemma 4.3 with D = z = N ε
′
and P = [2, z] ∩ P. We see that
(31)
∑
N<p≤2N
∣∣∣∑
t∈T
a(t)
pit
∣∣∣2 ≤ ∑
d∈S+
µ(d)
∑
n
∣∣∣∑
t∈T
a(t)
(dn)it
∣∣∣2Φ(dn
N
)
.
Now, for u, v ∈ R,∑
n
niu−ivΦ
(dn
N
)
=
1
2πi
∫ 1+ε+i∞
1+ε−i∞
ζ(s− iu+ iv)N
s
ds
Φ˜(s)ds.
Shifting the contour to ℜs = 1 − η we collect a pole at s = 1 + iu − iv. We bound
the remaining integral using a result of Ford [6, Theorem 1] which gives
|ζ(σ + it)| ≪ 1 + |t|92 (1−σ)3/2(log(|t|+ 2))2/3 for 1/2 ≤ σ ≤ 1.
This shows that∑
n
niu−ivΦ
(dn
N
)
=
N1+iu−iv
d1+iu−iv
·Φ˜(1+iu−iv)+O
(
(1+|u|+|v|)92η3/2 log((|u|+|v|+2)2/3
(N
d
)1−η)
.
Therefore, using |a(u)a(v)| ≤ |a(u)|2 + |a(v)|2, the right hand side of (31) is equal to∑
d∈S+
µ(d)
d
∑
u,v∈T
a(u)a(v)N1+iu−ivΦ˜(1+iu−iv)+O
(
T
9
2
η3/2(log T )2/3·η−1Nηε′ ·N1−η·|T |·
∑
t∈T
|a(t)|2
)
Using Lemma 4.3(iii) with g(p) = 1/p and again the inequality |a(u)a(v)| ≤ |a(u)|2+
|a(v)|2 we bound this further by
≪ε′
( N
logN
+ |T | · T 92η3/2(log T )2/3η−1N1−η(1−ε′)
)∑
t∈T
|a(t)|2
as we claimed. 
5. Hala´sz type results
In this section we deduce Hala´sz and Lipschitz type results for multiplicative func-
tions taking values in U. Since the average of the absolute value of our function
over (X, 2X ] might be of order (logX)−α with α ∈ (0, 1), we cannot directly use
the standard results in the literature which typically win a small power of logarithm,
but we need to slightly modify the proofs of the existing results to take into account
the average value of f . Variants in a similar spirit can also be found from papers of
Matthiesen [25] (see e.g. Lemma 4.6 there) and Tenenbaum [31] (see in particular
Corollaire 2.1 there).
As usual, we will relate averages of a multiplicative function f to a Dirichlet series
of the type
F (s;X) :=
∏
p≤X
(
1 +
f(p)
ps
+
f(p2)
p2s
+ · · ·
)
.
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To estimate |F (1 + it;X)|, we notice that
(32) |F (1 + it;X)| ≪ exp
(
ℜ
∑
p≤X
f(p)p−it
p
)
,
and use Lemma 5.1 below to estimate the sum on the right hand side. Recall the
definitions of tf,X and t̂f,X from Definition 1.6 and the definition of ρα from (14) —
these quantities will occur several times in this section.
We also point the reader to the Appendix which contains a “trivial” inequality that
will be used in the proof of the lemma below.
Lemma 5.1. let f : N→ U be a multiplicative function.
(i) Assume that f is (α,Xθ)-non-vanishing for some α, θ ∈ (0, 1]. One has, for any
|t| ≤ X, and any 0 < ρ < ρα∑
p≤X
|f(p)| − ℜf(p)p−it
p
≥ ρmin{log logX, 3 log(|t− t̂f,X | logX + 1)}+Oρ,θ(1).
(ii) One has, for any |t| ≤ X, and any 0 < ρ < ρ1,∑
p≤X
1−ℜf(p)p−it
p
≥ ρmin{log logX, 3 log(|t− tf,X | logX + 1)}+Oρ(1).
(iii) If f is almost real-valued, then (i) and (ii) hold also with t̂f,X and tf,X replaced
by 0.
Proof. We prove (i) and point out the differences in proofs of (ii) and (iii) at the end
of the proof. The claim is trivial for |t− t̂f,X | < 2/(θ logX). Therefore we can assume
that |t − t̂f,X | ≥ 2/(θ logX). We start by using a similar argument as in works of
Granville and Soundararajan (see e.g. [12, Proof of Lemma 2.3]). By definition of
t̂f,X , we know that
∑
p≤X
|f(p)| − ℜf(p)p−it
p
≥ 1
2
∑
p≤X
|f(p)| − ℜf(p)p−it
p
+
1
2
∑
p≤X
|f(p)| − ℜf(p)p−it̂f,X
p
=
∑
p≤X
|f(p)|
p
− ℜ
∑
p≤X
f(p)p−i
t+t̂f,X
2
(pi |t−t̂f,X |2 + p−i |t−t̂f,X |2
2
)
≥
∑
p≤X
|f(p)|
p
(
1−
∣∣∣ cos((t− t̂f,X) log p
2
)∣∣∣)
≥
∑
Y <p≤Xθ
|f(p)|
p
(
1−
∣∣∣ cos(π∥∥∥(t− t̂f,X) log p
2π
∥∥∥)∣∣∣),
(33)
where ‖x‖ denotes the distance to the nearest integer, and
Y := max{exp((logX)2/3+ε, exp(1/|t− t̂f,X |)}
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for some small ε > 0.
One would expect that the right hand side of (33) is smallest among (α,Xθ)-non-
vanishing f when
|f(p)| =
{
1 if
∥∥∥ (t−t̂f,X ) log p2π ∥∥∥ ≤ α/2;
0 otherwise.
(depending on the parameters, this might not be (α,Xθ)-non-vanishing but let us
ignore this) and that
∑
Y <p≤Xθ
|f(p)|
p
(
1−
∣∣∣ cos(π∥∥∥(t− t̂f,X) log p
2π
∥∥∥)∣∣∣)
≥ 2
∫ α/2
0
(1− cos(πx))dx · log logX
θ
log Y
−Oρ,θ(1).
(34)
While (34) is a natural-looking inequality, the proof is a bit tedious, so we postpone
the rigorous proof to an appendix (see Lemma A.1).
Once we have (34), we immediately obtain the claim (i) since
(35) 2
∫ α/2
0
(1− cos(πx))dx = α− 2
π
sin(π
2
α).
In case (ii) one can run the same argument with 1 in place of |f(p)| and tf,X in
place of t̂f,X , getting that
∑
p≤X
1−ℜf(p)p−it
p
≥
∑
Y <p≤X
1
p
(
1−
∣∣∣ cos(π∥∥∥(t− tf,X) log p
2π
∥∥∥)∣∣∣).
Now the claim follows from (34) and (35) with α = 1 and f identically 1.
In case (iii), we argue similarly, except we notice that when f is almost real-valued,
one has e.g.
∑
p≤X
|f(p)| − ℜf(p)p−it
p
≥
∑
p≤X
|f(p)|(1− | cos(t log p)|)
p
+O(1).

In the following, we often need to apply results on slight variants of the original
multiplicative function f where we have changed f to be zero on some primes. This
might affect the values of tf,X and t̂f,X as well as the non-vanishing-condition. For
those situations we have the following variant of Lemma 5.1
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Lemma 5.2. Let f : N→ U be a multiplicative function, and let P ⊂ P ∩ (1, X ].
(i) Assume that f is (α,Xθ)-non-vanishing for some α, θ ∈ (0, 1]. One has, for any
|t| ≤ X, and any 0 < ρ < ρα,∑
p≤X
p 6∈P
ℜf(p)p−it
p
≤
∑
p≤X
|f(p)|
p
− ρ
2
min{log logX, 3 log(|t− t̂f,X | logX + 1)}+Oθ,ρ(1).
(ii) One has, for any |t| ≤ X, and any 0 < ρ < ρ1,∑
p≤X
p 6∈P
ℜf(p)p−it
p
≤
∑
p≤X
1
p
− ρ
2
min{log logX, 3 log(|t− tf,X | logX + 1)}+Oρ(1).
(iii) If f is almost real-valued, then (i) and (ii) hold also with t̂f,X and tf,X replaced
by 0
(iv) One has, for all |t| ≤ X,∑
p≤X
p 6∈P
ℜf(p)p−it
p
≤
∑
p≤X
|f(p)|
p
− 1
2
M̂(f ;X)
and ∑
p≤X
p 6∈P
ℜf(p)p−it
p
≤
∑
p≤X
1
p
− 1
2
M(f ;X)
Moreover, if
∑
p∈P
1
p
= O(1), then the factors 1
2
can be removed if one adds an
additional term O(1) to the right hand side.
Proof. To prove (i), we obtain two upper bounds: First by the trivial estimate
∑
p≤X
p 6∈P
ℜf(p)p−it
p
≤
∑
p≤X
|f(p)|
p
−
∑
p≤X
p∈P
|f(p)|
p
=: B1.
Second, by Lemma 5.1(i),
∑
p≤X
p 6∈P
ℜf(p)p−it
p
≤
∑
p≤X
ℜf(p)p−it − |f(p)|
p
+
∑
p≤X
|f(p)|
p
+
∑
p≤X
p∈P
|f(p)|
p
≤ −ραmin{log logX, 3 log(|t− t̂f,X | logX + 1)}+Oθ,ρ(1)
+
∑
p≤X
|f(p)|
p
+
∑
p≤X
p∈P
|f(p)|
p
=: B2.
The joint upper bound (B1 +B2)/2 gives the claim.
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Cases (ii) and (iii) follow similarly from Lemma 5.1(ii)–(iii), and the first two claims
of case (iv) follow similarly using Definition 1.6. The last claim in case (iv) follows
directly from Definition 1.6. 
Let us now state our variant of Hala´sz’s theorem.
Lemma 5.3. Let f : N→ U be a multiplicative function, and let P ⊂ P ∩ (1, X ].
(i) Assume that f is (α,Xθ)-non-vanishing for some α, θ ∈ (0, 1]. One has, for all
|t| ≤ X/2 and x ≤ X, and any 0 < ρ < ρα,∣∣∣ ∑
x<n≤2x
p|n =⇒ p 6∈P
f(n)
n1+it
∣∣∣≪θ,ρ ( log logX|t− t̂f,X |1/2 + 1 + 1(logX)ρ/2
) 1
log x
∏
p≤X
(
1 +
|f(p)|
p
)
and∣∣∣ ∑
x<n≤2x
p|n =⇒ p 6∈P
f(n)
n1+it
∣∣∣≪θ
(
M̂(f ;X)
exp(1
2
M̂(f ;X))
+
1
(logX)α
)
1
α log x
∏
p≤X
(
1 +
|f(p)|
p
)
.
(ii) One has, for all |t| ≤ X/2 and x ≤ X, and any 0 < ρ < ρ1,∣∣∣ ∑
x<n≤2x
p|n =⇒ p 6∈P
f(n)
n1+it
∣∣∣≪ρ log logX|t− tf,X |1/2 + 1 + (logX)
1−ρ/2
log x
.
and ∣∣∣ ∑
x<n≤2x
p|n =⇒ p 6∈P
f(n)
n1+it
∣∣∣≪ ( M(f ;X)
exp(1
2
M(f ;X))
+
1
logX
)
· logX
log x
.
(iii) If f is almost real-valued, then (i) and (ii) hold also with t̂f,X and tf,X replaced
by 0.
(iv) If
∑
p∈P
1
p
= O(1), the claims hold with 1
2
M̂(f ;X) and 1
2
M(f ;X) replaced by
M̂(f ;X) and M(f ;X).
Proof. We prove the case (i) and point out the differences to cases (ii)–(iv) in the end
of the proof.
By partial summation it is essentially enough to show the same bounds for
1
x
∣∣∣ ∑
x<n≤2x
p|n =⇒ p 6∈P
f(n)n−it
∣∣∣.
Let us first concentrate on the first claim of (i). Notice that we can assume that
|t− t̂f,X | > log logX since otherwise the claim follows from Lemma 3.2.
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We use intermediate results in Montgomery’s refinement of the proof of Hala´sz’s
theorem. Write, for ℜs > 1,
F (s) =
∑
n∈N
p|n =⇒ p 6∈P
f(n)
ns
and
H(β)2 =
∑
k∈Z
1
k2 + 1
max
|τ−k|≤1/2
|F (1 + β + it + iτ)|2.
Now Montgomery’s work (see [30, Theorem 4.7 in Section III.4.3]) gives
(36)
1
x
∣∣∣ ∑
x<n≤2x
p|n =⇒ p 6∈P
f(n)n−it
∣∣∣≪ 1
log x
∫ 1
1/ log x
H(β)
β
dβ.
Similarly to [30, Formula (4.61) in Section III.4.3] we have
|F (1 + β + it + iτ)| ≪ exp
(
ℜ
∑
p≤exp(1/β)
p 6∈P
f(p)
p1+it+iτ
)
.
Hence
(37) H(β)2 ≪
∑
k∈Z
1
k2 + 1
max
|τ−k|≤1/2
exp
(
2ℜ
∑
p≤exp(1/β)
p 6∈P
f(p)
p1+it+iτ
)
.
Let us first note that, for 1
log x
≤ β ≤ 1,∑
|k|>(|t−t̂f,X |+1)/2
1
k2 + 1
max
|τ−k|≤1/2
exp
(
2ℜ
∑
p≤exp(1/β)
p 6∈P
f(p)
p1+it+iτ
)
≤
∑
|k|>(|t−t̂f,X |+1)/2
1
k2 + 1
exp
(
2
∑
p≤x
|f(p)|
p
)
≪ 1|t− t̂f,X |+ 1
exp
(
2
∑
p≤X
|f(p)|
p
)
,
so this part leads to an acceptable contribution to (36). Similarly |k| ≥ (logX)4 lead
to an acceptable contribution.
Let us now consider the contribution of k with |k| ≤ (|t−t̂f,X |+1)/2 into H(β)2. By
Lemma 5.2(i) (taking P there to be P ∪ (exp(1/β), X ]∩P), recalling that |t− t̂f,X | >
log logX ,
2ℜ
∑
p≤exp(1/β)
p 6∈P
f(p)
p1+it+iτ
≤ 2
∑
p≤X
|f(p)|
p
− ρ′ log logX +Oρ,θ(1),
where ρ′ = (ρ+ ρα)/2.
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Combining the previous estimates we see that
H(β)2 ≪ρ,θ
( 1
|t− t̂f,X |+ 1
+
1
(logX)ρ′
)
exp
(
2
∑
p≤X
|f(p)|
p
)
from which the claim follows by (36) since the integration over β contributes log log x.
To prove the second claim of case (i) we again estimate |k| ≥ (logX)4 in (37)
trivially. Then we use Lemma 5.2(iv) for β ≤ exp(M̂(f ;X)/(2α))/ logX whereas for
larger β we use the trivial bound
2ℜ
∑
p≤exp(1/β)
p 6∈P
f(p)
p1+it+iτ
≤ 2
∑
p≤X
|f(p)|
p
− 2
∑
exp(1/β)<p≤Xθ
|f(p)|
p
≤ 2
∑
p≤X
|f(p)|
p
− 2α log(β logX) +Oθ(1).
Combining these with (36), we obtain
1
x
∣∣∣ ∑
x<n≤2x
p|n =⇒ p 6∈P
f(n)n−it
∣∣∣≪θ 1
log x
exp
(∑
p≤X
|f(p)|
p
)
·
∫ exp(M̂(f ;X)/(2α))logX
1/ logX
exp(−1
2
M̂(f ;X))
β
dβ +
∫ 1
exp(M̂(f ;X)/(2α))
logX
(β logX)−α
β
dβ
 ,
and the claim follows by executing the integrals.
Cases (ii)–(iv) follow similarly using Lemma 5.2(ii)–(iv). 
We will also need to evaluate the average of f(n) on intervals slightly shorter than
dyadic. For this we use the following Lipschitz type result which we deduce from
work of Granville and Soundararajan [12] (compare in particular with [12, Theorem
4]). See also [25, Lemma 4.6] for another sparse version.
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Lemma 5.4. Let f : N→ U be a multiplicative function, and let P ⊂ P ∩ (1, X ].
(i) Assume that f is (α,Xθ)-non-vanishing for some α, θ ∈ (0, 1] and that |t̂f,X | ≤
X/2. Let 0 < ρ < ρα. One has, for all y ∈ [x/(logX)ρ/2, x] and x ∈ [X/2, X ],∣∣∣1
y
∑
x<n≤x+y
p|n =⇒ p 6∈P
f(n)n−it̂f,X− 1
X
∑
X<n≤2X
p|n =⇒ p 6∈P
f(n)n−it̂f,X
∣∣∣≪ρ,θ X/y
(logX)ρ/2
∏
p≤X
(
1+
|f(p)| − 1
p
)
.
(ii) Let 0 < ρ < ρ1. One has, for all y ∈ [x/(logX)ρ/2, x] and x ∈ [X/2, X ],∣∣∣1
y
∑
x<n≤x+y
p|n =⇒ p 6∈P
f(n)n−itf,X − 1
X
∑
X<n≤2X
p|n =⇒ p 6∈P
f(n)n−itf,X
∣∣∣≪ρ X/y
(logX)ρ/2
.
(iii) If f is almost real-valued, then (i) and (ii) hold also with t̂f,X and tf,X replaced
by 0.
Proof. We prove the case (i) and point out the differences to cases (ii)–(iii) in the end
of the proof.
It suffices to show that, for any 1 ≤ w ≤ 4 and any X ′ ∈ [X/4, 4X ], one has
(38)
S :=
∣∣∣ 1
X
∑
n≤X
p|n =⇒ p 6∈P
f(n)n−it̂f,X− 1
X/w
∑
n≤X/w
p|n =⇒ p 6∈P
f(n)n−it̂f,X
∣∣∣≪ρ,θ 1
(logX)ρ/2
∏
p≤X
(
1+
|f(p)| − 1
p
)
.
from which the claim follows easily.
Let
F (s) =
∏
p≤X
p 6∈P
(
1 +
f(p)
ps
+
f(p2)
p2s
+ · · ·
)
.
By [12, Proposition 3.3] with T = logX , we get
S ≪ 1
logX
∫ 1
0
min{logX, 1/β}
(
max
|t|≤T
|(1− w−β−it)F (1 + β + it̂f,X + it)|
)
dβ
+O
( log logX
logX
)
.
(39)
Next, as in [12, Proof of Theorem 4], we use [12, Lemma 2.2] but with an = f(n)1p|n =⇒ p≤X,p 6∈P ,
which gives
max
|t|≤T
|(1− w−β−it)F (1 + β + it̂f,X + it)| ≤ max|t|≤2T |(1− w
−it)F (1 + it̂f,X + it)|+O(β)
The error term contributes to the right hand side of (39) only O( 1
logX
). Hence we
obtain that
(40) S ≪ log logX
logX
(
max
|t|≤2T
|(1− w−it)F (1 + it̂f,X + it)|+ 1
)
.
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Now |1−w−it| ≪ min{1, |t| log 2w}. Thus, writing ρ′ = (ρ+ ρα)/2 and applying (32)
and Lemma 5.2(i), we obtain
max
|t|≤2T
|(1− w−it)F (1 + it̂f,X + it)|
≪ρ,θ max|t|≤2T
{
min{1, |t|} exp
(∑
p≤X
|f(p)|
p
− ρ
′
2
min{log logX, 3 log(|t| logX + 1)}
)}
≪ max
|t|≤2T
{
min{1, |t|}max{(logX)−ρ′/2, (|t| logX + 1)−3ρ′/2}
∏
p≤X
(
1 +
|f(p)|
p
)}
≤ (logX)−ρ′/2
∏
p≤X
(
1 +
|f(p)|
p
)
.
The claim follows now from (40).
Parts (ii) and (iii) follow similarly using Lemma 5.2(ii)–(iii). 
We will actually need to apply Lemma 5.3 in case f has a non-multiplicative depen-
dence on primes in a certain range (P,Q]. To this end, we have the following variant
of [22, Lemma 3] which is tailored for large P whereas [22, Lemma 3] was intended
for somewhat smaller P and Q.
Lemma 5.5. Let A > 0, X ≥ P ≥ 2. Let f : N → U be a multiplicative function.
Let r : N→ U depend only on prime factors of n that are > P (i.e. for m | n one has
r(n) = r(m) whenever p | n/m =⇒ p ≤ P ). Let P ⊂ P ∩ (1, X ] and write
F (s) =
∑
x<n≤2x
p|n =⇒ p 6∈P
f(n)r(n)
ns
.
(i) Assume that f is (α,Xθ)-non-vanishing for some α, θ ∈ (0, 1]. For any |t| ≤
X/2, x ∈ (P,X ], and 0 < ρ < ρα,
|F (1 + it)| ≪θ,ρ 1
logP
( 1
(logX)ρ/2
+
(log logX)2
(|t− t̂f,X |+ 1)1/2
) ∏
p≤X
(
1 +
|f(p)|
p
)
.(41)
(ii) For any |t| ≤ X/2, x ∈ (P,X ], and 0 < ρ < ρ1,
|F (1 + it)| ≪ρ logX
logP
( 1
(logX)ρ/2
+
(log logX)2
(|t− tf,X |+ 1)1/2
)
.
(iii) If f is almost real-valued, then (i) and (ii) hold also with t̂f,X and tf,X replaced
by 0.
Proof. We write
F (1 + it) =
∑
m≤2x
p|m =⇒ p>P,p 6∈P
f(m)r(m)
m1+it
∑
x/m<n≤2x/m
p|n⇒p≤P,p 6∈P
f(n)
n1+it
.
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In case (i) we get by Lemma 5.3 that, with ρ′ = (ρ+ ρα)/2,
|F (1+it)| ≪ρ,θ
∑
m≤2x
p|m =⇒ p>P
1
m log x/m
( log logX
(|t− t̂f,X |+ 1)1/2
+
1
(logX)ρ′/2
) ∏
p≤X
(
1+
|f(p)|
p
)
.
Now (41) follows by noting that∑
m≤2x
p|m =⇒ p>P
1
m log x/m
=
1
log x
+
∑
P<m≤2x
p|m =⇒ p>P
1
m log x/m
≪ log logX
logP
.
Cases (ii) and (iii) follow similarly from Lemma 5.3(ii)–(iii). 
6. Decomposition of Dirichlet polynomials
In this section we establish a variant of [22, Lemma 12] which gives a Buch-
stab/Ramare´-type decomposition of a Dirichlet polynomial.
Lemma 6.1. Let H ≥ 1, X1/5 ≥ Q ≥ P ≥ 1. Let g : N→ [0, 1] be multiplicative and
let am, bm and cp be sequences in U such that
|am|, |bm|, |cm| ≤ g(m) for all m;
amp = bmcp whenever P < p ≤ Q and p ∤ m
am = 0 if m has no prime factor in the interval (P,Q].
Let
Qν,H(s) =
∑
P<p≤Q
eν/H<p≤e(ν+1)/H
cp
ps
and
Rν,H(s) =
∑
Xe−ν/H<m≤2Xe−ν/H
bm
ms
· 1
#{P < q ≤ Q : q|m, q ∈ P}+ 1
and let T ⊆ [−T, T ]. Then∫
T
∣∣∣ ∑
X<m≤2X
am
m1+it
∣∣∣2dt≪ (H log(Q
P
)
+ 1
)∑
ν∈I
∫
T
∣∣∣Qν,H(1 + it)Rν,H(1 + it)|2dt
+
T
X
( 1
H
+
1
P
) ∏
p≤X
(
1 +
g(p)2 − 1
p
)
+
( 1
H
+
1
P
) ∏
p≤X
(
1 +
2g(p)− 2
p
)
where I is the interval ⌊H logP ⌋ ≤ ν ≤ H logQ.
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Proof. Here and later we write
ω(P,Q](m) :=
∑
P<p≤Q
p|m
1.
Let us also write s = 1+ it and notice that since am are supported on numbers having
a prime factor in (P,Q], we have
∑
X<m≤2X
am
ms
=
∑
P<p≤Q
∑
X/p<m≤2X/p
amp
(mp)s
· 1
ω(P,Q](m) + 1(p,m)=1
=
∑
P<p≤Q
cp
ps
∑
X/p<m≤2X/p
bm
ms
· 1
ω(P,Q](m) + 1
+
∑
X<mp≤2X
p∈(P,Q], (m,p)=p
em,p
(mp)s
,
where
|em,p| =
∣∣∣ amp
ω(P,Q](m)
− bmcp
ω(P,Q](m) + 1
∣∣∣ ≤ g(mp) + g(m)g(p).
We split the first sum further into short intervals getting that it equals
∑
ν∈I
∑
eν/H<p≤e(ν+1)/H
P<p≤Q
cp
ps
∑
Xe−(ν+1)/H<m≤2Xe−ν/H
X<mp≤2X
bm
ms
· 1
ω(P,Q](m) + 1
We remove the condition X < mp ≤ 2X overcounting at most by the integers mp
in the ranges (Xe−1/H , X ] and (2X, 2Xe1/H ]. Similarly, removing numbers with
Xe−(ν+1)/H < m ≤ Xe−ν/H we undercount at most by integers mp in the range
(Xe−1/H , Xe1/H ]. Therefore, for some dm and e′m,p with |dm| ≤ |g(m)| and |e′m,p| ≪
|g(mp)|+ |g(m)g(p)|, we have
∑
X<m≤2X
am
ms
=
∑
ν∈I
Qν,H(s)Rν,H(s)
+
∑
Xe−1/H<m≤Xe1/H
dm
ms
+
∑
2X<m≤2Xe1/H
dm
ms
+
∑
Xe−1/H<mp≤2Xe1/H
p∈(P,Q], (m,p)=p
e′m,p
(mp)s
.
We square both sides of this equation, integrate over t ∈ T and then apply Cauchy-
Schwarz on the first sum over ν and Lemma 3.4 on the second and third sums (with
y ≍ X/H). These clearly lead to an acceptable contribution. For the fourth sum we
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get from Lemma 3.1∫ T
−T
∣∣∣ ∑
Xe−1/H<mp≤2Xe1/H
p∈(P,Q], (m,p)=p
e′m,p
(mp)s
∣∣∣2dt
≪ T
∑
X/3<n≤6X
1
n2
∑
p1,p2∈(P,Q]
m1,m2
n=p21m1=p
2
2m2
|e′m1p1,p1e′m2p2,p2|+ T
∑
0<|k|≤6X/T
∑
X/3<n≤6X
∑
p1,p2∈(P,Q]
m1,m2
p21m1=n
p22m2=n+k
|e′m1p1,p1||e′m2p2,p2|
n(n + k)
.
Defining now, for each pair (p1, p2), the multiplicative function gp1,p2 such that gp1,p2(p) =
g(p) when p 6∈ {p1, p2} and gp1,p2(pα) = 1 when p ∈ {p1, p2} or α > 1, we obtain that
the previous expression is
≪ T
X2
∑
p1,p2∈(P,Q]
∑
X
3[p1,p2]
2<n≤ 6X[p1,p2]2
gp1,p2(n)
2
+
T
X2
∑
p1,p2∈(P,Q]
∑
0<|k|≤6X/T
(p21,p
2
2)|k
∑
X/3<n≤6X
p21|n,p22|n+k
gp1,p2(n)gp1,p2(n+ k).
Applying now, for each p1, p2, Lemmas 3.2 and 3.3, we obtain that∫ T
−T
∣∣∣ ∑
Xe−1/H<mp≤2Xe1/H
p∈(P,Q], (m,p)=p
e′m,p
(mp)s
∣∣∣2dt
≪ T
X
∑
p1,p2∈(P,Q]
1
[p1, p2]2
∏
p≤X
(
1 +
g(p)2 − 1
p
)
+
∑
p1,p2∈(P,Q]
1
p21p
2
2
∏
p≤X
(
1 +
2g(p)− 2
p
)
≪ T
XP
∏
p≤X
(
1 +
g(p)2 − 1
p
)
+
1
P
∏
p≤X
(
1 +
2g(p)− 2
p
)
.

7. Moment computation
In this section we prove an analogue of [22, Lemma 13]. Let us first introduce some
relevant notation. Let X, Y1, Y2 ≥ 2, and consider,
Q(s) =
∑
Y1<p≤2Y1
cp
ps
and A(s) =
∑
X/Y2<m≤2X/Y2
am
ms
.
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Lemma 7.1. Let ℓ = ⌈ log Y2
log Y1
⌉ and let g : N → [0, 1] be multiplicative. Assume that
|cp| ≤ 1 for all p, |am| ≤ g(m) for all m, and Y2 ≤ X1/5. Then∫ T
−T
|Q(1 + it)ℓ · A(1 + it)|2dt
≪ ℓ!2
( T
X
∏
p≤X
(
1 +
|g(p)|2 − 1
p
)
+
∏
p≤X
(
1 +
2|g(p)| − 2
p
))
Proof. The coefficients of the Dirichlet polynomial Q(s)ℓA(s) are supported on the
interval
(Y ℓ1 ·X/Y2, (2Y1)ℓ · 2X/Y2] ⊆ (X, 2ℓ+1Y1X ].
Let g∗ be a multiplicative function such that g∗(pα) = g(pα) if p 6∈ (Y1, 2Y1] and
g∗(pα) = 1 if p ∈ (Y1, 2Y1]. Using the improved mean-value theorem for Dirichlet
polynomials (first inequality of Lemma 3.1) and then splitting the n sums dyadically,
we see that∫ T
−T
|Q(1 + it)ℓ · A(1 + it)|2dt
≪
∑
X/2<y≤2ℓ+1Y1X
y=2r
(
T
∑
y<n≤2y
1
n2
( ∑
n=mp1...pℓ
Y1<p1,...,pℓ≤2Y1
X/Y2<m≤2X/Y2
g∗(n)
)2
+ T
∑
0<|k|≤2y/T
y<n≤2y
∑
n=mp1...pℓ
Y1<p1,...,pℓ≤2Y1
X/Y2<m≤2X/Y2
g∗(n)
n
∑
n+k=m′p′1...p
′
ℓ
Y1<p′1,...,p
′
ℓ≤2Y1
X/Y2<m′≤2X/Y2
g∗(n+ k)
n+ k
)
≪
∑
X/2<y≤2ℓ+1Y1X
y=2r
T
y2
( ∑
Y1<p1,...,pℓ≤2Y1
Y1<p′1,...,p
′
ℓ≤2Y1
∑
y
[p1···pℓ,p
′
1
···p′
ℓ
]
<n≤ 2y
[p1···pℓ,p
′
1
···p′
ℓ
]
g∗(n)2
+
∑
Y1<p1,...,pℓ≤2Y1
Y1<p′1,...,p
′
ℓ≤2Y1
∑
0<|k|≤2y/T
(p1···pℓ,p′1···p′ℓ)|k
∑
y<n≤2y
p1···pℓ|n
p′1···p′ℓ|n+k
g∗(n)g∗(n + k)
)
.
By Lemmas 3.2 and 3.3 we see that this is
≪
∑
X/2<y≤2ℓ+1Y1X
y=2r
(T
y
∑
Y1<p1,...,pℓ≤2Y1
Y1<p′1,...,p
′
ℓ≤2Y1
1
[p1 · · · pℓ, p′1 · · · p′ℓ]
∏
p≤X
(
1 +
g(p)2 − 1
p
)
+
∑
Y1<p1,...,pℓ≤2Y1
Y1<p′1,...,p
′
ℓ≤2Y1
1
p1 · · · pℓ · p′1 · · ·p′ℓ
∏
p≤X
(
1 +
2g(p)− 2
p
))
.
MULTIPLICATIVE FUNCTIONS IN SHORT INTERVALS II 35
The claim follows since∑
Y1<p1,...,pℓ≤2Y1
Y1<p′1,...,p
′
ℓ≤2Y1
1
[p1 · · · pℓ, p′1 · · · p′ℓ]
≤
ℓ∑
r=1
∑
Y1<p1,...,pr≤2Y1
r!
p1 · · · pr
(
l
r
)2 ∑
Y1<pr+1,...,pℓ≤2Y1
Y1<p′r+1,...,p
′
ℓ≤2Y1
1
pr+1 · · · pℓ · p′r+1 · · ·p′ℓ
≤
ℓ∑
r=1
r!
(
ℓ
r
)2
≪ ℓ!2.

8. Parseval bound
Let us first state a standard Parseval type bound that we will use frequently.
Lemma 8.1. Let T ⊆ R, let X ≥ y ≥ 1, and let A : C→ C be such that supt∈T |A(1+
it)| ≤ g(X) for some g(X). Then
1
Xy2
∫ 2X
X
∣∣∣ ∫
T
A(1 + it)
(x+ y)1+it − x1+it
1 + it
dt
∣∣∣2dx
≪ max
T≥X/y
X/y
T
∫
[−T,T ]∩T
|A(1 + it)|2dt.
Proof. This follows e.g. from the arguments in [22, Proof of Lemma 14]. 
Assumption 8.2. Let X1/2−ε ≥ Q ≥ P ≥ Q′ ≥ P ′ ≥ 1, and let f : N → U be a
multiplicative function. Let am, bm, dm and cp be sequences in U such that
|am|, |bm|, |cm| ≤ |f(m)| for all m;
ampp′ = bmcpcp′ whenever p ∈ (P,Q], p′ ∈ (P ′, Q′] and (pp′, m) = 1;
am = 0 if ω(P,Q](m) = 0 or ω(P ′,Q′](m) = 0;
am = dm if X/4 < m ≤ 4X .
We set
FW (s) :=
∑
n
an
ns
·W
( n
X
)
withW (·) a smooth function such thatW (x) = 1 for 1 < x ≤ 5/2 andW is compactly
supported on (1/2, 4]. This Dirichlet polynomial will be used for studying averages
over short intervals. Let us first collect some properties of FW (s).
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Similarly to the Buchstab/Ramare´-type identity in Lemma 6.1 we get
FW (s) =
∑
m
P<p≤Q
P ′<p′≤Q′
ampp′W (mpp
′/X)
(mpp′)sω(P,Q](mpp′)ω(P ′,Q′](mpp′)
=
∑
m
P<p≤Q
P ′<p′≤Q′
bmcpcp′W (mpp
′/X)
(mpp′)s(ω(P,Q](m) + 1)(ω(P ′,Q′](m) + 1)
+ F(s),
where
(42) F(s) =
∑
X/2<mpp′≤4X
P<p≤Q
P ′<p′≤Q′
(pp′,m)>1
em,p,p′
(mpp′)s
with |em,p,p′| ≪ |f(mpp′)|+ |f(m)f(p)f(p′)|. Hence we obtain by Mellin inversion
FW (s) =
∑
A,B,C
1
2π
∫ ∞
−∞
Q1,A(s + iu)Q2,B(s+ iu)RC(s+ iu)W˜ (iu) ·X iudu+ F(s),
(43)
where A,B,C traverses powers of two such that X/16 < ABC ≤ 4X,P/2 < A ≤ Q,
P ′/2 < B ≤ Q′, and where
W˜ (s) :=
∫ ∞
0
W (x)xs−1dx
Q1,D(s) :=
∑
D<p≤2D
P<p≤Q
cp
ps
and Q2,D(s) =
∑
D<p′≤2D
P ′<p′≤Q′
cp′
p′s
and RD(s) :=
∑
D<m≤2D
bm
ms(ω(P,Q](m) + 1)(ω(P ′,Q′](m) + 1)
.
(44)
The following proposition, which is a variant of [22, Lemma 14], shows that the
behaviour of a sequence satisfying Assumption 8.2 in almost all very short intervals
can be approximated by its behaviour in a long interval (when appropriately twisted)
if the mean square of the corresponding Dirichlet polynomial is small. Compared
to [22, Lemma 14], the following proposition allows us to discard some parts of the
mean square integral which will allow us to get power-type savings in the exceptional
set.
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Proposition 8.3. Let ε > 0 be small, X1/2−ε ≥ Q ≥ P ≥ Q′ ≥ P ′ ≥ 1, f , am, bm, dm
and cp be as in Assumption 8.2, and let W (x), FW (s), Qj,D(s) and RD(s) be as above.
Assume ν1 := logP
′/ logX ≥ (logX)−1/4. Let 1 ≤ y1 ≤ y2 ≤ X and 1 ≤ T0 ≤ X/10.
Assume that y2 > X
ε. Let U ⊆ [−X,X ]. Then, for any |t0| ≤ X and X < x ≤ 2X,
1
y1
∑
x<n≤x+y1
an − 1
y1
∫ x+y1
x
uit0du · 1
y2
∑
x<n≤x+y2
ann
−it0
= A(x, y1, y2, t0, T0,U) +Oε
((y2T 20
X
+
1
y1
+
(
1 + log logQ
logP ′
)2
T 100
)
·
∏
p≤X
(
1 +
|f(p)| − 1
p
))
+O
((
1 + log
logQ
logP ′
)2
· sup
|t|≤X/2,|t−t0|≥T0
X/(16QQ′)<C≤16X/(PP ′)
|RC(1 + it)|
)
,
(45)
where A(x, y1, y2, t0, T0,U) is such that
1
X
∫ 2X
X
|A(x, y1, y2, t0, T0,U)|2dx≪ I(X, y1) + 1
y1
∏
p≤X
(
1 +
|f(p)|2 − 1
p
)
+
(logX)5
Xν
3
1/160
max
X/y1≤T≤X
( |(U + [−Xε, Xε]) ∩ [−T, T ]| ·Q′
y1
√
T
+ 1
)
,
(46)
with
I(X, y1) = max
X/y1≤T≤X
X/y1
T
∫
[−T,T ]\U
∣∣∣ ∑
X/100<n≤100X
dn
n1+it
∣∣∣2dt,
and where, for two sets A,B ⊂ R, we define A+B := {a+ b : a ∈ A, b ∈ B}.
Proof. By Perron’s formula (see e.g. [13, Lemma 1.1])
1
y1
∑
x<n≤x+y1
an =
1
y1
· 1
2πi
∫ X10
−X10
FW (1 + it) · (x+ y1)
1+it − x1+it
1 + it
dt
+O
(
1
y1
min
{
1,
1
X5min{‖x‖, ‖x+ y1‖}
})
.
The square mean over x ∈ [X, 2X ] of the error term is very small, and thus the error
term can be included to A(x, y1, y2, t0, T0,U).
We split the integration range [−X10, X10] into three parts:
V1 =
{
{t : |t− t0| ≤ T0} if |t0| ≤ X/3
∅ otherwise.
V2 = [−X/8, X/8] \ V1
V3 = {X/8 ≤ |t| ≤ X10} \ V1.
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Writing, for T ⊂ R,
IT (x) =
1
y1
· 1
2πi
∫
T
FW (1 + it) · (x+ y1)
1+it − x1+it
1 + it
dt,
we thus need to prove the claim with 1
y1
∑
x<n≤x+y1 an replaced by
IV1(x) + IV2(x) + IV3(x).
By Lemmas 8.1 and 3.4,
1
X
∫ 2X
X
|IV3(x)|2 dx≪ max
X/8≤T≤X10
X/y1
T
∫ T
−T
|FW (1 + it)|2dt
≪ max
X/8≤T≤X10
X/y1
T
( T
X
∏
p≤X
(
1 +
|f(p)|2 − 1
p
)
+
∏
p≤X
(
1 +
2|f(p)| − 2
p
))
≪ 1
y1
∏
p≤X
(
1 +
|f(p)|2 − 1
p
)
,
so that IV3(x) can be included into A(x, y1, y2, t0, T0,U).
In case V1 is empty, one has |t0| > X/3 and so
1
y1
∫ x+y1
x
uit0du =
1
y1
(x+ y1)
1+it0 − x1+it0
1 + it0
≪ 1
y1
.
Hence in this case the second term on the left hand side of (45) leads by Shiu’s bound
(Lemma 3.2) to an acceptable contribution
≪ 1
y1
∏
p≤X
(
1 +
|f(p)| − 1
p
)
.
Therefore in case V1 = ∅, it suffices to show that IV2(x) can be written in the form
on the right hand side of (45).
When V1 is non-empty, we borrow arguments from the on-going work [10]. In this
case
IV1(x) =
1
y1
· 1
2πi
∫ T0
−T0
FW (1 + it0 + it) · (x+ y1)
1+it0+it − x1+it0+it
1 + it0 + it
dt
=
1
y1
· 1
2πi
∫ T0
−T0
FW (1 + it0 + it) ·
∫ x+y1
x
uit0+itdu dt.
For |t| ≤ T0 and u ∈ [x, x + y1], we have uit = xit + O(y1T0/x), so that, using also
Lemma 3.2,
IV1(x) =
1
y1
∫ x+y1
x
uit0du· 1
2πi
∫ T0
−T0
FW (1+it0+it)x
itdt+O
(y1T 20
X
∏
p≤X
(
1+
|f(p)| − 1
p
))
.
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On the other hand, again by Perron’s formula, the sum 1
y2
∑
x<n≤x+y2 ann
−it0 in the
second term on the left hand side of (45) equals
1
y2
· 1
2πi
∫ X10
−X10
FW (1 + it0 + it) · (x+ y2)
1+it − x1+it
1 + it
dt
apart from an error term which has acceptable square mean over x ∈ [X, 2X ]. Arguing
as above, the region |t| ≥ X/8 leads to an acceptable contribution, whereas the region
|t| ≤ T0 contributes a main term
1
2πi
∫ T0
−T0
FW (1 + it0 + it)x
itdt+O
(y2T 20
x
∏
p≤x
(
1 +
|f(p)| − 1
p
))
.
Since this main term corresponds to the main term from IV1(x), it remains to study
IV2(x) and
1
y2
· 1
2πi
∫
T0≤|t|≤X/8
FW (1 + it0 + it) · (x+ y2)
1+it − x1+it
1 + it
dt.
These can be treated similarly and we concentrate on IV2(x).
Write
U2 = V2 ∩
(
U + [−Xε/2, Xε/2]
)
and T2 = V2 \ U2.
Let us first consider IT2(x) which will be included to A(x, y1, y2, t0, T0,U) and leads
to a term of the type I(X, y1) there. By Lemma 8.1
1
X
∫ 2X
X
∣∣∣IT2(x)∣∣∣2dx≪ max
X/y1≤T≤X/8
X/y1
T
∫
T2∩[−T,T ]
|FW (1 + it)|2dt.
Now notice that, by Mellin inversion,
FW (1 + it) =
1
2π
∫ ∞
−∞
∑
X/100<n≤100X
dn
n1+it+iu
·X iuW˜ (iu)du.
Due to the rapid decay of W˜ (iu) we can truncate at |u| ≤ Xε/3. Then applying
Cauchy-Schwarz, we get that∫
T2∩[−T,T ]
|FW (1 + it)|2dt≪
∫ Xε/3
−Xε/3
∫
T2∩[−T,T ]+u
∣∣∣ ∑
X/100<n≤100X
dn
n1+it
∣∣∣2dt · |W˜ (iu)|du+O( 1
X10
)
≪
∫
[−2T,2T ]\U
∣∣∣ ∑
X/100<n≤100X
dn
n1+it
∣∣∣2dt +O( 1
X10
)
since, by the definition of T2, we have t + u 6∈ U whenever t ∈ T2 and |u| ≤ Xε/3.
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Now we are left with studying IU2 . Recalling (43), it equals, up to an error O(X
−10),
1
4π2i · yj
∑
A,B,C
∫ Xε/2
−Xε/2
W˜ (iu)X iu
∫
U2
Q1,A(1 + it+ iu)Q2,B(1 + it+ iu)RC(1 + it + iu)du
· (x+ y1)
1+it − x1+it
1 + it
dt +
1
y1
· 1
2πi
∫
U2
F(1 + it) · (x+ y1)
1+it − x1+it
1 + it
dt,
(47)
where F(s) is as in (42) and A,B,C traverse powers of two such thatX/16 < ABC ≤
4X and P/2 < A ≤ Q and P ′/2 < B ≤ Q′. Let us first deal with the second term.
By Lemma 8.1
1
X
∫ 2X
X
∣∣∣ 1
y1
· 1
2πi
∫
U2
F(1 + it) · (x+ y1)
1+it − x1+it
1 + it
dt
∣∣∣2dx
≪ max
X/y1≤T≤X
X/y1
T
∫ T
−T
|F(1 + it)|2dt.
Arguing as in the end of proof of Lemma 6.1, this is
≪ 1
y1P ′
∏
p≤X
(
1 +
|f(p)|2 − 1
p
)
+
1
P ′
∏
p≤X
(
1 +
2|f(p)| − 2
p
)
≪ 1
Xν1
.
Hence the term involving F(s) can be included to A(x, y1, y2, t0, T0)
Now we can concentrate on the first term in (47). In the region where |t+u− t0| <
T0/2, we necessarily have |u| > T0/2, and in this region we can use fast decay of
W˜ , trivial estimates for Q1,A(s) and Q1,B(s) and Lemma 3.2 for RC(s). This way we
obtain that the contribution of the region |t+ u− t0| < T0/2 is
≪
(
1 + log logQ
logP ′
)2
T 100
∏
p≤X
(
1 +
|f(p)| − 1
p
)
.
Hence we can restrict our attention to
t + u ∈ U∗ := {t : |t− t0| > T0/2} ∩ (U + [−2Xε/2, 2Xε/2])
We write
T ∗ = {t ∈ U∗ : max
B
|Q2,B(1 + it)| ≤ X−ν31/320},
where B runs through powers of 2 in (P ′/2, Q′]. We split the integral in (47) according
to whether t+ u ∈ T ∗ or t+ u ∈ U∗ \ T ∗. In the first case we can use the point-wise
bound in the definition of T ∗ together with a Dirichlet polynomial large value result
(Lemma 4.1). The second case is very rare and in that case we use a point-wise bound
for RC(s) and another large value result (Lemma 4.4) which is applicable thanks to
the rareness of large values of Q2,B(s).
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For t+ u ∈ T ∗, Cauchy-Schwarz and Lemma 8.1 give
1
X
∫ 2X
X
∣∣∣ 1
yj
∑
A,B,C
∫ Xε/2
−Xε/2
W˜ (iu)X iu
∫
t∈U2
t+u∈T ∗
Q1,A(1 + it+ iu)Q2,B(1 + it+ iu)RC(1 + it + iu)du
· (x+ y1)
1+it − x1+it
1 + it
dt
∣∣∣2dx
≪
(
1 + log
Q
P ′
)4
max
A,B,C
X/y1≤T≤X
X/y1
T
∫
T ∗∩[−T,T ]
∣∣∣Q1,A(1 + it)Q2,B(1 + it)RC(1 + it)∣∣∣2dt
≪ (logX)4X−ν31/160 max
A,C
X/y1≤T≤X
X/y1
T
∫
T ∗∩[−T,T ]
|Q1,A(1 + it)RC(1 + it)|2dt.
Recalling that T ∗ is contained in U∗, we get, discretising and applying Lemma 4.1∫
T ∗∩[−T,T ]
|Q1,A(1+it)RC(1+it)|2dt≪
(
AC+T 1/2 ·|(U+[−Xε, Xε])∩[−T, T ]|
) logX
AC
.
Since AC ≥ X/(16Q′), those t+ u ∈ T ∗ give an acceptable contribution.
Since
(48)
∣∣∣(x+ y)1+it − x1+it
1 + it
∣∣∣≪ min{ x
1 + |t| , y
}
,
the contribution of t+ u ∈ U∗ \ T ∗ to the first term in (47) is
≪ max
X/y1≤T≤X/2
x/y1
T
∑
A,B,C
∫
(U∗\T ∗)∩[−T,T ]
∣∣∣Q1,A(1 + it)Q2,B(1 + it)RC(1 + it)∣∣∣dt
≪ ( sup
|t|≤X/2,|t−t0|>T0/2
X/(16QQ′)<C≤16X/(PP ′)
|RC(1 + it)|) ·
∑
A,B
∫
U∗\T ∗
|Q1,A(1 + it)Q2,B(1 + it)|dt.
Here, for certain one-spaced W∗ ⊂ U∗ \ T ∗,∑
A,B
∫
U∗\T ∗
|Q1,A(1 + it)Q2,B(1 + it)|dt≪
∑
A,B
( ∑
t∈W∗
|Q1,A(1 + it)|2
∑
t∈W∗
|Q2,B(1 + it)|2
)1/2
≪
(
1 + log
logQ
logP ′
)
·
(∑
A
logA
∑
t∈W∗
|Q1,A(1 + it)|2
∑
B
logB
∑
t∈W∗
|Q2,B(1 + it)|2
)1/2
.
Applying Lemma 4.4, we see that, for any η ∈ (0, 1/2),
X−ν
3
1/160|W∗| ≤
∑
B
logB
∑
t∈W∗
|Q2,B(1 + it)|2 ≪
∑
B
( 1
logB
+ |W∗|X 92η3/2(logX)2B− 99100 η
)
≪ 1 + log logQ
logP ′
+ |W∗|X 92η3/2(logX)3 · P ′− 99100η
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Taking η = ν21/45, the first two terms must dominate. In particular
|W∗| ≪
(
1 + log
logQ
logP ′
)
Xν
3
1/160.
As a result with this choice of η∑
B
logB
∑
t∈W∗
|Q2,B(1 + it)|2 ≪ 1 + log logQ
logP ′
and ∑
A
logA
∑
t∈W∗
|Q1,A(1 + it)|2 ≪ 1 + log logQ
logP ′
+ |W∗|X 92η3/2(logX)3 · P− 99100η
≪ 1 + log logQ
logP ′
.
Hence we obtain∑
A,B
∫
U∗\T ∗
|QA(1 + it)QB(1 + it)|dt≪
(
1 + log
logQ
logP ′
)2
and so the total contribution of t + u ∈ U∗ \ T ∗ is
≪
(
1 + log
logQ
logP ′
)2
· sup
|t|≤X/2,|t−t0|>T0/2
X/(16(QQ′))<C≤16X/(PP ′)
|RC(1 + it)|.

9. Theorem inside a set S
We will deduce Theorem 1.9 from a variant where n is restricted to S ⊂ N for which
S ∩ (X, 2X ] is dense and which contains only those n which have prime divisors from
certain convenient ranges.
To define S, we need to introduce some notation following [22, Section 2]. Let
1/6 > ν2 > ν1 > (logX)
−1/10. Let η ∈ (0, 1/6 − ν2/3). Consider a sequence of
increasing intervals (Pj, Qj ] with j = 1, . . . , J + 2 with J ≥ 1, such that
• PJ+1 = Xν1, QJ+1 = PJ+2 = X
√
ν1ν2 and QJ+2 = X
ν2, and P1 ≥ 3/2.
• PJ is large enough and QJ is small enough, precisely
(49) PJ ≥ (logX)2/η and either J = 1 or QJ ≤ exp((logX)1/2);
• The intervals are not too far from each other, precisely
(50)
log logQj
logPj−1 − 1 ≤
η
4j2
for j = 2, . . . , J .
• The intervals are not too close to each other, precisely
(51)
η
j2
logPj ≥ 16 logQj−1 + 16 log j for j = 2, . . . , J .
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Note that (51) implies that necessarily J ≪ log logX/ log log logX .
For example, given (logX)−1/10 < ν1 < ν2 < 1/6, η ∈ (0, 1/6−ν2/3) and β0 ∈ (0, 1],
choose first any Q1 and P1 with X
1/6 ≥ Q1 ≥ P1 ≥ (logQ1)40/η large enough in terms
of η and β0. Then if Q1 ≥ exp((logX)1/2), take J = 1 and otherwise choose Pj and
Qj for j = 2, . . . , J to be
(52) Pj = exp(j
8j/β0(logQ1)
j−1 logP1) and Qj = exp(j(8j+6)/β0(logQ1)j)
with J the largest index j such that Qj ≤ exp((logX)1/2).
Let S = SX be the set of integers ≤ 100X having at least one prime factor in each
of the intervals (Pj, Qj ] for j ≤ J + 2.
In order to apply results on multiplicative functions to sums with the additional re-
striction n ∈ S, we use the following immediate consequence of the inclusion-exclusion
principle (which is also [22, Lemma 5]).
Lemma 9.1. For J ⊆ {1, . . . , J + 2}, let gJ be the completely multiplicative function
gJ (pj) =
{
1 if p 6∈ ⋃j∈J (Pj , Qj]
0 otherwise.
Then, for any complex numbers an,∑
X<n≤2X
n∈S
an =
∑
X<n≤2X
an
J+2∏
j=1
(1− g{j}(n)) =
∑
J⊆{1,...,J+2}
(−1)#J
∑
X<n≤2X
gJ (n)an.
We shall prove the following variant of [22, Theorem 3].
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Theorem 9.2. Let X ≥ 2 and let S be as above with η ∈ (0, 1/6 − ν2/3). Let
2 ≤ h0 ≤ X1/2 and assume that (P1, Q1] ⊂ (3/2, h0]. Write h1 = H(f ;X). Let
f : N→ U be a multiplicative function.
(i) Assume that f is (α,Xθ)-non-vanishing for some α, θ ∈ (0, 1], and let 0 < ρ <
ρα. Then, for δ ∈ (0, 1/1000),∣∣∣ 1
h0h1
∑
x<n≤x+h0h1
n∈S
f(n)− 1
h0h1
∫ x+h0h1
x
uit̂f,Xdu · 1
X
∑
X<n≤2X
n∈S
f(n)n−it̂f,X
∣∣∣
≤
(
δ +
1
ν1(logX)ρ/12
)∏
p≤X
(
1 +
|f(p)| − 1
p
)
for all but at most
≪η,ρ,θ X
δ2
· (log h0)
2
P
1/2−ν2−3η
1
+X1−ν
3
1/200
integers x ∈ [X, 2X ]. Moreover, if
(53)
∑
u<p≤v
f(p)
p1/2+it
≪ε
∑
p≤v
|f(p)|
p
· 1
1 + |t| + u
−1/2+ε
for all ε > 0 and for all (u, v] ⊂ (PJ , QJ ], then the exceptional set is
≪η,ρ,θ X
δ2
· (log h0)
2
P 1−3η1
+X1−ν
3
1/200.
(ii) Let 0 < ρ < ρ1. Then, for δ ∈ (0, 1/1000),∣∣∣ 1
h0
∑
x<n≤x+h0
n∈S
f(n)− 1
h0
∫ x+h0
x
uitf,Xdu · 1
X
∑
X<n≤2X
n∈S
f(n)n−itf,X
∣∣∣ ≤ δ + 1
ν1(logX)ρ/12
for all but
≪η,ρ X
δ2
· (log h0)
2
P
1/2−ν2−3η
1
+X1−ν
3
1/200
integers x ∈ [X, 2X ].
(iii) If f is almost real-valued, (i) and (ii) also hold with t̂f,X and tf,X replaced by 0.
In this case the main terms become simply
1
X
∑
X<n≤2X
n∈S
f(n)
Remark. Note that if |t̂f,X | > X/2, then
1
h0h1
∫ x+h0h1
x
uit̂f,Xdu≪ 1
h0h1
,
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and using also Shiu’s bound (Lemma 3.2), the main term in Theorem 9.2(i) be-
comes essentially negligible. On the other hand, for |t̂f,X | ≤ X/2, Hala´sz’s theorem
(Lemma 5.3 together with Lemma 9.1) implies that the main term has size
≪ 2J
(
M̂(f ;X)
exp(1
2
M̂(f ;X))
+
1
(logX)α
)∏
p≤X
(
1 +
|f(p)| − 1
p
)
.
This is o(
∏
p≤X(1 +
|f(p)|−1
p
)) if M̂(f ;X) tends to infinity faster than 2J . In case
M̂(f ;X) tends to infinity but more slowly, it seems to be more complicated to show
in general that the main term is small. However, even in this case Corollary 1.10
provides a non-trivial bound without a main term. Similar remarks apply to part (ii).
Proof of Theorem 9.2. Let us first prove the case (i) and then discuss the differences
in the cases (ii)–(iii) at the end. Let ρ′ = (ρ+ ρα)/2. We shall apply Proposition 8.3
with ε = η/2, t0 = t̂f,X , T0 = (logX)
ρ′/6, y1 = h0h1, y2 = X/(logX)
5ρ′/12, P ′ =
PJ+1, Q
′ = QJ+1, P = PJ+2, Q = QJ+2, am = f(m)1m∈S , bm = f(m)1m∈S∗ and
cp = f(p). Here S∗ is the set of integers that have prime factor in each interval
(Pj , Qj] for j = 1, . . . , J . We shall choose dn and U later. The set U will be chosen
so that, for any T ∈ [X/H,X ], one has
(54) |(U + [−Xη/2, Xη/2]) ∩ [−T, T ]| ≪ h0h1
√
T
QJ+2
which guarantees that the corresponding term in (46) is of acceptable size.
Let us first show that the main term in Proposition 8.3 corresponds to the main term
in Theorem 9.2. With gJ as in Lemma 9.1, we have by Lemma 9.1, for y ∈ {X, y2},
1
y
∑
X<n≤X+y
n∈S
f(n)n−it̂f,X =
1
y
∑
J⊆{1,...,J+2}
(−1)#J
∑
X<n≤X+y
gJ (n)f(n)n−it̂f,X .
Applying Lemma 5.4(i) to the sum over n on the right hand side, we see that
1
X
∑
X<n≤2X
f(n)gJ (n)n−it̂f,X =
1
y2
∑
x<n≤x+y2
f(n)gJ (n)n−it̂f,X
+O
( 1
(logX)ρ′/12
∏
p≤X
(
1 +
|f(p)| − 1
p
))
for all x ∈ [X, 2X ]. Summing back over subsets J ⊂ {1, . . . , J + 2} weighted by
(−1)#J we conclude that,
1
X
∑
X<n≤2X
n∈S
f(n)n−it̂f,X =
1
y2
∑
x<n≤x+y2
n∈S
f(n)n−it̂f,X+O
( 2J
(logX)ρ′/12
∏
p≤X
(
1+
|f(p)| − 1
p
))
.
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Letting RC(s) be as in (44), we get, using Lemmas 5.5(i) and 9.1 in similar fashion,
that
sup
|t|≤X/2,|t−t̂f,X |>T0/2
X/(16QJ+1QJ+2)<C≤16X/(PJ+1PJ+2)
|RC(1 + it)|
≪ 2
J
logPJ+1
( 1
logρ
′/2X
+
(log logX)2
T
1/2
0
) ∏
p≤X
(
1 +
|f(p)|
p
)
≪ 2
J(log logX)2
ν1(logX)ρ
′/12
·
∏
p≤X
(
1 +
|f(p)| − 1
p
)
.
Recall that J ≪ log logX/ log log logX , ρ′ > ρ and that we can assume thatX is large
in terms of ρ. Combining the above, Proposition 8.3 implies that, for x ∈ (X, 2X ],∣∣∣ 1
h0h1
∑
x<n≤x+h0h1
n∈S
f(n)− 1
h0h1
∫ x+h0h1
x
uit̂f,Xdu · 1
X
∑
X<n≤2X
n∈S
f(n)n−it̂f,X
− A(x, h0h1, X/(logX)5ρ′/12, t̂f,X , T0,U)
∣∣∣
≤
(
1
2ν1(logX)ρ/12
+O
(
1
h0h1
))
·
∏
p≤X
(
1 +
|f(p)| − 1
p
)
,
where A(x, y1, y2, t̂f,X , T0,U) satisfies (46).
Now our claim is trivial unless δ ≥ h−1/20 , and so it suffices to show that
|A(x, h0h1, X/(logX)5ρ′/12, t̂f,X , T0,U)| ≤
(
1
2ν1(logX)ρ/12
+
δ
2
)
·
∏
p≤X
(
1+
|f(p)| − 1
p
)
for all but at most ≪ X
δ2
R integers x ∈ [X, 2X ], where R = (log h0)2/P 1−3η1 or
R = (log h0)2/P 1/2−ν2−3η1 depending on whether we assume (53) or not.
Thus by (46) it suffices to show that, for some choice of dn and U such that U
satisfies (54) and dn = f(n)1n∈S for all X/4 < n ≤ 4X , we have∫
[−T,T ]\U
∣∣∣ ∑
X/100<n≤100X
dn
n1+it
∣∣∣2dt≪ T
X/(h0h1)
∏
p≤X
(
1 +
2|f(p)| − 2
p
)
R
whenever X/(h0h1) ≤ T ≤ X . Writing
S(X, T, f) :=
T
X
∏
p≤X
(
1 +
|f(p)|2 − 1
p
)
+
∏
p≤X
(
1 +
2|f(p)| − 2
p
)
and recalling the definition of h1 and that Q1 ≤ h0, it thus suffices to show that
(55)
∫
[−T,T ]\U
∣∣∣ ∑
X/100<n≤100X
dn
n1+it
∣∣∣2dt≪ S(X/Q1, T, f)R
for all X/(h0h1) ≤ T ≤ X .
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We write I1 := {v : ⌊logP1/ log 2⌋ ≤ v ≤ logQ1/ log 2} and choose
dn :=
∑
v∈I1
∑
n=pm
2v<p≤2v+1
P1<p≤Q1
m∈S1
X/2v+3<m≤4X/2v
f(mp)
ω(P1,Q1](m) + 1(p,m)=1
,
where S1 is the set of those n that have at least one prime factor in each of intervals
(Pj , Qj] for j = 2, . . . , J + 2. Now dn = f(n)1n∈S for all n ∈ (X/4, 4X ] as requested.
We have
(56) dn =
∑
v∈I1
∑
n=mp
2v<p≤2v+1
P1<p≤Q1
m∈S1
X/2v+3<m≤4X/2v
f(m)f(p)
ω(P1,Q1](m) + 1
+
∑
n=mp
P1<p≤Q1
m∈S1, (m,p)=p
em,p,
where
|em,p| ≤ |f(mp)|+ |f(m)||f(p)|.
The contribution of em,p to R in (55) is acceptable (of the order of 1/P1) as in end of
proof of Lemma 6.1.
To handle the rest of (55) and define the set U we need to introduce some additional
notation following [22, Proof of Theorem 3]. Pick a sequence αj for 1 ≤ j ≤ J
differently depending on whether (53) holds or not. If (53) does not hold, choose
(57) αj =
1
4
− ν2
2
− η
(
1 +
1
2j
)
.
Notice that
1
4
− ν2
2
− 3
2
η = α1 < α2 < . . . < αJ ≤ 1
4
− ν2
2
− η.
If (53) holds then pick
αj =
1
2
− η
(
1 +
1
2j
)
.
Let
(58) H1 = 1/ log 2, and for j = 2, . . . , J, let Hj := j
2P1.
For j = 1, . . . , J , let
Qv,j(s) :=
∑
ev/Hj<p≤e(v+1)/Hj
Pj<p≤Qj
f(p)
ps
.
Notice that this can be non-zero only when
v ∈ Ij := {v : ⌊Hj logPj⌋ ≤ v ≤ Hj logQj}
We write
[−T, T ] =
J⋃
j=1
Tj ∪ U
48 KAISA MATOMA¨KI AND MAKSYM RADZIWI L L
as a disjoint union where t ∈ Tj when j is the smallest index such that
for all v ∈ Ij : |Qv,j(1 + it)| ≤ e−αjv/Hj
and t ∈ U if this does not hold for any j ≤ J .
Let us first show that U satisfies (54). Note that if (53) holds then U ⊂ [−Q1/2J , Q1/2J ]
and QJ ≤ QJ+2 ≤ X1/6. As a result (54) is automatically satisfied. On the other
hand if (53) does not hold then it suffices to show that for any X/(h0h1) ≤ T ≤ X
and any one-spaced subset W ⊂ U ∩ [−T, T ], we have |W| ≪ T 1/2h0h1/Xν2+η/2. For
each t ∈ W there exists v ∈ IJ such that |Qv,J(s)| > e−αJv/HJ . By (49) we have
QJ ≤ Xo(1)h0, so applying [22, Lemma 8] to Qv,J(s) for every v ∈ IJ we get
|W| ≪ |IJ | · T 2αJQ2αJJ Xη ≪ (Th0h1)2αJXη+o(1)
≪ (Th0h1)1/2(Th0h1)−ν2−2ηXη+o(1) ≪ T 1/2(h0h1)1/2X−ν2−η+o(1)
which is sufficient. Hence our choice for U is legitimate and it suffices to show (55).
Write
Rv,1(s) =
∑
X/(8ev/H1 )<m≤4X/ev/H1
m∈S1
f(m)
ms
· 1
ω(P1,Q1](m) + 1
.
Recalling (56) and that the contribution from en is acceptable, it suffices to show that
(59) max
v∈I1
∫
[−T,T ]\U
∣∣∣Qv,1(1 + it)Rv,1(1 + it)∣∣∣2dt≪ S(X/Q1, T, f)P−2α11 .
Our argument is similar to that in [22, Proof of Theorem 3] though we have taken
out the smallest prime in p ∈ (P1, Q1] earlier to get better bounds (because this way
we avoid splitting p ∈ (P1, Q1] into very short intervals) and use refined estimates for
Dirichlet polynomias to take into account the average size of f(n).
Let us first consider the contribution of T1. We have
max
v∈I1
∫
T1
∣∣∣Qv,1(1 + it)Rv,1(1 + it)∣∣∣2dt≪ P−2α11 ·S(X/Q1, T, f)
by the definition of T1 and mean value theorem (Lemma 3.4) which is acceptable.
Let us now consider the contribution of Tj to (59) for j ≥ 2. We use Lemma 6.1
with H = Hj, P = Pj, Q = Qj ,
am =
f(m)1S1
ω(P1,Q1](m) + 1
, bm =
f(m)1S1,j
ω(P1,Q1](m) + 1
, and cp = f(p),
where S1,j is the set of those integers which have at least one prime factor in every
interval (Pi, Qi] with i ∈ {2, . . . , J +2} \ {j}. Estimating Qv,1(1+ it) trivially, we see
that
max
v∈I1
∫
Tj
∣∣∣Qv,1(1 + it)Rv,1(1 + it)∣∣∣2dt≪ ( 1
Hj
+
1
Pj
)
S(X/Q1, T, f)
+ (Hj logQj)
2 max
v1∈I1,v∈Ij
∫
Tj
|Qv,j(1 + it)Rv1,v,j(1 + it)|2dt,
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where
Rv1,v,j(s) =
∑
Xe−v1/H1−v/Hj/8<m≤4Xe−v1/H1−v/Hj
m∈S1,j
f(m)
ms
· 1
(ω(Pj ,Qj ](m) + 1)(ω(P1,Q1](m) + 1)
.
Here, by (51) and (58),
J∑
j=2
( 1
Hj
+
1
Pj
)
S(X/Q1, T, f)≪ S(X/Q1, T, f) 1
P1
.
Thus the claim follows once we have shown
(60)
∑
2≤j≤J
Ej ≪ 1
P1
S(X/Q1, T, f),
where, for 2 ≤ j ≤ J ,
Ej := (Hj logQj)
2 · max
v1∈I1
v∈Ij
∫
Tj
|Qv,j(1 + it)Rv1,v,j(1 + it)|2dt
≪ (Hj logQj)2 max
v1∈I1
v∈Ij
e−2αjv/Hj
∫
Tj
|Rv1,v,j(1 + it)|2dt.
Now we split further
(61) Tj =
⋃
r∈Ij−1
Tj,r,
where
Tj,r = {t ∈ Tj : |Qr,j−1(1 + it)| > e−αj−1r/Hj−1}
Note that (61) indeed holds since, by the definition of Tj, for any t ∈ Tj there exists
an index r ∈ Ij−1 such that |Qr,j−1(1 + it)| > e−αj−1r/Hj−1 . Therefore, for some
v1 = v1(j) ∈ I1, v = v(j) ∈ Ij and r = r(j) ∈ Ij−1,
Ej ≪ (Hj logQj)2(Hj−1 logQj−1) · e−2αjv/Hj ·
∫
Tj,r
|Rv1,v,j(1 + it)|2dt
On Tj,r we have |Qr,j−1(1+it)| > e−αj−1r/Hj−1 . Therefore, for any ℓj,r ≥ 1, multiplying
by the term (|Qr,j−1(1 + it)|eαj−1r/Hj−1)2ℓj,r ≥ 1, we get
Ej ≪(Hj logQj)2(Hj−1 logQj−1) · e−2αjv/Hj
· exp
(
2ℓj,r · αj−1r/Hj−1
)∫
Tj,r
|Qr,j−1(1 + it)ℓj,rRv1,v,j(1 + it)|2dt.
Choosing
ℓj,r =
⌈ v/Hj
r/Hj−1
⌉
≤ Hj−1
r
· v
Hj
+ 1,
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we get
Ej ≪ H3j (logQj)3 · exp
(
2v(αj−1 − αj)/Hj + 2αj−1r/Hj−1
)
·
∫ T
−T
|Qr,j−1(1 + it)ℓj,rRv1,v,j(1 + it)|2dt.
(62)
Now we are in the position to use Lemma 7.1 which gives∫ T
−T
|Qr,Hj−1(1 + it)ℓj,rRv1,v,j(1 + it)|2dt
≪ ℓj,r!2
( T
X/ev1/H1
∏
p≤X
(
1 +
|f(p)|2 − 1
p
)
+
∏
p≤X
(
1 +
2|f(p)| − 2
p
))
≪ exp(2ℓj,r log ℓj,r)S(X/Q1, T, f).
Here by the mean value theorem and the definition of ℓj,r
ℓj,r log ℓj,r ≤ v/Hj
r/Hj−1
log
v/Hj
r/Hj−1
+ log logQj + 1
≤ v
Hj
· log logQj
logPj−1 − 1 + log logQj + 1,
so that ∫ T
−T
|Qr,j−1(1 + it)ℓj,rRv1,v,j(1 + it)|2dt
≪ exp
(
2
v
Hj
· log logQj
logPj−1 − 1
)
(logQj)
2S(X/Q1, T, f)
≪ (logQj)2 exp
( η
2j2
· v
Hj
)
S(X/Q1, T, f)
(63)
by (50). Note that (50) also implies that, for j ≥ 2,
log logQj ≤ 1/6
4 · 22 logPj−1 ≤ logQ
1/96
j−1 =⇒ logQj ≤ Q1/96j−1 ,
so that we have the bound
H3j (logQj)
5 exp(2αj−1r/Hj−1)≪ H3j (logQj)5Qj−1
≪ H3jQ3/2j−1 ≪ j6P 31Q3/2j−1 ≪ j6Q5j−1.
Therefore, recalling also (62) and (63) we see that, for 2 ≤ j ≤ J ,
Ej ≪ j6Q5j−1 exp
( 2v
Hj
(
αj−1 − αj + η
4j2
))
S(X/Q1, T, f).
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By (57) and (51) we see that
Ej ≪ j6Q5j−1 exp
(
− η
2j2
logPj
)
S(X/Q1, T, f)
≪ 1
j2Qj−1
S(X/Q1, T, f)≪ 1
j2P1
S(X/Q1, T, f)
This immediately implies (60) and thus part (i) of the theorem.
Parts (ii) and (iii) follow similary, replacing applications of Lemmas 5.4(i) and 5.5(i)
by parts (ii) and (iii) of those lemmas, and in case (ii) replacing applications of
Lemma 3.4 by applications of (29). 
10. Sieve estimates
In order to deduce Theorems 1.7 and 1.9 from Theorem 9.2 we need to show that,
once the parameters defining the set S are appropriately selected, the numbers outside
S make an acceptable contribution. In case of Theorem 1.7 this is quite straight-
forward and was essentially shown in [22], but in case of Theorem 1.9 we need to use
some sophisticated sieve majorants in order to obtain power savings in the exceptional
set. In this section we provide the needed sieve bounds.
When g : N → [0, 1] is a multiplicative function, we define another multiplicative
function g⋆ by requiring that g⋆(pα) = 1 − g(pα). Note that, for any square-free n,
g∗(n) =
∑
d|n µ(d)g(d). Let us first state a result of Alladi that we use for constructing
majorants from sieves. It follows immediately from [1, Corollary 1].
Lemma 10.1. Suppose H : N → [0, 1] is multiplicative and suppose that P ⊂ P and
χ : N→ [0, 1] are such that, for all n | ∏p∈P p, one has
H∗(n) =
∑
d|n
µ(d)H(d) ≤
∑
d|n
µ(d)χ(d)H(d).
Then for any multiplicative h : N → [0, 1] satisfying h(n) ≤ H(n) for all n | ∏p∈P p,
one has, for all n |∏p∈P p,
h∗(n) =
∑
d|n
µ(d)h(d) ≤
∑
d|n
µ(d)χ(d)h(d).
Let us now define the Brun-Hooley-type sieve that we are going to use. Let K
be the largest integer for which5 logK X > 10
10. Let I1 = (1, X
1/(log logX)2 ] and, for
2 ≤ k < K, take Ik = (X1/(logkX)2 , X1/(logk+1X)2 ], and let IK = (X1/(logK X)2 , X1/7]
and IK+1 = (X
1/7, 4X ]. For 1 ≤ k ≤ K − 1, let
χk(n) =
{
0 if ωIk(n) > 30⌊logk+1X⌋;
1 otherwise,
5logk x denotes the k-fold logarithm
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where ωIk(n) :=
∑
p|n
p∈Ik
1. Furthermore, let χK(n) = 1S+(n), where S
+ is as in
Lemma 4.3 with D = X2/5−1/1000, P = P ∩ IK and z = X1/7, and let
χK+1(n) =
{
0 if ωIK+1(n) ≥ 1
1 otherwise.
Write P (Ik) =
∏
p∈Ik p, and define
(64) χ(n) =
K+1∏
k=1
χk(n).
Note that we use the linear sieve for primes in IK just to get a numerically better
result.
Now according to Lemma 4.3(ii) and the Brun-Hooley sieve (see e.g. [7]), we have,
for all n ∈ N,
∑
d|n
µ(d) ≤
K+1∏
k=1
1(n,P (Ik))=1 ≤
K+1∏
k=1
∑
d|(n,P (Ik))
µ(d)χk(d) =
∑
d|n
µ(d)χ(d).
Furthermore, by definition, χ(d) is supported on d ≤ X2/5.
By Lemma 10.1 (with H∗(p) = 0 and h∗(p) = g(p) for all p), we have, for all n,
(65) |µ(n)|g(n) ≤
∑
d|n
µ(d)g⋆(d)χ(d).
This is the sieve majorant we shall use for multiplicative functions (different sieve
majorants for multiplicative functions were constructed by Matthiesen in [25]).
We will need the following result of Friedlander (we follow [8]).
Lemma 10.2. Let λd be arbitrary complex numbers with |λd| ≤ 1 and λ1 = 1, and
supported on [1, D]. Then, for any h ≥ 1,∫ 2X
X
∣∣∣ ∑
x<n≤x+h
(∑
d|n
λd
)
− h
∑
d
λd
d
∣∣∣2dx
≪A Xh ·
∑
d
1
d
(∑
e
λde
e
)2
+ h2D2(logX)A+8 + hX(logX)−A
for any A ≥ 1.
Proof. We get from [8, Proposition 6.25] that the left hand side of the claim equals
2X
∑
d
γd
( ∑
m≤D
m≡0 (mod d)
λm
m
)2
+OA
(
h2D2(logX)A+8 + hX(logX)−A
)
,
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where
γd =
∑
k≥1
(k,d)=1
( d
πk
sin
πhk
d
)2
≪
∑
1≤k≤ d
h
(d
k
· hk
d
)2
+
∑
k> d
h
(d
k
)2
≪ dh.
Now
2X
∑
d
γd
( ∑
m≤D
m≡0 (mod d)
λm
m
)2
≪ hX
∑
d≤D
d
( ∑
m≤D/d
λdm
dm
)2
≪ hX
∑
d
1
d
(∑
m
λdm
m
)2
and the claim follows. 
Lemma 10.3. Let X be large. Let g : N → [0, 1] be a multiplicative function and let
χ be as in (64). Set λd = µ(d)g
⋆(d)χ(d). Then∑
d
λd
d
≤ 9
∏
p≤X
(
1 +
g(p)− 1
p
)
and ∑
d
1
d
(∑
e
λde
e
)2
≪
∏
p≤X
(
1 +
g(p)2 − 1
p
)
.
Proof. Let us first notice that, for d ≤ 4X , λd =
∏K+1
k=1 λ(d,P (Ik)). For the proof of the
first claim, we notice that by this multiplicativity property and definition of χ(n), we
have∑
d
λd
d
=
∏
k≤K−1
( ∑
n
ωIk (n)≤30⌊logk+1X⌋
p|n =⇒ p∈Ik
µ(n)g⋆(n)
n
)
·
( ∑
n
p|n =⇒ p∈IK
µ(n)1S+(n)g
∗(n)
n
)
Now, for k ≤ K − 1
∑
n
ωIk (n)>30⌊logk+1X⌋
p|n =⇒ p∈Ik
|µ(n)|
n
≤ exp(−30 logk+1X)
∑
n
p|n =⇒ p∈Ik
eω(n)|µ(n)|
n
≤ exp(−30 logk+1X)
∏
p∈Ik
(
1 +
e
p
)
≤ 2 · exp(−30 logk+1X + 2e logk+1X) ≤ exp(−15 logk+1X).
and by Lemma 4.3∑
n
p|n =⇒ p∈IK
µ(n)1S+(n)g
∗(n)
n
≤ 2e
γ + o(1)
(2
5
− 1
1000
)/(1/7)
·
∏
p∈IK
(
1− g
∗(p)
p
)
≤ 8.93
∏
p∈IK∪IK+1
(
1− g
∗(p)
p
)
.
54 KAISA MATOMA¨KI AND MAKSYM RADZIWI L L
Hence, for some |θk| ≤ 1, recalling g∗(p) ∈ [0, 1] for all p, we get
∑
d
λd
d
=
∏
k≤K−1
( ∏
p∈Ik
(
1− g
∗(p)
p
)
+
θk
(logk x)
15
)
· 8.93
∏
p∈IK∪IK+1
(
1− g
∗(p)
p
)
≤ 8.93
∏
p≤X
(
1− g
∗(p)
p
)
·
∏
k≤K−1
(
1 +
2
(logk x)
10
)
≤ 9
∏
p≤X
(
1− g
∗(p)
p
)
as claimed.
For the proof of the second claim, write θ := λ ∗ 1 (i.e. θb =
∑
d|b λd), so that
λ = µ ∗ θ, and write P =∏p≤4X p. The argument in [8, Proof of Lemma 6.18] shows
that
(66)
∑
d
1
d
(∑
e
λde
e
)2
=
∏
p|P
(
1− 1
p
+
1
p2
)∑
b|P
θ2b
b
.
Recalling the multiplicativity property of λd from the beginning of the proof and
noting that, as a convolution, θb inherits this property, we obtain
(67)
∑
b|P
θ2b
b
=
K+1∏
k=1
( ∑
n
p|n =⇒ p∈Ik
θ2n
n
)
.
Now |θ2n| ≤ τ(n)2 and, for k ≤ K − 1, we have
∑
ωIk (n)>30⌊logk+1X⌋
p|n =⇒ p∈Ik
τ(n)2
n
≪ 2− 32 ·30 logk+1X
∑
n
p|n =⇒ p∈Ik
2
3
2
ω(n)+2Ω(n)
n
≪ 2−45 logk+1X
∏
p∈Ik
(
1 +
27/2
p
)
≪ exp(−45(log 2) logk+1X + 29/2 logk+1X)≪ exp(−8 logk+1X).
and furthermore, for k = K,K + 1,
∑
n
p|n =⇒ p∈Ik
τ(n)2
n
= O(1).
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When n is such that p | n =⇒ p ∈ Ik and ωIk(n) ≤ 30⌊logk+1X⌋, we have
θn = (1 ∗ (µg∗))(n). Hence (67) and the bounds after it imply that∑
b|P
θ2b
b
≪
∏
k≤K−1
( ∑
n
p|n =⇒ p∈Ik
ωIk (n)≤30⌊logk+1X⌋
(1 ∗ (µg∗))(n)2
n
+
∑
ωIk (n)>30⌊logk+1X⌋
p|n =⇒ p∈Ik
τ(n)2
n
)
≪
∏
k≤K−1
( ∏
p∈Ik
(
1 +
(1 ∗ (µg∗))(p)2
p
)
+O((logkX)
−2)
)
≪
∏
k≤K−1
( ∏
p∈Ik
(
1 +
(1− g∗(p))2
p
)
+O((logkX)
−2)
)
≪
∏
p≤X
(
1 +
g(p)2
p
)
.
Combining this with (66), the claim follows. 
Now we are ready to prove the result that we will use to estimate the contribution
of n 6∈ S in Theorem 1.9.
Proposition 10.4. There exists an absolute constant C ′ > 0 such that the following
holds. Let 1 ≤ P ≤ Q ≤ X3/4, and let f : N→ U be a multiplicative function. Write
h1 = H(f ;X), and let 2 ≤ h ≤ X1/6 and ∆ > 0.
Let E(h) denote the set of integers x ∈ [X, 2X ] for which
(68)
1
h
∑
x<n≤x+h
p|n =⇒ p 6∈(P,Q]
|f(n)| ≥
∏
p≤X
(
1 +
|f(p)| − 1
p
)(
∆+ 20
∏
P<p≤Q
(
1− |f(p)|
p
))
.
Then
|E(h)| ≤ C ′ X
∆2
log2(2 + h/h1)
1 + h/h1
·
∏
p∈(P,Q]
(
1− |f(p)|
2
p
)
.
Proof. Write K := {n ∈ N : p | n =⇒ p2 | n}. Note that, for any K ≥ 1, we have
#(K ∩ (K, 2K])≪ K1/2. Furthermore
(69)
∑
k∈K
1
k
=
∏
p∈P
(
1 +
1
p2
+
1
p3
+ · · ·
)
=
∏
p∈P
(
1 +
1
p2 − p
)
≤ 1.95.
Any n can be uniquely written as n = km where (k,m) = 1, k ∈ K, and |µ(m)| = 1,
so that ∑
x<n≤x+h
p|n =⇒ p 6∈(P,Q]
|f(n)| =
∑
x<km≤x+h
p|km =⇒ p 6∈(P,Q]
k∈K, (k,m)=1
|µ(m)f(km)|
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Write K0 := max{h/h1, 1}. We split the sum over k ∈ K into three parts K0,K1 and
K2, where
K0 := K ∩ [1, K0], K1 := K ∩ (K0, X2/5] and K2 := K ∩ (X2/5, 2X + h].
First note that
1
X
∫ 2X
X
∑
x<km≤x+h
p|km =⇒ p 6∈(P,Q]
k∈K2, (k,m)=1
|µ(m)f(km)| dx ≤ h
X
∑
k∈K2
∑
X/k<m≤(2X+h)/k
1≪ h
X1/5
.
Since we can clearly assume that ∆ ≤ logX (otherwise (68) can never hold for large
X), this implies that∑
x<km≤x+h
p|km =⇒ p 6∈(P,Q]
k∈K2, (k,m)=1
|µ(m)f(km)| > ∆
100
h
∏
p≤X
(
1 +
|f(p)| − 1
p
)
for at most ≪ X0.81 values x ∈ [X, 2X ]. This exceptional set is acceptable since
h ≤ X1/6.
Furthermore
∫ 2X
X
( ∑
x<km≤x+h
p|km =⇒ p 6∈(P,Q]
k∈K1, (k,m)=1
|µ(m)f(km)|
)2
dx
≪ h
∑
X<km≤2X+h
p|m =⇒ p 6∈(P,Q]
k∈K1
|µ(m)f(m)|2 + h
∑
k1,k2∈K1
∑
|r|≤h
(k1,k2)|r
∑
X<n≤2X+h
k1|n,k2|n+r
p|n(n+r) =⇒ p 6∈(P,Q]
|f(n)f(n+ r)|.
(70)
Applying Lemma 3.2 to the first term, we see that it is
≪ h
∑
k∈K1
X
k
∏
p≤X
(
1 +
|f(p)|2 − 1
p
)
·
∏
p∈(P,Q]
(
1− |f(p)|
2
p
)
≪ hX
K
1/2
0
· h1
∏
p≤X
(
1 +
2|f(p)| − 2
p
) ∏
p∈(P,Q]
(
1− |f(p)|
2
p
)
.
Applying Lemma 3.3 to the second term on the right hand side of (70), we see that
it is
≪ h2X
∑
k1,k2∈K1
1
k1k2
∏
p≤X
(
1 +
2|f(p)| − 2
p
)
·
∏
p∈(P,Q]
(
1− 2|f(p)|
p
) ∏
p|k1k2
(
1 +
1
p
)
≪ h
2X
K0
∏
p≤X
(
1 +
2|f(p)| − 2
p
)
·
∏
p∈(P,Q]
(
1− 2|f(p)|
p
)
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Plugging these bounds into (70), we see that∑
x<km≤x+h
p|km =⇒ p 6∈(P,Q]
k∈K1, (k,m)=1
|µ(m)f(km)| > ∆
100
h
∏
p≤X
(
1 +
|f(p)| − 1
p
)
.
for at most
≪ X
∆2(h/h1 + 1)
∏
p∈(P,Q]
(
1− |f(p)|
2
p
)
integers x ∈ [X, 2X ].
Now we can concentrate to K0 (note that if h < h1, we are done now). Let g : N→
[0, 1] be the multiplicative function which is defined by g(pα) = |f(pα)|1p 6∈(P,Q]. We
shall apply Lemma 10.2. Let us take λd = µ(d)g
∗(d)χ(d) with χ as in (64). Note
that, by (65), ∑
x<km≤x+h
p|km =⇒ p 6∈(P,Q]
k∈K0, (k,m)=1
|µ(m)f(km)| ≤
∑
x<km≤x+h
k∈K0
|µ(m)g(m)| ≤
∑
x<dkn≤x+h
k∈K0
λd
and, by Lemma 10.3 and (69),∑
k∈K0
h
k
∑
d
λd
d
≤ 18h
∏
p≤X
(
1 +
|f(p)| − 1
p
)
·
∏
p∈(P,Q]
(
1− |f(p)|
p
)
.
Hence it suffices to show that∫ 2X
X
∣∣∣∑
k∈K0
( ∑
x/k<dn≤(x+h)/k
λd − h
k
∑
d
λd
d
)∣∣∣2dx
≪ log2(2K0)Xhh1
∏
p≤X
(
1 +
2|f(p)| − 2
p
) ∏
p∈(P,Q]
(
1− |f(p)|
2
p
)
.
Now, by Cauchy-Schwarz, the left hand side is
≪
∑
k∈K0
1
k1/2
∑
k∈K0
k1/2
∫ 2X
X
∣∣∣ ∑
x/k<dn≤(x+h)/k
λd − h
k
∑
d
λd
d
∣∣∣2dx
≪ log(2K0)
∑
k∈K0
k3/2
∫ 2X/k
X/k
∣∣∣ ∑
x<dn≤x+h/k
λd − h
k
∑
d
λd
d
∣∣∣2dx.
By Lemmas 10.2 and 10.3 this is
≪ log(2K0)Xh
∑
k∈K0
1
k1/2
∏
p≤X
(
1 +
|f(p)|2 − 1
p
) ∏
p∈(P,Q]
(
1− |f(p)|
2
p
)
≪ log2(2K0)Xhh1
∏
p≤X
(
1 +
2|f(p)| − 2
p
) ∏
p∈(P,Q]
(
1− |f(p)|
2
p
)
as desired. 
58 KAISA MATOMA¨KI AND MAKSYM RADZIWI L L
We shall estimate long sums of multiplicative functions using the following lemma.
Results in a similar spirit can be found in a recent paper of Elliott [5] but part (iii)
is not implied by those results.
Lemma 10.5. Let X be large and let f : N→ [0, 1] be a multiplicative function.
(i) One has
1
X
∑
X<n≤2X
f(n) ≤ 10
∏
p≤X
(
1 +
f(p)− 1
p
)
.
(ii) One has
1
3
·
∏
p≤X
(
1 +
f(p)
p
)
≤
∑
n≤X
f(n)
n
≤
∏
p≤X
(
1 +
f(p)
p
+
f(p2)
p2
+ · · ·
)
.
(iii) There exists a positive constant λ such that the following holds for any δ > 0.
Assume that ∑
Xδ<p≤X1/4
f(p)
p
≥ λ.
Then
1
X
∑
X<n≤2X
f(n) ≥ c
∏
p≤X
(
1 +
f(p)− 1
p
)
for a positive constant c depending only on δ.
Remark. An alternative proof of (i) can be obtained by appealing to [30, Theorem
3.5, Chapter III.3].
Proof. Part (i): We take K = {n ∈ N : p | n =⇒ p2 | n}, and write∑
X<n≤2X
f(n) ≤
∑
k∈K
f(k)
∑
X/k<n≤2X/k
|µ(n)|f(n).
Those k with k > X1/1000 make an acceptable contribution O(X1−1/2000). Hence we
concentrate on k ≤ X1/1000. Write f ⋆ for the completely multiplicative function such
that f ⋆(p) = 1− f(p). Similarly to (65), we have, according to Lemma 10.1, with S+
as in Lemma 4.3 with D = z = X9/10 and P = P ∩ [1, z],∑
X/k<n≤2X/k
|µ(n)|f(n) ≤
∑
X/k<n≤2X/k
∑
d|n
d∈S+
µ(d)f ∗(d) ≤ X
k
∑
d∈S+
µ(d)f ∗(d)
d
+O(X9/10).
By Lemma 4.3(iii) this equals
X
k
(2eγ + o(1))
∏
p≤X9/10
(
1 +
f(p)− 1
p
)
,
and the claim follows since 10
9
· 2eγ ·∑k∈K 1k < 10.
Part (ii): We generalise the argument in [11, Proof of Lemma 2.1]. The upper
bound is immediate by multiplicativity. For the lower bound, let f ∗ be multiplicative
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function such that f ∗(p) = 1− f(p) and f ∗(pk) = 0 for k ≥ 2. Note that
∑
m≤X
f ∗(m)
m
≤
∏
p≤X
(
1 +
f ∗(p)
p
)
and so ∑
n≤X
f(n)
n
≥
∑
n≤X
f(n)
n
·
∑
m≤X
f ∗(m)
m
∏
p≤X
(
1 +
f ∗(p)
p
)−1
≥
∑
n≤X
f ∗ f ∗(n)
n
∏
p≤X
(
1 +
f ∗(p)
p
)−1
=
∑
n≤X
|µ(n)|
n
∏
p≤X
(
1 +
f(p)
p
)
·
∏
p≤X
(
1− 1
p
)
≥
( 6
π2
+ o(1)
)
logX
∏
p≤X
(
1 +
f(p)
p
)
·
∏
p≤X
(
1− 1
p
)
=
(6e−γ
π2
+ o(1)
) ∏
p≤X
(
1 +
f(p)
p
)
,
where we used Mertens’ theorem.
Part (iii): This is a variant of [11, Theorem 1] and we quickly deduce it from that
result. By choosing λ large enough, we can assume that
(71)
∏
Xδ<p≤X1/4
(
1 +
f(p)
p
)
≥ 20.
Furthermore we also have, with η = λ/(2 log(1/δ)), and for any integerm ∈ [Xδ, X1/4],
∑
Xδ<p≤X1/4
f(p)≥η
p∤m
1
p
≥
∑
Xδ<p≤X1/4
f(p)
p
− η
∑
Xδ<p≤X1/4
1
p
−
∑
Xδ≤p≤X1/4
p|m
1
p
≥ λ/3
since
∑
Xδ≤p≤X1/4
p|m
1
p
= o(1). Hence, once λ is large enough, [11, Theorem 1 together
with Remark 1.4] implies that, for any y ∈ [X1/2, X ], and any integer m ∈ [Xδ, X1/4],
1
y
∑
y<n≤2y
p|n =⇒ p∈(Xδ,X1/4]
(n,m)=1
f(n) ≥ η
1/δ
y
∑
y<n≤2y
p|n =⇒ f(p)≥η,p∈(Xδ ,X1/4]
(n,m)=1
1 +O(X−δ/2)≫δ 1
logX
.
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Now, for some constants c1 = c1(δ) and c2 = c2(δ), we get
1
X
∑
X<n≤2X
f(n) ≥ c1 1
X
∑
Xδ<m≤X1/4
f(m)
∑
X/m<n≤2X/m
p|n =⇒ p∈(Xδ,X1/4]
(n,m)=1
f(n)
≥ c2 1
logX
( ∑
m≤X1/4
f(m)
m
−
∑
m≤Xδ
f(m)
m
)
.
By part (ii) the right hand side is at least
c2
1
logX
∏
p≤Xδ
(
1 +
f(p)
p
)(1
3
·
∏
Xδ<p≤X1/4
(
1 +
f(p)
p
)
− 1
)
≫δ
∏
p≤X
(
1 +
f(p)− 1
p
)
by (71). 
11. Proof of Theorems 1.9 and 1.7 and Corollaries 1.10 and 1.1
Proof of Theorem 1.9. By adjusting ρ, we can clearly assume that
(72) δ ≥ C1
( log log h0
log h0
)α
+
C1
(logX)αρ/36
for a large constant C1. Furthermore we can assume without loss of generality that
h0 ≤ X1/10 as Theorem 1.9 for h0 > X1/10 is implied by Theorem 1.9 with h0 = X1/10.
Let us begin by choosing Pj and Qj defining the set S. Let δ′ = δ/200. We take
ν1 = θδ
′2/α, ν2 = θ, η = 1/12, Q1 = min{h0, Xν1}, and P1 = Qδ′1/α1 . Note that by our
assumption on δ, we have P1 ≥ (logQ1)40/η. If Q1 ≥ exp((logX)1/2), we take J = 1.
Otherwise we take, for j = 2, . . . , J , Pj and Qj as in (52) with β0 = α
2. Let S be as
in Section 9.
We first reduce to averages over the set S. We have
1
h0H(f ;X)
∑
x<n≤x+h0H(f ;X)
n 6∈S
|f(n)| ≤
J+2∑
j=1
1
h0H(f ;X)
∑
x<n≤x+h0H(f ;X)
p|n =⇒ p 6∈(Pj ,Qj ]
|f(n)|
Write δj = δ
′/(4j2) for j = 1, . . . , J and δJ+1 = δJ+2 = δ′/4. If, for each j =
1, . . . , J + 2 one has
(73)
1
h0H(f ;X)
∑
x<n≤x+h0H(f ;X)
p|n =⇒ p 6∈(Pj ,Qj ]
|f(n)| ≤
(
δj+20
∏
p∈(Pj,Qj ]
(
1−|f(p)|
p
)) ∏
p≤X
(
1+
|f(p)| − 1
p
)
,
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then, recalling definitions of Pj and Qj and that f is (α,X
θ)-non-vanishing,
1
h0H(f ;X)
∑
x<n≤x+h0H(f ;X)
n 6∈S
|f(n)|
≤
(δ′
2
+
J∑
j=1
δ′
4j2
+ 20
J+2∑
j=1
∏
Pj<p≤Qj
(
1− |f(p)|
p
)) ∏
p≤X
(
1 +
|f(p)| − 1
p
)
≤ δ
2
∏
p≤X
(
1 +
|f(p)| − 1
p
)
.
On the other hand, by Proposition 10.4 the measure of x ∈ [X, 2X ] for which (73)
fails for some j is
≪
J+2∑
j=1
X(log h0)
2
δ2jh0
·
∏
p∈(Pj ,Qj ]
(
1− |f(p)|
2
p
)
≪ X
δ2h
9/10
0
≪ X
h
4/5
0
.
by (72).
Furthermore Lemma 10.5(i) implies that∑
X<n≤2X
n 6∈S
|f(n)| ≤ 10X
∏
p≤X
(
1 +
|f(p)| − 1
p
)
·
J+2∑
j=1
∏
Pj<p≤Qj
(
1− |f(p)|
p
)
≤ δ
4
X
∏
p≤X
(
1 +
|f(p)| − 1
p
)
.
Hence the contribution of n 6∈ S to the left hand side of (15) is acceptable and it
suffices to bound the cardinality of the set of x ∈ [X, 2X ] for which∣∣∣ 1
h0H(f ;X)
∑
x<n≤x+h0H(f ;X)
n∈S
f(n)− 1
h0H(f ;X)
∫ x+h0H(f ;X)
x
uit̂f,Xdu · 1
X
∑
X<n≤2X
n∈S
f(n)n−it̂f,X
∣∣∣
>
δ
4
∏
p≤x
(
1 +
|f(p)| − 1
p
)
.
Recalling (72) and the definition of ν1, Theorem 9.2 gives the bound
(74) ≪ρ,θ X
δ2
· (log h0)
2
P
1/2−ν2−3η
1
+X1−ν
3
1/200 ≪ X · (log h0)
4
Q
3δ′1/α/16
1
+X1−θ
3(δ/2000)6/α .
Recall (72) and that Q1 = min{h0, Xν1}. If h0 ≤ Xν1 , then the first term on the right
hand side of (74) is ≪ X/hδ′1/α/80 ≪ X/h(δ/2000)
1/α
0 . On the other hand if h0 > X
ν1 ,
then the first term on the right hand side of (74) is ≪ X(logX)4/X3θδ′3/α/16 ≪
X1−θ
3(δ/2000)6/α . Hence the claim follows.
The last claim concerning almost real-valued f follows similarly using part (iii) of
Theorem 9.2. 
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Proof of Theorem 1.7. By adjusting ρ, we can clearly assume that
(75) δ ≥ C1 log log h
log h
+
C1
(logX)ρ/36
for a large constant C1.
This time we handle n ∈ S following [22, Proof of Theorem 1 in Section 9] which
is more efficient but only works in the dense setting. Let S be any set as in Section 9
satisfying the assumptions of Theorem 9.2(ii). Arguing as in [22, Proof of Theorem 1
in Section 9] we see that∣∣∣1
h
∑
x<n≤x+h
f(n)− 1
h
∫ x+h
x
uitf,Xdu · 1
X
∑
X<n≤2X
f(n)n−itf,X
∣∣∣
≤
∣∣∣1
h
∑
x<n≤x+h
n∈S
f(n)− 1
h
∫ x+h
x
uitf,Xdu · 1
X
∑
X<n≤2X
n∈S
f(n)n−itf,X
∣∣∣
+
∣∣∣1
h
∑
x<n≤x+h
n∈S
1− 1
X
∑
X<n≤2X
n∈S
1
∣∣∣+ 2
X
∑
X<n≤2X
n 6∈S
1 +O(1/h).
(76)
Theorem 9.2(ii)-(iii) applied to f(n) and to 1 implies that the first and second terms
on the right hand side are both at most δ/100 with at most
(77) ≪η,ρ X(log h)
2
δ2P
1/2−ν2−3η
1
+X1−ν
3
1/200
exceptions.
By Lemma 4.3 (since ν2 < 1/6, we can take e.g. D = X
ν2(3−1/1000) and z = Xν2 so
that s = 3− 1/1000 and F (s) ≤ 1.19), for all large enough X ,∑
X<n≤2X
n 6∈S
1 ≤
J+2∑
j=1
∑
X<n≤2X
p|n =⇒ p 6∈(Pj ,Qj ]
1 ≤ 1.195X ·
J+2∑
j=1
∏
Pj<p≤Qj
(
1− 1
p
)
(78)
Let us now choose Pj and Qj defining the set S. We take ν1 = δ2/4000, ν2 = 1/10,
and η = 1/150. We choose Q1 = min{h0, Xν1} and P1 = Qδ/41 . For j = 2, . . . , J , we
choose Pj and Qj as in (52) with β0 = 1. Then (76) and (78) imply that, with at
most (77) exceptions, we have∣∣∣1
h
∑
x<n≤x+h
f(n)− 1
X
∑
X<n≤2X
f(n)
∣∣∣
≤ δ/50 + 12
5
· logP1
logQ1
·
J∑
j=1
1
j6
+
12
5
· 2 ·
√
ν1
ν2
≤ δ/50 + 12
5
· 1.02 · δ
4
+
6
25
δ ≤ δ.
.
The exceptional set (77) is acceptable thanks to the assumption (75).
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The last claim concerning almost real-valued f follows similarly using part (iii) of
Theorem 9.2. 
Proof of Corollary 1.10. Let us concentrate on part (i). By Theorem 1.9 it clearly
suffices to show that∣∣∣1
h
∫ x+h
x
uit̂f,Xdu · 1
X
∑
X<n≤2X
f(n)n−it̂f,X
∣∣∣
≪
(
1
α(logX)α
+
M̂(f ;X)
α exp(M̂(f ;X))
)∏
p≤X
(
1 +
|f(p)| − 1
p
)
.
In case |t̂f,X | ≤ X/2 this follows from Lemma 5.3(iv). On the other hand in case
|t̂f,X | > X/2 we have
1
h
∫ x+h
x
uit̂f,Xdu≪ 1
h
,
and the claim follows from Shiu’s bound (Lemma 3.2).
Part (ii) follows similarly from Theorem 1.7. 
Proof of Corollary 1.1. Recall that δ is assumed to lie in (0, 1/1000). We can assume
that that
(79) δ ≥ C ′
(
log log h0
log h0
)α
+ C ′
1
2(logX)αρα/40
for any large constant C ′ since otherwise the claim is trivial taking κ ≥ 50/(αρα). We
can also assume that h0 ≤ X1/100.
In case
(80)
∑
p≤X
p∈N
1− |f(p)|
p
> 5 + log
1
δ
,
we shall apply Proposition 10.4 with P = Q. Note that in this case
δ
2
δ(N ;X) ≥ δ
2
∏
p≤X
p 6∈N
(
1− 1
p
)
·
∏
p∈N
(
1−
( |f(p)| − 1
p
)2)
=
∏
p≤X
(
1 +
|f(p)|1p∈N − 1
p
)
· δ
2
∏
p≤X
p∈N
(
1 +
1− |f(p)|
p
)
≥ ·
∏
p≤X
(
1 +
|f(p)|1p∈N − 1
p
)
·
 δ10 ∏
p≤X
p∈N
(
1 +
1− |f(p)|
p
)
+ 20

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and
h0δ(N ;X)−1
H(f1n∈N ;X)
≥ h0∏
p≤X
(
1 +
1−|f(p)|1p∈N
p
)∏
p≤X
p 6∈N
(
1− 1
p
) ≫ h0∏
p≤X
p∈N
(
1 + 1−|f(p)|
p
) .
Hence Proposition 10.4 shows that the cardinality of the set of x ∈ [X, 2X ] for which,
1
h0δ(N ;X)−1
∑
x<n≤x+h0δ(N ;X)−1
n∈N
|f(n)| ≥ δ
2
δ(N ;X)
is bounded by
≪ X
δ2h
1/2
0
∏
p≤X
p∈N
(
1 + 1−|f(p)|
p
)3/2 ≪ X
h
1/4
0
.
Furthermore, when (80) holds, one has by Lemma 10.5(i),
1
X
∑
X<n≤2X
n∈N
|f(n)| ≤ 10
∏
p≤X
(
1 +
1p∈N |f(p)| − 1
p
)
<
δ
2
δ(N ;X).
Therefore we can assume that (80) does not hold. Then
∑
p≤X
(1p∈N |f(p)| − 1)2
p
≤
∑
p≤X
1− 1p∈N |f(p)|
p
≤ 5 + log 1
δ
+
∑
p≤X
p 6∈N
1
p
As a result,
H(f1n∈N ;X) =
∏
p≤X
(
1 +
(|f(p)|1p∈N − 1)2
p
)
≤ 500
δ
δ(N ;X)−1
Now the result follows from Theorem 1.9 with h0δ(N ;X)−1/H(f1n∈N ;X) ≥ h1/20 in
place of h0. 
12. Proof of Theorem 1.11 and Corollary 1.2
We will split the proof of Theorem 1.11 into two parts, depending on the size of
h0. When h0 ≤ Xε3/20000 we can simply appeal to Theorem 1.9. However when
h0 > X
ε3/20000 we need the following technical result.
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Proposition 12.1. Let ε > 0 be small. Let f : N → U be a multiplicative function
that is (α,Xθ) non-vanishing for some α, θ ∈ (0, 1]. Let X be large enough.
Let k = ⌊1−2ε10
ε10
⌋, and let
P = P ∩ (Xε10(1−ε20), Xε10(1+ε20)].
Let 0 < ρ < ρα and let h ∈ (Xε3/20000, X/2].
(i) If f is almost real-valued, then for x ∈ (X, 2X ], we have∣∣∣1
h
∑
x<p1...pkm≤x+h
pj∈P,m∈N
f(p1 . . . pkm)− 1
X
∑
X<p1...pkm≤2X
pj∈P,m∈N
f(p1 . . . pkm)
∣∣∣
≪ε,ρ,θ 1
(log x)ρ/12
∏
p≤X
(
1 +
|f(p)| − 1
p
)
with at most
≤ C X
h1/2−ε
exceptions, with C a constant depending only on α, ε, θ.
(ii) For x ∈ (X, 2X ], we have∣∣∣1
h
∑
x<p1...pkm≤x+h
pj∈P,m∈N
f(p1 . . . pkm)
∣∣∣≪ε,θ ( M̂(f ;X)
exp(M̂(f,X))
+
1
(logX)α
)
1
α
∏
p≤X
(
1 +
|f(p)| − 1
p
)
with at most
≤ C X
h1/2−ε
exceptions, with C a constant depending only on α, ε, θ.
Proof. We restrict to the case h ∈ (Xε3/20000, X1−ε2], showing that in this range the
claims hold with ≪ X/h−1/2+3ε/4 exceptions. The claims for h ∈ (X1−ε2, X ] follow
directly from this.
(i) Write ρ′ := (ρ+ ρα)/2. We shall compare
S(x, yj) :=
1
yj
∑
x<p1...pkm≤x+yj
pj∈P,m∈N
f(p1) · · · f(pk)f(m) = 1
yj
∑
x<p1...pkm≤x+yj
pj∈P,m∈N
f(p1 · · · pkm)+O(1/Xε10/2)
for y1 := h and y2 := x/(logX)
5ρ′/12. The convolution of many short factors will give
us lot of flexibility in dealing with Dirihclet polynomials.
Let us first show that S(x, y2) corresponds to the main term of the claim with an
acceptable error: Moving the m sum inside and applying Lemma 5.4(iii) (with X
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replaced by X/(p1 · · · pk)) to it, we see that S(x, y2) indeed equals
∑
pj∈P
f(p1) · · · f(pk)
( 1
X
∑
m∈N
X<p1...pkm≤2X
f(m)
)
+ Oε,ρ,θ
( 1
(logX)ρ′/12
∏
p≤X
(
1 +
|f(p)| − 1
p
))
=
1
X
∑
X<p1...pkm≤2X
pj∈P,m∈N
f(p1 . . . pkm) +Oε,ρ,θ
( 1
(logX)ρ′/12
∏
p≤X
(
1 +
|f(p)| − 1
p
)))
(81)
Let T0 = (logX)
ρ′/6. Arguing as in the beginning of the proof of Proposition 8.3,
we see that, apart from an acceptable error, S(x, y1) − S(x, y2) equals the difference
of j = 1 and j = 2 cases of
1
yj
· 1
2πi
∑
A1,...,Ak
∫
T0≤|t|≤X/2
PA1(1 + it) · · ·PAk(1 + it)MX/(A1···Ak)(1 + it)
· (x+ yj)
1+it − x1+it
1 + it
dt
(82)
where Ai traverse through powers of two such that
Xε
10(1−ε20)
2
< Ai ≤ Xε10(1+ε20),
PA(s) =
∑
A<p≤2A
p∈P
f(p)
ps
, and MA(s) =
∑
A/2k+1<m≤4A
f(m)
ms
.
We concentrate on the more difficult case j = 1, and consider now A1, . . . , Ak fixed
and write
F (s) = PA1(s) . . . PAk(s)MX/(A1···Ak)(s).
Let
T1 = {t ∈ [−X/2, X/2] : |F (1 + it)| ≤ X−1/4+ε/8}
T2 = {t ∈ [−X/2, X/2] : X−1/4+ε/8 < |F (1 + it)| ≤ h−1/2+ε/2}
U1 = {t ∈ [−X/2, X/2] : h−1/2+ε/2 < |F (1 + it)| ≤ X−ε100} \ T1
and U2 = {t ∈ [−X/2, X/2] : |t| ≥ T0, |F (1 + it)| ≥ X−ε100}.
We split the integration range over t in (82) into these four sets. By Lemma 8.1
and (48), we see that it suffices to show, for j = 1, 2, the L1-bound
(83)
∫
Uj
min
{
1,
X/h
|t|
}
|F (1 + it)|dt = O
( 1
(logX)k+ρ/12
∏
p≤X
(
1 +
|f(p)| − 1
p
))
,
and the L2 bound
(84) max
X/h<T≤X/2
X/h
T
∫
Tj∩[−T,T ]
|F (1 + it)|2dt = O
(
h−1/2+2ε/3
)
.
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Let us first consider the integral over U2. Estimating PA3(1 + it), . . . , PAk(1 + it)
trivially and MX/(A1···Ak)(1 + it) using Lemma 5.3, we see that∫
U2
|F (1 + it)|dt =
∫
U2
|P1,A1(1 + it) · · ·Pk,Ak(1 + it)MX/(A1···Ak)(1 + it)|dt
≪ 1
(logX)k−2+ρ/12
∏
p≤X
(
1 +
|f(p)| − 1
p
)
·
∑
t∈W2
(
|PA1(1 + it)|2 + |PA2(1 + it)|2
)
,
where W2 ⊂ U2 is one-spaced. By Lemma 4.4,
|W2|X−2ε100 ≪
∑
t∈W2
|PA1(1 + it)|2 ≤
( A1
logA1
+ |W2|X 92η3/2(logX)2A1−η/21
) 1
A1 logA1
,
and similarly for PA2. Taking η = ε
30 we obtain |W2| ≪ X2ε100 and re-inserting
this into the bound on the right-hand side we conclude that the right-hand side is
≪ (logX)−2. Hence the contribution from the set U2 to (83) is acceptable.
We now turn to U1. For
(85) β ∈ [ε100,min{(1/2− ε/2) log h/ logX, 1/4− ε/8}] and T ∈ [X/h,X ],
we write
(86) Uβ,T = {t ∈ U ∩ [−T, T ] : |F (1 + it)| ∈ (X−β, 2X−β]}.
Then, splitting (83) dyadically into O((logX)2) integrals, it suffices to show that, for
any such β and T
|Wβ,T | ≪ T
X/h
Xβ(1−ε
6)
whenever Wβ,T ⊆ Uβ,T is one-spaced. Now, for any t ∈ Wβ,T , among PAj and
MX/(A1···Ak) there exists a Dirichlet polynomial A(s) of lengthA ∈ [Xε
10(1−ε20)/3, 4X3ε
10
]
such that |A(1 + it)| ≫ A−β. Since there is a bounded number of options for A(s),
by Lemma 4.2 applied for A(s)ℓ with ℓ ∈ N, we see that
|Wβ,T | ≪
(
A2βℓ +
TA6βℓ
A2ℓ
)
(log T )Oε(1)
for any positive integer ℓ = Oε(1). To balance, we choose ℓ ≥ 1 to be the smallest
integer such that
A2βℓ ≥ TA
6βℓ
A2ℓ
⇐⇒ A2ℓβ(1−2β) ≥ T β ⇐⇒ A2ℓβ ≥ T β/(1−2β),
so that
(87) |Wβ,T | ≪ T β/(1−2β)A2β(log T )O(1).
Hence it suffices to show that
(88) T β/(1−2β)A2β(log T )O(1) ≪ T
X/h
Xβ(1−ε
6)
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whenever β and T satisfy (85). First notice that in this range of β, we have β/(1−
2β) ≤ 1, so that it suffices to show the claim for T = X/h. In this case
X−β · T β/(1−2β)A2β(log T )O(1) ≤
(X2β
h
)β/(1−2β)
X10βε
10 ≤ h−εβ/(1−2β)X10βε10 ≤ X−βε6 ,
since h ≥ Xε3/20000 and ε is assumed to be small, so (88) holds.
Next we consider ∫
T1∩[−T,T ]
|F (1 + it)|2dt
for T ∈ [X/h,X ]. By definition of T1, for each t ∈ T1, one can find a subproduct
R(1 + it) of PA1(1 + it) · · ·PAk(1 + it)MX/(A1···Ak)(1 + it) with length ≤ h such that
|R(1 + it)| ≤ h−1/4+ε/4. Write
F (s) = R(s)N(s).
Divide the set T1 ∩ [−T, T ] into Oε(1) subsets TR according to this polynomial R(s).
For each R(s) one has∫
TR∩[−T,T ]
|F (1 + it)|2dt ≤ h−1/2+ε/2
∫
[−T,T ]
|N(1 + it)|2dt≪ε h−1/2+ε/2 · T
X/h
by the mean value theorem (see (29)), so (84) holds for j = 1.
Let us finally consider (84) for j = 2. Similarly to the case of U1, it suffices to show
that
|Wβ,T | ≪ T
X/h
X2βh−1/2+ε/2
whenever
β ∈ [(1/2− ε/2) logh/ logX, 1/4− ε/8] and T ∈ [X/h,X ],
Wβ,T ⊆ Uβ,T is one-spaced and Uβ,T is as in (86).
Using (87), it suffices to show
(89) T β/(1−2β)A2β(log T )O(1) ≪ T
X/h
X2βh−1/2+ε/2
for these values of T and β. Again we can reduce to the case T = X/h. Taking
(1− 2β)th power, the claim follows if
X10ε
10
(
X
h
)β
≪ X2β−4β2h−1/2+β+(1−2β)ε/2.
This follows if
(90) β − 4β2 − 10ε10 + (2β + (1− 2β)ε/2− 1/2) log h
logX
≥ 0.
As a function of β, this is a quadratic polynomial with negative leading coefficient.
Hence it suffices to show the inequality at the endpoints.
In case β = (1/2−ε/2) logh/ logX , we have X2βh−1/2+ε/2 = Xβ and the claim (89)
follows from (88) which we already showed for this value of β. On the other hand, it
is easy to see that (90) holds for β = 1/4− ε/8.
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Case (ii) follows similarly except now we do not need to separate the integral with
|t| ≤ T0 as there is no main term and Lemma 5.3 wins M̂(f ;X)α exp(M̂(f,X)) +
1
α(logX)α
for all
t. 
We are now ready to prove Theorem 1.11.
Proof of Theorem 1.11. We can clearly assume that h0 is large and ε is small, in
particular that ε ∈ (0, θ).
Let us first consider the case h0 ≤ Xε3/20000. In this case we shall apply Theorem 9.2,
so let us fix the parameters defining the set S. We take Q1 = h0, P1 = h1−ε/10000 ,
ν2 = ε/3, ν1 = ν2(1−ε/1000), and η = ε/1000. If Q1 ≥ exp((logX)1/2) we take J = 1.
Otherwise we let δ′ to be a small parameter to be fixed later and, for j = 2, . . . , J ,
define
Pj = exp
(( j
δ′
)8j/α
(log h0)
j
)
and Qj = exp
(( j
δ′
)(8j+6)/α
(log h0)
j
)
,
where J is the largest index such that QJ ≤ exp((logX)1/2). These choices satisfy
the conditions (49)–(51) once h0 is large enough in terms of α, δ
′, ε as we can assume.
Now∑
X<n≤2X
n∈S
f(n) ≥
∑
P1<p1≤Q1
f(p1)
∑
PJ+1<pJ+1≤QJ+1
PJ+2<pJ+2≤QJ+2
f(pJ+1)f(pJ+2)
∑
X
p1pJ+1pJ+2
<n≤ 2X
p1pJ+1pJ+2
n∈S1,J+1,J+2
p|n =⇒ p 6∈(P1,Q1]∪(xν1 ,xν2 ]
f(n),
where S1,J+1,J+2 is the set of those n that have at least one prime factor in each of
intervals (Pj, Qj ] with 2 ≤ j ≤ J . Now we can lower bound the innermost sum over
n by ∑
X
p1pJ+1pJ+2
<n≤ 2X
p1pJ+1pJ+2
p|n =⇒ p 6∈(P1,Q1]∪(Xν1 ,Xν2 ]
f(n)−
J∑
j=2
∑
X
p1pJ+1pJ+2
<n≤ 2X
p1pJ+1pJ+2
p|n =⇒ p 6∈(Pj ,Qj]
f(n).
Recalling that f is (α,Xθ)-non-vanishing we can apply Lemma 10.5, and see that this
is at least
c1 · X
p1pJ+1pJ+2
·
∏
p≤X
(
1 +
f(p)− 1
p
)
− 20 X
p1pJ+1pJ+2
∏
p≤X
(
1 +
f(p)− 1
p
) J∑
j=2
(δ′
j
)6
≫α,θ,ε X
p1pJ+1pJ+2
·
∏
p≤X
(
1 +
f(p)− 1
p
)
once δ′ is small enough in terms of the constant c1 which depended only on α and θ.
Hence, using again that f is (α,Xθ)-non-vanishing and also Lemma 10.5(i), we get∑
X<n≤2X
n∈S
f(n) ≥ cα,θ,εX
∏
p≤X
(
1 +
f(p)− 1
p
)
≥ cα,θ,ε
10
∑
X<n≤2X
f(n)
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for some cα,θ,ε > 0 depending only on α, θ and ε. Hence in case h0 ≤ Xε3/20000 the
claim follows from Theorem 9.2 with the above choices and δ = cα,θ,ε/20.
Now in order to deal with h0 > X
ε3/20000 we choose P as in Proposition 12.1. Since
f is (α,Xθ) non-vanishing,
1
X
∑
pj∈P,m∈N
X<p1...pkm≤2X
f(p1 . . . pkm)≫
∏
p≤X
(
1 +
f(p)− 1
p
)∑
pj∈P
f(p1) . . . f(pk)
p1 . . . pk
+O(1/Xε
10/2)
≫α,θ,ε
∏
p≤X
(
1 +
f(p)− 1
p
)
≫ 1
X
∑
X<n≤2X
f(n)
Therefore, for δ0 small enough in terms of α, θ, ε, the set of x ∈ (X, 2X ] for which
1
h0H(f ;X)
∑
pj∈P,m∈M
x<p1...pkm≤x+h0H(f ;X)
f(p1 . . . pkm) ≤ δ0 · 1
X
∑
X<nn≤2X
f(n)
is of cardinality ≪ Xh−1/2+ε0 . The claim follows since
1
h0H(f ;X)
∑
x<n≤x+h0H(f ;X)
f(n)≫ε 1
h0H(f ;X)
∑
pj∈P,m∈N
x<p1...pkm≤x+h0H(f ;X)
f(p1 . . . pkm)

Proof of Corollary 1.2. The first part of Corollary 1.2 follows immediately from The-
orem 1.11 so it is enough to prove the second part. Let f : N → {0, 1} to be the
multiplicative function taking value 1 if n ∈ N and 0 otherwise. Note that f is
(α,Xα)-non-vanishing. Now 1 = n1 < n2 < · · · is the sequence of integers such that
f(ni) = 1. Then it suffices to show that∑
ni≤X
(ni+1 − ni)γ ≍α,γ x
( ∏
p≤X
f(p)=0
(
1 +
1
p
))γ−1
.
Let us consider first the lower bound which is straight-forward to show. By
Lemma 10.5(iii) we know that N ∩ (X/2, X ] 6= ∅. Hence, by Ho¨lder’s inequality
and the Shiu bound (Lemma 3.2),
X ≪
∑
ni≤X
(ni+1 − ni) ≤
( ∑
ni≤X
(ni+1 − ni)γ
)1/γ
·
(∑
n≤X
f(n)
)(γ−1)/γ
≪
( ∑
ni≤X
(ni+1 − ni)γ
)1/γ(
X
∏
p≤X
f(p)=0
(
1− 1
p
))(γ−1)/γ
.
Therefore it is enough to prove the upper bound. We follow [8, Proof of Corollary
6.30] with some modifications. Let γ ∈ [1, 3/2). Writing h1 =
∏
p≤X
f(p)=0
(
1 + 1
p
)
, our
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claim is ∑
ni≤X
(ni+1 − ni)γ ≪α,γ Xhγ−11 .
By dyadic splitting it suffices to show this with the summation condition replaced
by X < ni ≤ 2X . We first estimate trivially the contribution of those ni for which
ni+1 − ni < h1. This contribution is∑
X<ni≤2X
ni+1−ni<h1
(ni+1 − ni)γ ≪ hγ−11
∑
ni≤2X
(ni+1 − ni)≪ Xhγ−11 .
Next we note that by Theorem 1.11, we know that, for any w ≥ h1,
(91) M(w) :=
∑
X<ni≤2X
ni+1−ni≥w
(ni+1 − ni)≪ X
(w/h1)1/2−ε
.
Now
∑
X<ni≤2X
ni+1−ni≥h1
(ni+1 − ni)γ = −
∫ X
h1
wγ−1 dM(w)
= hγ−11 M(h1)−Xγ−1M(X) +
∫ X
h1
M(w)dwγ−1
by partial integration and the claimed bound follows from (91).

13. Proofs of results for norm-forms
Norm-forms pose an additional challenge in that they are not multiplicative. How-
ever we are able to reduce ourselves back to a multiplicative setting through Lemma 13.1
below.
In this section we let, for a number field K, gK(n) be the indicator function of
non-negative norm-forms of K and ∆K(n) be the multiplicative function such that
∆K(p
v) =
{
1 if pv = NK/Q(a) for a an integral ideal of K;
0 otherwise.
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Lemma 13.1. Let K be a number field over Q. There exist positive constants ρ =
ρ(K) and α = α(K), non-negative integers M = M(K), R = R(K) and complex
coefficients ci = ci(K) ∈ C for i = 0, 1, . . . , R, such that
(92) gK(n) =
∑
0≤ℓ≤M
cℓfℓ(n) +
∑
M<ℓ≤R
cℓfℓ(n),
where each fi : N→ U is multiplicative and
(i) Each fℓ is (α,X) non-vanishing
(ii) For all ℓ = 0, . . . , R we have |fℓ(p)| = ∆K(p).
(iii) For all ℓ = 0, . . . ,M and (p, disc(K/Q)) = 1, we have fℓ(p) = ∆K(p) while
for p|disc(K/Q) the value of fℓ(p) is a root of unity. In particular each fℓ with
ℓ = 0, . . . ,M is almost real-valued.
(iv) For each fℓ with ℓ = M + 1, . . . , R we have
M̂(fℓ;X) ≥ ρ log logX
(v) We have
∑
0≤ℓ≤M cℓ > 0.
(vi) Let ε > 0. Assume the Riemann Hypothesis for all Hecke L-functions and let
W be any smooth function compactly supported in [1/2, 3]. Then, for every
ℓ = 0, . . . , R,∑
n
fℓ(n)
n1+it
W
( n
N
)
≪A,W 1
(1 + |t|)A +Oε(N
−1/2 · (N(1 + |t|))ε).
Consequently also∑
n
g(n)
n1+it
W
( n
N
)
≪A,W 1
(1 + |t|)A +Oε(N
−1/2 · (N(1 + |t|))ε).
Before proving Lemma 13.1 we introduce some notation and prove a more technical
result (Lemma 13.3 below).
Definition 13.2. Let K be a number field over Q of degree k, and let C1, . . . , Ch be
all the narrow ideal classes in the narrow ideal class group of K. For a k × h-matrix
B = (bij) consisting of non-negative integers bij , we write p ↔ B if, for every i, j,
the number of prime ideals p of K such that p|p, NK/Qp = pi, and p ∈ Cj is bij .
Furthermore, for p ∈ P, we write B(p) for the (unique) k × h-matrix B for which
p↔ B.
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Lemma 13.3. Let the notation be as in Definition 13.2. Suppose that B is such
that there exists an unramified prime p with p ↔ B. Then there exist constants
c(B) ∈ (0, 1] depending only on B and K and α(K) ∈ (0, 1] depending only on K
such that the following hold.
(i) For ℜs > 1, ∑
p↔B
1
ps
= c(B) log ζ(s) +
∑
χ
cχL(s, χ) +H(s),
where the sum over χ runs over a finite number of non-trivial primitive Hecke
Gro¨ßencharacters χ, L(s, χ) is the Hecke L-functions associated to χ, the coeffi-
cients cχ ∈ Q, and, for any given ε > 0, H(s) is analytic and uniformly bounded
in ℜs > 1
2
+ ε.
(ii) Let ε > 0 and NX,ε := exp(log
2/3+εX). Uniformly in |t| ≤ 4X∑
NX,ε<p≤x
p↔B
pit
p
= c(B)
∑
NX,ε<p≤X
pit
p
+OK(1)
(iii) One has, for all 2 ≤ w ≤ z,∑
w<p≤z
gK(p)
p
= α(K)
∑
w<p≤z
1
p
+OK
(
1
logw
)
.
(iv) Assuming the Riemann Hypothesis for Hecke L-functions, we have, uniformly
in t ∈ R, and P ≥ 1, and I ⊂ [P, 2P ] any interval,∑
p∈I
gK(p)
p1+it
≪ 1
logP
· 1
1 + |t| + P
−1/2 log2(1 + |t|).
Proof. Let K be the normal hull of K/Q. Let H(K) denote the narrow Hilbert class-
field ofK. By [28, Theorem 4.1] given B there exists a subset S of conjugacy classes of
G := Gal(H(K)/Q) such that the condition p↔ B is equivalent to requiring that the
Frobenius conjugacy class σp of p, relative to the Galois extension H(K)/Q belongs
to a conjugacy class C with C ∈ S. Note that S is non-empty because we assume that
there is an unramified prime p such that p↔ B.
Let Ĝ be the group of characters of G. Since χ ∈ Ĝ are class functions we have
χ(g) = χ(u) for all g, u ∈ C. In particular,
(93)
−
∑
C∈S
1
|G|
∑
g∈C
∑
ψ∈Ĝ
ψ(g) logL(s, ψ,H(K)/Q) = −
∑
C∈S
|C|
|G|
∑
ψ∈Ĝ
ψ(gC) logL(s, ψ,H(K)/Q).
where gC ∈ C is an arbitrary element of C, ψ runs over irreducible characters of Ĝ
and L(s, ψ,H(K)/Q) denotes the Artin L-function attached to the character ψ (for
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a reference on Artin L-functions, see e.g. [16, Section 3]). Recall that
logL(s, ψ,H(K)/Q) := −
∑
pℓ
unramified
ψ(σℓp)
ℓpℓs
.
Therefore by orthogonality of characters the left-hand side of (93) is equal to
(94)
∑
C∈S
∑
pk:σkp∈C
1
kpks
If ψ is the trivial character of G = Gal(H(K)/Q) then by [27, §VII.10 Proposition
10.4 (i)] we have L(s, ψ,H(K)/Q) = ζ(s). On the other hand for non-trivial ψ we
have by [16, Theorem 7] that
logL(s, ψ,H(K)/Q) =
∑
Ω
∑
χ 6=χ0
χ∈ĜΩ
c(ψ, χ,Ω) logL(s, χ,H(K)/Ω)
where the sum over Ω ranges over sub-fields Ω of H(K) such that H(K)/Ω is a cyclic
extension, the sum over χ ranges over non-trivial characters of Gal(H(K)/Ω) and the
coefficients c(ψ, χ,Ω) ∈ Q. By [3] the coefficients c(ψ, χ,Ω) can be assumed to be
integers, but we will not make use of this fact.
Since the extensionH(K)/Ω is cyclic, every non-trivial character χ of Gal(H(K)/Ω)
is irreducible and injective. Thus by [27, §VII.10 Theorem 10.6 and the remark fol-
lowing it] each Artin L-function L(s, χ,H(K)/Ω) with non-trivial χ corresponds to
L(s, χ˜) with χ˜ a primitive Gro¨ßencharacter (mod f) with f the conductor ofH(K)/Ω.
This proves the first claim and shows that the coefficient of log ζ(s) in (i) is given by
c(B) =
∑
C∈S
|C|
|G| > 0
To prove the second claim it follows from [4] (see also [2]) that each L(s, χ˜) admits
a zero-free region of Vinogradov-Korobov type. Using the Hadamard product of each
of the completed L-functions of L(s, χ˜) we see that logL(σ+ it, χ˜)≪ε log2(2+ |t|) as
long as we stay within ε/ log(2 + |t|) of the boundary of the zero free-region for any
given ε > 0. In particular (94) admits an analytic continuation to a region of the form
σ > 1− c(ε)(log t)−2/3−ε for all ε > 0 and c(ε) > 0 and is bounded by≪K log2(2+ |t|)
within this region. Using this, it follows by a standard contour integration argument
that for |t| ≤ 4X we have
∑
NX,ε≤p≤X
p↔B
pit
p
= c(B)
∑
NX,ε≤p≤X
pit
p
+OK(1)
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where c(B) = |G|−1∑C∈S |C|. Moreover we find that, for any 2 ≤ w ≤ z,
(95)
∑
w<p≤z
p↔B
1
p
= c(B)
∑
w<p≤z
1
p
+OK
(
1
logw
)
Given an unramified prime p we denote by R(p) the set of ideal classes occupied by
integral ideals of norm p. We note that if p↔ B then R(p) is determined. Moreover
there exists a set N of narrow ideal classes such that p is a norm form if and only if
R(p)∩N 6= ∅. Summing (95) over all B for which p↔ B entails R(p)∩N 6= ∅ shows
that ∑
w<p≤z
gK(p)
p
= α
∑
w<p≤z
1
p
+OK
(
1
logw
)
for some α ∈ [0, 1]. It remains to show that α 6= 0. Let T denote the narrow Hilbert
class field of K. By Chebotarev’s density theorem for a positive density of primes p
there is a degree 1 prime B of T above pZ. Then B ∩K is necessarily principal and
σ(B ∩K) > 0 for all embeddings σ of K and therefore p is a norm-form of K.
Finally to establish the last claim it remains to show that conditionally∑
p∈I
p↔B
1
p1+it
≪ 1
logP
· 1
1 + |t| + P
−1/2 log2(1 + |t|)
for every unramified pattern B and interval I ⊂ [P, 2P ]. This follows from the fact
that on the Riemann Hypothesis we have the bound logL(σ+it, χ)≪ logX ·log(2+|t|)
for all Hecke L-functions in the region σ > 1
2
+ (logX)−1 and |t| > 10, say, and a
standard contour integration argument which we omit. 
We are now ready to prove Lemma 13.1.
Proof of Lemma 13.1. The proof closely follows the original argument of Odoni [28],
which we more or less reproduce here. Recall Definition 13.2. The set of possible
matrices B(p) is finite and we denote it by B.
For each n such that n = NK/Qa with a an integral ideal of K we define R(n) to
be the set of all ideal classes occupied by integral ideals a of K with NK/Qa = n. We
define,
R(n)R(n′) := {ab : a ∈ R(n), b ∈ R(n′)}.
Then as shown by Odoni for (n, n′) = 1 we have R(nn′) = R(n)R(n′) and in general
R(n)R(n′) ⊆ R(nn′). Moreover, there exists a set of narrow ideal classes N such that
n is a norm-form if and only if R(n) ∩ N 6= ∅.
We now write
n =
∏
B∈B
nunram,B
∏
B′∈B
nram,B′,
where if p|nunram,B then B(p) = B and p is unramified in K, while if p|nram,B′ then
B(p) = B′ and p is ramified in K. Write nunram :=
∏
B∈B nunram,B and nram :=∏
B′∈B nram,B′. Note that all prime divisors of nram must also divide disc(K/Q). Since
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nunram and nram are co-prime, the set of n that are norm-forms of K correspond to
those n for which,
(96) N ∩
( ∏
B∈B
R(nunram,B)
∏
B′∈B
R(nram,B)
)
6= ∅
Let A = A(K) be the set of all non-empty subsets of C. Following Odoni [28] we
make A into a semigroup by defining AB := {ab : a ∈ A, b ∈ B} for A,B ∈ A. For
each A ∈ A and for each B ∈ B we assign a complex variable zunram(A,B) and a
complex variable zram(A,B). We then define a multiplicative function fz(n) in these
complex variables by setting, for unramified primes p,
(97) fz(p
v) =
{
zunram(R(p
v), B(p)) if pv = NK/Qa for an integral ideal a of K
0 otherwise.
and by setting for ramified primes p,
(98) fz(p
v) =
{
zram(R(p
v), B(p)) if pv = NK/Qa for an integral ideal a of K
0 otherwise.
Following Odoni we let R be the set of tuples (rram(A,B), runram(A,B))A∈A,B∈B of
non-negative integers such that,
N ∩
( ∏
B∈B
∏
A∈A
Arunram(A,B)
∏
B′∈B
∏
A′∈A′
(A′)rram(A
′,B′)
)
6= ∅
Then given a tuple r = (rram(A,B), runram(A,B))A∈A,B∈B and a tuple of complex
numbers z = (zram(A,B), zunram(A,B))A∈A,B∈B we define
zr =
∏
B∈B
∏
A∈A
zunram(A,B)
runram(A,B)
∏
B′∈B
∏
A′∈A′
zram(A
′, B′)rram(A
′,B′)
We set rram(A,B) = 0 (resp. runram(A,B) = 0) if there exists no ramified prime p
(resp. unramified prime p) and no v ≥ 1 such that B(p) = p and R(pv) = A. Odoni
then shows that, for some integers tunram(A,B) ≥ 1 and tram(A,B) ≥ 1,
R(z) :=
∑
r∈R
zr = P (z)
∏
(A,B)∈Sunram
1
1− zunram(A,B)tunram(A,B)
∏
(A′,B′)∈Sram
1
1− zram(A′, B′)tram(A′,B′)
where Sunram is the set of those (A,B) for which there exists an unramified prime
p and an exponent v such that B(p) = B and R(pv) = A. Similarly Sram is the
set of those (A,B) for which there exists a ramified prime p and an exponent v
such that B(p) = B and R(pv) = A. Finally P (z) is a polynomial in the vari-
ables (zunram(A,B), zram(A,B)) and such that the degree of each zunram(A,B) (resp.
zram(A,B)) is strictly less than tunram(A,B) (resp. tram(A,B)).
As we noticed before n is a norm form if and only if (96) holds. Thus,
gK(n) =
∮
z
f1/z(n)R(z)dµ(z)
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where f1/z corresponds to the multiplicative function f as defined in (97) and (98)
but with each zunram(A,B) replaced by zunram(A,B)
−1 and each zram(A,B) replaced
by zram(A,B)
−1, and where the measure dµ(z) corresponds to the product measure
of dzram(A,B)/(2πizram(A,B)) and dzunram(A,B)/(2πizunram(A,B)). Each variable
is integrated over the circle |z| = 1 − ε with 0 < ε < 1. We now shift the contour to
|z| → ∞ for each variable, and we collect a contribution of the poles at roots of unity.
The remaining integral vanishes identically because the degree of the polynomial P (z)
in each variable is less than the degree of the denominator. Thus we see that gK(n)
is a linear combination of multiplicative functions fζ(n) evaluated at roots of unity
ζ , say,
(99) gK(n) =
M∑
ℓ=0
cℓfℓ(n) +
R∑
ℓ=M+1
cℓfℓ(n)
where fi(n) with i = 0, . . . ,M are the multiplicative functions that correspond to
setting zunram(R(p), B(p)) = 1 for every unramified prime p, while the multiplicative
functions fi with i = M + 1, . . . , R are the multiplicative functions for which for at
least one unramified prime p we have fi(p) 6= 1. Notice that if fi is such that fi(p) 6= 1
for at least one unramified prime p then fi(p) = ζ for some root of unity and we have
fi(q) = ζ for all unramified primes q such that B(q) = B(p) and R(q) = R(p). Note
that R(p) is determined by the condition p ↔ B so we simply have fi(p) = ζ 6= 1
for all p ↔ B (in the notation of Lemma 13.3). By Lemma 13.3 and the inequality
ℜf(p)pit − |f(p)| ≤ 0, we obtain for M < i ≤ R and |t| ≤ 4X ,
ℜ
∑
p≤X
fi(p)p
it − |fi(p)|
p
≤ ℜ
∑
NX,ε≤p≤X
p↔B
ζpit − 1
p
≤ c(B) · ℜ
∑
NX,ε≤p≤X
ζpit − 1
p
+O(1)
for some root of unity ζ 6= 1 and where NX,ε := exp(log2/3+εX). In particular the
above is always ≤ −ρ log logX for some ρ > 0 giving (iv).
To prove (v) we notice that on square-free n with (n, disc(K/Q)) = 1 we have
fi(n) = ∆K(n) for 0 ≤ i ≤M . Therefore, using Lemma 13.3(i), Lemma 10.5(iii) and
part (iv) together with Lemma 5.3(i) it follows that, for N ≥ 1,
(100) ∑
n≤X
(n,Ndisc(K/Q)=1
gK(n)µ
2(n) = CN
( ∑
0≤i≤M
ci
)
·X(logX)E(K)−1 + o(X(logX)E(K)−1)
for some constant CN > 0, and where E(K) is the Dirichlet density of those primes
p for which ∆K(p) = 1. It remains therefore to show that the left-hand side of (100)
is ≫ X(logX)E(K)−1. We adapt the argument of Odoni. By the union bound,
(101) ∆K(n) ≤
h∑
i=1
1Ci∈R(n)
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where Ch denotes the principal class. Pick primes pi such that C−1i ∈ R(pi) for all
i = 1, . . . , h 6. Then if pi ∤ n and Ci ∈ R(n) then Ch ∈ R(npi). As a result summing
(101) over square-free integers co-prime to disc(K/Q)p1 · · · ph, we find that
X(logX)E(K)−1 ≪
h∑
i=1
( ∑
n≤X
(n,pi)=1
(n,disc(K/Q))=1
1Ci∈R(n)
)
≤
h∑
i=1
( ∑
n≤Xpi
(n,disc(K/Q))=1
1Ch∈R(n)
)
If Ch ∈ R(n) then n is a norm-form. Therefore using (100) we conclude that,
X(logX)E(K)−1 ≪
( h∑
i=0
pi
)( h∑
i=0
ci
)
·X(logX)E(K)−1
and the claim follows.
In order to prove (vi) we notice that, for each 0 ≤ ℓ ≤ R,∑
(n,disc(K/Q))=1
fℓ(n)µ
2(n)
ns
= H(s)
∏
B∈Bℓ
∏
p↔B
(
1 +
ζB
ps
)
where Bℓ is some set of admissible B’s (depending on ℓ), ζB is a root of unity depending
on B and for any given ε > 0 the function H(s) is analytic and uniformly bounded
in ℜs > 1
2
+ ε. By Lemma 13.3(i) the above can be factorized as
(102) H(s)ζ(s)α
∏
χ
L(s, χ)cχ
for some exponent α > 0 and χ a product over Gro¨ßencharacters. In particular if we
assume the Riemann Hypothesis for Hecke L-functions (102) is analytic in the region
{s : 1
2
≤ ℜs ≤ 1 , ℑs 6= 0} ∪ {s : ℜs > 1}
and for any given ε > 0 and |t| > 10 and σ > 1
2
+ ε the Dirichlet series (102) with
s = σ + it is bounded by ≪ε (1 + |t|)ε, see [21, Theorem 5.19]. Thus (vi) follows by
a standard contour integration argument.

Now we are ready to show how Theorem 1.4 follows from Theorem 1.9.
Proof of Theorem 1.4. Write gK = c0f0+ . . .+ cRfR as in Lemma 13.1. Each fℓ is an
(α,X)-non-vanishing multiplicative function for some α > 0 depending only on K.
Let c′ =
∑R
ℓ=1 |cℓ|.
We can assume that
δ > 2c′(R + 1)C ′
(
log log h0
log h0
)α
+
2c′(R + 1)
(logX)αρα/40
6The infinitude of prime ideals p of K with p ∈ C−1i follows from applying Chebotarev’s density
theorem to H/K with H the narrow Hilbert class field of K. Note then that p∩Q is a prime p such
that C−1i ∈ R(p)
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for any large constant C ′ since otherwise the claim is trivial by taking e.g. κ =
80/(αρα).
Now, for every ℓ = 0, . . . ,M , fℓ is almost real-valued and hence Theorem 1.9 implies
(103)
∣∣∣ 1
h0
∑
x<n≤x+h0δK(X)−1
fℓ(n)− δK(X)
−1
X
∑
X<n≤2X
fℓ(n)
∣∣∣ < δ
2c′(R + 1)
for all x ∈ [X, 2X ] outside of a set of cardinality
(104) ≪ X
hcδκ
for some c, κ depending only on K.
Moreover, by Lemmas 13.1(iv) and 5.3(i) we have, for every ℓ = M + 1, . . . , R,
∣∣∣ 1
X
∑
X<n≤2X
fℓ(n)
∣∣∣ + ∣∣∣ 1
X
∑
X<n≤2X
fℓ(n)n
−it̂fℓ,X
∣∣∣≪ δK(X)
(logX)ρ/3
for some ρ = ρ(K). Hence Theorem 1.9 implies that (103) holds also for each ℓ =
M + 1, . . . , R for every x ∈ [X, 2X ] outside of a set of cardinality (104).
It follows that for every x ∈ [X, 2X ] outside of an exceptional set of cardinal-
ity (104), the claim (103) holds for every ℓ = 1, . . . , R simultaneously, and thus,
summing over ℓ we obtain,
∣∣∣1
h
∑
x<n≤x+hδK(X)−1
gK(n)− δK(X)
−1
X
∑
X<n≤2X
gK(n)
∣∣∣ ≤ δ
outside of an exceptional set of cardinality (104) as claimed. 
The proof of Theorem 1.5(i) is rather similar to the proof of Theorem 1.11 with
only minor differences, which we indicate in detail in the proof below.
Proof of (i) of Theorem 1.5. Write h := h0δK(X)
−1. Let us first consider the case
h ≤ Xε3/20000. In this case we shall apply Theorem 9.2. We let S be as in proof of
Theorem 1.11.
Let us first show that
(105)
1
X
∑
X<n≤2X
n∈S
(n,disc(K/Q))=1
gK(n)µ
2(n) ≥ δK,ε · δK(X)
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for some δK,ε > 0 depending only on K and ε. Since gK ≥ 0 and gK(mn) ≥
gK(m)gK(n) for all m,n, we have∑
X<n≤2X
n∈S
(n,disc(K/Q))=1
gK(n)µ
2(n)
≥
∑
P1<p1≤Q1
gK(p1)
∑
PJ+1<pJ+1≤QJ+1
PJ+2<pJ+2≤QJ+2
gK(pJ+1)gK(pJ+2)
∑
X
p1pJ+1pJ+2
<n≤ 2X
p1pJ+1pJ+2
n∈S1,J+1,J+2
p|n =⇒ p 6∈(P1,Q1]∪(Xν1 ,Xν2 ]
(n,disc(K/Q))=1
gK(n)µ
2(n),
where S1,J+1,J+2 is the set of those n that have at least one prime factor in each of
intervals (Pj, Qj ] with 2 ≤ j ≤ J . We can lower bound the innermost sum over n by∑
X
p1pJ+1pJ+2
<n≤ 2X
p1pJ+1pJ+2
p|n =⇒ p 6∈(P1,Q1]∪(Xν1 ,Xν2 ]
(n,disc(K/Q))=1
gK(n)µ
2(n)−
J∑
j=2
∑
X
p1pJ+1pJ+2
<n≤ 2X
p1pJ+1pJ+2
p|n =⇒ p 6∈(Pj ,Qj]
gK(n).
Using the upper bound gK(n) ≤ ∆K(n) and recalling that ∆K is (α,X)-non-vanishing
we can apply Lemma 10.5, and see that this is at least∑
X
p1pJ+1pJ+2
<n≤ 2X
p1pJ+1pJ+2
p|n =⇒ p 6∈(P1,Q1]∪(Xν1 ,Xν2 ]
(n,disc(K/Q))=1
gK(n)µ
2(n)− 20 X
p1pJ+1pJ+2
∏
p≤X
(
1 +
∆K(p)− 1
p
) J∑
j=2
(δ′
j
)6
Recall that by Lemma 13.1, gK = c0f0 + c1f1 + . . . + cRfR and on square-free n
co-prime to the discriminant of K/Q we have fℓ(n) = ∆K(n) for all 0 ≤ ℓ ≤ M .
Using again that ∆K is (α,X) non-vanishing we have that( ∑
0≤ℓ≤M
cℓ
) ∑
X
p1pJ+1pJ+2
<n≤ 2X
p1pJ+1pJ+2
p|n =⇒ p 6∈(P1,Q1]∪(Xν1 ,Xν2 ]
(n,disc(K/Q)=1
fℓ(n)µ
2(n)− 20 ·X
p1pJ+1pJ+2
∏
p≤X
(
1 +
∆K(p)− 1
p
) J∑
j=2
(δ′
j
)6
≫K X
p1pJ+1qJ+1
·
∏
p≤X
(
1 +
∆K(p)− 1
p
)
by Lemma 10.5(iii) once δ′ is small enough in terms of
∑
0≤ℓ≤M cℓ > 0 which depends
only on K. On the other hand Lemmas 13.1(iv) and 5.3(i) imply that, for each
ℓ =M + 1,M + 2, . . . , R,
cℓ
∑
X
p1pJ+1pJ+2
<n≤ 2X
p1pJ+1pJ+2
p|n =⇒ p 6∈(P1,Q1]∪(Xν1 ,Xν2 ]
(n,disc(K/Q))=1
fℓ(n)µ
2(n)≪ X
p1pJ+1pJ+2
· 1
(logX)ρ/3
∏
p≤X
(
1 +
∆K(p)− 1
p
)
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with ρ = ρ(K) > 0. Collecting everything, we obtain
1
X
∑
X<n≤2X
n∈S
(n,disc(K/Q))=1
gK(n)µ
2(n)
≫K
∑
P1<p1≤Q1
gK(p1)
∑
PJ+1<pJ+1≤QJ+1
PJ+2<pJ+2≤QJ+2
gK(pJ+1)gK(pJ+2)
X
p1pJ+1qJ+1
·
∏
p≤X
(
1 +
∆K(p)− 1
p
)
.
Summing over p1, pJ+1 and pJ+2 using Lemma 13.3(iii) we conclude that (105) indeed
holds for some δK,ε > 0 depending only on K and ε.
Write c =
∑
0≤ℓ≤R |cℓ|. By Theorem 9.2(iii) we have, for ℓ = 0, . . . ,M and for all
x ∈ [X, 2X ], apart from an exceptional set of size ≪ Xh−1/2+ε0 ,
(106)
∣∣∣∣∣1h ∑
x<n≤x+h
n∈S
(n,disc(K/Q))=1
fℓ(n)µ
2(n)− 1
X
∑
X<n≤2X
n∈S
(n,disc(K/Q))=1
fℓ(n)µ
2(n)
∣∣∣∣∣ < δK,ε2c(R + 1) ·δK(X).
By Lemmas 13.1(iv) and 5.3(i) together with Lemma 9.1 we have, for i = M +
1, . . . , R and for all x ∈ [X, 2X ], apart from an exceptional set of size ≪ Xh−1/2+ε0 ,∣∣∣∣∣ 1X ∑
X<n≤2X
n∈S
(n,disc(K/Q))=1
fℓ(n)µ
2(n)
∣∣∣∣∣+
∣∣∣∣∣ 1X ∑
X<n≤2X
n∈S
(n,disc(K/Q))=1
fℓ(n)µ
2(n)n−it̂fℓ,X
∣∣∣∣∣ < δK,ε4c(R + 1) ·δK(X)
Hence, by Theorem 9.2(i), (106) holds also for i = M + 1, . . . , R for all x ∈ [X, 2X ],
apart from an exceptional size of ≪ Xh−1/2+ε0 . Hence, summing over ℓ, we obtain
that, for all x ∈ [X, 2X ] apart from this acceptable exceptional set,∣∣∣∣∣1h ∑
x<n≤x+h
n∈S
(n,disc(K/Q))=1
gK(n)µ
2(n)− 1
X
∑
X<n≤2X
n∈S
(n,disc(K/Q))=1
gK(n)µ
2(n)
∣∣∣∣∣ < δK,ε2 · δK(X)
and the claim follows from (105).
Thanks to Lemma 13.1(vi), the conditional claim in case h ≤ Xε3/20000 follows
similarly from Theorem 9.2(ii).
It remains to deal with h > Xε
3/20000. To prove the unconditional part of the claim
we choose P as in Proposition 12.1. Let us first show that
(107)
1
X
∑
pj∈P,m∈N
X<p1...pkm≤2X
gK(p1 . . . pkm) ≥ δK,ε
∏
p≤X
(
1 +
∆K(p)− 1
p
)
for some δK,ε > 0 depending only on K and ε.
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Note that gK(p1 . . . pkm) ≥ gK(p1) . . . gK(pk)gK(m). Writing gK = c0f0 + · · · cRfR
as in Lemma 13.1 and applying Lemma 10.5(iii) for ℓ = 0, . . . ,M and Lemma 5.3 for
ℓ =M + 1, . . . , R we find that
1
X
∑
pj∈Pj ,m∈M
X<p1...pkm≤2X
gK(p1) . . . gK(pk)gK(m)≫
∏
p≤X
(
1 +
∆K(p)− 1
p
) ∑
pj∈Pj
gK(p1) . . . gK(pk)
p1 . . . pk
≫K,ε
∏
p≤X
(
1 +
∆K(p)− 1
p
)
.
since by Lemma 13.3(iii) we can control the sums over primes. In particular (107)
holds for some δK,ε > 0 depending only on K and ε.
Writing once again gK = c0f0 + . . . + cRfR and applying Proposition 12.1(i) for
each f1, . . . , fM and Proposition 12.1(ii) together with Lemmas 13.1(iv) and 5.3(i) for
each fM+1, . . . , fR, we get that∣∣∣1
h
∑
pj∈Pj ,m∈M
x<p1...pkm≤x+h
gK(p1 . . . pkm)− 1
X
∑
pj∈Pj ,m∈M
X<p1...pkm≤2X
gK(p1 . . . pkm)
∣∣∣
≤ δK,ε
2
· δK(X)
with at most ≪K,ε Xh−1/2+ε exceptions x ∈ [X, 2X ]. Since every integer of the form
p1 . . . pkm with pj ∈ P has Oε(1) representations in such form, we get that, for some
δ > 0 depending only on K, ε, ∑
x<n≤x+h
gK(n) ≥ δ · h0
with at most ≪K,ε Xh−1/2+ε exceptions x ∈ [X, 2X ].
Let us now concentrate on the conditional part of the claim in the case h0 ∈
(Xε
3/20000, X1−ε
2
] — we shall show that in this range the claim holds with≪ Xh−1+ε/20
exceptions, and so the claim follows also for h0 ≥ X1−ε2 . We define
S0(x) :=
1
h0
∑
x<n≤x+h0δK(X)−1
gK(n)W
( n
X
)
where W is a smooth function such that W (x) = 1 for x ∈ [1, 2] and W is compactly
supported in [1/2, 3]. Let also
M(x) :=
1
2πih0
∫ T1
−T1
(∑
m
gK(m)
m1+it
W
(m
X
))
· (x+ h0δ
−1
K (X))
1+it − x1+it
1 + it
dt
with T1 := X
ε′, and ε′ a small constant depending only on K.
Using Taylor expansion,
(x+ h0δK(X)
−1)1+it − x1+it
1 + it
= h0δK(X)
−1 · xit +O
(
(1 + |t|)(h0δK(X)
−1)2
X
)
.
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By Lemma 13.1(vi) we see that the error term contributes o(X−ε
2/2) to M(x) since
h0 ≤ X1−ε2 and furthermore that the contribution of |t| ≥ T0 := (log x)ε′ to M(x) is
Oε′,A((logX)
−A) for any A ≥ 0. Hence
M(x) =
δK(X)
−1
2πi
∫ T0
−T0
(∑
m
gK(m)
m1+it
W
(m
X
))
xitdt +OK((logX)
−10),
say.
Let F (x) = (1− |x|)+ be the triangular function so that F is compactly supported
in [−1, 1]. Using the decay of the Dirichlet polynomial we can replace this
δK(X)
−1
2πi
∫
R
F
( t
T0
)(∑
m
gK(m)
m1+it
W
(m
X
))
· xitdt
at the price of an error term that is
≪A δK(X)
−1
2π
∫
|t|≤T 1/30
|t|
T0
· δK(X)dt+ T−A0 ≪ (log x)−ε
′/3.
As a result we see that
M(x) = δK(X)
−1 T0
2π
∑
m
gK(m)
m
F̂
(
− T0
2π
log
x
m
)
W
(m
X
)
+O((logx)−ε
′/3),
where F̂ (ξ) =
∫
R
F (x)e−2πixξdx is the Fourier transform. Since F̂ (x) ≥ 0 for all
x ∈ R and F̂ (x) ≥ 1/2 for |x| ≤ 1/100 we can select as a lower bound an interval
|x−m| ≤ x/(1000T0). This gives
M(x)≫ T0δK(X)−1
∑
|x−m|≤x/(1000T0)
gK(m)
m
·W
(m
X
)
.
Once again we use Lemma 13.1 to write gK(n) = c0f0 + . . . cRfR. Then we use
Lemma 5.4(i) for each fℓ (once ε
′ is small enough in terms of K it is applicable) and
then Lemma 10.5(iii) for f0, . . . , fM and Lemma 5.3(i) for fM+1, . . . , fR. This way we
obtain M(x)≫ 1 and it remains to show that
1
X
∫ 2X
X
|S0(x)−M(x)|2dx≪ε h−1+ε/30
for every ε > 0. By Lemma 8.1 this ensues provided that we can show that,
max
T≥X/(h0δK(X)−1)
X/(h0δK(X)
−1)
T
∫ T
T1
∣∣∣∑
m
gK(m)
m1+it
W
(m
X
)∣∣∣2dt≪ε h−1+ε/30
for all ε > 0. For T ≥ X this follows trivially from the mean value theorem (see (29)).
Since h0 > X
ε3/20000 we notice that for the remaining T this follows from applying
the point-wise bound of Lemma 13.1(vi).

Proof of (ii) of Theorem 1.5. This follows from Theorem 1.5(i) in the same way as
Corollary 1.2(ii) followed from Corollary 1.2(i). 
84 KAISA MATOMA¨KI AND MAKSYM RADZIWI L L
Appendix A. A “trivial” inequality
In this appendix we prove (34), i.e. the following lemma.
Lemma A.1. Let ε > 0, let f : N → U be an (α,Xθ)-non-vanishing multiplicative
function, let |t| ∈ [ 2
θ logX
, 2X ], and let
Y := max{exp((logX)2/3+ε), exp(1/|t|)}.
Then ∑
Y <p≤Xθ
|f(p)|
p
(
1−
∣∣∣ cos(π∥∥∥t log p
2π
∥∥∥)∣∣∣)
≥
(
2
∫ α/2
0
(1− cos(πx))dx+O
( 1
log logX
))
log
logXθ
log Y
,
where the implied constant depends only on θ and ε.
In the proof of this we will use the following simple auxiliary lemma based on the
rearrangement inequality.
Lemma A.2. Let N,N0 ∈ N with N ≥ N0. For i = 1, . . . , N , let αi ∈ [0, 1] and
bi ∈ R≥0. Assume that
(108)
N∑
i=1
αi ≥ N0
and write b∗i for the sequence bi rearranged in the increasing order. Then
N∑
i=1
αibi ≥
N0∑
i=1
b∗i .
Proof. Decreasing some of αi if necessary, we can assume that (108) holds with equal-
ity.
We fix N0 and prove the claim by induction on N . In case N = N0 one has αi = 1
for every i, and the claim is trivial. Let us now assume that the claim holds for some
N ≥ N0 and prove it with N + 1 in place of N . By the rearrangement inequality
S :=
N+1∑
i=1
αibi ≥
N+1∑
i=1
α♯ib
∗
i ,
where α♯i is the sequence αi in the decreasing order.
Since
∑N+1
i=1 α
♯
i = N0 ≤ N , one can write α♯N+1 =
∑N
i=1 α
′
i for some α
′
i ∈ [0, 1] such
that α♯i + α
′
i ≤ 1 for every i = 1, . . . , N . Thus
S ≥ α♯N+1b∗N+1 +
N∑
i=1
α♯ib
∗
i =
N∑
i=1
(α♯ib
∗
i + α
′
ib
∗
N+1) ≥
N∑
i=1
(α♯i + α
′
i)b
∗
i ≥
N0∑
i=1
b∗i ,
where the last step followed from the induction hypothesis. 
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Proof of Lemma A.1. First we note that by splitting [Y,Xθ] into shorter intervals, it
suffices to prove that for any x ∈ [Y,Xθ], one has
Sx :=
∑
x<p≤x(logx)
|f(p)|
p
(
1−
∣∣∣ cos(π∥∥∥t log p
2π
∥∥∥)∣∣∣)
≥
(
2
∫ α/2
0
(1− cos(πx))dx+O
( 1
log log x
))
log
log(x log x)
log x
.
We further split the summation range (x, x log x] into shorter intervals in order to
stabilize the weights and to control the behaviour of cos(π‖ t log p
2π
‖). More precisely,
we consider intervals (wr, wr+1] with
wr := x
(
1 +
1
(log x)ν
)r
for r = 0, . . . , R
with
R :=
⌊
log log x
log(1 + 1/(log x)ν)
⌋
− 1 = (log x)ν log log x+O(log log x).
Here ν ≥ 2 will be chosen later depending on the size of |t|.
We also let Jr :=
∑
wr<p≤wr+1 1. By the prime number theorem in short intervals,
recalling that wr ∈ [x, x log x], we have, for each r = 0, . . . , R,
Jr
wr
=
(
1 +O
(
1
log x
))
wr+1 − wr
wr logwr
=
1
(log x)ν+1
(
1 +O
(
log log x
log x
))
In particular, for every r = 0, . . . , R
(109)
Jr
wr
=
(
1 +O
(
log log x
log x
))
J0
w0
and
(R + 1)
J0
w0
=
(
1 +O
(
log log x
log x
)) R∑
r=0
Jr
wr
=
(
1 +O
(
log log x
log x
)) ∑
x<p≤x log x
1
p
=
log log x
log x
+O
(
1
log x
)
.
(110)
Furthermore we define αr by the equality
(111)
∑
wr<p≤wr+1
|f(p)| = αrJr.
Note that αr ∈ [0, 1] for every r. On one hand∑
x<p≤x log x
|f(p)|
p
≥ α
∑
x<p≤x log x
1
p
+O
(
1
log x
)
≥ α(R + 1) J0
w0
+O
(
1
log x
)
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and on the other hand∑
x<p≤x log x
|f(p)|
p
≤
R∑
r=0
∑
wr<p≤wr+1
|f(p)|
p
+O
(
J0
w0
)
≤
R∑
r=0
αr
Jr
wr
+O
(
J0
w0
)
=
J0
w0
R∑
r=0
αr +O
((
log log x
log x
)2)
.
Hence
(112)
R∑
r=0
αr ≥
(
α +O
(
1
log log x
))
(R + 1).
Now
Sx =
R∑
r=0
1
wr
∑
wr<p≤wr+1
|f(p)|
(
1−
∣∣∣ cos(π∥∥∥t log p
2π
∥∥∥)∣∣∣)+O( log log x
(log x)ν+1
)
.(113)
We split into two cases according to the size of |t|. First consider the case 2/(θ logX) ≤
|t| ≤ (logX)10. In this case we choose ν = 20, so that, for any p ∈ (wr, wr+1], one has
t log p
2π
=
t logwr
2π
+O
(
1
(log x)4
)
and hence
Sx ≥
R∑
r=0
1
wr
∑
wr<p≤wr+1
|f(p)|
(
1−
∣∣∣ cos(π∥∥∥t logwr
2π
∥∥∥)∣∣∣)+O( log log x
(log x)5
)
.
Recalling also (111) and (109) we get that
Sx ≥
R∑
r=0
αrJr
wr
(
1−
∣∣∣ cos(π∥∥∥t logwr
2π
∥∥∥)∣∣∣)+O( log log x
(log x)5
)
≥ J0
w0
R∑
r=0
αr
(
1−
∣∣∣ cos(π∥∥∥t logwr
2π
∥∥∥)∣∣∣)+O( 1
(log x)2
)
.
For r = 0, . . . , R, write
br := 1−
∣∣∣ cos(π∥∥∥t logwr
2π
∥∥∥)∣∣∣.
Note that logwr are evenly spaced by log(1+1/(logx)
ν) = (log x)−20+O((log x)−40),
so that when b∗r is br in increasing order, we have
b∗r = 1− cos
( πr
2R
)
+O
(
1
(log x)5
)
Hence, by (112) and Lemma A.2,
Sx ≥ J0
w0
⌊α(R+1)⌋−1∑
r=0
(
1−cos
( πr
2R
))
+O
(
1
log x
)
≥ 2RJ0
w0
∫ α/2
0
(1− cos(πx)) dx+O
(
1
log x
)
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and the claim follows from (110).
Now consider the case |t| ≥ (logX)10. Choose in this case ν = 2. We show that,
for any [α, β] ⊆ [0, 1/2], one has
#
{
p ∈ (wr, wr+1] :
∥∥∥∥t log p2π
∥∥∥∥ ∈ [α, β]} = Jr (2(β − α) +O( 1(log x)2
))
.
To prove this we note that
e
(kt log p
2π
)
= pikt
and one has, for x ∈ [Y,X ], ∑
wr<p≤wr+1
p−2ikt = O
( x
(log x)6
)
for any k ≤ (log x)3 by the zero-free region for the Riemann zeta function. Hence the
claimed equidistribution follows from the Erdo˝s-Tura´n inequality.
Now, if we write, for p ∈ (wr, wr+1],
bp = 1−
∣∣∣ cos(π∥∥∥ t log p
2π
∥∥∥)∣∣∣,
then arranging bp in increasing order, the jth element will be
1− cos
(
j
2Jr
π
)
+O
(
1
(log x)2
)
.
Hence, applying Lemma A.2 to (113) and recalling (109)–(111), we obtain
Sx ≥
R∑
r=0
1
wr
∑
j≤αrJr−1
(
1− cos
(
j
2Jr
π
)
+O
(
1
(log x)2
))
= 2
R∑
r=0
Jr
wr
∫ αr/2
0
(1− cos(πx)) dx+O
(
log log x
(log x)3
)
= 2
J0
w0
R∑
r=0
∫ αr/2
0
(1− cos(πx)) dx+O
(
(log log x)2
(log x)2
)
.
Applying Jensen’s inequality to F (x) =
∫ x
0
(1−cos(πx))dx, we obtain that the previous
expression is
≥ 2 J0
w0
(R + 1)
∫ 1
R+1
∑R
r=0 αr/2
0
(1− cos(πx)) dx+O
(
(log log x)2
(log x)2
)
and the claim follows from (110) and (112).
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