We are interested in the rate of convergence of a subordinate Markov process to its invariant measure. Given a subordinator and the corresponding Bernstein function (Laplace exponent) we characterize the convergence rate of the subordinate Markov process; the key ingredients are the rate of convergence of the original process and the (inverse of the) Bernstein function. At a technical level, the crucial point is to bound three types of moments (sub-exponential, algebraic and logarithmic) for subordinators as time t tends to infinity. At the end we discuss some concrete models and we show that subordination can dramatically change the speed of convergence to equilibrium.
Introduction and main result
The notion of stochastic stability of a Markov process is of fundamental importance both in theoretical studies and in practical applications. There are various characterizations of geometric (or exponential) ergodicity, see e.g. [22, 20, 21, 5, 6, 13] and the references given in these papers. In recent years, there has been considerable interest in sub-geometric (or sub-exponential) ergodicity, see for example [11, 14, 12, 10, 4, 23] for developments in this direction. In this paper, we want to study sub-geometric convergence rates of Markov processes under subordination in the sense of Bochner.
Let X = {X t : t ≥ 0} be a Markov process with state space (E, B(E)) and transition function P t (x, dy). We assume that E is a locally compact and separable metric space and we denote by B(E) the corresponding Borel σ-algebra. Let f : E → [1, ∞) be a measurable control function; the f -norm of a signed measure µ on E is defined as µ f := sup |g|≤f |µ(g)|. Here, the supremum ranges over all measurable g which are dominated by f and µ(g) := g dµ. It is not hard to see that · f ≥ · TV always holds for the total variation norm · TV ; if f is bounded, then the norms · f and · TV are even equivalent.
The convergence behaviour of a process X to a stationary distribution π in the f -norm can be captured by estimates of the form P t (x, ·) − π f ≤ C(x)r(t), x ∈ E, t ≥ 0, (1.1) where C(x) ∈ (0, ∞) is a constant depending on x ∈ E and r : [0, ∞) → (0, 1] is the non-increasing rate function. We say that X displays sub-geometric convergence in f -norm, if the rate function r satisfies r(t) ↓ 0 and log r(t)/t ↑ 0 as t → ∞. Such r are called sub-geometric rates.
In many cases, the convergence rate r can be explicitly given, and the typical examples are r(t) = e −θt δ , r(t) = (1 + t) −β , r(t) = [1 + log(1 + t)] −γ ,
where θ > 0, δ ∈ (0, 1] and β, γ > 0 are some constants; see Section 4 below for specific models. Note that r(t) = e −θt is the classical exponential convergence rate. Some authors refer to the above examples as sub-exponential, algebraic and logarithmic rates, respectively.
Bochner's subordination is a means to obtain more general (and also interesting) jump-type Markov processes from a given Markov process through a random time change by an independent non-decreasing Lévy process (a subordinator). Among the most interesting examples are the symmetric α-stable Lévy processes, which can be viewed as subordinate Brownian motions. It is known that many fine properties of Markov processes (and the corresponding Markov semigroups) are preserved under subordination, see [16, 8] for Harnack and shift Harnack inequalities for subordinate semigroups, [26, 15] for Nash and Poincaré inequalities under subordination, and [9] for the quasi-invariance property of subordinate Brownian motion.
Let us recall the basics of Bochner's subordination. Let S = {S t : t ≥ 0} be a subordinator (without killing), i.e. a non-decreasing Lévy process on [0, ∞) with Laplace transform E e −uSt = e −tφ(u) , u > 0, t ≥ 0.
The characteristic (Laplace) exponent φ : (0, ∞) → (0, ∞) is a Bernstein function, i.e. φ is of class C ∞ such that (−1) n−1 φ (n) ≥ 0 for all n = 1, 2, . . . ; it is well known that every Bernstein function admits a unique (Lévy-Khintchine) representation
where b ≥ 0 is the drift parameter and ν is a Lévy measure, i.e. a measure on (0, ∞) satisfying (0,∞) (y ∧ 1) ν(dy) < ∞. Our main reference for Bernstein functions and subordination is the monograph [24] . Assume that S and X are independent processes. The subordinate process defined by the random time-change X φ t := X St is again a Markov process; if X has an invariant probability measure π, then π is also invariant for the subordinate process X φ . This follows immediately from the form of the subordinate Markov transition function which is given by
where µ t := P(S t ∈ ·) is the transition probability of S t ; the integral is understood in the sense of vague convergence of probability measures. We are interested in the following question: Assume that P t is sub-geometrically convergent to π with respect to the f -norm as t → ∞; how fast will P t φ tend to π? More precisely, we need to find a suitable non-increasing function r φ on (0, ∞) such that lim t→∞ r φ (t) = 0 and
for some positive constant C(x) depending only on x ∈ E. As we will see, if the convergence rates of the original process X are of the three typical forms in (1.2), then we are able to derive convergence rates for the subordinate Markov process under some reasonable assumptions on the underlying subordinator. Note that any non-trivial Bernstein function φ is strictly increasing. In this paper, the inverse function of φ will be denoted by φ −1 . We can now state the main result of our paper. c) Assume that (1.1) holds with rate r(t) = [1 + log(1 + t)] −γ for some constant γ > 0. If ν(dy) ≥ cy −1−α dy for some constants c > 0 and α ∈ (0, 1), then (1.4) holds with rate r φ (t) = 1 ∧ log −γ (1 + t). • φ(s) = s α log β (1 + s) with α ∈ (0, 1) and β ∈ [0, 1 − α);
• φ(s) = s α log −β (1 + s) with 0 < β < α < 1;
• φ(s) = s(1 + s) −α with α ∈ (0, 1).
We refer to [24] for an extensive list of such Bernstein functions.
Our paper is organized as follows. In order to prove Theorem 1.1, we establish in Section 2 three types of moment estimates for subordinators; this part is interesting in its own right. The proof of Theorem 1.1 will be addressed in Section 3. Section 4 contains several concrete models for which the corresponding convergence rates can be explicitly given. For the reader's convenience, the appendix contains some elementary calculations, which have been used in the proof of Theorem 2.1 in Section 2.
Moment estimates for subordinators
In this section we prove some moment estimates for subordinators, which will be crucial for the proof of our main result Theorem 1.1. Related moment estimates for general Lévy processes and subordinators can be found in [8, Section 3] . Recently, F. Kühn [18] extended our results on Lévy processes to Feller processes. 
ii) If the Bernstein function φ satisfies (1.5), then there exists a C = C(β) > 0 such that
for all sufficiently large t > 1.
iii) If the Bernstein function φ satisfies
then there exists a C = C(β) > 0 such that
i) If ν(dy) ≥ cy −1−α dy for some constants c > 0 and α ∈ (0, 1), then there exists a C = C(γ, c, α) > 0 such that
ii) If ν(dy) = cy −1−α dy for some constants c > 0 and α ∈ (0, 1), then there exists a C = C(γ, c, α) > 0 such that
for all t > 0. 
By Lemma 2.2 b) and Lemma 2.3 b) below, the third condition in (2.1) implies that there exist constants c 1 , c 2 , κ > 0 such that
and then lim sup
This means that the third condition in (2.1) implies the second, and so (2.1) can be written as
Before we give the proof of Theorem 2.1, we need some preparations. The following useful lemma is taken from Mu-Fa Chen's book [6, Lemma A.1, p. 193 ], see also [26, Lemma 5] for a special case. 
where
For any strictly increasing function g : (0, ∞) → (0, ∞), we denote by g −1 its inverse function.
Lemma 2.2. Let g : (0, ∞) → (0, ∞) be a strictly increasing function.
a) The following statements are equivalent:
If g is concave, then i)-iii) are also equivalent to:
b) The following statements are equivalent:
Proof. We will only show a), since the proof of b) is completely analogous.
i) ⇔ ii): The direction ii) ⇒ i) is trivial. Conversely, suppose that i) holds true for some λ 0 > 1. By the monotonicity of g, ii) holds for all λ ∈ (1, λ 0 ]. Now assume that λ > λ 0 and let k := ⌊log λ0 λ⌋, where ⌊x⌋ denotes the integer part of a non-negative real number x ≥ 0. Since i) implies that there exist c 1 > 1 and c 2 > 0 such that
we find
If i) holds, we can apply g to both sides of (2.2) and substitute
This implies lim inf
and then iii). Conversely, if iii) is satisfied for some λ 0 > 1, then it is clear that lim t→∞ g(t) = ∞, and moreover, we can easily reverse the above argument to deduce i).
iii) ⇔ iv) Assume that that g is concave. If iii) holds for some λ 0 > 1, then iv) is true for all λ ≥ λ 0 . It remains to consider the case λ ∈ (1, λ 0 ). By iii), there exist c 3 > 1 and c 4 > 0 such that g(λ 0 t) > c 3 g(t), t ≥ c 4 .
Using the concavity of g, we obtain that for any t ≥ c 4 and λ ∈ (1, λ 0 )
This completes the proof.
Below we extend a lemma which was originally proved in [17] .
then there exist positive constants c 1 , κ 1 , M such that
then there exist positive constants c 2 , κ 2 , m such that
Proof. The first assertion can be found in [17, Lemma 3.8] . Part b) can be shown in a similar way. By our assumption, there exist c 3 > 1 and m > 0 such that
This implies that for any n ∈ N g(t) ≤ c −n
Let t ∈ (0, m] and set n t := log λ m t + 1.
From this we get
finishing the proof.
We are now ready to prove Theorem 2.1.
Proof of Theorem 2.1. a) We split the proof of this part into four steps.
a1) Without loss of generality, we may assume that S has no drift part, i.e. the infinitesimal generator of S is given by
By Dynkin's formula, one has
We will now estimate L g(x) for x > 0. Since ν(dy) ≥ c y −1−α dy, we have
Noting that
we conclude that
a3) Some lengthy, but otherwise elementary, calculations (see Lemma A.1 in the appendix) yield that ρ is convex and strictly increasing on (0, 1]. Therefore, (2.3) and (2.4) together with Tonelli's theorem and Jensen's inequality give that for 0 ≤ s ≤ t
Because of (2.3) h is absolutely continuous on [0, ∞), and so we can let t ↓ s to get
According to Lemma 2.1, one has
Clearly, G is strictly increasing with lim r↓0 G(r) = −∞ and G(1) = 0. Thus, we obtain
where G −1 is the inverse function of G.
a4) In order to find a lower bound for G(v), we first observe that for v ∈ (0, 1]
It is easy to see that for s ≥ 0
Thus, for v ∈ (0, e −1 ), one has
for some C 2 = C 2 (δ, α) > 0. This means that for all v ∈ (0, e −1 )
, from which one can easily deduce that
Combining this with (2.5), the assertion follows. b) We prove these three assertions separately.
b-i) Using the identity
and Tonelli's theorem, we obtain for t > 0
Changing variables according to v = φ(u), we get
Thus, we obtain the lower bound, since for any t > 0
b-ii) By (1.5), Lemma 2.2 b) and Lemma 2.3 b), there exist constants c 1 , c 2 > 1 and c 3 , c 4 , κ > 0 such that
By (2.7), the integration by parts formula and (2.10), we find for t > βc 4 βΓ(β)ES
2 and s ∈ (1, c 2 t), we set k s := ⌊log 2 s⌋ and use (2.8) 1 + k s times to get
Thus, for t > max{c
Since it follows from (2.9) that lim sup t→∞ e −c2t/(2β)
we can find some c 5 = c 5 (β) > 0 such that
Therefore, we conclude that 
Thus, there is a constant c 6 > 1 such that
from which we get
This, together with (2.7), yields that for any t ∈ (0, 1]
c) Assume that ν(dy) ≥ cy −1−α dy. Using the Lévy-Itô decomposition of the Lévy process S t we denote by S t that part of S t whose jumps are governed by the Lévy measure cy −1−α dy. Clearly, S t has, up to a constant, the same jump behaviour as an α-stable subordinator; moreover,
By (2.6) and Tonelli's theorem, we find for t > 0
Since S t behaves like an α-stable subordinator, we get from [1, (14)]
where C α,c > 0 is a constant depending only on α and c; using the change of variable v = ts −α and Tonelli's theorem, we obtain
First,
Since the function x → x −1 log(1 + x) is strictly decreasing for x > 0, one has
For v > 1, using (2.11) with x = (tv −1 ) 1/α and λ = t 1/α , we get
and so
These estimates give the upper bound in c-i). If * ν(dy) = cy −1−α dy, then for any t > 0, the distribution of S t coincides with that of t 1/α S 1 . Using Lemma A.2 with τ = t 1/α > 0 and x = S 1 ≥ 0, we obtain for γ > 0
From (2.12) we get the desired lower bound in c-ii).
3. Proof of Theorem 1.1 Theorem 1.1 follows at once from Lemma 3.1 below together with the corresponding upper moment bounds for subordinators derived in Theorem 2.1.
Lemma 3.1. If (1.1) holds with some rate function r, then so does (1.4) with rate function r φ (t) = E r(S t ).
Proof. By the definition of P t φ (x, dy) and (1.1), we find that for all t > 0 and
and the claim follows.
Examples
In this section, we discuss three models for which we are able to obtain explicit convergence rates, so that our main result Theorem 1.1 can be applied.
Q-processes on Z +
Let Q = (q ij ) i,j∈Z+ be a Q-matrix with
and q ij = 0 otherwise, where (p i ) i≥1 and (λ i ) i≥0 are two sequences of positive numbers with ∞ i=1 p i = 1 and sup i≥0 λ i < ∞. It is well known that there exists a unique Q-process with transition semigroup
Moreover, we assume lim inf i→∞ λ i = 0 and
Under these assumptions it is easy to see that the process admits an invariant distribution π given by
For this toy model, it is known, see [14, (the proofs of) Propositions 12 and 14] , that a) If
for some θ > 0, then (1.1) holds for any q ∈ [0, 1] with
for some θ ≥ 0, then (1.1) holds for any β ∈ [0, θ] with
for some θ ≥ 0, then (1.1) holds for any γ ∈ [0, θ] with
Diffusion processes on R d
Consider the stochastic differential equation (SDE):
where 
then (4.1) has a unique solution with infinite life-time and an invariant probability measure π; moreover, (1.1) holds for any q ∈ (0, 1) with
for some positive constants C 1 and C 2 , see [10, Theorem 5.4] . Set
Tr a(x) .
In order to obtain algebraic rates of convergence, we need the following condition:
(A) There exist constants C > K and M > 0 such that
It is not hard to see that under (A) there is a unique non-explosive solution to the SDE (4.1).
Proposition 4.1. Assume that (A) holds. Then (1.1) holds for any β ∈ (0, C − K) and any m ∈ (0, C − K − β) with r(t) = (1 + t) −β , f (x) = 1 + |x| 2m .
SDEs driven by α-stable processes
where {Z t : t ≥ 0} is an α-stable (0 < α < 2) Lévy process on R d , and b :
for some L ∈ R. Under these assumptions there exists a unique non-explosive solution to the SDE (4.2), which is (strong) Feller by the dimension-free Harnack inequality, cf. [28, 7] , and Lebesgue irreducible, see e.g. [19] . 
Then there exists an invariant probability measure π such that π(ϕ• V ) < ∞, and (1.1) holds for any q ∈ (0, 1) with
ϕ is the inverse of the following function
Proof of Proposition 4.1. As it is pointed out in [10, p. 908] , it is a standard argument that (A) ensures the existence of a unique invariant probability measure π, and that any skeleton chain is π-irreducible. Thus, we know that every compact set is a closed petite set, cf. [27, Theorems 5.1 and 7.1]. Proof. By Bernoulli's inequality,
and the claim follows upon taking logarithms on both sides.
