Abstract. This paper attempts to characterize the dicritical set of a rational function which generates a special pencil at a simple point of an algebraic or arithmetical surface.
Introduction
The study of dicritical divisors started in Section 5 of [Ab5] was continued in [AbH] and [AbL] . The main results of these two papers will be restated as Propositions 2.1 and 2.2 of Section 2. In Section 3, we shall partly answer the following question (1.1) concerning dicritical divisors which was raised and labelled (6.4) in Section 6 of [Ab6] . In Section 2 we shall recall the notation used in the study of dicriticals including what is needed in (1.1).
Question 1.1. Given any finite U ⊂ D(R)
Δ = the set of all prime divisors in a two dimensional regular local domain R, consider the set D * (R, U ) † of all nonzero elements z in the quotient field L of R such that z generates a special pencil at R and the dicritical set D(R, z) of z in R coincides with U . As a "sort of converse" of (2.2) we may ask, is it always true that D * (R, U ) † = ∅? If not true in general, for what U is this true? In particular, given any V ∈ D(R) Δ is it true for U = {V }? If not, then for which V is it true?
Part of the required notation was introduced in [Ab7] , where a small beginning at answering the above question was made, and "more about dicriticals at a later opportunity" was announced. This is that opportunity. Both the papers are based on intense discussions with Bill Heinzer.
Note that z generates a special pencil at R means that z = a/b where a = 0 = b in R with b = x m for some nonnegative integer m and element x in the maximal ideal M (R) of R such that x ∈ M (R)
2 . Hence the above question can be paraphrased in the equivalent language of complete ideals thus. Characterize those finite sets of distinct simple complete M (R)-primary ideals J 1 , . . . , J h for which there exist positive integers u 1 , . . . , u h such that the ideal I = J u 1
. . . J u h
h has a two-generated reduction J = (a, b) with a, b as above. Note that J is a reduction of I means J ⊂ I and JI n = I n+1 for some nonnegative integer n.
The proof of (2.1) is based on the theory of complete ideals developed by Zariski in Appendices IV and V of [ZaS] , which we shall summarize in Propositions 2.3 and 2.4. Before stating these propositions, we shall introduce some relevant definitions.
An ideal J in a ring A is simple means (1) J = A and (2) J 1 , J 2 ideals in A with J = J 1 J 2 ⇒ J 1 = A or J 2 = A. If A is a subring of a field L, then D(L/A) denotes the set of all valuation rings V with quotient field L such that A ⊂ V . If A is a domain with quotient field L, then J is a valuation ideal means it is the intersection of A with an ideal in a ring which is a member of D(L/A). If A is a normal domain with quotient field L, i.e., if A is a domain which is integrally closed in its quotient field L, then J is complete means it is an intersection of valuation ideals, and J is normal means J c is complete for all c ∈ N + = the set of all positive integers. If A is a normal domain, then by C(A) we denote the set of all nonzero complete ideals in A, and by the completion of an ideal J in A we mean the complete ideal J in A obtained by putting
A is also local (= Noetherian quasilocal), then by C(A) we denote the set of all M (A)-primary simple complete ideals in A.
Let R ⊂ S be nonnull rings and let J be an ideal in R. An element x of S is integral over J means f (x) = 0 for a univariate polynomial f (Z) of the form
A subset T of S is integral over J means every x ∈ T is integral over J. We may write x/J (is) integral or T/J (is) integral to indicate that x is integral over J or T is integral over J respectively. By the integral closure of J in S we mean the set of all elements of S which are integral over J; note that the integral closure of R in S is a subring R of S, and the integral closure of J in S is an ideal in R. Let I be an ideal in R. We say that J is a reduction of I to mean that ( †) J ⊂ I and JI n = I n+1 for some n ∈ N.
We may write J/I (is a) reduction to indicate that J is a reduction of I. By the Rees ring of I relative to R with variable Z we mean the ring E R (I) obtained by putting E R (I) = R [IZ] . Note that R[Z] is the univariate polynomial ring as a naturally graded homogeneous ring with R[Z] n = the set of all homogeneous polynomials of degree n including the zero polynomial, and n varying over N. Now E R (I) is a graded subring of R [Z] . We make the convention that the reference to R and Z may be omitted when it is clear from the context. Thus we write E(I) instead of E R (I). Assuming I ⊂ M = a nonunit ideal in R, we define the form ring F (R,M ) (I) of I relative to R with variable Z by putting F (R,M ) (I) = E R (I)/M E R (I). Again we make the convention that the reference to (R, M ) and Z may be omitted when it is clear from the context. Thus we write F (I) instead of F (R,M ) (I). Now ME(I) is a homogeneous ideal in E(I) and hence F (I) becomes a graded ring. Note that, upon letting F (R,M ) (I) n or F (I) n be the n-th homogeneous component of F (I) for all n ∈ N and upon letting K = F (I) 0 , we have
becomes an R-module so that, for every n ∈ N, the K-submodule F (I) n of F (I) becomes an R-submodule of F (I) and there is a canonical R-epimorphism μ n :
Observe that F (I) is isomorphic as a graded ring to the associated graded ring grad(R, I, M ) of Definition (D3) on page 586 of [Ab4] . If J ⊂ I, then μ 1 (J) is a K-submodule of F (I) 1 and K[μ 1 (J)] is a homogeneous subring of F (I); we denote this subring by F (R,M ) (I, J) and we note that for its n-th homogeneous component,
We call F (R,M ) (I, J) the form ring of (I, J) relative to (R, M ) with variable Z. Again we make the convention that the reference to (R, M ) and Z may be omitted when it is clear from the context. Thus we write F (I, J) and F (I, J) n instead of F (R,M ) (I, J) and F (R,M ) (I, J) n respectively. Note that if R is Noetherian and M is a maximal ideal in R, then, for every n ∈ N, F (I) n is a finite dimensional vector space over the field R/M and F (I) 1 F (I) is the unique homogeneous maximal ideal in F (I).
Reverting to a two dimensional regular local domain R with quotient field L, given any z ∈ L × , we recall that the numerator ideal a R (z) of z in R, the denominator ideal b R (z) of z in R, and the first associated ideal J R (z) of z in R are defined by writing z = a/b such that a = 0 = b in R have no nonunit common factor in R and letting a R (z) = aR, b R (z) = bR, and J R (z) = (a, b)R. We define the second associated ideal I R (z) of z in R by putting I R (z) = the integral closure of J R (z) in R. Recall that C(R) = the set of all M (R)-primary simple complete ideals in R.
We are now ready to state the Zariski Propositions 2.3 and 2.4. 
(I) Given any V ∈ D(R)
Δ there is at least one and at most a finite number of V -ideals in R which are members of C(R). Labelling these members of C(R) as
(II) To describe the inverse map ζ −1 R more explicitly we proceed thus. Given any I 2 ) be the pair such that R 2 ∈ Q 1 (R 1 ) and I 2 = (R 1 , R 2 )(I 1 ) = R 2 , and so on. It can be shown that this process is finite. Thus we get a unique sequence
We call this sequence the transform sequence of (R, I).
R . Moreover, if the V here is the same as the V above, then the two values of ν coincide and we have
J i = R ∩ I ν−i for 0 ≤ i ≤ ν. We call η R the inverse Zariski map of R. Note that ζ R o R : Q(R) → C
(R) is a bijection and its inverse is the bijection
o −1 R η R : C(R) → Q(R). Moreover (o −1 R η R )(I) = R ν . (
III) The product of any finite number of members of C(R) is again a member of C(R). Every I ∈ C(R) has a unique factorization
with nonzero principal ideal I in R, where u(I, J) ∈ N with u(I, J) = 0 for all except finitely many J.
(IV) In the situation of (III), upon letting
Answers to dicritical questions
Let R be a two dimensional regular local domain with quotient field L. Let (x, y) be generators of M (R) and let K = H(R) = R/M (R) where we recall that
In Section 2 of [Ab7] we have introduced the sets B(R, J), B(R, J) , B(R, J) , and Q(R, J). We shall answer (1.1) mostly in terms of the sets B(R, J) and Q(R, J) \ B(R, J) of big and small stars of the pencil J = J R (z). In terms of the sharp and flat star sets B(R, J) and B(R, J) of J in R, Proposition 2.1 can be partly paraphrased by saying that if R/M (R) is infinite and
We shall write the answers to (1.1) as a series of propositions. Out of them, (3.2) will be obtained by dissecting and reassembling the proof of 2.2. These Propositions 3.1 to 3.5 are a continuation of Propositions 4.1 to 4.3 of [Ab7] . Proposition 3.1. As facts which may be used tacitly, let us note that if R ∈ Q 1 (R) with M (R)R = xR , then we have (1) to (4). The proofs of (1) ( 
Proof. Since z generates a special pencil at R, we may assume that z = F/G, where
be the finite QDT sequence of (R, x, y, κ) along V . Now in view of (4.1) of [AbL] , we get a proof of (I) by deleting the last sentence from the proof of (4.8) of [AbL] .
(II) follows from (4.1) and (4.6)(VI) of [AbL] . (III) follows from (I) and (II). 
Proof. Clearly (I) ⇒ (II). In view of (4.1)(iii) of [Ab7] , by (3.2)(I) we get (I).
Note on (3.3). In conjunction with (3.3)(II) we may ask if
Δ ? This is equivalent to asking if for every V ∈ D(R) Δ we have D(R, J) = {V } for some special pencil J at R? In other words, looking at any spot in the firmament, can we make a special fireworks with a lone big star at that spot? In (3.4) we shall explore this while generalizing (4.3) of [Ab7] . 
Equivalently, S(c) is the set of all f ∈ S[X, Y ] which are of the form
For
Recall that for any e, d, c in N + we have let
and for any e > d = c in N + we have let
and for any e < d ≤ c in N + we have let
and for any e = d < c in N + we have let
In the rest of (3.4) let S be a coefficient ring of R with κ ⊂ S; for instance S = R. Also assume that R ν is residually rational over R and note that then, for
according as x j = x j−1 or x j = x j−1 ; note that in the latter case we have π j = 0. , d 1 , c 1 ) with (e 1 , d 1 , c 1 ) = (e, d, c) , then f ∈ S(e + c > d = c).
It follows that f ∈ S(d = c) and for the special primary pencil J = (a, b)R at R given by b = x e+c and a = f (x, y) we have (R, R 1 )(J) = J 1 . By (4.1) of [Ab7] we see that R is a unifurcated small star of J. By the above two displayed equations we also see that if π 1 = 0 and f 1 ∈ S(e 1 , d 1 , c 1 ) with (e 1 , d 1 , c 1 ) = (e, d, c) ,
(III) Assume that ν > 0 with x 1 = x. Consider the special primary pencil Then there exists f ∈ S(e = e < e + c) such that for the special primary pencil J = (a, b)R at R given by b = x e and a = f (x, y) we have (R, R 1 )(J) = J 1 and R is a unifurcated big star of J. Actually we may take f to be given by the explicit formula
Proof. In the proof of (4.3)(iv) of [Ab7] change f to f 1 . (V) The statement and the proof are the same as (4.3)(v) of [Ab7] . Note that in item (V) we are suspending the first sentence "Let κ ..
. V ∈ D(R)
Δ " of the preamble of (3.4).
(VI) Let ν = 3. Consider the special pencil J at R and the semispecial small terminal tower (R j , J j ) 0≤j≤3 at R with J = J 0 given by
2 ),
2 y 2 , (y 2 + πx 2 ) 2 ) and (x 2 , y 2 ) = (x 1 /y 1 , y 1 ),
3 ) and (x 3 , y 3 ) = (x 2 , (y 2 /x 2 ) + π) where 0 = π = π 3 ∈ κ.
As a supplement to the Note on (3.3), this shows the existence of V ∈ D(R) Δ with d(R, V ) = 4 such that D(R, J) = D(R, J) = {V } for some special J but, as we shall prove, (1) D(R, J) = {V } for all special J. Moreover we shall also prove that (2) ord V x = 2 and ord V y = 3 with ord V (y 2 + πx 3 ) = 7. Furthermore, upon letting I = ζ R (V ), where ζ R is the Zariski map described in Proposition 2.4 of Section 2, we shall prove that (3) I = (y 2 + πx 3 , x 4 , x 2 y)R and ord V I = 7.
Proof. By definition we have ord V x 3 = 1 = ord V y 3 . Now the equation (x 3 , y 3 ) = (x 2 , (y 2 /x 2 ) + π) where 0 = π = π 3 ∈ κ yields ord V x 2 = ord V y 2 = 1 and ord V (y 2 + πx 2 ) = 2. Hence the equation (x 2 , y 2 ) = (x 1 /y 1 , y 1 ) gives ord V x 1 = 2 and ord V y 1 = 1 with ord V (y 
by (2) we shall show that
is a special tower at R and ζ R (V ) is a special pencil at R and D(R, ζ R (V )) = {V } with (m, n) = (1, ν + 1), and if
In greater detail let us prove the following:
ν and a ν = f ν (x ν , y ν ) with e ν ∈ N + and f ν ∈ S(c). Let d = c and for 0 ≤ j < ν let e j = e ν + (ν − j)c, and for 0 ≤ j < ν let us reverse inductively by putting
, and R j is a unifurcated small star of J j . In other words, (R j , J j ) 0≤j≤ν is a special small tower at R.
(ii) Let the hypothesis be as in (i) and assume that (b ν , a ν ) = (x ν , y ν ) with (e ν , c, f ν (X, Y )) = (1, 1, Y ). Then (R j , J j ) 0≤j≤ν is a special terminal small tower at R, and for 0 ≤ j ≤ ν we have
(iii) Conversely, assume that ord R ζ R (V ) = 1. Then we can find generators (x, y) of M (R) such that y ∈ ζ R (V ). Moreover, for any such (x, y) we have that (R j ) 0≤j≤ν is a pillar at (R, x).
(iv) Concerning m and n we have the following: 
(E) Assume m > 1. Then ν > 1 and (R j ) 0≤j≤ν is not a pillar at (R, x) for any 
where d is the largest integer < n/m.
Proof of (i). Inductively use (II).
Proof of (ii). We get (1) because the pulling down is unifurcated. Claim (3) except the first equality follows from the iterative definition of the f j . In particular ord R J J j = 1 and hence J j is a simple complete ideal. Now the proper transform of
Iteratively we also see that ord V x j = 1 and ord V J j = e j . This proves (2) and (3).
Proof of (iii). Since ord R ζ R (V ) = 1, there exist generators (x, y) of M (R) with y ∈ ζ R (V ). For any such generators, the image of x generates the maximal ideal of the one dimensional regular local domain R/yR, and therefore upon letting e = ord (R/yR) ζ R (V ) we see that e is a positive integer with ζ R (V ) = (x e , y)R. Now, assuming ζ R (V ) = (x e , y)R, by induction on ν let us prove that e = ν + 1 and (R j ) 0≤j≤ν is a pillar at (R, x). This is obviously true for ν = 0 because then ζ R (V ) = M (R). So let ν > 0 and assume it is true for ν −1. Now ν > 0 implies that ζ R (V ) = M (R) but ζ R (V ) goes through R 1 . Therefore e > 1 with M (R)R 1 = xR 1 and ζ R 1 (V ) = (R, R 1 )(ζ R (V )) = (x e−1 , y/x)R 1 with M (R 1 ) = (x, y/x). Therefore by the induction hypothesis e − 1 = (ν − 1) + 1 and (R j ) 1≤j≤ν is a pillar at (R 1 , x) . Consequently e = ν + 1 and (R j ) 0≤j≤ν is a pillar at (R, x).
Proof of (iv)(A). For some y ∈ M (R) \ M (R)
2 we have M (R) = (x, y)R and hence y = ux+v y for some u, v in R. Suppose if possible that v ∈ M (R); then, because y ∈ M (R) 2 , we must have u ∈ M (R) and hence ord V y = m, which is a contradiction. Therefore v ∈ M (R) and hence M (R) = (x, y)R.
Now suppose if possible that ord
This tells us that ord V x = 1 = ord V (y/x ν ) and therefore ord V y = mν +1, which is a contradiction. Hence we must have ord V y ≤ mν +1.
Proof of (iv)(B). This follows from (iv)(A) and (iv)(C).
Proof of (iv)(C). This is obvious.
Proof of (iv)(D). Given any x ∈ M (R) \ M (R)
2 with ord V x = 1 we can write
2 . Now (R j ) 0≤j≤ν is a pillar at (R, x) and hence, in view of (iv)(A), by (ii) we see that n = ν + 1, and there exists y ∈ ζ R (V ) with ord V y = n such that
Now for 1 ≤ i < n we have M (R) = (x, y + x i ) with (ord V x, ord V ( y + x i )) = (1, i) and hence we conclude that E = { (1, 1), (1, 2), . . . , (1, n) )}.
It only remains to show that, given any y ∈ M (R) \ M (R) 2 with ord V y = n, we have ζ R (V ) = (x n , y)R with M (R) = (x, y)R. By (iv)(A) we get To prove ζ R (V ) = (x n , y)R, by induction on e let us show that for any nonnegative integer e ≤ n we have y = u e x e + v e y with u e , v e in R. If e = 0, then it suffices to take u e = y and v e = 0. So now let 0 < e < n and assume y = u e−1 x e−1 + v e−1 y with u e−1 , v e−1 in R. If u e−1 ∈ M (R), then ord V y = e − 1 < n, which is a contradiction. Therefore u e−1 ∈ M (R) and hence u e−1 = u e x + v y. Upon letting v e = v e−1 + vx e−1 we get y = u e x e + v e y with u e , v e in R. This completes the induction. Taking e = n we obtain
In view of (2) to (5), by induction on j we see that for 0 ≤ j ≤ ν we have
Taking j = ν in (6) and (7) we see that v n ∈ M (R), and hence by (1) and (7), we get ζ R (V ) = (x n , y)R.
Proof of (iv)(E). By (ii) we see that (R j ) 0≤j≤ν is not a pillar at (R, x) for any x ∈ M (R) \ M (R) 2 , and hence we must have ν > 1.
Proof of (iv)(F ). Let us prove this by induction on ν. For ν < 2 it is vacuously true by (iv)(E). So let ν ≥ 2 and assume it is true for ν − 1. Now R 1 is residually rational over R and hence there is a unique ∈ κ such that M (R 1 ) = (x, y 1 )R 1 where y 1 = (y − x)/x. If e = 1, then we are done by taking π = . Now suppose that e > 1. Then we must have = 0. Applying the induction hypothesis to the QDT sequence (R j ) 1≤j≤ν and the generators (x, y 1 ) of M (R 1 ), we find π ∈ κ such that ord V (y 1 − πx e−1 ) > ord V y 1 . Now ord V (y − πx e ) > ord V y, which completes the induction.
Proof of (iv)(G). Taking generators (x, y) of M (R) with ord V x = m, upon subtracting πx from y with suitable π ∈ κ, by (iv)(F) we can arrange that ord V y > m. Therefore by (iv)(B) we see that m < n ∈ N + . If n ∈ mZ, then subtracting πx (n/m) with suitable π ∈ κ, again by (iv)(F) we can arrange that ord V y > n, which would be a contradiction. Consequently m < n ∈ (N + \ (mZ)). Now letting d be the largest integer < n/m, for 1
. In view of (iv)(A), it only remains to show that, given any y ∈ M (R) with M (R) = (x, y)R such that m < ord V y = q < n for some q ∈ N + , upon letting p be the largest integer ≤ q/m, we have pm = q. By induction on e let us show that for any nonnegative integer e ≤ p we have y = u e x e + v e y with u e , v e in R. If e = 0, then it suffices to take u e = y and v e = 0. So now let 0 < e ≤ p and assume y = u e−1 x e−1 + v e−1 y with u e−1 , v e−1 in R. If u e−1 ∈ M (R), then ord V y = em − m < n, which is a contradiction. Therefore u e−1 ∈ M (R) and hence u e−1 = u e x + v y. Upon letting v e = v e−1 + vx e−1 we get y = u e x e + v e y with u e , v e in R. This completes the induction. Taking e = p we obtain
Recall that
Suppose if possible that pm = q. Then we must have pm < q. Now if u p ∈ M (R), then by (1) we get ord V y = pm < n, which is a contradiction. Therefore u p ∈ M (R) and hence by (2) we get v p ∈ M (R). Consequently by (1) we get ord V y = q < n, which is again a contradiction. Therefore pm = q. This completes the proof.
(II) Second note on (3.5). For 1 < t ∈ N + and 1 ≤ j ≤ t let R j ∈ Q j (R) be given by M (R j ) = (x j , y j )R j with ( Thus t = 2, reconfirming a piece of the easy part of (3.3). Moreover, assuming t ≥ 3 and taking it follows that D(R, J) = U for a special J, confirming a converse of (3.5).
(III) Third note on (3.5). For 1 < t < τ ∈ N + and 1 ≤ j ≤ τ let R j ∈ Q j (R) be given by M (R j ) = (x j , y j )R with (x j , y j ) = (x/y j , y). Let U = {A, B, C} with A = o(R) and B = o(R t ) and C = o(R τ ). Clearly ζ R (B) = (x, y t )R with ζ R (C) = (x, y τ )R and we have
(•) (B(x), B(y), B(ζ(B)), B(ζ(A)), A(ζ(B)), B(ζ(C))) = (t, 1, t, 1, 1, t) and (C(x), C(y), C(ζ(C)), C(ζ(A)), A(ζ(C)), C(ζ(B))) = (τ, 1, τ, 1, 1, t).
Letting the notation be as in (3.5), we clearly have (B(η), C(η)) = (r, r) or (t, ρ) with 1 ≤ r ≤ t < ρ ≤ τ . We also have (IV ) Fourth note on (3.5). To sharpen the third note, in (3.5) assume 3 ≤ |U | = τ + 1 and label the members of U as (A i ) 0≤i≤τ . Put A i (ζ R (A j )) = t ij . Assume o(R) = A 0 , t 0i = 1 = t i0 for 0 ≤ i ≤ τ , 1 < t 11 = t 1j = t 21 < t 22 for 1 ≤ j ≤ τ , t 22 = t 2j for 2 ≤ j ≤ τ , and for each η ∈ M (R) \ M (R) 2 we have either (1) A 1 (η) = A 2 (η) or (2) A 1 (η) = t 11 . Now by (3.5) it follows that (3) m = 0≤i≤τ n(A i ), and we have either (4) A 1 (η)m = n(A 0 ) + 1≤i≤τ t 11 n(A i ) with A 1 (η)m = n(A 0 ) + t 11 n(A 1 ) + 2≤i≤τ t 22 n(A i ) or (5) t 11 (η)m = n(A 0 ) + 1≤i≤τ t 11 n(A i ). If (4), then subtracting its first equation from its second equation we get the contradiction 0 = 2≤i≤τ (t 22 − t 11 )n(A i ). If (5), then subtracting it from t 11 times (3) we get the contradiction 0 = (t 11 − 1)n(A 0 ). Thus there is no special J with D(R, J) = U . To exhibit a specific U with the above properties, take any integers 1 < l(1) < · · · < l(τ ). For 1 ≤ j ≤ l(τ ) let R j ∈ Q j (R) be given by M (R j ) = (x j , y j )R with (x j , y j ) = (x/y j , y). Take A i = o(R l(i) ) for 1 ≤ i ≤ τ .
