The aim of this article is to present the category of bounded Fréchet manifolds in which we will establish an inverse function theorem in the sense of Nash and Moser in more geometric terms and without the peculiarities of the tame category.
Introduction
The celebrated Nash-Moser inverse function theorem is one of the most powerful tools of infinite-dimensional analysis when dealing with smooth objects lacking a Banach structure. However, the tame category that is used in this theorem is intuitively not very well-accesible, also it delivers not much geometric insight in these infinite-dimensional spaces (in most cases spaces of smooth sections) as the notion of distance eners only in a very indirect way; rather than a metric, a class of metrics is considered to define the smooth structure. So an idea to remedy this gap could be to fix natural metrics on these spaces of sections which can encode the crucial properties of tameness. This will be done in the following article. Instead of tame maps we will consider maps which are bounded w.r.t. the metrics used. For maps of finite differentiability this procedure would not be well-applicable as fundamental operators like differentials are unbounded, meanwhile in spaces of smooth maps with the usual metrics they are bounded. It turns out that in this approach the applications given in the seminal overview article of R.S. Hamilton ([4] ) can be completely recovered. The article is structured as follows: In section 2, to keep the article as self-contained as possible, we review some basic results for connections in fiber bundles. The treatment of vector bundle connections as LeviCivita connections on the total space seems to be unmentionned in the literature and is therefore included. Likewise, some technical definitions and results about bounded geometry are established. In section 3, the category of bounded Fréchet manifolds is presented and applied to spaces of sections of fiber bundles. In section 4 we prove the inverse function theorem fitting to this category, right along the lines of the proof of the inverse function theorem for maps between Banach spaces. Finally, in section 5, we reconsider the applications given by R.S.Hamilton in the light of the approach in the bounded Fréchet category. I would like to express my gratitude towards Helge Glöckner who drew my atention to a crucial mistake in the first version of this article. 
Vector bundle connections
For vector bundle connections we require additionally to the previous that they respect the linear structure:
Definition 2.8 (cf. [3] , 9 .51 1 ) Let π : E → M be a vector bundle. A vector bundle connection on π is a connection on π as a fiber bundle whose parallel transports are linear maps of the corresponding fibers.
Remark. In particular the definition above says that the parallel transport is defined overall, i.e. that the connection is Ehresmann.
A vector bundle connection gives rise to a covariant derivative in the following way: First, vector addition provides us with a map ι : T p E → π −1 (m) for all p ∈ π −1 (m). Then for a vector X ∈ T p M and a section γ of π : E → M its covariant derivative ∇ X γ is the section of π defined by in which c is a curve with c(0) = (p, t),ċ(0) = X and P k,r is parallel transport along a curve k : I → E from k(0) to k(r). One immediately checks that this independent of the choice of c.
It is easy to check that the covariant derivative satisfies
Proposition 2.9 Let D be a metric connection on the Pseudo-Riemannian vector bundle (π : E → M, g), let f : S → M be an embedding, then f * D is metric on (f * π, f * g).
Proof by Proposition 2.4 2
We have a correspondance˜between a point v in the total space and a vertical translational-invariant vector fieldṽ on the fiber. Translational-invariant vector fields are always vertical. Translational-invariant vector fields form a maximal center in the algebra of vector fields in the total space.
Proposition 2.10 Let π : N → M be a vector bundle with vector bundle connection and arbitrary (not necessarily translational-invariant) metric on the fibers, let s be a section of π which is parallel along a vector field X on M , letX the associated basic vector field to X, then [X,s] is translational-invariant.
Proof. This is because the finitesimal commutator of the flow ofX (which is parallel transport along the flow of X and hence linear) and the flow ofs (a translation in every fiber) is an affine map. 2
In the following we examine the relation between a vector bundle connection and the Levi-Civita connection on the total space to the metric G g,h,D as in the previous section.
Proposition 2.11 Let π be a fiber bundle with a Riemannian metric on the base space and the fibers and with a connection D as above, let ∇ E denote the Levi-Civita connection as above. Let X be a horizontal vector field and Y a vertical vector field. Then
Proof. Consider one point p in the total space. Because of tensoriality, to calculate ∇ X Y at p, we can assume that X is projectable. Let V be another projectable vector field and show ∇ E X Y, V = 0 by using Lemma 2.6. 2 Proposition 2.12 Let a vector bundle π be given with a vector bundle connection and a translationalinvariant metric. Let X be basic and V be translational-invariant. Then ∇ X V is translational-invariant.
Proof. First recall that, as V is vertical and because of Proposition 2.11, ∇ X V is vertical. We show that it is invariant under horizontal translations, that means, under addition of vector fields of the formỸ where Y is a horizontal section of π. Now letỸ be as above and Z be another translational-invariant vector field, thenỸ
where the first step is the Koszul formula, the second step is the definition of the Lie derivative resp. the translational invariance of the fiber metric, the third step uses Proposition 2.6, the fourth step is the Jacobi identity, and the last step uses Proposition 2.6 again and the fact that translations commute. Proof. Choose another translational-invariant vector fieldẐ, w.r.o.g. ∇ X Z = 0 at the point p in question, then the Koszul formula gives at p
where the second equation is due to the fact that Ỹ ,Z constant on the fiber and the last equation is due to the fact that parallel transport of a metric connection is an orthogonal map and its derivative is a skew-symmetric map. 
, whereX is the basic vector field corresponding to X.
Proof. We have
where the first equation is a consequence continuity of the map˜, the second one of its linearity, the third one of Proposition 2.13. Proof. Because of tensoriality we can assume that v is translational-invariant as well. Then the Koszul formula gives immediately ∇ vw , z = 0 for any vertical vector z which, again by tensoriality, we can assume to be the value of a translational-invariant vector field as well. On the other hand, the application of the same Koszul formula to a horizontal vector z gives
which vanishes if the connection is metric, i.e. if the horizontal flow preserves the metric on the fibers. 
Proof. This is because ∇V is horizontal:
and because of the corresponding formula controlling the horizontal part in general Riemannian submersions that can be found in [7] 
where Sπ : SE → M is the sphere bundle of π and n its zero section.
The injectivity radius ι M is bounded from zero on M (resp. on V ), and
) with a fibre bundle connection D and a fiber metric. Let U ⊂ E be open. We call π of strongly bounded geometry (in U ) if the natural Riemannian metric on E is of bounded geometry (in U ). We call it of bounded geometry if for every section γ there is an ǫ > 0 such that for the ǫ-neighborhood U ǫ of γ(M ) ⊂ E, the bundle π is of strongly bounded geometry in U ǫ .
Every bundle with compact fibers and compact base is of strongly bounded geometry, every bundle with compact base is of bounded geometry. We can reformulate the conditions in the case of vector bundles: 
for all k ∈ N∪{0}, and if the vector bundle curvature satisfies
Proof. First we treat the curvature conditions: The tensoriality of ∇ (k) and of R allows us to choose all horizontal fields basic and all vertical fields translation-invariant. Then we use the theorem 2.15, 2.14 and 2.16 to show that the bounds of |∇ (k) R| in the definition above is equivalent to the existence of such bounds for the curvature terms of the corresponding vector bundle connections respectively bounds of the corresponding terms in the base. The geodesics split in two cases. Eitherċ(0) is vertical; then c stays in the fibre andċ(t) =ċ(0) modulo translation. Or it has a horizontal part in which case the geodesic lies over the geodesic k : I → M given by k(0) = π(c(0)) andk(0) = dπ(ċ(0)), and one can easily check by means of Theorems 2.14 and 2.15 that the geodesic equations for c are equivalent to the ordinary differential system ∇ k ι(ċ vert ) = 0 where ι is the usual isomorphism between the vertical space at a section and the total space of a bundle. One omly needs to cover the image of k by convex neighborhoods and extend the vertical part ofċ translational-invariant. Thus c is defined as long as k is defined. Therefore around c(0) there is a cylindrical neighborhood π −1 (B R (π(c(0)))) which contains a ball of radius R around c(0). 2
There are some useful embedding theorems for sections of bundles of bounded geometry. For example, the compact supported smooth sections Γ ∞ 0 (π) are dense in the space of L p -sections, for 1 ≤ p < ∞; and for
Another useful property of bounded geometry is the following beautiful theorem which ensures the existence of a bounded atlas: 
are of bounded distortion and
Of course, this is a transitive property: If f 1 : M → N resp. f 2 : N → P are smoothly bounded by sequences {a i } i∈N resp. {b i } i∈N , then f 2 • f 1 is smoothly bounded by {a i · b i } i∈N . Of course, any immersion starting from a compact manifold M is smoothly bounded. 
(where X i = j f j i ∂ j with q(i), Q(i), p, r ≤ n; this can be done by the observation that each factor in front of ∂ xn can be derived producing m terms of one factor more and ∂ xn can be derived producing m 2 terms of two factors more). Then consider the pushed-forward coordinate system and apply the coordinate formula for the Christoffel symbols in partial derivatives of the metric. The partial derivatives of the coefficients f j i stay the same on both sides.
For the first part of the claim note that
and show, again by induction, that ∇ n (X 1 , ...X n )V is a sum of n! terms of the form
is again a fiber bundle of bounded geometry.
Proof. This is a corollary of Theorem 2.23, asf : (f
is smoothly bounded and a diffeomorphism onto its image. 2
Proposition 2.25 If B is a compact manifold and if
π : (E, G) → (B, g),π : (F, H) → (B, g) are
two bounded vector bundles over B, and if Φ : E → F is a vector bundle isomorphism, then Φ is smoothlybounded.
Proof. This is because already Φ is linear and commutes with scalar multiplication so that 
Now we define a metric onΓ p (π) by
Theorem 3.3 The space of smoothly finite sectionsΓ p (π) with the metric · is a metric Fréchet space scalar-bounded by 1 if either p = ∞ or π is a bundle of bounded geometry. It carries the compact-open topology if and only if M is compact. Otherwise, the topology is finer as the compact-open topology.
Proof. It is enough to show that the metric induced by · is (i) translation-invariant, (ii) complete and has (iii) convex balls.
Property (i) is clear by definition. For (iii), we have to show that for each two sections γ, γ ′ we have
As an arbitrary sum of convex functions is convex, and as a composition of two convex functions is again convex, and as f (x) = x 1+x is convex, it is enough to show that the single seminorms || · || (p,n) are convex which they are as they are compositions of linear operators and convex functionals (recall p > 1). For Property (ii), consider a Cauchy sequence of smoothly finite sections. Then we have to show that there is a limit inΓ(π). But
Therefore a Cauchy sequence γ n inΓ(π) is a Cauchy sequence in the Banach space W k,2 as well (put δ = γ k − γ l and use the continuity of f at 0 and the invertibility of f in the positive semiaxis) and has therefore a limit γ in this Banach space. Because of uniqueness this limit is the same in all these Banach spaces. Moreover, in case that p = ∞, but π has bounded geometry, γ is smooth because of the Sobolev embedding theorems. And as the sequence γ n is Cauchy, γ is finite. For the last statement note that each CO set is open inΓ(π): LetΓ(π) ∋ γ ∈ (C, O), then as γ(C) is compact, it has a certain fiber distance d to ∂O. Therefore the ball B 
Comparing Example 2 and Example 3 we notice that in Example 3 no one of the seminorms we used is a norm while in Example 2 any of the seminorms is a norm. The question could arise whether there is any continuous norm on F N . This question is answered negatively in the following theorem. A theorem which provides us with still more examples for metric Fréchet spaces is:
Theorem 3.5 (1) A closed subspace of a metric Fréchet space is again a metric Fréchet space. If the metric of the surrounding space is scalar-bounded, then the metric of the subspace is scalar-bounded as well (by the same constant). (2) A quotient of of a metric Fréchet space by a closed subspace is again a metric Fréchet space. If the metric of the original space is scalar-bounded, then the metric of the quotient is scalar-bounded as well (by the same constant). (3) The direct sum of finitely many metric Fréchet spaces is again a metric Fréchet space. If each single metric is scalar-bounded, then the metric of the direct sum is scalar-bounded as well.
Proof. (i) Restrict the metric to the subspace and consider the relative topology of the closed subspace. Convex sets stay convex as intersected with a linear subspace. Scalar-boundedness is trivial.
(ii) Let us call the closed subspace U and the surrounding Fréchet space X. Define the new metric 
Then using the triangle inequality we see that for v n := v n + c n we have d(ṽ k ,ṽ l ) < ǫ. Now modify the sequence of representatives successively this way for ǫ = 1 n for all n ∈ N. this converges and leaves us with a Cauchy sequence in X. For scalar-boundedness and for ρ ≥ 1 takec := ρ · c in the definition of the distance and use scalar-boundedness of the original metric. 
where
(0) and define the seminorms as the so-called Minkowski functionals
where we choose convex subsets
(0). These Minkowski functionals are subadditive, as for
Continuity is an easy consequence of subadditivity. Finally, Cauchy sequences w.r.t. all || · || i are Cauchy sequences for the metric.
2
One reason why the description by seminorms is important is that it appears in the Nash-Moser inverse function theorem which is valid only in the case of tame Fréchet spaces and tame operators which in turn are defined in terms of the seminorms. In our setting, the inverse function theorem will be replaced by another one. Another reason is that integrals are much more compatible with seminorms than with metrics due to their nonlinearity; this will be used in Proposition (3.18). Proof. The proof is in complete analogy to the Banach case, cf. [9] , pp. 372-378. For the question of boundedness take the Theorem of Hahn-Banach as quoted in cf. [9] , pp.94-97: Let X be a real vector space, U a subvector space of X, p :
, for all x ∈ X. To apply this, take As there is a homeomorphism from G to G ⊕ {0} ⊂ G ⊕ H, a topological complemented subspace is always closed. Likewise, it is easy to see that G is topologically complemented in F if and only if there is a continuous projection π : F → G.
Example: We want to give an example of a closed subspace of a Fréchet space which is not topologically complemented. So take F := C ∞ ([0, 1]) which contains the space G of 1-periodic real functions on the real line, C ∞ 1 (R) by the restriction ρ on the unit interval. If we define
we get the short exact sequence
Thus the quotient of 
Differentiation and integration of Fréchet maps
Contrary to the case of Banach spaces we will have two different important notions of differentiability of maps between Fréchet spaces which we call continuous differentiability and bounded differentiability.
is the space of all bounded linear maps between F and G, that means, all maps f for which
is finite. If no confusion can occur, we will denote this space also by B(F, G).
Note that B can be made a metric Fréchet space with metric δ(f, g) := f − g . Of course the notion of bounded differentiability is the stronger one in the very same way as uniformal continuity implies continuity: let the sequence u n ∈ U converge to u ∈ U , then bounded differentiability implies that A un → A u ∈ B(F, G) in the metric above; but then every convergent sequence (
where the distance from the limit can be estimated by the product
A trivial corollary from the definition is We want to make connection with the concept of Taylor series. To this purpose we first establish a proposition about the behaviour of the metric to scalar multiplication near zero:
Proposition 3.16 For the Fréchet space F being a space of sections with its metric defined above, for every
Proof. The deeper reason for this is that the metric is made in a way that it is almost linear (Banach-like) under scalar multiplication of small sections, as Φ ′ (0) = 1 (in the Banach case we would have ǫ v (t) = 0 for all t). Now, for any positive t, and with a i (t) := 1 2 n Φ(||tv|| i ), consider
where the fourth equality is a consequence of the fact that all summands of the three convergent sums are positive for t < 1 (the positiveness of a i (t) − ta i (1) for t < 1 being a consequence of the convexity of Φ), the fifth equation following from the uniform convergence of the infinite sums, and the last equation from
Proof. This is an easy corollary of Proposition 3.16, as
and the left factor converges to 0 as Q is differentiable at f and the right factor stays finite because of Proposition 3.16.
In the usual way, for any Fréchet space F we can define the Riemannian integral along curves, and the the fundamental theorem of calculus carries over to the Fréchet case. Likewise we can establish many of the usual theorems like the chain rule for differentials. For more on this, see [4] .
Proposition 3.18 Let F , G be two Fréchet spaces whose metric is the countable sum of continuous functions of seminorms as given by equation (2) and let U ⊂ F be open and convex, let
where the inequality in the first line is due to the fact that the same inequality is true for every continuous seminorm (cf. [4] , Theorem 2.1.1. (ii)) and that the metric is given as a convergent sum of seminorms. This completes the proof. 
two Riemannian vector bundles with metric connections over a Riemannian manifold M . If H : E →Ẽ is a smooth fiberpreserving map, the compositionĤ with H is a smooth map fromΓ(π) toΓ(π). It is linear if and only if H is fiberwise linear. If π andπ are bounded and H is smoothly bounded, then d
Proof. First show that for a smooth fiber-preserving map J, the mapĴ is continuous by considering a convergent sequence γ n ∈Γ(π) and showing that J • γ n converges as well. Then apply this first to J = H to show thatĤ is continuous. The bound we can get by applying Theorem 2.23 and Theorem 2.14, the latter one to translate the vector bundle covariant derivatives to Levi-Civita derivatives in the total space. Then assume thatĤ is C k , k ≥ 0 and that 
Proof. This is an easier case than the theorem above as f * is linear, thus its differential is given by itself modulo isometries. It is bounded by 1 because of the use of the pull-back connection and pull-back metric. This definition implies that the metric d generates the topology of M . Moreover, an important property of d implied by the definition is that for every point of M there is a real number R p such that Cauchy sequences in a ball B r (p) have a limit in the closure of the ball as long as r ≤ R p . An easy consequence of the definition of a compatible metric is the following theorem:
Fréchet manifolds
Φ α • Φ β | Φ β (Uα∩U β ) : Φ β (U α ∩ U β ) → Φ α (U α ∩ U β )
is a smooth map between two open sets of Fréchet spaces. If there is a (scalar-bounded) Fréchet metric in each of these Fréchet spaces and if we require additionally the maps
Φ α • Φ β | Φ β (Uα∩U β ) toU , B U with b U ·d U (p, q) ≤ d(p, q) ≤ B U ·d U (p,
Theorem 3.23 If a Fréchet manifold carries a (strong) compatible metric, then it is (strongly) bounded.
To make use of the notion of Fréchet manifolds (which we want to model also the spaces of sections of bundles over non-compact manifolds), we have to make sure that the bundles we are working with are geometrically not too wild. To this purpose we use the notion of bounded geometry introduced in section 2.3. Proof. First we define a metric on Γ(π) whose values are bounded by 1. For two sections γ, δ ∈ Γ(π) which are homotopic to each other by a smooth homotopy H ∈ Γ(π × [0, T ]) of sections γ t = H(·, t) of π, we define
in which formula ∇ = ∇ γtτE which is well-defined as all γ t are immersions into E being sections of π. Having defined H m (p, t), we define
and finally
Sometimes, if we refer to a special metric g in the fibre, we will use the notion d g . Obviously, the function d Proof. First we need to prove a lemma which shows in the same time that in the case of π being a vector bundle with translational-invariant metric and vector bundle connection the metric we define is the same as the metric defined in the section about Fréchet spaces: Proof. As by definition of a vector bundle metric every fibre is a flat vector space with a translationalinvariant metric, the minimizing homotopy has to be affine as one can see by decomposing the homotopy in an affine part and one perpendicular to it. Proof of the lemma. First show that the parallel transport along fiber geodesics is uniformally bounded using Theorem 2.21. Then note that I * τ v E and γ * τ v E are exactly related by this parallel transport (which corresponds to radial translation in the exponential plane) and apply Theorem 2.14 and Theorem 2.23. 2
Now we have the inequalities (for L being the linear isometry in the chart linking α with β and with κ n as above)
Likewise, for I being an isotopy between α and β with
we get the inequality
−n (monotonicity of Φ, Lemma 3.27)
−n hold true for every given natural number n. Thus let a ball B d R (γ) be given, then choose n with R > 2 −n+1 , then elementary calculus
Now the modelling vector space is locally convex as the topologies induced by the translational-invariant metric d γ and the one induced by g in any chart are equivalent, as shown above. The metric d is locally complete in the sense specified above because of the inequalities established above.
But the Fréchet manifold itself is not a complete metric space in general (see below). 2
Note that this construction would not be possible if in the definition of the notion of Fréchet manifold the existence of a countable basis of the topology were required. Proof. As d g contains the fiber distance as an additive term, if we evaluate a d g -Cauchy sequence γ i at a point p ∈ M , we get a Cauchy sequence in π −1 (p) which converges to a point q. By the usual estimates in uniform convergence one gets the continuity of the pointwise limit: By C 1 -convergence of the γ i we can conclude the uniform continuity of the sequence and for a sequence p i → p we can decompose γ(p) ) to show that the pointwise limit γ is continuous. Then consider the sections γ i of the Cauchy sequence now in a chart around γ with the translational-invariant metric equivalent to d g . Now for every vector field V on M , the sequence of sections ∇ V γ is Cauchy and converges pointwise. Its continuity can be proven by C 2 -convergence of γ i . In this manner we can proceed inductively to prove the smoothness of γ.
2 Proof. This is a direct consequence of 
is finite. If no confusion can occur, we will denote this space also by B(M, N ).
This is a generalization of the same notion in the case of Fréchet spaces.
Theorem 3.32 Let r > 0 be given. In the case
i.e., we can restrict us to the case of pairs of points with a distance smaller than r.
Proof. Let ǫ > 0 be given. Define f r := sup q∈M,p =q∈Br (q)
. Let I be an isotopy between two points A, B ∈ M with I < d(A, B) + ǫ. Then consider the function D(t) = I| [0,t] and split the isotopy into finitely many parts I i : a i ; a i+1 such that
, and the iterative application of the triangle inequality implies that
for arbitrary ǫ > 0, and the claim follows. 
An inverse function theorem
In this section we want to state an inverse function theorem in the category of Fréchet spaces and bounded maps. We will go very closely along the lines of a nice pedagogical introduction to the same subject in Banach spaces written by Ralph Howard ([5] ). 
which satisfies the estimate
Moreover for 0 < ρ < 1 and
, so the series defining B converges by comparison with the geometric series, and
Likewise one can show BA = 1 F or simply use that A and B commute. Now if 1 F − A , 1 F − B ≤ ρ, the preceeding shows A −1 , B −1 ≤ 1 1−ρ , and
which completes the proof. 2
Theorem 4.2 Let F and G be Fréchet spaces and let A, B ∈ B(F, G) and A be invertible. Then if
then B is invertible as well and
Thus the set U of invertible maps from F to G is open in B(F, G), and the map
is invertible and that
As we assumed A to be invertible,
) is invertible as well with
Finally,
which completes the proof. 2 
Proof. Let L : B(F, G) → B(G, F ) be the linear map given by Lf := −A −1 f A −1 which is continuous on U (Theorem 4.2 again). Then for X ∈ U ,
thus for X = A + tB we get
As I is continuous according to Theorem 4.2, we have lim t→0 (A + tB) −1 = A −1 and
which completes the proof. 2 Theorem 4.4 (Banach's fix point Theorem) Let (X, d) a complete metric space and f : X → X a contraction with contraction factor ρ < 1. Then f has a unique fix point x f in X. It is the limit of the recursive sequence x 0 ∈ X arbitrary, x n+1 = f (x n ). The distance to the solution decreases like 
Then for all x 1 , x 2 ∈ B(x 0 , r 0 ), 
and for x 1 ∈ B(x 0 , r 0 ) we have the inclusion
which in particular means that for all y ∈ B(f (x 1 ),
Proof. For x 1 , x 2 ∈ B(x 0 , r 0 ) we have
where the second and third line are due to translational invariance, the fourth line is the triangle inequality and the fifth line is Condition (4). This proves the upper bound of 5. Likewise we can prove the lower bound:
Then we get
The condition 4 ensures that for
. Thus Φ y is a contraction for every y ∈ G. We will show now that it also leaves the ball B(x 0 , r 0 ) invariant for appropriately chosen y. Let β and r 1 be defined by Equation (6), then for x ∈ B(x 0 , r 0 ) and y ∈ B(f (x 0 ), r 1 ) we have
Therefore if y ∈ B(f (x 0 ), r 1 ), then Φ y : B(x 0 , r 0 ) → B(x 0 , r 0 ), and we can apply Banach's fix point Theorem 4.4 showing that Φ y has a unique fixed point in B(x 0 , r 0 ), or, equivalently, that for every y ∈ B(f (x 0 ), r 1 ) there is a unique x ∈ B(x 0 , r 0 ) with f (x) = y.
, f (x 0 )) < r 1 , then the estimate (5) and the definition of β imply βd
, then the argument above (with x 0 replaced bỹ x 0 , r 0 replaced byr 0 , and f by f | B(x0,r0) ) shows that
where V = f (B(x 0 , r 0 )) as above, which shows (7). If y ∈ V then there is an x ∈ B(x 0 , r 0 ) with f (x) = y.
As f | B(x0,r0) is injective, it has an inverse φ := f | −1 B(x0,r0) which takes its image in B(x 0 , r 0 ). By the estimate (5) we get (2) . Let
with bounded inverse and with
Proof. This is one of the rare occasions where we use local convexity: We choose a convex subset U c ⊂ U containing x 0 . We consider the map Ψ :
which is boundeddifferentiable on U and vanishes at x 0 . We set L = f ′ (x 0 ) −1 . Fix ρ with 0 < ρ < 1, then by boundedness of f ′′ we can find a U ′ ⊂ U c containing x 0 with
applying Proposition (3.18) to two points x 1 , x 2 ∈ U c . As Ψ is linear, the derivative of Ψ is given by itself, thus
We pick a small ball B(x 0 , r 0 ) with B(x 0 , r 0 ) ⊂ U ′ so that the above inequality also holds for x 1 , x 2 ∈ B(x 0 , r 0 ). Thus f | B(x0,r0) satisfies the hypothesis of Theorem 4.5 which implies that V := f (B(x 0 , r 0 )) is open and that for β := 1−ρ f ′ (x0) −1 and for x 1 , x 2 ∈ B(x 0 , r 0 ) we have
and in particular that f | B(x0,r0) is injective, thus we can define φ := f | 
Applications
Hamilton's text ( [4] ) gives five different applications of the Inverse Function Theorem in the tame category. We want to show that they can be completely recovered by the bounded approach. To this purpose we first formulate a general theorem about the boundedness of the pullback of differential forms: This is a direct application of Theorem 5.1 as the operator in question is the pullback of forms by diffeomorphisms of a compact Riemannian manifold M : P : Dif f (M ) × Λ p (M ) → Λ p (M ) restricted to the closed subsets of symplectic forms (p = 2) and contact forms (p = 1).
Application 5: Volume preserving diffeomorphisms
Here the operator in question is again pull-back of forms, in this case of volume forms, P : Dif f (M ) × Λ n (X) → Λ n (X), by diffeomorphisms of the compact manifold X, restricted to the closed subset of forms of total volume 1. Thus again the map is bounded, and we can apply the inverse function theorem.
We have seen that the examples given in the paper of R.S. Hamilton can be completely recovered by the approach via bounded Fréchet geometry. We have not, though, answered the question whether one of the approaches is more general, e.g. in the sense that the category of bounded Fréchet spaces and bounded maps is a natural subcategory of the category of tame Fréchet spaces and tame maps, or the other way around. This shall be object of further research.
