Abstract: In this paper, a neural network based adaptive sliding mode control scheme for hysteretic systems is proposed. In this control scheme, a neural network model is utilized to describe the characteristic of hysteresis. Then, the adaptive neural sliding mode controller based on the proposed neural model is presented for a class of single-input nonlinear systems with unknown hysteresis. For the case where the output of hysteresis is unmeasurable, the neural network model is applied to estimate the effect of hysteresis. Based on the model-based estimation, the effect of hysteresis on the performance of the system is compensated.
INTRODUCTION
Usually hysteresis exists in piezoelectric actuators which are often used for micro-position devices in precision manufacturing engineering. However, hysteresis inherent in piezoelectric actuator severely constrains the performance of the system. It may result in undesirable accuracy or oscillations. The features of hysteresis are generally non-smooth and usually unknown. Thus it is a difficult task to remove its harmful effects by using traditional control strategies. Recently, Hwang et al (2001) used two neural networks to construct the inverse model of each branch of a single-loop hysteresis in order to implement the hybrid strategy consists of an intelligent variable-structure control and feedforward control. Tao and Kokotovic (1995) developed an adaptive inverse control scheme based on a simplified hysteresis model to cancel the effect of hysteresis. Ping Ge and Jouaneh (1996) developed a PID feedback control with an inverse static hysteresis model in the feedback loop. Selmic and Lewis (2001) proposed a back-stepping technique with an inverse backlash model for compensating the backlash nonlinearity, which is a special case of hysteresis. The drawback of the above-mentioned control schemes is that the direct inverse models have to be constructed to cancel the effects of hysteresis. However, in practice, the hysteresis hides in the plants or actuators so that it usually cannot be measured directly. Hence the control schemes depending on the inverse models in terms of the measured outputs of hysteresis will be very difficult for implementation. Generally, hysteresis contains more than one loops, the construction of the direct inverse model for multi-loop hysteresis will be very complex and difficult. In order to compensate for the effect of hysteresis, a transform is developed to decompose the multi-valued mapping between the output and input of hysteresis into non-multivalued mapping. Then, a neural network is utilized to identify hysteresis based on the decomposition results. Under the assumption that plant states are all measurable, an adaptive sliding mode controller based on proposed neural model is proposed for the nonlinear plant preceded by unknown hysteresis.
SYSTEMS WITH HYSTERSIS
Consider a SISO nonlinear plant preceded by hystersis characteristic [ ] 
where ( ) y t is the output; 1 2
[ , ]
T n x x x x = is the state vector; ( ) v t is the control input; ( ) u t is the output of the actuator containing hysteresis which can be described by Preisach model (Polycarpou, 1996) e e e e x x = = − .
(3)
≤ where d>0.
MODELING HYSTERSIS
Control of a system with hysteresis nonlinearity is difficult for its non-differentiable and multi-valued property. In order to describe hysteresis nonlinearity, various mathematical models have been proposed. Among them, Preisach model is the most popular model for the control design. This model can be described as 
From what is stated above, it is known that the relationship between the input and output of Preisach model is a multi-valued mapping. Hence it is quite difficult to utilize the conventional technique to determine ( , ) µ α β in Preisach model since the conventional methods of system identification cannot handle the case of the systems with multi-valued mappings. However, we know that hysteresis described by Preisach model depends on its integral boundary B[v](t). So that, we will give assumption 2 and lemma 1 shown in the following to set up a relationship between the output of hysteresis and the coordinate that represents the integral boundary. (Li and Tan, 2004) .
SLIDING MODE CONTROL
Define a scalar function as follows to describe the dynamics of tracking error
with λ is a positive constant and Differentiating (14) with respect to time and using (1) and (3), we obtain
Since the function ( , ) f x u and hysteresis nonlinearity may not be known, an invertible function ˆ( , ) f x v is introduced. By adding and subtracting ˆ( , ) f x v to (15), the system can be expressed as . The function ˆ( , ) f x u , which is invertible with respect to its second argument u, represents any available approximation of ( , ) f x u . It may be constructed from approximately linear models. Additional requirements on ˆ( , ) f x u will be specified latter. For the modeling of hysteresis u=H [v] , some difficulties may be encountered due to its output is usually unmeasurable directly and its properties of multivalued mapping. In order to handle the problem of hysteresis' output is unmeasurable directly, in this paper, we propose a method to estimate the effect of hysteresis through the residual ( , , ) f x u v . Therefore, we apply neural networks to implement the approximation of ( , , ) f x u v . A three-layer neural network, which is consisted of n 2 -hidden neurons and n 3 -output neurons with linear output activation functions, can be described in term of vectors as In order to tackle the problem of multivalued mapping in the procedure of using neural networks for hysteresis modeling, in terms of theorem 1, we obtain that 
where . The proof of lemma 2 is omitted (Barron, 1993; Calise et al, 2001 ). Remark 2: Lemma 2 shows that neural network can directly be applied to estimate the influence of hysteresis which hidden in the residual ( , , ) f x u v . Based on Lemma 2, one is able to construct a compensator to eliminate the hysteresis influence without relying on the inverse model and measuring output of hytsteresis. 
where r δ is a robust term selected for disturbance rejection; K is a positive gain; and ad δ is the output of the neural network used to approximate the model residual f , i.e. 
( )T
With (18)- (20), (16) Define the weight estimation errors as
The Taylor series expansion of ( ) denoting terms of second-order residue.
Using (22), (23) and the following procedure (Wang et. al., 2001) , the error dynamics of closed-loop can be expressed as 
It can also be written by ( )ˆˆ(
The corresponding upper bound on the norm of ( ) t ω will be 1(
where ( )ˆ1
In order to driving the adaptive law, a tuning error, s ∆ , is introduced as follows
where ∆ is an arbitrary positive constant. Hence we derive the following theorem: Theorem 2: Suppose that assumptions 1, 2, and 3 are held. Consider closed-loop system (1), the sliding mode control law and the corresponding adaptive law are given by 
The derivative of L with respect to time is given by 
Based on (34), (35) and the fact
In terms of (18), (28) 
Using (36) 
Using (33), (42) (43) Since (18) holds on a compact set Ω , all the states needed to be remained in this compact set for all t>0 in order for (43) 
Then for any ( (0) , (0), (0))
Ω it follows from (37) and (43) that L(t) is bounded from above by r , which implies that ( , , ) x u v ∈ Ω for all 0 t ≥ . According to (43), one can obtain that , , ,
L t is bounded from below and is nonincreasing with time, it has a limit, i.e., ( )
Using (43) and the fact that
It has been shown that every term in right hand side of (21) (Tao and Kokotovic, 1995) . According to the assumption 1-3, one can derive that all the signal in the closed-loop system is ultimately bounded.
SIMULATION
Consider a nonlinear systems described by 
The tracking performances of the closed-loop system are shown in Fig. 1. Figs. (1a) and (1b) respectively illustrate the tracking performance in the case of using the proposed controller with the neural model and using PID controller without hysteresis compensation. x 1 here is, in fact, the system output. The performance of x 1 reflects the behavior of the closed-loop system. Figs.  (1c) , on the other hand, showes the tracking errors in both cases of the control schemes with and without hysteresis compensation. The control signals of both control strategies both plotted in Fig. 2 . Clearly, we can see that the proposed control approach with neural network based hysteresis compemsator can remove the oscillation caused by hysteresis and improve the tracking accuracy of the system. The proposed control method has derived much better performance than the control scheme without hysteresis comensation. The hysteresis responses of close-loop system with both different control schemes are shown in Fig. 3 .
CONCLUSIONS
In order to apply neural network to modeling the multivalued hysteresis nonlinearity, a transform is firstly defined to construct the non-multivalued mapping between the output of hysteresis and an introduced coordinate. Then, an adaptive sliding mode controller for a nonlinear plant preceded by a unknown hysteresis is developed. In the control scheme, a neural network based estimator is used to forecast the effect of hysteresis. Therefore, the controller can cancel effect of hysteresis on the plant. The advantage of the proposed control approach is that it will be more useful to the practical process in engineering where the output of hysteresis is usually unmeasurable. 
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