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Abstract—The recorded Electroencephalography (EEG) data
comes with a large size due to the high sampling rate. Therefore,
large space and more bandwidth are required for storing and
transmitting the EEG data. Thus, preprocessing and compressing
the EEG data is a very important part in order to transmit and
store it efficiently with fewer bandwidth and less space. The
objective of this paper is to develop an efficient system for EEG
data compression. In this system, the recorded EEG data are
firstly preprocessed in the preprocessing unit. Standardization
and segmentation of EEG data are done in this unit. Then, the
resulting EEG data are passed to the compression unite. The
compression unit composes of a lossy compression algorithm
followed by a lossless compression algorithm. The lossy com-
pression algorithm transforms the randomness EEG data into
data with high redundancy. Subsequently, A lossless compression
algorithm is added to investigate the high redundancy of the
resulting data to get high Compression Ratio (CR) without any
additional loss. In this paper, the Discrete Cosine Transform
(DCT) and Discrete Wavelet Transform (DWT) are proposed as a
lossy compression algorithms. Furthermore, Arithmetic Encoding
and Run Length Encoding (RLE) are proposed as a lossless
compression algorithms. We calculate the total compression and
reconstruction time (T), Root Mean Square Error (RMSE), and
CR in order to evaluate the proposed system. Simulation results
show that adding RLE after the DCT algorithm gives the best
performance in terms of compression ratio and complexity. Using
the DCT as a lossy compression algorithm followed by the
RLE as a lossless compression algorithm gives CR = 90% at
RMSE = 0.14 and more than 95% of CR at RMSE = 0.2.
Index Terms—EEG data compression, lossy Compression,
lossless compression, DCT, DWT, RLE, arithmetic encoding.
I. INTRODUCTION
Electroencephalography (EEG) is an electrophysiological
monitoring mechanism used to record and evaluate the electri-
cal activity in the brain. A number of sensors are attached to
the scalp or placed inside the human body called electrodes.
These electrodes record the electrical impulses in the brain and
send it to an external station for analyzing it and recording the
result. The recorded EEG data have a large size due to the high
sampling frequency and transmitting these large size of data
is difficult due to the channel capacity and power limitations.
Data compression is proposed as a solution to handle
the problem of channel capacity and power consumption
limitation. Generally, The compression methods are classified
as lossless compression techniques and lossy compression
techniques. The original data in the lossless compression algo-
rithms can be reconstructed perfectly without any distortion in
the original data. Conversely, the lossy compression techniques
lead to non perfect reconstruction since some parts of the
original data may be loosed. However, Higher Compression
Ratio (CR) can be achieved using the lossy compression
algorithms compared with the lossless compression techniques
[1].
The randomness nature of the EEG data makes it difficult to
achieve a high CR using only lossless compression techniques
[2], [3]. Thus, lossy compression algorithms with accepted
level of distortion are used in this work. Firstly, the original
EEG data are standardized, to give it the property of standard
normal distribution, and segmented in the preprocessing unit.
Then, a lossy compression algorithm followed by lossless
compression algorithm are applied to the preprocessed data. In
this paper, the Discrete Cosine Transform (DCT) and Discrete
Wavelet Transform (DWT) are used as a lossy compression
algorithms. The output data from the lossy compression algo-
rithm (DCT/DWT) have high redundancy. Therefore, adding
a lossless compression algorithm after the lossy compression
algorithm gives a high CR without any additional loss in the
EEG data. Run Length Encoding (RLE) and Arithmetic En-
coding (Arithm) are used as a lossless compression algorithms
in this work.
Several works have been studied the compression of EEG
data [4]. Authors in [4] used only the DCT algorithm, which
is a lossy compression technique, for EEG data compression.
using only lossy compression cannot give a high CR compared
with the case of using lossy followed by lossless compression
algorithm. Authors in [5] proposed a compression system com-
posed from DCT and RLE followed by Huffman Encoding.
This compression system can give high CR but it is more
complex and long time is required for compression and recon-
struction processes. Authors in [6] introduced a comparative
analysis between DWT, DCT, and Hybrid (DWT+DCT). A
high distortion can be occurred in the EEG data due to using
lossy compression algorithm (DCT) followed by another lossy
compression algorithm (DWT). In this work, we propose a
lossy compression algorithm followed be a lossless compres-
sion algorithm in order to balance between the data loss, CR,
and the system complexity. Different combinations of lossy
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and lossless compression algorithms are studied in order to
achieve the combination that gives the best performance.
The rest parts of this paper are organized as follows: Section
II introduces an overview on the compression techniques. Both
DWT, DCT, Arithm, and RLE are described in this section.
Section III presents the proposed compression model and
the performance metrics. Simulation results are discussed in
section IV. Finally, section V concludes the paper.
II. DATA COMPRESSION TECHNIQUES
An overview of the data compression algorithms used in
this paper is presented in this section. Generally, the data
compression techniques are classified as lossy and lossless
compression techniques [7], [8]. A brief description of the
lossy/lossless compression algorithms used in this work is
given bellow:
A. Discrete Cosine Transform (DCT)
Discrete Cosine Transform (DCT) is a transformation tech-
nique that transforms a time series signal into its frequency
components. The main feature of DCT is its ability to con-
centrate the input signal energy at the first few coefficients of
the output signal. This feature is investigated widely in the
data compression field.
Let f(x) be the input EEG signal of the DCT which
composes of N EEG data samples and let Y (u) be the output
signal of DCT which composes of N coefficients. The one
dimensional DCT is given by the following equation [9], [10]:
Y (u) =
√
2
N
α(u)
N−1∑
x=0
f(x) cos(
pi(2x+ 1)u
2N
) (1)
where
α(u) =
{ 1√
2
, u = 0
1, u > 0
The first coefficient of Y (u), Y (0), is the DC component and
the remaining coefficients are referred as AC components. The
DC component Y (0) is the mean value of the original signal
f(x) whereas the AC components represent the frequency of
the f(x) and it is independent on the average. The inverse
process of DCT takes the coefficients of Y (u) as an input and
transforms it back into f(x). The inverse transform of DCT
is given as follows:
f(x) =
√
2
N
α(u)
N−1∑
u=0
Y (u) cos(
pi(2x+ 1)u
2N
) (2)
Most of the coefficients produced by DCT have a small values
and usually approximated to zero.
B. Discrete Wavelet Transform (DWT)
Discrete Wavelet Transform (DWT) decomposes the in-
put signal into high frequency part called details and low
frequency part called approximation as shown in Fig. 1.
This decomposition of the input signal allows studying each
frequency component with a resolution matched to its scale
Fig. 1: DWT Tree
Fig. 2: RLE
and investigated in the data compression [11], [12]. DWT with
Haar basis function is used in this study because it is less
complex and gives good performance. Every two consecutive
samples (S(2m), S(2m+1)) in DWT with Haar functions has
two coefficients defined as [6], [13]:
CA(m) =
1√
2
[S(2m) + S(2m+ 1)] (3)
CD(m) =
1√
2
[S(2m)− S(2m+ 1)] (4)
Where CA(m) is the low frequency component (approxima-
tion coefficient) and CD(m) is the high frequency component
(detail coefficient). Equations 3 and 5 show that calculating
the CA(m) and CD(m) is equivalent to pass a signal through
high-pass and low-pass filters with subsampling factor of 2
and normalized it by 1/
√
(2).
C. Run Length Encoding (RLE)
Run Length Encoding (RLE) is the simplest lossless com-
pression algorithm. The idea of RLE is to replace the se-
quences of the same data values by a single value followed by
the number of occurrences as shown in Fig. 2. RLE is efficient
with the data that contain lots of repetitive values [5], [9], [14].
D. Arithmetic Coding
Arithmetic Coding is an entropy encoding algorithm used in
lossless data compression. Arithmetic coding takes a message
composed of symbols as input and converts it into a number
(floating point number) less than one and greater than zero.
First, Arithmetic algorithm reads the input message (data
file) symbol by symbol and starts with a certain interval. Then,
it narrows the interval based on the probability of each symbol.
Starting a new interval needs more bits. Therefore, arithmetic
algorithm allows the low probability symbols to narrow the
interval more than the high probability symbols and this is
the key idea behind using the arithmetic encoding in the data
compression field [15], [16], [17].
III. PROPOSED COMPRESSION SYSTEM FOR EEG DATA
The proposed compression system composed of a prepro-
cessing unit, compression unit, reconstruction unit, and data
combiner unit as shown in Fig. 3, .
A. Preprocessing Unit
The functions of this unit are reading the recorded EEG
data, standardizing, and segmenting it.
Standardization gives the EEG data the property of stan-
dard normal distribution which makes the EEG data in the
same scale and this helps the compression unit to give high
compression ratio. Standardization shifts the mean of the EEG
data so that it is centered at zero with standard deviation of
one as illustrated in Algorithm 1.
Let X be a vector of the EEG data, the standardized EEG
data Xs is given as follows:
Xs =
X − µ
σ
(5)
Where µ is the mean and σ is the standard deviation of X .
The standardized EEG data are then segmented with sam-
pling time Ts in order to improve the compression perfor-
mance. As shown in Fig. 3, the preprocessing unit produces
one segment of the EEG data every Ts second. Therefore, the
size of the produced EEG segment depends on Ts. Decreasing
Ts improves the total compression time. However, the value of
Ts cannot be decreased lower than a threshold value in order
to guarantee that each incoming EEG segment arrives a new
unit after finishing the previous segment as follows:
Ts ≥ max(TLossy, Tthr, TLossless, TIlossless, TIlossy) (6)
Where TLossy is the time of lossy compression algorithm,
Tthr is the thresholding time, TLossless is the time of lossless
compression algorithm, TIlossless is the time of the inverse
lossless algorithm, and TIlossy is the time of the inverse lossy
algorithm.
Therefore, the minimum sampling time (Ts) is obtained as
follows:
Tmin = max(TLossy, Tthr, TLossless, TIlossless, TIlossy) (7)
The smallest compression and reconstruction time is achieved
at Ts = Tmin.
B. Compression Unit
The compression unit composes of a lossy compression
algorithm followed by a lossless compression algorithm. Both
DCT and DWT are used as a lossy compression algorithms.
Then, a thresholding is applied after the lossy compression
algorithm in order to increase the redundancy of the trans-
formed data. The values of the transformed data below a
threshold value are set to zero. Therefore, varying the threshold
value increases/decreases the number of zero coefficients.
Consequently, the accuracy of the compression system is
controllable based on the threshold value.
Algorithm 1 Preprocessing Algorithm
Input: Recorded EEG Data
Output: Preprocessed EEG Data
. Standardization of EEG Data
x← EEGdata
µ← mean of x
σ ← standard deviation of x
xs = (x− µ)/σ
. Sampling
N ← NumberOfRequiredSamples
L← LengthOfEEGData
sp← floor(L/N)
k ← 1
while k ≤ N do
if k = 1 then
Data← EEGData(1 : sp)
else
initial← (k − 1) ∗ sp+ 1
finals← k ∗ sp
Data← EEGData(initial : final)
end if
if k = N then
vector ← EEGData(k ∗ sp+ 1 : L)
Data← [Data vector]
end if
k ← k + sp
end while
Finally, a lossless compression algorithm is applied. Both
RLE and Arithmetic algorithms are proposed in this system.
The lossless compression algorithms gives high compression
ratio due to the high redundancy of the transformed data.
C. Reconstruction Unit
the inverse process of the compression unit is applied in this
unit to reconstruct the original EEG data. First, the inverse of
RLE/Arithmetic algorithm is applied. Then, the inverse of the
DCT/DWT is applied to completely reconstruct the original
EEG data as shown in Fig. 4 and Algorithm 2.
D. Performance Metrics
The performance metrics used to evaluate the proposed
compression system are described below:
1) Root Mean Square Error (RMSE): The RMSE measures
the error between two signals. Therefore, the RMSE is used in
this paper to measure the the error between the original data
and the reconstructed data. The RMSE is given by:
RMSE =
√∑N
i=1(Xi − Yi)2
N
(8)
Where X and Y are the original and recovered data respec-
tively.
Fig. 3: Block diagram of the proposed compression system
Fig. 4: Compression and Reconstruction Units
2) Compression Ratio (CR): The CR calculated as the
difference in size between the original data and the compressed
data divided by the size of the original data as follows:
CR =
OriginalDataSize− CompDataSize
OriginalDataSize
× 100 (9)
3) Compression and Reconstruction Time (T): The last
performance metric used in this paper is the compression and
reconstruction time which is given as follows:
T = Tcomp + Treconst (10)
where Tcomp and Treconst are the compression and recovering
time respectively and defined as the following:
Tcomp = TLossy + Tthr + TLossless (11)
Treconst = TIlossless + TIlossy (12)
Finally, the total time is given as follows:
T = TLossy + Tthr + TLossless + TIlossy + TIlossless (13)
IV. PERFORMANCE EVALUATION
The performance of the proposed compression system is
evaluated using Python run on Intel(R) Core(TM) i3 3.9GHz
CPU and 8GB RAM. The size of the used EEG data is 1 MB.
Fig. 5 shows the CR with different values of the RMSE. As
shown in this figure, using the DCT as a lossy compression
algorithm and RLE as a lossless compression technique gives
the best CR compared with DCT/Arithm and DWT/RLE.
The high CR of the DCT/RLE comes from the capability
of the DCT to produce data with high redundancy and this
facilitates the use of RLE. Both DCT/Arithm and DWT/RLE
have approximately the same CR at high RMSE. The RMSE
values are controlled by changing the threshold value. In these
results, the threshold values are chosen between 0.005 and
0.05. Fig. 6 shows the CR with segment size. As shown in
this figure, the CR increases slightly if the segments size is
increased. The size of the segment depends on the sampling
time (Ts), i.e., increasing Ts gives segments with large size
Fig. 5: CR versus RMSE
and vice versa. Also, this figure shows that the DCT/RLE has
the highest CR.
The compression and reconstruction time (T ) with RMSE
of all studied cases is shown in Fig. 7. We can notice from
this figure that both DCT/RLE and DWT/RLE take short time
due to its simplicity, whereas DCT/Arithm is more complex
and consumes longer time. Fig. 8 shows the compression and
reconstruction time with segment size. as shown in this figure,
increase the segment size causes increase in the compression
time. Therefore, there is a trade off between CR and compres-
sion time when setting the sampling time (Ts) which controls
the segment size.
The comparison between all the proposed compression
algorithms in terms of CR and T is shown in Fig. 9. As shown
in this figure, DCT/RLE gives the best results in both CR and
compression time. Also, DWT/RLE gives a good compression
time and accepted CR whereas DCT/Arithm consumes long
time compared with DCT/RLE and DWT/RLE.
Finally, Fig. 10 shows the original and the reconstructed
EEG data with different CR in case of DCT with RLE. As
Algorithm 2 Compression and Reconstruction Algorithm
Input: Preprocessed EEG Data
Output: Recovered EEG Data
. lossy Compression
if DCT is Selected then
Transformed Data← DCT(Preprocessed Data)
else
Transformed Data← DWT(Preprocessed Data)
end if
. Thresholding
Thr← Threshold Value
[Sorted Data, index]← sort(|Preprocessed Data|)
i← 1
for Length of Data do
if |x(i)/x(1)| > Thr then
i← i+ 1
continue
else
break
end if
end for
Transformed Data(index(i+1:end))← 0
. Lossless Compression
if RLE is Required then
Compressed Data← RLE(Transformed Data)
else
Compressed Data← Arithm(Transformed Data)
end if
. Reconstruction Unit
if RLE is used then
Decoded Data← IRLE(Compressed Datta)
else
Decoded Data← IArithm(Compressed Data)
end if
if DCT is used then
Reconstructed Data← IDCT(Decoded Data)
else
Reconstructed Data← IDWT(Decoded Data)
end if
. Data combining
Final Output← [Final Output Reconstructed Data]
shown in Fig. 10, there is small distortion in the recovered
EEG data at CR = 95%, i.e., the RMSE = 0.188, whereas
at CR = 60 the distortion is less and both the original
and recovered EEG data approximately the same, i.e., the
RMSE = 0.065.
V. CONCLUSION
A compression system composed of both lossy and lossless
compression algorithms is designed in this article. The DCT
and the DWT transforms followed by thresholding are used
as a lossy compression technique. We have used the RLE and
Arithmetic encoding as a lossless compression algorithms. The
Fig. 6: CR with segment size
Fig. 7: Compression and Reconstruction Time with RMSE
Fig. 8: Compression and Reconstruction Time with Segment Size
data produced by the lossy compression part contains high
redundancy and this facilitates the use of lossless algorithms.
Fig. 9: Compression and Reconstruction Time versus Compression Ratio
with different values of RMSE
CR, RMSE and compression time are calculated in order to
check the performance of the system. We conclude that using
DCT as a lossy compression algorithm followed by RLE as
a lossless compression algorithm gives the best performance
compared with DWT and Arithmetic encoding. As a future
work, we will implement the technique of DCT with RLE on
hardware for EEG data compression and check its performance
in real implementation.
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