This paper studies a Bayesian approach to non-asymptotic minimax adaptation in nonparametric estimation. Estimating an input function on the basis of output functions in a Gaussian white-noise model is discussed. The input function is assumed to be in a Sobolev ellipsoid with an unknown smoothness and an unknown radius. Our purpose in this paper is to present a Bayesian approach attaining minimaxity up to a universal constant without any knowledge regarding the smoothness and the radius. Our Bayesian approach provides not only a rate-exact minimax adaptive estimator in large sample asymptotics but also a risk bound for the Bayes estimator quantifying the effects of both the smoothness and the ratio of the squared radius to the noise variance, where the smoothness and the ratio are the key parameters to describe the minimax risk in this model. Application to non-parametric regression models is also discussed.
Introduction
Consider estimation of the mean in a Gaussian infinite sequence model. Let x = (x 1 , x 2 , . . .) be an observation from P θ,ε 2 := ⊗
2 ) with an unknown mean θ ∈ l 2 and a known variance ε 2 . We assume that θ is included in a Sobolev ellipsoid E(α 0 , B) := θ ∈ l 2 :
where both the smoothness α 0 and the radius B are unknown. We measure the performance of an estimatorθ of θ by the normalized mean squared risk R(θ,θ) = E θ,ε 2 [||θ(X) − θ|| 2 ]/B 2 , where E θ,ε 2 is the expectation of X with respect to P θ,ε 2 and ||v|| 2 := 
For i ∈ N, θ i corresponds to f (t)φ i (t)dt. The equivalence of Gaussian whitenoise and Gaussian infinite sequence models can be shown through a sufficiency reduction and through transformation via the trigonometric series; for the proof including the case in which α 0 is not an integer, see Lemma A.3. in [41] . Nonparametric regression models are asymptotically equivalent to Gaussian infinite sequence models. See [9] and Subsection 3.2 in this paper. For comprehensive references, see [13, 43, 41, 20] . The aim of the present paper is to develop a Bayesian approach to nonasymptotic minimax adaptation in the Gaussian infinite sequence model. A non-asymptotically minimax adaptive estimator is defined by an estimatorθ for which there exists a positive constant C not depending on B or ε such that R(θ, δ) for any 0 < ε ≤ B.
For this definition of non-asymptotic minimax adaptation, see p.362 of [4] and p.212 of [8] . We develop a prior distribution that yields a non-asymptotically minimax adaptive Bayes estimator and present a risk bound for the Bayes estimator. Non-asymptotic minimax adaptation is important since it gives not only the rate of convergence in ε but also a risk bound quantifying the influence of the ratio ε/B and the smoothness α 0 . The important point here is that only two quantities ε/B and α 0 completely determine the difficulty of estimation in the Gaussian infinite sequence model, that is, the minimax risk over a Sobolev ellipsoid: infθ sup θ∈E(α0,B) R(θ,θ). This is shown by the fact that the minimax risk is invariant whenever the value of ε/B is unchanged; For example, the minimax risk over E(α 0 , B) with the noise variance ε 2 /100 is identical to the minimax risk over E(α 0 , 10B) with the noise variance ε 2 . In fact, if we letθ = θ/B,ε = ε/B, and X = X/B, then we have 
Developing a Bayesian approach to non-asymptotic minimax adaptation is not straightforward. Since, if both B and α 0 are known, truncation estimator (1 1≤d X 1 , . . . , 1 i≤d X i , . . .) with d = (B/ε) 1/(2α0+1) attains (3), one expects that putting a prior distribution on d would attain non-asymptotic minimax adaptation. However, this idea is not satisfactory as shown in the following. Consider a prior distribution of the form
where M is a distribution on N. For the Bayes estimatorθ * based on this prior, we have
where the first inequality follows since the mean squared risk is larger than the coordinate-wise mean squared risk, and the second inequality follows sincê θ * 1 (X) = {ε 2 /(ε 2 +1)}X 1 . The rightmost term in the above inequality is bounded below by ε 4 /(ε 2 + 1) because E(α 0 , B) contains (B, 0, 0, . . .). In contrast, it follows that the minimax risk goes to 0 as B grows since the minimax risk is invariance whenever the value of B/ε is unchanged and since the minimax risk goes to 0 as ε goes to 0. Thus,θ * does not attain non-asymptotic minimax adaptation. Other examples that do not attain non-asymptotic minimax adaptation are presented in Section 2.
We work with a simple prior distribution of the form
where M and F are distributions on N. In Section 3, we show that its Bayes estimator is non-asymptotically adaptive. The prior is a modification of a sieve prior in the literature; see Subsection 1.1 below. The modification comes from two principal ideas. The first idea is to endow (B/ε) 2 with a prior distribution. Starting from the Gaussian prior distribution
, and K, we endow D, V , and K with prior distributions. Here, the prior distribution on V /ε 2 corresponds to a prior distribution of (B/ε) 2 . The second idea is to put a prior distribution simultaneously on D and V , focusing on the stochastic behavior of the seminorm
with independent Gaussian random variables {N i : i = 1, . . . , D} as shown in Lemma 4. The second idea also enables us to calculate the posterior distribution easily.
Literature review and contributions
There is an extensive literature on asymptotic minimax adaptation in Gaussian infinite sequence models. Efromoivich and Pinsker [14] developed an asymptotically minimax adaptive estimator. Cai, Low, and Zhao [10] and Cavalier and Tsybakov [11] constructed an asymptotically minimax adaptive estimator on the basis of the James-Stein estimator. There exists a literature from a Bayesian perspective. Belitser and Ghosal [6] showed that putting prior distributions on the hyperparameter α in the Gaussian distribution G(· | α) leads to asymptotic minimax adaptation in the case in which the smoothness is included in a discrete set. Scricciolo [35] obtained the corresponding result in Bayesian nonparametric density estimation. Huang [23] removed the assumption on α 0 , incurring the need to pay the price that a logarithmic factor is added to the rate. See also [2, 18, 26, 33] . Recently, the results on rate-exact Bayesian minimax adaptation without any assumption on α 0 are elegantly established by [16, 22, 24, 25] . However, non-asymptotic minimax adaptation implies asymptotic minimax adaptation, whereas the converse does not hold as shown in Section 2. To achieve non-asymptotic Bayesian minimax adaptation, further consideration is required in constructing a prior distribution.
Non-asymptotic minimax adaptation has been studied from the viewpoints of model selection and frequentist model averaging. In nonparametric density estimation, Birgé and Massart [7] showed that the estimator based on an analogue of Mallows' C p [28] (equivalently, the Akaike Information Criterion (AIC) [1] and Stein's Unbiased Risk Estimator (SURE) [38] ) attains non-asymptotic minimax adaptation. For the corresponding results in nonparametric regression models and in Gaussian infinite sequence models, see [3, 8] . See also [4] for more general results. Non-asymptotic minimax adaptation is also attained by frequentist model averaging. A slight modification of the arguments in [12, 27] shows that the frequentist model averaging estimator using Mallows' C p has non-asymptotic minimax adaptation as discussed in Section 2. Yet, the question whether there exists a fully Bayesian approach attaining non-asymptotic minimax adaptation has remained unresolved. Although there is a connection between the frequentist model averaging estimator and Bayesian model averaging as discussed in [21] (see also the appendix in [27] ), posterior distributions of θ are not available in the frequentist model averaging approach. For this reason, we distinguish frequentist model averaging from Bayesian model averaging.
The prior distribution that we use is a modification of a sieve prior discussed in [2, 33, 45, 36, 37] . Originally, the sieve prior was introduced by Zhao [45] to resolve some Bayesian nonparametric problems regarding prior masses on the parameter space. Arbel et al. [2] showed that the Bayes estimator based on the sieve prior is asymptotically minimax adaptive up to a logarithmic factor under the asymptotics as ε → 0. A practical advantage of sieve priors in Gaussian sequence models is that an exact sampling from the posterior distributions is performed by a simple acceptance-rejection method. However, the Bayes estimator based on the original sieve prior in [45] fails non-asymptotic minimax adaptation as discussed in Section 2. Thus, a non-trivial refinement is necessary.
Organization
The remainder of the paper is organized as follows. In Section 2, we review several existing estimators from the viewpoint of non-asymptotic adaptation. In Section 3, a non-asymptotically adaptive Bayes estimator is proposed. This is the principal part of this study. Section 4 presents numerical experiments. Numerical experiments report that our Bayesian approach is possibly better than the model selection based estimator and is comparable to the model averaging estimator. Section 5 provides proofs of theorems in Section 3. Some proofs of lemmas and supplementary numerical experiments are provided in appendices.
Non-asymptotic adaptation and existing estimators
In this section, we review existing estimators from the perspective of nonasymptotic adaptation with the aim of assisting the reader in understanding non-asymptotic adaptation.
Let us mention a necessary condition for non-asymptotic minimax adaptation ahead. It is a necessary condition for non-asymptotic minimax adaptation that the rate of convergence of the minimax risk of an estimator with respect to ε/B is (ε/B) 4α0/(2α0+1) . In particular, the rate of convergence of a non-asymptotically minimax adaptive estimator with respect to 1/B is B −4α0/(2α0+1) . This is because for each α 0 > 0, the asymptotic equality
follows from (4) and from Pinsker's theorem [31] with B = 1, where c P (α 0 ) :
Pinsker's theorem states that we have, for each α 0 > 0 and each B > 0,
Asymptotic and non-asymptotic minimax adaptation
Non-asymptotic minimax adaptation implies asymptotic minimax adaptation by definition, whereas the converse does not hold. Even when α 0 is known, asymptotic minimaxity in small-ε asymptotics does not necessarily imply (3).
First, consider the Bayes estimatorθ G(·|α) based on the Gaussian distribution
This estimator is shown to achieve asymptotic minimaxity as ε → 0:
see [15, 45] . Using the necessary condition that we mentioned above, we show that this estimator does not attain non-asymptotic minimax adaptation. From the necessary condition it suffices to show that sup θ∈R (α 0 , B) is bounded below by a positive constant not depending on B. Letθ be an l 2 -vector of which the i-th coordinate is B if i = 1 and 0 otherwise. Then, the supremum of
and thus the proof is completed. Second, consider the sieve prior introduced by [45] :
where M is a probability distribution on N with M (d) > 0 for any d ∈ N. The Bayes estimator with α = α 0 is shown to be asymptotically minimax, and the Bayes estimator with α = 1/2 is shown to achieve asymptotic minimax adaptation (up to a logarithmic factor) in a range of the smoothness; see Theorem 6.1 in [45] and Proposition 2 in [2] . We show that the Bayes estimator based on the sieve prior with any α > 0 is not non-asymptotically minimax adaptive. Since the first component ofθ CM (·|α) for any α > 0 and any M is given by {1/(1 + ε 2 )}X 1 , it follows from the same calculation as that ofθ G(·|α) that we have
which shows thatθ CM (·|α) does not attain non-asymptotic minimax adaptation. Finally, consider the blockwise James-Stein estimator. The blockwise JamesStein estimator is shown to achieve asymptotic minimax adaptation; see [10, 11] . The construction of the blockwise James-Stein estimator is rather technical and is not presented here. Note that the blockwise James-Stein estimator is a truncation estimator with d = ⌊1/ε 2 ⌋, where a truncation estimator with dimension d is the d-dimensional truncation of a estimator in l 2 . Any truncation estimatorθ (d) with d (possibly depending on ε) does not attain non-asymptotic minimax adaptation; the proof of this property follows the same line as those of
The above results are summarized in the following proposition.
Proposition 1. The following three hold: (i) the Bayes estimatorθ G(·|α0) does not satisfy (3); (ii) for any α > 0, the Bayes estimatorθ CM (·|α) does not satisfy (3); (iii) the blockwise James-Stein estimator does not satisfy (3).
Model selection and model averaging
We explain that the model selection and model averaging estimators are nonasymptotically adaptive.
Letθ MS be an estimator of which the i-th component is given by X i 1 i≤d , whered ∈ argmin d∈Nrd . Letθ MA,β be an estimator of which the i-th component is given by
Proposition 2 (Theorem 1 in [8] and Section 7 in [27] ). There exist positive constants C 1 and C 2 for which the inequalities
hold, provided that ε/B is smaller than one. Here, C 1 is a universal constant and C 2 depends only on β.
The proof for the model selection-based estimator follows immediately from Theorem 1 in [8] ; see also [44] The proof for the model averaging-based estimator is given in Appendix A for the sake of completeness.
Non-asymptotic Bayesian adaptation
As discussed in the introduction, we work with the prior distribution
where
and
In the present paper, M is assumed to be of the form M (d) ∝ exp(−ηd) with η > 0, and F is assumed to be of the form F (d) ∝ exp(−γd) with γ > 0.
Principal results
Theorem 1 presents non-asymptotic adaptive posterior contraction of Π and Corollary 2 demonstrates non-asymptotic adaptation of the Bayes estimator of Π.
Theorem 1. There exist positive constants C and c depending only on α 0 , η of M , and γ of F for which the inequality
holds uniformly in θ 0 ∈ E(α 0 , B) provided that ε/B is smaller than one.
The proof of this theorem is given in Section 5.
Corollary 2. For every α 0 > 0 and every B > 0, the Bayes estimator based on Π is non-asymptotically adaptive: there exists a positive constant C 3 depending only on α 0 , η of M , γ of F for which the inequality
R(θ,θ) for any 0 < ε ≤ B holds.
Proof of Corollary 2. Take θ 0 arbitrarily in E(α 0 , B). We show that
for some positive constant C 1 not depending on ε or B, since it follows from Theorem 4.9 in [29] that there exists a universal positive constant C 2 for which we have
By Jensen's inequality, we have
By Fubini's theorem, we have
Taking sufficiently large C depending only on α 0 , η, and γ, and dividing [0, ∞)
where c is the constant in Theorem 1. Since constants C and c do not depend on θ 0 , the above inequality completes the proof.
Several remarks are provided in order.
Remark 1 (Posterior contraction of Gaussain prior distributions). In Section 2, we showed that the Bayes estimator based on the Gaussian prior G(· | α) does not satisfy (3). This prior also does not possess posterior contraction at the rate (ε/B) 4α0/(2α0+1) with respect to ε/B.
). Let ε = 1 and letθ be an l 2 -vector of which the i-th coordinate is B if i = 1 and 0 if otherwise. For any δ > 0, any C > 0, and Pθ ,1 -almost all x, we have
where N is a one-dimensional standard normal random variable. Thus, by the dominated convergence theorem, we have
Remark 2 (A further possibility). We mention the possibility that the Bayes estimator based on another prior distribution could attain non-asymptotic adaptation. [40] considered the Bayes estimatorθ V based on the Gaussian scale mixture prior distribution
where V and A are distributions on [0, ∞). When addressing the Gaussian process prior distribution, the mixture with respect to the prior variance is often used; see also [32] , [42] , and [39] . Although we conjecture that Bayes estimators based on the scale mixtures would be non-asymptotically adaptive (see Appendix E), proving that appears to be challenging. Our prior distribution Π enjoys the discrete structure of a prior distribution of d. A computational advantage of Π is that the discrete structure simplifies the calculation of the posterior distribution. For the explicit form of the posterior distribution, see Appendix D. A technical advantage of Π is that the calculations of the essential support and the small ball probability might be easier, as shown in Lemmas 1 and 4.
Remark 3 (Non-asymptotic adaptation of S M (· | α) in the undersmooth region). The proof of the principal theorem is based on the following nonasymptotic adaptation of S M (· | α) in the undersmooth case that α ≥ α 0 − 1/2. The proof of the following theorem is provided in Section 5.
Theorem 3. Assume that α ≥ α 0 − 1/2. Then, there exist positive numbers C and c depending only on α 0 and η of M for which the inequality
holds uniformly in θ 0 ∈ E(α 0 , B), provided that B/ε is larger than one.
From Theorem 3, the Bayes estimator based on S M (· | α) is non-asymptotically adaptive at least in the undersmooth region where α ≥ α 0 − 1/2.
Application to non-asymptotically adaptive estimation in nonparametric regression models
Our results also construct a non-asymptotically adaptive Bayes estimator in nonparametric regression models. Consider estimating a regression function f :
where W i s' are i.i.d . error terms from N (0, 1). We denote by {φ 1 , φ 2 , . . .} the trigonometric series (2). We assume that f belongs to the periodic Sobolev space W(α 0 , B) defined as follows: For α 0 > 0 and B > 0,
where a 1 = 0 and for k ∈ N, a 2k = (2k) α0 and a 2k+1 = (2k) α0 .
In the cases in which α 0 is a positive integer, it follows from the Parseval equality that
For an arbitrary positive integer p such that p < n, we work with a prior distribution of f using a prior on R p . Let Π (p) be a prior distribution of the form
We identify Π (p) as a prior distribution of f via the transformation (
where · L2 is the L 2 [0, 1] norm, and E f,n is the expectation with respect to the distribution of {Y 1 , . . . , Y n } with true regression function f . Let τ (p) be the approximation error
Corollary 4. There exists a positive constant C 4 depending only on α 0 , η of M , and γ of F for which the Bayes estimatorf
provided that nB is larger than one.
The proof is a simple extension of that of Theorem 1 and is given in Subsection5. 4 .
The implication of this corollary is thatf Π (n−1) is non-asymptotically adaptive, provided that n α0 ≥ B. From Corollary 4 with p = n − 1, and from the bound that τ (p) ≤ B 2 p −2α0 , there exists a positive constant C 5 not depending on n or B such that sup f ∈W(α0,B)
provided that n α0 ≥ B. From Theorem 4.9 in [29] , there exists a positive constant C 6 depending only on α 0 for which the inequality
holds. Thus, there exists a positive constant C 7 not depending on n or B such that sup f ∈W(α0,B)
provided that n α0 ≥ B.
Numerical experiments
In this section, we present numerical experiments focusing on the performance comparison of non-asymptotically adaptive estimators in low-(B/ε) settings. The other comparisons including the comparison between non-asymptotically adaptive estimators and estimators not satisfying (3) are provided in Appendix E.
The numerical experiments are intended to compare non-asymptotically adaptive estimators. The following three estimators are compared:
• the Bayes estimatorθ Π based on Π with η = 2 and γ = 2;
• the model averaging estimatorθ MA,1/2 with β = 1/2;
• the model selection-based estimatorθ MS .
The numerical experiments are conducted using the p = 100-dimensional truncation. The noise variance ε 2 is fixed to one and the volume B 2 is varied in {1, 2, 3, 4, 5}. Losses at two parameter values are used for comparison. The following parameter values are used: Note that θ (1) is included in E(α 0 , B) for any 0 < α 0 < 0.014 and is not included in E(α 0 , B) for any α 0 > 0.015. Note also that θ (2) is included in E(α 0 , B) for any α 0 > 0. The results are presented in Figures 1 and 2 . At each B, means (with standard deviations) of the proposed Bayes estimatorθ Π , the model averaging estimator θ MA,1/2 , and the model selection based estimatorθ MS are plotted side-by-side. The proposed estimatorθ Π is abbreviated by "Proposed;" the model averaging estimatorθ MA,1/2 is abbreviated by "Model averaging;" the model selectionbased estimatorθ MS is abbreviated by "Model selection." In each plot, the lower limit used in the error bar is calculated as the maximum of zero and the mean minus the standard deviation. We omit the values outside the range [0, 2.5]. These figures indicate that the proposed Bayes estimator outperforms the model selection based estimator. This outperformance does not depend on α 0 and B. Figure 1 indicates that the proposed Bayes estimator outperforms the model averaging estimator, while Figure 2 indicates that the proposed Bayes estimator underperforms the model averaging estimator. However, even in Figure  2 , when B is small, the performance of the proposed Bayes estimator is comparable (or possibly superior) to that of the model averaging estimator. Compared to the model averaging estimator, our approach directly puts a prior distribution on the scale of the parameter, which seems to present the better outcome when B is small.
Proof for Section 3
The proofs follow the standard arguments in the Bayesian nonparametric literature [5, 17, 37] . The essential difference appears in the prior mass condition with respect to ε/B under which the prior puts a sufficient mass on the neighbors around the true parameter with respect to ε/B; see Lemma 4.
The organization of this section is as follows. In Subsection 5.1, we prepare some lemmas to be used. In Subsection 5.2, we present the proof of Theorem 3. In Subsection 5.3, we present the proof of Theorem 1.
Lemmas
In this subsection, we present our lemmas. The proofs of the lemmas are provided in Appendix B. Note that
The first lemma provides the essential support of S M,α . For a constant c 1 > 0 and θ 0 ∈ E(α 0 , B), let
Lemma 1 (Essential support of the prior). For any α > 0 and any c 1 > 1, the inequality
holds uniformly in θ 0 ∈ E(α 0 , B).
The second and third lemmas provide the complexity of the interest space and the existence of test sequences. For a positive integer C > 0 and a constant
where for j = C, C + 1, . . .,
For j = C, C +1, . . ., let N (j; c 1 ) be the (ε/8) j(B/ε) 2/(2α0+1) -covering number with respect to || · || of R(j; c 1 ).
Lemma 2 (Covering number of R(j; c 1 ); cf. Proposition A.1. in [16] ). For each j = C, C + 1, . . . and every c 1 > 0, log(N (j; c 1 )) is bounded above by
Lemma 3 (Existence of test sequences; cf. Lemma 5 in [19] ). Let j be any positive integer. Let θ 0 be in E(α 0 , B).
the inequalities
The fourth lemma is the prior mass condition.
Lemma 4 (Prior mass condition). Assume that α ≥ α 0 − 1/2. There exists a positive constant c 2 depending only on α 0 and η of M for which the inequality
holds uniformly in θ 0 ∈ E(α 0 , B), provided that ε/B is smaller than one.
The fifth lemma ensures a high probability set on which the likelihood ratio of the marginal distribution and the true distribution is bounded below. We denote the restriction of S M (· | α) onto {θ :
Lemma 5. For every θ 0 ∈ E(α 0 , B), the inequality
Proof of Theorem 3
The proof assumes that C is a positive integer. If C is not an integer, we replace C with ⌊C⌋. The values of C in Theorem 3 and c 1 in Lemma 1 are provided in (21) below. Take θ 0 arbitrarily in E(α 0 , B). Recall the equality
The expectation of the tail probability of the posterior is divided as follows:
From Lemma 5, and because the probability is bounded above by one, the latter term on the right hand side of (11) is bounded as follows:
We next bound the former term in the right-hand side of (11) . From Bayes' theorem, we have
Consider the numerator
Letting {θ (j,k) : k = 1, . . . , N (j; c 1 )} be an (ε/8) j(B/ε) 2/(2α0+1) -net of R(j; c 1 ), Lemma 3 yields sequences of measurable functions ψ j,k such that for each k, we have
Letting U (θ (j,k) ) be the (ε/8) j(B/ε) 2/(2α0+1) -ball aroundθ (j,k) , and using the sequences {ψ j,k } and the balls {U (θ (j,k) )}, we have, for X ∈ H(θ 0 ),
From the above inequality, it follows that
Providing upper bounds on T 1 , T 2 , and T 3 will complete the proof.
Consider an upper bound on T 1 in (16). In bounding T 1 , we use the following lower bound on {dP θ,ε 2 /dP θ0,ε 2 }(X)dS M (θ | α). From the definition of H(θ 0 ) and from Lemma 4, for X ∈ H(θ 0 ), we have
From the above inequality, from Fubini's theorem, from Lemmas 2 and 3, and from the inequality that 1 − exp{−1/32} > 1/e 4 , we have
Consider an upper bound on T 2 in (16). Since 1 − exp{−1/8} > 1/e 3 , we have
Here, the second inequality follows from Lemma 3, and the third inequality follows from Lemma 2.
For an upper bound on T 3 in (16), it follows that
The first inequality follows from (17) . The second inequality follows from Fubini's theorem. The third inequality follows from Lemma 4. Thus, using (12), (18), (19) , and (20) for an upper bound on (11), and taking c 1 and C such that c 2 + 2 + η − ηc 1 < 0, 2c 1 + 3 − C/8 < 0, and 2c 1 + c 2 + 6 − C/32 < 0, (21) we complete the proof.
Proof of Theorem 1
We provide the proof of Theorem 1. Replacing Lemmas 1 and 4 by Lemmas 6 and 7, respectively, completes the proof, because the other lemmas used in the proof of Theorem 3 do not depend on prior distributions. The proofs of Lemmas 6 and 7 are provided in Appendix B.
Lemma 6. For any c 1 > 1, the inequality
holds uniformly in θ 0 ∈ E(α 0 , B). Here, η is a hyperparameter of M .
Lemma 7.
There exists a positive constant c 2 depending only on α 0 , η of M , and γ of F for which the inequality
Proof of Corollary 4
It suffices to derive a risk bound for the posterior meanθ
The reason is as follows. For i ∈ N, let θ i = f φ i dt. We focus on
L2 since it follows from the Parseval inequality
The bias term appearing in the true distribution of {Y 1 , . . . , Y n } due to {φ j (k/n) : j = p + 1, p + 2, . . . , k = 1, . . . , n} is negligible by a sufficiency reduction because the vectors {(φ i (1/n), . . . , φ i (1)) ⊤ / √ n : i = 1, . . . , p} are orthonormals in R p , provided that p < n.
Let p := min{p, (nB 2 ) 1/(2α0+1) }. To complete the proof, it suffices to show that, for a sufficiently large C > 0 depending on α 0 , η, and γ, the inequality
holds, where c is a constant depending only on α 0 , η, and γ. This is proved as follows. If p is larger than c 1 (nB 2 ) 1/(2α0+1) for the constant c 1 appearing in the proof of Theorem 3, then the same proof as that of Theorem 1 is available. Consider the case in which p is smaller than c 1 (nB 2 ) 1/(2α0+1) . In this case, we replace (nB 2 ) 1/(2α0+1) by p. This replacement does not change the conclusion as discussed below. Lemmas 3 and 5 do not change because their proofs rely only on the properties of the Gaussian measure. Lemma 2 still holds because the log of the covering number is bounded by 2p. Lemma 6 obviously holds for
Lemma 7 holds for S (p)
M,α0 , because the required lemma (Lemma 8) for the proof of Lemma 7 is still available. This completes the proof.
Discussion
We propose two principal future studies. The first study is to find a means of attaining non-asymptotic adaptation in the empirical Bayesian manner. Recently, Petrone et al. [30] and Rousseau and Szabó [34] established important asymptotic results on the performance of empirical Bayesian nonparametrics. Focusing on a simple setting, we expect to be able to answer whether there exists an empirical Bayesian method attaining non-asymptotic adaptation. The investigation would also provide an insight into the relationship among Bayesian nonparametrics, empirical Bayesian nonparametrics, model selection, and frequentist model averaging. The second is to investigate non-asymptotic Bayesian adaptation in the other settings. The present paper used a Gaussian infinite sequence model under Sobolev-type parameter constraints for simplicity and for clarity of presentation. One possible extension of our work would be to investigate non-asymptotic Bayesian adaptation in density estimation. Resolution of these problems will increase our understanding of nonparametric estimation.
Appendix A: Proof for Section 2
In this appendix, we provide the proof of Proposition 2 in the case with the model averaging estimator. To apply the argument in Section 7.B. of [27] , slight modifications to the loss functions and the weights are necessary, because Leung and Barron [27] use the finite dimensional l 2 loss function and assume that the number of models is finite. Although these modifications are straightforward, we provide them for the sake of completeness.
Proof. Let D := ⌊(B/ε) 2/(2α0+1) ⌋. The l 2 risk E θ,ε 2 θ −θ MA,β 2 is decomposed as follows:
First, we show that the latter term on the right hand side in (22) is O(D). The latter term on the right hand side in (22) is bounded above as
, where the second inequality follows from the fact thatθ MA,β,i = ∞ d=1 w d X i 1 i≤d and from the Cauchy-Schwarz inequality. Consider an upper bound on the latter term in the above inequality. Note that the inequality
holds. For i ≥ 25D and for some s > 0,
where the first inequality follows because xy ≤ x 2 /2 + 2y 2 for x, y > 0, and the second inequality follows because j=D θ
, and from the Borell-Sudakov-Tsirelson Gaussian concentration inequality. Therefore, there exists a universal positive constant s ′ for which
Second, we show that the former term on the right hand side in (22) is bounded as
Noting thatr
where we use the condition that β ≤ 1/2. Thus, we obtain
Finally, since
applying the argument in Section 7.B. in [27] completes the proof.
Appendix B: Proofs of lemmas in Section 5
In this appendix, we provide the proofs of Lemmas 1, 4, 5, 6, 7. For the proof of Lemma 2, see Proposition A.1 in [16] . For the proof of Lemma 3, see Lemma 5 in [19] .
Proof of Lemma 1.
The first term on the right hand side of the above equality vanishes, because the identity
The second term is bounded by exp{η − ηc 1 (B/ε) 2/(2α0+1) }. This completes the proof.
Proof of Lemma 4. The proof relies on the following lemma. Let {N i } ∞ i=1 be independent random series from the standard Gaussian distribution.
Lemma 8. For each α > 0, there exists a positive constant c 3 depending only on α such that, for a sufficiently large d ∈ N and for each
holds.
The proof of the lemma is provided in Appendix C for the sake of completeness.
Return to the proof of Lemma 4. Let
Here, the first inequality follows because
The second inequality follows from Lemma 8. The last inequality follows because
where we use the condition that 2(α − α 0 ) + 1 > 0. Using the inequality (23) and the inequality 1/(1 − e −η ) ≥ e −η for η > 0 yields
≥ exp{−(c 3 + 2 + η)T }.
This completes the proof.
Proof of Lemma 5. By Jensen's inequality, P θ0,ε 2 [H(θ 0 )] = P θ0,ε 2 log dP θ,ε 2 dP θ0,ε 2 d S M (θ | α) ≥ −2(B/ε) 2/(2α0+1) ≥ P θ0,ε 2 log dP θ,ε 2 dP θ0,ε 2 d S M (θ | α) ≥ −2(B/ε) 2/(2α0+1) .
i=1 . Figure 3 shows the true parameter (abbreviated by "True"), the maximum likelihood estimator (abbreviated by "MLE"), and the blockwise James-Stein estimator (abbreviated by "BJS") at θ = θ (3) and B = 10. Figure 4 shows the true parameter, the proposed Bayes estimator (abbreviated by "Proposed"), and the model averaging estimator (abbreviated by "Model averaging") at θ = θ 
E.2. Comparison with the Gaussian scale mixture prior distribution
We compare the performance of the proposed Bayes estimator with that of the Bayes estimator based on the Gaussian scale mixture prior distribution. The comparison is intended to indicate that the Bayes estimator based on the Gaussian scale mixture prior would also be non-asymptotically adaptive as conjectured in Remark 2 in Section 3. Figures 7 and 8 are comparisons using the white noise representation. Figures  9 and 10 are comparisons using the values of losses at θ = θ (3) , θ (4) . The proposed Bayes estimator is abbreviated by "Proposed," and the Bayes estimator based on the Gaussian scale mixture prior distribution is abbreviated by "Scale mixture."
Figures 7-10 indicate that the performance of the Bayes estimator based on the Gaussian scale mixture prior distribution is comparable to that of the proposed estimator.
