Abstract W e present a new class of asymptotically good, linear error-correcting codes based upon expander graphs. These codes have linear tame sequential decoding algorithms, logarithmic time parallel decoding algorithms with a linear number of processors, and are simple to understand. W e present both randomized and explicit constructions f o r some of these codes. Experimental results demonstrate the extremely good performance of the randomly chosen codes.
Introduction
We present a new class of error correcting codes derived from expander graphs. These codes have the advantage that they can be decoded very efficiently. That makes them particularly suitable for devices which must decode cheaply, such as compact disk players and remote satellite receivers. We hope that the connection we draw between expander graphs and error correcting codes will stimulate research in both fields.
.l. Error correcting codes
An error correcting code is a mapping from messages to codewords such that the mapping can be inverted even if a few characters of the codeword have been altered. We limit our discussion to the alphabet (0, l}, although our techniques can be applied to larger alphabets as well.
Formally, we define an error correcting code of block-length n, rate r , and minimum distance 6 to be a Encoding is the process of mapping t E (0,1}'" to f(z), and decoding is the process of mapping U E (0,1}" to the z which minimizes d(f(z), U). The minimum distance 6 implies that it is possible to correctly decode a corrupted version of f(x) in which fewer than 6 n / 2 bits have been changed.
A central problem of coding theory is to find families of codes for which S and r remain constant as n grows large. Such families are called asymptotically good. Asymptotically good families are desirable because they enable one to encode data in fewer blocks of larger size, which decreases the probability that too many errors will occur in any one block. Of course as n grows, it becomes increasingly important to have encoding and decoding procedures that operate efficiently.
An important feature of our codes is that they allow very efficient decoding. They can be decoded in linear time sequentially as well as in logarithmic parallel time with a linear number of processors. As far as we know, this is the first asymptotically good class of codes with linear time sequential decoding. The parallel algorithm can be implemented as a circuit of depth O(1og n ) and size O(n log n), with modest constants. As for encoding, our class consists of linear codes and these always have quadratic time encoding algorithms which may be implemented to run in O(1ogn) parallel time with O(n2) processors. Our codes are especially suitable for applications in which one is more concerned with the cost of decoding than that of encoding.
Expander graphs
An expander graph is a graph in which every set of vertices has a surprisingly large set of neighbors. It is a perhaps surprising but nonetheless well known fact that expander graphs that expand by a constant fac-tor, but which have only a linear number of edges, do exist. In fact, a simple randomized process will produce such a graph. Margulis [Mar881 and Lubotzky, Phillips, and Sarnak [LPS88] have a construction of linear-sized expander graphs which are almost as good as the randomly chosen graphs. We shall call a bipartite expander graph balanced if it has equal numbers of left and right nodes, otherwise it is unbalanced. Balanced bipartite expanders may be easily obtained from ordinary expanders. Good unbalanced expander graphs are easily obtained randomly, but appear more difficult to construct.
Our construction requires unbalanced bipartite expander graphs. We use a construction of unbalanced expander graphs due to Ajtai, KomMs and Szemerkdi [AKS87] to give an explicit construction of a family of expander codes.
Expander graphs have been used before in a different way to construct error-correcting codes: Alon, Bruck, Naor, Naor and Roth [ABN+92] used expander graphs to construct asymptotically good families of error-correcting codes that lie above the Zyablov bound.
The construction
Our expander codes fall within the class of lowdensity parity-check codes introduced by Gallager [Ga163] . In fact, the random codes used by Gallager are almost identical to the codes we discuss in Section 3. Gallager proposed a decoding algorithm similar to that which we use in Section 3.2, but was unable to analyze it. Instead, by taking advantage of the high girth of randomly chosen graphs, he provided a weak analysis of a more complicated algorithm which showed that it would usually correct a linear number of errors, but it was only guaranteed to correct a much smaller number of errors. Zyablov and Pinsker [ZP76] presented a parallel algorithm for decoding Gallager's codes which they proved can, with high probability over the choice of the code, correct a linear number of errors in O(1ogn) time with O ( n ) processors. Their algorithm is somewhat more complicated than the algorithm we present in Section 3.1.
Our construction of expander codes uses Tanner's approach [Tan811 of forming a code out of an unbalanced bipartite graph and smaller codes called subcodes. To obtain a code C having block length n we use a bipartite graph whose n left nodes represent variables corresponding to positions in the codewords. Each right node, which we call a clause, has an associated subcode on the variables which are its neighbors. The codewords of C are the assignments of the variables that induce a codeword in each clause. Like Gallager, Tanner's analysis rests on the girth of his graphs. Analysis based on girth seems insufficient to demonstrate that a family of codes is asymptotically good.
We form expander codes using low-degree unbalanced bipartite expander graphs and carefully chosen subcodes. Consider what happens when a few bits of a codeword are corrupted. Expansion guarantees that these bits will be contained in many clauses which will no longer have induced codewords. Most of the corrupted bits will appear in many clauses that "want" to correct them. Expansion also implies that there will be very few uncorrupted bits that many clauses want to flip. Thus if we update all bits as suggested by a vote of the clauses, we will reduce the number of corrupted bits.
clause Variables restricts
Overview of remaining sections
In Section 2, we define expander codes precisely and prove that they are asymptotically good. In Section 3, we examine the performance of expander codes in which the subcodes consist; of all words of even parity. These are the simplest imaginable subcodes, and they require very good expanders to produce good codes. We are not aware of explicit constructions of expanders of the quality needed to implement these codes; however, randomly chosen graphs suffice with high probability. We present both parallel and sequential decoding algorithms for these codes. In fact, we prove that if the sequential decoding algorithm works, then the underlying graph must be an expander. In Section 4, we present an explicit construction of families of expander codes as well as a generalization of our construction due to Noga Alon. In Section 5, we present the results of tests we performed on a randomly chosen code of the type described in Section 3. We conclude by presenting in Appendix A an examination of the expansion properties of randomly chosen graphs.
Expander codes
We being by introducing some facts about linear codes. A code of block-length n is called linear if the codewords are a subspace of GF(2)". Some advantages of these codes are:
b The zero vector is always a codeword.
The codewords in a linear code of rate r form a vector space of dimension rn. The bits in the code can be divided into rn bits which represent the message and (1 -r ) n redundant bits that are linear combinations of the message bits.
Any linear code can be encoded in 0 (n') time: the message is chosen by setting the rn message bits, and there is a rn x ( 1 -r ) n matrix such that the redundant bits can be computed by multiplying the vector of rn message bits by this matrix.
The minimum distance of a linear code is equal to the minimum weight of a non-zero codeword (the weight of a codeword w is d(0,w); note that
When we build expander codes, we will use linear codes as subcodes. This will insure that the expander codes will themselves be linear. The number of redundant bits in an expander code will be at most the sum of the number of redundant bits in each subcode. Our decoding algorithms are designed so that their correctness can be proved by demonstrating that, when given any input word of sufficiently low weight, they output the zero codeword.
Before explaining how to decode expander codes, we will first demonstrate that expander codes have large minimum distance. Theorem 1. Let B be a bipartite graph between n variables and t n clauses that is d-regular on the variables and c-regular on the clauses. Let S be a code of block-length c, rate r and minimum distance E . Let C ( B , S ) denote the code consisting of the settings of the variables such that, f o r every clause, the variables that are neighbors of that clause form a codeword of S. If B expands by a factor of more than 6 on all sets of size at most a n , then C ( B , S) has rate dr -(d -1 ) and minimum distance at least a .
Proof:
To obtain the bound on the rate of the code, we will count the number of linear constraints linear constraints, which implies that there are at least
To prove the bound on the minimum distance, we will show that there can be no non-zero codeword of weight less than a n . Let w be a non-zero word of weight at most a n and let V be the set of variables that are 1 in this word. There are dlVl edges leaving the variables in V . The expansion property of the graph implies that these edges will enter more than &IVl clauses. Thus, the average number of edges per clause will be less than C E , so there must be some clause that is a neighbor of V , but which has a number of neighbors in V that is less than the clause's minimum distance. This implies that w cannot induce a codeword of S in that clause, so w cannot be a codeword in C ( B , s). 0
A simple example
The simplest example of expander codes is obtained by letting B be a graph with expansion greater than $ on sets of size at most a n , and letting S be the code consisting of words of even parity. The paritycheck matrix of the resulting code, C ( B , S), is just the adjacency matrix of B. The code S has rate e and minimum distance 2, so C ( B , S ) has rate 1 -p and minimum distance at least a n .
To obtain a code that we can efficiently decode, we will need even greater expansion. With greater expansion, small sets of corrupt variables will induce non-codewords in many clauses. By using these "unsatisfied" clauses, we will be able to determine which variables are corrupted. In the next two sections, we will explore how to use this phenomenon to decode the simple codes we just presented.
Unfortunately, we do not know of any explicit constructions of expander graphs with expansion greater than t. However, a randomly chosen regular graph will have expansion d -1 -o(1) on small sets with very high probability. In Appendix A, we will explore in more detail the expansion of randomly chosen graphs. The idea of choosing a regular graph at random and using the code induced by using the codes of even weight words as subcodes was first proposed by Gallager [Ga163] . One of his suggestions for how to decode these codes is the same as the decoding algorithm that we analyze in Section 3.2. has rate at least (1 -$) and there exists an algorithm that will correct up to any CY < fraction of errors after logll(l-2,)(an) parallel decoding rounds, where each round requires constant time.
Proof:
We will say that a word satisfies a clause if the word induces even parity in that clause. We decode this code using a parallel decoding algorithm. In each decoding round,
1.
Each clause computes the parity of the variables that are its neighbors.
2. Each variable checks if more than half of its neighbors are unsatisfied. If they are, then the variable flips it value.
Assume that the algorithm is presented with a word of weight at most a n , where a < v. We will refer to the variables that are 1 as the corrupted variables, and we will let S denote this set of variables.
We will show that after one decoding round, the algorithm will produce a word that has at most (1 -2~) a n corrupted variables.
To this end, we will examine the sizes of F , the set of corrupted variables that fail to flip in one decoding round, and C, the set of variables that were originally uncorrupt, but which become corrupt after one decoding round. After one decoding round, the set of corrupted variables will be C U F . Define v = 15' 1, and set 4, y, and 6 so that IF1 = 4 v , IC1 = y v , and
theorem, we will show that
We will first show that
< -
6 > a + e. To prove the < 1 -2E.
46.
We can bound the number of neighbors of S by observing that each variable in F must share at least We now show that
Assume by way of contradiction that this is false. Let C' be a subset of C of size +v.
Each variable in C' must have at least t edges that land in clauses that are neighbors of S. Thus, the total number of neighbors of C' U S is at most
But, because the set C' U S has size at most it must have expansion greater than d( $ + E ) , which implies that
After simplifying this inequality, we find that it contradiction. Thus, we find s -( $ + E )
We note that this algorithm can be implemented by a circuit of size 0 ( n log n ) and depth 0 (logn).
Sequential decoding
We will now show how to decoded these codes sequentially in linear time.
We assume that the graph on which the code is based has been presented to the decoding algorithm as two linked lists of clusters of pointers. The first linked list should contain a cluster of pointers for each variable and the second should contain a cluster of pointers for each clause. The pointers associated with a variable should point to the clauses that are its neighbors, and the pointers associated with a clause should point to the variables that it contains.
The sequential decoding algorithm has two phases: a set-up phase which organizes the data, and a decoding phase which is repeated until the word is decoded, or the algorithm gives up. We will continue to say that a clause is satisfied if the variables it contains have parity zero. Otherwise, we will say that it is unsatisfied. Set-up:
1. Walk down the list of clauses. For each clause, compute the parity of the variables it contains. 4. Return to step 1.
Proposition 3. The above algorithm runs in linear time for all constant-degree graphs and all input words.
Proof:
Because the out-degree of every variable and clause is constant, the set-up phase requires linear time. Observe that every time a variable is flipped in a decoding phase, the number of clauses that have parity 1 decreases. Thus, the decoding loop can be executed at most once for each clause in the graph. Proof: We will say that the decoding algorithm is in state ( v , U ) if v variables are corrupted and U clauses are unsatisfied. We view U as a potential associated with v . Our goal is to demonstrate that the potential will eventually reach zero. To do this, we will show that if the decoding algorithm begins with a word of weight at most a n / 2 , then, at every step, there will be some variable with more unsatisfied neighbors than satisfied neighbors.
First, we consider what happens when the algorithm is in a state ( v , u ) with v < a n . Let s be the number of satisfied neighbors of the corrupted variables. By the expansion of the graph, we know that
Because each satisfied neighbor of the corrupted variables must share at least two edges with the corrupted variables, and each unsatisfied neighbor must have at least one, we know that dv 2 U + 2s.
By combining these two inequalities, we obtain s < ( : -. > d v and U > ( ; + 2 . > d v .
Since each unsatisfied clause must share at least one edge with a corrupted variable, and since there are only dv edges leaving the corrupted variables, we see that at least a (4 + 2c) fraction of the edges leaving the corrupted variables must enter unsatisfied clauses. This implies that there must be some corrupted variable such that a (4 + 26) fraction of its neighbors are unsatisfied. Of course, this does not mean that the decoding algorithm will decide to flip a corrupted variable. However, it does mean that the only way that the algorithm could fail to decode is if it flips so many uncorrupt variables that v becomes greater than an. Assume by way of contradiction that this happens. Then there must be some time at which v equals a n . Because v was initially at most a n / 2 , we know that at least a n / 2 flips must have occurred, and that each flip can only decrease the potential U. This would imply that the algorithm was in a state (an, U), where U < $an, because U was initially at most $an. But, this would contradict the analysis above. 0
We like to represent this analysis by the following figure. The argument first shows that there is a "hill" in the state-space that the state can never occupy. At every step the state must descend, whether or not it moves left or right. The reason that the decoding always works is that if the algorithm starts out far enough to the left, then it can never get over the hill.
We note that it is possible to improve the constants in this analysis by taking into account the fact that after each decoding step, the number of corrupted variables actually decreases by at least 2: -d.
We will now show that, not only does the expansion of B imply that the decoding algorithm works, but if the sequential decoding algorithm works, then the graph B must be an expander.
Theorem 5. Let B be a bipartite graph between la variables of degree d and $n clauses of degree c such that the sequential decoding algorithm presented at the beginning of this section successfully decodes all sets of at most a n errors in the code C(B). Then, all sets of a n variables must have at least
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can decode up to here unsatisfied clauses a n 0 corrupted variables Proof: We will first deal with the case in which d is even. In this case, every time a variable is flipped, the number of unsatisfied clauses decreases by at least 2. Consider the performance of the decoding algorithm on a word of weight an. Because the algorithm stops when the number of unsatisfied clauses reaches zero, the algorithm must decrease the number of unsatisfied clauses by at least 2an as it corrects the an corrupted variables. Thus, every word of weight an must cause at least 2an clauses to be unsatisfied, so every set of an variables must have at least 2an neighbors. Because we assume that c > d,
> 1 + -2%
3 + 9 '
and we are done with the case in which d is even. When d is odd, we can only guarantee that the number of unsatisfied clauses will decrease by 1 at each iteration. This means that every set of an variables must induce at least an unsatisfied clauses. Alone, this is insufficient to demonstrate expansion by a factor greater than 1. However, let us consider what must happen for the algorithm to be in a state in which a n variables are corrupted, but there is no variable that the decoding algorithm can flip that will cause the number of unsatisfied clauses to decrease by more than 1. This means that each corrupted variable has at least 9 of its edges in satisfied clauses.
Because each satisfied clause can have at most c incoming edges, this implies that there must be at least a n 2 satisfied neighbors of the an variables. Thus, the set of an variables must have at least an( 1 + e) neighbors.
On the other hand, if the algorithm decreases the number of unsatisfied clauses by more than 1 , then it must decrease the number by at least 3. For some word of weight a n , assume that the algorithm flips p a n variables before it flips a variable that decreases the number of unsatisfied clauses by only 1. The original set of an variables must have had at least Span + ( 1 -@ ) a n neighbors. On the other hand, once the algorithm flips a variable that causes the number of unsatisfied clauses to decrease by 1 , we can apply the bound of the previous paragraph to see that the variables must have at least neighbors. We note that this bound is strictly decreasing in p, while the previous bound is strictly increasing in p, so the lower bound that we can obtain on the expansion occurs when p is chosen so that
When we plug / 3 back in, we find that the set of a n variables must have at least a n (3 (a) + ( 1 -3)) = a n ( -) = a n ( 1 + % )
neighbors. 0
Explicit constructions
In order to construct expander codes, we will need some explicit construction of unbalanced expander graphs. Our first construction is to take some dregular expander graph on n vertices, Gn,d, and derive from it an unbalanced bipartite graph Bn,d between a set of $n vertices that are identified with the edges of Gn,d and a set of n vertices that are identified with the vertices of Gn,d. The edges in Bn,d will go from edges of Gn,d to the vertices that are the edge's endpoints. That is, a vertex of Bn,d that is associated with the edge (U, U ) of Gn,d will have edges to the vertices of Bn,d that are associated with the vertices U and v of Gn,d. To use this graph in the formation of an expander code, the set of t n vertices will become the variables and the set of n vertices will become the clauses.
The careful reader might observe that the resulting graph is 2-regular at the variables, and thus cannot have expansion by a factor greater than 1 from the variables to the clauses! The point is that the graph is very unbalanced yet doesn't shrink too much, which is in the spirit of ordinary expansion. This property is sufficient to enable us to construct expander codes. Then, the number of clauses that are neighbors of V is at least 7 n .
We will use these graphs to derive an infinite family of good codes from a particular good code. Proof: Our family of codes will consist of the codes C(Bn,p+l,S) where Bn,p+l is a graph derived from one of the graphs Gn,p+l known to exist by Theorem 6.
Corollary 8 implies that Bn,p+l expands by a factor of at least 7 n w (72 + $(7 -7 9 ) on sets of variables of size The bounds on the rate and minimum distance of C(Bn,p+l , S) then follow immediatelyfrom Theorem 1.
Our decoding algorithm will repeat the following two operations:
1. In parallel, for each clause, if the setting of the variables in that clause is within f of a codeword, then send a "flip" message to every variable that needs to be flipped to obtain that codeword.
2.
In parallel, every variable that receives the mesLet X be a set of at most a n + variables. We will show that if one phase of the decoding algorithm is given a word that is 1 for all v E X I and 0 elsewhere, then it will output a word whose weight is less by a constant factor.
We will say that a clause is confused if it sends a 'Yip" message to a variable that is not in X . In sage "flip", flips its value.
order for this to happen, the clause must have at least ;c(p + 1) variables of X as neighbors. Each variable of X can be a neighbor of two clauses, so there can be at most a T n . 2 -4an 1) -3E confused clauses. Each of these can send st most $(p+ 1) "flip" signals, so at most
variables not in X will receive "flip" signals.
We will call a clause unhelpful if it has more than neighbors in X . A variable in X will flip unless both of its neighbors are in unhelpful clauses. There are at most a q n . 2 4an $ ( p + 1) 6 unhelpful clauses, which by Lemma 7 can have at most
edges among them. So, the weight of the output codeword must decrease by at least
The worst case is when a is maximized. If we set a = &, then we obtain Thus the weight of the output codeword must decrease by a constant factor. It is not very difficult to simulate this algorithm in linear time on a sequential machine. The key is to realize that in each round, the number of "interesting" clauses and variables is decreasing by a constant factor, and the algorithm only needs to look at the "interesting" clauses and variables in each round. 0
To obtain an infinite family of good codes, we will use for the subcode a good code known to exist by the Gilbert-Varshamov bound: This decoding algorithm can be simulated in linear time on a sequential machine.
Proof:
As we let p + 1 grow large in Theorem 9, the terms tend to zero. Moreover, the GilbertVarshamov bound [MS77] tells us that, for sufficiently large block-length p + 1, there are linear codes of rate r and minimum-distance E if r 5 ~-H ( E ) .
We use such a code as the subcode in the construction of Theorem 9.
0
It is interesting to note that the above construction doesn't actually require the expanders of Theorem 6. Any infinite family of expanders in which the secondlargest eigenvalues tend to zero as the degree grows large will suffice.
Alon's generalization
Noga Alon has pointed out that the "edge to vertex" construction that we use to construct expander codes is a special case of a construction due to Ajtai, Koml6s and SzemerCdi [AKS87] . They construct unbalanced expander graphs from regular expander graphs by identifying the large side of their graph with all paths of length k in the original graph and the small side of their graph with the vertices of the original graph. A node identified with a path is connected to the nodes identified with the vertices along that path. The construction used in Theorem 9 is the special case in which k = 1.
Alon suggested that the codes produced by applying the technique of Theorem 9 to this more general class of graphs can be analyzed by applying the following theorem of Alon, Feige, Wigderson and Zuckerman 
We should note that the difference of a factor of two between Theorem 11 and Lemma 7 is due to the fact that in Theorem 11 each path is being counted twice: once for each end-point. This difference does not substantially effect the analysis. Proof: [Sketch] As in Theorem 9, we will use the graphs known to exist by Theorem 6. We will form a code by using the graph in which all paths of length k in Gn,p+l are mapped to the vertices that they contain and by using a Gilbert-Varshamov good code as the subcode. The Gilbert-Varshamov bound implies that for sufficiently large block-length p + 1, there exist linear codes of rate r and minimum distance E provided that r 5 1 -H ( E ) . Moreover, as p + 1 grows large, the terms involving A in Theorem 11 goes to zero. If this term were zero, then we would know that every set containing an E?
fraction of the variables has at least an E* fraction of the clauses as neighbors. Because there are ndk variables of degree k and n clauses of degree k d k , Theorem 1 would imply that no word of weight up to €9 can be a codeword. However, because A never actually reaches zero, we can only come arbitrarily close to this bound.
These codes can be decoded by techniques similar to those used in Theorem 9. 0
Experimental results
We implemented the parallel and sequential decoding algorithms for the parity-based code described in Section 3. We randomly generated a bipartite graph between 20,000 variables of degree 5 and 10,000 clauses of degree 10. We implemented the parallel decoding algorithm so that it began decoding with threshold 4 and, when it stopped making progress at threshold 4, it switched to threshold 3. We then tested the performance of the decoding algorithms on randomly generated error words of various weights. The results of the tests are summarized in these tables:
To put these results in perspective, one should realize that a simple sphere-packing argument shows that no $-rate code of block length 20,000 should be able to correct on average more than 2,205 corrupted variables. 
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A. The expansion of random graphs
In order to understand how good expander codes can be, we need to know what quality expander graphs we can produce.
We first upper bound the quality of an expander by its expected expansion on a randomly chosen set. Choose a set of an variables uniformly at random. Now, consider the probability that a given clause is not a neighbor of the set of variables. A clause has c neighbors, each of which is in the chosen set with probability a. Thus, the probability that the clause is not a neighbor is n- (1 -(1 -a) To choose a random regular bipartite graph, we first choose a random matching between dn "left" nodes and dn "right" nodes. We collapse sets of d left nodes to form the n variables and we collapse sets of c right nodes to form the $n clauses. It is possible that this graph will have multiedges that should be thrown away, but this does not hurt the lower bound on the expansion of this graph.
Noga Alon provided us with the following simple proof that such a graph is a good expander on large sets with high probability. Theorem 14. Let B be a bipartite graph chosen at random according to the distribution described above.
Then, for all 0 < a < 1, with high probability all sets of a n variables in B have at least 
Proof:
First, we fix a set of a n variables, V , and estimate the probability that V's set of neighbors has size less than d n-(1 -(1 -a)') -y.
C
The probability that a given clause is a neighbor of V is at least 1 -(1 -a)'. Thus, the expected number of neighbors of V is at least n t (1 -(1 -a)' ).
To bound the probability that the size of the set of neighbors deviates from this, we will form a Martingale (See [AS92] ).
Each node in V will have d outgoing edges. We will consider the process in which the destinations of these edges are revealed one at a time. We will let Xi be the random variable equal to the expected size of the set of neighbors of V given that the first i edges leaving choices for the set V , it suffices to choose A so that ( a l ) e -A 2 / 2 << 1.
Let H ( . ) denote the binary entropy function ( H ( z ) = -z log, c - (1 -c) log2( 1 -z) ). It suffices to choose A to satisfy nH(a)/logze < ~~/ 2 & ? n~( a ) / l o g , e < A.
0
We note that it is possible to prove a slightly better lower bound by replacing the Martingale argument with a tighter argument. We begin by considering a slightly different distribution on graphs in which the d neighbors of each variable are chosen uniformly at random among the $n clauses. We will then derive a very precise estimate of the probability that a set of a n variables has at most P t n neighbors. It is not difficult to show that the probability that a set of a n variables has at most P t n neighbors is strictly greater in this distribution than in the original distribution, so an upper bound here will serve as an upper bound for the original distribution. It is also interesting to note that the proof of Theorem 14 only distinguishes between these two distributions in the computation of the expectation, and this difference is very slight.
We now return to the problem of computing the probability that the set of a n variables has at most P t n neighbors. We note that it is possible to compute the probability that some set C is exactly the set of neighbors of the set of a n variables. The number of ways of choosing the destinations of the dan edges leaving the set of variables is ( $n)dan. The number of ways of choosing these edges so that C is exactly their set of endpoints is equal to the number of surjective functions from a set of size dan to a set of size IC(, which is the product of a factorial and a Stirling number of the second kind: ICI!-S(dan, ICl) (See [Stass] ). An approximation of the Stirling numbers of the second kind that will give the correct exponential term for the ranges of values we are interested in may be found in [BW74] . Unfortunately, this approximation requires solving an equation, so we cannot present a closed form for the estimate. Having found this estimate, it suffices to sum over all sets of clauses C of size p t n , and plug the result into the proof of Theorem 13 in place of the bound obtained by the Martingale argument.
