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A basic review of monoids
Recall that, following Halter-Koch's terminology [ For each x ∈ M, we call x M := {x y | y ∈ M} the principal ideal generated by x in M. A nonempty subset X of M is called an ideal of M, if X M := {{x M} | x ∈ X } is contained in (in fact, equal to) X .
If M is a cancellative monoid and Q is its quotient groupoid, then a nonempty subset X ⊂ Q is an Mfractional ideal if cX ⊆ M is an ideal of M, for some c ∈ M • . For each M-fractional ideal X of M, we call v-ideal associated with X , the M-fractional ideal:
and the t-ideal associated with X , the M-fractional ideal:
of M is a maximal element in the set of all proper t-ideals (respectively, v-ideals) of M, ordered by the set inclusion. It is well-known that each t-ideal of M is always contained in a maximal t-ideal of M which is a prime ideal of M [10, Theorem page 57 and Theorem page 58]. Denote by Max t (M) the set of all maximal t-ideal of M.
It is clear that an ideal H in M is proper if and only if H
Note that, as an integral domain is, in particular, a monoid under multiplication, the various notions of v-ideals and t-ideals transfer to integral domains without much change.
Restricting to cancellative monoids, Halter-Koch in [10, Chapter 10, page 110] defines GCD monoids. Given a (nonempty) finite subset
This is pretty much the same as the definition of a GCD of a finite set in an integral domain.
We denote by GCD(B) the set of all greatest common divisors of B. Obviously, GCD(B) may be empty, but if d ∈ GCD(B) then all the associates of d belong to GCD(B) and, more precisely, A Bézout monoid is a commutative monoid S with 0 such that under the natural partial order defined by:
S is a distributive lattice, multiplication is distributive over both meets and joins, and for any x, y ∈ S, if d = x ∧ y and dx 1 = x, then there is an element y 1 ∈ S with dy 1 = y and x 1 ∧ y 1 = 1.
On the other hand, since
First exhibit: units and maximal t-ideals
Given a GCD-monoid M with group of units M × , the reduced associated (GCD-) monoid
. This indicates that the multiplicative structure of a GCD-monoid does not have any control over the size of its group of units.
With this introduction, we start by stating a simple result for GCD-domains, that apparently cannot be deduced using the multiplicative structure only. In other words, the theory of GCD-monoids does not seem sufficient to show the following:
Proposition 2.1 Every valuation domain that is not a field has infinitely many units.
Recall that, the following conditions for a ring R and an ideal I of R are equivalent to each other:
(i) for any x ∈ I the element 1 + x is invertible in R, that is, 1 + I ⊆ R × ; (ii) an element x ∈ I is invertible in R if and only if x mod I is invertible in R/I ; (iii) I is contained in the Jacobson radical of R. Therefore, Proposition 2.1 is a particular case of the fact that an integral domain D with nonzero Jacobson ideal J has at least countably many units (let 0 = x ∈ J , then 1 + x n is a unit of D, for all n ≥ 0). In other words, we have:
Lemma 2.2 If an integral domain (not a field) has finitely many units then its Jacobson ideal is zero.
The next result generalizes Proposition 2.1.
Proposition 2.3 If an integral domain, which is not a field, has only a finite number of maximal t-ideals then it has infinitely many units.
The proof depends upon the fact that each nonzero nonunit element of an integral domain D (which is not a field) is contained in some (maximal) t-ideal and so if Max One may remark that in the proof of Proposition 2.1, as in the proof of Proposition 2.3, we had to use the additive structure, in addition to the multiplicative structure. Now noting that most of the ideal theoretic notions known for integral domains have been translated to the language of monoids, we leave the following as a problem.
Problem 2.5
Prove or disprove: It can be shown using monoid theoretic techniques that if an integral domain D, that is not a field, has finitely many units then D has infinitely many maximal t
-ideals.
With reference to the previous problem, let p be a prime integer and let Z ( p) be the localization of Z at the prime ideal ( p). Clearly, Z ( p) is a GCD-domain and so M := Z ( p) , considered only with the multiplicative structure is a GCD-monoid. If we consider the reduced monoid associated to M, i.e.,
, by the previous observations this is a reduced GCD-monoid, and so M × red = {1}. Moreover, M red has a unique maximal (t-) ideal, i.e., the principal ideal
. Therefore M red is a GCD-monoid having a unique unit and a unique maximal t-ideal.
Exhibit 2: units and cardinality of the set of mutually (v-)coprime elements
We investigate now the case of GCD-monoids to show similar results. We extend the setting to include some more notions considered in recent years. Recall that an integral domain D is an almost-GCD-domain (for short, 
Corollary 3.2 Let D be a GCD-domain in which there can at most be finite sets of mutually coprime nonunits. Then D has infinitely many units.

Now note that both of Theorem 3.1 and Corollary 3.2 need both the addition and multiplication for their proofs and so do their contrapositives namely: if D is an AGCD-(or a GCD-) domain with only a finite number of units then D contains infinitely many mutually v-coprime (or, coprime) nonunits.
This seems to be a sort of analogue of Euclid's Theorem about infinitude of primes in the ring of integers. A similar result can be proven in much more generality. However, we restrict it here to the case of GCD-domains.
On the other hand, a monoid can always be reduced to have a single unit without changing the cardinality of sets of mutually (v-)coprime elements and the multiplicative structure of the monoid. Thus, we conclude that in a monoid the relationship between units and sets of mutually (v-)coprime elements is arbitrary and so the above material may be our exhibit 2.
Exhibit 3: it is hard to get from monoids to rings
At this stage, we can say that multiplicative monoids are a tool that can be used to settle questions about divisibility, or questions related to divisibility, by disregarding units and often the zero. Most of multiplicative ideal theory in ring theory does just that. But as the monoids are more general, proving results for monoids does not mean proving results about rings, except in some limited cases. The "limited cases" are essentially linked with the Krull-Jaffard-Ohm Theorem that says that given a lattice ordered abelian group G one can construct a Bézout domain with a group of divisibility isomorphic with G [9, Theorem 18.6].
But, there are well-known examples of directed partially ordered groups (not lattice ordered) that are not groups of divisibility (see e.g. [8, Example 4.7 on page 110, due to P. Jaffard]). Directed partially ordered groups play a central role in the present theory because the group of divisibility of an integral domain is a directed partially ordered group G [9, page 174] and the positive cone G + := {x ∈ G | x ≥ 1} of a partially ordered group determines a reduced monoid. Now just to hammer home the point we present the part of this exhibit that has been in the literature for some time, in the form of the following example. Just to keep the reader interested, we want to show in the following example that the notion of product of ideals in a monoid is inadequate to describe the product of ideals in an integral domain. 
From this one can conclude that an integrally closed domain is a Schreier domain if and only if its group of divisibility is a Riesz group. Now, if we drop off the integrally closed condition, we get what was termed as a pre-Schreier domain in [13] . So, a domain D is pre-Schreier if and only if G(D) is a Riesz group.
Let be a partially ordered group, let a 1 b 1 D, a 1 b 2 D, . . . , a i b j D, . . . , a m b n D) . This translates, in ring theoretic terms, to
In [13, pages 1905-6] , where the above observation was made, an integral domain D was said to have the * -property if for for all a 1 , a 2 , . . . , a m ; b 1 , b 2 , . . . , b n ∈ K \{0} the equality ( * ) holds. It is easy to see that in the definition of the * -property we can restrict a i , b j ∈ D\{0}. Moreover, it is not hard to see that the * -property is a local property (i.e., an integral domain D verifies the * -property if and only if D P verifies the * -property for each P ∈ Spec(D)) [13, Theorem 2.1]. It was shown in [13, Corollary 1.7 ] that a pre-Schreier domain has the * -property, yet a domain with the * -property may not be a pre-Schreier domain. In fact, since a valuation domain is a GCD-domain and a GCD-domain is a pre-Schreier domain and so it has the * -property, then a Prüfer domain has the * -property. However, a Prüfer domain which is a Schreier domain is a Bézout domain by [4, Theorem 2.8] , so a Prüfer non-Bézout domain is an example of an integrally closed domain with the * -property which is not a (pre-)Schreier domain. This discrepancy was blamed on involvement of addition in the definition of products of ideals in an integral domain. Example 4.1 provides an interesting exhibit in that we start with a pre-Schreier domain D, get to the multiplicative monoid of D as G(D) + , the positive cone of the group of divisibility of D. Now, G(D) + is characterized by a property that involves product of ideals. On translation back the characterizing property of the multiplicative monoid gives rise to another integral domain! From the previous considerations, it appears that monoids are an efficient tool but they come in handy for integral domains only when an interaction between addition and multiplication does not play a significant role.
Remark 4.2 Finally, we have restricted our attention to produce easy to see examples, otherwise there are more general results available. For instance, let us mention that if D is a pre-Schreier domain that does not allow an infinite sequence of mutually coprime nonunits (in a pre-Schreier domain v-coprime is the same as coprime) then Max(D) is finite and so D must have an infinity of units. In fact, similar results can be proved for a lot more general domains. But we do not include the proofs here as treating those domains would entail a lot more jargon and in the end they will not contribute more to our arguments.
