Many linear rational expectations macroeconomic models can be cast in the first-order form, AEtyt+ 1 =Byt + CEtxt, if the matrix A is permitted to be singular. We show that there is a unique stable solution under two requirements: (i) the determinantal polynomial JAz -B I is not zero for some value of z, and (ii) a rank condition. The unique solution is characterized using a familiar approach: a canonical variables transformation separating dynamics associated with stable and unstable eigenvalues. In singular models, however, there are new canonical variables associated with infinite eigenvalues. These arise from nonexpectational behavioral relations or dynamic identities present in the singular linear difference system.
INTRODUCTION
Linear rational expectations models are the workhorse of modern dynamic economics. We provide necessary and sufficient conditions for the solvability of a general rational expectations model called a singular linear difference system. These theoretical results provide insight into the nature of solutions in rational expectations models; they also provide a theoretical base for ongoing development of efficient and robust algorithms for computing solutions to quantitative macroeconomic models.
The early work of Blanchard and Kahn (1980) Our first example is motivated purely by the mathematics of singular systems. The second illustrates the kind of economic considerations which lead to a singular system. 4Note that F operates only on conditional expectations and in this sense differs from the usual 'forward' operator. That is, FEtwt=Etwt+1 is well defined, but 'Fwt' is not defined since the conditioning set is not specified. This is the same operator as B-1 defined in Sargent (1979) Note that this expression for the singular model is the natural generalization of (10) for the nonsingular model. Essentially, the canonical variables attached to infinite (and hence unstable) eigenvalues are treated in exactly the same manner as the unstable eigenvalues were previously once the solution (14) has been determined. The solution for kt,1 then also proceeds in exactly the same fashion as above, taking into account the fact that there is a larger vector U that contains the solutions for both i and u. In this section, we have established that the solvability conditions for the singular linear expectations difference equation are twofold. First, we must require that Az -RI 0 identically in z. This condition insures a unique solution for the difference equation Ayt+1 = Byt + Cxt, given initial conditions for kt. Second, we require that VUA be nonsingular. As explained above, this requirement is necessary to deduce the values of the nonpredetermined variables, A.
CONCLUSIONS AND IMPLICATIONS
This paper provides a theoretical characterization of the solution to a singular linear difference system, but there are useful implications for applied researchers. The first major point is that one necessary condition for solvability is that there must exist a number z such that the determinant polynomial, IAz -R, is nonzero. This practical condition can be checked as a precondition to attempting the solution of a model: if it is violated, then the model is ill-specified. The second point is that additional conditions are required that can be validated only as part of the process of model solution: in a literal application of our approach, one would need to verify that I VUAI # 0 after computing the canonical variables decomposition.12
The theoretical characterization also provides insight into why there are two general approaches to computing solutions in singular models. Proceeding directly from the theory, one approach-as in Sims [1989] -is to find transformation matrices like T and V that allow the decoupling of stable and unstable dynamics, while allowing for possibly infinite roots of the determinant polynomial JAz-Bl. However, the theoretical characterization also explains why there are 'system reduction' approaches like those of Anderson and Moore (1985) and King and Watson (1995) : the structure of singular linear rational expectations makes it possible to reduce the dimension of the system by solving out the identities responsible for the singularity. Specifically, for any solvable model, our canonical variables analysis can be used to show that it is always possible to decompose the y vector into subvectors f and d, with these elements evolving as: The existence of this number is assured by the requirement that IAz -RI # 0.
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