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Résumé 
Le chapitre 1 est une introduction dans laquelle la problématique de 
cette étude a été expliquée, le but défini, les notations introduites et 
les principaux résultats de la littérature rappelés. Le chapitre 2 replace 
brièvement dans le contexte historique la découverte des estimateurs L\ 
et Li- Les méthodes de calcul des estimateurs L\ ont été présentées 
dans le chapitre 3 en développant et en illustrant les deux principaux 
types d'algorithmes. 
Plus de la moitié de la thèse a été consacrée au chapitre 4 dans lequel 
apparaissent les résultats nouveaux. Une contribution importante est 
celle de l'élaboration d'un estimateur hybride combinant les estimateurs 
L\ et ridge, reconnus pour leur bon comportement respectif en présence 
de données aberrantes et du problème de la multicolinéarité. Cependant 
lorsque les deux problèmes se posent simultanément, aucune de ces deux 
méthodes n'est la plus appropriée. Une large place a été consacrée à ce 
nouvel estimateur, appelé estimateur Lj-ridge. Les résultats d'une étude 
approfondie, basée sur plusieurs critères de comparaison, ont montré 
que l'estimateur Li-ridge se comporte mieux que les autres estimateurs 
lorsque les deux problèmes se posent simultanément. Dans cette étude 
comparative, une mesure de la stabilité des estimateurs a également 
été proposée. La stabilité de l'estimateur Z/j-ridge apparaît nettement 
supérieure à celle de ses concurrents lorsque le degré de multicolinéarité 
devient important. De plus, cet estimateur peut être rapidement cal-
culé puisque tout algorithme permettant de résoudre le problème de 
l'estimation L\ peut s'appliquer aux données augmentées pour l'obtenir. 
Sur le plan théorique, cette thèse fournit également des résultats nou-
veaux sur les propriétés qui caractérisent l'estimateur Li-ridge. Dans le 
cadre de la régression simple, des formules exactes ont pu être obtenues 
pour calculer cet estimateur. Un important résultat a également pu être 
démontré dans le cas de la régression multiple qui fournit une condition 
suffisante pour laquelle les paramètres s'annulent. La découverte de ce 
résultat trouve son application dans le chapitre 5 qui présente une appli-
cation originale de l'estimation L\ -ridge à un problème très important 
en régression, celui de la sélection d'un modèle. Cette nouvelle méthode 
présente l'avantage d'être simple et rapide. Elle présente en outre une 
fiabilité accrue en présence du problème des données aberrantes du fait 
que l'estimation Li-ridge y est peu sensible. 
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Le but poursuivi dans cette étude est de comparer différentes méthodes 
d'estimation des paramètres dans les modèles linéaires lorsque l'on est 
confronté à deux problèmes majeurs en analyse de régression, à savoir 
le problème des données aberrantes et celui de la multicolinéarité. 
Le modèle de régression linéaire multiple s'écrit sous la forme 
y = ßo + A « I + /02X2 H h ßpXp + £ 
où y est le (n x 1) vecteur d'observations de la variable dépendante, 
Xi, X2,.. . , Xp sont les (n X 1) vecteurs d'observations des variables ex-
plicatives, ßo,ßi,ß2,-- • ,ßP, les paramètres à estimer et e un (n x 1) 
vecteur d'erreurs. Sous forme matricielle, ce modèle peut s'écrire 
y = Xß + e (1.1) 
ou y = 




( 1 x n 
1 321 









La notation en gras est utilisée pour désigner vecteurs et matrices. 
2 1. INTRODUCTION 
La méthode la plus connue et sans doute la plus utilisée pour es-
timer les paramètres dans le modèle (1.1) est la méthode des moin-
dres carrés. Malgré certaines propriétés optimales lorsque les erreurs 
sont indépendantes, identiquement distribuées selon une loi normale, 
le recours à des méthodes alternatives peut s'avérer judicieux. C'est 
le cas notamment lorsque la variable dépendante contient des données 
aberrantes, c'est-à-dire des observations qui se trouvent très éloignées 
de l'ensemble des données. Dans la littérature, ce genre d'observations 
porte parfois le nom de "valeurs surprises", "valeurs extrêmes", "valeurs 
contaminantes", "valeurs atypiques",... parmi d'autres. Pour traiter ce 
problème, une approche consiste à utiliser des méthodes dites robustes, 
puisque peu ou pas sensibles à ce type de données, comme par exem-
ple en minimisant la somme des valeurs absolues des erreurs. Cette 
méthode, appelée estimation L\ est décrite dans le prochain paragraphe. 
Une autre approche est basée sur les diagnostics obtenus à partir de 
l'estimation des moindres carrés. Comme il n'est pas rare dans la pra-
tique de rencontrer le problème des données aberrantes, notamment en 
économie, leur détection est très importante. Elle permet de remettre en 
cause plusieurs aspects d'un problème comme par exemple de changer 
de modèle, d'envisager des transformations sur les variables ou encore 
de vérifier si le processus de mesure est correct. Dans ce cadre, un autre 
problème tout aussi important que l'on peut rencontrer en analyse de 
régression est celui de la multicolinéarité. La multicolinéarité est un 
terme utilisé pour caractériser une situation dans laquelle les variables 
permettant d'expliquer un phénomène sont fortement corrélées entre 
elles. Dans ce cas, les paramètres estimés par la méthode des moindres 
carrés peuvent avoir une variance exagérément grande et rendre ainsi les 
tests d'hypothèses sur les paramètres peu fiables. De plus, en présence 
du problème de la multicolinéarité, de faibles changements dans les 
valeurs des données peuvent modifier considérablement les paramètres 
estimés. C'est d'ailleurs pour examiner ces changements que la tech-
nique de régression ridge a été initialement introduite. Elle permet 
d'obtenir des paramètres de régression plus précis et plus stables que 
ceux estimés par la méthode des moindres carrés lorsque le problème 
de multicolinéarité est important. Une autre approche en cas de mul-
ticolinéarité consiste à utiliser les techniques de sélection de variables 
pour ne retenir que celles qui expliquent le mieux le phénomène étudié 
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sans être pour autant corrélées entre elles. Une nouvelle technique de 
sélection de variables est proposée dans le Chapitre 5 consacré aux ap-
plications. 
1.2 Méthodes d'estimation 
Il existe plusieurs méthodes d'estimation des paramètres; les méthodes 
considérées par la suite, notamment dans le Chapitre 4 consacré à la 
comparaison des différents estimateurs, seront principalement basées 
sur l'estimation Li, l'estimation Li (méthode des moindres carrés) et 
l'estimation ridge. 
1.2.1 Estimation Lj 
Le problème de l'estimation Li des paramètres dans le modèle (1.1) est 
défini de la manière suivante. 
Trouver le vecteur de paramètres /3'Ll = (ß0, /¾, • • •, ßp) qui minimise 
n n n 
^\yi-{ßo + ßiXii+--- + ßPxip) \=Y,\yi-x!ißLi | = £ | é ï | (1.2) 
i=l i=l i=l 
où x^ = (l,xn,Xi2, • • • ,Xip) est la i-ème ligne de la matrice X, ßLl 
l 'estimateur Lj et e^ = ( ¾ , . . . , ên) le vecteur des résidus. 
A noter que contrairement à l'estimation classique des moindres 
carrés, ßL] ne peut être exprimé comme une fonction explicite de X 
et y . L'estimateur Li possède la propriété remarquable d'être résistant 
aux valeurs aberrantes de la variable dépendante. Il s'agit d'une situa-
tion analogue à celle que l'on peut rencontrer dans le cas univarié, où 
l'estimateur L] est la médiane (peu ou pas sensible aux valeurs aber-
rantes) tandis que l'estimateur Li est la moyenne arithmétique (très 
sensible aux valeurs aberrantes). Remarquons que cet estimateur, bien 
qu'historiquement découvert avant celui des moindres carrés, est resté 
méconnu en raison des difficultés liées à son calcul et à l'absence de 
théorie asymptotique. Grâce aux progrès relativement récents de la pro-
grammation linéaire et aux performances des ordinateurs, cet estimateur 
se calcule aujourd'hui beaucoup plus facilement. Un bref historique de 
l'estimation Li et de la découverte de la méthode des moindres carrés 
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est donné dans le Chapitre 2. Les différentes méthodes pour calculer les 
estimateurs L\ seront discutées au Chapitre 3. 
1.2.2 Estimation Li (Méthode des moindres carrés) 
Plus connue sous le nom de méthode des moindres carrés, l'estimation 
Li des paramètres dans le modèle (1.1) est définie de la façon suivante. 
Trouver le vecteur de paramètres ß'Li — (/¾, /¾, • • •, ßp) qui minimise 
£ > - <ßo+ßix* + • • • +fai?))2 = itiVi - X^2)2 = YA (1.3) 
t=i i=i t=i 
L'estimateur Li peut être exprimé en fonction de X et y par la formule 
/3L2 = ( X ' X ^ X ' y (1.4) 
L'estimateur des moindres carrés est sans doute le plus connu et le plus 
utilisé. Il doit sa popularité en partie au fait qu'il est facile à calculer, 
que sa théorie est simple, bien développée et largement documentée. De 
plus, il possède la variance minimale parmi tous les estimateurs linéaires 
non biaises lorsque les erreurs sont non-corrélées, ont une moyenne nulle 
et une variance inconnue cr2, c'est-à-dire 
E(e) = 0 et V(e) = (T2I 
où V est la matrice de variance- covariance. 
Pour obtenir l'estimateur des moindres carrés de l'équation (1.4), la 
matrice (X'X) est supposée inversible. Or, dans le cas où les colonnes 
(variables) de la matrice X ne sont pas linéairement indépendantes, il 
n'est plus possible de calculer l'inverse de la matrice (X'X). On peut 
cependant en trouver la solution en calculant une matrice G telle que 
ßL2 = GX'y 
Cette matrice G, notée ici (X 'X) - est appelée inverse généralisée de 
la matrice (X'X). Sa définition et ses propriétés sont décrites dans 
Arthanari and Dodge (1993). 
Un autre problème survient lorsque la matrice (X'X) est mal condi-
tionnée, c'est-à-dire lorsque les variables explicatives sont fortement 
corrélées entre elles. Ce problème est lié à celui de la multicolinéarité et 
peut notamment être traité en faisant appel aux estimateurs ridge. 
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1.2 .3 E s t i m a t i o n r i d g e 
Dans la pratique, il se peut que les variables indépendantes représentées 
par la matrice X soient linéairement dépendantes. Lorsque cette dépen-
dance linéaire est exacte, on parle de multicolinéarité exacte (on dit 
aussi que les variables sont mathématiquement colinéaires). Cepen-
dant, le cas le plus fréquent est celui dans lequel l'une des variables 
n'est qu'approximativement une combinaison linéaire des autres. On 
parle dans ce cas de multicolinéarité proche (on dit aussi que les vari-
ables sont statistiquement colinéaires). Dans cette situation, la matrice 
(X 'X) possède au moins une valeur propre proche de zéro (toutes les 
valeurs propres de cette matrice sont non-négatives) indiquant que son 
déterminant est proche de zéro. Par la suite, nous nous intéresserons es-
sentiellement à la multicolinéarité proche et parlerons alors simplement 
de multicolinéarité. L'un des inconvénients majeurs en cas de multi-
colinéarité est l'imprécision de l'estimation Li des paramètres. En effet, 
la matrice de variance-covariance de ßL2 est donnée par 
V ( ^ 2 ) = ^ ( X ' X ) - 1 
Ainsi, la variance totale des paramètres obtenus par la méthode des 
moindres carrés est 
Var(ßL2)= C2Tr(X1X)-1 =a*J2v (™) 
où Tr(X X ) - 1 représente la trace de (X X ) - 1 , s est le rang de la ma-
trice X et A, les valeurs propres non nulles de la matrice (X 'X) . Dans 
l'expression (1.5), on constate que la variance totale devient exagérément 
grande lorsqu'une ou plusieurs valeurs propres sont très petites. Pour 
traiter ce problème, Hoerl (1962) fut le premier à proposer comme al-
ternative l'estimateur ridge. Repris et développé par Hoerl et Kennard 
(1970a,b) l'estimateur ridge a la forme suivante 
ßridge = ( X ' X + f c i r ' X ' y (1.6) 
où k > 0. En d'autres termes, une constante a été ajoutée à chaque 
élément de la diagonale de (X 'X) . Souvent, de façon à pouvoir comparer 
plus directement les paramètres à estimer, on standardise les variables 
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en leur soustrayant leur moyenne et en les divisant par leur écart-type. 
Dans ce paragraphe, cette standardisation est implicite. 
La variance totale de l'estimateur ridge devient ainsi 
Var(ßridge) = a*Tr(X'X+kI)-1 = <x2 £ T ^ T (1-7) 
i = 1 A4 + Ä 
En comparant (1.5) et (1.7), on constate que la variance totale de 
l'estimateur ridge est plus petite que celle de l'estimateur des moin-
dres carrés. En fait ce gain de variabilité se fait au détriment du biais. 
L'estimation des paramètres par la méthode des moindres carrés est con-
nue pour produire des estimateurs non biaises. Par contre, la procédure 
d'estimation ridge fournit des estimateurs avec biais, c'est-à-dire qu'en 
faisant la moyenne de ces estimateurs sur tous les échantillons possi-
bles d'une population, cette moyenne ne sera pas égale à la valeur des 
paramètres de la population. Un résultat important est celui de Hoerl 
et Kennard (1970a); ils ont en effet montré qu'il existe toujours une con-
stante k > 0 telle que 1' erreur quadratique moyenne de l'estimateur ridge 
est plus petite que celle de l'estimateur des moindres carrés. L'erreur 
quadratique moyenne (MSE) étant définie par 
MSE0) = Varfê) + [Biais0)}2 
où Biais0) = E(3) - ß 
Le principal problème de la procédure d'estimation ridge est celui 
du choix de k. Une procédure graphique décrite dans Hoerl et Ken-
nard (1970b) souvent proposée consiste à obtenir les estimateurs ridge 
pour différentes valeurs de k. On trace ensuite dans un diagramme les 
différents coefficients obtenus en fonction de k. Les coefficients corres-
pondants aux variables colinéaires sont très instables et changent rapide-
ment lorsque k augmente, puis se stabilisent. On choisit alors une valeur 
de k pour laquelle ces coefficients se sont stabilisés. Cette méthode est 
subjective et peut dépendre de l'échelle utilisée pour k. Cependant, 
depuis 1970, différentes méthodes pour déterminer k sont apparues dans 
la littérature. Dans ce travail, nous limiterons le choix de fc à la propo-
sition faite par Hoerl, Kennard et Baldwin (1975). En effet, nous utilis-
erons 
" = „i ~— a v e c ^ = — 
ßL2ßL> ri-p 
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où p représente le nombre de variables explicatives. Ce choix de k, 
souvent évoqué dans la littérature, semble approprié dans le sens où 
l'estimateur ridge correspondant a une erreur quadratique moyenne plus 
faible que l'estimateur Li en présence du problème de la multicolinéarité. 
1.3 Hypothèses dans un modèle de régression 
L'utilisation de la méthode des moindres carrés dans un modèle de 
régression linéaire nécessite certaines hypothèses, notamment sur les er-
reurs. En effet, l'estimateur des moindres carrés doit sa popularité en 
partie au fait qu'il possède la variance minimale parmi tous les estima-
teurs linéaires non biaises. Cette propriété d'optimalité n'est cependant 
valable que sous certaines hypotèses, à savoir 
i) Les éléments du vecteur d'erreurs e sont indépendants; 
ii) Le vecteur d'erreurs e a une moyenne de 0 et une variance a1. 
Si l'on rajoute l'hypothèse supplémentaire : 
iii) Les erreurs sont distribuées selon une loi normale AA(O1(T2I) 
alors, l'estimateur des moindres carrés est aussi l'estimateur du maxi-
mum de vraissemblance. En effet, supposons les erreurs £;,i = 1 , . . . , n 
indépendantes et distribuées selon une loi normale e^  ~ A/"(0, a2) 
f{ei)
=^r^-ê^ 
Dans ce cas, la fonction de vraissemblance est définie comme le produit 
n 1 i n 
i=i v > »=i 
D'où, pour a fixé, maximiser la fonction de vraissemblance revient 
à minimiser1 53ef. A noter que cette propriété fournit une justification 
théorique supplémentaire pour utiliser la méthode des moindres carrés. 
L'hypothèse de normalité des erreurs permet également de faire des tests 
d'hypothèse comme les tests de Student ou de Fischer et donc de cons-
truire des intervalles de confiance basés sur les distributions t ou F. 
Sauf mention du contraire, la somme s'effectue pour i allant de 1 à n. 
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Mentionnons enfin que les estimateurs L\ sont des estimateurs du 
maximum de vraissemblance lorsque les erreurs suivent une loi de Laplace 
(double exponentielle). En effet, si les erreurs sont indépendantes et 
suivent une loi de Laplace 
/fc) = £e«p(-lfl) 
alors la fonction de vraissemblance est donnée par 
et sa maximisation revient à minimiser £ | Cj |. Cette propriété est 
importante dans la justification théorique de l'utilisation de la méthode 
basée sur la norme L\. 
L'utilisation adéquate d'un modèle de régression linéaire est soumise 
à certaines conditions et limitations. Il est important d'examiner ces 
conditions avant de procéder à l'estimation des paramètres ou d'utiliser 
certaines procédures inférentielles, comme les tests d'hypothèses. Ainsi, 
outre les hypothèses i)-iii) faites sur les erreurs, il faut prendre en con-
sidération les aspects suivants : 
1. La condition la plus importante est la spécification correcte du 
modèle. En d'autres termes, le modèle doit décrire de manière 
adéquate le comportement des données. 
2. Le modèle de régression doit être linéaire par rapport aux para-
mètres. Il faut cependant garder à l'esprit qu'il peut être non-
linéaire par rapport aux variables (le carré, la racine ou l'inverse 
d'une variable par exemple peut être nécessaire à la spécification 
du modèle). 
Finalement, le fait d'avoir découvert une relation entre certaines vari-
ables ne signifie pas qu'il s'agit d'une relation de cause à effet. Ce genre 
de relations ne peuvent être établies sur la seule base d'une analyse 
de régression. Les raisons pour lesquelles les variables explicatives ont 
une influence causale doivent être trouvées en dehors de l'analyse de 
régression. D'autre part, le choix des variables explicatives devra être 
suggéré par la théorie ou par la connaissance que l'on a du problème. 
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Il faut donc retenir que l'analyse de régression ne peut pas prouver la 
causalité, mais seulement être utilisée comme aide dans la confirmation 
ou la réfutation d'hypothèses causales. 
1.4 Importance de l'estimation L\ en économie 
Pour mieux comprendre l'importance et l'intérêt qu'ont suscité ces derniè-
res décennies les estimateurs L\, en particulier en économie, rappelons 
que jusqu'au milieu du XXème siècle, il n'y a eu que peu de tentatives 
d'utilisation de ces estimateurs. Ce manque d'intérêt est dû principale-
ment aux raisons suivantes 
1. Difficultés de calcul pour obtenir les valeurs numériques des esti-
mateurs L\ (il n'existe en effet pas de formule analytique analogue 
à celle des moindres carrés). 
2. Absence de théorie asymptotique pour l'estimation L\, et donc 
absence des procédures statistiques inférentielles usuelles pour le 
modèle de régression linéaire. 
3. Manque d'évidence de la supériorité des estimateurs L\ sur les 
estimateurs des moindres carrés dans le cas des petits échantillons. 
Or, depuis que Charnes, Cooper et Ferguson (1955) ont montré que 
le problème d'estimation L\ est un problème de programmation linéaire, 
ces estimateurs ont connu un regain d'intérêt considérable. Du point de 
vue numérique, Barrodale et Roberts (1973, 1974) ont développé un 
algorithme du simplexe modifié permettant ainsi d'obtenir rapidement 
les valeurs numériques des estimateurs L\. Depuis lors et jusqu'à au-
jourd'hui, de très nombreux auteurs se sont penchés sur l'efficacité des 
algorithmes. Grâce à leurs recherches ainsi qu'à la rapidité des ordina-
teurs actuels, il est aujourd'hui pratiquement aussi facile d'obtenir les 
estimateurs L\ que ceux des moindres carrés. 
D'autre part; c'est Bassett et Koenker (1978) qui ont développé la 
théorie asymptotique des estimateurs L\, conduisant ainsi à rendre l'esti-
mation L\ plus attractive. En effet, il est désormais possible de faire des 
tests d'hypothèses, de calculer des intervalles de confiance ou encore 
de dresser des tableaux d'analyse de variance. Récemment, McKean 
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et Schrader (1987) ont présenté une analyse de variance aussi complète 
et unifiée que celle des moindres carrés. Ces nouvelles connaissances 
ont conduit les spécialistes de différents domaines à s'intéresser de plus 
près aux estimateurs Lj, même si ces derniers ne sont pas souvent 
utilisés dans les disciplines économiques. Par exemple, de nombreux 
phénomènes économiques se heurtent au problème de la distribution des 
erreurs à grande variance. On y trouve la distribution des revenus per-
sonnels, des emplois, des prix spéculatifs, des prix de stock, des taux 
d'intérêt parmi d'autres. Or, les estimateurs L\, par rapport à ceux des 
moindres carrés, doivent en partie leur popularité au fait que l'hypothèse 
de normalité des erreurs n'est pas nécessaire. Au contraire, ils sont par-
ticulièrement adaptés aux problèmes dans lesquels la distribution des 
erreurs présente une courbe dont les extrémités ne tendent pas rapide-
ment vers 0 (fat-tailed distributions). En économie, certaines distribu-
tions de ce type, comme la distribution de Cauchy ou Laplace, y jouent 
un rôle important. Par conséquent, les estimateurs L\ peuvent être ap-
propriés dans ce genre de cas. Il faut de plus mentionner que, même 
si la majorité des erreurs dans le modèle suivent une distribution nor-
male, il arrive souvent qu'un petit nombre d'observations suivent une 
distribution différente. Dans ce cas, on dit que l'échantillon est con-
taminé par des valeurs aberrantes. Puisque les estimateurs L\ sont peu 
sensibles aux données aberrantes, ils sont particulièrement adaptés à ce 
genre de situations. Finalement, Appa et Smith (1973) relèvent que le 
critère d'estimation L\ intéresse particulièrement les économètres qui 
ont souvent à estimer les paramètres d'un modèle linéaire avec un nom-
bre relativement restreint d'observations. 
1.5 Conclusion 
Le but de cette introduction est de permettre au lecteur de se familiariser 
avec les problèmes rencontrés en analyse de régression. Elle permet 
également de fournir les notations qui seront utilisées ultérieurement. 
Bien que les problèmes rencontrés en analyse de régression soient 
nombreux, nous nous sommes limités à décrire ceux qui font l'objet 
de cette étude : les données aberrantes et le problème de la multi-
colinéarité. En présence de ces deux types de problèmes, l'utilisation 
de la méthode des moindres carrés, bien que largement répandue, peut 
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s'avérer nettement moins performante qu'une méthode alternative. Les 
méthodes d'estimation permettant de traiter chacun de ces problèmes 
pris séparément ont été décrites : il s'agit de l'estimation L\ et de 
l'estimation ridge. Le recours à l'une ou l'autre de ces méthodes selon 
la nature du problème envisagé est justifié par les propriétés respectives 
de ces estimateurs. Une solution élégante pour traiter ces deux types de 
problèmes serait de combiner les propriétés des estimateurs L\ et ridge. 
La recherche d'une telle solution fait également partie de cette étude 
et est présentée au Chapitre 4 consacré à la comparaison des différents 
estimateurs. La méthodologie adoptée est suivante : en premier lieu le 
comportement des estimateurs en présence de données aberrantes et du 
problème de la multicolinéarité est étudié sur la base de la simulation. 
La simulation présente en effet l'avantage de pouvoir comparer ces esti-
mateurs dans le cas où la distribution des erreurs n'est pas normale. Il 
suffit pour cela de générer certaines lois de probabilité dont on connaît 
leur capacité à produire des données aberrantes, comme par exemple 
les lois de Laplace, Cauchy, Normale contaminée. La simulation permet 
également de faire varier le degré de multicolinéarité en introduisant un 
coefficient prenant ses valeurs entre 0 et 1 permettant ainsi de passer 
du cas où il n'y a pas de multicolinéarité à celui où celle-ci est parfaite. 
Ainsi connaissant la vraie valeur des paramètres, il est possible de com-
parer les valeurs obtenues par les différentes méthodes d'estimation avec 
ces vraies valeurs. De manière à obtenir la comparaison la plus objective 
possible, différents critères de comparaison seront adoptés. 
L'étude porte également sur des données déjà étudiées dans la littéra-
ture, notamment au Chapitre 5, dans le cadre de la sélection de variables, 
ce qui permet de comparer les nouveaux résultats à ceux déjà publiés. 
CHAPITRE 2 
DECOUVERTE DES 
ESTIMATEURS L1 ET L2 
2.1 Introduction 
Le problème fondamental de trouver la meilleure équation linéaire (ou 
non linéaire) permettant d'exprimer la relation entre une variable dépen-
dante et une ou plusieurs variables indépendantes a été depuis des siècles 
le centre d'intérêt des scientifiques. Les données sont des observations 
sujettes à des erreurs aléatoires. Le choix des meilleures mesures de 
tendance centrale et de dispersion de ces observations dépend de la dis-
tribution des erreurs aléatoires. 
Si l'on suppose que les valeurs des variables indépendantes sont con-
nues exactement et que les erreurs dans les observations de la variable 
dépendante sont distribuées normalement, alors il est bien connu que 
la moyenne est la meilleure mesure de tendance centrale, l'écart-type 
la meilleure mesure de dispersion et la méthode des moindres carrés 
(estimation L%) la meilleure méthode de régression. 
Cependant d'autres hypothèses conduisent à des choix différents. 
Certains utilisateurs ont tendance à faire l'hypothèse de normalité des er-
reurs sans se préocupper des conséquences lorsque cette hypothèse n'est 
pas satisfaite. Le problème se pose en particulier lorsque les observations 
sont contaminées par des observations aberrantes provenant de distri-
butions ayant des moyennes différentes ou des variances plus grandes. 
Dans ce cas, des méthodes alternatives à celle de l'estimation L^ sont 
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plus adéquates. Parmi ces méthodes alternatives, celle de l'estimation 
L\ joue un rôle important du fait qu'elle a l'avantage d'être moins sen-
sible aux données aberrantes. La première partie de ce chapitre est 
consacrée à l'évolution chronologique de la méthode d'estimation L\ 
depuis son origine avec l'approche de Boscovich (1757) jusqu'au milieu 
du XXème siècle avec celle de Charnes, Cooper et Fergusson (1955). La 
seconde partie relate brièvement la découverte de la méthode des moin-
dres carrés, postérieure à celle de l'estimation Li, et à la controverse liée 
à sa paternité. 
2.2 L'estimation L1 (1757-1955) 
Parmi les estimateurs robustes, les estimateurs L\ ont probablement 
l'histoire la plus ancienne. En effet, Ronchetti (1987) mentionne qu'on 
en retrouve des traces dans l'oeuvre de Galilée (1632), intitulée "Di-
alogo dei massimi sistemi". Le problème était alors de déterminer la 
distance de la terre à une étoile récemment découverte à cette époque. 
C'est cependant à Boscovich (1757) que l'on reconnaît généralement 
l'introduction du critère d'estimation L\ (Harter (1974a), Ronchetti 
(1987), Dielman (1992)). 
L'un des problèmes qui excita le plus la curiosité des hommes de 
science du XVIIIème siècle fut celui de la détermination de l'ellipticité 
de la terre. C'est dans ce contexte, près d'un demi-siècle avant l'annonce 
par Legendre (1805) du principe des moindres carrés et vingt ans avant la 
naissance de Gauss en 1777, que Roger Joseph Boscovich (1757) proposa 
une procédure pour déterminer les paramètres du modèle de régression 
linéaire simple j/j = ßo + ß\Xi + e*, i = 1,...,n. Pour obtenir la droite 
y = ß0 -f ß-yx décrivant au mieux les observations, il proposa le critère 
de l'estimation L\ 
n 
rnin ] T | j/< - ß0 - ß^Xi \ 
t=i 
en imposant que la droite estimée passe par le centroïde des données 
(x; y) en ajoutant la condition 
n 
t=i 
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Boscovich justifia cette approche de la manière suivante. Le critère 
de l'estimation L\ comme étant nécessaire pour que la solution soit aussi 
proche que possible des observations, et la condition supplémentaire 
pour que les erreurs positives et négatives soient de probabilité égales. 
En effet cette condition signifie que la somme des erreurs positives et 
négatives doit être la même. De plus, elle peut se mettre sous la forme 
y-ßo-ßi* = 0. D'où 
ßo=y-ßix (2.1) 
et le problème se réduit alors à minimiser 
n 
52\(Vi-v)-ßi(xi-x)\ (2.2) 
t = i 
Par conséquent, la détermination de la "droite de Boscovich" satisfaisant 
les deux critères revient à déterminer la pente /¾ de l'équation (2.2), 
puis à évaluer l'ordonnée à l'origine /¾ par l'équation (2.1). Ce n'est 
cependant que trois ans plus tard, en 1760, que Boscovich donna une 
procédure géométrique permettant de résoudre l'équation (2.2). Cette 
procédure est décrite en détails dans un article d'Eisenhart (1961). 
Sept ans avant de s'intéresser aux estimateurs Li, Laplace (1786) 
proposa une procédure permettant d'estimer les paramètres d'un modèle 
de régression linéaire simple en se basant sur le critère L00. En d'autres 
termes, il proposa une solution pour trouver (ßo,ß{) qui minimise 
max \yi — ßo — ß\x% |= max | e, | 
l< t<n l<i<n 
Dans une publication ultérieure, Laplace (1793) proposa une procédure 
qu'il qualifie lui-même de plus simple. Cette procédure, basée sur les 
deux critères qu'avait proposé Boscovich en 1757, a l'avantage d'etre 
analytique alors que celle proposée par Boscovich était géométrique. 
L'intérêt de cette procédure analytique réside dans la facilité à obtenir les 
paramètres /¾ et ß\ lorsque le nombre d'observations augmente. Cette 
solution analytique de Laplace est élégante et mérite d'être rappelée ici. 
En adoptant les notations suivantes 
Yi = yi — y et Xi = Xi — x 
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le problème revient à trouver la valeur de ß qui minimise la fonction 
f(ß) = J2\Yi-ßXi\ (2.3) 
Notons que les valeurs Xi peuvent être supposées non nulles (Xi ^ 0) 
puisque /(/3) = J2 | Yi \ + £ | Yi — ßXi |, la première somme étant prise 
pour les Xi nuls et la seconde somme pour les Xi non nuls. Le minimum 
de la fonction / étant atteint pour la même valeur de ß que celle rendant 
la seconde somme minimale. La fonction (2.3) peut s'écrire 
f(ß) = Y, hiß) avec fi(ß) =\ Yi - ßX{ | 
Chaque fonction fi(ß) est continue, linéaire par morceaux et convexe. 
Elle est formée de deux droites avec un minimum en (•£; 0). Sa pente 
est donnée par 
Pour étudier la pente de f(ß), il s'agit d'ordonner en ordre croissant les 
rapports ^- de manière à ce que : 
* < ^ < . 
Xi X2 
. . < ^ 
-Xn 
Ceci peut toujours être fait en renumérotant les observations. Ces rap-
ports -^- seront désignés par /3(fc), k = I 1 . . . , n. 
Pour ß < /3(J), chacune des fonctions fi(ß) a une pente de — | Xi | et 
par conséquent la pente de la fonction (2.3) est donnée par 
f'(ß) = -J2\Xi\ 
i=l 
En chaque point ^ - , la pente de f(ß) augmente de 2 | Xk |, k = 1 , . . . , n. 
/(/3) étant continue, linéaire par morceaux et convexe, elle atteint son 
minimum lorsque sa pente change de signe, c'est-à-dire pour /3(r) tel que 
- £ I Xi I +2¾ I Xk |< 0 et -J2 I * I + 2 E I Xk |> 0 
t=i fc=i t=i fc=i 
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Dans le cas où 
- £ I *i I+2 £ I Xk |=0 
i = l fc=l 
la solution n'est pas unique; dans ce cas, pour toute valeur 0 telle que 
ß(r) < ß < /?(r+i)i /(/5) est minimale. Notons encore que ß = ^- est 
appelée médiane pondérée des ^ - , avec poids | Xj |. Ainsi, dans le cas 
où la droite L\ doit satisfaire le second critère de Boscovich, elle passe 
par le centroïde des données et par l'une des observations au moins. 
C'est à Gauss (1809) que l'on doit une étape importante de la ca-
ractérisation des estimateurs L\. Contrairement à Boscovich, il étudia 
la méthode consistant à minimiser la somme des erreurs en valeur ab-
solue sans la restriction que leur somme soit nulle (appliquant unique-
ment le critère 1). A cette époque, Gauss ne semblait d'ailleurs pas 
savoir que cette restriction avait été introduite par Boscovich, puisqu'il 
l 'attribue à Laplace. D'autre part, Gauss s'intéressa à l'estimation L\ 
dans un modèle de régression linéaire multiple, en cherchant le vecteur 
de paramètres (ß\,..., ßp) qui minimise 
n n 
J2 I Vi - xnßi - . . . - xipßp I= ] T I ë* I 
Il mentionna que cette méthode fournit nécessairement p résidus nuls et 
qu'elle n'utilise les autres (n — p) résidus que dans la détermination du 
choix des p résidus nuls. De plus, il mentionne que la solution obtenue 
par cette méthode n'est pas modifiée si la valeur des yi est augmentée 
ou diminuée sans que les résidus changent de signe. Gauss remarqua 
également que la méthode consistant à 
n n 
minimiser ^ J I &i I a v e c ^a restriction que ^ ?j = 0 
i=l i=l 
fournit nécessairement (p — 1) résidus nuls. Dans le cas de la régression 
linéaire simple (p = 2) traitée par Laplace avec la restriction que la 
somme des résidus soit nulle, on obtient effectivement une droite passant 
par l'une des observations, c'est-à-dire qu'un des résidus est nul. 
Bloomfield et Steiger (1983) prouvent ce résultat et indiquent qu'il 
pourrait bien être l'un des premiers en programmation linéaire, mais pas 
assez profond pour que Gauss le démontre. 
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Avec l'annonce par Legendre (1805) de la méthode des moindres 
carrés et son développement par Gauss (1809, 1823, 1828) et Laplace 
(1812) basé sur la théorie des probabilités, la méthode d'estimation 
L\ joua un rôle secondaire durant la plus grande partie du XIXeme 
siècle. Ce n'est qu'en 1887 que cette méthode refait surface grâce au 
travail d'Edgeworth. En effet, Edgeworth supprima la restriction faite 
par Boscovich que la somme des résidus soit nulle. Il présenta d'un 
point de vue géométrique une procédure générale décrite ici dans le cas 
de la régression linéaire simple (p = 2). Les n observations sont notées 
-Pi(^i; î/i)i • • • i -Pn(^n! Vn)- En posant 17¾ = 1 et en traitant P m 0 comme 
l'origine (en soustrayant Pi des autres observations), la procédure de 
Laplace peut s'appliquer. Or la droite ainsi forcée de passer par Pmo 
contiendra l'une des autres observations, disons Pmi- Traitant cette 
nouvelle observation comme l'origine, on trouve une droite passant par 
une autre observation Pm2 et ainsi de suite. Cette procédure ne re-
quiert pas plus de r = n — 1 étapes, chacune représentant le calcul 
d'une médiane pondérée, puisqu'elle se termine lorsque Pm^. = Pn^x. _2. 
Lorsque p > 2, l'algorithme , bien que plus compliqué, est analogue 
et revient à fixer (p — 1) des paramètres à estimer puis à utiliser la 
procédure de Laplace pour déterminer la valeur optimale du paramètre 
restant. Notons finalement que l'algorithme décrit ci-dessus dans le cas 
de la régression linéaire simple présente certains défauts. Par exem-
ple, il se peut que sur l'une des droites obtenues, il y ait trois observa-
tions (d'indice i\,Ì2 et Ì3) conduisant la procédure à faire un cycle de 
la façon suivante : i\ —> i2 —• 13 —» i\ . . . sans conduire pour autant à 
diminuer la somme des résidus en valeur absolue comme l'indique Spos-
ito (1976). Karst (1958) mentionne que cette procédure peut s'arrêter 
prématurément. C'est le cas lorsque par exemple la droite forcée à passer 
par Pj1 contient l'observation Pj2 et vice-versa, mais n'est pas optimale. 
Une implentation en langage Fortran de cet algorithme a été faite par 
Sadovski (1974) permettant d'éviter les problèmes décrits ci-dessus. 
Rhodes (1930) trouva la solution graphique d'Edgeworth difficile à 
appliquer en pratique. Il proposa alors une procédure itérative que l'on 
peut résumer ainsi 
1. Choisir arbitrairement p — 1 équations. 
2. Les utiliser pour éliminer les p—\ premiers paramètres du problème. 
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3. Utiliser la procédure de Laplace pour estimer le paramètre restant. 
4. Associer l'équation correspondant au point 3 à l'ensemble des p — 1 
équations. 
5. Si l'ensemble des p équations se répète p fois, on s'arrête. Sinon, 
on élimine l'équation la plus ancienne et l'on retourne au point 2. 
Cette procédure reste cependant difficile à utiliser dans des problèmes 
pratiques compte tenu des moyens de l'époque. 
C'est grâce au travail de Charnes, Cooper et Fergusson (1955) que 
l'intérêt porté aux estimateurs L\ a été le plus stimulé. Comme alter-
native à la méthode des moindres carrés, ils proposèrent l'utilisation 
de la programmation linéaire pour calculer les estimateurs L\. Le con-
texte dans lequel ils développèrent la méthode d'estimation L\ basée sur 
la programmation linéaire est économique. En effet, ils s'intéressèrent 
aux salaires à verser aux employés d'une entreprise : selon la posi-
tion hiérarchique qu'un individu occupe, son salaire correspond à un 
niveau donné, étant entendu qu'il y a un salaire minimum et maxi-
mum. Cependant, d'autres facteurs peuvent influencer la performance 
des employés dans leur travail. Les facteurs retenus sont ici au nom-
bre de neuf et correspondent respectivement à l'efficacité à travailler 
avec les autres, l'acceptation de responsabilités, l'initiative, l'expérience, 
le niveau d'éducation, la capacité à s'exprimer, l 'aptitude à planifier, 
l 'aptitude mentale et l 'aptitude à exécuter les tâches. En procédant à 
des auditions soigneusement préparées et en faisant passer des tests au 
personnel de l'entreprise, des points (entre 0 et 5) ont été distribués 
pour chacun des neuf facteurs. Les salaires étant exprimés comme com-
binaison linéaire de ces facteurs, le but était de minimiser la somme 
des déviations en valeur absolue entre les niveaux de salaire selon la 
hiérarchie et les salaires estimés en fonction des neuf facteurs pouvant 
influencer la performance des employés. Pour résoudre ce problème, 
Charnes, Cooper et Fergusson (1955) ont montré que le problème de 
régression linéaire multiple basé sur la norme L\ peut se mettre sous 
la forme d'un problème de programmation linéaire; pour cela, ils con-
sidèrent les résidus comme la différence de deux variables non négatives. 
En posant e^  = U{ — Vi, où Uj, V{ > 0 représentent les déviations positives 
et négatives respectivement, le problème devient 
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n 
minimiser ^ ( u < + ^t) 
S C
- J2 PiXii +Ui-Vi=Vi 
3=1 
et Mj, Vi > 0, i = I 1 . . . , n. 
où / 3 i , . . . , ßp sont sans restriction de signe. Ainsi, le problème de régres-
sion linéaire multiple basé sur la norme L\ peut être formulé comme un 
problème de programmation linéaire avec 2n + p variables et n con-
traintes. Cette formulation du problème correspond à la forme primale 
et a pu être résolu en utilisant la méthode du simplexe. Cependant, il a 
rapidement été reconnu que la structure de ce type de problème pouvait 
être prise en compte pour améliorer la performance des algorithmes. En 
effet, Wagner (1959) proposa une formulation de ce problème basée sur 
le dual, ce qui permit à Barrodale et Young (1966) de mettre au point 
un algorithme relativement rapide. Par la suite, de nombreuses publi-
cations furent consacrées à l'élaboration d'algorithmes de plus en plus 
performants, dont le développement sera repris dans le chapitre suivant. 
2.3 La découverte de l'estimation Li 
La découverte de l'estimation Li (méthode des moindres carrés) mérite 
d'être rappelée ici puisqu'elle fut à l'origine de l'une des plus grandes 
disputes dans l'histoire de la statistique. Adrien Marie Legendre (1805) 
publia le premier la méthode des moindres carrés. Il donna une expli-
cation claire de la méthode en donnant les équations normales et en 
fournissant un exemple numérique. 
Selon Stigler (1981), Robert Adrain, un américain, publia la méthode 
vers la fin de l'année 1808 ou au début de l'année 1809. Selon Stigler 
(1977, 1978), il se pourrait que Robert Adrain ait "découvert" cette 
méthode dans l'ouvrage de Legendre (1805). Cependant, quatre ans 
après la publication de Legendre, Gauss (1809) a le courage de réclamer 
la paternité de la méthode des moindres carrés, en prétendant l'avoir 
utilisée depuis 1795. La revendication de Gauss déclencha l'une des plus 
grandes disputes scientifiques dont les détails sont présentés et résumés 
dans un article de Plackett (1972). 
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Bien que le doute subsiste, plusieurs faits troublants semblent indi-
quer que Gauss a effectivement utilisé la méthode des moindres carrés 
avant 1805. En particulier, Gauss prétend qu'il a parlé de cette méthode 
à certains astronomes (Olbers, Lindenau et von Zach) avant 1805. De 
plus, dans une lettre de Gauss datant de 1799, il est fait mention de 
"ma méthode", sans qu'un nom y soit donné. Il semble difficile de ne 
pas le croire, vu l'extraordinaire compétence reconnue à Gauss comme 
mathématicien. 
Il reste cependant une question très importante : quelle importance 
attachait Gauss à cette découverte ? La réponse pourrait être que Gauss, 
bien que jugeant cette méthode utile, n 'a pas réussi à communiquer son 
importance à ses contemporains avant 1809. En effet, dans sa pub-
lication de 1809, Gauss est allé bien plus loin que Legendre dans ses 
développements autant conceptuels que techniques. C'est dans cet ar-
ticle qu'il lie la méthode des moindres carrés à la loi normale (Gaussi-
enne) des erreurs. Il propose également un algorithme pour le calcul des 
estimateurs. Son travail a d'ailleurs été discuté par plusieurs auteurs 
comme Seal (1967), Eisenhart (1968), Goldstine (1977), Sprott (1978) 
et Sheynin (1979). 
Gauss a certainement été le plus grand mathématicien de cette époque, 
mais c'est Legendre qui a cristallisé l'idée de la méthode des moindres 
carrés sous une forme compréhensible par ses contemporains. 
CHAPITRE 3 
METHODES DE CALCUL 
DES ESTIMATEURS X1 
3.1 Introduction 
Depuis la publication de l'article de Chaînes, Cooper et Ferguson (1955), 
dans lequel ils ont montré que l'algorithme du simplexe pouvait être 
utilisé pour le calcul des estimateurs L\, ces derniers ont connu un re-
gain d'intérêt considérable. Les algorithmes permettant d'obtenir les 
estimateurs L1 seront abordés dans ce chapitre. Es se scindent en deux 
catégories générales : 
• les algorithmes basés sur la programmation linéaire 
• les algorithmes basés sur la méthode de descente. 
Les algorithmes basés sur la programmation linéaire sont décrits dans 
le prochain paragraphe dans le cadre de l'estimation L\, en supposant 
la méthode du simplexe connue du lecteur. Ils sont ensuite illustrés 
par celui de Barrodale et Roberts, puisqu'il est représentatif de ce type 
d'algorithmes. Nous illustrerons les algorithmes basés sur la méthode de 
descente par l'algorithme de Wesolowsky. De nombreux algorithmes ont 
été élaborés dans le domaine des méthodes de calcul des estimateurs L\. 
Nous consacrerons également un paragraphe au choix de l'algorithme le 
plus rapide. 
24 3. METHODE DE CALCUL DES ESTIMATEURS L1 
3.2 Algorithmes de programmation linéaire 
Le calcul des estimateurs L\ s'est vu considérablement facilité à partir 
de la seconde moitié de ce siècle. En effet, grâce au développement de 
la programmation linéaire et surtout à la reconnaissance du problème 
d'estimation L\ comme problème de programmation linéaire, des progrès 
considérables ont pu être réalisés dans ce domaine. La majorité des 
développements algorithmiques récents sont basés sur la programma-
tion linéaire qui présente le double avantage de la rapidité d'algorithmes 
spécialement conçus pour calculer ces estimateurs ainsi que de la pos-
sibilité d'obtenir toutes les solutions du problème lorsque le vecteur de 
paramètres n'est pas unique. De plus, les techniques de postoptimalité 
et les résultats sur la stabilité pour la programmation linéaire peuvent 
être appliqués aux estimateurs L\. Il est ainsi possible de caractériser 
les effets de changements dans les données sur ces estimateurs, comme 
l'ont proposé Arthanari et Dodge (1993), approche reprise et développée 
par Dupacova (1992). 
En principe, la paternité de la reconnaissance du problème d'estima-
tion L\ comme problème de programmation linéaire revient à Charnes, 
Cooper et Ferguson (1955). Cependant, Bloomfield et Steiger (1980) 
mentionnent que Harris (1950) l'a également observé mais ne citent pas 
l'article de Charnes, Cooper et Ferguson de 1955 qui est pourtant de 
très loin la référence la plus souvent donnée. Toujours est-il que cette 
nouvelle formulation a été l'un des tournants majeurs dans le calcul 
des estimateurs L\. Par la suite et jusqu'à aujourd'hui, de nombreux 
auteurs se sont penchés sur l'amélioration des algorithmes basés sur la 
programmation linéaire. Les algorithmes les plus performants ont été 
comparés et les résultats obtenus figurent dans le paragraphe consacré 
au choix de l'algorithme le plus rapide. 
Voyons à présent comment le problème de l'estimation L\ peut se 
mettre sous la forme d'un problème de programmation linéaire. Rap-
pelons qu'il s'agit de trouver le vecteur de paramètres (/¾,... ,ßp) qui 
minimise X! I e» l> o u Vi — Yi,ßjxii + e», i = 1, . . . ,n. Posons 
ei = pi-rii ,i = l,...,n 
où Pi et ni représentent les déviations positives et négatives respective-
ment. Il sont appelés résidus complémentaires puisque si e, > 0 alors 
pi = a et ni = 0, sinon pi = 0 et ru = —ej. Posons également 
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Tableau 3.1: Tableau initial du simplexe pour l'estimation L\. 
ßj = 7rj ~Vj . 3 = I . - - - .P 
où 7Tj et r\j sont des paramètres complémentaires, c'est-à-dire si ßj > 0 
alors TTj = ßj et 77j = 0 , sinon TTJ — 0 et r\j = —ßj. Dès lors le problème 
peut être exprimé comme un problème de programmation linéaire 
n 
minimiser z = /"^(Pt + Mt) 
i = l 
P 
s.c. ^ (7Tj - 77,)¾ +pi-ni = yi ,i = l,...,n 
J=I 
Pt1Mi > 0 , i = l , . . . , n 
Tj ,¾ > 0 , J = l , . . . , p . 
Le tableau initial du simplexe correspondant à ce problème est in-
diqué dans le tableau (3.1). Le nom des colonnes dans ce tableau corre-
spond aux notations introduites pour l'estimation L\ et le vecteur des 
variables de base est noté R ß . Dans la pratique, le tableau .(3..1) est 
présenté (respectivement implanté sur ordinateur) sous sa forme con-
densée, avec seulement (p + 1) colonnes, R # et -Kj, j = 1,... ,p, comme 
indiqué dans le tableau (3.2). 
La mémorisation de ces (p + 1) vecteurs est suffisante pour appliquer 
l'algorithme du simplexe puisque 









-E i / i 
7T1 . . . 7Tp 
x n . . . x\p 
Xl\ . . . X2P 
Xn ] . . . Xnp 
—
 2-1 xii • • • — ^J 3 ^P 
Tableau 3.2: Tableau initial du simplexe sous sa forme condensée. 
Pt+nj= 0 , i = 1, . . . ,n 
Tj+»7,= 0 , J = !.•••.P-
De plus, en notant par z(pi), ^ 0¾), Z{TTJ) et Z(TJJ) les valeurs des termes 
(ZJ — Cj) correspondants, les relations suivantes sont satisfaites 
z(pi)+z(iii) = 2 ,i = l,...,n 
z(irj)+z(rij) = 0 , j = l , . . . , p . 
Il est ainsi possible à chaque itération de la méthode du simplexe 
de déduire les quantités éliminées à partir de celles mémorisées. Finale-
ment, mentionnons que si l'un des termes m est négatif dans le tableau 
du simplexe initial (ou l'un des termes Rßi dans le tableau correspon-
dant à l'une des itérations), la restriction de non-négativité imposée 
aux éléments RBÌ dans l'algorithme du simplexe peut être satisfaite en 
changeant de signe tous les éléments de la ligne i et en remplaçant la 
variable de base par son complémentaire hors base. 
Voyons à présent comment fonctionne cette méthode sur un exemple 
en prenant le modèle de régression linéaire simple : j/j = ßo + ßiXi + Ei et 
les données (2¾;^) : (1;1),J2;1) J3;2), (4;3) et (5;2). Le but est de trou-
ver les deux paramètres /¾ et ß\ obtenus par la méthode d'estimation 
L\. En utilisant les notations introduites ci-dessus, le problème s'écrit 
de la manière suivante 
minimiser ^ ( p » +1 
t=i 





























Tableau 3.3: Tableau condensé initial du simplexe (* pivot). 
S.C. (7T] - TJi) + (7T2 - T/2)Xj +Pi-IH = yi , i = 1, . . . , 5 
Pt,ru > 0 , i = 1 , . . . ,5 
TTj1Vj >0 ,j = l,2. 
Résolvons ce problème avec la méthode du simplexe en faisant les 
calculs sur les tableaux condensés. Le tableau initial est représenté dans 
le tableau (3.3). 
A l'aide du critère d'entrée et de sortie, nous trouvons l'élément pivot 
qui est indiqué dans le tableau du simplexe condensé. Nous pouvons dès 
lors calculer l'itération suivante qui figure dans le tableau (3.4). Comme 
il reste un (ZJ—CJ) < 0, nous calculons l'itération suivante en échangeant 
cette fois le vecteur p 2 contre le vecteur 7Tj. Le nouveau tableau figure 
dans le tableau (3.5). A noter que dans le tableau (3.5), le vecteur 
ri2 remplace le vecteur p 2 . Ceci provient du fait que .z(p2) — 10/3 et 
donc z(n2) = —4/3 puisque 2(p2) + -z(n2) = 2. Seul le vecteur pour 
lequel {ZJ — Cj) est négatif apparaît dans le tableau. Finalement, il 
reste une itération pour obtenir une solution optimale. Le tableau (3.6) 
correspond à cette itération. Comme il n'y a plus de (ZJ — Cj) < 0 
dans le tableau (3.6), la solution est optimale. Le fait que l'un des 
(ZJ — Cj) = 0 indique que la solution peut ne pas être unique. Dans ce 
cas, il est possible de procéder à une nouvelle itération qui ne changera 
pas la valeur de la fonction objectif mais qui fournit d'autres paramètres. 
Dans notre cas, la solution optimale est donnée par /¾ = 3/4 et ß\ = 1/4. 
L'équation de la droite L\ est donc : y = 3/4 + l/4a;. Graphiquement, 
ces trois itérations correspondent à la recherche d'une droite qui rend la 
somme des déviations en valeur absolue plus petite à chaque itération. 
28 3. METHODE DE CALCUL DES ESTIMATEURS L1 
Après la première itération, la droite passe par l'origine et l'observation 
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- 2 / 3 
- 1 / 3 
- 2 / 3 
1/3 
5/3 
Tableau 3.5: Tableau du simplexe après la deuxième itération (* pivot). 
Après la deuxième itération, la droite passe par les observations 2 et 
5 et après la troisième itération la droite passe par les observations 1 et 
5. Cette dernière droite est la droite L\ et la somme des déviations en 
valeur absolue vaut 2. A noter qu'en procédant à une nouvelle itération, 
les paramètres trouvés auraient été : /¾ = 1/2 et ß\ = 1/2. En refaisant 
une itération, on retombe sur les paramètres trouvés initialement. Ainsi, 
dans cet exemple, il y a deux droites L1 extrêmes. 
3.3 L'algorithme de Barrodale et Roberts 
L'algorithme du simplexe pour résoudre le problème de l'estimation L1 
décrit dans la section précédente n'est pas optimal du point de vue de 
sa vitesse. Barrodale et Roberts (1973) ont proposé une modification 
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de cet algorithme permettant de réduire considérablement le nombre 
d'itérations. Encore aujourd'hui, l'algorithme implanté dans la plupart 
des logiciels permettant de calculer ces estimateurs est celui de Barrodale 
et Roberts. Pour illustrer cet algorithme, nous décrivons tout d'abord 
les modifications à apporter à l'algorithme usuel du simplexe, puis nous 
appliquerons cet algorithme à l'exemple de la section précédente. 
Par rapport à l'algorithme usuel du simplexe, les modifications de 
l'algorithme de Barrodale et Roberts sont les suivantes. L'algorithme 
se décompose en deux parties. La première consiste à ne faire entrer 
dans la base que les vecteurs -Kj (ou 77^ ) selon le critère usuel de la 
méthode du simplexe. Cette première partie comprend au maximum p 
étapes (correspondant au nombre de paramètres). La seconde partie de 
l'algorithme consiste à ne faire entrer que les vecteurs Pt (ou n,) dans 
la base. Ici encore le critère d'entrée reste classique. 
La modification essentielle qui s'applique aux deux parties de l'algo-
rithme réside dans le critère de sortie de la base. Dans les deux cas, le 
vecteur qui doit quitter la base est choisi parmi les vecteurs de base pi et 
nj en sélectionnant le vecteur qui améliore le plus la valeur de la fonction 
objectif. La règle classique pour déterminer le vecteur qui doit quitter la 
base est modifiée de la manière suivante : on commence par appliquer 
la règle classique pour déterminer la ligne pivot parmi les vecteurs de 
base p» et rit. Si, en additionnant deux fois la valeur du pivot à la 
valeur (ZJ — Cj) de la colonne pivot, on obtient un résultat non négatif 
alors on procède à une transformation du tableau (itération). Sinon on 
additionne deux fois la ligne pivot à la ligne des (ZJ — Cj), on multiplie la 
ligne pivot par -1 et on remplace le vecteur pi (ou nj) correspondant à la 
ligne pivot par son complémentaire in (ou p;) . Cette opération permet 
d'améliorer la fonction objectif tout en gardant une solution réalisable de 
base et sans procéder à une itération. On répète cette procédure jusqu'à 
l'obtention d'un pivot qui ne peut plus être rejeté et l'on procède à une 
transformation classique du simplexe. 
Appliquons à présent l'algorithme de Barrodale et Roberts à l'exemple 
de là sèctiòrì précédente. Le tableau initial du simplexe figure dans le 
tableau (3.7). Le pivot classique du simplexe est (5*). Bh additionnant 
deux fois cette ligne pivot à la dernière, on trouve Zj — Cj -o ~o -0 
La valeur (ZJ — C7) correspondant à la colonne pivot étant strictement 
négative (-5), on ne procède pas à une itération mais on multiplie la ein-
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quième ligne par -1 et on remplace le vecteur ps par 115. Il s'agit dès lors 
de trouver le pivot suivant qui est (2**). La dernière ligne devient ainsi 
Zj — Cj -3 -1 -1 . Ici encore la valeur de (ZJ — Cj) correspondant 
à la colonne pivot est strictement négative (-1). On multiplie donc la 
deuxième ligne par -1 et on remplace P2 par 112. La recherche du nouveau 
pivot conduit à (3***). Dans ce cas, la valeur (¾ — Cj) correspondant à 
la colonne pivot devient positive (5). On procède par conséquent à une 
itération de la méthode du simplexe avec ce pivot, en faisant entrer -K^ 
dans la base à la place de P3. On obtient ainsi le tableau (3.8) après la 
première itération. 
Dans ce nouveau tableau, la recherche du pivot classique fournit 
(2/3*). En additionnant deux fois cette valeur au(z,— Cj) correspondant, 
on trouve une valeur positive (2/3). On effectue donc une itération 
directement avec ce pivot. Le résultat est indiqué dans le tableau (3.9) 
qui correspond à une solution optimale. Dans cet exemple, la deuxième 
partie de l'algorithme (introduction des vecteurs pj ou ru dans la base) 
n'est pas nécessaire puisqu'à la fin de la première partie on trouve une 
solution optimale. A noter que la solution optimale trouvée correspond 
à la deuxième droite L\ extrême, c'est-à-dire : y = 1/2 4- l / 2 x . 
3.4 Algorithmes de descente 
Contrairement à la méthode basée sur l'algorithme du simplexe, le pro-
blème d'estimation L\ peut être résolu par une méthode dite de descente. 
Ce terme provient du fait que la fonction objectif à minimiser est formée 
d'arêtes. La méthode consiste alors à descendre le long de ces arêtes pour 
finalement atteindre le minimum. Dans cette section, deux algorithmes 
seront présentés. L'un permettant de résoudre le problème de régression 
linéaire simple et l 'autre celui de la régression linéaire multiple. Ces deux 
algorithmes sont dus à Wesolowsky (1981). Comme pour les algorithmes 
basés sur la programmation linéaire, les algorithmes de descente sont 
nombreux mais pas tous efficaces du point de vue du temps de calcul. 
Les deux algorithmes présentés ici ont l'avantage d'être relativement 
rapides et simples puisque les règles de "descente" se ramènent à une 
optimisation univariée dont nous avons déjà parlé dans l'historique de 
l'estimation L j . 
Voyons à présent l'algorithme de descente permettant de résoudre le 
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Tableau 3.8: Tableau du simplexe après une itération (* pivot). 
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base 



























Tableau 3.9: Tableau du simplexe après deux itérations (solution opti-
male) . 
problème de l'estimation L\ dans le cas du modèle de régression linéaire 
simple. Le problème d'optimisation est le suivant 
n 
minimiser y ^ | y, - ßo — ß\Xj \ 
i=l 
Considérons l'un des termes de cette somme : Zj =\ yj — ßo — ß\Xj \. 
Dans le plan (ßo, /¾), on a 
zi = Vi - ßo~ ßi%j si ßo < Vj - ß\Xj 
et Zj = - ( ¾ - ß0 - ßiXj) si ßo > yj - ßiXj 
ü s'agit donc de deux plans se rejoignant le long d'une arête dont la 
projection est ßo = yj — ß\Xj. Ainsi un point (xj,yj) correspond à une 
arête. La surface est donc formée de morceaux de plans avec des arêtes 
dont la projection sur le plan (/¾,/¾) sont les droites ßo = yj — ß\Xj. 
Comme la fonction objectif est convexe, le minimum doit se trouver non 
seulement sur une arête mais à l'intersection d'au moins deux arêtes. Si 
l'on peut trouver le point minimum le long de chaque arête, on peut se 
déplacer le long des arêtes pour atteindre le point minimum (qui n'est 
pas forcément unique) qui est garanti par la convexité de la fonction 
objectif. 
Il reste à trouver le minimum le long d'une arête. Supposons qu'une 
arête est définie par le point (xj\yj). Alors 
ßo = Vj - ß\Xj 
ou /¾ = yj/xj - ßo/xj 
3.4. Algorithmes de descente 33 
En substituant cette dernière expression dans la fonction objectif à mi-
nimiser, le problème devient 
n 
minimiser J Z | 1 — XÌ/XJ 
Xj1 ^=X j 
Ce problème est connu puisqu'il s'agit de la recherche de la médiane 
pondérée. En effet, il s'agit de résoudre un problème du type 
n 
minimiser Y", wi I ai ~ t I 
par rapport à t, où ai sont des constantes positives ou négatives et IÜ* des 
constantes positives. Rappelons que la solution de ce problème, notée t, 
s'obtient en ordonnant les constantes au\ en ordre croissant. Les poids 
W(J) représentent les poids ordonnés correspondants. On trouve t = a^, 
où j est l'indice pour lequel les deux inégalités suivantes sont respectées 
j n j—l n 
X>(o ^ J2 wd)et Y, w(i) < E w w 
L'algorithme permettant d'obtenir /¾ et ß\ est décrit ci-dessous. 
E t a p e 1: Poser k = 1. Choisir les valeurs initiales /¾ et ß\'. Un 
choix possible est la valeur des paramètres obtenus par la méthode des 
moindres carrés. Choisir l'indice j pour lequel | yj — /¾ — ß\Xj \ est 
minimum. 
E t a p e 2: Poser k = k + 1. Résoudre le problème (3.1) de médiane 
pondérée en retenant l'indice i pour lequel le terme (¾ — yjXi/xj)/(l — 
Xi/Xj) est la médiane pondérée. 
E t a p e 3 : a) Si / $ ° - ß^~l) = 0 et k > 3, passer à l'étape 4. Sinon 
poser j = i et retourner à l 'étape 2. 
b) Si /JQ — /¾ jt O, poser j = i et retourner à l'étape 2. 
E t a p e 4: Les estimateurs L\ sont donnés par 
ß0 = ß(k)etß1=yj/xj-ß(k)/xj 
Vi yj-EjjXj 
Xi]Xj -ß0 (3.1) 
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Voyons à présent l'algorithme de descente dans le cas de la régression 
multiple. Le problème est le suivant 
minimiser ^ I | j/< - ßixu ~ ß*xK - . . . - ßpXpi 
t = i 
où Xn = 1,Vl Considérons un ensemble de p points (x{-, 
choisis de telle manière que le système d'équations 
y{ = ß1xIn+ß2xI21+...+ßpxpl 
(3.2) 
>xpj>yj> 
yp[=ß1x{p + ß2xI2p + ...+ßpxIp pp 
possède une solution unique. Ici, une "arête" est formée de tout sous-
ensemble J formant p—1 équations. Pour obtenir une méthode d'optimi-
sation le long d'une arête, posons 
A \ 
ßp/ 
, Y 7 = 
fy{\ 
\yP J 





et Y , 
/ vi 
V 4-1 
X , = 
/ xd 
\ x l , p - l 
6 P l 
Sp1P-I / 
Soit Bg le vecteur B dans lequel /¾ a été supprimé, Xg la colonne 0 dans 
Xj et XjS la nouvelle matrice obtenue de Xj en supprimant Xg. Dans 
ce cas, pour /¾ donné, on a 
Be = XJfl Yj — ßeXjg Xe. 
Notons les éléments de B^ par 
ßm = rm- smße ,rn^p (3.3) 
En substituant (3.3) dans (3.2), on obtient le problème suivant 
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minimiser ^ | xei - ^ 
2/i 2-/ ^m^TTlt 




avec X9J ^ V 
Le problème (3.4) n'est rien d'autre qu'un problème de médiane pondérée! 
Celle-ci est obtenue pour l'un des indices i dans (3.4). Si cet indice 
n'apparaît pas dans l'ensemble des indices J , alors l'équation correspon-
dante entre dans le système d'équations tandis que l'une des équations 
est éliminée. On obtient ainsi une nouvelle arête. A noter qu'il y a 
(p — 1) arêtes possibles et l'on choisit celle qui améliore le plus la fonc-
tion objectif. Le minimum est atteint lorsqu'aucune arête ne permet 
d'améliorer la fonction objectif. 
Pour terminer cette section sur les algorithmes de descente, nous 
décrivons l'algorithme permettant de résoudre le problème de l'estimation 
L\ dans le cas de la régression multiple. 
E t a p e 1: Poser k = 1 et Z = 0. Choisir /¾,/¾) • • • >ßp P a r exemple par 
la méthode des moindres carrés. Soit / W = {j j ^ 1 . . . , j£ •*} un ensemble 
de p indices correspondants à p points choisis séquentiellement de la 
manière suivante. Le point avec le plus petit résidu au carré est choisi 





C 2 j p 
PJi 
r ( 1 ) 
ZP3p 
\ 
est non-singulière. Trouver ßm pour m = 1 , . . . ,p en résolvant 
Y ^ = X ^ B . Poser K*) = {j{k\ ... , # > } et J = { j f , . . . , # " } . 
E t a p e 2: Poser k = k + 1 . Obtenir /¾ (avec le plus petit 6) eh résolvant 
(3.4). Poser /¾ ' = /¾. Soit i l'indice qui définit la médiane pondérée. 
E t a p e 3 : a) Si /Sg — /3g = 0 et l > p, passer à l'étape 4. Sinon 
36 3. METHODE DE CALCUL DES ESTIMATEURS X1 
poser I = {jik 1 J , . . . , j$ f c - 1 ) , t}, l = l + 1 et /$> = /$=_1) pour tout m; 
passer à l'étape 2. 
b) Si /$fc) - / ? ^ - 1 ) ^ 0, poser 2 = 0. Calculer ß$ pour m # Ö. Poser 
I^ = O2 1 • • • 1 Jp V'} e t retourner à l'étape 2. 
E tape 4: Calculer /%/ pour m ^ 6. Les estimateurs Li s'obtiennent en 
posant Â = £<*>,& = $ \ . . . , & = ßf]'. 
3.5 Choix de l'algorithme le plus rapide 
Comme le montre la section précédente, de nombreux algorithmes ont 
été développés pour résoudre le problème de l'estimation L\ en régression 
linéaire. Cependant, certains algorithmes sont plus efficaces que d'autres 
du point de vue du temps de calcul. Des études ont été menées pour 
déterminer l'algorithme le plus rapide, notamment par Dielman et Pfaf-
fenberger (1984), Gentle, Narula et Sposito (1987) et Müller (1992) 
qui confirme les résultats obtenus dans l'étude de Dielman et Pfaffen-
berger. Dans ces différentes études, la distinction entre les problèmes de 
régression linéaire simple et multiple a été faite. En effet, certains algo-
rithmes n'ont été élaborés que pour résoudre les problèmes de régression 
linéaire simple. 
Dans l'étude de Dielman et Pfaffenberger, cinq algorithmes ont été 
retenus pour le cas de la régression simple. Il s'agit des algorithmes de 
Barrodale et Roberts (1974), Armstrong et Kung (1978), Abdelmalek 
(1980a), Wesolowsky (1981) et Klingman et Mote (1982). Ces algo-
rithmes sont notés respectivement : (BR), (AK), (A), (Wl) et (KM). 
L'efficacité du point de vue du temps de calcul est mesurée par le rap-
port du temps CPU total de deux algorithmes. Ainsi, l'algorithme (A) 
est 86.7% aussi efficace que celui de (BR), ceci en résolvant 7 problèmes 
différents et en faisant varier le nombre n d'observations. L'algorithme 
(Wl) a été comparé à celui de (AK) en générant aléatoirement 25 
problèmes de taille différente. L'efficacité de l'algorithme (AK) par rap-
port à l'algorithme (Wl) dépend fortement du nombre d'observations. 
Les résultats figurent dans le tableau (3.10). 
Ainsi l'algorithme (Wl) devient plus efficace que (AK) lorsque le nombre 
d'observations augmente. Les algorithmes (KM) et (AK) ont aussi été 
comparés en fonction du nombre d'observations. L'efficacité de (AK) 











Tableau 3.10: Efficacité de l'algorithme (AK) par rapport à (Wl) . 










Tableau 3.11: Efficacité de l'algorithme (AK) par rapport à (KM). 
En résumé, Dielman et Pfaffenberger recommandent l'algorithme 
(Wl) lorsque n < 50. Lorsque n > 50, ils préconisent soit l'algorithme 
(AK) soit (KM). Ils précisent que dans tous les cas, les temps pour 
obtenir les paramètres estimés sont très raisonnables (moins de 2 secon-
des dans la plupart des cas). 
Pour le cas de la régression multiple, les quatre algorithmes suivants 
ont été retenus parce qu'ils ne posaient pas de problème de conver-
gence et que le temps CPU pour obtenir les paramètres estimés était 
raisonnable; il s'agit des algorithmes de Barrodale et Roberts (1974), 
Armstrong, Frome et Kung (1979), Bloomfield et Steiger (1980) et Weso-
lowsky (1981), les deux derniers étant des algorithmes de descente. Ces 
algorithmes sont notés respectivement : (BR), (AFK), (BS) et (W2). 
L'algorithme (AFK) a été comparé à celui de (BR) pour différentes 
valeurs de n et en faisant varier le nombre p de paramètres. Le tableau 
(3.12) donne l'efficacité de l'algorithme (BR) par rapport à celui de 
(AFK) selon le nombre de paramètres à estimer. 
H semble donc que l'algorithme (AFK) soit plus efficace (environ 
deux fois plus rapide) lorsque le nombre d'observations est relativement 
élevé même si l'efficacité est moins importante lorsque le nombre de 









Tableau 3.12: Efficacité de l'algorithme (BR) par rapport à (AFK). 
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(AFK) pour différentes valeurs de n et de p. Pour chaque comparai-
son, 25 problèmes ont été générés aléatoirement et le temps moyen CPU 
calculé. L'efficacité de l'algorithme (AFK) par rapport à (W2) figure 











Tableau 3.13: Efficacité de l'algorithme (AFK) par rapport à (W2). 
L'algorithme (W2) semble plus rapide que celui de (AFK) jusqu'à 
p = 4, ensuite (AFK) l'emporte facilement sur (W2). Finalement, 
l'algorithme (BS) a été comparé à celui de (BR). Pour chaque combi-
naison de n et p, dix ensembles de données ont été générés. L'efficacité 
de l'algorithme (BR) par rapport à (BS) a été calculée en fonction du 











Tableau 3.14: Efficacité de l'algorithme (BR) par rapport à (BS). 
L'algorithme (BS) est clairement plus rapide que (BR) pour des 
valeurs de n relativement grandes (n > 1000). Puisque la comparai-
son de l'algorithme (AFK) et (BR) ne s'est faite que pour p = 5,10,15 
et 20, il n'est pas possible de comparer l'efficacité de (AFK) à celle de 
(BS). Cependant, puisque (AFK) résout les problèmes L\ environ deux 
fois plus vite que (BR), il est raisonnable de supposer que (AFK) est 
plus rapide que (BS) pour n relativement petit (n < 200) et aussi rapide 
que (BS) pour n > 200. En résumé, l'algorithme (W2) semble être le 
plus performant si p < 4. Si le nombre d'observations est très grand 
(n > 2000), l'algorithme (BS) peut être préférable. L'algorithme (AFK) 
est certainement le plus efficace lorsque p > 5. Dans l'étude de Gen-
tle, Narula et Sposito (1987), les résultats comparatifs sont semblables. 
Hs indiquent que les algorithmes spécialement conçus pour résoudre 
les problèmes de régression linéaire simple n'offrent pas d'avantages 
supplémentaires par rapport à ceux développés pour la régression mul-
tiple. us mentionnent également que pour des problèmes dans lesquels 
le nombre d'observations est relativement faible, le choix devrait se faire 
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entre les algorithmes (AFK) et (BS). A noter que l'algorithme (W2) ne 
faisait pas partie de l'étude, us concluent en indiquant que l'algorithme 
(AFK) semble être le meilleur. 
3.6 Conclusion 
Les méthodes de calcul des estimateurs L\ ont été présentées dans ce 
chapitre. Certains algorithmes comme celui de Barrodale et Roberts per-
mettent de résoudre efficacement ce type de problèmes. Il nous a paru 
important de faire figurer cet algorithme dans ce chapitre puisqu'il est 
encore largement utilisé dans les logiciels statistiques les plus répandus. 
Outre les algorithmes basés sur la programmation linéaire, il existe une 
deuxième catégorie d'algorithmes basés sur les méthodes de descente. 
Nous avons retenu l'algorithme de Wesolowsky, l'un des plus rapides de 
sa catégorie. Finalement, la dernière partie de ce chapitre a été consacrée 
au choix de l'algorithme le plus rapide en indiquant les études réalisées 
pour comparer l'efficacité des algorithmes les plus importants. Bien que 
certains algorithmes soient plus performants que d'autres, leur efficacité 
dépend du nombre n d'observations ainsi que du nombre p de paramètres 
à estimer. Il semble qu'aucun algorithme soit le plus efficace dans tous 
les cas. L'extraordinaire développement de l'informatique (vitesse et 
puissance de calcul) permet aujourd'hui de résoudre le problème de 
l'estimation L\ rapidement. D'un point de vue pratique, l'obtention 
des paramètres estimés par la méthode L\ est presque aussi rapide que 
par celle des moindres carrés (pas de temps d'attente pour l'utilisateur). 
Si le problème du temps de calcul était primordial il y a quelques années, 
il tend aujourd'hui à s'estomper du fait de la vitesse accrue des ordina-
teurs actuels, même si dans certains cas comme la simulation, la rapidité 






Ce chapitre est consacré à l'étude de l'impact des deux problèmes de 
la multicolinéarité et des données aberrantes sur différents estimateurs. 
Nous évoquerons dans un premier temps les problèmes liés aux données 
aberrantes puis ceux liés à la multicolinéarité. Comme l'estimateur L\ 
est une alternative possible à l'estimateur Li en présence de données 
aberrantes et l 'estimateur ridge une alternative en présence du problème 
de la multicolinéarité, il est naturel d'espérer qu'une combinaison des 
estimateurs L\ et ridge se comporte mieux lorsque les deux problèmes 
surviennent simultanément. Nous étudierons donc un cas particulier 
des ridge M-estimateurs pour construire un estimateur Li-ridge. Le 
paragraphe suivant sera consacré aux propriétés de ce nouvel estimateur. 
Notre intérêt portant essentiellement sur les paramètres estimés par 
différentes méthodes, nous discuterons des critères de comparaison de 
ces estimateurs. Grâce à la simulation qui nous permet de connaître les 
vraies valeurs des paramètres, nous pourrons étudier le comportement 
des estimateurs L\, Li et ridge en présence du problème des données 
aberrantes. Pour simuler les données aberrantes, nous générerons les 
erreurs selon différentes lois dont on connaît leur capacité à produire 
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des données aberrantes. Il s'agit en fait de distributions non normales 
des erreurs comme la distribution de Laplace ou celle de Cauchy. Nous 
étudierons ensuite le comportement de ces estimateurs en présence du 
problème de la multicolinéarité. Ici aussi, grâce à la simulation, il est 
possible de créer artificiellement ce problème en générant des variables 
explicatives dont la corrélation est connue à l'avance. 
Une part importante de ce chapitre sera consacrée à l'étude de l'esti-
mateur Lj-ridge. Nous avons procédé dans un premier temps à une 
étude préliminaire permettant de le comparer à certains estimateurs 
reconnus pour leur bon comportement en présence de l'un ou l 'autre 
des problèmes envisagés. Finalement, dans une étude plus approfondie, 
le comportement de l'estimateur Li-ridge est comparé à celui des es-
timateurs Li, Li et ridge pour différents degrés de multicolinéarité et 
différentes distributions d'erreurs. 
4.2 Problèmes liés aux données aberrantes 
Une hypothèse importante faite en analyse de régression est que le 
modèle est approprié pour toutes les observations. Or, dans la pra-
tique, il n'est pas rare qu'une (ou plusieurs) observation(s) possèdent 
une valeur de la variable dépendante qui ne corresponde pas au modèle 
adapté à la plupart des observations. On parle dans ce cas de données 
aberrantes qui peuvent se caractériser par des résidus qui sont, en valeur 
absolue, considérablement plus grands que les autres. Les problèmes liés 
aux données aberrantes dépendent également de la méthode d'estimation 
utilisée. Comme nous l'avons déjà mentionné, la méthode la plus couram-
ment utilisée est celle des moindres carrés. Cette méthode peut s'avérer 
particulièrement sensible aux données aberrantes. L'effet de ces données 
aberrantes sur le modèle de régression peut se vérifier facilement en reti-
rant ces observations et en recalculant la nouvelle équation de régression. 
Cette étude porte essentiellement sur l'effet que les données aberrantes 
(et la multicolinéarité) ont sur les paramètres estimés. Dans le cas de 
la méthode des moindres carrés, non seulement les paramètres peu-
vent être très sensibles aux données aberrantes, mais également les 
différentes statistiques de la régression linéaire telles que les statistiques 
t (test de Student) ou F (test de Fisher), le coefficient de détermination 
R2 ou encore la variance estimée des résidus s2 . Pour illustrer les 
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problèmes que l'on peut rencontrer en présence de données aberrantes, 
examinons l'exemple suivant. Soit le modèle de régression linéaire sim-
ple Ui = ßo + ß\Xi + £i, i = 1 , . . . , 10. Fixons à l'avance les paramètres à 
estimer en posant ßo = ß\ = 1 de manière à connaître les vraies valeurs 
des paramètres. Pour la variable indépendante, générons 10 valeurs selon 
une loi normale de moyenne 0 et d'écart-type 1. Avant de pouvoir cal-
culer les valeurs de la variable dépendante, générons 10 valeurs pour le 
terme d'erreurs selon une loi reconnue pour produire des données aber-
rantes. Nous avons choisi ici celle de Cauchy standard. Les calculs ont 
été faits avec le logiciel S-Plus et les valeurs obtenues pour Xi, yi et Ei 













































Tableau 4.1: Observations et résidus du problème de régression. 
Le résidu correspondant à l'observation 10 est particulièrement grand 
comme celui de l'observation 8 (dans une moindre mesure). Voyons à 
présent les résultats obtenus avec un logiciel statistique (ici minitab), res-
pectivement avec toutes les observations, sans l'observation 10 et sans 
les observations 8 et 10. Les nombres entre parenthèses dans le tableau 
(4.2) représentent les valeurs p correspondantes. Les résultats montrent 
combien les valeurs aberrantes peuvent influencer les différentes statis-
tiques dans une analyse de régression. Avec toutes les observations, les 
paramètres estimés par la méthode des moindres carrés sont sensible-
ment différents des vrais paramètres. En effet, ßo = 2.064 et ß\ — 0.176 
alors que les vraies valeurs des paramètres sont ßo = ß\ — 1, selon la 
construction adoptée ici. 
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Tableau 4.2: Résultats obtenus avec la méthode des moindres carrés. 
En retirant l'observation 10, on trouve /¾ = 1-501 et ß\ = 1.014 et 
en retirant les observations 8 et 10, on trouve ßo = 1.140 et ß\ = 1.348, 
ce qui montre que les paramètres estimés se stabilisent autour des vraies 
valeurs lorsque les valeurs aberrantes sont supprimées. D'autre part, les 
valeurs des statistiques t sont particulièrement affectées par les observa-
tions aberrantes, notamment par l'observation 10. On voit par exemple 
que la valeur p pour tester l'hypothèse nulle /¾ = 0 passe de 0.780 à 
0.043 lorsque l'observation 10 est éliminée. Ainsi, à un seuil de 5%, on 
ne peut pas rejeter l'hypothèse nulle lorsque l'observation 10 est présente 
alors qu'on peut la rejeter (et donc conclure que la pente de la droite, 
ßl, est significativement non nulle) lorsque l'observation 10 est éliminée. 
Dans cet exemple, l'effet le plus important des données aberrantes est 
l'impact sur le coefficient de détermination R2. En effet, en présence des 
deux données aberrantes, la valeur de R2 est seulement de 1%. En reti-
rant l'observation 10, cette valeur passe à 46.4% et en retirant les deux 
observations 8 et 10 elle passe à 84.3%. Le coefficient de détermination 
peut donc s'avérer très sensible aux données aberrantes. Finalement 
l'écart-type estimé des résidus s est également influencé puisqu'il passe 
de 1.696 avec toutes les observations à 0.991 lorsque l'observation 10 
est éliminée et à 0.539 lorsque les observations 8 et 10 sont supprimées. 
Dans cet exemple, s est environ trois fois plus élevé avec les observations 
aberrantes que sans. Il s'agit là d'un phénomène typique des données 
aberrantes qui ont tendance à "gonfler" la variance des résidus et par 
conséquent l'estimation de leur écart-type. 
4.3. Problèmes liés à la multicolinéarité 45 
4.3 Problèmes liés à la multicolinéarité 
Dans le modèle de régression linéaire multiple y = X/3 + e où la matrice 
X est formée des p colonnes x j , X2,...]xp, on définit la multicolinéarité en 
termes de dépendance linéaire des colonnes de X. On dit que les vecteurs 
xi,X2,...,Xp sont linéairement dépendants s'il existe des constantes non 
toutes nulles c\, ci,..., Cp telles que 
E ^ - X j = O (4.1) 
Si la relation (4.1) se vérifie exactement pour un sous-ensemble des 
colonnes de X , alors le rang de la matrice X ' X est inférieur à p et 
l'inverse ( X ' X ) - n'existe pas. Cependant, dans la pratique la rela-
tion (4.1) est rarement satisfaite exactement mais elle peut l'être appro-
ximativement et on dit dans ce cas que le problème de multicolinéarité 
existe. A noter que si les variables explicatives et la variable dépendante 
sont standardisées, la matrice X ' X est la p x p matrice des corrélations 
entre les variables explicatives et le p x 1 vecteur X 'y , le vecteur des 
corrélations entre les variables explicatives et la variable dépendante. 
Les problèmes de multicolinéarité peuvent provenir de différentes 
sources comme par exemple la manière de récolter les données, d'imposer 
des contraintes sur le modèle, de choisir certaines variables explicatives 
pour construire le modèle ou encore d'être en présence d'un modèle dans 
lequel il y a plus de variables que d'observations. La multicolinéarité 
peut avoir des effets importants sur les coefficients estimés par la méthode 
des moindres carrés. Pour s'en convaincre, voyons l'impact que peut 
avoir la multicolinéarité sur les coefficients estimés par la méthode des 
moindres carrés dans le cas où il y a deux variables explicatives Xi et 
X2 et une variable dépendante y. On sait que l'estimateur des moin-
dres carrés est donné par / 3 Ì 2 = ( X ' X ) _ 1 X ' y . Lorsque les données sont 
standardisées, les paramètres estimés sont 
(h\-( 1 2^ VV H v W 3 S ^ U J U 1J {*»)-[ 1 ^ I 
où r\2 est le coefficient de corrélation entre Xi et X2, r\y le coefficient de 
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corrélation entre xj et y, r<iy le coefficient de corrélation entre X2 et y. 
En posant 
c = (x'x)-1 = ( ^ g Jï^) I 
on constate que lorsque la multicolinéarité entre X] et X2 est importante, 
le coefficient de corrélation r\i devient proche de 1 (en valeur absolue) 
et la variance des estimateurs devient arbitrairement grande 
V(ßj) = Cjjff2 —> 00 lorsque | r^ |—> 1. 
La covariance entre ß\ et /¾ devient également arbitrairement grande 
Cov(ßi,ß2) = C120"2 —• ±00 selon que 7*12 —• ±1. 
Lorsque le nombre de variables est supérieur à deux, les effets de la 
multicolinéarité sont semblables. On peut montrer que les éléments dia-
gonaux de la matrice C sont donnés par 
où R2- est le coefficient de détermination multiple obtenu en faisant jouer 
le rôle de la variable dépendante à Xj et en prenant les (p—1) autres vari-
ables explicatives comme variables indépendantes. Ainsi lorsqu'il existe 
un degré de multicolinéarité important entre la variable Xj et un sous-
ensemble des autres (p — 1) variables explicatives, alors la valeur de Ra-
sera proche de 1 et donc Cj j deviendra arbitrairement grand. Comme la 
variance de ßj est donnée par V(ßj) = GJJCF1 = (1 — R2)~la2, la variance 
des estimateurs des moindres carrés augmente avec la multicolinéarité. 
C'est la raison pour laquelle on appelle les éléments de (4.2) les facteurs 
d'inflation de la variance. Us s'avèrent particulièrement utiles dans les 
techniques de diagnostics pour détecter la multicolinéarité. Il existe 
évidemment d'autres diagnostics pour détecter ce problème. L'ime des 
mesures les plus simples consiste à inspecter les éléments 7¾ hors de la 
diagonale principale de la matrice X'X. Ces termes r»j représentent la 
corrélation entre les variables Xj et Xj et par conséquent | r^ | sera proche 
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de 1 si Xj et Xj sont presque linéairement dépendantes. Remarquons que 
l'inspection des coefficients de corrélation r^ entre les variables explica-
tives ne permet de détecter que la dépendance linéaire entre paires de 
variables. Il se peut qu'aucun coefficient de corrélation | r^- | ne soit 
proche de 1 et que la multicolinéarité soit tout de même importante; 
cette situation se rencontre lorsqu'il y a plus de deux variables explica-
tives impliquées dans une dépendance linéaire presque exacte. Il n'est 
donc en général pas suffisant de ne s'intéresser qu'aux termes 7¾ si l'on 
cherche à détecter le problème de la multicolinéarité. 
Il existe de plus des techniques qui permettent de mesurer l'intensité 
du problème de la multicolinéarité dans les données. En ordonnant les 
valeurs propres de la matrice X ' X obtenues en résolvant l'équation ca-
ractéristique I X'X—AI |=0, on trouve Aj < A2 < . . . < Ap. Lorsqu'il 
y a une ou plusieurs dépendances presque exactes dans les données, 
alors une ou plusieurs valeurs propres sont petites. A l'inverse, une 
ou plusieurs petites valeurs propres impliquent certaines dépendances 
linéaires presque exactes parmi les colonnes de X. On peut définir 
l'indice de conditionnement donné par 
K= ^- (4.3) 
A] 
qui est parfois défini dans la literature par sa racine carrée ("condi-
tion number"), comme dans Weisberg (1985), Chatterjee et Hadi (1988) 
ou Belsley, Kuh and Welsh (1980). Ces derniers formulent en page 
105 une appréciation quantitative du problème de multicolinéarité en 
fonction de la racine carrée de l'indice de conditionnement (4.3). Bien 
qu'en la matière il soit difficile d'être catégorique, ils ont mené une étude 
empirique permettant d'indiquer un faible problème de multicolinéarité 
lorsque cette valeur est de l'ordre de 5 à 10. Par contre, ils parlent de 
multicolinéarité modérée à forte pour des valeurs entre 30 et 100. Ainsi, 
avec la définition (4.3), une valeur de K inférieure à 100 n'est pas indica-
trice d'un grand problème de multicolinéarité. Lorsque la valeur de K est 
plus grande que 100 mais inférieure à 900, le problème de multicolinéarité 
peut être considéré comme relativement modéré. Finalement, pour des 
valeurs de l'ordre de plusieurs milliers, le problème de multicolinéarité 
peut être considéré comme sévère. 
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4.4 Combinaison des estimateurs L\ et ridge 
Le but de ce travail est non seulement de comparer différents estimateurs 
entre eux, mais également de combiner les estimateurs les plus perfor-
mants lorsque les deux problèmes des données aberrantes et de la mul-
ticolinéarité se posent simultanément. Dans les paragraphes consacrés 
à la comparaison des estimateurs L\, Li et ridge présentés, nous avons 
pu constater que l'estimation L\ est la méthode la plus performante 
lorsque la loi des erreurs n'est pas normale comme dans le cas de la loi 
de Laplace ou celle de Cauchy. D'autre part, quand la loi des erreurs 
est normale mais que le degré de multicolinéarité est élevé, l'estimation 
ridge est la plus performante. Il est donc naturel, pour combattre simul-
tanément les deux problèmes évoqués ci-dessus, d'essayer de combiner 
les estimateurs L\ et ridge qui se comportent bien en présence de cha-
cun des problèmes pris séparément. Pour cela, nous introduisons tout 
d'abord les M-estimateurs puis leur combinaison avec les estimateurs 
ridge, comme introduits par Nyquist (1985). Le cas des estimateurs 
Li-ridge a pu être traité sans passer par une méthode itérative, ce qui 
permet de calculer ces estimateurs rapidement. Huber (1973) a proposé 
les estimateurs du maximum de vraissemblance, appelés M-estimateurs 
et définis comme la solution du problème de minimisation suivant 
où p est une fonction convexe des résidus à spécifier et s un paramètre 
d'échelle robuste estimé par 
s = median \ (yi — x^  ßLl ) — median(yi — x'i/3Ll ) | /0.6745. 
Le facteur 1/0.6745 est introduit de manière à ce que s soit un esti-
mateur consistant de a lorsque les erreurs sont distribuées normalement 
selon TV(O, a2). En général les M-estimateurs ne sont malheureusement 
pas invariants par rapport à l'échelle utilisée, d'où l'introduction du 
paramètre d'échelle s pour les rendre invariants. Remarquons que les 
estimateurs L\ et Li sont des cas particuliers des M-estimateurs pour 
lesquels il n'est pas nécessaire d'introduire le paramètre s. En effet, le 
choix p(u) = \u\ conduit aux estimateurs L\ alors que le choix p(u) = u 
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fournit les estimateurs Li- Ainsi dans ce qui suit, le cas général des M-
estimateurs sera traité avec le paramètre d'échelle s, alors que pour les 
cas particuliers où p(u) = \u\ et p(u) — M2, ce paramètre sera supprimé. 
Pour trouver les M-estimateurs, il s'agit de résoudre le système 
d'équations suivant 
n 
J2 XiM(Vi - <ß)/s) = 0,3 = 1,...,P (4.4) 
où la fonction tp est la dérivée de la fonction p. La résolution du système 
d'équations (4.4), qui n'est en général pas un système linéaire, se fait 
par un algorithme itératif, appelé technique itérative des moindres carrés 
pondérés. Nyquist (1985) utilise cette technique pour calculer les ridge 
M-estimateurs définis comme la solution du problème de minimisation 
è p((yi - Aß) I s) + £ piVkßj/s). (4.5) 
Lorsque p est derivable, le système d'équations à résoudre est 
- $ > « l K ( w - Aß)h) + y/hl>{y/kßi)/s) = 0 , J = 1,... ,p. (4.6) 
i = l 
Soit l'estimateur ß"' obtenu à la 1-èm.e itération. En se basant sur la 
technique itérative des moindres carrés pondérés utilisée par Holland 
et Welsch (1977), les poids w\' pour les n observations et Vj pour 
les p équations supplémentaires sont calculés par les deux expressions 
suivantes 
(Q M(Vi ~<ßW)/s) 
wy = 
(0 _ ^(Vkßf/s) j
 ~ (/f/-) 
L'estimateur ß"+1' à l'itération suivante est la solution du système 
d'équations linéaires 
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± vPxyte - Aß(W)) + « S V ^ = 0 , j = I 1 . . . , p . 
Sous forme matricielle, ce nouvel estimateur se calcule par 
/3«+1> = ( X ' W « X +VW)-1X1WMy 
où WW et V'1 ' sont deux matrices diagonales d'ordre (n x n) et (p Xp). 
Cet algorithme peut être utilisé dans les cas où p(u) = \u\ et p(u) — v?. 
Notons qu'avec p(u) = u2, on obtient l'estimateur ridge en résolvant 
l'équation (4.6). En effet, dans ce cas ip(u) = 2u et l'on obtient 
n 
-2^XiJ(Vi - y>iß) + 2kßj = 0 , j =; 1 , . . . ,p 
i=l 
ou sous forme matricielle 
-2X'(y - X/3) + 2kß • I = 0 
-2X'y + 2X'X/3 + 2fc/3 • I = 0 
(X'X + kl)ß = X'y 
ßridge = (X1XH-H)-1XV 
D'autre part, nous proposons d'étudier les estimateurs obtenus en 
introduisant p(u) = \u\ dans (4.5). Ces estimateurs seront appelés esti-
mateurs Li-ridge. Dans ce cas la technique itérative des moindres carrés 
pondérés peut présenter quelques difficultés, notamment dans le calcul 
des poids tu ;= A 1 oùr j sont les résidus de l'estimation L\. En effet, 
certains résidus étant nuls, il faut introduire un test permettant d'éviter 
la division par 0 et remplacer ces résidus nuls par des valeurs arbitraire-
ment petites, choisies par l'utilisateur. De plus, il faut introduire un 
critère d'arrêt de l'algorithme lorsque les estimateurs obtenus à deux 
itérations successives sont suffisamment proches, laissant l'utilisateur 
devant un autre choix. Il est cependant possible d'éviter l'utilisation de 
cette technique en considérant les estimateurs L\-ridge, définis par le 
problème de minimisation suivant 
È l î / i - x # | + > / * £ | / 3 , . | (4.7) 
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avec ß = 
/M 
\ßp) 
le problème (4.7) revient au problème d'estimation L\ qui consiste à 
minimiser 
n+p 
E I w - ^ 9 I 
t = i 
sur les données augmentées y et X. Cet estimateur sera noté ßi^x-rnge. 
4.5 Propriétés de l'estimateur Li-ridge 
Le mécanisme du comportement de l'estimateur Lj-ridge est loin d'être 
trivial et semble difficile à traiter algébriquement. Cela n'est pas sur-
prenant puisqu'il n'existe pas de formule analytique pour l'estimateur 
L\ dans un modèle de régression linéaire multiple. La programmation 
linéaire s'est avérée l'un des outils les plus performants pour calculer 
les estimateurs L\. Dans ce sens l'estimateur Li-ridge peut être calculé 
efficacement en ayant recours à la programmation linéaire paramétrique 
en introduisant le paramètre non-négatif A = Vk dans la fonction (4.7). 
Cependant, en régression linéaire simple, des formules exactes peuvent 
être développées. La technique utilisée pour trouver ces formules est 
illustrée dans ce paragraphe. De plus un important résultat pour la 
régression linéaire multiple a pu être trouvé et démontré à la fin de ce 
paragraphe. Ce résultat donne une condition suffisante pour laquelle 
tous les paramètres sont nuls et trouve son application dans le Chapitre 
5 consacré à la sélection de modèles. 
52 4. COMPARAISON DES DIFFERENTS ESTIMATEURS 
Nous nous penchons tout d'abord sur le comportement mathématique 
de l'estimateur Li-ridge dans le cas univarié. La fonction objectif à mini-
miser est donnée par 
/(/%) = Ê l V i - A i H - A | A ) | (4.8) 
t=i 
où A > 0 est le paramètre qui joue le rôle de vfc dans l'estimation L\-
ridge. L'estimateur correspondant, noté /3o(A), est la valeur de /¾ qui 
minimise (4.8). Pour A = 0, la solution est bien connue puisqu'elle se 
réduit à l 'estimateur L\, c'est-à-dire la médiane des observations j/f-
/3o(0) =medyi. 
i 
Lorsque les observations ont été ordonnées en ordre croissant de 
manière à ce que y(j) < y ^ ) < • • • < V(n)> l a solution est donnée par 
A)(O) = y ( r ) 
n + 1 
où r = —-— lorsque n est impair (dans ce cas, la médiane est unique). 
il 
Pour n pair, la solution n'est pas unique et chaque valeur /?o(0) satis-
faisant y(r) < /?o(0) < 2/(r+i) a v e c r — 7: minimisera (4.8). Dans ce 
cas, 2/(r) et 2/(r+i) sont respectivement appelées la médiane inférieure et 
supérieure. 
Pour illustrer comment des formules exactes peuvent être obtenues 
pour l 'estimateur Lj-ridge dans (4.8) en fonction de A, nous supposerons 
n impair et les observations j/j strictement positives, c'est-à-dire yn\ > 0. 
Les autres cas à considérer, notamment lorsque toutes les observations 
sont négatives (i/(n) < 0) et lorsque y^ < 0 et j/(n) > 0 peuvent être 
étudiés exactement de la même façon que ci-dessous. 
La difficulté pour résoudre le problème de minimisation (4.8) provient 
de la non-différentiabilité de cette fonction aux points /¾ = O ainsi que 
Po — Viti = 1) • • • : n - Cependant, /( /¾) est une fonction continue, con-
vexe et linéaire par morceaux. Elle atteint son minimum lorsque la pente 
de la tangente change de signe, passant d'une pente strictement négative 
à positive. Le problème revient ainsi à étudier cette fonction et sa pente 
sur les intervalles décrits dans le tableau (4.3). 



















I>tt - I > « + (2 - n + A)& 
2 1 n 2 
1 3 »W - 5 3 »« + (4 - n + A)/% 
3 1 n 3 
13 ^w - 53 ^ w + (6 - n + A ) A> 
4 1 
n T-% 
Hv{i) -53^(0 + (2r - 4 - n + A)/30 
r - l 1 
n r—] 
53 V« - 53»(i) + (2r - 2 - n + A)/?0 
r 1 
n r 
5 3 2/(o ~ 53 ^(o + (2 r - n + - M A> 
T + l 1 
n r+1 
E ^ W - E ^ ) +(2r + 2 - n + A)A, 
r+2 1 
n 
- 5 3 2 / i + n ' 9 o + ^ 0 
Pente f'(ß0) 
—n — A 
- n + A 
2 - n + A 
4 - n + A 
6 - n + A 
2r - 4 - n + A 
= - 3 + A 
2r - 2 - n + A 
= - l + A 
2r - n + A 
= 1 + A 
2r + 2 - n + A 
= 3 + A 
n + A 
Tableau 4.3: f(ßo) et / '(A)) s u r les différents intervalles de A. 
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L'estimateur Li-ridge s'obtient en examinant le changement de signe 
de la pente. Une propriété importante de cet estimateur est qu'il reste 
constant sur chaque intervalle de A indiqué dans le tableau (4.3). Il ne 
change que pour certaines valeurs de A. Par exemple, l'estimateur L\ 
qui correspond à la médiane des observations y ^  avec r = (n 4-1) /2 , 
est obtenu pour toutes les valeurs de A telles que 0 < A < 1. Ensuite, 
l'estimateur Lj-ridge change à 2/(r-i) et reste constant pour 1 < A < 3. 
Ce processus continue jusqu'à ce que l'estimateur Li-ridge soit nul. Dans 
ce qui suit, les valeurs de A en lesquelles l'estimateur Li-ridge change 
seront appelées points de changement. Les points de changement et les 
estimateurs Li-ridge correspondants sont donnés dans le tableau (4.4). 






n — 4 
n - 2 
n 









Tableau 4.4: Solutions pour les estimateurs Li-ridge lorsque n est im-
pair. 
L'estimateur Li-ridge dans ce cas est une fonction décroissante de A 
avec des points de changement régulièrement espacés sur les entiers im-
pairs (lorsque n est impair!). Une condition suffisante pour que l'estima-
teur L]-ridge soit nul est que A > n. Cette condition n'est cependant 
pas nécessaire comme on peut facilement le vérifier en considérant des 
valeurs de y telles que ?/(j) < 0 et y^ > 0. Finalement, le nombre max-
imal de points de changement dans (4.8) ne peut pas excéder [n /2]+l , 
une propriété qui ne se généralise pas à des modèles plus compliqués 
comme celui étudié ci-après. 
Le problème d'estimation Li-ridge correspondant à un modèle de 
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régression linéaire simple sans ordonnée à l'origine, est défini en mini-
misant la fonction objectif suivante 
n 
/(A) = E I W - A ^ I + A I A I (4-9) 
Les solutions exactes des estimateurs Lj-ridge sont données dans le 
cas d'observations strictement positives (aussi bien pour y que pour a;; 
les autres cas s'obtiennent de manière analogue). Pour cela nous sup-
poserons, sans perte de généralité, que les observations ont été indicées 
dans l'ordre croissant des valeurs de yi/xi = U de manière à ce que 
% ) < *(2) < • • • < t(n)- La fonction dans (4.9) est différentiable presque 
partout, à l'exception des points ß\ = 0 et ß\ = t^, i = 1 , . . . , n. La 
même technique que précédemment peut être utilisée pour résoudre le 
problème, à savoir l'examen du signe de la pente de (4.9) dans les inter-
valles considérés dans le tableau (4.5). Introduisons encore les notations 
k n 
Sk = J2x(i) ~~ E XV) P o u r k=l,...,n-l 
i=l i=k+l 
n n 
et S0 = —'y Xj , Sn= } ^Xj 
i=l i=l 
L'estimateur Lj, noté /?i(0) = tiT\ pour l'indice 1 < r < n satisfait la 
double condition suivante S r_i < 0 et ST > 0. Les points de changement 
et les estimateurs Lj-ridge correspondants figurent dans le tableau (4.6). 
Dans ce cas, l 'estimateur Li-ridge est une fonction décroissante de A. 
Cependant, la décroissance de cette fonction ne se généralise pas au cas 
de la fonction objectif relative au modèle de régression multiple. Le 
nombre maximal de points de changement peut cette fois être égal à n, 
le nombre d'observations. Finalement, une condition suffisante pour que 
n 
l 'estimateur soit nul dans ce cas est que A > / J a ^ . 
i=l 
Lorsqu'on considère l'estimation Zq-ridge en régression linéaire sim-
ple avec ordonnée à l'origine, la fonction suivante doit être minimisée 
n 
/(A,, ßt) = Y,\yi-ßo-ßiXi\+\\ßo\+x\ßi\ (4.10) 

















?:=i i=i 2 n 
I>w-S>« + A 
i=l t=3 3 n 
YsHï)- £ > « + A 
k n 
H 1 W- E ^w+A 
t=i t=&+i 
n—1 n 
E x« ~Y,xv + x 
t=l i=n n 
Y,xi+A 
t=i 
Tableau 4.5: Pente f{ß\) sur les différents intervalles de A. 
Bien que les résultats obtenus pour les deux modèles précédents sont 
utiles dans ce problème et peuvent être appliqués dans certaines situa-
tions, le cas général est beaucoup plus ardu à résoudre mathématiquement. 
Tous les points de changement dans (4.10) n'ont pas pu être trouvés 
algébriquement, sauf dans quelques cas particuliers. On retrouve ici les 
mêmes difficultés rencontrées dans l'estimation L\ pour trouver une for-
mule analytique pour ces estimateurs. Par contre, il est encore possible 
de trouver une condition suffisante pour que les deux paramètres soient 
nuls. Ce résultat est démontré dans le théorème 1 ci-dessous. 
Comme la démonstration de ce théorème repose sur plusieurs résultats 
relatifs à des inégalités (dont l'inégalité triangulaire), ces derniers sont 
donnés sous la forme de lemmes avant d'énoncer le théorème 1. 
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Points de changement A 
0 
i—r i=\ 
n r - 2 
I Sr-2 I= X) X(»)-]CX(i) 
i = r - l t=l 
n i—3 
I5V-S I= X) 2 ^ ) - X ) 1W 
i—T-2 1=1 
n 2 
1¾ I= I>«-I>(o 
i=3 i=l n 1 
1¾ I= ! > « - ! > « 
t=2 i=l n 
I 5° I = I D ^ 
i=l 
Estimateur I/j-ridge ,Si(A) 
*fr) 






Tableau 4.6: Solutions pour l'estimateur L]-ridge en régression linéaire 
simple. 
L e m m e 1 
\a-b\ > I a\ - I fc|, Va 1OEA. 
Ce résultat se vérifie facilement en considérant les quatre cas pour 
lesquels a et 6 sont positifs ou négatifs. 
Le second lemme, plus connu sous le nom d'inégalité triangulaire 
généralisée, s'obtient par récurrence après avoir démontré l'inégalité tri-
angulaire simple | a + ft|<|a| + | ò | , Va, ÒGA. 
L e m m e 2 
I ai + a2 + . . . + a„ I < I O1 I + I a2 I + . . . + I a„ I, Vai € Ä. 
Le troisième lemme est une généralisation du lemme 1. 
L e m m e 3 
I ai - a2 - . . . - a n I > I ai I - I a2 I - . . . - I an I, Vaj € -R. 
P r e u v e : En appliquant d'abord le lemme 1 puis le lemme 2, on 
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obtient le résultat énoncé, à savoir 
\ ai - 0,2 — ... — an \ = I ai — (Û2 + 03 + . . . + On) I 
> I Oj I - I a2 + a3 + . . . + On I 
> | o i I - ( I a 2 I + I a 3 I + . . . + |o„ I) 
= I ai I - I 02 I - I a3 I - . . . - I a„ I . 
Théorème 1 
n 
Si A > max(n, ^ | Xi |), alors ßo(X) = ft(A) = O. 
i=l 
Démonstration 
Ce résultat provient de la continuité de la fonction dans (4.10) et du 
fait que f(ßo,ßi) > /(O,0),V/3o,/?i 7^  0 comme démontré ci-dessous en 
appliquant n fois le lemme 3 et l'hypothèse du théorème 1. 
/ ( A , A) = E I Vi-ßo-ßim I +A I /3o I +A I A I 
t= i 
> È 1 vi 1 - n 1 #> 1 -1 & 1 È 1 *« 1 + A 1 / 3 01 + A 1 ft 1 
t = i t = i 
= E l w l + ^ - n H / M + f A - è l z i D I f t l 
i = 1
 >o '=1 
>0 
> E l y* I=/(0,0) . 
t= i 
Le théorème 1 combine les résultats obtenus pour les deux modèles de 
régression linéaire simple avec un paramètre étudiés au début de ce para-
graphe. Ce résultat peut d'ailleurs se généraliser au cas d'un modèle de 
régression linéaire multiple avec ordonnée à l'origine dont la fonction 
objectif à minimiser est donnée dans (4.11). 
n P 
f(ßo,ßu- • • ,ßP) = E I Vi-ßo-ßixa-- • --ßpXip I + A E I ft I (4-11) 
i-ì J=O 
La condition suffisante pour que tous les paramètres soient nuls dans 
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(4.11) est donnée dans le théorème 2. 
Théorème 2 
n n 
A > max(n, E | xn | , . . . , E | xip |) = > /36(A) = . . . = /Sp(A) = 0. 
Démonstration 
En utilisant les mêmes arguments que dans la démonstration ci-
dessus, on obtient le résultat 
n p 
f(ßo,ßi,...,ßP) = y£2\yi-ßo-ßixn-----ßpXip\+*'52\ßj\ 
> è I W I - n I /¼ I - I /¾ I È I *« I -
t=l i=l 
i=l j=0 









> E l w l= / (o .o . - - - .o ) -
t=l 
la dernière inégalité étant stricte si tous les paramètres ne sont pas nuls. 
4.6 Choix des critères de comparaison 
De manière à pouvoir étudier le comportement des différents estima-
teurs que nous nous proposons d'examiner dans ce travail, nous aurons 
recours à la simulation. En effet, grâce à la simulation, les vraies valeurs 
des paramètres sont connues et nous pouvons donc les comparer aux 
paramètres estimés par différentes méthodes d'estimation. Les estima-
teurs ridge, contrairement aux estimateurs L2, sont en général biaises 
mais peuvent avoir une variance plus petite que celle des estimateurs Li 
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lorsque la distribution des erreurs n'est pas normale. L'erreur quadra-
tique moyenne (somme de la variance et du biais au carré) est une mesure 
particulièrement bien adaptée pour pouvoir comparer les différents esti-
mateurs. Les rapports obtenus en divisant l'erreur quadratique moyenne 
de deux estimateurs permettent d'indiquer quel estimateur est le plus 
performant. En effet pour savoir si l'estimateur A est plus performant 
que l'estimateur B, on calcule pour les différents paramètres le rap-
port : mse(A)/mse(B). Si ce rapport est inférieur à 1, l'estimateur A 
est le plus performant tandis qu'une valeur supérieure à 1 indique que 
l'estimateur B est le plus performant. 
Mathématiquement, si l'on répète dans la simulation l fois l'expérience 
et que le paramètre estimé est noté ß et le vrai paramètre /3, on calcule 
moyenne : i5=7ÉÂ 
i = l 
écart-type : s(ß) = \ 
E(A-^)2 
» = ] 
- i 
biais : Biais(ß) = ß-ß 
erreur quadratique moyenne : MSE(ß) = s2(ß) + Biais2(ß) 
D'autres critères peuvent être adoptés pour comparer les différents 
estimateurs. Connaissant les vraies valeurs des paramètres, il est possi-
ble de mesurer si un estimateur est plus proche qu'un autre des VTaIeS1 





Coefficient d'erreur absolue : CE\ (ß) = ^ I ßj ~ ßi I 
j = 0 
Coefficient d'erreur quadratique : CEiiß) = *^(ßj — ßjf 
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La comparaison entre deux estimateurs A et B se fera en calcu-
lant le pourcentage de cas pour lesquels l'estimateur A a produit un 
coefficient d'erreur absolue (respectivement quadratique) plus petit que 
l 'estimateur B. Une valeur de 50 % indique un comportement ana-
logue des deux estimateurs. Une valeur supérieure à 50 % indique une 
meilleure performance de l'estimateur A et inversement. 
Finalement, pour investiguer la stabilité des différents estimateurs 
nous avons retenu comme critère la variance de l'angle formé par l'hyper-
plan estimé et le vrai hyperplan. 
4.7 Plan de simulation 
Comme l'étude du comportement des différents estimateurs dans ce 
chapitre se fera sur la base de la simulation, il est nécessaire de présenter 
l'expérience qui a été menée. Comme il s'agit à la fois de simuler des 
lois d'erreurs susceptibles de produire des données aberrantes et de faire 
varier le degré de multicolinéarité, le plan de simulation retenu est le 
suivant. Le modèle utilisé est donné par 
Vi=ßo+ ßixn + . . . + ßpxip +£i,i = l,...,n 
et les vraies valeurs des paramètres ont été fixées à 1 en donnant les 
valeurs /¾ = ßi = • • • = ßp — 1- Les variables explicatives sont générées 
de manière à ce que le coefficient de corrélation entre paires de variables 
soit égal à p pour pouvoir faire varier le degré de' multicolinéarité en 
choisissant p entre 0 et 1 
Xij = y/1 - pZij + y/pzip+i avec i = 1 , . . . , n et j = 1, 2 , . . . , p 
les termes 2¾ étant des nombres aléatoires distribués selon une loi nor-
male TV(0,1) dans le logiciel S-Plus version 3.2. Ainsi, les variables 
explicatives ont pour moyenne 0, pour variance I et la covariance entre 
paires de variables est p. Pa r conséquent, p correspond également au 
coefficient de corrélation entre paires de variables. 
Une fois générées pour une taille d'échantillon n, les variables ex-
plicatives sont fixées durant l'expérience. La taille de l'échantillon n 
est le premier facteur de l'expérience. Nous avons retenu n = 25 et 
n = 100. Le second facteur est le nombre de variables explicatives. 
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Nous avons choisi p = 2, p = 5 et p = 10. Le troisième facteur /9 est 
particulièrement important puisqu'il permet de faire varier le degré de 
multicolinéarité. Pour couvrir les cas où la multicolinéarité est faible à 
modérée, dix valeurs de 0.09 à 0.99 ont été choisies par pas de 0.1; les cas 
où la multicolinéarité est forte à sévère sont étudiés en donnant à p qua-
tre valeurs allant de 0.999 à 0.999999. Pour chaque valeur de p, l'indice 
de conditionnement K a été calculé pour savoir quelle est l'importance 
du problème de la multicolinéarité. Le dernier facteur est la distribution 
des erreurs générée dans S-Plus. Il s'agit des distributions suivantes 
a) standard normale Af(0,1). 
b) normale contaminée : Af(0,1) et Af(O,5) avec probabilité 0.85 et 
0.15 respectivement. 
c) standard Laplace : £(0 ,1) . 
d) standard Cauchy. 
e ) E x p ( l ) + 0 . 3 AZ-(O1I). 
La première distribution Af(0,1) est le cas classique de la normalité 
des erreurs. Elle permet de savoir si les résultats sont cohérents avec la 
théorie. Dans le cas où il n'y a pas de données aberrantes ni de problème 
de multicolinéarité, l'estimation Li est connue pour être la meilleure. Il 
est ainsi possible de savoir si les calculs de la simulation ont été correcte-
ment effectués. Les trois distributions b), c) et d) sont destinées à créer le 
problème des données aberrantes, plus particulièrement celle de Cauchy. 
La distribution de Laplace joue un rôle important étant donné que les 
estimateurs L\ sont les estimateurs du maximum de vraissemblance 
lorsque les erreurs suivent cette loi. La dernière distribution, somme 
d'une exponentielle de paramètre 1 et d'une loi normale, a été choisie 
parce qu'elle n'est pas symétrique et que le comportement des différents 
estimateurs est peu connu lorsque la loi des erreurs n'est pas symétrique. 
Finalement, pour chaque traitement, l'expérience est répétée 500 fois. Le 
générateur de nombres aléatoires utilisé est celui implanté dans S-plus 
et décrit en pp. 124 et 125 de Venables et Ripley (1994). Le seed 
peut être choisi dans S-plus grâce à la commande set.seed. Pour refaire 
les expériences menées dans cette étude, il faut donner le seed en tapant 
set.seed(32). Cette commande est particulièrement utile puisqu'elle per-
met de sélectionner (pour tout nombre compris entre 1 et 1000) l'un des 
seeds présélectionnés qui assure une période d'environ 6.6x10 . 
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4.8 Estimateurs Li, L^ et ridge en présence de 
données aberrantes 
Pour étudier le comportement des estimateurs L\, Li et ridge en présence 
de données aberrantes à partir de la simulation effectuée, nous nous 
intéressons au cas où il n'y a pas le problème de la multicolinéarité 
(p = 0). Pour n = 25 et trois modèles avec respectivement p=2 , 5 et 10 
variables explicatives, nous avons relevé dans le tableau (4.7) les valeurs 
des paramètres estimés par ces méthodes lorsque les erreurs suivent une 
loi de Cauchy, reconnue pour produire des données aberrantes de y. 
Au vu de ces résultats, on constate que l'estimation L\ se comporte 
particulièrement bien avec des paramètres estimés proches de I1 indi-
quant une très faible influence des données aberrantes sur l'estimation 
de ces paramètres. Ces résultats illustrent parfaitement la robustesse des 
estimateurs L\ face aux données aberrantes. Les résultats de la colonne 
correspondant à l'estimation Li montrent combien les paramètres es-
timés peuvent être différents des vraies valeurs des paramètres. Si dans 
le cas p = 2, la situation ne semble pas si mauvaise (ordonnée à l'origine 
proche de 1, /¾ légèrement surestimé et ßi sous-estimé), l'estimation 
Li est loin d'être précise dans les cas où p = 5 et p = 10. Certains 
paramètres ayant même un signe erroné. Dans notre cas, pour p = 5 
et p = 10, l'estimation Li est particulièrement sensible aux données 
aberrantes. La dernière colonne du tableau (4.7) fournit les résultats 
pour l'estimation ridge. Celle-ci n'étant pas spécialement destinée à 
être utilisée en présence de données aberrantes, elle ne semble pas mieux 
adaptée que l'estimation Li. Ici également le cas p = 2 est trompeur, 
ne révélant pas une sensibilité très importante aux données aberrantes, 
contrairement aux cas p = 5 et p = 10. Finalement, nous présentons 
dans le tableau (4.8) les résultats obtenus lorsque la distribution des er-
reurs est normale. On constate que les deux méthodes d'estimation L\ 
et Li fournissent des paramètres estimés très proches des vraies valeurs 
des paramètres, alors que ceux obtenus par l'estimation ridge sont pour 
la plupart sous-estimés. Ces résultats correspondent bien au fait que 
les estimateurs ridge présentent un biais et qu'ils ont tendance à être 
réduits vers 0. 
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Loi : Cauchy 
p = 2 
p = 5 





















































































Tableau 4.7: Estimateurs L], L2 e t ridge pour p = 2,5,10 lorsque les 
erreurs sont distribuées selon une loi de Cauchy. 
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Loi : Normale 
p = 2 
p = 5 





















































































Tableau 4.8: Estimateurs L\, Li et ridge pour p = 2,5,10 lorsque les 
erreurs sont distribuées selon une loi Normale. 
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4.9 Estimateurs L1, Li et ridge en présence de 
la multicolinéarité 
A partir de la simulation effectuée, nous pouvons étudier le comporte-
ment des estimateurs Li , Li et ridge en présence du problème de la 
multicolinéarité uniquement. Ainsi, nous nous intéressons à différentes 
valeurs de p lorsque la loi des erreurs est normale A/"(0,1). Pour voir com-
ment se comportent ces trois estimateurs, nous les comparons du point 
de vue de l'erreur quadratique moyenne en calculant les rapports men-
tionnés dans le paragraphe relatif au choix des critères de comparaison. 
Le tableau (4.9) contient ces différents rapports pour chaque paramètre 
lorsque le problème de multicolinéarité est peu important avec p = 0.09, 
la taille de l'échantillon égale à 100 et le nombre de variables explicatives 
p = 10. La première colonne du tableau (4.9) permet de comparer les 
estimateurs L] et L%. Une valeur des rapports supérieure à 1 indique 
que l'estimateur Li est plus performant. On constate que les rapports 
pour les différents paramètres sont semblables et tous plus grands que 
1. L'estimation Li est donc plus performante que l'estimation Li dans 
ce cas. Ces résultats ne sont pas surprenants puisque les erreurs sont 
distribuées selon une loi normale et qu'il n'y a pas de gros problèmes 
de multicolinéarité. La seconde colonne permet de comparer les esti-
mateurs L] et ridge. Ici aussi les rapports sont semblables et tous plus 
grands que 1, indiquant une meilleure performance de l'estimation ridge. 
Ces résultats nous confortent dans l'idée que les estimateurs ridge se 
comportent mieux que les estimateurs Li lorsqu'on est en présence de 
multicolinéarité (même faible comme ici) et sans problème de données 
aberrantes. Finalement la dernière colonne du tableau (4.9) permet de 
comparer les estimateurs Li et ridge. Tous les rapports sont très proches 
de 1 mais légèrement inférieurs à 1, favorisant donc un peu l'estimation 
ridge. Il est particulièrement intéressant d'étudier le comportement de 
ces rapports lorsque le degré de multicolinéarité augmente. Le tableau 
(4.10) fournit les résultats pour p = 0.89. La première colonne qui per-
met de comparer l'estimation L] et Li diffère peu du cas où p = 0.09. Les 
estimateurs Li se comportent donc toujours mieux que les estimateurs 
L] lorsque le degré de multicolinéarité augmente. La seconde colonne 
permettant de comparer les estimateurs Li et ridge contient des rapports 
plus grands que 1 et encore plus grands que dans le cas où p = 0.09. 




















































Tableau 4.9: Rapports de l'erreur quadratique moyenne des différents 




















































Tableau 4.10: Rapports de l'erreur quadratique moyenne des différents 
estimateurs pour p = 0.89. 
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Les estimateurs ridge se comportent donc encore mieux face aux esti-
mateurs L\ lorsque p augmente. De même, la troisième colonne indique 
des rapports inférieurs à 1 et plus petits que pour p — 0.09. Ainsi les 
estimateurs ridge se comportent aussi mieux face aux estimateurs Li à 
mesure que le problème de la multicolinéarité devient plus important. 
Une étude plus approfondie de ces rapports est nécessaire pour com-
prendre le comportement de ces trois estimateurs. Pour savoir pour 
quelles valeurs de p le problème de la multicolinéarité devient impor-
tant, nous avons calculé l'indice de conditionnement K correspondant à 
chaque valeur de p examinée. Le tableau (4.11) contient les résultats 
pour n = 100 et p = 10, indiquant un problème de multicolinéarité 
peu important pour les valeurs de p inférieures à 0.99, puis nettement 
plus important jusqu'à p = 0.9999 et finalement très sévère pour les 
deux dernières valeurs de p. Nous avons vu dans les tableaux (4.9) et 
(4.10) que les rapports obtenus étaient très semblables pour les différents 
paramètres. Ainsi nous ne présentons dans le tableau (4.11) que les 
résultats pour l'un des paramètres (/¾). Nous pouvons ainsi comparer 
les trois méthodes d'estimation selon le degré de multicolinéarité lorsque 
les erreurs sont distribuées selon une loi normale. La comparaison en-
tre les estimateurs L\ et Li nous montre que les estimateurs Li sont 
toujours meilleurs que les estimateurs L\ avec des rapports supérieurs 
à 1 pour toutes les valeurs de p envisagées. Cette supériorité est pra-
tiquement constante pour tous les degrés de multicolinéarité. La dis-
tribution des erreurs étant normale, c'est logiquement les estimateurs 
Li qui l'emportent. De même, les estimateurs ridge sont meilleurs que 
les estimateurs L\. Dans ce cas, les rapports ne sont pas constants 
mais augmentent avec la multicolinéarité, donnant un net avantage aux 
estimateurs ridge lorsque le problème de la multicolinéarité devient im-
portant. Finalement la dernière colonne du tableau (4.11) nous apprend 
que les estimateurs ridge, comparés aux estimateurs Li, sont d 'autant 
plus performants que le degré de multicolinéarité est élevé. 
Voyons encore comment se comportent ces trois estimateurs lorsque 
la distribution des erreurs est censée favoriser l'estimation L\, c'est-à-
dire pour une loi de Laplace. Les résultats obtenus sont donnés dans le 
tableau (4.12). En comparant les estimateurs L\ et Li, on constate que 
les rapports sont tous inférieurs à 1, indiquant un meilleur comportement 
des estimateurs L\ quelque soit le degré de multicolinéarité. 






























































































































































Tableau 4.12: Rapports obtenus avec une loi de Laplace. 
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La comparaison entre les estimateurs L\ et ridge est particulièrement 
intéressante, montrant un meilleur comportement des estimateurs L\ 
lorsque le problème de la multicolinéarité est peu important puis une 
meilleure performance des estimateurs ridge lorsque le degré de mul-
ticolinéarité devient plus prononcé. Finalement, le comportement des 
estimateurs ridge face aux estimateurs L2 est similaire au cas où les 
erreurs sont distribuées normalement. Ainsi aucune de ces méthodes 
d'estimation n'est la plus performante lorsque les deux problèmes des 
données aberrantes et de la multicolinéarité apparaissent simultanément. 
4.10 Investigations préliminaires de l 'estimateur 
L\ -ridge 
Pour savoir si l'estimateur Li-ridge construit au paragraphe traitant 
de la combinaison des estimateurs L\ et ridge permet de limiter les ef-
fets à la fois des données aberrantes et de la multicolinéarité, il nous 
a semblé important de le comparer au préalable à d'autres estima-
teurs utilisés lorsque ces problèmes se posent. Pour le problème des 
données aberrantes, nous avons retenu certains estimateurs de la classe 
des L-estimateurs qui sont des des combinaisons de statistiques d'ordre. 
Ces estimateurs ont joué un rôle important dans le développement des 
méthodes robustes, notamment dans les modèles univariés pour lesquels 
les quantiles sont des !^estimateurs. Une généralisation pour les modèles 
de régression linéaire multiple a été introduite par Koenker et Bassett 
(1978), basée sur l'analogue des quantiles e n p dimensions. L'estimateur 
correspondant des quantiles de régression est défini comme la solution 
du problème de minimisation suivant 
n 
Y^Pe(Vi -xJ/3) 
où xj est la i-ème ligne de la matrice X et pg(v) la fonction définie par 
pe(u) = 6u+ + (1 — 6)u~, avec U+ et W la partie positive et négative de 
u respectivement. Cet estimateur est noté ici par ßrqB avec 6 remplacé 
par le quantile en question. Les détails de l'algorithme permettant de 
calculer cet estimateur peuvent être trouvés dans Koenker et d'Orey 
(1987). A noter le cas particulier important ßrq5Q correspondant à la 
médiane, et qui n'est autre que l'estimateur L\. 
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Un autre estimateur intéressant qui a été introduit par Pfaffenberger 
et Dielman (1990) est en fait l'estimateur ridge calculé avec une valeur 
de k basée sur l'estimateur L\ plutôt que sur celui des moindres carrés. 
Dans ce paragraphe, il sera noté ß^pp, où 
kpD =
 a, a avec a = —
l
 , 
alors que l'estimateur ridge de Hoerl, Kennard et Baldwin introduit au 
Chapitre 1 s'obtient avec 
pâ2 „2 e'LeLi 
KHKB =
 al a avec a = —'- . 
La stratégie adoptée pour mener ces premières investigations du com-
portement de l'estimateur Lj-ridge face aux quantiles de régression et 
à l 'estimateur ridge avec kpo et kjjKB est basée sur un programme de 
simulation écrit dans Splus. De nombreuses situations ont été étudiées 
en faisant varier les différents facteurs de l'expérience. Ces facteurs 
n'ont pas tous la même importance. Par exemple, les résultats obtenus 
en répétant l'expérience 500 ou 1000 fois sont assez semblables, comme 
ceux obtenus avec n = 25 ou n — 100. Par contre, les deux facteurs 
relatifs aux problèmes des données aberrantes et de la multicolinéarité 
sont les deux plus importants. Il s'agit du coefficient de corrélation p et 
de la distribution des erreurs. 
Pour savoir comment réagit l'estimateur L\ -ridge par rapport aux es-
timateurs cités ci-dessus en présence de données aberrantes, nous avons 
retenu la distribution de Cauchy avec p = 0, dans un modèle avec p = 10 
variables explicatives lorsque la taille de l'échantillon vaut n = 100. 
Le vrai vecteur des paramètres a été choisi avec /¾ = ßi = • • • — 
/3io = 1 et le nombre de fois que l'expérience a été répétée est de 500. 
Dans le tableau (4.13), la moyenne des paramètres estimés est donnée 
pour chaque estimateur considéré. La variance de ces paramètres ap-
paraît dans le tableau (4.14). Ces résultats indiquent qu'en présence du 
problème des données aberrantes les quantiles de régression sont par-
ticulièrement bien estimés puisque leur moyenne est très proche de 1 
pour tous les paramètres, à l'exception de l'ordonnée à l'origine qui est 
logiquement sous-estimée pour les quantiles inférieurs à 6 = 50% et sur-
estimée pour les quantiles supérieurs à 9 = 50%. 

































































































Tableau 4.13: Moyenne des paramètres estimés pour la distribution de 

































































































Tableau 4.14: Variance des paramètres estimés pour la distribution de 
Cauchy avec p = 0, 
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A noter le très bon comportement du cas particulier / 3 r g 5 0 = ßL1 à 
la fois en termes de moyenne et de variance. Cet estimateur sera par 
conséquent retenu pour une étude comparative plus complète. Quant à 
l 'estimateur ridge /3rfcpp, il est clairement biaisé avec des paramètres es-
timés tendant fortement vers 0. Dans une moindre mesure, les paramètres 
estimés par ß^-ridge s o n ^ également légèrement sous-estimés par rap-
port à la vraie valeur des paramètres. Cependant la variance de l'estima-
teur ßhx-ridge e s t nettement plus petite que celle de l'estimateur /3 r f cpD . 
Finalement l 'estimateur ßLi-ridge a v a n t une variance notablement plus 
petite que les quantités de régression (sauf pour le cas particulier de 
l 'estimateur ßLi ), il sera naturellement retenu pour une étude plus 
poussée. 
Pour connaître le comportement de ces estimateurs lorsque les vari-
ables explicatives sont corrélées, la distribution standard normale TV(0,1) 
a été générée pour le terme d'erreurs dans le cas où p est proche de 1. 
Comme l'estimateur ridge ßTkHxB a été développé pour être utilisé en 
présence du problème de la multicolinéarité (sans données aberrantes), 
il a été inclus dans les tableaux (4.15) et (4.16). Ces deux tableaux 
donnent respectivement la moyenne et la variance des paramètres es-
timés par les différentes méthodes lorsque p = 0.99, les autres facteurs 
étant les mêmes que dans l'expérience précédente. Les résultats obtenus 
montrent que les paramètres estimés sont proches des vraies valeurs 
des paramètres pour tous les estimateurs, à l'exception de l'ordonnée 
à l'origine pour les quantiles de régression inférieurs et supérieurs à 
6 = 50%, comme déjà mentionné. Par contre, des différences sensibles 
apparaissent pour la variance des paramètres estimés selon la méthode 
d'estimation utilisée. Ici encore, parmi les quantiles de régression, celui 
correspondant à l'estimateur ßLi se montre le plus performant. A noter 
que l'estimateur Li-ridge a une variance plus petite que l'estimateur L\. 
Finalement, le meilleur estimateur du point de vue de la variance est 
ßrkHKB- H s e r a donc retenu pour être comparé à l'estimateur ßt^-ridge 
dans le prochain paragraphe. 
Pour conclure ces investigations préliminaires, nous avons encore 
étudié la stabilité des estimateurs relativement peu sensibles aux données 
aberrantes ßLi, ß^po et /3/,,_rjd9e e n calculant la variance de l'angle 
(exprimé en degrés) entre l'hyperplan estimé et le vrai hyperplan. 
Comme l'estimateur des moindres carrés ßL2 est connu pour son 

































































































Tableau 4.15: Moyenne des paramètres estimés pour la distribution stan-

































































































Tableau 4.16: Variance des paramètres estimés pour la distribution stan-
dard normale avec p = 0.99. 
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comportement instable en présence du problème de la multicolinéarité, 
il a été inclus dans cette étude pour vérifier la cohérence des calculs 
effectués. Les distributions d'erreur retenues sont la distribution nor-
male contaminée, celle de Laplace, celle de Cauchy et la distribution 
asymétrique. L'expérience a été menée avec n = 100 observations et 
p — 2 variables explicatives pour chacune des 14 valeurs de p indiquées 
dans le plan de simulation. Cette notion de stabilité peu mieux être 
perçue sur un graphique mettant en relation la variance de l'angle, la 
distribution d'erreurs et le degré de multicolinéarité. La figure (4.1) 
dans laquelle la variance de l'angle est tracée en fonction de p permet 
de visualiser les résultats pour l'estimateur ßLl selon les différentes dis-
tributions d'erreurs générées. Une échelle logarithmique (—log(l — p)) 
a été utilisée en abscisse pour pouvoir distinguer les résultats pour les 



















- - • 
0 
/ ' ' '/ ///? > •"•' •* Normal cont. 
/^/// •• • • Laplace 
s£ç£& * * K Cauchy 
^^ £^ £5** o • • --o Exp.+Norm. i 
2 4 6 
-log(l-rho) 
Figure 4.1: Stabilité de l'estimateur L\. 
Les comportements respectifs des estimateurs ßLi, ßrkPD e* ßhx -ridge 
apparaissent dans les figures (4.2) , (4.3) et (4.4). Il faut tout d'abord 
constater que pour les quatre estimateurs la stabilité diminue (la vari-
ance de l'angle augmente) à mesure que le degré de multicolinéarité 
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augmente. Cependant, cette mesure de la stabilité laisse apparaître 
des différences notoires entre ces estimateurs. L'estimateur /3^1 comme 
l'estimateur / 3 Ì 2 devient particulièrement instable dès que le degré de 
multicolinéarité devient sévère. Il est cependant plus stable que ßL2 et 
ßrkPD lorsque le degré de multicolinéarité est faible à modéré, notam-
ment lorsque la distribution des erreurs est celle de Cauchy. Pour toutes 
les distributions d'erreur, l'estimateur ß^-ndge se comporte aussi bien 
que l'estimateur ßLl lorsque le degré de multicolinéarité est faible et est 
nettement plus stable que celui-ci en présence d'un sévère problème de 
multicolinéarité. 
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Figure 4.2: Stabilité de l'estimateur L2. 
Finalement, l'estimateur ß^-ndge e s t toujours plus stable que l'esti-
mateur ßrkPDi quelque soit la distribution des erreurs. Ces résultats 
nous conduisent à retenir l'estimateur ß^-ndge pour une étude plus ap-
profondie sur son comportement lorsque les deux problèmes des données 
aberrantes et de la multicolinéarité se posent simultanément. 
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Figure 4.3: Stabilité de l'estimateur ridge avec kpjj. 
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Figure 4.4: Stabilité de l'estimateur Li-ridge. 
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4.11 Comportement de l 'estimateur Li-ridge 
Ce paragraphe est consacré à l'étude du comportement de l'estimateur 
Li-ridge par rapport aux estimateurs Li, L>2 et ridge respectivement 
selon différents critères. Pour savoir si l'estimateur Li-ridge fournit des 
paramètres estimés plus proches des vraies valeurs des paramètres, nous 
avons calculé le pourcentage de cas pour lesquels celui-ci a produit un 
coefficient d'erreur absolue ou quadratique plus petit que l'estimateur 
L\, Li et ridge respectivement. Les résultats permettant de comparer 
l'estimateur Li-ridge et L\ selon le coefficient d'erreur absolue sont 
donnés dans le tableau (4.17) pour les différentes valeurs de p et les 
cinq distributions d'erreur dans le cas où p = 10. Une valeur supérieure 
à 0.5 indique une meilleure performance de l'estimateur Lj-ridge par 
rapport à l'estimateur Li, alors qu'une valeur proche de 0.5 indique 
un comportement semblable de ces deux estimateurs. On constate une 
très nette différence selon le degré de multicolinéarité, l'estimateur Li-
ridge produisant des paramètres estimés toujours plus proches des vraies 
valeurs des paramètres lorsque le problème de multicolinéarité est très 
important. Dans le cas où les erreurs sont distribuées normalement et 
que le degré de multicolinéarité est peu important (p < 0.99), les deux 
estimateurs se comportent pratiquement de la même manière. Par con-
tre, en présence du problème des données aberrantes, dans les cas où 
les erreurs sont distribuées selon une loi normale contaminée, une loi de 
Laplace et surtout dans le cas de la loi de Cauchy, l'estimateur Li est plus 
performant que l'estimateur Li-ridge. Ceci correspond bien au fait que 
les estimateurs Li sont particulièrement bien adaptés pour le problème 
des données aberrantes lorsque le problème de la multicolinéarité ne se 
pose pas. Par contre, l'estimateur Li-ridge se comporte très bien lorsque 
les deux problèmes se posent simultanément. 
Finalement, dans le cas de la loi asymétrique, l'estimateur Li-ridge se 
comporte mieux que l'estimateur Li pour toutes les valeurs de p et 
fournit des paramètres estimés toujours plus proches des vraies valeurs 
des paramètres lorsque le problème de la multicolinéartité est très sévère. 
La figure (4.5) permet de visualiser les résultats plus facilement que dans 
un tableau. Le graphe représente les pourcentages obtenus en fonction 
de p. Comme pour les figures précédentes, une échelle logarithmique a 
été utilisée pour pouvoir distinguer les résultats pour les valeurs de p 
proches de 1. 



























































































Tableau 4.17: Pourcentage de cas où l'estimateur Li-ridge a produit un 
coefficient d'erreur absolue plus petit que l'estimateur L\. 
La figure (4.6) permet de visualiser les résultats pour le coefficient 
d'erreur quadratique. 
Les résultats permettant de comparer l'estimateur Li-ridge avec l'esti-
mateur L\ selon le coefficient d'erreur quadratique sont globalement 
semblables à ceux obtenus avec le coefficient d'erreur absolue. Lorsque le 
degré de multicolinéarité est très important, l'estimateur Li-ridge four-
nit des paramètres estimés toujours plus proches des vraies valeurs des 
paramètres que l'estimateur Li, quelque soit la distribution des erreurs. 
Dans le cas où le degré de multicolinéarité est peu important, les deux 
estimateurs se comportent de façon assez semblables pour les cinq distri-
butions. A noter qu'avec le coefficient d'erreur quadratique, contraire-
ment au coefficient d'erreur absolue, l'estimateur Li-ridge se comporte 
légèrement mieux que l'estimateur L\ lorsque la loi est celle de Laplace 
ou Cauchy. Ainsi, du point de vue du critère utilisé, le coefficient d'erreur 
absolue semble quelque peu favoriser l'estimateur L\ dans ce cas. Cepen-
dant, dans les cas pour lesquels il y a les deux problèmes des données 
aberrantes et de la multicolinéarité, l'estimateur Lj-ridge se comporte 
toujours mieux que l'estimateur L\ indépendemment du critère utilisé. 
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Figure 4.5: Pourcentage de cas où l'estimateur Li-ridge a produit un 
coefficient d'erreur absolue plus petit que l'estimateur L\. 
Voyons à présent comment se comporte l'estimateur Li-ridge face à 
l'estimateur Li. La figure (4.7) permet de comparer le comportement de 
l'estimateur Li-ridge et Li en fonction du critère du coefficient d'erreur 
absolue. L'estimation Li étant reconnue pour être la meilleure méthode 
d'estimation lorsque les erreurs sont normalement distribuées et qu'il n'y 
a pas de problème de multicolinéarité, il est parfaitement logique que cet 
estimateur l'emporte sur l'estimateur Li-ridge pour les faibles valeurs de 
p lorsque la distribution des erreurs est normale. En effet, dans ce cas 
les pourcentages de cas pour lesquels l'estimateur Li-ridge a fournit un 
coefficient d'erreur absolue plus petit que l'estimateur Li sont plus pe-
tits que 0.5; par contre, même pour la distribution d'erreur normale, 
l'estimateur Li-ridge est plus proche des vraies valeurs des paramètres 
lorsque le degré de multicolinéarité devient important. Pour toutes les 
autres distributions d'erreur, l'estimateur Li-ridge est plus performant 
que l'estimateur Li quelque soit le degré de multicolinéarité. Dans le 
cas de la distribution de Cauchy, l'estimateur Li-ridge fournit toujours 
des paramètres estimés plus proches des vraies valeurs des paramètres 
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Figure 4.6: Pourcentage de cas où l'estimateur Li-ridge a produit un 
coefficient d'erreur quadratique plus petit que l'estimateur L\. 
que l'estimateur Li. On retrouve ainsi dans ce nouvel estimateur la 
propriété d'être peu affecté par les données aberrantes. Remarquons 
encore que l'estimteur Li semble être plus affecté que l'estimateur L\-
ridge lorsque la distribution des erreurs est asymétrique. La figure (4.8) 
correspond au critère du coefficient d'erreur quadratique, les résultats 
sont comparables à ceux obtenus pour le coefficient d'erreur absolue. 
L'estimateur Li-ridge se comportant mieux que l'estimateur Li lorsque 
le problème de la multicolinéarité s'accentue. De même, lorsque la dis-
tribution des erreurs n'est pas normale, l'estimateur Li-ridge l'emporte 
sur l'estimateur Li. 
A noter la supériorité de l'estimateur Li lorsque le problème de la 
multicolinéarité est peu marqué et que les erreurs suivent une loi nor-
male. Cette supériorité est cependant moins prononcée qu'avec le coef-
ficient d'erreur absolue qui favorise plus l'estimation Li-ridge. Finale-
ment nous retiendrons de cette comparaison, le très bon comportement 
de l'estimateur ii-ridge en présence des deux problèmes des données 
aberrantes et de la multicolinéarité. 
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Figure 4.7: Pourcentage de cas où l'estimateur Li-ridge a produit un 
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Figure 4.8: Pourcentage de cas où l'estimateur Li-ridge a produit un 
coefficient d'erreur quadratique plus petit que l'estimateur Li-
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Il nous reste à comparer la performance de l'estimateur Li-ridge 
face à l'estimateur ridge. Les résultats pour le coefficient d'erreur ab-
solue sont représentés dans la figure (4.9). On constate, comme dans 
le cas des estimateurs L2, que l'estimateur ridge se comporte mieux 
que l'estimateur Li-ridge lorsque les erreurs sont distribuées selon une 
loi normale. Cependant, lorsque la multicolinéarité devient très sévère, 
l 'estimateur Li-ridge l'emporte. Pour les autres distributions d'erreur, 
sauf pour celle de Cauchy, les résultats présentent une structure par-
ticulière, indiquant une performance d'autant meilleure de l'estimateur 
ridge à mesure que p augmente puis inversement. Ainsi, sur un inter-
valle, l 'estimateur ridge l'emporte sur l'estimateur Li-ridge. Il est possi-
ble que le choix retenu pour k dans l'estimation ridge soit à l'origine de 
ce phénomène; en effet, la valeur optimale de k n'étant pas connue mais 
estimée à partir des données, il n'est pas étonnant que le comportement 
de l'estimateur ridge passe par une valeur optimale en fonction de p. 
Cependant, à mesure que le problème de la multicolinéarité devient plus 
important, l'estimateur Iq-ridge l'emporte sur l'estimateur ridge. Ici 
encore, dans le cas où les erreurs suivent une loi de Cauchy, l'estimateur 
Li-ridge est toujours plus proche des vraies valeurs des paramètres. 
Finalement, la figure (4.10) fournit les résultats pour le coefficient 
d'erreur quadratique indiquant un comportement analogue de ces deux 
estimateurs par rapport aux résultats obtenus avec le coefficient d'erreur 
absolue. Dans ce cas également, la supériorité de l'estimateur ridge 
est moins marquée que pour le coefficient d'erreur absolue pour les 
faibles valeurs de p. De plus les remarques faites dans le cas du co-
efficient d'erreur absolue sur le bon comportement de l'estimateur ridge 
pour certaines valeurs de p s'appliquent également ici. Cependant, 
l 'estimateur Li-ridge se comporte mieux que l'estimateur ridge lorsque 
le problème de la multicolinéarité est sévère. De plus, lorsqu'il n 'y a pas 
de problème de multicolinéarité mais que les erreurs sont distribuées 
selon une loi de Cauchy, l'estimateur L\-ridge est aussi plus performant 
que l'estimateur ridge. Ainsi, l'estimateur Li-ridge est particulièrement 
bien adapté lorsque les deux problèmes des données aberrantes et de la 
multicolinéarité apparaissent simultanément. 
Pour être aussi complet que possible dans la comparaison de l'estima-
teur Lj-ridge avec les trois autres estimateurs, nous les comparons à 
présent selon le critère de l'erreur quadratique moyenne. Cette com-
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Figure 4.9: Pourcentage de cas où l'estimateur Li-ridge a produit un 
coefficient d'erreur absolue plus petit que l'estimateur ridge. 
paraison se fera sur la même base que celle utilisée pour comparer les 
estimateurs L\, Li et ridge en calculant les rapports respectifs de l'erreur 
quadratique moyenne. Rappelons que le comportement de ces rapports 
pour les différents paramètres étant très semblables, nous ne présentons 
les résultats que pour l'un de ces paramètres, notamment ß\t dans le 
cas o ù n = 100. Ainsi en calculant le rapport de l'erreur quadratique 
moyenne de l'estimateur Li-ridge sur celle de chacun des autres estima-
teurs, il est possible de comparer la performance de l'estimateur Lj-ridge 
à celle des autres estimateurs selon le degré de multicolinéarité et pour 
les différentes distributions d'erreur. Une valeur inférieure à 1 indiquant 
une meilleure performance de l'estimateur Li-ridge. Les calculs ont été 
faits pour p — 2, p = 5 et p = 10. Cependant, seuls les cas p = 2 et 
p = 10 sont présentés ici du fait que les résultats sont relativement peu 
différents selon les valeurs de p. Les résultats sont également présentés 
graphiquement de manière à pouvoir directement comparer les différents 
estimateurs. La figure (4.11) permet de comparer l'estimateur Iq-ridge 
et l'estimateur L\ pour p = 2. La droite tirée à la hauteur 1 permet de 
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Figure 4.10: Pourcentage de cas où l'estimateur Xi-ridge a produit un 
coefficient d'erreur quadratique plus petit que l'estimateur ridge. 
mieux distinguer dans quels cas l'estimateur Lj-ridge est le plus perfor-
mant. 
On constate une très nette différence selon le degré de multicolinéarité. 
En effet, pour toutes les distributions d'erreur, sauf celle de Cäuchy, les 
estimateurs Li-ridge et L\ se comportent pratiquement de manière iden-
tique lorsque le degré de multicolinéarité est peu élevé, avec des rapports 
proches de 1. A noter un comportement plus performant de l'estimateur 
L\ en présence de données aberrantes générées par la loi de Cauchy 
lorsque le problème de la multicolinéarité est peu important. Cepen-
dant, même pour cette distribution, l'estimateur Li-ridge l'emporte 
sur l'estimateur L\ lorsque le degré de multicolinéarité augmente, in-
diquant une performance nettement supérieure de l'estimateur Lj-ridge 
en présence de données aberrantes et du problème de la multicolinéarité. 
Pour les autres distributions, le comportement de l'estimateur Li-ridge 
face à l'estimateur L\ est également d'autant meilleur que le degré de 
multicolinéarité augmente. Ainsi, ce nouvel estimateur est nettement 
moins sensible que l'estimateur L\ en présence de la multicolinéarité. 
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Figure 4.11: Rapports de l'erreur quadratique moyenne de l'estimateur 
I/i-ridge sur l'estimateur L\ (p = 2). 
La figure (4.12) fournit les résultats dans le cas où p = 10. La différence 
la plus marquante avec le cas p = 2 est le comportement de ces deux 
estimateurs dans le cas de la loi de Cauchy. Cette fois, l'estimateur L\-
ridge se comporte pratiquement de la même manière que l'estimateur 
Li pour les faibles valeurs de p. Ceci peut s'expliquer du fait que p 
représente le coefficient de corrélation entre paires de variables. Ainsi, 
en augmentant le nombre de variables explicatives, le degré de multi-
colinéarité est plus important pour une valeur fixée de p. On retien-
dra de la comparaison entre ces deux estimateurs que la supériorité de 
l'estimateur Li-ridge dépend essentiellement du problème de la multi-
colinéarité et peu de la distribution des erreurs. En effet, ces deux esti-
mateurs se comportent globalement de façon analogue lorsque le degré 
de multicolinéarité est peu important, alors que l'estimateur Li-ridge 
devient de plus en plus performant à mesure que le degré de multi-
colinéarité augmente. 
Voyons à présent comment se comporte l'estimateur Li-ridge face à 
l'estimateur L^. La figure (4.13) représente les résultats pour p = 2. Les 
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Figure 4.12: Rapports de l'erreur quadratique moyenne de l'estimateur 
Zq-ridge sur l'estimateur L\ (p= 10). 
résultats doivent cette fois être nuancés selon la distribution d'erreur; en 
effet, lorsque la distribution des erreurs est normale et que le problème 
de la multicolinéarité est peu important, l'estimateur L2 est plus per-
formant que l'estimateur Lj-ridge; ce résultat confirme que l'estimateur 
L2 est le plus performant lorsqu'il n'y a ni problème de données aber-
rantes ni problème de multicolinéarité. Par contre, l'estimateur Li-ridge 
devient plus performant que l'estimateur L2 dès que le problème de mul-
ticolinéarité devient sévère. Pour les autres distributions, l'estimateur 
Li-ridge est meilleur que l'estimateur L2, notamment dans le cas de la 
loi de Laplace et celle de Cauchy. 
Pour cette dernière, l'estimateur Z^-ridge est toujours supérieur à l'esti-
mateur L2 quelque soit le degré de multicolinéarité. L'estimateur L1-
ridge se comporte une fois de plus particulièrement bien en présence 
des deux problèmes évoqués. De plus, face à l'estimateur L2, il a ten-
dance à se comporter d'autant mieux que le degré de multicolinéarité 
augmente. La figure (4.14) permet de comparer l'estimateur Li-ridge 
et L2 lorsque p = 10. Les résultats sont très semblables à ceux obtenus 
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Figure 4.13: Rapports de l'erreur quadratique moyenne de l'estimateur 
Lj-ridge sur l'estimateur Li (p = 2). 
pour p = 2 et appellent les mêmes commentaires du point de vue de la 
performance de ces deux estimateurs. A noter toutefois que lorsque le 
problème de la multicolinéarité est peu prononcé, l'estimateur Lj-ridge 
se comporte mieux que l'estimateur Li lorsque les erreurs suivent une 
loi normale contaminée. Pour la loi de Cauchy, l'estimateur Li-ridge est 
toujours plus performant que l'estimateur Li quelque soit le degré de 
multicolinéarité, l'estimateur Li-ridge se montrant particulièrement peu 
sensible au problème des données aberrantes. 
Il nous reste à comparer le comportement de l'estimateur Lj-ridge 
par rapport à l'estimateur ridge. Les résultats obtenus pour les différentes 
valeurs de p étant semblables (comme dans le cas de la comparaison 
avec les estimateurs Lì), nous donnons dans la figure (4.15) les résultats 
pour p = 10. On y retrouve un comportement qui a déjà pu être ob-
servé en comparant ces deux estimateurs selon les critères des coefficients 
d'erreur absolue et quadratique. Lorsque la distribution des erreurs est 
normale, l'estimateur ridge se comporte mieux que l'estimateur Li-ridge 
à mesure que p augmente puis inversement. De même pour les autres 
^«x>o-'>--o--..fi 
' 4 = 5 5 
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Figure 4.14: Rapports de l'erreur quadratique moyenne de l'estimateur 
Li-ridge sur l'estimateur L2 (p =10). 
distributions, excepté pour celle de Cauchy, l'estimateur ridge est plus 
performant sur un intervalle. Par contre, l'estimateur ridge est parti-
culièrement sensible aux données aberrantes comme dans le cas de la 
loi de Cauchy, pour laquelle l'estimateur Li-ridge l'emporte quelque soit 
le degré de multicolinéarité. D'autre part, lorsque le problème de mul-
ticolinéarité est sévère, l'estimateur Li-ridge l'emporte sur l'estimateur 
ridge, plus particulièrement lorsque la loi est celle de Laplace ou la loi 
normale contaminée. On retrouve ici la bonne performance de l'estima-
teur Zq-ridge lorsque les erreurs ne sont pas distribuées normalement. 
Dans le cas de la loi normale, les deux estimateurs se comportent pra-
tiquement de la même manière lorsque le degré de multicolinéarité est 
très élevé. Ainsi, l'estimateur Li-ridge se comporte particulièrement 
bien lorsque les deux problèmes des données aberrantes et de la mul-
ticolinéarité se posent simultanément. Par contre, lorsqu'il n'y a que 
le problème de la multicolinéarité qui se pose, le recours à l'estimateur 
ridge reste une alternative raisonnable. 
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Figure 4.15: Rapports de l'erreur quadratique moyenne de l'estimateur 
Li-ridge sur l'estimateur ridge (p = 10). 
4.12 Conclusion 
L'étude comparative menée dans ce chapitre nous a permis de mieux 
comprendre le comportement des différents estimateurs lorsque les deux 
problèmes des données aberrantes et de la multicolinéarité se posaient. 
Pour chaque problème pris séparément, il existe des méthodes d'estima-
tion mieux adaptées que l'estimation L^, notamment l'estimation L\ 
dans le cas des données aberrantes et l'estimation ridge lorsque le degré 
de multicolinéarité est important. Cependant, lorsque les deux problèmes 
se posent simultanément, aucune de ces méthodes n'est la plus appro-
priée. En effet, l'estimateur L\ est sensible au problème de la multi-
colinéarité et est moins performant que l'estimateur ridge dans ce cas. 
D'autre part, l'estimateur ridge, comme l'estimateur Li, peut être forte-
ment influencé par les données aberrantes. Une approche naturelle pour 
se protéger de ces deux problèmes lorsqu'ils apparaissent simultanément 
consiste à combiner l'estimateur L\ et ridge. L'estimateur ainsi obtenu, 
appelé estimateur Li-ridge, peut être calculé sans passer par une tech-
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nique itérative des moindres carrés pondérés mais directement sur les 
données augmentées. Une large place a été consacrée au comporte-
ment de ce nouvel estimateur par rapport à d'autres estimateurs. Dans 
une étude préliminaire, nous avons comparé l'estimateur Li-ridge aux 
quantiles de régression ainsi qu'à l'estimateur ridge obtenu avec kpo et 
^HKB respectivement. Les résultats ont montré que l'estimateur L\-
ridge se comporte mieux que les autres estimateurs lorsque les deux 
problèmes des données aberrantes et de la multicolinéarité se posent si-
multanément. En présence du seul problème des données aberrantes, 
les quantiles de régression avec 9 = 50% (estimateur Li!) sont les 
mieux adaptés. Lorsque seul le problème de la multicolinéarité se pose, 
l'estimateur ridge avec kjfxB est le plus performant. Nous avons donc 
mené une étude plus approfondie en retenant les estimateurs L\, Li 
et ridge pour comparer leurs performances à celles de l'estimateur L\-
ridge (avec kfjKß)- Les résultats obtenus permettent de considérer la 
méthode d'estimation Li-ridge comme une alternative particulièrement 
bien adaptée lorsque les deux problèmes se posent simultanément. En ef-
fet, l'estimateur Lj-ridge se comporte mieux que l'estimateur L\ lorsque 
le degré de multicolinéarité est élevé. De même, il est beaucoup moins 
influencé par les données aberrantes que l'estimateur ridge, en parti-
culier quand la distribution des erreurs suit une loi de Cauchy. De 
plus, lorsque le problème de multicolinéarité est sévère, l'estimateur L\-
ridge est également plus performant. Par rapport à l'estimateur Li, cet 
estimateur se comporte d'autant mieux à mesure que le degré de mul-
ticolinéarité augmente, quelque soit la distribution des erreurs. Il est 
également plus performant en présence du problème des données aber-
rantes lorsque le degré de multicolinéarité est faible. Ainsi pour chaque 
problème pris séparément, l'estimateur Li-ridge est mieux adapté que 
l'estimateur Li. La supériorité de l'estimateur Li-ridge est encore plus 
marquée lorsque les deux problèmes se posent simultanément. Par con-
tre, l'estimateur Li reste le meilleur estimateur lorsqu'aucun des deux 
problèmes ne se pose. Ainsi, la méthode d'estimation la mieux adaptée 
dépend de la nature du problème rencontré. Ici, dans le cas où les deux 
problèmes des données aberrantes et de la multicolinéarité se posent si-
multanément, l'estimateur Li-ridge est celui qui se comporte le mieux 
face aux estimateurs Li, Li et ridge respectivement. 
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Finalement, il serait intéressant de calculer les estimateurs ridge et 
Li-ridge en fonction de k, la valeur de k estimée à partir des données 
n'étant pas forcément optimale. De ce point de vue, les résultats trouvés 
dans ce chapitre, notamment le théorème 2 démontré dans le paragraphe 
consacré aux propriétés des estimateurs Li-ridge peuvent s'avérer par-
ticulièrement utiles et facilement appliqués en posant A = yk. Cette 




Ce chapitre est consacré aux nouvelles applications des différents esti-
mateurs étudiés dans ce travail. Dans les modèles de régression linéaire 
multiple, la méthode des moindres carrés est la plus couramment utilisée. 
Cependant, dans les ensembles de données réelles, plusieurs problèmes 
peuvent se poser, notamment celui de la multicolinéarité et des données 
aberrantes. De nombreux progrès ont été faits dans le développement 
de diagnostics pour détecter les données aberrantes. L'estimation L\ 
est d'ailleurs l'une des méthodes reconnues pour cela. Dans le cas 
où le problème de multicolinéarité se pose, certaines techniques ont 
également été développées, comme par exemple l'estimation ridge qui 
permet d'obtenir des estimateurs plus stables en réduisant les paramètres 
estimés vers 0 (selon la valeur de k). La combinaison des estimateurs 
Li et ridge introduite dans le chapitre précédent fournit également des 
paramètres estimés qui ont tendance à être réduits vers 0 lorsque k aug-
mente. Contrairement aux paramètres estimés par la méthode ridge qui 
ne sont en général pas nuls, certains paramètres obtenus par l'estimation 
Li-ridge s'annulent en augmentant k. Il est donc possible de sélectionner 
les variables correspondant aux paramètres non nuls de l'estimation Ly 
ridge et d'éliminer celles pour lesquelles ces paramètres sont nuls. Il 
s'agit là d'une application particulièrement intéressante pour la cons-
truction d'un modèle. Nous étudierons dans ce chapitre deux applica-
tions sur des données de type économique et comparerons les résultats 
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avec ceux obtenus par les outils conventionnels de sélection d'un modèle. 
Certains logiciels comme Minitab (version 9.1) permettent d'évaluer 
toutes les combinaisons possibles des variables explicatives. S'il y a 
p variables explicatives, il y a 2P sous-ensembles possibles de variables 
explicatives correspondant aux différents modèles. La commande breg 
(best regression) de Minitab sélectionne les deux meilleurs sous-ensembles 
de chaque taille, c'est-à-dire ceux pour lesquels le coefficient de détermi-
nation est le plus grand. Il est ainsi possible de comparer les résultats 
obtenus avec cette méthode à ceux obtenus en appliquant les estimateurs 
Li-ridge aux données. 
5.2 Sélection Li-ridge de modèles (prix de vente 
des maisons) 
Le premier exemple se rapporte à un ensemble de données relatif aux prix 
de vente de maisons (Narula et Wellington (1977), Weisberg (1985)). Il 
s'agit de prédire Y, le prix de vente d'une maison (en milliers de dollars), 










Taxes (en centaines de dollars) 
Nombre de salles de bain 
Grandeur du terrain (en milliers de pieds carrés) 
Surface habitable (en milliers de pieds carrés) 
Nombre de garages 
Nombre de pièces 
Nombre de chambres à coucher 
Age de la maison (en années) 
Type de construction (brique (1), brique et bois (2), aluminium et 
bois (3), bois (4)) 
-X"jo : Style (2 étages (1), 1 étage et demi (2), ranch (3)) 
X11 : Nombre de cheminées 
Les données relatives à ces variables correspondent kn— 27 maisons 
vendues en Pennsylvanie (USA) et figurent dans le tableau (5.1). Avant 
d'analyser ces données avec les différentes méthodes de régression linéaire, 
examinons l'indice de conditionnement pour savoir s'il y a un problème 
de multicolinéarité. Pour cela, nous calculons les valeurs propres de la 
5.2. Sélection Li-ridge de modèles (prix de vente des maisons) 95 
matrice X'X en les ordonnant de manière décroissante. Dans ce qui suit 
les données ont été au préalable standardisées, ce qui permet d'avoir des 
variables du même ordre de grandeur et d'éviter les problèmes d'unités. 
Les valeurs propres sont les suivantes 
A1 = 139.07, A2 = 48.48, A3 = 26.76, A4 = 23.47, A5 = 18.99, 





















































































































































































































































































































Tableau 5.1: Données relatives au prix de vente de maisons. 
L'indice de conditionnement s'obtient en calculant le rapport de la 
plus grande valeur propre à la plus petite K = j 1 - = 1Q9^6 = 178.06. 
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Le problème de multicolinéarité semble relativement important ici; 
en effet, une valeur plus grande que 100 pour l'indice de condition-
nement peut être révélatrice d'un problème de multicolinéarité. Dans 
ce problème de régression multiple, comme cela arrive relativement sou-
vent en économie, les variables explicatives choisies sont corrélées entre 
elles. Il n'est d'ailleurs pas étonnant de rencontrer ce problème en ex-
aminant ces variables; par exemple, la surface habitable (X4) est cer-
tainement liée au nombre de pièces (Xe), au nombre de chambres à 
coucher (Xj) et au nombre de salles de bain (X2). Voyons à présent 
les résultats obtenus par la méthode des moindres carrés. Le tableau 
(5.2) contient les paramètres estimés pour les données standardisées, 
leur écart-type, la valeur t du test de Student et la valeur p correspon-
dante. Ces résultats appellent plusieurs remarques. En ce qui concerne 
les paramètres, il est surprenant de trouver des valeurs négatives pour 
les paramètres relatifs aux variables Xe et Xj. En effet, le prix de vente 
d'une maison devrait logiquement être positivement associé au nombre 
de pièces et de chambres à coucher. Il s'agit ici d'un problème lié à 
celui de la multicolinéarité pour lequel il n'est pas rare de trouver des 
coefficients avec un signe erroné. Mais le problème le plus important 
est certainement celui du test de Student qui permet de déterminer si 
les coefficients sont significativement non nuls (à un seuil de 5%, une 
valeur p supérieure à 0.05 indique un coefficient qui n'est pas significa-
tivement non nul). On constate que seul le coefficient correspondant à 
la variable X t est significativement non nul à un seuil de 5% (la con-
clusion est d'ailleurs la même jusqu'à un seuil de 20%). Ici aussi, ces 
résultats sont une conséquence directe de la multicolinéarité, puisque 
la variance (et donc l'écart-type) des paramètres estimés a tendance à 
être exagérément grande en présence du problème de la multicolinéarité, 
rendant ainsi les valeurs t plus petites. Il est toujours difficile de traiter 
ce type de problème directement. La méthode de régression Li-ridge 
permet de calculer les coefficients de l'équation de régression en fonction 
du paramètre k, comme indiqué dans le chapitre 4. 
Contrairement à l'estimation ridge qui a tendance à réduire uniformément 
vers 0 tous les paramètres estimés, l'estimation Li-ridge se comporte 
différemment. Certains paramètres deviennent rapidement nuls en aug-
mentant légèrement k, alors que d'autres restent non nuls. Ce comporte-
ment peut ainsi être exploité pour déterminer les variables à retenir dans 





























































Tableau 5.2: Résultats obtenus par la méthode des moindres carrés. 
le modèle, notamment celles dont les coefficients sont relativement sta-
bles et non nuls. Les résultats de l'estimation I/i-ridge sont donnés dans 
le tableau (5.3) pour des valeurs de k variant entre 0 et 1 comme il 
est en général préconisé pour l'estimation ridge. Une variante de cette 
méthode fournissant les mêmes conclusions serait d'utiliser le théorème 
2 démontré à la fin du chapitre 4 pour déterminer la valeur de k pour 
laquelle tous les coefficients sont nuls, puis de réduire k vers 0. La 
première ligne du tableau (5.3) fournit les valeurs des paramètres es-
timés par la méthode L\ du fait que k — 0. On constate les mêmes 
problèmes de signe que pour l'estimation par la méthode des moindres 
carrés. Par contre, il est intéressant de voir le comportement de chaque 
paramètre en fonction de k (seules les valeurs de k pour lesquelles il 
y a un changement dans les valeurs des paramètres apparaissent ici). 
Visiblement, certains coefficients deviennent rapidement nuls. Il s'agit 
dans l'ordre des coefficients relatifs aux variables XIQ, X7, X3, X$, X5 
et . ¾ . A noter que dans le cas des coefficients relatifs à X3 et à X7, ils 
peut arriver qu'ils n'aient pas une valeur exactement nulle pour certaines 
valeurs de k. Deux autres coefficients, notamment ceux correspondant 
aux variables Xg et Xn ne sont pas exactement nuls mais décroissent 
rapidement vers des valeurs proches de 0. 





































































































































































































































Tableau 5.3: Paramètres estimés par la méthode Li-ridge. 
Par contre, les trois coefficients qui correspondent aux variables Xi, X^ 
et Xi sont très nettement non nuls. Il arrive même que certains de 
ces coefficients augmentent avant de se stabiliser. Ces variables sem-
blent donc les plus importantes et devraient être prises en considération 
dans la sélection d'un modèle avec moins de variables. De manière à 
pouvoir comparer les résultats obtenus avec cette méthode, nous avons 
utilisé le logiciel Minitab pour établir toutes les régressions possibles. Le 
tableau (5.4) contient les deux modèles possédant la plus grande valeur 
du coefficient de détermination R2 selon la taille des sous-ensembles des 
variables explicatives. Certaines variables apparaissent clairement dans 
pratiquement tous les modèles. Ils s'agit des variables Xt, X2 et X\ 
respectivement. D'autres n'apparaissent que très rarement, comme les 
variables X3, X5, Xe, Xj et Xjo- Finalement, les variables Xs, XQ et 
Xn sont présentes dans les modèles avec plus de 4 ou 5 variables. H 
faut remarquer que le coefficient de détermination dépasse 90% à partir 
de modèles avec seulement deux variables (Xj et Xi) ou (X2 et X4). 
Dans le cas d'un modèle avec trois variables, on retrouve le modèle à 
trois variables (Xj, Xi et Xi) obtenu avec la méthode Lj-ridge, avec un 
très bon coefficient de détermination de 93.5 %. 






























































































































































































Tableau 5.4: Meilleurs sous-ensembles pour la régression. 
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Les résultats obtenus par la méthode basée sur l'estimation Lj-ridge 
conduisent ainsi à des conclusions très semblables à la méthode consis-
tant à examiner toutes les régressions possibles (dans ce cas, 2n = 2048 
régressions ont été examinées, seules les deux meilleures pour chaque 
sous-ensemble de variables apparaissent dans le tableau (5.4)). Nous 
avons vu dans le chapitre 4 que l'estimation Li-ridge se ramenait à un 
problème d'estimation L\ sur les données augmentées. Lorsque le nom-
bre de variables devient très important, il n'est plus possible d'examiner 
toutes les régressions possibles, alors que l'estimation Lj-ridge peut tou-
jours s'appliquer dans ce cas. D'autre part, le coefficient de détermination 
peut être sensible aux données aberrantes alors que l'estimation Li-ridge 
est moins sensible à ce problème. 
Avant de passer au deuxième exemple d'application, donnons encore 
les résultats obtenus pour le modèle avec les trois variables Xj, Xi et 





















Tableau 5.5: Résultats obtenus pour le modèle à trois variables. 
Cette fois, les paramètres estimés sont très significativement non nuls 
pour les variables Xj (Taxes) et Xi (Surface habitable), alors que pour 
X2 (Nombre de salles de bain) cette conclusion est moins marquée. Les 
deux variables X\ et Xi semblent ainsi particulièrement importantes 
pour expliquer la variation du prix de vente d'une maison. La sélection 
d'un bon modèle en régression linéaire est fondamentale. Dans cet exem-
ple d'application des estimateurs Lj-ridge, nous avons pu réduire con-
sidérablement le nombre de variable (réduisant ainsi le problème lié à 
la multicolinéarité) seins pour autant sacrifier le pouvoir explicatif du 
modèle. Finalement, en appliquant la méthode des moindres carrés sur 
les données non standardisées, on obtient l'équation de régression sui-
vante pour le modèle avec les trois variables Xi, X2 et Xi 
Y = -0.626 + 1.867X1 -f 7.113X2 + 10.921X4. 
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5.3 Sélection Li-ridge de modèles (taux d'accidents) 
Le deuxième exemple d'application des estimateurs Lj-ridge pour sélectionner 
un modèle se fera sur un ensemble de données avec 13 variables pour 
expliquer le taux d'accidents (Y) dans l'état du Minnesota (Weisberg 
(1985)). Les données comprennent 39 observations faites sur des tronçons 
d'autoroute. Les variables retenues sont les suivantes 
Xi : longueur du tronçon (en miles) 
Xi : trafic moyen quotidien (en milliers de véhicules) 
Xz : pourcentage du volume de camions par rapport au volume total 
Xi : vitesse limite autorisée (en miles/heure) 
Xs : largeur de la piste (en pieds) 
Xß : largeur de la piste d'arrêt d'urgence (en pieds) 
X-j : nombre de changements de pistes libres (par mile sur le tronçon) 
Xg : nombre de changements de pistes signalées (par mile) 
Xg : nombre de points d'entrée sur l 'autoroute (par mile sur le tronçon) 
Xyo : nombre total de pistes (dans les deux directions) 
X]] : 1 s'il s'agit d'une autoroute fédérale inter-état, 0 sinon 
X\2 '• 1 s'il s'agit d'une artère principale d'autoroute, 0 sinon 
Xj3 : 1 s'il s'agit d'une artère majeure d'autoroute, 0 sinon. 
Le tableau (5.6) contient l'ensemble de ces données. Les paramètres 
estimés par la méthode des moindres carrés sur ces données avec les 














































On constate qu'avec le modèle comprenant l'ensemble des treize vari-
ables explicatives, aucun des paramètres estimés par la méthode des 
moindres carrés n'est significativement non nul à un seuil de 5%. En 
effet aucune valeur p n'est inférieure à 0.05. 












































































































































































































































































































































































































































































































































Tableau 5.6: Ensemble de données relatives au taux d'accidents dans 
l'état du Minnesota (USA). 
Le tableau (5.7) fournit les résultats pour les données standardisées. 
On notera que les valeurs p du test de Student ne sont pas modifiées 
par cette standardisation. Que ce soit sur les données brutes ou stan-
dardisées, les conclusions sont les mêmes, à savoir qu'aucun coefficient 
n'est significativement non nul (à un seuil de 5%). On retrouve ainsi un 
problème semblable à celui rencontré dans l'application précédente. 
Pour déterminer quelles sont les variables importantes dans ce modèle, 
nous comparons les résultats obtenus avec l'estimation Lj-ridge et ceux 
obtenus en examinant toutes les régressions possibles (8192 ici, puisqu'il 
y a 13 variables). Les paramètres estimés par la méthode Li-ridge en 
fonction de /s sont donnés dans le tableau (5.8). Certains coefficients sont 
très rapidement nuls et indiquent quelles variables sont peu importantes 







































































Tableau 5.7: Résultats obtenus par la méthode des moindres carrés. 
dans le modèle. Il s'agit respectivement des variables X2, X6, Xio, -^n > 
Xi3, X7 et X5. Les variables à retenir sont celles pour lesquelles les 
coefficients associés sont non nuls. D'un point de vue quantitatif, les 
coefficients les plus importants sont ceux liés aux variables X4 et Xg. 
Viennent ensuite respectivement les variables Xs, X\, X3 et Xi2. Ainsi, 
avec cette méthode, le modèle sélectionné pourrait être celui comprenant 
ces six variables. D'autres modèles comprenant un sous-ensemble de ces 
variables peuvent également être envisagés. Il serait alors souhaitable 
d'inclure les deux variables X4 et X9 dans cette sélection. Comme dans 
l'application précédente, nous présentons les résultats obtenus en exam-
inant toutes les régressions possibles dans le tableau (5.9) de façon à 
pouvoir comparer les résultats. Rappelons que sur toutes les régressions 
examinées, seuls les deux meilleurs modèles du point de vue du coefficient 
de détermination sont retenus pour chaque taille des sous-ensembles des 
variables explicatives. On constate que le coefficient de détermination 
pour le modèle comprenant toutes les variables est de 76.1%. Ce co-
efficient n'augmente pratiquement plus à partir d'un modèle avec cinq 
ou six variables. A partir d'un modèle avec au moins quatre variables, 
le coefficient de détermination dépasse 70%. Il est donc raisonnable 
d'envisager un modèle avec entre quatre et six variables. 




















































































































































































































































































































Tableau 5.8: Paramètres estimés par la méthode Lj-ridge. 
Les résultats du tableau (5.9) sont particulièrement utiles pour déterminer 
quelles variables sont importantes dans la construction d'un modèle. 
Dans le cas où il n'y a qu'une variable explicative, les deux meilleurs 
modèles sont ceux comprenant soit la variable Xg (Nombre de points 
d'entrée sur l'autoroute) soit la variable Xt (Vitesse limite autorisée), 
c'est-à-dire les deux variables les plus importantes déterminées par la 
méthode Li-ridge. Cependant le coefficient de détermination reste rel-
ativement faible dans ce cas, indiquant que d'autres variables sont im-
portantes pour expliquer le taux d'accidents. En effet, outre ces deux 
variables, d'autres variables apparaissent dans pratiquement tous les 
modèles; à partir des modèles à deux variables, X\ et X% sont pratique-
ment toujours retenues, alors qu'à partir des modèles à quatre et cinq 
variables, X% et X\2 sont retenues. On retrouve ainsi les mêmes vari-
ables qu'avec la méthode Lj-ridge; le modèle avec les six variables X\, 
Xz, X4, Xg, Xg et X\2 fait également partie des deux meilleurs modèles 
à six variables avec un coefficient de détermination de 75.2%. Ce modèle 
a l'avantage d'avoir relativement peu de variables et permet d'expliquer 
aussi bien le taux d'accidents que le modèle avec l'ensemble des treize 
variables explicatives. 





























































































































































































































































Tableau 5.9: Meilleurs sous-ensembles pour la régression. 
5.4 Conclusion 
Nous avons vu dans ce chapitre deux applications des estimateurs Li-
nage. Pour les deux ensembles de données considérées, les résultats 
obtenus avec ces estimateurs permettent de sélectionner un modèle très 
satisfaisant avec les variables à disposition. En comparant ces résultats 
avec ceux obtenus en considérant toutes les régressions possibles, on 
retrouve les variables sélectionnées selon le critère du coefficient de déter-
106 5. APPLICATIONS 
mination. Il semble donc que les estimateurs Li-ridge permettent de 
sélectionner les variables importantes dans les problèmes de régression 
comprenant un nombre élevé de variables explicatives et pour lesquels 
le problème de la multicolinéarité est souvent source d'inconvénients 
pour une utilisation directe de la méthode des moindres carrés. Comme 
nous l'avons vu dans le chapitre précédent, l'estimation Lj-ridge est 
également nettement moins sensible au problème des données aber-
rantes, ce qui est un avantage important par rapport à la méthode des 
moindres carrés. Cet aspect du problème ne s'est pas posé dans les 
ensembles de données considérées mais nous avons vu comment le coef-
ficient de détermination pouvait être affecté par des données aberrantes. 
Dans ce cas, les résultats obtenus en considérant toutes les régressions 
possibles (qui sont basées sur la méthode des moindres carrés) peu-
vent être trompeurs. La méthode présentée dans ce chapitre devrait 
permettre d'éviter ce type de problèmes. L'un des avantages de la 
méthode Lj-ridge par rapport à la méthode classique de la sélection 
du meilleur modèle est le temps de calcul. Les algorithmes à disposition 
aujourd'hui pour le calcul des estimateurs L\ et donc des estimateurs 
Li-ridge sont performants. Pour l'utilisateur, dans les exemples étudiés 
dans ce chapitre, les résultats pour l'estimation Lj-ridge, comme pour 
l'estimation L% sont immédiats. Par contre, lorsqu'il s'agit d'examiner 
toutes les régressions possibles (2P, où p est le nombre de variables ex-
plicatives), le temps de calcul peut devenir très important. Le logiciel 
Minitab demande d'ailleurs à l'utilisateur une confirmation lorsqu'il y a 
plus de 14 variables explicatives en l'avertissant que cela peut prendre 
beaucoup de temps! Mentionnons encore que s'il est possible de com-
parer les estimateurs L\, L%, ridge et L]-ridge comme nous l'avons fait en 
utilisant la simulation, il n'est guère possible de les comparer de manière 
objective sur des ensembles de données puisque les vraies valeurs des 
paramètres ne sont pas connues. Quant à l'estimation ridge, elle fournit 
des paramètres qui ne sont pas nuls mais qui tendent vers 0 de manière 
relativement uniforme, rendant ainsi l'interprétation d'un modèle par-
ticulièrement difficile. Par contre, certains paramètres estimés par la 
méthode Lj-ridge sont très rapidement nuls, alors que d'autres restent 
non nuls indiquant ainsi les variables à prendre en considération dans le 
modèle. Il s'agit là d'une application originale des estimateurs Lj-ridge, 




La recherche effectuée dans ce travail nous a permis de mieux compren-
dre le comportement des estimateurs Li, Li, ridge et Li-ridge lorsque 
les deux problèmes de la multicolinéarité et des données aberrantes se 
posaient simultanément. Nous avons ainsi pu comparé ces différentes 
méthodes d'estimation dans les modèles de régression linéaire multiple, 
en présence de ces deux problèmes. Alors que l'on trouve de nombreuses 
publications sur chaque problème pris séparément, la voie consistant à 
les étudier simultanément n'a pas connu le même succès. Notre ap-
proche est basée sur une combinaison des deux méthodes de régression 
L\ et ridge, la première étant reconnue pour être peu sensible aux 
données aberrantes et la seconde utilisée lorsque le problème de la multi-
colinéarité se pose. Cette méthode d'estimation appelée Li-ridge semble 
fournir une approche bien adaptée en présence de ces deux problèmes. 
En effet, par rapport aux estimateurs Li, Li et ridge il est le plus perfor-
mant lorsque les deux problèmes apparaissent simultanément. L'estima-
teur Li-ridge a de plus l'avantage de pouvoir être calculé facilement 
sur les données augmentées et n'exige pas le recours à un algorithme 
itératif comme celui des moindres carrés pondérés. Sur le plan théorique, 
nous avons trouvé des formules pour calculer cet estimateur dans des 
modèles de régression simple. En régression linéaire multiple, nous avons 
démontré une propriété importante qui caractérise cet estimateur. Fi-
nalement nous avons vu comment cette méthode pouvait être appliquée 
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dans la sélection de modèles, une démarche particulièrement importante 
en analyse de régression. 
Ces résultats nous conduisent à penser que de nouvelles voies de 
recherche peuvent être envisagées. En effet, l'idée consistant à combiner 
deux méthodes d'estimation prévues pour chaque problème respective-
ment offre certainement des perspectives de recherche intéressantes : de 
nombreuses méthodes d'estimation ont été proposées dans la littérature, 
notamment en statistique robuste, comme par exemple les !^estimateurs, 
M-estimateurs, iï-estimateurs, l'estimateur des moindres carrés tronqués 
ou encore l'estimateur de la moindre médiane des carrés. La combinaison 
de l'un de ces estimateurs robustes avec l'estimateur ridge pourrait ainsi 
fournir de nouveaux estimateurs dont le comportement en présence des 
deux problèmes évoqués serait ensuite comparé à celui de l'estimateur 
I/j-ridge. D'autre part, une autre voie de recherche prometteuse et im-
portante est celle liée à la sélection de variables permettant de constru-
ire un modèle. Dans ce cas, il serait également possible de comparer les 
différentes méthodes en simulant des ensembles de données pour lesquels 
certains coefficients de l'équation de régression sont nuls indiquant ainsi 
quelles variables ne doivent pas être retenues dans le modèle. Finale-
ment, ces estimateurs construits à partir de deux méthodes d'estimation 
pourraient également être utilisés pour détecter les données aberrantes 
lorsque le problème de multicolinéarité se pose. Il faut cependant noter 
qu'il est en général recommandé de traiter d'abord le problème de la 
multicolinéarité avant de s'intéresser aux autres problèmes qui peuvent 
survenir dans les données. Dans ce sens, la sélection d'un bon modèle 
est cruciale; c'est pourquoi nous avons mis l'accent sur cet aspect du 
problème dans le chapitre consacré aux applications. Il existe ainsi 
plusieurs directions de recherche possibles qui permettraient de faire 
avancer les connaissances dans ce domaine. 
Pour conclure, il nous semble important d'insister sur le fait que 
la méthode d'estimation la mieux adaptée dépend essentiellement de 
la nature des problèmes rencontrés. Lorsque les deux problèmes de la 
multicolinéarité et des données aberrantes se posent simultanément, les 
résultats obtenus en comparant les différentes méthodes indiquent que 
l'estimation Lj-ridge proposée ici est la mieux adaptée. L'estimateur 
Lj-ridge a en outre l'avantage, grâce aux propriétés qui le caractérisent, 
de pouvoir s'appliquer à la sélection de modèles. 
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