In this paper, we examine a class of doubly resolvable combinatorial objects. Let t, k, λ, s and v be nonnegative integers, and let X be a set of v symbols. A generalized Howell design, denoted t-GHD k (s, v; λ), is an s × s array, each cell of which is either empty or contains a k-set of symbols from X, called a block, such that: (i) each symbol appears exactly once in each row and in each column (i.e. each row and column is a resolution of X); (ii) no t-subset of elements from X appears in more than λ cells. Particular instances of the parameters correspond to Howell designs, doubly resolvable balanced incomplete block designs (including Kirkman squares), doubly resolvable nearly Kirkman triple systems, and simple orthogonal multi-arrays (which themselves generalize mutually orthogonal Latin squares). Generalized Howell designs also have connections with permutation arrays and multiply constant-weight codes.
Introduction
Combinatorial designs on square arrays have been the subject of much attention, with mutually orthogonal Latin squares being the most natural example. Block designs with two orthogonal resolutions can also be thought of in this way, with the rows and columns of the array labelled by the resolution classes. In this paper, we consider generalized Howell designs, which are objects that in some sense fill in the gap between these two cases. We refer the reader to [13] for background on these objects and design theory in general.
Definition and examples
In this paper, we examine a class of doubly resolvable designs, defined below, which generalize a number of well-known objects. Definition 1.1. Let t, k, λ, s and v be nonnegative integers, and let X be a set of v symbols. A generalized Howell design, denoted t-GHD k (s, v; λ), is an s × s array, each cell of which is either empty or contains a k-set of symbols from X, called a block, such that:
1. each symbol appears exactly once in each row and in each column (i.e. each row and column is a resolution of X);
2. no t-subset of elements from X appears in more than λ cells.
In the case that t = 2, k = 2 and λ = 1, a 2-GHD(s, v; 1) is known as a Howell design H(s, v). In the literature, two different generalizations of Howell designs have been proposed, both of which can be incorporated into the definition above: these are due to Deza and Vanstone [18] (which corresponds to the case that t = 2) and to Rosa [36] (which corresponds to the case that t = k).
In this paper we will concentrate on the case when t = 2, k = 3 and λ = 1, in which case we omit these parameters in the notation and simply write GHD(s, v).
Two obvious necessary conditions for the existence of a non-trivial 2-GHD k (s, v; λ) are that v ≡ 0 (mod k) and that
. In particular, when k = 3, t = 2 and λ = 1, we have that
. Since a t-GHD k (s, v; λ) contains exactly n = v k non-empty cells in each row and column, it can be helpful to write t-GHD k (n + e, kn; λ) (or GHD(n + e, 3n) in the case k = 3, t = 2 and λ = 1), where e is then the number of empty cells in each row and column.
A Howell design H(s, s + 1) is a Room square. The study of Room squares goes back to the original work of Kirkman [26] in 1850, where he presents a Room square with side length 7, i.e. an H (7, 8) . The name of this object, however, is in reference to T. G. Room [35] , who also constructed an H (7, 8) , and in addition showed that there is no H (3, 4) or H (5, 6) . The existence of Room squares was settled in 1975 by Mullin and Wallis [33] ; for a survey on Room squares see [19] . [33] ). There exists a Room square of side s if and only if s is odd and either s = 1 or s ≥ 7.
Theorem 1.2 (Mullin and Wallis
More generally, Stinson [40] showed existence of Howell designs with odd side s and Anderson, Schellenberg and Stinson [3] showed existence of Howell designs for even side s. We thus have the following. [40] ; Anderson, Schellenberg and Stinson [3] ). There exists an H(s, 2n) if and only if n = 0 or n ≤ s ≤ 2n − 1, (s, n) ∈ {(2, 4), (3, 4) , (5, 6) , (5, 8) is equivalent to a doubly resolvable balanced incomplete block design BIBD(v, k, λ). Doubly resolvable designs and related objects have been studied, for example, in [8, 17, 21, 22, 23, 29, 41, 42] . In particular, Fuji-Hara and Vanstone investigated orthogonal resolutions in affine geometries, showing the existence of a doubly resolvable BIBD(q n , q, 1) for prime powers q and integers n ≥ 3. Asymptotic existence of doubly resolvable BIBD(v, k, 1) was shown by Rosa and Vanstone [37] for k = 3 and by Lamken [29] for general k.
Theorem 1.3 (Stinson
For t = 2, k = 3 and λ = 1, a GHD(s, v) with s = v−1 2 corresponds to a Kirkman square, KS(v), (i.e. a doubly resolvable Kirkman triple system of order v) when v ≡ 3 (mod 6) and a doubly resolvable nearly Kirkman triple system, DRNKTS(v), when v ≡ 0 (mod 6). A Kirkman square of order 3 is trivial to construct. Mathon and Vanstone [32] showed the non-existence of a KS (9) or KS (15) , while the non-existence of a DRNKTS (6) and DRNKTS (12) follows from Kotzig and Rosa [27] . For many years, the smallest known example of a GHD(s, v) with s = (other than the trivial case of s = 1, v = 3) was a DRNKTS (24) , found by Smith in 1977 [38] . However, the smallest possible example of such a GHD is when s = 8 and v = 18; these were recently obtained and classified up to isomorphism in [14] , from which the following example is taken. Example 1.4. The following is a GHD (8, 18) , or equivalently a DRNKTS (18) . The existence of Kirkman squares was settled by Colbourn, Lamken, Ling and Mills in [16] , with 23 possible exceptions, 11 of which where solved in [2] . More recently Abel, Chan, Colbourn, Lamken, Wang and Wang [1] have determined the existence of doubly resolvable nearly Kirkman triple systems, with 64 possible exceptions. We thus have the following result. , v), if and only if either v = 3 or v ≥ 18, with 76 possible exceptions. The symbol N will be used to denote this set of possible exceptions throughout the paper.
At the other end of the spectrum, the case when s = n, v = kn, t = 2 and λ = 1 is known as a SOMA(k, n). SOMAs, or simple orthogonal multi-arrays, were introduced by Phillips and Wallis [34] and have been investigated by Soicher [39] and Arhin [4, 5] . We note that the existence of a 2-GHD k (n, kn; 1) is guaranteed by the existence of k mutually orthogonal Latin squares (MOLS) of side n. (For more information on Latin squares and MOLS, see [13, Part III] .) It is well known that there exist 3 MOLS of side n for every n = 2, 3, 6, 10. Interestingly, even though the corresponding set of 3 MOLS is not known to exist (and is known not to for n = 2, 3, 6), the existence of a GHD (6, 18) and GHD (10, 30) has been shown by Brickell [7] and Soicher [39] , respectively. A GHD(1, 3) exists trivially but it is easily seen that the existence of a GHD (2, 6) or GHD(3, 9) is impossible. Theorem 1.6. There exists a GHD(n, 3n) if and only if n = 1 or n ≥ 4.
Wang and Du [43] have considered the case with one empty cell in each row and column and have proved the following. Theorem 1.7 (Wang and Du [43] ). Let n ≥ 1. There exists a GHD(n + 1, 3n) if and only if n ≥ 6, except possibly when n ∈ M = {6, 37, 38, 41, 44, 46}. The symbol M will be used to denote this set of possible exceptional values throughout the paper.
GHDs and permutation arrays
In [18] , Deza and Vanstone introduce 2-GHD k (s, v; λ) as equivalent to a particular type of permutation array. Definition 1.8. A permutation array PA(s, λ; v) on a set S of s symbols is an v × s array such that each row is a permutation of S and any two rows agree in at most λ columns. A permutation array in which each pair of rows agree in exactly λ symbols is called equidistant. If, in any given column, each symbol appears either 0 or k times, then a permutation array is said to be k-uniform.
The rows of a permutation array form an error-correcting code with minimum distance s − λ. Codes formed in this manner, called permutation codes, have more recently attracted attention due to their applications to powerline communications; see [12, 15, 25] .
As in [18] , from a 2-GHD k (s, v; λ), we can form a PA(s, λ; v) as follows. For each symbol x in the GHD, form a row whose ith entry is j if x occurs in the (i, j)-entry of the GHD. Since each symbol occurs exactly once in each row and column, it is clear that each row is a permutation, and since each pair of symbols occur together in at most λ cells of the GHD, any two rows of the permutation array agree in at most λ columns. Note that each symbol j occurs either 0 or k times in the ith column: 0 if the (i, j)-cell of the GHD is empty, and k otherwise, once corresponding to each entry in the (i, j)-cell. Thus the permutation array formed is uniform. Conversely, it is not difficult to see that reversing this process allows us to form a 2-GHD k (s, v; λ) from a k-uniform PA(s, λ; v). Example 1.9. A 2-GHD 2 (4, 6; 1) and the corresponding 3-uniform PA (4, 1; 6 
GHDs as generalized packing designs
The notion of generalized t-designs introduced by Cameron in 2009 [9] , and the broader notion of generalized packing designs introduced by Bailey and Burgess [6] , provide a common framework for studying many classes of combinatorial designs. Recently, Chee, Kiah, Zhang and Zhang [11] noted that generalized packing designs are equivalent to multiply constantweight codes, introduced in [10] . Generalized Howell designs fit neatly into this framework, and thus provide further examples of such codes. Suppose that v, k, t, λ, m are integers where
. . , k m ) be m-tuples of positive integers with sum v and k respectively, where k i ≤ v i for all i, and let X = (X 1 , X 2 , . . . , X m ) be an m-tuple of pairwise disjoint sets, where |X i | = v i . We say that an m-tuple of non-negative integers t = (t 1 , t 2 , . . . , t m ) is admissible if t i ≤ k i for all i and the entries t i sum to t. Now we define a t-(v, k, λ) generalized packing design to be a collection P of m-tuples of sets (B 1 , B 2 , . . . , B m ), where B i ⊆ X i and |B i | = k i for all i, with the property that for any admissible t, any mtuple of sets (T 1 , T 2 , . . . , T m ) (where T i ⊆ X i and |T i | = t i for all i) is contained in at least λ members of P. We say a generalized packing is optimal if it contains the largest possible number of blocks. (See [6] for further details, and for numerous examples.)
The connection with GHDs is the following: any 2-GHD k (s, n) forms an optimal 2-(v, k, 1) generalized packing, where v = (n, s, s) and k = (k, 1, 1). The "point set" of the generalized packing is formed from the points of the GHD, together with the row labels and the column labels. Since t = 2, the only possible admissible triples t are (2, 0, 0), (1, 0, 1), (0, 1, 0) and (0, 1, 1). The first of these tells us that no pair of points may occur in more than one block of the GHD; the second and third tell us that no point may be repeated in any row or any column; the last tells us that any entry of the s × s array may contain only one block of the GHD.
In fact, GHDs may be used to obtain 2-(v, k, 1) generalized packings for k = (k, 1, 1) more generally, for more arbitrary v. If v = (n, r, s), we may obtain a rectangular array by (for instance) deleting rows or adding empty columns. Depending on the value of n relative to r, s, we may need to delete points and/or blocks. This idea is discussed further in [6, Section 3.5].
Terminology

Designs and resolutions
In this section, we discuss various useful classes of combinatorial design. For more information on these and related objects, see [13] .
We say that (X, B) is a pairwise balanced design PBD(v, K, λ) if X is a set of v elements and B is a collection of subsets of X, called blocks, which between them contain every pair of elements of X exactly λ times. If K = {k}, then a PBD(v, {k}, λ) is referred to as a balanced incomplete block design, BIBD(v, k, λ). A collection of blocks that between them contain each point of X exactly once is called a resolution class of X. If B can be partitioned into resolution classes we say that the design is resolvable, and refer to the partition as a resolution.
It is possible that a design may admit two resolutions, R and S. If |R i ∩ S j | ≤ 1, for every resolution class R i ∈ R and S j ∈ S, we say that these resolutions are orthogonal. A design admitting a pair of orthogonal resolutions is called doubly resolvable.
In the definition of a PBD or BIBD, if we relax the constraint that every pair appears exactly once to that every pair appears at least once, then we have a packing design. Thus, a 2-GHD k (s, v; λ) may be viewed as a doubly resolvable packing design.
A transversal design, T(k, n) is a triple (X, G, B), where X is a set of kn points, G is a partition of X into k subsets, called groups, of size n, and B is a collection of subsets, called blocks, of size k, with the property that each block contains a point from each group and each pair of points in different groups occurs in exactly one block. Note that a transversal design can be interpreted as a packing which misses the pairs contained in the groups. Alternatively, adding the groups as blocks, we may form from a transversal design a PBD(kn, {k, n}). PBDs formed in this way will often be used as ingredients in the construction of GHDs in later sections.
A resolvable transversal design with block size k and group size n is denoted RT(k, n). It is well known that a set of k MOLS of side n is equivalent to an RT(k + 1, n).
Subdesigns and holes
The word hole is used with different meanings in different areas of design theory. For example, a hole in a BIBD refers to a set H of points such that no pair of elements of H appears in the blocks, while a hole in a Latin square means an empty subsquare, so that certain rows and columns do not contain all symbols. In the case of GHDs, three types of "hole" may occur, and each will be of importance later in the paper. We thus develop appropriate terminology to differentiate the uses of the term "hole".
First, a pairwise hole in a GHD is a set of points H ⊆ X with the property that no pair of points of H appear in a block of the GHD. Thus, a pairwise hole corresponds with the notion of a hole in a BIBD.
with a pairwise hole of size v−s(k−1). Thus the symbol set X of a GHD * k (s, v) can be written as
, and Y is a pairwise hole of G.
Note that this definition extends in a natural way to higher λ; however, for our purposes it will be enough to only consider the case that λ = 1. Also note that in the case that k = 2, a GHD * 2 (s, v) is precisely the H * (s, v) described by Stinson [40] . We will refer to any GHD * (s, v) as having the * -property. As our primary focus is on the case that k = 3, in this case we will omit the subscript k. Note that trivially any GHD(s, 2s + 1) (i.e. Kirkman square) has the * -property. It is also clear that any GHD(s, 2s + 2) (i.e. DRNKTS) has the * -property, as the values of the parameters force there to be an unused pair of points. In the case of a GHD(s, 3s) formed by superimposing three MOLS(s), the unused pairs of points are those which occur within the three groups of size s in the corresponding transversal design; one of these groups may be taken as Y , so any GHD(s, 3s) formed in this manner is a GHD * (s, 3s). In addition, the existence of a decomposable SOMA (3, 6) [34] and SOMA (3, 10) [39] yield the existence of GHD * (6, 18) and GHD * (10, 30) . Thus, we have the following. (ii) There exists a GHD * (n, 3n) if and only if n = 2 or 3.
) is said to be in standard form if each diagonal entry is filled and there is an element ∞ ∈ Y such that each diagonal entry has the form {∞, (x, 1), (x, 2), . . . , (x, k − 1)} for some x ∈ S.
If a GHD * k (s, v) is in standard form, then we may index the rows and columns by the elements of S, by labelling the row and column containing the block {∞, (x, 1), (x, 2), . . . , (x, k − 1)} with x. Note that any GHD * k (s, v) can be put in standard form by choosing an element ∞ ∈ Y , permuting the rows and columns so that the blocks containing ∞ all appear on the diagonal, and relabelling the elements of X \ {∞} if necessary. Whenever we refer to a GHD * k (s, v), we will assume that it has been put in standard form. The second type of hole in a GHD is an array hole. To define it, we need the concepts of trivial GHDs and subdesigns of GHDs. A t-GHD k (s, 0; λ) is called trivial; that is, a trivial GHD is an empty s × s array. If a t-GHD k (s, v; λ), G, has a subarray H which is itself a t-GHD k (s , v ; λ ) for some s ≤ s, v ≤ v and λ ≤ λ, then we say that H is a subdesign of G. In particular, if the subdesign H is trivial, then we call H an array hole in G, and say that G has an array hole of size s .
There is a third type of hole that may occur, a Latin hole, which is a set of elements H ⊆ X and sets R, C of rows and columns, respectively, such that each row in R (resp. column in C) contains no points in H, but all points in X \ H. The concepts of array holes and Latin holes may coincide when there is an array hole in a Latin square, and each row and column intersecting the array hole misses the same subset H of the point set. This is often referred to in the literature as a Latin square with a hole. We say a set of mutually orthogonal Latin squares has a hole of size k if each of the squares has a hole, with the array holes on the same set of entries. Latin holes and array holes also both feature in the concept of frames, which are described in Section 3.1.
Construction methods
Frames
In this section, we discuss a useful method, that of frames, which will allow us to construct infinite families of GHDs. The central idea has been used to construct GHDs on both ends of the spectrum. However, the terminology in the literature varies: for MOLS and GHDs with few empty cells, authors often refer to HMOLS [24, 43] , while for doubly resovable designs authors often speak of frames [16, 19] . We use the latter terminology, and begin with a definition.
Definition 3.1. Let s and v be integers, X a v-set, {G 1 , . . . , G n } a partition of X, {s 1 , . . . , s n } a partition of s, and
is a square array of side s, A, that has the following properties:
1. Every cell of A is either empty or contains a k-subset of elements of X. The filled cells are called blocks.
2.
No pair of points from X is contained in more than one block.
3. The main diagonal of A consists of empty s i × s i subsquares, A i .
Each row and column of the array with empty diagonal entry
We will use an exponential notation (s 1 , g 1 ) n 1 . . . (s n , g n ) nt to indicate that there are n i occurrences of (s i , g i ) in the partition. Note that this concept of frame is analogous to the HMOLS used in [24, 43] . In the case that k = 3 and g i = 3s i , we will refer to a GHF of type s 1 s 2 · · · s n , and will use exponential notation s (3, 6) , (3, 18) , (3, 28) , (3, 34) , (6, 18) .
The following theorem may be found in [20] , where it is written in the language of transversal designs with holes. For the sake of clarity and completeness, we give a brief proof here. Proof. Take the three MOLS(u) on disjoint symbol sets and superimpose them to form a GHD(u, 3u), A. Let the transversals be T 0 , T 1 , . . . , T p . Permuting rows and columns if necessary, we can assume that T 0 is on the diagonal. Delete the diagonal entries. Form an (hu + v) × (hu + v) array A as follows. For i, j = 1, 2, . . . , u, the subarray in rows h(i − 1) + 1, . . . , hi and columns h(j − 1) + 1, . . . , hj corresponds to the (i, j)-cell in A. First, suppose this cell is not in one of the p + 1 transversals, and suppose its entry is {x ij , y ij , z ij }.
Fill the corresponding subarray with three MOLS(h) on symbol set {x ij , y ij , z ij } × Z h . The h × h subsquares along the diagonal, corresponding to T 0 , remain empty. Finally, consider the positions arising from the transversals T 1 , . . . , T p . Partition the last v rows into p sets R 1 , R 2 , . . . , R p , with R i containing v i rows. Similarly partition the last v columns into C 1 , . . . , C p , where C i contains v i columns. Suppose that in A, cell (i, j), containing entry {x ij , y ij , z ij }, is in T . In the entries of A arising from this cell, together with the entries in columns h(j −1)+1, . . . , hj of R , the entries in rows h(i−1)+1, . . . , hi of C and the v ×v subsquare formed by the intersection of R and C , place the superimposed three MOLS(h + v ) with a hole of side v i on the v × v subsquare formed by the intersection of R and C , using symbol set ({x ij , y ij , z ij } × Z h ) ∪ {∞ 1 , ∞ 2 , . . . , ∞ v }, and the missing elements due to the hole are
It is straightforward to verify that the resulting array A is a GHF of type h u v.
In practice, we will often take h = 8. In this case, we have the following. The following result shows how to construct GHDs from frames. It is a generalization of the Basic Frame Construction for doubly resolvable designs; see [16, 28] . For GHDs, the case k = 3 and u = 0 was proved in [43] .
and that for each i, there exists a GHD k (s i +e, g i +u) containing as a subdesign a GHD k (e, u).
Proof. Suppose the GHF k of type Π(s i , g i ) has point set X and groups G i , i = 1, 2, . . . , n. Let U be a set of size u, disjoint from X, and take our new point set to be X ∪ U . Now, add e new rows and columns. For each group G i , fill the s i × s i subsquare corresponding to G i , together with the e new rows and columns, with a copy of the GHD k (s i + e, g i + u), with the sub-GHD k (e, u) (containing the points U ) over the e × e subsquare which forms the intersection of the new rows and columns. We only keep one copy of this subsquare. See Figure 1 . We show that each point occurs in some cell of each row. In the e new rows, the points in U appear in the newly-added columns; this means that the points in G i must now appear in the rows corresponding to the s i × s i subsquare of the frame. In a row which includes part of the s i × s i subsquare corresponding to the group G i , the elements of G j (j = i) appear in the frame, while the elements of G i ∪ U appear in the added GHD k (s i + e, g i + u). In a similar way, each element occurs exactly once in every column.
We will generally use the Basic Frame Construction with u = 0, so that our ingredient GHDs have an e × e empty subsquare. For this special case, we have the following.
and that for each i, there exists a GHD k (s i + e, g i ) containing a trivial subdesign GHD k (e, 0). Then there exists a
Starter-adder method
In practice, to apply the Basic Frame Construction, Theorem 3.6, described in Section 3.1, we need to first obtain small GHDs with sub-GHDs to use as ingredients in the construction. One important technique for constructing GHDs of small side length is the starter-adder method. See [19] for further background and examples.
Let G be a group, written additively, and consider the set G × {0, 1}, which we think of as two copies of G labelled by subscripts. For elements g, h ∈ G, a pure difference is an element of the form ±(g 0 − h 0 ) or ±(g 1 − h 1 ) (i.e. the subscripts are the same), while a mixed difference is of the form g 0 − h 1 . In both cases, subtraction is done in G, so that
, and let v = 3n. A starter for a GHD(s, v) is a collection of triples S = {S 1 , S 2 , . . . , S n } with the following properties:
1. S is a partition of X.
2. Each pure difference and each mixed difference in G occurs at most once in the triples of S. If |G| is even, no pure difference g with order 2 in G occurs.
3. Each ∞ i occurs in a triple of the form {∞ i , x 0 , y 1 }, where x, y ∈ G.
Definition 3.9. Let S = {S 1 , S 2 , . . . , S n } be a starter for a GHD(s, v). An adder for S is a set A = {a 1 , a 2 , . . . , a n } of distinct elements of G, with the property that the sets S 1 + a 1 , S 2 + a 2 , . . . , S n + a n are pairwise disjoint, where S j + a j is formed by adding a j to each element of S j , with the conventions that subscripts are ignored and that ∞ i + a j = ∞ i .
Note that if G is not Abelian, the element a i would be added on the right in each case. However, in this paper we will always take the group G to be Z s .
Starters and adders can be used to construct GHDs in the following manner: label the rows and columns of the s × s array by the elements of G, then in row i, place the triple S j + i in the column labelled by i − a j . Thus, the first row of the array contains the blocks of the starter S, with block S i in column −a i ; by the definition of a starter, these blocks form a resolution class. The remaining rows consist of translates of the first, with their positions shifter, so that the first column contains the blocks S i + a i for 1 ≤ i ≤ n. By the definition of an adder, these blocks are pairwise disjoint and thus also form a resolution class. The remaining columns are translates of the first. By construction, the two resolutions (into rows and into columns) are orthogonal. Example 3.11. For s = 10, v = 24, the following is a starter and adder using (
The terms in square brackets give the adder.)
Using this starter and adder, we obtain the following GHD * (10, 24).
Note that since the infinite points form a pairwise hole of size v − 2s, it follows that any GHD(s, v) formed from a starter and adder has the * -property.
Wang and Du [43] constructed small GHD(n + 1, 3n) by starter-adder methods. As we will use some of these GHDs in later constructions, we note them here.
Lemma 3.12 (Wang and Du [43] ). There exists a GHD * (n + 1, 3n) for 7 ≤ n ≤ 34 and n = 36, 39.
We have found, by computer search, starters and adders for many GHD(n + 2, 3n).
Lemma 3.13.
1. For each even n with 8 ≤ n ≤ 28, there exists a GHD * (n + 2, 3n) containing a sub-GHD(2, 0).
2.
For each odd n with 9 ≤ n ≤ 31, there exists a GHD * (n + 2, 3n).
Proof. For even 8 ≤ n ≤ 28 and odd n with 9 ≤ n ≤ 31, a starter and adder for a GHD * (n + 2, 3n) can be found in Appendix A. Note that the group used is Z n+2 . For even n, the adder does not contain 0 or (n+2)/2, thus ensuring that the (0, 0)-and (0, (n+2)/2)-cells are empty, and as we develop, the (0, (n + 2)/2)-and ((n + 2)/2, (n + 2)/2)-cells will also be empty, yielding a sub-GHD(2, 0).
Designs with the * -property
In [40] , Stinson gave a construction for GHD * s with block size 2, which we generalize to the case of arbitrary block size k.
Lemma 3.14. Let g be a positive integer, and for each i ∈ {1, 2, . . . , g}, let u i be a nonnegative integer. Suppose that there exists a PBD(v, K, 1), (X, B), containing g (not necessarily disjoint) resolution classes, P 1 , P 2 , . . . , P g . Moreover, suppose that for every block B ∈ B, there exists a GHD * , if x = y there is a block with {x, y} ∈ B and we place the entry from A B indexed by (x, y) in the cell of A indexed by (x, y). For each x ∈ X, in the diagonal (x, x)-entry of A we place the block {∞, (x, 0), . . . , (x, k − 2)}.
We now show that the resulting A is a GHD * k , with pairwise hole I ∪ {∞}. We first show that no pair appears more than once by considering a pair of points in (X × Z k−1 ) ∪ I ∪ {∞}. If x, y ∈ I ∪ {∞}, it is evident that none of the elements of I ∪ {∞} appear together in a block of A as the elements of this set are always in the pairwise holes of the A B from which the blocks of A are drawn, nor do they appear together in the diagonal elements. We now consider (x, a) ∈ X × Z k−1 . If y = ∞ ij then there is a unique block B which contains the point x in P i and (x, a) and y cannot appear together more than once in A B . If y = ∞, it appears with (x, a) only on the diagonal. Finally, if (y, b) ∈ X × Z k−1 , there is a unique block B which contains x and y and (x, a) and (y, b) cannot appear together more than once in A B .
We now show that the rows of A are resolutions of (X × Z k−1 ) ∪ I ∪ {∞}. Consider a row indexed by x ∈ X and an element α ∈ (X × Z k−1 ) ∪ I ∪ {∞}. If α = (x, a) or α = ∞, α appears as a diagonal entry. If α = (y, b), where y ∈ X \ {x}, find the block B containing {x, y}. Now, in the row indexed by x in A B the element α must appear, say it appears in the column indexed by z, then the cell indexed by (x, z) of A will contain α. If α = ∞ ij ∈ I, find the block B of the resolution class P i which contains x. As above, in the row indexed by x in A B the element α must appear, say it appears in the column indexed by z, then the cell indexed by (x, z) of A will contain α. A similar argument shows that the columns are also resolutions of X.
Note that the statement of Lemma 3.14 does not require the g resolution classes to be disjoint, or even distinct. In practice, however, when applying Lemma 3.14, we will use resolvable pairwise balanced designs in the construction and take P 1 , P 2 , . . . , P g to be the distinct classes of the resolution. Thus, for any block B, u B will be u i , where P i is the parallel class containing B. In particular, we will use PBDs formed from resolvable transversal designs, so we record this case in the following lemma.
Lemma 3.15. Suppose there exists a RTD(n, g). For i ∈ {1, 2, . . . , g}, let u i be a nonnegative integer such that there exists a GHD * (n, 2n + 1 + u i ), and let u g+1 be a non-negative integer such that there exists a GHD * (g, 2g + 1 + u g ). Then there exists a GHD * (ng, 2ng + u + 1), where u = g+1 i=1 u i . Proof. Beginning with the RTD(n, g), construct a resolvable PBD(ng, {n, g}, 1) whose blocks are those of the resolvable transversal design together with a single parallel class whose blocks are its groups. Note that the resolution of this design consists of g parallel classes, say P 1 , P 2 , . . . , P g , consisting of blocks of size n, and one parallel class, P g+1 , consisting of blocks of size g. The result is now a clear application of Lemma 3.14.
A Moore-MacNeish-type product construction
We now present a construction which takes the product of a set of MOLS with a GHD to obtain a larger GHD. This construction may be viewed as a generalization of the well-known Moore-MacNeish construction [30, 31] , as they are equivalent in the special case where the GHD k (s, v) is formed of k MOLS(s). GHD k (ms, mv) .
ij ) be a collection of k MOLS(m) on a common symbol set Y , where |Y | = m. Let the X be the symbol set of G. We will construct a new GHD k (ms, mv) with symbol set X × Y .
Arbitrarily order the elements within each block of G. For each row r and column c, replace the (r, c)-cell of G by an m × m array with rows indexed by {r} × {1, . . . , m} and columns by {c} × {1, . . . , m}. If the (r, c)-cell contains the (ordered) block (x 1 , x 2 , . . . , x k ), fill the ((r, i), (c, j))-cell of the blow-up with ((x 1 , l
. Leave the expansion of empty cells empty. Let A denote the resulting array.
To see that no pair appears more than once in A, consider the pair (x, α), (y, β). By definition, x and y appear together in at most cell of G, so if the pair (x, α), (y, β) appears in the result, it is in the subarray formed by the expansion of this cell, say T . Now for any pair of the Latin squares, there is only one cell containing α and β, and so (x, α), (y, β) appears at most once in T .
We now show that each element (x, α) ∈ X × Y appears in each row of A. Consider the row (r, r ) (i.e. row r in the expansion of the cells in row r of G). Note that x appears in exactly one column, say c, of G. Suppose that x is in position i ∈ {1, 2, . . . , k} of the ordered block which is in the (r, c)-position. In row r of L i , the symbol α appears in exactly one column, say c . Thus (x, α) appears in row (r, r ), column (c, c ) of A. Similarly, each element of X × Y appears in each column of A.
GHDs with two empty cells in each row and column
In this section, we consider the existence of GHD(n + 2, 3n), which have two empty cells in each row and column, and prove the following theorem. Note that if 1 ≤ n ≤ 4, the necessary conditions for the existence of a GHD(n + 2, 3n) are not satisfied. Moreover, for n = 5, there is no GHD (7, 15) [32] . Thus it suffices to consider the case that n ≥ 6.
Our main tool to prove Theorem 4.1 is the Basic Frame Construction with u = 0 (Corollary 3.7). However, depending on the parity of n, we construct the ingredient GHDs for this construction in different ways. We thus deal with the cases that the side length is even or odd separately.
Even side length
In this section, we show that, with six possible exceptions, there is a GHD(n+2, 3n) for every even n ≥ 6. (Note that if n = 2, 4, the necessary conditions for existence of a GHD(n+2, 3n) fail.) Our main tool in this section is the Basic Frame Construction, Theorem 3.6.
From the existence of uniform frames, we have the following Lemma 4.2. Let h be even with 6 ≤ h ≤ 28, and let u ≥ 5 with (h, u) = (6, 18) . Then there exists a GHD(hu + 2, 3hu).
Proof. By Theorem 3.2, there exists a GHF of type h u . Now using Corollary 3.7 with an ingredient GHD(h + 2, 3h) with a sub-GHD(2, 0) (whose existence is guaranteed by Example 1.4 for h = 6 and Lemma 3.13 for 8 ≤ h ≤ 28), we obtain the result. Theorem 4.2 yields infinite families of GHDs, but does not close the spectrum. Using GHD(n + 2, 3n), where n ∈ {6, 8, 10, 12}, gives the basis of a recursion which proves the the existence of GHD(n + 2, 3n) for all even n ≥ 190. Lemma 4.3. Let n be even. There exists a GHD(n + 2, 3n) whenever n ≥ 190.
Proof. Given an even integer n, let v ∈ {6, 8, 10, 12} be such that n ≡ v (mod 8), and let u = (n − v)/8 > 22. By Corollary 3.4, there exists a GHF of type 8 u v. Moreover, from Example 1.4 and Lemma 3.13 there exist GHD (8, 18) , GHD (10, 24) , GHD (12, 30) and GHD (14, 36) , each containing a GHD(2, 0) as a subdesign. Applying Corollary 3.7 to these ingredients, we obtain a GHD(n + 2, 3n).
It is straightforward to check that Lemmas 4.2 and 4.3 cover the existence of GHD(n + 2, 3n) for all even n ≥ 30, with 30 possible exceptions. For all but six of these values of n, a GHD(n + 2, 3n) can be constructed using frames obtained via Theorem 3.3.
Lemma 4.4. There exists a GHD(n + 2, 3n) for all 30 ≤ n ≤ 188, except possibly if n = 32, 34, 38, 44, 52, 58.
Proof. For the values of n not covered by Lemma 4.2, Table 1 gives the values of u, h, p and v in Theorem 3.3, to form a GHF 3 of type h u v, which can be used to form a GHD(n + 2, 3n), where n = hu + v. Theorem 3.3 requires the existence of 3 MOLS(h + v i ) with a hole of size v i ; if v i = 1, this is implies by the existence of 3 MOLS(h + v i ) (see [13, Section III.3.6] for the existence of MOLS), while the existence with v i = 2, 4 may be found in [13, Section III.4.3] . For the parameter set given in each row of the table, there exists a GHD(h + 2, 3h) and a GHD(v + 2, 3v) containing a sub-GHD(2, 0) by Example 1.4 and Lemma 3.13, so we may apply Corollary 3.7 to obtain a GHD(n + 2, 3n), where n = hu + v. 
Odd side length
When considering GHDs of odd side length with two empty cells in each row and column, we encounter an added complication in constructing small ingredient GHDs to use in the Basic Frame Construction. In particular, we require the existence of ingredient GHD(n + 2, 3n) containing a sub-GHD(2, 0). For even n, these were found using starter-adder methods, making use of a group G with subgroup of order 2 to create the trivial subdesign. If n is odd, however, the group required to form our starter and adder would have odd order, so that a GHD(n + 2, 3n) formed in this way no longer contains the requisite subdesign. The next lemma uses Lemma 3.15 to construct the required ingredient GHDs. Proof. We will use Lemma 3.15 to construct the required GHDs. From [13, Section III.3], we know that there exists an RTD(n, g) for (n, g) ∈ {(9, 9), (9, 11) , (9, 13) , (11, 13) }. Let u i = n − 1 for each 1 ≤ i ≤ g − 1, u g = n − 4 and u g+1 = g − 4. Note that 2ng + 1 + (n − 4) + (g − 1)(n − 1) + (g − 4) = 3ng − 6, which is the number of points in the required GHD. Since there exists a GHD * (n, 3n) by Theorem 2.2(ii), and a GHD * (n, 3n − 3) and GHD * (g, 3g − 3) by Lemma 3.12, applying Lemma 3.15 gives a GHD * (ng, 3ng − 6). We now look in more detail at the construction of this GHD * from Lemma 3.15 to show that it is possible to create an empty 2 × 2 subsquare in the result. Let P 1 , P 2 , . . . , P g be the parallel classes of the RTD(n, g). Thus, P 1 , P 2 , . . . , P g are also parallel classes of the resolvable PBD(ng, {n, g}, 1) formed from it. Let P g+1 be the remaining parallel class, formed from the groups of the RTD(n, g). Consider two blocks B 0 , B 1 ∈ P g and two blocks G 0 , G 1 ∈ P g+1 . Since the B i are blocks and G i are groups of the RTD, we have that Consider a block B in the resolvable PBD and the GHD(|B|, 2|B| + 1 + u B ), A B , used in the construction. Recall that we index the rows and columns of A B by the points of B. Permuting the elements of B if necessary, we can do this in such a way that for given x, y ∈ B, x = y, the cell B(x, y) is empty. In particular, we index:
• A G 1 so that A G 1 (x , y) is empty;
• A B 0 so that A B 0 (x, y) is empty; and
Now, in the end result, the cells labelled by (x, y), (x , y), (x, y ) and (x , y ) in the GHD are all empty and thus form a GHD(2, 0); see Figure 2 .
Note that the side lengths of each of the GHDs constructed in Lemma 4.6 have a different congruence class modulo 8. Thus, using these designs as ingredients in the Basic Frame Construction with frames of type 8 u v enables us to fill in the spectrum for all sufficiently large odd side lengths.
Lemma 4.7. Let n be an odd integer, and define
If n ≥ n 0 , then there is a GHD(n + 2, 3n).
Proof. Given an odd integer n, let v ∈ {79, 97, 115, 141} be such that v ≡ n (mod 8), and let u = (n − v)/8. Since n ≥ n 0 , it follows that u > (v + 1)/2. By Corollary 3.5, there exists a GHF of type 8 u v, while Lemmas 3.13 and 4.6 give the existence of GHD(10, 24) and GHD(v + 2, 3v) containing a sub-GHD(2, 0). Thus we may apply Corollary 3.7 to obtain the desired GHD(n + 2, 3n).
In particular, Lemma 4.7 gives the existence of a GHD(n + 2, 3n) for all odd n ≥ 711. Filling in many of the smaller values of n in the appendices, we have the following existence result.
Theorem 4.8. Let n ≥ 9 be odd. With 141 possible exceptional values of n, there is a GHD(n + 2, 3n). In particular, there is a GHD(n + 2, 3n) for every n ≥ 513.
Proof. A GHD(n + 2, 3n) exists for 9 ≤ n ≤ 31 by Lemma 3.13. Lemma 4.7 implies the existence of a GHD(n + 2, 3n) for all n ≡ 1 (mod 8) with n ≥ 497, all n ≡ 3 (mod 8) with n ≥ 587, all n ≡ 5 (mod 8) with n ≥ 717 and n ≡ 7 (mod 8) with n ≥ 407. In Appendix B, constructions for the remaining designs and the list of possible exceptions are given.
Thus, combining the results of Theorems 4.5 and 4.8, together with the observation made at the beginning of Section 4 that there is no GHD(n + 2, 3n) with 1 ≤ n ≤ 5, we have now proved Theorem 4.1. The smallest unknown case for a GHD(n + 2, 3n) is the existence or nonexistence of a GHD (9, 21) ; this is equivalent to the long-standing question of the existence of a Kirkman square of order 21. The second-smallest unknown case is the existence of a GHD (35, 99) . The statement of Theorem 4.5 specifies the values of the parameters for which existence of a GHD(n + 2, 3n) of even side length is unknown, while the list of side lengths for which existence of a GHD(n + 2, 3n) is not known may be found in Appendix B.
GHDs across the spectrum
In a non-trivial GHD(s, v) (i.e. where v = 0), we have that 2s + 1 ≤ v ≤ 3s. A GHD(s, 3s) has no empty cells, while a GHD(s, 2s + 1) has (s − 1)/3 empty cells in each row and column. Noting that lim s→∞ s−1 3s
, we see that the proportion of cells in a given row or column which are empty falls in the interval [0, 1/3). In this section, we prove that for any π ∈ [0, 5/18], there is a GHD whose proportion of empty cells in a row or column is arbitrarily close to π.
Our main tool in this section is Lemma 3.14 and its variant, Lemma 3.15. As an ingredient for this construction, we require GHDs which have the * -property. We note that GHDs constructed by the Basic Frame Construction are not guaranteed to have the * -property, even if the input designs do. Thus, in general, we cannot use the results of Theorem 1.7 or Section 4 for this purpose. However, as previously noted, those constructed by starter-adder methods do have the * -property.
Proof. Since 2 m−3 is a prime power and m ≥ 6, there is an RTD(8, 2 m−3 ), with parallel classes P 1 , P 2 , . . . , P 2 m−3 . Form a PBD(2 m , {2 m−3 , 8}, 1) by adding a single parallel class P 0 consisting of the groups of the RTD. For the parallel class P 0 , set u 0 = 2 m−3 − 1. For parallel classes P 1 , . . . , P 2 m−3 −1 , let u i = 7, and for parallel class P Proof. The proof is similar to that of Lemma 5.1, except that we take u 2 m−3 = 1 rather than 4, which requires a GHD * (8, 18) (given in Example 1.4) rather than a GHD * (8, 21) .
With these ingredients in hand, we now construct GHDs with side length a power of 2. . For all 0 ≤ α ≤ A, there exists a GHD * (2 2m , 3 · 2 2m − 6α).
Proof. Since 2 m is a prime power, there is a PBD(2 2m , {2 m }, 1) (an affine plane of order 2 m ); note that the number of parallel classes is 2 m + 1. Let x and y be integers with 0 ≤ x, y ≤ 2 m + 1 and x + y ≤ 2 m + 1. In Lemma 3.14, for x parallel classes take u i = 1, for y parallel classes take u i = 2 m − 1, and for the remaining 2 m + 1 − x − y parallel classes take u i = 2 m − 7. 
). Note that the number of points is (which is an integer since m is odd). For x ≤ x 0 , we have that f (m, x, 0) ≤ f (m, x + 1, 2 m + 1 − (x + 1)), which means that we cover all possible values for the number of points congruent to 0 (mod 6) from f (m, x 0 + 1, 0) to 3 · 2 2m . Moreover,
and so the result is verified. . Approximating any real number π ∈ [0, 5/18] by a dyadic rational, this means that we can now construct a GHD such that the proportion of empty cells in a row is arbitrarily close to π. 5 18 ]. Thus Lemmas 5.4 and 5.3 enable us to construct a GHD * with side length 2 2m whose proportion of empty cells in a row is π 0 . Theorem 5.5 shows that we can find a GHD with an arbitrary proportion of empty cells across five-sixths of the interval [0, 1/3) of possible proportions. This improves on previous work which has shown existence only very close to the ends of the spectrum. The impact of this result is discussed further in Section 6.
We remark also that GHDs exist throughout the spectrum with more general side lengths than powers of 2. First, the methods of Lemmas 5.1-5.4 work for primes other than 2, provided we can find appropriate ingredient GHDs. Also, by applying the product construction from Theorem 3.16 to the results of Lemmas 5.3 and 5.4, we can find GHDs with an arbitrary proportion of empty cells (for proportions in [0, 5/18]) for side lengths of the form 2 2m s.
Conclusion
The concept of generalized Howell designs brings together various classes of designs, from doubly resolvable BIBDs on one side of the spectrum to MOLS and SOMAs on the other. In this paper, we have defined generalized Howell designs in a way that encompasses several previously studied generalizations of Howell designs, and have attempted to unify disparate terminology for techniques used on both ends of the spectrum.
In Section 3, we described several construction techniques for GHDs, several of which generalize known constructions for Howell designs and MOLS. These construction techniques were used in Section 4 to settle existence of GHD(s, v) in the case that the number of empty cells in each row and column is 2, with 148 possible exceptions (Theorem 4.1). The existence of GHD(s, v) with e empty cells, where 2 < e < (s−2)/3, remains open in general. A simpler interim result would be to show existence for an interval of e-values of a given fixed length. We conjecture that there exists a GHD(s, v) whenever the obvious necessary conditions are satisfied, with at most a small number of exceptions for each e.
The main result of Section 5 is that for any π ∈ [0, 5/18], there exists a GHD whose proportion of cells in a given row or column which are empty is arbitrarily close to π. This is a powerful result. While it does not close the existence spectrum, it does provide strong evidence that this should be possible. Previous work has focused on the two ends of the spectrum: Kirkman squares and DRNKTS at one end, and MOLS, SOMAs, and GHDs with one empty cell per row/column at the other; Theorem 5.5 shows existence of GHDs across five-sixths of the spectrum. The techniques of Section 5 can be used to give some examples of GHDs with proportion greater than 5/18, but necessarily bounded away from 1/3. It remains a challenging open problem to show that there exist GHDs whose proportion of empty cells per row or column can be arbitrarily close to any element of [0, 1/3).
Appendix A Starters and adders for small GHD(n + 2, 3n) Example A.1. For n = 8:
Example A.2. For n = 9: [20] Appendix B Construction of GHD(n + 2, 3n) for odd n < 711
Odd side lengths n + 2 ≥ 9 for which no GHD(n + 2, 3n) is known are: 
