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TRACES OF SINGULAR VALUES OF HAUPTMODULN
LEA BENEISH AND HANNAH LARSON
Abstract. In an important paper, Zagier proved that certain half-integral weight
modular forms are generating functions for traces of polynomials in the j-function.
It turns out that Zagier’s work makes it possible to algorithmically compute Hilbert
class polynomials using a canonical family of modular forms of weight 3
2
. We
generalize these results and consider Haupmoduln for levels 1, 2, 3, 5, 7, and 13.
We show that traces of singular values of polynomials in Haupmoduln are again
described by coefficients of half-integral weight modular forms. This realization
makes it possible to algorithmically compute class polynomials.
1. Introduction and Statement of Results
The modular invariant j is defined by
j(z) :=
E4(z)
3
∆(z)
= q−1 + 744 + 196884q + . . . ,
where q := e2πiz, E4(z) is the Eisenstein series of weight 4, and ∆(z) is the modular
discriminant function. The values of the j-function at CM points are known to be
algebraic integers. Let QD be the set of positive definite binary quadratic forms
of discriminant −D, and let QD/Γ0(1) denote equivalence classes under the action
of the modular group Γ0(1) = SL2(Z). Given a binary quadratic form Q, we let
αQ denote the unique root of Q in the upper half-plane. For −D a fundamental
discriminant, the Hilbert class polynomial
(1.1) HD(x) :=
∏
Q∈QD/Γ0(1)
(x− j(αQ))
is a monic, irreducible polynomial whose splitting field is the Hilbert class field of
Q(
√−D).
The classically difficult problem of computingHD(x) can be answered by the recent
work of Zagier in [12]. Let J(z) := j(z)−744, and let Tν denote the Hecke operator of
index ν. In revisiting Borcherd’s infinite product formulas, Zagier shows that there
exist half-integal weight modular forms whose coefficients describe modified traces
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of the forms νJ(z)|Tν . Since νJ(z)|Tν is expressible as a degree ν polynomial in
j(z), this makes computing the Hilbert class polynomial an exercise in diagonalizing
to find power sums and applying the Newton-Girard formulae to recover symmetric
polynomials.
A natural problem is to compute the minimal polynomial of a Hauptmodul of level
N evaluated at Heegner points of level N . When the congruence subgroup Γ0(N) has
genus zero, a Hauptmodul of level N is a generator for the field of modular functions,
chosen to have a simple pole at the cusp at infinity, and is unique up to a constant.
The j-function is a Hauptmodul for level 1. Recall that the Dedekind-eta function
is defined by
η(z) := ∆(z)1/24 = q1/24
∞∏
n=1
(1− qn).
The following table lists a Hauptmodul j(N)(z) in terms of an eta-quotient for the
levels N > 1 where they are defined.
Table 1. Hauptmoduln as eta-quotients
N 2 3 4 5 6 7 8
j(N)(z) η(z)
24
η(2z)24
η(z)12
η(3z)12
η(z)8
η(4z)8
η(z)6
η(5z)6
η(2z)3η(3z)9
η(z)3η(6z)9
η(z)4
η(7z)4
η(z)4η(4z)2
η(2z)2η(8z)4
N 9 10 12 13 16 25
j(N)(z) η(z)
3
η(9z)3
η(2z)η(5z)5
η(z)η(10z)5
η(4z)4η(6z)2
η(2z)2η(12z)4
η(z)2
η(13z)2
η(z)2η(8z)
η(2z)η(16z)2
η(z)
η(25z)
We will write J (N)(z) for the normalized Hauptmodul of level N with constant term
equal to 0.
Let QND be the set of binary quadratic forms of discriminant −D corresponding to
Heegner points of level N (those forms in which the coefficient of x2 is divisible by
N). We define the class polynomials
(1.2) H(N)D (x) :=
∏
Q∈QN
D
/Γ0(N)
(x− j(N)(αQ)).
In [9], Miller and Pixton generalize Zagier’s traces, showing that there exist modular
forms of half-integal weight whose coefficients describe the “traces” of certain integral
weight Poincare´ series. Generically, such Poincare´ series will have transcendental
coefficients, so the work of Zagier is a very special result. We apply their results
to a special family of polynomials in j(N)(z) to give explicit formulas for algebraic
traces, thus determining the H(N)D (x). These polynomials are constructed using a
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generalization of the generating function given in Corollary 4 of [1]. Let P
(N)
ν (x) to
be the polynomial defined by
(1.3)
j(N)
′
(z)
x− j(N)(z) =
∞∑
ν=0
P (N)ν (x)q
ν .
When N = 1, Asai, Kaneko, and Ninomiya [1] show that P
(1)
ν (j(z)) = νJ(z)|Tν . Our
first task is to understand part of a larger framework that connects these polynomials
to the Hecke algebra. For the levels N on which these polynomials are defined, we
show that P
(N)
ν (j(N)(z)) can be expressed as a linear combination of Hauptmoduln
of levels dividing N and ν hit with combinations of Hecke operators.
Theorem 1.1. For each N ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 18, 25}, let j(N)(z) be
the Hauptmodul given in Table 1 and let J (N)(z) be its normalization such that the
constant term is zero. For each positive integer ν,
PNν (j
(N)(z)) =
∑
d|(ν,N)
ν
d
J (N)(z) | T ν
d
Vd,
where T and V are the standard Hecke operators defined in Section 2.1.
This theorem plays a central role in computing class polynomials of j(N)(z). To
this end, it will be important to introduce sequences of half-integal weight modular
forms whose coefficients describe the traces of these polynomials. For a positive
integer D ≡ 0, 3 (mod 4), we define
(1.4) Tr(N)ν (D) :=
∑
Q∈QN
D
/Γ0(N)
P
(N)
ν (j(N)(αQ))
wQ,N
,
where wQ,N is the order of the stabilizer of a form Q under the action of Γ0(N). The
following theorem is a more explicit version of Theorem 1.1 of [9].
Theorem 1.2. Let N ∈ {1, 3, 5, 7, 13}, and set ̟(N) = #(Γ0(1)/Γ0(N)). Let
b˜N (−m;n) denote the coefficient of qn in the weakly holomorphic modular forms
F˜N(−m; z) of weight 32 defined in Section 3. Then, for each positive integer D with
D ≡ 0, 3 (mod 4) and any positive integer ν, we have
Tr(N)ν (D) = −ν
∑
d|ν
1
d
(
b˜ N
(N,d)
(−ν
2
d2
;D)− 24
̟(N)
H1(D)
)
−HN(D)cN,ν,
where HN(D) and cN,ν are constants defined in Section 3.
These sequences of half-integal weight modular forms F˜N(−m; z) are well-defined
and can be recovered recursively from the two seed functions F˜N (0; z) and F˜N(−1; z)
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(except when N = 1 where F˜1(0; z) = 0, in which case F˜1(−4; z) is required). The
reader should consult the Appendix for a description of the seed functions in the
levels we consider.
Using Theorems 1.1 and 1.2, we obtain an algorithm for computing the H(N)D (x)
for fundamental discriminants −D.
Theorem 1.3. For N ∈ {1, 3, 5, 7, 13} and −D a fundamental discriminant, the
algorithm given in Section 4 computes H(N)D (x).
Remark. In [4], Eagle and Sutherland give an algorithm for computing these class
polynomials using elliptic curves.
Remark. Gross provides an interesting approach to traces of singular moduli in [5]
and it is possible that these methods could also be used in determining singular
values of Hauptmoduln.
This paper is organized as follows. In Section 2.1, we define relevant operators
and prove a number of lemmas describing their effects on Fourier expansions. We
apply these results to prove Theorem 1.1 in Section 2.2. In Section 3, we first recall
the results of Miller and Pixton, and then introduce a family of weakly holomorphic
modular forms of weight 3
2
and prove Theorem 1.2. In Section 4, we detail an
algorithm for computing the class polynomials. The last section demonstrates how
to apply the algorithm in an explicit numerical example.
Acknowledgements: The authors would like to thank Professor Ken Ono for sug-
gesting the topic and for advice and guidance throughout the process, and an anony-
mous referee for useful comments on a draft of this paper. We also would like to thank
Michael Griffin and Sarah Trebat-Leader for useful conversations. Both authors are
also grateful to NSF for its support.
2. Hauptmoduln and Proof of Theorem 1.1
2.1. Hecke Operators and Atkin-Lehner Involutions. Let Mk(Γ0(N)) be the
space of holomorphic modular forms of weight k and levelN . We denote byM !k(Γ0(N))
the space of meromorphic modular forms of weight k and level N whose poles, if any,
are supported at the cusps. Such forms are known as weakly holomorphic modular
forms. We writeM#k (Γ0(N)) for the subspace ofM
!
k(Γ0(N)) of modular forms whose
only poles are supported at the cusp at infinity.
We first recall the definitions of basic operators on Γ0(N). For f a meromorphic
modular form of weight k, and any γ =
(
a b
c d
)
∈ GL+2 (R), the “slash” operator
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|k is defined by
(f |kγ)(z) := (detγ)k/2(cz + d)−kf
(
az + b
cz + d
)
.
Since the weight will be clear from context, we drop the subscript k and just write
f |γ. For a positive integer d, Atkin’s U -operator is defined by
(2.1)
(∑
n∈Z
anq
n
)
|Ud =
∑
n∈Z
adnq
n,
and can be written in terms of the slash operator as
(2.2) f |Ud = d k2−1
d−1∑
j=0
f |
(
1 j
0 d
)
.
The V -operator is defined by
(2.3)
(∑
n∈Z
anq
n
)
|Vd =
∑
n∈Z
anq
dn,
and can be written in terms of the slash operator as
(2.4) f |Vd = d− k2 f |
(
p 0
0 1
)
.
For p prime, the pth Hecke operator on Γ0(N) is defined by
Tp := Up + p
k−1ǫ(p)Vp,
where ǫ(p) = 1 for p ∤ N and 0 for p | N . The Hecke operators satisfy Tmn = TmTn for
m and n coprime and for r ≥ 2, we have Tpr = Tpr−1Tp − ǫ(p)pk−1Tpr−2. If p1, . . . , pn
are the distinct primes dividing N , and m = pr11 · · ·prnn s where (s,m) = 1, we will
often write Tm = U
r1
p1
· · ·U rnpnTs. The Hecke operators act on Fourier expansions by
(2.5)
(∑
n∈Z
anq
n
)
|Tm =
∑
n∈Z
 ∑
d|(m,n)
χ(d)dk−1amn/d2
 qn.
where χ(d) = 1 if (d,N) = 1 and 0 otherwise.
A direct consequence of the above equation is the following.
Lemma 2.1. Suppose f ∈ M !k(Γ0(N) has the Fourier expansion f(z) =
∑
anq
n =
q−ν + O(q) for some positive integer ν. If m is any positive integer with (m, ν) = 1
and (m,N) = 1, then m1−k · f(z)|Tm has Fourier expansion beginning q−mν +O(q).
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For a prime divisor p of N for which (pα, N
pα
) = 1, the Atkin-Lehner involution at
p is defined to be any matrix of the form
(2.6) Wpα =
(
pαx y
Nz pαw
)
for integers x, y, z, w, such that the determinant is pα. These operators define involu-
tions on M !k(Γ0(N)). Products of Atkin-Lehner involutions correspond to the cusps
of Γ0(N), and slashing by these matrices give the expansions at those cusps.
Remark. All choices of x, y, z, w that satisfy the conditions on the determinant of
Wpα are equivalent under the action of Γ0(N) so this is well-defined.
If N = pα11 · · ·pαnn , the product of the Wpαii is equivalent to the Fricke involution
(2.7) WN =
(
0 −1
N 0
)
.
Remark. A number of lemmas we will reference, involving the action of operators on
Fourier expansions, were originally only stated for cusp forms. However, the proofs
are equally valid for any weakly holomorphic modular form.
The following result (Lemma 2 of [8]) shows that, under certain conditions, the
Atkin-Lehner involutions commute with the Hecke operators V and T .
Lemma 2.2. Let N be a positive integer, and let p and p′ be primes with pα||N .
Then the following are true:
(1) If (p′, p) = 1, then f |Vp′Wpα = f |WpαVp′ for any f ∈M !k(Γ0(Np′ )).
(2) If (p′, N) = 1, then f |WpαTp′ = f |Tp′Wpα for any f ∈M !k(Γ0(N)).
It turns out that, in some cases, the operators Wpα also commute with the U -
operator.
Lemma 2.3. Let f be in M !k(Γ0(N)), and suppose N = p
αM with (p,M) = 1. If ℓ
is any prime dividing N with (p, ℓ) = 1, then f |UℓWpα = f |WpαUℓ.
Proof. We have
f |UℓWpα = 1
ℓ
ℓ−1∑
j=0
f |
(
1 0
0 ℓ
)(
1 j
0 1
)(
pαx 1
Nz pα
)
=
1
ℓ
ℓ−1∑
j=0
f |
(
pαx+Nzj 1 + jpα
zNℓ pαℓ
)
.
Since (p, ℓ) = 1 and ℓ | N , for each j, there exists ij such that
−ij(pαx+Nzj) + (1 + jpα) = njℓ
TRACES OF SINGULAR VALUES OF HAUPTMODULN 7
for some integer nj . As j runs over residues mod ℓ, so does i. Hence, we can write
the sum as
1
ℓ
ℓ−1∑
j=0
f |
(
pαx+Nzj 1 + jpα − ij(pαx+Nzj)
Nzℓ pαℓ− ijNzℓ
)(
1 ij
0 1
)
=
1
ℓ
ℓ−1∑
j=0
f |
(
pαx+Nzj nj
Nzℓ pα − ijNz
)(
1 0
0 ℓ
)(
1 ij
0 1
)
=
1
ℓ
ℓ−1∑
j=0
f |Wpα
(
1 0
0 ℓ
)(
1 ij
0 1
)
= f |Wpα|Uℓ,
as desired. 
The next lemma allows us to recursively determine f |UapWp in the case when the
two operators do not commute.
Lemma 2.4. Let f be in M !k(Γ0(N)) and let p be a prime with p||N . Then
pf |UapWp = pf |UapVp + f |Ua−1p WpVp − f |Ua−1p
for all integers a ≥ 1.
Proof. Lemma 7 of [2] applied to f |Ua−1p says that f |Ua−1p is on Γ0(N) and that
pf |Uap + f |Ua−1p Wp
is on Γ0(
N
p
). Observe that Wp =
(
px y
Nz pw
)
=
(
x y
Nz/p pw
)(
p 0
0 1
)
. Since
the first matrix in this product is in Γ0(
N
p
), it fixes the above sum, and we see that
(pf |Uap + f |Ua−1p Wp)|Wp = (pf |Uap + f |Ua−1p Wp)|Vp.
Since Wp is an involution, we find
pf |UapWp + f |Ua−1p = pf |UapVp + f |Ua−1p WpVp,
demonstrating the desired identity. 
We will apply this lemma frequently in the following context.
Corollary 2.5. If f ∈M#0 (Γ0(N)) has Fourier expansion beginning q−1+O(q) and
p is a prime with p || N , then
paf |UapWp = −q−p
a−1
+O(q)
for all integers a ≥ 1.
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Proof. We proceed by induction on a. When a = 1, applying Lemma 2.4 shows that
pf |UpWp = pf |UpVp + f |WpVp − f = −q−1 +O(q)
because neither f |Up nor f |Wp has a pole at i∞ (the operator Wp sends the pole
to another cusp). Hence, f |UpVp and f |WpVp do not have poles at i∞ and neither
contributes to the principal part of the expansion at i∞.
Now suppose a > 1 and pa−1f |Ua−1p Wp = −qpa−2 + O(q). Applying Lemma 2.4,
we find
paf |UapWp = paf |UapVp + pa−1f |Ua−1p WpVp − pa−1f |Ua−1p .
Since f |Ua−1p has no pole at i∞, the first and last terms on the right hand side do
not contribute to the principal part of the expansion at i∞. Hence,
paf |UapWp = (−qp
a−2
+O(q))|Vp = −qpa−1 +O(q).

Next we show that for levels N divisible by a square, the normalized Hauptmodul
for level N is annihilated by certain U -operators.
Lemma 2.6. Let N ∈ {4, 8, 9, 12, 18, 25} and suppose p is a prime with p2|N . Then
J (N)(z)|Up = 0.
Proof. The form J (N)(z)∆(pz) is holomorphic of level Np, so (J (N)(z)∆(pz))|Up =
J (N)(z)|Up · ∆(z) is a weight 12, holomorphic modular form of level Np. Since
this space is finite dimensional, calculating that the first few coefficients of these
expansions are zero proves the claim. The dimension formulas in Theorem 1.34
of [11] determine how many coefficients need to be checked. 
The last two lemmas of this section give some useful properties of the V -operator
in relation to the forms we will consider.
Lemma 2.7. Let f be in M !k(Γ0(N)). If p is any prime not dividing N , then f |Vp
is on Γ0(Np) and f |VpWp = pkf .
Proof. We have
f |VpWp = f |
(
p 0
0 1
)(
px y
Npz pw
)
= f |
(
p2x py
Npz pw
)
= pkf |
(
px y
Nz w
)
.
The last matrix is in Γ0(N) and hence leaves f fixed. Thus f |VpWp = pkf . 
Lemma 2.8. Suppose f is in M#k (Γ0(N)). If p is a prime such that p|N , then f |Vp
is in M#k (Γ0(Np)).
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Proof. Suppose f |Vp = f(pz) has a pole at a rational cusp xp . Then f has a pole
at x, so x is equivalent to the cusp at infinity under Γ0(N). In particular, we can
write x = a
c
for (a, c) = 1 with N | c. Since p | N , we have (a, pc) = 1 so there
exist integers e and f such that
(
a e
pc f
)
∈ Γ0(pN). This shows that apc = xp is
equivalent to infinity in Γ0(Np), so f |Vp has its only poles at infinity. 
2.2. Proof of Theorem 1.1. We begin with the following claim, after which the
theorem follows directly using the same argument as in Theorem 3 of [1].
Lemma 2.9. Let N be in the set {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 15, 18, 25}. For each
positive integer ν, the sum ∑
d|(ν,N)
ν
d
J (N)(z) | T ν
d
Vd
is the unique meromorphic modular form in M#0 (Γ0(N)) with Fourier expansion
beginning q−ν +O(q).
Proof. The uniqueness of these forms is clear because the difference of any such
modular forms is holomorphic of weight 0 with zero constant term, and hence zero.
We first give a proof when the level N = p is prime. When (ν, p) = 1, Lemma
2.1 shows that νJ (p)(z)|Tν = q−ν +O(q) has the desired expansion at infinity. Then,
Lemma 2.2 shows that νJ (p)(z)|TνWp = νJ (p)(z)|WpTν . Since Wp interchanges the
poles at 0 and i∞ and J (p)(z) has no pole at zero, this shows that νJ (p)(z)|Tν has
no pole at zero. When ν is a multiple of p, two terms contribute to the sum, and we
expand each at infinity and at zero. Write ν = pas where (s,N) = 1. At infinity, we
have
νJ (p)(z)|Tν = νJ (p)(z)|Uap Ts = O(q)
because J (p)(z) has a simple pole which is killed by the U -operator. By Lemma 2.1,
ν
p
J (1)(z)|T ν
p
Vp = q
−ν +O(q).
To expand at zero, we apply the Atkin-Lehner involution at p. This gives
νJ (p)(z)|TνWp = νJ (p)|UapWpTs = s(q−p
(a−1)
+O(q))|Ts
= q−p
(a−1)s
+O(q) = −q−ν/p +O(q)
by applying first Lemma 2.2 (2), and then Corollary 2.5 followed by Lemma 2.1.
Finally, by Lemmas 2.7 and 2.1, we have
ν
p
J (1)(z)|T ν
p
VpWp =
ν
p
J (1)(z)|T ν
p
= q−ν/p +O(q).
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Adding together these terms shows we have the desired expansion at infinity and
that the poles at zero cancel.
When N is a perfect power of a prime, the lemma follows from the prime case
after applying Lemma 2.6 and Lemma 2.8.
We now treat the case when N = p1p2 is the product of two distinct primes. There
are now four cusps (at 0, 1
p1
, 1
p2
, and infinity) and we consider the expansion of each
term in the sum at each cusp. Write ν = pa1p
b
2s where (s,N) = 1. There will be up
to four terms in the sum depending on a and b: d = 1, d = p1, d = p2, and d = N .
At infinity, it is easy to see that when d = (ν,N), applying T ν
d
and then Vd gives a
pole of order −ν as desired, while for d < (ν,N), the Hecke operator T ν
d
= U(N
d
, ν
d
)Ts
and the U operator kills the pole at infinity.
At the cusp 1
p1
, the four possible terms in the sum contribute in the following way
when present:
d = 1 : νJ (N)(z)|TνWp2 = νJ (N)(z)|Uap1U bp2TsWp2 = νJ (N)(z)|U bp2Wp2Uap1Ts
=
{
−q−ν/p2 +O(q) if b > 0 and a = 0
O(q) otherwise
d = p1 :
ν
p1
J (p2)(z)|T ν
p1
Vp1Wp2 =
ν
p1
J (p2)(z)|U bp2Tp1a−1sVp1Wp2
=
ν
p1
J (p2)(z)|U bp2Wp2Tp1a−1sVp1
=
{
−q−ν/p2 +O(q) if b > 0
O(q) if b = 0
d = p2 :
ν
p2
J (p1)(z)|T ν
p2
Vp2Wp2 =
ν
p2
J (p1)(z)|T ν
p2
=
ν
p2
J (p1)(z)|Uap1Tpb−12 s
=
{
q−ν/p2 +O(q) if a = 0
O(q) if a > 0
d = N :
ν
N
J (1)(z)|T ν
N
VNWp2 =
ν
N
J (1)(z)|T ν
N
Vp2Wp2Vp1 =
ν
N
J (1)(z)|T ν
N
Vp1
= q−ν/p2 +O(q)
For any choice of a and b, the negative terms in the q-expansions of the different terms
present cancel each other, showing that the sum has no pole at 1
p1
. By symmetry,
the same is true at the cusp 1
p2
. It remains to check the expansion at zero.
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Applying operators as before, we find
d = 1 : νJ (N)(z)|TνWN = νJ (N)(z)|Uap1U bp2TsWp1Wp2
= νJ (N)(z)|Uap1Wp1U bp2Wp2Ts
=
{
O(q) if a = 0 or b = 0
q−ν/N +O(q) if a > 0 and b > 0
d = p1 :
ν
p1
J (p2)(z)|T ν
p1
Vp1WN =
ν
p1
J (p2)(z)|U bp2Tpa−11 sVp1Wp1Wp2
=
ν
p1
J (p2)(z)|U bp2Wp2Tpa−11 s
=
{
O(q) if b = 0
−q−ν/N + O(q) if b > 0
d = p2 :
ν
p2
J (p1)(z)|T ν
p2
Vp2WN =
ν
p2
J (p1)(z)|Uap1Tpb−12 sVp2Wp2Wp1
=
ν
p2
J (p1)(z)|Uap1Wp1Tpb−12 s
=
{
O(q) if a = 0
−q−ν/N + O(q) if a > 0
d = N :
ν
N
J (1)(z)|T ν
N
VNWN = q
−ν/N +O(q).
Again, for any choice of a and b, the negative terms in the q-expansions of the different
terms present cancel each other, showing that the sum has no pole at infinity.
This proves the lemma for all N except for N = 12 and N = 18. Write N = p21p2.
When p1|ν, applying Lemma 2.6 we can write
∑
d|(ν,N)
ν
d
J (N/d)(z)|T ν
d
Vd = p1
 ∑
d|(ν′,N ′)
ν ′
d
J (N
′/d)(z)|T ν′
d
Vd
 |Vp1
where ν ′ = ν
p1
and N ′ = p1p2 and so the lemma follows from the case when N is the
product of two distinct primes together with Lemma 2.8.
If p1 ∤ ν, the only terms contributing to the sum over divisors of (ν,N) are d = 1
and d = p2. The expansion at infinity is as claimed by the same argument as before.
Expanding at each of the other cusps as before, we find there are no poles in each
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term except at the cusp at 1
p21
. Here we find
d = 1 : νJ (N)(z)|TνWp2 = νJ (N)(z)|U bp2Wp2Ts =
{
O(q) if b = 0
−q−ν/p2 + O(q) if b > 0
d = p2 :
ν
p2
J (p
2
1)(z)|T ν
p2
Vp2Wp2 =
ν
p2
J (p
2
1)|T ν
p2
= q−ν/p2 +O(q),
showing that the sum has no poles except at infinity. 
The following lemma is stated in [1] for level 1 and weights k such that Mk(Γ0(1))
has dimension 1. Given Lemma 2.9, the proof for weight 0 and levels N where a
Hauptmodul exists follows identically.
Lemma 2.10. Let N be in the set {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 15, 18, 25}. For
each positive integer ν, let f
(N)
ν (z) be the unique meromorphic modular form in
M#0 (Γ0(N)) with Fourier expansion beginning q
−ν +O(q). Then
j(N)
′
(q)
j(N)(p)− j(N)(q) =
∞∑
ν=0
f (N)ν (p)q
ν ,
where p and q are independent formal variables and f
(N)
0 (z) = 1.
Proof. First we set
(2.8) j(N)(q) = q−1 +
∞∑
n=0
a(N)n q
n and J (N)(q) = q−1 +
∞∑
n=1
a(N)n q
n.
It is clear from the description of f
(N)
ν (z) in Lemma 2.9, as
f (N)ν (z) =
∑
d|(ν,N)
ν
d
J (N)(z) | T ν
d
Vd,
that the coefficient of q comes from the term where d = 1, and using (2.5) we see
(2.9) f (N)ν (q) = q
−ν + νa(N)ν q + . . . .
Since the form j(N)(p)f
(N)
ν (p) is uniquely determined by the non-positive terms in
its Fourier expansion, using (2.8) and (2.9) we obtain the recurrence relation
j(N)(p)f (N)ν (p) = f
(N)
ν+1(p) +
ν∑
ℓ=0
a
(N)
ν−ℓf
(N)
ℓ (p) + νa
(N)
ν .
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Multiplying both sides of this equation by qν and summing over all ν gives us
j(N)(p)F (p, q) =
1
q
(F (p, q)− 1) +
(
j(N)(q)− 1
q
)
F (p, q) +
∞∑
ν=0
νa(N)ν q
ν
= j(N)(q)F (p, q) + j(N)
′
(q)
where F (p, q) =
∑∞
ν=0 f
(N)
ν (p)qν . Rearranging gives the desired expression. 
Theorem 1.1 now follows immediately from these two results.
Proof of Theorem 1.1. It follows from Lemma 2.10 that P
(N)
ν (j(N)(z)) is the unique
modular form in M#0 (Γ0(N)) with Fourier expansion beginning q
−ν + O(q). Then,
applying Lemma 2.9 proves the identity. 
3. Half integral weight modular forms
In this section, we consider only levels 4N where N is odd and square-free. We use
the results of Miller and Pixton [9] to show that the traces TrNν (D) are expressible in
terms of coefficients of certain weakly holomorphic modular forms of weight 3
2
. For
positive integers λ, ν,N the integral weight Niebur Poincare´ series are defined by [10]
Fλ,N,ν(z) := πν
λ−1 ∑
A∈Γ∞\Γ0(N)
Im(νAz)
1
2 Iλ− 1
2
(2πIm(νAz))e(−Re(νAz)),
where Is(x) is the usual modified Bessel function of the first kind, and Γ∞ :={(
1 n
0 1
)
: n ∈ Z
}
denotes the stabilizer of infinity. They then construct half-
integal weight Poincare´ series whose coefficients describe the traces of the Fλ,N,ν(z).
We first relate F1,N,ν(z) to degree ν polynomials in the Hauptmodul for level N .
Let µ(n) be the Mo¨bius function, defined by
µ(n) =
{
(−1)t if n is square-free with t prime factors
0 if n is divisible by a square.
It is not difficult to show that µ(n) is equal to the sum of the primitive nth roots of
unity:
µ(n) =
∑
v (mod n)∗
e2πiv/n,
where the * indicates that the sum is taken over primitive residue classes mod n.
Let ϕ(n) be Euler’s totient function, and let ζ(s) =
∑
c>0
1
cs
be the Riemann-zeta
function. The following identities will be useful for explicitly computing the constant
term cN,ν that appears in the subsequent Lemma 3.2.
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Lemma 3.1. For any positive integer n > 1 and any real number s > 1, the following
are true: ∑
c>0
µ(c)
cs
=
1
ζ(s)
and ∑
c>0
µ(nc)
(nc)s
=
µ(n)
ns − 1
∑
d|n
d6=n
µ(d)
(∑
c>0
µ(cd)
(cd)s
)
.
Proof. The first identity is well-known and is proved by observing that the product
of the two Dirichlet series ζ(s)
∑
c>0
µ(c)
cs
= 1 (because the convolution of 1 and µ(c)
is 1 for c = 1 and 0 for all other c).
To prove the second identity, we use the inclusion/exclusion principle to write∑
c>0
µ(nc)
(nc)s
=
∑
(c,n)=1
µ(nc)
(nc)s
=
µ(n)
ns
∑
(c,n)=1
µ(c)
cs
=
µ(n)
ns
∑
d|n
d6=n
µ(d)
(∑
c>0
µ(dc)
(dc)s
)
+
1
ns
∑
c>0
µ(nc)
(nc)s.
Rearranging gives the recursive identity. 
We now explicitly describe the relationship between Miller and Pixton’s integral
weight Poincare´ series and special polynomials in Haupmoduln.
Lemma 3.2. For N ∈ {1, 3, 5, 7, 13}, and any positive integer ν, we have
2F1,N,ν(z) = P
(N)
ν (j
(N)(z)) + cN,ν ,
where P
(N)
ν (x) is the polynomial defined in equation (1.3) and
cN,ν =

4νπ2
∑
d|ν
∑
ℓ|d
ϕ(d)ℓ
ϕ(ℓ)d2
 ∑
x| ν
d
, y| d
ℓ
µ(x)µ(y)
(∑
c>0
µ(Nxyℓ
(x,yℓ)
c)
(Nxyℓ
(x,yℓ)
c)2
) if N ∤ ν
4νπ2
∑
d|ν
N |d
∑
ℓ|d
N |ℓ
ϕ(d)ℓ
ϕ(ℓ)d2
 ∑
x| νN
d
, y|Nd
ℓ
µ(x)µ(y)
(∑
c>0
µ( xyℓ
(x,yℓ)
c)
( xyℓ
(x,yℓ)
c)2
)
 if N | ν.
In particular, cN,ν is a rational number.
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Proof. By Theorem 1.2 of [9], 2F1,N,ν(z) differs from P
(N)
ν (j(N)(z)) by a constant.
Since the constant term in the Fourier expansion of P
(N)
ν (j(N)(z)) is zero, the constant
cN,ν is equal to twice the constant term of F1,N,ν(z). Using equation (17) of [9], we
determine that
cN,ν = 4νπ
2
∑
c>0
S(0,−ν;Nc)
(Nc)2
,
where S(0,−ν; c) is the Kloosterman sum
S(0,−ν; c) :=
∑
v (mod c)∗
e2πiνv/c.
We re-write the Kloosterman sum in terms of the Mo¨bius function as
S(0,−ν; c) = ϕ(c)
ϕ( c
(c,ν)
)
µ
(
c
(c, ν)
)
,
so that the constant term becomes
cN,ν = 4νπ
2
∑
d|ν
 ∑
c>0
(Nc,ν)=d
ϕ(Nc)
ϕ(Nc
d
)d2
· µ(
Nc
d
)
(Nc
d
)2

= 4νπ2
∑
d|ν

∑
ℓ|d
ϕ(d)ℓ
ϕ(ℓ)d2

∑
c>0
(Nc,ν)=d
(d,Nc
d
)=ℓ
µ(Nc
d
)
(Nc
d
)2

 .
Recall N = 1 or a prime. The set {c > 0 : (Nc, ν) = d} can be written as
{c > 0 : (Nc, ν) = d}
=

{c > 0 : (c, ν) = d} =
∑
x| ν
d
µ(x){xdc : c > 0} if N ∤ ν
{c > 0 : (c, ν) = d
N
} =
∑
x| νN
d
µ(x){xdc
N
: c > 0} if N | ν and N | d
∅ otherwise.
(3.1)
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The set {c > 0 : (Nc
d
, d) = ℓ} can be described in a similar way. Taking the
intersection of these sets yields
{c > 0 : (Nc, ν) = d, (Nc
d
, d) = ℓ} =

∑
x| ν
d
, y| d
ℓ
µ(x)µ(y){ dxyℓ
(x,yℓ)
c : c > 0} if N ∤ ν
∑
x| νN
d
, y|Nd
ℓ
µ(x)µ(y){ dxyℓ
N(x,yℓ)
: c > 0} if N | ν, d, ℓ
∅ otherwise.
Using this decomposition to re-write the inner sum gives the desired expression.
Since 1
ζ(2)
= 6
π2
, applying Lemma 3.1 shows that the constant term cN,ν is always
rational. 
We now introduce Miller and Pixton’s sequence of half-integal weight Poincare´
series, whose coefficients will describe traces of polynomials in Hauptmoduln. We
restrict our attention to the Poincare´ series of weight 3
2
, as the coefficients of these
forms are sufficient to determine the traces of polynomials in Hauptmoduln. However,
we note that, due to the duality properties relating the forms of weight 3
2
and forms
of weight 1
2
(see Corollary 1.4 of [9]), this could also be accomplished by working
with forms of weight 1
2
.
Following Miller and Pixton, for s ∈ C and y ∈ R− {0}, we define
Ms(y) := |y|− 34M 3
4
sgn(y),s− 1
2
(|y|),
where Mν,µ(z) denotes the usual M-Whittaker function. For m ≥ 1 with m ≡ 0, 1
(mod 4), let
ϕ−m,s(z) :=Ms(−4πmIm(z))e(−mRe(z)).
Now, define the Poincare´ series of weight 3
2
FN(−m, s; z) :=
∑
A∈Γ∞\Γ0(4N)
(ϕ−m,s| 3
2
A)(z),
which converges for Re(s) > 1.
Remark. The slash operator for half-integral weight modular forms requires a slight
modification. For A =
(
α β
γ δ
)
∈ Γ0(4), we define
(f |kA) :=
((γ
δ
)
ǫ−1δ (γz + δ)
1
2
)−2k
f(Az),
where
ǫδ :=
{
1 if δ ≡ 1 (mod 4)
i if δ ≡ 3 (mod 4).
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For the special value s = 3
4
, we define
FN(−m; z) := 3
2
FN(−m, 34 ; z)|pr1
to be the projection of FN(−m, 34 ; z) into the plus space using Kohnen’s projection
operator prλ (defined in [7]). Note that this definition requires analytic continuation.
The FN(−m; z) are weak Maass forms. Let ̟(N) be the index of Γ0(N) in the full
modular group, and let β(s) :=
∞∫
1
t−3/2e−stdt. Set
δ(m) :=
{
1 if m is square,
0 otherwise.
Theorem 2.1 of [9] shows that FN (−m; z) has a Fourier expansion of the form
(3.2) FN(−m; z) = q−m +
∑
n≥0
n≡0,3 (mod 4)
bN (−m;n)qn − 3δ(m)
2π̟(N)
√
y
∞∑
n=−∞
β(4πn2y)q−n
2
and gives formulas for the coefficients bN(−m;n) as infinite sums of Kloosterman
sums weighted by Bessel functions. The next lemma relates the forms FN(−m; z) to
a family of weakly holomorphic modular forms.
Let HN(D) be the generalized class numbers defined by
(3.3) HN(D) :=
∑
Q∈QN
D
/Γ0(N)
1
wQ,N
and HN(0) :=
−̟(N)
12
.
The numbers H1(D) are well-known to be coefficients of Zagier’s non-holomorphic
Eisenstein series of weight 3
2
, defined by
(3.4) G(z) :=
∞∑
n=0
H1(n)q
n +
1
16π
√
y
∞∑
n=−∞
β(4πn2y)q−n
2
.
Lemma 3.3. Let N ∈ {1, 3, 5, 7, 13} and let m be a positive integer satisfying m ≡
0, 1 (mod 4). Then
F˜N(−m; z) := FN(−m; z) + 24δ(m)
̟(N)
∞∑
n=0
H1(n)q
n
is a weakly holomorphic modular form of weight 3
2
on Γ0(4N). If N > 1, then
F˜N (0; z) :=
∞∑
n=0
(2H1(n)−HN(n))qn
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is a holomorphic modular form of weight 3
2
on Γ0(4N).
Proof. Looking at equations (3.2) and (3.4), we see that the non-holomorphic parts
of FN (−m; z) and 24δ(m)̟(N) G(z) cancel each other, so FN(−m; z) + 24δ(m)̟(N) G(z) is a
weakly holomorphic modular form equal to F˜N (−m; z).
Arguing as in Chapter 2 of [6], one can confirm modularity properties of theHN(D)
for general N by finding further non-holomorphic Eisenstein series with coefficients
equal to HN(D) whose non-holomorphic parts are also period integrals of the θ-
function. Subtracting these forms from 2G(z) cancels the non-holomorphic parts,
leaving a holomorphic form equal to F˜N(0; z). 
Let b˜N (−m;n) be the coefficient of qn in F˜N (−m; z) so that
F˜N(−m; z) = q−m +
∑
n≡0,3 (mod 4)
b˜(−m;n)qn.
The following theorem describes traces of polynomials in Hauptmoduln in terms
of the coefficients b˜N (−m;n). It is a more-explicit version of Theorem 1.1 of [9], and
generalizes Theorem 1.2 of [3]. This makes it possible to calculate these traces from
the weakly holomorphic modular forms F˜N(−m; z) given in the Appendix.
Theorem 3.4. Let N ∈ {1, 3, 5, 7, 13}. For each positive integer D with D ≡ 0, 3
(mod 4), we have
Tr(N)ν (D) = −ν
∑
d|ν
1
d
(
b˜ N
(N,d)
(−ν
2
d2
;D)− 24
̟(N)
H1(D)
)
−HN(D)cN,ν.
Furthermore, F˜N(0; z) and F˜N(−1; z) satisfy the identities listed in the Appendix.
Proof. Using Theorem 1.1 of [9] together with Lemma 3.2, we find
Tr(N)ν (D) =
∑
Q∈QN
D
/Γ0(N)
P
(N)
ν (j(N)(αQ))
wQ,N
= 2
∑
Q∈QN
D
/Γ0(N)
F1,N,ν(αQ)
wQ,N
−
∑
Q∈QN
D
/Γ0(N)
cN,ν
wQ,N
= −ν
∑
d|ν
1
d
b N
(N,d)
(−ν
2
d2
;D)−HN(D)cN,ν,
Applying the definition of F˜N (−m; z) in Lemma 3.3 gives the above formula.
Hauptmoduln take on algebraic-integer values at Heegner points, so when ν = 1
the left-hand side of the formula for the trace is 1
2
or 1
3
times an integer. Since the
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constants appearing on the right-hand side are rational with bounded denominator,
so are the coefficients b˜N (−1;n). Since the Kloosterman sums in Miller and Pixton’s
Theorem 2.1 converge, the coefficients of F˜N (−1; z), can be determined from these
formulas by taking sufficiently large partial sums. A standard argument then shows
that the identities in the Appendix hold after comparing finitely many coefficients.
Since F˜N (−1; z) is a weakly holomorphic modular form, multiplying by an appro-
priate cusp form, for example η(4z)6, lands the product in a space of holomorphic
modular forms. These spaces are finite-dimensional, so one need only check that
finitely many coefficients in their q-expansions agree. The number of coefficients
one has to check is determined by the dimension-formulas given in Theorem 1.34
of [11]. 
Remark. It should be pointed out that the theory of half-integral weight modular
forms is particularly difficult for levels 4N when N is even or not-square free. How-
ever, for N = 2 we observe that the definitions in Lemma 3.3 still give weakly
holomorphic modular forms (equal to those listed in the Appendix), and the formula
for the traces in the above theorem still holds.
4. Algorithm for Computing H(N)D (x)
Recall that for αQ a Heegner point of level N and discriminant −D, the minimal
polynomial of j(N)(αQ) is given by
H(N)D (x) =
∏
Q∈QD/Γ0(N)
(x− j(N)(αQ)).
It is clear from this description that the coefficients of H(N)D (x) are the elementary
symmetric polynomials in the j(N)(αQ). The following algorithm explains how to
compute these class polynomials for N = 1, 2, 3, 5, 7, 13 and −D a fundamental
discriminant.
Algorithm
(1) Recursively generate the weakly holomorphic modular forms F˜N(−m; z) for
1 ≤ m ≤ |QND/Γ0(N)|2 using the forms F˜N(0; z) and F˜N(−1; z) given in the
Appendix.
(2) Use Theorem 1.2 to calculate the traces Tr(N)ν (D) for 1 ≤ ν ≤ |QND/Γ0(N)|
by plugging in the appropriate coefficients b˜N (−m;D) and constants HN(D),
H1(D), and cN,ν (and multiplying by 2 or 3 if D = 3 or 4 respectively).
(3) Use the generating function in equation (1.3) to obtain the coefficients of
PNν (x) for each 1 ≤ ν ≤ |QND/Γ0(N)|, and diagonalize to determine the
values of the power sums
∑
(j(N)(αQ))
ν .
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(4) Apply the Newton-Girard formulae to recursively determine the elementary
symmetric polynomials in j(N)(αQ).
Proof of Algorithm. Step 1 can be accomplished by multiplying F˜N(−m + 4, z) by
j(N)(4z) to obtain a non-trivial linear combination of F˜N(−m; z) and F˜N(−n; z) for
n < m. Subtracting off appropriate multiples of F˜N(−n; z) for 0 ≤ n < m leaves a
form with the same non-positive Fourier coefficients as F˜N(−m; z). The two forms
must then be equal because their difference is in M 3
2
(Γ0(4N)) with a zero constant
term and hence zero.
In step 2, the constant cN,ν can be computed from the formula in Lemma 3.2,
using the identities in Lemma 3.1 to express the infinite sums in terms of reciprocals
of the Riemann-zeta function.
Finally, given the ith power sums pi(x1, . . . , xn) = x
i
1+. . .+x
i
n, the Newton-Girard
formulae recursively determine the elementary symmetric polynomials ek(x1, . . . , xn)
by
kek(x1, . . . , xn) =
k∑
i=1
(−1)i−1ek−i(x1, . . . , xn)pi(x1, . . . , xn). 
5. Explicit Numerical Examples
We show how to compute the class polynomial for level 7 and discriminant −20.
The following table lists representatives of binary quadratic forms for this level and
discriminant along with an approximation (which required 1500 coefficients) of the
Hauptmodul j(7)(z) evaluated at their roots:
Q ∈ Q720/Γ0(7) approximation of j(7)(αQ)
14x2 + 6xy + y2 −4.1458 . . .+ i1.2360 . . .
21x2 + 8xy + y2 −4.1458 . . .− i1.2360 . . .
7x2 + 6xy + 2y2 −10.8541 . . .+ i3.2360 . . .
63x2 + 22xy + 2y2 −10.8541 . . .− i3.2360 . . .
Using the seed forms given in the Appendix, we recursively compute the Fourier
expansions of F˜7(−m; z) for m ≤ 16 by the method described in the proof of the
algorithm. In particular, we find the coefficients
b˜7(−1; 20) = 22 b˜7(−4; 20) = −26 b˜7(−9; 20) = 78 b˜7(−16; 20) = 338.
Next, we compute the constants c7,ν for 1 ≤ ν ≤ 4 using the formula in Lemma 3.2
along with the identities in Lemma 3.1 to evaluate the infinite sums:
c7,1 = −12 c7,2 = −32 c7,3 = −2 c7,4 = −72 .
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We have 24
̟(7)
H1(20) = 6 and H7(20) = 4. Applying the formula in Theorem 1.2, we
obtain the traces
Tr
(7)
1 (20) = −14 Tr(7)2 (20) = 54 Tr(7)3 (20) = −224 Tr(7)4 (20) = −1266.
The polynomials P
(7)
ν (x) can be determined explicitly by expanding equation (1.3)
in a formal power series over the polynomial ring in x and taking the coefficient of
qν :
P
(7)
1 (x) = x+ 4 P
(7)
2 (x) = x
2 + 8x+ 12 P
(7)
3 (x) = x
3 + 12x2 + 42x+ 16
P
(7)
4 (x) = x
4 + 16x3 + 88x2 + 160x+ 28
The power sums can now be determined by diagonalization, giving∑
Q∈Q720/Γ0(7)
j(7)(αQ) = −30
∑
Q∈Q720/Γ0(7)
(j(7)(αQ))
2 = 246
∑
Q∈Q720/Γ0(7)
(j(7)(αQ))
3 = −1980
∑
Q∈Q720/Γ0(7)
(j(7)(αQ))
4 = 13454.
Finally, the elementary symmetric polynomials can be recovered recursively using
the Newton-Girard formulae, thus determining the class polynomial:
H(7)20 (x) = x4 + 30x3 + 327x2 − 1470x+ 2401.
We factor this polynomial as(
x+ 15
2
− 3
√
5
2
− i
√
2(3−
√
5)
)(
x+ 15
2
− 3
√
5
2
+ i
√
2(3−
√
5)
)
×
(
x+ 15
2
+ 3
√
5
2
+ i
√
2(3 +
√
5)
)(
x+ 15
2
+ 3
√
5
2
− i
√
2(3 +
√
5)
)
,
confirming the numerical approximations at the beginning of the section.
6. Appendix
Here we give explicit closed formulas for the seed functions F˜N (0; z) and F˜N(−1; z)
for N = 1, 2, 3, 5, 7, 13. We write E4(z) for the Eisenstein series of weight 4 and E2(z)
for the Eisenstein series of weight 2. Also, let
θ(z) =
∑
n∈Z
qn
2
and θ1(z) =
∑
n∈Z
(−1)nqn2
be the standard theta functions. When the space of cusp forms of weight k and level
N is one-dimensional, we will write S
(N)
k (z) for the unique normalized form in this
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space. We also require the following forms:
S
(26,+)
2 (z) the sum of the two newforms of weight 2 on Γ0(26)
S
(26,−)
2 (z) the difference of the two newforms of weight 2 on Γ0(26) which
begins −2q2 + 4q3 − 2q5 + . . .
S
(13,1)
4 (z) the newform of weight 4 on Γ0(13) with rational coefficients
S
(13,+)
4 (z) the sum of the two newforms of weight 4 on Γ0(13) with coefficients
in the field with defining polynomial x2 − x− 4.
We can now list the following forms:
F˜2(0; z) =
24E2(8z)− 14E2(4z) + 3E2(2z)− E2(z)
144θ(z)
F˜3(0; z) =
24E2(12z)− 9E2(6z)− 8E2(4z) + 3E2(3z) + 3E2(2z)− E2(z)
72θ(z)
F˜5(0; z) =
40E2(20z)− 15E2(10z) + 5E2(5z)− 8E2(4z) + 3E2(2z)−E2(z) + 24S(20)2 (z)
72θ(z)
F˜7(0; z) =
12E2(28z)− 11E2(14z) + 13E2(7z) + 4E2(4z)− 7E2(2z) + E2(z)
24θ(z)
− η(2z)
7η(14z)7
2θ(z)η(z)3η(4z)2η(7z)3η(28z)2
+
5η(z)η(4z)2η(14z)17
2θ(z)η(2z)3η(7z)7η(28z)6
F˜13(0; z) =
104E2(52z)− 39E2(26z) + 13E2(13z)− 8E2(4z) + 3E2(2z)− E2(z)
72θ(z)
+
2S
(26,+)
2 (z) + 2S
(26,−)
2 (2z) + S
(52)
2 (z)
3θ(z)
F˜1(−1; z) = θ1(z)E4(4z)
η(4z)6
F˜2(−1; z) = θ1(z)16E4(8z)−E4(4z)
15η(4z)6
+ 16F2(0; z)
F˜3(−1; z) = θ1(z)81E4(12z)− E4(4z)
80η(4z)6
+ 9F3(0; z)
F˜5(−1; z) = θ1(z) η(4z)
4
η(20z)2
+ 5F5(0; z)
TRACES OF SINGULAR VALUES OF HAUPTMODULN 23
F˜7(−1; z) = θ1(z)2401E4(28z)− E4(4z)− 11760S
(7)
4 (4z)
2400η(4z)6
+
7
2
F7(0; z)
F˜13(−1; z) = θ1(z)
η(4z)6
(
−137E4(4z)
14280
− 2197E4(52z)
3570
+
13(13E2(52z)−E2(4z))2
1152
)
− θ1(z)
η(4z)6
(
39S
(13,1)
4 (4z)
14
+
143S
(13,+)
4 (4z)
34
)
+
13
7
F13(0; z)
Remark. There is no holomorphic modular form of weight 3
2
whenN = 1, so F˜1(−4; z)
is required to recursively generate the F˜1(−m; z) for all m. Zagier explains how to
obtain F˜1(−4; z) from F˜1(−1; z) in the discussion preceding Theorem 4 of [12].
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