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We study a decomposition of Flnd−1, where Fln denotes the ﬂag manifold over
n. The strata are deﬁned by the dimensions of intersections of one space from each
ﬂag, so for d equal to 2 this is the usual Bruhat cell decomposition. The strata are
indexed by “permutation arrays,” which are d-dimensional analogs of permutation
matrices. We present a partial order on these permutation arrays, specializing to
the Bruhat order on Sn when d equals 2 and to the lattice of partitions of a d-set
when n equals 2. © 2000 Academic Press
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1. INTRODUCTION
11 The Bruhat Decomposition of the Flag Manifold. We start by re-
viewing some basic facts, referring the reader to Fulton’s book [4] for all
the details.
1 Both authors were partially supported by the NFR; the second author was also supported
by MSRI.
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A complete ﬂag E• in n is a sequence of n subspaces of increasing
dimension,
E1 ⊂ E2 ⊂ · · · ⊂ En = n
where every subspace Ej has dimension j and hence belongs to the
Grassmannian Grj of all subspaces of n of dimension j. The ﬂag man-
ifold Fln is the submanifold of Gr1×Gr2× · · · × Grn consisting of all
complete ﬂags in n.
The Bruhat decomposition of Fln consists of open cells Xow indexed by
permutations w in Sn, such that the cell Xow lies in the closure of X
o
v if and
only if w ≤ v in the Bruhat order on Sn. These Schubert cells are deﬁned
relative to a ﬁxed reference ﬂag E• by
Xow =
{
F• ∈ Fln  dimEx0 ∩ Fx1 = rankwx0 x1 x0 x1 ∈ n
}

where rankwx0 x1 is the matrix rank of the upper left x0-by-x1 submatrix
of the permutation matrix of w, and n = 1 2     n. These cells are all
nonempty and together cover the ﬂag manifold. Looking at it from another
angle, this means that for every ﬂag F• there is a unique permutation w
such that dimEx0 ∩ Fx1 = rankwx0 x1 for all indices x0 x1 ∈ n. This
permutation w is said to describe the relative position of the ﬂags E• and F•.
Deﬁne the Schubert variety Xw by relaxing the equality conditions to
inequalities:
Xw =
{
F• ∈ Fln  dimEx0 ∩ Fx1 ≥ rankwx0 x1 x0 x1 ∈ n
}

The Schubert variety Xw is irreducible and equals the closure Xow of the
open cell Xow.
12 An Analogy in Higher Dimensions. Our objective is to try to ﬁnd
some permutation arrays that are d-dimensional analogs of permutation
matrices, both in a directly combinatorial sense and in the geometrical sense
of describing the relative positions of the d ﬂags. The permutation arrays
will index a decomposition of Flnd−1, the product of d − 1 copies of the
ﬂag manifold, in analogy with the classical case. When values of d and n are
tacitly assumed, we refer to Flnd−1 as the product manifold. The analogy
will work as follows.
121 A Combinatorial Theory of Permutation Arrays. A permutation ar-
ray P will be a hypercubic object of side length n and dimension d, where
some positions x = x0     xd−1 ∈ nd contain a dot, according to cer-
tain rules. To every position x we can assign a rank (of the corresponding
principal subarray) rank Px, which is a nonnegative integer. Different per-
mutation arrays will differ in rank in at least one position. A combinatorial
theory of permutation arrays, including an efﬁcient algorithm for generat-
ing them, is developed in a companion article by the authors [3], brieﬂy
surveyed in Section 2 of this paper.
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122 A Decomposition of the Product Manifold. Fix a reference ﬂag
E•
0. Then we can deﬁne a family of disjoint strata of Flnd−1, indexed by
permutation arrays, by
XoP
def= {(E•1     E•d−1
) ∈ Flnd−1
 dim(E0x0 ∩ E1x1 ∩ · · · ∩ Ed−1xd−1
) = rank Px x ∈ nd}
Our permutation arrays will be such that this is a decomposition of
Flnd−1: every point in the product manifold is contained in some unique
stratum. (However, for d ≥ 4 we do not know if every stratum XoP is
nonempty.) This is the topic of Section 4.
123 Earlier Work of Shapiro, Shapiro, and Vainshtein for d = 3. We
have recently learnt that Shapiro et al. [6] have studied pairwise intersec-
tions of Schubert cells, which implies the results for the case d = 3 in our
setting; see Section 3. Their strata are indexed by certain chains of per-
mutations, and their algorithm for generating these chains resembles our
algorithm for generating permutation arrays in this special case. In [6] is
given a formula for the shape of their strata (lying in Fln), from which we
can deduce a similar result for our strata (lying in Fln2, since d = 3). In
particular, all these strata are nonempty and the locally closed varieties are
irreducible. For d ≥ 4, we have found neither proof nor counterexamples
for nonemptiness or irreducibility.
124 Bruhat Order. Proceeding with the analogy to the classical case,
in Section 4 we deﬁne the varieties XP by taking inequalities instead of
equalities in the deﬁnition of XoP , and we deﬁne X
o
P by taking the closure
in Flnd−1. For d ≥ 3, it is in general not the case that the variety XP is
irreducible nor that it equals the closure XoP . Hence we get two alternative
analogs to the Bruhat order, as we may deﬁne a partial order P ′ ≥ P on
permutation arrays either by the condition XoP ′ ⊆ XoP or by the condition
XP ′ ⊆ XP . Although these two orders will differ in general, we prove that
for d = 2 they both specialize to the Bruhat order on Sn, and for n = 2
they both specialize to the lattice of partitions of a d-set.
125 Enumerative Questions. We conclude in Section 5 with some dis-
cussion on enumerative results, based on extensive computer calculations.
Last we state a few open problems.
2. A COMBINATORIAL THEORY OF PERMUTATION ARRAYS
In this section we brieﬂy present the necessary material from [3]. We shall
now generalize the concept of a permutation matrix to higher dimensions,
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using d-dimensional arrays where every position x = x0 x1     xd−1 may
be either empty or dotted. We will identify such an array P with its set of
dotted positions. We denote by Px the “principal” subarray of P consisting
of all entries at positions componentwise less than or equal to x (so in the
two-dimensional case, principal subarrays are upper left submatrices).
Deﬁnition. For an arbitrary d-dimensional dot array P , say that the
rank of P along the j-axis, denoted by rkjP , is the number of values of the
index xj such that there exists at least one dot in P in some position whose
jth coordinate is xj . If rkjP = r for all j = 0     d − 1, so that the rank is
the same along any axis, then we say that P is rankable with rank P = r. The
intuitive picture is that in whichever direction we traverse P , the number
of layers containing a dot will be the same.
P is totally rankable if every principal subarray of P is rankable. If P is
totally rankable then we can deﬁne the rank array of P as the integer array
(of the same shape as P) whose entry at position x is rank Px. Two totally
rankable arrays are rank equivalent if they have the same rank array.
Finally, deﬁne a join operation on positions by the componentwise max-
imum: x ∨ y = z where zi = maxxi yi for all coordinate indices i.
Example. Below, we picture a 3-by-3-by-3 totally rankable dot array (as
three layers of size 3 by 3) and the corresponding rank array. The layers
are numbered from left to right, the columns from left to right, and the
rows from top to bottom.
• •
•
•
0 1 1
0 0 0
0 0 0
1 2 2
0 1 1
0 1 1
1 2 3
0 1 2
0 1 1
21 Permutation Arrays. Among totally rankable dot arrays that are
rank equivalent, we shall below deﬁne permutation arrays as a canonical
choice. First we need a deﬁnition.
Deﬁnition. A position xˇ is redundant in P if it can be written as the join
of some positions of dots in P in a non-trivial way: xˇ = ∨ for some  ⊆ P
such that   ≥ 2 and every member in  have at least one coordinate in
common with xˇ.
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A redundant position is redundant in the sense that it does not matter
for the ranks if we place a dot there. The rank equivalence classes of totally
rankable dot arrays are Boolean lattices, according to the following theorem
(proved in [3]):
Proposition 2.1. Two totally rankable dot arrays P and P ′ of the same
shape are rank equivalent if and only if
P \ RP ⊆ P ′ ⊆ P ∪ RP
where RP denotes the set of redundant positions in P .
In particular, there exists a unique minimal member (with no redundant
dots) of every rank equivalence class of totally rankable dot arrays. This
fact enables us to make the following deﬁnition.
Deﬁnition. A permutation array of side length n and dimension d is a
totally rankable dot array of shape nd and rank n with no redundant dots.
22 A Characterization of Rank Arrays of Permutation Arrays. Deﬁne a
difference operator k, k ∈ n, on d-dimensional arrays of numbers by
kρx0     xk     xd−1
= ρx0     xk     xd−1 − ρx0     xk − 1     xd−1
Proposition 2.2. Given parameters n and d, let ρ be an nd-array of
nonnegative integers. Then ρ is the rank array of some permutation array P
if and only if the following three conditions are satisﬁed (where we deﬁne
ρx = 0 whenever any index xk is 0):
(1) The difference between two neighboring ranks, kρx, equals 0 or 1
for all x ∈ nd.
(2) If kρx = 1, then kρx′ = 1, whenever x′ ≥ x and x′k = xk.
(3) The greatest rank, ρn n     n, is n.
23 An Algorithm for Generation of Permutation Arrays. Permutation
arrays can be generated in an efﬁcient way. We will describe here a
recursive algorithm for constructing every permutation array of speciﬁed
parameters n and d.
Deﬁnition. Let P be a totally rankable nd-array of rank k > 0 with no
redundant dots. Let A be an antichain of dots in P; that is, for every pair
of dots x and y in A there are coordinate indices i and j such that xi < yi
and xj > yj . Let A˜ be the set of positions that are covered by A.
Downsizing of P with respect to the antichainA is done by removing from
P the dots of the antichain A, adding the dots of A˜, and ﬁnally removing
all redundant dots. (It is called downsizing since it implies getting rid of
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some dots and replacing them with new and fewer dots at lower positions!)
We say that the downsizing was successful if the resulting array is totally
rankable of rank k− 1 (one lower than P).
Permutation Array Construction Algorithm. For dimension d = 1
there is a unique permutation array of side length n, namely the one where
every position has a dot.
For d ≥ 2, the following inductive algorithm constructs an nd-
permutation array P:
1. Choose an nd−1-permutation array P1 and set a counter i = 1.
2. Choose an antichain Ai of dots in Pi such that the downsizing of
Pi with respect to Ai is successful. Let Pi+1 be the resulting array.
3. Increase i by 1 and repeat from Step 2 if i < n; otherwise, let
An = Pn.
4. Let P be the nd-array with dots
x0     xd−2 i  x0     xd−2 ∈ An+1−i
i.e., the antichains chosen in Step 2 form the layers of P from the bottom
to up.
Example. Let P1 be the totally rankable array to the left below, with
the dots in an antichain A1 circled. Then downsizing with respect to A1
results in the array P2 to the right, etc.
•
•
•
•
P1
−→
•
•
•
P2
−→ 

•
•
P3
−→
•
P4
Putting the antichains as layers from the bottom up gives us the following
permutation array, where as before the top layer is pictured to the left.
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•
•
•
•
•
•
•
Theorem 2.3. The output from the Construction Algorithm is an nd-
permutation array. Furthermore, all nd-permutation arrays can be produced
with the Construction Algorithm.
A proof is given in [3].
Remark. For d = 3, this algorithm is roughly equivalent to an algorithm
of Shapiro et al. [6] for generating reﬁned double strata in intersections of
two Schubert cells, see Section 3 below. See Fig. 1 in [3] for the 70 permu-
tation arrays when n = d = 3.
3. A DECOMPOSITION OF Flnd−1 BASED
ON INTERSECTIONS
We now shift attention to geometric issues: How can we describe the
relative position of more than two ﬂags? As we mentioned in the Introduc-
tion, out of several possible approaches here we will take the one that most
directly generalizes the mathematical deﬁnition in the two-dimensional case
and say that the relative position of d ﬂags in n-space is described by the
dimension of all the nd possible intersections, i.e., the numbers
dim
(
E0x0 ∩ E1x1 ∩ · · · ∩ Ed−1xd−1
)

where E•
0     E•
d−1 are the ﬂags and x ∈ nd. Our main general result is
that all relative positions are encoded by permutation arrays.
Theorem 3.1. Given ﬂags E•
0     E•
d−1, there exists an nd-permutation
array P describing their relative position. Equivalently, the strata XoP cover
Flnd−1.
Proof. It sufﬁces to check that the array ρ of all intersection dimensions,
ρx = dim
(
E0x0 ∩ E1x1 ∩ · · · ∩ Ed−1xd−1
)

satisﬁes the conditions in Proposition 2.2. Conditions 1 and 3 are trivial.
For 2 it sufﬁces to see that if there exists a vector v ∈ Ekxk − Ekxk−1 lying in
E0x0 ∩ · · · ∩ Ekxk ∩ · · · ∩ Ed−1xd−1
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(which is equivalent to kρx = 1), then for all x′ ≥ x with x′k = xk this
vector v will also lie in
E0x′0
∩ · · · ∩ Ekx′k ∩ · · · ∩ E
d−1
x′d−1
(which is equivalent to kρx′ = 1).
31 The Realizability Conjecture. We want to be able to ﬁnd d ﬂags real-
izing P for every d-dimensional permutation array P and thereby give the
converse of Theorem 3.1. For d = 2 we know from the classical theory
of the Bruhat decomposition that this can be done. Using the Construc-
tion Algorithm from Section 2, we can prove this also for d = 3, but this
approach breaks down for d ≥ 4. However, having failed to ﬁnd any coun-
terexamples, we dare to state the following conjecture.
Conjecture 3.2 (Realizability Conjecture). Every permutation array can
be realized by ﬂags. Equivalently, every stratum XoP is nonempty.
Conjecture 3.2 is easily seen to be true in the special case n = 2; see
Lemma 4.3. We have also veriﬁed that it is true for the case n = 3 d = 4
by enumerating both nonempty strata and permutation arrays.
32 The Special Case d = 3. Shapiro et al. [6] studied the reﬁned double
decomposition (relative to a given pair of ﬂags E• F•) of the ﬂag manifold,
denoted by RDE• F•. It is the decomposition into pieces formed by all ﬂags
with given dimensions of intersections with all intersections of subspaces of
E• and F•. Such pieces are called reﬁned double strata, and they are related
to our strata as follows. Let P be a three-dimensional permutation array.
Then XoP is the piece of Fl
2
n consisting of all pairs of ﬂags F•G• such that
dimEi ∩ Fj ∩Gk = rank Pi j k for all i j k
Fixing the ﬂag F• gives us the reﬁned double strata in RDE• F• as the pieces
G•  F•G• ∈ XoP for varying P
Theorem 3.3 [SSV]. The shape of a reﬁned double stratum is to be a
product of a complex torus and a complex linear space: ∗l × d, where l
and d are the total reduced length and domination, respectively, of the chain
of permutations that corresponds to the reﬁned double stratum.
We will now present the correspondence of Shapiro et al. since their
formula implies the dimension of our strata XoP .
321 Chains of permutations. A chain of permutations is a sequence
of n + 1 permutations π0 π1     πn ∈ Sn where πi has i elements
blocked, for i = 0 1     n. For any i ≥ 1, the permutation πi must be
obtainable from πi−1 by a cyclic shift of some decreasing subsequence
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(πi−1j1 > · · · > π
i−1
jk
where j1 < · · · < jk for some k ≥ 1) of nonblocked
elements and by blocking of the largest element of this subsequence.
The reduced length of a decreasing subsequence is its length minus one.
The total reduced length of a chain of permutations is the sum of the reduced
lengths of the decreasing subsequences deﬁning the chain.
The domination of a decreasing subsequence in a permutation π is the
number of nonblocked elements πi such that i < j and πi < πj for some
πj in the subsequence. The total domination of a chain of permutations is
the sum of dominations of the decreasing subsequences in their respective
permutations in the chain.
322 Interpretation for Permutation Arrays. For a three-dimensional
permutation array P , let P¯i, i = 0     n − 1, denote the two-dimensional
projection, with all redundant dots removed, of the n − i uppermost
layers of P . The chains of permutations correspond bijectively to three-
dimensional permutation arrays, as follows. A permutation πi with i
blocked elements corresponds to a two-dimensional dot array with n − i
dots located at coordinates n+ 1− πij  n+ 1− j for every nonblocked
element πij . This will be P¯i. A decreasing subsequence is an antichain in
the layer. Cyclic shift and blocking of the largest element is equivalent to
downsizing with respect to the antichain.
The reduced length of a decreasing subsequence is equivalent to the
number of dots in the corresponding antichain minus one, so the total
reduced length l is the number of dots in the permutation array minus n.
The domination of an antichain Ai is the number of dots x′1 x′2 in P¯i,
such that there is at least one dot x1 x2 ∈ Ai satisfying x1 < x′1 x2 < x′2.
The total domination d in the terminology of [6] is then the sum of the
domination for all antichains Ai.
Deﬁnition. For a given permutation array P , let m = d + invP1,
where invP1 is the number of inversions in P1.
It is well known that the Schubert cell XoP1 is isomorphic to 
invP1. A
question for further geometric study is to determine if XoP is isomorphic to
∗l × m. An interesting combinatorial problem is to give a description
of m directly from P without using the Construction Algorithm.
4. BRUHAT ORDER ANALOGS
Let n d be the set of permutation arrays of side length n and dimension
d. Let n d be the subset of n d consisting of those permutation arrays P
such that their corresponding stratum XoP is nonempty. Thus the realizabil-
ity conjecture in the previous section amounts to the equality n d = n d.
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It is immediate from the previous material that n 1 consists of the sin-
gle n-array with all positions dotted, while n 2 is the set of all n by n
permutation matrices. In this section we will discuss possible partial orders
on n d and n d that are analogs of the Bruhat order on classical permu-
tations. We will ﬁnd that there is no perfect analog, but instead we ﬁnd two
different alternative possibilities, ≥r on n d and ≥i on n d, both of which
coincide with the Bruhat order when d = 2. The two orders coincide also
when n = 2, in which case they are both isomorphic to the partition lattice,
that is, the set of all partitions of a d-set ordered by reﬁnement.
In Fig. 1 in [3] we show the ﬁrst case that does not belong to the families
above, 3 3, with 70 elements.
41 The Bruhat Order on Permutation Matrices. For a permutation
matrix P we have the ordinary Bruhat cell XoP . Let X
o
P denote the closure
of XoP in Fln. The Bruhat order on permutations can now be deﬁned by
P ′ ≥ P if XoP ′ ⊆ XoP . (In fact, this is usually taken to be the reverse Bruhat
order, but this is no big deal since the Bruhat order is self-dual.)
Deﬁne the Schubert variety XP by relaxing the equality conditions (in
the deﬁnition of XoP) to the inequalities
XP = E• ∈ Fln  dimE0i ∩ Ej ≥ rank Pi j i j ∈ n
Then it is a theorem that XP = XoP . To show this, one can ﬁrst note that
XP is closed so X
o
P ⊆ XP , and then show the harder direction that every
point in XP is a limit point to a sequence of points in X
o
P . We refer to
Fulton’s book [4] for a complete proof of this result.
Thus we have
P ′ ≥ P ⇔ XoP ′ ⊆ XoP ⇔ XoP ′ ⊆ XoP ⇔ XP ′ ⊆ XP ⇔
∀x0 x1 rank P ′x0 x1 ≥ rank Px0 x1
The last equivalence is immediate from the deﬁnition of the Schubert
varieties above. Thus we can determine the Bruhat relation between two
permutation matrices by computing and comparing the ranks of all their
principal submatrices.
Example. We have the Bruhat relation
•
•
>•
•
since the rank arrays are correspondingly related,
2
0
1
1>
2
1
1
1
.
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42 Closure Difﬁculties in Higher Dimensions. For general permutation
arrays of size n and dimension d we now proceed as in the classical case
and deﬁne subvarieties XP of Flnd−1 by
XP = E•0     E•d−1 ∈ Flnd−1  dimEx0 ∩ · · · ∩ Exd−1
≥ rank Px x ∈ nd
Obviously the inclusion relation XP ′ ⊆ XP for nonempty strata holds if
and only if rank P ′x ≥ rank Px for all positions x. Hence we have a
natural analog to Bruhat order by partially ordering n d by componentwise
comparison of the rank arrays.
However, for the analogy with the Bruhat decomposition to be complete,
we want XP to equal the closure X
o
P . But, as Shapiro et al. [6] have observed
also in their setting, this does not hold in general. Below is a counterexam-
ple, which also shows that the variety XP does not have to be irreducible.
Example. The zeroth coordinate direction is from top to bottom, the
ﬁrst is from left to right, and the second coordinates are the circled digits.
P ′ = ©3 ©1
©3
©4
©2
©3 ©2
P = ©3 ©1
©3
©4
©2
The permutation arrays P and P ′ above satisfy rank P ′x ≥ rank Px
for every position x. In particular, note that rank P ′3 3 3 = 3 while
rank P3 3 3 = 2, corresponding to dimE03 ∩ E13 ∩ E23 = 3 and 2 in XoP ′
and XoP , respectively.
From P ′ ≥ P we have XP ′ ⊂ XP , but we shall see that XoP ′ is not con-
tained in XoP . By analyzing the geometric conditions, one ﬁnds that X
o
P ′ can
be described by
E03 = E13 = E23 and E11 E12 E21 E22 in general position
while XoP is described by
E13 = E23 E01 ⊂ E23 E11 E21 ⊂ E03 everything else in general position
(“General position” here means that intersections between ﬂag sub-
spaces have the lowest possible dimensions.) The conditions for XoP imply
that E01 E
1
1 E
2
1 all belong to E
0
3 ∩ E13 ∩ E23 and consequently their span
#E01 E11 E21$ is two-dimensional for all E•1 E•2 in XoP . Hence, it must be
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at most two-dimensional also in the closure XoP . But this condition does
not hold in general in XoP ′ , so X
o
P ′ cannot be entirely contained in X
o
P .
Hence, XP is the union of two six-dimensional pieces, so it is not an
irreducible variety.
43 Two Partial Orders on Permutation Arrays. The counterexample
above implies that the following two alternative generalizations of Bruhat
order are not equivalent.
Deﬁnition. Deﬁne the partial order ≥r on n d by P ′ ≥r P if
rank P ′x ≥ rank Px for all positions x. Deﬁne another partial order ≥i
on the set n d of realizable permutation arrays by P ′ ≥i P if XoP ′ ⊆ XoP .
Although ≥r and ≥i are not always equal on n d, they do share some
common features as we will see below: they have unique minimal and max-
imal elements; for d = 2 both orders coincide with the Bruhat order; and
for n = 2 both orders coincide with the partition lattice.
431 Minimal and Maximal Elements. There are two obvious extreme
cases for the relative position of d ﬂags: (1) all ﬂags are equal and (2) the
ﬂags are in general position. They correspond to the maximal and minimal
elements respectively.
Proposition 4.1. Deﬁne two permutation arrays 1ˆ and 0ˆ by
1ˆ = i i     i  i = 1 2     n
and
0ˆ = x1 x2     xd−1  x1 + x2 + · · · + xd−1 = 1+ nd − 1
Then 1ˆ and 0ˆ are the unique maximal and minimal elements, respectively, both
of n d under ≥r and of n d under ≥i.
The two elements 1ˆ and 0ˆ for 3 3 are shown below.
1ˆ =
•
•
•
0ˆ =
• •
•
•
•
•
432 d = 2 Gives the Bruhat Order. As we noted in the introduction to
this section, for d = 2 the permutation arrays are the permutation matrices.
We have n 2 = n 2 since all permutations correspond to nonempty strata
in the classical Bruhat decomposition. The two orders ≥r and ≥i were both
deﬁned as generalizations of certain aspects of Bruhat order, so obviously
they both specialize to the Bruhat order for d = 2.
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433 n = 2 Gives the Partition Lattice. Let us now ﬁx n = 2, that is, we
will deal with 2d-arrays. We shall ﬁrst give an encoding of these permutation
arrays as partitions of a d-set, then show that the permutation arrays are
all realizable, and ﬁnally show that the orders ≥r and ≥i coincide with the
order of partitions under reﬁnement.
Given a permutation array P ∈ 2 d, associate to every dot in
x0 x1      xd−1 ∈ P the set i  xi = 1 ⊆ 0     d − 1. Deﬁne
φP to be the family of such sets. Note that 2 2     2, which will
be mapped to the empty set, is a dot only in the permutation array that
contains the dot 1 1     1 as well, i.e., the maximal element of 2 d.
Disregard the empty set when deﬁning φ.
Lemma 4.2. For any permutation array P in 2 d, the family of sets φP
is a partition of 0 1     d − 1.
Proof. First we claim that two dots x and x′ in P cannot both have
xj = 1 and x′j = 1 for any j. We also claim that for every coordinate j there
is a dot in the permutation having the jth coordinate equal to 1. With these
claims we see that φP is a partition of 0 1     d − 1.
The ﬁrst claim follows from the characterization theorem of permutation
arrays, since xˇ = x ∨ x′ is redundant and hence covered, and since xˇj = 1
there must in the covering be some dot with j-coordinate less than 1, which
is absurd. To prove the second claim we note that for every i = 0     d − 1
the rank along the i-axis of P must be 2.
We now turn to the geometric side.
Lemma 4.3. For n = 2, all permutation arrays have nonempty strata; in
other words, 2 d = 2 d. Also, the orders ≥r and ≥i coincide on these sets.
Proof. When the dimension of the ground space V is n = 2, the ﬂags
have the simple form E•: E1 ⊂ V ; a ﬂag is just a choice of one one-
dimensional subspace of the two-dimensional space V . Hence the rela-
tive position of d ﬂags E•
0     E•
d−1 is determined completely by which
Ei1 coincide with each other. The permutation array P with corresponding
partition φP is realized by any choice of d one-dimensional subspaces
Ei1 ⊂ V such that Ei1 = Ej1 if and only if i and j belong to the same subset
in the partition φP. Thus, by the previous lemma, every P is realizable.
Since the dimensions of subspace intersections in this case contain all the
information of the relative position, we have
XP ′ ⊆ XP ⇔ XoP ′ ⊆ XoP
Thus the second statement follows.
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FIG. 1. The partition lattice of a set of four elements labeled by 2 4.
Let  d be the lattice of partitions of 0     d − 1 ordered by reﬁne-
ment, i.e., π ′ ≥ π if the partition π is a reﬁnement of the partition π ′.
Obviously, XoP ′ ⊆ XoP if and only if there is no condition on subspaces in
XoP that does not follow from the conditions on subspaces in X
o
P ′ . In our
setting, this is equivalent to φP being a reﬁnement of φP ′.
Theorem 4.4. The poset on 2 d under ≥r is equal to 2 d under ≥i and
under ≥r which is isomorphic to the partition lattice  d.
See Fig. 1 for a picture of the poset on 2 4 ∼=  4.
5. REMARKS AND OPEN PROBLEMS
One obvious question to ask is how many different intersection patterns
there are for d ﬂags in an n-dimensional vector space V . For d = 3 this
is the same as counting the number of permutation arrays, and for d ≥ 4,
at least, this gives an upper bound. Let qn d = n d be the number of
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realizable permutation arrays, and let pn d = nd be the total number
of permutation arrays. Obviously qn d ≤ pn d, but neither number is
easily computed, in general. See [3] for more details on the enumeration
of permutation arrays.
Remark 1. Both specializations above, the Bruhat order and the parti-
tion lattice, are graded posets. It is a natural question whether this common
property carries over to n d or n d under ≥r . The answer is negative. We
have found already that 4 3 is a counterexample. It has maximal chains
of lengths 12, 13, and 14. However, the same question for the alternative
order is open: Is the poset n d under ≥i ranked by the dimension of the
varieties XoP and hence graded?
Remark 2. The example in Section 4 shows that our proposed decom-
position is too crude to completely describe the relative positions of several
ﬂags. In addition to prescribing the dimensions of intersections one should
also deal with spans and with all the expressions constructible by the two
operators intersection and span. However, as soon as both n and d > 2, this
reﬁnement will result in an inﬁnite number of nonempty strata. An inter-
esting possibility is to consider nested intersections and spans, with some
restriction on the nesting level. This would give a possible sequence of
ﬁner and ﬁner decompositions of Flnd−1. For example, if we considered
spans but did not allow any nesting then we would get two more strata for
n = d = 3. The strata corresponding to the bottom element and the mid-
dle element in the row above in Fig. 1 in [3] would be split into two strata,
each depending on whether the three one-dimensional spaces in the ﬂags
spanned all of V or a two-dimensional subspace.
Note that one can study the span of ﬂags by passing to studying intersec-
tions of the orthogonal spaces. So studying both the spans and the inter-
sections without nesting can potentially be done by using ordered pairs of
permutation arrays.
Remark 3. The example in Section 4 also shows that XP need not be
irreducible since it is the union of two six-dimensional pieces. We have not
been able to draw similar conclusions for the varieties XoP . In a special
case when considering only certain equalities of the subspaces in the ﬂags
and not intersection, the varieties XoP have been studied and are called
the Bott–Samelson varieties, which are smooth irreducible varieties; see for
example [5]. It would be very interesting to ﬁnd out more about XoP , in
general.
Remark 4. Zelevinsky [7] asked the interesting question of whether we
can use our methods to determine when the Littlewood–Richardsson coef-
ﬁcients are nonzero. In other words, given three partitions ﬁtting into a
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n− k × n box having the right total codimensions, and given three com-
plete ﬂags in general position, does there exist a k-dimensional subspace
intersecting the three ﬂags as given by the three partitions? In our setting,
this corresponds to taking the smallest element in n 3, downsizing it until
it has rank k, and seeing what projections are possible there.
Again the fact that we only consider intersections and not the complete
general position among the three ﬂags makes it impossible to get sufﬁcient
conditions for the L-R coefﬁcients to be nonzero, even if we did prove the
Realizability Conjecture 3.2 for d = 4. It is possible that one could get some
necessary conditions, but it is not clear what or how strong those would be.
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