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In chapter 2 we have shown how the electric/magnetic polarization inside the
sample gives to the phase patterns that we observe in electron holography. This
approach is an example of a solution of what is called the “direct” problem :
Given a model we compute the quantities that we observe. In practice however,
we would prefer a solution of the “inverse” problem : Given a hologram we
would like to infer the distribution of the electric/magnetic polarization across
the sample.
It is well known that there is no general methodology to solve inverse problems.
This is related to the fact that inverse problems are generally “ill-posed” or
“improperly posed”, which is reflected in the mathematical difficulties that arise
when we address questions such as existence, uniqueness and stability of the
solution. The general strategy to get around thee fundamental difficulties is to
add to the inverse problem prior knowledge about the problem to be solved.
In view of the fundamental difficulties alluded to above, in this chapter we
will not focus on the solution of the inverse problem of electron holography in
general. Instead we take a more modest approach and determine, for specific
examples, the conditions under which we can extract from the hologram reliable
information about the electric/magnetic polarization.
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4.2 Magnetic systems
4.2.1 Interpretation of phase images
The contours in phase images of magnetic thin films can be directly interpreted
as the “field lines” of the projected magnetic field [52, 53]. This can be seen as
follows. In experiment we always measure the phase difference ∆φ between











where γ1 and γ2 denote the paths of the electron waves. Because both paths











where the integration is over the surface S bounded by paths γ1 and γ2. To
simplify Eq. (4.2) we introduce two planes at z=±a which are chosen such that
the magnetic field due to the object is approximately zero, as is illustrated in








B(r) · [zˆ×d(r2−r1)]. (4.3)
If we take r1, as is usual in off-axis electron holography, far away from the
object and choose r1 to be the origin of the coordinate system we can simplify








B(r′) · [zˆ×dr′]. (4.4)






Figure 4.1: The calculation of the phase difference between two electron paths
γ1 and γ2 can be simplified by choosing two planes at z=±awhere the magnetic
field due to the specimen is zero. The total phase difference is then equal to the
magnetic flux through the hatched area.










[B˜(r′)× zˆ] ·dr′, (4.5)





Equation (4.6) gives us a simple procedure to obtain the projected magnetic
field from a phase experiment. In the original phase image a maximum in the
intensity occurs if φ(r) = 2πn, where n is an integer. The distance s between




From Eq. (4.7) it is clear that we can identify the contours in a phase image
as “field lines” of the projected magnetic field B˜ (r). In literature the projected
field is often approximated by the (average) field Bin(r) inside the thin film, see
e.g. Refs. [27, 53]. In the following we will show that that there is a qualitative
resemblance between Bin(r) and B˜(r) only.
Consider a slab of dimensions Lx×L y×Lz which has a uniform magnetization








We will now study how B(r) behaves as a function of z. To simplify the deriva-
tion we choose the magnetization to be in the x direction, M=Mx xˆ. In general
the phase in Eq. (4.5) depends on both Bx(r) and By(r) but we can simplify the
analysis further by choosing a test surface that is parallel to one of the compo-














































Using the relationship arcsinh(x)= log(x+
p
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To see how By behaves as a function of z we note that we can group the terms
in Eq. (4.13) in four groups with one term containing (z−Lz/2) and the other
(z+Lz/2). Thus we group the first two term, the third an fourth term, and so
on. Let B(1)y (r) be the first two terms of Eq. (4.13). Note that B
(1)
y (r) is an even















As a measure of how fast B(1)y (r) decays we find the value z= z˜ such that B(1)y (r)






L2z+ (x−Lx/2)2+ (y−L y/2)2
]3/2 (4.15)
Approximating the arcsinh to first order then gives
z˜2 =
[










× [(x−Lx/2)2+ (y−L y/2)2]
> (x−Lx/2)2+ (y−L y/2)2.
(4.16)
Thus, B(1)y (r) extends far outside the object. The total field By(r) = B(1)y (r)−
B
(2)
y (r)−B(3)y (r)+B(4)y (r) is more difficult to evaluate. In this case we find that































which extends far outside of the film.
Figure 4.2: A simple model of a ferro magnetic film, domains of opposing mag-
netization are alternated in a checkerboard pattern.
Next we consider a specific example. A simple model for a ferromagnetic film is
illustrated in Fig 4.2. Domains of opposing magnetic orientation are alternated






B1(x+nLx, y+mL y, z)(−1)n+m, (4.21)
where B1 is the magnetic field of a single magnetic domain. We note that B1
is a decreasing function of n,m (for |n|, |m| > 1) and therefore by the Leibniz
criterion, the alternating series converges. For large N and M we can explicitly
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write out Eq. (4.21)
























)Lx)2+ (y+ (m+ 12 )L y)2




where the dots stand for terms containing z+Lz/2 and the factor 4 is a result of
the grouping of terms from neighboring domains. For reasonably sized domains
the n,m= 0 term dominates and the result is the same as for a single domain,
except for the extra factor of four. Therefore our conclusions about the single
magnetic domain also stand for this model. In Fig. 4.3(a) we show By(r) for a
single domain of 300×400×20nm. For comparison we show in Fig. 4.3(a) an
example film containing 100×100 alternating domains of 300×400×20nm. The
result is indeed approximately four times stronger than in the case of the single
domain that is shown in Fig. 4.3(a).
4.2.2 The phase shift in the in-plane approximation
We will now derive an exact expression for the phase shift under the in-plane
approximation. By the in-plane approximation we mean choosing a = Lz/2 in
Eq. (4.4) so that we only integrate over the electron trajectory inside the sample.
Consider a slab of dimensions Lx×L y×Lz which has a uniform magnetization






















































Figure 4.3: (a) By(z) for a single domain of dimensions 300×400×20nm eval-
uated in the point (19,31) (b) The same but then for a system of 100× 100
alternating domains.











































We will now evaluate Eq. (4.27). To simplify the derivation we choose M to be
along the xˆ direction. Furthermore we split Eq. (4.27) in two parts such that












(x− x′)2+ (y− y′)2+L2z
(x− x′)2+ (y− y′)2 , (4.28)












(x− x′)2+ (y− y′)2
. (4.29)





























(x− x′)2+ (y− y′)2
∣∣∣∣L y/2−L y/2 . (4.31)
To integrate φ1(x, y) we use the fact that arctanh(a) = (log(1+a)− log(1−a))/2





































































d2+ x2+ y2+ (d2+ y2) log(x+√d2+ x2+ y2)) .
(4.34)
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H(x+Lx, y+L y,Lz)−H(x−Lx, y+L y,Lz)−





J(x+Lx, y+L y,Lz)− J(x−Lx, y+L y,Lz)−








J(x+Lx, y+L y,0)− J(x−Lx, y+L y,0)−
J(x+Lx, y−L y,0)+ J(x−Lx, y−L y,0)
} (4.36)
It is clear from Eq. (4.35) and Eq. (4.36) that the total phase φ˜ under the
in-plane approximation is quantitatively different from the exact expression
Eq. (2.59). However, there is still a qualitative resemblance between the two
phase patterns. In Fig. (4.4) we show the example of a uniformly magne-
tized slab. The phase pattern under the in-plane approximation is shown in
Fig. 4.4(b). In this case we magnified the phase by a factor φ(0,0)/φ˜(0,0)≈ 35.56
relative to the exact phase of Fig. 4.4(a). In Fig. (4.5) we show a second exam-
ple, a slab containing four magnetic domain walls. Here the qualitative resem-
blance is even more pronounced. Here we amplified the phase map under the
in-plane approximation by a factor φ(0,L y/6)/φ˜(0,L y/6) which is the ratio of the
two phase shifts inside the second domain wall.
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Figure 4.4: Phase shift for a slab of dimensions 512×512×16 (a) Exact phase
shift, (b) Calculated using approximation D = Lz/2, the phase map has been
amplified φ(0,0)/φ˜(0,0)≈ 35.56 times relative to fig (a).
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Figure 4.5: Phase shift for a slab of dimensions 512×512×16 containing 4 do-
main walls. (a) Exact phase shift, (b) Calculated using approximation D = Lz/2,
the phase map has been amplified φ(0,L y/6)/φ˜(0,L y/6) ≈ 4.37 times relative to
fig (a).
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4.2.3 Magnetic nano systems
For small magnetic systems we can directly infer the magnetic moment using
electron holography. Following Dunin-Borkowski et al. [54], the magnetic mo-





















where we have used the freedom to choose the reference point. Comparing




















dy ∂xφ(x, y). (4.41)
When the geometry of the nano particle under investigation is known then from
Eqs. (4.40) and (4.41) we can determine the average magnetization of the nano
particle.
4.3 Electric polarization
In this section we will focus on the inverse problem for electrically polarized
objects. In literature it is often claimed that we can extract the electric polar-
ization from a phase map by taking the gradient of the phase map (see e.g. the
results of Ref. [55]). Here we show that this procedure should not be consid-












′)(x− x′)+Py(r′)(y− y′)+Pz(r′)(z− z′)
|r−r′|3 (4.42)
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To evaluate the integration along the z direction we split (4.42) into two parts






































(x− x′)2+ (y− y′)2+ (z− z′)2]3/2−
Pz(r
′)(z+ z′)[
(x− x′)2+ (y− y′)2+ (z+ z′)2]3/2
)
(4.45)






































(x− x′)2+ (y− y′)2+ (z− z′)2]3/2+
Px(r
′)(x− x)+Py(r′)(y− y′)[
(x− x′)2+ (y− y′)2+ (z+ z′)2]3/2
)
(4.47)







(x− x′)Px(r′)+ (y− y′)Py(r′)
(x− x′)2+ (y− y′)2 ×{
z− z′√
(x− x′)2+ (y− y′)2+ (z− z′)2
+ z+ z
′√














(x− x′)Px(r′)+ (y− y′)Py(r′)
(x− x′)2+ (y− y′)2 (4.49)
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dz′P(r′⊥, z′) is the projected polarization. It is often claimed
in literature (e.g. Ref. [55]) that
∇φe(x, y)=P⊥(x, y), (4.51)
however this is not an identity that always holds as we will show in the follow-






dr′⊥P⊥(r′⊥) ·∇ log(|r⊥−r′⊥|) (4.52)
















 log |r⊥−r′⊥|. (4.53)
Because of the identity [56]
∇2 log |r⊥−r′⊥| = −2πδ(r⊥−r′⊥) (4.54)





















from which it is clear that Eq. (4.51) is not correct.
4.3.0.1 Example : The polarized slab
As an example we consider the case of a uniformly polarized slab. Let the slab
have dimensions Lx×L y×Lz and a polarization P given by
P = P0(cosβ,sinβ,0).
We will first compute an expression for the phase shift. Starting with Eq. (4.49)










dx′ sinβ log[(x− x′)2+ (y− y′)2]
∣∣∣∣L y/2−L y/2 . (4.56)
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The final result can then straightforwardly be evaluated using the identity (see
e.g. Eq. 2.733.1 from Ref. [40])
F0(x, y)=
∫














F0(x−Lx/2, y−L y/2)−F0(x+Lx/2, y−L y/2)−































































































which is quantitatively different from Eq. (4.61) and Eq. (4.62) but is still pro-
portional to P. For the slab we can conclude that the gradient gives good quali-
tative information about the polarization.
We will now consider a specic example of a slab with dimensions 512nm×
512nm× 16nm and a uniform polarization given by P = (1,0,0). In Fig. 4.6
we show ∇φe(x, y) for this system. The results qualitatively resemble the polar-
ization P except around the corners of the slab where the is a large y component
of ∇φe(x, y).
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Figure 4.6: ∇φe(x, y) for a Polarized slab of dimensions 512× 512× 16nm
and polarization P = (1,0,0), (a) x-component of ∇φe(x, y), (b) y-component of
∇φe(x, y), (c) |∇φe(x, y)|.
4.3.0.2 Example : The polarized sphere
Consider a uniformly polarized sphere of radius a, the polarization is given by
P = P0(cosβ,sinβ,0).

























1− [(1− r⊥/a)2]3/2 r⊥ ≤ a













































































which is proportional to the polarization P. At the edge of the sphere the situ-









which is proportional toP. However, moving away from this point on the bound-
ary the result becomes qualitatively different. This is illustrated by the exam-
ple shown in Fig. 4.7, here we show ∇φe(x, y) for a sphere of radius a = 32nm
and a polarization given by P= (1,0,0). Here we can see that there is a sizeable
y-component on the boundary. Thus we can conclude that Eq. (4.51) only gives























































Figure 4.7: ∇φe(x, y) for a Polarized sphere of radius a = 32 and polariza-
tion P = (1,0,0), (a) x-component of ∇φe(x, y), (b) y-component of ∇φe(x, y), (c)
|∇φe(x, y)|
4.4 Conclusion
For ferro electrics, the common practice to relate the electric polarization to
the gradient of the phase is not a solution of the inverse problem. However,
under some circumstances we can still extract qualitative information about
the polarization from the gradient. For ferro electric films we have shown that
close to the center of the film we get qualitatively correct information. But
when we approach the surface the results quickly become worse. Unfortunately
it is at the surface where in off-axis holography the holograms are taken. For
nanoparticles we have shown that the procedure gives poor results.
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For ferro magnetic films we have shown that the gradient of the phase gives
the projected magnetic field B˜(r) as is found in many previous works. However,
this projected field is not (approximately) equal to the average field inside the
film. For small magnetic systems it is possible to determine the total magnetic
moment of the particle as was outlined in Sec. 4.2.3.
4.5 Appendix : Alternative treatment of the Polar-
ized Slab













dr′P(r′) ·∇′ 1|r−r′| , (4.73)















(∇′ ·P(r′)) . (4.74)






drA · nˆ(r), (4.75)
where nˆ(r) is the normal vector across the bounding surface. Applying Gauss’















(∇′ ·P(r′)) . (4.76)
We will now consider the case of a uniformly polarized slab of dimensions Lx×
L y×Lz. Because in this case the polarization is constant the second term in
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(x− x′)2+ (y− y′)+(z−Lz)2
VI
(4.77)






dzV (x, y, z). (4.78)
Because the expression for V (x, y, z) is rather long, we will evaluate Eq. (4.78)
for one term of Eq. (4.77) at a time. As the z integration is the same in all cases
we will first perform the z integration. For reasons that we will be clear later
we will not perform the z integration in Eq. (4.78) over [−∞,∞] but rather from










(x− x′)2+ (y− y′)+(z− z′)2
(4.79)




















































































(x− x′)2+ (y− y′)2]
(4.83)
In principle, the first two integrals of Eq. (4.83) diverge for D →∞ but over
the entire closed surface all infinite contributions cancel. For the slab this is
particularly easy to see, for instance consider the phase shift due to the first





















(x−Lx)2+ (y− y′)2+ (D− z′)2
])
, (4.84)
but the integrand goes to zero for D → ∞. Therefore from now on we only
consider the last integral of Eq. (4.83).
We will now evaluate the phase shift due to all terms of Eq. (4.77) The phase
























F0(x, y)= 2x− x log(x2+ y2)−2yarctan(x/y). (4.86)
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The phase shift due to the third term is





























































(x− x′)2+ (y− y′)2] (4.91)
Therefore the phase shift φ(x, y) due to al polarized slab is given by
φ(x, y)=φI (x, y)+φI I (x, y)+φI I I (x, y)+φIV (x, y) (4.92)
Even though Eq. (4.92) can take any value between −∞ and +∞ the phase shift
is only defined between 0 and 2π therefore in an actual experiment we obtain
φ(x, y) modulo 2π. The behaviour of φ(x, y) is therefore not characterized by the
absolute value of φ(x, y) but by the rate of successive 2π crossings. Thus ∇φ(x, y)
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is quantity of interest. Because d
dx
























































 log[x2+ (y−L y)2]− log[(x−Lx)2+ (y−L y)2]
2arctan
[
x
y−L y
]
−2arctan
[
x−Lx
y−L y
]


(4.96)
