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With the most recent advances in bioinformatics, the amount of information available for analysing certain
diseases has increased considerably. Specifically, the use of microarrays makes it possible to obtain infor-
mation on genetic patterns. The analysis of this information requires the use of new computational models
and the modification of existing models so that it becomes possible to work with such an elevated amount
of data. This study will demonstrate the integration of an expression analysis in a case-based reasoning
system that can apply data mining techniques to classify and obtain patterns that have been stored in a case
database for leukaemia patients.
Keywords: case-based reasoning; SODTNN; leukaemia classification; decision tree; problem solving;
logic in artificial intelligence; distributed artificial intelligence
2000 AMS Subject Classifications: 68T20; 68T27
ACM Computing Classification System Code: I.2.11
1. Introduction
The last few years have seen great advances in the fields of bioinformatics and biomedicine. The
incorporation of data mining and artificial intelligence into biomedical data has led to significant
progress in the prevention and detection of diseases. Genomics is an area of bioinformatics that
is in the height of its development and in which the application of techniques is essential to
facilitate both the automated treatment of data and extraction of knowledge. There are different
fields of study within genomics. One of them is transcriptomics, which involves the study of
ribonucleic acid using techniques such as expression analysis. Expression analysis consists of
hybridizing a sample from a case study, from which different levels of luminescence are obtained
that can be analysed and represented as a data array. The purpose of this article is to study and
extract information from biomedical databases that characterizes different individuals based on
the luminescence level of microarrays.
DNA microarray technology makes it possible to substantially increase investigations in
molecular biology [16,17]. The study of expression analysis is a very important field of scientific
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investigations because changes or disease in certain organisms can be a reflection of changes in
expression patterns. Expression arrays [17] are a type of microarray that can be used in different
approximations for identifying genes that characterize specific diseases [16,17]. An expression
analysis basically consists of three phases: standardization and filtering, clustering and classifica-
tion, and knowledge extraction. These steps are carried out starting with the data from the lumines-
cence values, which are obtained from the probes found within the microarrays. The probes contain
a sequence of oligonucleotides that fuses with the DNA-dyed sample and generates luminescence.
The amount of information that is provided amounts to several million bits of data for each sample.
The current problem deals specifically with the Affymetrix HG U133 Plus 2.0 Array [1], which
includes 1,300,000 values for each test. These values correspond to a series of oligonucleotides
that are grouped in probes. Each of the chips contains approximately 54,000 probes.
This research will present a computational model that integrates the different phases of expres-
sion analysis using a case-based reasoning (CBR) system [10]. Subsequent iterations will be based
on the previous predictions, thus incorporating a final learning mechanism. CBR solves problems
by using a reasoning cycle comprising four sequential phases: retrieve, re-use, revise, and retain.
This process is very similar to the steps carried out in the expression analysis. Specific algorithms
are introduced within each of these phases as needed to finalize the expression analysis. During
each of the phases, various statistical techniques are integrated for reducing the dimensionality of
the data. Clustering and classification techniques are integrated for associating individuals with
different classes, and knowledge extraction techniques are used for explaining the final groupings.
The paper is structured as follows. Section 2 briefly introduces the problem that motivates this
research, presents the proposed CBR-based model, and describes the novel strategies incorporated
in the stages of the CBR cycle. Section 3 describes a case study specifically developed to evaluate
the CBR system presented within this work, consisting of a classification of leukaemia patients.
Section 4 presents the results, and finally, conclusions are drawn in Section 5.
2. CBR system for classifying microarray data
The CBR-developed system receives data from the analysis of chips and is responsible for clas-
sifying individuals based on evidence and existing data. The purpose of CBR is to solve new
problems by adapting solutions that have been used to solve similar problems in the past [10].
The primary concept when working with CBRs is the concept of case. A case can be defined as
a past experience and is composed of three elements: a problem description that describes the
initial problem, a solution that provides the sequence of actions carried out in order to solve the
problem, and the final state that describes the state achieved once the solution was applied. A CBR
manages cases (past experiences) to solve new problems. The way cases are managed is known
as the CBR cycle and consists of four sequential steps, which are recalled every time a problem
needs to be solved: retrieve, re-use, revise, and retain.
Figure 1 shows a diagram of the techniques applied in the different stages of the CBR cycle.
As can be seen in Figure 1, the important probes that allow the classification of patients are
recovered in the retrieve phase. The retrieve phase is divided into six subphases: pre-processing
through robust multi-array average (RMA), removal of control probes, erroneous probes, low
variability, uniform distribution, and correlated variables. In the re-use phase, the patients are
grouped by means of a Self-Organized Dynamic Tree Neural Network (SODTNN) [5]. Then, the
patients without prior classification are assigned to a group. In the revise phase, the classification
and regression tree (CART) [2] technique is applied for extracting knowledge about the most
important probes for the classification. CART was used because it allows representing knowledge
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Figure 1. CBR system.
Next, the structure of the CBR system proposed within this paper is explained in detail, and
the innovative techniques modelled in each of the stages of the CBR are presented.
2.1 Retrieve
Traditionally, only the cases similar to the current problem are recovered, often because of their
performance, and then adapted. With expression arrays, the number of cases is not a critical factor,
rather the number of variables. For this reason, this stage is focused on the retrieval of relevant
probes. We have incorporated an innovative strategy in which variables are retrieved at this stage
and then, depending on the identified variables, the rest of the stages of the CBR are carried out.
First, a pre-processing of the data is conducted using RMA. Then, the five filtering subphases
are executed: removal of control probes, removal of erroneous probes, removal of low variability
probes, removal of probes with a uniform distribution, and removal of correlated probes. These
five subphases are outlined in the following sections.
2.1.1 RMA
This phase begins once the laboratory experiment with microarrays has been completed. The
researcher obtains various files that contain gross intensity values. Prior to analysing the data, it
is important to complete the pre-processing phase, which eliminates defective samples and stan-
dardizes the data. This phase is normally divided into three subphases: background correction,
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used for pre-processingAffymetrix microarray data and consists of three steps: background correc-
tion using the log2 of the level of luminescence, standardization based on quantile normalization,
and summarization through lineal models. A complete description of RMA and a comparison to
related techniques can be seen in [7].
2.1.2 Control and erroneous
During this phase, all probes used for testing hybridization are eliminated. These probes have no
relevance at the time that individuals are classified, as there are no more than a few control points
that should contain the same values for all individuals. If they have different values, the case
should be discarded. On occasion, some of the measurements made during hybridization may be
erroneous, not so with the control variables. In this case, the erroneous probes that were marked
during the implementation of the RMA must be eliminated. Each of the probes is replicated in
different zones of the chip, and if the replicas contain significant differences, then the probe is
identified as erroneous.
2.1.3 Variability
Once both the control and the erroneous probes have been eliminated, the filtering begins. The
first stage is to remove the probes that have low variability. This work is carried out according to
the following steps.






(μ̄·j − xij )2, (1)
where N is the total number of cases, μ̄·j the average population for the variable j , and xij
the value of probe j for individual i.
2. Standardize the above values
zi = σ·j − μ
σ
, (2)
where μ = 1/N ∑Nj=1 σ·j and σ·j = +√1/N ∑Nj=1(μ̄·j − xij )2, in which zi ≡ N(0, 1).
3. Discard probes for which the value of z meets the following condition: z < −1.0.
2.1.4 Uniform distribution
Finally, all remaining variables that follow a uniform distribution are eliminated. The variables
that follow a uniform distribution will not allow the separation of individuals. Therefore, the
variables that do not follow this distribution will be really useful variables in the classification of
the cases. The contrast of assumptions is explained below, using the Kolmogorov–Smirnov [3]
test as an example: H0, the data follow a uniform distribution and H1, the analysed data do not
follow a uniform distribution. Statistical contrast:
D = max{D+, D−}, (3)
where D+ = max1≤i≤n{i/n − F0(xi)} and D− = max1≤i≤n{F0(xi) − (i − 1)/n}, with i as the
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In the special case of uniform distribution k(n) = √n + 0.12 + 0.11/√n and a level of
significance α = 0.05 Cα = 1.358.
2.1.5 Correlations
At the last stage of the filtering process, correlated variables are eliminated so that only the
independent variables remain. To this end, the linear correlation index of Pearson is calculated,
and the probes meeting the following condition are eliminated.
rx·i y·j > α, (5)
given α = 0.95, rx·i y·j = σx·i x.j /σx·i σx·j , σx·i x·j = 1/N
∑N
s=1 (μ̄.i − xsi)(ū.j − xsj ), where σx·i x.j is
the covariance between probes i and j .
2.2 Re-use
In the re-use phase, a new patient is assigned to a concrete cluster taking into account the infor-
mation provided by the probes selected in the retrieve phase. This phase has been divided into
two sequential stages: (i) clustering and (ii) classification. The most common techniques to carry
out the functionalities required in this phase are dendograms [15], partition around medoids
(PAM) [8], or k-means [14]. The main advantage provided by these methods is the ability to
deal with a great number of variables, without performing a previous dimensionality reduction.
However, these methods are not able to automatically adapt their behaviour to any data distribu-
tion, and it is necessary to explicitly fix the number of clusters that will be created. Moreover,
they present problems when atypical data are used [5]. As an alternative to these methods, some
artificial neural networks are proposed. That is, the case of the self-organizing map (SOM) [9],
growing neural gas [9], growing cell structure (GCS) [11], or enhanced self-organizing incremen-
tal neuronal network (ESOINN) [6]. All these artificial neural networks have a greater ability to
adapt to the data distribution, but present the inconvenience that they require an adaptation of
the neurons to the data surface, and in consequence, it is necessary to create new algorithms for
facilitating incorporate/remove neurons of the network structure. In previous works, we devel-
oped the SODTNN [5] that simplifies the expansion and division processes of the neural network.
Figure 2 shows an example of comparison of clusters created using the SOTDTNN and the rest of
previously commented methods using R libraries. Each of the colours represents how the elements
were assigned to a cluster. A more detailed study can be seen in [5].
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In summary, the SODTNN uses the connections of the minimal tree constructed using the
Kruskal algorithm to detect the number of existing classes and to create clusters. The main
difference with neural networks as ESOINN or GCS is that no distinction is made between the
input data and the neurons. Thus, the neurons correspond, at the beginning of the training stage, to
the position of each of the input data. The learning process is executed iteratively by selecting the
neurons for the neural network and updating their position and the position of their neighbours
in each iteration. The neurons from the network that define the clusters are updated periodically
in a way similar to the Kohonen SOM. By updating automatically, the positions and connections
of the neurons can be readjusted in order to complete the division of the clusters. The network
randomly selects an initial neuron and brings neighbouring neurons closer in. The neurons are
updated according to the hierarchy of the tree. The nomenclature defines T as the set of neurons
to be classified and A as the minimum spanning tree that contains all of the nodes from T . The
magnitude and the direction of the vector depend on the distance and neighbourhood as indicated
in the following algorithm:
1. given k ∈ T with ak ∈ A being the selected neuron, set the value of the neighbouring radius r;
2. begin i = 1, as = ak;
3. calculate the parent node from the current node at = f p(as) and obtain all the sons from at ,
which are defined as Aiat ;
4. for each instance aj ∈ Aiat , update the coordinates for the neuron by following the equation
for SOMs;
5. xj (t + 1) = xj (t) + η(t) · g(i, t) · (xs(t) − xj (t));
6. where g(i, t) represents the neighbouring function η(t), the learning rate [4]





(xj1 − xs1)2 + . . . + (xjn − nsn)2













7. where t is the iteration, N the number of elements from group #A, n the dimension of the
coordinates, xij coordinate j for the neuron i ∈ T , with ai ∈ A, and λ andβ the constants
established for 1 and 5, respectively;
8. if i < r , set as = at and increase i;
9. use the same procedure to update the descendents ak ∈ A until reading depth r , A1ak , . . . , Arak .
At the end of each iteration, a division process is executed in the minimal tree. This division
takes into account the changes in the densities of the different connections of the neural network
that present high average distance. The changes in the densities are determined by means of the
relation that exists between two distances: the distance between the neurons and the distance
indicated by the minimal tree. Once the clustering has finished, the classification of the new
patients can be obtained easily.
2.3 Revise and retain
As shown in Figure 1, the revision is carried out by an expert who determines the correction with
the group assigned by the system. If the assignation is considered correct, then the retrieve and
re-use phases are carried out again so that the system can be ready for the next classification. If
classification is considered as incorrect or presents certain doubts, the case is not included into the
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in this work incorporates a knowledge extraction method in the revise phase. This method analyses
the steps followed in the retrieve and re-use stages and extracts knowledge, which is formalized
in the set of rules. In this way, human experts can easily evaluate the classification and extract
conclusions on the efficiency of the classification process.
In the revise stage, the data are initially discretized in five levels [0, 0.25, 0.5, 0.75, 1], and
then the extraction of knowledge using the CART [2] algorithm is carried out. Finally, the expert
assigns the individual to the final group. The CART algorithm is a non-parametric test that allows
extracting rules that explain the classification carried out in the previous steps. There are other
techniques to generate the decision trees, such as the methods based on Induction Decision Trees
(ID3) [13], although currently CART is the most commonly used.
The results provided by the decision rules are represented graphically. A novel graphical rep-
resentation has been developed in order to easily identify those individuals not abiding the rules
and, as a consequence, to facilitate an easy analysis of the results.
3. Case study: classification of leukaemia patients
The Cancer Institute in the city of Salamanca was interested in novel tools for decision support
in the process of leukaemia patient classification. The Institute provided us with patient data
and asked for a tool to automate certain tedious tasks in the expression array analysis process
and to incorporate innovative techniques to reduce the dimensionality of the data and to identify
the variables with a higher influence in the patient’s classification. In the case study presented
within this research, 212 samples were made available from analyses performed on patients
either through punctures in the marrow or from blood samples. The samples corresponded to
patients affected by five different types of leukaemia: acute lymphocytic leukaemia (ALL), acute
myeloid leukaemia (AML), chronic lymphocytic leukaemia (CLL), chronic myeloid leukaemia
(CML), and myelodysplastic syndromes (MDS). The aim of the tests performed was to deter-
mine whether the system is able to classify new patients based on the cases previously analysed
and stored.
Figure 1 represents the model intended to resolve the problem of leukaemia patient classifica-
tion. The proposed model follows the procedures that are performed in medical centres. As can be
seen in Figure 1, there is a previous phase that is external to the model. This phase consists of a set
of tests that have been carried out by laboratory personnel and allows us to obtain data from the
chips. When a new sample is received, it is introduced into the chip. The chips are hybridized and
explored by a scanner, allowing us to obtain information on the marking of several genes based
on luminescence values. At that point, the CBR-based model starts to process the data obtained
from the microarrays.
4. Results
The Cancer Institute at Salamanca was interested in establishing new analysis processes in its
databases able to incorporate new data mining techniques aimed at reducing the dimensionality
of the data, clustering the data, and extracting knowledge. The data available were 212 expres-
sion arrays from the chip HG U-133 plus 2.0. These data were stored in a database containing
information from patients affected by leukaemia and were initially pre-classified. This was the
reference used to measure the classification accuracy.
The approach presented in this paper was applied to the leukaemia data provided by the Cancer
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of probes was reduced to 5479 after executing the filtering techniques, with a low variability for
the grouping techniques carried out with techniques such as dendograms or PAM.
Table 1 shows the total number of patients from each group and the number of misclassifications.
As can be seen, groups with fewer patients are those with a greater error rate. The results shown
in Table 1 are those obtained for the classification provided by the SODTNN obtained from the
classification of each of the patients.
Once it can be verified that the retrieved probes allow classifying the patients in a way sim-
ilar to the original classification, we can conclude that the retrieve phase works satisfactorily.
The knowledge extraction is then carried out taking the selected probes into consideration. The
algorithm used was CART [12], and the results obtained are shown in Figure 3. At the top of
Figure 3 can be seen stacked bars, each of them representing an individual. The bars are divided
into as many fragments as probes were retrieved using CART. The amplitude of a rectangle rep-
resents the magnitude. At the top of the bars, two rectangles are shown, one is used to represent
the real group and the other to represent the group estimated using the CART. At the bottom of
Figure 3 can be seen parallel coordinates. Each of the bars represents one of the probes, each
of the lines represents the individuals, and the colour indicates the group. The bottom right of
Figure 3 presents the probes coloured as shown in the stacked bars. These probes represent the
more relevant patterns detected in the cluster by the CART technique. The data have been filtered
for the probe in the first coordinate, retrieved using CART. In this way, it is possible to determine
the atypical individuals in a simple manner, focusing on the activation or deactivation.
Table 1. Classification provided by the CART rules.
Total Successful Success rate (%)
ALL 11 8 72.73
AML 53 47 88.68
CLL 95 84 88.42
CML 26 22 84.62
MDS 47 43 91.49
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5. Conclusions
As demonstrated, the proposed system reduces the dimensionality by filtering genes with little
variability and those that do not allow a separation of individuals due to the distribution of data.
It also presents a clustering technique based on neuronal networks. The results obtained from
empirical studies provide a tool that allows both the detection of genes and the most important
variables for detecting pathology and the facilitation of a classification and reliable diagnosis, as
shown by the results presented in this paper. The aim of this study is to optimize the detection
of relevant probes. Existing techniques, such as analysis of variance, are based on hypothesis
contrast and make use of box plots to represent the results, so that the probes selection process is
highly manual and makes necessary to analyse the box plots one by one. The results obtained in
this work are promising. However, it is necessary to continue investigating in new organizational
techniques to obtain more realistic models to simulate the workflow in the expression analysis.
Multi-agent systems seem to be more appropriate to achieve this goal, which is our next challenge.
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