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Resumo 
 
 
Nesta dissertação, são apresentados alguns dos algoritmos exactos existentes 
que permitem resolver o Problema do Saco-mochila com Estrutura em Árvore 
(TKP) e, em particular, são apresentadas de forma uniforme e completa as 
técnicas de resolução do TKP recorrendo a algoritmos de programação 
dinâmica. Posteriormente, o TKP é reformulado e são desenvolvidas duas 
formulações (SP1 e SP2) deste problema como um Problema de Caminho 
Mais Curto com Restrições de Capacidade. Em seguida, são desenvolvidas 
duas formulações estendidas (SP3 e SP4) do TKP como um Problema de 
Caminho Mais Curto. Para comparar a eficiência destas duas últimas 
formulações, foi feita uma análise da sua implementação computacional 
considerando diferentes instâncias do problema. Os resultados mostram que a 
sua eficiência depende da topologia da árvore. Finalmente, é apresentada uma 
aplicação do TKP ao Desenho de Redes de Acesso Local de 
Telecomunicações (LANTD). 
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Abstract 
 
In this dissertation, we survey exact algorithms to solve the Tree Knapsack 
Problem (TKP) and, in particular, we provide a complete and unified 
presentation of dynamic programs. Then we present two distinct reformulations 
of the TKP (SP1 and SP2) as a Capacitated Shortest Path Problem. After that, 
we extend these formulations and develop another two models (SP3 and SP4) 
of TKP, as a Shortest Path Problem. In order to show the efficiency of the last 
two models we conduct a computational analysis that concern different problem 
instances. Our results show that the efficiency of these formulations depends 
from the tree topology. Finally, we present an application of the TKP to Local 
Access Network Telecommunications Design (LANTD).  
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1. Introdução 
 
1.1. Âmbito da Tese 
 
Nesta dissertação aborda-se o Problema do Saco-Mochila com Estrutura de Árvore     
(TKP – Tree Knapsack Problem), que tem aplicabilidade na área das telecomunicações, 
das finanças e da programação de máquinas, entre outras (ver Johnson e Niemi, 1983, 
Shaw, 1994 e Magnanti e Wolsey, 1995). 
 
O TKP pode ser visto como uma generalização do problema do saco-mochila no qual os 
objectos a seleccionar obedecem a uma ordem parcial particular. Mais concretamente, a 
cada objecto, com excepção de um único objecto, corresponde um só antecessor. Assim, 
um objecto só pode ser seleccionado se o seu antecessor (caso exista) também o tiver sido. 
Esta ordem pode ser representada através de uma árvore com raiz (correspondente ao 
objecto sem antecessores) onde os nodos representam os objectos, e os arcos, as restrições 
de precedência. Se um nodo é seleccionado então todos os nodos no caminho da raiz para 
esse nodo também devem ser seleccionados. 
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O TKP é também conhecido pelo Problema da Sub-árvore com Raiz, com Restrições de 
Capacidade (RSTC - “Capacity Constrained Rooted Subtree Problem”) que foi estudado 
por Magnanti e Wolsey em 1995.  
Os problemas de optimização que envolvem restrições do tipo saco-mochila são, em geral, 
NP-difíceis e o TKP também pertence a essa classe de problemas. 
 
O TKP é um problema já investigado e para o qual já foram estudados alguns métodos 
exactos de resolução: Cho e Shaw, 1997 e Johnson e Niemi, 1983 desenvolveram técnicas 
de programação dinâmica; Cho e Shaw, em 1998, desenvolveram um método de resolução 
baseado num algoritmo do tipo Branch and Bound; e Merwe e Hattingh, em 2006, 
desenvolveram outro método de resolução do TKP através de partições baseadas na 
cardinalidade da solução. Neste trabalho irá ser dada uma ênfase especial às técnicas de 
programação dinâmica porque irá ser com base nestes algoritmos que se irão construir 
novas formulações para o TKP. 
 
 
1.2. Contribuições da Tese 
 
Do trabalho desenvolvido destaca-se: 
 
• Apresentação de um resumo dos métodos exactos de resolução deste problema com 
recurso a técnicas de optimização conhecidas, assim como problemas relacionados; 
 
• Apresentação uniforme e completa das técnicas de programação dinâmica, 
nomeadamente, três algoritmos já estudados (ver Johnson e Niemi, 1983 e Cho e 
Shaw, 1997) e um novo algoritmo (BUP - Bottom-Up Dynamic Programming Profit); 
 
• Reduções do TKP ao Problema de Caminho Mais Curto com Restrições de 
Capacidade; 
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• Na sequência das equações de programação dinâmica e das formulações do TKP como 
um Problema de Caminho Mais Curto com Restrições de Capacidade são apresentadas 
novas formulações estendidas para o problema, que podem ser vistas como um 
Problema de Caminho Mais Curto. O Problema do Caminho Mais Curto constitui um 
dos problemas mais estudados em optimização combinatória. 
 
• Comparação das formulações estendidas do TKP do tipo Caminho Mais Curto e 
avaliação da sua eficiência em função da topologia da árvore; 
 
• Descrição de uma das aplicações do TKP: o desenho de Redes de Acesso Local de 
Telecomunicações (LATND – Local Access Telecommunications Network Design). 
 
 
1.3. Estrutura da Tese 
 
A tese é composta por nove capítulos, sendo o primeiro a presente introdução. Nesta 
secção faz-se uma pequena descrição dos conteúdos de cada um dos capítulos. 
 
No capítulo 2 é feita uma revisão de alguns conceitos básicos de Programação Linear e de 
Programação Inteira, assim como das relações entre esses modelos. 
 
No capítulo 3 é feita uma descrição do problema TKP e das suas aplicações. 
 
No capítulo 4 é apresentada a formulação do TKP. 
 
No capítulo 5 são descritos alguns dos casos particulares do TKP, nomeadamente, o 
Problema da Sub-árvore com Raiz e o Problema da Sub-árvore com Raiz, com Restrições 
de Cardinalidade. 
 
No capítulo seguinte (capítulo 6) são apresentados diversos métodos de resolução para o 
TKP, nomeadamente, o método Branch and Bound, um método que consiste na partição do 
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problema em função cardinalidade da solução e quatro algoritmos de programação 
dinâmica.  
 
O capítulo 7 constitui o núcleo fundamental da tese e nele são apresentadas as 
reformulações do TKP como um problema de Caminho Mais Curto com Restrições de 
Capacidade e são apresentadas duas formulações estendidas para o problema, que podem 
ser vistas como Problemas de Caminho Mais Curto em grafos expandidos. É também neste 
capítulo que se testam as duas formulações estendidas do TKP e se avalia qual é delas é a 
mais eficiente em função da topologia da árvore. 
 
No capítulo 8 é apresentada uma das aplicações do TKP: o Desenho de Redes de Acesso 
Local de Telecomunicações (LATND). 
 
Finalmente, no capítulo 9, são tecidas algumas considerações globais ao trabalho realizado 
e são apresentadas perspectivas para trabalho futuro de melhoria dos algoritmos. 
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2. Conceitos Básicos 
 
 
O TKP é um problema de optimização combinatória que pode ser formulado em 
Programação Linear Inteira. Neste capítulo é feita uma revisão de alguns conceitos básicos 
de Programação Linear e de Programação Inteira, assim como das classes de formulações 
em Programação Linear Inteira. 
 
2.1. Programação Linear vs Programação Inteira 
 
Considere-se o problema de Programação Linear (PL) na sua forma canónica: 
 
{ }: , 0max cx Ax b x≤ ≥  
 
onde A é uma matriz com m linhas e n colunas, c é um vector linha de dimensão n, b é um 
vector coluna de dimensão m e x é um vector coluna de dimensão n de variáveis 
desconhecidas. 
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Geometricamente, as restrições lineares, definem um poliedro, que é chamado de conjunto 
das soluções admissíveis. Assim, um poliedro P é um subconjunto de n  descrito por um 
número finito de desigualdades lineares: { }:nP x Ax b= ∈ ≤ . 
 
Sabe-se que existem algoritmos polinomiais como por exemplo, o do método do elipsóide 
(Khachiyan, 1979) ou do método do ponto interior (Karmarkar, 1984) que permitem 
resolver qualquer instância de um problema de P.L. Neste caso, diz-se que estes problemas 
pertencem à classe P (ver Garey e Johnson, 1979). 
 
Um problema de Programação Linear Inteira (PLI) é um problema de Programação 
Linear (PL) em que todas ou alguma(s) das suas variáveis são discretas e têm de assumir 
valores inteiros. 
 
Num modelo de PLI podem ocorrer as seguintes situações:  
 
a) todas as variáveis de decisão são inteiras, isto é, todas as variáveis estão 
sujeitas à condição de integralidade; neste caso, estamos perante um problema 
de Programação Linear Inteira Pura (PLIP): 
 
  
. . :
       0  
max cx
s a Ax b
x e inteiro
≤
≥
 
 
b) só parte das variáveis de decisão são inteiras; neste caso, trata-se de um 
problema de Programação Linear Inteira Mista (PLIM): 
 
  
. . :
       0
       0  
max cx dy
s a Ax Ey b
x
y e inteiro
+
+ ≤
≥
≥
 
onde A é d é um vector linha de dimensão p e y é um vector coluna de dimensão 
p de variáveis inteiras desconhecidas. 
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c) todas as variáveis de decisão são binárias, isto é, todas a variáveis têm como 
valores admissíveis 0 ou 1; neste caso, estamos perante um problema de 
Programação Linear Inteira Binária (PLIB): 
 
{ }
  
. . :
       0,1 n
max cx
s a Ax b
x
≤
∈
 
 
d) só parte das variáveis de decisão são binárias; neste caso, trata-se de um 
problema de Programação Linear Inteira Binária Mista (PLIBM): 
 
{ }
  
. . :
       0
       0,1 p
max cx dy
s a Ax Ey b
x
y
+
+ ≤
≥
∈
 
 
 
Poderia parecer à primeira vista que os problemas de PLI são relativamente fáceis de 
resolver, já que existem muito menos soluções a serem consideradas do que num problema 
de PL (apenas soluções inteiras). Acontece mesmo que os problemas de PLI cujo conjunto 
das soluções possíveis seja limitado têm um número finito de soluções possíveis. Nada 
mais falso! A verdade é que a simples introdução das restrições de integralidade das 
variáveis num problema de PL, transforma-o num problema de características diferentes. 
Em geral, os problemas de PLI são NP-difíceis, portanto, não é conhecido qualquer 
algoritmo que permita obter a solução óptima de toda a instância desse tipo de problemas, 
num número de passos que possa ser majorado por uma função polinomial do tamanho da 
instância. E se, tal como é conjecturado, P ≠ NP; então não existirá tal algoritmo (ver 
detalhes, por exemplo, em Nemhauser e Wolsey, 1988). 
 
Quando um problema de PLI tem um número finito de soluções possíveis, pode surgir 
(erradamente) a ideia da enumeração exaustiva como abordagem simples e eficiente para a 
determinação da solução óptima: é que um número finito não é necessariamente um 
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número pequeno! De facto, o número de soluções possíveis pode facilmente tornar-se 
demasiado grande, inviabilizando do ponto de vista computacional a sua enumeração 
exaustiva. Torna-se portanto necessário usar métodos que examinem apenas uma parte do 
conjunto de soluções possíveis. 
 
A Relaxação Linear de um problema de PLI,            
      
 
é definida pelo modelo de PL correspondente:               
   
 
 
Uma abordagem comum na resolução de problemas de PLI consiste no arredondamento 
das soluções obtidas pela relaxação linear. Apesar da sua simplicidade aparente, esta 
técnica pode ter vários inconvenientes: 
 
1ª. O trabalho envolvido pode ser muito grande, pois o número de soluções arredondadas 
pode ser muito elevado; para cada solução arredondada é necessário verificar se se trata 
de uma solução admissível e, em caso afirmativo, calcular o valor correspondente da 
função objectivo; só desta maneira se encontrará a melhor de todas as soluções 
arredondadas. Suponhamos um modelo de PLIP com 10 variáveis inteiras, cuja solução 
obtida por relaxação dá origem a 10 valores não inteiros; cada variável pode ser 
arredondada por defeito ou por excesso, pelo que haverá 210=1024 soluções 
arredondadas! 
 
2ª. A solução óptima do problema de PL após o arredondamento pode não ser admissível 
para o modelo de PLI (embora o modelo de PLI tenha soluções). 
Considere-se o seguinte modelo cuja representação gráfica se encontra na figura 1: 
 
  
. . :
       0  
max cx
s a Ax b
x e inteiro
≤
≥
  
. . :
       0
max cx
s a Ax b
x
≤
≥
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1 2
1 2
1 2
1 2
  11 10
. . :     2,75 10 21
              2 6 3
            , 0  s
max F x x
s a x x
x x
x x e inteira
= +
+ ≤
− + ≥
≥
 
 
 
 
 
 
 
 
 
 
Figura 1 – Nenhuma das quatro soluções obtidas por arredondamento é possível 
 
 
3ª. A solução inteira (resultante do arredondamento da solução óptima do problema de PL) 
pode estar relativamente “afastada” da solução óptima do problema de PLI (sendo o 
“afastamento” medido em termos da função objectivo). 
 Considere-se o seguinte modelo cuja representação gráfica se encontra na figura 2: 
 
1 2
1 2
1 2
1 2
  35 70
. . :            3  7 17
                 14 11 18, 2
                  , 0  
max F x x
s a x x
x x
x x e inteiras
= +
+ ≤
− ≤
≥
 
 
 
 
 
 
 
 
 
Figura 2 – A solução inteira, obtida por arredondamento, não é a solução óptima do PLI 
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Conclui-se assim pela necessidade de métodos que examinem apenas uma parte do 
conjunto de soluções admissíveis e que aproveitem as vantagens do algoritmo Simplex. 
São exemplo destes, o Método de Partição e Avaliação Sucessivas (Branch and Bound), o 
Método dos Planos de Cortes (Cutting Planes) e o que se obtém da combinação destes dois 
(Branch and Cut). De facto, todos estes algoritmos recorrem à resolução de problemas de 
PL cuja região admissível vai sendo sucessivamente reduzida até se alcançar a solução do 
problema de PLI. Estes métodos são gerais, pois podem ser aplicados a qualquer modelo 
de PLI. 
 
2.2. Formulações 
 
A dificuldade de resolução de determinados problemas, chamados NP-difíceis, tem 
motivado o estudo de formulações alternativas e o desenvolvimento de algoritmos com 
vista à obtenção de melhores majorantes e minorantes para o valor da solução óptima.  
Apesar de formulações alternativas para o mesmo problema fornecerem a mesma solução 
inteira, elas podem apresentar diferenças substanciais em termos das correspondentes 
relaxações em programação linear. A existência de boas formulações cujo valor da 
relaxação linear em programação linear é uma boa aproximação do valor da solução 
óptima, revela-se importante, não só na obtenção de limites para o valor óptimo, mas 
também no contributo que pode dar para se alcançar esse valor, ao permitir, 
frequentemente, diminuir o número de nodos da árvore de pesquisa no método Branch and 
Bound. 
As formulações em Programação Linear Inteira que tratarei nesta dissertação, 
relativamente ao TKP, podem ser agrupadas em duas classes: 
 Formulações Naturais – contêm uma variável, e apenas uma, para cada arco 
incluído no grafo subjacente; 
 Formulações Estendidas – usam outras variáveis que podem ou não estar 
associadas aos arcos. Estas novas variáveis podem ser consideradas como 
supérfluas, no sentido de que não são necessárias para obter uma formulação válida 
para o problema. Contudo, a informação adicional associada às novas variáveis 
pode reduzir consideravelmente o número de restrições envolvidas no modelo. 
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Dadas duas formulações P1 e P2 para um conjunto de soluções admissíveis X, no mesmo 
espaço das variáveis, isto é, 1 2  
n nX P e X P= ∩ = ∩  , diz-se que P1 é melhor formulação 
que P2 se 1 2P P⊂ . 
 
Denota-se por conv(X), o envolvente convexo do conjunto X que é um conjunto tal que o 
segmento de recta que une dois quaisquer dos seus pontos, está contido no conjunto X, isto 
é, é o conjunto de todos os pontos que se obtêm como combinação convexa de elementos 
de X. 
 
Designa-se por formulação ideal de X o poliedro conv(X).  
 
Encontrando uma formulação ideal para um problema de PLI significa que esse problema 
pode ser resolvido através de técnicas de resolução de problemas de PL. Contudo, a 
dificuldade desta abordagem reside, por um lado, no facto de que em muitos casos não se 
conseguir obter uma caracterização simples das desigualdades do poliedro conv(X) (caso 
dos problemas pertencentes à classe NP-difícil, que têm facetas “difíceis"), e, por outro 
lado, no facto deste poliedro poder ser descrito por um número exponencial de 
desigualdades. 
Para provar que uma formulação P é ideal para X, ou seja, P = conv(X), existem várias 
técnicas (ver Wolsey, 1998).  
Quando não se consegue obter a formulação ideal pode ter interesse recorrer a formulações 
estendidas, cujo conjunto das soluções admissíveis quando projectado no subespaço das 
variáveis naturais está mais próximo do envolvente convexo do conjunto de soluções 
admissíveis do que a relaxação linear da formulação original (ver Gouveia e Pires, 1996). 
Por vezes considera-se a formulação estendida exacta, no sentido em que a solução da 
relaxação linear tem sempre valores inteiros e, neste caso, a projecção do conjunto das 
soluções admissíveis no espaço natural (que nem sempre se consegue obter explicitamente) 
coincide com conv(X), técnica usada nesta tese, já que as formulações estendidas de 
Caminho Mais Curto são exactas. 
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3. Descrição do Problema e suas 
Aplicações 
 
 
O Problema do Saco-Mochila com Estrutura de Árvore (TKP - “Tree Knapsack Problem”) 
foi introduzido por Lukes (1974) que propôs o primeiro algoritmo de programação 
dinâmica para a sua resolução. Posteriormente, em 1978, Ibarra e Kim propõem outros 
algoritmos de resolução para este problema. O TKP pode ser visto como um Problema do 
Saco-Mochila 0-1 (0-1KP) com restrições de precedência entre os objectos com estrutura 
em árvore, de tal modo que se um nodo é seleccionado para o saco-mochila, então todos os 
nodos do caminho, que vai do nodo seleccionado até à raiz, também têm que ser 
seleccionados para o saco-mochila. 
Dada uma árvore não orientada T=(V,E) com raiz no nodo 0, a cada nodo v V∈ está 
associado uma necessidade e um lucro indivisíveis. O TKP consiste em encontrar uma sub-
-árvore T’ de T com raiz no nodo 0 tal que a soma dos lucros sobre T’ é maximizada e a 
soma das necessidades sobre T’ não excede uma dada capacidade do saco-mochila H. O 
TKP é um problema NP-difícil (Garey e Johnson, 1979). 
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O TKP tem várias aplicações, nomeadamente no desenho e expansão de Redes de Acesso 
Local de Telecomunicações (LATN) (Shaw, 1994 e Magnanti e Wolsey, 1995). As Redes 
de Acesso Local de Telecomunicações têm, normalmente, uma estrutura em árvore, onde 
os clientes individuais, os nodos, estão ligados a uma central de distribuição, a raiz da 
árvore. 
A solução óptima do problema do desenho e expansão das LATN pode ser encontrada 
resolvendo uma sequência de problemas do saco-mochila com estrutura em árvore. Neste 
caso, o TKP pode ser interpretado da seguinte forma: sempre que um cliente no nodo i é 
servido por uma central de distribuição, a sua necessidade id , deve ser completamente 
satisfeita (hipótese da indivisibilidade da necessidade) e o lucro ic  é recebido. Assume-se 
que se um cliente é servido, então todos os clientes no único caminho que vai desse cliente 
à central de distribuição também têm que ser servidos (hipótese da continuidade) por essa 
central. O objectivo do TKP é encontrar um conjunto de clientes que satisfaça a hipótese 
da continuidade, de tal forma que o lucro total recolhido dos clientes servidos é máximo, 
enquanto a soma das suas necessidades não exceder a capacidade H. 
 
Este problema serve também para modelar, por exemplo, problemas de investimento 
(Johnson e Niemi, 1983; Magnanti e Wolsey, 1995). Estes problemas podem ter uma 
estrutura em árvore, onde os potenciais investimentos, os nodos, estão associados a um 
investimento inicial, a raiz da árvore. Neste caso, o TKP pode ser interpretado da seguinte 
forma: assumindo que um dado investimento só pode ser realizado caso os investimentos 
precedentes o tiverem sido e sabendo que se determinado investimento i é feito, então é 
necessário disponibilizar um capital id  para obter um lucro ic . O objectivo do TKP é 
encontrar o conjunto de investimentos a fazer de tal forma que o lucro total desses 
investimentos é máximo, enquanto o capital investido não ultrapassar o capital total 
disponível H. 
 
Para além das aplicações já referidas, este é um problema que também se pode aplicar aos 
problemas de programação de máquinas (Magnanti e Wolsey, 1995). Estes problemas que, 
normalmente, têm uma estrutura em árvore, onde cada tarefa a realizar pela máquina, os 
nodos, estão dependentes de uma tarefa inicial, a raiz da árvore (que pode ser 
simplesmente, o ligar da máquina). Neste caso o TKP pode ser interpretado da seguinte 
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forma: assumindo que determinada tarefa a realizar pela máquina só pode ser realizada 
se todas as tarefas que a precedem o já tiverem sido e sabendo que para que determinada 
tarefa i seja realizada é necessário disponibilizar um tempo id  para se obter um lucro ic . 
O objectivo do TKP é encontrar o conjunto de tarefas a realizar de tal forma que o lucro 
total é máximo, enquanto a capacidade total de produção da máquina H não for excedida. 
 
O TKP, também denominado Problema da Sub-árvore com Raiz, com Restrições de 
Capacidade (RSTC - “Capacity Constrained Rooted Subtree Problem”), é um caso 
particular de um problema muito estudado conhecido pelo Problema do Saco-Mochila com 
Restrições de Precedência (Precedence-Constrained Knapsack Problem – ver 
Samphaiboon e Yamada, 2000). 
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4. Formulação do Problema 
 
 
Seja T=(V,E) uma árvore não orientada com raiz no nodo 0 e seja V={0,1,2,…,n} o 
conjunto dos nodos e E o conjunto das arestas. 
Para cada nodo i V∈ , sejam: 
ic →  um inteiro que representa o lucro no nodo i; 
id →  um inteiro não negativo que representa a necessidade no nodo i; 
ip →  o antecessor do nodo i no único caminho da raiz para o nodo i (com 0 0p = ). 
[ , ]P i j → o único caminho do nodo i para o nodo j.  
 
Seja H a capacidade do saco mochila. 
 
O Problema do Saco-Mochila com Estrutura de Árvore (TKP) consiste em encontrar 
uma sub-árvore T’=(V’,E’) de T com raiz no nodo 0, tal que: 
 
'
'
. . :
i
i V
i
i V
max c
s a d H
∈
∈
≤
∑
∑
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isto é, pretende-se encontrar uma sub-árvore T’ de T com raiz no nodo 0 tal que a soma dos 
lucros sobre T’ é maximizada e a soma das necessidades sobre T’ não excede uma dada 
capacidade do saco-mochila H. 
 
Seja 1,             '
0,   j
se j V
x
caso contrário
∈
= 

. 
 
O TKP pode ser formulado como um problema de Programação Linear Inteira. Assim 
pretende-se: 
{ }
0
0
. . : ,    1,2,...,
       
       0,1
j
n
j j
j
p j
n
j j
j
j
max c x
s a x x j n
d x H
x
=
=
≥ =
≤
∈
∑
∑
 
 
A restrição ,    1,2,...,
jp jx x j n≥ =  significa que se um nodo é seleccionado para o  saco-    
-mochila, então o seu antecessor também tem que ser seleccionado para o saco-mochila e a 
restrição 
0
n
j j
j
d x H
=
≤∑  significa que soma das necessidades sobre T’ não excede uma dada 
capacidade do saco-mochila H. 
 
Sem perda de generalidade, assume-se que: 
,     0,1,2,...,jd H j n≤ ∀ =  
        e       
0
n
j
j
d H
=
>∑  
Caso contrário, ou o tamanho do problema pode ser reduzido ou as restrições de saco-        
-mochila podem ser eliminadas e o problema é reduzido ao Problema do Saco-mochila 
com Estrutura em Árvore sem Capacidades.  
Se remover as restrições 
jp jx x≥ , o TKP é reduzido ao Problema do Saco-Mochila 0-1. 
(TK) 
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5. Casos Particulares 
  
5.1. Problema da Sub-árvore com Raiz 
 
O Problema da Sub-árvore com Raiz (RST - “Rooted Subtree Problem”) consiste em, 
dada uma árvore, encontrar sub-árvores óptimas com raiz, isto é, dada uma árvore T com 
raiz no nodo 0 e um lucro ic  para cada nodo i de T, encontrar uma sub-árvore T’ de T que 
contenha a raiz e de tal forma que o lucro total 
'
i
i T
c
∈
∑ seja o maior possível. T’ pode ser a 
árvore vazia (com lucro zero). 
Este problema não é mais do que o problema do saco-mochila com estrutura em árvore 
sem capacidades. 
Para a resolução do RST existe um algoritmo de programação dinâmica cuja complexidade 
é O(n) (Magnanti e  Wolsey, 1995) e que, em seguida, se descreve. 
 
Seja pv, antecessor de v, o primeiro nodo u v≠  no único caminho em T que liga o nodo v à 
raiz 0, e seja ( )vδ +  o conjunto dos sucessores imediatos do nodo v (isto é, ( )vδ +  é o 
conjunto de todos os nodos u tais que pu = v). Para qualquer nodo v de T, seja T(v) a      
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sub-árvore de T com raiz no nodo v (isto é, T(v) é a árvore que se obtém pelo corte de T 
eliminando a aresta {pv ,v} incidente no nodo v). 
O algoritmo de programação dinâmica que se aplica a este problema e que permite 
determinar a sua solução óptima, pode ser aplicado para resolver muitos problemas 
definidos em árvores (é um procedimento tipo). Este é inicializado nos nodos folha e 
termina na raiz (“Bottom-Up Algorithm”). 
Para cada nodo v de T, seja P(v) o valor da solução óptima do problema da sub-árvore com 
raiz definido na árvore T(v) com o nodo v como raiz.  Então pode-se encontrar o valor 
óptimo P(0)  recorrendo ao seguinte procedimento recursivo: 
 
Algoritmo 1 
 
1. Inicialização 
Se v é um nodo folha de T, { }( ) 0, vP v max c= , desde que as duas únicas sub-árvores com 
raiz de T(v) sejam o nodo {v} e a árvore vazia.  
 
2. Determinação do valor óptimo 
Calcula-se P(u), para todos os sucessores do nodo v e determina-se P(v) usando a seguinte 
equação recursiva: 
( )
( ) 0, ( )v
u v
P v max c P u
δ +∈
  
= + 
  
∑ . 
 
Neste procedimento recursivo podem ocorrer dois casos: a sub-árvore óptima de T(v) com 
raiz no nodo v é também vazia ou então contém o nodo v. Neste último caso, a árvore 
também contém (a possibilidade vazia) a sub-árvore com raiz óptima para cada nodo u em 
( )vδ + . Note-se que, desde que cada nodo u, excepto a raiz, esteja contido em exactamente 
um subconjunto ( )vδ + , este procedimento recursivo é muito eficiente: ele apenas requer 
uma adição e uma comparação para cada nodo de T. Depois de se efectuar o movimento 
ascendente até à raiz e de determinar P(0) (o valor óptimo do problema da sub-árvore 
definida sobre a árvore T) determina-se uma sub-árvore com raiz óptima T’ eliminando de 
T todas as sub-árvores com P(u) = 0. 
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5.2. Problema da Sub-árvore com Raiz, com Restrições de 
Cardinalidade 
 
Outro caso particular do TKP é aquele em que cada nodo v tem necessidade 1vd =  e, 
assim, a restrição de capacidade transforma-se numa restrição de cardinalidade: 
 
( )
v
v V T
x K
∈
≤∑  
 
onde a árvore escolhida pode conter no máximo K = H nodos - Problema da Sub-árvore 
com Raiz, com Restrições de Cardinalidade (RSTCD: “Cardinality Constrained Rooted 
Subtree Problem”). 
 
O TKP pode ser transformado num RSTCD, substituindo as restrições de capacidade por 
restrições de cardinalidade (Aghezaff, Magnanti e Wolsey, 1995). Esta transformação não 
é polinomial porque o número de nodos depende linearmente da grandeza dos coeficientes, 
e o exemplo seguinte mostra como é que essa transformação pode ser feita. 
 
 
5.2.1. Exemplo 
 
Considere-se o seguinte TKP, onde os números dentro dos quadrados indicam as 
necessidades: 
 
 
 
 
 
 
Figura 3 – Árvore com os respectivos pesos di 
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As restrições de capacidade do problema são: 
 
0 1 2 3 42 3 2 5x x x x x+ + + + ≤  com { }0,1 ,  0,..., 4jx j∈ = . 
 
A árvore anterior pode ser transformada na seguinte, em que cada nodo tem necessidade 1: 
 
 
 
 
 
 
 
 
 
 
 
Figura 4 - Árvore com pesos unitários 
 
 
O TKP pode então ser transformado num RSTCD com a seguinte restrição de 
cardinalidade: 
 
0 1 21 22 31 32 33 41 42 5x x x x x x x x x+ + + + + + + + ≤  com { }0,1x ∈ , 21 22 31 32 33,  x x x x x= = =  e 
41 42x x= . 
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6. Métodos Exactos de Resolução 
 
 
Neste capítulo descrever-se-ão os principais métodos utilizados para a resolução do TKP. 
 
6.1. Branch and Bound 
 
Geon Cho e Dong X. Shaw (1998) desenvolvem um método de resolução do TKP baseado 
num algoritmo Branch and Bound. No método por eles desenvolvido, usa-se a relaxação 
lagrangeana para obter um limite superior do TKP. Este limite coincide com o limite 
superior obtido através da relaxação linear do TKP e, com base no conhecimento do 
objecto crítico obtido pela relaxação lagrangeana faz-se um aperfeiçoamento do limite 
superior. Finalmente, usa-se um algoritmo Branch and Bound para determinar a solução do 
TKP. 
Geon Cho e Dong X. Shaw chegaram à conclusão de que este algoritmo não só é melhor 
do que o algoritmo de Programação Dinâmica por eles proposto (cf. Cho e Shaw, 1997) 
como também é melhor que o algoritmo de programação dinâmica proposto por D. S. 
Johnson e K. A. Niemi (1983). 
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6.2. Partição do TKP 
 
Na maioria dos problemas de grande dimensão, a árvore de pesquisa do algoritmo    
Branch and Bound pode rapidamente ultrapassar a capacidade primária da memória de um 
computador. Para resover este problema, D. J. Van Der Merwe e J. M Hattingh (2006) 
propõem um outro método de resolução do TKP que consiste em resolver sucessivamente 
o problema adicionando restrições de cardinalidade:  
 
j
j V
x p
∈
=∑  
 
obtendo-se o TKP(p). O TKP pode ser resolvido, resolvendo TKP(p) parametricamente, 
variando o valor de p. 
 
O problema é resolvido em duas etapas (a que correspondem duas partições do problema). 
Na primeira etapa, em vez de resolver a relaxação linear do TKP, denotada por TKPR, 
relaxando as condições de integralidade { }0,1ix ∈  para 0 1ix≤ ≤ , pode-se resolver a 
relaxação linear de TKP(p), designada por TKPR(p), para os vários valores de p (partição 
de 1ª ordem). A solução óptima de TKPR(p) deverá dar uma indicação dos nodos que 
devem estar na solução de TKP(p). 
 
Na segunda etapa considera-se uma solução específica do TKPR(p) obtida na primeira 
etapa, * ,  0,1,2,...,jx j n= , contam-se o número de nodos (ou varáveis) que foram incluídos 
com valor 1 ( * 1jx = ). Assumindo que esse número é l, define-se { }*| 1, 0,1,2,...,l jS j x j n= = =  
como o conjunto que contém os índices das variáveis incluídas com valor 1 ( * 1jx = ) para o 
TKPR(p), e define-se \n l lS V S− =  como o conjunto que contém os índices dos restantes 
nodos do problema, onde { }0,1,2,...,V n= é o conjunto dos nodos do problema. 
O objectivo é investigar a mudança de nodos do conjunto lS  para o conjunto n lS − , 
iterativamente. 
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Escolhe-se { }1, 2, 3,...,0q l l l∈ − − −  e define-se o modelo da partição de segunda ordem 
TKP(p,q): 
{ }
0
0
 
. . : ,    1, 2,...,
       
       
       
       0,1 ,    0,1,2,...,
j
l
n l
n
j j
j
p j
n
j j
j
j
j S
j
j S
j
max c x
s a x x j n
d x H
x q
x p q
x j n
−
=
=
∈
∈
≥ =
≤
=
= −
∈ =
∑
∑
∑
∑
 
 
Através da resolução do TKP(p,q) com { }1, 2, 3,...,0q l l l∈ − − −  encontrar-se-á a solução 
óptima para o TKP(p), pois todos os valores de q são enumerados. 
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6.3. Programação Dinâmica 
 
D. S. Johnson e K. A. Niemi (1983) também propõem duas técnicas de programação 
dinâmica para a resolução do TKP. Uma designaram por “Left-to-Right Dynamic 
Programming” e a outra por “Bottom-Up Dynamic Programming”, que visam minimizar a 
capacidade do saco utilizada, proporcionando um lucro de pelo menos q. Geon Cho e Dong 
X. Shaw (1997) propõem uma técnica de programação dinâmica para a resolução do TKP 
que designaram por “A Depth-First Dynamic Programming”, que visa maximizar o lucro 
obtido enquanto a soma das necessidades não exceder uma dada capacidade do saco-          
-mochila H.  
 
Estas técnicas, que irão ser apresentadas nesta secção, dependem da ordem de pesquisa e 
do objectivo: 
• Na subsecção 6.3.1. serão apresentadas duas técnicas baseadas na ordem de pesquisa 
em profundidade (DFS), uma em que as equações recursivas se baseiam na 
maximização do lucro obtido (DFSP) introduzida por Cho e Shaw (1997) e outra em 
que as equações recursivas se baseiam na minimização da capacidade do saco utilizada 
(DFSC) introduzidas por Johnson e Niemi (1983); 
• Na subsecção 6.3.2. serão apresentadas duas técnicas baseadas na ordem de pesquisa 
de baixo para cima (BU), uma em que as equações recursivas se baseiam na 
maximização do lucro obtido (BUP) introduzida nesta tese, de forma a uniformizar 
todas as técnicas de programação dinâmica, e outra em que as equações recursivas se 
baseiam na minimização da capacidade do saco utilizada (BUC), introduzidas por 
Johnson e Niemi (1983). 
 
Há autores que consideram o DFSP como o Problema Primal e o DFSC o seu Dual, e 
também o BUP como o Problema Primal e o BUC o seu Dual. 
 
Christian Blum (2007) desenvolveu também, muito recentemente, uma técnica de 
programação dinâmica que permite determinar sub-árvores óptimas em árvores com pesos 
nos nodos e/ou arestas. Assim, esta técnica permite resolver extensões do TKP com pesos 
nos nodos e também nas arestas. 
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6.3.1. A Depth-First Dynamic Programming 
 
 
Seja T=(V,E) uma árvore não orientada com raiz no nodo 0 e seja V={0,1,2,…,n} o 
conjunto dos nodos e E o conjunto das arestas. 
Etiquetem-se os nodos da árvore T por ordem de pesquisa em profundidade da esquerda 
para a direita (DFS:“Depth-First-Left-Right-Search”), começando na raiz, nodo 0. 
 
 
 
 
 
 
 
 
Figura 5 – Árvore T 
 
 
Figura 6 – Árvore T com os nodos etiquetados 
por ordem de pesquisa em profundidade da 
esquerda para a direita, começando na raiz, nodo 
0. 
 
Ao longo de toda esta dissertação considerar-se-á sempre os nodos da árvore etiquetados 
por esta ordem. 
 
A figura 7 mostra como funcionam as técnicas de programação dinâmica de pesquisa em 
profundidade começando na raiz, nodo 0. 
 
 
 
 
 
 
 
 
 
Figura 7 – Procedimento recursivo de pesquisa em profundidade. 
 
 
Neste caso a ordem de pesquisa é a da seguinte sequência: (0, 1, 2, 1, 3, 1, 0, 4, 0). 
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A sequência que traduz a ordem de visita de cada nodo é dada por: 
 
(0)
(0,1)
(0,1,2)
(0,1,2,1)
(0,1,2,1,3)
(0,1,2,1,3,1)
(0,1,2,1,3,1,0)
(0,1,2,1,3,1,0, 4)
(0,1,2,1,3,1,0, 4,0)
 
 
onde, por exemplo (0,1,2,1,3)  quer dizer que o primeiro nodo a ser visitado é o zero, o 
segundo é o 1, depois o 2, recua-se para o nodo 1 e visita-se o nodo 3. 
 
Por uma questão de simplificação de notação, optar-se-á por traduzir esta sequência por um 
par ordenado (i, j) onde i representa o nodo visitado e j a j-ésima visita do nodo i: 
 
(0,1)
(1,1)
(2,1)
(1, 2)
(3,1)
(1,3)
(0, 2)
(4,1)
(0,3)
. 
 
 
 Daqui para a frente vai-se também considerar a seguinte notação: 
,i js →o j-ésimo sucessor do nodo i ( ,0is  é o prórpio nodo i) 
in →  o número de sucessores do nodo i ( 0in = quando i não tem sucessores). 
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6.3.1.1. A Depth-First Dynamic Programming Profit (DFSP) 
 
 
Geon Cho e Dong X. Shaw (1997) propõem uma técnica de programação dinâmica para a 
resolução do TKP que designaram por “A Depth-First Dynamic Programming”, onde as 
equações recursivas se baseiam na maximização do lucro obtido enquanto a soma das 
necessidades não exceder uma dada capacidade do saco-mochila H. Assim, irei designá-la 
por “A Depth-First Dynamic Programming Profit” (DFSP) e que passarei a expor: 
 
Para uma dada árvore T=(V,E) não orientada com raiz no nodo 0, etiquetam-se os nodos de 
T por ordem de pesquisa em profundidade da esquerda para a direita. 
Para uma dada capacidade h e para um dado nodo v V∈ , define-se valor ( , , )PY v i h  como 
sendo o valor máximo do lucro até à i-ésima visita do nodo v, isto é, 
 
, 1 , 1
, 1
0 0
( , , ) | ,0 , 1
v i v i
j
s s
P k k p j v i k k v
k k
Y v i h max c x x x j s d x h x
− −
−
= =
  
= ≥ < ≤ ≤ ∧ = 
  
∑ ∑ . 
 
Então, o { }0(0, 1, ),0Pmax Y n H+  é o valor óptimo do TKP. Assim, pretende-se encontrar 
uma sub-árvore T’=(V’,E’) de tal forma que as necessidades em T’ não excedam h, para 
cada h = 0,1,2,…,H e o somatório dos lucros de T’ é máximo. Para determinar 
0(0, 1, )PY n H+ , utiliza-se a abordagem de pesquisa em profundidade recorrendo ao 
seguinte procedimento recursivo: 
 
 Algoritmo 2 
 
1. Inicialização (v=0 e i=1) 
 
 Começa-se na raiz, o nodo 0 e calcula-se (0,1, )PY h  para todo o h = 0,1,2,…,H: 
0 0,       (0,1, )
,       
P
c se d h H
Y h
outros casos
≤ ≤
= 
−∞
    (6.1) 
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2. Avança-se para visitar pela primeira vez o nodo v (v>0 e i=1) 
 
Sempre que se visita um nodo novo v pela primeira vez e por ordem de pesquisa em 
profundidade, calcula-se ( ,1, )PY v h , para cada h = 0,1,2,…,H: 
 
[ ]0,
( , , - ) ,  
( ,1, )
,                             
vP v p v v j
j P v
P
Y p j h d c se d h
Y v h
outros casos
∈
 + ≤

= 

−∞
∑
                 (6.2) 
 
3. Recua-se para revisitar nodos (v ≥ 0 e i>1) 
 
Se o nodo visitado v for um nodo folha ou for um nodo tal que todos os seus sucessores já 
foram visitados, revisita-se vp  e calcula-se o valor de ( , , )PY v i h , para todo o                      
h = 0,1,2,…,H: 
 
{ }( , , ) ( , 1, ), ( , 1, )P P P wY v i h max Y v i h Y w n h= − +    (6.3) 
 
onde w é o (i-1)-ésimo sucessor de v. 
 
Se ainda existirem nodos sucessores de vp  não visitados, então avança-se visitando o 
primeiro sucessor de vp  não visitado. 
 
4. Determinação do valor óptimo 
 
O procedimento termina quando o nodo raiz for revisitado a partir do seu último sucessor, 
e finalmente encontra-se o valor óptimo { }0(0, 1, ),0Pmax Y n H+ . 
 
 
Teorema 6.1: O Algoritmo 2 tem complexidade O(nH) onde n é o número de nodos e H a 
capacidade do Saco-Mochila. 
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Prova: 
O Algoritmo 2 realiza essencialmente duas operações: o movimento para a frente e o 
movimento para trás, para todo o nodo { }\ 0v V∈ . De facto, se um nodo tem um sucessor 
não visitado, o algoritmo realiza o movimento para a frente. Caso contrário, realiza o 
movimento para trás. No nodo raiz, o algoritmo realiza apenas o movimento para a frente, 
Assim, o Algoritmo 1 faz exactamente 1n +  movimentos para a frente e n movimentos 
para trás. Como cada movimento requer O(H) operações, a complexidade total do 
Algoritmo 2, em termos de tempo é O(nH). Como em cada iteração não é necessário 
executar novamente os cálculos de ( , , )PY v i h  para todo o v V∈ e para todo o h = 0, 1, 2,…, 
H  das iterações anteriores, a complexidade do Algoritmo 2, em termos de espaço também 
é  O(nH).  
□ 
 
6.3.1.1.1. Exemplo 
 
 
Considere a árvore da figura 8 com H = 11: 
 
 
 
 
 
 
 
Figura 8 - Exemplo 
 
 
Neste exemplo, os nodos foram etiquetados por ordem de pesquisa em profundidade da 
esquerda para a direita. Os números dentro dos quadrados indicam as necessidades e os 
que estão por cima destes indicam os lucros. 
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O procedimento começa no nodo 0 e calcula-se (0,1, )PY h  para todo o h = 0,1,2,…,H: 
 
30,       2 11(0,1, )
,       
P
se h
Y h
outros casos
≤ ≤
= 
−∞
 
 
Em seguida, visita-se o nodo 1 e calcula-se (1,1, )PY h , usando o 2º passo do procedimento 
recursivo, para todo o h = 0,1,2,…,11: 
 
[ ]0,1
(0,1, - 4) 13,  
(1,1, )
,                             
30 13,    6 11 43,     6 11(1,1, )        (1,1, )
             
P j
j P
P
P P
Y h se d h
Y h
outros casos
se h se h
Y h Y h
outros casos outros casos
∈
 + ≤

= ⇔

−∞
+ ≤ ≤ ≤ ≤ 
⇔ = ⇔ = 
−∞ −∞ 
∑
 
 
Agora visita-se o nodo 2 e, de forma semelhante, calcula-se (2,1, )PY h  para todo o              
h = 0,1,2,…,11: 
 
[ ]0,2
(1,1, - 4) 5,  
(2,1, )
,                          
43+5,    10 11 48,    10 11(2,1, )       (2,1, )
             
P j
j P
P
P P
Y h se d h
Y h
outros casos
se h se h
Y h Y h
outros casos outros casos
∈
 + ≤

= ⇔

−∞
≤ ≤ ≤ ≤ 
⇔ = ⇔ = 
−∞ −∞ 
∑
 
 
Como o nodo 2 é um nodo folha, revisita-se o seu antecessor, o nodo 1, e calcula-se 
(1,2, )PY h , usando o 3º passo do procedimento recursivo, para todo o h = 0,1,2,…,11: 
 
{ }
48,     10 11
(1,2, ) (1,1, ), (2,1, ) 43,      6 10
,     
P P P
se h
Y h max Y h Y h se h
outros casos
≤ ≤

= = ≤ <

−∞
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Como o nodo 1 tem um nodo sucessor que ainda não foi visitado, o nodo 3, vai-se visitá-lo 
e calcular (3,1, )PY h , usando o 2º passo do procedimento recursivo, para todo o                   
h = 0,1,2,…,11: 
 
[ ]0,3
(1,1, -3) 14,  
(3,1, )
,                             
43+14,    9 11 57,    9 11(3,1, )       (3,1, )
             
P j
j P
P
P P
Y h se d h
Y h
outros casos
se h se h
Y h Y h
outros casos outros casos
∈
 + ≤

= ⇔

−∞
≤ ≤ ≤ ≤ 
⇔ = ⇔ = 
−∞ −∞ 
∑
 
 
Como o nodo 3 é um nodo folha, revisita-se o seu antecessor, o nodo 1, e calcula-se, 
(1,3, )PY h  usando o 3º passo do procedimento recursivo, para todo o h = 0,1,2,…,11: 
 
{ }
57,     9 11
(1,3, ) (1,2, ), (3,1, ) 43,      6 9
,     
P P P
se h
Y h max Y h Y h se h
outros casos
≤ ≤

= = ≤ <

−∞
 
 
Agora o nodo 1 já não tem sucessores que não tenham sido visitados, então revisita-se o 
nodo 0 e calcula-se (0,2, )PY h , usando o 3º passo do procedimento recursivo, para todo o  
h = 0,1,2,…,11: 
{ }
57,     9 11
43,      6 9(0,2, ) (0,1, ), (1,3, )
30,      2 6
,     
P P P
se h
se h
Y h max Y h Y h
se h
outros casos
≤ ≤
 ≤ <
= =  ≤ <

−∞
 
 
Como o nodo 0 ainda tem um nodo sucessor que ainda não foi visitado, o nodo 4, vai-se 
visitá-lo e calcular (4,1, )PY h , usando o 2º passo do procedimento recursivo, para todo o    
h = 0,1,2,…,11: 
 
_________________________________________________________________________ 
 
 32 
2008 Capítulo 6 – Métodos de Resolução 
[ ]0,4
(0, 2, - 2) 7,  
(4,1, )
,                        
57 7,          11 64,    
43 7,    8 11(4,1, )       (4,1, )
30 7,     4 8
        
P j
j P
P
P P
Y h se d h
Y h
outros casos
se h se
se h
Y h Y h
se h
outros casos
∈
 + ≤

= ⇔

−∞
+ =
 + ≤ <
⇔ = ⇔ =
+ ≤ <

−∞
∑
      11
50,    8 11
37,      4 8
    
h
se h
se h
outros casos
=
 ≤ <
 ≤ <

−∞
 
 
Como o nodo 4 é um nodo folha, revisita-se o seu antecessor, o nodo 0, e calcula-se 
(0,3, )PY h , usando o 3º passo do procedimento recursivo, para todo o h = 0,1,2,…,11: 
 
{ }
64,            11
57,      9 11
50,              8
(0,3, ) (0,2, ), (4,1, ) 43,        6 8
37,        4 6
30,        2 4
,     
P P P
se h
se h
se h
Y h max Y h Y h se h
se h
se h
outros casos
=
 ≤ <
 =

= = ≤ <
 ≤ <

≤ <

−∞
 
 
Como o nodo raiz foi revisitado a partir do seu último sucessor, finalmente encontrou-se o 
valor óptimo: { }0(0, 1, ),0 (0,3,11) 64P Pmax Y n H Y+ = = . 
 
A figura 9 mostra a solução óptima para este exemplo, obtida fazendo o percurso para trás: 
 
 
 
 
 
 
 
Figura 9 – Solução óptima para o exemplo 
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6.3.1.2. A Depth-First Dynamic Programming Capacities (DFSC) 
 
 
D. S. Johnson e K. A. Niemi (1983) propõem uma técnica de programação dinâmica para a 
resolução do TKP, que designaram por “Left-to-Right Dynamic Programming”, onde as 
equações recursivas se baseiam na minimização da capacidade do saco utilizada, 
proporcionando um lucro de pelo menos q. Com base nesta técnica irei expor um algoritmo 
que se baseia nas técnicas de programação dinâmica de pesquisa em profundidade, 
começando na raiz, nodo 0 e que designarei por “Depth-First Dynamic Programming 
Capacities” (DFSC). 
A diferença entre esta técnica e a anterior descrita em 6.3.1.1. é que nesta técnica as 
equações recursivas são baseadas na minimização da capacidade para um dado lucro e, na 
anterior, as equações recursivas eram baseadas na maximização do lucro obtido enquanto a 
soma das necessidades não exceder a capacidade do saco-mochila. 
 
Para uma dada árvore T=(V,E) não orientada com raiz no nodo 0, etiquetam-se os nodos de 
T por ordem de pesquisa em profundidade da esquerda para a direita. Escolha-se Q de 
forma a que este seja um limite superior para o lucro. 
Para um dado lucro 0 q Q≤ ≤  e para um dado nodo v V∈ , define-se peso ( , , )CY v i q  como 
sendo o peso mínimo da sub-árvore contida no percurso até à i-ésima visita do nodo v que 
proporciona um lucro de pelo menos q, isto é, 
 
, 1 , 1
, 1
0 0
( , , ) | , 0 , 1
v i v i
j
s s
C k k p j v i k k v
k k
Y v i q min d x x x j s q c x x
− −
−
= =
  
= ≥ < ≤ ≤ ∧ = 
  
∑ ∑ . 
 
Então, o ( ){ }0: 0 0, 1,Cmax q q Q Y n q≤ ≤ ∧ + < +∞  é o valor óptimo do TKP. Assim, 
pretende-se encontrar uma sub-árvore T’=(V’,E’) de tal forma que os lucros em T’ sejam 
pelo menos q e o somatório das necessidades de T’ é mínimo. Para determinar 
( )00, 1,CY n q+ , utiliza-se a abordagem de pesquisa em profundidade da esquerda para a 
direita recorrendo ao seguinte procedimento recursivo: 
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Algoritmo 3 
 
1. Inicialização (v=0 e i=1) 
 
 Começa-se na raiz, o nodo 0 e calcula-se (0,1, )CY q , para todo o q = 0,1,2,…,Q: 
0 0,          (0,1, )
,   
C
d se q c
Y q
outros casos
≤
= 
+∞
    (6.4) 
 
2. Avança-se para visitar pela primeira vez o nodo v (v>0 e i=1) 
 
Sempre que se visita um nodo novo v pela primeira vez e por ordem de pesquisa em 
profundidade da esquerda para a direita, calcula-se ( ,1, )CY v q , para todo o q = 0,1,2,…,Q: 
 
( , , ) ,      ( , , )  ( ,1, )
,                                              
v vC v p v C v p v
C
Y p j r d se Y p j r d H
Y v q
outros casos
+ + ≤
= 
+∞
  (6.5) 
 
onde { }0, vr max q c= − . 
 
3. Recua-se para revisitar nodos (v ≥ 0 e i>1) 
 
Se o nodo visitado v for um nodo folha ou for um nodo tal que todos os seus sucessores já 
foram visitados, revisita-se 
vp  e calcula-se o valor de ( , , )CY v i q , para todo o                      
q = 0,1,2,…,Q: 
 
{ }( , , ) ( , 1, ), ( , 1, )C C C wY v i q min Y v i q Y w n q= − +    (6.6) 
 
onde w é  o (i-1)-ésimo sucessor de v. 
 
Se ainda existirem nodos sucessores de vp  não visitados, então avança-se visitando o 
primeiro sucessor de vp  não visitado. 
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4. Determinação do valor óptimo 
 
O procedimento termina quando o nodo raiz for revisitado a partir do seu último sucessor, 
e finalmente encontra-se o valor óptimo: ( ){ }0: 0 0, 1,Cmax q q Q Y n q≤ ≤ ∧ + < +∞ .  
 
 
Teorema 6.2: O Algoritmo 3 tem complexidade O(nC*) onde n é o número de nodos e C* 
é o valor óptimo da função objectivo. 
 
Prova: 
Conforme se provou no teorema 6.1, seria fácil concluir que a complexidade do   
Algoritmo 3 é O(nQ) onde n é o número de nodos e Q é um limite superior para o lucro. 
Mas tal como é explicado por Johnson e Niemi (1983) é possível provar-se que  a 
complexidade do Algoritmo 3 é O(nC*) onde C* é o valor óptimo da função objectivo.  
Note-se que o algoritmo funciona com Q independentemente de Q ser um limite superior 
ou inferior para o valor óptimo. 
Seja L um limite inferior para o lucro tal que { }jj VL Q max c∈= = .  
O Algoritmo 3 executa-se iterativamente fazendo em cada iteração Q = 2Q até *Q C> . 
Logo na última iteração tem-se 2 *Q C< . 
 
 O Algoritmo 3 pára com 2 *Q C<  porque o anterior 
ainda é *Q C<  
     1ª iteração: O(nL) 
     2ª iteração: O(n2L) 
     3ª iteração: O(n4L) 
     ……………….. 
     k-ésima iteração: O(n2k-1L) 
            Figura 10  
 
L Q1 
Q2 
Q3 
C* 
Q4 
2 *Q C<  
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Como se pode ver através da figura 10 e da sua explicação lateral, atendendo a que em 
cada iteração não é necessário executar novamente os cálculos das iterações anteriores, 
então no global irão ser realizadas O(nQ) com 2 *Q C< . Logo tem-se O(nC*) operações e 
a complexidade do Algoritmo 3 é,  então, O(nC*). 
□ 
 
6.3.1.2.1. Exemplo 
 
Considere a árvore da figura 8 com Q = 69 e H = 11: 
 
 
 
 
 
 
Figura 8 - Exemplo 
 
Neste exemplo, os nodos foram etiquetados por ordem de pesquisa em profundidade da 
esquerda para a direita. Os números dentro dos quadrados indicam as necessidades e os 
que estão por cima destes indicam os lucros. 
 
O procedimento começa no nodo 0 e calcula-se (0,1, )CY q  para todo o q = 0,1,2,…,69: 
 
2,           30(0,1, )
,   
P
se q
Y q
outros casos
≤
= 
+∞
 
 
Em seguida, visita-se o nodo 1 e calcula-se (1,1, )CY q , usando o 2º passo do procedimento 
recursivo, para todo o q = 0,1,2,…,69. Seja { }1 0, 13r max q= − , então: 
 
(0,1, ) 4,     (0,1, ) 4 11(1,1, )
,                               
C C
C
Y r se Y r
Y q
outros casos
+ + ≤
= ⇔
+∞
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2 4         43 6             43(1,1, )       (1,1, )
,    ,    
C C
se q se q
Y q Y q
outros casos outros casos
+ ≤ ≤ 
⇔ = ⇔ = 
+∞ +∞ 
 
 
Agora visita-se o nodo 2 e, de forma semelhante, calcula-se (2,1, )CY q  para todo o              
q = 0,1,2,…,69. Seja { }2 0, 5r max q= − , então: 
 
(1,1, ) 4,   (1,1, ) 4 11 (2,1, )
,                              
6+4,      48  10,        48 (2,1, )       (2,1, )
        
C C
C
C C
Y r se Y r
Y q
outros casos
se q se q
Y q Y q
outros casos outros casos
+ + ≤
= ⇔
+∞
≤ ≤ 
⇔ = ⇔ = 
+∞ +∞ 
 
 
Como o nodo 2 é um nodo folha, revisita-se o seu antecessor, o nodo 1, e calcula-se 
(1,2, )CY q , usando o 3º passo do procedimento recursivo, para todo o q = 0,1,2,…,69: 
 
{ }
6,               43
(1,2, ) (1,1, ), (2,1, ) 10,     44 48
      
C C C
se q
Y q min Y q Y q se q
outros casos
≤

= = ≤ ≤
+∞
 
 
Como o nodo 1 tem um nodo sucessor que ainda não foi visitado, o nodo 3, vai-se visitá-lo 
e calcular (3,1, )CY q , usando o 2º passo do procedimento recursivo, para todo o                  
q = 0,1,2,…,69. Seja { }3 0, 14r max q= − , então: 
 
(1,1, ) 3,   (1,1, ) 3 11 (3,1, )
,                              
6+3,      57  9,         57 (3,1, )       (3,1, )
        
C C
C
C C
Y r se Y r
Y q
outros casos
se q se q
Y q Y q
outros casos outros casos
+ + ≤
= ⇔
+∞
≤ ≤ 
⇔ = ⇔ = 
+∞ +∞ 
 
 
Como o nodo 3 é um nodo folha, revisita-se o seu antecessor, o nodo 1, e calcula-se, 
(1,3, )CY q  usando o 3º passo do procedimento recursivo, para todo o q = 0,1,2,…,69: 
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{ }
6,              43
(1,3, ) (1,2, ), (3,1, ) 9,     44 57
      
C C C
se q
Y q min Y q Y q se q
outros casos
≤

= = ≤ ≤
+∞
 
 
Agora o nodo 1 já não tem sucessores que não tenham sido visitados, então revisita-se o 
nodo 0 e calcula-se (0,2, )CY q , usando o 3º passo do procedimento recursivo, para todo o  
q = 0,1,2,…,69: 
 
{ }
2,              30
6,      31 43(0,2, ) (0,1, ), (1,3, )
9,      44 57
,     
C C C
se q
se q
Y q min Y q Y q
se q
outros casos
≤
 ≤ ≤
= =  ≤ ≤
+∞
 
 
Como o nodo 0 ainda tem um nodo sucessor que ainda não foi visitado, o nodo 4, vai-se 
visitá-lo e calcular (4,1, )CY q , usando o 2º passo do procedimento recursivo, para todo o    
q = 0,1,2,…,69. Seja { }4 0, 7r max q= − , então: 
 
(0,2, ) 2,    (0,2, ) 2 11 (4,1, )
,                                 
2 2,              37
6 2,      38 50(4,1, )       (4,
9 2,      51 64
,     
C C
C
C C
Y r se Y r
Y q
outros casos
se q
se q
Y q Y
se q
outros casos
+ + ≤
= ⇔
+∞
+ ≤
 + ≤ ≤
⇔ = ⇔
+ ≤ ≤
 +∞
4,              37
8,      38 50
1, )
11,      51 64
,     
se q
se q
q
se q
outros casos
≤
 ≤ ≤
=  ≤ ≤
+∞
 
 
Como o nodo 4 é um nodo folha, revisita-se o seu antecessor, o nodo 0, e calcula-se 
(0,3, )CY q , usando o 3º passo do procedimento recursivo, para todo o q = 0,1,2,…,69: 
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{ }
2,              30
4,      s  31 37
6,      38 43
(0,3, ) (0,2, ), (4,1, ) 8,      44 50
9,      51 57
11,     58 64
,     
C C C
se q
e q
se q
Y q min Y q Y q se q
se q
se q
outros casos
≤
 ≤ ≤
 ≤ ≤

= = ≤ ≤
 ≤ ≤

≤ ≤
+∞
 
 
Como o nodo raiz foi revisitado a partir do seu último sucessor, finalmente encontrou-se o 
valor óptimo: ( ){ }0: 0 0, 1, 64Cmax q q Q Y n q≤ ≤ ∧ + < +∞ = . 
 
Como a árvore considerada para este exemplo é a mesma que a considerada no exemplo 
anterior 6.3.1.1.1., a figura 9 também mostra a solução óptima para este exemplo. 
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6.3.2. A Bottom-Up Dynamic Programming 
 
 
Seja T=(V,E) uma árvore não orientada com raiz no nodo 0 e seja V={0,1,2,…,n} o 
conjunto dos nodos e E o conjunto das arestas. 
Etiquetem-se os nodos da árvore T por ordem de pesquisa em profundidade da esquerda 
para a direita, começando na raiz, nodo 0. 
 
A figura 11 mostra como funcionam as técnicas de programação dinâmica de pesquisa de 
baixo para cima (BU - “Bottom-Up-Search”), começando nos nodos folha. 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 11 - Procedimento recursivo de pesquisa de baixo para cima. 
 
 
No primeiro nível, representado na figura 11 a vermelho estão todos os nodos. O segundo 
nível está representado a verde, o terceiro a azul, o quarto a rosa, o quinto a amarelo e 
finalmente o sexto a preto.  
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6.3.2.1.  A Bottom-Up Dynamic Programming Profit (BUP) 
 
 
Esta técnica de programação dinâmica para a resolução do TKP é introduzida nesta tese 
por forma a uniformizar a apresentação das equações de programação dinâmica e baseia-se 
na técnica de programação dinâmica introduzida por D. S. Johnson e K. A. Niemi (1983) 
designada por “Bottom-Up Dynamic Programming”. 
A “Bottom-Up Dynamic Programming Profit” (BUP) é uma técnica de programação 
dinâmica para a resolução do TKP, onde as equações recursivas se baseiam na 
maximização do lucro obtido enquanto a soma das necessidades não exceder uma dada 
capacidade do saco-mochila H, e que, em seguida, passarei a expor. 
 
Para cada v V∈  e 0 vi n≤ ≤ , seja T[v,i]  a sub-árvore induzida por v, onde v é a raiz da 
sub-árvore e i é o número de sucessores imediatos de v incluídos nessa sub-árvore, 
segundo a ordem da esquerda para a direita (ver figura 11). 
 
 
 
 
 
 
 
 
Figura 12 - T[v,i] 
 
 
Para uma dada árvore T=(V,E) não orientada com raiz no nodo 0, etiquetam-se os nodos de 
T por ordem de pesquisa em profundidade da esquerda para a direita. 
Para uma dada capacidade h, para um dado nodo v V∈ e para i = 0,...nv, define-se valor 
( , , )PX v i h  como sendo o valor máximo do lucro da sub-árvore contida na sub-árvore 
T[v,i], isto é, 
( [ , ]) ( [ , ])
( , , ) | , ( [ , ]), 1
jP k k p j k k v
k V T v i k V T v i
X v i h max c x x x j V T v i d x h x
∈ ∈
 
= ≥ ∈ ≤ ∧ = 
 
∑ ∑ . 
0 
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Então, o { }0(0, , ),0Pmax X n H  é o valor óptimo do TKP. Assim, pretende-se encontrar 
uma sub-árvore T’=(V’,E’) de tal forma que as necessidades em T’ não excedam h, para 
cada h = 0,1,2,…,H e o somatório dos lucros de T’ é máximo. Para determinar 
0(0, , )PX n H , utiliza-se a abordagem de pesquisa de baixo para cima recorrendo ao 
seguinte procedimento recursivo: 
 
Algoritmo 4 
 
1. Inicialização (i=0) 
 
 Começa-se por calcular ( ,0, )PX v h , para todo o h = 0,1,2,…,H: 
 
,   ( ,0, )
,   
v v
P
c se d h H
X v h
outros casos
≤ ≤
= 
−∞
 
 
2. Analisam-se as sub-árvores induzidas de cada nodo v, para 1 ≤ i ≤ nv 
 
Para cada v V∈ , calcula-se o valor de ( , , )PX v i h , para todo o h = 0,1,2,…,H: 
 
{ }( , , ) ( , 1, ), ( , , ') ( , 1, ') : 0 'P P P w PX v i h max X v i h X w n h X v i h h h h= − + − − ≤ ≤  
 
onde w é o i-ésimo sucessor imediato de v. 
 
3. Determinação do valor óptimo 
 
O valor óptimo é dado por: { }0(0, , ),0Pmax X n H . 
 
O Algoritmo 4 tem complexidade O(nH2) onde n é o número de nodos e H a capacidade do 
Saco-Mochila (a prova é análoga à realizada por D. S. Johnson e K. A. Niemi, 1979 para o 
modelo BUC). 
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6.3.2.1.1. Exemplo 
 
 
Considere a árvore da figura 8 com H = 11: 
 
 
 
 
 
 
Figura 8 - Exemplo 
 
Neste exemplo, os nodos foram etiquetados por ordem de pesquisa em profundidade da 
esquerda para a direita. Os números dentro dos quadrados indicam as necessidades e os 
que estão por cima destes indicam os lucros. 
 
O procedimento começa e calcula-se o valor de ( ,0, )PX v h , para todo o h = 0,1,2,…,H: 
 
30,       2 11(0,0, )
,       
P
se h
X h
outros casos
≤ ≤
= 
−∞
   
14,       3 11(3,0, )
,       
P
se h
X h
outros casos
≤ ≤
= 
−∞
 
13,       4 11(1,0, )
,       
P
se h
X h
outros casos
≤ ≤
= 
−∞
   
7,       2 11(4,0, )
,       
P
se h
X h
outros casos
≤ ≤
= 
−∞
 
5,       4 11(2,0, )
,       
P
se h
X h
outros casos
≤ ≤
= 
−∞
 
 
Em seguida, vão-se analisando as sub-árvores induzidas de cada nodo v, para 1 ≤ i ≤ nv. 
 
• T[1,1] 
Para todo 0 ≤ h ≤ h’: 
5+13,       8 11 18,       8 11(2,0, ') (1,0, ')   
,       ,       
P P
se h se h
X h X h h
outros casos outros casos
≤ ≤ ≤ ≤ 
+ − = = 
−∞ −∞ 
 
 
0 
1 
2 3 
4 
2 
2 
3 
4
4 
4
4 
30 
7 
14 
13 
5 
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Logo,  
{ }(1,1, ) (1,0, ), (2,0, ') (1,0, ') : 0 '
13       4 8
               18      8 11
      
P P P PX h max X h X h X h h h h
se h
se h
outros casos
= + − ≤ ≤
≤ <

= ≤ ≤

−∞
 
 
• T[1,2] 
Para todo 0 ≤ h ≤ h’: 
13+14,       7 11 27,           7 11
(3,0, ') (1,1, ') 18+14,             11  32,                11
,           ,           
P P
se h se h
X h X h h se h se h
outros casos outros casos
≤ < ≤ < 
 
+ − = = = = 
 
−∞ −∞ 
 
 
Logo,  
{ }(1,2, ) (1,1, ), (3,0, ') (1,1, ') : 0 '
13       4 7
27       7 11
                
32             11
      
P P P PX h max X h X h X h h h h
se h
se h
se h
outros casos
= + − ≤ ≤
≤ <
 ≤ <
= 
=

−∞
 
 
• T[0,1] 
Para todo 0 ≤ h ≤ h’: 
13+30,         6 9 43,             6 9
(1,2, ') (0,0, ') 27+30,        9 11  57,           9 11
,           ,           
P P
se h se h
X h X h h se h se h
outros casos outros casos
≤ < ≤ < 
 
+ − = ≤ ≤ = ≤ ≤ 
 
−∞ −∞ 
 
 
Logo,  
{ }(0,1, ) (0,0, ), (1,2, ') (0,0, ') : 0 '
30       2 6
43       6 9
                
57      9 11
      
P P P PX h max X h X h X h h h h
se h
se h
se h
outros casos
= + − ≤ ≤
≤ <
 ≤ <
=  ≤ ≤

−∞
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• T[0,2] 
Para todo 0 ≤ h ≤ h’: 
30+7,         4 8 37,            4 8
43+7,        8 11 50,           8 11(4,0, ') (0,1, ')   
57+7,             11 64,                11
,           ,     
P P
se h se h
se h se h
X h X h h
se h se h
outros casos
≤ < ≤ <
 ≤ < ≤ <
+ − = =
= =

−∞ −∞       outros casos






 
 
Logo,  
{ }(0,2, ) (0,1, ), (4,0, ') (0,1, ') : 0 '
30        2 4
37        4 6
43         6 8
                 50               8
57       9 10
64             11
      
P P P PX h max X h X h X h h h h
se h
se h
se h
se h
se h
se h
outros cas
= + − ≤ ≤
≤ <
≤ <
≤ <
= =
≤ ≤
=
−∞ os











 
 
Finalmente determina-se o valor óptimo: { }0(0, , ),0Pmax X n H . 
 
{ }(0, 2,11),0 64Pmax X =  
 
Como a árvore considerada para este exemplo é a mesma que a considerada no exemplo 
anterior 6.3.1.1.1., a figura 9 também mostra a solução óptima para este exemplo. 
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6.3.2.2.  A Bottom-Up Dynamic Programming Capacities (BUC) 
 
 
D. S. Johnson e K. A. Niemi (1983) propõem uma técnica de programação dinâmica para a 
resolução do TKP, que designaram por “Bottom-Up Dynamic Programming”, onde as 
equações recursivas se baseiam na minimização da capacidade do saco utilizada, 
proporcionando um lucro de pelo menos q. Assim, irei designá-la por “Bottom-Up 
Dynamic Programming Capacities” (BUC) e, em seguida, passarei a expô-la: 
 
Para uma dada árvore T=(V,E) não orientada com raiz no nodo 0, etiquetam-se os nodos de 
T por ordem de pesquisa em profundidade da esquerda para a direita. Escolha-se Q de 
forma a que este seja um limite superior para o lucro. 
Para um dado lucro 0 q Q≤ ≤ , para um dado nodo v V∈ e para i = 0,...nv, define-se peso 
( , , )CX v i q  como sendo o peso mínimo da sub-árvore contida na sub-árvore T[v,i] com 
lucro de pelo menos q, isto é, 
( [ , ]) ( [ , ])
( , , ) | , ( [ , ]),    1
jC k k p j k k v
k V T v i k V T v i
X v i q min d x x x k V T v i q c x x
∈ ∈
 
= ≥ ∈ ≤ ∧ = 
 
∑ ∑ . 
 
Então, o ( ){ }0: 0 0, ,Cmax q q Q X n q≤ ≤ ∧ < +∞  é o valor óptimo do TKP. Assim, 
pretende-se encontrar uma sub-árvore T’=(V’,E’) de tal forma que os lucros em T’ sejam 
pelo menos q e o somatório das necessidades de T’ é mínimo. Para determinar 
( )00, ,CX n q , utiliza-se a abordagem de pesquisa em profundidade de baixo para cima 
recorrendo ao seguinte procedimento recursivo: 
 
Algoritmo 5 
 
1. Inicialização ( i=0) 
 
 Começa-se por calcular ( ,0, )CX v q , para todo o q = 0,1,2,…,Q: 
,          ( ,0, )
,   
v v
C
d se q c
X v q
outros casos
≤
= 
+∞
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2. Analisam-se as sub-árvores induzidas de cada nodo v, para 1 ≤ i ≤ nv 
 
Para cada v V∈ , calcula-se o valor de ( , , )CX v i q , para todo o q = 0,1,2,…,Q: 
 
{ }( , , ) ( , 1, ), ( , , ') ( , 1, ') :0 '       C C C w CX v i q min X v i q X w n q X v i q q q q e a soma não excede H= − + − − ≤ ≤
 
onde w é o i-ésimo sucessor imediato de v. 
 
3. Determinação do valor óptimo 
 
O valor óptimo é dado por: ( ){ }0: 0 0, ,Cmax q q Q X n q≤ ≤ ∧ < +∞  
 
 
O Algoritmo 5 tem complexidade O(n(C*)2) onde n é o número de nodos e C* é o valor 
óptimo da função objectivo (ver D. S. Johnson e K. A. Niemi, 1979). 
 
 
6.3.2.2.1. Exemplo 
 
 
Considere a árvore da figura 8 com Q = 69 e H = 11: 
 
 
 
 
 
 
 
Figura 8 - Exemplo 
 
 
0 
1 
2 3 
4 
2 
2 
3 
4
4 
4
4 
30 
7 
14 
13 
5 
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Neste exemplo, os nodos foram etiquetados por ordem de pesquisa em profundidade da 
esquerda para a direita. Os números dentro dos quadrados indicam as necessidades e os 
que estão por cima destes indicam os lucros. 
 
O procedimento começa e calcula-se o valor de ( ,0, )CX v q , para todo o q = 0,1,2,…,Q: 
 
2,             30(0,0, )
,       
C
se q
X q
outros casos
≤
= 
+∞
   
3,            14(3,0, )
,       
C
se q
X q
outros casos
≤
= 
+∞
 
4,            13(1,0, )
,       
C
se q
X q
outros casos
≤
= 
+∞
   
2,              7(4,0, )
,       
C
se q
X q
outros casos
≤
= 
+∞
 
4,              5(2,0, )
,       
C
se q
X q
outros casos
≤
= 
+∞
 
 
Em seguida, vão-se analisando as sub-árvores induzidas de cada nodo v, para 1 ≤ i ≤ nv. 
 
• T[1,1] 
Para todo 0 ≤ q ≤ q’: 
4+4,       13 18 8,          13 18(2,0, ') (1,0, ')   
,         ,         
C C
se q se q
X q X q q
outros casos outros casos
< ≤ < ≤ 
+ − = = 
+∞ +∞ 
 
 
Logo,  
{ }(1,1, ) (1,0, ), (2,0, ') (1,0, ') :0 '       
4              13
               8      13 18
      
C C C CX q min X q X q X q q q q e a soma não excede H
se q
se q
outros casos
= + − ≤ ≤
≤

= < ≤
+∞
 
 
• T[1,2] 
Para todo 0 ≤ q ≤ q’: 
4+3,       13 27 7,           13 27
(3,0, ') (1,1, ') 8+3,       27 32   11,         27 32
,           ,           
C C
se q se q
X q X q q se q se q
outros casos outros casos
< ≤ < ≤ 
 
+ − = < ≤ = < ≤ 
 +∞ +∞ 
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Logo,  
{ }(1,2, ) (1,1, ), (3,0, ') (1,1, ') :0 '       
4                      13
7              13 27
                
11             27 32
              
C C C CX q min X q X q X q q q q e a soma não excede H
se q
se h
se h
outros casos
= + − ≤ ≤
≤
 < ≤
= 
< ≤
+∞


 
 
• T[0,1] 
Para todo 0 ≤ q ≤ q’: 
4+2                      43 6                      43
7+2              43 57 9              43 57(1,2, ') (0,0, ')   
11+2             57 62 13 
              
C C
se q se q
se h se h
X q X q q
se h
outros casos
≤ ≤
 < ≤ < ≤
+ − = =
< ≤
 +∞
            57 62
              
se h
outros casos




< ≤
+∞
 
 
Logo,  
{ }(0,1, ) (0,0, ), (1,2, ') (0,0, ') :0 '       
2                     30
6              30 43
                
9              43 57
              
C C C PX q min X q X q X q q q q e a soma não excede H
se q
se q
se h
outros casos
= + − ≤ ≤
≤
 ≤ ≤
= 
< ≤
+∞


 
 
• T[0,2] 
Para todo 0 ≤ q ≤ q’: 
2 2                     37 4                      37
6 2              37 50 8              37 50(4,0, ') (0,1, ')   
9 2              50 64 11  
              
C C
se q se q
se q se q
X q X q q
se h
outros casos
+ ≤ ≤
 + ≤ ≤ ≤ ≤
+ − = =
+ < ≤
 +∞
            50 64
              
se h
outros casos




< ≤
+∞
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Logo,  
{ }(0,2, ) (0,1, ), (4,0, ') (0,1, ') :0 '       
2                     30
4             30 37
6              37 43
                 8              43 50
9       
C C C CX q min X q X q X q q q q e a soma não excede H
se q
se q
se q
se q
= + − ≤ ≤
≤
< ≤
< ≤
= < ≤
      50 57
11             57 64
             
se q
se q
outros casos






 < ≤

< ≤
+∞
 
 
Finalmente determina-se o valor óptimo: { }0: 0 (0, , ) 64Cmax q q Q X n q≤ ≤ ∧ < +∞ = . 
 
Como a árvore considerada para este exemplo é a mesma que a considerada no exemplo 
anterior 6.3.1.1.1., a figura 9 também mostra a solução óptima para este exemplo. 
 
6.3.3.  Resumo dos Algoritmos de Programação Dinâmica  
 
Ao algoritmos descritos nas subsecções anteriores permitem resolver o TKP, mas têm 
ordens de complexidade diferentes, como se pode ver na seguinte tabela comparativa: 
 
ALGORITMO COMPLEXIDADE 
DFSP 
(Cho e Shaw, 1997) 
O(nH) 
onde n é o número de nodos e H a capacidade do Saco-Mochila 
DFSC 
(Johnson e Niemi, 1983) 
O(nC*) 
onde n é o número de nodos e C* é o valor óptimo da função objectivo 
BUP 
O(nH2) 
onde n é o número de nodos e H a capacidade do Saco-Mochila 
BUC 
(Johnson e Niemi, 1983) 
O(n(C*)2) 
onde n é o número de nodos e C* é o valor óptimo da função objectivo 
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7.  Reformulações 
 
 
 Este capítulo é dedicado à reformulação do problema em estudo nesta dissertação, o 
Problema do Saco-Mochila com Estrutura de Árvore, TKP, como Problema do Caminho 
Mais Curto (SPP - “Shortest Path Problem”). 
 
A ideia de reformular problemas de optimização combinatória como um Problema do 
Caminho Mais Curto num grafo expandido é muito conhecida. Em particular, a aplicação 
do Caminho Mais Curto ao Problema do Saco-mochila foi feita por Fulkerson em 1966  
(cf. Fulkerson, 1966). 
O Problema do Caminho Mais Curto constitui um dos problemas mais estudados em 
optimização combinatória. A sua complexidade computacional é polinomial se não 
existirem circuitos de peso negativo e é possível encontrar na literatura diversos 
algoritmos, e diferentes implementações desses algoritmos, que o permitem resolver 
eficientemente. 
Apesar do Problema do Caminho Mais Curto pertencer a P , a transformação do Problema 
do Saco-Mochila com Estrutura em Árvore no Problema do Caminho Mais Curto não é 
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polinomial. Envolve a construção de um grafo com um número exponencial de nodos, 
mais concretamente, o número de nodos depende dos parâmetros do modelo. 
A partir da formulação do TKP em Programação Linear Inteira, e com o intuito do estudo 
de formulações e métodos de resolução de programação dinâmica mais eficientes para o 
problema, apresentam-se neste capítulo reformulações do TKP que permitem determinar o 
lucro máximo da inclusão de objectos (nodos) no saco-mochila através da determinação do 
caminho de lucro máximo, isto é, o caminho mais longo da rede. O problema do caminho 
mais longo e o problema do caminho mais curto estão inter-relacionados. Pode-se 
transformar um problema de caminho mais longo num problema de caminho mais curto 
definindo, para cada arco, o custo igual a um lucro negativo. Assim, é possível resolvê-lo 
através de algoritmos para o problema do caminho mais curto de forma eficiente, desde 
que o grafo não contenha ciclos de comprimento negativo. Como a passagem de um para o 
outro é trivial, sempre que se falar de deste tipo de reformulação dir-se-á que é a do 
caminho mais curto. 
Através da reformulação do TKP como o Problema do Caminho Mais Curto com 
Restrições de Capacidade (SPCP - “Capacity Shortest Path Constrained Problem”), ir-se-
-á compreender melhor as formulações estendidas do TKP como um SPP (ver 
Zielgelmann, 2001). Assim, numa primeira fase, reformula-se, através de duas formulações 
diferentes, o TKP como um como Problema do Caminho Mais Curto com Restrições de 
Capacidade e, em seguida apresentam-se então as reformulações do TKP como um SPP. 
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7.1. Reformulação do TKP como um Problema do Caminho 
Mais Curto com Restrições de Capacidade 
 
Nesta secção apresentam-se duas reformulações do TKP como um Problema do Caminho 
Mais Curto com Restrições de Capacidade. 
 
Um dos objectivos destas reformulações é mostrar que o TKP é um caso particular do 
Problema do Caminho Mais Curto com Restrições de Capacidade (SPCP) e por isso todas 
as técnicas do SPCP podem ser utilizadas neste problema. Note-se que o SPCP é um 
problema muito estudado na literatura. 
 
Outro objectivo é tornar mais simples a elaboração das formulações estendidas da secção 
seguinte. Deste modo, essas formulações resultam da natural expansão dos grafos que 
vamos obter nestas reformulações. 
 
Em termos teóricos, será provado que o valor óptimo destas formulações coincide. 
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7.1.1. Reformulação SP1 
 
A primeira reformulação, à qual chamei SP1, é feita com base na técnica de programação 
dinâmica de pesquisa em profundidade começando na raiz, nodo 0, como mostra a figura 
7: 
 
 
 
 
 
 
 
 
 
Figura 7 – Procedimento recursivo de pesquisa em profundidade. 
 
 
Constrói-se, então um grafo ( )1 1 1,G N A=  cujos nodos serão estes pares ordenados, isto é, 
todos os (i, j) onde i representa o nodo visitado e j a j-ésima visita do nodo i e os arcos 
serão as possíveis transições entre estes nodos, pelo que poderão ser de três tipos consoante 
o movimento de transição que representarão (ver figura 8): 
 
• 1º Tipo: movimento para a frente (por exemplo, (0,1) (1,1)→ ) ao qual será associada a 
variável ( , )i jx  e que se representará no grafo a cor verde; 
 
• 2º Tipo: movimento para trás (por exemplo, (2,1) (1,2)→ ) ao qual será associada a 
variável ( , )i jr  e que se representará no grafo a cor vermelha; 
 
• 3º Tipo: movimento de salto, isto é, quando se ficar no mesmo nodo sem se incluir o 
arco que o liga a um dos seus sucessores (por exemplo, (0,1) (0, 2)→ ) ao qual será 
associada a variável ( , )i jy  e que se representará no grafo a cor azul. 
 
 
 
0 
1 
2 3 
4  
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7.1.1.1. Exemplo 
 
 
Considere a árvore da figura 8 com H = 11, como no exemplo 6.3.1.1.1. (ver página 29). 
Construa-se, então, o grafo 1G  com base nesta árvore. A verde está representada a variável 
( , )i jx , a azul está representada a variável ( , )i jy , a vermelho está representada a variável 
( , )i jr . 
 
 
(0,1) 
 
 
(1,1) 
 
 
(2,1) 
 
 
(1,2) 
 
 
(3,1) 
 
 
(1,3) 
 
 
(0,2) 
 
 
(4,1) 
 
 
(0,3) 
 
  
 
Figura 13  - Representação do grafo G1 associado à arvore da figura 8 
 
 
Formalize-se então esta reformulação. Seja ( )1 1 1,G N A=  um grafo, onde 1N  é o conjunto 
dos nodos. A cada nodo corresponde uma etapa do algoritmo de programação dinâmica e 
1A  é o conjunto dos arcos que fazem a transição entre etapas. Cada etapa é definida pelo 
par ( , )i j , onde i representa o nodo da árvore T visitado, j representa a  j-ésima visita do 
nodo i (ver página 26). 
 
A cada arco associa-se uma variável binária que indica se o arco está ou não na sub-árvore 
seleccionada. Sejam: 
 
( , )i jx →  associada ao arco ( , )i j → ,( ,1)i js , para cada nodo ( , )i j  em 1N  com lucro ic ; 
( , )i jr →associada ao arco 
, 1, 1
( , )
i ji j ss n ++ → ( , )i j , para cada nodo ( , )i j  em 1N  com lucro zero; 
 ( , )i jy →  associada ao arco ( , )i j → ( , 1)i j + , para cada nodo ( , )i j  em 1N  com lucro zero. 
 
 
 
c0 = 30 
c = 0 
c = 0 c1 = 13 c2 = 5 c3 = 14 c4 = 7 c = 0 c = 0 c = 0 
c = 0 c = 0 
c = 0 
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O TKP pode ser formulado da seguinte forma: 
 
{ } { }
( ) ( )
( ) ( ) ( ) { }
( )
0 0
( , )
\ , 1,...,
(0,1) (0,1)
0, 1 0,
( , ), , 1 ,
( , ) ( ,1) ,1
   
. . :    1 
          1 
                     0,..., ,   1
                               
i
i pi
i i j
i V n j n
n n
i j ii j i j i j
p j i i
max c x
s a x y
r y
r y x y i n j n
x x y i
∈ ∈
+
−
+ =
+ =
+ = + ∀ ∈ ∀ < ≤
= + ∀ ∈
∑
{ }
( ) ( ) { }
( ) { }
{ } { } ,
( , 1), 1 ,
( , 1)
,
( , )
\ , 1,...,
( , )
1,..., ,  0 
                          1,..., ,  0
                                    1,..., ,  0
  
        0
i pi i i
i pii pi
i j
i
i
p j ii n i n
p j ip j
s i j
i V n j n
i j
n n
r y r i n n
x r i n n
d x H
x
++
+
∈ ∈
>
+ = ∀ ∈ >
= ∀ ∈ =
≤
∈
∑
{ } 1,1                                    ( , )i j A∀ ∈
 
 
As restrições (7.1) a (7.6) e (7.8) são restrições do Problema do Caminho Mais Curto e a 
restrição (7.7) é a restrição de capacidade. 
As restrições (7.1) asseguram do primeiro nodo sai apenas um arco [ver no exemplo 
7.1.1.1.: o nodo (0,1)]. 
As restrições (7.2) asseguram ao último nodo chega apenas um arco [ver no exemplo 
7.1.1.1.: o nodo (0,3)]. 
As restrições (7.3) asseguram a conservação do fluxo em cada nodo ( , )i j , com 1 ij n< ≤ . 
Observe-se que quando 1j > , o nodo i em T é visitado através de um movimento para trás 
e quando ij n≤ , existem sucessores do nodo i que ainda não foram visitados [ver no 
exemplo 7.1.1.1.: os nodos (1,2) e (0,2)]. 
As restrições (7.4) asseguram a conservação do fluxo em cada nodo ( , )i j , com 1j = . 
Note-se que quando 1j =  o nodo i em T é visitado pela primeira vez através de um 
movimento para a frente [ver no exemplo 7.1.1.1.: o nodo (1,1)]. 
As restrições (7.5) asseguram a conservação do fluxo em cada nodo ( , )i j , com 1ij n= +  , 
isto é, quando não existem sucessores do nodo i por visitar [ver no exemplo 7.1.1.1.: o 
nodo (1,3)]. 
(7.1) 
 (7.2) 
 (7.3) 
 (7.4) 
 (7.5) 
 (7.6) 
 
(7.7) 
 
(7.8) 
 
(SP1) 
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As restrições (7.6) asseguram a conservação do fluxo em cada nodo ( , )i j , com 
1 1ij n= = +  que se verifica quando 0in = , ou seja, quando o nodo i é nodo folha em T 
[ver no exemplo 7.1.1.1.: os nodos (2,1), (3,1) e (4,1)]. 
As restrições (7.7) asseguram que a capacidade do saco-mochila não é excedida. 
 
Teorema 7.1: O valor óptimo de SP1 e e o valor óptimo de TK coincidem. 
 
Prova: 
Pretende-se provar que a cada solução de SP1 corresponde uma solução de TK com o 
mesmo valor e vice-versa. 
Vejamos então como se relacionam os dois modelos. Em termos gráficos é fácil verificar 
que os arcos verdes que representam a variável ( , )i jx  em SP1 correspondem a arcos de uma 
árvore em TK. Então as variáveis dos dois modelos relacionam-se da seguinte forma: 
( , )ip i ix x= . 
Por construção do modelo SP1, dada uma árvore de TK, existe um caminho em SP1 que 
segue a sequência DFS dos nodos da árvore. 
A cada caminho de SP1 corresponde uma árvore em TK em que as arestas da árvore 
correspondem aos arcos a verde. Portanto, o nodo i está na árvore de TK ( 1ix = ) se o arco 
( , )ip i → ,( ,1)ip is estiver no caminho de SP1 ( ( , ) 1ip ix = ). 
Falta então provar que estes têm o mesmo valor. Como os únicos arcos em SP1 que têm 
custo diferente de zero são os verdes (representados por ( , )i jx ), o custo de um caminho em 
SP1 é o mesmo que o da correspondente árvore em TK. 
□ 
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7.1.2. Reformulação SP2 
 
Na segunda reformulação, à qual chamei SP2, o problema também é reformulado a partir 
do problema original, seguindo a técnica de programação dinâmica de pesquisa em 
profundidade, começando na raiz, nodo 0, mas introduzindo orientação nas arestas. Logo 
passamos a ter arcos e deixa de se poder fazer o movimento para trás. Assim para que se 
possam visitar todos os nodos foi necessário criar outros arcos e um destino artificial já que 
a raiz da árvore não poderá ser o destino.  
 
Constrói-se, então um grafo ( )2 2 2,G N A=  cujos nodos serão os nodos do grafo original, 
criar-se-á um nodo destino artificial D, e os arcos serão as possíveis transições entre estes 
nodos, pelo que poderão ser de três tipos (ver figura 14): 
 
• 1º Tipo: arco que existe se existir esse arco no grafo original (por exemplo, 0 1→ ), que 
se representará no grafo a cor verde; 
 
• 2º Tipo: arco i j→  que existe se existir em 2G , [0, ] [0, ]jP p P i⊆ (por exemplo, 
2 4→ ), que se representará no grafo a cor vermelha; 
Note-se que para que o nodo j possa ser incluído imediatamente a seguir ao nodo i é 
necessário que todos os nodos no único caminho da raiz para o nodo j já tenham sido 
incluídos na solução, ou seja, já estejam no caminho da raiz para i. 
 
• 3º Tipo: arco que liga cada nodo ao nodo destino e que significa que este é o último 
(segundo a ordenação DFS) nodo na solução (por exemplo, 3 D→ ), que se representará 
no grafo a cor amarela; 
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7.1.2.1. Exemplo 
 
Considere a árvore da figura 8 com H = 11, como no exemplo 6.3.1.1.1. (ver pagina 29). 
Construa-se, então, o grafo 2G  com base nesta árvore. Estão representados a verde os arcos 
i → j, para jj p> , de T, a vermelho os arcos i j→ , do 2º tipo, e a amarelo os arcos 
artificiais de cada nodo i para o destino D. 
 
 
 
 
 
 
 
 
 
Figura 14  - Representação do grafo G2 associado à arvore da figura 8. 
 
 
Repare-se que ao orientar as arestas da árvore de TK deixa de se poder fazer o movimento 
para trás e, então, para que se possam visitar todos os nodos é necessário criar os arcos que 
na figura 14 se encontram a vermelho e, assim cada nodo é visitado apenas uma vez. 
Também foi necessário criar os arcos que na figura 14 se encontram a amarelo, já que a 
raiz da árvore (o nodo 0) não poderá ser o destino. 
 
 
SP1 e SP2 podem ser relacionados quanto aos nodos e aos arcos da seguinte forma: 
• A cada nodo i de SP2 corresponde o nodo (i, j) de SP1 com j = 1; 
• O arco i j→  existe em SP2 se existe um caminho em SP1, de um nodo (i ,k) para (j, 1), 
k ∈ {1,...,ni} que usa apenas um arco verde. 
 
 
 
 
0 
1 
2 3 
4 D 
c4 = 7 
c = 0 
c0 = 30 
c1 = 13 
c2 = 5 c3 = 14 
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Formalize-se então esta reformulação. Seja ( )2 2 2,G N A=  um grafo, onde { }2N V D= ∪  é 
o conjunto dos nodos (D é o destino do problema do caminho mais curto, ao qual estão 
ligados todos os nodos de V. D tem lucro e peso 0, já que este destino foi criado 
artificialmente) e 2A  é o conjunto dos arcos.  
 
Etiquetem-se os nodos por ordem de pesquisa em profundidade da esquerda para a direita, 
começando na raiz, nodo 0.  
Assim, para cada nodo 2i N∈ , sejam: 
2 ( )iδ − →o conjunto dos antecessores de i em G2; 
2 ( )iδ + →o conjunto dos sucessores de i em G2. 
 
Então, o arco i → j, j diferente de D, existe se [0, ] [0, ]jP p P i⊆ . 
 
A cada arco associa-se uma variável binária que indica se o arco está ou não na solução 
óptima, cujo coeficiente na função objectivo é ic , para todo i = 0,…, n: 
 
 ( , ) 2
1,           
,   1,..., ,   ( )
0,                                        i j
se o arco de i para j está na solução
x j n i j
caso contrário
δ −= = ∈

. 
 
E a cada arco i →  D também se associa uma variável binária que indica se o arco está ou 
não na solução óptima, cujo coeficiente na função objectivo zero: 
 
1,           
 ,   1,...,
0,                                         i
se o arco de i para D está na solução
z i n
caso contrário

= =

. 
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O TKP pode ser formulado da seguinte forma: 
 
{ } 2
2
2
2 2
( , )
0,..., ( )
(0, ) 0
(0)
(0,1) (1, ) 1
(1)
( , ) ( , )
( ) ( )
   
. . :    1     
          =                               
                            1
 
i i j
i n j i
j
j
j
j
i j j t j
i j t j
max c x
s a x z
x x z
x x z j n
δ
δ
δ
δ δ
+
+
+
− +
∈ ∈
∈
∈
∈ ∈
+ =
+
= + ∀ < <
∑ ∑
∑
∑
∑ ∑
{ }
{ }
2
2
2
( , )
( )
( )
( , )
1,..., ( )
( , ) 2
                  
        1        
       
        0,1                                             ( , )
i n n
i n
i
i n
j i j
j n i j
i j
x z
z
d x H
x i j A
δ
δ
δ
−
−
−
∈
∈
∈ ∈
=
=
≤
∈ ∀ ∈
∑
∑
∑ ∑
 
 
 
As restrições (7.9) asseguram do primeiro nodo, o nodo 0, sai apenas um arco. 
As restrições (7.10) asseguram a conservação do fluxo no nodo 1. 
As restrições (7.11) asseguram a conservação do fluxo em cada nodo j , com 1 j n< < . 
As restrições (7.12) asseguram a conservação do fluxo no nodo n. 
As restrições (7.13) asseguram que ao último nodo, o nodo D, chega apenas um arco. 
As restrições (7.14) asseguram que a capacidade do saco-mochila não é excedida. 
 
 
Teorema 7.2: O valor óptimo de SP2 e e o valor óptimo de TK coincidem. 
 
Prova: 
Pretende-se provar que a cada solução de SP2 corresponde uma solução de TK com o 
mesmo valor e vice-versa. 
(7.9) 
 
(7.10) 
 
(7.11) 
 
(SP2) 
(7.12) 
 
(7.13) 
 
(7.14) 
 
(7.15) 
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Vejamos então como se relacionam os dois modelos. Em termos gráficos é fácil verificar 
que as variáveis dos dois modelos relacionam-se da seguinte forma: 
2
( , )
( )
i j j
i j
x x
δ −∈
=∑ . 
Por construção do modelo SP2, dada uma árvore de TK, existe um caminho em SP2 que 
segue a sequência DFS dos nodos da árvore. 
A cada caminho de SP2 corresponde uma árvore em TK em que as arestas da árvore 
correspondem a um arco i → j tal que [0, ] [0, ]jP p P i⊆ . Portanto, o nodo j está na árvore 
de TK ( 1jx = ) se existir um arco i → j tal que [0, ] [0, ]jP p P i⊆  em SP2 (
2
( , )
( )
1i j
i j
x
δ −∈
=∑ ). 
Falta então provar que estes têm o mesmo valor. Como os custos estão associados aos 
nodos e, em TK e SP2 eles são iguais, o custo de um caminho em SP2 é o mesmo que o da 
correspondente árvore em TK. 
□ 
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7.1.3. Complexidade 
 
Nesta secção vai-se analisar o número de nodos e de arcos de cada grafo associado a cada 
reformulação do TKP como um Problema de Caminho Mais Curto com Restrições de 
Capacidade descritas nas secções anteriores. Para isso começa-se por analisar os casos 
extremos de cada formulação no que concerne à topologia da árvore. 
  
Considere-se SP1 e vejamos o que acontece relativamente ao número de nodos quando se 
constrói o grafo G1, base desta reformulação. 
Note-se que em SP1 existem, para cada nodo i=0,1,..,n – 1 de TK, ( )1k +  nodos, onde k é 
o número de sucessores do nodo i. 
 
Num caso extremo, o nodo raiz em TK teria 1n −  sucessores, mas nesse caso nenhum dos 
outros nodos teria sucessores pelo que existiriam em SP1 (( 1) 1) 1n n− + + − =  
1 2 1n n n= + − = −  nodos. 
 
T1 
 
 
 
 
G1 
 
(0,1) 
 
 
(1,1) 
 
 
(0,2) 
 
 
(2,1) 
 
 
... 
 
 
(0,n-2) 
 
 
(n-2,1) 
 
 
(0,n-1) 
 
 
(n-1,1) 
 
 
(0,n) 
 
  
Figura 15  - Representação do grafo G1 associado à arvore T1 
 
 
 
No outro caso extremo, cada nodo i em TK teria apenas um sucessor e nesse caso, 
existiriam em SP1 (1 1) ( 1) 1 2 2 1 2 1n n n+ ⋅ − + = − + = −  nodos. 
 
 
0 
1 2 n-1 3  … 
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T2 
 
  
 
G1 
 
(0,1) 
 
 
(1,1) 
 
 
(2,1) 
 
 
... 
 
 
(n-2,1) 
 
 
(n-1,1) 
 
 
(n-2,2) 
 
 
... 
 
 
(2,2) 
 
 
(1,2) 
 
 
(0,2) 
 
 
Figura 16  - Representação do grafo G1 associado à arvore T2 
 
 
Na realidade, tal como foi verificado na prova do teorema 6.1 pode-se concluir que se em 
TK existem n nodos, em SP1 existem 2n – 1 nodos, pelo que a complexidade do grafo 
associado à formulação de SP1 no que diz respeito ao número de nodos é O(n) onde, n é o 
número de nodos do modelo original TK.  
 
Vejamos agora o que acontece relativamente ao número de arcos quando se constrói o 
grafo G1, base da reformulação SP1.  
Note-se que em SP1 existem três tipos de arcos consoante o movimento de transição que 
representam: um que traduz o movimento para a frente e que se representa no grafo a cor 
verde, outro que traduz o movimento para trás e que se representa no grafo a cor vermelha 
e o terceiro que traduz o movimento de salto, isto é, quando se ficar no mesmo nodo sem 
se incluir o arco que o liga a um dos seus sucessores e que se representa no grafo a cor 
azul. 
Os arcos que traduzem o movimento para a frente e para trás em SP1 são em igual número, 
1n − , pelo que se em TK houverem 1n −  arcos, a soma do número de arcos que traduz o 
movimento para a frente e para trás em SP1 é 2( 1)n − .  
Como em SP1 existe mais um tipo de movimento, o movimento de salto, existem mais k 
arcos associados a cada vértice i=0,1,…,n de TK, onde k é o número de sucessores do nodo 
i. 
 
0 1 2 n-1 3  … 
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No primeiro caso extremo (ver figura 15), o nodo raiz em TK teria 1n −  sucessores, mas 
nesse caso nenhum dos outros nodos teria sucessores pelo que existiriam em SP1 1n −  
arcos que traduziriam o movimento de salto, pelo que o número total de arcos seria 
2( 1) 1 3 3n n n− + − = − . 
 
No outro caso extremo (ver figura 16), cada nodo i em TK teria apenas um sucessor e 
nesse caso, existiriam em SP1 1n −  arcos que traduziriam o movimento de salto, pelo que 
o número total de arcos seria 2( 1) 1 3 3n n n− + − = − . 
 
Vejamos então se o número de arcos total de SP1 é sempre 3 3n − , quando o número de 
arcos de TK é 1n −  (isto é, quando o número de nodos de TK é n). Com já foi referido 
anteriormente, se TK tem 1n −  arcos, o grafo em SP1 terá 1n −  arcos verdes, que 
correspondem aos movimentos para a frente. Como por cada movimento para a frente 
existe um movimento para trás, o grafo em SP1 terá 1n −  arcos vermelhos. Os arcos azuis, 
que traduzem o movimento de salto, existem se se ficar no mesmo nodo sem se incluir o 
arco que o liga a um dos seus sucessores, e portanto como em TK existem n nodos, serão 
no total 1n −  arcos azuis ( 1n −  nodos são sucessores de algum outro nodo). 
Assim, se conclui que se em TK existem 1n −  arcos, em SP1 existem 3 3n −  arcos, pelo 
que a complexidade de SP1 no que diz respeito ao número de arcos é O(n) onde, n é o 
número de nodos do modelo original TK. 
 
Considere-se SP2 e vejamos o que acontece relativamente ao número de nodos quando se 
constrói o grafo G2, base desta reformulação. 
Note-se que em SP2 foi necessário criar o nodo D já que a raiz da árvore (o nodo 0) não 
pode ser o destino. Como todos os outros nodos são os mesmos, se em TK existem n 
nodos, em SP2 existem n + 1 nodos, pelo que a complexidade de SP2 no que diz respeito 
ao número de nodos é O(n) onde, n é o número de nodos do modelo original TK.  
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Vejamos agora o que acontece relativamente ao número de arcos quando se constrói o 
grafo G2, base da reformulação SP2.  
Note-se que em SP2 existem três tipos de arcos consoante o movimento de transição que 
representam: um que existe se existir esse arco no grafo original que se representa a cor 
verde, outro de i j→  que existe se existir [ ]0, 0,jP p P i  ⊆   que se representa a cor 
vermelha e um terceiro que liga cada nodo ao nodo destino e que significa que este é o 
último (segundo a ordenação DFS) nodo na solução que se representa a cor amarela. 
Se em TK houverem 1n −  arcos, existem 1n −  arcos representados a cor verde. 
Se em TK houverem 1n −  arcos, existem n nodos e, consequentemente, n arcos 
representados a cor amarela. 
Como em SP2 existe mais um tipo de arco representado a cor vermelha, vejamos o que 
acontece nos casos extremos. 
Num caso extremo, o nodo raiz em TK teria 1n −  sucessores e para cada vértice 
i=1,2,…,n-1 existiriam arcos representados a vermelho que os ligam.   
 
T3      G2  
 
 
 
 
 
 
Figura 17  - Representação do grafo G2 associado à arvore T3 
 
 
Assim existiriam 
 
 
 
 
 
arcos representados a vermelho, pelo que o número total de arcos seria 
2 231 1
2 2 2 2
n n n n
n n− + + − + = + . 
0 
1 2 n-1 3  … 
D 
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No outro caso extremo, cada nodo i em TK teria apenas um sucessor. 
 
T4 
 
 
G2 
 
 
 
 
 
Figura 18  - Representação do grafo G2 associado à arvore T4 
 
 
Nesse caso, não existiriam em SP2 arcos representados a vermelho, pelo que o número 
total de arcos seria 1 2 1n n n− + = − . 
 
Assim, se conclui que o número de arcos na reformulação SP2 não é sempre igual, 
depende da topologia da árvore. Em certos casos, como no caso em que cada nodo i em TK 
tem apenas um sucessor, esta reformulação SP2 é mais vantajosa do que a SP1. Isto pode 
acontecer para árvores de grande profundidade (define-se profundidade de uma árvore 
como sendo o número de arcos no caminho da raiz ao nodo folha mais distante) 
 
Tal como foi verificado nesta secção, as reformulações que permitem resolver o TKP têm 
ordens de complexidade diferentes e resumem-se na tabela seguinte: 
 
REFORMULAÇÃO COMPLEXIDADE 
NODOS ARCOS 
SP1 O(n) O(n) 
SP2 O(n) O(n2) 
0 1 2 n-1 3  … 
0 1 2 n-1 3  … 
D 
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7.2. Formulações Estendidas de Caminho Mais Curto para 
o TKP 
 
 
As formulações estendidas aqui apresentadas têm dois objectivos. Um dos objectivos é 
melhorar a relaxação linear de modelos que incluam o TKP como subestrutura. Esta 
abordagem só funciona para dimensões pequenas (neste caso, de termos independentes) e é 
feita através da construção de formulações estendidas exactas (cujos pontos extremos são 
inteiros) para sub-problemas, o que permite obter melhores limites da relaxação linear do 
problema onde o sub-problema ocorre. Note-se que se para um problema P do tipo: 
 
  
. . :
        B
       
n
max cx
s a Ax b
x d
x
≤
≤
∈
 
 
a substituição de Bx d≤  por uma formulação estendida exacta permite obter um melhor 
limite da relaxação linear para P. 
Outro objectivo é entender melhor as equações de programação dinâmica e a consequente 
criação de regras de eliminação de espaços de estados. 
 
A construção de formulações estendidas de tipo caminho mais curto foi seguida por outros 
autores, como por exemplo, R. Kipp Martin, 1987 e Luís Gouveia, 1998. 
 
Esta secção subdivide-se em 3 subsecções. A primeira é a fundamentação da reformulação 
de problemas e desenvolve uma teoria de redefinição de variáveis que permite resolver o 
TKP, formulado como problema de caminho mais curto em redes sem ciclos, recorrendo a 
técnicas de programação dinâmica. Nas duas subsecções seguintes serão apresentadas as 
duas reformulações de TKP como um Problema do Caminho Mais Curto. A primeira 
reformulação, à qual chamei SP3, é construída através de SP1 e a segunda, à qual chamei 
SP4, é construída através de SP2, por eliminação das restrições de capacidade e por 
redefinição das variáveis. 
P 
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7.2.1. Fundamentação 
 
R. Kipp Martin (1987) apresenta a fundamentação da reformulação de problemas e 
desenvolve uma teoria de redefinição de variáveis que permite resolver o novo problema, 
formulado como problema de caminho mais curto em redes sem ciclos, recorrendo a 
técnicas de programação dinâmica e que, em seguida, se descreve. 
 
Suponha-se que o problema inicial pode ser decomposto num número finito de etapas, 
onde em cada etapa existe uma variável de estado discreta, e um conjunto finito de 
decisões possíveis associadas a cada estado em cada etapa.  
Seja, 
{ } { } { } { }( )
,
, , , ,
i
i ij i ii i ii j
α β
∈∆ ∈∆ ∈∆∈∆ ∈Λ
∆ Λ Ω  
 
o quíntuplo que caracteriza o problema de programação dinâmica, onde: 
{ }1,..., S∆ =  é o conjunto dos índices das etapas, com S inteiro positivo; 
i
+Λ ∈  é o  conjunto dos índices dos estados para cada i ∈ ∆ ; 
ij
+Ω ∈  é o conjunto dos índices das decisões possíveis para cada i ∈ ∆ , ij ∈ Λ ; 
 ( , , , )i j k h lα  é o parâmetro que indica se é possível ou não transitar da i-ésima etapa do 
estado j para o estado l da h-ésima etapa, com { }, , 1,..., ,i ij hj k h i S l∈ Λ ∈Ω ∈ + ∈ ∆ ; 
( , )i j kβ  é o custo associado à transição de estados, com ,i ijj k∈ Λ ∈Ω . 
  
Na definição do parâmetro que indica se é possível ou não transitar de estados na i-ésima 
etapa, se ( , , , ) 1i j k h lα = , então ( , , , ) 0i j k r sα =  para r h≠  ou s l≠ . 
O quíntuplo (7.13) permite definir uma rede sem ciclos ( ),N A  onde 
( ){ }, | , iN i j i j= ∈ ∆ ∈ Λ  é o conjunto dos nodos e ( )( ){ , ,( , ) | , , ,i hA i j h l i h j l= ∈∆ ∈Λ ∈Λ  
} ( , , , ) 1   i ije j k h l para algum kα = ∈Ω é o conjunto dos arcos. A rede não tem ciclos porque 
se h i≤ , então ( , , , ) 0i j k h lα = . Logo não existe nenhum arco a partir de qualquer nodo da 
etapa i para qualquer outro da etapa l (l=1,…,i) partindo de i. O problema de caminho mais 
(7.13) 
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curto em redes sem ciclos, onde se pode aplicar a programação dinâmica pode ser 
formulado da seguinte forma: 
 
( )
{ }
1
1
1
1
( , )
. . : 1
      , , , 0,   2,..., ,   
       0,1 ,   1,..., ,   ,   
i ij
i ij
i ij hl
S
i ijk
i j k
jk
j k
h
i ijk hlq h
i j k q
ijk i ij
min j k z
s a z
j k h l z z h S l
z i S j k
β
α
= ∈Λ ∈Ω
∈Λ ∈Ω
−
= ∈Λ ∈Ω ∈Ω
=
− + = = ∈ Λ
∈ = ∈ Λ ∈Ω
∑∑ ∑
∑ ∑
∑∑ ∑ ∑
 
 
onde 1ijkz = se a decisão k é tomada na etapa i para o estado j e 0ijkz = , caso contrário. 
 
Assim, segundo R. Kipp Martin (1987), uma formulação compacta e exacta para um 
problema de optimização combinatória pode ser facilmente obtida quando o problema é 
eficientemente resolvido através da Programação Dinâmica e desde que possa ser 
modelado como um Problema de Caminho Mais Curto (sem restrições) numa rede sem 
ciclos expandida. Esta condição é satisfeita sempre que a Programação Dinâmica puder ser 
decomposta num conjunto finito de etapas, onde em cada etapa existe uma variável de 
estado discreta. 
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7.2.2. Reformulação SP3 
 
Seja G3=(N3,A3) um grafo expandido de G1, onde N3 é o conjunto dos nodos. A cada nodo 
corresponde um estado do algoritmo de programação dinâmica (que determina o caminho 
mais curto) e A3 é o conjunto dos arcos que fazem a transição entre estados. Cada estado é 
definido pelo terno ( , , )i j h , onde i representa o nodo da árvore T visitado, j representa a    
j-ésima visita do nodo i e h a capacidade do saco mochila, para todo o h = 0, … , H.  
A cada arco associa-se uma variável binária que indica se o arco está ou não na solução. 
Sejam: 
( , , )i j hx →  associada ao arco ( , , )i j h →
,
,
( ,1, )
i ji j ss h d+ , para cada nodo ( , , )i j h  em N3; 
( , , )i j hr →  associada ao arco 
, 1, 1
( , , )
i ji j ss n h−− → ( , , )i j h , para cada nodo ( , , )i j h  em N3; 
( , , )i j hy →  associada ao arco ( , , )i j h → ( , 1, )i j h+ , para cada nodo ( , , )i j h  em N3; 
 
O TKP pode ser formulado da seguinte forma: 
{ } { } { }
( )
( ) ( ){ }{ }
( ) ( ) ( )
0 0
0 0
( , , )
0,..., , 1,..., , 0,...,
(0,1, ) 0,1,
0, 1, 0, ,
0,..., 0,...,
( , , ), , , 1, , ,
                      
        
   
. .:    1  
1
                 0
i i
i i j h
i n j n h H d
d d
n h n h
h H h H
i j hi j h i j h i j h
max c x
s a x y
r y
r y x y i
∈ ∈ ∈ −
+
∈ ∈
−
+ =
+ =
+ = + ∀ ∈
∑
∑ ∑
{ } { }
( ) ( ) ( ) { } { }
( ) { } { }
, , , 1, , ,
( , , ) ( ,1, ) ,1,
,..., , 1 ,   1,...,
                             0,..., ,  1 ,   1,...,
                         1,..., ,  ,..., ,  
i p ii
i i
i ii j h i j h i j h
p j h d i h ii h
n j n h H d
r y y i n j n h H d H
x x y i n h d H
−
−
∀ < ≤ ∀ ∈ −
+ = ∀ ∈ ∀ < ≤ ∀ ∈ − +
= + ∀ ∈ ∀ ∈
( ) ( ) ( ) { } { }
( ) { } { }
, 1, , , , 1,
( , , )
, 1,
( , , ) ( , ,
0
                        1,..., ,  0,..., ,  0
                                1,..., ,  ,..., ,  0   
        ,  
i i i pi
i p ii i pi
i
ii n h i n h p j h
p j h d i ip j h
i j h i j h
n
r y r i n h H n
x r i n h d H n
x y
+ +
− +
>
+ = ∀ ∈ ∀ ∈ >
= ∀ ∈ ∀ ∈ =
{ }) ( , , ),  0,1i j hr ∈
  
 
com ( )(0,1, ) 0,1, 0h hx y =+ , 0h d∀ ≠ , ou seja, a raiz, o nodo (0,1, )h  com h = d0, encontra-se na 
solução óptima e assim, a necessidade 0d  é sempre satisfeita. Repare-se que 
( )( ,1, ) ,1, 0i h i hx y+ = , { } { }1,..., ,  0,..., 1 ,  0i ii n h d n∀ ∈ ∀ ∈ − >  e que ( ), 1, 0i pip j hr + = , { }1,...,i n∀ ∈ , 
(7.14) 
 
(7.15) 
 
(7.16) 
 
(7-18) 
 (7.19) 
 (7.20) 
 (7.21) 
 
(7.17) 
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{ }0,..., 1 ,  0i ih d n∀ ∈ − = porque não existe fluxo neste nodos [ver no exemplo 7.2.2.1.: os 
nodos (1,1,0), (1,1,1), (1,1,2), (1,1,3), (2,1,0), (2,1,1), (2,1,2), (2,1,3); (3,1,0), (3,1,1),  (3,1,2) e 
(4,1,0), (4,1,1), (4,1,2)]. 
 
As restrições (7.14) asseguram que o nodo ( )00,1, d  é o nodo origem. 
As restrições (7.15) asseguram a cada nodo do último estado chega apenas um arco. [ver 
no exemplo 7.2.2.1.: os nodos (0,3,0), (0,3,1), (0,3,2), (0,3,3), (0,3,4), (0,3,5), (0,3,6), (0,3,7), 
(0,3,8), (0,3,9), (0,3,10), (0,3,11)]. 
As restrições (7.16) asseguram a conservação do fluxo em cada nodo ( , , )i j h , com 
1 ij n< ≤  e h = 0,…,H – di. Observe-se que quando 1j > , o nodo i em T é visitado através 
de um movimento para trás e quando ij n≤ , existem sucessores do nodo i que ainda não 
foram visitados [ver no exemplo 7.2.2.1.: os nodos (1,2,1), (1,2,2), (1,2,3), (1,2,4), (1,2,5), 
(1,2,6), (1,2,7), (1,2,8) e (0,2,1), (0,2,2), (0,2,3), (0,2,4), (0,2,5), (0,2,6), (0,2,7), (0,2,8), (0,2,9)]. 
As restrições (7.17) asseguram a conservação do fluxo em cada nodo ( , , )i j h , com 
1 ij n< ≤  e h = H – di + 1 ,…, H. [ver no exemplo 7.2.2.1.: os nodos (1,2,9), (1,2,10), 
(1,2,11) e (0,2,10), (0,2,11)]. 
As restrições (7.18) asseguram a conservação do fluxo em cada nodo ( , , )i j h , com 1j = , h 
= di,…,H e ni > 0, isto é, quando o nodo i em T é visitado pela primeira vez através de um 
movimento para a frente e ainda existem sucessores do nodo i por visitar [ver no exemplo 
7.2.2.1.: os nodos (1,1,4), (1,1,5), (1,1,6), (1,1,7), (1,1,8), (1,1,9), (1,1,10), (1,1,11)]. 
As restrições (7.19) asseguram a conservação do fluxo em cada nodo ( , , )i j h , com 
1ij n= +  e ni > 0, isto é, quando não existem sucessores do nodo i por visitar [ver no 
exemplo 7.2.2.1.: os nodos (1,3,0), (1,3,1), (1,3,2), (1,3,3), (1,3,4), (1,3,5), (1,3,6), (1,3,7), 
(1,3,8), (1,3,9), (1,3,10), (1,3,11)]. 
As restrições (7.20) asseguram a conservação do fluxo em cada nodo ( , , )i j h , com 
1 1ij n= = +  que se verifica quando 0in = , ou seja, quando o nodo i não tem sucessores 
em T e h = di,…,H [ver no exemplo 7.2.2.1.: os nodos (2,1,4), (2,1,5), (2,1,6), (2,1,7), (2,1,9), 
(2,1,10), (2,1,11); (3,1,3), (3,1,4),  (3,1,5),  (3,1,6),  (3,1,7),  (3,1,8),  (3,1,9),  (3,1,10),  (3,1,11) e 
(4,1,2), (4,1,3), (4,1,4), (4,1,5), (4,1,6), (4,1,7), (4,1,8), (4,1,9), (4,1,10), (4,1,11)]. 
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7.2.2.1. Exemplo 
 
Considere a árvore da figura 8 com H = 11, como no exemplo 6.3.1.1.1.. Construa-se o 
grafo G3 com base nesta árvore onde a verde estão representados os arcos ( , , )i j hx , a 
vermelho, os arcos ( , , )i j hr  e a azul os arcos ( , , )i j hy . Como se verá adiante, ( )00,1, d  com 
0 2d =  pode ser considerado o nodo origem. O nodo destino não se encontra representado. 
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Figura 19  - Representação do grafo G3 associado à arvore da figura 8 
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7.2.2.1. Eliminação de Estados 
 
Do ponto de vista computacional podemos encontrar facilmente regras que nos permitam 
eliminar estados nas equações de programação dinâmica. 
 
Repare-se que a capacidade h, em cada estado não é inferior ao somatório das 
necessidades, porque esta deve ser completamente satisfeita – hipótese da indivisibilidade 
da necessidade. 
 
Proposição 7.3: Todo o estado (i ,j ,h) com 
[0, ]
k
k i
h d
∈
< ∑ pode ser eliminado. 
Prova: 
Pela hipótese da indivisibilidade da necessidade, esta tem que ser completamente satisfeita. 
Logo, quando 
[0, ]
k
k i
h d
∈
< ∑  o estado (i, j, h) não pertence ao conjunto das soluções 
admissíveis, pelo que pode ser eliminado. 
□ 
 
 
Por ouro lado, existem estados que podem ser eliminados porque são dominados por 
outros. 
 
Proposição 7.4: Se ( , , ) ( , , ')P PY i j h Y i j h≥  com 'h h≤ , então os estados (i, j, h’) podem ser 
eliminados. 
 
Prova: 
Se ( , , ) ( , , ')P PY i j h Y i j h≥  com 'h h≤ , os estados (i, j, h’) podem ser eliminados porque o 
lucro no estado (i, j, h) é maior ou igual ao lucro associado ao estado (i, j, h’). mas a 
capacidade associada ao estado (i, j, h) é menor ou igual ao capacidade associado ao estado 
(i, j, h’), não faz sentido considerar estes estados que têm um lucro menor ou igual, mas 
ocupam uma capacidade maior ou igual à de outros estados. 
□ 
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Para simplificar G3 vai-se apenas considerar os estados que não podem ser eliminados e 
que na figura seguinte se encontram a cinzento. 
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Figura 20  - Representação do grafo G3  simplificado associado à arvore da figura 8 
 
 
c0 = 30 
c = 0 c = 0 
c = 0 
c = 0 c1 = 13 
c4 = 7 
c = 0 c = 0 
c = 0 
c = 0 
c = 0 
c = 0 c = 0 
c = 0 
c = 0 
c = 0 c = 0 c = 0 
 
c = 0 
c2 = 5 
 
c3 = 14 
c4 = 7 
c4 = 7 
_________________________________________________________________________ 
 
 76 
2008 Capítulo 7 – Reformulações 
7.2.3. Reformulação SP4 
 
Seja ( )4 4 4,G N A=  um grafo expandido de G2, onde 4N  é o conjunto dos nodos ( 4D N⊂  
é nodo destino do problema do caminho mais curto, ao qual estão ligados todos os outros 
nodos de 4N ; D tem lucro e peso 0, já que este destino foi criado artificialmente) e 2A  é o 
conjunto dos arcos. Cada nodo é definido pelo par ordenado ( , )i h , onde i representa o 
nodo da árvore T visitado e h a capacidade do saco mochila, para todo o h = 0, … ,H.     
Vai-se considerar que a raiz, o nodo (0,h), se encontra na solução óptima e assim, a 
necessidade 0d  é sempre satisfeita, pelo que a capacidade do saco diminui e: 0H H d← − . 
Etiquetem-se os nodos por ordem de pesquisa em profundidade da esquerda para a direita, 
começando na raiz, nodo (0,h).  
 
Então, o arco ( , )i h → ( , )j h  existe se [ ]( , )(0, ); (0, );( , )j hP h p P h i h  ⊆  . 
A cada arco ( , )i h → ( , )j h associa-se uma variável binária que indica se o arco está ou não 
na solução. Seja: 
 
( , , ) 2
1,      ( , )  ( , )   
 ,   1,..., ,   ( ),   1,...,
0,                                                     i j h
se o arco de i h para j h está na solução
x j n i j h H
caso contrário
δ −= = ∈ =

 
 
E a cada arco ( , )i h →  D também se associa uma variável binária que indica se o arco está 
ou não na solução óptima. Seja: 
 
( , )
1,      ( , )  D   
 ,   i 1,..., ,  1,...,
0,                                               i h
se o arco de i h para está na solução
z n h H
caso contrário

= = =

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O TKP pode ser formulado da seguinte forma: 
{ } { }
{ }
( )
{ }
2
0
2
2
( , , )
0,..., 0,...,( )
(0, , ) (0, )
1,..., : (0);
(0,1, ) (1, , ) 1,
2,..., : (1)
   
. . :   1           
                0             0,...,
       
j
j
j
i i j h
i n h Hj i
j d d
j n j
h j h d h
j n j
h d H
max c x
s a x z
x x z h H
δ
δ
δ
+
+
+
∈ ∈∈
∈ ∈
+
∈ ∈
+ ≤
+ =
− − = ∀ =
∑ ∑ ∑
∑
∑
( ){ }
{ }
{ }
{ }
( )
{ }
2 2
2
( , , ) ( , , ) ,
2,..., 1 2,..., 1
0,..., 1 : ( ) 1,..., : ( )
( , , ) ,
0,..., 1 : ( )
 0             0,...,
        0               0,...,
          
j
j
i j h i j h d i h
j n i n
i j j i j i n i j
h d H
i n h n h
i n n i
x x z h H
x z h H
δ δ
δ
+ +
+
+
∈ − ∈ −
∈ − ∈ ∈ + ∈
+ ≤
∈ − ∈
− − = ∀ =
− = ∀ =
∑ ∑
∑
{ }
{ }
{ }
( , )
0,...,
0,...,
( , , ) ( , )
  1
              , 0,1
i h
i n
h H
i j h i h
z
x z
∈
∈
=
∈
∑
 
 
Repare-se que do primeiro nodo, o nodo (0,h), não sai nenhum arco para o nodo (j,h) se 
0 jh d d≠ + , pelo que (0, , ) 0 0,  1,..., ,  0,..., :j h jx j n h H h d d= ∀ = ∀ = ≠ + . Repare-se também 
que de cada nodo (i,h), não sai nenhum arco para o nodo (j,h) se 0,..., 1jh d= −  ou se j não 
é sucessor de i em G2, pelo que ( , , ) 0,  1,..., ,  0,..., 1,  0,..., 1i j h jx j n i j h d= ∀ = ∀ = − ∀ = −  e 
( , , ) 0,  1,..., ,  0,..., 1:  ( ),   0,...,i j hx j n i j j i h Hδ += ∀ = ∀ = − ∉ ∀ = . 
As restrições (7.22) asseguram do primeiro nodo, o nodo (0,dj), sai apenas um arco, se j é 
sucessor de 0 em G2. 
As restrições (7.23) asseguram a conservação do fluxo em cada nodo (1, )h . 
As restrições (7.24) asseguram a conservação do fluxo em cada nodo ( , )i h  com 
{ }2,..., 1i n∈ − . 
As restrições (7.25) asseguram a conservação do fluxo em cada nodo ( , )n h . 
As restrições (7.26) asseguram ao último nodo, o nodo D, chega apenas um arco. 
 
 
(7.22) 
 
(7.23) 
 
(7.24) 
 
(7.25) 
 
(7.26) 
 
(7.27) 
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7.2.3.1. Exemplo 
 
Considere a árvore da figura 8 com H = 11, como no exemplo 6.3.1.1.1.. 
Construa-se, então, o grafo 4G  com base nesta árvore onde estão representados a verde os 
arcos (i,h) → (j,h), para j i> , de T e a vermelho os arcos (i,h)→ (j,h), com 2 ( )ij pδ +∈ ,para 
j i>  e a amarelo os arcos artificiais de cada nodo i para o destino D. 
 Para simplificar este exemplo, tal como no exemplo anterior, vai-se apenas considerar os 
estados que não podem ser eliminados e que na figura seguinte se encontram a cinzento. 
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Figura 21  - Representação do grafo G4  simplificado associado à arvore da figura 8 
c4 = 7 
c = 0 
c0 = 30 
c1 = 13 
c2 = 5 
c3 = 14 
c4 = 7 
c4 = 7 
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7.3. Experiência Computacional 
 
As formulações SP3 e SP4 foram implementadas e foram realizadas no total 110 
experiências computacionais de cada formulação com o objectivo de comparar o 
comportamento das duas formulações de acordo com a topologia da árvore. 
 
Para implementar estas duas formulações computacionalmente foi utilizado um PC 
Intel(R) Pentium(R) Dual CPU T2330 a 1.60 GHz com 1015 MB RAM e usando o pacote 
de optimização Xpress-Optimizer, versão 18.10.00, com as opções por defeito, e 
recorrendo à  linguagem de modelação MOSEL. 
 
Atendendo a que existem diferenças entre estas duas formulações é necessário avaliar qual 
das duas formulações estendidas é mais eficiente. Neste sentido, pretende-se avaliar qual 
das duas é que dá menores tempos de execução até à obtenção do valor da sua relaxação 
linear. Para ambas as formulações foi escolhido o número de nodos n = 50 para além da 
raiz, nodo 0, e a capacidade máxima do saco-mochila H = 100 e foram geradas 15 
instâncias em função da topologia da árvore (isto é, em função do número de sucessores da 
cada nodo) que são definidas em largura por: 
 
I1: o primeiro nodo tem 50 sucessores; 
 
 
 
 
 
 
I2: os primeiros 2 nodos têm 25 sucessores; 
 
 
 
 
 
0 
2 50 3  … 1 
0 
2 25 3  … 1 
27 50 28  … 26 
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I3: os primeiros 5 nodos têm 10 sucessores; 
I4: os primeiros 10 nodos têm 5 sucessores; 
I5: os primeiros 16 nodos têm 3 sucessores e o 17º nodo tem 2 sucessores; 
I6: os primeiros 25 nodos têm 2 sucessores; 
 
 
 
 
 
 
 
 
…………………………………. 
 
I7: cada nodo tem 1 sucessor; 
 
 
 
I8: o conjunto dos sucessores de cada nodo é gerado no seguinte intervalo [ ]0,2 , pelo que 
cada nodo terá 0, 1 ou 2 sucessores; 
I9: o conjunto dos sucessores de cada nodo é gerado no seguinte intervalo [ ]0,3 , pelo que 
cada nodo terá 0, 1, 2 ou 3 sucessores; 
I10: o conjunto dos sucessores de cada nodo é gerado no seguinte intervalo [ ]0,4 , pelo 
que cada nodo terá 0, 1, 2, 3 ou 4 sucessores; 
I11: o conjunto dos sucessores de cada nodo é gerado no seguinte intervalo [ ]0,5 , pelo que 
cada nodo terá 0, 1, 2, 3, 4 ou 5 sucessores. 
 
O programa, depois de definida a topologia da árvore, etiqueta os nodos pela ordem DFS. 
 
 
0 1 2 50 3  … 
0 
2  1 
5 3 6 4 
7 9 8 10 11 13 12 14 
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Para cada instância, os coeficientes dos lucros de cada nodo, ci foram gerados no seguinte 
intervalo: [ ]5,50 ; e os coeficientes das necessidades em cada nodo, di, foram gerados em: 
[ ]1,50  e [ ]1,10 ; dando origem às duas primeiras tabelas onde foram registados o resumo 
dos resultados obtidos. Na primeira linha são indicados os parâmetros considerados, na 
segunda são indicadas as formulações e nas onze seguintes são apresentados valores que 
indicam o tempo, em segundos, necessário para a obtenção valor da relaxação linear das 
instâncias indicadas na primeira coluna para cada uma das formulações. 
 
n=50          H=100          [ ]5,50ic ∈            [ ]1,50id ∈  
Instância SP3 SP4 
I1 0,437 0,327 0,296 0,312 0,39 3,249 3,99 23,208 9,189 17,283 
I2 0,562 0,452 0,39 0,515 0,437 2,211 3,305 2,661 3,367 2,646 
I3 0,452 0,453 0,343 0,406 0,343 0,999 2,259 0,791 0,872 2,202 
I4 0,406 0,453 0,28 0,343 0,281 0,575 0,66 0,567 0,588 0,567 
I5 0,375 0,468 0,375 0,327 0,453 0,421 0,471 0,444 0,492 0,429 
I6 0,343 0,405 0,358 0,312 0,405 0,356 0,345 0,347 0,336 0,346 
I7 0,453 0,312 0,328 0,437 0,436 0,279 0,226 0,223 0,222 0,221 
I8 0,406 0,328 0,39 0,343 0,375 0,295 0,323 0,302 0,318 0,295 
I9 0,453 0,312 0,406 0,436 0,359 0,394 0,357 0,355 0,339 0,42 
I10 0,374 0,421 0,359 0,359 0,296 0,446 0,477 0,373 0,485 0,412 
I11 0,312 0,421 0,328 0,312 0,405 0,421 0,473 0,455 0,44 0,452 
 
n=50          H=100          [ ]5,50ic ∈            [ ]1,10id ∈  
Instância SP3 SP4 
I1 1,061 0,92 0,999 1,295 1,092 300,643 295,683 276,152 230,705 308,1 
I2 0,905 1,03 0,952 0,858 0,968 263,328 279,506 243,802 235,919 298,132 
I3 0,78 0,795 0,811 0,951 0,78 90,044 104,286 107,001 133,022 95,831 
I4 0,671 0,624 0,624 0,639 0,624 36,099 39,858 23,353 46,581 32,51 
I5 0,468 0,483 0,468 0,484 0,484 16,583 18,501 10,312 20,405 18,375 
I6 0,452 0,437 0,452 0,452 0,452 8,877 3,776 4,134 3,9 4,68 
I7 0,468 0,453 0,421 0,421 0,421 0,281 0,234 0,25 0,234 0,218 
I8 0,453 0,406 0,452 0,437 0,405 0,374 0,374 0,405 0,374 0,39 
I9 0,437 0,453 0,452 0,453 0,421 1,794 3,447 2,761 3,167 3,962 
I10 0,453 0,437 0,468 0,499 0,436 3,291 11,466 7,316 10,42 5,569 
I11 0,483 0,484 0,5 0,453 0,452 13,151 10,468 16,399 17,254 19,531 
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Para proceder à comparação das formulações foi calculado o tempo médio de cada 
instância, assim como o tempo médio total de cada uma das formulações e que se 
encontram registados nas seguintes tabelas: 
 
n=50     H=100     [ ]5,50ic ∈       [ ]1,50id ∈   n=50    H=100    [ ]5,50ic ∈    [ ]1,10id ∈  
Instância 
Tempo Médio 
de SP3 
Tempo Médio de 
SP4 
 
Instância 
Tempo Médio 
de SP3 
Tempo Médio 
de SP4 
 I1 0,3524 11,3838   I1 1,0734 282,2566 
I2 0,417 2,838  I2 0,9426 264,1374 
I3 0,3994 1,4246  I3 0,8234 106,0368 
I4 0,3526 0,5914  I4 0,6364 35,6802 
I5 0,3996 0,4514  I5 0,4774 16,8352 
I6 0,3646 0,346  I6 0,449 5,0734 
I7 0,3932 0,2343  I7 0,4368 0,2434 
I8 0,3684 0,3066  I8 0,4306 0,3834 
I9 0,3932 0,373  I9 0,4432 3,0262 
I10 0,3618 0,4386  I10 0,4586 7,6124 
I11 0,3556 0,4482  I11 0,4744 15,3606 
TOTAL 0,378 1,7124  TOTAL 0,6042 66,9678 
 
 
A análise dos resultados indica que os tempos de execução necessários para resolver a 
relaxação linear do modelo SP4 são, na maior parte dos casos, superiores aos necessários 
para resolver a relaxação linear do modelo SP3. O grafo de SP4 resulta da expansão do 
grafo de SP2 e o grafo de SP3 resulta da expansão do grafo de SP1. Tal como foi provado 
em 7.1.3., no pior caso a complexidade de SP2 é superior à de SP1. Deste modo, estes 
resultados já eram esperados e assim pode-se concluir, por comparação dos tempos médios 
totais, que a formulação SP3, em geral, é mais eficiente que a formulação SP4, mas em 
certos casos, como no caso de árvores profundas (por exemplo, onde cada nodo i em TK 
tem apenas um sucessor, e em alguns casos com dois ou três sucessores) esta reformulação 
SP4 é mais vantajosa do que a SP3. 
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8. Aplicação 
     Redes de Acesso Local de Telecomunicações 
 
8.1. Descrição do Problema 
 
Nos últimos trinta anos surgiram um grande número de novos tipos de redes de 
telecomunicações e certamente que muito mais irão surgir no futuro (Shaw, 1994;  
Magnanti e Wolsey, 1995 e Van Der Merwe e Hattingh, 2006). Embora seja importante ter 
um conhecimento detalhado das tecnologias usadas para construir essas diferentes redes, e 
compreender as suas potencialidades e limitações, também não deixa de ser relevante ser 
capaz de perspectivar essas redes em termos de entidades abstractas, independentes das 
tecnologias e assentes em conceitos gerais.  
Nesse sentido uma rede de telecomunicações pode apresentar uma grande variedade de 
topologias. Essas topologias condicionam à partida a estratégia de desenvolvimento e o 
tipo de serviços que a rede pode fornecer e por isso a definição adequada da topologia 
constitui uma etapa importante no processo de planeamento da rede. Uma das topologias 
que ela pode apresentar é a de uma estrutura em árvore, onde os clientes individuais, os 
nodos, estão ligados a uma central de distribuição, a raiz da árvore e que será a topologia 
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usada para a aplicação do TKP ao Desenho de Redes de Acesso Local de 
Telecomunicações (LANTD). 
 
 
 
 
 
 
 
 
 
 
Figura 22  - Rede de Acesso Local de Telecomunicações 
 
A figura 22 é uma estrutura em árvore que é usada normalmente nas redes de acesso local 
de telecomunicações, que usa cabos de cobre para fazer passar mensagens ao longo da 
rede. Os números dentro dos quadrados indicam as necessidades em cada nodo e os que 
estão ao lado dos arcos indicam a sua capacidade. A duplo traço encontram-se os arcos 
cujas necessidades acumuladas ultrapassam a sua capacidade, isto é, arcos com capacidade 
insuficiente. Existem algumas opções para aumentar a sua capacidade. Nomeadamente, 
pode-se: aumentar o número de cabos de cobre ligados à rede; adicionar fibras ópticas à 
rede; ou adicionar distribuidores remotos e concentradores de mensagens nos nodos da 
rede. 
 
 
 
 
 
 
 
 
 
Figura 23 - Expansão da Rede de Acesso Local de Telecomunicações 
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A figura 23 mostra um possível plano de expansão para este problema (sem recorrer ao uso 
de fibras ópticas). Esta expansão torna a rede numa outra com uma capacidade adicional 
no arco (2,3) e onde é adicionado um concentrador ao nodo 4 que comanda todo o tráfego 
dos nodos 2, 4, 5 e 6. Este concentrador permite comprimir mensagens de tal forma que 
elas usam uma menor capacidade em todos os arcos que se encontram acima do local de 
distribuição. 
A solução de expansão da figura 23 goza de duas propriedades: 
- Todas as necessidades de cada nodo são satisfeitas, ou directamente pela central de 
distribuição (para o caso dos nodos 1, 7 e 8), ou pelo concentrador do nodo 4 (para o caso 
dos nodos 2, 3, 4, 5 e 6) - hipótese da indivisibilidade da necessidade 
- Se o nodo u é servido pela central de distribuição (ou pelo concentrador) e o nodo v fica 
no caminho que liga o nodo u à central de distribuição (concentrador) então o nodo v 
também é servido pela central de distribuição (concentrador) - hipótese da continuidade. 
Estas duas propriedades implicam que a solução decompõe a árvore num conjunto de sub- 
-árvores com raiz: uma contém a central de distribuição e todas as outras um único 
concentrador.  
Assim, a solução óptima do problema Desenho de Redes de Acesso Local de 
Telecomunicações (LATND) pode ser encontrada resolvendo uma sequência de problemas 
do saco-mochila com estrutura em árvore. Neste caso, o TKP pode ser interpretado da 
seguinte forma: sempre que um cliente no nodo i é servido, a sua necessidade id , deve ser 
completamente satisfeita (hipótese da indivisibilidade da necessidade) e o lucro ic  é 
recebido. Assume-se que se um cliente é servido, então todos os clientes no único caminho 
que vai desse cliente à central de distribuição (ou concentrador) também têm que ser 
servidos (hipótese da continuidade). O objectivo do TKP é encontrar um conjunto de 
clientes que satisfaça a hipótese da continuidade, de tal forma que o lucro total recolhido 
dos clientes servidos é máximo, enquanto a soma das suas necessidades não exceder a 
capacidade total. 
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8.2. Formulação do LANTD 
 
Shaw (1994) formula este problema numa árvore T=(V,E) não orientada com raiz no nodo 
0, com V={0,1,2,…,n} o conjunto dos nodos e E o conjunto das arestas.  
Etiquetem-se os nodos da árvore T por ordem de pesquisa em profundidade da esquerda 
para a direita, começando na raiz, nodo 0. 
Para cada aresta { },i j  criam-se dois arcos: o arco ( ),i j   e o arco ( ),j i . Assim obtém-se 
uma árvore orientada que deriva de T. 
Em seguida, para cada nodo 0i ≠ , acrescenta-se o arco ( )0, i , chamados arcos de 
expansão, e obtém-se uma árvore orientada expandida que deriva de T. 
Como [ , ]P i j  é o único caminho do nodo i para o nodo j em T ( )i j≠ , então 
{ }2 1[ , ] , ,..., ,kP i j i i i j−= é a sequência de nodos tal que ( )1,k ki i− é uma aresta da árvore T. 
 
Sejam: 
i
jp →  o antecessor do nodo j no único caminho de i para j (note-se que  0j jp p= ); 
jd →  um inteiro não negativo que representa a necessidade no nodo j, j = 1, 2, …, n 
( 0 0d = ); 
ijw →  fracção da necessidade do nodo j (em percentagem) obtida pelo caminho 
( )0, [ , ]i P i j∪  para i = 0, 1, 2, …, n; 
K →  número de capacidades possíveis do concentrador; 
th →  capacidade do concentrador, t K∈ ; 
tF →  custo fixo do concentrador, t K∈  (custo de instalação que pode ser diferente de 
local para local porque pode ter de incluir infra-estruturas); 
ic →  custo variável do concentrador no nodo i (custo de despesas operacionais associadas 
ao peso e ao custo marginal de transmissão de sinais comprimidos para a central de 
distribuição); 
t
iy →  número de concentradores com capacidade 
th a serem instalados no nodo i, t K∈ ; 
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Os pormenores de como determinar estes parâmetros podem ser vistos no artigo de Shaw 
(1994) e que aqui são omitidos para simplificar a apresentação. 
 
O Problema do Desenho de Redes de Acesso Local de Telecomunicações (LANTD) 
pode ser formulado da seguinte forma: 
 
0 1 1
0
1 1
. . : 1                            , 1,...,
                                    , 0,..., ,   1,...,
                     , 0,...,
i
j
n n K
t t
ij ij
i j t
n
ij
i
ijip
n K
t t
j ij i
j t
min c w F y
s a w j n
w w i n j n
d w h y i
= = =
=
= =
+
= =
≥ = =
≤ =
∑∑ ∑
∑
∑ ∑
{ }       0,1 ,             , 0,..., ,   1,...,tij i
n
w y i n j n+∈ ∈ = =
 
 
A restrição (11.1) assegura que a necessidade de cada cliente j é completamente satisfeita e 
a (11.2) assegura que se um cliente j é servido a partir de i, então ijp  também tem que ser 
servido por i. A restrição (11.3) significa que soma das necessidades não excede a soma 
das capacidades dos concentradores. 
 
 Este problema pode ser escrito na forma: 
 
0
1
n
i
i
W
=
=∑    e    ( ), ,          0,1,2,...,ii iW Y Q i n∈ =  
 
onde ( )1 2, ,..., Ti i i inW w w w= , ( )1 2, ,..., TKi i i iY y y y= . 
 
Fixando o valor de iY , isto é, fixando o valor do número de concentradores a instalar em 
cada nodo, vem que: 
 
( ) { }
1 1
, | ,  ,  0,1 , yi
j
n K
i t t t
i i ij j ij i ij iip
j t
Q W Y w w d w h y w +
= =
 
= ≥ ≤ ∈ ∈ 
 
∑ ∑   
(11.1) 
 
(11.2) 
 
(11.3) 
 
(11.4) 
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corresponde ao conjunto das soluções admissíveis do Problema do Saco-Mochila com 
Estrutura em Árvore com raiz no nodo i. Portanto o TKP ocorre como subproblema de 
LANTD. 
Note-se que seguindo a construção de formulações estendidas exactas apresentada na 
secção 7.2 podemos substituir iQ  por uma formulação estendida exacta de tipo caminho 
mais curto. 
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9. Conclusões 
 
 
Neste trabalho foram apresentadas, de forma uniforme e completa, as técnicas de 
programação dinâmica para a resolução do Problema do Saco-mochila com Estrutura de 
Árvore (TKP). A clarificação das equações de programação dinâmica permite pensar em 
melhorar os algoritmos apresentados, por exemplo, recorrendo a estratégias de redução do 
espaço de estados. Foi feita a redução do TKP ao Problema de Caminho Mais Curto com 
Restrições de Capacidade e, na sequência das equações de programação dinâmica e das 
formulações do TKP como um Problema de Caminho Mais Curto com Restrições de 
Capacidade foram apresentadas duas formulações estendidas inteiras para o TKP, que 
podem ser vistas como um Problema de Caminho Mais Curto. Estas formulações 
estendidas foram testadas computacionalmente, chegando-se à conclusão que a sua 
eficiência depende da topologia da árvore, que nuns casos é mais vantajosa a SP3 e em 
outros a SP4. Portanto, mediante a estrutura da árvore que nos for apresentada deveremos 
optar pela formulação mais adequada à sua topologia específica. 
Embora esta técnica esteja orientada para o problema específico do TKP, tal como a 
redefinição das variáveis do modelo matemático, depois das necessárias adaptações, pode 
ser utilizada em outros modelos semelhantes. 
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Na sequência deste trabalho podem-se perspectivar algumas direcções de investigação 
futura, nomeadamente: (i) melhorar os algoritmos de programação dinâmica, estudando 
regras de eliminação de estados; (ii) estudar outras aplicações do TKP; (iii) explorar a 
redução do TKP ao Problema de Caminho Mais Curto com Restrições de Capacidade no 
que respeita à utilização de algoritmos para a resolução deste problema. 
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