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Chiral spin liquids (CSLs) are time-reversal symmetry breaking ground states of frustrated quantum magnets
that show no long-range magnetic ordering, but instead exhibit topological order and fractional excitations.
Their realization in simple and tractable microscopic models has, however, remained an open challenge for
almost two decades until it was realized that Kitaev models on lattices with odd-length loops are natural hosts
for such states, even in the absence of a time-reversal symmetry breaking magnetic field. Here we report
on the formation of CSLs in a three-dimensional Kitaev model, which differ from their widely studied two-
dimensional counterparts, namely, they exhibit a crystalline ordering of the Z2 gauge fluxes and thereby break
some of the underlying lattice symmetries. We study the formation of these unconventional CSLs via extensive
quantum Monte Carlo simulations and demonstrate that they are separated from the featureless paramagnet
at high temperatures by a single first-order transition at which both time-reversal and lattice symmetries are
simultaneously broken. Using variational approaches for the ground state, we explore the effect of varying the
Kitaev couplings and find at least five distinct CSL phases, all of which possess crystalline ordering of the Z2
gauge fluxes. For some of these phases, the complementary itinerant Majorana fermions exhibit gapless band
structures with topological features such as Weyl nodes or nodal lines in the bulk and Fermi arc or drumhead
surface states.
I. INTRODUCTION
Among quantum spin liquids – entangled states of matter
that defy conventional magnetic order1,2 – chiral spin liquids
(CSLs) form a particularly intriguing subset. Originally con-
ceptualized as bosonic analogues of fractional quantum Hall
states3, they have long been sought-after as ground states of
frustrated quantum magnets4. While initial proposals have
concentrated on resonating valence bond (RVB) states5,6, sus-
pected to form as ground states of geometrically frustrated
Heisenberg antiferromagnets and relevant to high-temperature
(T ) superconductivity7,8, it was only recently recognized that
they could be firmly established as ground states of micro-
scopic model Hamiltonians. On the numerical side, decisive
progress has been made via the calculation of modular ma-
trices9,10 from minimally entangled states11 in density matrix
renormalization group (DMRG) calculations12 that allowed to
identify CSL ground states in a number of kagome antifer-
romagnets with interactions beyond the nearest neighbor ex-
change13–15. On the analytical side, Kitaev pointed out that
extensions of his spin model to lattices with elementary loops
of odd length can host CSL ground states16, as first demon-
strated for a two-dimensional (2D) triangle-honeycomb lattice
by Yao and Kivelson17. This can be rationalized by consider-
ing the hopping of the itinerant Majorana fermions in Kitaev’s
exact analytical solution16, relevant to any tricoordinated lat-
tice geometry – every hop between two sites is accompanied
by a complex amplitude i, which for an odd-length loop re-
sults in a (positive or negative) multiple of i or, equivalently, a
flux of ±pi/2 per plaquette. In the ground state, this flux will
be fixed to one of the two values implying that time-reversal
symmetry, which connects the two possible choices, will be
broken. As such the formation of a CSL at low T must be
separated from the featureless paramagnet at high T through
a finite-T phase transition at which time-reversal symmetry is
spontaneously broken. That this is indeed the case has been
demonstrated via quantum Monte Carlo (QMC) simulations18
for various 2D lattice geometries19,20, which have also con-
firmed the universality class of this continuous transition to
be of Ising-type.
In this manuscript, we consider three-dimensional (3D)
CSLs which in contrast to their 2D counterparts have re-
mained considerably less studied. Turning to 3D variants of
the Kitaev model21, we are particularly interested in their ther-
modynamic behavior – the motivation for this comes from the
observation that the underlying Z2 gauge structure of the Ki-
taev model exhibits fundamentally different behavior in two
and three spatial dimensions. While in two dimensions the
elementary Z2 flux excitations, also referred to as visons, are
point-like objects, they are closed loops in three spatial di-
mensions. This difference points to the existence of a topo-
logical phase transition, at which the loops proliferate and
“break open” into line-like objects spanning the entire sys-
tem length22. QMC simulations for the 3D Kitaev models on
the so-called hyperhoneycomb18 and hyperoctagon lattices23,
lattices with elementary plaquettes of even length 10, have in-
deed observed such a finite-T transition, whose continuous
nature is consistent with the expected inverted-Ising univer-
sality class. This raises the question whether, for a 3D Kitaev
model on a lattice geometry with odd-length plaquettes, there
are multiple phase transitions associated with the ordering of
the Z2 gauge structure and the spontaneous breaking of time-
reversal symmetry, respectively.
To address this question, we consider the 3D Kitaev model
on the so-called hypernonagon lattice, a 3D lattice geometry
with elementary plaquettes of length 9, as illustrated in Fig. 1.
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2Guided by a previous study24 concentrating on the limit of
strong anisotropy in the exchange couplings, in which per-
turbation theory can be applied to derive an effective model,
we further take into account the possibility that the low-T
Z2 gauge configuration exhibits a nonuniform flux pattern by
considering exchange couplings beyond the anisotropic lim-
its. This gives an even larger potential for thermodynamic
phase transitions at which multiple symmetries are broken
spontaneously and as such evade a conventional description
in terms of the Landau-Ginzburg-Wilson paradigm. To ex-
plore this physics we run extensive QMC simulations of the
hypernonagon Kitaev model – an exacting endeavor due to
the relatively large sizes resulting from a unit cell with 12 sites
for the hypernonagon lattice that can be pursued only because
of a plethora of algorithmic tricks, including the implemen-
tation of the kernel polynomial method23,25,26 and optimized
parallel tempering schemes27. Our numerical results show
that there is only a single finite-T phase transition at which
both time-reversal and lattice symmetries are simultaneously
broken. This transition turns out to be of first order where the
Z2 gauge configuration indeed forms a nonuniform flux pat-
tern. In variational calculations for varying relative strengths
of the Kitaev couplings, we find that such nonuniform flux
patterns are present in the entire zero-T phase diagram. In to-
tal, these ordering patterns of the Z2 gauge fluxes allow us to
distinguish five distinct phases. Interestingly, in all but one out
of these phases, the crystalline order of the Z2 gauge fluxes is
not commensurate with the original lattice symmetries, i.e.,
at least one point-group symmetry of the lattice is broken in
addition to time-reversal symmetry.
To round off our analysis of the hypernonagon Kitaev
model, we compute the band structure of the complementary
fractional excitations – the itinerant Majorana fermions – in all
the CSL phases. We identify the boundaries between gapped
and gapless phases, which do not necessarily coincide with
the phase boundaries between the different flux phases. Fi-
nally, we investigate the topological nature of the Majorana
band structures, which is particularly rewarding in the gap-
less phases for which we find topological features such as
Weyl nodes and nodal lines. These bulk features are accompa-
nied by topologically protected surface states, Fermi arcs and
drumhead states. We characterize these features for all CSL
phases at hand.
Our discussion in the remainder of the paper is structured
as follows. In Sec. II, we discuss the elementary features of
the hypernonagon lattice and how to uniquely define a Kitaev
model for this lattice geometry. Before reporting on our re-
sults, we provide a brief overview of the relevant technical de-
tails of our finite-T QMC simulations, zero-T variational cal-
culations, and the determination of the Majorana band struc-
tures in Sec. III. Results from these calculations are presented
in Secs. IV and V, concentrating on the thermodynamics and
zero-T physics, respectively. A summary and some conclud-
ing remarks are given in Sec. VI.
FIG. 1. Schematic pictures of the Kitaev model on the hyper-
nonagon lattice. (a) The original hypernonagon lattice28 and (b) the
distorted one for better visibility21. a1, a2, and a3 (a′1, a′2, and a′3)
are the primitive translation vectors for the original (deformed) lat-
tice. The white spheres represent the lattice sites on which the spin-
1/2 degrees of freedom are defined. The red, green, and blue bonds
denote the x, y, and z bonds of the Kitaev model in Eq. (1), respec-
tively. A unit cell contains 12 sites, as indicated by the numbers 1–12
in (b). Two types of inversion centers are denoted by orange and pur-
ple spheres in (b). (c)-(e) The eight types of plaquettes Mp (p = 1–8)
in a unit cell on which the Z2 fluxes Wp in Eq. (2) are defined. Each
plaquette consists of 9 sites.
II. MODEL
To set the stage for our discussion, we first introduce the
hypernonagon lattice and review its fundamental symmetries.
We further discuss an alternative, but less symmetric basis that
allows to capture some of the geometrical aspects of the lattice
in more accessible terms. Finally, we explain how to uniquely
define a Kitaev model for this lattice and review the structure
of conserved Z2 fluxes.
A. The hypernonagon lattice
The hypernonagon lattice is a 3D lattice structure that re-
tains the tricoordination of every lattice site that is famil-
iar from the 2D honeycomb lattice. What sets it apart from
other tricoordinated lattice structures in three spatial dimen-
sions, which have been extensively classified by Wells in
1970s28 and reintroduced in the context of 3D Kitaev mod-
els recently21, is that it exhibits elementary plaquettes with an
3odd number of bonds. The fact that these are 9 bonds per pla-
quettes motivates the Schla¨fli symbol “(9,3)a” in the classifi-
cation of Wells and the more colloquial name “hypernonagon”
employed here.
The principal geometrical structure of the hypernonagon
lattice is illustrated in Fig. 1(a), with a slightly more acces-
sible, topologically equivalent, but deformed structure shown
in Fig. 1(b). For this latter version, it is easy to see that the
lattice possesses a C3 symmetry with a rotation axis in the
middle of a 12-site loop pointing in the eˆz-direction (which is
parallel to the a1 + a2 + a3 direction or the a′1 + a
′
2 + a
′
3 di-
rection, see Fig. 2). There are three mirror planes spanned by
eˆz and one of primitive translation vectors which cut through
the z bonds (colored in blue in Fig. 1) and act to map the x
and y bonds (red and green) onto one another by mapping
a2 ↔ a3, a3 ↔ a1 or a1 ↔ a2 (the same holds for a′1,
a′2, and a
′
3). Finally, the lattice is inversion symmetric with
multiple, unique inversion centers. One inversion center lies
at the centers of the 12-site loop and shown in Fig. 1(b) as a
purple sphere, whereas the other is located at the midpoint of
the lines connecting the aforementioned inversion centers for
the neighboring unit cells and shown in Fig. 1(b) as an orange
sphere.
In fact, one can further simplify the lattice geometry
when focusing on the elementary plaquettes. As shown in
Figs. 1(c)-1(e), the lattice structure is composed of eight types
of 9-site plaquettes in each unit cell, M1–M8. They form
a closed volume as illustrated by the orange hexahedron in
Fig. 2(a), where the numbered spheres represent the eight pla-
quettes in Figs. 1(c)-1(e). In addition to the orange hexahe-
dron, one can find a second closed volume which spans across
neighboring unit cells, illustrated by the purple hexahedron in
Fig. 2(a). Note that the purple and orange inversion centers
in Fig. 1(b) correspond to the centers of the purple and or-
ange hexahedra, respectively. Importantly, these two types of
hexahedra form a distorted cubic lattice, which can be further
deformed to a simple cubic lattice as shown in Fig. 2(b)24,29.
B. Kitaev model and conserved Z2 fluxes
In the following, we will consider a standard Kitaev model
H = −Jx
∑
〈i,j〉x
σxi σ
x
j − Jy
∑
〈i,j〉y
σyi σ
y
j − Jz
∑
〈i,j〉z
σzi σ
z
j , (1)
where σxi , σ
y
i , and σ
z
i are the Pauli matrices describing a spin-
1/2 degree of freedom at site i. The sum 〈i, j〉γ is taken over
all the γ bonds (γ = x, y, z, corresponding to three different
types of bonds), and Jγ is the exchange constant for the γ
bonds. Such a Kitaev model can be defined for any tricoordi-
nated lattice, even in three spatial dimensions21. Doing so for
the hypernonagon lattice at hand leads us to the assignment of
x, y, z-bonds as illustrated in Fig. 1. Note that (up to permuta-
tions) there is exactly one such assignment of bonds that does
not break any of the lattice symmetries discussed above.30
Since we are particularly interested in the Z2 gauge physics
of this 3D Kitaev model, we readily define an elementary Z2
FIG. 2. 3D network of the Z2 fluxes. (a) The hypernonagon lat-
tice contains two types of closed volumes indicated by the orange
and purple hexahedra. Both are constructed from the centers of the
eight plaquettes, indicated by spheres. The numbers 1–8 indicate the
plaquettes M1–M8 in Figs. 1(c)-1(e) on which the Z2 fluxes Wp are
defined. The spheres form a distorted cubic lattice. (b) The simple
cubic lattice deformed from (a). a′1, a′2, and a′3 in (a) [a′′1 , a′′2 , and a′′3
in (b)] are the primitive translation vectors for the deformed (simple)
cubic lattice.
flux for every plaquette Mp in analogy to Kitaev models on
other lattice geometries as
Wp =
∏
〈i,j〉γ∈Mp
σγi σ
γ
j . (2)
Here the product is taken for all the bonds comprising the pla-
quette in a clockwise manner if viewed from the inside of
the orange hexahedron to which the plaquette belongs. All
Wp commute with one another and with the Hamiltonian, and
W 2p = −1 for all p. Hence, Wp is a conserved quantity tak-
ing eigenvalues31 of either +i or −i. By using this fact, the
Hamiltonian can be block diagonalized, and the Hilbert space
of each block (flux sector) is labeled by its flux configuration
{Wp} = {W1,W2, · · · }.
In the present case of the hypernonagon lattice, the Z2
fluxes Wp have two important features. One comes from the
4dimensionality of the lattice structure. As first discussed for
the hyperhoneycomb lattice32, {Wp} is subject to local and
global constraints in three dimensions. In particular, the local
constraint, which enforces the product of Wp on any closed
volume to be +1, allows excitations by flipping Wp only in
the form of closed loops. This leads to a topological finite-
T phase transition between the high-T paramagnet and the
low-T quantum spin liquid driven by a proliferation of excited
loops18. This situation is common to any 3D Kitaev models;
indeed, similar finite-T phase transitions were found on other
3D lattices23,33. In our hypernonagon case, the local constraint
is enforced on each hexahedron in Fig. 2: the product of Wp
on the eight vertices is always equal to unity in all orange and
purple hexahedra24.
The other important feature of Wp is that it is composed
of an odd number of sites for the hypernonagon lattice at
hand. When the fluxes are defined for odd length loops, a pair
of flux assignments with opposite signs of Wp form a time-
reversal pair16. This allows for the possibility of CSLs where
time-reversal symmetry is broken spontaneously by selecting
a particular configuration of Wp. Indeed, on the triangle-
honeycomb lattice, which consists of 3 and 12-site loops, the
ground state of the Kitaev model was found to be a CSL17.
Furthermore, a finite-T phase transition was found from the
high-T paramagnet to the low-T CSL19.
Thus, our hypernonagon Kitaev model has at least two in-
teresting possibilities for finite-T phase transitions: one is a
topological transition originating from the local constraints
on {Wp} and the other is the spontaneous breaking of time-
reversal symmetry. Such possibilities were examined in the
limits of strong anisotropy in the exchange interactions where
finite-T transitions to two different types of CSLs were found
for the effective models. Both transitions have been found to
be first order, with the simultaneous occurrence of the topo-
logical change associated with the ordering of the Z2 gauge
structure and the concurrent breaking of a point-group sym-
metry of the lattice by nonuniform Z2 flux ordering24.
III. METHODS
To analyze the hypernonagon Kitaev model introduced in
the previous section, we primarily employ numerical ap-
proaches to capture the Z2 gauge physics of the model: QMC
simulations to access the finite-T thermodynamics and vari-
ational calculations to map out the entire zero-T phase dia-
gram. These numerical approaches are complemented by an-
alytical calculations of the Majorana band structures, which
employ various tricks to identify their inherent topological
features. In the following, we will briefly outline the relevant
details of all three approaches.
A. Quantum Monte Carlo simulation at finite temperatures
The QMC simulations of the Kitaev model in Eq. (1) are
based on a Majorana fermion representation of the spins18.
Such a representation can be introduced via a Jordan-Wigner
transformation on “chains” consisting of two types of bonds
(e.g., the y and z bonds)34–36, followed by a rewriting in terms
of the two types of Majorana fermions c and c¯, as
H = iJy
∑
〈i,j〉y
cicj − iJz
∑
〈i,j〉z
cicj − iJx
∑
〈i,j〉x
ηijcicj , (3)
where the sums are taken for i < j, and ηij = ic¯ic¯j . Thus,
the Majorana fermions described by c have an itinerant na-
ture, while those described by c¯ are localized on the x bonds.
Here, ηij is also a local conserved quantity taking eigen-
value either +1 or −1, which is related to Wp in Eq. (2) as
Wp = i
∏
〈i,j〉x∈p ηij , where the product is taken for all the x
bonds included in the 9-site loop. This Majorana fermion rep-
resentation enables us to perform sign-free QMC simulations
by sampling configurations of the Z2 variables {ηij}.
In the Monte Carlo (MC) sampling, we perform single flip
updates of theZ2 variables {ηij} as well as replica exchange37
updates with respect to T . In the single flip updates, we
compute the Boltzmann weight difference caused by a local
sign flip of ηij by employing the Green-function-based kernel
polynomial method introduced in Refs. 25 and 26 and applied
to a Kitaev model in Ref. 23. The computational complexity
of a single update is thereby reduced to O(N) (where N is
the number of sites), which is a big advantage compared to
the O(N3) scaling of a naive approach based on exact diago-
nalizations of the Hamiltonian. In addition, replica exchange
updates are introduced to prevent the system from freezing at
low T . To enhance its overall efficiency, we adopt a feedback
optimization27 of the T set for parallel tempering, which sig-
nificantly speeds up thermal equilibration38.
In the setup of our QMC simulations, we consider two clus-
ters with a total of N = 12 × L3 sites: one has the linear
dimension L = 4 (N = 768) and the other has L = 6
(N = 2592). We employ periodic boundary conditions in
all spatial directions in order to minimize finite-size effects in
our simulations39. We optimize the T set by the feedback op-
timization technique27, where we initially perform 3000 MC
sweeps for sampling after 3000 MC sweeps for thermaliza-
tion, and then add 1000 MC sweeps to both sampling and ther-
malization after each successive optimization iteration. We
perform seven and four steps of the feedback optimization for
the L = 4 and L = 6 systems, respectively, where, for the
optimization of the L = 6 system, we start from the T set
obtained from the fifth step for the L = 4 system. We present
the results at the sixth step (4800 MC samples) and the sev-
enth step (4000 MC samples) for the L = 4 system, and at
the third step (1600 MC samples) and the fourth step (4800
MC samples) for the L = 6 system. The measurements are
performed after every MC sweep40.
B. Variational calculations for the ground state
Probing several different configurations of the Z2 fluxes
(see Sec. V), we obtain the corresponding energies by exact
diagonalization of the Hamiltonian in Eq. (3). From the com-
parison, we determine the variational ground state as the state
5with the lowest energy for a given set of the exchange cou-
plings, Jx, Jy , and Jz . The energy of a particular flux con-
figuration {Wp} is calculated by constructing the {ηij} con-
figuration that reproduces the given {Wp} and diagonalizing
the Fourier transform of the Hamiltonian in Eq. (3) for the ob-
tained {ηij}. We note that {Wp} for all the variational states
are reproduced by a particular {ηij} within the L = 2 unit
cell. In these calculations, we consider a system with linear
system size L = 48.
C. Determination of the Majorana band structures
Given a variational flux configuration for a specific choice
of the exchange couplings, the fermionic ground state is ob-
tained by computing the corresponding spectrum of the itin-
erant Majorana fermions. In order to efficiently determine
whether the fermionic quasiparticles are gapped or gapless at
a given point in the phase diagram, the Berry curvature is in-
tegrated over 2D planes41 which cut through the 3D Brillouin
zone, i.e., by fixing one component of the momentum and in-
tegrating over the other two.
For those planes on which the fermionic spectrum is
gapped, the result is a quantized Chern number. In a Weyl
spin liquid42 phase, the Chern number jumps discontinuously
as the plane passes through a Weyl node by an amount equal
to the charge of that Weyl node – thereby allowing for a ro-
bust identification of the location of Weyl nodes in momen-
tum space. In general, the Berry curvature is ill-defined for a
plane on which the fermionic spectrum is gapless. In the case
that there is a one-dimensional (1D) (line) or 2D (plane) nodal
manifold, the result is a range of momentum values for which
the Berry flux is ill-defined and typically fluctuates wildly.
With this information, it may be determined whether a
given point in the phase diagram corresponds to a gapped or
gapless fermionic spectrum. If the Berry flux is vanishing ev-
erywhere, the fermions must be gapped throughout the en-
tire Brillouin zone. However, if at any point the Berry flux
is nonzero – whether it takes a nonvanishing quantized Chern
number or fluctuates wildly – the fermionic spectral gap must
close somewhere. For the regions of the phase diagram where
the gap closing occurs at a high-symmetry point, the reso-
lution of the phase diagram data can be further increased by
checking whether or not the gap closes at that point for a given
choice of couplings.
Alongside this analysis, the projective symmetry group43 is
utilized to deduce general constraints on the gapless fermionic
excitations, thereby explaining the distinct stable topology of
the nodal manifold of the itinerant Majorana fermions appear-
ing in the different CSL phases. The precise projective rep-
resentation of physical symmetries of the model when written
in the Majorana fermion representation determines the char-
acter of the nodal manifold21,44. In particular, the projective
symmetry group may enforce the stability of either fully 2D
Fermi surfaces, nodal lines, Dirac cones or topological Weyl
nodes.
IV. THERMODYNAMICS
We start our presentation of results by first discussing the
thermodynamics of the hypernonagon Kitaev model.
A. Thermal fractionalization
Figure 3 summarizes our QMC results for the isotropic Ki-
taev model with equal couplings Jx = Jy = Jz , normalized
to Jx + Jy + Jz = 1. It shows (a) the internal energy ε, (b)
the specific heat C, and (c) the entropy S per site as functions
of T at the last two optimization steps for each system size as
described in Sec. III A. In this resolution, the two results ap-
pear to overlap; we will discuss the convergence in Sec. IV B.
Similar to the previous works on other lattices18,23,45, the spe-
cific heat C of the Kitaev model on the hypernonagon lattice
exhibits two peaks as shown in Fig. 3(b), corresponding to the
steep changes of the energy ε plotted in Fig. 3(a) [see the low-
T part in Fig. 4(a)]. One is a broad peak at T ≈ 0.5 and the
other is a sharp peak at T ≈ 0.0024. The high-T peak comes
from the itinerant Majorana fermions c, while the low-T peak
is due to the Z2 fluxes, which are related to the localized Ma-
jorana fermions c¯18,45. This is clearly demonstrated by a de-
composition of the specific heat C into each contribution, as
shown in Fig. 3(b)20. Figure 3(c) demonstrates that half of the
total entropy S, 12 ln 2 ≈ 0.347, is released at each peak of
the specific heat C46. This successive release of the entropy
is a common feature to all Kitaev models, indicative of the
thermal fractionalization of spins45.
B. Finite-temperature phase transition
In the following, we focus on the low-T region where the
specific heat C shows a sharp peak (gray area in Fig. 3). Fig-
ure 4 displays the low-T QMC data. The internal energy ε
suddenly drops at T ≈ 0.0024, as shown in Fig. 4(a). The
energy change becomes sharper for L = 6 than L = 4. Corre-
spondingly, the specific heat C shows a sharp peak, as shown
in Fig. 4(b). We find that the peak height (width) becomes
higher (narrower) for larger L, indicating a phase transition47.
In order to clarify the nature of the phase transition, we cal-
culate the histogram of the internal energy ε, P (ε). The results
are shown in Fig. 5. We find that the energy distribution bifur-
cates for both system sizes, while it has an additional structure
in the low-energy part (we return to this point later). The bifur-
cation strongly suggests a first-order phase transition, which
is consistent with the size dependence of the specific heat C,
namely, the peak height increases roughly proportional to the
system size as expected for a first-order phase transition.
We find that the finite-T phase transition is caused by or-
dering of the Z2 fluxes Wp. This can be monitored by the
structure factor of Wp, defined in matrix form as
Sαβcube(k) =
1
82L3
〈Wα(k) · [Wβ(k)]∗〉 , (4)
6FIG. 3. Thermodynamics of the hypernonagon Kitaev model ob-
tained by QMC simulations for the isotropic exchange interactions
Jx = Jy = Jz = 1/3. Shown are the T dependence of (a) the inter-
nal energy ε, (b) the specific heat C, and (c) the entropy S per site at
the last two optimization steps. The inset of (b) displays the decom-
position into the contributions from the itinerant Majorana fermions
and the localized Z2 fluxes. The data are calculated for the system
sizes with L = 4 and L = 6. The gray area indicates the T range
plotted in Fig. 4. The dashed horizontal lines in (c) indicate 0, 1
2
ln 2,
and ln 2.
where
Wα(k) =
1√
L3
∑
r
e−ik·rWα(r) . (5)
Here, r is the position vector for the orange hexahedral unit
cell in Fig. 2(b) and α, β ∈ {1, 2, . . . , 8} label the vertices of
the hexahedron. We find that the structure factor develops a
Bragg peak at k = Q = (pi, pi, pi), with all the matrix ele-
ments of Sαβcube(Q) being equivalent. Hence, we define the or-
der parameter Scube(Q) ≡
∑
α,β S
αβ
cube(Q) and plot its value
as a function of T in Fig. 4(c). The result indicates that the
first-order transition of the system is caused by a spontaneous
ordering of the Z2 fluxes where all fluxes in a given hexahe-
dral unit have the same sign, while the units themselves form
a staggered pattern. This is illustrated in the inset of Fig. 4(c).
We call this flux order AFII (see Sec. V). As mentioned above,
FIG. 4. Low-T phase transition. Shown are the T dependence of (a)
the internal energy ε and (b) the specific heat C as given in Figs. 3(a)
and 3(b), respectively, but plotted on a linear T scale, zooming in
the low-T regime (the gray areas in Fig. 3). (c) The order parameter
for the Z2 flux ordering, Scube(Q) at Q = (pi, pi, pi) at the last two
optimization steps. The inset of (c) indicates the flux configuration
in the low-T CSL phase, where black and white spheres represent
fluxes with Wp = +i and −i, respectively. εAFII in (a) indicates
the ground state energy for each system size. See the main text for
details.
the ordering of {Wp} corresponds to a spontaneous break-
ing of time-reversal symmetry. Hence, the transition observed
here is deduced to occur from the high-T paramagnetic phase
to the low-T quantum spin liquid phase with broken time-
reversal symmetry, i.e., a CSL phase. In Fig. 4(a), we plot
the ground state energy εAFII for this CSL phase for each L.
Our QMC data quickly converge to these values below the
transition T .
The peak T of the specific heat C does not change much
from L = 4 to L = 6, as shown in Fig. 4(b). We estimate
the transition T to be Tc = 0.00244(4) so that both values are
included in the error in the last digit, although more precise
determination is necessary by the system-size extrapolation.
We do not see any anomaly except at Tc in the T range stud-
ied here. This suggests that the hypernonagon Kitaev model
at the isotropic point exhibits a single first-order transition to
7FIG. 5. First-order nature of the thermal phase transition. His-
tograms of the internal energy ε, P (ε), in the vicinity of the tran-
sition temperature Tc = 0.00244(4) obtained by QMC simulations
for (a) L = 4 and (b) L = 6 at the last two optimization steps. εAFII
is the internal energy calculated for theWp configuration in the AFII
phase for each system size. See the text for details.
the CSL, similar to what is observed in its anisotropic lim-
its24. However, given the peculiar structure of P (ε) in Fig. 5,
the possibility of multiple transitions within a very narrow T
range cannot be excluded at present, and needs to be exam-
ined carefully for larger system sizes. This is left for a future
study.
In the 3D Kitaev models, the transition temperature Tc is
related to the loop tension, which defines the energy gap for
a loop excitation of Wp48,49. In our hypernonagon case, we
estimate the flux gap, defined by the smallest excitation of a
Wp loop from the ground state, as ∆ = 0.0339(1). The pre-
vious studies for other 3D lattices showed that the ratio Tc/∆
is in the range of ≈ 0.11–0.1518,23,49. In the hypernonagon
case, however, the value of Tc/∆ ≈ 0.07 deviates from this
trend: Tc is considerably lower than the expected value given
∆. The origin of the deviation can likely be traced back to
the first-order nature of the transition in the hypernonagon
lattice, where multiple symmetries (time-reversal and lattice
point group) are broken simultaneously with the gauge order-
ing transition. In contrast, the transition for all other 3D Ki-
taev models appears to be continuous49, indicating that similar
physics is at play as for the hyperhoneycomb and hyperoc-
tagon cases for which the finite-T transition has been shown
to arise from a topological change of the loop-type excita-
tions18,23,50.
V. GROUND STATE PHASE DIAGRAM
Our calculations reveal several low-T flux configurations
when probing the phase diagram away from the isotropic cou-
pling point, which all exhibit nonuniform arrangements of the
Z2 fluxes. The five distinct arrangements are illustrated in
Figs. 6(b)-6(f), which in the following we will refer to as A0F,
AF, AFII, SI, and SII, respectively. Most of these were pre-
viously identified in certain parameter regimes, such as the
SI configuration of Fig. 6(e) in initial studies21 of the hy-
pernonagon model by using variational arguments, the A0F
configuration of Fig. 6(b) in Ref. 24, the SII configuration of
Fig. 6(f) in the strong Jx or Jy limits24 with a subextensive
degeneracy, and the AF configuration in the strong Jz limit24.
Only the AFII phase of Fig. 6(d) has hitherto remained unno-
ticed.
Using these five distinct ordering patterns as input for the
variational calculations described in Sec. III B, we can map
out the entire zero-T phase diagram of the Z2 flux sector
for arbitrary Kitaev couplings. The result is summarized in
Fig. 6(a) for the plane of Jx +Jy +Jz = 1 with Jγ ≥ 0 (with
the phase diagram remaining the same when flipping the signs
of all Jγ). In the phase diagram we find the AFII phase (gray
area) around the isotropic point (black dot), consistent with
our QMC results. When increasing Jz (moving upwards in
the phase diagram), the AFII phase gives way to an AF phase
(magenta). On the other hand, when decreasing Jz we find
the SI phase (red), and finally the SII phase (yellow) at the
bottom center as well as near the two bottom corners of the
phase diagram. We also find narrow regions of the A0F phase
(purple) near the edges of Jx = 0 or Jy = 0. We note that
our results around the three corners are indeed consistent with
ealier results24, derived perturbatively for the three anisotropic
limits.
In addition to the phase boundaries arising from the Z2 flux
ordering, we also determine the boundaries that arise from the
transition between gapless and gapped band structures of the
itinerant Majorana fermions – as indicated by the white lines
in the phase diagram of Fig. 6(a). We find that in general these
boundaries do not precisely coincide with the phase bound-
aries between the different flux patterns, i.e., for a given flux
pattern there are regions where the Majorana spectrum is ei-
ther gapped or gapless. In particular, the extent of the gapless
region of the Majorana band structure corresponds to the re-
gion sandwiched by the two closed white lines in the phase di-
agram of Fig. 6(a). It is thus that the SI, AF, and AFII phases
all have both gapped and gapless Majorana spectra, whereas
for the A0F and SII phases the Majorana spectrum remains
fully gapped for all parameters. We note that the isotropic
point is right on the gapped/gapless boundary.
In the following sections, the nature of the gapless regions
are discussed for the SI, AF, and AFII phases in further de-
tail. As the lattice symmetries relevant to this discussion are
the C3-rotational, mirror, and inversion symmetries, the cor-
responding symmetry information for the different CSL flux
phases is summarized in Table I. Among the flux phases which
host gapless fermions, only the SI phase breaks the rotational
symmetry and two out of the three mirror symmetries. While
8FIG. 6. Ground state of the hypernonagon Kitaev model. (a) The ground state phase diagram in the parameter space Jx + Jy + Jz = 1
(Jγ ≥ 0) obtained by variational calculations. Each corner corresponds to the anisotropic limits where one of Jγ = 1 and the other two are
zero. The black dot at the center represents the isotropic case Jx = Jy = Jz = 1/3. The white lines represent gapped/gapless boundaries
with respect to the itinerant Majorana spectrum; the system has gapless excitations in the area sandwiched by the two closed white lines. Five
distinct phases are found: A0F (purple), AF (magenta), AFII (gray), SI (red), and SII (yellow). The flux configurations are shown in (b)-(f) for
each phase. The black and white spheres represent fluxes with Wp = +i and −i, respectively. Since all the variational states have the same
energy in the corners of the phase diagram, numerical noise may be seen close to them.
the SI and AF phases respect inversion symmetry for all inver-
sion centers, the AFII phase breaks inversion symmetry for
the inversion centers corresponding to the orange hexahedra
[see Fig. 6(d)]. In addition as discussed in Sec. II B, by virtue
of the hypernonagon lattice being non-bipartite, all flux con-
figurations necessarily break time-reversal symmetry. For the
AFII phase, however, the combination of time-reversal with
the broken inversion symmetry operation is seen to yield a
symmetry of the Hamiltonian.
The physical inversion symmetry for all the CSL phases
discussed here is represented projectively as
H(k) = G†P UP H(−k) U†P GP , (6)
where UP is the matrix representation of the inversion opera-
tor acting on the unit cell and GP is the associated Z2 gauge
transformation. Note that for all the phases at hand, inversion
symmetry is implemented trivially, i.e., with a uniform gauge
Flux phase C3 Mirror planes Inversion (purple / orange)
A0F Yes 3 Yes / No
AF Yes 3 Yes / Yes
AFII Yes 3 Yes / No
SI No 1 Yes / Yes
SII No 1 No / No
TABLE I. Overview of lattice symmetries for the different CSL
phases. The relevant symmetries include C3-rotational symmetry,
the number of remaining mirror planes (for Jx = Jy) and whether
inversion symmetries (corresponding to the purple and orange hexa-
hedra) are present.
FIG. 7. Gapless SI phase. (a) Evolution of Weyl nodes for cou-
pling constants 0.267 ≤ Jz ≤ 0.30 with Jx = Jy = (1 − Jz)/2.
The sink and source indicate the negatively- and positively-charged
Weyl nodes, respectively. The shaded region indicates the remain-
ing mirror plane in the SI phase with Jx = Jy . (b) Correspond-
ing Fermi arcs on the 001-surface Brillouin zone for (Jx, Jy, Jz) =
(0.36, 0.36, 0.28).
transformation GP . A nonuniform gauge transformation ne-
cessitates a translation of k by half a reciprocal lattice vector
on the right side of Eq. (6)21. The relevant energy relations
are, thus, given by
Eα(k) = −Eβ(−k) and Eα(k) = Eγ(−k), (7)
due to particle-hole and inversion symmetry, respectively.
Here α, β, and γ denote band indices.
9A. SI phase
In the SI phase, the presence of trivially-implemented pro-
jective inversion symmetries prohibits the formation of sta-
ble Fermi surfaces due to the corresponding energy relation in
Eq. (7)51. Furthermore, the absence of time-reversal symme-
try prohibits the formation of stable nodal lines seen in some
other Kitaev spin liquids, e.g., on the hyperhoneycomb lat-
tice21, where such nodal lines are stabilized by a 1D winding
number52–54 associated with sublattice symmetry, i.e. a com-
bination of trivially-implemented time-reversal and particle-
hole symmetry. However, the combination of particle-hole
and inversion symmetries allows for the presence of topolog-
ically protected Weyl nodes pinned to zero energy.
Indeed, diagonalizing the concrete Hamiltonian in the SI
phase reveals an extended gapless Weyl spin liquid phase.
Restricting the exchange couplings to the line Jx = Jy =
(1 − Jz)/2, the gapless portion of the SI phase runs from
Jz ≈ 0.267, where the gap closes, to Jz ≈ 0.3, where the
ground state switches from the SI phase to the AFII phase.
For Jz ≈ 0.267, two positively-charged and two negatively-
charged Weyl nodes simultaneously appear at the Γ point of
the Brillouin zone. As Jz is further increased, the Weyl nodes
split apart. For Jx = Jy , the Weyl nodes are pinned to the
single mirror plane which is not broken in the SI phase.
Figure 7(a) shows the evolution of the Weyl nodes in the
3D Brillouin zone as the exchange couplings are varied for
0.276 ≤ Jz ≤ 0.30 with Jx = Jy = (1 − Jz)/2. The
trajectory of negatively-charged Weyl nodes changes color
from yellow to green as Jz is increased, whereas the trajec-
tory of positively-charged Weyl nodes changes from red to
green. The corresponding Fermi arcs at the 001-surface Bril-
louin zone for (Jx, Jy, Jz) = (0.36, 0.36, 0.28) are plotted in
Fig. 7(b).
B. AF phase
In the AF phase, as for the SI phase discussed above, the
presence of trivially-implemented projective inversion sym-
metries prohibits the formation of stable Fermi surfaces. Fur-
thermore, the absence of time-reversal symmetry prevents the
formation of nodal lines protected by sublattice symmetry as
mentioned above. However, the combination of particle-hole
and inversion symmetries allows for the presence of topolog-
ically protected Weyl nodes pinned to zero energy.
Indeed, diagonalizing the concrete Hamiltonian in the AF
phase reveals an extended region with Weyl nodes. Restricting
the exchange couplings to the line Jx = Jy = (1 − Jz)/2,
the gapless portion of the AF phase runs from Jz ≈ 0.42,
where the ground state switches from the AFII phase to the
AF phase, to Jz ≈ 0.491, where the Weyl nodes gap out.
For 0.42 < Jz . 0.491, two oppositely-charged Weyl nodes
are pinned to the C3-invariant axis. As Jz is increased, the
two Weyl nodes move towards each other until they eventually
meet at the Γ point for Jz ≈ 0.491 and mutually annihilate.
Figure 8(a) shows the evolution of the Weyl nodes in the
3D Brillouin zone as the exchange couplings are varied for
FIG. 8. Gapless AF phase. (a) Evolution of Weyl nodes for cou-
pling constants 0.42 ≤ Jz ≤ 0.491 with Jx = Jy = (1 − Jz)/2.
The sink and source indicate the negatively- and positively-charged
Weyl nodes, respectively. (b) Corresponding Fermi arc in the 001-
surface Brillouin zone for (Jx, Jy, Jz) = (0.27, 0.27, 0.46) denoted
in blue. Additional surface states are marked in red and are discussed
in Appendix B.
0.42 ≤ Jz ≤ 0.491 with Jx = Jy = (1 − Jz)/2. The trajec-
tory of negatively-charged Weyl nodes (sinks) changes color
from yellow to green as Jz is increased, whereas the trajec-
tory of positively-charged Weyl nodes (sources) changes from
red to green. The corresponding Fermi arc at the 001-surface
of the Brillouin zone for (Jx, Jy, Jz) = (0.27, 0.27, 0.46) is
plotted in blue in Fig. 8(b).
In addition to the Fermi arc which terminates at the pro-
jection of the Weyl nodes in the surface Brillouin zone, there
appear additional line-like surface states which form incon-
tractible loops. These can be seen as remnants of Fermi arcs
due to the Weyl nodes which are gapped out in this part of the
phase diagram. For a thorough discussion of these additional
surface states, we refer to Appendix B.
C. AFII phase
In the AFII phase, as for the SI and AF phases, the presence
of a trivially-implemented inversion symmetry prohibits the
formation of stable Fermi surfaces. Furthermore, like for the
SI phase, the absence of time-reversal symmetry prevents the
formation of nodal lines protected by sublattice symmetry.
However, it has been shown that in a system where the
combination of inversion and time-reversal symmetries is pre-
served, one may define both 1D and 2D Z2 winding num-
bers55,56. The 1D winding number corresponds to a Berry
phase of either 0 or pi acquired upon traversal of a 1D loop.
It may stabilize nodal lines similarly to what has been seen
for time-reversal invariant Kitaev spin liquids, e.g., on the hy-
perhoneycomb lattice21. Additionally, pairs of nodal lines can
be stabilized by the presence of a 2D Z2 winding number,
i.e., a nodal line may carry a Z2 monopole charge56. Due to
their monopole charges, such nodal lines must always be cre-
ated and annihilated in pairs rather than being continuously
deformed to a point and gapped out in isolation. Crucially, in-
version and time-reversal symmetries need not individually be
preserved in the system, only the combination of the two. For
the hypernonagon lattice, any fixed flux sector breaks time-
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reversal symmetry spontaneously. However, in the AFII phase
where one of the inversion symmetries is broken, the com-
bination of the corresponding inversion operation with time-
reversal indeed yields a symmetry of the Hamiltonian. In this
case, line nodes can be stabilized even in the absence of sub-
lattice symmetry.
Diagonalizing the concrete Hamiltonian in the AFII phase
reveals an extended gapless region with nodal lines. Restrict-
ing the exchange couplings to the line Jx = Jy = (1−Jz)/2,
the gapless portion of the AFII phase runs from Jz ≈ 0.3,
where the ground state switches from the SI phase to the AFII
phase, to Jz ≈ 0.42, where the ground state switches from
the AFII phase to the AF phase, with a region in between
1/3 < Jz . 0.392 for which the spectrum is fully gapped.
At the isotropic point Jz = 1/3 there is a fourfold degen-
eracy at zero energy at the Γ point which gaps out as soon as
Jz is increased. However, for Jz < 1/3, this fourfold degen-
eracy is split into two nodal lines which grow larger and move
away from each other as Jz is increased further [see Fig. 9(a)].
Artificially extending the analysis of the AFII flux configura-
tion for Jz . 0.3, where there is a phase transition to the SI
phase, the nodal lines can be seen to wrap around the Bril-
louin zone before meeting once more and mutually annihilat-
ing at Jz ≈ 0.22. Putting the system on a slab geometry, one
finds both “drumhead” surface states52,57–61 filling the projec-
tion of the nodal lines to the surface Brillouin zone as well as
FIG. 9. Gapless AFII phase. (a) Nodal lines for (Jx, Jy, Jz) =
(0.34, 0.34, 0.32) shown in blue. (b) Nodal lines for (Jx, Jy, Jz) =
(0.3035, 0.3035, 0.393) shown in blue. The shaded planes denote
the three mirror invariant planes, whereas the orange lines denote
the k points invariant under a combination of mirror and inversion
symmetries. (c) and (d) Surface states for Jz = 0.32 and Jz =
0.393, respectively, depicted in blue along with projections of bulk
nodal lines depicted in black for the 001-surface Brillouin zone.
Fermi arc surface states connecting the two projections [see
Fig. 9(c)]. The latter suggests that the nodal lines carry a Z2
monopole charge62,63.
For the gapless region corresponding to Jz & 0.392, a num-
ber of nodal lines are stabilized by a 1D Z2 winding number.
For Jz ≈ 0.392, a total of six nodal points appear along high-
symmetry lines related to one another by inversion and mirror
symmetries or, equivalently, by C3 and inversion symmetries.
The high-symmetry lines themselves correspond to momenta
invariant under the combination of mirror and inversion sym-
metries – one such line for each of the three mirror planes [see
Fig. 9(b)]. As Jz is increased, the point nodes immediately
expand to nodal lines which move through the Brillouin zone
and are heavily deformed. Figure 9(b) shows these nodal lines
for Jz = 0.393. Due to the severe deformation of the nodal
lines, the figure shows a “top” view from which the deforma-
tion is significantly less evident.
Putting the model on a slab geometry [see Figs. 9(c) and
9(d)], there are seen to be drumhead-type surface states filling
the projection of the nodal lines to the surface Brillouin zone
as well as the remnant of a Fermi arc from the Z2 monopole
nodal lines which appear in another part of the phase diagram
as discussed above. However, no Fermi arc like states are
observed connecting the disjoint projections of the bulk nodal
lines. The lack of such Fermi arc surface states along with the
fact that the bulk nodal lines are not created and destroyed in
pairs, rather they appear individually at arbitrary points in the
Brillouin zone, indicates that they carry a 1D winding number
rather than the 2D monopole charge.
VI. CONCLUDING REMARKS
To summarize, we have explored the physics arising from
the crystalline ordering of the Z2 fluxes in the hypernonagon
Kitaev model. The three-dimensionality of the lattice in com-
bination with existence of odd-length plaquettes gives a po-
tential for at least two types of finite-T phase transitions –
a topological one originating from loop proliferation of the
Z2 flux excitations and the spontaneous breaking of time-
reversal symmetry leading to a CSL. In addition, a previous
study has suggested the breaking of additional point-group
symmetries of the lattice by nonuniform ordering of the Z2
fluxes. Motivated to find such unconventional finite-T phase
transitions beyond the Landau-Ginzburg-Wilson description,
we have employed large-scale, sign-free QMC simulations on
the basis of the kernel polynomial method. While our nu-
merics found a single phase transition, at which time-reversal
and lattice symmetries are simultaneously broken, the transi-
tion itself turns out to be strongly first order in nature. Fur-
ther exploring the zero-temperature physics of the model, we
have established the presence of five distinct nonuniform crys-
talline Z2 flux orderings, all of which except for one are not
commensurate with the underlying symmetries of the hyper-
nonagon lattice. In addition, we calculated the band struc-
tures of the itinerant Majorana fermions for all the flux order-
ings. We found that in the three phases the itinerant Majo-
rana fermions form both gapped and gapless excitation spec-
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tra, and this gapped/gapless boundary does not necessarily co-
incide with the boundaries between the different flux phases.
Finally, we clarified the topological nature of the itinerant Ma-
jorana band structures by identifying topological features such
as Weyl nodes or nodal lines which are accompanied by topo-
logically protected surface states, Fermi arcs and drumhead
states correspondingly.
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Appendix A: Lattice Information
As mentioned in Sec. II A, it is possible to define an equiv-
alent, but deformed version of the hypernonagon lattice in
terms of honeycomb layers joined by mid-bond sites [see
Fig. 1(b)]. The concrete choice of elementary unit cell for
this deformed lattice has twelve sites with positions given by
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The lattice vectors are chosen to be
a′1 =
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with corresponding reciprocal lattice vectors
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FIG. 10. Evolution of Weyl nodes for coupling constants 0.294 ≤ Jz ≤ 0.414 with Jx = Jy = (1 − Jz)/2 in (a) the bulk Brillouin zone
and (b) projected down to the 001-surface Brillouin zone, respectively. The two Weyl nodes on the C3-invariant axis are not shown for clarity.
(c) Corresponding Fermi arcs in the 001-surface Brillouin zone for (Jx, Jy, Jz) = (0.345, 0.345, 0.31). This includes the Weyl nodes which
lie on the C3-invariant axis along with their corresponding Fermi arc. (d) Band structures for Jz = 0.46. The bulk band structure along the
C3-invariant axis is plotted in yellow showing the two Weyl nodes. The band structure for the slab geometry along the projection of the C3
axis to the surface Brillouin zone is plotted in blue and red. The projection of the two Weyl nodes as well as the Fermi arc which connects
them are colored blue. The bands responsible for the remaining surface states left over from the other Weyl nodes, which are gapped out for
Jz ≈ 0.414, are colored red.
The assignment of x, y and z bonds is depicted in Fig. 1(b)
corresponding to red, green and blue colored bonds, respec-
tively. Up to permutations of the bond types, this assignment
is unique. All x and y bonds are related by a combination of
C3 and mirror symmetries. There are two distinct sets of z
bonds which are not related by lattice symmetries, however,
all bonds of a given set may be mapped onto each other by a
C3 symmetry. The symmetry between x and y bonds is re-
flected in the ground state phase diagrams of Fig. 6(a).
Appendix B: Surface states in the AF phase
As mentioned in the discussion of the AF phase in the main
text, in addition to the Fermi arc which terminates at the pro-
jection of the Weyl nodes in the surface Brillouin zone, there
appear additional line-like surface states which form incon-
tractible loops. These can be seen as remnants of Fermi arcs
due to Weyl nodes which are gapped out in this part of the
phase diagram. If the flux configuration corresponding to the
AF phase is artificially extended beyond its range of validity,
i.e., for Jz . 0.42 with Jx = Jy , one finds the existence of
an additional six Weyl nodes. These Weyl nodes emerge from
the Γ-point at Jz ≈ 0.294 and move away from one another
as Jz is increased, always pinned to the three mirror planes.
At Jz ≈ 0.414, the six Weyl nodes once again meet and an-
nihilate at the Γ-point. However, as they do so, they trace out
incontractible loops across the Brillouin zone. The evolution
(excluding the two Weyl nodes on the C3-invariant axis men-
tioned in the previous paragraph) in the bulk Brillouin zone as
well as projected down to the 001-surface Brillouin zone, is
depicted in Figs. 10(a) and (b), respectively.
A consequence of the trajectories of the Weyl nodes
through the Brillouin zone is that their corresponding Fermi
arcs [pictured in Fig. 10(c)], rather than shrinking to a point
and gapping out with the Weyl nodes, are stretched out along
similar incontractible loops. The result is that, while the Weyl
nodes responsible for the surface states gap out, the surface
states themselves remain behind [as can be seen in Fig. 8(b)
of the main text]. Pictured in Fig. 10(d) is a composite of
the bulk and slab geometry band structures for Jz = 0.46
computed along the C3-invariant axis and its projection to the
001-surface Brillouin zone, respectively. Here can be seen
the Fermi arcs in blue which terminate at the projection of
the Weyl nodes to the surface Brillouin zone at which point
they dive back into the bulk. In red, however, are pictured the
remnant surface bands from the Weyl nodes which have been
gapped out. These bands are seen to be entirely disconnected
from the bulk band structure.
