Abstract
Introduction
The available bandwidth of a link is the unused capacity of that link during a certain time period. At any specific instant in time, a link is either transmitting at the full link capacity or it is idle, so the instantaneous utilization of a link is either 0 or 1. the definition of instantaneous available bandwidth is meaningless, and a certain time-averaging is needed. The available bandwidth A i (t, T ) of a link i at time t is defined as:
Where C i is the link's capacity and u i (t) is the percentage of link utilization. The available bandwidth of a path P made of N links LI 1 , LI 2 , ...LI N (no routing changes or multipath forwarding occur during the measurement) is defined as:
To measure available bandwidth many different active probing techniques have been developed. The packet pair technique is one of the most popular of them. The basic idea of packet pair paradigm is that the sender sends pairs of packets to a receiver. The pair packets are sent close enough together in time to cause the packets to queue together at the bottleneck link. By measuring the changes in the packet spacing, the receiver can estimate the amount of cross traffic that enter between the tow packets at the bottleneck link and then infers bandwidth proprieties of the network path [11] , [7] . For more details in the different techniques and tools for end-to-end available bandwidth estimation, we refer the reader to [1] , [4] , [3] , [10] , [9] and [5] .
In this paper, we develop a new deterministic model of packet pair delays for end-to-end available bandwidth estimation in IP network paths. This model captures the relationship between the amount of cross traffic and the packet pair gap taking into account the size of each probing pair packet. Based on this deterministic model and considering a particular case obtained when the two packets of the probing pairs are of the same size, we developed an active measurement tool called IGMPS (Improved Gap Model using Packet Size parameter) that estimates the end-to-end available bandwidth at the bottleneck link of the path. Based on an experimental analysis in an isolated testbed configuration, we present IGMPS measurement results that verify the tool behavior and illustrate its accuracy. Our experiments show that introducing the packet size parameter in the probe gap model formula improves considerably the accuracy of the measurements. We show that using probe packets whose length is equal or close enough to cross traffic packet size increases the tool accuracy. This paper is organized as follows. In section II, we introduce our deterministic model based on the probe gap model paradigm to estimate available bandwidth. In section III, we present IGMPS implementation issue, our performance evaluation methodology and the first results on IGMPS measurements. We discuss the effect of the probe packet size parameter on IGMPS performance in section IV and we conclude in section V.
Available bandwidth characterization
In this section we explain in detail our deterministic model based on the packet pair methodology to model the available bandwidth in a multiple link path. Before starting, we model first the path capacity based on two different delay equations and then according to the probe gap model we give a formula that models the end-to-end available bandwidth in the path. Notations and different parameters used in the remain of this paper are defined in According to the reasoning given in [6] , the path capacity model is derived from two delay equations: the arrival time equation and the queuing delay equation.
The arrival time equation predicts the time needed for a packet to travel across l link in the path before reaching the destination node. The arrival time t k l of a packet k at the link l is given using the following equation:
Were t k 0 is the transmission time and (0 < i < l). The queuing delay q k l is given by the following equation:
Using equation (1) et (2) , the packet delay in a multiple link path is expressed by:
Assuming that there is one bottleneck link (with capacity C b = C ) and no queuing occurs elsewhere. The second part of the equation (3) can be split into the time to travel from the source to the bottleneck, the queuing time at the bottleneck and the time to travel from the bottleneck to destination. Equation (3) becomes then :
With (0 < i < n).
Since the queuing occurs only at the bottleneck link and using (3) we obtain
Substituting in (4) we obtain:
b+1 is given as:
Equation (5) becomes then:
Since we have
then by substituting in (6) we obtain:
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For more compact notation, we define the following variable:
From (7) we derive the capacity C as :
Equation (8) gives the bottleneck link capacity in the path. It is expressed using several parameters which directly influence the estimated capacity C. In the following, we give a generic formula to estimate available bandwidth on the end-to-end path. Then, by experiments in sections V and VII, we show that the obtained model provides better measurement results.
Available bandwidth model
The packet pair technique consists in capturing the relationship between the inter-packet gap of a packet pair and the cross traffic rate at the bottleneck link. A probe pair is sent from a sender with a time gap
, and reaches the receiver with a time gap
n . Δ out is the time taken by the bottleneck to transmit the second packet of the pair and the cross traffic that arrived during Δ in . Using the Probe Gap model, the available bandwidth at the bottleneck link is estimated as:
Substituting (8) in (9) we obtain: 
Assuming that there is only one queuing link which is the bottleneck link and no queuing occurs elsewhere, then:
where q b represents the queuing delay at the bottleneck link. Equation (11) becomes:
In the previous assumptions we assumed that the second packet of the probe pair arrives to the bottleneck before the departure of the first packet. Since that, we can model the delays of the two packets as shown in the Figure 1 . From this figure we can define the following equation:
Assuming that is too small so we can set it equal to 0, then equation (12) becomes:
since OW D = t k n − t k 0 then Substituting in (11) using (13) we obtain:
Substituting in (10) with (14) we obtain
(15) In formula (15), the end-to-end available bandwidth in the path is defined as a function of several deciding parameters such as packet size, the bottleneck link capacity and packet departure and arrival times. If we consider the particular case where the two packets of the pair have equal sizes (s k = s k−1 = S), then the end-to-end available bandwidth of the path is given as:
Equation (16) is implemented in our measurement tool. The design and performance evaluation of this tool are described in the following sections.
Performance evaluation
Compared to the Probe Gap Model described in [11] , our model takes into account the packet size parameter that is very important when measuring available bandwidth and that impacts heavily on the results. Formula (16) defines the end-to-end available bandwidth at the bottleneck link, it is implemented in a measurement tool called IGMPS which is developed in C language under Linux environment. IGMPS is a one-way measurement tool, it is composed of two distinct parts, the sender program and the receiver program. The IGMPS sender sends a Poisson process of packet-pairs of 1500B UDP packets. Assuming that the bottleneck link capacity C is known, IGMPS sets the initial inter-packet gap Δ in equal to the transmission time of 1500B data packet on the bottleneck link ( for instance, in 10Mb/s path the inter-packet gap is about 1.2 ms) and measures the output gap Δ out at the receiver. The dispersion between to pairs follows an exponentially distributed function with an average much larger than Δ in (about 100 ms) which makes IGMPS to be non-intrusive compared to certain tools that use packet trains instead of sending a sequence of probing packet pairs, such as Pathload [4] and Pathchirp [10] . To validate IGMPS tool, we ran several experiments on an isolated testbed Configuration to measure available bandwidth of the network path under several scenarios. The topology used for this purpose is shown in Figure 2 where P s and P d are respectively the probing source and destination. This path comports three Cisco 1700 series routers. The capacity of the bottleneck situated at the second router, is 10 Mb/s and all of the other links have a 100 Mb/s bandwidth. The sender part of IGMPS is set up on P s and the receiver part on P d . C s and C d are used to generate cross traffic using D-ITG traffic generator tool [8] . In order to evaluate the accuracy and performance of our tool, we considerate two different scenarios regarding the generated cross traffic pattern. In the first scenario, the cross traffic is a constant bit rate UDP traffic generated with constant packet size. However, in the second scenario we use a TCP cross traffic generated with an exponentially distributed Inter Departure Time (IDT) and a constant packet size.
The data presented in this section is collected using IGMPS tool for available bandwidth measurement along the IGMPS results under the second scenario that considers an end-to-end path with exponentially distributed IDT are depicted in figure 4 . As like as the first scenario, results obtained in this case show that IGMPS measures the available bandwidth with high accuracy and responds correctly to the cross traffic variation. Figure 5 shows IGMPS relative measurement error under each scenario. the relative error is defined as:
Where abw est is the available bandwidth estimates gen- erated by IGMPS tool, and abw exp is the expected available bandwidth obtained by varying the cross traffic in the path. From figure 5 , we observe that, under the first scenario (UDP cross traffic), with the exception of the first estimate, the measurement error on IGMPS is below 10% and in most cases the error is less than 5%. Results show that IGMPS is very accurate when the bottleneck link utilization is low. However, when the bottleneck link utilization is high, IGMPS produces less accurate measurements that are over-estimated by around 48%. Under the second scenario, IGMPS performs more accurate measurements when the link utilization is high (only 20% of relative error instead of 48%) and it is slightly less accurate in the other cases with a relative error that is about 10%.
Effect of Probing packet size on IGMPS
To study the impact of the packet size on the measurement accuracy, experiments are carried out using IGMPS with variable probing packet size ranging from 100 to 1500 bytes, results are shown in Figure 6 . In this 3D figure, the yaxis that is labeled ABW represents the expected available bandwidth, the x-axis represents the probe packet size and the z-axis represents the available bandwidth measurement obtained using IGMPS. The main observation from Figure 6 is that, when the link utilization is high and when the probing packet size varies between 100 and 700 bytes IGMPS hugely over-estimates the available bandwidth. However, it under-estimates the available bandwidth when the probing packet size is ranging from 1000 to 1300 bytes. On the other hand, when the link utilization is low, the measurement accuracy proportionally increases with the probing packet size. In both the two cases, we observe that when the packet size is between 800 and 1000 or between 1400 and 1500 bytes, IGMPS tool achieves the most accurate measurements. As explained in section VI (IGMPS Design and Implementation) the inter-packet gap is the time delay between the departure of the first and the second packet of the pair. This gap is function of two different parameters. The first parameter is the inter-packet dispersion set to the necessary time to the bottleneck link to transmit 1500 bytes of data, and the second parameter is the size of the second packet (in IGMPS algorithm the two packets of the pair are of equal size). The initial inter-packet gap depends then both on the packet size and on the bottleneck link capacity. With small packet size or high bottleneck link capacity, we will have small inter-packet gaps.
In our experiments we have a constant bottleneck link capacity of 10Mb/s which leads to have an inter-packet dispersion of 1.2ms. The initial gap Δ in depends then only on the packet size parameter. With small packet size, the resulting probe inter-packet gaps are more sensitive to interference and harder to measure accurately (especially for user-level applications). Indeed, in such cases, IGMPS has tendency to send packets with larger inter-packet dispersion (Δ in > Δ in ). Larger the dispersion is, the higher the amount of cross traffic packet pair will be. At the receiver, the available bandwidth is calculated using formula (16) which considers Δ in parameter instead of Δ in . The disregard of the possible errors on the initial gap in IGMPS algorithm leads to underestimate the cross traffic and then to overestimate the available bandwidth in the considered end-to-end path. The measurement inaccuracy is accentuated and affects the results significantly when the link utilization is high. Results presented in figure 6 are obtained using a cross traffic with 972 bytes packet size. This figure shows that IGMPS achieves nice convergence when the probing packet size is between 900 and 1000 bytes. Based on this observation, we think that when the probing packet size is close enough to cross traffic packet size, the probe packet pair interacts more significantly with cross traffic packets. In order to confirm this hypothesis, other experiments using smaller cross traffic packets are undertaken. In this scenario, the cross traffic injected in the network path is an UDP traffic with 460 Bytes sized packets. The results of the available bandwidth measurement are summarized in figure 7 . under high link utilization, IGMPS overestimates the available bandwidth when it uses small packets (packet length between 100 and 400 Bytes) and underestimates this latter when the probe packet size is between700 and 1200 Bytes. However, when the the probe packet size is between 400 and 500 Bytes (which is very close to cross traffic packet length : 460 Bytes) IGMPS presents a nice convergence. Figure 7 shows that, also when the probe packet size is between 1300 and 1500 Bytes IGMPS measures the available bandwidth with good accuracy. These results are in agreement with those obtained in the first experiments and they show that our hypothesis is plausible enough to be considered. In IGMPS implementation, the default value of probing packet size is set to the maximum non-fragmented packet size, i.e the path Maximum Trans- mission Unit (MTU) size that is equal to 1500 bytes in our case. The reason of this choice is that a larger packet size leads to wider inter-packet dispersion that is easier to measure, more robust to queuing delay noise, and less sensitive to the timestamping resolution at the receiver. The packet size distribution in Internet has clusters around 40 Bytes, 500 Bytes and 1500 Bytes. In [2] authors show that the most of Internet packets are less than 552 Bytes length. They show also the predominance of small packets with common size of 44 Bytes and 552 bytes (TCP Maximum segment size) which include TCP acknowledgement segments, TCP control segments such as SYN, FIN and RTS packets. Based on this insight, we think that it is necessary to improve IGMPS algorithm by dynamically varying the probing packet size during the measurement. Our conclusion is that in general, small probing packets sizes may overestimates the available bandwidth and may be more sensitive to measurement errors due for instance to timestamping inaccuracy. To obtain accurate measurements, probing packet sizes should be close enough to cross traffic packet length. The best way to achieve good performance in real Internet conditions is to vary dynamically the probing packet size in clusters around 500 and 1500 Bytes.
Conclusion
In this paper, we presented a deterministic model for estimating end-to-end available bandwidth. This model is based on the packet pair paradigm and takes into account the packet size parameter. Then, we introduced IGMPS, a tool that estimates available bandwidth based on the proposed model. Results showed that IGMPS is very accurate and that introducing the packet size parameter in the available bandwidth formula improves considerably the accuracy of the measurements. Indeed, we showed that when the probing packet sizes are equal or close enough to the cross traffic packet sizes, IGMPS estimates available bandwidth with a very high accuracy. we plan to improve IGMPS measurement accuracy by dynamically varying the probing packet size in a carefully defined interval to interact well with Internet traffic packets.
