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I. INTRODUCTION
Consider a linear multidimensional (nD; n 2) multiple-input -multiple-output (MIMO) system represented by an nD rational ma- trix P (z) where z 4 = (z1; . . . ; zn). P is said to be (output) feedback stabilizable if there exists a compensator C (z) such that each entry of the following closed-loop transfer matrix is stable, i.e., it has no poles in the closed unit polydisc U n 4 = fz : jz 1 j 1; . . . ; jz n j 1g (see, e.g., [1] for more details) (I + P C ) 01 0P(I + C P ) 01 C (I + P C ) 01 (I + C P ) 01 : (1) If P is stabilizable by means of a stable compensator C , we say that P is strongly stabilizable [2] - [4] . There are several advantages in introducing a stable compensator for a stabilizable system. One of the advantages is that it does not introduce extra unstable zeros in the closed-loop system [2] . Another advantage is that two unstable plants can be simultaneously stabilized by a single compensator if a certain other plant is strongly stabilizable [3] .
Although the problems of strong stabilizability and stabilization of linear one-dimensional systems have long been solved [5] , their nD counterparts have attracted some attention only recently, due to their complexity [3] , [4] , [6] - [8] . Strong stabilizability of linear nD singleinput-single-output (SISO) systems was investigated in [3] - [6] . Several necessary conditions for the strong stabilizability of linear nD MIMO systems were given in [7] . For the special classes of multipleinput-single-output (MISO) and single-input-multiple-output (SIMO) systems, necessary and sufficient conditions for the strong stabilizability have also been derived and presented in [7] . Investigation of strong stabilizability of time-delay linear systems was considered in [8] . However, although a sufficient condition for the strong stabilizability for a class of linear nD MIMO systems was presented in [7] , the approach was not constructive. Attacking the problem of strong stabilizability and stabilization of a general linear nD MIMO system by menas of an algebraic approach remains an open problem [7] .
In this paper, we present two sufficient conditions for the strong stabilizability of some classes of linear nD MIMO systems obtained using an algebraic approach. The new sufficient conditions are given in the next section. Furthermore, a necessary and sufficient condition for a special class of linear nD MIMO systems is presented in Section III. Three illustrative examples are given in Section IV. Section V then concludes this note.
Throughout this note, denote by R(z) the set of nD rational functions with coefficients in the field of real numbers R;byR[z] the set of nD polynomials over R; by Rs(z) the set of stable nD rational functions, i.e., nD rational functions whose denominators have no zeros in U n ; by R m2l [z] the set of m 2 l matrices with entries in R[z], etc. Similarly, denote by C(z) the set of nD rational functions over the field of complex numbers, etc. I l denotes the l 2 l identity matrix and (1) T the matrix transposition. For simplicity, arguments such as z are omitted when their omission does not cause confusion.
II. SUFFICIENT CONDITIONS
Under the assumption that P 2 R m2l (z) admits a minor right coprime (MRC) [9] matrix fractional description, i.e., P = N D 01 with D 2 R l2l [z] and N 2 R m2l [z] MRC, it has been shown [7] that P is strongly stabilizable if and only if there exists a C 2 R s l2m (z) such that det(D + C N ) 6 
For convenience of comparison, we recall a known necessary condition for the strong stabilizability of nD systems.
0018-9286/02$17.00 © 2002 IEEE Proposition 1: [7] Let P = ND 01 2 R m2l (z) with D 2 R l2l [z] and N 2 R m2l [ e i i 6 = 0 in U n : (3) Although the aforementioned necessary condition has been shown to be also sufficient for the strong stabilizability of linear nD MISO and SIMO systems [7] , its sufficiency for the strong stabilizability of a general MIMO nD system is still unknown. In this section, we derive two sufficient conditions for the strong stabilizability of some classes of nD systems. It is assumed in the remainder of this notethat the plant P is of dimension m 2 l with m l 2.
Proposition 2: Let P = ND 01 2 R m2l (z) with D 2 R l2l [z] and N 2 R m2l [z] 
Next, let
we then have
h i a i I l = 1 I l : (10) Now Comparing Propositions 1 and 2, it can be seen that the two conditions (3) and (4) (3) is 6 0 1 = 5, while that in (4) is just 1. It is then obvious that (4) is more difficult to satisfy than (3). On the other hand, since both (3) and (4) have the same form of expression, the technique of [7] for testing the necessary condition (3) can be readily adopted here for testing the sufficient condition (4).
The following corollary is an important special case of Proposition 2.
Corollary 1: Let P = ND 01 2 R m2l (z) with D 2 R l2l [z] and N 2 R m2l [z] . Assume that D = dI l and let a1; . . . ; a denote the l 2 l minors of N. A sufficient condition for the strong stabilizability of P is that there exist some h 1 ; . . . ; h 2 R s (z) such that
hiai 6 = 0 in U n : (11) Moreover, when the aforementioned condition holds, a stable stabilizing compensator C 2 R s l2m (z) can be constructed.
So far, we have restricted D to be an upper or lower triangle matrix. Now, we consider a more general case without any restriction on D and derive another sufficient condition for the strong stabilizability of P = ND 01 as shown in the next proposition.
Proposition 3: Let P = ND 01 2 R m2l (z) with D 2 R l2l [z] and N 2 R m2l [z] . Let a 1 ; . . . ; a denote the l 2 l minors of N. A sufficient condition for the strong stabilizability of P is that a 1 ; . . . ; a have no common zeros in U n , or equivalently, there exist h1; . . . ; h 2 R s (z) such that k=1 h k a k 6 = 0 in U n : (12) Moreover, when the aforementioned condition holds, a stable stabilizing compensator C 2 R s l2m (z) can be constructed. Remark 1: It is worthwhile comparing Propositions 3 and 2. Although there is no restriction on D in Proposition 3, the requirement of a1; . . . ; a having no common zeros in U n is stronger than condition (4). Hence, Proposition 3 is in fact not a generalization of Proposition 2. It is also noted that both Propositions 2 and 3 are valid even when P admits a matrix fractional description that is not MRC.
III. NECESSARY AND SUFFICIENT CONDITION
The sufficient conditions for the strong stabilizability of nD systems presented in the previous section are not necessary conditions. In this section, we present a simple necessary and sufficient condition for the strong stabilizability of a special class of linear nD MIMO systems over the complex number field. Throughout this section, it is assumed that a system is represented by an nD rational matrix P 2 C m2l (z) which admits an MRC matrix fractional description P = ND 01 , i.e., D 2 C l2l [z] and N 2 C m2l [z] with D and N MRC. 
By Lemma 1, (19) implies that there exist some h1; . . . ; h 2 Cs(z)
Remark 2: Admittedly, the class of linear nD MIMO systems discussed in Proposition 4 is rather special. However, to our best knowledge, this is the only available necessary and sufficient condition for the strong stabilizability of linear nD MIMO systems other than MISO and SIMO systems. We can check whether two ideals are equal using Gröbner bases [12] . It is also noted that Proposition 4 may not be applied to the case where P does not admit an MRC matrix fractional description. Nevertheless, a two-dimensional (2-D) system always admits an MRC matrix fractional description [9] .
IV. EXAMPLES
Three examples are given in this section to illustrate the new results presented in this note. Since D = dI2 with d = 1 + z1 0 z2, we can apply Corollary 1 or Proposition 2 to test the strong stabilizability of the given system P .
As N is a square matrix, it has only one 2 2 2 minor, which is equal to a1 = 1 0 4z1z2. A sufficient condition for the strong stabilizability of P is the existence of some h 2 Rs(z1;z2)such that d+ha1 6 = 0 in U 2 .
This condition turns out to be equivalent to the strong stabilizability of a 2-D SISO system represented by p = a1 =d, which was discussed in [4] . In fact, from [4] , we can find h = 1=(2(1 + 
Therefore, by Proposition 4, the given 2-D plant P is strongly stabilizable. To construct a stable stabilizing compensator, we can follow the procedure presented in the proof of Proposition 2, just like we did in and N is the same as in Example 2. It is known from Example 2 that the 2 2 2 minors of N have no common zero in C 2 . By Proposition 3, the system P is strongly stabilizable. To obtain a stable stabilizing compensator, we first contruct the same Y as in (22) 
V. CONCLUSION
In this note, we have presented two sufficient conditions for the strong stabilizability of some classes of linear nD MIMO systems, as well as a simple necessary and sufficient condition for the strong stabilizability of a special class of linear nD MIMO systems. The proposed method is algebraic and a stable stabilizing compensator can always be constructed when a given nD MIMO plant satisfies one of the sufficient conditions presented in the paper.
Finally, it is worth pointing out that the proof of the necessity part of the strong stabilizability of a general nD MIMO system given in [7] involves nonconstructive advanced mathematics. What still remain as open problems are, first, to find a connection of the problem with constructive mathematical tools and to prove or disprove the sufficiency, and second, to establish an algebraic constructive sufficient and necessary condition for a general nD MIMO system.
I. INTRODUCTION
For the past two decades, much effort has been devoted to developing analysis and synthesis methods for robust control systems. One of the most important issues in robust control is conservatism of analysis and synthesis methods. In order to reduce the conservatism, scaled small-gain conditions or passivity conditions with multipliers are often employed [1] - [5] . Although those measures provide only sufficient conditions, they provide efficient robustness analysis. In fact, many analysis results can be examined efficiently by casting them as linear matrix inequalities (LMIs) [6] - [8] .
While analysis problems aim to find scalings, the corresponding synthesis problems aim to find both scalings and controllers. Unfortunately, the synthesis problems are nonconvex in general, even if scalings are restricted to being constant, i.e., frequency independent. Concerning the constantly scaled H 1 control problem, several methods have been proposed to find global solutions [9] - [11] . However, those methods demand a large amount of computational effort.
Since the synthesis problems are nonconvex in general, much computational effort is inherently required to find solutions. Furthermore, there is no guarantee to obtain the global solution. On the other hand, if a given problem is proven convex, we can find the global solution without spending much time and effort. Hence, it is useful to know what kind of problems can be reduced to convex problems. Motivated by these facts, several classes of problems have been revealed convex so far. The most well-known classes are the state feedback (SF) and the full information (FI) problems [12] . Furthermore, it has been clarified that another class of problems such that the rank of uncertainty is one can be reduced to convex problems [13] . Recently, we have reported that a class of problems which is larger than the SF and the FI problems can be reduced to convex problems [14] . In other words, there exist assumptions which are more relaxed than the SF and the FI assumptions so as to make the problems convex. However, even in the enlarged class, the problems are still restricted to the special cases such that D21 = 0 or D . Moreover, we show that the convex solvability conditions for the SF and the FI problems can be regarded as the extreme cases of the derived sufficient condition. It follows that the sufficient condition gives necessity in the extreme cases. The sufficient condition will be given based on two solvability conditions which also are derived in this note. Moreover, an explicit formula of a possible controller will be given. This note is organized as follows. In Section II, we offer a robust stability criterion based on an integral quadratic constraint (IQC). Based on this robust stability criterion, the corresponding synthesis problem is formulated, and the assumption called a pseudofull information condition is proposed in Section III. The main results of this note will be shown in Section IV. The effectiveness of the proposed method will be examined in Section V by using an example.
Notation in this note is fairly standard. M T and M y are the transpose and the pseudoinverse of matrix M, respectively. M ? is a full-row rank matrix whose rows span the orthogonal complement of the range of M.
II. ROBUST STABILITY ANALYSIS
This note deals with the constantly scaled H 1 control problem primarily based on robust stabilization problems. In order to formulate the robust stabilization problem, we first introduce a robust stability analysis result in this section. The analysis problem is dealt with for a feedback system depicted in Fig. 1, where 1 1 1 R m 2p represents uncertainty. We assume 0 2 1 1 1 without loss of generality. P(s) corresponds to a closed-loop system constructed by a generalized plant and a controller. We assume the following realization for P(s): P(s) = AB C D =: D + C(sI 0 A) 01 B:
Then, the robust stability analysis result is given by the following proposition [1] , [4] , [15] .
Proposition 1: Let 1 1 1 R m 2p be a given set, and A 2 R n2n , B 2 R n2m , C 2 R p 2n and D 2 R p 2m be given matrices. Suppose that there exist X > 0 (X 2 R n2n ), Q = Q T 2 R m 2m , R = R T 2 R p 2p and S 2 R p 2m such that the following in- 
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