Measurement of Motion and Emotion during Musical Performance by Knapp, R. Benjamin et al.
978-1-4244-4799-2/09/$25.00 ©2009 IEEE 
Abstract 
This paper describes the use of physiological and 
kinematic sensors for the direct measurement of 
physical gesture and emotional changes in live 
musical performance. Initial studies on the 
measurement of performer and audience emotional 
state in controlled environments serve as the 
foundation for three pieces using the BioMuse system 
in live performance. By using both motion and emotion 
to control sound generation, the concept of integral 
music control has been achieved.  
 
1. Introduction 
   The relationship between emotion and music has 
become an obsession for researchers and popular 
culture over the past several years. With popular books 
such as Musicophilia [1] and Your Brain on Music [2]  
topping the best seller lists, it is evident that this topic 
has indeed a very broad appeal.  The field covers 
topics ranging from musicology to psychology, and 
from social science to computer science.  This paper 
will focus on one subset of this broad field - the 
concept of using direct, on-body measurement of 
gesture and emotion to interact with digital musical 
instruments (DMI).  While research on the 
introduction of emotion as a component of human-
computer interaction has been ongoing for many years 
(a good collection of articles can be found in [3]),  the 
concept of integral music control, the capability to use 
both motion and emotion in  controlling DMI’s has 
been around a comparatively short time [4][5][6].  In 
this paper, we will briefly describe our research into 
integral music control and then present several 
examples of its use in live performance. 
2. Review of Integral Music Control 
Integral Music Control (IMC) is defined in [4] as “a 
controller that: 
1. Creates a direct interface between emotion and 
sound production unencumbered by a physical 
interface. 
2. Enables the musician to move between this direct 
emotional control of sound synthesis and the physical 
interaction with a traditional acoustic instrument and 
through all of the possible levels of interaction in 
between.” 
 Figure 1 shows the standard technique of 
controlling sound generation: a thought creates a 
gesture which then controls a sound generator. Both 
the sounds and the proprioception from the physical 
interaction of creating the sound are then sensed by the 
performer creating a direct feedback loop. The concept 
of integral music control opens up the possibility for 
the addition of direct measurement of emotion as 
another means of interaction.  
 
  
Figure 1 (from [4]): The three layers of performance 
feedback using IMC. Layer 1 represents the internal emotion 
and thoughts of the performer. Layer 2 is the physical 
interface layer. Layer 3 represents the consequence of the 
gesture - the creation of music. Performance feedback with 
the audience included. The dashed line represents a new path 
of direct measurement of emotion 
 
As can be seen in Figure 1, even direct 
measurement of the audience’s emotional state can be 
used to manipulate sound. The question then becomes, 
what techniques can be used to directly measure 
motion and emotion during live musical performance 
to enable this kind of integral control. Coupled with 
kinematic sensors such as gyros, accelerometers, and 
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 magnetometers, the responsiveness of physiological 
sensors to both motion and emotion makes them an 
ideal component that can be used as part of IMC.  
3. An Instantiation of IMC: The BioMuse 
System 
There are many techniques for measurement of 
emotion including visual recognition of facial 
expression, auditory recognition of speech, and pattern 
recognition of physiological signals. For most musical 
performance environments, visual and auditory 
recognition systems would not be appropriate. Thus, 
physiological signals are the most robust technique for 
determining emotional state for direct emotional 
control of a digital music instrument.   
The BioMuse system used in this research is 
composed of body worn sensors that enable 
unencumbered movement during live performance.  
Bluetooth transmitters made by Infusion Systems are 
used and allow for up to eight external sensor inputs.  
This enables several classes of sensors to be 
combined: 
1. Kinematic sensors that measure motion of the 
body for use in physical gesture interaction. As 
mentioned previously, these include gyros, 
accelerometers, and magnetometers. 
2. Physiological sensors that can measure somatic 
activity for use in physical gesture interaction. 
These include EMG sensors (bioflex), and 
extracting EMG from the EEG sensors (biowave) 
3. Physiological sensors that can measure autonomic 
activity for use in emotional state measurement.  
 
These include ECG sensors (biobeat), EEG sensors 
(biowave), and GSR sensors (BioEmo). It should be 
noted that EMG sensors can also be used as an 
indicator of emotional state.  
 
 
Figure 3: The EMG Sensor for the BioMuse System 
4. Exploring the Effects of Emotion on 
Performance 
In order to use emotion as an effective means of 
DMI control, the relationship between physiology and 
emotion during live performance has to be understood. 
There is a large body of literature relating 
physiological measurement to emotion (see [7][8] for a 
good summary). Recent work has even focused 
specifically on using physiological signals for emotion 
recognition while listening to music [9]).   
However, very little research has focused 
specifically on the measurement of the emotion of 
Figure 2: Analysis tool for exploring the relationship between physiological, kinematic, audio, and video signals during live 
performance 
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 performers and audience during live performance. 
Some recent work [10][11][12] has begun to shed light 
on this important area.   
4.1. Measurement of the Performer 
Over the past three years, a collaboration between 
the Sonic Arts Research Centre and the University of 
Genoa DIST has begun to use on-body physiological, 
and kinematic sensors as well as high speed cameras to 
explore the interaction of emotion and performance 
[10][11].  Performances by violinists, chamber music 
quartets, and traditional Irish music quartets have all 
been analyzed.  As shown in Figure 2, signals from all 
of the BioMuse system sensors, coupled with audio 
and hi-speed video, can be analyzed to find patterns 
within the data.  In order for physiological data to be 
incorporated into IMC, the relationship must be 
understood between an emotion that is expressed 
during a performance and an emotion that is truly felt. 
A series of experiments using psychological emotional 
induction techniques have begun to shed light on this 
relationship.  For example, Figure 4 shows the 
relationship between the average heart rate (HR) of a 
violinist playing a Bach Canon without emotion and 
when playing under four conditions: 
1. Expressed happiness 
2. Induced happiness 
3. Expressed sadness 
4. Induced sadness 
This clearly shows that, while there is little difference 
in HR between protocols in the “happy” condition, 
there is a significant difference in the “sad” condition.  
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Figure 4 (from [11]): Relationship of average heart rate (HR) 
during performance compared the neutral state average HR 
 
   Further results from the experiments show that 
while physiological and kinematic signals during 
performances can begin to provide clues as to 
emotional state, they are highly affected by the 
underlying emotion of the performer.  Thus, it is clear 
that much more research is needed in this area and the 
question becomes, can these signals be used as part of 
IMC? 
4.2. Measurement of the Audience 
As was discussed previously, the emotional state of 
the audience can be used to control a DMI as well. A 
series of experiments at SARC have begun to focus on 
the measurement of audience emotional state using 
only heart rate and GSR sensors built into the 
audience’s chairs.  
 
 
 
Results from these sensors were compared to the 
Self Assessment Manikin (SAM) to understand the 
relationship between the HR, GSR, and the assessed 
emotional state (see Figure 6).  From this it was clear 
that there was indeed a relationship between the 
emotional state of the audience and the changing 
physiological parameters.  As with the performer data, 
the results with the audience data are preliminary, but 
they demonstrate the ability to measure and analyze 
physiological signals from an audience in real time.  
This data can then be used to directly control a DMI. 
5. Three performance examples 
Over the past year, three musical performances have 
been staged to demonstrate the use of integral music 
control in live performance. 
5.1. BioMuse Trio 
This piece, performed at the New Interfaces for 
Musical Expression Conference (NIME) in Pittsburgh 
in June 2009 consisted of a trio composed of a violin 
performer, a laptop performer, and a performer using 
the BioMuse system.  The Biomuse performer had 
EMG sensors on the front and back of each forearm 
and bi-axial accelerometers placed on the back of both 
wrists. From these sensors, both continuous gestures 
and pattern recognition of discrete gestures were used 
to control sonic manipulations of the violin 
performance sampled by the laptop.  Unlike previous 
uses of the BioMuse, every gesture was annotated into 
a full musical score. While no direct measurement of 
emotion was used in this performance, this piece 
demonstrated the precise control of physiological and 
kinematic signals possible during performance and.  
Figure 5: Physiological sensors attached to arm of chair
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Figure 6: Heart Rate and Heart Rate Variability of two audience members compared to their Self-Assessment Manikin (SAM) 
before and after listening to a live musical performance. 
thus the viability of using the BioMuse as a highly 
responsive chamber music instrument. 
5.2. Reluctant Shaman 
This piece was performed at the International 
Computer Music Conference in Belfast in 2008. The 
piece explored integral musical control within the 
context of Irish traditional music and traditional music 
instrumentation. The audience was wearing earphones 
as well as watching a live performance. In the 
earphones, the audience heard exactly what the main 
character would hear if he were walking through an 
open field. They heard sonification of his heart beating 
and his breath, as measured by the BioMuse ECG 
sensor. Thus the audience was able to infer his 
emotional state from the sounds of his breathing and 
heart beat. He was also able to cause a stick to play a 
flute sound through the sonification of his gesture as 
measured by the BioMuse EMG sensor. Additionally, 
using the EMG sensors, the sounds created when he 
played a pair of wooden spoons were sonically 
augmented. By measuring the direction of his gaze 
through a magnetometer worn under his hat, the 
audience heard the environmental sounds exactly as he 
would have heard them if he were actually present in a 
field. They heard sonification of his footsteps as 
measured by sensors on his shoes as if he were 
walking in that field. The whistle player was also able 
to control sound by his gesture using the EMG 
sensors. 
The clarity of view that the audience had on the 
performance (lighting) was also modified based on the 
audience’s emotional state as measured by the GSR of 
the sensor chairs. Thus the audience’s emotion 
adjusted the environment of the piece affecting the 
performer’s emotional state which was then, in turn, 
presented to the audience as a sonification of his 
breathing and heart beat.  
5.3. Stem Cells 
This piece will be performed at the International 
Music and Emotion Conference in Durham, United 
Kingdom in August 2009. This piece uses an existing 
composition originally composed for laptop 
performance.  The piece transitions between 
movements that require physical gesture control and 
movements that use direct emotional control – thus 
demonstrating two of the four elements of integral 
music control within one piece. Physical gesture is 
measured in much the same way as the BioMuse Trio 
piece: emotional state is measured using the BioMuse 
System using EMG, ECG, EEG, GSR, and breath. It 
opens with the performer gradually changing from a 
state of serenity to a state of extreme anger causing the 
sound field to become increasingly complex.  At the 
end of the piece, the performer changes from a state of 
joy back to a final state of serenity. Stem Cells thus 
demonstrates the use of precise emotional control 
throughout the performance.  
6. Conclusions 
In this paper we describe the measurement of 
motion and emotion during musical performance using 
the BioMuse system.  By studying physiological and 
kinematic signals, an understanding of how these data 
can be incorporated during live performance is 
beginning to emerge.  This research demonstrates that 
integral music control could be a new and exciting 
area for composition and performance.  
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