ABSTRACT Temperature control of steel billets plays an important role in the quality of steel billets. This paper was motivated by the necessity for setting a value of spray cooling water flow with regard to the accuracy, fast applicability to real-time optimization, and capability of non-steady operation scenarios, especially for the change of casting speed. Therefore, this paper is focused on the GPU-based model predictive control (MPC) for temperature control of steel billets. The system dynamics in MPC is a heat transfer model characterized by the nonlinear parabolic partial differential equations (PDEs). This paper presented two algorithms. First, an adaptive trust-region Levenberg-Marquardt method (ATR-LM) based on the measured surface temperature is presented to estimate the unknown parameters in the heat transfer model. The corresponding experimental results indicate that the presented method can reduce the iteration time. Second, for the purpose of satisfying the real-time requirement, the stream parallel sparse Jacobian method (SP-SJ) is presented to solve the dynamic optimization problem associated with the PDEs. The corresponding experimental results show that the presented method exhibits satisfactory computational performance and achieves satisfactory control performance.
I. INTRODUCTION
A typical continuous casting of steel is a process in which molten steel (liquid) is continuously solidified into steel billets (solid). As shown in Fig.1 , steel billets undergo three cooling areas: a mold, a secondary cooling zone (SCZ), and an air cooling zone. Mold can remove the heat of molten steel to grow a solid shell of sufficient thickness. The SCZ is beneath the mold where there are various cooling water sprays to continue cooling the steel billets. The SCZ plays a significant role during the cooling process of the steel billets. The primary control target of SCZ is to maintain the stability of the temperature of steel billets in SCZ, and the controlled variable is cooling water flow rate [1] .
Thus, the temperature field of steel billets is a key state variable. The cooling process can be described by nonlinear
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PDEs. However, the operation conditions always change, such as the frequent changes of casting speed and the changes of casting temperature. Frequent changes in casting speed may result in large temperature fluctuations. Subsequently, the large temperature fluctuation may result in the cracking of steel billets. In order to improve the quality of steel billets, the control law should be adjusted with respect to the water flow rate to eliminate the temperature fluctuation.
Attempts to improve the control performance of spray cooling control system have resulted in the application of numerous control schemes in various situations. The simplest parameter control method is the speed-tie approach. The speed-tie approach determines the water flow rate which is proportional to the casting speed. Specifically, the relationship between the water flow rate and casting speed is shown as follows [2] u i (t) = a i [V c (t)] where V c represents the casting speed (m/s), a i , b i , and c i are the parameters determined by operator's experience.
The parameter control method does not take into account the process variables in continuous casting such that an unsteady casting speed may cause the steel billets to crack. Actually, it belongs to open-loop control method. An abrupt variation in casting speed would produce a corresponding change in the water flow rate, which would result in considerable surface temperature fluctuations. They do not adjust the water flow dynamically. Thus, the parameter control method only works exceedingly satisfactory for steady-state operations.
In order to overcome the drawbacks of the parameter control method, the water flow rate should be dynamically adjusted owing to the difference between the measured temperature and the target temperature. It is obvious that the simple form of this method is the PI control algorithm [4] - [6] . The credibility and accuracy of the measured temperature are important for this method. However, the measured temperature is unreliable due to poor production environment, such as the oxide skin of steel billets, dust, and water vapor, etc [5] . Moreover, the internal temperature of the steel billets cannot be measured. Additionally, the metallurgical principles including temperature constraints and temperature gradient constraints are crucial for the quality of steel billets. Obviously, this method cannot consider these constraints.
The quality control of steel billets is fundamental for reducing the reheating of steel billets and ensuring the metallurgical principles. This cannot be achieved without a detail 3D heat transfer model. The idea of using heat transfer model to optimize a continuous caster has been described [7] . Petrus et al. [8] implemented a computational approach integrated with GA to determine operational parameters. Another approach to dynamic spray cooling modeling and control was developed by Louhenkilpi et al. [9] . This model uses both feedback and feedforward techniques to control the temperatures at end-zone locations. Louhenkilpi et al. [10] presented an online model for a dynamic spray cooling control system (CASIM). Also, a control model called DYNCOOL has been developed by Louhenkilpi based on the real-time model [11] .
A. MOTIVATION AND INNOVATION
As mentioned above, the traditional methods work exceedingly satisfactorily under steady-state operation condition. However, unsteady-state operation conditions (the variation of processing time, tundish replacement, and device failure) often occur, which has resulted in time conflicts or the interruption of production [12] . Thus, the schedule system would adjust the setting value of the casting speed to maintain the normal production of the casting machine [13] . The temperature of steel billets changes as the casting speed changes. If the water flow rate is set inappropriately, the temperature fluctuation would become large and the metallurgical constraints cannot be satisfied, so the steel billets have a significant possibility for crack.
MPC has been proved to be an efficient tool to improve the quality of steel billets. As mentioned above, the idea of using MPC to search the optimal water flow rate has been reported in [10] , [15] . The temperature fluctuation can be formulated as the control target and the metallurgical principles are intuitive to formulate the cost function and the constraints, respectively.
Several MPC systems have been developed to control the cooling water flow rate under transient conditions for continuous caster. The simple MPC has been applied to control the cooling spray water flow rate using 1-D heat transfer model to predict the temperature behavior of steel billets [9] . Based on 2-D heat tranfer model, Hardin et al. [3] developed MPC system to control cooling water flow rate in real time. Louhuenklpi et al. [10] have developed MPC system, DYN3D, to adjust cooling water flow rate dynamically.
Several previous attempts have made to implement MPC systems of continuous caster. Actually, MPC belongs to a kind of dynamic optimization problem. Thus, MPC has very high real-time calculation requirements. Meanwhile, 3D heat transfer model used in MPC has a large computational cost. In the face of more and more complicated heat transfer model, the numerical solution method of MPC appears powerless. How to build an effective dynamic 3D heat transfer model for real-time calculation with efficiency is an exceedingly practical, important and challenging problem. This is the key difficulty to be solved in this study.
In [14] , GPU-based 3D heat transfer model for dynamic simulation of continuous casting was developed. In [15] , a simple and trial MPC for continuous casting including GPU-based heat transfer model was presented but the constraints were not considered, and the detail of the numerical solution method of MPC was not described. Inspired by [14] , [15] , this study is devoted to a new numerical solution method of MPC associated with GPU-based 3D heat transfer model. The difference between the current study and those in literature [14] , [15] is that this work considers both the temperature and reheating of steel billets that are subjected to constraints. Moreover, this work not only uses GPU-based heat transfer model but also design a new perturbation vector to recycle the wasteful computation of sparse Jocabian matrix.
The primary contributions of this work: (1) A new iterative algorithm (ATR-LM method) is presented to identify the unknown parameters. Compared with Landweber method [25] and Cao method [24] , the presented algorithm has satisfactory convergence property and can reduce the iteration time. (2) SP-SJ method is presented to solve the dynamic optimization problem associated with MPC. Compared with traditional solution scheme of MPC for SCZ, the calculation time of the presented algorithm decreases to 0.49%, which is the fundamental of the real-time optimization.
B. STRUCTURE
The remainder of this paper is organized as follows. Section 2 describes dynamic control model of continuous casting. Section 3 reviews the strategies for identifying heat transfer coefficients and presents the ATR-LM method. Section 4 introduces MPC of continuous casting based on SP-SJ method and the simulation experiments are shown.
II. DYNAMIC CONTROL MODEL OF CONTINUOUS CASTING
Production environments are subject to various unexpected disruptions in continuous casting such as casting speed changes, and traditional control schemes could not be adapted to accommodate these uncertain events. As mentioned earlier, casting speed is the most vital factor for a spray cooling system, but it is not a fixed number. Casting speed is a coefficient in the PDEs describing the process of continuous casting. Continuous caster operator needs the surface temperature of steel billets (the solution of PDEs) to be static.
Based on the explanation in Section I, the heat transfer model is an important component of the spray cooling control system. In a continuous caster, molten steel is solidified into steel billets. This process can be considered as the release and transfer of heat energy. Therefore, the heat transfer model can be used to describe the solidification process of steel billets [3] .
where ρ(T ) is the density of steel (kg/m 3 ), C e (T ) is the effective heat capacity ( 
where T s is the solidus temperature (K ), T l is the liquids temperature (K ), c s is the specific heat of solid phase (J /(kg·K )), c l is the specific heat of liquid phase (J /(kg · K )), L is the latent heat (J /kg), k(T ) can be described by [3] 
where k s is the thermal conductivity of steel in the solid zone (W /m · K ), k l is the thermal conductivity of steel in the liquid zone (W /m · K ), and m is thermal conductivity enhancement factor [15] 
The initial temperature is equal to the casting temperature.
T (x, y, z, 0) = T cast (6) where T cast is the casting temperature (K ). Boundary conditions are shown as follows [2] , [18] .
In the mold, the boundary conditions are expressed by the following equation [2] , [18] 
where q represents the mold heat flux (W /m 2 ), and L is the length of mold (m). The values of A and B are shown in Appendix.
In secondary and air cooling zones, the boundary conditions can be expressed as [2] , [18] 
where h represents the heat transfer coefficient (W /m 2 K ), T is the surface temperature of steel billets (K ), T w is the temperature of cooling water (K ). Heat transfer mechanisms in the secondary cooling zones are shown in Fig. 2 . In the spraying area, the steel billets are cooled by a spray of cooling water. The heat transfer coefficients h spray are defined as [10] h spray = 1570.0u 0.55 [
where u is the cooling water flow rate (L/m 2 · s), β is a machine dependent calibration factor in the i th cooling zone and T w is the temperature of the cooling water (K ). β is the unknown parameter to be identified.
Radiation is computed by
where σ is defined as the Stefan-Boltzmann constant (J /K ), and is the emissivity. The emissivity as a function of surface temperature is given by the following equation [17] = 0.85 1 + exp(42.68 − 0.02682T ) 0.0115 (12) In the roll contact area, the heat transfer coefficients can be obtained by the following equation [19] 
A typical f roll value of 0.05 produces local temperature drops beneath the rolls 100K . In this study, the PDEs (2) are discretized by the finite difference explicit scheme. According to Taylor's formula, the following equations can be obtained.
where i, j, k are the indexes of space nodes in x, y, z; nx, ny, nz are the number of nodes in x, y, z; and x, y, z are the space steps in x, y, z, respectively; t and t + t are defined as before and after the incremental time interval, respectively. For simplicity,
, the above equation can be rewritten as
The stability condition of the finite difference method is shown as follows
The values of some of the parameters of heat transfer model are given in Appendix A.
III. IDENTIFICATION OF UNKNOWN PARAMETERS IN CONTINUOUS CASTING BASED ON ATR-LM METHOD
The unknown parameter β in heat transfer model is shown in (10) . In many research works, β is determined by the lab trials. Recently, some research works obtain heat transfer coefficients by using the surface temperature measurements, which is proven to be a more effective method. Thus, this study also uses the surface temperature measurements to identify β.
For simplicity, the heat transfer coefficients h are identified in our model instead of β, which are identical. The estimation
T . To estimate the unknown parameters, the sum of squares of residuals is minimized. Thus, the cost function has the following form
Obviously, f (h) is the function from R N to R, and N is the number of measured point.
The residual vector r(h) between the predicted temperature T p and measured temperature T m refers to
where
Several optimization methods have been extensively developed to solve this problem, such as gradient method [20] , conjugate gradient method [21] , [22] , Levenberg-Marquardt method (LM) [18] , [23] , Cao method [24] , and Lanbweber method [25] . The basic concept of these optimization methods is to update h for each iteration via the gradient of cost function or the value of cost function. The identification problem of heat transfer coefficients belongs to the ill-posed problem [24] , meaning that a small error in the measured data can result in substantially large errors in the answers, so an ill-posed problem suffers from numerical non convergence. Levenberg-Marquardt (LM) method has been proved to be successful for identification of heat transfer coefficients [18] , [23] , and LM method is shown in Algorithm 1. More details of LM method can be found in [23] .
Algorithm 1 LM [23]
Input: T m Output: The estimation of heat tranfer coefficientsh 1:
Solve the PDEs with the boundary condition h k , and the predicted surface temperature T p (h k ) can be obtained.
3:
Compute the Jacobian matrix J k using (19).
4:
Compute the d k using (22). 5:
Go to step 2, 9: else 10:
outputh.
The derivatives of r(h) can be expressed in terms of the Jacobian matrix.
h k is defined as the h at iteration time k. For simplicity, this paper rewrites
where m k (d k ) is the approximator of f k+1 and m k (0) is equal to f k , and d k ∈ R N is the search direction at iteration time k. Subsequently, the following subproblem is solved at k iteration time
where k > 0 is the trust-region radius and d k is the search direction. The cost function is the first-order Taylor expansion for r(h k +d k ). The motivation of LM method is based on the gradient of cost function. The gradient provides a local information of cost function but not represents a global information of cost function, so the trust-region is defined. The constraint d k ≤ k means that this approximation is only effective within the trust-region radius.
According to Karush−Kuhn−Tucker (KKT) condition, the search direction d k can be obtained
One important new problem arises: How to set the parameters λ k which controls the radius of trust-region. In the following part of this section, an ATR-LM method that has the effective strategy in practice is described. The primary ingredient in the LM method is the strategy for selecting the parameter λ k at each iteration. The presented strategy is based on the agreement between the approximator function m k (d k ) and the cost function f k+1 at previous iterations. The ρ(k) is defined as
Note that ρ(k) is a ratio of the actual reduction to the predicted reduction. If ρ k is near 1, it means that a satisfactory agreement exists between m k (d k ) and f k+1 over this step, so it is confident to use the Taylor expansion for the next iteration and the trust-region should become large. If ρ k is positive and exceedingly small, it means that m k (d k ) is not a satisfactory estimation of f k+1 , so trust-region should become small. If ρ k is negative, the next iteration of the cost function is larger than the current iteration, so this search direction should be rejected.
According to the above description, the updated technique of λ is shown in Algorithm 2. Furthermore, the convergence analysis of the ATR-LM is also provided in Appendix B.
A. NUMERICAL EXPERIMENTS
To verify the presented ATR-LM method, the nonlinear PDEs problem is investigated. The parameters are shown as follows V c = 0.02m/s, S = 50, η = 10 −4 and other parameters are shown in Appendix A. The purpose of this study is to identify the heat transfer coefficients on the boundary conditions (10) . To generate the measured temperature, the exact values of the heat transfer coefficients are assigned as h * . Solve the Set iteration time k = 0, maximum iteration number S = 50, stop criterion η = 10 −4 .
2:
3:
4:
Compute the ρ k using (23) 5: Update λ k+1 . 6:
7:
11:
15:
Go to step 2, 21:
outputh. direct heat transfer model associated with the boundary conditions h * . Subsequently, the temperature field of the steel billets T (x, y, z; h * ) can be obtained. Finally, eight measured points T e are selected. T e and h * are shown in Table 1 . Certain noise is added into the measured points.
where δ is the normal distribution with zero mean value and δ variance. Using the measured temperature, Landweber [25] , Cao [24] , LM [23] and ATR-LM are used to estimate the heat transfer coefficientsh. To measure the performance of different methods, this experiment uses the estimation value of the heat transfer coefficientsh and h * . The comparison results between the four methods are shown in Table 2 . Evidently, when δ = 0, those four methods have almost the same performance. So does δ = 0.1. When δ = 1, the LM method has the worst performance, because the parameter λ k of the LM method is unreasonable. On the contrary, the presented ATR-LM method is better than the Cao and Landweber methods. When δ = 10, the presented ATR-LM method has the best performance. The actual values of the heat transfer coefficients determined by ATR-LM and empirical values of heat tranfer coefficients are shown in Appendix Table 11 . Fig. 3 shows a comparison of the convergence behaviors of Landweber, Cao, LM and ATR-LM. It is concluded that LM and ATR-LM methods have better performance than Cao and Landweber, because the LM and ATR-LM methods belong to second order optimization methods owing to the approximate Hessian matrix. On the contrary, Cao and Landweber do not have this property, so the convergence behaviors are not satisfactory. In addition, the convergence analysis of ATR-LM methods are given, which supports our results in theory.
Thus, this study should provide an insight into the parameter λ k , as shown in Fig. 4 . From Fig. 4 , it is evident that λ k becomes small as the iteration times k increases. The relatively large value of λ k means that the trust-region is small. At the primer iteration phase, the current solution is far from the optimum, and the m k (d k ) is not a satisfactory estimation of the cost function f k+1 . Thus, the trust-region should be small to limit the unsatisfactory estimation of the Hessian matrix. On the contrary, the relatively small value of λ k means that the trust-region is large. At the late iteration times, the m k (d k ) becomes a satisfactory estimation of f k+1 . Owing to m k (d k ), the ATR-LM have a better performance.
B. INDUSTRIAL APPLICATIONS
In this subsection, an actual surface temperature measurement is conducted in a steel plant. Based on the measured surface temperature, the heat transfer coefficients can be estimated. Subsequently, the corrected heat transfer model is used to predict the thickness of steel billets, which can confirm the effectiveness of the corrected model. In continuous casting, this process is called pin-shooting experiment. The related parameters are shown in Appendix A.
1) TEMPERATURE MEASUREMENTS AND MODEL IDENTIFICATION
Because of the high temperature of steel billets, the noncontact temperature measurement with a measuring error less than 8K is used to measure the surface temperature of the steel billets. The measured surface temperature is shown in Table 3 .
ATR-LM is used to estimate the heat transfer coefficients using the measured surface temperature. Fig. 5 shows a comparison between the predicted surface temperature (ATR-LM) and the predicted surface temperature (empirical formula). The predicted surface temperature obtained by using the corrected heat transfer model can follow the measured surface temperature exceedingly satisfactorily.
2) MODEL VALIDATION
To test the accuracy of the corrected heat transfer model, the pin-shooting value experiment is conducted to compare the measured shell thickness with the predicted shell thickness. The pin-shooting method can measure the thickness of the steel billets with high accuracy. Then, the corrected heat transfer model is used to predict the shell thickness of the steel billets. However, the pin-shooting experiment has a poor effect on the quality of steel billets, so the result of the pinshooting method is only used to validate the corrected heat transfer model. The nephogram of steel billets temperature field is shown as follows
The red portion represents the temperature beyond 1700(K) and it is beyond the solid temperature, so the molten steel is still liquid. As shown in Fig. 6 , the molten steel inside solid-phase line is in the liquid state and the steel billets outside solid-phase line is in solid state. The pin-shooting experiment shoots the nail into the steel billets, so the thickness of the shell can be measured, as depicted in Fig. 6 . Fig. 7 shows a correlation between the measured shell thickness and the calculated shell thickness. In Fig. 7 , the square root law belongs to a type of empirical method utilized to calculate the shell thickness [32] . The predicted values of the corrected heat transfer model are consistent with the measured values. The pin-shooting experiment concludes that the ATR-LM method is effective.
IV. GPU-BASED MODEL PREDICTIVE CONTROL OF CONTINUOUS CASTING BASED ON SP-SJ METHOD A. DYNAMIC OPTIMIZATION PROBLEM
The unknown parameters in nonlinear PDEs are identified using the ATR-LM method. The temperature field is expressed by T (x, y, z, t) . The setting value for N z , the water VOLUME 7, 2019 FIGURE 6. Measuring the shell thickness of the steel billets by the pin-shooting experiment.
FIGURE 7.
Comparison between the measured and calculated steel billets shell thickness.
T is changed from u(t) to u(t + 1) at time t + 1. Subsequently, the PDEs (1) with its boundary conditions can be solved, i.e., the temperature field at the next time step T (t + 1) can be obtained. Thus, the dynamics of temperature can be regarded as a discretetime state-space dynamic model, which can be represented as
where f represents the dynamics of nonlinear PDEs. It should be mentioned that the nonlinear coefficients ρ(T ), c e (T ), k(T ) result in f is implicit. The surface average temperature of the steel billets for each cooling section can be obtained
Based on (25) and (26), the surface average temperature of steel billets T ave (t) = T 1 ave (t) , T 2 ave (t) , · · · , T Nz ave (t) T can be got. T i ave (t + k) is the surface average temperature of the steel billets at cooling section i, and T i aim (t + k) is the goal temperature of the steel billets at cooling section i.
The models used in MPC are generally intended to represent the behavior of complex dynamical systems. Based on the prediction of this model, an optimal control problem is intuitive and naturally derived via minimizing the sum of squares of future control errors over a finite time horizon while satisfying constraints [28] . The cost function is shown as follows (27) where N p is the prediction horizon.
1. Surface temperature constraints: The surface temperature of steel billets should be outside the low ductility temperature range (less than T (978.15(K)) or over T (1233.15(K))). According to the approximate mechanism analysis and engineering experience, the large temperature gradient may cause cracks. Taking these factors into account, it is difficult to define the lower and upper bounds for all grades of steel. Nevertheless, Petrus et al. [8] recommend that the lower temperature bound is between 973.15(K) and 1123.15(K) and the upper temperature bound is between 1173.15(K) and 1273.15(K). Considering the experience of continuous caster operator, this study has the following constraints
2. Reheating constraints between adjacent sections: When the steel billets process a high cooling efficient spray cooling zone to a lower one, reheating may occur. The reheating of the steel billets has resulted in the development of the cracking, so the following constraints can be obtained.
where ∂T i ave ∂z represents the reheating of the steel billets in the cooling section i.
The reheating is defined by the temperature gradients along with the casting direction. Thus, the temperature gradients are replaced by the difference between the average temperature in the cooling section i and the average temperature in the cooling section i + 1 gradient.
3. Shell thickness at the mold exit: The shell thickness at the mold exit must be greater than 10% of the thickness of steel billets. This constraint avoids breakout occurrences caused by extraction stresses and liquid ferrostatic pressure, and can be defined as
where X s are the axes of coordinate (m) and the temperature of steel billets is equal to solidus temperature.
Spray cooling water flow constraints:
The values of u i and u i are shown in Appendix. The inequality constraints can be transformed into the cost function. Subsequently, we have
with the definition
There are several numerical optimization algorithms that can be used to solve this problem such as quasi-Newton methods and conjugate gradient methods. Most of those methods are based on the gradient of the cost function. The gradient ∇L (u) = g t+k can be obtained
B. SPARSE JACOBIAN COMPUTATION
According to chain rule, the following equation can be obtained.
Because the first term
∂T ave (t+k+1) is easy to obtain, the key to calculate the gradient is to compute the second term ∂T ave (t+k+1) ∂u(t+k) . Actually,
is a Jacobian matrix, which is calculated by (38), as shown at the bottom of this page.
Because the relationship between T ave and u is governed by nonlinear PDEs, the analytic form of ∂T ave ∂u(t+k) does not exist. Thus, the partial derivation at a given point can be approximated
where ε is a small positive scalar and e j is the i th unit vector, i.e., the vector whose elements are all 0 expect for a 1 in the i th position. The Jacobian matrix can be built by merely applying this formula. In general, this process requires evaluation of T ave at u point and the N z perturbed points u + εe i : a total of N z + 1 points. Therefore, N z + 1 times solution of nonlinear PDEs are required to calculate the Jacobian matrix. This is an exceedingly large computation task.
For continuous casting, the Jacobian matrix has a sparse structure. Furthermore, the Jacobian matrix is a tridiagonal matrix. Because the water flow rate of 1st section u 1 (t +k t) only affects the average surface temperature of 1st section T 1 ave (t + k t + t) and its neighboring region T 2 ave (t + k t + t). u 2 (t + k t) only affects T 2 ave (t + k t + t) and its neighboring regions T 1 ave (t + k t + t) and T 3 ave (t + k t + t). Furthermore, a perturbation εe 1 to the first component of u will affect only the first and second components of T ave (t + k t + t). The remaining components will remain unchanged, so that the Jacobian matrix has numerous zeros elements. Evidently, the evaluations of the components
Remark 1: Assume that u 1 (t+k t) only affects the average surface temperature of section one T 1 ave (t + k t + t) and its neighboring region T 2 ave (t + k t + t). If and only if t z is larger than the ratio of the length of cooling section 2 to casting speed, u 1 (t + k t) can effect T 3 ave (t + k t + t z ). In our case, t is less than the ratio of the length of cooling section 2 to casting speed, so u 1 (t + k t) cannot effect
T 3 ave (t + k t + t). Therefore, the assumption was established.
To recycle the wasteful evaluations, the perturbation vector should be modified so that it does not have any further effect on T 1 ave (t + k + 1) and T 2 ave (t + k + 1), but does produce a change in certain components T 3
, which can be used to compute other columns of the Jacobian matrix. It is easy to understand that the additional perturbation εe 4 possesses the desired property. Thus, the new perturbation vector is shown as follows
Subsequently, the following equation can be obtained
where the notation [·] 1,2 represents the subvector consisting of the 1st and 2nd elements. Overall, this study can meanwhile compute the two columns of the Jacobian by evaluating the function T ave at one time. The remainder columns of the Jacobian matrix can be approximated in this economical manner as well, such as p 2 = ε (e 2 + e 5 ) and p 3 = ε (e 3 + e 6 ).
Actually, three extra evaluation of T ave are sufficient to calculate the entire Jacobian matrix. The selections of perturbation p are defined as p 1 = ε (e 1 + e 4 + e 7 + · · ·) p 2 = ε (e 2 + e 5 + e 8 + · · ·) p 3 = ε (e 3 + e 6 + e 9 + · · ·)
Remark 2: In fact, for any selection of N z (irrespective of how large the Jacobian matrix is), three extra evaluations of PDEs are sufficient to approximate the entire Jacobian. In contrast, if the sparse structure is not used in this study to compute the Jacobian, N z evaluation of PDEs are necessary to approximate the entire Jacobian matrix.
C. STREAM PARALLEL IMPLEMENTATION OF SPARSE JACOBIAN COMPUTATION
As mentioned above, obtaining the solution of the nonlinear PDEs is the most significant computation bottleneck in the dynamic optimization problem. GPUs with thousands of threads have power ability to handle large parallel computational tasks, which have been applied to problems with high computing costs such as image processing, training neural networks, and operations research.
Recently, some research works have used GPU to solve nonlinear PDEs [14] , [15] , which are pioneer works for GPUbased 3D heat transfer model. GPU-based 3D heat transfer model has high computational performance owing to massively parallel computations, which are appropriate for realtime applications in casting control and optimization [14] .
From the above subsection, it is obvious that every iteration time requires one time gradient calculation, and the one time gradient calculation contains one time Jacobian matrix calculation. Each Jacobian matrix calculation requires four times PDEs solution with different boundary conditions, which are T(u), T ave (u + p 1 ), T ave (u + p 2 ), and T ave (u + p 3 ). The calculation of PDEs is running on GPUs. Prior to the calculation of PDEs on GPUs, the CPU should transfer the data such as the boundary conditions u + p 1 from the CPU memory to the GPUs memory. After the GPU finishes the calculation of PDEs, the data (T ave (u + p)) will be copied back to the CPU memory. This process called one-around calculation will be repeated four times with different boundary conditions.
The copy memory operations occupy significant running time, which results in the GPU having considerable free time. Several researchers reported that the copy memory operations are a bottleneck [30] because they are slower than the computing operations. According to our practical experience, the ratio of the running time of the copy memory operation to the entire running time is 56%.
In this study, stream parallelism is applied to the Jacobian matrix calculation. The stream parallel implementation of this application relies on the overlapping of memory copies with the solution of the PDEs. Fig. 8 shows the sequences of the calculation operations of the presented SP-SJ method. This study endeavors to obtain T ave (u + p 2 ) to its input data u + p 2 to the GPU in advance while the solution T ave (u + p 1 ) is being executed on the GPU. The execution time with the SP-SJ method can be even more favorable than that without stream parallelism. The process of SP-SJ method is shown in Algorithm 3.
In this study, the implementation of CUDA/C++ kernel is the same as that of [12] . The details of CUDA kernel implementation can be found in [14] .
CUDA kernels have been implemented in the calculation of Jacobian matrix (the step 4 of A lgorithm 3). The CUDA kernel is designed for the computation of one time iteration, which provides the temperature field at time step t + k + 1. The pseudocode of the main CUDA/C++ kernel reads.
Remark 3:
One round of calculation intends to use the GPU to solve the PDEs with given boundary conditions. Thus, two separate rounds of calculations allocate two identical data so that each round can independently work. Owing to the naturally parallel structure of the Jacobian matrix calculation, the stream parallels can work exceedingly satisfactory to accelerate the solution strategy of the dynamic optimization problem (conjugate gradient method).
Remark 4: The stability of the MPC of the nonlinear PDEs has been developed, but several assumptions with respect to these results are not satisfied in our dynamic PDEs system or 79346 VOLUME 7, 2019 it is difficult to verify whether these assumptions are satisfied. The stability is quite significant for MPC. Meanwhile, Sanders and Kandrot [28] reported that providing close-loop stability to the MPC of nonlinear PDEs system is challenging in theory. Thus, future work should be focused on the stability of MPC of this class of nonlinear PDEs. In terms of practical applications, the description from the input to the stable state conforms to the second law of thermodynamics. The operation of a close-loop controlled spray cooling system is safe only if the inputs (water flow rate) are bounded, which is satisfied in this study.
D. SIMULATION EXPERIMENT AND INDUSTRIAL APPLICATIONS
Experiments 1-3 are simulation experiment and experiment 4 is an actual experiment. This section made this simulation experiment test the MPC scheme. Simulation experiments are necessary. Possible reason may be (1) Certain important features and capabilities of the control algorithm cannot be varied via an actual steel plant. (2) The MPC strategy should be tested based on a simulation model before it is conducted on an actual system.
All the experiments in Experiment 1-4 were conducted using Visual Studio 2015 and CUDA 8.0. The parallel-based heat transfer model was launched on NIVIDA Tesla P100. The traditional heat transfer model was launched on i7-3770. The heat transfer model is concerned with the casting conditions, including continuous caster parameters, and the physical parameters of steel billets shown in Table 4 , 7-10. Uniform mesh is used. The time step is 0.02s. The number of mesh nodes are 25, 3000, 25 in x, y, z, respectively. The number of blocks is 3000 and the number of threads is 25 × 25.
Experiment 1: The experiment was conducted to compare the empirical methods and the MPC strategy. In the current subsection, the prediction horizon N p is 10. MPC is based on an iterative, finite-horizon optimization of a plant model. At time t, the current plant state is sampled and a cost minimizing control strategy is computed (via a numerical minimization algorithm) for a relatively short time horizon in the future: [t, t + N p t]. Specifically, an online or onthe-fly calculation is used to explore state trajectories that emanate from the current state and find a cost-minimizing control strategy until time t + N p t. The number of cooling section N z is 8. The target temperature is shown in Table 4 . In this study, the target temperatures are obtained by the steel thermomechanical performance test are specified for the billet center and corner in every zone. The continuous caster operator can give the reference temperature profile. Based on the reference temperature profile, the candidate target temperature can be obtained. Then, the candidate target temperature are input into our algorithm. If the metallurgical principles can be satisfied, this candidate target temperature is set as the target temperature. If the metallurgical principles VOLUME 7, 2019 Algorithm 3 SP-SJ method Input: T aim Output: The optimal of water flow rate u * 1:
Let k = 0, set the initial water flow rate u k and the maximum iteration number kmax.
3:
Evaluation the steel billets temperature
Compute the Jacobian matrix based on (39).
5:
Update the water flow rate u k+1 .
Let k = k + 1 and if k < kmax go back to
Step 3 7:
Let t = t + t and if t < tfinal go back to
Step 2, else stop cannot be satisfied, the condidate target temperature should be adjusted, until the metallurgical principles can be satisfied. Before t = 400s, the operation condition is static, i.e., the temperature field of steel billets and the water flow rate of every cooling section are fixed. The casting speed is changed from 0.0167m/s to 0.02m/s at t = 400s. Both of the presented MPC and PI control [6] were applied to set the water flow rate. The experimental results are shown in Fig. 9-12 . Fig. 10 and Fig. 12 show the results of the PI control method. When the casting speed changes from 0.0167m/s to 0.02m/s, the surface temperature of the steel billets cannot stay static. PI control only uses the measured surface temperature to adjust the water flow rate. However, the internal temperature cannot be measured, so the surface temperature will also be affected. Another drawback of PI control is that the PI control method only determines the water flow rate of i th cooling section using the average temperature of i th cooling section and does not consider the adjacent cooling sections. PI control requires a long time to adjust the water flow rate to reduce the temperature variations. On the contrary, from Fig. 9 and Fig. 11 , the presented MPC approach considers the entire temperature field of steel billets to determine the water flow rate, so the surface temperature is more stable and the surface temperature fluctuations are relatively small when using the MPC approach. to 0.015m/s) are conducted to verify the MPC approach. The DT is used to evaluate the control performance, which is defined as
The DT of those four cases are shown in Fig. 13 . From  Fig. 13 , it is obvious that the temperature fluctuations are small when the casting speed changes abruptly.
Experiment 3: Experiment 1 and experiment 2 show the control performance of the presented MPC approach.
In this subsection, this work developed this experiment to demonstrate the running time between CPU sequential implementation, CPU parallel implementation, GPU parallel Jacobian computation (PJ) and SP-SJ method. This study implemented CPU parallel codes using OpenMP 2.0. OpenMP is an application programming interface for writing multi-threaded programs in C++, C and Fortran. In this experiment, eight threads are created in OpenMP. The results are listed in Table 5 .
In Table 5 , the running time represents the time during which a program is executing, and the relative run time is defined as the ratio of the run time for the wall-clock of the actual continuous casting process being simulated. The relative run time is a crucial performance indicator for realtime control and optimization. It should be mentioned that the solution approach for the MPC and its relative run time should be less than 1. From Table 5 , the relative run time of SP-SJ method is less than 1. This provides the possibility of the application of MPC. MPC is the dynamic optimization. Thus, MPC starts to run the code to obtain the optimal solution at time t s . t c is defined as the computational time of MPC. It takes t c to get the optimal solution, which implies that the optimal solution of t s can be obtained at time t s + t c ; hence, there exists a delay. The shorter delay t c , the better. Especially for continuous casting, if the water spray cannot be adjusted in time, the steel billets will produce a large temperature fluctuation. It is concluded that the presented SP-SJ method has the best performance and the complicated MPC approach can work exceedingly satisfactorily especially with respect to the large computation problem.
Experiment 4: This experiment is an actual experiment and all the experimental data are collected in Benxi Iron and Steel Corporation. The presented MPC approach has been implemented in an actual continuous casting process. As the casting speed changes from 0.02m/s to 0.025m/s, the realtime measured surface temperature of the steel billets at the exit of the cooling section 6 are shown in Fig. 14 .
From Fig. 14 , the maximum fluctuation is 12.3K . It is lower than the simulation case value of PI control 38.7K from Fig. 12 , so the presented MPC approach can make the surface temperature stable. Moreover, the presented MPC approach also can improve the quality of the steel billets. Fig. 15 and Fig. 16 show the micrographs before and after applying the new control system, respectively. The micrographs of the steel billets can be obtained via observation under a low-magnifying glass. The steel billets were severely cracked when an improper cooling water control scheme was used before applying the new control system. The proposed scheme can reduce the crack index (ranging from 0 to 1), which is used to evaluate the quality of the steel billets within the metallurgy industry. The reduction of data from 0.28 to 0.03 fully proves the improvement of billet quality.
V. CONCLUSIONS
This paper is devoted to the design of a MPC approach for the continuous casting process. A new ATR-LM was developed to identify the unknown parameters in PDEs using the measured surface temperature and a new SP-SJ method was proposed to solve the dynamic optimization problem for MPC. The contributions of this study are shown as follows (1)The presented ATR-LM method has better performance than the Cao and Landweber methods. Moreover, the unknown parameters are identified using this method and the prediction shell thickness of the corrected heat transfer model can follow the measured shell thickness obtained via the pin-shooting experiment. Furthermore, the convergence analysis of the ATR-LM is also provided.
(2)Utilizing the sparse structure of the Jacobian matrix, the SP-SJ method was presented to accelerate the computations based on the GPU, which provides the possibility to apply advanced real-time and optimization strategies to continuous casting.
(3)This study discusses the practical application problems and the case of real industrial study is also described. Moreover, the new construction of the MPC based on GPU can be extended to other complex industrial processes that include heat transfer model.
APPENDIX

A. PROCESS PARAMETERS AND SOME PHYSICAL PROPERTIES OF STEEL BILLETS.
Thermal conductivity is obtained by the following equations [31] k l = 35.0 − 0. 
The results of ATR-LM and empirical formula are shown in Table 11 . The empirical formula can be found in [2] . 
