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In this era of  fast computational machines and new optimization algorithms, there
have been great advances in Experimental Designs. We focus our research on design
issues in generalized linear models (GLMs) and functional magnetic resonance imaging
(fMRI). The first part of  our research is on tackling the challenging problem of  con-
structing exact designs for GLMs, that are robust against parameter, link and model
uncertainties by improving an existing algorithm and providing a new one, based on
using a continuous particle swarm optimization (PSO) and spectral clustering. The pro-
posed algorithm is sufficiently versatile to accomodate most popular design selection
criteria, and we concentrate on providing robust designs for GLMs, using the D and
A optimality criterion. The second part of  our research is on providing an algorithm
that is a faster alternative to a recently proposed genetic algorithm (GA) to construct
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In a (generalized) linear model setting, the goal of  experimental design is mainly
on selecting values/levels of  the (controllable) explanatory variables to help to collect
informative data to make precise statistical inferences. This goal is typically achieved
through maximizing some function of  the information matrix of  the parameters of  inter-
est under an assumed statistical model. The following simplified version of  an example
in Myers, Montgomery, and Vining [55] gives a rough idea about this process. Sup-
pose the number of  Ceriodaphnia organisms y is dependent on two factors, namely
the concentration of  a particular component of  jet fuel, x, and the type of  organism
strain, z. The former factor can be set to 7 possible levels, which are 0, 0.5, 0.75, 1,
1.25, 1.5 and 1.7. The value of  the second factor is either 1 or 2. A poisson model
E(yjx; z) = exp(0 + 1x + 2z) is considered to be appropriate for analyzing the
data. The experimenter has the resources to collect 70 observations, and would like to
estimate the unknown model parameters, 0, 1, and 2. A design question of  inter-
est is then on selecting a set of  distinct level combinations of  the two factors and the
frequency of  each selected level combination so that the parameter estimates are the
most precise. One possible way to achieve this is by selecting a design consisting of  70
(x; z)-values that yields the minimum average variance of  the parameter estimates. This
is equivalent to finding a design minimizing the so-called A-optimality criterion, which
is defined as the trace of  the inverse information matrix. Another widely considered op-
timality criterion is the D-optimality criterion that helps to obtain a design minimizing
the volume of  the confidence ellipsoid of  the parameters of  interest. Specifically, the
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D-optimality criterion is the determinant of  the inverse information matrix. See also
Subsection 2.1.2 for a further discussion on commonly used optimality criteria. For
(ordinary) linear models, there is an extensive literature on selecting optimal designs
that optimize one or more optimality criteria. However, finding such an optimal ex-
perimental design for generalized linear models (GLMs) is notoriously challenging [35].
One major difficulty is that the information matrix, and thus the optimality criterion for
evaluating the goodness of  designs, will depend on the unknown model parameters.
The first part of  our research is concerned with this challenging design issue. An-
other line of  research that we will consider is a new and rapidly growing research area
in statistics, namely experimental designs for functional brain imaging studies. In what
follows, we first describe the GLMs design issues that we consider. We then describe
our proposed research on experimental designs for neuroimaging studies.
GLMs [57] are a natural generalization of  linear models [64] that incorporate non-
Normal data such as binary responses or counts. GLMs have been applied to a wide
range of  fields, such as medicine, epidemiology, pharmacokinetics, economics and qual-
ity control [4, 55]. However, obtaining a good design for improving the quality of  the
analysis results for GLMs is difficult because the answer will depend on the unknown
model parameters [35]. Locally optimal designs [1, 10] are one possible approach for
design selection. A locally optimal design is optimal at the guessed parameter values,
but it may not be optimal for other values. It can suffer an efficiency loss in estimating
the parameters when the guessed value is wrong. If  the range of  the model parame-
ters is somewhat narrow, the centroid design [71] that is the local optimal design at
the centroid or the midpoint of  the parameter space, has been shown empirically to be
“robust” in the sense that it will be highly efficient for other values in the range of  the
parameters. Another approach to providing robust designs is the Bayesian method [7],
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where the expected value of  the objective function (design selection criterion) over a
specific prior distribution for the model parameters is maximized. Yet, another method
uses the range of  the model parameters to construct a minimax design [70], which, in
a sense protects against worse case scenario. These approaches can provide robust de-
signs for parameter uncertainty, and for other sources of  uncertainty, such as model
formulation. Unfortunately, all these methods have some shortcomings, such as not
being able to take into account all the sources of  uncertainties, their dependency on the
criterion and are often very taxing computationally. Our method is an improvement of
an existing method, which will take into account most of  the sources of  uncertainties,
is more robust, independent of  criterion and is fast computationally.
Recently, Dror et al. [15] provided an innovative approach and a fast algorithm for
tackling design problems with uncertain parameter values and other sources of  uncer-
tainy. In particular, they generate a random sample of  parameter values from the param-
eter space and construct a locally optimal design for each value of  the sample by using
a Fedorov exchange algorithm [52]. The locally optimal designs are then utilized to
produce a robust design via a k-means clustering method [24]. Their method is demon-
strated to outperform other methods in many aspects. We will mention these methods
as part of  our litterature review. In addition to effectiveness, Dror et al. [15] also show
that their method is simple and fast. We will further improve their method by consid-
ering a novel optimization algorithm that is independent of  the optimality criterion to
provide the locally optimal designs and we will use an improved clustering method to
produce robust designs. Our approach can be used to obtain locally optimal designs
and robust designs for a wide variety of  optimality criteria such as A- and D- optimality
criteria.
The second part of  our reseach will be devoted to contructing optimal designs for
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event-related functional (ER-fMRI) experiments. ER-fMRI is one of  the leading tech-
nologies for studying human brain activity in response to brief  mental stimuli or tasks.
It is a popular technique for brain mapping in both practice and scientific research and
is arguably the most important advance in neuroscience [29, 63]. A design for an ER-
fMRI study consists of  a sequence of  mental stimuli of  one or more types interlaced
with a control condition. The design controls or dictates the order of  how these stimuli
or control are presented to the experimental subject. During the scanning session, an
MR scanner scans the subject’s brain at regular time intervals TR (time to repetition)
to collect fMRI time series from a specified region of  the brain called voxels, which
are three dimentional image units corresponding to different regions of  the brain. As
in experiments with GLMs, the researcher faces with the problem of  finding the best
design to maximize the information of  the collected data to make the most precise in-
ferences about the subject’s brain activity. Again, we emphasize our research on this
experimental design issue.
The task of  finding optimal ER-fMRI designs is a challenging problem for several
reasons: First, a design may have hundreds of  elements and more than one type of
stimulus. The combinatorial problem of  finding a good sequence of  stimuli is mathe-
matically infeasible and requires powerful computer algorithms to search for optimal
designs in a large space of  candidate designs.
When searching for good designs, one will need to consider the study objectives of
interest. In ER-fMRI, there are two main statistical objectives, namely estimation and
detection [69]. These two objectives are achieved by studying some characteristics of
the hemodynamic response function [21], a function of  time describing the effect of  a
single, brief  stimulus. The curve fluctuation corresponds to the variation of  the ratio
of  oxygenated to deoxygenated hemoglobin triggered by the blood flow when there is
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neuronal activity in presence of  the stimulus. The HRF typically starts increasing in one
or two seconds following the presentation of  a stimulus, and peaks in about five to seven
seconds followed by a decrease all the way below baseline before returning to baseline.
In such a study, the estimation refers to the estimation of  the HRF, and the detection
refers to the identification of  the regions in the brain (or voxels) that are activated by
the stimuli. Both of  these goals can be stated under a linear model framework [19]. The
model for estimation is based on discretizing the HRF using a discretization interval,
which provides a finite number of  HRF parameters to represent the continuous curve
of  the HRF [33], following a stimulus onset. The model for detection assumes a given
shape of  the HRF with unknown amplitudes [33], and the interest is in studying the
magnitudes of  these amplitudes, after stimulus onset.
Since every ER-fMRI design can be translated into a design matrix X , finding an
ER-fMRI optimal design sequence is equivalent to finding the design matrix X corre-
sponding to the optimal design. It has been already observed that designs with high
estimation efficiency do not have high detection efficiency [42] . For example, most
randomly generated designs tend to have higher estimation efficiency but do not have
high detection efficiency. On the other hand, blocked designs, where the stimulus of
the same type is presented in blocks, tend to have a high detection efficiency but low
estimation efficiency. It might thus be of  interest to find designs that perform relatively
well for these two competing goals.
Recently, Kao et al. [31] proposed a genetic algorithm (GA) [25, 26] for constructing
optimal fMRI designs. Their method takes advantage of  existing knowledge about the
performance of  good fMRI designs so that the search over the huge design space can
be carried out more efficiently. Their approach produces in general better designs than
the ones known hitherto. Unfortunately, the GA has some disadvantages. For example,
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it requires much computational resources when the length of  the design is long. In this
second part of  our research, we will work on a discrete extension of  the optimization
algorithm that we used to find the locally optimal designs for GLMs. We expect that
this algorithm will be more efficient than the GA of  Kao et al. [31].
In the GLMs section, we provide background information, including a model for-
mulation and the information matrix. A literature review of  some algorithms for finding
optimal designs for GLMs follows. We cover an original approach in GLMs for finding
locally optimal designs based on Fedorov point exchange algorithm [52], and discuss a
method for obtaining robust designs by taking into account several sources of  uncer-
tainty based on k-means clustering. We then propose one way to improve the algorithm
by applying a more robust clustering method. We also apply and investigate the perfor-
mance of  a continuous particle swarm optimization algorithm (PSO), as an alternative
to the point exchange algorithm to find locally optimal designs. In the ER-fMRI stud-
ies section, we first provide the terminology and notation, followed by the statistical
models and the design selection criteria. We then provide a review on the experimental
design aspect of  fMRI and emphasize on the need for new algorithms. We describe
the GA algorithm, discuss its efficiency and provide a more efficient algorithm based
on a discrete version of  the PSO. We show the efficiency of  our approach by consid-
ering a case where the number of  stimulus type is one. Finally, we draw our research





Generalized linear models provide a general framework that encompass a large class
of  statistical models that include linear models. These models have more flexibiliy than
traditional linear models in modeling response variables that may or may not follow a
Normal distribution. They were first introduced by Nelder and Weddenburn [57] with
the assumption that the response follows a probability distribution from the exponential
family. The GLM technique models the mean response on the explanatory variables via
a link function. A thorough description of  the GLMs can be found in several reference
books, such as McCullah and Nelder [45], Dobson and Myers [55], and Montgomery
and Vining [56].
2.1.1 Model and information matrix
A typical GLM involves the following three components [45]:
1. The components of  a response vector Y 0 = (y1;    ; yn) are distributed indepen-
dently according to a probability distribution from an exponential family whose
probability mass distribution is given by:
f(y; ; ) = exp
y0   b()
a()
+ c(y; ); (2.1)
with mean E(y) = b0() =  and variance V ar(y) = b00() = a()V ();where
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a(:), b(:) and c(:) are assumed known functions;  is a canonical parameter and 
is a dispersion parameter.
2. A linear regression function or linear predictor, in k explanatory variables
x1; x2;    ; xk of  the form
(x) = fT (x); (2.2)
where f(x) is a known p-component vector function of x = (x1; x2;    ; xk),  is
an unknown parameter vector of  order p 1 and fT (x) is the transpose of f(x).
3. A link g() associates  to the mean response (x), such that (x) = g[(x)],
where g(:) is a monotone differentiable function. The class of  linear models can
be seen as a special case, by choosing g to be the identity function and the response
has a Normal distribution. The links that are used in our research will be the logit
link  = logit() = ln( 
1 ), the complementary log-log link  = ln(ln(1   )),
 = probit() =  1() for the binomial distribution, and the log link  = ln()
for the poisson distribution.
The parameter estimate ^ is the maximum likelihood estimation (MLE). The asymp-
totic covariance matrix cov(^) is proportional to the inverse of  the Fisher information
matrix of  the parameter . In the univariate case, the inverse of  the Fisher information
is no more than the variance of  the parameter estimate, and according to the Cramer-
Rao lower bound theorem [54], is the lower bound variance for every unbiased estimate.
optimal designs are commonly constructed by optimizing the inverse of  the Fisher in-
formation matrix in some sense.
For parameter vector  and an experimental design , under regular conditions [45]
the Fisher information matrix is defined as







where l(;Y ) is the log-likelihood with observations Y 0 = (y1;    ; yn)
For linear models, the information matrix, typically does not depend on the parameter
 and is given by





In the GLMs case, the information matrix is:










Clearly, for the GLM case the Fisher information matrix may depend on unknown
model parameters which generally complicate the search for an optimal design.
2.1.2 Criteria for design selection
Previously, we loosely defined a design as the settings of  the predictor variables at
which observations are collected. A judiciously selected design can optimize estimation
precision by maximizing the quality of  the data. Let us go back to the Ceriodaphnia
design example we cited in the introduction. We will write a design in a compact form
using a notation introduced by Kiefer [36]. In particular to the notation below, there
were 5 observations at the combination of  level 0 for the jet fuel covariate and 1 for the
strain covariate. The combination can be seen as point (0,1) belonging to the design
space f0; 0:5; 0:75; 1; 1:25; 1:5; 1:75g  f1; 2g.
Design =
8><>: (0; 1) (0:5; 1)    (1:75; 2)5 5    5
9>=>; ;
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We can also, use the relative frequency of  the observations instead of  the count.
Consequently, a design can be viewed as a discrete probability measure. The elements
or points of  a design with non vanishing probability, will form the support of  the design.
Design =




   5
70
9>=>; ;
In general, an experimental design  with n support points can be written as
 =
8><>: 1 2    m1 2    m
9>=>; ;
where 1    m 2 X (the design space), are the supports (k-vectors) consisting of
explanatory variables which describe the experimental conditions, and i > 0 is the
frequency (weights) of  the ith support point with
Pn
i=1 i = 1. For an exact design
with n experimental units, the weights are given explicitly by i = ri=n, where ri is
the number of  replications of i. In a continuous or approximate design, the weights
represent the proportion of  experimental effort at each point, and ni might not be an
integer. In our study, we mainly focus on producing novel methods for constructing
optimal exact experimental designs.
The goodness of  a design is evaluated by some function of  the information matrix.
The most commonly accepted optimality criteria include A, D, E and G. Let M(; )
be an information matrix, the various optimality criteria 	, are stated in the followings:
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	AfM(; )g = tr(M 1(; ))
	DfM(; )g = logjM 1(; )j
	EfM(; )g = norm jM 1(; )j = mini(M 1(; ))
	GfM(; )g = max [d(x; )]
where i(M 1(; ) is an eigenvalue of M 1(; ), d(x; ) = f 0(x)M 1(; )f(x), and
f(x) is the expected value of  the response at x. The A-optimality minimizes the total
or average (asymptotic) variance of  the parameter estimates and is equivalent to mini-
mizing the trace of  the inverse of  the information matrix. D-optimality minimizes the
generalized variance of  the parameter estimates by maximizing the determinant of  the
information matrix. This is equivalent to minimizing the volume of  the asymptotic
joint confidence ellipsoid for the parameters. The E-optimality criterion minimizes the
maximum of  the variances of  linear combination of  the parameter estimates, which is
equivalent to minimizing the maximum eigenvalue of  the inverse of  the information
matrix. G-optimality minimizes the maximum variance of  the predicted values. In this
research we will be mainly focusing on the A- and D- criteria. These two criteria are
popular, especially when the estimation of  the model parameters is of  interest.
The goodness of  a design in estimating the parameters of  a model can be assessed
by its efficiency compared to the (possibly hypothetical) D- or A- optimal design, i.e.
its D- or A- efficiency. In particular, the D-efficiency of  a design  is:





where  is the optimal design with respect to the chosen criteria and p is the number
of  parameters in the  vector. More generally, we can compare two designs 1 and 2
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using the relative efficiency:





It helps to think of  efficiency as a measure of  sample size needed for 1 to achieve
the same estimation precision achieved by 2. For example if Eff(1; 2; ) = 1=2, this
means that for design 1 it will take twice the sample size of 2 to achieve the same
precision for estimating .
It is noteworthy to mention that in the case of  continuous designs for GLMs, The
General Equivalence Theorem result by Kiefer [37] provides an analytic method to
check the optimality of  the design. The theorem provides a method to obtain and check
for optimal designs. One fundamental result of  the theorem is the equivalence between
D- optimality and G- optimality. The theorem does not provide any result about m the
number of  support points of  the design. However, the number of  design points m is
given by p  m  p(p + 1)=2. The result can also be obtained by using Caratheodory
theorem, which relates convexity to dimension [66]. Optimal designs might not be
unique, and therefore optimality for a criterion may be achieved by several designs with
different support points and weights. Unfortunately, the General equivalence theorem
holds for continuous design, but does not work for exact optimal designs in general. In
our research we will be mainly focusing on exact designs.
2.1.3 Algorithms for constructing optimal designs
The construction of  optimal designs with respect to a chosen criterion is an opti-
mization problem. Most of  the available algorithms are based on generic methods such
as steepest descent method for function optimization, where the objective function is
the design selection criterion of  interest. The goal is to choose n points to include in
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the design from a set of  candidate points; e.g., a point is a level combination of  factors.
Point exchange algorithms are popular for constructing optimal designs. They were
introduced by Fedorov [18]. Let M = X 0X be non singular. The n rows of  the matrix
X are n p-dimensional vectors x0i, i = 1; :::; n. Point exchange algorithms utilized the
following formulas [52]:
jM + xx0j = jM j(1 + x0M 1x)
(M + xx0) 1 = M 1 + wuu0; wherew = 1=(1 + x0M 1x) and u = M 1x
jM + xx0   xix0ij = jM jf1 + (x; xi)g
(x; xi) = x
0M 1x  x0iM 1xi(1 + x0M 1x) + (x0M 1xi)2
Based on the previous equations, Fedorov’s Exchange algorithm is as follows:
1. Start with a randomly chosen n design points to form an initial design.
2. Find simultaneously a vector xi among n vectors of  the current n-point design
and a vector x among N candidate design points such that (x; xi) is maximized.
Exchange xi with x and update M 1 and jM j
3. Repeat step 2 until (x; xi) is less than , a specified small positive number
Later, Mitchell [53] provided a modification and generalized his exchange algorithm
to allow for ‘excursions’, where at each iteration, t points can be added to the n-point
design and t points are removed from the (n+ t)-point designs. This led to the popular
DETMAX exchange algorithm algorithm, which can be run with the OPTEX proce-
dure in SAS. To avoid the dependence on the candidate set, Meyer and Nachtsheim [51]
developped a coordinate-exchange algorithm which is a more efficient algorithm for
many cases. Point exchange algorithms are available in several softwares, such as SAS,
R and MATLAB. Although, there is still work to be done in adapting these algorithms
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for constructing optimal designs for GLMs and fMRI. If  the design space is not convex,
the exchange algorithms may not converge to a global optimum. To avoid this pitfall,
it is customary to run the algorithms several times with different inital designs to avoid
convergence to a local optimum. In addition, several metaheuristics algorithms have
been used successfully to construct optimal designs, including the genetic algorithm
(GA) technique [25, 26] and simulated annealing (SA) technique [38, 23]. The GA tech-
nique is a search technique for global optimization in a complex space and is built on
natural selection and survival of  the fittest. The search space in GAs is composed of
good solutions (parents) to the problem, which are used to generate better ones (off-
springs). The viable solutions based on their fitness or value of  the criterion are further
updated with operators such as crossover and mutation. The SA algorithms originated
from statistical mechanics, just like GAs it is a general purpose optimization technique,
eliminating the need for gradient calculations. The main idea in SA is very similar to the
way hot metal liquids freeze and crystallize. When the liquids are at high temperature
their molecules can move freely. As the liquid’s temperature is lowered, this freedom
of  movement is lost and the liquid begins to solidify. The method is an MCMC pro-
cedure based on the Metropolis algorithm [50], where an update or walk from state to
state is a perturbation and an annealing procedure allows for random jumps avoiding
early convergence to a local optimal point. The SA has proven to be a useful optimiza-
tion algorithm in constructing locally and robust optimal designs [71]. However, the
algorithm may need some training of  the parameters such as the temperature. It also
requires much computational resource, and is usually slow.
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2.1.4 Some methods for optimal designs for GLMs
The most simple and widely used method to produce optimal designs for GLMs
is to use a best guess for the unknown parameters for the Fisher information matrix
(X 0WX). These designs called locally optimal designs, were first introduced by Cher-
noff [10]. Such designs have been considered by several other authors such as Atkinson
and Donev [3], Sitter [67] and Mathew and Sinha [47]. Locally optimal designs are in-
tuitively appealing and relatively easy to construct. However, they are parameter value
dependent, and might be sub-optimal when the parameter values are different from the
chosen ones. Two experiments having the same model but different parameter values
may require different designs. The major drawback of  these designs is thus that good
estimates of  the unknown parameters are usually not available before the experiment
has been performed. They are still a viable alternative when a good guess of  the param-
eter value is available via previous experiments, pilot studies or consulting an expert in
the field. They can also be used as a benchmark to evaluate designs constructed using
other methods such as those of  Dror et al. [15] and Woods et al. [71].
Several methods have been considered to tackle the issue of  parameter value de-
pendence. For example, one may consider the centroid or midpoint design, which is a
locally optimal design obtained for the centroid or the midpoint of  the parameter ranges.
Woods et al.[71] showed through simulations that the centroid design can be highly effi-
cient when the parameter ranges are somewhat narrow. The Bayesian design approach,
when prior distributions for the parameters were available, provides a method to con-
struct robust designs, too. Chaloner and Larntz [7] used the D-criterion and maximized
the expected log determinant of  the information matrix over the prior distribution of
the parameters. They also looked at other criteria, such as the A-criterion. Clearly, the
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centroid method is a special case of  the Bayesian method by having the prior probabil-
ity mass concentrate on the centroid point of  the parameter space. However, Bayesian
optimal designs suffer several drawbacks. The first drawback is that we might have no
information about the prior distribution for the parameters. The second drawback of
this method is due to the computational difficulty. Some reviews of  Bayesian optimal
designs can be found in Atkinson et al. [3] and Khuri et al. [35]. The maximin ap-
proach is another method to construct designs that are robust to parameter uncertainty.
Welch [70] used it to construct the “best” design amongst various locally D-optimal
designs, corresponding to a collection of  reasonable parameter values. The maximin
design maximizes the minimum of  the chosen criterion over the region of  the parame-
ter values. It can be seen that when focusing on the worst case, the resulting design is
the best among all the designs.
These results have led researchers to work on providing solutions on how to con-
struct robust designs for GLMs taking into account several sources of  uncertainties such
as the link function, the linear predictor, and the model parameters. Unfortunately, the
literature on this problem is still sparse. One of  the few results is due to Woods et
al. [71], who used a Bayesian approach and a surrogate objective function to construct
robust designs to all the three uncertainties. He worked on the D-criterion and used
SA for his optimization scheme. The other result is due to Dror et al. [15] which is a
very original result based on producing a set of  locally D-optimal designs and perform-
ing a k-means [46] clustering on all the design points in these designs to construct a
robust design. They compared the constructed design to locally optimal designs. Dror
et al. [15] also noticed that their clustering designs are comparable to Woods et al. [71];
but the method of  Dror et al. [15] was notably faster and easier to implement. We will
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first describe the approach in details. We will then state our proposed method, that
improves upon the method of  Dror et al. [15].
Dror et al. [15] provided a summary of  their procedure in Section 7 of  their paper.
In order to have a good understanding of  their method for constructing robust designs
for the D- criterion, we describe clearly all the steps of  the algorithm below:
1. Use previous experimental results or experts’ opinion to create a set of  plausible
models, along with providing some feasible interval ranges for the model param-
eter values.
2. From the specified parameter space, generate a random sample of  100 parame-
ter vector value, for each given model, linear predictor and link function. For
better sampling of  the parameter space, preference is given to using space-filling
sampling design such as low discrepancy sampling design produced by Niederre-
iter [59].
3. Obtain locally D-optimal designs using a modified Fedorov point exchange algo-
rithm suited for GLMs for all of  the parameter vectors created in step 2.
4. Group the locally optimal designs for all models when they have the same number
of  variables, into a single matrix. Apply mild jittering on the support points of  the
locally optimal designs to avoid clustering on duplicated designs.
5. Decide on the number of  support points K, and use a the K-means clustering
method on the matrix to produce a robust design. The obtained robust designs
consists of  the K support points which might or might not be all distinct.
6. Repeat the process for several values of  K to choose the most appropriate value
K.
7. For the chosen K, apply clustering numerous times; e.g., 100 repetitions. After
each clustering step, calculate the information matrix of  the outcome for all of
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the models and parameter vectors chosen in step 2. Add up the log of  the deter-
minants of  the information matrices. Use the clustering output with the highest
sum over all repetitions as the design.
2.2 Proposed algorithm and methodology
Our contributions on improving the algorithm of  Dror et al. [15] are two-fold. First,
we will improve the performance of  the obtained designs by using the spectral clustering
technique instead of  the k-means clustering method. The k-means clustering method
partitions the data, which in our case are design points of  locally optimal designs, into
groups such that the data points in a group are more similar in term of  location than
the points that are not in the group. The idea of  using k-means as a clustering method
to construct robust designs is very original. However, it has some disadvantages. For
example, k-means clustering requires the assumption of  convexity and some versions
of  the algorithm assume the clusters to come from multivariate Normal distributions.
This assumption cannot be easily verified in high dimensional spaces, and can easily be
violated. In addition, the clusters may not be linearly separable, in other words when
these clusters cannot be separated by lines or hyperplanes. Our preliminary results from
two motivating examples show that the shapes of  the clusters of  locally optimal design
points can be very far from the usual convex, spherically shaped multivariate Normal
clusters, and can be quite complex. The spectral clustering technique is expected to suit
better to such situations.
Our second contribution is the use of  a new algorithm for constructiong exact lo-
cally optimal designs for GLMs, in contrast to the modified Fedorov candidate point
exchange algorithm used by Dror et al. [15]. A major limitation of  the modified algo-
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rithm is that it is built mainly for the D-optimality criterion. A more versatile algorithm
that will work for a wide variety of  popularly used optimality criteria (convex or not)
would undoubtably be a notable improvement. Here we will introduce the particle
swarm optimization (PSO) [17] technique as an alternative to the candidate exchange
algorithm to contruct, e.g., A- and D-optimal designs.
2.2.1 Spectral vs k-means clustering method
The k-means clustering [24] is a deterministic algorithm that aims at grouping the
data into clusters of  similar observations. It implicitely assumes that the clusters have
spherical shapes. The algorithm has several versions such as the probabilistic version
which assumes that the clusters follow multivariate Normal distributions [14]. In its orig-
inal formulation, the k-means algorithm partitions the data into clusters by minimizing







where there are k clusters S1;    ; Sk and i is the centroid or the mean of  all the xj 2 Si,
and jj:jj corresponds to the Euclidian distance between the points. The algorithm starts
by arbitrarily partitioning the input points into the pre-specified k initial sets. It then
calculates the mean point, or centroid of  each set, and iterates to construct a new parti-
tion by associating each point with the closest centroid and recalculating the centroids
for the new clusters until no change is expected.
In recent years, spectral clustering [14] has been shown to be a more robust clus-
tering method that outperforms k-means in many cases [5, 68]. This is especially true
when the clusters have non convex shapes and are not separable by lines or hyperplanes.
Spectral clustering [58] uses spectral graph theory. In this context, the data observations
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are represented by nodes of  a graph and the edge set of  the graph is represented by an
adjacency or distance matrix, which measures the closenes or similarity between the
nodes. The Laplacian of  the graph is a measure of  how a node is conneted to the other
nodes and the eigenvectors of  the Laplacian matrix of  the affinity or similarity matrix of
the adjacency matrix can be used to partition the graph into clusters. Spectral clustering
incorporates the properties of  a graph via the adjacency matrix and embeds the data into
the subspace of  the eigenvectors of  the Laplacian matrix where data points are easily
separable. Let us consider a data matrix X 2 Rnm, and let A 2 Rnn be the adjacency
matrix or the distance matrix for the data points in X . We chose the Euclidian distance
for defining the distance between data points in our application. Let us compute the
affinity or similarity matrix of A as ~A = exp(  A
22
), where  is a scaling coefficient to
control the neighborhood range. Typically,  = 1. Note that the smaller the distance
between the data points, the higher is the affinity or similarity between the points. We




~aij , where the ~aij is the (i; j)th element of ~A. It should be noted here that
L is positive semi-definite and hence the eigenvalues are real and non-negative. For the
unnormalized laplacian L , the first k smallest eigenvalues are computed and denoted by
0 = 1  2  : : :  k with associated eigenvectors v1; v2; : : : ; vk. Finally a k-means
clustering is performed on the subspace generated by the eigenvectors to obtain the
clusters.
The spectral algorithm can be summarized in the following:
• compute the similarity matrix ~a(i; j) = exp(  jjxi xj jj
22
)
• construct the diagonal degree matrix D = diag(d11; : : : ; dnn)
• compute the unormalized Laplacian L = D   ~A
• compute the first k eigenvectors v1; v2; : : : ; vk
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• let V 2 Rnk contain the vectors v1; v2; : : : ; vk as columns
• let yi 2 Rk be the vector corresponding to the ith row of V
• cluster the points (yi)ni=1 into k clusters C1; : : : ; Ck with k-means
• assign each xi 2 Rm the vector corresponding to the ith row of X accordingly
and compute the k centroids
We also provide an illustration in Fig 1 on how spectral clustering algorithm works to
be able to identify a case of  a data of  three non separable clusters. The spectral clustering
embeds the data into the space generated by the first three eigenvalues, where the three
original clusters are now clearly linearly separable.
2.2.2 Motivating example 1: Non linearly separable clusters
The first motivating example stresses on our clustering algorithm and illustrates the
superiority for the use of  spectral clustering over k-means in constructing robust designs
in cases with parameter uncertainty. In this example where the clusters are not linearly
separable, we will demonstrate that our algorithm provides designs that are more robust
than those obtained by the k-means method for varying number of  support points. Let
us assume a logistic model with two covariates x and y both in the interval [-1,1] and a
full quadratic predictor  = 0+xx+yy+xyxy+x2x2+y2y2. We randomly sample
parameter values by assuming that 0 is modeled as a uniform [0,15], x as a uniform
[-2,2] , y as a uniform [-11,-10], xy as a uniform [-0.2,0.2], x2 = 10 and y2 = 9.
Following the procedure of  Dror et al. [15], we generated 100 random values for 0s
using a Niederreiter [59] quasi random sequence and plotted the 100 generated locally
D-optimal designs, each with 12 support points along with the centroid design. In
this example, as seen in Fig 2, the clusters formed by the support points of  the locally
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Figure 1: Spectral clustering for three non separable clusters
D-optimal designs are not linearly separable and the support points follow a circular
pattern along with a central cluster.
Following Dror et al. [15], we provide in Fig 3, the plots of  the median and mini-
mum relative efficiency of  the robust designs obtained by the two methods with respect
to the 100 locally D-optimal designs for different number of  support points. We also
present barplots of  the corresponding differences in these medians and minima relative
efficiency between the designs obtained by the two methods. The plots clearly show the
following findings. First, the median relative efficiency of  the robust designs obtained
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Figure 2: Proximity of  100 locally D-optimal Designs for a logistic model and centroid
design, with 12 support points for motivating example 1
k  means spectral
support Q0:025 Q0:25 Q0:50 Q0:75 Q0:95 support Q0:025 Q0:25 Q0:50 Q0:75 Q0:95
20 0.475 0.896 0.921 0.938 0.946 20 0.653 0.837 0.862 0.874 0.900
25 0.499 0.891 0.917 0.934 0.947 25 0.625 0.851 0.870 0.884 0.907
30 0.569 0.881 0.901 0.916 0.933 30 0.589 0.860 0.877 0.892 0.907
35 0.541 0.876 0.899 0.915 0.929 35 0.595 0.862 0.886 0.898 0.916
40 0.538 0.882 0.904 0.923 0.936 40 0.571 0.873 0.890 0.907 0.922
45 0.532 0.879 0.904 0.921 0.935 45 0.633 0.862 0.882 0.893 0.917
Table 1: Spectral clustering vs. k-means for motivating example 1
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Figure 3: Median and Minimum relative efficiencies of  the robust designs versus
support points for motivating example 1
by k-means is consistently slightly higher than that of  spectral clustering for different
number of  support points, with a maximum difference value of  about 10%. Second, the
minimum relative efficiency of  the robust designs obtained by k-means is consistently
lower than that of  spectral clustering with a maximum difference value of  above 20%.
Let us quantify these differences and further illustrate the results in Table 1. For selected
numbers of  support points, we provide in Table 1 the five quantiles of  the relative effi-
ciency for the obtained designs based on the two methods. From these results, we see
that our algorithm for producing robust designs, in case of  parameter uncertainty, tends
to produce designs with a higher minimum relative efficiency, which is a good charac-
teristic for a robust design. In both Fig 3 and Table 1, we observe that the minimum
relative efficiency of  the robusts designs obtained by both methods increases when the
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number of  support points increases, and tends to stabilize for robust designs at higher
number of  support points. We also observe that the robust designs obtained from the
spectral clustering method tend to have higher minimum relative efficiencies with lower
number of  support points, compared to the robust designs obtained from the k-means
clustering method. This can be seen from Table 1 where the Q0:025 quantiles of  the rel-
ative efficiencies for the spectral method are higher that those of  the k-means method
even for the designs with lower number of  support points.
2.2.3 Motivating example 2: Linearly separable clusters
In the second motivating example, we look at the situation where the clusters tend
to be linearly separable, we show that the spectral clustering algorithm still outperforms
the k-means method. Let us now assume a logistic model with two covariates x and y in
the interval [-1,1], and a full quadratic predictor  = 0+xx+yy+xyxy+x2x2+y2y2.
The unknown parameter 0 is modeled as a uniform [0,20], and x =  2, y =  11,
xy =  0:2, x2 = 10 and y2 = 9. Following the procedure of  Dror et al. [15], we again
generated 100 random values for 0s using a Niederreiter [59] quasi random sequence
and plotted the 100 generated local D-optimal designs with 12 support points. As seen
in Fig 4, the clusters seem to be more linearly separable than in the previous example.
We thus might expect that k-means clustering should perform well in this situation.
We repeat the procedure in the previous example and make the following observa-
tions. The patterns observed in the previous example remain in this example. In this
case, Fig 5 shows that the median relative efficiency of  the robust designs obtained by
k-means may be slightly higher than that of  spectral clustering for different number of
support points. The maximum difference value is about 30%, but it occurs in cases
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k  means spectral
support Q0:025 Q0:25 Q0:50 Q0:75 Q0:95 support Q0:025 Q0:25 Q0:50 Q0:75 Q0:95
20 0.523 0.912 0.912 0.913 0.929 20 0.670 0.841 0.841 0.843 0.872
25 0.547 0.904 0.904 0.905 0.922 25 0.625 0.851 0.851 0.853 0.880
30 0.498 0.904 0.904 0.905 0.916 30 0.616 0.854 0.854 0.856 0.879
35 0.500 0.919 0.919 0.920 0.930 35 0.657 0.843 0.843 0.848 0.898
40 0.483 0.914 0.914 0.914 0.922 40 0.601 0.873 0.873 0.874 0.901
45 0.460 0.933 0.933 0.934 0.940 45 0.605 0.866 0.866 0.867 0.892
Table 2: Spectral clustering vs. k-means for motivating example 2
where the number of  support points might be too small for a robust design. For the
other cases, the difference is no more than 15%. The minimum relative efficiency of
the robust designs obtained by k-means is mostly lower than that of  spectral clustering,
with a maximum difference value of  about 30% for a robust design with 25 support
points, and a maximum difference of  about 20% for several robust designs with varying
number of  support points. We also observe in Table 2 that the robust designs obtained
from the spectral clustering method tend to have higher minimum relative efficiencies
with lower number of  support points compared to the robust designs obtained from the
k-means clustering method. This case clearly shows that even when the clusters tend
to be linearly separable, our method not only performs well but can still be superior to
the k-means method.
In addition to the two examples, we further study the performance of  spectral clus-
tering versus k-means in finding robust designs for other situations that Dror et al. [15]
presented in their paper.
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Figure 4: Proximity of  100 locally D-optimal Designs for a logistic model and centroid
design, with 12 support points for motivating example 2
2.2.4 Spectal clustering method vs k-means for parameter uncertainty for multivari-
ate compromise designs
In order to validate their method for producing robust designs, Dror et al. [15]
compared the performance of  their k-means clustering method with that of  Woods
et al. [71] using a crystollagraphy example. Dror et al. [15] showed that their method
is faster and is capable of  producing robust designs for parameter uncertainty with
higher relative efficiencies. This example of  a crystallography experiment focuses on
studying the probability of  how a new product is formed using 4 predictors, namely
rate of  agitation during mixing, volume of  composition, temperature, and evaporation
rate. Each one of  the parameters in the logistic model was assumed to follow a uniform
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Figure 5: Median and Minimum relative efficiencies of  the robust designs versus
support points for motivating example 2
distribution. In particular, 0 (for intercept) as a uniform [-3,3], 1 as a uniform [4,10],
2 as a uniform [5,11], 3 as a uniform [-6,0] and 4 as a uniform [-2.5,2.5].
Woods et al. [71] reported that producing a 24-point robust design took about twice
as long as that needed to produce the 16-point robust design, and a 48-point robust
design would require more than 100 minutes on a slightly stronger machine than a
desktop PC with a 2.5-GHZ Celeron processor that was used by Dror et al. [15]. They
finally proposed a 48-point design based on replicating the 16-point design. In their
paper, Dror et al. [15] compared their k-means method with that of  Woods et al. [71] to
produce similar results with a faster CPU time and without the need to replicate design
points of  smaller designs. In this section, we will compare our method with that of
28
























































































Figure 6: Median and Minimum relative efficiencies of  the robust designs versus
support points for parameter uncertainty for multivariate compromise designs
k-means. The attractions of  both methods are their speed and ease of  implementation.
With either method, a robust design can be obtained in less than 3 minutes.
In order to compare between the two methods in this case, we replicate the proce-
dure in the previous examples. The results we obtain from Fig 6 and Table 3 suggest
that the methods perform equally well. We thus conclude that the spectral clustering
method still performs at least as well as the k-means method in this example. Let us
compare the performance of  spectral clustering versus k-means in finding robust de-
signs for cases where they are several types of  uncertainties in the next section.
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k  means spectral
support Q0:025 Q0:25 Q0:50 Q0:75 Q0:95 support Q0:025 Q0:25 Q0:50 Q0:75 Q0:95
20 0.282 0.372 0.429 0.482 0.636 20 0.246 0.368 0.431 0.493 0.654
25 0.266 0.365 0.439 0.489 0.599 25 0.225 0.351 0.420 0.487 0.603
30 0.270 0.377 0.433 0.505 0.632 30 0.276 0.361 0.419 0.472 0.590
35 0.266 0.368 0.418 0.473 0.590 35 0.253 0.358 0.407 0.471 0.581
40 0.294 0.374 0.432 0.484 0.584 40 0.282 0.375 0.426 0.478 0.583
45 0.281 0.369 0.429 0.471 0.589 45 0.261 0.354 0.403 0.464 0.595
48 0.250 0.373 0.418 0.474 0.590 48 0.287 0.355 0.419 0.472 0.586
Table 3: Spectral clustering vs. k-means for parameter uncertainty for multivariate
compromise designs
2.2.5 Spectral clustering method vs k-means for linear predictors and link functions
uncertainty
In this section, we consider another example with uncertainty about the link func-
tions and linear predictors. As in the Dror et al. [15] and Woods et al. [71] example, the
model uncertainty was on whether to consider a main effect model or a model with an
interaction. For each of  these two candidate models, the link function might be a probit
or complementary log-log (CLL) link. The main effect model is E() = 0+xx+yy
with assumed parameter values 0 = 3:0, x = 1:6 and y = 4:1. The interaction model
is E() = 0 + xx + yy + xyxy, with assumed parameter values 0 = 1:2, x = 1:7
, y = 5:4 and xy =  1:7. We generate locally D- optimal designs of  12 points for
each one of  the two possible linear predictors with two possible link functions. The
two clustering methods are then applied to the 48 designs points by setting the number
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Design
Model spectral k  means Woods d1 d2 d3 d4
Probit No Interaction 0.75 0.75 0.77 1.00 0.34 0.99 0.30
Interaction 0.81 0.81 0.80 0 1.00 0 0.97
CLL No Interaction 0.64 0.64 0.64 0.99 0.24 1.00 0.11
Interaction 0.85 0.85 0.86 0 0.97 0 1.00
Table 4: Spectral clustering vs. k-means for linear predictors and link functions
uncertainty
of  clusters to six. We summarize the comparison of  the two methods in Table 4, along
with the robust design produced by Woods et al. [71].
In the table, the designs d1 and d2 refer to the two locally D-optimal designs with
probit link for cases with and without the interaction term xy, respectively. The designs
d3 and d4 refer to the two locally D-optimal designs with CLL link for cases with and
without the interaction term xy, respectively. Each row in Table 4 corresponds to one
of  the four cases we mentioned earlier. The relative efficiency of  each of  the three
robust designs and that of  each of  the four locally D-optimal designs with respect to
the corresponding locallyD-optimal design for that case are provided. For example, the
first row corresponds to the case where the link is probit and the model is a main effect
model. The relative efficiency of  the robust design produced by spectral clustering with
respect to the locally D-optimal design d1 is 0:75 and is identical to that of  the robust
design produced by the k-means method. This is followed by a higher relative efficiency
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Woods k  means spectral
x y x y x y
-1.00 -1.00 -1.00 -1.00 -1.00 -1.00
-1.00 -0.999 -1.00 -1.00 -1.00 -1.00
-1.00 -0.593 -1.00 -0.643 -1.00 -0.643
0.517 -0.293 0.667 -0.301 0.496 -0.250
1.00 -0.102 1.00 -0.102 1.00 -0.102
1.00 0.189 1.00 0.202 1.00 0.202
Table 5: Spectral clustering vs. k-means robust designs for linear predictors and link
functions uncertainty
of 0:77 for the design produced by Woods et al. [71] method. Specifically, the relative
efficiency in this first row is with respect to the design d1. We note that, d1 and d3
are locally D-optimal designs for the main effect model with different link functions.
They seem to perform similarly regardless which link function is considered. Similar
observations are also made for d2 and d4. It seems, in this case, the linear predictor
has a stronger effect on the design performance than the link function. In Table 5 , we
provide the robust design for each method, we notice that the robust design produced
by spectal clustering is slightly closer to the robust design produced by Woods et al. [71].
2.2.6 Wave Soldering example
In Dror et al. [15], the k-means method is applied to construct a robust design for the
Wave and Soldering experiment, which is an example also studied by Wu and Hamada
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[72]. This example involves the construction of  a factorial design for studying the num-
ber of  defects, which is modeled as a poisson variable. The independent variables x1,
x2, x3, x4 and x5 are the five continuous variables including the prebake temperature,
flux density, conveyed speed, cooling time and solder temperature. Dror et al. [15] con-
sidered the common situation where there was uncertainty about the parameter values
of  the model, and also uncertainty about the model formulation. They considered a
first-order model with only the main effects, and a larger model that also includes the
two-way interaction terms prebake temperature  flux density (x1  x2) and prebake
temperature  conveyer speed (x1  x3). They collaborated with an expert to get the
means and standard errors of  the estimates of  the parameter values, in order to provide
a range of  values for the parameter values, as presented in Table 6. Both Spectral and
k-means methods are used after generating 100 locally D-optimal designs of  8 points
for each one of  the two models. The two clustering methods are then applied to the
resulting 1600 design points with varying number of  clusters.
Similarly to the previous sections, we compare spectral clustering vs k-means
method when there are parameter value uncertainty and model uncertainty. We repli-
cate the procedure in the previous sections and make the following observations. Fig 7
shows that the median relative efficiency of  the robust designs obtained by k-means
is equivalent to that for spectral clustering for clusters with larger number of  support
points, but the minimum relative efficiency obtained by k-means is consistently lower
than that of  spectral clustering. This is also seen in Table 7, where we can see that the
spectral clustering provides higher values for the Q0:025 quantile for several robust de-
signs. We also notice in Fig 7 that the spectral clustering method seems to provide good
robust designs when there are about 25 or more support points. The k-means method
does not seem to achieve this until we have at least 40 support points in the design. The
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First  order With interactions
Estimate SE Estimate SE
Intercept -1.52 0.21 -2.35 0.69
x1 -4.30 0.20 -5.53 0.94
x2 -1.79 0.16 -2.99 0.82
x3 -3.39 0.24 -3.95 0.59
x4 -0.28 0.32 -0.86 0.54
x5 0.23 0.30 0.41 0.36
x1x2 -2.07 1.32
x1x3 -1.13 0.98
Table 6: Prior parameter estimates for the Wave Solvering example
former method suggested a design with a smaller number of  support points than that
suggested by the k-means method. This smaller number of  support points often means
a reduced cost in conducting the experiment.
In light of  the results of  these previous case comparisons, we conclude that spectral
clustering performs at least as good as k-means in producing robust designs. In some
cases, it produces designs that are more robust than those by the k-means method.
Since both methods are equivalent in terms of  running time, we recommend the use of
spectral clustering in producing robust designs. We would like to improve and extend
further the work of  Dror et al. [15], by providing an algorithm to produce locally optimal
designs for other criteria. Our focus will be on theA-optimality criteria, but our method
can be easily adapted when other criteria are of  interest.
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Figure 7: Median and Minimum relative efficiencies of  the robust designs versus
support points for the Wave Soldering example
k  means spectral
support Q0:025 Q0:25 Q0:50 Q0:75 Q0:95 support Q0:025 Q0:25 Q0:50 Q0:75 Q0:95
20 0.220 0.549 0.631 0.672 0.774 20 0.223 0.544 0.641 0.686 0.759
25 0.187 0.563 0.695 0.738 0.771 25 0.272 0.536 0.657 0.704 0.742
30 0.109 0.587 0.705 0.783 0.833 30 0.223 0.549 0.652 0.700 0765
32 0.307 0.544 0.639 0.677 0.783 32 0.305 0.566 0.667 0.716 0.771
35 0.205 0.589 0.690 0.730 0.782 35 0.294 0.554 0.676 0.716 0.768
40 0.305 0.557 0.668 0.709 0.743 40 0.272 0.545 0.662 0.705 0.754
45 0.235 0.560 0.693 0.746 0.785 45 0.280 0.547 0.636 0.675 0.753
48 0.204 0.572 0.713 0.762 0.809 48 0.220 0.568 0.692 0.730 0.765
Table 7: Spectral clustering vs. k-means for the Wave Soldering example
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2.3 A criterion independent algorithm to construct locally optimal designs for GLMs
Before we begin comparing Dror et al. [15] method for producing exact locally D-
optimal designs for GLMs (DGLM) with our new algorithm, we will first describe their
method in details. For a given n, the method of  Dror et al. [15] selects n support points
to maximize the determinant of  the information matrix. They built their algorithm
upon the Federov [18] exchange algorithm. The algorithm is available in MATLAB
with the function candexch. Dror et al. [15] used this MATLAB function along with a
clever trick to incorporate the weight matrix W to produce locally D-optimal designs
for GLMs. Specifically, their algorithm starts with a random design with the chosen
number of  support points. They, then generate 50 normally distributed points around
each support point in order to avoid a large candidate set containing many possible
design points in the design space. They then used the candexch function to obtain
the D-optimal design. At each step, the neighborhood radius which was initially one
around the support points of  the D-optimal design was reduced, such that it was the
maximum of  the largest distance between points of  the design and 30% of  the previous
search radius. Their stopping rule was when the maximum difference between the cor-
responding design points in the sorted current design and the sorted previous design
was 10 4. The algorithm that Dror et al. [15], produced is fast and takes only about
one second to produce 16-point locally D-optimal design with 2 decimal points accu-
racy for a 5 factor model containing all the main effects and two-way interactions. This
is to be expected since Dror et al. [15] used a sequential methods to ensure that the
size of  the candidate set does not produce a great computational burdern. In addition,
Federov [18] exchange algorithm is based on the updating formulas we have seen previ-
ously in Subsection 2.1.3 for calculating the determinant when we use the D-criterion.
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It is natural to think of  an alternative algorithm when the criterion of  interest is other
than the D-criterion.
2.3.1 Particle swarm optimization algorithm
Particle swarm optimization (PSO) is a heuristic algorithm. In its first formulation
by Kennedy and Eberhart [17], the PSO mimics the movement behavior of  flocking
birds for finding food. The PSO technique has been applied to solve many high di-
mensional continuous optimization problems, such as the Multidimensional Knapsack
Problem [39]. The algorithm starts by initializing a random swarm of  birds or particles
in a multidimendional search space, where each particle has a position in the space and
a velocity v corresponding to a step-size of  change from the current position to the
next position. For each particle trajectory, the algorithm keeps track of  the best (local)
y position that the particle has visited in previous steps and the best (global) position y^
visited by any particle in the past. The next position is updated by adding to the previ-
ous position an updated velocity or step size, that takes into account the previous local
and global positions. By using the actual local and global position the birds exchange
position information to get to the food location or global optimal solution.
Let i be a particle in an n-dimensional search space with velocity vi = (vi;j)nj=1, po-
sition (xi;j)nj=1, personal local position yi = (yi;j)nj=1, and neighborhood global position
y^i = (y^i;j)
n
j=1. The velocity and position update equations in the (t+ 1)th iteration are:
vi;j(t+ 1) = vi;j(t) + c1r1;j(t) [yi;j(t)  xi;j(t)] + c2r2;j(t) [y^i;j(t)  xi;j(t)] ; (2.6)
xi;j(t+ 1) = xi;j(t) + vi;j(t+ 1); (2.7)
Where c1 is the cognitive component weight, c2 is the social component weight
and r1;j; r2;j  U(0; 1).
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An improvement to the algorithm in order to balance the search between exploring
global best position and local best position was suggested by Eberhart et al. [16], who
proposed velocity clamping that constrains the velocity to an initially fixed maximum
in any direction. They added the clamping of  the velocity after the velociy update step
but before the position update step in the algorithm; i.e.
vi;j(t+ 1) = minfmaxfvi;j(t+ 1); Vmin;jg; Vmax;jg; (2.8)
where Vmin;j and Vmax;j with Vmin;j < Vmax;j are the minimum and maximum step size
speed in the jth dimension.
Later Shi and Eberhart [65] added the scalar !, called the inertial weight, which
determines the acceleration and deceleration in the current direction,
vi;j(t+ 1) = ! vi;j(t) + c1r1;j(t) [yi;j(t)  xi;j(t)] + c2r2;j(t) [y^i;j(t)  xi;j(t)] (2.9)
Chen et al. [9] proposed a discrete version of  the PSO, called LaPSO and used it to
find optimal Latin hypercube designs. One of  the goals of  our research is to adapt the
continuous PSO for finding locally optimal designs under a certain criterion that might
not necessarily be the D-criterion.
2.3.2 Continuous PSO to find locally D-optimal designs for GLMs
We run a series of  simulations to compare the performance of  the PSO algorithm
with that of  Dror et al. [15] candidate exchange algorithm for obtaining 100 locally
D-optimal designs based on the parameter uncertainty example presented in Subsec-
tion 2.2.4.. The logistic model has four main effects, and the parameter uncertainty was
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such that the intercept 0 was modeled as a uniform [-3,3], 1 as a uniform [4,10], 2 as
a uniform [5,11], 3 as a uniform [-6,0] and 4 as a uniform [-2.5,2.5].
After tuning the parameters of  the PSO, using Clerc and Kennedy [11] recommen-
dations, we found a combination of  values of  the algorithmic parameters can provide
good results. In particular, N = d20 + 3:5pnruns me, w = 0:65, c1 = 2:1 and c2 = 2,
where nruns is the number of  runs or support points and m is the number of  predictors.
We check to see if  the stopping rule is met every 200 iterations. This is to compare the
first and the last design in every 200 iterations. If  the two designs are sufficiently similar,
the search is terminated.
We summarize our results in several plots. In Fig 8 (a) we provide the histogram
of  the differences of  the efficiencies of  the 100 locally D-optimal designs. Fig 8 (b)
provides the histogram of  relative efficiency of  the locally D-optimal designs obtained
by the PSO method vs. the corresponding locally D-optimal designs obtained by the
method of  Dror et al. [15]. Fig 8 (c) is the scatter plot of  the efficiencies achieved by
both methods. The three plots in Fig 8 show that both methods produce similar results.
We mention that in this example it takes about 2 minutes for Dror et al. [15] candidate
exchange to produce the 100 locally D optimal designs, but it takes about 30 minutes
for our PSO to produce the 100 locally D-optimal designs. We believe the discrepancy
is due to the fact that the candidate algorithm uses the updating formula to compute
the determinant of  the information matrix at each iteration, while the PSO does not.
We also noticed that both the candidate exchange algorithm and the PSO generally have
the same number of  iteration before they converge to a locally optimal design. We will
continue to consider the PSO for obtaining locally optimal designs with other criteria,
for which the candidate exchange algorithm might be clumsy.
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Figure 8: Comparison of  PSO vs DGLM for D-criterion: The three plots are the
efficiencies differences (a), the relative efficiencies (b), and the scatter plot of  the
efficiencies (c) produced by both methods
2.3.3 Novel criterion independent algorithm to find robust designs for GLMs
We now combine the spectral clustering method and the continuous PSO to propose
a new algorithm for constructing robust designs to account for the several sources of
uncertainties such as the link function, the linear predictor and the model parameters.
This algorithm is expected to produce more robust design with the use of  spectral
clustering and be versatile to accomodate most popular optimality criteria.
The new algorithm is similar to Dror et al. [15] procedure, except for alteration of
steps 3 and 5 that we will decribe, the other steps can be briefly summarized in the
following:
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1. Provide interval ranges for the model parameters values.
2. Generate a random sample of  100 parameter vector values, for each combination
of  model, linear predictor and link function and use low discrepancy sampling
Niederreiter [59].
3. Recode the explanatory variables using a linear transformation, such that the range
is between -1 and 1, then find locally Criterion-optimal designs using our con-
tinuous PSO suited for GLMs for all of  the parameter vectors created in step
2.
4. Aggregate the locally optimal designs into a single matrix and apply jittering.
5. Decide on the number of  support points, K, and use the spectral clustering
method on the resulting matrix from step 4 to produce the robust design.
6. Repeat the process for several values of  K, to choose the design with the highest
criterion value.
7. For the chosen K, repeat the clustering numerous times (100) and choose the
design with the highest sum of  criterion values.
We will provide three examples, where we produce robust designs using our pro-
cedure to investigate how our algorithm performs in comparison with the method of
Dror et al. [15] procedure. The first two examples are with on the parameter value
uncertainty, which are presented in Subsection 2.2.4. The third example is with the pa-
rameter value and and model uncertainty as in Subsection 2.2.6. In the first example we
use the D-criterion, and in the second and third examples we consider the A-criterion.
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2.3.4 Spectral clustering and PSO method vs. DGLM and k-means for parameter
uncertainty for multivariate compromise designs
Previously in Subsection 2.2.4, we used the crystallography experiment example
which consists of  modelling the probability of  how a new product is formed using 4 pre-
dictors. In that Subsection, we compare the robust designs produced by the k-means
method of  Dror et al. [15] with the robust designs produced by the spectral clustering
method. In order to compare the spectral clustering using the PSO to produce robust
designs with Dror et al. [15] k-means method with their modified candidate exchange
algorithm, we will replicate the procedure used in the previous examples and and pro-
vide in Fig 9, the plots of  the approximate median and minimum relative efficiency of
the robust designs with respect to the 100 locally D-optimal designs for several number
of  support points for both methods and the barplots of  the corresponding differences.
The scatter plot of  the relative median efficiencies and the corresponding barplot of  the
median difference between the spectral clustering vs. k-means show that both methods
perform similarly. The same pattern is observed for the relative median efficiency. Let
us quantify these differences and further illustrate the results in Table 8, for several ro-
bust designs with varying number of  support points and providing the 5 point summary
statistics for these designs based on the following quantiles, Q0:025, Q0:25, Q0:50, Q0:75
and Q0:975. Based on these results, our algorithm for producing robust designs, in this
case for parameter value uncertainty performs similarly to that of  Dror et al. [15].
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Figure 9: Median and Minimum relative efficiencies of  the robust designs vs. support
points for parameter uncertainty for multivariate compromise designs: Spectral
clustering and PSO vs. DGLM and k-means
k  means spectral
support Q0:025 Q0:25 Q0:50 Q0:75 Q0:95 support Q0:025 Q0:25 Q0:50 Q0:75 Q0:95
20 0.242 0.372 0.432 0.480 0.657 20 0.243 0.387 0.499 0.550 0.583
25 0.254 0.384 0.442 0.489 0.596 25 0.247 0.388 0.462 0.484 0.605
30 0.275 0.386 0.426 0.480 0.590 30 0.285 0.456 0.504 0.514 0.597
35 0.260 0.367 0.437 0.487 0.630 35 0.296 0.378 0.460 0.484 0.563
40 0.296 0.374 0.425 0.475 0.615 40 0.340 0.420 0.432 0.498 0.543
45 0.299 0.376 0.420 0.467 0.607 45 0.342 0.389 0.433 0.505 0.564
48 0.294 0.363 0.425 0.479 0.581 48 0.333 0.348 0.453 0.475 0.612
Table 8: Spectral clustering and PSO vs. DGLM and k-means
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2.3.5 Spectral clustering and PSO method vs. DGLM and k-means for parameter
uncertainty for multivariate compromise designs, using the A-criterion
In this section, we revisit the example in the previous Subsection, but the design
criteria considered here is theA-optimality criterion. We also compare the robust design
produced for the A-criterion with robust design produced by the D-criterion. In order
to do that, we will replicate the procedure in the previous examples and generate the
100 parameters 0s, then we compute the 100 locally A-optimal designs using the PSO
algorithm and the 100 locally D-optimal designs using the DGLM algorithm. We then
produce the A and D robust designs for varying number of  support points, using the
spectral clustering on the 100 locally A-optimal designs and k-means on the 100 locally
D-optimal designs. Finally we compare the relative efficiency of  each A or D robust
design for varying support points with each one of  the 100 A-locally optimal designs. It
is expected that the A robust design will perform better than the D robust designs. We
provide the plots of  the median and minimum relative efficiency of  the robust designs
obtained with respect to the 100 A-locally optimal designs for different number of
support points. We also present barplots of  the corresponding differences in these
medians and minimum relative efficiency between the designs.
The results produced in Fig 10 show that the D robust design and the A robust
design efficiencies are almost similar, with a tendency for theA robust design to produce
higher median relative efficiency for designs with higher number of  support points.
In order to further investigate this phenomenon, we have produced robust designs
based on 100 random designs. We can clearly see in both scatter plots that the robust
designs based on random designs have low relative efficiencies for both the median and
the minimum and do not perform as well as the A or D robust designs, consistently at
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Figure 10: Median and Minimum relative efficiencies of  the A, D and random robust
designs vs. support points for parameter uncertainty for multivariate compromise
designs: Spectral clustering and PSO
D   robust A  robust
support Q0:025 Q0:25 Q0:50 Q0:75 Q0:95 support Q0:025 Q0:25 Q0:50 Q0:75 Q0:95
20 0.231 0.369 0.433 0.488 0.693 20 0.194 0.354 0.452 0.500 0.706
25 0.297 0.397 0.451 0.505 0.663 25 0.282 0.390 0.461 0.523 0.630
30 0.311 0.421 0.465 0.512 0.644 30 0.291 0.410 0.463 0.502 0.631
35 0.311 0.400 0.455 0.505 0.658 35 0.339 0.415 0.464 0.513 0.633
40 0.332 0.408 0.465 0.513 0.650 40 0.311 0.429 0.464 0.518 0.608
45 0.314 0.410 0.466 0.503 0.641 45 0.329 0.418 0.467 0.504 0.607
48 0.290 0.399 0.448 0.513 0.621 48 0.372 0.417 0.464 0.512 0.620
Table 9: Spectral clustering and PSO for A and D robust designs
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varying number of  support points and the robust random design perform poorly when
we look at the plot of  the minimal relative efficiency. The results in Table 9, clearly
show that the A robust designs and the D robust designs perform in a similar fashion,
with a slight improvement of  the relative efficiency when using the A robust design. In
order to make sure that the results are reproducible, we have run the same simulation
of  the previous examples, where we looked at producing robust designs for parameter
uncertainty, the examples were in Subsections 2.2.2 and 2.2.3. The results hold for
those similar examples. A possible explanation for the similar performance of  the A
robust design and the D robust for the previous example can be provided by looking at
two plots in Fig 11, in the first plot we provide the histogram relative efficiency of  the
respective 100 D-locally optimal designs with the corresponding 100 A-locally optimal
designs that we produced. In order to produce the next plot, we sort the element of
each A robust design and each D robust design for the corresponding number number
of  support points and take the absolute difference between the components of  the
designs. The goal is to evaluate how similar those designs are. This can be summarized
by multiple boxplots graph. We can clearly observe from the histogram some evidence
that has been already reported by Goos. [22] that the D-optimal designs can be as highly
efficient as A-optimal designs. In our case we observe that the relative efficiency may
vary between 40% and 50%. But when look at the boxplots graph for varying support
points, the low medians of  the boxplots suggest that in many cases, the produced A
robust designs and the D robust designs are very similar.
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Figure 11: Relative efficiency of  the locally D-optimal designs and similarity between
the A and D robust designs for parameter uncertainty
2.3.6 Spectral clustering and PSO method vs DGLM and k-means for parameter
and model uncertainty for the Wave Soldering example, using the A-criterion
The Wave Soldering example was considered in Subsection 2.2.6. In that example,
there were two types of  uncertainties, namely parameter uncertainty and model uncer-
tainty. We revisit this example to compare the relative efficiency of  the A robust designs
vs. the relative efficiency of  the D robust designs for varying number of  support points
with respect to the 200 locally A-optimal designs, and we follow the same procedure
as in Subsection 2.3.5. In this case, the results produced in Fig 12 and Table 10 show
that the median relative efficiency of  the A robust designs for several varying number
of  support points is higher than that of  the corresponding D robust designs. Similarly,
as seen in Subsection 2.2.6, both the minimum of  the relative efficieny of  the D robust
designs and the A robust designs are comparable and low. This observed low relative
efficiency is due to the model uncertainty. In this example, we can conclude that the D
robust designs cannot perform as well as the A robust designs, and that the method of
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Figure 12: Median and Minimum relative efficiencies of  the A, D and random robust
designs vs. support points for the Wave Soldering example: Spectral clustering and
PSO
producing robust designs based on constructing locally optimal designs and clustering,
may not be a viable method as we have seen in this case, since the minimum relative
efficiency can be quite low.
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D   robust A  robust
support Q0:025 Q0:25 Q0:50 Q0:75 Q0:95 support Q0:025 Q0:25 Q0:50 Q0:75 Q0:95
20 0.103 0.243 0.317 0.379 0.452 20 0.062 0.176 0.274 0.522 0.594
25 0.102 0.241 0.366 0.570 0.653 25 0.073 0.227 0.364 0.600 0.663
30 0.104 0.254 0.398 0.533 0.625 30 0.082 0.208 0.324 0.581 0.658
35 0.097 0.227 0.347 0.468 0.537 35 0.115 0.244 0.364 0.592 0.682
40 0.084 0.208 0.340 0.626 0.693 40 0.149 0.316 0.429 0.541 0.630
45 0.093 0.222 0.363 0.597 0.675 45 0.083 0.253 0.403 0.666 0.754
48 0.069 0.177 0.302 0.559 0.636 48 0.116 0.253 0.379 0.619 0.703




EXPERIMENTAL DESIGNS FOR FUNCTIONAL MAGNETIC RESONANCE
IMAGING
3.1 Background information
As highlighted in the recently unveiled Brain Research through Advancing Innova-
tive Neurotechnologies (BRAIN) Initiative, understanding functions of  human brains
is a very challenging yet crucially important task. It helps us to understand how we learn,
remember and make decisions, and provides paths to treat/prevent terrifying brain dis-
orders such as Alzheimer’s disease. This contemporary science gives rise to many new
statistical challenges, stimulates much statistical research, and spurs a vast body of  liter-
ature on innovative statistical methods. With a careful use of  statistics, researchers are
allowed to extract useful information from the rather complex neuroimaging data to
better understand the inner workings of  the brain. As an integral part of  this statistical
process, selecting a good experimental design to collect informative data to improve the
quality of  the statistical analysis results is crucially important. In this section, we shift
our focus to this new emerging research line in statistics, namely experimental designs
for function brain imaging studies. Functional magnetic resonance imaging (fMRI) is
a widely used functional brain mapping technology. This pioneering, noninvasive tech-
nology allows us to study brain activity when resting or responding to mental tasks such
as viewing pictures or tapping fingers. Recent years have seen an explosive growth in
the development of  data analysis methods for a better interpretation of  fMRI data; see
also Lazar [40], Lindquist [41], and Poldrack et al. [62]. However, research on design
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of  fMRI experiments has not kept up. For many cases, there is no guidance on design
selection. Experimenters often resort to randomly generated designs or some other
traditional fMRI designs (Subsection 3.1.4) without having a method for evaluating the
quality of  the selected designs. The selected design may thus be very inefficient. Data
collected from such a poorly designed experiment may fail to provide valid answers to
the research questions of  interest, resulting in a waste of  resource. The importance of
selecting high-quality designs for fMRI experiments thus cannot be overemphasized.
There are nevertheless some recent advances that help to find high-quality fMRI
designs for certain cases. Some of  these works include Wager and Nichols [69], Liu and
Frank [44], Kao et al. [31], Maus et al. [49], Aguirre et al [2], Delzell et al. [13], Kao
et al. [32], Maus et al. [48], and Kao et al. [30]. Designs obtained in these previous
studies help to improve the quality of  the statistical analysis results, and are valuable.
However, as also indicated in these studies, many research questions remain to be solved.
Lindquist [41] also pointed out that “as research hypotheses ultimately become more
complicated, the need for more advanced (fMRI) experimental designs will only increase
further...” Much research is needed in this important research area.
3.1.1 Terminology and notation
In a typical fMRI experiment, a sequence of  mental stimuli (e.g., pictures) of  one or
more types interlaced with periods of  rest or visual fixation is presented to each exper-
imental subject. These stimuli give rise to neuronal activity at some brain regions. At
these activated regions, the neuronal activity triggers an increased inflow of  oxygenated
blood, leading to a decrease in the concentration of  deoxygenated blood, and thus, a
change in the ratio of  oxygenated to deoxygenated hemoglobin. This change affects
51
the strength of  the magnetic field, and results in a rise and fall in the intensity of  signals
acquired by the MR scanner. Specifically, the MR scanner collects MR measurements
by repeatedly scanning each of  the, say, 64-by-64-by-30 voxels (volumetric image ele-
ments). Each voxel is of  a size about 3 3 5 mm3. These voxels cover (part of) the
subject’s brain with some voxels falling outside the brain; see also Subsection 2.1.1 of
Lazar [40]. From each voxel, MR measurements are acquired every TR seconds (e.g.,
2 seconds) to form an fMRI time series. The evolution of  a blood oxygenation level
dependent (BOLD) fMRI times series reflects the changes in the strength of  magnetic
field at the corresponding voxel. These time series serve as surrogate measurements of
the underlying neuronal activity [61], and are analyzed to make inference about how the
brain reacts to the presented stimuli; see also Huettel [27].
The inference on brain activity is usually based on (some characteristics of) the hemo-
dynamic (impulse) response function (HRF). The HRF is a function of  time describing
the rise and fall of  the noise-free MR measurements following a brief  neuronal firing
that occurs at a voxel. It may look like the curve presented in Fig 13.
Previous studies suggest that the HRF may increase from baseline in about two sec-
onds after the onset of  a brief  stimulus, reach the peak in five to eight seconds, and
then fall down to be below baseline before its complete return to baseline [63, 41]. This
process may take about 30 seconds, counting from the onset of  the neuronal activity
to the HRF’s complete return to baseline. If  there is another stimulus onset before the
cessation of  the previous HRF, the evoked HRFs overlap and their heights accumu-
late. Unfortunately, identifying these HRFs by visual inspections is impossible. This
is because that the fMRI time series is notoriously noisy. Statistical methods are thus
needed to help extract useful information. As part of  the statistical process, selecting a
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Figure 13: Hemodynamic response function
good experimental design to improve the quality of  statistical analysis results is crucially
important.
An fMRI design is a sequence of  mental stimuli of  one or more types to be presented
to an experimental subject. For example, a design may involve pictures of  a smiling
face and pictures of  a sad face. This is a design of  two stimulus types; pictures of  the
same type will appear at multiple time points during the experiment. Depending on
the needs of  the experimenter, after its onset, each picture might last as brief  as several
milliseconds or as long as a few minutes. Stimuli with a long presentation duration
is quite common in traditional fMRI studies. In most cases, these long-lasting (e.g., 1
minute) stimuli are arranged in a regular order such as fABNABN   Ng, whereA and
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B respectively indicate the presentation of  the first and the second type stimulus, and N
signals a period of  rest or visual fixation. Other arrangements such as fABAB   Bg
and fANBNANBN   Ng are also possible. Such designs are termed as block designs,
and are often recommended for detecting activated brain voxels.
Unlike the previous fMRI methods of  functional neuroimaging, such as positron
emission tomography (PET), where traditional blocked designs with long-period stim-
uli are used, ER-fMRI uses rapid MR scanner and allows for different types of  stimuli to
be stringed in an arbitrary manner to study human transient brain activity in response to
brief  mental stimuli and tasks. In the last few years, ER-fMRI have become a predomi-
nant paradigm for fMRI experiments [63, 28]. By decreasing the stimulus duration, the
number of  stimuli presented to a subjet is increased significantly, which rapidly makes
available large amount of  information from fMRI studies [28, 27], but at the same time
brings to the researchers many challenges, in particular issues in statistical analysis and
design of  experiments.
A ER-fMRI design is an ordered sequence of  events, including the stimuli and the
control. Using a formal notation, the symbols 0; 1;    ; Q are used to represent the
events with 0 indicating the control and i is a type-i stimulus, i = 1;    ; Q; Q is the total
number of  stimulus types. A design, denoted by , has the form  = f101201210    1g.
During the experiment, when the subjects react mentally to the stimuli, each stimulus
lasts for a short period of  time relative to the inter-stimulus interval (ISI), the fixed time
interval between the onsets of  consecutive events. The 0’s in the sequence are called
“pseudo events”; they help to calculate the onset times of  stimuli. For example, with a
0 in between, the first, second and the third stimuli (1,1, and 2) of  occur, respectively
1(ISI), 3(ISI) and 4(ISI) seconds after the outset of  the experiment. The control fills
up the time period between the end of  a stimulus and the start of  the next one.
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Most current applications of  fMRI are based on the assumption that the BOLD
response can be modeled as a linear, time-invariant system, as long as the stimuli are
presented in close succession. In that case, the corresponding HRFs overlap, and the
outputted signals measured by the MR scanner every TR seconds, e.g. every 2 s, are
assumed to be the result of  the cumulative effect due to the separate HRF’s, where
TR denotes the time-to-repetition, which is the pre-specified time between consecutive
MR scans of  the same voxel. The resulting time series from the studied brain voxels are
collected for statistical analysis [29, 63, 12].
3.1.2 Statistical models for ER-fMRI
Experimental designs for ER-fMRI seek to increase the efficiency of  the parameters
for two main statistical objectives, namely estimation and detection. Estimation refers
to the estimation of  the hemodynamic response function (HRF). Detection is to identify
brain regions that are activated by the stimuli. The linear model framework of  the two
primary statistical objectives, namely estimation and detection was provided by Friston
et al. [19], and Dale [12].
Y = Xh+ S + e (3.1.1)
Y = Z + S +  (3.1.2)
where Y is the voxel-wise fMRI time series, h = (h01;    ;h0Q)0 is the parameter
vector for the HRFs of  the Q stimulus types, X = [X1   XQ] is the design matrix,
 = (1;    ; Q)0 represents the response amplitudes, Z = Xh0, is the convolution of
stimuli with an assumed basis, h0, for the HRF, S is a nuisance term describing the
time dependent drift of Y, and e and  are noise. As in Wager and Nichols [69], we
assume a known whitening matrix, V, such that Ve and V  are white noise. Model (3.1)
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is used for estimating the HRF and model (3.2) for detecting activation. The variation
of  the continuous HRF over time is modeled using a set of  interpretable parameters by
discretizing the time interval [12, 31]. The length of  the discretization interval, denoted
by T , is equal to the greatest value dividing both the ISI and TR; the TR is the time
interval between consecutive MR scans. The HRF parameters, h, are the heights of  the
HRF for each stimulus after every T seconds following the stimulus onset.
3.1.3 Design selection criteria
Optimal ER-fMRI designs yield, in some sense, the best least squares estimates
of  the parametric functions of  interest. To define what we mean by best, we focus on
appropriate covariances matrices. For estimation, the covariance ofChh^ is proportional
to:
h(d)  cov(Chh^)=2 = Ch [X 0V 0(IT   PV S)V X] C 0h (3.1.3)
where X = (X1;    ; XQ); V is a whitening matrix so that cov(V ) = 2IT ;
PA = A(A
0A) A0 is the orthogonal projection matrix on the space spanned by the
columns of A; and A  is a generalized inverse of A.
Similarly, for detection the covariance matrix of C^ is proportional to:
(d)  cov(C^)=2 = C [Z0V 0(IT   PV S)V Z] C 0 (3.1.4)
where Z = Xh0 is the convolution of  stimuli with an assumed basis, h0, of  the HRF
Note that the matrices (d) and h(d) depend on design d through the choice of
X . The error terms for Models (3.1) and (3.2) are usually assumed to follow the same
covariance structure at the design stage.
This led to the exploration of  providing optimal designs for estimation and detection
by Dale [12] and Friston et al. [20], where the criterion or objective function was the
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where, r and rh denote the number of  rows of C and Ch, respectively.
Wager and Nichols [69] included the D-optimality criterion in their MATLAB pro-
gram for selecting fMRI designs. This criterion is based on minimizing the determinant
of  the covariance matrix, and can be written as:
(d) = det [(d)]
 1=r ; for detection;
h(d) = det [h(d)]
 1=rh ; for estimation:
It is noteworthy to mention that in their work on fMRI designs, Maus et al. [49]
used the GA of  Kao et al. [31] to show empirically that the A-optimal designs are more
robust than the D-optimal designs in terms of  efficiency. This is to be expected since
the A-criterion only focuses on minimizing the individual variances of  the parameter
estimates.
3.1.4 Optimal experimental designs for ER-fMRI
Depending on the study objectives, several well known ER-fMRI designs currently
in use by researchers are block designs, random designs, m-sequence based designs,
mixed designs, permuted block designs, and clustered m-sequences [42]. In ER-fMRI, a
block design is a sequence where stimuli of  the same type are clustered into blocks or pe-
riods of  activation alternated with periods or control or rest. For example a two-stimulus
type block design with a block size of  four consists of  repetitions f111122220000g. Rep-
etitions of f1111000022220000g and f11112222g are another possible pattern. Block
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designs are high efficient designs for detection, they tend to increase the signal to noise
ratio at a region that is activated by a particular stimulus type, the lingering effects evoked
by stimuli of  that type will accumulate to create strong signals. On the other hand ran-
dom designs where the patterns of  stimuli and control are random are used when the
objective is estimation [12] showed that block designs are inefficient and recommended
the use of  random designs for this purpose. For more realistic designs, when the trials
have more than one type of  stimuli Q  1, it has been shown that m-sequence based
designs usually outperform the random designs.
The m-sequence based designs look rather random with no clear pattern. They only
exist if Q + 1 is a prime or prime power. The use of  these designs for estimating the
HRF was first proposed by Burac^as and Boynton [6]. Liu and Frank [44] and Liu [42]
also studied these designs. The m-sequence-based designs have high efficiencies for
estimation, but this comes at the cost of  design flexibility, since their order and number
of  levels determine the m-sequence length.
Mixed designs, permuted block designs, and clustered m-sequences were studied by
Liu and Frank [44] and Liu [42] for the case when both estimation and detection are
of  interest. It is shown that there are designs in these classes that offer advantageous
trade-offs between the two competing statistical objectives. A mixed design is formed
by concatenating a fraction of  a block design with a fraction of  an m-sequence (or a
random design). By changing the length of  the “blocky” part, and hence the “random”
part, the resulting designs can move toward having high efficiencies for estimation or
high efficiencies for detection. Permuted block designs can be generated by repeatedly,
exchanging positions of  two randomly chosen events in a block design. The efficiency of
estimation is gradually increased, at the expense of  the ability for detection. Clustered
m-sequences are created by permuting events in an m-sequence so that the resulting
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design becomes more “block”. The design gradually moves toward having a higher
efficiency for detection. All the previous designs can be generated by the MATLAB
program of  Liu [42].
In his review of  develoment of  fMRI designs, Liu [43] also discusses the perceived
randomness of  a design as an another aspect or factor to consider in a design, in order to
minimize confounds and address subject habituation and anticipation of  a stimulus. In
his previous papers Liu [42] provides a measure of  randomness called the conditional
entropy, and he stresses the need for faster algorithms to incorporate such measure
along with specific researchers research constraints to construct the designs. Some so-
lutions have been provided by Wager et al. [69] who used a GA algorithm to incorporate
some psychological measures, their GA was later greatly improved by Kao et al. [33],
and Kao et al. [31] who provided higher efficiency designs by including the classic de-
signs we described earlier. Yet, the GA algorithm still suffers from lack of  speed and the
search for faster algorithms is still ongoing and remains an important aspect of  research
in fMRI designs.
3.1.5 Genetic algorithm for finding efficient ER-fMRI designs
For a given design length L and number of  stimulus typesQ, there are (Q+1)L possi-
ble fMRI designs. Since L can easily be as large as several hundreds, finding an optimal
design for a given criterion is a challenging optimization problem. A viable solution
will depend on several factors, such as the interstimulus interval ISI , time to repetition
TR, study objectives (detection, estimation, or both), model assumptions, parametric
functions of  interest, optimality criterion (A-optimality, D-optimality, or others), and
possible psychological or practical constraints, hence the need for a versatile algorithm.
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In response to that need, Wager and Nichols [69] provided a genetic algorithm [26].
The genetic algorithm is an evolutionary algorithm based on simulating Darwin’s the-
ory of  evolution by producing and evaluating generations of  chromosomes, which are
fMRI designs in our context. Each generation consists of  a fixed size sample of  chro-
mosomes, and the fitness of  a chromosome is evaluated through use of  an appropriately
chosen objective function. Good chromosomes of  the current generation are used to
generate chromosomes for the next generation. By mimicking the survival of  the fittest
principle, only chromosomes with better fit (higher objective function values) survive
to pass on their ’genes’. The process is replicated several times and has been shown to
preserve more and more good traits, resulting in better and better chromosomes (Nix
et al, 1992)[60].
Wager and Nichols [69], used the GA algorithm to produce optimal fMRI designs.
The fMRI designs considered the fMRI designs as chromosomes, and snippets or parts
of  designs as genes. Their objective function or criterion was a weigted sum of  normal-
ized design criteria, where they could incorporate user-specific experimental settings.
Later, Kao et al. [31] proposed an improved knowledge-based genetic algorithm, by in-
corporating traditional fMRI designs in the algorithm. The resulting GA was faster and
provided designs with higher efficiencies. We brifely describe this improved algorithm
below. A MATLAB program implementing this approach with a user’s manual can be
found in their paper.
The outline of  the algorithm is as follows:
1. Initial designs: Generate G initial designs consisting of  random designs, an m-
sequence based design, a block design and their combinations. Use the objective
function to evaluate the fitness of  each design.
2. Crossover: With probability proportional to fitness, draw with replacement G=2
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pairs of  designs to crossover–select a random cut-point and exchange the corre-
sponding fractions of  the paired designs.
3. Mutation: Randomly select q% of  the events from the G offspring designs. Re-
place these events by randomly generated ones. Here, an event is a stimulus or
the control.
4. Immigration: Add to the population another I designs drawn from random de-
signs, block designs and their combinations.
5. Fitness: Obtain the fitness scores of  the offsprings and immigrants.
6. Natural selection: keep the best G designs according to their fitness scores to
form the parents of  the next generation. Discard the others.
7. Stop: Repeat steps 2 through 6 until a stopping rule is met; e.g. after Mg genera-
tions. Keep track of  the best designs over generations.
3.2 Proposed Algorithm and methodoloy
Even though the use of  GA to construct optimal designs for ER-fMRI is a great
computational tool, the GA execution time can be of  great concern if  the design se-
quence is long. In light of  this disadvantage, we propose a novel algorithm, based
on Particle swarm optimization (PSO), which was first introduced by Eberhart and
Kennedy [17]. The PSO is a search algorithm based on mimicking the behavior of
birds and school of  fish and uses the interaction of  individuals in a population of  parti-
cles . It is a very intuitive algorithm that has been shown to be highly efficient in solving
complex and high dimensional problems in continuous and discrete spaces.
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3.2.1 Discrete Particle swarm optimization algorithm
We have previously introduced the continuous PSO in subsection 2.3.1. The first
formulation of  PSO [17] was used to solving continuous optimizatiom problems, we
describe briefly the continuous PSO as follows;
Let i be a particle in an n-dimensional search space, with velocity vi = (vi;j)nj=1,
position (xi;j)nj=1, personal best position yi = (yi;j)nj=1, and neighborhood best position
y^i = (y^i;j)
n
j=1. The velocity and position update equations are:
vi;j(t+ 1) = vi;j(t) + c1r1;j(t) [yi;j(t)  xi;j(t)] + c2r2;j(t) [y^i;j(t)  xi;j(t)] (3.2.1)
xi;j(t+ 1) = xi;j(t) + vi;j(t+ 1) (3.2.2)
c1 is the cognitive component weight, c2 is the social component weight
and r1;j; r2;j  U(0; 1)
Since in the ER-fMRI context, the space of  solutions is discrete, we will be introduc-
ing and using discrete versions of  the continuous PSO, such as a binary PSO (BPSO) [34,
39] and we will apply it to provide A- and D-optimal designs for ER-fMRI for single
trial types, ie when the number of  simuli Q = 1. We will provide a preliminary perfor-
mance comparison betwen our algorithm and the GA algorithm proposed by Kao et
al. [31]. Our next goal is to extend the algorithm to the general case where Q  1.
The binary particle swarm optimation algorithm can be described as follows: In this
algorithm the particle positions are binary strings, while the velocities exist in continuous
space. A sigmoid function, uses the velocity of  the particle to provide a threshold to







8><>: 1 : r3;j < S(vi;j(t+ 1))0 : otherwise; (3.2.4)
and r3;j  U(0; 1)
Based on the binary PSO, the outline of  our algorithm is as follows:
1. Initial designs: Generate G initial designs consisting of  random designs, an m-
sequence based design, a block design and their combinations. Use the objective
function to evaluate the fitness of  each design.
2. Set the parameters c1 and c2.
3. Start the particles position iteration.
4. Stop: Repeat step 3 until a stopping rule is met; e.g. after Mg generations. Keep
track of  the best designs over generations.
3.2.2 BPSO vs. Genetic algorithm results in ER-fMRI
In Tables 11 and 12, we have run simulations to compare the performance of  the
GA algorithm vs. the PSO based algorithm, to provide A- and D-optimal designs for
ER-fMRI experiments, where the number of  stimuli Q = 1, for various lengths of  the
design sequence. For a complete list of  the parameters used in the simulation refer
to Kao [31]. We have found that best results are obtained after setting the discrete
binary PSO (BPSO) parameters for the runs, such as the swarm size G=30, cognitive
component c1 = 0:6 + log(2) and social component c2 = 0:2 + log(2). The results we
summarize in the tables, clearly show evidence that the new algorithm is faster and in
some cases provides designs with higher efficiency than the GA algorithm. We plan to
run in future research a more comprehensive comparison between the two algorithms,
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to provide clear evidence that the new algorithm outperforms GA and the pattern seen
for A- and D-optimal designs is consistent. We will also attempt to generalize the idea
to the case where Q >= 1 and replicate the same simulations. Note that for the case
where Q >= 1, the binary PSO can easily be extended in a naive fashion by altering
the step in (3.8) on page 30, we can also think of  a variation of  a Polytomous PSO
(PPSO), exploiting some ideas from the recent published work of  Ray-Bing et al. [8]




Length A  criterion T ime(min) Length A  criterion T ime(min)
Estimation
242 57.45 0.52 242 57.48 0.81
255 60.57 0.53 255 60.54 0.90
342 81.28 1.08 342 81.29 1.32
511 121.54 1.95 511 121.52 2.53
624 148.45 4.56 624 148.47 3.58
728 173.19 7.11 728 173.19 4.70
1330 316.47 18.70 1330 316.45 15.50
2196 522.57 48.52 2196 522.55 39.71
Detection
242 105 0.54 242 106.16 0.40
255 112.31 0.42 255 112.43 0.41
342 151.86 0.36 342 151.03 0.59
511 213.67 1.18 511 223.93 0.86
624 266.98 11.59 624 272.37 1.08
728 310.54 12.15 728 318.11 1.28
1330 570.97 19.64 1330 566.34 3.04
2196 919.38 55.37 2196 925.59 6.72
Table 11: BPSO vs. GA, for A-criterion
65
GA BPSO
Length D   criterion T ime(min) Length D   criterion T ime(min)
Estimation
242 70.82 0.52 242 70.80 0.72
255 74.63 0.57 255 74.60 0.79
342 100.14 1.15 342 100.15 1.15
511 149.77 3.5 511 149.72 2.82
624 182.85 4.85 624 182.90 3.66
728 213.40 13.05 728 213.40 5.03
1330 389.84 42.71 1330 389.87 18.48
2196 643.79 155.62 2196 643.72 55.02
Detection
242 105.07 0.23 242 106.13 0.36
255 113.17 0.24 255 111.62 0.38
342 151.87 0.19 342 149.56 0.44
511 213.27 1.24 511 223.54 1.68
624 266.03 9.90 624 271.52 2.21
728 314.45 22.89 728 315.99 2.77
1330 567.29 39.78 1330 570.70 7.33
2196 912.18 113.51 2196 920.65 18.43
Table 12: BPSO vs. GA, for D-criterion
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Chapter 4
CONCLUSIONS AND FUTURE RESEARCH
The scope of  this dissertation was on providing novel algorithms to produce optimal
experimental designs for GLMs and ER-fMRI. In our GLMs results we have shown
via examples that Dror et al. [15] clustering algorithm to produce robust designs for
GLMs can be greatly improved by using spectral clustering, instead of  k-means. We
have also made an improvement to the algorithm by using continuous PSO to construct
locally optimal designs, by using the PSO based algorithm we will be able to construct
locally optimal and robust designs for other criteria than the D-criterion , such as the A-
criterion. We have run a systematic comparison between Dror et al. [15] modified point
exchange algorithm and our PSO to produce local optimal designs, we have also run a
systematic comparison between Dror et al. [15] clustering algorithm and our algorithm.
In the ER-fMRI preliminary results, we have shown that our BPSO algorithm was faster
and in some cases produced more efficient D-, and A- designs than GA [31] when
Q = 1, we have conducted a systematic comparison between the two algorithms, and
we will also extend in the future our discrete PSO based algorithm and apply it to the
polytomous case where Q  1, we will systematically evaluate its performance with
respect to GA. Based on the results of  our research, we plan to submit two research
papers for publication, one research paper will be on the use of  continuous PSO to
produce locally optimal designs, and an improved algorithm based on spectral clustering
to produce robust designs in GLMs for several criteria. The second research paper, will
be on providing faster alternatives to the GA using discrete binary PSO to construct
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