Abstract. The analytic weighted Lipschitz algebra Λ ω is the Banach algebra of all analytic functions on the unit disk D, that are continuous on D and such that
Introduction and statement of main result.
Let ω be a modulus of continuity, i.e., a nondecreasing continuous real-valued function on [0, 2] with ω(0) = 0, ω(1) = 1 and such that t → ω(t)/t is a non increasing function. It is called fast if for some constants C ω and c ω > 0 independent of s (see [4] ). Associated to such modulus of continuity ω we define the following ω * (t) := inf{u ∈ [0, 1] : ω(u) = t}, t ∈ [0, 1].
It is clear that ω * is an increasing function such that ω(ω * (t)) = t and ω * (ω(t)) ≤ t, t ∈ [0, 1]. Since ω(t)/t is a non increasing, then ω * (t)/t is non decreasing. Now, let D be the open unit disk of the complex plane and T its boundary, and denotes by A(D) the space of analytic functions on D that are continuous on D. For an arbitrary modulus of continuity ω, Tamrazov [10] proved that
A complex analytic proof of (1.3) can be found in [1, Appendix A]. Let h : T → R + be a nonnegative continuous function satisfying
We associate to h the outer function O h defined by
where u h (z) := 1 2π T Re ξ + z ξ − z log h(ξ)|dξ|, z ∈ D, and v h is the harmonic conjugate of the harmonic function u h given by
Since h is continuous and satisfies (1.4) , then |O h | = exp{u h } is also continuous on D and O h ∈ H ∞ (D) is a bounded analytic function. The non tangential limits of v h exist and coincide a.e on T with the following function (see [5, Page 99])
where h(s) := h(e is ), s ∈ [0, 2π[, and E h = ∅ is the zeros set of h. We suppose that h satisfies
and
where ψ is a modulus of continuity and C h > 0, c h > 0 are constants independent of both θ and s. In see section 2.2 below, we will give simple examples of functions satisfying the conditions (1.4), (1.6), (1.7) and (1.8) with respect to an arbitrary modulus of continuity. It is easy to check that if ψ is fast then (1.7) follows, while (1.8) holds when ψ is slow. We set
In the proof of Lemmas 3.5 and 4.1 below, we will see that the conditions (1.4), (1.6), (1.7) and (1.8) ensure the continuity of v h on D \ E h and by consequence the continuity of O h on D.
Dyakonov [3] and Pavlović [7] have proved the following equivalence
where ω is supposed here to be both fast and slow modulus of continuity. In the case when h satisfies (1.4) and (1.6) and also ω is both fast and slow, Shirokov [8] showed that O h ∈ Λ ω if and only if (see [3, Theorem A])
where
In Section 4.1 we have to prove our main result (Theorem 1.1 below). For exact statement, we set
Theorem 1.1. Let h : T → R + be a continuous nonnegative function satisfying (1.4), (1.6), (1.7) and (1.8). Let ρ ≥ 1 be a real number and ω be an arbitrary modulus of continuity such that
The following four assertions are equivalents
3. There exists a real number δ > 0 such that
4.
In particular, when ρ = 1 and ω = ψ is both a fast and slow modulus of continuity, the equivalence between 1 and 3 of Theorem 1.1 gives a refinement of the above Shirokov's result (1.11). Also, in this particular case, the equivalence between 2 and 3 gives a connection between the above Dyakonov's result (1.10) and Shirokov's one.
2. Some applications.
2.1.
Havin-Shamoyan-Carleson-Jacobs Theorem. We say that a modulus of continuity ω is ρ-slow if the following condition holds
where 1 ≤ ρ ≤ 2 is a real number. As example, we can take χ(t) := 1/(1 + | log(t)|) and ω α (t) := t α , 0 < α < 1. It is easy to check that χ is ρ-slow and not fast, while ω α is fast but not ρ-slow for any 1 ≤ ρ < 2.
As a simple consequence of Theorem 1.1, we have the following Corollary 2.1. Let h : T → R + be a nonnegative continuous function satisfying (1.4), (1.6), (1.7) and (1.8). Suppose that there exists a real number 1 ≤ ρ ≤ 2 such that ψ is ρ-slow. Then O ρ h ∈ Λ ψ and O h ∈ Λ ψρ , where
The particular case of ρ = 2 and ψ being fast and slow (take for example ψ = ω α ) in Corollary 2.1 gives a simple proof of the Havin-Shamoyan-Carleson-Jacobs Theorem (see for instance [3, 6] ).
Proof of Corollary 2.1: Using Theorem 4.1, we have
We fix ξ ∈ T \ E h . It is easy to show that
where c h is a constant independent of ξ. Using (2.1) and (2.2), we derive
, where c ρ,h is a constant independent of ξ. This finishes the proof of Corollary 2.1.
2.2.
Boundary zeros set of functions in Λ ω . Let E ⊆ T be a closed set of zero Lebesgue measure. It is clear that we can write
γ n , where γ n = (a n , b n ) ⊆ T \ E is an open arc joining the points a n , b n ∈ E. The closed set E is called ω-Carleson if it satisfies the following condition
In the case when ω = ω α , Carleson [2] proved that the condition (2.3) is necessary and sufficient for E being zero set of a function f ∈ Λ ω \ {0}. In [8, 9] , Shirokov obtained a generalization of Carleson's result to an arbitrary modulus of continuity. However, Shirokov's construction is different and much more complicated than Carleson's one. Namely, he proved that if there exists a set of real numbers R := {r n > 0 : n ∈ N} satisfying some properties then O h R ∈ Λ ω , where
In this section we give a refinement of the above Shirokov's construction. So, let h E be a function defined on T as
where ω is a modulus of continuity. Using the equality
it is easy to check that h E satisfies (1.4) if and only if E is an ω-Carleson set. From Corollary 2.1, we obtain the following one:
Corollary 2.2. Let ω be a ρ-slow modulus of continuity and E ⊆ T a closed subset of zero Lebesgue measure. In order that O ρ h E belongs to Λ ω , it is necessary and sufficient that E is an ω-Carleson set.
Proof. The necessary condition follows from Jensen's formula. Thus we have to prove the sufficient condition. For this, let E ⊆ T be a closed subset of zero Lebesgue measure and assume that E is an ω-Carleson set. Then the continuous function h E on T satisfies (1.4). A direct computation shows that h E ≤ 1 and that
is a smooth function on T \ E. By a simple calculation, we obtain
where C > 0 and c > 0 are absolute constants. Using the fact that ω(t)/t is non increasing, we deduce that (2.4) implies (1.7) and that (2.5) implies (1.8). From Corollary 2.1, we conclude that O ρ h E ∈ Λ ω . The proof of Corollary 2.2 is completed.
Technical results.
Let h : T → R + be a continuous nonnegative function satisfying conditions (1.4) and (1.6). Fix two distinct points ξ = e iθ and ζ = e iϕ such that θ ≤ ϕ, (θ, ϕ) ∈ [0, 2π[×[0, 2π[. We define [ξ, ζ] ⊆ T to be the following closed arc joining the points ξ and ζ [ξ, ζ] := {e is : θ ≤ s ≤ ϕ} and we set
In this section, we prove the following Proposition 3.1. Let h : T → R + be a continuous nonnegative function satisfying the conditions (1.4) and (1.6), where ψ is an arbitrary modulus of continuity. We suppose that |v h (ξ)| < +∞, for all ξ ∈ T \ E h , (see (1.5)). Let ρ ≥ 1 be a real number and let ω be an arbitrary modulus of continuity such that
Then, O ρ h ∈ Λ ω if and only if the following two conditions hold
where h(ξ, ζ) := inf
It is not hard to check that conditions (1.7) and (1.8) together implies (3.3), see Lemma 4.1.
Proof of Proposition Let h : T → R
+ be a continuous nonnegative function satisfying conditions (1.4) and (1.6). We fix a real number ρ ≥ 1 as well as a modulus of continuity ω satisfying (3.1). For proving Proposition 3.1 we show a series of technical lemmas.
3.1.1. Necessary conditions. We begin by the following lemma, which gives rise to the necessary condition (3.2) of Proposition 3.1.
Lemma 3.2. Let h : T → R
+ be a continuous nonnegative function satisfying conditions (1.4) and (1.6). If
4)
Proof. We have
Note that
where d(ξ, E h ) is the Euclidean distance from the point ξ to E h . Now, we fix a point
We have
Combining (3.4), (3.6) and (3.7) yields
where c 1 > 0 is a constant independent of ξ. By a simple calculation
Note that from (3.1)
We set (3.10) and the fact that ψ * is non decreasing, we deduce that
Hence, by using (3.9),
Now, using the fact that ψ(t)/t is non increasing, we see that under the assumption that h(ζ) ≥ h(ξ) and ζ ∈ T \ Ψ ξ , we have
where c 2 > 0 is an absolute constant. From (3.8), (3.11) and (3.12), we deduce
where c 3 > 0 and c 4 > 0 are constants independent of ξ. This finishes the proof of Lemma 3.2.
Let f = |f |e iv ∈ A(D) be an outer function with zero set E f . Let ξ = e iθ and ζ = e iϕ be two distinct points. We suppose that |v(ξ)| < +∞ and |v(ζ)| < +∞, where v(ξ) and v(ζ) are the non tangential limits of v, respectively in ξ and ζ. We have
where 0 < λ ≤ π is a real number. A partial integration infers
By a change of variables
By (3.14) and also a change of variables
where M f (s, t) stands for
Using equalities (3.13) and (3.15), it follows
The next Lemma shows that condition (3.3) of Proposition 3.1 is a necessary condition.
Proof. Fix two distinct points ξ = e iθ and ζ = e iϕ , 0 ≤ θ < ϕ < 2π. Set λ := λ |f | (ξ, ζ). We have to discuss four possible cases.
Note that µ is a positive number.
2.1.
Assume that |ξ − ζ| ≥ µ. Using Lemma 3.2 and the continuity of ω, we obtain
2.2. Now, assume that |ξ − ζ| ≤ min{λ, µ}. Using the fact that f ∈ Λ ω , we obtain
Using the fact that |x| + | cos x| ≥ 1, for every real number x, combined with equality (3.18), we get
From (3.17) and (3.19), we have
In the other hand,
with e is ∈ [ξ, ζ] and e iu ∈ Ψ e is . We fix two points e is ∈ T and e iu ∈ T such that e is ∈ [ξ, ζ], e iu ∈ Ψ e is and |e iu − e is | ≥ λ. Since ψ(t)/t is non increasing, we obtain
The constants c i > 0, i ∈ N, that appears in what follows are independent of both ξ and ζ. From (3.21) and the fact that ψ(t)/t is non increasing, we obtain
From (3.16), (3.22) and (3.23), we get
Making use of (3.24), Lemma (3.2) and the fact that ω(t)/t is non increasing, it follows
Finally, combining (3.20) and (3.25) gives rise to
This completes the proof of Lemma 3.3.
3.1.2. Sufficient conditions. In this section we prove that (3.2) and (3.3) of Proposition 3.1 are sufficient conditions for a function h so that O ρ h ∈ Λ ω .We begin by the following Lemma (see [5, 
uniformly on the arc Ψ ξ .
Proof. Define Q(r, t) := 2r sin(t) 1 − 2r cos(t) + r 2 , 0 ≤ r < 1 and t ∈ [0, 2π[, to be the conjugate of the following Poisson Kernel P (r, t) := 1 − r 2 1 − 2r cos(t) + r 2 , 0 ≤ r < 1 and t ∈ [0, 2π[.
be a real number. Set
Let z = re iϕ ∈ D, be a point such that e iϕ ∈ Ψ ξ and 1 − r ≤ λ ε (ξ). It is easy to check that
In what follows, the constants c i > 0, i ∈ N, are independent of both ϕ and ε. We have
. Now we have to use Tamrazov's Theorem [10] to prove the following Lemma 3.5. Let h : T → R + be a continuous nonnegative function satisfying conditions (1.4), (1.6), (3.2) and (3.3). We suppose that |v h (ξ)| < +∞, for every ξ ∈ T \ E h , (see (1.5) 
Proof. If we prove that O h ∈ A(D) and that ω T (O ρ h ) < +∞, then the result follows from Tamrazov's Theorem [10] . First we prove that ω T (O ρ h ) < +∞. Let ξ = e iθ ∈ T and ζ = e iϕ ∈ T be two distinct points. We have
Fix λ = λ h (ξ, ζ). We distingue between three cases.
2. Now, assume that |ξ − ζ| ≤ λ and set
Since [ξ, ζ] ⊆ T \ E h , then µ is a positive number.
If |ξ − ζ| ≥ µ, then by condition (3.2) and the continuity of ω,
2.2. Now, assume that |ξ − ζ| ≤ min{λ, µ}.
Using (3.18)
Since ω(t)/t is non increasing and h satisfies (3.2), then
Combining (3.28), (3.29) and (3.30) and the fact that h satisfies (3.3), we get
From (3.27) and the above three cases, we deduce that
Hence, from Lemma 3.4 and the fact that ω T (O h ) < +∞, we deduce the continuity of O h at ξ. The proof of Lemma 3.5 is completed.
4. Proof of Theorem 1.1.
We need the following Lemma Lemma 4.1. Let h : T → R + be a continuous nonnegative function satisfying conditions (1.4), (1.6), (1.7) and (1.8). Then (3.3) is fulfilled and |v h (ξ)| < +∞, for all ξ ∈ T \ E h .
Proof. Using (1.6), we obtain
for every θ and t such that e iθ ∈ T \ E h and |t| ≤ ψ * h(θ) 2ψ T (h)
. Next, fix e iθ ∈ T \ E h and let 0 < s ≤ ψ * h(θ) 2ψ T (h) be a real number. By (4.1) and (1.7), we obtain
where c is a constant that not depend on s. Hence |v h (ξ)| < +∞, for all ξ ∈ T \ E h . Now, we prove the estimate (3.3). Let ξ = e iθ ∈ T and ζ = e iϕ ∈ T be two distinct points such that |ξ − ζ| ≤ λ h (ξ, ζ) := λ. We have 
