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Using finite element micromagnetic simulations, we study how resonant magnetisation dynamics
in thin magnetic discs with perpendicular anisotropy are influenced by magnetostatic coupling to a
magnetic nanoparticle. We identify resonant modes within the disc using direct magnetic eigenmode
calculations and study how their frequencies and profiles are changed by the nanoparticle’s stray
magnetic field. We demonstrate that particles can generate shifts in the resonant frequency of the
disc’s fundamental mode which exceed resonance linewidths in recently studied spin torque oscillator
devices. Importantly, it is shown that the simulated shifts can be maintained over large field ranges
(here up to 1 T). This is because the resonant dynamics (the basis of nanoparticle detection here)
respond directly to the nanoparticle stray field, i.e. detection does not rely on nanoparticle-induced
changes to the magnetic ground state of the disk. A consequence of this is that in the case of
small disc-particle separations, sensitivities to the particle are highly mode- and particle-position-
dependent, with frequency shifts being maximised when the intense stray field localised directly
beneath the particle can act on a large proportion of the disc’s spins that are undergoing high
amplitude precession.
I. INTRODUCTION
Nano-magnetic and spintronic technologies find appli-
cation in various sensing scenarios1–3. Their appeal in bi-
ological sensing or ‘biosensing’ comes partly from the fact
that most biomedical samples have a negligible magnetic
background enabling matrix-insensitivity4. This enables
the use of magnetic nanoparticles (MNPs) to tag and sub-
sequently detect biological analytes of interest reliably
within a range of bodily fluids4–6. Common device setups
include sandwich assays4,7,8, where the analyte is immo-
bilised on the sensor surface and sandwiched between
two antibodies which bind it to the sensor and the MNP
used for detection (Fig. 1(a)), and flow cytometry9,10,
where the MNP-tagged analyte is detected as it flows
through a microfluidic channel. While numerous tech-
niques for particle detection exist11–17, there has been a
strong focus on electronic field sensing technologies em-
ploying magnetoresistive stacks4,5,7–10,18–24 or Hall effect
devices25,26. These devices can be used to detect small
variations in magnetic field, including those generated by
functionalised MNPs, converting the presence of a MNP
to a change in the device resistance (typically measured
as a voltage).
In conventional magnetoresistive sensors, MNPs in-
duce a change in the static magnetisation configura-
tion of the device’s active sensing layer27. This trans-
lates to a change in the device resistance, enabling elec-
tronic nanoparticle detection. However, one may also
exploit the magnetic field dependence of ferromagnetic
resonance for detection of magnetic fields28–32 and thus
magnetic nanoparticles32–38. Notably, the ferromagnetic
resonance frequency within the device will respond di-
rectly to the field of the MNP (Fig. 1(b)), even when the
underlying magnetic ground state is unchanged. This
opens pathways to intrinsically frequency-based detec-
tion schemes28,31. Potential advantages of a frequency-
based, dynamic technique over static magnetoresistive
sensing include a larger field range over which the de-
vice response is linear28,39,40 (enabling larger fields to be
applied and thus generate higher MNP moments), in-
trinsically frequency-based operation (typically at GHz
frequencies and thus far from low frequency 1/f contri-
butions), the lack of d.c. voltage-level drift (when using
direct frequency measurement) and excellent size scal-
ability28. Electrical read-out of dynamics in isolated
devices can be carried out using spin torque oscillators
(STOs, where d.c. current is used to drive magnetisation
dynamics that can then be detected in real time magne-
toresistively41–43) or by using devices exploiting the in-
verse spin Hall effect44 which enables voltage-level-based
read-out of dynamics. Although the latter is not a direct
frequency-based method (in that dynamics are sensed us-
ing a voltage), such a technique can still benefit from the
reduced device sizes and larger operational field ranges
which come with a switch to sensing based on magneti-
sation dynamics.
In this work, we use micromagnetic simulations and
eigenmode evaluation to quantify the effect of a MNP
on resonant modes of precessional magnetisation dynam-
ics in an underlying, out-of-plane magnetised ferromag-
netic nanodisc. The simulations demonstrate that the
MNP can induce large shifts of the mode frequencies
for the disc’s quasi-uniform and higher order resonances.
At small separations, the shifts notably depend strongly
on the position of the particle relative to the regions in
the disc where the dynamics associated with each par-
ticular mode are concentrated. This is a result of the
non-uniform but intense field directly beneath the MNP
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FIG. 1. (a) Schematic of a biological entity bound to a
magnetic field detection device and a magnetic nanoparticle.
(b) Schematic of precessional magnetisation dynamics in a
bare nano-element (left), and in the presence of a particle
which changes the local field and thus the resonant dynamics
(right). (c) The geometry used for the finite element simula-
tion, composed of a magnetic nanoparticle and an elliptical
magnetic disc. The red arrow indicates the equilibrium mag-
netisation m0 of the disc, which points out-of-plane due to
perpendicular anisotropy. The centre of the disc is located at
(x, y) = (0, 0).
acting on resonant dynamics within the disc which are
also highly spatially non-uniform. At larger separations
however, the stray field is weaker and more uniform over
the length scale of the disc. This results in a weaker
dependence of the frequency shift on the lateral particle
position and, as a result, similar responses for all modes
(despite their different localisations within the disk). We
will also demonstrate that strongly increasing the exter-
nal field does not significantly compromise device sensi-
tivity (measured in terms of the magnitude of the MNP-
induced frequency shift).
The paper is organised as follows. In Sec. II we
will discuss the system and the simulation method. In
Sec. III A we present the first five eigenmodes of the bare
disk, including spatial profiles and field dependencies of
the modes in the presence of spatially uniform, out-of-
plane magnetic fields. We then present results on MNP-
modified modes (Sec. III B) and show how these modifi-
cations depend on both the position of the particle and
the profiles of each mode (Sec. III C). Finally, we dis-
cuss the dependence of the frequency shifts on particle
parameters and external field (Sec. III D).
II. METHODS
In Fig. 1(c) we show the simulated 1.6 nm thick ellip-
tical nanodisc which has major and minor axis lengths
of 150 nm and 70 nm, respectively. A spherical MNP of
diameter 20 nm is located above the disc. The separa-
tion between the upper surface of the disc and the bot-
tom surface of the MNP is denoted by d. The nanodisc
approximates the CoFeB free layer of a STO shown re-
cently to function under low injected current and without
strong external magnetic fields45, properties which may
be advantageous for low-power, portable diagnostics24.
Indeed exploiting precession of out-of-plane moments in
STOs offers excellent potential in terms of achieving low
linewidth outputs40,46,47, something which is critical for
distinguishing MNP-induced frequency changes. Since
we look only at dynamics within the disc, our results can
be equally well applied to (arrays of) discs probed us-
ing inductive techniques33 or, as mentioned above, via
the inverse spin Hall effect44 (rather than the dynamic
magnetoresistive techniques exploited in STO measure-
ments).
We use the following simulation parameters for the
nanodisc45: saturation magnetisation MS = 1.1 MA/m,
exchange stiffness A = 20 pJ/m and perpendicular mag-
netic anisotropy constant K1 = 0.74 MJ/m
3. The equi-
librium magnetisation m0 in the bare disc is aligned
with the (out-of-plane) +z-direction, due to the per-
pendicular anisotropy (see Fig. 1(c)). We also model
a ‘generic’ spherical MNP with saturation magnetisa-
tion of 1 MA/m. This magnetisation is higher than
that generally expected for saturated iron oxide MNPs
(∼ 0.25 MA/m) but lower than that observed in high
moment FeCo systems48 (∼ 1.8 MA/m assuming a den-
sity of ∼ 8.3 g/cm3). Its diameter will be 20 nm unless
otherwise specified. The dipole field of the MNP, when
uniformly z-magnetised, is shown in Fig. 2. The strong z-
component of the MNP’s field directly beneath the MNP
is clearly visible. Unless otherwise noted, simulations
have been run with an external +z field of 0.1 T.
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FIG. 2. Vector field plot of the dipole field generated by
a uniformly z-magnetised MNP. The vectors are scaled to
uniform length with their colour indicating the field strength
(orange is high and violet/black is low). The vertical lines
correspond to the x-values where modes 1 and 2 have max-
ima in their spin precession amplitude (see Fig. 3(a)-(b)). A
schematic of the nanodisc is shown at the bottom.
3We use a finite element based micromagnetic simu-
lation tool inspired by the Nmag package49 and based
on the FEniCS libraries50. Sumatra51, IPython52, the
Jupyter notebook53, numpy/scipy54, pandas55, mat-
plotlib56 and HoloViews57 have been used for simula-
tion capture and data analysis. For the computation
of the resonant magnetisation modes of the system we
employ an eigenvalue problem-based method used re-
cently in Refs. 33 and 58 which is similar to that pre-
sented by d’Aquino et al.59. Firstly, we compute the sys-
tem’s equilibrium configuration m0(r) and then linearise
the Landau-Lifshitz equation for magnetisation dynamics
around m0(r). This results in a system of linear differ-
ential equations for resonant oscillations of the magneti-
sation, dm(r, t), occurring around m0(r). This system
of differential equations can be written as an eigenvalue
problem33. The eigenvectors correspond to the resonant
eigenmodes60 of the nanodisc, each occurring at a reso-
nant frequency given by the mode’s eigenvalue.
The raw data for the relevant figures in this paper, as
well as Jupyter notebooks53 to reproduce them from this
data, are available in the associated electronic supple-
mentary material for this paper61.
III. RESULTS AND DISCUSSION
A. Magnetic eigenmodes of a bare disc
We firstly compute the eigenmodes of the STO’s ellip-
tical free layer in the absence of a MNP. In the absence of
an external field the obtained resonance frequencies of the
first five modes (in order of frequency) are f1 = 1.60 GHz,
f2 = 3.09 GHz, f3 = 5.09 GHz, f4 = 5.55 GHz and
f5 = 7.77 GHz. f1 is of the same order as the excited
mode reported by Zeng et al.45 when extrapolating their
data to the zero-current case. Representations of the spa-
tial profiles of mode 1 (most relevant for STOs) as well
as the next four higher order modes are shown in Fig. 3.
The shading encodes the amplitude of the magnetisation
precession for each mode, with dark regions representing
high amplitude resonant oscillations.
The fundamental N = 1 mode (Fig. 3(a)) consists of
an in-phase precession of all magnetic moments. The
precession amplitude is largest at the sample’s centre
and decays in amplitude towards the boundaries of the
free layer. The N = 2 mode (Fig. 3(b)) is charac-
terised by two regions of large precession amplitude in
the left/right halves of the disc, with the magnetic mo-
ments in the two parts precessing out-of-phase. Modes 3
and 5 (Figs. 3(c, e)) both have multiple nodal axes par-
allel to the short axis of the ellipse. Mode 4 (Fig. 3(d))
is similar to mode 2 but with a nodal axis along the long
axis of the disc.
In Fig. 4 we show the dependence of each mode fre-
quency on the magnitude of a spatially uniform magnetic
field applied along +z (aligned with m0(r)). The ex-
tracted field sensitivities (frequency shift per unit field)
FIG. 3. Profiles of the first five modes of the bare disc. Dark
regions correspond to large-amplitude precessions of the dy-
namic magnetisation.
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FIG. 4. Out-of-plane (+z) field dependence of the frequen-
cies of the first five modes of the bare disc. Linear regressions
(black lines) fitted to the data points demonstrate that the
field-induced changes in each eigenfrequency are equivalent to
one another to within 0.8%.
of all modes are consistent with one another to within
0.8% and have a value of 28.162±0.108 MHz/mT. As will
be shown below, however, the situation is more complex
in the presence of a small MNP due to the combination of
the localised MNP stray field and spatially non-uniform
mode profiles. This will generate a clear dependence of
the frequency shifts on the position of the MNP relative
to the disc (both in the lateral and vertical directions).
B. MNP-modified eigenmodes
We now introduce a magnetic nanoparticle to the sys-
tem as per Fig. 1(c). It is magnetised in the +z-direction,
parallel to the applied external field.
4In the equilibrium configuration of the bare disc, the
disc’s free layer magnetisation is parallel to the (out-
of-plane) z-axis everywhere due to the perpendicular
anisotropy. This is illustrated in Fig. 5(a), which shows
the magnetisation vector field along the disc’s long x-
axis. If a MNP is present however, its stray field lo-
cally modifies the magnetisation. Examples of this are
shown in Figs. 5(b) and 5(c) where the MNP is located
at x = −30 nm and x = −60 nm, respectively, above the
major axis (y = 0) of the disc (d = 5 nm) The presence of
the localised MNP field results in a slight localised cant-
ing of the magnetisation towards the MNP due to the
in-plane components of the stray field. Note, however,
that the actual change in the magnetisation orientation
is very small. For example, at separation d = 5 nm
the spatially averaged, normalised out-of-plane magneti-
sation is 0.99874 and at d = 20 nm it is 0.99981. These
are both very close to 1, which is the value expected for a
perfectly out-of-plane magnetised disc. However, despite
only inducing a very small change in the magnetisation
configuration, the stray field from the MNP can generate
strong changes in the resonant frequency (up to ∼ 350
MHz for N = 1 at d = 5 nm), as will be shown below.
Beyond modifying the resonance precession frequency
of the magnetisation, the non-uniformity of the MNP
field can also noticeably modify the spatial profile of the
eigenmode. An example for the N = 1 mode is shown in
Fig. 6(a), with a MNP at d = 5 nm. Although the mode
excitations remain in-phase over the entire disc there is a
reduced oscillation amplitude directly beneath the MNP,
consistent with a MNP-induced, local stiffening of the
magnetic moment. This also occurs for the N = 3 mode
(Fig. 6(b)), which is the only other mode studied here
that has an antinode (= location of maximum oscillation
amplitude) at the disc’s centre. Similarly, a left displaced
particle (Fig. 6(c)) will lead to larger oscillation ampli-
tudes for the N = 1 mode on the opposing (right) side of
the disc. Somewhat analogously for vortices, a localised
out-of-plane field at the core of a vortex can stiffen the
core, increasing the frequency of its gyrotropic mode in
the small displacement limit36.
C. MNP position and height dependence
We now look more closely at the influence of the po-
sition of the MNP on the frequency shifts, ∆f . In the
case of small MNP-disc separations (d / 15 nm), there
is an intense, localised and predominantly +z oriented
field directly beneath the MNP (Fig. 2). As a result,
at these small separations the effect of the MNP on a
mode is determined by where the mode’s dynamics are
concentrated relative to the MNP’s location. For MNPs
directly above regions where there are high precession
amplitudes, there is a frequency upshift (∆f > 0) due to
the increased local z-field below the disc (as per Fig. 2).
This result is qualitatively consistent with that seen for
uniform fields in Fig. 4. However, when dynamics are
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FIG. 5. Cross section of the equilibrium magnetisation con-
figuration along the x-axis in absence of a MNP (a), and in
presence of a MNP (d = 5 nm) above the major axis of the
disc, at x = −30 nm (b) and x = −60 nm (c). The colours
represent the amount of canting of the magnetisation (mag-
nitude and direction of the mx-component).
FIG. 6. Mode profiles with a MNP centred above the disc
for N = 1 (a) and N = 3 (b) as well as for an off-centre
MNP for N = 1 (c). The MNP-disc separation, d, is 5 nm.
Dark regions correspond to large-amplitude precessions of the
dynamic magnetisation.
occurring in a region which is laterally offset from the
particle and the particle is very close to the disc, the pre-
cessing moments can be subject to a field oriented in the
−z–direction (see again Fig. 2), leading to a reduction in
the frequency (∆f < 0). We discuss these behaviours
below.
Fig. 7 shows the ∆f values observed for all five eigen-
modes (N = 1, . . . , 5) when shifting the MNP along the
disc’s long axis at separations of d = 5, 20 and 50 nm,
for lateral MNP positions of y = 0 nm and y = 20 nm.
If the MNP is close to the surface of the disc (d = 5 nm,
red lines in Fig. 7) then ∆f closely follows the spatial
mode pattern, as can be seen by comparing the red lines
in Fig. 7 with Fig. 3(a)-(e). This reflects the fact that in
this case the MNP stray field has a very localised influ-
ence on the underlying precessing moments. For exam-
ple, for N = 1 there is a single, broad sensitivity peak
5near the centre of the disc (x = 0 nm) for both values
of y, which mirrors that mode’s spatial profile. Like-
wise, the N = 2 mode exhibits two sensitivity peaks near
x ≈ ±40 nm, i.e. near the locations of the mode’s antin-
odes (see Fig. 3(b)). The curve for N = 3 shows three
such peaks, with the outer ones slightly higher, reflect-
ing the fact that the outer antinodes of this mode have
a larger amplitude than the middle one (see Fig. 3(c)).
This pattern continues for N = 4 and N = 5, but while
the modes N = 1, 2, 3 show fairly similar sensitivities
for y = 0 nm and y = 20 nm, those for N = 4, 5 are
quite different for both values of y, reflecting the fact
that these two modes are less uniform along the short
axis of the disc. This is very obvious for N = 4 where the
mode antinodes are located at y ≈ ±25 nm (Fig. 3(d)),
leading to a large positive ∆f for the laterally y-offset
MNP (bottom plot for N = 4 in Fig. 7).
Comparing the curves obtained for different d values
in Fig. 7, it is evident that with increasing disc-MNP
separations, the shifts are reduced and the curves be-
come more homogeneous and indeed comparable for each
mode. For an intermediate separation of d = 20 nm,
the influence of the mode profiles on the MNP-position-
dependent frequency shifts are still detectable. However,
at a larger separation of d = 50 nm, the ∆f curves for
each mode become very similar (those for N = 1, 4 show
a flat, broad peak around the centre of the disc whereas
those for N = 2, 3, 5 have a more plateau-shaped profile,
but the difference is small). This is consistent with two
factors: (i) a much more uniform MNP field across the
disc at large d (Fig. 2) (with a net +z-orientation leading
to a frequency increase); and (ii) almost identical sensi-
tivities for each mode in a uniform field (Fig. 4), leading
to similar ∆f values for each mode in the presence of the
more uniform MNP field. We note that in the presence
of multiple MNPs at similar separations (as they might
occur in real devices) this will likely result in a ∆f that
is (roughly) proportional to the number of nanoparticles
present, due to the fact that all of them induce a simi-
lar frequency change, independent of their exact location
above the disc.
Fig. 8 shows how ∆f varies as the separation d is var-
ied for a laterally centred MNP (i.e., one which is later-
ally positioned at (x, y) = (0, 0)). Consistent with the
d = 5 nm data in Fig. 7, the N = 1 and N = 3 modes,
which both have dynamics concentrated below the cen-
tred MNP, exhibit the largest ∆f at small separations.
Furthermore, due to the concentration of dynamics be-
low the MNP, the shifts are positive for these two modes
for all d values. This is because as d is varied there is no
sign change in the out-of-plane component of the MNP
stray field, HZMNP, acting on the central precessing mo-
ments in the disc (cf. blue vertical line in Fig. 2). At
large distances, all other modes also exhibit a positive
∆f which decreases with increasing d, again consistent
with what is seen in Fig. 7 and discussed above. Note
that although the mode N = 3 also has an antinode at
the disc centre, its ∆f is smaller than that seen for N=1
because the the N=3 dynamics are distributed amongst
three antinodes (cf. Fig. 3(c)), with the outer antinodes
being less strongly affected by the centralised MNP.
One can also see in Fig. 8 that the frequency shift for
modes 2, 4 and 5 decreases as d approaches zero. This is
because these modes have dynamics concentrated away
from the centre of the disc and they are thus exposed to
a weaker or even a negative HZMNP at small MNP-disc
separations. For example, the frequency shift for N = 2
is zero at d ≈ 10 nm (blue triangles in Fig. 8). At this
value of d, HZMNP is indeed ≈ 0 near the location where
the mode dynamics are concentrated (x ≈ ±41 nm; see
the vertical red lines in Fig. 2). Note that the exact value
of |x| where HZMNP is zero is slightly smaller than 41 nm.
This is however not unexpected because the frequency
shift will result from what is effectively a convolution be-
tween the mode profile and the particle stray field whose
magnitude is non-uniform across the disc. We also note
that at x ≈ ±41 nm HZMNP becomes negative for values
of d smaller than ≈ 15 nm (Fig. 2). This is consistent
with the observed negative frequency shift for the N=2
mode at very small d in Fig. 8. Regarding the N = 4, 5
modes, because they have antinodes located closer to the
lateral centre of the disc than the N = 2 mode (Fig. 6)
they do not experience a null HZMNP until even smaller
MNP-disc separations (Fig. 2). This means that they
have a ∆f = 0 crossing in Fig. 8 at smaller d. Finally,
we note that for a particle shifted in the y-direction (and
thus lying above the antinode of the N = 4 mode), it
is the N = 4 mode which exhibits the highest ∆f (see
purple diamonds in inset of Fig. 8).
D. System dependencies of ∆f
For sufficiently large read-out signals, detection based
on identifying changes to the resonant frequency of a de-
vice will ultimately be limited by the resonance linewidth
as well as the MNP-induced ∆f , with a small linewidth
and large ∆f being optimal. In the STO study of Zeng
et al.45, the minimum observed linewidth of the primary
mode (corresponding to the N = 1 mode here) was on
the order of 30 MHz, suggesting that detection could be
realised for d up to ∼ 50 or 60 nm based on the ∆f
values shown in Fig. 8. This assumes however that such
linewidths can be maintained under the fields required to
magnetise the MNP and that passivation layers and/or
upper contacts can be made sufficiently thin (this is rea-
sonable given that typical passivation layers are on the
order of 30-50 nm thick6,8 and coating layers for MNP
biofunctionalisation can be made very thin, on the or-
der of 2-5 nm6,62). We note that lower linewidths47
(e.g. 6 MHz full-width-half-maximum40) have been ob-
served in out-of-plane magnetised STOs. We also note
that oscillators based on magnetic vortices can offer even
lower linewidths63–65, but they also typically have lower
field sensitivities, highlighting the need to optimise the
sensitivity-to-linewidth ratio if sensing is to be done by
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FIG. 8. Frequency change ∆f as a function of particle separa-
tion d for a MNP located above the centre of the free layer at
(x, y) = (0, 0). The inset shows ∆f for the first three modes as
a function of d for an off-centre particle at (x, y) = (0, 20 nm).
directly identifying changes to the frequency. The sensi-
tivity of the specific resonance of the device to localised
fields36 is also critical of course.
There are a number of ways to increase ∆f without
modifying the properties of the nanodisc that is being
used as a detector. For example, one can attempt to
engineer particles with higher moments (see Fig. 9(a),
which shows ∆f versus particle moment) or increase the
size of the particles (see Fig. 9(b), showing ∆f versus par-
ticle diameter). In both cases, this increases the MNP-
generated magnetic stray fields and thus the resultant
shifts. However, oft-used iron-oxide particles will have
lower moments and thus generate lower shifts. We note
that in contrast to the case of magnetic vortices36, for
this system we saw monotonic increases in ∆f when in-
creasing the particle size (and moment).
The time-averaged moment of superparamagnetic par-
ticles can also be increased by increasing the applied field.
Thanks to the continued linearity of ∆f as a function of
the external field strength Hext over a large range of field
values (Fig. 4), the external field can be increased with-
out significantly compromising ∆f . Indeed, we see good
consistency between the calculated ∆f values obtained
at vastly differing fields of 0 T, 0.1 T and 1 T (shown for
N = 1 in Fig. 9(c)). Note that here we (unphysically)
assume the same particle moment at each field to enable
direct comparison of the ∆f values. We note that at
high field (1 T), the particle still clearly modifies the dis-
tribution of the dynamics of the N = 1 mode (shown for
a laterally offset particle in the inset of Fig. 9(c)). The
continued sensitivity of this system even in large exter-
nal fields is in contrast to magnetoresistive sensors whose
sensitivities will be almost nil when the magnetisation is
(quasi-)uniform in a (sufficiently) high field.
IV. CONCLUSION
Using finite element micromagnetic simulations, we
have shown how localised magnetic fields generated by
magnetic nanoparticles (typically having diameters of
20 nm) modify the spatial profiles and frequencies of
confined ferromagnetic resonances in underlying out-of-
plane-magnetised ferromagnetic nanodiscs. By electri-
cally detecting these resonances, nanoparticle-induced
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FIG. 9. (a) Dependence of ∆f on particle MS for the first five modes, with a particle located above the centre of the disc at
separation d = 20 nm. (b) Dependence of ∆f on particle size for the first five modes, with the separation between the bottom
of the particle and the disc surface held constant at d = 30 nm. (c) ∆f for N = 1 for different out-of-plane fields (other
simulation parameters unchanged from Fig. 8). Inset shows the profile of the fundamental mode N = 1 in an external field of
strength µ0H = 1 T with a particle (not shown) off-centre at x = −30 nm, d = 5 nm.
modifications to the resonances can be exploited to cre-
ate nano-scale, frequency-based nanoparticle detectors
for applications such as solid-state bio-detection28.
Due to the non-uniform spatial profiles of resonant
mode dynamics, the observed shifts (exceeding 300 MHz
in some cases) can depend strongly on the position of
the nanoparticle. This is most obvious for small disc-
particle separations, where small regions of the disc will
be subject to the intense magnetic field localised directly
beneath the particle. In this case, the shifts are max-
imised when the particle is above those regions where
the spins are undergoing the highest amplitude preces-
sional dynamics. At larger separations, the disc will be
subject to a weaker but more uniform field, which leads
to shifts that are smaller (∼ 20 MHz at an 80 nm ver-
tical separation) but also less dependent on the lateral
particle position. It was also shown that it is possible
to maintain large nanoparticle-induced frequency shifts
over a wide range of external fields, exploiting the fact
that detection is dependent on the action of the field on
the resonant dynamics rather than a change to the static
magnetisation configuration within the device. The abil-
ity to detect frequency changes experimentally will de-
pend on the linewidth of the measured signal relative to
the nanoparticle-induced frequency changes. The latter
can be optimised by having small particle-disc separa-
tions and/or large particle moments (with the moment
being maximised when the external field is large, for op-
timised nanoparticle compositions, and/or of course for
larger particles).
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