We aim to analyze the relation between two random vectors that may potentially have both different number of attributes as well as realizations, and which may even not have a joint distribution. This problem arises in many practical domains, including biology and architecture. Existing techniques assume the vectors to have the same domain or to be jointly distributed, and hence are not applicable. To address this, we propose Canonical Divergence Analysis (CDA). We introduce three instantiations, each of which permits practical implementation. Extensive empirical evaluation shows the potential of our method.
Surprisingly, existing work does not address this general problem. Multi-view learning [40] , e.g. canonical correlation analysis [17] , requires that X and Y are jointly distributed; that is, they must have a sample-to-sample correspondence. Transfer learning techniques [31] on the other hand in general require that X and Y are from the same domain, i.e. m = l. Sample-to-sample correspondence analysis [43] assumes that each realization of X is paired with exactly one realization of Y. Thus, we can use neither to analyze data from e.g. different species or buildings.
To allow for meaningful analysis of data sets of different sizes, dimensionality, and possibly without a joint distribution, we propose Canonical Divergence Analysis (CDA). We instantiate it with three different divergence measures, leading to practical solutions. Further, we introduce two alternate formulations of CDA, each with specific strengths; in particular, one for global optimization and one for fast optimization. Extensive experiments on a wide range of tasks demonstrate the potential of our approach.
Formulation
We denote r = min{n, k}. We also write u for a m × 1 vector and v for a l × 1 vector. We define CDA as follow.
DEFINITION 1. Canonical Divergence Analysis (CDA) iteratively solves for {(u
where u i ∈ R m and v i ∈ R l at the i th iteration are the solutions of arg min
with p(.) and q(.) being pdfs, diff being a divergence measure of pdfs, and β = 0 being the scaling factor to bring u T X and v T Y to the same domain.
There are some points to note. First, the orthonormal constraints here prevent the canonical vectors from degenerating. In addition, the orthogonal constraints, i.e. the second and third constraints, are not applied when solving for (u 1 , v 1 ); they are used when learning {(u i , v i )} r i=2 . Second, one could compare u T X and v T Y directly. They may however not be on the same domain, potentially causing biases. For fair comparison, we use the scaling factor β, which is also learned.
Third, in CDA we quantify the (dis)similarity of the transformed data u T X and βv T Y through the divergence of their pdfs. This has intuition from statistics. In particular, the Mallows distance [34] of two univariate/multivariate random variables with no joint distribution is equal to the minimum of their expected difference -defined by a given metrictaken over all possible joint distributions that preserve their marginal pdfs. Mallows distance is more commonly known as the Earth Mover's Distance [22] , a divergence measure. In other words, Mallows distance tells us that analyzing the relationship between two random variables, taking into account all permissible joint distributions, reduces to computing the divergence of their distributions.
Fourth, CDA has connections to the normalized information distance (NID) [10] from information theory. Loosely speaking, NID is based on the minimal Kolmogorov complexity of expressing X given Y, or vice versa. That is, NID considers the length of the shortest algorithm that can generate one data set given the other. Mapping to CDA, this generation is done through finding u, v, and β; the complexity is expressed by diff p(u T X), q(βv T Y) . Furthermore, CDA could be considered as a generalization of transfer component analysis (TCA) [30] . In short, TCA assumes that X and Y are from the same domain, i.e. m = l. It learns a common mapping φ that minimizes diff (p(φ(X)), q(φ(X))). CDA in turn allows m = l and hence seeks for two different mappings. In other words, CDA considers a more general problem setting.
Finally, CDA focuses on linear mappings, which facilitates interpretation and post analysis [9, 18] . It however does not limit CDA to linear relations; the complexity of the latent similarity discovered is determined by diff . That is, if diff is non-linear, CDA will be able to discover non-linear relationships. Further non-linear mappings can be achieved by searching for kernel transformations [16] or performing deep learning [3] . As this is the first work on CDA, we hence focus on the problem formulation and how to instantiate it for practical analysis -we postpone extending CDA to non-linear mappings to future work, but do note that our experiments show that with our current formulation far more complex relations than linear can be discovered.
Having introduced CDA, next we review related work.
Related Work
Multi-view learning [40] searches for transformations of X and Y of different domains. For instance, CCA [17] and its extensions [3, 9, 16, 45] study the relationships between X and Y by searching for mappings maximizing their correlation. For correlation analysis, the joint distribution of X and Y must exist. This means that n = k and every realization of X corresponds to a unique realization of Y (and vice versa). Therewith CCA and multi-view learning in general address a different, more specific problem.
CDA is related to multi-target regression, e.g. [1] , in the sense that one can perceive X as the independent variables and Y as the targets. This setting however also requires X and Y to have a sample-to-sample correspondence.
Sample-to-sample correspondence analysis [43] assumes that each realization of X is paired with exactly one realization of Y, but not necessarily the reverse. It first searches for mappings of X and Y to bring them to a common domain. Then, it identifies a permutation of the realizations of Y after mapping that minimizes the difference to the mapped realizations of X. By assuming sample correspondence, it is not suited to analysing data taken from e.g. different species or different buildings. CDA in contrast does not make this assumption and hence is more flexible.
In transfer learning [31] , X and Y can stand for the variables in the source and target domains. The goal is to learn transformations of X and Y that are then used to boost performance of a learning task, e.g. classification or clustering, in the target domain. For instance, transductive transfer learning [4] identifies mappings minimizing reconstruction error to the respective original space and classification error, i.e. its mappings is tailored to classification. Transfer component analysis [30] , assuming that X and Y are from the same domain, learns a common mapping where distributions of the mapped X and Y are similar. Likewise, selftaught learning [35] , structural correspondence learning [7] , and domain adaptation with coupled subspaces [6] assume that X and Y are from the same domain. Self-taught clustering [11] searches for mappings of X and Y that bring them to the same domain with the aim to help clustering in the target domain. It however works on discrete data and assumes that a common feature space of X and Y is given. A comprehensive review of transfer learning literature can be found in [31] . CDA on the other hand is task-independent and works directly with real-valued data. Given X and Y from different domains and without prior knowledge about their common space, we learn mappings that transform them to the same domain to facilitate joint analysis.
Next, we solve CDA by introducing different instantiations of divergence measure diff . In Section 5 we discuss how to learn β during the optimization process. In addition, in Section 6 we propose two alternative ways to formulate the CDA problem which enrich our options towards tackling it. Finally, we discuss our choice of the optimizer in Section 7.
Divergence Measure diff
With diff we quantify the divergence between two univariate pdfs p(u T X) and q(βv T Y). If we want to optimize diff it helps if it is differentiable. We therefore focus on three such divergence measures. The first is an extension of Mallows distance [34] . The second and third are based on kernel density estimation (KDE) [39] . Note that we are not constrained by these three measures; any differentiable divergence measure, e.g. Maximum Mean Discrepancy [8] , can be straightforwardly plugged into our solution.
Before going into the details, we introduce some notation. In general, it only makes sense to compare p(u T X) and q(βv T Y) if they are defined on the same univariate random variable. We denote such a variable as Z. Hence, p(u T X) is equivalent to p(Z) and q(βv T Y) is equivalent to q(Z). Under either notation we write the i.i.d. realizations of p(.) as x 1 , . . . , x n where x i = u T x i . Analogously, we write the i.i.d. realizations of q(.) as y 1 , . . . , y k where y j = βv T y j .
Extended Mallows Distance
For our first measure we extend the well-known Mallows distance [34] . For exposition, we denote u T X as X and βv T Y as Y . Our goal is to measure diff (p(X), q(Y )). Let F be the set of joint pdfs f (X, Y ) of X and Y such that the marginal distributions of f on X and Y are p(X) and q(Y ), respectively. That is, dom(Y ) f (x, y)dy = p(x) ∀x ∈ dom(X), and
Given t ≥ 1, the t-th Mallows distance between p(X) and q(Y ) is [22] 
If p(X) and q(Y ) have the same number of realizations (n = k), we have Mallows t (p(X), q(Y )) = 1 n min {j1,...,jn} n i=1 |x i − y ji | t 1/t where {j 1 , . . . , j n } is a permutation of {1, . . . , n}. If n = k, a possible solution is to replicate each realization so that both distributions have n × k realizations each. This practice yields the same Mallows distance as it preserves the empirical distributions.
Calculating Mallows distance on empirical data requires us to select the best permutation, which is expensive [22] . To avoid this, we propose a modified version of Mallows distance. In particular, we set
The difference between this version of diff and vanilla Mallows distance is that the latter takes the minimum while we consider the sum over all f ∈ F . This difference is reminiscent to the relationship between Cramér-von Mises and Kolmogorov-Smirnov tests. In particular, the former computes the integral of the (squared) difference between two cumulative distribution functions (cdfs) over the domain of the underlying random variable. The latter in turn takes the maximum (supremum) difference between two cdfs. We prove the following result.
Proof. We postpone the proof to Appendix A.
For simplicity, we use the function n i=1 k j=1 |x i − y j | t for optimization. In this paper, we set t = 2 and have
That is, we resemble diff (p(X), q(Y )) as a least-squares cost function. We will refer to CDA using the extended Mallows distance as CDA M . Interestingly, CDA M is closely related to linear CCA following the below lemma by Golub and Zha [14] . 
Note that in the context of CCA, n = k and each row of X is connected to exactly one row of Y. If we let x i = u T x i and y i = v T y i then linear CCA is equivalent to finding
2 . Therefore, CDA M could be seen as a generalization of linear CCA when n and k may differ from each other, and there is no sample-to-sample correspondence between X and Y.
Quadratic Measure
As the pdfs under consideration are univariate, KDE is applicable and reliable for density estimation. The KDE of p(Z) is defined as
is a symmetric but not necessarily positive kernel function that integrates to one, σ X > 0 is a smoothing parameter called the bandwidth, and
We next instantiate diff (p(Z), q(Z)) using one of the quadratic measures [36] . In particular, we set
where p(Z) and q(Z) are approximated by KDE. Using
In practice, any kernel functions can be used to instantiate κ(·) and τ (·). In this work, we use the popular Gaussian kernel, i.e. we set
2 . Following [9, 15] , we set σ X = median{||x i − x j || : 1 ≤ i, j ≤ n} and σ Y = median{||β(y i − y j )|| : 1 ≤ i, j ≤ k}. Note that more advanced empirical estimation of the above quadratic measure is available, e.g. [20] . We stick to the current estimation due to its simplicity and its wide adoption in practice.
We will refer to CDA using this quadratic measure as CDA Q .
Pearson Divergence
As the third measure, we instantiate diff (p(Z), q(Z)) by relative Pearson divergence [33] , or PE divergence for short. That is, we set
We denote the first and second terms of diff (p(Z), q(Z)) as PE(p(Z) || q(Z)) and PE(q(Z) || p(Z)), respectively. Next, we present the computation of PE(p(Z) || q(Z)). The computation of PE(q(Z) || p(Z)) follows similarly. One could compute PE(p(Z) || q(Z)) by estimating p(Z) and q(Z) using KDE. However, as PE divergence is involved in ratio of pdfs, this would magnify the estimation error. To avoid this issue, we follow [23] and model the ratio [18] . In addition, we employ the widely used Gaussian RBF kernel ω(z, x
. The bandwidth σ X is set similarly to the case of the quadratic measure.
Computing θ requires us to minimize a squared loss objective function. Fortunately, this sub-problem has an analytical solution [23] .
In particular, we
and λ ≥ 0 is a regularization parameter chosen by crossvalidation.
Therefore, we obtain
We will refer to CDA with PE divergence as CDA P .
Setting scaling factor β
To meaningfully compute the divergence between u T X and v T Y we need to bring them to the same domain. We do so with scaling factor β. Obviously, we can optimize β as part of the CDA optimization problem. Alternatively, reducing the number of variables to optimize, we propose to directly set β at each step of the optimization process, e.g. at each gradient descent of u and v.
As standard in data analysis, before performing CDA we rescale all attributes X 1 , . . . , X m of X and Y 1 , . . . , Y l of Y to the same domain. W.l.o.g., we assume this domain to be [0, 1]. Letm be the number of non-zero elements of u andl be the number of non-zero elements of v.
This implies that we can gain efficiency by setting β to m l
. Though straightforward, we prove that it is robust to noisy dimensions, as follows.
be a random vector created by adding (noisy) attributes Proof. We postpone the proof to Appendix A.
We empirically evaluate this property by testing with data sets that include noisy attributes (see Section 8.1 and Appendix D). We also compare our setting of β to optimizing β; the results (see Appendix E) show that there is no clear winner while our method is more efficient. With our CDA formulation, we achieve three instantiations that lead to practical solutions. This formulation however is not unique. In this section, we introduce two alternatives. In particular, instead of iteratively learning pairs of canonical vectors, we look at finding multiple pairs simultaneously, which may be good for avoiding local optima. As the second alternative, we replace the hard unit norm constraints u T u = v T v = 1 by soft reconstruction costs, and hence enable the application of fast unconstrained optimizers. The details are as follow.
6.1 Multi-dimensional CDA In principle, the first alternative is similar to the original formulation, except for that it searches for all pairs of vectors simultaneously instead of iteratively. This may be good for avoiding local optima. Formally, we have:
with p(.) and q(.) being pdfs, diff being a divergence measure of pdfs, and Γ = diag(β 1 , . . . , β r ) being the scaling matrix to bring
To solve MCDA, we need diff which is suited to multivariate settings and whose analytical form is easy to compute and differentiable. Note that multiplying univariate diff terms does not work as this requires dimensions in projected spaces to be statistically independent. Of the measures we introduced in Section 4, PE divergence meets this requirement and hence we use it for solving MCDA.
Reconstruction CDA
The unit norm constraints of the original CDA problem may lead to slow optimization. To boost efficiency, we relax them using reconstruction costs [5, 21, 28] and hence enable the application of fast unconstrained optimizers. We hence define the second alternative formulation as follow.
where u i ∈ R m and v i ∈ R l at the i th iteration are the solutions of arg min Proof. We postpone the proof to Appendix A.
With the the unit norm constraints relaxed, we can solve RCDA and MRCDA with fast unconstrained solvers.
Optimization
For the original CDA formulation, we try with different optimizers; in particular, projected gradient descent [12] , sequential quadratic programming [27] , and natural gradient descent [2] . Empirically, we find the last option to yield the best results. Therefore, we use it in our experiment. The update rule of this optimizer is that
where exp for a matrix denotes the matrix exponential and t > 0 is the step size. We choose the optimal step size by Nelder-Mead method.
For MCDA, we also use natural gradient descent. RCDA and MRCDA are unconstrained optimization problems. As optimizer, similar to [21] we use L-BFGS and Conjugate Gradient and present the results with the former. In practice, we see that CDA methods using reconstruction costs are about 5 times faster than their respective counterpart. We provide more details in Appendix F. In the following, we represent the data of X as a n × m matrix D X where the i-th row of D X corresponds to x i . We define the k×l matrix D Y similarly. We empirically evaluate our methods on four tasks. First, using synthetic data sets we show that they are able to retrieve known relations. Second, using two data sets from UCI Repository [13] we show that they can be used in cross-domain regression and classification. Third, we use them to discover interesting relations between two real-world data sets taken from studies on architecture [38, 44] . Last, we plug our methods into RESCU [24] to discover non-redundant subspace clusters.
We compare to the original CCA [17] and LCCA [18] -a non-linear CCA method; SCL [7] and DAC [7] for transfer learning; SSC [43] for sample-tosample correspondence detection. We implemented our methods in Matlab and provide the code in the supplementary material.
Retrieving Canonical Vectors
First we evaluate whether our methods can recover associations between data sets where we know the ground truth. To do so, we generate pairs (D X , D Y ) with relationships between X and Y embedded a priori. In particular, we first generate n = 1000 samples for X = (X 1 , . . . , X m ) where m ≥ 5 and Linear relations:
Mixed relations:
Non-linear relations:
We refer to the canonical vectors discovered by a method as U = (u 1 , . . . , u r ) and V = (v 1 , . . . , v r ) where r = min{m, l}. That is, each column of U and V is a canonical vector. Let U gr and V gr be the respective ground truth. Similarly to [18] , we quantify performance as
where ||.|| F stands for the Frobenius norm. Intuitively, the smaller the value the better the result. We experiment with three settings. First, we generate D X and D Y where n = k and their row order is intact. Second, we keep n = k but randomize the row order of D X and D Y . Third, we generate data sets where n = k; then we randomly remove ρ × k records of D Y where ρ ∈ {0.05, 0.1, 0.15, 0.2}. In all settings, m = 7 and l = 5, i.e. X has two noisy dimensions and Y has one noisy dimension. As SCL and DAC requires that X and Y come from the same domain, to test them we skip the 2 noisy dimensions of X. Regarding our methods, for succinctness we present the outcome on CDA Q (normal CDA with the quadratic measure), RCDA M (Reconstruction CDA with the extended Mallows distance), and MRCDA P (Multidimensional Reconstruction CDA with PE divergence). For RCDA M and MRCDA P , similar to [21] we set λ = δ = 0.5.
We give the results in Table 1 . For the first two settings, each value is the average of 10 runs; standard deviation is small and hence skipped. For the last setting, each value is the average over all runs corresponding to all values of ρ tested and 10 runs per value. Going over the results, we make the following observations.
In the first setting, CCA is best on linear relations. RCDA M and SSC come in second. On mixed and nonlinear relations, all of our methods give the best results. This is remarkable as they do not use the joint distribution of X and Y.
In the second setting where row order is randomized, as expected, the performance of CDA Q , RCDA M , and MRCDA P is not impacted at all. So are transfer learning and sample-to-sample correspondence methods. CCA methods in turn yield not good results, stemming from the fact that they require row order to work properly.
In the third setting, CCA methods are not applicable. Our methods in contrast are relatively stable under the downsampling of D Y ; the increase in error stays below 12%, even for ρ = 20%. This corroborates that CDA is suited for analyzing data with neither known association nor the same number of records.
The results so far show RCDA M to have good performance across different settings. Thus, for the remaining experiments we pick it for exposition.
Cross-domain Regression and Classification
We aim at studying if the mappings identified by RCDA M are useful for cross-domain learning tasks, e.g. regression and classification. Cross-domain regression and classification are popular forms to assess transfer learning techniques, e.g. SCL [7] , DAC [7] , and TCA [30] . As CDA could be perceived as a generalization of TCA, it is interesting to study if the mappings identified by our methods, in particular RCDA M , are also useful for these tasks. For cross-domain classification, we use the Energy data described in [25] . D X and D Y contain data collected from the same building in two non-overlapping periods, i.e. we consider the same domain. The class label is whether the given day is a week day or weekend. The testing setup is similar to above except that we use a SVM with linear kernel as classifier, and use Classification Error as metric.
CDA
Note that, to enable comparison with SCL [7] , DAC [7] , and TCA [30] , in both experiments we chose D X and D Y to have the same number of attributes -this is not a requirement of CDA, however. The results are in Figures 1(a) and 1(b) . We can see that RCDA M performs rather well, on par with TCA, suggesting it is a viable technique for cross-domain learning.
Discovering Novel Relations
We use RCDA M to discover relations between two data sets taken from two nearby office buildings with similar architectural characteristics. These data sets are from architectural studies [38, 44] . The first one (D X ) has 4421 records and 15 attributes; some of which are electricity consumption, amount of water con- Taking into account the fact that two buildings are close to each other and have similar architectural characteristics, this relation is intuitively understandable. RCDA M also detects that attribute amount of water consumed of X is related to attributes indoor CO 2 concentration and indoor air temperature of Y. Interestingly, a similar relation has recently been found in [26] for data from a single building. That RCDA M discovers this relation for two different buildings could be attributed to their close proximity and architectural similarities. Besides, we repeat the cross-domain learning setup in Section 8.2. For regression, the target variable is electricity consumption. For classification, for each sample of both X and Y we choose the weekday when it was recorded as its class label. To make SCL, DAC, and TCA applicable, when testing with them we use the common attributes only. The results are in Figures 2(a) and 2(b) . RCDA M gives the best performance in both tasks. This could be attributed to the fact that RCDA M can use all attributes to learn the mappings. The other three methods require m = l and hence do not take full advantage of the available information for joint analysis of X and Y.
Non-redundant Subspace Clustering
Next, we apply CDA to compare subspace clusters. Subspace clustering aims at finding objects clustered in subsets, subspaces, of all dimensions. There are two available approaches. One that finds subspace clusters that do not overlap in terms of objects [32] and one that does allow overlap in the objects [19] . We consider the latter setting. One of its major problems is redundancy in the output, as many clusters may be syntactically different but convey similar information. RESCU [24] is a recently proposed technique to alleviate the issue and improve post-analysis.
It works in an iterative manner. At each step, let C sel be the set of subspace clusters already found and C cand be the set of candidate subspace clusters. The potential of each cluster C ∈ C cand w.r.t. C sel is defined as potent(C,
where cov (C) is the set of objects covered by C and cost (C) is the cost of mining C. RESCU then selects C * ∈ C cand with largest potential. The process goes on until C cand becomes empty. That RESCU considers object counts only is simplistic. To improve, we propose to set
where dist (C, C ′ ) is the distance between D C and D C ′ , respectively the data of C and C ′ . Note that D C and D C ′ may have nonidentical sets of records and attributes. We define dist as follow. For each CDA method A, we set
where w is the minimum of the dimensionality of D C and D C ′ , obj A is the objective function of A, and (u i , v i ) is the i th pair of canonical vectors identified by A. Therefore, we take into account also the similarity of C to the clusters in C sel . We hypothesize that this would improve the clustering quality. Note that existing methods for comparing clusters assume that clusters are on the same space [37] and hence are not applicable here.
For evaluation, we use the same UCI data sets employed in [24] . We report average F1 scores, the harmonic mean of recall and precision, over 10 independent runs. The results are in Figure 3 . We find that RCDA M consistently improves the clustering quality of the original RESCU for all data sets tested. This confirms both the applicability of CDA in reducing redundancy of subspace clustering, as well as our hypothesis. Further study will have to show to what extent CDA can be used further to discover interestingly different sub-parts of a data set.
Conclusion
We studied the problem of analyzing the relations of two random vectors of potentially different number of attributes, realizations, and possibly not even having a joint distribution. We proposed CDA, a formalization of this problem, and three practical instantiations. We also introduced two alternative formulations that provide a wider gamut to tackle the problem. Experimental results on various tasks evidence the potential of our methods. For future work, we plan to look at non-linear transformations using kernel methods and deep learning. We are investigating how to measure privacy preservation and data security between original and released data using CDA.
A Proofs
Proof. (Lemma 4.1) We prove for the case when n = k. The proof for when n = k follows similarly. W.l.o.g., we assume that n < k.
As aforementioned, since n = k, we replicate each realization such that both distributions have n × k realizations. We write the new sets of realizations as {x 
where {j 1 , . . . , j n×k } is a permutation of {1, . . . , n × k}. For each i ∈ [1, n], and each j ∈ [1, k], the term |x i − y j | t appears at most min(n, k) = n in a single permutation. Thus, the total number of times |x i − y j | t appears in the sum is
As we make no preference in picking i and j, every term |x i − y j | k appears the same number of times as specified above. Hence, we arrive at the result.
Proof. (Proposition 6.1) Our proof is based on [21] . In particular, we have
As X is whitened,
Proof. (Proposition 6.2) Our proof again is based on [21] . In particular, we have (Lemma 6.1 ) From Propositions 6.1 and 6.2, we can see that when X and Y are whitened, RCDA is equivalent to arg min
When λ ↑ +∞ and δ ↑ +∞, the unit norm costs reduce to hard constraints.
B Sample Estimator of the Quadratic Measure
Thus, we arrive at the result.
C Multi-dimensional Reconstruction CDA
We form this alternative formulation by combining MCDA and RCDA. Formally, it is defined as follow. To solve MRCDA, we again use PE divergence. Note that for both MCDA and MRCDA, the bandwidths are:
D Sensitivity to Noisy Attributes
To assess quality of all methods tested to noisy attributes, we extend our setup in Section 8.1. In particular, we first generate n samples for X ∈ R 5+c where c ≥ 2 and Table 2 we present results on the setting: n = k, row order intact, and non-linear relations. We can see that our methods are relatively stable to noisy dimensions, which is in line with our theoretical analysis in Section 5. This highlights the benefits of our setting of β.
E Optimizing vs. Not Optimizing β
We use the setup in Section 8.1 to compare CDA methods with and without optimizing β. The results are in Table 3 . Overall, we can see that there is no clear winner between the two options. This could be explained as follows. When β is a variable to be optimized, the search space and hence the optimization problem become more complex, especially for CDA Q and CDA P . With a complex search space the optimizers employed may be more prone to local optimum. This explains why optimizing β currently does not bring a clear improvement, while costing more time. In particular, optimizing β incurs from 8% to 15% more time than iteratively setting it; please see the last line of Table 3 for more details.
F Efficiency
Above we show that iteratively setting β gives better efficiency than optimizing it. There is another factor that affects the runtime, which is the reconstruction costs. To study this, we use the runtime obtained from our experiments in Section 8.1. We summarize the results in Table 4 . Overall, we observe that using reconstruction costs bring about 5 times speedup compared to the other variants. This could be attributed to the fact that CDA with reconstruction costs yields unconstrained optimization problems where fast unconstrained optimizer, like L-BFGS, can be applied. Table 4 : [Lower is better] Average runtime (in seconds) of CDA methods not using reconstruction costs and the respective ones using reconstruction costs.
