Subsurface modeling from seismic and borehole data is important for reservoir prediction, geophysical exploration, and production. A reasonable model should honor borehole rock properties and conform to seismic structural and stratigraphic features. Such a subsurface model can be difficult to build in cases complicated by faults and unconformities. Automatic and semiautomatic methods have been proposed to build subsurface models from seismic and borehole data; however, seismic structural and stratigraphic features and borehole measurements are not fully used in most methods. I have developed a workflow to fully use seismic and borehole data to build subsurface models that honor borehole measurements and conform to seismic horizons, faults, unconformities, and stratigraphic features such as channels. In this workflow, I first automatically remove the faulting and folding in seismic and borehole data and map them into an unfaulted and flattened space, in which seismic reflectors and borehole measurements corresponding to the same geologic layers are horizontally aligned. I then build a subsurface model in this unfaulted and flattened space by computing a sequence of 2D horizontal interpolations of borehole data. Each horizontal interpolation is guided by the stratigraphic features apparent in the corresponding horizontal seismic slice, so that the interpolant conforms to the seismic stratigraphic features. I finally map the interpolated model back into the input space and obtain a subsurface model that honors the seismic and borehole data. I demonstrate the proposed workflow using synthetic and real examples complicated by faults and unconformities.
INTRODUCTION
A subsurface model is often built using geophysical data such as seismic and borehole data. Lemon and Jones (2003) and Zhu et al. (2012) propose to build a subsurface model using only borehole data. Well-log data provide a vertically high resolution of rock properties that are difficult to obtain from the seismic image, but the well logs are measured only at limited positions that may be far away from each other. A model interpolated with only well-log measurements may have difficulty in following rapid structure variations between the wells.
Most methods build a structure model following seismic structures and integrate borehole measurements into the model. Traditional structural modeling methods (e.g., Mallet, 2002; Caumon et al., 2009 ) use major horizon and fault surfaces, interpreted from a seismic image, as reference surfaces to build subsurface models. Hale (2010) fully uses seismic structure features to guide the interpolation of well logs to obtain a model that conforms to well-log measurements and seismic structures. However, this method may fail to follow discontinuous structures across faults and to preserve discontinuities near unconformities. Naeini and Hale (2015) provide a way to improve this method by using interpreted horizons or unconformities as additional controls to guide the interpolation. Benefiting from recent progresses of high-resolution interpretation of seismic data, Jayr et al. (2008) , Souche et al. (2013 Souche et al. ( , 2014 , Mallet (2014) , and Labrunye and Carn (2015) propose volume-based techniques to compute subsurface models. In these methods, densely interpreted seismic horizons, faults, and unconformities are used to build subsurface models conforming to the interpreted structural and stratigraphic framework. However, seismic stratigraphic features such as channels are still not used in these methods to control the subsurface modeling.
The subsurface modeling workflow discussed in this paper is also based on full seismic interpretation. In this workflow, I first convert the seismic and well-log data from the original time (or depth) domain to the Wheeler domain (Wheeler, 1958) , then I interpolate subsurface models following stratigraphic features in the Wheeler domain, and finally I convert the interpolated models back to the original domain. This workflow is similar to previous volume-based methods (Jayr et al., 2008; Souche et al., 2013 Souche et al., , 2014 Mallet, 2014; Labrunye and Carn, 2015) , but it is implemented in a simpler and more efficient way in this paper. Instead of using unstructured meshes to compute the domain transformation and specific grids to interpolate subsurface rock properties, I compute the domain transformation directly on a seismic volume based on seismic structural features (folding and faulting). I also interpolate well-log properties following stratigraphic features (channels) at the same scale as seismic data. By converting the seismic and well-log data into the Wheeler domain, fault displacements are removed, folded structures are flattened, and unconformities are represented as vertical gaps. Therefore, we can simply apply a sequence of 2D horizontal interpolations of well logs to compute a model that conforms to horizons, faults, and unconformities. Moreover, stratigraphic features such as channels are present on the horizontal slices of the unfaulted and flattened seismic data in the Wheeler domain, and we can use the stratigraphic features as guidance to interpolate a subsurface model that conforms to such features. In this workflow of building models in the Wheeler domain, the domain transformation is a key step to compute geologically reasonable subsurface models.
Numerous methods, such as stratal slicing, the uvt-transform, phase unwrapping, and slope-based flattening, have been proposed to transform seismic data from the original time (depth) domain to the Wheeler domain. The stratal-slicing method, proposed by Zeng et al. (1998a Zeng et al. ( , 1998b , uses interpreted major horizons to interpolate a "stratal time volume" and then uses it to build a "stratal slice volume" in the Wheeler domain. Dorn (2011 Dorn ( , 2013 and Dorn et al. (2011a Dorn et al. ( , 2011b improve the method by using interpreted major unconformities and faulted horizons to generate vertical gaps and close up spatial fault gaps in the stratal slice volume. With these stratal-slicing methods, the resolution of domain transformation is limited to the number of horizons used in the domain transformation. To obtain a high-resolution transformation, de Groot et al. (2010) and Qayyum et al. (2012) use "horizon cubes," which are high-density sets of interpreted horizons. The uvt-transform method, proposed by Mallet (2004 Mallet ( , 2014 , is a general space-time mathematical framework for the domain transform. This method has been applied to remove folding and faulting (Labrunye et al., 2009; Mallet et al., 2010) and to handle manually interpreted unconformities (Mallet, 2014; Labrunye and Carn, 2015) in a seismic image. Stark (2004 Stark ( , 2005a Stark ( , 2005b Stark ( , 2006 propose to use the phase-unwrapping method to construct an relative geologic time (RGT) volume and convert 3D seismic data to the Wheeler domain using the RGT volume. Stark's methods can properly handle major and minor unconformities to generate vertical gaps in the Wheeler domain, but it cannot close up the fault gaps. Wu and Zhong (2012) present a similar method to compute an RGT volume and a seismic Wheeler volume with constraints from fault attributes and interpreted horizons and unconformities. The slope-based flattening method (Lomask et al., 2006; Fomel, 2010; Parks, 2010) removes the folding in a seismic image with vertical shifts computed from seismic reflector slopes. All flattening methods that only use vertical shifts will not correctly flatten nonvertical deformations (e.g., faulting) in the seismic image. Therefore, Luo and Hale (2013) propose to use vector shifts to remove the faulting and folding in a seismic image. However, they cannot correctly deal with unconformities to generate vertical gaps in the unfaulted and unfolded image. Hale (2015a, 2015b) introduce constraints from unconformities and control points picked on horizons into Parks's (2010) method to handle unconformities and faults in seismic flattening. These methods, however, still use vertical shifts for flattening and therefore produce distortions near faults, especially those with small dips.
In this paper, I compute the mappings of domain transformations by combining the methods of computing fault surfaces and fault slip vectors from a 3D seismic image , removing the faulting in the seismic image , extracting unconformity surfaces from the unfaulted image (Wu and Hale, 2015a) , and flattening the unfaulted image with constraints from the unconformities (Wu and Hale, 2015b) . Figure 1 shows the whole subsurface modeling workflow that includes three main steps: (1) forward-domain transformation of 3D seismic and well-log data, (2) subsurface modeling in transformed domain, and (3) reverse transformation of the subsurface models. In the first step, I first extract fault surfaces and estimate fault slip vectors from a 3D seismic image (Figure 2a ). I then use the estimated fault positions and slips to compute an unfaulting mapping to generate an unfaulted seismic image, in which seismic reflectors are continuous across faults. I finally extract unconformities from the unfaulted image and use them as constraints to compute a flattening mapping to generate a flattened image (Figure 2b) in which seismic reflectors are flattened, stratigraphic features such as channels are present on horizontal slices, and unconformities are represented as vertical gaps. Assuming that the well logs are tied to the seismic image, I use the computed seismic unfaulting and flat- Figure 1 . The workflow of building 3D subsurface models that conform to well-log properties and seismic structural and stratigraphic features. tening mappings to also map the logs into the unfaulted and flattened space (Figure 2b ), so that well-log measurements corresponding to the same geologic layers are horizontally aligned.
After mapping the seismic and well-log data into the unfaulted and flattened space, the second step is to build a model (Figure 3a) in this space by simply computing a sequence of 2D horizontal interpolations of the well-log measurements. Each horizontal interpolation is computed using the image-guided interpolation method (Hale, 2009a) , and the stratigraphic features are used to guide the interpolation so that the interpolant conforms to these features (Figure 3a) . The third step is to map this model (Figure 3a ) from the unfaulted and flattened space back into the original space to obtain a subsurface model (Figure 3b ) that conforms to well-log properties, seismic horizons, faults, unconformities, and stratigraphic features.
DOMAIN TRANSFORMATION
To illustrate the whole workflow of the subsurface modeling, I created a 3D synthetic example ( Figure 4a ) with 121 (vertical) × 152 (inline) × 153 (crossline) samples. In creating this synthetic example, I began with simple initial density, velocity, and reflectivity models with all flat layers, in which a sinusoidal shape channel is defined with relatively high densities and velocities. I then vertically sheared the flat models to create folding and dipping structures in the models. Next, I added several flat layers on the top to create an unconformity between these flat layers above and the dipping layers below. I finally added three planar faults sequentially by sliding model blocks on opposite of each fault with some specific vector shifts. The seismic image shown in Figure 4a is computed by convolving the folded and faulted reflectivity model with a Ricker wavelet in directions perpendicular to the structures and adding some random noise with rms ¼ 0.5. In this image, the unconformity is dislocated by all three faults, and the channel is cut by faults F1 and F2. To automatically extract the unconformity and horizons from this seismic image, we first need to remove the faulting in this image.
Unfaulting
To remove the faulting in the seismic image in Figure 4a , I first use the methods proposed by to automatically extract fault surfaces and to estimate fault slips on the fault surfaces. Note that I only compute dip slips, which are relative displacements of fault blocks in the dip directions of the fault. These dip slips are estimated by correlating seismic reflectors across faults as discussed by Hale (2013) and . Fault strike slips are difficult to compute by correlating these seismic reflectors because the strike slips tend to be parallel to the seismic reflectors.
The estimated fault dip slips are vectors with vertical, inline, and crossline components in 3D. I only display the vertical components with colors on the fault surfaces in Figure 4b . To remove the faulting in the seismic image, I use all three components of the dip slips to compute unfaulting vector shifts by applying the method proposed by . With this method, I first compute unfaulting shifts s k ðxÞ in the original space (x ¼ ðx 1 ; x 2 ; x 3 Þ) by solving the following two equations: 
(1)
where t k ðxÞðk ¼ 1; 2; 3Þ represent the three components of the fault slip vectors estimated on the faults, and s k ðxÞ; ðk ¼ 1; 2; 3Þ represent the three components of the vector shifts to be computed; x f and x h represent the grid samples adjacent to the faults from the footwall and hanging wall, respectively. Specifically, if a fault sample is located on a seismic sampling grid point, x f represents the fault sample and x h represents the horizontally nearest grid point from the hanging wall side in the fault normal direction. If a fault sample is not on a sampling grid point, x f and x h represent the horizontally nearest grid points from the footwall and hanging wall sides, respectively. This equation means that we expect the differences of unfaulting shifts of samples x h and x f to be equal to the precomputed fault slip vectors; cðxÞ is a measure of the quality of the estimated slips, and here, I use the fault likelihoods (Hale, 2013; that are already computed on faults; β is a constant number used to balance these two equations. For most examples, I use β ¼ N∕L, where N represents the number of samples in the seismic image and L is the number of samples on the faults. In the second equation, ∇ represents the gradient operator and ωðxÞ are binary weights, which are zeros at image samples (x f and x h ) adjacent to faults, and are ones elsewhere. This equation means that we expect unfaulting shifts to vary slowly and continuously everywhere except between two adjacent samples on opposite sides of a fault. The approximate signs in these two equations indicate that they are minimized by least squares. In solving these equations, zero-slope boundary conditions are considered in the finite-difference approximation of the gradient operator. By solving these equations independently for each component (s k ðxÞ) of unfaulting shifts, I obtain vector shifts sðxÞ ¼ ðs 1 ðxÞ; s 2 ðxÞ; s 3 ðxÞÞ in the original space x ¼ ðx 1 ; x 2 ; x 3 Þ. Although I compute all the three components of the shifts sðxÞ, I display only the vertical shifts in Figure 5a . We observe that these shifts are discontinuous at faults and smoothly varying elsewhere, as expected.
Using these computed vector shifts sðxÞ, I can then obtain the mapping wðxÞ from input space x ¼ ðx 1 ; x 2 ; x 3 Þ to unfaulted space w ¼ ðw 1 ; w 2 ; w 3 Þ as
Assuming that the mapping wðxÞ is reversible, we must have a corresponding mapping xðwÞ that converts points from the unfaulted space into the input space, and we might define such a mapping as
where rðwÞ represent vector shifts in the unfaulted space. Because the mappings between the input and unfaulted spaces are reversible, equations 2 and 3 imply the following relationship between the vectors shifts rðwÞ and sðxÞ: rðwðxÞÞ ¼ sðxÞ:
This relationship indicates that we can compute the vector shifts rðwÞ (unfaulted space) from the vector shifts sðxÞ calculated in the original (input) space, by using an iterative method as discussed by . This method begins with initial vector shifts r 0 ðwÞ ¼ sðwÞ and iteratively updates the shifts by r 0 ðwÞ ¼ sðwÞ 
In this way, I keep updating the vector shifts r i ðwÞ until the updates are insignificant in the mth iteration, to obtain the vector shifts rðwÞ ≈ r m ðwÞ in the unfaulted space. From the input seismic image fðxÞ (Figure 4a ), I use the mapping xðwÞ and a sinc interpolation of seismic amplitudes to compute an unfaulted image gðwÞ ¼ fðxðwÞÞ, as shown in Figure 5b . In this unfaulted image (Figure 5b ), seismic reflectors are more continuous across faults compared with those in the input seismic image (Figure 4a ). This unfaulted image can also be mapped back into the original space to obtain the input image fðxÞ ¼ gðwðxÞÞ using the mapping wðxÞ and another sinc interpolation. During the unfaulting, we observe that nondata areas are generated in the unfaulted image, as shown in the lower left of Figure 5b . These nondata areas will have no effects in building a subsurface model with the same size as the original seismic image because these nondata areas will not be used when mapping the models back to the original space. The samples in the nondata areas in the unfaulted space do not correspond to any samples in the original seismic image.
Flattening with unconformities
The unfaulting processing facilitates image flattening by removing the faulting in the seismic Figure 5 . The precomputed fault positions and fault slip vectors are used to compute (a) unfaulting shifts to remove the faulting in the seismic image and obtain (b) an unfaulted image. The unfaulting shifts are vectors, but only vertical components are displayed in color in (a).
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Wu image and providing an unfaulted image with continuous seismic reflectors across faults, as shown in Figure 5b . However, the unconformity in this unfaulted image (Figure 5b ) is still a challenge for a flattening method to compute an accurately flattened image. First, general orientation estimation methods (e.g., Van Vliet and Verbeek, 1995; Fomel, 2002) often cannot accurately estimate seismic reflector slopes near an unconformity where differently oriented reflectors meet. However, an accurate estimate of reflector slopes is necessary for a slope-based flattening method (e.g., Lomask et al., 2006; Parks, 2010; Wu and Hale, 2015b) to compute an accurately flattened image. Second, an unconformity represents a nondepositional or erosional surface with geologic age gaps, which requires a flattening method to generate vertically discontinuous gaps in a flattened image to correspond to the RGT discontinuities at the unconformity (Wheeler, 1958; Mallet, 2004; Stark, 2005a Stark, , 2006 .
To solve these problems caused by unconformities, we first need to extract unconformities from the seismic image and then use the computed unconformities as constraints to accurately estimate seismic reflector slopes and to preserve the discontinuities at the unconformities for image flattening. Extracting an unconformity from the original seismic image (Figure 4a ) with faults is difficult but is easier from the unfaulted image (Figure 5b) , in which the unconformity is continuous across faults. I therefore compute an unconformity likelihood image (Figure 6a ) from the unfaulted image using the method proposed by Wu and Hale (2015a) and then extract the unconformity surface (Figure 6b ) on the ridge of this likelihood image. Such an unconformity surface might also be extracted from the geometric attributes proposed by Van Hoek et al. (2010) . This extracted unconformity surface is then used as discontinuity constraints for a structure-tensor method (Van Vliet and Verbeek, 1995; Fehmers and Höcker, 2003) to accurately estimate seismic reflector slopes p 2 ðwÞ and p 3 ðwÞ in the inline and crossline directions, respectively, as discussed by Wu and Hale (2015a) .
To remove the folding in the unfaulted image, I vertically shear the image using shifts dðwÞ computed with a flattening method proposed by Parks (2010) . However, to generate discontinuous vertical shifts near unconformities, I use the precomputed unconformity likelihoods to weight the flattening equations as follows: 
where αðwÞ ¼ 1 − qðwÞ, and qðwÞ is the unconformity likelihood image as shown in Figure 6a ; ϵ 0 is a tiny constant number (ϵ 0 ¼ 0.001), and with this third equation, I expect the shifts to vary smoothly everywhere except at the unconformities.
By solving these equations, I compute the vertical flattening shifts dðwÞ in the unfaulted space w shown in Figure 7a . These shifts increase vertically and are smooth everywhere but are discontinuous at the unconformity, as expected. Using these computed vertical shifts, I then compute a mapping uðwÞ from the unfaulted space w ¼ ðw 1 ; w 2 ; w 3 Þ to the flattened space u ¼ ðu 1 ; u 2 ; u 3 Þ by
where w 1 represents vertical samples in time or depth in the unfaulted domain and u 1 represents vertical samples in RGT in the flattened domain. Because only the vertical shifts are applied in the flattening process, the inline and crossline coordinates are unchanged during the flattening. As discussed by Parks (2010) and Wu and Hale (2015b) , the vertical RGT axis u 1 ðwÞ computed with reflector slopes increases monotonically in the vertical direction. This means that we can compute a reverse mapping wðuÞ that converts coordinates from flattened space u into the unfaulted space w by using an inverse linear interpolation method. Theoretically, we can use the mappings uðwÞ and wðuÞ to compute a flattened image hðuÞ from the unfaulted image gðwÞ. However, if we apply the mapping uðwÞ to a uniformly sampled unfaulted image gðwÞ, we will obtain a flattened image ðhðuðwÞÞ ¼ gðwÞÞ that is irregularly sampled because uðwÞ are float coordinates. Therefore, Figure 6 . From the unfaulted seismic image (Figure 5b) , (a) an unconformity likelihood image is first computed, and (b) an unconformity surface is then extracted along the ridges of the likelihood image. Building 3D subsurface models IM25 we instead use the inverse mapping wðuÞ and 3D sinc interpolation to compute a uniformly sampled image hðuÞ ¼ gðwðuÞÞ in the flattened domain u. In this flattened image shown in Figure 7b , all seismic reflectors are flattened, the unconformity is represented as vertical gaps, and the channel is present on the horizontal slice. This flattened image hðuÞ can also be mapped back into the unfaulted space w to obtain the unfaulted image gðwÞ ¼ hðuðwÞÞ using the mapping uðwÞ and another sinc interpolation.
Using the unfaulting mapping xðwÞ and the flattening mapping wðuÞ, we can also convert the well logs, like the 12 density logs in Figure 2 , from the input space (Figure 2a) into the unfaulted and flattened space (Figure 2b ). These 12 well logs are directly extracted from the corresponding density model. Before the conversion the well logs using the mappings computed from the seismic image, we first need to tie these well logs to the seismic image using manual or automatic methods (e.g., Muñoz and Hale, 2015; Wu and Caumon, 2016) . The seismic well ties help to correlate the well-log values of some geologic layer with seismic reflectors that correspond to the same geologic layer. Therefore, the mappings computed from the seismic image can also be used to remove faulting and folding in the well logs to obtain unfaulted and flattened well logs (Figure 2b ). In these unfaulted and flattened well logs, well-log samples corresponding to the same geologic layer are horizontally aligned. The faults and the unconformity, which represent geologic layer discontinuities in the original space, generate displacements and gaps in the unfaulted and flattened well logs as shown in Figure 2a . After computing the unfaulted and flattened seismic image and well logs, I address next how to efficiently build a subsurface model that honors well-log measurements and conforms to seismic structures and stratigraphic features.
SUBSURFACE MODELING
Interpolating a subsurface model in the unfaulted and flattened space is straightforward because it requires only 2D horizontal interpolations to follow seismic structures such as horizons, faults, and unconformities. Stratigraphic features (such as channels) that are present on horizontal slices of an unfaulted and flattened seismic image can be used to guide the 2D interpolations. Therefore, I first compute a 3D model in the unfaulted and flattened space using a sequence of 2D stratigraphic feature-guided interpolations and then map the model back into the input space to obtain a subsurface model that conforms to seismic horizons, faults, unconformities, and stratigraphic features.
Stratigraphic feature-guided interpolation
Subsurface rock properties are often spatially anisotropic because they are generally more continuous along stratigraphic features than across these features. This indicates that a subsurface model should also conform to the stratigraphic features such as channels (Ruiu et al., 2015) . These stratigraphic features, like the channel in Figure 8a , are present on horizontal slices (Figure 8a ) of the unfaulted and flattened image (Figure 7b ). To build a 3D subsurface model in the unfaulted and flattened space, I use stratigraphic features of each seismic slice as a guidance to interpolate each horizontal slice of the model with the well-log properties. I compute these stratigraphic feature-guided 2D interpolations using the image-guided interpolation method proposed by Hale (2009a) .
In each 2D interpolation in the unfaulted and flattened space, such as the example in Figure 8 , we have a set of k known welllog values V ¼ fv 1 ; v 2 ; · · · ; v k g (v k ∈ R) that are spatially scattered at corresponding k known locations U ¼ fu 1 ; u 2 ; · · · ; u k g. With these known well-log sample values and positions, the image-guided interpolation method computes an interpolant that conforms to seismic stratigraphic features (channel in Figure 8a ) in two steps.
The first step is to solve the following eikonal equation (Hale, 2009a) ∇tðuÞ · DðuÞ∇tðuÞ ¼ 1; u ∈ = U;
where u represents 2D spatial coordinates u ¼ ðu 2 ; u 3 Þ within a horizontal slice of an unfaulted and flattened image ( Figure 8a) ; tðuÞ is a map of non-Euclidean distance (Hale, 2009a) from position u to the nearest known sample u k . A known sample u k is nearest to a point u only if the non-Euclidean distance tðuÞ is less than that for any other known sample point. The minimal-distance map tðuÞ is computed by solving the above anisotropic eikonal equation. The metric tensor field DðuÞ (Figure 8b) represents the coherence and orientation of the stratigraphic features in a seismic slice, and therefore it often provides anisotropic and spatially variant coefficients for the eikonal equation. As suggested by Hale (2010) , I choose the tensor field such that the non-Euclidean distance t between two points within the same stratigraphic feature is small, whereas the distance between two points in different stratigraphic features is much larger. In the next section, I will discuss in detail how to construct such a tensor field from a seismic amplitude slice (Figure 8a) .
In this first step, while computing the non-Euclidean distance map tðuÞ from each point u to the nearest known sample u k , I also compute a nearest-neighbor interpolant pðuÞ by simply recording the known value pðuÞ ¼ v k of the nearest sample. This nearestneighbor interpolant pðuÞ, together with the minimal distance map tðuÞ, is used in the next step of computing a blended neighbor interpolation qðuÞ (Hale, 2009a) qðuÞ − 1 2 ∇ · t 2 ðuÞDðuÞ∇qðuÞ ¼ pðuÞ:
The partial differential equation above represents a smoothing processing of the input nearest-neighbor interpolant pðuÞ. The smoothing is oriented by the tensor field DðuÞ, and the extent of smoothing is controlled by the distance map tðuÞ. Therefore, the output blended neighbor interpolant qðuÞ is just a smoothed version of the nearest-neighbor interpolant pðuÞ. At the known sample positions u k , no smoothing is performed because the distance map tðu k Þ ¼ 0, and the above equation 9 is qðu k Þ ¼ pðu k Þ ¼ v k . This means that the interpolated values at the known sample positions are exactly equal to the known values at these points.
Computing the tensor field
As discussed above, the metric tensor field DðuÞ is important in both steps to guide the interpolation. To compute a final interpolation qðuÞ that conforms to the seismic stratigraphic features, such as the one in Figure 8c , the tensor field DðuÞ should represent the coherence, orientation, and dimensionality of the stratigraphic features, as discussed by Hale (2009a) .
I construct such a tensor field DðuÞ from structure tensors SðuÞ (Van Vliet and Verbeek, 1995; Fehmers and Höcker, 2003) , which are smoothed outer products of image gradients S ¼ hgg ⊤ i s ;, where the column vector g represents seismic image gradient vector computed for each image sample. I efficiently compute the image gradients using recursive Gaussian derivative filters (Deriche, 1993; Van Vliet et al., 1998; Hale, 2006) with radius σ ¼ 1 (sample); h·i s denotes smoothing for each element of the outer product or structure tensor. This smoothing, often implemented as a Gaussian filter, helps to construct structure tensors with more stable estimations of orientations of image features.
For a 2D seismic image (Figure 8a ), a structure tensor, constructed for each image sample, is a symmetric positive-semidefinite 2 × 2 matrix with eigendecomposition
where λ a ðuÞ and λ b ðuÞ are the eigenvalues corresponding to eigenvectors aðuÞ and bðuÞ of SðuÞ. As discussed by Fehmers and Höcker (2003) , the eigenvectors aðuÞ and bðuÞ provide estimations of orientations of linear features in a 2D seismic image. If we label the eigenvalues λ a ðuÞ ≥ λ b ðuÞ ≥ 0, then the corresponding eigenvectors aðuÞ are perpendicular to locally linear features in an image, and the eigenvectors bðuÞ are parallel to such features. As discussed by Hale (2009b) , the eigenvalues λ a ðuÞ and λ b ðuÞ provide measures of isotropy and linearity of structures apparent in the seismic image. The linearity lðuÞ (1 ≥ lðuÞ ≥ 0) for each image sample can be computed by the following ratio of the eigenvalues (Hale, 2009b) :
Linearities are close to one for samples in areas with continuous and coherent stratigraphic features, but they are relatively smaller in the isotropic areas without linear features. Therefore, the linearity can be used to highlight linear stratigraphic features such as the channel in Figure 8a . Because the eigenvectors aðuÞ and bðuÞ of the structure tensors SðuÞ represent orientations of stratigraphic features, I construct the metric tensor field DðuÞ using the same eigenvectors but with different eigenvalues
I choose the eigenvalues μ a ðuÞ and μ b ðuÞ to construct a tensor field DðuÞ so that the non-Euclidean distance tðuÞ in equation 8 increases slowly in directions along the linear stratigraphic features, and it increases rapidly in directions perpendicular to the features. In areas with isotropic features, we should expect the distance tðuÞ to increase with the same speed in all directions. In Figure 8 , I compute the eigenvalues μ a ðuÞ and μ b ðuÞ for the tensor field DðuÞ by μ a ðuÞ¼ s a ðuÞ λ min þϵ 0 λ a ðuÞþϵ 0 ; and
where λ min ¼ min u fλ a ðuÞ; λ b ðuÞg. The parameter ϵ 0 is a small positive number and is used to avoid dividing by zero in equation 13. I use the scales s a ðuÞ ¼ ð1 − lðuÞÞ 4 in computing eigenvalues μ a ðuÞ to increase the anisotropy of the tensor field DðuÞ. Specifically, in areas (e.g., channel) with relatively high linearity lðuÞ ≈ 1, small scales s a ðuÞ yield small eigenvalues μ a ðuÞ, which make the nonEuclidean distances (computed by equation 8) increase rapidly along directions (eigenvectors a) perpendicular to the linear features.
The yellow ellipses in Figure 8b show some examples of the metric tensors DðuÞ that I compute for all image samples using equation 12. The major axis of each ellipse represents the direction along linear stratigraphic features, whereas the minor axis denotes the direction perpendicular to the features. For samples in which the image features are isotropic, the major axes of the ellipses are nearly equal to the minor axes, and the ellipses look like circles. Also, in directions along the longer radius of an ellipse, the non-Euclidean distance tðuÞ in equation 8 increases slowly, whereas it increases rapidly in directions along the shorter radius. Near the channel in Figure 8b , the major radii of the ellipses are much longer than the minor radii, and the major radii are aligned along the channel. This means that the non-Euclidean map tðuÞ computed using these metric tensors will increase slowly in directions along the channel but will increase rapidly in directions perpendicular to the channel.
With the 12 known density-log values (Figure 8a ) and the metric tensor field (Figure 8b ), I computed a 2D interpolated density image (Figure 8c) , which honors the known density values from well logs and also conforms to the stratigraphic features in the seismic slice. Similarly, I computed every horizontal slice (in vertical seismic scale) of the 3D density model in the unfaulted and flattened space in Figure 3a . I then use the mappings uðwÞ and wðxÞ to convert this density model (Figure 3a ) back into the original space and obtain a 3D subsurface model (Figures 3b and 9a ) that conforms to seismic faults, horizons, unconformities, and stratigraphic features. This subsurface model (Figure 9a) , computed with only 12 density logs, is consistent with the true density model (Figure 9b ).
APPLICATIONS
The first example I use to demonstrate the proposed methods is the freely available Teapot Dome data set, which includes a timemigrated 3D seismic image and hundreds of well logs. Before a time-migrated seismic image can be used to guide interpolation of well logs measured in depth, the vertical axis of the image must be first converted from two-way time to depth, or the well logs must be first tied in time to the seismic image. The vertical axis of the seismic image shown in Figure 10a is already converted to depth by using a time-to-depth conversion provided by Transform Software and Services (now a part of Drillinginfo).
Two groups of wells, called "shallow" and "deeper," are provided in the Teapot Dome data set, but I discarded all the shallow wells and only used the deeper ones in this paper because the shallow ones do not penetrate to the depths displayed in Figure 10a . I also discarded some deeper well logs containing obviously erroneous velocity values that are outside the range ½0.2; 20 km∕s. The velocity logs shown in Figure 10a have been converted to inline, crossline, and depth coordinates of the seismic image. The well-log samples are downsampled to be consistent with the seismic samples in depth by choosing the median well-log value within a depth window centered at each seismic depth sample.
To build a 3D velocity model from the seismic image and velocity logs shown in Figure 10a , I first converted the image and logs from the input space (Figure 10a ) into the unfaulted and flattened space (Figure 10b ) by using the unfaulting and flattening mappings computed from the seismic image. I then built a 3D velocity model in the unfaulted and flattened space (Figure 11a ) by computing a sequence of 2D stratigraphic feature-guided interpolations of the velocity log values within 2D seismic horizontal slices. The stratigraphic features used in the interpolation are computed from the horizontal slices of the unfaulted and flattened seismic image. I finally converted the interpolated 3D velocity model back into the input space and obtained a subsurface velocity model that conforms to seismic horizons and faults as shown in Figure 11b .
The second example ( Figure 12 ) is a subset of the Netherlands offshore F3 block acquired in the North Sea. This example is more complicated than the first one because of the multiple unconformities and faults including intersecting faults in the seismic image (Figure 12 ). A subsurface model computed with a limited number of horizons and faults may have difficulty following subsurface structures that are highly discontinuous near the unconformities and especially near the intensive faults. In this example, I first computed fault positions and fault slip vectors from the 3D seismic image (Figure 12a ). The colors displayed on the faults in Figure 12a represent fault throws, which are the vertical components of the slip vectors. I then used these fault positions and slip vectors to compute an unfaulting mapping that removed the faulting in the seismic image. I then automatically extracted the two unconformity surfaces from the unfaulted seismic image, but I displayed them as magenta curves in the original seismic image in Figure 12a . I finally used the unconformities computed in the unfaulted space as constraints to flatten the unfaulted seismic image and obtained the flattened image in Figure 12b . In this unfaulted and flattened image, the reflectors appear flat, the faulting is removed, and the two unconformities are represented as two vertical gaps, as denoted by the yellow arrows.
After computing an unfaulted and flattened image (Figure 12b ), the next step is to build a subsurface model in the unfaulted and flattened space. There is no well log measured within this subset of seismic data. I therefore created one synthetic density log and placed it at the center of the seismic image as shown in Figure 13a . In this case with only one well log, no interpolation is needed to build a model. I simply horizontally extended the density values away from the log to compute a density model in the unfaulted and flattened space in Figure 13a . I then converted this model back into the original space to obtain a 3D subsurface model that conforms to all the seismic horizons, faults, and unconformities, as shown in Figure 13b .
CONCLUSIONS I have proposed a three-step processing workflow to build a subsurface model that conforms to borehole measurements, seismic structures, and seismic stratigraphic features. The first step includes computing unfaulting and flattening mappings from a seismic image and using these mappings to convert the seismic image and well logs into unfaulted and flattened space. In this space, stratigraphic features are present on horizontal seismic slices, unconformities in the seismic image and well logs are represented as vertical gaps, and seismic reflectors and well-log measurements corresponding to the same geologic layers are horizontally aligned. The second step is to build a 3D model in the unfaulted and flattened space by computing a sequence of 2D stratigraphic feature-guided interpolations of well-log properties. The third step is to map the constructed 3D model from the unfaulted and flattened space back into the original space to obtain a 3D subsurface model that honors the seismic and borehole data.
In the first step, I computed the unfaulting and flattening mappings using fault slip vectors and seismic reflection slopes that are automatically estimated from the seismic image. Human interactions may be worthwhile for computing the mappings in complicated cases in which fault slips and seismic slopes might be difficult to estimate. I flattened a seismic image using only vertical shifts, which cannot flatten nonvertical deformations apparent in the seismic image. The unfaulting processing using vector shifts before flattening helps to remove some of the nonvertical deformations due to the nonvertical faults in the seismic image. However, vector flattening shifts would still be preferable to better flatten an unfaulted seismic image. Before the seismic unfaulting and flattening mappings can be used to convert well logs into the unfaulted and flattened space, these well logs must be tied to the seismic image, or the vertical axis of the seismic image is already converted to depth. In the second step, I used seismic stratigraphic features to guide 2D interpolations of well-log properties. Future work may be worthwhile to use more seismic amplitude features, such as seismic facies, to guide the interpolation. The image-guided interpolation method used in this step might be replaced by an anisotropic and spatially variant kriging method to compute an interpolant that conforms to the geostatistics of seismic facies. By computing 2D interpolations of horizontal slices in the vertical seismic scale, we are able to compute a subsurface model with the same resolution as the seismic data. A higher resolution model can be computed with 2D interpolations of vertically finer slices. Although these independent 2D horizontal interpolations can yield a vertically high-resolution model, a 3D interpolation might be still desirable to take into account vertical correlations of subsurface properties within different RGT but within the same sedimentary units.
Most of the computation time in this three-step process is spent in the first step of computing the Figure 12. (a) Faults, fault slip vectors, and unconformities (magenta curves) are first automatically computed from a real 3D seismic image, and then these are used to compute (b) an unfaulted and flattened image. In this unfaulted and flattened image, fault displacements are removed, reflectors are flattened, and unconformities are represented as vertical gaps (denoted by the yellow arrows). Figure 13 . (a) A 3D density model is first computed in the unfaulted and flattened space by horizontally extending density values away from the synthetic density log located at the center of the image. (b) This computed density image is then mapped back into the original space, and we obtain a density model that conforms to seismic horizons, faults, and unconformities. unfaulting and flattening mappings. The computational cost of this step depends on the complexity of seismic structures such as the number of faults and unconformities apparent in the seismic image. My implementation of the whole process requires less than 40 min to compute the 3D velocity model (401 × 357 × 161) in Figure 11b on an eight-core computer.
