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ABSTRACT 
Haptic technology provides the ability for a system to recreate the 
sense of touch to a human operator, and as such offers wide 
reaching advantages. The ability to interact with the human’s 
tactual modality introduces haptic human-machine interaction to 
replace or augment existing mediums such as visual and audible 
information. A distinct advantage of haptic human-machine 
interaction is the intrinsic bilateral nature, where information can 
be communicated in both directions simultaneously. This paper 
investigates the bilateral nature of the haptic interface in 
controlling the motion of a remote (or virtual) vehicle and 
presents the ability to provide an additional dimension of haptic 
information to the user over existing approaches [1-4]. The 3D 
virtual haptic cone offers the ability to not only provide the user 
with relevant haptic augmentation pertaining to the task at hand, 
as do existing approaches, however, to also simultaneously 
provide an intuitive indication of the current velocities being 
commanded. 
 
KEYWORDS: Haptic motion control, haptic mobile robot control, 
bilateral haptic robot control. 
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Haptically controlled mobile robotics has been discussed by 
several researchers in recent years [1-4, 9]. Our previous work [4] 
discusses the two main components in the haptic control of a 
mobile robot. The first component is responsible for the kinematic 
mapping between the haptic device and mobile robot so that the 
teleoperator has a method by which to control the motion of the 
robot. It is this component which is the major focus of this work. 
The second component is the relevant methodology for providing 
appropriate haptic augmentation to assist the operator in the 
performance of a particular task. These two components, Figure 1, 
are integral to the haptic control of a mobile robot and occur 
simultaneously on the same point in haptic space. As such, this 
necessitates that these components are not considered in isolation.  
 
Figure 1. Main components of the haptic teleoperation 
 
 
 
 
 
 
The design of both the haptic motion control strategy and the 
haptic augmentation cannot impede one another’s operation. This 
design constraint is also faced by [2-3], where the task-relevant 
haptic augmentation cannot diminish the teleoperator’s motion 
control process and similarly, motion control cannot adversely 
affect the augmentation process. Given this consideration, this 
work focuses on the development and evaluation of an improved 
3-D haptic motion control strategy, designed in such a way to 
work synergistically with existing augmentation methodologies 
[2-3, 9], ultimately providing the teleoperator with an additional 
dimension of haptic information. 
In the work presented by [1-3, 9], motion control is achieved 
through 2-D kinematic mapping of X, Y the displacements of the 
haptic device across a horizontal plane to linear and angular 
velocities of the rover. Haptic augmentation acts across this planar 
surface providing task relevant haptic information to the 
teleoperator. Therefore, under normal conditions, that is, in the 
absence of haptic augmentation, the haptic device moves freely 
across the 2D plane providing motion control inputs from the 
operator to the robot. The limitation of the 2-D approach is that 
given a robot velocity (dictated by an X, Y displacement of the 
haptic probe), it may prove difficult for the operator to return the 
robot to a zero motion state, being an X, Y position of (0,0). Even 
if the teleoperator were to have a mechanical aid to return the 
haptic device to a zero motion command state, such as a spring 
type system, this would interfere with the haptic augmentation 
provided to the user. In such an arrangement, a pertinent question 
to ask would be: how can the user infer if it is the haptic 
augmentation or mechanical aid indicating for them to move the 
haptic device in a certain direction? 
Given a 2-D approach, in order for the teleoperator to perform a 
zero motion command to the robot, the teleoperator must rely on 
their visual sense to infer the motion being commanded to the 
mobile robot. It becomes apparent that this may prove 
contradictory since the haptic component is introduced to utilise 
the teleoperator’s tactual sensory modality, however the operator 
is relying heavily on their visual sense in order to achieve such 
motion commands. The haptic cone control surface was 
developed to provide the operator with the ability to intuitively 
control the motion of the rover.  
 
Figure 2. Haptically enabled operator control station and OzBot 
MkIV within the virtual environment 
As the probe of the haptic device is moved across the virtually 
rendered surface, the robot is commanded with corresponding 
linear (V) and angular (ω) velocities, as depicted by Figure 3. This 
approach exploits the haptic attributes of the system in utilising a 
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vertical (Z) displacement for any commanded velocities. This 
approach also provides the teleoperator with the ability to achieve 
the zero velocity position, dictated by (0,0,0), independent of 
visual information. Importantly, using the 3D virtual haptic cone 
control surface, the user can infer the current velocities being 
commanded to the robot, while still having unimpeded motion 
across the cone surface. This is an essential requirement, as it 
provides the ability for task-relevant haptic augmentation to be 
introduced. This haptic augmentation acts across the surface 
without impeding in the motion control process. Furthermore, it is 
suggested that an experienced user would be able to use the 
current vertical displacement for any point on the conical surface 
as an intuitive indication of the current velocity commanded to the 
robot. Figure 2, depicts the prototype haptic operator control 
station and the OzBot MkIV mobile platform.  
The second haptic contribution to the discussed haptic 
teleoperation system is the task-relevant haptic augmentation 
provided to the teleoperator. This application-specific haptic 
augmentation acquires the relevant data and employs an 
appropriate augmentation methodology to assist the operator with 
the task at hand. The particular haptic augmentation is only 
considered in respects to the requirement for simultaneous 
operation with 3D virtual haptic cone motion control.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. 3-D Haptic cone control surface 
This research focuses on the absolute human control approach 
to teleoperation. In this implementation, the vehicle’s onboard 
autonomy is responsible for providing intelligent haptic cues to 
the teleoperator rather than direct intervention in the motion 
control process [4]. The cone strategy, provides a Z displacement 
for any allowed X and Y position, serving as an intuitive 
indication of the current commanded velocity.  
The 3D virtual haptic cone control surface is given by  
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where k1 and k2 scale v and ω relative to each other and k3 is a 
constant related to the slope of the cone. Therefore, when the 
teleoperator needs to perform a zero motion command, this can be 
achieved independent of visual information by following the 
geometry of the cone surface to its origin. When no haptic force 
augmentation is being applied, the teleoperator’s manipulation of 
the haptic probe is unconstrained across the conical control 
surface, meeting the requirement that this approach does not 
impede the implemented haptic augmentation. 
The performance of the presented approach with respects to the 
2D planar approach is presented in Figure 4. Using the 2D 
approach the Maximum overshoot in the V direction was 15.9% 
of Max V and the Maximum overshoot in the direction 13.1% of 
Max ω. Using the 3D virtual haptic cone the Maximum 
overshoots were significantly lower in the V direction at 5.7% of 
max V and in the ω direction 5.2% of max ω. Using 2D the planar 
approach the average % Max overshoot in the V direction was 
1.84 and in the ω direction the % Max overshoot was 0.29%. 
 
Figure 4. Experimental Results for the 2D vs 3D approach 
Again the 3D approach achieved a performance of an average 
% Max overshoot in the V direction was 0.67% and in the ω 
direction the average % Max overshoot was -0.56%, indicating 
that on average the operator did not overshoot at all in the ω 
direction. The average time taken to achieve the zero motion 
command state using the 3D virtual haptic cone was 2.1 seconds, 
while for the 2D planar approach the average time was far greater 
at 7.1 seconds. It becomes obvious that the 3D approach is of 
great benefit in reducing the time taken to achieve a zero motion 
command state 
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