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ABSTRACT
This work presents a new spectrum sharing mechanism for device-to-device
communication systems. First, a K-user interference channel is considered and
a sufficient condition under which using Gaussian codebooks at the sources and
treating interference as noise at the destinations is information-theoretically op-
timal is derived. Afterwards, the notion of information-theoretic independent sets
(in short, ITIS) is defined which denotes the subsets of users in a wireless net-
work with n source-destination pairs inside each of which treating interference
as noise is optimal. Then, the novel spectrum sharing mechanism of information-
theoretic link scheduling (in short, ITLinQ) is proposed which at each time sched-
ules the users that form an ITIS. Furthermore, a distributed way of implement-
ing ITLinQ is presented and it is shown, through numerical analysis, to outper-
form similar state-of-the-art spectrum sharing mechanisms such as FlashLinQ.
Finally, the impact of network topology is studied in wireless networks where
there is no channel state information at the transmitters using more sophisti-
cated transmission schemes.
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CHAPTER 1
INTRODUCTION
Device-to-device (D2D) communication is expected to play a fundamental
role in next generation wireless systems. This type of communication bypasses
the main base station of the network and allows nearby devices to communi-
cate directly. D2D communication has been shown to provide significant im-
provement in resource utilization of the wireless networks which leads to an
enhancement in system performance (see, e.g. [1, 2]). It has many broad appli-
cations ranging from proximity-based services (such as Internet of Things) to
on-demand video caching networks and underlay to cellular networks (see, e.g.
[3, 4, 5, 6, 7, 8]).
However, given the increasing traffic volume in wireless networks, the main
bottleneck in these networks is the issue of interference. To date, the interference
management mechanisms can be categorized into two major classes. The first
type of approaches are fully-coordinated approaches relying on advanced phys-
ical layer mechanisms such as interference alignment [9, 10]. On the other hand,
the second type of approaches includes fully-distributed WiFi-type mechanisms
(such as CSMA/CA). Both of these types of approaches have drawbacks in the
sense that the first class of approaches are hard to be implemented in practice
since they need very high levels of centralization and coordination among wire-
less nodes, whereas the approaches of the second type experience performance
degradation with increasing number of users.
This motivates an alternative interference management strategy in which in
a system of multiple users (i.e., source-destination pairs), a subset of users with
sufficiently low level of interference among them is selected and the users in
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that subset are scheduled to transmit at the same time. Such a subset is called
an independent set. In fact, the independent set scheduling scheme is a scheme in
which two users are considered to be non-interfering if the interference that
they cause on each other is below a certain threshold (see, e.g. [11, 12, 13, 14, 15]
and the protocol model in [16]). The problem with such a scheme is that the
threshold is fixed at a certain value (often at noise level) which does not capture
various parameters of the network, in particular the strength of direct desired
signals and also the number of users.
To overcome these issues, a more recent spectrum sharing approach, called
FlashLinQ [17], has been proposed which modifies the criteria of finding an
independent set and maintains its promising performance for a large number
of users while needing a low level of coordination among the wireless nodes.
In a system of multiple users, FlashLinQ first orders the users according to a
random priority list. Then, starting from the higher priority users, each user
is scheduled to transmit if it does not receive/cause much interference from/at
higher priority users. This way, FlashLinQ forms an independent subset of the
users by considering the metric of signal-to-interference ratio (SIR). This subset
is formed in a distributed way which makes the scheme suitable to be imple-
mented in practice.
Therefore, both the regular independent set scheduling and the FlashLinQ
schemes intend to find subsets of users with sufficiently low levels of interfer-
ence. A natural question that comes to mind is: What is a theoretically-justified
criteria to find such a subset?
In this work, we propose an answer to this question. We focus on the subsets
of the users inside which treating interference as noise is information-theoretically
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optimal. This requires the derivation of a sufficient condition under which treat-
ing interference as noise (in short, TIN) is optimal. To this end, we first consider
an interference channel comprising multiple source-destination pairs. Then we
focus on the simple scheme of power control and using Gaussian codebooks
at the transmitters (i.e., sources) and treating interference as noise at the re-
ceivers (i.e., destinations), and we derive a condition under which this scheme
can achieve the whole capacity region of the network to within a constant gap.
After characterizing this condition, we call the subsets of users which sat-
isfy this condition information-theoretic independent subsets (in short, ITIS). This
introduces a refinement to the aforementioned regular notion of independent
sets. Based on this concept, we propose our novel spectrum sharing mechanism
which we call information-theoretic link scheduling (in short, ITLinQ). This scheme
simply schedules the users inside an ITIS to transmit data while they share the
same time and frequency resource. To assess the performance of this scheme,
we first perform a capacity analysis of ITLinQ and show that it can achieve a
certain fraction of the capacity region of the whole network (to within a gap) in
a specific network model. Moreover, we present a way of implementing ITLinQ
in a distributed fashion in which the nodes gain the required channel state infor-
mation through a careful two-phase signaling mechanism. We will also show,
through numerical analysis, that the distributed ITLinQ scheme can achieve a
sum-rate gain of over 110% with respect to FlashLinQ.
Finally, as an extension to the treating interference as noise scheme, we study
the impact of topology on partially-connected interference networks where
there is no channel state information at the transmitters (referred to as no CSIT).
We develop several linear-algebraic and graph-theoretic outer and inner bounds
3
on the symmetric degrees-of-freedom (DoF) of these networks. We also evalu-
ate our bounds for two classes of networks to show their tightness for most
networks in these categories and also to quantify the gain of our inner bounds
over benchmark interference management strategies.
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CHAPTER 2
STUDYING THE OPTIMALITY OF TREATING INTERFERENCE AS
NOISE IN INTERFERENCE CHANNELS
In this chapter, we consider K-user fully-connected fully-asymmetric Gaus-
sian interference channels and present a general condition under which treating
interference as noise (in short, TIN) is information-theoretically optimal. In fact,
we will show that under this condition, TIN can achieve the whole generalized
degrees-of-freedom (GDoF) region of the network (corresponding to the high-
SNR regime) and can also achieve the entire capacity region of the network to
within a constant gap (corresponding to the finite-SNR regime). As an exten-
sion, we will also characterize the entire GDoF region that TIN is able to achieve
for any set of channel gain values.1
2.1 System Model and Preliminaries
As our starting point, consider the canonical model of a fully-asymmetric K-
user wireless interference channel, with the input-output relationship
Yk(t) =
K∑
i=1
hkiX˜i(t) + Zk(t), ∀k ∈ {1, 2, ...,K}, (2.1)
where at each time index t, X˜i(t) is the transmitted symbol of transmitter i, Yk(t)
is the received signal of receiver k, hki is the complex channel gain value from
transmitter i to receiver k, and Zk(t) ∼ CN(0, 1) is the additive white Gaussian
noise (AWGN) at receiver k. All the symbols are complex. Each transmitter i is
subject to the power constraint E[|X˜i(t)|2] ≤ Pi.
1The remaining portion of the chapter is mainly taken from [18, 19], coauthored by the author
of this thesis.
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We will translate the standard channel model (2.1) into an equivalent nor-
malized form that is more conducive for GDoF studies. We define the signal-to-
noise ratio (SNR) of user i and interference-to-noise ratio (INR) of transmitter i
at receiver k as follows2.
SNRi , max(1, |hii|2Pi), INRki , max(1, |hki|2Pi), i , k, i, k ∈ {1, 2, ...,K}. (2.2)
As in [20], for the GDoF metric, we preserve the ratios of different signal
strengths in dB scale as all SNRs approach infinity. To this end, taking P > 1 as
a nominal power value, we define
αii ,
log SNRi
log P
, αki ,
log INRki
log P
, i , k, i, k ∈ {1, 2, ...,K}, (2.3)
implying that for each user i, SNRi = Pαii and for any two distinct users i, k,
INRki = Pαki .
Now according to (2.2) and (2.3), we can represent the original channel
model in (2.1) in the following form,
Yk(t) =
K∑
i=1
√
Pαkie jθkiXi(t) + Zk(t), ∀k ∈ {1, 2, ...,K}. (2.4)
In this equivalent channel model, Xi(t) = X˜i(t)/
√
Pi is the transmit symbol
of transmitter i, and the power constraint for each transmitter is normalized to
unity; i.e., E[|Xi(t)|2] ≤ 1, ∀i ∈ {1, 2, ...,K}. The transmit power in the original
channel model is absorbed in the channel coefficients, so that
√
Pαki and θki are
the magnitude and the phase, respectively, of the channel between transmitter
i and receiver k, ∀i, k ∈ {1, 2, ...,K}. We will call the exponent αki the channel
2It is not difficult to verify that assigning a value of 1 to SNR’s and INR’s that are less than 1,
or equivalently, assigning a 0 value to αi j that might otherwise be negative, is only a matter of
convenience, and has no impact on the GDoF or the constant gap result.
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strength level of the link between transmitter i and receiver k. In the rest of this
chapter, we will only consider the equivalent channel model in (2.4).
Since this is a K-user interference channel, transmitter i has message Wi in-
tended for receiver i, and the messages Wi are independent, ∀i ∈ {1, 2, ...,K}. We
denote the size of the message set of user i by |Wi|. For codewords spanning n
channel uses, the rates Ri =
log |Wi |
n , i ∈ {1, 2, · · · ,K}, are achievable if the proba-
bility of error at all the receivers can be made arbitrarily small as n approaches
infinity. The channel capacity region C is the closure of the set of all achievable
rate tuples. Collecting the channel strength levels and phases in the sets
α , {αki}, θ , {θki}, ∀i, k ∈ {1, 2, ...,K}, (2.5)
the capacity region is a function of α, θ, P, and is denoted as C(P, α, θ).
2.1.1 Generalized Degrees of Freedom
The GDoF region of the K-user interference channel as represented in (2.4) is
defined as
D(α, θ) ,
{
(d1, d2, ..., dK) : di = lim
P→∞
Ri
log P
,
∀i ∈ {1, 2, ...,K}, (R1,R2, ...,RK) ∈ C(P, α, θ)
}
.
In general, the channel capacity (GDoF) region of complex Gaussian interfer-
ence channel may depend on both the channel strength levels α, and the channel
phases θ. However, the capacity (GDoF) inner and outer bounds that we present
in this chapter depend only on the channel strength levels α. As such, our results
hold regardless of whether or not the channel phase information is available to
the transmitters.
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2.1.2 Capacity Region within a Constant Gap
Following the same definition as in [20] and [21], an achievable region is said
to be within x bits of the capacity region if for any rate tuple (R1,R2, ...,RK) on
the boundary of the achievable region, the rate tuple (R1 + x,R2 + x, ...,RK + x) is
outside the channel capacity region.
2.1.3 Achievable Rate Region of TIN Scheme
In the TIN scheme, transmitter i uses a transmit power of Pri , ri ≤ 0 and each
receiver treats all the incoming interference as noise, so that the SINR at receiver
i is given by
SINRi =
Pαii × Pri
1 +
∑
j,i Pαi j × Pr j .
This implies that the rate achieved by user i through TIN is equal to
Ri = log(1 + SINRi) = log
(
1 +
Pαii+ri
1 +
∑
j,i Pαi j+r j
)
, (2.6)
and therefore, the generalized degrees-of-freedom (GDoF) achieved by user i
equals
di = max{0, αii + ri −max{0,max
j: j,i
(αi j + r j)}}. (2.7)
The achievable GDoF region through TIN, which we denote by P∗, is the set
of all K-tuples (d1, ..., dK) for which there exist ri’s, ri ≤ 0, i ∈ {1, ...,K}, such that
(2.7) holds for all i ∈ {1, ...,K}.
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2.2 Condition for Optimality of TIN
The main result of this section is the following theorem, which introduces a
condition under which TIN is GDoF-optimal.
Theorem 2.1. In a K-user interference channel, where the channel strength level from
transmitter i to receiver j is equal to α ji, ∀i, j ∈ {1, ...,K}, if the following condition is
satisfied
αii ≥ max
j: j,i
{α ji} + max
k:k,i
{αik}, ∀i, j, k ∈ {1, 2, ...K}, (2.8)
then power control and treating interference as noise can achieve the whole GDoF re-
gion. Moreover, the GDoF region is the set of all K-tuples (d1, d2, ..., dK) satisfying
0 ≤ di ≤ αii, ∀i ∈ {1, ...,K} (2.9)
m∑
j=1
di j ≤
m∑
j=1
(αi ji j − αi j−1i j), ∀(i0, i1, ..., im) ∈ ΠK , ∀m ∈ {2, 3, ...K}, (2.10)
where ΠK is the set of all possible cyclic sequences of all subsets of {1, ...,K}, and the
modulo-m arithmetic is implicitly used on the user indices, e.g., im = i0.
Remark. Condition (2.8) can be stated in words as — for each user the desired
signal strength is no less than the sum of the strengths of the strongest interference from
this user and the strongest interference to this user (all values in dB scale). Theorem
2.1 claims that under this condition, TIN is GDoF-optimal.
Remark. Both the condition (2.8) and the GDoF region specified by (2.9)-(2.10)
display a natural duality in the sense that they are both unchanged if the roles
of the transmitters and receivers are switched, i.e., if all αi j values are switched
with α ji values. In other words, for the same channel strengths, if we consider
the reciprocal network (in the same sense as a multiple access channel being
the reciprocal of a broadcast channel), then again under condition (2.8), TIN
9
is GDoF-optimal, and the GDoF region is the same as in the original network.
Such a duality holds also for the entire TIN region P∗, and a similar duality
relationship for the symmetric rate has been observed in [22].
Example 1. To interpret the results in Theorem 2.1, we derive and plot the
GDoF region for a 3-user network in which the condition (2.8) is satisfied. Con-
sider the 3-user network in Fig. 2.1(a). In this network, the channel strength
ࢀ૛
ࢀ૜
ࡾ૛
ࡾ૜
ࢀ૚ ࡾ૚
2
1
0.5
0.1
1
0.5
1.5
0.2
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(a) (b)
Figure 2.1: (a) A 3-user interference channel, where the value on each link
is equal to its channel strength level, and (b) The GDoF re-
gion of this network, which is a convex polyhedron and can
be achieved by TIN.
level between transmitter i and receiver j, α ji, is shown on the correspond-
ing link, ∀i, j ∈ {1, 2, 3}. For the case of K = 3, ΠK = {(1, 2), (1, 3), (2, 3),
(1, 2, 3), (1, 3, 2)}. According to Theorem 2.1, the GDoF region is the set of all
(d1, d2, d3) satisfying
0 ≤ d1 ≤ 2
0 ≤ d2 ≤ 1
0 ≤ d3 ≤ 1.5
d1 + d2 ≤ 2.3
d1 + d3 ≤ 2.4
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d2 + d3 ≤ 1.5
d1 + d2 + d3 ≤ 3.7
d1 + d2 + d3 ≤ 2.5,
which is depicted in Fig. 2.1(b). Recall that the condition (2.8) is satisfied in the
network of Fig. 2.1(a) for all users i ∈ {1, 2, 3}. Therefore, Theorem 2.1 implies
that TIN achieves the entire GDoF region of this network. 4
We prove Theorem 2.1 through the following steps. We first show that under
the condition stated in (2.8), the achievable GDoF region of TIN simplifies into a
polyhedral region. We study the polyhedral TIN region in some detail to under-
stand its structure. In particular, we show that the polyhedral TIN region can be
characterized by checking the existence of a potential function for an induced
fully-connected directed graph, with nodes representing the source-destination
pairs in the original interference channel (with the addition of a “ground” node)
and a specific assignment of lengths to the arcs of the graph. Afterwards, we
derive a dual characterization of the polyhedral TIN region and use the outer
bounds developed in [21] to prove the optimality of polyhedral TIN, hence TIN,
whenever condition (2.8) holds.
2.2.1 Polyhedral Relaxation of TIN
In the first step toward proving Theorem 2.1, we introduce a polyhedral ver-
sion of the TIN scheme. Ignoring the first max{0, ...} term in (2.7) changes the
scheme to a relaxed version, which we call the polyhedral TIN scheme. With this
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modification, the GDoF achieved by user i will be
di = αii + ri −max{0,max
j: j,i
(αi j + r j)}, (2.11)
and we denote the achievable GDoF region via polyhedral TIN by P.
In general, comparing (2.7) and (2.11) shows that this modification can only
shrink the achievable GDoF region of TIN. However, as we will show in the
following, under the condition (2.8), the above relaxation incurs no loss in the
GDoF region of TIN. In other words, when the condition (2.8) is satisfied, the TIN
region P∗ is equal to the polyhedral TIN region P. From (2.11), the polyhedral TIN
region P can be characterized by a number of linear inequalities, which, as we
will see, significantly contributes to understanding the TIN region P∗. In fact,
P is the set of all K-tuples (d1, ..., dK) for which there exist ri’s, i ∈ {1, ...,K}, such
that
ri ≤ 0, ∀i ∈ {1, ...,K}
di ≤ αii + ri ⇔ ri ≥ di − αii, ∀i ∈ {1, ...,K}
di ≤ αii + ri − (αi j + r j)⇔ ri − r j ≥ αi j + (di − αii), ∀i, j ∈ {1, ...,K}, i , j.
As we will show, the region P can be fully characterized by (2.9)-(2.10).
Moreover, as demonstrated in Example 1, the region P is a polyhedron, which
is why the scheme is called polyhedral TIN. Note in general it is obvious that
P ⊆ P∗, because TIN performs no worse than polyhedral TIN.
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2.2.2 Dual Characterization of Polyhedral TIN Region via Po-
tential Functions
Equipped with the aforementioned description of polyhedral TIN, we now
characterize the polyhedral TIN region P for general channel strength levels.
As mentioned earlier, (d1, d2, ..., dK) ∈ P if and only if there exist ri’s, i ∈ {1, ...,K},
satisfying
ri ≤ 0, ∀i ∈ {1, ...,K} (2.12)
ri ≥ di − αii, ∀i ∈ {1, ...,K} (2.13)
ri − r j ≥ αi j + (di − αii), ∀i, j ∈ {1, ...,K}, i , j. (2.14)
Now, we define a directed graph D = (V, A), as shown in Fig. 2.2(a), where
V = {v1, ..., vK , u}
A = A1 ∪ A2 ∪ A3
A1 = {(vi, v j) : i, j ∈ {1, ...,K}, i , j}
A2 = {(vi, u) : i ∈ {1, ...,K}}
A3 = {(u, vi) : i ∈ {1, ...,K}},
and we assign a length l(a) to every arc a ∈ A as follows.
l(vi, v j) = αii − di − αi j
l(vi, u) = αii − di
l(u, vi) = 0.
As an example, the corresponding directed graph D for Example 1 is drawn
in Fig. 2.2(b). Evidently, this is a fully-connected directed graph, in which the
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(b)
Figure 2.2: (a) The directed graph D in which the green, blue and red arcs
belong to A1, A2 and A3, respectively. For simplicity, only some
parts of the edges are shown in this figure. (b) The correspond-
ing directed graph D for Example 1.
length of each arc depends on the channel strength levels and the GDoFs we
intend to achieve. This careful assignment of the lengths to the arcs of this graph
allows us to use the following lemma.
Lemma 2.1. If P denotes the polyhedral TIN region of a K-user interference channel,
then (d1, ..., dK) ∈ P if and only if there exists a valid potential function for the graph D.
Proof of Lemma 2.1. By definition [23], a function p : V → R is called a potential
if for every two nodes a, b ∈ V such that (a, b) ∈ A, l(a, b) ≥ p(b) − p(a). These
inequalities only depend on the difference between potential function values.
Therefore, without loss of generality, if there exists a valid potential function
for the graph, we can make one node, say node u, ground; i.e., p(u) = 0. Letting
ri := p(vi), the potential function values should satisfy the following conditions.
αii − di − αi j ≥ r j − ri, ∀i, j ∈ {1, ...,K}, i , j (2.15)
αii − di ≥ −ri, ∀i ∈ {1, ...,K} (2.16)
0 ≥ ri, ∀i ∈ {1, ...,K}. (2.17)
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The above inequalities exactly match the ones in (2.12)-(2.14). This completes
the proof. 
Next, we invoke the potential theorem of [23], re-stated below, to complete
the characterization of the polyhedral TIN region, P.
Potential Theorem [Theorem 8.2 of [23]]: There exists a potential function for a
directed graph D if and only if each directed circuit in D has nonnegative length.
Combining Lemma 2.1 and the potential theorem, we conclude that
(d1, ..., dK) ∈ P if and only if each directed circuit in the graph D has nonnega-
tive length. Therefore, it just remains to interpret the conditions of nonnegative
length for the circuits.
We can categorize the circuits of D in three classes:
• Circuits in the form of (u, vi, u). For these circuits, we have
αii − di ≥ 0⇔ di ≤ αii. (2.18)
• Circuits in the form of (vi0 , vi1 , ..., vim), where i0 = im, or in other words, the
circuits which do not include node u. For these circuits, the nonnegative
length condition will be
m−1∑
j=0
(αi ji j − di j − αi ji j+1) ≥ 0⇔
m−1∑
j=0
di j ≤
m−1∑
j=0
(αi ji j − αi ji j+1)
(a)⇔
m∑
j=1
di j ≤
m∑
j=1
(αi ji j − αi j−1i j).
(2.19)
where in step (a) we just reorder the terms in the right hand side and recall
that im = i0.
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• Circuits in the form of (u, vi1 , ..., vim , u), where m > 1. For these circuits, the
following inequality should hold.
m−1∑
j=1
(αi ji j − di j − αi ji j+1) + (αimim − dim) ≥ 0. (2.20)
Since αimi1 ≥ 0, we have αimim − dim ≥ αimim − dim − αimi1 . Therefore, given the
conditions (2.19), the conditions in this class of circuits are redundant.
Consequently, we will end up with the conditions (2.18)-(2.19), which co-
incide accurately with the conditions (2.9)-(2.10), except for the non-negativity
constraint on di’s, which is needed for the generalized degrees-of-freedom to be
meaningful. This directly leads us to the following theorem which characterizes
the polyhedral TIN region P for general channel strength levels.
Theorem 2.2. The GDoF region achieved through polyhedral TIN, denoted by P, is the
set of all K-tuples (d1, d2, ..., dK) satisfying
0 ≤ di ≤ αii, ∀i ∈ {1, ...,K} (2.21)
m∑
j=1
di j ≤
m∑
j=1
(αi ji j − αi j−1i j), ∀(i0, i1, ..., im) ∈ ΠK , ∀m ∈ {2, 3, ...K}, (2.22)
where ΠK is the set of all possible cyclic sequences of all subsets of {1, ...,K}, and the
modulo-m arithmetic is implicitly used on the user indices, e.g., im = i0.
Now, we are at a stage to complete the proof of Theorem 2.1.
2.2.3 Proof of Theorem 2.1
To prove Theorem 2.1, we show that under the condition (2.8), the polyhedral
TIN region P coincides with the GDoF region outer bound, therefore establish-
ing the optimality of TIN under (2.8) and proving Theorem 2.1. Note that from
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Theorem 2.2, the region (2.9)-(2.10) is exactly equal to the polyhedral TIN region
P and therefore this GDoF region can be achieved by TIN. Therefore, we only
need to prove the outer bounds on the GDoF region.
In order to prove the converse, we use the outer bounds presented in [21]
for cyclic Gaussian interference channels. In [21], the authors investigate an
interesting K-user cyclic Gaussian interference channel, where the k-th user only
interferes with the (k−1)-th user (mod K) as shown in Fig. 2.3. For completeness,
let us re-state the key result of [21] that we need to complete the proof.
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Figure 2.3: K-user cyclic interference channel.
For the K-user cyclic Gaussian interference channel, if we denote the channel
gain between transmitter i and receiver j as h j,i and assume that each transmitter
i is subject to the power constraint Pi and the additive white Gaussian noise
(AWGN) at each receiver follows the distribution CN(0, σ2), then we define the
signal-to-noise and interference-to-noise ratios for each user as follows
SNRi =
|hi,i|2Pi
σ2
, INRi =
|hi−1,i|2Pi
σ2
, ∀i ∈ {1, 2, ...,K},
where modulo arithmetic is used on the user indices. The K-user cyclic Gaus-
sian interference channel is in the weak interference regime if
INRi ≤ SNRi ∀i ∈ {1, 2, ...,K}.
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The following theorem gives the channel capacity outer bounds for this K-
user cyclic channel in the weak interference regime.
Theorem 2.3. (Theorem 2 in [21])3 For the K-user cyclic Gaussian interference chan-
nel in the weak interference regime, the capacity region is included in the set of rate
tuples (R1,R2, ...,RK) such that
Ri ≤ λi, (2.23)
m+l−1∑
j=m
R j ≤ min
{
γm +
m+l−2∑
j=m+1
κ j + βm+l−1, µm +
m+l−2∑
j=m
κ j + βm+l−1
}
, (2.24)
K∑
j=1
R j ≤ min
{ K∑
j=1
κ j, ρ1, ρ2, ..., ρK
}
, (2.25)
K∑
j=1
R j + Ri ≤ βi + γi +
K∑
j=1, j,i
κ j, (2.26)
where i,m ∈ {1, 2, ...,K}, l ∈ {2, 3, ...,K − 1}, and
κi = log
(
1 + INRi+1 +
SNRi
1 + INRi
)
βi = log
(
1 + SNRi
1 + INRi
)
γi = log(1 + INRi+1 + SNRi)
λi = log(1 + SNRi)
µi = log(1 + INRi)
ρi = βi−1 + γi +
K∑
j=1, j<{i,i−1}
κ j.
Equipped with Theorem 2.3, we can now prove the converse for Theorem
2.1. The individual bounds (2.9) follow directly from the inequalities (2.23). In
fact, from (2.23) we have
di = lim
P→∞
Ri
log P
≤ lim
P→∞
log(1 + Pαii)
log P
= αii,
3There is a minor change of notation compared to [21] in order to avoid confusion with the
notations in this chapter.
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for any i ∈ {1, 2, ...,K}. Also, the cyclic outer bounds (2.10) follow from the outer
bounds (2.25) under the condition (2.8). Under this condition, for any cycle
(i0, i1, ..., im) ∈ ΠK we have
lim
P→∞
∑m
j=1 κi j
log P
= lim
P→∞
∑m
j=1 log
(
1 + Pαi ji j+1 + P
αi ji j
1+P
αi j−1i j
)
log P
=
m∑
j=1
max{0, αi ji j+1 , αi ji j − αi j−1i j}
=
m∑
j=1
(αi ji j − αi j−1i j), (2.27)
and it follows that for any k ∈ {1, 2, ...,m},
lim
P→∞
ρik
log P
= lim
P→∞
βik−1 + γik +
∑m
j=1, j<{k,k−1} κi j
log P
= lim
P→∞
log
(
1+Pαik−1ik−1
1+Pαik−2ik−1
)
+ log(1 + Pαik ik+1 + Pαik ik )
log P
+
m∑
j=1, j<{k,k−1}
(αi ji j − αi j−1i j)
= (αik−1ik−1 − αik−2ik−1) + αikik +
m∑
j=1, j<{k,k−1}
(αi ji j − αi j−1i j)
= αikik +
m∑
j=1, j<{k}
(αi ji j − αi j−1i j). (2.28)
Therefore, comparing (2.27) and (2.28) implies that under the condition (2.8),
we have
lim
P→∞
∑m
j=1 κi j
log P
≤ lim
P→∞
ρik
log P
, ∀k ∈ {1, 2, ...,m},
and then the outer bound (2.25) implies that
m∑
j=1
di j ≤ limP→∞
∑m
j=1 κi j
log P
=
m∑
j=1
(αi ji j − αi j−1i j),
for any cycle (i0, i1, ..., im) ∈ ΠK . This completes the outer bound.
Note that as we explained before, when the condition (2.8) is satisfied, the
TIN region P∗ is equal to the polyhedral TIN region P, which is a convex poly-
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hedron as shown in Theorem 2.2. This means that in this regime, time-sharing
cannot help enlarge the GDoF achievable region via TIN.
2.3 Constant Gap to Capacity
In this section, we show that when condition (2.8) holds, so that TIN is GDoF-
optimal, we can apply the insight gained in the GDoF study to prove that TIN
can also achieve the whole channel capacity region to within a constant gap at
any finite SNR. The main result of this section is mentioned in the following
theorem.
Theorem 2.4. In a K-user interference channel, where the channel strength level be-
tween transmitter i and receiver j is α ji, if condition (2.8) holds, then TIN can achieve
to within log2(3K) bits of the capacity region.
Proof. (Converse) Using Theorem 2.3, we obtain the following outer bounds.
Ri ≤ log2(1 + Pαii), ∀i ∈ {1, 2, ...,K} (2.29)
m∑
j=1
Ri j ≤
m∑
j=1
log2(1 + P
αi ji j+1 +
Pαi ji j
1 + Pαi j−1i j
), ∀(i0, i1, ..., im) ∈ ΠK , ∀m ∈ {2, 3, ...K}.
(2.30)
Since P > 1, it follows that
Ri ≤ log2(1 + Pαii) ≤ αii log2 P + 1, ∀i ∈ {1, 2, ...,K} (2.31)
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m∑
j=1
Ri j ≤
m∑
j=1
log2(1 + P
αi ji j+1 +
Pαi ji j
1 + Pαi j−1i j
)
<
m∑
j=1
log2(1 + P
αi ji j+1 +
Pαi ji j
Pαi j−1i j
)
=
m∑
j=1
log2(
Pαi j−1i j + Pαi ji j+1+αi j−1i j + Pαi ji j
Pαi j−1i j
)
≤
m∑
j=1
log2(
3Pαi ji j
Pαi j−1i j
)
=
m∑
j=1
[(αi ji j − αi j−1i j) log2 P + log2 3],
(2.32)
for all cycles (i0, i1, ..., im) ∈ ΠK , ∀m ∈ {2, 3, ...K}.
(Achievability) Consider the power control and TIN scheme, where the
power allocated to each transmitter is equal to Pri (ri ≤ 0, ∀i ∈ {1, 2, ...,K}), and
the achievable rate for each user is
Ri,TIN = log2(1 +
Pri+αii
1 +
∑
j,i Pr j+αi j
). (2.33)
From the proof of Theorem 2.1, we know that under the condition (2.8), if
di’s satisfy (2.9) and (2.10), then there exist ri’s such that
ri + αii −max
j,i
{0, r j + αi j} = di, ∀i, j ∈ {1, 2, ...,K} (2.34)
ri ≤ 0, ∀i ∈ {1, 2, ...,K}. (2.35)
Therefore, we can write
Ri,TIN = log2(1 +
Pri+αii
1 +
∑
j,i Pr j+αi j
)
≥ log2(
Pri+αii
P0 +
∑
j,i Pr j+αi j
)
≥ log2(
Pri+αii
KPri+αii−di
)
=di log2 P + log2(
1
K
).
(2.36)
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In other words, when di’s satisfy (2.9) and (2.10), the rates in (2.36) are always
achievable by TIN, ∀i ∈ {1, ...,K}. Therefore, the achievable rate region by TIN
includes the rate tuples (R1,TIN,R2,TIN, ...,RK,TIN) satisfying
Ri,TIN ≤ αii log2 P + log2(
1
K
) ∀i ∈ {1, 2, ...,K} (2.37)
m∑
j=1
Ri j,TIN =
m∑
j=1
[di j log2 P + log2(
1
K
)]
≤
m∑
j=1
[(αi ji j − αi j−1i j) log2 P + log2(
1
K
)], (2.38)
for all cycles (i0, i1, ..., im) ∈ ΠK , ∀m ∈ {2, 3, ...K}.
Comparing (2.31)-(2.32) with (2.37)-(2.38), we can characterize the approxi-
mate channel capacity to within a constant gap, which is only dependent on the
number of users K. We can show that TIN achieves to within log2(3K) bits of the
capacity region. To this end, we need to show that each of the rate constraints
in (2.37) and (2.38) is within log2(3K) bits of its corresponding outer bound in
(2.31) and (2.32), i.e., the following inequalities always hold4,
σRi < log2(3K), ∀i ∈ {1, 2, ...,K}
σ∑m
j=1 Ri j
≤ m log2(3K), ∀(i0, i1, ..., im) ∈ ΠK , ∀m ∈ {2, 3, ...,K},
(2.39)
where σ(.) denotes the difference between the achievable rate in (2.37) and (2.38)
and its corresponding outer bound in (2.31) and (2.32). For σRi , we have
σRi = [αii log2 P + 1] − [αii log2 P + log2(
1
K
)]
= 1 + log2 K < log2(3K),
(2.40)
4Notice that since in the second line of (2.32) there exists a “<”, “≤” is fine for the second
inequality in (2.39).
22
and for σ∑m
j=1 Ri j
, we have,
σ∑m
j=1 Ri j
=
m∑
j=1
[(αi ji j − αi j−1i j) log2 P + log2 3] −
m∑
j=1
[(αi ji j − αi j−1i j) log2 P + log2(
1
K
)]
=
m∑
j=1
[log2 3 + log2 K] = m log2(3K).
(2.41)
Since (2.40) and (2.41) hold for all ranges of i and m, the proof is complete. 
2.4 The General Achievable GDoF Region of TIN
In this section, we remove the constraint (2.8) on the channel gains, and inves-
tigate the achievable GDoF region by TIN for K-user interference channels with
general channel strength levels. As we show, the TIN region P∗ is equal to the
union of multiple polyhedra, each of which is in the form of the polyhedral TIN
region of a subset of the users of the network. Remarkably, the TIN region is
almost the same as the polyhedral TIN region in the sense that the measure of
the difference of the two sets is zero in RK .
We have shown that when (2.8) holds, the original TIN region P∗ is equal
to the polyhedral TIN region P. Now, the natural question to ask is what the
TIN region P∗ is for K-user interference channels with general channel strength
levels. The following theorem settles this issue.
Theorem 2.5. In a K-user interference channel, where the channel strength level from
transmitter i to receiver j is equal to α ji, the achievable GDoF region through power
control and treating interference as noise, denoted by P∗, is equal to
P∗ =
⋃
S⊆{1,...,K}
PS, (2.42)
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where PS, S ⊆ {1, ...,K}, is defined as
PS = {(d1, ..., dK) : di = 0,∀i ∈ S, 0 ≤ d j ≤ α j j,∀ j ∈ Sc,
m∑
j=1
di j ≤
m∑
j=1
(αi ji j − αi j−1i j),∀(i0, i1, i2, ..., im) ∈ ΠSc},
and ΠSc is the set of all possible cyclic sequences of all subsets of Sc.
In words, the TIN region P∗ is the union of the polyhedral TIN regions PS,
each of which corresponds to the case where the users in S are made silent. The
proof is given in Appendix A.
As Theorem 2.5 shows, the TIN region P∗ is almost the same as the polyhe-
dral TIN region P in the sense that the measure of the difference of the two sets
is zero in RK . Furthermore, as opposed to the polyhedral TIN region, the TIN
region may not be convex in general, and if time-sharing is allowed alongside
with TIN, the achievable region may become substantially larger. Therefore,
the above theorem also reveals that when the sufficient condition (2.8) is violated,
time-sharing may help enlarge the achievable GDoF region of TIN.
Example 2. Consider the 3-user cyclic channel shown in Fig. 2.4. Notice that for
user 3 the sufficient condition (2.8) does not hold.
First, if all the users are active, we can get the polyhedral TIN region as
follows.
P∅ = {(d1, d2, d3) : 0 ≤ di ≤ 1, ∀i ∈ {1, 2, 3},
d1 + d2 ≤ 1.9, d2 + d3 ≤ 1.4, d1 + d3 ≤ 1.1,
d1 + d2 + d3 ≤ 1.4},
(2.43)
which is in fact the polyhedral TIN region Pwe defined earlier.
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Figure 2.4: A 3-user cyclic channel, where the strength levels for each link
is shown in the figure.
Then, consider the cases in which only one of the three users is made silent
and hence has GDoF zero, and the other two users are active. In such cases, we
only need to consider the Z-channel between the remaining two users, implying
that
P{1} = {(d1, d2, d3) : d1 = 0, 0 ≤ d2 ≤ 1, 0 ≤ d3 ≤ 1, d2 + d3 ≤ 1.4}
P{2} = {(d1, d2, d3) : d2 = 0, 0 ≤ d1 ≤ 1, 0 ≤ d3 ≤ 1, d1 + d3 ≤ 1.1}
P{3} = {(d1, d2, d3) : d3 = 0, 0 ≤ d1 ≤ 1, 0 ≤ d2 ≤ 1, d1 + d2 ≤ 1.9}.
It is easy to verify that
P{1} ⊆ P∅, P{2} ⊆ P∅,
but
P{3} * P∅.
For instance, the GDoF tuple (1, 0.9, 0) ∈ P{3} is not in the GDoF region P∅
since it violates the cycle bound d1 + d2 + d3 ≤ 1.4.
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Next, consider the cases in which two users are made silent.
P{2,3} = {(d1, d2, d3) : 0 ≤ d1 ≤ 1, d2 = d3 = 0}
P{1,3} = {(d1, d2, d3) : 0 ≤ d2 ≤ 1, d1 = d3 = 0}
P{1,2} = {(d1, d2, d3) : 0 ≤ d3 ≤ 1, d1 = d2 = 0},
and it can be verified that
P{2,3} ⊆ P∅, P{1,3} ⊆ P∅, P{1,2} ⊆ P∅.
Finally, we have
P{1,2,3} = {(d1, d2, d3) : d1 = d2 = d3 = 0} ⊆ P∅.
Therefore, the TIN region is equal to
P∗ = P∅ ∪ P{1} ∪ P{2} ∪ P{3} ∪ P{1,2} ∪ P{2,3} ∪ P{1,3} ∪ P{1,2,3} = P∅ ∪ P{3}. (2.44)
This region is illustrated in Fig. 2.5, where the yellow region corresponds
to P∅ and the blue region corresponds to P{3}. Note that since for user 3, the
sufficient condition (2.8) is violated, the polyhedral TIN region P = P∅ is not the
whole GDoF region for this 3-user cyclic channel. Moreover, as Fig. 2.5 shows,
the region P∗ is not convex. Therefore, time-sharing between P∅ and P{3} can
help enlarge the achievable GDoF region via TIN. 4
2.5 Numerical Analysis
In this section, we numerically compute the probability that the sufficient con-
dition (2.8) is satisfied in a typical wireless scenario. We consider a circular cell
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Figure 2.5: The TIN region of the network in Figure 2.4, which is the union
of the yellow region (P∅) and the blue region (P{3}).
with a radius of 1 km and place K base stations (transmitters) randomly and
uniformly over the cell area. Each base station is assumed to have a coverage
radius of r. In order to create a K-user interference channel with strong enough
direct links, we consider K mobile receivers such that the i-th mobile receiver
is located randomly and uniformly inside the coverage area of the i-th base sta-
tion, i ∈ {1, 2, ...,K}. A realization of such a network scenario is depicted in Fig.
2.6(a).
For the channel gain values, we make use of the Erceg model [24], operating
at a frequency of 2GHz and using the terrain category of hilly/light tree density.
Taking the noise floor as -110 dBm, we choose the transmit power of all the
base stations such that the expected value of the SNR at the boundary of their
coverage area is 0 dB. Then, we randomly locate the base stations and mobile
receivers according to the coverage radius r. Fig. 2.6(b) demonstrates the result
of our numerical analysis.
As illustrated in this plot, the probability that the sufficient condition (2.8) for
27
T1R1
T2
R2
T3
R3
T4
R4
T5
R5
T6
R6
T7
R7
T8
R8
T9
R9
T10
R10
(a)
20 40 60 80 100 120 140 160 180 200
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
r (radius)
Pr
ob
ab
ilit
y 
th
at
 c
on
di
tio
n 
(9
) i
s 
sa
tis
fie
d
 
 
K=5
K=10
K=15
(b)
Figure 2.6: (a) A 10-user interference channel where the black circle, green
circles, red triangles, and blue crosses represent the whole cell
area, the coverage area of base stations, base stations (transmit-
ters), and receivers, respectively. The coverage radius of each
transmitter is taken to be r = 100m. (b) Effect of the coverage
radius and the number of users on the probability that the suf-
ficient condition (2.8) is satisfied.
the GDoF-optimality of TIN is satisfied decreases as the density of the network
increases, either by increasing the number of users or by increasing the coverage
radius of each base station. However, as a typical scenario, it is noteworthy that
for the case of a 10-user interference channel with the coverage radius of 100m
for each base station, the sufficient condition (2.8) is satisfied half the times.
This means that with a probability of 50%, TIN is GDoF-optimal and can also
achieve the whole capacity region of the network to within a constant gap. It
therefore implies that the sufficient condition (2.8) can be actually satisfied in
practice with a reasonably high probability, enabling optimality condition of
treating interference as noise to be put into use in practice.
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CHAPTER 3
SPECTRUM SHARING VIA INFORMATION-THEORETIC LINK
SCHEDULING (ITLINQ)
As mentioned in Chapter 1, our basic goal is to define a theoretically-justified
criteria to find subsets of users in a wireless network among which the level
of interference is “sufficiently” low. In this chapter, we propose our criteria for
finding such subsets based on the condition for the optimality of treating in-
terference as noise developed in the previous chapter. This leads to our novel
spectrum sharing mechanism of information-theoretic link scheduling (in short,
ITLinQ). We will first provide a performance guarantee of ITLinQ by quantify-
ing the fraction of the capacity region that it is able to achieve in a specific net-
work scenario. We will also propose a distributed way of implementing ITLinQ
and show, through numerical analysis, that it demonstrates a considerable sum-
rate improvement over FlashLinQ, a similar state-of-the-art spectrum sharing
mechanism.1
3.1 Description and Analysis of the Information-Theoretic
Link Scheduling Scheme
In this section, we introduce our scheduling scheme, which we call
“information-theoretic link scheduling” (in short, “ITLinQ”). We start by defin-
ing the notion of “information-theoretic independent set” (in short, “ITIS”) and
then move forward to describe the ITLinQ scheme. Afterwards, we will con-
sider a specific network setting and in that setting, we will characterize the frac-
1The remaining portion of the chapter is mainly taken from [25], coauthored by the author
of this thesis.
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tion of capacity region that ITLinQ is able to achieve to within a gap.
3.1.1 Description of ITIS and ITLinQ
We consider a wireless network composed of n sources {Si}ni=1 and n destinations
{Di}ni=1 in which each source aims to communicate a message to its correspond-
ing destination. All the links (i.e., source-destination pairs)2 are considered to
share the same spectrum, which gives rise to interference among all the trans-
missions. We assume that all the nodes (i.e., all the sources and the destinations)
know how many links exist in the network and they also agree on a specific or-
dering of the links, where by ordering we mean a labeling of the links from 1 to
n. Furthermore, we assume that the nodes are synchronous; i.e., there exists a
common clock among them.
The physical-layer model of the network is considered to be the AWGN
model in which each source Si intends to send a message Wi to its correspond-
ing destination Di, and does so by encoding its message to a codeword Xki of
length k and transmitting it within k time slots. There is a power constraint of
E
[
1
k ‖Xki ‖2
]
≤ P on the transmit vectors. The received signal vector of destination
j will be equal to
Ykj =
n∑
i=1
h jiXki + Z
k
j ,
where h ji denotes the channel gain between source i and destination j, and Zkj
denotes the additive white Gaussian noise vector at destination j with distribu-
tion CN(0,NIk), Ik being the k×k identity matrix. An example of such a network
configuration is illustrated in Figure 3.1.
2In this chapter, we use the terms “user” and “link” interchangeably.
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Figure 3.1: A wireless network composed of n source-destination pairs,
where the green and red lines represent the direct and cross
channel gains, respectively.
We assume that at each destination, all the incoming interference is treated
as noise. Therefore, each source-destination pair Si − Di can achieve the rate of
Ri = log(1 + SINRi), where SINRi , P|hii |
2∑
j,i P|hi j |2+N denotes the signal-to-interference-
plus-noise ratio at destination i.
As we showed in Chapter 2, if condition (2.8) is satisfied, then treating inter-
ference as noise is information-theoretically optimal (to within a constant gap).
It is easy to verify that for the aforementioned network model in this section,
this condition is equivalent to the following condition
SNRi ≥ max
j,i
INRi j.max
k,i
INRki, ∀i = 1, ..., n, (3.1)
where SNRi , P|hii |
2
N and INRi j ,
P|hi j |2
N denote the signal-to-noise ratio of user i
and the interference-to-noise ratio of source j at destination i, respectively.
Therefore, if we consider any subset of the source-destination pairs in a wire-
less network and show that condition (3.1) is satisfied in that subset, then we
know that TIN is information-theoretically optimal in that subset of the users
(to within a constant gap). This means that the interference is at a sufficiently
low level in this subnetwork that makes it suitable to call such a subset an
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“information-theoretic independent subset”. More formally, we have the fol-
lowing definition.
Definition 3.1 (ITIS). In a wireless network of n users, a subset of the users
S ⊆ {1, ..., n} is called an information-theoretic independent set (in short, ITIS) if for
any user i ∈ S,
SNRi ≥ max
j∈S\{i}
INRi j. max
k∈S\{i}
INRki. (3.2)
As it is clear, the difference between such a concept and the regular notion of
an independent set lies in the fact that in the latter case, the interference between
any pair of users should be below a certain threshold (e.g., noise level), whereas
in the former case, the interference between all of the users is at such a low
level (determined by condition (3.1)) that makes it (to within a constant gap)
information-theoretically optimal to treat all the interference as noise. Based on
the concept of ITIS, we define our scheduling scheme as follows.
Definition 3.2 (ITLinQ). The information-theoretic link scheduling (in short,
ITLinQ) scheme is a spectrum sharing mechanism which at each time, sched-
ules the sources in an information-theoretic independent set (ITIS) to transmit
simultaneously. Moreover, all the destinations will treat their incoming interfer-
ence as noise.
Remark. In order to gain more intuition about the information theoretic inde-
pendent sets, one can consider a simple sufficient condition for the scheduling
condition in (3.2). It is easy to verify that a subset of users S form an ITIS if for
any user i ∈ S,
INRi j ≤
√
SNRi , INR ji ≤
√
SNRi , ∀ j ∈ S \ {i}.
32
In fact, this condition compares the ratio between the INR and SNR values in
dB scale with a fixed threshold of 12 . This is the main distinction of this condition
compared to the conditions used in FlashLinQ, in which the difference between
the INR and SNR values in dB scale is compared with a fixed threshold. We will
use this sufficient condition later in this chapter for both the capacity analysis
and the distributed implementation of the ITLinQ scheme.
In Section 3.2, we will show how to implement the ITLinQ scheme in a dis-
tributed way. However, for now, we will focus on characterizing the fraction of
the capacity region that ITLinQ is able to achieve in a specific network setting.
3.1.2 Capacity Analysis of the ITLinQ Scheme
In this section, we analyze the fraction of the capacity region that the ITLinQ
scheme can achieve to within a gap in a network with a large number of users.
We consider a network in which the sources are placed uniformly and inde-
pendently inside a circle of radius R, and each destination Di is assumed to be
located within a distance rn = r0n−β, β > 0, of its corresponding source Si. This
implies that the destination nodes get closer and closer to their corresponding
source nodes as the number of users increases. Moreover, we assume that each
channel gain is a deterministic function of the distance between its correspond-
ing source and destination. In fact, we consider the path-loss model for the
channel gains in which the channel gain at a distance r is deterministically equal
to h0r−α, where α denotes the path-loss exponent.
For such a network and channel model, we have the following theorem
(which will be proved later in this section) that presents a guarantee on the
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fraction of the capacity region that can be achieved by the ITLinQ scheme.
Theorem 3.1. For sufficiently large number of users (n → ∞) in the above model, the
ITLinQ scheme can almost-surely achieve a fraction λ of the capacity region within a
gap of k bits, where 
λ =
√
3piR2
2γ2 n
β−1 , k ≤
√
3piR2
2γ2
log 3n
n1−β if 0 < β < 1
λ = ln(ln n)ln n , k ≤ log(ln n) if β = 1
λ = 1⌊∣∣∣∣∣ 1β−1 ∣∣∣∣∣+12 ⌋+1 , k ≤
log 3n⌊∣∣∣∣∣ 1β−1 ∣∣∣∣∣+ 12 ⌋+1 if β > 1
,
in which γ = 2α
√
P
Nh0r
α
0 is a constant independent of n.
Figure 3.2 illustrates the impact of the maximum source-destination distance
decreasing rate on the fraction of the capacity region that can be achieved by the
ITLinQ scheme. If the maximum source-destination distance is proportional to
n−β such that 0 < β < 1, then the ITLinQ scheme is capable of asymptotically
achieving a fraction proportional to 1n1−β of the capacity region, within a vanish-
ing gap. However, if the maximum source-destination distance scales as n−1,
then the achievable fraction of the capacity region decreases as ln(ln n)ln n which de-
clines much slower than the previous case. In this case, the gap increases very
slowly with respect to n. Finally, in the case that the maximum distance be-
tween each source and its corresponding destination scales faster than n−1, we
can achieve at least a constant fraction of the capacity region for asymptotically
large number of users which is a considerable improvement, whereas the gap
is increasing with the number of users. This matches the natural intuition that
the closer the destinations are located to their corresponding sources, the more
the signal-to-interference-plus-noise ratio and the higher the fraction of the ca-
pacity that can be achieved by the ITLinQ scheme. Also, as a baseline, we have
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included the fraction of the capacity region that TDMA and independent set
scheduling can achieve, which is 1n for both schemes.
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Figure 3.2: Comparison of the guaranteed achievable fraction of capacity
region by the ITLinQ scheme in different regimes with TDMA
and independent set scheduling.
As an immediate application of the theorem, we can consider the model in
which all the n source and the n destination nodes are located uniformly and
independently within a circular area of radius R, and each destination gets as-
sociated with its closest source. The sources and destinations are then indexed
as {Si}ni=1 and {Di}ni=1, respectively. We will refer to this model as the closest access
point (closest-AP) selection model. For such a model, we present the following
corollary which will be proved in Appendix B.
Corollary 3.1. For the closest-AP selection model, the ITLinQ scheme can almost-
surely achieve a fraction λ =
√
3piR2
2γ2 n
β−1 of the capacity region to within a gap of k ≤
√
3piR2
2γ2
log 3n
n1−β for any β <
1
2 , when n→ ∞.
3The achievable fraction of the capacity region by independent set scheduling was derived
through numerical analysis.
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Proof of Theorem 3.1
In order to characterize the fraction of the capacity region that ITLinQ is able
to achieve and prove Theorem 3.1, we seek to find the minimum number of
information-theoretic independent sets which cover all the users and we will
then do time-sharing among these subsets. More precisely, if we denote the
set of all the information-theoretic independent subsets of a network composed
of n source-destination pairs by Sn, then we are interested in the minimum-
cardinality subset of Sn whose members cover all the users; i.e., their union is
equal to the set of all the users {1, ..., n}. Denote such a subset by S∗n and let
κn = |S∗n|. We will show that time-sharing among these κn information-theoretic
independent sets can achieve the fractions of the capacity region mentioned in
Theorem 3.1. As the first step of the proof, we characterize the achievable frac-
tion of the capacity region by the ITLinQ scheme and its gap with respect to the
random variable κn in the following lemma.
Lemma 3.1. The ITLinQ scheme can achieve a fraction 1
κn
of a network composed of n
source-destination pairs to within a gap of log 3n
κn
.
Proof. Consider any rate tuple (R1, ...,Rn) inside the capacity region of the net-
work and consider any ITIS U ∈ S∗n. From the result in [18], since TIN is
information-theoretically optimal in U (to within a constant gap), the rate tu-
ple (R¯1,U, ..., R¯n,U) is achievable in the 1κn fraction of time which is allocated toU,
where
R¯i,U =

Ri − log 3|U| i ∈ U
0 i < U
.
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Therefore, the rate achieved by any user i ∈ {1, ..., n} in the network through
the ITLinQ scheme, denoted by Ri,ITLinQ, can be lower bounded as
Ri,ITLinQ =
1
κn
∑
U∈S∗n
R¯i,U
=
1
κn
∑
U∈S∗n:i∈U
(Ri − log 3|U|)
≥ 1
κn
(Ri − log 3n) (3.3)
=
1
κn
Ri − log 3n
κn
,
where (3.3) follows from the fact that the subsets in S∗n cover all the users {1, ..., n}
and that for everyU ∈ S∗n, we have |U| ≤ n. This completes the proof. 
Therefore, to find an achievable fraction of the capacity region by the ITLinQ
scheme, we need to find an upper bound on κn, that is the minimum number of
information-theoretic independent subsets which cover all of the users. One
way to find such an upper bound is to restrict the TIN-optimality condition in
(3.1). In other words, we need to find another condition that implies condi-
tion (3.1), but is more restricted and more tractable than (3.1). Imposing such a
restricted sufficient condition will reduce the number of information-theoretic
independent subsets, hence leading to an upper bound on E[κn]. To this end, we
present Lemma 3.2. In the following, we denote the distance between source i
and destination j by dSiD j and the distance between sources i and j by dSiS j , ∀i, j.
Lemma 3.2. If in a network of n source-destination pairs within the framework of the
model in Section 3.1.2, the distance between Si and S j satisfies dSiS j > γn−β/2 + r0n−β,
then
max((INR ji)2, (INRi j)2) < min(SNRi, SNR j).
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Proof. Based on the model considered in Section 3.1.2, we know that dSiDi ≤ r0n−β
and dSiD j ≤ r0n−β. Moreover, from the triangle inequality, we will have dSiD j ≥
dSiS j − dS jD j > γn−β/2. Similarly, we have dS jDi > γn−β/2. Therefore, we can get
SNRi =
P
N
h0dSiDi
−α ≥ P
N
h0
(
r0n−β
)−α
=
P
N
h0r0−αnαβ, (3.4)
and
INR ji =
P
N
h0dSiD j
−α <
P
N
h0
(
γn−β/2
)−α
=
P
N
h0γ−αnαβ/2. (3.5)
Combining (3.4) and (3.5), we will have
(INR ji)2 <
(P
N
h0
)2
γ−2αnαβ =
P
N
h0r0−αnαβ ≤ SNRi, (3.6)
and likewise, we can show that
(INRi j)2 < SNRi. (3.7)
Combining (3.6) with (3.7) yields max((INR ji)2, (INRi j)2) < SNRi. By sym-
metry, we will also have max((INR ji)2, (INRi j)2) < SNR j. This completes the
proof. 
Consequently, Lemma 3.2 implies that there exists a threshold distance of
dth,n = γn−β/2 + r0n−β such that if the distance between two sources is greater than
this threshold, the corresponding pair of users are considered to be information-
theoretically independent; i.e., the interference they cause on each other is at a
sufficiently low level that it is information-theoretically optimal to treat it as
noise (to within a constant gap).
Therefore, given an network of n source-destination pairs with nodes spread
as mentioned in the model in the beginning of Section 3.1.2, we can build a
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corresponding undirected graph Gn = (Vn, En) where Vn = {1, ..., n} is the set of
vertices and (i, j) ∈ En if and only if dSiS j ≤ dth,n; i.e., two nodes are connected
together if and only if the distance between their sources is no larger than the
threshold distance dth,n. We call the resultant graph Gn the information-theoretic
conflict graph of the original network. Clearly, this graph is a random geometric
graph [26].
To return to our original problem, note that we needed to find an upper
bound on κn. The following lemma provides such an upper bound.
Lemma 3.3. For a large number of users (as n → ∞), κn ≤ χ(Gn) where χ(.) denotes
the chromatic number.
Proof. The chromatic number of Gn is the smallest number of colors that can be
assigned to all of the nodes ofGn such that no two adjacent nodes have the same
color. Therefore, considering the subsets of the users which receive the same
color, χ(Gn) is the minimum number of subsets of the users which cover all the
users and each of which consist of users whose sources have distance larger than
dth,n. From Lemma 3.2, it is easy to show that if for three distinct users i, j, k, all
the pairwise source distances are larger than dth,n, then we will have that all the
squared INR’s within the subnetwork consisting of users {i, j, k} are less than
all the SNR’s. Extending this argument, we can see that all the independent
subsets of Gn automatically satisfy the TIN-optimality condition of (3.1) as n →
∞, and hence are also information-theoretic independent subsets. Therefore,
κn, which denotes the minimum number of information-theoretic independent
subsets that cover all the users, can be no more than χ(Gn), the chromatic number
of Gn. 
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Therefore, the final step is to characterize the asymptotic distribution of
χ(Gn). This is done in the following lemma.
Lemma 3.4. For the information-theoretic conflict graph Gn, χ(Gn) exhibits the follow-
ing behavior as n→ ∞:
• If 0 < β < 1, then χ(Gn)n1−β
a.s.−→ 2
√
3
3piR2γ
2.
• If β = 1, then χ(Gn)ln n/ln(ln n)
a.s.−→ 1.
• If β > 1, then P
(
χ(Gn)−→
⌊∣∣∣∣ 1β−1 ∣∣∣∣ + 12⌋ or χ(Gn)−→ ⌊∣∣∣∣ 1β−1 ∣∣∣∣ + 12⌋ + 1) = 1.
Proof. Since the information-theoretic conflict graph Gn is a random geometric
graph with threshold distance dth,n = γn−β/2 + r0n−β and the nodes are distributed
in R2, we can directly directly make use of the results of Theorem 1.1 in [26]. We
will have the following cases:
• If 0 < β < 1, then nd2th,n = γ2n1−β + r20n1−2β  ln n (where f (n)  g(n) is equiv-
alent to limn→∞
f (n)
g(n) = 0), and therefore we can use part (iv) of Theorem 1.1
in [26]. Note that the dominant term in γ2n1−β + r20n
1−2β is the first term,
since β > 0. Also, as mentioned in [26], for the case of Euclidean norm in
R2, we have δ = pi
2
√
3
and vol(B) = 4pi3 . Therefore, since the distribution of
the nodes is uniform on a circle of radius R, we can get χ(Gn)n1−β
a.s.−→ 2
√
3
3piR2γ
2.
• If β = 1, then nd2th,n = γ2 + r20n1−2β which converges to a constant asymp-
totically, since 1 − 2β < 0. This enables us to use part (ii) of Theorem 1.1
in [26], since n−  γ2 + r20n1−2β  ln n for all  > 0. Therefore, we have
χ(Gn)
ln n/ln(ln n)
a.s.−→ 1.
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• If β > 1, then nd2th,n = γ2n−(β−1) + r20n−(2β−1), where 2β− 1 > β− 1 > 0. Thus, we
can make use of part (i) of Theorem 1.1 in [26] to get
P
(
χ(Gn)−→
⌊∣∣∣∣ 1β−1 ∣∣∣∣ + 12⌋ or χ(Gn)−→ ⌊∣∣∣∣ 1β−1 ∣∣∣∣ + 12⌋ + 1) = 1.

The proof of Theorem 3.1 then follows immediately from Lemmas 3.1, 3.3
and 3.4 and also the fact that the continuous function f (x) = 1x preserves almost-
sure convergence (continuous mapping theorem [27]).
3.2 A Distributed Algorithm for ITLinQ and its comparison
with FlashLinQ
In this section, we present a distributed algorithm for putting the ITLinQ
scheme into practice in real-world networks. The algorithm is inspired by the
FlashLinQ distributed algorithm [17] and its complexity is exactly at the same
level as the FlashLinQ algorithm. However, as we will demonstrate through
numerical analysis, it significantly outperforms FlashLinQ in a certain network
scenario.
3.2.1 Description of the Distributed ITLinQ Algorithm
As mentioned in Section 3.1.1, we consider wireless networks consisting of n
source-destination pairs. In each execution of the algorithm, to address the issue
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of fairness among the users, we first permute the users randomly and reindex
them from 1 to n based on the realization of the random permutation, as also
done in [17]. This new indexing of the users corresponds to a priority order of
the users: user i has higher priority than user j if i < j, ∀i, j ∈ {1, ..., n}. Then,
user 1 is always scheduled to transmit at the current time frame and for the
remaining users, each user is scheduled if it does not cause and receive “too
much” interference to and from the higher priority users. The conditions for
defining the level of “too much” interference for user j ∈ {2, ...n} are as follows,
where η is a design parameter:
• At D j, the following conditions must be satisfied:
INR ji ≤ SNRηj , ∀i < j, (3.8)
which imply that destination j does not receive too much interference
from higher-priority users.
• At S j, the following conditions must be satisfied:
INRi j ≤ SNRηj , ∀i < j, (3.9)
which imply that source j does not cause too much interference at higher-
priority users.
As it is clear, there are two major differences here with respect to the Flash-
LinQ scheduling conditions: The first difference is that instead of considering
the raw fraction SIR = SNRINR , here we are considering an exponent for the SNR
term, which is completely inspired by the condition for the optimality of TIN
(3.1). The second difference is that in condition (3.9), the outgoing interference
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of each user is compared to its own SNR rather than other users’ SNR’s. This is
also inspired by the TIN-optimality condition (3.1).
In fact, if the parameter η is set to η = 0.5, then conditions (3.8) and (3.9)
imply that the TIN-optimality condition (3.1) is satisfied at user j. This means
that user j can safely be added to the information-theoretic independent sub-
set of higher priority users and get scheduled to transmit in the current time
frame. This algorithm, therefore, seeks to find the largest possible information-
theoretic independent subset based on the priority ordering of the users.
However, it is clear that selecting η = 0.5 might be too pessimistic and re-
strictive, and may prevent some users which cause and receive low levels of
interference from being scheduled. Therefore, we will leave this variable as a
design parameter, and as we will see in the next section, tuning this parameter
can indeed improve the achievable sum-rate by this scheduling algorithm.
The remaining question is: How can the sources and destinations check
whether their pertinent conditions are satisfied? This can be done by a sim-
ple signaling mechanism which is inspired by the FlashLinQ algorithm [17] and
is a two-phase process, in each of which we assume that each user uses its own
frequency band and transmissions are interference-free:
• In the first phase, all the sources transmit signals at their full power P. The
destinations will then receive their own desired signals and also all the
interfering signals in separate frequency bands. Afterwards, the destina-
tions estimate their received SNR’s and INR’s and check if their desired
conditions (3.8) are satisfied. This phase is the same as that of the Flash-
LinQ algorithm [17].
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• In the second phase, contrary to the “inverse power echo” mentioned in
the FlashLinQ algorithm [17], the destinations also transmit signals at the
same power level P of the sources. Similar to the first phase, in this phase
all the sources can estimate the value of their desired SNR’s and INR’s in
order to verify the validity of condition (3.9).
Remark. Clearly, power control at the transmitters may lead to an improvement
in the performance of the scheme. However, due to the complication in imple-
menting power control among the users in a distributed way, we disregard it in
our scheme and use full power at all the transmitters. See e.g. [28] on power
control algorithms in D2D underlaid cellular networks.
As it is obvious, the complexity of our distributed signaling mechanism is
completely comparable to that of the FlashLinQ algorithm.
3.2.2 Performance Comparison of the distributed ITLinQ and
FlashLinQ
In this section, we will illustrate the performance of our distributed algorithm
and compare it with the FlashLinQ algorithm through numerical analysis. We
drop n links randomly in a 1km × 1km square. The length of each link, which
is the distance between its corresponding source and destination, is taken to
be a uniform random variable in the interval [0, 40m]. As in [17], we use the
carrier frequency of 2.4 GHz and a bandwidth of 5 MHz. The noise power
spectral density is considered to be -174 dBm/Hz. The transmit power is set to
20 dBm. Moreover, the channel follows the LoS model in ITU-1411 with antenna
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heights of 1.5m as in [17], alongside with a log-normal shadowing with standard
deviation of 10 dB. The antenna gain per device is taken to be -2.5 dB and the
noise figure is assumed to be 7 dB.
Figure 3.3 demonstrates the sum-rate achievable by the distributed ITLinQ
scheme for different values of η and its comparison to FlashLinQ.
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Figure 3.3: Performance comparison of distributed ITLinQ and central-
ized ITLinQ with FlashLinQ.
As a benchmark, we have also included a centralized version of the ITLinQ
scheme in which we assume that each user i (i = 1, ..., n) can compute the value
of INRi j.INRki, ∀ j, k , i. As the figure illustrates, tuning the parameter η can lead
to considerable gains over FlashLinQ.4 For the case of η = 0.5, in which condi-
tions (3.8) and (3.9) are sufficient for the optimality of TIN (to within a constant
gap), distributed ITLinQ exhibits over 50% gain over FlashLinQ for 2048 users.
Interestingly, setting η = 0.7 results in more than 110% gain over FlashLinQ for
2048 users. However, as we increase η to 1, more and more users get sched-
4In fact, for simulation purposes, we also consider a second tuning parameter M which adds
more flexibility to our scheme. With the addition of this variable, conditions (3.8) and (3.9) will
change to INR ji ≤ MSNRηj , ∀i < j and INRi j ≤ MSNRηj , ∀i < j, respectively.
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uled which results in a degradation in the overall performance. Moreover, it is
clear that our distributed algorithm can almost achieve the same sum-rate as the
centralized ITLinQ scheme mentioned above, showing that the decentralization
loss of the scheme is negligible.
Moreover, in the same setting, we also study the cumulative distribution
function (CDF) of the average link rate in a network of 128 users. The result is
depicted in Figure 3.4.
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Figure 3.4: Comparison of the cumulative distribution function of the av-
erage link rate achieved by distributed ITLinQ and FlashLinQ.
Again, the same trend occurs in this plot, showing that distributed ITLinQ,
especially for the value of η = 0.7, can result in considerable uniform gain over
the average link rate achievable by FlashLinQ. For instance, the probability that
the average link rate is greater than 2.5 bits/sec/Hz in FlashLinQ is around 0.2,
while this probability is around 0.8 for the case of distributed ITLinQ.
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CHAPTER 4
STUDYING THE IMPACT OF NETWORK TOPOLOGY ON
INTERFERENCE NETWORKS WITH NO CSIT
In this chapter, we study the fundamental limits of interference management
in partially-connected interference networks in which the transmitters have no
information about the channel gain values (referred to as no-CSIT assumption).
In particular, some of the channel gains in the network are allowed to be below
the noise level, which makes the corresponding transmitter and receiver get dis-
connected. This results in an arbitrary network topology which is represented
by the adjacency matrix of the network connectivity graph. In the scenario
where the transmitters know the network topology but are unaware of the chan-
nel gain values, we will characterize the symmetric degrees-of-freedom (DoF) of
the network. To this end, we will derive new linear-algebraic outer bounds and
graph-theoretic inner bounds on this value. For the inner bounds, we present
a new achievable scheme of “structured repetition coding”, which goes beyond
the treating interference as noise scheme that we have studied in the previous
chapters. Finally, we will show that our inner and outer bounds meet each
other, hence characterizing the symmetric DoF, in two distinct network scenar-
ios through numerical analysis. We will also quantify the gain of structured
repetition coding over two benchmark interference management schemes that
we will introduce in this chapter.1
1The remaining portion of the chapter is mainly taken from [29, 30], coauthored by the author
of this thesis.
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4.1 Problem Formulation and Notations
A K-user interference network (K ∈ N) is defined as a set of K transmitter nodes
{Ti}Ki=1 and K receiver nodes {Di}Ki=1. To model propagation path loss and inter-
ference topology, we consider a similar model to [31] in which the network is
partially connected represented by the adjacency matrix M ∈ {0, 1}K×K , such that
Mi j = 1 if and only if transmitter Ti is connected to receiver D j (i.e. D j is in the
coverage radius of Ti). We assume there exist direct links between each trans-
mitter Ti and its corresponding receiver Di (i.e. Mii = 1, ∀i ∈ [1 : K], where we
use the notation [1 : m] to denote {1, 2, ...,m} for m ∈ N). We also define the set of
interfering nodes to receiver D j as IF j := {i : Mi j = 1, i , j}.
The communication is time-slotted. At each time slot l (l ∈ N), the transmit
signal of transmitter Ti is denoted by Xi[l] ∈ C and the received signal of receiver
D j is denoted by Y j[l] ∈ C given by
Y j[l] = g j j[l]X j[l] +
∑
i∈IF j
gi j[l]Xi[l] + Z j[l],
where Z j[l] ∼ CN(0, 1) is the additive white Gaussian noise and gi j[l] is the chan-
nel gain from transmitter Ti to receiver D j at time slot l. If transmitter Ti is not
connected to receiver D j (i.e. Mi j = 0), then gi j[l] is assumed to be identically
zero at all times. We assume that the non-zero channel gains (i.e. gi j[l]’s s.t.
Mi j = 1) are independent and identically distributed (with a continuous distri-
bution fG(g)) through time and also across the users, and are also independent
of the transmit symbols. The distribution fG(g) needs to satisfy three regularity
conditions: E[|g|2] < ∞, fG(g) = fG(−g),∀g ∈ C, and ∃ fmax s.t. f|G|(r) ≤ fmax,∀r ∈ R+,
where f|G|(.) is the distribution of |g|. The noise terms are also assumed i.i.d.
among the users and the time slots, and also independent of the transmit sym-
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bols and channel gains.
It is assumed that the transmitters {Ti}Ki=1 are only aware of the connectivity
pattern of the network (or the network topology), represented by the adjacency
matrix M, and also the distribution fG of the non-zero channel gains; i.e. the
transmitters only know which users are interfering to each other and they also
know the statistics of the channel gains, not the actual gains of the links. In this
chapter, we refer to this assumption as no channel state information at the trans-
mitters (no CSIT). As for the receivers {D j}Kj=1, we assume that they are aware
of the adjacency matrix M and the channel gain realizations of their incoming
links. In other words, receiver D j is aware of M and gi j[l], ∀i ∈ { j} ∪ IF j, ∀l.
In this network, every transmitter Ti intends to deliver a message Wi to
its corresponding receiver Di. The message Wi is encoded to a vector Xni =
[Xi[1] Xi[2] . . . Xi[n]]T ∈ Cn through an encoding function ei(Wi|M, fG); i.e. trans-
mitters use their knowledge of network topology and the distribution of the
channel gains to encode their messages. There is also a transmit power con-
straint E
[
1
n‖Xni ‖2
]
≤ P, ∀i ∈ [1 : K]. This encoded vector is transmitted within
n time slots through the wireless channel to the receivers. Each receiver D j
receives the vector Ynj = [Y j[1] Y j[2] . . . Y j[n]]
T and uses a decoding function
e′j(Y
n
j |M,Gnj) to recover its desired message W j. Here, Gnj := {gni j : i ∈ [1 : K]}
where gni j := [gi j[1] gi j[2] . . . gi j[n]]
T denotes the vector of the channel gain real-
izations from transmitter Ti to receiver D j during n time slots. We also denote
the set of all channel gains in all time slots by Gn = {Gn1, ...,GnK}.
The rate of transmission for user i is denoted by Ri(P) :=
log |Wi(P)|
n where |Wi(P)|
is the size of the message set of user i and we have explicitly shown the depen-
dence of Wi on P. Denoting the maximum error probability at the receivers by
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Pre(P) = max
j∈[1:K]
Pr
[
W j(P) , e′j(Y
n
j |M,Gnj)
]
, a rate tuple (R1(P), ...,RK(P)) is said to be
achievable if Pre(P) goes to zero as n goes to infinity.
In this chapter, the considered metric is the symmetric degrees-of-freedom
(DoF) metric, which is defined as follows. If a rate tuple (R1(P), ...,RK(P)) is
achievable and we let di = lim
P→∞
Ri(P)
log(P) , then the DoF tuple of (d1, ..., dK) is said to be
achievable. The symmetric degrees-of-freedom dsym is defined as the supremum
d such that the DoF tuple (d, ..., d) is achievable.
Therefore, the main problem we are going to address in this chapter is that
given a K-user interference network with adjacency matrix M (which is known
by every node in the network) and channel gains distribution fG, what the sym-
metric degrees-of-freedom dsym is, under no-CSIT assumption. We will start by
presenting our outer bounds on dsym in the next section.
4.2 Outer Bounds on dsym
In this section, we will present our outer bounds for the symmetric DoF of K-
user interference networks. To this end, we provide two types of outer bounds
and we will motivate each outer bound through an introductory example. The
main idea in both of the outer bounds is to create a set of signals by which we
can sequentially decode the messages of all the users with a finite number of bits
provided by a genie. This set of signals corresponds to a matrix called a genera-
tor. We will show systematically that for any network topology, there are some
linear algebraic conditions that a matrix should satisfy to be called a generator.
Therefore, our outer bounds rely highly on the topology of the network graph
and the goal is to algebraically explain how these bounds are derived. The first
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converse generally states that the number of signals corresponding to a genera-
tor is an upper bound for the sum degrees-of-freedom of the network. However,
the second converse enhances the first one, showing that there may be tighter
upper bounds on the sum degrees-of-freedom due to the specific topology of
the network.
4.2.1 Upper Bounds Based on the Concept of Generators
We start by presenting our first outer bound through the notion of generators.
The main idea of this outer bound is presented in Example 3. Before starting the
example, we need to define some notation.
• If S ⊆ [1 : K] is a subset of users in a K-user interference network with
adjacency matrix M, then MS denotes the adjacency matrix of the corre-
sponding subgraph and I|S| denotes the |S| × |S| identity matrix.
• For a general m × n matrix A and N ⊆ [1 : n], AN denotes the submatrix
of A composed of the columns whose indices are in N . For the sake of
brevity, if N = {i}, i.e. if N has only one member, we use Ai to denote the
ith column of A.
• For a general matrix A, c(A) denotes the number of columns of A.
We will also need the following definition.
Definition 4.1. If v ∈ {0,±1}n×1 andV is a subspace of Rn, then v ∈± Vmeans that
there exists a vector v˜ inV which is the same as v up to the sign of its elements;
i.e.
v ∈± V ⇔ ∃v˜ ∈ V s.t. |v˜ j| = |v j|, ∀ j ∈ [1 : n].
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Moreover, if i ∈ [1 : n], then v ∈±i V is defined as
v ∈±i V ⇔ ∃v˜ ∈ V s.t. |v˜i| = |vi| and v˜ j(|v˜ j| − |v j|) = 0, ∀ j ∈ [1 : n] \ {i},
implying that there exists a vector v˜ inV whose ith element is the same as the ith
element of v up to its sign, while every other element of v˜ either equals zero or
matches the corresponding element of v up to its sign.
Example 3. Consider the 5-user interference network in Figure 4.1. We claim
that the symmetric DoF of this network with no CSIT is upper bounded by 25 .
T1 D1
T2 D2
T3 D3
T4 D4
T5 D5
Figure 4.1: A 5-user interference network in which dsym ≤ 25 .
Suppose rates Ri, i ∈ [1 : 5], are achievable. We define the signals
Y˜n1 = g
n
1X
n
1 + g
n
3X
n
3 + g
n
4X
n
4 + Z˜
n
1
Y˜n5 = g
n
2X
n
2 + g
n
3X
n
3 + g
n
5X
n
5 + Z˜
n
5 ,
where Z˜n1 and Z˜
n
5 have the same distributions as the original noise vectors, but
are independent of them and also of each other and gni = g
n
ii, i ∈ [1 : 5]. We now
show that H(W1, ...,W5|Y˜n1 , Y˜n5 ,Gn) ≤ no(log(P)) + nn, which implies
5∑
i=1
Ri =
1
n
H(W1, ...,W5|Gn)
=
1
n
[
I(W1, ...,W5; Y˜n1 , Y˜
n
5 |Gn) + H(W1, ...,W5|Y˜n1 , Y˜n5 ,Gn)
]
≤ 2 log(P) + o(log(P)) + n,
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hence dsym ≤ 25 . This is obtained through the following steps, which are ex-
plained intuitively here and their formal proof is discussed in the proof of The-
orem 4.1 for general network topologies.
• Step 1: H(W1,W5|Y˜n1 , Y˜n5 ,Gn) ≤ nn, due to the fact that Y˜n1 and Y˜n5 are statisti-
cally the same as Yn1 and Y
n
5 , respectively, and Fano’s inequality.
• Step 2: H(W4|Y˜n1 , Y˜n5 ,W1,W5,Gn) ≤ no(log(P)) + nn. This is obtained by not-
ing that from W5, one can create Xn5 and then by using the other terms in
the conditioning, we can construct Y˜n4 = Y˜
n
1 − Y˜n5 + gn5Xn5 = gn1Xn1 − gn2Xn2 +
gn4X
n
4 + Z˜
n
1 − Z˜n5 , which is statistically the same as Yn4 except for a larger, but
bounded, noise variance. This is because the distribution of the channel
gains is symmetric around zero ( fG(g) = fG(−g), ∀g ∈ C). The desired in-
equality then follows, where the nn term is due to Fano’s inequality and
the no(log(P)) term is due to the larger noise variance, treated more for-
mally in Lemma 4.1 which appears later.
• Step 3: H(W3|Y˜n1 , Y˜n5 ,W1,W5,W4,Gn) ≤ nn, obtained by noting that from W1
and W4, one can create Xn1 and X
n
4 and then by using the other terms in the
conditioning, we can construct Y˜n3 = Y˜
n
1 − gn1Xn1 − gn4Xn4 = gn3Xn3 + Z˜n1 , which
is statistically the same as Yn3 . The inequality then follows from Fano’s
inequality.
• Step 4: H(W2|Y˜n1 , Y˜n5 ,W1,W5,W4,W3,Gn) ≤ nn, obtained by noting that from
W3 and W5, one can create Xn3 and X
n
5 and then by using the other terms in
the conditioning, we can construct Y˜n2 = Y˜
n
5 −gn3Xn3 −gn5Xn5 = gn2Xn2 + Z˜n2 , which
is statistically the same as Yn2 . The inequality then follows from Fano’s
inequality.
Adding the above inequalities and using the chain rule for entropy yield the
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desired result. Therefore, starting from {Y˜n1 , Y˜n5 }, we created a sequence of users
{1,5,4,3,2} in which we could successively generate statistically similar versions
of the signals at their receivers (with a bounded difference in noise variance) by
a linear combination of the signals available at each step, and at the end of the
final step, we could decode the messages of all users by initially having the two
signals {Y˜n1 , Y˜n5 }.
This process can be explained in a more systematic and linear algebraic form.
Each of the signals discussed above (ignoring the noise term) can be represented
as a 5×1 column vector whose ith element, i ∈ [1 : 5], is equal to the coefficient of
gni X
n
i in that signal. For instance, Y˜
n
1 corresponds to
[
1 0 1 1 0
]T
and Y˜n5 cor-
responds to
[
0 1 1 0 1
]T
. We concatenate these two vectors so that {Y˜n1 , Y˜n5 }
can be represented by the matrix
A =
1 0 1 1 00 1 1 0 1

T
. (4.1)
Now, using the notation introduced in Definition 4.1, the successive decod-
ing steps mentioned earlier in this example can be expressed in a linear algebraic
form. In what follows, S = [1 : 5].
• Step 1 is equivalent to M1 ∈± span(A). The reason is as follows. First,
note that M1 =
[
1 0 1 1 0
]T
is the first column of the adjacency matrix,
which corresponds to the signal received at receiver 1, namely Yn1 (because
Yn1 =
[
gn11X
n
1 . . . g
n
51X
n
5
]
M1 + Zn1). Therefore, M1 ∈± span(A) means that by
a combination of the signals {Y˜n1 , Y˜n5 }, we can create a statistically-similar
version of Yn1 (actually, the combination is Y˜
n
1 itself) . Since the distribution
of the channel gains is symmetric around zero ( fG(g) = fG(−g), ∀g ∈ C),
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the sign of each element gni1X
n
i in Y
n
1 is not important, therefore letting us
use the notation developed in Definition 4.1. In the same way, we have
M5 ∈± span(A), which means that by a combination of the signals {Y˜n1 , Y˜n5 },
we can create a statistically-similar version of Yn5 .
• Step 2 is equivalent to M4 ∈± span(A, I|S|{1,5}). The reason is as follows. First,
note that columns 1 and 5 of the identity matrix are now included since
we have already decoded W1 and W5 in the previous step, and by having
them and the channel gains, we can create the signals gn1X
n
1 and g
n
5X
n
5 which
correspond to I|S|1 and I
|S|
5 , respectively. Therefore, ignoring the noise terms
because of their finite variance, we can create a statistically similar version
of Yn4 by having Y˜
n
1 , Y˜
n
5 ,W1,W5 and the channel gains.
• Step 3 is equivalent to M3 ∈± span(A, I|S|{1,5,4}). The reason is as follows. First,
note that before this step, we have already decoded W1, W5 and W4, and by
having them and the channel gains, we can create the signals gn1X
n
1 , g
n
5X
n
5
and gn4X
n
4 which correspond to I
|S|
1 , I
|S|
5 and I
|S|
4 , respectively. Therefore, we
can create a statistically similar version of Yn3 by having Y˜
n
1 , Y˜
n
5 ,W1,W5,W4
and the channel gains.
• Step 4 is equivalent to M2 ∈± span(A, I|S|{1,5,4,3}), which means that we can
create a statistically similar version of Yn2 by having Y˜
n
1 , Y˜
n
5 ,W1,W5,W4,W3
and the channel gains.
4
Motivated by Example 3, we now formally define the notion of generators.
Definition 4.2. Consider a K-user interference network with adjacency matrix
M and assume S ⊆ [1 : K] is a subset of users. A ∈ {±1, 0}|S|×r (r ∈ N) is called a
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generator of S if there exists a sequence ΠS = (i1, ..., i|S|) of the users in S such that
MSi j ∈±i j span (A, I|S|{i1,...,i j−1}), ∀ j ∈ [1 : |S|].
We use J(S) to denote the set of all generators of S.
To gain intuition about the above definition, similar to what we mentioned
in Example 3, each column of a generator A of S corresponds to a signal which
is a linear combination of the transmit symbols Xni , i ∈ S. Therefore, the num-
ber of columns of A, denoted by c(A), represents the number of these signals.
Consequently, the spanning relationships in Definition 4.2 represent a sequence
of users in which all the messages can be decoded by having c(A) signals, as
in Example 3. Also, the reason that we have used the notation ∈±i j instead of ∈±
(which we were using in Example 3) is that intuitively, it is not necessary to gen-
erate (a statistically-similar version of) the received signal at receiver Di j exactly.
Instead, it suffices to generate a less-interfered version of its received signal (by
deleting some of the interference terms) and still be able to decode its message,
because interference only hurts.
By having the definition of the generator in mind, we can present our first
converse as follows.
Theorem 4.1. The symmetric DoF of a K-user interference network with no CSIT is
upper bounded by
dsym ≤ minS⊆[1:K] minA∈J(S)
c(A)
|S| ,
where for each S ⊆ [1 : K], J(S) denotes the set of all generators of S (Definition 4.2)
and c(A) denotes the number of columns of A.
56
Before proving the theorem, we present the following lemma, which is
proved in Appendix C.
Lemma 4.1. For a discrete random variable W, continuous random vector Yn, and two
complex Gaussian noise vectors Zn1 and Z
n
2 , where each element of Z
n
1 and Z
n
2 are CN(0, 1)
and CN(0,N) random variables, respectively and all the random variables are mutually
independent, if H(W |Yn + Zn1) ≤ n, then H(W |Yn + Zn2) ≤ n + n log(N + 1).
Proof of Theorem 4.1. Consider a generator of S denoted by A. Without loss of
generality, assume that S = [1 : m], c(A) = m′ (m′ ≤ m) and ΠS = (1, ...,m). Define
Y˜ni =
[
gn1X
n
1 . . . g
n
mX
n
m
]
Ai + Z˜ni , i ∈ [1 : m′], where gni = gnii, ∀i ∈ [1 : m] and
the noise vectors Z˜ni have exactly the same distributions as the original noises,
but are independent of them and also of each other. Suppose rates Ri, i ∈ S are
achievable. Then, we will have:
n
∑
i∈S
Ri = H(W1, ...,Wm|Gn)
= I(W1, ...,Wm; Y˜n1 , ..., Y˜
n
m′ |Gn) + H(W1, ...,Wm|Y˜n1 , ..., Y˜nm′ ,Gn)
= h(Y˜n1 , ..., Y˜
n
m′ |Gn) − h(Z˜n1 , ..., Z˜nm′) + H(W1, ...,Wm|Y˜n1 , ..., Y˜nm′ ,Gn)
= h(Y˜n1 , ..., Y˜
n
m′ |Gn) + no(log(P)) + H(W1, ...,Wm|Y˜n1 , ..., Y˜nm′ ,Gn). (4.2)
Now, we prove that H(Wl|Y˜n1 , ..., Y˜nm′ ,W1, ...,Wl−1,Gn) ≤ no(log(P)) + nl,n for l ∈
[1 : m]. By Definition 4.2, MSl ∈±l span (A, I|S|{1,...,l−1}), implying that there exist a
vector v˜ ∈ R|S| and coefficients ci (i ∈ [1 : m′]) and dk (k ∈ [1 : l − 1]) such that
v˜ =
m′∑
i=1
ciAi +
l−1∑
k=1
dkI|S|k (4.3)
|v˜l| = |MSll | = 1 (4.4)
v˜ j(|v˜ j| − |MSjl|) = 0, ∀ j ∈ [1 : m] \ {l}. (4.5)
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Note that if j ∈ IF l, then MSjl = 1 and (4.5) implies that v˜ j can either be equal
to 0 or ±1; i.e. v˜ j ∈ {0,±1}. On the other hand, if j < IF l, then MSjl = 0 and (4.5)
implies that v˜ j = 0. Multiplying
[
gn1X
n
1 . . . g
n
mX
n
m
]
by both sides of (4.3), hence,
yields
v˜lgnl X
n
l +
∑
j∈IF l
v˜ jgnjX
n
j =
m′∑
i=1
ciY˜ni +
l−1∑
k=1
dkgnkX
n
k + Z˜′
n
l ,
where the variance of each element of Z˜′nl is Nl =
∑m′
i=1 c
2
i < ∞. Therefore, we can
write:
H(Wl|
m′∑
i=1
ciY˜ni +
l−1∑
k=1
dkgnkX
n
k ,Gn) = H(Wl|v˜lgnl Xnl +
∑
j∈IF l
v˜ jgnjX
n
j − Z˜′nl ,Gn)
= H(Wl|v˜lgnl Xnl +
∑
j∈IF l
v˜ jgnjX
n
j − Z˜′nl ,
∑
j∈IF l
(1 − |v˜ j|)gnjXnj ,Gn) (4.6)
≤ H(Wl|v˜lgnl Xnl +
∑
j∈IF l
v˜′jg
n
jX
n
j − Z˜′nl ,Gn) (4.7)
≤ no(log(P)) + nl,n, (4.8)
where (4.6) is true because, as discussed before, for all j ∈ IF l, v˜ j can only
take the values in {±1, 0} and therefore the signals in ∑ j∈IF l v˜ jgnjXnj and ∑ j∈IF l(1−
|v˜ j|)gnjXnj do not have common terms.2 In (4.7), v˜′j is defined as v˜′j := v˜ j + (1 − |v˜ j|).
Clearly v˜′j can only take the values in {+1,−1} because v˜ j ∈ {±1, 0}. Also, (4.4)
implies that v˜l ∈ {+1,−1}. Therefore, v˜lgnl Xnl +
∑
j∈IF l v˜
′
jg
n
jX
n
j − Z˜′nl is statistically
the same as Ynl (with a bounded difference in noise variance), because the chan-
nel gains have a symmetric distribution around zero ( fG(g) = fG(−g), ∀g ∈ C).
This, together with Lemma 4.1 and Fano’s inequality, implies that (4.8) is correct.
Hence, using the chain rule for entropy yields
H(W1, ...,Wm|Y˜n1 , ..., Y˜nm′ ,Gn) =
m∑
l=1
H(Wl|Y˜n1 , ..., Y˜nm′ ,W1, ...,Wl−1,Gn)
2If v˜ j = 0, then 1 − |v˜ j| = 1, and if v˜ j = 1 or v˜ j = −1, then 1 − |v˜ j| = 0. Hence, either v˜ j or 1 − |v˜ j|
is non-zero, but not both.
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≤
m∑
l=1
no(log(P)) + nl,n
= no(log(P)) + nn,
which together with (4.2) implies
n
∑
i∈S
Ri ≤ h(Y˜n1 , ..., Y˜nm′ |Gn) + no(log(P)) + nn (4.9)
≤ nm′ log(P) + no(log(P)) + nn.
Letting n and then P go to infinity, we will have:
∑
i∈S
di ≤ m′ ⇒ |S|dsym ≤ c(A)⇒ dsym ≤ c(A)|S| ⇒ dsym ≤ minS⊆[1:K] minA∈J(S)
c(A)
|S| .

A simple corollary of Theorem 4.1 is the following.
Corollary 4.1. Consider a K-user interference network with adjacency matrix M. If
A ⊆ S ⊆ [1 : K] and there exists a sequence ΠS\A = (i1, ..., i|S\A|) of the users in S\A
such that:
MSi j ∈±i j span (MSA, I|S|A∪{i1,...,i j−1}), ∀ j ∈ [1 : |S\A|],
then dsym ≤ |A||S| .
Proof. If A satisfies the conditions in the corollary, then it is easy to show that
MSA is a generator of S and hence Theorem 4.1 yields dsym ≤
c(MSA)
|S| =
|A|
|S| . 
Remark. Theorem 4.1 and Corollary 4.1 both depend completely on the set of
interferers to the receivers or, equivalently, the adjacency matrix. Therefore,
they both highlight the special role of the topology of the network on the outer
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bounds. Moreover, Corollary 4.1 implies that it may be sufficient to only con-
sider as the generators the matrices which are a subset of the columns of the
adjacency matrix; i.e. only considering a subset of the received signals as our
initial signals. This in fact worked for the case of Example 3 where we could
derive the outer bound of 25 for the symmetric degrees-of-freedom.
It is important to notice that in the final step of the proof of Theorem 4.1, we
used the trivial upper bound of c(A)n log(P) for the joint entropy of the signals
corresponding to the generator A. However, there may be a way to derive a
tighter upper bound for this joint entropy in some network topologies, and as
we see in the next section, this is in fact the case; i.e. there exist some network
topologies in which the upper bound of Theorem 4.1 can be improved. Hence,
we will illustrate a method to tighten the upper bound in the following section.
4.2.2 Upper Bounds Based on the Concept of Fractional Gener-
ators
We will now introduce the notion of fractional generators to enhance the outer
bound of Theorem 4.1. The idea is that we can make use of the signal interac-
tions and interference topology at the receivers to derive possibly tighter upper
bounds for the entropy of the signals corresponding to a generator. To be pre-
cise, if a signal is composed of a subset of interferers to a receiver, there is a
tighter upper bound than n log(P) for that signal. To clarify this concept, we will
again go through an introductory example.
Example 4. Consider the 6-user network shown in Figure 4.2. We claim that the
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symmetric DoF for this network is upper bounded by 27 , while the best upper
bound based on Theorem 4.1 is 26 .
T1 D1
T2 D2
T3 D3
T4 D4
T5 D5
T6 D6
Figure 4.2: A 6-user interference network in which the upper bound of
Theorem 4.1 is not tight.
The best upper bound of Theorem 4.1 for this example can be shown to be 26 ,
which is obtained by, for example, using A = MS{1,4} as a generator of the entire
network S = [1 : 6] with ΠS = {1, 4, 2, 5, 3, 6}. We now show how the proof steps
of Theorem 4.1 can be enhanced to obtain a tighter upper bound on dsym.
Following the proof of Theorem 4.1 for the network in Figure 4.2 until equa-
tion (4.9) provides
n
6∑
i=1
Ri ≤ h(Y˜n1 , Y˜n4 |Gn) + no(log(P)) + nn, (4.10)
where Y˜n1 = g
n
1X
n
1 +g
n
3X
n
3 +g
n
5X
n
5 +Z˜
n
1 and Y˜
n
4 = g
n
2X
n
2 +g
n
3X
n
3 +g
n
4X
n
4 +g
n
6X
n
6 +Z˜
n
4 , Z˜
n
1 and Z˜
n
4
have the same distributions as the original noise vectors, but are independent of
them and also of each other and gni = g
n
ii, i ∈ [1 : 6]. Now, instead of simply upper
bounding h(Y˜n1 , Y˜
n
4 |Gn) as h(Y˜n1 , Y˜n4 |Gn) ≤ h(Y˜n1 |Gn)+h(Y˜n4 |Gn) ≤ 2n log(P)+no(log(P)),
we show that a tighter upper bound can be found for h(Y˜n1 |Gn), hence improving
the upper bound on dsym.
The idea is that in the network of Figure 4.2, D1 receives signals from trans-
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mitters 1, 3 and 5. However, these transmitters are a subset of the interfer-
ers to receiver 2; i.e. {1, 3, 5} ⊆ IF 2. This leads to a tighter upper bound of
h(Y˜n1 |Gn) ≤ n(log(P) − R2) + no(log(P)) + nn, which can be proved as follows.
First, note that
H(W2) − H(W2|gn22Xn2 + Y˜n1 ,Gn) = h(gn22Xn2 + Y˜n1 |Gn) − h(gn22Xn2 + Y˜n1 |W2,Gn),
since both sides are equal to I(gn22X
n
2 + Y˜
n
1 ;W2|Gn). Therefore,
h(gn22X
n
2 + Y˜
n
1 |W2,Gn) = H(W2|gn22Xn2 + Y˜n1 ,Gn) + h(gn22Xn2 + Y˜n1 |Gn) − H(W2)
≤ nn + h(gn22Xn2 + Y˜n1 |Gn) − H(W2) (4.11)
≤ nn + no(log(P)) + n log(P) − nR2, (4.12)
where (4.11) holds because of the same arguments as in the proof of Theorem
4.1 (less-interfered version of a received signal is sufficient to decode its corre-
sponding symbol). On the other hand, since Xn2 is a function of W2, we have
h(gn22X
n
2 + Y˜
n
1 |W2,Gn) = h(Y˜n1 |Gn),
which together with (4.12) yields h(Y˜n1 |Gn) ≤ n(log(P)−R2)+no(log(P))+nn. Hence
we can continue (4.10) as
n
6∑
i=1
Ri ≤ h(Y˜n1 |Gn) + h(Y˜n4 |Gn) + no(log(P)) + nn
≤ 2n log(P) − nR2 + no(log(P)) + nn.
Letting n and then P go to infinity and setting all the DoFs to be equal to dsym,
we will have:
6dsym ≤ 2 − dsym ⇒ dsym ≤ 27 ,
which is strictly tighter than the previous outer bound of 26 based on Theorem
4.1.
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Now, we will illustrate the improvement of the outer bound in a linear alge-
braic form. The key part in the enhancement was that by adding gn22X
n
2 to Y˜
n
1 , we
could create a signal which was able to decode W2. As we have discussed before,
if S = [1 : 6], then Y˜n1 corresponds to the vector MS1 =
[
1 0 1 0 1 0
]T
. There-
fore, adding gn22X
n
2 to Y˜
n
1 can be translated to adding I
|S|
2 =
[
0 1 0 0 0 0
]T
to
MS1 . Moreover, the fact that W2 can be decoded from g
n
22X
n
2 + Y˜
n
1 is equivalent
to MS2 ∈±2 span(MS1 + I|S|2 ). We will call MS1 a fractional generator of S′ in S where
S′ = {2}. This means that by expanding the signal corresponding to MS1 (through
adding I|S|2 to M
S
1 or equivalently g
n
22X
n
2 to Y˜
n
1 ), the resulting expanded signal is
able to decode W2. This is the method that we will use to linear algebraically
describe the improvement in the outer bound on dsym. 4
Remark. A similar approach in [31] has been taken to derive an upper bound
for the symmetric DoF of general network topologies. In particular, if for the
network in Example 4, we set h26 = h46 = h66 = −
√
SNR × N0P and the other
channel gains h ji to
√
SNR × N0P , then maximum cardinality of an acyclic subset of
messages, denoted by Ψ, is equal to 3 and the minimum internal conflict distance,
denoted by ∆, is equal to 1 for the network of Figure 4.2. Therefore, both of the
bounds presented in Theorem 4.12 and Corollary 4.13 of [31] for the network of
Figure 4.2 are equal to 13 , while the outer bound of
2
7 that we derived in Example
4 is strictly tighter.
To generalize the improvement of the outer bound to all network topologies,
we define the concept of fractional generator.
Definition 4.3. Consider a K-user interference network with adjacency matrix
M and suppose S′ ⊆ S ⊆ [1 : K]. A vector c ∈ {±1, 0}|S| is called a fractional
generator of S′ in S if ck = 0,∀k ∈ S′ and there exists a sequence ΠS′ = (i1, ..., i|S′ |)
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of the users in S′ such that:
MSi j ∈±i j span (c +
∑
k∈S′
I|S|k , I
|S|
{i1,...,i j−1}), ∀ j ∈ [1 : |S′|].
We use the notation JS(S′) to denote the set of all fractional generators of S′
in S.
Intuitively, a fractional generator of S′ in S is a column vector whose corre-
sponding signal can decode the messages of the users in S′ (which is a subset
of the set of entire users S) sequentially, after expansion by adding ∑k∈S′ I|S|k to it
(or equivalently, by adding
∑
k∈S′ gnkkX
n
k to its corresponding signal).
After having the definition of fractional generators, we can state the follow-
ing lemma, which is proved in Appendix D.
Lemma 4.2. Consider a subset of users S ⊆ [1 : K] in a K-user interference network,
and suppose c ∈ JS(S′). If rates Ri are achievable for all i ∈ S′, then
h(
∑
j∈S
c jgnjX
n
j + Z
n|Gn) ≤ n(log(P) −
∑
i∈S′
Ri) + no(log(P)) + nn,
where gnj = g
n
j j , ∀ j ∈ S, n → 0 as n→ ∞, and each element in Zn is a CN(0, 1) random
variable.
We will also define nS(c) as follows for a vector c ∈ {±1, 0}|S|.
Definition 4.4. Consider a subset of users S ⊆ [1 : K] in a K-user interference
network. For a vector c ∈ {±1, 0}|S|, nS(c) is defined as
nS(c) := maxS′
|S′|
s.t. c ∈ JS(S′).
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Therefore, nS(c) is equal to the size of the largest subset of the users S′ ⊆ S
such that c is a fractional generator of S′ in S. Note that, due to Lemma 4.2,
finding nS(c) leads to the tightest upper bound for the signal corresponding to
c. Therefore, we are now at a stage to state our second converse.
Theorem 4.2. The symmetric DoF of a K-user interference network with no CSIT is
upper bounded by
dsym ≤ minS⊆[1:K] minA∈J(S)
c(A)
|S| + ∑c(A)i=1 nS(Ai) ,
where for each S ⊆ [1 : K], J(S) denotes the set of all generators of S (Definition 4.2),
c(A) denotes the number of columns of A and nS(Ai) is defined as in Definition 4.4.
Proof. Following the proof of Theorem 4.1 until equation (4.9), we know that if
S = {1, ...,m}, c(A) = m′, ΠS = (1, ...,m), Y˜ni =
[
gn1X
n
1 . . . g
n
mX
n
m
]
Ai + Z˜ni , i ∈ [1 : m′]
and if rates Ri (i ∈ S) are achievable, we will have
n
∑
i∈S
Ri ≤ h(Y˜n1 , ..., Y˜nm′ |Gn) + no(log(P)) + nn
≤
m′∑
i=1
h(Y˜ni |Gn) + no(log(P)) + nn. (4.13)
Now, if Ai ∈ JS(S′), then Lemma 4.2 implies
n(log(P) −
∑
j∈S′
R j) + no(log(P)) + nn ≥ h
∑
j∈S
A jignjX
n
j + Z˜
n
i |Gn

= h
([
gn1X
n
1 . . . g
n
mX
n
m
]
Ai + Z˜ni |Gn
)
= h(Y˜ni |Gn). (4.14)
Thus, to find the tightest upper bound on h(Y˜ni |Gn) for every i ∈ [1 : c(A)],
we need to find the largest subset S′ such that Ai ∈ JS(S′), which we denote by
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S′∗i ; i.e. S′∗i = arg maxS′ |S
′| s.t. Ai ∈ JS(S′). Combining this with (4.13) and (4.14)
yields
n
∑
i∈S
Ri ≤
c(A)∑
i=1
n(log(P) −
∑
j∈S′∗i
R j) + no(log(P)) + nn.
Letting n and then P go to infinity and setting all the DoFs to be equal to dsym,
we will have:
|S|dsym ≤ c(A) −
c(A)∑
i=1
|S′∗i |dsym = c(A) −
c(A)∑
i=1
nS(Ai)dsym
⇒ dsym ≤ c(A)|S| + ∑c(A)i=1 nS(Ai)
⇒ dsym ≤ minS⊆[1:K] minA∈J(S)
c(A)
|S| + ∑c(A)i=1 nS(Ai) .

As it is clear from the above discussion, the outer bound of Theorem 4.2
captures the impact of network topology on upper bounding the symmetric DoF
more strongly than Theorem 4.1. In fact, Theorem 4.2 tries to focus on the signal
and interference interactions at the receivers through Lemma 4.2, which is the
key aspect of the improvement of the bound compared to the bound suggested
by Theorem 4.1.
4.3 Inner Bounds on dsym
In this section, we derive inner bounds on the symmetric degrees-of-freedom.
In particular, we focus on two benchmark schemes, namely random Gaussian
coding and interference avoidance, and introduce a new scheme called structured
repetition coding. The structured repetition coding scheme in general performs
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better than (or at least the same as) the first two schemes and as we illustrate
in Section 4.4, it closes the gap between the inner and outer bounds in many
networks where the first two schemes fail to do so.
4.3.1 Benchmark Schemes
We start by presenting two benchmark schemes and we will compare them with
each other through examples to study their performance with respect to our
outer bounds in Section 4.2.
Random Gaussian Coding and Interference Decoding
In the first scheme, we use random Gaussian coding, such that all interfering
messages at each receiver are decoded. Consider a K-user interference network
and look at one of the receivers, say D j. It receives signals from Ti, i ∈ { j} ∪ IF j.
Therefore, we can see this subnetwork as a multiple access channel (MAC) to
receiver j. It is well known [32] that in the fast fading settings, the capacity
region of MAC with no CSIT is specified by
∑
i∈S
Ri ≤ E
log 1 + ∑
i∈S
|gi j|2P
 , ∀S ⊆ { j} ∪ IF j,
where the expectation is taken with respect to the channel gains. Now, since
log(x) < log(1 + x) for all positive x, the rates Ri are achievable if they satisfy∑
i∈S
Ri ≤ E
log ∑
i∈S
|gi j|2P
 = log(P) + E log ∑
i∈S
|gi j|2
 , ∀S ⊆ { j} ∪ IF j.
Then, because log(.) is a monotonically increasing function, the rates Ri are
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achievable if the following holds.
∑
i∈S
Ri ≤ log(P) + E
[
log
(
|giS j|2
)]
, ∀S ⊆ { j} ∪ IF j,
where for each S ⊆ { j}∪IF j, iS is some user in S. From the regularity conditions
on the distribution of the channel gains (mentioned in Section 4.1), it can be
shown that E
[
log
(
|g|2
)]
> −∞ (a more general case is proved in Appendix F).
Therefore, dividing the above equations by log(P) and letting P go to infinity
leads to the fact that the degrees-of-freedom d j are achievable if∑
i∈S
di ≤ 1, ∀S ⊆ { j} ∪ IF j.
For the degrees-of-freedom to be symmetric, we will therefore have dsym ≤ 1|S|
which should hold for every S ⊆ { j} ∪IF j. Choosing the largest subset S yields
dsym ≤ 11+|IF j | . Furthermore, all the rates (degrees-of-freedom) in this region can
be achieved using random Gaussian codebooks of size 2nRi × n generated for
each user, in which all the elements are i.i.d. CN(0, P). The message Wi is the
index of the row of this codebook matrix and the transmit vector will be the
corresponding row of the codebook. Therefore, by applying the viewpoint of
multiple access channels to all the receivers in the interference network, this
theorem follows immediately.
Theorem 4.3. Consider a K-user interference network with adjacency matrix M. If
we denote the maximum receiver degree by ∆R (defined as ∆R := 1 + max
j∈[1:K]
|IF j| =
max
j∈[1:K]
∑K
i=1Mi j), then the symmetric DoF of 1∆R is achievable.
Theorem 4.3 only considers the maximum degree among the receivers to
derive an inner bound on dsym. However, it fails to capture how further details
of network topology can affect the achievable symmetric DoF. In other words,
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this theorem suggests a similar inner bound for all network topologies whose
maximum receiver degrees are identical, implying its possible suboptimality for
many networks. Therefore, we should seek for other schemes that exploit other
structures in the network topology.
Interference Avoidance
As the name suggests, this scheme is based on avoiding the interference by all
the users. Each transmitter, aware of the network topology, knows the receivers
which receive interference from itself and also the transmitters who cause inter-
ference at its corresponding receiver. Therefore, it can avoid sending its symbols
at the same time as those users. In other words, in this scheme, each user uses
a time slot to transmit data if and only if the users who receive interference
from/cause interference at that user do not use that time slot. This is tightly
connected to the concept of independent sets.
Suppose we have a K-user interference network. U ⊆ [1 : K] is an indepen-
dent set if for all two distinct users i and j inU, Mi j = M ji = 0; i.e. users i and j
are mutually non-interfering. Obviously, all the users in an independent set can
transmit their symbols at the same time without experiencing any interference.
This is the essence of the interference avoidance scheme. Naturally, it is best if the
largest possible subset of the users send together, leading to the concept of max-
imal independent sets. U is a maximal independent set if it is an independent
set, but for all l ∈ [1 : K]\U,U ∪ {l} is not an independent set.
After describing the above scheme, we can state our second inner bound.
Theorem 4.4. Consider a K-user interference network with adjacency matrix M and
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suppose U = {U1, ...,Um} is the set of all maximal independent sets of this network.
Then, the following symmetric DoF is achievable by interference avoidance.
sup
n∈N
max
U′1,...,U′n∈U
min
i∈[1:K]
∑n
j=1 1(i ∈ U′ j)
n
,
where for an event A, 1(A) = 1 if A occurs and 1(A) = 0 otherwise.
Proof. If we take n maximal independent setsU′1, ...,U′n and allow all the users
in U′ j to transmit simultaneously in time slot j, j ∈ [1 : n], then for ev-
ery user i, i ∈ [1 : K], there will be ∑nj=1 1(i ∈ U′ j) clean, interference-free,
channels between Ti and Di. Hence, each user i achieves
∑n
j=1 1(i∈U′ j)
n degrees-
of-freedom. Since we are interested in the achievable symmetric degrees-of-
freedom, the maximum DoF that all the users can simultaneously achieve with
a specific choice of n and U′1, ...,U′n is min
i∈[1:K]
∑n
j=1 1(i∈U′ j)
n . Optimizing over n and
U′1, ...,U′n, the best symmetric DoF achievable under interference avoidance is
sup
n∈N
max
U′1,...,U′n∈U
min
i∈[1:K]
∑n
j=1 1(i∈U′ j)
n . 
Remark. The aforementioned ideas of independent sets are very closely related
to fractional coloring and fractional chromatic numbers of graphs in graph the-
ory [33]. To relate the two problems, we define the conflict graph of a K-user in-
terference network with adjacency matrix M as an undirected graph G = (V,E)
with the set of vertices V = [1 : K] and the set of edges E where for all i , j,
ei j ∈ E if Mi j = 1 or M ji = 1 in the original interference network. Now, the as-
signment of time slots to different users based on independent sets corresponds
to coloring the conflict graph G. An n-coloring of a graph G = (V,E) is an assign-
ment of a single color out of a set of n colors to each of the vertices in V such
that if ei j ∈ E, different colors are assigned to vertices i and j. The smallest n for
which an n-coloring is possible forG is called the chromatic number ofG, denoted
by χ(G).
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Moreover, an m-fold coloring (known as fractional coloring) of a graph G is an
assignment of sets of m colors to each vertex in V such that if ei j ∈ E, the sets
of colors assigned to vertices i and j are disjoint. Also, G is said to be n : m-
colorable if there exists an m-fold coloring of G such that all the colors used in
the coloring are drawn from a set of n distinct colors. The smallest n for which
G is n : m-colorable is called the m-fold chromatic number of G, denoted by
χm(G). The maximum symmetric DoF achievable by interference avoidance is
sup
m∈N
m
χm(G)
which is exactly the value presented in Theorem 4.4. 3 However, the
fractional chromatic number of G is defined as χ f (G) = inf
m∈N
χm(G)
m , which can also be
shown to equal lim
m→∞
χm(G)
m [33]. Therefore, the best symmetric DoF achievable by
interference avoidance is in fact 1
χ f (G)
.
The two schemes we presented so far, incorporate two different aspects of
network topology, namely maximum receiver degree and fractional chromatic
number, to improve spectral efficiency. A natural question that comes to mind
is: How do these two schemes compare to each other? Is one of them superior
than the other one for all network graphs? The answer is negative. We will
present two examples to clarify how the schemes work and also to compare
them. In the first example, random Gaussian coding performs better, while in
3For every m ∈ N, interference avoidance can achieve the symmetric DoF of m
χm(G)
, because
for every m-fold chromatic number χm(G), m is the largest m¯ such that an m¯-fold coloring exists
for G, where the colors are selected out of a palette of χm(G) colors. Each color out of the total
of χm(G) colors corresponds to an independent set. Hence, m is the maximum m¯ such that each
node appears m¯ times in the independent sets corresponding to χm(G) colors. In other words, if
U is the set of all maximal independent sets of the interference network, then
m = max
U′1,...,U′χm (G)∈U
min
i∈[1:K]
χm(G)∑
j=1
1(i ∈ U′ j),
because each user appears at least min
i∈[1:K]
∑χm(G)
j=1 1(i ∈ U′ j) times among the independent sets
U′1, ...,U′χm(G) and m is the maximum value of this quantity where the maximization is over the
selection of independent sets corresponding to χm(G) colors. Optimizing over m yields the inner
bound in Theorem 4.4.
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the second one, interference avoidance outperforms the first scheme.
Example 5. Consider the 4-user network in Figure 4.3(a). Suppose we want to
T1 D1
T2 D2
T3 D3
T4 D4
(a)
1 2
3 4
(b)
Figure 4.3: (a) A 4-user interference network in which random Gaussian
coding is optimal, and (b) its corresponding conflict graph.
apply interference avoidance to this network. We should identify the indepen-
dent sets in this network. Clearly, all the users are mutually interfering in this
network. This can also be seen in the fully connected conflict graph of Figure
4.3(b), whose maximal independent sets are {1}, {2}, {3} and {4}, implying that
the best symmetric DoF achievable under interference avoidance is 14 . However,
the maximum receiver degree in this network is ∆R = 3 and therefore, Theorem
4.3 implies that random Gaussian coding and interference decoding can achieve
the symmetric DoF of 13 which is higher than the value achieved by interference
avoidance.
To show that the symmetric DoF of 13 is optimal, it is necessary to mention
the outer bound, too. If you consider the subnetwork consisting of the users
S = {1, 2, 3}, then clearly [1 1 1]T is a generator of S. Therefore, using Theo-
rem 4.1, dsym ≤ 13 implying the optimality of random Gaussian coding and in-
terference decoding in this network, whereas interference avoidance performs
suboptimally in this case. 4
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Example 6. As our next example, we return to the network we considered in
Example 3, which is repeated in Figure 4.4(a) for convenience.
T1 D1
T2 D2
T3 D3
T4 D4
T5 D5
(a)
1 2
5 3
4
(b)
2
5 3
1
4
A
B
B
C
C
D
E
A
D
E
(c)
Figure 4.4: (a) A 5-user interference network in which interference avoid-
ance is optimal, (b) the corresponding conflict graph, and (c) a
5:2-coloring.
As shown before, for this network dsym ≤ 25 . However, the maximum receiver
degree in this network is ∆R = 3, hence random Gaussian coding and interfer-
ence decoding can only achieve the symmetric DoF of 13 which is less than the
outer bound.
On the other hand, it is obvious that the maximal independent sets of the
conflict graph of this network, shown in Figure 4.4(b), are {1, 2}, {2, 3}, {3, 4}, {4, 5}
and {5, 1}. By assigning one time slot to each of these sets, we can achieve the
symmetric DoF of 25 because each user is repeated twice in these sets, therefore
meeting the outer bound of 25 mentioned earlier. A corresponding 5:2-coloring
is also shown in Figure 4.4(c). Hence, in this example, interference avoidance
outperforms random Gaussian coding and interference decoding. 4
Taking a closer look at the two schemes presented in this section, they can be
viewed as two extremes of a spectrum. Random Gaussian coding and interfer-
ence decoding tries to decode all the interference at all the receivers by adopting
73
a random code which does not make efficient use of the topology of the net-
work. On the other side, interference avoidance tries to prevent the mutually
interfering nodes from transmitting at the same time, which causes no interfer-
ence to occur at the receivers. Therefore, one may think of using a scheme that is
naturally between these two extremes; i.e. using some kind of structured code
that makes best use of the topology of the network and does not necessarily
try to avoid the interference at the receivers, but at the same time enables the
receivers to decode their desired messages. This leads to a new scheme which
will be introduced in the following section.
4.3.2 Structured Repetition Coding
We now present a scheme based on structured repetition codes at the transmit-
ters so that we can better exploit structure of network topology. This scheme
unifies the two schemes presented in Section 4.3.1 in the way that it not only
enables the receivers to decode their intended symbols without necessarily de-
coding all the interference, but it also allows mutually interfering users to pos-
sibly send data at the same time, implying that the scheme can potentially out-
perform both benchmark schemes presented in Section 4.3.1. We will motivate
the idea of structured repetition coding through the following example. Before
starting the example, we need the following definition.
Definition 4.5. For a graph G = (V,E), a matching is a subset of edges no two
of which share a common vertex. The matching number of G, denoted by µ(G),
is the size of a maximum matching of G (a matching of G containing the largest
possible number of edges).
Example 7. Consider the 6-user network in Figure 4.5. We claim that in this
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network, the symmetric DoF of 13 is achievable, while the benchmark schemes
discussed in the previous section can at most achieve a symmetric DoF of 14 .
T1 D1
T2 D2
T3 D3
T4 D4
T5 D5
T6 D6
Figure 4.5: A 6-user interference network in which random Gaussian cod-
ing and interference avoidance are suboptimal.
In this network, the outer bound for the symmetric DoF is dsym ≤ 13 by Corol-
lary 4.1, because the sets A = {2} and S = {1, 2, 3} satisfy the conditions of the
corollary; i.e. in the subnetwork S, we can generate statistically similar versions
of the signals at receivers 3 and 1 by having the received signal at receiver 2.
Therefore, dsym ≤ |A||S| = 13 .
However, in terms of the achievable schemes, Theorem 4.3 indicates that the
best symmetric DoF achievable by random Gaussian coding and interference
decoding is 1
∆R
= 14 . Also, the maximal independent sets of this network are
{1, 5, 6}, {2, 5, 6}, {3} and {4, 6}. Therefore, Theorem 4.4 states that the maximum
symmetric DoF which interference avoidance can achieve is 14 . Thus, our two
previous schemes both achieve the same symmetric DoF of 14 which is strictly
lower than the outer bound of 13 . Now, let us see if the achievable symmetric
DoF can be improved.
Targeting the symmetric DoF of 13 , we can think of an achievable scheme
in which each transmitter has one symbol to be sent within three time slots
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such that all the receivers can decode their desired messages. To this end, we
create a transmission matrix T ∈ {0, 1}6×3 where Tik = 1 if transmitter i sends its
single symbol Xi in time slot k and Tik = 0 if transmitter i is silent in time slot k.
Consider the following matrix.
T =

1 0 1 1 1 0
0 1 0 0 1 1
0 0 1 1 0 0

T
. (4.15)
As mentioned above, the first row of (4.15) means that transmitter 1 sends
its only symbol X1 in time slot 1 and remains silent otherwise, the second row
means that transmitter 2 sends its symbol X2 in time slot 2, the third row implies
that transmitter 3 repeats its symbol X3 in time slots 1 and 3, etc. We will now
show that with this transmission matrix, all the receivers can create interference-
free versions of their desired symbols for almost all values of channel gains. As
an example, let us focus on receiver 4. The signals that D4 receives in three time
slots are as follows.
Y4[1] = g34[1]X3 + g44[1]X4 + g54[1]X5 + Z4[1]
Y4[2] = g54[2]X5 + Z4[2]
Y4[3] = g34[3]X3 + g44[3]X4 + Z4[3].
Since D4 is aware of the channel gains of all the links connected to it at all
times, it can create the following signal.
Y ′4[1, 2] := Y4[1] −
g54[1]
g54[2]
Y4[2] = g34[1]X3 + g44[1]X4 + Z′4[1, 2],
where Z′4[1, 2] is a noise term with bounded variance. Now, it is clear that from
Y4[3] and Y ′4[1, 2], D4 can create an interference-free version of X4 as follows.
g34[1]Y4[3] − g34[3]Y ′4[1, 2]
g34[1]g44[3] − g34[3]g44[1] = X4 + Z˜4,
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where Z˜4 has a bounded variance. The above combination of the signals is pos-
sible if g34[1]g44[3]− g34[3]g44[1] , 0 which holds for almost all values of channel
gains, because the channel gains are i.i.d. and drawn from continuous distribu-
tions.
The fact that for almost all values of the channel gains, there exists a linear
combination of the received signals at receiver 4 which is an interference-free
version of X4 can also be viewed in terms of the matching number of a bipar-
tite graph. The idea is to first create an “effective” transmission matrix T¯4 for
receiver 4, which is defined as a 6 × 3 matrix, where T¯4ik = Mi4Tik, ∀i ∈ [1 : 6], k ∈
[1 : 3], as shown in (4.16). In words, T¯4 is the same as T with the distinction that
the rows corresponding to the transmitters which are not connected to D4 are
set to zero.
T¯4 =

0 0 1 1 1 0
0 0 0 0 1 0
0 0 1 1 0 0

T
. (4.16)
This matrix corresponds to a bipartite graph G¯4, shown in Figure 4.6(a), with
the set of vertices {v1, ..., v6} ∪ {v′1, v′2, v′3}, where vi is connected to v′k if and only if
T¯1ik = 1, ∀i ∈ [1 : 6], k ∈ [1 : 3].
v1 v2 v3 v4 v5 v6 
v'1 v'2 v'3 
(a)
v1 v2 v3 v5 v6 
v'1 v'2 v'3 
(b)
Figure 4.6: (a) The bipartite graph G¯4 corresponding to the matrix T¯4 in
(4.16), and (b) the graph G¯4 \ 4, which is the same as G¯4 after
removing v4 and its corresponding edges. In both graphs, the
dashed edges correspond to a maximum matching.
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Note that the matching number of G¯4, denoted by µ(G¯4), is equal to 3 and
a maximum matching of G¯4 is shown in Figure 4.6(a). However, as shown in
Figure 4.6(b), upon removal of v4 and its corresponding edges from G¯4, the
matching number reduces to 2. As we show in Lemma 4.3, this reduction in
the matching number is equivalent to the fact that for almost all values of the
channel gains, there exists a linear combination of the signals at receiver 4 which
is an interference-free version of X4. Theorem 4.5 shows that this procedure re-
duces the problem of checking whether the transmission matrix T is successful
or not to a bipartite matching problem.
Therefore, user 4 can achieve 13 degrees-of-freedom. Arguments similar to
the one above can show that all the other receivers can create interference-free
versions of their desired symbols either, by linearly combining their received
signals in three time slots. In particular, D1 needs to combine its received signals
at time slots 1 and 3, whereas D2, D3, D5 and D6 only need their received signals
at time slots 2, 3, 2 and 2, respectively. Therefore, this scheme, which we will
call structured repetition coding, can achieve the symmetric DoF of 13 . This inner
bound meets the outer bound, indicating that structured repetition coding is
optimal in the network of Figure 4.5, contrary to the two benchmark schemes
which perform suboptimally in this example. 4
Motivated by Example 7, we now formally define structured repetition cod-
ing. In what follows, for a general matrix T, we use Tl,∗ to denote the lth row of
T.
Definition 4.6. Consider a K-user interference network with adjacency matrix
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M. Also, consider a matrix T ∈ {0, 1}mK×n, for some m, n ∈ N, satisfying
im∑
l=(i−1)m+1
Tlk ≤ 1, ∀k ∈ [1 : n], ∀i ∈ [1 : K], (4.17)
which, in words, means that there exists at most a single 1 in positions (i−1)m+1
to im of each column k, for all i ∈ [1 : K] and for all k ∈ [1 : n]. Then, structured
repetition coding with transmission matrix T is defined as a scheme, in which trans-
mitter Ti (i ∈ [1 : K]) intends to deliver m symbols, denoted by
{
X˜l
}im
l=(i−1)m+1, to
receiver Di in n time slots, using the following encoding and decoding proce-
dure.
• Transmitter Ti (i ∈ [1 : K]) creates its transmit vector, denoted by Xni , as
follows.
Xni =
im∑
l=(i−1)m+1
TTl,∗X˜l.
In words, this means that at each time slot k, transmitter i (i ∈ [1 : K]) looks
for index l ∈ [(i−1)m+1 : im] such that Tlk = 1 (note that due to (4.17) there
is at most one such l) and transmits X˜l in that time slot (if such an index
cannot be found, the transmitter will remain silent).
• At the end of the transmission, receiver D j ( j ∈ [1 : K]) receives
Ynj =
K∑
i=1
Mi jgni jX
n
i + Z
n
j
=
K∑
i=1
Mi jgni j
 im∑
l=(i−1)m+1
TTl,∗X˜l
 + Znj
=
mK∑
l=1
Md lm e jg
n
d lm e j
TTl,∗X˜l + Z
n
j .
Then, D j looks for vectors ul ∈ Cn, l ∈ [( j − 1)m + 1 : jm] such that
G jul = ImKl , ∀l ∈ [( j − 1)m + 1 : jm], (4.18)
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where G j is the mK × n matrix whose lkth element is defined as G jlk =
Md lm e jgd lm e j[k]Tlk, and if it can find such ul’s, it will reconstruct a noisy, but
interference-free, version of each symbol X˜l by projecting Ynj along the di-
rection of ul, i.e.
(Ynj )
Tul = X˜l + (Znj )
Tul, ∀l ∈ [( j − 1)m + 1 : jm].
Remark. If the conditions in (4.18) are satisfied, then by using an outer code for
each of the symbols X˜l, l ∈ [1 : mK], a rate of Cl = E
[
log
(
1 + P‖ul‖22
)]
≥ log(P) −
E
[
log
(
‖ul‖22
)]
over each symbol can be achieved, where the expectation is taken
with respect to the channel gain values. Since E
[
log
(
‖ul‖22
)]
does not scale with
the transmit power P, and as shown in Appendix F, its value is finite, the scheme
guarantees 1 DoF per symbol.
In the remainder of this section, we will address the conditions that the
transmission matrix T needs to satisfy in order to guarantee the existence of
ul’s satisfying (4.18), hence being able to neutralize the interference at all the
receivers. We will then use these conditions to characterize the symmetric DoF
that is achievable by structured repetition coding.
Definition 4.7. Consider a K-user interference network with adjacency matrix
M and structured repetition coding with transmission matrix T ∈ {0, 1}mK×n. For
each j ∈ [1 : K], T¯ j is an mK × n matrix whose lkth element is defined as
T¯ jlk = TlkMd lm e j, ∀l ∈ [1 : mK], ∀k ∈ [1 : n].
Moreover, G¯ j is defined as the bipartite graph with the set of vertices V =
{v1, ..., vmK} ∪ {v′1, ..., v′n} whose adjacency matrix is T¯ j; i.e. vl is connected to v′k if
and only if T¯ jlk = 1, ∀l ∈ [1 : mK], ∀k ∈ [1 : n]. Also, for all l ∈ [1 : mK], we use the
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notation G¯ j \ l to denote the subgraph of G¯ j with node vl and its incident edges
removed.
The above definitions make us ready to state our theorem about the graph
theoretic conditions that a transmission matrix T needs to satisfy to achieve a
symmetric DoF of mn .
Theorem 4.5. Consider a K-user interference network with adjacency matrix M. If a
transmission matrix T ∈ {0, 1}mK×n satisfies the following conditions
µ(G¯ j) − µ(G¯ j \ l) = 1, ∀l ∈ [( j − 1)m + 1 : jm], ∀ j ∈ [1 : K],
where G¯ j and G¯ j \ l are defined in Definition 4.7, then for almost all values of channel
gains, there exist vectors {ul}mKl=1 satisfying
(Ynj )
Tul = X˜l + (Znj )
Tul, ∀l ∈ [( j − 1)m + 1 : jm], ∀ j ∈ [1 : K],
where Ynj and X˜l are defined in Definition 4.6. Hence, structured repetition coding with
transmission matrix T achieves the symmetric DoF of mn .
Theorem 4.5 immediately leads to the following corollary.
Corollary 4.2. Consider a K-user interference network with adjacency matrix M.
Then, the following symmetric DoF is achievable by structured repetition coding (see
Definition 4.6).
sup
n∈N
max
m∈[1:n]
m
n
s.t. ∃T ∈ {0, 1}mK×n : µ(G¯ j) − µ(G¯ j \ l) = 1,
∀l ∈ [( j − 1)m + 1 : jm], ∀ j ∈ [1 : K],
where G¯ j and G¯ j \ l are defined in Definition 4.7.
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Remark. While in the optimization problem of Corollary 4.2, the value of max
m∈[1:n]
m
n
is optimized over n ∈ N, we will limit the range space for n to be bounded as
n ∈ [1 : K + 1] in order to numerically evaluate the inner bounds in Section
4.4, and as we will see, the inner bounds derived after this reduction match the
outer bounds in most of the topologies. This reduces the optimization problem
in Corollary 4.2 to a combinatorial optimization problem that can be solved for
relatively small networks. Finding efficient algorithms to solve it for general
networks is an interesting open problem.
Remark. The structured repetition coding scheme illustrates the fact that even
in the case where the channel gains change i.i.d. over time (i.e. coherence time
of 1 time slot), it is possible to exploit network topology in order to design
a carefully-chosen repetition pattern at the transmitters which enables the re-
ceivers to neutralize all the interference. However, as the coherence time of the
channel increases, there would be other opportunities that can be utilized, such
as aligning the interference, as in [31, 34].
The existence of a vector ul satisfying the conditions in Theorem 4.5 is
equivalent to the existence of a vector ul satisfying the conditions in (4.18), i.e.
G jul = ImKl , where G
j is an mK × n matrix whose entries are either zero or i.i.d.
random variables (corresponding to the channel gains gi j). This enables us to
use the following lemma, proved in Appendix C, which addresses the existence
of ul’s satisfying G jul = ImKl for such structured random matrices G
j.
Lemma 4.3. Consider a bipartite graph G = ({v1, ..., vm} ∪ {v′1, ..., v′n},E) with a corre-
sponding m × n adjacency matrix T where Ti j = 1 if vi is connected to v′j and Ti j = 0
otherwise. Also, define T˜ to be an m × n matrix for which T˜i j = gi jTi j, where gi j’s are
i.i.d. random variables drawn from a continuous distribution. If for some l ∈ [1 : m],
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µ(G) − µ(G \ l) = 1 (where G \ l denotes the subgraph of G with node vl and its incident
edges removed), then for almost all values of gi j’s, there exists a vector u ∈ Cn such that
T˜u = Iml ,
where Iml is the l
th column of the m×m identity matrix. Moreover, ‖u‖2 =
∥∥∥(T˜l)−1Iµ(G)l ∥∥∥2,
where T˜l is a µ(G) × µ(G) submatrix of T˜ corresponding to a maximum matching in G.
Proof of Theorem 4.5. Following Definitions 4.6 and 4.7, the received vector of re-
ceiver j ( j ∈ [1 : K]) can be written as
Ynj =
mK∑
l=1
Md lm e jg
n
d lm e j
TTl,∗X˜l + Z
n
j
=
mK∑
l=1
gnd lm e j
(T¯ jl,∗)
T X˜l + Znj ,
and it needs vectors {ul} jml=( j−1)m+1 such that
(Ynj )
Tul = X˜l + (Znj )
Tul, ∀l ∈ [( j − 1)m + 1 : jm]. (4.19)
This means that for almost all values of the channel gains, there must exist
vectors {ul} jml=( j−1)m+1 satisfying
G jul = ImKl , ∀l ∈ [( j − 1)m + 1 : jm],
where ImKl is the l
th column of the mK × mK identity matrix, and G j is an mK × n
matrix whose lkth element is defined as G jlk = gd lm e j[k]T¯
j
lk. Due to the specific
structure of the transmission matrix T described in (4.17), G j has i.i.d. random
entries and zeros wherever T¯ j has ones and zeros, respectively. This enables us
to make use of Lemma 4.3, therefore proving the existence of vectors ul, ∀l ∈
[( j − 1)m + 1 : jm], ∀ j ∈ [1 : K].
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The only remaining issue to address is the noise variance in (4.19). The ca-
pacity of the channel in (4.19) is equal to
Cl = E
[
log
(
1 +
P
‖ul‖22
)]
, (4.20)
where the expectation is taken with respect to the channel gains. Lemma 4.3
implies that ‖ul‖2 =
∥∥∥∥(G˜ j,l)−1 Iµ(G¯ j)l ∥∥∥∥2, where G˜ j,l is a µ(G¯ j) × µ(G¯ j) submatrix of G j
corresponding to a maximum matching in G¯ j. Combining this with (4.20), we
can write
Cl ≥ E
[
log
(
P
‖ul‖22
)]
= log(P) − E
[
log
(
‖ul‖22
)]
= log(P) − E
[
log
(∥∥∥∥(G˜ j,l)−1 Iµ(G¯ j)l ∥∥∥∥22
)]
. (4.21)
Now, note that E
[
log
(∥∥∥∥(G˜ j,l)−1 Iµ(G¯ j)l ∥∥∥∥22
)]
does not scale with the transmit
power P and as we show in Appendix F, its value is finite. Therefore, the outer
code on each of the symbols X˜l guarantees 1 degree-of-freedom to be achieved
for that symbol.
Hence, if all the conditions of the theorem are satisfied, then all the receivers
can create interference-free versions of their m desired symbols, implying that
structured repetition coding with transmission matrix T can achieve the sym-
metric DoF of mn . 
Theorem 4.5, therefore, implies that for any given network topology, it suf-
fices to carefully choose a well-structured transmission matrix T ∈ {0, 1}mK×n
which satisfies the graph theoretic conditions mentioned in the theorem. This
makes the symmetric DoF of mn achievable through structured repetition coding.
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4.4 Numerical Analysis
In this section, we will evaluate our inner and outer bounds for two diverse
classes of network topologies. We will examine the possible network instances
in two scenarios of 6-user networks with 6 square cells and 6-user networks
with 1 central and 5 surrounding base stations. The goal is to study the tight-
ness of our inner and outer bounds, compare the performance of the achievable
schemes presented in Section 4.3, and study the effect of network density on the
fraction of topologies in which structured repetition coding outperforms bench-
mark schemes. Note that for the structured repetition coding scheme, we search
over all transmission matrices T ∈ {0, 1}mK×n for which n ≤ K + 1, due to compu-
tational tractability. We seek to answer the following questions.
• Do there exist any network topologies in which our inner and outer
bounds on the symmetric DoF do not meet? On the other hand, among
the networks in which the bounds are tight, what are the possible values
of the symmetric DoF and how are these values distributed?
• Focusing on the topologies in which the inner and outer bounds meet,
what is the impact of the sparsity or density of the network graph on the
gains that can be obtained beyond the benchmark schemes by using only
the knowledge about network topology?
• What is the fraction of the topologies in which structured repetition coding
can outperform the benchmark schemes? How much can the sole knowl-
edge about network topology help to go beyond random Gaussian coding
and interference avoidance?
We will address these questions in the following classes of networks.
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4.4.1 6-User Networks with 6 Square Cells
The networks that we consider in this section are represented by 6 square cells,
each one having a base station BSi in the center, i ∈ [1 : 6], with a mobile user
inside the cell. An example can be seen in Figure 4.7.
BS1
BS2
BS3
BS4
BS5
BS6
Figure 4.7: A 6-cell network realization where the blue triangles, green
crosses, black squares and red circles represent base stations,
mobile users, cell boundaries and coverage area of base sta-
tions, respectively.
In this figure, the blue triangles represent base stations, the green crosses
represent mobile users, the black squares represent the cells and the red circles
depict the coverage area of each base station. It is obvious that any placement
of the mobile users corresponds to a partially-connected 6-user interference net-
work.
In what follows, we will generalize this model to all possible topologies in
which a mobile user in a cell can receive interference from any nonempty sub-
set of its three adjacent BS’s, together with the signal from its own BS. For in-
stance in Figure 4.7, user 2 can receive interference from any nonempty subset
of {BS1,BS3,BS4} and user 4 can receive interference from any nonempty subset
of {BS1,BS2,BS3} or {BS3,BS5,BS6} (corresponding to left and right halves of the
cell, respectively). This implies that the degree of each receiver is no less than
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2 and no more than 4. Ignoring isomorphic topologies, there are in total 22,336
unique topologies in this class. For each of these topologies, we evaluated our
inner and outer bounds to draw the following conclusions.
1. We note that quite interestingly, our bounds are tight for all cases, ex-
cept for 16 distinct topologies. For the remaining networks, which we
will hereby focus on, the gap is zero, implying that our bounds determine
the symmetric DoF for most networks in this class. In these networks, the
symmetric DoF only takes 4 distinct values in { 14 , 13 , 25 , 12 } with the distribu-
tion shown in Figure 4.8.
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Figure 4.8: Distribution of dsym among 6-cell networks in which our
bounds are tight.
2. Figure 4.9 illustrates the impact of the number of interfering links on
the performance of structured repetition coding compared to benchmark
schemes. As it is clear, the gain is not much when the network is too dense.
However, if the density of the network, characterized by the number of
cross links in the network, is at a moderate level, then the gain of struc-
tured repetition coding over the benchmark schemes can be significant. It
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is worth mentioning that there are totally around 50 percent and 10 per-
cent of the networks in which structured repetition coding outperforms
random Gaussian coding and interference avoidance, respectively. More-
over, structured repetition coding outperforms both benchmark schemes
in 1167 network topologies, which constitute more than 5 percent of all
the networks. This means that even with a sole knowledge of network
topology, one can perform better than both of the benchmark schemes.
6 8 10 12 14 16 18
0
10
20
30
40
50
60
70
80
Number of cross links in the network
%
 o
f t
op
ol
og
ie
s
 
 
Fraction of the topologies in which structured repetition coding outperforms random Gaussian coding
Fraction of the topologies in which structured repetition coding outperforms interference avoidance
Fraction of the topologies in which structured repetition coding outperforms both benchmark schemes
Figure 4.9: Effect of network density on the fraction of networks in which
structured repetition coding outperforms benchmark schemes
in 6-user cellular networks.
3. Turning our focus to the networks where structured repetition coding out-
performs the benchmark schemes, it is interesting to know the value of
the gains obtained over them. Among the networks in which structured
repetition coding outperforms random Gaussian coding, the gain of the
former scheme over the latter takes 5 distinct values in { 65 , 43 , 32 , 85 , 2}, dis-
tributed as shown in Figure 4.10(a). Also, Figure 4.10(b) illustrates the
distribution of the gain of structured repetition coding over interference
avoidance among the networks in which this gain is greater than unity.
This gain can take 4 distinct values in { 65 , 54 , 43 , 32 }.
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Figure 4.10: Comparison of achievable schemes in 6-user cellular net-
works: (a) Distribution of the gain of structured repetition
coding over 1
∆R
(random Gaussian coding), and (b) Distribu-
tion of the gain of structured repetition coding over interfer-
ence avoidance.
4. Among all the network topologies, there are 14 topologies which yield the
highest gains over both random Gaussian coding and interference avoid-
ance. As an example, one of these networks is depicted in Figure 4.11.
In the network of Figure 4.11 (and all the other 13 networks which yield
the highest gains), dsym is equal to 12 , which can be achieved by structured
repetition coding. However, the best symmetric DoF achieved by ran-
dom Gaussian coding is 14 , hence a gain of 2 can be obtained over this
scheme. This implies that for all these 14 networks, there exists a receiver
whose degree is 4 (receiver D6 in Figure 4.11(a)). Moreover, another pat-
tern that is common among these 14 “high-yield” topologies is that the
three users which are interfering to the receiver with degree 4 are mutu-
ally non-interfering, hence constituting an independent set (users {3,4,5}
in Figure 4.11(a)). The third common feature of all these topologies is con-
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T1 D1
T2 D2
T3 D3
T4 D4
T5 D5
T6 D6
(a)
BS1
BS2 BS4
BS5
BS6
BS3
(b)
Figure 4.11: (a) A 6-user interference network in which dsym = 12 and the
gain of structured repetition coding over random Gaussian
coding and interference avoidance is 2 and 32 , respectively, and
(b) a corresponding 6-cell realization.
taining a 3-user cyclic chain (a 3-user network with users i, j and k where
Ti is connected to D j, T j is connected to Dk, and Tk is connected to Di).
The subgraph consisting of users {1,2,3} in Figure 4.11(a) is a 3-user cyclic
chain. This is the main reason that interference avoidance can achieve no
better than the symmetric DoF of 13 in these networks, allowing structured
repetition coding to have a gain of 32 over it.
4.4.2 6-User Networks with 1 Central and 5 Surrounding Base
Stations
In this section, we explore another class of 6-user networks, consisting of 1 base
station (BS) located in the center of a circle with radius 1, and 5 other base sta-
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tions located uniformly on the boundary of the circle. Each base station has a
coverage radius of r < 1, with a mobile client randomly located in its coverage
area. A realization of such a network scenario is illustrated in Figure 4.12.
BS1
BS2
BS3
BS4
BS5
BS6
Client 1
Client 2
Client 3
Client 4
Client 5
Client 6
Figure 4.12: A 6-user network realization with 1 BS in the middle and 5
BS’s surrounding it, where the blue triangles, green crosses,
black circle and red circles represent base stations, mobile
clients, unit circle and coverage area of base stations, respec-
tively. In this figure, r = 0.8.
Again, as we had in Figure 4.7, the blue triangles represent base stations,
the green crosses represent mobile clients, the black circle represents the unit
circle and the red circles depict the coverage area of each BS. Obviously, any
placement of the mobile clients corresponds to a partially-connected 6-user in-
terference network.
To analyze our bounds for this class of networks, we generated 12000 net-
work instances by randomly locating the mobile clients for the case of r = 0.8.
Upon removing isomorphic graphs, we ended up with 1507 distinct topologies
and evaluated our inner and outer bounds for these topologies, leading to the
following conclusions.
1. We find out interestingly, that our bounds are tight in all the generated net-
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work topologies, and Figure 4.13 illustrates the distribution of dsym among
these topologies. We note that dsym takes 4 distinct values in { 13 , 25 , 12 , 1}. The
most frequent value that dsym takes is 13 , followed by
1
2 .
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Figure 4.13: Distribution of dsym among 6-user networks with 1 central and
5 surrounding BS’s, where each BS has a coverage radius of
r = 0.8.
2. Figure 4.14 illustrates the effect of the number of cross links in the net-
work, which is a measure of density of the network graph, on the frac-
tion of topologies which yield gains over benchmark schemes. The trend
is similar to that of Figure 4.9, showing that if the network graph is too
sparse (few number of cross links) or too dense (high number of cross
links), there is not much gain beyond the benchmark schemes. However,
if the network graph is moderately dense, then structured repetition cod-
ing can attain gain over the benchmark schemes in a larger fraction of net-
works. Moreover, the figure implies that, on average, interference avoid-
ance yields higher inner bounds on dsym than random Gaussian coding, in
this class of networks.
3. Figure 4.15(a) illustrates the distribution of the gain of structured repeti-
tion coding over random Gaussian coding among the topologies in which
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Figure 4.14: Effect of network density on the fraction of networks in which
structured repetition coding outperforms benchmark schemes
in 6-user networks with 1 central and 5 surrounding BS’s,
where each BS has a coverage radius of r = 0.8.
this gain is greater than unity. This gain can take 2 distinct values in { 65 , 32 }.
Moreover, among the networks in which there is a gain over interference
avoidance, this gain can take 2 distinct values in { 54 , 32 }, with the distribu-
tion shown in Figure 4.15(b). The most frequent value of both of the gains
is 32 , which indicates a 50% improvement in the inner bound on dsym.
93
10 15 20 25 30 35 40 45 50 55 60
0
10
20
30
40
50
60
70
80
90
100
% Gain
%
 o
f t
op
ol
og
ie
s
(a)
20 25 30 35 40 45 50 55
0
10
20
30
40
50
60
70
80
% Gain
%
 o
f t
op
ol
og
ie
s
(b)
Figure 4.15: Comparison of achievable schemes in 6-user networks with 1
central and 5 surrounding BS’s, where each BS has a coverage
radius of r = 0.8: (a) Distribution of the gain of structured
repetition coding over 1
∆R
(random Gaussian coding), and (b)
Distribution of the gain of structured repetition coding over
interference avoidance.
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APPENDIX A
PROOF OF THEOREM 2.5
We prove the theorem in two steps.
• Step 1: ⋃S⊆{1,...,K}PS ⊆ P∗. It suffices to show that for all S ⊂ {1, ...,K},
PS ⊆ P∗; i.e., the region PS can be achieved through TIN. Note that if
S = ∅, then PS = P∅ = P ⊆ P∗.
Now, if S , ∅, then to make the users in S silent, we set ri = −∞, ∀i ∈ S.
This forces di = 0, ∀i ∈ S. Then, for the remaining users, i.e., the users in
Sc, we use polyhedral TIN. Therefore, the polyhedral TIN region where
all the users in S are removed from the network, can be achieved. This
region is in fact PS, and hence, PS ⊆ P∗.
• Step 2: P∗ ⊆ ⋃S⊆{1,...,K}PS. To prove this, we first define the sets P˜S as PS
restricted to strictly positive GDoF’s for users in Sc; i.e.,
P˜S = {(d1, ..., dK) ∈ PS : di > 0,∀i ∈ Sc},
for any S ⊆ {1, 2, ...,K}. It is obvious that P˜S ⊆ PS and therefore,⋃
S⊆{1,...,K}
P˜S ⊆
⋃
S⊆{1,...,K}
PS. (A.1)
Now, we show that any GDoF point (d1, ..., dK) lying outside all of the sets
P˜S should not be achievable by TIN. Such a point should satisfy at least
one of the following conditions:
– di < 0 or di > αii for some user i ∈ {1, ...,K}. In this case, it is trivial that
the GDoF point is not achievable by TIN.
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–
∑m
j=1 di j >
∑m
j=1(αi ji j − αi j−1i j) for some cyclic sequence (i0, i1, ..., im) ∈ ΠK
such that di j > 0, ∀ j ∈ {1, ...,m}. In this case, letting im+1 = i1, we have
m∑
j=1
ri j + αi ji j −max{0,maxik,i j (rik + αi jik)} >
m∑
j=1
(αi ji j − αi j−1i j)
⇒
m∑
j=1
ri j + αi j−1i j −max{0,maxik,i j (rik + αi jik)}︸                       ︷︷                       ︸
≥ri j+1+αi ji j+1
> 0,
which is a contradiction. Therefore in this case, the GDoF point is not
achievable by TIN, too.
This implies that P∗ ⊆ ⋃S⊆{1,...,K} P˜S, and combining this with (A.1) yields
P∗ ⊆ ⋃S⊆{1,...,K}PS.
Combining steps 1 and steps 2 leads to (2.42), therefore completing the proof.
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APPENDIX B
PROOF OF COROLLARY 3.1
In the closest-AP selection model, n sources and n destinations are uniformly
and independently located within a circle of radius R on the plane and then each
destination is associated with its closest source. If there are n points (sources)
located uniformly within a circle of radius R, then the probability that the min-
imum distance of a new point (destination) in the circle to the closest source,
denoted by rmin, is greater than a threshold d is equal to
P(rmin > d) = P(no BS within distance d of the destination)
=
(
piR2 − pid2
piR2
)n
=
1 − (dR
)2n .
Denote the distance of destination i to its closest source as ri. Then the proba-
bility that all the destinations are within a distance d = Rn−β of their correspond-
ing sources can be lower bounded as
P[max
i
ri ≤ d] = P[r1 ≤ d & r2 ≤ d & ... & rn ≤ d]
= 1 − P[r1 > d or r2 > d or ... or rn > d]
≥ 1 − n P[r1 > d] (B.1)
= 1 − n
1 − (dR
)2n
= 1 − n
(
1 − 1
n2β
)n
, (B.2)
where in (B.1), we have used the union bound and the fact that ri’s are identi-
cally distributed. If β < 12 , it is easy to show that the expression in (B.2) goes to 1
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as n goes to infinity because of the following lower bound:
1 − n
en1−2β
≤ 1 − n
(
1 − 1
n2β
)n
,
which goes to 1 as n goes to infinity if 2β < 1. Hence, the closest-AP selection
model is almost-surely a special class of the model mentioned in Section 3.1.2
for any β < 12 . Moreover, in this case the first part of Theorem 3.1 shows that
ITLinQ can almost-surely achieve a fraction of the capacity region proportional
to nβ−1. Therefore, in the closest-AP selection model, ITLinQ is able to almost-
surely achieve a fraction λ =
√
3piR2
2γ2 n
β−1 of the capacity region to within a gap of
k ≤
√
3piR2
2γ2
log 3n
n1−β when n→ ∞, for any β < 12 .
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APPENDIX C
PROOF OF LEMMA 4.1
H(W |Yn + Zn2) = H(W |Yn + Zn2 ,Zn1 − Zn2) + I(W;Zn1 − Zn2 |Yn + Zn2)
≤ H(W |Yn + Zn1) + h(Zn1 − Zn2 |Yn + Zn2) − h(Zn1 − Zn2 |Yn + Zn2 ,W)
≤ n + h(Zn1 − Zn2) − h(Zn1 − Zn2 |Yn + Zn2 ,W,Zn2)
= n + h(Zn1 − Zn2) − h(Zn1)
= n + n log(pie(N + 1)) − n log(pie)
= n + n log(N + 1).
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APPENDIX D
PROOF OF LEMMA 4.2
Without loss of generality, let S = [1 : m] and S′ = [1 : m′] (m′ ≤ m). Also,
with respect to c being a fractional generator of S′ in S, suppose (without loss
of generality) that ΠS′ = (1, ...,m′). First, note that
h(
m∑
j=1
c jgnjX
n
j +
m′∑
k=1
gnkX
n
k + Z
n|Gn) − h(
m∑
j=1
c jgnjX
n
j +
m′∑
k=1
gnkX
n
k + Z
n|W1, ...,Wm′ ,Gn)
= H(W1, ...,Wm′) − H(W1, ...,Wm′ |
m∑
j=1
c jgnjX
n
j +
m′∑
k=1
gnkX
n
k + Z
n,Gn),
since both sides are equal to I(
∑m
j=1 c jgnjX
n
j +
∑m′
k=1 g
n
kX
n
k + Z
n;W1, ...,Wm′ |Gn). There-
fore, we can write
h(
m∑
j=1
c jgnjX
n
j +
m′∑
k=1
gnkX
n
k + Z
n|W1, ...,Wm′ ,Gn)
= H(W1, ...,Wm′ |
m∑
j=1
c jgnjX
n
j +
m′∑
k=1
gnkX
n
k + Z
n,Gn)
+ h(
m∑
j=1
c jgnjX
n
j +
m′∑
k=1
gnkX
n
k + Z
n|Gn) − H(W1, ...,Wm′)
≤ H(W1, ...,Wm′ |
m∑
j=1
c jgnjX
n
j +
m′∑
k=1
gnkX
n
k + Z
n,Gn)
+ n(log(P) −
∑
i∈S′
Ri) + no(log(P)). (D.1)
Now, we prove that H(Wl|∑mj=1 c jgnjXnj + ∑m′k=1 gnkXnk + Zn,W1, ...,Wl−1,Gn) ≤
no(log(P))+nl,n for l ∈ [1 : m′]. By Definition 4.3, MSl ∈±l span (c+
∑m′
k=1 I
|S|
k , I
|S|
{1,...,l−1}),
implying that there exist a vector v˜ ∈ R|S| and coefficients α and dk (k ∈ [1 : l− 1])
such that
v˜ = α
c + m′∑
k=1
I|S|k
 + l−1∑
k=1
dkI|S|k (D.2)
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|v˜l| = |MSll | = 1 (D.3)
v˜ j(|v˜ j| − |MSjl|) = 0, ∀ j ∈ [1 : m] \ {l}. (D.4)
Note that if j ∈ IF l, then MSjl = 1 and (D.4) implies that v˜ j can either be equal
to 0 or ±1; i.e. v˜ j ∈ {0,±1}. On the other hand, if j < IF l, then MSjl = 0 and (D.4)
implies that v˜ j = 0. Multiplying
[
gn1X
n
1 . . . g
n
mX
n
m
]
by both sides of (D.2), hence,
yields
v˜lgnl X
n
l +
∑
j∈IF l
v˜ jgnjX
n
j = α
( m∑
j=1
c jgnjX
n
j +
m′∑
k=1
gnkX
n
k
)
+
l−1∑
k=1
dkgnkX
n
k .
Therefore, we can write:
H
(
Wl|α
( m∑
j=1
c jgnjX
n
j +
m′∑
k=1
gnkX
n
k + Z
n
)
+
l−1∑
k=1
dkgnkX
n
k ,Gn
)
= H(Wl|v˜lgnl Xnl +
∑
j∈IF l
v˜ jgnjX
n
j + αZ
n,Gn)
= H(Wl|v˜lgnl Xnl +
∑
j∈IF l
v˜ jgnjX
n
j + αZ
n,
∑
j∈IF l
(1 − |v˜ j|)gnjXnj ,Gn) (D.5)
≤ H(Wl|v˜lgnl Xnl +
∑
j∈IF l
v˜′jg
n
jX
n
j + αZ
n,Gn) (D.6)
≤ no(log(P)) + nl,n, (D.7)
where (D.5) is true because, as discussed before, for all j ∈ IF l, v˜ j can only
take the values in {±1, 0} and therefore the signals in ∑ j∈IF l v˜ jgnjXnj and ∑ j∈IF l(1−
|v˜ j|)gnjXnj do not have common terms.1 In (D.6), v˜′j is defined as v˜′j := v˜ j + (1− |v˜ j|).
Clearly v˜′j can only take the values in {+1,−1} because v˜ j ∈ {±1, 0}. Also, (D.3)
implies that v˜l ∈ {+1,−1}. Therefore, v˜lgnl Xnl +
∑
j∈IF l v˜
′
jg
n
jX
n
j +αZ
n is statistically the
same as Ynl (with a bounded difference in noise variance), because the channel
1If v˜ j = 0, then 1 − |v˜ j| = 1, and if v˜ j = 1 or v˜ j = −1, then 1 − |v˜ j| = 0. Hence, either v˜ j or 1 − |v˜ j|
is non-zero, but not both.
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gains have a symmetric distribution around zero ( fG(g) = fG(−g), ∀g ∈ C). This,
together with Lemma 4.1 and Fano’s inequality, implies that (D.7) is correct.
Hence, using the chain rule for differential entropy yields
H(W1, ...,Wm′ |
m∑
j=1
c jgnjX
n
j +
m′∑
k=1
gnkX
n
k + Z
n,Gn)
=
m′∑
l=1
H(Wl|
m∑
j=1
c jgnjX
n
j +
m′∑
k=1
gnkX
n
k + Z
n,W1, ...,Wl−1,Gn)
≤
m′∑
l=1
no(log(P)) + nl,n
= no(log(P)) + nn.
Therefore, (D.1) can be written as
h(
m∑
j=1
c jgnjX
n
j +
m′∑
k=1
gnkX
n
k + Z
n|W1, ...,Wm′ ,Gn) ≤ n(log(P) −
∑
i∈S′
Ri) + no(log(P)) + nn.
(D.8)
But note that
h(
m∑
j=1
c jgnjX
n
j +
m′∑
k=1
gnkX
n
k + Z
n|W1, ...,Wm′ ,Gn) = h(
m∑
j=1
c jgnjX
n
j + Z
n|Gn), (D.9)
because by Definition 4.3, c j = 0,∀ j ∈ S′ and therefore, ∑mj=1 c jgnjXnj + Zn is inde-
pendent of W1, ...,Wm′ . The lemma then follows from (D.8) and (D.9).
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APPENDIX E
PROOF OF LEMMA 4.3
The fact that µ(G) − µ(G \ l) = 1 means that there exists a maximum matching
in G which covers node vl; i.e. there is one edge in the matching incident on
vl. This matching covers µ(G) vertices out of {v1, ..., vm}, including vl for sure,
and µ(G) vertices out of {v′1, ..., v′n} (note that for the bipartite graph G, µ(G) ≤
min{m, n}). Therefore, it corresponds to a µ(G) × µ(G) submatrix of the entire
adjacency matrix T, which we will denote by Tl, and we know that Tl includes
(a subset of) the lth row of T. Without loss of generality, we assume that l ∈
[1 : µ(G)] and Tl consists of the first µ(G) rows and columns of T. We will also
denote the corresponding random matrix by T˜l; i.e. T˜li j = gi jT
l
i j, ∀i ∈ [1 : µ(G)],
∀ j ∈ [1 : µ(G)].
Now, we show that det(T˜l) , 0 for almost all values of gi j’s. This is because
det(T˜l) =
∑
σ∈Πµ(G)
sgn(σ)
µ(G)∏
i=1
T˜liσi , (E.1)
where Πµ(G) is the set of all permutations of [1 : µ(G)] and sgn(σ) = 1 if σ can be
derived from [1 : µ(G)] by doing an even number of switches, and sgn(σ) = −1
otherwise. Note that det(T˜l) is a multivariate polynomial of distinct i.i.d. chan-
nel gains (drawn from a continuous distribution), which is not identically zero.
The reason that the polynomial is not identically zero is because the matching
corresponds to a set of nonzero entries of Tl (and hence T˜l) which do not share
common rows/columns, hence constituting a non-zero term in (E.1). Therefore,
the Schwartz-Zippel Lemma [35, 36] states that the value of this polynomial is
not zero for almost all values of gi j’s.
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Therefore, T˜l is invertible with probability 1, implying that there exists a
vector u′ ∈ Cµ(G) such that T˜lu′ = Iµ(G)l . In fact, u′ = (T˜l)−1Iµ(G)l . Now, let u ∈ Cn be
the vector such that
u j =

u′j if j ∈ [1 : µ(G)]
0 if j ∈ [µ(G) + 1 : n]
. (E.2)
Now, we claim that T˜u = Iml . This is true because of the following.
• T˜l,∗u = T˜ll,∗u′ = 1.
• T˜i,∗u = T˜li,∗u′ = 0, ∀i ∈ [1 : µ(G)] \ {l}.
• Also, each row T˜ j,∗ ( j ∈ [µ(G)+1 : n]) is linearly dependent on the rows T˜i,∗,
i ∈ [1 : µ(G)] \ {l}, because otherwise, we would have at least µ(G) indepen-
dent rows in T˜\l,∗ (the same matrix as T˜ with the lth row removed) and this
corresponds to a matching with a size of at least µ(G) in G \ l, contradicting
µ(G) − 1 being the size of the maximum matching in G \ l. Therefore, for
all j ∈ [µ(G) + 1 : n], there exist coefficients αi j (i ∈ [1 : µ(G)] \ {l}) such that
T˜ j,∗ =
∑
i∈[1:µ(G)]\{l} αi jT˜i,∗, implying that T˜ j,∗u =
∑
i∈[1:µ(G)]\{l} αi jT˜i,∗u = 0.
To complete the proof, note that ‖u‖2 = ‖u′‖2 =
∥∥∥(T˜l)−1Iµ(G)l ∥∥∥2, because of the
definition of u in (E.2).
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APPENDIX F
PROOF OF FINITENESS OF NOISE VARIANCE IN (4.21)
In this appendix, we intend to show that in (4.21), E
[
log
(∥∥∥∥(G˜ j,l)−1 Iµ(G¯ j)l ∥∥∥∥22
)]
<
∞. We need the following key lemma to prove this inequality.
Lemma F.1. 1 Assume p(X1, ..., Xn) =
∑m
i=1 ai
∏n
j=1 X
d ji
j (1 ≤ m ≤ 2n) is a multivariate
polynomial of complex i.i.d. random variables X1, ..., Xn with a continuous distribution,
where for all i ∈ [1 : m], ai is a constant coefficient in C satisfying |ai| ≥ 1, all the
monomials are assumed to be distinct, and the degree of X j in the ith monomial, denoted
by d ji, satisfies d ji ∈ {0, 1}, ∀ j ∈ [1 : n],∀i ∈ [1 : m]. If there exists fmax < ∞ such that
f|X|(r) ≤ fmax,∀r ∈ R+, where f|X|(r) is the distribution of |Xi|, ∀i ∈ [1 : n], then for all
 ∈ [0, 1],
Pr
[|p(X1, ..., Xn)| ≤ ] ≤ 2n+1 fmax 2n−1√.
Before proving the lemma, we show how this lemma implies that
E
[
log
(∥∥∥∥(G˜ j,l)−1 Iµ(G¯ j)l ∥∥∥∥22
)]
< ∞ in (4.21). Note that
(
G˜ j,l
)−1
Iµ(G¯
j)
l is the l
th column
of
(
G˜ j,l
)−1
, the inverse of G˜ j,l. Therefore,
∥∥∥∥(G˜ j,l)−1 Iµ(G¯ j)l ∥∥∥∥22 =
µ(G¯ j)∑
i=1
∣∣∣∣(G˜ j,l)−1il ∣∣∣∣2
=
1∣∣∣∣det (G˜ j,l)∣∣∣∣2
µ(G¯ j)∑
i=1
|Mli|2 ,
where Mli is the determinant of G˜ j,l after removing its lth row and ith column. Due
to the definition of determinants (see (E.1), for instance), each of the terms Mli
and also det
(
G˜ j,l
)
is a multivariate polynomial of i.i.d. channel gains, in which
1This lemma has connections to estimating the size of lemniscates of multivariate polynomi-
als, studied in [37, 38]. However, here we prove a different form of upper bound which suits
our framework to prove the finiteness of the noise variance in (4.21).
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each of the random variables appear with the degree of 0 or 1 in each monomial.
In other words, if we rename the i.i.d. channel gains inside G˜ j,l as g1, ..., gn, then
each Mli can be written as
Mli =
mli∑
k=1
ak,li
n∏
h=1
gdk,h,lih , (F.1)
and det
(
G˜ j,l
)
can be written as
det
(
G˜ j,l
)
=
m∑
k=1
ak
n∏
h=1
gdk,hh , (F.2)
where |ak,li| = |ak| = 1 and dk,h,li, dk,h ∈ {0, 1}, for all h, k, i. Hence, we can write
E
[
log
(∥∥∥∥(G˜ j,l)−1 Iµ(G¯ j)l ∥∥∥∥22
)]
= E
log
µ(G¯
j)∑
i=1
|Mli|2

 − E [log ∣∣∣∣det (G˜ j,l)∣∣∣∣2]
≤ log
µ(G¯
j)∑
i=1
E
[
|Mli|2
] − E [log ∣∣∣∣det (G˜ j,l)∣∣∣∣2] (F.3)
≤ log
µ(G¯
j)∑
i=1
mli
mli∑
k=1
E

∣∣∣∣∣∣∣
n∏
h=1
gdk,h,lih
∣∣∣∣∣∣∣
2
 − E [log ∣∣∣∣det (G˜ j,l)∣∣∣∣2]
(F.4)
= log
µ(G¯
j)∑
i=1
mli
mli∑
k=1
E
[
|g|2
]∑n
h=1 dk,h,li
 − E [log ∣∣∣∣det (G˜ j,l)∣∣∣∣2] ,
(F.5)
where (F.3) follows from Jensen’s inequality, (F.4) follows from the Cauchy-
Schwarz inequality, and (F.5) follows from gh’s being i.i.d. Hence, if E
[
|g|2
]
< ∞,
then the first term in (F.5) is bounded. Therefore, it remains to show that
E
[
log
∣∣∣∣det (G˜ j,l)∣∣∣∣2] > −∞. We can write
E
[
log
∣∣∣∣det (G˜ j,l)∣∣∣∣2] ≥ E [log (min {1, ∣∣∣∣det (G˜ j,l)∣∣∣∣2})] = −E[Y], (F.6)
where Y = − log
(
min
{
1,
∣∣∣∣det (G˜ j,l)∣∣∣∣2}) is a non-negative random variable. Hence,
we have
E[Y] =
∫ ∞
0
Pr[Y ≥ y]dy
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=∫ ∞
0
Pr
[
min
{
1,
∣∣∣∣det (G˜ j,l)∣∣∣∣2} ≤ 2−y] dy
=
∫ ∞
0
Pr
[∣∣∣∣det (G˜ j,l)∣∣∣∣2 ≤ 2−y] dy
=
2
ln 2
∫ 1
0
Pr
[∣∣∣∣det (G˜ j,l)∣∣∣∣ ≤ u] duu (F.7)
≤ 2
ln 2
∫ 1
0
2n+1 fmax 2
n−1√
u
u
du (F.8)
=
2n+2 fmax
ln 2
∫ 1
0
u
1
2n−1 −1du
=
22n+1 fmax
ln 2
< ∞,
where in (F.7), we have used the change of variables u = 2−
y
2 and (F.8)
follows from (F.2) and Lemma F.1. This, together with (F.6) implies that
E
[
log
∣∣∣∣det (G˜ j,l)∣∣∣∣2] > −∞, hence finishing the proof.
Now, we focus on proving Lemma F.1.
Proof of Lemma F.1. We will use induction on the number of variables (n) to
prove the desired inequality.
Base case: We need to prove that for all  ≤ 1, Pr [|p(X1)| ≤ ] ≤ 4 fmax. In
general, p(X1) = aX1 + b, where a, b ∈ C and |a| ≥ 1 and |b| ≥ 1. Therefore, we can
write
Pr
[|p(X1)| ≤ ] = Pr [|aX1 + b| ≤ ]
≤ Pr [||aX1| − |b|| ≤ ]
= Pr
[ |b| − 
|a| ≤ |X1| ≤
|b| + 
|a|
]
≤ 2 fmax (F.9)
< 4 fmax.
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Inductive step: Assume for all  ∈ [0, 1], Pr [|p(X1, ..., Xk+1)| ≤ ] ≤
2k+1 fmax 2
k−1√
. Now, consider the polynomial p(X1, ..., Xk, Xk+1) =
∑m
i=1 ai
∏k+1
j=1 X
d ji
j .
Without loss of generality, we can write this polynomial as
p(X1, ..., Xk, Xk+1) =
m′∑
i=1
(aiXk+1 + bi)
k∏
j=1
Xd jij +
m∑
i=m′+1
ai
k∏
j=1
Xd jij , (F.10)
where we first factored out the monomials which include Xk+1, and afterwards,
we lumped together the monomials that were indistinct in terms of X1, ..., Xk.
Now, we can write
Pr
[|p(X1, ..., Xk, Xk+1)| ≤ ]
= Pr
[
|p(X1, ..., Xk, Xk+1)| ≤ 
∣∣∣∣∣ mini∈[1:m′]|aiXk+1 + bi| ≤ √] Pr [ mini∈[1:m′]|aiXk+1 + bi| ≤ √]
+ Pr
[
|p(X1, ..., Xk, Xk+1)| ≤ 
∣∣∣∣∣ mini∈[1:m′]|aiXk+1 + bi| > √] Pr [ mini∈[1:m′]|aiXk+1 + bi| > √]
≤ Pr
[
min
i∈[1:m′]
|aiXk+1 + bi| ≤
√

]
+
"
A
Pr
[
|p(X1, ..., Xk, re jφ)| ≤ 
]
f|X|,∠X(r, φ)dφdr
(F.11)
≤
m′∑
i=1
Pr[|aiXk+1 + bi| ≤
√
]
+
"
A
Pr

∣∣∣∣∣∣∣
m′∑
i=1
aire jφ + bi√

k∏
j=1
Xd jij +
m∑
i=m′+1
ai√

k∏
j=1
Xd jij
∣∣∣∣∣∣∣ ≤ √
 f|X|,∠X(r, φ)dφdr
(F.12)
≤ 2k(2 fmax
√
) +
"
A
(
2k+1 fmax
2k−1
√√

)
f|X|,∠X(r, φ)dφdr (F.13)
≤ 2k+1 fmax 2k
√
 + 2k+1 fmax
2k√
= 2k+2 fmax
2k√,
where in (F.11-F.13), the integration is over A = {(r, φ) : min
i∈[1:m′]
|aire jφ+bi| > √}, and
in (F.12), we have used the union bound. Also, (F.13) is true because of the upper
bound in (F.9), the fact that m′ ≤ 2k, and also because in (F.12), we have
∣∣∣∣aire jφ+bi√ ∣∣∣∣ >
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1,∀i ∈ [1 : m′] and
∣∣∣∣ ai√ ∣∣∣∣ ≥ |ai| ≥ 1,∀i ∈ [m′ + 1 : m], which enables us to use the
inductive assumption by noting that
∑m′
i=1
aire jφ+bi√

∏k
j=1 X
d ji
j +
∑m
i=m′+1
ai√

∏k
j=1 X
d ji
j is
a polynomial in X1, ..., Xk, satisfying the conditions in the lemma. This completes
the proof. 
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