Abstract. We study local weak sharp minima and sharp minima for smooth semi-infinite optimization problems SIP. We provide several dual and primal characterizations for a point to be a sharp minimum or a weak sharp minimum of SIP. As applications, we present several sufficient and necessary conditions of calmness for infinitely many smooth inequalities. In particular, we improve some calmness results in
Introduction.
The notion of a sharp minimum, namely, a strong isolated minimum or a strong unique local minimum, of real-valued functions, introduced in [24] , plays an important role in the convergence analysis of numerical algorithms in mathematical programming problems (see [4, 12, 22, 30] ). As such, it has received extensive attention and investigation. As a generalization of sharp minima, weak sharp minima for real-valued functions were introduced and studied in [5] . Extensive study of weak sharp minima for real-valued convex functions has been done in the literature (cf. [2, 3, 28, 31, 33] ). It has been found that the weak sharp minimum is closely related to the error bound in convex programming (cf. [32] ), a notion that has received much attention and has produced a vast number of publications (see [16, 17, 23, 31, 32] ).
The calmness is an important type of Lipschitz-like property for multifunctions, which play a key role in many issues of mathematical programming such as sensitivity analysis, error bounds, and optimality conditions. Thus, the study of the calmness has recently received increasing attention in the mathematical programming literature (see [8, 9, 10, 15] ).
In this paper, we will study local weak sharp minima for the following semi-infinite optimization problem: (SIP) min f (x) subject to φ(x, y) ≤ 0 for all y ∈ Y, where f : X → R is a smooth function, X is an Euclidean space, Y is an infinite index set, and φ : X × Y → R is a function such that the function x → φ(x, y) is smooth for each index y ∈ Y . It is known that (SIP) has many important and interesting applications in engineering design, control of robots, mechanical stress of materials, and social sciences; see the survey paper [11] and the books [6, 21, 25] . In the past three decades, (SIP) and its broad range of applications have been an active study area in mathematical programming (see [1, 7, 13, 14, 20, 27, 29] and references therein). Let Z denote the set of all feasible points for (SIP); that is, Z := {x ∈ X : φ(x, y) ≤ 0 for all y ∈ Y }.
We say thatx ∈ X is a local sharp minimum of (SIP) ifx ∈ Z and there exist η, δ ∈ (0, +∞) such that We say thatx is a local weak sharp minimum of (SIP) ifx ∈ Z and there exist η, δ ∈ (0, +∞) such that
[φ(x, y)] + for all x ∈ B(x, δ), (1.2) where L f (x) := {x ∈ X : f (x) = f (x)} and
Recall a known optimality condition of (SIP) (cf. [11, 13, 34] ) that ifx is a local minimum of (SIP) and a constraint qualification is satisfied atx, then there exist
where I 0 (x) denotes the index set of active inequality constraints atx. Furthermore, under a convexity assumption, the optimality condition (1.3) also becomes sufficient.
When Y is a compact topological space and φ(x, y) and φ x (x, y) satisfy some continuity conditions, we will prove thatx is a local weak sharp minimum of (SIP) if and only if there exist η, δ
where X * denotes the dual space of X, B X * denotes the unit ball of X * , andÑ (A, u) is any one of the Fréchet, limiting, or Clarke normal cones of A at u; in particular,x is a local sharp minimum of (SIP) if and only if
It is interesting to compare (1.5) and (1.4) with (1.3). These are referred to as dual characterizations. We also obtain a set of primal ones for a local weak sharp minimum of (SIP). Moreover, we obtain mixed characterizations for a local (weak) sharp minimum.
Motivated by Henrion and Outrata [10] , we consider the calmness of multifunctions defined by infinitely many smooth inequalities. As applications of several characterizations of weak sharp minima mentioned above, we provide several equivalent conditions for the calmness; in particular, we improve one of the main results in [10] . Downloaded 10/29/12 to 158.132.161.52. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
The outline of the paper is as follows. In section 2, some preliminaries on notions of variational analysis are given. In section 3, several characterizations for a local weak sharp minimum and a local sharp minimum of (SIP) are obtained. In section 4, some equivalent conditions for the calmness of the system of infinitely many smooth inequalities are provided.
Preliminaries.
Let X be an Euclidean space and ψ : X → R ∪ {+∞} a proper lower semicontinuous function. For x ∈ dom(ψ) := {x ∈ X : φ(x) < +∞}, let ∂ψ(x) denote the Fréchet subdifferential of ψ at x; that is, 
where N denotes the set of all natural numbers.
Let T (A, a) denote the tangent cone of A at a; that is,
It is known (cf. [26, Theorem 6.28] ) that
Let T c (A, a) denote the Clarke tangent cone; that is, v ∈ T c (A, a) if and only if, for each sequence {a k } in A converging to a and each sequence {t k } in (0, ∞) decreasing to 0, there exists a sequence {v k } in X converging to v such that a k + t k v k ∈ A for all k ∈ N. Let N c (A, a) denote the Clarke normal cone of A at a and be defined by 
Histories of the subdifferentials and the normal cones can be found in [18, 19, 26] .
For any x ∈ X, let P A (x) denote the projection of x on A; that is,
We will need the following known result (cf. [26, Example 6.16] ). Lemma 2.1. Let A be a closed subset of X and x ∈ X. Then
3. Weak sharp minima for smooth semi-infinite optimization problems. Throughout the remainder of this paper, let X be an Euclidean space of dimension m and Y a compact topological space (e.g., a bounded closed subset of an Euclidean space). Let f : X → R and φ : X × Y → R be as in section 1. We always assume that the following properties hold:
(P1) The function x → φ(x, y) is smooth for each y ∈ Y , and the function y
where φ x (x, y) denotes the derivative of the function x → φ(x, y). In the literature on semi-infinite optimization, assumptions (P1) and (P2) have been extensively used.
Since Y is compact and (P1) holds, it is easy to verify thatx ∈ Z is a local sharp minimum and a local weak sharp minimum of (SIP) if and only if there exist η, δ ∈ (0, +∞) such that
respectively.
It follows from (3.2) that every local weak sharp minimum of (SIP) is a local solution of (SIP). Clearly,x is a local sharp minimum of (SIP) if and only ifx is a local weak sharp minimum of (SIP) and
From (P1) and the compactness of Y , it is clear that I(x) = ∅ for all x ∈ X. For each x ∈ Z, let I 0 (x) denote the index set of active inequality constraints at x; that is,
We will provide characterizations forx to be a local weak sharp minimum or a local sharp minimum of (SIP). We need the following lemma. Downloaded 10/29/12 to 158.132.161.52. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Lemma 3.1. Letx ∈ X and ε > 0. Then there exists δ > 0 such that for any
Proof. Since (x, y) → φ x (x, y) is continuous, for any y ∈ Y there exist open neighborhoods U y and V y ofx and y, respectively, such that
U yi , and take δ > 0 such that B(x, δ) ⊂ U . It is easy to verify that
Since f is continuously differentiable, we assume without loss of generality that
, and y ∈ I 0 (u). By the mean value theorem, there exist
It follows from (3.4) and (3.3) that
The proof is completed.
Since f is continuously differentiable, 
Let ε be an arbitrary positive number. Then Lemma 3.1 implies that
for all k large enough, and so φ (u, y), h ≤ ε h . Since ε is arbitrary, it follows that φ (u, y), h ≤ 0. This completes the proof.
In the next theorems we first provide some dual characterizations and then some primal characterizations for a feasible point of (SIP) to be a local weak sharp minimum. As usual, let coA denote the convex hull of A. For convenience, we adopt the
Theorem 3.1. Letx be a feasible point of (SIP) (i.e.,x ∈ Z). Then the following statements are equivalent:
(i)x is a local weak sharp minimum of (SIP).
(ii) There exist η, δ ∈ (0, +∞) such that
. 
Noting that f (u) = f (x) and [Φ(u)] + = 0, it follows that u is a local minimum of the function
This and Proposition 2.1 imply that
Letting ε → 0, one has
Noting (by [26, Theorem 10.31] ) that
it follows that (3.5) holds.
(ii)⇒(iii). Suppose that there exist η, δ ∈ (0, +∞) such that (3.5) holds for all
Without loss of generality, we assume that u k ∈ B(x, δ) and u * k ∈ ηB X * for each k ∈ N. By (3.5), one has
We divide into two cases: 1) I 0 (u k ) = ∅ for infinitely many k and 2) I 0 (u k ) = ∅ for infinitely many k. Case 1. Without loss of generality we assume that I 0 (u k ) = ∅ for all k ∈ N (passing to a subsequence if necessary). Thus, u * k = f (u k ) for all k ∈ N. It follows that u * = f (u). Hence (3.6) holds. Case 2. We can assume that I 0 (u k ) = ∅ for all k ∈ N. Noting that X is of dimension m, it follows from the Caratheodory theorem (cf. [ 
Without loss of generality, we assume that t ik → t i and y ik → y i ∈ I 0 (u) as k → ∞, i = 1, . . . , m + 1 (passing to subsequences if necessary). Thus,
This shows that (3.6) holds for all u ∈ L f (x) ∩ Z ∩ B(x, δ). Downloaded 10/29/12 to 158.132.161.52. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php (iii)⇒(iv). Suppose that there exist η, δ ∈ (0, +∞) such that (3.6) holds for all
On the other hand, by (2.1) and Lemma 3.2 one has
It follows that
N (L f (x) ∩ Z, u) = N (L f (x) ∩ Z, u) for all u ∈ L f (x) ∩ Z ∩ B(x, δ).
By (2.1) and (2.3), one has
Therefore, (iv) holds.
(iv)⇒(i). Suppose that there exist η, δ ∈ (0, +∞) such that (3.7) holds for all
, and it follows from Lemma 2.1 and (2.3) that 
Hence
Let ε ∈ (0, η 2 ). By Lemma 3.1, without loss of generality we assume that
(considering smaller δ if necessary). Therefore,
It follows that
that is, Remark. In view of the proof of Theorem 3.1, one can see that the implication (i)⇒(ii) of Theorem 3.1 holds even when X is a Banach space of infinite dimension.
Theorem 3.2. Letx ∈ Z. Then the following statements are equivalent: (i)x is a local weak sharp minimum of (SIP).
Proof. (i)⇒(iii). Suppose that (i) holds. Then by Theorem 3.1 there exist η, δ ∈
(0, +∞) such that (3.7) holds for all u ∈ L f (x) ∩ Z ∩ B(x, δ). Let u ∈ L f (x) ∩ Z ∩ B(x, δ) and h ∈ X. By Lemma 3.2, (3.9) holds if h ∈ T c (L f (x) ∩ Z, u). Now we assume that h ∈ T c (L f (x) ∩ Z, u). Take h 0 ∈ P Tc(L f (x)∩Z,u) (
h). Then by Lemma 2.1 and (2.3) one has
h − h 0 ∈ N c (T c (L f (x) ∩ Z, u), h 0 ). Since T c (L f (x) ∩ Z, u) is a convex cone, h − h 0 , z − h 0 ≤ 0 for all z ∈ T c (L f (x) ∩ Z, u). Hence h − h 0 , h 0 = 0 and h − h 0 , z ≤ 0 for all z ∈ T c (L f (x) ∩ Z, u).
This and (2.2) imply that
. It follows from (3.7) that I 0 (u) = ∅, and there exist t 1 , . . . , t q ∈ [0, +∞) and y 1 , . . . , y q ∈ I 0 (u) such that
Therefore, (3.9) holds. This shows that (iii) holds. Downloaded 10/29/12 to 158.132.161.52. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
Hence (iii)⇒(ii) holds trivially.
Suppose that (ii) holds. Take η, δ ∈ (0, +∞) such that (3.8) holds for all u ∈ L f (x)∩Z ∩B(x, δ) and h ∈ X. Let x ∈ B(x, δ 2 )\L f (x)∩Z, and take u ∈ P L f (x)∩Z (x). By Lemma 2.1, one has
.
, it follows from (3.8) that (3.10) holds. This shows that the implication (ii)⇒(iv) holds. Suppose that (iv) holds. Take η, δ ∈ (0, +∞) such that (3.10) holds for any
Then u ∈ B(x, δ). Hence (3.10) holds for such x and u. Let ε ∈ (0, η 2 ). By Lemma 3.1, without loss of generality we assume that
It follows from (3.10) that
Therefore,
This shows that (i) holds. The proof is completed. Now we provide a mixed characterization forx to be a weak sharp minimum of (SIP), which is inspired from [10, Theorem 4] . Proposition 3.1. Letx ∈ Z. Thenx is a local weak sharp minimum of (SIP) if and only if the following conditions are satisfied:
Proof. By Lemma 3.2, one has
[ φ x (x, y), h ] + ≤ 0 for all y ∈ I 0 (x)}. Downloaded 10/29/12 to 158.132.161.52. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php It follows from (ii) of Theorem 3.2 and (ii) of Theorem 3.1 that the necessity part holds.
To prove the sufficiency part, suppose that (i) and (ii) hold. We claim that there exists η 1 > 0 such that
Suppose to the contrary that there exists a sequence
Without loss of generality we assume that
, contradicting h 0 = 1 and (2.1). This shows that (3.11) holds. Let
In the case when u =x, by (3.11) one has
In the case when u =x, by (ii) there exist t i ∈ [0, +∞) and
This and (3.12) imply that (iv) of Theorem 3.2 holds with η = min{η 0 , η 1 }. It follows from Theorem 3.2 that the sufficiency part holds. The proof is completed.
Remark. Letting
it is clear that ifx is a local weak sharp minimum of (SIP), thenx is a local weak sharp minimum of ψ: There exist η, δ ∈ (0, +∞) such that
The converse implication may not be true. Indeed, let X = R, Y = {y 0 }, f (x) = −x 2 , and φ(x, y 0 ) = x 2 for all x ∈ R. Then Z = {0}, andx = 0 is not a local weak sharp minimum of (SIP). But, noting that ψ(x) = f (x) + max y∈Y [φ(x, y)] + = 0 for all x ∈ X, 0 is a weak sharp minimum of ψ. Downloaded 10/29/12 to 158.132.161.52. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php When ψ is a convex function, in terms of the normal and tangent cones of the solution set as well as the subdifferential and the directional derivative of ψ, some characterizations for the weak sharp minimum of ψ have been established (cf. [2, 33] ). To the best of our knowledge, in the nonconvex case no one considers corresponding characterizations.
Finally, we provide characterizations forx ∈ Z to be a local sharp minimum of (SIP).
Theorem 3.3. Letx ∈ Z. Then the following statements are equivalent: (i)x is a local sharp minimum of (SIP).
(ii) There exists η > 0 such that
(iii) There exists η > 0 such that 
contradicting (iv) and h = 1. The proof is completed.
Calmness for infinitely many smooth inequalities.
Recently Henrion and Outrata [10] studied the calmness of infinitely many smooth inequalities. Let C(Y ) denote the Banach space of all continuous functions on Y equipped with the maximum norm, and consider the multifunction M :
where X, Y , and φ(x, y) are as in section 3.
We say that M is strongly calm at (ḡ,x) if there exist L, δ ∈ (0, +∞) such that
It is clear that M is strongly calm at (ḡ,x) if and only if M is calm at (ḡ,x) and
. It is known (cf. [10] ) that M is calm at (0,x) if and only if there exist L, δ ∈ (0, +∞) such that Setting f (x) = 0 for all x ∈ X in (SIP), one sees that (4.2) means thatx is a local weak sharp minimum of (SIP). Thus, by Theorems 3.1 and 3.2 and Proposition 3.1 we have the following characterizations for M to be calm at (0,x).
Theorem 4.1. Let M be as in (4.1) andx ∈ M (0). Then the following statements are equivalent: [ φ x (x, y), h ] + for all h ∈ X.
(v) {h ∈ X : φ x (x, y), h ≤ 0 for all y ∈ I 0 (x)} = {0}. Proof. Noting that M is strongly calm at (0,x) if and only ifx is a local sharp minimum of (SIP) with f ≡ 0, (i)⇔(ii)⇔(iv)⇔(v) are immediate from Theorem 3.3. It is clear that (ii)⇒(iii)⇒(v) hold. The proof is completed.
