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Communicated by the Editors 
In reduced-rank regression, a matrix of expectations is modeled as a lower rank 
matrix. In factor analysis, a covariance matrix is modeled as a linear function of a 
diagonal matrix and a lower rank matrix. A common set of test procedures can be 
applied to both models when the following conditions are met: the rank of the 
lower rank matrix is small, the diagonal matrix in the factor model is an identity, 
and the reduced-rank regression model is not replicated. This paper gives three 
results for making inferences under these conditions: (I) It is shown that locally 
best invariant test of sphericity in the factor analysis model is identical to the 
locally best invariant test of rank-0 against rank-r in the reduced-rank model, 
provided that r is small. (2) An extended table of null percentiles of the likelihood 
ratio test statistic for rank-l alternatives in both models is computed. 
(3) Confidence intervals for parameters in a rank-l alternative are given. The 
performance of the proposed methods is evaluated in a simulation study. The 
methods are illustrated on two-way fixed and mixed effects classifications. ‘C 1990 
Academic Press, Inc. 
1. INTRODUCTION 
The analysis of multivariate data often begins with an examination of the 
underlying covariance structure. One very basic question in this regard is 
whether the elements of a p-dimensional response are uncorrelated and 
have identical variances. This question arises in a variety of applications 
including factor analysis, principal components analysis, and repeated 
measures analysis. To help answer the question, a test of sphericity 
H,, : Q = 0’1, where SL : p xp is the population covariance matrix, is useful. 
If a random sample of size n = m + 1, where m L p can be obtained from 
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N,(a, a), then evidence concerning the tenability of sphericity is contained 
in the scaled sample covariance matrix: S* = S/tr(S). Denote the unordered 
characteristic roots of S* by wi for i= 1 . ..p. Under sphericity, E(w,) = p-l 
and var( wi) = (p - 1 )(p + 2) t p2(mp + 2). When sphericity does not hold, 
the expectation of the unordered roots is still p-l but var(w,) > 
(p-l)(p+2)sp+np+2). 
A related problem concerns inferences about the expectation of a matrix 
having one observation per cell. In the simplest case, the data are a realiza- 
tion of a random matrix, Y : m x p having expectation E(Y) = M. It is 
assumed that the rows of Y are independent normal vectors, each with 
covariance 0~1,. The objective is to determine whether M = 0 and, .if not, 
to estimate M. This problem arises when testing additivity in unreplicated 
two-way classifications (Mandel [24]; Johnson and Graybill [IS]). Under 
a general alternative, H, : M # 0, the model is saturated and c2 cannot be 
estimated. One strategy is to test H, : M = 0 against H, : rank(M) = 1 
rather than against H,. Evidence concerning the tenability of Ho is con- 
tained in the scaled covariance matrix S* = Y’Y/tr(Y’Y). If M = 0, then 
the unordered characteristic roots of S* each have expectation p-l and 
variance (p - l)(p + 2) +p2(mp + 2). Under H,, the expectation of the 
unordered roots is still p- ’ but the variance is larger than (p - l)(p + 2) -+ 
p*(mp + 2). If H, is rejected, then H, can be tested against 
H2 : rank(M) = 2, etc. Dimensionality hypotheses such as these are also 
tested in one-way multivariate models (Schott [28]), replicated two-way 
classification models (Boik [3,4] ), and reduced-rank regression models 
(Tso [34]; Davies and Tso [lo]). In these models, however, c2 or the 
corresponding p-dimensional covariance matrix can be estimated regardless 
of the assumed rank of M. Thus, the test statistics differ from those of the 
present model. 
Section 2 of this paper briefly reviews the usual inference procedures for 
the sphericity and dimensionality problems. Three new results are given in 
Section 3. First, it is shown that the locally best invariant test of sphericity 
(John [ 151) is also the locally best invariant test of dimensionality against 
a rank-r alternative, where r is small but typically greater than unity. The 
importance of this result is that it gives a test of Ho : M = 0 without having 
to precisely specify the rank of M under the alternative. Second, existing 
tables of the upper percentiles of the ratio of the maximum characteristic 
root to the trace of a Wishart matrix are extended. These percentiles serve 
as critical values for the likelihood ratio test against rank-l alternatives in 
both the sphericity and the dimensionality problems. Third, confidence 
intervals for functions of the noncentrality parameter under rank-l alter- 
natives are derived. One application of the third result is to construct 
confidence intervals for the ratio maximum root + trace in the sphericity 
problem. In Section 4, the results of a simulation study are reported. The 
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study evaluates the proposed methods and compares their performance to 
that of existing procedures. Applications to the analysis of two-way 
classification is given in Section 5. 
2. MODELS AND TESTS 
The general linear model underlying the sphericity and dimensionality 
problems can be written as 
Y =XB+UOr’+E, (2.1) 
where Y : n x p is a matrix of responses, X : n x t is a known design matrix, 
rank(X) = s d n - p, B : t x p is a matrix of unknown regression coefficients, 
0 : p x p is a diagonal matrix having entries 8, > 6, . . . > 13, > 0, I- : p x p is 
an orthogonal matrix of unknown constants, and E : n x p is a random 
matrix whose rows are independently distributed as NJO, 0’1). The matrix 
U : n xp is defined differently for the two problems. In the sphericity 
problem, U is an unobservable random matrix whose rows are indepen- 
dently distributed as N,(O, 0’1). The resulting model is a multivariate mixed 
model in which r’, the design matrix for the random effects, is unobserv- 
able. Traditionally, the model would be treated as a factor analytic model 
with r common factors where I =min(p- 1, g) and g is the number of 
nonzero 0,‘s. In the factor analytic model, r is called the factor-loading 
matrix. In the dimensionality problem, U is a semi-orthogonal matrix of 
unknown constants which, without loss of generality, is assumed to be 
orthogonal to X (i.e., U’U = I, and U’X = 0). In the remainder of the 
paper, model (2.1) with fixed U will be called the reduced-rank model 
because the objective is to estimate E(Y - XB) by a rank-v matrix where 
r < p. Model (2.1) with random U will be called the covariance model 
because the objective is to estimate and test functions of the covariance 
matrix. 
Let H = X(X’X)- X’, where (X’X) - is any generalized inverse of X’X. In 
both models, Xfi = HY and A = Y’(1 - H)Y are independently distributed 
and jointly sufficient for the location and scale parameters. In the 
covariance model, A has a central Wishart distribution: 
A - W,(m, fi), (2.2) 
where m = n - s and &? is the common covariance of the rows of Y: 
a = d(r, + roT). (2.3) 
The usual test of sphericity is a test of H,, : 8, = 6, against H, : B, > 0,. If 
some t?,‘s are expected to be zero, then a more appropriate alternative is 
Hr : 0,>~,+, = 0, where r < p - 1. Equivalently, the alternative can be 
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written as H, : rank(O) = r; the subscript on H denoting rank of 0. In the 
remainder of the paper, 8, will be assumed zero in the covariance model. 
This assumption entails no loss of generality because the covariance matrix 
can always be written as SL = b2(I, + T’&‘r’), where d2 = 02( 1 + 6;) and 
6’ = (1 + ~9:)~’ (0’ - f$I,). The pth diagonal element of h2 is zero. Thus, 
the unrestricted alternative is H,- 1. 
In the reduced-rank model, A =Y’(I -H)Y has a noncentral Wishart 
distribution: 
A ‘v Pl$(m, 0’1, o-~I%*I”). (2.4) 
A dimensionality test in the reduced-rank model is a test of Hi against H, 
where j> i and, as in the covariance model, the subscript on H denotes the 
rank of 0. In the reduced-rank model, the noncentrality matrix, 
o-‘T02r’, cannot necessarily be parameterized in fewer than p nonzero 
f3,‘s so that HP is a viable alternative. 
Both testing problems are invariant to the following two operations: (1) 
adding XC to Y, where C is any t x p matrix and (2) pre- or postmultiply- 
ing Y by a scalar multiple of an orthogonal matrix. Following John [ 151, 
a test which is invariant to these operations can depend on the data only 
through the characteristic roots of A/tr(A). These ordered 
denoted by 1, B 12.. . > I,. Note that C li = 1 and that I, > p 
2.1. Likelihood Ratio Test of Sphericity: Covariance Model 
roots will be 
1 
The likelihood ratio test of sphericity (i.e., H,, against HpMl in the 
covariance model) is well known and is the following: reject HO if 
T1 = f ln(l,) < c,, 
i=l 
(2.5) 
where ci is chosen so that the test is of size cc. Muirhead [26, pp. 343-3511 
gives asymptotic null and nonnull distributions of mp log(p-‘) - mT, . 
2.2. Locally Best Invariant Test of Sphericity: Covariance Model 
The locally best invariant test of sphericity in the covariance model was 
obtained independently by John [15] and Sugiura .[33]. It is the most 
powerful invariant test against local alternatives: tr(Q2) < &2 for suitably 
small (~1. The test rejects H, if 
T2= i /;a,, (2.6) 
i=l 
where c2 is chosen so that the test has size ~1. The exact null distribution 
of T, for p < 3 is given by John [16]. John [16] also shows that the 
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asymptotic null distribution of TT = imp(pT2 - 1) is x2 with $p(p + 1) - 1 
degrees of freedom. 
Upper percentiles of 2(mp(p - l))-’ Tz are given in John C/7], who 
approximated the null distribution of T, by mixtures of beta and gamma 
distributions. A more extensive table of critical values for (pT?)-’ is given 
by Grieve [ 141. Grieve’s values are exact for p < 3 and are based on a 
4-moment Jacobi polynomial expansion for p z 4. Grieve chose to work 
with (pT,)-’ because it is identical to the Geisser-Greenhouse [ 131 
degrees of freedom correction factor for the analysis of repeated measures. 
An expansion of the null distribution of T: with an error of O(m ~~‘) is 
given by Nagao [27]. Carter and Srivastava [7] give, under local alter- 
natives, an expansion of the distribution of T? with an error of O(WZ-~“). 
For general alternatives, Sugiura [33] gives an expansion of the distribu- 
tion of Tz with an error of O(nzP’!‘). 
2.3. Likelihood Ratio Tests of H, against H,: Covariance and Reduced-Rank 
Models 
The likelihood ratio test of Ho against H, in the reduced-rank model 
rejects Ho if 
T,(r) = 1 jj> CArI, 
i= I 
(2.7) 
where c3(r) is chosen so that the test is of size tl. The test was derived by 
Johnson and Graybill [IS] for r = 1 and by Corsten and van Eijnsbergen 
[9] for general r < p. Under HP, model (2.1) with fixed U is saturated so 
that the sample contains no information about 0’. The resulting test 
statistic, T,(p), is unity. 
It is straightforward to show that the likelihood ratio test of Ho against 
H, in the covariance model is the following: reject H, if 
T4(r)=(p-r)ln + i In(l,)dc,(r), (2.8) 
i= I 
where cd(r) is chosen so that the test is of size tl. For r = p - 1, the test in 
(2.8) is identical to the ordinary sphericity test (2.5). For r = 1, T3( 1) in 
(2.7) and T4( 1) in (2.8) are monotonic increasing functions of 1,. Thus, in 
both models, H, is rejected in favor of HI whenever I, 2 c~( 1). Farmer and 
Marasinghe [ 123 proposed I, as a statistic for testing sphericity in a 
two-way mixed model. 
Krzanowski [21] used density expressions from Davis [ 1 l] to compute 
null percentiles of I, for p = 2 and p = 3. As p increases, the density function 
of 1, becomes increasingly difficult to compute, especially when m is large 
or $(m -p - 1) is not an integer. Asymptotic distributions (m -+ 00) have 
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not been obtained except for p d 3 (Davis [ 11 I). Schuurmann, Krishnaiah, 
and Chattopadhyay [ 30,311 computed percentiles of iI for p d 6 and 
i(m - p - l), an integer not exceeding 25. In Section 3, these tables are 
extended to include non-integer values of i(m - p - 1 ), p = 7, and large m. 
3. NEW RESULTS 
3.1. Locally Best Invariant Test of HO against H, in the Reduced-Rank 
Model 
The locally best invariant test of HO against H, in the covariance model 
for 1 d r < p - 1 was obtained, implicitly, by John [ 151 and Sugiura [33]. 
In their derivations, the non-null structure of Q was arbitrary so that the 
locally best invariant sphericity test with a reduced-rank alternative is also 
given by (2.6). 
The locally best invariant dimensionality test of H, against H, for 
1 d r <p can be obtained by an approach parallel to that of John [ 151). 
Appendix 1 shows that the result is (2.6) provided that 
r< 1 +i (p- Wm-1) 
2 ( 1 p+m+l ’ 
(3.1) 
Note that (3.1) is always satisfied for a rank-l alternative. Also, if the 
sample size is large and I < fp, then (2.6) is the locally best invariant test 
of HO against H,. When (3.1) is not satisfied, the test is either to reject HO 
for large T, or to reject H, for small TZ, depending on the non-null struc- 
ture of 0. In this case, (2.6) can be considered to be a test of H, against 
a low-rank alternative, with the rank left unspecified. Alternatively, a 
“two-sided” test rejecting H, for large or small T, can be performed. The 
merits of this test are unknown. 
3.2. Upper Percentiles of I, for Testing HO against H, 
In this section, extensions to existing tables of the ratio of the maximum 
characteristic root to the trace of a Wishart matrix are computed. For 
A w  W,(m, o*I), upper percentiles of I,, the maximum root to the trace, are 
given for p < 7 and various m. Upper percentiles were computed to seven 
decimal places of accuracy by the procedures outlined in Appendix 2. To 
summarize the computations, a regression model using log(m) as a weight 
function was tit to the computed percentiles. As m increases, the distribution 
of 1 I concentrates near p- ‘, the lower bound. The log(m) weight function 
forces greater accuracy as the distribution becomes more concentrated. To 
interpolate in the tables of Schuurmann et al [31], Yochmowitz and 
Cornell [36] also fit a regression model to tabled values. While their result 
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is useful for approximating upper and lower percentiles within the range of 
the Schuurmann ef al. tables, upper percentiles computed by the present 
method are more accurate, especially when m is small. 
Table I gives the coefficients for computing upper percentiles. Denote the 
ith coefficient in row (p, 1 - a) of Table I by a,, I ~ z, Pj. Upper percentiles 
of 1, for rank-l alternatives are computed by 
5 a(i. I-a,p) ~3(1,1-4p,m)=;+ c 
m  
i/2 . 
i- 1 
(3.2) 
For example, (3.2) gives ?,(l, 0.95, 5, 5) =0.7011850. The exact value to 
seven decimal places is c3( IO.95, 5, 5) = 0.7011822 so that the error,is only 
2.8 x lO-‘j. Also Ipr(Z, < c!~( 1,0.95, 5, 5)) - 0.951 = 3 x 10P6. For practical 
purposes, the percentiles obtained from (3.2) can be considered to be exact. 
The maximum errors given in Table I are for p d m 6 1000 when p < 5; for 
p<m<l70 when p=6; and for pdm<l50 when p=7. 
Heavy computational burden prohibited additional extensions to exist- 
TABLE I 
Coefficients for Upper Percentiles of Maximum Root -+ Trace 
P l-a a1 a2 a3 a4 a5 max 12, - c3 1 
3 0.90 1.01778 0.38713 -0.73841 0.06853 -0.16185 3 x lo-" 
3 0.95 1.12680 0.49614 -1.05606 -0.20408 0.17657 2 x 10-S 
3 0.99 1.33998 0.75069 -1.96865 -0.95455 1.55011 3 x 10-S 
4 0.90 0.93124 0.58590 -0.68828 0.01918 -0.10196 4 x lo-‘ 
4 0.95 1.01430 0.72550 -0.93697 -0.16956 0.05147 4 x 1o-G 
4 0.99 1.17727 1.03665 - 1.55477 -0.92254 0.93570 2 x lo-" 
5 0.90 0.85594 0.69993 -0.61743 -0.06009 -0.03048 3 x lo-b 
5 0.95 0.92246 0.84425 -0.80401 -0.24086 0.07522 3 x 10-G 
5 0.99 1.05311 1.16177 -1.24412 -0.94006 0.70048 2 x 1o-G 
6 0.90 0.79370 0.77315 -0.56049 -0.10088 -0.00034 7 x lo-' 
6 0.95 0.84886 0.91513 -0.70438 -0.27519 0.08198 2 x 1o-G 
6 0.99 0.95729 1.22406 -1.02744 -0.92499 0.56202 7 x lo-' 
7 0.90 0.74217 0.82243 -0.50875 -0.13662 0.02461 9 x lo-' 
7 0.95 0.78911 0.95947 -0.62052 -0.30881 0.09719 5 x 1o-7 
7 0.99 0.88144 I.25544 -0.86255 -0.91540 0.48642 2 x lo-‘ 
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ing tables. For completeness, using Davis [ 111, it is easy to show that for 
P = 2, 
c,(l, 1-cc,2,m)=~+;(1-(1-a)2’~“--1’)1’? 
Table I in Krzanowski [21] can be computed from (3.3). 
(3.3) 
3.3. Confidence Intervals under Rank-l Alternatives 
If HO is rejected in favor of H, in either model, then confidence intervals 
for functions of 0: can be of interest. For example, in a principal com- 
ponents analysis, a researcher might be interested in the proportion of 
variance accounted for by the first component. Assuming rank(O) = 1 in 
(2.3), this proportion is (1 + Oi)/(p + 0:). This section gives some distribu- 
tional results useful for constructing confidence intervals. The distributions 
are obtained under the assumption that o-‘0, is large. The results are 
readily established through perturbation expansions of characteristic roots 
(Siotani, Hayakawa, and Fujikoshi, [32, Section 4.6]), so details will not 
be given. 
In the rank-l covariance model given by (2.1 k( 2.3), 
and 
tr(A)U - 4) 2 
CT2 “x((,-,,(,-I,,o,+~,(~-‘), 
where L=e-lOi, xF,,+, denotes a chi-squared random variable with v 
degrees of freedom and noncentrality parameter $, and all x2’s are 
mutually independent. Approximating the right-hand side of (3.4) by a 
multiple of a single x2 and taking ratios gives a statistic from which 
confidence intervals can be obtained: 
cp-:l,l_mls lJZ1 L. ((1+8:)m+P-1)1;(“,,,-,,,,_,,,,, (3.6) 
1 
where 
((1 +e:)m+p- 1y 
v= (1+8:)2M+p-1 ’ 
and F (“,, VZ,.JI) is an F random variable with degrees of freedom v,, v2, and 
noncentrality parameter $. The power of the likelihod ratio sphericity test 
against a rank-l alternative can be computed using (3.6). 
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Denote the (1 - a)lof)th percentile of F~,~,p-,~~m-,,.O~ by 
F (1 ~ 1, “, ,P- 1 J(m ~, ),. As a first approximation, a one-sided (1 - c() 100% 
confidence interval for 0: is 
1, 
(l--I,)F~I-,6,(1’~,),m~11)+l > 
(P- l)(m-1) 
m 
-p<o;< co, (3.7) 
where i is v of (3.6) with the maximum likelihood estimator of Of, 
b’;=(p-l)+’ 
I 
substituted for 0;. A two-sided interval can be constructed similarly. 
In the reduced-rank model having rank-i, 
and 
(3.9) 
where all terms are defined as in (3.4)-(3.5). 
The result in (3.9) was obtained by Marasinghe [25] and Schott [29] 
using alternative approaches. The statistic 
(p- l)(m-lV1 
(P+m-~)(~-~l~~Fip+m-~,i~~~~~m-~~.i.z~ + OJ-‘) (3.10) 
can be used to obtain confidence intervals for functions of Of/a’. 
Denote the cumulative noncentral F distribution function by 
C(x, vi, v2, 1”‘). A one sided (1 - CI) 100% confidence interval for 0:/a* is 
given by 
where 2’ is the solution to C(x, p + m - 1, (p - l)(q - l), 1’) = 1 - c1 and x 
is the left-hand side of (3.10). Lam [22] gives an iterative procedure for 
finding A*. Confidence intervals for other functions of c2 and 1* can be 
obtained from (3.9) and (3.10) using the method of Williams (351. 
Equation (3.10) is also useful for computing the power of the dimen- 
sionality test against rank-l alternatives. Using an expansion for large m, 
Carter and Srivastava [6] give an alternative method for computing 
power. The error in their method is O(me3”). 
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4. SIMULATION STUDY 
The various sphericity and dimensionality procedures can be compared 
analytically when alternatives are local or sample sizes are large. For non- 
local alternatives and small sample sizes, comparisons are made more 
easily through simulation. This section reports results of two simulation 
studies, one for each model. 
Each trial in the covariance model simulation entailed generating an 
m x p normal random matrix. A rank-l random effect was then added to 
the matrix and the three sphericity tests, (2.5) (2.6), and (2.8) for r = 1, 
were performed. In addition, a one-sided confidence interval for 6: was 
computed using (3.7). If H, was not rejected, the interval was taken to be 
(0, co). The experiment was replicated 10,000 times for various combina- 
tions of f3,, m, and p. Uniform random numbers were generated by 
Collings’s [8] compound random number generator and transformed to 
normal random deviates by the Box and Muller [S] method. 
For comparison with the proposed methods, power was computed using 
the asymptotic results (m + co) of Anderson [ 11. Using the asymptotic 
independence and normality of trace(A)/, and trace(A)( 1 - I,), the power 
of the rank-l likelihood ratio test in the covariance model is 
pr(l, > c~) s @ (m/2)‘12 
r i 
CAP - 1) - (1 -cdl + 0:) 
((1 -c~)‘(l+e:)2+c:(p- 1))“2 II ’ (4.1) 
where @( .) is the standard normal cumulative distribution function. Also, 
based on Anderson [2, p. 4753, an approximate (1 - a) 100% confidence 
interval for 19: is given by 
(~-1)(1-f,+~;_f~l,(l-f,)(2p/{m(p-1)})1’”}~’-pd8~~co. (4.2) 
Each trial in the reduced-rank model simulation entailed generating 
a 5 x 5 normal random matrix. A rank-l fixed effect was then added to 
the matrix and the two dimensionality tests, (2.6) and (2.8) for r = 1, were 
performed. In addition, a one sided confidence interval for o-‘fI: was 
computed using (3.11). If H, was not rejected, the interval was taken to be 
(0, co). The experiment was replicated 10,000 times for various values of 
8 1’ 
Table II summarizes the results of the covariance model simulation. The 
F approximation to the power function of the rank-l sphericity test is 
clearly more accurate than the normal approximation. However, it sub- 
stantially underestimates power unless 8, 2 1.75. As exemplified by 8i = 2, 
the accuracy of the F approximation does not .deteriorate when sample 
sizes are small. 
The power functions of the locally best invariant test and the likelihood 
ratio test of H, against H, are very similar, the likelihood ratio test 
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showing a small advantage. Clearly, the neighborhood in which the locally 
best test is best, is small. The usual sphericity test in (2.5) is substantially 
less powerful than either of the other two tests under a rank-l alternative. 
Of course, other alternatives would favor the test in (2.5). Except for 
moderately small 8,) empirical confidence coefficients for intervals based 
TABLE II 
Simulation Results: Rank-l Covariance Model: p = 5 and a = 0.05 
F @ LR LR F @ 
m 8, l-8’ 1-B” HI 3 LBI’ Hp-,5 CI‘ CI’ 
20 0.00 0.00 
20 0.25 0.00 
20 0.50 0.01 
20 0.75 0.05 
20 1.00 0.17 
20 1.25 0.39 
20 1.50 0.64 
20 1.75 0.83 
20 2.00 0.93 
20 2.25 0.97 
20 2.50 0.99 
5 2.00 0.31 
10 2.00 0.63 
15 2.00 0.83 
20 2.00 0.93 
25 2.00 0.97 
30 2.00 0.99 
35 2.00 1.00 
0.00 
0.00 
0.00 
0.01 
0.08 
0.28 
0.54 
0.75 
0.87 
0.93 
0.96 
0.16 
0.52 
0.75 
0.87 
0.93 
0.97 
0.98 
0.05 0.05 0.05 
0.05 0.05 0.05 
0.06 0.06 0.06 
0.12 0.12 0.10 
0.26 0.26 0.19 
0.49 0.48 0.35 
0.73 0.71 0.56 
0.88 0.87 0.75 
0.95 0.94 0.87 
0.98 0.98 0.94 
0.99 0.99 0.98 
0.36 0.35 0.11 
0.68 0.67 0.46 
0.86 0.85 0.72 
0.95 0.94 0.87, 
0.98 0.98 0.95 
0.99 0.99 0.98 
1.00 1.00 0.99 
40 2.00 1.00 0.99 1.00 1 .oo 1 .oo 
0.95 0.95 
0.95 0.95 
0.94 0.93 
0.88 0.88 
0.92 0.89 
0.94 0.90 
0.94 0.91 
0.94 0.91 
0.95 0.91 
0.95 0.92 
0.95 0.91 
0.95 0.81 
0.95 0.89 
0.95 0.90 
0.95 0.91 
0.95 0.92 
0.94 0.92 
0.94 0.92 
0.95 0.93 
’ Computed power of the likelihood ratio test of H, against H,: F approximation (3.10). 
‘Computed power of the likelihood ratio test of Ho against H,: normal approximation 
(4.1). 
3 Empirical power of the likelihood ratio test of Ho against H,: (2.7). 
4 Empirical power of the locally nest invariant test: (2.6). 
’ Empirical power of the likelihood ratio test of Ho against HP- ,: (2.5). 
6 Empirical confidence coetlicient for intervals computed from the F approximation: (3.7). 
7 Empirical confidence coeffcient for intervals computed from the normal approximation: 
(4.2). 
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on the F approximation are quite close to the nominal value of 0.95. 
Empirical confidence coefficients for intervals based on the normal 
approximation are consistently below 0.95, even for the largest sample 
sizes. 
The results for the reduced-rank model appear in Table III. Of particular 
importance is that the locally best test does essentially as well as the 
likelihood ratio test, even when the noncentrality parameter is quite far 
from zero. Thus, the locally best test is a viable alternative to the likelihood 
ratio test under a rank-l alternative. It likely enjoys an advantage when the 
correct alternative is rank-2 or higher provided that variability among the 
nonzero 19,‘s is not too small. 
TABLE III 
Simulation Results: Rank-l Reduced-Rank 
Model: p = 5, m = 5, and G( = 0.05 
F LR F 
x 1 1-P’ H, 3 LBI’ CI 5 
0.0 0.01 
0.8 0.01 
1.6 0.02 
2.4 0.04 
3.2 0.10 
4.0 0.22 
4.8 0.38 
5.6 0.57 
6.4 0.75 
7.2 0.88 
8.0 0.95 
0.05 0.05 0.95 
0.05 0.05 0.95 
0.06 0.06 0.94 
0.09 0.08 0.91 
0.14 0.14 0.93 
0.26 0.26 0.94 
0.43 0.42 0.94 
0.62 0.61 0.94 
0.78 0.78 0.94 
0.90 0.89 0.95 
0.97 0.96 0.95 
’ Noncentrality parameter: A2 = (r-28:, 
2 Computed power of the likelihood ratio test 
of H,, against H,: noncentral F approximation 
(3.10). 
3 Empirical power of the likelihood ratio test 
of Ho against H,: (2.7). 
4 Empirical power of the locally best invariant 
test: (2.6) 
’ Empirical confidence coefficient for intervals 
computed from the noncentral F approximation: 
(3.11). 
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5. APPLICATION TO UNREPLICATED TWO-WAY MODELS 
Consider the model for a matrix random variable: 
Y = /&I;, + B,X;, + X,B; + I-JOT’ + E, (5.1) 
where p is the grand mean, 1, is an u-vector of ones, B, : a x t, is a matrix 
of row effects, Xh : b x tu is a known design matrix for the row effects, 
rank(X,) = sh, Bh : b x t, is a matrix of column effects, X, : a x th is a 
known design matrix for the column effects, rank(X,) = s,, a > b + s, - sh, 
and the remaining terms are defined as in (2.1). The column effects are 
assumed to be fixed but the row effects can be fixed or random. Denote the 
column space of a matrix, W, by .92(W). The row and column effects are 
parameterized such that 1, ES?(X,) and l,~%f(X~). Row x column inter- 
action is represented by UOT’ in which U is fixed if B, is fixed and random 
if B, is random. If X, = 1, and X, = l,, then (5.1) is a two-way fixed or 
mixed effects classification depending on whether B, is fixed or random. 
Of primary concern is whether the row x column interaction can be 
assumed zero. To apply the techniques of this paper, first reduce the model 
by fitting row and grand mean effects. A basis set of residual functions from 
this lit is obtained by postmultiplying Y by K,, where K,Kj, is any full 
column rank factorization of I, - H, and H, = Xh(XgXh) - XL. Thus, K, is 
b x b - sh and has rank b - sh. The resulting model is 
R = X, & + irot’ + k, (5.2) 
where R = YK,, B = BhKb, 0 = UW, W@p’ is the singular value decom- 
position of OT’K,, and k = EK,. Model (5.2) has the form of (2.1). 
If 0 is random, then A=R’(I,-H,)R- W,(m, Q), where p= b-s,, 
m=a-s u, and Ck=oa2(I,+ l%‘f’). If 0 is fixed and orthogonal to X,, 
then A - W,(m, a*I, aP21%)*p’), where p and m are defined as in the 
covariance model. Inferences about sphericity (mixed model) or dimen- 
sionality (fixed model) can now be made using the scaled characteristic 
roots of A. 
An example of a two-way table for which the covariance model is 
applicable can be found in Zerbe [37, Table II.] The study was concerned 
with the relationship between hyperglycemia and relative hyperinsulinemia. 
Blood samples of twenty obese and 13 control patients were taken 8 times 
over a 5 h period after a standard dose glucose challenge. Considering 
patients as random and employing a rank-2 row design matrix to code for 
obesity along with X, = I,, the following were computed: m = a - 2 = 31, 
p=b-1 =7, trace(A)=36.45, I,=O.336, T,= -16.584 and T,=O.249. 
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From (3.2), the 99th null percentile for I, is 0.336. Thus, Ho is rejected in 
favor of H, at c1= 0.01. The locally best invariant test and the likelihood 
ratio test of H,, against HP- 1 are also significant at a = 0.01. Using (3.7), 
a one-sided 95% interval for 4: is (1.26, co) so that an interval for the 
proportion of variance accounted for by the first component is (0.274, 1). 
Under sphericity, this proportion would be p- ’ = 0.14. The presence of 
random patient x time interaction suggests that the data be analyzed by 
multivariate rather than univariate methods. 
An example of a two-way table for which the reduced-rank model is 
applicable can be found in Mandel [23, Table IV]. The study was con- 
cerned with stress measurements made by eleven laboratories on natural 
rubber vulcanizates. Each laboratory measured the stress value of each of 
seven rubber vulcanizates. While the table was replicated four times, only 
the mean values are reported by Mandel. Using a fixed-effects two-way 
classification model, the following were computed: m = a - 1 = 10, 
p = b - 1 = 6, trace(A) = 3.299, I, = 0.687, and T2 = 0.503. From (3.2), the 
99th null percentile for I1 is 0.552. Thus, H, is rejected in favor of HI at 
c( = 0.01. From the tables in Grieve [ 141, the locally best invariant test is 
also significant at CI = 0.01. Using (3.9) and (3.10) along with the method 
of Williams [35], an approximate one-sided 95% interval for 0: is 
(1.356, co). For testing row and column effects, (3.5) suggests using 
~!~=trace(A)(l -ll)/((p- l)(m- 1))=0.0229 with (p- l)(m- 1) degrees 
of freedom (also see Marasinghe [25] and Schott [29]). This estimate of 
0’ is slightly smaller than the one proposed by Mandel using a different 
model. 
APPENDIX 1: 
DERIVATION OF THE LOCALLY BEST INVARIANT TEST OF DIMENSIONALLY 
Let q(L), L = diag(l,, . . . . I,,), be an arbitrary invariant test function with 
power function req. Assume that rank(O) = r and parameterize the noncen- 
trality matrix in (2.4) as e2~-‘FAF’, where c2 = tr(02), and A = 02/tr(e2). 
The locally best invariant test of H,, against H, is found by holding A 
constant and expanding 7~~ in a Taylor series around E = 0. The required 
noncentral distribution of L can be derived from the joint distribution 
of the characteristic roots of a noncentral Wishart distribution given in 
Muirhead 126, p. 5183. 
The first three derivatives of 7~~ with respect to E, evaluated at E = 0, are 
zero. The fourth derivative can be written as 
s 
a.2 = E(v(L) x Q(A) x T ,  + b), &=o 
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where 
b is a constant, and the expectation is taken with respect to the null dis- 
tribution of T2. From the generalized Neyman-Pearson lemma, the test 
which maximizes the fourth derivative of 7r0 at E = 0 rejects Ho if 
T,>c2 and Q(A)>0 or T2 < c5 and Q(A) < 0, (All) 
for c2 of (2.6) and c5 chosen so that the test is of size CI. Maximizing the 
fourth derivative maximizes local power so the locally best invariant test of 
Ho against H, is (Al.1). If Q(A) = 0, derivatives of order 6 or higher need 
to be examined to find the locally best invariant test. To establish (3.1), 
tr(A*) 3 y-l is used. 
APPENDIX 2: COMPUTATION OF PERCENTILES OF 1, 
Let A have distribution N Wp(m, 0~1). Denote the ordered roots of A by 
qk for k = 1 . . .p so that Zk = qk/tr(A). The joint distribution of the Zk’s does 
not depend on a*; therefore rr2 can be assumed to be unity. Denote the 
marginal densities of lk and qk by fgk and ghtk, respectively. Davis [ 1 l] 
showed that 
fhf!,, (&))=21(: mp) e’t(2~mp)~2g~,,(2t), (A2.1) 
where 
9(/z(w)) = lorn eC’“‘h(w) dw 
is the Laplace transformation of h and r(.) is the gamma function. Using 
Lemma 2.2 in Krishnaiah and Chang [20] and Theorem 3.2 in Krishnaiah 
and Chang [ 193, the right-hand side of (A2.1) for m > p + 1 and k = 1 can 
be written as a finite linear combination of products of incomplete gamma 
functions: 
(A2.2) 
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ai, bi, cV, and d, are known constants and [ .] is the greatest integer func- 
tion. Also, bi > 0, cij is 1 or 2, and d, > -1. The value of rcP does not 
depend upon m but increases with p. For example, JC~ = 182 and rc, = 375. 
To cover the important case of m = p, Krishnaiah and Chang’s Lemma 2.2 
can be shown to be valid for r > -1 (their notation). If i(m - p - 1) is an 
integer, then all do’s in (A2.2) are integers. In this case, the right-hand side 
of (A.2.2) can be integrated by parts. A term by term inverse Laplace trans- 
formation is then readily obtained. Schuurmann et al. [30, 311 used this 
method to obtain critical values for i(m - p - 1) < 25 when p < 5 and also 
for i(m-p- 1)<16 when p=6. 
To obtain expressions for f 2 ', when i(m - p - 1) is not an integer, an 
alternative method is needed. Rather than integrating the right-hand side of 
(A2.2) and then finding the inverse Laplace transformation, the inverse 
Laplace transformation of ui(t) can be found directly by evaluation of a 
[ip]-fold convolution. Then result is a linear combination of [$I-dimen- 
sional incomplete Dirichlet integrals. While rather lengthy, a closed form 
expression for the incomplete Dirichlet integrals can be found because the 
exponents in the integrands are integers or 4 integers. 
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