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Abstract
This thesis examines two separate aspects related to the evolution of star forming galaxies using spectroscopic
and photometric measurements taken from large area sky surveys. The first part of the thesis focuses on the local
evolution of univariate and bivariate luminosity functions, and star formation rate density, while the second part
aims to explore the universality of the stellar initial mass function.
The first part of this thesis is motivated by the published measurements of the low–z Hα luminosity functions, Φ,
that show a large dispersion in the local number density of sources (∼ 0.5− 1 Mpc−3dex−1), and correspondingly
in the SFR density. The possible causes for these discrepancies include limited volume sampling, biases arising
from survey sample selection, and different methods of correcting for dust obscuration and AGN contamination.
The Galaxy And Mass Assembly (GAMA) survey and Sloan Digital Sky Survey (SDSS) provide deep spectro-
scopic observations over a wide sky area enabling detection of a large sample of star–forming galaxies spanning
0.001 < SFRHα (Myr−1) < 100 with which to robustly measure the evolution of the SFR density in the low–z
universe. The large number of high SFR galaxies present in our sample allows an improved measurement of the
bright end of the luminosity function, indicating that the decrease in Φ at bright luminosities is best described
by a Saunders functional form rather than the traditional Schechter function. This result is consistent with other
published luminosity functions in the FIR and radio. For GAMA and SDSS we find the r–band apparent magni-
tude limit, combined with the subsequent requirement for Hα detection leads to an incompleteness due to missing
bright Hα sources with faint r–band magnitudes.
To correct for this incompleteness, we use the lowest redshift LHα–Mr and LHα–M distributions as a reference
to model the higher–z bivariate LFs, thereby approximating the contribution from the missing optically faint star
forming galaxies to the local star formation rate and stellar mass densities. Furthermore, we present the univariate
Mr andM LFs of Hα SF galaxies obtained by integrating the bivariate LFs along the LHα axis. As our sample is
selected on the basis of detected Hα emission, a direct tracer of on–going star formation in galaxies, this sample
represents a true star forming galaxy sample, and is drawn from both photometrically classified blue and red sub–
populations. We find that not all members of the GAMA blue population, conventionally called star formers, have
detected Hα emission, and approximately 20–30% at all stellar masses of the GAMA red population, convention-
ally called passive galaxies, are in fact star forming. This would mean blue galaxies, although they may not have
current star formation, have undergone a recent burst of star formation, while the red galaxies may be dominated
by old stars but still have some on–going star formation.
The second part of this thesis is motivated by the recent extragalactic studies indicating variations in the stellar
initial mass function (IMF). The stellar IMF describes the distribution in stellar masses produced from a burst of
star formation. For more than fifty years, the implicit assumption underpinning most areas of research involving
the IMF has been that it is universal, regardless of time and environment. We measure the high–mass IMF slope for
a sample of low–to–moderate redshift galaxies from the GAMA survey. The large range in luminosities and galaxy
masses of the sample permits the exploration of underlying IMF dependencies. A strong IMF–star formation rate
dependency is discovered, which shows that highly star forming galaxies form proportionally more massive stars
(they have IMFs with flatter power–law slopes) than galaxies with low star formation rates. This has a significant
impact on a wide variety of galaxy evolution studies, all of which rely on assumptions about the slope of the IMF.
Our result is supported by, and provides an explanation for, the results of numerous recent explorations suggesting
a variation of or evolution in the IMF.
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Introduction
...a question first framed in the childhood of our species and in each generation asked anew with undiminished
wonder: What are the stars?... Carl Sagan, COSMOS
The night sky full of magical twinkling stars with occasional dark patches here and there has never ceased to amaze
humanity. Astronomy has been more than just a science of stars for many traditional and ancient cultures across the
globe, it has also fuelled beliefs, ideology and myths. For example, the songs, stories, art, and ceremonies of many
traditional Australian aboriginal cultures refer to the Sun, Moon, stars, Milky Way and dark dust clouds within it.
Most of their beliefs were centred on the ideology that the world was created in the “Dreaming” by ancestral spirits,
and had devised evidence–based explanations to many day–to–day phenomenon such as the rising and setting of
the Sun, tides, etc. (Norris & Hamacher 2013). It is this instinctive human desire to explore the fundamental
questions of our being, to know the unknown, that drives both the human imagination and scientific progress.
The last several decades have witnessed a significant growth in our understanding of what is known about the
Universe. Emerging technical advances have helped us to gain a deep understanding of galactic and extragalactic
astronomy and cosmology, and provided an insight into understanding ‘what is the Universe?’ and ‘How does it
operate?’. Out of the total composition of the Universe, baryonic or visible matter makes up a mere 4.9%± 0.1%
(Planck Collaboration et al. 2013), while the bulk of the matter takes a non–luminous, non–baryonic form. It is in
fact this relatively minute fraction of visible matter, which is mostly concentrated in galaxies, that has opened the
doors to the discovery and analysis of the non–luminous “dark” constituents of the Universe.
In a cosmological context, the discovery of “missing mass” or dark matter in Coma and Virgo clusters by Zwicky
(1933) and Smith (1936) respectively, is perhaps the most profound scientific discovery of the 20th century that
made the scientific community aware of the existence of dark matter (Faber & Gallagher 1979; van den Bergh
1999), which accounts for 26.8% of the Universe (Planck Collaboration et al. 2013). Further evidence to the
amount and distribution of dark matter in a galaxy has been accumulated over the years from the observations of
the departure of spiral galaxy rotation curves (the rotation of spiral nebulae was first discovered by Slipher 1914)
observed in optical (e.g. Hα, [N II], [S II], Rubin et al. 1980, 1982, 1985; Courteau 1997) and in neutral Hydrogen
(H I, Bosma 1981b,a) from a Keplerian form, as would be expected if only the visible matter contributed to the
total gravitating mass of a galaxy.
Even though the exact nature of dark matter still eludes us, the desire to know the mystery surrounding dark
matter has led to significant progress in both particle physics and astrophysics. Intensive experiments have been
carried out in search of this elusive component. Examples of some of the experiments aiming to directly detect of
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dark matter are DAMA/LIBRA (Bernabei et al. 2008), ZEPLIN–III (Sumner 2005), XENON (Baudis 2006) and
SuperCDMS (Agnese et al. 2013), with CDMS Collaboration et al. (2013) reporting a likely detection of weakly
interacting massive particles (WIMPs), a leading class of candidates for dark matter. In astrophysics, the recent
advent of large–scale sky surveys such as the Center for Astrophysics redshift survey (CfA is the earliest redshift
survey, Huchra et al. 1983), Sloan Digital Sky Survey (SDSS, York et al. 2000), 2–degree Field Galaxy Redshift
Survey (2dfGRS, Colless et al. 2001a) and Galaxy And Mass Assembly survey (GAMA, Driver et al. 2011) have
provided a wealth of data to accurately measure the spatial distribution of galaxies, particularly the clustering of
galaxies which are thought to form and reside in dark matter halos. Several observational studies have explored the
clustering properties as a function of luminosity, spectral type, stellar mass, morphology and colour (e.g. Norberg
et al. 2001, 2002; Meneux et al. 2009; Zehavi et al. 2011; Marulli et al. 2013), which can then be compared with
large N–body simulations (e.g. Press & Schechter 1974; Navarro et al. 1997) to understand the properties of dark
matter halos, and how the galaxies populate them.
The final “dark” constituent that fill 68.3% of the Universe (Planck Collaboration et al. 2013), and still remains
one of the most outstanding questions in astronomy is dark energy. In the late 20th century, the brightness mea-
surements of distant supernovae, considered to be standard candles, were observed to be dimmer than expected
for a matter–dominated Universe. This observation has led to the 2011 Noble prize winning discovery that the
Hubble expansion rate of the Universe (Hubble 1929) is in fact accelerating (Riess et al. 1998; Schmidt et al. 1998;
Perlmutter et al. 1999). The driving force behind this acceleration is believed to be dark energy that exerts a form
of negative pressure, which along with the (relatively insignificant) contribution from electromagnetic radiation
opposes gravity. The current best description of dark energy is the “cosmological constant or Λ” model of Einstein
(1915).
With strong support from different observational probes, a theoretical framework has been developed to accom-
modate galaxy formation in a cold dark matter (CDM) scenario. In the ΛCDM model, the Universe is measured to
be geometrically flat with an energy density, Ω, of 1, where Ω is the sum of matter density, ΩM , and dark energy
density, ΩΛ. The key parameters of this model have been tightly constrained through space and ground based
all sky observations. For example, the all–sky maps of cosmic microwave background (CMB) released from the
Wilkinson Microwave Anisotropy Probe (WMAP, Bennett et al. 2003) and Planck mission (Planck Collaboration
et al. 2011) reveal the primordial structures of an infant universe (∼370 000 years old) through the subtle tempera-
ture fluctuations in the CMB. Locally, large sky surveys probing the nearby Universe, e.g. SDSS (York et al. 2000),
2dFGRS (Colless et al. 2001a), 6dF galaxy survey (6dFGS, Beutler et al. 2011), Wigglez (Blake et al. 2011) and
BOSS (Anderson et al. 2012), have all reported detections of the baryonic acoustic signal, a result of the acoustic
waves that existed in the early Universe, in the power spectrum. It must also be noted that the current lack of
observational support for some of the cosmological model predictions associated with dark matter has led sev-
eral studies (e.g. Kroupa et al. 2010; Kroupa 2012; McGaugh & Milgrom 2013b) to explore alternative models to
ΛCDM. The main disagreements between current observational evidence and dark matter cosmology predictions
are discussed in detail in Kroupa et al. (2010), with Kroupa et al. (2010); McGaugh & Milgrom (2013b,a) offering
possible suggestions based on modified Newtonian dynamics as alternatives to the current cosmological model.
Furthermore, over the last decade, the advent of large telescopes (8 − 10 m apertures) with high throughput
spectrographs and state of the art imaging techniques have pushed the boundary of the “observable” Universe to
beyond 10 billion light years. One of the most important discoveries as a result is the first observation of the Gunn–
Peterson trough (Gunn & Peterson 1965), a feature observable only in spectra of very high–z (z & 6) quasars that
indicate the fraction of H I in the intergalactic medium, over three decades after its first prediction in 1965. This
discovery, of course, coincides with the first discovery of a quasar beyond z = 6 (z = 6.28, Becker et al. 2001).
The observation of the Gunn–Peterson trough in the z = 6.28 quasar spectrum and the absence of such a trough
in z < 6 spectra can be used to probe the end of the epoch of re-ionisation, whereby the re-ionising radiation from
first galaxies made the intergalactic medium transparent to electromagnetic radiation.
Finally, within the last decade or so, the focus of observational cosmology has largely shifted from constraining
cosmological parameters to understanding the formation and evolution of galaxies. The flood of large multi–
wavelength data sets and powerful computation techniques not only have opened a new realm of scientific oppor-
tunities, but also, brought to question some long–held fundamentals of astronomy. The study of star formation in
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a galaxy and its evolution across time is pivotal in understanding the physical processes involved in formation and
assembly of mass, and in providing crucial constraints on models of galaxy formation and evolution (Somerville
et al. 2001), which is the focus of this thesis.
1.1 Star formation along Hubble’s tuning fork
The photogenic island universes that are galaxies harbour most of the luminous baryonic content of the universe.
These are the stellar eco–systems where stars born, evolve and eventually die. From a historical perspective, in
1750 Thomas Wright speculated that the Milky Way was a flattened disk of stars, and that some of the nebulae
visible in the night sky might be separate systems to our own Milky Way. In 1755 Immanuel Kant introduced the
term ”island Universe” for these distant nebulae (William Hastie in Kant’s comogony, Glasgow, 1900). However,
it was not until the 20th century that the ground work for modern galaxy evolutionary theories were laid by James
Jeans and Edwin Hubble based on detailed classification of ‘spiral nebulae’. Following the description by Hubble
(1922) and Hubble (1926) of the basic Hubble types of elliptical, spiral (Sa, Sb, Sc), barred spiral (SBa, SBb, SBc)
and irregulars, Jeans (1929) and Hubble (1936c) 1 recognised the important connection between Hubble types.
That is the progressive flattening from ellipticals to spirals as illustrated through the famous “tuning fork” diagram
(Hubble 1936c, reproduced in Figure 1.1). This system was later revised and expanded upon by de Vaucouleurs
(1959) to add further classes and sub–divisions, see Sandage (1961) for the details of this revised system.
FIGURE 1.1: The “tuning fork” of galaxy morphologies, reproduced from Hubble (1936c), led to the birth of the modern
theories of galaxy formation.
Since 1936, there have been many other classification schemes developed either based on galaxy morphologies or
galaxy spectra, describing either the whole galaxy or certain aspects. Some of the common classification schemes
are the Yerkes system (Morgan 1958, 1959), which is a modification of the Hubble system that uses the degree of
central concentration of light in each galaxy, the Se´rsic index (Se´rsic 1963), the spiral arm classes (Elmegreen et al.
1982), the Gini coefficient (Abraham et al. 2003) and the CAS (concentration–asymmetry–clumpiness) system
(Conselice 2003).
One of the striking features of galaxies along the Hubble sequence, which in fact form the basis for the Hubble
classification (Hubble 1926), is the variation in the young stellar content and star formation activity. This is
illustrated in Figure 1.2 reproduced from Kennicutt (1998). Some of the notable trends in galaxy spectra with
Hubble type when progressing along the Hubble sequence are the broad rise in the blue continuum as a result
of the change in the stellar absorption spectrum from K-giant dominated to A-star dominated, and the continual
strengthening of the spectral emission features (Kennicutt 1998).
1Block et al. (2004) note that the “tuning fork” diagram that appeared in Hubble (1936c) is likely to have been inspired by a similar
diagram first published in Jeans (1929) in the book ‘Astronomy and Cosmogony’.
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Figure 1 Integrated spectra of elliptical, spiral, and irregular galaxies, from Kennicutt (1992b). The fluxes have been normalized
to unity at 5500 A˚.FIGURE 1.2: The variation in the young stellar content and star formation activity in the spectra of elliptical, spiral and
irregular galaxies. The fluxes have been normalised to unity at 5500A˚. The figure reproduced from Kennicutt (1998).
While all stars in a galaxy contribute to the total light of that galaxy, different spectral types dominate the energy
budget of the Hubble types at different wavelengths. Therefore, to construct a complete picture of the star formation
in a galaxy requires observations at many different wavelengths. There are many different star formation rate (SFR)
calibrations in the literature, which are explored in detail below.
1.2 Diagnostics of star formation
The light from a galaxy encompasses the contributions of all stellar spectral types within it, covering a broad
wavelength range from x–ray/gamma rays to radio emission. Therefore, it is essential to rely on star formation
indicators at different wavelengths to ‘dissect’ a galaxy in order to study its stellar components, as they may domi-
nate the light at a specific wavelength but remain invisible at others. While it is necessary to use different indicators
to paint a complete picture of how the star formation progresses with time, each indicator has its advantages and
disadvantages. Also, the fact that only a very narrow range in wavelength is accessible from the ground is a major
disadvantage in astronomy. This section briefly describes some of the commonly used star formation indicators in
the literature.
The seminal paper of Tinsley (1968) on the development of the first diagnostics of global SFRs in galaxies based
on population synthesis models of galaxy colours confirmed the evolution of SFRs along the Hubble sequence.
The first emission line (Hα) based star forming diagnostics were derived by Cohen (1976), who observed a cor-
relation between photometric colour and Hα emission in a galaxy. Subsequently, Kennicutt (1983) presents the
first attempts at placing constraints on both the current SFRs and the average initial mass functions (IMFs) in
galaxies by combining emission line and photometric data for a large sample of spiral and irregular field galaxies.
Similarly, direct SFR calibrations have been developed by Donas & Deharveng (1984) using ultraviolet (UV) con-
tinuum fluxes and Harper & Low (1973) and Rieke & Lebofsky (1978) using infrared (IR) continuum fluxes. It
is worth noting that the field of IR observations has advanced rapidly since the late 20th century with the launch
of the Infrared Astronomical Satellite (IRAS), which revealed the existence of a large (never before predicted)
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population of ultra–luminous IR starburst galaxies. Advantages and disadvantages of some of the commonly used
SFR tracers, all indicators of instantaneous star formation activity in galaxies, are given below.
1.2.1 Recombination (emission) lines
Emission line measurements trace the starlight that has been reprocessed by the interstellar gas and dust. Widely
applied are the optical and IR emission line measurements, which largely trace the ionising regions surrounding
massive stars. These are most sensitive to stars with stellar mass (M) > 15 M, with a peak contribution from
stars withM = 30− 40 M (Kennicutt & Evans 2012). As such, the emission line based SFR indicators are ideal
at tracing the instantaneous star formation in a galaxy, independent of the underlying star formation history.
The Balmer series lines, particularly Hα, produced as a result of the Hydrogen recombination cascade are strongly
favoured as SFR indicators because they occur at optical wavelengths. The luminosity of the Hα line, LHα, in
terms of the effective recombination coefficient at Hα wavelength, αeffHα , Case B
2 recombination coefficient, αB ,
and the ionising photon rate, Q(H0) is given by (Osterbrock & Ferland 2006),
L(Hα) =
αeffHα
αB
fvHαQ(H0). (1.1)
The Case B recombination coefficient used in the derivations of most SFR calibrations assumes an electron tem-
perature, Te = 10 000 K and density, ne = 100 cm−3 (Calzetti 2012), i.e. the Te and ne values associated with
the likely astrophysical conditions within a nebula optically thick to the ionising photons. The SFR calibrations,
assuming solar metallicity and a Salpeter (1955) IMF for a 0.1 <M < 100 M range, then are (Kennicutt et al.
1994; Madau et al. 1998)
SFR[Q(H0)] = 1.08× 10−53Q(H0) s−1,
Combining with Eq. 1.1 yields,
SFR(Hα) = 7.9× 10−42L(Hα) erg s−1.
(1.2)
The luminosity to SFR conversion factor in Eq. 1.2 is generally computed using population synthesis models,
e.g. PE´GASE (Fioc & Rocca-Volmerange 1997) and STARBURST99 (Leitherer et al. 1999). The SFR conversion
factors for other Balmer lines (e.g. Hβ), Paschen series lines (e.g. Pα, Pβ), Brackett series lines (e.g. Brα, Brγ) can
be computed in a similar manner.
Given that the emission line flux traces the regions of massive star formation (M > 15 M), the calibrations are
sensitive to the choice of the initial mass function (IMF). Conventionally, a Salpeter (1955) IMF is used in the
calibration (Kennicutt et al. 1994; Madau et al. 1998; Hopkins et al. 2003) as it is consistent with the observations
of resolved galactic and nearby galaxy star forming regions (e.g. Bastian et al. 2010; Massey 1998). A simple
change in the IMF can, however, result in a rather significant change in SFR. For instance, adopting a Scalo
(1986a) IMF for 0.1 < MM < 100, which has the same form as a Salpeter (1955) IMF forM > 1 M, instead
of a Salpeter (1955) IMF for the full mass range translates to an approximately factor of three change in the SFR
(Kennicutt 1998). Moreover, the increasing availability of large multi–wavelength data sets are challenging the
observations of a ‘universal’ IMF in galaxies, and evidence against universality has been steadily mounting (e.g.
Baldry & Glazebrook 2003a; Hoversten & Glazebrook 2008; Cappellari et al. 2012; Gunawardhana et al. 2013).
As a response to the accumulating evidence against both a universal IMF and a Salpeter (1955) like IMF, some
of the recent studies (e.g. Wijesinghe et al. 2011; Gunawardhana et al. 2011) looking at SFR calibrations have
employed different IMFs in their calculations of SFRs.
The advent of large spectroscopic and narrowband filter surveys have reliably mapped the evolution of the Hα
based SFR densities in the local Universe. While narrowband surveys allow Hα SFR densities to be estimated
over narrow redshift intervals at different redshifts (e.g. Villar et al. 2008; Shim et al. 2009; Sobral et al. 2013),
2This is the case for an optically thick nebula. Under the Case B conditions, any photon emitted is immediately absorbed nearby in the
nebula (Osterbrock & Ferland 2006)
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those based on large spectroscopic samples probing wide redshift ranges are currently restricted to low redshift as
the Hα spectral feature is redshifted out of the visible window at z ∼ 0.4 (Westra et al. 2010; Gilbank et al. 2010;
Gunawardhana et al. 2013, also see §1.3 for a discussion on broadband and narrowband surveys). For this reason,
successfully calibrating the emission lines bluewards of the Hα line carries a significant benefit as it allows the use
of large spectroscopic samples to map the evolution of SFR densities out to higher redshifts.
Naturally, the higher order Balmer series lines (e.g. Hβ) that have shorter wavelengths than Hα would ideally be
the next best tracer after Hα. Unfortunately, the integrated strengths of Hβ and other higher order Balmer lines are
weaker than that of Hα, and the effects of Balmer stellar absorption become progressively more significant with
increasing order. The strongest emission features that can be used for this purpose are generally the forbidden lines,
e.g. [O II] λ3727A˚ and [O III] λ5007A˚. Unlike Balmer lines, the luminosities of the collisionally excited forbidden
lines are not directly coupled to the ionising flux, rather they depend on the abundance and the excitation state
of the gas. If the excitation of these lines are sufficiently well behaved, then they can be empirically calibrated
through Hα as a quantitative SFR tracer (Kennicutt 1998). For example, using [O II] λ3727A˚ the evolution of the
SFR density can be traced out to z ∼ 1.6. There are several studies that report [O II] λ3727A˚ based SFR densities
(e.g. Ly et al. 2007, 2012; Hogg et al. 1998; Drake et al. 2013; Drozdovsky et al. 2005; Gilbank et al. 2010). The
[O II] λ3727A˚ calibrations based on Salpeter (1955) and Baldry & Glazebrook (2003a) IMFs have been published
in Hopkins et al. (2003) and Wijesinghe et al. (2011) respectively.
The effects of the intervening dust are one of the major sources of uncertainty in all emission line based quanti-
tative SFR indicators. Where spectra are available, the dust obscuration can be estimated using the observed line
flux ratios (e.g. using Balmer and Paschen series lines, Hopkins et al. 2003; Brinchmann et al. 2004; Moustakas
& Kennicutt 2006; Wijesinghe et al. 2011) as the attenuation along the line of sight decreases with increasing
wavelength. The Balmer Hα to Hβ emission line flux ratio, termed the Balmer decrement, is the “gold standard”
used to estimate dust corrections (e.g. Westra et al. 2010; Gilbank et al. 2010; Gunawardhana et al. 2013). The
departure of the Balmer decrement from the theoretical Case B recombination value of 2.86 gives an approximate
indication of the significance of dust effects on the derived physical properties. The application of the dust ob-
scuration corrections this way is described in detail in Chapter 2. In the absence of spectra, the attenuation can
be measured by comparing Hα fluxes with either IR fluxes or thermal radio continuum (Kennicutt 1998, 1983).
These studies find a mean attenuation for Hα of 0.8 − 1 magnitude to be sufficient to account for the missing
flux due to dust scattering in nearby galaxies. While many narrowband surveys rely on this common assumption
of a ∼ 1 magnitude extinction in Hα to correct SFRs (e.g. Tresse & Maddox 1998; Fujita et al. 2003; Ly et al.
2007), a single value will not apply to many individual galaxies as the dust obscuration itself is SFR dependent
(Hopkins et al. 2001). Adopting a statistical estimate for obscuration can, therefore, overestimate the SFRs for
low–luminosity systems and underestimate that for luminous objects (Ly et al. 2012; Bayliss et al. 2011). Ly et al.
(2012) find that the luminosity–dependent obscuration relation advocated by Hopkins et al. (2001) to yield more
accurate SFRs than those based on a common correction. This type of relation can be a useful solution for the
cases where spectra are not available to estimate individual dust correction based on line decrements.
The chief limitations in the calibration of the forbidden lines as reliable quantitative SFR indicators are related to
the excitation variations, a result of not being directly coupled to ionising flux. Dust attenuation, in the absence
of Balmer line diagnostics or other direct observational probes, can also pose significant problems to SFRs based
on forbidden lines. Kewley et al. (2004) and Moustakas & Kennicutt (2006) provide empirical prescriptions that
approximately account for the attenuation using the correlation between [O II] λ3727A˚ and B–band magnitude,
however, these relations can be plagued by the systematic effects arising from metallicity variations.
The effects of the direct absorption of Lyman continuum photons by dust, where the ionising photons are removed
altogether before the light is emitted from a galaxy, are difficult to account for observationally and introduces
another systematic uncertainty to the SFR calibrations based on emission lines.To account for this in star forming
regions, which impacts SFR[Q(H0)] in Eq. 1.2, requires the use of models. The Dopita et al. (2003) model, for
example, allows these effects to be taken in to account when estimating SFRs from Balmer lines. The model
provides simple theoretical fits to the fraction of escape photons as a function of the ionisation parameter and
oxygen abundance, both of which can be estimated using the observed spectral features. For normal disk galaxies,
the escape fraction can be as large as ∼ 50%, however, it is reduced to approximately 30% after taking account
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of differential extinction (Oey et al. 2007; Calzetti et al. 2007). The absorption of Lyman continuum photons
varies greatly between galaxies but also systematically increases with redshift (Hayes et al. 2011; Blanc et al.
2011). This absorption is what currently restricts the use of Lyα as a direct tracer of instantaneous star formation
in galaxies. Otherwise Lyα, having a rest frame wavelength of 121.6nm and being ∼ 8.7 stronger than Hα in
case B recombination (Kennicutt & Evans 2012), is an attractive indicator for observing very distant star forming
galaxies.
1.2.2 Ultraviolet continuum
In the absence of dust, the most direct way to infer a SFR for a galaxy would be through its UV continuum as
the young stellar population (time scales ≈ 100 − 300 Myr) emit the bulk of their energy in the rest–frame UV
(< 0.3µm). In other words, the UV continuum probes the contribution from young O and B stars that dominate
the spectral energy distribution of a galaxy.
This field has seen a significant growth since the launch of the Galaxy Evolutionary Explorer (GALEX, Martin
et al. 2005). GALEX has mapped over two thirds of the sky in far–UV (155nm) and near–UV (230nm), provid-
ing flux measurements for hundreds of thousands of galaxies over a large range in surface brightness (Kennicutt
& Evans 2012). Other space–based instruments contributing to the science in this field include XMM–Newton
UV/optical monitor telescope (Mason et al. 2001), Swift UV/optical telescope (Roming et al. 2005), and the Hub-
ble telescope.
All galaxies with any star formation contain at least some dust, therefore in order to use UV fluxes to derive SFRs
requires the fluxes to be corrected for the effects of the intervening dust obscuration. The UV flux, in particular,
is severely affected by intervening dust, which can introduce large uncertainties to the final corrected fluxes if
dust attenuation is not taken into account accurately. As pointed out by many previous studies (e.g. Calzetti 2001;
Hopkins et al. 2001; Calzetti et al. 2007; Gunawardhana et al. 2013), the dust obscuration is a luminosity dependent
quantity, so that galaxies with high SFRs are also the ones most enshrouded in dust. For instance, based on the
dust obscuration curve of Calzetti et al. (2000), a typical optical attenuation of Av ≈ 0.9 results in a factor of
ten reduction in the UV continuum at 130nm (Calzetti 2012). There are various prescriptions that can be used
to estimate the dust attenuation. Some of the common methods in the literature are based on far–UV/near–UV
colour or the UV spectral slope (β). The SFR calibrations that employ these prescriptions as well as calibrations
that depend on other methods of dust correction such as applying constant corrections are provided in Treyer et al.
(2007); Salim et al. (2007); Hao et al. (2011); Robotham & Driver (2011); Wilkins et al. (2012).
Finally, many studies (e.g. Meurer et al. 1999; Boquien et al. 2012; Yuan et al. 2012; Nordon et al. 2013) find a tight
correlation between the logarithmic UV–IR flux ratio, termed IRX , and UV colours. The IRX − β relationship
can be used to calibrate the UV colour versus attenuation relationship, however, this relationship over wide colour
range indicate a large scatter that can span over two orders of magnitude (Boquien et al. 2012; Kennicutt & Evans
2012; Wijesinghe et al. 2012).
1.2.3 Infrared continuum
Interstellar dust absorbs and reprocesses about half of the light emerging at UV to near–IR wavelengths (Dole
et al. 2006). In heavily obscured galaxies, the dust will re–emit the bolometric luminosity of the embedded stars
(Kennicutt et al. 2009), and if the young stars provide most of the star light (the absorption coefficient of dust peaks
at around the wavelength of UV, Kennicutt 1998), then the re–emitted light can be used to trace the on–going star
formation in those galaxies.
The launch of the Infrared Astronomical Satellite (IRAS) in 1983 has allowed our understanding of optically
hidden star forming galaxies to grow significantly. Following in succession, the next generations of space missions,
e.g. Spitzer space telescope operated over 3.6 − 24µm and 70µm wavelength (λ) ranges (Werner et al. 2004),
Herschel space observatory operated over 55− 671µm λ range (Pilbratt et al. 2010), the AKARI mission imaging
over 2.4 − 160µm λ range (Murakami et al. 2007), and Wide–field Infrared space explorer imaging the sky
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over 3.4 − 22µm λ range (WISE, Wright et al. 2010), have either mapped or still mapping large portions of the
sky in several different IR wavelengths, thereby constructing large, diverse and statistically complete samples of
galaxies. It is important to survey the sky in all IR wavelengths as dust is composed of distinct components, each
with different spatial distributions and probing different stellar populations. Briefly, molecular bands arising from
polycyclic aromatic hydrocarbons (PAHs) dominate the emission at λ ∼ 5 − 20µm. Wavelengths longward of
λ ∼ 20µm up to ∼ 60µm trace the warm dust in thermal equilibrium and heated small dust grains, which are
sensitive to the reprocessed light from star formation. Finally, the far–IR wavelengths (λ > 60µm) trace the
extended dust heated by the interstellar radiation (i.e. the contribution to total IR emission from more evolved stars
in the galaxy that does not trace the instantaneous star formation Calzetti 2012; Kennicutt & Evans 2012), which
is termed “IR cirrus” (Kennicutt 1998).
For a galaxy heavily enshrouded in dust, it is the integrated IR emission, denoted L(TIR) (bolometric total IR
luminosity), that provides the most robust measure of the hidden on–going star formation. The calibrations to
convert L(TIR) to a SFR are given in Kennicutt (1998) and Calzetti (2012). A number of studies have also proposed
calibrations at monochromatic IR wavebands, e.g. at 8µm (Calzetti et al. 2005), WISE 22µm (Lee et al. 2013),
24µm (Calzetti et al. 2007; Rieke et al. 2009), and 70µm and 160µm (Calzetti 2012). Furthermore, Kennicutt
et al. (2007, 2009) and Calzetti et al. (2007) find a tight correlation between 24µm sources, tracing warm dust, and
H II regions, tracing recent star formation (Figure 1.2.3 reproduced from Kennicutt et al. 2009). As such the ratio
of 24µm to Hα flux has a sensitivity to dust equivalent to that obtained from Paα/Hα and can be used to derive
attenuation corrections for observed SFRs.
.
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Fig. 19.— SINGS galaxy M81 observed in the mid-infrared at 24µm (left), and in Hα (right).
Note the strong spatial correlation of bright infrared sources with optical HII regions, and
the extensive diffuse 24µm emission in regions devoid of Hα emission.FIGURE 1.3: The Spitzer infrared n arby galaxy survey (SINGS, Kennicutt et al. 2003) observations of M81 at 24µm (left
panel) and in Hα (right panel). A tight correlation between regions of optical emission, i.e. H II regions, and 24µm sources
is evident, where the diffuse 24µm emission connects the H II regions and traces the regions devoid of star formation. The
figure is reproduced from Kennicutt et al. (2009)
While the light re–emitted by dust can act as a quantitative tracer of current star formation for galaxies completely
enshrouded in dust, it may systematically underestimate the SFRs for normal galaxies where dust on average
absorbs only about half of the stellar light. This problem can be further exaggerated in low SFR, metal poor systems
or in the outer regions of the disks of galaxies, where the effects of dust play a relatively minor role. Another
systematic effect influencing SFR(TIR) measurements is the contribution to IR from the IR cirrus, i.e.λ > 60µm
emission, which does not reflect the on–going star formation in a galaxy (Bell 2003).
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1.2.4 Radio
The insensitivity of the longer (radio) wavelengths to dust obscuration make them attractive options for exploring
the star formation in a galaxy. Radio continuum emission from “star–forming” galaxies, i.e. those that are devoid
of central AGNs, has two components; the thermal bremsstrahlung continuum emission from the ionised H II and
non–thermal synchrotron emission from relativistic electrons spiralling in the galaxy’s magnetic field (Condon
1992). The thermal or free–free emission consists of a relatively flat spectrum that scales with the ionising lumi-
nosity and the synchrotron component has a much steeper spectrum (Kennicutt & Evans 2012; Bell 2003), and the
total radio emission is a combination of these two components to varying degrees depending on the frequency.
At lower frequencies, ν < 5 GHz, the contribution from the non–thermal component dominates the total radio
emission. For instance, approximately 90% of the radio continuum flux from star forming galaxies at 1.4 GHz,
the standard wavelength model, is dominated by the synchrotron emission (Basu et al. 2012; Bell 2003). As only
the stars withM > 8 − 10 M, i.e. O and B stars that ionise H II regions, are capable of producing Type–II and
Type-Ib supernovae whose remnants mostly accelerate the relativistic electrons to produce synchrotron emission
(Condon 1992), coupled with the fact that synchrotron radiation is transparent to dust, makes the radio emission at
1.4 GHz very valuable at gathering information related to ongoing star formation in a galaxy.
There are, however, two main complications to using radio emission as a tracer of star formation, that is that the
non–thermal luminosity depends not only on the rate of supernovae in a galaxy, but also on the strength of its mag-
netic field (Calzetti 2012), and most bright radio sources are AGN–dominated (Hopkins et al. 2003). To acquire
an accurate representation of the true star formation in a galaxy requires access to its spectral features in order to
eliminate the possibility of its radio emission being dominated by the emission from a central AGN. The current
SFR calibrations of radio continuum emission, therefore, need to be bootstrapped from the far–IR calibrations
(e.g. Bell 2003; Hopkins et al. 2003; Schmitt et al. 2006; Murphy et al. 2011; Kennicutt & Evans 2012), which
can be done owing to the tight correlation between radio and IR luminosities first noted by van der Kruit (1971).
The remarkably tight nature of the radio–IR correlation, within about a factor of 2 over 5 orders of magnitude in
both radio and FIR luminosities (Yun et al. 2001; Bell 2003) and existing even at intermediate redshifts (Appleton
et al. 2004), has been used to support the robustness of the radio emission as a SFR indicator (e.g. Price & Duric
1992), as this correlation is thought to be a consequence of both radio and IR luminosities being separately corre-
lated with SFR. Subsequent studies (e.g. Bell 2003; Kennicutt & Evans 2012; Roychowdhury & Chengalur 2012)
have, however, pointed out that the IR–based SFR indicators break down and underestimate the star formation in
faint, dwarf galaxies with low dust content, and yet, surprisingly, the radio–IR correlation remains tightly linear
over the full luminosity range. An explanation for this odd behaviour, which is deemed a “cosmic conspiracy” in
the context of low–SFR dwarf galaxies, is presented in Bell (2003). In their model, the radio–FIR correlation is
maintained for faint systems as a result of the reduction in emitted IR flux due to reduced dust content (low–SFR
galaxies accumulate dust at a slower rate than their high–SFR counterparts, Hopkins et al. 2001; Gunawardhana
et al. 2013). This decline in dust opacity is also accompanied by an inefficient non–thermal (synchrotron) emission
as a result of the easy escape of the cosmic ray electrons (Kennicutt & Evans 2012; Roychowdhury & Chengalur
2012), thus balancing the decrease in IR emission. Furthermore, the numerical study by Lacki et al. (2010) has
attributed the radio–IR correlation to ‘calorimetry’ combined with two separate conspiracies operating at both high
and low density regimes. Similarly to that proposed by Bell (2003) for dwarf galaxies, at low density the decrease
in electron density causes a decrease in radio emission, and is balanced by the decrease in UV opacity resulting
in the reduction in IR emission. At high density, such as in starburst galaxies, bremsstrahlung, ionising, and in-
verse Compton cooling tend to reduce the radio emission, however, the effects are mitigated by the dependence of
synchrotron frequency on energy.
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1.2.5 X–ray emission
In a ‘normal3’ star forming galaxy, X–ray emission can originate from high mass X–ray binaries4. X–ray binaries
are the end product of the evolution of a massive binary system where the most massive companion has undergone
a supernova. As the time scale of this evolutionary process is ∼ few×106−7 yrs (Fabbiano 2006), the emission
from these objects can be used to trace the instantaneous SFR of a galaxy. A young star forming galaxy is in fact
expected to be dominated by X–ray binaries (Helfand & Moran 2001). Other sources of X–ray emission include
supernovae and supernova remnants, hot interstellar medium and O–stars (Fabbiano 1989, 2006), all of which are
associated with high–mass star formation. In another words, most sources related to the star formation in a galaxy
emit X–rays.
Even though the theoretical concept of using X–ray emission as a SFR indicator was originally formulated by
Sunyaev et al. (1978), the angular resolution necessary to carry out the observations did not become available until
the launch of Chandra in 1999. Figure 1.4, reproduced from Fabbiano (2006), shows X–ray observations made by
Chandra of the spiral galaxy M83 galax. The colour code dictates the energies of the detected photons.
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Fig. 1 –Cumulative XLFs of Galactic LMXBs (Left) and HMXBs (right), from 
Grimm, Gilfanov and Sunyaev (2002).  
 
 
 
      
 
Fig.2 – Chandra ACIS images of M83 (left, box is 8.57 ! 8.86 arcmin) and 
NGC4697 (right, box is 8.64 ! 8.88 arcmin). See text for details. Both images are 
from the web page http://chandra.harvard.edu/photo/category/galaxies.html; credit 
NASA/CXC). 
 
2.1 X-ray photometry 
 
The use of X-ray colors to classify X-ray sources is not new. For example, White & 
Marshall (1984) used this approach to classify Galactic XRBs, and Kim, Fabbiano & 
FIGURE 1.4: The spiral M83 observations with handra’s Advanced CCD Imaging Spectrometer (ACIS). The colour
code dictates the energies of the detected photons; red 0.3–1 keV, green 1–2 keV, blue 2–8 keV. Th figure is reproduc d from
Fabbiano (2006). The original figure is from http://chandra.harvard.edu/photo/catagory/galaxies.
html. Credit NASA/CXC.
With the aid of Chandra observations, several studies investigating X–ray emission from galaxies (e.g. Bauer et al.
2002; Grimm et al. 2003; Persic & Rephaeli 2007; Lehmer et al. 2010) revealed that the X–ray emission strongly
correlates with the total SFR and stellar mass (M) of a galaxy, and the emission seems to be mostly driven by
X–ray binaries. Also, the 2 − 10 keV emission from galaxies is observed to be tightly correlated to IR (Shalima
et al. 2013; Symeonidis et al. 2011) and non–thermal radio continuum fluxes (Vattakunnel et al. 2012; Ranalli et al.
2003), further demonstrating its link to SFR. Moreover, given the high X–ray energies, X–ray emission is much
less affected by absorption than other indicators, making it a valuable tool for cross-calibrating other SFR proxies
and diagnostics in galaxies (Mineo et al. 2012).
While X–ray is potentially a good tracer of total SFR in a galaxy, there are several disadvantages associated with X–
ray SFR calibrations. The main disadvantages are that the total X–ray emission from a galaxy can be contaminated
by the emission from low–mass X–ray binaries, as these binaries with longer evolutionary time scales do reflect the
recent star formation activity in a galaxy. For nearby galaxies, the contribution from these low–mass binaries can
be disentangled from that from their high–mass counterparts to obtain an uncontaminated view of star formation,
however, it becomes increasingly difficult separate these two types of emission with increasing redshift. Also, if
a star forming galaxy contains an AGN, which are common X–ray sources, then that can also affect the estimates
of the X-ray luminosities (Mineo et al. 2012; Lehmer et al. 2010). The extended X–ray emission in clusters from
hot gas can also affect X–ray luminosity measurements. Dust obscuration is not an issue with X–ray emission in
most cases, however, can still obscure even the 2− 10 keV emission in extreme cases (Lehmer et al. 2010). Due to
3a galaxy devoid of a central AGN.
4Even though low–mass X–ray binaries also contribute the total X–ray emission, the evolutionary time scale for these binaries is long
and therefore does not trace the recent star formation in a galaxy.
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these difficulties, there is no straightforward way to derive an X–ray SFR calibration from first principles. Instead,
the calibrations have been derived empirically by bootstrapping from either IR or radio. The commonly employed
X–ray SFR calibrations are provided in Mineo et al. (2012); Persic & Rephaeli (2007) and Ranalli et al. (2003).
1.2.6 Composite SFR indicators
The advent of multi-wavelength surveys has allowed the exploitation of unique strengths of different wavelength
tracers to capture both the obscured and unobscured light, thereby overcoming the disadvantages of a single indi-
cator. Generally, two star formation tracers widely separated in wavelength with one measuring direct star light
and the other measuring dust–reprocessed light are used in an energy balancing manner to estimate a total SFR.
Calzetti (2012) gives the following generic form to describe the linear combination of two tracers.
SFR(λ1, λ2) = C(λ1)[L(λ1)obs + aλ2,T ypeL(λ2)obs], (1.3)
where L(λ1)obs and L(λ2)obs denote the luminosities observed at two different wavelengths, λ1 and λ2. The factor
C(λ1) is the calibration associated with the direct stellar light probe. This is usually defined as SFR(λ) = CL(λ),
see Eq. 1.2 in § 1.2.1 for the definition of C with regard to the derivation of Hα SFRs and a discussion of how the
models are employed in the derivation. The proportionality constant, aλ2,T ype, depends both on the dust emission
probe and the calibration type, i.e. whether C(λ1) is a global or a local calibration.
The most widely used composite SFR indicator, in its simplest form, linearly combines FUV, commonly GALEX
0.153µm, and IR observations to derive a dust–corrected SFR, see § 1.2.2 and § 1.2.3 for discussions on the prop-
erties of FUV and IR monochromatic wavelength star formation indicators. Recent examples of prescriptions
based on linear combinations of FUV and IR observations are given in Hao et al. (2011); Treyer et al. (2007) and
Burgarella et al. (2005). Also a more complex polynomial relation is presented in Buat et al. (2005). The aλ2
parameter in Eq. 1.3 reflects the contribution to dust heating from photons longwards of FUV (Kennicutt & Evans
2012), and this parameter can vary widely depending on the type of dust heating population. For example, using a
sample of luminous starburst galaxies and PE´GASE populations synthesis model Gordon et al. (2000) calculates
a ∼ 0.6, but a value of a ∼ 0.46 is estimated by Hao et al. (2011) using a sample of star forming galaxies. The
wide variation in a is one of the main systematic effects that influence SFRs based on FUV–IR composite indica-
tors. Regardless of this variation, the resulting systematic errors are still much less than those associated with the
SFRs estimated using monochromatic FUV and IR indicators (Kennicutt & Evans 2012).
Another mixed wavelength SFR tracer used commonly in the literature is the emission–line and IR indicator. The
relevant calibrations, similar in form to the generic equation defined in Eq. 1.3, can be found in Calzetti et al. (2005,
2007); Kennicutt et al. (2007, 2009); Treyer et al. (2010); Hao et al. (2011) and Liu et al. (2011). Furthermore,
compilations of values for aλ andC(λ) parameters using combinations of FUV and Hα emission fluxes with range
of wavelengths where dust emission dominates (e.g. 24µm, IR, TIR, etc.) can be found in Kennicutt et al. (2009);
Hao et al. (2011) and Calzetti (2012). The aλ parameter in the case of emission–line and IR composite indicator
is generally estimated through line decrements (e.g. Hα/Hβ, Kennicutt & Evans 2012).
Kennicutt et al. (2009) demonstrate the effectiveness of Hα emission–IR composite indicator as an accurate tracer
of total SFR. The top panel of Figure 1.5, taken from Kennicutt et al. (2009), shows the correlation between 24µm
monochromatic IR luminosity, tracing the warm dust emission, and obscuration corrected (through Balmer decre-
ments) Hα luminosity for a sample of galaxies drawn from SINGS (open symbols, Kennicutt et al. 2003). This
sample also includes Moustakas & Kennicutt (2006) galaxies, which are shown as filled symbols. Various pub-
lished best–fit linear relations depicting the variation in 24µm luminosity as a function of intrinsic Hα luminosity
is also shown in the figure, refer to Kennicutt et al. (2009) for additional information. Even though a clear correla-
tion can be seen, there is also a considerable scatter and an apparent non–linearity between the two SFR indicators.
Furthermore, the 24µm and Hα luminosity relationships obtained by Calzetti et al. (2007); Wu et al. (2005) and
Relan˜o et al. (2007) based on different galaxy samples are different to each other. This is likely a result of the
differences between their data sets, e.g. different galaxy sample sizes, the range in luminosity probed and scatter
between the two different indicators. The bottom panel of Figure 1.5 shows the linear combination of 24µm and
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Fig. 6.— Top: Relation between observed 24µm IR luminosity and attenuation-corrected
Hα luminosity for star formation dominated SINGS galaxies (open circles) and MK06 galax-
ies (solid circles). The attenuation corrections were derived from the absorption-corrected
Hα/Hβ ratios in the optical spectra. The dotted line shows a linear relation for comparison,
while the solid line shows the best fitting nonlinear relation for HII regions in C07. The
other two lines show published fits to other galaxy samples. The error bars in the lower
right show typical 1-σ uncertainties for individual measurements of SINGS sample (left) and
MK06 sample (right). Bottom: Linear combination of (uncorrected) Hα and 24µm luminosi-
ties compared to the same Balmer-attenuation-corrected Hα luminosities, with the scaling
coefficient a (eq. [1]) derived from a median fit to the linear relation. Note the tightness of
the relation over nearly the entire luminosity range.
FIGURE 1.5: The top panel shows the relationship between 24µm IR luminosity a d dust obscuration corrected Hα
luminosity for a sample of SINGS (Kennicutt et al. 2003) and Moustakas & Kennicutt (2006) galaxies. The lines indicate the
best–fit linear relationship obtained by Kennicutt et al. (2009); Calzetti et al. (2007); Wu et al. (2005) and Relan˜o et al. (2007)
respectively. The large scatter and non–linearity present among the data points is diminished when the relationship between
the linearly combined 24µm luminosity and observed (not corrected for dust obscuration) Hα luminosity and the same
obscuration corrected Hα luminosity is considered (bottom panel). This clearly demonstrates the effectiveness of composite
SFR indicators as accurate tracers of on–going star formation in a galaxy. The figure is taken from Kennicutt et al. (2009).
observed (not corrected for dust obscuration) Hα luminosities as a function of the same dust obscuration corrected
Hα luminosity. In comparison, the relationship shown in the bottom panel is much tighter than that shown in
the top panel, strengthening the assertion that composite indicators are better tracers of on–going star formation
overcoming the weaknesses of monochromatic wavelength indicators.
In summary, a multi–wavelength perspective of star formation is essential to gain an overall understanding of the
physical processes that regulate the evolution of galaxies; the formation of different types of stars, their numbers,
and the return of the energy and material from those stars to the interstellar medium. Furthermore, due to survey
and observational limitations that are discussed in the subsequent sections, multi–wavelength observations are
needed to trace the evolutionary path of galaxies through time. Furthermore, not all light from a galaxy is emitted
over a confined range in wavelength, the complete personality of a galaxy, as each galaxy is unique in its own
right, only becomes evident when view it at different wavelengths.
Radiation in different regions is emitted by different processes, and indicate different spatial distributions. Ap-
proximately half of the bolometric luminosity of the Universe is processed by dust and re–emitted through the
FIR. The information about the stellar populations that heat the dust as well as dust geometry and structure, and
physical conditions surrounding the absorbing dust itself is embedded in this emission. The massive young stars
that live fast and die young emit most of their energy at UV wavelengths. To peek into their lives requires not
only UV observations but also IR observations as their short lifetimes do not allow them to migrate away from the
dusty stellar nurseries where they were born. The importance of muli–wavelength observations is highlighted in
Figure 1.6 reproduced from Jarrett et al. (2012). This figure shows a map of the star formation in NGC 1566 using
IR, Hα and UV tracers. The star formation profiles at each IR, Hα and UV wavelength window are considerably
different from the others. The near–UV profile of NGC 1566 shows more pronounced spiral arms in comparison
to the other three profiles. The Hα profile traces the regions of ionised gas related to the on–going star formation
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within the galaxies, showing that star forming regions are mostly confined to the spiral arms. Finally, the two
IR profiles trace the distributions of heated dust, 9.7µm silicate absorption feature, 11.3µm polycyclic aromatic
hydrocarbon, and [Ne II] emission line (Cluver et al. 2014) across the disk of the galaxy.
The Astronomical Journal, 144:68 (12pp), 2012 August Jarrett et al.
Figure 10. NGC 1566 radial profile comparison between WISE HiRes, WISE Atlas, Spitzer, and GALEX. The uni s are Vega mag arcsec−2. For the W3 and W4 panels,
the GALEX AB magnitudes have been offset by ∼7 mag to fit within the Y-axis dynamic range.
(A color version of this figure is available in the online journal.)
Figure 11. Mapping the star formation in NGC 1566 using infrared, ultraviolet, and Hα tracers. From left to right: WISE 12µm HiRes, Spitzer-IRAC 8µm, optical
Hα (0.656µm), and GALEX NUV (0.227µm) imaging. The small white box in the second panel denotes the region that is highlighted in Figure 12.
a more pronounced, localized or compact, signal relative to the
infrared. The UV light then falls off steeper than the infrared
light between 300′′ and 400′′, but then dramatically extends well
beyond (>500′′) the infrared signal, forming an additional set
of arms that are invisible to WISE and barely seen in IRAC-4
(see below, Figure 11). The last panel shows the W4 22µm,
MIPS 24µm, and GALEX NUV + FUV. W4 HiRes exhibits
sharper profiles than MIPS-24 (note the dip at 156′′) and exhibits
higher surface brightness at larger radii (>200′′). The W4 Atlas
profile appears to better track the MIPS-24 profile. Note that
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FIGURE 1.6: Images of NGC 1566 in four different wavelength windows. From left to right, WISE 12µm HiRes,
Spitzer − IRAC 8µm, Hα emission (0.6563µm) and GALEX NUV 0.227µm imaging. The figure is reproduced from
Jarrett et al. (2012).
1.3 Surveys of star forming galaxies
There are various different surveys of star forming galaxies. Most surveys fall into two main classes; emission line
selected and magnitude selected. The narrowband filter, objective prisms and Fabry–Perot interferometers based
surveys are generally emission–line selected, while large sky surveys tend to be broadband selected. The design
of a survey plays an important role in shaping galaxy samples used to probe the star formation in galaxies. A vast
majority of the published SFR density measurements are based on galaxy samples either drawn from narrowband
filter surveys or broadband surveys. The differing sensitivities, depth, and image/spectral qualities between these
types of surveys are possible causes for some of the discrepancy seen in published measurements of local (z . 1)
SFR densities.
1.3.1 Narrowband filter vs Broadband spectroscopic surveys
First attempts at determining the global star formation history based on emission–line selected surveys involve the
observations undertaken using objective prisms on Schmidt telescopes (e.g. Universidad Complutense de Madrid
survey, Gallego et al. 1995). While the use of a Schmidt telescope, which has a large field of view, provided the
necessary sky coverage needed to obtain a representative sample of star forming galaxies, the sensitivity of the
photographic plates in the instrumental set up restricted the observations to the low redshift Universe (z < 0.04,
Zamorano et al. 1994).
Narrowband surveys at optical wavelengths are able to provide deep imaging over a narrow redshift slice, effec-
tively yielding a relatively large volume limited samples of galaxies. In comparison to broadband surveys, there
are several advantages to selecting objects through a narrowband filter. The target selection is achieved through
emission–lines, so they are most effective at detecting weak emission–line sources, producing a galaxy sample
complete down to a pre–determined flux limit. Also, the galaxies are selected using a quantity they aim to mea-
sure, which scales directly with SFR (Jones & Bland-Hawthorn 2001; Westra & Jones 2008). The sky background,
one of the frustrating limitations of broadband surveys, is greatly reduced in narrowband images (Thompson et al.
1995). The night sky spectrum at wavelengths longer than ∼ 7000A˚ is dominated by the emission from atmo-
spheric hydroxyls (OH) lines (i.e. the OH forest). In the case of broadband surveys, the measurements of emission
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features that are redshifted in to this region carry large uncertainties. In contrast, by placing narrowband filters
in the regions where the OH emission is weak, the night sky contamination can be greatly reduced to recover the
light from faint objects.
There are, however, a number of drawbacks to narrowband surveys as well. The main disadvantages are the need
to assume common corrections for stellar Balmer absorption, dust obscuration and contamination by AGNs for
the sample as a whole rather than for each galaxy, and the insensitivity to low equivalent widths due to the lack of
spectroscopy (Westra et al. 2010). These assumptions introduce large uncertainties and can lead to a systematic
underestimate of the final SFR density (Spector et al. 2012; Massarotti et al. 2001; James et al. 2004). Moreover,
due to the relatively small volumes probed by emission–line selected surveys, the sample variance (also called
cosmic variance) related issues resulting from the large scale structure of the galaxy distribution can be significant
for this type of survey.
Broadband spectroscopic surveys on the other hand do not suffer from the same disadvantages. Spectroscopy
allows individual corrections for dust obscuration to be applied through Balmer decrements, and AGNs to be
excluded through emission–line ratios based on common AGN/star forming diagnostics (e.g. Kewley & Dopita
2002; Kauffmann et al. 2003; Cid Fernandes et al. 2011a). Additionally, spectroscopy allows several different
ways to account for the underlying stellar absorption. One of the simplest methods of accounting for the effects
of stellar absorption is by applying a constant correction to the Balmer line equivalent widths (Hopkins et al.
2003, 2013). Chapter 2 describes how a constant correction propagates to the Balmer line fluxes. This assumption
can introduce some uncertainty to the line flux and luminosity measurements (Chapter 2), and must therefore
be restricted to examining the gross characteristics of large samples of galaxies (Hopkins et al. 2003). Other
methods involve comparing a galaxy spectrum with a library of single stellar population models generated using
population synthesis models (e.g. Bruzual & Charlot 2003) to fit the continuum shape of that spectrum. This
accounts for weak features, and Balmer stellar absorption. Once the best–fit stellar population synthesis model to
the continuum is subtracted and any remaining residuals are removed, Gaussian profiles are fitted simultaneously
to all the emission lines, requiring that all the lines belonging to the Balmer and forbidden–line series have the
same width, and velocity offset. This requirement on line widths and velocity offsets allows stronger/multiple
lines to be used to constrain the weaker lines. This process is described in detail in Brinchmann et al. (2004) and
Tremonti et al. (2004). Also, Hopkins et al. (2013) describe the process employed by GANDALF v1.5, which
simultaneously fits both Gaussian emission line and stellar population templates to the data, taking into account
the derived stellar kinematics, while also correcting for the diffuse obscuration. The spectroscopic surveys have
an additional advantage that they have a greater sky coverage than narrowband surveys, such that sample variance
issues can be overcome.
The main unfavourable quality of a broadband survey related to calculating SFRs is the broadband selection, which
can bias a galaxy sample towards a particular passband, which may or may not be as sensitive to the underlying
star forming population as narrowband filters. We explore how this selection can affect the derived SFR densities
in Chapter 2. The data used for the analyses presented in this thesis are taken from the SDSS and GAMA surveys,
the former is a shallow survey and the later covers the largest sky area for its depth. The subsequent sections
provide brief descriptions for both surveys.
1.3.2 Sloan Digital Sky Survey
The Sloan Digital Sky Survey (SDSS, York et al. 2000) has imaged ∼ 10 000 deg2 in five optical broad–band
filters (u, g, r, i, z) at 3551, 4686, 6165, 7481 and 8931A˚, using a wide–field imager with a mosaic CCD camera
on a 2.5 m telescope located at Apache Point Observatory, Sunspot, New Mexico. It surveyed the sky in a drift–
scan mode and has limiting (AB) magnitudes u < 22.0, g < 22.2, r < 22.2, i < 21.3, z < 20.5 with point
spread function width of 1.4 arcsec (Gunn et al. 1998). Photometric catalogues are then used to identify the
spectroscopic targets on the same telescope, using a 640–fibre–fed pair of multiobject double spectrographs. The
wavelength coverage is from λλ 3800–9200A˚ with a spectral resolution of λ/∆λ ≈ 2000 (FWHM ∼ 2.4A˚ at
λ5000) (Abazajian et al. 2009). The limiting magnitude for the spectra is r < 17.77, which is substantially brighter
than that for the imaging such that the spectroscopic completeness of the survey is ∼ 100%. The spectroscopic
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target selection is achieved through a targeting algorithm, and a tiling algorithm (Blanton et al. 2003c) then assigns
the spectroscopic fibres to the targets. The main source of incompleteness in SDSS arises from the 55” separation
between fibres. As a result of this incompleteness a small fraction of galaxies are missed, largely biased towards
regions with a high surface density of galaxies.
The SDSS–DR7 (Data Release 7) galaxies are used for the analysis presented in Chapter 2, which includes the
spectra for ∼ 106 objects over a total sky area of 9380 deg2. The SDSS galaxies with spectra are classified into
three main samples; the main galaxy sample (MGC, Strauss et al. 2002), the luminous red galaxy sample (LRG,
Eisenstein et al. 2001), and the quasar sample (Richards et al. 2002).
The main galaxy sample, used in this thesis, is complete to a Petrosian r–band magnitude limit of 17.77 with
further cuts in half–light surface brightness, µR50 < 24.5 mag arcsec
−2, sky brightness, fibre magnitude and
various other flags, see Strauss et al. (2002) for details. The LRG sample, described in detail in Eisenstein et al.
(2001), is approximately volume limited to z ≈ 0.38. This sample consists mostly of brightest cluster galaxies
and have spectroscopic redshifts up to r ∼ 19.5. Finally, the quasar sample described in Richards et al. (2002)
includes objects extending up to z ∼ 6.
There are several sources of SDSS value added catalogues for galaxies exists other than those available in the main
survey database. The emission–line data used in this thesis are taken from the MPA–JHU DR7 database5, and
the derivation of these measurements is detailed in Brinchmann et al. (2004) and Tremonti et al. (2004). A brief
discussion on the derivation of different properties for SDSS galaxies can be found in Chapter 2.
1.3.3 Galaxy And Mass Assembly survey
The work done in this thesis is largely based on the Galaxy And Mass Assembly (GAMA) survey data. GAMA is
a spectroscopic survey undertaken at the Anglo–Australian Telescope (AAT). GAMA spectroscopic targets were
selected from the SDSS Data Release 6 (DR6, Adelman-McCarthy et al. 2008) to limiting Petrosian magnitudes
of r < 19.4 in two fields, and r < 19.8 in the third field. The GAMA input catalogue is drawn from the SDSS
and UKIRT Infrared Deep Sky Survey (UKIDSS), with an initial aim to measure redshifts for galaxies in three
48 deg2 regions at 9, 12 and 14.5 hr, on the celestial equator, with magnitude selections r < 19.4, z < 18.2 and
KAB < 17.6 over all three regions, and r < 19.8 in the 12–hr region. Moreover, the GAMA survey implements
a highly complete star–galaxy separation that jointly uses an intensity-profile separator and a colour separator.
Additional details related to the construction of the GAMA input catalogue is given in Baldry et al. (2010). The
tiling of sources is performed using a “greedy” algorithm (Robotham et al. 2010) that ensure the main survey
requirements will be met even under worse than typical weather conditions.
The data in the GAMA survey regions used for this thesis consists of measurements taken during the GAMA
observations together with those from the SDSS, 2–degree field Galaxy Redshift Survey (2dFGRS) and Millen-
nium Galaxy Catalogue (MGC) sources, as GAMA does not re–observe the majority of SDSS, 2dFGRS and MGC
galaxies in the three GAMA regions. The GAMA spectra are obtained from the AAT with the 2–degree Field
(2dF) fibre feed and AAOmega multiobject spectrograph. AAOmega provides a resolution of 3.2 A˚ full width
at half maximum (FWHM) with complete spectral coverage from 3700–8900 A˚ (Sharp et al. 2006; Driver et al.
2011). The GAMA spectroscopic data set used in the analysis presented in this thesis is over 98% complete in
spectroscopic followup (Driver et al. 2011), the small spectroscopic incompleteness likely due to low–luminosity,
low surface–brightness galaxies (Loveday et al. 2012). The determination of corrections to account for the survey
incompleteness is described in detail in Chapter 2.
The GAMA flux calibration process, described in detail in Hopkins et al. (2013) and in Liske et al. (in prep.), is
essentially a two–step process. In the first instance, an initial flux calibration is achieved for each 2dF plate to
correct for the wavelength–dependence of the system throughput. This is then supplemented by an absolute flux
correction.
Three fibres on each 2dF plate are assigned to standard stars. For each star a flux correction vector is derived by
5http://www.mpa-garching.mpg.de/SDSS/DR7/
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taking the ratio of the observed to its best fit model, the average between the three provides an unique wavelength–
dependent correction for a given plate. Any lower–order shape in the continuum is removed by dividing the
standard stellar spectrum by the unique correction vector. A fit to the residuals achieves an initial curvature
correction that accounts for the poor CCD response at blue and red extremes of the spectrum. An absolute flux
calibration is obtained by tying the spectrophotometry directly to the r–band petrosian magnitudes from the SDSS
photometry.
The standard strong optical emission lines are measured from each curvature corrected and flux calibrated spectrum
assuming a single Gaussian approximation and a common redshift and line–width within an adjacent set of lines
(e.g. Hα and the [N II] λλ6548, 6583 doublet), and simultaneously fitting the continuum local to the set of lines
(Hopkins et al. 2013). Further details related to the application of corrections for the underlying Balmer stellar
absorption, dust obscuration and fibre aperture effects are discussed in Chapter 2. Finally, the SDSS photometry
in u,g,r,i,z filters is available for each GAMA galaxy.
1.4 The luminosity functions and cosmic star formation history
The observed univariate luminosity function (LF), Φ, is a powerful statistical tool and a fundamental observational
parameter that any successful galaxy formation and evolution theory must reproduce. Defined as the co–moving
source density with luminosities (or magnitudes) L + ∆L, the LF allows determination of a number of statistical
properties of galaxy populations within a specific wavelength. Historically, Edwin Hubble constructed the first LF,
a classical number count test (Hubble 1936a,b), based on the observations of a tight correlation between apparent
magnitude and redshift. Since then, the availability of multi–band photometry and large spectroscopic samples
have contributed a rich collection of univariate LF measurements, covering near–UV, far–UV (Budava´ri et al.
2005), u, g, r, i, z (Loveday et al. 2012; Blanton et al. 2003b), J,H,K (Jones et al. 2006), bJ (Jones et al. 2006;
Norberg et al. 2002), as well as a range of SFR sensitive wavelengths, e.g. [O II] λ3727, [O III] λ5007 (Bayliss
et al. 2012; Gilbank et al. 2010; Ly et al. 2007; Hippelein et al. 2003), Hα (Sobral et al. 2013; Westra et al. 2010;
Shioya et al. 2008; Jones & Bland-Hawthorn 2001), Hβ (Glazebrook et al. 2004), far and mid IR (Saunders et al.
1990; Cirasuolo et al. 2007), and radio (Sadler et al. 1989; Ledlow & Owen 1996; Mauch & Sadler 2007), vastly
expanding our knowledge of the evolution of galaxy luminosity at different wavelengths through cosmic time to
the present day.
Optical LFs (Figure 1.7) give valuable insights into the lives of galaxies, e.g. the importance of secular evolution
(Kormendy & Kennicutt 2004), the galaxy dependence on the environment and morphology (Marzke et al. 1994;
Blanton et al. 2005), and various processes that induce or suppress star formation (e.g. AGN feedback and mergers,
Croton et al. 2006; Ellison et al. 2013; Lo´pez-Sanjuan et al. 2013). Different types of stellar populations dominate
the energy budget at different wavelengths, typically galaxies having a luminosity close to the characteristic lumi-
nosity (L∗ or M∗) primarily contribute to the luminosity output, with the normalisation (Φ∗) at L∗ or M∗ indicating
the mean density of galaxies. The rising faint–end slope, α, implies large number densities of low–luminosity
galaxies, though, these do not dominate the total energy output. Sobral et al. (2009) find that the characteristic
luminosity defines a critical switch–over luminosity between mergers and non–mergers. The massive elliptical
galaxies dominate the luminosity above L∗ or M∗, while disk galaxies are dominant at faint–luminosities. This
is also demonstrated in Figure,1.7, which shows the typical types of galaxies contributing to the LF at a given
luminosity.
From integrating LFs, total SFR densities for specific wavelengths can be derived. A plot of SFR density against
redshift, sometimes called the Lilly–Madau plot after the seminal papers of Lilly et al. (1996) and Madau et al.
(1996), shows the global evolution of the star formation activity since the formation of the first galaxies. Figure 1.8
shows a compilation of SFR densities in the recent literature, illustrating that the SFR density peaked at z ∼ 2− 3
(∼ 10 Gyr). This is followed by a rapid decline in star formation activity of approximately a factor of ten (Hopkins
2004; Pe´rez-Gonza´lez et al. 2008), which is generally interpreted in a model of mass dependence (Cowie et al.
1999) that states that massive galaxies formed their stars early and rapidly, with less massive galaxies forming stars
at a slower rate and at later times. Understanding the rate at which the star formation activity declines over the last
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FIGURE 1.7: An illustration of the shape of a typical LF, reproduced from Driver (2004). The parameters α, M∗ and
Φ∗ are determined empirically, and describe the shape of the fit, the slope of the LF at faint luminosities, the characteristic
Schechter (1976) luminosity, and the normalisation factor at M∗ respectively. The images show the typical types of galaxies
contributing to the LF at a given luminosity. This illustrates that massive elliptical galaxies dominate the LF at the luminosities
greater than the characteristic luminosity, while faint disk–like galaxies dominate the faint–end of the LF.
FIGURE 1.8: The cosmic star formation history as traced by SFR indicators at different wavelengths, after the compila-
tions of Hopkins & Beacom (2006) that provides mostly UV based observations (filled circles), high–z SFR densities from
Bouwens et al. (2011) and Kistler et al. (2009), and low–z SFR densities taken from Gunawardhana et al. (2013), separated
into broadband (filled triangles) and other types (open traingles) of surveys. The data shown span a wide variety of survey
volumes and selection methods, and further are affected by systematics and uncertainties associated with using different SFR
indicators (§ 1.2). Note that z = 0− 1 covers about half of the age of the Universe, and the epoch of reionisation is at z & 7.
8 − 11 Gyrs, and the physical processes that contribute to this decline, has important implications for studies of
the evolution of stellar mass and metal fractions as well as for constraining models of dark matter halo formation
and galaxy evolution.
Numerous studies have been conducted to determine the physical processes contributing to the shape of the cosmic
SFH, particularly the substantial decline in star formation activity since z ∼ 2. Ilbert et al. (2005) and Prescott
et al. (2009) find the decline in star formation activity over 0 < z < 1.2 to be strongly related to the decline in
L∗ in the rest–frame u–band magnitude. A change in the rate and mode of star formation since z ∼ 1 is assumed
to be responsible for this. The decrease in star formation may be associated with a drop in the rate of major
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galaxy mergers and tidal interactions (Le Fe`vre et al. 2000; De Propris et al. 2007; Lotz et al. 2008, 2011), gas
consumption, ram pressure stripping, galaxy harassment, reduction in the fraction of galaxies undergoing starbursts
(Dressler et al. 2009) or with some other physical process. As all physical processes associated with a galaxy play
a role in shaping its SFR, deciding which process dominates the quenching of star formation remains a challenge
(Bell et al. 2005).
There are several issues to be aware of when considering trends in the evolution of SFR density. First, the use
of different SFR indicators. The advantages and disadvantages of different SFR indicators, ranging across the
electromagnetic spectrum from X–ray to radio, is discussed in § 1.2. As pointed out before, the use of different
indicators is unavoidable not only because different aspects of a galaxy related to its star formation are revealed
at different wavelengths, but galaxies at different redshifts are only accessible at different wavelengths, a problem
further exacerbated by the narrow range in wavelengths accessible from the ground. Second, the uncertainties aris-
ing from the applied dust obscuration, AGN, stellar absorption and aperture corrections (see Chapter 2). Different
indicators are affected by and treated for dust differently (Gilbank et al. 2010; Wijesinghe et al. 2011), introducing
systematic uncertainties to the measurements. The stellar metallicity abundances and ionisation state in the case of
forbidden lines (e.g. [O II] λ3727, [O III] λ5007 and see § 1.2.1) further complicates the SFR density measurement
process. Third, the differences in the survey and sample selection. This plays a significant role in shaping the
samples of galaxies used to calculate SFRs. For selecting galaxies, the simplest assumption is galaxies form a
univariate distribution with respect to the main selection criteria of the parent survey. Whether or not a galaxy
is detected in a survey depends somewhat on different selection effects. Particularly, the low luminosity galaxies
contributing to the faint–end of the LF are affected by surface brightness and size limitations (Geller et al. 2012;
Impey & Bothun 1997; Disney 1976), galaxy morphologies (Tempel et al. 2011; Marzke et al. 1998), spectral types
(Madgwick et al. 2002), environment (Zandivarez & Martı´nez 2011; Tempel et al. 2009; Xia et al. 2006), colour
(Blanton et al. 2001), and wavelength (Loveday et al. 2012; Blanton et al. 2005, 2003b). Moreover, broadband
selected surveys base their selections on specific passbands thereby biasing the observations towards a particular
passband. For example, the Hα emission detections of galaxies in the GAMA survey selected in r–band are likely
to be brighter for galaxies with z . 0.07, where the Hα line is still within the passband. Also, it has been shown by
several studies (e.g. Lai et al. 2007) that Lyα emission galaxies at z ∼ 3− 6 have bluer colours than their Lyman
break counterparts. Meanwhile, emission line selected surveys suffer from differing sensitivity issues, equivalent
width limits and image quality problems. A discussion on different types of surveys, and their advantages and
disadvantages is presented in § 1.3. Finally, different surveys have different survey volumes and as a result are
affected differently by cosmic variance issues.
1.5 Summary & Motivation for Chapters 2 & 3 of the thesis
Understanding galaxy formation and evolution is one of the biggest challenges of observational cosmology. The LF
plays a significant role in this respect, allowing us to study the statistical properties of galaxies and their evolution
across cosmic time. Moreover, the LF dependence on different galaxy properties such as colour, morphological
type and stellar mass provides insight into the underlying physics that govern the lives of galaxies.
Additionally, the global luminosity and SFR densities at different redshifts, largely derived from integrating LFs,
reflect the processes of galaxy formation and evolution, and provide important constraints on models of galaxy
evolution. The cosmic star formation history based on different SFR indicators shows that the star formation
activity peaked ∼ 10 Gyr ago and has rapidly declined subsequently. Numerous studies have been conducted to
determine the physical processes contributing to this shape of the cosmic star formation history, particularly the
rapid decline in star formation activity since z ∼ 2.
While the star formation history based on different SFR indicators from different surveys gives a broadly consis-
tent view of star formation over cosmic time, the scatter between measurements at a given redshift can span over
an order of magnitude. This is still true for measurements based on the same indicator. As discussed in § 1.2,
different star formation indicators probe the light from different stellar populations within a galaxy. They have
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different advantages and disadvantages that introduce systematic uncertainties to the final SFR density measure-
ments. Additional uncertainties are introduced through the designs of surveys of star forming galaxies (e.g. depth,
sky coverage) at different wavelengths and sample selection. To summarise, some key issues need to be borne
in mind when considering the cosmic star formation history: (i) the systematics coming from the use of different
SFR indicators at different redshifts, (ii) the uncertainties coming from the corrections applied to account for dust
obscuration, aperture effects, stellar absorption and AGNs (iii) differences between surveys and sample selection
biases and (iv) limited sky coverage and related cosmic variance issues.
From the GAMA survey, currently the largest spectroscopic survey for its depth (r < 19.8), we have a large sample
of galaxies covering a wide range in SFR (0.001 < SFR (M yr−1) < 100) and stellar mass (7 <M/M < 12).
The SDSS, although shallower (r < 17.77) than GAMA, has the largest sky coverage for a spectroscopic survey.
The spectroscopic data from these surveys can be used to overcome many difficulties faced by other surveys. For
example, from the spectra individual corrections for dust obscuration and AGNs can be derived for each galaxy,
given the large sky coverage of the surveys the cosmic variance issues can be mitigated, and as both surveys extend
up to z ∼ 0.3 the evolution of SFR density can be investigated using SFRs estimated in a consistent manner.
In general, the goals of the first part of thesis are to: (1) explore the evolution of the local SFR density paying close
attention to biases, systematics, and limitations of different (e.g. narrowband and magnitude–limited) surveys,
(2) quantify the role played by cosmic variance in estimating the observed SFR densities, and (3) explore the SFR
density as a function of galaxy stellar mass and understand the impact of the lowest mass galaxies in the production
of stars and their impact on the mass dependence of the star formation history.
1.6 The stellar Initial Mass Function
The stellar initial mass function (IMF), describing the statistical distribution of stellar masses at birth over a given
volume of space, is a fundamental diagnostic needed to understand the evolution of star formation in galaxies; the
differences between the star formation processes that created the first stars versus the processes that are forming
stars today. For more than 50 years, the implicit assumption underpinning all areas of study involving the IMF
is that it is universal, that it does not vary within galaxies or between galaxies. Within the last decade, however,
coinciding with the emergence of large, deep, multi–wavelength surveys, there have been numerous indications
that the IMF may indeed not be universal. The derivation and comparison of IMFs in different galactic and
extragalactic environments, e.g. globular clusters, open clusters, young starburst clusters, galactic field, and within
different galaxies at different redshifts, may reveal the true physical dependence of the form of the IMF.
The assumption of a constant form for the IMF underlies much of galaxy evolution. Constraining the IMF is,
therefore, imperative to understand the physical conditions under which stars of different masses form, and to
establish a quantitative understanding of physical properties of a galaxy (e.g. stellar mass, SFR, colour, magnitude),
which is in most part determined by the IMF (Kroupa 2002; Bastian et al. 2010).
1.6.1 A timeline of the changing shape of the IMF since 1955
The IMF along with star formation efficiency quantifies the conversion of gas to stars. It specifies the fraction of
gas and metals returned to the interstellar medium from the evolution of intermediate to massive stars, as well as
the fraction of mass that is forever locked into sub-stellar objects. Different functional forms for the IMF have
been estimated from low mass (∼ 0.08M) to very massive stars (∼ 120M).
The first formulation of the shape of the IMF, defined as a declining power law (dNdm ∝ m−α) with an exponential
slope (α) for the 0.4− 10M range, is accredited to the seminal work by Edwin Salpeter. In his pioneering paper
(Salpeter 1955) he pointed out that if stars move out of the main sequence after burning ∼ 10% of their Hydrogen
mass and the SFR in the solar neighbourhood is constant over time, then given the observations of the present day
mass function the IMF of stars has a slope, α, of 2.35, hereafter called ‘Salpeter slope’. Following Salpeter (1955),
three papers were published by Sandage (1957); Jaschek & Jaschek (1957) and van den Bergh (1957) exploring
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the IMFs in over ten star clusters. All three papers reported cluster IMF slopes consistent with that proposed
by Salpeter (1955). Finally, from the pioneering paper of van den Bergh & Sher (1960), that included the IMF
derivations for 20 star clusters with IMF slopes approximately consistent with a Salpeter slope, the notion of a
‘universal’ IMF was born.
Towards the late 1970s it was recognised that the IMF cannot be represented with a single power law. Out of the
various alternatives explored as a result, the most notable modifications to the IMF were implemented by Miller
& Scalo (1979), Scalo (1986b) and Kroupa et al. (1993). Miller & Scalo (1979) deduced a flattening of the IMF
slope for masses below 0.5M, and introduced a log–normal functional form to account for the turn–over in mass
distribution. Scalo (1986b), based on a detailed study of local star counts in which the shape of the stellar LF as
well as stellar evolution and the spatial structure of the Milky Way were investigated, also inferred a flat IMF slope
for m < 0.4M supporting the conclusions of Miller & Scalo (1979). Kroupa et al. (1991, 1993) suggested a
significant flattening of the IMF slope for m < 0.5M with α = 1.3. This is later confirmed by Reid et al. (2002)
using updated local star counts. Kroupa et al. (1993) and Kroupa (2002) then adopted a multi–segmented power–
law IMF, where the slopes of low–mass end of the IMF become gradually shallower than a Salpeter slope with
decreasing mass to describe the complete shape of the IMF. Figure 1.9, taken from Bastian et al. (2010), shows a
schematic of the log–normal distribution (solid line) of stellar masses advocated by Miller & Scalo (1979). The
annotations indicate the approximate low, high and mean mass break points. These are the approximate mass
points that can be used in the formulation of a multi–part power law (dot–dashed lines) introduced by Kroupa et al.
(1993); Kroupa (2002).
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star, but the system’s increased luminosity allows it to be detected over a larger volume, which
compensates to some extent for the missing companions in luminosity functions constructed from
the field population (Reid & Hawley 2005).
Correcting for this effect requires knowledge of the mass dependence of the multiplicity fraction
and mass ratio distribution. Observations indicate that multiplicity declines with primary mass
(e.g. Lada 2006): the initial binary frequency of O stars may be as high as 100% (Mason et al.
2009) dropping to ∼60% for solar-type stars (Duquennoy & Mayor 1991a,b), ∼30% for early M
stars (Fischer & Marcy 1992, Reid & Gizis 1997, Leinert et al. 1997, Delfosse et al. 2004), and
to 20% or less for very-low mass objects (M<0.1 M!; Bouy et al. 2003, Burgasser et al. 2007).
The mass ratio distribution appears similarly mass dependent, with typical O star mass ratios near
unity (Zinnecker & Yorke 2007), a flat distribution of (detectable) mass ratios between 0.1 and
1.0 for solar type stars, and a preference towards equal mass systems for the lowest mass binaries.
These multiplicity rates and mass ratio distributions c n be use t crudely correct observed mass
functions for missing detections of unresolved secondaries. In the 0.1–1.0 M! regime, converting
from a system IMF to a single star IMF typically corresponds to a ∼0.2 steepening of a rising power-
law slope (i.e. the Salpeter distribution would change from Γ = 1.35 to Γ = 1.55). Corrections for
stellar multiplicity require yet another implicit assumption, in this case that multiplicity properties
are spatially and temporally constant. Investigations of the mass function of companions is an
interesting rea of ongoing research (e.g., Metchev & Hillenbrand 2009, Goodwin & Kouwenh ven
2009). For the purposes of his review, we are only concerned with differenc s between tw IMF
determinations: we do not attempt to determine whether those differences are due to changes in
the system IMFs, the companion mass function, or both.
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Figure 1: Schematic of an eight parameter IMF. The “base” of the IMF is approximated as a
log-normal distribution (shown as a solid line) with a 1) characteristic mass and 2) variance. On
the high mass side one has the additional parameters of the 3) high mass break, 4) high mass slope
(shown as a dashed-dotted line) and 5) upper mass limit (represented by a dashed line). The 6th,
7th and 8th parameters are the equivalent on the low mass end.
1.2.2 Statistical Considerations for IMF Measurements of Resolved Stellar Pop-
ulations Aside from the observational difficulties described above, substantive claims about
FIGURE 1.9: A schematic describing
the shape of the IMF, which can roughly
be described as a log–normal distribution
with a (1) characteristic mass, (2) variance,
(3) high–mass break (4) high–mass slope
(dashed–dotted line), (5) the high–mass cut
off, and (6–8) low–mass break, slope, and
limit respectively. The figure is reproduced
from Bastian et al. (2010)
Some of the more recent mathematical formulations describing the observed shape of the IMF include the studies
of Chabr er (2003); Chabrier al. (2005) and Dabringhausen et al. (2008). B sed on the observational constraints
derived from low–mass stellar mass functions, Chabrier (2003) and Chabrier et al. (2005) find that the mass
function is significantly flatter–than–Salpeter below ∼ 1M, and flattens again below ∼ 0.5M. The authors
find that both a power–law (m > 1M) and a log–normal form (m < 1M) together provide a good description
of the IMF, however, Dabringhausen et al. (2008) point out that this form of the IMF is very similar to the two–part
segmented IMF introduced earlier by Kroupa et al. (1993) and Kroupa (2002). Another IMF parameterisation,
terme “tapered power–l w” was introduce by de Marchi et al. (2005). In the definition of the tapered power–
law, dNdM ∝ m−α[1 − e(
−m
mp
)β ], β is the exponent that causes the IMF to flatten at masses less than the peak (or
mean) mass, mp (Figure 1.9). A semi–empirical galactic IMF that depends on five parameters, i.e. the low and
high mass IMF slopes, the mean mass, and low and high mass cut offs, is proposed by Parravano et al. (2011).
The values of the low–mass slope and the mean mass are derived subject to two integral observational constraints:
(i) the ratio of the number density of stars over 0.1 < m/M < 0.6 to that over 0.6 < m/M < 0.8 is inferred
from the mass distribution of field stars in the local neighborhood and (ii) the ratio of the number of stars over
0.08 < m/M < 1 to the number of brown dwarfs over 0.03 < m/M < 0.08 is inferred from young clusters.
This IMF agrees well with the Chabrier (2003) IMF over their common mass range greater than 0.08M with the
Parravano et al. (2011) IMF predicting a significantly higher population of m < 0.03M stars. Most recently,
Maschberger (2013) has proposed a heavy–tailed approximation to the log-normal distribution favoured by Miller
& Scalo (1979) and Chabrier (2003). It is composed of a low-mass and a high-mass power law which are smoothly
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joined together. This IMF is essentially similar to those of Kroupa (2002) and Chabrier (2003), however has the
advantage that this functional form allows the cumulative distribution function and other quantities to be expressed
explicitly, which other functional forms discussed in this section do not.
1.6.2 Studies of the IMF in the local Universe
Due to observational limitations, nearby resolved stellar clusters and galaxies have been the focus of most studies
attempting to directly measure the IMF. While there is a rich collection of literature on the determination of IMF
slopes for field stars, open clusters, globular clusters and nearby extreme star forming region, the mass range
probed is mostly restricted to ∼ 1 − 10M. Probing the high–mass end of the IMF has been hampered by the
rarity of massive stars in the Milky Way. For instance, for every 20M star in the Milky Way there are roughly a
hundred thousand solar–like stars, and for every 100M star there are roughly a million solar–type stars (Massey
2003). On the other hand, constraining the sub–solar IMF slope down to the stellar masses reaching the Hydrogen–
burning limit or even further down to the brown dwarf regime has been limited by ambiguities in ages and distance
measurements. Chabrier (2002) finds that only a statistical analysis based on an assumed star formation history
can currently constrain the sub–solar IMF. Nonetheless, considerable attention has been devoted to exploring the
sub–solar regime of the IMF, partly motivated by the possibility of a high number of dwarf stars explaining some
of the baryonic dark matter in the Milky Way (Flynn et al. 1996).
Subsequent sections summarise some of the important achievements in determining the shape of the IMF in dif-
ferent environments, paying attention to the derivations of the high–mass slope of the IMF.
The stellar IMF in the field
A vast majority of the studies investigating the field star IMF have been focussed on constraining the sub–solar IMF
as complex spectroscopic analysis is required to determine the ages of massive stars, most of which have already
disappeared from the field (Bastian et al. 2010). To determine the high–mass end slope of the IMF accurately, most
studies turn to the observations of young star clusters and stellar associations that are still home to massive stars.
Out of the few studies focussed on the super–solar field star IMF, the Scalo (1986b) IMF is based on a combination
of field star counts and OB association data and has m & 2M slope of ∼ 2.7, though, with a large uncertainty
for masses above 10M. The Miller & Scalo (1979) field star IMF has two upper–mass slopes, α of ∼ 2.5 for
1 . m/M . 10 and α of ∼ 3.3 for m & 10M. Rana & Basu (1992) and Basu & Rana (1992) find a
steeper intermediate mass (1.4 . m/M . 6.5) IMF slope (α ∼ 2.51) than Scalo (1986b) and a m & 6.5M
slope similar to Scalo (1986b) based on a volume limited sample of solar neighbourhood stars with corrections
incorporated to account for stellar multiplicity. Maciel & Rocha-Pinto (1998) also find a high–mass IMF slope
similar to that estimated by Scalo (1986b). Finally, Reid et al. (2002) obtained astrometric and spectroscopic
observations for a volume limited sample of M–dwarfs to calculate a low (α = 1.1− 1.3 for 0.7 . m/M . 1.1)
and a high–mass (α = 2.5− 2.8 for m & 1.1M) IMF slope for the solar neighbourhood.
The advent of large sky surveys with deep photometry, e.g. SDSS (Bochanski et al. 2010; Pineda et al. 2013), Pan-
STARRS (Beaumont & Magnier 2010), has propelled the research on understanding the sub–solar distribution of
stellar masses significantly forward through the development of large volume limited samples of low–mass field
stars. A compilation of recent IMF slope determinations from field stars, star clusters and star forming regions is
shown in Figure 1.10 reproduced from Bastian et al. (2010). In this figure the black symbols indicate the field star
IMF slope determinations, most of which are restricted to the low–mass regime of the plot.
22 INTRODUCTION
10 IMF variations?
Galaxy to statistically transform the distribution of cool object luminosities into a distribution of
masses, inevitably introducing additional uncertainties into the measurement. Moreover, only the
sample analyzed by Allen et al. (2005) exceeds 25 objects, limiting the strength of any conclusions
that can be currently drawn concerning the Galactic substellar IMF. Nonetheless, the results of
these Galactic field studies are consistent with a Γ ∼ −1.0 substellar IMF over similar mass ranges.
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Figure 2: A representation of the “alpha plot” of Scalo (1998) and Kroupa (2002). We show the
derived index, Γ, of the initial mass function in clusters, nearby star forming regions, associations
and the field, as a function of sampled stellar mass (points are placed in the center of log m range
used to derive each index, with the dashed lines indicating the full range of masses sampled). The
data points are from studies discussed in the text and are not meant to be a complete review of the
field. Additionally, we have added a sample of clusters compiled by Kroupa (2002). Open circles
denote studies where no errors on the derived Γ are given while filled circles are accompanied with
the corresponding error estimate (shown as solid vertical lines). The observed scatter in the Γ
measurements presented here is likely to be larger than in the literature as a whole, as “outliers”
are emphasized in this review. The colored solid lines represent three analytical IMFs: shown in
green is the Chabrier (2003) IMF (dashed line indicates extrapolation into the substellar regime),
with a Salpeter (1955) IMF in blue, and a Kroupa (2002) IMF in orange (which is essentially
Salpeter above 1 M!).
2.2 Open Clusters
As bound physical objects and simple stellar populations, open clusters are well suited to ob-
servational studies of the IMF. Stars in open clusters possess modest (or non-existent) age and
metallicity spreads and share a common distance, obviating large uncertainties that plague studies
of the field star IMF. Sub-stellar objects in young open clusters are also still relatively warm and
bright, and thus relatively easy to detect. Unlike younger clusters still deeply embedded in their
parent molecular clouds, however, optically visible open clusters possess modest, relatively uniform
extinction, enabling greater sensitivity to intrinsically faint objects and reducing uncertainties as-
sociated with spatially varying reddening corrections. The one major caveat in the study of stellar
FIGURE 1.10: The derived IMF slopes, where Γ = α − 1, for nearby star forming regions, solar neighbourhood, star
clusters and OB associations as a function of the stellar mass range probed. The dashed horizontal lines indicate the stellar
mass range sampled in each case with the respective data point placed at the centre. The filled and open symbols denote the
cases where the original reference either does or does not provide an uncertainty measurement respectively. The coloured
lines depict three commonly assumed IMFs in the literature. The figure is reproduced from Bastian et al. (2010)
The stellar IMF in star clusters
Since stars in open clusters are at a common distanc with mod s ges, they may offer th ideal laboratory for
testing IMF variations. There are other reasons why open clusters are particularly desirable for mass function stud-
ies. For example, the observations of clusters yield statistically significant samples of stars covering a large range
in stellar masses from sub–to–super solar, and they all share a common age, distance, metallicity and environment.
Moreover, most young open clusters likely have not undergone a significant dynamical evolution, causing them
to systematically lose a large portion of their low–mass stars to the field and become either dynamically mass
segregated6 or lose many of the high–mass stars to stellar evolution. For these young clusters, it is likely that their
present day mass function still resembles the underlying stellar IMF, and the necessary evolutionary corrections
that need to be applied in order to de–evolve these clusters to obtain their IMFs are likely small, so that the final
IMF estimates have small systematic uncertainties.
The open cluster super–solar (m > 1M) IMF slope values reported cover a wide range from steeper–than–
Salpeter to flatter–than–Salpeter. Phelps & Janes (1993) studied several young open clusters with masses in the
range 1 − 8M and found that while most of the clusters in their sample have IMFs consistent with a Salpeter
IMF, two clusters (NGC 581 and NGC 663) with similar ages, similar numbers of cluster members and limiting
magnitudes exhibited significant deviations from the Salpeter value. NGC 581 is characterised with an IMF slope
of α = 2.8 and NGC 663 with α = 2.1. The measurement uncertainties associated with these values are small,
not enough to move them close to the Salpeter value. Since then, both of these clusters have been studied in detail.
Sanner et al. (1999) confirm the steep IMF slope observed for NGC 581 while Pandey et al. (2005), based on the
observations of NGC 663 over a wider radius than Phelps & Janes (1993), find a Salpeter–like slope.
Other studies of open clusters that find steeper–than–Salpeter super–solar IMF slopes include Sanner & Geffert
(2001) measurements for Stock2 (α = 3.01) and the Pleiades. Moraux et al. (2003) studied the Pleiades down
to sub–solar masses (0.03M) and found that the low–mass distribution of the cluster is consistent with a log–
normal distribution and the high-mass distribution with a steeper–than–Salpeter slope (α ≈ 2.7), thus confirming
the result of Sanner & Geffert (2001). Both Prisinzano et al. (2003) and Kalirai et al. (2003) studies find very steep
6The most massive stars in young clusters are often found at the centre of the cluster. There are currently two theories for this behaviour.
First, massive stars preferentially form at the centre of the cluster. Second, massive stars migrate to the centre of the cluster over time due
to cluster’s dynamical evolution (Bastian et al. 2010).
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slopes of 3.07 and 2.94 respectively for NGC 2422 and NGC 2323. Also, Prisinzano et al. (2001) find that NGC
4815 is characterised with a steep super–solar IMF.
Finally, open clusters with Salpeter–like super–solar IMF slopes have been reported by Carraro et al. (2005);
Maciejewski & Niedzielski (2007); Bonatto & Bica (2007) and Sung & Bessell (2010), and those with considerably
flatter–than–Salpeter (≈ 1.9, Scalo 2005) have been observed in NGC 2244, 2431A (Park & Sung 2002; Sanner
& Geffert 2001).
Globular clusters contain some of the oldest stars in the Galaxy, and these clusters have undergone significant dy-
namical and stellar evolution. As a result, their present day mass functions no longer resemble the underlying IMF
to even the slightest degree. Some of the low–mass stellar members of globular clusters likely have ‘evaporated’
(Baumgardt & Makino 2003) from the cluster due to dynamical evolution, and all massive stars, if there were any,
have disappeared a long ago. This is the main caveat in most analyses involving globular clusters; the top–heavy
IMFs would not have survived to the present day (Bastian et al. 2010; Kroupa et al. 2013). It is still possible to
estimate their IMFs by de–evolving the clusters using various complex models, however, the significant evolution-
ary corrections that need to be applied to their present day mass functions may introduce large uncertainties to the
final IMF estimates.
The stellar IMF in OB associations and in starburst regions
OB associations and starburst regions allow a more efficient measure of the super–solar IMF slope. As these
regions consist of the most luminous stars, they can also be detected not only throughout the Milky Way but also
in nearby galaxies. Again, there is a wide spread in IMF slopes reported in the literature. A short discussion
highlighting the IMF variations in OB associations and in starbursts regions in our galaxy as well as in nearby
galaxies is presented below.
Massey (1998), based on spectroscopic classification of stars in OB associations and in star clusters, concluded that
most associations and clusters have Salpeter–like IMF slopes. There are however, many examples of associations
and clusters with non–Salpeter IMFs. For the Scorpio–Centaurus OB association, Preibisch et al. (2002) estimated
a steeper–than–Salpeter IMF of α ≈ 2.8. Other examples of super–solar IMF slope estimates for OB associations
include the Slesnick et al. (2002) measurement of α ≈ 2.3 for the double cluster h and χ Persei, the Figuereˆdo
et al. (2002) measurement of α ≈ 2.6 for NGC 3576, and the Wright et al. (2010) calculation of α ≈ 2.6 for the
Cygnus OB association. There are many other published IMF slope measurements for different OB associations in
the Milky Way (MW) as well as in the Large Magellanic Cloud (LMC) and Small Magellanic Cloud (SMC). Fig-
ure 1.11, reproduced from Massey (2003), shows a compilation of α (= Γ+1) values analysed in a similar manner
for OB associations and star clusters in MW, LMC and SMC. From the figure, it seems the general consensus on
the typical IMF slopes found in OB associations is weighted towards Salpeter and steeper–than–Salpeter values.
On the other hand, the studies looking at starburst regions in the Galaxy and in nearby galaxies have mostly
reported flatter–than–Salpeter to Salpeter–like IMF slopes. Examples of starburst clusters with possibly varying
super–solar IMF slopes include Arches, R136, Orion and NGC 3603. The studies of Figer et al. (2002); Stolte
et al. (2002) and Kim et al. (2006) using HST, near–IR imaging on Gemini, and Keck facilities respectively have
reported a significantly flat super–solar IMF slope of α ∼ 0.8 for the Arches starburst cluster (∼ 8.5 kpc away).
A recent study by Espinoza et al. (2009), however, find a global IMF slope of α ∼ 2.1 for the cluster, although
they note that the IMF slope flattens toward the centre of the cluster. R136 in 30 Dor (in the LMC) may also have
a Salpeter–like Massey (1998) or slightly flatter–than–Salpeter (Banerjee & Kroupa 2012) IMF. Sung & Bessell
(2004) calculate a flat IMF slope (α ∼ 1.9) for the starburst NGC 3603. This is further confirmed by Harayama
et al. (2008) using deep, high angular resolution J,H,K, S, and L images of the cluster. They find that a flat IMF
is required to adequately describe the whole cluster, and that stars residing outside the cluster do not steepen the
IMF significantly.
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Figure 2 The initial mass function slopes ! are shown for OB associations and clusters
analyzed in a uniformmanner; the data are fromTable 3 ofMassey (1998a) updated to include
R136 (Massey & Hunter 1998) and h and χ Persei (Slesnick et al. 2002). The solid line at
! = −1.35 indicates a Salpeter (1955) slope.
upon what is assumed for the effective temperature scale for the hottest stars. Yet
in fact the number of these very massive stars is just what one would expect from
extrapolating the IMF slopes from that of the intermediate-mass stars (Massey &
Hunter 1998). The “upper mass limits” observed in these more sparsely populated
OB associations are also consistent with the extrapolation of the IMF to higher
masses—these limits turn out to have been statistical, rather than physical, and
just what happens when the IMF peters down to a single star. Whatever it is that
limits the ultimate mass of a star, we have yet to encounter it in nature.1
1Theory offers us onlymodest guidance inwhat themaximum stellarmass allowed by nature
is and what the limiting factor may be. An excellent review may be found in Appenzeller
(1987), who notes that Eddington (1926) was the first to propose that stars more massive
than some amount would be pulsationally unstable, and should blow off their outer layers,
thus limiting their mass. Early estimates of this limit were as low as 60M" (Schwarzschild
& Harm 1959). Modern estimates, however, place this limit as high as 440M" (Klapp
et al. 1987), although this is still based upon the same classical perturbation linearization
methods used by Eddington. Recent “nonlinear” analysis suggests that the mass loss from
such instabilities would only be comparable to the mass loss of radiatively driven stellar
winds (Appenzeller 1987). Similarly, it was once thought that radiation pressure acting on
grains would limit how large a star could form, but we now understand that disks play an
important role in the formation of stars, and there may be sufficient shielding by the inner
part of the disk to mitigate the effects of radiation pressure.
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FIGURE 1.11: The distribution of IMF slopes, where Γ = α − 1, for OB associations and star clusters, analysed in the
same manner, in MW, LMC and SMC. The figure is reproduced from Massey (2003)
1.6.3 Recent extragalactic IMF determinati ns
The IMF enters into any description of the formation and volu ion of the baryonic component of galaxies. It is
intimately related to the star formation history of a galaxy through complex self–regulating processes on galactic
scales (Kroupa et al. 2013). Both the IMF and star formation history contain essential information related to the
fraction of gas that is converted t sta , the frac ion that is forever locked in sub–solar stars, the fraction returned
to chemically enrich the interstellar medium and more. This means that the form of the IMF at high redshifts
influences the properties of low redshift galaxies. Given thi intimate connection between the IMF and star forma-
tion history, the rate at which stars are being born in galaxies, their dynamics, multiwavelength luminosities and
spectral features can be used as extragalactic probes of IMF variations.
Integrated properties of galaxies
Total integrated light from a galaxy is dominated by direct emission and dust reprocessed emission channelled
through IR wavelengths. As different SFR indicators probe the properties of different stellar populations (e.g. Hα
emission traces stars with masses ≥ 10 M, UV continuum is dominated by light from > 5M), comparing the
ratios of spectral line strengths and optical colours of galaxies allows the IMF variations within galaxies to be
investigated.
Meurer et al. (2009) explored the correlations between integrated Hα–to–far UV flux and different global proper-
ties of galaxies (e.g. Hα surface brightness, r–band luminosity, morphology) in a sample of ∼100 galaxies with
detectable neutral hydrogen. Their study indicated a strong correlation between Hα–to–far UV flux ratio and SFR.
The authors find that low–SFR galaxies are characterised with low Hα–to–far UV flux ratios. Subsequently, Lee
et al. (2009) showed that both obscuration corrected Hα and far–UV emission give consistent SFRs for normal
galaxies (SFR ≈ 1M yr−1), but underestimates the Hα SFRs for faint dwarf galaxies (SFR . 0.003M yr−1)
by approximately a factor of two–to–three relative to their UV SFRs, confirming the result of Meurer et al. (2009)
(Figure 1.12). The authors consider several explanations for this discrepancy, which include star formation histo-
ries of galaxies in their sample, effects of dust, and a varying high–mass IMF slope where low surface brightness
and low luminosity galaxies are characterised by steeper–than–Salpeter IMFs. The latter explanation has also been
the conclusion of a previous study by Lee et al. (2004), who find low surface brightness galaxies possess signifi-
cantly higher mass-to-light ratios (§ 1.6.3) than their high surface brightness counterparts, and an IMF with α ∼ 3
is needed to adequately explain the unusually high mass–to–light ratios.
Hunter et al. (2010), using a sample of 44 galaxies with different dwarf morphologies, confirm the correlation
found by Meurer et al. (2009); Lee et al. (2009), but disagree with their assertion that this correlation may be a
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Figure 2. Ratio of Hα-to-FUV SFRs, where corrections for internal dust
attenuation have not yet been applied (or equivalently, the observed Hα-to-
FUV flux ratio), as a function of the Hα SFR/luminosity (top panel) and the
B-band absolute magnitude (bottom panel). The solid lines indicate ratios of
unity, while the dashed line shows the linear least squares fits to the data,
which are given by log(SFR(Hα)/SFR(FUV))= 0.26 log(SFR(Hα))+0.30, and
log(SFR(Hα)/SFR(FUV)) = −0.08 MB − 1.39. Binned averages of the data
with 1σ scatter are also overplotted (blue symbols) and are listed in Table 2.
Circled points represent galaxies where the Hα flux may be underestimated
because the narrowband imaging did not wholly enclose the galaxy, and are
excluded from the fit and statistics.
(A color version of this figure is available in the online journal.)
(SFR! 0.003M" yr−1), Hα yields SFRs that are lower than the
FUV by average factors ranging from two to more than ten. An
analogous plot as a function of the B-band absolute magnitude
is shown in the bottom panel of Figure 2. Here, the tilt in the
correlation is less steep, and the scatter is larger (0.35 dex). For
galaxies brighter than −19 mag the Hα yields an SFR that is
∼50% higher. There is good consistency for−16 " MB " −19,
and average offsets of a factor of 2 and higher begin to appear
at "−14 mag.
4. DISCUSSION: UNDERSTANDING THE SYSTEMATIC
DECLINE IN L(Hα)/L(FUV)
Using a complete, statistical sample of star-forming galaxies
within the Local Volume, we find that the observed Hα-to-
FUV flux ratio systematically decreases with declining SFR
and galaxy luminosity. When standard conversion recipes of
the form SFR/L = constant are applied (e.g., K98), the Hα
luminosity will thus underestimate the SFR relative to the
FUV luminosity in dwarf galaxies. This analysis confirms
earlier indications of a such a trend for L(Hα) ! 1040 or
SFR! 0.1M" yr−1 (see introduction for references). Our more
robust sampling of low-mass star-forming galaxies represents a
significant improvement over past studies which were only able
to probe to regimes of−2 ! log SFR(Hα)! −1 with∼20 dwarf
galaxies (c.f. Sullivan et al. 2000, Figure 14; Bell & Kennicutt
2001, Figure 2). The recent study of Meurer et al (2009), which
has examined correlations in the Hα-to-FUV flux ratio with Hα
and R-band surface brightness, also only includes∼25 galaxies
Table 2
Hα-to-UV SFR Ratios
Observed
log SFR(Hα) log SFR(Hα)SFR(UV) 1σ -scatter Ngal
0.25 0.20 0.37 11
−0.25 0.17 0.30 21
−0.75 0.07 0.26 39
−1.25 −0.02 0.25 66
−1.75 −0.10 0.22 55
−2.25 −0.23 0.22 61
−2.75 −0.46 0.26 33
−3.50 −0.49 0.58 20
−4.50 −1.29 0.57 6
MB log SFR(Hα)SFR(UV) 1σ -scatter Ngal
−20.5 −0.21 0.23 14
−19.5 −0.10 0.36 12
−18.5 −0.10 0.23 27
−17.5 −0.16 0.17 36
−16.5 −0.12 0.18 35
−15.5 −0.27 0.36 58
−14.5 −0.30 0.28 61
−13.5 −0.34 0.30 41
−12.5 −0.45 0.67 21
−11.5 −0.51 0.61 7
Dust Corrected
log SFR(Hα) log SFR(Hα)SFR(UV) 1σ -scatter Ngal
0.50 −0.14 0.29 20
−0.25 −0.09 0.20 26
−0.75 −0.13 0.22 44
−1.25 −0.13 0.22 51
−1.75 −0.18 0.17 58
−2.25 −0.27 0.22 56
−2.75 −0.51 0.25 31
−3.50 −0.55 0.57 21
−4.50 −1.43 0.59 5
MB log SFR(Hα)SFR(UV) 1σ -scatter Ngal
−20.5 −0.21 0.23 14
−19.5 −0.10 0.36 12
−18.5 −0.10 0.23 27
−17.5 −0.16 0.17 36
−16.5 −0.12 0.18 35
−15.5 −0.27 0.36 58
−14.5 −0.30 0.28 61
−13.5 −0.34 0.30 41
−12.5 −0.45 0.67 21
−11.5 −0.51 0.61 7
with −3 ! log SFR(Hα) ! −1 (M. Seibert 2009, private
communication). In contrast, the current analysis is based on
over 200 dwarf galaxies with SFR ! 0.1M" yr−1 and extends
to ultra-low activities of SFR∼ 10−4 M" yr−1. We find that Hα
SFRs of 3 × 10−3 M" yr−1 are lower than those inferred from
the FUV by a factor of ∼2 and the discrepancy increases to a
factor of "10 by SFR(Hα) = 10−4 M" yr−1, on average.
The expectation that the two tracers should yield consis-
tent SFRs relies on the robustness of the SFR calibrations that
are used. In the K98 formulation, consistent SFRs require that
L(Hα)/L(FUV)= constant, since SFR/L(Hα) and SFR/L(FUV)
are also both simple constants. Therefore, a convenient frame-
work for understanding the observed deviations from the ex-
pected ratio involves checking the validity of the assumptions
underlying the calibrations with respect to the particular galax-
ies to which they are being applied. To briefly summarize how
the constants are derived, stellar population synthesis models
FIGURE 1.12: The observed Hα–to–UV SFR ratios as a function of Hα SFR. The solid line indicate the ratios of unity and
the dashed line the linear least squares fit to the data. The Hα SFRs of low–SFR galaxies are systematically underestimated
leading to low Hα–to–UV SFR ratios. The figure is reproduced from Lee et al. (2009)
result of low–SFR, low surface brightness galaxies having steeper–than–Salpeter stellar IMFs. Hunter et al. (2010)
explain the apparent underestimation of the integrated Hα SFRs in terms of outer regions of dwarf galaxies lacking
gas to produce a significant amount of Hα flux relative UV.
Other interpretations proposed to explain the diff renc s in the observed Hα–to–far UV flux ratios include star
formation bursts, variations of the maximum stellar mass that can be formed in a star cluster leading to an integrated
galaxy–wide IMF (IGIMF, Weidner & Kroupa 2005) and leakage of Lyman continuum photons from star-forming
regions. A galaxy undergoing systematic star formation bursts will be d ficient of ionising OB stars relative to the
low mass UV emitting stellar population. This will produce an Hα–to–far UV flux ratio lower than that expected
from a galaxy with constant star formation history (Sullivan et al. 2004). To explain the extent of the deviation
from unity observed in Hα–to–far UV flux ratios of low–SFR galaxies, however, requires intense bursts (a factor
∼ 100) of star formation with long duration. This type of intense bursts seem extremely rare in low–SFR systems
based on the star formation histories reconstructed from resolved stellar populations (Weisz et al. 2008; McQuinn
et al. 2009). The recent study by Weisz et l. (2012), however, finds a set of star formation history models that
are consistent with observations, such that massive galaxies are characterised by nearly constant star formation
histories and dwarfs experience burst amplitudes of ∼ 30, lasting over ∼ 250 Myr. Even though Weisz et al.
(2012) find their models to be able to reproduc the systemati decline and scatter in the observed Hα–to–far UV
flux ratio in low–SFR galaxies without invoking a variation in the IMF, the models cannot match the Hα equivalent
widths or the UV luminosity distributions (Hermanowicz et al. 2013; Relan˜o et al. 2012).
The assumption of an IGIMF provides another explanation for the observed differences in Hα–to–far UV flux
ratios for low–SFR galaxies (Weidner & Kroupa 2005; Pflamm-Altenburg et al. 2009). The assumption of an
IGIMF that depends on the mass of the most massive star in a cluster and cluster mass produces Hα–to–far UV
flux ratios that agree with the observations. The IGIMF theo y is, however, still under debate, with se eral studies
(e.g. Calzetti et al. 2010) looking at star clusters showing no clear dependence of IMF slope on the mass of a
cluster. The studies by Weisz et al. (2012); Fumagalli et al. (2011) and Eldridge (2012) find that a stochastic IMF
sampling combined with a cluster mass function and a cluster age distribution explain the observed differences in
the flux ratios.
Another plausible explanation for the discrepancy in Hα–to–far UV flux ratios is the leakage of Lyman continuum
photons from star-forming regi ns, introduced in § 1.2.1. In the conversion of Hα luminosity to a SFR, it is
assumed every Lyman continuum photon will produce an Hα photon. This is, however, not the case as some of
the ionising photons can escape the regions of star formation. Relan˜o et al. (2012), based on the morphological
classification of the H II regions in low surface brightness dwarf galaxies in th Local Volume Legacy surv y
sample (Dale et al. 2009; Lee et al. 2009), find the escape fraction of ionising photons could significantly decrease
the Hα–to–far UV flux ratio, though this cannot completely explain the observed Hα–to–far UV flux versus Hα
SFR trend by itself.
Finally, Hoversten & Glazebrook (2008) studied IMF variations in a sample of∼ 105 SDSS galaxies by comparing
the photometry of galaxies (g−r) colour and spectroscopic measurements (Hα equivalent widths) with population
synthesis models. Their study is based on the Kennicutt (1983) method of inferring the stellar IMF from the
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integrated light of objects, and addresses several limitations of Kennicutt (1983), such as contamination due to
AGNs, extinction due to dust and stellar absorption corrections to Hα flux for individual galaxies. Their models
are also expanded to account for a range of metallicities and ages of galaxies. The large SDSS galaxy sample
used in the study allowed Hoversten & Glazebrook (2008) to improve their random errors as well as narrow the
parameter range used. Their results revealed that optically brighter galaxies (Mr ≤ −20) can be fitted by an IMF
with a Salpeter–like slope, but, the fainter galaxies require slopes steeper than the Salpeter slope. They interpret
the results as low–luminosity galaxies having fewer massive stars, leading to steeper–than–Salpeter IMFs. The
focus of Chapter 3 is to explore in depth the Hoversten & Glazebrook (2008) evidence for a steeper IMF in low
luminosity galaxies as well as explore IMF variations in high luminosity galaxies, using GAMA survey data.
Star formation and stellar mass histories
The observed local stellar mass density, derived under the assumption of a universal IMF, is in conflict with the
stellar mass density inferred from the observed star formation history of Hopkins & Beacom (2006) based on
mostly UV and IR composite SFR indicators (Wilkins et al. 2008a). This is demonstrated in the left panel of
Figure 1.13. The stellar mass density inferred from the observed star formation history predicts too high densities
at all redshifts in comparison to the observations. The right panel of Figure 1.13 illustrates the opposite. Here,
FIGURE 1.13: Left panel: The evolution of stellar mass density as a function of redshift, assuming a Salpeter (1955)
IMF. The shaded region is the stellar mass density inferred from the 1σ uncertainty envelope of the star formation history
of Hopkins & Beacom (2006). Reproduced from Wilkins et al. (2008a). Right panel: The evolution of SFR density as a
function of redshift, assuming a Salpeter (1955) IMF. The star formation history inferred from the observed stellar mass
history is shown by the 1σ (dashed) and 3σ (solid line) uncertainty regions. The data points in both plots shows the observed
SFR and stellar mass densities at different redshifts. Reproduced from Wilkins et al. (2008b).
Wilkins et al. (2008b) infer SFR densities using the observed evolution of stellar mass density. For z < 0.7, the
1σ uncertainty envelope of the star formation history derived from the observed evolution of stellar mass density
agrees with the best-fitting star formation history of Hopkins & Beacom (2006). For instance, the integration
of the instantaneous star formation history of Hopkins & Beacom (2006) suggests a local stellar mass density
of ΩSFH ∼ 0.0066 ± 0.0015 in units of the critical density of the universe. The analysis of large data sets
drawn from deep galaxy surveys gives a smaller value of ΩSFH ∼ 0.0041± 0.0010 (Wilkins et al. 2008b). Even
though the stellar mass density derived from the instantaneous star formation history is somewhat higher than that
calculated from the observed stellar mass density, it is still consistent to within the 1σ uncertainty of the stellar
mass density with in this redshift range. For z > 0.7, however, the star formation history derived from the observed
stellar mass density measures predict a significantly lower SFR density than observed (Hopkins & Beacom 2006).
The inconsistency between the two star formation histories reaches a peak at z ≈ 3, with the instantaneous star
formation history of Hopkins & Beacom (2006) suggesting a SFR density that is about 0.6 dex larger than that
inferred from the observed stellar mass density.
As a solution to this discrepancy, Wilkins et al. (2008a) consider other commonly-assumed forms of IMF, such as
those of Kroupa (2002), Chabrier (2003) and Baldry & Glazebrook (2003a). They also investigate the systematic
errors arising from dust obscuration corrections and redshift dependent effects that may influence the stellar mass
density measurements and state these errors are unlikely to resolve all the differences apparent in Figure 1.13.
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They go on to propose a time–dependent IMF that gradually becomes top heavy with increasing redshift as an
alternative to reconcile the differences between stellar mass and star formation histories.
Fardal et al. (2007) build on and extend the Hopkins & Beacom (2006) study by including the total extragalactic
light to redshift integrated stellar mass measures. The total extragalactic radiation represents the global star for-
mation history. Their results show that a Salpeter IMF cannot reconcile the current estimates of stellar mass and
extragalactic background light, rather an IMF with excess of intermediate stars, i.e. flatter–than–Salpeter, is needed
reach an agreement. Furthermore, Rudnick et al. (2006) show that the mass build up is peaked towards later epochs
than suggested by models, in agreement with the observed star formation history. Also, the direct measurements of
stellar mass build up out to z ∼ 3 from deep Spitzer/IRAC observations (Pe´rez-Gonza´lez et al. 2008) demonstrate
the same conflict with the observed star formation history. The solution, again, as noted by Pe´rez-Gonza´lez et al.
(2008) is to use an IMF weighted towards more massive stars at high z.
The high–z SFR densities are mostly derived from integrating analytical function (e.g. Schechter 1976) fits to UV
LFs (Hopkins & Beacom 2006), which are limited in the range of luminosities they probe. To derive a total SFR
density, therefore, requires the fitted function to be extrapolated towards faint luminosities. Furthermore, the faint–
end of a LF is particularly affected by observational, survey and sample selection incompleteness issues, making
it difficult to observationally constrain.
Using a large sample of galaxies drawn from a UV survey of Lyman Break Galaxies over 2 < z < 3, Reddy
& Steidel (2009) find that the higher redshift UV LFs are characterised by a steeper faint–end than indicated in
previous studies. A steeper faint–end suggests higher number densities of low luminosity systems at high redshift
Universe. These low luminosity galaxies may have made up a larger fraction of the mass density in the early
Universe, leading Reddy & Steidel (2009) to conclude that the discrepancy between the observed and inferred
stellar mass densities can be reconciled by taking into account the stellar mass contribution from these previously
missed low-luminosity systems without the need to invoke an evolving IMF. Also, Santini et al. (2012), from the
investigation of the evolution of stellar mass functions over 0.6 < z < 4.5 using deep near–IR observations taken
with the Wide Field Camera 3 (WFC3) in the GOODS-S field, find that the faint–end slope of the stellar mass
function evolves with redshift from−1.44 at z ∼ 0.8 to−1.86 at z ∼ 3. Their results confirm the Reddy & Steidel
(2009) result of low mass, faint objects at higher redshifts making up a larger fraction of higher–z mass density.
The authors, also, find indications that the faint–end slope does not evolve further between z ∼ 3 and z ∼ 4, and
confirm that there appears to be an excess of integrated star formation with respect to the stellar mass density at
z < 2 by a factor of ∼ 2− 3. It is also worth highlighting the studies by Salim & Lee (2012) and Gunawardhana
et al. (2013)7 in this context for completeness. These studies find evidence that star forming LFs are best described
with a Saunders et al. (1990) function, which is combination of a power–law and a Gaussian, than a Schechter
(1976) function, a combination of a power–law and an exponential. The latter is used widely to fit high redshift
UV LFs as the narrow range in UV luminosities probed at high redshift limits a robust measurement of the shape
of the bright–end of the LF. If the UV LFs indeed have a Gaussian like drop in number density with increasing
luminosity, then it is likely that the current UV SFR densities are underestimated. Correcting the SFR densities at
high redshift may counteract the agreement between the stellar mass densities and star formation history apparently
resolved by the steepening of the faint–end of UV LFs, although to what extent is yet unclear.
A similar disagreement between M and SFR is reported in Dave´ (2008). As both of these parameters heavily
depend on the assumed IMF, the relationship between them can be used to probe possible variations in the IMF.
Dave´ (2008) finds that while the models produce the observedM–SFR relationship, the amplitude of the observed
relationship disagrees with that predicted. TheM–SFR relationship is observed out to z ∼ 2 and the observed
amplitude of this relation implies a star formation history that is inconsistent with the theoretical understanding
of stellar mass assembly. In terms of the star formation activity parameter, αSF 8, the models predict a constant
αSF ∼ 1 up to z ∼ 4 and outwards, whereas according to the observedM–SFR relation, αSF increases by about
a factor of three from z ∼ 2 to the present. To reconcile the models and observations, Dave´ (2008) proposes a
redshift dependent IMF, where the characteristic or the mean mass of the IMF, defined in Figure 1.9, varies as a
7Chapter 1 of this thesis
8Dave´ (2008) defines αSF as the fraction of the Hubble time minus a Gyr that a galaxy needs to have formed stars at its current rate in
order to produce its current stellar mass where αSF = (M/SFR)/(tHubble − 1Gyr) and tHubble = 13.8Gyr
28 INTRODUCTION
function of redshift.
Dynamics of galaxies
The observed versus modelled dynamics of galaxies can be used to place constraints on their IMFs. This technique
was first proposed in Ho & Filippenko (1996) in relation to the mass–to–light (M/L) ratios of star–burst clusters.
They propose to compare the dynamical masses of clusters, measured through the application of the virial theorem,
where the velocity dispersion and cluster half–radii measurements for their sample were already available from
the ground (high–resolution echelle spectra) and space–based (HST) observations, with the masses estimated from
simple stellar population synthesis models (Bastian et al. 2010).
Since then a number of extragalactic studies have adopted this technique to diagnose possible variations in the
IMF in different galaxies. The caveats of this method in the application to galaxies are the need to account for
star formation histories, dust attenuation and the presence of additional dynamical components such as dark matter
(Bastian et al. 2010). Bell & de Jong (2001) employ this dynamical diagnostics to find that the observed K–band
maximum disk stellar M/L ratios estimated assuming all the stars in the galaxies were drawn from an underlying
Salpeter IMF predicted too many low–mass stars per unit luminosity. They find that a Kroupa–type IMF that is
similar to a Salpeter IMF at the high–mass end with fewer low–mass stars is consistent with the maximum disk
constraints. Furthermore, the agreement between the trends in the observed versus modelled stellar M/L with
galaxy colours led Bell & de Jong (2001) to argue that the spiral galaxy stellar IMF is universal.
Cappellari et al. (2006) find a correlation between the dynamical M/L ratios, derived for the central regions of 25
early–type galaxies with 2D integral spectroscopy from the SAURON project, and expected M/L ratios, derived
through spectral fitting. Based on the tightness of this correlation, they conclude that the IMF is universal in early–
type galaxies. Evidence to the contrary is presented in Cappellari et al. (2012) based on a comparison between
the observed overall dynamical M/L ratios for 260 elliptical and lenticular galaxies drawn from the ATLAS3D
survey and the expected M/L ratios derived from dynamical models that account for stellar kinematics. Their
models incorporate the shape of the dark matter distribution in a galaxy halo. Since the shape of the halo cannot
be observed directly, they consider six different models of dark matter halo (Figure 1.6.3). Regardless of the shape
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Figure 1 | Disentangling the stellar and dark mass with integral-field stellar kinematics. The top panels show the symmetrized SAURON stellar kinematics
Vrms =
√
V 2 + σ2 for five galaxies representing a variety of shapes of the kinematics fields, and spanning a range in (M/L)stars values. Here V is the mean
stellar velocity and σ is the stellar velocity dispersion. The middle panel is the best-fitting dynamical model10 with a standard11 dark halo (model b in Table 1). The
bottom panel is a dynamical model where the (M/L)stars was fixed to be 0.65 times the best-fitting one. Where this decrease in (M/L)stars represents the change
in mass between a Salpeter and Kroupa IMF. The other three model parameters, the galaxy inclination i, the orbital anisotropy βz and the halo total massM200, were
optimized to fit the data, but cannot provide an acceptable description of the observations. This plots shows that, for a standard halo profile, the data tightly constrain
both the dark matter fraction and (M/L)stars. The effect would be even more dramatic if we had assumed a more shallow inner halo profile. The contours show the
observed and modelled surface brightness respectively. The values of (M/L)stars and the fraction of dark matter within a sphere with radius equal to the projected
half-light radiusRe are printed next to each panel. The galaxy names are given at the top.
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Figure 2 | The systematic variation of the IMF in early-type galaxies. The six panels show the ratio between the (M/L)stars of the stellar component, determined
using dynamical models, and the (M/L)Salp of the stellar population, measured via stellar population models with a Salpeter IMF, as a function of (M/L)stars.
The black solid line is a loess smoothed version of the data. Colours indicate the galaxies’ stellar velocity dispersion σe, which is related to the galaxy mass. The
horizontal lines indicate the expected values for the ratio if the galaxy had (i) a Chabrier IMF (red dash-dotted line); (ii) a Kroupa IMF (green dashed line); (iii) a
Salpeter IMF (x = −2.3, solid magenta line) and two additional power-law IMFs with (iv) x = −2.8 and (v) x = −1.5 respectively (blue dotted line). Different
panels correspond to different assumptions for the dark matter halos employed in the dynamical models as written in the black titles. Details about the six sets of models
are given in Table 1. A clear curved relation is visible in all panels. Panels a, b and e look quite similar, as for all of them the dark matter contributes only a small
fraction (zero in a and a median of 12% in b and e) of the total mass inside a sphere with the projected size of the region where we have kinematics (about one projected
half-light radiusRe). Panel f with a fixed contracted halo, still shows the same IMF variation, but it is almost systematically lower by 35% in (M/L)stars reflecting
the increase in dark matter fraction. The two black thick ellipses plotted on top of the smooth relation in panel d show the representative 1σ error for one measurement
at the given locations. We excluded from the plot the galaxies with very young stellar population (selected as having Hβ > 2.3 A˚ absorption). These galaxies have
strong radial gradients in their population, which break our assumption of spatially constantM/L and makes both (M/L)Salp and (M/L)stars inaccurate.
2
FIGURE 1.14: he rat o of th obser d stell r M/L r io to the expe ted stellar M/L ratio if all tars in galaxies were
drawn from a Salpet IMF ver us the observe M/L, ssuming six different dark matter halo models. The horizontal
lines indicate the ratios expected for a Salpeter IMF (solid line), Kroupa IMF (dashed line), Chabrier IMF (dash-dot line),
or another IMF with many low-mass objects. The data points are colour coded by the stellar velocity dispersion, which
increases with increasing galaxy mass. Regardless of the dark matter distribution assumed, galaxies with low stellar M/L
ratios are best described by Kroupa IMFs while those with higher M/L ratios are characterised with Salpeter–like IMFs. The
difference between observed stellar mass-to-light ratios provide evidence for varying IMFs of early–type galaxies, where the
variations are intimately related to the formation history of the galaxy. The figure is reproduced from Cappellari et al. (2012).
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of dark matter distribution assumed in the six cases, Cappellari et al. (2012) find the same results. Galaxies with
lower stellar M/L ratios are best modelled by flatter–than–Salpeter IMFs, and as the stellar M/L ratio of a galaxy
increases, its IMF becomes either steep or flat9. This finding also allows Cappellari et al. (2012) to break the
degeneracy between the dark matter fraction and the IMF. Previous studies (e.g. Cappellari et al. 2006) indicated
that the central M/L ratios of galaxies vary by a factor of two or more than expected for a population of constant
dark matter fraction and a universal IMF (Cappellari et al. 2012), although distinguishing whether it is the dark
matter fraction or the IMF that varies in different galaxies (e.g. Tortora et al. 2009; Dutton et al. 2011) had been
challenging. The work of Cappellari et al. (2013) further supports the conclusion of Cappellari et al. (2012). While
it is difficult to conclude whether the IMFs in massive early–type galaxies are steeper or flatter–than–Salpeter based
on Cappellari et al. studies, other studies (e.g. Dutton et al. 2011, 2012, 2013) investigating scaling relations and
global models of galaxies and dark matter halos suggest that the IMF becomes increasingly steeper–than–Salpeter
with increasing mass.
Moreover, van Dokkum (2008) compares the rate of rest frame U − V colour evolution of massive early-type
galaxies in clusters to their rate of luminosity evolution over 0.02 < z < 0.83 range. The colour and luminos-
ity relationship, which can be parametrised with a power–law with the coefficients determined from population
synthesis models, showed that early type galaxies become progressively bluer with increasing redshift. While this
result agrees with the expectation that early–type galaxies formed at high redshift and have been evolving pas-
sively ever since, the coefficients to the parametrisation determined from population synthesis models assuming
passive evolution for a stellar population drawn from an underlying Salpeter IMF cannot simultaneously fit both
luminosity and colour evolution. The synthesis models that assume a flat IMF, indicative of higher star formation
at earlier times, were found to give the best simultaneous fits. The results of a similar analysis by Holden et al.
(2004) agree with that of van Dokkum (2008).
find no evidence for evolution with redshift: the scatter in each
redshift bin is consistent with the value for the full sample. The
value for the scatter that we find is significantly lower than results
from previous studies (e.g., Holden et al. 2004; Blakeslee et al.
2006). This is most likely due to a dependence of the scatter on
galaxymass. We also note that the color-mass relation is expected
to have a smaller scatter than the color-luminosity relation even
within the same sample of galaxies, if the scatter is due to age
variations (see van Dokkum et al. 1998b).
4. FITTING
4.1. Constraints on the IMF
As discussed in x 2, luminosity and color evolution each de-
pend on the IMF and on the age of the stellar population, but the
age dependence drops out when comparing the amount of lumi-
nosity evolution to the amount of color evolution. Figure 5 shows
the measured evolution in log(M /LB) as a function of the evo-
lution in U! V . This figure is the equivalent of Figure 1c. The
values for!log(M /LB) are taken directly from vv07, and the val-
ues for !(U! V ) are listed in Table 1.
As expected, there is a clear relation, with galaxies becoming
both bluer and more luminous at earlier times. The solid line is a
linear fit to the data (taking the errors in both parameters into
account) of the form
! log M=LBð Þ ¼ 2:8þ0:7!0:5! U ! Vð Þ: ð15Þ
The residuals from this fit are consistent with expectations from
the uncertainties in the data points. The solid and dashed red lines
in Figure 5 are predictions for a Salpeter-like4 IMF with x ¼ 1:3
and two different metallicities. Remarkably, the observed rela-
tion is much steeper than expected from a standard IMF, even
for solar metallicity. For a given color evolution the luminosity
evolves faster than expected, indicating a top-heavy IMF with a
relatively large fraction of rapidly evolving massive stars.
The logarithmic slope of the IMF follows directly from equa-
tions (5), (6), and (15). We find x ¼ !1:4þ1:1!1:6 for supersolar
metallicity and x ¼ !0:1þ0:8!1:1 for solar metallicity, where the un-
certainties reflect the 68% confidence interval. Both values are
well below the canonical Salpeter value of x ¼ 1:3. Negative val-
ues of x have a large systematic uncertainty, as they require sig-
nificant extrapolation of the Maraston (2005) models. Therefore,
the results can best be expressed as upper limits, particularly
for the supersolar metallicity model. The 90% confidence up-
per limits are x < 0:1 for the supersolar model and x < 0:9 for
solar metallicity. The Salpeter value can be ruled out at >98%
confidence.
4.2. Joint Constraints on the IMF and Formation Epoch
Directly fitting !log(M /LB) as a function of !(U ! V ), as
done in x 4.1, has several advantages: the same galaxies are
used tomeasure the relevant parameters, limiting selection effects;
redshift-dependent selection effects such as progenitor bias can-
cel; and the IMF is the only free parameter (at fixed metallicity),
as the formation epoch of the stars z form also cancels. However,
constraining z form better is of great interest in its own right and
allows us to associate a particular time in the history of the
universe with the IMF result. Here we fit the redshift evolu-
tion of the M /LB ratio and the U! V color simultaneously and
derive joint constraints on the slope of the IMF x and the star
formation epoch z form. The goals are to determine the luminosity-
weighted star formation epoch of massive cluster galaxies in a
self-consistent way and to verify the results of x 4.1. Although the
Fig. 4.—Evolution of the zero point of the color-mass relation. Open symbols
are three clusters fromMcIntosh et al. (2005), for which no direct mass measure-
ments are available. Note that there may be a small systematic offset between the
Coma Cluster at z ¼ 0:024 and the other clusters due to differences in method-
ology. The solid line is the best-fit linear function to the data; dashed lines indicate
the &1 ! uncertainty in the slope of the relation.
Fig. 5.—Comparison of luminosity evolution to color evolution, for massive
galaxies in clusters at 0:02 ' z ' 0:83. The point at (0, 0) is the Coma Cluster.
Red lines show the expected relation for IMFs with a slope of x ¼ 1:3 near 1M(.
The solid line is a Maraston (2005) model of supersolar metallicity; the dotted
line is the best-fitting power law to this model. The dashed line represents a
Maraston (2005) model with solar metallicity. The solid black line shows the
best-fitting relation, with the 1 ! uncertainty in gray. The evolution of theM /L
ratio is faster than expected for ‘‘standard’’ IMFs and is consistent with expec-
tations for a top-heavy IMF. Arrows indicate the corrections that would have to be
applied to account for redshift-dependent dust effects.
4 The observations constrain the IMF in the mass range around 1M(, and at
thosemasses differences between the Salpeter (1955), Kroupa (2001), andChabrier
(2003) IMFs are very small. In vv07 it is shown explicitly that these various IMFs
all predict very similarM /L evolution over the relevant range of ages, hence the term
‘‘Salpeter-like’’ or ‘‘standard’’ to denote IMFs with slope x ) 1:3 at mk1 M(.
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FIGURE 1.15: A comparison of luminosity evolution to colour evolution for massive elliptical galaxies in clusters. The
red lines show the expected relation assuming a Salpeter–like IMF. The solid and dashed red lines show the Maraston (2005)
model prediction assuming super–solar and solar metallicities respectively. The dotted line shows the best–fitting power–law
to the former model prediction. The black solid and grey regions repres nt the b st–fitting relation to the data and their 1σ
uncertainties respectively. The model prediction of the rate of evolution in col ur is inconsistent with passive galaxy evolution
if the underlying stellar distribution drawn from a Salpeter IMF, however, it is consistent if the underlying stellar distribution
is drawn from a flatter–than–Salpeter IMF. The arrows indicate the magnitude and direction the data points would move if
dust obscuration corrections based on different dust models are applied. The figure is reproduced from van Dokkum (2008).
Other more recent studies arguing a non–universal stellar IMF in early–type g laxies based on their observedM/L
ratios are Treu et al. (2010); Dutton et al. (2012) and Dutton et al. (2013).
This resul of an IMF that b comes top–h vy wi h increas g redshift, however, is at odds with some of the
studies that find a universal Chabrier (2003) IMF for high–z galaxies. Tacconi et al. (2008), for example, find
evidence supporting a universal Chabrier (2003) IMF in high–z sub–mm galaxies from comparing M/L ratios
9The increase inM/L ratios could be due to either a steepening IMF, larger number of low–mass stars, or flattening IMF, larger number
of stellar remnants.
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derived using two different methods: one set of total stellar and gas masses were derived through modelling
spectral energy distributions and from CO measurements respectively and the other set derived dynamically. Also,
Cappellari et al. (2009) derived masses for a small sample of high–z galaxies using three different methods. They,
again, find results consistent with the galaxies in their sample having a Chabrier (2003) IMF.
Spectral features
The integrated light that comprises contributions from all the different stellar populations within a galaxy can be
used to determine the form of the IMF from which those stellar populations were drawn. The spectroscopic obser-
vations of early–type galaxies are dominated by low–mass dwarf features, as these galaxies no longer actively form
high–mass stars. These spectral features are, therefore, indicative of the dwarf population in a galaxy indirectly
representing the low–mass end of the IMF. One of the main caveats that restricts the popularity of this technique
is that the spectra of low–mass stars are similar to those of evolved stars or giants, making it difficult to quantify
the number of low–mass versus giant stars in a galaxy.
8 van Dokkum et al.
FIGURE 1.16: (a) Spectra showing Na I doublet for three stars; K–giant (dominates the light from old stellar populations),
M–giant (has TiO spectral features that can potentially contaminate the IMF–sensitive spectral features) and M–dwarf (sen-
sitive to the low–mass end of the IMF). (b) Averaged Keck/LRIS spectra for four massive elliptical galaxies residing in the
Virgo cluster (black line), and another four residing in the Coma cluster (grey line). (c) Zoomed–in around the Na I feature
to show the spectral line and the model fits. Similarly, (d–f) are the same as (a–c), but for the Wing–Ford spectral feature.
Note that the x values indicated in the figure legend are the IMF slope values, and according to the IMF definition given in
this thesis x is equivalent to −α. The figure is reproduced from van Dokkum & Conroy (2010).
In order to distinguish between the number of dwarf stars and giant stars, van Dokkum & Conroy (2010, 2012) and
Conroy & van Dokkum (2012) examine three absorption features, Na I λ8190 doublet, the Wing-Ford band (FeH)
and [Ca II] triplet, which are known to vary between the two populations, and are considered IMF–sensitive.
The authors use a new, very flexible population synthesis model that allow variations in number of parameters
(e.g. stellar age, abundances) to capture all the types of underlying stellar populations in a galaxy (Conroy & van
Dokkum 2012). Using this model van Dokkum & Conroy (2010) obtained constraints on the IMF in massive
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early–type galaxies in Coma and Virgo clusters (Figure 1.6.3). Their results demonstrate that early–type galaxies
are characterised with steeper–than–Salpeter IMFs.
The conclusions of van Dokkum & Conroy (2010) are supported by several other studies (e.g. Spiniello et al.
2012; Sonnenfeld et al. 2012; Treu et al. 2010) that report steeper–than–Salpeter IMFs for massive galaxies. The
reliability of Conroy & van Dokkum (2012) is further demonstrated in van Dokkum & Conroy (2011), where the
authors show that the models do not predict steeper–than–Salpeter IMFs for the globular clusters in M31, which
have abundance patterns similar to massive galaxies, but are known not to have steep IMFs based on dynamical
constraints (e.g. Strader et al. 2011).
1.7 Summary & Motivation for Chapter 4 of the thesis
The IMF describes the distribution of stellar masses formed from a single star formation burst. Based on an
analysis of local star counts Salpeter (1955) approximated the shape of the IMF to be a declining power law with
an exponent of 2.35, conventionally denoted as the Salpeter slope, for 0.4 < MM < 10. Subsequent studies of local
star counts found this slope to be a good representation of the distribution of high mass stars but overestimated
the number of low mass stars ( MM < 0.5), (Miller & Scalo 1979; Scalo 1986b). For over 50 years, the IMF has
been assumed to be a universal quantity that describes the initial distribution of stellar masses in a star formation
event regardless of time and environment. Within the past decade or so however, several studies have presented
evidence to the contrary, suggesting an evolving and/or environmentally dependent IMF. For example, Hoversten
& Glazebrook (2008) and Meurer et al. (2009) independently report low luminosity and low surface brightness
galaxies have fewer massive stars, i.e. steep IMFs. The former study looked at the integrated properties of a large
sample of SDSS galaxies and the latter provided evidence from the comparison between UV and Hα fluxes for
galaxies with detectable neutral hydrogen. van Dokkum (2008) invokes an evolving IMF to reconcile the rate of
the evolution in colour and luminosity for elliptical galaxies in clusters at z < 0.8. Lucatello et al. (2005) found
the IMF of the early galaxy to be shallower than the present in a study of the carbon-enhanced metal-poor stars of
the Milky Way and Tumlinson (2007) supports this conclusion. Wilkins et al. (2008a) show, from the comparison
between the instantaneous star formation history of Hopkins & Beacom (2006) and the star formation history
derived from the observed stellar mass history, that the cosmic star formation history predicts more stellar mass
than observed unless evolution of the IMF is invoked. Most recently, Cappellari et al. (2012, 2013) and Conroy
& van Dokkum (2012) report IMF variations in early–type galaxies. These studies have suggested an evolving or
spatially varying IMF as an explanation of the observations.
Motivated by these recent extragalactic studies finding evidence for IMF variations, an analysis based on the
diagnostics proposed by Hoversten & Glazebrook (2008) is performed. The goals of the second part of the thesis
are to: (1) build on and extend the work of Hoversten & Glazebrook (2008) for a sample of GAMA galaxies
probing a wider range in SFRs and stellar masses, and extending up to a higher redshift than SDSS galaxies,
(2) use different population synthesis models (e.g. PE´GASE, STARBURST99, Maraston) to explore and identify
which observable properties are most sensitive to the variations in the IMF, (3) explore different systematics arising
from the models, star formation histories, metallicities etc., and (4) infer best–fitting IMF slopes as a function of
different physical properties of galaxies (e.g. SFR, specific SFR, SFR surface density) to identify any trends.
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1.8 Thesis layout
To shed light on the formation and evolution of star forming galaxies in the local Universe, in this thesis we explore
(1) the local evolution of univariate and bivariate LFs, and SFR density and (2) the universality of the stellar IMF.
The spectroscopic data taken as a part of the GAMA survey, providing the faint galaxies, and SDSS survey,
providing the brighter galaxies, over ∼ 144 deg2 region of the sky is used to conduct both studies. Additionally,
the full SDSS–DR7 sample is also used for the purposes of the first investigation.
In Chapter 2 the univariate Hα LFs constructed from two star forming galaxy samples drawn from the GAMA
and SDSS survey are presented. The SDSS is a shallow (r < 17.77) survey covering ∼ 8032 deg2, and GAMA
is a deep r < 19.8 survey covering the largest sky area for its depth. The deep spectroscopic observations of
GAMA and SDSS provide a large sample of galaxies covering a wide range in SFR and stellar mass which can be
used to constrain the shape of the LF over a large range in Hα luminosity. This allows us to investigate different
functions that best represent the star forming Hα LF, and derive SFR densities for different redshift ranges. In this
Chapter, we also explore the effects of different survey (broadband versus narrowband) and selection biases on the
final estimates of SFR densities. Any star forming galaxy sample drawn from a magnitude–limited survey such as
GAMA is subject to a dual magnitude, emission–line flux selection criteria. This bivariate selection is found to be
one of the main selection biases that influence any SFR density measurement derived from a broadband survey.
To explore how a sample selected subject to two selection constraints, in our case r–band magnitude and Hα,
limit the range in luminosity probed by a univariate LF, the bivariate distribution functions are constructed. This
analysis is presented in Chapter 3. This chapter also investigates three LF estimators, the classical 1/Vmax, density–
corrected 1/Vmax and bivariate step–wise maximum likelihood methods, commonly used to construct univariate
and bivariate functions. In this Chapter we present bivariate Mr–LHα and stellar mass (M)–LHα functions, and
investigate suitable bivariate analytic functional forms that can be used to represent the results. We introduce
two different bivariate analytic functions that can be used to fit the bivariate distribution functions at different
redshifts to overcome the bivariate sample selection bias that affect the GAMA and SDSS Hα LFs. In addition
to the bivariate distribution functions, this chapter also presents the univariate r–band magnitude and stellar mass
functions that can be derived from integrating the bivariate functions.
The focus of Chapter 4 is to investigate the universality of the stellar IMF. Only the GAMA galaxy sample is used
for this analysis. The assumption of a universal IMF is largely based on the studies of resolved galactic and nearby
galaxy star clusters. Within the last decade or so, several (mostly) extragalactic studies have presented evidence
to the contrary, suggesting an evolving and/or environmentally varying IMF. Motivated by the study of Hoversten
& Glazebrook (2008), in this Chapter we employ their diagnostics based on integrated properties of galaxies to
investigate IMF variations as a function of different physical properties (e.g. SFR, specific SFR, SFR surface
density) of galaxies with the aim of finding the fundamental physical driver of IMF variations in galaxies, if there
are any. Several different dust obscuration correction methods including radiative transfer models, population
synthesis models as well as number of other uncertainties and systematic biases are explored.
Concluding remarks and some discussion for future explorations from this work are made in Chapter 5.
Chapters 2 and 4 of this thesis were published in Monthly Notices of Royal Astronomical Society (MNRAS), Gu-
nawardhana et al. (2013), MNRAS, 433, 2764 and Gunawardhana et al. (2013), MNRAS, 415, 1647 respectively.
Chapter 3 has been submitted to MNRAS. In accordance with the journal style each chapter contains an abstract,
introduction and conclusions. The appendices A and B are part of the published work presented in Chapter 2 and
Appendix C is part of the submitted work presented in Chapter 3.
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Evolution of the Hα LF and SFR density up to z < 0.35
Abstract
Measurements of the low–z Hα luminosity function, Φ, have a large dispersion in the local number density of sources
(∼ 0.5 − 1 Mpc−3dex−1), and correspondingly in the SFR density. The possible causes for these discrepancies include
limited volume sampling, biases arising from survey sample selection, different methods of correcting for dust obscuration
and AGN contamination. The Galaxy And Mass Assembly (GAMA) survey and Sloan Digital Sky Survey (SDSS) provide
deep spectroscopic observations over a wide sky area enabling detection of a large sample of star–forming galaxies spanning
0.001 < SFRHα (Myr−1) < 100 with which to robustly measure the evolution of the SFR density in the low–z universe.
The large number of high SFR galaxies present in our sample allow an improved measurement of the bright end of the
luminosity function, indicating that the decrease in Φ at bright luminosities is best described by a Saunders functional form
rather than the traditional Schechter function. This result is consistent with other published luminosity functions in the FIR
and radio. For GAMA and SDSS we find the r–band apparent magnitude limit, combined with the subsequent requirement
for Hα detection leads to an incompleteness due to missing bright Hα sources with faint r–band magnitudes.
Gunawardhana M. L. P. et. al., 2013, MNRAS, 433, 2764
2.1 Introduction
The evolution of the global star formation rate (SFR) density is now traced out to z ∼ 10 using star formation
indicators across a broad wavelength range, from x–ray/gamma rays to radio emission. Direct information on the
star formation rate has been collected from nebular emission lines such as [O II] λ3727, [O III] λ5007, Hα, Hβ
(Glazebrook et al. 2004; Westra et al. 2010, and references therein) tracing massive stars, ultraviolet, far and mid
infrared emission (Schiminovich et al. 2005; Pe´rez-Gonza´lez et al. 2005; Reddy et al. 2008; Reddy & Steidel 2009;
Lo´pez-Sa´nchez 2010; Bouwens et al. 2010, 2011) revealing young star–forming regions, radio emission produced
in supernova remnants (Haarsma et al. 2000; Seymour et al. 2008), X–ray emission produced from high mass
X–ray binaries (Georgakakis et al. 2003; Fabbiano 2006), and gamma ray bursts produced from massive stellar
explosions. (Woosley & Bloom 2006; Yu¨ksel et al. 2008; Kistler et al. 2009).
The cosmic star formation history (SFH) indicates a global increase in star formation activity since the formation
of the first galaxies, reaching a peak at z ∼ 2− 3. This is followed by a rapid decline in average star formation of
approximately a factor of ten (e.g. Lilly et al. 1996; Madau et al. 1996; Hopkins 2004; Hopkins & Beacom 2006;
Pe´rez-Gonza´lez et al. 2008). This is typically interpreted in the model of mass dependence (Cowie et al. 1999),
that states that high–mass galaxies formed their stars early and rapidly, with lower–mass systems forming more
slowly and at later times. Evidence supporting this idea in the context of the mass–dependence of the SFH has
accumulated over recent years (e.g. Feulner et al. 2005; Juneau et al. 2005; Zheng et al. 2007; Mobasher et al.
2009).
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Numerous studies have been conducted to determine the physical processes contributing to the shape of the cosmic
SFH, particularly the substantial decline in star formation activity since z ∼ 2. Hydrodynamic simulations exam-
ining hot and cold mode accretion indicate a close relationship between the global gas infall rate and the cosmic
SFR (van de Voort et al. 2011; Keresˇ et al. 2005). A mechanism associated directly with star formation itself has
been proposed that moderates the relation between neutral gas and SFR in galaxies (Hopkins et al. 2008). Through
the analysis of rest–frame u–band luminosities Prescott et al. (2009) find evidence of a decline in characteristic
luminosity (L∗) over 0 < z < 1.2, coinciding with the decline in global star formation. A change in the rate and
mode of star formation since z ∼ 1 is assumed to be responsible for this. The strong decrease in the fraction of
galaxies undergoing starbursts (Dressler et al. 2009) and the decline in galaxy interactions such as tidal encounters
and mergers (Le Fe`vre et al. 2000; De Propris et al. 2007; Lotz et al. 2008, 2011) are given as possible explana-
tions. Recent work (Nakamura et al. 2004; Sobral et al. 2009; Westra et al. 2010; Lo´pez-Sa´nchez 2010) points out
a link between star formation and galaxy morphology, indicating that the merger–induced star formation tends to
dominate in galaxies with L >L∗, with a more quiescent mode dominating in fainter galaxies.
While the SFH based on different SFR tracers gives a broadly consistent picture of the evolution of the global
star formation, the dispersion between individual measurements at a given redshift is striking and can span more
than 0.5 dex (e.g. Hopkins & Beacom 2006). Ideally, studying the cosmic SFH using SFR indicators covering
a large spectral range would provide a robustly consistent picture of galaxy formation and evolution. In reality,
different SFR indicators suffer from different selection and calibration biases (e.g. the sensitivity to the stellar
metallicity abundance and the ionisation state in the case of [O II] λ3727), and are affected by and treated for
dust obscuration differently (Gilbank et al. 2010; Wijesinghe et al. 2011), introducing systematic uncertainties to
measurements. Hα emission, as a direct tracer of instantaneous star formation in a galaxy, is a good candidate
for providing an accurate view of the evolution of SFR density. It is however, currently restricted to low–to–
moderate redshift, and even with the use of a common SFR indicator, a compilation of local Hα SFR densities
(Sobral et al. 2009; Westra et al. 2010) still shows large discrepancies between measurements. The possible causes
for this dispersion include cosmic (sample) variance, the differences in selection criteria between surveys, and
the uncertainties coming from the measurements, corrections and assumptions that go into the final estimate of
SFR densities. We aim to understand and interpret the observed evolution of cosmic SFR density paying special
attention to the advantages, and drawbacks of survey and sample selection.
An additional complication is that different SFR indicators probe different stellar mass ranges (e.g. Hα emission
traces stars with masses ≥ 10 M). In order to infer a SFR density therefore requires the assumption of a stellar
initial mass function (IMF). The stellar IMF is widely accepted to have a universal form regardless of environment
and time (e.g. Bastian et al. 2010). There are a number of recent studies, however, that suggest variations in the
stellar IMF with respect to redshift (Wilkins et al. 2008a,b; Chary 2008; Dave´ 2011), surface brightness (Meurer
et al. 2009; Hoversten & Glazebrook 2008) and SFR, SFR surface density or SFR efficiency (Gunawardhana et al.
2011; Dabringhausen et al. 2012; Marks et al. 2012) or colour (Dutton et al. 2011). An environment dependent
and/or evolving IMF directly impacts the derived cosmic SFR densities. Although not explicitly explored in this
paper, the incorporation of such an IMF can be a potential solution towards reconciling the observed discrepancies
in the evolution of the cosmic SFR and stellar mass densities (Wilkins et al. 2008b). Wilkins et al. (2008a)
explore the impact of changing the IMF from Salpeter to other commonly used forms (e.g. Chabrier 2003; Baldry
& Glazebrook 2003b; Kroupa 2001) in the literature. They find that a top–heavy IMF reduces the discrepancy
between the observed stellar mass densities and that inferred from the star formation history.
Many local SFR densities come from narrowband filter surveys (e.g. Jones & Bland-Hawthorn 2001; Pascual
et al. 2001; Fujita et al. 2003; Glazebrook et al. 2004; Ly et al. 2007, 2011; Shioya et al. 2008; Dale et al. 2008)
complementing those from spectroscopic surveys (e.g. Tresse & Maddox 1998; Sullivan et al. 2000; Tresse et al.
2002; Pe´rez-Gonza´lez et al. 2003; Shim et al. 2009; Westra et al. 2010; Gilbank et al. 2010). In contrast to
spectroscopic surveys, narrowband surveys at optical wavelengths provide deep imaging over a narrow redshift
slice, yielding relatively large volume–limited samples of galaxies. Also, the target selection is done through
emission–lines. The two main advantages with narrowband surveys are that they are most effective at detecting
faint emission–line sources, and the galaxies are selected using a quantity they aim to measure, which scales with
SFR (Jones & Bland-Hawthorn 2001; Westra & Jones 2008).
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There are however, a number of drawbacks to narrowband surveys. The main disadvantages are the need to
assume common corrections for stellar absorption, dust obscuration, contamination by AGN, and insensitivity to
low equivalent widths. These assumptions introduce large uncertainties and can lead to a systematic underestimate
of the final SFR density (Spector et al. 2012; Massarotti et al. 2001; James et al. 2004). In contrast, spectroscopy
allows the determination of such corrections individually for each galaxy. Moreover, a survey with a large sky
coverage is generally preferred in order to overcome cosmic (sample) variance and small number statistics. Despite
being deep, the current generation of narrowband surveys only cover a relatively limited sky area. Even for
spectroscopic surveys, only the Sloan Digital Sky Survey (SDSS): Stripe 82 (Gilbank et al. 2010, area ∼ 275 deg2
and z . 0.21), Universidad Complutense de Madrid (UCM) survey (Gallego et al. 1995; Pe´rez-Gonza´lez et al.
2003, area ∼ 472 deg2 and z . 0.045) and now the Galaxy And Mass Assembly (GAMA2) survey (Driver et al.
2009, 2011, area ∼ 144 deg2 and z . 0.35) provide substantial sky coverage.
The layout of this paper is as follows. We describe sample selection in § 2.2 and provide a brief introduction to
the GAMA and SDSS surveys. § 2.3 details the derivation of physical properties such as Hα SFRs for the two
samples. In § 2.4, we describe the technical details of the derivation of the luminosity functions (LFs), taking into
account different survey selection criteria. This section also presents the resulting GAMA and SDSS LFs. § 2.5
describes the details of the functional types used to fit the LFs. In § 2.6, we infer SFR densities for our GAMA and
SDSS LFs, and in the Appendix we explore the potential biases influencing our estimates of SFR densities.
The assumed cosmological parameters are H0 = 70 km s−1 Mpc−1, ΩM = 0.3, and ΩΛ = 0.7. All magnitudes
are presented in the AB system.
2.2 Data
In this study, we utilise the GAMA phase–I survey , which covers three equatorial fields of 48 deg2 each, with
two fields reaching a depth of rAB < 19.4 magnitude and the third extending to rAB < 19.8 magnitude. There
are ∼ 136 000 galaxies with measured spectra available from GAMA observations (Driver et al. 2009, 2011).
The availability of such a large galaxy sample with deep spectroscopic observations (∼ 2 magnitudes fainter than
SDSS) over a wide sky area, covering a modest redshift range allows the determination of the evolution of the SFH
in the local universe in a consistent manner with reduced systematic and sampling biases.
We also use the SDSS Data Release 7 (DR7) spectroscopic galaxy sample (Abazajian et al. 2009) in this study.
SDSS–DR7 covers an sky area of > 8000 deg2, with 0 < z < 0.38 and rAB < 17.77, providing the largest galaxy
sample to date.
2.2.1 GAMA survey and data
GAMA is a spectroscopic survey undertaken at the Anglo–Australian Telescope (AAT). GAMA spectroscopic
targets were selected from the SDSS Data Release 6 (DR6, Adelman-McCarthy et al. 2008) to limiting Petrosian
magnitudes of r < 19.4 in two fields, and r < 19.8 in the third field. Baldry et al. (2010) provides a detailed
discussion of the GAMA input catalogue, and the tiling of the sources is described in Robotham et al. (2010).
For this paper, we use GAMA I data consisting of GAMA, SDSS, 2–degree field Galaxy Redshift Survey (2dF-
GRS) and Millennium Galaxy Catalogue (MGC) sources. The GAMA spectra are obtained from the AAT with
the 2–degree Field (2dF) fibre feed and AAOmega multi–object spectrograph. AAOmega provides a resolution
of 3.2 A˚ full width at half maximum (FWHM) with complete spectral coverage from 3700–8900 A˚ (Sharp et al.
2006; Driver et al. 2011). The spectra are sky subtracted following Sharp & Parkinson (2010), and redshifts are
assigned with RUNZ (Saunders et al. 2004), a FORTRAN program for measuring redshifts from reduced spectra.
Spectra were given a redshift quality (nQ), with nQ> 2 regarded as a secure redshift (Driver et al. 2011). GAMA
1Redshift ranges given here do not necessarily denote the redshift coverage of the survey, but rather the redshift coverage corresponding
to a particular emission line (e.g. Hα).
2http://www.gama-survey.org
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does not re–observe the majority of SDSS, 2dFGRS and MGC galaxies in the three GAMA regions.
GAMA I spectroscopic data set is over 98% complete in spectroscopic followup (Driver et al. 2011), the small
spectroscopic incompleteness likely due to low–luminosity, low surface–brightness galaxies. In addition, GAMA,
like all spectroscopic surveys, suffers from several other sources of incompleteness; imaging incompleteness, and
redshift measurement failures, i.e. spectra with nQ6 2 (Loveday et al. 2012). The LFs presented in this paper are
corrected for these sources of incompleteness, see § 2.4 and §A.1.1.
All GAMA spectra are flux calibrated following the detailed discussion given in Hopkins et al. (2013) and Liske
et al. (in prep.). Briefly, the GAMA flux calibration process is essentially a two–step process. In the first instance,
an initial flux calibration is achieved for each 2dF plate to correct for the wavelength–dependence of the system
throughput. This is then supplemented by an absolute flux correction.
Three fibres on each 2dF plate are assigned to standard stars. For each star a flux correction vector is derived by
taking the ratio of the observed to its best fit model, the average between the three provides an unique wavelength–
dependent correction for a given plate. Any lower–order shape in the continuum is removed by dividing the
standard stellar spectrum by the unique correction vector. A fit to the residuals achieves an initial curvature
correction that accounts for the poor CCD response at blue and red extremes of the spectrum. An absolute flux
calibration is obtained by tying the spectrophotometry directly to the r–band petrosian magnitudes from the SDSS
photometry.
The standard strong optical emission lines are measured from each curvature corrected and flux calibrated spectrum
assuming a single Gaussian approximation and a common redshift and line–width within an adjacent set of lines
(e.g. Hα and the [N II] λλ6548, 6583 doublet), and simultaneously fitting the continuum local to the set of
lines (Hopkins et al. 2013; Brough et al. 2011). Corrections for the underlying Balmer stellar absorption, dust
obscuration and fibre aperture effects, detailed below, are applied to these measurements. The GAMA sample
consists of a relatively large number of low–z galaxies. The observed recessional velocities of the nearest galaxies
(z < 0.02) are influenced by peculiar motions. For these objects the redshift–distances will be systematically
under– or over– estimated if peculiar velocities are ignored. Parametric multi–attractor models provide directional–
dependent prescriptions to estimate the effects of peculiar velocities. For this sample, the flow–corrections have
been made using the approach of Tonry et al. (2000), as described in Baldry et al. (2012). The derived physical
properties of galaxies, such as luminosities, are based on these flow–corrected redshifts (DistancesFramesv06).
SDSS photometry in u,g,r,i,z filters is available for each GAMA galaxy. The intrinsic galaxy luminosities are
measured in r–band defined elliptical Kron apertures (Hill et al. 2011; Taylor et al. 2011). k-corrections to z = 0
(KCORRECT V4 2, Blanton & Roweis 2007) are applied and all photometry is corrected for foreground (Milky
Way) dust-extinction (Schlegel et al. 1998).
This sample
Our sample is drawn from the 136 000 spectra (AATSpecAllv08) available at December 2011, and is comprised
of 72880 galaxies with GAMA redshifts, measured Hα emission, nQ>2 and Hα emission signal–to–noise above
3. The Hα signal–to–noise is defined as the ratio of the observed Hα flux to the RMS noise over a 153A˚ window
12A˚ blue-wards of the redshifted wavelength of the [N II] λ6548 feature. Furthermore, a selection of nQ=2
sources obeying the constraints detailed in Baldry et al. (2012) are also included in the sample.
The redshift source of the brightest galaxies in GAMA is SDSS as GAMA does not re–observe most of these galax-
ies, (Table 2.1). The emission–line measurements for the SDSS galaxies are from the MPA–JHU DR7 database3.
There are 11675 SDSS sources with detected Hα emission included in the sample. The emission measurements
for MGC sources are not currently available, and while the emission measurements for the 2dFGRS sources are
available, the spectra from which these measures estimated are not flux calibrated. Therefore, these galaxies are
excluded from our sample. The sample incompleteness introduced by the lack of 2dFGRS and MGC galaxies can
be corrected for since the missing fractions are known, (see § 2.4 and §A.1.1).
3http://www.mpa-garching.mpg.de/SDSS/DR7/
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Galaxies dominated by emission from active galactic nuclei (AGN) are excluded from the sample based on stan-
dard optical emission–line ([N II] λ6584/Hα and [O III] λ5007/Hβ) diagnostics (BPT; Baldwin et al. 1981) using
the discrimination line of Kewley et al. (2001). In the case of galaxies for which only some of these four emis-
sion lines are measurable, AGNs can still be excluded using the diagnostics log ([N II] λ6584/Hα)≥0.2 and log
([O III] λ5007/Hβ)≥1. Overall ∼ 9% of GAMA galaxies are classified as AGNs and excluded from our sam-
ple. For the galaxies still unable to be classified in this fashion, we flag them as ‘unclassified’, and retain them
in the sample of star forming galaxies. Of the star forming sample 30% are ‘unclassified’ for this reason. We
default to this solution rather than excluding them from the sample, as a galaxy with measured Hα but without an
[N II] λ6584 or [O III] λ5007 measurement is more likely to be star forming than an AGN (Cid Fernandes et al.
2010). Robotham et al. (2013) investigated the potential pitfalls of automated BPT classifications by visually ex-
amining a small sample of low–z GAMA galaxies. They found that the majority of the BPT classified AGNs are
low-powered LINER–like systems with weak Hα, Hβ and [O III] λ5007. Furthermore, their results indicate that
majority of the automated spectral classifications (∼ 75%) agree with the visual classifications. The impact of er-
roneously including a small fraction of AGNs is in any case very small, and does not change any of the conclusions
below.
Furthermore, we exclude all galaxies with Hα emission measurements affected by the presence of strong sky lines,
and all galaxies with Hα emission below a minimum flux limit of 25× 10−20W m−2, hereafter called the detection
limit. This detection limit is obtained from examining the spectra of a sample of low Hα luminosity galaxies.
The GAMA emission–line sample spans 0 < z ≤ 0.35, and a large range in stellar mass (7 ≤ log (M/M) ≤ 12;
Taylor et al. 2011) and 0.001 6SFR (Myr−1)6 100.
2.2.2 SDSS and data release 7
In addition to the GAMA Hα LFs, we also construct the SDSS–DR74 (Abazajian et al. 2009) Hα LFs. SDSS
(York et al. 2000) has imaged ∼ 10 000 deg2 in five optical broad–band filters, using a wide–field imager with a
mosaic CCD camera on a 2.5 m telescope, and covered the sky in a drift–scan mode in five filters (Gunn et al.
1998). Photometric catalogues are then used to identify the spectroscopic targets on the same telescope, using a
640–fibre–fed pair of multiobject double spectrographs. The wavelength coverage is from λλ 3800–9200A˚ with a
spectral resolution of λ/∆λ ≈ 2000 (FWHM ∼ 2.4A˚ at λ5000) (Abazajian et al. 2009). The SDSS–DR7 release
presents the spectra for ∼ 106 objects over a total sky area of 9380 deg2. The main galaxy sample (MGC, Strauss
et al. 2002) used in this study is complete to a Petrosian r–band magnitude limit of 17.77.
This sample
As for the SDSS sources in the GAMA fields, the emission–line measurements of the SDSS galaxies are from
the MPA–JHU DR7 database, and the derivation of these measurements is detailed in Brinchmann et al. (2004)
and Tremonti et al. (2004). Briefly, each Galactic extinction corrected galaxy spectrum is compared with a library
of single stellar population models generated using the Bruzual & Charlot (2003) population synthesis code to fit
the continuum shape. This accounts for weak features, and Balmer stellar absorption. Once the best–fit stellar
population synthesis model to the continuum is subtracted and any remaining residuals are removed, Gaussian
profiles are fitted simultaneously to all the emission lines, requiring that all the lines belonging to Balmer and
forbidden–line series have the same width, and velocity offset. This requirement on line widths, and velocity
offsets, allow stronger/multiple lines to be used to constrain the weaker lines. The main difference between GAMA
and SDSS emission–line samples is that the latter includes an implicit correction for stellar absorption effects. A
constant correction for stellar absorption is incorporated when deriving Hα luminosities for GAMA galaxies (see
§ 2.3). The assumption of a single value can introduce some uncertainty, and should be restricted to the examination
of gross characteristics of large samples of galaxies (Hopkins et al. 2003), as is the case here. This assumption was
shown by Gunawardhana et al. (2011) to have a minimal impact on all but the lowest SFR systems in the GAMA
sample, and we explore this further in the context of the Hα LF in §A.1.1.
4http://www.sdss.org/dr7/
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Similarly to GAMA, the redshifts of all the nearby galaxies in SDSS–DR7 are corrected for peculiar motions using
Tonry et al. (2000). The photometric measurements are from the New York University value added catalogue
(Blanton et al. 2005)5, with k–corrections to z = 0 and the maximum redshift (zmax) for each object derived
using KCORRECT V4 2 (Blanton & Roweis 2007) and the spectroscopic and flow–corrected redshifts of each
object. Strictly speaking, heliocentric redshifts should be used in the estimation of k–corrections, although the
difference in k–correction when using heliocentric or flow–corrected redshifts is negligible (Loveday et al. 2012).
In summary, aside from the differences in emission–line and photometric measurements, other aspects such as the
derivation of k-corrections and flow corrections are the same between the two samples.
The same flux selection in Hα used to select the GAMA star forming sample is also applied to SDSS emission–
line galaxies, and redshift warnings and standard flags given by the aforementioned databases are used to remove
artefacts/sources near stars. The final SDSS emission–line sample consists of 491 501 galaxies from which 14%
are classified as AGNs and excluded from our sample.
2.3 Measuring luminosities and star formation rates
2.3.1 Measuring Hα luminosities
As outlined in Gunawardhana et al. (2011) and Hopkins et al. (2003), measuring Hα luminosities, and star forma-
tion rates, from fibre spectroscopy requires not only corrections for stellar absorption and obscuration, but also a
correction for the aperture sampled by the fibre. Corrections for these effects are applied to all GAMA and SDSS
galaxies as described below.
Following Hopkins et al. (2003), we derive an aperture, obscuration and Balmer stellar absorption corrected lu-
minosity (LHα,int in the units of Watts) for the whole galaxy using their k–corrected absolute magnitudes (Mr),
and emission–line equivalent widths (EW). A correction for the missing flux due to aperture effects is applied to
each galaxy, using Mr to estimate the continuum at the wavelength of Hα. This approach of applying aperture
corrections to individual galaxies, described in detail in Hopkins et al. (2003), yields similar results to the more
complex colour gradient–based method described in Brinchmann et al. (2004). This type of aperture correction
can underestimate emission–line luminosity (Gerssen et al. 2012), however such effects are likely to be minimal
in this analysis as we are using a large sample of galaxies. The relation from Hopkins et al. (2003) is:
LHα,int = (EWHα + EWc)× 10−0.4(Mr−34.10)
× 3× 10
18
[6564.61(1 + z)]2
(FHα/FHβ
2.86
)2.36
. (2.1)
A constant correction for stellar absorption (EWc=2.5A˚) in Balmer emission line EWs is assumed for the calcu-
lation of luminosities for the GAMA galaxies (Hopkins et al. 2013). This value is chosen by comparing a sample
of line fluxes used in this study against a robust sub–sample of line measurements using GANDALF (Sarzi et al.
2006). The choice of the stellar absorption correction, however, does not significantly affect the resulting LFs as
shown in Figure A.1.
Stellar absorption corrected emission line fluxes are used in the determination of Balmer decrements (ratio of Hα
to Hβ fluxes, FHα/FHβ) for each object in the two galaxy samples.
FHα
FHβ
=
(HαEW+EWc)
HαEW × fHα
(HβEW+EWc)
HβEW × fHβ
, (2.2)
where, fHα and fHβ denote the measured emission line fluxes. The dust obscuration in the Balmer lines Hα
and Hβ can be determined from the comparison of measured Balmer decrements with the Case B recombination
theoretical value of 2.86 at an electron temperature of 104 K and an electron density of 100 cm−2 (Osterbrock
5http://sdss.physics.nyu.edu/vagc/
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1989). The departure of the Balmer decrement from 2.86 can be used to correct for the dust extinction intrinsic to
the galaxy. The exponent of the Balmer Decrement in Eq. 4.4 is defined to be k(λHα)/[k(λHβ)− k(λHα)], where
k(λ) is determined from the Cardelli et al. (1989) Galactic dust extinction curve.
A small subset of galaxies in the GAMA and SDSS samples (13% and 4% respectively) have Balmer decrements
< 2.86. Balmer decrements less than the theoretical Case B value can result from an intrinsically low reddening
combined with uncertainty in stellar absorption, and also from errors in the line flux calibrations, and measurements
(Kewley et al. 2006). However, some of these low values are probably a result of galaxies hosting H II regions with
high electron temperature, for which the theoretical Hα/Hβ ratio is lower than 2.86 (Lo´pez-Sa´nchez & Esteban
2009). These galaxies are included in the final GAMA and SDSS samples, assuming no obscuration (i.e. Balmer
decrement is set to 2.86).
The SFRs in units of Myr−1 are derived using the calibration (Wijesinghe et al. 2011),
SFR =
LHα,int
3.43× 1034W , (2.3)
which assumes the IMF definition of Baldry & Glazebrook (2003a).
The majority of the SFR measurements reported in the literature use the Kennicutt (1998) calibration based on
the Salpeter (1955) IMF. The SFR densities reported in this paper assume a slightly flatter than Salpeter IMF,
taken from Baldry & Glazebrook (2003a). The motivation here is the observed GAMA SFR–IMF relationship
(Gunawardhana et al. 2011), where moderate–to–high SFR galaxies are characterised with flatter than Salpeter
IMFs. The ratio of the calibration given in Eq. 2.3 to the Kennicutt (1998) calibration is ∼ 2.4 with our derived
SFRs being lower than if the Kennicutt (1998) calibration had been used. We use the SFR calibration based on the
Baldry & Glazebrook (2003a) IMF throughout this paper, unless otherwise stated. The distributions of SFRs of
the GAMA and SDSS samples are shown in Figure 2.1.
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FIGURE 2.1: SFR versus redshift distributions of GAMA (black data points) and SDSS–DR7 (grey contours) surveys.
While GAMA spectra are telluric absorption corrected, given the deep magnitude limits of the survey many of our sources
are at or close to the S/N limit. The applied telluric absorption correction can therefore be unreliable over the wavelength
ranges of strong atmospheric absorption bands as can be seen by the slight drop in GAMA SFRs centred at z ∼ 0.16,
corresponding to the z range where redshifted Hα emission line overlaps with the O2 atmospheric (A) absorption band.
These galaxies are removed from our sample. The drop in SFRs evident at z ∼ 0.14 is due to atmospheric absorption effects
on Hβ. For these galaxies, we estimate Balmer decrements empirically, see § 2.3.2. The SDSS sample is not limited by these
constraints as the majority are bright sources with comparatively higher S/N than GAMA.
40 EVOLUTION OF THE Hα LF AND SFR DENSITY UP TO z < 0.35
2.3.2 Estimating Balmer decrements
The large number of weak emission line galaxies observed in GAMA gives the opportunity to investigate nearby
low–SFR systems (Brough et al. 2011), and the low–z evolution of the SFR density. As Hβ is a considerably
weaker emission feature than Hα, not all weak Hα sources in our final GAMA/SDSS samples have measured Hβ
fluxes (Table 2.1).
FIGURE 2.2: The distributions of aperture corrected luminosities of galaxies with (histograms, with respect to the left y–
axis scaling) and without (solid lines, with respect to the right y–axis scaling) measured Balmer decrements. For the galaxies
without measured Balmer decrements, Balmer decrements are estimated using Eq. 2.4.
The distributions of GAMA star forming galaxies with and without measured Balmer decrements in several redshift
bins are shown in Figure 2.2, and detailed in Table 2.1. As expected the distributions of galaxies without Balmer
decrements are skewed towards low–luminosity (weak line) galaxies in all redshift ranges.
FIGURE 2.3: Balmer decrement versus aperture corrected luminosity for the GAMA galaxies with measured Balmer
decrements. The dashed line indicates the case–B recombination value of 2.86, and the solid line shows the best–fit linear
relation to the data (Eq. 2.4). The colorbar indicates the data density in units of per log LHα,ApCor per Balmer decrement.
The two insets compare GAMA (black) and SDSS–DR7 (blue) samples. The left inset shows the Balmer decrement versus
aperture corrected luminosity for GAMA and SDSS–DR7 star forming samples, and their respective best–fit linear relations.
The difference between the two best fit relations is an indirect consequence of the different redshift distributions of the
surveys, as shown in the right inset, leading to a sampling in GAMA of both higher SFR (more obscured) systems at higher
redshift, as well as fainter (more obscured) systems at lower redshift.
For these galaxies, we estimate Balmer decrements using the observed relationship between Balmer decrement and
aperture corrected Hα luminosity (Figure 2.3). The solid line in Figure 2.3 indicates the least absolute deviation fit
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to the data:
BDgama =
{
1.003× logL− 30.0 logL > 32.77,
2.86 logL < 32.77.
(2.4)
A similar relationship is derived for the SDSS–DR7 sample using their Balmer decrements and aperture corrected
luminosities.
BDsdss =
{
0.761× logL− 21.7 logL > 32.27,
2.86 logL < 32.27.
(2.5)
This relationship is then used to estimate Balmer decrements for the SDSS galaxies without Balmer decrements.
As the GAMA and SDSS surveys probe different star–forming populations, we do not attempt to determine a single
fit to the data by combining GAMA and SDSS–DR7 data sets. In contrast to SDSS, the GAMA sample consists
of more dust obscured optically faint galaxies at higher redshift, a single fit would, therefore, under-estimate the
empirical Balmer decrement correction needed for GAMA galaxies as the fit would be heavily weighted by the
relatively numerous SDSS galaxies.
Furthermore, we empirically estimate Balmer decrements for all the sources with measured Balmer decrements>
10 to avoid the sample being contaminated by sources with overestimated Balmer decrements, a result of weak Hβ
measurements.
Balmer decrement, as an indicator of dust obscuration, scales with both the SFR and redshift. High SFR galaxies
typically have greater obscuration than low–SFR systems (Afonso et al. 2003; Hopkins et al. 2001), and are gener-
ally found at higher redshifts. The insets in Figure 2.3 illustrate this point. GAMA galaxies with higher 〈z〉 ≈ 0.2
(and therefore higher average SFRs) than SDSS (〈z〉 ≈ 0.08) have relatively high Balmer decrement values.
While only a small percentage of objects are without BDs in GAMA/SDSS samples, this small percentage consists
mostly of low–z, low luminosity systems. We demonstrate in §A.1.2, that the impact of empirically assigning
Balmer decrements on our derived LFs is minimal.
2.4 The luminosity function
For the LF estimates we use the Vmax (Schmidt 1968) method. In this section, we describe the derivation of
Vmax for galaxies in our sample subject to our selection criteria. We then detail the estimation of the luminosity
functions.
2.4.1 Derivation of volume corrections
The Hα luminosity function, Φ(L), is defined as the number of star forming galaxies per unit volume per unit
luminosity (Schmidt 1968), and has the general form,
Φ[logL(Hα)]×∆L = 4pi
Ω
∑
i
1
Vi,max
. (2.6)
In this equation, Vi,max represents the maximum volume out to which the ith object would be visible to and still be
part of the survey, ∆L and Ω define the assumed luminosity bin width and surveyed solid angle respectively. This
method assumes no radial density variations. A comparison between this method and other methods commonly
used in the literature is presented in Chapter 3.
The Hα star forming samples used in this study are subject to several selection constraints. For the GAMA sample,
these are the two different r–band magnitude limits (r < 19.4 for G09, 15 and r < 19.8 for G12) of the survey
(Driver et al. 2011), and the emission–line selection. Similarly for the SDSS–DR7, the emission–line selection
and r < 17.77 magnitude limit. Given these constraints, the definition of Vi,max is
Vi,max = min[(Vi,max,Hα), (Vi,max,r), (Vi,zlim)]× ci, (2.7)
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where Vi,max is the minimum of the maximum volumes that the ith galaxy would have given the flux limit
(Vi,max,Hα), and magnitude limit (Vi,max,r) of the surveys, and ci denotes the completeness correction.
The completeness corrections are made to each galaxy by weighting object numbers by the known missing fraction
brighter than the survey magnitude. As noted in Jones & Bland-Hawthorn (2001), this type of a correction accounts
for the survey incompleteness relatively accurately provided the observed fraction of galaxies is large. This is
certainly the case with GAMA, which has a spectroscopic completeness > 98% (Driver et al. 2011).
The three main sources of incompleteness, as identified by Loveday et al. (2012) for the GAMA sample, are
imaging incompleteness, spectroscopic incompleteness and redshift success. A correction for the imaging incom-
pleteness (Cim) is estimated from Figure 1 of Loveday et al. (2012), while an empirical correction for both spec-
troscopic incompleteness and redshift success (Cspec,z) is applied based on the detection probability of a galaxy in
the r–band petrosian magnitude and g − r colour in a given GAMA field. This correction is estimated relative to
the GAMA tiling catalogue (Loveday et al. 2012; Robotham et al. 2010) and accounts for the missing sets of data
(i.e. 2dFGRS, MGC), see Figures 2.4(a) and 2.5. The final weighting is given as
W =
1
CimCspec,z
. (2.8)
FIGURE 2.4: A correction (Cspec,z) based on the distribution of galaxies in r–band petrosian magnitude and g − r colour
is applied to the LFs to account for the spectroscopic incompleteness and redshift success rate. This correction also takes into
account the sample incompleteness due to the lack of 2dFGRS, MGC and 6–degree Field Galaxy Redshift Survey (6dFGRS)
data. The panels (a) and (b) indicate the percentage completeness (grey scale) at a given r–band magnitude and g − r colour
bins for the complete GAMA and SDSS–DR7 samples respectively. Bin widths in r–band magnitude and g − r colour are
0.1. The purple and red contours shown in (a) indicate the distributions of objects observed by GAMA and SDSS surveys,
and the green contours correspond to the spectra we were not able to measure flux calibrated lumnosities, and are not included
in our sample. Cspec,z as function of r–band magnitude is shown in the top panel.
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FIGURE 2.5: Cspec,z corrections for each of the GAMA fields separately. The 2dFGRS and MGC survey areas do not
overlap with the GAMA 09hr region. The incompleteness around (r, g-r)∼(18, 0.5) in GAMA 12hr and 15hr regions is due
to the lack of Hα measurements from the 2dfGRS and MGC surveys.
A similar completeness correction for the SDSS–DR7 is also implemented. Cspec,z correction is based on the
SDSS–DR7 main galaxy spectroscopic sample chosen from the photometric catalogues. Similarly to GAMA,
Cspec,z correction for SDSS–DR7 takes into account 2dFGRS, PSCz, and RC3 sources that are not part of our
sample, see Figure 2.4(b). The imaging incompleteness correction (Cim) for SDSS–DR7 is derived from Blanton
et al. (2005).
Broadband volume corrections
The determination of Vi,max,r for the SDSS sample is relatively straightforward given the single magnitude limit of
the survey. For GAMA galaxies however, we estimate zmax, at which that galaxy would still satisfy the r < 19.4
(for G09 and G15 fields) or r < 19.8 (for G12) selection criteria. The zmax values have been derived using the
stellar template spectrum that best fits u,g,r,i,z photometry (StellarMassesv08, Taylor et al. 2011). Note that the
values of zmax are flow corrected (Baldry et al. 2012). Vi,max,r for GAMA becomes
Vi,max,r =
2
3
(Vi,max,r=19.4) +
1
3
(Vi,max,r=19.8). (2.9)
A similar functional form to this is used in the derivation of Vi,max,Hα.
Emission line volume corrections
Due to the magnitude–limited nature of the GAMA/SDSS surveys, an approximate Hα flux limit of F (Hα) =
1× 10−18W m−2 uncorrected for dust obscuration is assumed for the calculation of Vi,max,Hα (see Brough et al.
2011). This value roughly corresponds to the turn–over in the observed Hα flux histogram, and we assume that
our sample is incomplete below this limit. Figure 2.6 illustrates the distribution of SFRs in redshift relative to the
SFR corresponding to the assumed flux limit.
The impact of our assumptions about the Hα flux limit is minimal. This is detailed in § 2.4.4.
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FIGURE 2.6: The distribution of the observed (i.e. not corrected for dust obscuration) Hα SFRs (data points and the
contours) relative to the SFR corresponding to the assumed flux limit of 1× 10−18W m−2 (dashed line). Close to half of
the sources with detected Hα emission lie below the selected Hα completeness limit. Note that all the SFR points shown in
Figure 2.1 are also shown here. See Figure 2.1 caption for more information.
2.4.2 Hα luminosity functions
Hα LFs in several redshift bins are generated using the Vmax technique described above and are shown in Fig-
ure 2.7. The uncertainties in each luminosity bin are Poisson errors. The four panels in Figure 2.7 show GAMA
LFs in four redshift bins (blue points: 0 < z < 0.1, 0.1 < z < 0.15, 0.17 < z < 0.24, and 0.24 < z < 0.35), and
SDSS LFs in two redshift bins (orange points: 0 < z < 0.1, and 0.1 < z < 0.2). The break in redshift between
second and third GAMA redshift bins corresponds to the z ∼ 0.16 region where Hα measurements are likely to
be affected by the atmospheric O2 absorption, see Figure 2.1.
All GAMA LFs extend approximately an order of magnitude brighter in luminosity than other published LFs
shown in Figure 2.7. The GAMA low–z LF (Figure 2.7a) extends approximately an order of magnitude in lumi-
nosity both fainter and brighter than other published results to date. Furthermore, our result agrees well with other
studies in the luminosity range probed by existing data, with the exception of the Westra et al. (2010) LF. The dis-
agreement between the GAMA and Westra et al. (2010) LFs is largest over the shaded region. This could be due
to the relatively small survey area (∼ 4 deg2) of Westra et al. (2010) sampling an under–dense region. We demon-
strate in §2.4.3, however, that there may be a significant impact from the joint r–band and emission–line selection,
and the assumptions related to Hα flux limits for magnitude–limited surveys that contribute to this disagreement.
These are likely to be the dominant effects.
The SDSS–DR7 LF explores a similar range in bright luminosities as GAMA and agrees well with both GAMA
and published LFs. The turn–over below LHα ≈ 1031.5 W in the SDSS LF is due to the incompleteness arising
from the Hα line flux limit.
The GAMA LF over 0.1 < z < 0.15 (Figure 2.7b) is in good agreement with the SDSS–Stripe 82 0.032 < z < 0.2
LF of Gilbank et al. (2010) within 33 6 logLHα 6 35.5. The disagreement between the GAMA and SDSS LFs
in the second redshift bin is likely due to the brighter SDSS magnitude cut (r = 17.77) preventing optically faint
high–SFR galaxies from entering the SDSS sample (see the discussion in § 2.4.3). This assertion is supported
by the lack of evolution between 0 < z < 0.1 and 0.1 < z < 0.2 SDSS LFs. The scatter in published LFs
is significant over 0.1 < z < 0.3, particularly at relatively low–luminosities, where cosmic (sample) variance,
selection and incompleteness issues impact the most. The GAMA LF in the 0.17 < z < 0.25 redshift bin certainly
provides a better estimate for the bright end of the LF, where other LFs suffer from small number statistics. The
final GAMA LF agrees well with Westra et al. (2010) at this redshift. This agreement, however, is likely to be a
consequence of the bivariate selection of the GAMA sample, as discussed in the next section. The agreement is
therefore likely an outcome of both surveys preferentially selecting brighter galaxies at higher redshifts.
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(d) 0.24<z<0.34
Jones & Bland−Hawthorn (2001; TTF, z~0.4)
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FIGURE 2.7: GAMA (blue) and SDSS–DR7 (red) Hα luminosity functions in four broad redshift bins (see key in each
panel for detailed ranges). The redshift ranges increase from left–to–right, top–to–bottom, covering a total redshift range of
0 < z < 0.34 for GAMA and 0 < z < 0.2 for SDSS–DR7. The axis ranges in each panel are kept the same to highlight the
broad luminosity range sampled by the GAMA LFs. The figure also presents a comparison of our results with published LFs
spanning similar redshift ranges. LFs from other authors have been converted to our assumed cosmology. An obscuration
correction based on the assumption of a one magnitude extinction in Hα (Hopkins & Beacom 2006) is applied to correct the
observed LFs of Jones & Bland-Hawthorn (2001) and Gilbank et al. (2010). The grey band in (a) highlights the luminosity
range over which the discrepancy between Westra et al. (2010) and GAMA low–z LFs is largest.
2.4.3 Bivariate selection
Both GAMA and SDSS are magnitude–limited surveys and any emission–line sample drawn from such a survey
is subject to dual selection criteria. In order to contribute to the LF, a galaxy must satisfy both the broad–band
magnitude limit and the emission line flux limit. The completeness corrections applied to the Hα LFs account for
the incompleteness as a function of broad–band magnitude and colour, but nonetheless a bias remains. There is
a population of bright Hα galaxies that do not enter the sample initially as their broad–band magnitudes are too
faint, and it is not possible to correct for this effect. We explore the impact of this bias here.
We assume a fiducial Hα flux limit of 1 × 10−18W m−2 for the analysis presented in this paper (Brough et al.
2011), which also approximately corresponds to the turn–over in the observed flux histogram, see Figure 2.10. As
discussed in § 2.4.4, the incompleteness increases towards the flux limit, and can be as large as 50% at the limit.
The effect of Hα incompleteness becomes progressively larger with redshift. As such, the GAMA and SDSS–
DR7 low redshift samples are likely to be the most complete, with the higher redshift GAMA and SDSS samples
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becoming more and more incomplete with increasing redshift.
In Figure 2.8 we show the bivariate Hα/Mr distributions for our GAMA and SDSS samples. These are not bivariate
LFs, which we present in a companion paper (Gunawardhana et al., in prep6), but serve to show the distribution of
luminosities spanned by the galaxies detected in each sample.
Figure 2.8 (a) shows the bivariate Hα luminosity/Mr distribution for both the GAMA and SDSS z 6 0.1 samples.
The overlapping region of the bivariate distributions indicate that the GAMA sample consists of optically faint
galaxies with similar SFRs to optically bright SDSS galaxies. This r–band faint population is only detected in
GAMA, demonstrating the Hα incompleteness of SDSS. The grey band in Figure 2.8 (a) highlights the same
luminosity range emphasised by the shaded region in Figure 2.7 (a), where the discrepancy between the Westra
et al. (2010) and GAMA/SDSS–DR7 LFs is greatest.
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FIGURE 2.8: GAMA absolute magnitude (Mr) versus aperture and obscuration corrected Hα luminosity (LHα) bivariate
distributions. (a) The distribution of GAMA galaxies within 0 < z < 0.1 with r < 19.4 (or 19.8), compared with SDSS
galaxies in the same redshift range with 14.5 < r < 17.77. The grey band highlights the same luminosity range as in Fig-
ure 2.7a. The GAMA distribution is represented by solid contours and data points, while the SDSS distribution is represented
by transparent coloured contours. The brown colour bar indicates the data density colour coding for the GAMA contours,
while the data densities corresponding to the SDSS contours are shown in the key. The unit of data density is per Mr per
log LHα. (b) The Hα luminosity versus Mr distributions for the GAMA sample in the four redshift ranges.
The effects of joint selection on the higher redshift LFs are evident in Figures 2.8 (b) and 2.9. Only the distribution
of the low–z sample covers a wide range in both Hα luminosity and Mr, while the higher redshift distributions
become progressively more and more limited in the range of both Hα luminosity and Mr probed; each sample
is missing a fraction of highly star forming, but optically faint galaxies, and this missing fraction becomes more
significant with increasing redshift. The impact, then, is that our higher redshift LFs remain incomplete, and
can potentially be missing as much as 50% of the bright Hα population. This is explored in more detail in
Gunawardhana et al. (in prep.), which investigates the evolution of the bivariate Hα/Mr LF.
6Chapter 2 of this thesis
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FIGURE 2.9: GAMA absolute magnitude (Mr) versus aperture and obscuration corrected Hα luminosity (LHα) bivariate
distributions for galaxies in 0.17 < z < 0.24 (green) and 0.24 < z < 0.34 (purple) redshift bins compared to the distribution
presented in Figure 9 of Shioya et al. (2008). They used HST COSMOS2 narrowband survey data to construct their Hα LF.
The redshift coverage of their data is ∼ 0.24. The vertical dashed line indicates the approximate absolute r–band magnitude
corresponding to z ∼ 0.24 given GAMA’s limiting magnitude of 19.8. The horizontal line marks the approximate luminosity
around the ‘knee’ (i.e. close to L∗) of higher–z LFs. This figure demonstrates that there is a population of optically faint star
forming galaxies with z ∼ 0.24 (close to 50%) that do not enter either 0.17 < z < 0.24 or 0.24 < z < 0.34 GAMA samples.
2.4.4 Lower and upper limits of Hα luminosity functions
In addition to the incompleteness introduced by the bivariate selection, where optically faint star forming galaxies
do not enter our sample due to the broadband selection of the survey, further uncertainties arise from the adopted
Vmax definition. Here we investigate a series of Vmax corrections to the LFs that bracket our best estimated LFs
presented in §2.4.2. The aim of this analysis is to identify the (extreme) lower and upper limits to SFR densities.
In subsequent sections we show that the uncertainties related to measurements and systematics fall within these
limits.
Best estimate
Firstly, we present a discussion of the true LFs presented in § 2.4.2 that assume a flux limit of 1× 10−18W m−2,
and explain the discrepancies between GAMA and Westra et al. (2010) 0 < z < 0.1 LFs shown in Figure 2.7.
Emission line samples drawn from magnitude–limited surveys, such as GAMA and SDSS, involve assumptions
about flux limits. The point at which an observed flux histogram turns over can be taken as a suitable limit.
We assume an Hα flux limit of 1× 10−18W m−2 (Brough et al. 2011) to produce the results presented in § 2.4.2
following the methodology described in § 2.4.1. This limit roughly corresponds to the peak value of the observed
low–z Hα flux histogram (Figure 2.10 a).
The open histogram in Figure 2.10 depicts the predicted distribution of Hα fluxes over the same redshift range.
This distribution is a simple prediction based on the GAMA low–z Hα LF presented in § 2.4.2. This prediction of
the flux distribution is derived from the LF that we calculate from the observed flux distribution, and is thus being
used merely as a self–consistency test. In the absence of the true underlying flux distribution this is sufficient,
though, to explore our expected completeness as a function of Hα flux, and we can see that even at the peak of the
observed flux distribution, we are only about 75% complete. At our assumed flux limit of 1× 10−18W m−2 we
are about 50% complete. To investigate how our assumptions about the Hα flux limit influence the shape of the
LF, we reproduce the low–z GAMA Hα LF assuming several different flux limits indicated in Figure 2.10 (a). The
resultant LFs are shown in Figure 2.10 (b), and it can be seen that the changes are primarily at the fainter end of
the LF (log L . 34).
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FIGURE 2.10: The observed versus predicted flux Hα flux distributions for low redshift galaxies. The solid histogram
shows the observed Hα flux histogram for galaxies with z < 0.1. A simple prediction of the distribution of Hα fluxes for
low–z galaxies based on our low–z Hα LF is shown by the open histogram. The blue vertical solid line indicates the Hα
flux limit used in this study, and on the right the resultant low–z LF. The rest of the solid lines indicate different flux limits
tested, and on the right the resultant LFs. The low–z LFs corresponding to the two limiting cases are shown here with (filled
symbols) and without (open symbols) completeness corrections. The grey band highlights the same luminosity range as in
Figure 2.7a
We assert that the differences in the assumed Hα flux limit and in the formulation of Vmax between this analysis
and Westra et al. (2010) contribute to some of the discrepancies between LFs shown in Figure 2.7(a). Westra et al.
(2010) have used a lower Hα flux limit to construct their LFs. A low flux limit yield a larger volume over which an
object could be detected, resulting in a lower LF normalisation. We demonstrate this in Figure 2.10(b) by varying
the flux limit. Note that in this study, a flux limit lower than 1× 10−18W m−2 yield a Vmax limited by r–band
(see Eq. 3.2). These differences in methods along with the uncertainties arising from the cosmic (sample) variance
could explain the discrepancy between GAMA low–z and Westra et al. (2010) LFs (Figure 2.7a).
Identifying a lower limit
In order to identify a lower limit to SFR density, we set the Hα flux limit to be equal to our Hα detection limit
of 2.5× 10−19 W m−2. This is an unrealistically low limit as the observed Hα flux histogram in comparison to
that predicted indicates close to 90% incompleteness in Hα detections (Figure 2.10a). Additionally, we apply no
r–band Vmax constraint or completeness corrections to the LFs.
Intentionally neglecting the r-band volume limits and completeness correction ensure that the resulting LF will
underestimate the true values, and should be a strong lower limit (Figure 2.10b). The integral of this resulting LF in
turn will give a strong lower limit to the SFR density. The Hα LFs constructed this way are shown in Figures 2.10
(b) and 2.11. The lower limit number densities indicated by data points in Figure 2.11 are generally lower than
that predicted by the best estimate LFs at a given luminosity. This is, however, not always true as can be seen in
Figure2.11 (d) where the red points at logL ≈ 34 (W) and logL > 37 (W) indicate higher number densities than
the best estimate LF points. As a result of the low flux limit, a large number of low Hα flux detections enter the
sample. Most of these objects are low luminosity galaxies such that the number of galaxies contributing to the
lower limit LF point at logL ≈ 34 (W) is relatively larger than the number contributing to the best estimate LF
data point. The total number of galaxies contributing to the best estimate LF at logL > 37 (W) are both lower and
their Vmax are closer to Vi,zlim (see Eq. 3.2), whereas the number contributing to the lower limit LF at logL > 37
(W) is slightly larger with Vmax approximately equal to Vi,zlim.
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Identifying an upper limit
An upper limit to SFR density is determined by including all Hα detections down to our detection limit. The
Vmax,Hα for objects with fluxes between the assumed detection limit and flux limit are set to equal to their comov-
ing volumes. The resultant LFs are shown in Figures 2.10(b) and 2.11. Note that this is not a substantial increase
over our best estimate LF. The addition of all reliable Hα detected sources, those below the nominal flux limit,
does not significantly increase the LF or the corresponding SFR density.
2.5 Functional fitting
Galaxy LFs are usually fit with a Schechter (1976) function (e.g. Loveday et al. 1992; Blanton et al. 2003b),
Φ(L)dL = Φ∗
(
L
L∗
)α
exp
(
− L
L∗
)
d
(
L
L∗
)
, (2.10)
where L is the galaxy luminosity, and Φ(L) dL is the number of galaxies in luminosity range L + dL per cubic
Mpc. The parameters α, L∗ and Φ∗, determined empirically, describe the shape of the fit, the slope of the LF at
faint luminosities, the characteristic Schechter luminosity, and the normalisation factor at L∗ respectively.
The same functional form is generally used to fit star forming LF data (e.g. Gallego et al. 1995; Jones & Bland-
Hawthorn 2001). However, in contrast to broad–band optical LFs, our measured Hα LFs are inconsistent with an
exponential drop in number density for L > L∗. Most of the published Hα LFs for star forming galaxies only
probe a limited range in luminosity centred around L∗. Within this narrow range probed, the Schechter function
provides a good fit. The much larger volumes probed by the GAMA and SDSS–DR7 LFs allow us to sample a
wide range in Hα luminosities. This enables us for the first time to study both faint and bright ends of the Hα LF.
For these LFs, the Schechter function is clearly not the best representation. This can be best seen in Figure 2.7
(a) by comparing GAMA and SDSS LFs with the Pe´rez-Gonza´lez et al. (2003) LF, the exponential drop of the
Schechter function is too steep to match the LFs presented in this paper.
We find that the functional form presented in Saunders et al. (1990) provides a more suitable fit to the GAMA LFs.
Φ(L)dL = C
(
L
L∗
)α
exp
[
− 1
2σ2
log2
(
1 +
L
L∗
)]
d
(
L
L∗
)
. (2.11)
Motivated by the power–law shape of the far–infrared 60µm LFs for L > L∗, Saunders et al. (1990) introduced
the above function, which behaves as a power law for L < L∗ and as a Gaussian in logL for L > L∗ with a
Gaussian width given by σ, and a normalisation factor at L∗ given by C. The SFR density is estimated from
numerically integrating the Saunders et al. (1990) function. This functional form is widely used to describe the
LFs of far–infrared, and radio star forming populations (e.g. Rowan-Robinson et al. 1993; Hopkins et al. 1998).
Using mock galaxy samples drawn from a Schechter stellar mass distribution, Salim & Lee (2012) demonstrate
the underlying SFR distribution is better described with a Saunders function while a Schechter function provides
a good description for mass distributions. They have also shown that a star forming LF can appear Schechter–like
when luminosities are not corrected for dust obscuration.
In particular, it is encouraging that this functional form can be used consistently to reproduce the LFs for SFR trac-
ers at each of the radio, far–infrared, and now Hα wavelengths. We highlight here that while Schechter functions
have been used in the past to fit the shape of the Hα LF, the surveys in question have all probed relatively small
volumes compared to GAMA and SDSS. Only with a sufficiently large volume is the bright end of the star form-
ing population able to be sufficiently well–sampled to reliably measure the rare extreme star–forming population.
Even with a Saunders parametrisation, it is still difficult to describe both the lowest SFR galaxies contributing to
the faint–end rise in Φ and the highest SFR galaxies that diverge from a Gaussian decline in Φ. Therefore, in order
to constrain the functional fits to the LFs, the outlying GAMA LF points, shown as open symbols in Figure 2.11,
are excluded from the fitting. The variation in Hα luminosity density with Hα luminosity as traced by the LFs
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and the Saunders functional fits to data is shown in Figure 2.14. See §A3 for comparisons with the Schechter
functions. The fact that a Saunders functional form seems to be the most appropriate form for each of radio, far-
infrared and Hα LFs suggests that the same should be true for ultraviolet LFs probing star formation in galaxies.
This is again demonstrated in Salim & Lee (2012) using mock galaxy samples. They find that intrinsic ultraviolet
LFs over a moderate dynamic range follow their mock SFR functions and indicate a Saunders–like drop in number
densities with increasing luminosities. This could have a potentially signficant impact on the very highest redshift
estimates of SFR density, where UV LFs are often fit by Schechter functions (e.g. Bouwens et al. 2011, 2010) to
data measured over a comparatively narrow range of observed luminosity.
2.5.1 Fits to the data
We use a Levenberg–Marquardt method for finding the minimum χ2 fit to the binned LF data points. A maximum–
likelihood method that does not require binning of LF data (e.g. the method of Sandage et al. 1979, STY) is not
adopted here for the fitting as they rely on the assumption of a functional form, whereas we would like to establish
whether our chosen parameterisation represents a better fit to the data compared to a Schechter function. Moreover,
in this case, the STY method needs to be modified to take into account the bivariate selection of the sample. In
Chapter 3 we describe how the step–wise maximum likelihood method, a variant of STY, is modified to account
for the bivariate selection. The resultant Saunders functional fits and the best–fit parameters to the GAMA/SDSS
LFs are presented in Figure 2.11 and Table 2.2.
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FIGURE 2.11: The best–fit Saunders functions for all the luminosity functions. The redshift increases from left–to–right,
top–to–bottom. The triangles denote Φ values in each luminosity bin, with filled triangles showing the points used for the fit.
The best–fit α value from the Shioya et al. (2008) LF is used to constrain the faint–end slope of GAMA LFs beyond z > 0.1.
The blue and red diamonds indicate the LFs corresponding to lower and upper limiting Vmax cases discussed in § 2.4.4, and
the resulting SFR densities are shown in Figure 2.15. The best–fit Saunders parameters are given in Table 2.2.
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All GAMA LF data points and most of the SDSS LF data points belonging to the lowest–z bins are used in the
fitting, see Figure 2.11. None of the rest of our LFs cover the same wide range in luminosity that the GAMA low–z
LF covers, largely due to the r–band flux limit in the survey selection (Figure 2.9). As a consequence, we can only
constrain the LF over a narrow range in luminosity at the higher redshifts. For instance, the range in luminosity
sampled by the second GAMA LF is less than half the range sampled by the GAMA low–z LF (see Figure 2.7).
The lack of L  L∗ LF data is a significant drawback in determining α accurately. To overcome this difficulty,
we investigated two alternative approaches to fitting the Saunders functional forms to LF data.
Fixed the faint–end slope of the LF. This is the approach shown in Figure 2.12. We use the best–fit α parameter
from the Shioya et al. (2008) narrowband LF (z ∼ 0.24) to fix the faint end of the higher–z GAMA/SDSS LFs.
This value is chosen instead of that estimated using GAMA low–z LF or other narrowband LFs estimates as the
redshift range probed by the Shioya et al. (2008) LF roughly corresponds to the redshift range of the GAMA
higher–z LF, and it probes a relatively larger luminosity range at that redshift. Narrowband surveys, although only
covering a comparatively small sky area, have the advantage of being complete down to a given Hα luminosity,
and at modest redshifts, they successfully extend substantially below L  L∗ compared to those from surveys
initially selected with a broad–band magnitude limit.
The LF data points that indicate a turn–over in number density as a result of higher–z sample incompleteness are
excluded from the functional fits. These excluded points are denoted by open symbols in Figure 2.11. Even though
the faint–end slope of the LF is fixed, the bright end of the LF is affected by the bivariate selection effects, which
progressively become significant with redshift (Figure 2.8b). This results in lower integrated SFR densities for
the higher–z LFs as the bivariate selection prevents optically faint high Hα luminosity objects from entering the
higher–z samples, and affecting the overall normalisation of the LF. The fitting for the highest–z LF cannot be
constrained as only the points above the knee of the LF can be used.
Normalised to match narrowband LF data.
Another way of determining the faint–end slope of the Hα LFs is to normalise our data to match narrowband LFs.
Narrowband surveys are complete down to a given Hα luminosity and consist of relatively large number of faint
Hα emitters (Figure 2.9). As a result their LFs are more complete below L < L∗ than those based on a broadband
selected galaxy sample. In contrast, magnitude–limited surveys covering a large sky area consist of relatively large
numbers of bright Hα sources, and the respective LFs are likely more complete above L > L∗ than those based on
narrowband data sets. We therefore use published narrowband LF data to estimate the evolution of the faint end
of higher–z (0.17 < z < 0.24 and 0.24 < z < 0.34) GAMA LFs. For the GAMA 0.1 < z < 0.15 LF, where no
wide-area narrowband measurements are available, we combined GAMA LF data with Gilbank et al. (2010) data
to determine the faint–end slope of the LF.
The overlapping LF data from Gilbank et al. (2010) and Shioya et al. (2008) are used to normalise the higher–z
(0.1 < z < 0.15 and 0.17 < z < 0.24) GAMA LFs. However, such a normalisation could not be achieved for
the highest–z (0.24 < z < 0.34) GAMA LF due to the lack of overlap between GAMA and Ly et al. (2007)
LF. The normalisation factors estimated using the approximately overlapping Gilbank et al. (2010) and GAMA
0.1 < z < 0.15 LF data in 34 < logL(W ) < 35.5 range (see Figure 2.7 b) is ∼ 0.12 dex, and the factor using
overlapping Shioya et al. (2008) and GAMA 0.17 < z < 0.24 LFs is negligibly small as the two LFs agree very
well (Figure 2.7 c). We note that the larger normalisation required to match GAMA 0.1 < z < 0.15 LF data
with Gilbank et al. (2010) LF could be a result of the different redshift ranges probed by the LFs. It is likely that
Gilbank et al. (2010) LF indicates some evolution as it covers a larger redshift range than the respective GAMA
LF. The functional fits to the combined LFs are shown in Figure 2.12, and the best fit functional parameters are
given in Table 2.3.
The modest level of evolution demonstrated by these LFs is highlighted in Figure 2.13. The largest change is seen
between the first and second redshift bins, with minimal measurable change thereafter. The lack of evolution here
is most likely due to the high incompleteness of higher redshift samples, a result of the joint selection in both
broad–band magnitude and emission line flux. Even though there is some evolution in the LF over this redshift
range, it is difficult to quantify the extent accurately without accounting for the impact of the sample selection.
This has been outlined above in §2.4, and is explored in more detail in an analysis of the bivariate Hα/Mr LF in
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FIGURE 2.12: The best–fit Saunders functions for the higher–z luminosity functions. The triangles denote GAMA Φ
values in each luminosity bin, with filled triangles showing the points used for the fit. We use the published luminosity
functions of Shioya et al. (2008, narrow–band survey, 0.233 < z < 0.249), and Ly et al. (2007, narrow–band survey,
0.382 < z < 0.418) to get a better estimate of the faint–end evolution of GAMA 0.17 < z < 0.24 and 0.24 < z < 0.34
LFs. For the GAMA 0.1 < z < 0.15 LF, we have used the Gilbank et al. (2010, based on magnitude limited SDSS data,
0.032 < z < 0.2) LF data as there are no wide-area narrowband measurements are available. These points are shown
as open stars in all panels. The normalisation factor determined for 0.1 < z < 0.15 range using Gilbank et al. (2010) is
the largest (0.12 dex). This could be due to the differences in the redshift ranges probed the two LFs. The normalisation
determined for the 0.17 < z < 0.24 range using Shioya et al. (2008) measurements is negligible, and a normalisation cannot
be determined for the final redshift bin as Ly et al. (2007) and GAMA 0.24 < z < 0.34 LF data do not overlap. The colours
correspond to those in Figure 2.11. The best–fit Saunders parameters are given in Table 2.3. For the GAMA 0.17 < z < 0.24
combined LF we provide the functional fits determined using normalised GAMA LF data combined with Gilbank et al.
(2010) data and fixing the faint–end slope (α) at −1.35 (dashed line), fitting to the faint–end (solid line), and the original
GAMA 0.1 < z < 0.15 LF data combined with Gilbank et al. (2010) data and fitting to the faint–end slope (dot–dashed line).
Gunawardhana et al. (in prep).
Finally, the Hα luminosity density at a given Hα luminosity is given by,
ρHα(L) = LHα × Φ(L). (2.12)
The luminosity density versus luminosity distributions are shown in Figure 2.14. The peak luminosity density
occurs approximately atL∗, demonstrating both that it is typically galaxies close toL∗ that dominate the luminosity
density of the universe at low redshift, and also the modest evolution in Hα luminosity density with redshift.
Although not shown in Figure 2.14, the best–fit L∗ values from the Schechter functional fits to the LFs are always
larger than those corresponding to the Saunders fits. GAMA and SDSS LFs indicate a Gaussian–like decrease in
number density with increasing luminosity owing to the large range in luminosity sampled. Therefore, fitting a
Schechter function to our data is clearly not appropriate, and results in an overestimation of L∗, see Figure 2.12.
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FIGURE 2.13: A comparison of GAMA (a) and SDSS (b) Hα LFs, and their functional fits, demonstrating the modest
evolution over the observed redshift range. Again, the colour scheme corresponds to that from Figure 2.11.
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FIGURE 2.14: The Hα luminosity density as a function of Hα luminosity, and its evolution. This illustrates that the bulk
of the luminosity density comes from galaxies with luminosities close to L∗. The solid and dot–dashed lines indicate the
luminosity densities derived from the Saunders fits shown in Figures 2.11 and 2.13 and Schechter fits respectively, and the
dashed lines indicate luminosity densities derived directly from the data. The solid symbols indicate L∗ values obtained from
Saunders (triangles; best fit L∗, logC, α, and σ are estimated for the lowest–z LF, α is fixed to be −1.35 and the best fit L∗,
logC, and σ are estimated for the rest) and Schechter (stars; the best fit parameters are estimated in the same manner as in
Saunders functional fits) functional fits to the LFs. Note that the best–fit L∗ values corresponding to a Saunders functional fit
are smaller than that obtained from a Schechter functional fit.
This is discussed further in Appendix A, and illustrated in Figure A.4.
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2.6 The cosmic history of star formation
The cosmic star formation history (SFH) is a fundamental component in understanding galaxy formation and evo-
lution. The observed SFH encompasses the imprint of all the underlying physical processes such as mergers,
feedback processes, accretion, etc. that shape a galaxy, and is a crucial constituent in constraining galaxy forma-
tion/evolution models (e.g. Hopkins & Beacom 2006).
Figure 2.15 shows the derived SFR densities from Hα luminosities for the GAMA and SDSS–DR7 samples,
compared against a variety of published measurements derived from SFR–sensitive emission lines (Hα, Hβ,
[O III] λ5007, [O II] λ3727). Where necessary, the data are corrected to the cosmology assumed in this paper
using the approach of Hopkins (2004). If the published measurements do not already correct for obscuration, we
apply a simple correction assuming one magnitude extinction in Hα. The tables in Appendix A list the published
data used in this study.
The GAMA SFR density estimate for the 0.001 < z < 0.1 range is in agreement with the results of Nakamura
et al. (2004). They have used optically selected and morphology–classified bright galaxies from the SDSS northern
stripe to estimate SFR density at z ∼ 0.1. We should expect to see an increase in the SFR density over the redshift
range probed by GAMA. The GAMA data, shown as filled light blue stars in Figure 2.15, however, indicate
essentially no evolution in SFR density. These SFR densities correspond to the completeness corrected LFs shown
in Figure 2.7, with the blue circles indicating the reduction in SFR density if no completeness correction is applied
to the LFs. The lack of evolution in SFR density we see is mainly due to the bivariate selection effects discussed
in § 2.4.3. The SFR density measurements corresponding to z < 0.1 GAMA LF (Figure 2.11) and 0.1 < z < 0.15
GAMA LF combined with Gilbank et al. (2010) LF points (Figure 2.12) indicate some evolution. This dictates
that normalising GAMA LFs to narrowband or other magnitude-limited LF data provides a better estimate of the
faint–end of the LF, thus increasing the reliability of the final measurement. However, none of the GAMA higher–
z LFs normalised to narrowband LF data indicate any evolution. This is a direct result of the bivariate selection
introducing a significant incompleteness to L > L∗ LF points (see § 2.4.3 and Figure 2.9). We see a similar lack
of evolution in higher–z SFR density measurements (i.e. the two higher–z data points, see Table B1) from Westra
et al. (2010). This is likely due bivariate sample selection as their sample is also drawn from a magnitude–limited
survey. The other data points in Figure 2.15 indicate the emission–line estimates of SFR densities at different
epochs. Emission line measurements, as direct indicators of on–going star formation in a galaxy, are ideally the
best tracers of the evolution of SFR density, and yet this figure shows considerable scatter, almost an order of
magnitude, between different surveys.
Despite the spread in SFR densities due to different indicators, the scatter is still present within the SFR densities
estimated from individual indicators, in particular Hα emission. Part of this scatter can be explained by the
inconsistencies between and biases within the different samples. For instance, most of the data shown here are
mainly from narrowband filter, Hα imaging and broad–band magnitude–selected surveys. The spectroscopy of
optically selected emission line samples is biased by the bivariate selection discussed in § 2.4.3. As such, a galaxy
sample drawn from a magnitude selected survey tends to be incomplete. Narrowband filter surveys, although not
subject to this effect, suffer from cosmic (sample) variance issues, uncertainties due to dust corrections, and the
blending of Hα and [N II] in narrowband filters, unless spectroscopic data are available (e.g. Lo´pez-Sa´nchez &
Esteban 2008). Such surveys are currently limited in area to at most few square degrees, and consequently are
only able to probe a narrow range in the LF, e.g. log LHα ≈ 31− 33 (W) over z ≈ 0.065− 0.095 (Ly et al. 2007)
and log LHα ≈ 32.5 − 33.5 (W) over z ≈ 0.08 (Jones & Bland-Hawthorn 2001). At high redshifts narrowband
surveys are more complete as they become less sensitive to cosmic (sample) variance, reducing the scatter in SFR
density measurements at these redshifts.
In view of the biases introduced into our sample through differences in survey selection criteria, the local star
formation history measured by GAMA (blue stars) is a lower limit. Nonetheless, GAMA provides currently the
best galaxy sample to investigate star formation in the local universe, and therefore (currently) the best estimates
of the SFR densities at low–z. The SFR densities at higher redshift ranges are underestimated as a result of the
joint selection imposed on our GAMA star forming sample. As we showed in § 2.4.3, this incompleteness is a
result of drawing a star–forming galaxy sample from a magnitude limited survey, introducing a bias to the sample
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FIGURE 2.15: The cosmic history of star formation. The SFR densities estimated using GAMA and SDSS–DR7 Hα
LFs are shown as blue and red stars. The filled light blue stars denote the completeness corrected GAMA SFR densities
corresponding to the LFs shown in Figure 2.11, with the blue open circles indicating the drop in SFR density if no correction is
applied (see Figure A.2 for the LFs). The dark blue filled star indicates the z < 0.1 SFR density corrected for GAMA’s known
under–density (Driver et al. 2011). The GAMA and SDSS points are compared with other narrowband/slitless spectroscopy
(open symbols) and magnitude–limited and other types (filled symbols) surveys using Hα (black symbols), Hβ (brown),
[O II] λ3727 (green), and [O III] λ5007 (magenta). A compilation of published SFRD measurements shown is presented in
Appendix B. The shaded regions and the dashed line denote the best–fit cosmic SFRs derived by Hopkins & Beacom (2006),
and Fardal et al. (2007) respectively using available observational data. All comparisons presented here assume concordance
cosmology, and the SFR calibration given in Eq. 2.3. The right panel shows zoomed–in comparison. The boxes that bracket
the GAMA SFR densities indicate the uncertainties associated with the measurements. The lower/upper edges of the boxes
indicate the lower/upper SFR density limits described in § 2.4.4 and shown in Figure2.11. Note that these limits, particularly
the lower limits, are limits obtained by intentionally calculating unrealistically extreme bounds for the LFs. The overlap
between the highest–z SFR density point and the upper limit (yellow box) is due to the functional fit to the LF data being
overestimated. This is a result of the small number of LF data that can be used for the functional fitting as the highest–z LF
becomes incomplete (i.e. turns over) at luminosities > L∗. The open blue stars in the right panel indicate the SFR density
measurements calculated by combining higher–z GAMA LFs with other LFs in the literature. The combined LFs and their
functional fits are shown in Figure 2.12 and the best fit parameters are given in Table 2.3. The three entries for 0.1 < z < 0.15
given in Table 2.3 are shown as case 1 (dashed green line in Figure 2.12), 2 (solid green line in Figure 2.12) and 3 (dot–dashed
black line in Figure 2.12).
against optically faint star–forming systems.
The SFHs of Hopkins & Beacom (2006), the best–fit to FUV and IR observational data, and Fardal et al. (2007),
the best–fit to UV, emission line and IR observational data, are also shown in Figure 2.15. Most of the low–redshift
(z . 1) FUV SFR density estimates used by Hopkins & Beacom (2006) are based on u–band luminosity, a
reasonable alternative to FUV luminosity (Hopkins et al. 2003). Also, the u–band luminosity has two advantages
over FUV, the availability of more data for better statistics, and being less affected by extinction (Prescott et al.
2009). In this context the u–band luminosity has the additional advantage of not being subject to a bivariate
selection. For these reasons, the Hopkins & Beacom (2006) SFH is likely somewhat more complete than both
emission–line based measurements and the Fardal et al. (2007) SFH. This is consistent with the emission line
based measurements being on average lower than those from the combination of UV and IR.
The sensitivity of various star formation indicators to different time scales must also be considered. Emission
line indicators are sensitive to shorter time scales of typically 6 10 Myr than UV estimators, > 100 Myr–1 Gyr
(Moustakas & Kennicutt 2006; Gilbank et al. 2010; Koribalski & Lo´pez-Sa´nchez 2009; Lo´pez-Sa´nchez et al.
2012). u–band measures are likely contaminated by the flux from old stellar populations, and consequently caution
must be used in order not to overestimate the derived SFR densities (Cram et al. 1998; Kennicutt 1998; Hopkins
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et al. 2003), although an u–band - SFR relationship seems to be valid for starburst galaxies (Lo´pez-Sa´nchez 2010).
2.6.1 Impact of the assumptions on cosmic star formation history
A number of assumptions are made in order to calculate the SFR densities presented in this paper. Here we
summarise the impact of some of those assumptions on the cosmic SFR density.
In § 2.4.4 we discuss how the LF varies if the assumed Hα flux limit is varied. That analysis indicates that the
change in L∗ can be as much as ∼ 0.4 dex if we increase our assume FHα limit to 3× 10−18W m−2. While this
may seem like a significant effect, this change introduces only a ∼ 10% variation to the integrated SFR density.
The Balmer line measurements for the GAMA sample are corrected for the underlying stellar absorption by as-
suming a constant correction (see § 2.3). The impact of this assumption on the shape of the LFs is discussed in
§A.1.1, the effect on SFR density is minimal.
The uncertainties arising from the completeness corrections (see § 2.4) are investigated in §A.1.1 by constructing
the LFs without applying any corrections for incompleteness. Figure 2.15 shows how the SFR densities would be
underestimated if no corrections for incompleteness are applied.
2.7 Cosmic (sample) variance
Cosmic (sample) variance has been widely cited as a prominent contributor to the scatter present between published
LF/SFR density measurements (Westra & Jones 2008; Ly et al. 2007), see also Figures 2.7 and 2.15. Several
authors (Moster et al. 2011; Driver & Robotham 2010; Somerville et al. 2004) have provided prescriptions on
addressing cosmic (sample) variance issues.
Driver et al. (2011) and Driver & Robotham (2010) provide a quantitative description of sample variance issues re-
lated to the GAMA survey. In short, the three GAMA fields overall are 15% under–dense compared to a 5000 deg2
region of SDSS–DR7 for z out to 0.1. Beyond z > 0.1, an internal comparison between the three fields indicates
that the cosmic (sample) variance is significant between the fields with the GAMA 09h field being particularly
under-dense. Table 2 of Driver & Robotham (2010) provides the cosmic (sample) variance values for GAMA over
several redshift intervals. Using their method, we estimate cosmic (sample) variance values for the redshift ranges
corresponding to the LFs presented in this paper (Table 2.4). Although the cosmic (sample) variance is signifi-
cant per GAMA field, it is largely mitigated overall as the sampling variance is inversely related to the number of
distinct fields observed.
TABLE 2.4: Sampling variance estimates for GAMA in redshift ranges considered in this study. These estimates are based
on the prescription of Driver & Robotham (2010).
z range sampling variance (%) sampling variance
per field (%)
0 < z < 0.1 15 26
0.1 < z < 0.155 12 21
0.17 < z < 0.24 8 14
0.24 < z < 0.35 6 10
Given the large sample size and the GAMA observations of three independent fields, we are well–placed to in-
vestigate the effects of cosmic (sample) variance on star forming galaxy LFs. The Hα LFs in each redshift bin
are generated for each GAMA field (Figure 2.16). The three insets in each panel show the distribution of SFR for
galaxies contributing to the three LFs. The under-density of sources in the GAMA 09h field is clearly evident in
the SFR distributions, and from the LFs shown in the first panel. The best–fitting Saunders functional forms for
60 EVOLUTION OF THE Hα LF AND SFR DENSITY UP TO z < 0.35
the three z < 0.1 LFs are also shown in the same panel, the best–fitting parameters are given in Table 2.5. This
local structure is also identified and explored by Driver et al. (2011).
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FIGURE 2.16: The observations of three independent fields, and the availability of a large number of galaxies gives an
opportunity to investigate the effects of cosmic (sample) variance on the star forming LFs. Hα luminosity functions of each
GAMA field in four redshift bins. The error bars shown in black, which are mostly smaller than the Poisson errors, correspond
to the cosmic (sample) variance estimates. The insets in each panel show the distribution of SFR of galaxies in each GAMA
field over the redshift range considered.
TABLE 2.5: The best fit Saunders parameters for the z < 0.1 LFs in the three independent GAMA fields.
GAMA field log L∗ log C α σ
(W)
GAMA-09h 33.14± 0.49 −1.97± 0.17 −1.07± 0.13 0.76± 0.10
GAMA-12h 33.12± 1.07 −1.66± 0.61 −1.38± 0.15 0.91± 0.28
GAMA-15h 33.39± 1.06 −1.93± 0.42 −1.21± 0.16 0.75± 0.30
The sampling variance for each field given in Table 2.4 is an overall estimate of cosmic (sample) variance for the
redshift range considered. These estimates translated to uncertainties are small compared to the Poisson errors.
This is not to say the effect of large–scale structure is negligible, but the impact of such effects is most significant
at low–z. An error based on overall sampling variance over a relatively large redshift range does not necessarily
represent the large–scale effect influencing the faint–end of the LF. Instead, we estimate a cosmic (sample) variance
error for each LF data point, using the Driver & Robotham (2010) prescription. These uncertainties, shown as black
error bars in Figure 2.16, are only indicative and subject to the limitations described in Driver & Robotham (2010).
These have a measurable effect only at the lowest luminosity end of the lowest–redshift bin.
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Finally, we have explored the dispersion in low redshift (z < 0.1) SFR density measurements that may arise from
cosmic (sample) variance effects by dividing two GAMA regions, GAMA–09h (a known under–dense region) and
GAMA–12h (the deepest GAMA field) into 8 separate regions each 12 square degrees, and calculating LFs and
corresponding SFR densities for each of the sub–region. This provides a direct indication of the significance of
cosmic (sample) variance as we are comparing LFs and SFR densities estimated using a single data set. In other
words, the SFR densities corresponding to the 12 sub–regions are not influenced by the assumptions about different
surveys, measurements and corrections.
The results indicate that the dispersion between measurements due to cosmic (sample) variance at low redshift can
be as large as 0.4 dex. The SFR densities estimated from the LFs constructed from the four sub–regions within
GAMA–09h field, a known under–dense field, indicate the largest variation. The results of this analysis highlight
that a survey covering a large sky area (greater than 12 deg2) is needed to reduce the non–negligible influence of
cosmic (sample) variance.
2.8 Summary
We have used large samples of GAMA and SDSS galaxies covering a wide range in SFR to construct the Hα LFs
in several redshift bins. Owing to the deep spectroscopic observations of GAMA combined with the area of the
survey, both the faint and bright ends of the low redshift (z < 0.1) star forming LF are explored in detail in this
study.
The key results are:
• The Saunders et al. (1990) functional form, which is used to fit the observed radio and far–infrared LFs
for star forming galaxies in the literature, now proves to be a good representation of the Hα LF. This is
an important result demonstrating that a consistent functional form reproduces the LF of the star forming
galaxies at a variety of different SFR–sensitive wavelengths.
• Using GAMA data we extend the observed Hα LF by ∼ 1 order of magnitude in luminosity towards both
fainter and brighter luminosities than other published results. The low–z GAMA and SDSS LFs indicate
an increasing number density of star forming galaxies at faint luminosities. While this result is qualitatively
in agreement with the LFs of Westra et al. (2010) and James et al. (2008), we observe this effect at fainter
luminosities than they reach. The nature of this faint population has been examined further in Brough et al.
(2011).
• We investigate the effects of bivariate selection and find that it introduces an incompleteness that is difficult
to account for, excluding optically faint but Hα bright systems. We find that the SFR density estimates from
emission line measures are affected strongly by bivariate selection, leading to the large scatter seen in the
SFH.
• We have investigated the comic (sample) variance effects on GAMA LFs by dividing two GAMA regions
(GAMA–09h and GAMA–12h) into 12 square degree regions, and calculating LFs and SFR densities for
each sub–region. We find that the dispersion in SFR densities due to cosmic (sample) variance can be
between factors of two to three.
• We exhaustively test a number of potential biases, systematics and limitations such as the assumption of a
constant stellar absorption and completeness corrections, the empirical estimation of Balmer decrements,
cosmic (sample) variance issues etc., on the calculation of the LFs, and find that our results are robust to all
of these.
• The bivariate Mr/Hα selection imposed on the GAMA and SDSS emission line galaxies make the star
forming samples somewhat incomplete. As a consequence, the SFR densities we derive can only be lower
limits. Nonetheless our measurements are the best estimates to date of the low redshift Hα LFs, and the
corresponding luminosity density arising from Hα.
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3
Bivariate distribution functions of Hα star forming galaxies
Abstract
We present the bivariate LHα–Mr and LHα–M, where M is the stellar mass, distribution functions of Galaxy And Mass
Assembly (GAMA) survey Hα star forming (SF) galaxies. While GAMA provides optically deep spectroscopic observations
over a wide sky area enabling the detection of a large number star forming galaxies covering 0.001 < SFRHα < 100, the
requirement for an Hα detection in targets selected from an r–band magnitude limited survey leads to an incompleteness
due to missing optically faint star forming galaxies. To correct for this incompleteness, we use the lowest redshift LHα–Mr
and LHα–M distributions as a reference to model the higher–z bivariate LFs, thereby approximating the contribution from
the missing optically faint star forming galaxies to the local star formation rate and stellar mass densities. Furthermore, we
present the univariate Mr andM LFs of Hα SF galaxies obtained by integrating the bivariate LFs along the LHα axis. As our
sample is selected on the basis of detected Hα emission, a direct tracer of on–going star formation in galaxies, this sample
represents a true star forming galaxy sample, and is drawn from both photometrically classified blue and red sub–populations,
though mostly from the blue population. We find that not all members of the GAMA blue population, conventionally called
star formers, have detected Hα emission, and approximately 20–30% at all stellar masses of the GAMA red population,
conventionally called passive galaxies, are in fact star forming. This would mean blue galaxies, although may not have
current star formation, have undergone a recent burst of star formation, while the red galaxies may be dominated by old stars
but still have some on–going star formation, or they may be dusty star forming systems.
Gunawardhana M. L. P. et. al., MNRAS (submitted)
3.1 Introduction
The observed univariate luminosity function (LF) is one of the fundamental measures of galaxy properties. It is
usually one of the first results to be measured from galaxy surveys (e.g. Loveday et al. 2012; Croom et al. 2009;
Blanton et al. 2003c; Liske et al. 2003; Norberg et al. 2002). The importance of the LF, defined as the co–moving
source density with luminosity (or magnitude) L + ∆L, extends to all areas of astronomy. In an observational
context, it is used to quantify the mean space density of galaxies per unit luminosity and the evolution of statistical
properties of a galaxy sample across cosmic time (Gunawardhana et al. 2013; Westra et al. 2010; Shioya et al.
2008). In theoretical modelling, the LF is a key ingredient needed to constrain the dark matter halo formation
(Bower et al. 2008; Croton et al. 2006). In an era of multi–wavelength legacy surveys with intrinsically complicated
multi–band selections (e.g. Driver et al. 2011, Galaxy And Mass Assembly survey), understanding the effects of
selection and systematic biases on the shape of the LF is imperative in obtaining reliable LF measures to facilitate
advances in galaxy formation and evolution research.
Simply due to the existence of detection limits, no single survey can directly detect all sources to provide a com-
plete and unbiased galaxy sample. The detection probability of an object is a function of a number of parameters,
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both external (e.g. survey selection, area and depth, star–galaxy separation, observing conditions and redshift,
spectroscopic and target completeness) and intrinsic to the object (e.g. surface brightness, size and colour). As
luminosity is strongly correlated with both sets of factors, the least luminous objects in any magnitude–limited
survey have the poorest detection probabilities (Geller et al. 2012), thus occupying a relatively small volume. The
low luminosity galaxies, although they do not dominate the luminosity budget of the universe, greatly outnumber
the luminous giants. As other studies have empasised (Petrosian 1998), measuring the evolution of the slope of
the faint end of the LF is a challenge. This arises because of the preferential bias against faint galaxies due to
surface brightness limits (Geller et al. 2012; Dalcanton et al. 1997; Sprayberry et al. 1996), galaxy morphologies
(Tempel et al. 2011; Marzke et al. 1998), spectral types (Madgwick et al. 2002; Folkes et al. 1999), environment
(Zandivarez & Martı´nez 2011; Tempel et al. 2009; Xia et al. 2006) and colour (Blanton et al. 2001) as well as
external issues (Loveday et al. 2012; Driver et al. 2005).
Any galaxy sample selected based on a parameter other than the primary survey selection criteria is biased as a
result of the dual sample and survey selection. Gunawardhana et al. (2013) and Westra et al. (2010) present the
Hα univariate LFs and determine the evolution of Hα star formation rate density (SFRD) in the local universe
using Hα star forming (SF) galaxy samples drawn respectively from the r–band magnitude–limited Galaxy And
Mass Assembly (GAMA) and Smithsonian Hectospec Lensing surveys. These studies show that their lowest
redshift (z < 0.1) samples are in fact the most complete and span the largest range in both intrinsic Hα luminosity
(LHα) and r–band absolute magnitude (Mr), e.g. the GAMA z < 0.1 sample probes 30.5 . logLHα (W ) . 36
and −24 . Mr . −10 (Gunawardhana et al. 2013). With increasing redshift, however, the sample completeness
drops in the sense that a fraction of optically faint star forming galaxies are missing from the higher–z sub–samples
and this fraction increases with increasing redshift. As a consequence, the final SFRDs based on bivariately
selected samples are underestimated, manifesting as an apparent lack of evolution with redshift in contrast to
current observations (Pe´rez-Gonza´lez et al. 2008; Hopkins & Beacom 2006; Madau et al. 1996). To recover the
missing contribution from optically faint star forming galaxies requires studying how the selection biases influence
the LF.
The bivariate LF (Phillipps & Disney 1986) provides a powerful method of studying the luminosity density in
different epochs inclusive of selection biases (e.g. bivariate brightness distributions, bivariate luminosity and size
distribution). There is a rich collection of literature on using bivariate LFs to explore the space density of galaxies
as a function of both survey selection wavelength and surface brightness limits (Driver et al. 2005; Cross et al.
2001; Blanton et al. 2001; Driver 1999), galaxy size (Cameron & Driver 2007; de Jong et al. 2004; de Jong &
Lacey 2000; Sodre & Lahav 1993), radio luminosity (Mauch & Sadler 2007; Ledlow & Owen 1996; Sadler et al.
1989), Se´rsic index, stellar mass and spectral type (Ball et al. 2006a), colour (Baldry et al. 2004) and in pairs of
various galaxy properties (Driver et al. 2006; Blanton et al. 2003a) as well as bivariate ultraviolet/infrared LFs
(Takeuchi et al. 2012; Saunders et al. 1990).
In this followup paper to Gunawardhana et al. (2013), hereafter paper I (Chapter 2 of this thesis), we explore the
GAMA bivariate LHα–Mr and LHα–M LFs. The primary aims of this investigation are to model the low redshift
bivariate LFs to use as a reference to account for the missing optically faint star forming galaxies at higher–z. We
further present the univariate Mr LFs and stellar mass functions (SMF) of Hα SF galaxies. We also explore the
characteristics of photometrically classified blue and red star forming sub–populations in GAMA.
The layout of this paper is as follows. We briefly describe sample selection and the GAMA survey in § 3.2. A
summary of the measurement of the univariate Hα LF is presented in § 3.3. In § 3.4, we describe the details of the
derivation of the bivariate LFs, taking into account different survey selection criteria. The bivariate LF results are
presented in § 3.5 and § 3.8, which also include the univariate LF results obtained from integrating the bivariate
LFs along the LHα axis. § 3.6 describes the details of the functional forms used to fit the bivariate LFs, and in § 3.7
and § 3.9, we infer corrected SFR andM densities for our GAMA bivariate LFs.
The assumed cosmological parameters are H0 = 70 km s−1 Mpc−1, ΩM = 0.3, and ΩΛ = 0.7. All magnitudes
are presented in the AB system. A Chabrier (2003) IMF is used to derive the stellar mass measurements used in
this study and a Baldry & Glazebrook (2003a) IMF is used in the calculation of SFRs. To avoid confusion we state
in the figure caption which IMF is used to obtain the results shown.
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3.2 The GAMA survey, data and sample selection
Our study utilises data from the GAMA1 survey (Driver et al. 2011; Baldry et al. 2010; Robotham et al. 2010).
GAMA is a spectroscopic survey undertaken at the Anglo Australian Telescope (AAT) with 2–degree Field (2dF)
fibre feed and the AAOmega multi–object spectrograph. AAOmega provides a resolution of 3.2 A˚ full width at
half–maximum with complete spectral coverage from 3700 to 8900 A˚ (Sharp et al. 2006; Driver et al. 2011).
GAMA–I, concluded in 2011, covers three equatorial fields of 48 deg2 each, with two fields reaching a depth of
rAB < 19.4 and the third extending to rAB < 19.8.
For the current analysis, we use GAMA–I spectroscopic data consisting of GAMA, SDSS, 2–degree Field Galaxy
Redshift Survey (Colless et al. 2001b, 2dFGRS) and Millennium Galaxy Catalogue (Driver et al. 2005, MGC)
sources. A detailed description of the data, the sample selection and the measurement of physical properties of
galaxies such as SFRs is given in § 2 of paper I. Briefly, the emission line measurements used for this investigation
are measured from each flux calibrated spectrum, assuming a single Gaussian profile and a common redshift and
line width within an adjacent set of lines (e.g. Hα, the [N II] λλ 6548, 6583 and [S II] doublets), and simultaneously
fitting the continuum local to the set of lines. This method of measuring fluxes does not take into account the effects
of the underlying stellar absorption on Balmer line fluxes. To correct for this effect, we apply a constant correction
to Hα and Hβ fluxes following the prescription of Hopkins et al. (2003). A comprehensive discussion of GAMA
spectroscopic measurement process is presented in Hopkins et al. (2013), and further analyses on the effects of the
assumption of a constant stellar absorption correction are presented in paper I and Gunawardhana et al. (2011).
The derivation of stellar absorption, aperture and dust obscuration corrected Hα luminosities (i.e. LHα) is described
in § 3 of paper I. The stellar masses,M, and absolute magnitudes k–corrected to z = 0, Mr, have been derived
using the stellar template spectrum that best fits u, g, i, r, z photometry (StellarMassesv08, Taylor et al. 2011).
Additionally, we compute absolute magnitudes at z = 0.1, hereafter M0.1r (KCORRECT V4 2, Blanton & Roweis
2007) based on Petrosian r–band magnitudes in order to compare our results with previous GAMA studies (e.g.
Loveday et al. 2012; Baldry et al. 2012).
The same sample of galaxies used for the analysis presented in paper I is used for this investigation. Briefly, our
sample includes all emission–line galaxies with Hα fluxes (FHα) greater than a detection limit of 25×10−20 W/m2,
and Hα emission signal–to–noise greater than 3. Refer to § 2 and § 3 of paper I for details of sample properties and
trends with redshift.
3.3 The univariate Hα LFs
Using GAMA deep spectroscopic observations of the nearby Universe, Gunawardhana et al. (2013) presents the
local star formation history as traced by Hα emitters. The GAMA Hα LFs probe a wider range in luminosity
than other results to-date and demonstrate a Gaussian–like drop in number density (Φ) at high luminosities, rather
than the exponential drop characteristic of Schechter (1976) function. In paper I we conclude that a Saunders
et al. (1990) functional form, widely used to characterise radio and infrared LFs, is now also required to give a
better description of Hα LFs. Despite the relatively large range in luminosity probed by the GAMA Hα LFs at
different redshift ranges up to z < 0.35, the intrinsic SFR densities based on these LFs show a distinct lack of
evolution in SFR density with increasing redshift. This apparent lack of evolution in SFRD is primarily caused
by the sample selection. For GAMA, we find that the r–band apparent magnitude limit of the survey, along with
the subsequent requirement for Hα detection, leads to an incompleteness due to missing bright Hα sources that
are fainter than the r–band selection limit. While local estimates of SFR density measurements from a range of
SFR–sensitive wavelengths (e.g. Hα, [O II], [O III], Hβ) based on narrowband survey/slitless spectroscopy data
show an evolution with redshift (e.g. Jones & Bland-Hawthorn 2001; Shioya et al. 2008; Sobral et al. 2013), those
based on broadband surveys are almost always underestimated (e.g. paper I; Westra et al. 2010) as a consequence
of the bivariate sample selection.
1http://www.gama-survey.org/
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FIGURE 3.1: The distribution of GAMA galaxies in Mr in four different redshift ranges. Each main panel shows three
different distributions. The distributions of all galaxies (gray histogram), those with any detected Hα emission (i.e. the
distribution of observed Hα fluxes greater than the detection limit of 25× 10−20W/m2 is shown in orange), and yellow open
histogram shows those with Hα fluxes > 1×10−18W/m2 (i.e. the flux limit used in the calculation of the LFs). Each of these
three (grey, orange and yellow) histograms are further divided to indicate the distributions of galaxies classified as blue and
red based on Eq. 3.16. These are shown within the insets along with their combined distributions.
Figures 3.1 and 3.2 demonstrate the limitations of a bivariate sample selection. Figure 3.1 shows the Mr distribu-
tions of all GAMA galaxies in four different redshift ranges compared against the distributions of galaxies with
reliable Hα detections (i.e. FHα > 25 × 10−20 W/m2) and galaxies with FHα > 1 × 10−18 W/m2 (i.e. the flux
limit used in the Vmax calculations; § 4 of paper I). The distributions of blue and red populations (Loveday et al.
2012) of galaxies within each distribution are shown in the insets. The distributions of Hα detected galaxies at
each redshift range comprise both blue and red galaxies, though they are dominated by blue galaxies. Also, the
z < 0.1 and 0.1 < z < 0.15 distributions of the Hα detected galaxies show a clear blue/red bimodal distribution,
while the lack of such a trend in the higher redshift distributions is likely due to the difficulty in reliably measuring
the Hα feature in low signal–to–noise weak–line systems at higher redshifts. Even though the distribution of Hα
detected sample is bimodal, the sample, after imposing an Hα flux limit for the estimation of Vmax (paper I), is
biased against red weak–line galaxies at all redshifts, which are likely to be dusty star formers.
Figure 3.2 further demonstrates how the bivariate selection acts to limit the range of LHα and Mr probed by the
LFs with increasing redshift.
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FIGURE 3.2: The bivariate Hα luminosity/Mr distributions in four redshift ranges. The dual r–band apparent magnitude
and Hα flux selection of our sample leads to an incompleteness in Hα-bright objects. The z < 0.1 sample probes the
largest range in Hα luminosity and Mr, therefore it is the most complete. The range probed by the higher redshift samples
progressively drops with redshift. The number of objects in each panel is given in Table 2.1.
The z < 0.1 sample probes the largest range in both Mr and LHα. The dual Hα/Mr selection prevents the optically
faint star forming galaxies from entering the sample at all redshifts, with its effects becoming more significant with
increasing redshift. In order to assess the extent of this effect, we now consider the bivariate LFs.
3.4 Constructing bivariate LFs
We use three different LF estimators (the classical Vmax method, the density corrected Vmax method and the
bivariate step–wise maximum likelihood) to derive the bivariate LFs presented in § 3.5. The formulation of each
of the three methods is described below.
3.4.1 The “classical” method
The 1/Vmax technique (Schmidt 1968), also referred to as the “classical method”, is widely used to estimate the
co–moving space density as a function of luminosity (e.g. Pe´rez-Gonza´lez et al. 2003; James et al. 2008; Westra
et al. 2010; Oesch et al. 2010; Loveday et al. 2012; Hiroi et al. 2012; Jurek et al. 2013).
The formulation of the 1/Vmax method inclusive of incompleteness corrections is described in § 4 of paper I. The
LF derived using this definition is
Φ[logL(Hα)]×∆L = 4pi
Ω
∑
i
1
Vi,max
. (3.1)
In this equation, Vi,max represents the maximum volume out to which the ith object would be visible and still be
part of the survey, ∆L and Ω define the luminosity bin width and surveyed solid angle respectively.
The GAMA sample is subject to two different r–band magnitude limits (r < 19.4 for G09, 15 and r < 19.8 for
G12) of the survey (Driver et al. 2011) and an emission–line selection. Given these constraints, the definition of
Vi,max is
Vi,max = min[(Vi,max,Hα), (Vi,max,r), (Vi,zlim)]× ci, (3.2)
where Vi,max is the minimum of the maximum volumes that the ith galaxy would have given the flux limit
(Vi,max,Hα), and magnitude limit (Vi,max,r) of the surveys, and ci denotes the completeness correction, which
takes into account both the imaging and spectroscopic incompletenesses (paper I; Loveday et al. 2012).
Even though the classical method has the advantages of simplicity and it gives simultaneously both the shape
and the absolute normalisation of the LF, it suffers from a major disadvantage. It assumes a homogenous spatial
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distribution of galaxies (Baldry et al. 2012; Willmer 1997; Efstathiou et al. 1988). For this reason, large datasets
covering a substantial sky area are generally required in order to avoid the shape of the LF being distorted due to
spatial clustering. Furthermore, this method is biased in the sense that the information regarding the location of a
galaxy in a given Mr/LHα bin is lost. This bias can, however, be avoided by choosing Mr and LHα bins suitably
(Felten 1976; Yuan & Wang 2013).
There are more sophisticated methods of estimating LFs that account for the disadvantages of the classical method.
Two such methods are the density corrected Vmax corrections (Baldry et al. 2012, 2006; Mahtessian 2011) and the
stepwise maximum likelihood method (SWML; Efstathiou et al. 1988), which is a variant of the method proposed
by Sandage et al. (1979).
3.4.2 Density corrected maximum volume corrections
Baldry et al. (2006); Mahtessian (2011) and Baldry et al. (2012) describe a modification to the 1/Vmax technique
that takes into account the radial variation in the large–scale structure, thus efficiently overcoming the aforemen-
tioned major disadvantage related to the classical method. They define a maximum volume weighted by density,
V′max,
V ′max,i =
ρddp(zmin; zmax,i)
ρddp,mean(z1; z2)
× Vmax,i = fV × Vmax,i, (3.3)
where ρddp(z1; z2) is the number density of a density defining population (DDP) between redshifts z1 and z2.
DDP is a volume limited sample and z1, z2 are the minimum and maximum redshifts of that volume limited
sample (Baldry et al. 2012, 2006). ρddp(z1; z2) is estimated separately for each GAMA field, and the average of
the three fields is taken to be ρddp,mean.
As we investigate the evolution of the bivariate Hα/Mr LF over a moderate range in redshift, the density weights
(fV ) for Vmax,r−band and Vmax,Hα are estimated separately using several overlapping volume limited samples
(Figure 3.3) to improve the accuracy of V ′max,i (Mahtessian 2011). The sample selection criteria detailed in Baldry
et al. (2012), not restricted to their redshift range, is adopted to estimate density weights (fV,r) for Vmax,r−band.
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FIGURE 3.3: The distribution of absolute magnitude in redshift for z < 0.1 galaxies in the three GAMA regions. The
three volume limited samples shown are used to derive fV . The hatched regions indicate the areas where two volume limited
samples overlap.
Figure 3.4 shows the fV,r weights estimated for the z < 0.1 sample. The variation in fV is quantified separately
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for the GAMA 09hr/15hr and GAMA 12hr fields because of the different magnitude limits. In the regions where
two volume limited samples are allowed to overlap, shown as hatched and shaded regions in Figures 3.3 and 3.4,
the fV,r corrections are combined such that the transition from one volume limited sample to the other is smooth.
The blue solid line in Figure 3.4 indicates the final fV,r correction across the three volume limited samples, which
is used in the calculation of V ′max,r,i. The fV,r we derive are similar to those obtained by Baldry et al. (2012) for
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
−0.6
−0.4
−0.2
0
0.2
0.4
Redshift
f V
, r
(z)
 = 
ρ d
dp
(0.
00
1; 
z)/
ρ d
dp
, m
ea
n
 
 
G09 and G15
M
r
<−19.1 & z<0.1, ρddp, mean =0.0075 Mpc
−3
M
r
<−17.9 & z<0.06, ρddp, mean =0.0146 Mpc
−3
Baldry et al. (2012; M
r
<−17.9 & z<0.06), ρddp, mean = 0.0148 Mpc
−3
M
r
<−16.94 & z<0.03, ρddp, mean =0.0300 Mpc
−3
Combined G09/15
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
−0.6
−0.4
−0.2
0
0.2
0.4
Redshift
f V
, r
(z)
 = 
ρ d
dp
(0.
00
1; 
z)/
ρ d
dp
, m
ea
n
 
 
G12
M
r
<−19.1 & z<0.1, ρddp, mean =0.0075 Mpc
−3
M
r
<−17.9 & z<0.06, ρddp, mean =0.0146 Mpc
−3
Baldry et al. (2012; M
r
<−17.9 & z<0.06), ρddp, mean = 0.0148 Mpc
−3
M
r
<−16.94 & z<0.03, ρddp, mean =0.0300 Mpc
−3
Combined G12
FIGURE 3.4: fV,r as a function of redshift for the three volume limited samples defined in Figure 3.3. The blue solid
line indicates the variation in final fV,r used for the analysis. The shaded areas correspond to the hatched regions shown in
Figure 3.3, and show the transition of fV,r from one volume limited sample to another. The fV,r versus redshift relations for
GAMA 09hr/15hr and 12hr fields derived by Baldry et al. (2012) for galaxies with z < 0.06 are shown for comparison. Note
that the blue lines showing the combined G09/15 G12 variations trace the red lines until the first shaded region, trace the
yellow lines between first and second shaded regions and then trace the purple line until z ∼ 0.1.
0 < z < 0.06 (blue and black solid lines in Figure 3.4). There is a real, but negligible, discrepancy between the
blue and black solid lines, which is a result of the different r–band magnitude types used as inputs to KCORRECT
V4 2 (Blanton & Roweis 2007). Finally, the density weighted r–band volume correction, V′i,max,r, is defined to
be
V ′i,max,r =
2
3
Vi,max,r=19.4 × fV,r,G09/15
+
1
3
Vi,max,r=19.8 × fV,r,G12.
(3.4)
Because our sample is Hα selected, we also explored the impact of estimating the density corrections, fV , using the
Hα detections only. This serves, in principle, as a different correction, fV,Hα, for Vmax,Hα, although it should be
similar in practice. To estimate fV,Hα we add two additional constraints to the Baldry et al. (2012) selection. First,
out of the sample used for the calculation of fV,r, only the emission–line galaxies with FHα > 25× 10−20 W/m2
are selected. Second, any galaxy classified as an AGN is removed from the fV,Hα sample. As GAMA does not
re-observe galaxies that have been observed previously in an earlier spectroscopic campaign (e.g. SDSS, 2dFGRS,
6dFGRS), the emission measurements of these galaxies are taken from their respective survey databases. To
summarise, the fV,Hα sample includes the following galaxies.
1. GAMA observations with observed Hα emission above the detection limit of 25 × 10−20W/m2. AGNs are
removed from the sample using BPT diagnostics and the Kewley & Dopita (2002) prescription. The two
line classifications (paper I; Brough et al. 2011) are used to recognise AGNs if one of the four spectral line
measurements required for a BPT diagnostics is unavailable. A small subset of GAMA galaxies where none
of these methods can be employed is included in the sample, as these are more likely to be star forming than
AGNs (Cid Fernandes et al. 2011b).
2. SDSS observations with Hα emission and continuum signal–to–noise greater than 3. The AGNs are removed
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as described above using SDSS line measurements available from MPA–JHU database2.
3. 2dFGRS observations3 with η, a measure of the average absorption/emission line strength of a galaxy that
strongly correlates with Hα equivalent width, greater than −1.2 (Madgwick et al. 2002). The AGNs are re-
moved as described above using the 2dFGRS spectral line catalogue (Lewis et al. 2002).
The distribution of the sample (GAMA/SDSS/2dFGRS) used for the fV,Hα calculations is shown in Figure 3.5a.
GAMA provides the deepest spectroscopic observations followed by 2dFGRS and SDSS. Figure 3.5b is the equiv-
alent of Figure 3.3 for fV,Hα, showing the distribution of the Hα star formers in redshift. The black points indicate
galaxies belonging to a survey other than GAMA, SDSS or 2dFGRS. These galaxies, mostly 6dFGRS objects, do
not have spectral measurements available in the literature.
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FIGURE 3.5: (a) Distribution of absolute magnitude of Hα emitting galaxies. (b) The three volume limited samples used to
derive fV,Hα for the low–z LF. The black markers indicate the absolute magnitudes of galaxies for which we do not have any
emission or absorption line information available. The lack of information makes the derived fV,Hα a lower limit, however
this is close to the true value as there are only a few galaxies in a given redshift slice without this information.
For this reason, this small subset of objects is not part of the fV,Hα sample, and the exclusion of these objects does
not significantly affect the derived fV,Hα values. Finally, we use the same overlapping volume limited samples
shown in Figure 3.3 to estimate fV,Hα separately for the G09/15 and G12 z < 0.1 galaxies. The variation of the
final fV,Hα with redshift for G09/15 and G12 fields is shown in Figure 3.6.
The V′max,Hα,i term is defined as
V ′i,max,Hα =
{
Vi,max,Hα × fV,Hα,G09/15 for G09/15 objects
Vi,max,Hα × fV,Hα,G12 for G12 objects
(3.5)
We use seven separate volume limited samples to calculate V′max corrections for galaxies in four different redshift
bins (0.001 < z < 0.1, 0.1 < z < 0.15, 0.17 < z < 0.24 and 24 < z < 0.34). The definitions of the volume
limited samples used to compute density weighted bivariate LFs are given in Table 3.1.
2http://www.mpa-garching.mpg.de/SDSS/DR7/raw_data.html
3www2.aao.gov.au/2dfgrs/
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FIGURE 3.6: fV,Hα as a function of redshift for the three volume limited samples defined in Figure 3.5b. The blue solid
line indicates the variation in final fV,Hα used. The shaded areas correspond to the hatched regions shown in Figure 3.5b, and
show the transition of fV,Hα from one volume limited sample to another. The same general shape as for fV,r can be seen,
although the quantitative details are slightly different, especially at the lowest redshifts, as might be expected due to the small
number of galaxies sampled there. Note that the blue lines showing the combined G09/15 G12 variations trace the red lines
until the first shaded region, trace the yellow lines between first and second shaded regions and then trace the green line until
z ∼ 0.1.
TABLE 3.1: The definitions of volume limited samples used for the estimation of fV .
Volume limited sample z range used for fV
0.001 < z < 0.1: The construction of the three overlapping volume limited samples for
this redshift range is in Figures 3.3 and 3.5. These samples are combined to determine a
final fV (Figures 3.4 and 3.6).
Mr < −19.1 and z < 0.1 0.06 < z < 0.1
Mr < −17.9 and z < 0.06 0.03 < z < 0.06
Mr < −16.4 and z < 0.03 0.001 < z < 0.03
0.1 < z < 0.15: A single volume limited sample is used.
Mr < −20 and 0.1 < z < 0.155 0.1 < z < 0.155
0.17 < z < 0.24: A single volume limited sample is used
Mr < −21.2 and 0.17 < z < 0.24 0.17 < z < 0.24
0.24 < z < 0.34: Two separate volume limited samples are used
Mr < −22.3 and 0.24 < z < 0.34 0.29 < z < 0.34
Mr < −21.8 and 0.24 < z < 0.29 0.24 < z < 0.29
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3.4.3 Bivariate stepwise maximum likelihood method
Both methods described above require binning of the data. An alternative approach that does not require binning
was developed by Sandage et al. (1979) (STY). The STY maximum likelihood LF estimator, although not biased
by the presence of the large scale structure, requires the assumption of a parametric form for the LF. A “non-
parametric” variant of STY method called the stepwise maximum likelihood (SWML) estimator was introduced
by Efstathiou et al. (1988), mainly to overcome the the inconvenience of not being able to adequately establish
whether the chosen parameterisation represents a good fit to the data (Efstathiou et al. 1988; Willmer 1997). While
this technique is insensitive to density fluctuations and does not require binning of the data so that the all informa-
tion contained in the data is preserved (Sandage et al. 1979; Efstathiou et al. 1988; Willmer 1997), the luminosity
bins in SWML methods are highly correlated such that any issue that occurs in a given bin may affect the whole
luminosity function.
Efstathiou et al. (1988) describes the SWML formulation for univariate LFs. An extension of the SWML LF
estimator for bivariate LFs is discussed in Sodre & Lahav (1993) for the bivariate diameter–luminosity function
and in Driver et al. (2005) for the bivariate brightness distribution. Following Efstathiou et al. (1988); Sodre &
Lahav (1993) and Driver et al. (2005), we construct a bivariate SWML estimator for Hα/Mr and Hα/stellar mass
LFs.
The probability of observing a galaxy i with a Hα luminosity Li and an absolute r–band magnitude Mri at a
redshift zi, inclusive of the completeness/selection function (f ), is defined to be (Sodre & Lahav 1993; Loveday
2000; Ball et al. 2006a)
pi ∝ Φ(Mi, Li) f(Mi, Li, zi)∫ Lbright(zi)=∞
Lfaint(zi)
∫Mbright(zi)
Mfaint(zi)
Φ(M,L)f(M,L, z)dMdL
. (3.6)
The probability, pi, is directly proportional to the differential LF at Mi and Li, and inversely proportional to the
faintest and brightest absolute magnitudes (Mfaint, Mbright) and Hα luminosities (Lfaint, Lbright) visible at zi
(Willmer 1997; Heyl et al. 1997). Note that we do not account for survey incompleteness via f . Instead the
incompleteness corrections defined in paper I are incorporated into the bivariate LF through a weighting function
(Driver et al. 2005) as explained below.
The SWML LF is derived by maximising the likelihood function, L = ∏Ngi=1 pi, generally logL, with respect to the
discretised luminosity distribution. The bivariate LF, Φ(M,L), is parameterised as NM and NL steps (Efstathiou
et al. 1988):
Φ(M,L) = Φj,k j = 1......NM , and k = 1......NL (3.7)
where NM and NL are evenly spaced bins in Mr and Hα luminosity with Mj − ∆M2 6 Mi 6 Mj + ∆M2 , and
Lk − ∆L2 6 Li 6 Lk + ∆L2 .
Rewriting the denominator of Eq. 3.6 in summation notation gives the following log-likelihood function
ln L =
Ng∑
i=1
NM∑
j=1
NL∑
k=1
W [Mi −Mj , Li − Lk] ln Φjk −
Ng∑
i=1
ln
{
NM∑
a=1
NL∑
b=1
Φab∆M∆LH[Ma −Mfaint(zi), Lb − Lfaint(zi)]
}
+ C,
(3.8)
where C is a constant, W [Mi −Mj , Li − Lk] is the weighting function defined as (Driver et al. 2005)
W [Mi −Mj , Li − Lk] =

1 if Mj − ∆M2 6Mi 6Mj + ∆M2
and Lk − ∆L2 6 Li 6 Lk + ∆L2
0 otherwise,
(3.9)
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andH[Mj−Mfaint(zi), Lk−Lfaint(zi)] is the ramp function, inclusive of incompleteness corrections (c; paper I),
defined as,
H[Mj −Mfaint(zi), Lk − Lfaint(zi)] =
1
∆M∆L
M ′∫
Mj−∆M2
dM
Lk+
∆L
2∫
L′
dLOi(M,L) c.
(3.10)
The definitions of M ′ and L′ are:
M ′ = max{Mj − ∆M2 ,min[Mj + ∆M2 ,Mfaint(zi)]}
L′ = max{Lk − ∆L2 ,min[Lk + ∆L2 , Lfaint(zi)]}
Simply setting M ′ or L′ to be equal to the faint magnitude or luminosity bin boundary will result in the LF being
underestimated in incompletely sampled bins. If the faint bin boundaries are used in the ramp function, then the
incomplete bins should be excluded (Loveday et al. 2012). Finally, the function, Oi(M,L), in Eq. 3.10 is the
observable window function for each galaxy at zi (Driver et al. 2005), and has the following form.
Oi(M,L) =

1 if Mbright,i 6Mi 6Mfaint,i
and Lfaint,i 6 Li
0 otherwise,
(3.11)
where,
Mbright,i = mbright − 5 log dL(zi) − 25−K(zi)
Mfaint,i = mfaint − 5 log dL(zi) − 25−K(zi)
Lfaint,i = 4pid2L(zi)fHα,faint
and
mbright = 14.65 (SDSS bright magnitude limit)
mfaint = 19.4 or 19.8 (GAMA faint magnitude limits)
ffaint = 1× 10−18W/m2 (Hα flux limit; paper I)
As discussed in Efstathiou et al. (1988) a constraint must be imposed on the likelihood to fix the normalization
constant in Eq. 3.8, by using a Lagrangian multiplier (λ). We adopt the constraint used by Ball et al. (2006b) and
Sodre & Lahav (1993).
g =
NM∑
j=1
NL∑
k=1
Φjk∆M∆L− 1 = 0. (3.12)
The likelihood with the constraint applied, ln L′ = ln L + λg(Φjk), is maximised with respect to Φjk and λ,
requiring λ = 0. The constraint, although it does not affect the shape of the LF determined by Φjk, plays a role
in the error determination (Efstathiou et al. 1988). The maximum likelihood (i.e. ∂ ln L′/∂Φjk = 0) is then given
by,
Φjk∆M∆L =∑Ng
i=1W [Mi −Mj , Li − Lk]∑Ng
i=1
{
H[Mj−Mfaint(zi),Lk−Lfaint(zi)]PNm
a=1
PNl
b=1 Φab∆M∆LH[Ma−Mfaint(zi),Lb−Lfaint(zi)]
} , (3.13)
where, Φab is from the previous iteration.
The bivariate SWML LF (Φjk), by construction, loses the information regarding the absolute normalisation (Ef-
stathiou et al. 1988). We achieve a normalisation for the bivariate SWML LF results presented in this paper by
matching the bright–end of the bivariate SWML LFs to their 1/Vmax LFs. While the shape of the faint–end 1/Vmax
LF can be affected by the over/under densities, this estimator provides reliable abundances at higher luminosites,
where it probes a relatively larger volume (Driver et al. 2005; Eke et al. 2005). Therefore, matching to the bright
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end of the LFs is a robust approach to fix the normalisation of the bivariate SWML LF.
The LF errors can be determined using the fact that maximum likelihood estimates (Φjk) are asymptotically nor-
mally distributed with the covariance matrix.
cov(Φjk) = I−1(Φjk), (3.14)
where I is the information matrix,
I(Φjk) = −
(
∂2 lnL
∂ΦikΦjk
+ ∂g∂Φik
∂g
∂Φjk
∂g
Φjk
∂g
∂Φik
0
)
.
The Hα and Mr LFs can be recovered from Eq. 3.13 by summing over Mr and LHα respectively. For example, to
recover the Hα univariate LF,
φHα =
NM∑
j=1
φjk ×∆M. (3.15)
3.5 Bivariate LHα–Mr luminosity functions
The GAMA bivariate LHα–Mr LFs constructed using the classical Vmax method in four different redshift bins are
shown in the left panels of Figure 3.7. Due to the magnitude limited nature of the survey, the range in Mr and LHα
probed by the bivariate LFs progressively decreases with increasing redshift. It is also worth noting the changing
shape of the LF within each redshift bin. Particularly, the lowest–z bivariate LF width with respect to Mr and LHα
(i.e. the horizontal and vertical lengths of the bivariate LF as a function of Mr or LHα respectively) indicates an
overall decrease towards fainter LHα–Mr. This is supported by the reduction in number towards fainter Mr and
LHα. The decrease in horizontal width with increasing LHα is likely to be a result of our sample being biased
against red star formers (§ 3.3).
We further assign a photometric blue or red class to the star forming galaxies in our sample. For the analysis
presented in this section, the blue/red classification is determined using the colour–magnitude cut based on k-
corrected g − r colour and M0.1r given in Zehavi et al. (2011) and used by Loveday et al. (2012).
(g − r)0.1model = 0.15− 0.03M0.1r . (3.16)
There are a number of blue/red galaxy classification schemes in the literature (e.g. Bell 2003; Baldry et al. 2004;
Peng et al. 2010, Taylor et al. submitted). Baldry et al. (2004, 2012), for example, advocate a non–linear cut in
(u−r) rest–frame colour and Mr. Since the observed bivariate data distribution in colour–magnitude plane is non–
linear (Baldry et al. 2004), a non–linear cut in (u− r)/Mr space would improve our blue/red selection. As our goal
for this part of the analysis is to use our bivariate LFs to compare with the univariate LFs of Loveday et al. (2012),
the same colour–magnitude selection employed by Loveday et al. (2012) is used here. A comprehensive discussion
of different colour–magnitude classifications and their implications is presented in Taylor et al., (submitted).
The bivariate LHα–Mr (1/Vmax) LFs of photometrically classified blue and red Hα SF sub–populations are shown
in the right top and bottom panels of Figure 3.7 respectively. The range in Mr and LHα probed by the blue LHα–
Mr LFs is similar to that probed by the total Hα SF LFs (left panels of Figure 3.7) at all redshifts, indicating
that the star forming bivariate LF, while drawn from both photometrically classified blue and red sub–populations,
consists mostly of blue galaxies. This is further corroborated by the range in Mr and LHα probed by the red
bivariate LHα–Mr LFs, which is significantly less than that probed by their counterparts at all redshifts. Note that
this discrepancy is likely to be exacerbated by the fact that our sample is already biased against weak Hα emitters,
most of which are likely to be dusty (therefore red) star formers (Figure 3.1), as a results of the Hα flux limit.
3.5 BIVARIATE LHα–Mr LUMINOSITY FUNCTIONS 75
FIGURE 3.7: Bivariate LHα–Mr LFs of the Hα SF sample (left) and photometrically classified blue and red Hα SF sub–
samples (right top and right bottom panels respectively) constructed using the classical Vmax method in four redshift bins.
The numbers indicate the number of galaxies in each LHα–Mr bin if that number is less than 10.
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FIGURE 3.7: Cont’d
By integrating the bivariate LHα–Mr LFs over the LHα axis, the Mr LFs of the total Hα SF sample and photomet-
rically classified blue and red Hα SF sub–samples can be recovered. We present these LFs in § 3.5.2 and explore
the evolution of luminosity densities (LDs) in § 3.7.
3.5.1 A comparison of different LF estimators
The formulation of the classical 1/Vmax, the density corrected 1/Vmax and SWML methods, each with a different
set of advantages and disadvantages, is described in § 3.4. Rather than showing the bivariate and univariate LFs
calculated using the density corrected 1/Vmax and SWML methods explicitly, we instead present them relative to
the classical 1/Vmax LFs from Figure 3.7. The residuals are used to highlight the differences between the bivariate
and univariate LFs constructed using the classical 1/Vmax, the density corrected 1/Vmax and SWML methods.
Classical vs density corrected 1/Vmax vs bivariate SWML
Figure 3.8 shows the residual maps obtained by subtracting the bivariate LHα–Mr LFs derived using the density
corrected Vmax method from that derived using the classical Vmax method. As mentioned above, the LFs based
on the classical Vmax method, especially the LF estimates at faint Mr/LHα, are affected by large scale structure.
The density corrected version is designed to account for radial variations through ρddp defined in § 3.4.2. The
residual map, therefore, shows whether the applied density correction corrects for an underdensity (red) or for an
overdensity (blue), and the level of significance of that correction for each Mr/LHα bin. As expected the density
correction becomes progressively more important towards fainter Mr/LHα values. The top and right panels of
Figure 3.8 show the resultant Mr and Hα LFs obtained from integrating the bivariate Mr/LHα LFs calculated from
the classical (open symbols) and density corrected (filled symbols) along the LHα and Mr axes respectively. It
is clear that the density corrections to the bivariate LFs have a small effect, and limited to the faintest end of
the bivariate LF, and primarily at the lowest redshift. This is not surprising given the low volume being probed
combined with the small numbers of galaxies contributing to each bin. We note that we see an almost identical
result if we use the fV,r rather than fV,Hα in making the density–dependent correction to the Vmax,Hα.
Figure 3.9 shows the same as Figure 3.8, but for the residual from the bivariate SWML method. Again the differ-
ences are primarily in the faintest bins of the lowest redshift sample. The differences here are greater than seen
with the density dependent 1/Vmax method, and imply a systematic effect towards a higher space density of low–
luminosity systems. We should interpret this with caution, though, given the non–independent nature of bivariate
SWML LF bins. With that in mind, and given the small number of galaxies contributing to these faintest bins, the
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FIGURE 3.8: The residual maps showing the difference in number densities derived using the classical (Φ) and the density
corrected (Φcrr) Vmax methods. The colours indicate whether effect of the applied density correction is to correct for an
underdensity (red) or for an overdensity (blue), and intensity of the correction (colourbar on the main panel). Top and right
panels show the Mr and Hα univariate LFs estimated from Eq. 3.15 for the two LF estimators.
discrepancy here should be interpreted primarily as a limit on the systematic uncertainty of the measurement of
the faint–end of the bivariate LF, from all of these methods.
3.5.2 Mr LFs of Hα SFR galaxies
The Mr LFs of all Hα SF galaxies and photometrically classified blue and red Hα SF galaxies from Figure 3.74
are shown in Figure 3.10. Similarly to the figures before, the main panels (left panels) show the M0.1r LFs of all Hα
SF galaxies, while the right top and bottom panels show the M0.1r LFs of photometrically classified blue and red
galaxies respectively. These star forming M0.1r LFs are compared with the GAMA LFs from Loveday et al. (2012)
and SDSS LFs from Blanton et al. (2005).
The z < 0.1 M0.1r LF of all Hα SF galaxies closely follows the M
0.1
r LF of all GAMA galaxies from Loveday et al.
(2012). In fact, the bright end of the M0.1r overlaps with the red M
0.1
r LF, demonstrating that a significant fraction
of z < 0.1 galaxies photometrically classified as red have detected Hα emission. This is further corroborated by
both the colour–magnitude distributions of all z < 0.1 GAMA galaxies (filled contours) versus z < 0.1 Hα SF
galaxies (purple contours) shown in the inset, with purple contours extending beyond the blue population. This
4Note that we re–calculated the bivariate LFs shown in Figure 3.7 using r–band absolute magnitude k–corrected to z = 0.1 in order to
obtain the M0.1r LFs shown in Figure 3.10. As the bivariate LFs derived using M0.1r values are identical to those shown Figure 3.7, we have
not shown the LFs based on M0.1r in this paper.
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FIGURE 3.9: The residual maps showing the differences in number densities calculated using the density corrected Vvmax
(log ΦDDP ) and SWML(log ΦSWML) methods. Note that due to the different absolute magnitudes used to construct density
corrected Vvmax (absolute magnitudes derived using the stellar template spectrum that best–fit the photometry) and SWML
(absolute magnitudes derived using Petrosian magnitudes) LFs, some of the LHα–Mr bins are incomplete. These bins are
denoted by crosses.
is also seen in the photometrically classified red M0.1r LF from Loveday et al. (2012) versus the red SF M
0.1
r LF
shown in the right bottom panel of Figure 3.10a. The M0.1r LF of red Hα SF galaxies closely tracks the shape of the
red M0.1r LF from Loveday et al. (2012) at all M
0.1
r values. The small discrepancy evident between the blue M
0.1
r
LF of Hα SFR galaxies and that from Loveday et al. (2012) is a result of the differences in the formulation of the
1/Vmax technique, where we take into account the maximum volume corrections based on both r–band magnitude
and Hα flux limits (paper I).
The open diamonds in the right bottom panel of Figure 3.10 show the M0.1r LFs of photometrically classified red
SF galaxies selected based on the criteria of Kauffmann et al. (2003). The Kauffmann et al. (2003) relation is used
to further eliminate any composites in our sample. Only a small fraction of red SF galaxies are removed by the
Kauffmann et al. (2003) cut as evident from the small displacement of the open red diamonds (M0.1r LFs based on
Kauffmann et al. 2003) from filled red symbols (M0.1r LFs based on Kewley & Dopita 2002). Even in a WHAN
diagram (Cid Fernandes et al. 2011b), another method of differentiating star formers from AGNs, more than 50%
of the red galaxy sample at a given redshift retain their star forming status. Moreover, the analysis of Lara-Lo´pez
et al. (2013) exploring the properties of SDSS and GAMA galaxies find that a large fraction of galaxies detected in
GAMA are SF in comparison to SDSS as GAMA is deeper than SDSS, and therefore more sensitive to low mass
galaxies at low redshift, which are mostly dominated by star formation.
At higher–z, however, the M0.1r LFs of all Hα SF galaxies overlap with the blue LFs from Loveday et al. (2012), and
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FIGURE 3.10: GAMA Mr total (main panel), blue (right top) and red (right bottom) LFs of star forming galaxies, derived
by integrating the bivariate LHα–Mr LFs (Figure 3.7) along the LHα axis (Eq. 3.15). These LFs are compared against the Mr
LFs presented in Loveday et al. (2012) for all GAMA galaxies (open squares) and Blanton et al. (2005) for all SDSS galaxies
(open diamonds). The solid lines in (a) shows the best fitting Schechter function parameters from Loveday et al. (2012). The
data density distribution of all galaxies (filled contours) and the star forming sample with FHα > 1 × 10−18 W/m2 (open
contours) in (g−r)0.1model and M0.1r , along with the colour cut (Eq. 3.16) used classify blue and red galaxies, is shown for each
redshift range on the main panel. All luminosities and absolute magnitudes are k–corrected to z = 0.1 in order to compare
our results (filled symbols) directly with the results of Loveday et al. (2012). The open red diamonds in each right bottom
panel indicate the red SF M0.1r LFs constructed using the Kauffmann et al. (2003) SF/AGN prescription instead of that of
Kewley & Dopita (2002). Note that we have used luminosities and absolute magnitudes k–corrected to z = 0 for the rest of
the analysis in this paper.
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the fractional contribution from photometerically classified red Hα SF galaxies progressively drops with increasing
redshift. This is likely a result of increasing difficulty in measuring more obscured, weak emission line systems at
higher redshifts as well as the flux limit biasing our sample against these systems (Figure 3.1).
3.6 Functional fits
LFs, emission–line and photometric alike, are traditionally parameterised with a Schechter (1976) function, which
is then integrated to obtain a luminosity or SFR density (Loveday et al. 1992; Blanton et al. 2003c; Shioya et al.
2008; Westra & Jones 2008; Tadaki et al. 2011). The Schechter function,
Φ(L)dL = Φ∗
(
L
L∗
)α
exp
(
− L
L∗
)
d
(
L
L∗
)
, (3.17)
behaves as a power–law with a slope α for luminosities (L) less than the characteristic luminosity (L∗) and as an
exponential for L > L∗, with the normalisation factor at L∗ given by Φ∗. From this, the predicted luminosity
density is given by,
ρ
Lfit
=
∫
LΦ(L) dL = Φ∗L∗Γ(α+ 2), (3.18)
where Γ is the incomplete Gamma function.
Galaxy broadband LFs are, generally, well described by a Schechter function (Hill et al. 2011; Loveday et al.
2012). Several studies (e.g. Blanton et al. 2005), however, find that a double Schechter function is best suited at
capturing the whole shape of the galaxy LF, especially if the range in magnitude probed is relatively large.
While the galaxy broadband LFs show an exponential–like fall in number density with increasing brightness, the
star–forming LFs (e.g. Hα, far infrared, radio) show a less steep fall in Φ (Saunders et al. 1990; Salim & Lee 2012,
paper I). For this reason, to characterise the star forming LFs we adopt a Saunders et al. (1990) functional form,
Φ(L)dL = Φ∗
(
L
L∗
)α
exp
[
− 1
2σ2
log2
(
1 +
L
L∗
)]
d
(
L
L∗
)
, (3.19)
that behaves in a similar fashion to a Schechter function for L < L∗ and as a Gaussian in log luminosity with a
width (σ) for L > L∗ (paper I).
3.6.1 Functional fits to Mr LFs
Schechter functions are fitted to the Mr LFs of star forming galaxies shown in Figure 3.10. The fitting is performed
using a Levenberg–Marquardt routine for finding the minimum χ2 fit to the binned LF data points. The resultant
Schechter functional fits to the Mr Hα SF LFs and their best fitting parameters are presented in Figure 3.11 and
Table 3.2. Due to the lack of faint galaxies at higher–z, a consequence of the survey magnitude selection, best
fitting slopes for higher–z LFs cannot be measured reliably from the derived LF. Instead, we constrain the faint–
end slopes of higher–z to be equal to the best fitting slopes of their respective z < 0.1 LFs. For simplicity, the
faint–end slopes of higher–z red LFs are constrained to be equal to that of z < 0.1 combined LF. This is however
likely an upper limit for the red population in the higher–z bins.
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FIGURE 3.11: The best fitting Schechter function parameters for the Mr LFs shown in Figure 3.10. The faint–end Mr
slope, α, is fixed at −1.27 (the best fitting α for the z < 0.1 Mr combined LF; Table 3.2) for higher–z total (main panel)
and red LFs (right bottom), and at −1.32 (the best fitting α for the z < 0.1 Mr blue LF; Table 3.2) for the higher–z blue LFs
(Right top). Each higher–z LF estimate is scaled up by the factors stated in the main panel to aid clarity.
TABLE 3.2: The best fitting Schechter parameters for the Mr LFs (Figures 3.10 and 3.11) and their corresponding lumi-
nosity densities.
z M∗ log Φ∗ α log ρLfit
(LMpc−3)
Combined
z < 0.1 −20.93± 0.15 −2.41± 0.14 −1.29± 0.06 7.97+0.05−0.05
0.1 < z < 0.15 −21.21± 0.06 −2.54± 0.05 −1.29a 7.96± 0.03
0.17 < z < 0.24 −21.34± 0.13 −2.64± 0.15 −1.29a 7.91± 0.09
0.24 < z < 0.34 −21.52± 0.02 −2.72± 0.04 −1.29a 7.90± 0.03
Blue
z < 0.1 −20.80± 0.07 −2.46± 0.07 −1.32± 0.05 7.89+0.01−0.01
0.1 < z < 0.15 −21.21± 0.08 −2.62± 0.06 −1.32b 7.89± 0.06
0.17 < z < 0.24 −21.25± 0.07 −2.66± 0.11 −1.32b 7.86± 0.08
0.24 < z < 0.34 −21.40± 0.06 −2.71± 0.08 −1.32b 7.89± 0.05
Red
z < 0.1 −20.76± 0.09 −2.85± 0.08 −0.67± 0.07 7.31± 0.04
0.1 < z < 0.15 −21.44± 0.25 −3.45± 0.17 −1.29a 7.14± 0.06
0.17 < z < 0.24 −22.74± 1.07 −4.00± 0.27 −1.29a 7.12± 0.16
0.24 < z < 0.34 −22.16± 0.17 −4.16± 0.22 −1.29a 6.82± 0.14
aα is fixed at −1.29, the best fitting slope for the combined z < 0.1 Mr LF.
bα is fixed at −1.32, the best fitting slope for the blue z < 0.1 Mr LF.
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Figures 3.12 and 3.13 show the measured Schechter functional parameters of the GAMA Mr LFs in the four red-
shift ranges. A tight correlation between the three Schechter parameters is evident for z < 0.1 LFs (Figure 3.12).
There is a modest level of evolution in M∗ with redshift. This is particularly evident in the combined and blue LF
panels of Figure 3.13.
FIGURE 3.12: Error ellipses (1, 2 and 3σ) on the three Schechter (1976) parameters of the z < 0.1 LFs shown in
Figure 3.11. The colours depict the error ellipses corresponding to combined, blue and red star forming populations. All three
best–fitting Schechter functional parameters can only be measured reliably for the lowest–z LFs.
FIGURE 3.13: Error ellipses (1, 2 and 3σ) showing the covariance between Φ∗ and M∗ of the LFs shown in Figure 3.11.
The colours depict the error ellipses corresponding to the different redshift bins. The large error ellipses corresponding to the
red 0.17 < z < 0.24 LF are a result of the poor fitting to the data shown in the right bottom panel of Figure 3.11.
3.6 FUNCTIONAL FITS 83
3.6.2 Functional fits to bivariate LFs
In this section, we explore different approaches to modelling the bivariate LHα–Mr and LHα–M (see § 3.8) func-
tions. The parameterisation of bivariate LFs is useful in comparing the distributions drawn from differently selected
samples and studying the redshift evolution inclusive of selection biases.
Choloniewski (1985) and de Jong & Lacey (2000) developed a formalism to link the distribution of galaxy scale
sizes, assumed to be Gaussian, to the luminosity parameterised by a Schechter function. This analytic expression or
related functional forms have widely been used to model bivariate brightness profiles (e.g. de Jong & Lacey 2000;
Cross et al. 2001; Driver et al. 2005; Ball et al. 2006a), size–luminosity (e.g. de Jong & Lacey 2000; Huang et al.
2013) and colour–luminosity relationships (e.g. Chapman et al. 2003; Chapin et al. 2009). Similar functional forms
have also been formulated by Yang et al. (2005) and Cooray & Milosavljevic´ (2005) in the context of conditional
LFs that specify the average number of galaxies with luminosities in the range L ± ∆L/2 that reside in a given
halo mass.
Our motivation for modelling the GAMA bivariate LFs is to correct for the apparent lack of evolution in Hα SFR
densities with redshift reported in paper I. The low redshift bivariate model can be used as reference to gain an
understanding of the extent to which the higher–z samples are affected by incompleteness.
Two different approaches to modelling the bivariate luminosity functions are explored in the subsequent sections.
The first is a simple analytic model constructed based on similar arguments to the previous work (Choloniewski
1985; Chapman et al. 2003), and which we focus on for the current analysis, detailed below. The second model is
based on the copula approach first proposed in the context of galaxy bivariate LFs by Takeuchi (2010), presented
in Appendix C for completeness.
3.6.3 Analytic bivariate LF model
We construct a simple model, denoted Ψ(M,LHα), to describe the bivariate LFs presented in this paper, assum-
ing that the bivariate LFs can be written as a product of two functions (Choloniewski 1985; Corbelli et al. 1991;
Hopkins et al. 1998). Naturally, as a Schechter function best describes the Mr LFs shown in § 3.5.2 and a Saun-
ders function best descibes the GAMA Hα LFs (paper I), these functions are adopted to represent the bivariate
distributions.
To link these functional forms in a bivariate analytic relation, we begin by establishing how L∗ in the Hα LF varies
as a function of Mr. The lowest–z LHα–Mr LF normalised along the Hα luminosity and Mr axes is shown in
Figure 3.14. The symbols indicate the best fitting L∗ in different magnitude ranges, estimated by fitting a Saunders
function (Eq. 3.19) with non–varying alpha (blue) and a Gaussian (green),
Φ(L)dL =
Φ∗
σ
√
2pi
exp
[
− 1
2σ2
log2
(
L
L∗
)]
, (3.20)
to the data.
The relationship between L∗ and Mr seen in Figure 3.14a) can be approximated as
L∗ = L010−0.4(M−M
∗)β , (3.21)
where L∗ at a nominal galaxy luminosity L0 is defined as L0 ≡L∗(L0).
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FIGURE 3.14: The low–z bivariate LF (Figure 3.7a) normalised along the LHα direction. The symbols indicate the
variation in characteristic luminosity (L∗) with respect to absolute magnitude for Saunders fits to Hα LFs in different Mr
ranges (blue symbols), and for Gaussian fits (green symbols). For the Saunders fits, the faint–end slope is fixed at α = −1.16,
the best fitting slope of the z < 0.1 GAMA Hα LF (paper I), in all fits as Φ at faint luminosities likely to be incomplete. The
horizontal errors indicate the Mr range probed and the vertical errors are the covariance errors of the respective fits. In both
cases, the variation in L∗ can be approximated through a power–law (Eq. 3.21).
Using Eq. 3.21 to connect Eq. 3.17 and 3.19, and expressing the distribution in terms of Mr, we arrive at the full
bivariate expression:
Ψ(M,L) =Ψ
∗
0.4 ln(10) 10−0.4(αM+1)(M−M
∗
)
× exp[−10−0.4(M−M
∗
)]
× ln(10)
[(
L
L0
)(
100.4β(M−M
0
)
)](α
L
+1)
× exp
{
− 1
2σ2
log2
[
1 +
(
L
L0
)(
100.4β(M−M
0
)
)]}
.
(3.22)
In this model M0 is degenerate with L0 and can be fixed in the fitting. We assume M0 = −19.0 and fit the,
now, seven free parameter model to the z < 0.1 Hα/Mr LF through a nonlinear χ2 minimisation routine based
on Levenberg–Marquardt method using the Poisson errors of the bivariate LF measurements. The resultant fit is
shown in Figure 3.15 and the best fitting parameters are given in Table 3.3.
TABLE 3.3: The best fitting parameters of the fitted model (Eq. 3.22) shown in Figure 3.15.
Parameter Schechter–Saunders Schechter–Gaussian
M∗ −21.12± 0.10 −21.12± 0.11
αM −1.29± 0.06 −1.29± 0.06
Ψ∗ −4.17± 1.54 −2.67± 0.14
L0 32.30± 0.65 33.55± 0.04
β 0.92± 0.03 0.92± 0.03
σ 0.46± 0.03 0.45± 0.02
αL 1.53± 1.15 -
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FIGURE 3.15: The 0 < z < 0.1 bivariate LF and the fitted model (Eq. 3.22). The model contours provide a reasonable
description of the data (black lines). The top and right panels compare the univariate Mr (Figure 3.10) and Hα (Figure 7 of
paper I) LF estimations (symbols) based on the 0 < z < 0.1 bivariate Mr/Hα LF (Figure 3.7a) with that predicted by the
model. Also shown is a comparison of Schechter and Saunders functional fits to the univariate Mr (Figure 3.10a) and Hα LFs
(Figure 11 of paper I).
The model defined above with αM and αL fixed to be equal to the z < 0.1 values given in Table 3.3 is used
to fit the higher–z bivariate LFs. The fitted models are shown in Figure 3.16, and the best fitting parameters are
given in Table 3.4. In the two highest redshift bins, we have a very limited sampling of galaxies fainter than either
broadband or emission line characteristic luminosity. The consequence here is that we are limited in the reliability
of our fitted bivariate LF, even when assuming a faint end shape constrained by that in the lowest redshift range.
The fitting can be refined by using a fitting process similar to that employed by de Jong & Lacey (2000), where they
used the maximum amount of information available to fit the parameterisation to data. They point out that even the
bins with no galaxy detection carry information that can be used to fit the model. Also, the uncertainties of the fitted
parameters can be improved by using other methods such as bootstrap resampling. For the purposes of this analysis,
however, we find the best–fit model shown in Figure 3.15 to be sufficient as it provides a good qualitative and a
quantitative description of the low–z bivariate Hα/Mr LF. Furthermore, the approximate Schechter and Saunders
functional fit forms of GAMA Mr and Hα LFs can be recovered from numerically integrating Ψ(Mr, LHα) along
LHα and Mr axes. Also, by integrating Ψ(Mr, LHα) with respect to both LHα and Mr, we can reproduce the
z < 0.1 Hα SFR density reported in paper I.
The best fitting M∗ and αM parameters agree within uncertainty to the best fitting parameters given in Table 3.2
for the z < 0.1 univariate Mr LF. The relationship between L0 and M0 is emphasised in Figure 3.14, where β is
the slope. Note that αL represents the faint–end slope, and it turns over. This is not unexpected as Figure 3.14a
shows the log–normal behaviour of the normalised number densities within a magnitude bins.
Since the normalised LF (Figure 3.14a) exhibits a log–normal like behaviour at brighter magnitudes, similar to
that exhibited by size–magnitude or colour–magnitude distributions (Choloniewski 1985; Chapman et al. 2003;
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FIGURE 3.16: The model fits for the higher–z bivariate LHα–Mr LFs. The parameters, αM and αL in the Schechter–
Saunders model and αM in the Schechter–Gaussian model are fixed to be equal to the z < 0.1 values given Table 3.3.
TABLE 3.4: The best fitting parameters of the fitted model (Eq. 3.22) shown in Figure 3.15. αM and αL are fixed at z1
values.
Parameter Schechter–Saunders
0.1 < z < 0.15 0.17 < z < 0.24 0.24 < z < 0.34
M∗ −21.57± 0.09 −21.77± 0.26 −22.62± 0.14
Ψ∗ −4.49± 0.45 −4.79± 0.49 −4.40± 0.93
L0 32.52± 0.33 32.75± 0.59 33.55± 0.64
β 0.85± 0.12 0.59± 0.30 0.46± 0.25
σ 0.46± 0.05 0.48± 0.04 0.38± 0.10
Parameter Schechter–Gaussian
0.1 < z < 0.15 0.17 < z < 0.24 0.24 < z < 0.34
M∗ −21.57± 0.10 −21.77± 0.27 −22.63± 0.14
Ψ∗ −2.94± 0.14 −3.08± 0.33 −3.53± 0.31
L0 33.79± 0.14 34.12± 0.42 34.45± 0.36
β 0.85± 0.12 0.59± 0.30 0.44± 0.24
σ 0.45± 0.04 0.47± 0.04 0.38± 0.07
Huang et al. 2013), a Schechter–Gaussian model can also be fitted to the bivariate LHα–Mr LFs. Figures 3.16
illustrates how this model behaves in comparison to the Schechter–Saunders model, and Tables 3.3 and 3.4 give
the best fitting model parameters. Both models presented and discussed in this section are able to provide a good
representation of the lowest–z bivariate LHα–Mr LF. As for the higher–z bivariate LHα–Mr LFs, the models
provide a good description of the bright end of the bivariate LFs, where the data exists. It becomes increasingly
difficult to constrain the models to obtain a good description of the faint–end of the bivariate LFs with increasing
redshift as the range in LHα and Mr probed by the LFs decreases.
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3.7 Mr luminosity density and the star formation history
As there is a strong degeneracy between luminosity and density it is difficult to disentangle the effects of luminosity
and density evolution (Loveday et al. 2012). A luminosity density (LD) estimate is often reported instead (e.g.
Blanton et al. 2003c; Montero-Dorta & Prada 2009; Loveday et al. 2012) as that can be better constrained. The
LD evolution observed in the GAMA Hα star forming population is shown in Figure 3.17. The filled diamonds
FIGURE 3.17: The evolution of LDs of all and photometrically classified blue and red Hα star forming galaxies as a
function of redshift (filled symbols), compared to the evolution of luminosity density of all, blue and red GAMA galaxies as
a function of redshift (shaded regions; Loveday et al. 2012). Also shown are the LD measurements at low–z from Blanton
et al. (2003c) (open circle) and Montero-Dorta & Prada (2009) (open triangle). The GAMA measurements shown by the
filled diamonds indicate the LDs derived by integrating the best–fitting Schechter functional forms shown in Figure 3.11, and
the filled stars indicate the values obtained from integrating the best–fitting bivariate analytical forms shown in Figures 3.15
and 3.16. The three colours, black, blue and red, indicate all and photometrically classified blue and red galaxies respectively.
All published measurements are converted to our assumed cosmology.
indicate the GAMA LDs derived from integrating the four Schechter functions shown in Figure 3.11. The densities
indicated by filled stars are estimated from the best–fitting bivariate LHα–Mr functions shown in Figure 3.16.
Only the integrated value for 0.1 < z < 0.15 is shown as the bivariate functional fitting for the higher–z LFs
cannot be constrained accurately due to the narrow range in LHα and Mr probed. Also shown are the confidence
limits from Figure 20 of Loveday et al. (2012) and low redshift density estimates from Blanton et al. (2003c) and
Montero-Dorta & Prada (2009). We see a result here that is consistent with the SF proportions of the broadband
blue and red LFs shown in Figure 3.10. LDs estimated from the best–fitting Schechter functional forms indicate
a decrease in LD with redshift, in contrast to Loveday et al. (2012). This is a natural consequence of the SF
populations comprising only a small fraction (10–20%) of the total red galaxy population. The decrease in LD of
photometrically classified blue SF population at higher–z (z > 0.17) is likely due to the difficulty in measuring
Hα in higher–z galaxy spectra, which are likely dustier than their low–z counterparts. Given our sample is already
biased against photometrically classified red galaxies, mainly as a result of the Hα flux limit, the drop in LD
corresponding to those galaxies is not unexpected.
Figure 3.18 shows the SFRD versus Mr relationship with redshift for the two lowest redshift ranges, obtained by
integrating the analytical bivariate function fit shown in Figures 3.15 and 3.16. Significant evolution in SFRD can
be seen for both optically faint and bright galaxies, while for those just faintward of M∗ there is little change. The
evolution in the SFRD at the optically bright end is directly supported by the evolution seen in the measured BLF
(Figure 3.7). The implied evolution at faint optical magnitudes seen here, however, is a direct result of fixing the
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FIGURE 3.18: The SFR density as a function of Mr for the z < 0.1 and 0.1 < z < 0.15 ranges. The solid lines indicate
M∗ values for the two redshift ranges.
TABLE 3.5: The SFRDs (Schechter–Saunders function).
Redshift log ρ˙(0,0)−(Lb,Mb) log ρ˙(Lf,z1,Mf,z1)−(Lb,Mb) log ρ˙(Lf,zx ,Mf,zx )−(Lb,Mb))
range (Myr−1Mpc−3) (Myr−1Mpc−3) (Myr−1Mpc−3)
0.1 < z < 0.15 −2.00 −2.00 −2.03 (-14.25, 33.1)
0.17 < z < 0.24 −1.75 −1.77 −2.03 (-18.75, 33.5)
0.24 < z < 0.34 −1.72 −1.77 −2.14 (-19.25, 33.9)
shape of the faint end of the bivariate LF, combined with the increase in Ψ∗ as fit to the 0.1 < z < 0.15 bivariate
LF. Without more direct measurement of the faint end shape of the BLF at these redshifts, we can’t make any
strong claims about evolution in the SFRD at such faint optical magnitudes.
As mentioned previously, our primary motivation behind modelling the bivariate LHα–Mr LFs is to overcome the
bivariate sample effects introduced by the dual Hα flux and magnitude selection imposed on our sample. As a
result of this effect, the SFRDs presented in paper I are underestimates. In Figure 3.19 we reproduce Figure 15
of paper I to show the SFRDs derived not by integrating the Saunders functional fit to a univariate Hα LF but by
integrating the bivariate analytic fit to LHα–Mr LF. By modelling the low–redshift LHα–Mr distribution covering
−24 <Mr < −10 and 30 <log LHα < 36 and assuming the faint–end bivariate distribution is similar for the
higher–z samples (Figures 3.15 and 3.16), we can estimate a correction for the missing optically faint star forming
galaxies. The resultant SFRDs are shown in Figure 3.19, and given in Table 3.5. It can be seen that the resulting
SFRD is much more consistent with that from other published measurements (e.g. Hopkins & Beacom 2006), than
the direct estimates from paper I. This implies that our assumptions regarding the faint end slope of the bivariate
LF are not unreasonable, and can be used as a reliable model for the shape and normalisation of the bivariate LHα–
Mr LF. Even so, the highest redshift range probed still appears to be somewhat underestimated. This suggests
that there may well be some non–negligible evolution in the faint–end shape of the bivariate LF over this redshift
range.
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FIGURE 3.19: The cosmic SF history, reproduced from Figure 15 of paper I, with our new measurements shown as blue
stars. The GAMA SFR densities are based on integrating the analytic fits to the bivariate LHα–Mr LFs (Figures 3.15 and
3.16). Published estimates based on narrowband/slitless spectroscopy data are shown as open symbols and those based on
broadband surveys as filled symbols. Different colours correspond to different SFR indicators.
3.8 Bivariate LHα–M function of star forming galaxies
In this part of the analysis, we investigate the evolution of the bivariate LHα–M function, the SMFs that result
from integrating the bivariate function and its blue and red counterparts. Given the correlation between Mr andM,
both of which scale directly with the stellar continuum, we can construct bivariate LHα–M functions inclusive of
selection biases as in § 3.5. The colour scheme used in this analysis to provide a photometric blue/red classification
of the sample is, however, different to that discussed in § 3.5. To reiterate, our objective in constructing univariate
and bivariate LFs of star forming galaxies with blue/red photometric class is to compare our results with the existing
GAMA results in a consistent manner (e.g. Loveday et al. 2012; Baldry et al. 2012). For the analysis presented in
§ 3.5.2 we used the same colour–magnitude scheme employed by Loveday et al. (2012) to photometrically classify
the Hα emission–line galaxies as either blue or red. For the following analysis, as it is focussed on SMFs, we
use the photometric scheme introduced by Baldry et al. (2004) (Eq. 11 of their paper) and used by Baldry et al.
(2012) to construct the z < 0.06 GAMA SMFs.This allows us to compare the our results with the GAMA SMFs
presented in Baldry et al. (2012).
3.8.1 GAMA galaxy SMF vs the SMF of z < 0.06 Hα star formers
Baldry et al. (2012) present the z < 0.06 GAMA galaxy SMFs, determined using the density corrected 1/Vmax
method. They further present the GAMA SMFs of photometrically classified blue and red galaxies based on the
colour (u − r)–magnitude (Mr) relationship given in Baldry et al. (2004). Using the density corrected 1/Vmax
method discussed in § 3.4.2, i.e. the Baldry et al. (2012) method adjusted for a bivariately selected sample, and
their colour–magnitude cut, we construct the z < 0.06 bivariate LHα–M functions and the SMFs of Hα SF
galaxies. Our results compared to Baldry et al. (2012) are shown in Figure 3.20.
Figure 3.20a shows the bivariate LHα–M function of all SF galaxies (left panel), and photometrically classified
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FIGURE 3.20: The z < 0.06 GAMA bivariate LHα–M functions and the resulting SMFs of all SF, and blue and red SF
galaxies constructed using the density corrected Vmax method described in § 3.4.2 compared to the z < 0.06 GAMA SMFs
of Baldry et al. (2012) and z < 0.05 SDSS SMF of Baldry et al. (2008). The small discrepancy between our results and the
GAMA results of Baldry et al. (2012) arises from the differences in the formulation of the density corrected Vmax method
and also from the applied surface brightness and redshift incompleteness corrections.
blue and red (right top and bottom panels respectively) SF sub–populations. Similarly to the bivariate LHα–Mr LFs
presented in Figure 3.7, the bivariate LHα–M function of all z < 0.06 SF galaxies comprise both photometrically
classified blue and red galaxies, though dominated by blue galaxies. Figure 3.20b shows the SMFs obtained from
integrating the bivariate functions along the LHα axis. Also shown are the GAMA SMFs of Baldry et al. (2012).
They find that the SMF of all z < 0.06 GAMA galaxies is well described by a double Schechter function. This
functional form has also been used by other authors (e.g. Popesso et al. 2006; Baldry et al. 2008; Drory et al.
2009; Pozzetti et al. 2010) to describe LFs and SMFs, and its origin is related to the bimodal colour–magnitude
distribution of (blue and red) galaxies. Pozzetti et al. (2010) and Baldry et al. (2008) find that the massive end of
the SMF (log M > 10.5 M) is largely dominated by red galaxies while blue galaxies mainly contribute to the
faint–end of the SMF. This is also evident in Figure 3.20b where the faint–end of the SMF of z < 0.06 SF galaxies
is well matched to that of the GAMA SMF (Baldry et al. 2012), however, the bright ends of the SMFs show a
significant discrepancy. This disagreement arises naturally from our sample consisting only of Hα SF galaxies.
As only a small fraction of photometrically classified z < 0.06 red galaxies have reliably detected Hα emission,
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the two GAMA SMFs shown in the left panel of Figure 3.20b disagree at the high–mass end. A much closer
comparison is seen with the blue SMF of Baldry et al. (2012) (right top panel of Figure 3.20b). The grey filled
triangles in this figure correspond to the SMF of all SF galaxies, i.e. the SMF shown in the left panel, and the black
filled symbols represent the SMF of photometrically classified blue SF galaxies, which is in good agreement with
the GAMA blue SMF of Baldry et al. (2012) at all stellar masses. The SMF of all SF galaxies (grey filled symbols)
shows higher Φ values at higher masses in comparison to the GAMA blue SMF as a result of the contribution from
the photometrically classified red SF galaxies (Figure 3.20a right bottom panel). The red SMF of SF galaxies is
shown in the right bottom panel of Figure 3.20b. Figure 3.20b left panel inset shows the distribution of the Hα SF
sample (purple contours) with respect to all z < 0.06 galaxies ( i.e. the sample used by Baldry et al. 2012). The
line is the colour cut utilised in this analysis and by Baldry et al. (2012). Even though photometrically classified
blue and red galaxy sub–populations are conventionally labelled as star forming and passive galaxies respectively,
a sample selected on the basis of detected Hα emission, which is a direct tracer of on–going star formation in a
galaxy, includes both photometrically classified blue and red galaxies and not all galaxies with a photometric blue
classification have detected Hα emission.
Finally, it is worth noting that approximately 20–30% of photometrically classified red galaxies, contributing to
the GAMA red SMF of Baldry et al. (2012) at all stellar masses, is star forming. Also, all z < 0.06 galaxies with
log M . 8.5 M are star forming.
3.8.2 SMFs of star forming galaxies as a function of redshift
We further divide our sample into four redshift bins to investigate the evolution of the bivariate LHα–M func-
tions. For each redshift range, the respective photometrically classified blue and red SF bivariate functions are
also constructed and the SMFs are compared with the published measurements that cover similar redshift ranges
(Figure 3.21).
The lowest redshift bivariate LHα–M function probes the largest range in LHα (30.5 . log LHα (W) . 36) and
M (6 . log MM . 12). The z < 0.1 SMF of SF galaxies (gray filled symbols in the left panel of Figure 3.21) is in
agreement with the photometrically classified blue SMFs of Baldry et al. (2004) and Moustakas et al. (2013). The
z < 0.01 photometrically classified blue SF SMF shows lower Φ values at high masses with compared to other
published measurements, highlighting that not all photometrically classified blue sources are in fact SF.
The survey and sample selection effects dominate the higher–z bivariate LHα–M functions as evident from the
decrease in LHα and M ranges. Overall, the trends discussed in § 3.8.1 with regard to the z < 0.06 SMF, in
particular that ∼ 20 − 30% of photometrically classified red galaxies contributing to the red SMFs are likely SF,
are also evident in the SMFs shown in Figure 3.21.
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FIGURE 3.21: The bivariate LHα–M functions and SMFs of SF galaxies (left panels) and photometrically classified blue
and red SF galaxies (right panels) in redshift bins, compared with published SMFs of total, blue and red galaxies covering
similar redshift ranges. All published SMF measurements shown are adjusted to our assumed cosmology and to a Chabrier
(2003) IMF.
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FIGURE 3.21: Cont’d
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FIGURE 3.21: Cont’d
3.9 Mass–dependent evolution of the cosmic star formation history
To estimate an integrated stellar mass density (SMD), we fit the analytic form introduced in § 3.6 to the bivariate
LHα–M functions. The best fitting functions for the z < 0.1 and 0.1 < z < 0.15 bivariate LHα–M functions
are shown in Figure 3.22. Our model provides a good description of the observed low redshift bivariate LHα–
M function, particularly the faint–end distribution of the LF. The two parameters, αL and αM , that describe the
faint–end shape are assumed to be equal to their z < 0.1 values for the higher–z bivariate LFs. The best–fitting
parameters for the z < 0.1 and 0.1 < z < 0.15 redshift bins are given in Table 3.6.
The relationship betweenM and SFRD for a fixed redshift range is shown in the top panel of Figure 3.22. Over-
plotted in Figure 3.22 are the M and SFRD relationships derived using SDSS Li et al. (2011) data at z ∼ 0.05
and ROLES Gilbank et al. (2010) data at z ∼ 1. The GAMAM and SFRD relationship agrees well with that of
Li et al. (2011). Also, a comparison between GAMA, SDSS and ROLES results indicates that the shape of the
relationship does not vary as a function of redshift, rather it is the normalisation of the relationship that change.
In the context of galaxy downsizing (Cowie et al. 1999), which states that high–mass galaxies formed their stars
early and rapidly while low–mass counterparts formed stars at a slower rate and later times, the peak of theM and
SFRD relationship is expected to shifts towards lower masses with decreasing redshift. The lack of such a change
contradicts the downsizing scenario, however, as Gilbank et al. (2010) point out high SFR galaxies are also likely
to be high–mass systems that both dominate the galaxy numbers and SFRD at high z, which could be considered
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‘downsizing’.
FIGURE 3.22: Bottom panel: The best–fitting bivariate functions to z < 0.1 and 0.1 < z < 0.15 bivariate LHα–M
functions. Top Panel: GAMA SFRD density (units: Myr−1Mpc−3dex−1) versus stellar mass relationship for the two
redshift bins. For reference Gilbank et al. (2010) and Li et al. (2011) results based on SDSS and ROLES surveys are also
shown. All measurements are adjusted to the Baldry & Glazebrook (2003a) IMF.
TABLE 3.6: The best fitting parameters of the fitted model shown in Figure 3.22. Note thatM0 is fixed at 9M.
Parameter z < 0.1 0.1 < z < 0.15
M∗ 10.77± 0.07 10.84± 0.04
αM −1.31± 0.04 −1.31
Ψ∗ −4.50± 1.23 −4.77± 0.20
L0 32.00± 0.58 32.06± 0.20
β 0.70± 0.02 0.67± 0.05
σ 0.50± 0.02 0.52± 0.03
αL 1.20± 0.93 −1.20
The SMDs derived from integrating the best–fitting analytic functions to the bivariate LHα–M functions (Fig-
ure 3.22) are shown in Figure 3.23. Also shown for comparison are the SMD measurements from recent studies
at various redshifts up to z ∼ 3. Note that all published measurements shown in Figure 3.23 are calculated from
univariate SMFs based on galaxy samples drawn from broadband surveys. The data indicated as lower limits show
the cases where the authors have provided SMD measurement by integrating the univariate SMF down to a limiting
M, rather than to zero.
The left panel of Figure 3.23 compares the GAMA SMD measurements based on bivariate LHα–M functions with
those derived from total galaxy samples, and the right panel of the same figure compares our results with the SMDs
based on photometrically classified blue populations. Our results agree well with the published measurements
based on photometrically classified blue galaxy populations, as might be expected given the close agreement
between our SF SMFs and the blue galaxy SMF of Baldry et al. (2012).
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FIGURE 3.23: The SMDs derived from integrating the analytic forms shown in Figure 3.22. Left Panel: GAMA mea-
surements compared to the published measurements of total SMDs. Right panel: GAMA measurements compared to the
published SMDs derived from photometrically classified blue galaxies. The cases where the authors report a density value
evaluated assuming a lower mass limit are shown as lower limits. All measurements are adjusted for our assumed cosmology
and for a Chabrier (2003) IMF.
3.10 Summary
We have explored the bivariate LHα–Mr and LHα–M functions. The primary goal of this investigation is to model
the low redshift bivariate LFs to use as a reference to account for the missing optically faint star forming galaxies
at higher–z, thereby correcting for the apparent lack of evolution in SFRD reported in paper I.
The key results are as follows.
i. By modelling the low redshift distribution of the bivariate LHα–Mr LF, we estimate a correction for the
missing optically faint star forming galaxies at higher–z. The corrected SFRDs presented in Figure 3.19
show high level of consistency with earlier published results (e.g. Hopkins & Beacom 2006), suggesting that
this approach is reasonable. The implication is that the shape of the faint–end of the bivariate functions does
not evolve strongly over this redshift range.
ii. The Hα SF sample used for this study consists of both photometrically classified blue and red galaxies,
though dominated by blue galaxies. This allows us to construct not only the bivariate and univariate LFs and
SMFs of Hα SF galaxies, but also the LFs and SMFs of photometrically classified blue and red SF galaxies.
iii. The Mr LFs obtained from integrating the bivariate LHα–Mr LFs are in agreement with the GAMA Mr
LFs of photometrically classified blue galaxies from Loveday et al. (2012). Also, the z < 0.06 SMF of SF
galaxies obtained from integrating the bivariate LHα–M function is consistent with the blue SMF of Baldry
et al. (2012).
iv. The low redshift (z < 0.15) SFRD andM relationship derived using GAMA data agrees well the z < 0.05
results from Li et al. (2011). The shape of the SFRD and M relationship at low redshift is similar to that
obtained at z ∼ 1 from Gilbank et al. (2010). The comparison of results between different redshifts indicate
that the shape of the SFRD andM relationship does not change with redshift over the redshift range probed
by the bivariate functions, rather it is the normalisation of the relationship at all masses that varies with
redshift.
v. The GAMA SMDs based on bivariate LHα–M functions, i.e. based on a sample of Hα SF galaxies, is in
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good agreement with the published SMDs based on photometrically classified blue galaxy populations.
4
The SFR dependence of the stellar IMF
Abstract
The stellar initial mass function (IMF) describes the distribution in stellar masses produced from a burst of star formation.
For more than fifty years, the implicit assumption underpinning most areas of research involving the IMF has been that it
is universal, regardless of time and environment. We measure the high–mass IMF slope for a sample of low–to–moderate
redshift galaxies from the Galaxy And Mass Assembly survey. The large range in luminosities and galaxy masses of the
sample permits the exploration of underlying IMF dependencies. A strong IMF–star formation rate dependency is discovered,
which shows that highly star forming galaxies form proportionally more massive stars (they have IMFs with flatter power–law
slopes) than galaxies with low star formation rates. This has a significant impact on a wide variety of galaxy evolution studies,
all of which rely on assumptions about the slope of the IMF. Our result is supported by, and provides an explanation for, the
results of numerous recent explorations suggesting a variation of or evolution in the IMF.
Gunawardhana M. L. P. et. al., 2011, MNRAS, 415, 1647
4.1 Introduction
The stellar initial mass function (IMF) is an empirical power–law relation describing the distribution of stellar
masses formed in a single episode of star formation. This initial stellar mass distribution has often been assumed
to be universal. This is perhaps the most fundamental assumption used in all galaxy formation and evolution
studies. The IMF is the bridge between the massive stars, measurable through tracers such as Hα, ultraviolet, far–
infrared and radio luminosity, and the low mass stars, which form the bulk of the stellar mass in galaxies (Kennicutt
1998). The IMF is intimately involved in many aspects of the modeling of galaxy evolution. Some examples
include models of turbulent fragmentation and collapse of gas clouds that form sub–stellar to super–stellar objects
(Nakamura & Umemura 2001), the numerical study of supersonic hydrodynamics and magnetohydrodynamics of
turbulence (Padoan et al. 2007), gradual processes behind building of a galaxy (Gibson & Matteucci 1997), the
reionisation of the intergalactic medium at high redshift (z > 6) (Chary 2008), the relationship between stellar
mass and star formation rate (SFR) (Dave´ 2008), evolution in colour and mass–to–light ratio of galaxies (van
Dokkum 2008), models of heavy element production, chemical enrichment and evolution in galaxies (Calura &
Menci 2009) from the death of stars, the fraction of stars that form black holes (Fryer 2003) and many other
evolutionary processes.
The IMF is often parameterised as one or more power laws, describing the number of stars within a given mass
interval, dNdM ∝ mα with α defining the slope for the mass range of interest (Salpeter 1955; Baldry & Glazebrook
2003a). Other widely adopted functional forms for the IMF include a lognormal form for the low mass regime
with a power–law tail for high masses (Chabrier 2001). From star counts of local resolved stellar populations,
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the IMF is measured to have a high-mass (m > 0.5M) slope of α ≈ −2.35 (Salpeter 1955; Scalo 1986b), also
called the Salpeter slope, although variations of this slope are also reported (Kroupa et al. 1993; Kroupa 2001;
Miller & Scalo 1979). An “integrated galaxy” IMF (IGIMF) has recently been proposed for the interpretation of
the galaxy–wide IMF properties. Whether the IGIMF is universal (Elmegreen 2006) or differs from the star cluster
IMF (Weidner & Kroupa 2005) is again a much debated subject. The dependence of cluster formation on the SFR
of a galaxy is argued to give rise to a varying IGIMF (Weidner & Kroupa 2005), although the underlying IMF
may still be universal. In almost all cases, the high–mass IMF slope is modelled with a power–law type behaviour
and a multi-part IMF expression best describes the stellar luminosity function in the solar neighbourhood (Scalo
1986b; Kroupa et al. 1993). Therefore, a multi–part power law is used to obtain the results presented here. For the
purpose of this investigation, we primarily use a 2–part power law with a Salpeter high–mass (> 0.5M) slope
and α = −1.3 low–mass (0.1 ≤ M/M ≤ 0.5) slope. The use of other popular functional forms of the IMF
(Miller & Scalo 1979; Scalo 1986b; Kroupa 2001) does not influence the overall conclusions of this study.
Turbulent star–forming gas and clump mass functions (Reid & Wilson 2005) indicate that a Salpeter–like IMF
slope may be imprinted on the mass distribution of turbulent structures, and that all stellar clusters formed out
of these structures therefore inherit a Salpeter–like IMF. The concept of a “universal IMF” is, however, being
increasingly scrutinised by recent studies based on large samples of galaxies and non–traditional approaches, all
reporting discrepancies between the observations and model predictions. A number of recent studies now suggest
an evolving or spatially varying IMF as a “last resort” explanation to reconcile the observed differences (Hoversten
& Glazebrook 2008; Wilkins et al. 2008b,a; van Dokkum 2008; Meurer et al. 2009). The assumed cosmological
parameters are: H0 = 70 km s−1 Mpc−1, ΩM = 0.3 and Ω∧ = 0.7.
4.2 Observations
4.2.1 Galaxy And Mass Assembly survey
Motivated by these recent failures of the universal IMF assumption, we have conducted an analysis exploring such
variations using a sample of galaxies from the Galaxy And Mass Assembly (GAMA) survey (Driver et al. 2009;
Robotham et al. 2010; Baldry et al. 2010). GAMA is a spectroscopic survey with multi–wavelength photometric
data undertaken at the Anglo–Australian Telescope using the 2dF fibre feed and AAOmega multi–object spec-
trograph. AAOmega provides 5 A˚ resolution spectra with complete spectral coverage from 3700–8800 A˚ (Sharp
et al. 2006). GAMA covers three equatorial fields of 48 deg2 each, with two fields reaching a depth of rAB < 19.4
magnitude and the third extending to rAB < 19.8 magnitude, together with KAB < 17.6 magnitude over all three
fields. There are ∼ 120 000 galaxies with measured spectra available from GAMA observations to date (Driver
& Robotham 2010). The redshift of each galaxy is determined using RUNZ (Saunders et al. 2004), a FORTRAN
program for measuring redshifts from reduced spectra.
4.2.2 Data
The standard strong optical emission lines are measured from each curvature corrected and flux calibrated spectrum
assuming a single Gaussian approximation and common values for redshift and line width (Bauer et al. 2011, in
prep). Corrections for the underlying stellar absorption, dust obscuration and fibre aperture effects, detailed below,
are applied to these measurements. A full composite line and continuum extraction process is ultimately intended
for the full data set.
The strength of Hα emission in galaxy spectra is used in this investigation to probe the extent of the star forma-
tion in galaxies. The Hα luminosity is used to measure the current SFR, as the ionising photons mainly come
from short–lived massive stars. Our sample is drawn from the ∼ 120 000 spectra available at June 2010, and is
comprised of 43 668 galaxies with measured emission lines, about 40% of all galaxies in the GAMA sample at
that time. This sample only includes objects with redshift quality flags ≥ 3 (i.e. regarded as a secure redshift, see
Driver & Robotham 2010). Furthermore, we exclude all galaxies with Hα emission measurements affected by the
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presence of strong sky lines (see Figure 4.2), and all galaxies with Hα emission below a minimum flux limit of
25× 10−17erg/s/cm2. This flux limit is obtained from examining the spectra of a sample of low Hα luminosity
galaxies. Increasing this flux limit to that used by Brough et al. (2011) for a sample of low Hα luminosity GAMA
galaxies, for example, does not alter our conclusions. Sloan Digital Sky Survey (SDSS) photometry in u,g,r,i,z
filters is available for each galaxy (Hill et al. 2011). k-corrections to z = 0.1 are applied and all photometry is
corrected for foreground (Milky Way) dust-extinction (Schlegel et al. 1998). The galaxy sample covers a mod-
erate range in redshift (0 < z ≤ 0.35). Galaxies dominated by emission from active galactic nuclei (AGN) are
excluded from the sample (5334 galaxies) based on standard optical emission–line ([NII]/Hα and [OIII]/Hβ) diag-
nostics using the discrimination line of Kewley et al. (2001). In the case of galaxies for which only some of these
four emission lines are measurable, AGNs can still be excluded using the diagnostics log ([NII]/Hα)≥0.2 and log
([OIII]/Hβ)≥1. This excludes a further 173 galaxies. The size of the final sample is 33 657.
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increasing the number of SFR bins, each covering a small range in SFR, but the progressively smaller
numbers of galaxies in each bin would reduce the statistical significance of the result.
5.1.1 Volume Limited Sample
A magnitude limited sample, which is a sample restricted to objects lying within a given range in
apparent magnitudes, can have a mean absolute magnitude of objects brighter than the mean absolute
magnitude of the population as a whole. That is the volume within which we can see the brighter
objects is larger than that within which we can see the faintest ones. As a consequence, in a magnitude
limited sample the luminous objects are over-represented. This is referred to as the Malmquist bias.
The solution is to consider volume limited magnitude samples, where samples are complete for a range
of luminosities. he definition of the volu e li ited magnitude bins is shown in Figure 5.11, the
galaxies within the seven bins shown in the right panel of Figure 5.11 are used for the volume limited
analysis. The redshift boundaries are defined such that the galaxies within each bin are not influenced
by the lower and upper flux limits (14.65 < r < 19.8) of the main sample, allowing the volume limited
magnitude bins to be free of Malmquist bias. Using volu e limited samples, we can explore whether
the flux limits of the sample influence the observed IMF-SFR relationship. If the trend still persists in
volume limited samples we can conclude that the trend is not due to a volume effect.
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Figure 5.11: Left Panel : The distribution of the data in Mr and z. Right Panel : The definition of the
volume limited magnitude bins. Galaxies within each box or within each magnitude range are not affected by
the flux limits of the sample. That is each of the seven samples are limited in magnitude and redshift such that
each sample is complete down to a given luminosity.
The distribution of galaxies in the Hα EW and g − r colour for each of the volume limited bins
is shown in Figure 5.12. The two brightest volume limited samples consists of data covering the full
range in EWs and g − r, indicating that these samples are not affected by any selection biases. The
trend evident with increasing r-band luminosity is consistent with the trend observed as a function of
SFR, (Figures 5.4 and 5.6). The Top two panels of Figure 5.13 divide the objects within the highest
r-band luminosity bin by SFR, showing that the trend with SFR is preserved not only between the
(b)
FIGURE 4.1: (a) The distribution of SFR and galaxy stellar masses with redshift. The visible gap in the distribution centred
on z = 0.16 shows where the wavelength of the atmospheric O2 band (Fraunhofer A–line) overlaps with the redshifted
wavelength of the Hα emission line, leading us to omit these data from our analysis. The masses are in units of the solar
mass, 1 M = 1.99× 1030 kg. (b) The definition of the volume limited samples used in this study. The galaxies within each
magnitude range are not affected by the flux limits of the survey, so that each of the three samples is complete to a given
luminosity.
This sample of galaxies spans a large range in stellar mass (7 ≤ log (M/M) ≤ 12) a d SFR (10−3–100 Myr−1).
It is this large range in SFR, stellar mass and redshift that permits us to explore the potential IMF dependencies
with respect to different physical properties of galaxies. Figure 4.1(a) shows the wide range in SFR sampled as a
function of r dshift, and colou coded to illustrate the range in stellar masses. Figure 4.1(b) shows the envelope of
the distribution of absolute r–band magnitude, Mr, with redshift for this sample. Outlined within this envelope are
three independent volume–limited samples which form the basis of our subsequent analysis. These are selected to
span ∼ 1 magnitude in Mr, centred on the values shown.
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4.3 Deriving physical quantities
4.3.1 Hα luminosities
The observed Hα emission must be corrected for the effects of stellar absorption within the host galaxy, obscura-
tion by dust, and the limited sampling of each galaxy by the optical fibres (aperture effects) used in multi–object
spectroscopy.
Stellar absorption correction and Balmer decrements
A simple constant correction for stellar absorption in Balmer emission line equivalent widths (EWs) (i.e. Hα and
Hβ EWs) is used for this investigation. The assumed common EW correction (EWc) for the stellar absorption in
the GAMA data is 1.3 A˚. Based on previous work (Hopkins et al. 2003), a correction of at most 1.3 A˚ is sufficient,
provided the assumption is restricted to studies examining the gross characteristics of a large sample of sources,
which is the case in this investigation. We tested a range of EWc values between 0.7 and 1.3 A˚, and the results did
not vary measurably. Only Hα EWs smaller than log (Hα EW)< 0.9 show a difference in EW of more than 5%.
FIGURE 4.2: (a) The relationship between Balmer Decrements and aperture corrected luminosities for the galaxies with
accurate Hα and Hβ EW measurements. A linear relation is fitted to the data to determine the Balmer Decrements for the
galaxies that have measured Hα EWs but no Hβ EWs or have Hβ EWs that are affected by sky absorption bands. (b) The
dust obscuration as indicated by the Balmer Decrement is largest at high z. This is because high SFR objects also tend to
have higher obscurations (Hopkins et al. 2001) and the objects at higher z tend to have higher SFRs, a result of both galaxy
evolution and a predominance of massive, high–SFR galaxies at high–z, due to the flux limit of the survey.
As the stellar absorption may in general be a luminosity dependent quantity, the required correction could be higher
for high star formation rate sources. In order to test this aspect, a unique EWc for each galaxy is assigned based
on an assumed linear relationship between luminosity and stellar absorption correction. The results indicate that a
luminosity dependent stellar absorption correction does not significantly affect the calculated intrinsic luminosity
of the source. Less than 10% of the sample showed any noticeable effect. For systems with log (Hα EW)> 2,
the assumption of a luminosity dependent absorption correction increases the inferred EWs for these extreme
systems, thereby further enhancing the trend with SFR presented in this paper. Therefore, the assumption of a
fixed EWc = 1.3 A˚ should not significantly affect the trends evident in the results, or our conclusions.
The Balmer Decrement (BD) is defined as the ratio of stellar absorption corrected Hα to Hβ fluxes (BD =
SHα/SHβ), where SHα for example is (Hopkins et al. 2003),
SHα = FHα × (HαEW + EWc)
HαEW
, (4.1)
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where FHα is the measured emission line flux.
A small fraction of galaxies have Balmer Decrements (BD) less than the Case B recombination value BD= 2.86
(Figure 4.2). The Balmer Decrement is an obscuration sensitive parameter, and its departure from the Case B re-
combination value of 2.86 is an indication of the dust attenuation along the line of sight. BD< 2.86 can result from
an intrinsically low reddening combined with uncertainty in the stellar absorption, but also from errors in the line
flux calibration and measurements (Kewley et al. 2006). Out of all the galaxies with measured Balmer Decrements,
∼ 6% have BD< 2.86. All these Balmer Decrements are set to 2.86 for the purpose of this investigation.
Not all galaxies have both Hα and Hβ measurements. For the galaxies with only Hα measurements, the relation
between aperture corrected luminosity and Balmer Decrement is used to determine the Balmer Decrements. The
empirical form of the relationship between aperture corrected luminosity and Balmer Decrement is shown in
Figure 4.2. The form is
BD = 0.81 log(LHα,ACor)− 22.041, log(LHα,ACor) > 30.74
= 2.86, log(LHα,ACor) ≤ 30.74 (4.2)
where log(LHα,ACor) denotes the aperture corrected Hα luminosity (see Eqn. 4.3).
Aperture correction
Aperture effects arise from the physical limitation imposed by the diameter of the spectroscopic fibre used in the
observations. For nearby sources, this means that the fibre only captures part of the light from the object, which is
naturally a problem for sources larger in size than the fibre diameter projected on the sky. An aperture correction
is required to account for the missing flux, in order to get an estimate of the true star formation rate. Following
the approach used for SDSS spectra by Hopkins et al. (2003), we implemented an aperture correction for the
Hα luminosities of the GAMA galaxies. This approach uses the absolute r–band magnitude to approximate the
continuum at the wavelength of Hα, thereby accounting for the Hα luminosity of the whole galaxy (Eq. 4.3).
Figure 4.3 shows the relation between the applied aperture correction and z and the required correction is typically
a factor of 2− 4.
FIGURE 4.3: Aperture correction factor as a function of redshift. The required aperture correction is largest at low z
because low z objects are more likely to be larger in angular size than the aperture of the spectroscopic fibre used for the
observations.
The aperture corrected Hα luminosity (LHα,ACor) for the whole galaxy is a function of three parameters, Hα EW
(EWHα,obs), absolute r–band luminosity (Mr) and redshift (z). The form of the aperture corrected luminosity
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before applying any obscuration correction is (Hopkins et al. 2003)
LHα,ApCor = (EWHα,obs + EWc)× 10−0.4(Mr−34.10)
× 3× 10
18
(6564.61(1 + z))2
. (4.3)
The aperture corrections are based on the absolute magnitude, Mr, of each galaxy as an estimate of continuum
luminosity, thereby recovering a Hα luminosity for the whole galaxy. This method of applying aperture correc-
tions to the luminosities, described in Hopkins et al. (2003), yields similar results to the more complex colour
gradient based aperture corrections described in Brinchmann et al. (2004). We use these aperture corrected values
throughout this analysis. We have, in addition, tested the effect on our results in the case of using SFRs estimated
only from the detected Hα emission through the fibre (no aperture corrections). Even in this case, we find the same
qualitative conclusions regarding the SFR–dependence of IMF slope. We conclude that the aperture corrections
applied here are not introducing any significant bias, nor are they erroneously giving rise to our results.
TABLE 4.1: The SFR calibration factors for different IMFs
high–mass slope calibration factor (W)
α = −2.00 4.08× 1034
α = −2.35 1.27× 1034
α = −2.50 0.65× 1034
The aperture, obscuration and stellar absorption corrected luminosity for the whole galaxy is given as
LHα,int = (EWHα + EWc)× 10−0.4(Mr−34.10)
× 3× 10
18
(6564.61(1 + z))2
(FHα/FHβ
2.86
)2.36
, (4.4)
where FHα/FHβ denotes the Balmer decrement. Figure 4.2(b) explores the increase in Balmer decrement with
respect to increasing z. The exponent of the Balmer Decrement in Eq. 4.4 is equal to k(λHα)/[k(λHβ)−k(λHα)],
where extinction at a given λ, k(λ), is determined from the Cardelli et al. (1989) galactic dust obscuration curve.
The Hα SFR can be determined from Kennicutt (1998)
SFRHα =
LHα
1.27× 1034 . (4.5)
The derivation of the Hα SFR calibration requires the assumption of an IMF. The above calibration factor has been
derived assuming a Salpeter IMF. Table B.2 shows the effect on the SFR calibrator if a different IMF is assumed.
For a given luminosity, a calibration based on a flatter IMF would indicate a lower SFR than the Salpeter IMF
based calibration.
If an IMF dependent SFR calibration is used in the derivation of SFRs for GAMA galaxies, that would reduce the
range in SFR shown in Figure 1(a). This reduction in range would not affect our main conclusion of an IMF–SFR
relationship, because the SFR calculated for the sample would still vary monotonically (as the scaling is linear, the
ordering of the SFRs is not affected).
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4.3.2 The determination of stellar masses
The stellar masses used in this investigation are derived based on the observed tight relation between (g − i)
colour and the mass–luminosity (M/L) relation (Taylor et al. 2011) using the Bruzual & Charlot (2003) models
and assuming a Chabrier (2003) IMF. This method of calculating the masses yields results consistent with other
established techniques (e.g., Baldry et al. 2006).
log(M∗) = −0.68 + 0.73(g − i)− 0.4(Mi −Mi,), (4.6)
where M∗ is the mass of the galaxy, g and i band colours are k-corrected to z = 0, Mi is the absolute magnitude
of the galaxy in the i-band and Mi, = 4.58, the absolute magnitude of the Sun in the i-band.
4.4 Obscuration corrections
Understanding and interpreting the physical and chemical properties of galaxies depends in part on how accurately
the data are corrected for stellar absorption and dust obscuration to recover the intrinsic fluxes. Hα can be heavily
attenuated by dust. High SFR galaxies are subjected to greater dust obscuration than lower luminosity objects
(Hopkins et al. 2001, 2003; Afonso et al. 2003; Pe´rez-Gonza´lez et al. 2003). Obscuration corrections are especially
critical in this analysis as our primary aim is to compare the observed Hα EW and g − r (or g − i) colours with
PE´GASE generated synthetic spectra for different input IMFs, assuming no extinction.
The reliability of the applied dust correction depends on the adopted dust obscuration models. We explore several
popular empirical dust models (Cardelli et al. 1989; Calzetti 2001; Fischera & Dopita 2005) along with radiative
transfer model predictions of the effects of dust extinction (Popescu et al. 2000; Tuffs et al. 2004; Popescu et al.
2011).
The differential reddening between the stellar continuum and gas (Calzetti 2001) must be addressed in deriving
the intrinsic fluxes. The difference in attenuation between gas and continuum is generally assumed to be ∼ 2
(Wijesinghe et al. 2011; Meurer et al. 2009; Hoversten & Glazebrook 2008; Calzetti 2001). Hoversten & Glaze-
brook (2008) describe the effect, on Hα EWs and colours, of varying the differential reddening factor between the
continuum and gas. We tested the impact of this assumption on our results. For all the subsequent analysis in this
paper we use obscuration corrected colours derived through the application of an obscuration curve together with
this factor of∼ 2 (as detailed below). These measurements were compared against colours derived by Taylor et al.
(2011), from full SED modelling of the GAMA photometry, with independent dust corrections. The results are
consistent, with an RMS scatter of ∼ 0.17 mag, with no systematic deviation, as might be expected if the factor of
∼ 2 between gas and continuum obscuration were significantly in error. There is, moreover, no systematic offset
in these two approaches as a function of SFR, specific SFR, mass or redshift. We conclude that our assumption of
this commonly used factor is justified, and unlikely to introduce any systematic error in our result.
The obscuration corrected Hα EW is given as
EWHα,int =
(EWHα,obs + 1.3)
(1 + z)
×100.4[k(λHα)E(B−V )gas−k(λHα)E(B−V )∗], (4.7)
where k(λ) gives the extinction at wavelength λ, and the colour excess of gas (i.e., emission lines) is
E(B − V )gas =
log
(
Hα
Hβ /2.86
)
0.4[k(λHβ)− k(λHα)] . (4.8)
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The colour excess of the continuum (Calzetti 1997) is
E(B − V )∗ = 0.44E(B − V )gas. (4.9)
The effect of the spectroscopic fibre sampling only the central regions, for those galaxies largest on the sky, may be
to limit the detection of the lowest EW systems in low SFR galaxies. Accounting for this effect would not change
our results; indeed, if anything, such a correction would act to enhance the trend investigated here.
4.4.1 Applying obscuration corrections
This section describes the different obscuration curves used in this analysis, and the methods of applying obscura-
tion corrections to the data.
We have used a combination of the Calzetti (2001) and Cardelli et al. (1989) obscuration curves and the Fischera
& Dopita (2005) curve as described by Wijesinghe et al. (2011) to determine the necessary corrections. These
extinction curves and the application of dust corrections are described below.
Calzetti (2001) obscuration law
This dust extinction curve is appropriate for continuum attenuation corrections as this curve is derived from spa-
tially integrated colours of the entire stellar population in a sample of starburst galaxies. Embedded within the
analytical form of this curve are dust geometry and composition, and it mostly describes dust absorption, since the
effects due to scattering are averaged out. Because the entire stellar population within the galaxies was observed,
emission lost through dust scattering out of the line of sight is averaged out by the scattering into the line of sight.
The form of the curve is
k(λ) = 2.656
(
− 1.857 + 1.040
λ
)
+ 4.05,
for 0.63µm ≤ λ ≤ 2.2µm
= 2.656
(
− 2.156 + 1.509
λ
− 0.198
λ2
+
0.011
λ3
)
+ 4.05,
for 0.12µm ≤ λ < 0.63µm. (4.10)
The second term of the exponent in Eq. 4.7, which is related to the continuum luminosity, and the corrections to
the colours are derived using this curve.
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Cardelli et al. (1989) obscuration law
This Galactic dust obscuration curve is derived from observations of the UV extinction of stars, as well as using
various other sources for optical and NIR data. The young stellar populations in massive star forming regions
responsible for UV radiation are also responsible for nebular emission lines and this curve is applicable to both
diffuse and dense stellar regions. This curve accurately describes the dust effects on emission lines and has the
form
k(λ) = a(x) +
b(x)
Rv
, (4.11)
where Rv is the ratio of total to selective extinction and is a constant for a given extinction curve. The value of
Rv = 3.1 (Calzetti 2001), which is found to well describe the reddening of the ionised gas in star forming galaxies,
is used in this analysis.
The functional forms of a(x) and b(x) in Eq. 4.11, with x = 1/λ, are a power law in the infrared regime and a
polynomial in the optical/NIR regime, in units of µm−1:
Infrared: 0.3µm−1 ≤ x ≤ 1.1µm−1;
a(x) = 0.574λ1.61;
b(x) = −0.527λ1.61.
Optical/NIR: 1.1µm−1 ≤ x ≤ 3.3µm−1 and y = (x− 1.82);
a(x) = 1 + 0.17699y − 0.50447y2 − 0.02427y3 + 0.72085y4
+0.01979y5 − 0.7753y6 + 0.32999y7;
b(x) = 1.41338y + 2.28305y2 + 1.07233y3 − 5.38434y4
−0.62251y5 + 5.30260y6 − 2.09002y7. (4.12)
The first term of the exponent in Eq. 4.7 related to the line luminosity is based on this curve. The intrinsic Hα EW
is the ratio of the corrected Hα line to continuum luminosities.
Fischera & Dopita (2005) obscuration law
A recent study by Wijesinghe et al. (2011), looking at dust obscuration in galaxies using GAMA data, tested a
number of common obscuration curves, including the Calzetti (2001, 1997), and Cardelli et al. (1989) dust curves.
They found that a Fischera & Dopita (2005) obscuration curve with Rv = 4.5 and the 2200A˚ bump removed gives
an excellent agreement between far ultraviolet, near ultraviolet, Hα and [OII] derived star formation rate indicators.
In this case, both terms of the exponent in Eq. 4.7 and the corrections to the colours are determined using the
Fischera & Dopita (2005) curve.
4.4.2 Popescu et al. (2000; 2011) and Tuffs et al. (2004) radiative transfer models
In addition to the dust corrections based on the above dust obscuration curves, the effects of dust attenuation on
Hα EW and g − r parameters can be determined using radiative transfer models (Popescu et al. 2000; Tuffs et al.
2004; Popescu et al. 2011), where the attenuation of star light from disk galaxies with different dust geometries of
different stellar ages constrained by UV/optical to FIR/submm spectral energy distributions are considered. The
model predictions are based on the opacity of the diffuse dust component, given as face–on B–band optical depth
(τb), inclination of a galaxy and a clumpiness factor (F) describing the local absorption of UV light from massive
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stars due to the presence of massive star forming regions.
These various approaches to obscuration corrections are detailed as vectors in Figure 4.4, showing the effect of
different obscuration curves, or models, on the data, for an assumed Balmer decrement of BD = 4. As shown in
more detail below, the different approaches to dust correction do not change our qualitative conclusions.
4.5 Evidence for a non–universal IMF
The three model evolutionary tracks shown as black lines in Figure 4.5 are reproduced from Hoversten & Glaze-
brook (2008). These evolutionary tracks are generated using the population synthesis code PE´GASE (Fioc &
Rocca-Volmerange 1997), under the assumption of no extinction and an exponentially declining star formation
history with an e–folding time of 1.1 Gyr. The model evolutionary tracks denoted by the red lines are generated
by combining Maraston (2005) and PE´GASE models. Based on a similar analysis of Hα EW and g − r colour,
Hoversten & Glazebrook (2008) suggest a possible systematic variation in the IMF slope, in which faint galaxies
prefer steep IMFs. Our results, (Figure 4.5) shown for three sub–samples based on SFR, are consistent with those
of Hoversten & Glazebrook (2008), and are not sensitive to the choice of population synthesis models. The low
luminosity systems, which also have low SFRs (Figure 4.5(a)), lie below the central model track representative of
a Salpeter IMF (α = −2.35) and towards the bottom track with α = −3. In contrast, those with high SFRs lie
towards the top model track with α = −2.
FIGURE 4.4: Distribution of all GAMA galaxies up to z=0.355, after dust corrections as given in the text. All data and
the model tracks are k-corrected to z=0.1. The colour contours indicate the data density and the three solid lines indicate
the three different evolutionary paths a galaxy would take if all star clusters within that galaxy have an IMF with a slope
of α = −3 (bottom track), α = −2.35 (middle track) or α = −2 (top track). These model tracks are generated using
PE´GASE. The arrows depict the dust vectors. The red arrows represent radiative transfer model predictions calculated using
the model of Popescu et al. (2000, 2011) and Tuffs et al. (2004) and from left to right correspond to τb = 8, 4, 1, all assuming
a median galaxy inclination of 60◦ and F = 0.35. The rest of the vectors show the movement of data points for different dust
extinction curves and for a Balmer Decrement of 4. Blue: The dust vector calculated using the Calzetti (1997) curve for the
continuum corrections and Cardelli et al. (1989) curve for emission line corrections. Green: The dust vector corresponding
to corrections calculated using Hoversten & Glazebrook (2008) curve as modified by Wijesinghe et al. (2011). Black: The
dust vector corresponding to the Calzetti (2001) and Cardelli et al. (1989) curves for the continuum and emission corrections
respectively.
A clear variation in IMF slope with the SFR of the host galaxy is evident in Figure 4.5, where the high star
formation rate systems are characterised by a flatter IMF. In order to quantify this effect, the same analysis is
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FIGURE 4.5: The sample of GAMA galaxies divided into three sub–samples based on SFRs. (a) 0 <SFR (Myr−1) < 3,
(b) 3 ≤SFR (Myr−1) < 13 and (c) SFR (Myr−1)≥ 13. The two sets (black and red) of three solid lines indicate the three
different evolutionary paths a galaxy would take in Hα EW and g − r colour if all star clusters within that galaxy have an
IMF with a slope of α = −3 (bottom track), α = −2.35 (middle track) or α = −2 (top track). The black lines are the
evolutionary paths predicted by PE´GASE (Fioc & Rocca-Volmerange 1997) and red lines are paths predicted by Maraston
(2005) models. The age increases along the tracks from 100 Myr (top left) to 13 Gyr (bottom right). Coloured contours are
drawn based on data densities of each sub–sample. The ranges in data densities are indicated alongside the colour bars of
each plot. A representative uncertainty on individual measurements is indicated by the error bars in the bottom left of (a). A
variation with SFR is apparent across the three panels, with high star forming sources evidently preferring a flatter IMF.
performed using three independent volume limited samples, with absolute r–band magnitude ranges centered on
Mr = −21, 20.5 and −19.5 shown in Figure 4.1(b), where each sample is complete to a given r-band luminosity.
This avoids the bias against lower SFR systems at higher redshifts, imposed by our optical/near–infrared magnitude
and Hα flux–limited selection. Each sample is further divided into eight sub–samples based on SFR (Figure 4.6).
The clear progression towards a top–heavy, or flatter, IMF with increasing SFR is evident in all three independent
volume limited samples.
The general trend measured here is that low SFR galaxies populate the lower right of the Hα EW and colour
plane, being characterised by Salpeter, or steeper, IMF slopes. With increasing SFR, the galaxy population moves
upwards to the left from a steep to a flat IMF track, implying a SFR dependence of the high–mass IMF slope.
Given the low redshift range (0 < z ≤ 0.35) of the sample, the observed IMF–SFR effect cannot be a result of
merging systems since the merger rate is very low, ∼ 2% (De Propris et al. 2007; Lotz et al. 2008) at these low
redshifts, and the high–SFR systems are not dominated by mergers.
4.5.1 The effect of dust extinction
Figure 4.7 compares the uncorrected results with dust obscuration corrected using the Cardelli et al. (1989) and
Calzetti (2001) obscuration curve combination and the Fischera & Dopita (2005) obscuration curve as given by
Wijesinghe et al. (2011).
The effect of dust from each of the prescriptions investigated is to move data points parallel to the model evolu-
tionary tracks. The progression of data orthogonal to the tracks, as SFR varies, is unlikely to be a consequence of
erroneous dust obscuration corrections. Finally, increasing τb does not affect Hα EW except at high inclinations,
where Hα is attenuated more than the r–band due to the low scale height. Therefore, if there is an increase in disk
opacity (τb) as a function of SFR, this effect would not cause a systematic shift of data points orthogonal to the
model tracks, mimicking the trend with SFR presented in this paper. Any such effect due to the presence of dust
causes the raw data points to move downwards parallel to the model tracks.
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FIGURE 4.6: Three independent volume limited samples 〈Mr, z〉 = −21, 0.29 (a), 〈Mr, z〉 = −20.5, 0.19 (b), and
〈Mr, z〉 = −19.5, 0.13 (c) divided into eight SFR sub–samples. A representative uncertainty on individual measurements is
indicated by the error bars in each top–left panel. The IMF–SFR relationship is evident in each independent volume limited
sample. The coloured contours are based on the data densities and the ranges of these densities are indicated alongside each
colour bar.
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FIGURE 4.7: 〈Mr, z〉 = −21, 0.29 sample divided into eight SFR sub–samples. (a) Data corrected for obscuration using
Cardelli et al. (1989) for emission line corrections and Calzetti (2001) for continuum corrections, (b) data corrected for
obscuration using Fischera & Dopita (2005) as prescribed by Wijesinghe et al. (2011) and (c) data without any obscuration
correction applied. Model tracks as in previous figures.
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4.5.2 Addressing the systematics
Here we explore how the modification of the other free parameters of the population synthesis models, as well as
the introduction of additional models, affects our results.
Effects of modifying the free parameters
The three model evolutionary tracks plotted in previous figures and shown as dashed lines in Figure 4.8 are gener-
ated assuming an exponentially decreasing star formation history with e-folding time of 1.1 Gyr, Z = 0.02 (solar
metallicity) and an upper stellar mass limit of 120 M for different input IMFs. Figure 4.8 explores the effects of
varying these free parameters in generating model evolutionary tracks and the use of other models.
FIGURE 4.8: (a) The effect of varying τ values on the model evolutionary track α = −2.35 with τ = 1.1 Gyr. τ =
0.1, 0.5, 0.8, 1, 1.5, 2.5, 13 Gyr e-folding times are shown as solid lines. The e-folding time increases from left to right and
all solid tracks have input IMF slope of α = −2.35. (b) The effect of metallicity on the model tracks. The two tracks with
solid lines have α = −2.35, the same as the middle dashed lined track, which has Z = 0.02, i.e. solar metallicity. The solid
line extending above the dashed line at high g − r and low Hα EW has Z = 0.05 and the other has Z = 0.005. (c) The
variation in the universal IMF track, i.e. α = −2.35 (0.5 < M/M < 120), with respect to two different assumed stellar
upper mass limits. The stellar upper mass limits of the three tracks are 120 (dashed track), 100, 90 M (solid lines), from top
to bottom. (d) Solid lines denote Maraston model tracks. The dashed tracks in all panels are the three main tracks shown in
previous figures. The time spans of all of the tracks are 100 Myr to approximately 13 Gyr, running from top left to bottom
right. Also shown in each panel is the positions of the high SFR (> 13 M yr−1) galaxies in the GAMA sample.
The modification of the free parameters of PE´GASE model does change the position of the evolutionary tracks.
These changes however, largely move the tracks towards the bottom of the plots. Although this can potentially
explain data in lower–left of the diagram (i.e. low SFR galaxies) without resorting to evolving IMFs, in none of
the cases can it explain the data in the upper right of the diagram, as shown in Figure 4.8(a–c). In other words an
evolutionary track with an input flat IMF is required to describe the highest SFR sources, while the positions of
low SFR galaxies can be explained either by using evolutionary tracks with input Salpeter–like or steep IMFs and
τ = 1.1 Gyr or with a top–heavy IMF with varying e-folding times.
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Different population synthesis models
Figure 4.8(d) shows the positions of the Maraston (2005) model evolutionary tracks and the highest SFR objects in
the sample with respect to the PE´GASE tracks. The Maraston tracks are generated based on the same input criteria
used to generate the three PE´GASE tracks. In this part of the analysis we investigate the effect of the inclusion of
the Thermally Pulsating–Asymptotic Giant Branch (TP–AGB) phase on the model evolutionary tracks. Note that
the TP–AGB phase is included in the PE´GASE models; however, it may be the case that PE´GASE models may
not be adequate at describing real stellar populations with TP–AGB stars (Maraston 2005).
The current version of the Maraston (2005) models only provides continuum fluxes and thus colours for a given
IMF, metallicity and star formation history. The Hα EWs are calculated by combining the Hα line flux from
PE´GASE with the continuum flux from the Maraston models at each common time step. The presence of TP–AGB
stars has a significant effect on the colour of a galaxy; however their contribution to Hα emission is expected to be
negligible. The turn–over of the Maraston tracks evident in Figure 4.8 occurs at around the age (0.2 ≤ t/Gyr ≤ 2),
when the TP–AGB contributions become important. The difference in model tracks at this age arises due to
the higher continuum fluxes given by the Maraston model in comparison to the PE´GASE model. Despite this
difference at early times, it is clear that, even using the Maraston models, the higher SFR systems favour flatter
IMF slopes.
We further tested the STARBURST99 models (Leitherer et al. 1999) to explore whether there is a variation in
Hα emission predicted by different models. We found that the use of STARBURST99 or PE´GASE gave essen-
tially identical results for Hα emission. We conclude that the choice of population synthesis models does not
significantly alter our main results.
4.5.3 SDSS vs GAMA
A recent study by Hoversten & Glazebrook (2008), using a sample of ∼ 130 603 SDSS galaxies spanning 0 <
z ≤ 0.25, found that the majority of the galaxies in their sample, which is dominated by low–luminosity systems,
prefer steep IMFs. The same redshift limits are used with the GAMA sample in order to compare the GAMA
and SDSS galaxy distributions. The GAMA galaxy distribution is shown in Figure 4.9(a), and the majority of the
sample indicates a preference for a flatter IMF. This is a consequence of the different redshift distributions of the
two galaxy surveys, as demonstrated in Figure 4.9(b,c). GAMA has 〈z〉 ≈ 0.2 within this range, while SDSS has
〈z〉 ≈ 0.08. The GAMA sample is dominated by relatively high z galaxies, with higher SFRs, and which we have
demonstrated are those that favour a flatter IMF slope.
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FIGURE 4.9: (a) The distribution of the GAMA galaxy sample spanning 0 < z ≤ 0.25. The model tracks from the top
to bottom have the following IMF slopes, α = −2,−2.35,−3. This figure is similar to Figure 1 of Hoversten & Glazebrook
(2008); the scale and model IMF tracks of both figures are the same. (b) The distribution of the redshift of the SDSS main
sample and the GAMA sample for 0 < z ≤ 0.25. (c) The GAMA sample colour coded according to z. This sample covers the
range 0 < z ≤ 0.25. It is clear that the reason the peak in the data density in Top–panel lies higher than in the corresponding
diagram from Hoversten & Glazebrook (2008) is because of the higher redshift range sampled.
4.6 Star formation bursts
A sudden burst of star formation on top of an otherwise exponentially declining star formation history would give
rise to a large EW (i.e. increased SFR) and make the galaxy appear blue for a short period of time. The effect of
a burst is therefore to push the EWs of galaxies with a Salpeter IMF to high Hα EW and low g − r, potentially
leading to the erroneous inference of a flatter IMF for such a galaxy if only its position in the Hα EW and g − r
plane is considered. This was explored in some detail by Hoversten & Glazebrook (2008), who argue bursts are
unlikely to explain the variation in IMF, as the necessary bursts would have to be unrealistically coordinated in
time to produce the observed galaxy colours. Here we describe several methods that we employed to rule out
bursts as the possible source of the observed IMF–SFR dependency.
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4.6.1 Mass–doubling times
The mass–doubling times (td) of galaxies provide a method of isolating those galaxies undergoing a star–bursting
phase. The mass–doubling time, used to calculate the td values for the highest SFR sub–group of galaxies, is
defined as td = M∗/(0.5 × SFR) (Noeske et al. 2007), and provides a time scale within which the current SFR
would produce the observed stellar mass (M∗). Folded within the constant term (1−R = 0.5) is the IMF dependent
gas recycling factor, which determines the fraction of gas recycled into the interstellar medium. Galaxies with td
significantly shorter (td < 0.1−1 Gyr) than the adopted ages of galaxies are potential bursts. A galaxy experiencing
a burst of star formation has a relatively high specific SFR (i.e. SFR per stellar mass) and hence corresponds to a
low td. The derived td values for the highest SFR sub–group presented in Figure 4.10(a) show that the majority of
high–SFR galaxies have relatively large td values (td > 1 Gyr), indicating that they are not currently in a starburst
mode. In addition, both td and mass vary smoothly along the PE´GASE model tracks from top–left to bottom–
right, without the vertical gradients in colour that would be expected from starbursts. The IMF dependence in the
estimation of td will be small. Since td ∝M/SFR, the dependencies of mass and SFR on the IMF largely cancel
(although not entirely, as these dependencies are not identical). The dependency of R on the IMF is likely to have
a small effect on the td values, as R is inversely related to the slope of the IMF (e.g.R ≈ 0.28 for α ≈ −2.35 and
R ≈ 0.56 for α ≈ −2.15; Hopkins & Beacom 2006), such that td increases if a flatter IMF is assumed and vice
versa.
FIGURE 4.10: (a) The Hα EW and g− r for the highest SFR sub–sample of galaxies (SFR (Myr−1)≥ 13) colour coded
according to their mass–doubling times, (b) and according to their masses.
According to the staged galaxy formation scenario of Noeske et al. (2007), the high specific SFRs (low td) of
most low mass galaxies (M≤ 1010M) are not indicative of evolved galaxies experiencing a starburst. In fact an
initial burst followed by gradual decline seems to be the favoured mode of star formation. However, this initial
dominant burst of star formation is pushed towards later redshifts for less massive galaxies. This further supports
our argument that the highest star formation rate objects of our sample are not starbursts but quiescently evolving
galaxies inherently preferring a flatter IMF in comparison to low SFR systems. We reiterate that the smooth
IMF–SFR variation is evident in all three independent volume limited samples. The observed trend is thus strong
evidence for an IMF–SFR relation.
We next measure the dependencies on specific star formation rate and star formation rate surface density, to allow
an exploration of the most likely underlying dependency of the IMF.
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4.6.2 Specific star formation rates
Specific SFR is calculated as the SFR per unit stellar mass. Figure 4.11 shows the variation with specific SFR
for the highest redshift volume–limited sample. This demonstrates a very similar result to that found above for
absolute SFR, in the sense that systems with higher specific SFR also prefer flatter IMF slopes. Note that even the
highest specific SFR systems here still have mass doubling times of the order 1 Gyr, a consequence of their high
average masses (see also Figure 4.10). The smooth decline along the model evolutionary tracks with decreasing
specific SFR, evident in Figure 4.11, is consistent with smooth star formation histories. Similar results are seen in
the other two volume limited samples.
FIGURE 4.11: (a) The highest volume limited sample Mr = −21 divided into sub–groups of ‘specific’ SFR (S denotes
the specific SFR in units of yr−1). Specific SFR increases from left–to–right, top–to–bottom, and (b) summaries this trend
clearly.
4.6.3 Star formation rate surface density
Figure 4.12 explores the trends with respect to SFR per unit surface area in Myr−1kpc−2. The Petrosian radius,
which is derived from the surface brightness profile of the galaxy, provides a measure of the angular size of the
galaxy. Assuming the Petrosian radius to be the radius of a circle, the surface area projected on the sky can be
calculated, from which the SFR per surface area can be determined. However, galaxies are not typically circular,
and there is a range of morphological types, with ellipticals, spirals and irregulars all present in the local galaxy
population. The surface areas projected on the sky by these types are best described using ellipses. The effect
of assuming a circular form is to reduce the SFR per area. This results in moving objects between the SFR
surface density bins shown in Figure 4.12. Given the large ranges of SFR per surface area of the eight bins, the
interchange of objects between bins is unlikely to be significant, and is dominated by objects within the scatter
outside the lowest density contour. The central contours showing the highest density regions are not affected by
a low interchange of objects. Hence, we can categorically say that all objects in the highest SFR per area bin
have high SFR surface density and certainly prefer a shallow IMF slope. Furthermore, the SFR-IMF dependency
shown is not primarily due to galaxy sizes, e.g., massive galaxies having higher SFR due to the SF processes being
distributed over a larger area than the less massive systems. The other volume limited samples follow similar
trends as shown in Figure 4.12 for the highest redshift volume limited sample.
These results demonstrate a qualitatively similar dependence of the inferred IMF slope on SFR, SSFR and SFR
surface density. The following section quantifies these dependencies, allowing us to identify which is likely to be
the more fundamental.
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FIGURE 4.12: The highest volume limited sample Mr = −21 divided into sub–groups of star formation rate surface
density (i.e. SFR per unit area, in units of Myr−1kpc−2). The SFR surface density increases from left to right, top to
bottom.
4.7 The fundamental IMF dependency
Here we attempt to understand the underlying dependencies that define the shape of the IMF for galaxies and
identify which is the more fundamental driver of IMF variations. We have explored the variations with respect to
SFRs, specific SFRs and SFR surface density. These cases are described in §4.5, §4.6.2 and §4.6.3.
The best fit IMF slope (α) is determined for each SFR, specific SFR and SFR surface density sub–group of the
three volume limited samples. This is essentially the IMF of the PE´GASE model track closest to the region of
highest data density. A library of model evolutionary tracks with input IMFs with high–mass slopes ranging from
α = −1.45 to −3.05 in increments of 0.1 is used to determine the best–fit IMF for each galaxy. The relationship
between the IMF slope and mean property (i.e. SFR, specific SFR and SFR surface density) of objects in the
respective sub–group is shown in Figure 4.13. The error in α is the standard deviation of the data in each respective
sub–sample. The filled symbols in Figure 4.13 correspond to the best fit α slopes if Calzetti (2001)/Cardelli et al.
FIGURE 4.13: The best fit IMF slope for each of the (a) SFR (Figure 4.6), (b) specific SFR (Figure 4.11) and (c) SFR
surface density (Figure 4.12) sub–groups of the three volume limited samples used in this study. The filled symbols denote
results when using the Calzetti (2001)/Cardelli et al. (1989) dust corrections and open symbols represent the Fischera &
Dopita (2005) dust corrections. The solid horizontal line indicates a Salpeter slope, the dot–dashed line indicates a Kroupa
(2001) high–mass slope of α = −2.3 and the dashed line dictates the Baldry & Glazebrook (2003a) IMF slope.
(1989) dust obscuration curves are used to correct the data, while the open symbols show the effect if the Fischera
& Dopita (2005) dust obscuration curve is used instead. As shown in Figure 4.7, dust obscuration corrections
based on the Fischera & Dopita (2005) curve seem to exaggerate the SFR–IMF trend. This can be seen explicitly
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in Figure 4.13.
The trend to steeper IMF slopes with brighter Mr at a fixed SFR evident in Figure 4.13(a), is likely to be a conse-
quence of higher luminosity systems having higher masses. For a fixed SFR these systems have smaller specific
SFRs, and we have also demonstrated (Figures 4.11 and 4.13(b)) that galaxies with higher specific SFR have flat-
ter IMF slopes. Figure 4.13(b) highlights the result that, when accounting for the effect of galaxy mass, there is
a surprisingly tight relation between inferred IMF slope and specific SFR. It is possible that there may also be
metallicity effects contributing as well, although the population synthesis models suggest that these effects are
likely to be small (Figure 4.8b).
A least–squares fit to the SFR sub–groups of the highest redshift volume limited sample gives
α ≈ 0.36 log〈SFR〉 − 2.6. (4.13)
Figure 4.13(c) shows the α versus SFR surface density (ΣSFR) relationship for the three volume limited samples.
This relationship is as clean and, if anything, tighter than that seen with the specific SFR. This, again, is a conse-
quence of accounting for galaxy size, this time through the proxy of surface area rather than mass, in refining the
basic IMF–SFR relation.
A least–squares fit to ΣSFR sub–samples of the highest volume limited sample gives
α ≈ 0.3 log〈ΣSFR〉 − 1.7. (4.14)
The models by Weidner & Kroupa (2005) predict IGIMF slopes for galaxies assuming an underlying Salpeter
IMF. The resultant IGIMF slope ranges for all galaxies from these models are always steeper than the slope of
the underlying IMF, with low–mass galaxies (M∗/M ≤ 109) having a steeper and wider range of IGIMF slopes
(−3.12 ≥ αIGIMF ≥ −3.3) than high–mass galaxies (−3.07 > αIGIMF ≥ −3.1 for M∗/M ≈ 1010). The
general trend predicted by the IGIMF models, steep IGIMF slopes for low–mass galaxies and vice versa, seems to
be in agreement with the trend found here. However, the quantitative values for the slopes predicted by the IGIMF
models for a Salpeter IMF are not, and in fact a much flatter underlying IMF slope would be required to produce
an IGIMF slope of around 2 (see also Weidner et al. 2011).
It is apparent that the trend to flatter IMF slopes is present as a function of each of SFR, specific SFR, and SFR
surface density, although the differences between the volume–limited samples decrease most notably when SFR
surface density is considered. It is reasonable, then, to infer that SFR surface density is most likely to be the
underlying property on which IMF slope is primarily dependent, although the trend with specific SFR is also very
tightly constrained between the different samples, and may be equally as significant. It is easier to imagine physical
processes related to SFR surface density (rather than to specific SFR) that could cause variation in the IMF. For this
reason we propose here that SFR surface density (or more accurately the local space density of the SFR, quantified
observationally as a surface density) is the underlying property governing the slope of the massive end of the IMF.
4.8 IMF of the Milky Way and its neighbours
The current SFR of the Milky Way is 3 ± 1 Myr−1 (Scalo 1986b). The Spitzer/IRAC GLIMPSE survey of
the Galactic plane finds a total SFR of 0.68–1.45 Myr−1 (Robitaille & Whitney 2010) and using the data from
WMAP and GLIMPSE surveys a Galactic SFR of 1.3±0.2 Myr−1 is measured (Murray & Rahman 2010). These
SFRs are consistent with the Milky Way being placed close to the PE´GASE model track with an input Salpeter
IMF, leading to the inference of a Salpeter–like IMF for the Milky Way. Although decades of observations of the
stellar IMF within the Milky Way find slopes consistent with Salpeter, this is not inconsistent with our results. The
fact that external galaxies with SFRs similar to the Milky Way have similar IMF slopes is a valuable consistency
check on our conclusions.
The Milky Way does not have a constant star formation history. The Milky Way SFR was higher in the past
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FIGURE 4.14: Solid lines from top–to–bottom: Kroupa (2001)A1 and Kroupa (2001)B1 IMFs produce model evolutionary
tracks that overlap with one another. The rest of the evolutionary tracks are generated by using Scalo (1998), Kennicutt
(1983), Kroupa et al. (1993) and Miller & Scalo (1979) IMFs. The dashed lines represent the three evolutionary model tracks
from previous figures.
(Gilmore 2001), in which case the early Milky Way would have had a flatter than Salpeter IMF (Figure 4.13).
Studies of carbon–enhanced metal–poor stars report that the IMF of the early Milky Way was flatter than the
present (Tumlinson 2007; Lucatello et al. 2005), again consistent with our results.
The measured low SFRs of the Magellanic Clouds (0.14 Myr−1 for the Large Magellanic Cloud and 0.015 Myr−1
for the Small Magellanic Cloud as given by Murray & Rahman 2010) and the measured IMF slopes for their stellar
clusters being Salpeter or steeper (Massey et al. 1995) also agree with our conclusion. In addition, the measured
high SFRs (> 1000 Myr−1) of submillimeter galaxies at z > 4 (Michałowski et al. 2010) seem to require a much
flatter IMF slope of α ≈ −1.5 to explain the data (Baugh et al. 2005), which is again consistent with our conclu-
sion. Even more intriguingly (although perhaps only coincidentally, in particular as SFR surface density is likely
to be a more fundamental relation), the extrapolation of the linear relation between α and log〈SFR〉 measured
here gives α ≈ −1.52 for SFR = 1000.
4.9 Salpeter IMF vs other widely adopted IMFs
The analyses presented in this study use an IMF with a Salpeter high–mass slope. However, there are other
common forms of IMF in the literature. Here we explore how the model evolutionary paths vary if an IMF with
a different analytical form or slope is assumed. As Figure 4.14 shows, the commonly used IMFs in the literature
produce model evolutionary paths that lie below the Salpeter IMF model track used in this study. Hence, unless
the high–mass slope is adjusted appropriately, none of the common IMFs can produce an evolutionary track that
describes the high SFR galaxies in the GAMA sample.
1Kroupa (2001)A IMF: α = −1.3 for 0.1 < M/M < 0.5 and α = −2.3 for 0.5 < M/M < 120.
Kroupa (2001)B IMF: α = −1.8 for 0.1 < M/M < 0.5 and α = −2.7 for 0.5 < M/M < 1 and α = −2.3 for 1 < M/M <
120.
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4.10 The degeneracy with respect to turnover mass
Here we explore the degeneracy with respect to turnover mass. The turnover mass represents the mass at which
the two–part power–law IMF turns over.
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FIGURE 4.15: (a) The effect of varying the turnover mass of the IMF in the case of two–part power law IMF and (b)
three–part power law IMF. See the text for further details.
The solid lines (from top–to–bottom track) in Figure 4.15(a) are:
α = −1.3, 0.1 < M/M < 10
−2.35, 10 < M/M < 120. (4.15)
α = −1.3, 0.1 < M/M < 5
−2.35, 5 < M/M < 120. (4.16)
α = −1.3, 0.1 < M/M < 3
−2.35, 3 < M/M < 120. (4.17)
α = −1.3, 0.1 < M/M < 2
−2.35, 2 < M/M < 120. (4.18)
α = −1.3, 0.1 < M/M < 1
−2.35, 1 < M/M < 120. (4.19)
The degeneracy with respect to turnover mass in the IMF is such that our results could be explained by invoking
not a change in the high–mass slope of the IMF, but a progressive increase in the stellar mass at which the IMF
turns over at the low–mass end. As the mass of the IMF turnover increases the model tracks shift upwards in the
same manner as seen when making the high–mass slope flatter. This is illustrated in Figure 4.15(a), which shows
that extending the low mass range up to 10 M produces a model track that is similar to the top dashed track.
Figure 4.15(b) presents the variations of the model tracks for different combinations of slopes and mass ranges of
3–part power law IMFs.
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The solid lines (from top–to–bottom track) in Figure 4.15(b) are:
α = −1.3, 0.1 < M/M < 0.5,
−1.6, 0.5 < M/M < 10 and
−2.35, 10 < M/M < 120. (4.20)
α = −1.3, 0.1 < M/M < 0.5,
−2.0, 0.5 < M/M < 5 and
−2.35, 5 < M/M < 120. (4.21)
α = −1.3, 0.1 < M/M < 0.5,
−2.0, 0.5 < M/M < 10 and
−2.35, 10 < M/M < 120. (4.22)
While it is possible that our results could be explained by a modification of the IMF such that the turnover mass
increases with SFR, rather than our claimed flattening of the high–mass slope, this seems unlikely. To reproduce
the high–SFR GAMA systems would require a turnover mass of ∼ 10 M, which seems surprisingly high. This
could still be a possibility, however, and is included here as an alternative explanation for completeness.
4.11 Summary
We have used ∼ 33 000 galaxies from the GAMA survey to confirm that the IMF does not appear to be universal.
We have shown that the stellar IMF within galaxies has a strong variation with galaxy SFR.
This result is consistent with many recent studies that suggest an evolving or varying IMF as a solution to the
observed discrepancies. Many authors (Hopkins & Beacom 2006; Wilkins et al. 2008b,a; Fardal et al. 2007;
Pe´rez-Gonza´lez et al. 2008; van Dokkum 2008; Dave´ 2008) have suggested an evolving IMF in order to reduce
the discrepancy between the observed stellar mass density of the Universe and that implied by the cosmic star
formation history. According to Wilkins et al. (2008b,a) a “cosmic” IMF with α = −2.15 (Baldry & Glazebrook
2003a) would solve the discrepancy between the two quantities at low redshift (z < 0.7) but an IMF that is still
flatter is required for z > 0.7. Given that high redshift sources also tend to be the high SFR objects, our results
predict the IMF of high–redshift galaxies to be very flat. Additionally, studies looking at the evolution of mass–
to–light ratios and colours of galaxies (e.g. van Dokkum 2008) show that the models that best fit the observations
are those that assume a flatter IMF at high redshift. Galactic chemical models of Calura & Menci (2009) require a
flatter IMF for massive galaxies in order to correctly predict their observed metallicities. We can now provide an
explanation for these suggestions, with the finding that the IMF has a strong underlying dependence on the host
galaxy SFR.
It must also be noted that while our study finds a strong IMF dependence on the galaxy SFR, where galaxies
with high–SFRs are characterised with a flatter–than–Salpeter IMFs, several other studies (e.g. Dutton et al. 2013;
Cappellari et al. 2013, 2012) find evidence for steeper–than–Salpeter IMFs in massive elliptical galaxies, which
ought to have formed in starbursts. These contradicting evidence may suggest that the evolution of the IMF is even
more complicated, with a strong dependence on the conditions of the interstellar medium. Weidner et al. (2013),
for instance, consider a toy model that considers a two–stage formation scenario involving the IMF. In this model, a
galaxy experiences an early starbursting phase. During this stage, the galaxy exhibits a flatter–than–Salpeter IMF.
This is followed by a prolonged stage of bottom–heavy IMF phase. Weidner et al. (2013) argue that the bottom–
heavy IMF phase is brought by a change in the interstellar medium (e.g. high pressure, temperature and turbulence)
that alter the molecular cloud fragmentation process profoundly, and that high star formation at earlier times is the
cause behind the change in the conditions of the interstellar medium. A similar line of argument is presented in
Narayanan & Dave´ (2013). They study the evolution of the IMF in galaxies that varies with the Jean mass in the
interstellar medium. Utilising high–resolution hydrodynamic simulations along with radiative transfer models and
equilibrium galaxy growth models, Narayanan & Dave´ (2013) find that at early times there an energetic coupling
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between dust and gas. This coupling may give rise to flatter–than–Salpeter IMFs for massive star forming galaxies
associated with large ISM Jeans masses. At later stages, due to the cooler interstellar medium temperatures caused
by the lower cosmic ray fluxes, the newly formed star clusters in the galaxy will be characterised with a steeper–
than–Salpeter IMFs. Such that a given galaxy may go through both top–heavy and bottom–heavy IMF phases
during its lifetime.
5
Summary & Future work
5.1 Summary of the main results of the thesis
In this thesis the data taken from the Galaxy And Mass Assembly (GAMA) survey and Sloan Digital Sky Survey
(SDSS) are used to (1) construct the Hα univariate LFs and bivariate Mr–LHα and Mr–M distribution functions
in redshift bins to explore the evolution of the local SFR density subject to the dual selection imposed on the star
forming sample, and (2) investigate IMF variations using integrated properties of galaxies and population synthesis
models as a function of different physical parameters.
A brief summary of Chapter 2: Numerous studies have been conducted to determine the physical processes
contributing to the shape of the cosmic star formation history. While the star formation history based on different
SFR indicators from different surveys gives a broadly consistent view of SFR over cosmic time, the scatter between
measurements at a given redshift can span over 1 dex. In this study we explore the evolution of the local SFR
density using GAMA and SDSS samples, paying close attention to biases, systematics and limitations of different
(e.g. narrowband, magnitude–limited) surveys.
The principal results presented in Chapter 2 are the following:
• The GAMA and SDSS lowest redshift (z < 0.1) LFs extend approximately an order of magnitude in Hα
luminosity both fainter and brighter than other published results to date. The brighter GAMA LF points
indicate a Gaussian–like drop in number density in contrast to that predicted by a Schechter (1976) function,
one of the popular LF parameterisations. Instead, we demonstrate that a Saunders et al. (1990) function
provides a better representation of the true shape of the Hα LF. It is encouraging that this functional form
can be used consistently to reproduce the LFs at each of the radio, far–infrared and now Hα wavelengths
that trace star formation in galaxies.
• A compilation of SFR density measurements as well as those based on GAMA and SDSS Hα LFs is shown
in Figure 2.6. The lowest–redshift GAMA SFR density measurement agrees well with published measure-
ments.
• Figure 2.6 emphasises the scatter between measurements at a given redshift. Various factors that can con-
tribute to this scatter, e.g. uncertainties from dust obscuration and stellar absorption corrections, IMF, flux
limits, sample variance, contamination from active galactic nuclei, functional fits, bivariate selection limits
etc., and the significance of each contribution to the derived SFR density are explored. While all of these
factors, modulo the dual sample selection (see the next point), introduce some uncertainty to the measured
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SFR densities, the effects of those uncertainties on the derived SFR densities, even in the worst case scenario,
are within the 10% level.
• The dual sample selection, on the other hand, leads to a significant underestimate of the higher redshift SFR
densities. This is the primary cause for the lack of evolution in GAMA and SDSS Hα SFR densities apparent
in Figure 2.6. This issue is further discussed in Chapter 3.
A brief summary of Chapter 3: Any star forming (i.e. emission–line) galaxy sample drawn from a magnitude
limited survey is subjected to a dual selection. For the GAMA Hα star forming sample, the dual selection is the
Hα flux and r–band magnitude selection. In order to contribute to the LF, a galaxy must satisfy both flux and
magnitude limits. This selection introduces an incompleteness that is difficult to correct for as there is a population
of Hα bright galaxies that do not enter the sample initially because their broadband magnitudes are too faint. This
missing fraction becomes more significant with redshift.
The effects of the joint selection on the higher redshift LFs are evident in Figure 3.2. Only the distribution of
the low redshift sample covers a wide range in both Hα luminosity and r–band absolute magnitude, while the
higher redshift distributions become progressively more limited in Hα luminosity and magnitude. The impact is
that higher redshift LFs are incomplete. The lack of evolution in GAMA SFR densities (filled stars in Figure 3.19)
is a result of this incompleteness. The Westra et al. (2010) results based on The Smithsonian Hectospec Lensing
Survey (SHELS) also demonstrate a similar lack of evolution in SFR densities with redshift.
The principal results presented in Chapter 3 are the following:
• The evolution of bivariate LHα–Mr and LHα–M functions in redshift bins is investigated. We model the
lowest redshift bivariate distributions and use that as a reference to estimate corrections for the missing
optically faint star forming objects at higher redshifts. The GAMA SFR density measurements shown in
Figure 3.19 show a high degree of consistency with earlier published results, suggesting that this approach
is reasonable. The implication is that the shape of the faint end of the bivariate functions does not evolve
strongly over this redshift range.
• We further find that the GAMA Hα star forming sample consists of both photometrically classified blue and
red galaxies, though dominated by the blue population.
• By dividing the Hα star forming sample into blue and red sub–samples we construct blue and red star
forming bivariate and univariate LFs (from integrating the bivariate LF). The blue Mr LFs of Hα star forming
galaxies constructed this way agree with the GAMA LF presented in Loveday et al. (2012) at all redshifts,
and the lowest–redshift red Mr LF of Hα star forming galaxies follow that of GAMA from Loveday et al.
(2012) closely.
• We find that not all members of the GAMA blue population, conventionally called star formers, have de-
tected Hα emission, and approximately 20–30% at all stellar masses of the GAMA red population, conven-
tionally called passive galaxies, are in fact star forming. This would mean blue galaxies, although they may
not have current star formation, have undergone a recent burst of star formation, while the red galaxies may
be dominated by old stars but still have some on–going star formation, or they may be dusty star forming
systems.
A brief summary of Chapter 4: We have used a large sample of galaxies from the Galaxy And Mass Assembly
(GAMA) survey to show that the IMF does not appear to be universal. We compared galaxy colours and Hα
emission to predictions from different spectral synthesis models, taking special care to evaluate the effects of a
galaxy’s internal extinction, intervening foreground extinction, stellar absorption and metallicity effects
The principal results presented in Chapter 4 are the following:
• Using a library of galaxy evolutionary tracks, we explored the relationships between integrated galaxy IMF
slope and different galaxy properties (e.g. SFR, specific SFR, SFR surface density). The best–fitting IMF
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slope (α) is determined for each case in samples limited in volume to overcome the Malmquist bias. Al-
though the results demonstrate a qualitatively similar trend to flatter IMF slopes as a function of SFR,
specific SFR, and SFR surface density, the dependence on SFR surface density is found to be the tightest,
(Figure 4.13).
• Based on a similar analysis using SDSS galaxies, Hoversten & Glazebrook (2008) suggest a systematic
variation in the slope of the IMF, in which faint galaxies prefer steep IMFs. Our results are consistent
with those of Hoversten & Glazebrook (2008). The low–luminosity systems, which also have low SFRs,
indicate a preference for steep IMF slopes while high SFR systems seem to be characterised with flatter
IMFs (Figure 4.9). The majority of the GAMA galaxy sample (Figure 4.9 top panel) indicates a preference
for flatter–than–Salpeter IMF slopes in contrast to the SDSS galaxies. This is a consequence of the different
redshift distributions of the two galaxy surveys, as demonstrated in Figure 4.9 .
• The Spitzer/IRAC survey of the Galactic plane finds a total SFR of 0.68 − 1.45 Myr−1 (Robitaille &
Whitney 2010). Given this SFR, we infer a Salpeter–like IMF for the Milky Way based on the relation given
in Eq. 4.13, making our results consistent with the decades of observations of Salpeter–like IMFs for stellar
clusters within the Milky Way. Moreover, the measured SFR of Magellanic clouds and the IMF slopes of
their stellar clusters being Salpeter or steeper again agree with our conclusions.
5.2 Future work
In the analysis presented in Chapter 4, we explored the variations in the measured IMF as a function of SFR,
specific SFR and SFR surface density. This parameter space can be extended to explore IMF variations as a func-
tion of galaxy mass, galaxy environment, metallicity and redshift. Also, IMF variations with respect to merging
systems (that typically have very high SFRs) can be explored.
Currently, we’re using Hα EW and Hα luminosity to explore the IMF variations in galaxies at moderate redshifts
(z < 0.35). The redshift restriction arises due to the Hα emission line being redshifted out of the visible window
beyond z ∼ 0.35. The [OII]λ3727 A˚ forbidden line doublet can be calibrated empirically, through Hα, as a quan-
titative SFR tracer and is observed in the visible out to z ≈ 1. As a part of this goal, we will address the metallicity
dependence of the [OII] spectral feature and account for that in our analysis. This will allow us to explore varia-
tions in the IMF to the redshift limit of the GAMA survey (z ∼ 0.5), as well as establishing a technique that will
be suitable for higher–redshift surveys. Public data from high–z surveys (such as AEGIS/DEEP2) will be explored
to measure the evolution to higher redshifts.
We have not attempted to provide a physical explanation for the observed IMF variations in GAMA galaxies. It is
often thought that the Salpeter IMF is imprinted on the turbulent structures that form massive stars. In other words,
the clump mass function has a Salpeter–like slope (Reid & Wilson 2005, 2006) and that the clump mass function
gets mapped into the stellar IMF. Therefore, a physical explanation to the IMF variations can perhaps be provided
in terms of the physics behind high–mass star formation. This is another extremely important area that must be
investigated.
Finally, Wilkins et al. (2008a,b) find discrepancies between observed stellar mass density and that inferred from
the instantaneous star formation history of Hopkins & Beacom (2006) when assumed a universal IMF. The dis-
agreement between these two quantities becomes progressively large with increasing redshift. A SFR dependent
and/or evolving IMF directly impacts the derived cosmic star formation and stellar mass density histories. It will
be interesting to use the IMF–SFR relation given in Eq. 4.13 to predict the cosmic SFR and stellar mass histories
to see whether that reconciles the discrepancy reported by Wilkins et al. (2008a,b).
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A
Biases, systematics and limitations
In this section we explore a number of potential biases to identify the level of uncertainty they introduce to the
LFs, and SFR densities presented in this paper.
A.1 Low–SFR galaxies
A.1.1 Constant stellar absorption corrections
Brough et al. (2011) investigate the properties of low–luminosity galaxies contributing to the rise in Φ shown in
Figure 2.7(a). Here we investigate how the assumption of a constant stellar absorption correction in the derivation
of Hα luminosities affects the GAMA low–z luminosity function. Hopkins et al. (2003) argue a stellar absorption
correction of 1.3A˚ is sufficient. We find that a stellar absorption correction in the range 0.7 − 1.3A˚ for GAMA
galaxies in 0 < z < 0.35 causes a negligible change to the majority of the Hα luminosities and SFRs as most
of the GAMA high–SFR systems have inherently high Hα fluxes. The lowest luminosity systems are the most
affected by this correction (Gunawardhana et al. 2011). For the analysis presented in this paper, we have assumed
a stellar absorption correction of 2.5A˚. This correction is estimated based on a comparison between a sample of
emission-line fluxes used in this study and a robust sub–sample of line measurements obtained using GANDALF
(§2.3).
Here we investigate quantitatively how different stellar absorption corrections affect the low–z LF.
Figure A.1 shows the variation in the GAMA low–z LF if we assume different stellar absorption corrections.
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FIGURE A.1: We reproduce the GAMA low–z LF assuming different stellar absorption corrections (EWc in A˚) to inves-
tigate how the assumption of a constant EWc affects the shape of the LF at faint luminosities.
We perform this analysis only for the GAMA sample, since the emission–line measurements for SDSS galaxies
in GAMA fields are taken from the MPA–JHU database, which are already corrected for stellar absorption. Also,
the SDSS galaxies contributing to the GAMA low–z LF are the bright galaxies in our sample. Typically, any
uncertainty arising from stellar absorption corrections affects primarily the lowest Hα luminosity galaxies, and
weak line systems. For the lowest–z LF, the assumption of low EWc values only affects the faintest end of the Hα
LF, and even then only in a modest way. In the case of higher–z LFs, the assumption of low EWc values act to
increase the integrated SFR density.
Uncertainties from completeness corrections
The determination of completeness corrections for each galaxy is described in § 2.4. Here we investigate the
effects of the uncertainties propagated through the application of completeness corrections, and their influence
on the shapes of the LFs. A comparison of the LFs before and after the application of completeness corrections
(see Figure A.2) indicates that the completeness corrections have a low impact on GAMA LFs. Omitting the
correction mostly affects the low-SFR galaxies in each redshift bin. This result is not surprising as the GAMA
survey currently has a spectroscopic followup completeness of ∼ 98%, and faint systems are most likely affected
by any incompleteness of the survey (Loveday et al. 2012; Driver et al. 2011).
As mentioned before we have not attempted to apply any completeness corrections to the SDSS–DR7 sample.
Nonetheless, based on the GAMA results we assume that the shapes of the SDSS LFs presented in this paper are
unlikely to change significantly.
A.1.2 Empirical estimation of BDs
In addition to the examination of the effects of the assumption of a constant stellar absorption correction, we also
investigate the effects of empirically estimating Balmer decrements for the galaxies without measured Hβ fluxes.
A Monte Carlo experiment is performed using the distribution of Balmer decrements as a function of LHα,ApCor.
For each galaxy without a measured Balmer decrement, rather than assigning it from Eq. 2.4, we randomly assign
a Balmer decrement from the observed distribution from galaxies of similar LHα,ApCor. This process is repeated
∼ 100 times, and the variation in the resulting LF is indicated by a second set of errors for the LFs. These errors
are shown in Figure A.2 in black, the error estimates are simply the highest and the lowest Φs derived in the MC
experiment. The uncertainties due to the empirical estimation of BDs becomes more important for high redshift
LFs, as those have the highest fraction of galaxies without Hβ flux measurements. Also, the uncertainties estimated
from this analysis for the low–z LF are small both because this z range has the lowest fraction of galaxies without
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FIGURE A.2: The effects of the completeness correction and the uncertainties arising from the empirical estimation of
BDs for galaxies without measured Hβ fluxes are investigated here. The error bars shown in black in each panel are estimated
using a Monte Carlo method and show the full range of the values measured, and the Poisson uncertainties are shown in
blue. The filled and open symbols in each panel show the LFs with and without completeness corrections respectively. Not
surprisingly, the application of completeness corrections has little effect on improving the shape of the GAMA LFs as the
survey is > 98% complete. Also shown in (b), (c) and (d) is the low–z LF (faint small symbols) for comparison.
BDs, and the number of galaxies with BDs is particularly low at low LHα,ApCor (Figure 2.3). Furthermore, the
assumption of a flat BD versus LHα,ApCor relation above the average luminosity of the sample, for example,
resulted in errors smaller than Poisson errors of the sample. Therefore, the effects of the empirical estimation of
BDs for the 14% of galaxies without measured Hβ fluxes in the sample are minimal.
A.1.3 AGN contamination
The Kewley et al. (2001) AGN/star–forming diagnostic is used exclude AGNs from the LFs presented in the main
paper. Alternatively, the Kauffmann et al. (2003) relation can be used to identify pure star forming galaxies.
Figure A.3 shows the distribution of luminosities in four redshift bins compared to the distribution of luminosities
of objects classified as composites based on the Kauffmann et al. (2003) relation. The lowest redshift (z < 0.1)
sample consists of relatively small number of composites, and this number increase with redshift. A number of
studies (e.g. Xue et al. 2010; Best et al. 2005) have found that the AGN fraction increases with the stellar mass.
Hopkins et al. (2013) show the BPT diagnostics for the GAMA galaxy sample as a function of both redshift and
stellar mass, demonstrating the increase in AGN fraction with stellar mass.
The effects of AGN contamination on the lowest (z < 0.1) and highest (0.24 < z < 0.34) GAMA LFs presented
in § 2.4.2 are shown in Figure A.4. The effects on z < 0.1 Hα LF and the respective SFR density is negligible.
Even though the highest–z LF constructed by removing these composites indicate a small drop in number density,
the difference that makes to the integrated SFR density is less than 10%.
On the other hand, as the AGN fraction increases with redshift (Figure A.3), if we were to include the galaxies
classified as AGNs with any AGN contamination to the total Hα flux accurately removed would likely increase
the higher redshift SFR densities. If the galaxies hosting AGNs have higher SFRs than their counterparts such that
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FIGURE A.3: Top panel: The distribution of intrinsic Hα luminosities in four redshift bins compared to the distribution of
luminosities of objects classified as composites based on Kauffmann et al. (2003) diagnostic over the same redshift ranges.
Bottom panel: The BPT diagnostics for the lowest (z < 0.1) and highest (0.24 < z < 0.34) redshift samples. The solid line
indicates the Kauffmann et al. (2003) relation.
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FIGURE A.4: The lowest and highest redshift GAMA LFs shown in Figure 2.7 compared to the LFs over the same redshift
ranges constructed by excluding objects classified as composites based on Kauffmann et al. (2003) diagnostics (grey points).
their maximum volumes are limited by the volume of the redshift slice in the LF calculations, then they would
either contribute or create a tail of LF points extending to higher luminosities with approximately the same Φ.
Otherwise they would likely contribute to the luminosity bins below the knee of the LF. In either case, however,
it is unlikely that the LF would deviate from the assumed exponential–Gaussian form (i.e. Saunders function) or
increase the SFR density significantly. In the former case, the Saunders function may need to be modified to take
into account the tail of points extending to higher luminosities.
B
Compilation of SFR densities from the literature
In § 2.6 we present measurements of the SFR density as a function of redshift. Here we tabulate the measurements
from the literature that are shown in Figure 2.15, detailing the survey type, area, selection methods if appropriate,
and various corrections, following the approach of Hopkins (2004). Note that the SFR densities given in this table
assume a Sapeter IMF. In order to convert these values to those presented in Figure 2.15 simply add a factor of
−0.43 to log ρ˙∗,int measurements.
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TABLE B.1: Compilation of Hα, Hβ emission–line SFR density mea-
surements
Reference Redshift Area Selection1 N2 C13 log ρ˙∗,obs4 log ρ˙∗,int5
(z) (deg2) (M yr−1 Mpc−3) (M yr−1 Mpc−3)
Gallego et al. (1995) 0 < z < 0.045 471.40 SLS Hα selected, UCM 176 1.37 ... -1.91 ± 0.20
Tresse & Maddox (1998) 0 < z < 0.3 0.12 I–selected, CFRS 138(SF=110) 1.17 ... -1.61 ± 0.03
Yan et al. (1999) 0.8 < z < 1.8 ∼0.024 SLS Hα selected 33 0.837 -0.96+0.09−0.11 -0.57 ± 0.18
Sullivan et al. (2000) 0 < z < 0.3 ∼10 UV–selected, FOCA 216 0.55 ... -1.86 ± 0.06
Tresse et al. (2002) 0.5 < z < 1.1 0.12 I–selected, CFRS 33 0.88 -1.37+0.07−0.08 -1.06
+0.07
−0.08
Fujita et al. (2003) 0.234 < z < 0.252 0.2 NBF Hα selected 348 1.00 -1.90+0.08−0.17 -1.50
+0.08
−0.17
Pe´rez-Gonza´lez et al. (2003) 0 < z < 0.05 ... SLS Hα selected, UCM 79 1.00 ... -1.61+0.11−0.08
Nakamura et al. (2004) 0 < z < 0.12 229.7 SDSS DR16 1482(SF=665) 1.00 ... -1.94+0.11−0.082
Hippelein et al. (2003) 0.238 < z < 0.252 0.1 NBF Hα selected, CADIS 92 1.00 ... -1.83+0.10−0.13
Brinchmann et al. (2004) 0.09 < z < 0.11 ... SDSS ... 1.00 ... -1.54 ± 0.07
Westra & Jones (2008) 0.229 < z < 0.261 0.262 NBF Hα selected, CDFS 371 1.00 ... -1.77+0.08−0.10
(-1.93+0.08−0.10)
0.229 < z < 0.261 0.23 NBF Hα selected, S11 335 1.00 ... -2.12+0.09−0.12
(-2.24+0.11−0.14)
Westra et al. (2010) 0 < z < 0.1 4 R–selected, SHELS 322 1.00 ... -2.19 ± 0.17
0.1 < z < 0.2 ” ” 1127 1.00 ... -1.92 ± 0.12
0.2 < z < 0.3 ” ” 1268 1.00 ... -1.81 ± 0.10
0.3 < z < 0.4 ” ” 848 1.00 ... -1.82 ± 0.08
Westra et al. (2010) 0.233 < z < 0.251 4 R–selected, SHELS - 1.00 ... -1.86 ± 0.13
+ Shioya et al. (2008) + 1.5 + NBF Hα selected -
Shioya et al. (2008) 0.233 < z < 0.249 1.54 NBF Hα selected 980 1.00 ... -1.74+0.17−0.097
Ly et al. (2007) 0.065 < z < 0.095 0.24 NBF Hα selected 318 1.00 -1.87 ± 0.29
0.239 < z < 0.251 0.24 ” 259 1.00 -2.37 -2.11 ± 0.24
0.382 < z < 0.418 0.24 ” 391 1.00 -2.10 -1.79 ± 0.20
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Hanish et al. (2006) 0 < z < 0.12 ... HI selected, SINGG 110 1.00 ... -1.80+0.13−0.07
Geach et al. (2008) 2.214 < z < 2.246 0.60 NBF Hα selected 55 1.00 ... -1.008
Morioka et al. (2008) 0.233 < z < 0.251 0.24+SDSS NBF Hα selected + SDSS 575 1.00 ... -1.456+0.3−0.174
Villar et al. (2008) 0.831 < z < 0.849 0.17 NBF Hα, NIR selected 165 1.00 -1.009 -0.77 ± 0.077
α constrained
Shim et al. (2009) 0.7 < z < 1.4 ∼0.03 SLS Hα selected, HST–NICMOS 35 1.00 -1.056+0.21−0.44
1.4 < z < 1.9 ” ” 45 1.00 -0.577+0.22−0.46
0.7 < z < 1.9 ” ” 80 1.00 -0.86+0.15−0.24
Sobral et al. (2009) 0.829 < z < 0.851 1.3 NBF Hα selected, HiZELS 743 1.00 ... -0.967
Sobral et al. (2012) 1.45 < z < 1.49 0.67 NBF Hα selected, HiZELS 190 1.00 ... -0.796+0.12−0.16
Sobral et al. (2013) 0.39 < z < 0.41 2 NBF Hα selected, HiZELS 1742 1.00 ... -1.523+0.13−0.18
0.82 < z < 0.86 ” ” 637 1.00 ... -1.00+0.04−0.10
1.45 < z < 1.49 ” ” 515 1.00 ... -0.886+0.06−0.07
2.21 < z < 2.25 ” ” 87 1.00 ... -0.678+0.04−0.07
Dale et al. (2010) 0.14 < z < 0.18 4.19 NBF Hα selected, WySH 214 1.00 ... -2.002+0.041−0.046
0.22 < z < 0.26 4.03 ” 424 1.00 ... -1.89+0.032−0.034
0.30 < z < 0.34 4.13 ” 438 1.00 ... -1.7+0.022−0.021
0.38 < z < 0.42 1.11 ” 91 1.00 ... -1.66+0.04−0.04
Ly et al. (2011) 0.801 < z < 0.817 0.82 NBF 1.18µm selected 522 1.00 ... -1.00 ± 0.188
NEWFIRM Hα (total sample)
0.801 < z < 0.817 0.82 NBF 1.18µm selected 414 1.00 ... -1.10 ± 0.09
NEWFIRM Hα (L> Llim)
Hopkins et al. (2000) 0.7 < z < 1.8 0.001 SLS Hα selected, NICMOS 37 0.57 -0.74 -0.588± 0.064
Moorwood et al. (2000) 2.178 < z < 2.221 0.028 NBF Hα selected 10 0.79 -0.70
Glazebrook et al. (1999) 0.885±0.099 0.12 Drawn from I–selected CFRS sample 13 0.899 ... -0.972+0.15−0.149
Glazebrook et al. (2004) 0.384±0.006 0.006 NBF selected - 1 ... -1.7+0.14−0.21
Glazebrook et al. (2004)[Hβ] 0.458±0.099 ” ” - 1 ... -1.04+0.17−0.14
Pascual et al. (2001) 0.228 < z < 0.255 0.19 NBF Hα selected 52 1.4 ... -1.3138+0.08−0.07
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Hayes et al. (2010) 2.214 < z < 2.246 0.016 NBF Hα selected 55 1 ... -0.74± 0.2
+ Geach et al. (2008) 2.214 < z < 2.246 0.6 NBF Hα selected 55
James et al. (2008) 0 < z < 0.01 ... Hα imaging ∼ 330 1 ... -1.72 ± 0.08
Karachentsev & Kaisin (2010) within 10 Mpc 0.002 Hα imaging 52 1 ... -1.72 ± 0.06
Tadaki et al. (2011) 2.214 < z < 2.246 ∼ 0.016 NBF Hα selected 66 1 ... -0.51
Pascual (2005)10 ∼ 0.24 -1.39+0.3−0.3
∼ 0.4 -1.26+0.4−0.2
Doherty et al. (2006) 0.77 < z < 1.0 0.026 Hα survey using CIRPASS11 38 1 ... -1.13± 0.1
Pettini et al. (1998) 2 < z < 3.5 ... near–IR selected9 5 0.784 ... -0.557±0.15
1Hα selected surveys use either slitless spectroscopy (SLS), or narrow–band filters (NBF).
2Number of galaxies.
3The factor used in converting ρ˙∗ from the cosmology assumed in the original reference to the cosmology assumed here. Eq. 1 in Hopkins (2004) is used to obtain the conversion factor.
4The original reference only reports an observed ρ˙∗, the value given here is cosmology/IMF corrected. IMF used is Salpeter.
5The final value converted to our assumed cosmology, and (Salpeter) IMF. Even though we assumed a Baldry & Glazebrook (2003a) IMF for the analysis presented in the main paper, the SFR
density measurements presented in this table and in Table B2 are based on a Salpeter (1955) IMF as many of the SFR density measurements in the literature are based on Kennicutt (1998) relation that
assume a Salpeter (1955) IMF. To change the IMFs from Salpeter (1955) (used to estimate the SFR densities in Tables B1 and B2) to Baldry & Glazebrook (2003a) (used in the main paper) simply
add −0.43 to log ρ˙∗,int measurements.
If the quoted SFR density measurement in the original reference is uncorrected for dust obscurations, a corrected based on the assumption of a one magnitude extinction in Hα (Hopkins & Beacom
2006) is applied to log ρ˙∗,int measurements presented above.
All SFR density values reported here are log ρ˙∗(L > 0). If the original reference reports a SFR density above a limiting flux, then it is indicated here within the brackets underneath.
6Optically selected and morphology–classified bright galaxies from the SDSS northern stripe
7The SFRD value reported here is from Ly et al. (2011)
8Estimates of cosmic (sample) variance is included in the uncertainties
9Measurements from Hopkins (2004)
10measurement taken from Villar et al. (2008)
11Near IR multi-object spectograph Cambridge Infrared Panoramic Survey Spectograph on the William Herschel Telescope.
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TABLE B.2: Compilation of [O II] λ3727 and [O III] λ5007 emission–
line SFR density measurements
Reference Indicator Redshift Selection N C1 log ρ˙∗,obs log ρ˙∗,int
(z) (M yr−1 Mpc−3) (M yr−1 Mpc−3)
Sullivan et al. (2000) [O II] λ3727 0 < z < 0.3 UV–selected, FOCA ∼216 0.55 ... -1.64 ± 0.06
Hippelein et al. (2003) [O II] λ3727 0.866 < z < 0.894 NBF Hα–selected ∼222(total detected) 1.00 ... -1.00+0.12−0.17
[O II] λ3727 1.175 < z < 1.211 ” ” 1.00 ... -0.68+0.09−0.12
[O III] λ5007 0.39 < z < 0.412 ” ∼124(total detected) 1.00 ... -1.33+0.13−0.18
[O III] λ5007 0.626 < z < 0.646 ” ” 1.00 ... -1.61+0.09−0.11
Gallego et al. (2002) [O II] λ3727 0 < z < 0.05 SLS Hα–selected, UCM 191 0.67 -3.02± 0.15 -2.03± 0.11
Ly et al. (2007) [O II] λ3727 0.877 < z < 0.905 NBF Hα–selected 673 1.00 ... -1.26
[O II] λ3727 0.902 < z < 0.922 ” 818 1.00 ... -0.97
[O II] λ3727 1.171 < z < 1.203 ” 894 1.00 ... -0.82
[O II] λ3727 1.450 < z < 1.485 ” 951 1.00 ... -0.55
[O III] λ5007 0.391 < z < 0.431 ” 351 1.00 ... -1.87
[O III] λ5007 0.416 < z < 0.444 ” 209 1.00 ... -2.03
[O III] λ5007 0.616 < z < 0.656 ” 293 1.00 ... -1.66
[O III] λ5007 0.823 < z < 0.868 ” 662 1.00 ... -1.30
Hogg et al. (1998) [O II] λ3727 0.1 < z < 0.3 R–selected, CFGRS 375(total) 0.625 ... -1.865+0.101−0.094
[O II] λ3727 0.2 < z < 0.4 ” ” 0.601 ... -1.925+0.163−0.118
[O II] λ3727 0.3 < z < 0.5 ” ” 0.583 ... -1.271+0.105−0.085
[O II] λ3727 0.4 < z < 0.6 ” ” 0.570 ... -1.020+0.075−0.067
[O II] λ3727 0.5 < z < 0.7 ” ” 0.559 ... -1.188+0.072−0.062
[O II] λ3727 0.6 < z < 0.8 ” ” 0.552 ... -1.272+0.088−0.073
[O II] λ3727 0.7 < z < 0.9 ” ” 0.547 ... -1.247+0.081−0.071
[O II] λ3727 0.8 < z < 1.00 ” ” 0.543 ... -1.146+0.090−0.074
[O II] λ3727 0.9 < z < 1.10 ” ” 0.540 ... -0.941+0.107−0.087
[O II] λ3727 1.00 < z < 1.20 ” ” 0.539 ... -1.046+0.199−0.136
[O II] λ3727 1.10 < z < 1.30 ” ” 0.538 ... -1.066+0.301−0.176
Takahashi et al. (2007) [O II] λ3727 1.17 < z < 1.20 NBF, [O II] λ3727–selected, HST COSMOS 3176 1.00 ... -0.495+0.075−0.058
[O II] λ3727 1.17 < z < 1.20 NBF, [O II] λ3727–selected, SDF 294 1.00 ... -0.854+0.216−0.105
Teplitz et al. (2003) [O II] λ3727 0.46 < z < 1.415 SLS, [O II] λ3727–selected, HST STIS 71 1.00 -1.55± 0.06 -1.005± 0.11
Hammer et al. (1997) [O II] λ3727 0.25 < z < 0.5 I–selected, CFRS ∼ 212(total sample) 1.04 -2.20+0.070−0.080 -1.705+0.070−0.080
[O II] λ3727 0.5 < z < 0.55 ” ” 0.95 -1.72+0.11−0.15 -1.226
+0.11
−0.15
[O II] λ3727 0.55 < z < 1.00 ” ” 0.892 -1.35+0.20−0.38 -0.855
+0.20
−0.38
Bayliss et al. (2011) [O II] λ3727 1.822 < z < 1.878 NBF, [O II] λ3727–selected, HAWK–I VLT 26 1.00 -0.42+0.064−0.075
(assuming AHα = 1mag)
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-0.62+0.097−0.12
(Independent estimate)
Sobral et al. (2012) [O II] λ3727 1.45 < z < 1.49 NBF Hα selected, HiZELS 1379 1.00 ... -0.770+0.09−0.12
C
Copula model
Motivated by the analytic method proposed by Takeuchi (2010) to construct a bivariate distribution function with given
marginal distributions and correlation coefficient, we use their approach to construct the bivariate Hα/Mr LFs given the two
univariate LFs. Takeuchi (2010) and Takeuchi et al. (2013) advocate the use of a Farlie–Gumbel–Morgenstern or a Gaussian
copula, both of which are explicitly related to the linear correlation coefficient, to connect two given marginals. A rigourous
mathematical definition of copula theory and dependence measures between two variables can be found in Takeuchi (2010)
and Sato et al. (2011). In short, it follows from the Sklar’s Theorem that an m–dimensional copula, C, can be defined as a
m–dimensional cumulative distribution function (CDF) with m univariate uniform marginals (Sklar 1959; Schweizer 1991;
McNeil et al. 2005). Using C, we can construct a bivariate distribution function, G, with two marginals (m = 2; Takeuchi
2010).
G(x1, x2) = C[F (x1), F (x2)]. (C.1)
If the copula is sufficiently differentiable, the bivariate probability density function (PDF), g(x1, x2), can be written as
(Takeuchi 2010)
g(x1, x2) =
∂2C[F (x1), F (x2)]
∂x1∂x2
f1(x1)f2(x2)
≡ c[F (x1), F (x2)]f1(x1)f2(x2).
(C.2)
where c[F (x1), F (x2)] is the density of C, also referred to as a differential copula, and f1(x1) and f2(x2) are the PDFs of
F (x1) and F (x2).
Following Takeuchi (2010) and Takeuchi et al. (2013) we choose the bivariate normal copula for this analysis. By construc-
tion, the Gaussian copula has an explicit dependence on the linear correlation coefficient ρ ∈ (−1, 1). The definitions of the
density and the cumulative distribution function of the univariate standard normal distribution are denoted by,
ψ(x) =
1√
2pi
exp
(
−x
2
2
)
,Ψ(x′) =
∫ x′
−∞
φ(x) dx, (C.3)
and the density and the distribution function of the bivariate standard normal distribution with ρ is given by,
ψ2(x, y; ρ) =
1
2pi
√
(1− ρ2) exp
[
−x
2 − 2ρxy + y2
2(1− ρ2)
]
,
Ψ2(x′, y′; ρ) =
∫ x′
−∞
∫ y′
−∞
φ2(x, y; ρ) dx dy.
(C.4)
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From the application of Sklar’s Theorem, the Gaussian copula takes the form (Nelson 2006),
C[u1, u2; ρ] = Ψ2[Ψ−1(u1),Ψ−1(u2); ρ]
=
∫ Ψ−1(u1)
−∞
∫ Ψ−1(u2)
−∞
ψ2(x, y; ρ) dx dy.
(C.5)
If the copula has this form, then the copula density, c[u1, u2], can be obtained in terms of the bivariate density, marginal
cumulative distribution functions and marginal densities.
c[u1, u2; ρ] =
∂2C[u1, u2; ρ]
∂u1∂u2
=
∂2Ψ2[Ψ−1(u1),Ψ−1(u2); ρ]
∂u1∂u2
It follows by the chain rule (Schmidt 2007) that,
c[u1, u2; ρ] =
ψ2[Ψ−1(u1),Ψ−1(u2); ρ]
ψ[Ψ−1(u1)]ψ[Ψ−1(u2)]
=
1√
1− ρ2×
exp
{
2ρΨ−1(u1)Ψ−1(u2)− ρ2[Ψ−1(u1)2 + Ψ−1(u2)2]
2(1− ρ2)
}
.
(C.6)
TABLE C.1: Three different copula types tested as a part of this analysis.
Copula type Function (C[u1, u2; θ])
∂2C[u1,u2;θ]
∂u1∂u2
Clayton (1978) and Cook &
Johnson (1981) copula
(u−θ1 + u
−θ
2 − 1)−
1
θ ,
0 < θ <∞
(1+θ)(u1u2)−θ−1(u−θ1 +u
−θ
2 −
1)−2−
1
θ
Frank (1979) copula −1θ log
[
1 + (e
−θu1−1)(e−θu2−1)
eθ−1
]
,
θ ∈ R
−θ(e−θ−1)e−θ(u1+u2))
[(e−θu1−1)(e−θu2−1)+(eθ−1)]2
Gumbel (1960) copula
exp{−[(− lnu1)θ +
(− lnu2)θ] 1θ },
0 ≤ θ <∞
C[u1,u2;θ]
u1u2
×
[(− lnu1)(− lnu2)]θ−1
[(− lnu1)θ+(− lnu2)θ]2−
1
θ
{[(− lnu1)θ+
(− lnu2)θ] 1θ + θ − 1}
Now to construct the bivariate LF, φ(2)(L1, L2), given the two GAMA univariate LFs, denoted φ
(1)
1 (L1) and φ
(1)
2 (L2), as
marginals, we follow the prescription of Takeuchi (2010); Takeuchi et al. (2013) and define the normalised LF,∫
φ(1)(L) d logL = 1, (C.7)
as the PDF, and
Φ(1)(L) ≡
∫ logL
logLmin
φ(1)(L) d logL, (C.8)
as the cumulative distribution function, where Lmin is the minimum measured luminosity for the GAMA galaxies.
As described in § 3.6.3, Schechter (Eq. 3.17) and Saunders (Eq. 3.19) functions reasonably well describe the GAMA univariate
Mr and Hα LFs. Therefore, we adopt these two functions, re-normalised to the range where the z < 0.1 GAMA data exists,
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FIGURE C.1: The GAMA bivariate LF constructed from the previously estimated univariate Mr and Hα LFs compared to
the measured LF shown in Figure 3.7a. By fitting the model defined in Eq. C.9 to the measured bivariate LF, we estimate a
best fitting ρ = 0.4.
as PDFs to obtain the Bivariate LF (Eq. C.2) for the Gaussian copula,
φ(2)(L1, L2; ρ) =
1√
1− ρ2
× exp
{
2ρΨ−1(u1)Ψ−1(u2)− ρ2[Ψ−1(u1)2 + Ψ−1(u2)2]
2(1− ρ2)
}
× φ(1)1 (L1)φ(1)2 (L2),
(C.9)
where, u1 = Φ
(1)
1 (L1) and u2 = Φ
(1)
2 (L2).
FIGURE C.2: Bivariate functional forms as inferred using a selection of different copulas from the literature.
As we are using previously estimated univariate LFs as marginals, ρ is the only free parameter of Eq. C.9. The best fitting
ρ = 0.4 is determined from fitting Eq. C.9 to the measured LF. A comparison between the constructed and measured bivariate
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LFs is shown in Figure C.1.
The correlation between Mr and Hα luminosity reported here is relatively weak, and this results in an inferred bivariate
relation that does not characterise the observed relation well. On the contrary, Takeuchi et al. (2012) find that ρ derived for
ultraviolet (UV)/infrared (IR) bivariate LFs to be both high and stable with increasing redshift (e.g. ρ = 0.95 at z ≈ 0 and
ρ = 0.85 at z ≈ 1.0). This is not unexpected as both UV and IR are star formation rate indicators.
Even though, Takeuchi (2010) discusses in detail the use of a Gaussian copula to construct the bivariate LF because of its
explicit dependence on the linear correlation coefficient, the dependence between two variables may not be linear. As a part
of this investigation, we test the bivariate LFs constructed using several other commonly used copulas in finance/biology
literature that may provide a better representation of the observed distribution (Figure 3.7a) than a Gaussian copula. These
are shown in Figure C.2. Note that a rigourous mathematical derivation of the different copulas explored is beyond the scope
this paper, as our goal here is to simply illustrate how the bivariate LFs constructed using other common copulas compare
with GAMA LF. We find that none of the tested copulas seem to reproduce the shape of the observed bivariate function
well. Each, to varying degrees, seems to distribute the population too broadly over the mid–range luminosity values. The
mathematical and statistical convenience of the copula approach, at least for our current application, is outweighed by the
challenge in identifying a suitable functional form that adequately reproduces the observed bivariate relation. We encourage
others to explore and identify a suitable relation that can serve as a general copula for the broad variety of astrophysically
interesting bivariate relations. Such a solution would necessarily need to be consistent with the Gaussian copula for highly
correlated parameters such as those explored by Takeuchi (2010); Takeuchi et al. (2013).
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