We study decoder metrics suited for iterative decoding of non-coherently detected bit-interleaved coded orthogonal modulation. We propose metrics that do not require the knowledge of the signalto-noise ratio, and yet still offer very good performance.
where E s is the per-symbol transmit power,
T , the output of the FSK modulator, is all zeros, except for a single ele- 
where K is a constant independent of the hypothesis b and I 0 (.) is the 0-th order modified
Bessel function of the first kind.
Bit interleaved coded modulation with iterative decoding (BICM-ID) [1] has been recently considered in [2] for the NC-FSK channel defined by (1) and (2) In this letter we develop low-complexity decoder metrics suitable for iterative decoding/demodulation with no CSI and we illustrate the corresponding effect of loss of CSI on the extrinsic information (EXIT) charts [3] of the demodulator and overall error probability.
II. METRICS FOR ITERATIVE DECODING
BICM-ID consists of exchanging messages between the bitwise FSK demodulator and decoder of C in an iterative fashion. The bitwise FSK demodulator feeds the decoder of C with the log-likelihood ratios computed by the decoder of C in the previous iteration (at the first iteration these are all equal to 0.5). Substituting (2) into (3) we obtain the iterative decoder used by [2] . The summations in (3) may be undesirable from the point of view of complexity. To avoid these summations, the log-likelihood ratio (3) may be approximated in the standard way
We shall refer to (3) and (4) 
which motivates the following approximation of the log-likelihood ratios (3),
If we further assume that
which is independent of E s , N 0 and the fading amplitudes |h[k]|. The interpretation of (7) is interesting. The receiver first measures the received energies at every frequency bin and computes the empirical probability at every bin as the fraction of the total received energy present in a given bin. Obviously, the normalization factor (the total energy
cancels in (7). We can further approximate (7) using the dual-max method as follows,
which yields the corresponding parameter free dual-max metrics.
We now present some numerical examples which demonstrate the utility of the parameter free metrics. Since we are interested in application of the metrics to iterative decoding, it is of interest to compare the corresponding EXIT charts [3] . with Bessel metrics and parameter free metrics resulting in similar slopes. This implies that at higher SNR, the parameter metrics will have the same EXIT chart, which will help in assessing the performance degradation due to the lack of CSI. Further, we observe that the parameter free metrics are information lossy, namely, when the input mutual information is I in = 1, the output mutual information is lower than that obtained with Bessel metrics.
Finally, and perhaps most surprising, the parameter free dual-max metric (8) is significantly better than (7) at low I in , despite the reduction in computational complexity. Application of the dual-max approximation following the Taylor approximation seems to regain some of the loss from the ideal Bessel metrics. Similar charts are obtained for the Rayleigh fading channel. From now, we concentrate in comparing the metrics (3) and (8). 
