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ABSTRACT 
We study a complex, column- and row-cyclic Jacobi-like process of the form 
akt1) = Uk*dk)Vk + Fckl, k >, 1, where U,, V, are unitary plane matrices, (Fck’) is a 
sequence converging to diagonal form, and A”’ is an arbitrary n X n matrix. A simple 
necessary and sufficient condition for the convergence of the sequence (Ack’) to 
diagonal form is obtained. An estimate for the norms of certain cyclic Jacobi operators 
is also obtained. 
1. INTRODUCTION AND RESULTS 
Almost all Jacobi-like eigenvalue algorithms have the form 
where A(‘) is the initial matrix and for each k, Tk is an elementary plane 
matrix. Each matrix Tk is defined by a pair of indices (I, m), I < m, and by a 
2X2 matrix 
where Tk = ( tjjk)). All other elements of Tk are as in the R x n identity matrix 
I,. Thus ti;) = Sij if (i, j) g {(I, 1), (I, m), (m, I), (m, m)}, where au is the 
Kronecker’s delta. The pair (1, m) which determines the position of Tk in Tk 
is called the pivot pair of Tk. The matrix Fk is often called the (1, m)-restric- 
tion of Tk. We call the transformation Ack) I+ Atk+l) the kth step of the 
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process (1.1). For the definiteness of the process the so-called “pivot strategy,” 
i.e. the way of choosing the pivot pair at each step, is important. Here we 
consider only cyclic Jacobi-like processes, i.e. the processes defined by cyclic 
pivot strategies. A pivot strategy is cyclic if during each sequence of N 
successive steps, where 
N= in(n - l), (1.3) 
the pivot pair (1, m) takes all values from the set {(i, j); 1 d i < j G n}. We 
shall especially consider the so-called row- and column-cyclic pivot strategies. 
In the row-cyclic pivot strategy the pivot pair takes successively values from 
the sequence 
(I>2), (1,3), (I,4),...,(I,n), (2,3), (2,4),...,(2,n),...,(n_I,n) (1.4) 
in a cyclic way. The column-cyclic pivot strategy is defined in the same way 
by the sequence 
0,2), (1,3)> (2>3) >...> (l,n),(2,n),...,(n-I,n). 0.5) 
In the sequel the letters 1, m, k, N, and n are reserved for the following 
purposes: (I, m) stands for the pivot pair of the kth step, while N and n are 
related as indicated by (1.3). We see that for each (cyclic) pivot strategy 
Z=Z(k)and m=m(k). 
In [4] and [5] it has been proved that for some real norm-reducing 
Jacobi-like processes 
IlTk - Ukll -+ 0, k-+oc (1.6) 
holds, where U, are unitary plane matrices. Using the same technique as in 
[4] it can be shown that (1.6) also holds for some complex norm-reducing 
processes (see [l], [2], [8], [9]). With (1.6) we can rewrite (1.1) as 
A(k+l) = uk*A(k)uk + Eck), kal, (1.7) 
where Eck’ + 0, k + m, provided the sequence (Ack)) is bounded. If A(‘) is 
normal, then Tk are already unitary; hence we can take Etk) = 0, k > 1 in 
(1.7). 
In order to include the Jacobi method for computing the principle values 
of matrices (see [3], [9]) we generalize the process (1.7) to the form 
A(k+l) = uk*&k)vk + Fck), k>l, (1.8) 
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where U, and V, are unitary plane matrices defined by the same pivot pair 
(Z,m), and (Fck)) is a sequence satisfying 
S(Fck')+O, k+oo. 0.9) 
In (1.9), generally for A = (aij), 
(1.10) 
Since the (1, m>restrictions of U, and V, are unitary, we have I@)1 = 
Iu$J and lu$‘l= Iu$$ h w ere U, = (ui;)), V, = (0:;)). If we set 
ii, = Iu$‘l, a/( = lo$)l, (1.11) 
and 
&.‘k’ = U;A+)V, = ((ii;‘), (1.12) 
then our first result is 
THEOREM 1. Let A(‘) be an arbitrary matrix, and let the sequence of 
matrices (Atk)) be generated by the rule (1.8), where U, and V, are unitary 
plane matrices defined by the same pivot pair (1, m), and (Fck)) is a 
sequence satisfying (1.9). Let the pivot strategy be row- or columncyclic, and 
let (1.11) and (1.12) hold. 
Zf there is a constant Y > 0 and an integer k, > 1 such that 
G,>,V, i&au, k>,k, (1.13) 
holds, then the conditions 
lii’l~l” + lii’,“)l” + 0, k-+oo (1.14) 
and 
are equivalent. 
S2( Atk’) --, 0 , k+ce (1.15) 
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Theorem 1 can be successfuhy used in connection with the global-conver- 
gence proofs of different cyclic Jacobi-like processes (cf. [4], [5]). We note 
that many of the results from [3], concerning the Jacobi method for Hermitian 
matrices and the Jacobi method for computing the principle values of 
arbitrary matrices, can easily be derived by Theorem 1. On the other hand 
Theorem 1 can be used for proving the global convergence of the Jacobi 
method for the generalized eigenproblem Ax = A& (see [6]). 
For the proof of Theorem 1 we need a result concerning cyclic Jacobi 
operators. In fact we shall generalize the well-known result of Henrici and 
Zimmermann [7] to the case of general complex matrices. 
2. CYCLIC JACOBI OPERATORS 
In [7] certain cyclic Jacobi processes for symmetric matrices have been 
considered. These processes have the form 
A(k+U = R;A’k’R,, k>l, (2.1) 
where A(‘) = A(‘)r and R, are simple rotations, i.e. 
cos (Pk sin(Pk 
- sinqk 1 COS(Pk ’ k>, 1. (2.2) 
In [7] it has been shown that a process of the form 
@+i) = R(‘,“,a’k’ k>l, (2.3) 
in an Ndimensional space, can be associated with the process (2.1). Here 
a(k) = (a,, ) a$‘, u$y )..., a\kn), &J)..., ar,“l,,,,)‘, (k) (2.4) 
where Ack) = (a!!)), and N is as in (1.3). If double indexing is used according 
to (2.4) then thz N X N matrix R (‘vrn) = (rij pq) has been defined as follows: 
r1m,1m = 0, rij,ij=l if {i, j}n{Z,m} =0, 
ril, il = COS (Pkr ril, im = - sinqk 
I 
l,<i<l, 
rim, il =sinq)k, rim,im=cos9)k 
rli,li = cos(Pk, rli im = , - sinqk 
I 
ki<m, 
rim, Ii =sin(Pk, rim,im=cos(Pk 
rli,,i = cos(Pk, rli,,,i = - sin(Pk 
. I r,i,li=sinqk, r,,,i,mi=cos(Pk 
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All the remaining elements of R(‘s”‘) are zero. Note that in the construc- 
tion of the process (2.3) the symmetry of matrices Ack) and Ack+i) has been 
used. Also, we have rr,,,, ,,,, = 0 since a{:‘) = 0. 
At the end of the first cycle, i.e. after the first N steps have been 
completed, 
a(N+ 1) = Ra”‘, (2.6) 
where 
R= JJ R’l, m) 
(l,m) 
l<l<?Tl,ctl 
(2.7) 
The factors appearing in (2.7) are in reverse order from the pivot pairs in 
(1.4) or (1.5), or some other chosen pivot strategy. The matrix R is called (see 
[7], [ll]) the Jacobi operator associated with the particular ordering (pivot 
strategy) under consideration. 
For the columncyclic pivot strategy Henrici and Zimmennann (see [7], 
[ 111) have proved 
n j-2 
where ~(~,j) is qk if Z= i and m = j. In (2.8) the empty products (if n = 2) 
are 1, and ]I. 11 2 stands for the spectral (or operator) matrix norm which is 
induced by the Euclidean vector norm. From the proof presented in [7] it 
follows that the estimate (2.8) depends entirely on the structure (2.5) of the 
entering matrices Rcl,“‘) and on the special cyclic pivot strategy. 
Let us now return to the proof of Theorem 1. We want to associate a 
process of the form 
a(k+l) = R”,“‘a’k’ + g(k) k>l, (2.9) 
to the process (1.8) and to obtain an estimate similar to (2.8) for a matrix R, 
defined as by (2.7). Since we cannot use the symmetry of Ack) any more, we 
take the 2Ndimensional complex space CzN of vectors 
a(k) = (a\:), a$:), a%), . . . , aikn), ab?, . . . , aik? 1, n, 
(k) (k) 
azl 9 a31 ) &‘,...,a,,, an2 ,... ,an,n_l (k) (k) (k) YT (2.10) 
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and the 2N x 2N matrix R(‘y”) = (rij, P,) defined as follows: 
~ln2,1m=o=Tnl,ml~ Tij,ij=l if {i,j}n(Z,m} =0, 
ri,, i[ = vlf’, ri, im = l&’ , I 
where, generally Z denotes the complex conjugate z, while uji) and vi;’ are 
the elements of uk and vk, respectively. In (2.11) double indexing has been 
used in accordance with (2.10). AII the remaining elements of R(‘%“) are zero. 
By (2.9), (2.10), and (2.11) we see that 
g (k) = iiizel, + ;i’,“)e,, + fck), k>l, (2.12) 
where fck) corresponds to Fck) in the same way as uck) corresponds to Ack). 
In (2.12) we have used the notation (1.12), and eij (i # j, 1~ i, j < n) is the 
coordinate unit vector in C2N having all components zero, except the one at 
the position (i, j) in (2.10), which is 1. Let 
(j-l)j/Z-1 (j-l)j/Z-1 
Cj” = min l-I i;;, I-I 36 j<n, 
k=(j-2)(j-1)/2+1 k = (j ~ 2)( j - 1)/2+ 1 
(2.13) 
and 
[ 1 
l/2 
c,= l-fiC;2 , 
j=3 
(2.14) 
where ii, and ak are as in (1.11) and empty products in (2.14) are 1 (thus 
C, = 0 if n < 2). 
Note that 
k=(j-2)(j-1)/2+1 
min{G&i$}; 
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hence 
N 
C,261- kvr min{&E,i$}, (2.15) 
mzz+1 
where 1, m, and k are related as mentioned above. Thus the product in (2.15) 
is taken over all k’s for which m # I + 1. For the proof of Theorem 1 we need 
THEOREM 2. 
(i) ZfR(l,“) is as in (2.11), then 
Ip-wq2 = 1, l<l<m<n. (2.16) 
(ii) Zf R is defined by (2.7), (2.11), and the TOW- or column-cyclic pivot 
strategy, then 
(2.17) 
were C, is defined by (2.13) and (2.14). 
Theorem 2 is proved in Section 3. Note that (2.17) is a generalization of 
the Henrici-Zimmermann result (2.8). An immediate consequence of (2.17) 
and (2.15) is that for the Jacobi method for Hermitian matrices the same 
quadratic convergence estimate holds as in the real case. Namely, in this case 
we have, for each k, CT, = V, and F ck) = 0. Therefore, (2.17), (2.15), and a 
variant of the Bernoulli’s inequality yield (cf. [7]) 
where qk is the angle satisfying 0, = cos (Pa. The rest of the proof is simple 
(see the proof in [lo]). Theorem 2 can be successfully used in connection with 
the quadratic convergence proof of other complex cyclic Jacobi-like processes. 
Proof of Theorem 1. It is sufficient to prove Theorem 1 for the case 
k, = 1. By (2.9) we see that at the end of the first cycle 
a(N+ 1) = Ra(‘) + g (2.18) 
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holds, where R is defined by (2.7), (2.11), and the row- or column-cyclic pivot 
strategy. From (2.9) we obtain 
g = P,g”’ + p2g’2’ + . . . + pNg’w, (2.19) 
where P, = I,, (the identity matrix) and 
P,= n R(‘*j), k=1,2 ,..., N-l. (2.20) 
(i,j)>(l,m) 
In (2.20) (i, j) + (1, m) means that the product is taken over all pairs (i, j) 
which he to the right of the pair (I, m) in (1.4) or (1.5), depending on the 
chosen cyclic pivot strategy. Here the matrices R(‘,j) stand in the reverse 
order of the order in which the pairs (i, j) appear in (1.4) or (1.5). By (2.16) 
and (2.20) we have JJP,JJ, d 1, 1 G k d N; hence (2.19) implies 
llgll G llPll+ llP’ll+ . . . + llg(N)ll. 
Throughout this paper we use I(* (( to denote the Euclidean vector or matrix 
norm. By Theorem 2(n), by (2.15), and by (1.13) we have 
IlRllf Q C,2 < 1 - z~~(~-“+l) = p2 < 1. 
Note that g and R have been obtained at the end of the first cycle; hence 
we can write go, and ZQ,,, respectively. At the end of the rth cycle we can, 
by the same reasoning as above, define g,,, and R,,, so that 
a(,+ 1) =R (,F(,) + g(r), r>, 1, 
holds, where 
a(,) = a ((r- l)N+ 1) , r>l. 
By (2.17), (2.15), and (1.13) we still have 
ll~~,~ll~ G p2 < 1, T&l, (2.21) 
and by (2.16) 
k,,,ll d II&z K-w+yl+ . . . + llgwq, 7 > 1. (2.22) 
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Let us first prove that (1.15) implies (1.14). By (1.8), (1.12), (1.9), and 
(1.15) we have 
Ilq:l12 + IlaIr” Q s2( A@‘) = S2( A(k+l) - F(k)) 
<2S2(A(k+1))+2S2(F(k))+0, k+ca, 
and (1.14) is proved. 
Let us now assume (1.14). By (2.12), (1.9), and (1.14) we have 
g Ck) -+ 0, k-m, (2.23) 
and therefore, by (2.22), 
&,) -+ 0, T’co. 
From (2.21) we obtain 
hence we can apply 
LEMMA 1 [4]. Let t, 2 0, p, > 0, T > 1, and p satisfy 
and 
Then 
t r+l ~Pt,+Pr, T>l, 
Pr + 0, r-+03, 
O,<I*<l. 
t, --, 0, T’OO. 
By Lemma 1 we obtain 
a(,) --* 0, r-+00. 
For all (r - l)N + 1~ k < rN, we have 
jJack)JI < JJa(,)JJ+ Jlg((‘-‘)N+l)j) + * . . + JJgck)JJ; 
(2.24) 
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hence (2.24) and (2.23) imply 
uCk) --, 0, k-+co. 
Since by (1.10) and (2.10) 
((&)(I = S( Ack’), 
(1.15) is proved. n 
We note that both results stated by Theorem 1 and Theorem 2 hold for a 
class of cyclic pivot strategies to which the row- and column-cyclic pivot 
strategies belong. This fact is proved in Section 3 (see Remark at end). 
3. PROOF OF THEOREM 2 
The proof of Theorem 2 is similar to the proof presented in [7]. For the 
completeness of the proof we have not omitted those parts which are identical 
to [7]. 
(i): From (2.11) we see that each matrix R('s m) becomes unitary if the null 
diagonal elements T~~,,~ and rml,ml are replaced by 1. If e,, and e,, are as 
in (2.12), we can write 
R(‘,“‘= p(l,m)E(Lm) 
7 (3.1) 
where 
E(Lm) = z 
2N - eheh * - e,,q%, (3.2) 
and I’(‘, m, is the unitary matrix of order 2N. In fact, R('s m, is, up to a 
permutational similarity transformation, a direct sum of a 2 X 2 nulI matrix 
and 2 X2 unitary matrices (see Figure 1). Therefore IIR('**)llz = 1, and (2.16) 
is proved. 
(ii): First we prove (2.17) for the column-cyclic pivot strategy. The proof 
is based on induction with respect to n. For n = 2, R is the null matrix of 
order 2; hence we can set C, = 0, and (2.17) holds. In order to step from 
n-lton,wheren>,3,letforj=2,3 ,..., n(cf.[7]) 
R(j) = R(j-l,i)R(j-2.i). . . R&i) 
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LA c>o, 
n-1 
c2=1- I-I ci”, 
j=3 
where the empty products are 1, and let 
N’= Iv- (n - 1). 
If we set 
D = ~Z,,~BZ,_,~~Z,,$Z,_,, 
then we have 
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(3.3) 
(3.4) 
LEMMA 2. Zf (2.17) holds for all Jacobi operators in CzN’ associated 
with the column-cyclic pivot strategy, then 
IlRllz G lIRc"'DII,. (3.5) 
Proof. We have 
R = R’“‘S, 
where 
S = R(“-1)@“-2). . . R(z). 
We prove’ first that 
q, 0 R;, 0 
0 P” 0 0 
0 0 0 P, 
where P, and P, are unitary matrices of order n - 1, while 
(3.6) 
(3.7) 
R;, R;, } n-l 
[ 1 R’= Ril Rh } n-l 
-- 
n-1 n-1 
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is a Jacobi operator in CzN’ associated with the column-cyclic pivot strategy. 
If the matrices R(‘,“‘) are as in (2.11), then P,, depends only on fir, fis,. . . , ON, 
while I’, depends only on ci, Qs,. . . , cN. 
We prove (3.7) by observing the structure of an arbitrary matrix R(‘, ‘I), 
l=gkm<n- 1, which is a factor of S. 
By inspecting Figure 1 we can conclude that each matrix R”l “I), m < n, 
carries the structure (3.7). This structure is invariant under matrix multiplica- 
tion; hence we can conclude that P,, and P, are products of certain unitary 
plane matrices of order n - 1. Also, since the matrices R(‘,“‘, 1 Q 1~ n - 1, 
do not enter, as factors, into S, R’ is the column-cyclic Jacobi operator in 
c2”’ 
I= 11 21 23 12 34 12 345 233 44 45 Fje55 666 66 
n,= 23 34 4455 55 66 666 112 12 31 234 123 45 I 01 
1 2 
1 3 
2 3 
1 4 
2 4 
3 4 
1 9 
2 5 
3 5 
4 5 
1 6 
2 6 
3 6 
4 6 
5 6 
2 1 
3 1 
3 2 
4 1 
4 2 
4 3 
5 1 
5 2 
5 3 
5 4 
6 1 
6 2 
6 3 
6 4 
6 5 
FIG. 1. R’-‘, n = 6. 
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By definition of the norm, 
llW2 
IlRII2 = ;:; yjT = s”ipo 
llR(“‘yl12 
,,xl12 ’ (3.8) 
where y = Sr, x E C2N. Let 
4 Yi 
r; Y;’ 
x= I! II xi ’ Y= Y;, ’ xg Y;. 
where xi, x;, y;, y; and xf, $‘, Y;‘, YB are N’ and n - 1 dimensional 
vectors, respectively. 
BY (3.7) 
IIY’II = IIR’x’ll, IlY”ll = ll”“ll~ 
Since (2.17) is true for all column-cyclic Jacobi operators of order 2N ‘, 
IIY’II =G cwII~ 
where Cd = c as defined by (3.3). First, consider the case c z 0. Then (cf. [7]) 
11412 = 11~‘112 + lW’l12 2 C-21,Y’l,2 + llY”,,2, 
and from (3.8) we obtain 
IIRII; G SUP 
llR(“)~ll~ 
X#O c -211Y’l12 + llY”l12 * 
Setting y = Dz, where D is as in (3.4), we obtain 
c-211Y’l12 + llY”l12 = lbl12~ 
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and therefore 
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llw; Q SUP 
IIR(“)DZl12 
X#O 11412 ’ 
The supremum can only be enlarged if z runs through all vectors + 0 and not 
merely those of the form D-%x, x # 0. This proves (3.5) for c # 0. 
If c = 0 then y’ = 0 for every x, and hence y = Dy, where D now has 
zeros instead of c ‘s. Thus (3.8) can be written 
; 
llRc”‘D~l12 
IIRII = f”zpo (lxll2 G I”; 
ll~c”‘D~l12 
lIYl12 * 
As above, the supremum can only be enlarged by letting y run through all 
vectors z 0, which completes the proof of Lemma 2. W 
The norm ](R(“)D]J 2 is determined by calculating the eigenvalues of 
D*R(“)*R(“)D. Therefore, we first determine the matrix R(“)*R(“) by ex- 
pressing the Hermitian form 
Q(x) = x*R(“)*R(n)x (3.9) 
in terms of the components of x. 
Retaining the double indexing, let V denote the 2Ndimensional complex 
space of vectors x with components xii (i # j, 1 d i, j d n) ordered as in 
(2.10). For r=1,2 ,..., n - 1 let ^y; denote the 2rdimensional subspace of 
V, spannedbythecoordinatevectors e,,, e2 ,,..., er_l,r, e,,, e,,, e,, ,..., errP1, 
enr. Obviously, the subspaces c are mutually orthogonal and together span 
the whole space V. For any x E V let (cf. [7]) 
x =x1+x2 + . . . +x,-1, 
where x, E c:, r = 1,2,. . . , n-l. For XEV and for i=O,1,2 ,..., n-l let 
x(i) = R(i,n)R(i-Ln). . . R(Ln)x 
and 
x(i) = R(i.n)R(i-1,“). . . ~(1.n)~ 
I r> r = 1,2 ,...,n-1. 
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For i = 0 the n - 1 vectors xi”) = x, are mutually orthogonal. 
show that xii), xg),...,x(,i)i are mutually orthogonal for all 0 Q i < 
[71). 
We shall 
n - 1 (cf. 
LEMMA 3. 
(a) For every i, 0 < i < n - 1, the n - 1 vectors xi’), x2’,. . . , xF1, are 
mutually orthogonal. 
(b) Forr=l,2,...,n-1 
((*;fl-qa = llx;a’lls - Ix!;~‘)(2 - (x;r-‘)(s, (3.10) 
where x!:~” and x,, (‘-‘) denote the (r,n)th and (n,r)th components of 
x(‘- 1) 
r . 
Proof. Let Et’,*) and I’(‘,‘“) be as in (3.2) and (3.1) respectively, and let 
for l<r<n-l,O<idn-2 
Then 
z(i) = E(i+l.n)x(i) 
r r . (3.11) 
x(i+i) = p(i+i,n)z(‘) 
r T * (3.12) 
We prove (a) by induction with respect to i. For i = 0 the assertion of (a) 
is true. Assume now that the vectors xi’), xf), . . . , x;i 1 are mutually orthogo- 
nal for an i, 0 < i < n - 1. It follows from the definition of R(jT”) (1 < j < 
n - 1) that 
and 
xii) ,Xf’,..., xj’k ql3v$3 . . . CBvy (3.13) 
x!i) E T, i+l<r<n-1. (3.14) 
To clarify (3.13) and (3.14) we provide two illustrations. In Figure 2 one 
can observe the vectors xs’), XL’), . . . , XI”- ‘) in the case r = 3, n = 6. In 
Figure 3 the vectors xii), xg), . . . , xc! 1 are presented in the case i = 3, n = 6. 
In both illustrations we have used a two-dimensional display of vectors 
x!~’ E V. In this display diagonal elements have no meaning. By x we have 
denoted those components of vectors which ought not to be zero. The arrows 
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x(30’ Xp’ xt(“’ 
L L 1 L L 1 
4 Or000 0x000 0x000 
0 x 0 0 0 +O rooo 0 Lx 0 0 0 
x x 00x x r oar ‘LXX 00x 
000 00 000 00 000 00 
0000 0 0000 0 0000 0 
+00x00 ~ooroo +ooroo 
X:“’ xf’ (S) x3 
1 L L 1 
0 r 0 0 x oxror 0 x Lx x x 
0 x 0 0 Ix 0 xror 0 x Ix x x 
x x 0 0 0 x Lx 000 x x 000 
+ooo 00 rro 00 rro 00 
0000 0 -+oooo 0 xroo 0 
+xrooo -+rxooo rrooo 
FIG. 2. n = 6, r = 3. 
indicate the rows and columns of the displayed vector which are subjected to 
change in the forthcoming transformation. 
From (3.13) and (3.14) we see that of all the vectors x!~) (1~ T < n - l), 
xi 2 1 is the only one having a nonzero component in the plane spanned by 
ei+ 1, n and e,, i+ 1 (see also Figure 3). Therefore by (3.11) we have 
z(i) = E(i+l,njx(i) = x(i) 
r r I 9 rzi+1, (3.15) 
and 
(3’ 
0 ox10 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
*w 
0 o4r 0 0 
0 0 Lx 0 0 
0 0 x 0 0 
; i i 0 Lx 
0 0 
0 0 0 x 0 
xp’ xp 
x x 0 0 x 0 x 0 0 x 
x 0 0 0 0 0 * 0 0 x 
x 0 0 0 0 0 0 
0 0 0 0 0 
x0 0 
00 
0 0 0 0 0 0000 0 
r 0 0 0 0 x r 0 0 0 
xp’ 
0 0 0 r 0 
0 0 0 2. 0 
0 0 0 x 0 
000 ro 
tl2; i 0” z x 
FIG. 3. n = 6, i = 3. 
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By the assumption, z!~), r # i + 1, are mutually orthogonal. By (3.14) 
X$ E q+i, and by (3.16) the same is true for ziy,. Thus, from (3.13), (3.14), 
and (3.15) we can con&de that all vectors z!‘), 1~ r < n - 1, are mutually 
orthogonal. Since the vectors XL’+ ‘) result from z!~) by the unitary transfor- 
mation (3.12), they are likewise orthogonal. 
(b): We apply (3.15) and (3.12) f or a fixed T and all admissible i’s. It 
follows that 
)lxy))12 = JlxyJ12, i=O,l ,..*, r-2,r,r+l,..., n-l. 
On the other hand, by (3.16) and (3.12), 
l)xv)l)2 = lp(r-lq12 - lrW)12 - lx(*-l)12 
r m nr . 
The last two relations imply (3.10) and the proof of Lemma 3 is 
completed. w 
By assertion (a) of Lemma 3 and by 
x(i)zxji)+xf)+ . . . +x(,“l 
we have 
lIx(i)l12 = llx~0112 + p(i)112 + . . . 
2 + Ilx(‘l Ill2 n 7 Ogi<n-1. (3.17) 
If we sum the left- and the right-hand side of (3.10) over all T (1~ r < 
n - l), then by (3.17) for i = n - 1 we obtain 
Since 
Q(x) = IJdn-q2, (3.19) 
it remains to express Ix!S ‘)I2 and IX’,‘; ‘)I2 in terms of the components of 
x(O) = x. 
According to (2.11) and (2.10) we have 
x(O) = x 
m my 
x(O) = x 
nr nr, 
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andgenerallyfor k=N’+l,N’+2,...,N’+r-I 
Remember that I = Z(k) and m = m(k). Let us set 
vi = VLfA, v; = II\; 
uj = ii:;,, -(k) u; = U[, 
j=k-N’, N’+l<k<N’+r-1, (3.21) 
and 
y, = v,v2 . . . v,_ 1, yi = v+li+, *. . 9-1 
~t=UIUB”.U,_l, ~i=“Iui+l”‘u,_l l<i<r-1. (3.22) 
In (3.22) the empty products are 1. By (3.22) and (3.21) we obtain from 
(3.20) 
r-1 
xy’ = yrrrn + 1 yjqj 
j=l 
T-1 \ 
2<r<n-1. (3.23) 
By (3.18) (3.19) we have 
n-1 
Qb) = 11~112 - jE, (14?12 + Id?12L (3.24) 
where for x!L-‘) and x,, (‘-‘) (3.23) holds. Our final task is to determine the 
eigenvalues of the quadratic form 
Q( Dx) = x *D*R(“‘*R(“‘Dx) 
which is obtained from Q(x) by premultiplying all xi j, 1 < i, j Q n - 1, by 
the constant c. 
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The representation (3.24) together with (3.23) shows that (cf. [7]) 
where 
- 
The form Q1 depends only on the variables xrl, x,~ ,..., x,.,,. 1,x,.,,, x,,, 
Xar,. . . > x,- 1, r, x,,,. Since each Qr depends on a different set of variables, the 
set of eigenvalues of the form Q( Dx) is the union of the sets of eigenvalues of 
the forms Qr. Let Q (‘) be the matrix of Qr. It is a Hermitian matrix of order 
2~. Let r (1~ r < n - 1) be fixed, and let QCr) = (9, j) (we return to simple 
indexing). For a suitable indexing of the elements of QCr) we obtain 
9i,=C”(l_IYi1’), 9,+,,,+~=C2(1-_(~i12)~ l<i<r-1 
9rr = 1 - lYr?t 92r,zr = 1 - h? 
9ij = - C2YiYj, 
(3.25) 
9 rti,r+j= - czyiTj, l<ic:j,<r-1 
9,r = - ‘YiYr) 
,: 
9 r+r,2r = - CY,Y, > l<i<r-1. 
All the remaining elements in the upper triangle of QCrJ are zeros. Let ej, 
1 < j < r, be the columns of the identity matrix I,, and let 
r~=(CYlrCY2,...,CYr~I,Yr)T, 
(3.26) 
i;,=(cj+T, ,..., C~,pl,jg?‘> 
where, generally, xT denotes the transposed vector x. By (3.25) and (3.26) we 
have 
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where 
(31” = c2Z, - rJr* + (1 - c2)e,er* 
0;” = c2Z, - F,si;r* + (1 - c2)e,eF. 
(3.27) 
LEMMAS. 
(a) The eigenvalues of (Ii’) are 
h,=O, 
x,=x,= ... =h,_l=C2, 
A, = 1 - (1 - c2))yJY 
(b) TZae eigenvalues of Olr’ are 
“x,=0, 
x,=x,= . . . 4_14, 
“x, = 1 - (1- c2)17,12. 
Proof. (a): Since each nontrivial vector, orthogonal to e, and l?,, is an 
eigenvector corresponding to the eigenvalue c2, we see that c2, as the 
eigenvalue of Qi (r), has multiplicity > r - 2. 
To prove that zero is an eigenvalue of Q{” it suffices to prove that 
r,r;rlr - (1 - c2)e,eFx = c2x (3.28) 
holds for a nonzero x. Let 
x = d-, + Be,, (3.29) 
where (Y and p are scalars. By (3.28) and (3.29) we have 
hmi2 + flu, - 4 r, = [O - +Y, + P] e,. (3.30) 
By (3.21) we have 
lVj12 + Ivy2 = 1, lgj<r-1; 
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hence it follows from (3.22) that 
lY,12 + lYA2 + IY212 + . . . + lYr--‘I2 = 1. 
By (3.31) we have 
ll~A12 = c2(1 - lYr12) + lY,12. 
Inserting (3.32) into (3.30) we obtain 
V,[(~-C~)W,+P]~,= [(l-c2)eY,+P]e,. 
Thus, either 
p= -(1-c2)ary, 
or [see (3.26) and (3.31)] 
Yl=YB= *. . =y,-1=0, 
If (3.04) holds, then by (3.27) 
lY,l = 1. 
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(3.31) 
(3.32) 
(3.33) 
(3.34) 
Qir’=diag(c2,c2 ,..., c2,0) 
and (a) holds. 
If (3.33) holds, then the null-subspace of 01” is spanned by the vector 
X0 = r, - (1 - c2)y,e,. 
This vector is trivial either if c = 0 or if yi = y2 = . . . = y,_ r = y, = 0. The 
second case cannot occur because of (3.31). If c = 0, then by (3.26) and (3.27) 
@“=diag(O,O ,..., O,l-Iy,j2); 
hence (a) holds. 
To obtain the remaining eigenvalue we use the fact that the trace of a 
matrix equals the sum of its eigenvalues. By (3.32) we have 
tr Q[” = tr(c2Z,) - trT,T; +(l- c”)tre,eF 
= rcs - llr,112 + (1 - c2) = i + (r - 2)c2 - (1 - c2)ly,j2; 
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hence the remaining eigenvahle A, is 
A, = tr Q!” - (r - 2)c” = l- (l- cZ)ly,12. 
This proves (a). Since the proof of (b) is quite analogous, Lemma 4 is 
proved. H 
Considering the definition of y, and 7, [see (3.22) and (3.21)], we see that 
the largest eigenvalue of Qcr), 1 < r < n - 1, equals 
h=l-(1-C2) min{ l~,~~rl~, 1~,1~112} 
Using (1.11) (2.13) and (2.14), we finally obtain 
h=l-(l-C%+- [l-(l-;&?)]I_ 
Now (2.17) follows using Lemma 2 and the fact that jIR(n)Dllz = Al/a. 
In order to prove (2.17) for the row-cyclic pivot strategy we use the fact 
that 
R”, j)R'P,4' = R(P.Y)R(l, j) if {i,j}fI{p,q} =0. 
Therefore we have 
R(‘l-l.I1)R(n-‘&“). . . R”x n) . . . R’2,3’R”,:3’R”.2’ 
= R(“-1,“)R(“-2,n)R(“-2,n~l). . . R’l,“‘f+“- 1). . . R’1,2’ ) (3.35) 
and (2.17) necessarily holds for the row-cyclic pivot strategy. This completes 
the proof of Theorem 2. n 
REMARK. Every cyclic pivot strategy is defined by a sequence of N 
mutually distinct pairs 
(i,,j,>, (i2, j2),...,(i,, j,> (3.36) 
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where 1 < i, < j, < n (1~ r < N ). Let %?,, be the set of all sequences (3.36) 
which generate the cyclic pivot strategies. In V,,, we define an equivalence 
relation in the following way: two sequences from %‘,, are equivalent if one of 
them can be obtained from the other by a sequence of admissible transposi- 
tions. Let c E Vn be defined by (3.36). An admissible transposition on c is 
any transposition of the neighboring terms 
provided {ir,j,}n{i,+,,jr+l} =0, l<r~N-1. 
This equivalence relation divides the set %?,, into classes of equivalent 
elements. Let us call two cyclic pivot strategies equivalent if the correspond- 
ing generating sequences from V,,, belong to the same equivalence class. Then 
the set of all cyclic pivot strategies is divided into equivalence classes. From 
(3.35) we see that the row- and column-cyclic pivot strategy belong to the 
same equivalence class, say 9?,,. From the definition of %‘,, we see that 
Theorem 2 and Theorem 1 hold for every cyclic pivot strategy from G’,,. 
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