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ABSTRACT
We measure the effective optical depth of He II Lyα absorption τeff,HeII at 2.3 < z < 3.5 in 17 UV-transmitting
quasars observed with UV spectrographs on the Hubble Space Telescope (HST). The median τeff,HeII values
increase gradually from 1.95 at z = 2.7 to 5.17 at z = 3.4, but with a strong sightline-to-sightline variance.
Many≃ 35 comoving Mpc regions of the z > 3 intergalactic medium (IGM) remain transmissive (τeff,HeII < 4),
and the gradual trend with redshift appears consistent with density evolution of a fully reionized IGM. These
modest optical depths imply average He II fractions of xHeII < 0.01 and He II ionizing photon mean free paths
of ≃ 50 comoving Mpc at z ≃ 3.4, thus requiring that a substantial volume of the helium in the Universe was
already doubly ionized at early times; this stands in conflict with current models of He II reionization driven
by luminous quasars. Along 10 sightlines we measure the coeval H I Lyα effective optical depths, allowing us
to study the density dependence of τeff,HeII at z∼ 3. We establish that the dependence of τeff,HeII on increasing
τeff,HI is significantly shallower than expected from simple models of an IGM reionized in He II. This requires
higher He II photoionization rates in overdense regions or underdense regions being not in photoionization
equilibrium. Moreover, there are very large fluctuations in τeff,HeII at all τeff,HI which greatly exceed the ex-
pectations from these simple models. These data present a distinct challenge to scenarios of He II reionization
– an IGM where He II appears to be predominantly ionized at z ≃ 3.4, and with a radiation field strength that
may be correlated with the density field, but exhibits large fluctuations at all densities.
Keywords: dark ages, reionization, first stars – diffuse radiation – intergalactic medium – quasars: absorption
lines
1. INTRODUCTION
Despite the significant attention devoted to resolving the na-
ture of hydrogen reionization, the final major phase transition
on cosmological scales ended more than one Gyr later (at z∼
3) when helium was stripped of its second electron. This pro-
cess, termed He II reionization, required a radiation field with
hν > 54.4 eV photons which was probably driven by high-
z quasars (e.g. Miralda-Escude´ et al. 2000; McQuinn et al.
2009; Haardt & Madau 2012; Compostella et al. 2013, 2014).
This follows empirically from the observation that the emis-
sivity of z ∼ 3 quasars is sufficient to reionize He II
(e.g. Furlanetto & Oh 2008a; Faucher-Gigue`re et al. 2009;
Haardt & Madau 2012).
The reionization of He II has several important cos-
mological consequences. The photoionization of He II
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deposits thermal energy into the intergalactic medium
(IGM), heating the gas that gives rise to the H I Lyα
forest (e.g. Hui & Gnedin 1997; Furlanetto & Oh 2008b;
Bolton et al. 2009; McQuinn et al. 2009; Becker et al. 2011;
Compostella et al. 2013, 2014; Puchwein et al. 2015). The
temperature changes in the IGM – with time and overden-
sity – depend on the duration of He II reionization, the dis-
tribution of sources, and their spectral energy distributions
(Tittley & Meiksin 2007; Bolton et al. 2009; McQuinn et al.
2009; Compostella et al. 2013, 2014; Puchwein et al. 2015).
The gradual rise in the IGM temperature from z = 5 to z≃ 2.8
suggests that He II reionization may have been an extended
process (Becker et al. 2011; Boera et al. 2014) that could have
started around the first luminous quasars at z≃ 6 (Bolton et al.
2012; Madau & Haardt 2015).
Another consequence is the hardening of the extragalac-
tic UV background radiation field. This impacts the ion-
ization states of metals in the IGM (e.g. Madau & Haardt
2009; Bolton & Viel 2011) and possibly gas within galax-
ies (Vladilo et al. 2003). Photoionization modeling of metal
line systems broadly constrains the spectral shape of the UV
background (Agafonova et al. 2005, 2007; Fechner 2011), but
there are remaining degeneracies with the absorber metal-
licity and relative abundances (Bolton & Viel 2011; Fechner
2011). In turn, the derived physical properties of metal line
systems rely on the adopted UV background spectrum (e.g.
Faucher-Gigue`re et al. 2009; Haardt & Madau 2012), and a
fluctuating UV background during He II reionization (e.g.
Furlanetto 2009) will induce systematic uncertainties in the
derived absorber properties. As UV background models rely
on the adopted source emissivities and the Lyman contin-
uum absorption in the IGM, the relative contributions of
quasars and star-forming galaxies to the UV background, as
well as the absorber properties derived from photoioniza-
tion models remain significantly uncertain even in the post-
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reionization IGM (Kollmeier et al. 2014; Shull et al. 2014,
2015; Khaire & Srianand 2015; Madau & Haardt 2015).
Several groups have explored the physics that governs He II
reionization – photoionization/recombination, cosmological
expansion, gas heating/cooling – with analytic and numer-
ical techniques (Fardal et al. 1998; Miralda-Escude´ et al.
2000; Gleser et al. 2005; Tittley & Meiksin 2007;
Furlanetto & Oh 2008a; Faucher-Gigue`re et al. 2009;
Furlanetto 2009; Furlanetto & Dixon 2010; McQuinn et al.
2009; Haardt & Madau 2012; Meiksin & Tittley 2012;
Compostella et al. 2013, 2014). These studies generally
reproduce an IGM in which He II was reionized at z ∼ 3,
driven by large (∼ 10 Mpc) He III bubbles around luminous
quasars. These bubbles percolate during a time-interval of
∼ 1 Gyr (3 . z . 5), typically requiring a couple of phases
of quasar activity in a given region (Compostella et al. 2013,
2014).
There remains significant uncertainty in the precise timing
and morphology of He II reionization, however, because sev-
eral key inputs are poorly constrained or have not been ade-
quately modeled. These include (1) the duty cycle, spectral
energy distribution, and opening angles of quasars; (2) the
number density of faint quasars at zem > 3 (e.g. Glikman et al.
2011 and Giallongo et al. 2015 vs. Masters et al. 2012); (3)
the incidence and distribution of absorbers that self-shield to
54 eV photons; and (4) the possible contribution from more
exotic sources such as thermal emission from shocked gas
in galaxy halos (Miniati et al. 2004), X-ray emission from
stellar binaries or massive black holes (e.g. Venkatesan et al.
2001; Ricotti & Ostriker 2004; Power et al. 2009; McQuinn
2012), or He II-ionizing emission from zem ∼ 3 galaxies
(Furlanetto & Oh 2008a). Uncertainties in these areas of the
z & 3 Universe lead to significant differences in the He II
reionization and its impact on the z . 3 IGM. In contrast to
H I in the z & 6 Universe, however, it is possible to indepen-
dently constrain several of these unknowns observationally. In
particular, one can (1) characterize the properties of zem ∼ 3
quasars, and (2) probe the density field of the z∼ 3 IGM with
spectroscopy of the optically thin H I Lyα forest.
The only direct means of studying He II reionization, how-
ever, is through absorption spectroscopy of the He II Lyα
transition at rest wavelength λrest = 303.78 A˚, accessible to
far-UV (FUV) sensitive space telescopes at z > 2. Anal-
ogous to H I Lyα studies of the IGM near the putative
epoch of H I reionization (e.g. Becker et al. 2001; White et al.
2003; Fan et al. 2006), models predict a transition from a
forest of He II absorption lines at z ∼ 2 to troughs of com-
plete absorption as the number of IGM patches with sig-
nificant He II fractions rises with redshift, signaling the
epoch of helium reionization. However, for the first decade
of HST operations only seven He II sightlines probed this
transition, because for most zem > 2.7 quasars the spec-
tral range covering He II absorption is extinguished by in-
tervening optically thick H I absorbers (Picard & Jakobsen
1993; Worseck & Prochaska 2011). HST low-resolution
(R = λ/∆λ < 2,000) spectra of the four sightlines covering
z > 3 (Q 0302−003, PKS 1935−692, SDSS J2346−0016,
SDSS J1711+6052) generally reveal large He II effective op-
tical depths τeff,HeII > 3, indicating an incomplete He II reion-
ization (Jakobsen et al. 1994; Hogan et al. 1997; Heap et al.
2000; Anderson et al. 1999; Zheng et al. 2004a, 2008). At
2.7 . z . 2.9, the patchy He II absorption recorded in three
sightlines (HE 2347−4342, Q 0302−003, HS 1157+3143)
hint at the ‘overlap’ of He III zones (Reimers et al. 1997,
2005; Heap et al. 2000; Smette et al. 2002), akin to the case
of hydrogen at z & 6 (Gnedin 2000). At z < 2.7, the low
He II absorption in the sightlines to HE 2347−4342 and
HS 1700+6416 has been resolved into an emerging He II for-
est with the Far Ultraviolet Spectroscopic Explorer (FUSE,
R ≈ 20,000), indicating that He II reionization ended at
z ∼ 2.7 (Kriss et al. 2001; Zheng et al. 2004b; Shull et al.
2004; Fechner et al. 2006). Higher-quality observations of
HE 2347−4342 and HS 1700+6416 with the Cosmic Ori-
gins Spectrograph (COS; Green et al. 2012) have confirmed
these results (Shull et al. 2010; Syphers & Shull 2013). The
R ≈ 18,000 COS spectrum of Q 0302−003 for the first time
resolved the onset of the He II Lyα forest and the still patchy
z > 2.9 He II absorption in this sightline (Syphers & Shull
2014).
For the five He II sightlines recorded at sufficiently high
spectral resolution (R & 800), coeval spectra of the opti-
cally thin H I Lyα forest provide estimates of the num-
ber density ratio nHeII/nHI. In a fully reionized IGM
nHeII/nHI probes the spectral shape of the UV background and
its source population (e.g. Miralda-Escude´ & Ostriker 1990;
Madau & Meiksin 1994; Fardal et al. 1998; Haardt & Madau
2012), so observational constraints are of great astrophysi-
cal interest. The patches of strong quasi-continuous He II
absorption at z > 2.7 typically require nHeII/nHI & 300
(Reimers et al. 1997, 2005; Heap et al. 2000; Smette et al.
2002; Shull et al. 2010; Syphers & Shull 2014), whereas
the z < 2.7 He II Lyα forest revealed order-of-magnitude
fluctuations around nHeII/nHI ∼ 100 on scales down to
∼ 1 Mpc (Kriss et al. 2001; Zheng et al. 2004b; Shull et al.
2004; Fechner et al. 2006; Fechner & Reimers 2007). How-
ever, these studies were affected by various systematics, most
importantly by uncertainty in the zero level of the FUSE
data (Fechner & Reimers 2007) and H I continuum uncer-
tainty (e.g. Heap et al. 2000). We recently showed that by
accounting for H I continuum systematics with realistic mock
spectra from numerical simulations, the higher-quality COS
spectra from the two sightlines sampling z < 2.7 are con-
sistent with nHeII/nHI ≃ 100 without the need for fluctua-
tions exceeding a factor of two (McQuinn & Worseck 2014).
This implies that in the post-reionization IGM, radiative trans-
fer effects (Maselli & Ferrara 2005; Tittley & Meiksin 2007;
Meiksin & Tittley 2012) or Poisson fluctuations in the number
density of quasars (Bolton et al. 2006) generate only modest
UV background fluctuations. However, all existing inferences
on the epoch of He II reionization have been tempered by the
very small sample of sightlines available to study He II Lyα
absorption. Indeed, expanding the dataset has been the most
pressing need to advance our understanding of He II reioniza-
tion.
Over the past five years, the confluence of three astro-
nomical advances have led to an almost tenfold increase in
the number of quasars sightlines available for He II Lyα ab-
sorption studies. These advances were (1) the discovery of
∼ 40,000 new quasars at zem > 2.7 by the Sloan Digital
Sky Survey (SDSS) and the Baryon Oscillation Spectroscopic
Survey (BOSS; Paˆris et al. 2014); (2) far-UV and near-UV
imaging of almost the entire extragalactic sky by the Galaxy
Evolution Explorer (GALEX) satellite; (3) the installation of
COS during HST Servicing Mission 4, which enabled high-
quality FUV spectroscopy of sources ten times fainter than
any previous instrument. Efficient pre-selection techniques
based on GALEX imaging resulted in many tens of zem ∼ 3
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quasars suitable for He II absorption studies (Syphers et al.
2009a,b; Worseck & Prochaska 2011), the FUV-brightest of
which have been followed up with HST/COS in recent cycles
(Worseck et al. 2011; Syphers et al. 2011, 2012; Zheng et al.
2015). These new statistical samples have revealed a large
sightline-to-sightline variance in the He II effective optical
depths at 2.7 < z < 3 that is primarily due to variations in
the He II fraction and the He II photoionization rate, implying
that He II reionization completed at z ≃ 2.7 (Worseck et al.
2011). The large variance in He II absorption might persist
at z > 3 (Syphers et al. 2011, 2012; Zheng et al. 2015), but
precise measurements of the increasing He II effective opti-
cal depths require high-S/N spectra of the UV-brightest He II-
transparent zem > 3 quasars.
Recognizing the technological advances that have enabled
these discoveries, our group has mounted a dedicated cam-
paign to study He II reionization, the Helium Reionization
Survey5 (HERS). Our survey touches every aspect of the
problem: (1) Discovery of new quasars transmissive at He II
Lyα (Worseck et al. in prep.); (2) Statistical surveys of He II
Lyα absorption with HST spectroscopy (Worseck et al. 2011;
this manuscript); (3) High-quality echelle spectroscopy of the
coeval H I Lyα forest that probes the underlying density field
along the sightline (Worseck et al. 2011; this manuscript); (4)
Uniform, customized reduction and analysis of the absorp-
tion line spectra as required for He II reionization studies
(McQuinn & Worseck 2014; this manuscript); (5) Statistical
analysis of the highly ionized proximity zones of the back-
ground quasars (Khrykin et al. 2016); (6) A survey for faint
foreground quasars that could ionize He II along the sight-
lines, advancing on previous results from three well-studied
sightlines (Jakobsen et al. 2003; Worseck & Wisotzki 2006;
Worseck et al. 2007; Syphers & Shull 2013; Schmidt et al. in
prep.); (7) Development of advanced statistical methods to
compare our data to predictions from a suite of cosmological
simulations that explore the physical parameters governing
the timing and morphology of He II reionization. The main
data products will be released to the public via our online
repository5.
The focal point of this effort are the He II Lyα ab-
sorption spectra obtained with HST/COS or HST/STIS
at scientifically useful spectral resolution (R & 800) and
signal-to-noise ratio (S/N> 2) in various programs be-
fore HST Cycle 20. (Heap et al. 2000; Reimers et al.
2005; Shull et al. 2010; Worseck et al. 2011; Syphers et al.
2011, 2012; Syphers & Shull 2013; Syphers & Shull 2014;
Zheng et al. 2015). In this manuscript, we provide the first
public data release of HERS, with emphasis on He II Lyα and
H I Lyα spectroscopy (Sections 2 and 3). Scientifically, we
examine the redshift evolution in He II Lyα effective optical
depth at 2.3< z< 3.5 to infer characteristics of He II reioniza-
tion over a cosmic time of ∼ 600 Myr (Section 4). In a subset
of sightlines with coeval H I Lyα spectroscopy, we test for
a density dependence in the progression of He II reionization
(Section 5), before concluding in Section 6.
We adopt a flat cosmology with H0 = 70 km s−1 Mpc−1 and
(Ωm,ΩΛ) = (0.27,0.73) (Komatsu et al. 2011). Unless other-
wise noted, distances are quoted as proper. In our assumed
cosmology ∆z = 0.04 – an interval that we will frequently use
for our measurements – corresponds to a proper distance of
≈ 10 Mpc at z = 3. The object designations of quasars discov-
5 We will publish the reduced He II and H I spectra as a MAST high-level
science product upon acceptance of the manuscript.
ered by SDSS will be abbreviated to SDSS JHHMM±DDMM.
2. OBSERVATIONS AND DATA REDUCTION
2.1. HST Far-Ultraviolet Spectra
2.1.1. Our HST Cycle 17 Survey for He II-transparent Quasars
In HST Cycle 17 we employed COS (Green et al. 2012)
in a spectroscopic survey for intergalactic He II absorp-
tion in the sightlines to eight UV-bright zem ∼ 3 quasars
(Program 11742). Our targets were identified by cross-
matching the GALEX GR3 source catalog covering ∼
19,000 deg2 (Morrissey et al. 2007) to published quasar cat-
alogs (Worseck & Prochaska 2011). This cross-matching
yielded eight zem > 2.73 quasars securely detected in the
GALEX FUV band (S/N> 3 in the GR3 catalog) and bright
enough (mFUV < 21.5) to simultaneously verify quasar flux at
He II Lyα in the quasar rest frame and to obtain science-grade
(S/N∼ 4) spectra of the He II absorption along their sightlines
in a modest amount of observing time. Early results on the
first two targets have been presented in Worseck et al. (2011).
Here we present the complete dataset homogeneously reduced
and analyzed. All spectra are accessible at our project’s data
archive5.
Our survey was performed with the COS grating G140L in
the 1105 A˚ setup (λ λ 1110–2150A˚, R ∼ 2000 per resolution
element at 1150 A˚) at two focal plane offset positions to re-
duce fixed-pattern noise and to correct for the COS grid wire
shadows. The eight targets were observed in single visits of
2–3 orbits between January 2010 and January 2011 (Table 1).
Focal plane offset positions were varied between successive
orbits of a visit to maximize individual exposure times us-
ing the entire visibility period. Wavelength calibration spectra
were recorded in parallel with the science spectra in time-tag
mode.
2.1.2. Archival He II Spectra
We supplemented our survey dataset by retrieving all 11
science-grade (S/N≥ 2) He II absorption spectra available
in the HST archive as of December 2012. Among the
13 He II-transparent sightlines discovered by Syphers et al.
(2012) (Program 12178, PI Anderson), three quasars allow
for a quantitative analysis: HS 1024+1849, Q 1602+576
and HS 0911+4809 (Table 1). In Program 12249 (PI
Zheng) follow-up HST/COS spectroscopy was obtained
for four zem > 3.4 quasars previously verified to show
flux at He II Lyα (Syphers et al. 2011; Zheng et al. 2015).
All quasars from Programs 12178 and 12249 were ob-
served with the COS G140L grating in the 1105 A˚ setup,
while three (HS 0911+4809, SDSS J2346−0016 and
SDSS J1253+6817) have additional coverage at λ < 1100 A˚,
obtained in the 1280 A˚ setup. Here we focus on the He II Lyα
absorption fully covered by COS detector Segment A in both
setups. For SDSS J2346−0016 we have not included the last
2 orbits of G140L 1280 A˚ exposure taken in December 2011,
as these provided marginal coverage of the He II Lyα absorp-
tion region.
HE 2347−4342 (Shull et al. 2010) and HS 1700+6416
(Syphers & Shull 2013) had been observed as part of the
COS GTO program (Program 11528, PI Green). For
HE 2347−4342 we retrieved both the low-resolution G140L
data and the high-resolution (R ∼ 16,000) G130M data. Fi-
nally, we also included the archival HST/STIS G140L R ∼
1000 spectra of Q 0302−003 (Program 7575, Heap et al.
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2000) and HS 1157+3143 (Program 9350, Reimers et al.
2005).
2.1.3. Custom Data Reduction
The HST/COS spectra were homogeneously reduced using
CALCOS v2.216 and custom software. The raw data were
retrieved from the HST archive together with the associated
calibration files as of December 2014 to ensure calibration
with inflight data corrected for the degrading instrument sen-
sitivity.
Several customizations of CALCOS were necessary to
properly extract and calibrate the spectra. By default, CAL-
COS employs pulse height amplitude (PHA) screening to
exclude part of the detector dark current at the extremes
of the pulse height distribution. For the COS G140L data
we refrained from pulse height screening because it may
non-trivially modify the distribution function of the detector
counts, which can be modeled as a superposition of several
Poisson distributions (source signal and background contribu-
tions). This considerably simplifies the construction of likeli-
hood functions for model fitting to the COS spectra, while
almost preserving their quality. In addition, pulse height
screening is non-trivial in the presence of detector gain sag
due to continuous exposure on the same detector region (Ap-
pendix B.1). The four detector offset positions lead to a spread
of gain sag around geocoronal Lyα emission in our COS
G140L spectra, such that gain sag is particularly strong in the
detector region of interest covering He II absorption at 2.8 .
z . 3.1. For the COS G130M data of HE 2347−4342 pulse
height screening was necessary (2 ≤ PHA ≤ 18) to exclude
hotspots on COS detector Segment B. As HE 2347−4342 had
been observed with an almost pristine detector in November
2009 these cuts included all source signal.
We also adjusted the source extraction windows to preserve
spectrophotometric accuracy while minimizing the back-
ground contribution. COS G140L spectra of well-centered
point sources in the COS Primary Science Aperture have al-
most all flux enclosed within 25 pixels at the wavelengths of
interest (1100 A˚< λ <1800 A˚), which we chose as the width
of our rectangular source extraction box. For the G130M ex-
posures of HE 2347−4342 we chose a width of 31 pixels to
account for their larger full width at half maximum (FWHM).
Background subtraction was performed with custom soft-
ware, treating open-shutter background (zodiacal light, earth-
shine, Galactic & extragalactic UV emission, scattered light,
geocoronal emission lines) and COS detector dark current
separately (see Appendix B for a discussion). The standard
practice to estimate the COS dark current in unilluminated
detector regions leads to systematic errors due to gain sag
(see Syphers et al. 2012 and Appendix B.1). As detailed in
Appendix B.1, for each science exposure we estimated the
dark current in the COS aperture with appropriately smoothed
and scaled dark monitoring data obtained within±1.5 months
around the date of observation, and in approximately the same
environmental (space weather) conditions as estimated from
the pulse height distribution outside the COS aperture. The
narrow time window makes differential gain sag negligible,
while the overall rescaling and space-weather restrictions ac-
count for the variations of the COS dark current with time
6 The most recent CALCOS v3.1 yields identical results, as it still employs
boxcar extraction for our dataset that was recorded at COS lifetime position
1. Currently, the spatially varying trace of the new TWOZONE extraction algo-
rithm in CALCOS v3.1 has not been calibrated for all COS lifetime positions.
and across the detector. Extensive validation tests in which
subsets of dark exposures were treated as data show that on
the scales of interest (∆z = 0.04 corresponding to 150 native
G140L pixels) our custom routine estimates the dark current
with negligible systematic error and a statistical error of a few
percent. Such accuracy is crucial for measurements of strong
He II absorption (τeff,HeII > 3), and in general for the anal-
ysis of fluxes that are comparable to the COS dark current
( fλ . 10−17 erg cm−2 s−1 A˚−1).
Due to the small circular aperture of COS (an out-of-focus
field stop of≃ 2.5′′ diameter; Green et al. 2012) quasi-diffuse
open-shutter background and geocoronal emission lines can-
not be subtracted easily. The intensity of the geocoronal emis-
sion lines varies due to solar activity and HST’s orbit param-
eters in a particular observation. While H I Lyα emission
is always present, O I and N I emission is typically negligi-
ble in orbital night, i.e. when HST is in the Earth’s shadow.
We carefully examined the time-tagged count lists as a func-
tion of the two relevant orbit parameters (solar altitude and
HST’s angle to the Earth’s limb), and used only time peri-
ods without visible extended emission from geocoronal lines
in the affected spectral regions (if available). For most tar-
gets N I λ 1200 A˚ and O I λ 1304 A˚ vanished in orbital night,
but some targets observed in 2011 required stricter cuts to
lower solar altitudes and/or higher target limb angles, prob-
ably due to higher solar activity. Weaker geocoronal lines
appearing during periods of high solar activity (N I λ 1134 A˚,
N I λ 1243 A˚, O I] λ 1356 A˚) were excluded with similar cuts.
Regions with residual geocoronal emission (usually very few
counts above the background) were excluded from scientific
analysis. For HE 2347−4342 and HS 1700+6416 we also ex-
cluded geocoronal H I Lyβ emission contaminating the He II
Lyα forest at z≃ 2.37.
The multi-component quasi-diffuse open-shutter back-
ground was estimated and subtracted in post-processing.
While zodiacal light is negligible at λ < 1500 A˚ even at low
helioecliptic latitudes ( fλ < 5×10−22 erg cm−2 s−1 A˚−1 over
the COS aperture, e.g. Debes et al. 2015), earthshine is non-
negligible at low limb angles during orbital day. We veri-
fied that for HS 1700+6416, the only target observed in these
conditions for a substantial amount of time, the count rate
in the He II absorption region roughly doubled at limb an-
gles < 21◦ compared to the rest of the orbit. Consequently,
only nighttime data was used in the He II absorption region of
HS 1700+6416.
Dust-scattered Galactic UV starlight, H II two-photon emis-
sion, and the z ≃ 0 extragalactic UV background give rise
to a non-negligible diffuse UV emission (Seon et al. 2011;
Murthy 2014a). In addition, there may be distinct emission
lines from warm-hot Galactic halo gas (e.g. Martin & Bowyer
1990; Korpela et al. 2006; Welsh et al. 2007) and H2 Lyman-
Werner fluorescence (e.g. Sternberg 1989; Martin et al. 1990;
Korpela et al. 2006) depending on the line of sight. The H2
Lyman-Werner fluorescence will appear as quasi-continuous
unresolved emission in COS G140L spectra (R≃ 160). As de-
tailed in Appendix B.2, we subtracted this ‘sky background’
adopting the exposure-time-weighted mean GALEX FUV flux
near our targets from Murthy (2014a), assuming fλ = const.
This approximately accounts for the diffuse emission and the
H2 fluorescence, as the GALEX FUV band covers the H2 Ly-
man band. Metal emission lines do not contaminate the 2.4 <
z < 3.5 He II transmission, while potential O VI emission was
masked together with geocoronal Lyβ . Accounting for small
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Table 1
Analyzed UV-bright Quasars
Object RA (J2000) DEC (J2000) zem Ref.a Instrument Rb texp [s] S/Nc f1500A˚d αe zabs log NHIf
CTS 0216 02h16m23.s05 −39◦07′55.′′3 2.740 11 COS G140L 2000 5005 1 6.786 −0.749 0.2925 17.76
HS 1700+6416 17h01m00.s61 +64◦12′09.′′1 2.751 2 COS G140L 2000 15705 15 21.590 −1.756 0.8648 16.05
0.7222 16.17
0.5528 15.87
CSO 0806 13h04m11.s99 +29◦53′48.′′8 2.850 11 COS G140L 2000 4739 0 4.078 −3.664 0.4119 ∼ 18.5
HS 1024+1849 10h27m34.s13 +18◦34′27.′′5 2.860 10 COS G140L 2000 2038 4 4.975 −0.560 · · · · · ·
Q 1602+576 16h03m55.s92 +57◦30′54.′′4 2.862 10 COS G140L 2000 2408 5 5.428 −2.463 · · · · · ·
HE 2347−4342 23h50m34.s21 −43◦25′59.′′6 2.887 3 COS G140L 2000 11557 14 20.325 −2.690 0.5766 < 15.8
COS G130M 16000 28458 19 0.4215 < 15.8
PC 0058+0215 01h00m58.s39 +02◦31′31.′′4 2.89 11 COS G140L 2000 6212 4 1.415 −1.289 · · · · · ·
SDSS J0936+2927 09h36m43.s50 +29◦27′13.′′6 2.930 11 COS G140L 2000 4739 4 1.086 −2.314 0.2121 blend
SDSS J0818+4908 08h18m50.s01 +49◦08′17.′′0 2.957 11 COS G140L 2000 7598 4 1.246 −2.295 0.2015 . 17.0
HS 1157+3143 12h00m06.s24 +31◦26′30.′′8 2.989 5 STIS G140L 1000 26820 11 0.541 −7.346 · · · · · ·
SDSS J0924+4852 09h24m47.s35 +48◦52′42.′′8 3.027 9 COS G140L 2000 7598 8 2.432 −2.085 0.4570 < 16.0
0.2280 blend
SDSS J1101+1053 11h01m55.s74 +10◦53′02.′′3 3.029 9 COS G140L 2000 7157 4 1.028 −2.953 0.3177 ∼ 16.5
0.1358 21.13
SDSS J1237+0126 12h37m48.s99 +01◦26′07.′′0 3.154 11 COS G140L 2000 6212 4 1.401 −2.290 · · · · · ·
Q 0302−003 03h04m49.s85 −00◦08′13.′′5 3.286 1 STIS G140L 1000 23281 12 3.129 −3.534 · · · · · ·
HS 0911+4809 09h15m10.s01 +47◦56′58.′′8 3.350 10 COS G140L 2000 5520 6 3.890 −0.475 0.3028 < 16.8
0.1827 ∼ 18.5
SDSS J1253+6817 12h53m53.s71 +68◦17′14.′′2 3.481 8 COS G140L 2000 14095 7 1.854 −2.933 0.6930 16.17
SDSS J2346−0016 23h46m25.s66 −00◦16′00.′′4 3.512 4 COS G140L 2000 20737 8 2.054 −1.703 · · · · · ·
SDSS J1711+6052 17h11m34.s41 +60◦52′40.′′3 3.834 6 COS G140L 2000 23951 4 1.604 −5.734 0.7750 16.66
0.4370 . 18.0
SDSS J1319+5202 13h19m14.s20 +52◦02′00.′′1 3.930 7 COS G140L 2000 26643 2 1.002 −5.971 0.7026 17.33
a Discovery reference. 1: Jakobsen et al. (1994), 2: Davidsen et al. (1996), 3: Reimers et al. (1997), 4: Zheng et al. (2004a), 5: Reimers et al. (2005), 6:
Zheng et al. (2005), 7: Syphers et al. (2009a), 8: Syphers et al. (2009b), 9: Worseck et al. (2011), 10: Syphers et al. (2012), 11: this paper.
b Spectral resolution R ≡ λ/FWHM at λ = 1150 A˚.
c Signal-to-noise ratio per pixel (COS G140L: ≃ 0.24 A˚ pixel−1 , COS G130M: ≃ 0.03 A˚ pixel−1 , STIS G140L: 0.6 A˚ pixel−1) near He II Lyα in the quasar
rest frame. CTS 0216 and CSO 0806 are not considered further due to strong intervening Lyman limit systems.
d Flux density at 1500 A˚ in 10−16 erg cm−2 s−1 A˚−1 corrected for Galactic extinction but not for identified H I Lyman continuum absorption.
e Power-law spectral index α for fλ = f1500A˚
(
λ/1500A˚
)α including a correction for identified H I Lyman continuum absorption in the FUV spectrum.
f Logarithmic column density of identified intervening H I absorber in cm−2.
FUV sky background fluxes (4–11×10−19 erg cm−2 s−1 A˚−1
over the COS aperture) was required to prevent low-level flux
leaks in the z > 3 He II Gunn-Peterson troughs. We note that
even the minimum diffuse FUV sky emission measured at
high Galactic latitude (Seon et al. 2011; Murthy 2014a) is a
factor∼ 3000 higher than the contribution from zodiacal light
and earthshine for typical HST observations7.
Close comparison of data taken during orbital day and night
revealed two COS background components that had been ne-
glected in previous studies. First, the out-of-focus COS aper-
ture gives rise to extended wings of geocoronal Lyα emis-
sion that are not accurately characterized at present, but likely
negligible & 15 A˚ away from Lyα in G140L spectra. Sec-
ond, analysis of ancillary archival data allowed for the first
on-orbit determination of scattered geocoronal Lyα emission
in G140L spectra. We present an empirical model for the sum
of these two background components in Appendix B.3. In to-
tal, the G140L grating scatters ≃ 0.055% of the geocoronal
Lyα flux along the dispersion axis. The modeled scattered
light was subtracted from the science data, treating its sta-
tistical uncertainty as systematic error to our measurements.
We encourage further improvements to the background cali-
bration of the COS instrument in a dedicated HST calibration
program.
7 HST instrument handbooks considering only zodiacal light and earth-
shine (e.g. Debes et al. 2015) need significant revision.
Subexposures were coadded by summing the integer gross
counts and the post-processed time-variable background (sum
of dark current, quasi-diffuse sky emission and scattered light)
per pixel on the CALCOS FUV wavelength grid, accounting
for varying pixel exposure times due to offsets in dispersion
direction, detector grid wires and geocoronal emission (see
Appendix B.4 for examples). Our coadding routine preserves
integer counts obtained in the Poisson regime. Near 1250 A˚
the coadded COS G140L background is dominated by dark
current (51–85%), while the contribution from scattered light
varies between 8% and 45%, depending on the fraction of ex-
posure time spent in orbital day and solar activity. The sky
background is low, but non-negligible (4–10% of the total
background). Flux conversion was achieved via the pixel ex-
posure time and the time-varying flux calibration curve deter-
mined by CALCOS. Spectra taken at different central wave-
lengths were coadded by summing nearest-neighbor counts.
The spectra were rebinned by a factor of three to yield approx-
imate Nyquist sampling of two pixels per resolution element
(G140L: ≃ 0.24 A˚ pixel−1, G130M: ≃ 0.03 A˚ pixel−1). The
S/N was calculated in the Poisson regime of the data and ac-
counting for the background (Feldman & Cousins 1998). For
plotting purposes we computed an approximate 1σ error array
by adding in quadrature the larger of the asymmetric Poisson
1σ error and the background error. Most COS G140L spectra
reach S/N≃ 4 per binned pixel near He II Lyα (Table 1). The
Bayesian method of Kraft et al. (1991) yields similar results.
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The extreme UV (λ < 1150 A˚) spectra of HS 1700+6416
and HE 2347−4342 recorded on COS detector Segment B
in the G140L 1230 A˚ and 1280 A˚ setups required wavelength
recalibration (e.g. Shull et al. 2010; Syphers & Shull 2013).
Due to the combination of flux calibration uncertainties, low
signal, and He II Lyβ absorption we restricted our analysis to
λ > 1000 A˚. We adopted the COS G140L dispersion given
by Shull et al. (2010) and aligned the COS spectra with their
archival FUSE spectra after convolving them with the COS
G140L line spread function. Considering the background sub-
traction problems of FUSE (Zheng et al. 2004b; Fechner et al.
2006) and possible source variability, the spectra were aligned
by eye using several sharp features in the emerging He II Lyα
forest. For HE 2347−4342 we also used the higher qual-
ity COS G130M spectrum in the overlapping spectral range.
With respect to the CALCOS reduction we adopted shifts
in the COS Segment B wavelength zero point of −0.6 A˚8.
On Segment A interstellar absorption lines indicate smaller
or negligible wavelength shifts (maximum shift −0.4 A˚ for
HE 2347−4342).
The archival STIS spectra of Q 0302−003 and
HS 1157+3143 were reduced in the same fashion as
the COS data by customizing CALSTIS v2.30 to our needs,
i.e. adjusting the extraction and background subtraction win-
dows (Heap et al. 2000). The Poisson counts of individual
exposures were coadded, yielding a continuum S/N of 11 per
0.6 A˚ pixel near He II Lyα in the quasar rest frame.
2.1.4. Continuum Definition
The strong unresolved intergalactic He II absorption in the
G140L spectra precludes a local definition of the quasar con-
tinuum, which instead has to be extrapolated from the spec-
tral region redward of He II Lyα in the quasar rest frame.
For simplicity, we modeled the quasar continuum as a power-
law fλ ∝ λ α , accounting for Galactic extinction, identified
low-redshift IGM/ISM absorption, weak extreme UV quasar
emission lines redward of He II Lyα and residual geocoro-
nal contamination. We emphasize that the fitted power-laws
do not represent the intrinsic spectral energy distributions due
to partial Lyman limit system breaks in the NUV, which has
not been spectroscopically covered for any recently discov-
ered He II sightline (see Syphers & Shull 2013; 2014 for con-
straints on the spectral index of two He II quasars with com-
plete spectroscopic coverage). Furthermore, the poorly char-
acterized extreme UV quasar continuum at λrest < 304 A˚ may
show weak emission lines similar to the ones seen at λrest >
400 A˚ (Stevans et al. 2014; Tilton et al. 2016), but these are
unlikely to significantly affect our measurements of strong
He II absorption.
All UV spectra were corrected for Galactic extinction us-
ing their line-of-sight selective extinction E(B−V ) derived by
Schlegel et al. (1998) and the Cardelli et al. (1989) extinction
curve assuming the Galactic average for the ratio between to-
tal V band extinction and selective extinction RV = 3.1. Each
spectrum was searched for low-redshift H I Lyman limit sys-
tems whose Lyman continuum absorption modifies the power-
law continuum. Lyman limit systems (including partials)
were identified by their Lyman series transitions, with red-
shifts confirmed by at least two observed transitions.
8 The wavelength shifts are smaller than in previous analyses (Shull et al.
2010; Syphers & Shull 2013) due to updates of the CALCOS pipeline and/or
the calibration files.
We then interactively selected regions redward of He II Lyα
deemed free of obvious emission and absorption lines and fit-
ted the power-law continuum with the column densities of the
identified Lyman limit systems as additional free parameters
if the spectral range redward of the break was required for a
satisfactory fit of the continuum. In most cases we did not
consider λ > 1800 A˚ due to the dropping G140L efficiency.
The fit was performed via a maximum-likelihood routine on
the Poisson gross counts (see below) and continuum errors
were estimated by a Monte Carlo routine, refitting Poisson
deviates of the inferred continuum counts 10,000 times. The
inferred 1σ statistical continuum error in the He II absorp-
tion region naturally varies with the considered spectral range
and the S/N, increasing from a few percent at the bright high-
S/N end to ∼ 10% in the lowest-S/N spectra. More impor-
tantly, the fitted continuum depends on our ability to iden-
tify (partial) Lyman limit systems, especially if their Lyman
limit break occurs blueward of He II Lyα of the background
quasar. For these systems we estimated column densities from
the covered Lyman series lines, accounting for the instrument
line-spread function. The adopted continuum fit parameters
and identified Lyman limit systems are listed in Table 1 and
details on individual objects are given in Appendix A.
2.2. Optical High-Resolution Spectra
Our Cycle 17 HST/COS survey was complemented by
an extensive ground-based campaign to obtain optical high-
resolution spectra covering the H I Lyα forests of our
eight Cycle 17 targets. The four southern/equatorial tar-
gets (CTS 0216, PC 0058+0215, SDSS J1101+1053,
SDSS J1237+0126) were observed with the Very Large
Telescope (VLT) UV-Visual Echelle Spectrograph (UVES;
Dekker et al. 2000) in service mode between April 2009 and
April 2010 (Program 083.A-0421). We used the 1′′ slit
(R ∼ 45,000) and the UVES blue arm central wavelength
setting 437 nm to obtain continuous coverage of the H I
Lyα forest of our targets (λ λ 3758–4987A˚ corresponding to
2.09< z < 3.10). For CTS 0216 and PC 0058+0215 we used
UVES dichroic #2 at central wavelength 760 nm to simulta-
neously probe metal absorption redward of Lyα . Total expo-
sure times were chosen to yield a homogeneous continuum
S/N∼ 20 per 1.85 km s−1 pixel in the Lyα forest (Table 2).
The data were reduced using the ESO UVES pipeline9 v.4.4.8
and normalized with an automatic cubic spline fitting routine
(Dall’Aglio et al. 2008).
The four northern targets of our Cycle 17 HST/COS sur-
vey were observed with the Keck I High-Resolution Echelle
Spectrometer (HIRES; Vogt et al. 1994) on 5 February 2010
(Table 2). We used the C1 decker (0.′′86 slit, R ∼ 45,000)
and the blue cross-disperser at two echelle angles to cover
Lyα and Lyβ emission of the targets on the middle CCD of
the array, yielding almost continuous spectral coverage from
the atmospheric cutoff to ≃ 5850 A˚. We supplemented our
sample by obtaining HIRES spectroscopy of the two high-
redshift He II-transparent quasars SDSS J1711+6052 and
SDSS J2346−0016 on UT dates 3–4 August 2011. We used
the C1 decker with the red cross-disperser at three echelle
angles to cover the wavelength range λ λ 4060–7330A˚. All
HIRES spectra were reduced with the HIRedux pipeline10,
yielding a characteristic continuum S/N∼ 20 per 2.6 km s−1
9 http://www.eso.org/sci/software/pipelines/
10 http://www.ucolick.org/˜xavier/HIRedux/
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Figure 1. Extinction-corrected Nyquist-sampled HST/COS G140L spectra (black; R∼ 2000, S/N≃ 4 per 0.24 A˚ pixel near He II Lyα) and their corresponding 1σ
error arrays (red) of the 6 He II-transparent quasar sightlines from our Cycle 17 survey. The redshift axis (top) is for He II Lyα . The spectral region at λ ∼ 1215 A˚
contaminated by residuals of geocoronal Lyα has been omitted. The green dashed lines mark the zero level. Blueward of He II Lyα in the quasar rest frame
(green vertical bars) there is strong, but varying intergalactic He II absorption. The blue lines show power-law continuum fits to emission- and absorption-free
regions redward of He II Lyα and their 1σ uncertainties (cyan shaded) estimated from Monte Carlo simulations. For SDSS J1101+1053 we include H I Lyα and
Lyβ absorption of a foreground damped Lyα absorber (Worseck et al. 2011) and a partial Lyman limit system (NHI ∼ 1016.5 cm−2, zabs = 0.3177). Three spectra
show at least tentative evidence for quasar emission lines.
pixel in the Lyα forest. Individual echelle orders were nor-
malized interactively by low-order polynomials and weighted
by inverse variance in their overlapping regions.
Archival high-quality (S/N∼ 100) spectra of the
He II-transparent quasars HE 2347−4342 (VLT/UVES,
R ∼ 45,000; Dall’Aglio et al. 2008) and HS 1700+6416
(Keck/HIRES, R ∼ 38,500; Fechner et al. 2006) comple-
mented our data set of H I forest spectra.
3. UBIQUITOUS HE II LYα ABSORPTION IN 17
QUASAR SIGHTLINES
The quality of our Cycle 17 HST/COS survey spectra (con-
tinuum S/N≃ 4 near He II Lyα) allow for detailed analysis
of intervening He II Lyα absorption. Figure 1 presents the
HST/COS spectra of the 6 quasars from our survey that show
significant flux at He II Lyα in the quasar rest frame (see
Appendix A for the two quasars with strong intervening Ly-
man limit systems precluding He II analysis). Initial results
on the two He II-transparent quasars SDSS J0924+4852 and
SDSS J1101+1053 were presented in Worseck et al. (2011).
Blueward of He II Lyα in the quasar rest frame we detect
patchy intergalactic He II Lyα absorption on a range of spa-
tial scales, varying from large-scale strong absorption (e.g.
∼ 30 Mpc at z ≃ 2.8 toward SDSS J0936+2927) to alternat-
ing transmission and absorption features on scales of only a
few Mpc. Most sightlines exhibit low He II absorption at the
lowest covered redshifts z < 2.7, although the modest sensi-
Table 2
H I Lyα Forest Spectra
Object zem Instrument texp [h] S/Na
CTS 0216b 2.740 UVES 1.7 20
HS 1700+6416c 2.751 HIRES 23.4 100
HE 2347−4342c 2.887 UVES 20.0 100
CSO 0806b 2.850 HIRES 2.0 15
PC 0058+0215 2.89 UVES 7.5 22
SDSS J0936+2927 2.930 HIRES 2.0 18
SDSS J0818+4908 2.957 HIRES 2.0 8
SDSS J0924+4852 3.027 HIRES 3.0 20
SDSS J1101+1053 3.029 UVES 11.1 30
SDSS J1237+0126 3.154 UVES 13.0 34
SDSS J2346−0016 3.512 HIRES 4.5 40
SDSS J1711+6052 3.834 HIRES 9.0 25
a Characteristic continuum S/N per pixel in the Lyα forest.
b Quasar not considered further due to lacking flux at 304 A˚.
c Archival spectra (Fechner et al. 2006; Dall’Aglio et al.
2008).
tivity of COS at λ ∼ 1100 A˚ results in just a few detected
counts per pixel.
The archival He II sightlines shown in Fig. 2 provide addi-
tional coverage of He II Lyα absorption at the redshifts 2.66<
z . 3 probed by our Cycle 17 sample, as well as extending it
to z > 3.2. At z . 2.7 several sightlines show similar alter-
nating small-scale He II transmission and absorption features
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Figure 2. Extinction-corrected HST FUV spectra (black) and corresponding 1σ error arrays (red) of 11 archival He II-transparent quasar sightlines, homoge-
neously reduced and analyzed. The redshift axis (top) is for He II Lyα . Q 0302−003 and HS 1157+3143 have been observed with STIS (G140L, R ∼ 1000,
0.6 A˚ pixel−1), whereas the remaining spectra have been taken with COS (G140L, 0.24 A˚ pixel−1 in a Nyquist-sampled spectrum). For HE 2347−4342 we also
show its Nyquist-sampled G130M spectrum (gray; R∼ 16,000, 0.03 A˚ pixel−1). Spectral regions with remaining strong geocoronal emission during orbital night
have been omitted, and regions with residual emission have been marked (Earth symbols). The green dashed lines mark the zero level. He II absorption occurs
blueward of He II Lyα in the quasar rest frame (green vertical bars). Most background quasars have a He III proximity zone; i.e. reduced He II opacity at small
velocity separations from the quasar. The dotted lines mark the onset of He II Lyβ . The blue lines show power-law continuum fits to absorption-free regions red-
ward of He II Lyα and its 1σ error (cyan shaded). For SDSS J1319+5202, SDSS J1711+6052, SDSS J1253+6817 and HS 1700+6416 the power-law continua
include identified Lyman series and continuum absorption from intervening Lyman limit systems (Table 1), convolved to COS resolution. SDSS J2346−0016
show hints of the presence of extreme UV emission lines (labeled).
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(e.g. HS 1700+6416, HE 2347−4342 and Q 1602+576). In
FUSE spectra of HS 1700+6416 and HE 2347−4342 many
of the lower redshift spikes have been resolved into an emerg-
ing He II Lyα forest (Kriss et al. 2001; Zheng et al. 2004b;
Fechner et al. 2006). The lack of strong saturation in the COS
spectra indicates the onset of a He II Lyα forest at z . 2.7,
which is unresolved in the COS G140L spectra.
At 2.7. z . 3 some sightlines show saturated He II absorp-
tion on & 10 Mpc scales (e.g. HE 2347−4342, Q 0302−003,
SDSS J0936+2927). These long troughs are unlikely to ex-
ist in a fully reionized IGM except in high-density regions
(Furlanetto 2009; Shull et al. 2010). Such overdensities may
be revealed through analysis of the coeval H I Lyα forest
(see Section 5). Other sightlines show substantial He II trans-
mission at the same redshifts (e.g. SDSS J1253+6817 and
SDSS J2346−0016), which likely indicate the final phase of
patchy He II reionization (e.g. Reimers et al. 1997). Some
of these transmission regions have been associated to fore-
ground quasars near the sightline (Worseck & Wisotzki 2006;
Worseck et al. 2007; Syphers & Shull 2014).
In general, the 7 sightlines probing z > 3 show very strong
He II absorption on large scales. However, significant trans-
mission spikes are visible in several spectra. The transmis-
sion spike in the Q 0302−003 sightline likely corresponds
to the He III proximity zone of a foreground quasar at z =
3.05 (Heap et al. 2000; Jakobsen et al. 2003; Syphers & Shull
2014). Smaller but still significant spikes exist in the
sightlines toward HS 0911+4809 (z ≃ 3.16, 6.2σ signifi-
cance), SDSS J1319+5202 (z≃ 3.45, 8.8σ significance), and
SDSS J1253+6817 (z≃ 3.15, 6.2σ significance). The length
of the absorption troughs between these spikes is hard to de-
termine due to geocoronal emission and data quality. The
flux spike in SDSS J1253+6817 is part of a longer shallow
transmission region at 3.08 < z < 3.18. Another flux spike
is revealed by the night portion of the data at z ≃ 3.06 that
is clearly separated from the residual geocoronal Lyα emis-
sion. However, in the vicinity of geocoronal line residuals
only prominent flux spikes can be unambiguously identified,
such that these regions must be excluded from a statistical
analysis.
4. THE REDSHIFT EVOLUTION OF THE HE II
EFFECTIVE OPTICAL DEPTH
4.1. Measurement Technique
To quantitatively assess the wealth of structure and variance
among the 17 He II sightlines out to high redshifts, we quan-
tified the He II absorption by computing the effective optical
depth τeff,HeII . Specifically, τeff,HeII ≡− ln〈 fλ/Eλ 〉 represents
the average ratio of observed quasar flux density fλ and the
extrapolated continuum Eλ , which we compute in fixed red-
shift bins of common size ∆z = 0.04 (≈ 10 proper Mpc at
z∼ 3).
The scatter in the He II effective optical depth on a given
scale length depends on the He II reionization history and on
density fluctuations in the sightlines. Our choice of ∆z = 0.04
is a compromise between resolving the small-scale variance in
the He II absorption, preserving the sensitivity to high τeff,HeII
at z > 3 and maximizing the individual sightline coverage
in fixed redshift bins (e.g. regarding different zem, proxim-
ity zone size, geocoronal emission). Identical regular redshift
bins enable an objective comparison of the sightlines without
prior emphasis on individual sightline peculiarities.
Given the typical continuum S/N≃ 4 of the survey spectra,
any residual flux fλ in the He II absorption region will cor-
respond to very few detected counts in the Poisson regime
of the photon-counting multichannel plate detectors. Non-
Poisson fixed-pattern noise due to COS detector effects be-
comes significant only at continuum S/N≫ 5 (Syphers et al.
2012; Keeney et al. 2012). Also the dark current is well de-
scribed by a Poisson distribution (Appendix B.1). All fitting
was performed by maximizing the Poisson likelihood func-
tion
L =
n
∏
j=1
(S j +B j)N j e−(S j+B j)
N j!
(1)
of n pixels with an integer number of registered counts N j,
the non-integer multi-component background B j = Bdark, j +
Bsky, j +BLyα , j (Appendix B), and the unknown signal S j. To
compute τeff,HeII the signal was modeled as a constant in He II
transmission over a segment of n contiguous pixels, converted
to non-integer source counts via the pixel exposure time t j, the
extinction-corrected flux calibration curve C j, and the extrap-
olated continuum E j as
S j = t jC jE je−τeff,HeII. (2)
For our Nyquist-sampled COS G140L spectra, ∆z = 0.04 cor-
responds to n = 51 pixels. Confidence intervals (1σ , 68.26%
confidence) were computed via ordering the Poisson likeli-
hood ratio (Feldman & Cousins 1998), first applied to COS
data by Syphers et al. (2011). For each redshift bin we also
computed a 1σ lower limit on τeff,HeII by refitting τeff,HeII on
mock data generated from 100,000 Poisson deviates of the
background assuming zero source flux. Feldman & Cousins
(1998) call this the sensitivity, which in our case quantifies
how large an effective optical depth could have been reliably
measured (i.e. with a finite upper confidence limit), given the
expected number of continuum counts and the background
during the observations. If the He II transmission was for-
mally negative (τeff,HeII → ∞) or if the upper confidence limit
included infinite τeff,HeII we chose to quote the sensitivity limit
as our measurement. A related quantity is the probability of
having measured more than N = ∑ j N j counts in a given red-
shift bin with the total background B = ∑ j B j,
P(> N|B) = 1−
N
∑
k=0
Bke−B
k! , (3)
which we use to estimate the significance of a measured Pois-
son signal given the background. Our quoted 1σ sensitivity
limit on τeff,HeII corresponds to a probability P = 0.158711. A
statistically significant signal has N ≫ B such that P goes to
zero, i.e. it is very unlikely to result from a Poisson fluctuation
of the background. On the other hand, τeff,HeII values higher
than the sensitivity limit have P > 0.1587, while downward
Poisson background fluctuations (N → 0 resulting in formally
negative transmission) have P → 1.
The above modeling assumes that the continuum and the
background are perfectly known and that contamination from
other absorption lines (Galactic and extragalactic) is negligi-
ble. The latter is a good approximation, since the He II ab-
sorption is generally strong and measured over a large spec-
tral segment. The only significant line contamination is due
to the low-z damped Lyα absorber toward SDSS J1101+1053
11 We ensured that our Monte-Carlo simulations to estimate the τeff,HeII
sensitivity limit give the same result as the numerical inversion of Equation 3.
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Figure 3. He II effective optical depth τeff,HeII vs. redshift for 17 He II sightlines in identical redshift bins of ∆z = 0.04 (≈ 10 proper Mpc at z∼ 3), discovered in
our Cycle 17 survey (Fig. 1) or reanalyzed from the HST archive (Fig. 2). The measured τeff,HeII values are plotted as black circles with error bars distinguishing
statistical errors due to Poisson count statistics (black, double-sided 1σ errors corresponding to a confidence level of 68.26%) and additional systematic errors
from background uncertainties (gray). For clarity, the data are plotted slightly offset with respect to the identical bin centers and total error bars smaller than the
symbol size have been omitted. For every measurement we also plot the 1σ instrumental sensitivity limit (red horizontal dashes), which we adopt as measured
values (arrow symbols) if the upper confidence level includes infinite τeff,HeII or if the signal is formally negative (P > 0.1587). Overplotted are predictions from
a semianalytic model of a reionized IGM matching low-redshift observations with two representative nHeII/nHI ratios of 60 and 200 (green lines), and results
evaluated in ∆z = 0.04 bins from a numerical simulation by McQuinn et al. (2009) in which He II reionization finishes at zreion ≃ 2.7 (blue; solid: median τeff,HeII,
dashed: 1σ deviation).
(Fig. 1), which was masked out. As for the continuum, a boot-
strap analysis including the statistical continuum error (Figs. 1
& 2) increases the Poisson statistical errors by a negligible
amount (. 10%). Systematic continuum error was minimized
by screening for partial Lyman limit systems.
The main limitation of the Feldman & Cousins (1998)
method is the assumption of a fixed background, which ob-
viously does not hold for our post-processed modeled back-
ground. We estimated the error budget of all our background
components in the data reduction (Appendix B), and incor-
porated it into our measurements as a systematic error esti-
mated by Monte Carlo simulations. Specifically, for every
∆z = 0.04 bin we determined the mean relative background
error (2–8%, see Appendix B.4), and drew 100,000 Gaus-
sian deviates of it to determine a range of background scal-
ing factors. We then inferred τeff,HeII for the modified back-
ground, and generated a mock data sample by drawing from
the Poisson distribution of background and inferred signal.
Measuring τeff,HeII on these mock samples yields an estimate
of the total error from statistical Poisson shot noise and sys-
tematic background error. We distinguished between statisti-
cal error computed at fixed background (Feldman & Cousins
1998), and systematic error arising from background varia-
tions. As expected, the inclusion of background uncertainties
results in more realistic error estimates. In particular τeff,HeII
values higher than the formal sensitivity limit for our fiducial
mean background but with finite statistical errors (i.e. those
with 0.1587 < P . 0.25) have infinite upper confidence lim-
its after accounting for background error. Therefore, in our
approach, sensitivity lower limits on τeff,HeII can arise from
statistical and systematic errors.
Last, but not least, we masked the proximity zones of the
background quasars (usually estimated from the onset of sat-
urated He II absorption), redshift bins partially covered by a
given spectrum, and regions affected by geocoronal emission
residuals.
4.2. Observational Results
Figure 3 and Table 5 show the He II effective optical depths
of the 17 He II-transparent quasar sightlines in the chosen reg-
ular ∆z = 0.04 bins at z < 3.5. We also plot the 1σ sensitiv-
ity limit for each measurement, i.e. the highest τeff,HeII value
that could have been reliably measured (P = 0.1587). The
effective optical depth increases with redshift, but with sig-
nificant scatter that also appears to increase with redshift. The
statistical and systematic errors become significant only near
the sensitivity limit (typically at τeff,HeII & 4). Out of the 103
measurements, 16 are sensitivity limits, plotted as arrows in
Fig. 3. Twelve of these arise due to statistical Poisson er-
rors (i.e. limited depth of the observations), while four are
due to background uncertainties (i.e. statistically marginally
detected flux becoming consistent with zero).
At z < 2.66 only two sightlines, HS 1700+6416 and
HE 2347−4342, sample the He II Lyα absorption, yield-
ing similar values of τeff,HeII ≈ 1.5. At z ≃ 2.32 the
HS 1700+6416 sightline shows somewhat stronger H I and
He II absorption where it roughly intersects an overdensity
of galaxies (Steidel et al. 2005; Simcoe et al. 2006). Red-
shifts z > 2.66 are very well sampled by our COS spec-
tra. At z = 2.68 7/9 sightlines have τeff,HeII ≃ 1.8, while
SDSS J0924+4852 and SDSS J1101+1053 have τeff,HeII & 3.
Uncertain H I Lyman continuum absorption at z≃ 0.3 in these
two sightlines (Table 1) cannot fully account for these large
τeff,HeII values because we observe significant He II trans-
mission at higher redshifts (Fig. 1). At z = 2.76 we see
a large scatter in τeff,HeII from 1.52 (Q 1602+576) to 5.05
(HE 2347−4342). Six of the 11 sightlines sampling the
z = 2.80 He II absorption still have τeff,HeII < 2.5, while the
fully saturated sightline to SDSS J0936+2927 has a sensitiv-
ity limit τeff,HeII > 4.48 (Fig. 1). At z = 2.88 we observe a
large dispersion around τeff,HeII ≃ 3 among 9 sightlines, rang-
ing from τeff,HeII = 1.92 to τeff,HeII = 4.69, close to the charac-
EXTENDED HELIUM REIONIZATION 11
Figure 4. Our 17 measurements of the He II absorption at 3.06 < z < 3.26 covered by 6 sightlines of our sample. The normalized He II spectra (black) have
been binned to two pixels per resolution element (≃ 0.24 A˚ pixel−1) and individual Poisson errors are overplotted. Redshift ranges where we cannot perform
an unbiased measurement due to residual geocoronal emission, the line-of-sight proximity zone, or He II Lyβ absorption, are not shown. Horizontal dashed
lines mark the zero level while vertical dashed lines indicate our regular ∆z = 0.04 bins. The τeff,HeII measurements (labeled with total error, Table 5) have been
converted to He II transmission (solid lines), with blue and red lines indicating robustly measured values and sensitivity limits, respectively. Incompletely covered
redshift bins were not considered. The total error (statistical 1σ error and estimated systematic error due to background uncertainty) on the measurements are
comparable to the line thickness, whereas arrows indicate upper limits on the He II transmission. We also indicate the probability P that the measured counts
arise from a Poisson background fluctuation (Equation 3).
teristic sensitivity limit for the data at these redshifts. As most
of the τeff,HeII values at 2.7 < z < 2.9 are accurately measured
(well below the sensitivity limit), we conclude that there is
a gradual increase in τeff,HeII from ≃ 1.8 at z = 2.68 to ≃ 3
at z = 2.88, but with considerable sightline-to-sightline vari-
ance.
The sightline-to-sightline variance in He II absorption per-
sists out to z > 3 as probed by 7 science-grade quasar spec-
tra. Figure 4 shows the data and our τeff,HeII measurements at
3.06< z< 3.26. We find a large spread between robustly mea-
sured values τeff,HeII ≃ 3.3 and lower limits τeff,HeII & 5.5. The
five τeff,HeII < 4 values at 3.06< z < 3.26 occur in three of the
six sightlines (SDSS J1237+0126, SDSS J1253+6817 and
HS 0911+4809). For each of these measurements the proba-
bility of finding a background fluctuation consistent with the
measured flux is P < 10−7 (Equation 3), with this value be-
ing robust to possible background systematics (even a 20%
higher background would still result in significant positive
flux). The He II transmission still appears patchy, occurring
on smaller scales than our chosen ∆z = 0.04, but limited S/N
and spectral resolution prevent a detailed characterization of
these length scales. Toward SDSS J1253+6817 we mea-
sure low effective optical depths in two contiguous redshift
bins (3.10 < z < 3.18), possibly continuing to lower redshifts
that were excised due to geocoronal residuals. Other sight-
lines (e.g. SDSS J2346−0016) show complete Gunn-Peterson
troughs at the same redshifts. This indicates that part of the
spread in the data is due to large-scale variance between the
sightlines.
Figure 5 shows the 4 sightlines covering 3.34 < z < 3.5.
Half of the redshift bins have τeff,HeII ≃ 4, although all sight-
lines are sensitive to τeff,HeII ≃ 5. Again we see a strong
sightline-to-sightline variance, with the highest effective opti-
cal depths measured toward SDSS J2346−0016, whereas the
absorption in two sightlines remains low (SDSS J1319+5202
and SDSS J1711+6052). Our Lyα effective optical depths
are in good agreement with inferences from He II Lyβ ab-
sorption at these redshifts (Syphers et al. 2011). The lowest
He II effective optical depth at z > 3.3 is robustly measured in
a flux spike in the SDSS J1319+5202 sightline at z = 3.44.
Again we see that the He II transmission occurs on smaller
scales than our ∆z = 0.04 redshift windows (δ z . 0.02 corre-
sponding to . 4 proper Mpc at z = 3.44). The other four de-
tections occurring in the sightlines to SDSS J1319+5202 and
SDSS J1711+6052 are closer to the sensitivity limit, mean-
ing that some of them may be Poisson background fluctu-
ations (0.001 ≤ P ≤ 0.043). Large-scale underestimates of
the background are unlikely, as strong background oversub-
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Figure 5. Similar to Fig. 4 but for the 10 redshift bins at 3.34 < z < 3.50.
tractions would occur in other regions. Consistency with a
Poisson background fluctuation (i.e. P ≫ 0.01 for all four
values) would require local increases of the mean back-
ground by more than its estimated 1.6–3.2% uncertainty (Ap-
pendix B.4). We conclude that Poisson background fluctua-
tions cannot entirely account for these measurements.
Only two sightlines in our sample probe z > 3.5. Given
the large observed variance in τeff,HeII at z > 3, it is extremely
difficult to draw firm conclusions on the redshift evolution of
the He II absorption at the highest redshifts. Moreover, the
decreasing instrument sensitivity at the corresponding wave-
lengths λ > 1350 A˚ combined with the faintness of the targets
results in low sensitivity to high τeff,HeII values, some of which
can be seen already at z≃ 3.4. Statistically robust constraints
on the redshift evolution of the He II effective optical depth
at z > 3.5 will require a larger sample of He II sightlines ob-
served at high S/N. Analysis of our recently obtained sample
of three z > 3.6 sightlines is forthcoming (Program 13875).
We may compare the τeff,HeII distributions with redshift to
test statistically for evolution in the He II opacity. The median
value of τeff,HeII is not well defined at z > 3 due to the fre-
quent sensitivity limits and limited statistics. In an attempt
to better sample the underlying distribution of τeff,HeII at a
given redshift, we assumed that contiguous ∆z = 0.04 red-
shift bins of the same sightline are independent, a strong ap-
proximation given the significant correlation between neigh-
boring redshift bins, especially at z > 3. The median τeff,HeII
increases gradually from 1.94 at z = 2.70 (19 measurements
at 2.66 < z < 2.74) to 5.17 at z ≃ 3.4 (10 measurements at
3.34 < z < 3.50), although the latter is poorly constrained
to the highest robustly measured τeff,HeII value (50% of the
data are sensitivity limits). Nevertheless, this result highlights
the trend described above: the effective He II Lyα opacity in-
creases monotonically from z = 2.4 to z = 3.4 by a factor of
2–3.
Armed with our statistical formalism to estimate the sig-
nal significance, we combined the sightlines to estimate the
overall significance of any residual flux. While this dilutes
the significance of individual detections, it also averages out
individual background errors. For both high-redshift inter-
vals 3.06 < z < 3.26 and 3.34 < z < 3.50, the probability
that all measured counts above the background are caused
by Poisson background fluctuations is very small (P ≃ 10−7
and P ≃ 2× 10−6, respectively). At 3.34 < z < 3.50 the flux
spike in SDSS J1319+5202 dominates the signal. Discarding
this potentially rare transmission event, the signal becomes
marginally consistent with a Poisson background fluctuation
(P = 0.015). We conclude that if the four sightlines sampling
z > 3.3 are representative of the IGM, the average He II effec-
tive optical depth is not much higher than our typical sensi-
tivity limit τeff,HeII ≃ 5. Let us now consider implications for
He II reionization in the context of several models.
4.3. Comparison to Models
4.3.1. Semianalytic Modeling
In Worseck et al. (2011) we constructed a simple semiana-
lyic model for the post-reionization τeff,HeII(z). It relies on
the fact that He II is a hydrogenic ion, hence the Lyα optical
depths
τi (z) =
pie2 fiλini (z)
mecH (z)
(4)
(Gunn & Peterson 1965) of species i =H I or He II are related
to their number densities via
nHeII
nHI
≃ 4 τHeII
τHI
(5)
(Miralda-Escude´ 1993). This relation is approximate, as it
does not account for differences in thermal broadening of H I
and He II by the different masses of the two elements. How-
ever, we showed in McQuinn & Worseck (2014) that this ap-
proximation negligibly affects the estimated nHeII/nHI at the
resolution of the COS G140L grating, as the Hubble flow
dominates the broadening in underdense regions. In particu-
lar, this error should be small for our modeling of τeff,HeII be-
low. For the resolved He II Lyα forest in the post-reionization
z < 2.7 IGM the nHeII/nHI number density ratio has been
traditionally approximated as the ratio of column densities
η ≡ NHeII/NHI (e.g. Kriss et al. 2001; Fechner et al. 2006),
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but the z & 2.8 He II Gunn-Peterson troughs cannot be de-
composed into distinct lines even at high spectral resolution
(e.g. Shull et al. 2010; Syphers & Shull 2014), making the op-
tical depth ratio the optimal estimator for the nHeII/nHI num-
ber density ratio.
If both H and He are highly photoionized and the
IGM baryons follow a temperature-density relation
T (∆b = ρb/ρ¯b) = T0∆γ−1b (Hui & Gnedin 1997), the H I
optical depth can be written as
τHI≃ 0.612
(
T0
20,000K
)−0.724( ΓHI
10−12s−1
)−1
(6)
×∆2−0.724(γ−1)b
(
1+ z
4
)4.5
(e.g. Weinberg et al. 1997). In the same limit of high pho-
toionization the nHeII/nHI number density ratio can be ex-
pressed with the primordial helium mass fraction Y = 0.2477
(Peimbert et al. 2007) and the ratios of photoionization rates
ΓHI/ΓHeII and Case A recombination coefficients αHII/αHeIII
as
nHeII
nHI
=
αHeIII
αHII
Y
4(1−Y)
ΓHI
ΓHeII
≃ 0.450 ΓHI
ΓHeII
(7)
at T0 ∼ 20,000 K (e.g. Fardal et al. 1998). With the nHeII/nHI
number density ratio the He II effective optical depth can be
expressed in terms of better constrained H I quantities as
τeff,HeII =− ln
[∫
∞
0
e−
nHeII/nHI
4 τHI P(τHI)dτHI
]
. (8)
Here P(τHI) is the H I optical depth probability distribu-
tion function, which is related to the overdensity probabil-
ity distribution P(∆b) as P(τHI) = P(∆b) |d∆b/dτHI|. In-
terpolating the fits of P(∆b) by Bolton & Becker (2009) in
redshift and considering Equation 6, τeff,HeII depends on the
temperature–density relation (T0,γ) and the ionization condi-
tions (ΓHI,nHeII/nHI).
Varying the parameters within their estimated accura-
cies, the predicted τeff,HeII(z) mostly depends on the ratio
nHeII/nHI, which depends on the ratio of ionization rates
(Equation 7). Adopting T0 = 15,000 K, a post-reionization
asymptotic value γ = 1.5 (Hui & Gnedin 1997) and ΓHI =
10−12 s−1 (e.g. Becker & Bolton 2013), we obtain a set of
curves of τeff,HeII(z) for varying nHeII/nHI, two of which
are shown in Fig. 3. For the chosen set of parameters,
nHeII/nHI = 60 and nHeII/nHI = 200 represent the extremes of
a hard quasar-dominated UV background and a soft galaxy-
dominated UV background (Haardt & Madau 2012), yielding
an envelope of τeff,HeII(z) in a highly photoionized optically
thin IGM. For a constant number density ratio (and thus a
fixed spectral shape of the UV background), the gradual in-
crease in τeff,HeII(z) is due to density evolution in the IGM. In
fact, observations at z < 2.7 and the lowest observed τeff,HeII
values at 2.7 < z < 3 are well fit by nHeII/nHI = 60–100, sim-
ilar to the smaller sample of 5 He II sightlines considered in
Worseck et al. (2011). This suggests that helium at z < 3 is
predominantly fully ionized. Strikingly, the highest redshifts
(3.3< z< 3.5), covered by our sample statistically for the first
time (4 sightlines), show small and robust He II effective opti-
cal depths (τeff,HeII ≃ 4) on 50% of the pathlength. The well-
matching extrapolation from lower redshifts suggests that at
least parts of these He II transmission patches at z > 3.3 are
highly ionized.
Density fluctuations in the IGM on the probed ∼ 10 Mpc
scales, as well as fluctuations in the UV background in
the aftermath of He II reionization will cause scatter around
our semianalytic model prediction for τeff,HeII(z). However,
the frequent occurrence of τeff,HeII > 3 at 2.7 < z < 3 and
the upturn of τeff,HeII(z) at z > 3 (frequent sensitivity lim-
its) would require spatial variations and redshift evolution
in the model parameters, e.g. nHeII/nHI. A flattening in
the temperature-density relation would lead to a decrease in
τeff,HeII , and a strong rise in τeff,HeII would require unrea-
sonably low and redshift-dependent IGM temperatures. De-
spite uncertainties in its normalization, the H I photoioniza-
tion rate is found to be almost constant over the probed red-
shift range (Bolton et al. 2005; Faucher-Gigue`re et al. 2008a;
Dall’Aglio et al. 2008; Becker & Bolton 2013) with only
small spatial fluctuations due to the large number of ioniz-
ing sources within a mean free path of H I Lyman continuum
photons (Meiksin & White 2004; Croft 2004; Prochaska et al.
2009; Pontzen 2014; Gontcho A Gontcho et al. 2014). Thus,
in a reionized IGM an increasing nHeII/nHI ratio corresponds
to a decreasing He II photoionization rate (Equation 7).
Making use of the primordial IGM abundances of hydrogen
and helium, we may write the He II fraction as
xHeII =
nHeII
nHe
=
4(1−Y)
Y
nHeII
nHI
xHI ≃ 12.15
nHeII
nHI
xHI. (9)
Similar to Equation 6, the H I fraction can be expressed as
xHI≃ 4.0× 10−6
(
T0
20,000K
)−0.724
∆1−0.724(γ−1)b
(
1+ z
4
)3
×(0.062(2− xHeII)+ 0.752)
(
ΓHI
10−12s−1
)−1
, (10)
with a weak dependence on the temperature-density relation,
the H I photoionization rate ΓHI ≃ const. (Becker & Bolton
2013), and the ionization state of helium (the above equa-
tion assumes xHeI ≃ 0). Integration of Equation 10 over all
densities with the overdensity probability distribution P(∆b)
(Bolton & Becker 2009) gives the mean H I fraction as a func-
tion of redshift. The weak implicit dependence on xHeII can
be neglected given the assumptions of Equation 10 with fixed
parameters (ΓHI = 10−12 s−1, T0 = 15,000 K, γ = 1.5).
At z ≃ 2.7 our measured τeff,HeII ≃ 2 implies nHeII/nHI ≃
100 in 8/10 sightlines (Fig. 3) at x¯HI ≃ 2.6× 10−6, corre-
sponding to x¯HeII ≃ 0.003 (Equation 9), confirming that he-
lium is highly ionized. At higher redshifts, however, the scat-
ter in τeff,HeII implies fluctuations in x¯HeII by a factor ∼ 4 if
we assume that our measurements on scales of ≃ 10 Mpc sta-
tistically sample all relevant densities. At z ≃ 2.8 the ioniza-
tion level is still quite homogeneous, but the Gunn-Peterson
troughs in HE 2347−4342 and SDSS J0936+2927 imply
x¯HeII ≃ 0.015 on ≃ 10% of the probed pathlength, suggesting
that we sample the tail end of the He II reionization process.
The lack of strong xHeII fluctuations at z . 2.7 suggests that
He II reionization ended at z ≃ 2.7, in agreement with previ-
ous results based on less than half of the data analyzed here
(Shull et al. 2010; Furlanetto & Dixon 2010; Worseck et al.
2011). At z ≃ 3.16 the low values τeff,HeII ≃ 3.3 still im-
ply He II fractions of x¯HeII ≃ 0.006 over 30% of the path-
length, while 65% of the covered pathlength is highly satu-
rated at τeff,HeII & 5.5, implying x¯HeII & 0.013. The spread
in the inferred He II fractions persists out to the highest red-
shifts statistically probed by our sample. The 5 statistically
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significant detections of He II transmission at z ≃ 3.4 imply
nHeII/nHI < 200 or equivalently x¯HeII < 0.01 over 50% of
the covered pathlength. However, the He II effective optical
depths for nHeII/nHI & 200 reach our sensitivity limits (Fig. 3),
leaving the He II fractions poorly constrained to x¯HeII & 0.01
for the other half of the sample at z≃ 3.4.
The strong variance in τeff,HeII with implied factor & 4 vari-
ations in the He II fraction suggests that He II reionization was
inhomogeneous and extended. The small scatter of τeff,HeII at
low redshifts confines the end of the process to z ≃ 2.7, al-
though we note that lower redshifts are currently probed just
by two quasar sightlines. On the other hand, the high fraction
of low τeff,HeII values at z ≃ 3.4 suggests that He II reioniza-
tion was well underway at these redshifts and must have be-
gun at z > 4. The low τeff,HeII values at z > 3 indicate substan-
tially ionized regions, expected for gradual He II reionization
(Furlanetto 2009), and our measurements yield the first sta-
tistical constraints on their frequency. If the four sightlines
at z ≃ 3.4 yield a representative sample of the density field
(which is likely given our averaging over ≈ 10 Mpc scales), a
low x¯HeII < 1% over half of the pathlength translates to a He II
photoionization rate ΓHeII ∼ 2×10−15 s−1, while for the other
half ΓHeII may be much lower. At z < 3, fluctuations in ΓHeII
are better constrained due to lower IGM densities and better
statistical sampling. The locus of low τeff,HeII ≃ 2 values at
2.66 < z < 2.80, i.e. the bulk of the IGM at these redshifts, is
consistent with ΓHeII ∼ 5× 10−15 s−1, whereas ∼ 10% of the
pathlength is exposed to a factor ∼ 4 lower ΓHeII.
Fluctuations in the He II photoionization rate are ex-
pected during and after He II reionization (Furlanetto
2009; Furlanetto & Dixon 2010; Davies & Furlanetto 2014;
McQuinn & Worseck 2014). However, downward fluctu-
ations by a factor of ∼ 4 on ∼ 10 Mpc scales are un-
likely to occur in a post-reionization IGM, indicating that
He II reionization is ongoing at z ≃ 2.8 (Furlanetto & Dixon
2010). Recent work tried to reproduce the evolution in the
the mean He II absorption at z < 3 with a steeply evolv-
ing ΓHeII (z) in a post-reionization IGM (Khaire & Srianand
2013; Davies & Furlanetto 2014; Puchwein et al. 2015), cor-
responding to a steeply evolving nHeII/nHI ratio in Fig. 3.
However, the steeply evolving mean free path to He II-
ionizing photons implied by these models becomes compa-
rable to the typical quasar separation at z > 3, leading to large
fluctuations in ΓHeII that likely make He II reionization un-
avoidable (Davies & Furlanetto 2014). Moreover, these mod-
els cannot predict the variance in the He II effective optical
depth, such that they cannot be straightforwardly compared
to our measurements. Essentially, homogeneous UV back-
ground models (e.g. Haardt & Madau 2012) cannot predict
the redshift evolution of the He II effective optical depth in
the presence of UV background fluctuations and during He II
reionization (see also Puchwein et al. 2015).
Finally, we can estimate the mean free path to He II-ionizing
photons from the well-constrained H I column density distri-
bution and nHeII/nHI (e.g. McQuinn & Worseck 2014). The
inferred fluctuations in nHeII/nHI translate to fluctuations in
the mean free path. At z ∼ 3.4 we infer a He II mean free
path of ∼ 50 comoving Mpc for 50% of the pathlength,
while it may be substantially shorter for the rest of the path-
length, which may signal ongoing He II reionization. On the
other hand, as the mean free path becomes comparable to the
mean separation between luminous (νBLB > 1011L⊙) quasars
at z > 3 (Furlanetto & Oh 2008a; Davies & Furlanetto 2014),
quasar clustering will result in spatial variations of the mean
free path if such sources dominate He II reionization. Further
insights require numerical simulations of He II reionization.
4.3.2. Comparison to Numerical Simulations of He II Reionization
We also compared our measurements to a numerical sim-
ulation of He II reionization. As in Worseck et al. (2011) we
calculated τeff,HeII(z) from 1000 skewers per snapshot from
the L3 run of McQuinn et al. (2009) in which He II reion-
ization completes at z ≃ 2.7. The thick curves in Fig. 3
show the median and 1σ deviation of τeff,HeII(z) obtained on
the same scale as our measurements ∆z = 0.04. With much
improved statistics at z ≃ 2.7, we confirm the turnover to
the optically thin post-reionization IGM at z ≃ 2.7 found in
Worseck et al. (2011). Model L3 is the only model considered
in McQuinn et al. (2009) that reproduces the observed τeff,HeII
at z≃ 2.7 with similar scatter. At higher redshifts the increase
in the median modeled τeff,HeII and its scatter are tracers of on-
going He II reionization. However, the model is inconsistent
with the data in several ways: (1) It does not reproduce the
large scatter seen in the data, most notably the dark trough
(τeff,HeII = 5.05+0.09−0.08) at z = 2.76 towards HE 2347−4342
that is inconsistent with the L3 model at ∼ 98% confidence
(Worseck et al. 2011); (2) It somewhat overpredicts the me-
dian τeff,HeII at 2.8 . z . 2.9 that is robustly measured in the
current data; (3) It fails to reproduce the frequent low effec-
tive optical depths at z > 3. The He II reionization model
predicts that ≃ 17% of the data at z = 3.14 should have
τeff,HeII < 4, but we observe almost twice as many of these
low effective optical depths (5/17 values at 3.06 < z < 3.26).
Similarly, at z ∼ 3.4 the model predicts a low fraction of
τeff,HeII < 5 patches (11%), but we observe a much larger
fraction (50%). To ease the discrepancy in the median ef-
fective optical depth, all τeff,HeII sensitivity limits would need
to correspond to highly opaque regions, yielding a bimodal
He II fraction consistent with the x¯HeII ≃ 0.4 predicted by the
model at z ≃ 3.4. While such a reionization scenario may
be plausible, the mismatch in the tail to low effective optical
depths remains. However, we note that the models presented
in McQuinn et al. (2009) were not tested for convergence of
τeff,HeII with simulation resolution, and higher resolution will
likely produce lower opacities in ionized regions.
Likewise, our observations are inconsistent with predic-
tions from numerical radiative transfer simulations of He II
reionization by Compostella et al. (2013), who predict a sim-
ilarly steep τeff,HeII (z) evolution as McQuinn et al. (2009),
with large fluctuations at z > 3 due to ongoing He II reion-
ization. None of their three models of a rapid He II reioniza-
tion between z = 4 and z = 2.7 matches our measured τeff,HeII
distribution. At z ≃ 3.2 and on the same scale ∆z = 0.04,
the observed frequency of low values τeff,HeII ≃ 3.3 is much
higher (30%) than predicted by their simulations (. 2%). The
large discrepancy in the occurrence of low effective optical
depths τeff,HeII ≃ 4 at z ≃ 3.4 (∼ 50% observed vs. . 15%
predicted) is inconsistent with the bulk of He II in the IGM
being ionized by z < 4 quasars unless they had significantly
different properties (e.g. characteristic halo mass, lifetime,
opening angle) than assumed by Compostella et al. (2013).
Recently, Compostella et al. (2014) showed that this tension
is alleviated for models in which He II reionization around
quasars starts at z = 5–6. Indeed, our refined measurements
at z ≃ 3.4 are in good agreement with the simulations by
Compostella et al. (2014) in the tail to low He II effective op-
tical depths. However, the Compostella et al. (2014) simula-
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tions fail to reproduce the tail to τeff,HeII > 4 at z≃ 2.8, likely
because He II reionization completes at z ≃ 3 in their mod-
els. Numerical resolution effects leading to overestimates of
τeff,HeII in low-density regions exacerbate the tension between
these models and the data at z ≃ 2.8. We reiterate that our
τeff,HeII measurements are not centered on specific features in
the sightlines, enabling a one-to-one comparison to the mod-
els.
Our observations call for refined models of a more ex-
tended He II reionization that achieve small He II fractions
xHeII < 0.01 throughout the IGM at z ≃ 3.4, while still leav-
ing a few ∼ 10 Mpc patches of incompletely ionized He II
(xHeII ≃ 0.015) at z ≃ 2.8. In particular, if He II reionization
was driven by quasars, it must have started at z > 4 to yield
substantial ionization levels at z ≃ 3.4 (McQuinn et al. 2009;
Compostella et al. 2014). Furthermore, the observed coher-
ence in He II absorption along the sightlines constrain scenar-
ios in which only small regions within each probed∼ 10 Mpc
patch are highly ionized. However, the coherence may arise
due to correlations in the density field, which we will explore
next with coeval H I Lyα forest spectra.
5. COMPARING HE II ABSORPTION WITH THE
COEVAL H I LYα FOREST
In the previous section we presented results based on
τeff,HeII statistics which suggest that He II reionization was in-
complete at z∼ 2.8 but that it was fully in progress by z = 3.5.
These conclusions rely, in part, on our expectation that the
distribution of τeff,HeII values correspond to typical regions of
the z ∼ 3 IGM. This assumption may be assessed through an
evaluation of and comparison with the coeval H I Lyα forest.
The coeval H I Lyα forest traces the underlying density field,
constraining to which degree the fluctuating He II absorption
can be explained by variations in density and ionization level,
respectively. Here we analyze the subset of 10 He II sight-
lines with available optical echelle spectroscopy of the H I
Lyα forest. We then compare the results with simple models
of completely reionized He II.
5.1. Qualitative Comparison of the Coeval He II and H I
Lyα Spectra
Figure 6 presents the coeval H I and He II Lyα absorption
spectra of the 6 He II-transparent sightlines from our Cycle 17
survey, highlighting the variance in He II absorption at simi-
lar redshifts (e.g. the 2.76 < z < 2.86 He II Gunn-Peterson
trough in SDSS J0936+2927 vs. the very patchy localized
absorption in SDSS J0924+4852 over the full covered red-
shift range 2.66 < z < 2.94). Some He II transmission re-
gions show substructure with corresponding H I lines, for ex-
ample toward SDSS J0924+4852 at z ≃ 2.86 and z ≃ 2.92.
A few regions have high H I and He II transmission, e.g. to-
ward SDSS J0924+4852 at z ≃ 2.71 and z ≃ 2.89. On av-
erage, however, H I and He II absorption do not appear well
correlated. While several instances of strong H I Lyα absorp-
tion with non-zero He II transmission might be explained by
the low resolution of the He II spectra, there are numerous
regions of weak H I absorption but strong He II absorption,
e.g. at 2.76 < z < 2.86 toward SDSS J0936+2927. Together,
these examples indicate a significant dispersion in the number
density ratio nHeII/nHI. They further suggest that the differ-
ent He II absorption patterns are primarily due to variations
in the ionization level as a sign of ongoing He II reionization
(Shull et al. 2010; Worseck et al. 2011). While we do not ex-
pect a one-to-one relation between the H I and He II fluxes
even for a constant nHeII/nHI due to thermal broadening, low
COS resolution and Poisson noise, the indication for an anti-
correlation of H I and He II absorption deserves further explo-
ration (see Section 5.3 below).
The Keck/HIRES spectra of SDSS J1711+6052 and
SDSS J2346−0016 extend this comparison to z≃ 3.4 (Fig. 7).
The sightline to SDSS J1711+6052 shows some low-level
He II transmission in H I transmission regions, although the
quality of the He II spectrum is poor. At 3.34 < z < 3.38
and 3.38< z < 3.42 we measure He II effective optical depths
τeff,HeII = 5.17+0.90+0.30−0.49−0.04 and τeff,HeII = 4.55
+0.44+0.07
−0.31−0.03, respec-
tively. Both measurements are rather unlikely to result from a
Poisson background fluctuation (P= 0.043 and 0.001, respec-
tively). This is in sharp contrast with the SDSS J2346−0016
sightline that remains highly saturated at all levels of H I ab-
sorption (formally negative flux over the same redshift ranges,
1σ sensitivity limit τeff,HeII > 5.6). The somewhat stronger H I
forest absorption toward SDSS J2346−0016 can only partly
account for the difference. Qualitatively, our limited sample
of two z > 3.3 sightlines with high-quality He II and H I spec-
tra indicates that the patchiness in He II absorption persists up
to z ≃ 3.4, albeit at a lower level of transmission due to the
higher density of the IGM.
5.2. H I Lyα Statistics along the He II Sightlines
With coeval H I Lyα spectroscopy for the majority of our
He II sightlines in hand, we may assess whether the IGM
probed by these quasars has properties consistent with those
derived in previous studies. Specifically, we measure the H I
Lyα effective optical depth τeff,HI = − ln〈FHI〉, with 〈FHI〉
the average H I transmission in a given redshift window,
and compare against measurements from much larger, sta-
tistical studies of the IGM. Before proceeding, we should
note that all He II sightlines are biased in at least one man-
ner: the quasars were chosen to have significant flux at rest
frame wavelength 304 A˚, demanding the absence of H I Ly-
man limit systems with column densities NHI & 1019 cm−2 at
zLLS > 0.33(1+ zem)− 1. Quasars with lower column den-
sity Lyman limit systems may sufficiently recover in the FUV
(e.g. Worseck & Prochaska 2011). As most statistical stud-
ies of the H I Lyα opacity exclude or correct for optically
thick absorbers (Kirkman et al. 2005; Faucher-Gigue`re et al.
2008b; Becker et al. 2013) that are naturally missing in our
sightlines, we do not expect a significant bias in the overall H I
Lyα absorption. However, we stress that models constructed
to compare against the He II sample should exclude/avoid gas
with large H I Lyman limit opacity along the sightline.
Figure 8 presents τeff,HI measurements in ∆z = 0.04 bins for
our 10 He II sightlines with echelle H I spectra. These are re-
stricted to the redshifts where He II Lyα analysis is performed
(e.g. avoiding geocoronal gaps and proximity zones, see Sec-
tion 4). The uncertainty in τeff,HI is dominated by system-
atic error from continuum placement, which we estimate to
be 3%, in agreement with published work on high-resolution
samples of similar quality (Kirkman et al. 2005; Kim et al.
2007; Faucher-Gigue`re et al. 2008b). Applying this contin-
uum correction increases τeff,HI by ≃ 0.03. Metal absorp-
tion might bias τeff,HI high by a few percent, but statistical
corrections (e.g. Faucher-Gigue`re et al. 2008b) are likely too
high due to the avoidance of low-redshift Lyman limit sys-
tems along our sightlines. For redshift bins with more than
three contributing sightlines we also show τeff,HI evaluations
based on their average H I transmission. Overplotted are
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Figure 6. Normalized coeval optical echelle H I (blue) and HST/COS UV He II (black) Lyα absorption spectra of the six He II sightlines from our Cycle 17
survey as a function of redshift. For display purposes the H I spectra have been rebinned to 7.8 km s−1 pixel−1 . Proximity zones of the background quasars
are not shown. The dashed lines mark the zero and the continuum level, respectively. The shaded region in the spectrum of SDSS J1101+1053 is impacted by
foreground absorption (Worseck et al. 2011).
fits to τeff,HI as measured in a sample of 6065 SDSS spectra
(Becker et al. 2013) and two samples of high-resolution spec-
tra (Faucher-Gigue`re et al. 2008b; Dall’Aglio et al. 2008).
We find that the He II sightline-averaged values of τeff,HI are in
very good agreement with previous IGM measurements. We
may confidently conclude that these He II sightlines provide
a small, but representative sampling of the z ∼ 3 Universe.
On the other hand, significant τeff,HI variations occur on the
∼ 10 Mpc scales probed by our measurements, as expected.
The symmetric scatter of τeff,HI around the fits suggests that
metal contamination does not contribute significantly to the
sightline-to-sightline variance.
5.3. The Coeval Effective Optical Depths of He II and H I
5.3.1. Measurement Technique
There have been many attempts to compare the co-
eval He II and H I absorption to estimate the num-
ber density ratio nHeII/nHI via the ratio of the respec-
tive optical depths (Shull et al. 2004, 2010; Syphers & Shull
2014; McQuinn & Worseck 2014) or column densities (e.g.
Reimers et al. 1997; Heap et al. 2000; Kriss et al. 2001;
Zheng et al. 2004b; Fechner et al. 2006). While the latter
analysis should be restricted to the post-reionization IGM at
z < 2.7 with well-resolved Lyα forests in both species such
that column densities can be measured, the former is af-
fected by the generally low He II data quality and remain-
ing percent-level continuum uncertainties in the H I data even
at exceptionally high S/N∼ 100 (McQuinn & Worseck 2014;
Syphers & Shull 2014). Physically, the affected spectral re-
gions at τHI ≃ 0.01 correspond to the most underdense regions
of the IGM (∆b ≃ 0.1; Equation 6) that give rise to much of
the He II opacity (e.g. Croft et al. 1997; McQuinn 2009). As
one needs to model τHeII (nHeII/nHI,τHI) with τHI resolved and
well-defined at every position along the sightline, a continuum
error of ≃ 2% causes a factor∼ 2 uncertainty in the nHeII/nHI
estimates from G140L data (McQuinn & Worseck 2014), and
ill-defined nHeII/nHI values in G130M data wherever τHI is
comparable to the continuum uncertainty (Syphers & Shull
2014).
With the spectra presented in Figures 6 and 7, we may ex-
amine the number density ratio of He II to H I at redshifts
z ≈ 2.5–3.5. However, limited S/N for the majority of the
COS data and H I continuum uncertainty precludes forward-
modeling of the resolved H I data to directly estimate the un-
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Figure 7. Normalized coeval optical echelle H I (blue) and HST/COS UV He II (black) Lyα absorption spectra of the two high-redshift He II sightlines toward
SDSS J1711+6052 and SDSS J2346−0016. For display purposes the H I spectra have been rebinned to 7.8 km s−1 pixel−1 . The He II spectra have been binned
to two pixels per resolution element (≃ 0.24 A˚ pixel−1) and individual Poisson errors are overplotted. The dashed lines mark the zero and the continuum level,
respectively. Toward SDSS J1711+6052 there is low-level He II transmission in some regions of high H I transmission, whereas the SDSS J2346−0016 sightline
is fully saturated in He II.
Figure 8. H I effective optical depths τeff,HI of the 10 He II-transparent
sightlines with coeval echelle H I spectra, measured in the same regular
∆z = 0.04 bins as the He II effective optical depths. All measured values
have been continuum-corrected, but not metal-corrected. Filled circles show
the combined τeff,HI with 1σ errors estimated from bootstrap analysis of the
contributing sightlines (≥ 4). The curves show τeff,HI (z) from recent stud-
ies based on larger samples (Faucher-Gigue`re et al. 2008b; Dall’Aglio et al.
2008; Becker et al. 2013).
derlying optical depth ratio in each COS pixel, as was done in
McQuinn & Worseck (2014). Instead, we consider effective
optical depths of H I and He II evaluated in fixed regular red-
shift bins ∆z. Selecting a value for ∆z represents a compro-
mise between maximizing the sensitivity to high H I optical
depths (i.e. high-density regions), minimizing the impact of
H I continuum error, minimizing the impact of photon count-
ing noise, and the (related) desire to minimize the frequency
of limits in the He II effective optical depths. In these respects,
the choice of ∆z is data driven, not science driven. After ex-
ploring a range of values, we identified ∆z = 0.01 as a good
compromise, corresponding to ≈ 2.5 Mpc at z = 3. We kept
the redshift bins fixed, and excluded contaminated/biased re-
gions (e.g. proximity zones, geocoronal emission, identified
low-z H I absorption).
The evaluation of the H I effective optical depth τeff,HI is
straightforward. Because we evaluate τeff,HI in redshift win-
dows that are much larger than the COS G140L line-spread
function, we perform the measurements without smoothing
the high-resolution spectra. On the chosen scale ∆z = 0.01
(≈ 250 pixels in the H I spectra) there are no examples of
complete H I absorption in our spectra and the highest τeff,HI
value recorded is 1.40. Similarly, we measure no lower limits
to τeff,HI in these windows. The uncertainty in τeff,HI is dom-
inated by systematic error due to H I continuum uncertainties
around the applied mean 3% correction and is only of impor-
tance in the few bins where τeff,HI ≪ 0.1. The uncertainty in
τeff,HeII is dominated by statistical Poisson error.
5.3.2. Observational Results
Figure 9 displays the measured effective optical depths,
grouped into three redshift intervals to account for IGM den-
sity evolution between z = 2.5 and 3.5. Our sample of coeval
H I and He II absorption mostly covers z ≃ 2.8 (7 sightlines),
whereas only two sightlines sample z ≃ 2.55 and z ∼ 3.3,
respectively. At low redshifts z ≃ 2.55 the effective optical
depths of both species are correlated, but their ratio does not
yield a direct estimate of nHeII/nHI since τeff 6= τ (Equation 5).
To better describe this correlation we computed the median
τeff,HeII and the 1σ deviation (16th and 84th percentile) of the
distribution about the median for ∆τeff,HI = 0.2 intervals with
sufficient data. Thus, the 1σ deviation plotted in Fig. 9 is not
the error on the median, but the variance of the process about
the median estimated from the data. As all low-z τeff,HeII val-
ues are well defined (no limits), the accuracy of these esti-
mates is limited by sample size, especially at high τeff,HI . We
find that the median τeff,HeII steadily increases. The scatter
among the values might decrease with τeff,HI , but the limited
sample size at high τeff,HI does not allow for definite conclu-
sions.
As shown in the middle panels of Fig. 9, this correlation
starts to disappear at higher redshifts. At z ≃ 2.8 there is a
locus of well determined τeff,HeII values that increase with in-
creasing τeff,HI , but > 11% of the data clearly separate from
this locus (either measured or sensitivity limit τeff,HeII > 4).
This fraction might be as high as 29% if all sensitivity limits
intrinsically have τeff,HeII > 4. The median τeff,HeII is still well
defined, as more than 50% of the values in each ∆τeff,HI = 0.2
bin are finite. However, the 1σ deviation is not, as the 84th
percentiles of the distributions include lower limits in four out
of five τeff,HI bins. We include the lower limits in the estima-
tion of the variance about the median, such that the variance
in these four τeff,HI bins is in fact a lower limit (denoted as
an arrow in Fig. 9). The scatter might decrease with increas-
ing τeff,HI , but He II saturation and the small sample size at
τeff,HI > 0.4 preclude firm conclusions. However, the disper-
sion in the data is definitely larger than at lower redshifts, in-
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Figure 9. He II effective optical depth as a function of the H I effective optical depth, measured in regular ∆z = 0.01 bins (≈ 2.5 Mpc at z = 3) in three broad
redshift intervals (gray; left:2.445 < z < 2.645, middle:2.695 < z < 2.895, right:3.095 < z < 3.495). For clarity of presentation, error bars have been omitted.
Filled circles indicate measurements with a finite upper 1σ confidence limit on τeff,HeII (P < 0.1587), whereas arrows show sensitivity limits (P = 0.1587)
determined if the upper confidence limit includes infinite τeff,HeII or if the flux is formally negative. Errors in τeff,HI are negligible for τeff,HI & 0.1. We also show
the median τeff,HeII in ∆τeff,HI = 0.2 intervals (open circles with horizontal bars), and the 1σ deviation in the covered subsample (vertical bars, shown as arrows if
the 84th percentile in the distribution contains sensitivity limits). Overplotted are results from mock data generated from our numerical simulations (see text) for
two representative constant number density ratios nHeII/nHI = 300 (upper panels) and nHeII/nHI = 100 (lower panels). The dotted lines show the median model
τeff,HeII as a function of τeff,HI in noise-free simulations degraded to our instrumental resolution. The solid lines show the median τeff,HeII for noisy mock data in
regular ∆τeff,HI = 0.2 intervals, whereas the dashed lines indicate the 1σ deviation in the distribution (16th and 84th percentile). The scale on the top indicates
the mean density contrast ¯∆b in a ∆z = 0.01 bin that yields the corresponding τeff,HI value on the lower axis, as determined from our cosmological simulation.
dicating a change in the IGM between z = 2.5 and z = 2.8.
In Section 4 we argued from the decreasing scatter in the
He II effective optical depth that He II reionization ended at
z ≃ 2.7 (see also Shull et al. 2010; Furlanetto & Dixon 2010;
Worseck et al. 2011). Here we show that the scatter in τeff,HeII
at z ≃ 2.8 is not driven by IGM density variations, as the rel-
ative frequency of high τeff,HeII values increases toward low
τeff,HI . Moreover, the scatter in the τeff,HeII distributions at
τeff,HI < 0.4 increases significantly from z ≃ 2.55 to z ≃ 2.8.
At z≃ 2.55 the scatter is small without any limit, but at z≃ 2.8
it is much larger and in fact a lower limit due to the frequent
high τeff,HeII values. This increasing scatter probably indicates
that He II reionization is ongoing.
At z > 3, limited sample size and depth of the He II spectra
do not allow for a density-dependent analysis on small scales.
The locus of regions with low He II opacity seems to have
disappeared between z≃ 2.8 and z≃ 3.3, and in the following
we shall quantify how much of that is driven by IGM density
evolution.
5.3.3. Realistic Mock Spectra from Cosmological Simulations
To further interpret these observations we created realis-
tic mock spectra from cosmological simulations of a fully
reionized IGM and a uniform number density ratio nHeII/nHI
(equivalent to a uniform radiation field with a constant ra-
tio of photoionization rates; Equation 7). We derived mod-
els for hydrogen in the IGM using a suite of cosmological
simulations. We used a 2× 5123 particle, 25 Mpc/h smooth
particle hydrodynamics simulation using the Gadget-3 code
(Springel 2005), run with the Faucher-Gigue`re et al. (2009)
UV background model and the full atomic chemistry for gas
of primordial composition. To speed up the calculation, gas
particles with 1000 times the cosmic mean density are effi-
ciently turned into collisionless stellar particles. This simula-
tion was initialized at z = 100 with second order Lagrangian
perturbation theory initial conditions for a flat ΛCDM cos-
mology with h = 0.7, Ωm = 0.27, Ωb = 0.046, σ8 = 0.8, and
ns = 0.96. Mock H I Lyα spectra were generated by randomly
tracing skewers across the simulation volume. These skewers
were renormalized so that the average transmission in 2000,
25/h comoving Mpc skewers matches the mean flux measure-
ment of Faucher-Gigue`re et al. (2008b). Spectra were gener-
ated from four snapshots sampling the redshift windows used
in the above analysis (z = 2.55, 2.75, 2.85, 3.30).
We then generated simulated He II Lyα absorption spectra
by assuming a constant number density ratio nHeII/nHI = 100.
The spectra include the effects of thermal broadening, induc-
ing a scatter of our estimator 4τHeII/τHI (Equation 5) around
the prescribed value of nHeII/nHI = 100. With the simulations
we confirm that thermal broadening marginally affects the es-
timated nHeII/nHI since the distribution is very peaked. The
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16th, 50th and 84th percentile of the distribution are 75, 97,
and 106, respectively. Other values of nHeII/nHI were mod-
eled by rescaling τHeII for simplicity (Equation 5), i.e. not
accounting for the different thermal broadening at different
ΓHeII. This is a reasonable approximation, since we are inter-
ested in the He II effective optical depth on a scale ∆z = 0.01
rather than the resolved τHeII. The He II spectra were con-
volved with the COS line spread function and rebinned to the
pixel size of our data. With the parameters from the observa-
tions (exposure time, continuum, background) we then simu-
lated Poisson-distributed counts, yielding realistic mock COS
He II spectra for each observed sightline. The corresponding
mock H I Lyα spectra have R = 40,000 and S/N= 20. The
specific value of the H I S/N is not very important considering
that our redshift bins contain ≈ 250 pixels each. Lastly, we
evaluated the coeval H I and He II effective optical depths in
redshift bins ∆z = 0.01 as for the data, using the same analysis
software.
The adopted scale ∆z = 0.01 implies a minimum length
scale over which we probe fluctuations in the UV radi-
ation field (≈ 2.5 proper Mpc at z = 3). Even after
the completion of He II reionization large-amplitude fluc-
tuations in nHeII/nHI may occur on smaller scales due
to the small space density of quasars (Fardal et al. 1998;
Bolton et al. 2006; Furlanetto 2009; Furlanetto & Dixon
2010; Davies & Furlanetto 2014) with varying quasar spec-
tral energy distributions (Telfer et al. 2002; Stevans et al.
2014; Tilton et al. 2016), in addition to radiative trans-
fer in the IGM (Kriss et al. 2001; Shull et al. 2004, 2010;
Zheng et al. 2004b; Bolton et al. 2006; Fechner & Reimers
2007; Syphers & Shull 2013; McQuinn & Worseck 2014).
Given the low spectral resolution and quality of our He II
spectra, we do not model the UV radiation field from discrete
quasars, but rather assume a homogeneous UV background
over ∆z= 0.01, which is somewhat larger than the length scale
of UV background fluctuations in the post-reionization IGM
(McQuinn & Worseck 2014).
5.3.4. Comparison to Models
The upper and lower panels of Fig. 9 show simulation re-
sults for two representative constant values of the nHeII/nHI
number density ratio of 100 and 300, corresponding to a hard
and a soft UV background in a highly ionized IGM, respec-
tively (Equation 7). For each of these, we created 100 mock
realizations of our dataset with redshift coverage of a given
simulation snapshot. To account for the small effect of red-
shift evolution between z = 2.7 and z = 2.9 where our ob-
served sample is largest, we merged the mock spectra from
the snapshots at z = 2.75 and z = 2.85.
As for the observed data, we computed the median τeff,HeII
and its scatter (16th and 84th percentile) in ∆τeff,HI = 0.2 in-
tervals. Due to the inclusion of sensitivity limits the mock
median He II effective optical depths (solid lines in Fig. 9) are
lower than the ones computed from noise-free spectra (dotted
lines), mostly at high τeff,HI and high nHeII/nHI. The mock
1σ scatter (dashed lines) flattens similarly, and turns into a
lower limit at high τeff,HI and high nHeII/nHI. At constant
nHeII/nHI, τeff,HeII increases with τeff,HI as expected, until sat-
uration in the He II spectra causes the relation to flatten, pre-
venting constraints on the underlying nHeII/nHI at large τeff,HI .
For nHeII/nHI = 100 the agreement between the median val-
ues of τeff,HeII in the simulations with and without noise shows
that our data are sensitive to nHeII/nHI ∼ 100 at all redshifts
at τeff,HI < 0.8. The top abscissa of Fig. 9 shows the mean
density contrast encountered along skewers with a specific
τeff,HI evaluated in ∆z = 0.01 redshift bins (bottom abscissa
of Fig. 9). Thus, our numerical simulations indicate that our
∆z = 0.01 redshift bins (≈ 2.5 Mpc at z = 3) retain some sen-
sitivity to the typical gas density, although a range of densities
will be encountered.
At z ≃ 2.55 the data are consistent with a slightly lower
value than our chosen nHeII/nHI = 100, as indicated by the
lower observed median τeff,HeII . Values of nHeII/nHI ≫ 100
are ruled out. Our results are in good agreement with
a refined analysis of the same data (HE 2347−4342 and
HS 1700+6416) to estimate nHeII/nHI for individual COS pix-
els via a different technique (forward-modeling of the He II
spectrum), but with necessarily larger systematic uncertain-
ties (McQuinn & Worseck 2014).
At higher redshifts z ≃ 2.8, the data are highly inconsis-
tent with a constant number density ratio nHeII/nHI. Mock
spectra with nHeII/nHI = 100 result in a tight relation be-
tween the effective optical depths, characterized by a small
scatter and sufficient sensitivity in high-density regions. At
a given τeff,HI the locus of low τeff,HeII values is well de-
scribed by nHeII/nHI ≈ 100, but & 10% of the τeff,HeII val-
ues are much higher than predicted by the model, indicating
a higher nHeII/nHI in a subset of the data. On the other hand,
nHeII/nHI = 300 does not fit the locus of low τeff,HeII values,
visible as a strong mismatch between the observed and the
simulated median τeff,HeII . The scatter in τeff,HeII at a given
τeff,HI estimated from the data is much larger than predicted
by any constant nHeII/nHI model, in particular for the well
sampled low-density regions in the IGM (τeff,HI < 0.4 corre-
sponding to ¯∆b < 1). Our simple modeling indicates that in
underdense regions the number density ratio nHeII/nHI varies
from ∼ 100 to > 300, giving rise to the patchwork of weak
and strong He II absorption at similar levels of H I absorption
(Fig. 6).
At z> 3 saturation in the He II spectra generally sets a lower
limit nHeII/nHI & 300 at all densities. Still, the two bins at
z = 3.36 and z = 3.39 toward SDSS J1711+6052 are consis-
tent with 100 < nHeII/nHI < 300 (Fig. 7). This shows that
there are isolated ionized patches at z ≃ 3.4, but constraints
on their abundance will require high-quality echelle data of
the remaining high-z He II sightlines.
It is evident from Fig. 9 that even in low-density regions
at z ≃ 2.8 the variance in τeff,HeII is difficult to estimate due
to limited sensitivity to high τeff,HeII values. Our technique
of adopting the limits as values allows to calculate a well-
defined quantity, but this nevertheless results in lower lim-
its on the true variance of the process. However, the median
τeff,HeII steadily increases with τeff,HI even for the small sub-
samples covering high-density regions (6–10 individual mea-
surements). Therefore, we also estimated the 1σ statistical
error on the median τeff,HeII in the defined ∆τeff,HI = 0.2 in-
tervals by bootstrapping the subsamples, noting that conver-
gence is rather poor due to the limited sample size, except
for τeff,HI < 0.4 at z ≃ 2.8 (40 and 50 measurements in the
two ∆τeff,HI = 0.2 intervals). We also computed – by virtue of
the large number of simulated skewers – converged bootstrap
errors on the median τeff,HeII in our mock spectra, consider-
ing the different subsample sizes in the ∆τeff,HI = 0.2 inter-
vals. A significantly larger bootstrap error on the mock me-
dian τeff,HeII than on the observed one indicates that the boot-
strap error in the observations has been underestimated due to
insufficient sample size.
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Figure 10. Similar to Fig. 9, but showing only the z ≃ 2.8 data and showing
the 1σ error on the median as estimated from a bootstrap instead of the 1σ
deviation in the subsample per ∆τHI = 0.2 interval. We consider two models
with constant number density ratios nHeII/nHI = 100 (blue) and 200 (green).
The boxes indicate the 1σ error of the median τeff,HeII (vertical line in the
box) in the mock spectra, accounting for He II data quality and size of the ob-
served subsample per ∆τHI = 0.2 interval. The dotted lines show the median
model τeff,HeII as a function of τeff,HI in noise-free simulations degraded to
our instrumental resolution.
In Figure 10 we compare our z ≃ 2.8 sample to two mod-
els with constant nHeII/nHI = 100 and 200, respectively. The
model with nHeII/nHI = 300 has been omitted, as it poorly
describes the data (Fig. 9). We see clear evidence that the ob-
served median τeff,HeII has a shallower dependence on τeff,HI
than predicted by the models. At the lowest densities ¯∆b . 0.6
nHeII/nHI ≈ 200 is required, but with large nHeII/nHI varia-
tions to reproduce the variance in the observations. In the
next interval 0.2 ≤ τeff,HI < 0.4, corresponding to mildly un-
derdense regions 0.6 . ¯∆b . 1.0, the median τeff,HeII is be-
tween the two considered models, neither of which can ex-
plain the large variance in the observed sample (Fig. 9). We
conclude that the number density ratio nHeII/nHI needs to vary
to explain the data, but around a lower value than in the most
underdense regions.
The trend of a lower nHeII/nHI required to match the ob-
served median τeff,HeII continues to higher τeff,HI , although
the two bins at τeff,HI > 0.6 are affected by He II saturation
and small sample size. Overall, the flatter relation between
the observed and simulated effective optical depths toward 7
sightlines argues for an anticorrelation of nHeII/nHI and over-
density at z ≃ 2.8, confirming earlier indications from a sin-
gle He II sightline (Shull et al. 2004), the FUSE data of which
were likely affected by systematic errors (Fechner & Reimers
2007; McQuinn & Worseck 2014). Since for an almost fully
reionized IGM a lower nHeII/nHI corresponds to a higher
He II photoionization rate (Equation 7), an anticorrelation of
nHeII/nHI and overdensity implies a higher He II photoioniza-
tion rate in overdense regions which may be more strongly
correlated with locations of quasars than the underdense IGM
(Shull et al. 2004; Bolton et al. 2006). Alternatively, the high
τeff,HeII values at low τeff,HI might indicate regions that are
not yet in photoionization equilibrium, since it takes longer to
reach the equilibrium He II fraction in underdense regions.
Statistics on the individual measurements provide addi-
tional evidence for this anticorrelation between nHeII/nHI and
overdensity. First, the fraction of lower limits decreases from
27.5% at τeff,HI ≃ 0.1 to 17.4% at the still well-sampled
τeff,HI ≃ 0.5, contrary to the expected higher fraction of lower
limits at high τeff,HI in any model with a constant nHeII/nHI.
Second, the fraction of very high He II effective optical depths
τeff,HeII > 4 (measurements or limits) drops from ≃ 14% at
τeff,HI < 0.4 to≃ 5% at higher τeff,HI , contrary to the expected
steep evolution in τeff,HeII with τeff,HI if nHeII/nHI were con-
stant. Moreover, we verified that the anticorrelation is not due
to a few peculiar sightlines in our sample.
In summary, our data indicate that the two main assump-
tions of the above numerical modeling – a fully reionized
IGM in photoionization equilibrium with a uniform UV ra-
diation field – do not hold at z ≃ 2.8. The mismatch be-
tween the data and the models indicates that while helium is
mostly reionized by z ≃ 2.8 (i.e. the locus of IGM patches
consistent with nHeII/nHI ≃ 100 corresponding to x¯HeII ≃
0.003 at mean density), there may be significant fluctua-
tions in the He II photoionization rate (Figs. 9 and 10, Equa-
tion 7 with ΓHI ≃ const.), at least in underdense regions
where we can probe such large variations. The large vari-
ations in nHeII/nHI would directly correspond to variations
in the He II fraction by a factor ∼ 4 (Equation 9). Thus,
we may observe the end phase of He II reionization in the
underdense regions of the IGM (large τeff,HeII variations),
whereas the higher-density regions were already ionized ear-
lier (small τeff,HeII variations). After the end of He II reioniza-
tion, the He II photoionization rate may vary due to the rarity
of quasars (Fardal et al. 1998; Bolton et al. 2006; Furlanetto
2009; Furlanetto & Dixon 2010; Davies & Furlanetto 2014),
but intersected quasar proximity zones will rarely produce up-
ward fluctuations by a factor > 2 (Furlanetto & Dixon 2010;
McQuinn & Worseck 2014). While our current observations
at z ≃ 2.55 favor the presence of such a quasi-homogeneous
UV radiation field, large downward fluctuations of the UV ra-
diation field may occur in 10–20% of all ≃ 2.8 Mpc patches
of the underdense IGM at z ≃ 2.8, in order to explain the
large number of lower limits that we observe at τeff,HI < 0.4
( ¯∆b < 1). At face value, this might suggest an ‘inside-out’
evolution to He II reionization, in which underdense regions
far from the sources (quasars) are reionized last.
Similarly, if these low-density regions are not yet in pho-
toionization equilibrium at z ≃ 2.8, one concludes that He II
reionization is ongoing. Furlanetto & Dixon (2010) used
Monte Carlo simulations to argue for the presence of in-
completely ionized IGM patches far from ionizing sources
to explain the large variance in τeff,HeII at z ∼ 2.8 seen
in the handful of previously analyzed sightlines, but their
calculations did not include the density field or a realistic
source distribution. While current numerical simulations nat-
urally produce a strong evolution in nHeII/nHI during He II
reionization (McQuinn et al. 2009; Meiksin & Tittley 2012;
Compostella et al. 2013, 2014), the emergence of saturated
He II absorption in underdense regions – the clearest obser-
vational signature for incomplete He II reionization – has re-
ceived little attention thus far.
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6. SUMMARY AND CONCLUSIONS
We have presented the first results from a systematic survey
to probe the timing and morphology of He II reionization in
the IGM, dubbed the Helium Reionization Survey (HERS).
The core of its first public data release5 is a sample of 17 ho-
mogeneously reduced high-quality HST far-UV quasar spec-
tra probing intergalactic He II Lyα absorption at 2.3< z< 3.5,
collected in various programs before HST Cycle 20. For a
subset of 10 He II sightlines we have analyzed complemen-
tary Keck/HIRES and VLT/UVES spectra of the coeval H I
Lyα forest. Our results and their implications can be summa-
rized as follows:
1. The He II effective optical depth increases with redshift
between z = 2.3 (τeff,HeII ≃ 1) and z = 3.4 (τeff,HeII &
4.5), but with significant sightline-to-sightline variance
at z > 2.7 (Fig. 3). On the adopted scale ∆z = 0.04
(≃ 10 proper Mpc at z = 3) many sightlines reveal sur-
prisingly low He II absorption (τeff,HeII ≃ 3–4) out to
z = 3.5. We have carefully recalibrated the COS back-
ground including a correction for scattered light, and a
battery of tests has been conducted to ensure its robust-
ness that is critical to our analysis (Appendix B).
2. Over the full covered redshift range the locus of low
τeff,HeII values is in very good agreement with a semi-
analytic model of a fully reionized IGM (Fig. 3). Much
of the very gradual redshift evolution is consistent with
density evolution in a predominantly fully ionized IGM
with a mean He II fraction x¯HeII ≃ 0.003 in highly ion-
ized regions. The diminishing variance in τeff,HeII at z≃
2.7 supports the end of He II reionization at that epoch.
However, the variance in τeff,HeII on ≃ 10 Mpc scales
at 2.8 . z < 3.5 implies that the He II fraction (He II
photoionization rate) is a factor ∼ 4 higher (lower) for
10–20% of the probed pathlength, indicating that our
observations probe the tail end of He II reionization.
Likewise, current numerical radiative transfer simula-
tions of rapid quasar-driven He II reionization fail to
reproduce the observed τeff,HeII distribution either at
z≃ 3.4 (McQuinn et al. 2009; Compostella et al. 2013)
or at z ≃ 2.8 (Compostella et al. 2014), pointing to a
very extended epoch of He II reionization. Our ob-
servations probe the last 600 Myr of He II reioniza-
tion (2.7 < z < 3.5) that must have begun at z > 4 to
result in the observed τeff,HeII distribution at z ≃ 3.4
(Compostella et al. 2014).
3. By measuring the coeval H I and He II effective opti-
cal depths on small scales (∆z = 0.01 corresponding to
≃ 2.5 Mpc at z = 3) and by comparing them to real-
istic mock spectra from a hydrodynamical simulation
of the optically thin post-reionization IGM, we disen-
tangle fluctuations in the He II fraction from those in
the density field (Figs. 9 & 10). At z ≃ 2.5 the effec-
tive optical depths of both species are highly correlated,
as expected for an optically thin IGM with a quasi-
homogeneous UV radiation field (McQuinn & Worseck
2014). At z≃ 2.8 τeff,HeII strongly varies at τeff,HI < 0.4
corresponding to underdense regions in the IGM. This
may be explained by a He II photoionization rate that
is anticorrelated with density, perhaps indicating that
He II reionization proceeded in an inside-out fashion
around sources embedded in overdense regions. Al-
ternatively, these underdensities might be not yet be in
photoionization equilibrium due to recent reionization.
At face value, the mild redshift evolution of the He II ab-
sorption demands that He II reionization proceeded very grad-
ually between z≃ 3.4 and z≃ 2.7, and that the bulk of the in-
tergalactic helium was ionized at z > 4. It remains to be tested
what sources could have powered such an early reionization.
In current models of quasar-driven He II reionization
(McQuinn et al. 2009; Compostella et al. 2013, 2014) a
rapidly evolving quasar luminosity density translates into
a steeply evolving He II absorption that fails to repro-
duce our data at z = 2.8 and/or z = 3.4. Our observa-
tions call for refined numerical models that achieve a slowly
evolving He II fraction, with x¯HeII < 0.01 in ∼ 50% (∼
90%) of the z ≃ 3.4 (z ≃ 2.8) IGM. Similarly, the high-
est He II effective optical depths at z ≃ 2.8 are inconsistent
with early He II reionization by numerous faint quasars at
z > 4 (Madau & Haardt 2015), unless the post-reionization
UV background is strongly fluctuating on large scales
(Furlanetto & Dixon 2010; McQuinn & Worseck 2014). We
note that much of the difference in current model predic-
tions for the timing of He II reionization is due to the
uncertain faint end of the z & 4 quasar luminosity func-
tion (Glikman et al. 2011; Masters et al. 2012; McGreer et al.
2013; Giallongo et al. 2015) that leads to a factor ∼ 6 spread
in the quasar ionizing emissivity for a fixed spectral energy
distribution (Madau & Haardt 2015). Since faint (M1450 >
−24) quasars can be verified with current instruments even at
z ∼ 6 (Kashikawa et al. 2015; Kim et al. 2015), a systematic
survey for faint z > 4 quasars may test early helium reioniza-
tion scenarios.
An explanation of the slowly evolving He II effective
optical depth may require additional, more exotic sources
of hard photons at high redshift, such as Bremsstrahlung
from gas shock heated by cosmic structure formation
(Miniati et al. 2004) or X-ray emission from stellar binaries
(Power et al. 2009) or black holes in high-redshift galaxies
(Ricotti & Ostriker 2004). Likewise, current theoretical mod-
els do not readily produce a density-dependent He II photoion-
ization rate in a predominantly ionized IGM.
In the present study we have challenged current reioniza-
tion scenarios with two sensitive tests: (1) the frequency of
regions with low He II opacity, and (2) the fraction of un-
derdense regions with significant He II opacity. With refined
models and a legacy sample of z > 3 He II sightlines collected
with HST/COS in its remaining lifetime, we may be able to
resolve the physics of He II reionization.
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APPENDIX
A. NOTES ON INDIVIDUAL OBJECTS
A.1. Extreme UV Continua
In the covered wavelength range the quasar continua are
well described by power-laws. However, the slopes given
in Table 1 do not represent the intrinsic quasar contin-
uum slopes due to unknown intervening H I Lyman contin-
uum absorption in the near UV (Møller & Jakobsen 1990;
Worseck & Prochaska 2011). H I Lyman continuum absorp-
tion occurring in the covered spectral range has been ac-
counted for by searching for strong Lyman series transitions
redward of He II Lyα in the quasar rest frame. In particular,
we searched for Lyman series transitions of absorbers whose
Lyman limit breaks might fall into the He II absorption region,
thereby leading to a potential overestimate of the continuum
and the He II effective optical depth. Our improved reduction
revealed a previously unnoticed partial Lyman limit system
toward SDSS J1101+1053 (z = 0.3177, NHI ∼ 1016.5 cm−2;
see Table 1) that results in a modest decrease in the inferred
He II effective optical depths compared to the initial analysis
presented in Worseck et al. (2011). Other spectra show sim-
ilar partial Lyman limit systems at lower redshifts, such that
their Lyman limit breaks occur outside the covered spectral
range. From our analysis we estimate that we can robustly
detect NHI & 1016.5 cm−2 absorbers in S/N= 4 COS spectra
if their Lyman limit occurs redward of He II Lyα . For lower-
redshift absorbers the sensitivity depends on the particular Ly-
man series coverage, line blending, and the presence of He II
transmission regions that provide upper limits to the column
density. For an unambiguous detection of strong He II ab-
sorption it is essential to ‘clear’ the available spectral range
for low-redshift H I Lyman continuum absorption, which re-
stricts a detailed scientific analysis to S/N& 4 COS spectra.
This search is particularly important for the high-redshift
sightlines with complete coverage of the He II Lyα absorp-
tion. Toward SDSS J1711+6052 we find a strong system at
z = 0.4370 detected in Lyα and Lyβ , whose Lyman contin-
uum potentially blacks out residual He II flux at z < 3.31. Un-
fortunately, its column density is not well constrained due to
the lack of higher-order Lyman series transitions covered in
the quasar continuum, but the strength of Lyα and Lyβ sug-
gest that the absorber is optically thick. Therefore, we have
not considered the impacted redshift range for our measure-
ments of the He II absorption. Toward HS 0911+4809 we
detect an absorber at z = 0.3028 in Lyα and Lyβ , the col-
umn density of which is constrained to NHI < 1016.8 cm−2 by
a He II flux spike at 1160 A˚. Due to the uncertainty in the
actual column density we have not included its Lyman con-
tinuum absorption in the continuum fit (Fig. 2), hence He II
effective optical depths at z < 2.91 may have been overesti-
mated by δτeff < 0.4.
Four of the quasars shown in Figs. 1 and 2 show at least
tentative evidence for extreme UV emission lines, visible
as local continuum departures that are not due to H I Ly-
man continuum breaks. These features agree well with ex-
treme UV transitions of neon and nitrogen in various ioniza-
tion states that have been detected at longer rest frame wave-
lengths (Shull et al. 2012; Stevans et al. 2014; Tilton et al.
2016). SDSS J0936+2927 shows prominent He II Lyα emis-
sion, occurring just outside the spectral region contaminated
by geocoronal H I Lyα and N I λ 1200 A˚ emission in the COS
spectrum. The observed weakness of extreme UV emission
lines may be a challenge for quasar accretion disk models
(e.g. Syphers et al. 2012). However, we note that the line
fluxes are inevitably reduced due to intervening H I Lyman
continuum absorption, making low-equivalent width features
less discernable from a smooth continuum in low-S/N spec-
tra. Detailed constraints on quasar accretion disk models will
likely require a full reconstruction of the intrinsic quasar spec-
tral energy distribution with high-quality near UV and optical
spectra.
A.2. Quasars with Strong Lyman Limit Systems Redward of
He II Lyα
Two UV-bright targets from our Cycle 17 He II absorption
survey reveal strong intervening low-z H I Lyman limit sys-
tems, rendering these targets unusable for He II absorption
studies. Figure 11 presents their COS spectra. The spec-
trum of CSO 0806 is truncated by a strong Lyman limit sys-
tem at z = 0.4119, for which we infer a lower limit on the
column density of NHI > 1018.14 cm−2 from parametric boot-
straps including the background uncertainty. However, the
high Lyman series transitions of the system indicate that its
column density cannot be much larger than this limit (NHI ∼
1018.5 cm−2 for Doppler parameters b ≃ 30 km s−1). Its Ly-
man continuum was used for our assessment of scattered light
in the COS instrument (Appendix B.3).
The sightline to CTS 0216 has a strong Lyman limit system
at z = 0.2925 with a column density NHI = 1017.76 cm−2 that
is well determined from the residual flux below the Lyman
limit break. The inset of Fig. 11 shows that there are fewer
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Figure 11. Extinction-corrected Nyquist-sampled HST/COS G140L spectra (black) and corresponding 1σ error arrays (red) of the two quasars from our Cycle 17
survey unsuitable for He II absorption studies due to strong intervening H I Lyman limit systems. The green dashed lines mark the zero level, while the vertical bars
indicate He II Lyα in the quasar rest frame. Geocoronal emission (Earth symbols) has been reduced or eliminated with shadow data where possible (CSO 0806).
The blue lines show power-law continuum fits including the Lyman limit systems, whose Lyman series lines have been convolved with the COS line spread
function. The cyan shaded regions show the 1σ error of the continuum fits (power law + Lyman limit break). The flux of CTS 0216 recovers blueward of a
strong partial Lyman limit system. The excess flux near the break is likely due to geocoronal N Iλ1200A˚ emission. We see indications for a proximity zone
and intergalactic He II absorption (inset), but the low S/N precludes a detailed analysis. In comparison to the majority of the analyzed quasars, CTS 0216 shows
strong neon emission in several transitions and ionization levels.
counts detected blueward of He II Lyα than redward of it, in-
dicating the presence of intergalactic He II absorption. How-
ever, with this low remaining continuum flux, CTS 0216 is too
faint for He II Lyα absorption studies with HST. The contin-
uum redward of the Lyman limit break is not well described
by a simple power law, but might instead show broad emis-
sion features of neon, similar to 5 of the 17 analyzed He II-
transmitting quasars (Figs. 1 and 2).
B. COS BACKGROUND COMPONENTS
B.1. Detector Dark Current
The COS FUV detector is a two-segment windowless
photon-counting device, each composed of an opaque CsI
photocathode on a stack of 3 microchannel plates (MCPs)
and a cross-delay line anode (McPhate et al. 2000). The
MCP stack acts as a bundle of photomultipliers yielding spa-
tial and/or spectral information at a total gain of ∼ 107 sec-
ondary electrons per photoelectron. The anode measures the
location and the total charge (pulse height) of the electron
shower, and onboard electronics digitize the signal in position
(16,384× 1,024 pixels) and pulse height amplitude (PHA;
0≤ PHA ≤ 31). The PHA value non-linearly depends on the
number of secondary electrons and does not indicate the pho-
ton energy. The pulse height distribution depends on the local
count rate, such that photon events occurring in the COS aper-
ture tend to have a different pulse height distribution than dark
current events12. However, as these distributions still overlap
with each other and depend on time in several ways, it is nec-
essary to subtract the appropriate COS dark current.
Due to its windowless design the detector is subject to
12 The 3-layer Z-stack MCPs developed for high-gain applications typi-
cally have distinct PHA distributions for the signal and the dark current when
operated in the limit of space charge saturation, in which the electrostatic re-
pulsion of secondary electrons limit the total gain (e.g. Siegmund et al. 1988).
Space charge saturation results in a quasi-Gaussian peak in the signal PHA
distribution, adjustable via the applied MCP voltage. On the ground, radioac-
tive decay within the MCP glass and cosmic rays typically result in a nega-
tive exponential dark PHA distribution, as expected for background events
uniformly created throughout the MCP stack (Siegmund et al. 1988, 1989).
the ambient conditions at HST’s altitude (e.g. thermosphere,
South Atlantic Anomaly). Thermospheric charged particles
not repelled by the grid wires above the detector contribute to
the detector dark current, in addition to cosmic rays and the ra-
dioactive inventory of the instrument (e.g. Green et al. 2012).
Furthermore, secondary electrons may ionize neutral thermo-
spheric gas atoms within the MCP channels, which then hit
the MCP channel walls, releasing unwanted secondary elec-
trons that may be recorded as a secondary low-gain pulse (so-
called ion feedback).
At a given MCP voltage, the detector dark current varies
on several timescales, most of which originate in the solar cy-
cle. First, the cosmic ray flux is anticorrelated with the solar
cycle due to interaction with the Sun’s magnetic field (e.g.
Parker 1965). Second, on much shorter timescales the cos-
mic ray flux is modulated by the Earth’s magnetic field tra-
versed by HST on its orbit. Third, the Earth’s thermospheric
density correlates with solar activity (e.g. Qian & Solomon
2012), leading to a higher dark current due to ion feedback in
the windowless COS FUV MCPs. Fourth, at higher average
thermospheric temperature, ions might pass the ion repeller
grid (voltage +15 V) and interact with the photocathode. In
combination, these effects naturally result in a complex time-
dependent behavior of the COS detector in orbit.
Analysis of the dark current is exacerbated by the degrad-
ing detector sensitivity (the so-called gain sag, Sahnow et al.
2011). The secondary electron emission coefficient of an
MCP decreases with time due to elemental migration in the
MCP glass caused by electron bombardment, i.e. cumulative
exposure at a given detector location. Over time the electron
shower generated by an incident photon decreases in ampli-
tude, and the recorded PHA distribution shifts to lower val-
ues, resulting in sensitivity loss once the gain drops below
the rejection threshold of the COS electronics. COS science
exposures always illuminate the same MCP region (the so-
called lifetime position). Initially, gain sag is most promi-
nent at detector locations where geocoronal Lyα emission is
recorded in the various grating and detector offset positions
(Sahnow et al. 2011). Continuous exposure, particularly on
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bright targets, eventually results in gain sag across the entire
spectral range, such that the spectra need to be moved to a
pristine location (Sahnow et al. 2012).
At COS lifetime position 1, CALCOS systematically over-
estimates the actual dark current in the COS aperture by up
to 20%, as the offset dark current estimation windows had
not experienced gain sag. This subtle time-dependent ef-
fect was first noted in dark current monitoring exposures
by Syphers et al. (2012). The trend may reverse at subse-
quent lifetime positions where initial science exposures are
taken at a pristine detector location, but the dark current esti-
mation windows may include the gain-sagged previous life-
time positions. Evidently, an accurate dark subtraction of
COS data requires an estimate of the dark current in the
gain-sagged COS science aperture via ancillary data from the
COS dark monitoring programs. However, the overall small
dark current (2.5–6× 10−6 counts s−1 pixel−1 from 2009 to
2011 varying with solar activity) and infrequent dark mon-
itoring preclude a straightforward estimate with unbinned
dark frames. Syphers & Shull (2013) created a coadded and
smoothed master dark frame and scaled it to the dark cur-
rent measured in their science data. Still, to fully match the
science observations, the dark calibration exposures must not
only match the gain sag, but also the ambient conditions.
To better characterize these effects we obtained all obser-
vations taken in the COS dark current monitoring programs
(HST Programs 11895, 12423, 12716) between October 2009
and November 2011, spanning the COS observations dis-
cussed in this paper. During that time, COS spectra were col-
lected at the first lifetime position and the detector segment A
voltage was kept constant, enabling a monitoring of gain sag
and the ambient conditions. Figure 12 presents the PHA dis-
tributions of COS darks obtained in two 3-month intervals in
2009 and 2011. Each dark ‘visit’ consists of five 1330 s expo-
sures usually taken within a time span of several hours during
Earth occultation periods, with more frequent monitoring im-
mediately after installation of COS in 2009. The PHA distri-
butions are for two spatial windows outside the COS aperture
across the length of detector segment A, and excluding grid
wire shadows and other obvious detector blemishes. Despite
reflecting the initial state of the detector, the PHA distribu-
tions differ significantly between 2009 and 2011, and also
within the considered 3-month intervals. In general, varia-
tions between visits are due to the varying cosmic ray flux in
HST’s orbit, whereas the overall increase in the COS dark cur-
rent between 2009 and 2011 is due to increasing solar activity
(e.g. Sahnow et al. 2012). Specifically, the relative increase
of low-gain pulses is likely due to ion feedback in the MCPs
operating at higher thermospheric density, while the peak at
PHA= 11 is likely caused by space charge saturation of the
dark current.
For illustration, Fig. 12 also shows the PHA distributions of
HE 2347−4342 and SDSS J1711+6052 that were observed in
the chosen time periods. Their object flux dominates over
the dark current, resulting in a distinctive peak due to space
charge saturation in the MCP channels. With time this peak
shifted to lower PHA values due to gain sag at COS lifetime
position 1. Space charge saturation in MCPs is the basis for
any pulse height screening to lower the dark current in post-
processing, i.e. by excluding the tails of the pulse height dis-
tribution that are thought to contain negligible photon signal.
CALCOS employs rigid PHA thresholds across the detector
that have been adjusted multiple times to account for gain sag
Figure 12. COS detector segment A pulse height distributions from dark
and science exposures. The thin unbinned lines show the PHA distributions
of dark monitoring visits (exposure time 6650 s each), obtained in two 3-
month intervals in 2009 (blue) and 2011 (red). These distributions have been
measured in unilluminated regions outside the COS aperture, i.e. they are
not affected by gain sag. The thick binned lines show representative pulse
height distributions from two science targets observed contemporarily to the
dark exposures. Wavelength ranges have been chosen to show the peaked
PHA profile, i.e. the number of counts has not been scaled to the darks. The
offset in the science PHA distributions indicates gain sag in the science aper-
ture. The dashed line marks the CALCOS default lower pulse height rejection
threshold PHA< 2 at lifetime position 1.
and the changing ambient conditions. While these cuts re-
duce the dark current by 20–25%, they cannot account for the
strong local gain sag caused by geocoronal emission lines that
is unnecessarily spread on the detector due to the four detec-
tor offset positions. To prevent a loss of object flux near geo-
coronal Lyα (1155 A˚. λ .1246 A˚ for coadded G140L spec-
tra in the 1105A˚ setup) we chose to refrain from CALCOS
pulse height screening. Any local pulse height optimization
requires a careful analysis of the detector state and the ambi-
ent conditions, which is barely possible with the sparse COS
calibration data.
We used 3-month stacks of dark monitoring data to inves-
tigate the spatial distribution of the dark current at different
pulse heights. Detector Segment A is much less affected by
cosmetics than Segment B, but up to now only the most ob-
vious features at very low and very high pulse heights have
been documented (McPhate et al. 2010). We find that inter-
mediate pulse heights 5 <PHA< 17 show inhomogeneities
across detector Segment A that slowly increased in strength
between 2009 and 2011, likely due to increasing solar ac-
tivity. The trend continued in subsequent years13, but apart
from Syphers et al. (2012) there have been surprisingly lit-
tle efforts to characterize and calibrate these spatial variations
that are crucial for science near the sensitivity limit of COS
( fλ . 10−17 erg cm−2 s−1 A˚−1). Our investigations suggest
that the pulse height distribution is the most sensitive indi-
cator of the variable spatial structure of the dark current and
the general ambient conditions (Fig. 12). Thus, we obtained
an improved estimate of the dark current in post-processing
by matching the pulse height distributions of dark and science
exposures in the unilluminated detector area, restricting that
comparison to contemporary dark exposures to account for
gain sag.
Specifically, for our science observations at COS lifetime
position 1 we chose two unilluminated regions below and
13 See the dark monitoring animations at
http://www.stsci.edu/hst/cos/cos monitors/fuv dark.
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above the trace (geometrically corrected spatial coordinates
399.5 < y < 459.5 and 527.5 < y < 587.5 for Segment A,
458.5 < y < 518.5 and 590.5 < y < 650.5 for Segment B)
avoiding the zones impacted by scattered geocoronal Lyα
emission and detector blemishes, and compared the cumula-
tive pulse height distributions of the science and dark frames.
In order to minimize differential gain sag we considered only
darks obtained within a 3-month time window around the date
of the science observation. This ensured a sufficient sampling
of the ambient conditions in periods of infrequent dark mon-
itoring, while still yielding a sufficiently accurate estimate of
the dark current in the COS science aperture (gain sag in-
creases on a timescale of several months). We stacked only
those dark exposures whose cumulative pulse height distri-
butions in the calibration windows were sufficiently similar
to the one in the science exposure (maximum absolute dif-
ference D < 0.05). The threshold D < 0.05 was chosen to
get the best possible match of the ambient conditions with
sparsely sampled dark calibrations. To limit Poisson noise the
threshold was increased until at least three matching dark ex-
posures had been identified. Then the dark current in the COS
science aperture was extracted and smoothed with a 500 pixel
running average, again avoiding grid wire shadows. The 500
pixel smoothing scale was chosen to limit Poisson noise while
still tracking real dark current variations across the detector.
Finally, this modeled ‘master dark’ was scaled to the science
exposure using the ratio between the total counts in the dark
calibration windows. The model dark current was estimated
for each science exposure and coadded while coadding ex-
posures. Focal plane offsets were accounted for via cross-
correlation with the grid wires. Statistical errors of the scaling
factors and Poisson count errors in the smoothed darks were
propagated, yielding an estimate of the uncertainty in our final
dark current model for every science spectrum.
As the above dark current modeling procedure relies on
post-processing of independently obtained data, we per-
formed extensive validation tests to check its accuracy.
Specifically, we considered all dark exposures taken in a 3-
month interval, and treated random subsets of these as sci-
ence data while the remaining darks served as the calibration
datasets. The test exposures were coadded like the science
data using the same parameters and including focal plane off-
sets to match their fixed-pattern noise properties and pixel
exposure times. Two 3-month intervals, each with a realis-
tic science exposure time, sampled the slowly increasing so-
lar activity during HST Cycle 17. Unfortunately, the infre-
quent dark monitoring during phases of high solar activity in
Cycles 18 and 19 precluded validation tests tailored to the
highest-redshift sightlines that were observed for more than
20 ks (Table 1). For the two chosen time intervals and ex-
posure times we created 100 test spectra, and measured the
relative deviation between the measured dark counts and the
model dark counts in the ∆z = 0.04 windows considered for
our τeff,HeII measurements.
The results of our validation tests are summarized in
Fig. 13. Apart from a ∼ 15% underestimation in the first bin
at z = 2.68 due to the nearby detector edge (subsequently cor-
rected in the science observations), the average model dark
current is consistent with the observed dark current. The ab-
solute mean relative difference in the remaining redshift bins
is < 1%, indicating that the global systematic error of our dark
estimation procedure is negligible. The scatter in the mean
relative difference in our ∆z = 0.04 bins provides an upper
limit to small-scale systematics (likely caused by fixed-pattern
noise and flatfield effects) of . 3%. The scatter between indi-
vidual measurements per redshift bin is dominated by Poisson
fluctuations of the measured dark counts around the mean im-
plied by the model. We tested this by computing the Poisson
probability
P
(
≥ N j |Bdark, j
)
= 1−
N j−1
∑
k=0
Bkdark, je
−Bdark, j
k! (B1)
of detecting at least N j dark counts in redshift bin j given
the model with mean Bdark, j, and comparing that number to
the actual fraction of measurements fulfilling this condition.
The result of this exercise is shown in the middle panels of
Fig. 13. The mild deviations from the identity line indicate
mild deviations from pure Poisson statistics due to detector
effects (fixed-pattern noise and uncorrected flatfield) or im-
perfections in the dark current model (smoothing and scal-
ing required, possibly poor match to ambient conditions). For
our adopted reduction parameters the number of strong back-
ground undersubtractions indicating a spurious statistically
significant signal (P(≥ N j|Bdark, j) < 0.01 highlighted in red
in the left panels) is very similar to the one expected from
Poisson fluctuations around the modeled mean dark. This also
holds for the high-probability tail for significant oversubtrac-
tions of the dark current. We conclude that the COS detector
counts are reasonably described by a Poisson distribution, en-
abling statistical significance tests for our He II effective opti-
cal depth measurements.
Finally, we also performed parametric bootstraps to check
the overall accuracy of each dark current model as a func-
tion of redshift. For each of the 100 validation datasets with
85 ∆z = 0.04 bins and a slowly varying mean Bdark, j per bin
j we drew 105 Poisson samples {M1, · · · ,M85}. For these
105 mock datasets {M1, · · · ,M85} we computed the respective
likelihood of the model
L(Bdark|M) =
85
∏
j=1
BM jdark, je
−Bdark, j
M j!
(B2)
to sample the expected likelihood distribution. We then
computed the actual likelihood of the validation dataset
L(Bdark|N) and evaluated its consistency with the likeli-
hood distribution by computing its two-sided probability to
L(Bdark|M). The right panels of Fig. 13 shows the resulting
histogram of probabilities for the considered 100 validation
datasets. While the high probabilities indicate a reasonable
agreement between the model and the data, the tail toward
low probabilities is due to the realizations with the strongest
individual outliers highlighted in the left panels. Shifting the
dark current model by a few percent results in a much stronger
low-probability tail, indicating that the test is sensitive and
that the modeled dark current is accurate to a few percent, in
agreement with the propagated statistical error.
B.2. The UV (extra-)Galactic Sky Background
A commonly overlooked source of open-shutter back-
ground in HST/COS observations is the diffuse UV ‘sky’
background that is due to dust-scattered Galactic UV starlight,
H II two-photon emission, and a small extragalactic com-
ponent (e.g. Seon et al. 2011; Hamden et al. 2013; Murthy
2014a). In addition, emission lines from warm-hot Galac-
tic halo gas (e.g. Martin & Bowyer 1990; Korpela et al. 2006;
Welsh et al. 2007) and H2 Lyman-Werner fluorescence lines
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Figure 13. Validation tests of our dark current subtraction procedure treating subsets of darks as data. Left: Relative deviation between the measured dark counts
N j and the model dark counts Bdark, j in ∆z = 0.04 bins for 100 realizations (dashes), considering two representative exposure times of our dataset and matching
our setup (∆z = 0.04 bins corresponding to 150 native G140L pixels, detector Segment A, two focal plane offset positions). The black binned line shows the
average of the 100 realizations, while the red line marks zero deviation. Red (blue) filled circles show the most significant positive (negative) deviations for which
the Poisson probability P
(
≥ N j |Bdark, j
)
to detect at least N j dark counts given the mean dark current Bdark, j is < 0.01 (> 0.99), indicating a spurious signal
(unphysical negative signal). Middle: Cumulative fraction of the computed Poisson probabilities per ∆z = 0.04 bin (thick black lines) and its 1σ statistical error
(thin black lines) arising from the limited number of realizations. The red solid and dashed lines mark identity and P(≥ N j |Bdark, j) = 0.01, respectively. Right:
Histograms of the probability that the model dark current globally matches the measured dark counts, estimated for every realization by parametric bootstraps.
(e.g. Martin et al. 1990; Korpela et al. 2006) have been de-
tected. The rich H2 fluorescence spectrum (e.g. Sternberg
1989) will appear as quasi-continuous emission in COS
G140L spectra (R ≃ 160 for extended sources), while the
G130M grating may preserve some spectral structure.
Murthy (2014a) tabulated the sky background in the
GALEX FUV and NUV bands at a resolution of 2′. We
extracted all individual visit FUV tiles centered around our
targets within a radius of 2′, and estimated the FUV sky
background for each target by calculating the exposure-time-
weighted mean FUV flux14 to minimize the impact of pho-
ton noise in shallow GALEX observations. We then con-
verted these fluxes to sky background counts in the COS aper-
ture (Bsky) via the target exposure times and COS sensitiv-
ity curves, assuming fλ = const. in agreement with spec-
troscopic observations at high Galactic latitude (Seon et al.
2011). Assuming this background spectrum we account
for the diffuse UV emission and (approximately) the quasi-
continuous H2 fluorescence, as the GALEX FUV filter in-
cludes the H2 Lyman band fluorescence. A more accurate
sky subtraction would require either extensive COS blank-
sky calibrations near every target or STIS slit spectra (al-
most infeasible for our targets due to low instrument sensitiv-
ity). The fluxes that we subtracted from the COS spectra are
small (4–11×10−19 erg cm−2 s−1 A˚−1) but non-negligible, as
they would set a floor to the He II effective optical depth
of τeff,HeII ∼ 5 for our faint targets with continuum fluxes
14 It is customary in this field to express fluxes in pho-
tons cm−2 s−1 A˚−1 sr−1. At the effective wavelength of the
GALEX FUV filter (λeff = 1539 A˚) 1 photon cm−2 s−1 A˚−1 sr−1=
3.03×10−22 erg cm−2 s−1 A˚−1 arcsec−2 .
fλ ≃ 10−16 erg cm−2 s−1 A˚−1.
We accounted for a random flux error of 10% in our
total error budget, somewhat larger than the percent-level
variations between individual GALEX visits that are due
to Poisson noise and possible structure below the 2′ tiling
scale (Murthy 2014a). There may be systematic errors due
to imperfectly blocked geocoronal emission in the GALEX
FUV filter. Murthy (2014b) separated this contamination
into a time-varying component with minimum at local mid-
night and a sun-angle-dependent local-midnight background
with an offset of ∼ 1.6× 10−19 erg cm−2 s−1 A˚−1 arcsec−2
that could still include some residual geocoronal emis-
sion. Indeed, the minimum background of ∼ 0.9 ×
10−19 erg cm−2 s−1 A˚−1 arcsec−2 measured by Seon et al.
(2011) in spectra that excluded geocoronal emission sug-
gests some residual geocoronal contamination in the Murthy
(2014a) sky background values. However, our HST/COS
measurements of scattered geocoronal emission (Section B.3)
indicate that the Murthy (2014a) values are not strongly over-
estimated.
B.3. COS Aperture Sky Acceptance and Scattered
Geocoronal Lyα Emission
In the COS FUV channel the grating performs the diffrac-
tion, aberration correction (HST’s spherical aberration and
aberration internal to COS) and focusing of the incoming
light, making it the most sensitive UV spectrograph ever
flown on HST (Green et al. 2012). As a consequence, the
COS entrance aperture is out of focus, such that the sky ac-
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ceptance region does not have a sharp edge15. This has im-
portant ramifications for the determination of low-level flux
in COS spectra, as intense geocoronal emission causes signif-
icant contamination even far away from the line center due to
the small but non-zero COS aperture transmission. The shape
and width of the geocoronal line profile is governed by the
COS aperture transmission, with minor modifications due to
the COS line-spread function.
Green et al. (2012) used dispersed-light acquisitions to de-
termine the COS aperture transmission in the dispersion direc-
tion out to radii ±3′′ from the aperture center, corresponding
to ±10.5 A˚ for the COS G140L grating. While their trans-
mission profile approximately matches the shape of geocoro-
nal Lyα emission in our G140L spectra, the observed Lyα
profiles are more extended (at least to ±15 A˚, maybe fur-
ther if Lyα is particularly strong). We obtained > 700 FUV
ACQ/PEAKD peak-up sequences taken until October 2014
from the HST archive, and constructed the transmission pro-
file of the COS Primary Science Aperture by normalizing in-
dividual sequences at zero offset, followed by averaging in-
dividual measurements at each offset. To obtain meaningful
results at offsets> 2′′ from the aperture center only the 300 se-
quences with more than 5000 counts at zero offset were con-
sidered. Similarly to Green et al. (2012) we measure an aper-
ture transmission < 2% at offsets > 2′′, but we see tentative
evidence for non-zero transmission at the maximum covered
offset of ±4′′ (−4′′: mean 0.0012± 0.0003, median 0.0009;
+4′′: mean 0.0004± 0.0003, median zero), corresponding to
±14 A˚ around geocoronal Lyα in a G140L spectrum. The
large contrast (1–4×105) between the geocoronal Lyα peak
flux and the residual flux in highly saturated He II absorption
regions requires further characterization of the COS aperture
sky acceptance at even larger off-axis angles. For our ob-
servations we replaced the spectral range around geocoronal
Lyα with shadow data to limit the impact of the profile wings
caused by the out-of-focus aperture, and flagged the region
with remaining geocoronal contamination.
The extended wings of the COS line-spread function also
contribute to the wings of the observed geocoronal Lyα pro-
file. Kriss (2011) modeled the COS G130M and G160M
line-spread functions including mid-frequency wavefront er-
rors and scattering due to micro-roughness on the HST pri-
mary mirror. The published COS G140L line-spread func-
tion only includes the former effect (Ghavamian et al. 2009).
Scattered light from the gratings is below the maximum spec-
ified level, but only upper limits were obtained in ground tests
(Osterman et al. 2002), and grating scatter was never quanti-
fied on orbit.
Our long exposures reaching fluxes fλ ∼
10−18 erg cm−2 s−1 A˚−1 combined with our accurate
dark subtraction enabled an on-orbit determination of the
G140L grating scatter by testing for residual geocoronal
Lyα emission in regions of likely negligible COS aperture
transmission. Specifically, we considered three targets with
intrinsically low flux near geocoronal Lyα after dark and
sky subtraction, either due to strong He II Lyα or H I Lyman
continuum absorption. We measured the mean flux in two
wavelength windows unaffected by geocoronal O I and N I
(1150–1180A˚ and 1249–1289A˚, corresponding to offsets
of ∼ 15′′ from the COS aperture center for geocoronal
15 The commonly quoted nominal diameter of 2.5′′ approximately ac-
counts for the increasing vignetting with off-axis angle (Green et al. 2012).
Table 3
Systematic Flux Variations near Geocoronal Lyα
Object f1165a f1269b Note
SDSS J1319+5202 1.11+0.27−0.27 0.73
+0.14
−0.13 visit 1, sun alt. > 60◦
SDSS J1319+5202 0.13+0.10−0.09 0.11
+0.06
−0.06 visit 1, sun alt. < 0
◦
SDSS J1319+5202 < 0.36 0.47+0.23−0.23 visit 2, sun alt. > 30◦
SDSS J1319+5202 < 0.13 < 0.08 visit 2, sun alt. <−40◦
SDSS J1711+6052 0.77+0.14−0.15 0.68
+0.09
−0.08 visit 1, sun alt. > 80◦
SDSS J1711+6052 < 0.30 < 0.17 visit 1, sun alt. < 0◦
SDSS J1711+6052 1.56+0.33−0.30 0.89
+0.15
−0.15 visit 2, sun alt. > 80
◦
SDSS J1711+6052 < 0.14 0.14+0.09−0.08 visit 2, sun alt. < 0◦
CSO 0806 < 0.16 0.35+0.12−0.11 sun alt. > 0◦
CSO 0806 < 0.12 < 0.06 sun alt. < 0◦
a Mean 1150–1180 A˚ flux density in 10−17 erg s−1 cm−2 A˚−1 with 1σ
statistical error or 1σ upper limit.
b Mean 1249–1289 A˚ flux density in 10−17 erg s−1 cm−2 A˚−1 with 1σ
statistical error or 1σ upper limit.
Table 4
Archival Datasets for COS G140L Scattered Light Calibration
Dataset Prog. RA (J2000) DEC (J2000) [ f Galλ ]a Notec
lb8710060 11860 21h51m27.s14 +28◦45′16.′′7 25.36b A
lbn6e4060 12414 21h51m43.s31 +28◦49′30.′′6 26.65b A
lbw3e4060 12775 21h51m45.s10 +28◦51′23.′′7 26.89b A
lc1va8010 12870 15h44m53.s61 +25◦53′48.′′8 10.70b A
lc6201010 13108 07h48m33.s73 −67◦45′07.′′9 37.63 B
lc6202010 13108 07h48m33.s73 −67◦45′07.′′9 37.63 B
lb1s02010 11742 13h04m11.s99 +29◦53′48.′′8 4.40 C
lbj8b1010 12249 17h11m34.s41 +60◦52′40.′′3 9.51 D
lbj8b2010 12249 17h11m34.s41 +60◦52′40.′′3 9.51 D
lbj8d1010 12249 13h19m14.s20 +52◦02′00.′′1 6.00 D
lbj8d2010 12249 13h19m14.s20 +52◦02′00.′′1 6.00 D
a GALEX diffuse Galactic FUV emission in the COS aperture in
10−19 erg s−1 cm−2 A˚−1 (Murthy 2014a).
b Pointing not covered by GALEX. Average Murthy (2014a) measurements
within r < 20–30′ of the pointing instead of r < 2′.
c A: Deliberate airglow observation. B: Blank sky observed due to acquisition
failure. C: Optically thick Lyman limit system. D: Strong He II absorption
contaminated by sky emission and scattered light (i.e. assume τeff,HeII = ∞).
Lyα), restricting each dataset in sun altitude (i.e. geocoronal
Lyα flux). Our measurements listed in Table 3 revealed
systematically higher fluxes during orbital day, and also
statistically significant variations between separate visits of
the same target. This strongly suggested the presence of
geocoronal Lyα emission in the low-flux regions, as Lyα
contributes ∼ 90% of the incoming photons in a typical
observation of a faint target. These photons are unlikely to
have been transmitted through the out-of-focus COS aperture
due to their large offset angle, but are more likely to originate
from the G140L grating.
Because this so far unquantified systematic effect would
clearly affect our measurements, we embarked on a closer in-
vestigation using archival HST/COS G140L spectra of faint
targets covering geocoronal Lyα in the 1105 A˚ setup. We
used the few G140L blank sky observations taken as part of
the COS calibrations or if a science target had been too bright
to observe16, and added two sufficiently deep observations
that had blank acquisition exposures (target too faint to ac-
quire). The quasars from Table 3 were added to this sparse
16 http://www.stsci.edu/hst/cos/calibration/airglow.html
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Figure 14. Residual counts above the background as a function of geocoronal Lyα peak counts in 5 indicated wavelength ranges without clearly noticable
geocoronal contamination for the time-split G140L dataset in Table 4. Open symbols mark dark-subtracted data (not used), whereas filled symbols show the data
after dark and sky subtraction (Appendix B.2) with Poisson error bars (1σ , 68.26% confidence). Black (blue) filled circles mark data from sky and Lyman limit
system observations (He II trough observations). Solid lines show our best-fit model (Equation B3 fitted to the filled symbols), whereas the dashed lines show the
projected 1σ error estimated from 1000 parametric bootstraps. The upper right panel shows the likelihood distribution estimated from 106 parametric bootstraps.
The two-sided p-value of the maximum likelihood of the actual data is 0.195, indicating that our empirical model reasonably describes the data.
dataset assuming τeff,HeII = ∞ for the two He II sightlines.
Multi-orbit observations of our final calibration dataset (Ta-
ble 4) were split into two or three exposures according to sun
altitude to sample a sufficient range in the accumulated geo-
coronal Lyα flux while still reaching sufficient depth. The
calibration data were reduced with the same routines as our
science data. Our coaddition routine tracked the total geo-
coronal Lyα peak counts present during the uneven exposure
at every wavelength. We then selected five wavelength ranges
with vanishing source flux and without clearly noticable geo-
coronal emission, and measured the residual counts above
the background for the maximum number of homogeneously
exposed pixels. The average residual counts per considered
pixel gave an estimate of the scattered light.
Figure 14 shows the measured residual counts per pixel as
a function of the total geocoronal Lyα peak counts for the
five considered wavelength ranges. Despite significant scat-
ter due to limited depth and small sample size there is a clear
relation between the residual counts and the Lyα counts that
varies with proximity to Lyα . This points to the presence
of residual geocoronal Lyα photons that dominate the total
geocoronal flux at all times. The two high-z He II sightlines
(SDSS J1319+5202 and SDSS J1711+6052, blue symbols
in Fig. 14) show a similar behavior as the blank sky obser-
vations, indicating that their He II absorption regions are af-
fected by scattered light. Fitting the data with linear functions
in every wavelength range, we obtain positive intercepts if we
only subtract dark current (open circles in Fig. 14), whereas
the intercepts are consistent with zero once we subtract the
sky background (Appendix B.2, filled circles in Fig. 14).
Thus, our measurements confirm the existence of a sky back-
ground at an amplitude consistent with the GALEX measure-
ments by Murthy (2014a).
We fitted the dark- and sky-subtracted residuals with an em-
pirical model that is linear in Lyα counts CLyα and Gaussian
in wavelength λ ,
BLyα
(
CLyα ,λ
)
= aCLyα e
−
(λ−λ0)
2
2b2 , (B3)
with the scattered-light amplitude a, the central wavelength
of the Gaussian λ0 and its standard deviation b as free pa-
rameters. The Poisson likelihood for the counts (Equation 1)
was maximized for a = 1.7348× 10−5, λ0 = 1254.6 A˚ and
b = 100.9 A˚. Statistical errors on the fit parameters were es-
timated by a parametric bootstrap, refitting Poisson deviates
of the total model counts (i.e. all three background compo-
nents BLyα + Bdark + Bsky including a typical 2% statistical
error in Bdark + Bsky) and the Lyα counts. The 1000 boot-
strap parameter samples {a,λ0,b} provided an estimate of
the uncertainty of the scattered-light correction applied to the
He II dataset, yielding a relative error of ≃ 6% at 1200 A˚<
λ <1380 A˚ that increases to ≃ 20% at 1100 A˚. A larger set
of 106 parametric bootstrap samples was used to evaluate the
goodness of fit via the likelihood distribution, shown in the
top-right panel of Fig. 14. The maximum likelihood of our
fit L
(
a,λ0,b|BLyα ,CLyα ,λ
)
lies within the likelihood distri-
bution (two-sided p-value 0.195), indicating negligible vari-
ance in the data in addition to the assumed Poisson count er-
rors and the typical background subtraction error. There are
likely remaining systematic uncertainties due to the assumed
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simple model for the total residual Lyα flux that is actually a
combination of flux transmitted through the COS aperture and
scattered light from the grating. Future more sophisticated
modeling will require better knowledge of the COS aperture
transmission at large offsets from the center and a large set of
deep blank sky calibrations.
B.4. The Total COS Background in Science Spectra
The total background B = Bdark + Bsky + BLyα accumu-
lated in a science exposure was estimated and coadded while
coadding the spectra. In this way we accounted for the chang-
ing background conditions, i.e. cosmic ray intensity, scattered
airglow, solar activity and gain sag (for the two separate visits
of SDSS J1711+6052). To model the scattered light (Equa-
tion B3) we measured the geocoronal Lyα peak counts CLyα
in every exposure taken with the G140L grating in the 1105 A˚
setup. For the targets observed in the 1230 A˚ and 1280 A˚ se-
tups we had to proceed differently, as geocoronal Lyα falls
in the gap between the two detector segments. For these
exposures we either estimated the geocoronal Lyα counts
with portions of 1105 A˚ exposures of the same visit match-
ing HST’s orbit (SDSS J1253+6817 and SDSS J2346−0016),
used these exposures only in the quasar continuum where
scattered light is insignificant (HS 0911+4809), or carefully
compared the day and night portions of the spectra to assess
the contamination (HE 2347−4342 and HS 1700+6416). For
HE 2347−4342 scattered light was insignificant, whereas for
HS 1700+6416 we considered only nighttime data in the He II
absorption region due to significant earthshine at low limb an-
gles during orbital day. Background uncertainties were esti-
mated and propagated during coadding. In the final coadded
spectra the relative statistical error of the dark current ranges
between 1 and 2.5% depending on the number of dark moni-
toring exposures matching the ambient conditions during the
science observations (Appendix B.1). For the small sky back-
ground we assumed a relative error of 10% (Appendix B.2),
whereas the relative error of our scattered-light correction is
6–20% depending on wavelength (Appendix B.3).
Figure 15 shows three representative examples of our final
post-processed background estimates and their components as
a function of wavelength. The total background is dominated
by the dark current that mildly varies with wavelength in the
25 pixel science aperture, and also as a function of time (dur-
ing each visit and between visits). The sharp drops in the
background are caused by different pixel exposure times that
are either due to grid wires, our restriction to nighttime data
around geocoronal lines, or limited spectral coverage at the
shortest wavelengths. The bottom panel of Fig. 15 shows the
dark current rates of the respective spectra. The dark rates of
SDSS J0924+4852 (January 2010) and SDSS J0818+4908
(October 2010) are directly comparable, as both were ob-
served in the same focal plane offset positions for the same
amount of time. The differences in the dark rates are manifes-
tations of gain sag and changes in solar activity. Gain sag is
most prominent at 1300 A˚. λ .1600 A˚ where the dark rate
steadily decreased with time. Longer wavelengths were less
affected by gain sag due to the lower G140L sensitivity, but
eventually, exposures on bright standard stars and partial over-
lap with the G130M and G160M traces caused gain sag along
the entire trace. Nevertheless, the dark rate increased with
time at λ & 1700 A˚, likely due to increasing solar activity.
Our dark smoothing scale of 500 native pixels (40 A˚ for the
G140L) was chosen to capture these variations.
Figure 15. Upper three panels: Background components of three represen-
tative COS G140L He II spectra as a function of wavelength, labeled with
observation date and exposure time. We show the total background accu-
mulated in the 25 pixel extraction aperture in the respective exposure time
(black), decomposed into dark current (blue), scattered geocoronal Lyα emis-
sion (red), and sky background (green). The respective 1σ errors are shown
in gray. Local decreases in the background components are due to different
pixel exposure times (differences in spectral coverage and grid wires at the
four detector offset positions, restriction to nighttime data around geocoronal
lines). Bottom panel: Dark current rate in the COS aperture for these obser-
vations (see labels) and the respective 1σ error (gray), illustrating the effects
of gain sag and changing environmental conditions.
The modeled scattered light directly depends on the in-
tensity of geocoronal Lyα emission that mostly depends
on the particular orbit configuration, but also on solar
activity. For instance, although SDSS J0818+4908 and
SDSS J0924+4852 were observed for the same amount of
time, their modeled scattered light background varies by
a factor ≃ 2.5, mostly due to the different daytime frac-
tions of their orbits (71.5% for SDSS J0818+4908, 51% for
SDSS J0924+4852) and the maximum solar altitude. To pre-
serve the sensitivity to high He II effective optical depths it
was crucial to subtract the scattered light instead of just min-
imizing it with nighttime data. In turn, we recommend faint
HST/COS targets be observed in orbits with maximum night-
time fraction.
The uncertainty on the total background was estimated by
propagating the errors of the background components. In the
wavelength range covering the He II Lyα absorption the rel-
ative background error varies between 2 and 8% depending
on the particular observation. It is dominated either by the
uncertainty in the modeled dark current, or the uncertainty in
the modeled scattered light if the target was observed mainly
during orbital day. As detailed in Section 4.1 we incorporated
the background uncertainty as a systematic error to our He II
effective optical depth measurements.
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C. MEASURED HE II EFFECTIVE OPTICAL
DEPTHS
Table 5
Measured He II effective optical depths
Quasar z τeff,HeII stat. 1σ error sys. error
HS 1700+6416 2.32 1.52 +0.60−0.40
+0.00
−0.00
2.44 1.43 +0.22−0.21
+0.01
−0.00
2.48 1.20 +0.21−0.18
+0.00
−0.00
2.52 1.23 +0.21−0.18
+0.00
−0.00
2.56 1.79 +0.16−0.17
+0.02
−0.00
2.60 1.78 +0.08−0.09
+0.00
−0.00
2.64 1.33 +0.04−0.04
+0.00
−0.00
HS 1024+1849 2.68 1.83 +0.26−0.23
+0.00
−0.00
2.72 2.49 +0.26−0.20
+0.00
−0.00
2.76 2.78 +0.23−0.19
+0.00
−0.00
Q 1602+576 2.68 1.67 +0.14−0.13 +0.00−0.00
2.72 1.95 +0.10−0.10
+0.00
−0.00
2.76 1.52 +0.06−0.06
+0.00
−0.00
2.80 2.53 +0.11−0.11
+0.00
−0.00
HE 2347−4342 2.32 1.08 +0.14−0.13
+0.00
−0.00
2.44 1.51 +0.10−0.10
+0.00
−0.00
2.48 1.21 +0.09−0.09
+0.00
−0.00
2.52 1.32 +0.09−0.10
+0.00
−0.00
2.56 1.60 +0.07−0.07
+0.00
−0.00
2.60 1.25 +0.03−0.04
+0.00
−0.00
2.64 1.48 +0.03−0.02
+0.00
−0.00
2.68 1.88 +0.02−0.03
+0.00
−0.00
2.72 1.80 +0.02−0.02
+0.00
−0.00
2.76 5.05 +0.07−0.09
+0.02
−0.00
2.80 1.93 +0.01−0.01
+0.00
−0.00
2.84 3.42 +0.01−0.03
+0.01
−0.00
PC 0058+0215 2.68 1.95 +0.37−0.31
+0.01
−0.00
2.72 1.87 +0.22−0.15
+0.00
−0.01
2.76 2.53 +0.22−0.21
+0.03
−0.00
2.80 1.96 +0.13−0.13
+0.01
−0.00
SDSS J0936+2927 2.68 2.12 +0.37−0.32
+0.04
−0.00
2.72 1.37 +0.16−0.11
+0.00
−0.01
2.76 1.80 +0.12−0.15
+0.03
−0.00
2.80 4.48 +∞−0.00
+0.00
−0.00
SDSS J0818+4908 2.68 1.48 +0.29−0.25
+0.02
−0.00
2.72 1.96 +0.23−0.20
+0.02
−0.00
2.76 2.31 +0.24−0.19
+0.01
−0.01
2.80 2.13 +0.19−0.15
+0.00
−0.01
2.84 1.94 +0.14−0.13
+0.01
−0.00
2.88 2.51 +0.21−0.18
+0.02
−0.00
HS 1157+3143 2.80 2.54 +0.30−0.20
+0.00
−0.00
2.84 2.34 +0.14−0.13
+0.00
−0.00
2.88 3.42 +0.47−0.26
+0.00
−0.00
2.92 2.10 +0.13−0.10
+0.00
−0.00
SDSS J0924+4852 2.68 3.03 +0.42−0.32
+0.00
−0.00
2.72 1.89 +0.10−0.08
+0.00
−0.00
2.76 1.58 +0.06−0.06
+0.00
−0.00
2.80 2.37 +0.09−0.08
+0.00
−0.00
2.84 2.63 +0.10−0.09
+0.00
−0.00
2.88 1.92 +0.06−0.06
+0.00
−0.00
2.92 2.50 +0.09−0.09
+0.00
−0.00
SDSS J1101+1053 2.68 3.39 +∞−0.00
+0.00
−0.00
2.72 2.54 +0.32−0.27
+0.03
−0.00
2.76 3.94 +1.06−0.58
+0.37
−0.00
2.80 2.98 +0.35−0.26
+0.00
−0.00
2.88 3.89 +1.05−0.57
+0.26
−0.00
2.92 2.27 +0.24−0.21
+0.00
−0.00
SDSS J1237+0126 2.68 1.82 +0.24−0.21
+0.01
−0.00
Table 5 — Continued
Quasar z τeff,HeII stat. 1σ error sys. error
2.72 1.94 +0.18−0.12
+0.00
−0.02
2.76 2.25 +0.14−0.15
+0.01
−0.00
2.80 3.78 +0.61−0.37
+0.00
−0.00
2.84 2.33 +0.13−0.13
+0.00
−0.00
2.88 3.09 +0.25−0.21
+0.00
−0.00
3.08 3.04 +0.21−0.19
+0.00
−0.00
Q 0302−003 2.80 2.07 +0.18−0.15 +0.00−0.00
2.84 2.06 +0.12−0.11
+0.00
−0.00
2.88 4.69 +1.25−0.74
+0.00
−0.00
2.92 4.17 +0.72−0.44
+0.00
−0.00
3.08 5.11 +1.22−0.63
+0.00
−0.00
3.12 5.38 +1.32−0.73
+0.00
−0.00
3.16 5.51 +∞−0.00
+0.00
−0.00
HS 0911+4809 2.72 2.14 +0.24−0.15
+0.00
−0.02
2.76 2.89 +0.22−0.23
+0.04
−0.00
2.80 2.03 +0.13−0.10
+0.00
−0.00
2.84 2.78 +0.17−0.17
+0.02
−0.00
2.88 4.46 +1.13−0.42
+0.00
−0.05
3.08 3.42 +0.22−0.23
+0.03
−0.00
3.12 5.38 +∞−0.00
+0.00
−0.00
3.16 3.11 +0.21−0.15
+0.00
−0.00
3.20 4.28 +0.49−0.36
+0.03
−0.00
3.24 5.43 +∞−0.00
+0.00
−0.00
SDSS J1253+6817 2.84 2.89 +0.15−0.13
+0.01
−0.00
2.88 2.76 +0.13−0.12
+0.01
−0.00
3.12 3.41 +0.20−0.18
+0.02
−0.00
3.16 3.11 +0.17−0.15
+0.00
−0.00
3.20 5.27 +∞−0.00
+0.00
−0.00
3.24 5.39 +∞−0.00
+0.00
−0.00
3.36 5.39 +∞−0.00
+0.00
−0.00
SDSS J2346−0016 2.84 3.13 +0.16−0.15
+0.00
−0.00
2.88 2.52 +0.10−0.09
+0.00
−0.00
3.12 5.56 +∞−0.00
+0.00
−0.00
3.16 5.56 +∞−0.00
+0.00
−0.00
3.20 5.54 +∞−0.00
+0.00
−0.00
3.36 5.59 +∞−0.00
+0.00
−0.00
3.40 5.68 +∞−0.00
+0.00
−0.00
3.44 5.57 +∞−0.00
+0.00
−0.00
SDSS J1711+6052 3.36 5.17 +0.90−0.49
+0.30
−0.04
3.40 4.55 +0.44−0.31
+0.07
−0.03
SDSS J1319+5202 3.20 5.26 +∞−0.00
+0.00
−0.00
3.36 4.88 +∞−0.00
+0.00
−0.00
3.40 4.31 +0.86−0.51
+0.17
−0.00
3.44 2.41 +0.15−0.14
+0.00
−0.00
3.48 3.59 +0.58−0.35
+0.00
−0.00
Note. — Sensitivity lower limits on τeff,HeII are marked with infinite upper
error.
