We discuss the shrinking target property of irrational rotations.
Introduction
The inhomogeneous Diophantine approximation theorem by Minkowski [15] state that for an irrational number θ, if s is not of the form Bθ − A for integers A and B, then there are infinitely many integer n such that
where t , t ∈ R is the distance to its nearest integer.
An irrational θ is said to be of bounded type if there exist a C > 0 such that n nθ > C for all positive integer n. Kurzweil [14] showed that, if and only if the irrational θ is of bounded type, then for almost every s and a monotone decreasing positive ψ(n) with n ψ(n) = ∞, (1.2) nθ − s < ψ(n) for infinitely many n ∈ N (See also [7] for the higher dimensional case). Note that the first Borel-Cantelli lemma implies that if n ψ(n) < ∞, then for almost every s ∈ R we have nθ−s < irrational rotations. For a measure preserving transformation T on (X, µ), it is proved [1] that for µ-almost all x ∈ X one has lim inf n≥1 n β · d(T n x, y) = ∞ with β > 1 d µ (y) ,
where d µ (y) = lim inf r→0 log µ(B(y, r))/ log r is the lower local dimension at y. For a piecewise expanding map on an interval [11] or some hyperbolic map( [5] , [6] ) it is known that for µ-almost all x ∈ X one has lim inf n≥1 n β · d(T n x, y) = 0 with β = 1 d µ (y)
We assume that T is the rotation by an irrational θ on the unit interval. Then by (1.1) and Cassels' lemma[9, Lemma 2.1] we have
(See also [12] ). In this paper, we consider the condition of the irrational θ and the monotone increasing ϕ(n) for which
For the monotone increasing ϕ(n), If n 1/(nϕ(n)) = ∞, then 1/(nϕ(n)) is a Khinchin sequence.
In Sectiion 2, we state the condition of the irrational θ and the monotone increasing ϕ(n) for which (1.4) holds (Theorem 2.1). In Sectiion 3, we give some sufficient and necessary conditions of the irrational θ that for any monotone increasing ϕ(n) with n 1/(nϕ(n)) = ∞, (1.4) holds (Theorem 3.1). The proof of Theorem 2.1 is given in Section 4. The analogous result for the formal Laurent series case was studied in [13] .
Main Theorem
For an irrational number 0 < θ < 1, we have the continued fraction expansion with partial quotients a k , k ≥ 1. Let p k /q k be the k-th convergents with p 0 = 0, q 0 = 1. Then we have q k+1 = a k+1 q k + q k−1 , thus
We have the main theorem of the paper as follows: 
The proof of Theorem 2.1 is given in Section 4.
Therefore, as already studied in [2, Theorem 5], for any monotone increasing function ϕ(n) which goes to infinity, there exist an irrational θ such that lim inf n→∞ nϕ(n) · nθ − s = ∞ almost every s. 
Proposition 2.4. For a monotone increasing ϕ(n) > 0 we have
Proof. It is enough to show 'only if ' part. Let
Then we have
Conditions for the Kurzweil type approximations
The condition (i) is already discussed in [4, Theorem 6] . (see also [3, Remark 3 ])
The condition of (ii) is not implied by condition of (i). Let θ be an irrational with partial quotients a k = k, k ≥ 1. Then we have log q k ≥ log a 1 + · · · + log a k = log 1 + · · · + log k ≥
There is no constant C such that q k ≤ C k . However, we have for large k
Proof. By (1.3) we may assume that ϕ(n) goes to infinity as n goes to infinity. Let
Since for large k as to ϕ(q 2k−1 ) ≥ 2, we have by (2.1)
we have k log (min(ϕ(q k ), q k+1 /q k )) /ϕ(q k ) diverges. Hence, by Theorem 2.1 we complete the first claim.
(ii) Let
.
Therefore, by (3.1) and (3.2) we have
Since ϕ is monotone increasing, for ℓ < m we have
By the assumption n 1/(nϕ(n)) = ∞, we have
Therefore, if there is only finitely many k's such that α k ≤ β k , then we have for a
Suppose that there are infinitely many k's such that α k ≤ β k . Choose the subsequence (k i ) i≥0 such that α ki ≤ β ki and k i ≥ M . Then we have
Since for any i < j such that 2 log q ki−1+1 < log q kj +1 ,
Combining with (3.3), we have ∞ k=M log (min(ϕ(q k ), q k+1 /q k )) /ϕ(q k ) = ∞ and Theorem 2.1 implies that (1.4). Hence, we prove the second assertion.
then there is a monotone increasing ϕ(n) such that However, the converse is not true.
Proof of Proposition 3.2. Let ϕ(n) = log n · log(log n) for large n. Then for some
By Theorem 2.1, we complete the first assertion.
Let θ be an irrational with partial quotients
However, if we choose ϕ(n) = log n · log(log n) · log(log(log n)) for large n, then we
Hence, the condition of k 1/ log q k < ∞ in Proposition 3.2 is not a necessary condition.
Proof of the main Theorem
In this section, we give the proof of the main theorem. Let B(x, r) be the ball centered at x with radius r. We denote µ the Lebesgue measure on the unit circle.
We assume that ϕ(n) ≥ 4.
Denote
Since nθ − (n − q k )θ = q k θ and ϕ(n) is monotone increasing, we have for
Thus, we have
Therefore, we have 
Therefore, by the Borel-Cantelli Lemma and (4.1), the proof of 'only if ' part is obtained.
By the assumption ϕ(n) ≥ 4, we have q k ≤ q * k < q k+1 . Let
each ball in G k has radius at most
Since the balls in G k are distanced at least by q k θ , we have
we have
If q * k = q k , then b k+1 = a k+1 , thus we have
Then either
If k∈∆ log ϕ(q k )/ϕ(q k ) = ∞, then by (4.6), we have
If k − 1 ∈ ∆ and k, k + 1, . . . , k + m ∈ ∆ c , then by (4.4) and (4.5),
Then
By the assumption ϕ(q k−1 ) ≥ 4, we have q k−1 + q * k−1 < q k . Therefore, we have
Now we estimate µ(G ℓ ∩ G k ), ℓ < k by the Denjoy-Koksma inequality (see e.g., [10] ): Let T be an irrational rotation by θ and f be a real valued function of bounded variation on the unit interval. Then for any x we have (4.7)
For a given interval I, by the Denjoy-Koksma inequality (4.7) we have
Since G k,i consists of the intervals of centered at q k orbital points with radius
Note G ℓ consists of at most q ℓ+1 intervals.
Therefore, we have for k > ℓ µ(G k,i ∩ G ℓ ) < µ(G k,i )µ(G ℓ ) + 3q ℓ+1 q k µ(G k,i ).
Since G k = ∪G k,i by a disjoint union, we have
≤ µ(G k )µ(G ℓ ) + 6 2 (k−ℓ)/2 µ(G k ).
We need a version of Borel-Cantelli lemma (e.g. [16] ) to go further: x ∈ G k ⊂ F k infinitely many k's.
Hence, we have the proof of Theorem 2.1.
