IT COMPONENTS
ARDAS 1.0 is designed and configured to allow access over the network from a zero-footprint client. Internet explorer on a client machine connects to an application server through the network. The application server is a Sun Fire 280 R with 6 GB memory and 2 SPARC III CPUs. The application server hosts the Java application as well as the analytical engine. The Oracle database for the system is hosted on a dedicated Sun Fire 280 R with 3 GB memory and 1 SPARC III CPU. Both Sun Fire servers run the operating system Solaris. They have mirrored internal disks (RAID 1) for fault tolerance. The storage for the database is provided by two 436 GB arrays, each with 12 36 GB SCSI disks. The arrays are configured as RAID5 for fault tolerance. The reporting component of ARDAS 1.0 relies on a Windows 2000 server.
SYSTEM ARCHITECTURE
The system is based on a best practices four-tiered approach that leverages several technologies as shown in Figure 1 . The client tier of the system relies on the Dynamic HTML (DHTML) capability of Internet Explorer 6. The application for the system in the middle tier is built using Java 1.4. The application is hosted on a distribution of JBoss and Tomcat combined. Tomcat is used as a servlet container and JBoss provides JMS capability. The user interface of ARDAS 1.0 is built on the Struts framework from the Apache Jakarta project. The analytical engine uses the R language and BioConductor. R is an open source language and environment for statistical computing and graphics.
BioConductor is an open source project comprised of a series of R scripts specifically designed to provide analytical processing methods for genomic and expression data. All BioConductor functions are executed from R. Rserve is TCP/IP server which allows other programs to use facilities in R. Rserve is used to mediate the communication between the ARDAS Java application and R. The back end tier is based on an Oracle 9i database. The database is the primary container for the data in the system and provides the data integrity and data management capabilities. 
SYSTEM APPLICATON
The ARDAS application is also built using a best practices tiered approach as shown in Figure 2 . With this approach, each tier is responsible for fulfilling a specialized need such as the generation of the user interface or the interaction with the database. The tiered approach separates concerns and makes the system maintainable and extensible. The web-tier in the application is responsible for generating the user interface for the system. The client (Internet Explorer) communicates to the web tier through the application server with HTTP. The user interface is based on DHTML which is itself a combination of several technologies. The pages are built using Java Server Pages and Struts, including the tiles and the validation frameworks. Javascript provides dynamic behavior in the user interfaces. Javascript is also used in DHTML behaviors. User interface components such as tables and trees in ARDAS leverage DHTML behaviors. Cascading style sheets are used extensively to ensure look and feel consistency (e.g., fonts, colors, or sizes) in the user interface. XML/XSLT is used by DHTML components such as the menu bar or the toolbar.
The service tier is concerned with providing complete business functions. For example, the loading of a GPR file involves loading into the file repository, parsing the file into atomic data values, and associating samples to the file. These functions are provided as one service by the business tier. In general, an action in the user interface (e.g., pushing a button or selecting a menu item) invokes an associated service in the service tier. The service tier is based on a Java object model. It also leverages the Java Message Service (JMS) for communicating with Rserve.
The business objects represent fundamental entities and their relationships. For example, ARDAS 1.0 contains business objects for experiment designs, array designs, or biological transcripts. The business objects are implemented in Java.
The Object-Relational (OR) mapping tier converts Java objects into SQL statements and vice-versa. It is responsible for automated conversions between data in Java objects and rows in relational tables. The OR mapping layer is implemented in Java and use XML meta data. The OR layer communicates with the database using JDBC. The LIMS is built around laboratory support for workflows for the production of 2-color spotted data. As one might expect, the result of performing all LIMS associated "tasks" is a detailed audit trail of the series of steps involved in the production of data.
The AIMS includes workflows for normalization and the linear modeling of 2-color spotted data. In the present system configuration linear modeling of Affymetric data is not supported. This feature will be deployed in late 2004.
The Warehouse interfaces with the LIMS and the AIMS, organizes Affymetrix and spotted data, and includes a sophisticated security and data sharing model (see Figure 3) . 
OR Mapping
Java OM XML meta data Rserve HTTP designs (see Figure 4) . Access privileges are based on projects with 5 levels of security which enables multiple groups at distant locations to collaborate on common projects while protecting information that should not be shared. An Experimental Design organizes all the expression data collected from microarrays on either Affymetrix one-channel, or two-channel spotted comparisons between samples with given factors (see Figure 5 .). Factors include: (1) Biological Factors, the biology of the Samples used to generate the expression data, e.g., organisms or tissue type; (2) Methodological Factors, the physical methods applied to the Samples to generate the data, e.g., time, dose, or extraction protocol; and, (3) Analytical Factors, the analytical methods used to generate the expression data, e.g., normalization or standardization methods. The result is a persistent record within the database of the relationships among parameters (factors), samples, arrays and reporters to which one may add or edit information (see Figure 6 ). Of note is the capacity for any of this information to become a parameter in the analysis of data.
The AIMS implements analytical workflows based on the aforementioned R and Bioconductor projects. The AIMS currently supports normalization, standardization and linear modeling of two-color spotted array data. An analytical workflow starts in the Warehouse with the selection of a collection of two-color spotted arrays. For each step in a workflow, the user specifies parameters relevant to the step and launches the execution of the functions for the step. This is an iterative process that allows steps to be repeated as many times as necessary to ensure proper analysis of the data. Following completion of the workflow, the data is saved or published in the Warehouse (see Figure 7) .
The user interface for the AIMS shows the hierarchy of steps executed upon the data set. All parameters, step results, and the lineage of steps are stored persistently in the database and can be accessed from the Warehouse. Parameters, diagnostic plots, data matrices and summaries are available for each step and generated from open source code. The resultant lists of genes and their expression values can then be stored back into the Warehouse and queried to build biological models of gene expression (see Figure 8 ). 
F i n is h O n e o r m o r e r e s u l t s f r o m a p p l y in g t h e a n a l y s i s w o r k f l o w t o t h e d a t a c a n b e s a v e d . P a r a m e t e r s c a n b e d e f i n e d f o r t h e n e x t s t e p i n t h e w o r k f l o w o r f o r t h e e x e c u t i o n o f t h e s a m e s t e p o r o f a p r i o r s t e p
A I M S Figure 7 . The AIMS, or Analytical Information Management System, implements analytical workflows that guide users through a series of steps which may be performed in an iterative manner.
One of the most powerful features of ARDAS 1.0 is the search engine which uses the relationships among factors, samples, arrays, and AIMS results to form complex queries of both Spotted or Affymetrix data (see Figures 9) . One can conduct meta-analyses across experiments and search either independently or simultaneously on gene expression profiles, biological context, and/or gene annotation or functional group (see Figure 10 ). The results of these complex queries can then be saved in the Warehouse and used in standard set operations to determine either the union, intersection, disjoint, or difference in expression profiles. The results of the set operations can be saved to the Warehouse as custom user sets for future analyses (see Figure 11 ).
Lastly, scientific journals now require that authors reporting results of gene expression experiments submit their microarray data in a standardized format, defined as MIAME (Minimal Information About a Microarray Experiment), to public data repositories. Not only is ARDAS 1.0 fully MIAME compliant in that all aspects of gene expression experiments captured and compiled according to the standardized MIAME checklist, the system exports the data electronically to the public repository, Array Express, at European Bioinformatics Institute in Cambridge, UK (see Figure 12) . 
Which Gene Annotations have what Expression Levels in which Experiments
Experiments Figure 12 . User interface for compiling reports, and electronic MIAME submissions to Array Express.
SUMMARY
ARDAS 1.0 is a web-enabled bioinformatic platform based on the enterprise technologies, Oracle, Java, and JMS. The platform leverages open source code for data acquisition, data management, and data analysis from Affymetrix and 2-color spotted array platforms. The systems' extensible, modular component-based approach allows system expansion to other functional genomic platforms such as metabolomics and proteomics, and to federated databases for knowledge management.
A successful SBIR Phase I completed during second quarter 2004 resulted in well defined user requirements for customized expansion of ARDAS 1.0 to allow DoD investigators to rapidly manipulate gene expression data through multiple simultaneous analytical, visualization, annotation, and modeling workflows. The proposed expansion, ARDAS 2.0, will readily assist DoD researchers in building complex gene association models, and expedite time to biological discovery. The system advancements continue to provide critical audit trails through data streams to ensure acceptance of gene expression data in FDA licensure applications.
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