Abstract: Closing the loop around an exponentially stable single-input single-output regular linear system, subject to a globally Lipschitz and non-decreasing actuator nonlinearity and compensated by an integral controller, is known to ensure asymptotic tracking of constant reference signals, provided that (a) the steady-state gain of the linear part of the plant is positive, (b) the positive integrator gain is su ciently small and (c) the reference value is feasible in a very natural sense. Here we derive lower bounds for the maximal regulating gain for various special cases including systems with non-overshooting step-response and second-order systems with a time-delay in the input or output. The lower bounds are given in terms of open-loop frequency/step response data and the Lipschitz constant of the nonlinearity, and are hence readily obtainable.
Introduction
The synthesis of low-gain integral (I) and proportional-plus-integral (PI) controllers for uncertain stable plants has received considerable attention in the last 20 years. The following principle is well known (see Davison 5] , Lunze 15] and Morari 18] ): closing the loop around a stable, nite-dimensional, continuous-time, single-input, single-output plant, with transfer function G(s), compensated by a pure integral controller k=s (see Fig. 1 ), will result in a stable closed-loop system which achieves asymptotic tracking of arbitrary constant reference signals, provided that jkj is su ciently small and kG(0) > 0. Therefore, if a plant is known to be stable and if the sign of G(0) is known (this information can be obtained from plant step response data), then the problem of tracking by low-gain integral control reduces to that of tuning the gain parameter k. Such a controller design (\tuning regulator theory" 5]) has been successfully applied in process control, see, for example, Coppus et al. 4] and Lunze 14] . The approach has been extended by Logemann et al. 9 ], Logemann and Owens 10], Logemann and Townley 12], Pohjolainen 20, 21] and Pohjolainen and L atti 22] to various classes of (abstract) in nite-dimensional systems, and by Jussila and Koivo 7] and Koivo and Pohjolainen 8] to di erential delay systems. Furthermore, the problem of tuning the integrator gain adaptively has been addressed recently in a number of papers, see Cook 3] and Miller and Davison 16, 17] for the nite-dimensional case and Logemann and Townley 12, 13] for the in nite-dimensional case. In a recent paper, Logemann, Ryan and Townley 11] have proved that the above principle remains true if the plant to be controlled is a single-input, single-output, regular, in nitedimensional, linear system subject to an input nonlinearity (see Fig. 2 ). More precisely, it is shown in 11] that, for an exponentially stable system with G(0) > 0, there exists K > 0 such that, for all non-decreasing globally Lipschitz nonlinearities with Lipschitz constant and all k 2 (0; K= ), the output y(t) of the closed-loop system shown in Fig. 2 converges to r as t ! 1, provided that G(0)] ?1 r 2 clos (im ). In particular, K is the supremum of the set of all k > 0 such that the function
is positive real for all k 2 (0; k ). In this paper, we show that K can be obtained from frequency and step-response experiments performed on the linear part of the plant. Moreover, we present an easily obtainable lower bound for K. For a number of special cases, we show that K = 1=jG 0 (0)j; determination of jG 0 (0)j (and hence of K), in principle, requires only frequency and step-response data. In particular, the latter formula for K applies to systems with non-overshooting step-response and a class of second-order systems with a time-delay in the input or output. We remark that, in the nite-dimensional and linear case, Mustafa 19] has recently derived a formula for the smallest k > 0 such that the closed-loop system shown in Fig. 1 is unstable: this formula is in terms of a minimal realization of G and hence requires exact knowledge of the system.
Preliminaries
Let R + := 0; 1) and, for 2 R, set C := fs 2 C j Re s > g. 
where k is a real parameter (see Fig. 2 ), leads to the following nonlinear system of di erential equations
where C L denotes the so-called Lebesgue extension of C. For a comprehensive treatment of regular systems, see Weiss 24, 25] and the references therein. For a treatment of regular systems speci c to low-gain control, the reader is referred to 11, 12] . We remark that most linear distributed parameter systems and time-delay systems arising in control engineering fall within the framework of regular systems.
If, for some < 0, G 2 H 1 (this is true if T t is exponentially stable or if L ?1 (G) 2 M (R + )) and G(0) > 0, then it is not di cult to show that 1 + k Re G(s) In particular, (4) states that u(t) converges as t ! 1 if the set ?1 ( r ) is a singleton, which, in turn, is true if r is not a critical value of . The conditions imposed in Theorem 2.1 on are satis ed by saturation and deadzone nonlinearities and combinations of the two, as shown in Fig. 3 We Combining this with Lemma 3.3 we see that 1=kEk 1 K, which is the rst inequality in (3.1). Moreover, using Lemma 3.3 again, it follows from the de nition of K that 1 + K Re E(0) 0. If Re E(0) < 0, we may conclude that K 1=jRe E(0)j, yielding the second inequality in (3.1).
2
The following examples show that if Re E(0) = Re G 0 (0) 0, then cases of nite K and in nite K can occur. showing that K = 1. we see that K < 1. If (A2) is satis ed then the step-response error is real-valued and we say that the system satis es the no-overshoot condition if "(t) 0 for almost all t 2 R + . We say that the step-response ( ) is essentially non-decreasing if there exists a non-decreasing functioñ ( ) such that (t) =~ (t) for almost all t 2 R + . If L ?1 (G) 2 M(R + ), then the stepresponse ( ) is continuous, and hence ( ) is essentially non-decreasing if and only if ( ) is decreasing. However, if L ?1 (G) 6 2 M(R + ), then ( ) might be discontinuous, and consequently ( ) might be essentially non-decreasing, but not decreasing. If (A1) and (A2) hold, then it follows from Lemma 3.6 that systems with an essentially non-decreasing step-response satisfy the no-overshoot condition. We mention that systems with monotone step-responses have received some attention in the robust control literature, see e.g. Astr om 1].
Corollary 3.7 Assume that (A1) and (A2) hold and that G(0) > 0. If the system satis es the no-overshoot condition, then G 0 (0) 0 and K = 1=jG 0 (0)j (where we de ne 1=0 = 1).
Proof: By the no-overshoot condition, we obtain for s 2 C 0 ?G 0 (0) = ?E(0) = ? The following remarks show that this quantity can be obtained from step as well as frequency-response data. We assume that (A1) and (A2) are satis ed. i.e. G 0 (0) is equal to the area enclosed between the graphs of t 7 ! (t) and t 7 ! G(0). ( 2) The curvature of N at 0 is given by = 2jG 0 (0)j (this follows from a straightforward calculation which is left to the reader), and hence jG 0 (0)j can be obtained from the inverse Nyquist diagram of G(s)=s. 
