This paper studies a discrete-time optimal switching problem on a finite horizon. The underlying model has a running reward, terminal reward and allows negative switching costs. Using the method of Snell envelopes and a martingale optimality argument, we extend a well known explicit dynamic programming method for computing the value function and the optimal strategy to the case of negative switching costs.
Introduction
The relatively recent papers [6, 11] have shown the connection between Dynkin games and optimal switching problems where negative switching costs are allowed. In particular, [6] proved that the value of the Dynkin game is equal to the difference of the value functions for the two-mode optimal switching problem. However, there is no rigorous derivation of the dynamic programming algorithm for computing the value function in the case of both positive and negative switching costs. In this paper, we resolve this issue by using a martingale approach to the optimal switching problem over multiple modes in discrete time.
Literature review
There are relatively few theoretical results on the dynamic programming method for optimal switching in discrete time. The discrete-time optimal switching problem with multiple modes was used in [1, 2, 5] as an approximation to the solution of a continuous time problem. However, the dynamic programming algorithm advocated in those papers was only rigorously justified in [5, p. 2037] for the case of strictly positive switching costs. A dynamic programming equation for the value function of an optimal switching problem with two modes and strictly positive, constant switching costs was obtained in [10] under general non-Markovian assumptions. The dynamic programming equation follows from the backward induction method for defining Snell envelopes (Chapter I, Section 1.1 of [8] ). On the other hand, [11] studied the optimal switching problem with two modes in a Markovian model and obtained a different type of dynamic programming equation which is more in the spirit of the Wald-Bellman equations (Chapter I, Section 1.2 of [8] ). The switching problem of [11] is also less general as there is no running reward or terminal reward.
Aim and results
This paper looks at optimal switching for a finite-horizon discrete-time model which has a running reward, terminal reward and allows for negative switching costs. Our approach is based on the discrete-parameter martingale theory of optimal stopping problems. We provide the discrete-time analogue of the verification theorem of [3] established for the continuous-time problem, and also justify and extend the dynamic programming method of [1, 2, 5] for computing the value function and optimal strategy in the case of potentially negative switching costs.
2 Discrete-time Optimal Switching
Definitions
Let (Ω, F, P) be a complete probability space which is given and E denote the expectation operator. The indicator function of a set A is written as 1 A . Let T = {0, 1, . . . , T } represent a sequence of times with 0 < T < ∞, and let F = (F t ) t∈T be a filtration on our probability space. We assume that F 0 is the trivial σ-algebra, F 0 = {∅, Ω}, and F = F T . The notation a.s. stands for "almost-surely". For a given t ∈ T, we write T t to denote the set of F-stopping times τ such that t ≤ τ ≤ T P-a.s. Martingales, stopping times and other relevant concepts are understood to be defined with respect to the filtered probability space (Ω, F, F, P) without explicit mention of this. The usual convention to suppress the dependence on ω ∈ Ω is used in this paper.
1. The set of modes for the optimal switching problem is denoted by I = {1, 2, . . . , m}, where 2 ≤ m < ∞;
2. For each i ∈ I, let G i represent the reward received at time T in mode i;
3. For each i ∈ I, the running reward received while in mode i is a real-valued adapted process
4. For i, j ∈ I, the switching cost from mode i to j is modelled by a real-valued adapted process γ i,j = (γ i,j (t)) t∈T .
We now define our class of admissible strategies in a manner similar to [11, p. 145 ].
Definition 2.1. Let t ∈ T and i ∈ I be given. An admissible switching control starting from time t in mode i is a sequence α = (τ n , ι n ) n≥0 with the following properties: a) For n ≥ 0, τ n ∈ T t and satisfies t = τ 0 ≤ τ 1 ≤ τ 2 ≤ . . . ≤ T ; if n ≥ 1 and τ n < T then τ n+1 > τ n P-a.s.. b) For n ≥ 0, each ι n : Ω → I is F τn -measurable; ι 0 = i P-a.s. and for n ≥ 0, ι n = ι n+1 P-a.s.
For initial data (t, i) ∈ T × I, we denote the class of admissible switching controls by A t,i . When t = 0 we write A i and if the initial mode i is not important for the discussion we write A. Definition 2.2. Let α = (τ n , ι n ) n≥0 ∈ A be a switching control. Associated with α is a mode indicator function u : Ω × T → I defined by,
Each α ∈ A is uniquely determined by its mode indicator function and vice versa.
Remark 2.3. Let N (α) = n≥1 1 {τn<T } be the (random) total number of switches under an admissible control α ∈ A t,i . By the properties of the switching times in Definition 2.1, we have N (α) ≤ T − t P-a.s. so this random variable is well-defined.
The Optimal Switching Problem
We model the manager's management strategy as a switching control α where at each time τ n , n ≥ 1, the manager decides to switch from the active mode ι n−1 to another one ι n . Let mode i ∈ I be active at time t ∈ T so that ι 0 = i P-a.s. Define the objective function for the finite-time horizon switching control problem starting at time t by:
where ι N (α) is the last mode switched to before T (which is well-defined, cf. Remark 2.3). The optimal switching problem is to maximise the objective function J(α; t, i) over all admissible controls α. We write the value function V for the optimal switching problem as a (random) function of the initial time and mode (t, i):
Definition 2.4. A switching control α * ∈ A t,i is said to be optimal if it achieves the (essential) supremum in equation (2.3). That is, if (t, i) ∈ T × I is the initial data for the optimal switching problem, then P-a.s.:
Notation, Conventions and Assumptions
We use the convention that t s=v (·) = 0 for any integers t and v such that t < v. The following classes of (adapted) processes will be referred to throughout the paper.
1. An adapted process X is set to be of class [D] if the family {U τ , τ ∈ T } is uniformly integrable.
For a constant
3. Similarly, let S p denote the class of adapted processes X satisfying E max
Appropriate assumptions on the terminal reward, running reward and the switching costs must be imposed to ensure the performance index (2.2) is well defined and to apply various results from optimal stopping theory.
For each
3. For every i, j ∈ I, γ i,j ∈ S 2 .
We now make the following standard assumption on the switching costs [6, 11] : Assumption 2.5. For every i, j, k ∈ I and ∀t ∈ T, we have a.s.:
The first condition in Assumption 2.5 says there is no additional cost for choosing to remain in a given mode. The second condition ensures that when going from one mode i to another mode k, it is never profitable to immediately visit an intermediate mode j. By taking k = i and using the first condition in Assumption 2.5, we see this also includes switching immediately back and forth between modes and thus rules out possible arbitrage.
Remark 2.6. Processes or functions with super(sub)-scripts in terms of the mode indicators {ι n } are interpreted in the following way:
Note that the summations are finite.
Preliminaries: Optimal Stopping and Snell envelopes
We recall some results on optimal stopping problems in discrete-time which are used in the rest of the paper.
Proposition 3.1. Let U = (U t ) t∈T be an adapted, R-valued process that satisfies E [sup t∈T |U t |] < ∞. Then there exists an adapted, integrable R-valued process Z = (Z t ) t∈T such that Z is the smallest supermartingale which dominates U . The process Z is called the Snell envelope of U and it enjoys the following properties.
(i) For any 0 ≤ t ≤ T , Z t is defined by:
Moreover, Z can also be defined recursively as follows:
(ii) For any θ ∈ T , the stopping time τ * θ = inf{t ≥ θ : Z t = U t } is optimal after θ in the sense that:
(iii) For any 0 ≤ t ≤ T given and fixed, the stopped process Z r∧τ * t t≤r≤T is a martingale.
These results are standard and can be found in the references [4, 7, 8] . We note that property (ii), which is normally stated for deterministic times, is extended to stopping times by Proposition 6.37 of [4] .
Verification Theorem
We now propose a collection of candidate processes that solve the optimal switching problem in a probabilistic sense. The approach follows that of [3] , where we first assume the existence of the processes then verify (Theorem 4.1) that they solve the optimal switching problem with different initial modes. The existence of these candidate processes is proved in the following section (Theorem 5.3).
An iterative optimal stopping problem
Suppose there exist m real-valued, adapted processes
by,
Then equation (4.1) becomes,
Note that the assumptions on Y i and the costs guarantee that U i ∈ S 2 for every i ∈ I. In particular, the following integrability condition is satisfied:
Recalling the results on Snell envelopes presented in Proposition 3.1, for every i ∈ I, it can be shown that
t∈T is the Snell envelope of the process
Furthermore, these Snell envelope processes are unique.
Verification: Main Result
We shall now verify that Y i t defined in equation (4.1) is equal to the value function V (t, i) of the optimal switching problem (cf. equation (2.3)), and α * = (τ * n , ι * n ) n≥0 defined in equation (4.4) is an optimal switching strategy (cf. Definition 2.4). The proof is essentially the same as Theorem 1 of [3] . Theorem 4.1 (Verification Theorem). Let i ∈ I be the active mode at some fixed initial time t ∈ T and suppose Y 1 , . . . , Y m as defined in equation (4.1) are in S 2 . Define a sequence of times (τ * n ) n≥0 and mode indicators (ι * n ) n≥0 as follows:
where A
Then, α * = (τ * n , ι * n ) n≥0 ∈ A t,i is optimal and Y i t is equal to the value function V (t, i) of the optimal switching problem
Proof. Recall the definition of U i in equation (4.2). At time t, Y i t is given by
If t = T , then we have τ * 0 = T , ι * 0 = i which leads to Y i T = G i , and the claim follows trivially since G i = J(α; T, i) = V (T, i) for any switching control α ∈ A T,i . We therefore suppose t < T .
Note that the infimum in equation (4.4) is always attained since Y i T = U i T a.s. for every i ∈ I. The stopping time τ * 1 is optimal after t by Proposition 3.1. Using this together with the definition of ι * 1 we get,
By Lemma A.1 in the Appendix, we can confirm that for every time
By property (ii) of Proposition 3.1 we can take s = τ * 1 in (4.7). Assume momentarily that {τ * 1 < T } is true, we can use the definition of τ * 2 (and therefore optimality, by Proposition 3.1) and the definition of ι * 2 to get,
Combining equations (4.6) and (4.8) gives the following expression for Y i t :
-measurable, they can be brought inside the conditional expectation with respect to F τ * 1 in equation (4.9):
Recall that τ * 1 ≤ τ * 2 by definition and strict inequality holds on the event {τ * 1 < T } due to the admissibility of α * . We therefore have {τ * 2 < T } ⊂ {τ * 1 < T } and therefore 1 {τ
Since ι * 0 = i, we can use the mode indicator u * defined in equation (2.1) to get,
Note that τ * 0 = t < T so that 1 {τ * 0 <T } = 1. Finally, notice that F t ⊆ F τ * 1 since t ≤ τ * 1 . These observations together with the tower property of conditional expectations, shows that Y i t is given by:
(4.10)
Let N (α * ) be the total number of switches under α * , N (α * ) = n≥1 1 {τ * n <T } . Lemma A.2 in the Appendix asserts that α * is an admissible switching control. We therefore have τ * n < τ * n+1 for all 1 ≤ n ≤ N (α * ) and τ * n = T for all n > N (α * ). Then by repeating the procedure of substituting for Y ι * n τ * n where n = 2, . . . , N (α * ) + 1, we get
Since the sum of the terminal rewards collapses to a single term,
from equations (4.11) and (4.12) we arrive at the following equation for Y i t ,
Now let α = (τ n , ι n ) n≥0 ∈ A t,i be any admissible control. The verification theorem is complete once we show that J(α * ; t, i) ≥ J(α; t, i) a.s. First we have J(α * ; T, i) = J(α; T, i) when t = T , so we will assume henceforth that t < T . Then, due to possible sub-optimality of the pair (τ 1 , ι 1 ), we have
Then, using similar arguments as above with inequalities instead of equalities in equations such as (4.8) and (4.11) due to possible sub-optimality of (τ n , ι n ) for n ≥ 2, and using admissibly of α, we can eventually show
i).
This proves that the strategy α * is optimal.
Existence of the optimal processes
In this section we address the issue of the existence of the processes Y i t t∈T
, i ∈ I, that solve the optimal switching problem. The proof is a constructive one and verifies that the explicit scheme based on dynamic programming given in [1, 2, 5] and other papers indeed solves the optimal switching problem. Before we can present the main result, we need to prove some key results.
Backward dynamic programming
Lemma 5.1 (Backward Induction). For each i ∈ I, define the processỸ i = Ỹ i t 0≤t≤T recursively as follows:
and for t = T − 1, . . . , 0 :
(5.1)
Proof. (i) The proof of the existence and uniqueness of Ỹ i t 0≤t≤T
for each i ∈ I follows by recursion using equation (5.1). Indeed,Ỹ i T exists for every
T exists and is integrable for every i ∈ I impliesỸ i T −1 exists and is integrable for every i ∈ I by equation (5.1), where we note that the conditional expectations are well-defined by the integrability conditions on the rewards and switching costs. Now let t be given and fixed such that 0 ≤ t < T and suppose Ỹ i r {t+1≤r≤T } is well-defined (and integrable) for every i ∈ I. The same arguments show thatỸ i t exists and is integrable for every i ∈ I and the proof by induction is complete since the case t = T − 1 is true.
(ii) Let i ∈ I be an arbitrary mode which is fixed for this discussion. Note that in this discretetime finite horizon setting showingỸ i ∈ S 2 is equivalent to showingỸ i t ∈ L 2 for every t ∈ T. SinceỸ i T = G i ∈ L 2 , the claim is true for t = T . Using the backward induction formula, we have for t = T − 1, . . . , 0:
Suppose by induction on t = T − 1, . . . , 0 thatỸ j t+1 ∈ L 2 for all j ∈ I impliesỸ i t ∈ L 2 for all i ∈ I. By Jensen's inequality ([9, p. 139]), the conditional expectation satisfies,
and is therefore also in L 2 . The random variable on the right-hand side of equation (5.2) is in L 2 sinceỸ j t+1 ∈ L 2 for every j ∈ I by the induction hypothesis, I is finite and Ψ j , γ j,k ∈ S 2 for every j, k ∈ I. This impliesỸ i t ∈ L 2 and it holds for every i ∈ I since i was arbitrary. The case t = T − 1 has already been verified so the proof by induction is complete. 
, and for t = T − 1, . . . , 0 :
Define the (explicit) gain process Û i t t∈T
The processes Ŷ i . We can now exploit several properties of the Snell envelope. For a fixed t ∈ T, define the following stopping times and mode indicators:
where B j (= B j (ω)) is the event:
We can set ξ i T = j for an arbitrary mode j = i since it has no impact on the following discussion.
Lemma 5.2. Consider the processes Ŷ i t t∈T
, i ∈ I, defined by backward induction (5.4) and suppose Assumption 2.5 holds for the switching costs. Fix t < T and let the random time θ i t and mode indicator ξ i t be defined as in equations (5.6) and (5.7). Then on the event {ξ
where j ∈ I \{i} and t ≤ r < T , we have:
Proof. We first show that on the events {θ i t = r} and {ξ i t = j} that {θ j r ≥ r + 1} holds P-a.s.
Note that
By Proposition 3.1, the Snell envelope Ŷ j t t∈T is a supermartingale. Using this supermartingale property in (5.9) gives:
(5.10)
However, this contradicts optimality of the mode j on the event {ξ i t = j}. Therefore θ j r ≥ r+1 holds P-a.s. on the event {θ i t = r} ∩ {ξ i t = j}. By considering the stopped process Ŷ j v∧θ j r r≤v≤T , we can then deduce the following:
The second equality in equation (5.11) follows from the martingale property of the stopped Snell envelope (cf. Proposition 3.1). We have already shown that {θ j r ≥ r + 1} occurs P-a.s. on the event {θ i t = r} ∩ {ξ i t = j}. Therefore equation (5.11) gives us,
Existence: Main result
We now present the main result for this section.
Theorem 5.3 (Existence). Let Ỹ i t t∈T
, i ∈ I, be the processes defined by backward induction (5.1). Then if Assumption 2.5 holds for the switching costs, we have P-a.s. for every t ∈ T:
In particular,Ỹ 1 , . . . ,Ỹ m satisfy the verification theorem.
Proof. Recall that by equation (5.3) we haveỸ i t =Ŷ i t − t−1 s=0 Ψ i (s). Furthermore, the backward induction formula (5.4) establishes thatŶ i is the Snell envelope ofÛ i which is defined by,
In particular, we haveŶ i t = ess sup τ ∈Tt E[Û i τ |F t ] by Proposition 3.1. Equation (5.12) can be proved if we can show that,
since by equation (5.3) we would then have,
In order to verify equation (5.13), we first notice that, according to Proposition 3.1, θ i t is optimal in the following sense:
(5.14)
Now suppose that {θ i t < T } is true. The F θ i t -measurable random mode indicator ξ i t defined in equation (5.7) achieves the maximum in (5.14). Therefore, on the event {θ i t < T }, we have the following:
Suppose the event {ξ i t = j} is true for some mode j = i. On the event {θ i t < T } ∩ {ξ i t = j}, repeated application of Lemma 5.2 gives,
where the last equality follows from Proposition II-1-3 of [7] . We can now rewriteŶ i t in equation (5.14) using the results from equations (5.15) and (5.16) as follows,
The optimal time θ i t is therefore equivalently defined as,
and by equations (5.17), (5.18) and (5.14), we deduce thatŶ i t satisfies the following equation (cf. Proposition 3.1 (ii)):
We conclude that equation (5.12) is true.
Conclusion
In this paper we used discrete-parameter martingale theory to solve the finite-horizon discretetime optimal switching problem for a model with a running reward, terminal reward and potentially negative switching costs. The approach, which works without Markovian assumptions, reduced the switching problem to iterated optimal stopping problems defined in terms of (coupled) Snell envelopes as in the verification theorem of [3] in the continuous-time case. A martingale argument enabled us to define the Snell envelopes by explicit backward induction scheme, thereby extending the numerical methods of [1, 2, 5 ] to problems with negative switching costs.
A Supplementary results
Lemma A.1. For each i ∈ I, let U i ∈ S 2 and Y i ∈ S 2 be defined as in equations (4.2) and (4.3) respectively. Let τ n ∈ T and ι n : Ω → I be F τn -measurable. Then for every t ≥ τ n ,
(1.1)
Proof. For any i ∈ I and any time s ≤ t, we can use that Ψ i (s) is F t -measurable in equation (4.3) to get,
(1.2) 
In particular, Y i is the smallest supermartingale which dominates
For more details, see Proposition 3.1. Furthermore, Since Y i , Ψ i ∈ S 2 , the supermartingale property carries over to stopping times by Doob's Optional Sampling Theorem (Theorem II.59.1 of [9] ).
Consider the process i∈I 1 {ιn=i}Ỹ i t τn≤t≤T and remember that the sum over I is finite. Let r and t be fixed times satisfying τ n ≤ r ≤ t ≤ T . Note that the indicator function 1 {ιn=i} is non-negative and each 1 {ιn=i} is F τn -measurable and therefore F r -measurable since τ n ≤ r. Using these observations together with the supermartingale property yields:
Therefore, the process i∈I 1 {ιn=i}Ỹ i t τn≤t≤T is a supermartingale. For each i ∈ I, using the dominating property of the Snell envelope and 1 {ιn=i} is non-negative, we have for each t and i ∈ I: Similar arguments are used to show it is indeed the smallest supermartingale with this property and is therefore the Snell envelope by Proposition 3.1. We then obtain equation (1.1) similarly to equation (1.3) by writing the Snell envelope as the essential supremum, then using F t -measurability of the summation term to bring it inside of the conditional expectation.
Lemma A.2. Let α * = (τ * n , ι * n ) n≥0 be the sequence given in equation (4.4). Suppose that Assumption 2.5 holds for the switching costs. Then α * ∈ A t,i .
Proof. The times {τ * n } n≥0 are non-decreasing by definition, τ * 0 = t and each τ * n ∈ T t since U i and Y i are adapted for every i ∈ I. Corollary II-1-4 of [7] states that for any adapted process Z and stopping time τ , Z τ is F τ -measurable. The sets A ι * n−1 j in equation (4.4) are therefore F τ * n -measurable sets which means the modes {ι * n } n≥0 are also F τ * n -measurable. We must now prove for n ≥ 1 that τ * n < T implies τ * n+1 > τ * n . Assume contrarily that for some n ≥ 1 we have τ * n < T and τ * n = τ * n+1 (recall τ * n+1 ≥ τ * n ). By equation (4.4) for τ * n and τ * n+1 , we have P-almost surely: By definition of ι * n and ι * n+1 , on the event {τ * n < T } ∩ {τ * n = τ * n+1 } we also have: Note that ι * n+1 is now F τ * n -measurable since τ * n = τ * n+1 . Suppose that ι * n−1 = i, ι * n = j and ι * n+1 = k for any three modes i, j, k ∈ I which necessarily satisfy i = j and j = k by definition of {ι * n }. Substituting for Y ι * n τ * n in the first line of (1.4) and using Assumption 2.5 for the switching costs gives,
We have just shown that,
which is a contradiction for every k ∈ I. Since i = j and j = k were arbitrary modes, for n ≥ 1 we must have that τ * n < τ * n+1 whenever τ * n < T . We conclude that α * is admissible.
