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Abstract. For any time bound f , let H(f) denote the hierarchy conjecture which means that
the restriction of the numbers of work tapes of deterministic Turing machines to b ∈ N generates
an infinite hierarchy of proper subclasses DTIMEb(f) ⊂ DTIME(f). We show that H(f) implies
separations of deterministic from nondeterministic time classes. H(f) follows from the gap property,
G(f), which says that there is a time-constructible f2 such that f ∈ o(f2) and DTIME(f) =
DTIME(f2). G(f) implies further separations. All these relationships relativize.
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1 Introduction and overview
For nondeterministic and alternating Turing machines, the number of work tapes can be re-
stricted to two and even to one, respectively, without any loss of time, see facts (1) and (2)
in the next section. This implies rather strong hierarchy results for the related time complex-
ity classes. For deterministic acceptors the situation is different. The best known technique to
reduce the number of work tapes to some constant comes from the early days of complexity
theory. It causes a slow down from a time bound f(n) to f(n) · log( f(n) ), see fact (3). As a
consequence, the deterministic time hierarchy theorem states the separation of the deterministic
time classes, DTIME(f1) ⊂ DTIME(f2), only under the supposition that f1 · (log ◦f1) ∈ o(f2)
and f2 is time-constructible.
In [6] it is considered plausible that (b + 1)-tape deterministic linear-time Turing machines
are strictly more powerful than b-tape such machines. Using the notation recalled in the next
section, this means the conjecture that DTIMEb(n) ⊂ DTIMEb+1(n). It holds for b = 0. By
[11], DTIME1(n) even contains languages that cannot be accepted by any single-tape off-line
machine (without a separate input tape) working in linear time, e.g., the language of palindromes.
Recently [22] it was shown that nondeterministic single-tape o(n · log(n))-time Turing machines
accept only regular languages. By an involved analysis of computation graphs, a proof of the
strictness of the inclusion DTIME1(n) ⊂ DTIME2(n) was given in [14]. For b ≥ 2, however, no
proof of the above conjecture has been presented so far.
To complete the picture, we mention some results concerning more restrictive models of
computation. The analogous strict hierarchy property with respect to the numbers of tapes
holds for deterministic real-time Turing machines by [1]. More generally, b-tape Turing machines
require more than linear time in order to on-line simulate (b+ 1)-tape machines, see [16]. For a
unifying view and a discussion of these results, the reader is referred to [15].
In this paper, we consider a weaker version of the above conjecture and generalize it to
arbitrary time bounds f . This yields the following definition.
Definition 1 (Hierarchy Property). For a time bound f , let H(f) mean that DTIMEb(f) 6=
DTIME(f) for all b ∈ N.
We shall show that, for a variety of functions f , H(f) implies the separation DTIME(f) 6=
NTIME(f). Moreover, H(f) is downward hereditary, see Lemma 3. Thus, a proof of H(f), if it is
possible at all, would have to be rather involved and can hardly be expected here, in particular
for superlinear time bounds f .
Another property we shall deal with, too, means that there is a gap of growth of complexity
classes defined by time-constructible bounds just above the function f (for the notion of time-
constructibility, we refer to the next section):
Definition 2 (Gap Property). For a time bound f , let G(f) mean that there is a time-
constructible time bound f2 such that f ∈ o(f2) and DTIME(f) = DTIME(f2).
Even if it has not yet been expressed in this form, the gap property is obviously closely related
to the well-known problem whether or not the deterministic time hierarchy can be refined. More
precisely, the negation, ¬G(f), would just mean a stronger hierarchy result for the complexity
classes of time bounds immediately above f .
It will turn out that G(f) implies both H(f) as well as, in many cases, DTIME(f2) 6=
NTIME(f2) for the related bounds f2. An upward transfer of G(f) holds by Lemma 5. Thus, we
cannot expect to prove G(f) by means of the known standard techniques. So, on the one hand,
our results might point out a new way towards separations of determinism from nondeterminism.
On the other hand, they demonstrate the hardness of confirming properties like H(f) or G(f).
The paper is organized as follows. Section 2 explains the basic notions and provides some facts
concerning the hierarchy property. Section 3 deals with the gap property. Section 4 introduces the
notion of f -complete sets whose existence is shown in Section 5, for a variety of time bounds f .
Theorem 1 says that H(f) implies a separation of the deterministic from the nondeterministic
time classes for those bounds f . Finally, Section 6 collects the main results in a figure and
discusses relativizations. These are formulated and confirmed in more detail in an appendix.
2 Basic notions and results around the hierarchy property
By a time bound , we always mean a function f : N −→ N such that n ≤ f(n) ≤ f(n + 1)
for all n ∈ N. For a prefix X ∈ {D,N,A}, the deterministic, nondeterministic and alternating ,
respectively, time complexity classes XTIME(f) consist of all languages which are accepted by an
XTMM with a time complexity tM ∈ O(f). Under an XTM, we here understand a deterministic,
nondeterministic and alternating, respectively, Turing machine with a special read-only input
tape and arbitrarily many, say b ∈ N, additional work tapes. For further details of definitions,
the reader is referred to textbooks like [3,7,19]. By restricting the number of work tapes to some
b ∈ N, i.e., by considering b-tape XTMs only, we obtain the complexity classes XTIMEb(f).
Thus, XTIME(f) =
⋃
b∈NXTIMEb(f).
For nondeterministic and alternating TMs, there are well-known tape-number reductions:
(1) NTIME(f) = NTIME2(f), see [4];
(2) ATIME(f) = ATIME1(f), see [17].
For the deterministic case, one only knows
(3) DTIME(f) ⊆ DTIME2( f · (log ◦f) ), see [12].
Even for the linear time bound f(n) = n, the hierarchy conjecture H(n) has not yet been
proved so far. The hardness of this problem was emphasized by showing that H(n) does not
relativize. We want to recall this result from [10], since it marks the starting point of the present
investigations. Moreover, we shall come back to relativizations at the end of this paper.
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Let DTIMEA(n) and DTIMEAb0(n) denote the complexity classes defined by linear time-
bounded deterministic oracle Turing machines with a separate input tape, arbitrarily many,
respectively b0, work tapes and an additional oracle tape on which queries to the oracle set A can
be put (and which is erased immediately after any query). Analogously, the classes DTIMEA(f)
and DTIMEAb0(f) are defined for any time bound f , and the relativized hierarchy property and
relativized gap property , HA(f) and GA(f), respectively, concern these relativized complexity
classes in a straightforward manner. To show the following assertion, as oracle set we used a
language A which is NSPACE(n)-complete with respect to linear-time reduction.
Lemma 1 ([10], Proposition 16). H(n) does not relativize; this means that there is an oracle
set A such that ¬HA(f) holds, i.e., DTIMEA(n) = DTIMEAb0(n) for some b0 ∈ N.
Now we are going to present new results.
Lemma 2. H(n) implies DTIME(n) 6= NTIME(n).
Proof. We employ the following language introduced in [10]:
V = {〈w, code(M)t〉 : w ∈ {0, 1}∗, |w| ≤ t ∈ N+ and
M is a 2-tape NTM that accepts w in ≤ t steps}.
Herein code(M) is some standard encoding of the NTM M as a word over the binary alphabet
{0, 1}. Notice that, without loss of generality, we can restrict the complexity classes to languages
L ⊆ {0, 1}∗. 〈 · , · 〉 denotes an injective pairing function computable in linear time, with linear-
time computable inverses (projections). It is not hard to show that V is NTIME(n)-complete
with respect to linear-time reductions, see [10].
Now we show that DTIME(n) = NTIME(n) implies ¬H(n). If DTIME(n) = NTIME(n),
then V ∈ DTIME(n). Thus, there would be a b0-tape DTM MV that decides V in linear time.
Moreover, for any language L ∈ DTIME(n) ∩ {0, 1}∗, a linear-time reduction of L to V is given
by the assignment
w
̺
7−→ 〈w, code(ML)
cL·|w|〉,
where ML is a 2-tape NTM accepting L within a time complexity tML(n) ≤ cL · n. The word
function ̺ defined in this way can be computed in linear time by a 1-tape DTM M̺. The
composition of M̺ with MV yields a (b0 + 1)-tape DTM deciding L in linear time. Hence we
would have DTIME(n) = DTIMEb0+1(n), i.e., ¬H(n). ⊓⊔
The separation DTIME(n) 6= NTIME(n), also written as DLIN6=NLIN, was shown in [18],
see also [3,9] for some discussion. The proof is based on an involved analysis of computation
graphs of deterministic linear-time acceptors. Since Lemma 2 has easily been shown, a simple
proof of H(n) cannot be expected.
Unfortunately, the proof of Lemma 2 cannot be transferred to superlinear bounds f . A
reduction analogously to ̺ would then need a time bound O(f(n)), and the assumption V ∈
DTIME(f) would only lead to an O(f ◦ f(n)) decision of any L ∈ DTIME(f) by means of a
uniformly bounded number of work tapes. Thus, this subject requires some more effort. We shall
come back to it in Section 4.
Here we proceed with showing an upward transfer of ¬H(n). Time-constructibility of a time
bound g by a bg-tape DTM Mg means that Mg, for any input word w, writes the word 1
g(|w|)
on one of its work tapes and halts after at most tMg(|w|) ∈ O(g(|w|)) steps.
Lemma 3. If DTIME(f) = DTIMEb0(f) and the time bound g is time-constructible by a bg-
tape DTM, then DTIME(f ◦ g) = DTIMEmax(b0,bg)+1(f ◦ g).
3
Proof. The lemma is shown by the standard padding technique due to [20]. So a sketch of the
arguments should be sufficient. Let L be accepted by some DTM M in time O(f ◦g(n)). We put
L′ = {w · $i : i = g(|w|) − |w| and M accepts w}.
Then L′ ∈ DTIME(f), hence it is accepted by a b0-tape DTM M
′ in time O(f(n)). To accept
L, let a DTM M′′ work as follows:
First, the input w is padded to w′ = w · $g(|w|)−|w|. This is done in time O( g(|w|) ) by means of
bg + 1 work tapes, say the first one carries w
′ finally. Now let this tape correspond to the input
tape of M′ accepting L′, and let M′′ simulate M′ in this way and using b0 − bg further work
tapes if bg < b0. Thus, M
′′ can be constructed as a (max(b0, bg) + 1)-tape DTM, and it accepts
L in time O(g(n)) +O(f ◦ g(n)) = O(f ◦ g(n)). ⊓⊔
3 Around the gap property
By a straightforward diagonalization over the DTMs of a fixed tape number, the following
separation is obtained, see [19]:
(4) DTIMEb(f1) ⊂ DTIMEb+1(f2) for time bounds f1 and f2 if f1 ∈ o(f2) and
f2 is time-constructible by a (b+ 1)-tape DTM.
Borodin’s gap theorem [5] shows that the condition of time-constructibility of f2 is essential
herein. If we, moreover, assume that G(f1) holds and DTIME(f1) = DTIME(f2), fact (4) yields
DTIMEb(f1) ⊂ DTIMEb+1(f2) ⊆ DTIME(f1) for almost all b ∈ N. So we have
Lemma 4. G(f) implies H(f) for all time bounds f .
Also, it holds an upward transfer of G(f):
Lemma 5. If G(f) and the time bound g is time-constructible, then we have G(f ◦ g).
Proof. From DTIME(f) = DTIME(f2) for some time-constructible f2 satisfying f ∈ o(f2),
by standard padding due to [20], it follows DTIME(f ◦ g) = DTIME(f2 ◦ g), and we have
f ◦ g ∈ o(f2 ◦ g); moreover f2 ◦ g is time-constructible. ⊓⊔
Now we are going to show that G(f1) implies a separation DTIME(f2) ⊂ NTIME(f2), for
certain time bounds f2. This is indirectly proved. Assuming DTIME(f2) = NTIME(f2), the
nondeterministic hierarchy theorem can be applied:
(5) NTIME(f1) ⊂ NTIME(f2) for time bounds f1 and f2 if f1(n+ 1) ∈ o(f2(n))
and f2 is time-constructible, see [21,23].
Unfortunately, this is weaker than the nondeterministic analogue of ¬G(f1): for monotonous
f1, from f1(n+ 1) ∈ o(f2(n)) it follows that f1(n) ∈ o(f2(n)), but the converse does not hold in
general. To enforce this, we require:
(+) there is a c ∈ N+ such that f1(n+ 1) ≤ c · f1(n) for almost all n ∈ N.
This condition is fulfilled by many functions, e.g., by all polynomials or even by f1(n) = ⌈n
r⌉,
where r is a positive rational number, by f1(n) = n · (log(n))
k, where k ∈ N, and also by
f1(n) = 2
n.
From (+) and f1(n) ∈ o(f2(n)) it follows f1(n + 1) ∈ o(f2(n)), and fact (5) can be applied.
Assuming, moreover, that G(f1) and DTIME(f2) = NTIME(f2) for a related bound f2, we
would have
DTIME(f1) ⊆ NTIME(f1) ⊂ NTIME(f2) = DTIME(f2) = DTIME(f1),
a contradiction. So we have shown
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Proposition 1. If G(f1) for a time bound f1 satisfying (+), then DTIME(f2) 6= NTIME(f2)
for any time-constructible bound f2 with f1 ∈ o(f2) and DTIME(f1) = DTIME(f2).
Thus, G(f1) yields separations of determinism from nondeterminism for related bounds f2.
Such separations are only known for bounds very close to the linear ones, see [18,19]. On the other
hand, a proof of ¬G(f1) would also be surprising, since it would mean an essential improvement
of the deterministic time hierarchy theorem, at least locally above f1.
4 Complete sets for subhomogeneous bounds
So far, complete sets have mainly been considered for complexity classes defined by regular sets
of bounds, as for P, NP, LIN, NLIN etc. The notion of regular set of bounds was introduced
in [10]. It ensures a certain robustness of the related complexity classes and useful properties
of complete sets of them. The new notion of completeness we are going to introduce now will
enable us to generalize Lemma 2 to certain superlinear bounds.
Definition 3 (f -Completeness). For a time bound f , a language A is called f -complete if
A ∈ NTIME(f) and L≤linA for all L ∈ NTIME(f). Here ≤lin means m-reducibility (i.e., many-
one reducibility) via a function computable by a DTM in linear time.
In order to apply f -complete sets, it is useful to require that the bound function fulfils a
certain sharpening of property (+) from the preceding section.
Definition 4 (Subhomogeneity). A function f : N −→ N is said to be subhomogeneous if
for any c ∈ N+ there exists a c ∈ N+ such that
f(c · n) ≤ c · f(n) for all n ∈ N+ .
Obviously, to ensure this property, for a monotonous (non-decreasing) function f it is sufficient
to require that there is some c′ ∈ N+ satisfying
f(2 · n) ≤ c′ · f(n) for all n ∈ N+ .
This condition was already used in [13]. There it was also observed that superpolynomial func-
tions f , i.e., such ones with limn→∞
f(n)
nk
= ∞ for all k ∈ N, cannot be subhomogeneous. On
the other hand, constant functions and functions like f(n) = ⌈nr⌉, for positive rationals r, or
log(n) and log∗(n) are obviously subhomogeneous. If non-decreasing functions f1 and f2 are
subhomogeneous, then so are f1 + f2, f1 · f2, f2 ◦ f1, and max(f1, f2). This is easily proved. For
example, if f1(c · n) ≤ c1 · f(n) and f2(c1 ·m) ≤ c
′
2 · f(m) for all n,m ∈ N+ , then
(f2 ◦ f1)(c · n) = f2(f1(c · n)) ≤ f2(c1 · f1(n)) ≤ c
′
2 · f2(f1(n)) = c
′
2 · (f2 ◦ f1)(n).
The following lemma demonstrates the usefulness of the notion of f -completeness.
Lemma 6. Let A be an f -complete language for a subhomogeneous time bound f . Then
DTIME(f) = NTIME(f) iff A ∈ DTIME(f), and
NTIME(f) = coNTIME(f) iff A ∈ coNTIME(f).
Proof. We show the first assertion, the second one follows analogously. The direction “⇒ ” is
trivial. To prove “⇐ ”, let A ∈ DTIME(f) and L ∈ NTIME(f). If L≤linA via an m-reduction ̺
and the characteristic function of A, χA, is deterministically computable in time O(f), then the
characteristic function of L, χL = χA ◦ ̺, can deterministically be computed in time O(f), too.
This holds since ̺ is computable in linear time and f is subhomogeneous: we have |̺(w)| ≤ c · |w|
for any input word w, with a constant c, and f(|̺(w)|) ≤ f(c · |w|) ≤ c · f(|w|), with a suitable
constant c. ⊓⊔
An obvious supplement will be important for the proof of Theorem 1 below:
Lemma 7. If, in the above proof of Lemma 6, ̺ is computable by a 1-tape DTM in linear time
and A ∈ DTIMEb0(f), then DTIME(f) = NTIME(f) = DTIMEb0+1(f).
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5 Existence of f -complete sets
In order to ensure the existence of f -complete sets, a further condition is employed.
Definition 5 (Superhomogeneity and Quasihomogeneity). A function f : N −→ N is
said to be superhomogeneous if for any c ∈ N+ there exists a c
′ ∈ N+ such that
c · f(n) ≤ f(c′ · n) for all n ∈ N+ .
A function is called quasihomogeneous if it is both subhomogeneous and superhomogeneous.
Examples of superhomogeneous functions are the linear functions, the exponential function
f(n) = 2n, as well as the functions f(n) = ⌈nr⌉ for positive rationals r. Constant functions and
other bounded functions as well as log(n) are not superhomogeneous. If non-decreasing functions
f1(n), f2(n) ≥ 1 are superhomogeneous, then so are f1 + f2, f1 · f2, and f2 ◦ f1. If only f1 is
superhomogeneous and f2 is non-decreasing, then f1 · f2 is superhomogeneous, too. All these
assertions can easily be shown. For example, if c · f1(n) ≤ f1(c
′ · n) with c′ ∈ N+ , then for any
non-decreasing f2 we have
c · (f1 · f2)(n) = c · f1(n) · f2(n) ≤ f1(c
′ · n) · f2(n) ≤ f1(c
′ · n) · f2(c
′ · n) = (f1 · f2)(c
′ · n).
Thus, by the examples and remarks after Definitions 4 and 5, the property of quasihomo-
geneity applies to a lot of time bounds, among them the polynomials and several others between
the linear functions and the polynomials.
Proposition 2. If the time bound f is superhomogeneous and time-constructible, then there is
an f -complete language that also satisfies the supposition of Lemma 7.
Proof. Let f be a time-constructible superhomogeneous time bound. Without loss of generality,
we suppose that f(n) ≥ n + 1 for all n ∈ N. As in the proof of Lemma 2, we restrict the
complexity classes to languages L ⊆ {0, 1}∗ and denote the (binary) encoding of an NTM M by
code(M). For an input word w = x1x2 . . . xl, let w = 0x10x20 . . . 0xl and, for any a ∈ N,
waM = code(M) 1w 0 1
a .
An f -complete language is defined by
Vf = {w
a
M : w ∈ {0, 1}
∗, M is a 2-tape NTM, a ∈ N,
|waM| = c
′ · |w| for some c′ ∈ N+ such that |code(M)| · f(|w|) ≤ f(c
′ · |w|),
and M accepts w in ≤ f(|w|) steps }.
One easily shows that Vf ∈ NTIME(f): Given an input w
′ ∈ {0, 1}∗, it is first checked
whether w′ = wa
M
for a w ∈ {0, 1}∗, a ∈ N and some 2-tape NTM M such that |wa
M
| = c′ · |w|
for some c′ ∈ N+ . Since f is time-constructible and non-decreasing, this check including the
computation of c′ can be done in time O(f(|w′|)). Having c′, the condition |code(M)| · f(|w|) ≤
f(c′ · |w|) is checked in O(f(|w′|)) further steps. Finally, the (nondeterministic) simulation of
f(|w|) steps of M on the input w is possible in |code(M)| · f(|w|) ≤ f(c′ · |w|) = f(|w′|) steps.
To show the hardness of Vf , let L ∈ NTIME(f) and L ∈ {0, 1}
∗. By the linear speed up and
the tape-number reduction of NTMs, there is a 2-tape NTM ML accepting L in time tML(n) ≤
f(n). Since f is superhomogeneous, there is a constant c′L ∈ N+ such that |code(ML)| · f(n) ≤
f(c′L ·n) for all n ∈ N+ . Without loss of generality, let c
′
L ≥ 2 · |code(M)|+3. The word function
̺L : {0, 1}
∗ −→ {0, 1}∗ defined by
w
̺L7−→ waM , where a = c
′
L · |w| − 2 · |code(ML)| − |w| − 2 ,
is an m-reduction of L to Vf , and it is computable by a 1-tape DTM in linear time. ⊓⊔
Now we are well prepared to state our main result.
6
Theorem 1. If the time bound f is time-constructible and quasihomogeneous, thenH(f) implies
the separation DTIME(f) 6= NTIME(f).
Proof. We conclude indirectly: from DTIME(f) = NTIME(f), by Proposition 2 and Lemma 7,
it would follow that DTIME(f) = DTIMEb0+1(f) for some b0 ∈ N, hence ¬H(f). ⊓⊔
It might be of interest to note that the proof of Proposition 2 can be modified to obtain
languages that are complete in space complexity classes, with respect to linear-time reduction.
More precisely, employing the usual notations, we have
Corollary 1. If f is a superhomogeneous and time-constructible time bound, there is a language
VSf ∈ NSPACE(f) such that L≤linVSf for all L ∈ NSPACE(f).
Proof. We put
VSf = {w
a
M : w ∈ {0, 1}
∗, M is a single-tape NTM, a ∈ N,
|waM| = c
′ · |w| for some c′ ∈ N+ such that |code(M)| · f(|w|) ≤ f(c
′ · |w|),
and M accepts w on ≤ f(|w|) cells }.
Herein, by a single-tape TM , we mean a usual TM with only one tape, on which the input
is given and the work has to be carried out. The remaining part is analogous to the proof of
Proposition 2. ⊓⊔
If, moreover, f is even quasihomogeneous, the deterministic and nondeterministic linear time
classes relativized to VSf coincide. More precisely, we have LIN
VSf =NLINVSf =NSPACE(f).
The proof is quite analogous to that of Proposition 15 in [10].
6 Conclusion and relativizations
G(n) H(n) LIN 6=NLIN
G(f) H(f) DTIME(f) 6= NTIME(f)
if f is quasi-
homogeneous
(Theorem 1)
DTIME(f2) 6= NTIME(f2)
if f satisfies (+), f2 is time-constructible,
f ∈ o(f2), and DTIME(f) = DTIME(f2)
(Proposition 1)
✲
(Lemma 4)
✲
(Lemma 2)
✲
(Lemma 4)
✲
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✯
✻
(Lemma 5)
❄
(Lemma 3)
❄
(standard padding)
Fig. 1. Main results (for time-constructible bounds f )
Figure 1 summarizes the main implications we have shown. Herein let f be any time-
constructible time bound. The labels at the arrows hint to the corresponding results within
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this paper and recall some necessary suppositions. The implication indicated by the rightmost
vertical arrow, that DTIME(f) 6= NTIME(f) implies LIN 6=NLIN, is well-know. It follows by
standard padding due to [20]: LIN= NLIN would yield DTIME(f) = NTIME(f). Notice that
LIN 6=NLIN is the only claim occurring in the figure that was already proved, see [18].
Proposition 3. All the implications shown in Figure 1 relativize, i.e., they remain valid in their
relativized form with respect to an arbitrary ocacle A.
For a discussion of the role of relativization, we refer to [8]. The proof of Proposition 3
is rather straightforward. So the details will be given in an appendix. There we re-formulate
the main results in their relativized versions and deal with the related adaptations of proof
arguments.
Thus, for any oracle A satisfying LINA =NLINA = DTIMEA(n), as it was given by Proposi-
tion 15 in [10], it follows that both ¬HA(n) and ¬GA(n) hold, as well as ¬HA(f) and ¬GA(f)
for any time-constructible bound f . Hence G(f) and H(f) do not relativize if they hold.
Since G(n) has strong consequences, e.g., H(f) and DTIME(f) 6= NTIME(f) for all quasi-
homogeneous time-constructible f , a proof of G(n) seems to lie beyond the present abilities.
Unfortunately, we even have to leave open how to construct an oracle B satisfying GB(n). By
Proposition 3, GB(n) implies HB(n) but also GB(f) and HB(f) for any time-constructible
time bound f . For any computable time bound f(n) ∈ o(2n), a computable oracle B with
DTIMEB(f) 6= NTIMEB(f) can be obtained by a straightforward adaptation of the standard
construction of B satisfying PB 6= NPB due to [2].
The results of this paper should have demonstrated the usefulness of the notions introduced
in Definitions 1-5. It turned out that hierarchy property and gap property are related not only to
each other but also to the central problem of separation of determinism from nondeterminism.
This stresses the hardness of H(f) and G(f). As a particular point, we still remark that the
existence of f -complete sets has been used only in a rather special way in this paper. It would
be interesting to look for further substantial applications of this concept.
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Appendix. Details of the relativizations
This appendix is devoted to the relativized versions of the main results of the paper. They
will precisely be formulated in order to confirm Proposition 3. As far as the proofs are only
straightforward translations of those of the unrelativized versions, they will merely be sketched.
Sometimes, however, one has to be more careful, since, e.g., unrelativized reductions have to be
applied to (members of) relativized complexity classes. We shall emphasize these details.
Throughout this section, let A be a fixed language taken as oracle set.
Lemma 8 (Lemma 2 relativized). HA(n) implies DTIMEA(n) 6= NTIMEA(n).
Proof. We employ the relativized version of V which was already used in [10]:
V A = {〈w, code(M)t〉 : w ∈ {0, 1}∗, |w| ≤ t ∈ N+ and M is a 2-tape oracle NTM
such that MA accepts w in ≤ t steps}.
Herein let code(M) be a standard encoding of the oracle NTM M as a word over the binary
alphabet {0, 1}. It does not depend on A. MA denotes the machine M working with oracle A.
Again, we restrict the complexity classes to languages L ⊆ {0, 1}∗. Moreover, it has to be noticed
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that fact (1) relativizes. It can easily be proved that V A is NTIMEA(n)-complete with respect
to linear-time reductions, see [10].
We proceed with showing that DTIMEA(n) = NTIMEA(n) yields ¬HA(n). If DTIMEA(n) =
NTIMEA(n), then V A ∈ DTIMEA(n). There would be a b0-tape oracle DTM MV such that M
A
V
decides V A in linear time. For any language L ∈ DTIME(n)A∩{0, 1}∗, an (unrelativized) linear-
time reduction of L to V A is given by the assignment
w
̺
7−→ 〈w, code(ML)
cL·|w|〉,
where ML is a 2-tape oracle NTM such that M
A
L accepts L in linear time. The word function ̺
defined in this way can be computed in linear time by a 1-tape DTM M̺. The composition of
M̺ with MV yields a (b0 + 1)-tape oracle DTM deciding L in linear time with respect to the
oracle A. Hence DTIMEA(n) = DTIMEAb0+1(n), i.e., ¬H
A(n). ⊓⊔
Lemma 9 (Lemma 3 relativized). If DTIMEA(f) = DTIMEAb0(f) and the time bound g is
time-constructible by a bg-tape DTM, then DTIME
A(f ◦ g) = DTIMEAmax(b0,bg)+1(f ◦ g).
Proof. It is folklore that the technique of standard padding relativizes. Indeed, the proof of
Lemma 3 can straightforwardly be relativized, where a bg-tape DTM computing g in time O(g)
has to be combined with a suitable b0-tape oracle DTA. The details are left to the reader. ⊓⊔
The standard diagonalization proving fact (4) relativizes, too. Hence our proof of Lemma 4
can immediately be translated into its relativized version, and we have
Lemma 10 (Lemma 4 relativized). GA(f) implies HA(f) for all time bounds f .
Since Lemma 5 follows by standard padding, we immediately have
Lemma 11 (Lemma 5 relativized). If GA(f) and the time bound g is time-constructible,
then it holds GA(f ◦ g).
To show the relativized version of Proposition 1, it is enough to remark that fact (5), the
nondeterministic hierarchy theorem, relativizes. This indeed holds, see the proof in [23]. So it
straightforwardly follows
Proposition 4 (Proposition 1 relativized). If GA(f1) for a time bound f1 satisfying (+),
then DTIMEA(f2) 6= NTIME
A(f2) for any time-constructible bound f2 with f1 ∈ o(f2) and
DTIMEA(f1) = DTIME
A(f2).
Now we are going to relativize a combination of Lemmas 6 and 7 which is just needed
to prove the relativized version of Theorem 1. First the notion of f -completeness is modified
accordingly. A language B is said to be (f,A, 1)-complete if B ∈ NTIMEA(f) and L≤lin,1B for
all L ∈ NTIMEA(f). Here ≤lin,1 means m-reducibility via a function computable by a 1-tape
DTM in linear time.
Lemma 12 (from Lemmas 6, 7 relativized). Let B be an (f,A, 1)-complete language for
a subhomogeneous time bound f . If B ∈ DTIMEAb0(f) for some b0 ∈ N+ , then DTIME
A(f) =
NTIMEA(f) = DTIMEAb0+1(f).
Proof. The nontrivial part of the proof of Lemma 6 can word-by-word be translated into its
relativized version. ⊓⊔
Proposition 5 (Proposition 2 relativized). If the time bound f is superhomogeneous and
time-constructible, then there is an (f,A, 1)-complete language.
9
Proof. Applying the notations from the proof of Proposition 2, we put
V Af = {w
a
M : w ∈ {0, 1}
∗, M is a 2-tape oracle NTM, a ∈ N,
|waM| = c
′ · |w| for some c′ ∈ N+ such that |code(M)| · f(|w|) ≤ f(c
′ · |w|),
and MA accepts w in ≤ f(|w|) steps }.
Both that V Af ∈ NTIME
A(f) as well as the hardness of V Af for the class NTIME
A(f) with
respect to ≤lin,1 can be shown by straightforward modifications of the related parts of the proof
of Proposition 2. ⊓⊔
Finally, by adapting the short proof of Theorem 1, from Proposition 5 and Lemma 12 it
follows
Theorem 2 (Theorem 1 relativized). If the time bound f is time-constructible and quasi-
homogeneous, then HA(f) implies the separation DTIMEA(f) 6= NTIMEA(f).
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