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Abstrakt 
Cílem diplomové práce bylo nastudovat a popsat metodologii dolování dat CRISP-DM.  
Ze získané databáze byla prováděna predikce počtu hovorů na call centrum, přičemž 
bylo postupováno podle metodiky CRISP-DM. 
  4 
Ve fázi modelování byly použity 4 druhy modelů a to K-NN, neuronová síť, lineární 
regrese a model využívající metodu podpůrných vektorů. Pomocí různých druhů selekcí 
bylo zhodnoceno, které vstupní atributy mají důležitou roli pro výslednou predikci. 
Získané výsledky a poznatky mohou v budoucnu sloužit pro přesnější předpovědi nejen 
počtu hovorů, ale i jiných ukazatelů, důležitých pro call centrum. 
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Abstract 
  5 
The aim of the thesis was to study and describe data mining methodology CRISP-DM. 
From the collected database of calls to the call center a prediction was performed, based 
on CRISP-DM methodology. 
In phase of test situation modeling four different testing methods were used: the k-NN, 
neural network, linear regression and super vector machine. The input attributes 
importance for further prediction was evaluated based on different selections. 
The results and findings may provide data for further more accurate forecasts in the 
future; not only in number of calls but also other indicators relevant to the call center. 
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1 ÚVOD 
1.1 Dolování dat (Data Mining) 
Data Mining (DM) neboli dolování dat je pojem zastřešující širokou škálu technik 
používaných v řadě odvětví. Existuje mnoho různých definic tohoto pojmu, nejvíce 
používaná je však tato [1]: „Data Mining je netriviální dobývání skrytých, předem 
neznámých a potencionálně užitečných informací z dat.“  
 DM znamená mnoho různých postupů a algoritmů, které umožní odhalit a plně 
využít vztahy ukryté v datech. Výsledkem je predikční model, který je podkladem 
pro rozhodování. Formálně lze říci, že DM využívá nástrojů strojového učení [6], 
[7]. 
1.2 Uplatnění DM 
Metody DM nacházejí své uplatnění hlavně v marketingu, kde lze analyzovat 
chování zákazníků a analyzovat  užitečné skryté vztahy a na základě těchto znalostí 
lze následně provádět opatření pro zvýšení odbytu, popřípadě udržení stávajících 
zákazníků.  
 Jako příklad můžeme vzít mobilního operátora, kde datamineři sledují databáze 
klientů a na základě informací o hovorech analyzují, jaké chování vykazoval klient 
určitou dobu před svým odchodem ke konkurenci. Následnou analýzou se pak mezi 
stávajícími klienty určí ti, kteří vykazují podobné chování jako ti, kteří přešli ke 
konkurenci a operátoři pak tyto klienty mohou oslovit se speciální zvýhodněnou 
nabídkou. 
 Další ukázkou využití Data miningu je analýza nákupního košíku. Proces dolování 
dat spočívá v tom, že z dat ze zákaznických karet v obchodech se zkoumá kdo, jaké 
zboží a v jaké kombinaci nejčastěji kupuje. Následně podle těchto poznatků se do 
regálů v obchodech umisťuje blízko sebe zboží, které se nejčastěji nakupuje ve 
společné kombinaci. 
 Data mining je však v některých oblastech zakázaný. Jako příklad lze uvést analýzu 
pokerových her při online hraní. Programy pro DM sledují mnoho různých stolů a 
analyzuje tisíce hand (hra od fáze rozdání karet až po vyložení karet). Díky tomu je 
možné vědět mnoho o herním stylu soupeře, se kterým hráč právě hraje, aniž by 
proti němu kdy usedl společně ke stolu [1],[6]. 
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2 METODOLOGIE 
Dataminingový projekt je proces, který vyžaduje mnoho zdrojů a to jak datových, 
softwarových, tak i lidských. Jako ve všech odvětvích je snaha šetřit peněžní prostředky 
a za tím účelem byly definovány určité metodologie, jak postupovat při zpracování dat, 
aby byl postup co nejefektivnější. Snahou bylo vypracovat univerzální postup nezávislý 
na konkrétním případu. 
Dvě nejvýznamnější komerční metodologie jsou metodologie 5A, kterou vyvinula firma 
SPSS a metodologie SEMMA, vyvinutá firmou SAS. 
Asi nejvýznamnější a nejznámější je metodologie CRISP-DM (CRoss-Industry 
Standard for Data Mining) [1],[6]. 
 
2.1 Metodologie 5A 
S touto metodologií přišla firma SPSS a její název je odvozen od počátečních písmen 
pěti fází, které se provádí [1]. 
 
- Assess – posouzení potřeb projektu, v této fázi je potřeba určit data, která budou 
potřebná pro provedení analýz 
 
- Access – shromáždění potřebných dat (z datových skladů, oficiálních statistik, 
vlastními průzkumy) 
 
- Analyze – provedení analýz více metodami s porovnáním výsledků a tím získat 
nejlepší řešení 
 
- Akt – přeměna znalostí na akční znalosti, výsledky by měly být jasné a 
srozumitelné 
 
- Automate – převedení výsledků analýzy do praxe, automatizování procesů a 
možnost snadno aktualizovat modely dle nových výsledků 
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2.2 Metodologie SEMMA 
Jedná se o metodologii vyvinutou firmou SAS, stejně jako u metodologie 5A je její 
název odvozen od prvních písmen prováděných kroků.  
 U této metodiky je kladen důraz především na snadnou interpretaci výstupů ve 
srozumitelné formě pro uživatele [1]. 
 
- Sample – vybrání vhodných objektů 
 
- Explore – vizuální explorace a redukce dat 
 
- Modify – seskupování objektů a hodnot atributů, datové transformace 
 
- Model – vytvoření modelu pomocí metod strojového učení 
 
- Assess – porovnání modelů a interpretace 
 
 
 
Obrázek 1: Metodologie SEMMA [1] 
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3 CRISP-DM 
Metodika CRISP-DM vznikla v rámci Evropského výzkumného projektu. Tato 
metodika nabízí návody, úkoly a cíle pro každou část celého procesu. 
 
Životní cyklus projektu DM je podle této metodologie tvořen šesti etapami: 
 
- Porozumění problému (Business understanding) 
 
- Porozumění datům (Data understanding) 
 
- Příprava dat (Data preparation) 
 
- Modelování (Modeling) 
 
- Zhodnocení výsledků (Evaluation) 
 
- Využití výsledků (Deployment) 
 
 
 
 
Obrázek 2: Životní cyklus projektu podle metodologie CRISP-DM [1] 
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3.1 Porozumění problému 
První fáze se zaměřuje na pochopení a definování cílů úlohy a požadavků na řešení 
formulovaných z obchodního hlediska. V této fázi se také provádí inventura zdrojů 
(datových, softwarových, lidských), hodnotí se možná rizika, náklady a přínos použití 
metod DM a stanovuje se předběžný plán prací. Měly by být stanoveny kroky, které 
musí být vykonány, společně s délkou jejich trvání, požadovanými zdroji, vstupy, 
výstupy a závislostmi. Plán prací je dynamický, což znamená, že na konci každé fáze je 
kontrolován a aktualizován [1], [6]. 
 
 
Obrázek 3: Fáze porozumění problému [3] 
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3.2 Porozumění datům 
V této fázi dochází k prvotnímu sběru dat, posuzuje se, jaká a jak kvalitní data máme 
k dispozici. Již v této fázi se provádí předběžný průzkum dat, ze vstupních atributů se 
zjišťují četnosti hodnot, průměrné hodnoty, maxima, minima apod. Pokud je to vhodné, 
tak součástí této fáze může být i zpracování grafů a diagramů, které vyjadřují datové 
charakteristiky. Na konci této fáze se také může dojít k závěru, že zdroje dat obsahují 
nedostatečné množství potřebných informací a nelze tedy dále pokračovat. V takovém 
případě je nutné vrátit se opět k fázi 1 (viz Obrázek 2) [1], [6]. 
 
 
Obrázek 4: Fáze porozumění datům [3] 
3.3 Příprava dat 
Tato fáze bývá nejčastěji jednou z nejnáročnějších. Rozhodujeme, která data 
z původního datového souboru budou použita pro modelování. 
V některých případech se může stát, že k dispozici jsou data z více zdrojů, kde 
mohou být různé fyzikální jednotky. Je nutné převést hodnoty všech atributů na 
stejné jednotky, tento proces se nazývá standardizace [1], [6]. 
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3.3.1 Redukce počtu dimenzí 
Snížením množství atributů se dosahuje snížení nákladů na tvorbu modelu, ale také 
zvýšení rychlosti a efektivity. 
Redukce počtu dimenzí může probíhat dvěma způsoby. Některý atribut můžeme 
úplně odstranit, potom mluvíme o tzv. selekci. Druhou variantou je použití určitého 
algoritmu, kterým se více atributů sloučí do jednoho a původní atributy budou 
odstraněny. Tento proces se nazývá konverze. 
Odstraněním či konverzí určitého množství atributů se vždy ztrácí informace, kterou 
tyto atributy obsahují, proto je nutné citlivě volit míru selekce a konverze [1], [6]. 
 
3.3.1.1 Selekce 
Pro odstranění některého z atributů je potřeba provést analýzu vstupní databáze a 
vybrat ty atributy, které nenesou žádnou významnou informaci, nebo atributy, které 
nesedí do celkového konceptu. Při duplicitě atributů se ponechá pouze jeden a 
ostatní se odstraní. Pro určení, které atributy jsou vhodné na odstranění, se využívá 
filtračních metod, které vycházejí z analýzy obecných vlastností atributů. 
 Může nastat situace, kdy je potřeba odstranit i atributy, které nesou významnou 
informaci pro tvorbu modelu. V tomto případě se stanovuje akceptovatelná chyba 
modelu a náklady na model. Vychází se z požadavku, že chyba modelu by neměla 
být vyšší nežli stanovená chyba f . Tato hranice bývá nazývána hranice efektivity 
(Efficient Frontier). 
 
Metody selekce [9]: 
 
- Filter (Gini Index, Information Gain, t-test) 
o Váhuje veličiny zvlášť, tato metoda je vhodná pro použití na rozsáhlé 
databáze. 
 
-  Wrapper (Forward selection, Backward eliminatio, Brutal force selection) 
o Během selekce používá cílový model, pořadí výběru veličiny odpovídá 
pořadí její relevance 
o Forward selekce začíná s prázdnou množinou atributů a v každém cyklu 
se postupně přidává atribut, který vykazuje nejvyšší přesnost. Při 
backward selekci se postupuje opačným způsobem, tedy začíná se 
s úplnou množinou atributů a v každém cyklu se postupně odstraní 
atribut, který má nejnižší přesnost. Obě tyto metody negarantují nalezení 
optimální kombinace, což garantuje metody Brutal force, při které je 
hledána nejlepší kombinace atributů. 
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3.3.1.2 Konverze 
Stejně jako u selekce i zde se nejprve provádí analýza vstupní databáze. V tomto 
případě se však zkoumají vzájemné vztahy jednotlivých atributů. Při zjištění 
korelace mezi určitými atributy se tyto atributy sloučí do jednoho, který zůstane, a 
původní atributy se odstraní. 
 
 
3.3.2 Chybná data 
DM algoritmy pracují na principu zkoumání umístění objektu v n-rozměrném 
prostoru, přičemž počet prostorů je dán počtem atributů. V případě, že hodnota 
některého z atributů bude chybná, tak díky tomuto atributu se objekt může umístit 
do nesprávného prostoru, který neodpovídá skutečnosti. 
U chybějících hodnot atributů se tyto hodnoty nahrazují průměrem, mediánem či 
střední hodnotou vyskytujících se hodnot, případně může být rozhodnuto o úplném 
odstranění záznamu [1], [6]. 
 
Nahrazení chybějících hodnot [10]: 
1. Nulami – pouze v případě, když o řadě nic nevíme nebo víme pouze to, že 
průměr by měl být nulový 
2. Centrální charakteristikou souboru naměřených hodnot – aritmetickým 
průměrem, mediánem, lze brát centrální charakteristiku celého souboru, 
nebo pouze okolí 
3. Lineární interpolací – u časových řad, které vykazují výraznou setrvačnost 
4. Trendem – získaný regresí vhodné křivky 
5. Odhadem – založený na známém či odhadnutém modelu chování procesu 
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3.3.3 Normalizace dat 
Normalizací dat se dosáhne toho, že hodnoty všech atributů se budou nacházet 
v určitém uzavřeném intervalu. Některé metody normalizaci nevyžadují (např. 
rozhodovací stromy), u jiných metod by se bez normalizace dat došlo k chybným 
závěrům (např. shluková analýza). Normalizace se provádí pro zjednodušení početní 
náročnosti a docílení vyšší výpočtové přesnosti. [1] 
 
 
 
Obrázek 5: Fáze příprava dat [3] 
3.4 Modelování 
Ve fázi modelování se vybírá vhodný algoritmus (či algoritmy), který bude použit 
pro analýzu. V průběhu celého modelování je vytvořen jeden nebo více modelů. 
Data jsou před modelováním rozděleny na učící a testovací, přičemž model je 
vytvářen na datech učících a na testovacích datech se následně určuje jeho kvalita. 
Metody dolování dat se rozdělují do 3 skupin: [1], [3] 
 
1. Predikce 
U těchto úloh známe vstupní a jim odpovídající výstupní hodnoty. Nová data se 
porovnávají se vzorovými daty a na základě podobnosti se určuje 
nejpravděpodobnější hodnota výstupu. 
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2. Deskripce 
V deskriptivních úlohách se analyzují data a zkoumají se nové, potencionálně 
užitečné vzájemné vztahy 
 
 
3. Indikace 
Tyto metody odhalují odchylky od klasického (normálního) chování a díky tomu 
lze včas zabránit nehodám nebo poruchám 
 
 
 
Obrázek 6: Metody dolování dat [3] 
 
3.4.1 Rozhodovací stromy 
Rozhodovací stromy fungují na principu dělení n-rozměrného prostoru, ve kterém jsou 
umístěna data popisující dané objekty. Trénovací data se postupně rozdělují na stále 
menší podmnožiny tak, aby v těchto podmnožinách převládaly objekty pouze jedné 
třídy. Podmnožina obsahující objekty více tříd se nazývá uzel a ten je dále dělen na 
listy, které jsou koncové a jsou označeny tou třídou, která je v listu nejčetněji 
zastoupena. 
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Obrázek 7: Schéma rozhodovacího stromu [7] 
 
Dělení probíhá vždy pouze podle jednoho zvoleného atributu a před každým dělením 
musí být zhodnoceno, který atribut je nejvhodnější (má největší odlišovací schopnost) 
pro dělení. [7] 
 
Pro stanovení odlišující schopnosti atributu se používají tyto způsoby [7]: 
Entropie – míra neurčitosti (neuspořádanosti) systému, hledá se atribut s nejnižší 
hodnotou entropie  
Vztah pro výpočet entropie: 
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V případě klasifikace do dvou tříd lze entropii spočítat dle vztahu:  
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Kde n1 označuje počet záznamů spadajících do první třídy a n2 počet záznamů 
spadajících do druhé třídy 
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Informační zisk – míra odvozená z entropie, nejprve je vypočítána entropie pro 
závislou proměnnou, od které se odčítají entropie vypočtené pro jednotlivé atributy, 
nejlepší odlišovací schopnost má atribut s nejvyšším informačním ziskem 
V literatuře se objevu také pojem „poměrný informační zisk“, který bere do úvahy, ke 
kolika záznamům se daná veličina vztahuje.  
Pro celkovou entropii nově vzniklých uzlů lze napsat: 
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Informační zisk se poté vypočítá podle vztahu: 
 
)|()(),( ASHSHASI          (4) 
 
Gini index – vyjadřuje pravděpodobnost zastoupení třídy v závislosti na hodnotách 
daného atributu 
 
Obecný algoritmus pro tvorbu rozhodovacího stromu[1]: 
 
 TDIDT algoritmus: 
1. Zvol jeden atribut jako kořen dílčího stromu. 
2. Rozděl data v tomto uzlu na podmnožinu podle hodnot zvoleného atributu a 
přidej uzel pro každou podmnožinu. 
3. Existuje-li uzel, pro který nepatří všechna data téže třídy, pro tento uzel opakuj 
postup od bodu 1, jinak skonči. 
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Větvení stromu skončí ve chvíli, kdy všechny příklady odpovídající jednotlivým listům 
patří do stejné třídy. Někdy však tento postup není možný ani žádoucí, jelikož 
požadavek na bezchybnou klasifikaci trénovacích dat může vést k přeučení stromu 
(overfitting). Například jestliže máme trénovací data zatížená šumem, nejsme schopni 
provést bezchybnou klasifikaci, proto se požaduje, aby v listech „převažovaly“ objekty 
jedné třídy. 
Při přeučení rozhodovacího stromu se používá tzv. prořezávání stromu, díky čemuž se 
sice model stává více nepřesný vůči trénovacím datům, ale zvýší se přesnost vůči datům 
novým [1], [7]. 
Přístup k prořezávání je dvojí. Při pre-pruning prořezávání je možné dopředu stanovit 
určitá kritéria, která omezí růst stromu. Při dosažení nebo nesplněné jednoho z kritérií 
se tvorba rozhodovacího stromu zastaví. Při prořezávání metodou post-pruning se 
vytvoří model, který rozdělí všechna data v trénovací množině tak, že listy stromu 
obsahují vždy pouze příklady patřící do stejné třídy a nelistové uzly se nahrazují listem. 
Takto vytvořený list ale už neobsahuje prvky pouze jedné třídy [1], [7]. 
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Příklad: 
 
Celý postup tvorby rozhodovacího stromu lze vysvětlit na jednoduchém příkladu, ve 
kterém se z dostupných dat (Tabulka 1) určuje, zda majitel účtu dostane od banky úvěr. 
Tabulka 1: Zdrojová data pro posouzení možnosti poskytnutí úvěru 
klient příjem konto pohlaví zaměstnaný úvěr 
1 vysoký vysoké muž ano ano 
2 vysoký nízké muž ano ne 
3 nízký nízké žena ne ne 
4 vysoký vysoké muž ano ano 
5 vysoký střední žena ano ano 
6 nízký nízké žena ano ne 
7 vysoký nízké muž ne ne 
8 vysoký vysoké muž ne ano 
9 vysoký střední muž ano ano 
10 nízký střední žena ano ne 
11 nízký nízké muž ano ne 
12 vysoký nízké muž ne ano 
13 vysoký vysoké žena ano ano 
14 vysoký vysoké muž ano ano 
15 vysoký střední žena ano ano 
16 nízký nízké žena ano ne 
17 vysoký nízké muž ne ne 
18 vysoký vysoké muž ne ano 
19 vysoký střední muž ano ano 
20 vysoký vysoké žena ano ano 
 
Pro zhodnocení, který atribut bude nejvhodnější pro dělení, je potřeba pro každý atribut 
spočítat informační zisk. 
Nejprve je tedy nutné vypočítat entropie jednotlivých atributů dle vztahu (3): 
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Pro výpočet informačního zisku jednotlivých atributů je potřeba znát hodnotu celkové 
entropie, vypočtenou dle vztahu (2): 
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Při znalosti hodnot entropií jednotlivých atributů a celkové entropie, můžeme pomocí 
vztahu (4) vyčíslit informační zisk pro každý atribut: 
 
429505,0541446,0970951,0)Pr|()()Pr,(  ijemSHSHijemSI  
573043,0397908,0970951,0)onto|()(),(  KSHSHKontoSI  
019973,0950978,0970951,0)|()(),(  PohlaviSHSHPohlaviSI  
294837,0676114,0970951,0)amestnani|()(),(  ZSHSHZamestnaniSI  
 
Nejvyšší informační zisk má atribut Konto a tento atribut bude tedy použit pro první 
dělení. 
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Výsledný rozhodovací strom je zobrazen na Obrázek 8:  
 
 
Obrázek 8: Výsledný rozhodovací strom pro ukázkový příklad 
 
 
3.4.2 Umělé neuronové sítě 
 
Neuronové sítě se skládají z umělých neuronů, jejichž předobrazem je biologický 
neuron. Tyto neurony jsou vzájemně propojeny, předávají si signály a transformují je 
pomocí přenosových funkcí. Nejjednodušším modelem neuronové sítě je perceptron, 
který se skládá pouze z jednoho neuronu. Pro segmentaci se používají Kohonenovy 
neuronové sítě, pro predikci jsou vhodné perceptrony [11]. 
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Obrázek 9: Schéma perceptronu [11] 
 
Perceptron je tvořen několika vstupy a jedním výstupem, přičemž každý vstup je 
opatřen vahou, se kterou se vstupní hodnota vynásobí. 
Přenosová funkce f (z) určuje, ve kterém ze dvou podprostorů leží nově zkoumaný 
objekt vymezený funkcí z. 
Pro případy dataminingu se nejčastěji jako přenosové funkce používají sigmoida (5) a 
hyperbolický tangens (6). [1] 
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Perceptronová síť: 
 
Obrázek 10: Obecná perceptronová síť [1] 
 
Vstupní vrstva slouží pouze k distribuci signálu od vstupních atributů. Počet 
perceptronů ve vstupní vrstvě je roven počtu vstupních atributů. Skrytá vrstva slouží 
k oddělení objektů různých tříd. Výstupní vrstva kombinuje podprostory vytvořené 
pomocí skryté vrstvy tak, aby vznikl podprostor, který obsahuje objekty pouze jedné 
třídy. Počet perceptronů ve výstupní vrstvě je stejný jako počet tříd. 
Při učení neuronové sítě se tvoří struktura sítě a nastavují se váhy jednotlivých 
perceptronů [11].  
Důležitou vlastností z hlediska dolování dat u modelů vytvořených pomocí neuronové 
sítě je schopnost těchto modelů učit se z příkladů. V neuronové síti jsou znalosti 
rozprostřeny v podobě vah jednotlivých vazeb mezi neurony, tudíž pro uživatele méně 
srozumitelně. Modely vytvořené pomocí neuronových sítí jsou velmi citlivé vůči 
špatným datům. 
 
Pokud použijeme stejnou vstupní databázi jako v příkladu u rozhodovacích stromů, 
výsledná neuronová síť bude mít skladbu dle Obrázek 11. 
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Obrázek 11: Neuronová síť v programu Rapidminer pro zhodnocení poskytnutí úvěru 
 
3.4.2.1 Algoritmus Backpropagation: 
Jedním z nejvíce používaných algoritmů je algoritmus Backpropagation (BP), což je 
iterativní gradientní algoritmus učení, který minimalizuje čtverce chybové funkce. 
V první fázi algoritmu BP je vypočítána chyba perceptronů ve výstupní vrstvě. Při 
znalosti této chyby lze následně spočítat chybu perceptronů ve skryté vrstvě, z níž se 
spočítá gradient funkce [11]. 
Dále dochází k modifikaci vah, kdy se nejprve modifikují váhy perceptronů ve výstupní 
vrstvě a až pak se modifikují váhy perceptronů ve skryté vrstvě [1]. 
 
 
Obrázek 12: Algoritmus typu Backpropagation [1] 
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3.4.3 Bayesovská klasifikace 
Tyto metody vycházejí z Bayesovy věty o podmíněné pravděpodobnosti, která 
vyjadřuje pravděpodobnost hypotézy H za předpokladu evidence E. Hypotéza, však 
nemusí být vztažena pouze k jedné evidenci a může být i více hypotéz [9]. 
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U Bayesovské klasifikace není záměrem rozdělit prostor pomocí jednotlivých atributů 
tak, aby vzniklé podprostory obsahovaly objekty stejné třídy jako v případě 
rozhodovacích stromů. 
U této klasifikace je objekt pomocí vstupního vektoru umístěn do určitého podprostoru, 
ve kterém již jsou objekty trénovací množiny dat. Jestliže není jednoznačně určeno 
přiřazení objektu k dané třídě pomocí daného vstupního vektoru, znamená to, že daný 
podprostor obsahuje objekty více tříd. Na základě výpočtu pravděpodobnosti výskytu 
jednotlivých tříd v určitém podprostoru je možné přiřadit daný objekt ke třídě, která je 
v tomto podprostoru nejvýrazněji zastoupena. 
 
 
Obrázek 13: Grafická interpretace Bayesova vzorce [9] 
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Pro případy dataminingu je možné vzorec (7) upravit tak, že hypotézu H nahradíme 
výstupní třídou y a soubor evidencí E nahradíme vektorem vstupních hodnot x: 
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Naivní Bayesovský klasifikátor (NBK) předpokládá nezávislost veličin, což ve většině případů 
není pravda, navzdory tomuto faktu je velice přesný. Ze vzorce (9) je patrné, že je potřeba 
zajistit, aby vstupní vektor hodnot byl bezchybný a neobsahoval prázdné položky, což 
je potřeba vyřešit při předzpracování a přípravě dat. [9] 
 
3.4.4 Regresní analýza 
V nejjednodušším případě, tedy v případě lineární regrese se řeší úloha aproximace 
pozorovaných hodnot daným typem funkce s neznámými parametry. V situaci, kdy je 
závislost výstupní veličiny na vstupní lineární, můžeme použít vztah (10): 
 
qXy             (10)  
Kde y je vektor výstupní veličiny, X matice vstupních dat a q vektor parametrů funkce. 
 
Vektor parametru funkce q se nejčastěji nastavuje pomocí metody nejmenších čtverců, 
která minimalizuje rozdíly mezi pozorovanou a očekávanou (vypočítanou) hodnotou. 
Jelikož kladné rozdíly mají stejnou váhu jako rozdíly záporné, uvažujeme kvadrát 
těchto rozdílů: 
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V případě nelineární regrese se předpokládá složitější funkční závislost mezi y a X a to 
například exponenciální, kvadratická nebo obecně polynomiální). 
 
3.4.5 Odhad přesnosti modelů – Cross-validation 
Cross-validation (CV) je metoda, která slouží k odhadu skutečné chyby modelu. Princip 
CV spočívá v rozdělení datového souboru na určitý počet, pokud možno stejných 
disjunktních množin K. Následně je K-krát nastaven a vyhodnocen model tak, že 
postupně je jedna množina nastavena jako testovací a sjednocení ostatních jako 
trénovací soubor dat. Tímto způsobem je získáno K různě nastavených modelů. Často 
používané rozdělení vstupního souboru dat je K=10 (tzv.tenfold crossvalidation). 
Specifickou podskupinou CV je tzv. Leave-one-out (K=N) metoda s dělením 
odpovídajícím počtu samotných prvků, kdy je model naučen na N-1 prvcích a na 
zbylých je ověřena správnost klasifikace. Tento postup se opakuje K-krát jako u 
klasické CV. Tato metoda dává nejpřesnější odhad chyby modelu, chyba však vykazuje 
velký rozptyl a tento postup je časově velmi náročný [7] 
. 
 
 
Obrázek 14: Způsob rozdělení dat pomocí metody cross-validation [9] 
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Obrázek 15: Fáze modelování [3] 
 
3.5 Zhodnocení výsledků 
V této fázi se na vytvořeném modelu testují data a hodnotí se úspěšnost modelu. Pomocí 
vytvořeného modelu se provede klasifikace každého objektu testovací množiny dat. 
Výsledek klasifikace se porovná se skutečným zařazením objektu do dané třídy a 
následně se vyhodnotí úspěšnost klasifikace. V případě predikce se se predikované 
hodnoty porovnávají se skutečnými hodnotami. 
 
Pokud bylo vytvořeno více modelů na základě měnících se vstupních parametrů, lze 
zobrazit výsledky všech modelů pomocí jednoho grafu.  
 
Výsledky lze zobrazit jako křivku učení (learning curve), která znázorňuje úspěšnost 
modelu na základě měnícího se počtu vstupních atributů. Platí, že se zvyšujícím se 
počtem vstupních atributů se přesnost modelu zvyšuje, od určitého počtu parametrů 
však ke zlepšení nedochází, naopak může dojít i ke zhoršení přesnosti modelu. 
 
Dalším možným způsobem zobrazení výsledků je ROC křivka (ROC curve), která 
vyjadřuje vztah mezi správně klasifikovanými pozitivními případy TP a nesprávně 
klasifikovanými pozitivními případy FP [1],[6]. 
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Obrázek 16: Fáze zhodnocení výsledků [3] 
 
3.6 Využití výsledků 
Po zhodnocení výsledků jsou tyto výsledky předloženy firmě, která požadavek zadala. 
Odborníci ze zadavatelské firmy poté posoudí, zda jsou výsledky odpovídající, nebo je 
potřeba některou část procesu opakovat [6] 
 
 
Obrázek 17: Fáze uvedení do praxe [3] 
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4 SOFTWARE 
Existuje mnoho různých programů na řešení dataminingových problémů a to buď 
komerčních, nebo nekomerčních. Z komerčních jsou to například Minitab, 
STATISTICA Dataminer, SAS nebo SPSS. Z těch nekomerčních, které jsou většinou 
tvořeny na univerzitní půdě je to například LISp-Miner, který je vyvíjen na Fakultě 
informatiky a statistiky VŠE v Praze, dále program Orange, který je produktem 
Fakulty počítačové a informační vědy na Ljubljaňské univerzitě ve Slovinsku.  
Dalším volně používaným programem je RapidMiner, který byl vyvíjen v Německu 
na Fakultě umělé inteligence Dortmundské univerzity [5]. 
 
4.1 RapidMiner 
V programu RapidMiner se celý proces skládá z blokového schématu, kde každý 
blok zastupuje určitou fázi procesu. Tyto bloky se nazývají operátory. 
K načtení námi vytvořené nebo získané databáze slouží vstupní operátor, který 
najdeme v záložce import. 
 
 
Obrázek 18: Načtení databáze v programu RapidMiner [5] 
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V další fázi procesu je většinou potřeba provést předzpracování dat a to z toho 
důvodu, že data mohou být z nějakého důvodu poškozena, mohou obsahovat outliers 
nebo některé hodnoty úplně chybět. 
Po tomto kroku už může přijít tvorba vlastního modelu, čemuž slouží učící se 
operátor.  
 
 
Obrázek 19: Výběr modelu v programu RapidMiner [5] 
 
Jestliže máme vytvořený model, je potřeba odhadnout jeho správnost k čemuž může 
sloužit například metoda cross-validation. 
 
 
 
Obrázek 20: Ověření správnosti modelu v programu RapidMiner [5] 
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5 PRAKTICKÝ PŘÍKLAD 
5.1 Porozumění problému 
Tento příklad je zaměřen na predikci počtu hovorů, které přicházejí na call centrum za 
období jednoho měsíce. Počet hovorů je důležité znát z mnoha důvodů, například kvůli 
plánování množství operátorů, kteří tyto hovory odbavují. Při co nejpřesnější predikci 
počtu hovorů firma ušetří nemalé finanční prostředky, jelikož na pracovišti nejsou 
„zbyteční“ operátoři, naopak pokud je predikovaný počet hovorů výrazně menší než 
skutečný, klesá dostupnost linky a tím i zákaznická spokojenost. 
 
Na základě historických dat lze pomocí nástrojů strojového učení vytvořit modely, které 
slouží k predikci požadované veličiny. Nejprve bylo potřeba zajistit potřebná data, tedy 
databázi, ve které jsou historická data s hodnotami atributů, které ovlivňují nebo mohou 
ovlivňovat predikovanou veličinu. Vytvořené modely byly učeny na datech od roku 
2002 do roku 2009 a správnost predikce byla ověřována na známých datech z roku 
2010.  
5.2 Porozumění datům 
Důležitým momentem ve fázi porozumění datům bylo akceptování faktu, že předpovědi 
hovorů se provádí na 3 měsíce dopředu, tedy v lednu se tvoří předpověď na květen. 
Vstupní databáze tedy musela být upravena tak, že v aktuálním měsíci nebude výstupní 
hodnota rovna aktuální hodnotě NCO (predikovaný počet hovorů), ale hodnotě NCO o 
3 měsíce posunuté. Tímto došlo ke zkrácení databáze o 4 řádky záznamů.  
 
Dalším krokem ve zpracovávání databáze bylo vytvoření nových atributů, které nesou 
informaci o diferenci jednotlivých vstupních atributů. Touto operací se vstupní databáze 
opět zkrátila, tentokrát o 1 řádek informací. 
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Obrázek 21: Ukázka zdrojových dat v programu Rapidminer [5] 
 
K určení těch atributů, které jsou důležité pro predikci počtu hovorů je potřeba pochopit 
jejich význam.  
 Predikovanou hodnotou bude počet hovorů, které na call centrum přijdou (NCO – 
number of calls offered).  
 
 
Obrázek 22: Vývoj počtu hovorů v roce 2002 
 
 
Dalším důležitým atributem je aktuální velikost báze zákazníků (EOM Subscriber 
base), která se pozvolně zvětšuje, jak je patrné z Obrázek 23. 
  40 
 
Obrázek 23: Vývoje zákaznické báze 
 
 Je potřeba také znát počet nových zákazníků, což charakterizuje atribut EOM Gross 
Additions, který vyjadřuje počet nových předplacených karet (prepaid) a počty nově 
aktivovaných tarifních karet (postpaid). 
 
 
Obrázek 24: Přírůstek prepaid a postpaid zákazníků 
 
Dalšími důležitými parametry jsou počty zákazníků, kteří odešli, nebo jim byly 
ukončeny služby (Churn, Involuntary churn). 
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Podíváme-li se na rozložení počtu hovorů po měsících (Obrázek 25), vidíme nárůst 
v období vánoc, kdy operátor pravidelně nabízí zvýhodněné tarify, naopak pokles počtu 
hovorů lze vidět v dubnu a květnu, kdy žádné marketingové akce neběží a vánoční akce 
už „odezněla“. Z tohoto faktu lze určit, že sezonalita bude dalším důležitým atributem. 
 
 
Obrázek 25: Počty hovorů na CC po měsících 
 
5.3 Příprava dat 
Data byla načtena ve formátu AML, který zajišťuje korektní načtení dat. Soubor 
s příponou aml obsahuje informace o atributech a jejich umístění, soubor s příponou dat 
obsahuje samostatná data oddělená středníky. 
Při načtení databáze ze souboru je potřeba v položce ConfigurationWizard nastavit 
atribut NCO jako výstupní, tedy jako „label“, ostatní atributy jsou vstupní, tedy 
„attribute“. 
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Obrázek 26: Nastavení parametrů atributů v programu RapidMiner [5] 
 
Nejprve byla načtena databáze obsahující data do roku 2009, na kterých bylo prováděno 
trénování modelů, následně tyto modely byly testovány na databázi obsahující údaje 
z roku 2010. 
 
5.3.1 Normalizace dat 
Obě načtené databáze byly normalizovány, jelikož některé použité modely tuto operaci 
vyžadují. Stejným způsobem musela být normalizována i testovací data. 
 
Obrázek 27: Ukázka normalizovaných dat [5] 
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5.3.2 Optimalizace parametrů  
Pro určení toho, které atributy jsou důležité pro predikování výstupní veličiny, byly 
použity dvě metody optimalizace parametrů. Prvním způsobem je forward selekce, kdy 
se hledá optimální kombinace vstupních atributů, která vykazuje nejmenší chybu a to 
tak, že se atributy postupně přidávají. Další metodou je backward selekce, která rovněž 
hledá kombinaci atributů vykazující největší přesnost, ale způsobem postupného 
odebírání atributů.  
Obrázek 28 ukazuje četnost zastoupení jednotlivých atributů v použitých modelech: 
 
 
Obrázek 28: Procentuální zastoupení atributů v modelech 
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Obrázek 29: Výpis vah jednotlivých atributů po selekci v programu Rapidminer [5] 
 
 
Obrázek 30: Fáze předzpracování v programu Rapidminer [5] 
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5.4 Modelování 
Pro predikci bylo použito postupně 9 různě nastavených modelů a byla sledována jejich 
chyba při Cross-validaci a chyba na testovacích datech. Důležitým faktorem bylo, aby 
v této části procesu byla všechna data správně načtena a připravena. Pro zjištění 
přesnosti byl použit modul Cross-validation. 
Seznam použitých modelu je uveden v Tabulka 2. 
Tabulka 2: Použité modely 
Model Název Parametry 
Model 1 K-NN Number of Kernels: 1 
Model 2 K-NN Number of Kernels: 3 
Model 3 Neural net 
Training cycles:10; Learning rate:0,3; 
Momentum:0,2 
Model 4 Neural net 
Training cycles:10; Learning rate:0,6; 
Momentum:0,2 
Model 5 Neural net 
Training cycles:10; Learning rate:0,1; 
Momentum:0,2 
Model 6 Neural net 
Training cycles:100; Learning rate:0,3; 
Momentum:0,2 
Model 7 SVM Kernel Cache: 200 
Model 8 Linear Regression M5 Prime;0,05 
Model 9 K-NN Number of Kernels: 4 
 
Přesnost použitých modelů je vyjádřena chybou při cross-validaci a chybou na 
testovacích datech. 
Tabulka 3: Chyby použitých modelů 
  
Forward Backward 
CV Skutečná CV Skutečná 
MODEL1 8,42% 19,18% 9,29% 14,14% 
MODEL2 7,48% 17,07% 10,55% 10,23% 
MODEL3 12,78% 10,67% 12,48% 4,53% 
MODEL4 13,20% 7,58% 14,16% 6,03% 
MODEL5 11,47% 6,93% 12,36% 5,58% 
MODEL6 11,35% 13,40% 11,86% 8,45% 
MODEL7 12,58% 3,67% 12,44% 3,67% 
MODEL8 10,13% 6,69% 10,02% 3,50% 
MODEL9 7,32% 10,71% 10,57% 7,39% 
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5.5 Zhodnocení výsledků 
Jako nejlepší model co se týká přesnosti predikce na testovacích datech, se prokázal 
model č. 8, tedy model využívající metodu podpůrných vektorů. Pro predikci byly 
pomocí backward selekce vybrány všechny parametry kromě přírůstku zákazníků 
s tarifní kartou. Porovnání predikcí tímto modelem se skutečnými počty hovorů a 
předešlými předpověďmi je na Obrázek 31 
 
 
Obrázek 31: Porovnání původní předpovědi, predikce modelem 8 a skutečného počtu 
hovorů 
 
 
5.6 Využití výsledků 
Výsledky analýzy byly předány odborníkům ve firmě, kteří následně zhodnotí 
využitelnost jednotlivých modelů pro budoucí predikování nejen počtu hovorů, ale i 
jiných ukazatelů pomocí prostředků strojového učení.
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6 ZÁVĚR 
Cílem této diplomové práce bylo zpracovat rešerši metod z oblasti dolování dat. 
Byla rozebrána jedna z nejvíce používaných metodologií pro dolování dat a to 
metodologie CRISP-DM. Byly popsány modelovací metody jako rozhodovací 
stromy, neuronové sítě a Bayesovská klasifikace a u nich uveden malý ukázkový 
příklad. 
 
Praktická část této práce byla zaměřena na predikci počtu hovorů přicházejících na 
call centrum mobilního operátora. Získaná databáze byla zpracována podle 
metodiky CRISP-DM, kdy ve fázi modelování bylo vytvořeno celkem 9 různě 
nastavených modelů.  
 
U těchto modelů byla prováděna selekce atributů a sledovány chyby při cross-
validaci a chyby na testovacích datech. Ve většině případů byly chyby zjištěné na 
testovacích datech menší, nežli chyby při cross-validaci. Nejmenší chybu na 
testovacích datech vykazoval model využívající metodu podpůrných vektorů a to 
3,50 %. 
 
Velmi solidní výsledky na testovacích datech měly modely využívající neuronové 
sítě, jejich nevýhodou ale je, že jsou velmi citlivé vůči chybným datům. Tyto 
modely potřebovaly normalizovaná vstupní data. Nejmenší rozdíl chyb vykazoval 
model k-NN (k=3) při backward selekci. Tento model se tak dá pokládat za 
nejvýhodnější. 
 
Získané výsledky jsou oproti předešlým předpovědím přesnější a jejich využití 
v praxi má svojí budoucnost. Požadovanou přesnost mezi 15 až 20 % splňují 
všechny vytvořené modely. 
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 SEZNAM SYMBOLŮ  A ZKRATEK 
Symbol Vysvětlení 
BP Backpropagation 
BS Backward selekce 
CV Cross validace 
DM Data mining 
FS Forward selekce 
NCO Skutečný počet hovorů na call centrum 
post Počet zákazníků s tarifní kartou 
prepaid Počet zákazníků s předplacenou kartou 
RM RapidMiner 
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8 PŘÍLOHY 
8.1 Popis souborů na CD 
Obsah CD je umístěn ve dvou adresářích – program a výsledky. Adresář program 
obsahuje schéma procesu v programu Rapidminer a zdrojová data ve formátu aml. 
V adresáři výsledky jsou uloženy výsledky predikcí pomocí realizovaných modelů a 
porovnání s předešlými předpověďmi a skutečnými hodnotami. Dále je na CD uložena 
elektronická verze této diplomové práce, která se shoduje s verzí tištěnou. 
 
8.1.1 Obsah adresáře výsledky 
vysledky.xls – výsledné predikce realizovaných modelů 
chyby.xls – chyby při CV a na testovacích datech 
vahy_atributy.xls – váhy jednotlivých atributů pro každý realizovaný model a dva typy  
selekcí 
 
8.1.2 Obsah adresáře program 
train.aml – trénovací data 
train.dat – trénovací data 
test.aml – testovací data 
test.dat – testovací data 
PROCES.rmp – schéma procesu v programu Rapidminer 
PROCES.properties 
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8.2 Schéma procesu v programu Rapidminer 
 
Obrázek 32: Schéma procesu v programu Rapidminer 
 
 
 
Obrázek 33: Struktura modulu CV v programu Rapidminer 
 
 
 
 
