Given two self-adjoint, positive, compact operators A; B on a separable Hilbert space, we show that there exists a self-adjoint, positive, compact operator C commuting with B such that lim t-N jjðe 
Introduction
Recall the fundamental inequality of Golden [8] , Thompson [14] arising in statistical mechanics. Let A; B be n Â n Hermitian. Then Trace e A e B XTrace e AþB : ð1:1Þ
This inequality was generalized by Kostant [9] to general finite-dimensional Lie groups. In a paper by Cohen et al. [3] (1. for some Hermitian matrix C:
The object of this paper is to generalize this result to the infinite-dimensional case. Let R Ã :¼ R\f0g: For a self-adjoint, positive, compact operator A on an infinitedimensional separable Hilbert space H we denote by a 1 X?Xa n X?40 the eigenvalue sequences of A; where each eigenvalue is counted with its multiplicity. In particular BC ¼ CB; o i 40; i ¼ 1; y; and (1.2) holds in the norm topology.
We now survey briefly the contents of this paper. In this paper we assume that H is an infinite-dimensional separable Hilbert space over C; unless stated otherwise, with the inner product oÁ; Á4 and the norm jjxjj ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ox; x4 p : Denote by L*S the algebra of bounded linear operators on H and the real linear subspace of self-adjoint operators, respectively. For TAL let Tfor any Borel set OCR: We then define e A belongs to the class D if A is diagonal, each eigenvalue l of A is an isolated point of sðAÞ; PðA; flgÞ has a finite-dimensional range, and for any tAsðAÞ there exists eðtÞ40 such that ðt À e; tÞ-sðAÞ ¼ |: The main result of Section 3 is Lemma 3.4, which shows that for A; BAD there exists t 0 40 such that for tXt 0 the rðe CðtÞ Þ is an isolated point of sðe CðtÞ Þ and dim Pðe CðtÞ ; frðe CðtÞ ÞgÞ is a constant integer. Moreover, there is a fixed gap between the next point in the spectrum of e CðtÞ for tXt 0 : In Section 4, we discuss the tensor spaces and exterior spaces. We give natural examples of operators in class D which are not compact. Section 5 is devoted to the proof of Theorem 1.1. Section 6 is devoted to some connections between CðtÞ and A; B under the assumptions of Theorem 1.1. We also raise the problem of extending our results to more general operators A; BAS:
Parts of this paper are based on the dissertation of the second author [12] , written under the supervision of the first author.
The limit of spectral radius of a parameterized family
For a closed subspace GCH we denote by PðGÞ the orthogonal projection on G: For any orthogonal projection P : H-H we denote by dim P the dimension of PH; which is either a nonnegative integer or N: Recall the spectral decomposition of TAS; e.g. [13, VII.3] . T determines an increasing family of commuting orthogonal projections PðT; ðÀN; lÞÞAS; lAR:
PðT; ðÀN; l 1 ÞÞPðT; ðÀN; l 2 ÞÞ ¼ PðT; ðÀN; minðl 1 ; l 2 ÞÞÞ; for any l 1 ; l 2 AR;
PðT; ðÀN; l 1 ÞÞ ¼ 0; PðT; ðÀN; l 2 ÞÞ ¼ I; for any l 1 p À jjTjj; l 2 4jjTjj;
PðT; ðÀN; l 1 ÞÞ þ ðI À PðT; ðÀN; l 2 ÞÞÞa0 if l 1 4 À jjTjj; l 2 ojjTjj: The following theorem is the main result of this section. Although we are not using these results, they may be useful when trying to answer the open problems raised in Section 6. The following results are well known to the experts and we state their proofs for completeness.
Proposition 2.2. Let A 1 XA 2 ; B 1 XB 2 X0; CX0; DAL: Assume that P; Q are orthogonal projections. Then
Proof. Clearly 
ARTICLE IN PRESS
To prove (b) we first assume that in addition to B 1 XB 2 X0; CX0 that C is invertible. That is there exists e40 such that sðCÞC½e; NÞ: Note that sðC i.e. C 1 2 is also invertible. Then Assume now that CX0: Let e40 and define CðeÞ ¼ C þ eI: Then CðeÞXeI and the second inequality of the proposition holds for CðeÞ: Let er0 to deduce (b) for any CX0:
Let P; Q be orthogonal projections. Then Let A be simple. Then
PðA; fl i gÞ ¼ P i a0; i ¼ 1; y; n;
ð2:7Þ
Vice versa, if P 1 ; y; P n are n orthogonal projections which satisfy P i P j ¼ 0 for iaj and are a decomposition of the identity: P n i¼1 P i ¼ I; then A ¼ P n i¼1 l i P i is a simple operator if l 1 ; y; l n are real. Furthermore sðAÞCfl 1 ; y; l n g: If each P i a0 then sðAÞ ¼ fl 1 ; y; l n g: Proposition 2.4. Let AAS; n41 and assume that
Then % A n ; A n ; A are commuting operators which satisfy % A n pApA n ;
Let To show the convexity of f on R 2 it is enough to show
Use (2.10) and Proposition 2.2 to obtain ln r e
where
: Then, since rðX ÞpjjX jj for a bounded operator X ; it follows ln jjF 1 F 2 jjpln ðjjF 1 jjjjF 2 jjÞ:
establishing the convexity. Let f ðtÞ :¼ fðt; tÞ À fð0; 0Þ; tAR: Then f ðtÞ is a continuous convex function on R: Furthermore, f ð0Þ ¼ 0: Hence gðtÞ is nondecreasing on ð0; NÞ; e.g. [ In what follows we always assume that tA½0; 1: Thus As e 1 ; e 2 is an orthonormal basis in X it follows where l 1 ðCÞ is the maximal eigenvalue of any 2 Â 2 hermitian matrix C: Then for tAð0; tðaÞÞ
Then for tAð0; tðaÞÞ 
e y r t R r ; y 1 4y 2 4?4y s : ð2:12Þ
In the above first sum we deleted the zero terms corresponding Q j c P i k Q j c 0 ¼ 0 and rearranged the nonzero terms in decreasing order of the exponentials (t40). (Recall that the left-hand side of the above equality is not identically zero.) Proposition 2.2 claims that Q j c P i k ¼ 03P i k Q j c ¼ 0: So 
jjBjj þ 1 respectively.) Let e40 be given. Choose n big enough so the following conditions hold. We subdivide the interval ðÀjjAjj À 1; jjAjj þ 1 to n subintervals ðn iþ1 ; n i ; i ¼ 1; y; n À 1 such that n i À n iþ1 oe; i ¼ 1; y; n À 1 and O 1 is a union of some of the intervals ðn iþ1 ; n i : (That is, the end points of the disjoint intervals in O 1 appear in the set fn 1 ; y; n n g:) Let % A n ; A n be defined as in Proposition 2.4. Repeat the same construction for B: That is, subdivide the interval ðÀjjBjj À 1; jjBjj þ 1 to n subintervals ðn
Combine (2.8) for the operators A and B with Proposition 2.2 to obtain for tAR þ : 
It is straightforward to show % y n pypy n ; % y n 4y À 2e; y4y n À 2e:
Combine the above inequalities with (2.14) and with the fact that (2.5) holds for simple operators to obtain that y À 2eo lim One can also deduce the first equality of (2.15) from (2.4). &
The main lemma
For TAL let s p ðTÞCsðTÞ be the point spectrum of T; i.e. the set of eigenvalues of T: TAL is called diagonable if H has an orthonormal basis consisting of eigenvectors of T: Assume that T is diagonable and sðTÞCR: Then T is self-adjoint and sðTÞ is the closure of s p ðTÞ: Since H is separable s p ðTÞ is countable. 
It is straightforward to show that for any AAD; sðAÞ is a countable set. (We are not going to use this fact.) Denote by CCL the ideal of compact operators. Let AAC: Then sðAÞ is a countable set with 0 the only possible accumulation point. Furthermore AAC-S is diagonable, also for each lAsðAÞ\f0g the subspace PðA; flgÞH is finite dimensional. 
where #I is the cardinality of I: Note that AAD þ 3A40: We will give later other natural examples of AAD þ : Let Here the countable summation should be understood as a limit in the strong operator topology. Thus
PðA; ½s; NÞÞPðB; ½t; NÞÞa0 ) PðA; flgÞPðB; fmgÞa0;
for some lAs p ðAÞ-½s; NÞ; mAs p ðBÞ-½t; NÞ: ) sup
On the other hand for jjxjj ¼ 1
Therefore, for t4t 1 and i ¼ n 1
Xn n 1 þ1 ðLðtÞÞ; which implies (3.9). (Note that LðtÞX0 and in view of the assumptions o 1 ¼ 0 jjLðtÞjjp1:) Use (3.9) and the countour integration on C to obtain P LðtÞ;
ðzI À LðtÞÞ À1 dz; for t4t 1 : Letting t-N we obtain (3. 
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Exterior spaces
To prove Theorem 1.1 using Corollary 3.5 we need to pass to the exterior spaces over H and exterior powers of operators. Let H n be the n-fold tensor product H#H#?#H: An element uAH n is called a tensor product (of u 1 ; y; u n ) if u is of the form u ¼ u 1 #u 2 #?#u n ; u i AH; i ¼ 1; y; n:
Let v be a tensor product of v 1 ; y; v n : The inner product ðu; vÞ is given by ðu; vÞ :¼ /u 1 ; v 1 S/u 2 ; v 2 S?/u n ; v n S:
Then H n is the linear closure of the subspace spanned by the tensor product elements. See for example [13, II.4] . Denote by L n ; S n ; C n the set of linear operators which are bounded, self-adjoint and compact on H n ; respectively. Let A i AL; i ¼ 1; y; n: Then T :¼ A 1 #A 2 #?#A n AL n is given by the following action on the tensor product element u:
If A 1 ; y; A n are self-adjoint (res. compact) then T is self-adjoint (res. compact). Furthermore
It is straightforward to show that rðTÞ ¼ rðA 1 ÞrðA 2 Þ?rðA n Þ:
It is a straightforward computation e tF n ðAÞ ¼ # n e tA ; tAC:
We now recall the definition of nth exterior space over H: (It is called nth fold antisymmetric Fock space over H in [13, II.4] ). We will use some elementary facts of nth exterior spaces which can be found (for finite-dimensional inner product spaces) in [2, Section 3]. Let P n be the nth symmetric group which acts as a group of permutation on the set f1; y; ng: Let f : P n -fÀ1; 1g be the group homomorphism which maps any odd permutation onto À1 and any even permutation onto 1: Let O n : H n -H n be the orthogonal projection on H n given on the tensor product elements as follows:
fðyÞu yð1Þ #u yð2Þ #?#u yðnÞ :
n is the nth exterior space over H:
It is denoted by V n H: We call u 1 4u 2 4?4u n an exterior product in V n H:
Let v 1 4v 2 4?4v n be another exterior product in V n H: Then
It is well known that a nonzero exterior product * u :¼ u 1 4u 2 4?4u n determines a unique n-dimensional subspace U ¼ spanðu 1 ; y; u n ÞCH: Vice versa, any n-dimensional subspace UCH determines a unique one-dimensional subspace * UC V n H spanned by * u ¼ u 1 4u 2 4?4u n for some basis u 1 ; y; u n of U: Given two subspaces U; V of the same dimension, say n; we define ½U; V by the inner product given in (4.2), where u 1 ; y; u n and v 1 ; y; v n are any orthonormal bases of U and V; respectively. Then j½U; Vj is independent of the choices of orthonormal bases in U; V and is called the cosine angle between U and V: U and V are called orthogonal if ½U; V ¼ 0: In the next section will use the following fact [2, Lemma 3.1]: Proposition 4.1. Let U; VCH be two finite-dimensional subspaces of H of the same dimension. Then the following are equivalent:
It is straightforward to show that V n H is an invariant subspace for any # n A; AAL: We define the nth exterior power of A as the restriction of # n A to V n H: We denote the nth exterior power of A by V n A: For A; BAL we have
It is straightforward to show that V n H is an invariant subspace of F n ðAÞ for any AAL: Denote by D n ðAÞ the restriction of F n ðAÞ to V n H: Let n41: Then F n ðAÞ and D n ðAÞ are noncompact operators on H n and V n H in class
Furthermore, sðF n ðAÞÞ\s p ðF n ðAÞÞ ¼ sðF nÀ1 ðAÞÞ; sðD n ðAÞÞ\s p ðD n ðAÞÞ ¼ sðD nÀ1 ðAÞÞ:
In particular, the eigenvalue sequences of # n e tA and V n e tA consist of the elements If a n 4a nþ1 then rð V n e tA Þ is a simple eigenvalue of V n e tA :
dim Pn e tA ; rn e tA ¼ 1:
The proof of the proposition is a basic excercise.
Proof of Theorem 1.1
Let CðtÞ be defined as in Theorem 1.1. Proposition 3.2 yields that CðÀtÞ ¼ CðtÞ; CðtÞ is compact and CðtÞ40 for tAR Ã :
We now assume that t40:
We first prove (a) Lemma 3. 
This completes the proof of (a). For j41 define n j recursively:
We claim that for each jX1 there exists d j 40 with the following properties: o n j À d j 4o n j þ1 þ d j and PðCðtÞ; ðo n j À d j ; NÞÞ converges in the norm topology to an orthogonal projection P j as t-N; where dim P j ¼ n j : Furthermore BP j ¼ P j B; i.e. the finite-dimensional subspace P j H has an orthonormal basis spanned by eigenvectors of B: For j ¼ 1 this claim follows from Lemma 3.4. Let j41: Since each o i ðtÞ converges to o i and o n j 4o n j þ1 it follows that there
o n j Ào n j þ1 2 Þ and t j 40 such that
Let P j ðtÞ :¼ PðCðtÞ; ðo n j À d j ; NÞÞ: Then dim P j ðtÞ ¼ n j for t4t j : Consider E n ðtÞ as an operator in V n H for each nAN: LetP j ðtÞ :¼ PðE n j ðtÞ; frðE n j ðtÞgÞ: Assume that t4t j : Combine the above inequalities with Proposition 4.2 to deduce that dimP j ðtÞ ¼ 1: It is straightforward to show using the properties of exterior products thatP j ðtÞ ¼ 4 n j P j ðtÞ: Since D n ðAÞ; D n ðBÞ are in the class D þ we can apply Lemma 3.4. LetP j :¼ lim t-NPj ðtÞ: As dimP j ðtÞ ¼ 1 for t4t j it follows that dimP j ¼ 1: That isP j V n H ¼ spanð˜vÞ for some˜v with jj˜vjj ¼ 1: Let g 1 ðtÞ; y; g n j ðtÞ
be an orthonormal basis of P j ðtÞH: Then n j P j ðtÞH ¼ spanð˜vðtÞÞ;˜vðtÞ :¼ g 1 ðtÞ4?4g n j ðtÞ:
Since lim t-N 4 n j P j ðtÞ ¼P j it follows that up to a multiple of sðtÞ; jsðtÞj ¼ 1 * vðtÞ converges to * v: That is, by replacing g 1 ðtÞ with sðtÞg 1 ðtÞ we deduce that lim t-N jj* vðtÞ À * vjj ¼ 0: Hence * v :¼ g 1 4?4g n j ; for some orthonormal vectors g 1 ; y; g n j : Let G j :¼ spanðg 1 ; y; g n j Þ and P j :¼ PðG j Þ; the orthogonal projection on G j : It is straightforward to show lim t-N jjP j ðtÞ À P j jj ¼ 0: Lemma 3.4 yields that * v is an eigenvector of D n j ðBÞ: As BAD þ it is diagonable, it is straightforward to show that G j is an invariant subspace of B: Therefore, there exist an orthonormal basis of H consisting of eigenvectors of B: g 1 ; y; such that ðP j À P jÀ1 ÞH ¼ spanðg n jÀ1 þ1 ; y; g n j Þ; j ¼ 1; y; and n 0 ¼ 0;
We now apply the same arguments to A: To be precise interchange the roles of A and B: That is consider ThenĈðtÞ40 is compact operator with the eigenvalue sequence fo i ðtÞg N 1 : Let Q j ðtÞ :¼ PðĈðtÞ; ðo n j À d j ; NÞÞ; j ¼ 1; y; : Then lim t-N Q j ðtÞ ¼ Q j and dim Q j ¼ n j : Therefore there exist an orthonormal set of eigenvectors of A: f 1 ; y; such that ðQ j À Q jÀ1 ÞH ¼ spanðf n jÀ1 þ1 ; y; f n j Þ; j ¼ 1; y; and n 0 ¼ 0;
and ð* u; * vÞa0:
(The last condition is equivalent to the condition PðD n j ðAÞ; f * lgÞPðD n j ðBÞ; f * mgÞa0:) Hence there exist fl i g n j i¼1 Cs p ðAÞ and fm i g n j i¼1 Cs p ðBÞ so that r n j ¼ P n j i¼1 l i þ m i : Apply Lemma 3.4 for D n jÀ1 þ1 ðAÞ and D n jÀ1 þ1 ðBÞ: Observe now that r n jÀ1 þ1 ¼ P n jÀ1 þ1 i¼1 o i : Furthermore for t4maxðt jÀ1 ; t j Þ P j ðtÞ À P jÀ1 ðtÞ ¼ PðCðtÞ; ðo n j À d j ; o n jÀ1 þ1 þ d jÀ1 ÞÞ; Q j ðtÞ À Q jÀ1 ðtÞ ¼ PðĈðtÞ;
That is there exists d40 small enough so that lim t-N dim PðD n jÀ1 þ1 ðCðtÞÞ; ðr n jÀ1 þ1 À d; NÞÞ ¼ n j À n jÀ1 :
This construction gives an ordering of subsets of the eigenvalues sequences of A and B so that 
That is the n j linear functionals
are linearly independent linear functionals on G j : Since u p AH > 1 CF > j it follows that u p eF j : Hence there exists a vector wAF j such that /x; u p S ¼ /x; wS for any xAG j ; i.e. 0au p À wAG
We claim that ½F; Ga0: Observe that the exterior products # u :¼ * u4ðu p À wÞ and # v :¼ * v4v q represent the subspaces F and G; respectively. Use (4.2) and the assumption that u p À wAG > j to deduce
As ½F j ; G j a0 we get that ½# u; # va0: Hence the above inner product of two exterior products in V n j þ1 H is nonzero, which is equivalent to ½F; Ga0: Lemma 3.4 yields that r n j þ1 Xða p þ b q Þ þ r n j ) o n j þ1 Xa p þ b q which contradicts the choice of n j : Hence H 1 ¼ H: Similarly H 2 ¼ H: Thus F and C are bijections. Let
o n j ðP j À P jÀ1 Þ; P 0 ¼ 0: ð5:3Þ
Since each projection P j is finite-dimensional and lim j-N o n j ¼ 0 it follows that CAS-C and the convergence of the above infinite sum is in norm topology. Since each o i 40 and H 2 ¼ H it follows that C40: As P j H ¼ G j is a finite-dimensional invariant subspace of B it follows that P j B ¼ BP j ; jAN hence BC ¼ CB: We claim that lim t-N jjCðtÞ À Cjj ¼ 0: Clearly
o n j ðP j À P jÀ1 Þ; jjC À C i jj ¼ o n iþ1 ;
CðtÞ ¼ C i ðtÞ þ ðCðtÞ À C i ðtÞÞ; C i ðtÞ ¼ CðtÞP i ðtÞ; jjCðtÞ À C i ðtÞjj/o n i for tSt i :
Let e40 be given. Choose ib1 such that o n i o e 3 : The definition of P 1 ; y; P i yields that the finite-dimensional operator C i ðtÞ converges in norm topology to C i as t-N: Hence for tb1 jjCðtÞ À CjjpjjCðtÞ À C i ðtÞjj þ jjC i ðtÞ À C i jj þ jjC i À Cjjo e 3 þ e 3 þ e 3 ¼ e:
Hence lim t-N jjCðtÞ À Cjj ¼ 0:
Note that e CðtÞ À I; e C À IAS-C with the eigenvalue sequences fe o i ðtÞ À 1g 
Additional results and open problems
Let the assumptions of Theorem 1.1 hold. Theorem 1.1 yields that [6] to singular values of GðtÞ; combined with the convoy principle as in [4] to obtain that the eigenvalue inequalities [4, ð3 0 Þ] for the eigenvalues sequences fa i g 
