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EXISTENCE AND REGULARITY OF INVARIANT MEASURES FOR THE
THREE DIMENSIONAL STOCHASTIC PRIMITIVE EQUATIONS
NATHAN GLATT-HOLTZ, IGOR KUKAVICA, VLAD VICOL, AND MOHAMMED ZIANE
ABSTRACT. We establish the continuity of the Markovian semigroup associated with strong solutions of the
stochastic 3D Primitive Equations, and prove the existence of an invariant measure. The proof is based on new
moment bounds for strong solutions. The invariant measure is supported on strong solutions, but is furthermore
shown to have higher regularity properties.
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1. INTRODUCTION
The Primitive Equations are a fundamental model in climatology, forming the analytical basis for the most
advanced large scale numerical general circulation models in use today [Ped82, WP05]. In this work we
develop the mathematical foundations for the study of statistically stationary states of a stochastic version of
these equations. The addition of white noise driven forcing terms to the equations of fluid dynamics has long
played a significant role in the theory of turbulence [Nov65, Eyi96] and in observation and data assimilation
applications (cf. e.g. [Ben92] and more recently [AOT13, BOT13]). In particular, statistically invariant
measures provide the natural framework to describe the long term behavior of oceanic and atmospheric
processes.
The Primitive Equations are deduced from the full Boussinesq system by taking into account the Boussi-
nesq approximation and the hydrostatic balance. In the Boussinesq approximation we assume that the
density is constant in all but the buoyancy term and the equation of state, while in the hydrostatic balance
approximation we use that the pressure gradient and the gravity forces dominate the rest of the terms in the
vertical component of the momentum equation.
The mathematical theory of the Primitive Equations started with the works [LTW92a, LTW92b, LTW95],
where the mathematical framework of the equations was developed. In particular, the global existence of
weak solutions, weak attractors, as well as the numerical analysis of the equations was obtained. On the
other hand, the H2 regularity of the linear problem was established in [Zia95, Zia97]. This led to the local
existence of strong solutions of the Primitive Equations established in [BGGMRB03] and independently
in [HTZ02] and [TZ04]. The global existence of strong solutions was proven in [CT07] for the case of a
cylindrical domain and Neumann boundary conditions on the top and the bottom of the ocean. The existence
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of solutions and the uniform bounds in the case of boundary conditions of Dirichlet type on the bottom of
the ocean and with a variable bottom topography was established in [KZ07b, KZ07a]. The existence of
the global attractor is given in the work [Ju07] in the case of Neumann boundary conditions and follows
from [KZ08] for the general case of physical boundary conditions. For additional background on the current
state of the mathematical theory for the deterministic Primitive Equations, we refer the reader to [PTZ09]
and references therein; see also [Bre03, Kob06, RTT08, Ren09, KTVZ11, CINT12, MW12, Won12] and
references therein for recent developments for the inviscid Primitive Equations.
The analysis of the stochastic Primitive Equations started on the two-dimensional version of the equa-
tions [GHZ08] with the global existence and uniqueness of pathwise (probabilistically strong) solutions for a
general multiplicative noise. Similar results in the case of additive noise and z-weak solutions were obtained
in [EPT07]. The case of physical boundary conditions was addressed in [GHT11b] and the companion work
[GHT11a]. The analysis of three dimensional case started with the local existence and uniqueness of path-
wise strong solutions [DGHT11]. The global existence and uniqueness of strong pathwise solutions to the
three-dimensional Primitive Equations was obtained recently in [DGHTZ12]. This required involved stop-
ping time arguments to couple estimates in higher order Lp spaces and anisotropic spaces depending only on
vertical gradients, which allowed the authors to take advantage of the two dimensional nature of the pressure
term. The case of an additive noise was treated in [GH09].
In this paper we initiate the analysis of the Markovian framework and study invariant measures in this
setting, an initial step towards understanding the time asymptotic behavior of solutions. In Theorem 1.6
we prove the existence of ergodic invariant measures, and in Theorem 1.7 we study their higher regularity
properties. Our work here will provide the initial foundations for the analysis of the unique ergodicity and
mixing properties of the Primitive Equations which shall be given in our forthcoming work [GHKVZ13b].
Note that in [EG11] the existence of an invariant measure of the three-dimensional Primitive Equations
with a sufficiently time lagged kick-forcing was established. Recently in [Che13] the squeezing property
and exponential mixing have been obtained for this model. This setting allows for an analysis which is much
closer to the deterministic setting. The kick-forcing is particularly significant in the “high-frequency” limit
where the number of stochastic kicks per unit time approaches infinity, cf. e.g. [KS03, KS12] and references
therein. This limit seems however to be out of the reach of the methods in [EG11, Che13]. In the present
paper we work with a stochastic forcing that is given by this high frequency limit, i.e., white in time and
colored in space. In fact, we may even allow the noise term to have a state-dependent structure.
For the analysis below we encountered a number of mathematical difficulties at the intersection of PDE
theory and stochastic analysis. The basic foundations of the Makovian theory requires one to work in a
functional setting where the pathwise existence and continuous dependence on data is evident. For instance,
in the case of the 2D Navier-Stokes equations this space is L2, which has the added advantage that the
nonlinear term vanishes in L2 estimates. The situation for the stochastic 3D Primitive Equations is different:
while the uniqueness is classically measured in L2, in order to establish the continuous dependence on data,
we need to work in strong spaces, such as H1. In Theorem 1.5 below we show that the Feller property
holds in H1. The problem which arises in strong spaces is the lack of a cancellation property for the
nonlinear term. We overcome this difficulty and establish the Feller property by introducing a stopping time
argument, combined with iterated weak moment bounds, and taking advantage of the parabolic smoothing
effects inherent in the equation.
We emphasize that moment bounds play an essential role in the existence, uniqueness, and regularity
properties of statistically invariant states. As with the 3D Navier-Stokes equations, in strong spaces there
are no obvious cancellations in the nonlinear term, which precludes one from establishing suitable moment
bounds in spaces that compactly embed in H1. Indeed, the standard estimates give rise to cubic bounds for
the nonlinearity, and thus the results in [DGHTZ12] developed the analysis for the global existence of the
stochastic Primitive Equations in a mostly pathwise fashion. Meanwhile, the recent paper [KV12] on the
2D Navier-Stokes equations in bounded domains, demonstrated how to establish logarithmic type moment
bounds in strong spaces, where cancelations are unavailable. Using this insight we show in Theorem 4.2
below that logarithmic moments are available in H2 (compactly embedded in H1), which is sufficient to
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prove the existence of ergodic invariant measures supported on H1. Moreover, these moment bounds a
posteriori show that the invariant measures are in fact supported on H2.
Since the estimates are technically involved, we present here only the analysis for the velocity part of
the Primitive Equations. The full Primitive Equations used in climate modeling account for physically fun-
damental rotational effects as well as thermodynamic and other important processes (salinity, moisture)
responsible for density variations in the oceanic-atmospheric system. A more physical version of the equa-
tions will be addressed in [GHKVZ13b].
1.1. The stochastic Primitive Equations. We consider the velocity part of the 3D stochastic Primitive
Equations
dv + (−∆v + v · ∇hv + w∂zv +∇hp) dt = σ(v)dW (1.1)
∇h · v + ∂zw = 0 (1.2)
∂zp = 0 (1.3)
for the unknown velocity field u = (v,w) = (v1, v2, w) and the pressure scalar p. Here the spatial variable
(x, z) = (x1, x2, z) belongs to O := T2 × (0, 1). For simplicity of the presentation all the physical
parameters (height, viscosity, size of periodic box) are set to 1. We denote ∇h = (∂1, ∂2), ∆h = ∂11 + ∂22,
∇ = (∂1, ∂2, ∂z), and ∆ = ∆h + ∂zz . The stochastic terms in (1.1) is understood as the formal expansion
σ(v)dW =
∑
k≥1
σk(v)dW
k,
where W k are a sequence of independent 1D Brownian motions relative to some prescribed stochastic basis.
Natural compatibility, boundedness, and Lipschitz conditions shall be imposed on σ. We make these precise
in (1.16) and (1.20)–(1.22) below.
We denote by Γt = T2×{1} the top and by Γb = T2×{0} the bottom boundary. The results in this paper
cover the case of Neumann boundary conditions (considered in [CT07]) associated to the system (1.1)–(1.3),
namely
w = 0 on Γb ∪ Γt (1.4)
∂zv = 0 on Γb ∪ Γt (1.5)
v(x, z) is T2-periodic in x for any z ∈ (0, 1). (1.6)
In view of the boundary condition for w on Γb, the divergence-free nature of the velocity field implies
w(x, z) = −
∫ z
0
∇h · v(x, z′)dz′. (1.7)
The above identity for the diagnostic variable w in terms of v shall be used implicitly throughout. Note that,
the boundary condition for w on Γt implies the compatibility condition
∇h ·Mv(x) = ∇h ·
∫ 1
0
v(x, z)dz = 0, (1.8)
where here and throughout the paper we denote by
Mf(x) =
∫ 1
0
f(x, z)dz (1.9)
the vertical mean of a function f(x, z).
We assume that the noise σ(v) has zero mean on O, and as in [DGHTZ12], that it obeys the condition
∇h ·Mσ(v)(x) = 0. (1.10)
Additional boundedness and Lipschitz conditions are imposed on σ in (1.16) below. Since under the imposed
condition on σ(v) the mean
∫
O v(x, z)dxdz is preserved by the evolution (1.1)–(1.3), for simplicity of the
presentation we consider initial data, and hence solutions, which have zero average overO. The proof given
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here may be adapted to the case of solutions whose average is not necessarily zero, by slightly adjusting the
Gagliardo-Nirenberg inequalities to account for lower order terms.
Condition (1.10) on the noise implies that the pressure may be computed explicitly from
−∆hp = ∇h · (M(v · ∇hv) +M(w∂zv)) (1.11)
and ∫
T2
pdx = 0. (1.12)
To prove (1.11)–(1.12), we integrate (1.1) in time, apply ∇h ·M , and use the stochastic Fubini theorem
(cf. e.g. [DPZ92]). Due to the periodic boundary condition (1.6) in x, it is direct to compute
∇hp = RhM(v · ∇hv + v∇h · v) (1.13)
where Rh is a composition of Riesz transforms that act in the two dimensional variable x ∈ T2.
Remark 1.1 (Lateral boundary conditions). As opposed to the periodic case considered here, in the
presence of lateral boundary conditions one cannot appeal to the explicit formula (1.13), and instead one has
to use Sohr-von Wahl estimates to control the pressure. This in turn requires shifting the equations, which
introduces a number of difficulties [DGHTZ12, Section 4].
Remark 1.2 (Vorticity formulation). In the setting of this paper it will be convenient to use the evolution
equation
d(∂zv) +
(
v · ∇h(∂zv) + w∂z(∂zv) + (∂zv) · ∇hv − (∇h · v)(∂zv)−∆(∂zv)
)
dt = ∂zσ(v)dW (1.14)
obeyed by the vorticity ∂zv, with the associated Dirichlet boundary conditions for ∂zv on Γb ∪ Γt (in view
of (1.5)), and periodicity in the x-variable (in view of (1.6)). One may also refer to (1.14) as the vorticity
formulation of the 3D stochastic Primitive Equations.
1.2. Reformulation of the equations with periodic boundary conditions. Inherent symmetries in the
equations show that the solution of the Primitive Equations on T2 × (0, 1) with with boundary given by
(1.4)–(1.6) may be recovered by solving the equations with periodic boundary conditions in both the x and
z variables on the extended domain T2 × (−1, 1) =: T3, and restricting to z ∈ (0, 1).
To see this, consider any solution of (1.4)–(1.6) with the Neumann boundary conditions on the top and
bottom boundaries Γb = {z = 0}, Γt = {z = 1}. We perform an even extension of the solution across Γb
v(x, z) = v(x,−z), for (x, z) ∈ T2 × (−1, 0),
which prescribes, with (1.7), an odd extension for w(x, z) = −w(x,−z). We also extend σ in an even
fashion across Γb. To ensure the smoothness of the ensuing σ across {z = 0}, as in [DGHTZ12] we assume
∂zσ(v) = 0 on Γb ∪ Γt. (1.15)
In view of ∂zv = ∂zσ(v) = 0, on Γb ∪ Γt, this extension keeps the solution sufficiently smooth in space
(e.g. in H2+ε for 0 ≤ ε < 1/2). Moreover, in view of the boundary condition ∂zv = 0 on Γt, we have that
∂zv = 0 on {z = −1}. It is then not difficult to obtain that this extension of v yields a solution of (1.1)–
(1.3) on the domain T2 × (−1, 1) but with periodic boundary conditions.
In view of the above remark, we henceforth consider the Primitive Equations on the extended domain
T
3 = T2 × (−1, 1), with periodic boundary boundary conditions and with the compatibility condition
∇h ·Mv = ∇h ·
∫ 1
−1
v(x, z)dz = 0
for all x ∈ T2. For initial data v0 and noise σ to the periodic equation that is even across z = 0, since
the equation is invariant under the transformation z 7→ −z we may therefore recover any solution of (1.1)–
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(1.3) by taking this periodic solution and restricting it to T2 × (0, 1). As such we conclude that the peri-
odic boundary conditions are in fact more general than the Neumann conditions used in previous works,
cf. e.g. [Pet06, CT07] and references therein.
1.3. Well-posedness results for the stochastic 3D Primitive Equations. Following the notation in [PTZ09,
DGHTZ12] we consider the spaces
H =
{
v ∈ L2(T3) : ∇h ·Mv = 0 in T2, v is T3-periodic in x and z,
∫
T3
v dxdz = 0
}
and
V = H ∩H1(T3)
The Leray projection operator from L2(T3) to H is denoted by PH , and the inner product on H is denoted
by 〈·, ·〉. Lastly, in view of the periodic boundary conditions, the Stokes operator for the Primitive Equations
A = PH(−∆) is just the negative Laplacian when acting on functions in its domain
D(A) = H ∩H2(T3).
Let us now briefly recall some elements of infinite dimensional stochastic analysis needed in order to
properly define the stochastic evolution equation (1.1)–(1.3). We refer to [DPZ92] for details regarding the
general theory. Since we are working in the Markovian framework we consider only pathwise solutions of
(1.1)–(1.3), and as such we fix throughout this manuscript a stochastic basis S = (Ω,F ,P, {Ft}t≥0,W ),
where W is a cylindrical Brownian motion defined on an auxiliary separable Hilbert space U , adapted to the
filtration {Ft}t≥0.
Regarding assumptions on the state-dependent operator σ, we introduce the following commonly used
notation. For two Banach spaces X, Y we denote by Lip(X,Y ) the set of Lipschitz continuous mappings,
i.e., for Ψ ∈ Lip(X,Y ), there exists C > 0 such that
‖Ψ(v1)−Ψ(v2)‖Y ≤ C‖v1 − v2‖X
for any v1, v2 ∈ X. Note that in this case Ψ ∈ Lip(X,Y ) is thus also sublinear
‖Ψ(v)‖Y ≤ C(1 + ‖v‖X )
For a separable Hilbert space X we denote by L2(U ,X) the space of Hilbert-Schmidt operators from U to
X. With the above introduced notation, we assume the noise term satisfies
σ ∈ Lip(H;L2(U ,H)) ∩ Lip(V ;L2(U , V )) ∩ Lip(D(A);L2(U ,D(A))), (1.16)
or, more concretely, that
‖σ(v1)− σ(v2)‖2L2(U ,D(Aj/2)) ≤ C‖v1 − v2‖
2
D(Aj/2)
(1.17)
holds for all j ∈ {0, 1, 2}.
The existence of a unique strong pathwise (i.e., strong in both the probabilistic and the PDE sense) so-
lution of (1.1)–(1.3) follows directly from [DGHT11, DGHTZ12]. More precisely, the following statement
holds.
Theorem 1.3 (Existence and uniqueness of strong pathwise solutions). Fix a stochastic basis S = (Ω,
F ,P, {Ft}t≥0,W ) and an F0 measurable random variable v0 : Ω 7→ V . Moreover, assume that σ obeys
(1.16). Then there exists a V -valued, predictable process v such that
v ∈ C([0,∞), V ) ∩ L2loc((0,∞),D(A)) a.s., (1.18)
and such that, for all t ≥ 0
v(t) +
∫ t
0
(
−∆v + PH(v · ∇hv + w∂zv)
)
ds = v0 +
∫ t
0
σ(v)dW (1.19)
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where w is computed from v via (1.7). Furthermore, if v and v˜ satisfy (1.18)–(1.19) and v(0) = v˜(0) a.s.,
then
P(v(t) = v˜(t), for all t ≥ 0) = 1,
that is, v = v(t, v0) is pathwise unique.
In addition to (1.16), we assume that the noise term σ(v) obeys∑
k
‖σk(v)‖2L14 ≤ C(1 + ‖v‖2L14) (1.20)
and ∑
k
‖∂zσk(v)‖2L6 ≤ C(1 + ‖∂zv‖2L6) (1.21)
for any v ∈ D(A), where C is a positive constant. Lastly, we assume that the following condition on the
operator σ holds: there exist constants 0 < εσ ≪ 1 and Cσ > 0, such that
‖σ(v)‖2L2(U ,L2) ≤ Cσ + εσ‖v‖2L2 (1.22)
for any v ∈ H . For instance, additive noise structures of the form
σ(v)dW =
∑
k
σk(x)dWk(t) (1.23)
with {σk}k≥1 ∈ L2(U , L2) of zero mean obeys condition (1.22).
Remark 1.4. We emphasize that we do not consider condition (1.22) to be restrictive, but the contrary,
they include the class of noise structures under which the existence of invariant measure is typically proven.
Indeed the uniqueness of invariant measures is usually proven only with additive noise. It is more difficult to
obtain uniqueness when the noise is multiplicative, and in principle this requires some sort of “semi-definite
condition” on σ. To the best of our knowledge, there are only a few scant works on multiplicative noise
structures using “coupling methods”; cf. e.g. [Oda06, DO06].
1.4. The Markov semigroup and invariant measures. We use the notation v(t, v0) to denote the unique
pathwise strong solution of the Cauchy problem associated to (1.1)–(1.6) with the initial data v0 ∈ L2(Ω;V ).
For a setB ∈ B(V ), where B(V ) denotes the family of Borel subsets of V , we define the transition functions
Pt(v0, B) = P(v(t, v0) ∈ B)
for any t ≥ 0. LetCb(V ) andMb(V ) be the set of all real valued bounded continuous , respectively bounded,
Borel measurable functions on V . For t ≥ 0, define the phMarkov semigroup
Ptϕ(v0) = Eϕ(v(t, v0)) =
∫
V
ϕ(v)Pt(v0, dv) (1.24)
which maps Mb(V ) into itself. In the deterministic case, v(t, v0) depends continuously on the initial data v0
in the topology of V . Correspondingly, in the stochastic case we are able to prove the following statement.
Theorem 1.5 (Feller property). The Markov semigroup Pt associated to the 3D stochastic Primitive Equa-
tions is Feller on V , that is Pt maps Cb(V ) into itself.
The proof of the Feller property is given in Section 3 below. We emphasize here that this property does
not follow directly from continuous dependence estimates and the Dominated Convergence theorem, as is
standard for e.g. the 2D Navier-Stokes equations. Since for the 3D Primitive Equations we have to work
in the phase space V = H ∩ H1, where continuous dependence may be proven, certain cancellations in
the nonlinear term are absent. Indeed, the continuous dependence on data estimate of Lemma 3.1 sees the
norms of both solutions. In such “strong norms” this would be the case even for additive noise [CGHV13].
We overcome this difficulty by using a delicate stopping time argument and a careful iterated use of moment
bounds for the equation. At this stage we also need to appeal to the inherent parabolic smoothing in the
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equations, via a Ladyzhenskaya-type estimate in the proof of Lemma 2.6 below. This argument of combining
moment bounds with stopping time arguments and parabolic smoothing in order to establish the Feller
property addresses a technical challenge present also in other SPDE, where there is a mismatch between
spaces with cancelations are available, and spaces where the equations are well-posed (in the sense of
Hadamard). As such the technique developed here is of independent interest.
We conclude this subsection with the definition of an invariant measure. Let Pr(V ) be the set of Borealian
probability measures on V . An element µ ∈ Pr(V ) is called an invariant measure for the Feller Markov
semigroup associated to (1.1)–(1.6) if∫
V
ϕ(v0)dµ(v0) =
∫
V
Ptϕ(v0)dµ(v0) (1.25)
for every t ≥ 0. In other words, µ is a fixed point for the dual semigroup P ∗t for t ≥ 0.
1.5. Main results. The purpose of this paper is to prove the existence of an invariant measure for the three-
dimensional stochastic Primitive Equations and to show that this measure is supported on functions that
have regularity better than H2.
Theorem 1.6 (Existence of an ergodic invariant measure). Assume that σ obeys (1.16), (1.20), (1.21),
and (1.22). Then, there exists an ergodic invariant measure µ ∈ Pr(V ) for the Feller Markov semigroup Pt
associated to the 3D stochastic Primitive Equations (1.1)–(1.6).
The next statement shows that the support of any such invariant measure lies on H2-smooth functions.
Theorem 1.7 (Regularity of invariant measures). Under the assumptions, of Theorem 1.6, let µ ∈ Pr(V )
be any invariant measure for the 3D stochastic Primitive Equations. Then we have∫
V
log
(
1 + ‖∇(|v|7)‖2L2 + ‖∇(|∂zv|3)‖2L2 + ‖∆v‖2L2
)
dµ(v) <∞
holds. In particular, any invariant measure µ is supported on D(A) = H2 ∩H .
Usually, e.g. for the stochastic 2D Navier-Stokes equations, proving the existence of invariant measures
is direct: From the energy inequality we obtain moments for both velocity in L2 and vorticity in L2, and
since H1 ⊂ L2 is compact, the standard Kryloff-Bogoliubov procedure yields the existence of an invariant
measure (see, e.g. [Deb11, KS12]). The key here is that moments are available for the solution in spaces that
compactly embed in a space where the equations depend continuously on the data (the Markov semigroup
is Feller in L2 for 2D Navier-Stokes).
The situation for the stochastic 3D Primitive Equations is much more complicated. As discussed in
Theorem 1.5 and the paragraph below it, the Feller property is expected to hold only on V . The main
difficulty which arises is that the moment bounds which lie at the heart of the existence theory, until this work
were not available in spaces that compactly embed in V (note that the moment bounds obtained in Section 3
are for spaces that are larger than V ). The issue here is that one has to estimate the equations in strong
spaces, e.g. in V , and hence the cancellation property for the nonlinear term (which was available in H) is
not anymore available. We overcome the difficulty of establishing “strong moments” for the equation, using
an idea recently used in [KV12] to obtain moment bounds for the stochastic 2D Navier-Stokes equations on
a bounded domain. We show in Theorem 4.2 below that logarithmic moments are available in H2. These
logarithmic strong moments permit us to treat the cubic nonlinear term, and they are also sufficient to prove
the existence of ergodic invariant measures supported in V , since H2 ⊂ V is compact. Moreover, the
moments a posteriori show that the invariant measures are supported in fact on H2 ∩H , and the estimate in
Theorem 1.7 holds.
Remark 1.8 (Uniqueness of the invariant measure). In the context of the 2D Navier-Stokes equations,
using quite delicate arguments one may prove that the invariant measure is unique, even under quite degen-
erate noise structures; cf. [FM95, DPZ96, Mat99, EMS01, Mat02, BKL01, KS01, KS02, MY02, Mat03,
MP06, HM06, CK08, Kup10, HM11, Deb11, KS12, FGHRT2013] and references therein. The uniqueness
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of the invariant measure for the full 2D stochastic Primitive Equations (including temperature, gravity, and
rotational effects) with more physically realistic boundary conditions will be addressed in a forthcoming
work [GHKVZ13b].
In the next statement we assert the higher regularity of the invariant measures.
Theorem 1.9 (Higher regularity for support of invariant measures). Let µ ∈ Pr(V ) be an invariant
measure as in Theorem 1.7, and let ε ∈ (0, 1/42]. Then we have∫
V
log
(
1 + ‖v‖2H2+ε
)
dµ(v) <∞
and thus µ is supported on H2+ε ∩H .
Similarly to Theorems 1.6 and 1.7, the difficulty in establishing the above result lies in obtaining moment
bounds for the solution in spaces that are smaller than H2. This is achieved in Theorem 6.1 below. In
view of Theorem 1.9 and the Gevrey-class regularity for the Primitive Equations established in [Pet06], we
conjecture that the invariant measures for the 3D primitive equation are in fact supported on C∞ functions,
with appropriate continuity and compatibility assumptions on the force, and the boundary conditions in
this paper. For the 2D Navier-Stokes equations on a bounded domain, with Dirichlet boundary conditions,
following an idea from [KV12], we are indeed able to prove in [GHKVZ13a] that the (unique) invariant
measure is supported on C∞ functions. For the Primitive Equations however, this question appears to be
much more difficult (cf. Proof of Theorem 1.9 below).
Organization of the paper. In Section 2 we establish “weak” moment bounds cf. Lemmas 2.1, 2.2,
2.4, and 2.6, which allow us to bound the probability that certain stopping times are small cf. Lemmas 2.3,
2.5, and 2.7. Using these preliminary estimates in Section 3 we give the proof of the Feller property The-
orem 1.5. In Section 4 we establish the strong moment bound Theorem 4.2, which is the key ingredient
in the proof of the existence of invariant measures Theorem 1.6. In Section 5 we establish the regularity
of invariant measures and give the proof of Theorem 1.7. In Section 6 we establish an improved moment
bound, Theorem 6.1, which we then use to prove Theorem 1.9.
2. WEAK MOMENT BOUNDS
In order to show that the Markov semigroup Pt is Feller on V we first establish certain “weak” moment
bounds for solutions of (1.1)–(1.6). In Lemma 2.1 we consider the energy ‖v‖L2 , and in Lemma 2.2 the
L6 norm of v coupled with the L2 norm of the vorticity. We call these moments “weak” because they are
in spaces which do not compactly embed in V , where we expect the Markov semigroup to be Feller. As
such, these L2 and L6 moment bounds are not by themselves sufficient in order to obtain the existence of
invariant measures via the Kryloff-Bogoliubov argument. In Lemma 2.4 we obtain certain moment bounds
for the H1 norm of the solution, which are valid up to a stopping time.
Lemma 2.1 (Moment bounds for the energy). Assume that v0 ∈ L2(Ω;L2) and suppose that σ obeys
either (1.22) with εσ ≤ λ21. Then for any deterministic T > 0 the strong solution v(t) of (1.1)–(1.6) obeys
E‖v(T )‖2L2 + E
∫ T
0
‖∇v(t)‖2L2dt ≤ E‖v0‖2L2 + CT (2.1)
for a suitable positive constant C .
Proof of Lemma 2.1. The Ito¯ lemma in L2 applied to (1.1), combined with the cancellations
〈(v · ∇h + w∂z)v, v〉 =
∫
(v · ∇h + w∂z)v · vdxdz = −1
2
∫
|v|2(∇h · v + ∂zw)dxdz = 0
and
〈∇hp, v〉 =
∫
∇hp · vdxdz =
∫
∇hp ·M(v)dx = −
∫
p∇h ·M(v)dx = 0
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yields
d‖v‖2L2 =
(
−2‖∇v‖2L2 +
∑
k
‖σk(v)‖2L2
)
dt+ 2
∑
k
〈σk(v), v〉dW kt . (2.2)
Integrating (2.2) on [0, T ] and taking expected values of both sides, we obtain
E‖v(T )‖2L2 + E
∫ T
0
‖∇v‖2L2dt = E‖v0‖2L2 + E
∫ T
0
(
‖σ(v)‖2L2(L2) − ‖∇v‖2L2
)
dt
≤ E‖v0‖2L2 + E
∫ T
0
(
‖σ(v)‖2L2(L2) − λ21‖v‖2L2
)
dt
where λ1 is the lowest eigenvalue of the (mean-zero) Laplacian on T3, and we used
E
∫ T
0
∑
k
〈σk(v), v〉dW kt = 0
for the martingale term. Therefore, if the noise term satisfies the smallness condition (1.22), with εσ ≤ λ21
we have
‖σ(v)‖2L2(L2) − λ21‖v‖2L2 ≤ Cσ.
Therefore, there exists a constant C that depends only on Cσ, λ1, and ασ, such that
E‖v(T )‖2L2 + E
∫ T
0
‖∇v(t)‖2L2dt ≤ E‖v0‖2L2 + CT
holds for any deterministic time T > 0, and the proof of the lemma is completed. 
Denote by Y and Y¯ the quantities
Y = ‖v‖6L6 + ‖∂zv‖2L2 , Y¯ = ‖∇(|v|3)‖2L2 + ‖∇∂zv‖2L2 (2.3)
which are finite for v ∈ V , respectively v ∈ D(A), in view of the three-dimensional Sobolev embedding.
Lemma 2.2 (Moment bounds for v in L6 and ∂zv in L2). For v0 ∈ L2(Ω;V ) and any deterministic time
T > 0, the moment bound
E sup
t∈[0,T ]
log(1 + Y (t)) + E
∫ T
0
Y¯ (t)
1 + Y (t)
dt ≤ CE log(1 + ‖v0‖H1) + CE‖v0‖2L2 + CT (2.4)
holds, for a suitable positive constant C , where Y and Y¯ are defined in (2.3) above.
Proof of Lemma 2.2. In order to prove (2.4), we first obtain the equation obeyed by Y . The Ito¯ lemma in
Lp, with p = 6, applied to (1.1), combined with the cancellation property 〈(v · ∇h + wdz)v, v|v|4〉 = 0,
gives
d‖v‖6L6 =
(
−10
3
‖∇(v3)‖2L2 + 6〈∇hp, v|v|4〉+ 15
∑
k
〈σk(v)2, |v|4〉
)
dt+ 6
∑
k
〈σk(v), v|v|4〉dW kt
=: AL6dt+ dMt,L6 . (2.5)
In order to bound the pressure term, we use (1.3) and (1.13) to obtain
〈∇hp, v|v|4〉 =
∫
∇hp · v|v|4dxdz =
∫
∇hp ·M(v|v|4)dx
≤ ‖∇hp‖L3/2x ‖M(v|v|
4)‖L3x ≤ C‖M(v · ∇hv + v∇h · v)‖L3/2x ‖M(v|v|
4)‖L3x
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and thus, using the two-dimensional Gagliardo-Nirenberg inequality we arrive at
6〈∇hp, v|v|4〉 ≤ C
(
‖v‖L6x,z‖∇v‖L2x,z
)(
‖∇hM(v|v|4)‖L6/5x + ‖M(v|v|
4)‖
L
6/5
x
)
≤ C‖v‖L6‖∇v‖L2
(
‖|v|2‖L3x,z‖∇(|v|3)‖L2x,z + ‖v‖5L6x,z
)
≤ C‖v‖L6‖∇v‖L2
(‖v‖2L6‖∇(|v|3)‖L2 + ‖v‖5L6)
≤ 7
3
‖∇(|v|3)‖2L2 + C‖v‖6L6(1 + ‖∇v‖2L2). (2.6)
The term in (2.5) arising due to the Ito¯ correction is estimated using (1.17) as
15
∑
k
〈σk(v)2, |v|4〉 ≤ 15
∑
k
‖σk(v)2‖L3‖|v|4‖L3/2
≤ 15‖v‖4L6
∑
k
‖∇σk(v)‖2L2 ≤ C‖v‖4L6(1 + ‖∇v‖2L2) (2.7)
which combined with (2.6) yields
AL6 ≤ −‖∇(|v|3)‖2L2 + C(1 + ‖v‖6L6)(1 + ‖∇v‖2L2) (2.8)
for some positive constant C .
The Ito¯ lemma in L2, applied to the vorticity formulation (1.14), combined with the cancellation property
〈(v · ∇h + w∂z)∂zv, ∂zv〉 = 0, gives
d‖∂zv‖2L2 =
(
−2‖∇∂zv‖2L2 + 2〈−∂zv · ∇hv + (∇h · v)∂zv, ∂zv〉+
∑
k
‖∂zσk(v)‖2L2
)
dt
+ 2
∑
k
〈∂zσk(v), ∂zv〉dW kt
=: AH1z dt+ dMt,H1z . (2.9)
Upon integrating by parts in x we have
〈−∂zv · ∇hv + (∇h · v)∂zv, ∂zv〉 =
∫
(∇h · v)|∂zv|2dxdz −
∫
(∂zv · ∇hv) · ∂zvdxdz
≤ C
∫
|v||∇h∂zv||∂zv|dxdz ≤ C‖v‖L6‖∇∂zv‖L2‖∂zv‖L3
≤ C‖v‖L6‖∇∂zv‖L2
(
‖v‖1/2
L6
‖∇∂zv‖1/2L2
)
≤ ‖∇∂zv‖2L2 + C‖v‖6L6 , (2.10)
where in the second inequality above we appealed to the estimate ‖∂zv‖L3 ≤ C‖v‖1/2L6 ‖∇∂zv‖
1/2
L2
, which
can be proven using integration by parts (see also Lemma 4.3). After using (1.17) to bound∑
k
‖∂zσk(v)‖2L2 ≤ C(1 + ‖∇v‖2L2) (2.11)
we obtain from (2.10) that
AH1z ≤ −‖∇∂zv‖2L2 + C(1 + ‖∇v‖2L2 + ‖v‖6L6)
≤ −‖∇∂zv‖2L2 + C(1 + ‖v‖6L6)(1 + ‖∇v‖2L2) (2.12)
for a suitable positive constant C .
To conclude the proof, we combine (2.5) and (2.9) and obtain
dY + Y¯ dt =
(
AL6 +AH1z + Y¯
)
dt+ (dMt,L6 + dMt,H1z ), (2.13)
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where Mt,· are the corresponding Martingale terms and Y, Y¯ are as defined in (2.3). Next, we appeal to an
idea from [KV12] and apply the Ito¯ formula to the C2 function log(1 + Y ), to obtain
d log(1 + Y ) +
Y¯
1 + Y
dt =
1
1 + Y
(
AL6 +AH1z + Y¯
)
dt+
1
1 + Y
(dMt,L6 + dMt,H1z )
− 1
2(1 + Y )2
∑
k
(
6〈σk(v), v|v|4〉+ 2〈∂zσk(v), ∂zv〉
)2
dt. (2.14)
For a deterministic time t, we integrate (2.14) from 0 to t, take a supremum over t ∈ [0, T ], apply the
expected value, appeal to the bounds (2.8) and (2.12), and use the energy moment (2.1) to obtain
E log(1 + Y (T )) + E
∫ T
0
Y¯ (s)
1 + Y (s)
ds
≤ E log(1 + Y (0)) + CE
∫ T
0
(1 + ‖∇v(s)‖2L2)ds + E sup
t∈[0,T ]
∣∣∣∣∫ t
0
1
1 + Y (s)
(dMs,L6 + dMs,H1z )
∣∣∣∣ .
(2.15)
On the first term, we use the Sobolev embedding
1 + Y (0) = 1 + ‖v0‖6L6 + ‖∂zv0‖2L2 ≤ C(1 + ‖v0‖V )6,
while on the second term, we appeal to (2.1). On the third term in (2.15) we use the Burkholder-Davis-
Gundy inequality, assumption (1.17), and the energy estimate (2.1), in order to bound
E sup
t∈[0,T ]
∣∣∣∣∫ t
0
1
1 + Y (s)
(dMs,L6 + dMs,H1z )
∣∣∣∣
= E sup
t∈[0,T ]
∣∣∣∣∣∑
k
∫ t
0
1
1 + Y (s)
(
6〈σk(v), v|v|4〉+ 2〈∂zσk(v), ∂zv〉
)
dW ks
∣∣∣∣∣
≤ CE
(∫ T
0
1
(1 + Y (t))2
(
(1 + ‖∇v‖2L2)‖v‖10L6 + (1 + ‖∇v‖2L2)‖∂zv‖2L2
)
dt
)1/2
≤ CE
(∫ T
0
1 + ‖∇v‖2L2dt
)1/2
≤ CE‖v0‖2L2 + C(1 + T ), (2.16)
Combining (2.15), (2.16) and the energy moment bound (2.1), we obtain
E sup
t∈[0,t]
log(1 + Y (t)) + E
∫ T
0
Y¯ (s)
1 + Y (s)
ds ≤ CE log(1 + ‖v0‖V ) + CE‖v0‖2L2 + C(1 + T ) (2.17)
which concludes the proof of (2.4). 
For γ > 0 and v0 ∈ V , we introduce the stopping time
σγ(v0) := inf
t≥0
{
sup
s∈[0,t]
‖v(s, v0)‖4L6 +
∫ t
0
‖∂zv(s, v0)‖2L2‖∇∂zv(s, v0)‖2L2ds > γ
}
. (2.18)
Note that we have σγ(v0) > 0 when γ ≥ 1 + ‖v0‖4L6 . The usefulness of the above stopping time shall
become apparent in Section 3. We have introduced σγ here since a direct consequence of Lemma 2.2 is that
we can control the probability that σγ is smaller than a given deterministic time.
Lemma 2.3 (Estimate on σγ). For v0 ∈ V and γ ≥ 2 + ‖v0‖4L6 , let σγ(v0) be the stopping time defined in(2.18). Then, for any deterministic time t > 0 we have
P(σγ(v0) ≤ t) ≤ C
log(γ/2)
(
E log(1 + ‖v0‖2H1) + E‖v0‖2L2 + t
)
for some positive constant C .
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Proof of Lemma 2.3. First, recall the quantities Y = ‖v‖6L6 + ‖∂zv‖2L2 and Y¯ = ‖∇(|v|3)‖2L2 + ‖∇∂zv‖2L2
introduced in (2.3). By the definition of σγ , we have
P(σγ(v0) < t) ≤ P
(∫ t
0
‖∂zv‖2L2‖∇∂zv‖2L2ds >
γ
2
)
+ P
(
sup
[0,t]
‖v‖4L6 >
γ
2
)
≤ P
(
sup
[0,t]
(
1 + ‖v‖6L6 + ‖∂zv‖2L2
)2 ∫ t
0
‖∇∂zv‖2L2
1 + ‖v‖6
L6
+ ‖∂zv‖2L2
ds >
γ
2
)
+ P
(
sup
[0,t]
(
1 + ‖v‖6L6 + ‖∂zv‖2L2
)2/3
>
γ
2
)
≤ P
(
sup
[0,t]
(1 + Y ) >
(γ
2
)1/4)
+ P
(∫ t
0
Y¯
1 + Y
ds >
(γ
2
)1/2)
+ P
(
sup
[0,t]
(1 + Y ) >
(γ
2
)3/2)
≤ 2P
(
sup
[0,t]
log(1 + Y ) >
1
4
log
γ
2
)
+ P
(∫ t
0
Y¯
1 + Y
ds >
(γ
2
)1/2)
.
In the last inequality we have also used that γ ≥ 2. Using the Chebyshev inequality and the moment bound
obtained in Lemma 2.2, we conclude
P(σγ(v0) < t) ≤ 8
log(γ/2)
E
(
sup
s∈[0,t]
log(1 + Y (s))
)
+
21/2
γ1/2
E
(∫ t
0
Y¯ (s)
1 + Y (s)
ds
)
≤ C
(
1
log(γ/2)
+
1
γ1/2
)(
E log(1 + ‖v0‖2H1) + E‖v0‖2L2 + t
)
which gives the lemma upon noting that γ ≥ 2 and hence 0 ≤ log(γ/2) ≤ (γ/2)1/2. 
With σγ defined in (2.18), we can also obtain a local in time moment bound for the H1 norm of the
solution, i.e., a bound at time t ∧ σγ .
Lemma 2.4 (Local moment bounds for v in H1). Let γ > 0, v0 ∈ V , and t > 0. We have
E sup
s∈[0,t∧σγ ]
log(1 + ‖∇v(s, v0)‖2L2) + E
∫ t∧σγ
0
‖∆v(s, v0)‖2L2
1 + ‖∇v(s, v0)‖2L2
ds
≤ CE log(1 + ‖v0‖2H1) + C(1 + γ)(1 + t), (2.19)
for a universal positive constant C .
We emphasize that we do not obtain the moment bound (2.19) up to any deterministic time t > 0, only
up to the stopping time t ∧ σγ , but this is sufficient for our purposes.
Proof of Lemma 2.4. As in the proof of [DGHTZ12, Theorem 3.2], apply ∇ to (1.1), and use the L2 Ito¯
lemma on the equation for ∇v to arrive at
d‖∇v‖2L2 =
(
−2‖∆v‖2L2 + 2〈v · ∇hv,∆v〉 + 2〈w∂zv,∆v〉+
∑
k
‖∇σk(v)‖2L2
)
dt
+ 2
∑
k
〈∇σk(v),∇v〉dW kt
=: AH1dt+ dMt,H1 . (2.20)
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Note that in view of the periodic boundary conditions, integrating by parts the term arising from the Lapla-
cian in (2.20) yields
〈−∇∆v,∇v〉 = 〈−∇∆hv,∇v〉+ 〈−∇h∂zzv,∇hv〉+ 〈−∂z∂zzv, ∂zv〉
= 〈∇∇hv,∇∇hv〉+ 〈∇h∂zv,∇h∂zv〉+ 〈∂zzv, ∂zzv〉 = ‖∆v‖2L2 .
In (2.20) we have also used the cancellation property
〈∇hp,∆v〉 = 〈∇hp,∆hv〉+ 〈∇hp, ∂zzv〉
= −〈p,∆h∇h · v〉 − 〈∂z∇hp, ∂zv〉 = 〈p,∆h∂zw〉 = −〈∂zp,∆hw〉 = 0
due to (1.2) and (1.3).
In order to obtain a bound for AH1 , we need to estimate the nonlinear terms I1 = 〈v · ∇hv,∆v〉 and
I2 = 〈w∂zv,∆v〉. For the first term we have
|I1| ≤ ‖v‖L6‖∇hv‖L3‖∆v‖L2 ≤ C‖v‖L6
(
‖∇v‖1/2
L2
‖∆v‖1/2
L2
)
‖∆v‖L2
≤ 1
2
‖∆v‖2L2 + C‖∇v‖2L2‖v‖4L6 . (2.21)
The second nonlinear term is bounded using the anisotropic Ho¨lder inequality and the Sobolev inequality as
|I2| ≤ ‖w‖L∞z L4x‖∂zv‖L2zL4x‖∆v‖L2x,z ≤ C‖∇hv‖L2zL4x‖∂zv‖L2zL4x‖∆v‖L2x,z
≤ C
(
‖∇v‖1/2
L2
‖∆v‖1/2
L2
+ ‖∇v‖L2
)(
‖∂zv‖1/2L2 ‖∇∂zv‖
1/2
L2
)
‖∆v‖L2
≤ 1
2
‖∆v‖2L2 + C‖∇v‖2L2(1 + ‖∂zv‖2L2‖∇∂zv‖2L2). (2.22)
Also, by our assumption (1.17) on σ(v) we have∑
k
‖∇σk(v)‖2L2 = ‖∇σ(v)‖2L2(L2) ≤ C(1 + ‖∇v‖2L2), (2.23)
which combined with (2.21) and (2.22) yields
AH1 ≤ −‖∆v‖2L2 + C
(
1 + ‖∇v‖2L2
) (
1 + ‖v‖4L6 + ‖∂zv‖2L2‖∇∂zv‖2L2
) (2.24)
for some positive constant C .
Now, we apply the Ito¯ lemma to the function log(1 + ‖∇v‖2L2) and obtain from (2.20), combined with(2.23) and (2.24), that
d log(1 + ‖∇v‖2L2) +
‖∆v‖2L2
1 + ‖∇v‖2
L2
dt
≤ C (1 + ‖v‖4L6 + ‖∂zv‖2L2‖∇∂zv‖2L2) dt+ 11 + ‖∇v‖2
L2
dMt,H1
+
C
(1 + ‖∇v‖2
L2
)2
∑
k
〈∇σk(v),∇v〉2dt
≤ C (1 + ‖v‖4L6 + ‖∂zv‖2L2‖∇∂zv‖2L2) dt+ 2∑
k
1
1 + ‖∇v‖2
L2
〈∇σk(v),∇v〉dW kt . (2.25)
To handle the martingale terms, apply the Burkholder-Davis-Gundy inequality and estimate
E sup
s∈[0,t∧σγ ]
∣∣∣∣∣
∫ s
0
∑
k
〈∇σk(v),∇v〉
1 + ‖∇v‖2
L2
dW ks′
∣∣∣∣∣
≤ CE
(∫ t∧σγ
0
∑
k
(〈∇σk(v),∇v〉
1 + ‖∇v‖2
L2
)2
ds
)1/2
≤ Ct1/2.
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We now integrate the inequality (2.25) from 0 to s, take a supremum over [0, t ∧ σγ ] and then expected
values to obtain
E sup
s∈[0,t∧σγ ]
(
log(1 + ‖∇v(s)‖2L2) +
∫ t∧σγ
0
‖∆v(s)‖2L2
1 + ‖∇v(s)‖2
L2
ds
)
≤ E log(1 + ‖∇v0‖2L2) + CE
∫ t∧σγ
0
(
1 + ‖v(s)‖4L6 + ‖∂zv(s)‖2L2‖∇∂zv(s)‖2L2
)
ds
+ E sup
s∈[0,t∧σγ ]
∣∣∣∣∣
∫ s
0
∑
k
〈∇σk(v),∇v〉
1 + ‖∇v‖2
L2
dW ks′
∣∣∣∣∣
≤ E log(1 + ‖∇v0‖2L2) + C(1 + t)(1 + γ),
which concludes the proof of (2.19). 
For κ > 0 and v0 ∈ V define the stopping time
τκ(v0) := inf
t≥0
{∫ t
0
(
‖∇v(s, v0)‖2L2 + ‖∆v(s, v0)‖2L2 + ‖∇v(s, v0)‖2L2‖∆v(s, v0)‖2L2
)
ds > κ
}
(2.26)
where, as usual, v(t, v0) denotes as usual the strong solution of the 3D stochastic Primitive Equations with
the initial condition v0. Similarly, for any v(1)0 , v
(2)
0 ∈ V , we introduce the notation
τκ(v
(1)
0 , v
(2)
0 ) := τκ(v
(1)
0 ) ∧ τκ(v(2)0 ). (2.27)
A consequence of Lemma 2.4 is that we may estimate the probability of τκ being small. More precisely, we
have.
Lemma 2.5 (Estimate on τκ). Let v0 ∈ V , κ ≥ 2e, and t > 0. For any γ > 2 + ‖v0‖4L6 , we have
P(τκ(v0) < t) ≤ C
log κ
(
E log(1 + ‖v0‖2H1) + (1 + γ)(1 + t)
)
+
C
log γ
(
E log(1 + ‖v0‖2H1) + E‖v0‖2L2 + t
)
(2.28)
where τk is the stopping time defined in (2.26) above. In particular, choosing κ sufficiently large and
γ =
√
log κ we have the estimate
P(τκ(v0) < t) ≤ C
log log κ
(
E log(1 + ‖v0‖2H1) + E‖v0‖2L2 + t+ 1
)
. (2.29)
Proof of Lemma 2.5. Letting v = v(t, v0) and γ > 1 + ‖v0‖4L6 , while recalling the stopping time σγ(v0)
defined in (2.18), we obtain
P(τκ(v0) < t)
≤ P(τκ(v0) < t, σγ(v0) ≥ t) + P(σγ(v0) < t)
≤ P
(∫ t∧σγ
0
(
‖∇v‖2L2 + ‖∆v‖2L2 + ‖∇v‖2L2‖∆v‖2L2
)
ds > κ
)
+ P(σγ(v0) < t)
≤ P
(
C sup
[0,t∧σγ ]
(1 + ‖∇v‖2L2)2
∫ t∧σγ
0
‖∆v‖2L2
1 + ‖∇v‖2
L2
ds > κ
)
+ P(σγ(v0) < t)
≤ P
(
sup
[0,t∧σγ ]
(1 + ‖∇v‖2L2) > κ1/4
)
+ P
(∫ t∧σγ
0
‖∆v‖2L2
1 + ‖∇v‖2
L2
ds >
√
κ
C
)
+ P(σγ(v0) < t)
≤ P
(
sup
[0,t∧σγ ]
log(1 + ‖∇v‖2L2) >
1
4
log κ
)
+ P
(∫ t∧σγ
0
‖∆v‖2L2
1 + ‖∇v‖2
L2
ds >
√
κ
C
)
+ P(σγ(v0) < t),
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where C ≥ 1 is such that 2‖∇v‖L2 ≤ C‖∆v‖L2 . Using the Chebyshev inequality, the local moment bound
of Lemma 2.4, and the estimate on σγ given in Lemma 2.3, we arrive at
P(τκ(v0) < t)
≤ 4
log κ
E
(
sup
s∈[0,t∧σγ ]
log(1 + ‖∇v‖2L2)
)
+
C√
κ
E
(∫ t∧σγ
0
‖∆v‖2L2
1 + ‖∇v‖2
L2
ds
)
+ P(σγ(v0) < t)
≤ C
log κ
(
E log(1 + ‖v0‖2H1) + (1 + γ)(1 + t)
)
+
C
log γ
(
E log(1 + ‖v0‖2H1) + E‖v0‖2L2 + t
)
.
This concludes the proof of the lemma. 
We introduce one more stopping time, designed to account for the instant parabolic regularization inherent
in the equations. Namely, for λ > 0, and v0 ∈ V , let
ρλ(v0) := inf
t≥0
{
t‖v(t, v0)‖2H2 ≥ λ
}
. (2.30)
and
ρλ(v0, v˜0) := ρλ(v0) ∧ ρλ(v˜0).
In order to estimate the probability that ρλ is small we need a suitable local moment bound on the H2-norm
of the solution, in the spirit of Lemma 2.4.
Lemma 2.6 (Local moment bounds for v in H2). For v0 ∈ V (deterministic) and κ > 0 we have
E
(
sup
s∈[0,t∧τκ(v0)]
s‖∆v(s, v0)‖2
)
≤ C exp(Cκ)(t+ κ), (2.31)
for a universal positive constant C , where τκ(v0) is defined in (2.26).
Proof of Lemma 2.6. Applying −∆ to (1.1) and using the Ito¯ Lemma, we obtain
d(t‖∆v‖2L2) + 2t‖∇∆v‖2L2dt = ‖∆v‖2L2dt− 2t〈v · ∇hv + w∂zv,∆2v〉dt+ t‖∆σ(v)‖2L2dt
+ 2t〈∆σ(v),∆v〉dWt . (2.32)
The nonlinear term in (2.32) is bounded as
2t
∣∣〈v · ∇hv + w∂zv,∆2v〉∣∣
≤ 2t‖∇∆v‖L2 (‖∇(v · ∇hv)‖L2 + ‖∇(w∂zv)‖L2) = 2t‖∇∆v‖L2(Tv + Tw) (2.33)
First, we estimate the v-term as
Tv ≤ ‖∇v · ∇hv‖L2 + ‖v · ∇h∇v‖L2
≤ ‖∇v‖L4‖∇hv‖L4 + ‖v‖L∞‖∇h∇v‖L2 ≤ C‖∇v‖1/2L2 ‖∆v‖
3/2
L2
. (2.34)
For the w-term we write
Tw ≤ ‖∇w∂zv‖L2 + ‖w∂z∇v‖L2
≤ ‖∇w‖L∞z L4x‖∂zv‖L2zL4x + ‖w‖L∞z L4x‖∂z∇v‖L2zL4x
≤ C‖∇v‖1/2
L2
‖∆v‖L2‖∇∆v‖1/2L2 (2.35)
by appealing to the 2D Gagliardo-Nirenberg and the Poincare´ inequalities. Combining (2.32)–(2.35) and
using the Poincare´ and the ε-Young inequalities, we obtain
d(t‖∆v‖2L2) + t‖∇∆v‖2L2dt ≤ ‖∆v‖2L2dt+ Ct‖∇v‖2L2‖∆v‖4L2dt+ t‖∆σ(v)‖2L2dt
+ 2t〈∆σ(v),∆v〉dWt. (2.36)
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The Burkholder-Davis-Gundy inequality implies that for any 0 ≤ τa ≤ τb ≤ t ∧ τκ
E sup
s∈[τa,τb]
∣∣∣∣∫ s
τa
r〈∆σ(v),∆v〉dWr
∣∣∣∣
≤ CE
∣∣∣∣∫ τb
τa
s2|〈∆σ(v),∆v〉|2ds
∣∣∣∣1/2 ≤ 12E sups∈[τa,τb](s‖∆v‖2) + CE
∫ τb
τa
s(1 + ‖∆v‖2)ds (2.37)
We integrate (2.36) from τa to s, take a supremum over [τa, τb], apply expected values, and use (2.37) to
obtain
E
(
sup
s∈[τa,τb]
(s‖∆v‖2)
)
≤ 2E(τa‖∆v(τa)‖2) + CE
∫ τb
τa
(
(1 + t)(1 + ‖∆v‖2L2) + Ct‖∇v‖2L2‖∆v‖4L2
)
dt
≤ 2E(τa‖∆v(τa)‖2) + CE
∫ τb
τa
(
(1 + |∇v‖2L2‖∆v‖2L2)t‖∆v‖2L2 + (1 + t) + ‖∆v‖2L2
)
dt.
and hence with a version of the stochastic Gronwall lemma, [GHZ08] and the definition of τκ we obtain
(2.31) concluding the proof. 
Finally, using Lemma 2.6, we obtain estimates on the stopping time ρλ(v0).
Lemma 2.7 (Estimate on ρλ). Let v0 ∈ V , κ ≥ 2e, λ > 0, and t > 0. For any γ > 2 + ‖v0‖4L6 , we have
P(ρλ(v0) < t) ≤ C exp(Cκ)(t+ 1)
λ
+
C
log κ
(
E log(1 + ‖v0‖2H1) + (1 + γ)(1 + t)
)
+
C
log γ
(
E log(1 + ‖v0‖2H1) + E‖v0‖2L2 + t
)
, (2.38)
for a sufficiently large universal constant C . In particular for λ > 0 sufficiently large, with κ = log(√λ)/C ,
where C is the constant appearing in (2.38), and with γ = √log κ we have
P(ρλ(v0) < t) ≤ C
log log log(λ)
(E‖v0‖2H1 + t+ 1). (2.39)
Proof of Lemma 2.7. Using Lemma 2.6 and Lemma 2.5, we have
P(ρλ(v0) < t) ≤ P
(
sup
s∈[0,t]
s‖∆v(s)‖2 ≥ λ
)
≤ 1
λ
E
(
sup
s∈[0,t∧τκ]
s‖∆v(s)‖2
)
+ P(τκ < t)
≤ C exp(Cκ)(t+ κ)
λ
+
C
log κ
(
E log(1 + ‖v0‖2H1) + (1 + γ)(1 + t)
)
+
C
log γ
(
E log(1 + ‖v0‖2H1) + E‖v0‖2L2 + t
)
and the desired estimate is obtained. 
3. FELLER PROPERTY
Equipped with the moment bounds and the estimates on the stopping time σγ established in Section 2,
we now have the necessary tools to establish the Feller property for the Markov semigroup Pt, i.e., to give
the proof of Theorem 1.5. The continuous dependence on the initial data in the topology of V is given
quantitatively in the next lemma.
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Lemma 3.1 (The difference of two solutions in the topology of V ). Let v(i)0 ∈ V , where i ∈ {1, 2}, and
denote by v(i)(t) the corresponding strong solution of the 3D stochastic Primitive Equations (1.1)–(1.6).
Then, for any κ, t > 0, we have
E sup
s∈[0,t∧τκ(v
(1)
0 ,v
(2)
0 )]
‖∇v(1)(s)−∇v(2)(s)‖2L2 ≤ CeC(κ+t)E‖∇v(1)0 −∇v(2)0 ‖2L2 (3.1)
for some positive constant C , where the stopping time τκ(·, ·) is defined in (2.27) above.
Remark 3.2 (Feller property for additive noise). Typically, e.g. for the 2D Navier-Stokes equations with
additive noise, the Feller property follows directly from the dominated convergence theorem. In this much
simpler situation, the noise terms exactly cancel when one caries out continuous dependence estimates, and
one obtains a bound like (3.1) pathwise. Note moreover that in this case, since the phase space is usually
L2, the exponent κ in (3.1) only involves one of the two solutions due to cancelation.
For the 3D Primitive Equations if we were to restrict ourselves to the case of additive noise, a suitably
modified version of the above lemma can also be obtained pathwise. Indeed, for additive noise the right side
of (3.7) below equals 0, and hence there is no need to take expected values, and we obtain (3.1) almost surely.
Nevertheless, the bound we obtain still depends on both the norms of v(1)0 and of v
(2)
0 , so an involved estimate
like (3.2) below is still needed. The are other approaches to overcome this difficulty, but the advantage of
the analysis we give below is that it is suitable for treating multiplicative noise.
The proof of the the above lemma is based on the stochastic Gro¨nwall lemma and energy estimates. For
clarity of the presentation we present the details of the proof at the end of this section. We now give the
proof of the Feller property in V , assuming Lemma 3.1 holds.
Proof of Theorem 1.5. Fix t > 0 and ϕ ∈ Cb(V ) and any v0 ∈ V . Note that the norms ‖v‖H1 and ‖∇v‖L2
yield equivalent topologies on V in view of the Poincare´ inequality. Given an arbitrary ε > 0, we need to
find δ ∈ (0, 1), such that
|Ptϕ(v0)− Ptϕ(v˜0)| = |E(ϕ(v(t, v0))− ϕ(v(t, v˜0)))| ≤ ε
holds for any v˜0 ∈ BV (δ, v0), where BV (δ, v0) denotes the ball of radius δ in V around v0.
In order to use (3.1) we approximate ϕ in a suitable way with a Lipschitz continuous function on V , and
then employ a delicate stopping time argument involving σγ , τκ, and ρλ introduced above in (2.18), (2.26),
and (2.30). We introduce the space of Lipschitz continuous functions on V
Lip(V ) = {ϕ˜ ∈ Cb(V ) : ϕ˜ is Lipschitz continuous on V }.
Observe now that for any v˜0 ∈ BV (1, v0) and κ, λ > 0 we have
|E(ϕ(v(t, v0))− ϕ(v(t, v˜0)))|
≤ |E(ϕ(v(t, v0))− ϕ(v(t, v˜0)))1 ρλ(v0,v˜0)>t|+ |E(ϕ(v(t, v0))− ϕ(v(t, v˜0)))1 ρλ(v0,v˜0)≤t|
≤ |E(ϕ(v(t, v0))− ϕ(v(t, v˜0)))1 ρλ(v0,v˜0)>t|+ 2‖ϕ‖∞P(ρλ(v0, v˜0) ≤ t)
≤ |E(ϕ(v(t, v0))− ϕ(v(t, v˜0)))1 ρλ(v0,v˜0)>t1 τκ(v0,v˜0)≥t|
+ 2‖ϕ‖∞P(τκ(v0, v˜0) < t) + 2‖ϕ‖∞P(ρλ(v0, v˜0) ≤ t)
= T1 + T2 + T3, (3.2)
where the stopping time ρλ(v0, v˜0) is defined in (2.30), and τκ(v0, v˜0) is defined in (2.26).
To address T1 in (3.2) we approximate the given ϕ ∈ Cb(V ) by a an element ϕ˜ ∈ Lip(V ) to be chosen
below. Note that on the set {ρλ(v0, v˜0) > t}we have v(t, v0), v(t, v˜0) ∈ BH2(κ/t). Hence, for any λ, κ > 0
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we estimate
T1 ≤ 2 sup
v∈BH2 (κ/t)
|ϕ(v) − ϕ˜(v)|+ |E(ϕ˜(v(t, v0))− ϕ˜(v(t, v˜0)))1 τκ(v0,v˜0)>t|
≤ 2 sup
v∈BH2 (κ/t)
|ϕ(v) − ϕ˜(v)|+ ‖∇ϕ˜‖∞E‖∇v(t ∧ τκ(v0, v˜0), v0)−∇v(t ∧ τκ(v0, v˜0), v˜0)‖L2 (3.3)
where ‖∇ϕ˜‖∞ is the Lipschitz constant of ϕ˜. By Lemma 3.1 and Jensen’s inequality we have
E‖∇v(t ∧ τκ(v0, v˜0), v0)−∇v(t ∧ τκ(v0, v˜0), v˜0)‖L2 ≤ CeC(κ+t)‖∇v0 −∇v˜0‖L2 . (3.4)
Combining (3.3) with (3.4) we finally conclude
T1 ≤ 2 sup
v∈BH2 (κ/t)
|ϕ(v) − ϕ˜(v)| + ‖∇ϕ˜‖∞CeC(κ+t)‖v0 − v˜0‖H1 .
We now bound T2. According to (2.29), we have for any κ > 0 sufficiently large
T2 ≤ 2‖ϕ‖∞P(τκ(v0, v˜0) < t)
≤ 2‖ϕ‖∞
(
P(τκ(v0) < t) + P(τκ(v˜0) < t)
)
≤ C‖ϕ‖∞
log log κ
(
‖v0‖2H1 + t+ 1
)
. (3.5)
Finally, we estimate T3. Here with (2.39) we obtain
T3 ≤ 2‖ϕ‖∞
(
P(ρλ(v˜0) ≤ t) + P(ρλ(v0) ≤ t)
) ≤ C‖ϕ‖∞
log log log λ
(
‖v0‖2H1 + t+ 1
)
It remains to choose our parameters in an appropriate order. First, let κ = (log λ)/C , for a sufficiently large
universal constant C , so that
T2 + T3 ≤ C‖ϕ‖∞
log log log λ
(
‖v0‖2H1 + t+ 1
)
. (3.6)
Next, we choose λ = λ(t, ‖ϕ‖∞, ‖v0‖H1) sufficiently large, so that
T2 + T3 ≤ ε
2
This choice of λ automatically fixes the value of κ, and hence also the radius of the ball BH2(κ/t). There-
fore, since this ball is a relatively compact subset of V , and ϕ ∈ Cb(V ), we may choose ϕ˜ ∈ Lip(V ) so
that
2 sup
v∈BH2 (κ/t)
|ϕ(v) − ϕ˜(v)| ≤ ε
4
This choice of ϕ˜ also fixes ‖∇ϕ˜‖∞ and hence we may at last choose δ sufficiently small, so that
‖∇ϕ˜‖∞CeC(κ+t)‖v0 − v˜0‖H1 ≤
ε
5
holds for any v˜0 ∈ BV (δ, v0). This concludes the proof of the Feller property in V . 
We now turn to the proof of Lemma 3.1.
Proof of Lemma 3.1. For v(j)0 ∈ V , let (v(j), w(j), q(j)), for j = 1, 2, be the two corresponding strong
solutions of the stochastic 3D Primitive Equations, and define
max
j=1,2
‖v(j)(t)‖H1 =: M(t) and max
j=1,2
‖v(j)(t)‖H2 =: M¯(t),
for all t ∈ [0, T ]. Note that M and M¯ are random functions of time. Denote the difference of solutions as
v = v(1) − v(2), w = w(1) − w(2), q = q(1) − q(2).
We also denote by
R = ‖∇v‖L2 and R¯ = ‖∆v‖L2
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the H1 respectively H2 norm of the difference (remainder). The equation for the difference is
dv +
(
−∆v + v(1) · ∇hv + w(1)∂zv + v · ∇hv(2) + w∂zv(2) +∇hq
)
dt =
(
σ(v(1))− σ(v(2))
)
dW.
(3.7)
After applying ∇ to (3.7) and then using the Ito¯ lemma in L2, we obtain
1
2
dR2 + R¯2dt = −〈∂iv(1) · ∇hv, ∂iv〉dt− 〈∂iw(1)∂zv, ∂iv〉dt− 〈∂iv · ∇hv(2), ∂iv〉dt
− 〈∂iw∂zv(2), ∂iv〉dt− 〈v · ∇h∂iv(2), ∂iv〉dt− 〈w∂z∂iv(2), ∂iv〉dt
+
∑
k
〈∂iσk(v(1))− ∂iσk(v(2)), ∂iv〉dW k
+
1
2
∑
k
(
〈∂iσk(v(1))− ∂iσk(v(2)), ∂iv〉
)2
dt
=: −(T1 + T2 + T3 + T4 + T5 + T6)dt+ T7dW + 1
2
T8dt, (3.8)
where the summation over the repeated index i is over i = 1, 2, 3. Note that the pressure term vanishes upon
integrating by parts and using the boundary conditions. We first estimate the terms T1, . . . , T6 on the right
side of (3.8) as
T1 = 〈∂iv(1) · ∇hv, ∂iv〉 ≤ ‖∇v(1)‖L3‖∇v‖2L3 ≤ C(MM¯)1/2RR¯ ≤
1
12
R¯2 + CMM¯R2 (3.9)
T2 = 〈∂iw(1)∂zv, ∂iv〉 ≤ ‖∇w(1)‖L2xL∞z ‖∇v‖2L4xL2z ≤ CM¯RR¯ ≤
1
12
R¯2 + CM¯2R2 (3.10)
T3 = 〈∂iv · ∇hv(2), ∂iv〉 ≤ ‖∇hv(2)‖L3‖∇v‖2L3 ≤ C(MM¯)1/2RR¯ ≤
1
12
R¯2 + CMM¯R2 (3.11)
T4 = 〈∂iw∂zv(2), ∂iv〉 ≤ ‖∇w‖L2xL∞z ‖∂zv(2)‖L4xL2z‖∇v‖L4xL2z
≤ CR¯(MM¯)1/2(RR¯)1/2 ≤ R¯
2
12
+ CM2M¯2R2 (3.12)
T5 = 〈v · ∇h∂iv(2), ∂iv〉 ≤ ‖v‖L6‖∇∂zv(2)‖L2‖∇v‖L3 ≤ CRM¯(RR¯)1/2 ≤
R¯2
12
+ CM¯4/3R2 (3.13)
T6 = 〈w∂z∂iv(2), ∂iv〉 ≤ ‖w‖L4xL∞z ‖∂z∇v(2)‖L2xL2z‖∇v‖L4xL2z
≤ C(RR¯)1/2M¯(RR¯)1/2 ≤ R¯
2
12
+ CM¯2R2 (3.14)
for some sufficiently large positive constant C . The term T8 is bounded using the Lipschitz assumption
(1.17) on σ as
T8 ≤ C‖∇v(1) −∇v(2)‖2L2‖σ(v(1))− σ(v(2))‖2H1 ≤ CR4 ≤ CM2R2. (3.15)
We now integrate (3.8) from 0 to s, take a supremum over s ∈ [0, t∧ τκ], where τκ = τκ(v(1)0 , v(2)0 ) is the
stopping time defined in (2.27) above, appeal to (3.9)–(3.15), and take expected values, to obtain
1
2
E sup
[0,t∧τκ]
R2 + E
∫ t∧τκ
0
R¯2ds ≤ 1
2
ER(0)2 + CE
∫ t∧τκ
0
(1 +M2 + M¯2 +MM¯ +M2M¯2)R2ds
+ E sup
s∈[0,t∧τκ]
∣∣∣∣∣∑
k
∫ s
0
〈∂iσk(v(1))− ∂iσk(v(2)), ∂iv〉dW k
∣∣∣∣∣ . (3.16)
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Using the Burkholder-Davis-Gundy inequality and the condition (1.17) on the noise, we thus obtain
1
2
E sup
[0,t∧τκ]
R2 + E
∫ t∧τκ
0
R¯2ds ≤ 1
2
ER(0)2 + CE
∫ t∧τκ
0
(1 +M2 + M¯2 +M2M¯2)R2ds
+ CE
(∫ t∧τκ
0
R4ds
)1/2
≤ 1
2
ER(0)2 + CE
∫ t∧τκ
0
(1 +M2 + M¯2 +M2M¯2)R2ds
+
1
4
E sup
[0,t∧τκ]
R2 + CE
∫ t∧τκ
0
R2ds. (3.17)
We now apply the stochastic Gro¨nwall Lemma (see [GHZ08, DGHTZ12]) which combined with the defini-
tion of τκ in (2.26)–(2.27) implies
E sup
[0,t∧τκ]
‖v(1) − v(2)‖2H1 ≤ E sup
[0,t∧τκ]
R2 ≤ CeC(κ+t)E‖v(1)0 − v(2)0 ‖2H1
concluding the proof of the lemma. 
4. EXISTENCE OF AN INVARIANT MEASURE
The classical technique for proving the existence of invariant measures is the Kryloff-Bogoliubov pro-
cedure. The following well-known result (see e.g. [DPZ96, Deb11, KS12]) applies to any Feller Markov
semigroup.
Lemma 4.1 (K-B procedure). Assume Pt is Feller on V , and there exists v0 ∈ L2(Ω, V ) such that the
family of Borel probability measures on V
µT (·) = 1
T
∫ T
0
Pt(v0, ·)dt
is tight. Then any sub-sequential weak limit µ of the family {µT }T>0 is an invariant measure for Pt.
In view of the results proven in Section 3, the Markov semigroup Pt of the stochastic Primitive Equations
defined in (1.24) is Feller. Hence, Lemma 4.1 yields the proof of Theorem 1.6 once the tightness of the
family {µT }T>0 is established. To prove tightness, we obtain in the next teorem a moment bound for strong
solutions v of (1.1)–(1.6), in a space that compactly embeds in V .
Theorem 4.2 (Strong moments). Let v0 ∈ L2(Ω;D(A)) and let v(t, v0) be the strong solution of the
stochastic 3D Primitive Equations (1.1)–(1.6). Then, for any deterministic time T > 0 we have
E
∫ T
0
log(1 + ‖∇(|v(s)|7)‖2L2 + ‖∇(|∂zv(s)|3)‖2L2 + ‖∆v(s)‖2L2)ds
≤ CE log(1 + ‖v0‖14L14 + ‖∂zv0‖6L6 + ‖∇v0‖2L2) + CE‖v0‖2L2 + CT (4.1)
for some T -independent constant C > 0.
The above theorem, combined with the comments after Lemma 4.1 above, completes the proof of the
existence of an invariant measure.
Proof of Theorem 1.6. To see why Theorem 4.2 implies the tightness in Pr(V ) of the family of time-average
measures {µT }T>0, let R > 0 and denote by BR the ball of radius R in D(A), which is compact in V .
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Moreover, let the initial data v0 = 0. Then, for any δ > 0, by Chebyshev’s inequality and (4.1) we have that
µT (B
c
R) =
1
T
∫ T
0
P(‖v(t, 0)‖H2 ≥ R)dt
≤ 1
T log(1 +R2)
∫ T
0
E log(1 + ‖v(t, 0)‖2H2)dt ≤
C
log(1 +R2)
≤ δ
provided R is chosen large enough, independently of T . Hence, we may apply Lemma 4.1 to obtain that any
sub-sequential limit of the family {µT }T>0 is an invariant measure. The existence of sub-sequential limits
µ is guaranteed by Prokhorov’s theorem, which establishes the weak compactness of the family {µT }T>0.
See e.g. [DPZ96] for details.
By the above argument, the set of invariant measures, henceforth denoted by I , is not empty. One may
now use a general argument (cf. [DPZ96]) to show the existence of an phergodic invariant measure. Recall
that an invariant measure is ergodic if and only if it is an extremal point of I . Directly from linearity of
P ∗t , the set I is convex, and due to the Feller property of Theorem 1.5, I is also closed. By the estimate in
Theorem 4.2 and Lemma 2.1, applied to any stationary solution, we obtain that the set of invariant measures
is tight, and hence I is compact. By Krein-Millman, it now follows that I has an extremal point which is
ergodic. 
The remainder of this section is devoted to proving Theorem 4.2. For simplicity of the presentation we
introduce the quantities
E = ‖v‖L2 , E¯ = ‖∇v‖L2 , (4.2)
J = ‖v‖L14 , J¯ = ‖∇(|v|7)‖1/7L2 , (4.3)
K = ‖∂zv‖L6 , K¯ = ‖∇(|∂zv|3)‖1/3L2 , (4.4)
L = ‖∇v‖L2 = E¯, L¯ = ‖∆v‖L2 . (4.5)
Recall that in Lemma 2.1 we have obtained the moment bound
EE(t)2 + E
∫ T
0
E¯(s)2ds ≤ EE(0)2 + CT. (4.6)
In the following subsection we obtain bounds for J , K , and L individually. The proof of Theorem 4.2 is
then given in Subsection 4.4.
4.1. Bounds for J . The Ito¯ lemma in Lp, with p = 14, applied to (1.1), combined with the cancellation
property 〈(v · ∇h + w∂z)v, v|v|12〉 = 0, gives
dJ14 =
(
−14 · 13
49
J¯14 + 14〈∇hp, v|v|12〉+ 14 · 13
2
∑
k
〈σk(v)2, |v|12〉
)
dt+ 14
∑
k
〈σk(v), v|v|12〉dW kt
=: AJdt+ dMt,J . (4.7)
We next give a (pathwise) estimate for AJ . To bound the pressure term, use (1.3) and (1.13) to obtain
〈∇hp, v|v|12〉 =
∫
∇hp · v|v|12dxdz =
∫
∇hp ·M(v|v|12)dx
≤ ‖∇hp‖L7/4x ‖M(v|v|
12)‖
L
7/3
x
≤ C‖M(v · ∇hv + v∇h · v)‖L7/4x ‖M(v|v|
12)‖
L
7/3
x
22 NATHAN GLATT-HOLTZ, IGOR KUKAVICA, VLAD VICOL, AND MOHAMMED ZIANE
and thus
〈∇hp, v|v|12〉 ≤ C
(
‖v‖L14x,z‖∇v‖L2x,z
)(
‖∇hM(v|v|12)‖L14/13x + ‖M(v|v|
12)‖
L
14/13
x
)
≤ C‖v‖L14‖∇v‖L2
(
‖|v|6‖
L
7/3
x,z
‖∇(|v|7)‖L2x,z + ‖v‖13L14x,z
)
≤ CJE¯ (J6J¯7 + J13)
≤ 1
7
J¯14 + CJ14(E¯ + E¯2), (4.8)
where we use ∇h(v|v|12) = 137 v|v|5∇h(|v|7). The term in AJ coming from the Ito¯ correction is estimated
using (1.20) as
91
∑
k
〈σk(v)2, |v|12〉 ≤ C‖v‖12L14‖σ(v)‖2L2(L14) ≤ CJ12(1 + J2) (4.9)
which combined with (4.8) yields
AJ ≤ −J¯14 + CJ14(1 + E¯2) + C (4.10)
for some positive constant C .
4.2. Bounds for K . The Ito¯ lemma in Lp, with p = 6, applied to the vorticity formulation (1.14), combined
with the cancellation property 〈(v · ∇h + w∂z)∂zv, ∂zv|∂zv|4〉 = 0, gives
dK6 =
(
−6 · 5
9
K¯6 + 6〈−∂zv · ∇hv + (∇h · v)∂zv, ∂zv|∂zv|4〉+ 6 · 5
2
∑
k
〈(∂zσk(v))2, |∂zv|4〉
)
dt
+ 6
∑
k
〈∂zσk(v), ∂zv|∂zv|4〉dW kt
=: AKdt+ dMt,K . (4.11)
To obtain a (pathwise) bound for AK , note that upon integrating by parts in x we have
〈−∂zv · ∇hv + (∇h · v)∂zv, ∂zv|∂zv|4〉 = −
∫
(∂zv · ∇hv) · ∂zv|∂zv|4 +
∫
(∇h · v)|∂zv|6
≤ C
∫
|v||∇(|∂zv|3)||∂zv|3 ≤ C‖v‖L14‖∇(|∂zv|3)‖L2‖|∂zv|3‖L7/3
≤ CJK¯3‖∂zv‖3L7 ≤ CJK¯3(J1/4K¯3/4)3
≤ 1
2
K¯6 + CJ14, (4.12)
where in the second to last inequality above we appealed to the estimate (4.15) in Lemma 4.3 below with
p = 7. After using condition (1.21) to bound
15
∑
k
〈(∂zσk(v))2, |∂zv|4〉 ≤ C‖∂zv‖4L6‖∂zσ(v)‖2L2(L6) ≤ CK4(1 +K2), (4.13)
we obtain from (4.12) that
AK ≤ −K¯6 + C(J14 +K6 + 1) (4.14)
for a suitable positive constant C .
Lemma 4.3 (Vorticity interpolation). Assume v ∈ D(A). We have
‖∂zv‖Lp ≤ C‖v‖1/4L2p/(8−p)‖∂z(|∂zv|
3)‖1/4
L2
(4.15)
for all p ∈ [4, 8], and some constant C that is bounded for p ∈ [4, 8].
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Proof of Lemma 4.3. Let p ∈ [4, 8). Using ∂z|∂zv| = sgn(∂zv)∂zzv, we have∫
|∂zv|pdxdz =
∫
∂zv∂zv|∂zv|p−2dxdz = −(p− 1)
∫
v|∂zv|p−2∂zzvdxdz
= −p− 1
3
∫
v|∂zv|p−4 sgn(∂zv)∂z
(|∂zv|3) dxdz
≤ p− 1
3
‖v‖L(2p)/(8−p)‖∂zv‖p−4Lp ‖∂z(|∂zv|3)‖L2
and therefore (4.15) holds with C = ((p− 1)/3)1/4. In order to include the limiting case p = 8, pass p→ 8
in the above estimate. 
4.3. Bounds for L. Apply ∇ to (1.1), and use the L2 Ito¯ lemma on the resulting equation to arrive at
dL2 =
(
−2L¯2 + 2〈v · ∇hv,∆v〉+ 2〈w∂zv,∆v〉+
∑
k
‖∇σk(v)‖2L2
)
dt+ 2
∑
k
〈∇σk(v),∇v〉dW kt
=: ALdt+ dMt,L. (4.16)
In order to obtain a bound for AL, we need to estimate the nonlinear terms I1 = 〈v · ∇hv,∆v〉 and I2 =
〈w∂zv,∆v〉. For the first term we have
|I1| ≤ ‖v‖L14‖∇hv‖L7/3‖∆v‖L2 ≤ C‖v‖L14
(
‖∇v‖11/14
L2
‖∆v‖3/14
L2
)
‖∆v‖L2
≤ CJ(E¯11/14L¯3/14)L¯ ≤ 1
2
L¯2 + CE¯2J28/11 (4.17)
where we used that for f = ∇hv, which has zero mean on T3, the bound
‖f‖L7/3 ≤ C‖f‖11/14L2 ‖∇f‖
3/14
L2
holds for a suitable positive constant C . The second nonlinear term is bounded as
|I2| ≤ ‖w‖L3‖∂zv‖L6‖∆v‖L2 ≤ C‖∇hv‖L3‖∂zv‖L6‖∆v‖L2
≤ C
(
‖∇v‖1/2
L2
‖∆v‖1/2
L2
)
‖∂zv‖L6‖∆v‖L2
≤ CE¯1/2L¯1/2KL¯ ≤ 1
2
L¯2 + CE¯2K4. (4.18)
Also, by our assumption (1.17) on σ(v) we have∑
k
‖∇σk(v)‖2L2 = ‖∇σ(v)‖2L2(U ,L2) ≤ C(1 + ‖∇v‖2L2) ≤ C(1 + E¯2)
which combined with (4.17) and (4.18) yields
AL ≤ −L¯2 + CE¯2
(
1 + J28/11 +K4
)
+ C (4.19)
for some positive constant C .
4.4. Coupled Moment Bounds for J,K , and L. From (4.7), (4.11), and (4.16) we have that the quantity
X := J14 +K6 + L2 (4.20)
obeys
dX = (AJ +AK +AL) dt+ (dMt,J + dMt,K + dMt,L)
= −X¯dt+ (AJ +AK +AL + X¯) dt
+
∑
k
(
14〈σk(v), v|v|12〉+ 6〈∂zσk(v), ∂zv|∂zv|4〉+ 2〈∇σk(v),∇v〉
)
dW kt (4.21)
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where we denoted
X¯ = J¯14 + K¯6 + L¯2. (4.22)
Recall from (4.2)–(4.5) that E = ‖v‖L2 , J = ‖v‖L14 , K = ‖∂zv‖L6 , and L = ‖∇v‖L2 = E¯, and that the
symbols with bars on top represent dissipative counterparts.
Proof of Theorem 4.2. It turns out that if we were to integrate (4.21) and take expected values, the bounds
one can obtain are only up to a certain stopping time. In order to obtain moment bounds for any deterministic
time T , we introduce a C2 increasing function ϕ : [0,∞) → [0,∞) such that ϕ(r) → ∞ as r → ∞. We
apply the Ito¯ formula to ϕ(X) and obtain
dϕ(X) + X¯ϕ′(X)
= ϕ′(X)
(
AJ +AK +AL + X¯
)
dt+ ϕ′(X) (dMt,J + dMt,K + dMt,L)
+
1
2
ϕ′′(X)
∑
k
(
14〈σk(v), v|v|12〉+ 6〈∂zσk(v), ∂zv|∂zv|4〉+ 2〈∇σk(v),∇v〉
)2
dt. (4.23)
In view of the estimates (4.10), (4.14), and (4.19) for AJ , AK , and AL, our assumptions on σ(v), and
ϕ′ ≥ 0, we deduce from (4.23) that
dϕ(X) + X¯ϕ′(X) ≤ Cϕ′(X)
(
1 + J14(1 + E¯)2 +K6 + E¯2(1 + J28/11 +K4)
)
dt
+ ϕ′(X) (dMt,J + dMt,K + dMt,L)
+ C|ϕ′′(X)| (J26(1 + J2) +K10(1 +K2) + L2(1 + L2)) dt
≤ Cϕ′(X) (1 + J14 +K6) (1 + E¯2)dt
+ ϕ′(X) (dMt,J + dMt,K + dMt,L) + C|ϕ′′(X)| (1 +X)2 dt (4.24)
for a sufficiently large constant C , that depends on σ.
We now make a specific choice for ϕ, namely
ϕ(X) = log(1 +X) (4.25)
which is a smooth increasing function on [0,∞) with
ϕ′(X) =
1
1 +X
, (4.26)
and
|ϕ′′(X)| ≤ 1
(1 +X)2
. (4.27)
For an arbitrary deterministic time T > 0, we integrate (4.24) from 0 to T , take expected values, use (4.25),
(4.26), (4.27), and the fact that E(Mt,J +Mt,K +Mt,L) = 0, to obtain
E log(1 +X(T )) + E
∫ T
0
X¯(s)
1 +X(s)
ds ≤ E log(1 +X(0)) + CT + CE
∫ T
0
E¯(s)2ds (4.28)
for a suitable positive constant C . To close the moment estimate we now simply combine (4.28) with the
moment estimate (4.6) obtained from the energy inequality and conclude
E log(1 +X(T )) + E
∫ T
0
X¯(s)
1 +X(s)
ds ≤ E log(1 +X(0)) + CEE(0)2 +CT (4.29)
where T > 0 is an arbitrary deterministic time.
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The last key step is to deduce from (4.29) in fact a bound on E ∫ T0 log(1 + X¯(s))ds. To achieve this, we
estimate
E
∫ T
0
log(1 + X¯(s))ds = E
∫ T
0
log
(
1 + X¯(s)
1 +X(s)
)
ds+ E
∫ T
0
log(1 +X(s))ds
≤ E
∫ T
0
X¯(s)
1 +X(s)
ds+ E
∫ T
0
log(1 +X(s))ds
≤ E log(1 +X(0)) + CEE(0)2 + CT + E
∫ T
0
log(1 +X(s))ds (4.30)
where we used log(r) ≤ r − 1 for all r > 0. It remains to estimate the last term on the right side of (4.30).
If we merely use the bound from (4.29) on E log(1 +X), we obtain a quadratic growth in T , which is too
large for our purposes (we can afford at most linear growth in T ). To overcome this difficulty, first note that
J14 = ‖v‖14L14 ≤ C
(
‖v‖1/3
L6
‖v‖2/3
L42
)14
= C‖v‖14/3
L6
‖|v|7‖4/3
L6
≤ C‖∇v‖14/3
L2
(‖∇(|v|7)‖L2 + ‖|v|7‖L2)4/3
≤ CE¯14/3J¯28/3 + CE¯14/3J28/3
≤ CE¯14/3J¯28/3 + 1
2
J14 + CE¯14 (4.31)
and similarly
K6 = ‖∂zv‖6L6 ≤ C
(
‖∂zv‖1/4L2 ‖∂zv‖
3/4
L18
)6
= C‖∂zv‖3/2L2 ‖|∂zv|3‖
3/2
L6
≤ C‖∂zv‖3/2L2
(‖∇(|∂zv|3)‖L2 + ‖|∂zv|3‖L2)3/2
≤ CE¯3/2K¯9/2 + CE¯3/2K9/2
≤ CE¯3/2K¯9/2 + 1
2
K6 + CE¯6 (4.32)
for a positive constant C . Recalling that L2 = E¯2, we thus obtain
1 +X = 1 + J¯14 + K¯6 + E¯2
≤ C (1 + E¯2)7 + CE¯14/3J¯28/3 + CE¯3/2K¯9/2
≤ C (1 + E¯2)7 + CE¯14/3X¯2/3 + CE¯3/2X¯3/4 ≤ C(1 + E¯2)7(1 + X¯)3/4
and hence
log(1 +X) ≤ C + 7 log(1 + E¯2) + 3
4
log(1 + X¯) ≤ C(1 + E¯2) + 3
4
log(1 + X¯). (4.33)
Combining (4.30) with (4.33) yields the desired estimate
1
4
E
∫ T
0
log(1 + X¯(s))ds ≤ E log(1 +X(0)) + CEE(0)2 + CT + CE
∫ T
0
(1 + E¯(s)2)ds
≤ E log(1 +X(0)) + CEE(0)2 + CT (4.34)
where in the last inequality we have appealed to (4.6). This concludes the proof of the theorem. 
5. REGULARITY OF INVARIANT MEASURES
The purpose of this section is to give the proof of Theorem 1.7. As first step, we claim that∫
V
log
(
1 + ‖∇(|v|3)‖2L2 + ‖∇∂zv‖2L2
)
dµ(v) <∞. (5.1)
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Lemma 2.2 shows that for any v0 ∈ L2(Ω, V ) and any deterministic time T > 0, we have
E sup
t∈[0,T ]
log(1 + ‖v(t)‖6L6 + ‖∂zv‖2L2) + E
∫ T
0
‖∇(|v(t)|3)‖2L2 + ‖∇∂zv(t)‖2L2
1 + ‖v(t)‖6
L6
+ ‖∂zv‖2L2
dt
≤ CE log(1 + ‖∇v0‖2L2) + CE‖v0‖2L2 + CT.
Therefore, similarly to (4.30) and appealing to (2.1), it follows that
E
∫ T
0
log(1 + ‖∇(|v(t)|3)‖2L2 + ‖∇∂zv(t)‖2L2) ≤ CE‖v0‖2H1 + C(1 + T ). (5.2)
Now for any n ≥ 1, R > 0, and v ∈ V , let
fn,R(v) =
(
log(1 + ‖∇Pn(|v|3)‖2L2 + ‖∇Pn∂zv‖2L2
) ∧R
where Pn is the projection operator onto the span of the first n eigenfunctions of −∆. Hence, by the
definition of the measure µ being invariant we have∫
V
fn,R(v0)dµ(v0) =
∫
V
∫
V
1
T
∫ T
0
Pt(v0, dv)fn,R(v)dtdµ(v0) (5.3)
for any T > 0. Now, for any ρ ≥ 1 and any v0 in BV (ρ), the ball or radius ρ about the origin in V , we have
by (5.2) that ∣∣∣∣ 1T
∫ T
0
∫
V
Pt(v0, dv)fn,R(v)dt
∣∣∣∣
=
∣∣∣∣ 1T
∫ T
0
Efn,R(v(t, v0))dt
∣∣∣∣ ≤ C (1 + 1 + ‖v0‖2H1T
)
≤ C
(
1 +
ρ
T
)
. (5.4)
Therefore we may combine (5.3) and (5.4) and obtain∫
V
fn,R(v0)dµ(v0) ≤
∫
BV (ρ)
∣∣∣∣ 1T
∫ T
0
∫
V
Pt(v0, dv)fn,R(v)dvdt
∣∣∣∣ dµ(v0)
+
∫
V \BV (ρ)
∣∣∣∣ 1T
∫ T
0
∫
V
Pt(v0, dv)fn,R(v)dvdt
∣∣∣∣ dµ(v0)
≤ C(1 + ρT−1)µ(BV (ρ)) +Rµ(V \BV (ρ)) (5.5)
for some positive constant C , that does not depend on T, ρ,R. First let ρ be sufficiently large, depending on
R, so that
Rµ(V \BV (ρ)) ≤ 1.
Then we choose T be sufficiently large, depending on ρ, so that
ρT−1 ≤ 1
and obtain from (5.5) that ∫
V
fn,R(v0)dµ(v0) ≤ C (5.6)
independently of n and R. We apply the Fatou lemma to (5.6) as n→∞ and obtain∫
V
(
log(1 + ‖∇(|v0|3)‖2L2 + ‖∇∂zv0‖2L2) ∧R
)
dµ(v0) ≤ C. (5.7)
To obtain (5.1), we apply the Monotone Convergence Theorem to (5.7). The above bound in particular
implies that the invariant measure µ is supported on the space
Y = {v ∈ V : ∇(|v|3) ∈ L2,∇∂zv ∈ L2} . (5.8)
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Note that in particular, for v ∈ Y we have v ∈ L14 and ∂zv ∈ L6. Having established (5.1), we proceed to
prove the higher regularity for the support of the invariant measures.
Proof of Theorem 1.7. We need to show that∫
V
log
(
1 + ‖∇(|v|7)‖2L2 + ‖∇(|∂zv|3)‖2L2 + ‖∆v‖2L2
)
dµ(v) <∞ (5.9)
which in particular implies that the invariant measure is supported on the space
X = {v ∈ H2 ∩H : ∇(|v|7) ∈ L2,∇(|∂zv|3) ∈ L2} (5.10)
and hence in particular on H2. The proof of (5.9) follows the same argument as the proof of (5.1), but
instead of appealing to the moment bound in Lemma 2.2, we appeal to the strong moment bound given in
theorem 4.2.
To obtain (5.9), for v ∈ Y we define
gn,R(v) = log(1 + ‖∇Pn(|v|7)‖2L2 + ‖∇Pn(|∂zv|3)‖2L2 + ‖∆Pnv‖2L2) ∧R.
Using the moment bound in Theorem 4.2 which for v0 ∈ Y yields
E
∫ T
0
gn,R(v(s))ds ≤ E
∫ T
0
log(1 + ‖∇(|v(s)|7)‖2L2 + ‖∇(|∂zv(s)|3)‖2L2 + ‖∆v(s)‖2L2)ds
≤ CE log(1 + ‖v0‖14L14 + ‖∂zv0‖6L6 + ‖∇v0‖2L2) + CE‖v0‖2L2 + CT
≤ C log(1 + ‖∇(|v0|3)‖2L2 + ‖∇∂zv0‖2L2) + C‖v0‖2H1 + CT (5.11)
where in the last inequality we used the Sobolev embedding H1 ⊂ L6. Then, the equivalent of (5.3) holds
with gn,R replacing fn,R, since µ is invariant. Repeating the argument in (5.5), with BV (ρ) replaced by
BY(ρ), the ball of radius ρ in Y , we obtain by using that µ is supported on Y , choosing ρ sufficiently large,
and then T sufficiently large, that∫
V
gn,R(v0)dµ(v0) =
∫
Y
gn,R(v0)dµ(v0) ≤ C
for a constant C independent of n and R. With the Fatou lemma and the monotone convergence theorem
we then conclude the proof of (5.9). 
6. HIGHER REGULARITY OF INVARIANT MEASURES
In Section 4 we have proven the existence of an invariant measure for the 3D stochastic PEs, which is
supported on H2(T3) ∩H by the results in Section 5. The purpose of this section is to prove Theorem 1.9,
i.e., that the invariant measures are in fact supported on smoother functions, more precisely, on H2+ε(T3)∩
H , where ε ∈ [0, 1/42]. Under suitable conditions on σ(v) we in fact conjecture that the invariant measures
are supported on C∞(T3) ∩H .
For this purpose, fix ε ∈ [0, 1/42] for the rest of this section, and besides the quantities E, E¯ defined in
(4.2), J, J¯ defined in (4.3), and K, K¯ defined in (4.4), we introduce
Lε = ‖Dε∇v‖L2 , L¯ε = ‖D1+ε∇v‖L2 , (6.1)
where D =
√−∆. The main ingredient in the proof of higher regularity is the following theorem.
Theorem 6.1 (Higher Moments). Let v0 ∈ L2(Ω;D(A)) and let v(t) = v(t, v0) be the strong solution of
the stochastic 3D Primitive Equations (1.1)–(1.6), and let ε ∈ [0, 1/42]. Then, for any deterministic time
T > 0 we have
E
∫ T
0
log
(
1 + ‖∇(|v(t)|7)‖2L2 + ‖∇(|∂zv(t)|3)‖2L2 + ‖D1+ε∇v(t)‖2L2
)
dt
≤ CE log (1 + ‖v0‖14L14 + ‖∂zv0‖6L6 + ‖D1+εv0‖2L2)+ CE‖v0‖2L2 + C(1 + T ) (6.2)
for a suitable positive constant C .
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Assuming the moment bound (6.2) holds, let us first give the proof of higher regularity for the invariant
measures.
Proof of Theorem 1.9. We need to show that for an invariant measure µ we have∫
V
(
1 + ‖∇(|v|7)‖2L2 + ‖∇(|∂zv|3)‖2L2 + ‖D1+ε∇v‖2L2
)
dµ(v) <∞
We already know from Theorem 1.7 that invariant measures are supported on the space X defined in (5.10),
and (5.9) holds. As in the proof of Theorem 1.7, we define for v ∈ X the function
gn,R(v) = log(1 + ‖∇Pn(|v|7)‖2L2 + ‖∇Pn(|∂zv|3)‖2L2 + ‖∇PnD1+εv‖2L2) ∧R
with n ≥ 1, and R > 0. Using the moment bound (6.2) we may show that for v0 ∈ X we have
E
∫ T
0
gn,R(v(s))ds ≤ CE log
(
1 + ‖v0‖14L14 + ‖∂zv0‖6L6 + ‖D1+εv0‖2L2
)
+ CE‖v0‖2L2 + C(1 + T )
≤ CE‖v0‖2H2 + C(1 + T )
with C independent of R and n. The same arguments as in Section 5, estimates (5.3)–(5.6), give that∫
V
gn,R(v0)dµ(v0) =
∫
X
gn,R(v0)dµ(v0) ≤ C
holds uniformly in n and R. We conclude the proof with the Fatou lemma and the monotone convergence
theorem. In particular, this shows that the invariant measure µ is supported on H2+ε. 
The rest of this section is devoted to the proof of Theorem 6.1. We recall from (4.7), (4.10), (4.11), and
(4.14) that for J and K we have the Ito¯ formula
d(J14 +K6) = (AJ +AK)dt+ (dMt,J + dMt,K), (6.3)
and the bound
AJ +AK ≤ −(J¯14 + K¯6) + C(1 + E¯2)(J14 +K6 + 1), (6.4)
holds for a suitable positive constant C . As in the previous section for ε = 0, we couple (6.3) with the
evolution of Lε, and then obtain suitable moment bounds for Xε = J14 +K6 + L2ε.
6.1. Bounds for Lε. We apply ∇Dε to (1.1), use Ito¯ Lemma pointwise in x, and then take an L2 inner
product with Dε∇v to obtain
dL2ε =
(
−2L¯2ε + 2〈v · ∇hv,∆D2εv〉+ 2〈w∂zv,∆D2εv〉+
∑
k
‖∇Dεσk(v)‖2L2
)
dt
+ 2
∑
k
〈∇Dεσk(v),∇Dεv〉dW kt =: AL,εdt+ dMt,L,ε. (6.5)
Note that in order to obtain (6.5) we used
〈∇hp,D2ε∆v〉 = 0.
We write
AL,ε = I1,ε + I2,ε + ‖∇Dεσ(v)‖2L2(L2),
where I1,ε is the term arising from v · ∇h, and I2,ε is the one arising due to w∂z . By our assumptions on
σ(v) we have
‖∇Dεσ(v)‖2L2(L2) ≤ C(1 + ‖Dε∇v‖2L2) = C(1 + L2ε). (6.6)
In order to bound I1,ε we appeal to the fractional Sobolev product estimate [Tay91]
‖Dε(fg)‖L2 ≤ C‖Dεf‖Lp1‖g‖Lp2 + C‖f‖Lp3‖Dεg‖Lp4 (6.7)
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where 1/2 = 1/p1 + 1/p2 = 1/p3 + 1/p4, and p1, p2, p3, p4 ∈ (2,∞), to obtain
|I1,ε| = 2|〈v · ∇hv,∆D2εv〉| ≤ 2‖Dε ((v · ∇h)v) ‖L2‖∆Dεv‖L2
≤ C (‖Dεv‖L14‖∇v‖L7/3 + ‖v‖L14‖Dε∇v‖L7/3) L¯ε
=: C(I11 + I12)L¯ε. (6.8)
Using the Sobolev inequality
‖D5/7u‖L14 ≤ C‖D2u‖L2
and the Gagliardo-Nirenberg inequality
‖u‖L7/3 ≤ C‖u‖11/14L2 ‖∇u‖
3/14
L2
(6.9)
we may estimate for all ε ∈ [0, 1/7]
I11 = ‖Dεv‖L14‖∇v‖L7/3 ≤ C‖v‖
1− 7ε
5
L14
‖D5/7v‖
7ε
5
L14
‖∇v‖
11
14
L2
‖D2v‖
3
14
L2
≤ C‖v‖1−
7ε
5
L14
‖D2v‖
7ε
5
L2
‖∇v‖
11
14
L2
‖D2v‖
3
14
L2
≤ CJ1− 7ε5 E¯ 1114 L¯
3
14
+ 7ε
5
ε .
In the last inequality above we used the Poincare´ inequality ‖D2v‖L2 ≤ CLε. Therefore, by Young’s
inequality we arrive at
CI11L¯ε ≤ CJ1−
7ε
5 E¯
11
14 L¯
17
14
+ 7ε
5
ε
≤ 1
4
L¯2ε + CJ
140−196ε
55−98ε E¯
110
55−98ε
≤ 1
4
L¯2ε + CJ
140−196ε
55−98ε E¯2L
196ε
55−98ε
ε (6.10)
since E¯ ≤ CLε. To bound the I12 term in (6.8) we proceed as follows. From (6.9) we obtain
I12 = ‖v‖L14‖Dε∇v‖L7/3 ≤ C‖v‖L14‖Dε∇v‖
11
14
L2
‖D1+ε∇v‖
3
14
L2
≤ CJL
11
14
ε L¯
3
14
ε
and hence by interpolating Lε ≤ E¯1/(1+ε)L¯ε/(1+ε)ε we arrive at
CI12L¯ε ≤ CJL
11
14
ε L¯
17
14
ε ≤ CJE¯
11
14(1+ε) L¯
17+28ε
14(1+ε)
ε
≤ 1
4
L¯2ε +CJ
28(1+ε)
11 E¯2. (6.11)
Combining (6.8), (6.10), and (6.11) we thus obtain
|I1,ε| ≤ 1
2
L¯2ε + E¯
2
(
J
140−196ε
55−98ε L
196ε
55−98ε
ε + J
28(1+ε)
11
)
≤ 1
2
L¯2ε + E¯
2
(
L2ε + J
280−392ε
110−392ε + J
28(1+ε)
11
)
≤ 1
2
L¯2ε + E¯
2
(
L2ε + 1 + J
14
) (6.12)
for some suitable constant C , and all ε ∈ [0, 1/7].
It is left to estimate the I2,ε term in AL,ε. Using (6.7) we have
|I2,ε| = 2|〈w∂zv,∆D2εv〉| ≤ C (‖Dεw‖L3‖∂zv‖L6 + ‖w‖L7/2‖Dε∂zv‖L14/3) ‖Dε∆v‖L2
≤ C (I21 + I22) L¯ε. (6.13)
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We bound the I21 term in (6.13) as
I21 ≤ C‖Dε∇v‖L3‖∂zv‖L6 ≤ C‖Dε∇v‖
1
2
L2
‖D1+ε∇v‖
1
2
L2
‖∂zv‖L6
≤ C
(
‖∇v‖
1
1+ε
L2
‖D1+ε∇v‖
ε
1+ε
L2
) 1
2
‖D1+ε∇v‖
1
2
L2
‖∂zv‖L6
≤ CE¯ 12(1+ε) L¯
1+2ε
2(1+ε)
ε K,
and therefore
CI21L¯ε ≤ CKE¯
1
2(1+ε) L¯
3+4ε
2(1+ε)
ε ≤ 1
4
L¯2ε + CK
4(1+ε)E¯2
≤ 1
4
L¯2ε + C(1 +K
6)E¯2. (6.14)
To bound the I22 term in (6.13), we use the Gagliardo-Nirenberg inequality combined with the fact that we
are on a bounded domain
‖Dεu‖L14/3 ≤ C‖u‖
1
1+7ε
L14/3
‖D1+εu‖
7ε
1+7ε
L2
≤ C‖u‖
1
1+7ε
L6
‖D1+εu‖
7ε
1+7ε
L2
,
with u = ∂zv, and obtain
I22 ≤ C‖∇v‖L7/2‖Dε∂zv‖L14/3
≤ C‖v‖
1
2
L14
‖D2v‖
1
2
L2
‖∂zv‖
1
1+7ε
L6
‖D1+ε∂zv‖
7ε
1+7ε
L2
≤ CJ 12 L¯
1
2
εK
1
1+7ε L¯
7ε
1+7ε
ε
where in the last inequality we have also used the Poincare´ inequality ‖D2v‖L2 ≤ L¯ε. Therefore, for any
ε ∈ [0, 1/42] we obtain
CI22L¯ε ≤ CJ
1
2K
1
1+7ε L¯
3+35ε
2(1+7ε)
ε ≤ 1
4
L¯2ε +CJ
2(1+7ε)
1−7ε K
4
1−7ε
≤ 1
4
L¯2ε + CJ
6(1+7ε)
1−21ε +CK6 ≤ 1
4
L¯2ε + C(1 + J
14 +K6). (6.15)
Finally, by combining (6.13), (6.14), and (6.15) we arrive at
|I2,ε| ≤ 1
2
L¯2ε + C(1 + J
14 +K6)(1 + E¯2). (6.16)
We conclude the estimate
AL,ε ≤ L¯2ε + C(1 + E¯2)(1 + J14 +K6 + L2ε), (6.17)
which holds for ε ∈ [0, 1/42] and a suitable positive constant C , by collecting (6.6), (6.12), and (6.16).
6.2. Coupled Moment Bounds for J , K , and Lε. From (6.3) and (6.5) we have that the quantity
Xε = J
14 +K6 + L2ε
obeys
dXε + X¯εdt =
(
AJ +AK +AL,ε − X¯ε
)
dt+ (dMt,J + dMt,K + dMt,L,ε) (6.18)
where we let
X¯ε = J¯
14 + K¯6 + L¯2ε.
We also know from (6.4) and (6.17) that
AJ +AK +AL,ε − X¯ε ≤ C(1 + E¯2)(1 +Xε). (6.19)
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Proof of Theorem 6.1. We now follow precisely the same steps as in Section 4.4. To avoid redundancy we
skip the parts which are mutatis mutandis. Letting ϕ(Xε) = log(1 +Xε), as in (4.29), we conclude from
(2.1), (6.18) and (6.19), and the Ito formula for ϕ(Xε) that for any deterministic time T > 0
E log(1 +Xε(T )) + E
∫ T
0
X¯ε(s)
1 +Xε(s)
ds ≤ E log(1 +Xε(0)) + CEE(0)2 + CT (6.20)
for a suitable positive constant C . As in (4.30), the above estimate implies
E
∫ T
0
log(1 + X¯ε(s))ds ≤ E log(1 +Xε(0)) + CEE(0)2 +CT + E
∫ T
0
log(1 +Xε(s))ds. (6.21)
To obtain the desired moment estimate that grows at most linearly in T we recall from (4.31) and (4.32) that
1 + J14 +K6 ≤ C(1 + E¯2)7(1 + X¯)3/4 ≤ C(1 + E¯2)7(1 + X¯ε)3/4 (6.22)
since by the Poincare´ inequality L¯ = ‖∆v‖L2 ≤ C‖Dε∆v‖L2 = L¯ε. Combined with the interpolation
inequality
L2ε = ‖Dε∇v‖2L2 ≤ C‖∇v‖
2
1+ε
L2
‖D1+ε∇v‖
2ε
1+ε
L2
≤ CE¯ 21+ε ‖D1+ε∇v‖
2ε
1+ε
L2
when ε ∈ [0, 3/5], the estimate (6.22) yields
1 +Xε ≤ C(1 + E¯2)7(1 + X¯ε)3/4. (6.23)
Taking log of both sides of (6.23) and combining with (6.21), similarly to (4.34), we obtain
1
4
E
∫ T
0
log(1 + X¯ε(s))ds ≤ E log(1 +Xε(0)) +CEE(0)2 + CT
for all ε ∈ [0, 1/42] where C is a positive constant. 
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