We deal with a degenerate model describing the dynamics of a population depending on time, on age and on space. We assume that the degeneracy can occur at the boundary or in the interior of the space domain and we focus on null controllability problem. To this aim, we prove first Carleman estimates for the associated adjoint problem, then, via cut off functions, we prove the existence of a null control function localized in the interior of the space domain.
Introduction
We consider the following linear population model describing the dynamics of a single species: Here y(t, a, x) is the distribution of certain individuals of age a ∈ (0, A) at time t ∈ (0, T ) and location x ∈ (0, 1), while χ ω is the characteristic function of ω ⊂ (0, 1), which is the region where the control f acts; A is the maximal age of life, and β and µ are the natural fertility and the death rate, respectively. Thus, the formula A 0 βyda denotes the distribution of newborn individuals at time t and location x. The function k is the dispersion coefficient and we assume that it depends on the space variable x and can degenerate at the boundary or in the interior of the state space.
In the last centuries, population models have been widely investigated by many authors from many points of view (see, for example, [9] , [19] , [21] , [28] , [29] , [34] , [36] , [37] , [41] , [42] , [44] , [45] ). In particular, one of the most studied problem has been the controllability of the system. Indeed, y can represent the distribution of a demaging insect population or of a pest population (see, for example, [35] ), thus it is important to control it. For example in [35] , where (1.1) models an insect growth, the control corresponds to a removal of individuals by using pesticides.
However, in the cited papers, the function k is either a constant or a strictly positive function depending on a. In such cases, it is well known from the general theory that all nontrivial solutions of the corresponding system (commonly named Lotka-McKendrick systems) are asymptotically exponentially growing or decaying, according to the size of a certain biological quantity (the so called net reproduction rate), see [6] and also [29] for related results concerning time-independent steady states.
In this paper we are not interested in large time controllability, i.e. asymptotic behavior of the solution of (1.1), but we want to address the problem of null controllability at each fixed time T > 0. More precisely, we will give sufficient conditions so that, for all initial data y 0 in a suitable space, there exists a control f that brings the solution y of (1.1) at time T at zero, i.e.
y(T, a, x) = 0 for all x ∈ (0, 1) and all a in a suitable subdomain of (0, A).
Our study has obviosly many connections with related ones for the heat equation. Let us recall that the null controllability for linear parabolic equations has been extensively studied in the last years using Carleman inequalities and duality argument, not only when k is a constant (see, for example, [38] , [39] ), but also when k degenerates at the boundary of the space domain (see, for example, [5] , [13] - [18] , [23] , [25] ) or in the interior (see, for example, [8] , [11] , [26] , [27] , [30] - [32] ). As far as we know, the first controllability result for an age population dynamics model is established in [4] , where the authors proved that a set of profiles is approximately reachable. Later, in [1] a local exact controllability was proved. In particular, the authors showed that, if the initial distribution is small enough, one can find a control that leads the population to extinction (see also [3] and [7] ). Null controllability is also studied for nonlinear population dynamics models, see [3] and [43] : in the first paper the authors studied the controllability of nonlinear diffusive dynamic populations when the fertility and the mortality rates depend on the total population; in the second one, the authors considered a nonlinear distribution of newborns of the form F ( A 0 β(t, a, x)y(t, a, x)da). However, in all the previous papers the dispersion coefficient k is a constant or a strictly positive function.
To our best knowledge, [2] is the first paper where the dispersion coefficient, which depends on the space variable x, can degenerate. In particular, the authors assume that k degenerates at the boundary (for example k(x) = x α , being x ∈ (0, 1) and α > 0). Using Carleman estimates for the adjoint problem, the authors prove null controllability for (1.1) under the condition T ≥ A. However, this assumption is not realistic when A is too large. To overcome this problem in [20] , the authors used Carleman estimates and a fixed point method via the Leray -Schauder Theorem. However, while in [2] and in [20] , the degenerating operator is in divergence form -shortly (Df) -, i.e. (k(x)y x ) x , in this paper we consider the degenerating operator in nondivergence form -shortly (NDf) -and we allow the function k to degenerate not only at the boundary, but also in the interior of the state space. Observe that, in the case of a boundary degeneracy, we cannot derive the null controllabilility for (1.1) by the one of the problems in divergence form. Indeed, it is proved in [13] that in this situation, i.e. when the degeneracy is at the boundary of the domain, and when the functions are independent of a (i.e. if we have the degenerate heat equation), the equation of (1.1) can be rewritten as ∂y ∂t − (k(x)y x ) x + k x (x)y x + µ(t, x)y = f (t, x)χ ω (1.2) at the price of adding the drift term k x (x)y x . Such an addition has major consequences: as described in [15] , degenerate equations of the form (1.2) are well posed in L 2 (0, 1) under the structural assumption
for a strictly positive constant C. Imposing this condition on k x , for k(x) = x α , gives α ≥2. This necessary condition that ensures the well posedness of (1.1) makes it not null controllable (see [31] for the interior degeneracy). For this reason, in this paper as in [13] , [14] , [26] , [27] or [31] , we prove null controllability for (1.1) without deducing it by the previous results for the problem in divergence form. Therefore, this paper complements [2] . Indeed, we do not require as in [2] , that T ≥ A, but T < A (see Hypothesis 4.2) . Clearly, this assumption is more interesting, since it is reasonable to control the population in small times and this is important if y represents, for example, a demaging insect population or a pest population. Moreover, while in [20] the authors used Carleman estimates and a generalization of the Leray -Schauder fixed point Theorem and the multi-valued theory, here we use only Carleman estimates for the non degenerate and the degenerate problem, and a technique based on cut off functions, making the proof slimmer and easier to read. Last but not the least, we underline that in [2] and in [20] only the case of a boundary degeneracy is considered. If the function k in (1.1) degenerates in the interior of (0, 1) and the problem is in divergence form, related results can be founded in [10] . To our best knowledge, as written before, this is the first paper where the problem in nondivergence form is considered allowing the diffusion coefficient to degenerate at the boundary or in the interior of (0, 1) (when y is independent of a we refer, for example, to [31] ). We underline that in [10] the authors assume that, if x 0 ∈ (0, 1) is the degenerate point, the function
In this paper, we consider a less regular function k and we allow the constant M to approach 2, i.e. M ∈ [0, 2), considering the so-called strongly degenerate case.
The paper is organized in the following way: in Section 2 we study the well posedness of the problem in the case that the dispersion coefficient k degenerates either at the boundary or in the interior of the state space. Section 3 is divided into three subsections: in the first one we deduce a Carleman estimate for the non degenerate problem in nondivergence form by a Carleman estimate for the non degenerate problem in divergence form (for the reader's convenience, we give its proof in the Appendix); the second and the third subsections are devoted to study Carleman estimates in the case that k degenerates at the boundary of the state space or in its interior, respectively. Finally, in Section 4 we prove null controllability via a null controllability result for an intermediate system, observality inequalities and cut off functions.
A final comment on the notation: by c or C we shall denote universal strictly positive constants, which are allowed to vary from line to line.
Well posedness result
To study well posedness we assume that the dispersion coefficient k satisfies one of the following assumptions: 
Thus, we assume that the function k can degenerate at the boundary of the domain or at an interior point; for example, as k one can consider
On the rates µ and β we assume:
Hypothesis 2.4. The functions µ and β are such that
To prove well posedness of (1.1), we introduce, as in [13] or in [14] , the following weighted Lebesgue and Hilbert spaces
and H
in the boundary degenerate case; while in the interior degenerate case, as in [31] , we consider, in place of H
that can be written in a more appealing way as
In every case, we consider the following norms
Observe that, if k is nondegenerate, the spaces L (0, 1), we have, as in [13] , [14] or [31] , that the operator
is self-adjoint, nonpositive and generates an analytic contraction semigroup of angle π/2 on the space L Now, setting A a u := ∂u ∂a , we have that
(0, 1) (see also [7] ). Moreover, the operator B(t) defined as B(t)u := −µ(t, a, x)u, for u ∈ D(A), can be seen as a bounded perturbation of A (see, for example, [5] ); thus also (A + B(t), D(A)) generates a strongly continuous semigroup.
, the following well posedness result holds (see [22] , [40] ): Theorem 2.1. Assume that Hypotheses 2.4 and one among Hypothesis 2.1 -
Carleman estimates
In this section we show Carleman estimates for the following system:
where the function k is non degenerate (this will be crucial for the following) or satisfies one of Hypothesis 2.1, 2.2 or 2.3.
Carleman inequalities in the non degenerate case First of all assume that k is non degenerate. Then, the following estimate holds:
is a strictly positive function. Then, there exist two strictly positive constants C and s 0 , such that, for any s ≥ s 0 , z satisfies the estimate
dadt .
(3.2) Here the functions φ and Φ are defined as follows
(t, a, x) ∈ Q, κ > 0 and σ(x) := d
The proof of the previous result is based on the next Carleman estimate which is proved in the Appendix. Theorem 3.2. Let z ∈ V be the solution of
where f and k are as in the previous theorem. Then, there exist two strictly positive constants C and s 0 , such that, for any s ≥ s 0 , z satisfies the estimate
dadt , (3.5) with φ and Φ defined as in (3.3).
Proof of Theorem 3.1. Rewrite the equation of (3.1) as ∂z ∂t
Then, applying Theorem 3.2, there exist two strictly positive constants C and s 0 > 0, such that, for all s ≥ s 0 ,
(3.6) Using the definition off , the term Qf 2 e 2sΦ(t,x) dxdadt can be estimated in the following way
where c :=
. Thus, by (3.6) and (3.7), one has
Hence the claim follows for all s ≥ max{s 0 , s 1 }.
Actually we can prove Theorem 3.1 directly, but we have to assume on k more regularity, for example k ∈ C 2 [0, 1] or, at least, k ∈ W 2,∞ (0, 1). Indeed, in this case, we have to estimate an integral containing the term (kΦ xx ) x . Remark 1. The previous Theorems still hold under the weaker assumption k ∈ W 1,∞ (0, 1) without any additional assumption. On the other hand, if we require k ∈ W 1,1 (0, 1) then we have to add the following hypothesis: there exist two functions g ∈ L 1 (0, 1), h ∈ W 1,∞ (0, 1) and two strictly positive constants g 0 , h 0 such that g(x) ≥ g 0 and
in the divergence case,
in the nondivergence one. In this case, i.e. if k ∈ W 1,1 (0, 1), the function Ψ in (3.3) becomes
where r and c are suitable strictly positive functions.
Thus we have the next theorem Hypothesis 3.1.
(a 1 ) k ∈ W 1,1 (0, 1), and there exist two functions g ∈ L 1 (0, 1), h ∈ W 1,∞ (0, 1) and two strictly positive constants g 0 , h 0 such that g(x) ≥ g 0 and
Define Φ(t, a, x), φ(t, a, x), Θ(t, a) and σ as in (3.3) and
where r > 0 and c > 0 is chosen in the second case in such a way that max [0,1] Ψ < 0.
Theorem 3.3. Assume that Hypothesis 3.1 is satisfied. Let z ∈ V be the solution of (3.1) or of (3.4) where f ∈ L 2 (Q). Then, there exist two strictly positive constants C and s 0 , such that, for any s ≥ s 0 , z satisfies the estimate
where
dadt, in the (NDf ),
if (a 1 ) holds and
where (B.T.) := sr
(See the Appendix for the proof.)
Carleman inequalities when the degeneracy is at the boundary In this subsection we will consider the case when k(0) = 0 or k(1) = 0. In both cases we assume that µ satisfies (2.1). On the other hand, on k we make different assumptions:
and there exist ε ∈ (0, 1] and M ∈ (0, 2) such that the function
Now, let us introduce the weight functions
where Θ is as in ( Observe that ϕ(t, a, x),φ(t, a, x) < 0 for all (t, x) ∈ Q and ϕ(t, a, x),φ(t, a, x) → −∞ as t → 0 + , T − or a → 0 + . The following estimates hold: Theorem 3.4. Assume that Hypothesis 3.2 is satisfied for some ε ∈ (0, 1]. Then, there exist two strictly positive constants C and s 0 such that every solution v of (3.1) in
satisfies, for all s ≥ s 0 , 
Clearly the previous Carleman estimates hold for every function v that satisfies ( In the following, we will prove only Theorem 3.4 since the proof of Theorem 3.5 is analogous.
Proof of Theorem 3.4 As a first step assume that µ ≡ 0.
In order to prove Theorem 3.4, we define, for s > 0, the function
where v is the solution of (3.1) in V 1 ; observe that, since v ∈ V 1 , w ∈ V 1 . Clearly, one has that w satisfies
(3.14)
Defining Lw := w t + w a + kw xx and L s w := e sϕ L(e −sϕ w), the equation of (3.14) can be recast as follows
whose first expression is given in the following lemma Lemma 3.1. Assume Hypothesis 3.2. The following identity holds
Proof. It results, integrating by parts,
x w)w a dxdadt and
By several integrations by parts in space and in time (see [13] or [14] ), we get
Next, we compute I 3 and I 4
On the other hand
Adding (3.17) -(3.19), (3.16) follows immediately.
The next lemma holds. 
{B.T.} = −se
The proof is based on the next result:
Proof of Lemma 3.2. Using the definition of ϕ and [13, Lemma 3.9] , the boundary terms of Since w ∈ V 1 , w(0, a, x), w(T, a, x), w x (0, a, x), w x (T, a, x), w(t, 0, x), w(t, A, x) and
A 0 dxdt are well defined; thus, using the boundary conditions and the definition of w itself, we get
Moreover, since w ∈ V 1 , we have that w a (t, a, 0) and w a (t, a, 1) make sense. Moreover, also w x (t, a, 0) and w x (t, a, 1) are well defined, since w(t, a,
x=0 dadt is well defined and actually equals 0. Indeed, by the boundary conditions, we find
as x → 0, the integral being finite. Now, we consider the term Since w(t, a, 1) = 0,
Moreover, by Hölder inequality,
x (t, a, y)dy; hence, by Lemma 3.3, one has
Finally, using the fact that the function x → x M k is nondecreasing, one has that
as x → 0. Hence the thesis.
The crucial step is to prove now the following estimate.
Lemma 3.4. Assume Hypothesis 3.2. There exist two strictly positive constants C and s 0 such that, for all s ≥ s 0 , all solutions w of (3.14) satisfy the following estimate
, using the definition of ϕ, take the form
(3.21) Now, observe that there exists c > 0 such that 
where C > 0 denotes some universal strictly positive constant which may vary from line to line.
Now, consider the term
As in [13] , one has, for γ > 0,
By Hardy's inequality one has
for a strictly positive constant C. Thus, for s 0 large enough and γ small enough, by (3.23), (3.24) and (3.25), the thesis follows.
As a consequence of Lemmas 3.2 and 3.4, we have Proposition 3.1. Assume Hypothesis 3.2. There exist two strictly positive constants C and s 0 such that, for all s ≥ s 0 , all solutions w of (3.14) in V 1 satisfy
Recalling the definition of w, we have v = e −sϕ w and v x = (w x − sϕ x w)e −sϕ . Thus, Theorem 3.4 follows immediately by Proposition 3.1 when µ ≡ 0. Now, we assume that µ ≡ 0. To complete the proof of Theorem 3.2 we consider the function f = f + µv. Hence, there are two strictly positive constants C and s 0 such that, for all s ≥ s 0 , the following inequality holds On the other hand, we have
Now, applying Hardy-Poincaré inequality to the function ν := e sϕ v, we obtain
Using this last inequality in (3.27), it follows
Substituting in (3.26), one can conclude
This completes the proof of Theorem 3.4.
Carleman inequalities when the degeneracy is in the interior Now, we prove Carleman inequalities for (3.1) when k has an interior degeneracy point. In particular, on k we assume 
and, if M ≥ 1, there exists a constant ϑ ∈ (0, M ] such that the function
is nonincreasing on the left of x = x 0 , is nondecreasing on the right of x = x 0 .
(3.29)
As before, we introduce the function Γ(t, a, x) := Θ(t, a)γ(x), where Θ is defined as in (3.3) and
Theorem 3.6. Assume Hypothesis 3.4. Then, there exist two strictly positive constants C and s 0 such that every solution v of (3.1) in
for all s ≥ s 0 , where d 1 is the constant of (3.30). 
where v is any solution of (3.1) in V 2 , so that also w ∈ V 2 , since Γ < 0. Moreover, w satisfies (3.14) and Lemma 3.1 still holds. We underline the fact that all integrals and integrations by parts are justified by the definition of D(A) and the choice of Γ, while before they were guaranteed by the choice of Dirichlet conditions at x = 0 or x = 1, i.e. where the operator degenerates. Thus we start with the analogue of Lemma 3.4 in the weakly and in the strongly degenerate cases, which now gives the following estimate:
Lemma 3.5. Assume Hypothesis 3.4. Then there exists a strictly positive constant s 0 such that for all s ≥ s 0 the distributed terms of (3.16) satisfy the estimate
for a universal strictly positive constant C.
Proof. Using the definition of Γ, the distributed terms of
Because of the choice of γ(x), one has
.
As in [31] , by Hypothesis 2.2 or 2.3, we immediately find
for every R > 0. Thus, using the fact that e R(x−x0)
2 is bounded and bounded away from 0 in [0, 1], the distributed terms satisfy the estimate
By (3.22), we conclude that, for s large enough,
Again as in [31] , by (3.22) we get 
Summing up, we obtain
As for the boundary terms, similarly to Lemma 3.2, we have the following result, whose proof parallels the one of Lemma 3.2 and is thus omitted (see also [31, Lemma 4.4 
]).
Lemma 3.6. Assume Hypothesis 3.4. Then the boundary terms in (3.16) reduce to
By Lemmas 3.5 and 3.6, there exist C > 0 and s 0 > 0 such that all solutions w of (3.14) satisfy, for all s ≥ s 0 ,
Thus, for all s ≥ s 0 , we obtain the next Carleman inequality for w:
Theorem 3.6 follows recalling the definition of w.
If µ ≡ 0, we can proceed as in the proof of Theorem 3.4, obtaining the thesis.
Observability and controllability of linear equations
In this section we will prove, as a consequence of the Carleman estimates established in Section 3, observability inequalities for the associated adjoint problem of (1.1). To this aim, we assume that the control set ω is such that
if k degenerates at the boundary of (0, 1). When k degenerates at x 0 ∈ (0, 1), ω is such that
Moreover, k and β satisfy the following assumptions: 
with x < B < x 0 or x 0 < x < B, wherẽ
Observe that (4.5) implies the fact that k
Hypothesis 4.2. Assume T < A and suppose that there existsā ≤ T such that
Observe that Hypothesis 4.2 is the biological meaningful one. Indeed,ā is the minimal age in which the female of the population become fertile, thus it is natural that beforeā there are no newborns. Obviously, if T < A and T =ā, then y(t, 0, x) = A T β(a, x)y(t, a, x)da. In this case, if (t, a) ∈ (0, T ) × (0, T ), only the mortality rate acts on the equation; hence it is natural to expect that the population is 0 at T . However, we will prove the observability inequalities also in this case, since they are independently interesting. Finally, we underline that, since T is strictly less than A, we are able to control the population also in small times, thus complementing [2] .
Under the previous hypotheses, the following observability inequality holds: Proposition 4.1. Suppose that Hypotheses 4.1 and 4.2 hold and assume that ω satisfies (4.1), (4.2) or (4.3). Then, there exists a strictly positive constant C such that, for every δ ∈ (T, A), every solution v ∈ U of
Here v T (a, x) is such that v T (A, x) = 0 in (0, 1).
Remark 5.
1. If T =ā, the observability inequality given in the previous proposition is the corresponding of [2, Proposition 3.1], where the authors proved it for the divergence case under different assumptions and with T ≥ A.
2. Moreover, observe that in (4.9) the presence of the integral
related to the presence of the term β(a, x)v(t, 0, x) in the equation of (4.8). In fact, estimating such a term using the method of characteristic lines, we obtain the previous integral. Obviously, if v T (a, x) = 0 a.e. in (0, δ) × (0, 1), we obtain the classical observability inequality.
Before proving Proposition 4.1 we will give some results that will be very helpful. As a first step we introduce the following class of functions
Observe that D(A 2 ) is densely defined in D(A) (see, for example, [12, Lemma 7.2]) and hence in L 
Proposition 4.2 (Caccioppoli's inequality). Assume Hypothesis 3.2 or 3.3. Let ω ′ and ω two open subintervals of (0, 1) such that ω ′ ⊂⊂ ω ⊂⊂ (0, 1). Let ψ(t, x) := Θ(t, a)Ψ(x), where Θ is defined in (3.3) and Ψ ∈ C 1 (0, 1) is a strictly negative function. Then, there exist two strictly positive constants C and s 0 such that, for all s ≥ s 0 ,
10)
for every solution v of (3.1).
Proof. Let us consider a smooth function
Then, integrating by parts one has
Hence, using Young's inequality 
Proof. Let us consider a smooth function ξ : [0, 1] → R such that
We define w(t, a, x) := ξ(x)v(t, a, x) where v ∈ V 1 satisfies (3.1). Then w satisfies
w(t, a, 0) = w(t, a, 1) = 0, (t, a) ∈ Q T,A .
Thus, applying Theorem 3.4 and Proposition 4.2,
Now, consider z = ηv, where η = 1 − ξ and takeᾱ ∈ (0, α). Then z satisfies
(4.12) Clearly the equation satisfied by z is not degenerate, thus applying Theorem 3.1 and Proposition 4.2, one has
for a strictly positive constant C. Proceeding, for example, as in [31] one can prove the existence of ς > 0, such that, for all (t, a, x)
Thus, for a strictly positive constant C,
(4.14)
Now, considerα ∈ (α, (2α + ρ)/3),ρ ∈ ((α + 2ρ)/3, ρ) and a smooth function τ :
and define ζ(t, a, x) := τ (x)v(t, a, x). Clearly, ζ satisfies (4.12) with h := τ f +k(τ xx v+2τ x v x ).
Observe that in this case τ x , τ xx ≡ 0 inω := α, 2α + ρ 3 ∪ α + 2ρ 3 ,ρ . As before, by Theorem 3.1, Proposition 4.2 and (4.13), we have
(4.15)
Adding (4.11), (4.14) and (4.15), the thesis follows.
Proceeding as before one can prove Theorem 4.2. Assume Hypothesis 3.3 and suppose that ω satisfies (4.1). Then, there exist two strictly positive constants C and s 0 such that every solution v of (3.1) in V 1 satisfies,
The ω−local Carleman estimates given in Theorems 4.1 and 4.2 hold also if k degenerates in the interior of the space domain: 2) or (4.3) . Then, there exist two strictly positive constants C and s 0 such that every solution v of (3.1) in V 2 satisfies, for all s ≥ s 0 ,
Proof. First of all assume that ω = (α, ρ) ⊂ (0, 1) is such that x 0 ∈ ω and take ω i , i = 1, 2, as in Remark 4. Now, fixλ i ,ρ i ∈ ω i = (λ i , ρ i ), i = 1, 2, such thatλ i <ρ i and consider a smooth function ξ :
Then, define w := ξv, where v is any fixed solution of (3.1). Hence, neglecting the final-time datum (of no interest in this context), w satisfies
Applying Theorem 3.6 and using the fact that w ≡ 0 in a neighborhood of x = 0 and x = 1, we have
for all s ≥ s 0 . Then, using the definition of ξ and in particular the fact that ξ x and ξ xx are supported inω, whereω := (λ 1 ,λ 1 ) ∪ (λ 2 ,β 2 ), we can write
Hence, we find
(by Proposition 4.3, sinceω ⊂⊂ ω) 
and define z := ηv. Then z satisfies
. Since the problem is non degenerate (observe that x ∈ (λ 2 , 1)) , we can apply Theorem 3.3, with (0, 1) replaced by (λ 2 , 1) and Proposition 4.3, obtaining that there exist two strictly positive constants C and s 0 such that, for all s ≥ s 0 , 
for a strictly positive constant C and s large enough. Hence, by definition of z and by the inequality above, we get
( 4.23) Thus (4.18) and (4.23) imply
(4.24)
To complete the proof it is sufficient to prove a similar inequality for x ∈ [0,λ 1 ]. To this aim, we use the reflection procedure of [30] or [31] , considering the functions
so that W satisfies the problem
Herek is as in (4.6). Now, consider a cut off function ζ :
and define Z := ζW . Then Z satisfies 25) whereh = ζf +k(ρ xx W + 2ρ x W x ). Now, applying the analogue of Theorem 3.3 on (−ρ 1 , ρ 1 ) in place of (0, 1), using the definition of W , the fact that Z x (t, a, −ρ 1 ) = Z x (t, a, ρ 1 ) = 0, analogous estimates of (4.21) and (4.22) and since ζ is supported in −ρ 1 , −λ 1 ∪ λ 1 ,ρ 1 , we get
(by Propositions 4.3 and sincef (t, a, x) = −f (t, a, −x), for x < 0)
for some strictly positive constants C and s large enough. Here Φ is related to (−ρ 1 , ρ 1 ). Hence, by definitions of Z, W and ζ, and using the previous inequality one has
Moreover, by (4.24) and (4.26), the conclusion follows. Nothing changes in the proof if ω = ω 1 ∪ ω 2 and each of these intervals lye on different sides of x 0 , as the assumption implies.
Remark 6. Observe that the results of Theorems 4.1, 4.2, 4.3 still hold true if we substitute the interval (0, T ) with a general interval (T 1 , T 2 ), provided that µ and β satisfy the required assumptions. In this case, in place of the function Θ defined in (3.3), we have to consider the weight functionΘ
Using the previous local Carleman estimates one can prove the next observability inequalities.
Proof.
Using the method of characteristic lines, the assumption on β and the fact that v(t, A, x) = 0 for all (t, x) ∈ Q T,1 , one can compute the following implicit formula for v solution of (4.8):
if t ≥T + a (observe that in this case T + a − t ≤ā) and In particular, it results v(t, 0,
Now, define, for ς > 0, the function w = e ςt v, where v solves (4.8). Then w satisfies 
Now, take δ ∈ (0, A). Then, integrating over T 4 , 3T 4 ,
Consider the term
By the Hardy -Poincaré inequality one
for a strictly positive constant C. Hence,
and, by Theorem 4.1 or 4.2,
where, in this case, f (t, a, x) := −β(a, x)v(t, 0, x). Thus
36) for a strictly positive constant C. Now, using the fact that the semigroup generated by A 0 is a contraction semigroup and the hypothesis on µ, we have that also the semigroup generated by A 0 − µId is bounded. Hence, by (4.31),
Hence, by (4.36) and (4.37), one has
38) for a strictly positive constant C. From (4.34) and (4.38), it results 2) or (4.3) . Then, there exists a strictly positive constant C such that, for every δ ∈ (0, A), every solution v of (4.8) in V 2 satisfies
The proof of the previous inequalities follows the one of Theorem 4.1 so we omit it. But we underline the fact that, in order to obtain (4.35) in this situation, we distinguish the cases M < 1 and M ≥ 1. In the former case, define 
for a strictly positive constant C.
If M ≥ 1, we can apply [33, Lemma 3.7] obtaining again
for a strictly positive constant C. Hence, in both cases (4.35) holds also if the degeneracy is in the interior of the domain. So, proceeding as before, we obtain the thesis. 
Actually, we can improve the previous results in the following way:
Theorem 4.6. Assume Hypotheses 4.1 and 4.2. Suppose that ω satisfies (4.1), (4.2) or (4.3). Then, there exists a strictly positive constant C such that, for every δ ∈ (T, A), every solution v of (4.8) in V i , i = 1, 2, satisfies
Proof. We distinguish between the two cases T =ā and T >ā. If T =ā: Taking δ ∈ (T, A), one has, as in (4.34),
As for (4.38), 
, we have easily that t ≥T + a = a (recall that we are in the caseT = 0); hence (4.28) holds. On the other hand, if t < δ − 3T 4 we do not know if t ≥T + a = a or t <T + a = a. Hence, we have to consider (4.28) or (4.29) . Taking into account these considerations, using the assumption on β and the boundedness of (S(t)) t≥0 , one has: 
and divide it in the following way: 
Now, we estimate the second term in the right hand side of (4.45) . First of all, assume that Γ =ā (we recall that Γ is defined in (4.30)). By (4.29) and (4.31), using the assumption on β and the boundedness of (S(t)) t≥0 , one has:
(proceeding as in (4.43) for the first integral)
(4.47) Now, assume that Γ = A +ā − a + t − T (this implies that A − a ≤ T − t). By (4.29) and (4.31), one has, as before:
Hence, in every case (4.42) holds. By (4.40), (4.41) and (4.42), it follows that
In order to obtain (4.42), we divide the integral
in the following way:
Then, proceeding as before, the thesis follows.
If T >ā:
We proceed as before substituting, for simplicity, T 4 and 3T 4 with T −ā and T −ā 4 , respectively. In particular, taking δ ∈ (T, A), we will consider, in place of (4.40), the following inequality:
Also in this case, since t ∈ T −ā, T −ā 4 and a ∈ (0, δ −ā), we do not know if t ≥T + a or t <T + a. Hence, to prove an estimate like (4.42), we have to consider different cases as before.
By Theorem 4.6 and using a density argument, one can prove Proposition 4.1. As a consequence one has the following null controllability results: Moreover, there exists C > 0 such that
Here, we recall,
, define as in [24] ,
The functional J is strictly convex, continuous and coercive over the Hilbert space H defined by the completion of L 2 ((δ, A) × (0, 1)) with respect to the norm v L 2 (QT,A×ω) . Thus, there exists a unique minimum,ĝ, of J andĝ(A, x) = 0 in (0, 1). Letv be the solution of (4.53) associated toĝ. Define f :=vχ ω and let y be the solution of (4.51) inQ associated to f . Sinceĝ is the minimum of J, it results
for all g ∈ L 2 (Q A,1 ) such that g(A, x) = 0 in (0, 1). In particular, for g =ĝ, one has
and, by Hölder's inequality, by Proposition 4.1 applied tov inQ and using the fact that v T (a, x) = 0 for all (a, x) ∈ (0, δ) × (0, 1), one has
(4.56) Thus, by (4.55) and (4.56),
Now, let y be the solution of (4.51) asssociated to f and y 0 . Multiplying the equation of (4.53) by y k and integrating overQ, one has:
Thus, being by (4.54) Observe that if T =ā, Theorem 4.7 is exactly the null controllability result that we expect. Indeed, in this case (4.51) coincide with (1.1). On the other hand, if T >ā, the null controllability for (1.1) is given in the next theorem and it is based on the previous result: Moreover, there exists C > 0 such that
Proof. FixT ∈ (0, T ). By Theorem 2.1, there exists a unique solution u of Actually, in the (ISD) case, this result can be deduced directly by Theorem 4.8 in the (BD) case. Indeed, it holds also if we substitute the space interval (0, 1) with a general interval (A, B) provided that k satisfies the required assumptions in this interval. Now, if we are in the (ISD) case, by [33, Proposition 3.6] , y(t, a, x 0 ) = 0 a.e. (t, a) ∈ Q T,A ; hence, we can divide (1.1) into two problems stated in Q T,A × (0, x 0 ) and in Q T,A × (x 0 , 1), respectively, and we can apply Theorem 4.8 in the (BD) case, obtaining the thesis. This technique does not work in the weakly degenerate case since we are not able to divide the problem into two disjoint systems due the lack of the characterization of H (0, 1). However, using observability inequalities and Carleman estimates, we are able to prove a null controllability result also in this case.
Appendix
Proof of Theorem 3.2 Let us proceed with the proof of Theorem 3.2. It is similar to the one of Theorem 3.4 (see also [31, Theorem 3 .1]), so we sketch it.
As a first step assume that µ ≡ 0 and define, for s > 0, the function w(t, a, x) := e sΦ(t,a,x) v(t, a, x)
where v is the solution of (3.1) in V; thus, since Φ < 0, w ∈ V. Of course, w satisfies
(e −sΦ w) t + (e −sΦ w) a + (k(x)(e −sΦ w) x ) x = f (t, x, a), (t, x) ∈ Q, w(0, a, x) = w(T, a, x) = 0, (a, x) ∈ Q A,1 , w(t, A, x) = w(t, 0, x) = 0, (t, x) ∈ Q T,1 , w(t, a, 0) = w(t, a, 1) = 0, (t, a) ∈ Q T,A .
(5.1)
Defining P w := w t + w a + (kw x ) x and P s w = e sΦ P (e −sΦ w), the equation of (5.1) becomes P s w = P Proceeding as in the proof of Lemma 3.1, one can compute the scalar product P + s w, P − s w 2 , which takes, in this case, the following form Lemma 5.1. The following identity holds: 
