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Abstract
In this paper we study sequential dynamical systems (SDS) over words. Our main result is the classiﬁcation of SDS over words for
ﬁxed graphY and family of local maps (Fvi ) by means of a novel notion of SDS equivalence. This equivalence arises from a natural
group action on acyclic orientations. An SDS consists of: (a) a graphY, (b) a family of vertex indexedY-local maps Fvi :Kn → Kn,
where K is a ﬁnite ﬁeld and (c) a word w, i.e. a family (w1, . . . , wk), where wj is a Y-vertex. A map Fvi (xv1 , . . . , xvn) is called
Y-local iff it ﬁxes all variables xvj = xvi and depends exclusively on the variables xvj , for vj ∈ B1(vi). The SDS-map is obtained
by composing the local maps Fvi according to the word w: [(Fvi )vi∈Y ,w] =
∏k
i=1Fwi :Kn −→ Kn. Mutual dependencies of the
local maps arising from their sequential application are expressed in the graph G(w, Y ) having vertex set {1, . . . , k} (the indices of
the word w) and in which r, s are adjacent iff ws,wr are adjacent inY. We prove a bijection from equivalence classes of SDS-words
into equivalence classes of acyclic orientations of G(w, Y ). We show that within these equivalence classes the induced SDS are
equivalent in the sense that their respective phase spaces are isomorphic as digraphs.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The concept of sequential dynamical systems (SDS) has been introduced in [7] in the context of developing
mathematical foundations of computer simulations. A simulation involves “agents” with associated states and certain
schedules according to which the states of the agents are being updated. In a gene-regulatory network, for instance, the
genes are the agents that update their states based on the states of those genes they are linked to [13]. The framework
outlined in [12] allowed to model the trafﬁc ﬂow of entire cities using cellular automata agents, that quintessentially
follow the two update-rules “speed up if you can” and “slow down if you must”. In general, the objective of a simulation
is simply to reiterate updates in order to obtain the time evolution of the system.A contribution of theory in this context
is to categorize the vast amounts of data computers currently produce. To deduce categorizations from the knowledge
of the underlying network, its agents and their schedules is conceptually appealing since it connects combinatorics
and dynamical systems theory. Mathematical structure theory of SDS can be found in [4,5,8–10], a computer science
perspective on SDS is presented in [1,2] and SDS in the context of evolutionary optimization of schedule design are
analyzed in [6].
An agent’s update does in general not depend on all other agents. Rather, it typically depends on a small subset.Wewill
conceptualize this mutual dependence using the notion of adjacency (for trafﬁc ﬂow this is obvious, a car only depends
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Fig. 1. The non-isomorphic phase spaces of the sequential dynamical systems (Circ4, (v4, v4, v3, v2, v1), (Norvi )) (LHS) and
(Circ4, (v4, v3, v4, v2, v1), (Norvi )) (RHS).
on the cars in sight, for genes the situation is more subtle since their interactions are mediated by transcription and
translation). This adjacency structure of the inter-agent dependencies yields the dependency-graph of the simulation.
We view agents as “local maps” and consider them to be mappings. SDS are a straightforward formalization of this
scenario. An SDS consists of (a) a ﬁnite (labeled) graph Y with vertex set {v1, . . . , vn} (b) a family of Y-local maps
(Fvi )vi :K
n −→ Kn, i.e. Fvi ﬁxes all variables xvj = xvi and exclusively depends on the variables xvj where vj is
contained in a ball of radius 1 centered at vi and (c) a word w, i.e. a family (w1, . . . , wk), where wi is aY-vertex.Y-local
maps conceptually represent agents which solely alter their states as a function of the states of their neighbors. We
observe that an SDS has an associated SDS-map, obtained by composing the local maps Fvi according to the word w:
[(Fvi )vi∈Y ,w]=
∏k
i=1Fwi :Kn −→ Kn (here
∏
denotes the composition product of mappings). Iterating the SDS-map
accordingly produces the system dynamics and one of the most important questions is that of identifying suitable
categories of equivalence classes of system dynamics. An SDS-map has an associated phase space, i.e. the digraph
with vertices x = (xvi )i and directed edges(x, [(Fvi )vi∈Y ,w](x)). One possible categorization could be obtained by
considering two SDS-maps as equivalent if they induce isomorphic phase spaces. A particular question then is to study
all non-equivalent SDS-maps, obtained solely by changing the words. In order to provide some intuition on how word
changes affect the SDS we display the phase spaces of two SDS over Circ4 (Fig. 1). We consider the Boolean function
nor3: F
3
2 → F2 given by nor3(0, 0, 0) = 1 and nor3(x, y, z) = 0 for (x, y, z) = (0, 0, 0), set
Circ4 = Norv1(xv1 , . . . , xv4) = (nor(xv1 , xv2 , xv4), xv2 , xv3 , xv4),
and deﬁne Norv2 , Norv3 and Norv4 analogously. The maps Norvi are by construction Y-local. It is evident that even for
this simple system, changing a single letter in the word induces non-isomorphic SDS-phase spaces.
1.1. Background
We begin by discussing the key ideas and intuitions of the combinatorial framework developed for SDS over words
[11]. Then we provide an overview focusing on the main ideas of the paper. Notation and terminology is kept at a
minimum here, we will introduce all concepts in detail in Section 2.
1.1.1. Preliminaries
In order to conceptualize the dependencies of local maps indexed by adjacent vertices the notion of the dependency
graph G(w, Y ) arises in a natural way. This graph is obtained from Y and the word w = (w1, . . . , wk) as follows: it
has {1, . . . , k} as vertex set (i.e. the indices of the word w) and its edge set is {{r, s}|{ws,wr} ∈ Y }. Hence the edges
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reﬂect potential mutual dependencies of the local maps. We denote the G(w, Y ) graph-automorphism group by A(w).
There are two key combinatorial objects: the dependency graph G(w, Y ) and certain equivalence classes of its acyclic
orientations. The equivalence classes in question are the orbits of the group of all A(w)-automorphisms that ﬁx w,
Fix(w). In other words, we call two acyclic orientations O,O′ (see Eq. (2.1) for a deﬁnition) equivalent and write
O∼wO′ if and only if there exists  ∈ Fix(w) such that
O({r, s}) = O′({−1r, −1s}).
Example. Let w = (v1, v2, v1), = (3, 1) and Y = v1——v2. Then we have  · w = w and with
O=
1 −−−−−→ 2⏐⏐⏐⏐
3
and O′ =
3 −−−−−→ 2⏐⏐⏐⏐
1
we observe O∼wO′.
The equivalence relation intuitively reﬂects the fact that for the word w both orientations are, in view of w1 =w3 = v1,
identical. In view of Eq. (1.1) it is of interest to note that in the special case of permutations the above equivalence
classes consist of a single acyclic orientation.
1.1.2. SDS over words
It is of interest to provide combinatorial interpretations for equivalence classes of SDS-words. A ﬁrst result in this
context is the bijection between equivalence classes of permutation-words and acyclic orientations of the base graph
Y [8]:
OY : Sk/∼Y −→ Acyc(Y ). (1.1)
Here 1∼Y2 if and only if they can be transformed into each other by successive transpositions of consecutive letters
that are pairwise non-adjacent Y-vertices. The equivalence relation ∼Y is a result of the observation that two local
maps Fv and Fv′ commute if v and v′ are not adjacent. Then the local maps Fv′(xv1 , . . . , xvn) and Fv(xv1 , . . . , xvn) do
not depend on the variables xv and xv′ , respectively. Eq. (1.1) provides a combinatorial interpretation for equivalence
classes of update schedules within the base dependency graph Y itself. It required a completely new combinatorial
object to generalize Eq. (1.1) to SDS over arbitrary words. This generalization is the main result of [11] which provides
the following combinatorial interpretation of ∼Y -equivalence classes
O′Y :Wk/∼Y −→
⋃˙
∈
[Acyc(G(, Y ))/∼]. (1.2)
Here  is a set of representatives of the Sk-action on Wk ,  · w = (w−1(1), . . . , w−1(k)). This correspondence is not
only of combinatorial interest but also relevant for SDS-maps since for w∼Yw′ the SDS-maps of (Y,w, (Fvi )vi∈Y ) and
(Y,w′, (Fvi )vi∈Y ) are identical.
1.1.3. Main results
Let N(w) be the normalizer of Fix(w) in A(w), i.e. N(w) = { ∈ A(w)|Fix(w)−1 = Fix(w)}. The starting point
for this paper was to realize that the exact sequence
1 −→ Fix(w) −→ N(w) −→ Aut(Y )
proved in [11] allows to deﬁne a new equivalence of words. Once a group-theoretic perspective is adopted and ∼Y is
identiﬁed with the group Fix(w) it is natural to ask whether one could replace Fix(w) by a larger group G of G(w, Y )-
automorphisms. Ideally G should give rise to a new equivalence relation “∼G” such that w∼Gw′ implies for the SDS
(Y,w, (Fvi )vi∈Y ) and (Y,w′, (Fvi )vi∈Y ) equivalent SDS-maps. The main result of this paper is that N(w) induces an
equivalence relation ∼N(w) with the properties:
(P1) ON()Y : Sk()/∼N() −→
[
Acyc()/∼N()
]
, O
N()
Y ([ · ]N()) = [OY ()]N()
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is a bijection and
(P2) w∼N()w′ ⇒ [(Fvi )vi∈Y ,w] ∼ [(Fvi )vi∈Y ,w′].
Here  ∈  and  is a set of representatives of the Sk-action on Wk ,  · w = (w−1(1), . . . , w−1(k)). The equivalence
relation ∼N(w) can differ signiﬁcantly from ∼Y . In the course of our investigation we will show (Lemma 2) that
w∼N()w′ implies that there exists g, g′ ∈ N() such that ϑ(g) ◦ w∼Yϑ(g′) ◦ w′. This result connects the actions
of the groups A(w) and Aut(w). In view of this it is easy to construct an example where all words are pairwise
∼N(w)-equivalent but ∼Y -in equivalent: take Kn the complete graph, over n vertices, and permutation-words. Clearly,
Fix(w) = 1 and N(w)Sn and there is exactly one ∼N(w)-equivalence class of words in contrast to ∼Y , where (using
Eq. (1.1)) each equivalence class contains exactly one element. In case of K2v1——v2, for instance, we have
exactly the two permutation-words (v1, v2) and (v2, v1). Since {v1, v2} is a K2-edge, we have (v1, v2) /∼Y (v2, v1)but
[(v1, v2)]N((v1,v2)) = {(v1, v2), (v2, v1)} since the map g:K2 → K2, where g(v1) = v2 and g(v2) = v1 is a K2-
automorphism and g ◦ (v1, v2) = (gv1, gv2) = (v2, v1) holds.
2. Terminology and some basic facts
Let Y be a loop-free, labeled, simple, undirected graph with vertex set {v1, . . . , vn} and edges written as {vi, vj }.
If vi is a Y-vertex and {vi, vj } a Y-edge we write vi ∈ Y and {vi, vj } ∈ Y , respectively. We call two Y-vertices vi, vj
adjacent if {vi, vj } ∈ Y and denote the ball of radius 1 centered at v by B1(vi) = {vj ∈ Y |vj = vi ∨ {vj , vi} ∈ Y }. A
morphism of graphs :Y −→ X maps Y-vertices into X-vertices and Y-edges into X-edges, respectively, and satisﬁes
({vi, vj })={(vi),(vj )}.A bijective morphism fromY into X is called an isomorphism or automorphism for X=Y .
Aut(Y ) denotes the group of all Y-automorphisms.
An orientation O of Y maps an edge {vi, vj } into either one of the tuples: (vi, vj ) or (vj , vi), i.e. O is a mapping
O: {{vi, vj }|{vi, vj } ∈ Y } −→ {vi |vi ∈ Y } × {vi |vi ∈ Y }. (2.1)
We may consider (vi, vj ) as an arc with origin vi and terminus vj , i.e. vi −→ vj . We call O acyclic if its induced
digraph contains no cycles. The set of all acyclic orientations of Y is denoted by Acyc(Y ).
A ﬁnite group G acts on the graphY if it acts onY-vertices andY-edges subject to the condition g{vi, vj }={gvi, gvj }.
For any vi ∈ Y , G(vi) = {gvi |g ∈ G} is the orbit of vi . We denote the cyclic group generated by  by 〈〉. If G acts on
Y there is a natural G-action on orientations of Y
(g •O)({vi, vj }) = gO({g−1vi, g−1vj }) where g(vi, vj ) = (gvi, gvj ). (2.2)
A word of length k over Y is a ﬁnite k-tuple (w1, w2, . . . , wk) where wi ∈ Y , i = 1, . . . , k. We denote the set of all
words of length k byWk and set Ns ={1, . . . , s}. There are two group actions on words. First, there is Sk , the symmetric
group over k letters {1, . . . , k}, which acts on Wk via  · w = (w−1(1), . . . , w−1(k)). The orbits of this action induce
the partition
Wk =
·⋃
∈
Sk(), (2.3)
where  is a set of representatives. I.e. Wk is the disjoint union of its Sk orbits and any w is contained in exactly
one orbit Sk() where w =  · , for  ∈ Sk . Second, the group of Y-automorphisms, Aut(Y ), acts on Wk via:
 ◦w= ((w1), . . . , (wk)) and “◦” has the property (ws)= ( ◦w)s . It is straightforward to verify that the two group
actions are compatible, i.e.:
 ◦ ( · w) =  · ( ◦ w). (2.4)
The dependency graph,G(w, Y ), has vertex set {1, . . . , k} and edge set {{r, s}|{ws,wr} ∈ Y }.G(w, Y ) is an undirected,
loop-free, simple graph and in particular, if w is a permutation-word i.e. a word of length n in which each letter occurs
exactly once, the dependency graph is isomorphic to the base graph Y.
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Example. Let w = (v1, v2, v1, v2, v3) and Y = v1——v2——v3, then we have
G(w, Y ) = .
In the following we will use the notation A(w) for the group of graph-automorphisms of G(w, Y ) and denote
the set of acyclic orientations of G(w, Y ) by Acyc(w). We note that the group Fix(w) = 〈 ∈ Sk| · w = w〉 is a
subgroup of A(w) since {i, j} ∈ G(w, Y ) is equivalent to {wi,wj } ∈ Y . Obviously,  ∈ Fix(w) has the property
{w−1(i), w−1(j)} = {wi,wj } and we obtain {(i), (j)} ∈ G(w, Y ).
2.1. Local maps and SDS
Let K be a ﬁnite ﬁeld and
fvi :K
d(vi)+1 → K, vi ∈ Y
be a map where d(vi) denotes the vertex degree of vi (in the theory of cellular automata fvi can be identiﬁed as the
cellular automata rule). We postulate that the maps fvi :Kd(vi)+1 → K are (a) symmetric functions and satisfy (b)
for any  ∈ Aut(Y ), vj ∈ 〈〉(vi) (here 〈〉(vi) denotes the orbit of 〈〉 that contains vi) we have fvj = fvi . Since
the maps fvi cannot be composed we employ fvi in order to obtain new maps from Kn into Kn. These maps will
allow us to construct the SDS-map as a composite of local maps. For each vertex vi ∈ Y we consider the sequence
(xvj1
, . . . , xvjs , xvjs+1 = xvi , xvjs+2 , . . . , xvjr ) where jt < jt+1 and vjh ∈ B1(vi) and introduce
proj[vi]:Kn → Kd(vi)+1,
(xv1 , . . . , xvn) → (xvj1 , . . . , xvjs , xvi , xvs+2 , . . . , xvjr ), (2.5)
which projects into the states of B1(vi). Let x = (xv1 , . . . , xvn) and yvi (x) = fvi ◦ proj[vi](x). For each vertex vi ∈ Y
we deﬁne the Y-local map Fvi by
Fvi :K
n −→ Kn, Fvi ((xv1 , . . . , xvn))
= (. . . , xvi−1 , yvi ((xv1 , . . . , xvn)), xvi+1 , . . .). (2.6)
Remark. The assumptions (a) and (b) allow for an Aut(Y )-action on the local maps, Fvi , of an SDS via  ◦ Fvi ◦ −1
(Theorem 3, Section 5). In fact we will prove that (a) and (b) imply  ◦ Fvi ◦ −1 = F(vi ), where “◦” denotes the map
composite and (xvi ) = (x−1(vi )).
Deﬁnition 1. The SDS over Y is the triple (Y,w, (Fvi )vi∈Y ). The map-composite of the local maps Fwi according to
the word w,
[(Fvi )vi∈Y ,w] =
k∏
i=1
Fwi :K
n −→ Kn (2.7)
is called the SDS-map. The digraph with vertices x = (xvi )i and directed edges (x, [(Fvi )vi∈Y ,w](x)) is called the
phase space of the SDS and G(w, Y ) its dependency graph, respectively.
In the followingwewill drop the indexof (Fvi )vi∈Y andwrite simply (Fvi ). Supposew,w′ ∈ Wk .Wecall (Y,w, (Fvi ))
and (Y ′, w′, (F ′vi )) equivalent if YY
′ and their SDS-maps [(Fvi ), w] and [(F ′vi ), w′] are equivalent as dynamical
systems, i.e. there exists a bijective mapping  such that
is commutative. It is evident that equivalent SDS have isomorphic phase spaces.
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3. Automorphisms and equivalence
The ﬁrst result in this section, Theorem 1, will allow us to relate the action of A(w) and Aut(Y ).
Theorem 1 (Reidys [11]). Let G(w, Y ) be the dependency graph of w andY, N(w) the normalizer of Fix(w) in A(w)
and suppose w contains every Y-vertex at least once. Then there exists a group homomorphism
ϑ:N(w) −→ Aut(Y ), ϑ()(wi) = w−1(i) (3.1)
and we have the short exact sequence
1 −→ Fix(w) −→ N(w) −→ Aut(Y ). (3.2)
Furthermore, we have
Im(ϑ) = { ∈ Aut(Y )|∀r ∈ Nk; ∀ws ∈ 〈〉(wr); |Fix(w)(r)| = |Fix(w)(s)|}. (3.3)
In the Appendix we provide a proof of Theorem 1.
Corollary 1. Suppose w contains every Y-vertex wi at least once and that we have for any ws ∈ Aut(Y )(wr) that ws
and wr have the same multiplicity in w. Then there exists the long exact sequence
1 −→ Fix(w) −→ N(w) −→ Aut(Y ) −→ 1. (3.4)
Equivalently, Ker(ϑ) = Fix(w) and ϑ is surjective.
Proof. Eq. (3.4) follows immediately from Theorem 1 since then, by assumption, any twoY-vertices that belong to the
same Aut(Y )-orbit have the same multiplicity. 
3.1. Equivalence of acyclic orientations
We next deﬁne G-equivalence of two acyclic orientations of G(w, Y ). We will call two G(w, Y )-orientationsO and
O′ G-equivalent and write O∼GO′ if and only if there exists some g ∈ G such that O= g •O′ holds. We denote the
G-equivalence class of O w.r.t. ∼G by [O]G.
Example. Let w = (v1, v2, v1, v2, v3), = (3, 1)(2, 4) and Y = v1——v2——v3,
G(w, Y ) = and O= .
Then the Fix(w)-equivalence class of O is given by
[O]Fix(w) = .
We next introduce a special class of acyclic orientations of G(w, Y )
∀ ∈ Sk, OY ()({r, s}) =
{
(r, s) iff (r)< (s),
(s, r) iff (r)> (s) (3.5)
and proceed by proving some basic properties which will be instrumental for the proof of Theorem 2 in the next section.
Lemma 1. Let ′, , 	 ∈ Sk such that ′	=  and 	 is a G(w, Y )-automorphism. Then we have
	(OY ()({r, s})) =OY (′)({	(r), 	(s)}). (3.6)
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In particular, for g ∈ N(w) and OY (′g),OY (′) ∈ Acyc(w): OY (′g)∼N(w)OY (′) holds. Furthermore, we have
[OY (′)]N(w) = {OY (′g)|g ∈ N(w)}. (3.7)
Proof. We compute for {r, s} ∈ G(w, Y )
OY ()({r, s}) = (r, s) ⇐⇒ (r)< (s),
OY (
′)({	(r), 	(s)}) = (	(r), 	(s)) ⇐⇒ (r) = ′	(r)< ′	(s) = (s)
from which we conclude 	(OY ()({r, s})) =OY (′)({	(r), 	(s)}). By deﬁnition OY (′g)∼N(w)OY (′) follows from
Eq. (3.6) setting 	= g and = ′g. In view of OY (′g)∼N(w)OY (′) it sufﬁces in order to prove Eq. (3.7):
[OY (′)]N(w) ⊂ {OY (′g)|g ∈ N(w)}.
Let O ∈ [OY (′)]N(w), we obtain, using Eq. (3.6):
∃g ∈ N(w); ∀{r, s} ∈ G(w, Y ), g(O({r, s})) =OY (′)({g(r), g(s)}) = g(OY (′g)({r, s})).
Since g ∈ N(w) is a G(w, Y )-automorphism, we concludeO=OY (′g) and the proof of the lemma is complete. 
3.2. Equivalence of words
In this section we equip the set of words of length k with a graph structure. Our particular choice of adjacency is a
consequence of the fact that two local maps indexed by non-adjacent Y-vertices commute, i.e. Fvi ◦ Fvj = Fvj ◦ Fvi
if either j = i or {vi, vj } /∈Y . This property is a simple consequence of the fact that in this case the variables xv and
xv′ are irrelevant for Fv′(xv1 , . . . , xvn) and Fv(xv1 , . . . , xvn), respectively. We set ′ to be the set of words of length
k in which each Y-vertex occurs at least once (′ is needed to satisfy the conditions of Theorem 1) since only words
contained in ′ yield Y-automorphisms via Theorem 1. Let Wk be the graph over Wk deﬁned as follows: we set for
w = w′: {w,w′} ∈ Wk if and only if
∃1 i < k; ∀j = i, i + 1; wj = w′j , wi = w′i+1, wi+1 = w′i ∧ {wi,wi+1} /∈Y . (3.8)
That is, two words w,w′ are adjacent in Wk iff they can be transformed into each other by ﬂipping exactly one pair of
consecutive letters {wi,wi+1} subject to the condition that {wi,wi+1} is not aY-edge. We can illustrate this as follows:
(. . . , wi, wi+1, . . .) —— (. . . , wi+1, wi, . . .) for {wi,wi+1} /∈Y .
As a result twowordswithin a givenWk-component induce not only equivalent but identicalSDS-maps. It is furthermore
clear that ′ equipped with this notion of adjacency forms a subgraph of Wk since ﬂips of consecutive coordinates
preserve ′.
Two words w,w′ ∈ Sk() are called ∼Y equivalent if they belong to one Wk-component. We now introduce ∼N()
as follows:
 · ∼N()′ ·  ⇐⇒ (∃g, g′ ∈ N(); g · ∼Y′g′ · ) (3.9)
and refer to [w] = {w′|w′∼Yw} and [w]N() = {w′|w′∼N()w} as the equivalence classes of w w.r.t. ∼Y and ∼N(),
respectively.
Remark. In this notation the equivalence relation ∼Y equals ∼Fix(w). Indeed we observe
 · ∼Fix()′ ·  ⇐⇒ ∃, ′ ∈ Fix();  · ∼Y′′ · ,
where  ·  =  ·  and ′′ ·  = ′ · . We have in particular Sk()/∼Fix() = Sk()/∼Y . Replacing in Eq. (3.9)
N(w) by Fix(w) we accordingly obtain [w] = [w]Fix(w).
The following result shows how the equivalence relation ∼N() relates to Y-automorphisms. A result of the action
of Y-automorphisms is, as mentioned earlier, that ∼N(w) and ∼Fix(w) can differ signiﬁcantly. In case of the complete
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graph, Kn, and permutation-words (we then have Fix(w) = 1 and N(w)Sn) we observed that all words are pairwise
∼N(w)-equivalent but ∼Fix(w)-in equivalent.
Lemma 2. Let  ∈ ′ and w,w′ ∈ Sk(), then we have
w∼N()w′ ⇐⇒ ∃g, g′ ∈ N(); ϑ(g) ◦ w∼Yϑ(g′) ◦ w′. (3.10)
Furthermore ∼N() is independent of the choice of representative in the orbit Sk():
∀w,w′ ∈ Sk(), 	 ∈ Sk, w∼N()w′ ⇐⇒ w∼N(	·)w′. (3.11)
Proof. By deﬁnitionw= ·∼N()′ ·=w′ is equivalent to g ·∼Y′g′ · for some g, g′ ∈ N(). Using Theorem
1 we obtain
g · =  · (ϑ(g) ◦ ) and ′g′ · = ′ · (ϑ(g′) ◦ )
and derive using the compatibility of the two group actions
 · ϑ(g) ◦ = ϑ(g) ◦  ·  and ′ · ϑ(g′) ◦ = ϑ(g′) ◦ ′ · .
Hence we have
w∼N()w′ ⇐⇒ ϑ(g) ◦ w∼Yϑ(g′) ◦ w′.
We next show
∀w,w′ ∈ Sk(), 	 ∈ Sk, w∼N()w′ ⇐⇒ w∼N(	·)w′. (3.12)
Indeed, with w =  ·  and w′ = ′ ·  we have by deﬁnition of ∼N()
 · ∼N()′ ·  ⇐⇒ ∃g, g′ ∈ N(); g · ∼Y′g′ · .
Since N(	 · ) = 	N()	−1 we observe that  · ∼	N()	−1′ is equivalent to
∃g, g′ ∈ N(), (	−1)(	g	−1) · (	 · )∼Y (′	−1)(	g′	−1) · (	 · ). (3.13)
Eq. (3.13) is immediately identiﬁed as g ·∼Y′g′ · and Eq. (3.11) follows completing the proof of the lemma. 
4. The bijection (P1)
In this section we prove a bijection between N()-equivalence classes of words and N()-equivalence classes of
acyclic orientations.
Theorem 2. Let k ∈ N,  ∈ ′, the set of all words that contain each Y-vertex at least once and N() the normalizer
of Fix() in A(). Then we have the bijection
O
N()
Y : Sk()/∼N() −→ [Acyc()/∼N()],
where ON()Y ([ · ]N()) = [OY ()]N(). (4.1)
Proof. We begin by showing that there exists the surjective mapping
O˜
N()
Y : Sk() −→ [Acyc()/∼N()] where O˜
N()
Y ( · ) = [OY ()]N(). (4.2)
We ﬁrst prove that O˜N()Y is well deﬁned. Suppose we have  ·= ′ ·. We set = ′−1 and have  ·=. Hence
we have  ∈ Fix() ⊂ N() and obtain from Lemma 1:
OY ()∼N()OY (′) i.e. [OY ()]N() = [OY (′)]N().
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Lemma 2 shows that ∼N() is independent of the choice of representative of ∈ Sk(), whence O˜N()Y is well deﬁned.
Next we show O˜N()Y is surjective. For this purpose we observe that for any O ∈ Acyc() there exists some  ∈ Sk
with the property O=OY (). Clearly, since O is acyclic there exists some  ∈ Sk such that
∀{r, s} ∈ G(, Y ), O({r, s}) = (r, s), (r)< (s), (4.3)
which provesO=OY () and [O]N() =[OY ()]N() follows. We proceed by establishing independence of the choice
of representative within [ · ]N():
 · ∼N()′ ·  ⇒ O˜N()Y ( · ) = O˜
N()
Y (
′ · ). (4.4)
By deﬁnition of the equivalence relation ∼N() (Eq. (3.9)) we have
 · ∼N()′ ·  ⇐⇒ ∃g, g′ ∈ N(); g · ∼Y′g′ · .
We now conclude using induction on the Wk-distance words (cf. [11, Lemma 4]), that
 · ∼Y′ ·  ⇒ [OY ()]Fix() = [OY (′)]Fix(). (4.5)
We give a proof of Eq. (4.5) in the Appendix. Using Eq. (4.5) we observe that  · ∼N()′ implies
∃ g, g′ ∈ N(), O˜N()Y (g · ) = [OY (g)]N()
= [OY (′g′)]N() = O˜N()Y (′g′ · ). (4.6)
Lemma 1guarantees OY (g)∼N()OY () and OY (′g′)∼N()OY (′) and we obtain
O˜
N()
Y ( · ) = [OY ()]N()
= [OY (g)]N() = [OY (′g′)]N() = [OY (′)]N() = O˜N()Y (′ · )
and Eq. (4.4) is proved. Hence we have for any  ∈ ′ the surjective mapping
O
N()
Y : Sk()/∼N() −→ [Acyc()/∼N()] where ON()Y ([ · ]N()) = [OY ()]N().
It remains to prove injectivity.
Claim 1. Let OY (g),OY (′g′) ∈ Acyc(), then we have
OY (g) =OY (′g′) ⇒  · ∼N()′ · . (4.7)
We give a proof of Claim 1 in the Appendix, it is implied by a result of [11] and related to the Cartier–Foata normal
form arising in the context of the combinatorics of traces [3].
Suppose we have w =  ·  and w′ = ′ · , then the following implication holds:
 ·  /∼N()′ ·  ⇒ ON()Y ([ · ]N()) = ON()Y ([′ · ]N()). (4.8)
LetOY (),OY (′) ∈ Acyc() be representatives forON()Y ([ ·]N()) andON()Y ([′ ·]N()), respectively.We will
prove Eq. (4.8) by contradiction. Suppose we have
O
N()
Y ([ · ]N()) =ON()Y ([′ · ]N()) i.e. OY ()∼N()OY (′).
Then there exists some g ∈ N() such that g(OY ()({r, s})) =OY (′)({g(r), g(s)}). According to Lemma 1 we have
OY (
′)({g(r), g(s)}) = g(OY (′g)({r, s}))
and since g is a G(, Y )-automorphism OY () =OY (′g) follows. Eq. (4.7) guarantees
OY () =OY (′g) ⇒  · ∼N()′ · ,
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which is a contradiction. Thus we have proved that [ · ]N() = [′ · ]N() implies [OY ()]N() = [OY (′)]N()
and the proof of the theorem is complete. 
Corollary 2. Let k ∈ N and  be a set of representatives of the Sk-action on Wk . Then we have the bijection
O′Y :Wk/∼Y −→
·⋃
∈
[Acyc()/∼Fix()]
where O′Y ([w]Fix()) =OFix()Y ([ · ]Fix()). (4.9)
Proof. We ﬁrst observe that in case of Fix(w) the condition that  contains each Y-vertex at least once becomes
obsolete. In complete analogy to Theorem 2 we derive for ﬁxed  ∈  the bijection
O
Fix()
Y : Sk()/∼Fix() −→
[
Acyc()/∼Fix()
]
.
Since Wk = ⋃˙∈Sk(), each w ∈ Wk is contained in exactly one orbit Sk(), whence O′Y is well deﬁned. Since the
equivalence relation ∼Fix(w) equals ∼Y , Corollary 2 follows from Theorem 2. 
5. Equivalence (P2)
In this section we address (P2), i.e. we prove that w∼N(w)w′ implies the equivalence of the SDS-maps [(Fvi ), w] ∼
[(Fvi ), w′]. Here two SDS-maps [(Fvi ), w] and [(Fvi ), w′] are equivalent iff there exists a bijective mapping  such
that
[(Fvi ), w′] =  ◦ [(Fvi ), w] ◦ −1.
Equivalently, up to equivalence of dynamical systems, an SDS-map depends only on the combinatorial equivalence
class ∼N() of its underlying word [w]Fix(w).
Theorem 3. Let (Y,w, (Fvi )) be an SDS,  ∈ ′, N() the normalizer of Fix() in A(w) and w,w′ ∈ Sk(). Then
we have
w∼N()w′ ⇒ [(Fvi ), w] ∼ [(Fvi ), w′]. (5.1)
Proof. We ﬁrst show
∀ ∈ Aut(Y ),∀vj ∈ 〈〉(vi), Fvi = Fvj , (5.2)
where 〈〉(vi) denotes the orbit of the cyclic group 〈〉 containing vi . According to Eq. (2.6) aY-local map is a mapping
Fvi : Kn −→ Kn, Fvi ((xv1 , . . . , xvn)) = (. . . , xvi−1 , yvi ((xv1 , . . . , xvn)), xvi+1 , . . .) ,
where yvi (x) = fvi ◦ proj[vi](x) (Eq. (2.5)). Eq. (5.2) is then a result of the assumption that for any  ∈ Aut(Y ),
vj ∈ 〈〉(vi) we have fvj = fvi (Section 2, assumption (b)). Lemma 2 guarantees
w∼N()w′ ⇐⇒ ∃g, g ∈ N(); ϑ(g) ◦ w∼Yϑ(g′) ◦ w′,
where ϑ : N(w) −→ Aut(Y ) is given by ϑ()(wi) = w−1(i). For two non-adjacent Y-vertices wi,wi+1 we observe
Fwi ◦ Fwi+1 = Fwi+1 ◦ Fwi , (5.3)
since theY-local maps Fwi , Fwi+1 only depend on the states of their nearest neighbors. By induction on the Wk-distance
between ϑ(g) ◦ w and ϑ(g′) ◦ w′, we conclude from Eq. (5.3)
ϑ(g) ◦ w∼Yϑ(g′) ◦ w′ ⇒ [(Fvi ),ϑ(g) ◦ w] = [(Fvi ),ϑ(g′) ◦ w′]. (5.4)
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We proceed by showing [(Fvi ), w] ∼ [(Fvi ),ϑ(g) ◦w] and [(Fvi ),ϑ(g′) ◦w′] ∼ [(Fvi ), w′]. Let xvi be the state of the
Y-vertex vi . Aut(Y ) acts naturally on (xv1 , . . . , xvn) via:
 (xv1 , . . . , xvn) = (x−1(v1), . . . , x−1(vn)). (5.5)
Claim.
ϑ(g) ◦ [(Fvi ), w] ◦ ϑ(g)−1
= [(Fvi ),ϑ(g) ◦ w] or equivalently [(Fvi ), w] ∼ [(Fvi ),ϑ(g) ◦ w]. (5.6)
We set = ϑ(g) and prove ﬁrst what amounts to a version of the claim for a single Y-local map Fvi
∀ ∈ Aut(Y ), vi ∈ Y,  ◦ Fvi ◦ −1 = F(vi ). (5.7)
To prove this we ﬁrst note  ◦ Fvi ◦ −1((xvj )) =   (Fvi (−1  (xvj ))) and that for arbitrary  ∈ Aut(Y ), we have
(B1(vi)) = B1((vi)). In view of
(−1  (xvj ))vi = x(vi ) and ( (yvj ))(vi ) = yvi
we derive
 (Fvi (−1  (xvj ))) =  (x(v1), . . . , fvi ((x(vk))vk∈B1(vi ))︸ ︷︷ ︸
vi th-position
, . . . , x(vn))
= (xv1 , . . . , fvi ((x(vk))vk∈B1(vi ))︸ ︷︷ ︸
(vi )th-position
, . . . , xvn)
F(vi )((xvj )) = (xv1 , . . . , f(vi )((x(vk))(vk)∈B1((vi )))︸ ︷︷ ︸
(vi )th-position
, . . . , xvn).
Now (5.7) follows from the fact that the maps fv : Kd(v)+1 −→ K are symmetric (Section 2, assumption (a)), Eq.
(5.2) and
{x(vs )|(vs) ∈ B1((vi))} = {x(vs )|vs ∈ B1(vi)}.
Obviously, Eq. (5.6) follows by composing the corresponding local maps according to the word w:
ϑ(g) ◦
(
k∏
i=1
Fwi,Y
)
◦ ϑ(g)−1 =
k∏
i=1
(
ϑ(g) ◦ Fwi ◦ ϑ(g)−1
)
=
k∏
i=1
Fϑ(g)(wi),
whence the claim. We accordingly obtain
[(Fvi ), w] ∼ [(Fvi ),ϑ(g) ◦ w] = [(Fvi ),ϑ(g′) ◦ w′] ∼ [(Fvi ), w′] i.e. [(Fvi ), w] ∼ [(Fvi ), w′]
and the proof of the theorem is complete. 
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Appendix
Proof of Theorem 1. Let  ∈ N(w), we set
ϑ()(xi) = x−1(i), xi ∈ Y .
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I.e. we have in particular ϑ()(wi) = w−1(i). By deﬁnition of G(w, Y ), we have
{r, s} ∈ G(w, Y ) ⇐⇒ {wr,ws} ∈ Y
and accordingly obtain
{(i), (j)} ∈ G(w, Y ) ⇐⇒ {w−1(i), w−1(j)} ∈ Y . (A.1)
We conclude from Eq. (A.1) that for any  ∈ N(w), ϑ() induces mappings such that
are commutative diagrams.
Claim. For any  ∈ N(w) the mapping
ϑ() : Y −→ Y, ϑ()(wi) = w−1(i)
is well deﬁned and a Y-automorphism.
We ﬁrst show that ϑ() is well deﬁned. By assumption everyY-vertex wi is contained in w, from which we conclude
that ϑ() is deﬁned over Y. By construction ϑ() maps Y-edges into Y-edges. For arbitrary  ∈ Fix(w) we have the
following situation:
Since  ∈ N(w) = { ∈ A(w)|Fix(w)−1 = Fix(w)} we have
∀ ∈ Fix(w), ∃′ ∈ Fix(w), ′−1 = −1,
from which we derive w−1((i)) = w′−1(i) and w−1((j)) = w′−1(j). Furthermore, we have for ′,  ∈ Fix(w) and
r ∈ Nk: w(r) = wr and w′(r) = wr , respectively, i.e.
w(i) = wi, w(j) = wj , w′(−1(i)) = w−1(i) and w′(−1(j)) = w−1(j).
Accordingly we have shown
∀ ∈ Fix(w), ϑ()(w(i)) = ϑ()(wi), ϑ()({w(i), w(j)}) = ϑ()({wi,wj }),
which proves that ϑ() is well deﬁned over Y.
Next we show injectivity. ϑ()(wr)=ϑ()(ws) is equivalent to w−1(r) =w−1(s), i.e. there exists some ′ ∈ Fix(w)
such that ′−1(r)= −1(s). Since  is in the normalizer of Fix(w), ′−1(r)= −1(s) guarantees −1((r))= −1(s)
and since −1 is bijective we conclude (r) = s. Hence ϑ() is injective and the Claim follows.
Claim. ϑ : N(w) −→ Aut(Y ) is a group homomorphism.
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To prove this we observe ϑ(21)(wi) = w(21)−1(i) = w−11 −12 (i). We next set yi = ϑ(1)(wi) for i = 1, . . . , k and
compute
ϑ(2) ◦ ϑ(1)(wi) = ϑ(2)(ϑ(1)(wi))
= y−12 (i)
= ϑ(1)(w−12 (i))
= w−11 −12 (i)
= ϑ(21)(wi),
whence the Claim.
Next we prove Fix(w)=Ker(ϑ). For  ∈ Fix(w) we obtain ϑ()(wi)=w−1(i) =wi , whence Fix(w) ⊂ Ker(ϑ). Let
now  ∈ Ker(ϑ) i.e. ϑ()(wi) = w−1(i) = wi for i ∈ Nk which is equivalent to  · w = w i.e.  ∈ Fix(w).
Claim. Im(ϑ) = { ∈ Aut(Y )|∀r ∈ Nk; ∀ws ∈ 〈〉(wr); |Fix(w)(r)| = |Fix(w)(s)|}.
To prove the claim we consider  ∈ Aut(Y ). By assumption, every Y-vertex vi is contained in w at least once and
we may choose, modulo Fix(w), some index a ∈ Nk such that
wa = (wi).
In order to deﬁne  ∈ N(w) we consider the diagrams below and deﬁne  in two steps.
.
Step 1: By assumption we can select a subset of indexes V = {k1, . . . , kn} ⊂ Nk such that {wk1 , . . . , wkn} = Y and
deﬁne
∀s ∈ Nn, −1 (ks) = a(ks).
Step 2: In view of the diagram on the RHS we compute (w(ks )) = wa(ks), i.e. w−1 ((ks )) = w−1 (ks ). Therefore we
deﬁne
∀s ∈ Nn,∀ ∈ Fix(w), −1 ((ks)) = (a(ks)). (A.2)
Claim. Suppose any two Y-vertices that belong to the same 〈〉-orbit have the same multiplicity in w, then  ∈ N(w)
and ϑ() = .
In view of Eq. (A.2) we observe that  is bijective if and only if any twoY-vertices that belong to the same 〈〉-orbit
have the same multiplicity in w, i.e. |Fix(w)(ks)| = |Fix(w)(a(ks))|. We consider the diagram
,
from which we conclude that  maps G(w, Y )-edges into G(w, Y )-edges. We observe
∀s ∈ Nn,∀, 1 ∈ Fix(w), 1−1 ((ks)) = 1((ks))
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and ﬁnally compute
ϑ()(w(ks )) = w−1 ((ks )) = wa(ks) = (wks ) = (w(ks )),
whence the claim and the proof of the theorem is complete. 
Proof of Eq. (4.5) of Theorem 2. We set w =  · and w′ = ′ ·. By induction on the Wk-distance between w and
w′ we may, w.l.o.g. assume that w and w′ are adjacent in Wk , i.e. we have the following situation:

 · w = w′, 
= (i, i + 1), {wi,wi+1} /∈Y .
Claim. Without loss of generality we may assume 
= ′.
We have ′−1
 ·=, whence =′−1
 ∈ Fix() and Lemma 1 implies for ′ and ′:OY (′)∼Fix()OY (′).
Thus we obtain [OY (′)]Fix() = [OY (′)]Fix() and the claim follows.
Claim. Suppose 
= ′ holds, then we obtain OY () =OY (′).
By deﬁnition we have for OY (),OY (′) ∈ Acyc()
OY ()({r, s}) = (r, s) ⇐⇒ (r)< (s),
OY (
)({r, s}) = (r, s) ⇐⇒ 
(r)< 
(s).
Claim. {−1(i), −1(i + 1)} /∈G(, Y ).
We have the following commutative diagram of isomorphisms of graphs:
.
By deﬁnition of G(, Y ) we have
{−1(i), −1(i + 1)} ∈ G(, Y ) ⇐⇒ {−1(i),−1(i+1)} ∈ Y .
Since  · = w we obtain wi = −1(i) and hence {−1(i),−1(i+1)} = {wi,wi+1} /∈Y , whence the claim.
Obviously −1(i), −1(i + 1) are the only two indexes for which i = (−1(i))< (−1(i + 1)) = i + 1 and
i + 1 = 
(−1(i))> 
(−1(i + 1)) = i holds, whence
∀{r, s} ∈ G(, Y ) : {(r)< (s) ⇐⇒ 
(r)< 
(s)}. (A.3)
Eq. (A.3) is equivalent to
∀{r, s} ∈ G(, Y ), OY ()({r, s}) =OY (′)({r, s}),
whence
O˜
Fix()
Y ( · ) = [OY ()]Fix() = [OY (′)]Fix() = O˜
Fix()
Y (
′ · ). 
Proof of Claim 1 of Theorem 2.
OY () =OY (′) ⇒  · ∼Y′ · . (A.4)
According to the claim we obtain
OY (g) =OY (′g′) ⇒ g ·  ∼ ′g′ · ,
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i.e.  · ∼N() · . We now proceed by proving the claim. By deﬁnition wj has index (j) in  · w and index ′(j)
in ′ · w, respectively. We observe that OY () =OY (′) is equivalent to
∀{i, j} ∈ G(w, Y ), ((i)< (j)) ⇐⇒ (′(i)< ′(j)). (A.5)
Let now (j1) = 1. By deﬁnition, wj1 has index 1 in  · w. According to Eq. (A.5) there is no {i, j1} ∈ G(w, Y ) with
′(i)< ′(j1) and as a result there exists no wh in position s < ′(j1) in ′ · w such that {wh,wj1} ∈ Y . Hence we can
move wj1 in ′ · w to ﬁrst position, by successive transpositions of consecutive, non-adjacent letters. We obtain
∃1 ∈ Sk, [1(j1) = (j1) = 1] ∧ [′ · w∼Y (wj1 , w′−1(1), . . . , w′−1(k)) = 1 · w]. (A.6)
We observe further that OY () =OY (1) holds i.e.
∀{i, j} ∈ G(w, Y ), ((i)< (j)) ⇐⇒ (1(i)< 1(j)). (A.7)
We proceed by induction. By induction hypothesis we have
∃m ∈ Sk; ∀r ∈ Nm, [m(jr) = (jr ) = r]
∧ [′ · w∼Y (wj1 , wj2 , . . . , wjm, . . .) = m · w]
and OY () =OY (m) or equivalently
∀{i, j} ∈ G(w, Y ), ((i)< (j)) ⇐⇒ (m(i)< m(j)). (A.8)
Let (jm+1) = m + 1. If there exists some index m(i) with the property m(i)< m(jm+1) and {i, jm+1} ∈ G(w, Y )
we obtain from Eq. (A.8): (i)< (jm+1) = m + 1 i.e. i ∈ {j1, . . . , jm}. In view of m(jr) = (jr ) = r for 1rm
we derive 1m(i)m. Hence we can move wjm+1 in m · w to position m + 1, by successive transpositions of
consecutive, non-adjacent letters. Accordingly we have
∃m+1 ∈ Sk; ∀r ∈ Nm+1,
[m+1(jr ) = (jr ) = r] ∧ [′ · w∼Y (wj1 , . . . , wjm+1 , . . .) = m+1 · w]
and
OY () =OY (m+1),
whence the claim. 
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