Abstract -The conventional calibration-based parallel imaging method assumes a linear relationship between the acquired multi-channel k-space data and the unacquired missing data, where the linear coefficients are estimated using some auto-calibration data. In this paper, we first analyze the model errors in the conventional calibration-based methods and demonstrate the nonlinear relationship. Then, a much more general nonlinear framework is proposed for auto-calibrated parallel imaging. In this framework, kernel tricks are employed to represent the general nonlinear relationship between acquired and unacquired k-space data without increasing the computational complexity. Identification of the nonlinear relationship is still performed by solving linear equations. Experimental results demonstrate that the proposed method can achieve reconstruction quality superior to GRAPPA and NL-GRAPPA at high net reduction factors.
receiver coils can be accelerated because the data acquired in parallel from all coils comes from the desired image weighted by different spatial coil sensitivities. This sensitivity information can be used to reduce the gradient encoding required for reconstruction. A variety of methods for parallel imaging reconstruction has been developed. Traditional reconstruction methods utilize the coil sensitivity information explicitly or implicitly. Methods like SMASH [2] , SENSE [3] , [4] , Sensitivity Profiles from an Array of Coils for Encoding and Reconstruction In Parallel (SPACE-RIP) [5] , Parallel magnetic resonance imaging with Adaptive Radius in k-space (PARS) [6] , and parallel imaging reconstruction for arbitrary trajectories using k-space sparse matrices (kSPA) [7] require the coil sensitivities explicitly. These sensitivities are usually estimated from pre-scans, which are subject to errors [8] .
Similarly, the coil sensitivity information can also be exploited implicitly without the need for a pre-scan but with some additionally acquired auto-calibration signal (ACS) data. For example, in partially parallel imaging with localized sensitivities (PILS) [9] , the coil sensitivity is restricted to a limited region; In JSENSE [10] , the coil sensitivity is assumed to be comprised of a limited number of polynomial terms. In auto-SMASH [11] , [12] , generalized auto-calibrating partially parallel acquisitions (GRAPPA) [13] , and SPIRiT [14] , the coil sensitivity information is inherently captured by the calibration data, but is not calculated explicitly. Rather the calibration data is used for regression to obtain a set of weights. The unacquired k-space data for each channel (known as the target channel) is thereby reconstructed by a linear combination of some acquired k-space data using these weights. Huo and Wilson [15] , [16] have shown that there exists regression "outliers" in the GRAPPA calibration. A few works attempt to address this issue using nonlinear methods [17] , [18] but requiring a large amount of ACS data, which leads to reduced net acceleration factors.
Prior information such as sparseness and low rankness has been incorporated in parallel imaging reconstruction to achieve higher acceleration factors [19] [20] [21] [22] [23] [24] [25] . For example, sparsity constraints have been used to denoise GRAPPA reconstruction in [19] and [20] and to denoise SPIRiT in L 1 -SPIRiT [14] . These methods require iterative nonlinear reconstruction algorithms.
In this work, we first analyze the model error of linear regression in GRAPPA, and then propose a general nonlinear framework for auto-calibrated parallel imaging. Kernel methods are exploited to represent the general nonlin-ear relationship between acquired and unacquired k-space data. Identification of the nonlinear relationship is still performed by solving linear equations without the need for iterative method thanks to kernel tricks. In addition, random projections have been used to avoid overfitting and reduce the computational complexity. The rest of this paper is organized as follows: Section II reviews the traditional linear model for k-space-based reconstruction method for parallel imaging, and Section III describes the details of the proposed nonlinear kernel model. Section IV shows experimental results on several in vivo scans. Section V and VI provides discussion and conclusions respectively.
Symbols and Notations used in this paper are explained as follows.
II. BACKGROUND AND RELATED WORK

A. Review of Parallel Imaging and Linear Calibration
Parallel imaging reconstruction in k-space can be viewed as a 2D filterbank reconstruction problem [26] . Specifically, the desired full k-space data in a channel can be obtained by a linear combination of the acquired undersampled k-space data from all channels (without loss of generality, only 1D undersampling is considered here):
where a c (or a j ) represents the k-space data of channel c(or j ), c = 1, . . . , N c with k x and k y being the coordinates in the frequency-and phase-encoding directions respectively, (·) n the modulo operator with period n, and n 1 and n 2 the total number of frequency readouts and phase-encoding lines respectively, R is the reduction factor along phase encoding, and w j is the reconstruction filter coefficients. According to filter bank theory, for perfect reconstruction of the original full k-space data, the reconstruction filter coefficients depend on the coil sensitivity maps only, not on the acquired k-space data [26] . It suggests that Eq. (1) is a linear shift-invariant system with respect to input a j 's.
However in the data-driven approach GRAPPA, such linearity is not necessary satisfied because w j is assumed to have only a finite support d x ×d y . Such a truncation of Eq. (1) leads to system model error δ k y , k x which can be represented as:
where the model error δ k y , k x depends on a j 's that are outside the d x ×d y window. Because a j 's outside the window correlate with those inside the window, the system is not a linear shift-invariant system anymore with respect to the input, which is the a j 's inside the window. The proof of nonlinearity is included in the Supplementary Materials (available in the supplementary files /multimedia tab). The degree of nonlinearity depends on the size of d x ×d y and the coil sensitivity maps.
When the window size is large, δ k y , k x becomes negligible, and thus the truncated system is approximately linear and Eq. (2) can be decomposed into computation of several small blocks (see Fig. 1 ):
where a ϕ l denotes the target data from the l th coil-and-offset of block ϕ, a T 
, which is independent of block ϕ. GRAPPA uses Eq. (3) to perform the auto-calibration and synthesis. The filter coefficients w l 's are initially estimated in the calibration phase and then exploited in the synthesis phase, both using Eq. (3). During the calibration phase, the ACS data that is fully sampled at the central k-space is used. Therefore, the left-hand side of Eq. (3) is known at certain k-space locations that should be skipped but are acquired for the calibration purpose. In other words, the calibration finds the set of filter coefficients that is the most consistent with the calibration data in the least-squares sense. More formally, the calibration is described by the following equation:
Incorporating all data from the ACS region, the above equation can be written in matrix form as:
where a is a || × L matrix whose l th column is (ϕ) . Matrix A has a Hankel structure (See Fig. 1 ). For different coil/offset combination l, they all share the same matrix A . During the synthesis phase, the unacquired data outside the ACS region is recovered using the same filter coefficients w l obtained in Eq. 
whereâ c denotes the missing data matrix, and A c represents the Hankel matrix for the synthesis data. While GRAPPA works well with a large window size, more calibration data are needed which reduces the net acceleration factor. On the other hand, small window size leads to large model error δ k y , k x , and thus the linearity assumption in GRAPPA is violated. This tradeoff motivates our proposed nonlinear model to achieve accurate calibration with few calibration data.
B. Nonlinear Kernel Mapping Method
The model error in GRAPPA has been analyzed in [17] and nonlinear GRAPPA (NL-GRAPPA) has been proposed to address the issue, which allows nonlinear calibration and reconstruction. Specifically, higher order terms of the input data a j 's are used to approximate the model error δ
where the weights w 0 j , w 1 j , w 2 j , and w 3 j can be found in the same way as the traditional GRAPPA calibration does. Such nonlinearity provides improved reconstruction over the traditional GRAPPA. However, the method requires a large amount of ACS data for calibration due to increased number of unknown weights, which may not be practical for highly accelerated MRI. Besides, the reconstruction time is long. Although the idea of using kernel tricks has been mentioned in [17] , no direct use of kernel functions for k-space calibration has been demonstrated. Only explicit polynomial functions with a finite order have been studied in [17] .
III. PROPOSED METHOD
In this work, we propose a general kernel-based framework for auto-calibrated reconstruction, termed as KerNL. In contrast to NL-GRAPPA, the proposed framework does not require a specific nonlinear function such as a 2 nd order polynomial, but rather a kernel function which can be used as basis to "learn" a broader class of nonlinear functions to represent the relationship between acquired and unacquired data. Such a kernel method has been used successfully in machine learning [27] . Besides, the proposed method still takes a non-iterative approach using the same undersampling pattern as GRAPPA and NL-GRAPPA.
A. Generalized Model
In the generalized framework, we assume a nonlinear, shiftinvariant relationship between the target data and the neighboring source data. Specifically, the relationship between the target data a ϕ l (1 ≤ l ≤ L) and the corresponding neighboring source data a (ϕ) is described as a nonlinear function:
where
→ C denotes the nonlinear function and is assumed to be shift invariant. In GRAPPA, f l (·) corresponds to the linear function with coefficients w l . In NL-GRAPPA, f l (·) corresponds to the polynomial function. In the nonlinear calibration process, the objective is to find the nonlinear function.
Here we use a regularized formulation of nonlinear regression that is considered as a variational problem in a reproducing kernel Hilbert space H. The generalized calibration process finds the set of functions { f l (·)|1 ≤ l ≤ L} that are the most consistent with the auto-calibration data in the leastsquares sense:
where · represents the L 2 norm, · H defines a norm in the Hilbert space, which enforces the smoothness of the spanned Hilbert space, and ξ is a Lagrange parameter that adjusts the weight between data consistency and the smoothness of the estimated nonlinear function. In other words, a larger ξ leads to a more generalized model of f l (·), while a smaller ξ leads to over-fitting. Directly finding the unknown nonlinear function in Eq. (9) is difficult. Since all the regressors of k-space data {a (ϕ) } ϕ∈ forms a compact set C d x d y N c , and {a ϕ l } ϕ∈ ∈ C to be a set of corresponding output, the function of f l (a) can be represented as weighted summations of a set of kernel functions, according to the Representer's Theorem [27] . According to the theorem, the minimizer f l (·) of Eq. (9) always takes the form of
definite kernel function, and {β ϕ,l } ϕ∈ is the linear combination coefficient for the l th specified offset and coil number in k-space. The significance of the theorem is that although we are searching for functions in an infinite-dimensional Hilbert space, it states that the solution lies in the span of a set of particular kernels -those centered on the calibration data a (ϕ) . As a result, the generalized nonlinear model in Eq. (8) has kernel-based representations shown in Eq. (10) . To solve the missing k-space data in the kernel based framework, the proposed methods has three steps: kernel construction, kernel calibration and kernel synthesis.
B. Kernel Construction
There are many different kinds of kernels. Choosing an appropriate kernel is critical for reconstruction quality.
with σ being a constant, has been proved to be universal, which means that linear combinations of the kernel can approximate any continuous function. However, overfitting may result from such powerful representation. Sinc kernel well known as an interpolation kernel. Polynomials kernel
has also been widely used, where z is a constant, (•) H denotes the Hermitian transpose, and d is the degree of the polynomial. NL-GRAPPA is a special case when d = 1 and the inner product is only with itself and adjacent neighbors. (It is worth noting that GRAPPA cannot be represented in the kernel framework.) Here we choose the polynomial kernel with d = 2 as the default kernel for our method. Other kernel functions are also studied.
C. Kernel Calibration
Our goal in the calibration process is to find the nonlinear relationship between the target-source data pairs {a (ϕ) , a ϕ l } ϕ∈ drawn from the ACS region. It is well-known that the challenge in such nonlinear regression is to balance the generalization property and over-fitting phenomena. Several methods such as support vector machines [28] have been studied to improve the generalization of the existing nonlinear regression method. In our case, the size of the calibration data in the ACS region || roughly equals to N f · N AC S , which is much larger than d x d y N c , where N f is the number of frequency encoding lines, and N AC S represents the number of ACS lines. If all ACS data were used as target data for calibration, the degree of freedom in the nonlinear regression would be significantly increased, resulting in severe overfitting.
In this work, we propose to select only a subset of data pairs {a (ϕ) , a ϕ l } ϕ∈ϒ from {a (ϕ) , a ϕ l } ϕ∈ with ϒ ⊂ , as shown in Fig. 2 . Random projection (bottom) is preferred to central projection (top) because for the same size ϒ, more data points contribute to the calibration. Figure S1 of Supplementary Materials (available in the supplementary files /multimedia tab) provides an example to demonstrate that random projection is better than the central one. After the reduction, the degree of freedom is significantly reduced for the nonlinear function:
Note that |ϒ| needs to be chosen properly. 
is a row vector, and β l ∈ C |ϒ|×1 is the unknown kernel weight vector. It shows the target data is actually a weighted summation of a set of kernel functions evaluated at the values of source data. The significance of the proposed model described in Eq. (13) is that the difficult problem of finding the unknown function f l (·) is simplified to finding a set of linear weights β l . Applying the shift-invariant property, Eq. (13) is set up for all acquired target data {a ϕ l } ϕ∈ , and then we can solve for the linear weights by:
where a l is a column vector of all target data a ϕ l in the ACS region, and K ,ϒ is the kernel matrix (also known as a Gram matrix) given by:
⎤ ⎥ ⎦
for ϕ ∈ and ϕ ∈ ϒ. (15)
D. Kernel Synthesis
After all β l 's are calculated from the kernel calibration process, the missing data can be calculated using the same Eq. (13), but with different kernel matrices. Using Eq. (8), we obtain the missing data by
for ϕ ∈ c and ϕ ∈ ϒ. (16) Putting all missing data a ϕ l at the l th offset/coil into a vector, we have
where K c ,ϒ is the kernel matrix for synthesis and is given by
for ϕ ∈ c and ϕ ∈ ϒ.
E. Efficient Computation
In this section, we present an efficient method to solve Eq. (14) . Instead of adopting the iterative method for largescale problem, we directly solve the linear equation after applying a dimension reduction on the training data. Dimensionality reduction involves projecting data from a highdimensional space to a lower-dimensional one without a significant loss of information. Here we use random projection [29] for dimension reduction.
As has been introduced in previous section, we use a dimension-reduced kernel matrix K ,ϒ ∈ C ||×|ϒ| in Eq. (15) to find the weights β l . The kernel matrix is reduced only in columns, not in rows. Apparently these are over-determined equations (for all l), since K ,ϒ has much more rows than columns (|| |ϒ|). It has been shown that random projection [30] , [31] is able to reduce the number of overdetermined equations in GRAPPA to reduce computations without comprising the accuracy. Here, instead of calculating Eq. (14), we calculatê
where R ∈ C n×|| being a sparse random matrix with n ||. We define
Due to the reduced dimensions, the coefficients β l in Eq. (19) can be found analytically by:
where the kernel matrix is created by randomly selecting a subset of rows and columns from the full kernel matrix K , (as illustrated in Fig. 3 ), and λI is the Tikhonov regularization term. Similarly, we define η = n/|| to represent the dimension reduction rate, which equals to the number of equations after random projection over the number of original equations. In other words, η/γ represents how much the new equation is overdetermined after dimensionality reduction. Here η is larger than γ , since we do not expect Eq. (19) to become underdetermined.
Parallel computation can also be incorporated to calculate all β l 's (1 ≤ l ≤ L) simultaneously, since their calculations share the same term
F. Summary of KerNL Reconstruction
The procedure of the KerNL reconstruction is summarized in the following algorithm.
IV. EXPERIMENTAL RESULTS
A. Experimental Setup
Three data sets were used to evaluate the performance of the proposed method. The first axial brain datasets were fully sampled on a GE 3T scanner (GE Healthcare, Waukesha, Wisconsin, USA) with an 8-channel head coil using a 2D spin echo sequence (TE/TR = 11/700 ms; matrix size = 256×256). The second 2D multi-slice dataset was acquired on a 1.5T scanner (United-Imaging Healthcare, Shanghai, China) with a 12-channel head coil using 2D spin echo sequence (TE/TR = 173/450 ms; matrix size = 256×224). Both of the first two datasets were retrospectively undersampled manually to simulate the accelerated acquisition for evaluation of the proposed method. The third dataset was prospectively undersampled with 3-fold acceleration from a Siemens 3T scanner (Siemens Healthcare, Erlangen, Germany) with 4-channel coils using SSFP sequence (Flip angle = 50°, TE/TR = 1.7/3.45 ms, matrix size = 256×216). All data were acquired using protocols approved by the local IRB.
The square root of sum-of-squares of the images from all coils from fully sampled datasets were used as references. We compared the proposed KerNL method with several existing k-space based reconstruction methods to demonstrate the reconstruction improvements and computation savings of KerNL. In particular, we compared the three approaches when the same amount of ACS data and the same outer reduction factor R were used. Column size d x = 11, and block size d y = 3 were used in all methods.
The computational complexity was measured in CPU times. Due to the random nature of the proposed method, the NMSE and CPU time were both obtained from the average results of 50 executions. The reconstruction quality was evaluated both visually and quantitatively in terms of the normalized mean-squared error (NMSE), which was calculated by: for KerNL is the average of 50 trials. For reconstructions from SPIRiT, all results contain aliasing artifacts. This is because SPIRiT converges much more slowly for 1D uniform undersampling, the case considered in this paper, than 2D
undersampling, the cases studied in [14] . SPIRiT is thereby not compared against for other datasets.
We also compared the algorithm efficiency based on the CPU time in Table II . Simulation results indicate that a smaller size of ACS leads to reduced reconstruction time. The reduced computation time of KerNL over existing methods mainly comes from the dimension reduction.
In the proposed method, the 2 nd -order polynomial kernel was used. To evaluate the effectiveness of other kernels, Table III shows the NMSEs of reconstruction results from different kernels on dataset I. As can be seen, polynomial kernels and sinc kernel perform similarly, while the Gaussian kernel fails because the dimension of the feature space is infinite and therefore the calibration suffers from overfitting.
In summary, the higher the polynomial order is, the higher fitting accuracy we may achieve for calibration data, but the more likely the regression suffers from overfitting. The proposed method uses the 2 nd -order polynomial kernel, which is a balance of fitting accuracy and generalizability. Fig. 5 show the reconstruction results of dataset II from retrospective undersampling. The acceleration factor was 3 with 40 ACS lines. The KerNL reconstruction is seen to be cleaner, compared with GRAPPA and NL-GRAPPA reconstructions. Quantitative results of NMSE also agree with the visual results. Fig. 6 shows the reconstruction of the third dataset using all three methods and the corresponding enlarged region of interest (ROI). The proposed method captures most of the structures, and removes the noise well. The reconstructed image from the proposed method has a better visual quality and low NMSE than those of GRAPPA and NL-GRAPPA.
V. PARAMETER SELECTION
A. Kernel Parameter z in Eq. (11) In the proposed method, a second-order polynomial kernel was used. Choosing a proper value of z affects the performance of the proposed method. For example, in the extreme case when z → ∞, the kernel function becomes a constant. When z → 0, the kernel function is highly nonlinear, so the reconstruction is poor due to large model errors.
Here we choose z to be the maximum value of a H (i) a ( j ) for all i and j ∈ . Table IV shows the NMSEs of the reconstructed images under different z. The results suggest that the reconstruction quality is robust over the parameter z.
}, the NMSEs remain relatively low and do not vary significantly.
B. Influence of γ and η
The selection of parameters γ = |ϒ|/|| and η = n/|| is crucial for the reconstruction quality and computational efficiency. Intuitively, the bigger the γ is, the better the function fits the calibration data, but the more likely to have over-fitting problem and thereby poor estimation of the missing data. The smaller the η is, the fewer equations need to be solved, but Eq. (19) becomes under-determined if η is too small. As a result, both γ and η need to selected be balance the above mentioned tradeoff.
A set of experiments have been carried out to evaluate the influence of parameters γ and η on the reconstruction quality with γ and η both varying from 0 to 1. The resulting NMSEs are show as a color map in Fig. 7a . The map indicates that the reconstruction quality is high as long as η/γ > 4.
When γ increases, the degree of freedom becomes higher and overfitting is more serious. Fig. 8 shows two sample images with different values of γ and η/γ = 4 fixed. It is evident that large γ causes the image to be blurry and have aliasing artifacts.
Because the values of γ and η directly affect the computational complexity, we chose γ = 0.1 and η = 0.5 empirically for all experiments.
C. Choice of λ in Eq. (20) Other than choosing a small γ , the overfitting problem can also be addressed using regularization. Direct inverting K H n,ϒ K n,ϒ might be ill-conditioned, which leads to poor reconstruction. When adding a regularization term λI, λ > 0 in calculating the inverse of K H n,ϒ K n,ϒ , where I is the identity matrix and λ is the regularization parameter, the problem becomes well-conditioned. A larger λ in Eq. (20) makes the solution more stable. However, increasing λ too much so that λ > max( i ) will result in over-smoothing, where i is the i th eigenvalue of K H n,ϒ K n,ϒ . A good value of the regularization parameter λ can often be found to balance the tradeoff. Here we choose λ to be equal to be a quarter of the median eigenvalue of
Similarly, we show the NMSEs as a color map with respect to parameters γ and η. The results are shown in Fig. 7b . The larger blue region compared to Fig. 7a indicates that regularizations can make the reconstruction less sensitive to the changes in γ and η.
VI. DISCUSSION
The proposed KerNL has shown improvements in noise reduction and computation efficiency. The performance of the proposed KerNL method depends on the generalization ability and the fitting accuracy of the kernel model.
A. Dimension Reduction
An important benefit of the proposed method is the high efficiency in kernel calibration, thanks to the random projection used for dimension reduction. It is known that the computation involved in calibration is O(γ η||d 2 x d 2 y +γ ηd 3 x d 3 y ) [32] , which suggests that smaller γ and η lead to shorter CPU time. Basically there are two different dimension reductions in the proposed KerNL method, feature dimension reduction γ and training data reduction η. The main motivation for feature dimension reduction is to overcome over-fitting, with computation being a minor concern. While the main motivation for training data reduction is to speed up the computation.
B. Cross Validation for Dimension Reduction
Another benefit of the proposed method is that the estimation accuracy of kernel coefficients can be validated from the acquired data itself. Since random selection only uses a portion of the ACS data as the target data for nonlinear calibration, the rest of the ACS data can be used to validate if the nonlinear function can be generalized to fit the testing data well.
We use an example in Fig. 9 to show how cross validation can be used to tune the parameter γ (feature selection). We used a subset of acquired ACS data to perform KerNL calibration and reconstruct the complement set in ACS data (Dataset I; N AC S = 36; R = 3). The NMSEs between the reconstructed and the acquired data were plotted for different values of γ . It is seen that point B on the curve gives the lowest NMSE. The reconstructed images show that the choice of γ at point B correspond to the best reconstruction quality.
VII. CONCLUSIONS
We have proposed a novel framework for nonlinear calibration and synthesis in parallel imaging reconstruction. The use of kernel function and dimension reduction makes the method to balance well the fitting accuracy and generalizability. As a result, the missing k-space data can be estimated accurately using the nonlinear model. The proposed KerNL method has shown to significantly improve the SNR over GRAPPA and reduce the aliasing artifacts in NL-GRAPPA when few ACS lines are acquired. In addition, the proposed KerNL method remains to be efficient computationally.
