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1. Introduction
In recent years, the notion of comonotonicity has received considerable attention in different fields. For instance, in the
economics of insurance, the concept of comonotonic risks goes back to Borch [1] and Arrow [2–4], who, without using
this term, proved that under some conditions an optimal insurance contract implies that the insurer and the insured
have comonotonic wealths. In some models of modern decision theory the independence axiom of expected utility à la
Savage has been replaced by a comonotonic independence axiom (see, e.g., [5–9]). In economic theory Landsberger and
Meilijson [10] show that for every allocation (X1, . . . , Xn) of a random endowment Y = ∑ni=1 Xi among n agents, there
is another comonotonic allocation (X∗1 , . . . , X∗n ) such that for every i = 1, . . . , n, X∗i dominates Xi in the sense of second
degree stochastic dominance. Their result has been recently generalized by Ludkovski and Rüschendorf [11]. Carlier and
Dana [12] provide an existence theorem for a class of infinite-dimensional non-convex problems and sufficient conditions
for monotonicity of optimal solutions. Among other things, in a model where agents have strictly Schur-concave utilities
they prove that optimal contracts exist and agents’ wealth are comonotonic. In actuarial sciences, the concept of univariate
comonotonicity has several applications within the aggregation of insurance and financial risks, as discussed for instance
in [13,14] and [15, Ch. 6]. In the riskmanagement of a portfolio (X1, X2) of losseswith givenmarginal distributions, a financial
institution is typically interested in the amountψ(X1, X2), representing the aggregate loss or themeasure of the risk deriving
from the portfolio. In particular, a regulator might require to calculate the worst-possible value attainable by E[ψ(X1, X2)].
For many aggregating functionals ψ , this case is represented by comonotonicity among the risks. In finance Galichon and
Henry [16] and Ekeland et al. [17] propose a multivariate extension of coherent risk measures that involves a multivariate
extension of the notion of comonotonicity, in the spirit of the present paper.
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Consider the partially ordered space R × R with the component-wise order. A subset of R × R is called comonotonic
if it is totally ordered. A random vector is called comonotonic if its support is a comonotonic set. It is well known that
a random vector (X, Y ) is comonotonic if and only if X and Y are nondecreasing functions of a common random factor,
which can always be chosen to be the sum X + Y . Given two univariate distribution functions FX , FY , there always exists
a comonotonic vector (X, Y ) that has these marginal distributions. Its joint distribution is the upper Fréchet bound of the
class of bivariate distributions with marginals FX , FY (see [18]). The distribution of a comonotonic random vector with fixed
marginals is unique. In a different language, the copula of a comonotonic random vector is the maximal copula (see, e.g.,
[19–21]). An immediate consequence of the above properties is that, for any random variable X , the vector (X, X) is
comonotonic. It is important to notice that the definition of comonotonicity only relies on the total order structure of R and
could be given for any random vectors with values in a product of totally ordered measurable spaces. Most of its properties
would be valid even in this more general context.
The purpose of this paper is to study comonotonicity for pairs of random vectors, (X, Y ). In this framework themultivari-
atemarginal distributions of X and Y will be fixed and conditions for the existence of a comonotonic versionwill be studied.
More formally, we want to study comonotonic vectors that take values in a product of partially ordered spaces. The related
problemof Fréchet bounds formultivariatemarginals has been studied byRüschendorf [22,23]. Scarsini [24] has studied cop-
ulae formeasures on products ofweakly ordered spaces. Furthermore Rüschendorf [25, Section 5] has considered some cases
ofmultivariate comonotonicity. Jouini andNapp [26,27] have extended the concept of comonotonicity to dynamical settings.
We will consider different definitions of multivariate comonotonicity, trying to extend different features of the classical
definition, and we will show that no definition satisfies all the properties of the original one. Some definitions do not
guarantee the existence of a comonotonic random vector for any pair of multivariate marginals. Some other definitions
do not guarantee uniqueness in distribution of the comonotonic random vector with fixed marginals. In order to have these
two propertiesmore structure is necessary, hence a definition ofmultivariate comonotonicity (c-comonotonicity) that relies
on the Hilbert space nature of Rd. This definition is based on the concept of cyclical monotonicity, introduced in [28]. This
concept of is equivalent to comonotonicity for d = 1.
Comonotonic random vectors are known to maximize a class of functionals. This idea goes back to the theory
of rearrangements developed by Hardy et al. [29], and has been extended in different contexts by different authors,
e.g., [30–34]. C-comonotonic random vectors share similar properties (see, e.g., [35]). Several other properties of cyclical
comonotonicity are known in the literature (see, e.g., [36–38,25]). We show that some of the good properties of
c-comonotonicity are due to the stronger Hilbert space structure its definition requires. A concept of multivariate
comonotonicity, called µ-comonotonicity has been recently introduced by Galichon and Henry [16] and Ekeland et al. [17]
with applications to measures of multivariate risk. This concept is variational in nature and will be compared to the other
concepts of comonotonicity examined in the paper.
The paper is organized as follows. Section 2 considers the classical notion of comonotonicity for univariatemarginals and
its characterizations. In Section 3 several multivariate extensions are introduced and compared. In Section 4, we introduce
two variational notions of multivariate comonotonicity and we provide some conclusions in Section 5.
2. Univariate marginals
In this section we review well-known results about the case of univariate marginals. We first fix some notation.
Given two nonempty, partially ordered spaces (X,≤X) and
(
Y,≤Y
)
, we will denote by . the product partial order on
X× Y:
(x1, y1) . (x2, y2) ⇐⇒ x1≤X x2 and y1≤Y y2.
Except when explicitly said, we will consider the case (X,≤X) =
(
Y,≤Y
) = (Rd,≤), where≤ is the natural component-
wise order.
Given a nondecreasing function ψ : R → R its (right-continuous) generalized inverse is the function ψ−1 : R → R,
defined as
ψ−1 (y) := sup{x ∈ R : ψ (x) ≤ y}.
All random quantities will be defined on the probability space (Ω,A, P). Given a random vector X , FX is its distribution
function; Y ∼ G means that G is the distribution function of Y ; X dist= Y means that X and Y have the same distribution;
U[0, 1] is the uniform distribution on the unit interval; finally D := {1, . . . , d}.
In the sequel we will often use the concept of copula and some of its basic properties. For this we refer the reader to
[20,21]. We indicate by C+ and C− the upper and lower Fréchet bounds in the class of copulae:
C+(u1, . . . , ud) = min(u1, . . . , ud),
C−(u1, . . . , ud) = max
(
d∑
i=1
ui − d+ 1, 0
)
.
Definition 2.1. The set Γ ⊂ R × R is said to be comonotonic if it is .-totally ordered, i.e. if for any (x1, y1) , (x2, y2) ∈ Γ ,
either (x1, y1) . (x2, y2), or (x1, y1) & (x2, y2).
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Any random vector (X, Y )with comonotonic support is called comonotonic.
The following characterizations of comonotonic randomvectors onR×R arewell known, see for instance [36, Proposition
2.1], [39, Proposition 4.5], [10, Section 2], and [14, Theorem 2].
Theorem 2.2. The following statements are equivalent:
(a) the random vector (X, Y ) is comonotonic;
(b) F(X,Y ) (x, y) = min{FX (x), FY (y)}, for all (x, y) ∈ R× R;
(c) (X, Y ) dist= (F−1X (U) , F−1Y (U)), where U ∼ U[0, 1];
(d) there exists a random variable Z and nondecreasing function f1, f2 such that (X, Y )
dist= (f1(Z), f2(Z));
(e) X and Y are almost surely nondecreasing functions of X + Y ;
Note that all the characterizations of the theorem hold for an arbitrary (but finite) number of random variables.
Remark 2.3. In the case of univariate marginals the following properties hold:
(i) For every pair of marginals FX , FY there exists a comonotonic random vector having these marginals.
(ii) The distribution of this comonotonic random vector is unique.
(iii) Only the total order structure of R is needed to define comonotonic random vectors. The definition could be given for
random variables with values in any (measurable) totally ordered space.
(iv) For any random variable X , the vector (X, X) is comonotonic.
(v) If (X, Y ) is comonotonic and FX = FY , then X = Y with probability one.
We now introduce the class of supermodular functions. The reader is referred to [40] for properties of these functions.
Definition 2.4. A function c : Rn → R is said to be supermodular if
c(u ∧ v)+ c(u ∨ v) ≥ c(u)+ c(v), for all u, v ∈ Rn, (2.1)
where u ∧ v is the component-wise minimum of u and v, and u ∨ v is the component-wise maximum of u and v. Call Sn
the class of supermodular functions on Rn.
When n = 2, a function c : R× R→ R is supermodular if and only if
c (x1, y1)+ c (x2, y2) ≥ c (x1, y2)+ c (x2, y1) , for all x2 ≥ x1, y2 ≥ y1. (2.2)
Comonotonic vectors maximize the expectation of supermodular functions over the class of all random vectors having
the same marginals.
Theorem 2.5. For every possible univariate distributions FX and FY , denote by (X∗, Y ∗) a comonotonic random vector such that
X∗ dist= FX and Y ∗ dist= FY , and let c : R2 → R be right-continuous. Then
E
[
c
(
X∗, Y ∗
)] = sup {E [c (˜X, Y˜)] : X˜ ∼ FX , Y˜ ∼ FY} for all FX and FY , (2.3)
if and only if the function c ∈ S2.
Proof. The if part follows from [41, Remark 3.1.3], butmany authors have derived the same result under different regularity
conditions: see for instance [30], [31, Theorem 1].
For the only if part, suppose that the right-continuous function c is not supermodular, i.e. it is possible to find x2 ≥ x1
and y2 ≥ y1 such that c (x1, y1)+c (x2, y2) < c (x1, y2)+c (x2, y1). Wewill show that there exist two distribution functions
FX and FY such that a comonotonic vector having these marginals does not attain the supremum in (2.3). Let FX assign mass
1/2 to the points x1 and x2, and FY assign mass 1/2 to the points y1 and y2. The random vector (X∗, Y ∗) that assumes values
(x1, y1) and (x2, y2) with probability 1/2 is comonotonic. Let now (X, Y ) be a random vector that assumes values (x1, y2)
and (x2, y1)with probability 1/2. Both vectors have the required marginals and
E
[
c
(
X∗, Y ∗
)] = 1/2 [c (x1, y1)+ c (x2, y2)] < 1/2 [c (x1, y2)+ c (x2, y1)] = E [c (X, Y )] ,
which contradicts (2.3). 
Since the function c (x, y) = − (x− y)2 is supermodular, we obtain the well-known fact that comonotonic random
vectors minimize the expected Euclidean distance among their components. Similar results go back to [42] and are
fundamental for the theory of probability metrics (see e.g., [43,44]).
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3. Multivariate marginals
In this section we show different possible extensions of comonotonicity to (subsets of) the product space Rd × Rd.
Unfortunately, we will see that trivial extensions of Definition 2.1 cannot guarantee at the same time existence and
uniqueness of the law of a comonotonic vector having arbitrarily fixed multivariate marginal distributions.
3.1. s-comonotonicity
We start with the strongest definition of comonotonicity.
Definition 3.1. The set Γ ⊂ Rd × Rd is said to be s(trongly)-comonotonic if it is .-totally ordered, i.e. if for any
(x1, y1) , (x2, y2) ∈ Γ , either (x1, y1) . (x2, y2), or (x2, y2) . (x1, y1).
Any random vector (X, Y )with s-comonotonic support is called s-comonotonic.
For instance, for d = 2 consider themarginals FX = C+(FX1 , FX2) and FY = C+(FY1 , FY2), for some univariate distributions
FXi , FYi , i = 1, 2. If U v U[0, 1], then the vector((
F−1X1 (U), F
−1
X2
(U)
)
,
(
F−1Y1 (U), F
−1
Y2
(U)
))
is s-comonotonic and has bivariate marginals FX and FY . When d = 1, Definition 3.1 reduces to Definition 2.1.
Since the space Rd is not totally ordered when d > 1, s-comonotonicity imposes heavy constraints on the marginal
distributions FX and FY .
Lemma 3.2. If the set Γ ⊂ Rd × Rd is s-comonotonic, then the sets pii (Γ ) , i = 1, 2 are≤-totally ordered, pi1 and pi2 being the
two natural projections from Rd × Rd to Rd.
Proof. Let x1, x2 be arbitrary vectors in pi1 (Γ ). Then there exists y1, y2 ∈ Rd such that (x1, y1), (x2, y2) ∈ Γ . Since Γ is
.-totally ordered, then either (x1, y1) . (x2, y2) or (x2, y2) . (x1, y1). In the first case we have that x1 ≤ x2; in the second
that x2 ≥ x1. The≤-total order of pi2 (Γ ) is shown analogously. 
From Lemma 3.2 and Theorem 2.2(b), it follows that an s-comonotonic random vector (X, Y ) has multivariate marginals of
the form
FX (x1, . . . , xd) = C+
(
FX1 (x1) , . . . , FXd (xd)
)
, (3.1a)
FY (y1, . . . , yd) = C+
(
FY1 (y1) , . . . , FYd (yd)
)
, (3.1b)
for some univariate distribution functions FX1 , . . . , FXd and FY1 , . . . , FYd .
The following theorem characterizes s-comonotonicity and shows that (X, Y ) is s-comonotonic if and only if the 2d
random variables X1, . . . , Xd, Y1, . . . , Yd are all pairwise comonotonic in the sense of Definition 2.1.
Theorem 3.3. Let X and Y be two random vectors with respective distributions FX and FY of the form (3.1). The following
statements are equivalent:
(a) the random vector (X, Y ) is s-comonotonic;
(b) F(X,Y ) (x1, . . . , xd, y1, . . . , yd) = min(FX (x1, . . . , xd) , FY (y1, . . . , yd)), for all ((x1, . . . , xd), (y1, . . . , yd)) ∈ Rd × Rd;
(c) (X, Y ) dist=
((
F−1X1 (U) , . . . , F
−1
Xd (U)
)
,
(
F−1Y1 (U) , . . . , F
−1
Yd (U)
))
, where U ∼ U[0, 1];
(d) there exist a random variable Z and nondecreasing functions f1, . . . , fd, g1, . . . , gd such that (X, Y )
dist= ((f1 (Z) , . . . , fd(Z)),
(g1(Z), . . . , gd(Z)));
(e) for all i, j ∈ D, Xi and Yi are almost surely nondecreasing functions of Xi + Yj and Xj + Yi, respectively;
Proof. (a)⇒ (b). Assume that the support Γ of (X, Y ) is s-comonotonic and choose an arbitrary (x, y) ∈ Rd × Rd. Define
the sets
A1 := {(u, v) ∈ Γ : u ≤ x} and A2 := {(u, v) ∈ Γ : v ≤ y}.
Note that P [X ≤ x, Y ≤ y] = P [A1 ∩ A2] ≤ min{P [A1] , P [A2]}.
We now prove that
either A1 ⊂ A2 or A2 ⊂ A1. (3.2)
Suppose on the contrary that A1 6⊂ A2 and A2 6⊂ A1. Then it is possible to find (u1, v1) ∈ A1 \ A2, and (u2, v2) ∈ A2 \ A1.
By definition of A1 and A2 we have that u1 ≤ x and v2 ≤ y. Since both A1 and A2 are subsets of the .-totally ordered Γ ,
either (u1, v1) . (u2, v2) or (u2, v2) . (u1, v1). The first alternative is not possible, since v1 ≤ v2 ≤ y would imply that
(u1, v1) ∈ A2. The second is not possible, either, since u2 ≤ u1 ≤ xwould imply that (u2, v2) ∈ A1. Therefore (3.2) holds.
By (3.2), P [A1 ∩ A2] ≥ min{P [A1] , P [A2]}, hence P [X ≤ x, Y ≤ y] = min{P [A1] , P [A2]} from which (b) follows.
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(b)⇒ (c). Assume that U ∼ U[0, 1]. Note that
P
[(
F−1X1 (U) , . . . , F
−1
Xd (U)
)
,
(
F−1Y1 (U) , . . . , F
−1
Yd (U)
)
≤ (x, y)
]
= P
[
F−1X1 (U) ≤ x1, . . . , F−1Xd (U) ≤ xd, F−1Y1 (U) ≤ y1, . . . , F−1Yd (U) ≤ yd
]
= P [U ≤ FX1(x1), . . . ,U ≤ FXd(xd),U ≤ FY1(y1), . . . ,U ≤ FYd(xd)]
= P
[
U ≤ min
i∈D
(
min
{
FXi(xi), FYi(yi)
})]
= min
(
min
i∈D
{
FXi(xi)
}
,min
i∈D
{
FYi(yi)
})
= P [X ≤ x, Y ≤ y] .
(c)⇒ (d). Straightforward.
(d)⇒ (e). If (d) is true, then, for all i, j ∈ D, the random vector (Xi, Yj) is comonotonic. (e) then follows from Theorem 2.2(e).
(e) ⇒ (a). Suppose, on the contrary, that (X, Y ) is not s-comonotonic. Recall that both X and Y have copula C+, hence
they have ≤-totally ordered supports. Therefore, it is possible to find (x1, y1), (x2, y2) ∈ supp(X, Y ) such that x1 ≤ x2
and y2 ≥ y1 with two strict inequalities, say, in the i-th and j-th coordinate, respectively. This implies that (Xi, Yj) is not
comonotonic and, by Theorem 2.2(e), this contradicts (e). 
Note that it is possible for a random vector (X, Y ) to have a distribution as in Theorem 3.3(b) without having marginals
of the form (3.1). This happens in particular cases when the marginal distributions have big jumps (see [25] and references
therein).
Definition 3.1 provides the simplest extension of comonotonicity to the product of multidimensional spaces, but
the concept of dependence that it implies is excessively strong. Indeed, a reasonable requirement for any notion of
comonotonicity is that the vector (X,X) be comonotonic for any choice of the d-variate distribution FX . This does not
happen with s-comonotonicity, unless the copula of FX is the upper Fréchet bound C+. This is unsatisfactory, since we want
to consider comonotonicity as a concept of dependence between two random vectors, and not within them.
Remark 3.4. The following properties hold:
(i) Given a pair of marginals FX , FY there exists an s-comonotonic random vector having thesemarginals if and only if both
FX and FY have copula C+.
(ii) The distribution of this s-comonotonic random vector is unique.
(iii) Only the partial order structure of Rd is needed to define s-comonotonic random vectors. The definition could be given
for random variables with values in any (measurable) partially ordered space.
(iv) Given a random vector X , the vector (X,X) is s-comonotonic only if X has copula C+ (i.e., it is itself comonotonic).
(v) If (X, Y ) is s-comonotonic and FX = FY , then X = Y with probability one.
3.2. pi-comonotonicity
We now consider a weaker concept of comonotonicity according to which the vector (X,X) is always comonotonic. Let
Ai, Bi, i ∈ D be measurable subsets of the real line. Given a set Γ ⊂
(×di=1 Ai)× (×di=1 Bi), for all i ∈ Dwe denote byΠi (Γ )
its projection on the space Ai × Bi.
Definition 3.5. The set Γ ⊂ (×di=1 Ai) × (×di=1 Bi) is said to be pi-comonotonic if, for all i ∈ D, Πi (Γ ) is comonotonic as a
subset of Ai × Bi.
Any random vector (X, Y )with pi-comonotonic support is called pi-comonotonic.
When d = 1, Definition 3.5 is equivalent to Definitions 3.1 and 2.1. When d > 1, an s-comonotonic random vector is also
pi-comonotonic, but not vice versa. Rüschendorf [25, Example 5.1] provides an example of a pi-comonotonic random vector
that is not s-comonotonic. We show a simpler version of this example. Let FX = FY (y1, y2) = C−, and let U ∼ U[0, 1]. Then
the random vector
((U, 1− U), (U, 1− U))
has bivariate marginals FX and FY , and is pi-comonotonic, but not s-comonotonic.
Definition 3.5 imposes some constraints on the marginal distributions FX and FY of a pi-comonotonic random vector
(X, Y ), but they are weaker than the ones imposed by s-comonotonicity.
Lemma 3.6. If the random vector (X, Y ) is pi-comonotonic, then its marginal distribution functions FX and FY have a common
copula.
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Proof. By Sklar’s theorem for any random vector (Z1, . . . , Zd) there exists a random vector (U1, . . . ,Ud) such that, for
all i ∈ D, Ui ∼ U[0, 1] and (Z1, . . . , Zd) dist= (F−1Z1 (U1), . . . , F−1Zd (Ud)). More, if (X1, . . . , Xd)
dist= (F−1X1 (U1), . . . , F−1Xd (Ud)) and
(Y1, . . . , Yd)
dist= (F−1Y1 (U1), . . . , F−1Yd (Ud)), then FX and FY have a common copula.
Assume that the random vector (X, Y ) = ((X1, . . . , Xd) , (Y1, . . . , Yd)) is pi-comonotonic. Then the random vector
(Xi, Yi) := Πi (X, Y ) is comonotonic. By Theorem 2.2(c), for all i ∈ D, there exists Ui ∼ U[0, 1] such that (Xi, Yi) ∼(
F−1Xi (Ui) , F
−1
Yi (Ui)
)
. As a consequence, (X1, . . . , Xd)
dist= (F−1X1 (U1), . . . , F−1Xd (Ud)) and (Y1, . . . , Yd)
dist= (F−1Y1 (U1), . . . , F−1Yd (Ud)),
hence FX and FY have a common copula. 
Lemma 3.6 implies that a pi-comonotonic vector (X, Y ) is forced to have marginals of the form
FX (x1, . . . , xd) = C
(
FX1 (x1) , . . . , FXd (xd)
)
, (3.3a)
FY (y1, . . . , yd) = C
(
FY1 (y1) , . . . , FYd (yd)
)
, (3.3b)
for some univariate distribution functions FX1 , . . . , FXd , FY1 , . . . , FYd , and a copula C . Note also that, if X and Y are s-
comonotonic, then C in (3.3) is the upper Fréchet bound C+.
The following theorem characterizes pi-comonotonicity and shows that (X, Y ) is pi-comonotonic if and only if X and Y
have the same copula and every pair (Xi, Yi) is comonotonic in the sense of Definition 2.1.
Theorem 3.7. Let X and Y be two random vectors with respective distributions FX and FY of the form (3.3). The following
statements are equivalent:
(a) the random vector (X, Y ) is pi-comonotonic;
(b) F(X,Y ) (x, y) = C
(
min
{
FX1 (x1) , FY1 (y1)
}
, . . . ,min
{
FXd (xd) , FYd (yd)
})
, for all (x, y) = ((x1, . . . , xd) , (y1, . . . , yd)) ∈
Rd × Rd;
(c) (X, Y ) dist=
((
F−1X1 (U1) , . . . , F
−1
Xd (Ud)
)
,
(
F−1Y1 (U1) , . . . , F
−1
Yd (Ud)
))
, where U = (U1, . . . ,Ud) is a random vector having
distribution C;
(d) there exists a random vector Z = (Z1, . . . , Zd) and nondecreasing function f1, . . . , fd, g1, . . . , gd such that (X, Y ) dist=
((f1(Z1), . . . , fd(Zd)), (g1(Z1), . . . , gd(Zd)));
(e) for all i ∈ D, Xi and Yi are almost surely nondecreasing functions of Xi + Yi;
Proof. (a)⇒ (b). Assume that the random vector (X, Y ) = ((X1, . . . , Xd) , (Y1, . . . , Yd)) is pi-comonotonic. As noted in the
proof of Lemma 3.6, there exists Ui ∼ U[0, 1] such that (Xi, Yi) dist=
(
F−1Xi (Ui) , F
−1
Yi (Ui)
)
; and this for all i ∈ D. Therefore we
have that
P [X ≤ x, Y ≤ y] = P [×di=1 {Xi ≤ xi, Yi ≤ yi}]
= P
[
×di=1
{
F−1Xi (Ui) ≤ xi, F−1Yi (Ui) ≤ yi
}]
= P [×di=1 {Ui ≤ FXi (xi) ,Ui ≤ FYi (yi)}]
= P [×di=1 {Ui ≤ min {FXi (xi) , FYi (yi)}}]
= C (min {FX1 (x1) , FY1 (y1)} , . . . ,min {FXd (xd) , FYd (yd)}) .
(b)⇒ (c). Already noted in the proof of Lemma 3.6.
(c)⇒ (d). Straightforward.
(d)⇒ (a) Assume (d). Then the support of (X, Y ) is the set
{((f1 (z1) , . . . , fd (zd)) , (g1 (z1) , . . . , gd (zd))) , (z1, . . . , zd) ∈ supp(Z)} ,
which is pi-comonotonic.
(d)⇐⇒ (e). Note that (d) holds if and only if for all i ∈ D the vector (Xi, Yi) is comonotonic. The equivalence then follows
from Theorem 2.2(e). 
Corollary 3.8. Let (3.1) hold. Then (X, Y ) is pi-comonotonic if and only if it is s-comonotonic.
Even if weaker than s-comonotonicity, Definition 3.5 can be applied only to vectors having marginals with the same
dependence structure. Therefore, we need to weaken the definition of comonotonicity even further.
Remark 3.9. The following properties hold:
(i) Given a pair of marginals FX , FY , there exists a pi-comonotonic random vector having thesemarginals if and only if both
FX and FY have the same copula.
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Fig. 1. The support of a w-comonotonic vector which is not pi-comonotonic. The segment AB on the left is mapped into the segment AB on the right.
Similarly for segment CD.
(ii) The distribution of this pi-comonotonic random vector is unique.
(iii) Only the fact that Rd is a product of totally ordered spaces is needed to define pi-comonotonic random vectors. The
definition could be given for random variables with values in any (measurable) product of totally ordered spaces.
(iv) Given a random vector X , the vector (X,X) is pi-comonotonic.
(v) If (X, Y ) is pi-comonotonic and FX = FY , then X = Y with probability one.
3.3. w-comonotonicity
In this section we show that any attempt at defining a multivariate concept of comonotonicity based on the component-
wise ordering of random vectors leads to unsatisfactory results.
Definition 3.10. The set Γ ⊂ Rd × Rd is said to be w(eakly)-comonotonic if
x1 ≤ x2 ⇐⇒ y1 ≤ y2, for any (x1, y1) , (x2, y2) ∈ Γ . (3.4)
Any random vector (X, Y )with w-comonotonic support is called w-comonotonic.
The vector (X, Y ) is w-comonotonic if and only if for every nondecreasing function f : Rd → R the vector (f (X), f (Y ))
is comonotonic in the sense of Definition 2.1.
When d = 1, Definition 3.10 is equivalent to Definitions 2.1, 3.1 and 3.5. When d > 1, a pi-comonotonic vector is also
w-comonotonic, but not vice versa, as Example 3.11 shows.
Example 3.11. Assume that the distribution of X := (X1, X2) is a nonsymmetric copula C on [0, 1]2, and define the linear
transformation T : [0, 1]2 → [0, 1]2 as T (x1, x2) := (x2, x1). By Definition 3.10 the vector (X, T (X)) is w-comonotonic.
Denoting by CT the distribution of T (X), we have
CT (u1, u2) = P [T1(X1, X2) ≤ u1, T2(X1, X2) ≤ u2]
= P [X2 ≤ u1, X1 ≤ u2]
= C(u2, u1).
Since C is nonsymmetric, C 6= CT , hence (X, T (X)) is not pi-comonotonic (see Fig. 1).
Definition 3.10 includes the minimal intuitive requirement for a comonotonic random vector: high values for the first
component gowith high values for the other,whenever the two components are comparable. Nevertheless, this requirement
still does not guarantee the existence of a w-comonotonic vector for an arbitrary choice of the multivariate marginals. For
instance, if we assume that the first marginal FX of a w-comonotonic vector (X, Y ) has copula C+, then the second marginal
FY must have copula C+, too.
Moreover, unlike the other definitions of s- and pi-comonotonicity given above, Definition 3.10 does not assure
uniqueness of the law of a w-comonotonic random vector having fixed multivariate marginals. The following example
illustrates this crucial drawback.
Example 3.12. Let d = 2 and FX = FY = C−. The random vector (X,X) is w-comonotonic, but it is not the only one with
FX and FY as marginals. In fact, the vector (X, 1− X), where 1 := (1, 1), is w-comonotonic too (see Fig. 2). The fact is a
consequence of the weak constraint imposed by the definition. Since no pair of points in supp(C−) is≤-comparable, every
random vector having these fixed marginals is w-comonotonic.
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Fig. 2. The support of two w-comonotonic vectors having the same marginals. In each case a point αA + (1 − αB) on the left is mapped to the point
αA′ + (1− αB′) on the right.
In fact, all attempts to define a concept of comonotonicity based on the component-wise ordering of a support are doomed
to fail. It is not possible to define a reasonable concept of comonotonicity based on (3.4) in any partially ordered space, as
the following impossibility theorem shows.
Theorem 3.13. Suppose that (X,≤X) and
(
Y,≤Y
)
are two partially ordered spaces containing at least two distinct points. If
for any Υ1 ⊂ X,Υ2 ⊂ Y it is possible to define a w-comonotonic set Γ ⊂ X × Y having Υ1 and Υ2 as its projections, then at
least one of the following statement is true:
(a) (X,≤X) and
(
Y,≤Y
)
are totally ordered spaces;
(b) any set Γ ⊂ X× Y is w-comonotonic.
Proof. Assume that it is possible to find in one of the two spaces, sayX, twopoints x1, x2with x1≤X x2 and in the other space
Y two distinct points y1, y2 such that neither y1 ≤ y2 nor y2 ≤ y1 holds. Choose thenΥ1 := {x1, x2} andΥ2 := {y1, y2}. Note
thatΥ1 is a totally ordered subset ofX, while nopairs of vectors are≤Y-comparable inΥ2. By definition ofw-comonotonicity,
it is not possible to find a w-comonotonic set Γ inX× Y with projections Υ1 and Υ2.
Our initial assumption was then absurd, implying that either both spaces are totally ordered (hence (a) holds) or no pairs
of vectors can be ordered in both of them. In this latter case, Definition 3.10 is always satisfied for any Υ1 ⊂ X and Υ2 ⊂ Y
and then any set Γ ∈ X× Y is w-comonotonic, i.e., (b) holds. 
Translated in the language of probability, Theorem 3.13 states that every concept of comonotonicity including the
requirement (3.4) on a partially ordered space, has to drop either the existence of a comonotonic vector for some choice
of the marginals, or the uniqueness of its law.
A satisfactory concept of comonotonicity for univariate marginals is possible because R is totally ordered.
Remark 3.14. The following properties hold:
(i) Given a pair of marginals FX , FY the existence of a w-comonotonic random vector having these marginals is not always
assured.
(ii) In general, the distribution of a w-comonotonic random vector with fixed marginals is not unique.
(iii) Only the partial order structure ofRd is needed to define w-comonotonic random vectors. The definition could be given
for random variables with values in any (measurable) partially ordered space.
(iv) Given a random vector X , the vector (X,X) is w-comonotonic.
(v) If (X, Y ) is w-comonotonic and FX = FY , then X is not necessarily equal to Y with probability one.
4. Variational multivariate comonotonicity
The concepts of s-comonotonicity and w-comonotonicity are based only on the partial order structure ofRd, whereas pi-
comonotonicity involves also its product space structure. In this section wewill study different concepts of comonotonicity,
that use the inner product and are based on the maximization of some correlation.
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4.1. c-comonotonicity
The reader is referred to [45] for an extensive bibliography and a thorough treatment of the results used in this section.
Definition 4.1. The set Γ ⊂ Rd × Rd is said to bemonotonic if for any (x0, y0), (x1, y1) ∈ Γ ,
〈(x1 − x0), (y0 − y1)〉 ≤ 0. (4.1)
The set Γ ⊂ Rd × Rd is said to be cyclically monotonic if for anym > 1 and (xi, yi) ∈ Γ , i = 1, . . . ,m, xm+1 := x1,
m∑
i=1
〈(xi+1 − xi), yi〉 ≤ 0. (4.2)
A multivalued mapping is called (cyclically) monotonic if its graph is (cyclically) monotonic. A maximal (cyclically)
monotonic mapping is one whose graph is not properly contained in the graph of any other (cyclically) monotonic mapping.
A cyclically monotonic mapping is monotonic. The converse implication holds for d = 1. Monotonic operators have been
studied by Zarantonello [46,47], Minty [48] and Brézis [49].
Definition 4.2. Any random vector (X, Y )with cyclically monotonic support is called c-monotonic.
Theorem 4.3. If a vector (X, Y ) with marginal distributions FX and FY is c-comonotonic, then
E [〈X, Y 〉] = sup {E [〈X˜, Y˜ 〉] : X˜ ∼ FX , Y˜ ∼ FY} . (4.3)
Vice versa, if the supremum in (4.3) is finite, then (X, Y ) is c-comonotonic.
Theorem 4.3 has been proved by different authors, see, e.g., [50, Theorem 1(b)] and [37, Theorem 2.3 and Corollary 2.4]. A
related, but different problemhas been studied by Rüschendorf [51] Beiglböck et al. [52] and Schachermayer and Teichmann
[53]. The concept of c-comonotonicity is strictly related to the concept of cyclical monotonicity studied by Rockafellar [28].
The definition of c-comonotonicity includes the concepts of s- and pi-comonotonicity as particular cases, whenever the
marginals satisfy the appropriate constraints.
Lemma 4.4. A pi-comonotonic random vector is c-comonotonic.
Proof. Assume that (X, Y ) is pi-comonotonic. Choose an integer m > 2 and arbitrary vectors (xi, yi) ∈ supp(X, Y ),
i ∈ {1, . . . ,m}, xm+1 := x1 and denote by xj the j-th component of the vector x. We have that
m∑
i=1
〈(xi+1 − xi), yi〉 =
m∑
i=1
d∑
j=1
(
xji+1 − xji
)
yji =
d∑
j=1
m∑
i=1
(
xji+1 − xji
)
yji ≤ 0,
where the last inequality follows by noting that if (X, Y ) is pi-comonotonic, then for all j ∈ D the random vector (Xj, Yj) is
comonotonic, i.e. has a cyclically monotonic support in R× R. 
A c-comonotonic vector which is neither pi-comonotonic nor w-comonotonic can be found in Example 4.10. Moreover,
thew-comonotonic vector (X, 1−X) in Example 3.12 is not c-comonotonic. To prove this latter point, it is sufficient to verify
that the vectors (x1, y1) = ((0, 1), (1, 0)) and (x2, y2) = ((1, 0), (0, 1)) in supp((X, 1 − X)) do not satisfy condition (4.2)
form = 2. This shows that the concept of c-comonotonicity is not based on the component-wise ordering of the coordinates
in Rd.
Contrary to the definitions of s-, pi- and w-comonotonic vectors, (4.2) does not impose any constraint on the marginal
distributions of a c-comonotonic vector, as the following well-known result shows.
Theorem 4.5. Let FX and FY be any two distributions on Rd.
(a) There exists a c-comonotonic random vector (X, Y ) having marginals FX and FY .
(b) If the measure induced by either FX or FY vanishes on all Borel subsets of Hausdorff dimension d− 1, then all c-comonotonic
random vectors have the same law.
Theorem 4.5(a) and (b) are a suitable rewriting of [38, Theorem 6 and Corollary 14, respectively]. This paper is mainly based
on a fundamental result contained in [35, Theorems 1.1 and 1.2]. If the condition in (b) is violated, then several couplings
can give rise to a c-comonotonic vector. For instance, let U, V ∼ U[0, 1], and consider the random vectors X = (U, 1− U)
and Y = (V , V ). It is not difficult to see that for every possible coupling the vector (X, Y ) is always c-comonotonic. To prove
this take (x1, y1), . . . , (xm, ym) in the support of (X, Y ), with xi = (xi, 1− xi) and yi = (yi, yi). Then
m∑
i=1
〈(xi+1 − xi), yi〉 =
m∑
i=1
[(xi+1 − xi)yi + (1− xi+1 − 1+ xi)yi] = 0.
A different counterexample is provided by McCann [38, Remark 5].
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It is well known that the class of all 2d-variate distribution functions having the fixed d-variate marginals FX and FY
contains the independence distribution (see [54, Proposition A]). Theorem 4.5 states that this class always contains also a
distribution that corresponds to a c-comonotonic vector.
A function f : Rd →]−∞,+∞] is said to be lower semicontinuous if {x ∈ Rd : f (x) ≤ t} is closed inRd for every t ∈ R.
Denote by C the class of lower semicontinuous, convex functions for which {x ∈ Rd : f (x) < +∞} 6= ∅. Given f ∈ C, the
subdifferential of f in x is the multivalued mapping defined by
∂ f (x) = {y ∈ Rd : f (z)− f (x) ≥ 〈(z − x), y〉, z ∈ Rd} .
Note that, when ∂ f (x) is a singleton, it reduces to the gradient of f , i.e. ∂ f (x) = {∇f (x)}.
For functions fromR toR there exists a strict connection between convexity andmonotonicity. A differentiable function is
convex if andonly if its derivative is nondecreasing.More generally a function is convex if its subdifferential is nondecreasing.
The following result due to Rockafellar [55,56, Theorems A and B] provides a similar characterization for convex functions
on Rd.
Theorem 4.6. If f : Rd → Rd is a lower semicontinuous convex function, then ∂ f is a maximal monotonic operator from Rd to
Rd.
Let T : Rd → Rd be a multivalued mapping. In order that there exist a lower semicontinuous convex function f : Rd → Rd
such that T = ∂ f , it is necessary and sufficient that T be a maximal cyclically monotonic operator.
As a consequence of Theorem 4.6, we obtain the following characterization of c-comonotonicity.
Theorem 4.7. The following conditions are equivalent:
(a) The vector (X, Y ) is c-comonotonic,
(b) Y ∈ ∂ f (X) a.s. for some f ∈ C,
(c) X ∈ ∂g(Y ) a.s. for some g ∈ C.
Proof. Let (X, Y ) be c-comonotonic. By definition (4.2) this happens if and only if its supportΓ is cyclicallymonotonic. Using
a result in [55, page 501] or [28, page 27] we can actually assume that Γ is maximal cyclically monotonic. The multivalued
mapping T defined as T (y) = {y : (x, y) ∈ Γ } is therefore maximally cyclically monotonic. The equivalence between (a)
and (b) hence follows by Theorem 4.6 since for T to be maximally cyclically monotonic it is necessary and sufficient that
there exist a lower semicontinuous function f such that T ∈ ∂ f (x). i.e. Y ∈ ∂ f (X) a.s. In the previous proof, the random
vectors X and Y can be interchanged to prove the equivalence between (a) and (c). 
Notice that in Theorem 4.7 the function g can be taken as f ∗, the Legendre transform of f . When the function f is almost
everywhere differentiable, Theorem 4.7(b) gives the representation (X, T (X))with T = ∇f almost everywhere.
Remark 4.8. Theorem 4.7 shows a strong analogy with the univariate case. We show now that the analogy cannot be taken
any further.
If the vector (X, Y ) is c-comonotonic, then
X ∈ ∂ f1(Z) a.s., and Y ∈ ∂ f2(Z) a.s. (4.4)
for some f1, f2 ∈ C and some random vector Z . As Guillaume Carlier and an anonymous referee kindly pointed out to us, the
converse does not hold. To show this, take d = 2, Z ∼ N (0, I2) a standard normal random vector. Define
Σ1 =
[
1 a
a 2
]
, Σ2 =
[
1 a
a 1
]
,
with 0 < a < 1. Since the matricesΣ1 andΣ2 are symmetric positive definite, we have that
f1(x) = 12x
TΣ−11 x and f2(x) =
1
2
xTΣ2x
are both differentiable convex functions with
∇f1(x) = Σ−11 x and ∇f2(x) = Σ2x.
If we define
X = ∇f1(Z) and Y = ∇f2(Z),
then (4.4) holds (since the functions f1, f2 are differentiable their subdifferential is restricted to their gradient). On the other
hand Z = Σ1X , so Y = Σ2Σ1X , and
Σ2Σ1 =
[
1+ a2 3a
2a 2+ a2
]
,
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which is not symmetric, soΣ2Σ1X cannot be the gradient of a function. Therefore (b) of Theorem 4.7 cannot hold. This is a
very striking departure from the univariate setting, where, by Theorem2.2, comonotonicity of (X, Y ) is equivalent to the fact
that X and Y are nondecreasing functions of a common random variable Z . Moreover this implies that, unlike what happens
in dimension 1, it is not easy to define a c-comonotonic family of more than two random vectors.
Corollary 4.9. The vector (X,X) is always c-comonotonic.
Proof. Choose f (x) = ||x||2/2. Hence f is convex with ∂ f = {Id}, and the conditions of Theorem 4.7(b) are satisfied. 
Cuesta-Albertos et al. [36, Proposition 3.17] consider the following example of c-comonotonic vector, which, in our
notation, is neither pi-comonotonic nor w-comonotonic.
Example 4.10. Let X = (X1, X2) be a bivariate random vector having continuous marginal distributions FX1 , FX2 and copula
C(u1, u2) = u1u2. The univariate marginals of X are therefore assumed to be independent. Now choose the operator
T : R2 → R2, defined as
T (x1, x2) =
(
ex1
ex1 + ex2 ,
ex2
ex1 + ex2
)
.
Since T is the gradient of the convex function f : R2 → R, f (x1, x2) = ln(ex1 + ex2), the vector (X, T (X)) is c-comonotonic.
Note that the support of T (X) is included in the decreasing curve {(t, 1 − t), t ∈ [0, 1]} in R2. By Theorem 2.5.5 in [21],
the copula of T (X) is C− and therefore the vector (X, T (X)) cannot be pi-comonotonic. Moreover, (X, T (X)) is not w-
comonotonic, since no pair of vectors in supp(T (X)) is≤-comparable while there exist such pairs in supp(X).
Theorem 4.7 gives an extension only of point (d) of Theorem 2.2. In general, it seems very difficult to find the law of a
c-comonotonic vector (point (b) of Theorem 2.2), or the explicit form of the implied d-dimensional rearrangement (point
(c)). The following theorem provides the extension of point (e) of Theorem 2.2.
Theorem 4.11. If (X, Y ) is c-comonotonic, then both (X,X + Y ) and (Y ,X + Y ) are c-comonotonic.
Proof. We show that the support of (X,X + Y ) is cyclically monotonic (the proof for (Y ,X + Y ) is analogous). Choose an
integerm > 2 and arbitrary vectors (xi, xi+ yi) ∈ supp(X,X + Y ), i = 1, . . . ,m, xm+1 := x1. Since the set supp(X,X) (see
Corollary 4.9) and supp(X, Y ) (by assumption) are c-comonotonic, we have that
m∑
i=1
〈(xi+1 − xi), xi + yi〉 =
m∑
i=1
〈(xi+1 − xi), xi〉 +
m∑
i=1
〈(xi+1 − xi), yi〉 ≤ 0,
i.e. (X,X + Y ) is c-comonotonic. 
Using the concept of cyclical monotonicity, it is easy to show that the converse of Theorem 4.11 holds when d = 1,
coherently with point (e) in Theorem 2.2. Unfortunately, this is no more true when d > 1, as the next counterexample
shows.
Example 4.12. Let (X, Y ) inR2×R2 be the randomvector uniformly distributed on the two points (x1, y1) = ((0, 1), (2, 1))
and (x2, y2) = ((1, 0), (0, 0)). The vector (X + Y ) on R2 is then uniformly distributed on the two points z1 = (2, 2) and
z2 = (1, 0). To prove that (X,X + Y ) is c-comonotonic, it is sufficient to note that
〈(x2 − x1), z1〉 + 〈(x1 − x2), z2〉 = 〈(1,−1), (2, 2)〉 + 〈(−1, 1), (1, 0)〉 = −1 ≤ 0.
Analogously, we have
〈(y2 − y1), z1〉 + 〈(y1 − y2), z2〉 = 〈(−2, 1), (2, 2)〉 + 〈(2, 1), (1, 0)〉 = −4 ≤ 0,
hence also (Y ,X + Y ) is c-comonotonic. For (X, Y ), we find
〈(x2 − x1), y1〉 + 〈(x1 − x2), y2〉 = 〈(1,−1), (2, 1)〉 + 〈(−1, 1), (0, 0)〉 = 1 > 0,
hence (X, Y ) is not c-comonotonic.
Even if in general c-comonotonic vectors are not unique, in the special case of equal marginals uniqueness holds.
Proposition 4.13. If (X, Y ) is c-comonotonic and FX = FY , then X = Y with probability one.
Proof. Note that |X − Y |2 = |X |2 + |Y |2 − 2〈X, Y 〉. Therefore, if (X, Y ) is c-comonotonic and FX = FY , by (4.3) we have
0 ≤ E [|X − Y |2] = inf {E [∣∣X˜ − Y˜ ∣∣2] : X˜ ∼ FX , Y˜ ∼ FX} = E [|X − X |2] = 0, (4.5)
from which we conclude that E
[|X − Y |2] = 0, i.e. X = Y with probability one. 
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Remark 4.14. The following properties hold:
(i) Given a pair of marginals FX , FY there exists a c-comonotonic random vector having these marginals.
(ii) The distribution of a c-comonotonic random vector with fixed marginals is unique if at least one of the marginals is
continuous.
(iii) The concept of inner product is necessary to define c-comonotonic random vectors. The definition could be given for
random variables with values in any Hilbert space.
(iv) Given a random vector X , the vector (X,X) is c-comonotonic.
(v) If (X, Y ) is c-comonotonic and FX = FY , then X = Y with probability one.
4.2. µ-comonotonicity
Galichon and Henry [16] and Ekeland et al. [17] have recently proposed a variational concept of multivariate
comonotonicity, called µ-comonotonicity whose main advantage is the possibility to define a family of (more than two)
µ-comonotonic vectors, which the notion of c-comonotonicity does not allow, as shown in Remark 4.8.
In this subsection, for the sake of simplicity, we identify a probability measure on
(
Rd, Bor(Rd)
)
with its distribution
function.
Definition 4.15. Let µ be a probability measure on Rd that vanishes on Borel subsets of Hausdorff dimension d − 1. The
vector (X, Y ) ∈ L∞ is called µ-comonotonic if for some random vector V distributed according to µwe have
V ∈ argmax
V˜
{
E[〈X, V˜ 〉], V˜ ∼ µ
}
, (4.6a)
V ∈ argmax
V˜
{
E[〈Y , V˜ 〉], V˜ ∼ µ
}
. (4.6b)
Note that X and Y areµ-comonotonic if and only if there is a vector V ∼ µ such that (X,V ) is c-comonotonic and (Y ,V )
is c-comonotonic. The vector (X, Y ) isµ-comonotonic if there exists a random vector Z ∼ µ and two lower semicontinuous
convex functions f and g such that X = ∇f (Z) and Y = ∇g(Z) almost surely. This idea is related to the concept of pseudo-
Wasserstein distance induced by µ, elaborated by Ambrosio et al. [57, Section 3].
This definition generalizes the univariate definition of comonotonicity since when d = 1 a vector (X, Y ) is comonotonic
if and only if there exists a random variable Z∗ having a nonatomic distribution µ such that
Z∗ ∈ argmax
Z
{E[ZX], Z ∼ µ} ,
Z∗ ∈ argmax
Z
{E[ZY ], Z ∼ µ} ,
which happens if and only if there exists a random variable U∗ ∼ U[0, 1] such that
U∗ ∈ argmax
U
{E[UX],U ∼ U[0, 1]} ,
U∗ ∈ argmax
U
{E[UY ],U ∼ U[0, 1]} .
The main difference between the univariate and the multivariate case is that for d = 1 the choice of µ is irrelevant (for
instance it can always be chosen to be uniform), for d > 1 it is not.
Proposition 4.16. Let (X, Y ) be c-comonotonic with marginal distributions vanishing on Borel subsets of Hausdorff dimension
d− 1. Then (X, Y ) is µ-comonotonic when µ is either the law of X or the law of Y .
Proof. Assume that (X, Y ) is c-comonotonic with Y ∼ µ. From (4.3), we have that
E [〈X, Y 〉] = sup {E [〈X˜, V˜ 〉] : X˜ ∼ FX , V˜ ∼ µ} ≥ sup {E [〈X, V˜ 〉] : V˜ ∼ µ} ,
i.e. Y ∈ argmaxV˜
{
E[〈X, V˜ 〉], V˜ ∼ µ
}
, which is (4.6a). Condition (4.6b) follows analogously from the fact that (Y , Y ) is
always c-comonotonic (see Corollary 4.9). 
Finally note that the two vectors X = ∇f1(Z) and Y = ∇f2(Z), defined in Remark 4.8 are µ-comonotonic when µ is the
law of Z , but, as shown within the same remark, they are not c-comonotonic (Table 4.1).
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Table 4.1
Relationships between multivariate comonotonic concepts. Converse implications do not hold.
5. Final remarks
Themainmessage of our paper is that, contrary to the case d = 1, there does not exist a unique notion of comonotonicity
on the product space Rd × Rd when d > 1.
A comonotonic pair (X, Y ) of univariate random variables enjoys several properties, such as existence and uniqueness
(in law) for given marginals. Most importantly, comonotonic random variables can be characterized as increasing functions
of a common random factor.
Unfortunately, some of the above properties have to be dropped when extending comonotonicity to a pair (X, Y ) of
random vectors. Especially in statistics and economics, the concept of comonotonicity was first inspired by the search
for the random variables with fixed distributions which maximize their correlation. Following this idea, we regard c-
comonotonicity as the most relevant extension of comonotonicity to the product of multivariate spaces. C-comonotonicity
preserves existence for givenmarginals and uniqueness (for continuousmarginals), andmaximizes correlation between the
components of a c-comonotonic vector. On the other hand, c-comonotonicity is a non-trivial geometrical property, difficult
to detect and characterize, and not extendible to more than two vectors.
It is relevant that the idea of a c-comonotonic support is derived and hence strictly linked to the theory of optimal mass
transportations and some classes of the so-called Monge–Kantorovich problems; see [50]. This opens the way to a swarm
of potential applications.
In the economics of finance and insurance, for instance, comonotonicity plays a relevant role in the stochastic comparison
of risks. Indeed, modern risk management typically deals with a financial position ψ(X1, . . . , Xn), where the random
variables Xi represent the loss amounts for the i-th type of risk, and ψ is a real-valued risk measure to be interpreted
as the regulatory capital needed to hold the risky positions over a fixed period. The knowledge of the worst-possible
case for E[ψ(X1, . . . , Xn)] and the stochastic comparison of two different risk portfolios (X1, . . . , Xn) and (Y1, . . . , Yn) are
natural problems arising within this context. Both are linked to (2.3) when ψ is supermodular. The extension to a financial
position ψ(X1, . . . ,Xn), each Xi now representing a vector of losses for different lines or policies within the risk i, may lead
analogously to (4.3) for some class of functionalsψ . The study and the comparison of multivariate positionsψ(X1, . . . ,Xn)
seems still to be in its infancy, even for what appears to be the only handable case, i.e. n = 2. Papers in this direction are
[25,58,16,17].
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