Large deviations for random dynamical systems and applications to hidden Markov models  by Hu, Shulan & Wu, Liming
Stochastic Processes and their Applications 121 (2011) 61–90
www.elsevier.com/locate/spa
Large deviations for random dynamical systems and
applications to hidden Markov models
Shulan Hua, Liming Wub,c,∗
a Department of Statistics, Zhongnan University of Economics and Law, 430073 Hubei, China
b Laboratoire de Mathe´matiques Applique´es, CNRS-UMR 6620, Universite´ Blaise Pascal, 63177 Aubie`re, France
c Institute of Applied Mathematics, Chinese Academy of Sciences, 100190 Beijing, China
Received 15 September 2008; received in revised form 4 April 2010; accepted 18 July 2010
Available online 24 July 2010
Abstract
In this paper, we prove the large deviation principle (LDP) for the occupation measures of not necessarily
irreducible random dynamical systems driven by Markov processes. The LDP for not necessarily irreducible
dynamical systems driven by i.i.d. sequence is derived. As a further application we establish the LDP for
extended hidden Markov models, filling a gap in the literature, and obtain large deviation estimations for
the log-likelihood process and maximum likelihood estimator of hidden Markov models.
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1. Introduction
1.1. Object and objective
The object of this paper is a random dynamical system driven by a Markov process, given by
Yn+1 = f (Xn, Yn), n ≥ 0 (1.1)
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where (Xn)n≥0 is a time homogeneous Markov chain valued in some Polish space X , with
transition kernel P(x, dy), and Yn are valued in another Polish space Y , and f : X × Y → Y
is a continuous mapping. The couple (Zn := (Xn, Yn))n≥0 constitutes a Markov chain. The
main objective of this paper is to investigate the large deviation principle (LDP in short) of the
occupation (or empirical) measures of Y = (Yn)n≥0 and of Z = (Zn := (Xn, Yn))n≥0:
LYn :=
1
n
n−
k=1
δYk , L
Z
n :=
1
n
n−
k=1
δZk (δ· denotes the Dirac measure at point · ).
As LYn is the marginal distribution of the coordinate y under the (random) probability measure
L Zn on Z := X × Y , we have only to study the LDP of L Zn .
This may be regarded as an object of the large deviations theory for Markov processes
opened by the pioneering works [12–14] of Donsker–Varadhan. In the original theory of
Donsker–Varadhan, it is assumed that the transition kernel Π of Z = (Zn) is very regular, with
assumptions such as the absolute continuity, positivity and strong continuity condition (those
are stronger than the strong Feller property and the irreducibility). Their assumption for the key
lower bound was weakened to the irreducibility in a long series of works: [30,6,7,20,8] etc.;
see the textbooks of Deuschel–Stroock [11], Dembo–Zeitouni [10], and Dupuis–Ellis [15] for
extensive literature. For some recent developments on large deviations in the irreducible case,
the reader can consult Kontoyianis and Meyn [21], Meyn [27], Wu [36] etc.
Recall that a kernel Π on Z is (measurably) irreducible, if there is some probability measure
ν on Z (called irreducible measure) such that
ν(·)≪
∞−
n=0
2−n−1Π n(z, ·), for every z ∈ Z. (1.2)
Unfortunately the random dynamical system Zn is in general not irreducible, as seen for the
elementary
Example 1.1. Yn+1 = (Xn + Yn)/2, where (Xn) is a sequence of i.i.d. r.v. of Bernoulli with
P(Xn = 1) = P(Xn = 0) = 1/2. (Yn)n≥0 is a Markov chain valued in [0, 1], topologically
irreducible and the Lebesgue measure is its unique invariant probability measure. But (Yn)n≥0 is
not irreducible: indeed starting from a rational (resp. irrational) number y0 (resp. y1), Yn, n ≥ 1
remain to be rational (resp. irrational) numbers, contrary to the request of the irreducibility
condition (1.2).
One important open question in the theory of large deviations of Markov processes is how to
get rid of the irreducibility condition above.
This was carried out for the LDP w.r.t. the τ -topology (which is however much stronger
than the weak convergence; cf. [11]) by the second named author [34]. He showed that given
an invariant and ergodic probability measure µ, the local LDP w.r.t. the τ -topology holds
always for initial measure β ≪ µ and the rate function is not exactly Donsker–Varadhan’s
entropy but some well-modified version; and the corresponding good LDP holds true under the
uniform integrability condition there [34, Theorem 5.1]. However the latter uniform integrability
condition is in general not satisfied by the random dynamical systems.
A very deep result, due to Orey and Pelikan [31], says that for Anosov diffeomorphism
θ on a connected compact Riemannian manifold, under the Bowen–Ruelle–Sinai measure m,
m

1
n
∑n
k=1 δθk x ∈ ·

satisfies the LDP w.r.t. the weak convergence topology. As Xn(x) := θn x
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constitutes a Feller–Markov process, not irreducible, their result may be regarded as an important
positive example to the above open question (but the rate function in the actual deterministic case
is completely different from Donsker–Varadhan’s entropy). Note that the corresponding LDP
w.r.t. the τ -topology fails.
In other words the τ -topology is too strong for the eventual LDP of L Zn , if (Zn) is not
irreducible. That motivates us to pose more precisely the question above as
Open question: For non-irreducible but topologically irreducible Feller–Markov processes
(Zn)n≥0, find sufficient conditions for the LDP of L Zn w.r.t. the weak convergence topology.
Here Π is said to be topologically irreducible, if for every non-empty open subset O of
Z,∑∞n=0 2−n−1Π n(z, O) > 0 for all z ∈ Z . To the best of our knowledge, there is no general
result on this open question.
The purpose of this paper is to prove the LDP of L Zn for the random dynamical systems
(1.1) driven by Markov processes under fairly general conditions, providing some new positive
examples to the open question above.
1.2. Three examples
Besides Example 1.1, we present three more examples which motivate our study. We begin
with
Example 1.2 (Non-Linear Auto-Regression Model). Let (Xn) be a sequence of i.i.d. r.v. valued
in Rd and Yn+1 = h(Yn) + Xn . When the law of the noise Xn is not absolutely continuous, the
Markov chain (Yn) is in general not irreducible, for which the LDP of LYn is unknown, even in
the linear case that h(y) = Ay (A being a d × d matrix), i.e., the ARMA model.
Example 1.3 (HMM, Taken from [25,23]). A hidden Markov model (HMM in short) is a
discrete-time stochastic process {Xn = (Xhn , X en)n≥0, (Pθ )θ∈Θ }, where the unknown parameter
θ varies in some subset Θ of Rd , such that
(i) under Pθ , (Xhn )n≥0 is a non-observed Markov chain valued in some finite set E = {1, . . . , N }
(here the letter h means hidden), with transition probability matrix Qθ = (qθ (i, j))i, j∈E and
(ii) given (Xhk )k≥0, {X ek, k ≥ 0} is a sequence of random signals emitted by the hidden states
(Xhk )k≥0—conditionally independent random variables valued in some Polish space S with
the conditional distribution of X en depending on {Xhk } only through Xhn , more precisely there
is a probability kernel bθ (i, ds) on E × B(S) (representing the distribution of signal emitted
by the hidden state i ∈ E) such that
Pθ

X ek ∈ dsk, k = 0, . . . , n|Xhk = ik, k = 0, . . . , n

=
n∏
k=0
bθ (ik, dsk).
The name HMM is motivated by the assumption that Xhk is not observed, so that statistical
inference and so on has to be based on X ek alone. The HMMs are now an important and
widely used probabilistic model in biological sequential analysis, information theory, speech
recognition, economics etc.; cf. [26,32]. The main difficulty comes from the fact that the log-
likelihood function of the observation xe[0,n] := (xe0, . . . , xen) of X e[0,n] is not additive in (xek ), so
that usual statistical techniques for i.i.d. or Markov processes, as developed in textbooks [5,19],
cannot be applied directly.
An ingenious idea (already well developed; cf. [25,2,3,23,16,17] etc.) for overcoming the
difficulty mentioned above is the introduction of the so-called extended HMM, i.e., to consider
64 S. Hu, L. Wu / Stochastic Processes and their Applications 121 (2011) 61–90
the triplet (Xhn , X
e
n, Yn), where Yn = (pθn)θ∈Θ and pθn is the conditional law of Xhn knowing
X e[0,n−1] under Pθ (called prediction filter). By Baum’s equation p
θ
n+1 = fθ (X en, pθn) where fθ
is given by Baum’s forward equation (4.1). For Yn = (pθn)θ∈Θ , we see that Yn is valued in
Y := M1(E)Θ or C(Θ, M1(E)) under some continuity condition, and
Yn+1 = f (Xn, Yn), f ((i, s), y) := ( fθ (s, pθ ))θ∈Θ ,
for all y = (pθ ) ∈ M1(E)Θ , (i, s) ∈ X := E × S. In other words the HMMs enter into the
framework of the random dynamical systems (1.1).
The good news now is that the log-likelihood function of the observation xe[0,n] becomes
additive in (xek , yk)0≤k≤n . But new difficulties arise: whether (X en, Yn) has enough mixing
properties for the studied statistical inference question? As pθn+1 = fθ (xen, pθn) is a deterministic
function of (xen, yn) (Baum’s forward equation) in the form of a matrix, this last question becomes
particularly striking for (xen, yn) is not mixing in the sense of the classical theory about weak
dependence, such as α, ρ, φ,ψ mixing etc.
All difficulties in the above strategy are successfully overcome for the central limit theorem
of the maximum likelihood estimator (MLE in short); see [25,2,3] (we apologize for inevitable
omissions), for the moderate deviations and Bahadur’s efficiency, see [16,17]. For the exponen-
tial forgetting properties of pθn which is the key to many problems and important in its own issue,
the reader is referred to [1,22,9] etc. In those works the models are often more general than ours.
The following is a concrete but widely used example.
Example 1.4 (Observation with Gaussian Noise of HMM). Let Xhn be as above and let
X en = h(θ, Xhn )+ Wn, n ≥ 0
where (Wn)n≥0 is a sequence of i.i.d. r.v. valued in Rd of law N (0,Γ ), independent of (Xhk )k≥0,
where the covariance matrix Γ is known and non-degenerate.
The original purpose of this work was the large deviations of the MLE for HMMs. As
in the known works on large deviations of the MLE ([29] in i.i.d. case, [28] for Markov
processes), the starting point is the LDP of the empirical measure 1n
∑n
k=1 δ(Xhk ,Xek ,(pθk )θ∈Θ ). This
last LDP is also a cornerstone for the work of Gassiat and Boucheron [18] in information theory.
Since (Xhn , X
e
n, Yn) does not verify the irreducibility assumption (see the example presented in
Section 4) in the classical theory of large deviations [15], its LDP should be re-worked.
The main objective of this paper is to establish the LDP for general random dynamical systems
driven by Markov processes, covering (at least) the four examples above.
1.3. Organization
This paper is organized as follows. In the next section we state the main results for general
random dynamical systems (1.1): LDP for L Zn and for L
Z
n (g) = 1n
∑n
k=1 g(Zk) where g : Z →
B is continuous and unbounded, B is a separable Banach space. Their proofs are postponed to the
last section for the continuity of presentation. Section 3 is devoted to Examples 1.1 and 1.2 for
which our general results apply under reasonable conditions. In Section 4, we study the HMMs
in Examples 1.3 and 1.4. When Θ is finite, our general results apply directly. When Θ is infinite
(but compact), the LDP of L Zn uniformly over θ is more difficult and the a priori exponential
forgetting estimate on the prediction filter pθn in [23,9] will play a crucial role.
Throughout this paper we use the following standard notations:
• M1(·) denotes the space of probability measures on the space ·;
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• B(·) denotes the Borel σ -algebra on the Polish space ·;
• Cb(·) denotes the space of all real bounded and continuous functions on the Polish space ·;
• bG denotes the space of all real bounded and G-measurable functions for σ -algebra G.
• For a measure ν on E and a ν-integrable function g on E (g may take values in some separable
Banach space), ν(g) := E gdν. The integral  gdν is taken always on the whole space E .• For a kernel P(x, dy), a measure ν(dx) and a function g, νP(·) =  ν(dx)P(x, ·), Pg(x) =
g(y)P(x, dy).
2. Main results
2.1. Donsker–Varadhan’s entropy
Our driving process (Xn)n≥0 is a Markov process valued in X with transition kernel
P(x, dx ′). Let (Yn) be the Y-valued random dynamical system determined by (1.1), where
(X , dX ), (Y, dY ) are metric complete and separable spaces (say Polish spaces). Let Π be the
transition probability kernel of the couple Markov chain Zn = (Xn, Yn), given by Π ((x, y),
(dx ′, dy′)) = P(x, dx ′)δ f (x,y)(dy′). A basic quantity in the large deviations of L Zn is Donsker–
Varadhan’s entropy or information J (·) = J (·|Π ) : M1(Z)→ [0,+∞], defined by
J (ν) = J (ν|Π ) := sup
1≤u∈bB(Z)
∫
Z
log
u
Π u
dν, ν ∈ M1(Z). (2.1)
When Π is Feller (that is assured by (A1) below), the supremum at the right-hand side (r.h.s. in
short) of (2.1) can be taken only over 1 ≤ u ∈ Cb(Z). In particular J is lower semi-continuous
on M1(Z) w.r.t. the weak convergence topology in the Feller case. An alternative expression of
J (ν) is (see [12,13] or [11, Exercise 4.4.45])
J (ν) = inf
R∈M1(Z2);R0=R1=ν
H(R|ν ⊗Π ) (2.2)
where R0, R1 are marginal distributions (of z0, z1) of R(dz0, dz1) ∈ M1(Z2), (ν ⊗ Π )(dz0,
dz1) := ν(dz0)Π (z0, dz1), and
H(ν|µ) :=
∫
dν
dµ
log
dν
dµ
dµ, if ν ≪ µ;+∞ otherwise
is the relative entropy (or Kullback information) of a probability measure ν w.r.t. another µ.
If R ∈ M1(Z2) verifies R0 = R1 = ν and H(R|ν ⊗ Π ) < +∞, the regular conditional
distribution Π˜ (z0, dz1) := R(dz1|z0) of z1 knowing z0 must be absolutely continuous w.r.t.
Π (z0, dz1) for ν-a.e. z0. Hence with notations zk = (xk, yk) (k = 0, 1), we have Π˜ (z0,
dz1)/Π (z0, dz1) = p(x0, x1) and
R(dz0, dz1) = ν(dz0)p(x0, x1)P(x0, dx1)δ f (x0,y0)(dy1)
H(R|ν ⊗Π ) =
∫
log p(x0, x1)dR(z0, z1) =
∫
log p(x0, x1)dRX (x0, x1)
= H(RX |νX ⊗ P)
(2.3)
where νX (·) = ν(· × Y) and RX (dx0, dx1) = R(dx0 × Y, dx1 × Y) are marginal distribu-
tions. Furthermore given ν ∈ M1(Z) such that J (ν) < +∞, by the strict convexity and inf-
compactness of H(·|ν ⊗ Π ), there is a unique Rν ∈ M1(Z2) such that Rν0 = Rν1 = ν and
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H(Rν |ν ⊗ Π ) = J (ν) (i.e. Rν is the unique minimizer for (2.2)). And by the discussion above
the transition kernel Π ν of Rν (corresponding to Π˜ at the beginning of this paragraph) can be
written as Π ν((x0, y0), (dx1, dy1)) = PνX (x0, dx1) ⊗ δ f (x0,y0)(dy1), where PνX (x0, dx1) is
the transition kernel on X (determined up to νX (dx0)-equivalence) such that νX PνX = νX and
H(νX⊗PνX |νX⊗P) = J (νX |P). Here J (·|P) is Donsker–Varadhan’s entropy w.r.t. P , defined
by (2.1) with Π replaced by P . So we have
J (ν) = H(ν ⊗Π ν |ν ⊗Π ) = H(νX ⊗ PνX |νX ⊗ P) = J (νX |P). (2.4)
On M1(Z) let us consider the following Wasserstein metric
W1(ν, µ) := inf
π
∫∫
Z2
d(z0, z1)π(dz0, dz1) (2.5)
where d((x0, y0), (x1, y1)) := [dX (x0, x1) + dY (y0, y1)] ∧ 1 and the infimum above runs over
all couplings π of ν, µ, i.e., probability measure π on Z2 such that its two marginal laws
are ν, µ, respectively. This metric W1 is compatible with the weak convergence topology, and
(M1(Z),W1) is a Polish space.
2.2. LDP for random dynamical systems
Introduce the following conditions:
(A1) the transition kernel P of (Xn) is Feller (i.e., P f ∈ Cb(X ) for all f ∈ Cb(X )), and for
some m ≥ 1, Pm is strong Feller (i.e. mapping f ∈ bB(X ) into a continuous function)
and Pm(x, O) > 0 for all x ∈ X and all non-empty open subset O of X , and P has an
invariant probability measure µX .
(A2) Π has an invariant probability measure µ; and for any y ≠ y′ in Y and for any stationary
and ergodic Markov chain lawQ onXN with transition kernel P˜(x, dx ′) and with invariant
measure νX (here ergodicity means: if g ∈ bB(X ) verifies P˜g = g, then g is constant
νX -a.s.), such that H(νX ⊗ P˜|νX ⊗ P) < +∞, we have for Q-a.e. (xn)n≥0 ∈ XN,
dY ( fn(x[0,n−1], y), fn(x[0,n−1], y′))→ 0 (2.6)
where f1(x, y) = f (x, y) : X × Y → Y is continuous,
fk+1(x[0,k], y) = f (xk, fk(x[0,k−1], y))
for all k ≥ 1. By convention we set f0(x, y) = y.
(A2′) (A2) holds true with (2.6) substituted by: for any compact KY of Y and for Q-a.e.
(xk) ∈ XN,
sup
y,y′∈KY
dY ( fn(x[0,n−1], y), fn(x[0,n−1], y′))→ 0. (2.7)
Condition (A1) on the driving process is slightly weaker than the classical hypotheses of
Donsker–Varadhan [12–14]. Condition (A2) or (A2′), quite technical in form, says the following:
if one changes the transition probability P of the driving Markov process into P˜ which is ergodic
and not far from P (expressed by the finite entropy condition), the new random dynamical
system driven by P˜ forgets again the past at large time. Their role is to replace the (measure)
irreducibility condition in the classical theory of large deviations for Markov processes.
Condition (A2) or (A2′) cannot be satisfied by chaotic deterministic dynamical systems for
which small change of the initial point causes great change of the system at large time, such
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as Anosov diffeomorphism studied by Orey–Pelikan [31], or uniformly expanding mappings by
Collet et al. [4].
In many examples, conditions (2.6) and (2.7) hold for all (xn)n≥0 ∈ XN (not only Q-a.s.).
We choose the weaker but more technical version above (A2) or (A2′), mainly for covering the
HMMs.
Theorem 2.1. Assume (A1), (A2). Then
(a) Pz

L Zn ∈ ·

satisfies as n goes to infinity, the local LDP on M1(Z) w.r.t. the weak conver-
gence topology, with speed n and rate function J given by (2.1). More precisely
(a.i) For every open subset G of M1(Z) and z ∈ Z ,
lim inf
n→∞
1
n
logPz(L Zn ∈ G) ≥ − inf
ν∈G J (ν). (2.8)
(a.ii) For every compact subset F of M1(Z),
lim sup
n→∞
1
n
log sup
z∈Z
Pz(L Zn ∈ F) ≤ − inf
ν∈F J (ν). (2.9)
(b) If moreover (A2′) holds, then the lower bound in (a.i) above is uniform over initial state
z ∈ K for any compact K of Z , i.e., for every open subset G of M1(Z) and any non-empty
compact subset K of Z ,
lim inf
n→∞
1
n
log inf
z∈K Pz(L
Z
n ∈ G) ≥ − inf
ν∈G J (ν).
(c) Furthermore assume (A2′) and the Drift Condition of Donsker–Varadhan:
(A3) there is some continuous function U ≥ 1 on Z such that
φ := log U
ΠU
is bounded from below and inf-compact on Z (2.10)
then
(c.i) J is inf-compact or a good rate function, i.e., for each L ≥ 0, the level set {ν ∈
M1(Z); J (ν) ≤ L} is compact on M1(Z) w.r.t. the weak convergence topology ;
(c.ii) Pβ(L Zn ∈ ·) satisfies the LDP with speed n and rate function J , uniformly over initial
measures in AL := {β ∈ M1(Z);β(U ) ≤ L} for any L > 1 (so that AL is non-empty of
course).
This result gives a positive answer to the open question in the Introduction, for a rich family
of random dynamical systems driven by Markov processes. It is central for the whole work. Its
proof, quite long, is postponed to Section 5.
Remarks 2.2. The uniform weak upper bound in (a.ii) holds true if Π is Feller, due to the
pioneering works of Donsker–Varadhan [12,13]. The sufficient condition (A3) of Lyapunov’s
type for the good upper bound in part (c) is also due to them, and it is not far from being
necessary; see [36].
Remarks 2.3. This result has the same expression as the classical Donsker–Varadhan’s theorem,
but there are two important differences:
(i) (Zn)n≥0 is not irreducible in general.
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(ii) All known LDPs with rate function J are based on the following assumption:
J (ν) < +∞ H⇒ ν ≪ µ (2.11)
(isolated by Jain [20]). It is satisfied if Πm(z, dz′) ≪ µ(dz′) for all z ∈ Z and for some
m ∈ N∗ = N \ {0}. But this crucial condition is not verified in general for the random
dynamical systems here; see Example 3.4 in Section 3.
Remarks 2.4. Our result does not cover any interesting LDP for deterministic dynamical
systems. In fact if T : Z → Z is a deterministic mapping, Xn(z) = T nz is a Markov process
with transition probability P(z0, dz1) = δT z0(dz1). From (2.2), we see that Donsker–Varadhan’s
entropy is given by
J (ν) =

0, if ν is T -invariant, i.e. ν ◦ T−1 = ν;
+∞, otherwise.
The LDP with this rate function, even if available, is meaningless. In comparison with the
Anosov diffeomorphism on compact Riemannian manifolds, Orey–Pelikan’s LDP [31] holds
for the initial measure which is the Bowen–Ruelle–Sinai measure m, with a completely different
rate function! It is NOT for every starting point, unlike Theorem 2.1 (in fact all known LDP for
deterministic dynamical systems are w.r.t. some very special T -invariant initial distribution such
as the maximal entropy invariant measure).
Furthermore our method will be completely different from that for the LDP of deterministic
dynamical systems. For the latter LDP the usual method is to determine if the pressure functional
is C1 by the proper theory of dynamical systems, and then to conclude by the Ga¨rtner–Ellis
theorem. Our approach is basically probabilistic: careful examination of the minimizer for the
entropy problem (2.2) and application of the theory of Markov processes.
Outline of the proof of the lower bound in Theorem 2.1. As its proof is quite long and technical,
we outline the main ideas in our approach.
To prove the lower bound (a.i) in Theorem 2.1, by (2.2) it is enough to show that for any
given initial point z ∈ Z and an open subset G of M1(Z) and for any R ∈ M1(Z2) with
R0 = R1 = ν ∈ G and H(R|ν ⊗Π ) < +∞,
lim inf
n→∞
1
n
logPz(L Zn ∈ G) ≥ −H(R|ν ⊗Π ). (2.12)
One can now summarize the original method of Donsker–Varadhan [12,13] developed later by
Jain [20] in a more general context, into two crucial points:
Point (i): Reduction to the “ergodic” R case. This reduction is carried out in [12,13,20] by
means of ergodic decomposition and the affine property of the level-3 entropy of Donsker–
Varadhan, but this approach works only if condition (2.11) is valid, as remarked in [20]. However
(2.11) does not hold for non-irreducible random dynamical systems in general (cf. Example 3.4).
Point (ii). R is “ergodic”. For the “ergodic” R, it is quite easy to show that (2.12) holds true for
R0-a.e. initial point z ∈ Z . The difficulty resides in transforming that R0-a.e. lower bound into
the everywhere lower bound. The known approaches to this point are all based on the (measure)
irreducibility condition [12,13,20], which is the natural tool in the theory of Markov processes
for the previous transformation.
For point (i) we will use a different method as developed by the second named author [34],
which works well in the present context.
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Our main new observation for point (ii) is: in the framework (A1) on the driving process,
assumption (A2) or (A2′) is enough for the passage from the R0-a.e. lower bound to the
everywhere lower bound.
2.3. Large deviations for empirical mean of Banach space valued observables
We now turn to the LDP of Pβ(L Zn (g) ∈ ·) where g : Z → B is continuous and (B, ‖ · ‖)
is some separable Banach space. If g is bounded, as ν →  gdν is continuous ([11, Lemma
3.3.8]), we get the LDP of Pβ(L Zn (g) ∈ ·) on B by the contraction principle. The following result
generalizes this fact to unbounded g case.
Theorem 2.5. Assume (A1), (A2′), (A3). Let g : Z → B be continuous where (B, ‖ · ‖) is some
separable Banach space. If for any ε > 0, there is some compact subset K of Z such that
‖g(z)‖ ≤ ε(φ(z)− inf
Z
φ), ∀z ∉ K (2.13)
then Pβ(L Zn (g) ∈ ·) satisfies uniformly over β ∈ AL (given in Theorem 2.1), the LDP on (B, ‖·‖)
with rate function given by
J g(m) := inf{J (ν) <∞; ν(g) = m}, m ∈ B. (2.14)
The same type result was obtained in [35], but only for continuous time strong Feller–Markov
processes. To keep the continuity of presentation the proof of Theorem 2.5 (together with that of
Theorem 2.1) is postponed to the end of this paper.
3. Applications to random dynamical systems driven by i.i.d. sequence
Instead of general discussion let us study the random dynamical system in Example 1.2:
Yn+1 = h(Yn) + Xn with Y0 = y0 ∈ Rd , where (Xn) is a sequence of i.i.d. r.v. valued in
Rd defined on (Ω ,F ,P) of common law µX , and h : Rd → Rd is continuous. In the present
case (Yn) alone is a Markov chain with transition kernel PY given by PYg(y) = Eg(h(y)+X1).
Assume the following contractivity condition: there are some norm ‖ · ‖ on Rd (necessarily
equivalent to the Euclidean norm | · |) and constant r ∈ [0, 1) such that
‖h(x)− h(y)‖ ≤ r‖x − y‖, ∀x, y ∈ Rd (3.1)
(i.e. h is contractive w.r.t. ‖ · ‖). The following lemma should be well known, so its proof is
omitted.
Lemma 3.1. Assume (3.1) and E|X1| < +∞, then (Yn) has a unique invariant measure µY . In
particular µX × µY is the unique invariant probability measure of Zn = (Xn, Yn).
Assume furthermore that
∃δ > 0, Eeδ|X1| <∞⇔ ∃δ > 0, C(δ) := Eeδ‖X1‖ <∞. (3.2)
Let us verify (A1), (A2′) and (A3) under (3.1) and (3.2), for X being the topological support of
µX and Y = Rd . At first (A1) is obviously satisfied in the actual i.i.d. case, with m = 1. For
(A2′), Π has an invariant measure µ = µX × µY by Lemma 3.1. Furthermore in the notations
of Section 2, f (x, y) = x+h(y), and for all y, y′ ∈ Y = Rd , ‖ f (x, y)− f (x, y′)‖ ≤ r‖y− y′‖,
then
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‖ fn(x[0,n−1], y)− fn(x[0,n−1], y′)‖ ≤ rn‖y − y′‖
which implies condition (2.7) for all xN ∈ XN.
We now turn to (A3). Taking U (x, y) := eδ‖x‖+(δ/2)‖y‖, we have
ΠU (x, y) = Eeδ‖X1‖+δ‖h(y)+x‖/2 ≤ C(δ)e(δ/2)[‖h(0)‖+r‖y‖+‖x‖]
where it follows that
φ(x, y) = log U
ΠU
≥ δ
2
(‖x‖ + (1− r)‖y‖ − ‖h(0)‖)− log C(δ)
which gives us (A3).
Proposition 3.2. Assume (3.1) and (3.2). Then P(LYn ∈ ·) satisfies the LDP on M1(Rd) with the
rate function J (·|PY ) (Donsker–Varadhan’s entropy associated with the transition kernel PY of
(Yn)), uniformly over initial position y0 in compacts of Rd .
This result is known if the law of Xn is equivalent to the Lebesgue measure; see Wu [36].
Proof. Let X be the topological support of µX . All assumptions (A1), (A2′) and (A3) of
Theorem 2.1 are verified by the discussion above, then L Zn satisfies the LDP on Z = X × Rd ,
uniformly over initial states z0 = (x0, y0) in compacts of X × Rd .
By the contraction principle, the LDP for LYn holds uniformly for y0 varying in compacts of
Rd , with the rate function
I (α) := inf{J (ν)|ν ∈ M1(X × Rd), νY = α}, α ∈ M1(Rd) (3.3)
where νX , νY are the marginal laws of ν. Notice that J (ν) = J (νX |P) by (2.4) and J (νX |P) =
H(νX |µX ) in the actual i.i.d. case by Sanov’s theorem.
It remains to show that I (α) = J (α|PY ). Indeed I is inf-compact and convex (for J is
convex) on M1(Rd). By Varadhan’s Laplace integral lemma, for all y0 ∈ Rd and F ∈ Cb(Rd),
Λ(F |y0) := lim
n→∞
1
n
logE exp

n−
k=1
F(Yk)

= sup
α∈M1(Rd )
{α(F)− I (α)}
which does not depend upon y0. Hence by Fenchel–Legendre theorem
I (α) = sup
F∈Cb(E)
{α(F)− Λ(F |y0)} = J (α|PY )
where the last equality is well known; see [11] or [34, Proposition B.13]. 
Remarks 3.3. Expression (3.3) for J (α|PY ) sheds new light on large deviations of this ran-
dom dynamical system. At first the transition kernel P(x0, dx1) of (Xn) equals µX (dx1) for
all x0. By (2.4), if J (ν) < +∞, there is a unique probability kernel PνX (x0, dx1) such that
νX PνX = νX and ν ⊗ Π ν is the minimizer for (2.2) where Π ν((x0, y0), (dx1, dy1)) = PνX
(x0, dx1)⊗ δ f (x0,y0)(dy1) and f (x0, y0) = h(y0)+ x0. Thus
J (ν) = J (νX |P) = H(νX ⊗ PνX |νX ⊗ µX ) =
∫
νX (dx0)H(PνX (x0, ·)|µX )
≥ H(νX PνX |µX ) = H(νX |µX )
and the equality holds if and only if PνX (x0, ·) = νX for νX -a.e. x0 by Jensen’s inequality and
the strict convexity of the entropy. The equality must hold since J (νX |P) = H(νX |µX ) in the
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actual i.i.d. case (Sanov’s theorem), so PνX (x0, dx1) = νX (dx1). By the discussion leading to
(2.4), ν is an invariant measure of
Π ν((x0, y0), (dx1, dy1)) = PνX (x0, dx1)δ f (x0,y0)(dy1) = νX (dx1)δ f (x0,y0)(dy1).
Hence Π ν is the transition kernel of (X˜n, Y˜n), where Y˜n+1 = h(Y˜n) + X˜n , and X˜n, n ≥ 0 are
i.i.d. of common law νX . Therefore νY is an invariant measure of (Y˜n) for ν is Π ν-invariant.
Since J (ν) = H(νX |µX ) < +∞, we have∫
‖x‖dνX (x) ≤ (1/δ)
[
H(νX |µX )+ log
∫
eδ‖x‖dµX (x)
]
< +∞
then by Lemma 3.1, νX ⊗νY is the unique invariant measure of (X˜n, Y˜n) and then ν = νX ⊗νY .
Let Φ : [H(·|µX ) <∞] → M1(Rd) be the application which maps the common law νX of the
noise Xk to the invariant measure νY of (Yk). Thus (3.3) gives us
J (α|PY ) = inf{H(νX |µX ); H(νX |µX ) < +∞,Φ(νX ) = α}. (3.4)
Let us look at
Example 3.4 (Example 1.1 Continued). This simple example is served as a baby model. Our
main purpose is two-fold: (1) to show that the crucial condition (2.11) for the classical theory of
large deviations does not hold for this example; and (2) the rate function is explicit.
In this example Yn+1 = (Yn + Xn)/2, the common law of the i.i.d. r.v. Xn is: µX (1) =
µX (0) = 1/2 on X = {0, 1}. The unique invariant measure µY of (Yn) is the Lebesgue measure
m on [0, 1].
Given νX ≪ µX , νX is of Bernoulli’s law ν(p) with p = νX (1), and
H(νX |µX ) = [p log p + (1− p) log(1− p)] + log 2.
The mapping Φ in the remark above sends ν(p) to the law ν(p)Y of
∑∞
k=1 2−k X
(p)
−k , where
{X (p)k }k∈Z is a sequence of i.i.d. r.v. of law νX = ν(p). This application is injective. Thus
J (α|PY ) = [p log p + (1− p) log(1− p)] + log 2, if α = ν(p)Y ; +∞ otherwise.
(3.5)
Identifying ν(p)Y with the product measure (ν
(p))N on {0, 1}N via the binary expansion, we see
that ν(p)Y is singular to µY = ν(1/2)Y = 1[0,1](x)dx for all p ∈ [0, 1] different from 1/2, but
J (ν(p)Y |PY ) = [p log p + (1 − p) log(1 − p)] + log 2 is finite, giving so a counter-example to
(2.11), promised in Remark 2.3.
For this example we see also that PµY (LYn ∈ ·) does not satisfy the LDP with rate function
J (·|PY ), w.r.t. the τ -topology σ(M1(R), bB). Indeed ν(1)Y = δ1 and J (ν(1)Y |PY ) = log 2 but for
the τ -neighborhood N (δ) := {ν ∈ M1(R); ν({1}) > δ} (0 < δ < 1) of ν(1)Y = δ1,PµY (LYn ∈
N (δ)) = 0 for any n ≥ 1. Hence the lower bound in the LDP fails. In other words the τ -topology
is too strong for this simple example.
This example is quite similar to the deterministic dynamical system T x = 2x(mod1) on
([0, 1],m(dx) = dx), but not the same. Indeed let B : (0, 1] → {0, 1}N be the binary expansion
mapping, i.e. if x = ∑∞n=0 Xn2−n−1 (Xn ∈ {0, 1} not terminated by 0), Bx = (X0, X1, . . .).
With the identification B, T corresponds to the shift θ(X0, X1, . . .) = (X1, X2, . . .). Their
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difference can be seen from their rate functions. The LDP of m

1
n
∑n
k=1 δT k x ∈ ·

on [0, 1],
identified as that of P

1
n
∑n
k=1 δ(Xk ,Xk+1,...)

on {0, 1}N, is the level-3 LDP of Donsker–
Varadhan, whose rate function is the specific entropy (or entropy per unit time)
I (ν) =
 limN→∞
1
N
H(νN |m N ) if ν ◦ B−1 is stationary;
+∞, otherwise
where νN := ν ((X1, . . . , X N ) ∈ · · ·). If ν◦B−1 is ν(p)Y , then I (ν) = J (ν|PY ) given in (3.5). But
I (ν) < +∞ for many ν with ν ◦ B−1 which are only stationary, not i.i.d., contrary to J (ν|PY )
given in (3.5).
If Y0(x) = x =∑∞n=0 Xn2−n−1, one can think Y1 as T−1Y0 intuitively, not as T Y0.
Example 3.5 (ARMA Model). Let Yn+1 = AYn + Xn , where the noises Xn, n ∈ Z are i.i.d. r.v.
satisfying the exponential integrability condition (3.2) and EXn = 0, and A is a real d×d matrix.
Assume that
rsp(A) := sup{|λ|; λ ∈ C is an eigenvalue of A} < 1.
Then condition (3.1) is satisfied for r ∈ (rsp(A), 1) w.r.t. ‖x‖ := supn≥0 r−n|An x |. So the LDP
in Proposition 3.2 holds true.
4. Large deviations for HMM and MLE
4.1. Assumptions on HMMs
We keep the notations in Example 1.3. Introduce the following conditions:
(C1) Θ is compact in Rd ;
(C2) The transition probability matrix Qθ = (qθ (i, j))i, j∈E of the hidden Markov chain (Xhn )
valued in the finite set E = {1, . . . , N } is continuous in θ ∈ Θ and ε0 := inf{Qθ (i, j); θ ∈
Θ, i, j ∈ E, Qθ (i, j) > 0} and there is m ∈ N∗ such that Qmθ (i, j) > 0 for all
θ ∈ Θ, i, j ∈ E .
(C3) There is some reference σ -finite measure λ(ds) on the Polish space S equipped with metric
dS , charging all non-empty open subsets of S, such that the signal distribution bθ (i, ds)
emitted by the hidden state i is equivalent to λ(ds), i.e. bθ (i, ds) = bθ (i, s)λ(ds) with
bθ (i, s) > 0,∀s ∈ S, i ∈ E ; and
M(s) := sup
θ∈Θ
M(θ, s) <∞, s ∈ S; M(θ, s) :=
max
i∈E bθ (i, s)
min
i∈E bθ (i, s)
.
(C4) (θ, s)→ bθ (i, s) is continuous on Θ × S for each i ∈ E .
Under Pθ , Xn = (Xhn , X en) is a Markov chain with transition kernel given by
Pθ ((i, s), ( j, ds′)) = qθ (i, j)bθ ( j, ds′).
Its state space is X := E × S equipped with the metric dX ((i, s), ( j, s′)) = 1i≠ j + dS(s, s′),
where the space (S, dS) of signals is Polish. Let µEθ be the invariant probability measure of Qθ ,
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µXθ (i, ·) := µEθ (i)bθ (i, ·) be the unique invariant measure of Pθ . Consider the prediction filter
pθn(·) := Pθ (Xhn = ·|X e[0,n−1]). It satisfies the forward Baum’s equation
pθn+1( j) =
∑
i∈E
pθn(i)qθ (i, j)bθ (i, X
e
n)∑
i∈E
pθn(i)bθ (i, X en)
=: fθ (X en, pθn). (4.1)
Under (C3), (C4), the function fθ (s, p) : S × M1(E) → M1(E) so defined is continuous on
S × M1(E), where M1(E) is equipped with the topology induced by the total variation norm
‖p − p′‖T V :=∑ j∈E |p( j)− p′( j)|. Define successively
fθ,1 = fθ ; fθ,n+1(s[0,n], p) := fθ (sn, fθ,n(s[0,n−1], p)), n ≥ 1,
s[0,n] = (sk)0≤k≤n ∈ Sn+1.
The following lemma, taken from [22,23], will be crucial for all results of this section.
Lemma 4.1 ([23, Proposition 2.2. and Theorem 2.3]). Assume (C2) and (C3). Then for any
p, p′ ∈ M1(E), any integer n ≥ 1, and any sequence sN = (sk)k∈N ∈ SN,
‖ fθ,n(s[0,n−1], p)− fθ,n(s[0,n−1], p′)‖T V
≤ 2ε−m0 M(θ, s0) · · · M(θ, sm−1)
 n
m
−1∏
k=0
(1− εm0 [M(θ, skm+1) · · · M(θ, s(k+1)m−1)]−1)
×‖p − p′‖T V
where m ∈ N∗, ε0 are given in (C2). In the particular case that (C2) holds with m = 1,
‖ fθ,n(s[0,n−1], p)− fθ,n(s[0,n−1], p′)‖T V
≤ 2ε−10 M(θ, s0)(1− ε0)n‖p − p′‖T V .
Remarks 4.2. Some precedent estimates on the exponential forgetting of the prediction filter
were obtained by Atar and Zeitouni [1]. A similar explicit estimate was obtained independently
by Del Moral and Guionnet [9] for much more general models.
4.2. LDP for the extended HMM
Let Y := C(Θ, M1(E)), the space of continuous mappings from Θ to M1(E), equipped with
the uniform metric ‖y − y′‖ := supθ∈Θ ‖pθ − p′θ‖T V for y = (pθ ), y′ = (p′θ ) ∈ Y . For
x = (i, s) ∈ X = E × S and y = (pθ )θ∈Θ ∈ Y , let
f (x, y) = (θ → fθ (s, pθ ))θ∈Θ ,
then Yn := (pθn)θ∈Θ verifies Yn+1 = f (Xn, Yn). We can also consider Y˜ := M1(E)Θ
equipped with the product topology, and define by the same f , the random dynamical system
Zn := (Xn, Yn) valued in Z˜ = X × Y˜ .
We denote byΠθ the transition kernel of (Zn = (Xn, Yn)) valued in Z = X ×Y = (E× S)×
C(Θ, M1(E)), by Pθ,z the law of (Zn) with Z0 = z a.s. Let J (ν|θ0) be the Donsker–Varadhan’s
entropy associated withΠθ0 . Writing the disintegration ν(i, ds, dy) = νE (i)bν(i, ds)ν(dy|i, s), if
J (ν|θ0) < +∞, we have by (2.4) that there is a unique (up to νX (dx0)-equivalence) probability
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kernel PνX (x0, dx1) on X such that νX PνX = νX and H(νX ⊗ PνX |νX ⊗ Pθ0) realizes the
minimum in (2.2). But by the strict convexity of H , we see easily that PνX must be of form
PνX ((i, s), ( j, ds′)) = qν(i, j)bν( j, ds′)
for some transition probability matrix Qν = (qν(i, j))i, j∈E . So
J (ν|θ0) =
−
i∈E
νE (i)

H(bν(i, ·)|bθ0(i, ·))+ H(qν(i, ·)|qθ0(i, ·))

. (4.2)
The following result fills a gap in the literature.
Theorem 4.3. Assume (C1), (C2), (C3), (C4). Then for each θ0 ∈ Θ , Pθ0,z

L Zn ∈ ·

satisfies as
n goes to infinity, uniformly over z ∈ Z , the LDP on M1(Z) w.r.t. the weak convergence topology,
with speed n and rate function J (·|θ0) given by (4.2).
This LDP is not covered by the classical theory of Donsker–Varadhan as developed in [15,
Theorem 8.4.3], because the (measure) irreducibility condition [15, Condition 8.4.1] (same as
(1.2)) is not satisfied, as shown by the following counter-example:
Example 4.4. Let Θ be singleton (so we remove the index θ in notations below), E = {1, 2} =
S, and q(0, 1) = 1/3 = b(0, 1), q(1, 1) = 2/3 = b(1, 1). Writing r = p(1) for p ∈ M1({1, 2}),
we have by Baum’s forward equation (4.1),
f (0, p)(1) = 2(1− r)/9+ r/9
2(1− r)/3+ r/3 =
2− r
6− 3r =: h0(r)
f (1, p)(1) = (1− r)/9+ 4r/9
(1− r)/3+ 2r/3 =
1+ 3r
3+ 3r =: h1(r)
h0, h1 map rational number r ∈ [0, 1] into rational number, and irrational number into irrational
number. So starting from two different points p0, p′0 with p0(1) rational but p′0(1) irrational,
we see that all pn(1), n ≥ 1 are rational whereas all p′n(1), n ≥ 1 are irrational. Thus the two
measures
∞−
n=0
2−n−1Π n((i0, s0, p0), ·),
∞−
n=0
2−n−1Π n((i0, s0, p′0), ·)
are mutually singular, contrary to the (measure) irreducibility assumption in [15, Condition
8.4.1].
Proof of Theorem 4.3. We first give a sketch of proof. The proof is divided into three parts. In
the first part we show the LDP when Θ is finite, by applying directly our basic Theorem 2.1:
we have only to verify conditions (A1), (A2′), (A3). Now for obtaining the LDP on M1(Z) =
M1(X × C(Θ, M1(E))), as the LDP holds for finite-dimensional marginal distributions (in θ )
by Part 1, we have to verify the equi-continuity in θ in the sense of large deviations. This
idea is realized in two parts. At first the LDP on M1(X × M1(E)Θ ) (corresponding to the
pointwise convergence topology in θ ) can be established easily by the method of projective limit
of LDPs: that is the purpose of Part 2. To pass from the pointwise convergence topology to
the uniform convergence topology in θ for the LDP on M1(Z) = M1(X × C(Θ, M1(E))), by
a general result of Lei [24, Lemma 3.3], we need only to verify the exponential tightness in
M1(Z) = M1(X × C(Θ, M1(E))), which can be transformed into the equi-continuity in θ in
the sense of large deviations. That is the objective of Part 3.
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Part 1. Θ is finite. We will apply Theorem 2.1(c). We begin by verifying (A1). For any
g ∈ bB(E × S), Pθ0 g(i, s) = EPθ0 (g(Xh1 , X e1)|Xh0 = i, X e0 = s) =
∑
j∈E qθ0(i, j)

S
g( j, s′)bθ0( j, ds′) depending only on i ∈ E , is continuous. Then Pθ0 is strong Feller. Further-
more Pmθ0 ((i, s), ( j, ds
′)) = Qmθ0(i, j)bθ0( j, s′)λ(ds′), by (C2) and (C3), Pmθ0 ((i, s), ·) charges all
non-empty open subsets of X = E × S. Then (A1) is satisfied.
Let us verify condition (A3). As {b(i, ds); i ∈ E} is tight, we may find some inf-compact
function v : S → [0,+∞) such that  ev(s)b(i, ds) < +∞ for all i ∈ E . Let
U (x, y) := ev(s), x = (i, s) ∈ X , y ∈ Y.
Then Πθ0U (x, y) =
∑
j∈E qθ0(i, j)

ev(s
′)bθ0( j, ds
′) = c(i) <∞. Thus
φ(x, y) = log U
Πθ0U
= v(s)− log c(i), x = (i, s) ∈ X , y ∈ Y
which is lower bounded and inf-compact on X × Y (for M1(E)Θ is compact). That implies, by
Donsker–Varadhan [12,13], the exponential tightness of Pθ0,z(L Zn ∈ ·), which is much stronger
than the existence of invariant probability measure µθ0 of Πθ0 .
In the actual finite Θ case, Y = C(Θ, M1(E)) = M1(E)Θ is compact, by Lemma 4.1 we
have for any (sk) ∈ SN,
lim sup
n→∞
1
n
log sup
p,p′∈M1(E)Θ
sup
θ∈Θ
‖ fθ,n(s[0,n−1], pθ )− fθ,n(s[0,n−1], p′θ )‖T V
≤ lim sup
n→∞
1
n
[n/m]−
k=0
sup
θ∈Θ
log(1− εm0 [M(θ, skm+1) · · · M(θ, s(k+1)m−1)]−1)
≤ − lim inf
n→∞
1
n
[n/m]−
k=0
εm0 [M(skm+1) · · · M(s(k+1)m−1)]−1.
Now for any stationary law Q on XN, letting QS be the marginal law of Q on SN, by Birkhoff’s
ergodic theorem we see that the last term above converges QS-a.e. sN ∈ SN, to (below J is the
shift-invariant σ -field on SN)
− 1
m
εm0 E
QS

[M(s1) · · · M(sm−1)]−1|J

< 0.
Thus we have for QS-a.s. (sk)k∈N ∈ SN,
lim
n→∞ supp,p′∈M1(E)Θ
sup
θ∈Θ
‖ fθ,n(s[0,n−1], pθ )− fθ,n(s[0,n−1], p′θ )‖T V = 0. (4.3)
Hence condition (A2′) is verified. Πθ0 is obviously Feller by our conditions.
All conditions for part (c) in Theorem 2.1 are now verified. Next note that with φ given before,
sup
z∈Z
∫
φ(z′)Πθ0(z, dz′) = sup
i∈E
−
j∈E
qθ0(i, j)
∫
[v(s′)− c( j)]bθ0( j, ds′) ≤ L
for L > 0 large enough. In other words, {Πθ0; z ∈ Z} ⊂ AL . Let Pθ0,β be the law of (Zn) with
initial distribution β and σ the shift, i.e., Zn ◦ σ = Zn+1 for all n ≥ 0. By Theorem 2.1(c),
Pθ0,Πθ0 (z,·)(L
Z
n ∈ ·) = Pθ0,z(L Zn ◦ σ ∈ ·) satisfies uniformly over z ∈ Z , the LDP with rate
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function J (·|θ0). Thus the desired uniform LDP for L Zn follows for W1(L Zn , L Zn ◦ σ) ≤ 2/n (see
(2.5) for definition of W1).
Part 2. LDP on M1(X × M1(E)Θ ). As M1(E)Θ is equipped with the product topology, by
Kolmogorov consistency theorem, M1(X × M1(E)Θ ) is the projective limit space of
{M1(X × M1(E)Θ0);Θ0 (finite) ⊂ Θ}.
Thus the uniform (over z ∈ Z) LDP of Pθ0,z(L Zn ∈ ·) on M1(X × M1(E)Θ ) follows from the
LDP in Part 1 by the projective limit of LDPs in [10].
Part 3. LDP on M1(Z) = M1(X × C(Θ, M1(E))). For the passage from the LDP on
M1(X × M1(E)Θ ) in Part 2 to the LDP on M1(Z) = M1(X ×C(Θ, M1(E))) (i.e. the topology
on the state space becomes uniform in θ ∈ Θ from the pointwise one), by Lei [24, Lemma 3.3], it
is enough to show that Pθ0,z(L Zn ∈ ·) is exponentially tight on M1(Z), uniformly over z ∈ Z . As
Pθ0,z(L Xn ∈ ·) is exponentially tight, uniformly over z ∈ Z (by the LDP in Part 1), we have only
to prove that LYn = 1n
∑n
k=1 δYk is exponentially tight on M1(C(Θ, M1(E))). However, by [33],
it is enough to show that for any δ > 0,
lim
ε→0 lim supn→∞
1
n
log sup
z=(x,(pθ )θ∈Θ )∈Z
PXθ0,z

sup
θ,θ ′∈Θ,|θ−θ ′|<ε
1
n
n−
k=1
‖ fθ,k(X e[0,k−1], pθ )
− fθ ′,k(X e[0,k−1], pθ
′
)‖T V > δ

= −∞. (4.4)
Here and hereafter PX denotes the marginal law of X = (Xn)n≥0 under P ∈ M1(ZN). We divide
its proof into three steps.
Step 1. At first note that for x = (i, s), x ′ = (i ′, s′) ∈ X , Pmθ0 ((i, s), ( j, ·)) =
Qmθ0(i, j)b( j, ·) ≤ C Qmθ0(i ′, j)b( j, ·) = C Pmθ0 ((i ′, s′), ( j, ·)) for some constant C > 0 (by (C2)),
so
C−1µθ0,X ( j, ·) ≤ Pmθ0 ((i, s), ( j, ·)) ≤ Cµθ0,X ( j, ·).
Here µθ0,X is the marginal law on X of the invariant measure µθ0 of Πθ0 . From this fact we see
that it is enough to show (4.4) with supz∈Z PXθ0,z replaced by P
X
θ0,µθ0
=: PXθ0 , the stationary law
of (Xn) with parameter θ0.
Step 2. The purpose of this step is to reduce fθ,k which depends on the whole past to fθ,N
which depends only on the near past, more precisely we want to establish
lim
N→∞ lim supn→∞
1
n
log sup
y=(pθ )∈Y
PXθ0

1
n
n−
k=N
sup
θ∈Θ
‖ fθ,k(X e[0,k−1], pθ )
− fθ,N (X e[k−N ,k−1], p)‖T V > δ

= −∞ (4.5)
where p ∈ M1(E) is fixed. Let
hN (s[0,N−1]) := 4ε−m0 M(s0) · · · M(sm−1)
×

N
m

−1∏
k=0
(1− εm0 [M(skm+1) · · · M(s(k+1)m−1)]−1).
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For all k ≥ N , since
fθ,k(X
e
[0,k−1], p
θ ) = fθ,N

X e[k−N ,k−1], fθ,k−N (X
e
[0,k−N−1], p
θ )

we have by Lemma 4.1 (and the fact that ‖p − p′‖T V ≤ 2 for p, p′ ∈ M1(E)),
sup
θ∈Θ,y=(pθ )∈Y
‖ fθ,k(X e[0,k−1], pθ )− fθ,N (X e[k−N ,k−1], p)‖T V ≤ hN (X e[k−N ,k−1]).
On the other hand, PXθ0

1
n
∑n
k=1 δ(Xk+l )l∈N ∈ ·

satisfies the LDP on M1(XN) w.r.t. the pro-
jective limit τ -topology τp (the topology generated by M1(XN) ∋ Q →

FdQ for all F
bounded and σ(x[0,k])-measurable, k ≥ 1 arbitrary), with the good rate function J (∞)(Q|Pθ0)
(Donsker–Varadhan’s level-3 entropy associated with Pθ0 ), by [34, Theorem 5.1]. Consequently
noting that ‖p − p′‖T V ≤ 2, we have for any δ > 0 and for n large enough
sup
y=(pθ )∈Y
PXθ0

1
n
n−
k=N
sup
θ∈Θ
‖ fθ,k(X e[0,k−1], pθ )− fθ,N (X e[k−N ,k−1])‖T V > δ

≤ PXθ0

1
n
n−
k=N
(2 ∧ hN )(X e[k−N ,k−1]) >
δ
2

≤ e−nc(N ,δ)+o(n)
where c(N , δ) := inf{J (∞)(Q|Pθ0); Q ∈ M1(XN),

XN(2 ∧ hN )(xe[0,N−1])dQ(xN) ≥ δ2 }. Now
for (4.5) it remains to show
lim
N→∞ c(N , δ) = +∞.
Indeed for any L > 0, [J (∞)(·|Pθ0) ≤ L] is τp-compact. And FN (Q) :=

(2 ∧ hN )dQ is τp-
continuous on M1(XN) and non-increasing in N . Now for each Q ∈ [J (∞)(·|Pθ0) ≤ L], Q is
stationary. By (4.3), we have FN (Q) → 0 as N → ∞. Hence FN converges to 0 uniformly
over [J (∞)(·|Pθ0) ≤ L], by Dini’s monotone convergence theorem. Hence for N large enough,
c(N , δ) ≥ L , the desired claim.
Step 3. Now for completing the proof of (4.4), by Step 2 and the triangular inequality, it
remains to show that for each N ≥ 1 and any δ > 0, as ε→ 0
lim sup
n→∞
1
n
logPXθ0

1
n
n−
k=1
sup
θ,θ ′∈Θ,|θ−θ ′|<ε
gε(X
e
[k,k+N−1]) > δ

→−∞ (4.6)
where gε(s[0,N−1]) := ‖( fθ,N − fθ ′,N )(s[0,N−1], p)‖T V (p ∈ M1(E) is fixed in (4.5)). But
PXθ0

1
n
∑n
k=1 δX[k,k+N−1] ∈ ·

satisfies the LDP in M1(X N ) w.r.t. the τ -topology σ(M1(X N ),
bB(X N )) with some good rate function IN , by [34, Theorem 5.1]. As 2 ≥ gε ↓ 0 on SN (as
ε→ 0) by the uniform continuity of θ → fθ,N (s[0,N−1]) (for Θ is compact), we get (4.6) by the
same argument as in Step 2.
Corollary 4.5. Assume (C1), (C2), (C3)and (C4). Let (B, ‖·‖) be some separable Banach space
and g : Z → B is continuous. If, for any λ > 0 and any i ∈ E,∫
exp

λ sup
j∈E,y=(pθ )∈Y
‖g( j, s, y)‖

bθ0(i, s)λ(ds) < +∞, (4.7)
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then J (ν) < +∞ implies ν(‖g‖) < +∞ and for each L > 0, ν → ν(g) is continuous from
[J ≤ L] to B, and Pθ0,z(L Zn (g) ∈ ·) satisfies, uniformly over z ∈ Z , the LDP on B with the rate
function
J g(m) := inf{J (ν); ν(g) = m}, m ∈ B. (4.8)
Proof. Its proof is very close to that of Theorem 2.5 in Section 5. For any λ > 0 fixed, let
Uλ(x, y) := eλ‖g(x,y)‖, we have
ΠUλ(i, s, y) ≤
∫
exp

λ sup
j∈E,y∈Y
‖g( j, s, y)‖

bθ0(i, s)λ(ds) =: c(i) < +∞.
But by (5.4) (in Section 5), J (ν) ≥  log UλΠλU dν ≥ λν(‖g‖) − log maxi∈E c(i). So if J (ν) <+∞, then ν(‖g‖) < +∞. By following the proof of Theorem 2.5, it remains to show that for
any δ > 0,
lim
N→∞ lim supn→∞
1
n
log sup
z∈Z
Pθ0,z(‖L Zn (g1‖g‖>N )‖ > δ) = −∞. (4.9)
By Chebychev’s inequality and the conditional independence of (Yk) knowing (Xk), we have for
any λ > 0
Pz(‖L Zn (g1‖g‖>N )‖ > δ) ≤ e−nλδEzeλnL
Z
n (‖g‖1‖g‖>N )
≤ e−nλδ

max
i∈E
∫
e
λ sup
y∈Y
‖g‖1‖g‖>N (i,s,y)
b(i, ds)
n
.
By dominated convergence and our condition (4.7), as N →∞,
c(λ, N ) := max
i∈E
∫
e
λ sup
y∈Y
‖g‖1‖g‖>N (i,s,y)
b(i, ds)→ 1.
Then the left-hand side of (4.9) is ≤ −λδ + limN→∞ log c(λ, N ) = −λδ, where the desired
result follows by letting λ→+∞.
4.3. Large deviations for log-likelihood function
Actually suppose that X e[1,n] = s[1,n] is observed and Xh0 = i0 (it is often chosen artificially in
practice). The likelihood function of s[1,n] is given by
PXθ (X
e
[1,n] ∈ ds[1,n])
n∏
k=1
λ(dsk)
=
−
i[1,n]∈En

n−1∏
k=1
qθ (ik, ik+1)

n∏
k=1
bθ (ik, sk)

.
Its logarithm is not additive in s[1,n]. But using the prediction filters: pθ1 := qθ (i0, ·), pθn =
Pθ (Xhn = ·|X e[1,n−1] = s[1,n−1]), we have easily pθn+1 = fθ (sn, pθn) where fθ is given by Baum’s
forward equation and
ln(θ, s[1,n]) := log
PXθ (X
e
[1,n] ∈ ds[1,n])
n∏
k=1
λ(dsk)
=
n−
k=1
log⟨pθk , bθ (·, sk)⟩ (4.10)
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becomes additive in (sk, pθk ), where ⟨p, h⟩ =
∑
i∈E p(i)h(i). For (i, s, y) ∈ Z where y = (pθ ),
let
g(i, s, y) :=

θ → log ⟨p
θ , bθ (·, s)⟩
⟨pθ0 , bθ0(·, s)⟩

θ∈Θ
∈ C(Θ)
here C(Θ), the space of real continuous functions on Θ (then bounded by the compactness of
Θ), is a separable Banach space with sup-norm ‖ · ‖sup. Since ‖g(i, s, y)‖ ≤ max j∈E,θ∈Θ bθ ( j,s)min j∈E, θ∈Θ bθ ( j,s)g,
satisfies condition (4.7) once if, for all p > 1, i ∈ S, θ0 ∈ Θ ,∫
S
 maxj∈E,θ∈Θ bθ ( j, s)
min
j∈E,θ∈Θ
bθ ( j, s)
p bθ0(i, s)λ(ds) < +∞. (4.11)
Thus from Corollary 4.5, we get immediately
Proposition 4.6. Assume (C1), (C2), (C3), (C4) and (4.11). Then for each θ0 ∈ Θ , Pθ0
1
n ln(θ, X
e
[1,n])− ln(θ0, X e[1,n])θ∈Θ ∈ ·

satisfies (uniformly over initial hidden state i0) the LDP
on C(Θ) with the rate function given by: for all η ∈ C(Θ),
IΘ (η|θ0) := inf

J (ν)|ν ∈ M1(Z);
∫
log
⟨pθ , bθ (·, s)⟩
⟨pθ0 , bθ0(·, s)⟩
dν(i, s, y) = η(θ)

. (4.12)
Remarks 4.7. Let νS×Y (ds, dy) = νY (dy)νS(y, ds) be the marginal law on S×Y of ν(i, ds, dy)
such that J (ν|θ0) < +∞. We have∫
log
⟨pθ , bθ (·, s)⟩
⟨pθ0 , bθ0(·, s)⟩
dν(i, s, y) =
∫
νY (dy)[H(νS(y, ds)|⟨pθ , bθ (·, ds)⟩)
− H(νS(y, ds)|⟨pθ0 , bθ0(·, ds)⟩)].
This together with (4.2) gives a strong information sense to the rate function IΘ (η|θ0).
4.4. Large deviation for the MLE in HMMs
Given the observation (s1, . . . , sn), a maximum likelihood estimator (MLE) θˆn = θˆn(s1, . . . ,
sn) valued in Θ is determined by
ln(θˆn, s[1,n]) = sup
θ∈Θ
ln(θ, s[1,n]). (4.13)
Introduce now the rate function for the upper bound
I+(θ |θ0) := inf

IΘ (η|θ0)|η ∈ C(Θ), η(θ˜) ≥ η(θ),∀θ˜ ≠ θ

, θ ∈ Θ (4.14)
and the rate function for the lower bound
I−(θ |θ0) := inf

IΘ (η|θ0)|η ∈ C(Θ), η(θ˜) > η(θ),∀θ˜ ≠ θ

, θ ∈ Θ (4.15)
where IΘ (η|θ0) is given in (4.12).
Theorem 4.8. Assume (C1), (C2), (C3), (C4) and (4.11). Then for any measurable MLE θˆn and
for every θ0 ∈ Θ , we have
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lim
δ→0 lim supn→∞
1
n
logPθ0(|θˆn − θ | ≤ δ) ≤ −I+(θ |θ0) (4.16)
lim
δ→0 lim infn→∞
1
n
logPθ0(|θˆn − θ | ≤ δ) ≥ −I−(θ |θ0). (4.17)
Equivalently for every Borel subset A of Θ (i.e., A ∈ B(Θ)),
− inf
θ∈Ao I
−(θ |θ0) ≤ lim inf
n→∞
1
n
logPθ0(θˆn ∈ A)
≤ lim sup
n→∞
1
n
logPθ0(θˆn ∈ A) ≤ − inf
θ∈A
I+(θ |θ0) (4.18)
where A denotes the closure of A and Ao the interior of A in Θ .
In particular, if the model is distinguishable in the sense of large deviations, i.e.,
(D) for every η ∈ M1(Z) such that J (ν|θ0) < +∞, the maximum of
θ →
∫
log
⟨pθ , bθ (·, s)⟩
⟨pθ0 , bθ0(·, s)⟩
dν(i, s, y)
over Θ is attained at a unique point,
then I+(θ |θ0) = I−(θ |θ0) =: I (θ |θ0) and Pθ0,ν(θˆn ∈ ·) satisfies the LDP on Θ .
The large deviations of the MLE was obtained by Mogulskii [29] in the classical i.i.d. case,
by Miao and et al. [28] for Markov processes. In those works Θ is supposed to be compact as
(C1) here. Our proof below is quite different from [29].
Proof. We write ln(θ) := ln(θ, X e[1,n]) for simplicity. For any δ > 0, notice that
|θˆn − θ | ≤ δ

⊂

1
n
sup
|θ˜−θ |≤δ
ln(θ˜) ≥ 1n sup|θ˜−θ |>δ
ln(θ˜)

(4.19)
and 
|θˆn − θ | ≤ δ

⊃

1
n
sup
|θ˜−θ |≤δ
ln(θ˜) >
1
n
sup
|θ˜−θ |>δ
ln(θ˜)

. (4.20)
Let
G : η(·)→ sup
|θ˜−θ |≤δ
η(θ˜)− sup
|θ˜−θ |>δ
η(θ˜),
G is continuous on Cb(Θ). By Proposition 4.6 and the contraction principle,
G

1
n
(ln(θ)− ln(θ0))θ∈Θ

= 1
n
sup
|θ˜−θ |≤δ
ln(θ˜)− 1n sup|θ˜−θ |>δ
ln(θ˜)
satisfies the LDP on R with the rate function
I3(s) = inf{IΘ (η|θ0)|G(η) = s}, ∀s ∈ R.
Next, let us identify the rate functions in Theorem 4.8.
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Lower bound (4.16): By (4.20), we have for any δ > 0,
Pθ0(|θˆn − θ | ≤ δ) ≥ Pθ0

1
n
sup
|θ˜−θ |≤δ
ln(θ˜)− 1n sup|θ˜−θ |>δ
ln(θ˜) > 0

≥ e−nc−(δ)+o(n),
where
c−(δ) := inf
s>0
I3(s) = inf{IΘ (η|θ0)|η ∈ C(Θ),G(η) > 0}
= inf{IΘ (η|θ0)| sup
|θ˜−θ |≤δ
η(θ˜) > sup
|θ˜−θ |>δ
η(θ˜)}
≤ inf{IΘ (η|θ0)|η(θ) > η(θ˜),∀θ˜ ≠ θ}
= I−(θ |θ0).
The lower bound in Theorem 4.8 follows.
Upper bound (4.17): For any δ > 0, we have by (4.19)
Pθ0(|θˆn − θ | ≤ δ) ≤ Pθ0

1
n
sup
|θ˜−θ |≤δ
ln(θ˜)− 1n sup|θ˜−θ |≥δ
ln(θ˜) ≥ 0

≤ e−nc+(δ)+o(n),
where
c+(δ) := inf
s≥0 I3(s) = inf{IΘ (η|θ0)|η ∈ C(Θ),G(η) ≥ 0}
= inf{IΘ (η|θ0)|η ∈ Fδ}
and Fδ := {η ∈ C(Θ); sup|θ˜−θ |≤δ η(θ˜) ≥ sup|θ˜−θ |>δ η(θ˜)}.
For the upper bound it remains to show that
lim
δ→0 c
+(δ) = I+(θ |θ0). (4.21)
Since Fδ ↓ F0 as δ decreases to zero, we have c+(δ) ≤ inf{IΘ (η|θ0); η ∈ F0} = I+(θ |θ0)
for every δ > 0. Conversely, let L := 1+ limδ→0 c+(δ). If L = +∞, (4.21) holds. Assume then
L <∞. By the inf-compactness of IΘ (·|θ0) and Lemma 4.1.6 in [10], we obtain
lim
δ→0 c
+(δ) = sup
δ>0
inf{IΘ (η|θ0)|η ∈ Fδ ∩ [IΘ (·|θ0) ≤ L]}
= inf{IΘ (η|θ0)|η ∈ F0 ∩ [IΘ (·|θ0) ≤ L]} ≥ I+(θ |θ0).
The large deviation estimate (4.18): It follows by the local estimates (4.16) and (4.17) for Θ is
compact (well known in large deviation theory).
Equality I+ = I− under (D): Finally if condition (D) holds, let us prove I+(θ |θ0) ≥ I−(θ |θ0)
where θ ∈ Θ is fixed (the converse inequality is trivial). We may assume that I+(θ |θ0) =
inf{IΘ (η|θ0)|η ∈ F0} < +∞. The last infimum must be attained by some η0 ∈ F0 by the
compactness of F0 ∩ [IΘ (·|θ0) ≤ L] (L > 0), and next there is some ν0 such that J (ν0) =
IΘ (η0|θ0) = I+(θ |θ0) < +∞ and
η0(θ˜) =
∫
log
⟨pθ˜ , bθ˜ (·, s)⟩
⟨pθ0 , bθ0(·, s)⟩
dν0(i, s, y), ∀θ˜ ∈ Θ .
As η0(θ) ≥ η0(θ˜),∀θ˜ ≠ θ (for η0 ∈ F0), by our condition (D), η0(θ˜) attains the maximum
uniquely at θ . Thus by the definition of I−(θ |θ0), I+(θ |θ0) = IΘ (η0|θ0) ≥ I−(θ |θ0). 
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We conclude this section with
Example 4.9 (Example 1.4 Continued). For this example, we assume that Θ is compact and
θ → h(θ, i), θ → qθ (i, j) are continuous for all i, j ∈ E . Taking the reference measure λ as
N (0,Γ ) (the law of the noise), we see easily that (C1), (C3), (C4) and (4.11) are satisfied. Hence
if the hidden Markov chain (Xhn ) satisfies (C2), all LDPs in Theorem 4.3, Proposition 4.6 and
large deviation estimations in Theorem 4.8 hold true for this example.
5. Proofs of Theorems 2.1 and 2.5
5.1. Proof of the weak upper bound (a.ii) in Theorem 2.1
The weak upper bound (uniform over starting points) in (a.ii) is universal: it holds true if Π
is Feller. See [12,13] or [11].
5.2. Proof of the lower bound (a.i) in Theorem 2.1
For the lower bound in (a.i) which is the most difficult part in this paper, let us begin with
some preparations, which are crucial for the passage from R0-a.e. lower bound to the everywhere
lower bound, described in Point (ii) of the outline in Section 2.
Lemma 5.1. Under (A1), P2m(x, ·) is equivalent to µX for every x ∈ X . In particular P is
irreducible w.r.t. µX and aperiodic. Furthermore if J (ν) = J (ν|Π ) < +∞, then νX (dx) :=
ν(dx × Y)≪ µX (dx).
Proof. We prove at first that P2m(x, ·), x ∈ X are all equivalent. Indeed fix x0 ∈ X and let
A ∈ B(X ) so that P2m1A(x0) = P2m(x0, A) = 0. Since Pm1A is continuous by the strong
Feller property of Pm , if Pm1A is not identically zero on X , then P2m1A > 0 everywhere
by (A1), that is in contradiction with P2m1A(x0) = 0. Consequently Pm1A(x) = 0 for all
x ∈ X , then P2m1A ≡ 0 over X , i.e., P2m(x, ·) ≪ P2m(x0, ·) for all x ∈ X . As x0, x are
arbitrary, {P2m(x, ·), x ∈ X } are all equivalent.
Having that fact we have µX (·) =

µX (dx)P2m(x, ·) ∼ P2m(x0, ·). Hence P is irreducible
w.r.t. µX and aperiodic. Finally by (2.4) and [34, (B.23)], for each N ≥ 1
J (ν) = J (νX |P) ≥ 1N H(νX |νX P
N ).
Taking N = 2m and noting νP2m ∼ µX , we get νX ≪ µX once if J (ν) < +∞. 
The following weak law of large number plays a crucial role in the lower bound of large
deviations in Theorem 2.1.
Lemma 5.2. Assume P is irreducible, aperiodic and positively recurrent such that Π has
an invariant probability measure µ, and (2.6) holds for PXµ -a.s. (xk)k∈N ∈ XN (PXµ is the
marginal law of (xk)k∈N under Pµ). Then Π ng → µ(g) for any bounded measurable function
g(x, y) : Z → R which is continuous in y. In particular the invariant probability measure µ of
Π is unique, and for any starting point z ∈ Z , in probability Pz ,
L Zn → µ weakly.
Proof. We first prove that for every z = (x, y) ∈ Z , (2.6) holds true for PXz = PXx − a.s.(xk)k∈N
(PXx is the law of the Markov chain with transition kernel P and starting point x). Let
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A := {xN ∈ XN; dY ( fn(x[0,n−1], y), fn(x[0,n−1], y′))→ 0,∀y, y′ ∈ Y}.
By our condition (2.6), PXµ (A) = 1 and then PXx ′(A) = 1, µX -a.s. x ′ ∈ X (by Fubini’s theorem).
Let σ be the shift on XN. Then σ−1 A ⊂ A. Thus for each x ∈ X ,
PXx (A) ≥ PXx (σ−2m A) =
∫
P2m(x, dx ′)PXx ′(A) = 1
for P2m(x, ·) is equivalent to µX (by Lemma 5.1).
We now come to prove Π ng → µ(g) on Z , for g bounded and continuous in y. For any
z ∈ Z let Zn, Z ′n be the Markov chains with transition kernel Π such that Z0 is of law µ (the
invariant measure of Π ), Z ′0 = z, and the coupling time τ := inf{n ≥ 0; Xn = X ′n} is finite a.s.
and Xn = X ′n for n ≥ τ (possible by the positive recurrence and aperiodicity of P). We have for
n > τ ,
dY (Yn, Y ′n) = dY ( fn−τ (X[τ,n−1], Yτ ), fn−τ (X[τ,n−1], Y ′τ ))→ 0
as n goes to infinity by the fact established above. Hence 1Xn≠X ′n + dY (Yn, Y ′n)→ 0, a.s. Since
the law of Zn = (Xn, Yn) remains to be the same µ, we can find a couple of random variables
(Z˜ = (X˜ , Y˜ ), Z˜ ′n = (X˜ ′n, Y˜ ′n)), of the same law as (Zn, Z ′n), such that 1X˜ ′n≠X˜+dY (Y˜ ′n, Y˜ )→ 0 in
probability, too (defined on another probability space). Thus for any g(x, y) : Z → R bounded
measurable and continuous in y, we have for any z = (x, y) ∈ Z ,
|Π ng(z)− µ(g)| = |Eg(Zn)− Eg(Z ′n)| = |Eg(Z˜)− Eg(Z˜ ′n)|
≤ P(X˜ ′n ≠ X˜)2‖g‖∞ + E|g(X˜ , Y˜ )− g(X˜ , Y˜ ′n)| → 0 (5.1)
the desired claim. By the convergence above, µ is the unique invariant measure of Π .
We now turn to prove L Zn → µ weakly in probability Pz . Since there is some countable
family {gk} of bounded and Lipschitzian functions on Z such that the metric d(µ, ν) :=∑
k 2
−k |µ(gk )−ν(gk )|
1+|µ(gk )−ν(gk )| is compatible with the weak convergence topology, so for this lemma
it is enough to prove that for any bounded and Lipschitzian g, L Zn (g)→ µ(g) in probability Pz .
Notice that
Mn :=
n−
k=1
[g(Zk)−Π g(Zk−1)]
is a Pz-martingale, then Ez(Mn/n)2 ≤ ‖g‖2∞/n → 0. Consequently L Zn (g − Π g) → 0 in
L2(Pz). Successively we have for any N ≥ 1, L Zn (g −Π N g)→ 0 in L2(Pz).
By (5.1), |Π N g−µ(g)| → 0 pointwisely on Z (as N →∞), ε(N ) := µ(|Π N g−µ(g)|)→
0. Since Π N g(x, y) = Ex g(X N , fN (X[0,N−1], y)) is continuous in y (by the continuity of fN
and that of g in y), we have again Π k |Π N g − µ(g)| → µ(|Π N g − µ(g)|) as k →∞. Thus
lim sup
n→∞
Ez |L Zn (g)− µ(g)| ≤ lim sup
n→∞

Ez |L Zn (g −Π N g)| + Ez |L Zn (Π N g)− µ(g)|

≤ lim sup
n→∞
1
n
n−
k=1
Π k |Π N g − µ(g)|(z)
= µ(|Π N g − µ(g)|) = ε(N )
which yields the desired result by letting N →+∞. 
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We now reinforce the result above under some stronger assumption (A2′).
Lemma 5.3. Under the conditions of Lemma 5.2, assume condition (A2′), then for any
neighborhood B(µ) of µ (the invariant measure of Π ) in M1(Z), x ∈ X , and compact subset
KY in Y ,
sup
y∈KY
P(x,y)(L Zn ∉ B(µ))→ 0.
Proof. By following the proof of L Zn → µ in Lemma 5.2 above it is enough to prove that
Π ng(x, y) → µ(g) uniformly over y ∈ KY for each x ∈ X fixed and for any g ∈ bB(Z)
continuous in y. As in the proof of Lemma 5.2, let Zn = (Xn, Yn) be the Markov chain with
transition probability kernel Π and the initial distribution µ, and Z ′n(x, y) = (X ′n(x), Y ′n(x, y))
the Markov chain with starting point z = (x, y) such that τ := inf{n; Xn = X ′n(x)} < +∞ (τ is
independent of y). Now for n > τ ,
sup
y∈KY
dY (Yn, Y ′n(x, y))
= sup
y∈KY
dY ( fn−τ (X[τ,n−1], Yτ (x, y)), fn−τ (X[τ,n−1], Y ′τ (x, y)))→ 0
by our condition (A2′) and the fact that for X[0,τ ], X ′[0,τ ](x) fixed, {Yτ (x, y), Y ′τ (x, y); y ∈ KY }
is compact. The remained proof is same as that of Lemma 5.2. 
Proof of (a.i) in Theorem 2.1. By the outline of proof in Section 2, it is enough to establish
(2.12).
Step1. Reduction to “ergodic” R case.
We follow at first the method in [34, Proof of Theorem B.1] for reduction to the case where R
is “ergodic”, which is quite different from the method of Donsker–Varadhan [12,13] developed
later by Jain [20].
To this end, for any ε > 0 consider R(ε) := εµ⊗Π + (1− ε)R. Obviously as ε→ 0, νε :=
R0(ε) = εµ+ (1−ε)ν → ν in total variation (and then weakly) and by the convexity of H(ν|µ)
in (ν, µ),
H(R(ε)|νε ⊗Π ) ≤ εH(µ×Π |µ⊗Π )+ (1− ε)H(R|ν ⊗Π )
= (1− ε)H(R|ν ⊗Π )→ H(R|ν ⊗Π ).
Hence it remains to prove (2.12) for R = R(ε) so that νε ∈ G and H(R(ε)|νε ⊗Π ) < +∞. By
Lemma 5.1, νε,X = (1− ε)νX + εµX ∼ µX and R(ε)X ∼ µX ⊗ P .
Step 2. Lower bound for the “ergodic” R(ε). With some abuse of notation we remove the
parameter ε in the notations below.
By the construction of R = R(ε) and (2.3), the regular conditional distribution Π˜ (z0, dz1) :=
R(dz1|z0) under R can be chosen to verify:
Π˜ ((x0, y0), (dx1, dy1)) = P˜(x0, dx1)δ f (x0,y0)(dy1)
and P˜(x0, dx1) = p(x0, x1)P(x0, dx1) with 0 < p(x0, x1) < +∞ for all (x0, x1) ∈ X 2 and
Borel measurable (it is at first µ ⊗ P-a.s. positive and finite then it can be chosen positive and
finite everywhere and Borel measurable up to µ⊗ P-equivalence). Let Qz be the law of Markov
chain with starting point z and transition kernel Π˜ fixed above. As P˜(x, ·) ∼ P(x, ·) for all
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x ∈ E, {P˜2m(x, ·); x ∈ E} are equivalent by Lemma 5.1, then they are equivalent to its invariant
probability measure νX . Thus P˜ is irreducible, aperiodic and positively recurrent.
On Ω := ZN, let (Zn = (Xn, Yn)) be the system of coordinates and Fn := σ (Zk, k =
0, . . . , n). We have for any n ≥ 1.
dQz
dPz
Fn = exp

n−1
k=0
log p(Xk, Xk+1)

which does not depend on (Yk) (a crucial fact for random dynamical system). Hence for any
δ > 0,
Pz

L Zn ∈ G

=
∫
1[L Zn ∈G] exp

−
n−1
k=0
log p(Xk, Xk+1)

dQz
≥ Qz

An

Bn,δ

exp (−n[H(R|ν ⊗Π )+ δ])
where An := [L Zn ∈ G] and
Bn,δ :=

1
n
n−1
k=0
log p(Xk, Xk+1) ≤ H(R|ν ⊗Π )+ δ

.
For (2.12) with R = R(ε), it remains to show that Qz(An)→ 1 and Qz(Bn,δ)→ 1 as n goes to
infinity.
At first by the crucial Lemma 5.2, Qz(An)→ 1 for every z ∈ Z .
To show Qz(Bn,δ) → 1, note that Bn,δ is F Xn := σ(X0, . . . , Xn)-measurable. Let QXx be the
law of (Xn)n≥0 under Qz where z = (x, y). By the law of large number (and Fubini’s theorem),
QXx (Ω0) = 1 for νX -a.e. x ∈ X , where
Ω0 :=

1
n
n−1
k=0
log p(Xk, Xk+1)→
∫
νX (dx0)P˜(x0, dx1) log p(x0, x1) = H(R|ν ⊗Π )

and νX is the marginal law of x under ν. The crucial and delicate point now consists to prove
that the above a.s. convergence holds true under QXx for every x ∈ X .
Setting
D := {x ∈ X ;QXx (Ω0) = 1}
we have νX (D) = 1. Consequently QXx (τD < +∞) = 1 for every x ∈ X where τD := inf{n ≥
0; Xn ∈ D}, by the irreducibility and the positive recurrence of P˜ . Now using the fact that
Ω0

{τD < +∞} =

1
n
n−1
k=0
log p(XτD+k, XτD+k+1)→ H(R|ν ⊗Π )

we get by the strong Markov property
QXx (Ω0) = QXx (Ω0

{τD < +∞}) =
∫
D
QXx (XτD ∈ dx ′)QXx ′(Ω0) = 1.
In conclusion we have proven that for every x ∈ X ,
1
n
n−1
k=0
log p(Xk, Xk+1)→ H(R|ν ⊗Π ), QXx -a.e.
86 S. Hu, L. Wu / Stochastic Processes and their Applications 121 (2011) 61–90
and then in probability QXx . In particular we have
Qz(Bn,δ) = QXx (Bn,δ)→ 1
as desired. 
5.3. Proof of part (b) in Theorem 2.1
Using Lemma 5.3 instead of Lemma 5.2 and repeating the previous proof of Theorem 2.1(a.i),
we have for any non-empty compact KY of Y, x ∈ X and for any open subset G ⊂ M1(Z) and
any ν ∈ G,
lim inf
n→∞
1
n
log inf
y∈KY
P(x,y)(L Zn ∈ G) ≥ −J (ν). (5.2)
Now for any fixed non-empty compact K of Z , by the tightness of {Pz(Z[0,2m] ∈ ·); z ∈ K },
there is some compact KY ⊂ Y such that
Pz(Y2m ∈ KY ) ≥ 3/4, ∀z ∈ K .
Let σ be the shift, i.e. Zn ◦ σ = Zn+1 for all n ∈ N. For any ν ∈ G, there are some g : Z → Rd
bounded and continuous with |g(z)| ≤ 1 and some constant δ > 0 such that
B(ν, δ) := {ν′ ∈ M1(Z); |
∫
gd(ν′ − ν)| < δ} ⊂ G
where | · | denotes the Euclidean norm in Rd . Since |L Zn ◦ σ 2m(g) − L Zn (g)| ≤ 4m/n for all
n ≥ 1, then for all n large enough,
{L Zn ∈ G} ⊃ {L Zn ◦ σ 2m ∈ B(ν, δ/2)}.
Let hn(x) := 1n log infy∈KY P(x,y)(L Zn ∈ B(ν, δ/2)), by the lower bound (5.2) above for
G = B(ν, δ/2) and Egorov’s lemma, there is an increasing sequence (AN ) ⊂ B(X ) such that
µX (AN ) → 1, and lim infn→∞ infx∈AN hn(x) ≥ −J (ν). Now let KX := {x |∃y, (x, y) ∈ K }
be the projection of K on X , which is compact (by the continuity of projection) in X . As
P2m(x, dy) = p2m(x, y)µX (dy) (by Lemma 5.1) is strong Feller, in other words if xn →
x, p2m(xn, ·) → p2m(x, ·) weakly in L1(µX ), then {p2m(x, ·); x ∈ KX } is µX -uniformly
integrable (the famous Dunford–Pettis theorem). Thus infz∈K Pz(X2m ∈ AN )→ 1 as N →∞.
Fix some N so that infz∈K Pz(X2m ∈ AN ) ≥ 3/4. Therefore
inf
z∈K Pz(X2m ∈ AN , Y2m ∈ KY ) ≥ 1/2.
Consequently
lim inf
n→∞
1
n
log inf
z∈K Pz(L
Z
n ∈ G) ≥ lim infn→∞
1
n
log inf
z∈K Pz(L
Z
n ◦ σ 2m ∈ B(ν, δ/2))
≥ lim inf
n→∞
1
n
log inf
z∈K Pz(X2m ∈ AN , Y2m ∈ KY )
× inf
z′∈AN×KY
Pz′(L Zn ∈ B(ν, δ/2))
= lim inf
n→∞ infx∈AN
hn(x) ≥ −J (ν)
which is the desired uniform over compacts lower bound for ν ∈ G is arbitrary.
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5.4. Proof of part (c) in Theorem 2.1
We recall a well-known result: under condition (A3), by Donsker–Varadhan [12,13] we have
for any compact subset K of Z and any closed subset F of M1(Z),
lim sup
n→∞
1
n
log sup
z∈K
Pz(L Zn ∈ F) ≤ − inf
ν∈F J (ν). (5.3)
(1) Inf-compactness of J . At first let us notice that
J (ν) ≥
∫
log
U
ΠU
dν =
∫
φdν. (5.4)
This holds for U ∧ N (N ≥ 1) by definition (2.1). Letting N →∞ and using Fatou’s lemma we
get the above inequality. Since φ is inf-compact and lower bounded on Z, {J ≤ L} is tight
by Chebychev’s inequality and then compact by Prokhorov’s criterion (and the lower semi-
continuity of J ). Hence J is inf-compact on M1(Z).
(2) Uniform upper bound over β ∈ AL := {β ∈ M1(Z);β(U ) ≤ L}. The key tool for the
uniform LDP in this part is the following martingale:
M0 = 1, Mn :=
n∏
k=1
U (Zk)
ΠU (Zk−1)
= exp

n−1
k=0
φ(Zk)

· U (Zn)
U (Z0)
, n ≥ 1. (5.5)
Consider the first hitting time to K : τK := inf{n ≥ 0; Zn ∈ K }. Set KN := [φ ≤ N ]. For any
initial measure β ∈ AL , since on [τKN ≥ n], φ(Zk) > N for all 0 ≤ k ≤ n − 1, we have by
Chebychev’s inequality,
Pβ(τKN ≥ n) ≤ Pβ(MnU (Z0) > enN ) ≤ e−nNβ(U ) ≤ Le−nN . (5.6)
Now for any fixed closed subset F of M1(Z) and δ > 0, let Fδ := {ν′; infν∈F W1(ν′, ν) ≤ δ},
the δ-closed neighborhood of F . Since for k ≤ δn/2,
W1(L
Z
n ◦ σ k, L Zn ) ≤ 2k/n ≤ δ.
By (5.6) we have for any β ∈ AL ,
Pβ(L Zn ∈ F) ≤ Pβ(τKN > δn/2)+ Pβ

τKN ≤ δn/2, L Zn ◦ σ τKN ∈ Fδ

≤ Le−Nnδ/2 + sup
z∈KN
Pz(L Zn ∈ Fδ).
Thus by (5.3),
lim sup
n→∞
1
n
log sup
β∈AL
Pβ(L Zn ∈ F) ≤ max{−Nδ/2,− inf
ν∈Fδ
J (ν)}.
Letting at first N →∞ and next δ → 0, we get the desired upper bound (uniform over β ∈ AL )
for infν∈Fδ J (ν)→ infν∈F J (ν) (as δ → 0) by the inf-compactness of J .
(3) Uniform lower bound over β ∈ AL := {β ∈ M1(Z);β(U ) ≤ L}. This part is easier
than Step (2) above. Choose N ≥ 1 such that infβ∈AL Pβ(τKN ≤ N ) > 1/2 (possible by
(5.6)). For any fixed open subset G of M1(Z) and ν ∈ G, choose δ > 0 such that B(ν, 2δ) :=
{ν′;W1(ν′, ν) < 2δ} ⊂ G. We have by part (b),
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lim inf
n→∞
1
n
log inf
β∈AL
Pβ(L Zn ∈ G) ≥ lim infn→∞
1
n
log inf
β∈AL
Pβ(L Zn ◦ σ N ∈ B(ν, δ))
≥ lim inf
n→∞
1
n
log inf
β∈AL
Pβ(Z N ∈ KN ) inf
z∈KN
Pz(L Zn ∈ B(ν, δ)) ≥ −J (ν)
the desired uniform lower bound.
5.5. Proof of Theorem 2.5
At first by (5.4), if J (ν) < +∞, ν(φ) < ∞ and then ν(‖g‖) < +∞ by our condition on g.
For any N ≥ 1, let gN (z) = g(z)‖g(z)‖ · (‖g(z)‖ ∧ N ) which is continuous and bounded. Then by
Theorem 2.1(c), Pβ(L Zn (gN ) ∈ ·) satisfies the LDP with rate function J gN given by (2.14). If we
can prove for any δ > 0
lim
N→∞ lim supn→∞
1
n
log sup
β∈AL
Pβ(‖L Zn (g)− L Zn (gN )‖ > δ) = −∞, (5.7)
then by the generalized contraction principle in [37] (see also [10] for some prototypes),
J (ν) < ∞ implies  ‖g‖dν < ∞ and ν →  gdν is continuous from [J ≤ a] to B, for
each a > 0, and the LDP in Theorem 2.5 holds.
It remains to show (5.7). For any λ > 1, there is some compact K such that ‖g(z)‖ ≤ φ(z)/λ
for all z ∈ K c. Since g is bounded on the compact K , for N large enough, gN = g on K and
then λ‖gN − g‖ ≤ φ1K c ≤ φ + c where c = max{0,− infZ φ}. Using again the martingale in
(5.5) but written this time as
Mn :=
n∏
k=1
U (Zk)
ΠU (Zk−1)
= exp

n−
k=1
φ(Zk)

· ΠU (Zn)
ΠU (Z0)
we have
EβeλnL
Z
n (‖gN−g‖) ≤ EβenL Zn (φ)+cn ≤ EβΠU (X0)Mnecn = β(ΠU )ecn .
Since ΠU = Ue−φ ≤ Uec, β(ΠU ) ≤ Lec for any β ∈ AL , we get by Chebychev’s inequality
sup
β∈AL
Pβ(‖L Zn (g)− L Zn (gN )‖ > δ) ≤ e−λnδ sup
β∈AL
EβeλnL
Z
n (‖gN−g‖) ≤ Lece−λnδ+cn
where it follows that the left-hand side of (5.7) is not greater than −λδ + c. Hence (5.7) follows
by letting λ→∞.
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