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1. Calculate density curve based on sonic curve (Figure S4) 
 
We derive a density curve profile from sonic curve for the vertical section of the foreland basin 
deposit. In order to accomplish this task we exploit the information derived from two available 
datasets. Measured density curve which covers only the lower part of the foreland deposits, mainly 
Gachsaran Formation, and sonic curve which covers the entire foreland deposits including where 
we have measured density curve. In doing so, we assume a power law relation between the density 
D and the travel velocity V of the signal used for the derivation of the sonic curve. In other words, 
we assume that the logarithm of the density is proportional to the logarithm of the velocity of the 
sonic signal: 
  =     Eq. S1 
 
or, 
  = 	
 + 	    Eq. S2 
 
 
 
From the segment where both datasets are available we derive the parameters p1 and p2, that are 
related to the parameters a and b by: 
 
  = 10     Eq. S3 
  = 	
    Eq. S4 
 
 
We calculate the density curve where only the sonic log is available by assuming the power law 
parameters a and b to be constant along the vertical section. Figure S4 shows linear fit in log-log 
space from which the parameters 	
 and 	 are derived. We have used a Least Absolute Residual 
(LAR) robust fitting algorithm in order to underweight the outliers. The velocity V is derived from 
the sonic log times as: 
  = 
     Eq. S5 
 
where dt is the sonic log, i.e. the time needed to the signal to travel from the source transmitter to 
the receiver sensor. It is measured in µs and it has been converted in seconds to perform the 
calculation described above. 
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2. General equations for point load deflection (Wienecke et al. 2007) (Figure S5) 
 
In this section we briefly describe the solution of the flexure w(x,y) of a thin elastic plate under the 
influence of a given load P(x,y) (e.g. Watts, 2001). The differential equation governing the flexure of a 
thin elastic plate is: 
 ∆. ∆ + 
 =    Eq. S6 
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(
!")    Eq. S7 
 
 
 
where ∆ is the 2-dimentional Laplacian operator,  β is the flexure parameter, P is the applied load, D is the 
flexural rigidity, E is the Young’s modulus and Te is the elastic thickness and ν is the Poisson’s ratio. The 
flexural parameter is defined as: 
 
 
$ = % &'()'*+,,-. = % 	
(
!") 	 
&'()'*+,,-.     Eq. S8 
 
 
 
where ρm is the mantle density, ρfill is the material density filling the deflected region, g is the acceleration 
due to the gravity (here assumed constant).  
 
We mesh the surface with cell size of 1x1 km2 and estimate uniformly distributed load for each individual 
single cell. The deflection generated by the load on a single cell can be determined following Hertz (1884), 
who proposed a set of three solutions. This set has been modified in order to be used for elastic lithospheric 
deflection (Wienecke et al., 2007). A first solution expressing the deflection wA at the loading point is 
(Wienecke et al., 2007): 
 
 / = 01&'(!'*+,,-.    Eq. S9 
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As expected, this deflection corresponds to the maximum deflection generated by the load	2/ centered in 
the cell (xA,yA). Due to the elastic nature of the thin plate, this is deformed also in regions nearby the load 
application cell centered in (xA, yA).  
 
 
The second solution for the deflection differential equation is given by (Watts, 2001): 
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where the radius rβ is the normalized radial distance at the surface from the load point: 
 
 (@) = O(P!P0)Q(R!R0)     Eq. S11 
 
 
 
A third solution for the deflection is given by (Wienecke et al., 2007): 
 
 
 
STU = 05('(!'*+,,).%5 V)(W<)OX/%(;<) × Z[\] ^(@)%
 + 51_ − 
1(;<) [\]	 ^(@)%
+ 1`_ +∙∙∙a    Eq. S12 
 
 
 
 
These last two solutions are valid at distances 0 < r ≤ 2β and r ≥ 2β, respectively. In the following, as in 
Wienecke et al. (2007), we will refer to the second solution as “logarithm function”, and to the third solution 
as “sine function”. The solution for the deflection w is thus composed by all the three solutions, and changes 
from the logarithm to the sine function at rβ =2β. 
It follows that the deflection in (x,y) induced by a point load PA in (xA, yA) is given by:  
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(b, d, b/, d/ , 2/) = e	/											\f				@ = 0											34.								\f				0 < @ ≤ 2$STU									\f				@ > 2$							     
 
 
 
 
Dividing (b, d, b/, d/, 2/) by PA we obtain the Green’s functions	k	(b, d, b/, d/), which represent the 
deflection induced at a distance r from (xA,yA) by the application of a unitary load in the cell centered in 
(xA,yA). A relevant future of the Green’s function is that they depend only on the relative position of the 
applied load and of the deflecting location:	k	(b, d, b/, d/) = k(@l − @l/), where @l = (b, d) and  @l/ =(b/, d/). We can thus calculate the deflection due to a distributed load 2	as the 2-dimensional convolution 
between G and P. 
 
 
 
(@l) = (k ∗ 2)(@l) =		= n k(@l − @lo)2(@lo)p@lo =				q= k&0rl- + n k(@l − @lo)2(@lo)p@lo	/stu 		 +	n k(@l − @lo)2(@lo)p@lo
	
/vwx 	  
 
 
Where Alog and Asin are the surfaces around the location @l where the logarithm and sine functions are used 
to express the Green’s functions, respectively. In other words, Alog is the area inside the circle of radius 2β 
around @l, excluding @l, and Asin is the area outside the circle of radius 2β around @l. 
These calculations are done approximating the actual Green's function truncating the Gsin at distances ≤ 6β. 
The value of 6β is the maximum value that allows us to obtain same approximation level for the convolution 
in the region of interest given the data region at our disposal. 
 
Indeed, the region of interest is included in the region where the data is available. If we do not truncate Gsin 
we would add some further values to the deflection due to contribution of loads at distances greater than 
6β. If the distance between a point and border of the available data is smaller than 6β, then the deflection 
at that point would be calculated with a different degree of accuracy than the other regions. Since the region 
of interest is included in the available data region, and the minimum distance to one of the edges of the data 
region is about 6β, with β calculated using the maximum tested value for Te, we conclude that in order to 
get the same degree of precision for the deflection in all the points of interest we have to approximate the 
Green's function Gsin truncating it for only values corresponding to distances lower than 6β. All the 
calculations have been performed using the software Matlab and its built-in functions for the convolution. 
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3. Equations for calculating Gravity Anomaly, Bouguer correction and Free Air Anomaly 
 
 
We calculate the gravity anomaly, ∆y(P,R), (comparable to observed Bouguer Anomaly), which 
assumes that the Moho is the only source of density contrast at depth. Bouguer correction and 
Free Air Anomaly are as follows: 
 
∆y(P,R) = 0.0419({| − {})(~(P,R) − |(P,R))    Eq. S13 
  
 
(P,R) = 0.0419({| − {)&(P,R)- + ({ − {|)&(P,R)-    Eq. S14 
   
 
(P,R) = ∆y(P,R) + (P,R)   Eq. S15 
    
where, ρm is density of mantle, ρc is density of crust, ρb is density of basin deposits from surface to depth, 
ρa is density of air, DM= Moho depth (km), Ht is topography, Hb is the basin depth, and Tc is the crustal 
thickness with zero elevation. 
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4. Figures 
 
 
 
 
Figure S1: Root mean square residual (RMSE) between observed and predicted FAA using the seismologically constrained Moho model of 
Manaman et al. (2011) and WGM12 surface Free Air Anomaly (Bonvalot et a., 2012). The model prediction assumes a constant crust density of 
2670 kg/m3. The minimum RMSE corresponds to 3060 kg/m3 (i.e. ∆ρ= 390 kg/m3) of mantle density and Tc = 37.8 km in the eastern sector. 
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Figure S2. Density distribution versus depth in the Zagros foreland basin. Red curve represents measured density in the borehole and the green 
curve is calculated density curve using the sonic log (DT) from the same borehole. The well is located in the Dezful embayment. See green circle 
in Figure 3 for approximate location. We converted sonic log to density from the equation obtained from least-square regression to the portion 
of the dataset where the two measurements are available. The black coloured curve corresponds to degree 2 polynomial function that best fits 
the depth distribution of density. 
 
 
 
  
9 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S3: Simulated plate deflection due to the weight of the basin deposits applied to an elastic thin plate overlying an inviscid fluid with density 
ρm= 3070 kg/m3. (a). Measured post-collisional deflection determined from the depth to the Asmari formation. This information is combined with 
the depth distribution of density, Figure S2, to determine the basin load distribution. (b-d) Model prediction using an equivalent elastic thickness 
(Te) of 5, 20 and 50 km, respectively. 
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Figure S4. Residuals between observed FAA (Bonvalot et al., 2012) and predicted FAA from Model 1 (a), Model 2 (b), and seismic Moho depth (c). 
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Figure S5: Residuals between observed Bouguer anomaly (Bonvalot et al., 2012) and predicted Bouguer anomaly from Model 1 (a) and Model 2 
(b). 
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Figure S6. The crustal thickness of the model 2 divided by the topography in map view (a) and histogram (b) for ∆ρ=400 kg/m3. The mean value 
is 5.3 and standard deviation is 1.8. The obtained mean value is comparable to the estimated λ in the flexural model 2. 
 
 
