In this paper, we derive the general integral representation formulas (IRFs) for the strain field and for the effective elasticity tensor of two-component elastic composites. The information about the contrast is represented by a rank-four tensor in the integrand while the information about the microgeometry is included in the Stieltjes measure of the IRF. The relation between the IRFs presented in this paper and those previously derived by various authors is also explicitly established.
Introduction
Integral representation formulas (IRF) for effective moduli of composites have been used for deriving bounds due to its mathematical structure, for example [5, 2, 6] . If the property of each phase of the composites can be represented by a scalar, the measure in IRF only depends on the microgeometry, while the integrand depends only on the ratio of scalars. This nice mathematical structure provides the foundation for dehomogenization . In [3] , it was used for estimating hydraulic conductivity from measurement of effective dielectric property of the same composites utilizing the fact the Stieltjes measure in the IRFs for these effective properties are the same. In [4] , it was recognized that rather than trying to reconstruct the measure, which is known to be very ill-posed, we can reconstruct the moments of the measure, which is a much more stable process.
The stability analysis of moment reconstruction is also carried out in that paper. To generalize the idea to composite of (visco)elastic materials, various authors derive IRFs for one-parameter family [2, 6, 7, 8] . The IRF has very similar structure as that for the isotropic dielectric case and can be used for derivation of useful bounds. However, since the simplest elastic material, ie. the isotropic case, has two parameters, the restricted one-paramter approach results in a measure that is not independent of material properties. From a dehomogenization point of view, this kind of IRF is not suitable because the one parameter family is not large enough to include all possible combinations of constituents. One of the smallest families we consider is that of composites with one phase staying constant while the shear modulus of the other phase can vary with frequency. In the Appendix, we show the results by direct generalization of the one-parameter family approach to a two parameter family. The drawback of that approach is it's difficult to restrict the measure to a compact support. As will be seen in Section 3, the general IRF derived in the next section is able to restrict the support of the measure. Actually, with this new IRF, we can just use frequency as the parameter, rather than trying to embed the composites mentioned above into a two-parameter family.
The paper is organized as follows. In Section 2, we derive the general IRF. In Section 3, we show how the new IRF can be used to derive various known one-parameter family IRFs by regarding their measure as special projections of the Stieltjes measure in the general IRF. We also show that this point of view can actually improve the previous results because it provides a way for determining how far the support of the measure is bounded away from 1.
Spectral Theory Approach for general integral representation formula
In this section, we derive the IRF for the effective stress tensor of a two-phase composite. In this IRF, the integrand only depends on the contrast of the phases while the spectral measure only depends on the microstructure of the composites. Hence the results can be regarded as generalization of various one-parameter family IRFs derived in [6, 2, 7, 8] .
We consider the class composites made of two materials with V-elliptic elasticity tensor C (1) and C (2) , not necessarily isotropic. Note that Einstein summation convention is used throughout the paper. Consider the following problem (BVP2)
Here the divergence of a matrix function, the contraction operator : between a fourth order tensor C and a matrix and the contraction operator : between two matrices are
Let B be the operator which takes the symmetric part of the gradient matrix of a vector u
and let A be the operator which maps f ∈ (H −1 (Ω)) 3 to u ∈ (W 1,2 0 ) 3 , i.e. u is the solution to the
Hence we have A = (∇ · B) −1 . We denote by H the Hilbert space defined as follows
with the usual norm
The operator P def = BA∇· has the following properties on H Proposition 2.1. P is a projection operator from H to
with P ≤ 1.
The variational formulation of this problem is finding u ∈ (H 1 0 (Ω)) 3 such that
Since the sesquilinear form Ω Bv : Bu dx is coercive with coercivity constant ν = 1, the existence and uniqueness of the solution follows from the Lax-Milgram lemma. Moreover,
We also need to show that P is self-adjoint w.r.t. the inner product (·, ·)
To show this, let φ, ψ ∈ H and note that Pφ = Bu and Pψ = Bv such that u solves (BVP3) and
Integrating by parts twice, applying definition of u, v, and using symmetry of φ and ψ, we obtain
Integrating by parts the right-hand sides of (9) and (10) leads to
Finally, if φ ∈ E, then by the definition of E and the uniqueness of the solution to (BVP3), we have
0 (Ω)) 3 and
With the above expression, we rewrite the PDE in (BVP2) as
This leads to the variational formulation for def = B(w) as follows: Find ∈ E such that
Since we assume C (1) and C (2) To derive the representation formula for the solution of (BVP2), we rewrite (11) as follows
−1 on both sides of the equation leads to
Due to linearity of operators ∇· and A, we have
Applying B and adding 0 on both sides lead to the following equation
Define the inner product
for f , g ∈ H modulo the equivalent class of elements such that Ω χ 1 dx = 0. Let
Note that χ 1 φ, χ 1 ψ ∈ H as long as χ 1 is integrable. To show self-adjointness, we first compute
The last equality in (16) and (17) is due to the symmetry ψ ij = ψ ji and φ ij = φ ji , respectively.
Note that
because for fixed i, j (we supress the Einstein summation convention here), we have
Meanwhile, we note that
because for fixed i, j, we can regard ∂ x i (χ 1 φ ij ) ∈ H −1 (Ω) as a bounded linear functional on
(Ω) and consider the dual pairing
Therefore, we conclude from (18), (19) and (20)
By a similar argument, we can also conclude
To complete the proof, we notice that the left hand side of (21) and (22) are exactly Ω v · (∇ · Bu) dx and Ω u·(∇·Bv) dx , respectively because of (15) and (14). Applying a density argument of D(Ω) in H 1 0 (Ω) similar with that above leads to
Hence (21), (22), (16) and (17) imply
For ease of notation, we define new variables
With these new variables, the integral equation (12) becomes
Note that M can be regarded the contrast tensor of the elastic properties of the two constituents. We would like to remark that unlike the composites of two isotropic dielectric materials for which the contrast is a scalar, the contrast of the simplest case of composites of elastic materials is an isotropic rank-4 tensor because the minimum number of parameters for describing the elastic property of a material in three-dimensional space is two (Lamé constants). Up to this point, the choices of χ 1 and χ 2 (hence C (1) and C (2) ) seem arbitrary. However, as can be seen from the proof in the following theorem, we will choose C (1) to be the elasticity tensor such that M < 1 when regarded as a linear operator from E to itself. This is possible as long as the eigen values of D −1 C for a given pair C and D are contained either in (0, 2) or (1/2, ∞). For the former case, we assign C (1) def = C and C (2) def = D; for the latter case, we have C (1) def = D and C (2) def = C. This way, the eigen values of C (2) −1 C (1) are contained in (0, 2) and the spectrum of M is guaranteed to lie in (−1, 1) because of (23).
The main result of the paper is the following representation formula for˜ , where the contrast is in the integrand while the microstructural information is in the matrix-valed measure.
Theorem 2.1. For M < 1, there exist spectral family E such that the strain field˜ in the composite can be represented as
Proof. We first show the commutativity of M and Λ, i.e.
MΛφ = ΛMφ ∀φ ∈ H
This is due to the linearity of the problem in (14) and the symmetry M ijkl = M klij .
To be more precise, we notice that MΛφ = MBu, where u is the solution to (14) and ΛMφ = Bv such that
We also note that
. By uniqueness of the solution, we have v = Mu. Thererfore
The solution of (24) can be expressed as˜ = (I − MΛ) −1 0 . Since MΛ = MPχ 1 < 1, we apply the geometric series expansion and the commutativity of Λ and M
Since Λ is a self-adoint operator w.r.t. the inner product defined in (13) with norm less than 1, there exists a spectral family E(σ) of Λ such that
Further more, observe that if c is a spectrum value such that Λφ = cφ, then
On the other hand,
Therefore, every spectrum value of Λ must be non-negative and (27) becomes
Due to absolute convergence of a geometric series, we may exchange the order of summation and integration to get
The representation formula for the strain (25) leads to the following representation for the effective modulus tensor C * , which is defined as
The effective modulus tensor has the following integral representation formula
for any given constant matrix . Here dµ ijpq (σ) is the spectral function defined as
We apply the definition of C * and M to obtain
To apply spectral theorem to the second term, we first replace˜ with the expansion in (26) and
For the ease of notation, we define J def = C (2) M. With this new variable, we rewrite the equation
Noting that the righthand-side is exactly ∞ r=0 Λ r 0 , (J : M r ) , the spectral theorem of Λ for every fixed r leads to
The proof is then completed by substituting the expression above into (28). Q.E.D.
We would like to remark that the constant matrices and 0 play the role of selecting the com-ponent of interest from C * . For example, the choice of ( ) pq def = δ p1 δ q2 and ( 0 ) ij = 1 2 (δ i1 δ j3 + δ i3 δ j1 ) results in the integral representation formula for C * 1213 .
For later use, we list some properties of isotropic fourth order tensors here. An isotropic fourth order tensor C can be expressed with two Lamé constants λ and µ
To simplify the notation, we introduce the shorthand notation for isotropic tensors C = (λ, µ).
Here we list some properties of fourth order isotropic tensors .
1. The identity fourth order tensor I is given by
2. The inverse of
3. If CD = I then DC = I 4. The product of two isotropic fourth order tensors C and D defined as
Suppose C (1) and C (2) are both isotropic, hence represented by Lamé constants (λ 1 , µ 1 ) and (λ 2 , µ 2 ), respectively. In this case, the integrand
and can be reduced to the following form by using (30), (31) and (32)
For example, C * 1212 has the following representation:
Discussion
Several one-parameter family integral representation formulas for two-component elastic composites have been derived before for various purposes [6, 2, 7, 8] . As mentioned in the introduction, the restriction to one parameter imposes conditions on how the elasticity tensors of the two constituent materials relate to each other. For example, in [2] , if one constituent has elasticity tensor C, then the other has to be a constant multiple of C. In [6, 7, 8] , with given C (1) and C (2) , if one phase has elasticity tensor C (2) , then that in the other phase has to be of the form C (2) + 1 s (C (1) − C (2) ) for some scalar s. As a result, the Stieltjes measure of the IRFs derived with such restriction depends on the material properties. From the dehomogenization point of view [4] , this is a restriction that needs to be removed. This is because the principle of dehomogenization is to use various contrasts of constituent materials for recovering the microstructural information, which is independent of what is filled in the microstructure. Roughly speaking, dehomogenization is similar to recovering coefficients of polynomials of degree n from n + 1 data points with n = ∞; these coefficients are moments of the Stieltjes measure in the IRF. In an attempt to derive the suitable IRF for dehomogenization of composites with one phase being elastic and the other with shear modulus changing with frequency (viscoelastic), the author (Ou) considered the family of composites
by generalizing the analytic function approach used in [7] from one complex variable to two complex variables. However, due to the lacking of counterparts of the general representation theorem in function theory [1] in several-complex-variable setting, we were only able to show the existence of a positive measure of two complex variables whose moments are related to the microstructure.
This measure does not have compact support (or at least we were not able to show it). See Appendix for details. Contrast to this, the measure in (28) depends on only one variable with support
Rather than being a measure from C 2 to C, it maps [0, 1] to a projection operator acting on 0 . This makes it suitable for dehomogenization and we will report the results along this line in a separate paper. The IRF for this family reads
Next, we would like to show how the material-dependent measures in [6, 2, 7, 8] are related to the material-indepent measure in (28). We start with those in [6, 7, 8] . In these cases, we have isotropic
is isotropic with two eigenvalues
. For the well-order case such that µ 2 ≥ µ 1 > 0 and κ 2 ≥ κ 1 > 0 (δC ≤ 0 in the language of these papers) and for |s| > 1, we see that M < 1 so we can apply (28) to obtain the following result for F (s) defined in [6] F (s) 
In terms of these new variables, F (s) can be expressed as
Therefore, we conclude that the material-dependent measure dµ(z) in [6] can be identified with the measure in the brackets of the above expression. This is in agreement with (2.17 a,b) in [6] which states that the resonance are in [0, 1) and the measure is negative. From our result here, we see that the resonance is actually bounded away from 1 as long as δ = 0. Note that when deriving bounds for C * 1212 (shear modulus for isotropic mixture), we use 0 ij = 1 2 (δ i1 δ j2 + δ i2 δ j1 ). The F (s) for this component will only contain the measure dµ (2) . This means we can take δ = µ 1 /µ 2 in this case. For diagonal terms such as C * 1111 , both measures will be there so δ is affected by contrast of both the shear modulus and bulk modulus of the constituent isotropic materials. For well-ordered composites the value of δ corresponding to lower contrasts is bigger than that of higher contrast.
This implies that lower contrast composites have resonance restricted to a smaller interval, so the bounds derived by using IRF should be tighter than those for higher contrast. For materials with high contrast in µ but low contrast in κ, our result implies that the bound derived by IRF on C *
1212
should be tighter than that for diagonal terms.
For the F (s) in [8] , it's defined differently. To prevent confusion of notation, we refer to it as F 2 (s), which is defined as
In [8] , it was shown that F 2 (s) can be represented by a positive Borel measure dλ(u) as F 2 (s) =
, where the existence of positive δ for non-homogeneous media was proved by using Lax-Milgram lemma. Using the results in this paper, we can identify dλ(u) as follows
and give explicit characterization to δ by δ = min(κ 1 /κ 2 , µ 1 /µ 2 ). The validity of the IRF can be extended inside |s| = 1 except at the spectral values of Λ by analytic continuation argument as in [5, 8] . Another comments we would like to make is the IRF derived in this paper does not require the constituent materials to well-ordered. It's valid as long as the operator norm of the contrast tensor M is less than one. Also, for the case δC ≥ 0 in [6] , we can simply exchange the roles of χ 1 and χ 2 to obtain the result.
In [2] , bounds for elasticity tensor of composites with spherical holes were investigated by studying the integral representation formula for C = z Cχ 1 + Cχ 2 for any fixed C and by letting z → 0. In this case, we have M = (1 − z)I and (28) leads to the following IRF, which is valid for 0 < z < 2
In [2] , they define the variable s and list it below
By an application of the representation theorem [1] , they concluded the existence of a positive measure M f such that
Using the IRF in (28), we obtain
Therefore, the positive measure M f in [2] , after changing dummy variable from u to σ, can be identified as
In order to apply the result in (33) to composite with holes, i.e. the region of χ 1 is filled with nothing, they applied extension properties of H 1 functions to show that the integral interval (0, 1)
in ( 
with s def = z z−1 . The result than follow by showing that the spectrum of Λ for χ 1 being the compliment set of the cylinder(or sphere) relative to the unit cell is bounded above by s M < 1 so the IRF can be applied to s = 1, which corresponds to the hard inclusion case.
4 Appendix: Approach by using complex function theory for C
2
We consider a family which include all composites of isotropic elastic material and isotropic viscoelastic materials:
where I ijkl is the fourth-order identity tensor defined as
Note that ξ 1 = 0, ξ 2 = 0 correspond to a homogenous isotropic material with elastic tensor being
We consider the following system of equations for the family of composites in (35)
In the engineering literature, the boundary condition (36) is referred to as the kinematic uniform boundary condition(KUBC). We note that in (BVP), the integral of in (BVP) over Ω equals 0 for every z because of the KUBC (36) and the continuity of u on the interface. Motivated by this, we write the strain tensor as = 0 + , and define the Hilbert space E:
In this setting, the variational formulation of (BVP) is:
Find ∈ E such that
where e denotes the complex conjugate of e.
We first discuss solvability of (BVP).
Lemma 4.1. The (BVP) has a unique solution u ∈ (W 1,2 (Ω)) 3 for Im(ξ) · Im(ξ 2 ) > 0, ξ 1 ≤ 0 and ξ 2 ≤ 0, or |ξ 1 | + |ξ 2 | < 1.
Proof. We note that the sesquilinear form
is bounded in the Hilbert space E × E for any fixed ξ 1 , ξ 2 . To check the coercivity, we expand and rewrite B as
Here Since the space C 2 is topologically equivalent to R 4 , we adapt the following metric for (ξ 1 , ξ 2 ), (η 1 , η 2 ) ∈ 
However, we are not able to restrict the support of the measure in a compact set of C 2 via this approach.
