-2 -
Introduction
Simard et al. [1] claimed that networks with small-world connectivity can be constructed by rewiring some connections of feed-forward neural networks (FNNs), which give less learning errors than the networks of regular or random connectivity. In [1] , the small-world network architecture is measured by small global and local connectivity lengths global D and local D , which are defined via the concept of global and local efficiency global E and local E [2, 3] . local E is defined as the average efficiency of subgraphs. Subgraph i G of neighbors of neuron i is formed by the neurons directly connected to neuron i according to the definition in [3, 4] . However, in [1] , all neurons occurring in the same layer as neuron i are also included in i G . That is, i G is mistakenly defined in [1] . The conclusion in [1] , that the small-world network can be constructed by randomly rewiring the connections of FNNs, is thus questionable.
In [1] , the learning performance of the network with a certain number of rewired connections is observed based on one training set and one random network connectivity.
However, different training sets and different network connectivities can generate different learning performances, by which different conclusions can be drawn.
In this comment, we reinvestigate the values of global D and local D of FNNs with different numbers of rewired connections, and the supervised learning performance of these networks.
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Network connectivity lengths
In this comment, the i G is formed by the neurons directly connected to neuron i according to the definition in [3, 4] . 
Supervised learning
In this section, we reexamine whether the FNN with some random rewirings gives reduced learning errors. The supervised learning performances of networks B, C and D are investigated by training them with random binary input and output patterns (training set):
Except for different training sets and network connectivities, the networks are trained based on the same network setting presented in [1] . The learning algorithm is back-propagation. For the 3 networks, the relationships between learning error and the number of rewirings are shown in -5 - which is also inconsistent with the conclusion in [1] .
In [1] , Simard et al. claimed that the networks at a certain rewire N give reduced learning errors based on only one training set and one network connectivity. Our experimental results discredited this conclusion because different conclusions were drawn in terms of more training sets and network connectivities.
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Conclusions

