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スーパーコンピュータをめぐるグローバル化の動き
本文は p.23 へ
　スーパーコンピュータの性能を示す最新の TOP500 リストが公開され、（独）理化学研
究所と富士通株式会社が開発中の日本の次世代スーパーコンピュータ「京」が世界第 1 位
を獲得した。現在、世界中の国々で、スーパーコンピュータの導入とともに開発競争が活
発化している。
　世界のスーパーコンピュータを概観すると、3 つのグローバル化が進んでいる。一つ目
は、導入のグローバル化であり、ペタスケールの性能をもつスーパーコンピュータ導入国
が増加している。二つ目は、自主開発国の拡大であり、米国と日本だけが生産国であった
状態から、現在は、中国・フランス・ロシア・インドが国産化を始めている。中国は心臓
部でもあるマイクロプロセッサの開発も行っている。三つ目は、国際連携による研究開発
のグローバル化である。スーパーコンピュータの高性能化に向け、ハードウェア面のみな
らず、性能を最大限に引出すソフトウェア、利活用などにおいて挑戦すべき課題が山積し
ている。課題克服をめざし、世界から英知を結集することで先端的な研究開発が行われて
いる。例えば、International Exascale Software Project と呼ばれる国際的プロジェクト
は、米国を中心に、欧州・日本・中国の研究者が共同作業をしており、エクサ FLOPS 性
能のスーパーコンピュータ上で実行されるソフトウェアの課題に対し、共通的な技術ロー
ドマップを作成している。
　以上 3 つのグローバル化の波は必然として連続的に起きてきた。今後の高性能化の実現
には国際連携は必須であり、国際連携を優位に進めていくためには、まず世界に認められ
る強さをもつ必要がある。日本は、「京」という世界で No.1 の優れたスーパーコンピュー
タを作り出した。次は、「京」の利活用においても世界で No.1 といえる優れた成果を出し、
更なる強さを示す機会である。「京」を軸に国際的な連携を積極的に進め、世界の優れた
研究者の知恵を吸収することで、我が国の技術力を一層高めていくことが望ましい。
LINPACK性能合計が 1PF以上の国々（2011 年 6 月時点）の性能合計の推移
過去の TOP500 リストを基に科学技術動向研究センターにて作成
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TOP500 とは
　TOP500 リストはスーパーコン
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野村　稔
客員研究官
ピュータの性能を LINPACK ベ
ンチマーク※2）で測定し（これを、
LINPACK 性能と呼ぶ）、1 位か
ら 500 位までのランク付けを行っ
たリストである。毎年、6 月と 11
月の 2 回、独マンハイム大学、米
国テネシー大学、米国 NERSC/
LBNL（末尾の用語集に正式名を
示す）の研究者等からなるグルー
プによって更新されている。今回
（2011 年 6 月）は第 37 回目のラ
ンク付けにあたる。
　高性能コンピューティング（HPC：
High Performance Computing、
以降、単に HPC）とは、自然現
象のシミュレーションや生物構造
の解析など、非常に計算量が多く
かつ複雑な計算が要求される計算
処理のことを言う。具体的には、
地球全体の気象など、人間が制御
することができない現象や、自動
車の衝突シミュレーションなど実
験コストが高くつく現象の解析が
挙げられる。HPC を行う手段と
しては、スーパーコンピュータや
グリッドを用いる方法がある※1）。
このうち、本稿では、世界のスー
そのため、世界中の国々で開発
および導入競争が激化している。
TOP500 リストを基にして世界の
スーパーコンピュータの状況を
概観すると、3 つのグローバル化
が進んでいることがわかる。一つ
目は、導入のグローバル化、二つ
目は、自主開発国の拡大、そして
3 つ目は、他国との連携による研
究開発のグローバル化である。本
稿では、まず第 2 章で世界のスー
パーコンピュータの状況を概観
し、第 3 章から 5 章でこの 3 つの
グローバル化の実態を述べる。
パーコンピュータに焦点を絞り、
その最新状況を俯瞰する。
　2011 年 6 月、国際スーパーコ
ンピューティング会議において
第 37 回 TOP500 リスト1）が公開
され、（独）理化学研究所（以降、
理研）と富士通株式会社が共同開
発中の日本の次世代スーパーコン
ピュータ「京」（“けい”と呼ぶ）
が世界第 1 位を獲得した。
　世界的にみて、大規模な科学技
術計算に用いられるスーパーコン
ピュータが、科学技術面、経済面
で国の将来に大きな影響を及ぼ
すという認識が広まりつつある。
※1　スーパーコンピュータとグリッド：スーパーコンピュータとは、大規模な科学技術計算に用いられる超高性能
コンピュータを指し、用途に応じて様々なアーキテクチャがあり、その性能は高位から下位まで様々なものが存在す
る。一方、グリッドとは、ネットワーク上に分散した多様な計算資源や情報資源、例えば、コンピュータ、記憶装置、
可視化装置、大規模実験観測装置などを仮想組織のメンバーが一つの仮想コンピュータとして利用する環境を指す。
■ 用 語 説 明 ■
1 はじめに
2 TOP500にみる世界のスーパーコンピュータの状況
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※2　LINPACK ベンチマーク：LINPACK（リンパック、LINear equations software PACKage）ベンチマークは、
米国テネシー大学の J. ドンガラ（J. Dongarra）博士他によって開発された、主に浮動小数点演算のための連立一
次方程式の解法プログラムで、これによるベンチマークテスト結果は、スーパーコンピュータからワークステー
ション、パーソナルコンピュータに至るまで数多くの計算機にわたって登録されている。測定結果は 1 秒あたり
の浮動小数点演算数（FLOPS：フロップス、Floating point number Operations Per Second）として表示される。
※3　次世代スーパーコンピュータ計画：2006 年から開始され、10 ペタ FLOPS を持つスーパーコンピュータ
「京」の開発、このスーパーコンピュータで利用できるアプリケーションソフトウェアの開発、次世代スーパーコ
ンピュータを中核とした研究教育拠点の整備の 3 つを柱としている。2009 年 11 月の事業仕分けに端を発する議
論を経て、「革新的ハイパーフォーマンス・コンピューティング・インフラ（HPCI）」を構築する計画へと変更された5）。
■ 用 語 説 明 ■
「京」が世界第 1 位を獲得したこ
とである。近年の TOP500 リス
トでの日本のスーパーコンピュー
タとしては、「地球シミュレータ」
が 2002 年 6 月 に 第 1 位 に な り、
2004 年 6 月までその地位を維持
した。その後、主に米国勢が 1 位
を独占していたが、今回のリスト
で日本のスーパーコンピュータが
再度 1 位に返り咲いた。
　「京」の LINPACK 性能は 8.162
ペタ FLOPS である。（ペタとは
1000 兆 を 表 し、 ペ タ FLOPS と
は 1 秒あたり 1000 兆回の浮動小
数点演算を意味する。以降、PF
と表記する）半年前の第 36 回リ
ストでトップであった中国のスー
パーコンピュータ「天河-1A」の
性能より約 3 倍高速である。「京」
は、2012 年 11 月に共用開始を目
指して開発中4）であり、今回は開
発途中版での第 1 位である。
　今回の TOP500 リストでは 10 位
までが全て PF 以上の LINPACK
性能値を出した。スーパーコン
ピュータの性能の国際競争は、す
でにペタスケールの領域に入って
いると言える。今後は、10 PF 前
後の性能領域を目指して、各国の
開発競争がさらに激しさを増すこ
とになると思われる。
　以下に今回の TOP500 リスト
から特徴的な内容を記す。
2-2-1　システム数の状況
　TOP500 リストにおけるスー
パーコンピュータ（以降、単にシ
ステムともいう）の属する国と
は、そのシステムを導入した国を
　このリストは世界のスーパー
コンピュータの傾向を概観でき
る。ただし、このランク付けを問
題視する議論もある。異なる目的
をもつスーパーコンピュータを、
LINPACK ベンチマークという尺
度だけで比較するのが適当かとい
う議論である。LINPACK ベンチ
マークでは、浮動小数点演算を多
用した計算性能に重点が置かれて
いる。一方、実際の広範な運用環
境では、メモリと CPU 間のデー
タ転送、CPU と CPU 間の通信な
ど計算以外の部分に要する時間を
も考慮した総合性能が問われる2）。
そこで、システム性能を計測する
方法は、今までに複数の方法や指
標が開発されており、それらに
則った性能順リストがそれぞれ作
成されている3）。
2-2
最新（第 37 回）
TOP500 リストから
　2011 年国際スーパーコンピュー
ティング会議（International Super-
computing Conference 11：ISC’11）
が、6 月 20 日から 6 月 23 日まで
ドイツのハンブルグで開催され、
この会議において最新の TOP500
リストが発表された。日本にとっ
て今回の最大のトピックスは、次
世代スーパーコンピュータ計画※3）
に基づき、（独）理化学研究所と
富士通株式会社が共同開発中の日
本の次世代スーパーコンピュータ
指す。ここでは、外国で開発され
たシステムでも導入した国のシス
テムとしてカウントされている。
今回のリストに掲載されたシス
テム保有国数は、28 ヵ国である。
（詳細内容は後述）
2-2-2　LINPACK 性能の推移
　図表 1 に、TOP500 リスト内に
掲載された全 500 システムの合
計 LINPACK 性能、1 位と 500 位
の LINPACK 性能を折れ線グラ
フで示す。注目すべきは、2002
年 6 月と 2011 年 6 月（図表内丸
印）の 1 位の急激な伸びである。
これらはともに日本のスーパー
コンピュータが達成した。前者
は、「地球シミュレータ」、後者は
「京」である。
　今までの傾向から外挿して今
後の推移を予測すると、2018 年
から 2020 年頃にエクサスケール
（Exascale：ペタスケー ルの 1,000 倍）
の性能に到達すると考えられる。
　今回の TOP500 リストでは、米国
は 10 位以内に 5 システムが入って
いる。10 位以内のその他システ
ムとしては、日本と中国が 2 シス
テム、フランスが 1 システムとなっ
ている。前回（2010 年 11 月）に
1 位の中国の「天河-1A」（国家スー
パーコンピュータセンター天津：
National Supercomputer Center 
in Tianjin） は、2.566 PF と 前 回
と同性能で今回は 2 位となった。
前々回（2010 年 6 月）に 1 位の
米国の「Jaguar」（DoE のオーク
リッジ国立研究所）は、1.759 PF
と前回と同性能で今回は 3 位と
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図表 1　TOP500 リスト中の全 500 システムのLINPACK合計性能、1位と 500 位の LINPACK性能
過去の TOP500 リストを基に科学技術動向研究センターにて作成
では、大部分が CPU ベースのシ
ステムであり、アクセラレータを
採用したシステム数は 19 となっ
ている。第 36 回 TOP500 リスト
では、アクセラレータを採用した
システム数は 11 であり、今回、
その数が増加している。
　TOP500 リストからは、図表 3
のピーク性能（TOP500 リストの
Rpeak の値）に対する LINPACK
性能（同 Rmax の値）の割合（こ
れを、ここでは LINPACK 効率
と呼ぶ）の分布も算出できる。
TOP500 のランキングは図表 3 の
横軸に対応し、右から左に向けて
TOP500 の 1 位から 500 位までが
並んでいる。図表中で、「京」と
「Jaguar」は CPU ベースのシス
テムであり、「天河-1A」はアク
セラレータを採用したシステムで
ある。
性能とは LINPACK 性能を指す。縦軸の FLOPS の前の文字は Mega（100 万）、Giga（10 億）、Tera（1
兆）、Peta（1000 兆）を示す
なっている。また、「京」の性能
は、2 位以下の 5 システムの合計
LINPACK 性能値より高い性能値
を達成している。
2-2-3　使用用途別の状況
　図表 2 に全 500 システムの主
な使用用途（TOP500 リストの
Application Area）の分布を示す。
500 システム全体での使用用途は
広範にわたっている。各システム
の使用用途としては代表的な使用
用途が登録されているが、「特定
なし」や「研究」と分類されてい
る領域では、その使用用途が明ら
かにされていない。なお、上位 1
割にランクされる 50 位までの使
用用途では、「研究」、「特定なし」
がともに約 40% を占めており、使
用実態は明らかではない。
2-2-4　ハードウェアアーキ
テクチャ（構成）の
多様化
　スーパーコンピュータのハード
ウェアアーキテクチャ（構成）は
多様化している6）。演算部が CPU
（Central Processing Unit：中央処
理装置）のみで構成されるシス
テム（CPU ベースのシステムと
する）、CPU とアクセラレータ
（GPU（Graphics Processing Unit
画像処理装置）ほか）を組合わせ
て構成されるシステム（アクセラ
レータを採用したシステムとす
る。また、ハイブリッドアーキテ
クチャともいう）などがある。そ
れぞれのハードウェアアーキテク
チャには一長一短があり、一つの
ハードウェアアーキテクチャで必
ずしも多岐にわたる使用用途にお
ける高速計算が達成できるとは言
えない。第 37 回 TOP500 リスト
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図表 2　使用用途別の分布
第 37 回 TOP500 を基に科学技術動向研究センターにて作成
図表 3　TOP500 までのシステムのLINPACK性能と LINPACK効率の分布
第 37 回 TOP500 を基に科学技術動向研究センターにて作成
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　図表 3 から、「京」は LINPACK
性能と LINPACK 効率がともに
非常に高いシステムであると言え
る。「世界トップクラスの大規模
スーパーコンピュータとしては
驚異的に高い実行効率 93.0% を
達成した。これは数万個におよ
ぶ CPU とそれらを相互に接続す
るインターコネクト、これらハー
ドウェアの性能を極限まで引き出
すソフトウェアの全ての技術が結
び付いて実現できた」と理研は
発表している4）。また、「京」は、
スーパーコンピュータの電力効率
のランキングである Green5007）
でも上位にランク（1 W 当たり
8.2 億回の演算実行）されている。
「京」は、これらの諸点の優位性
において、世界の専門家からの注
目を引いている。
図表 4　導入国別のシステム数と性能合計
第 37 回 TOP500 を基に科学技術動向研究センターにて作成
　この章では、最新の TOP500 リ
スト、および過去の TOP500 リ
ストから、スーパーコンピュータ
を導入する国々の傾向を示す。
3-1
ペタスケール
スーパーコンピュータの
開発状況
　図 表 4 に、 今 回 の TOP500 リ
ストに掲載された導入国 28 ヵ国
別のシステム数と LINPACK 性
能合計を示す。ここで LINPACK
性能合計とは、500 位までにラン
クされている各国のシステムの
LINPACK 性能の合計値である。
　図表 4 から、システム導入国に
偏りがなく世界中に広がっている
状況がわかる。地域別にシステム
数の多い順で述べると、米国の
256 システム（2010 年 11 月の第
36 回では 274 システム）、欧州の
126（同 125）、アジアの 103（同
83）の順である。アジアでは、中
国の 62（同 42）、日本の 26（同
26）の順となっている。欧州は
ドイツの 30（同 26）、英国の 27
（同 24）、フランスの 25（同 26）
で、ロシアの 12 の順となっている。
　特にさらに注目されるのは、
ペタスケールの性能をもつスー
パーコンピュータ（ピーク性能で
1 PF 以上をもつシステムとする）
の導入国の広がりである。2011
年 6 月時点で、ペタスケールスー
パーコンピュータを保有している
国々は 6 ヶ国存在し、LINPACK
性能合計が 1 PF 以上の国々は
7 ヶ国存在する。図表 5 に、その
7 ヶ 国 の 過 去 10 年 の LINPACK
性能の合計の推移を示す。
　図表 5 から明らかなように、米
国の優位さは続いている。2 位以
下では、2007 年以前は日本が 2
位を維持していたが、それ以降か
らは混沌とした状態になってきて
いる。2011 年 6 月時点では、日
本・中国・フランス・ドイツ・英
国・ロシアの順である。上位 7 ヶ
国は、米国以外では欧州とアジア
2 国に分けられる。これらの国々
3 導入国の国際的な広がり（導入のグローバル化）
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を 2 位グループと捉えると、最近
の特徴として、この 2 位グループの
伸びが急峻であることが分かる。
　図表 6 には、上位国のペタス
ケールスーパーコンピュータの現
在の保有状況と今後の計画を示
す。今後も目白押しの強化計画が
見 え る。2012 年 以 後 に 10PF 以
上のシステムが多数登場すると推
測される。
3-2
過去 20 年の世界の変化
　図表 7 では、米国・欧州・アジア
図表 5　LINPACK性能合計が 1 PF以上の国々（2011 年 6 月時点）の性能合計の推移
過去の TOP500 リストを基に科学技術動向研究センターにて作成
図表 6　上位各国のペタスケールスーパーコンピュータの現状の保有状況と今後の計画
第 37 回 TOP500 他を基に科学技術動向研究センターにて作成
（注）米国の Blue Waters プロジェクトは、2012 年にイリノイ大学の国立スーパーコンピュー
タ応用研究所に納入予定であったが、2011 年 8 月にシステムの開発担当の IBM 社が開発か
らの撤退表明を行いその完成時期は不透明になっている8）。
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図表 7　世界の過去 20 年間の LINPACK性能合計（割合）の推移
過去の TOP500 リストを基に科学技術動向研究センターにて作成
　近年、スーパーコンピュータを
自国で生産する国産化が広がって
いる。過去は、主に米国と日本だ
けがスーパーコンピュータの生産
国であった。しかし、現在は、中
国・フランス・ロシア・インドも
国産化を始めている。特に中国で
はスーパーコンピュータの心臓部
でもあるマイクロプロセッサの開
発も進めている。
　以下に、導入に限らず開発まで
世界レベルで広がっている実態を
国ごとに記す。
4-1
中国
　HPC に中国が注力してきた背
景には国家ハイテク研究開発プロ
グラム（通称 863 プログラム）が
ある。863 プログラムは、中国に
おける最重要な国家科学技術の研
究開発プログラムの一つであり、
1986 年 3 月に中国の 4 人のシニ
ア科学者が当時の鄧小平主席に
提言し承認されたプログラムであ
る。この年月を用いて 863 プログ
ラムといい、HPC もその対象の
一つに含まれている。
　中国は、1990 年以降、5 年毎の
スーパーコンピュータの研究計
画を策定している。2001～2005
年にはテラ FLOPS スーパーコン
ピュータと HPC 環境の開発を目
標とし、2006～2010 年にはペタ
FLOPS スーパーコンピュータと
などの過去 20 年間の LINPACK
性能合計の推移を 5 年毎に示す。
2011 年 6 月の米国・アジア・欧
州のシェアの形は、1996 年 6 月
のそれとよく似ておりアジアが復
活している。
　アジア内では、1996 年にアジア
内で 95% のシェアをとっていた日
本に代わり、2006 年以降に中国
が大きく伸びている。欧州は 20
年間ほぼ横ばい状態が続いている。
　図表 7 にはまだ明確でないが、
アジアでは今後の韓国の導入の動
きが注目される。韓国では、2011
年 5 月 に 政 府 が National Super-
computing Promotion Act を発表
し、国家的投資によるスーパーコ
ンピューティングの強化を図ろう
としている。この法律の目標は、
韓国における HPC インフラスト
ラクチャへのバランスある投資
と政府各省庁間の活動を調整する
ことである。主な投資内容として
は、スーパーコンピューティング
施設、アプリケーション、研究開
発、教育とトレーニングなどが挙
げられており、9 省庁の参加のも
とでの、国家スーパーコンピュー
ティングセンターの設立などが計
画されている9）。
4 自主開発国の拡大
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グリッドコンピューティング環境
の強化を進めている。第 11 次 5 カ
年計画では、ペタ FLOPS クラス
のスーパーコンピュータ開発、グ
リッドサービス環境の構築、スー
パーコンピュータとグリッドに対
するアプリケーションソフトウェ
ア開発が主な対象であった10、11）。
　スーパーコンピュータの開発は
2 フェーズからなり、第 1 フェー
ズでは、100 テラ FLOPS の性能
をもつ 2 つのシステムの開発、
そして第 2 フェーズでは、ペタ
FLOPS の 性 能 を も つ 3 つ の シ
ステムを開発することとされて
い た。 第 1 フ ェ ー ズ の 成 果 は、
Dawning5000A（上海スーパーコ
ンピュータセンターに設置）と
Lenovo DeepComp7000（ 中 国 科
学院コンピュータネットワーク情
報センターのスーパーコンピュー
ティングセンターに設置）、そし
て 第 2 フ ェ ー ズ で は、 天 河-1A 
（国家スーパーコンピュータセン
ター天津に設置）、Dawning6000
（スーパーコンピュータセンター
深圳に設置）、Sunway Bluelight
（江南 / 山東スーパーコンピュー
ティングセンターに設置）となっ
ている12）。
　中国が 2002 年から毎年秋に発
行している中国内の上位 100 シス
テムのリストでは、2010 年には上
位 10 位では 1 位から 7 位まですべ
て中国製のスーパーコンピュータ
が占めている。2003 年頃は外国
製の導入が約 70% であったが、
2010 年には中国製が約 50% に達
しており、性能別では、中国ベン
ダー製のシステムが 81% を占め
ていると公表されている13、14）。
　中国の科学技術省の発表では、
「核高基（ホーガオジー）」という
国家プロジェクトの支援を受けて
開発された成果として、国防科
学技術大学（National University 
of Defense Technology：NUDT）
の「天河-1A（Tianhe-1A）」と共に、
マイクロプロセッサ「FT-1000」、
高セキュリティ OS「銀河麒麟
（Kylin OS）」、中国科学院のマイ
クロプロセサ「龍芯（Godson/
Loongson）」などが挙げられてい
る15）。このように、中国では国産
のマイクロプロセッサー開発にも
力が注がれている。
　中国は、第 11 次 5 カ年計画以
降、「自主創新」政策を展開して
おり、この「自主創新」とは、
「中国産の」という意味が込めら
れ、国内企業による技術革新を前
提にしているとの報告もある16）。
この「自主創新」政策が、中国が
自国製のスーパーコンピュータや
マイクロプロセッサ開発を強力に
推進する背景とも考えられる。
4-2
フランス
　欧州各国は、過去には米国や
日本などの外国製スーパーコン
ピュータを調達してきた。その時
期の戦略は、導入したスーパーコ
ンピュータの利活用、ソフトウェ
ア面で優位性を確保することで
あった。しかし、最近、フラン
ス企業の Bull 社は、自主開発を
積極的に進めている。すでに、フ
ランス原子力庁（Commissariat 
a l'Energie Atomique：CEA） に
ピ ー ク 性 能 1.25 PF（LINPACK
性能 1.05 PF）の TERA-100 とい
うシステムを納入した。Bull 社の
システムは、第 37 回 TOP500 リ
スト中に合計 10 システムが掲載
されており、フランスをはじめド
イツや英国が導入している。
4-3
ロシア
　2009 年 7 月にロシアのメドベー
ジェフ大統領が、「自国のスー
パーコンピュータやグリッドコ
ンピューティングでの遅れを深
刻に認識した」という発言をし
ている。その時点でのロシアのシ
ステム数と LINPACK 性能合計
値で考えると、米国の約 1/50 以
下、ドイツ・英国・フランス・日
本・中国などの約 1/3 以下であ
り、大きく出遅れていた。この遅
れをとり戻すため、2011 年まで
に 1 ペタ FLOPS のスーパーコン
ピュータを開発するために、政府
から 25 億ルーブル（2011 年 6 月
の換算レートで約 70 億円）が拠
出される計画が報道された17）。
　2011 年現在、この予定は完全
に実現されている。ロシアでは、
自国企業である T-Platforms 社が
スーパーコンピュータの開発を手
掛け、ロシア内を中心に販売実績
を大きく伸ばしている。2011 年に
は、ピーク性能 1.37 PF（LINPACK
性能 674 TF）の Lomonosov と呼
ばれるシステムをモスクワ州立大
学に納めている。
4-4
インド
　インドでは、過去にもスーパー
コンピュータを自国で開発する企
業があったが、高性能のシステム
は開発されていなかった。しかし、
最近、Indian Space Research Orga-
nization（ISRO） と イ ン ド 企 業
の Wipro 社は、インドで最速と
なるスーパーコンピュータを開
発した。これは、SAGA-220 と呼
ばれる航空宇宙用のスーパーコ
ンピュータで、CPU と GPU（画
像処理用のプロセッサ）からな
るハイブリッドアーキテクチャの
システムであり、ピーク性能は
220 TF である18）。インドのそれ
以前の最速システムは、外国製の
システムでピーク性能は 172 TF
であった。
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　ここでは 3 つ目のグローバル化
と言える、他国との連携による研
究開発の推進状況を述べる。スー
パーコンピュータの性能要求はと
どまるところを知らないが、今後
の更なる高性能化に向けて挑戦す
べき課題は山積している。ハード
ウェア面の課題、超並列のスーパ
ーコンピュータの性能を最大限に
引出すソフトウェア面、利用面な
ど課題は広範囲である。これらの
課題克服をめざし、現在は、多くの
国々の連携により世界の英知を結
集した研究開発が進められている。
5-1
欧州での研究開発
5-1-1　エクサスケールに
向けた取り組み
（1）European Exascale Software 
Initiative（EESI）
　EESI は、EU のファンドを受
けて進められている活動である。
そのゴールは、2010 年にマルチ
ペ タ FLOPS 性 能、 お よ び 2020
年にエクサ FLOPS 性能を目標と
するスーパーコンピュータ上で、
科学計算を実行するために克服し
なければならない課題を明らかに
し、欧州として何を研究開発すべ
きか、そのためのロードマップを
どのようにするか、などをワーキ
ンググループを編成して検討して
いる。具体的には、国際的な競争
に対して欧州の強い点と弱い点の
明確化、活動の優先度付け、次世
代の計算科学者の教育や訓練のた
めのプログラム、欧州以外も含め
たコラボレーション機会の発見と
促進などを検討している。この活
動は、2010 年 6 月 1 日から 18 ヶ
月間の予定であり、現在、115 人
の専門家、欧州の 14 カ国が参加
している19）。
（2）EU-Call ICT-2011.9.13
　EU の第 7 次研究枠組み計画
（FP7）の情報・通信（Information 
and Communication Technology：
ICT）分野での研究公募の中にエ
クサスケールコンピューティング
をめざした EU-Call ICT-2011.9.13
がある。公募の正式名称は、Exa-
scale computing, software and 
simulation であり、FP7 の中で最
初にエクサスケールテクノロジ
に特化した公募である。2011 年
1 月に EU 内の複数の参加国から
なる 3 プロジェクトが選定され、
各々 800 万ユーロの支援を行うこ
とになった20）。各プロジェクトの
名称を以下に示す。
・MontBlanc：European scalable 
and power efficient HPC plat-
form based on lowpower em- 
bedded technology
・DEEP：Dynamical Exascale 
Entry Platform、Hierarchical 
Concurrency Approach
・CRESTA：Collaborative Re- 
search into Exascale System-
ware, Tools and Applications
（3）国際連携のための研究所開
設とパートナーシップ締結
　欧州では、エクサスケールを目
指した国際連携のための研究所の
開設やパートナーシップの締結が
盛んに進められている。最近の例
を図表 8 に示す。
　欧州各国は、こうした連携を通
じ将来の欧州のプレゼンスの向上
を図ろうとしている。
図表 8　エクサスケールを目指して開設された研究所およびパートナーシップ
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5-1-2　欧州全体としての
スーパーコンピュー
タの共同設置
　欧州では、欧州の科学者・技術
者に世界最高クラスのスーパーコ
ンピュータを国を超えて提供する
ことを目的として PRACE イニシ
アティブ（Partnership for Ad-
vanced Computing in Europe 以
下、PRACE）27～29）が既に設立さ
れている。PRACE のメンバー国
は 2011 年 6 月時点で欧州の 21 カ
国となっている。
　欧州各国で共同利用可能なペタ
FLOPS クラスの性能を有するシ
ステム（Tier-0 システムという）
としては、ドイツのユーリッヒ
研究センターの JUGENE（ピー
ク性能 1 PF）を第 1 号機として、
既に使用を開始している。続い
て、フランス原子力庁の CURIE
（ピーク性能 1.6 PF 予定）を 2011
年後半に、ドイツのシュトゥット
ガルト HPC センターの HERMIT
（ピーク性能 1 PF）を 2011 年末、
HERMIT の ア ッ プ グ レ ー ド 版
（ピーク性能 4 から 5 PF）を 2013
年に、ドイツのライプニッツスー
パーコンピューティングセンター
の SUPER-MUC（ピーク性能 3 PF）
を 2012 年半ばにそれぞれ使用可
能とする見込みである。
　PRACE の世界最高クラスの
スーパーコンピュータの共同利用
という動きは、今後のエクサス
ケールシステムの共同利用にも発
展する動きととらえられる。
5-2
国際的な動き
　図 表 1 を 外 挿 す る と エ ク サ
FLOPS 性能をもつシステムの出
現 時 期 は 2018 年 か ら 2020 年 頃
と推定される。エクサ FLOPS シ
ステムのアーキテクチャはどの
ようになるか、あるいは、その時
期のスーパーコンピュータ上で
実行されるソフトウェアにおけ
る課題は何かを検討する国際的
なプロジェクトがある。これは、
International Exascale Software 
Project30）（以下、IESP とする）と
呼ばれている。
　エ ク サ FLOPS の 性 能 を 達 成
するためのシステムアーキテク
チャには非常に大きな挑戦課題
が あ る。1 エ ク サ FLOPS へ 到
達するには、2010 年 6 月時点の
TOP500 の第 1 位のピーク性能で
ある 2 PF に対し、500 倍の性能
向上が必要である。しかし、所要
電力は、2010 年の 6 MW に対し、
1 エ ク サ FLOPS で は 20 MW と
約 3 倍強の増加に止めたいとされ
ている。これは、現在の技術の延
長では所要電力量が膨大になりす
ぎて運用費用を含めた現実的な
システム構築が不可能となるた
め、上限として 20 MW を目指し
ているものである。この目標の達
成には革新的な低電力化技術の開
発という難問が立ちはだかる。演
算部の規模でみると、2010 年の
18,700 ノード（ノードは、演算処
理部分であり、ノード内には複数
の演算コアが収容される）に対
し、100,000～1,000,000 ノードと、
その量は最大約 50 倍にまでに膨
れ上がる。このような沢山のノー
ドを同時並列に動作させるには、
ノード内の演算コア間、ノード間
にまたがる演算コア間のデータ転
送時間が全体の性能を律速するこ
とになり、少なくともデータ転送
の高速化は必須となる。ノード間
のデータ転送量は、1.5 ギガバイ
ト / 秒（GB/s） か ら 200 GB/s
と 130 倍以上が必要と想定されて
おり31）、高速なデータ転送を実現
できる超高速インターコネクトが
必要となる。また、膨大なハード
ウェア量であるが故、システムに
は高い信頼性・弾力性が要求され
ることは当然である。そして、こ
のような構成条件下でシステムの
能力を引出し、超並列処理を効果
的に実現するためのソフトウェア
とソフトウェア開発環境、そして
アプリケーションソフトウェアが
必要になる。
　IESP というプロジェクトが特
に問題にしている点は、ソフト
ウェア面である。これは、ハード
ウェアの進展に比べソフトウェア
の進展が取り残されている現状
があることに因る6）。テラスケー
ル、ペタスケールコンピューティ
ングのために使用されている既存
のソフトウェアは、エクサスケー
ルコンピューティングのためには
不十分であり、ソフトウェアにお
ける抜本的な進展がないとエクサ
スケールで効果的に動作するソフ
トウェアの実現は難しいと考えら
れている。
　IESP の 活 動 は、 米 国 の ス ー
パーコンピュータ関係者が 2007
年 以 降 に 開 催 し て き た ワ ー ク
ショップに端を発し、その後、
様々な国々のスーパーコンピュー
タ関連の専門家に参加が呼びか
けられ、共同作業が開始された。
現在、米国を中心に、欧州・日
本・中国の研究者が共同で作業を
している。2011 年 2 月にエクサ
FLOPS システムで実現されなけ
ればならないと想定される共通的
な技術が、ロードマップとしてま
とめられた。目標とするシステム
アーキテクチャを実現するための
ソフトウェアの技術課題が、シス
テムソフトウェア・ソフトウェア
開発環境・アプリケーションソフ
トウェア・全体に横断する課題な
どに大別され、想定される要素技
術が検討されている。このロード
マップ作成の関係者として世界中
で 65 人の名前が載せられており、
日本からは 7 人の名前が記載され
ている32、33）。今後は、このロード
マップで明確にされた「何を作る
べきか」から「いかにそれを作る
べきか」に議論の焦点が移行する
段階になっている。
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　本稿では、LINPACK の TOP500
にみる世界のスーパーコンピュー
タを概観し、3 つのグローバル化
の現状を述べた。これら 3 つのグ
ローバル化の意味するところは、
スーパーコンピュータの活用が、
科学技術面、あるいは経済面で各
国の将来に何らかの影響を及ぼす
という認識が定着してきたことで
あろう。
　導入のグローバル化は、シミュ
レーションを武器にして科学技術
による国力を支える基盤として
スーパーコンピュータが認識され
てきたことを示していると考えら
れる。数値シミュレーションが、
「理論」「実験」に次ぐ「第 3 の科学」
として定着し、そのための基盤た
るスーパーコンピュータの導入が
積極的に進められている。システ
ムの性能としては、必然的により
高性能が求められており、既に多
くの国々が、ペタ FLOPS レベル
のピーク性能をもつシステムを所
有している。
　自主開発国の拡大は、自主開発
により、科学技術のレベルにおい
て優位性を確保すべきという認識
が広まった結果と考えられる。今
後とも、この拡大傾向は継続する
と思われる。しかし、より高性能
のスーパーコンピュータの開発に
は難問が山積しており、その解決
は一国の努力だけでは難しい。
　そこで、3 つ目のグローバル化
である他国との連携による研究開
発の推進という解が現れている。
世界中の研究者の英知を結集する
ための国際連携による研究開発が
進められている。
　これら 3 つのグローバル化は必
然として連続的に起きてきたと言
える。特に、これからの高性能な
スーパーコンピュータの研究開発
には、他国との連携は必須となろ
う。しかし、自国の優位性確保と
他国との連携との間には相互矛盾
が生じうる。自国の優位性を認識
し、それを強みとして他国との連
携に取り組むことが望ましい。
　したがって連携を優位に進めて
いく上で最も大切なことは、まず
自国が世界に認められる強さを具
備していることであろう。強い部
分がないと世界から相手にされな
いのは自明である。日本には、「京」
という世界で No.1 の優れたスー
パーコンピュータを作り出した技
術力があり、これは、日本の持つ
強さと言える。
　「京」の能力を最大限に引出
し、目に見える成果に結びつける
ことも効果があるだろう。現在、
「京」の利活用を目指して、様々
な利用技術（アプリケーション
ソフトウェア等）が開発されつつ
ある。グランドチャレンジアプリ
ケーション開発プログラムの「次
世代生命体統合シミュレーション
研究開発」と「次世代ナノ統合シ
ミュレーションソフトウェア研究
開発」、そして戦略分野の「予測
する生命科学・医療および創薬基
盤」、「新物質・エネルギー創成」、
「防災・減災に資する地球変動予
測」、「次世代ものづくり」、「物質
と宇宙の起源と構造」などにおけ
る利用技術である5）。これらの利
用技術においても世界で No.1 と
いえる優れた成果を出し、日本の
強さを示すことが必要である。シ
ステム面とともに利用技術面にお
いても日本の強さを世界に印象づ
けることが、世界中からの注目を
勝ち取る大きな機会となる。
　世界の研究者は、世界一の技術
を持つ場所や研究が行える場所に
注目し、集まってくるものであ
る。今後は「京」を軸に、日本の
強さを示し、国際的な連携を積極
的に進め、世界の優れた研究者の
知恵も吸収することで、日本の技
術力を一層高めていくことが望ま
しい。
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