We have seen in a previous article how the theory of "rough paths" allows us to construct solutions of differential equations driven by processes generated by divergence form operators. In this article, we study a convergence criterion which implies that one can interchange the integral with the limit of a family of stochastic processes generated by divergence form operators. As a corollary, we identify stochastic integrals constructed with the theory of rough paths with Stratonovich or Itô integrals already constructed for stochastic processes generated by divergence form operators by using time-reversal techniques.
Introduction
In [22] , we have seen how the theory of rough paths developed in [28] (see also [21, 23, 26] ) could be used to prove the pathwise existence of stochastic integrals of type (1) and solutions of the Stochastic Differential Equations (SDE) of type (2) Keywords and phrases. Rough paths, stochastic differential equations, stochastic process generated by divergence form operators, Condition UTD, convergence of stochastic integrals.
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provided that f and g are smooth enough, where X = (X 1 , . . . , X N ) is the stochastic process generated by a divergence form operator of type
for a measurable function a taking its values in the space of symmetric N × N -matrix and a measurable function b from R N to R. Here, a and b are bounded and a is uniformly elliptic, but a and b are not assumed to be continuous.
Let us denote by K the map giving Z from X in (1), and I the map giving Y from X in (2) . Since in our case X has the same regularity properties of the Brownian motion's trajectories, the maps K and I are not functions of X, but functions of a pair X = (X 1 
1 (R N ) = R N ⊕ R N ⊗ R N in which X lives, we introduce the gauge
where the norm on R N ⊗ R N is such that |x ⊗ y| ≤ |x| · |y| for all x, y ∈ R N . This space T
1 (R N ) is a sub-group of the non-commutative Lie group T (2) (R N ) with the tensor product ⊗ as group operation. For a rough path X, its increment between time s and t is X s,t = X 
The quantity Var α, [0,T ] X is the α-variation of X. The choice of the range of α depends on the regularity of the trajectories of X (a function which is β-Hölder continuous is of finite β −1 -variation). In [22] , we have shown that if (X, P x ) is the process generated by L given by (3) , one can use for X the process t → (X These integrals are defined using the forward-backward martingales decomposition (or Lyons-Zheng decomposition) of X, as constructed by Rozkosz [31] and Lyons and Stoica [27] . In addition to have proved that X is of finite α-variation under P x for any starting point x, we also established a result of type Wong-Zakai. Let us note that in a recent article [13] , Friz and Victoir have dealt with the same problem in a completely different way, using Dirichlet forms (see also Sect. 3.5.2).
Let us consider a family (X ε , K(X ε )) ε>0 where X ε is generated by a divergence form operator
1 It can be think as a norm, but does not satisfy |λx| = |λ| · |x| for λ ∈ R, x ∈ T
1 (R N ). Instead, it satisfies |δ λ (x)| = |λ| · |x|, where δ λ is the dilatation of parameter λ: δ λ (x) = (λx 1 , λ 2 x 2 ). In addition, |x ⊗ y| ≤ 2(|x| + |y|) for all x, y in T (2) 1 (R N ).
for which the uniform ellipticity and boundedness constants of a ε and b ε are uniform in ε. If (X ε ) ε>0 converges uniformly in distribution to X, what can be said on the convergence of (X ε , K(X ε )) ε>0 in V α ? In particular, does (K(X ε )) ε>0 converge to K(X)? If true, the continuity of the maps K and I implies the convergence of the stochastic integrals and solutions of SDEs driven by X ε to the same stochastic integral and solution of SDE where X ε is replaced by X. Using the results in [20, 24] , one can construct examples -when the coefficients are smooth and X ε is then solution to some SDE -giving a negative answer to this question if we drop the assumption that the drift b ε is uniformly bounded in ε. For this, we use the homogenization theory, which allows us to study the asymptotic behavior as ε decreases to 0 of X ε when a ε = a(·/ε) and b ε = 1 ε b(·/ε) for some a and b that are periodic (see for example [3, 15] among many references).
However, the results of [20, 24] were developed for processes generated by non-divergence operators. If we use these results on the processes X ε generated by divergence form operators
1 2 ∂ xi (a i,j (·/ε)∂ xj ) with a periodic, smooth function a, we get that K(X ε ) converges in distribution to K(X) when Stratonovich integrals are used, where X is the process generated by a divergence form operator
eff is a constant matrix that catches the large scale behavior of the process X ε . Indeed, X ε is equal in distribution to the rescaled process εX ·/ε 2 for X generated by
, so that the homogenization theory consists in proving a functional Central Limit theorem. Using the results in [13] and some analytical convergence results of [5] , we prove the convergence results of the rough path lying above X ε even if the coefficients are not assumed to be continuous.
Still with the homogenization theory, we get that the brackets of the martingales parts of X ε does not necessarily converge to the brackets of the martingale part of X. Hence, when one uses for K(X ε ) and K(X) the Itô integrals, then K(X ε ) does not converge to K(X), but to t → K 0,t (X) + ct for some constant, N × Nsymmetric matrix c.
In the case of divergence-form operators without drift, the homogenization theory does not give a counterexample of the convergence of the iterated integrals to the iterated integrals of the limit in the Stratonovich case. We have been unable to find a sequence (X ε ) ε>0 such that (K(X ε )) ε>0 does not converge to K(X) in the Stratonovich case when X ε converges in distribution to X. Yet we give a natural sufficient (but not necessary!) condition to ensure that (K(X ε )) ε>0 converges to K(X) (whatever the type of the integrals), which turns out to be Condition UTD introduced by Coquet, Rozkosz and S lomiński in [9, 33] . This condition implies that, given a family of Dirichlet processes converging to a Dirichlet process, their martingale parts and their zero-quadratic variation parts also converge jointly the the corresponding parts of the limiting process. In the context of semi-martingales seen as rough paths, the equivalent criterion is Condition UT (see for example [16] ), as seen in [8] . From the heuristic point of view, this may be understood with the notion of (p, q)-rough paths defined in [25] , although the results in this last article cannot be applied directly in our case. The basic idea is that the limit of K(X ε ) may not correspond to K(X) when the part of finite or zero-quadratic variation "contributes" to the martingale part of the limit. In our homogenization example, the sequence (X ε ) does not satisfy Condition UTD.
In Section 4, we prove the continuity of K(X) = g(X s ) dX s with respect to g. Although this continuity follows easily from the very construction of K, it seems to have never been stated. The convergence of I with respect to the function f is also given in [7] under a slightly stronger assumption of convergence of the vector fields. In Section 5, we identify the integrals given by the theory of rough paths with the integrals of Itô or Stratonovich type in function of the choice of K(X). This identification is done by smoothing the coefficients of L and using a similar identification for semi-martingales proved in [8] .
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Stochastic integral driven by process generated by divergence-form operators
For 0 < λ < Λ, let Ξ coeff (λ, Λ) denotes the set of all the functions (a, b) such that a and b are measurable,
. This operator is then the infinitesimal generator of a continuous, strong Markov, stochastic process (X, (F t ) t>0 , (P x ) x∈R N ): see for example [18, 34] .
We denote by Ξ(λ, Λ) the class of processes generated by divergence form operators with coefficients in Ξ coeff (λ, Λ). Unless its diffusion coefficient a is smooth enough, X ∈ Ξ(λ, Λ) is not a semi-martingale, but belongs to the more general class of Dirichlet processes under P x for any starting point x [33] , Theorem 2.2 (note that there are several possible definitions of a Dirichlet process, with slight variations. For example, the definition of a Dirichlet processes given by the theory of Dirichlet forms [12] , which may be used to study the process X, is different). 
and we say that a process A is of zero quadratic variation (along (Π n ) n∈N ) if Q(A, Π n ) converges to 0 in probability as n → ∞.
A Dirichlet process (along (Π n ) n∈N ) is a F · -adapted process the sum of a local martingale and a term of zero quadratic variation which are both F · -adapted. [27, 31, 33] , the process g(X) may be decomposed under
where 
and M g is its martingale part [31, 33] . The backward martingale M g is the martingale part of the reversed
, which is also a Dirichlet process.
in the way these integrals are defined in [31] (see also [27] ). There are two ways to characterize them: in the Stratonovich case, where L is defined by (6),
with
In the Itô case, where L is defined by (7),
In both cases, the limits hold in probability under P x for any x ∈ R N . Of course, the difference between the Itô and the Stratonovich case lies in the quadratic variation, since 1 2
With (5), we also get that in the Stratonovich case, P x -almost surely,
In the Itô case, P x -almost surely,
We end this section with a convergence result of the integral L(X, g, ϕ) with respect to g and ϕ.
. We assume that g n , ϕ n are bounded uniformly for n ≥ 0 by a constant K. We assume moreover, that g n (resp. ϕ n ) and ∇g n (resp. ∇ϕ n ) converge uniformly to g 0 (resp. ϕ 0 ) and ∇g 0 (resp. ∇ϕ 0 ). Then for any 
We could then assume that g 0 = ϕ 0 = 0. Hence, for any C > 0, the Burkholder-Davis-Gundy inequality (see for example Th. 3.28 in [17] , p. 166),
Similarly,
In addition, since E x T 0 |dV ϕn r | is bounded by ∇ϕ n ∞ times a constant that depends only on λ, Λ and T (see [22] ),
This proves that, in the Stratonovich case,
It follows easily that g n (X), M ϕn and g n (X), M ϕn converges uniformly in t ∈ [0, T ] to 0 as n → ∞. This proves that, in the Itô case, that sup
To prove the convergence of L(·, X, g n , ϕ n ) to 0 when n → ∞ (since L(·, X, g n , 0) = 0), it is sufficient to use the previous inequalities (9), (10) and (11) as well as the convergence of g n (X), M ϕn and g n (X), M ϕn to 0.
Convergence of processes generated by a divergence form operator
Given a process X ∈ Ξ(λ, Λ), we have seen in [22] how to construct a rough path X lying above X. For this, we have constructed X with X
According to Lemma 5.4.1 in [26] , all the rough paths lying above X may be constructed by adding to X a function (s, t) ∈ Δ + → ψ t − ψ s where ψ takes its values in R N ⊗ R N and is of finite α/2-variation. In this article, we consider only the Stratonovich and the Itô cases, for they correspond to natural choices.
We have seen in [22] that for any α > 2, any X in Ξ(λ, Λ), any starting point x and any η > 0, there exists C large enough such that
and that for any C > 0 and any η > 0, there exists δ small enough such that
Tightness results
Our first results on sequences of processes in Ξ(λ, Λ) concern their tightness. For X ∈ Ξ(λ, Λ), K(X) denotes either the second-order iterated integrals of X in the Stratonovich or the Itô case.
We now consider a sequence (X ε ) ε>0 of processes in Ξ(λ, Λ). We denote by P x the distribution of X ε to denote that
Proposition 2. For any
Proof. With (12) and (13), the proof is an immediate consequence from the tightness criterion presented in [21, 22] . However, we give a short proof, restricted to the first level for the sake of simplicity, to endow the role of (12) and (13) .
For some constant C, let K(C) be the set of continuous functions
is defined by (4) with X s,t replaced by x t − x s and | · | is the Euclidean norm on R N . Let also K be a set of continuous functions from [0, T ] to R N which is relatively compact for the uniform convergence. If (x ε ) ε>0 is a sequence of functions in K ∩ K(C) that converges to a continuous function x 0 of finite α-variation, then (x ε ) ε>0 also converges to x 0 in β-variation for any β > α. This follows from
This also implies that K ∩ K(C) is relatively compact with respect to the space of continuous functions of finite α-variation with the norm · V β for all β > α. Now, since the choice of C and η in (12) depend only on λ and Λ and (X ε ) ε>0 is tight for the uniform norm, we deduce that for any η > 0, there exists a constant C such that sup ε>0
, which is relatively compact for the uniform norm according to (13) . Thus K(C)∩K is relatively compact for the space of continuous functions of finite α-variation with the · V β -norm for any β > α > 2.
The similar reasoning is easily carried to deal with the second level.
Hypothesis 1. The elements of the sequence (X
Remark 1. Under Hypothesis 1 and Proposition 2, it follows immediately from the Prohorov theorem [4] that (X ε ) ε>0 converges to X 0 in V α for any α > 2: As the convergence in V α implies the uniform convergence, any possible limit of (X ε ) ε>0 in V α is necessarily X 0 . Note that however, V α is not separable and thus the convergence of (X ε ) ε>0 in V α does not necessarily imply its tightness.
Remark 2. Given a sequence (X ε ) ε>0 of processes in Ξ(λ, Λ) corresponding to a sequence of coefficients (a ε , b ε ), it is generally true that any cluster point X 0 belongs to Ξ(λ , Λ ) for some 0 < λ < Λ . At least, this is always true if b ε = 0 for any ε > 0. For that, one has to combine the results of [29] and [32] for example. This means that Hypothesis 1 is not stringent at all.
Under Hypothesis 1 and in view of Proposition 2, a natural question is:
As will we show it later in Section 3.5, the answer may depend whether we consider K(X ε ) as Itô or Stratonovich integrals. In addition, we give in Section 3.3 a sufficient condition that allows one to give a positive answer to this question, but we show in Section 3.5 that it is not a necessary condition.
Rough paths and geometric rough paths
The iterated integrals K(X ε ) denote either Itô or Stratonovich type integrals. We will see that our answer to (Q) may depend on the type of integral we consider: for this, we need to explain the difference between the rough paths that are geometric and those which are not.
For this, we follow the way of seeing rough paths as paths with values in a non-commutative group, as introduced first in [13] (see also the introductory article [23] ). Basically, a rough path is a path with values in the subspace T (2) 1 (R N ) of the truncated tensor space
whose projection on R is equal to 1. The space T (2) (R N ) is a Lie group with respect to the tensor product ⊗ (note that all the terms of type x ⊗ y ⊗ z with x, y, z ∈ R N vanish and 0 ⊗ x = x by convention) and an associative algebra with the addition + and the tensor product ⊗.
Given a norm on 
This group is a Carnot group of step 2, as it may be decomposed as [2] ). If N = 2, then this group is the Heisenberg group. The distance we use on H N is the sub-Riemannian metric (see [2, 6, 30] for example), which is
Using the sub-Riemannian metric in the context of rough paths was introduced first by Friz and Victoir in [13] (see also [23] for a presentation of this point of view).
A geometric rough path is a path with values in the sub-group G(R N ) of (T
be identified as a path Y with values in H
N by setting Y = log(X) with
Of course, log is the inverse of the exponential application exp.
A smooth rough path X = (X 1 , X 2 ) is made of a piecewise smooth path
Any geometric rough path of finite α-variation can be approximated by a sequence of smooth rough paths with respect to the topology generated by the β-variation, β > α (see [13, 23] ).
The difference between two geometric rough paths of finite α-variation lying above the same path necessarily comes from an anti-symmetric path of finite α/2-variation.
We then introduce the following sub-spaces of As noted first in [25] , the difference between a geometric rough path and a non-geometric one lies in the presence of a symmetric term.
Lemma 2. [25] Any rough path
X of finite α-variation, α ∈ [2, 3), can be decomposed as X t = Y t + ψ t ,
where Y is a geometric rough path of finite α-variation and and ψ is a path of finite α/2-variation with values in the space
Let us note that in the previous Lemmas 2 and 1, X −1
Combining Lemma 2 and 1 for a given rough path X of finite α-variation lying above a path X : [0, T ] → R N , we get a complete description of any rough path Y lying above X: there exist two paths ψ and ϕ of finite α/2-variations that are respectively in Anti(R N ) and Sym(R N ) and such that Y = X + ψ + ϕ. In the case of a rough path X = (X, K(X)) generated by a divergence form operator, we have seen that X is a geometric rough path if we choose for K(X) the Stratonovich integrals. But this is not a geometric one if we choose K(X) to be of Itô type. The difference between these two cases lies in the symmetric term −
where M is the martingale part for X. Note that however,
so that it does not make any difference to construct the geometric rough path log(X) as a path living in the group H N from the choice of Itô or Stratonovich integrals for the K i,j (X)'s. Let us come back to our question (Q). First, let us note that in view of our previous decomposition results,
The effect of ϕ and ψ on differential equations and integrals driven by X 0 is to add a drift term (see [23, 26] ). If we use for K(X ε ) (ε ≥ 0) the Stratonovich integrals, then necessarily, in view of Lemma 1 and the results from [25] , the symmetric path ϕ vanishes since the limit of geometric rough paths is necessarily a geometric rough path.
In order to deal with the Itô case, we may study the Stratonovich case and also the convergence of the brackets M ε of the martingale part M ε of X ε . In the case of Stratonovich integrals, we believe that the answer to (Q) is negative in general. However, we have been unable to exhibit a counter-example. Yet in [20, 24] , we have shown using the homogenization theory that the Lévy area of the limit of SDEs can be different from the Lévy area of the limit. As we will see it in Section 3.5, these results applied to divergence form operators leads to the right convergence of the Lévy areas, unless we drop the assumption that the drifts are uniformly bounded.
In the Itô case, our homogenization results allows us to give a negative answer, as the limit of the brackets of the martingale parts of the X ε 's will be different from the brackets of the limit. Thus, we give below in Theorem 1 a sufficient condition to ensure a positive answer to our question in both Itô and Stratonovich cases. Yet, the homogenization result proves that this is not a sufficient condition.
Condition UTD
Let (Π n ) n∈N be a family of deterministic partitions of [0, T ] whose meshes decrease to 0 as n → ∞. ε>0 are tight, and for any C > 0, sup
Definition 2 (Condition UTD [33]). A family of Dirichlet processes (X
Condition UTD is a natural generalization of Condition UCV for semi-martingales (see [16] for a review of this notion). The following proposition is a "specialization" of Theorem 1.1, p. 84 in [33] to processes generated by divergence form operators.
Proposition 3.
[33] Let (X ε ) ε>0 and X 0 be as in Hypothesis 1. We assume that (X ε ) ε>0 satisfies Condition UTD under P x . The decomposition of X ε as a Dirichlet process is written
Remark 3. It follows from Definition 1 that M 0 and A 0 are both (F 0 t ) t≥0 -adapted. Condition UTD (that does not necessarily concern processes generated by divergence form operators) was introduced in [9] where a similar result is given but without ensuring that M 0 and A 0 are (F 0 t ) t≥0 -adapted. It is shown in [33] that the limit (M 0 , A 0 ) of (M ε , A ε ) ε>0 is really adapted to the filtration generated by X 0 and may then be identified with the decomposition of X 0 as a Dirichlet process given in Section 2. 
Lemma 3. Let g and ϕ be some functions in
satisfies Condition UTD, then for any δ > 0 and any C > 0, there exists n 0 large enough such that
for any n ≥ n 0 and any x ∈ R N . These statements are true both for the Stratonovich and the Itô integrals.
Proof. Let X be in Ξ(λ, Λ). For R > 0, let us denote by Φ(x, R) the event {sup t∈[0,T ] |X t − x| ≥ R}. One knows from Lemma II.1.12 in [34] that there exist some constants K and K that depend only on λ, Λ, T and the dimension N such that
where g (resp. ϕ) is any continuous function equal to g (resp. ϕ) on the ball of radius R around x. Thus, using this localization argument, one may assume that g and ϕ are bounded on R N when x is fixed. To estimate the speed of convergence of L n (·; X, g, ϕ) to L(·; X, g, ϕ), and in view of (8), we have only to consider the speed of convergence to 0 of
and, in order to deal with the Itô integral,
We have seen in [22] , Lemma 3 that for any β < 1/2, there exists some random variable C β such that E x [ C β ] is finite and depends only on (λ, Λ, β) and such that X is β-Hölder continuous with constant C β (and so is X). In addition, since this relies on the Kolmogorov lemma [17] , Theorem 2.1, p. 25, it is easily obtained that
is also finite and depends only on (λ, Λ, β). Since g has a Lipschitz continuous version (this result follows from the Morrey theorem [1] , Th. 5.4, p. 97), we get that g(X) and g(X) are β-Hölder continuous with constant C β ∇g ∞ when this version of g is used. As
the Burkholder-Davis-Gundy inequality implies that for some constant K,
∞ for any t ≥ 0 and similarly,
As seen in [22] , the term V ϕ is of finite variation and E x Var 1,[0,T ] V ϕ is finite and bounded by a constant depending only on λ, Λ and ∇ϕ ∞ . Besides,
Hence, for any C > 0 and any K > 0,
For any ε > 0 and any C > 0, one may first choose K small enough such that KC
. Then, we choose n 0 large enough such that for any n ≥ n 0 ,
any n ≥ n 0 and and n 0 may be chosen in function of mesh(Π n ), β, ∇g ∞ , ∇ϕ ∞ , λ, Λ, and of course, ε and C. We now estimate of the speed of convergence of I n 4 to 0 in probability.
It is easily seen that for s
∈ [0, T ], g(X s ) = g(X 0 ) + 1 2 M g s + 1 2 (M g T −s − M g t ) + V g T −s − V g T . Since V g
is of integrable variation and g(X t ) is a Dirichlet process,
which is of zero-quadratic variation along (Π n ) n∈N . To simplify the notations, we set for two processes X and Y ,
Using the previous decomposition of g(X),
and
As seen in Lemma 6 in Appendix A, the family (
2 ) n∈N converges in probability to 0 uniformly in t ∈ [0, T ] at a speed that depends only mesh Π n , ∇ϕ ∞ and Λ, since
Hence, it remains to study the speed of convergence of Q n t (B g , M ϕ ) to 0.
From the Cauchy-Schwarz inequality and since t → Q
As for any a, b, η > 0,
. We choose first η and then n 0 large enough so
for any n ≥ n 0 . The last convergence holds since B g is of zero quadratic variation along (Π n ) n∈N .
The convergence of I n 5 (t) to 0 is proved using similar computations by replacing B g with B
We deduce that L n (t; X, g, ϕ) converges to L(t; X, g, ϕ) in probability uniformly in t ∈ [0, T ]. Moreover, except a priori for the convergence of Q n t (B g ) and Q n t (B g ) to 0, the rate of convergence depends only on λ, Λ, T , ∇g ∞ , ∇ϕ ∞ and mesh(Π n ). We now apply this result on X ε . As (g(X ε )) ε>0 satisfies Condition UTD, it is easily obtained that (g(X ε )) ε>0 also satisfies Condition UTD, but along the family of partitions (Π n ) n∈N , where Π n is constructed from Π n by changing any point t in Π n into T − t. Using Condition UTD in (16) with B g replaced by the zero-quadratic variation term B ε,g of g(X ε ) and B ε,g of g(X ε ), one sees that the speed of convergence of
is uniform in ε.
A criterion ensuring the convergence
The goal of this section is to prove the following convergence theorem. Of course, its interest lies in the continuity result of the integrals and the solutions of the differential equations driven by rough paths: see Theorem 5.5.2, p. 143 and Corollary 6.3.2, p. 179 in [26] .
Remark 6. We will see below in Section 3.5 that Condition UTD is sufficient but not necessary.
Before proving this theorem, let us state a useful application.
Proof. It is well known that the convergence of (a ε , b ε ) to (a 0 , b 0 ) ensures the convergence in distribution of X ε to X 0 under P x for any x ∈ R N (see [32, 34] for example). If ϕ is a smooth function with compact support,then the core of the proof of Theorem 2.2 in [33] is to establish that (ϕ(X ε )) ε>0 satisfies Condition UTD (see in particular (2.33) in [33] , p. 103). With a localization argument, this proves that (X ε ) ε>0 also satisfies Condition UTD. N |y − x| ≤ R}. Let us denote A R,ε (resp. A ε ) the term of zero-quadratic variation of ϕ(X ε ) (resp. X ε ). Then
With (15) 
In addition, for all ε ≥ 0,
Proof. As for each integer n and each (18) 
2) and the continuity of (s, t) → K s,t (X 0 ) allows us to uniquely identify any possible limit of (
Examples from the homogenization theory
Let us consider (a, b) in Ξ coeff (λ, Λ) such that b = 0 and the diffusion coefficient a is smooth and 1-periodic. Set a ε (x) = a(x/ε) and b ε = 0. For any ε > 0, (a ε , b ε ) belongs to Ξ coeff (λ, Λ) and gives rise to a stochastic process X ε which is solution to the SDE
P x -almost surely, where B ε is a Brownian motion. Using a scaling argument, one gets that X ε is equal to distribution to εX t/ε under P x/ε , where X is process corresponding to (a, 0).
Convergence of the process to a non-standard Brownian motion
The homogenization theory aims to study the asymptotic limit of X ε . In the case of smooth coefficients, it is standard that X ε converges to some non-standard Brownian motion, whose diffusion coefficient "catches" the large-scale properties of the behavior of X: see for example the books [3, 15] . The case of processes generated by a divergence form operators, which we present here with smooth coefficients, can be carried without any regularity assumptions, as shown in [18, 19] .
Let us characterize the constant matrix σ that is such that (X ε ) ε>0 converges to σB for a N -dimensional Brownian motion B.
For i = 1, . . . , N, let v i be the variational solution to
Thanks to the Fredholm alternative, this problem has a unique solution which is, since a is smooth, a classical solution. The functions v i are called correctors. With the Itô formula applied to x → x + v i (x) and an ergodic A. LEJAY theorem applied to the projection of X on the torus (whose invariant measure is the Lebesgue measure on [0, 1] N ), one gets that for any t ≥ 0,
where, for i = 1, . . . , N, v ε i (x) = εv i (x/ε) (which decreases uniformly to 0) and R ε is a martingale such that for i, j = 1, . . . , N,
With the ergodic theorem, for any t ≥ 0, R i,ε , R j,ε t converges almost surely under P x to ta eff with
for i, j = 1, . . . , N. It follows from a Central Limit Theorem on the martingales [10] that there exists a Ndimensional Brownian motion B such that R ε converges in distribution to σB with σσ T = a eff . The coefficient a eff is called an effective coefficient. It follows that X ε converges in distribution in the space of continuous functions to X = σB.
Convergence of the iterated integrals in the Stratonovich case
In [20] and [24] , we have studied the convergence of (X ε , K(X ε )) ε>0 for X ε equal to εX ·/ε 2 , where X is the solution of some SDE with periodic coefficients. There, we have proved that the Lévy area of the limit may be different from the limits of the Lévy area. The difference lies in a function of type t → ct, where c is an anti-symmetric matrix seen as an element of R N ⊗ R N . In our context, when we use for X ε the solution to (19) , it follows from a short computation performed on the formula given in Proposition 5 in [20] that in the Stratonovich case, (
, where X is given above (let us recall that the Lévy area of X ε is just the anti-symmetric part of matrix values functions (K i,j (X)) i,j=1,...,N ).
Remark 7.
There is an error in the statement of Proposition 5 in [20] , although the proof is correct. The article [24] presents a correct statement. Now, we drop the assumption that a is smooth, so that X ε is the process generated by
where a is measurable, uniformly elliptic, bounded and 1-periodic. We denote by X its limit which equal to σB as above.
Although the homogenization results for X ε holds without any smoothness assumption on a, we have assumed that a is smooth in order to apply the results in [20] . The proof given in this article relies on the Itô stochastic calculus and the ergodic theorem, as in Section 3.5.1. Using the recent article [14] from Friz and Victoir as well as analytical tools, we can extend the previous convergence results to the case of discontinuous coefficients.
Proof. In this proof, we use the notations introduced in Section 3.2. Let D i be the differential operator
where ∂ ∂xi,j is the derivative in the direction e i,j . We denote by H 1 (H N ) the completion of the space of smooth functions with compact support on H N with respect to the norm
, where m(dx) is the Haar measure on H N . In [14] , Friz and Victoir consider the bilinear form
when the coefficient a is a measurable function from H N to the space of symmetric matrices that are uniformly elliptic and bounded. To this bilinear form corresponds a semi-group
. The semi-group (P t ) t>0 has a density p(t, x, y) that satisfies a Gaussian type estimate:
where C 1 and C 2 depend only on λ and Λ and d(x, y) is the sub-Riemannian distance between x and y defined in Section 3.2. From this, it is easily obtained that the semi-group (P t ) t>0 is a Feller semi-group, and then that it generates a diffusion process X with values in H N . As they proved a theorem of type Wong-Zakai for X along the dyadic partition using the piecewise linear interpolation, the rough path generated by the Dirichlet form E is the same as (X, K(X)) -up to the application of the exponential map from H N to T
1 (R N ) -where we use the Stratonovich integral for K(X). Now, let (P ε t ) t>0 be the semi-groups associated to the Dirichlet forms
, where a is 1-periodic. It has been proved in [5] , Corollary 3.2 that for any f in L 2 (H N ) and any t ≥ 0,
eff defined in (20) when the coefficient a is only a function of R N and not of H N , which is our case. Using the Gaussian bound on (21), we obtain easily that for a function f on H N that vanishes at infinity, then P ε t f converges uniformly to P t f , when using integral representations of the semi-groups (P ε t ) t>0 and (P t ) t>0 with their transition density functions. It follows then from standard results (see for example Th. 2.5 in [10] or [32] for the case of divergence-form operators) that the process generated by (P ε t ) t>0 converges uniformly in distribution to the process generated by (P t ) t>0 under P x for any x ∈ R N .
Remark 8.
In [14] , Friz and Victoir actually deal with the (1/α)-Hölder norm, instead of the α-variation norm, which gives more precise results. In a forthcoming article, we will study the relationship between the constructions and results presented here and in [22] and those in [14] .
Let us remark that if we drop the assumption that the drift b is uniformly bounded, it is easy to consider a sequence of processes with a different Lévy area. As noted at the end of Introduction of [22] , our theory may be applied to the case of time-homogeneous coefficients. For example, one has only to consider the family of the two-dimensional SDEs
The infinitesimal generator of X ε is then, with the complex notations,
2 ∇· and c = 0 1/2 −1/2 0 (see [24] ).
Convergence of the brackets and convergence of the iterated integrals in the Itô case
Although the homogenization result does not allow us to give a negative answer to our question (Q) in the case of Stratonovich integrals, this example is interesting because it shows that Condition UTD is not a necessary condition. In addition, it may give a negative answer to (Q) in the case where Itô integrals are used for K(X ε ). 
which is in general different from a eff given by (20) 
Proof. As that K(X ε ) converges to K(X) in the Stratonovich case and M ε t converges in probability to at for any t ≥ 0, this proves with (14) that in the Itô case, K 0,t (X ε ) converges to K 0,t (X) for any t ≥ 0. The convergence of M ε to t → ta also holds in α-variation in R N × R N for any α > 1, since the finite variation of ( M ε ) ε>0 is uniformly bounded.
Continuity of integrals along rough paths
We give now a general result of convergence that allows us to ensure that the rough path integral f δ (X s ) dX s converges to f (X s ) dX s when f δ converges to f in an appropriate sense. This result will be used in the next section to identify the integrals constructed in [22] using the rough paths theory with the one constructed using time-reversal techniques presented in Section 2.
We denote by X = (X 1 , X 2 ) a rough path of finite α-variation with α ∈ [2, 3). We assume that X lies above X with X 0 = x for a fixed x, which means that
For γ ∈ (0, 1) such that 2+γ > α, we denote by Lip(γ) the set of continuous, bounded functions g : R N → R m with a bounded first derivative which is γ-Hölder continuous. On this space, we define the norm
The theory of rough path allows us to construct a new rough path Z(f ) = (
N and X that corresponds to the integral of f -identified as a differential form -along X. We set Then
Proof. For (s, t) ∈ Δ + , set
We also assume that X is controlled by some function ω : Δ + → R, which means that
for all 0 ≤ s ≤ r ≤ t ≤ T and ω is continuous near its diagonal. Then, Y(f ) is an almost rough path, in the sense that
for θ = (γ + 1)/α > 1 and a constant C that depends only on ω(0, T ), α, γ and f Lip . Given a family of partitions (Π n ) n∈N whose meshes decreases to 0, we set
These constants K n depend on C and n, and thus on f Lip , ω(0, T ), α and γ.
at a speed that does not depend on δ, since ( f δ Lip ) δ>0 is bounded. This is sufficient to ensure that Z s,t (f δ ) converges to Z s,t (f ) for each (s, t) ∈ Δ + .
Moreover, it is easily checked that
for some constant C that depends only on sup δ>0 f δ Lip and f Lip . With (22) , one obtains that for any ε > 0, there exists δ 0 small enough such that for all
The result is then proved.
Identification of the integrals
Let us note that a function in Lip(γ) also belongs to Υ ∞ . Given g = (g 1 , . . . , g N ) ∈ Lip(γ) N , we are given two ways in considering the integrals of type
either by using the Lyons-Zheng decomposition (5) or by using the rough paths (X, K(X)), where K(X) is either the Stratonovich or the Itô integral, as constructed in [22] .
We have seen in [8] that the integrals given by the proper choice of K(X) are the same as the Itô or Stratonovich integral when X is a semi-martingale. The identification relies on the Wong-Zakai theorem for semi-martingales.
In our case, we will approximate a process X by semi-martingales obtained by smoothing the coefficients of its infinitesimal generator, and then pass to the limit.
We denote by K s (t; X, g) the integral Z 1 0,t (g) with Z = g(X s ) dX s , where X is the rough path X = (X, K(X)) with K(X) defined as a Stratonovich integral. Similarly, if we use an Itô integral for K(X), then we denote Z 1 0,t (g) by K i (t; X, g). We also set L s (t; X, g) = N i=1 L(t; X, g i , χ i ), when L is defined in the Stratonovich, and L i (t; X, g) = N i=1 L(t; X, g i , χ i ) when L is defined in the Itô sense.
Remark 9.
Here, we consider only the "first level", and not the iterated integrals of g(X) dX against itself since it is useless for our result.
Theorem 4.
For any X ∈ Ξ(λ, Λ) and g ∈ Lip(γ) N with γ ∈ (0, 1). Then K s (X, g) = L s (X, g) and K i (X, g) = L i (X, g) under P x for any starting point x ∈ R N .
We already know that this result is true for semi-martingales.
Proposition 5.
[8] Let (X, P) be a continuous semi-martingale and g ∈ Lip(γ) N with γ ∈ (0, 1). Then P-almost surely, K s (X, g) = L s (X, g) and K i (X, g) = L i (X, g).
A. On the convergence of the sum of squares of a martingale to its bracket
The following lemma is used in the proof of Lemma 3. It corresponds to a classical result, but we write it explicitly to show the dependence of the rate of convergence with respect to the Lipschitz constant of the brackets.
Lemma 6. Let (Ω, F , P) be a probability space with a filtration (F t ) t≥0 . Let M be a square integrable martingale with respect to (F t Proof. The convergence in probability of Q n t to M t for any t ≥ 0 is classical (see for example [17] , Th. 1.5.8, p. 33). However, we write it to show that the rate of convergence depends only on K. Let N be the martingale defined by N = M 2 − M (note that with our condition on the growth of M , N is really a martingale and not a local martingale).
Let us set Δ
If j < i, since N is a martingale,
Thus,
With the Burkholder-Davis-Gundy inequality, there exists a constant C such that for i = 1, . . . , n (t) − 1,
This proves the L 2 (P)-convergence of the one-dimensional marginals of Q n to M . To now turn to prove the uniform convergence of Q n to M . For this, let us choose two integers 1 ≤ k < ≤ n and let us note that
With the Burkholder-Davis-Gundy inequality, there exists some constant C such that
On the other hand, 
With ( On the other hand, still using the fact that M is increasing, i,j=k,..., −1
