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Abstract 
For the planning, design and management of water resources systems, streamflow forecasting is important. The use of 
artificial neural networks (ANN), adaptive neuro-fuzzy inference systems (ANFIS) and multiple nonlinear regression (MNLR) 
for predicting daily flow at the outlet of Karuvannur river basin, located in Thrissur district, is presented in this study. 
Precipitation data from nine raingauge stations were used to develop the models. Input vectors for simulations included different 
combinations of antecedent precipitation and flows, with different time lags. Performances of the models were evaluated with the 
RMSE and Nash-Sutcliffe model efficiency values. The results showed that ANFIS model predicts daily flow more accurately 
compared to ANN and MNLR models. Furthermore, ANFIS model with an input combination of antecedent flow with one day 
time lag and antecedent rainfall with three and four day time lags, is better than all other cases considered here. Therefore by 
using the ANFIS model with these 3 inputs we can forecast the daily discharge of Karuvannur river basin with a better accuracy.   
© 2016 The Authors.Published by Elsevier Ltd. 
Peer-review under responsibility of the organizing committee of ICETEST – 2015. 
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1. Introduction 
Streamflow prediction is one of the most important issues in hydrology and it is an essential measure in water 
resource development and planning. Forecasting of river flow provides a warning of impending stages during floods 
and assists in regulating reservoir outflows during low river flows for water resource management. For the proper 
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management practices accurate streamflow prediction is essential. The accurate forecasting of streamflow can also 
aid in giving information for city planning, real time operation of water resources projects, design of hydroelectric 
projects, preparation of efficient management plans and proactive mitigation programs which reduces the impact of 
climatic events on the environment. Hence the forecasting of streamflow or river flow is very vital. 
Many techniques have been made use of in the development of forecasting models so as to increase the accuracy 
in forecasting and the research in this area is continuing. Earlier, statistical methods have been used for hydrologic 
forecasting based on the time series. The simple regression model, multiple regression models, auto regressive 
moving average (ARMA) are some of the statistical models. These models analyze the historical data with an 
objective to develop methods for the formulation of streamflow forecasts by using classical statistics. Nevertheless 
such models do not have the ability to represent the nonlinear dynamics inherent in the transformation of rainfall to 
runoff and may not always perform well. 
Artificial neural networks (ANN) are essentially semi-parametric regression estimators and are well suited for 
this purpose, as the can approximate virtually any (measurable) function up to an arbitrary degree of accuracy. The 
emergence of neural network technology has provided many promising results in the field of hydrology and water 
resource simulation. Fuzzy rule based modeling is a qualitative modeling scheme where the system behavior is 
described using a natural language.  Fuzzy logic is being used for a few applications in water resource forecasting 
since the last decade. Many research papers have shown that these data-driven techniques can be used to model 
hydrologic processes, such as rainfall-runoff forecasting, flash flood forecasting and prediction of surge water 
levels.  
These brilliant modeling systems have many advantages over traditional modeling, including the power to work 
with large amounts of noisy data from nonlinear and dynamic systems, especially when the basic physical 
relationships are not known. The individual strengths of each approach can be utilised in a combined manner for the 
construction of powerful intelligent systems by effectively combining the techniques, since both these techniques 
are proven to be effective when used on their own. In recent years, by combining neural networks and fuzzy logic a 
new research field called neurofuzzy system is formed. Neurofuzzy systems capture the benefits of each individual 
system into a single framework. Neurofuzzy systems therefore avoid the basic problem in fuzzy system design (i.e., 
obtaining a set of fuzzy if-then rules) by effectively using the learning capability of an ANN for automatic fuzzy if-
then rule generation. Hence, these systems have the potential to utilize linguistic information from a human expert 
as well as measured data during modeling. The neurofuzzy hybrid method have following properties: (1) the 
advantages of fuzzy and ANN (2) the learning and adaptation capabilities of a neural network, and (3) the inference 
approach of a fuzzy reasoning mechanism that facilitate approximate human reasoning capabilities. Neurofuzzy can 
be used for applications like signal processing, information retrieval, automatic control, database management, etc. 
The objectives of this thesis work are 
 To predict the stream flow of Karuvannur river basin using ANFIS (Adaptive Neuro-Fuzzy Inference 
Systems), ANN (Artificial Neural Networks) and MNLR (Multiple Nonlinear Regressions) model. 
 To compare the results obtained by the three models. 
2. Methodology 
2.1. ANN (Artificial Neural Network) 
Multi layer perceptron is a commonly used ANN model. MLP is a network consists of neurons, which is known 
as perceptron. From multiple real-valued inputs the network generate a single output by developing linear 
relationship combinations  based on the input weights and  nonlinear transfer functions as diagrammatically shown 
in Fig. 1. Mathematically, the MLP can be represented as:  
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Where wi is the weight vector; pi indicates the input vector (i = 1… n); b is the bias, f is the transfer function; and 
y represents the output. 
Fig.1 Schematic view of a typical MLP 
 
The Levenberg–Marquardt algorithm has the second-order training speed, and no need to compute the Hessian 
matrix. Levenberg–Marquardt algorithm is selected for this study because the previous studies indicate that it 
produces reasonable results for most ANN applications. The training algorithm minimizes the global error E defined 
as: 
(2) 
Where M represents the total number of training combinations, and Em is the error for training combination M. 
Em is expressed as: 
(3) 
Where n represents the total number of output nodes, ok indicates the network output at the kth output node and tk 
represents the target output at the kth output node. 
  
2.2 Adaptive Neuro-Fuzzy Inference System (ANFIS) 
 
An adaptive network-based fuzzy inference system or adaptive neuro-fuzzy inference system or (ANFIS) is a 
type of artificial neural network. And it is based on Takagi–Sugeno fuzzy inference system. The technique was 
developed two decades ago. It has capacity to include the benefits of both in a single framework, because it 
combines both neural networks and fuzzy logic principles. Its inference system represents a set of fuzzy IF–THEN 
rules that have learning potential to approximate nonlinear functions. Therefore, ANFIS can be considered to be a 
universal estimator. 
In spite of the fact that ANN is an efficient method for modeling various practical problems, it has its own 
limitations. A fuzzy system such as ANFIS may be a better option if the input data are subject to a relatively high 
uncertainty. This is a fuzzy Sugeno system using a forwarding network structure.  
Figure 2 depicts an ANFIS system which consists of two inputs, two rules and one output. Here x and y are the 
inputs and the rule is: 
                                                                                 (4) 
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Ai and Bi are fuzzy sets, Pi, Qi and Ri are the design parameters that are determined during the training process fi 
is the output within the fuzzy region specified by the fuzzy rule. Figure 2 depicts that each node in this layer is a 
fuzzy set and any output of any node in this layer is the membership value of input variable in this fuzzy set. In this 
layer, the shape of the membership function of the fuzzy set is determined by the shape paramters. 
 
Fig.2 ANFIS Structure with two inputs, two rules and one output  
 
The functionality of each layer in the ANFIS is as follows: 
 
 Layer 1 
Each node in this layer generates membership grades of an input variable. The node output OPi
1 is defined by 
     (5) 
where x and y are the inputs to the nodes; Ai (or Bi-2) is a fuzzy set connected with this node, distinguished by the 
figure of the membership functions (MF) in this node. And it can be any suitable functions that are continuous and 
piecewise differentiable such as Gaussian, generalized bell shaped, trapezoidal shaped and triangular shaped 
functions. Assuming a Gaussian function as the membership function, the output OPi
1 can be computed as 
     (6) 
Where, {ci, σi} is the parameter set that modify the shapes of the membership function with maximum value 
equal to 1 and minimum value equal to 0. These parameters are known as premise parameters or antecedent 
parameters. 
 Layer 2 
Every node in this layer multiplies the incoming signal to compute the output, OPi
2 that represents 
     (7) 
Layer 3 
The ith node of this layer, labeled as N, computes the normalized firing strengths as 
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     (8) 
Layer 4 
The effect of the ith rule toward the model output is computed by node i in this layer, with the following node 
function: 
     (9) 
Where w is the output of layer 3. {pi, qi, ri} is the parameter set. Parameters in this layer are called consequent 
parameters. 
Layer 5 
The single node in this layer computes the overall output of the ANFIS as: 
      (10) 
The parameters for optimization in an ANFIS are the premise parameters {ci, σi} and the consequent parameters 
{pi, qi, ri}. The overall output of the system is determined by the consequent parameters. ANFIS uses a mixture of 
backpropagation and least mean square estimation to determine these parameters.  Learning procedure has two 
steps: in the first steps the input combinations are propagated forward assuming random initial values for the 
premise parameters, and the optimal consequent parameters are found out by an iterative least mean square 
procedure, while the premise parameters are assumed to be fixed for the current cycle through the training set; in the 
second step the combinations are propagated back to revise the premise parameters using the backpropagation 
algorithm, while the consequent parameters remain fixed. This procedure is then iterated until a predefined error 
goal is reached. 
 
2.3 Multiple Nonlinear Regression (MNLR) 
Finding a suitable relationship between a response variable and a set of regresson variables is one of the classical 
problems in statistical analysis is to. Regression analysis is generally used to find out the quantitative relationships 
of a response variable with one or more explanatory variables. In MLR, the function is linear in the form: 
 
(11) 
where Y is the dependent variable, β0; . . .; βn are the equation constants for the linear relation ,and X1; . . .; Xn 
are the independent variables for this system. 
Nonlinear regression is a form of regression analysis in which response data are modeled by a function, which is 
a nonlinear combination of the independent variables. It depends on one or more independent variables. Divergent 
from traditional MLR, which is restricted to estimating linear models, MNLR can determine models with arbitrary 
relationships between independent and dependent variables. The typical form of the nonlinear relation is assumed to 
be: 
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(12) 
where the α0; . . .; αn are the parameters for the nonlinear relation. Some MNLR problems can be moved to a 
linear domain by a suitable transformation of the model formulation. Taking the log of Equation, the relationship 
becomes linear: 
 
(13) 
and so a regression of log(Y) on log(X1); log(X2); . . .; log(Xn) is used to estimate the parameters α0; α1; . . .; αn 
2.4 Input Combinations 
Five input combinations were made for training the model to forecast Q (t+1). First four cases are made at 
random and the fifth case is made by plotting the correlograms. From the cross correlogram it is clear that 
maximaum value of correlation coefficient is for a lag of 3 and 4. In the autocorrelogram this value decreases as the 
lag increases. 
   Table.1 Input combinations 
Case Input combinations 
Case1 P(t) 
Case2 P(t),Q(t) 
Case3 P(t),Q(t),Q(t-1) 
Case4 P(t),P(t-1),Q(t) 
Case5 P(t-2),P(t-3),Q(t) 
 
3. Study area and data description 
3.1. Study Area 
For this study, Karuvannur river basin located in Thrissur district is selected. The Karuvannur river basin lies 
between 10015’ to 10040’ North latitude and 76000’ to 76 035’ East longitudes. 
The river originates from Pumalai Hills in Chimmony Wildlife sanctuary of Thrissur District. The Karuvannur 
River is formed by the union of two rivers, Kurumal River and Manali River. Both the rivers confluence together 
before Arattupuzha and makes Karuvannur river. Then the river flows to the Kole wetlands. 
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The river divides the Thrissur Kole Wetlands into two regions, an area of 8,072 hectares in the north is termed as 
North Kole, and an area of 2,115 hectares in the south is known as South Kole. The river flows west and splits in 
two, one falling in Enamakkal Lake which joins Conolly Canal in Thrissur District and the other one into Periyar 
River. The river is 48 kilometres in length, drains an area of 1,054 km2 and provides drinking water to many areas in 
Thrissur District. The average annual rainfall is 3200 mm and average annual stream flow is 1398.3 Mm3 
 
 
 
Fig.5 Karuvannur River basin 
3.2 Data Description 
For the study main data required are the rainfall and runoff values. Here rainfall data of Varandarapilly, Muppili, 
Pudukad, Echippara, Peechi, Panancherry, Irumpupalam, Variampara, Ollukkara raingauge sites were used. And 
Karuvannur Bridge is selected as the discharge station. Daily rainfall and runoff data for a period from 2007 to 2011 
is collected from Hydrology Department, Chembukkavu, Thrissur.  
The total daily rainfall of the watershed is calculated by Thiessen polygon method. Theissen polygons were 
created using ArcGIS after delineating the watershed. The Digital Elevation Model or DEM defines the topography 
of the area by representing the elevation of any point at a given location and specific spatial resolution as a digital 
file. DEM is used by ArcGIS to delineate basin boundaries and to calculate the corresponding drainage area. 
ASTER DEM downloaded from United States Geological Survey (USGS) website. 
 
   Table 2 Location of raingauge stations 
 
4. Results and discussion 
       ANFIS, ANN and MNLR models were developed for all the five input combinations. Then the models were 
compared on the basis of RMSE and NS values. RMSE and NS values are calculated for training and validation 
data. The actual performance is evaluated on the basis of RMSE and NS values for the validation data. 
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For the training data, in every case the highest model efficiency is for ANFIS model in terms of RMSE and NSE 
values. And MNLR has the least efficiency. Among all the fifteen models, ANFIS model with case3 has the best 
Nash-Sutcliffe model efficiency and the least RMSE values. Those are 0.9631 and 6.7764 respectively. 
But we have to evaluate the model on the basis of validation data. In this study best value of RMSE and NSE is 
obtained for ANFIS model with input case5. RMSE value for validation data for this case is 6.3701. And the NS 
efficiency is 0.9536. 
 
5. Conclusion 
The executability of ANFIS, ANN and MNLR models for forecasting the maximum daily flow was evaluated in 
this study. Different of input combinations were considered as model input vectors. The results show that the 
forecasting accuracy of a model depends on the selection of input vector to the model. 
Furthermore, the results indicate that ANN, ANFIS and regression models outputs can be improved by including 
past flow with one day and two day time lags as input vectors. The case study shows that, in terms of RMSE value 
and Nash-Sutcliffe model efficiency ANFIS appear to forecast daily flow more accurately compared to ANN and 
MNLR.  
The results further highlight that ANFIS model with an input combination of antecedent flow with one day time 
lag and antecedent rainfall with three and four day time lag is better than all other models developed here. Therefore 
by using the ANFIS model with these 3 inputs we can forecast the daily discharge of Karuvannur river basin with a 
better accuracy. When we plotted the correlogram, we have already obtained that the inputs of the same case have 
maximaum values of correlation coefficient. This shows that correlogram is a good way to determine better input 
combination for an ANFIS model.   
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