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MAXIMUM PRINCIPLE FOR SPDES AND ITS
APPLICATIONS
N.V. KRYLOV
Abstract. The maximum principle for SPDEs is established in multi-
dimensional C1 domains. An application is given to proving the Ho¨lder
continuity up to the boundary of solutions of one-dimensional SPDEs.
The maximum principle is one of the most powerful tools in the theory of
second-order elliptic and parabolic partial differential equations. However,
until now it did not play any significant role in the theory of SPDEs. In
this paper we show how to apply it to one-dimensional SPDEs on the half
line R+ = (0,∞) and prove the Ho¨lder continuity of solutions on [0,∞).
This result was previously known when the coefficients of the first order
derivatives of solution appearing in the stochastic term in the equation obeys
a quite unpleasant condition. On the other hand, if they just vanish, then
the Ho¨lder continuity was well known before (see, for instance, [6] and the
references therein).
To the best of our knowledge the maximum principle was first proved in
[12] (see also [14] for the case of random coefficients) for SPDEs in the whole
space by the method of random characteristics introduced there and also in
[15]. Later the method of random characteristics was used in many papers
for various purposes, for instance, to prove smoothness of solutions (see, for
instance, [1], [2], [3], [17] and the references therein). It was very tempting
to try to use this method for proving the maximum principle for SPDEs in
domains. However, the implementation of the method turns out to become
extremely cumbersome and inconvenient if the coefficients of the equation
are random processes. Also, it requires more regularity of solutions than
actually needed.
Here in Section 1 we state the maximum principle in domains under min-
imal assumptions. We prove it in Section 3 by using methods taken from
PDEs after we prepare some auxiliary results in Section 2.
Section 5 contains an application of the maximum principle to investigat-
ing the Ho¨lder continuity up to the boundary of solutions of one-dimensional
SPDEs. Note that, for instance, in [1], [2] and in many other papers that
can be found from our list of references the regularity properties are proved
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only inside domains. Quite sharp regularity for solutions of SPDEs in multi-
dimensional domains is established in [5], it is stated in terms of appropriate
weighted Sobolev spaces and, unfortunately, do not imply even the pointwise
continuity up to the boundary. It is worth saying that we only deal with
one-dimensional case and coefficients independent of the space variable. In
a subsequent paper we intend to treat the general case. In Section 4 we
introduce some auxiliary functions used in Section 5.
We denote by Rd the Euclidean space of points x = (x1, ..., xd),
Di =
∂
∂xi
.
For a domain D ⊂ Rd and we set W 12 (D) to be the closure of the set of
infinitely differentiable functions φ having finite norm
‖φ‖2W 12 (D) = ‖φ‖
2
L2(D)
+ ‖φx‖2L2(D)
with respect to this norm. Here φx is the gradient of φ. By
0
W 12(D) we
denote the closure of C∞0 (D) with respect to the norm ‖ · ‖W 12 (D). Our
way to say that u ≤ v on ∂D is that (u − v)+ ∈
0
W 12(D). As usual, the
summation convention is enforced and writing N(....) is to say that the
constant N depends and depends only on the contents of the parentheses.
Such constants may change from line to line.
Few typos in the original version of the article were kindly pointed out
by Kyeong-Hun Kim. The author is sincerely grateful for that.
1. The maximum principle
Let D be a domain in Rd of class C1loc and let (Ω,F , P ) be a complete
probability space with a given filtration (Ft, t ≥ 0) of σ-fields Ft ⊂ F
complete with respect to F , P .
We are investigating some properties of a function ut(x) = ut(ω, x) satis-
fying
(φ, ut) = (φ, u0) +
∫ t
0
(φ, σiks Dius + ν
k
s us + g
k
s ) dm
k
s
+
∫ t
0
(φ,Di(a
ij
s Djus) + b
i
sDius +Di(a
i
sus)− csus + fs +Dif is) dVs. (1.1)
for all t ∈ [0,∞) and any φ ∈ C∞0 (D). Here mkt , k = 1, 2, ..., are one-
dimensional continuous local Ft-martingales, starting at zero, Vt is a nonde-
creasing continuous Ft-adapted process starting at zero, (φ, ·) is the pairing
between a generalized function on D and a test function φ, the summa-
tion convention over repeated indices is enforced, and the meaning of the
remaining objects and further assumptions are described below. We need
some real-valued functions ξit(x), K1(t) > 0, and K2(t) ≥ 0 defined for
i = 1, ..., d, t ∈ [0,∞), x ∈ Rd and also depending on ω.
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We assume that aijt (x), b
i
t(x), a
i
t(x), ct(x), σ
ik
t (x), ν
k
t (x), and g
k
s are real-
valued functions defined for i, j = 1, ..., d, k = 1, 2, ..., t ∈ [0,∞), x ∈ Rd
and also depending on ω ∈ Ω.
Assumption 1.1. We suppose that, for any ω, 〈mi,mj〉t = 0 if i 6= j, and
for any k we have d〈mk〉t ≤ dVt.
Assumption 1.2. For all values of the arguments
(i) σi := (σi1, σi2, ...), ν := (ν1, ν2, ...), g := (g1, g2, ...) ∈ ℓ2;
(ii) for all λ ∈ Rd
|
∑
i
λiξi|2 ≤ K1(2aij − αij)λiλj ,
where αij = (σi, σj)ℓ2 .
The case ξ ≡ 0 is not excluded and in this case Assumption 1.2 (ii) is just
the usual parabolicity assumption.
Assumption 1.3. (i) The functions aijt (x), b
i
t(x), a
i
t(x), ct(x), σ
ik
t (x), ν
k
t (x),
ξit(x), K1(t), and K2(t) are measurable with respect to (ω, t, x) and Ft-
adapted for each x;
(ii) the functions aijt (x), b
i
t(x), a
i
t(x), ct(x), σ
ik
t (x), ν
k
t (x), and ξ
i
t(x) are
bounded;
(iii) for each ω, t the functions
ηit := a
i
t − bit − (σit, νt)ℓ2 − ξit
are once continuously differentiable on D, have bounded derivatives, and
satisfy
Diη
i − 2c+ |ν|2ℓ2 ≤ K2 (1.2)
for all values of arguments;
(iv) for each φ ∈ C∞0 (D) the processes φft, φf1t ,..., φfdt are L2(D)-valued
and φgt is an L2(D, ℓ2)-valued Ft-adapted and jointly measurable; for all
t ∈ [0,∞) and ω ∈ Ω∫ t
0
(‖φfs‖2L2(D)+
∑
i
‖φf is‖2L2(D)+ ‖φgs‖2L2(D,ℓ2)+K1(s)+K2(s)
)
dVs <∞.
Assumption 1.4. For each φ ∈ C∞0 (D)
(i) the process φut = φut(ω) is L2(D)-valued, Ft-adapted, and jointly
measurable;
(ii) for any ω
φut ∈W 12 (D) (dVt-a.e.);
(iii) for each t ∈ [0,∞) and ω∫ t
0
‖φus‖2W 12 (D) dVs <∞.
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The above assumptions are supposed to hold throughout this section.
Here is the maximum principle saying, in particular, that if gk = f i = 0,
f ≤ 0 and u ≤ 0 on the parabolic boundary of [0, T ] × D, then u ≤ 0 in
[0, T ]. By the way, our solutions are L2,loc(D)-valued functions of ω and t,
so that for each ω and t an equivalence class is specified. Naturally, if we
write ut(ω) ≤ 0, or ut ≤ 0 we mean that in the corresponding class there is
a nonpositive function.
Theorem 1.1. Let τ2 ≥ τ1 be stopping times, τ1 < ∞ for any ω. Suppose
that, for any ω, i = 1, ..., d, k = 1, 2, ...,
Iut>0g
k
t = Iut>0f
i
t = 0, u
+
t ∈
0
W 12(D), Iut>0ft ≤ 0
dVt-almost everywhere on (τ1, τ2) and suppose that uτ1 ≤ 0 for any ω. Then
almost surely ut ≤ 0 for all t ∈ [τ1, τ2] ∩ [τ1,∞).
The following comparison principle is a generalization of Theorem 1.1.
Theorem 1.2. Let τ2 ≥ τ1 be stopping times, τ1 <∞ for any ω. Let ρt ≥ 0,
t ∈ [0,∞), be a nondecreasing continuous Ft-adapted process and let f¯t,
f¯1t ,..., f¯
d
t , and g¯t satisfy Assumption 1.3 (iv). Let u¯t be a process satisfying
Assumption 1.4 and such that equation (1.1) holds for all t ∈ [0,∞) and
any φ ∈ C∞0 (D) with f¯t, f¯1t ,..., f¯dt , and g¯t in place of ft, f1t ,..., fdt , and gt,
respectively.
Assume that, for any ω, (dVt-a.e.) on [τ1, τ2] we have
Iut>ρu¯t(gt − ρtg¯t) = Iut>ρtu¯t(f it − ρtf¯ it ) = 0, i = 1, ..., d,
Iut>ρtu¯t(ft − ρtf¯t) ≤ 0, Iut>ρtu¯t u¯t ≥ 0, (ut − ρtu¯t)+ ∈
0
W 12(D).
Finally, assume that uτ1 ≤ ρτ1 u¯τ1 for any ω.
Then almost surely ut ≤ ρtu¯t for all t ∈ [τ1, τ2] ∩ [τ1,∞).
Corollary 1.3. Assume that, for any ω, (dVt-a.e.) on (τ1, τ2)×D we have
Iut>1(ν
k
t + g
k
t ) = Iut>1(f
i
t + a
i
t) = 0, i = 1, ..., d, k = 1, 2, ...
Iut>1f ≤ Iut>1c, (ut − 1)+ ∈
0
W 12(D).
Also assume that uτ1 ≤ 1 for any ω. Then almost surely ut ≤ 1 for all
t ∈ [τ1, τ2] ∩ [τ1,∞).
Indeed, it suffices to take u¯t ≡ 1, ρt ≡ 1 and observe that u¯t satisfies (1.1)
with f¯ it = −ai, f¯ = c, and g¯ = −νt in place of f it , ft, and gt, respectively.
This corollary generalizes the corresponding results of [12] and [14], where
νk = gk = f i = ai = 0.
Remark 1.4. Our equation has a special structure, which may look quite
restrictive. In particular, we assume that the martingales mkt are mutually
orthogonal. The general case, actually, reduces to this particular one after
using the fact that one can always orthogonalize the martingales by using,
for instance, the Gramm-Schmidt procedure. This, of course, would change
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σ, ν, and g, and writing the corresponding general conditions would only
obscure the matter. Then passing from mkt to (no summation in k)∫ t
0
ρks dm
k
s , ρ
k
s =
( dt
dt+ d〈mk〉t
)1/2
allows one to have d〈mk〉t ≤ dt and adding after that t to Vt allows one
to have d〈mk〉t ≤ dVt. Again we should modify our coefficients but we
will see in the proof of Theorem 1.2 that this modification does not affect
Assumption 1.2, which is an assumption about parabolicity of our equation
and not strict nondegeneracy.
2. Auxiliary results
In this section the notation ut is sometimes used for different objects than
in Section 1.
Denote by R the set of real-valued functions convex r(x) on R such that
(i) r is continuously differentiable, r(0) = r′(0) = 0,
(ii) r′ is absolutely continuous, its derivative r′′ is bounded and left contin-
uous, that is usual r′′ which exists almost everywhere is bounded and there
is a left-continuous function with which r′′ coincides almost everywhere.
For r ∈ R by r′′ we will always mean the left-continuous modification of
the usual second-order derivative of r.
Remark 2.1. For each r ∈ R there exists a sequence rn ∈ R of infinitely
differentiable functions such that |rn(x)| ≤ N |x|2, |r′n(x)| ≤ N |x|, and |r′′n| ≤
N with N <∞ independent of x and n, rn, r′n, r′′n → r, r′r′′ on R.
Indeed, let ζ ∈ C∞0 (R) be a nonnegative function with support in (0, 1)
and unit integral. For ε > 0 define ζε(x) = ε
−1ζ(x/ε) and rε(x) = r∗ζε(x)−
r ∗ ζε(0)− xr′ ∗ ζε(0). Then rε is infinitely differentiable, rε(0) = r′ε(0) = 0,
|r′′ε | = |r′′ ∗ ζε| ≤ sup |r′′| <∞.
In particular,
|r′ε(x)| = |
∫ x
0
r′′ε (y) dy| ≤ N |x|, |rε(x)| = |
∫ x
0
r′ε(y) dy| ≤ N |x|2.
Finally, the convergences rε → r and r′ε → r′ follow by the continuity of r
and r′ and the convergence r′′ε → r′′ follows from the dominated convergence
theorem, the left continuity of r′′ and the formula
r′′ε (x) =
∫ 1
0
r′′(x− εy)ζ(y) dy.
In the following lemma the assumption that D is a locally smooth domain
is not used.
Lemma 2.2. Let ut = ut(ω) be an L2(D)-valued process such that u0 is F0-
measurable. Let ft and gt = (g
1
t , g
2
t , ...) be Ft-adapted and jointly measurable
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processes with values L2(D) and L2(D, ℓ2), respectively. Assume that for
each t ∈ [0,∞) we have∫ t
0
(‖fs‖2L2(D) + ‖gs‖2L2(D,ℓ2)) dVs <∞ (2.1)
and for any φ ∈ C∞0 (D)
(φ, ut)L2(D) = (φ, u0)L2(D)+
∫ t
0
(φ, fs)L2(D) dVs+
∫ t
0
(φ, gks )L2(D) dm
k
s . (2.2)
Then (i) ut is a continuous L2(D)-valued function (a.s.); (ii) for any
r ∈ R (a.s.) for all t ∈ [0,∞)
‖r1/2(ut)‖2L2(D) = ‖r1/2(u0)‖2L2(D) +
∫ t
0
hs dVs +mt, (2.3)
where
hs := (r
′(us), fs)L2(D) + (1/2)‖(r′′)1/2(us)gˇs‖2L2(D,ℓ2), (2.4)
gˇks :=
(
d〈mk〉s
dVs
)1/2
gks , mt :=
∫ t
0
(r′(us), gks )L2(D) dm
k
s
and mt is a local martinagale;
(iii) (a.s.) for t ∈ [0,∞)
‖u+t ‖2L2(D) = ‖u+0 ‖2L2(D) +
∫ t
0
hs dVs +mt, (2.5)
where
hs := 2(u
+
s , fs)L2(D) + ‖gˇsIus>0‖2L2(D,ℓ2),
mt := 2
∫ t
0
(u+s , g
k
s )L2(D) dm
k
s
and mt is a local martinagale.
Proof. (i) Recall that the operation of stochastic integration of Hilbert
space valued processes is well defined. Therefore, the process
uˆt = u0 +
∫ t
0
fs dVs +
∫ t
0
gks dm
k
s
is well defined as a continuous L2(D)-valued process. We also recall how the
scalar product interacts with integrals. Then it is seen that for any t and
φ ∈ C∞0 (D) we have (φ, ut) = (φ, uˆt) (a.s.). Since both parts are continuous
in t, the equality holds for all t at once (a.s.), and since C∞0 (D) is dense in
L2(D), we have that ut = uˆt for all t (a.s.). This proves (i). As a corollary
we obtain that
sup
t≤T
‖ut‖L2(D) <∞, ∀T <∞ (a.s.). (2.6)
(ii) It suffices to prove (2.3) for infinitely differentiable r ∈ R. Indeed, for
rn from Remark 2.1, passing to the limit in all term in (2.3) apart from mt
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presents no problem at all in light of (2.6) and the dominated convergence
theorem. Also
mt(n) :=
∫ t
0
(r′n(us), g
k
s )L2(D) dm
k
s → mt
uniformly in t on finite intervals in probability because
〈m(n)−m〉t =
∫ t
0
∑
k
(
(r′n − r′)(us), gks )2L2(D) d〈mk〉s
≤
∫ t
0
∑
k
(
(r′n − r′)(us), gks )2L2(D) dVs
≤
∫ t
0
‖(r′n − r′)(us)‖2L2(D)‖gs‖2L2(D,ℓ2) dVs → 0
again owing to (2.6) and the dominated convergence theorem.
Thus, we may concentrate on the case that r is infinitely differentiable.
Take a symmetric ζ ∈ C∞0 (Rd) with support in the unit ball centered at the
origin and unit integral. For ε > 0 set ζε(x) = ε
−dζ(x/ε) and for functions
v = v(x) define v(ε) = v ∗ ζε. Also set
Dε = {x ∈ D : dist (x, ∂D) < ε}.
According to (2.2) for any x ∈ Dε and t ≥ 0 we have
u
(ε)
t (x) = u
(ε)
0 (x) +
∫ t
0
f (ε)s (x) dVs +
∫ t
0
gk(ε)s (x) dm
k
s .
By Itoˆ’s formula we have that on Dε
r(u
(ε)
t ) = r(u
(ε)
0 ) +
∫ t
0
[r′(u(ε)s )f
(ε)
s + (1/2)r
′′(u(ε)s )|gˇ(ε)s |2ℓ2 ] dVs
+
∫ t
0
r′(u(ε)s )g
k(ε)
s dm
k
s . (2.7)
Here, for each ε > 0, the integrands are smooth functions of x and their
magnitudes along with the magnitudes of each of their derivatives in Dε are
majorated by a constant (possibly depending on ε) times
‖fs‖L2(D) sup
s≤t
‖us‖L2(D) or ‖gs‖2L2(D,ℓ2) or ‖gks ‖L2(D) sup
s≤t
‖us‖L2(D).
This and (2.1) and (2.6) allow us to use Fubini’s theorem while integrating
through (2.7) and conclude
‖r1/2(u(ε)t )‖2L2(Dε) = ‖r1/2(u
(ε)
0 )‖2L2(Dε) +
∫ t
0
[(r′(u(ε)s ), f
(ε)
s )L2(Dε)
+(1/2)‖(r′′)1/2(u(ε)s )gˇ(ε)s ‖2L2(Dε,ℓ2)] dVs
+
∫ t
0
(r′(u(ε)s ), g
k(ε)
s )L2(Dε) dm
k
s . (2.8)
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Now we let ε ↓ 0. We use that for any function v ∈ L2(D)
‖v(ε)‖L2(Dε) ≤ ‖(vID)(ε)‖L2(Rd) ≤ ‖vID‖L2(Rd) = ‖v‖L2(D)
and v(ε)IDε → v in L2(D). In particular, gk(ε)s IDε → gks and u(ε)s IDε → us
implying that r′(u(ε)s )IDε → r′(us) in L2(D) and
(r′(u(ε)s ), g
k(ε)
s )L2(Dε) → (r′(us), gks )L2(D)
for each k and dP × dVs-almost all (ω, s).
We also use (2.1) and (2.6) to assert that
∞∑
k=1
∫ t
0
sup
ε∈(0,1)
|(r′(u(ε)s ), gk(ε)s )L2(Dε)|2 dVs
≤ N sup
s≤t
‖us‖2L2(D)
∫ t
0
‖gs‖2L2(D,ℓ2) dVs <∞.
As is easy to see this implies that the local martingale part in (2.8) converges
to mt as ε ↓ 0 in probability locally uniformly with respect to t.
Similar manipulations with other terms in (2.8) allow us to get (2.3).
Since (2.5) is just a particular case of (2.3), the lemma is proved.
Remark 2.3. Lemma 2.2 remains true if in the definition of R instead of
requiring r′′ to have a left-continuous modification we required it to have
a right-continuous one, and of course, in (2.4) used this right-continuous
modification. This is seen after replacing u with −u.
In case r(x) = (x+)2 the function r′′ has both right- and left-continuous
modifications, so that in the definition of mt one can use 2Ius>0 or 2Ius≥0.
It follows that (a.s.) for any t∫ t
0
‖gˇsIus=0‖2L2(D,ℓ2) dVs = 0.
Furthermore, since, for any v ∈ L2(D), ut + v has the same form as ut,∫ t
0
‖gˇsIus=v‖2L2(D,ℓ2) dVs = 0.
Lemma 2.4. Let D be an arbitrary domain. Let ut be an L2(D)-valued
F0-measurable process such that for any ω
ut ∈W 12 (D)
(dVt-a.e.) and for each T ∈ [0,∞) and ω∫ T
0
‖ut‖2W 12 (D) dVt <∞. (2.9)
Let ft, f
1
t , ..., f
d
t , and gt = (g
1
t , g
2
t , ...) be Ft-adapted and jointly measurable
processes with values in L2(D) and L2(D, ℓ2), respectively. Assume that for
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each t ∈ [0,∞) we have∫ t
0
(‖fs‖2L2(D) +
∑
i
‖f is‖2L2(D) + ‖gs‖2L2(D,ℓ2)) dVs <∞, (2.10)
and for each t ∈ [0,∞), φ ∈ C∞0 (D), and ω
(φ, ut) = (φ, u0) +
∫ t
0
(φ, fs +Dif
i
s) dVs +
∫ t
0
(φ, gks ) dm
k
s . (2.11)
Finally, assume that there is a compact set G ⊂ D such that
ut(x) = ft(x) = f
i
t (x) = g
k
t (x) = 0
outside G. Then
(a) ut is a continuous L2(D)-valued function (a.s.); (b) (a.s.) for all
t ∈ [0,∞)
‖u+t ‖2L2(D) = ‖u+0 ‖2L2(D) +
∫ t
0
hs dVs +mt, (2.12)
where
hs := 2(u
+
s , fs)L2(D) − 2(Ius>0Dius, f is)L2(D) + ‖gˇsIφus>0‖2L2(D,ℓ2),
mt := 2
∫ t
0
(u+s , g
k
s )L2(D) dm
k
s .
Proof. Observe that (2.11) holds for all infinitely differentiable functions
φ. Furthermore, since ut ∈
0
W 12(D) (dVt-a.e.) assertion (a) is well known
(see, for instance, [13], the references therein, and Remark 1.4).
To prove (b), take ε smaller than the distance between G and ∂D. Notice
that, owing to the symmetry of ζ, for φ ∈ C∞0 (D)
(φ(ε), ut) = (φ
(ε), ut)L2(Rd) = (φ, u
(ε)
t )L2(Rd) = (φ, u
(ε)
t )L2(D).
Therefore, it follows from (2.11) that for any φ ∈ C∞0 (D)
(φ, u
(ε)
t ) = (φ, u
(ε)
0 ) +
∫ t
0
(φ, f˜ εs ) ds+
∫ t
0
(φ, gk(ε)s ) dm
k
s , (2.13)
where
f˜ εs := f
(ε)
s +Dif
i(ε)
s
is an L2(D)-valued function with norm that is locally square integrable
against dVs. By Lemma 2.2 for any r ∈ R
‖r1/2(u(ε)t )‖2L2(D) = ‖r1/2(u
(ε)
0 )‖2L2(D) +
∫ t
0
hεs dVs +m
ε
t , (2.14)
where
mεt :=
∫ t
0
(r′(u(ε)s ), gˇ
k(ε)
s )L2(D) dm
k
s ,
hεs := (r
′(u(ε)s ), f˜
ε
s )L2(D) + (1/2)‖(r′′)1/2(u(ε)s )gˇ(ε)s ‖2L2(D,ℓ2)
= (r′(u(ε)s ), f
(ε)
s )L2(D)−(r′′(u(ε)s )Diu(ε)s , f i(ε)s )L2(D)+(1/2)‖(r′′)1/2(u(ε)s )gˇ(ε)s ‖2L2(D,ℓ2).
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If r is infinitely differentiable, then by using (2.9) and (2.10) one easily
passes to the limit in (2.14) as ε→ 0. The argument is quite similar to the
corresponding argument in the proof of Lemma 2.2 and, for smooth r ∈ R,
yields
‖r1/2(ut)‖2L2(D) = ‖r1/2(u0)‖2L2(D) +
∫ t
0
hs dVs +mt, (2.15)
where
mt =
∫ t
0
(r′(us), gks )L2(D) dm
k
s ,
hs = (r
′(us), fs)L2(D) − (r′′(us)Dius, f is)L2(D) + (1/2)‖(r′′)1/2(us)gˇs‖2L2(D,ℓ2).
Finally, as in the proof of Lemma 2.2 one easily passes from smooth
r ∈ R to arbitrary ones and gets (2.5) by taking r(x) = (x+)2. The lemma
is proved.
Lemma 2.4 serves as an auxiliary tool to prove a deeper result.
Lemma 2.5. Let D be an arbitrary domain. Assume that for each φ ∈
C∞0 (D)
(i) φut is an L2(D)-valued process such that φu0 is F0-measurable;
(ii) for any ω
φut ∈W 12 (D)
(dVt-a.e.) and for each T ∈ [0,∞) and ω∫ T
0
‖φut‖2W 12 (D) dVt <∞. (2.16)
(iii) Let ft, f
1
t , ..., f
d
t , and gt = (g
1
t , g
2
t , ...) be Ft-adapted and jointly mea-
surable processes with values in L2(D) and L2(D, ℓ2), respectively. Assume
that for each t ∈ [0,∞) and φ ∈ C∞0 (D) we have∫ t
0
(‖φfs‖2L2(D) +
∑
i
‖φf is‖2L2(D) + ‖φgs‖2L2(D,ℓ2)) dVs <∞, (2.17)
(φ, ut) = (φ, u0) +
∫ t
0
(φ, fs +Dif
i
s) dVs +
∫ t
0
(φ, gks ) dm
k
s . (2.18)
Then, for any φ ∈ C∞0 (D),
(a) φut is a continuous L2(D)-valued function (a.s.); (b) (a.s.) for all
t ∈ [0,∞)
‖(φut)+‖2L2(D) = ‖(φu0)+‖2L2(D) +
∫ t
0
hs dVs +mt, (2.19)
where
hs := 2((φus)
+, φfs − f isDiφ)L2(D) − 2(Iφus>0Di(φus), φf is)L2(D)
+‖φgˇsIφus>0‖2L2(D,ℓ2), mt := 2
∫ t
0
(φu+s , φg
k
s )L2(D) dm
k
s .
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Proof. Clearly, for any φ, η ∈ C∞0 (D) we have
(φ, ηut) = (φ, ηu0) +
∫ t
0
(φ, ηfs − f isDiη +Di(ηf is)) dVs +
∫ t
0
(φ, ηgks ) dm
k
s .
(2.20)
Therefore, ηut satisfies the assumptions of Lemma 2.4 with ηfs − f isDiη,
ηf is, and ηg
k
s in place of fs, Dif
i
s, and g
k
s , respectively.
By applying Lemma 2.4 to ηut in place of ut we get the result with η in
place of φ. This certainly proves the lemma.
3. Proof of Theorems 1.1 and 1.2
In this section the assumptions stated in Section 1 are supposed to be
satisfied. We use the fact that due to our hypothesis that D ∈ C1, there
exist sequences ζn and ζ¯n of nonnegative C
∞
0 (D)-functions such that 0 ≤
ζn, ζ¯n ≤ 1, ζn, ζ¯n → 1 in D as n→∞ and for any v ∈
0
W 12(D), i = 1, ..., d,
‖vDiζn‖L2(D) ≤ N(‖(1 − ζ¯n)v‖L2(D) + ‖(1− ζ¯n)Dv‖L2(D)), (3.1)
where N is independent of n and v (see, for instance, the proof of Theorem
5.5.2 in [4]). We also know (see, for instance, the proof of Lemma 2.3.2 in
[16] or Problem 17, Chapter 5 of [4]) that if v ∈W 12 (D), then v+ ∈ W 12 (D)
and
Div
+ = Iv>0Div.
Proof of Theorem 1.1. Set
K = K1 +K2, ϕt =
∫ t
0
K(s) ds.
Take the sequences of nonnegative ζn, ζ¯n ∈ C∞0 (D) from above. By Itoˆ’s
formula and Lemma 2.5
‖ζnu+t ‖2L2(D)e−ϕt = ‖ζnu+0 ‖2L2(D) +
∫ t
0
hns dVs +mt(n),
where
eϕshns = I1s + I2s + I3s −K(s)‖ζnu+s ‖2L2(D),
I1s = 2
(
ζnu
+
s , ζn[fs + b
i
sDius − csus]− [usais + aijs Djus + f is]Diζn
)
L2(D)
,
I2s = −2
(
Iζnus>0Di(ζnus), ζn[usa
i
s + a
ij
s Djus + f
i
s]
)
L2(D)
,
I3s = ‖ζnIζnus>0[σˇisDius + νˇsus + gˇs]‖2L2(D,ℓ2),
mt(n) = 2
∫ t
0
e−ϕs
(
ζnu
+
s , ζn[σ
ik
s Dius + ν
k
s us + g
k
s ]
)
L2(D)
dmks .
Since u+τ1 = 0 we have
e−ϕτ2∧t∨τ1‖ζnu+τ2∧t∨τ1‖2L2(D) =
∫ t
0
Iτ2>s>τ1h
n
s dVs + m¯t(n), (3.2)
where
m¯t(n) := mτ2∧t∨τ1(n)−mτ1(n)
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is a local martingale.
Next we use the assumptions of the theorem and see that for dVs-almost
all s ∈ (τ1, τ2) we have
I1s ≤ 2(ζnu+s , ζn[bisDius − csus]− [usais + aijs Djus]Diζn)L2(D)
= 2(ζ2nu
+
s , b
i
sDiu
+
s − csu+s )L2(D) + I4s
with
I4s = −2(ζnu+s Diζn, u+s ais + aijs Dju+s )L2(D).
At this moment we recall (3.1) and observe that
(ζn|Diζn|, (u+s )2)L2(D) ≤ N‖ζnu+s ‖L2(D)‖u+s Diζn‖L2(D).
Then we see that
I4s ≤ N
(‖(1− ζ¯n)u+s ‖L2(D) + ‖(1 − ζ¯n)Du+s ‖L2(D))‖u+s ‖W 12 (D),
where and below by N we denote various finite constants.
In I2s
Iζnus>0Di(ζnus) = Di(ζnu
+
s ) = u
+
s Diζn + ζnDiu
+
s ,
so that
I2s = −2(ζ2nDiu+s , u+s ais + aijs Dju+s )L2(D) + I4s.
Next,
ζnIζnus>0 = ζnIus>0,
I3s ≤ ‖ζnIus>0[σisDius + νsus]‖2L2(D,ℓ2) = (ζ2nDiu+s , αijs Dju+s )L2(D)
+2(ζ2nDiu
+
s , u
+
s (σ
i
s, νs)ℓ2)L2(D) + ‖ζn|νs|ℓ2u+s ‖2L2(D).
Also observe that certain parts of I2s and I3s can be combined if we use that
−2(ζ2nDiu+s , aijs Dju+s )L2(D) + (ζ2nDiu+s , αijs Dju+s )L2(D)
≤ −K−11 (s)‖ζnξisDiu+s ‖2L2(D).
It follows that for dVs-almost all s ∈ (τ1, τ2)
eϕshns ≤
∫
D
[ζ2n(b
i
s − ais + (σis, νs)ℓ2)2u+s Diu+s + ζ2n(u+s )2(|νs|2ℓ2 − 2cs)] dx
+N
(‖(1− ζ¯n)u+s ‖L2(D) + ‖(1− ζ¯n)Du+s ‖L2(D))‖u+s ‖W 12 (D)
−K−11 (s)‖ζnξisDiu+s ‖2L2(D) −K(s)‖ζnu+s ‖2L2(D).
Here
bis − ais + (σis, νs)ℓ2 = −ξis − ηis
and we transform the integral of
ζ2n(−ηis)2u+s Diu+s = −ηisζ2nDi(u+s )2
by integrating by parts. Then we get that for dVs-almost all s ∈ (τ1, τ2)
eϕshns ≤
∫
D
[−ζ2nξis2u+s Diu+s + ζ2n(u+s )2(|νs|2ℓ2 − 2cs +Diηis)] dx
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+2
∫
D
(u+s )
2ζnη
i
sDiζn dx+N
(‖(1−ζ¯n)u+s ‖L2(D)+‖(1−ζ¯n)Du+s ‖L2(D))‖u+s ‖W 12 (D)
−K−11 (s)‖ζnξisDiu+s ‖2L2(D) −K(s)‖ζnu+s ‖2L2(D).
We also use the fact that
| − ζ2nξis2u+s Diu+s | ≤ K−11 (s)|ζnξisDiu+s |2 +K1(s)ζ2n(u+s )2,
|νs|2ℓ2 − 2cs +Diηis ≤ K2(s).
Then we easily see that for dVs-almost all s ∈ (τ1, τ2)
eϕshns ≤ N
(‖(1− ζ¯n)u+s ‖L2(D) + ‖(1 − ζ¯n)Du+s ‖L2(D))‖u+s ‖W 12 (D)
+2
∫
D
(u+s )
2ζnη
i
sDiζn dx ≤ N
(‖(1−ζ¯n)u+s ‖L2(D)+‖(1−ζ¯n)Du+s ‖L2(D))‖u+s ‖W 12 (D).
Now (3.2) yields
e−ϕτ2∧t∨τ1‖u+τ2∧t∨τ1‖2L2(D) ≤ m¯t(n)
+N
∫ t
0
(‖(1 − ζ¯n)u+s ‖L2(D) + ‖(1 − ζ¯n)Du+s ‖L2(D))‖u+s ‖W 12 (D) dVs. (3.3)
The integrals against dVs in (3.3) tend to zero as n → ∞ by the dom-
inated convergence theorem. Since the sum of them with continuous local
martingales is nonnegative, the local martingales and the right-hand side of
(3.3) tend to zero uniformly on finite time intervals in probability (see, for
instance, [7]). So does the left-hand side and the theorem is proved.
Proof of Theorem 1.2. Obviously, uˆt = ρtu¯t satisfies
(φ, uˆt) = (φ, uˆ0) +
∫ t
0
(φ, σiks Diuˆs + ν
k
s uˆs + ρsg¯
k
s ) dm
k
s +
∫ t
0
(φ, u¯s) dρs+
+
∫ t
0
(φ,Di(a
ij
s Dj uˆs)+b
i
sDiuˆs+Di(a
i
suˆs)−csuˆs+ρsf¯s+ρsDif¯ is) dVs. (3.4)
We rewrite this equation introducing
Vˆt = Vt + ρt, pt =
dρt
dVˆt
, qt =
dVt
dVˆt
,
(aˆijt , aˆ
i
t, bˆ
i
t, cˆt) = qt(a
ij
t , a
i
t, b
i
t, ct), (σˆ
ik
t , νˆ
k
t ) = q
1/2
t (σ
ik
t , ν
k
t ),
fˆt = qtρtf¯t + ptu¯t, fˆ
i
t = qtρtf¯
i
t , gˆ
k
t = q
1/2
t ρtg¯
k
t .
We also set
mˆkt =
∫ t
0
q−1/2s dm
k
s (0
−1/2 := 0).
Notice that since d〈mk〉t ≤ dVt = qtdVˆt the last integral makes sense.
In this notation (1.1) and (3.4) are rewritten as
(φ, ut) = (φ, u0) +
∫ t
0
(φ, σˆiks Dius + νˆ
k
sus + q
1/2
s g
k
s ) dmˆ
k
s
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+
∫ t
0
(φ,Di(aˆ
ij
s Djus) + bˆ
i
sDius +Di(aˆ
i
sus)− cˆsus + qsfs + qsDif is) dVˆs,
(φ, uˆt) = (φ, uˆ0) +
∫ t
0
(φ, σˆiks Diuˆs + νˆ
k
s uˆs + gˆ
k
s ) dmˆ
k
s
+
∫ t
0
(φ,Di(aˆ
ij
s Djuˆs) + bˆ
i
sDiuˆs +Di(aˆ
i
suˆs)− cˆsuˆs + fˆs +Difˆ is) dVˆs,
respectively. We subtract these equations, denote vt = ut − uˆt, and observe
that for any ω we have dVˆs-almost everywhere on (τ1, τ2) that
Ivs>0(q
1/2
s g
k
s − gˆks ) = Ivs>0(qsf is − fˆ is) = 0,
Ivs>0(qsfs − fˆs) = qsIvs>0(fs − ρsf¯s)− psu¯sIvs>0 ≤ 0.
We also use the fact that the above versions of equations (1.1) and (3.4)
satisfy the same Assumptions 1.1, 1.2, 1.3, and 1.4 with qsξ
i
s and qsKi(s) in
place of ξis and Ki(s), respectively. Then we the desired result directly from
Theorem 1.1. The theorem is proved.
4. Auxiliary functions
Let C[0,∞) be the set of real-valued continuous functions on [0,∞). For
x· ∈ C[0,∞) set xs = x0 for s ≤ 0 and for n = 0, 1, 2, ... and t ≥ 0 introduce
∆−n (x·, t) = 2
n/2 osc
[t−2−n,t]
x· .
If c ∈ (0,∞), then define
M−n (x·, c, t) = #{k = 0, ..., n : ∆−k (x·, t) ≤ c}.
For n negative we set M−n (x·, c, t) := 0. For c ≥ 0, d > 0, δ > 0 introduce
γ(c, d, δ) = 1− P ( min
t≤δ/2
wt ≤ −c− d/
√
2, max
t≤δ/2
wt ≤ d− d/
√
2).
As is easy to see
γ(c, d, δ) ≥ P (wt reaches d− d/
√
2 before reaching − c− d/
√
2)
=
c+ d/
√
2
c+ d
> 1/
√
2,
so that 2 log2 γ(c, d, δ) > −1.
Set, for m = 0, 1, 2, ...,
Qm := Qm(x·) := {(s, y) : s ≥ 0, xs < y < xs + 2−m/2}.
Lemma 4.1. For m = 0, 1, 2, ..., t ≥ 0 and x ∈ (0, 2−m/2) introduce
rm(t, x) = rm(x·, t, x) = P (xt + x+ wτ
√
δ = xt−τ + 2−m/2),
where τ = inf{s > 0 : (t− s, xt + x+ ws
√
δ) 6∈ Qm}. Then
rm(t, x) ≤ [γ(c, d, δ)]M
−
m+n(x·,c,t)−M−m−1(x·,c,t)−k, (4.1)
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where n = n(2m/2x/d), k = k(c+ d), and
n(y) = [(−2 log2 y)+], k(d) = 2 + [(2 log2 d)+].
Proof. Define
t¯ = 2mt, x¯ = 2m/2x, w¯s = 2
m/2ws2−m, x¯s = 2
m/2xs2−m .
Then as is easy to see rm(t, x) is rewritten as
P (x¯t¯ + x¯+ w¯τ¯
√
δ = x¯t¯−τ¯ + 1), (4.2)
where
τ¯ = inf{s > 0 : (t¯− s, x¯t¯ + x¯+ w¯s
√
δ) 6∈ Q0(x¯·)} = 2mτ.
Since w¯· is a Wiener process, by Corollary 3.4 of [9] expression (4.2) is less
than
[γ(c, d, δ)]M
−
n¯ (x¯·,c,t¯)−k,
where n¯ = n(x¯/d). Here
M−n¯ (x¯·, c, t¯) = #{j = 0, ..., n¯ : 2j/2 osc
[ t¯−2−j ,t¯ ]
x¯· ≤ c}
= #{j = 0, ..., n¯ : 2(j+m)/2 osc
[t−2−j−m,t ]
x· ≤ c}
= #{j = m, ...,m+ n¯ : ∆−j (x·) ≤ c} =M−m+n¯(x·, c, t) −M−m−1(x·, c, t)
and the result follows. The lemma is proved.
Lemma 4.2. Let T ∈ (0,∞). Assume that
lim
m→∞
1
m+ 1
inf
t∈[0,T ]
M−m(x·, c, t) > α > 0.
Take constants p > 0 and ν so that
1 < νp < pχ+ 1 < 0, (4.3)
where χ = −2α log2 γ(c, d, δ). Then, for rm from Lemma 4.1 it holds that
sup
m≥0
sup
t∈[0,T ]
2−m(νp−1)/(2α)
∫ 2−m/2
0
1
xνp
rpm(t, x) dx <∞. (4.4)
Proof. By Lemma 4.1 for a constant N and γ = γ(c, d, δ)
rm(t, x) ≤ NγM
−
m+n−m,
where x ≤ 2−m/2, n = n(2m/2x/d), M−m+n =M−m+n(x·, c, t). Furthermore,
n(2m/2x/d) ≥ (−2 log2(2m/2x) + 2 log2 d)+ − 1
≤ (−2 log2(2m/2x))+ −N = −m− 2 log2 x−N,
where N is a constant. Hence, m + n ≥ −2 log2 x − N . Since obviously
rm ≤ 1 we have that
rm(t, x) ≤ 1 ∧ (Nγ−m+M
−
−2 log2 x−N ).
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By the assumption if x is small enough
M−−2 log2 x−N > α(−2 log2 x).
Therefore, for x ∈ (0, 2−m/2]
rm(t, x) ≤ 1 ∧ (Nγ−m−2α log2 x) = 1 ∧ (Nγ−mxχ). (4.5)
Next,
∫ 2−m/2
0
1
xνp
rpm(t, x) dx ≤
∫ ∞
0
1
xνp
(1 ∧ (Nγ−mxχ))p dx
= γm(1−νp)/χ
∫ ∞
0
1
xνp
(1 ∧ (Nxχ))p dx,
where the last integral is finite owing to (4.3). This proves the lemma.
Let wt be a Wiener process with respect to a filtration {Ft, t ≥ 0} of com-
plete σ-fields and let at and σt be bounded real-valued processes predictable
with respect to {Ft, t ≥ 0} and such that at−σ2t ≥ δσ2t , where δ ∈ (0,∞) is
a constant, at − σ2t > 0 for all (ω, t) and for all ω∫ ∞
0
[at − σ2t ] dt =∞.
Set Dx = ∂/∂x. For m = 0, 1, 2, ... we will be dealing with the SPDE
dv(t, x) = (1/2)atD
2
xv(t, x) dt + σtDxv(t, x) dwt
in Bm = (0,∞) × (0, 2−m/2) with boundary conditions
v(t, 0) = 0, v(t, 2−m/2) = 1, t > 0, (4.6)
v(0, x) = 0, 0 < x < 1. (4.7)
Recall that by Theorem 2.1 of [9] there is a deterministic function α0(c),
c > 0, such that α0(c) → 1 as c → ∞ and with probability one for any
T ∈ (0,∞)
lim
n→∞
inf
t∈[0,T ]
1
n+ 1
M−n (w·, c, t) = α0(c).
Theorem 4.3. For each m = 0, 1, 2, ... there is a function vm(t, x) =
vm(ω, t, x) defined on Ω× B¯m such that
(i) vm(t, x) is Ft-measurable for each (t, x) ∈ B¯m,
(ii) vm(t, x) is bounded and continuous in B¯m \ {(0, 2−m/2)} for each ω,
(iii) derivatives of vm(t, x) of any order with respect to x are continuous
in Bm ∪ ({0} × (0, 2−m/2)) for each ω,
(iv) equations (4.6) and (4.7) hold for each ω,
(v) almost surely, for any (t, x) ∈ Bm
vm(t, x) =
∫ t
0
(1/2)asD
2
xvm(s, x) ds +
∫ t
0
σsDxvm(s, x) dws,
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(vi) for any T ∈ (0,∞), c, d > 0, p > 0, α > 0 such that α0(c
√
δ) > α,
and ν satisfying
1 < νp < χp+ 1, (4.8)
where χ = −2α log2 γ(c, d, 1), we have that with probability one
πT := sup
m≥0
sup
t∈[0,T ]
2−m(νp−1)/(2α)
∫ 2−m/2
0
1
xνp
vpm(t, x) dx <∞. (4.9)
Proof. In Lemma 4.1 take δ = 1 and set v˜m(x·, xt + x, t) = rm(x·, t, x),
where rm is introduced in that lemma. Set
ψt =
∫ t
0
(as − σ2s) ds, ξt =
∫ φt
0
σs dws, F˜t = Fφt ,
v¯m(t, x) = v¯m(ω, t, x) = v˜m(ξ·, t, x), vm(t, x) = vm(ω, t, x) = v¯m(ψt, x+ξψt),
where φt = inf{s ≥ 0 : ψs ≥ t} is the inverse function to ψt.
It is proved in Theorem 4.1 of [9] that v0 possesses properties (i)-(v). The
proof that this is also true for any m is no different.
Furthermore, it is well known that
√
δ
∫ t
0
σs dws = w˜ψ˜(t),
where w˜t is a Wiener process and
ψ˜t = δ
∫ t
0
σ2s ds.
Hence ξt = δ
−1/2w˜ψ˜(φt) with
(ψ˜(φt))
′ = δσ2s/(as − σ2s)|s=φt ≤ 1.
It follows that for n = 0, 1, 2, ... we have
M−n (ξ·, c, t) ≥M−n (w˜·, c
√
δ, ψ˜(φt)),
inf
t≤T
M−n (ξ·, c, t) ≥ inf
t≤T
M−n (w˜·, c
√
δ, t),
and with probability one
lim
n→∞
inf
t≤T
1
n+ 1
M−n (ξ·, c, t) ≥ α0(c
√
δ) > α.
Finally, for M = supω,t(at − σ2t ) we have
sup
t≤T
∫ 2−m/2
0
1
xνp
vpm(t, x) dx ≤ sup
t≤MT
∫ 2−m/2
0
1
xνp
v¯pm(t, x+ ξt) dx
= sup
t≤MT
∫ 2−m/2
0
1
xνp
v˜pm(ξ·, t, x+ ξt) dx = sup
t≤MT
∫ 2−m/2
0
1
xνp
rpm(ξ·, t, x) dx.
After this it only remains to use Lemma 4.2. The theorem is proved.
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Remark 4.4. Obviously, for any ε ∈ (0, 2−(m+2)/2) we have
vm(t, ·) ∈W 12 (ε, 2−m/2 − ε)
for any t ∈ [0,∞) and for any T ∈ (0,∞) we have∫ T
0
‖vm(t, ·)‖W 12 (ε,2−m/2−ε) dt <∞.
Furthermore, by using the deterministic and stochastic versions of Fubini’s
theorem one easily proves that for any φ ∈ C∞0 (0, 2−m/2) with probability
one for all t ∈ [0,∞)
(φ, vm(t, ·) = (1/2)
∫ t
0
(φ, asD
2
xvm(s, ·)) ds +
∫ t
0
(φ, σsDxvm(s, ·)) dws.
5. Continuity of solutions of SPDEs
We take the processes at, σt as before Theorem 4.3 but impose stronger
assumptions on them.
Assume that there exist constants δ0, δ1 ∈ (0, 1] such that, for every (ω, t)
δ0 ≤ δ1at ≤ at − σ2t ≤ δ−10 ,
We will be dealing with solutions ut(x) of
dut = ((1/2)atD
2
xut + ft) dt+ (σtDxut + gt) dwt (5.1)
on R+ with zero initial condition. To specify the assumptions on f, g and
the class of solutions we borrow the Banach spaces Hγp,θ(τ) and Lp,θ(τ) from
[10]. We also denote by M the operator of multiplying by x. Recall that,
for p ≥ 2, 0 < θ < p, the norms in Hγp,θ(τ), γ = 1, 2, and Lp,θ(τ) are given
by
‖v‖p
Lp,θ(τ)
= E
∫ τ
0
∫ ∞
0
xθ−1|v(t, x)|p dxdt,
‖v‖
H
1
p,θ(τ)
= ‖v‖Lp,θ(τ) + ‖MDxv‖Lp,θ(τ),
‖v‖
H
2
p,θ(τ)
= ‖v‖
H
1
p,θ(τ)
+ ‖M2D2xv‖Lp,θ(τ).
Given p ≥ 2, θ ∈ [p − 1, p), any stopping time τ , f ∈ M−1Lp,θ(τ), and
g ∈ H1p,θ(τ) by Theorem 3.2 of [10] equation (5.1) with zero initial condition
has a unique solution u ∈MH2p,θ(τ) and
‖M−1u‖
H
2
p,θ(τ)
≤ N(‖Mf‖Lp,θ(τ) + ‖g‖H1p,θ(τ)),
where N = N(p, θ, δ0, δ1).
We will also use Theorem 4.7 of [8], which implies that if u is a solution
of (5.1) of class MH2p,θ(τ) with zero initial condition and f ∈ M−1Lp,θ(τ),
and g ∈ H1p,θ(τ) and if there are numbers T ∈ (0,∞) and β such that
2/p < β ≤ 1, τ ≤ T,
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then for almost any ω the function ut(x) is continuous in (t, x) (that is, has
a continuous modification) and
E sup
t≤τ
sup
x>0
|xβ−1+θ/put(x)|p ≤ NT βp/2(‖M−1u‖H2p,θ(τ)+‖Mf‖Lp,θ(τ)+‖g‖H1p,θ(τ)),
where N = N(p, θ, β, δ0).
Everywhere below we take
p > 2.
Theorem 5.1. Let T ∈ (0,∞), c > 0, α ∈ (0, 1), θ > 0, µ be some constants
such that α0(c
√
δ1) > α,
θ0 < θ < p, µ < p(1 + 2 log2 γ(c)) − 2 = θ0 − 2 + 2p(1 − α) log2 γ(c),
where
γ(c) = γ(c, 1, 1), θ0 = p(1 + 2α log2 γ(c)) (> 0).
Let f ∈ M−1Lp,p−1(T ), g ∈ H1p,p−1(T ), and let u ∈ MH2p,p−1(T ) be a solu-
tion of (5.1) with zero initial condition.
Finally, assume that ft(x) = gt(x) = 0 for x ≥ 1 and f ∈ M−1Lp,µ(T ),
g ∈ H1p,µ(T ). Then there exist stopping times τn ↑ T , defined independently
of f and g such that, for each n, u ∈MH2p,θ(τn) and
‖M−1u‖p
H
2
p,θ(τn)
≤ n(‖Mf‖p
Lp,µ(τn)
+ ‖g‖p
H1p,µ(τn)
) (5.2)
Here is the result about the continuity of ut(x) we were talking about in
the introduction.
Remark 5.2. By Theorem 4.7 of [8] and Theorem 5.1 if we have a number
β ∈ (2/p, 1], then there exists a sequence of stopping times τn ↑ T such that
E sup
t≤τn
sup
x>0
|x−εut(x)|p <∞,
where ε = 1 − β − θ/p. Due to the freedom of choosing α, β, and θ, the
number ε can be made as close from the right as we wish to
1− lim
α→α0(c
√
δ1)
(2 + θ0)/p = −2/p− 2α0(c
√
δ1) log2 γ(c).
If we allow arbitrary p, then the rate of convergence of ut(x) to zero as x ↓ 0
is almost
xε0 , ε0 = −2α0(c
√
δ1) log2 γ(c) > 0,
which is the same as we obtained for vm(t, x) (see (4.5)). Hence, the presence
of f and g does not spoil the situation too much.
It is also worth noting that f and g still may blow up near zero even if p
is large. When p is large we can take (µ− 1)/p as close to 1 + 2 log2 γ(c) as
we wish and then the integral∫ 1
0
xµ−1|xft(x)|p dx
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converges if |ft(x)| blows up near x = 0 slightly slower than x−2(1+log2 γ(c)).
Here log2 γ(c) → 0 as c → ∞ and one can allow |ft(x)| to blow up almost
as x−2.
However, when f and g become more irregular near 0, the rate with
which the solution goes to zero at 0 deteriorates. In connection with this
it is interesting to investigate what happens with ε0 as δ1 ↓ 0. Take an m
so large that α0(m) > 1/2 and set c = mδ
−1/2
1 − 1/2. Then for δ1 small we
have α0(c
√
δ1) > 1/2 and
ε0 ≥ − log2[1− P ( min
s≤1/2
ws ≤ −c− 1/
√
2, max
s≤1/2
ws ≤ 1− 1/
√
2)),
ε0 ln 2 ≥ − ln[1− P ( min
s≤1/2
ws ≤ −c− 1/
√
2, max
s≤1/2
ws ≤ 1− 1/
√
2))
∼ P ( min
s≤1/2
wt ≤ −c− 1/
√
2, max
s≤1/2
ws ≤ 1− 1/
√
2)
= P ( min
s≤1/2
wt ≤ −c−1/
√
2)−P ( min
s≤1/2
wt ≤ −c−1/
√
2, max
s≤1/2
ws ≥ 1−1/
√
2)
and
P ( min
s≤1/2
wt ≤ −c− 1/
√
2, max
s≤1/2
ws ≥ 1− 1/
√
2) ≤ 2P ( min
s≤1/2
wt ≤ −c− 1),
so that
P ( min
s≤1/2
wt ≤ −c− 1/
√
2, max
s≤1/2
ws ≤ 1− 1/
√
2)
≥ P ( min
s≤1/2
wt ≤ −c− 1/
√
2)− 2P ( min
s≤1/2
wt ≤ −c− 1).
Next, as a→∞
P ( min
s≤1/2
ws ≤ −a) = P (|w1/2| ≥ a) =
2√
π
∫ ∞
a
e−x
2
dx ∼ 1√
π
a−1e−a
2
and
lim
δ1↓0
[P ( min
s≤1/2
wt ≤ −c− 1/
√
2)
−2P ( min
s≤1/2
wt ≤ −c− 1)](c + 1/
√
2)e(c+1/
√
2)2 =
1√
π
.
Hence
lim
δ1↓0
[mδ
−1/2
1 e
m2/δ1ε0] ≥ 1√
π ln 2
.
This result may seem unsatisfactory since the guaranteed value of ε0 is
extremely small when δ1 is small. However, recall that by Remark 4.2 of [9]
the best possible rate with which the solutions go to zero for small δ1 is less
than
(1 + κ)(2πδ1)
−1/2e−1/(2δ1),
where κ > 0 is any number.
To prove Theorem 5.1, first we prove the following.
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Lemma 5.3. Assume that, for an m = 0, 1, 2, ... we have ft(x) = gt(x) = 0
if x ≤ 2−m/2. Then almost surely for all t ≤ T and x ∈ (0, 2−m/2)
|ut(x)| ≤ vm(t, x) sup
s≤t
|us(2−m/2)|. (5.3)
Proof. By Theorem 4.7 of [8] the function ut(x) is continuous in [0, T ] ×
(0, 2−m/2) (a.s.) and therefore to prove (5.3) it suffices to prove that for each
ε ∈ (0, 2−(m+2)/2) almost surely for all t ≤ T and x ∈ D := (ε, 2−m/2 − ε)
|uεt (x)| ≤ vm(t, x) sup
s≤t
|uεs(2−m/2 − ε)| =: vm(t, x)ρεt , (5.4)
where uεt (x) = ut(x − ε). The function uεt satisfies (5.1) with f = g = 0 in
(0, T )× (ε, 2−m/2 + ε) and in (0, T )×D. Furthermore, (a.s.) for almost any
t ∈ (0, T ) we have Dxut ∈ Lp(D) implying that the limit of uεt (x) as x ↓ ε
exists. Since (a.s.) for almost all t ∈ (0, T ) also (x − ε)−1uεt ∈ Lp(D), the
limit is zero. As x ↑ 2−m/2− ε the situation is simpler and we see that (a.s.)
for almost all t ∈ (0, T ) we have
lim
D∋x→∂D
(uεt (x)− vm(t, x)ρεt )+ = 0.
Furthermore, (a.s.) for almost all t ∈ (0, T ) it holds that uεt ∈ W 12 (D)
and ∫ T
0
‖uεt‖2W 12 (D) dt <∞.
Combining this with Remark 4.4 we see that (a.s.) for almost all t ∈ (0, T )
we have (uεt − vm(t, ·)ρεt )+ ∈W 12 (D), (uεt − vm(t, ·)ρεt )+ ∈
0
W 12(D) and∫ T
0
‖(uεt − vm(t, ·)ρεt )+‖2W 12 (D) dt <∞.
By Theorem 1.2 we conclude that almost surely for all t ≤ T and x ∈ D
uεt (x) ≤ vm(t, x)ρεt .
By combining this with similar inequality for −uεt we obtain (5.4). The
lemma is proved.
Proof of Theorem 5.1. Clearly, we only need prove Theorem 5.1 for f
and g such that ft(x) = gt(x) = 0 for all ω, t if x is small. Then
f ∈M−1Lp,ϑ(T ), g ∈ H1p,ϑ(T ) (5.5)
for any ϑ.
According to Lemma 3.6 of [10], for each stopping time τn ≤ T , we have
u ∈MH2p,θ(τn) if u ∈MLp,θ(τn) and under this condition the left-hand side
of (5.2) is dominated by a constant N = N(θ, p, δ0, δ1) times
‖M−1u‖p
Lp,θ(τn)
+ E
∫ τn
0
∫ ∞
0
xθ−1|Ft(x)|p dxdt, (5.6)
where
Ft(x) := |xft(x)|+ |gt(x)|+ |xDxgt(x)|.
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Observe that obviously (α, γ(c) ≤ 1)
θ > θ0 > µ (5.7)
and since ft(x) = gt(x) = 0 for x ≥ 1, the integral involving Ft will increase
if we replace θ with µ. It follows that to prove the theorem, it suffices to
estimate only the lowest norm of u, that is to prove the existence of τn ↑ T
such that
‖M−1u‖p
Lp,θ(τn)
≤ n[‖Mf‖p
Lp,µ(τn)
+ ‖g‖p
H1p,µ(τn)
]. (5.8)
Next, take a ϑ ∈ [p− 1, p) such that ϑ > θ. For any stopping time τ ≤ T ,
by Lemma 4.3 of [10] we have u ∈MH2p,ϑ(τ) and by Theorem 3.2 of [10]
E
∫ τ
0
∫ ∞
0
xϑ−1|ut(x)/x|p dxdt ≤ N [‖Mf‖pLp,ϑ(τ) + ‖g‖
p
H
1
p,ϑ(τ)
], (5.9)
where N = N(p, ϑ, δ0, δ1). As before on the right we can replace ϑ with µ.
On the left one can replace ϑ with θ if one restricts the domain of integration
with respect to x to x ≥ 1. Therefore (5.8) will be proved if we prove the
existence of appropriate stopping times τn such that
E
∫ τn
0
∫ 1
0
xθ−1|ut(x)/x|p dxdt ≤ n[‖Mf‖pLp,µ(τn) + ‖g‖
p
H1p,µ(τn)
]. (5.10)
Take a nonnegative η ∈ C∞0 (R+) with support in (1, 4) such that the
(1/2)-periodic function on R
∞∑
k=−∞
η(2x+k/2)
is identically equal to one. Introduce,
ηm(x) = η(2
m/2x), (fmt, gmt) = (ft, gt)ηm.
Also introduce umt as solutions of class MH
2
p,p−1(T ) of (5.1) with zero
initial condition and fmt and gmt in place of ft and gt, respectively. Since
only finitely many fmt and gmt are not zero, we have
ut(x) =
∞∑
m=1
umt(x) = I1(t, x) + I2(t, x),
where
I1(t, x) :=
∞∑
m=1
umt(x)Ix≤2−m/2 , I2(t, x) :=
∞∑
m=1
umt(x)Ix>2−m/2 .
Estimating I2. Take a ϑ as above, set ε = (ϑ − θ)/(2p) and use Ho¨lder’s
inequality to obtain
|I2(t, x)|p ≤
∞∑
m=1
2εpmupmt(x)J
p/q(x),
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where
J(x) :=
∞∑
m=1
2−εqmIx>2−m/2 ≤ Nx2εq, Jp/q(x) ≤ Nxϑ−θ.
Then use (5.9) again to get
E
∫ τ
0
∫ 1
0
xθ−1|I2(t, x)/x|p dxdt
≤ N
∞∑
m=1
E
∫ τ
0
∫ ∞
0
2m(ϑ−θ)/2xϑ−1|umt(x)/x|p dxdt
≤ N
∞∑
m=1
E
∫ τ
0
∫ ∞
0
2m(ϑ−θ)/2xϑ−1|Fmt(x)|p dxdt,
where
Fmt(x) = |xfmt(x)|+ |gmt(x)|+ |xDxgmt(x)|.
Here we notice few facts, which will be also used in the future, that on
the supports of fmt(x) and gmt(x) we have x ∼ 2−m/2, 2m(ϑ−θ)/2Fmt(x) ∼
xθ−ϑFmt(x) and
Fmt(x) ≤ Ft(x)η¯m(x)
where η¯m(x) = ηm(x) + x2
m/2|η′(2m/2x)|. Notice that the (1/2)-periodic
function
∞∑
m=−∞
η¯pm(2
y)
is bounded on R. Then we see that
E
∫ τ
0
∫ 1
0
xθ−1|I2(t, x)/x|p dxdt
≤ NE
∫ τ
0
∫ ∞
0
xθ−1|Ft(x)|p
∞∑
m=1
η¯pm(x) dxdt
≤ N [‖Mf‖p
Lp,θ(τ)
+ ‖g‖p
H
1
p,θ(τ)
]
for any τ ≤ T with a constant N under control. As above we can reduce θ
in the last expression to µ.
Estimating I1. Here we will see how τn appear and how we get a substan-
tial drop from θ to µ. We have seen above that the smaller µ is the weaker
the statement of the theorem becomes. Therefore, we may concentrate on
µ so close to p(1 + 2 log2 γ(c)) − 2 from below that
2 < βp := p(1 + 2 log2 γ(c)) − µ ≤ p.
Then
2/p < β ≤ 1.
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Observe that
|I1(t, x)|p ≤
( ∞∑
m=1
m−q
)p/q ∞∑
m=1
mp|umt(x)|pIx≤2−m/2
≤ N | log2 x|p
∞∑
m=1
|umt(x)|pIx≤2−m/2 .
It follows that for any θ′ < θ
E
∫ τ
0
∫ 1
0
xθ−1|I1(t, x)/x|p dxdt
≤ N
∞∑
m=1
E
∫ τ
0
∫ 2−m/2
0
| log2 x|pxθ−1|umt(x)/x|p dxdt ≤ NJ(τ),
where
J(τ) :=
∞∑
m=1
E
∫ τ
0
∫ 2−m/2
0
xθ
′−1|umt(x)/x|p dxdt.
By Theorem 4.7 of [8] and Theorem 3.3 of [11], for any τ ≤ T
E sup
t≤τ
sup
x>0
|xεumt(x)|p ≤ NT βp/2E
∫ τ
0
∫ ∞
0
xθ1−1|Fmt(x)|p dxdt, (5.11)
where N = N(p, δ0, δ1, β) and
θ1 := p− 1, ε := β − 1 + θ1/p = β − 1/p > 0.
Therefore,
E sup
t≤τ
|umt(2−m/2)|p ≤ 2m(βp−p+θ1)/2E sup
t≤τ
sup
x>0
|xεumt(x)|p
≤ NE
∫ τ
0
∫ ∞
0
2m(βp−p+θ1)/2xθ1−1|Fmt(x)|p dxdt
≤ N2m(βp−p+1)/2E
∫ τ
0
∫ ∞
0
|Fmt(x)|p dxdt.
Next, observe that, by Lemma 5.3 for x ∈ [0, 2−m/2] and t ≤ T ,
|umt(x)| ≤ vm(t, x) sup
s≤t
|ums(2−m/2)|.
Hence
J(τ) ≤
∞∑
m=1
E sup
t≤τ
|umt(2−m/2)|
∫ τ
0
∫ 2−m/2
0
xθ
′−1|vm(t, x)/x|p dxdt
≤
∞∑
m=1
2m(νp−1)/(2α)E sup
t≤τ
|umt(2−m/2)|
∫ τ
0
πt dt,
where ν is defined according to
νp = p− θ′ + 1
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and πt is introduced in Theorem 4.3. So far θ
′ was only restricted to θ′ < θ,
so that νp > 1. Due to the assumption that θ > θ0 one can satisfy θ0 <
θ′ < θ in which case (4.8) holds. Then in light of Theorem 4.3 one can find
stopping times τn ↑ T such that∫ τn
0
πt dt ≤ n.
Then
J(τn) ≤ nN
∞∑
m=1
2m(νp−1)/(2α)2m(βp−p+1)/2E
∫ τn
0
∫ ∞
0
|Fmt(x)|p dxdt.
As is easy to see the inequalities θ′ > θ0 and
βp− p+ (νp− 1)/α < −µ
are equivalent. Hence,
E
∫ τn
0
∫ 1
0
xθ−1|I1(t, x)/x|p dxdt ≤ NJ(τn)
≤ nN
∞∑
m=1
2m(1−µ)/2E
∫ τn
0
∫ ∞
0
|Fmt(x)|p dxdt
≤ nN
∞∑
m=1
E
∫ τn
0
∫ ∞
0
xµ−1|Fmt(x)|p dxdt
≤ nNE
∫ τn
0
∫ ∞
0
xµ−1|Ft(x)|p dxdt.
By combining this estimate with the estimate of I2, noticing that the
above constants N are independent of f and g and, if necessary, renumbering
the sequence τn we come to (5.10). This proves the theorem.
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