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Kata Kunci : Deteksi Pengguna Jalan, Deteksi Objek, SoftNMS, Faster R-CNN. 
Deteksi kendaraan atau pengguna jalan memiliki peran penting dalam tugas 
surveillance pada Intelligent Transportation System (ITS). Kecepatan dan akurasi 
diperhatikan untuk mengembangkan sistem lalu lintas cerdas tersebut. Dengan 
berkembang pesatnya Convolutional Neural Network (CNN), metode deteksi 
pengguna jalan berbasis vision telah mencapai peningkatan yang signifikan 
dibandingkan dengan metode tradisional. Pada tahun 2014, metode Region-based 
Convolutional Neural Network (R-CNN) muncul sebagai solusi dari masalah yang 
terjadi pada CNN. Akan tetapi, metode tersebut membutuhkan biaya komputasi 
tinggi yang menyebabkan proses lama dalam deteksi. Kemudian pada tahun 2015, 
perbaikan pada metode R-CNN tersebut muncul metode Fast R-CNN. Namun, 
metode Fast R-CNN belum cukup cepat dalam melakukan deteksi secara realtime. 
Dari masalah tersebut, pada tahun 2015 dilakukan perubahan pada algoritma 
pengumpulan region proposal pada Fast R-CNN yang semula selective search 
menjadi Region Proposal Network (RPN) dan mendapatkan kecepatan deteksi dan 
akurasi yang lebih baik dari pendahulunya. Metode tersebut adalah Faster R-CNN. 
Masing-masing kecepatan R-CNN, Fast R-CNN, Faster R-CNN berturut-turut 
yaitu 50 detik, 2 detik, dan 0,2 detik. Dengan catatan, hardware yang digunakan 
pada penelitian tersebut menggunakan computer high-end. Pada pengukuran 
akurasi, keluarga R-CNN mendapat akurasi rata-rata diatas 70%. Dengan 
kehandalan yang dimiliki Faster R-CNN, penulis membangun sistem deteksi 
pengguna jalan. Namun, spesifikasi hardware yang lebih rendah yang dimiliki, 
penulis mengusulkan menggunakan arsitektur yang lebih ringan, yaitu 
menggunakan MobileNet pada base network dan menggunakan SoftNMS pada 
algoritma pengurangan duplikasi region proposal. Dari eksperimen yang telah 
dilakukan menggunakan dataset PascalVOC dan dataset yang diperoleh penulis, 
tingkat akurasi yang dihasilkan menggunakan metode Faster R-CNN yang 





Pratama, Tegar Aditia. 2021. Application of MobileNet Architecture and SoftNMS 
Algorithm on Faster R-CNN for Road User Detection. Thesis. Informatics 
Engineering Department of Science and Technology Faculty Islamic State 
University Maulana Malik Ibrahim Malang. 
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Keyword : Road User Detection, Object Detection, SoftNMS, Faster R-CNN. 
Detection of vehicles or road users has an important role in the surveillance 
task of the Intelligent Transportation System (ITS). Speed and accuracy are 
considered to develop such intelligent traffic systems. With the rapid development 
of Convolutional Neural Network (CNN), vision-based road user detection methods 
have achieved significant improvements compared to traditional methods. In 2014, 
the Region-based Convolutional Neural Network (R-CNN) method emerged as a 
solution to the problems that occurred in CNN. However, this method requires high 
computational costs which causes a long process of detection. Then in 2015, 
improvements to the R-CNN method appeared the Fast R-CNN method. However, 
the Fast R-CNN method is not fast enough to detect in real-time. From this problem, 
in 2015 changes were made to the regional proposal collection algorithm on Fast 
R-CNN from selective search to Region Proposal Network (RPN) and got better 
detection speed and accuracy than its predecessor. The method is Faster R-CNN. 
The respective speeds of R-CNN, Fast R-CNN, Faster R-CNN are 50 seconds, 2 
seconds, and 0.2 seconds, respectively. On a note, the hardware used in this study 
uses a high-end computer. In measuring accuracy, the R-CNN family gets an 
average accuracy of above 70%. With the reliability possessed by Faster R-CNN, 
the authors built a road user detection system. However, due to the lower hardware 
specifications, the authors propose using a lighter architecture, namely using 
MobileNet on the base network and using SoftNMS on the proposed region 
duplication reduction algorithm. From the experiments that have been carried out 
using the PascalVOC dataset and the dataset obtained by the author, the level of 
accuracy generated using the updated Faster R-CNN method is 96.84%. While the 
detection speed obtained is 0.16 images/second.  
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صخلملا  
 فاشتكال FasterR-CNN ىلع SoftNMS ةیمزراوخو MobileNet ةسدنھ قیبطت .٢٠٢١.ایتیدأ راغیت ،اماتارف
 میھاربإ كلام انالوم يرجن مالسإ ةعماج ، ایجولونكتلاو مولعلا ةیلك ، ةیتامولعملا ةسدنھلا مسق .ةحورطأ.قیرطلا مدختسم
 .جنالام
 .ریتسجاملا . نمحروتف )٢( .ریتسجاملا. وسوتنس يدوب نورإ )١(: فرشملا
 
 R-CNN عرسأ ، SoftNMS ، ءایشألا فاشتكا ، قیرطلا مدختسم فاشتكا :ةیسیئرلا تاملكلا
 ةعرسلا ربتعت .)ITS( يكذلا لقنلا ماظنل ةبقارملا ةمھم يف اًمھم اًرود قیرطلا يمدختسم وأ تابكرملا فاشتكا بعلی
 فاشتكا قرط تققح ، )CNN( ةیفیفالتلا ةیبصعلا ةكبشلل عیرسلا روطتلا عم .هذھ ةیكذلا رورملا ةمظنأ ریوطتل ةقدلاو
 ةكبشلا ةقیرط ترھظ ، 2014 ماع يف .ةیدیلقتلا قرطلاب ةنراقم ةریبك تانیسحت ةیؤرلا ىلع ةمئاقلا قیرطلا يمدختسم
 هذھ بلطتت ، كلذ عمو .CNN ةكبش يف تثدح يتلا لكاشملل لحك ةقطنملا ىلع ةمئاقلا )R-CNN( ةیفیفالتلا ةیبصعلا
 ةقیرط ىلع تانیسحت ترھظ ، 2015 ماع يف مث .ةلیوط فاشتكا ةیلمع ىلإ يدؤی امم ةیلاع ةیباسح فیلاكت ةقیرطلا
R-CNN ةقیرطب Fast R-CNN. ةقیرط نإف ، كلذ عمو Fast R-CNN يف اھنع فشكلل يفكی امب ةعیرس تسیل 
 ىلع ةیمیلقإلا تاحارتقالا عمج ةیمزراوخ ىلع 2015 ماع يف تارییغت ءارجإ مت ، ةلكشملا هذھ نم .يلعفلا تقولا
Fast R-CNN ةقطنملا حارتقا ةكبش ىلإ يئاقتنالا ثحبلا نم )RPN( نم لضفأ فاشتكا ةقدو ةعرس ىلع تلصحو 
 Faster R-CNN و Fast R-CNN و R-CNN نم لكب ةصاخلا تاعرسلا .R-CNN عرسأ يھ ةقیرطلا .اھتقباس
 رتویبمك زاھج مدختست ةساردلا هذھ يف ةمدختسملا ةزھجألا :ةظحالم .يلاوتلا ىلع ةیناث 0.2 و ةیناث 2 و ةیناث 50 يھ
 Faster اھكلتمت يتلا ةیقوثوملا عم .٪70 نم ىلعأ ةقد طسوتم ىلع R-CNN ةلئاع لصحت ، ةقدلا سایق يف .روطتم
R-CNN ، حرتقی ، ةزھجألا تافصاوم ضافخنال اًرظن ، كلذ عمو .قیرطلا مدختسم فاشتكال اًماظن نوفلؤملا ىنب 
 ةیمزراوخ يف SoftNMS مادختساو ةیساسألا ةكبشلا ىلع MobileNet مادختسا يأ ، فخأ ةینب مادختسا نوفلؤملا
 ةعومجمو PascalVOC تانایب ةعومجم مادختساب اھؤارجإ مت يتلا براجتلا نم .ةحرتقملا ةقطنملا راركت لیلقت
 .٪96.84 ةثدحملا Faster R-CNN ةقیرط مادختساب دلوتملا ةقدلا ىوتسم غلب ، فلؤملا اھیلع لصح يتلا تانایبلا






1.1. Latar Belakang 
Pengguna jalan di Indonesia terus mengalami kenaikan setiap tahunnya. Istilah 
pengguna jalan menurut UU Nomor 22 tahun 2009 tentang Lalu Lintas dan 
Angkutan Umum Pasal 1 ayat 27, Pengguna Jalan adalah orang yang menggunakan 
jalan untuk berlalu lintas. Peningkatan pengguna jalan tersebut dibuktikan dengan 
adanya kenaikan jumlah kendaraan bermotor. Menurut Badan Pusat Statistik 
pertumbuhan perTahunnya mencapai 6,13% dari tahun 2015 sampai tahun 2019. 
Jenis kendaraan bermotor dikelompokkan menjadi 4 jenis, yaitu: mobil 
penumpang, bis, mobil barang, dan sepeda motor. Tercatat pada tahun 2015, jumlah 
kendaraan bermotor berjumlah 105 juta. Kemudian pada tahun 2019, naik menjadi 
133 juta. 
Tetapi peningkatan pengguna jalan tersebut tidak diimbangi dengan 
pembangunan jalan yang memadai, sehingga timbul masalah seperti kemacetan dan 
tidak jarang berakibat pada kecelakaan. Untuk menangani masalah tersebut dapat 
menggunakan cara konvensional melalui pelebaran jalan dan menambah panjang 
jalan. Namun cara konvensional tersebut memerlukan rencana yang matang dan 
membutuhkan biaya yang tinggi. Sebagai alternatif dari biaya infrastruktur 
pelebaran jalan yang mahal, maka diciptakanlah Intelligent Transportation System 
(ITS). ITS merupakan sistem yang bertujuan untuk memberikan layanan inovatif 
yang berkaitan dengan berbagai moda transportasi, manajemen lalu lintas, dan 
membuat penggunaan transportasi yang lebih aman serta terkoordinasi.  
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Salah satu tugas dari ITS adalah melakukan pengawasan terhadap pengguna 
jalan di jalan raya. Dengan melakukan pengawasan tersebut akan memudahkan 
dalam manajemen arus lalu lintas sehingga kemacetan dapat dikurangi. Sebagai 
tugas penting di ITS, deteksi pengguna jalan membantu dalam hal klasifikasi jenis 
kendaraan, penghitungan kendaraan, identifikasi kecelakaan di lalu lintas, 
pengukuran kecepatan kendaraan, dan prediksi kepadatan arus lalu lintas. 
Mendeteksi pengguna jalan diperlukan ilmu object detection pada bidang computer 
vision yang membantu mendeteksi dan mengenali objek pada citra. Terdapat dua 
metode pada object detection, yang pertama adalah menggunakan metode deteksi 
yang tradisional dan yang kedua menggunakan metode CNN. Deteksi objek yang 
menggunakan metode tradisional diantaranya yaitu menggunakan deskriptor 
seperti Scale Invariant Feature Transform (SIFT) dan Histogram of Oriented 
Gradient (HOG) dan juga menggunakan Support Vector Machine (SVM) sebagai 
classifiernya. Pada metode tradisional, terdapat halangan yang dapat membuat 
kinerja deteksi menjadi buruk seperti efek bayangan, skenario yang kompleks, dan 
kendaraan yang terhalang. Dengan lahirnya Convolutional Neural Network (CNN) 
pada tahun 2012, masalah yang terjadi pada metode tradisional tersebut dapat 
diselesaikan dan mencapai kesuksesan untuk mendeteksi objek serta deteksi 
kendaraan (Huang et al., 2017). 
Namun, pada saat menerapkan CNN ke dalam sistem deteksi kendaraan, ini 
akan menjadi sebuah tantangan dikarenakan sistem tersebut haruslah secara 
realtime. Banyak metode terbaru didasarkan pada modifikasi detektor objek 
berbasis CNN yang populer untuk meningkatkan kinerja hasil deteksi. Metode yang 
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menggunakan CNN untuk mendeteksi kendaraan ataupun pengguna jalan yang 
populer digunakan saat ini adalah Faster R-CNN dan YOLO. 
Pada 2015, Ren et al. mengusulkan suatu perbaikan detector dari pendahulunya 
di keluarga Region-based Covoutional Neural Network (RCNN) yaitu Faster R-
CNN. Faster R-CNN menggunakan Region Proposal Network (RPN) sebagai 
metode untuk menentukan region proposal, sedangkan sebelumnya pada RCNN 
dan Fast RCNN masih menggunakan selective search yang lamban dalam 
menemukan region proposal. Dari RCNN hingga Faster R-CNN, Faster R-CNN 
merupakan metode yang mendekati realtime untuk mendeteksi kendaraan ataupun 
objek. Kelebihan dari Faster R-CNN yaitu dapat mendeteksi dan mengenali objek 
yang lebih kecil dengan bagus. Tetapi Faster R-CNN masih perlu ditingkatkan 
kecepatannya sehingga bisa mendeteksi secara realtime. 
YOLO merupakan detektor objek yang diupayakan untuk membuat sistem 
mendeteksi secara realtime. Karena YOLO tidak melakukan langkah proses 
mencari region proposal dan hanya memprediksi melalui sejumlah bounding box 
yang terbatas, YOLO mampu melakukan deteksi dengan sangat cepat. Namun, 
YOLO juga memiliki kelemahan diantaranya akurasi yang dihasilkan lebih rendah 
dari Faster R-CNN dan sulit untuk mengenali objek yang kecil dibandingkan 
dengan Faster R-CNN. 
Dengan melihat kelebihan dalam akurasi Faster R-CNN, peneliti ingin 
mengembangkan sistem deteksi pengguna jalan menggunakan metode tersebut. 
Namun, dengan kemampuan hardware yang dimiliki oleh peneliti lebih rendah 
dibandingkan dengan hardware yang digunakan pada penelitian Faster R-CNN 
tersebut. Maka, penulis melakukan perubahan pada arsitektur Faster R-CNN 
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dengan menggunakan MobileNet karena arsitektur tersebut lebih ringan daripada 
VGG16 pada Faster R-CNN aslinya. Diharapkan hasil dari penelitian ini dapat 
memberikan manfaat khususnya dalam pengembangan sistem lalu lintas cerdas 
demi terciptanya ketertiban dan keamanan dalam berkendara di jalan raya. 
Keamanan berkendara dalam UU Nomor 22 Tahun 2009 merupakan aturan 
pemerintah yang harus ditaati oleh seluruh rakyat Indonesia. Sebagaimana yang 
telah disebutkan dalam Al-Qur’an pada surah An-Nisa ayat 59, kita diwajibkan 
untuk menaati pemerintah. Ayat tersebut berbunyi: 
ْمُكْنِم ِرَْمْالا ىِلُواَو َلْوُسَّرلا اُوعْیَِطاَوَ ّٰ◊ اُوعْیَِطا آُْونَمٰا َنْیِذَّلا اَھَُّیآٰی  
Artinya : “Hai orang-orang yang beriman, ta’atilah Allah dan ta’atilah Rasul 
(Nya), dan ulil amri di antara kamu.” (Q.S. An-Nisa’ : 59) 
Pada surah tersebut, menurut Syaikh Wahbah Az Zuhaili dalam Tafsir Al 
Munir, ulil amri adalah pemimpin dan para ulama. Sedangkan menurut Ibnu Katsir, 
ulil amri itu bersifat umum baik pemerintah maupun ulama 
1.2. Rumusan Masalah 
Dari latar belakang diatas maka rumusan masalah dalam penelitian ini 
sebagai berikut: 
1. Seberapa akurat metode Faster R-CNN yang diperbarui dalam mendeteksi 
pengguna jalan dengan studi kasus di Kota Malang? 
2. Seberapa cepat metode Faster R-CNN yang diperbarui dalam mendeteksi 
pengguna jalan dengan studi kasus di Kota Malang? 
1.3. Tujuan Penelitian 
Tujuan yang ingin dicapai dalam penelitian ini yaitu sebagai berikut: 
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1. Mengetahui tingkat akurasi metode Faster R-CNN yang diperbarui dalam 
mendeteksi pengguna jalan dengan studi kasus di Kota Malang. 
2. Mengetahui tingkat kecepatan metode Faster R-CNN yang diperbarui dalam 
mendeteksi pengguna jalan dengan studi kasus di Kota Malang. 
1.4. Manfaat Penelitian 
Manfaat dari penelitian ini adalah dapat dibuatnya sistem deteksi pengguna 
jalan yang memiliki kecepatan deteksi dan akurasi yang baik untuk keperluan 
surveillance pada Intelligent Transportation System (ITS). 
1.5. Batasan Masalah 
Batasan yang ada pada penelitian ini adalah sebagai berikut: 
a. Data primer yang digunakan pada penelitian ini didapat dari 
PascalVOC2007. 
b. Data sekunder yang digunakan pada penelitian ini adalah data berupa video 
dan foto pengguna jalan di Kota Malang. 
c. Titik lokasi yang diteliti di kota Malang yaitu: Klojen dan Blimbing. 
d. Pengambilan data dilakukan pada siang hari saat kondisi cerah. 
e. Pengguna jalan yang diteliti ada 3 yaitu mobil, sepeda motor, dan manusia. 
1.6. Sistematika Penulisan 
Penelitian ini terdiri dari beberapa bab pembahasan yang disusun dalam 
laporan sebagai berikut: 
a. Bab I Pendahuluan: pada bab ini berisi tentang latar belakang, rumusan 
masalah, tujuan penelitian, manfaat penelitian, dan batasan penelitian. 
b. Bab II Studi Pustaka: bab ini berisi tentang literature review, teori tentang 
metode Faster R-CNN, dan tentang penelitian terkait. 
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c. Bab III Metode Penelitian: bab ini berisi perancangan dan pengumpulan 
data, desain sistem, implementasi Faster R-CNN yang diperbaiki dalam 
sistem yang akan dibangun. 
d. Bab IV Uji Coba dan Pembahasan: bab ini berisi skenario pengujian dan 
hasil uji coba dari metod Faster R-CNN yang diperbaiki dalam sistem yang 
dibangun. 






Image classification (klasifikasi citra) dan object detection (deteksi objek) 
adalah istilah yang terkait dengan computer vision dan image processing. 
Klasifikasi citra adalah mengklasifikasikan citra ke dalam kelas tertentu, sedangkan 
deteksi objek adalah tentang mengenali, menemukan dan memberi label objek di 
semua kelas yang diprediksi terdapat objek (Jalled & Voronkov, 2016). Deteksi 
objek telah digunakan dalam banyak aplikasi, termasuk: robotika, keamanan, 
transportasi, dan elektronik konsumen. Deep learning mulai mendominasi 
computer vision sejak 2012, ketika Alex Krizhevsky memenangkan ImageNet 
Large Scale Visual Recognition Competition (ILSVRC) dengan merilis AlexNet. 
Bab ini menjabarkan konsep-konsep penting untuk penelitian ini dan arsitektur 
klasifikasi citra yang berbeda, dan teknik deteksi objek. 
2.1. Object Detection 
Dalam bidang computer vision, classification adalah topik penelitian paling 
terkenal yang bertujuan untuk mengklasifikasikan citra ke dalam salah satu dari 
banyak kategori berbeda. Berbeda dengan klasifikasi, localization menemukan 
objek tunggal di dalam citra. Berhubungan dengan masalah localization dan 
classification kita berakhir dengan kebutuhan untuk mendeteksi dan 
mengklasifikasikan beberapa objek pada saat yang bersamaan. Deteksi objek 
adalah bagaimana menemukan dan mengklasifikasikan sejumlah variabel objek 




Deteksi objek biasanya dianggap sebagai tugas paling mendasar dalam 
computer vision, yang menghadapi banyak tantangan. Yang pertama adalah jumlah 
variabel objek. Saat melatih model pembelajaran mesin, kita perlu 
merepresentasikan data ke dalam vektor yang berukuran tetap. Karena jumlah objek 
dalam citra tidak diketahui sebelumnya, kita tidak akan tahu jumlah output yang 
benar. Secara historis, jumlah variabel output telah ditangani menggunakan 
pendekatan berbasis sliding window, menghasilkan fitur ukuran tetap dari jendela 
itu untuk semua posisi yang berbeda. Setelah mendapatkan semua prediksi, ada 
yang dibuang dan ada yang digabungkan untuk mendapatkan hasil akhir. Tantangan 
berat lainnya adalah berbagai skala benda yang bisa dibayangkan. Saat melakukan 
klasifikasi sederhana, hanya objek yang menutupi sebagian besar citra yang perlu 
diklasifikasikan. Namun, untuk mendeteksi objek tertentu sekecil dan banyak 
piksel (atau persentase kecil dari gambar asli), metode sliding window sangat tidak 
efisien. Berbagai kesulitan lain adalah perubahan iluminasi, variasi sudut pandang, 
dan masalah deformasi. 
 




Dua pendekatan deteksi objek klasik yang paling populer adalah metode Haar 
yang digunakan Viola-Jones dan model bagian yang dapat dideformasi (P. 
Felzenszwalb et al., 2008). Metode Viola-Jones bekerja dengan menghasilkan 
pengklasifikasi biner sederhana yang berbeda menggunakan fitur Haar. Penggolong 
ini dinilai dengan multi scale sliding window dalam kaskade dan jatuh lebih awal 
jika klasifikasi negatif. Metode DPM menggunakan fitur Histogram of Oriented 
Gradients (HOG) dan SVM untuk klasifikasi. Pada penelitian terbaru, detektor 
deep learning menggabungkan pembelajaran fitur dan pelatihan classifier bersama 
untuk mencapai kinerja yang memuaskan dengan kecepatan tinggi dan kecepatan 
pemrosesan yang tinggi. 
2.2. Deep Learning  
Deep Learning merupakan sebuah subbidang Machine Learning, terkait 
dengan pelatihan model komputasi yang terdiri dari jaringan saraf tiruan berlapis-
lapis. JST berlapis-lapis dikenal sebagai Deep Neural Network (DNN). Untuk lebih 
mudah memahami letak dari bidang deep learning dapat dilihat pada Gambar 2.2. 
 




Metode deep learning didasarkan pada representasi pembelajaran (fitur) dari 
data, seperti teks, gambar, atau video, daripada menerapkan algoritma spesifik 
tugas.  Learning dapat unsupervised atau supervised. Namun, sebagian besar sistem 
praktis menerapkan supervised learning untuk memanfaatkan manfaat deep 
learning (Krizhevsky et al., 2012). Supervised learning, pada dasarnya, berarti 
belajar dari data berlabel.  
 
Gambar 2.3 pembelajaran tradisional vs deep learning (Andrew, 2015) 
Pada Gambar 2.3 menunjukkan kinerja metode deep learning meningkat 
dengan peningkatan jumlah data pelatihan yang bertentangan dengan metode 
pembelajaran tradisional yang jenuh dalam kinerja; karakteristik ini membuat 
metode pembelajaran yang mendalam menjadi terukur. 
Aspek penting lain dari deep learning adalah pembelajaran fitur hierarkis. 
Pembelajaran fitur adalah ekstraksi fitur secara otomatis dari data mentah. Karena 
jaringan saraf yang dalam terdiri dari beberapa lapisan, itu melibatkan representasi 
pembelajaran pada berbagai tingkat kompleksitas dan berbagai tingkat abstraksi. 
Seperti disebutkan sebelumnya, lapisan awal mempelajari fitur tingkat rendah dan 
kemudian mengirimkannya ke lapisan selanjutnya. Lapisan-lapisan berikut 
kemudian mengumpulkan fitur tingkat tinggi berdasarkan fitur tingkat bawah yang 
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telah dipelajari sebelumnya. Fitur pembelajaran pada tingkat abstraksi dan 
kompleksitas yang berbeda memfasilitasi model deep learning untuk mempelajari 
fungsi kompleks tanpa tergantung pada fitur buatan manusia (Bengio, 2009). 
Aspek pembelajaran skalabilitas dan fitur hirarkis dari jaringan saraf dalam 
menjadikannya pilihan yang layak untuk tugas-tugas seperti klasifikasi citra, 
deteksi objek, dan pengenalan suara. Terdapat 3 tipe dari deep learning, yaitu: 
Artificial Neural Networks (ANN), Convolution Neural Networks (CNN), 
Recurrent Neural Networks (RNN). 
2.3. Artificial Neural Network (ANN) 
Jaringan Syaraf Tiruan, pada dasarnya diilhami oleh struktur saraf otak kita, 
terdiri dari jaringan simpul yang terhubung yang dikenal sebagai neuron. Neuron 
adalah unit pemrosesan sentral dari jaringan saraf, dan mereka terhubung seperti 
neuron dan sinapsis dalam otak biologis. Koneksi saraf tertimbang membantu 
dalam mentransmisikan sinyal (fitur) dari satu neuron ke yang lain. Jaringan saraf 
tiruan belajar dengan contoh daripada memprogramnya dengan aturan spesifik 
tugas. Misalnya, dalam pengenalan pola visual, mereka mungkin belajar dengan 
contoh pelatihan digit tulisan tangan dari 0 hingga 9 dan menggunakan pengetahuan 
ini untuk mengidentifikasi digit dalam sampel lain yang tidak terlihat (Nielsen, 
2015). 
Jaringan saraf tiruan (JST) sebagian besar terdiri dari tiga jenis lapisan, lapisan 
input, lapisan output, dan satu atau lebih lapisan tersembunyi. Pada Gambar 2.2 
yang ditunjukkan di atas, ada dua lapisan tersembunyi. Lapisan tersembunyi 
pertama mempelajari fitur-fitur sederhana dan dasar dan meneruskannya ke lapisan 
tersembunyi kedua. Berdasarkan input dari lapisan sebelumnya, lapisan kedua 
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mempelajari fitur yang lebih kompleks dan pada tingkat yang lebih abstrak daripada 
yang pertama. Demikian pula, lapisan yang lebih jauh dalam jaringan dapat 
mempelajari fitur yang lebih rumit dan sebagainya. Dengan cara ini, jaringan multi-
layered dapat digunakan secara efektif untuk menyelesaikan masalah canggih 
seperti klasifikasi citra, deteksi objek, dan lainnya. 
 
Gambar 2.4 Arsitektur ANN (Arden Dertat, 2019) 
2.4. Convolutional Neural Network (CNN) 
Convolutional Neural Network (CNN) adalah kelas arsitektur yang paling 
umum digunakan untuk deep learning. CNN bekerja dengan cara yang sama 
sebagai jaringan saraf tiruan kecuali ia memiliki serangkaian lapisan konvolusional 
pada awalnya. CNN banyak digunakan untuk tugas-tugas pengenalan visual seperti 
klasifikasi citra, deteksi objek, dan pengenalan suara. CNN telah menjadi mana-
mana di kalangan peneliti dan komunitas visi komputer sejak AlexNet 
memamerkan kinerja luar biasa di ImageNet Challenge pada 2012 (Krizhevsky et 
al., 2012). 
Pada Gambar 2.4 menunjukkan arsitektur dasar CNN. Komponen utama 
arsitektur CNN adalah sebagai berikut: 
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• Convolutional layers 
• Pooling layers 
• Fully connected layers 
• Softmax function 
Setiap citra input dilewatkan melalui beberapa lapisan konvolusional dan 
penyatuan, diikuti oleh beberapa lapisan yang sepenuhnya terhubung. Selain itu, 
fungsi softmax diterapkan di akhir untuk melakukan klasifikasi multiclass. 
 
Gambar 2.5 Contoh arsitektur CNN (Arden Dertat, 2019) 
2.4.1. Convolutional Layers 
Lapisan konvolusi adalah lapisan pertama dan utama dari CNN. Lapisan 
konvolusi terdiri dari neuron yang bertindak sebagai filter. Filter digeser 
berurutan di atas seluruh citra untuk membuat peta fitur. Proses geser ini dikenal 
sebagai konvolusi (Athiwaratkun & Kang, 2015). Gambar 2.5 dan 2.6 
menggambarkan proses konvolusi pada peta fitur input 6x6 menggunakan filter 
3x3 (kernel). Setelah menggeser filter di seluruh input, hasilnya adalah peta fitur 
keluaran ukuran 4x4. 
Setiap lapisan berfungsi sebagai filter yang berbeda dan mempelajari peta 
fitur yang berbeda dari gambar input atau peta fitur input. Misalnya, diberi 
gambar sebagai input, jika kita memiliki tiga lapisan konvolusi dalam satu blok. 
Output dari setiap lapisan adalah peta fitur untuk tiga karakteristik berbeda seperti 
warna, tepi, dan bentuk. Juga, output dari setiap blok konvolusi memiliki tiga 
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dimensi, tinggi, lebar, dan kedalaman. Tinggi dan lebar sesuai dengan tinggi dan 
lebar peta fitur, dan kedalaman adalah jumlah lapisan konvolusi. 
 
Gambar 2.6 6x6 input feature map dan 3x3 filter 
 
Gambar 2.7 Convolution process of 6x6 input dengan 3x3 filter 
2.4.2. Pooling Layers 
Lapisan penyatuan biasanya mengikuti lapisan konvolusi. Lapisan pooling 
mengurangi dimensi masing-masing peta fitur (Nielsen, 2015). Lapisan mengambil 
setiap peta fitur independen, mengambil sampelnya dan membuat peta fitur 
terkompresi. Meskipun, output dari lapisan penyatuan masih tiga dimensi pada 
lapisan konvolusional. Kedalaman tetap sama, hanya tinggi dan lebar yang kental. 
Ada berbagai jenis pooling seperti max-pooling, sum-pooling, dan average 
pooling. Max-pooling adalah yang paling populer di antara mereka. Max-pooling 
berfungsi dengan menggeser jendela di atas setiap peta fitur dan memilih nilai 




Gambar 2.8 Maxpooling layer 2x2 dan stride 2 
Gambar 2.7 di atas menunjukkan contoh max-pooling di mana ukuran jendela 
adalah 2x2 dan langkahnya adalah 2. Panjang langkahnya adalah dengan berapa 
banyak piksel yang kita pindahkan filter atau jendela di setiap langkah. Keuntungan 
utama dari pengumpulan adalah membantu mengurangi jumlah parameter yang 
pada dasarnya mengurangi waktu pelatihan. 
2.4.3. Fully Connected Layers 
Beberapa layer yang terhubung sepenuhnya ditambahkan setelah lapisan 
konvolusi dan pooling. Jaringan yang sepenuhnya terhubung adalah jaringan di 
mana semua neuron terhubung ke setiap neuron di lapisan tetangga. Seperti yang 
disebutkan di atas, output dari lapisan konvolusi + penyatuan adalah tiga dimensi, 
tetapi lapisan yang terhubung sepenuhnya mengkonsumsi vektor satu dimensi 
sebagai input. Jadi, kami meratakan output akhir dan kemudian mengirimkannya 
sebagai input dari lapisan yang terhubung sepenuhnya. Lapisan FC kemudian 
menggabungkan peta fitur ini untuk menyusun model 
2.4.4. Softmax Function 
Fungsi softmax adalah salah satu fungsi kerugian yang dapat ditambahkan 
sebagai lapisan terakhir CNN. Fungsi softmax berguna untuk deteksi multiclass; ini 
memberi kita kemungkinan untuk memprediksi satu kelas dari semua kelas lainnya. 
Jika kita menggunakan fungsi softmax untuk deteksi multiclass, output dari fungsi 
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ini adalah vektor probabilitas satu dimensi dari semua kelas. Jadi kelas dengan 
probabilitas tertinggi adalah kelas target. 
2.5. Region based Convolutional Neural Network (R-CNN) 
Memanfaatkan keberhasilan dari Convolutional Neural Network untuk 
merancang jaringan untuk deteksi objek yang disebut sebagai Region-based 
Covolutional Neural Network (R-CNN). Metode R-CNN tersebut merupakan 
perkembangan dari metode CNN. R-CNN menggabungkan antara region proposal 
dengan CNN (Girshick et al., 2014). 
 
Gambar 2.9 Contoh Arsitektur R-CNN (Girshick et al., 2014) 
2.5.1. Region Proposals 
Region proposal adalah proses dimana beberapa wilayah dalam citra diusulkan 
sebagai daerah yang kemungkinan terdapat objek dalam wilayah tersebut. 
Perhatikan Gambar 2.8, terdapat 5 wilayah yang ditangkap sebagai yang memiliki 
objek di dalamnya, tetapi pada praktik yang sebenarnya akan ada lebih banyak 




Gambar 2.10 Region Proposal 
Beberapa wilayah yang diberi boundingbox kemungkinan merupakan objek, 
jadi wilayah tersebut diusulkan sebagai objek yang diprediksi. Setelah wilayah 
tersebut diprediksi ada objek didalamnya.  
Algoritma yang digunakan dalam region proposal adalah menggunakan 
selective search (Uijlings et al., 2013). Langkah-langkah algoritma Selective Search  
diilustrasikan pada Gambar 2.10. 
 
Gambar 2.11 Ilustrasi Selective Search (Uijlings et al., 2013) 




• Melakukan segmentasi menggunakan metode yang diajukan oleh 
Felzenszwalb (P. F. Felzenszwalb & Huttenlocher, 2004). 
• Selanjutnya, diterapkan algoritma brute untuk menggabungkan daerah 
dengan cara melihat similarity, seperti warna, ukuran, tekstur, dan 
komposisi. 
• Selanjutnya didapat objek dari segmentasi tersebut beserta 
koordinatnya. 
2.5.2. Feature Extraction 
Pada feature extraction, hasil citra yang didapat pada region proposal diekstrak 
fitur menggunakan CNN. Untuk melatih jaringan dengan R-CNN diperlukan 
dataset beranotasi yang sangat besar, tetapi dataset yang tersedia pada saat itu 
sangat langka. Untuk mengatasi masalah kelangkaan dataset, pre-trained CNN 
digunakan bersamaan dengan dataset klasifikasi ImageNet 2012 yang hanya 
memiliki anotasi tingkat citra (tanpa data bounding box). Kemudian, jaringan 
disesuaikan untuk dua dataset yang berbeda, dataset PASCAL VOC 2012 dan 
dataset ImageNet 2013, dengan bounding box. 
Hasil pendekatan yang dianut di atas cukup positif. Pada dataset PASCAL 
VOC 2012, R-CNN mencapai skor mAP (Mean Average Precision) 62,4%, yang 
merupakan 22,0% lebih banyak dari model terbaik kedua. Demikian pula, pada 
dataset ImageNet 2013, R-CNN mencapai skor mAP 31,4%, lebih tinggi 7% dari 
yang terbaik kedua. Oleh karena itu, pendekatan yang diadopsi oleh penulis diawasi 
pra-pelatihan pada dataset sekunder yang besar, diikuti oleh fine-tuning khusus-
domain meningkatkan kinerja jauh (Girshick et al., 2014). 
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2.6. Penelitian Terkait 
Secara umum, prosedur pendeteksian objek meliputi preprocessing citra, 
ekstraksi ciri, pelatihan classifier, dan regresi bounding box. Pada deteksi objek 
terdapat 2 metode deteksi yaitu: metode tradisional dan metode berbasis CNN.  
Metode tradisional rata-rata menggunakan descriptor seperti Scale Invariant 
Feature Transform (SIFT) dan Histogram of Oriented Gradient (HOG). Sedangkan 
untuk classifier menggunakan Support Vector Machine (SVM). Pada metode 
tradisional, terdapat limitasi yang membuat kinerja deteksi menjadi buruk seperti 
efek bayangan, skenario yang kompleks, dan terhalang oleh objek lain (occlusion).  
Dengan lahirnya CNN pada tahun 2012, masalah yang terjadi pada metode 
tradisional tersebut dapat diselesaikan dan mencapai kesuksesan untuk mendeteksi 
objek serta deteksi kendaraan (Huang et al., 2017). 
Penelitian yang dilakukan (Girshick et al., 2014) membahas tentang Region-
based Convolutional Neural Network (R-CNN), yang telah menjadi referensi bagi 
banyak peneliti dalam bidan deteksi objek. R-CNN merupakan solusi dalam 
memecahkan kendala pada CNN yang diharuskan memiliki citra berukuran tetap. 
R-CNN menggabungkan region proposal dengan CNN. Jaringan konvolusi 
diterapkan pada region proposal untuk mengidentifikasi dan melokalisasi objek. 
Penelitian yang dilakukan (Girshick, 2015) membahas tentang perbaikan dari 
metode R-CNN yang disebut dengan Fast R-CNN. Fast R-CNN mengadopsi 
Region of Interest (RoI) pooling layer dan multi-task loss untuk memperkirakan 
kelas objek dan memprediksi posisi bounding box. 
Penelitian yang dilakukan (Ren et al., 2015) membahas tentang perbaikan dari 
metode sebelumnya, dengan memanfaatkan Region Proposal Network (RPN) untuk 
20 
 
dijadikan pengganti dari algoritma selective search yang masih lamban dalam 
menemukan region proposal. Perbaikan tersebut menjadikan Faster R-CNN 
sebagai referensi banyak peneliti lain. Namun, kecepatan deteksi pada Faster R-
CNN Karena keunggulan ini, penulis melakukan penelitian untuk Faster R-CNN. 
Dengan kehandalan yang dihasilkan oleh FasterR-CNN peneliti memilih Faster 
R-CNN untuk digunakan sebagai sistem deteksi pengguna jalan. Namun kecepatan 
Faster R-CNN masih belum secepat detektor one-shot detector. Berikut mengenai 
beberapa penelitian yang telah dilakukan untuk meningkatkan kecepatan maupun 
akurasi deteksi metode Faster R-CNN. 
Penelitian yang dilakukan (Zhang et al., 2019) membahas perbaikan metode 
Faster R-CNN untuk menangani occlusion atau okulasi. Okulasi merupakan kondisi 
dimana objek pada citra tertutupi oleh objek lainnya, sehingga tidak mudah untuk 
dikenali karena sebagian objek saja yang tampak. Metode yang diusulkan yaitu 
dengan mengubah RPN original menjadi Part-Aware RPN dan menggunakan Part-
Aware NMS sebagai pengganti NMS. Base network atau juga dikenal dengan 
backbone yang digunakan yaitu VGG16 dengan dataset KITTI. Hasil pengukuran 
akurasi pada penelitian tersebut sebesar 90,21% dan waktu deteksi 2,1 detik. 
Penelitian yang dilakukan (Cao et al., 2019) membahas cara mengatasi masalah 
deteksi pada objek kecil dengan melakukan perbaikan pada Faster R-CNN. 
Penelitian tersebut mengusulkan menggunakan loss function yang diperbaiki 
berdasarkan Intersection over Union (IoU) untuk regresi bounding box dan 
menggunakan bilinear interpolation untuk meningkatkan proses Region of Interest 
Pooling (RoI Pooling) untuk menyelesaikan masalah deviasi posisi. Menggunakan 
VGG16 sebagai base network dan menggunakan SoftNMS sebagai pengurangan 
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duplikasi region proposal. Pada dataset TT100K metode yang diusulkan tersebut 
mendapatkan akurasi sebesar 87%. 
Penelitian yang dilakukan (Mo & Yan, 2020) membahas bagaimana 
mendeteksi kendaraan dalam citra udara yang umumnya berukuran kecil, sehingga 
kinerja pendeteksian menjadi kurang baik. Oleh karena itu dilakukan perbaikan 
pada Faster R-CNN untuk mendeteksi citra udara. Pengubahan base network dari 
VGG16 menjadi ResNet101 digunakan pada penelitian tersebut. Dataset yang 
digunakan adalah dataset VEDAI dengan hasil akurasi yang didapat sebesar 75,7%. 
Penelitian yang dilakukan (Liu et al., 2020) membahas tentang pendeteksian 
pada perangkat catenary untuk memudahkan melakukan insperksi. Faster R-CNN 
digunakan sebagai acuan sistem dan dilakukan perbaikan dengan mengubah base 
network menggunakan ResNet101 dan SoftNMS sebagai pengurangan duplikasi 
region proposal. Dengan menggunakan dataset catenary dihasilkan akurasi sebesar 
80%. 
Dari ringkasan singkat mengenai penelitian yang sudah dilakukan, penulis 
mengusulkan melakukan perbaikan pada metode Faster R-CNN dengan 
menggunakan arsitektur MobileNet dan algoritma SoftNMS sebagai pengganti 
NMS tradisional. MobileNet dipilih karena jaringan tersebut ringan sehingga 
efektif mengurangi biaya komputasi dan jumlah parameter konvolusi. Berikut tabel 

























KITTI 2,1 90,21% 
(Cao et 
al., 2019) 




ResNet101 RPN - VEDAI - 75,7% 
(Liu et 
al., 2020) 
ResNet101 RPN SoftNMS Catenary - 80% 
(Penulis, 
2021) 











3.1. Prosedur Penelitian 
Dalam melakukan penelitian, ada beberapa tahapan yang dilakukan oleh 
peneliti. Alur dari tahapan tersebut dapat dilihat pada Gambar 3.1.  
 
Gambar 3.1 Alur Penelitian 
Berdasarkan gambar 3.1 dapat dijabarkan sebagai berikut: 1) Pada tahap 
pengumpulan data, terdapat 2 jenis data yang dikumpulkan yaitu data primer dan 
data sekunder. 2) Analisis kebutuhan sistem bertujuan untuk mengidentifikasi 
kebutuhan perangkat yang digunakan, meliputi software (perangkat lunak) dan 
hardware (perangkat keras). 3) Pada proses perancangan sistem ini, didefinisikan 
bagaimana proses dari sistem tersebut sehingga dapat berjalan dengan baik. 4) Pada 
tahap pembuatan sistem, sistem dibangun berdasarkan rancangan yang telah dibuat. 




3.2. Pengumpulan Data 
Sebelum melakukan proses pengumpulan data, terlebih dahulu peneliti 
mendefinisikan pengguna jalan. 
 
Gambar 3.2 Contoh citra pengguna jalan 
Untuk pengguna jalan yang akan diidentifikasi pada penelitian ini dibagi 
menjadi 3 kategori, yaitu: 1) Mobil, 2) Sepeda motor, 3) Manusia. 
Berikut penjelasan mengenai ciri-ciri dari variabel yang akan dideteksi: 
a. Citra mobil, citra mobil memiliki ciri beroda 4 dan berpostur lebar. Berikut 
contoh dari citra mobil. 
 
Gambar 3.3 Citra mobil 
b. Citra sepeda motor, citra sepeda motor memiliki ciri beroda 2 dan berpostur 
ramping. Berikut contoh dari citra sepeda motor. 
 




c. Citra manusia, citra manusia memiliki ciri memiliki 2 kaki dan berpostur 
tinggi. 
 
Gambar 3.5 Citra manusia 
Terdapat 2 jenis data yang akan dikumpulkan, yaitu: data primer dan data 
sekunder.  
3.2.1. Data Primer 
Peneliti mendapatkan data primer dengan cara melakukan pengambilan video 
menggunakan kamera pada smartphone. Pengambilan video dilakukan dengan cara 
mengendarai sepeda motor dan menyusuri jalan di beberapa titik di wilayah kota 
Malang. Dari video yang didapat kemudian dijadikan frame-frame. Dari banyak 
video yang diambil menghasilkan sekitar 1000 citra frame. Dari 1000 citra tersebut 
akan dibagi menjadi 2 dengan rasio 50%:50%. Bagian pertama sejumlah 500 akan 
dilakukan labeling yang nantinya akan digabungkan dengan data sekunder untuk 
dijadikan input data training. Sementara bagian kedua sejumlah 500 tidak dilakukan 
proses labeling karena frame tersebut akan dijadikan sebagai input dari data testing.  
Adapun langkah-langkah yang perlu dilakukan untuk mendapatkan data primer 






a. Pengambilan Video 
Video diambil dengan menggunakan kamera smartphone dengan 
menyusuri jalan di beberapa titik di wilayah kota Malang, diantaranya: 
Merjosari, Tlogomas, Dinoyo, Sukun, dan Klojen. 
b. Mengubah Video Menjadi Frame 
Ada beberapa aplikasi yang dapat digunakan dalam pengambilan 
frame dari video. Pada penelitian ini, peneliti menggunakan aplikasi 
ffmpeg. Aplikasi ffmpeg digunakan karena aplikasi tersebut ringan karena 
dijalankan pada terminal pada linux ataupun command prompt pada 
windows dan kemudahan dalam mengoprasikannya.  
 
Gambar 3.6 Menjalankan aplikasi ffmpeg pada terminal 
Maka akan dihasilkan frame sebagai berikut: 
 
Gambar 3.7 Hasil proses mengubah video ke frame 
c. Labeling Frame  
Data yang telah dikumpulkan sebelumnya akan dilakukan labeling. Proses 
labeling ini bertujuan untuk menentukan ground truth dari objek pada citra. 
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Labeling dapat dilakukan dengan menggunakan software labeling yaitu 
LabelImg. Pemberian label juga dimaksudkan untuk meningkatkan akurasi 
sistem yang dibuat. Contoh menggunakan aplikasi LabelImg terdapat pada 
Gambar 3.3. 
 
Gambar 3.8 Proses labeling menggunakan LabelImg 
 
3.2.2. Data Sekunder 
Sedangkan pada data sekunder, peneliti menggunakan dataset 
PascalVOC2007. Dataset tersebut didapat dengan cara mengunduh pada laman 
Pascal VOC (http://host.robots.ox.ac.uk/pascal/VOC/voc2007/index.html, 2020). 
Pada dataset PascalVOC2007 terdapat 20 kelas objek citra yang dapat digunakan. 
Tetapi pada penelitian ini, peneliti hanya menggunakan 3 kelas objek yang sesuai 
dengan variabel yang diamati pada penelitian, yaitu: kelas mobil, kelas motor, dan 
kelas manusia. 
Dataset PascalVOC2007 berupa citra dengan format “.jpg” dan file anotasi 
dengan format “.xml”. Semua dataset sekunder tersebut nantinya digunakan 
sebagai inputan data training. 
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3.3. Analisis Kebutuhan Sistem 
Tujuan dari analisis kebutuhan sistem ini sebagai identifikasi kebutuhan apa 
saja yang diperlukan atau digunakan untuk membantu kelancaran penelitian yang 
meliputi perangkat lunak (software) dan perangkat keras (hardware). Berikut 
merupakan perangkat lunak dan perangkat keras yang digunakan. 
3.3.1. Perangkat Lunak (Software) 
Perangkat lunak yang digunakan untuk membangun sistem ini antara lain:  
1. Sistem Operasi Windows 10 
2. Notepad++ 
3. Google Colab (mirip jupyter notebook) 
4. Online diagram maker (drawio) 
 
3.3.2. Perangkat Keras (Hardware) 
Hardware (Perangkat keras) yang digunakan untuk membangun sistem ini 
yaitu laptop Thinkpad T460 dan smartphone Redmi 6A. 
3.4. Desain Sistem 
Sebelum sebuah sistem dibangun, perlu adanya desain untuk sebagai gambaran 




Gambar 3.9 Desain Sistem 
3.4.1. Input 
3.4.1.1. Dataset Training 
Dataset training yang digunakan adalah setengah dari data primer dan 
seluruhnya dari data sekunder. Kemudian data training ini dijadikan input pada 
pelatihan metode Faster R-CNN. 
a. Simpan dataframe dari file xml 
Pada dataset Pascal VOC, format labeling berupa file xml. File dengan 
format xml tersebut berisi informasi seperti berikut. 
Anotasi 1 anotasi file xml 
1. <annotation>   
2.     <filename>vid20092.jpg</filename>   
3.     <size>   
4.         <width>1920</width>   
5.         <height>1080</height>   
6.         <depth>3</depth>   
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7.     </size>   
8.     <object>   
9.         <name>mobil</name>   
10.         <bndbox>   
11.             <xmin>819</xmin>   
12.             <ymin>379</ymin>   
13.             <xmax>1183</xmax>   
14.             <ymax>674</ymax>   
15.         </bndbox>   
16.     </object>   
17.     <object>   
18.         <name>motor</name>   
19.         <bndbox>   
20.             <xmin>644</xmin>   
21.             <ymin>495</ymin>   
22.             <xmax>781</xmax>   
23.             <ymax>623</ymax>   
24.         </bndbox>   
25.     </object>   
26. </annotation>  
 
Pada Anotasi 1 dilihat bahwa file xml tersebut memuat berbagai informasi, 
diantaranya: filename, size, object, name, xmin, ymin, xmax, ymax. Dari informasi 
tersebut dapat dijadikan sebagai groundtruth. 
Dari Anotasi tersebut terdapat variabel tag yang berisi informasi yang 
dijadikan sebagai groundtruth. Berikut penjelasan tentang tag tersebut. 
1. filename, merupakan tag yang berisi informasi nama file. 
2. size, merupakan tag yang berisi informasi ukuran dari citra. 
3. name, merupakan tag yang berisi informasi nama objek anotasi. 
4. xmin, merupakan tag yang berisi informasi koordinat pixel x 
minimum. 




6. xmax, merupakan tag yang berisi informasi koordinat pixel x 
maksimum. 
7. ymax, merupakan tag yang berisi informasi koordinat pixel y 
maksimum. 
 
Gambar 3.10 Bounding Box dari file anotasi 
Pada Gambar 3.10 divisualisasikan penerapan boundingbox dari file xml 
yang didapat. Untuk memudahkan dalam membaca dan mengolah informasi yang 
dibutuhkan, semua file xml dirubah ke dalam format csv. 
b. Simpan dataframe ke format csv 
File csv berbentuk tabel dengan nama kolom diambil dari informasi yang 
ada pada file xml. Berikut pseudocode pengambilan informasi dari file xml dan 
disimpan ke format csv. 
Algoritma 4 Pseudocode simpan dataframe ke csv 
df_anno:TUPLE 
FOR fnm IN listdir of dir_anno IN os THEN 
        parse of (os.path.join(dir_anno, fnm)) IN ET ß tree 
        extract_single_xml_file of tree ß row 
        split of (".")[0] IN fnm ß row["fileID"] 
        append of row IN df_anno 
DataFrame of df_anno IN pd ß df_anno 
max of df_anno["Nobj"] IN np ß maxNobj 
"/content/drive/My Drive/Colab Notebooks" ß dir_preprocessed 




3.4.1.2. Data Testing 
Data testing yang digunakan merupakan data yang telah dipersiapkan 
sebelumnya. Data testing yang digunakan adalah setengah dari data primer. 
Kemudian data testing ini dijadikan input pada pengujian model R-CNN 
3.4.2. Proses  
3.4.2.1. Pemodelan Faster R-CNN 
Pada poses ini peneliti membangun sistem deteksi menggunakan metode 
Faster R-CNN yang dilakukan modifikasi dari metode original dari Faster R-CNN. 
Untuk membedakan Faster R-CNN yang diusulkan dengan Faster R-CNN yang 
original, peneliti memberi warna biru pada bagian tersebut. Pada penelitian (Ren et 
al., 2015), Faster R-CNN menggunakan VGG16 sebagai arsitektur dasarnya dan 
menggunakan NMS tradisional, sedangkan pada penelitian ini penulis 
mengusulkan menggunakan arsitektur dasar MobileNet dengan SoftNMS. 
 





1) Base Network 
Faster R-CNN yang asli menggunakan VGG16 sebagai jaringan dasar 
CNN. Penelitian yang dilakukan oleh (Howard et al., 2017) membuktikan 
bahwa sekitar 80% dari waktu penerusan dihabiskan di jaringan dasar sehingga 
menggunakan jaringan dasar yang lebih cepat dapat sangat meningkatkan 
kecepatan seluruh kerangka kerja. Arsitektur MobileNet adalah jaringan 
efisien yang membagi konvolusi menjadi konvolusi 3 × 3 kedalaman dan 
konvolusi titik 1 × 1, secara efektif mengurangi biaya komputasi dan jumlah 
parameter. Tabel 3.1 menunjukkan perbandingan MobileNet dan VGG-16 
pada ImageNet. Seperti yang ditunjukkan, MobileNet hampir seakurat VGG-
16 sementara 32 kali lebih kecil dan 27 kali lebih sedikit komputasi intensif.  
Tabel 3.1 Perbandingan MobileNet dengan VGG16 (Howard et al., 2017) 
Model Akurasi ImageNet (%) Parameter (juta) 
MobileNet 70,6 4,2 
VGG16 71,5 138 
 
Dengan tujuan pendeteksian kendaraan secara real-time dalam adegan lalu 
lintas, arsitektur MobileNet digunakan sebagai jaringan dasar dalam penelitian 
ini. MobileNet memperkenalkan dua parameter yang dapat digunakan untuk 
menyesuaikan agar sesuai dengan trade-off sumber daya/akurasi, termasuk 
width multiplier dan resolution multiplier. Width multiplier memungkinkan 
kita untuk menipiskan jaringan, sedangkan resolution multiplier mengubah 
dimensi input gambar, sehingga mengurangi representasi internal di setiap 
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lapisan. Dalam studi ini, MobileNet diadopsi untuk membangun lapisan 
konvolusi dasar di Faster R-CNN daripada VGG-16 dalam kerangka asli untuk 
deteksi kendaraan cepat. Karena makalah ini hanya menggunakan lapisan 
konvolusi dalam arsitektur MobileNet, ukuran gambar input tidak harus 
diperbaiki. Misalkan ukuran gambar input adalah 224 × 224 × 3, arsitektur 
jaringan dasar didefinisikan, seperti yang ditunjukkan pada Gambar 3.12. 
 
Gambar 3.12 Arsitektur MobileNet 
Pada tabel 2, “Conv” diartikan sebagai standar dari convolution, sedangkan 
“Conv dw” diartikan sebagai depthwise separable convolution. Pada tabel tersebut, 
stride disimbolkan sebagai “s”, “s1” diartikan sebagai stride dengan ukuran 1x1, 
sedangkan “s2” sebagai stride dengan ukuran 2x2. 
Konvolusi separable depthwise terdiri dari dua lapisan: konvolusi depthwise 
dan konvolusi pointwise. Konvolusi Depthwise digunakan untuk menerapkan filter 
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tunggal per setiap saluran input, sedangkan konvolusi pointwise, konvolusi 1 × 1 
sederhana, digunakan untuk membuat kombinasi linier dari output lapisan 
depthwise. Arsitektur MobileNet menggunakan norma batch dan nonlinier ReLU 
untuk kedua lapisan. Pengurangan komputasi sebanding dengan jumlah saluran 
feature map keluaran dan kuadrat ukuran kernel.  
2) Region Proposal Network 
RPN pertama-tama menghasilkan satu set anchor boxes dari peta fitur 
konvolusi yang dihasilkan oleh base network. Anchor dipusatkan di sliding window 
dan dikaitkan dengan skala dan rasio aspek. Untuk pertukaran antara penarikan dan 
kecepatan pemrosesan, tiga skala anchor box, yaitu 128, 256, dan 512 dan tiga rasio 
anchor box 1:1, 1:2, dan 2:1 digunakan untuk setiap anchor dalam penelitian ini, 
menghasilkan 9 anchor pada setiap posisi geser. 
 
Gambar 3.13 Anchor pada sliding window 
 RPN kemudian mengambil semua anchor box dan mengeluarkan dua keluaran 
berbeda untuk masing-masing anchor. Yang pertama adalah skor objektivitas, yang 
berarti probabilitas bahwa anchor adalah objek. Output kedua adalah regresi 
bounding box untuk menyesuaikan anchor agar lebih sesuai dengan objek. 
Menggunakan koordinat proposal akhir dan skor objektivitasnya, kumpulan 
proposal yang baik untuk kendaraan dibuat. Karena anchor biasanya tumpang 
tindih, proposal akhirnya juga tumpang tindih pada objek yang sama. Algoritma 
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SoftNMS digunakan untuk mengatasi masalah duplikasi proposal. Di sebagian 
besar deteksi objek, termasuk Faster R-CNN, algoritma NMS digunakan untuk 
menghapus proposal duplikat. NMS tradisional menghapus proposal lain yang 
memiliki tumpang tindih lebih dari ambang batas yang telah ditentukan dengan 
proposal pemenang. Karena terdapat occlusion yaitu objek tertutup oleh objek di 
depannya, algoritma NMS tradisional dapat menghapus proposal positif secara 
tidak sengaja. Untuk mengatasi masalah NMS dengan kendaraan yang tertutupi, 
penelitian ini menggunakan algoritma softNMS. Dengan soft-NMS, proposal objek 
yang tertutupi objek lain akan dideteksi dengan baik.  
 
Gambar 3.14 Flowchart SoftNMS (Bodla et al., 2017) 
Pada rumus !"# = {!&, !(, !), … , !#} menunjukkan proposal awal set output 
dari lapisan object proposal, di mana proposal diurutkan berdasarkan skor 
objektifitasnya. Proposal !" merupakan proposal lain yang memiliki overlap lebih 
dari nilai yang telah ditentukan threshold T dengan proposal !" disebut proposal 
tetangga. Dalam penelitian ini, threshold proposal tetangga T diisi dengan nilai 0,5 
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dengan cross-validation. Kemudian ," menunjukkan skor objektifitas !", yang 
merupakan nilai maksimum dalam vektor skor klasifikasi !". Untuk proposal yang 
ditetapkan, proposal dengan skor objektifitas tertinggi disebut proposal pemenang. 
Biarkan !" menjadi proposal pemenang dan !- menjadi proposal tetangga !". Skor 
objektifitas terupdate !- (dilambangkan dengan ,-
.) dihitung dengan rumus berikut: 
 ,-
. = ,"(1 − 234,34) (3.1) 
 
Di mana 234,34 menunjukkan intersection of union (IoU) antara proposal !" dan 







3) RoI Pooling 
Di sebagian besar algoritma deteksi objek dua tahap, seperti Fast R-CNN, 
Faster R-CNN, dan sebagainya, lapisan RoI pooling digunakan untuk 
menyesuaikan ukuran proposal ke ukuran tetap. Lapisan pooling RoI menggunakan 
max pooling untuk mengonversi fitur di dalam wilayah minat yang valid menjadi 
peta fitur kecil dengan tingkat spasial tetap H × W. RoI max pooling bekerja dengan 
membagi proposal RoI h × w menjadi grid subwindows H × W ukuran perkiraan 
(h/H) × (w/W), dan kemudian mengumpulkan nilai-nilai di setiap subwindow ke 
dalam sel grid keluaran yang sesuai. Jika proposal lebih kecil dari H × W, itu akan 
diperbesar menjadi H × W dengan menambahkan nilai yang direplikasi untuk 
mengisi ruang baru. Penggabungan RoI menghindari komputasi lapisan konvolusi 
berulang kali, sehingga dapat mempercepat waktu kereta dan pengujian secara 
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signifikan. Namun, menambahkan nilai yang direplikasi ke proposal kecil tidak 
tepat, terutama dengan kendaraan kecil, karena dapat merusak struktur asli 
kendaraan kecil. Selain itu, menambahkan nilai yang direplikasi untuk proposal 
kecil akan menyebabkan representasi yang tidak akurat dalam propagasi maju dan 
akumulasi kesalahan dalam propagasi mundur selama proses pelatihan. Dengan 
demikian, kinerja pendeteksian kendaraan kecil akan berkurang. Untuk 
menyesuaikan ukuran proposal ke ukuran tetap tanpa merusak struktur asli 
kendaraan kecil dan meningkatkan kinerja pendekatan yang diusulkan untuk 
mendeteksi kendaraan kecil. 
4) Classifier 
 Pengklasifikasi adalah tahap akhir dalam kerangka yang diusulkan. 
Setelah mengekstrak fitur untuk setiap proposal melalui penyatuan RoI yang sadar 
konteks, fitur ini digunakan untuk klasifikasi. Pengklasifikasi memiliki dua tujuan 
yang berbeda: mengklasifikasikan proposal ke dalam kelas pengguna jalan dan latar 
belakang dan menyesuaikan bounding box untuk setiap kendaraan yang terdeteksi 






Gambar 3.15 Arsitektur klasifikasi 
 Dengan menggunakan struktur konvolusi yang dapat dipisahkan secara 
mendalam dalam arsitektur MobileNet untuk membangun pengklasifikasi. 
Pengklasifikasi memiliki dua lapisan yang terhubung penuh (FC), lapisan 
klasifikasi kotak dan lapisan regresi kotak. Lapisan FC pertama dimasukkan ke 
dalam lapisan softmax untuk menghitung probabilitas kepercayaan menjadi 
kendaraan dan latar belakang. Lapisan FC kedua dengan fungsi aktivasi linier 
meregresi bounding box kendaraan yang terdeteksi. Semua lapisan convolutional 
diikuti oleh lapisan normalisasi batch dan lapisan ReLU. Fungsi loss dan 
parameterisasi koordinat untuk regresi bounding box sama seperti pada metode 
Faster R-CNN original. Fungsi kerugian RPN dan fungsi kerugian pengklasifikasi 
memiliki bentuk yang sama tetapi dioptimalkan secara terpisah. 
3.4.2.2. Training dengan Faster R-CNN 
 Untuk mengidentifikasi objek pada citra, diperlukan proses training 
terlebih dahulu. Pada proses training ini algoritma dilatih dengan sejumlah data 
latih. Pada proses pelatihan ini data citra masukan akan melalui proses training 
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dengan menggunakan metode Convolutional Neural Network yang akan 
membentuk suatu model yang nanti akan diuji akurasinya. Tujuan dari pelatihan 
pada algoritma tersebut adalah untuk menemukan fitur atau ciri dari setiap citra 
kemudian dari fitur tersebut mengaktifkan neuron-neuron pada saat klasifikasi. 
3.4.2.3. Testing dengan Faster R-CNN 
Setelah melakukan proses training selanjutnya model yang telah didapatkan 
digunakan untuk proses testing. Data yang digunakan untuk testing memiliki proses 
yang sama dengan proses training yaitu melewati proses ekstraksi menggunakan 
region proposal. Pada proses testing, model yang digunakan adalah model yang 
sebelumnya didapatkan pada saat melakukan training. Proses testing ini dilakukan 
dengan cara mengujikan objek yang telah diekstraksi menggunakan region 
proposal. Hasil dari proses testing ini adalah sebuah bounding box pada objek yang 
di prediksi dan diukur akurasinya. Kemudian untuk mengukur akurasi dilakukan 





	× 	100% (3.3) 
Plotting dari hasil deteksi dapat dilihat pada Gambar 4.26. 
 




Dari semua hasil prediksi dikumpulkan dalam bentuk array list dan 
dilakukan proses confusion matrix. Confusion matrix dari hasil data testing 
divisualkan pada Gambar 4.19. Terdapat 3 index yang mewakili kelas objek yang 
kita amati. Indek 0 mewakili kelas mobil, indek 1 mewakili kelas motor, dan indek 
2 mewakili kelas manusia. 
Tabel 3.2 Confusion Matrix proses testing 
 Predict Class 
Mobil Motor Manusia 
Actual 
Class 
Mobil 224 5 35 
Motor 4 70 18 
Manusia 13 9 613 
 
Dari sejumlah 991 data, menunjukkan hasil yang baik pada kelas mobil dan 
kelas manusia, sedangkan pada kelas motor menunjukkan hasil yang baik. Pada 
kelas mobil, dari 264 citra yang diuji, terdapat 224 citra yang diprediksi benar, 5 
citra diprediksi sebagai motor, dan 35 citra diprediksi sebagai manusia. Kemudian 
pada kelas motor, dari 92 citra yang diuji, terdapat 70 citra yang diprediksi benar, 
4 citra diprediksi sebagai mobil, dan 18 citra diprediksi sebagai manusia. 
Selanjutnya pada kelas manusia, dari 635 citra yang diuji, tedapat 613 citra yang 
diprediksi benar, 13 citra diprediksi sebagai mobil, dan 9 citra diprediksi sebagai 
motor. 
Dapat dilihat pada Gambar 4.33, hasil akurasi sebesar 92%. Selain 
menggunakan library yang tersedia dapat juga dilakukan penghitungan akurasi 
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224 + 70 + 613
991
× 	100	%  
   
 <=>76?@ = 91,52	%	  
 
3.4.3. Output 
3.4.3.1. Model dan Bobot 
 Model dan bobot yang dimaksud di sini merupakan hasil dari proses 
training data dengan berupa model CNN yang disimpan berupa file. Model ini 
nantinya akan digunakan untuk proses testing. 
3.4.3.2. Hasil Deteksi dan Akurasi 
Hasil dari deteksi ini adalah berupa bounding box dan label yang sesuai dengan 
nama objek yang diklasifikasi serta akurasi dari objek yang dideteksi 
3.5. Pengujian Sistem 
Pada tahap pengujian sistem dilakukan 2 tahap pengujian, yaitu pengujian 
akurasi dan pengujian kecepatan. Pada pengujian akurasi, menggunakan nilai 
parameter epoch dan learning rate yang berbeda. Sebagai perbandingannya 
pengujian sistem ini menggunakan jumlah epoch 50, 100, 150, 200, dan 250. 
Sedangkan nilai dari learning rate yaitu: 0,1, 0,01, 0,001, 0,0001.Sedangkan pada 
pengujian kecepatan, menggunakan ukuran citra 1920x1080 pixel, 1152x648 pixel, 




UJI COBA DAN PEMBAHASAN 
4.1. Skenario Uji Coba 
Pada sub bab ini peneliti menjelaskan langkah apa saja dalam melakukan uji 
coba deteksi pengguna jalan berbasis citra pada studi kasus daerah Kota Malang, 
diantaranya:  
a. Proses Pembuatan Dataset, pada tahap pembuatan dataset ini dilakukan 
pengumpulan data dan pelabelan. Kemudian setelah data berupa citra yang 
sudah diberi label diubah anotasinya yang awalnya file xml menjadi file csv. 
b. Proses pelatihan, pada tahap ini dilakukan pelatihan dari dataset training 
yang telah disiapkan sebelumnya untuk dilatih menggunakan metode Faster 
R-CNN yang diperbarui. Ada 20 model yang akan dilakukan training 
dengan parameter learning yang berbeda. Setelah dilakukan pelatihan 
didapatkan model Faster R-CNN yang nantinya digunakan untuk mengukur 
seberapa bagus metode tersebut.  
c. Proses pengujian akurasi, pada tahap ini model yang didapat dari hasil 
pelatihan dilakukan pengujian akurasi menggunakan dataset testing. 
Pengujian model yang didapat tersebut memiliki parameter learning rate 
dan epoch yang bervariasi. Berikut merupakan variasi dari model 1 sampai 
dengan model 20. 
Tabel 4.1 Variasi learning rate dan epoch pengujian akurasi 
Model Epoch Learning Rate  Model Epoch Learning Rate 
1 50 0,1  11 150 0,001 
2 50 0,01  12 150 0,0001 
3 50 0,001  13 200 0,1 
4 50 0,0001  14 200 0,01 
5 100 0,1  15 200 0,001 
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6 100 0,01  16 200 0,0001 
7 100 0,001  17 250 0,1 
8 100 0,0001  18 250 0,01 
9 150 0,1  19 250 0,001 
10 150 0,001  20 250 0,0001 
 
d. Proses pengujian kecepatan, pada tahap ini model yang memiliki akurasi 
tertinggi diambil untuk diukur kecepatannya. Pengukuran tersebut dengan 
menggunakan 3 variasi ukuran citra untuk mengetahui pengaruh dari ukuran 
citra terhadap kecepatan deteksi. Citra tersebut didapat dari pengambilan 
frame pada video. Jumlah citra yang digunakan pada pengujian kecepatan 
ini sebanyak 100 citra pada setiap pengujian. Ukuran frame tersebut adalah 
1920x1080 pixel. Dari ukuran original tersebut, dikecilkan ukurannya 
sebesar 60% menjadi 1152x648 pixel untuk dijadikan pengukuran ke-2. 
Pada pengukuran ke-3 ukuran original dikecilkan sebesar 30% menjadi 
576x324 pixel. 
Tabel 4.2 Tabel pengukuran kecepatan 





4.2. Hasil Uji Coba 
4.2.1. Akurasi 
Uji coba pada sistem ini dilakukan dengan skema pengujian yang telah 
dijelaskan untuk mengetahui akurasi dari masing-masing model. Berikut hasil 










Mobil Motor Manusia 
1 Mobil - - ✓ Tidak Sesuai 
2 Mobil - - ✓ Tidak Sesuai 
3 Mobil - - ✓ Tidak Sesuai 
4 Mobil - - ✓ Tidak Sesuai 
5 Mobil - - ✓ Tidak Sesuai 
… … … … 
503 Manusia - - ✓ Sesuai 
504 Manusia - - ✓ Sesuai 
505 Manusia - - ✓ Sesuai 
506 Manusia - - ✓ Sesuai 
507 Manusia - - ✓ Sesuai 
Jumlah 0 0 507  
 
Tabel 4.4 Confussion Matrix Model 1 (epoch 50, learning rate 0,1 ) 
 
Prediksi 
Mobil Motor Manusia 
Aktual 
Mobil 0 0 134 
Motor 0 0 54 
Manusia 0 0 319 
 
Perhitungan akurasinya untuk model 1 adalah : 
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Mobil Motor Manusia 
1 Mobil - - ✓ Tidak Sesuai 
2 Mobil - - ✓ Tidak Sesuai 
3 Mobil - - ✓ Tidak Sesuai 
4 Mobil - - ✓ Tidak Sesuai 
5 Mobil - - ✓ Tidak Sesuai 
… … … … 
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503 Manusia - - ✓ Sesuai 
504 Manusia - - ✓ Sesuai 
505 Manusia - - ✓ Sesuai 
506 Manusia - - ✓ Sesuai 
507 Manusia - - ✓ Sesuai 
Jumlah 0 0 507  
 
Tabel 4.6 Confussion Matrix Model 2 (epoch 50, learning rate 0,01 ) 
 Prediksi 
Mobil Motor Manusia 
Aktual 
Mobil 0 0 134 
Motor 0 0 54 
Manusia 0 0 319 
 
Perhitungan akurasinya untuk model 2 adalah : 
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Mobil Motor Manusia 
1 Mobil ✓ - - Sesuai 
2 Mobil ✓ - - Sesuai 
3 Mobil ✓ - - Sesuai 
4 Mobil ✓ - - Sesuai 
5 Mobil ✓ - - Sesuai 
… … … … 
503 Manusia ✓ - - Tidak Sesuai 
504 Manusia ✓ - - Tidak Sesuai 
505 Manusia - - ✓ Sesuai 
506 Manusia - - ✓ Sesuai 
507 Manusia - - ✓ Sesuai 




Tabel 4.8 Confussion Matrix Model 3 (epoch 50, learning rate 0,001) 
 Prediksi 
Mobil Motor Manusia 
Aktual 
Mobil 126 2 6 
Motor 1 48 5 
Manusia 5 7 307 
 
Perhitungan akurasi untuk model 3 adalah : 
 
<=>76?@	 =












Mobil Motor Manusia 
1 Mobil ✓ - - Sesuai 
2 Mobil ✓ - - Sesuai 
3 Mobil ✓ - - Sesuai 
4 Mobil ✓ - - Sesuai 
5 Mobil ✓ - - Sesuai 
… … … … 
503 Manusia - - ✓ Sesuai 
504 Manusia - - ✓ Sesuai 
505 Manusia - - ✓ Sesuai 
506 Manusia - - ✓ Sesuai 
507 Manusia - - ✓ Sesuai 
Jumlah 144 62 309  
 
Tabel 4.10 Confussion Matrix Model 4 (epoch 50, learning rate 0,0001) 
 Prediksi 
Mobil Motor Manusia 
Aktual 
Mobil 117 4 13 
Motor 5 45 4 




Perhitungan akurasi untuk model 4 adalah : 
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Mobil Motor Manusia 
1 Mobil - - ✓ Tidak Sesuai 
2 Mobil - - ✓ Tidak Sesuai 
3 Mobil - - ✓ Tidak Sesuai 
4 Mobil - - ✓ Tidak Sesuai 
5 Mobil - - ✓ Tidak Sesuai 
… … … … 
503 Manusia - - ✓ Sesuai 
504 Manusia - - ✓ Sesuai 
505 Manusia - - ✓ Sesuai 
506 Manusia - - ✓ Sesuai 
507 Manusia - - ✓ Sesuai 
Jumlah 0 0 507  
 
Tabel 4.12 Confussion Matrix Model 5 (epoch 100, learning rate 0,1) 
 Prediksi 
Mobil Motor Manusia 
Aktual 
Mobil 0 0 139 
Motor 0 0 54 
Manusia 0 0 319 
 
Perhitungan akurasi untuk model 5 adalah : 
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Mobil Motor Manusia 
1 Mobil - - ✓ Tidak Sesuai 
2 Mobil - - ✓ Tidak Sesuai 
3 Mobil - - ✓ Tidak Sesuai 
4 Mobil - - ✓ Tidak Sesuai 
5 Mobil - - ✓ Tidak Sesuai 
… … … … 
503 Manusia - - ✓ Sesuai 
504 Manusia - - ✓ Sesuai 
505 Manusia - - ✓ Sesuai 
506 Manusia - - ✓ Sesuai 
507 Manusia - - ✓ Sesuai 
Jumlah 0 0 507  
 
Tabel 4.14 Confussion Matrix Model 6 (epoch 100, learning rate 0,01) 
 Prediksi 
Mobil Motor Manusia 
Aktual 
Mobil 0 0 139 
Motor 0 0 54 
Manusia 0 0 319 
 
Perhitungan akurasi pada model 6 adalah : 
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Mobil Motor Manusia 
1 Mobil ✓ - - Sesuai 
2 Mobil ✓ - - Sesuai 
3 Mobil ✓ - - Sesuai 
4 Mobil ✓ - - Sesuai 
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5 Mobil - ✓ - Tidak Sesuai 
… … … … 
503 Manusia - - ✓ Sesuai 
504 Manusia - - ✓ Sesuai 
505 Manusia - - ✓ Sesuai 
506 Manusia - - ✓ Sesuai 
507 Manusia - - ✓ Sesuai 
Jumlah 131 53 323  
 
Tabel 4.16 Confussion Matrix Model 7 (epoch 100, learning rate 0,001) 
 Prediksi 
Mobil Motor Manusia 
Aktual 
Mobil 125 2 7 
Motor 1 49 4 
Manusia 5 2 312 
 
Perhitungan akurasi pada model 7 adalah : 
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Mobil Motor Manusia 
1 Mobil ✓ - - Sesuai 
2 Mobil ✓ - - Sesuai 
3 Mobil ✓ - - Sesuai 
4 Mobil - - ✓ Tidak Sesuai 
5 Mobil - - ✓ Tidak Sesuai 
… … … … 
503 Manusia ✓ - - Tidak Sesuai 
504 Manusia - - ✓ Sesuai 
505 Manusia - - ✓ Sesuai 
506 Manusia - - ✓ Sesuai 
507 Manusia - - ✓ Sesuai 




Tabel 4.16 Confussion Matrix Model 8 (epoch 100, learning rate 0,0001) 
 Prediksi 
Mobil Motor Manusia 
Aktual 
Mobil 129 0 5 
Motor 1 45 8 
Manusia 7 0 312 
 
Perhitungan akurasi pada model 8 adalah : 
 
<=>76?@	 =












Mobil Motor Manusia 
1 Mobil - - ✓ Tidak Sesuai 
2 Mobil - - ✓ Tidak Sesuai 
3 Mobil - - ✓ Tidak Sesuai 
4 Mobil - - ✓ Tidak Sesuai 
5 Mobil - - ✓ Tidak Sesuai 
… … … … 
503 Manusia - - ✓ Sesuai 
504 Manusia - - ✓ Sesuai 
505 Manusia - - ✓ Sesuai 
506 Manusia - - ✓ Sesuai 
507 Manusia - - ✓ Sesuai 
Jumlah 0 0 507  
 
Tabel 4.19 Confussion Matrix Model 9 (epoch 150, learning rate 0,1) 
 Prediksi 
Mobil Motor Manusia 
Aktual 
Mobil 0 0 139 
Motor 0 0 54 




Perhitungan akurasi model 9 adalah : 
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Mobil Motor Manusia 
1 Mobil - - ✓ Tidak Sesuai 
2 Mobil - - ✓ Tidak Sesuai 
3 Mobil - - ✓ Tidak Sesuai 
4 Mobil - - ✓ Tidak Sesuai 
5 Mobil - - ✓ Tidak Sesuai 
… … … … 
503 Manusia - - ✓ Sesuai 
504 Manusia - - ✓ Sesuai 
505 Manusia - - ✓ Sesuai 
506 Manusia - - ✓ Sesuai 
507 Manusia - - ✓ Sesuai 
Jumlah 0 0 507  
 
Tabel 4.21 Confussion Matrix Model 10 (epoch 150, learning rate 0,01) 
 Prediksi 
Mobil Motor Manusia 
Aktual 
Mobil 0 0 139 
Motor 0 0 54 
Manusia 0 0 319 
 
Perhitungan akurasi model 10 adalah : 
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Mobil Motor Manusia 
1 Mobil ✓ - - Sesuai 
2 Mobil ✓ - - Sesuai 
3 Mobil ✓ - - Sesuai 
4 Mobil ✓ - - Sesuai 
5 Mobil ✓ - - Sesuai 
… … … … 
503 Manusia - - ✓ Sesuai 
504 Manusia - - ✓ Sesuai 
505 Manusia - - ✓ Sesuai 
506 Manusia - - ✓ Sesuai 
507 Manusia - - ✓ Sesuai 
Jumlah 123 47 337  
 
Tabel 4.23 Confussion Matrix Model 11 (epoch 150, learning rate 0,001) 
 Prediksi 
Mobil Motor Manusia 
Aktual 
Mobil 118 1 15 
Motor 3 44 7 
Manusia 2 2 315 
 
Perhitungan akurasi model 11 adalah : 
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Mobil Motor Manusia 
1 Mobil ✓ - - Sesuai 
2 Mobil ✓ - - Sesuai 
3 Mobil ✓ - - Sesuai 
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4 Mobil ✓ - - Sesuai 
5 Mobil ✓ - - Sesuai 
… … … … 
503 Manusia - - ✓ Sesuai 
504 Manusia - - ✓ Sesuai 
505 Manusia - - ✓ Sesuai 
506 Manusia - - ✓ Sesuai 
507 Manusia - - ✓ Sesuai 
Jumlah 129 53 325  
 
Tabel 4.25 Confussion Matrix Model 12 (epoch 150, learning rate 0,0001) 
 Prediksi 
Mobil Motor Manusia 
Aktual 
Mobil 125 1 8 
Motor 1 47 6 
Manusia 3 5 311 
 
Perhitungan akurasi model 12 adalah : 
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Mobil Motor Manusia 
1 Mobil - - ✓ Tidak Sesuai 
2 Mobil - - ✓ Tidak Sesuai 
3 Mobil - - ✓ Tidak Sesuai 
4 Mobil - - ✓ Tidak Sesuai 
5 Mobil - - ✓ Tidak Sesuai 
… … … … 
503 Manusia - - ✓ Sesuai 
504 Manusia - - ✓ Sesuai 
505 Manusia - - ✓ Sesuai 
506 Manusia - - ✓ Sesuai 
507 Manusia - - ✓ Sesuai 
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Jumlah 0 0 507  
 
Tabel 4.27 Confussion Matrix Model 13 (epoch 200, learning rate 0,1) 
 Prediksi 
Mobil Motor Manusia 
Aktual 
Mobil 0 0 139 
Motor 0 0 54 
Manusia 0 0 319 
 
Perhitungan akurasi model 13 adalah : 
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Mobil Motor Manusia 
1 Mobil - - ✓ Tidak Sesuai 
2 Mobil - - ✓ Tidak Sesuai 
3 Mobil - - ✓ Tidak Sesuai 
4 Mobil - - ✓ Tidak Sesuai 
5 Mobil - - ✓ Tidak Sesuai 
… … … … 
503 Manusia - - ✓ Sesuai 
504 Manusia - - ✓ Sesuai 
505 Manusia - - ✓ Sesuai 
506 Manusia - - ✓ Sesuai 
507 Manusia - - ✓ Sesuai 
Jumlah 0 0 507  
 
Tabel 4.29 Confussion Matrix Model 14 (epoch 200, learning rate 0,01) 
 Prediksi 
Mobil Motor Manusia 
Aktual 
Mobil 0 0 139 
Motor 0 0 54 
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Manusia 0 0 319 
 
Perhitungan akurasi model 14 adalah : 
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Mobil Motor Manusia 
1 Mobil ✓ - - Sesuai 
2 Mobil ✓ - - Sesuai 
3 Mobil ✓ - - Sesuai 
4 Mobil ✓ - - Sesuai 
5 Mobil ✓ - - Sesuai 
… … … … 
503 Manusia - - ✓ Sesuai 
504 Manusia - - ✓ Sesuai 
505 Manusia - - ✓ Sesuai 
506 Manusia - - ✓ Sesuai 
507 Manusia - - ✓ Sesuai 
Jumlah 138 48 321  
 
Tabel 4.31 Confussion Matrix Model 15 (epoch 200, learning rate 0,001 ) 
 Prediksi 
Mobil Motor Manusia 
Aktual 
Mobil 132 0 2 
Motor 2 46 6 
Manusia 4 2 313 
 
Perhitungan akurasi model 15 adalah : 
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Mobil Motor Manusia 
1 Mobil ✓ - - Sesuai 
2 Mobil ✓ - - Sesuai 
3 Mobil ✓ - - Sesuai 
4 Mobil ✓ - - Sesuai 
5 Mobil ✓ - - Sesuai 
… … … … 
503 Manusia - - ✓ Sesuai 
504 Manusia - - ✓ Sesuai 
505 Manusia - - ✓ Sesuai 
506 Manusia - - ✓ Sesuai 
507 Manusia - - ✓ Sesuai 
Jumlah 125 49 333  
 
Tabel 4.33 Confussion Matrix Model 16 (epoch 200, learning rate 0,0001 ) 
 Prediksi 
Mobil Motor Manusia 
Aktual 
Mobil 124 2 8 
Motor 0 46 8 
Manusia 1 1 317 
 
Perhitungan akurasi model 16 adalah : 
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Mobil Motor Manusia 
1 Mobil - - ✓ Tidak Sesuai 
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2 Mobil - - ✓ Tidak Sesuai 
3 Mobil - - ✓ Tidak Sesuai 
4 Mobil - - ✓ Tidak Sesuai 
5 Mobil - - ✓ Tidak Sesuai 
… … … … 
503 Manusia - - ✓ Sesuai 
504 Manusia - - ✓ Sesuai 
505 Manusia - - ✓ Sesuai 
506 Manusia - - ✓ Sesuai 
507 Manusia - - ✓ Sesuai 
Jumlah 0 0 507  
 
Tabel 4.35 Confussion Matrix Model 17 (epoch 250, learning rate 0,1 ) 
 Prediksi 
Mobil Motor Manusia 
Aktual 
Mobil 0 0 139 
Motor 0 0 54 
Manusia 0 0 319 
 
Perhitungan akurasi model 17 adalah : 
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Mobil Motor Manusia 
1 Mobil - - ✓ Tidak Sesuai 
2 Mobil - - ✓ Tidak Sesuai 
3 Mobil - - ✓ Tidak Sesuai 
4 Mobil - - ✓ Tidak Sesuai 
5 Mobil - - ✓ Tidak Sesuai 
… … … … 
503 Manusia - - ✓ Sesuai 
504 Manusia - - ✓ Sesuai 
505 Manusia - - ✓ Sesuai 
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506 Manusia - - ✓ Sesuai 
507 Manusia - - ✓ Sesuai 
Jumlah 0 0 507  
 
Tabel 4.37 Confussion Matrix Model 18 (epoch 250, learning rate 0,01 ) 
 Prediksi 
Mobil Motor Manusia 
Aktual 
Mobil 0 0 139 
Motor 0 0 54 
Manusia 0 0 319 
 
Perhitungan akurasi model 18 adalah : 
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Mobil Motor Manusia 
1 Mobil ✓ - - Sesuai 
2 Mobil ✓ - - Sesuai 
3 Mobil ✓ - - Sesuai 
4 Mobil ✓ - - Sesuai 
5 Mobil ✓ - - Sesuai 
… … … … 
503 Manusia - - ✓ Sesuai 
504 Manusia - - ✓ Sesuai 
505 Manusia - - ✓ Sesuai 
506 Manusia - - ✓ Sesuai 
507 Manusia - - ✓ Sesuai 
Jumlah 135 50 322  
 
Tabel 4.39 Confussion Matrix Model 19 (epoch 250, learning rate 0,001 ) 
 Prediksi 




Mobil 128 2 4 
Motor 2 43 9 
Manusia 5 5 309 
 
Perhitungan akurasi model 19 adalah : 
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Mobil Motor Manusia 
1 Mobil ✓ - - Sesuai 
2 Mobil ✓ - - Sesuai 
3 Mobil ✓ - - Sesuai 
4 Mobil ✓ - - Sesuai 
5 Mobil ✓ - - Sesuai 
… … … … 
503 Manusia - - ✓ Sesuai 
504 Manusia - - ✓ Sesuai 
505 Manusia - - ✓ Sesuai 
506 Manusia - - ✓ Sesuai 
507 Manusia - - ✓ Sesuai 
Jumlah 142 60 311  
 
Tabel 4.41 Confussion Matrix Model 20 (epoch 250, learning rate 0,0001 ) 
 Prediksi 
Mobil Motor Manusia 
Aktual 
Mobil 129 0 5 
Motor 1 50 9 
Manusia 12 10 297 
 











Uji coba kecepatan deteksi dilakukan dengan skema pengujian yang telah 
dijelaskan. Berikut hasil pengujian kecepatan yang didapat. 
Tabel 4.42 Pengujian ke-1 (ukuran citra 1920x1080 pixel) 
No. data Nama file Waktu deteksi (detik) 
1 VID_20210413_105654.mp41098.jpg 0,23 
2 VID_20210413_105654.mp41110.jpg 0,21 
3 VID_20210413_105654.mp41122.jpg 0,23 
4 VID_20210413_105654.mp41338.jpg 0,23 
5 VID_20210413_110256.mp40010.jpg 0,22 
… … … 
96 VID_20210413_110256.mp40521.jpg 0,21 
97 VID_20210413_110256.mp40713.jpg 0,22 
98 VID_20210413_110256.mp40718.jpg 0,23 
99 VID_20210413_110256.mp40749.jpg 0,23 
100 VID_20210413_110256.mp40785.jpg 0,23 
Kecepatan rata-rata 0,22 
 
Tabel 4.43 Pengujian ke-2 (ukuran citra 1152x648 pixel) 
No. data Nama file Waktu deteksi (detik) 
1 VID_20210413_105654.mp41098.jpg 0,22 
2 VID_20210413_105654.mp41110.jpg 0,2 
3 VID_20210413_105654.mp41122.jpg 0,15 
4 VID_20210413_105654.mp41338.jpg 0,21 
5 VID_20210413_110256.mp40010.jpg 0,19 
… … … 
96 VID_20210413_110256.mp40521.jpg 0,15 
97 VID_20210413_110256.mp40713.jpg 0,19 
98 VID_20210413_110256.mp40718.jpg 0,18 
99 VID_20210413_110256.mp40749.jpg 0,15 
100 VID_20210413_110256.mp40785.jpg 0,14 





Tabel 4.44 Pengujian ke-3 (ukuran citra 576x324 pixel) 
No. data Nama file Waktu deteksi (detik) 
1 VID_20210413_105654.mp41098.jpg 0,22 
2 VID_20210413_105654.mp41110.jpg 0,2 
3 VID_20210413_105654.mp41122.jpg 0,17 
4 VID_20210413_105654.mp41338.jpg 0,15 
5 VID_20210413_110256.mp40010.jpg 0,16 
… … … 
96 VID_20210413_110256.mp40521.jpg 0,15 
97 VID_20210413_110256.mp40713.jpg 0,14 
98 VID_20210413_110256.mp40718.jpg 0,15 
99 VID_20210413_110256.mp40749.jpg 0,14 
100 VID_20210413_110256.mp40785.jpg 0,18 
Kecepatan rata-rata 0,16 
 
4.3. Pembahasan 
Berdasarkan hasil dari skenario pengujian akurasi dan pengujian kecepatan 
yang telah dilakukan pada bagian sebelumnya, diketahui bahwa nilai learning rate 
dan epoch berpengaruh terhadap tingkat akurasi deteksi, sedangkan pada kecepatan 
deteksi dipengaruhi oleh ukuran citra. Pada tingkat akurasi, peneliti juga 
memperhatikan penyebab dari tingkat akurasi. Dari hasil pengujian yang telah 
dilakukan, dihasilkan Tabel perbandingan nilai akurasi sebagai berikut. 




Nilai Loss Nilai Akurasi 
1 50 0,1 0,86 62,92% 
2 50 0,01 0,86 62,92% 
3 50 0,001 0,01 94,87% 
4 50 0,0001 0,23 89,55% 
5 100 0,1 0,86 62,92% 
6 100 0,01 0,86 62,92% 
7 100 0,001 0,01 95,86% 
8 100 0,0001 0,02 95,86% 
9 150 0,1 0,86 62,92% 
10 150 0,01 0,86 62,92% 
11 150 0,001 0,06 94,08% 
12 150 0,0001 0,01 95,26% 
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13 200 0,1 0,86 62,92% 
14 200 0,01 0,86 62,92% 
15 200 0,001 0,01 96,84% 
16 200 0,0001 0,01 96,05% 
17 250 0,1 0,86 62,92% 
18 250 0,01 0,86 62,92% 
19 250 0,001 0,01 94,67% 
20 250 0,0001 0,01 93,89% 
 
Dari Tabel 4.41 dilihat bahwa nilai epoch dan nilai learning rate dapat 
mempengaruhi nilai akurasi. Grafik 4.1 dibuat untuk memudahkan pengamatan 
pada pengaruh epoch terhadap akurasi.  
 
Gambar 4.4 Grafik Pengaruh Nilai Epoch terhadap Akurasi 
Pada grafik tersebut diukur akurasinya mulai dari epoch 50, 100, 150, 200, dan 
250 dengan nilai learning rate yang sama yaitu 0,001. Pada grafik tersebut dilihat 
bahwa ada peningkatan akurasi pada epoch 50 dengan akurasi 94,87% dan epoch 
100 dengan 95,86%. Kemudian penurunan terjadi pada epoch 150 dengan akurasi 
94,08%. Selanjutnya naik lagi pada epoch 200 dengan akurasi 96,84%. Terjadi 
















Pemilihan jumlah epoch yang pas pada proses pelatihan menjadi penting 
karena epoch yang sedikit dapat dihasilkan akurasi yang sedikit atau bahkan 
menghasilkan underfitting, begitu juga epoch yang terlalu tinggi akan 
menghasilkan overfitting. Underfitting dan overfitting merupakan kejadian yang 
terjadi pada proses pelatihan semua supervised learning. Maksud dari underfitting 
adalah keadaan pada saat model pelatihan yang dibuat tidak mewakilkan 
keseluruhan data yang digunakan. Sehingga menghasilkan performa yang buruk. 
Sedangkan overfitting kebalikannya, yaitu keadaan dimana model pelatihan yang 
dibuat terlalu baik hasil yang didapatkan. Sehingga apabila dilakukan tes dengan 
menggunakan data yang berbeda dapat mengurangi akurasi (hasil yang dibuat tidak 
sesuai yang diharapkan). (Christian & Griffiths, 2017) 
Sedangkan pengaruh nilai learning rate terhadap akurasi dapat dilihat pada 
Gambar 4.5. Pada grafik tersebut nilai epoch yang digunakan yaitu 150 dan learning 
rate yang diukur akurasinya yaitu 0,1, 0,01, 0,001, 0,0001. 
 
Gambar 4.5 Grafik Pengaruh Learning Rate terhadap Akurasi 
Pada Gambar 4.5 dilihat bahwa grafik menunjukkan persamaan nilai akurasi 
pada learning rate 0,1 dan 0,01 yaitu sebesar 62,92%. Pada learning rate 0,001 














mengalamai kenaikan pada training menjadi 95,26%. Dengan demikian 
memperkecil nilai learning rate dapat meningkatkan akurasi deteksi. Namun, 
dengan mengecilkan nilai learning rate dapat menyebabkan bertambahnya waktu 
yang diperlukan untuk melakukan pelatihan. 
Pada pengukuran kecepatan deteksi, peneliti menggunakan model 15 yang 
memiliki akurasi tertinggi, yaitu sebesar 96,84%. Model tersebut diukur 
kecepatannya dengan 3 langkah pengujian.  
Tabel 4.46 Perbandingan kecepatan deteksi masing-masing ukuran citra 
Pengujian ke- Ukuran citra (pixel) Kecepatan deteksi (detik /citra) 
1 1920x1080 0,22 
2 1152x648 0,18 
3 576x324 0,16 
 
Pengujian ke-1, model diujikan dengan citra berukuran 1920x1080 pixel 
dengan hasil kecepatan rata-rata per citra yaitu 0,22 detik/citra. Pengujian ke-2, 
model diujikan dengan citra berukuran 1152x648 pixel dengan hasil kecepatan rata-
rata per citra yaitu 0,18/citra. Pengujian ke-3, model diujikan dengan citra 
berukuran 576x324 pixel dengan hasil kecepatan rata-rata per citra yaitu 0,16 
detik/citra. 
Berdasarkan hasil skenario pengujian kecepatan tersebut, maka dapat diketahui 
ukuran citra berpengaruh terhadap kecepatan deteksi. Semakin kecil citra yang 
digunakan dalam deteksi semakin cepat pula kecepatannya. Namun, jika ukuran 
citra terlalu kecil juga akan menyulitkan proses deteksi dikarenakan citra yang 
dihasilkan menjadi kurang jelas dan terdapat banyak noise. Pada penelitian ini, 
ukuran citra terkecil yaitu 576x324 pixel cukup jelas jika diamati dan terdeteksi 
meskipun terdapat noise.  
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Kecepatan deteksi dan akurasi yang baik pada penelitian ini dapat dijadikan 
referensi untuk membangun Intelligent Transportation System (ITS) atau sistem 
lalu lintas cerdas yang handal guna terciptanya lalu lintas yang aman dan 
pengendara yang taat pada aturan lalu lintas. Ketaatan pada aturan lalu lintas ini 
selaras dengan firman Allah dalam Al-Qur’an Surah An-Nisa’ ayat 59 yang 
berbunyi: 
ْمُكْنِم ِرَْمْالا ىِلُواَو َلْوُسَّرلا اُوعْیَِطاَوَ ّٰ◊ اُوعْیَِطا آُْونَمٰا َنْیِذَّلا اَھَُّیآٰی  
Artinya : “Hai orang-orang yang beriman, ta’atilah Allah dan ta’atilah Rasul 
(Nya), dan ulil amri di antara kamu.” (Q.S. An-Nisa’ : 59) 
Ibnu Katsir dalam tafsirnya menyebutkan perkataan Ibnu Abbas. Bahwa 
asbabun nuzul dari surah tersebut berkenaan dengan dutusnya Abdullah bin 
Hudzafah bin Qais oleh Rasulullah SAW untuk memimpin suatu pasukan khusus. 
Abdullah memerintahkan pasukannya mengumpulkan kayu bakar dan 
membakarnya. Kemudian ia menyuruh pasukannya untuk memasuki api tersebut. 
Lalu salah seorang pasukan menjawab, “Sesungguhnya jalan keluar dari api ini 
hanya Rasulullah. Jangan tergesa-gesa sebelum menemui Rasulullah. Jika 
Rasulullah memerintahkan kepada kalian untuk memasuki api itu, maka 
masukilah.” Kemudian mereka menghadap Rasulullah untuk menceritakan hal 
tersebut. Rasulullah melarang memasuki api itu dan menegaskan bahwa ketaatan 
hanya dalam kebaikan. 
Salah satu poin dalam surah tersebut yaitu, ketaatan pada ulil amri. Menurut 
Ibnu Abbas, Mujahid, Atha’, Hasan Al Basri dan Abul Aliyah, ulil amri ( رمألا يلوأ ) 
berarti para ulama. Menurut Syaikh Wahbah Az Zuhaili dalam Tafsir Al Munir, ulil 
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amri adalah pemimpin dan para ulama. Sedangkan menurut Ibnu Katsir, ulil amri 
itu bersifat umum baik pemerintah maupun ulama. 
Pada redaksi perintah pada surah tersebut terdapat hal yang menarik, yaitu kata 
athii’uu ( اوعیطأ ) sebagaimana perintah taat pada Rasulullah tidak terdapat pada ulil 
amri yang dimaknai ketaatan kepada ulil amri hanya ketika perintahnya tidak 
bertentangan dengan ketaatan kepada Allah dan Rasul-Nya.  
Ketaatan kepada ulil amri harus dibingkai dengan ketaatan kepada Allah dan 
Rasul-Nya. Tidak boleh taat dalam perkara buruk atau maksiat sesuai dengan sabda 
Nabi Muhammad SAW: 
ِفوُرْعَمْلا ىِفُ ةَعاَّطلا اَمَّنِإِ َّ◊ َِةیِصْعَم ىِفَ ةَعاَطَ ال  
“Tidak ada ketaatan dalam bermaksiat kepada Allah. Sesungguhnya ketaatan itu 
hanyalah dalam masalah kebaikan” (HR. Muslim) 
Selain hadist di atas, Rasulullah juga bersabda : 
َةَعاَطَ الَو َعْمَسَ َالف ٍَةیِصْعَمِب َرُِمأ َاِذَإف ، َِةیِصْعَمْلاِب ْرَمُْؤی َْمل اَم ، ٌّقَحُ ةَعاَّطلاَو ُعْمَّسلا  
“Mendengar dan taat (bagi muslim) itu haq, sejauh ia tidak diperintah untuk 
bermaksiat. Jika diperintah untuk bermaksiat, maka tidak ada kewajiban 
mendengar dan taat.” (HR. Bukhari) 
Pada Haji Wada’, Rasulullah menyampaikan pada khutbahnya sebagai berikut: 
اُوعیَِطأَوُ َھل اُوعَمْسَافِ َّ◊ ِبَاتِكِب ْمُُكدُوَقیٌ دْبَع ْمُكَْیلَع َلِمُْعتْسا َِولَو  
“Seandainya seorang budak memimpin kalian dengan memakai pedoman 
Kitabullah, maka tunduk dan patuhlah kalian kepadanya.” (HR. Muslim) 
Dari tafsir dan hadist dapat disimpulkan bahwa sebagai seorang muslim 
diperintahkan untuk menaati seorang ulil amri atau pemimpin meskipun seorang 
budak sekalipun. Menaatin perintah serta kebijakan atau peraturan yang dibuat 
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merupakan suatu kewajiban selama tidak menimbulkan maksiat. Begitu juga 
tentang peraturan lalu lintas yang dibuat oleh pemerintah. Peraturan tersebut 
ditujukan untuk mengatur lalu lintas guna menciptakan ketertiban dalam 
berkendara. Adanya teknologi pada bidang lalu lintas menjadikan kemudahan 
dalam melakukan tugas tersebut. Teknologi Intelligent Transportation System 
merupakan salah satu yang sudah diimplementasikan dan terus dikembangkan. 
Maka dari itu, penulis menjelaskan faktor-faktor yang dapat mempengaruhi akurasi 
dan kecepatan Faster R-CNN dalam mendeteksi pengguna jalan yang dapat 





5.1.  Kesimpulan 
Berdasarkan penelitian yang dilakukan dengan metode Faster R-CNN dengan 
arsitektur MobileNet dan softNMS dapat ditarik kesimpulan sebagai berikut: 
1. Pada hasil pengujian akurasi diketahui bahwa nilai learning rate dan epoch 
berpengaruh terhadap akurasi deteksi. Dari model 1 sampai model 20 yang 
diuji, model 15 merupakan model dengan akurasi tertinggi yaitu sebesar 
96,84% dengan epoch 200 dan nilai learning rate 0,0001. Pemilihan jumlah 
epoch yang sesuai pada proses pelatihan menjadi penting karena epoch yang 
sedikit dapat dihasilkan akurasi yang sedikit atau bahkan menghasilkan 
underfitting, begitu juga epoch yang terlalu tinggi akan menghasilkan 
overfitting. Pemilihan nilai learning rate dapat mempengaruhi akurasi yang 
dihasilkan. Nilai learning rate yang kecil dapat meningkatakan tingkat 
akurasi yg didapat. Namun, nilai learning rate yang semakin kecil 
menjadikan proses pelatihan membutuhkan waktu lebih lama. 
2. Sedangkan pada pengujian kecepatan, ukuran citra berpengaruh pada 
tingkat kecepatan deteksi. Model dengan ukuran citra 1920x1080 pixel 
merupakan terlambat dari model yang diujikan dengan kecepatan rata-rata 
0,22 detik/citra. Sedangkan ukuran citra 576x324 pixel merupakan model 
tercepat dari model yang diuji, yaitu dengan kecepatan 0,16 detik/citra. 
Berdasarkan hasil tersebut, maka dapat disimpulkan bahwa ukuran citra 
berpengaruh terhadap kecepatan proses deteksi. Semakin kecil citra yang 
digunakan dalam deteksi semakin cepat pula kecepatannya. Namun, perlu 
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diperhatikan ukuran citra yang terlalu kecil juga akan menyulitkan proses 
deteksi dikarenakan citra yang dihasilkan menjadi kurang jelas dan terdapat 
banyak noise. 
5.2. Saran 
Penulis menyadari bahwa terdapat kekurangan pada penelitian yang telah 
dilakukan, maka dari itu perlu pengembangan agar hasil yang didapatkan lebih baik 
lagi. Berikut saran penulis untuk penelitian selanjutnya: 
Penulis menyadari bahwa terdapat kekurangan dan kelemahan pada penelitian 
ini, sehingga masih perlu dilakukan pengembangan untuk mendapatkan hasil yang 
lebih baik. Beberapa saran penulis untuk penelitian selanjutnya adalah sebagai 
berikut: 
1. Dataset pada penelitian ini menggunakan Pascal VOC dan dataset diambil 
sendiri di Kota Malang dengan kondisi siang hari dengan cuaca cerah, akan 
lebih baik pada pengambilan dataset di berbagai kondisi baik siang maupun 
malam untuk penelitian selanjutnya. 
2. Arsitektur yang digunakan bisa ditingkatkan kembali dengan menggunakan 
data yang peneliti hasilkan dijadikan transfer learning untuk penelitian 
berikutnya. 
3. Dapat digunakan metode RoI Pooling atau metode klasifikasi lain untuk 
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