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A program is presented for the solution of static 
electromagnetic fields in bounded and unbounded 2-
dimensional domains. The program comprises of a mesh 
generator which descretises the domain into triangular 
finite elements or if applicable into special elements, 
called infinite elements which model the bounded and 
unbounded domains respectively. The potential function is 
solved for, using a special solution technique which 
enhances the speed of the program. The program outputs data 
in the form of potential or flux component distributions 
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The finite element method is a relatively new technique for 
the solution of differential equations in the field of 
Electrical Engineering, considering that the finite 
difference method was used till the late 1960's. However, 
since the finite element technique gained popularity, its 
use superceded the finite difference method, and has 
applications in a wide range of Electrical Engineering 
problems. 
For the solution of bounded field problems the finite 
element method is used in various disciplines of 
engineering, examples are O. C. Zienkiewicz in structural 
mechanics and C.A. Brebbia in fluid flow. The Finite Element 
method for the solution of electromagnetic field problems in 
bounded domains has been employed extensively by P.P. 
Silvester. 
The solution of unbounded field problems can be done using 
various techniques, each having its own problems and 
limitations. The simplest technique is truncation, which 
cuts off the domain at some distant point. This method is 
easily implemented, because no modification of the finite 
element technique is required and is therefore widely used, 
but it yields inaccurate results, and is expensive as far as 











Another technique involves the coupl ing of boundary 
integrals and standard finite elements. This was first 
suggested by O.C. Zienkiewicz, thereafter various 
formulations were developed (see [34]), but problems still 
arose due to the very different nature of the equations 
produced by the two techniques. 
A more recent technique is the coupling of finite elements 
and infinite elements, to model the unbounded region. 
Various formulations exist, but are in fact variations of 
those produced by P. Bettes [3] and G. Beer and J.L. Meek 
[ 1]. This technique yielded reasonably good results, when 
the infinite elements were used "correctly", but this was 
not always a simple matter, because some infinite elements 
needed tuning of their geometrical specifications, and 
others needed tuning of their numerical integration. Both 
these drawbacks have been overcome by the mapped infinite 
elements used by L. Resende [20]. The elements of the mesh 
are mapped onto master infinite elements for which the 
geometrical specif ications are fixed and for which decay 
shape-functions are known. 
The methods of truncation and boundary integrals have been 
used in electromagnetic fields, but inf ini te elements, as 
far as known, have not been applied to this field. In this 
thes is, there fore f ini te elements are coupled with mapped 
infinite elements for the solution of electromagnetic field 











static electromagnetic fields. Skin effect problems are not 
considered. 
The program which is developed and implemented, inputs 
domain contour information from a data file, because no 
sophisticated graphics equipment was available. The progaram 
generates a triangular finite element mesh for the bounded 
region and an infinite element mesh for the unbounded 
region. The stiffness matrix is then calculated which is 
then used to determine the potential function at the nodes. 
This thesis is divided into four chapters. 
Chapter 2 begins by giving the derivation of the energy 
functional which is then applied to second order triangular 
finite elements and then to two types of infinite elements. 
For the infinite elements, formulation is first done in one-
dimension and this is then extended to two-dimensions. 
Finally the implementation of boundary conditions, and the 
handling of anisotropic media are dealt with. 
In Chapter 3, the generation of triangular finite elements 
and infinite elements are discussed. Then, the generation of 
symmetrical meshes for axis-symmetric problems are dealt 
with. 
Chapter 4 deals with two topics: Firstly, the equation 
sol ver which is a special technique used to speed up the 
process. Secondly, the post-processor which enables the user 











along any horizontal or vertical line. This is a primitive 
form of post-processing, because its enhancement was limited 
due to the lack of graphics facilities. 
Chapter 5 begins by giving a detailed layout of the data 
input file. It then presents results for three examples 
with which the program was tested. The results are compared 
to analytical results, for two of the examples, from which a 












FINITE ELEMENTS AND ELEcrROMAGNETIC FIELDS 
The Poisson equation describes electrostatic and 
magnetostatic fields in Electrical Engineering. The Poisson 
equation is given by 
= P ( 2 .1) 
Where K is the material constant, P is the source of the 
region and u is the potential function. 
The electrostatic field is described by the scalar 
Poisson equation, whereas the magnetostatic field is 
described by the curl equation, but the introduction of the 
vector potential function and the Coulomb guage allows this 
curl equation to be expressed as a vector Poisson equation. 
Analytical solutions to the Poisson equation only exist for 
a few problems of simple geometries . For problems of non-
orthogonal contours, numerical methods must be used, of 












This chapter begins by giving a brief review of the work 
done by previous researchers. It then goes on to formulating 
the energy functional for appropriate boundary conditions. 
The energy functional is then used to derive element 
matrices of finite elements for the bounded region, and 
matrices of special elements are derived for the unbounded 
region. 
For the solution of bounded problems various people did 
research in various fields O.C. Zienkiewicz and Y.K. 
Cheung [30], C.A. Brebbia and A.J. Ferrante [4] did work in 
structural mechanics; C.A. Brebbia and J.J. Connor [6] in 
fluid flow; the most prominent worker in the field of 
electromagnetics, is P.P. Silvester [22,23,24]. In the book 
"Finite Elements for Electrical Engineers" Silvester uses 
linear triangular elements, in [23] he uses higher order 
triangular elements, which resulted in solving problems with 
a much greater accuracy. For this reason, second order 
triangular elements were used. 
For the solution of unbounded problems there are a variety 
of methods employed. They are briefly as follows : 












(ii) The exterior region is modelled by an annular 
"superelement". This method is a recursion technique, 
see [25,15]. This was found to be time consuming, and 
was modified by P. Silvester and M. Hsieh [26], to 
where no recursion was required. 
(iii) Damping of the infinite domain was 
Zienkiewicz and Newton [31]. 
proposed by 
(iv) The boundary integral technique was employed by many 
workers: Zienkiewicz et al [32,33], B. Mc Donald and 
A. Wexler [18]. 
(v) Infinite elements were used by P. Bettes [2,3], and 
P.P. Lynn and Hassoun A. Hadid [16]. 
(vi) Recently mapped infinite elements are employed by 
F. Damjanic and D.R.J. Owen [8], L. Resende [20]. 
In Zienkiewicz et al [34], a detailed review is done of 
the above methods, in which they expect mapped 
inf ini te elements to give an improvement in the results. 
L.Resende [20] also does a review of some of the above 
methods, he concluded that the mapped infinite elements, 
which he implemented, per~ormed extremely well. For this 











2.1 FORMULATION OF THE ENERGY FUNCTIONAL 
By the calculus of variations it is easy to show that the 
solution of the Poisson equation is identical to finding the 
potential function u, such that u minimises the energy 
functional F, given by 
S2u j j + Sy2 ] dx dy - Pu dx dy (2.1.1) 
The boundary conditions considered are basically of two 
types: (see Fig. 2.1) 
(a) The Dirichlet boundary condition on SA' 
u(S) = u (2.1.2) 
Where u is a prescribed value of u. 




Where n is the direction normal to the boundary. 
(2.1.3) 











Using Galerkin's method of weighted residuals, equation 
(2.1.1) can be written as 
dy - j j Pu au dx dy = 0 (2.1.4) 
Integrating by parts using Gauss' theorem the Neuman 
boundary conditions of the problem can be found. 
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- oudS = oudS 
SS Sy SS Sn 
S S 
Using the natural boundary condition of 
(2.1.3) equation (2.1.6) becomes . . 
Su SOU] 


















Integrating by parts as before we get 
Su SOU] 




The energy functional in this form will be applied to the 
different types of elements considered in this thesis. For 
each type of element trial functions will be chosen which 
model the potential inside the element. These trial 
functions together with the energy functional will be used 
to derive characteristic or element matrices for each type 
of element. 
2.2 SECOND ORDER TRIANGULAR ELEMENTS FOR BOUNDBD DOMAINS 
The calculation of element matrices can be done in two ways: 
(i) A master element is chosen for which trial functions 
for the potential are known. The master element is 
mapped onto each element from the mesh, see Fig. 2.2, 
the energy functional, trial functions, and the mapping 
can be used to determine the element matrices. This 
method is described by R.K. Livesley [14]. 
(ii) The Cartesian Coordinates of a triangle are changed to 
triangular coordinates, which are then used to derive 














(0,0) , 4 
11 
y 








Figure 2.2 Master element mapped onto a triangle of mesh 
2.2.1 Relationship between Cartesian and Triangular 
coordinates 
The nodes for the triangles are numbered in an anti-
clockwise order. The triangular coordinates Ll,L2 and L3 can 
be made dimensionless with respect to side length, and vary 
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The following relations may be written in order to establish 
the relationship between 
coordinates. 
triangular and Cartesian 
(2.2.1) 
( 2 . 2 .2) 
The sum of L1 and L2 are constant along side 3 i.e. 
Where (Xi'Yi) are the coordinates of the node i. 
Equations (2.2.1) and (2.2.2) can be rearranged to give 
[ : ] (2.2.4) 
This can be inverted to give . . 
1 
[ Al a1Y ] L1 = + b1x + (2.2.5) 
2A 
1 
[ A2 + b2x + a2Y ] L2 ;: (2.2.6) 
2A 
Where, 
a1 = x3 - x2 , b1 = Y2 Y3 , Al = x2Y3 x3Y2 
a2 = Xl x3 b2 = Y3 Y1 A2 = x3Y1 x1Y3 , f 











There are three coordinates altogether, but only two of them 
are independent, the third can be determined from the 
relation : 
(2.2.7) 
Li is equal to 1 at node i but is zero on side i. Although 
these coordinates are not independent, they are convenient 
for generating trial functions. 
2.2.2 Trial Functions 
Trial functions are functions which describe the potential 
function, u at any point inside the triangle, in terms of 
the potentials at the nodes of the triangle. The trial 
functions, or shape-functions as they are often called, must 
fulfil certain conditions : 
(i) They must be continuous inside the element as well as 
across inter-element boundaries, up to the order (n-1), 
where n is the highest order derivative in the 
functional. 
(ii) As the number of elements increases, the partial 












The trial functions can be expressed as 
u = AT(x,y) a (2.2.8) 
Where a is a set of parameters. For a six noded triangle, 
( 2 .2.8) is 
( 2 . 2 .9) 
The number of trial function parameters is equal to the 
number of nodes. Specialising equation (2.2.8) for element 
nodes, we get 
where un is the vector of nodal potentials, and (xi'Yi) are 
the coordinates of the nodes of the triangle. 
a = C -1 un (2.2.11) 
Using (2.2.11) and (2.2.8) we get 
( 2 .2. 12 ) 
The terms in e are the trial functions. 
Writing (2.2.9) in terms of triangular coordinates. 
(2.2.13) 
Applying the above method, the trial functions at the 
vertices are found to be : 
0' = L· (2L' - 1) 1. 1. 1. for i = 1,2,3 (2.2.14) 











0j = 4LkLi for j = 4,5,6 k = 1,2,3 and 1 = 2,3,1 (2.2.15) 
These trial functions can now be used together with the 
energy funtional to obtain the element matrices. 
2.2.3 Evaluation of Stiffness Matrices 
Consider an element without any boundary conditions imposed. 
The boundary conditions will be inserted afterwards. In 
equation (2.2.12) e is given by : 
Ld 2Ll - 1) 
L2( 2L2 - 1 ) 
L3( 2L3 - 1 ) 




and we know that 
(2.2.17) 
To evaluate the energy functional in (2.1. 8) we need to 











As a result of the conditions which the trial functions 
satisfy, these derivatives will be continuous inside the 
element, and at its inter-element boundaries. 
Su Su SL1 
= 
Sx SL1 Sx 
Su Su SL1 
= 






















Su SL2 Su SL3 
+ + 
SL2 Sx SL3 Sx 
Su SL2 Su SL3 
+ + 
SL2 Sy SL3 Sy 
(2.2.16) and (2.2.17), 














bT • u n 






















These equations can now be substituted into the variational 
statement (2.1.8), omitting boundary conditions the right-
hand side becomes zero and only the left-hand side needs to 
be considered : 
(2.2.25) 
Write the following equations as three matrices 
Ib = II .T b bT • ciA (2.2.26) 
Ia = II .T a aT • ciA (2.2.27) 
Ip = II P • dA (2.2.28) 
Integrals Ia and Ib are similar thus only one will be 
considered for evaluation. In order to evaluate the 
integral, consider the following integral formula given in 
[6] (page 104). 
il j 1 kl 
2A (2.2.29) 











Applying this formula to each of the terms of Ibf Ib can be 
evaluated and is given below. 
1 1 4 4 
b 1
2 - -b b b 1b3 -b1b2 0 -b1b 3 
3
12 
3 3 3 
1 4 4 
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2L12 - L1 
2L22 - L2 
2L32 - L3 




Using the integral formula (2.2.29) each term can be 








The problem can then be written as 
(2.2.33) 
To insert the Neuman boundary condition look at the right-
hand side of equation (2.1.8). Assume that a Neuman boundary 














Figure 2.4 Implementing boundary conditions 
Along side 3, L3 = 0 and therefore e is given by 
L1( 2L1 - 1) 
L2( 2L2 - 1) 
0 

















For the example considered, 5 is the side 3 and In becomes 
L1( 2L1 -1) 










To evaluate this integral, anot'her formula given in [6] 
(page 104) will be used, and is given by : 
J L1i 
if j 1 
L2 j dS = * 1 (2.2.37) 
(i + j + 1) 1 
where 1 is the length of s. 



















The problem may now be written as 
(2.2.39) 
or 
S un = Q (2.2.40) 
S is referred to as the Stiffness matrix. 
2.3 MAPPED INFINITE ELEMENTS FOR UNBOUNDED DOMAINS 
Although all the infinite element formulations, so far 
published [2,3,16], yield reasonably good results, however, 
applying these elements correctly is not always a straight 
forward matter. Some elements have to be tuned as far as 
their geometrical specification is concerned, this is due to 
the arbitrary definition of the decay shape-functions. Other 
infinite elements needed tuning of the numerical integration 
approximation. The mapped inf ini te elements that will be 
employed here, overcome these drawbacks [20]. 
The infinite elements are basically of two types 
(i) Those, that are treated as conventional finite 
elements, except that the integration is carried out to 
infinity although, the actual geometry does not extend 
to infinity. These were developed by P. Bettes [3]. 
(ii) Those, where an element is mapped onto an undistorted 











However, the integrations are carried out over a 
finite domain which is very advantageous. These were 
developed by G. Beer and J.L. Meek [1]. 
All other existing infinite elements are variations of the 
above two formulations. 
2.3.1 Geometrical Mapping 
A one-dimensional case may be used for the derivation of the 
geometrical mapping functions (see [20]). 
The example used, is shown in Fig. 2.5. 
Q. 2. ., -, 
/ 
~ - - - - -... ---_e-------------· 
X, X3 
3 • , 
/3=0 
Figure 2.5 One-dimensional infinite element 
The parent element extending from nodes 1 to 3 (-1 ~ ~ ~ 1) 
in the local coordinate system is mapped onto the 
undistorted element which extends from nodes 1 through 2, to 











arbitrary, but must be outside the element. In this case it 
is chosen so that x2 is given by : 
x2 = 2xl - Xo ( 2 .3. 1 ) 
The geometrical interpolation is given by 
(2.3.2) 
Where the summation extends over the finite nodes only and 
the geometrical mapping functions are given by : 
-2 13 
1 - 13 
(2.3.3a) 
(2.3.3b) 
Examining the above mapping it can be seen that 13 = -1,0,1 
correspond to x = xl' x2'OO. It should be noted that the 
condition : 
2 
E Ni(13) = 1 
i=l 
(2.3.4) 
which is satisfied, is necessary for the mapping to be 
independent of the coordinate system. 
The process of constructing 2-dimensional geometrical 
shape-functions involves combining the I-dimensional shape-












The geometrical shape-functions are constructed for two 
elements which are employed, namely the one-way infinite 
quadratic Lagrangian element, and the two-way infinite 
quadratic Lagrangian element, they are shown in Fig. 2.6 (a) 
and (b) respectively. 
8L 
3 0( 
2. 3 z 
( a) (b) 
Figure 2.6 Infinite elements 
For the one-way element, the ex: direction is finite, and 
standard Lagrangian quadratic shape-functions are used as 
are in [20] (page 8) and for the ex: direction they are : 
Ml = ~ ex: [ ex: - 1 ] (2.3. Sa) 
M2 = [ 1 - ex: 2 ] (2.3.5b) 
M3 = ~ ex: [ ex: + 1 ] (2.3.5c) 
The shape-functions for the one-way infinite element can now 











ex: - 1 
- ex: 13 --
1 - 13 
1 - ex: 2 
G2 = M2(ex:) N1(J3) = - 2 13 ---
1 - 13 
ex: + 1 
G3 = M3(ex:) N1(J3) = - ex: 13 --
1 - 13 
G4 - M3(<<) N2(~) - ~ « [ « + 1 ] [1 + 12: ~ ] 
-- [ 1 - ex:
2 
] [1 + 1
213
_ It ] GS = M2(ex:) N2(J3) ,.. 
G6 - HI (<<) N2 ( ~ ) - ~ « [ « - 1 ] [ 1 + 1 2: ~ ] 
(2.3.6) 
For the two-way element both directions extend to infinity, 
and only (2.3.3) need to be used, and are given by : 
4 ex: 13 
G1 = N1(ex:) N1(J3) = 
(1 - ex:)(1 - 13) 
- 2 13 
[ 1 2_«« ] G2 = N2(ex:) N1(J3) = + 1 - 13 1 
[ 1 + 
2 
«« ] [ 
2 ~ ] G3 = N2(ex:) N2(J3) = 1 + 











- 2 ec 
1 - ec 
(2.3.7) 
Using these shape-functions I x and y can be expressed as : 
[ : ] n [ X· ] ~ = t G· (2.3.8) . ~ ~=1 Yi 
Where n = 4 for the two-way element 
and n ;:: 6 for the one-way element 
The mapping of the parent element onto the undistorted 
element can be achieved through the Jacobian Operator which 
involves partial derivatives of ec and ~, and is given by : 
Sx Sy 
Sec Sec 
J = (2.3.9) 
Sx Sy 










2.3.2 Interpolation Functions 
In choosing a shape-function for an element which extends to 
infinity, there are two requirements : firstly the shape-
function should be realistic and secondly it should lead to 
fipite integrations over the element domain. 
Considering the one-dimensional case, the Lagrangian 
quadratic shape-functions given by equation (2.3.5) are 
used. The potential u can be written generally as : 
3 
u = E Mi(~) ei 
i=l 
(2.3.11) 
Using equations (2.3.5) and (2.3.11) and simplifying the 
equations we get 
(2.3.12) 
Using Fig. 2.5, it can be shown that 
2a 
~ = 1 (2.3.13) 
r 
where a = x2 - xl and r = x - Xo 












Investigating the various nodes of the infinite element, the 
following can be deduced : 
a 
Xo = 00 21 = 00 
r 
a 




x2 = - 21 = 212 
r 2 
a 
x3 = 0 21 = 21 3 
r 
It can be seen that Xo is the pole of the decay expansion 
and it is therefore important that it is outside the 
element, to avoid any singularities. From (2.3.14) it is 
evident that we have a reciprocal decay expansion. 
A condition of 213 = 0 is imposed in the formulation, 
satisfying the zero field boundary condition at infinity. 
This also means that the nodes at infinity do not have to be 
specified. 
constructing interpolation functions for the two 2-D 
elements can be done by using the shape-functions given in 











( i) One-way infinite quadratic Lagrangian element 
HI = Ml(OC) Ml(P) = ~ [ oc 2 _ OC ] [ p2 - P ] 
H2 = M2(OC) Ml(P) = ~ [ 1 _ oc 2 ] [ p2 _ P ] 
H3 = M3(OC) M1(P) = ~ [ oc2 + oc ] [ p2 - P ] 
(2.3.16) 
H4 = M3(OC) M2(P) = ~ [ oc 2 + oc ] [ 1 _ p2 ] 
HS = M2(oc) M2(P) = [ 1 - oc 2 ] [ 1 _ p2 ] 
H6 = M1 (oc) M2 (P) = ~ [ oc 2 - oc ] [ 1 p2 ] 
(ii) Two-way infinite quadratic Lagrangian element 
HI = M1 (oc) Ml(P) = ~ [ oc 2 - oc ] [ p2 _ P ] 
H2 = M2(OC) Ml(P) = ~ [ 1 - oc 2 ] [ p2 _ P ] 
(2.3.17) 
H3 = M2(OC) M2(P) = [ 1 - oc2 ] [ 1 _ p2 ] 
H4 = Ml(OC) M2(P) = ~ [ oc 2 _ oc ] [ 1 _ p2 ] 
These interpolation functions together with the Jacobian 











2.3.3 Evaluation of Stiffness Matrix Blement. 
A general description is given of the procedure to evaluate 
stiffness matrices, because there are two types of elements, 
and also the shape-functions are complicated. The 
derivatives of the shape-functions are evaluated in 
Appendix A. Let n = 4 for two-way elements and n = 6 for 
one-way elements from now on. 
The potential is given in terms of the shape-functions as 
u = [ Hi' ••. , Hn ] = 'liT u n (2.3.18) 
To obtain the Cartesian derivatives apply the chain rule. 
Su Sa: Su Sj3 Su 
= + (2.3.19a) Sx Sx Sa: Sx Sj3 
Su Sa: Su Sj3 Su 
= + (2.3.19b) Sy Sy Sa: Sy Sj3 





































is the inverse of the Jacobian matrix given by 
Let bT and aT be the first and second rows of the inverse 
Jacobian matrix respectively, and are given below. 
[ 80:: 8~ ] bT = (2.3.22a) 8x 8x 
[ 80:: 8~ ] aT = (2.3.22b) 8y 8y 
The derivatives of the potential with respect to 0:: and ~ are 











Su SH1 SH2 SHn u1 
Sa: Sa: Sa: Sa: 
= (2.3.23) 
Su SH1 SH2 SHn -- . . . 
Sl3 Sl3 Sl3 Sl3 un 
= (2.3.24) 
substituting equations (2.3.20) - (2.3.24) into the energy 
functional, omitting boundary conditions, we get 
bUnT II [ .TbbT• + .TaaT• ]IJld« d~ - bunT II p_IJI d« d~ 
(2.3.25) 
The • matrix can easily be evaluated because Hi varies 
quadratically over the element's domain. J however, stays 
constant over the entire element. To check the limits of the 
above integrals, let's consider each element separately. 
(i) In the one-way infinite quadratic Lagrangian element 
In the a: direction -1 ~ a: ~ 1 
In the l3 direction -1 ~ l3 < 00 
See Fig. 2.7 (a). 
(ii) In the two-way infinite quadratic Lagrangian element: 
In the a: direction : -1 ~ a: < 00 
In the l3 direction -1 ~ l3 < 00 








Figure 2.7 Quadratic Lagrangian infinite elements 
The limits for the above integrals therefore extend to 
infinity and numerical integration is required to evaluate 
the integrals. 
2.3.3 Ca) Numerical Integration 
Two types of integrals need to be considered 
00 
(i) J f(x) dx 
-1 
1 




To do the first type of integration there are two 
possibilities : 
(i) Multiplying the integrand by an exponential term, and 






(ii) To modify the Gauss Legendre integration integration 
scheme. 
The second method was used, and is outlined in Davis and 
Rabinowitz [9]. Only a brief outline is given below. 
b 
J f(x) dx (2.3.27) 
a 
in the case of Gauss Legendre integration a = -1 and b = 1. 
To extend the integral to infinity, do the following 
substitution 
a + bt 
x = (2.3.28) 
'1 + t 
which changes the integral to 
00 
b 




After manipulation this reduces to 
+1 
00 




t - 1 1 + x 
Where x = and t = 






In case (i) above we need to integrate between -1 and 00 
therefore we define a new variable ~ = t - 1, the integral 







Now given the standard Gauss Legendre abscissae and weights, 
x and wold' new abscissae and weights, ~ and wnew can be 
evaluated as follows : 
2x 
~ = (2.3.32a) 
1 - x 
2 
wnew = * wold (2.3.32b) 
( 1 _ X)2 
To do the second integral we can use the standard Gauss 
Legendre integration formula, as well as the abscissae and 
the weights. The abscissae and weights are given in Appendix 
B for second and third order integrations. 
The entire process of generating stiffness matrices can best 
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• ., , 
( STOP) 
Figure 2.8 Flowchart to evaluate stiffness matrices 
2.3.' Coupling of Infinite and Finite Elements 
Although it is possible to obtain solutions using infinite 
elements alone, better results can be obtained by the 
combination of infinite and finite elements,as done by L. 






the finite region of interest, which are then surrounded by 
infinite elements which are used to model the far field 
region. In order to ensure spatial continuity the number and 
the coordinates of the nodes at the finite edge of an 
infinite element must match with those at the outer edge of 
the finite element, to which it is connected. 
The computational changes involved in including infinite 
elements are minimal as they are treated in a similar manner 
as the conventional finite elements. The infinite elements 
produce matrices which have the same banded characteristics 
as the finite elements. 
Examples of problems solved are included in Chapter 5, and 
the success of the method will be commented on in Chapter 5. 
2.4 ANISOTROPIC MEDIA AND IMPLEMENTATIOR OF 
BOUNDARY CONDITIONS 
2.4.1 Anisotropic Media 
The introduction of different media poses no problem to the 







Consider two subregions 01 and 02 bounded by r1 and r2 
respectively. r3 seperates the two regions, and each 
contains a material that is homogeneous, linear, lossless 
and isotropic, within the region, having constants K1 and 
K2' as shown in Fig. 2.9. The elements at the boundary, will 
have a difference in the stiffness matrices, in that the one 
will be multiplied by K1 and the other by K2 which will 
enter the equation system and in that way the boundary 
condition at the boundary is automatically implemented. For 
this reason, no special treatment of the boundary conditions 
are required at r3 as is required by other methods, such as 
analytical solutions and the finite difference techniques. 
Figure 2.9 A domain with different media 
2.'.2 Implementation of Boundary Conditions 
The two types of boundary conditions dealt with, are given 






Neuman boundary conditions are made two vary in one of two 
ways z 
(i) Constant along a segment. 
(ii) Vary sinusoidally along a segment. 
2.4.2 (al The Dirichlet boundary condition 
The Dirichlet boundary condition is realised in the 
following way : 
If the row of the stiffness matrix corresponds to a 
node of prescribed potential (Dirichlet condition) all 
the entries in that row are made zero except the 
diagonal entry which is made unity. The right-hand side 
of the row is then set equal to the prescribed 
potential. For every other row the column corresponding 
to the prescribed potential is put to zero, and the 
entry is subtracted from the right-hand side vector. 
An example is given below. 
Consider the 4 x 4 matrix given below, and assume node 3 
has a prescribed potential C. 
all a12 a13 a14 U1 V1 
a21 a22 a23 a24 U2 V2 
= (2.4.1) 
a31 a32 a33 a34 U3 V3 
a41 a42 a43 a44 U4 V4 






all a12 0 a14 U1 VI _ a13*C 
a21 a22 0 a24 U2 V2 - a23*C 
= 
0 0 1 0 U3 C 
a41 a42 0 a44 U4 V4 - a43*C 
(2.4.2) 
2.4.2 {b} Neuman boundary condition 
The Neuman boundary condition is implemented as shown by 
equations (2.2.34 - 2.2.39). For each triangle the 
midside nodes are checked (nodes 4,5 and 6 in Fig. 2.10) 
Figure 2.10 Triangular Finite Element 
If they correspond to a Neuman boundary condition 
W1,W2,W3 are set to the value vn . Note that the Neuman 
condition (Vn = 0) is satisfied naturally i.e. Wi = 0, 
if the Neuman condition occurs at node i. The values of 
W1,W2,W3 together with 01'02 and 03 ( the lengths of 
the sides of the triangle), are used to evaluate a 
vector which is subtracted from the right-hand side 
of the total equation system, see equation (2.2.39) 





(W1*01 + W3*03)/6 
(W1*01 + W2*02)/6 






If only side 01 has the Neuman boundary condition 










Compare this to equation (2.2.38). 
The process of solving the equation system, to get the 









The mesh generator implemented will be dealt with in 3 
parts, namely: 
(i) Generating finite elements for the bounded region. 
(ii) Generating infinite elements for the unbounded region. 
(iii) Generating of symmetrical meshes for axis symmetric 
domains. 
The versatility of finite elements nowadays permits us to 
tackle much more complex physical problems, but at the same 
time we are dismayed at the enormous amount of input 
required for such problems. The success of the method 
depends much on the sound descretisation of the domain. As a 
result of this, numerous computer algorithms of various 
degrees of automation have been proposed. At one extreme are 
the fully automatic methods which require minimum user 
input, for which element densities are determined by the 
algorithm itself. 
At the other extreme are simple methods which require the 
user to completely define the element mesh and the algorithm 
only does minor operations such as error detection and 
consistency checking. The task of the fully automatic 
methods is complicated and tends to be somewhat inflexible 






mesh generation algorithms fails to relieve the user from 
tedious decomposition of the domain. With these 
considerations in mind, it can be said that the semi-
automatic mesh generation algorithm used is a good 
compromise between the two extremes in mesh generation. The 
semi-automatic mesh generation algorithm does not 
automatically generate a graded triangulisation of the 
domain, but does offer the user a large amount of control 
over the mesh grading which is sometimes necessary if a 
particular region is of interest. Also the user does not 
need to provide large amounts of input data. 
This mesh generator can handle bounded and unbounded 
domains. The bounded regions are divided into a triangular 
element mesh, whereas the unbounded regions can be 
descretised by using elements extending to infinity in one 
direction, called one-way infinite elements and elements 
extending to infinity in two directions, called two-way 
infinite elements. 
3.1 BOUNDED DOMAINS 
The mesh generator 
within any planar 
can create a triangular element mesh 
domain which is either simply- or 
multiply-connected. The existence of openings in the domain 
do not give rise to any difficulty. Although the algorithm 






if a triangular element mesh of consistent size is 
required for a homogeneous domain, no sub-division of the 
domain is necessary. The number of elements is not fixed 
and the relative positions of the nodes are not 
predetermined by mathematical formulae. 
The boundary of the domain is represented by a dis joint 
union of simple closed loops of straight line segments. For 
simply-connected regions there is only one closed loop, 
whereas for multiply-connected regions there may be as many 
internal loops as there are openings inside the domain. The 
nodes for the exterior boundary are entered in a counter-
clockwise order, while the nodes on the interior boundaries 
are entered in a clockwise order. Nodes on any particular 
boundary need not follow a sequence. This flexibility makes 
it possible to generate a triangular element mesh from one 
sub-region to the next without having to bother about common 
boundaries between sub-regions. 
The algorithm first generates interior node points according 
to the mesh size entered for the region to be triangulated. 
It then connects all the nodes to form triangular elements, 
in such a way that there is no element overlapping, and the 
entire region is covered. The triangulisation algorithm is 







3.1.1 Entering contours 
Entering of the contour, nodes and segments are done in the 
program module DATA. The contours for each sub-region are 
entered in the program module DIVIDE. 
3.1.1 (al Data module 
In this module the coordinates of all the input nodes and 
the connections between the input nodes called segments, are 
read in. As the nodes are read in, they are automatically 
assigned node numbers (starting from 1 and following 
sequentially). For the segments it is similar. For each 
segment the start and end node numbers, the segment type, 
and the mesh size need to be entered. 
There are three types of segments: 
(i) Straight line segment which is sub-divided into sub-
segments. The number of sub-segments is determined 
from the mesh size for the segment. 
(ii) Circular arc for which the start and end node numbers 
must be entered in a clockwise sequence along the arc. 
The circular arc is then approximated by straight 
line sub-segments. 
(iii) A segment other than a straight line or a circular arc 
can be entered by sub-dividing the segment and 






If the mesh size does not fit the segment exactly, the mesh 
size is automatically adjusted to give an even distribution 
of points along the segment. This entire process is 
illustrated in Fig- 3.1. 
ENTER NUMBER OF INPUT 
NODES AND THE COORDINATES 
FOR EACH AND THE NUMBER 0 
SEGMENTS 
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3.1.1 (b) Divide Module 
For each sub-region, this module does the following: 
(i) Reads in the segment numbers that form the sub-region; 
in a counter-clockwise order if it is an outer contour 
or in a clockwise order if it is an inner contour. See 
Fig. 3.2 . 
(ii) Reads in the mesh size for the sub-region. 
(iii) It will form a front ( a list of all the sub-segments 
that form the contours of the sub-region), which is 
used to generate interior nodes, as well as triangles. 
(iv) It will call routines that generate interior nodes, 
that triangulate the sub-region and that adjust 
interior nodes to make the triangles as near 
equilateral as possible. 
Fig. 3.3 illustrates the procedure of this module. 
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r------i~ LOOP FOR NUMBER OF SUB-REGIONS 
ENTER SEGMENT NUMBER 
SEQUENCE START AND END NODE 
NUMBERS CORRECTLY 
N 
GENERATE FRONT FOR THE SUB-REGION 
GENERATE INTERIOR NODES 
TRIANGULATE NODES AND 
SMOOTH TRIANGLES 
Figure 3.3 flowchart of Divide module 
3.1.2 Interior Node Generation 
The generation of interior nodes can be achieved by a simple 
and direct method, nevertheless previous workers in this 
area have accepted it as a complicated and indirect 
iterative process. Fukuda and Suhara [10] generated interior 






the whole domain. Nodes were then generated randomly until 
all the squares of the grid were used. This method has many 
drawbacks; it is unreliable, gives rise to ill-conditioned 
elements, and is time consuming due to the squares that 
occur outside the domain. 
Later, Shaw and Pitchen [21] made modifications to the above 
method, but the process was still time consuming, and could 
not handle irregular boundaries and openings in the domain. 
The algorithm used is as follows: 
(i) The minimum and maximum y values are determined. 
(ii) Imaginary horizontal lines are drawn at different 
levels between Ymin and Ymax . The spacing between 
these lines is equal to the mesh size for the region. 
(iii) Determination of the intersection of a horizontal line 
with a boundary segment is as follows I 
Let S = {PiOi ,i = 1,N } be a set of line segments 
representing the domain boundaries and Y = H be the 
equation of a horizontal line. 
The intersecting points or cuts are obtained by 
considering the line segments of S one by one. When 
checking a segment, say PkOk' then the next segment 
Pk+10k+1 is also used to determine whether a boundary 
has a local maximum or minimum or to determine whether 
the imaginary horizontal line coincides with a segment 






equal will be recorded, to aid in the generation of 
the interior nodes, see Fig. 3.4 (a), while for the 
latter a flag will be set for the intersecting point. 
Consider a segment PiOi and Xl = x(Pi), Y1 = y(Pi)' 
X2 = X(Oi) and Y2 = Y(Oi)' A cut occurs if 
(a) [Y1-H]*[Y2-H] <0 
(b) [Y1 - H ] * [ Y2 - H ] = 0 
(3.1.1) 
(3.1.2) 
When an intersection occurs, the coordinates of 
intersection are given by : 
(3.1.3) 
which are recorded together with the sub-segment of 
the boundary that was intersected. If a cut falls at 
the beginning or the end of a horizontal boundary 
segment of the domain then a flag is set to indicate 
that the cut occurs either at the start or the end of 
that horizontal boundary segment. 
(iv) The intersecting points are then sorted in an 
increasing order of x. 
(v) The cuts are considered in pairs, starting at the 
first and second cuts. Consider checking the Nth and 






(a) the Nth and (N + l)th cuts fallon the same 
horizontal boundary segment. This can be checked 
by the flag set in (iii). See Fig. 3.4 (b) -
intersecting points 1 and 2 are skipped then 2 and 
3 are considered. 
(b) A dummy node is generated between two cuts, it is 
then tested whether the node is outside the 
domain. This is done by checking if the node is to 
the right of the intersecting sub-segments that 
are stored for each of the intersecting points. 
See Fig.3.4 (c) - for intersecting points 1 and 2, 
node A is generated and is to the left of the 
sub-segments, and is therefore inside the domain. 
For intersecting points 3 and 4, node B is to the 
right of both sub-segments, and is therefore 
outside the domain. 
If a pair is skipped, the next pair considered 
will be the (N + l)th and (N + 2)th intersecting 
points. If a pair is not skipped, the number of 
nodes to be generated is determined from the mesh 
size, and generated. The next pair considered will 
be the (N + 2)th and (N + 3)th intersecting 
points. 
(vi) After all the intersecting points are used, the next 






repeated, as is shown in Fig. 3.5, until the entire 
region is covered. 
(a) 
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GENERATED BETWEEN INTERSECTING 
POINTS AND GENERATE THEM 
y 
Figure 3.5 Flowchart of Intnodes module 
3.1.3 Trianqulisation 
D 
There are various techniques for inter-connecting nodes to 
form a triangulisation Watson's algorithm computes 
Delaunay triangulisations [28], and a method described by A. 
Recuero and J. P. Gutierrez [19] uses simple and compound 
edges which requires a lot of input data, to form a 
triangulisation. 
Assuming a complete nodal system is generated by the method 
described, a algorithm that interconnects these nodes to 
form a triangulisation can now be described. 
Define W to be the generation front, all sub-segments can 






A very important point is that, at the beginning of the 
triangulisation the generation front is exactly equal to the 
collection of the domain boundaries, while the given domain 
boundaries remain the same, the generation front changes 
continuously throughout the process and has to be updated 
from time to time, whenever a new element is formed. By the 
fact that the outer contour is entered in a counter-
clockwise sequence, and the inner contours in a clockwise 
sequence, the domain to be triangulated will· always be to 
the left of the boundary segments. 
The triangulisation is initiated by selecting the first 
segment of an element of W. A segment selected is called AB. 
The goal is to determine a node C from W union V such that C 
lies to the left of AB and triangle ABC is in a sense 
optimal - near equilateral. The algorithm chooses a node C 
such that it is the closest to AB i.e. minimum(AC 2 + BC 2 ), 
this is sufficient to determine the point C, insuring the 
best triangulisation obtainable from the system of interior 
nodes and boundary nodes. The choice of node C by the above 
criterion is simple enough, but it may not be sufficient to 
ensure the best triangulisations for regions having 
irregular boundaries. For such cases (see Fig. 3.6), it is 
best to choose two nodes CI and C2 closest to AB-
minimum(AC 2 + BC 2 ), and the vector products ABCI and ABC2 





and lets define : 
rABC = ~ lAB X Aci 
C1 
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Figure 3.6 Selection between nodes C1 and C2 
(3.1.4a) 
(3.1. 4b) 
For each triangle there exists a quality factor, the bigger 
the quality factor the closer the triangle is to an 
equilateral triangle, therefore to choose between C1 and C2' 
consider Fig. 3.6, and define quality factors for 
~C1' ~C1BC2 and ~AC1C2 as «1' ~1 and 01 respectively, and 
for ~ABC2' ~C2BC1 and ~AC1C2 as «2'~2 and 02 respectively. 
The quality factors «1 and «2 are those for the triangle to 
be formed, the other quality factors are for the adjacent 
triangles. ~l and ~2 are factors for the adjacent triangles. 
«1 = r ABC1/tAB2 + BC12 + C1A2) (3.1.5) 
~1 = r Cl BC2/ (C 1B2 + BC2 2 + C1C22 ) (3.1.6) 
°1 = rAC1C2/(AC12 + C1C22 + C2A2) (3.1.7) 





0::2 = r ABC2/(AB2 + BC22 + C2A2) (3.1.9) 
~2 = rC2BC1/(C2 B2 + BC12 + C1C22 ) (3.1.10) 
52 = r AC2C1/( AC22 + C2C12 + C1A2) (3.1.11) 
"t2 = Maximum(~2,52) (3.1.12) 
The reason for considering all the triangles is that after 
forming a triangle, the triangles to be formed adjacent to 
it must not be ones of low quality. For this reason, to get 
optimal triangulisation, node C1 is selected if 0::1 *"t1 > 
0::2*"t2 and vice versa. After a node is selected, the 
triangle is formed and the front W is updated in the 
following way 
( i ) If the node selected for triangulisation is an 
interior node, two new segments will be entered in the 
generation front W, and one will be deleted from v. 
(ii) If the node selected,is from the generation front, 
there are two possibilities - one segment can be part 
of W, and the other not. Then only one side is added 
to W. - If both segments are part of W then no new 
segments are added to W. 
(iii) When new segments are added they must follow the same 
sequence as AB, ego for case (i) new segments will be 
AC and CB. 






Now a new AB is selected, and the process is continued until 
the entire domain is triangulated ~ See Fig. 3.7 for the 
flowchart of this procedure. 
3.1.' Smoothing of triangulisatlon 
It is found that the triangulisation produced can be 
improved by the application of a smoothing technique. This 
technique is designed to perturb the triangulisation so that 
the elements are closer to equilateral triangles. This 
method was first suggested by J.C. Cavendish [5] and he 
found it to be simple and very effective. 
This is a process where each interior node is shifted to the 
centre of the surrounding polygon. Let P be a set of all 
interior nodes and let Q be a set of all the triangles 
formed for a particular region. For each node Pi' say 5, 
select triangles from Q, that contain s. In this way all the 
nodes connected to 5 can be found. These nodes, say a set Ti 
for i = 1,k form a polygon about S. Now the coordinates of 5 
can be replaced by the centroid of the polygon. The centre 
of the polygon has coordinates Xp and Yp given by : 
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Fig. 3.8 shows a flowchart of this procedure 
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3.2 UNBOUNDBD DOMAINS 
Mapped infinite elements are used to solve unbounded field 
problems, hence a need for the mesh generator to produce 
inf ini te elements which are mapped onto master elements, 
arises. Two types of master elements are used: the one-way 
infinite Lagrangian element which is infinite in one 
direction; and the two-way infinite Lagrangian element which 
is infinite in two directions, see Fig. 3.9 (a). The 
elements produced by the mesh generator look like those 
shown in Fig. 3.9 (b). Data required by the mesh generator 
are :the number of infinite sub-regions, the segments that 
form each sub-region in a clockwise order and two segments, 
the first and last, of the infinite region. The algorithm 
used to form the infinite elements, automatically decides 
where two-way elements should be inserted. 
One problem encountered, was not to produce elements where 
the two segments that extend to infinity cross each other, 
see Fig. 3.9 (C). For this reason, the mesh generator 
operates in two parts for straight line segments : in the 
reverse direction, starting with the first segment, and in 
the forward direction. Each of these parts generate element 
sides either parallel to the guides, or perpendicular to the 








One-way element Two-way element 
Figure 3.9 (a) Master elements 
• • • • 












Figure 3.9 (C) Crossed over element 
3.2.1 Parallel Generation of Blement Sides 
The element sides are generated parallel to the guides if 
the angle between the guide and the segment is less than 
90o .The coordinates of a new node can be calculated 
considering Fig. 3.10 (a). 
8 
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( b) (c) 
Figure 3.10 Parallel generation of element sides 
The coordinates of the point (x,y) are given by the 
following equations 
x = [ C 1 - C2 ] / [K 1 - K2 ] (3.2.1) 






K1 = [YA - YB ] / [XA - XB ] 
K2 = [YB - Yo ] / [XB - Xo ] 
65 




( 3 .2. 6 ) 
(i) When XA = XB (see Fig. 3.10 (b)), then the coordinates 
of x and yare given by z 
x = Xo (3.2.7) 
y = YA + Yo - YB (3.2.8) 
(ii) When XB = Xo (see Fig. 3.10 (c)), the coordinates of x 
and yare given by : 
x = XA 
Y = YA + YO - YB 
3.2.2 Perpendicular Generation of Element Sides 
(3.2.9) 
(3.2.10) 
The element sides are generated perpendicular to the segment 
if the angle between the guide and the segment is greater 
than or equal to 90 0 • The coordinates of the new node can 
















Figure 3.11 Perpendicular generation of element sides 
The coordinates of the new node (x,y) are then given by the 
following equations: 
x = ± L / 11 + k 2 + Xl (3.2.11) 
Y = K* [ x - Xl ] + Y1 (3.2.12) 
Where 
L = J(X3 - X1)2 + (Y3 Y1)2 (3.2.13) 
K = - [X2 - Xl ] / [ Y2 - Y1 ] (3.2.14) 
Note that the x coordinate has two possibilities which means 
that it could be the one above the segment, as shown in Fig. 
3.11 (a), or the one below the segment. There is a need to 






bounded domain. This is done by checking that the node is to 
the right of the segment of generation. 
A special case that must be considered is when Y2 = Y1 (see 
Fig. 3.11 (b), the coordinates of x and yare then given byz 
( 3 . 2 • 15 ) 
(3.2.16) 
3.2.3 Reverse Direction for Generating infinite elements 
The angle between the last segment (or the guide) and the 
second last segment is calculated - segments 4 and 3 in Fig. 
3.12 (a). If it is less than 90 0 the nodes for that 
particular segment is obtained, and element sides are 
generated parallel to the guide, as shown in Section 3.2.1, 
forming one-way infinite elements. The last element side 
generated forms the guide for the next segment. The process 
is repeated until : 
(i) The angle between the guide and the segment is ~ 90 0 , 
the segment number and the angle is recorded, and the 
process jumps to the forward direction of generating 
infinite elements. The segment number and the angle 
which was recorded, will be used to prevent the forward 
and reverse processes from overlapping. 
(ii) The first segment or guide of the unbounded region is 
reached, in which case the unbounded domain is 
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3.2.' Forward direction for generating infinite element. 
The angle between the first segment (or the guide) and the 
second segment is calculated(see segments 1 and 2 in 
Fig.3.12 (b)). The nodes of the segment are then obtained in 
the correct sequence, and the element sides are generated in 
the following manner : 
(i) If the angle is < 90 0 then element sides are generated 
parallel to the guide forming one-way infinite 
elements. The last element side is used as the guide 
for the next segment. 
(ii) If the angle is ~ 90 0 but> 150 0 then an infinite two-
way element is generated by generating an element side 
perpendicular to the segment (see segments 1 and 2 in 
Fig. 3.12 (b). This element side is now used as the 
guide for the segment, (for segment 2 in Fig. 3.12 
(b)), nodes for the segment are now obtained in 
sequence and element sides are generated perpendicular 
to the segment (see Fig. 3.12 (c)). 
(iii) If the angle is ~ 90 0 but < 150 0 , the element sides 
are generated perpendicular to the segment (see 
segments 1 and 2 in Fig. 3.12 (d)) and the last 






The entire process is repeated for the next segment and 
guide. Each time a new segment is tackled, a test is done to 
see if a two-way element is needed. A test is inserted to 
see where the forward and reverse processes meet, using the 
segment number stored in the reverse process. A test is also 
done to determine whether a two-way element is needed where 
the two processes meet, using the same criterion as in (ii) 
of this section. See Fig. 3.12 (e) no two-way element is 
needed, whereas in Fig. 3.12 (f) a two-way element is 
needed. 
Fig. 3.13 and Fig. 3.14 show flowcharts of the reverse and 
forward processes of infinite element generation 
respectively. 
3.2.5 Infinite Element Generation along sectors 
The generation of infinite elements along sectors cannot be 
done by parallel or perpendicular generation and is 
therefore done separately. The generation for any sector is 
treated as a single sub-region. The guides for such a sub-
region has to be radial, see Fig. 3.15. The generation of 
infinite elements is also done radially, using only one-way 
elements. The sweep angle of the sector is determined as 
well as the number of nodes along the segment, in order to 
determine the number of elements that are to be generated. 
The sweep angle is then sub-divided and the one-way elements 
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Figure 3.15 Generating infinite elements along sectors 
3.3 SYMMETRICAL PROBLEMS 
When symmetrical domains were entered, problems arose in 
that the triangulisation of the mesh was not symmetrical 
which resulted in errors creeping into the results, forming 
asymmetrical solutions. For this reason it was necessary to 
generate a symmetrical mesh. 
This is achieved by entering the one half of the domain and 
the axis of symmetry, either x = C or y = C. The mesh 
generator then produces a symmetrical mesh in the following 
way 






(ii) Forming a symmetrical node for every node generated. 
(iii) Forming a symmetrical triangle whenever a triangle is 
formed. 
(iv) In this wayan exact image of the domain entered, is 







THE EQUATION SOLVER AND POST-PROCESSOR 
In this Chapter the following will be dealt with 
(i) Solution techniques for the system of linear 
equations. 
(ii) A process whereby data is put into a meaningful form, 
called post-processing. 
4.1 THE EQUATION SOLVER 
The implementation of the finite element technique for 
solving differential equations is done by considering an 
equivalent problem for which a finite set of simultaneous 
linear equations can be solved. There are basically two 
types of solution techniques: 
(i) Direct methods 
(ii) Iterative methods 
Direct methods introduce errors due to rounding off, 
whereas iterative methods have errors only dependent on the 
number of iterations done. However, due to the limitation in 
time, only direct methods are considered in this chapter. 
The solution technique used initially is the Gauss Jordan 






and R. Bulirsch [29]. This technique worked very well but 
was time consuming. There was therefore a need to speed up 
the solution process. Considering the properties of the 
matrices produced, large sparse and symmetric, a method had 
to be selected to economise on the number of operations in 
the solution process thereby speeding up the process. This 
could be done in two ways: 
(i) Carrying out only half the operations because the 
matrix is symmetric. 
(ii) Taking advantage of the large quantity of zero elements 
in the matrix. 
Various techniques exist which use one or both of the above 
strategies. A review of such techniques is done by C. Meyer 
[17]. J.A. George [11] discusses different techniques which 
economise on the sparsity of the matrices. Most techniques 
economising on sparsity of matrices involve some form of 
node renumbering to give the matrix banded properties. 
Banded matrices may be solved by one of two methods : 
(i) Choleski factorisation, see H.R. Schwarz et al [27], 
which can only be used if the stiffness matrix is 
symmetric and positive definite. 
(ii) Gaussian elimination for which the stiffness matrix 






Numerous renumbering techniques exist of which the Cuthill 
and Mc Kee [7] is perhaps the most commonly used. A new 
method developed by N.E. Gibbs, W.G. Poole and P.K. 
Stockrneyer [12], however, improves on the Cuthill and Mc Kee 
method. This method was implemented in the equation solver. 
In order to understand the renumbering algorithm a graph in 
matrix methods has to be defined. A graph is a plot to 
indicate all the non-zero elements in a matrix. 
4.1.1 Basic Concepts of Graph Theory 
A graph G = (V,E) consists of a finite set of vertices or 
nodes, V(G), and edges E(G). Given a matrix A with entries 
aij' a graph G = (V,E) can be defined where V has vertices 
{vI' ..... ,vn } and edges {Vi,Vj} E E if aij is non-zero and i 
not equal to j. If {vl,v2} E E then VI and v2 are said to be 
adjacent. The degree of a vertex is the number of vertices 
adjacent to it. 
If G has n vertices, then a one-to-one map, f of V(G) onto a 
set {1,2, ... ,n} is called a numbering of G. For each 







The minimum of ~f(G) over all the numberings of G is called 
the bandwidth of G and denoted by ~(G). 
A partitioning of V(G) into levels L1' .... ,Lk is called a 
level structure, L(G). Formation of a level structure can be 
done as follows: 
( i ) L1 = {v}, which is the start vertex. 
(ii) L· 1 for i > 1, L· 1 is the set to all the vertices 
adjacent to vertices of Li-1' which are not yet 
assigned to a level. 
For each vertex v E V(G) there exists a level structure 
Lv(G) called a level structure rooted at v. For every level 
of a level structure, a level width, w(Li) can be defined, 
which is the number of vertices in the level i. The width of 
the level structure is defined as: 
w(L) = max{w(Li)} (4.1.2) 
The depth of a level structure is equal to the number of 
levels in the level structure. 
4.1.2 The Renumberinq Alqorithm 
The algorithm can be divided into three parts. 
4.1.2 Ca) Choosing the start vertex 
A path through vertices, from the one vertex to another is 






the end points of a diameter which is the biggest - i. e. 
nodes that are a maximal distance apart. The algorithm to 
obtain this is as follows 
(i) Choose an arbitrary vertex of minimal degree and call 
it v. 
(ii) Generate a level structure Lv rooted at v and let 5 be 
a set of vertices in the last level of Lv. 
(iii) Generate level structures rooted at s E 5, selected in 
order of increasing degree. If for some s the depth 
of Ls is greater than the depth of Lv, then set v to s 
and return to step (ii). 
(iv) Let u be a vertex of 5 whose level width is the 
smallest. 
Now there are two vertices u and v which are a maximal 
distance apart. The level structures associated with each is 
Lu and Lv. 
4.1.2 (b) Minimising level width 
This algorithm combines level structures Lu and Lv into a 
new level structure whose width is usually less than that of 
Lu and Lv· 
( i) Let levels in Lu an Lv be as follows 
Lu = {L1,L2' Lk} 








For each vertex w of G the ordered pair (i,j) called 
associated level pair is defined, where i is the level 
of w in Lv and k+1-j is the level of w in Lu' 
(ii) Assign the vertices of G to levels in a new level 
,Nk} as follows 
1. If for some w a vertex of G , the associated level 
pair, i = j then assign w to level i. 
2. The graph G now consists of one or more disjoint 
connected components C1,C2' ... Ct ordered so that 
3. For each of the connected components do the 
following 
(a) Compute a vector {n1' ... ,nk} where ni is the 
number of vertices in level Ni' 
(b) Compute vectors {h1 , ... ,hk} and {11' ... ,lk} 
where hi is the number of vertices that would 
be in Ni if the first element of the associated 
level pairs were used. 1· l. is the number of 
vertices that would be in N· l. if the second 
element of the associated level pairs is used. 
(c) Find ho = maxi {hi: hi-ni > O} and 10 = maxi 
{Ii: hi-ni > O}. Now to find out which of the 






(i) If ho < 10 choose the first element of 
the associated level pair. 
(ii) If 10 < ho choose the second element of 
the associated level pair. 
(iii) If ho = 10 use elements of level pairs 
which arise from a level structure of 
smaller width. If the widths are equal 
use the first elements. 
Now a single level structure is formed which must be mapped 
onto a numbering. 
4.1.2 ec) Numbering 
The numbering scheme assigns consecutive positive integers 
to the vertices of G, level by level - starting at level 1. 
The numbering algorithm can be divided into four parts 
(i) If the degree of u is less than the degree of v then 
interchange u and v and reverse the level structure by 
setting Ni to Nk+1-i. 
(ii) Assign consecutive positive integers to the vertices 
of level N1 in the following order : 
(a) Assign number one to v. 
(b) Let w be the lowest numbered vertex in L1 
which has vertices of level N1 adjacent to it, 
then number these vertices in order of increasing 
degree. Repeat this step until all the vertices of 






(c) If any unnumbered vertices remain in this level, 
number the one of minimal degree, then go to 
step (b). 
(iii) Number the vertices of level Ni = 2, ... ,k as follows I 
(a) Let w be the lowest numbered vertex of level Ni-1' 
that has unnumbered vertices of level Ni adjacent 
to it. Number the vertices of Ni adjacent to w in 
order of increasing degree. Repeat this step until 
all the vertices of Ni adjacent to vertices of 
Ni-1 are numbered. 
(b) Repeat steps (ii) (b) and (c) replacing 1 with i. 
(iv) The numbering is reversed by setting i to n-i+1 for 
i = 1, .... ,n, if either of the following conditions 
hold. 
(a) If step (i) interchanged u and v and if in 
4.1.2 (b) the second elements of the associated 
level pairs were chosen for C1. 
(b) If step (i) did not interchange u and v and in 
4.1.2 (b) the first elements of the associated 
level pairs were chosen for C1 . 
4.2 THE SOLUTION TECHNIQUE 
The stiffness matrices that were produced for finite 
elements were symmetric positive definite. However, when 
infinite elements were introduced, the matrices lost their 






errors on the computer. For this reason the Gaussian 
elimination solution technique was used. This technique is 
outlined in detail by J. Stoer and Bulirsch [29]. As a 
result of the banded characteristics of the matrices, a few 
modifications were done to the technique to economise on the 
number of arithmetic operations. 
Pointers were set for each of the rows of the matrix to 
indicate the beginning and end of the non-zero elements. 
These were then used to set limits for the "do loops" in the 
elimination process, to economise on the number of 
arithmetic operations, consequently reducing the execution 
time. A few test runs were done using both the old 
technique, Gauss Jordan and the new technique. Fig. 4.1 
shows the comparison of execution times for four examples. 
Fig. 4.1 (a) shows examples of 93 (left) and 226 (right) 
nodes. Fig. 4.1 (b) shows examples of 749 (left) and 774 
(right) nodes. For a number of nodes less than 100 there is 
not much improvement, however for a number nodes greater 
than 200 the improvement is greater than 85 % . The new 
equation solver therefore works efficiently. 
The equation solver outputs data in the form of nodal 
potentials. As the nodes are placed at arbitrary positions, 
there is a need for a process which enables the user to 
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4.3 THE POST-PROCESSOR 
Ideally, a post-processor should do a field plot or an 
equipotential plot. This is however not done in this program 
and can be considered as a possible improvement. 
The post-processor implemented is a building block for 
forming equipotential plots. The post-processor enables the 
user to obtain a potential distribution along any horizontal 
or vertical line, i . e . y = c or x = c, where c is a 
constant specified by the user. The process by which this 
is done is best illustrated by means of the flowchart in 
Fig. 4.2. 
The post-processor can be used to obtain a grid of 
potentials over the entire domain. The post-processor also 
gives the x and y components of the field. This was achieved 
by using the following equations : 
(i) For the vector potential, the flux components are 
derived by using: 






(ii) For the scalar potential, the flux components are 







o - (4.2.3) x 6x 
60 
Dy = (4.2.4) 
6y 
Where 0 is given by equation (2.2.16) in Chapter 2. 
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Figure 4.2 Flowchart of the post-processor 
The post-processor was used on many examples, of which 3 is 
included in Chapter 5, and proved to be a satisfying and 







APPUCATION OF TIlE PROGRAM 
Ideally, the domain contours should be entered by means of a 
light pen or a mouse, but due to the limitation of graphics 
facilities the contours are entered into a data file from 
which the computer reads the information, and forms the 
domain in memory. 
The application of the program is straight forward and is 
dealt with in the following way 
(i) The creation of a data file is discussed. 
(ii) Numerous examples were used for testing the program, of 
which only 3 will be included in this chapter, namely : 
(a) Straight machine slot 
(b) Slanted machine slot 
(c) Linear machine 
5.1 DATA FILE LAYOUT 
The basic parts of the data file is given in Section 5.1.1 
and for details on each part see the corresponding number in 






5.1.1 Basic Parts of the Data File 
The data file can be divided into the following sections: 
(1) Domain type 
conditions. 
bounded or unbounded and symmetry 
(2) Number of input nodes and their coordinates. 
(3) Number of input segments and details of segments. 
(4) Number of outer segments and the boundary conditions 
for each. 
(5) Number of sub-regions. 
(6) Different media. 
(7) Material properties for each region, mesh size and 
segments that form each region. 
(8) If region unbounded number of infinite regions, 
material properties for each and order of numerical 
integration. 
(9) If domain is symmetrical 
boundary conditions. 
material properties and 
(10) Output of data. 
5.1.2 Detailed Layout of Data File 
( 1 ) Enter - 1 if domain is unbounded 
- 2 if domain is bounded. 
Enter - 0 for no symmetry 
1 for symmetry about y = C 
2 for symmetry about x = C. 






(2) Enter number of input nodes. 
Enter coordinates of nodes - x,y below each other. 
(3) Enter number of segments. 
Enter for each segment : 
(i) Start and end node numbers. 
(ii) Type of segment 0 - Straight line 
1 - Circle or sector 
2 - Manually. 
(iii) Enter mesh size if type = 0 
Enter mesh size, Xcenter,Ycenter if type = 1 
Enter number of nodes and their coordinates 
below each other if type = 2. 
(4) Enter number of outer segments. 
Enter for each outer segment : 
(i) Segment number,type of condition,distribution. 
(a) type of condition 0 - Dirichlet 
1 - Neuman 
3 - segment truncates 
infinite region. 
(b) Distribution 0 - constant 
1 - Vo SIN(Anx + Bny + C) 
2 - Vo COS(Anx + Bny + C). 
(ii) Enter Constant if distribution = 0 
Enter A,B,C,Vo if distribution = 1 or 2. 






(6) Enter 1 - if problem has different media 
2 - if problem has one medium. 
(7) For each region enter below each other: 
(i) source for each region. 
(ii) (if problem has different media) material constant 
i.e. ~ and E. 
For each region enter below each other : 
(i) mesh size. 
(ii) segments that form each region - If it is an outer 
contour enter segments in counter-clockwise order, 
else enter segments in a clockwise order. Segments 
should be entered below each other and after all 
segments for a region is entered place 0 below 
last segment number. 
(8) Enter only if domain is unbounded. 
Enter number of unbounded regions. 
Enter 1 - If unbounded regions has different media 
2 - If unbounded regions has one medium. 
For each region enter: 
(i) Number of segments that form infinite region. 
(ii) Source for infinite region. 
If there are different media enter material 
properties. 
(iii) Enter segments that form infinite region below 
each other. 






(9) Enter only if problem is symmetrical: 
Enter 0 - for even boundary conditions 
1 - for odd boundary conditions. 
Enter 1 - if sources are different to that of 
symmetrical bounded region 
2 - if sources are the same. 
Enter Sources for symmetrical bounded regions in same 
sequence as the other half. 
Enter 1 - if media of symmetrical bounded half is 
different 
2 - if media of symmetrical bounded half is the 
same. 
Enter media of symmetrical regions in the same sequence 
as the other half if Media are different. 
Enter 1 - if sources are different to that of 
symmetrical unbounded region 
2 - if sources are the same. 
Enter Sources for symmetrical unbounded regions in same 
sequence as the other half. 
Enter 1 - if media of symmetrical unbounded half is 
different 
2 - if media of symmetrical unbounded half is the 
same. 
Enter media of symmetrical regions in the same sequence 






(10) Enter 1 - for solution of vector potential 
2 - for solution of scalar potential. 
Enter 1 for potentials along y = C 
2 for potentials along x = c. 
Enter C. 
Enter steps at which potentials are desired. 
Enter normalisation constants as follows for 
x or y, Potential, Flux. 
Enter 1 - if another line is desired and start from 
second step of (10) 
2 - if no more lines are desired. 
Listing of data files, for examples 1 and 2 done below, 
is given in Appendix C. 
5.2 SELECTED EXAMPLES 
5.2.1 Straight Machine Slot 
The dimensions and boundary conditions of the problem 
tackled is shown in Fig. 5.1 (a) and the mesh generated is 
shown in Fig. 5.1 (b). 
For this problem the potential distribution is compared to 
the analytical solution in Fig. 5.2. and the components of 






The potentials compare very well with those of the 
analytical solution, however the components of flux has a 
significant error at the corner of the slot, this is because 
no mesh refinement is used at this corner. 
5.2.2 Slanted Machine Slot 
This is an unbounded field problem and the configuration is 
shown in Fig. 5.4 (a). and the mesh generated is shown in 
Fig. 5.4 (b). 
For this problem only the components of flux are compared to 
the analytical solutions, and are shown in Fig.5.S. The flux 
components calculated by finite element method compare very 
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Figure 5.1 Straight machine slot configuration, boundary 
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Figure 5.4 Slanted machine slot configuration, boundary 
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5.2.3 Linear Machine 
Fig. 5.6 (a) shows the configuration of the problem and 
Fig.5.6 (b) shows the mesh generated. For this problem flux 
components are plotted for 3 different current density 
distributions. They are as follows . . 
(A) 
J: 
IR = J 
Iy = - ~ J 




IR - - ~ J 
Iy - - ~ J 
Iy 1.~ IB = J 
(C) 
~ 
IR = - ~ J 
Iy = J 
IS - - ~ J :tF/. ~B 
The graphs for current density distributions (A), (S) and 
(C) are plotted in Fig. 5.7 (a), (b) and (c) respectively 
and could be qualitively compared to results known from a 



















Figure 5.6 Linear machine configuration, boundary conditions 
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The derivatives of the geometric shape-functions and the 
interpolation functions for the infinite elements, dealt 
with in Section 2.3.3 in Chapter 2, are given below. 
1.0NE-WAY INFINITE QUADRATIC LAGRANGIAN ELEMENT 
(8) Geometric Shape-Functions 
= - 2* [ ~ - ~ ] * [ 1 : ~ ] 
= 4*a::* [ 13 ] 
1 - 13 
= - 2* [ «+ ~ ] * [ 
- [~HJ*[ 1+ 213 ] 
1 - 13 
= -2*~* [ 1 + 213 ] 
1 - 13 
= [ ~ - ~ J*[ 1 + 213 ] 







= -~* [ ~ - 1 ] * [ (1 ~ ~)2 ] 
SJ3 
SG2 
= -2* [ 1 _ ~2 ] * [ 1 ] 
SJ3 (1 - 13)2 
SG3 
= _~* [ n 1 ] * [ 1 ] 
SJ3 (1 - 13)2 
SG4 
= ~* [ n 1 ] * [ 1 ] 
SJ3 (1 - 13)2 
SGS 
= 2* [1 _ ~2 ] * [ 1 ] 
SJ3 (1 - 13)2 
SG6 
= ~* [ ~ - 1 ] * [ 1 1 
SJ3 (1 - 13)2 
(b) Interpolation Functions 
SH1 
= ~*J3* [ -1 + 2~ ] * [ 13 - 1 ] 
S~ 
SH2 
= -~*J3* [ 13 - 1 ] 
S~ 
SH3 








~* [ 1 + 2°c ] * [ 1 - 132 ] = 
Soc 
SHS 
-2*oc* [ 1 - 132 ] = 
Soc 
SH6 
~ * [ -1 + 2°c ] * [ 1 - 132 ] = 
Soc 
SHI 
\*oc* [ oc - 1 ] * [ -1 + 213 ] = 
SJ3 
SH2 
~* [ 1 - oc 2 ] * [ -1 + 213 ] = 
SJ3 
SH3 
\*oc* [ oc + 1 ] * [ -1 + 213 ] = 
SJ3 
SH4 
-oc*J3* [ oc + 1 ] = 
SJ3 
SHS 
-2*13* [ 1 - oc2 ] = 
SJ3 
SH6 







2. TWO-WAY INFINITE QUADRATIC LAGRANGIAN ELEMENT 
(a) Geometric Shape-Functions 
= [( 1 : ~) 2 ]. [ 12: ~ ] 
= - [ (1 : ~)2 ]. [ 1 :~ ~ ] 
= [( 1 ~ ~) 2 ]. [ 1 + 1 :~ ~ ] 
- - [ (1 : ~)2 H 2.13 ] 1 + 1 - .a 
= [( 1 : ~) 2 ]. [ 1 2: ~ ] 
= - [ (1 : ~) 2 ]. [ 1 + -1 :~ ~ ] 
= [( 1 : ~) 2 ]. [ 1 + 1 :~ ~ ] 






(b) Interpolation Functions 
SH1 
~*J3* [ -1 + 20: ] * [ 13 - 1 ] == 
So: 
SH2 
-0:*13*[ 13 - 1 ] = So: 
SH3 
-2*0:* [ 1 - 132 ] == 
So: 
SH4 
~* [ -1 + 20: ] * [ 1 - 132 ] = 
So: 
SH1 
~*o:* [ 0: - 1 ] * [ -1 + 213 ] = 
SI3 
SH2 
~* [ 1 - 0: 2 ] * [ -1 + 213 ] = 
SJ3 
SH3 
-2*13* [ 1 - 0: 2 ] = 
SJ3 
SH4 








Abscissae and weights are given for second and third order 
Gauss Legendre numerical integration, as required in 
Chapter 2, Section 2.3.3(a). 
1. ABSCISSAE 
The abscissae for both the One-way and Two-way Quadratic 
Lagrangian Infinite elements are the same and are given in 
coordinate form. 
(a) Second Order Integration 
(i) (-0.57735027,-0.57735027) 
(ii) (-0.57735027, 0.57735027) 
(iii) (0.57735027,-0.57735027) 
(iv) (0.57735027,0.57735027) 
(b) Third Order Integration 
( i) (-0.77459667, -0.77459667) 
(ii) (-0.77459667, 0.0) 
(iii) (-0.77459667, 0.77459667) 
(iv) ( 0 . 0 , -0.77459667) 
(v) (0.0,0.0) 
(vi) ( 0 . 0, 0.77459667) 
(vii) (0.77459667, -0.77459667) 
(viii) (0.77459667, 0.0) 







The weights for both the One-way and Two-way 
Lagrangian Infinite elements are the same. 
(a) Second Order Integration 
(i) 1.0 I 1.0 
(ii) 1.0 I 1.0 
(iii) 1.0 I 1.0 
(iv) 1.0 I 1.0 
(b) Third Order Integration 
(i) 0.55555556 I 0.55555556 
(ii) 0.55555556 I 0.88888889 
(iii) 0.55555556 I 0.55555556 
(iv) 0.88888889 I 0.55555556 
(v) 0.88888889, 0.88888889 
(vi) 0.88888889 I 0.55555556 
(vii) 0.55555556 I 0.55555556 
(viii) 0.55555556 I 0.88888889 








'The data files for the selected examples 1 and 2 in Chapter 
5 are given below. 
1. STRAIGHT MACHINE SLOT 
Page 1 Page 2 Page 3 Page 4 
2 3,4 3,0,0 10.0 
° ° 1.0 8 
7 10.0 4,1,0 5 
0.0,0.0 4,5 0.0 6 
100.0,0.0 ° 5,1,0 7 
100.0,20.0 10.0 0.0 1 
40.0,20.0 5,6 6,1,0 ° 
40.0,80.0 ° 0.0 1 
0.0,80.0 10.0 7,0,0 1 
40.0,0.0 6,1 0.0 13.333 
8 ° 2 10.0 
1,7 10.0 2 1.0,1.0,0.122 
° 4,7 0.0 2 
10.0 ° 0.0 
7,2 10.0 10.0 
° 7 2 
10.0 1,1,0 3 
2,3 0.0 4 
° 2,1,0 8 






2. SLANTED MACHINE SLOT 
Page 1 Page 2 Page 3 
1 ° 2 
° 20.0 0.0 
8 6,1 20.0 
0.0,0.0 ° 1 
40.0,0.0 20.0 2 
80.0,0.0 6,7 3 
100.0,0.0 ° 4 
200.0,173.205 ° 5 
100.0,173.205 5,8 6 
200.0,346.410 ° ° 
300.0,346.410 ° 1 
8 6 2 
1,2 1,0,0 3 
° 0.0 0.0 
20.0 2,0,0 8 
2,3 1.0 5 
° 3,0,0 7 
20.0 0.0 2 
3,4 4,0,0 1 
° 0.0 1 
20.0 5,3,0 11. 57 
4,5 0.0 10 
° 6,0,0 1.0,1.0,1.0 
20.0 0.0 2 
5,6 1 
ap
e T
ow
n
