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1．はじめに
　因子と変数との関係をあらわす用語として、因子
負荷量（factor loading）の他に因子パターン（factor 
pattern）と因子構造（factor structure）が使われて
いる。清水（2011）でも指摘したように、これらの
用語は、その重要性にもかかわらず、因子分析の黎
明期から混乱を内包したままに使われてきた。因子
分析の創始者たちの著作物を紐解きながら用語を整
理し、因子と変数との相関係数として定義された因
子構造の意味を再検討してみることにする。そして、
この定義を応用した延長因子分析（Dwyer, 1937 ; 
Mosier, 1938）を取り上げてみることにする。
　Cattell（1956）は、いくつかの項目を合わせて尺
度を構成し、これを対象として因子分析を行うこと
を提案している。項目よりも信頼性と分布で心理測
定上でより望ましい性質を期待できるとして、これ
をCattell は parcel（小包）とよんでいる。延長因子
分析は、小包化した変数を対象とした因子分析で抽
出した共通因子空間に小包化する前の個々の項目を
布置させる方法として利用することもできる
（Gorsuch,1997 ; 辻岡・清水，1975）。
　本稿では、古典的な延長因子分析とその後の展開
について、因子得点推定における不確定性という観
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点から検討を加え、Rのスクリプトとともに紹介し
てみることにする。そして、構造方程式モデリング
による延長因子分析の可能性も検討してみることに
する。
2．因子負荷量から因子パターン・因子構造へ
　簡単に、因子分析の創始者が使った用語を確認す
ると次のようになる。Spearman（1904）は、一般因
子と変数との関係を、saturation としている。
Thurstone（1931）は、この 2 つの関係について、
Spearman の用語には触れずに、weight あるいは
loading としている。Spearman （1939） は因子の次
元性に関する論争を展開する中で、weightと loading
そして coeﬃ  cient を併記し、saturation は使用して
いない。これは同じイギリス人の因子分析理論家で
あるThomson（1939）が、清水（2011）で紹介した
ように、saturationの新しい用語として loadingを勧
めているからかもしれない。そして、1次元の一般
因子を双因子（bi-factor）という一般因子モデルを
多次元に拡張した結果を説明する用語としては
loading がより適切であると考えたからもしれない。
なお、Spearman の理論とThurstone の理論的な検
討を加える中で、Thomson（1939）は、因子得点と
変数との相関係数が saturation に相当することを明
らかにしている。
　このように因子分析の先駆者の間では loading に
定まったかにみえるがことはそれほど単純ではない。
Thurstone（1935）は、主因子法あるいはセントロ
イド法から得た因子と変数との関係をfactor loading
としているが、因子軸回転後の値に対してもprimary 
（trait） loading と負荷量を使っている。
　現在の使われている因子パターン（factor pattern）
を loading という用語を使わずに定義したのが
Holzinger（1940）である。彼はこの論文の中で、因
子解をn変数の第 j番目の変数の標準得点について、
m個の共通因子に加えて特殊と信頼できない（誤差）
因子の線形式を次のように定義している。
⑴　
そして、主因子法での因子解の推定を行い、因子の
名前は、斜交回転後の因子パターン行列において与
えている。この論文が重要であるのは、⑴式の aj1～
ajmとして表記されている因子パターンとは別に変数
jjjjmjmjjj TeSbFaFaFaz +++++= 2211  
と因子の相関係数を斜交因子におけるstructure（構
造）としてはじめて定義した点にある（Holzinger & 
Harman, 1941）。
　Spearman（1939）の一般因子のweight、loading
あるいは coeﬃ  cient は、m＝1の特殊な場合であり、
⑴式の aj1 に相当する。1次元であることからこの値
は、pattern とstructureの両方の性質を備えている。
多因子の場合でも、m個の共通因子が互いに相関し
ていない直交因子の場合にだけ、同様に因子パター
ン行列と因子構造行列の区別はなく、因子行列と呼
ばれる。
　因子分析の代表的なテキストであったThurstone
（1947）では、structure は因子と変数との関係につ
いての構造を意味する用語で使われており、因子と
変数との相関行列である因子構造行列はRpj と表記
されるだけである。Cattell（1952）もThurstone が
Holzinger による因子構造の定義に従っていないこ
とに言及している。
　PsycINFO で”factor loading” を検索語として調
べてみると、1930年代からのヒットしたレコード件
数は、それぞれ 10 年刻みで整理してみると、1930
年から 2009 年では、33、60、124、246、364、374、
722、1506となった。2010年以降でも439件もある。
因子負荷量という用語は、Thompson & Daniel　
（1996）による因子パターンと因子構造をいずれかを
意味するかということでの混乱を回避するために使
用をやめるようにという警告にもかかわらず、一般
的に使用されているようである。日本でもこの状況
は変わらないのではないだろうか。
　因子分析の結果の解釈は、伝統的に⑴式のaj1～ajm
を対象として行われてきた。これらの値は因子とい
う潜在変数へのある種の偏回帰係数であり、zj と F1
～Fm との相関係数である因子構造の値とは異なる。
因子軸の回転は、因子パターンが行列全体として単
純な構造を示す方向を求めて行われることになる。
因子構造行列は、Thurstone（1935, 1947）が因子得
点の回帰法による推定でRpj と特別に表記している
ように、因子の解釈では使用されることはなかった。
しかしながら、Gorsuch（1983）やHanson & Roberts
（2006）は、因子分析結果の報告では、因子間に相関
がある場合には因子パターン行列と因子構造行列の
両方を解釈の対象とすべきとしている。Thompson
（2004）もまた、因子分析結果の報告では、因子パタ
ーン行列、因子構造行列、そして、因子間相関行列
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を掲載することを勧めている。代表的な因子分析の
解析ソフトである SPSS で出力されるこれらの行列
を検討すれば明らかなように、因子と変数との相関
関係は単純なものとはならない。因子の共通因子空
間における方向は、因子パターン（あるいは、因子
パターンとは比例の関係にある準拠構造（例えば、
清水（2003a）など参照））を対象とした回転によっ
て決定される。因子構造の値は、回転によって方向
が決められた因子と観測変数の相関係数のことであ
り、因子と変数の関係を相関係数として記述する統
計量と考えるべきではないだろうか。
　因子の解釈の対象としての因子構造についての検
討は別な機会として、ここでは、因子構造が因子得
点と変数との相関係数として定義されることの応用
に検討を加えてみることにする。
　因子構造を「因子と変数との相関係数」とする定
義は 2つの方向で応用されてきた。1つは、固有分
解から因子負荷量を求める主因子法の計算を避ける
代替的な計算法である尺度の総点と尺度を構成する
項目との相関係数である。尺度の全体が 1つの構成
概念を測定していると仮定するこの方法は、手計算
の時代から内的整合性の原理による項目分析という
名称の下で長く使われてきた。現代においては、潜
在する次元数を確認しないこの原理による項目分析
は、過去の遺物となったといえよう（清水，2011）。
　もう 1つは、延長因子分析である（Dwyer, 1937 ; 
Mosier, 1938 ; Cattell, 1952）。あらかじめ行われた因
子分析には含まれていなかった追加変数を因子分析
によって抽出した共通因子空間に布置させようとす
る方法である。因子分析から得ることができた因子
得点と新しく加えた変数との相関係数をこの新しい
変数の因子構造とし、これに因子間相関係数の逆行
列を掛け合わせることで、新しく加えた変数の因子
パターンを推定しようとする方法である。本稿では、
この古典的延長因子分析とその後の展開に検討を加
えてみることにする。
3．因子分析モデル
　⑴式の因子分析の基本モデルを行列で表してみる
ことにする。なお、因子分析の数式表記は、清水
（2003a, 2011）と同じように、古典的な因子分析の文
献で使われてきた記述モデルで行うことにする。ま
ず、ある標本のN人の被験者について、n変数の測
定を行ったものとする。そして、m次元として解釈
することができるm個の因子を抽出することができ
たものとする。次に、この観測変数の標準得点行列
を Z（N×n）とすると因子分析の記述モデルは次の
ように表すことができる。
⑵　
ここで、Fは（N×m）次の因子得点行列であり、Vfp
は（n×m）次の因子パターン行列であり、⑴式の
aj1～ajmを第 j番目の変数の因子パターンm個の値と
するとこの行列の要素（n×m）はn個の変数の因子
パターンからなる。この共通因子空間とは独立した
独自性に関するものが（N×n）次の独自性得点行列
Uと独自性を対角項にもつ（n×n）次の対角行列 D
である。⑴式では、特殊性と誤差とを独立させた表
記をそのまま使ったが、この 2つを合わせたものが
独自性である（Thurstone, 1935）。
　Rを（n×n）次の変数間の相関行列とすると、次
のように展開することができる。
⑶　
なお、独自性は互いに独立な標準得点形式であるの
で Uを掛け合わせ人数Nで割ると単位行列となる。
Cfは（m×m）次の因子間相関行列である。この行
列の値は、探索的因子分析では、単純構造を求めて
回転された因子軸間の角度の余弦（cosine）から得
られる。なお、⑶式では、因子得点間の相関行列で
もある。
　Vfpは初期の因子解を回転した結果の因子パターン
行列であった。これに対して、Holzinger が定義し
たように変数と因子との相関係数が因子構造であり、
この行列 Vfs（n×m）は、次のように計算すること
ができる。
⑷　
因子パターン行列と因子構造行列との関係は次のよ
うに表すことができる。すなわち、
⑸　 ffpfs CVV = あるいは 1−= ffsfp CVV
UDVFZ fp +'=
2
1
DVCV
ZZR
+ƍ=
ƍ=
fpffp
N
FZV '=
Nfs
1
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である。
4．古典的延長因子分析
　以上の因子分析モデルは、n変数を対象として展
開した。因子得点も真の因子得点であり、実際のデ
ータ解析では得ることができない。ここでは、この
得点の推定値 Fˆを算出したものとする。そして、同
じN人を対象として i個の変数を追加することがで
きたものとする。この標準得点行列を iZ（N×i）と
表して、上の因子得点との相関係数を⑷式のように
求めてみることにする。
⑹　 FZV ˆ
1 '= ifsi N 　
この式で得られた新しい変数の因子構造行列に⑸式
のように因子間相関行列の逆行列を次のように掛け
ると
⑺　 1−= ffsifpi CVV
新しく追加した変数の因子パターンの値を得ること
ができる。すなわち、因子分析での対象ではなかっ
た新たに加えられた i個の変数をm次元のn変数か
ら抽出された共通因子空間に布置させることができ
る。Dwyer（1937）が提案したこのアイディアを
Mosier（1938） が一般的な多因子モデルへと展開し
ている。
5．因子得点の不確定性：推定値としての限界
　Cattellの影響の下で、辻岡・清水（1975）は、Horn
（ 1973 ）と 同 じ よ う に、因 子 得 点 を 回 帰 法
（Thurstone, 1935）で推定した値を使用し、延長因
子分析にも検討を加えている。モデルの因子得点を
取り扱うことはできないので、実際のデータを対象
としたデータ解析での操作は、その推定値を計算に
しなければならない。その結果、因子得点の推定値
は因子得点とは同じとならない。因子得点の推定値
を一意に定めることができないというWilson（1928）
が指摘した因子得点の不確定性（indeterminacy）が
ここに横たわっている。
　より適切な因子得点の推定値を求めて、数多くの
方法が提案されてきた（芝，1971, 1972）。代表的な
方法が真の因子得点と推定値の差を最小とすること
を目的関数とするThurstone （1935）が提案した回
帰法であった。もう 1つは因子得点の不偏推定量と
しての推定値を求めようとする方法で、バートレッ
ト推定量と呼ばれている（Bartlett, 1937）。
　データ解析の現象として顕れることの 1つは、推
定値間の相関行列が、因子間の相関行列に一致しな
いということである。直交の因子間の関係を保持す
ることを条件としたバートレット推定量がAnderson 
& Rubin（1956）による解かれた。同じ直交条件を
回帰法で展開した方法が Shiba（1969）によって提
案されている。芝（1972）は回帰法を F13 とし、直
交条件の推定式を F14 と表記している。それぞれの
因子得点の推定値行列は、次のように計算すること
ができる。
⑻　 fsVZRF
1
13
ˆ −
=
⑼　 ( ) 211114ˆ −−− '= VRVVZRF
ここで、Vは直交の因子行列である。
　斜交の因子間相関を保持することを条件とする推
定方法に関しては、芝（1972）の数理的展開をベー
スとして清水（1981）が展開した。この式を F24 と
表記すると、次のように表すことができる（清水，
2010b）。
⑽　 2
12
1
2
3
12
3
2
3
1
24
ˆ
fffpfpfffp CCVRVCCVZRF
−
−− ⎟⎟⎠
⎞
⎜⎜⎝
⎛
'=
もし、因子分析結果が直交であったなら、因子間相
関行列は単位行列となり、因子構造行列は直交の因
子行列となる。すなわち、斜交の拘束条件の⑽式が、
⑼式の直交条件を内包しているといえる。なお、ten 
Berge, Krijinen, Wansbeek, & Shapiro （ 1999 ）も、
相関行列ではなく共分散行列を対象として、同じ結
果を導いている（市川，2010）。
　因子得点の推定方法としてSPSSでは、回帰法、バ
ートレット法そしてAnderson & Rubin 法が提供さ
れている。清水（2010b）では、回帰法F13 とここで
紹介してきた因子間相関を拘束条件とした F24 とを
計算するためのRスクリプトが掲載されている。な
お、この推定値F24を利用した研究については清水・
三保（2011）を参照されたい。
　この結果を用いて、先の⑹式の Fに⑽式の F24 に
よる推定値行列を代入すれば、因子パターンを得た
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際に確定した因子間相関と同じ因子軸の枠の中で、
追加した新しい変数を布置させることができること
になる。
（6’）　
2
12
1
2
3
12
3
2
3
1
24
ˆ1ˆ
fffpfpfffpi
ifsi N
CCVRVCCVRR
FZV
−
−− ⎟⎟⎠
⎞
⎜⎜⎝
⎛
'=
'=
ここで iRは追加した変数と因子分析の対象となった
変数の相関行列である。
　因子得点の推定方法の中でいずれがよりよい推定
値を与えてくれるのかという点に関して、理論的研
究（例えば、Harris（ 1967 ）、McDonald & Burr
（ 1967 ）、丘本（ 1986 ）、Steiger　& Schönemann 
（1978）、Shiba（1969）、芝（1971, 1972）や Tucker
（1971）など）だけではなくシミュレーション研究や
実際の推定値の比較研究（例えば、Horn（1965）、
Feva & Velice（1992）やGrice & Harris（1998）な
ど）も行われてきた。最近では、Beauducel（2007）
が、Schönemann & Steiger （1976）による回帰成分
分析を応用して、ここで紹介してきたような推定方
法の間には大きな違いがないことを明らかにしてい
る。推定値方法間の比較の議論では、丘本（1986）
はバートレット推定量と回帰法を比較して後者の方
が望ましいとしている。Mulaik（1972）は、Harris
（1967）の議論を紹介し、バートレット推定量の方が
望ましいとしていた。Mulaik（2010）の新しい版で
は、バートレット推定量を直交の因子解に限定し、
応用場面で使われる斜交の回転結果では回帰法の方
がより望ましいという結論を下している。
　モデルの因子得点と推定値との相関係数は一般的
には 1.0 とはならない（例えば、芝（1972）など）。
ここでは、モデルの因子得点と因子得点の推定値の
差を回帰法のように次の式で定義してみることにす
る。
⑾　
ZWF
FFE
−=
−=
ˆ
ここで、W（n×m）次は、因子得点の重み行列
（SPSS では、因子得点係数行列）である。回帰法で
は、このトレースを最小とするWを求めることにな
る。その結果を整理したものが⑻式から⑽式であっ
た。
　ここでは、加えた新しい変数と因子得点との関係
を Steiger（1979a）に従ってさらに検討を加えてみ
ることにする。まず⑾式を次のように入れ替えてみ
る。
⑿　 EZWF +=  
次に、i 個の新しく加えられた変数の標準得点行列
iZを両辺に掛け合わせNで割ってみることにする。
⒀　 EZZWZFZ '+'=' iii NNN
111
 
これは⑹式と（6’）式から、次のように書き換えるこ
とができる。
(13’)　
EZV
EZRWV
'+=
'+=
ifsi
iifsi
N
N
1ˆ
1
 
　因子分析の因子得点は、主成分分析の場合とは異
なり一意に定まるのではなく、⒀式の右辺第 2項の
（1／N）iZ’Eは無視できるほど小さいとはいえない
かもしれない（Steiger, 1979a）。
　回帰法は、上で紹介したように推定値としての望
ましい性質（最良線形予測子とも呼ばれる（例えば、
市川（ 2010）など）を備えてはいても、Eが完全に
ゼロ行列となるとは思えない。この結果として、（6’）
式の因子得点の推定値は因子間相関という拘束条件
を満たしても、⑹式の近似値を提供するに過ぎない
といわざるをえない。Gorsuch（1997）は、因子得
点の推定値を使って計算した値が⑹式の本来の値よ
りも高くなることを指摘し、Shönemann & Steiger
（1976）による変数と因子との超行列を回帰成分分析
的に分解する方法を応用した、次に紹介する延長因
子分析の新しい方法を提案している。
6．Gorsuch（1997）による延長因子分析
　ここで、これまでと同じように、n個の変数に潜
在するm個の因子を探索的因子分析により抽出する
ことができたとし、この変数についての因子分析モ
デルは⑵式から⑸式とする。ただし、ここでは⑵式
の観測変数の標準得点行列に添え字をつけて pZ（N
×n）次とする。そして、この一群の変数群とは別
に、⑹式と同じように、新しく i 個の変数を同じ調
査対象者で測定を行うことができたとする。因子得
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点は推定値ではなく真の因子得点とし、N人を対象
とした3種類の得点を1つの行列 cZ｛N×（n+i+m）｝
で表してみることにする。
⒁　 FZZZ ipc = [ ]
Shönemann & Steiger（1976）のように、変数と因
子から構成したこの行列からこれらの間の超行列の
相関行列 cRを次のように展開してみることにする。
⒂　 ( )( ) ⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
''
'
='
ffsifs
fsiiiip
fspipp
ccN
CVV
VRR
VRR
ZZ1 　
この括弧で括った（iVfs）のみが未知の行列であり、
上で紹介してきた古典的方法は、因子得点の推定値
を介在させ、この行列を直接計算しようするもので
あった。これを批判した Gorsuch（ 1997 ）は、
Shönemann & Steiger（1976）が因子得点の不確定
性問題への回答（Steiger & Shönemann（1978）、
Steiger（1979b）やMuliak（2010）参照）を得る方
法として提案した変数の得点と因子得点との相関行
列からなる超行列の分解方法を、⒂式の相関行列 cR
に適用し、これを分解するための直交行列 cPを得る
手順を検討している。この cPの大きさは｛（n＋ i＋
m）×k｝で kの数を、彼は、この直交化のコア変数
の数である nとしている。
⒃　 EPPR cccc +'=
ここで cEは、直交化によっても説明することのでき
ない残差行列とする。cPを⒁式のように表現すると
それぞれは次にように表すことができる。
⒄　 [ ]PPPP '''=' fipc  
これを⒂式に適用すると次のように展開することが
できる。
⒅　 [                          ] ⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
+'''⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
EEE
EEE
EEE
PPP
P
P
P
R
fffifp
ifiiip
pfpipp
fip
f
i
p
c
この結果から、新しく加えた i 個の変数と因子得点
との相関行列 iVfsを取り出すと、次のように表すこ
とができる。
⒆　 EPPV iffifsi +'=
この残差行列が限りなくゼロ行列になると仮定する
と未知であった⒂式の（iVfs）を iPと fPの転地との
掛け合わせから計算することができることになる。
　Gorsuch（ 1997 ）は、 cP を得る方法として、
Shönemann & Steiger（1976）の成分分析的な手法
をグラム・シュミットの直交化により計算している。
行列の対角化の代表的な計算手法であるこの直交化
では、まず、第 1番目の変数が第 1成分と等しいと
仮定し、次に、この 1成分目の分散を取り除いた残
差行列から第 2成分を 2番目の変数で定義し、最後
の変数までこの手順を繰り返す。このように計算す
ることによって、直交化の対象となった行列の分散
を説明しつくすことができる（Thourstone,1935 ; 
Harman, 1976 ; 芝，1975）。
　⒂式の相関行列には、延長因子分析として追求す
べき行列である iVfsは、ここまでに入手できるデー
タと理論からでは未知のままである。Gorsuch
（1997）の新しい方法は、既知の因子分析の対象とし
た変数間の相関行列、この変数と新しく追加した変
数との相関行列、そして、因子分析から得られたこ
の変数と因子と相関行列である因子構造行列からな
る行列 nR｛（n＋ i ＋m）×n｝を対象にして、直交
化した行列 cP｛（n＋ i ＋m）×n｝を得ようとする
ものである。
⒇　 [ ]fsipppn VRRR ''='
この延長因子分析のためのグラム・シュミットの直
交化は、次の手順で行う（Gorsuch, 1983）。まず、nR
から第 1成分ベクトルと取り出すことにする。この
行列の 1行 1列の値は n変数の第 1変数自身の相関
係数 1.0 であるので、この第 1列の相関係数の値を
取り出し cp1｛（n＋ i ＋m）×1｝というベクトルを
構成する。このベクトルとこの転地ベクトルを掛け
合わせ、nRから引くことによって残差行列 n.1Rを求
める。
21　 111 pp '−= ⋅⋅ ccnn RR
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次に、2行 2 列の値の平方根によって、第 2列の残
差行列の第 2列の要素を割り、cp2｛（n＋ i＋m）×
1｝というベクトルを構成する。このベクトルを同じ
ように掛け合わせ、次の残差行列を求める。
22　 2212 pp '−= ⋅⋅ ccnn RR  
この手順を n番目のベクトルを求めるまで繰り返し
cPを求める。これから iPと fPを取り出し、⒆式で
iVfsを計算し、さらに、これに因子間相関逆行列を⑺
式のように掛けることによって、延長因子分析の目
的であった iVfpを計算することができる。このRの
スクリプトはAppendix に掲載する。
7．SEMによる方法
　因子得点そのものが、既に心理測定の操作の対象
となって久しい時間が経過している。Jöreskog
（1967）による最尤法による因子解の推定方法と
Jöreskog（1970）による共分散構造分析の提案は、
因子得点と観測変数の得点との関係をパス係数（因
子パターンに相当）と共分散（標準化すれば相関係
数）として操作する現代の構造方程式モデリング
（SEM: structural equation modeling）として実を結
んでいる（例えば、清水（1989, 1994, 2003b）など）。
LISREL や Amos などの SEM専用ソフトではグラ
フィカルに因子と観測変数との関係を図として描く
ことができる（例えば、狩野・三浦（2002）など）。
　SEMによる延長因子分析の例をFig. 1で描いてみ
た。ここでは図を簡単に描くために、因子分析の対
象とした変数を（n＝8）とし、因子の数を（m＝2）
としている。そして、因子分析に含まれなかった（i
＝3）個の変数を相関関係としておいてみた。なお、
SEMでは、分散・共分散を対象としたパラメータ推
定を行うので、変数間の関係も共分散の値となる。
この図では、相関係数の値を得るために因子の分散
を 1とした標準化形式で表示している。
　図の r1 ～ r3 の因子と追加した変数との相関係数
は、⑹式や⒆式の iVfsに相当する。これらの値は、⑺
式のように因子パターンへの変換が必要となる。直
接 iVfpを推定するために測定モデルである因子から
のパスとしてこれらの追加した変数を置くことも可
能なように思えるが、このやり方では因子を構成す
る変数に変化を起こすことになるので、ここでは追
加した変数は相関関係としておいてみた。
　SEMの方法からは、このように、因子得点と追加
した変数との相関係数を直接的に計算することがで
きる。この点が、古典的な方法やGorsuchの成分分
析の方法とは異なる。そして、SEMではFig.1のよ
うなモデルのデータへの適合度に加えて、標準化前
の共分散での推定値ではあるが、統計的な検定が可
能となる。すなわち、SEMによる延長因子分析は、
統計的により洗練された方法であるといえる。
　SEMでは、変数間に一次独立の関係が必要とされ
る。⒁式の pと i との関係では、独立していること
が条件ではなかった。部分的に重複があったとして
も⒇式やそれ以降の展開での計算は可能である。延
長因子分析を適用する場面では、尺度と項目との関
係が複雑なものとなることが想定される。この場合
でも、変数間に独立な関係を SEMでは確保しなけ
ればならない。
Fig.1　8 変数 2因子の測定モデルに 3つの変数を追加
標準化解：因子パターン p1 ～ p8、因子間相関
延長因子分析：因子と追加した変数との相関係数 r1 ～ r3
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　Fig.1 のようなモデルから得た相関係数（因子構
造）を因子パターンに変換する方法や追加した変数
をパス関係に置くことによる測定モデルの意味、そ
して、追加変数と因子との関係の置き方によるモデ
ルの適合度など、検討しなければならないことがい
くつかある。古典的延長因子分析やGorsuchによる
延長因子分析の結果との実際のデータによる比較な
どともあわせて、今後の課題としたい。
　
8．終わりに
　ここでは因子負荷量の用語に関して、最近の情報
も加えながら、再検討行ってみることにする。そし
て、延長因子分析を SEMの観測変数の小包化の成
否を評価する方法としての可能性についても議論し
てみることにする。
8.1　因子パターンあるいは因子負荷量
　因子構造という用語は、因子と変数との相関係数
という定義で使われるよりは、Thurstone の単純構
造の原理のように「因子と変数との関係」を「構造」
と表現する形で使われることのほうが多い。Harman
（1976）は、Thurstone 学派が因子行列を Vと表記
して、因子パターンと因子構造の区別を付けずに因
子解として曖昧なままに使用していることを批判し
ている。Thurstone がはじめて使った因子負荷量と
いう用語も同じように曖昧に使われているようでは
あるが、Thurstone（1935）では、この用語を現在
の「因子パターン」の意味で使用している。
Thurstone（ 1947）でも同様であり、Holzinger
（1940）やHolzinger & Harman（1941）が定義した
「因子パターン」と「因子構造」には言及もなく、因
子空間における変数の布置に因子負荷量という用語
を使い、構造は因子の組成というようなニュアンス
で使っている。このようにみると用語をThurstone
が混乱させたわけではなく、その後の因子分析の代
表的なテキスト（例えば、Gorsuch（1983）や
Harman（1976）など）の中に、因子負荷量、因子
パターンそして因子構造が、これらの定義は与えら
れてはいても並行的に使われていたことに原因があ
るのではないだろうか。
　今世紀になって出版されたこの分野テキストの中
でThompson（2004）は、探索的因子分析やSEMの
解析結果のすべての表で、因子パターンと因子構造
の 2つを並べて表示している。彼は、この 2種類の
値を因子の解釈に活用すべきと Gorsuch（1983）を
引用しながら主張し、負荷量を用語として使わない
と宣言している。Educational and Psychological 
Measurement 誌 に お い て、Hanson & Roberts 
（2006）や Thompson & Daniel （1996）などは、因
子の解釈では因子パターンと因子構造の両方を対象
とすべきと主張している。その後、同誌では、因子
パターンと因子構造の両方を掲載するようになった。
　因子パターン行列と因子構造行列との間には⑸式
の関係がある。因子パターン行列と因子間相関行列
が提供されているならば、Excel でも因子構造行列
を計算することが可能である。変数の数が多くなれ
ば、2つの行列を論文に掲載するとなれば大きなス
ペースが必要となる。Thompson たちの主張には強
い違和感をおぼえた。
　次 の 文 は John R. Nesselroade（ University of 
Virginia）からの私信（2006年 1月 16日）の一部で
ある。“People such as Gorsuch in his book on factor 
analysis recommend looking at both the loadings 
and the structure values to try to interpret the 
factors. I think this is reasonable, but myself I 
would give more "weight" to the pattern elements 
（the loadings） in trying to understand the factors.”
これは筆者が因子分析の用語について問い合わせた
メールへの返信の一部であり、彼は、Thurstone と
同様に「パターン」に「負荷量」を当てている。
　「構造」という言葉が混乱を起こしている本当の原
因は、準拠軸体系の下での準拠軸と変数との相関で
ある「準拠構造（reference structure）」が十分に理
解されていないからではないかと推測している。清
水（2003a）でも紹介したように、Thurstone や
Cattell はこの準拠構造が因子パターンと比例関係に
ある性質を踏まえて、因子の回転はこの準拠構造で
行い、解釈もこれで行っていた。初期の因子解を解
釈可能な方向へと回転させるために、因子数から 1
次元を引いた超平面に垂線を立て、これを準拠軸と
することで、グラフ上での回転が行われてきた。こ
の紹介は別な機会として、ここでは「構造」という
用語が出現することを指摘するにとどめる。
　因子を解釈するという観点からは、因子パターン
行列を対象とし、因子分析の創始者のThurstoneに
敬意を払って、Nesselroade のように、因子負荷量
を使用してもいいのでないかと考えている。
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Holzinger が因子と変数との相関係数として因子構
造を定義したことは、ここで紹介してきたような混
乱を引き起こしたのかもしれない。しかし、変数と
因子との相関係数という性質は、Spearman が知能
の一般因子の妥当性を関連変数との相関係数での追
求したことだけではなく、その後の延長因子分析な
どの展開に引き継がれることにつながったと評価す
ることができるのではないだろうか。
8.2　小包化の評価
　Dwyer（1937）やMosier（1938）にはじまる古典
的延長因子分析の方法は、因子得点を推定の対象と
していた。Gorsuch（1997）が名付けている新しい
方法は、直接には因子得点の推定値を使用しないが、
間接的に変数間の相関関係から成分分析的な手法で
延長因子分析の統計量である因子と新しく追加した
変数の相関係数を推定しようとするものであった。
　SEMが本格的に普及してきている。Amosなどの
SEMソフトという道具の前では、Gorsuchの方法は
時代遅れなものにみえるかもしれない。
　因子分析の対象の変数を質問項目とすると、項目
では測定値としての信頼性が低いことは明らかであ
る。項目の反応カテゴリーが等間隔でないというと
いうことも、測定の適切性への疑問として問題提起
されることがあった。因子分析やSEMのソフトは、
清水（1994）でも指摘したように、漸近的分布自由
（asymptotically distribution-free : あるいは漸近的分
布非依存法）によって、十分に大きな数の対象者を
確保することができれば、後者の問題はほぼ解決済
みといえる（応用例として、例えば、 Shimizu, 
Vondracek, & Schulenberg, 1994 など）。
　SEMの実際的な解析場面では、清水・山本（2007）
や清水・三保（2010）でも検討したようにいくつか
の項目を合わせて小包とすることが行われている（狩
野，2002a,b）。清水・山本（2007）では、Coﬀ man & 
MacCallum（2005）が提案した3つの方法を検討し、
因子パターンを平均化することで測定する領域を再
現する方法が望ましいことを報告している。
　シミュレーション研究でも、例えば、Meade & 
Kroustalis（2006）は、項目そのものよりは小包化し
た変数のほうが、測定不変の検証に適していること
を報告している。また、Yang, Nay, & Hoyle（2010）
は、順序尺度では小包化が SEMにおいては望まし
いことを報告している。このように、項目よりも小
包化した方が望ましいという結論は明らかではある
が、具体的な手順については検討の余地が残されて
いる。この状況の中で、Williams & O’Boyle（2008） 
は、小包化を適用した研究を概観し、小包化の方向
での研究が増えていくだろうと予測している。そし
て、どのようにして小包化を行ったのかということ
に関して情報を提供すべきであるとしている。
　小包化が成功しているかどうかを SEMで評価す
ることは難しい。小包化した変数と小包化の前の項
目を同じモデル図に描いたとしても、分析の対象の
データが正則ではなくなるからである。Gorsuch に
よる延長因子分析の方法が、上でも指摘したように、
小包変数の結果を確認する上では、より適切と考え
られる。
8.3　尺度の改訂
　因子分析法は、Spearman や Thurstone の時代か
ら心理尺度を構成することに貢献してきた。因子分
析結果からの項目の選択は、因子パターン行列を対
象として、因子軸の方向に一致することを基準とし
て行われている。尺度構成でもこのように、因子構
造行列はその対象ではない。
　Cattell & Tsujioka（1946）や辻岡（1964）は、因
子分析で得た因子軸の方向に、選択する項目の合計
変数（尺度）のベクトルの方向を一致させることが、
単純な等質性よりも重要であることを明らかにし、
因子的真実性の原理を内的整合性の原理に代わる新
しい因子分析からの尺度構成の方法として提案して
いる。尺度の因子分析で得た共通因子空間に尺度構
成の対象である項目の因子パターンを延長因子分析
から計算するソフトを FORTRAN（辻岡・清水，
1075）と R（清水，2010a）で提供している。
　構成した尺度は、改訂することになる。Reise, 
Waller, & Comrey（2000）は、その理由として、不
適切な心理測定法の適用、一つの標本からの一般化
の危険性、構成概念の測度としての適切性、などを
あげている。これに加えて、社会的・文化的文脈の
変化によって、平均や分散といった基本的な統計量
に、項目表現に埋め込まれた時代性が違いとして顕
れることも考えられる。基本的な統計量だけではな
く、項目の因子空間における布置する位置もまた変
化すると考えられる。延長因子分析は、不適切なあ
るいは古い項目を新しい項目と置き換える尺度改訂
の方法として位置づけることができるのでないだろ
関西大学心理学研究　2012 年　第 3号10
うか。
　尺度の改訂に際して、新しい項目を加えることに
よって測定内容が変化することが予想される。既存
の尺度がカバーする構成概念の内容については、探
索的因子分析と SEMによる確認的因子分析の方法
を組み合わせた検討が必要であると考えている。こ
の点についても今後の検討課題としたい。
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Appendix　Gorsuch による延長因子分析のスクリプト
#####
## Gorsuch（1997）による延長因子分析
##　　1）データ入力
##　　　　因子分析で使用した変数＋新たに加えた変数の得点データ
##　　　　　　　　　　　　　　　->　X_PandI
##　　　　因子分析結果
##　　　　　　因子パターン行列　-> Vfp_p_in
##　　　　　　因子間相関行列　　-> Cf
##　　　　np : 因子分析の観測変数の数
##　　　　ni : 新たに追加した変数の数
##　　　　nf : 因子の数
##　　2）ファイル出力
##　　　　　　Vfp_i　〈―　延長因子分析結果の因子パターン行列
##
X_PandI <- read.csv("data_p_i.csv",header＝T) 
Vfp_p_in　 <- read.csv("standard_Vfp_simple.csv",header＝T)
Cf　<- read.csv("standard_Cf_simple.csv",header＝T,row.names＝1)
Xpi　　　　<- X_PandI
Vfp_p　<- Vfp_p_in
np <- nrow(Vfp_p)
nf <- ncol(Vfp_p)
ni　<- ncol(X_PandI) - np
npi <- np+ni
Vfp_p <-as.matrix(Vfp_p, nrow＝np, ncol＝nf)
npf <- np*nf
Vfs_p <-matrix(1 :npf, nrow＝np, ncol＝nf)
Cf　<- as.matrix(Cf, nrow＝nf, ncol＝nf)
Rpi <- cor(Xpi)
Vfs_p <- Vfp_p ％ * ％ Cf
npip <- npi*np
npipi <- npi*npi
npif　<- npi+nf
npifp <- npif*np
npif　<- np+ni+nf
npif2 <- npif*npif
npifp <- npif*np
Vo <- matrix(1 :npifp, nrow＝npif, ncol＝np)
Rxx <- matrix(1 :npif2, nrow＝npif, ncol＝npif)
for (i in 1 :npif) 
{ for (j in 1 :np)
{ Vo［i,j］<- 0.0 }}
for (i in 1 :npif)
{for (j in 1 :npif)
{ Rxx［i,j］<- 0.0 }}
for (i in 1 :npi)
{ for (j in 1 :npi)
{ Rxx［i,j］<- Rpi［i,j］}}
for(i in 1 :nf)
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{ ii <- i+npi
　for (j in 1 :np)
 { Rxx［ii,j］<- Vfs_p［j,i］ }}
for(i in 1 :nf)
{ ii <- i+npi
　for (j in 1 :np)
 { Rxx［j,ii］<- Vfs_p［j,i］ }}
for(i in 1 :nf)
{ ii <- i+npi
　for (j in 1 :nf)
 { jj <- j+npi
　　Rxx［ii,jj］<- Cf［i,j］ }}
k <- 1
 Vo［k,k］<- Rxx［k,k］
　k1 <- k+1
　for (i in k1 :npif)
　{ Vo［i,k］<- Rxx［i,k］}
for (i in k :npif)
{ for (j in k :npif)
{ Rxx［i,j］<- Rxx［i,j］-Vo［i,k］*Vo［j,k］}}
for (k in 2 :np)
{
 Vo［k,k］<- sqrt(Rxx［k,k］)
　k1 <- k+1
　for (i in k1 :npif)
　{ Vo［i,k］<- (Rxx［i,k］) ／ Vo［k,k］}
for (i in k :npif)
{ for (j in k :npif)
{ Rxx［i,j］<- Rxx［i,j］-Vo［i,k］*Vo［j,k］}}
}
nip <- ni*np
nif <- ni*nf
npf <- np*nf
Vo_i <- matrix(1 :nip, nrow＝ni, ncol＝np)
Vo_f <- matrix(1 :npf, nrow＝np, ncol＝nf)
Vfs_i <- matrix(1 :nif, nrow＝ni, ncol＝nf)
for (i in 1 :ni)
{ ii <- i+np
　{ for (j in 1 :np)
Vo_i［i,j］<- Vo［ii,j］ }}
for (j in 1 :nf)
{ jj <- j+np+ni
　{ for (i in 1 :np)
Vo_f［i,j］<- Vo［jj,i］ }}
Vfs_i <- Vo_i ％ * ％ Vo_f
Vfp_i <- Vfs_i ％ * ％ solve(Cf)
write.csv (Vfp_i, ﬁ le＝"Vfp_i.csv", append ＝ FALSE)

