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Abstract
We consider finite range Gibbs fields and provide a purely combinatorial proof of the
exponential tree decay of semi–invariants, supposing that the logarithm of the partition
function can be expressed as a sum of suitable local functions of the boundary conditions.
This hypothesis holds for completely analytical Gibbs fields; in this context the tree decay
of semi–invariants has been proven via analyticity arguments. However the combinatorial
proof given here can be applied also to the more complicated case of disordered systems
in the so called Griffiths’ phase when analyticity arguments fail.
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1. Introduction
In this note we present a purely combinatorial proof of the tree decay of semi–invariants,
also called truncated correlations, Ursell functions, or cumulants, for a finite range Gibb-
sian field under the condition that the logarithm of the partition function can be expressed
as the sum of suitable local functions of the boundary condition.
Let ZΛ(τ) be the partition function in the finite volume Λ ⊂ Z
d with boundary con-
dition τ outside Λ; we assume that
logZΛ(τ) =
∑
X⊂Zd:X∩Λ 6=∅
φX,Λ(τ) (1.1)
where the “effective potentials” φX,Λ are such that:
(i) given X ⊂ Zd, the functions φX,Λ are constant w.r.t. Λ for the Λ’s with a given
intersection with X ;
(ii) have a suitable decay property with the size of X , uniformly in Λ.
The expression (1.1) can be obtained via cluster expansion in the weak coupling (high
temperature and/or small activity) region but it holds in more general situations. It can
also be obtained in the framework of Dobrushin–Shlosman complete analyticity as well
as in the framework of the so–called scale–adapted cluster expansion, see [3], provided the
volume Λ is a disjoint union of cubes whose side length equals the scale of the expansion.
We refer to [3] for a more exhaustive discussion; here we only say that scale–adapted
cluster expansions have been introduced in [17, 18] in order to perturbatively treat the
whole uniqueness region of lattice spin systems, arbitrarily close to the coexistence line.
Moreover, as we shall see in [5], a variant of (1.1) holds in the context of disordered lattice
systems, also in the delicate situation of Griffiths’ singularity that makes necessary the
use of a graded cluster expansion, see [3].
In the framework of the renormalization group maps one often encounters an expression
like (1.1) for the renormalized partition function. In that case the family {φX,Λ, X ⊂ Z
d}
represents the “finite–volume renormalized potential”. Both in the case of disordered
systems and of renormalization group maps the decay properties of φX,Λ are weaker than
the corresponding ones of the case of weakly coupled short range Gibbs fields
The tree decay of semi–invariants is often deduced from analyticity properties of the
pressure, see [8–11,19]; however, there are physically interesting situations in which these
analyticity properties do not hold but nevertheless we expect the exponential decay of
semi–invariants. The main example is given by the already quoted case of a disordered
lattice spin system, like a spin glass or a ferromagnetic system subject to a random field,
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in presence of the so–called “Griffiths’ singularity”. Consider, for example, a random
coupling Ising spin system in Zd described by the formal Hamiltonian:
H(σ) =
∑
x,y:|x−y|=1
Jx,yσxσy − h
∑
x
σx (1.2)
where σx ∈ {−1,+1}, h ∈ R is fixed and Jx,y are i.i.d. Gaussian random variables with
mean zero and variance one. At high temperature we expect an exponential tree decay
of semi–invariants with a deterministic rate (this has actually been proved long time ago
in [12]) but we do not expect analyticity of thermodynamic functions. This behavior
is a consequence of the fact that, even though in average the system is weakly coupled
nonetheless, with a positive probability, arbitrarily large regions with strong ferromag-
netic couplings can appear inducing, locally, long–range order, as a consequence of the
unboundedness of the random couplings.
The starting point of our combinatorial computation can be illustrated in the simple
case of the semi–invariant of order two namely, the covariance between two local functions,
see [1]. For instance, consider a lattice spin system with finite state space and finite range
interaction, say r ∈ [0,∞), whose Hamiltonian, in a finite box Λ for a configuration σΛ
in Λ and a boundary condition τΛc is denoted by HΛ(σΛτΛc). More detailed and precise
definitions will be given later on; here we only say that HΛ(σΛτΛc) contains the self–
interaction of σΛ in Λ and the mutual interaction between σΛ and τΛc . The Gibbs measure
is µτΛ(σΛ) = exp
{
HΛ(σΛτΛc)
}
/ZΛ(τΛc) where ZΛ(τΛc) =
∑
σΛ
exp
{
HΛ(σΛτΛc)
}
. Notice
that we have included the inverse temperature in HΛ and changed the usual convention
on the sign in the exponent.
Let f, g be local functions with supports Λf ,Λg ⊂ Λ such that dist(Λf ,Λg) > r. We
may write
µτΛ(f ; g) = µ
τ
Λ(fg)− µ
τ
Λ(f)µ
τ
Λ(g)
=
∑
σΛf ,σΛg
f(σΛf )g(σΛg) e
HΛf (σΛf τΛc )eHΛg (σΛg τΛc )
×
(ZΛ\(Λf∪Λg)(σΛfσΛgτΛc)
ZΛ(τΛc)
−
ZΛ\Λf (σΛf τΛc)ZΛ\Λg(σΛgτΛc)
Z2Λ(τΛc)
) (1.3)
It is clear that the exponential decay of µτΛ(f ; g) with dist(Λf ,Λg) easily follows from the
analogous property of the quantity
sup
σΛf ,σΛg ,τΛc
∣∣∣∣ZΛ\(Λf∪Λg)(σΛfσΛgτΛc)ZΛ(τΛc)ZΛ\Λf (σΛf τΛc)ZΛ\Λg(σΛgτΛc) − 1
∣∣∣∣ (1.4)
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This, in turn, is easily seen to follow from (1.1) and suitable decay properties of φX,Λ, see
(2.11) below. Indeed by plugging (1.1) into (1.4) and using (i) above we easily see that,
in the resulting expression, φX,Λ cancels out unless X intersects both Λf and Λg.
The case of a generic semi–invariant of order n is much more subtle and some more
efforts are required to disclose the cancellation mechanism. The crucial point in our
proof is the combinatorial result in Lemma 3.1 which generalizes (1.3) and expresses the
semi–invariant in terms of ratios of partition functions.
The paper is organized as follows. In Section 2 we give the notation and a theorem
stating our main result, with some comments and exempla. The proof of the theorem is
finally given in Section 3.
2. Notation and result
In this Section we recall the general framework of Gibbs states for lattice systems, state
our main results, and discuss some possible applications.
2.1. The lattice
For a, b ∈ R we set a ∧ b := min{a, b} and a ∨ b := max{a, b}. For x = (x1, · · · , xd) ∈ R
d
we set |x| := supk=i,··· ,d |xi|. The spatial structure is modeled by the d–dimensional
cubic lattice L := Zd. We shall denote by x, y, · · · the points in L, called sites, and by
Λ, V,X, . . . the subsets of L. We use Λc := L \Λ to denote the complement of Λ. For Λ a
finite subset of L, we use Λ ⊂⊂ L to indicate that Λ is finite, |Λ| denotes the cardinality
of Λ. We consider L endowed with the distance d(x, y) = |x− y|. As usual for X, Y ⊂ L
we set d(X, Y ) := inf{d(x, y), x ∈ X, y ∈ Y }, diam(X) := sup{d(x, x′), x, x′ ∈ X}.
For x ∈ L and m a positive integer we let Qm(x) := {y ∈ L : xi ≤ yi ≤ xi + (m −
1) , i = 1, . . . , d} be the cube of side m with x the site with smallest coordinates. We
denote by F := {X ⊂⊂ L} the collection of all finite subsets of L. Let L be a positive
integer, we denote by FL the collection of sets in F which can be written as the disjoint
union of cubes of side L, more precisely X ∈ FL iff there exist x1, . . . , xk ∈ L such that
X =
⋃k
h=1QL(Lxh).
Let E :=
{
{x, y}, x, y ∈ L : d(x, y) = 1
}
be the collection of edges in L. Note
that, according to our definitions, the edges can be also diagonal. We say that two edges
e, e′ ∈ E are connected iff e ∩ e′ 6= ∅. A subset (V,E) ⊂ (L,E) is said to be connected iff
for each pair x, y ∈ V , x 6= y, there exists in E a path of connected edges joining them.
For X ⊂⊂ L we then set
T(X) := inf {|E| , (V,E) ⊂ (L,E) connected : V ⊃ X} (2.1)
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and remark that the infimum is attained (not necessary uniquely) for a graph (VX , EX) ⊂
(L,E) which is a tree, i.e. a connected and loop–free graph. We agree that T(X) = 0 if
|X| = 1 and note that for x, y ∈ L we have T({x, y}) = d(x, y).
2.2. The configuration space
The single spin space is given by a finite set S0 ⊂ R which we consider endowed with its
discrete σ–algebra F0. The configuration space in Λ ⊂ L is SΛ := S
Λ
0 equipped with the
product σ–algebra FΛ = F
Λ
0 ; we denote S
L
0 and F
L
0 simply by S and F . Elements of S,
called configurations , are denoted by σ, τ, . . . . In other words a configuration σ ∈ S is a
function σ : L→ S0; for Λ ⊂ L we denote by σΛ the restriction of σ to Λ. Let Λ1,Λ2 ⊂ L
be disjoint subsets of L; if σi ∈ SΛi , i = 1, 2, we denote by σ1σ2 the configuration in
SΛ1∪Λ2 given by σ1σ2(x) :=
∑2
i=1 1I{x∈Λi}σi(x) for any x ∈ Λ1 ∪ Λ2.
A measurable function f : S → R is called a local function iff there exists Λ ∈ F such
that f ∈ FΛ, namely f is FΛ–measurable for some Λ ∈ F. For f a local function we shall
denote by supp(f), the so called support of f , the smallest Λ ⊂⊂ L such that f ∈ FΛ.
If f ∈ FΛ we shall sometimes abuse the notation by writing f(σΛ) instead of f(σ). For
f ∈ F we let ‖f‖∞ := supσ∈S |f(σ)| be the sup norm of f .
2.3. The Gibbs state
A potential U is a collection of local functions UX : S → R, FX–measurable, labeled
by finite subsets of L, namely U := {UX ∈ FX , X ∈ F}. We shall consider only finite
range potential namely, potentials U for which there exists an integer r, called range such
that UX = 0 if diam(X) > r. We remark that we do not require the potential U to be
translationally invariant.
For Λ ⊂⊂ L and σ ∈ S we define the Hamiltonian as
HΛ(σ) :=
∑
X∩Λ 6=∅
UX(σ) (2.2)
In this paper we shall consider only finite volume Gibbs measures defined as follows: let
τ ∈ S, the finite volume Gibbs measure µτΛ, with boundary condition τ , is the probability
measure on SΛ given by
µτΛ(σ) :=
1
ZΛ(τ)
eHΛ(στΛc ) (2.3)
where σ ∈ SΛ and ZΛ(τ), called the partition function, is the normalization constant given
by
ZΛ(τ) :=
∑
σ∈SΛ
eHΛ(στΛc ) (2.4)
we remark that, since the potential U has range r, we have ZΛ ∈ F{x∈Λc : d(x,Λ)≤r}.
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For V ⊂ Λ ⊂⊂ L we shall denote by µτΛ,V the projection (marginal) of µ
τ
Λ to SV
namely, the probability measure on SV given by µ
τ
Λ,V (A) = µ
τ
Λ(A), A ∈ FV .
2.4. Semi–invariants
Let Λ ∈ F, n ≥ 2 an integer, fi, with i = 1, . . . , n, local functions with Λi := supp(fi) ⊂ Λ,
ti ∈ R, with i = 1, . . . , n, and τ ∈ S; we define
ZΛ
(
τ ; t1, . . . , tn
)
:= µτΛ
(
exp
{ n∑
i=1
tifi
})
(2.5)
The semi–invariant of f1, . . . , fn w.r.t. the finite volume Gibbs measure µ
τ
Λ is then defined
by
µτΛ
(
f1; · · · ; fn
)
:=
∂n logZΛ
(
τ ; t1, . . . , tn)
∂t1 · · ·∂tn
∣∣∣∣∣
t1=···=tn=0
(2.6)
note that for n = 2 we have µτΛ
(
f1; f2
)
= µτΛ
(
f1 f2
)
−µτΛ
(
f1)µ
τ
Λ
(
f2) namely, the covariance
between f1 and f2.
It is possible to express the semi–invariant in terms of the moments of f1, . . . , fn. For
notation compactness let us set N := {1, . . . , n} and denote by DℓN the collection of the
partitions of N into ℓ atoms namely,
DℓN :=
{
D ≡
{
D1, . . . , Dℓ
}
: Di ⊂ N, Di 6= ∅, Di ∩Dj = ∅ for i 6= j,
ℓ⋃
i=1
Di = N
}
(2.7)
We then have, see e.g. [21, II, §12.8]
µτΛ
(
f1; · · · ; fn
)
=
n∑
ℓ=1
(−1)ℓ−1(ℓ− 1)!
∑
D∈Dℓ
N
ℓ∏
k=1
µτΛ
( ∏
i∈Dk
fi
)
(2.8)
2.5. Tree decay of semi–invariants
We may now state our main result. Let f1, . . . , fn be local functions, n ≥ 2. Given a
positive integer L, by enlarging Λi := supp(fi), we may (and do) assume that Λi ∈ FL;
we shall further assume that for i 6= j ∈ N we have d(Λi,Λj) > r. We stress that the
supports Λi can be arbitrarily large, possibly diverging with Λ.
Let us denote by (VN ,EN) the graph obtained from (L,E) by contracting each Λi,
i ∈ N , to a single point, in other words we define VN := {x : x ∈ L\
⋃n
i=1 Λi}∪
⋃n
i=1{Λi},
EN := {{v, v
′}, v, v′ ∈ VN : d(v, v
′) = 1}, and
T
(
f1; . . . ; fn
)
:= inf
{
|E| , (V,E) ⊂ (VN ,EN ) connected : V ⊃
n⋃
i=1
{Λi}
}
(2.9)
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Theorem 2.1. Let L ∈ N, assume that for each Λ ∈ FL and τ ∈ S we have the expansion
logZΛ(τ) =
∑
X∩Λ 6=∅
φX,Λ(τ) (2.10)
for some local functions φX,Λ ∈ FΛc, X ∈ F, such that given Λ,Λ
′ ⊂⊂ L, we have that
X ∩ Λ = X ∩ Λ′ implies φX,Λ = φX,Λ′. If there exist reals a, b ≥ 0 and C < ∞ such that
for any Λ ∈ FL
sup
x∈L
∑
X∋x
exp{aT(X) + b diam(X)} ‖φX,Λ‖∞ ≤ C (2.11)
then for each n ≥ 2 there exists a real Kn = Kn(C; |Λ1|, . . . , |Λn|) such that∣∣µτΛ(f1; . . . ; fn)∣∣ ≤ Kn exp{− [a+ bn− 1] T (f1; . . . ; fn)}
n∏
i=1
µτΛ(|fi|) (2.12)
for any Λ ∈ FL and τ ∈ S.
Furthermore, if (2.11) is satisfied with a > 0 and Λ1, . . . ,Λn are such that for some
δ ∈ (0, 1)
λ := sup
i∈N
∑
j 6=i
(
|Λi| ∧ |Λj|
)
exp
{
−
1
2
a δ d(Λi,Λj)
}
≤
1
6 e (1 + 18C e)
(2.13)
then ∣∣µτΛ(f1; . . . ; fn)∣∣ ≤ exp{− a (1− δ) T (f1; . . . ; fn)} n∏
i=1
µτΛ(|fi|) (2.14)
for any Λ ∈ FL, τ ∈ S, and n ≥ 2.
Note that the hypotheses (2.10) and (2.11) with a + b > 0 imply [8, Condition IVa]
which is one of the Dobrushin–Shlosman complete analyticity conditions. Indeed by
setting
g(x,Λ, τ) :=
∑
X∋x
1
|X|
φX,Λ(τ) (2.15)
for all τ ∈ S, Λ ⊂⊂ L, and x ∈ Λ, we have that (i) e (ii) of [8, Condition IVa] hold.
Remark 2.2. Instead of (2.10) we can assume an expansion of the form
logZΛ(τ) =
∑
X∩Λ 6=∅
[
ψX,Λ(τ) + φX,Λ(τ)
]
(2.16)
where φX,Λ satisfies the bound (2.11) whereas ψX,Λ satisfy the same measurability condi-
tion namely, that ψX,Λ ∈ FΛc and X ∩Λ = X ∩Λ
′ implies ψX,Λ = ψX,Λ′ , X ∈ F, and ψX,Λ
are of finite range, i.e. for some integer r¯ we have ψX,Λ = 0 for diam(X) > r¯. Then the
thesis of Theorem 2.1 still holds provided d(Λi,Λj) > r¯, i 6= j ∈ N . Note that no bound
on the norm of the family {ψX,Λ, X ∈ F} is required.
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Addenda:
– One may wonder how we can bound the semi–invariant of n functions in terms of their
L1 (rather than Ln) norm. This is possible because fi have disjoint supports.
– By the methods in [17,18], it is possible to prove the following converse to Theorem 2.1.
If the bound (2.12) holds for n = 2 then there are an integer L′ > 0 and a real a′ > 0
such that (2.10) and (2.11) hold for any Λ ∈ FL′ .
– If there exists a unique infinite volume Gibbs state µ, as it is typically the case under
conditions implying the validity of (2.10)–(2.11), then the bounds (2.12) and (2.14)
holds also for µ.
– If the supports Λi are at distance large enough (depending on |Λi|, a and C), then
the condition (2.13) is satisfied. Note also that one of the functions fi might have
arbitrarily large support.
– In [22, Corollary II.12.8] it is shown how, in a general setting, it is possible to deduce
some decay of semi–invariants from suitable decay properties of covariances.
2.6. Exempla
In order to clarify how (2.10) and (2.11) can be shown to hold assuming a convergent
cluster expansion, we discuss the standard Ising model at high temperature; much more
general models can be analyzed along the same lines. The single spin configuration space
is S0 = {−1,+1} and the potential U is then given by
UX(σ) :=
{
Jσ(x)σ(y) if X = {x, y} and |x− y|2 = 1
0 otherwise
where J ∈ R and |x|2 is the Euclidean norm of x ∈ Z
d. The partition function (2.4) can
be written as
ZΛ(τ) = 2
|Λ|
[
1 +
∑
n≥1
∑
γ1,...,γn∈ΓΛ:
γ˜i∩γ˜j=∅ 1≤i<j≤n
n∏
k=1
ζγk(τ)
]
where ΓΛ is the set of polymers intersecting Λ; a polymer γ ∈ ΓΛ is a connected set of
bonds: for some k ≥ 1, γ = {b1, . . . , bk} with bi = {xi, yi}, |xi − yi|2 = 1, bi ∩ Λ 6= ∅. We
have also set γ˜ := ∪b∈γb and
ζγ(τ) :=
1
2|Λ|
∑
σ∈{−1,+1}Λ
∏
b∈γ
[
eUb(στΛc ) − 1
]
note that for each γ ∈ ΓΛ we have ζγ ∈ Fγ˜∩Λc . For |J | small enough it is possible to show,
see e.g. [13, §20.4] or [22, §V.7], that
logZΛ =
∞∑
n=1
∑
γ1,...,γn∈ΓΛ
ϕT (γ1, . . . , γn)
n∏
k=1
ζγk (2.17)
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where ϕT is a combinatorial factor, see e.g. [13, Eq. (20.2.8)] or [22, Eq. (V.7.9)], vanishing
whenever {γ1, . . . , γn} can be split into two subsets with every polymer of the first one
not intersecting any polymer of the second one. From (2.17) we get (2.10) with φX,Λ given
by
φX,Λ =
∞∑
n=1
∑
γ1,...,γn∈ΓΛ:⋃n
i=1
γ˜i=X
ϕT (γ1, . . . , γn)
n∏
k=1
ζγk
Finally, by standard estimates, see e.g. [13, §20.4] or [22, §V.7], we get that the bound
(2.11) holds for some a > 0.
Without entering into the details, we discuss here some models to which Theorem 2.1
might be applied on the basis of a convergent cluster expansion.
– High temperature / low activity expansions.
The convergence of the cluster expansion for any Λ ∈ F and the tree decay of the
semi–invariants for fi(σ) = σ(xi), xi ∈ L is a classical topic in equilibrium statistical
mechanics, see e.g. [13, §20.4], [22, Theorem V.7.13], and [9–11]. However we are not
aware of any reference where the case of local functions fi with arbitrary support is
discussed in detail.
– Strong Mixing (SM) potentials.
The tree decay of the semi–invariants uniform in the boundary configuration is one,
called condition IIc, of the equivalent conditions of the Dobrushin–Shlosman’s com-
pletely analytical interactions [7, 8]. It is stated in a somewhat different form than
the one given here: there is no restriction on d(Λi,Λj), but the supports Λi are re-
quired to have diam(Λi) ≤ r. We mention that the equivalence of the tree decay of
the semi–invariants with the other conditions is proven, via a very elegant analytical
function argument, under the additional assumption that the potential U is in the
same connected component (among the interactions satisfying the conditions) of the
zero potential, see [7, Comment 2.1].
In the original Dobrushin–Shlosman’s setting the exponential decay (2.12) is supposed
to hold for all Λ ∈ F; however, as discussed in [15], there are examples in which it
holds only for Λ ∈ FL with L large enough. This has lead to the so–called restricted
completely analytical (or Strong Mixing) scenario, see [15,16,20], in which one considers
only the “regular” volumes Λ ∈ FL. The usual argument to get the tree decay of the
semi–invariants for SM potentials is the following. Consider a rescaled system whose
new single spin variables are the old spin configurations in the blocks QL(Lx), x ∈ Z
d;
we can then apply Dobrushin–Shlosman’s results [7, 8] to this rescaled system and
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get all their equivalent mixing and analyticity properties of the Gibbs state for every
Λ ∈ FL.
Theorem 2.1 allows a direct proof of the tree decay of semi–invariants for SM potentials
(without the hypotheses that U is in the same connected component of the zero poten-
tial) according to the following route. SM potentials satisfy the finite size condition
introduced in [17,18] which yields a convergent cluster expansion for which (2.10) and
(2.11) hold for some a > 0 and some integer L. As a matter of fact in [17, 18] it is
considered only the case when Λ is a torus, but it is not too difficult, see [2,4] for some
details, to extend it to any Λ ∈ FL and τ ∈ S. Then Theorem 2.1 yields the tree decay
of the semi–invariants in the sense given by (2.14).
– Continuous systems. High temperature / low activity expansions.
We have described only lattice models, but it is possible to extend Theorem 2.1 to
continuous models. For the infinite volume state, absolute integrability of the Ursell
functions is proven in [19, Thm. 4.4.8]. For a positive pairwise interaction, the conver-
gence of the cluster expansion uniform in the boundary condition is proven in [23], see
also [1] for the exponential decay of the covariance between local functions.
– Disordered systems in the Griffiths’ phase. High temperature / low activity expansions.
The convergence of an appropriate multi–scale cluster expansion in such a situation has
been obtained in [12] where the tree decay of the semi–invariants is proven in detail
only for fi(σ) = σ(xi). We are in a situation like the one described in Remark 2.2
with the additional complication that, depending on the disorder configuration, the
functions ψX,Λ can have arbitrary large supports. One then obtains some probability
estimates on the disorder which lead to a tree decay in a set of full measure.
– Disordered systems in the Griffiths’ phase. Small perturbation of SM potentials.
The convergence of an appropriate multi–scale cluster expansion in such a situation
will be proven in [5]. We stress that, due to the presence of arbitrary large regions of
strong interaction, the bound (2.11) holds with b > 0 but a = 0. We refer to [3] for a
more detailed discussion.
3. Proof of the tree decay
The usual proofs of tree decay of the semi–invariants from the convergence of the cluster
expansion, see e.g. [13, §20.4] or [22, §V.7], are based on the expansion of the perturbed
partition function (2.5) and then in the estimates of the derivatives in (2.6). If one is will-
ing to consider functions fi with arbitrary supports Λi there are some difficulties related
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in the need of cluster expand the perturbed measure also inside Λi where the interac-
tion is not necessary weak. The combinatorial proof we present here is instead based on
the identity (2.8) and will involve (2.10) and (2.11), which abstract the convergence of a
cluster expansion, only outside the supports Λi namely, for the unperturbed system. For
simplicity we have required that the supports of the functions fi are at a distance greater
than the range of the potential.
Let us start by a purely combinatorial lemma which reduces the estimate of the semi–
invariant to ratios of partition functions. For Λ ∈ FL and I ⊂ N = {1, . . . , n} we set
ΛI :=
⋃
i∈I Λi ⊂ Λ and VI := Λ \ ΛI ; note that since we have assumed Λi ∈ FL we have
also VI ∈ FL. For σ ∈ S let also RI = RI(σ) be defined by R∅ = R{i} = 1 and for |I| ≥ 2
by
logRI :=
∑
J⊂I
(−1)|I|−|J | logZVJ (3.1)
note that RI ∈ FV c
I
and V cI = Λ
c ∪ΛI . We point out the analogy between definition (3.1)
and the combinatorial set up of Kotecky´–Preiss [14, Eq. (3)]. We set finally ̺I := RI − 1
and define ̺(Λ) ∈ FΛN∪Λc as
̺(Λ)(σ) :=
∑
k≥1
∑
I∈Ik
∏
I∈I
̺I(σ) (3.2)
in which
Ik :=
{
I ≡
{
I1, . . . , Ik
}
: Ih ⊂ N , h 6= h
′ ⇒ Ih 6= Ih′ ,
k⋃
h=1
Ih = N , I is connected
}
(3.3)
where I connected means that for each pair I, I ′ in I there exists a sequence Jq ∈ I,
q = 0, . . . , m, such that I = J0, Jm = I
′, and Jq−1 ∩ Jq 6= ∅, q = 1, . . . , m. We note that
for k > 2n we have Ik = ∅.
Lemma 3.1. If d(Λi,Λj) > r for any i 6= j ∈ N then for each τ ∈ SΛc we have
µτΛ
(
f1; · · · ; fn
)
=
∑
σ∈SΛN
∏
i∈N
[
µτΛ;Λi(σΛi)fi(σΛi)
]
̺(Λ)(στ) (3.4)
In particular ∣∣∣µτΛ(f1; · · · ; fn)∣∣∣ ≤ ∥∥̺(Λ)∥∥∞ n∏
i=1
µτΛ
(
|fi|
)
(3.5)
Proof. For Λ ∈ F, F ∈ FΛF , with ΛF ⊂ Λ, and τ ∈ SΛc , by using the definition (2.3) of
the Gibbs state, we get
µτΛ(F ) =
∑
σ∈SΛF
ZΛ\ΛF (στ)
ZΛ(τ)
exp
{ ∑
X∩ΛF 6=∅
X∩Λ⊂ΛF
UX(στ)
}
F (σ)
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By using (2.8), the hypotheses d(Λi,Λj) > r, and that D is a partition of N , we thus find
µτΛ
(
f1; · · · ; fn
)
=
∑
σ∈SΛN
n∏
i=1
[
ZV{i}(στ)
ZΛ(τ)
exp
{ ∑
X∩Λi 6=∅
X∩Λ⊂Λi
UX(στ)
}
fi(σ)
]
×
n∑
ℓ=1
(−1)ℓ−1(ℓ− 1)!
∑
D∈Dℓ
N
ℓ∏
k=1
ZVDk (στ)
[
ZΛ(τ)
]|Dk|−1∏
i∈Dk
ZV{i}(στ)
(3.6)
We therefore need to show that
̺(Λ) =
n∑
ℓ=1
(−1)ℓ−1(ℓ− 1)!
∑
D∈Dℓ
N
ℓ∏
k=1
ZVDkZ
|Dk|−1
Λ∏
i∈Dk
ZV{i}
(3.7)
Let I ⊂ N , |I| ≥ 2, by (3.1) we have the following chain of identities
∑
J⊂I
logRJ =
∑
J⊂I
|J|≥2
∑
K⊂J
(−1)|J |−|K| logZVK =
∑
K⊂I
∑
J: I⊃J⊃K
|J|≥2
(−1)|J |−|K| logZVK
=
|I|∑
k=0
∑
K⊂I
|K|=k
logZVK
|I|∑
j=2∨k
(−1)j−k
(
|I| − k
j − k
)
= logZVI + (|I| − 1) logZΛ −
∑
i∈I
logZV{i}
(3.8)
Therefore, given D ∈ DℓN and k ∈ {1, . . . , ℓ} we have∏
J⊂Dk
(1 + ̺J) =
∏
J⊂Dk
RJ =
ZVDk Z
|Dk|−1
Λ∏
i∈Dk
ZV{i}
(3.9)
Hence, formula (3.7) follows from (3.9) and the following identity
̺(Λ) =
n∑
ℓ=1
(−1)ℓ−1(ℓ− 1)!
∑
D∈Dℓ
N
ℓ∏
k=1
∏
J⊂Dk
(1 + ̺J) (3.10)
where ̺∅ = 0 (we also have ̺{i} = 0 but this will not be used in the proof of (3.10)).
To prove (3.10), we define
I˜k :=
{
I ≡
{
I1, . . . , Ik
}
: Ih ⊂ N , h 6= h
′ ⇒ Ih 6= Ih′
}
by expanding the products on the right hand side of (3.10) we get that it is equal to
n∑
ℓ=1
(−1)ℓ−1(ℓ− 1)!
∣∣DℓN ∣∣+∑
k≥1
∑
I∈I˜k
a(I)
∏
I∈I
̺I (3.11)
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for appropriate coefficients a(I) which can be computed as follows. Let dℓn :=
∣∣DℓN ∣∣ be
the number of partitions into ℓ atoms of N ; we understand that dℓn = 0 if ℓ ≥ n + 1.
Given I ∈ I˜k let us decompose it into maximal connected components C1, . . . , Ch namely,
I =
⋃h
m=1 Cm where each Cm is connected and for any pair I ∈ Cm, J ∈ Cm′ with m 6= m
′
we have I ∩ J = ∅; let also C˜m :=
⋃
I∈Cm
I ⊂ N and cm :=
∣∣C˜m∣∣. Then
a(I) = a(C1, . . . , Ch)
=
n∑
ℓ=1
(−1)ℓ−1(ℓ− 1)!
∣∣∣∣{D ∈ DℓN : ∀m = 1, . . . , h ∃j ∈ {1, . . . , ℓ} : Dj ⊃ C˜m}∣∣∣∣
=
n∑
ℓ=1
(−1)ℓ−1(ℓ− 1)! dℓn+h−(c1+···+ch)
We note that the recursion relation d11 = 1 and d
ℓ
i+1 = d
ℓ−1
i + ℓ d
ℓ
i, with i, ℓ = 1, 2, . . . ,
holds. Such relation implies that the first term in (3.11) vanishes (recall that n ≥ 2).
Moreover, for the same reason, we have that a(I) = 1 if h = 1 and c1 = n namely, if
I ∈ Ik, and a(I) = 0 otherwise. Recalling (3.2), we have thus completed the proof of
(3.10).
The next Lemma states that each ̺I has an exponential decay with the tree intersecting
each Λi, i ∈ I. Given I = {h1, . . . , h|I|} ⊂ N , we define
T (I) := inf
{
T
(
{x1, . . . , x|I|}
)
, xj ∈ Λhj with j = 1, . . . , |I|
}
(3.12)
and note that T (N) ≥ T (f1; . . . ; fn).
Lemma 3.2. Let L ∈ N, assume that for each Λ ∈ FL and τ ∈ S we have the expansion
(2.10) as in Theorem 2.1 and the bound (2.11) holds. Set θ∅ := θ{i} := 0 and
θI := C 2
|I| inf
i∈I
|Λi| exp
{
−
[
a+
b
|I| − 1
]
T (I)
}
(3.13)
for |I| ≥ 2. Then, recalling ̺I has been defined below (3.1), for any I ⊂ N we have∥∥̺I∥∥∞ ≤ θI eθI (3.14)
Proof. By plugging (2.10) into definition (3.1) and understanding φX,V = 0 whenever
12
X ∩ V = ∅, we get
logRI = (−1)
|I|
|I|∑
j=0
(−1)j
∑
J⊂I
|J|=j
∑
X⊂⊂L
X∩VJ 6=∅
φX,VJ = (−1)
|I|
|I|∑
j=0
(−1)j
∑
X⊂⊂L:
X∩Λ6=∅
∑
J⊂I
|J|=j
φX,VJ
= (−1)|I|
∑
K⊂I
∑
X∩Λ6=∅,X∩ΛI\K=∅
X∩Λk 6=∅ ∀k∈K
|I|∑
j=0
(−1)j
∑
J⊂I
|J|=j
φX,VJ
= (−1)|I|
∑
K⊂I
∑
X∩Λ6=∅,X∩ΛI\K=∅
X∩Λk 6=∅ ∀k∈K
|I|∑
j=0
(−1)j
∑
H⊂K
∑
J⊂I
|J|=j, J∩K=H
φX,VJ
We now note that the hypotheses on φX,V imply that φX,V = φX,V ′ if X ∩V
c = X ∩ (V ′)c.
Hence
logRI = (−1)
|I|
∑
K⊂I
∑
X∩Λ6=∅,X∩ΛI\K=∅
X∩Λk 6=∅ ∀k∈K
∑
H⊂K
φX,VH
|I|∑
j=0
(−1)j
∑
J⊂I:
|J|=j, J∩K=H
1
= (−1)|I|
∑
K⊂I
∑
X∩Λ6=∅,X∩ΛI\K=∅
X∩Λk 6=∅ ∀k∈K
∑
H⊂K
φX,VH
|I|−|K|+|H|∑
j=|H|
(−1)j
(
|I| − |K|
j − |H|
)
=
∑
X∩Λ6=∅
X∩Λi 6=∅ ∀i∈I
∑
H⊂I
(−1)|I|−|H|φX,VH
where we used that the sum on j on the second line equals (−1 + 1)|I|−|K| = 0 for K ⊂ I
and K 6= I.
Now, by using the bound (2.11) and the remark that if X ∩ Λi 6= ∅ for all i ∈ I we
have T (I) ≤ (|I| − 1) diam(X) and T (I) ≤ T(X), we get∥∥ logRI∥∥∞ ≤ C 2|I| infi∈I |Λi| exp
{
−
(
a+
b
|I| − 1
)
T (I)
}
(3.15)
which, by using the inequality |eu − 1| ≤ e|u| |u|, implies the bound (3.14).
We remark that it is not difficult to check that Lemma 3.2 holds also under the
condition in Remark 2.2.
We can now prove the first part of Theorem 2.1.
Proof of the bound (2.12). Recalling Ik has been defined in (3.3), it is easy to show that
for each k ≥ 1 and I ∈ Ik we have∑
I∈I
(
a+
b
|I| − 1
)
T (I) ≥
(
a+
b
n− 1
)
T (f1; . . . ; fn) (3.16)
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Hence (2.12) follows from Lemmata 3.1 and 3.2 provided we define Kn as
Kn(C; |Λ1|, . . . , |Λn|) :=
∑
k≥1
∑
I∈Ik
∏
I∈I
[
C 2|I| inf
i∈I
|Λi| exp
{
C 2|I| inf
i∈I
|Λi|
}]
(3.17)
which is finite since it is the sum of a finite number of terms.
The constantKn in (3.17) is highly non–optimal. If a > 0 we can improve the estimates
and get (2.14).
Proposition 3.3. Assume condition (2.13) holds for some a > 0, δ ∈ (0, 1). Recalling
θI has been defined in (3.13), set
θ¯I := exp
{
a (1− δ) T (I)
}
θI (3.18)
then, recalling Ik has been defined in (3.3),∑
k≥1
∑
I∈Ik
∏
I∈I
θ¯I e
θI ≤ 1 (3.19)
To prove Proposition 3.3 we start by a general result on trees which gives a lower
bound on the number of edges in term of a path connecting all the vertices.
Lemma 3.4. Let I ⊂ N with 2 ≤ |I| = k + 1 be given by I = {i0, i1, . . . , ik}. Let us
denote by Π0(k) the set of permutations π of {0, 1, . . . , k} such that π(0) = 0. Recalling
T (I) has been defined in (3.12), we then have
T (I) ≥
1
2
inf
π∈Π0(k)
k∑
l=1
d
(
Λiπ(l−1),Λiπ(l)
)
(3.20)
Proof. Let X = {x¯i0 , x¯i1 , . . . , x¯ik}, x¯ih ∈ Λih be a minimizer for (3.12) and, for such X , let
TX = (VX , EX) ⊂ (L,E) with VX ⊃ X be a tree in which the infimum in (2.1) is attained.
The Lemma is implied by
|EX | ≥
1
2
inf
π∈Π0(k)
k∑
l=1
d
(
x¯iπ(l−1) , x¯iπ(l)
)
(3.21)
which is proven as follows. By induction on the number of edges in TX it is easy to prove
that there exists a path (see Fig. 1) {ℓ0, . . . , ℓM−1}, with ℓm ∈ EX for allm = 0, . . . ,M−1,
satisfying the following properties: ℓm−1 ∩ ℓm 6= ∅ for all m = 1, . . . ,M − 1, x¯i0 ∈ ℓ0, for
each v ∈ VX there exists m ∈ {0, . . . ,M − 1} such that ℓm ∋ v, and each edge e ∈ EX
appears in the path at most twice. Recalling that d(x, y) = T({x, y}), the bound (3.21)
follows.
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Figure 1: The path ℓ = {ℓ0, . . . , ℓM−1} introduced in the proof of Lemma 3.4
Lemma 3.5. Assume condition (2.13) is satisfied then, recalling θ¯I has been defined in
(3.18),
K˜ := sup
i∈N
∑
I⊂N, I∋i
(3 e)|I| θ¯I ≤
1
3
(3.22)
Proof. By using Lemma 3.4 and recalling that θ{i} = 0 for all i ∈ N , we get
sup
i∈N
∑
I⊂N, I∋i
(3 e)|I| θ¯I ≤ 6C e sup
i∈N
∑
k≥1
∑
I⊂N\{i}
|I|=k
(6 e)k
(
inf
j∈I
|Λj|
)
e−a δ T (I)
≤ 6C e sup
i0∈N
∑
k≥1
(6 e)k
k!
×
∑
i1,...,ik∈N\{i0}
ih 6=ih′ , h6=h
′
(
inf
h=0,...,k
|Λih|
)
exp
{
− a δ
1
2
inf
π∈Π0(k)
k∑
l=1
d
(
Λiπ(l−1) ,Λiπ(l)
)}
≤ 6C e sup
i0∈N
∑
k≥1
(6 e)k
k!
∑
i1,...,ik∈N\{i0}
ih 6=ih′ , h6=h
′
∑
π∈Π0(k)
(
inf
h=0,...,k
|Λih|
) k∏
l=1
e
−a δ 1
2
d(Λiπ(l−1) ,Λiπ(l))
≤ 6C e
∞∑
k=1
(6 e)k
(
sup
i∈I
∑
j∈I\{i}
|Λi| ∧ |Λj| e
−a δ 1
2
d(Λj ,Λi)
)k
≤ 6C e
6 e λ
1− 6 e λ
≤
1
3
where, in the last line, we used (2.13).
Proof of Proposition 3.3. We note that from the bound (3.22) it follows eθI ≤ eθ¯I ≤ e.
By letting ε := 1/3 and θ˜I := (3e)
|I|θ¯I and using Lemma 3.5, we can apply the estimate
in [6, Appendix B] and get
∑
k≥1
∑
I∈Ik
∏
I∈I
θ¯I e
θI ≤
∑
k≥1
∑
I∈Ik
∏
I∈I
ε|I| θ˜I ≤ εK˜
[
1 +
eK˜ − 1
1 + ε2eK˜ − 2εeK˜
]
≤ 1
since ε ≤ 1/3 and K˜ ≤ 1/3.
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It is now straightforward to conclude the proof of Theorem 2.1.
Proof of the bound (2.14). For I ∈ Ik we have, recalling (3.16)∏
I∈I
θI e
θI =
∏
I∈I
e−a (1−δ) T (I) θ¯I e
θI ≤ e−a (1−δ) T (f1;...;fn)
∏
I∈I
θ¯I e
θI
and the bound (2.14) follows from Lemmata 3.1, 3.2 and Proposition 3.3.
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