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Abstract
The problem of intervalizing colored graphs (ICG) has received a lot of attention due to their
use as a model for DNA physical mapping with ambiguous data. If k is the number of colors,
the problem is known to be NP-complete for general graphs for k¿4 and has polynomial time
algorithms for k=2 and 3. In this paper we show that the ICG problem is NP-complete when the
graph is a caterpillar tree, colored with k¿4 colors, strengthen the cases for which the problem
remains di6cult. c© 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
Interval graphs have become very fashionable because they model the overlaps of
DNA clones (see Section 5:2 in [10]). Recall that in an interval graph one can assign
to each vertex in the graph an interval of the real line, in such a way that two vertices
are adjacent if and only if their intervals have nonempty intersection [6].
Given a graph with colors assigned to its vertices the problem of intervalizing colored
graphs (ICG) consists in deciding if there is a properly colored supergraph which is an
interval graph. The ICG problem is a special case of the Interval Sandwich Problem
[8]. It has received a lot of attention recently because it models (in a simpliAed way)
the problem of reconstructing the original chromosome ordering from DNA physical
maps [5]. In this last work they prove that the general ICG problem is NP-complete
(see also [7]). If the problem is given parameterized on the number of colors, hardness
results, were obtained in [3]. Later it was shown that the problem is NP-complete for
the case of 4 or more colors, while if we only have 2 and 3 colors the problem is
solvable in linear and quadratic time, respectively [2]. A diDerent approach to study
the problem is to Ax the number of colors and look at the complexity of the problem
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considering the degree of vertices. For Axed number of colors k and degree bounded
by a constant d there is a O(nk−1) algorithm for the ICG [9].
Another line to get more information about the hardness of the problem is to look
into restricted cases of graphs. One of the most simple graphs is a caterpillar tree. A
caterpillar consists of a simple chain (called the backbone) with an arbitrary number
of chains (hairs) attached by coalescing an endpoint of the hair with a vertex in the
backbone. A caterpillar has hairs of length at most h if all the simple chains attached to
the body have at most h edges. In [1] we show that the ICG problem is NP-complete in
the case the graphs are colored caterpillars with h62 and unbounded number of colors.
In this paper we focus on the case of colored caterpillars with a bounded number of
colors. Notice that the reduction given in [2], for 4 colored graphs produces a graph
that is not a tree. On the other hand the reduction in [1] produces a caterpillar colored
with n+4 colors, where n is part of the instance. We strengthen the NP-completeness
of the ICG problem to this case. Actually the constructed graph is a four colored
caterpillar with unbounded hair length.
To obtain the results, we give a reduction from the multiprocessor scheduling
problem to the Colored Vertex Separation problem, a layout formulation of the ICG
problem [4].
2. Denitions and basic results
A k-coloring of a graph G= (V; E) is a mapping 
 :V → {1; : : : ; k}. For any vertex
subset V ′⊆V , let 
(V ′) = {
(v) | v ∈ V ′}. A proper coloring of G is a coloring
such that no two adjacent vertices have the same color. A k-colored graph is a graph
together with a k-coloring.
Given a graph G = (V; E) with |V |= n a layout ’ of a G is a one-to-one mapping
’ :V → {1; : : : ; n}. For any layout ’ of G, we can deAne the sets Vi={v |’(v)6i and
∃u’(u)¿i (u; v) ∈ E} one for each 16i6n. Recall that the vertex separation of a
graph G with respect to a given layout ’ is deAned as vs(G;’)=max16i6n{|Vi|}. The
vertex separation of a graph G, denoted as vs(G) is the minimum vs(G;’) over all
layouts of G.
For a given k ∈ N, a colored layout of a k-colored graph G = (V; E) is a layout ’
such that for all u ∈ V with ’(u)¿ 1, 
(u) ∈ 
(V’(u)−1).
From the deAnition of colored layout, for any three vertices u; v; w ∈ V with (u; w) ∈
E, if there is a colored layout ’ such that ’(u)¡’(v)6’(w) then 
(u) = 
(v). In
this case we say that the color of vu is blocked until w appears (in fact until all the
neighbors of u appear).
Let us consider the following layout problem: Given a k-colored graph G=(V; E; 
),
the colored vertex separation problem (CVS) is to decide if there is a colored layout
’ of G.
It is known that for a given parameter k ∈ N, the CVS problem is identical to the
ICG problem [4]. Therefore, all the P- and NP-completeness results described above
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Fig. 1. A barrier B(O; r), with O = {1; : : : ; n}.
for the ICG problem also apply to the CVS problem. Notice that if a k-colored graph
has a colored layout then its vertex separation is at most k − 1, and viceversa any
graph with vertex separation at most k−1 can be colored with k colors in such a way
that the graph has a colored layout for such coloring.
A caterpillar with hairs of length at most h is formed by a chain (the backbone),
each node in the chain can be connected only to paths with at most h edges.
A barrier is a particular class of subgraph of a colored caterpillar. The subgraph
is formed by a star, with length two hairs. The center of the star will be in the
backbone of the caterpillar. All nodes at distance 2 (that have degree one) are colored
as the barrier’s center. There are exactly two paths having the same color in the
node in the middle point. Let B(; r) denote a barrier with color set  and center
colored r with r ∈  (see Fig. 1, colors are written inside the circles representing
the nodes). The main properties of colored layouts for barriers given in [1] are the
following.
Lemma 1. In any colored layout of a given barrier B= B(; r); the nodes connected
to the barrier’s center must be partitioned into two sets; one placed before the center
of B and the other after; in such a way that in each set any pair of nodes have
di<erent color.
Lemma 2. Given a barrier B=B(; r) and an edge (u; v) such that 
({u; v})⊆∪{r}
and u and v do not form part of the barrier. In any colored layout of the barrier
and the edge; the two endpoints of the edge must lay both on the same side (before
or after) of the barrier’s center.
3. The reduction
We will show that the CVS problem is NP-complete for caterpillars, more precisely
our reduction will produce a caterpillar with hairs of unbounded length, colored with
four colors. We give a reduction from the Multiprocessor Scheduling problem. That
is, given a set of n tasks, having duration ti for 16i6n, a deadline D and a set
of m processors determine whether the tasks can be assigned to processors so that
all processors Anish their work before the deadline D. Recall that the problem is
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Fig. 2. The graph Rm associated to the processors.
Fig. 3. The turning point T .
NP-complete in the strong sense, so we can assume that the duration of each task is
polynomially bounded.
Our reduction will produce a colored caterpillar such that it has a colored layout if
and only if the original Multiprocessor Scheduling instance has solution. The reduction
construct three gadgets, one for the processors, one for the tasks and an additional one
called the turning point. Informally, the processors part consists of m slots, formed by
a line with alternated colors, separated by barriers. Tasks correspond also to lines with
alternated colors. The turning point forces the overlap of tasks and processors in the
(possible) colored layout.
The graph Rm, associated to the m processors (the same used in [1]) is the caterpillar
given in Fig. 2. In this Agure the backbone corresponds to the horizontal line. The graph
is formed by a series of barriers whose centers are connected by a path with 2(D+1)
edges, the nodes in the backbone alternate colors between 2 and 3. It has two big
barriers, involving all four colors, one at the beginning and the other at the end. All
internal barriers are small ones, involving only three colors. One of the big barriers
forms also part of the turning point gadget.
Lemma 3 (Alvarez et al. [1]). In any colored layout of the graph Rm the backbone
must be layed out as it is; in between the nodes c1 and c2.
The second gadget is the colored caterpillar T given in Fig. 3, the backbone follows
the horizontal line, and the dashed lines represents the connection to the other two
gadgets. Some of the nodes are labeled, this labels will be used to refer to them. We
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will refer to such caterpillar as the turning point with center c. The gadget here is
diDerent to the one used in [1], it just uses 4 colors instead of the n + 4 used in the
other reduction, but its role is the same, force that the colored layout (if any) must
overlap the other two gadgets.
Theorem 1. In any colored layout of the turning point T; the two end points; a1 and
b4 lay on the same side of c.
Proof. First notice that the turning point contains three barriers, centered at c, b1 and
b2, respectively.
The Arst barrier, induced by the nodes {a2; a3; x1; x2; y1; y2; b1; x3; c} has center c and
colors {2; 3}. By Lemma 1 in any colored layout of T , the nodes x1 and b1 cannot
lay on the same side of c, and the same happens with the nodes x2 and a3.
The second one is formed by the nodes {x1; x3; x4; c; b1; b2; b3; y3; y4} with center b1
and colors {1; 2}. By Lemma 2 the edges (x2; y2) and (Y2; z2) cannot cross the center
of a barrier with colors {1; 2}, therefore the nodes x2, y2 and z2 must be placed in the
same side, with respect to b1.
The third contains the nodes {x4; b1; y5; x5; y6; x6; b4; b3; b2} with center b2 and colors
{1; 3}.
Let us show that the nodes b1 and x2 cannot be on the same side of the node c.
The proof considers two cases, the two possible positions of b1 with respect to c.
In the case ’(c)¡’(b1) the nodes x2; y2 cannot be placed in between c and b1
because c blocks color 1 before b1.
If ’(c)¡’(b1)¡’(x2) then the problem arises when we try to lie b2 or x4 with
color 2. Since c is in the left of b1, the center of the second barrier, the nodes x3 and
y3 must lay on the right side of b1. Since 
(x3) = 
(c), then x3 must be on the right
side of x2. Moreover, x3 cannot be in between y2 and z2, as 
(x3)= 
(y2). Finally, x3
cannot be placed after z2 since 
(b1) = 
(z2), (look at Fig. 4). Then the only possible
layout must satisfy
’(c)¡’(b1)¡’(x2)¡’(x3)¡’(y3)¡’(y2)¡’(z2):
But now it remains to lay one of the edges (b2; b3) or (x4; y4) to the right side of b1,
and that is not possible.
In the case ’(b1)¡’(c), if the node x2 is in between b1 and c then the edge
(x2; y2) cannot cross b1, the center of the second barrier, neither c, the center of the
Arst barrier. The same happens with the edge (y2; z2).
If ’(x2)¡’(b1)¡’(c) as b1 is the center of the second barrier it remains to lay
one of the edges (b2; b3) or (x4; y4) to the left of b1. But then, according to Fig. 5,
there is no layout.
But that means that nodes x2 and b1 cannot lay in the same side with respect to c.
At this point we have that the pairs, x1 and b1, x2 and a3, and x2 and b1 cannot be
placed in the same side with respect to c. The only possibility is to lay a3 and b1 on
one side of c and x1 and x2 on the opposite side of c.
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Fig. 4. The case ’(c)¡’(b1)¡’(x2).
Fig. 5. The case ’(x2)¡’(b1)¡’(c).
When a3 and b1 are on the right of c, as b1, b2, b3, b4 form a chain with alter-
nating colors we have ’(c)¡’(b1)¡’(b2)¡’(b3)¡’(b4). As ’(c)¡’(a3), and
(a3; a2) ∈ E and 
(a2) = 
(c) we must have ’(c)¡’(a3)¡’(a2). Finally a1 cannot
be on the left of c because the edge (a1; a2) contains the colors of the barrier with
center a3. Therefore b4 and a1 must be placed on the right of c. A similar argument
applies when a3 and b1 are on the left side of c.
We have that the only possible colored layout of the turning point T , when a1 and b4
lay to the right of c, is the one given in Fig. 6 modulo some interchange between two
identincal hairs in a barrier or the relative order of some hairs’ nodes. For example, z2
and y2 could be interchanged. Similarly it can be obtained a layout for the other case.
Finally we use the colored caterpillar Ti of Fig. 7 to represent task i, formed by ti
blocks of four nodes plus an additional node colored with color 2. We will join all the
graphs Ti with the node a0 colored 1, that is connected to an end point of the turning
point (see Fig. 8).
For sake of simplicity let us denote by Ld a two colored line of length 2d such that
the end points are colored with color 2 and the chain alternates colors between 3 and
2. This is just a part of the backbone of the caterpillar for the processors. In [1] we
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Fig. 6. A layout for the turning point.
Fig. 7. The graph Ti associated to task i.
Fig. 8. The graph associated to the tasks.
show under which conditions the lines corresponding to tasks can be layed together
with the piece of backbone corresponding to a processor.
Lemma 4. Consider the graphs Ld; Ti; Tj. In any colored layout in which the rst
and the last node are the end points of Ld; Ti and Tj can be placed together with Ld
if ti + tj ¡d.
Given an instance I = (t1; : : : ; tn; m; D) of the Multiprocessor Scheduling problem let
G′(I) be the caterpillar obtained from the diDerent gadgets (see Fig. 9). Then we have
Theorem 2. The instance I = (t1; : : : ; tn; m; D) of multiprocessor Scheduling has a so-
lution if and only if the colored caterpillar G′(I) has a colored layout.
Proof. From the previous lemmas the only possible colored layout for the caterpillar
must maintain as it is the ground line corresponding to the processors, between the
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Fig. 9. A sketch of the caterpillar G′(I).
center of the two big barriers, the turning point must be turned at its center and the
two endpoints on the same side (by Theorem 1). The piece corresponding to the tasks
must be placed between the center of the two barriers of the processors part. The part
corresponding to just one task, must go between the center of two barriers. And from
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Lemma 4 the total duration of the tasks placed in the line corresponding to a processor
must be at most D. Finally, notice that the additional node with diDerent color allow
us to place diDerent tasks in any relative position provided we place this node in the
Arst position that can be placed. Once it is layed the remaining hairs can be placed
in any position, provided they do not overlap, but the last situation is not possible.
So each scheduling meeting the deadline requirement gives a colored layout and every
colored layout gives a correct scheduling.
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