Abstract-Network-on-Chip (NoC) architectures and threedimensional integrated circuits (3D ICs) have been introduced as attractive options for overcoming the barriers in interconnect scaling while increasing the number of cores. Combining these two approaches is expected to yield better performance and higher scalability. This paper explores the possibility of combining these two techniques in a heterogeneity aware fashion. We explore how heterogeneous processors can be mapped onto the given 3D chip area to minimize the data access costs. Our initial results indicate that the proposed approach generates promising results within tolerable solution times.
I. INTRODUCTION
International Technology Roadmap for Semiconductors (ITRS) projects that the number of cores will continue to increase [1] . As the number of cores increase, interconnect between these cores becomes a major concern. This is even more pronounced when the number cores is beyond 16 since buses are no longer an option due to physical limitations. Network-on-Chip (NoC) [2] architectures have been proposed to overcome the limitations by using switches and dedicated links between the nodes.
Similarly, 3D Integration is another trend where multiple device layers are stacked together (3D IC) [3] . This trend is driven mostly by greater density, that is, 3D ICs is one of the only ways to meet the demand for increased transistor density. In addition to the density, 3D ICs also provide heterogeneous integration, on-chip interconnect length reduction, modular and scalable design.
NoC architectures have been extended to the third dimension by the help of through silicon vias (TSVs) [4] , [5] , [6] . 3D NoCs have the potential to achieve better performance with higher scalability and lower power consumption [7] , [2] . Most of the related work on 3D NoCs consider homogeneous cores. While, 3D NoCs provide the aforementioned benefits, the best utilization cannot be extracted without including heterogeneity. This is due to the fact that every application (and different parts of an application) has different characteristics. Enabling heterogeneity in 3D NoC architectures will make it possible to match all these various requirements, while keeping energy and heat consumption as minimum as possible. Since heat is one of the most critical issues in 3D ICs, providing heterogeneity has the potential to meet the requirements.
A well known heterogeneous (asymmetric) Chip Multiprocessor (CMP) example is IBM's Cell Processor, where 1 PPU (power processing unit) and 8 SPUs (synergistic processing unit) [8] are combined to perform more efficiently. It was shown that a representative heterogeneous processor using two core types achieves as much as a 63 percent performance improvement over an equivalent-area homogeneous processor [9] . This is mainly due to matching execution resources to application needs effectively.
One of the challenging problems in the context of 3D NoC heterogeneous chip multiprocessor systems is the placement of processor cores within the available chip area. Focusing on such a heterogeneous 3D NoC, this paper explores how different types of processors can be placed to minimize data access costs.
The remainder of this paper is structured as follows. Section II gives the related work on heterogeneous 3D NoCs. Section III discusses the overview of our approach. The details of our ILP (integer linear programming) based formulation are given in Section IV, and an experimental evaluation is presented in Section V. The paper is concluded in Section VI.
II. RELATED WORK
We present the related work in two parts. First, we summarize the related work on 3D NoCs. Then, we explore the related studies on heterogeneous chip multiprocessors.
3D technologies and the motivation for moving from 2D to 3D is explained in []. 3D NoC topologies explored in [2] , where they compare 3D NoC to 2D NoC considering physical constraints, such as the maximum number of planes that can be vertically stacked and the asymmetry between the horizontal and vertical communication channels of the network. Li et al. [4] study the L2 design and management in 3D NoC architectures. Ozturk et al. [10] explore how processor cores and data blocks can be placed in a 3D architecture. In [7] , authors present a mesochronous communication scheme for 3D NoCs and evaluate its feasibility. Specifically, they analyze the circuit design, the timing properties, the requirements to support flow control across mesochronous links, and the implementation cost of such a scheme after placement and routing. Due to the increasing power density on 3D integrated circuits increasing temperatures becomes a problem. Charles Addo-Quaye [11] presents a genetic algorithm based approach for thermal-aware task mapping and placement for homogeneous 3D NoC designs. Chao et al. [12] presents traffic and thermal aware run time thermal management schemes for three dimensional NoC systems. Kumar et al. [9] presents potential benefits of heterogeneous chip multiprocessors on different aspects such as overall system throughput and power consumption. Ghiasi et al. [13] presents scheduling techniques on heterogeneous processors on server systems for power management. Blume et al. [14] present a model based exploration method to support design flow of heterogeneous chip multiprocessors. They implement cost models for the design space exploration using several cost parameters such as performance and throughput. Balakrishnan et al. [15] explore the effects of heterogeneity on commercial applications using a hardware prototype. From a hardware perspective, Kumar et al. [16] explore processor design problem for a heterogeneous chip multiprocessor from scratch as processors designed for homogeneous architectures do not sufficiently map to the heterogeneous domain. They study the effects of processor design in terms of area or power efficiency.
III. OVERVIEW OF OUR APPROACH
High level view of our approach is shown in Figure 1 . After a parallelization step, application is passed into a communication analyses module. The analysis module identifies the set of processor nodes that communicate with each other and forwards this information to the ILP solver. ILP solver selects the location of each node in order to minimize the communication cost. Communication cost is estimated based on the 3D distance between the nodes as well as the communication intensity. Figure 2 illustrates the high level view of a heterogeneous 3D NoC based CMP. While different layers of 3DNoC is connected through TSVs, nodes are connected with network switch/router (represented by R). In the same figure, processor is represented by CP U and memory hierarchy is represented by M H. Each node is connected to its north, south, west and east via the network switches.
We use L x , L y , and L z to indicate the coordinates of a node in dimensions x, y, and z, respectively. Communication cost is calculated using a Manhattan distance on the respective nodes, that is,
Vertical communication needs to be treated separately from in-layer communication for both latency and bandwidth reasons. Intra-layer communication is expected to be much faster compared to in-layer communication and this needs to be considered in calculating the latencies. Similarly, bandwidth provided by TSVs will be limited and needs to be allocated carefully. We address this issue later in the paper.
IV. ILP FORMULATION
Our goal in this section is to present an ILP formulation of the problem of minimizing data communication cost of a given application. This is achieved through optimal placement of nodes in a 3D NoC. While overall ILP formulation has more details, for clarity, we will only give important constraints in this section.
Integer linear programming (ILP) is a mathematical model to solve optimization problems using linear objective functions and linear constraints. A special case of ILP is Binary Integer Programming (BIP or 0-1 ILP) where variables are required to be 0 or 1 (rather than arbitrary integers). We use a commercial tool [17] to solve our ILP problem. Table I gives the important constant terms and decision variables used in our ILP formulation. In our ILP formulation, we view the chip area as a 3D grid, and assign nodes into this grid. Therefore, the dimensions of the grid is expressed as D X , D Y , and D Z , respectively. Similarly, for each one of the N nodes, we use SX c and SY c to represent a node's Location of node n in x,y, and z dimensions Assign n x,y,z
Mapping of node n on grid location (x, y, z) dx i,j,x Distance between nodes i and j in x dimension dy i,j,y Distance between nodes i and j in y dimension dz i,j,z Distance between nodes i and j in z dimension dimensions on a layer. This will be used for mapping and area calculations. Communication load between two nodes is expressed by the affinity matrix A i,j , which was explained in the previous section. We, next, give the decision variables used in our ILP formulation. Location of a node n is captured by L variable. More specifically,
• L n x,y,z : indicates whether node n is on the grid location (x, y, z).
We capture the distance between two nodes by using dx i,j,x , dy i,j,y , dz i,j,z , where they indicate the distances on x-axis, y-axis, and z-axis, respectively. Specifically, we have:
• dx i,j,x : indicates whether the distance between nodes i and j is equal to x on the x-axis.
• dy i,j,y : indicates whether the distance between nodes i and j is equal to y on the y-axis.
• dz i,j,z : indicates whether the distance between nodes i and j is equal to z on the z-axis.
Note that, nodes can potentially use a grid space bigger than one unit, i.e., 1 × 1. Therefore, we need to use a separate variable to indicate the mapping of the grid space onto different nodes. We use Assign variables to express this.
Nodes need to be assigned to a single coordinate on the grid.
To satisfy this, we use the following constraint:
Similarly, one coordinate in the grid can be used only for one node. This is enforced by the following constraint.
Assign x,y,z,i = 1, ∀x, y, z.
Distances between nodes can easily be captured using the location binary variables. For brevity, we only give the expression for layer-to-layer distance:
Based on the major constraints given above, we next give our objective function. Our cost function is defined as the sum of the data communication loads in both vertical and horizontal dimensions. More specifically, we denote the total data communication using Comm H and Comm V for horizontal, and vertical communication costs, respectively:
Affinity, expressed with A i,j , indicates the communication load between the nodes i and j. Therefore, our objective function can be expressed as:
Note that, in the objective function given in Expression 7, the difference between horizontal and vertical communication costs is captured by the α parameter which is conservatively set to 0.2 in our baseline implementation. More specifically, accessing a data from a neighboring node on the same layer is five times costlier than accessing a neighbor on a different layer. The α parameter can be exercised and the most suitable value can be used, however we do not discuss this any further. Note also that, in our ILP formulation, we employ area and distance as two main constraints, whereas performance, energy, and communication bandwidth and other possible constraints are left out. For example, depending on the switch present in a node, bandwidth available to the connected links will be limited. Our ILP formulation, in its current form, does not cover this constraint. However, our formulation can easily be modified to include such constraints. In addition to additional constraints, our ILP formulation can also be modified to optimize for a different objective function instead of data communication cost. However, we do not discuss the details of additional constraints and different objective functions in this paper. V. EXPERIMENTAL EVALUATION To test the effectiveness of our ILP-based approach, we performed experiments using a set of eight array-based applications. Brief descriptions and important characteristics of these applications are listed in Table II . The fourth column of Table II gives the number of data accesses for each application. We tested our approach with four different processors representing different areas and performance characteristics. The ILP solution times varied between 4 minutes and 8 hours, averaging on about 45 minutes. In our base configuration, we used a stack of two device layers connected to one another. We assumed that a single layer is composed of 24 unit areas which can be assigned to NoC nodes. Moreover, we assumed that the vertical communication cost to horizontal communication cost given with α parameter is set to 0.2.
We conducted experiments with four different execution models, namely, 2D-HM, 2D-HT, 3D-HM, and 3D-HT.
• 2D-HM is the basic execution model where a conventional NoC topology is tested on a single layer with same type of processors. This is the default configuration we compare our results with. Note that, mapping and communication optimizations for this model are implemented using ILP.
• 2D-HT is similar to 2D-HM except that the nodes of NoC can be of different types. Note that, this is an optimal placement scheme for single layer configurations with heterogeneity enabled.
• 3D-HM tries to extend the 2D-HM concept to multiple layers with homogeneous nodes.
• 3D-HT is the integer linear programming based placement strategy for heterogeneous 3D NoCs, wherein different processor cores are placed on several layers optimally. This scheme represents the optimal placement for 3D depending on the communication frequencies of nodes. Our data communication results are shown in Figure 3 . These results are normalized with respect to 2D-HM scheme based on two layers. We see that the overall average reduction in data access costs with 2D-HT and 3D-HM are around 30% and 44%, respectively. On the other hand, 3D-HT scheme reduces the costs by about 54% on average. During our study we simply used the distance between cores to calculate the communication cost without considering the network congestions. We have calculated shortest paths between cores without caring about the congestion. However our ILP solution can be further extended by including congestion and bandwidth related parameters in communication cost function to overcome this issue.
VI. CONCLUSION
Global interconnect problem has become more important with the increase in the number of processor cores in chip multiprocessing. 3D designs and NoC architectures have been unified as 3D NoCs to overcome the interconnect scaling bottleneck. We try to map heterogeneous processors onto the given 3D chip area with minimal data communication costs. Our initial results indicate that the proposed approach generates promising results within tolerable solution times.
