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Using a sample of over 400 million φ→KSKL decays produced during the years 2001 and 2002 at
the DAΦNE e+e− collider, the ratio RpiS = Γ(KS → π
+π−(γ))/Γ(KS → π
0π0) has been measured
with the KLOE detector. The result is RpiS = 2.2555± 0.0012stat ± 0.0021syst-stat ± 0.0050syst , which
is in good agreement with the previously published result based on the KLOE data sample from
the year 2000. The average of the KLOE results is RpiS = 2.2549 ± 0.0054, reducing the total error
by a factor of three, to 0.25%.
PACS numbers: 13.25.Es, 14.40.Aq
I. INTRODUCTION
The ratio RpiS =Γ(KS → π
+π−(γ))/Γ(KS → π
0π0) is
a fundamental parameter of the KS meson. Since the
sum of the branching ratios (BR’s) for the two dominant
decays of the short-lived neutral kaon differs from unity
by just 10−3, the measurement of RpiS provides the BR’s
for KS → π
0π0 and KS → π
+π−(γ) with only small cor-
rections. The latter BR is a convenient normalization for
the BR’s of all other KS decays to charged particles. In
particular, it is used to obtain Γ(KS → πeν), which is
of interest in testing many predictions of the Standard
Model, as discussed in Ref. 1. From RpiS one can also
derive phenomenological parameters of the kaon system
such as the relative magnitude and phase of the I=0 and
I =2 ππ-scattering amplitudes. Isospin-breaking effects
and radiative corrections to the scattering amplitudes are
discussed in Refs. 2, 3. Finally, RpiS enters into the dou-
ble ratio that quantifies direct CP violation in K → ππ
transitions:
RpiS/R
pi
L = 1− 6ℜ(ǫ
′/ǫ), (1)
where RpiL=Γ(KL → π
+π−(γ))/Γ(KL → π
0π0). The
most accurate measurement of RpiS to date was per-
formed by KLOE using data collected in 2000 for an inte-
grated luminosity of ∼17 pb−1: RpiS=2.236± 0.003stat ±
0.015syst [4]. This result, which was more precise than
the PDG average at the time [5], for the first time prop-
erly included photon radiation and increased the PDG
value for BR(KS → π
+π−(γ)) by 0.5% [6]. The over-
all accuracy of the previous result, 0.7%, was limited by
systematic uncertainties. The present result is based on
the analysis of 410 pb−1 of integrated luminosity acquired
during the years 2001 and 2002, and improves on the to-
tal error by a factor of three, to 0.25%.
The paper is organized as follows. In the next section,
a brief description of the KLOE detector is given. In Sec-
tion III, the selection criteria for the decays of interest
are summarized. In Section IV, a general description of
2the scheme used to evaluate the efficiency corrections is
given, followed by a detailed discussion on the tagging
efficiencies, acceptances, and trigger efficiencies. The re-
sult of the analysis is presented in Section V.
II. EXPERIMENTAL SETUP
The data were collected with the KLOE detector at
DAΦNE, the Frascati φ factory. DAΦNE is an e+e−
collider that operates at a center-of-mass energy of
∼1020MeV, the mass of the φ meson. Positron and
electron beams of equal energy collide at an angle of
π−25mrad, producing φmesons with a small momentum
in the horizontal plane: pφ ∼ 13MeV/c. φ mesons decay
∼34% of the time into nearly collinear K0K¯0 pairs. Be-
cause JPC(φ)=1−−, the kaon pair is in an antisymmetric
state, so that the final state is always KSKL. The con-
tamination from KLKL and KSKS final states is neg-
ligible for the purposes of this measurement [7, 8, 9].
Therefore, the detection of a KL signals the presence of
a KS of known momentum and direction, independently
of its decay mode. This technique is called KS tagging
in the following. A total of ∼1.3 billion φ mesons were
produced, yielding ∼430 million KS KL pairs.
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FIG. 1: Vertical cross section of the KLOE detector.
The KLOE detector (Fig. 1) consists of a large
cylindrical drift chamber (DC) surrounded by a
lead/scintillating-fiber sampling calorimeter (EMC). A
superconducting coil surrounding the calorimeter pro-
vides a 0.52T magnetic field. The drift chamber [10],
which is 4m in diameter and 3.3m long, has 12,582 all-
stereo tungsten sense wires and 37,746 aluminum field
wires. The chamber shell is made of carbon-fiber/epoxy
composite, and the gas used is a 90% helium, 10% isobu-
tane mixture. These features maximize transparency to
photons and reduce KL → KS regeneration and multi-
ple scattering. The DC position resolutions are σxy ≈
150µm and σz ≈ 2mm. The momentum resolution is
σ(p⊥)/p⊥ ≈ 0.4%. Vertices are reconstructed with a spa-
tial resolution of ∼ 3mm. The amount of material tra-
versed before particles enter the DC volume affects the
detection efficiency for KS decay products. Particles tra-
verse the beam pipe and the inner DC wall, which are
made of a 500µm-thick layer of Albemet alloy (60%Al-
40%Be) and a 800µm-thick layer of carbon-fiber/epoxy
composite aluminized on each side with a foil of 100µm.
The total amount of material corresponds to ∼ 0.5%X0
and to an average conversion probability of ∼ 0.4% for
each photon from a KS → π
0π0 decay. Moreover, as-
suming a disappearance (including absorption, charge ex-
change, and inelastic processes) cross section of 400 mb
for π± with p = 200MeV/c interacting on carbon [11],
and using the same value for beryllium and aluminum,
the average probability of disappearance for each pion
emitted from a KS → π
+π−(γ) decay is ∼ 0.5%.
The calorimeter [12] is divided into a barrel and two
endcaps, contains a total of 88 modules, and covers 98%
of the solid angle. The modules are read out at both
ends by photomultiplier tubes. The arrival times of par-
ticles and the three-dimensional positions of the energy
deposits are determined from the signals at the two ends.
The readout granularity is ∼ 4.4× 4.4 cm2; the 2440
“cells” are arranged in five layers. Cells close in time
and space are grouped into a “calorimeter cluster.” For
each cluster, the energy Ecl is the sum of the cell ener-
gies, and the time tcl and position rcl are calculated as
energy-weighted averages over the fired cells. The en-
ergy and time resolutions are σE/E = 5.7%/
√
E(GeV)
and σt=57 ps/
√
E(GeV)⊕ 100 ps, respectively.
Only the calorimeter trigger [13] is used for the present
measurement. This requires two local energy deposits
(trigger sectors) above a threshold of 50MeV in the barrel
and 150MeV in the endcaps. Events with only two fired
trigger sectors in the same endcap are rejected, because
this topology is dominated by machine background. A
single particle hitting the calorimeter barrel and releasing
enough energy to fire two contiguous sectors generates a
valid trigger.
Recognition and rejection of cosmic-ray events is also
performed at the trigger level: events with two en-
ergy deposits above a 30MeV threshold in the outer-
most calorimeter plane are rejected as cosmic-ray events.
Moreover, to reject residual cosmic rays and machine
background events an offline software filter (FILFO) ex-
ploits calorimeter and DC information before tracks are
reconstructed [14].
The trigger has a large time spread with respect to the
beam crossing time. However, it is synchronized with the
machine RF divided by 4, Tsync∼ 10.8 ns, with an accu-
racy of 50 ps. The time of the bunch crossing producing
an event is determined offline during event reconstruc-
3tion.
The response of the detector to the decays of inter-
est and the various backgrounds were studied by using
the KLOE Monte Carlo (MC) simulation program [14].
Changes in the machine operation and background con-
ditions are simulated on a run-by-run basis to improve
agreement with data when averaged over the sample.
The most important parameters are the beam energies
and the crossing angle, which are obtained from the anal-
ysis of Bhabha scattering events with e± polar angles
above 45 degrees. The average value of the center-of-
mass energy is evaluated with a precision of 30 keV for
each 100 nb−1 of integrated luminosity.
Particularly important for correct evaluation of the ac-
ceptance for π+π− and π0π0 events is the rate of acciden-
tal clusters from the machine (Racc). This is extracted
from the analysis of e+e−→ γγ events, where the low-
energy and out-of-time hits due to machine background
are easily separated from the two 510MeV photon clus-
ters.
For the present analysis, an MC sample of φ→ KSKL
decays that corresponds to an integrated luminosity of
∼550 pb−1 is used; for the other φ-meson final states, an
MC sample equivalent to ∼90 pb−1 of integrated lumi-
nosity has been used.
III. SIGNAL SELECTION
The mean decay lengths of the KS and KL are λS ∼
0.6 cm and λL ∼ 350 cm, respectively. About 50% of
KL’s therefore reach the calorimeter before decaying.
The KL interaction in the calorimeter barrel (KL crash,
Kcr in the following) is identified by requiring a clus-
ter of energy above a given threshold Ecr not associated
with any track, and whose time corresponds to a velocity
β = rcl/c tcl compatible with the kaon velocity in the φ
center of mass, β∗∼ 0.216, after the residual φ motion is
considered. Events with clusters with 0.17≤β∗≤0.28 are
selected. These Kcr events are used to tag a KS “beam”
of known momentum. The KS trajectory is determined
with an angular resolution of 1◦ and the KS momentum
is evaluated with a resolution better than 2MeV/c from
pKS =pφ − pKL , where the KL momentum pKL is cal-
culated by using the values of the center-of-mass energy
and of the φ momentum pφ, and the position of the Kcr
cluster.
The interaction time, which must be known for the
measurement of the cluster times, is obtained from the
first particle reaching the calorimeter (pions or photons
for the events of interest) assuming a velocity β=1. This
definition of interaction time (T0 in the following) does
not require the KS decay to be identified when applying
the tagging algorithm. In order to reduce the probability
that T0 is accidentally determined from a particle due
to machine background, the T0 is required to be given
by a cluster with energy Ecl > 50MeV and distance to
the beam line ρcl > 60 cm. This is referred to as a “T0
cluster.”
KS → π
+π−(γ) events are selected by requiring the
presence of two tracks of opposite charge with their point
of closest approach to the origin inside a cylinder 4 cm
in radius and 10 cm in length along the beam line. The
tracks momenta and polar angles must satisfy the fiducial
cuts 120≤p≤ 300MeV/c and 30◦≤ θ≤ 150◦. The tracks
must also reach the EMC without spiralling, and at least
one of them must have an associated T0 cluster.
KS → π
0π0 events are identified by the prompt photon
clusters from π0 decays. A prompt photon cluster must
satisfy |tcl − rcl/c|≤ 5σt, σt being the energy-dependent
time resolution, and must not be associated to any track.
Machine background is reduced by cuts on the cluster
energy and polar angle: Ecl > 20MeV and | cos θ|< 0.9.
To accept a KS → π
0π0 event, three or more prompt
photons are required.
The numbers N of π+π− and π0π0 events and the
corresponding selection efficiencies ǫsel are then used to
compute RpiS :
RpiS =
N(π+π−)
N(π0π0)
ǫsel(π
0π0)
ǫsel(π+π−)
C(π+π−)
C(π0π0)
, (2)
where C is the purity of the sample (the fraction of se-
lected events that are signal), as evaluated from MC.
IV. EFFICIENCY EVALUATION
A. General scheme
The fractional statistical error from the counting is
∼ 0.5 × 10−3; the overall uncertainty is dominated by
systematics. Therefore, in the analysis, great effort has
been put into carefully estimating all possible systematic
effects, as discussed in detail in Ref. 15.
The selection efficiency is expressed for each of the two
channels (π+π−, π0π0) as follows:
ǫsel = ǫtag+acc ǫtrg ǫCV ǫFILFO, (3)
where ǫtag+acc is the joint efficiency for reconstructing
both the tagging KL interaction and the KS decay;
ǫtrg, ǫCV, and ǫFILFO are the efficiencies for the trig-
ger, the cosmic-ray veto, and the offline background fil-
ter (FILFO). The tagging efficiency and the signal accep-
tance are correlated by the T0 determination, and cannot
be simply factorized, as discussed below.
For essentially all of selectedKS → π
0π0 events, the T0
corresponds to the true collision time: if this is not the
case, the prompt photon cluster selection fails and the
event is lost. For the purposes of Kcr selection, the ve-
locity β∗ is therefore correctly evaluated (open histogram
of Fig. 2). In contrast, for most KS → π
+π− events, the
T0 does not correspond to the true collision time. Most
charged pions arrive at the EMC ∼ 3 ns later than γ’s
from π0 decays and the time T0 is therefore delayed by
one RF period, TRF ∼ 2.7 ns; in a few percent of the
4cases, larger displacements are observed. This results in
a ∼10% overestimation of the KL velocity and a differ-
ence in the tail populations (shaded histogram of Fig. 2).
The displacement of the two β∗ distributions within the
accepted β∗ region affects the tagging efficiency, which
then differs for each of the two final states. In order
to parametrize this effect, two classes of events are de-
fined: events selected by the Kcr algorithm on the basis
of the true value of the collision time are called Ktruecr ,
the rejected ones are non-Ktruecr . While all of KS → π
0π0
events are Ktruecr , the net effect due to incorrect T0 de-
termination on the tagging efficiency for KS → π
+π−
events is that a fraction (1 − A) ∼ 3% of Ktruecr is lost,
while a fraction B ∼ 0.3% of non-Ktruecr creeps into the se-
lection (the fractions A and B are defined more precisely
in Sec. IVB).
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FIG. 2: KL velocity transformed to the φ rest frame, β
∗,
for KS → π
0π0 (open histogram) and KS → π
+π− (shaded
histogram). The range shown corresponds to the accepted
window in β∗.
Furthermore, Ktruecr and non-K
true
cr events have differ-
ent topologies: the first category is dominated by realKL
interactions in the EMC, with β∗ lying around the peak;
the second category is mostly due to in-flight KL decays
before the EMC. These two topologies also correspond
to different KL energy releases in the EMC, the latter
topology being much softer than the former (Fig. 3). If
the Kcr tag is selected using a low value for the min-
imum energy cut (Ecr = 125MeV), there is substantial
contamination from in-flight KL decays occurring before
the EMC. This is shown by the MC distribution of the
transverse position (ρL) corresponding to the KL decay
or interaction producing the Kcr cluster (Fig. 4). This
contamination completely disappears when the cut is in-
creased to 300MeV. Due to interference between KL and
KS decay products, which undermines KS reconstruc-
tion performance, the KS signal acceptance is a function
of the KL decay mode and of the position ρL (Fig. 5).
Therefore, the signal acceptance acr for the K
true
cr events,
which are dominated by KL interactions in the EMC, is
100
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FIG. 3: Kcr cluster energy versus β
∗ for KS → π
0π0 events.
The dashed lines correspond to the three different cuts on Kcr
energy used in the analysis.
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FIG. 4: MC distribution of KL decay/interaction position ρL
for Ktruecr events selected with Ecr = 125MeV; contributions
from KL → π
0π0π0, from KL decays to charged particles,
and from nuclear interactions are shown separately.
a few percent higher than that for non-Ktruecr events, acr.
Finally, the selection efficiency of Eq. 3 is expressed by
combining the acceptances with the probabilities ǫcr and
1−ǫcr for having aK
true
cr or non-K
true
cr event, respectively:
ǫsel = [ǫcr acrA+ (1− ǫcr) acrB] ǫtrg ǫCV ǫFILFO. (4)
The fractions A and B are evaluated using data con-
trol samples, while the efficiency ǫcr is taken from MC
(Sec. IVB). The acceptances acr and acr are evaluated
using the MC, with data-driven corrections as explained
in Secs. IVC and IVD for π+π− and π0π0 events, respec-
tively. The efficiencies ǫtrg, ǫCV, and ǫFILFO are evaluated
using data control samples as discussed in Sec. IVE. All
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FIG. 5: Acceptance of KS → π
+π−(γ) as a function of ρL,
for different KL decay/interaction channels.
of the efficiencies in Eq. 4 are to be understood as con-
ditional probabilities, with each defined relative to the
sample from the previous step in the analysis, according
to the order in which they are applied.
The analysis is carried out for three different cuts on
the KL cluster energy: Ecr=125, 200, and 300MeV. The
tagging efficiencies are very different in each case: ǫcr∼
0.31, 0.22, and 0.11, respectively. The fraction of KL in-
flight decays entering the selection varies significantly as
well. Moreover, some of the corrections applied and the
related systematic uncertainties vary considerably with
the cut value. This allows the robustness of the result to
be tested.
The data were divided into 17 different samples fol-
lowing small changes in the machine energy. The large
number of events allowed a statistical error at the few
per-mil level to be obtained for each single data period.
Comparison of the independent measurements from each
data sample provides a stringent test of the validity of
the corrections for possible variations in the selection ef-
ficiency during data taking. Results will be presented
for each Kcr energy cut, averaging over all 17 samples.
The final result is obtained by choosing the value of Ecr
which minimizes the total error. Numerical details con-
cerning all of the quantities involved in Eqs. 2 and 4 are
given in the following sections for a representative sample
(no. 10).
B. Tagging efficiencies
This section concerns the evaluation of the quantities
involved in the determination of the tagging efficiency:
A, B, and ǫcr.
The following parametrizations are used: A =∑
n fnP
in
n , B=
∑
n fnP
out
n , where
• fn is the T0 spectrum, i.e., the fraction of events in
which T0 is shifted by n× TRF with respect to the
true collision time T true0 ;
• P inn is the probability that, given a found K
true
cr
event, the Kcr tag is again found even after the T0
determination is shifted by n× TRF;
• P outn is the probability that, in the absence of a
found Ktruecr event, a Kcr tag is newly found after
the T0 determination is shifted by n× TRF.
All of these quantities are taken from data control sam-
ples.
The T0 spectrum (fn) is evaluated for both π
+π−
and π0π0 events after the signal selection requests have
been applied. For the charged mode, a subsample of
KS → π
+π− events is selected in which both charged
pions are associated to clusters. For each pion, an esti-
mate of T true0 is obtained from the cluster time and the
time of flight calculated from the track parameters. The
robustness of this estimate is increased by requiring that
both pions give the same result. The fn spectrum is ob-
tained as the normalized distribution of (T0−T
true
0 )/TRF
(Fig. 6). As previously mentioned, T0 overestimates the
true collision time by one RF period ∼97% of the time.
The negative tail of the spectrum shows peaks corre-
sponding to the bunch-crossing times, and is dominated
by events in which T0 is determined by a cluster from
machine background occurring at random with respect
to the collision time. For π0π0 events the situation is
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FIG. 6: fn spectrum for KS → π
+π− events.
much simpler, because the request of having at least three
prompt clusters is fulfilled only if T0 = T
true
0 . Therefore
fn is negligible for n 6= 0, and the values A(π
0π0)=1 and
B(π0π0)=0 are used.
For the charged mode, the probabilities P inn and P
out
n
are needed for the evaluation of A and B. For this pur-
pose, a sample of events selected on the basis of a recon-
structedKS → π
+π− decay (without reference to theKcr
tag) is used. The estimate of the true collision time T true0
described above is used to divide these events into Ktruecr
6and non-Ktruecr . The T0 value is then artificially shifted
by n× TRF with respect to T
true
0 . For K
true
cr events, the
probability P inn of still finding the Kcr is evaluated, as
is the probability P outn of finding a Kcr not originally
present for non-Ktruecr events. The probabilities P
in
n and
P outn are shown as a function of the T0 shift in Fig. 7.
From the probabilities fn, P
in
n , and P
out
n the fractions
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FIG. 7: Probabilities P inn (left) and P
out
n (right) as a function
of the T0 shift (n). By definition, P
in
0 =1 and P
out
0 =0.
A and B are calculated. The results for π+π− events
are listed in Tab. I. The value of A(π+π−) increases with
Ecr, reaching∼99% for Ecr=300MeV. The tails of the β
∗
spectrum are indeed suppressed by increasing the Kcr en-
ergy cut, as shown in Fig. 3. This reduces the acceptance
losses due to incorrect T0 determination. The maximal
variation of A(π+π−) during data taking is ∼1%.
Possible biases in the estimate of the fn spectra have
been checked using the MC, by evaluating the ratio
Atrue/A. Here, Atrue is evaluated from MC truth and
A is evaluated with the same method used for data. The
above ratio is applied as a correction to the estimate of A
for data; the systematic error, taken as 100% of the cor-
rection, amounts to 0.25×10−3 for Ecr=300MeV. Given
the small value of B(π+π−), no correction is applied. A
similar comparison with MC truth allows a systematic
error of ∼ 0.4×10−3 to be assigned to the assumption
A(π0π0) = 1. The total systematic error from the evalu-
ation of the fn spectra and of the probabilities P
in
n , P
out
n
is 0.45×10−3 at Ecr=300MeV (see Tab.V).
When computing the ratio between π+π− and π0π0
selection efficiencies (see Eqs. 2 and 4) the values
of the Ktruecr efficiencies ǫcr(π
+π−) and ǫcr(π
0π0) are
needed; since B(π+π−) ∼ 0.3% and B(π0π0) = 0,
the ratio of selection efficiencies depends on the ratio
ǫcr(π
+π−)/ǫcr(π
0π0) rather than on the ǫcr values for
each channel. This ratio varies with Ecr, ranging from
∼1.003 at 125MeV up to ∼1.014 at 300MeV (Tab. I).
This is due to the geometrical overlap in the EMC be-
tween KS daughter particles and the KL, which affects
the Kcr reconstruction efficiency in a manner dependent
on the decay channel. For π+π− events, the Ktruecr effi-
ciency drops when the pions get closer to the KL because
of the higher probability of associating the KL cluster to
one pion track; for π0π0 events, a drop is observed when a
KS photon and theKL hit the same calorimeter cell, thus
spoiling the cluster reconstruction. These effects have
been studied using MC control samples of signal events
in which at least one KS decay product reaches the EMC
barrel. The effects are then visible in the dependence of
ǫcr(π
+π−) on the minimum distance dmin between the
KL and the closest KS decay product on the barrel and
in the dependence of ǫcr(π
0π0) on the minimum angular
distance ∆φmin in the transverse plane (Fig. 8). Biases
are present only when KS daughter particles enter the
EMC close to the KL impact point. The reliability of
0
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FIG. 8: ǫcr(π
+π−) as a function of dmin (left) and ǫcr(π
0π0)
as a function of ∆φmin (right), for Ecr = 300MeV. The effi-
ciencies shown have been obtained using control samples of
signal events in which at least one KS decay product reaches
the barrel.
the MC in reproducing this overlap effect is checked by
comparing data and MC distributions of dmin and ∆φmin
for events with aKcr tag found (Fig. 9). The ratio of data
and MC distributions is constant in the region safe from
overlap effects. A significant discrepancy is only present
for π+π− events when dmin<10 cm. The MC evaluation
of ǫcr(π
+π−)/ǫcr(π
0π0) is corrected by scaling the num-
ber ofKcr events found for small dmin values according to
the ratio measured for data. The systematic error, taken
as 100% of the correction, amounts to ∼ 0.44×10−3 for
Ecr=300MeV (Tab.V).
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FIG. 9: Comparison between data and MC distributions of
dmin for π
+π− events (left) and ∆φmin for π
0π0 events (right).
7Ecr value 125MeV 200MeV 300MeV
π+π− A 0.9634(1) 0.9866(1) 0.9933(1)
B(×10−3) 3.4489(6) 1.6675(1) 0.71563(3)
ǫcr 0.3106(2) 0.2231(2) 0.1082(2)
π0π0 ǫcr 0.3097(3) 0.2217(3) 0.1067(2)
TABLE I: Tagging probabilities entering into the evaluation
of the selection efficiency (Eq. 4) for π+π− and π0π0 events,
for data sample no. 10 and minimum Kcr energies of 125, 200,
and 300MeV. Statistical errors on the last digit are shown in
parentheses.
C. Acceptance and purity for KS → π
+π−(γ)
The π+π− acceptance is evaluated from MC. Since
no cut is applied on the ππ invariant mass, the selec-
tion includes KS→ π
+π−γ events with photon energies
up to the end point (∼160MeV in the KS rest frame).
However, due to the fact that both pion tracks must ex-
trapolate to the calorimeter without spiralling, the ac-
ceptance depends on the photon energy: the harder the
photon in the final state, the higher the probability that
one of the pion tracks spirals in the chamber before
reaching the EMC. The MC simulation includes final-
state radiation [16]. The acceptance obtained by MC
is shown in Fig. 10 as a function of the photon energy
E∗γ in the KS rest frame. The simulated spectrum is
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FIG. 10: Acceptance acr for KS → π
+π−(γ) as a function of
the center-of-mass photon energy. The photon spectrum used
in the simulation is shown in the inset.
also shown in the inset of Fig. 10. The fraction of events
with E∗γ > 20 and 50MeV are 7.0×10
−3 and 2.5×10−3,
respectively, in excellent agreement with the measured
values (7.10± 0.22)×10−3 and (2.56 ± 0.09)×10−3 [17].
The MC calculation thus provides a fully inclusive accep-
tance, which is ∼0.3% lower than that obtained with a
pure KS → π
+π− simulation.
A crucial issue when evaluating the π+π− acceptance is
to correctly reproduce the DC tracking efficiency, includ-
ing all possible variations correlated with the level of ma-
chine background and with the hardware performance of
the apparatus. For this purpose, accidental background
hits in the DC are extracted from real e+e−→γγ events
and are overlaid with the simulated events; moreover, the
measured hardware hit efficiency is used to sample the
MC hit generation [14]. To take into account residual
differences in the tracking efficiencies for data and MC,
the acceptance calculation is performed by weighting the
contribution of each single pion with the ratio ǫdatatrk /ǫ
MC
trk .
The single-track efficiencies ǫtrk for data and MC are eval-
uated from a subsample of KS → π
+π− events tagged
by a Kcr. Using the KS momentum pKS as determined
from pφ and by the KL flight direction, it is indeed pos-
sible to identify the π+π− final state by selecting a single
pion track (“tagging” track) with the expected momen-
tum in the KS rest frame: 201≤p
∗
tag≤209MeV/c. This
selection reduces background to a negligible level, while
at the same time providing a good estimate of the mo-
mentum of the other pion: pother = pKS − ptag. The
single-track efficiency is then obtained by counting the
fraction of times in which a second pion track is found;
it is evaluated in bins of transverse and longitudinal mo-
menta, separately for each particle charge. This method
takes into account not only differences in ǫtrk for data and
MC, but also differences between the real and simulated
nuclear interaction cross sections for the pions.
The MC calculation is also corrected for data-MC dif-
ferences in the efficiency ǫT0 for a single pion with impact
on the calorimeter to provide a T0 cluster. This is eval-
uated using various data control samples (KS → π
+π−,
φ→ π+π−π0) as a function of the track momentum and
the angle of incidence on the EMC, distinguishing be-
tween π+ and π− tracks (or µ+ and µ− tracks, in case
of in-flight pion decays), and separately treating tracks
reaching the barrel or the endcaps.
The values of acr and acr are listed in Tab. II, together
with the number of events selected as π+π−. The errors
quoted on acr and acr are due to the statistics of the MC
sample and of the control samples used for the efficiency
determination. The maximal variation of the acceptance
during data taking is ∼2%, and is due to variations in
the machine operating conditions (background levels and
center of mass energy). The acceptance acr is ∼3% lower
than acr for all values of Ecr, because of the presence of
KL’s decaying into charged particles before reaching the
EMC, which disturb the reconstruction ofKS pion tracks
as discussed in section IVA. The value of acr increases by
0.8×10−3 as the Ecr cut is moved from 125 to 300MeV.
This is due to the contamination from late KL decays in
the Ktruecr sample (Fig. 4), which is suppressed when the
Kcr energy cut is raised. The above variation is taken
8as a conservative estimate of the systematic error from
the simulation of this KS-KL interference. A further
contribution to the systematic error comes from the T0
efficiency correction, ǫT0; it is estimated by MC as the
difference between the result of the method described
above and the MC truth. A non-zero difference is found
and is ascribed to interference between the two decay
products of the KS , which is not correctly taken into
account by the above method. The difference is 1.4×10−3
at Ecr=300MeV (Tab.V). This value is both applied as
a correction and taken as a conservative estimate of the
systematic error.
The purity C of the π+π− sample is estimated by MC
to be ∼0.9989 and is independent of Ecr (see Tab. II).
Two sources contribute to the background contamina-
tion: KS decays to semileptonic final states (∼ 0.7×10
−3)
and φ → π+π−π0 decays (∼ 0.4×10−3). Semileptonic
decays are able to satisfy with high efficiency the loose
kinematic criteria used to select π+π− events. Events
with φ → π+π−π0 decays enter the selection when an
early accidental cluster establishes T0 and one of the two
high-energy photons from the π0 is erroneously selected
as the Kcr. The systematic error on the purity comes
from the uncertainty on the BR’s for the decays involved
and, for the φ → π+π−π0 contribution, from the uncer-
tainty on the rate Racc. The error from these sources is
0.1×10−3 at Ecr=300MeV (Tab.V).
Ecr value 125MeV 200MeV 300MeV
N 1,218,000 907,400 490,900
acr 0.6187(5) 0.6192(6) 0.6195(8)
acr 0.5968(5) 0.5991(5) 0.6016(5)
C 0.99882(4) 0.99891(4) 0.99886(6)
TABLE II: Values for the observed yield, the acceptance, and
the purity of the π+π− selection, for data sample no. 10 and
minimum Kcr energies of 125, 200, and 300MeV. Statistical
errors on the last digit are shown in parentheses.
D. Acceptance and purity for KS → π
0π0
The KS → π
0π0 acceptance is evaluated from MC. To
take into account data-MC differences in the cluster effi-
ciency ǫcl for low-energy photons, the acceptance calcula-
tion is performed by weighting each photon with the ratio
ǫcl(data)/ǫcl(MC). The single-photon detection efficien-
cies are evaluated from control samples of φ → π+π−π0
events, which are selected using DC information only:
two tracks with opposite charge from the interaction
point (IP) are required, with a missing four-momentum
ppi0 = pφ − ppi+ − ppi− compatible with the π
0 mass hy-
pothesis. A photon from π0 decay is identified (“tag-
ging” photon, γ1) as a cluster with time of flight and
energy in an appropriate interval around the expected
values. The energy is derived from the π0 momentum
and the position of the cluster for γ1 using the rela-
tion Eγ1 = m
2
pi0
/2(Epi0 − ppi0 cos θpi0γ1). The above se-
lection provides a good estimate of the momentum of
the second photon, pγ2 = ppi0 − pγ1. The photon effi-
ciency ǫcl is then obtained by counting the fraction of
times in which the second photon is found in a cone
around the expected direction. The result is evaluated
in bins in the expected polar angle and energy; photons
from φ → π+π−π0 events have a wider energy spec-
trum than that for KS → π
0π0 events, so that the effi-
ciency can be successfully evaluated up to the end point,
Eγ ∼ 300MeV.
The values of acr are listed in Tab. III, together with
the number of events selected as π0π0. The maximal vari-
ation in the acceptance during data taking is ∼1% and is
due to variations in the machine background. The vari-
ous sources of systematic uncertainty on the acceptance
evaluation are discussed below.
A first contribution to the systematic uncertainty on
the photon counting arises from uncertainty in the data-
MC cluster-efficiency correction. This has been evaluated
by varying the cut on the minimum cluster energy, Emin,
from the default value of 20MeV to values between 7 and
50MeV and checking the stability of the number of se-
lected events after efficiency corrections, n(Emin). When
the cut is moved from 7 to 50MeV, the acceptance de-
creases by ∼18%. The data-MC cluster efficiency cor-
rection is ∼0.9965 with the cut at 7MeV, and is negli-
gible with the cut at 50MeV. The variation of n(Emin)
normalized to n(20MeV) is shown as a function of Emin
in Fig. 11. The associated fractional systematic error is
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FIG. 11: Variation of the number of KS → π
0π0 events rela-
tive to that for a 20-MeV cut, as a function of the minimum
energy cut Emin. Each number is obtained correcting the
event count with the corresponding efficiency.
0.5×10−3.
An additional systematic uncertainty in photon count-
ing arises from a data-MC difference in the probability
for a photon to produce more than one prompt cluster
(“splitting”). If this occurs, an event with only two real
prompt photons might be accepted as a three-prompt-
photon event. The relative bias induced in the accep-
tance is proportional to the difference between data and
9MC splitting probabilities:
∆acr
acr
=
(
P datasplit − P
MC
split
)
×
2N2
N≥3
, (5)
where Ni (N≥i) represents the number of KS → π
0π0
events with i (≥ i) prompt photons. The splitting prob-
abilities are evaluated for data and MC using events with
aKcr and five prompt clusters. In this sample, there is al-
ways either one split or one accidental cluster. The split-
ting probability is then evaluated as Psplit=Nsplit/(4N4),
where Nsplit is the number of five-prompt events in which
a pair of clusters closer than 80 cm is found. The re-
sults for data and MC are P datasplit ∼ 2.7× 10
−3 and
PMCsplit ∼ 1.4×10
−3. Given a ratio N2/N≥3 ∼ 0.09, the
bias on the acceptance from Eq. 5 is 0.22×10−3; this is
taken both as a correction and as an estimate of the sys-
tematic uncertainty due to this effect.
Photons from KS → π
0π0 have a probability of ∼
4×10−3 to convert to an e+e− pair before entering the
DC volume. Moreover, there is a probability of ∼ 2.4%
that at least one π0 undergoes a Dalitz decay [6]. These
two categories of events produce at most three prompt
clusters and are therefore selected with a lower efficiency
apaircr ∼ 0.67 instead of acr∼ 0.89. The π
0π0 acceptance,
which is averaged over the populations with and without
e+e− pairs in the final state is therefore subject to error
if the MC does not reproduce the real γ-conversion cross
section (the uncertainty due to the BR for the Dalitz de-
cay is negligible). This effect has been checked by search-
ing for for tracks from the IP in events selected as π0π0
in data and MC. If an e+e− pair is produced, at least
one track is reconstructed with a probability ptrk∼ 0.74.
Having measured for data and MC the fraction ftrk of
events with at least one track pair from the IP, the cor-
rection to the acceptance is evaluated as follows:
∆acr
acr
=
fdatatrk − f
MC
trk
ptrka
pair
cr
×
(
acr − a
pair
cr
)
. (6)
The difference fdatatrk − f
MC
trk is ∼ 10
−3. This results in a
0.38×10−3 bias on the acceptance, which is taken both
as a correction and as an estimate of the systematic un-
certainty due to photon conversion.
The total systematic error on the acceptance due to
“cluster counting” effects is therefore 0.66×10−3 at Ecr=
300MeV (Tab.V).
In addition to the above effects, the consequences of
possibly incorrect T0 estimates have been considered. An
error on the T0 results in an incorrect evaluation of the
time of flight for each photon and causes the π0π0 event
to be lost. This can occur due to the presence of machine
background clusters, which determine the value of T0 in
1-2% of the events. The uncertainty in Racc (Sec. II)
therefore gives rise to a systematic error on the accep-
tance for π0π0 events. However, the acceptance for π+π−
events is also affected by an error on Racc, because drift
times are wrongly evaluated when T0 is incorrect. The
two effects partially cancel out when evaluating the ratio
of π+π− and π0π0 acceptances, leaving a residual sys-
tematic error of 0.52×10−3 at Ecr=300MeV (Tab.V).
When the T0 determination is incorrect because two
photons hit the same calorimeter cell, or because one
photon cluster overlaps with a noisy EMC channel, a
further loss of π0π0 events occurs. In such cases, the
time of the T0 cluster is badly reconstructed. The frac-
tion of events lost because of these mechanisms is ∼1%.
The associated correction has been evaluated from data
samples of KS → π
0π0 events tagged by KL → π
+π−π0
decays in the DC, which can be selected independently
of the T0 determination. The corresponding systematic
error is 0.61×10−3 (Tab.V).
The π0π0 sample is contaminated mainly by K+K−
events in which one of the two kaons undergoes a decay
to π±π0π0 near the origin, while the other decays to π0’s
within the DC. If the flight path of this second kaon is
between ∼90 and ∼160 cm, one of the two photons from
a π0 decay can be taken as a Kcr. This probability for
this to occur strongly decreases with Ecr. The purity C
is evaluated from MC and depends on Ecr as shown in
Tab. III. A systematic error on this estimate comes from
the uncertainties on the BR’s involved in the decay chains
and from the acceptance for K± → π±π0π0. The uncer-
tainty is 0.35×10−3 at Ecr = 125MeV and negligible at
Ecr=300MeV (Tab.V). A minor source of background,
also included in C, is due to events in which multiple clus-
ters from machine background generate both the Kcr tag
and three prompt clusters. The residual contamination
is evaluated using data; it is 0.13×10−3 at Ecr=125MeV
and decreases by a factor of two at Ecr=300MeV. The
systematic error due to these events is conservatively es-
timated to be equal to the contamination itself.
Ecr value 125MeV 200MeV 300MeV
N 811,800 587,700 312,900
acr 0.8905(7) 0.8911(8) 0.8910(9)
C 0.9940(1) 0.99761(8) 0.99938(6)
TABLE III: Values for the observed yield, the acceptance, and
the purity of the π0π0 selection, for data sample no. 10 and
minimum Kcr energies of 125, 200, and 300MeV. Statistical
errors on the last digit are shown in parentheses.
E. Trigger, cosmic-ray veto, and offline filter
efficiencies
The trigger efficiency for each channel is obtained from
data. The trigger requires at least two fired sectors in
the EMC and this condition can be satisfied by KS de-
cay products or by the Kcr alone. The idea is therefore
to extract the probability P
(i)
L(S) for the KL(KS) to fire
i trigger sectors by requiring that the trigger condition
be satisfied by the set of KS(KL) clusters, which are
identified on the basis of the time of flight. The trigger
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efficiency is then calculated by combining KS and KL
trigger sector probabilities. KL interactions always fire
at least one sector, so P
(2)
L = 1 − P
(1)
L . Events are lost
when only one sector is fired by the Kcr (P
(1)
L ∼ 60%)
and no KS decay product complements the Kcr cluster
to satisfy the trigger:
ǫtrg = 1− P
(0)
S P
(1)
L (7)
The trigger efficiency ǫtrg is given in Tab. IV for π
+π−
and π0π0 events, and for the three different values of
Ecr. The maximal variations in ǫtrg during data taking
are 0.5% and 0.1%, respectively, and are due to varia-
tions in the energy threshold of the calorimeter trigger
(related to small changes in the gain of the calorimeter
photomultipliers). The systematic error is evaluated us-
ing MC events as the difference between the result given
by the above method and the MC truth. It is 0.25×10−3
for π+π− events with Ecr = 300MeV, and negligible for
π0π0.
The contribution of accidental clusters to the trigger
gives an additional systematic error. This is important
only for the π+π− channel, for which the trigger ineffi-
ciency is ∼1.3%, as opposed to ∼0.1% for π0π0. This has
been studied using an independent estimate of the trigger
efficiency for π+π− events, which is obtained by weight-
ing MC kinematics with data-extracted trigger-sector ef-
ficiencies. In contrast to the method for determining the
trigger efficiency described above, this method does not
include the possible contribution to the trigger from acci-
dental clusters. The difference between the results from
the two methods is 0.62×10−3; this is taken as a further
systematic error on the trigger efficiency.
The overall systematic error on the ratio of trigger ef-
ficiencies is 0.67×10−3 at Ecr=300MeV (Tab.V).
The cosmic-ray veto causes ∼3.5% of the events se-
lected with a Kcr tag to be lost. The difference between
veto efficiencies for π+π− and π0π0 events is very small,
since in the majority of the rejected events theKcr cluster
satisfies the cosmic-ray veto by depositing energy in two
adjacent sectors of the outermost EMC layer, and this is
independent of the KS decay channel. Nevertheless, veto
efficiencies are evaluated for each channel using a sub-
sample of selected events for which the cosmic-ray veto
was present but not enforced at acquisition. The cosmic-
ray veto efficiency ǫCV is given in Tab. IV for π
+π− and
π0π0. The maximal variation in these efficiencies dur-
ing data taking is ∼ 4×10−3. The statistical error on
the ratio of π+π− and π0π0 efficiencies is ∼ 0.2×10−3
and is included in the statistical error on the efficiency
corrections (Tab.V).
The background-rejection filter FILFO makes use of
EMC cluster properties and the number of DC hits and is
intended to eliminate machine-background or cosmic-ray
events before DC reconstruction. The ratio of FILFO effi-
ciencies for π+π− and π0π0 events is estimated by MC to
be different from unity by ∼ 0.7×10−3 at Ecr=300MeV.
Since FILFO is based on variables with distributions de-
pending on the run conditions, such as the number of DC
hits and the fraction of DC hits in the innermost DC lay-
ers, the reliability of this prediction has been checked by
studying a data subsample for which the FILFO decision
is registered but not enforced during reconstruction. The
ratio of FILFO efficiencies for π+π− and π0π0 events in
data is found to be different from unity by less than 10−4
(Tab. IV), and is used to correct the prediction from MC.
The systematic error on the ratio of FILFO efficiencies is
assumed to be equal to the ratio predicted by MC, which
is 0.74×10−3 at Ecr=300MeV (Tab.V).
Ecr value 125MeV 200MeV 300MeV
π+π− ǫtrg 0.9863(1) 0.9867(1) 0.9879(2)
ǫCV 0.9646(3) 0.9626(4) 0.9598(6)
ǫFILFO 0.99964(2) 0.99963(3) 0.99944(4)
π0π0 ǫtrg 0.99948(3) 0.99948(3) 0.99951(4)
ǫCV 0.9625(9) 0.959(1) 0.954(2)
ǫFILFO 0.99956(3) 0.99953(3) 0.99937(5)
TABLE IV: Values for the trigger, cosmic-ray veto, and
FILFO efficiencies for π+π− and π0π0 events, for data sample
no. 10 and minimum Kcr energies of 125, 200, and 300MeV.
Statistical errors on the last digit are shown in parentheses.
V. RESULTS
The ratio N(π+π−)/N(π0π0) for Ecr = 300MeV is
shown in the top panel of Fig. 12. The data have been
divided into 17 samples of comparable statistical weight;
the first six samples correspond to data collected dur-
ing 2001, samples from 7 to 16 were acquired during
2002, and the last sample refers to data from a dedicated
scan performed by varying the center of mass energy by
±3MeV around the φ peak. The variations observed for
N(π+π−)/N(π0π0) are significantly greater than the sta-
tistical fluctuations and are due to variations in the over-
all efficiencies. The most sizable corrections appearing in
the ratio of π0π0 and π+π− selection efficiencies of Eq. 4
are shown in the first five panels of Fig. 13: these are
the acceptances for π0π0 and π+π− events, the ratio of
trigger and cosmic-ray veto efficiencies, and the tagging-
efficiency factor A(π+π−). The variations observed are
more pronounced for the samples collected during 2001,
for which the rates of machine background were higher
and more unstable than for 2002. These have particu-
larly affected the DC efficiency for the innermost layers,
and therefore the π+π− acceptance.
Each measurement of RpiS is obtained by correcting the
number of π+π− and π0π0 events by the ratio of the
selection efficiencies and the background contaminations
(Eq. 2) shown in the sixth panel of Fig. 13. In order to
avoid statistical correlations between the event counts
and the efficiency corrections evaluated from data, each
sample has been split into three parts on a random basis.
The first of these is used for event counting, the second
11
for the calculation of the tagging efficiency, and the third
for the evaluation of the trigger efficiency. The result for
RpiS is shown in the bottom panel of Fig. 12; the error
bars represent the total statistical error, which for most
of the samples corresponds to a fractional uncertainty of
∼ 4×10−3. The χ2 probability of the fit to a constant
is 62%. All quantities entering into the measurement of
RpiS are listed in Tabs. I to IV.
χ2/dof = 62.1/16, P(χ2) = 2.4 E-07
N(pi+pi-)/N(pi0pi0)
RS
pi
 = 2.2555 ± 0.0024
χ2/dof = 13.8/16, P(χ2) = 0.62
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FIG. 12: Ratio N(π+π−)/N(π0π0) (top) and result for RpiS
(bottom) for Ecr = 300MeV, for 17 data samples. The frac-
tional vertical range for both plots is 10%, so that each tick
on the right vertical axis corresponds to 1%. The error bars
represent the total statistical error. The results of fits of
N(π+π−)/N(π0π0) and RpiS to constants and the associated
χ2 values are also shown.
The systematic errors have been evaluated for each
sample separately and then averaged by weighting the re-
sult from each sample with the corresponding statistical
error. The various contributions to the total statistical
and systematic errors are shown in Tab.V for Kcr mini-
mum energies of 125, 200, and 300MeV; the “syst-stat”
error listed in the second row refers to the statistical un-
certainty from all of the corrections; all of the sources
of systematic error have been discussed in the previous
sections.
The final result is obtained by choosing the value of
Ecr which minimizes the total error. The best accuracy
is obtained for a cut of 300MeV (see Tab.V). The result
is:
RpiS=2.2555±0.0012stat±0.0021syst-stat±0.0050syst, (8)
where the first error is from the statistics of π+π− and
π0π0 events, the second is due to the statistical error
in estimating all of the corrections, and the last is the
systematic uncertainty; again it must be emphasized that
the error from event counting refers to one third of the
total available sample.
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FIG. 13: Most significant efficiency corrections and total cor-
rection applied to the ratio N(π+π−)/N(π0π0) for Ecr =
300MeV, for 17 data samples. The fractional vertical range
for both plots is 10%, so that each tick on the right vertical
axis corresponds to 1%. The error bars represent the total
statistical error.
Some of the corrections show variations as a function of
Ecr: the most important of these are the tagging efficien-
cies [ǫcr and A(π
+π−), Tab. I], and the contamination in
the π0π0 selection (C, Tab. III). In order to check the
reliability of these corrections, the results of the analysis
are compared when choosing Ecr values of 125, 200, and
300MeV. Note that the event yield decreases by a factor
of three in going from 125 to 300MeV. In order to avoid
correlation effects in the comparison, the data set has
been split using a finer granularity, corresponding to 94
samples, each of ∼5 pb−1 of integrated luminosity. The
analysis is performed using a different energy cut on each
successive sample. The χ2 of the three values obtained
has a probability of 21% (see Tab.VI).
The present result (Eq. 8) can be compared with the
KLOE result from the analysis of the year 2000 data
sample [4],
RpiS = 2.236± 0.003stat ± 0.015syst, (9)
where in this case the systematic error includes the
statistical error from all of the corrections: 0.015 =
0.008syst-stat ⊕ 0.013syst. The error on the former re-
sult was dominated by the systematic uncertainty on the
ratio of tagging efficiencies (0.011). The present analy-
sis makes use of various improvements to the evaluation
of the tagging efficiencies with respect to the analysis
scheme of Ref. 4: a larger window in β∗ is required and
a more complete parametrization of the biases induced
by errors in the T0 evaluation has been included. As a
result, the absolute systematic error due to the tagging
efficiencies has been reduced to 0.0014. The systematic
uncertainty due to other sources have been reduced as
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Ecr value 125MeV 200MeV 300MeV
Source Fractional statistical error, (10−3)
Event count, “stat” 0.34 0.40 0.54
Efficiencies, “syst-stat” 0.55 0.65 0.93
Total statistical 0.64 0.76 1.1
Source Fractional systematic error, (10−3)
π+π− KS-KL interference 0.80 0.80 0.80
ǫT0 correction 2.0 1.8 1.4
Background 0.10 0.10 0.10
π0π0 Cluster counting 0.78 0.61 0.66
Wrong T0 from KS 0.60 0.60 0.61
Physics background 0.35 0.14 0.04
Machine background 0.13 0.09 0.07
π+π−/π0π0 Accidental rate Racc 0.47 0.48 0.52
fn, P
in
n , P
out
n evaluation 0.67 0.53 0.45
ǫcr 0.39 0.62 0.44
Trigger 0.91 0.78 0.67
FILFO 0.45 0.46 0.74
Total systematic 2.8 2.5 2.2
Total 2.8 2.6 2.5
TABLE V: Contributions to the statistical and systematic uncertainties, for minimum Kcr energies of 125, 200, and 300MeV;
the “syst-stat” error refers to the statistical uncertainty from all corrections; all sources of systematic error have been discussed
in section IV.
Kcr energy cut (MeV) 125 200 300
RpiS 2.2574 ± 0.0025 2.2519 ± 0.0027 2.2590 ± 0.0040
χ2/dof; P (χ2) 3.12/2; 21%
TABLE VI: Values of RpiS for Kcr energy cuts of 125, 200, and 300MeV, obtained from three independent samples, each with
1/3 of the entire statistics. The errors include both the “stat” and “syst-stat” contributions, as defined in the text. The χ2
value of a fit to a constant and its probability are also shown.
well, from 0.0069 to 0.0048. Nevertheless, the most sig-
nificant change in the analysis with respect to that de-
scribed in Ref. 4 is the improved treatment of the tag
bias. Therefore, when comparing the two results, the
statistical errors and the systematic errors on the tagging
efficiencies are treated as independent errors. With this
assumption, the two results are compatible, with a prob-
ability of 18%. The two measurements can therefore be
averaged. Weighting each by its independent errors and
calculating the average systematic error with the same
weights gives:
RpiS = 2.2549± 0.0054. (10)
In Ref. 1, this result is combined with the KLOE mea-
surements of Γ(KS → π
∓e±ν(ν))/Γ(KS → π
+π−(γ)) to
extract the dominant KS BR’s. To this end, we exploit
unitarity: the sum of the BR’s for the ππ and πlν modes
has been assumed to be equal to one, the remaining de-
cays accounting for less than 10−4. The BR of the decay
KS → πµν has been evaluated from the KLOE measure-
ment of BR(KS → πeν) and lepton universality. All the
results are summarized in the Appendix A. For the ππ
modes, we find:
BR(KS → π
+π−(γ)) = (69.196± 0.051)%
BR(KS → π
0π0) = (30.687± 0.051)%
(11)
The KTeV collaboration, using their measurement of
the ratio of BR’s for the KL, R
pi
L = 2.283 ± 0.034, to-
gether with the world average for ℜ(ǫ′/ǫ), ℜ(ǫ′/ǫ) =
(1.67± 0.26)×10−3, quotes an expected value of RpiS [18]:
RpiS =2.261± 0.033. This is in good agreement with the
present result, Eq. 10.
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APPENDIX A: EVALUATION OF KS BR’S
The main KS BR’s are evaluated from the measure-
ments of RpiS and from the ratio of BR’s Re± ≡ BR(KS →
π∓e±ν(ν))/BR(KS → π
+π−(γ)). The measured values
are [1]:
Re+ = (5.099± 0.082stat ± 0.039syst)× 10
−4
Re− = (5.083± 0.073stat ± 0.042syst)× 10
−4
(A1)
The correlation between results for Re+ and Re− is 13%.
The only remaining mode with a BR large enough to
measurably affect the constraint
∑
f BR(KS→ f)= 1 is
Kµ3; the BR’s for all other channels sum up to ∼ 10
−5.
Assuming lepton universality,
rµe =
BR(KS → πµν)
BR(KS → πeν)
=
1 + δµK
1 + δeK
IµK
IeK
, (A2)
where δµ,eK are mode-dependent long-distance radiative
corrections and Iµ,eK are decay phase-space integrals. Us-
ing IµK/I
e
K = 0.6622(18) from KTeV [19] and (1 +
δµK)/(1 + δ
e
K) = 1.0058(10) from Ref. 20, a value for rµe
is obtained: rµe = 0.6660(19). The four main BR’s of
the KS are evaluated from
BR(KS → i) =
Γ(KS → i)/Γ(KS → π
+π−(γ))
1 + 1/RpiS + (Re+ +Re−)(1 + rµe)
,
(A3)
where i=π+π−, π0π0, π−e+ν, π+e−ν. The result is:
BR(KS → π
+π−(γ)) = (69.196± 0.051)× 10−2
BR(KS → π
0π0) = (30.687± 0.051)× 10−2
BR(KS → π
−e+ν) = (3.528± 0.062)× 10−4
BR(KS → π
+e−ν) = (3.517± 0.058)× 10−4
(A4)
The correlation matrix 〈δiδj〉/
√
〈δ2i 〉〈δ
2
j 〉 is
π+π− π0π0 π−e+ν π+e−ν
π+π−
π0π0
π−e+ν
π+e−ν


1 −0.9996 0.0254 0.0294
−0.9996 1 −0.0484 −0.0511
0.0254 −0.0484 1 0.1320
0.0294 −0.0511 0.1320 1


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