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ABSTRACT
Kohn-Sham density functional theory is a widely used method to estimate the ground
state total energies and densities of interacting correlated electronic structures of atoms,
molecules, clusters, solids, and liquids. In theory, exact solutions for these properties can be
obtained by solving self-consistent one-electron Schrodinger equations based on density
functionals for the energy.The practical application of KS DFT require approximation to the
exchange-correlation energy functional. Many density functional approximations (DFAs) have
been developed with various degree of sophistication and complexity by the satisfaction of exact
constraints. Depending on the complexity, these functionals include electron density, density
gradients, density Laplacian, kinetic energy densities, Hartree-Fock exchange etc. Some
examples of widely used non-empirical functionals are local density approximation (LDA),
Perdew-Burke-Ernzerhof (PBE) generalized-gradient approximation (GGA), and strongly
constrained and appropriately normalized (SCAN) meta-GGA.
However, the remarkable success of the approximate density functional theory comes at a
cost. There is an incomplete cancellation of the hartree and approximate exchange energies for
one-electron densities, giving rise to a spurious interaction of an electron with itself. This is
called the self-interaction error (SIE). Perdew-Zunger self-interaction correction (PZ SIC) makes
an approximate density functional SIE free for all one-electron density. These DFAs can fail
dramatically for cases such as systems with a stretched bond, transition state, where SIE is
pronounced. Thus LDA, PBE and SCAN predict too low barrier height for a chemical reaction.
We tested the Perdew and Zunger self-interaction correction (PZSIC) for the barrier heights of
the representative test set BH76. The present work uses Fermi-Löwdin orbitals (FLOS) which
are Fermi orbitals orthogonalized via Löwdin scheme. FLOs are localized orbitals through Fermi
orbital descriptors (FODs) which are special positions to capture the electronic density of a
system. The PZSIC implementation using FLOs, called FLOSIC, results in size-extensive
implementation of the PZSIC. The PZSIC calculations provide more accurate results for
stretched bond and anionic states but worsen properties where DFA performs well, this is known
as the PZSIC paradox.
The present thesis deals with development and assessments of methods to overcome the
paradoxical behavior of PZSIC. We compare PZSIC against the new local scaling SIC (LSIC)
vi

with two different approaches. The first approach uses ratio of kinetic energy densities referred
to as LSIC(z) hereafter. It showed impressive results by keeping the correct behavior PZSIC and
improving it where PZSIC fails. LSIC(w), the second method that uses orbital and total densities
as scaling factor. We compare the methods against orbital scaling SIC (OSIC). The comparison
is done with an extensive test of reaction barrier heights of molecules and magnetic properties
namely exchange coupling. Overall, the thesis presents application of new methods for selfinteraction free density functional calculations for the study of barrier heights and magnetic
exchange coupling.
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CHAPTER 1: DENSITY FUNCTIONAL THEORY

1.1 BASICS OF WAVEFUNCTION THEORY
A wealth of information can be extracted by solving the non-relativistic time-independent
Schrodinger equations [1]:
(1.1.1)
Where

is the Hamiltonian operator for a system of M nuclei and N electrons and

is the wave

function of the system which depends on the spatial coordinates of electrons

,

spatial coordinates of nuclei

.

and spin coordinates of electrons

The Hamiltonian of such system interacting through Coulomb interaction in atomic units
(

(1.1.2)
Where first term is the nuclear kinetic energy operator

where

nucleus to the mass of an electron and the Laplacian operator

Second term

represents the mass of the
(cartesian coordinates) is

is the electronic kinetic energy operator. The third term

represents the

repulsive nucleus-nucleus interaction energy operator. The remaining terms represents nucleuselectron interactions

(also called external potential

) and

electron-electron interaction

energy.
Equation (1.1.2) can be rewritten as,

The exact solutions of Eq(1.1.1) is complicated even for a system with M=2, N=1 (i.e. two
electrons). Based on the observation that nuclei are substantially heavier than electrons and travel
much slower than electrons, the Born-Oppenheimer approximation [2] allows separation of
nuclear and electronic degrees of freedom. As a result, a system's wavefunction can be divided
into nuclear and electron wavefunctions. Because the nuclei do not provide much to the kinetic
energy contribution in Eq (1.1.31) when compared to the electron contribution, we can exclude
1

the nuclei contribution of kinetic energy. The potential generated by nuclei-nuclei interactions is
also frozen and can be considered constant. This allows us to write by breaking down the wave
function given as in Eq (1.1.1) as
,
Where

=

is the nuclear wavefunction and

is the electronic wave function.

Therefore, the complicated Schrodinger equation now reduces to solving the electronic wave
function only.

With

The wave function

has no physical meaning by itself. The square of wavefunction gives the

probability of finding the electrons in the volume element
states

and in the spin

.

|

(1.1.8)

The electronic wave function

must be orthonormalized and must be antisymmetric when

spatial and spin coordinates of any two electrons are interchanged, i.e.

Eq. (1.1.5) cannot be solved precisely because of the correlated motions of electrons in the
many-electron systems. To decouple the coupled motion, we must use some approximation.

1.2 THE HARTREE APPROXIMATION
Hatree [3] introduced a simplest approximation to deal with many-electron wave
functions by assuming that an electron moves in the field of nuclei and the average of N-1
electrons. In this approximation many-electron wave functions
2

)

(

(

…… (

(1.2.1)

This method doesn’t take account the antisymmetric properties of electrons. Later Fock modified
it to incorporate the antisymmetry property of the many electron wavefunctions. So in the
Hartree-Fock approximation a single Slater determinant of the spin-orbitals represents the manyelectron wavefunction. This approximation misses the correlation effects.
1.2.1 HARTREE-FOCK APPROXIMATION
The Hartree-Fock approximation [4] assumes that the wavefunction can be approximated
by a single Slater determinant, and that this approximation is done using the variational principle
(undetermined multipliers to enforce orthonormality of the orbitals), minimizing the HartreeFock energy by tweaking the orbitals .

(1.2.3)

The Slater determinant [5] is used to find the expectation value of energy.
(1.2.4)
The total energy minimization is constrained here by the requirement that the spin-orbitals
satisfy the orthonormality criterion given in Eq. 1.1-11, which introduces the Lagrangian
multipliers

in the resultant Hartree-Fock equations. These equations determine the set of spin-

orbitals which has the lowest EHF and are given as,

Where

is the Fock operator,
(1.2.6)
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1.3 DENSITY FUNCTIONAL THEORY
Density functional theory (DFT) [5] [6] is an alternative approach of solving the manyelectron Schrodinger equation, in which the complicated wavefunction is replaced by the
electron density.
The electronic spin density of a system of N electrons can be written as

The primary distinction between Hartree-Fock and DFT is that Hartree-Fock calculates
the entire N-electron wave function, whereas DFT only attempts to calculate total electronic
energy and the overall electronic density distribution. The primary ideal in DFT is that there is a
distinct relationship between the total electronic potential and the total electronic potential
energy, as well as the overall electronic density Despite the fact that this is not a completely
novel concept; the similar model proposed in the late 1920s [2]. However, the real breakthrough
is made by Hohenberg and Kohn demonstrated in 1964 [5]that the ground-state energy and
other. The electron density was used to define observables in a molecular system.
1.3.1 THOMAS-FERMI MODEL
The Thomas-Fermi [7] model takes electron density as its basic variable instead of a
wavefunction. The kinetic energy is based on the uniform electron gas model given as
=

,

The nucleus-electron and nucleus-nucleus interaction are treated classically.Hence, the total
energy of an atom using the Thomas-Fermi model can be expressed as
+

+

where the second term on the right represents the interaction with the external potential,
and the last term represents the classical Coulomb interaction

between two electron

density distributions.
The total energy can be minimized with respect to the density under the constraint
4

where Lagrange multiplier is the chemical potential. Solving this equation yields,
(1.3.6)
This model makes the molecules unbound, as the model completely neglects the exchangecorrelation energy. The kinetic energy density is solely determined by the density at a point
whereas the Laplacian is not a local object. The exchange energy , correlation energy , and
gradient adjustment for the kinetic energy have all been tried to improve the TF model, but this
does not make it a good theory. It has, nevertheless, played a significant role in the development
of current density functional theory, as it suggests a one-to-one mapping between electron
density and external potential .
1.3.2 HOHENBERG-KOHN THEOREM
The total energy is expressed as a function of the electron density in the TF model using
approximations. Hohenberg and Kohn [5] formalized the existence of such an exact energy
functional in 1964 by demonstrating the one-to-one mapping between the external potential and
the ground state electron density, as well as proposing the variational principle for the energy
functional and density. Hohenberg and Kohn (HK) [5] developed two theorems that are
considered the cornerstone of contemporary density functional theory (DFT). Apart from a trivial
additive constant, the first theorem states that the external potential

is a unique functional of

.Using reductio ad absurdum, Hohenberg and Kohn proved the theorem. Consider two
Hamiltonians

and

, both of which have external potentials that differ by more than a trivial

additive constant but correspond to the same electronic ground state
ground state wavefunctions are

and

. Let their respective

and the ground state energies are

variational principle we get

5

and

. Using the

Similarly, by interchanging the prime and unprimed quantities we obtain

Add Eq (1.3.8) and Eq(1.3.9) we get

This contradicts our assumption concluding that external potentials corresponding to
same ground state density cannot differ by more than the additive constant. Thus, ground state
density uniquely determines the external potential. The only information that depends on an
actual system is the number of electrons N in the system and

, which determine the

Hamiltonian of the system. This leads to the fact that the total energy of a many-electron ground
state system is a unique functional of
using

and we could find all other properties of the system

as a basic variable. This theorem enables us to write the energy as a functional of the

density

Where

remains the same for N-electron system and is defined as universal

functional tha is true for all electron systems as
𝑄𝐻𝐾𝑛 =
Whereas the

is system dependent.

The second HK theorem [8] states that for any non-negative trial density
,

Where

is the ground state energy of the system.

6

with

First HK theorem tells us that
wavefunction for Hamiltonian

determines its own

,

and

. Using

as trial

we can write energy functional

But, the Rayleigh-Ritz variational principle says

Hence

This verifies that the right ground state energy is obtained only when the trial density is equal to
the ground state density,

.

There are some issues in the HK theorems. First HK theorem tells ground state density
determines all the properties of system but it does not hold true if the ground state wavefunctions
is degenerate, which is often the case in many-electron systems. There can be several wave
functions that produce the same ground state density

. The second HK theorem is true for

V-representable density. But there are many examples where electron density are not Vrepresentable.We can resolve these issues by using a weaker condition N-representability.

1.3.3 LEVY CONSTRAINED SEARCH METHOD
Levi-Lieb [9] [10] introduced the constrained search method that eliminates issues with
HK theroems, in which the density is N-representable. A density is said to be N-representable if
following conditions hold [11].

(1.3.19)
(1.3.20)
The Levy-Lieb constrained search approach provides a unique way to determine the true
ground state wave function.

7

1.3.4 KOHN-SHAM APPROACH
The Kohn-Sham (KS) approach [6] is a way for reducing a multi-body problem to a single-body
problem that is analogous to Hartree-Fock equations. The total ground state energy of an
inhomogeneous electron gas interacting system can be represented as:
(1.3.21)
Where

is the exchange-correlation energy given as
(1.3.22)

is kinetic energy of ficitious system of non-interacting electrons which can be calculated
exactly using the spin-orbitals. The Hamiltionain of such non-interacting system
(1.3.23)
Because the system is believed to be non-interacting, there is no electron-electron repulsion term
in this Hamiltonian. For such a system, the ground state wave function is represented by the
single Slater determinant of spin-orbitals
,

(1.3.24)

Where spin-orbitals are the solutions of one-electron Hamiltonian. The one-electron eigen value
equation in the KS approach is
,
is called Kohn-Sham orbital and the eigenvalue

(1.3.25)
the Kohn-Sham orbital energy.

the non-interacting kinetic energy is an implicit functional of density via the spin-orbital which is
a functional of the density. Using the variational principle to minimize Eq. (1.3.21) subjected to
constraint of a fixed number of electrons yields,
,
Where

(1.3.26)

. We can find similar for non-interacting system
(1.3.27)

Where
8

(1.3.28)
To solve KS equations one starts with an approximate guessed density

and finds the

. We solve the KS equation for the Kohn-Sham orbitals which determine the density. This
procedure is repeated until the density stops changing within an expected tolerance. The
approximation introduces errors or inaccuracies. As a result, search for more sophisticated and
accurate approximation is an active area of research.
1.3.5 LOCAL DENSITY APPROXIMATION
The quest for approximations of exchange-correlation functionals

has resulted in

a vast number of approximations, with the Local Density Approximation (LDA) being the
simplest. The homogenous electron gas serves as the foundation for this functional. The free
electron gas model implies that electrons do not interact with one another, that nuclear potential
is constant, and that there are

electrons in a volume

box.

(1.3.29)
(1.3.30)

The stationary wavefunction with k as wavevector is Eq. (1.3.29), and the eigenvalue of this
wavefunction is Eq. (1.3.30). The Fermi level, which corresponds to the Fermi energy
wavevector

and

, is the most populated state. The method's utility stems from its one-of-a-kind

reliance on electron density.
(1.3.31)
Knowing all of these factors, we can use plane waves

in the Hartree-Fock exchange energy to

approximate the exchange energy. The following expression follows:
(1.3.32)
This ignores the correlation, although the correlation energy could be obtained by solving the
many-body Schrödinger equation directly with stochastic numerical methods
9

[8]. The

correlation energy approximation for electron gas frame was established by Perdew and Zunger
(1981) [12] using the data provided by this approach, resulting in the following expression:

(1.3.33)

it the Wigner-Seitz radius, this is the radius of an average occupied sphere by an electron.
1.3.6 GENERALIZED GRADIENT APPROXIMATION
For inhomogeneous systems, the LDA functional is too basic due to a lack of description.
Reduced gradient is one way to account for inhomogeneity [13]. Semilocal approximation has
resulted as a result of this.
(1.3.34)
For slowly increasing density, this semilocal functional recovers the second-order gradient
approximation and fits extra accurate exchange-correlation energy restrictions. The PerdewBurke-Ernzerhof (PBE) functional is an extensively utilized semilocal functional. The
unpolarized spin exchange energy is as follows:
(1.3.35)
where

is the exchange energy density of LDA,

enhancement factor, and

is the

is the dimensionless density gradient. The

enhancement factor of PBE is:
(1.3.36)

10

where the constant values are

, and

. The enhancement factor obeys the

uniform electron gas density limit

, and Lieb-Oxford lower bound given by

. The correlation energy is expressed as:
(1.3.37)
where

is another dimensionless density gradient,

Thomas-Fermi screening wave vector,

is the

is the relative spin polarization, and

/2 is the spin scaling factor. The

function is defined as follows:
(1.3.38)

where the constant values are

,

and

is defined as:
(1.3.39)

if

then the function

, then this is the slow varying limit that is described by a

second-order gradient expansion. The opposite case is the rapidly varying limit, which uses
to reach the limit

, this makes correlation vanish. In the high-density case,

the correlation energy reaches a constant value when

.

1.3.7 META-GENERALIZED GRADIENT APPROXIMATION
In comparison to LDA and GGAs functionals, meta-generalized approximation (metaGGA) [14] is a further upgrade that includes kinetic energy or density Laplacian to represent
improved chemical characteristics. The energy of exchange-correlation is defined as:
(1.3.40)
where
spin

represents the kinetic energy density of the Kohn-Sham orbital with
. The addition of to the meta-GGA functional allows the description of fourth-order

gradient growth at a slowly-varying density limit to be recovered. There are a lot of meta-GGAs
now [39-44]. In SCAN (Strongly Constrained and Appropriately Normed) functional [14], the
unpolarized exchange energy is as follows:
(1.3.41)

11

where

is a dimensionless variable,

density, which is exactly

is the Von-Weizsäcker kinetic energy

for single orbital density limit, and

is the

Thomas-Fermi kinetic energy density or uniform kinetic energy density limit. The quantity
describe nicely the chemical bonding,

can

near to zero describes a covalent single bond, near to

one describes a metallic bond, and

is a weak interaction. The enhancement factor is

defined as:
(1.3.42)
with
(1.3.43)
(1.3.44)

where

, and
.

. The other parameters are

(x) is a step function of

. When

,

and

, the enhancement factor becomes

, which is similar to the PBE enhancement factor that recovers the slowvarying limit, but this satisfies the fourth-order gradient approximation.
(1.3.45)
and

is defined as:

(1.3.46)
the constant values are

,

,

, and
bound condition

, and

,
. SCAN satisfies a tight

[73], this condition is also satisfied by LDA. The correlation energy

is:
(1.3.47)
the components of Eq. (1.3.47) are:
(1.3.48)
(1.3.49)
12

Eqs (1.3.26-28) are analogous to exchange energy terms. Therefore, the coefficients are
,

, and

.

1.4 SELF-INTERACTION CORRECTION
The exact density functionals for a system's ground state energy would be self-interaction-free
because the orbitals do not interact with each other. The orbitals interact with one another in an
approximate functional, resulting in the self-interaction error. The exchange energy for orbitals
in wave function theory is given by
(1.4.1)

when the coefficients

, the expression in Eq. (1.4.1) correspond to self-interaction. For the

one-electron density limit in DFA, SIE results from an erroneous cancellation of the selfCoulomb energy with the approximate self-exchange energy. The self-Coulomb energy (U[i]) is
the result of integrating Eq. (1.3.4), which is written as:
(1.4.2)
Self-interaction correction (PZSIC) was suggested by Perdew and Zunger [12] in 1981 to
correct SIE. This method removes the SIE from a DFA calculation in an orbital by orbital basis
from the total DFA energy.
(1.4.3)
To calculate the minimum energy of the variational method in a standard PZSIC approach, the
orbitals employed in Eq. (1.4.3) must satisfy the localization equation (LE) . For orbitals

the

LE is a pairwise condition as follows:
(1.4.4)
Pederson, Perdew, and Ruzsinszky devised the Fermi-Löwdin orbitals, which can be utilized to
solve the PZSIC Eq. (1.4.4); this implementation is known as FLO-SIC [15] [16]. FLOs are a
collection of Fermi orbitals (FOs) that have been Löwdin orthogonalized and have the advantage
of being local orbitals with unitary invariant total energy. FOs are created using Fermi orbital
descriptors (FODs), which are space parameters (FO).

13

(1.4.5)
here, and are the orbital indexes,

is the KS orbital,

is the electron spin density, and

is

the FOD position. FLOSIC method has computational advantage over the traditional PZSIC
because it requires the optimization of
LE (Eq. 1.4.4) that needs to optimize
optimization process of geometry for

parameters coming from the FODs, compared to the
parameters. The FOD optimization is analogous to the
parameters.

14

CHAPTER 2: ROLE OF SELF-INTERACTION ERRORS ON BARRIER HEIGHTS OF
CHEMICAL RECATIONS IN THE BH76 DATASET
2.1 ABSTRACT
We study the effect of self-interaction errors (SIE) on the barrier heights of chemical
reactions. For this purpose, we use recently developed locally scaled self-interaction correction
(LSIC) [Zope et al. J. Chem. Phys., 151, 214108 (2019)] and the Perdew-Zunger [J. P. Perdew
and A. Zunger, Phys. Rev. B 23, 5048 (1981)] self-interaction correction (PZSIC) methods,
which remove SIE on an orbital-by-orbital basis, to study the barrier heights of BH76 dataset.
Our results show that both LSIC and PZSIC improve the barrier heights. Errors in the prediction
of barrier heights due to SIE may be attributed to errors in the density functional approximation
(DFA) density and errors due to SIE energies. We use the PZSIC densities, which are selfinteraction free by construction, to analyze LSIC and PZSIC results in terms of density driven
and energy driven errors. We find that the density driven errors are typically much smaller
compared to DFA energy errors. Based on the mean absolute errors of barrier heights for BH76
with respect to highly accurate benchmarks, we find that the LSIC method using the kinetic
energy densities ratio yields more accurate predictions of barrier heights than both the PZSIC
method and the LSIC method with orbital density and electron density ratio as the scaling factor.
2.2 INTRODUCTION
Density functional theory calculations with approximate semi-local exchange-correlation
functionals are known to fail to predict certain properties such as band gaps, reaction barriers,
fragment dissociation [17] [18] [19] [20] [21]. The exchange-correlation functionals have
progressively become more sophisticated that includes gradient of density, kinetic energy density
or exact exchange.
One of the long-standing issues with density functional approximation (DFA) is the selfinteraction error (SIE) which arises from the incomplete cancellation of the self-Coulomb by
self-exchange energy with approximate density functionals. This is an one-electron error. The
effect of self-interaction error is particularly noted for systems with stretched bonds such as
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transition states in chemical reactions [19] [20] [22] [23].With DFAs, the total energy of an Nelectron system deviates from piece-wise linearity between integer numbers of electrons. The
total energy curve between N and N+1 electrons [24] [25] has a concave structure which is
known as delocalization error. The charge delocalization problem results in lowering the
energies of the transition states resulting in underestimation of the reaction barrier with DFAs
[26]. The charge delocalization is termed as many-electron self-interaction error in literature. In
this work we investigate the effect of one-electron self-interaction correction on reaction barrier
heights.
The self-interaction correction method given by Perdew and Zunger [12] [27](PZSIC) employs
an orbital-by-orbital correction scheme to remove the one electron SIE where the SIC total
energy is given by
(2.2.1)
where

is the orbital index,

is the spin index,

is the exact self-Coulomb energy, and

is the self-exchange-correlation energy for a given DFA XC functional. However,
due to the size consistency problem, the PZSIC cannot be applied using the Kohn-Sham orbitals
for molecules and solids where these orbitals are extended. A way to use localized orbitals was
shown by Pederson et. al

[28]for molecules.

The PZSIC approach has been adopted by several different groups in the past with various types
of

local

orbitals

both

real

complex [18] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [39] [41] [42].The

and
PZSIC

works well when correction from each occupied localized orbital is small except for the stretched
orbital [43] [44] [45]. While PZSIC works well for reaction barrier heights for many other
properties the corrections are found to be excessive. Although PZSIC performs well in
describing the reaction barriers, it tends to over-correct the equilibrium properties that are
already described well by the semilocal functionals. This is known as paradox of SIC [46]. The
reason is that the semilocal functionals are designed to be exact in the limit of uniform electron
density. When PZSIC is applied the corrected functional no longer satisfies this constraint [47]
leading to errors in the equilibrium properties. Recently Zope et al. [48] presented an alternative
approach to correct for the self-interaction-error.In this approach, called locally scaled (LSIC)
method, the one electron regions are identified using an iso-orbital indicator.
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The self-exchange and self-Coulomb energy densities of each orbital are then scaled locally such
that the SIC is exact in the one-electron regions but is scaled down in the many-electron regions.
The LSIC method mitigates the over-correcting tendency of PZSIC resulting in excellent
comparisons with the reference values. The LSIC was shown to perform excellently for
properties such as atomization energies, electron binding energies to anions, magnetic properties,
and polarizabilities [44] [45] [49] [50].
In this work we examine the effect of the one-electron self-interaction correction (SIC) methods
mentioned above on the reaction barrier heights for the BH76 set of chemical
reactions [51] [52].These methods have been tested on a smaller set of reactions contained in the
BH6 set, where it was found that both PZSIC and LSIC methods provide improved descriptions
of chemical reaction barriers . However, the LSIC method has so far not been applied to a large
benchmark set containing many difficult cases. The LSIC method uses an iso-orbital indicator to
select the one-electron regions where full PZSIC is applied.
We have earlier tested alternative schemes to determine the scaling of the SIC energy density. In
this work we apply two different scaling factors within the LSIC method to determine their
usefulness in predicting reaction barriers by testing them on a large dataset. The reactions
contained in the BH76 set can be categorized into two general types of reactions: hydrogen
transfer and non-hydrogen transfer reactions. These reactions are important in chemical
processes such as fuel combustion [53] as well as in biological processes such protein
denaturation[ ], and design of enzymes with the intention of inhibiting the target enzyme [ 96].
Another purpose is to identify the sources of errors when semilocal functionals are used. The
improvement in barrier heights with SIC may originate from two sources: improved density
and/or improved exchange-correlation functional with SIC. Self-consistent application of PZSIC
results in improved density for the system. We show that in most cases the local and semilocal
density functionals applied to self-interaction corrected density produce better reaction barriers,
but the correction to the functional is the leading source of improvement.
2.3 THEORY AND COMPUTATIONAL METHOD
2.3.1 PERDEW-ZUNGER SELF-INTERACTION CORRECTION
In PZSIC [12], SIE is removed in an orbital-by-orbital basis from the DFA energy as
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(2.3.2)
where

is the orbital index,

is the spin index,

is the exact self-Coulomb energy, and

is the self-exchange-correlation energy for a given DFA XC functional. In a
traditional PZSIC approach, the orbital used in the Eq. (2.1) must satisfy LE for variationally
minimum energy. The LE for the orbitals

is a pairwise condition and given as
(2.3.3)

in FLOSIC approach, FLOs are used in place of directly solving the Eq. (2.2). First, FOs

are

constructed with the density matrix and spin density at special positions in space called Fermi
orbital descriptor (FOD) positions. The FODs are used to transform KS orbitals

to a set of FOs

as follows,
(2.3.4)
where, and are the orbital indexes, and

is the KS orbital,

is the electron spin density, and

is the FOD position. The obtained FOs are then orthogonalized with the Löwdin’s scheme to
form FLOs. In the FLOSIC method, optimal set of FLOs are found by finding the FODs that
minimizes total energy. This optimization process is similar to that for geometry optimization.
2.3.3 LSIC
Recently proposed LSIC [48] applies scaling to PZSIC in a different way than OSIC and
showed promising results while keeping many benefits of PZSIC. In LSIC, PZSIC energy
density is scaled down locally as follows,
(2.3.4)
where,

(2.3.5)
(2.3.6)
in this study, we used

in place for

in Eqs. (8) and (9) and investigated

how this quantity would affect the LSIC performance. We refer the LSIC with
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as LSIC(z)

and LSIC with

as LSIC(w) to differentiate the two cases. LSIC incorporates an iso-orbital

indicator to apply SIC pointwise in space. LSIC reduces to DFA in uniform gas limit and reduces
to PZSIC in pure one-electron limit. where
Here the scaling factor
the charge density at

is the exchange-correlation energy per particle?
lies between 0 and 1 and indicates the nature of

=1 for a density corresponding to a single electron orbital and

=0 for a uniform density. Scaling the self-interaction correction terms with

thus retains the

full correction for one-electron densities, making the theory exact in that limit, and eliminates the
correction in the limit of a uniform density where the uncorrected

is exact by design of

semi-local functionals.
We also test a variation of the LSIC method where we replace the scaling factor
another factor

. Earlier tests done with

by

on atomic properties

such as total energy, ionization energy, electron affinity and molecular properties such as
atomization energy, barrier height, dissociation and reaction energy showed that the LSIC(w)
method performed better than PZSIC method. It is notably successful in predicting the binding
energies of water clusters, whereas LSIC(z) performs poorly. In our applications, the LSIC
energies are evaluated perturbatively, using the self-consistent PZSIC densities. This perturbative
estimation of LSIC energy can be viewed as an accuracy assessment of the LSIC energy
functional.
2.3.4 COMPUTATIONAL DETAILS
All the calculations were performed using the developmental version of FLOSIC code [54], a
software based on the UTEP-NRLMOL code [55] [56]. This code has an implementation of the
FLOSIC, OSIC, and LSIC methods. FLOSIC/NRLMOL code uses Gaussian type orbitals whose
default basis sets are in similar quality as quadruple zeta basis sets. We used the NRLMOL
default basis sets throughout our calculations. Truhlar and coworkers have reported a benchmark
set of chemical reactions that includes 19 hydrogen transfer (HT) and 19 non-hydrogen transfer
(NHT) reactions. We consider the same set of 19 HT (HTBH38/08 set) and 19 NHT reactions
(NHTBH38/08 set) for our calculations. We used the geometries given in the GMTKN55
database [57] for the reactants, products, and transition states (TS) of these reactions. The
geometries of the molecules were optimized at quadratic configuration interaction with single
and double excitations (QCISD) using modified G3 large basis set (MG3) [51] [52].
19

We used an SCF energy convergence criterion of
tolerance of

Ha for the total energy and an FOD force

Ha/bohr for FOD optimizations in FLOSIC calculations. For LSIC

calculations, we used respective FLOSIC densities and FODs as a starting point and performed a
non-self-consistent calculation. The barrier heights for the forward and reverse reactions were
computed from the total energies of the reactants, transition states, and products as

2.4 RESULTS
We study the reaction barriers for two different datasets namely Hydrogen transfer
reaction barrier and Non-Hydrogen Transfer reaction barrier.
2.4.1 HYDROGEN TRANSFER RECATION BARRIER
The values of the forward (Vf ) and reverse (Vr) barriers calculated with LDA, PZSIC
with LDA (PZSIC), LDA@PZSIC, LSIC(z), and LSIC(w) are presented in Table 2.1, along with
reference values [57]. Since the LDA functional was used for all SIC methods, we will not refer
to the functional when discussing the SIC methods below. The errors, calculated as Vour-Vref , in
the forward and reverse barriers for each reaction for the methods used here are also presented
graphically in Fig. 2.1 and the mean error (ME) and mean absolute errors (MAE) are
summarized in Table I.
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Fig. 2.1. Errors in kcal/mol for (a) forward and (b) reverse barriers with respect to the reference
values for hydrogen transfer reactions.
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The errors in the forward and reverse barriers for each reaction with the various methods
used here are also presented graphically in Fig. 2.1 and the mean error (ME) and mean absolute
errors with the methods used here are summarized in Table 2.1
Table 2.1. The calculated forward and reverse reaction barriers heights (in kcal/mol) for the set
of hydrogen-transfer reactions using the methods discussed in the text.

The mean signed error (ME) with LDA is -18.4 kcal/mol and the mean absolute error
(MAE) is 18.4 kcal/mol, which shows the consistent underestimation of the reaction barrier
heights by LDA. This value is in good agreement with those of Janesko et al. [58] (MAE, 17.9
kcal/mol). This trend of under-estimation of barrier heights by LDA for reaction barriers
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involving HT was established in early applications [19] [59]. For the majority of the hydrogentransfer reactions the LDA barrier has the wrong sign. Since the reference values of the barrier
are positive for all the HT reactions, the wrong sign of the barrier indicates that the energy of the
TS is spuriously lower than that of the R or P with LDA. PZSIC-LDA reverses this behavior,
giving positive reaction barriers for all reactions except T3, T7, T9, and T10, where either the
forward or the reverse barrier is negative. These reactions involve radicals and strongly
electronegative atoms. Overall, the application of PZSIC improves the barriers significantly,
however, the barriers remain smaller than the reference values. The MAE drops to 5.8 kcal/mol
for PZSIC-LDA
In recent years, analysis of the errors with DFA has focused on the role of incorrect
density and approximate functionals [58] [60] [61] [62] [63]. In case of systems with stretched
bonds it is shown that the density driven errors are larger than the functional driven errors .
Janesko and Scuseria [58] have shown that semilocal DFA predictions for the barrier heights of
representative hydrogen transfer, heavy-atom transfer, and nucleophilic substitution reactions are
significantly improved in non-self-consistent calculations using self-consistent Hartree–Fock
orbitals, as well as using self-consistent density from hybrid functionals [61].
We further examined the changes in the barrier heights due to density correction with
PZSIC. We calculated the LDA@PZSIC energies of the R, P, and TS structures and computed
the corresponding barriers using Eq. (6) and (7). As seen in Table I, the LDA@PZSIC barriers
are also underestimated, although they are slightly improved compared to the LDA barriers. The
density correction drops the MAE from 18.4 kcal/mol for LDA to 14.0 kcal/mol for
LDA@PZSIC. Unlike the PZSIC barriers, the LDA@PZSIC barriers are still negative. The data
from the table and the figure clearly show that in the HT reactions the density driven errors are
small compared to the functional driven errors. The application of PZSIC reduces the mean error
by 12.6 kcal/mol.
In our calculations the LDA@PZSIC barriers evaluated with LDA using self-consistent
PZSIC density for the reactant and transition states are also underestimated, although they are
slightly improved compared to the LDA barriers. The density correction reduces the MAE from
18.36 kcal/mol for LDA to 14.02 kcal/mol for LDA@PZSIC. However, the problem of negative
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sign of barriers seen with LDA remains. On the other hand, with the application of PZSIC, the
barriers have the correct sign except for the four reactions mentioned above.
The data from the table and the figure clearly show that in the HT reactions the density
driven errors are small compared to the functional driven errors. The application of PZSIC
reduces the mean error by 12.53 kcal/mol (from 18.36 to 5.83 kcal/mol) for this set of reactions,
whereas the density correction reduces the MAE only by 4.34 kcal/mol. The rest of the
correction (10.2 kcal/mol is due to the SIE corrections to the functional. The PZSIC-LDA error
is however still larger than the B3LYP MAE of 4.0 kcal/mol from Ref. [57] [64]
For the hydrogen transfer reactions also, the LSIC(z) removes the sign problems for the
four remaining reactions with PZSIC bringing the sign agreement with the reference values for
all cases. The MAE with LSIC(z) is 2.83 kcal/mol. The LSIC(z) barriers do not show a clear
trend of over or under estimation of the barrier as seen with LDA and PZSIC-LDA. Since the
LSIC calculations are done perturbatively on PZSIC density, the improvement in LSIC results is
from functional correction only. Using the same reasoning as before, the functional correction
with LSIC(z) is 12.8 kcal/mol.
We point out that the largest error with PZSIC and LSIC(z) arises from the T19 reaction
which is an intramolecular symmetric cis-trans transformation reaction involving breakage and
formation of double bonds. In this case both the product and reactants are same and therefore
both the forward and reaction barriers are same. The difficulties of describing intramolecular
hydrogen transfer due to the electronic redistribution have been noted by several groups
[59] [65] [66]. The SIC methods fail in this reaction with a predicted barrier that is too large by
14-24 kcal/mol.
The best performance for this reaction is by LDA@PZSIC-LDA which results in an
error of -5.2 kcal/mol. The LSIC(z) and LSIC(w) MAE without accounting for the T19 reaction
are 1.65and 3.43 kcal/mol, respectively.
2.4.2 NON-HYDROGEN TRANSFER RECATION BARRIERS
The non-hydrogen transfer reaction set contains 6 heavy atom transfers, 8 nucleophilic
substitutions, and 5 unimolecular and association reactions. These groups are labeled as TN1TN6, TN7-TN14, TN15-TN19 in Table 2.2, which compares the calculated barrier heights with
reference values , [57] [64]as well as the ME and MAE for the various methods. The errors in
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the predicted barrier heights for each reaction are shown in Fig. 2.2. We observe the same
general trends for these NHT reactions as we found for the HT reactions, namely that the mean
absolute errors follow the trend LDA > LDA@PZSIC > PZSIC > LSIC.
We find ME with LDA is -12.5 kcal/mol and MAE is 12.7 kcal/mol. Although the LDA
underestimates most of the barriers, we find that for several reactions the LDA barrier is larger
than the reference values. To get a more detailed picture we calculated MAEs for the different
subsets of the NHT reactions. For LDA, the largest errors occur for the heavy atom transfer
reactions with an MAE of 23.0 kcal/mol and the smallest errors occur for the unimolecular and
association reactions with an MAE of 6.1 kcal/mol. Table 2.3 shows that for the association
reactions the LDA reverse barriers are in very good agreement with the reference values while
four of the five forward barriers have the wrong sign. We show below that the LDA reaction
energies for these reactions also have large errors.
The PZSIC MAE for the NHTBH38 set is 5.0 kcal/mol but an examination of the subsets shows
that PZSIC performs best for the nucleophilic substitutions with a MAE of 3.9 kcal/mol and
worst for the unimolecular and association reactions with a MAE of 7.3 kcal/mol, which is
surprisingly even larger than that for LDA. For the unimolecular and association reactions the
LDA forward barriers are too low and have incorrect signs, but the reverse barriers are in very
good agreement
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Fig. 2.2. Errors in kcal/mol for (a) forward and (b) reverse barriers with respect to the reference
values for hydrogen transfer reactions.
with reference values. The overall effect is a relatively smaller MAE. Although the MAE is
higher with PZSIC, the corrections are in the right direction as can be seen from Table II. The
largest errors for PZSIC for this group of reactions arise for the reverse barriers of TN15 and
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TN16 reactions which involve breaking triple bonds and large changes in electronic density.
While LDA predicts the wrong sign of the barriers for 11 of the total 38 NHT reactions, the
PZSIC gives an incorrect sign for only three of the barriers Table 2.3. Use of the PZSIC density
for non-self-consistent LDA calculations reduces the MAE to 8.3 kcal/mol which shows that the
density correction reduces MAE by 4.4 kcal/mol. The rest of the correction of 3.4 kcal/mol in
PZSIC calculations arise from the correction to the functional. This shows that the functional
driven errors for the NHTBH38 set of reactions is smaller than the density driven errors, in
contrast to the HTBH38 set.
The density correction effect is the largest for the heavy atom transfer reactions, where LDA
performs the worst (Table III). The perturbative application of the LSIC(z) and LSIC(w) gives
MAEs of 4.6 and 3.9 kcal/mol, respectively, for the NHTBH38 set. The LSIC errors for the
reactions in the NHT set are larger than those for the HT set and the overall improvement over
PZSIC results is smaller. In the LSIC approaches applied here, the errors for the substitution and
association reactions are reduced but increase for the heavy atom transfer reactions compared to
PZSIC. The most notable case is the reverse barrier for TN1 (H+N2O→OH+N2) reaction where
both the LSIC methods show large errors ranging from 11 to 22 kcal/mol. LSIC also corrects for
the sign errors in PZSIC for the unimolecular and association reactions. The overall trend seen in
Tables 2.1 and 2.2 is that PZSIC improves the reaction barriers over LDA and LSIC improves it
further. In case of HT reactions, the LSIC approaches produce smaller MAEs than B3LYP,
whereas PZSIC shows larger MAEs than B3LYP. For the NHT reactions, all the SIC methods
produce results comparable or better than B3LYP for which the MAE is 4.96 kcal/mol.
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Table 2.2. The calculated forward and reverse reaction barriers heights (in kcal/mol) for the set
of hydrogen-transfer reactions using the methods discussed in the text.
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Table 2.3. Mean absolute error (in kcal/mol) and mean absolute percentage error (in %) of
atomization energy for NTBH38 set of molecules and a set of 37 molecules.

Fig. 2.3. MAE in kcal/mol for different types of reactions with respect to the reference values
for non- hydrogen transfer reactions.
2.4.3 RECATION ENERGY
We examined how the reaction energies depend on SIE corrections by computing the
reaction energies for each of the reactions in the HT and NHT sets. The reaction energies are
compared with the reference values [57] [64]in Table 2.4 and 2.5 for HT and NHT reactions,
respectively. We removed the substitution reactions, for which reaction energies are identically
zero, from the averages. The MAE for the reaction energies with LDA are 6.8 kcal/mol for HT
and 9.3 kcal/mol for NHT reactions. The density driven errors, computed with LDA@PZSIC, are
essentially negligible for HT reactions (reduction in MAE of only 0.2 kcal/mol compared with
LDA), and contribute less than 1 kcal/mol for NHT reactions. This is not surprising because
reaction energies are equilibrium properties, lacking the stretched bonds that are expected to give
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rise to density errors. The PZSIC MAE is even larger than LDA for NHT reactions (MAE, 9.87
kcal/mol). This is a result of the tendency of PZSIC to over-correct. For the HT reactions PZSIC
reduces the errors to 5.9 kcal/mol. The HT reactions involve fragments with one electron
densities where PZSIC works well. On the other hand, the B3LYP reaction energies from
Goerigk et al. [57] are in better agreement with the reference values with MAEs of 2.2 and 2.7
kcal/mol for HT and NHT sets respectively.
Table 2.4. Reaction energies of the hydrogen-transfer reactions in kcal/mol for the different
methods. The B3LYP and reference values are taken from Ref. 57

The LSIC(z) generally removes the over correction of PZSIC and has MAEs ranging from 2.3
kcal/mol for HT reactions to 6.0 kcal/mol for the NHT reactions. Moreover, the signs of the
LSIC(z) reaction energies matches that of the reference values except for TN15. These results
also indicate that the improvements to barrier heights with LSIC(z) mostly stems from the
correction to the energies of equilibrium structures. For HT reactions the LSIC(w) MAE is larger
than for PZSIC, but LSIC(w) performs better than PZSIC for the NHT set. Our earlier work with
LSIC(w) [67] showed improvement in predicting binding energies of water clusters with
LSIC(w) compared to LSIC(z). This work shows that for predicting barrier heights and reaction
energies, the z factor is better suited.
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Table 2.5. Reaction energies of the hydrogen-transfer reactions in kcal/mol for the different
methods. The B3LYP and reference values are taken from Ref. 57

The z-factor depends on the Weiszacker kinetic energy density which becomes zero in the
uniform density region. On the other hand the w factor depends on the ratio of orbital to total
electron density and becomes small in the uniform density regions but not necessarily zero. Thus
the z-factor can better identify the uniform density regions compared to the w-factor. This may
be the cause for the larger improvement of equilibrium properties with LSIC(z) compared to
LSIC(w).
2.4.4 LDA@PZSIC AND DENSITY DRIVEN ERRORS
The results presented above allow us to assess the degree of density-driven error in the
barrier heights and reaction energies predicted by the LDA@PZSIC results. MAEs for all the
methods discussed here are collected for convenience in Table III for the various groups of
reactions in the BH76 set. The MAEs for the hybrid B3LYP functional [57] are shown for
comparison, as are those for the LDA functional evaluated on HF densities (LDA@HF). [58] For
the HT reactions, use of LDA@PZSIC reduces the LDA MAE from 18.4 to 14.0 kcal/mol. Using
LDA@HF reduces the LDA MAE to 10.2 kcal/mol. Both LDA@PZSIC and LDA@HF indicate
a significant density-driven contribution to the LDA error, but the LDA@HF result suggests a
larger density-driven part. Using PZSIC reduces the LDA error by a total of 12.6 to 5.8
kcal/mol. Considering the 4.4 kcal/mol reduction due to the density, 8.2 kcal/mol of the
reduction could then be assigned to the PZSIC functional. LSIC(z) reduces the MAE a further
3.0 kcal/mol to 2.8 kcal/mol, implying an even larger improvement to the LDA energy
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functional. For the NHT reactions, LDA@PZSIC reduces the LDA MAE by 4.4 kcal/mol to 8.3
kcal/mol, again indicating a sizable contribution of density-driven error. LDA@HF reduces the
LDA MAE by 7.2 kcal/mol to 5.5, again indicating a larger density-driven contribution than
LDA@PZSIC. For the NHT subsets, LDA@PZSIC and LDA@HF indicate essentially the same
density-driven error for the heavy atom transfers, while LDA@HF suggests a somewhat larger
density-driven contribution for the unimolecular reactions than LDA@PZSIC. For the
nucleophilic substitutions, LDA@HF suggests that nearly all the error is density-driven, while
LDA@PZSIC predicts a much smaller density-driven contribution. For the full BH76 set,
LDA@PZSIC suggests a moderate density-driven error, reducing the LDA MAE from 15.5 to
11.2 kcal/mol. LDA@HF reduces the LDA error to 7.9 kcal/mol, again indicating a larger
density-driven contribution.
We point out that the full correction due to the use of the SIC energy functionals, whether
PZSIC or LSIC(z) or LSIC(w), is clearly larger for the overall BH76 than the correction from
either LDA@HF or LDA@PZSIC calculations. Comparison of the LDA@PZSIC results with
LDA and PZSIC results shows that the functional driven errors are larger or comparable to the
density driven errors depending on the type of reactions.
For the reaction energies, both LDA@PZSIC and LDA@HF indicate small densitydriven errors. For the HT reactions, the LDA MAE of 6.8 kcal/mol for the HT reactions is
reduced to 6.7 kcal/mol by LDA@PZSIC and 6.4 kcal/mol for LDA@HF[58]. For the NHT
reactions, the LDA and LDA@PZSIC MAEs are 9.3 and 8.4 kcal/mol. The LDA and LDA@HF
MAE's reported by Janesko and Scuseria are 6.7 and 4.6 kcal/mol, respectively. This value for
the LDA MAE appears to differ from the present results due to a difference in how the averaging
was done. Including the six substitution reactions that have identically zero reaction energy in
our averaging, we obtain an MAE of 6.4 kcal/mol for the LDA MAE, close to that reported by
Janesko and Scuseria [58].
2.6 CONCLUSIONS
In this work we examined the performance of SIC on reaction barrier heights and the
reaction energies of the HT and NHT reactions in the BH76 data set. We find that the PZSIC
describes the HT reactions better than the NHT reactions. The density driven errors in the HT
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reactions are smaller than the functional driven errors. The locally scaled SIC methods improves
the PZSIC performance but the improvement is more consistent with the z iso-orbital indicator.
We also find that the performance of the SIC methods depends on the type of reaction. Within
the same reaction set the performance can be significantly different. The density correction is
more significant for the NHT reactions than for the HT reactions. The PZSIC errors are larger for
the association reactions that involve strong covalent double and triple bonds. The overall trend
is that the PZSIC reduces the errors in LDA and LSIC further improves the results. However, the
trend for the subsets of the NHT reactions differs for the association reactions from the heavy
atom and substitution reactions. This observation shows that a more thorough reaction-wise
analysis is needed to identify the breakdown of the methods.
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CHAPTER 3: MAGNETIC EXCHANGE COUPLING CONSTANTS FROM VARIOUS
SELF-INTERACTION CORRECTED METHODS
3.1 ABSTRACT
We study the role of self-interaction error (SIEs) in density functional approximations in
predicting the magnetic exchange couplings using a set of molecules typically used to study the
spin couplings: a linear H–He–H model system, H· · · He multicenter models, six organic radical
molecules, and chlorocuprate [Cu2Cl6]

2−

. To examine the role of SIEs, we use Perdew-Zunger

(PZ) self-interaction-correction (SIC) method, orbital wise scaling method, and recent local
scaling self-interaction-correction (LSIC) method. We obtained magnetic coupling constants
using the spin projection and non-projection approaches and compared them against accurate
theories and experiment. We discuss the effect of SIE.

3.2 INTRODUCTION
The characterization of the magnetic properties of materials is crucial for applications such as
memory storage devices, spintronics, quantum computing, and magnetic sensors. In many cases,
the magnetic behavior arises from interactions between localized electrons whose magnetic
behavior is typically described using model spin Hamiltonians, including spin-spin exchange and
dipolar interactions, and magnetic anisotropy contributions. The accurate theoretical description
of magnetic properties such as exchange interactions or spin levels by means of electronic
structure calculations is especially challenging since the energy spacing involved can be much
smaller than the typical electronic excitation energies. In particular, the calculation of magnetic
exchange couplings (J) in transition metal complexes have been the focus of attention for density
functional theory methods [68] [69] [70] [71] [72] [73]. In this respect, some approximations
can be successful in predicting J couplings for certain type of complexes but fail for others.
Hybrid density functional approximations, in their different flavors, and recently the SCAN
functional, have shown some promise for magnetic properties, including J couplings. In this
work, we examine predictive capabilities of of a family of self-interaction corrected methods for
magnetic exchange couplings J [74] [75] [76] [77].
Experimentally, coupling parameters are obtained by fitting susceptibility data. But for complex
structures with multiple exchange pathways, this fitting becomes very challenging or impossible.
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Other methods, such as electron paramagnetic resonance (EPR), electron spin resonance (ESR),
or inelastic neutron scattering (INS) are also used to determine exchange couplings but present
the same type of shortcomings. Thus, for large, multi-center magnetic complexes, computational
methods that can predict J couplings are the only alternative to determine these constants.
Theoretically, electronic structure methods are commonly used to determine the coupling
parameter by mapping their energies on spin states of the spin Hamiltonian [78] [34] [79].
Among electronic structure methods, density functional theory (DFT) [5] [6] is widely used
because it provides a good balance between chemical accuracy and computational efficiency. For
the case of multi-center transition metal complexes, computational efficiency becomes crucial,
and therefore methods based on DFT are very attractive. Unfortunately, approximations to the
exchange-correlation functionals used in density functional calculations suffer from selfinteraction error (SIE) [12] [27]. This error arises because the approximate exchange-correlation
energy does not completely cancel out the Coulomb interaction of an electron with itself for oneelectron systems. It is well documented that the presence of SIE hinders the accurate description
of

many

properties

such

as

chemical

reactions,

charge

transfer,

and

magnetic

properties [19] [20] [80] [81] [82]. SIE affect the so-called delocalization error [22] [83] [84] of
standard approximate functionals. J couplings are very sensitive in sign and magnitude to the
overlap of the magnetic orbitals, both between each other and between mutual bridging
ligands [85] [86] [87], and hence subtle changes in the delocalization of the spin-density at the
metal centers originates large changes in the sign and strength of the calculated J couplings.
One approach to mitigate SIE in DFAs is to use hybrid functionals such as the hybrid version of
the Perdew-Burke-Ernzerhoff (PBEh) [88] [89] or the popular B3LYP (Becke 3 parameters for
exchange and Lee-Yang-Parr for correlation), since mixing exact exchange to a DFA was
suggested as a way to improve J couplings. Several groups have documented through the years
the performance of difference DFA for J couplings [82] [90] [91] [92] [76] [93].The conclusions
suggest that there is no single approach that performs best across different types of couplings,
and hence the predictive power of a particular DFA approach is limited. In view of this, other
approaches based on DFT that can reduce SIE are especially attractive candidates for the
prediction of J couplings. Perdew and Zunger proposed a scheme (PZSIC) to explicitly remove
the SIE on an orbital-by-orbital basis [12], making the energy functional exact for any oneelectron density (see Section II). Ruiz et al. [82] used PZSIC to determine the J coupling in a
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simple model system, H–He–H, to conclude that correlation effects are double counted when
combined with the spin projected approach, and this results in an overestimation of the J value.
For those cases, non-projected approach reduces the overestimation from the double counting.
Because PZSIC eliminates SIEs and consequently the nondynamical electron correlation
contribution, spin-projected approach must be applied for the PZSIC (SIE-free) cases. In recent
years, development of Fermi-L¨owdin orbital self-interaction correction (FLOSIC) methodology
[81] [94] [95]and software made it more computationally accessible for researchers to apply
SIE-free DFA calculations. The FLOSIC method is one-electron SIC scheme based on Perdew
and Zunger’s SIC (PZSIC). FLOSIC has been applied to study various molecular properties and
showed improvement over LSDA and GGA for most cases where SIE dominates the errors
[23] [96] [97] [98] [44] [99] [100] [43] [101] [49]. Previously, Joshi et al. [98] applied FLOSIC
to organic and inorganic molecules to investigate the effect of SIE on more realistic systems than
the H2He toy system and found that application of SIC on LSDA improves coupling constant 3
over uncorrected LSDA. They found that non-projected approach with SIC-LSDA provides
excellent estimate over those of B3LYP, PBEh, or M06-2X. However, it was not clear how valid
in using the non-projected approach on the SIE-free calculations. It is possible that the spinprojected method may be valid and coupling strength may be simply overestimated. In their
follow up work, Joshi et al. compared SIC against non-SIC results for PBE and SCAN. Recently,
a new SIC method called the locally scaled SIC (LSIC) [48] showed an improved performance in
a wide range of electronic structure properties in comparison to PZSIC. LSIC removes excess
SIC of PZSIC in many-electron regions by incorporating an iso-orbital indicator as a local
scaling factor in analogous to the local hybrid approach. When the spin projection approach is
considered, PZSIC overestimates the coupling parameters for molecules, and use of LSIC may
be able to correct this behavior. Hence, in this work, we applied LSIC to investigate how the
local scaling of LSIC affects determination of coupling constant. In addition, since SCAN metaGGA shows good performance among non-hybrid DFAs without SIC and a numerically more
efficient r2SCAN of Furness et al. [102] appeared recently, we investigated the performance of
r2SCAN on coupling constant and compared it against the original SCAN. SCAN and r2SCAN
are both self-correlations free.
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3.2 THEORY
3.3.1 MAGNETIC EXCHANGE COUPLING CONSTANT
Magnetic exchange interactions described by the Heisenberg-Dirac-Van Vleck (HDVV)
spin Hamiltonian for two spin centers A and B is written as
(3.1.1)
where

and

is the spin operator for the site A (B), JAB is the exchange coupling constant.

The magnitude and sign of JAB show the strength and whether they are ferromagnetically
(antiferromagnetically) coupled. Here, only the nearest neighbor pairs are considered since
dipole-dipole interaction is weak for atomic scale clusters. This model spin Hamiltonian provides
fairly accurate descriptions of magnetic properties.
The values of J are determined from Eq. (3.1.1) by calculating the lowest singlet and
triplet energies. Since singlet energy may not be directly calculated, we calculate brokensymmetry energy instead and relate its energy to the singlet state. There are two possible
approaches. Using the spin-projected broken symmetry approach [34] , J is expressed as
(3.1.2)
where EHS (EBS) denotes the total energy of high-spin (broken symmetry) state of the complex.
For systems with localized spin sites, spin-projected approach provides reliable results. Eq.
(3.1.2) also take spin symmetry requirement into an account [103] . We also considered the nonprojected approach of Ruiz et al. where using single-determinant broken symmetry, J may be
also expressed as
(3.1.3)
with

≥

. For spin S = 1/2 systems such as the ones considered in this work, JNP is simply

half the value of JSP . JNP accounts for double counting of nondynamic correlation effect that may
arise from SIEs. For facilitating comparison, we included both JSP and JNP results.
3.3.2 PZSIC and FLOSIC
PZSIC [12] is a theoretical approach to remove one-electron self-interaction errors from
many-electron systems where SIEs are subtracted from the DFA total energy by orbital by orbital
fashion as follows,
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(3.3.4)
where i and σ are the orbital and spin indeces, and ρiσ is the density for the orbital iσ. PZSIC is an
orbital dependent theory, and it uses local orbitals over canonical orbitals. In the traditional
PZSIC approach, one must solve so called Pederson or localization equation [104] to find the set
of local orbitals that minimize the PZSIC total energy. The cost of Pederson equation can be
expensive.
In recent years, the FLOSIC approach [81] [94] [95] for solving the PZSIC problem was
proposed. FLOSIC is a size-extensive implementation of the PZSIC method, and its
computational efficiency has a potential for studying large systems. In the FLOSIC method, a set
of Fermi orbitals is used. Using the 3N parameters called Fermi-orbital descriptor (FOD)
positions aj , the set of KS orbitals ψi is transformed to the set of Fermi orbitals Fj as follows,

(3.3.5)
The resulting Fermi orbitals are normalized but not necessarily orthogonal; therefore, the
L¨owdin’s orthogonalization scheme is used to form a set of Fermi-L¨owdin orbitals (FLOs). The
resulting FLOs are then used to solve Eq. (4). Since FLOs depend on the FODs, optimizing the
FODs is needed to find the set of FLOs that minimizes the total energy. The FLOSIC method
requires optimizing the 3N parameters instead of N2 parameters in the Pederson equation
approach. This FOD optimization process is similar to that for geometry optimization. FOD
optimization is conventionally equivalent of solving the Pederson equation in the traditional
PZSIC.
3.3.3 ORBITAL SCALING AND LOCAL-SCALING SIC
Although PZSIC eliminates one-electron SIEs and gives improvement in describing
properties where DFAs tend to fail, PZSIC is also known to worsen in describing equilibrium
properties where SI-uncorrected DFAs tend to perform well. This phenomenon is occasionally
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referred as the paradox of SIC [46]in the literature. Several modifications to PZSIC have been
proposed in attempt to resolve the paradox, but many of such modifications had a formal
problem. One such modification was the orbital scaling approach (OSIC) of Vydrov et.al where
an orbital scaling factor fi(~r) is introduced in Eq. (4) as follows,
(3.3.6)
A quantity such as

may be used as the orbital scaling factor

where τ is the non-interaction kinetic energy density and
energy density. Alternatively,

is the von Weizs¨acker kinetic

can be also used for

. OSIC was thought to

be the solution for resolving the paradox at the time.
In recent years, local scaling SIC (LSIC) [48] was proposed and showed promising initial
results when applied to LDA functional. In the LSIC approach, the amount of SIC energy density
is adjusted locally pointwise in space where the adjustment is done accordingly to a local scaling
factor f(~r) or an iso-orbital indicator. Hence, the Hamiltonian in LSIC becomes

(3.3.7)
where the terms are, in their respective order, the kinetic energy operator, the external potential,
the Hartree term, the XC potential, and the scaled down self-Hartree and self-XC terms. In the
original LSIC work [48], an iso-orbital indicator

was used. This iso-orbital

indicator interpolates the single-orbital regions (z = 1) and the uniform density regions (z = 0)
and used as a weight for integrating the SIC energy densities accordingly.

is not necessarily

the only choice with LSIC, and other local scaling factors can be used and sometimes preferred .
Hereafter, we refer LSIC with

as LSIC(z) and LSIC with

as

LSIC(w) and similarly OSIC(z) and OSIC(w) for OSIC with the corresponding iso-orbital
indicator. LSIC is implemented in the developmental version of the FLOSIC software, and here
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we applied LSIC perturbatively to PZSIC densities of the same DFA functional. The most of the
important effect is captured in the starting PZSIC densities. Vydrov and Scuseria’s variational
OSIC gives essentially the same results as the perturbative OSIC performed in the same
procedure. It is also known for hybrid functionals and the GW method that non-self-consistent
calculations may fail for transition metals such as NiO. This is mainly caused when a starting
density contains SIEs on d-electrons. In our case, since the LSIC calculations were performed
perturbatively on SIE-free PZSIC density, we expect the effect of non-self-consistency to be
small. Hence, we expect that perturbative LSIC done this way also provides close performance
as variational implementation of LSIC.
2.3.4 COMPUTATIONAL DETAILS
All calculation in this work were performed with the developmental version of the
FLOSIC code [54]. The FLOSIC code is a software based on the UTEP-NRLMOL code and
inherits the features of the original NRLMOL including the NRLMOL Gaussian-type orbital
basis set and the variational integration mesh [56] [55]. This code has the FLO implementation
of PZSIC, OSIC, and LSIC. Hereafter, we refer FLO-PZSIC, FLO-OSIC, and FLO-LSIC as
PZSIC, OSIC, and LSIC for simplicity. For SCAN calculations, we used a dense mesh tailored
for the functional for accurate energies. The details about this mesh is discussed in our previous
work in Ref [77]. Similarly, we used a mesh with intermediate grid density between GGA and
SCAN for r2SCAN calculations since meta-GGAs generally require finer mesh than GGAs. For
the exchange-correlation functionals, we considered the functionals as follows: the local spin
density approximation (LSDA) parametrized as Perdew and Wang (PW92) [106] , PerdewBurke-Ernzerhof (PBE) [13] generalized gradient approximation (GGA) functional, and strongly
constrained and appropriately normed (SCAN) [14] and r2SCAN metal-GGA [102]functionals.
For the LSIC calculations, we considered LSDA only since LSIC applied to GGAs or metaGGAs causes the gauge consistency problem [107].
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The NRLMOL Gaussian basis set was used for the H–He–H model, the H· · · He model,
and organic radical molecules. For the DFA and SIC calculations on [Cu2Cl6]

2−

complex, the

effective core potential (ECP) was used since actual interesting phenomena occurs on valence
orbitals and also obtaining the optimized FODs for transition metal complexes with all electron
calculation is time consuming otherwise. We used the small-core Stuttgart RSC 1997 ECP
[108] [109]. The Stuttgart basis set and ECP parameters were obtained from the Basis Set
Exchange database [110] .
In this work, we computed the magnetic exchange coupling constants of a linear H– He–
H model system with three H–He distances d = 1.25, 1.625, and 2.00 ˚A, six organic bi-radical
molecules

([C3H3]−,

C4H4,

trimethylenemethane

(TMM),

tetramethylenemethane (TME)), and chlorocuprate [Cu2Cl6]
Fig. 1. The structures of [C3H3]

−

2−

p-C8H8,

m-C8H8,

and

. Their geometries are shown in

and C4H4 are taken from Ref. [111], and the structures of p-

C8H8 and m-C8H8 are from Ref. [112] . The [Cu2Cl6] 2− geometry is taken from Ref. [113]. The
TMM and TME geometries are taken from [98].Those structures were often used to study
magnetic exchange coupling parameters with electronic structure methods.
In FLOSIC calculations, optimal FODs must be obtained. We optimized FODs using
conjugate gradient algorithm until we obtained the minimized total energies with an energy
tolerance of 10−6 EH with respect to FOD positions. A typical optimized FODs structure has an
FOD at the center of an atom corresponding to the 1s electrons. For the carbon and oxygen
atoms, FODs form tetrahedron arrangements around the atoms for the hybridized 2s2p electrons.
The valence electrons in the 3s3p3d shells in the copper atoms form symmetrical arrangements
around the atomic centers.
For the magnetic exchange coupling calculations, both JSP and JNP were obtained using
Eqs. (3.1.2-3.1.3) where each EHS and EBS were calculated at the DFA, PZSIC-DFA, OSIC-DFA,
and LSIC-DFA levels of theory. In our FLOSIC calculations, since HS and BS states have
different electronic configurations (i.e. parallel and anti-parallel spins), we obtained two separate
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set of optimal FODs for each spin configuration, one corresponding for the HS state and the
other for the BS state.

3.3 RESULTS
3.3.1 H-He-H Model
The H–He–H model is a simple model used to study magnetic exchange interactions.
This system has been used in the literature to study the performance of XC functionals and
theories. It has also previously used to address the effect of SIE on the exchange coupling. Three
different H–He bond distances (d =1.25, 1.625, and 2.00 ˚A) were used. Here, we used LDA,
PBE, and SCAN and r2SCAN meta-GGAs to study the performance with and without SIC on
determining the parameter J.
In Table 3.1, we show the calculated JSP for the H–He–H model with DFAs, PZSICDFAs, and LSIC and compared them against the full-configuration interaction values [113] as
reference. For all four DFA calculations, JSP ’s are significantly larger than full-CI (roughly a
factor of 2 − 3). The mean absolute percentage errors (MAPEs) with respect to full-CI are 183,
74, 68, and 72% for LSDA, PBE, SCAN, and r2SCAN, respectively. A graphical comparison of
the percentage errors of JSP ’s is shown in Fig. 2. When SIEs are removed using PZSIC, the
predicted coupling strengths decrease, hence the errors are reduced in all three cases. The
MAPEs are reduced to 17, 1, and 16% for PZSIC-LDA, -PBE, and -SCAN, respectively. This
reduction is partly due to an improved accuracy of electron density since performing those DFA
calculations perturbatively on the PZSIC density also reduces errors with respect to the parent
DFA calculations. JSP ’s obtained with PZSIC-PBE show the smallest MAPE, and those are
almost comparable to the full-CI reference values.
One the other hand, when the non-projected approach is used, JNP ’s for PBE, SCAN, and
r 2SCAN give closer agreement with Full-CI for all three distances in d where their MAPEs are
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13, 16, and 14%, respectively. This is understood as SIE creating double countings of the
nondynamical correlation effect and using JNP over JSP cancels the double counting.
Table 3.1. Magnetic exchange coupling constants JSP (in cm−1) for H–He–H with the three H–
He distances, d. JNP is a half of JSP . Mean absolute percentage deviations (MAPD) with respect
to full-CI are also shown.

Indeed, in our calculations, all four SI-uncorrected DFA calculations perform well with
JNP than with JSP , whereas all three PZSIC calculations show better performance with JSP than
with JNP . When PZSIC is applied, all values in JNP become underestimated in the three sets of
PZSIC calculations, which can be seen in the much larger MAPEs of 42, 50, and 42% for
PZSIC-LDA, -PBE, and -SCAN in comparison to their MAPEs from the SP approach. For PBE

43

and SCAN, the percentage errors in JNP increase more than twice (above 40% errors) of SIuncorrected functionals.

Fig. 3.1. Percentage deviations of |JSP | for H–He–H with respect to the CI values.
At the DFA level, r2SCAN gives comparable performance as SCAN. The differences in
JSP between r2SCAN and SCAN is -58, -8, and -4 cm−1 for d =1.25, 1.625, and 2.00,
respectively. The MAPEs differ by only a few percents between the two functionals. LSIC is
known to remove the overcorrection from applying PZSIC. In case of H–He–H, however, PZSIC
is not necessarily overcorrecting the coupling constant and show fairly good performance.
Comparing LSIC-LDA to PZSIC-LDA, the coupling strengths are increased by 231cm−1,
64cm−1, 15 cm−1 for d =1.25, 1.625, and 2.00, respectively. In fact, these difference arises from
the amount of energy in the SIC terms, and LSIC is happened to be reducing the correction
unfavorably here. In general, it is known that removing SIE via PZSIC improves descriptions of
electron density of a system. But PZSIC does not perform too well for energetics when manyelectron region is involved. H–He–H consists of mostly single electron like regions except for
the regions where electrons overlap, and indeed PZSIC shows improvements for JSP in the three
functionals. For other systems such as those studied in the later sections contain many-electron
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regions, and PZSIC does not perform as well as for the H–He–H case because of overcorrections
in many-electron regions.

Fig. 3.2. H-He-H used for study
3.3.2 H· · · He MULTICENTER MODELS
A set of multicenter H· · · He spin systems (geometries shown in Fig. 3.2) is an extension of H–
He–H two center spin system. They were previously used by Ruiz et al. to study the performance
of hybrid functionals [114] on polynuclear complexes. For brevity, we labeled the four
complexes with numbers as follows: 1. H3He2, 2. H4He3, 3. H3He3, and 4. H4He4. Here, we used
them to study magnetic exchange coupling constants for SIE free DFAs. The bond distances
between H· · · He were fixed to 1.625˚A in all four cases. We considered LDA, PBE, and SCAN
with and without SIC using the implementation of PZSIC. The results from r2SCAN and LSICLDA were also obtained. Eq. (1) can easily expand to multicenter spin cases. For instance, J12 SP
= E↑↓↑ − E↑↑↑ and J13 SP = 2(E↑↑↓ − E↑↑↑) + J 12 SP for H· · · He· · · H· · · He· · · H and similarly for
J ij NP ’s. Here, we obtained Jij of the nearest and the second nearest neighbor interactions and
compared them against the CASPT2 values. Table II shows the calculated Jij values with the SP
method for the multicenter spin systems for DFAs, PZSIC-DFAs, and LSIC. CASPT2 values
from Ref. [114] are used as a reference. All four DFA calculations find larger JSP where LDA is
one order larger than CASPT2 with MAPE of 574%. PBE, SCAN, and r2SCAN show MAPE of
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100, 90, and 96%, respectively where the values are 1.5 − 2 time larger overall and three times
larger for J13 of the complex 4. Application of PZSIC reduces the errors. We find MAPEs of
PZSIC calculations to be 27, 15, and 26% for PZSIC-LDA, -PBE, and -SCAN where the
coupling constant magnitudes are improved in each case. When LSIC is applied, we observed the
following. LSIC tends to increase the coupling strengths for the nearest neighbor pairs and
results in slight overestimation. This is consistent with what we observed for the H–He– H. For
the second nearest neighbor pairs, however, LSIC tends to improve the coupling strengths over
PZSIC. Interestingly, when MAPEs are compared, LSIC shows the smallest error of 22% among
the SIC calculations.

Let E123 and E1234 be the total energies of the system where the indices 1-4 are the spin state,
either spin up (↑) or spin down (↓), at the site labeled accordingly as Fig. S1. Then, the spin
projected coupling constants JSP of the four H· · · He systems are written as follows.
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Table 3.2. Magnetic exchange coupling constants JSP (in cm−1) for the H· · · He multicenter
complexes. The bond length H· · · He is fixed to 1.625 ˚A in all cases.

3.3.1 ORGANIC RADICAL MOLECULES
In this section, we assessed DFA performance in the exchange-coupling constants of a set
of six organic compounds. Those are [C3H3] −, C4H4, trimethylenemethane (TMM), p-C8H8, mC8H8, and tetramethylenemethane (TME) whose geometries are shown in Fig. 3.3.
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Fig. 3.3. Organic molecules studied
Those are the same set of organic molecules studied by Joshi et al. where they applied FLOSICLDA to investigate the effects of SIE on the system that are potentially strongly affected by SI.
We considered LDA, PBE, and SCAN with and without SIC using the implementation of
PZSIC. The results from r2SCAN and LSIC-LDA were also obtained. The results were then
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compared against multireference configuration interaction or multi-reference perturbation
theories such as CASSCF values as references [111] [115] [116] [117] [118]. The results are
summarized in Table 3.3.
Table 3.3. Calculated magnetic exchange coupling constants JNP (in cm−1) where JSP is twice the
JNP for a set of organic radical molecules.

In all calculations, the signs of the coupling interaction are in agreement with the
references correctly identified except for p-C8H8 with the exception of the OSIC with scaling
factor w. For the coupling strength by comparing the magnitudes of JSP and the reference values,
LDA and PBE show commendable performance except for TME with MAPEs of 58 and 35%,
respectively. SCAN and r2SCAN tend to predict coupling strength larger than LDA or PBE
where r2SCAN (MAPE, 51%) shows a marginally better performance than the original SCAN
(MAPE, 56%). Fig. 3.4 shows the percentage difference between the computed |JSP | and the
corresponding reference values for each DFA, SIC, LSIC, and OSIC. When PZSIC is applied,
the coupling strength increases in all three cases of the SI-corrected DFAs. Large MAPEs of 88,
105, 161% are seen for PZSIC-LDA, -PBE, and -SCAN via |JSP |. In the majority of the cases,
the coupling strengths from |JSP | for SIC is overestimated by 50–180%. In particular, SIC-SCAN
shows the largest overestimation above 200% for C4H4 and p-C8H8. Because of this
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overestimation, in case of SIC-DFAs, referring to |JNP | happens to give better agreement with the
more accurate theories although it lacks a theoretical support. This observation was previously
pointed out by Joshi et al. [98] . In fact, when |JNP | was used, SIC-LDA (SIC-PBE) shows
MAPE of 15% (12%). For this set of systems, spins are not necessarily localized. That may be
one reason why JSP does not provide good estimate.

Fig. 3.4. Percentage deviation of |JNP | for the set of six organic systems with respect to
multiconfiguration calculations.
When LSIC is applied, the increase in the coupling strength |JSP | with PZSIC is toned
down. This coupling strength of LSIC-LDA tends to lie in-between LDA and PZSIC-LDA where
LDA significantly underestimates and PZSIC-LDA via SP significantly overestimates the values.
For |JSP |, LSIC provides appropriate amount of SI-corrections to give good agreement with the
reference. Among the SP approaches, LSIC shows the smallest MAPE of 18%. Since LSIC is
exact at the uniform density limit and removes SIEs mainly in the single electron regions, this
improvement in performance is somewhat expected. This set of organic molecules have single
electron regions at the carbon atoms, and uniform density regions along C–C bonds, and LSIC is
very likely giving appropriate treatments to these regions and, hence providing accurate results.
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3.3.4 CHLOROCUPRATE [Cu2Cl6] 2−
The chlorocuprate [Cu2Cl6]2− complex is experimentally found to be weakly antiferromagnetic. The complex has two copper atoms bridged with surrounding chlorine atoms as
shown in Fig. 3.4. Each copper atom carries single unpaired electron that acts as a spin site.
When the outer non-bridging copper atoms are twisted around the Cu-Cu axis with an angle θ,
this complex is experimentally known to change its magnetic character. It is antiferromagnetic at
θ = 0◦ and becomes ferromagnetic at θ = 45◦.The localized d-electrons in transition metals are
expected to have large effects from SIEs. Therefore, we expect removing SIEs with PZSIC and
LSIC to give better descriptions of magnetic properties for a such complex. This change in the
nature of the magnetic interaction with the angle θ makes the evaluation of the exchange
coupling particularly challenging for DFT methods. Relative to the other organic complexes and
the

Fig. 3.4. The structure of chlorocuprate [Cu2Cl6] 2− where the outer CuCl2 planes are twisted by
angle θ with respect to the plane made by the inner Cu2Cl2 square: (a) top down view and (b)
side view.
H-He model systems studied in this work, the d electrons in this complex are expected to be
largely affected by the SIEs, making the hexa-chlorocuprate an interesting case to study the
effect of SIE removal on magnetic exchange couplings. To this end, we use two structures taken
from the literature [113] [119]. The first structure is the planar [Cu2Cl6]

2−

, (θ = 0◦ ), for which

experiments show that the J values are between 0 to −40 cm−1 , indicating that the Cu(II) ions are
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weakly antiferromagnetically coupled.The second structure for [Cu2Cl6]

2−

(θ = 45◦ ) was taken

from from Bencini et al., [113] where the experimental coupling was found between 80 and 90
cm−1 . This qualitative change in the magnetic interaction with the twisting angle has also
confirmed by ad initio methods (see Table 3.4). We note that a slightly different planar structure
was used in a previous FLOSIC-LSDA study.87 The results of our calculations are summarized
in Table 3.5 . For the θ = 0◦ configuration, most methods give an antiferromagnetic interaction,
with the exception of the OSIC with scaling factor w. In some of the SIC cases, the interaction
strength is exaggerated, but never at the level of LSDA or PBE. It is interesting to point out that
using the PZSIC densities with their parent DFA energy largely reduces the strength of the
coupling for LSDA and PBE and only minimally affects the SCAN results. From the scaled
methods, the orbital scaled and local scaled SIC LSDA yield similar small antiferromagnetic
couplings, in line with the experimental and ab initio results. Turning to the θ = 45 ◦
conformation, we found that while most methods predict a ferromagnetic coupling (the
exceptions are PZSIC-LSDA and PZSIC-PBE), in some cases the couplings are largely
overestimated. Here again the orbital scaled and local scaled SIC LSDA give J couplings in the
rage of the reference data. Among all the variations of scaled SIC methods analyzed, only
LSIC(z)-LSDA, OSIC(z)- LSDA are able to capture the correct nature and strength of the
magnetic interaction for θ = 0◦ and θ = 45◦ . For the θ = 70◦ there are not any experimental results
available, so we compare our results with best theoretical results. The ab initio calculations
predict anti-ferromagnetic interaction with coupling constant values between -75 to -87 cm−1 .
The results for this system with the density functional methods show wide variations. Although
LSDA and PBE predicts antiferromagnetic coupling of -90 and -39 cm−1 , PZSIC-LSDA and
PZSIC-PBE predict ferromagnetic couplings of 190 and 169 cm−1 . On the other hand SCAN and
r2SCAN predict weak ferromagnetic coupling of 10 and 15 cm−1 and PZSIC-SCAN predicts
anti-ferromagnetic coupling of -16 cm−1 . SCAN and r2SCAN find very weak ferromagnetic
coupling (10 and 15 cm−1 respectively). Mulliken population analysis on the θ = 0◦ , HS
configuration reveals that each copper site has the spin density difference of 0.40, 0.46, 0.54, and
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0.52 e with LSDA, PBE, SCAN, and r2SCAN, respectively. The population on Cu sites
increases from LSDA to PBE to SCAN or r2SCAN as advancing in the Jacob’s ladder.
Similarly, they are 0.73, 0.78, and 0.77 e for PZSIC-LSDA, -PBE, and -SCAN where application
of PZSIC improves the magnetic spin localization. We suspect that by removing SIE, d-electron
has less degree of freedom to delocalize. The same spin localization behavior holds true for the
BS configurations and the rest of the angled cases.
Table 3.4. Spin density analysis of the [Cu2Cl6] −2 molecule. R (ρ↑(r) − ρ↓(r))dr of BS at the one
of the copper atom is shown. Similar results are found for HS.

On the other hand, within the non-scaled SIC methods, SCAN@PZSIC-SCAN and all the r
2SCAN@PZSIC-DFA methods also successfully reproduce the magnetic interactions. This is an
indication that the SIC densities are in general of better quality than their non-corrected
counterparts, and these densities used with a “higher-rung” energy density functional are a good
option for the evaluation of magnetic exchange couplings.
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Table 3.5. Magnetic exchange coupling constant JSP (where JNP is a half of JSP) in cm−1 of the
[Cu2Cl6] −2 molecule.

3.6 CONCLUSIONS
We have studied the magnetic exchange coupling parameters for a set of molecules: H–
He– H, six organic radical molecules, and [Cu2Cl6] 2− using DFAs with and without SIC scheme
of PZSIC. In addition, we applied OSIC and LSIC to LDA to study the performance of LSIC on
calculating the said property. For the H–He–H system using the SP method, application of
PZSIC improves the result especially for PZSIC-PBE. With LSIC-LDA, performance is slightly
worsened compared to PZSIC-LDA. For the H–He multi-nuclear systems, we find that removing
SIE decreases coupling strengths. PZSIC shows good performance for the three functionals.
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LSIC-LDA shows slightly larger discrepancies than PZSIC-LDA for the nearest-neighbor
couplings but shows better agreement for the second nearest-neighbor couplings with the
reference, resulting in the smallest MAPE for this set. For the set of organic molecules, JSP of
uncorrected DFAs shows a fair performance while removing SIE overestimate the values
notably. However, JNP from PZSIC-DFAs coincidentally provides good agreement with the
references where PZSIC-PBE and PZSIC-LDA show two of the smallest percentage errors. JSP
of LSIC-LDA gives the best estimate in terms of percentage errors among all SP approaches
where the triplet-singlet energy gaps of PZSIC are reduced in all six systems. Finally, for the
chlorocuprate [Cu2Cl6] 2−, we observed that calculations depend on the structures used. When the
structure from Ref. is used, LSIC-LDA, SCAN, and r2SCAN produce the very weak
antiferromagnetic coupling for θ = 0◦ and ferromagnetic coupling for θ = 45◦ showing close
agreement with experiments.
SCAN shows fair performance where it performs better than LDA and PBE in all cases
and performs better than PZSIC calculations in some cases. This may be because of self
correlation free nature of SCAN. r2SCAN closely follows the performance of SCAN with a
reduced number of mesh points, and this functional can be a good alternative to the original
SCAN. In all cases, we observed that LSIC reduces the amount of SIC from PZSIC, but this
reduction in the amount of SIC does not always shift the computed coupling constants toward the
reference values. This is especially true for the systems that mainly consist of single electron
regions where PZSIC already performs nicely. For the organic systems and the [Cu 2Cl6]

2−

that

have a mixture of single electron regions and uniform density regions, an overcorrecting nature
of PZSIC is more pronounced when the SP approach is considered. We find removing excess
SIC using LSIC gives better performance over PZSIC in these cases.
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CHAPTER 4: RESEARCH PLAN

My proposed future research stands for:
4.2 STUDY OF CHROMIUM HALIDES(CR-X)

WITH

(X=CL, BR,I) FOR MAGNETIC

AND ELECTRONIC PROPERTY USING DFT
The discovery of graphene and other two-dimensional materials paved the way for the
development of magnetic two-dimensional crystals. The discovery of new (quasi) twodimensional (2D) van der Waals (vdW) magnetic semiconductors in the post-silicon era opens
new opportunities in computing, data storage, and communications. The use of a single layer of
K2CuF4 [120] was an early theoretical suggestion for 2D ferromagnets, however despite its low
theoretically anticipated interlayer cohesive energy, attempts to exfoliate a single layer of this
material were unsuccessful. CrI3 [121] was the first to report ferromagnetic order down to the
monolayer level. Many others quickly followed, including insulators like CrCl3, CrBr3,
VI3, [122] and conducting monolayers like Fe3GeTe2 [123]. The electronic properties of these
ferromagnetic 2D crystals are intriguing on their own, but the properties of van der Waals (VdW)
structures that combine magnetic 2D crystals magnetic beyond graphene, such as ultrathin layers
of transition metal dichalcogenides (TMDs) bring the entire field into focus. This is due to the
remarkable magnetic properties related with the reduced dimension (monolayer ferromagnetism,
massive second harmonic generation, terahertz spin waves, etc.) that have inspired a lot of
interest in recent research on these materials. Using ultrafast (femtosecond) laser pulses to
control the magnetic properties of these materials could open up new opportunities for ultrathin
spin-processing devices and nonvolatile magnetic storage. The main purpose of this study is to
gain a thorough understanding of how to control and change the magnetic behavior of vdW
materials via photoexcitation.
Electric fields, electrostatic doping, external pressure, and mixed halide chemistry have all been
found to impact the magnetic characteristics of the Cr-based, Fe-based, V-based and Mn-based
magnets in the past. In contrast to previous technologies, ultrafast photoexcitation is the shortest
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stimulus known for controlling and altering the magnetic properties of materials much more
quickly and effectively, and with much less energy usage, in order to construct spin electronics.
Because the light pulse interacts with a magnet at a far higher rate than the fundamental
interactions between electrons, lattices, and spins, this is a feasible scenario. These materials
have both optical and magnetic properties. Furthermore, due to full spin polarization in the
conduction and valence bands, several theoretical studies predicted that vdW magnetic
semiconductors would have a high interaction between light and magnetism. The magnetic
properties of these stacked materials were previously studied using light. Florian et. al
[124]report the first experimental evidence of light-wave-induced coherent transfer of spin and
orbital angular momentum in space and time caused by the interplay of few-cycle optical
excitation and the spin–orbit interaction in magnetic and non-magnetic multilayers. In this
research, the magnetic and excited state properties of chromium halides will be explored using
the DFT method. For starters, both theory and experiments show a complex interplay between
stacking and interlayer exchange in twisted few-layer samples, which could lead to very
interesting and experimentally and theoretically unexplored physics. This makes these materials
very appealing for the design of future van der Waals heterostructures devices.
4.2 PRELIMINARY RESULTS
The bulk structure has been studied the most for chromium halide properties. We used the
cluster-models of several of CrCl units arranged in a way to mimic a part of chromium halides
taken from the crystal lattices. The purpose of this project is to investigate the magnetic and
electronic properties of CrXn with X=Cl,Br,I. Some preliminary results of magnetic and
electronic properties for chromium chlorides for different configuration are discussed below.

4.2.1 ELECTRONIC STRUCTURE OF CHROMIUM HALIDES
CrXn, where X is Cl, Br, or I, is a binary transition metal halide. Transition metal atoms form a
honeycomb structure in the monolayer, with edge sharing octahedral coordination. In these
compounds, the oxidation state of Cr is expected to be +3, with the electronic configuration
[Ar]4s0 3d3. As a result, according to Hund's rules, Cr3+ has S = 3/2.
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Fig. 4.1. Optimized Structures of Chromium Chlorides units arranged in a way to mimic a part
of chromium halides with different configurations of structures. green, gray and white are
Chlorine, Chromium and Hydrogen respectively.
The angle formed by Cr−X−Cr remains almost the same for all the trihalides: 95−97° and Cr−Cr
distances is 3.50A°-4A°.
In the Fig 4.1 shows the optimized geometry of chromium halides for different configurations
starting with a most primitive cluster model we can obtained as a two-chromium atom bridged
with the chlorine ligands. The second figure is the single unit structure. Furthermore, we take
two units’ structure and optimized the geometry. In all the structures we have passivated the
structure with hydrogen atoms. The reason for doing this is to make the structure stable making it
inactive or less reactive at the edges. For the Chromium chloride configurations in Fig 4.1 we
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found the angle between Cr-Cl-Cr is 95° and the bond distance is 3.50A° between Cr-Cr.
[Experimental value of angle between is Cr−X−Cr is 95.5° and bond distance is 3.49A°].
4.2.2 EXCITED STATE CALCULATIONS
Understanding the excited-state properties of molecules, such as light absorption, light emission
(luminescence), and excited-state reactions, is essential for research. An electron is promoted
from a lower-energy occupied orbital to a higher-energy empty orbital when a molecule absorbs
light in the UV-vis region, resulting in an excited state molecule. The energy of the photon must
equal the energy difference between the orbitals for a molecule to absorb light (E = Ephoton = h
= hc/). Photons having insufficient energy will be transmitted. As a result, the wavelengths of
light absorbed provided us with experimental data on the energy gap between orbitals. To find
the excited energy, we'll use the various halide configurations. For the Cr2H4Cl10 structure, we
determined the excited state. The calculated excitation energies are close in agreement with the a
color scale showing the approximate color of the visible light for photon energies between 1.7
and 3.3 eV in experimental references [125]. The calculated humo-lumo gap for Cr2H4Cl10 is
1.91 ev.
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Table.4.1. Excitation energies of Cr2H4Cl10 structure

4.2.3 MAGNETIC EXCHANGE AND MAGNETIC ANIOSTROPY CALCULATIONS
To determine the exchange integrals between any chromium pair, the Heisenberg Hamiltonian is
expressed by:

(4.2.1)
For the single unit structure in Fig 4.2 we can expand the above Eq. (4.2.1)
E=
Here

,

,

)

are the exchange coupling constants and
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(i=1-6) is the spin for each Cr ion.

For the configuration in the Fig 4.2 we have three possible ways of interaction between each Cr
ion where

is the nearest neighbour (NN) exchange interaction,

(NNN) exchange interaction and

is the next nearest neighbour

is the third nearest neighbour (3NN) exchange interaction.

After optimizing the geometry of this molecule with all spin lie parallel to each other and
obtaining the corresponding energy for ferromagnetic configurations. After that we changed the
spin orientation of Cr molecule, which can be seen in the Fig4.2. and obtained the four energies
corresponding to different spin configurations.
The Heisenberg Hamiltonians becomes as following forms:
1. Ferromagnet (FM) (S1=S2=S3=S4=S5=S6=3/2):
EFM=

-

2. AnitFerromagnet-1(AFM1) (S1=S2=S3= -3/2, S4=S5=S6=3/2):
EAFM1=

+

3. AntiFerromagnet-2(AFM2) (S1=S2=S4 = -3/2 , S3=S5=S6=3/2):
EAFM2=

-

2

4. AntiFerromagnet-3(AFM3) (S1=S2S5=S6=3/2, S3= S4 = -3/2):
EAFM3=

-

With above energy equations we can get the energy difference and the exchange integrals
,

,

have the form as:
(FM-AFM1+AFM2-AFM3)
(FM+AFM1-AFM2-AFM3)
(-FM+AFM1+3 AFM2-3 AFM3)

We found that the calculated exchange integrals J1= 1.47 J2=0.21 and J3=-0.13 are in
good agreement with the experimental results J1= 1.92 for

62

Fig. 4.2. The schematic diagram of Cr2H4Cl10 structure with different spin configurations where
is spin up and

is spin down

.

We also look at the Mulliken population for each spin configurations. The Fig 4.2 shows spin are
localized at Chromium sites.
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Fig. 4.3. The Mulliken Population Analysis of Cr2H4Cl10 structure with different spin
configurations.

4.2.4 IMPLEMENTATION AND CALCULATION OF G TENSOR
Theoretical magnetic resonance property calculations can be very helpful in interpreting and
assigning electron paramagnetic resonance (EPR) spectra. The Spin-Hamiltonian model is often
used to parameterize EPR studies. The g-tensor is an important part of any EPR spectrum. This
provides the information about the radical species and transition metal. Determining the g-tensor
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of a given molecule from electronic structure calculations is crucial. The g-tensor arises from the
interaction of unpaired electron spins with an external magnetic field given by
H

(4.3.1)

EPR g-tensor is defined as a second order property as

|B=S=0 ,

(4.3.2)

where p,q indicate the Cartesian coordinate indices, B is the magnetic field and S is the spin
operator. Eq. (4.3.2) yields different contribution arising from different terms in the perturbed
Hamiltonian:
(4.3.3)
The fourth term arises due to spin-orbit coupling(SOC) in the Eq. (4.3.3) and is the most
dominant term. We take SOC operators as it appears from the Breit-Pauli reduction of oneelectron Dirac equation. [126]
.

(4.4.4)

As shown by Helgaker and Taylor [127] ,one may use integration by parts to express the SOC
integrals in terms of derivatives of the basis functions.
4.4.5)
(4.4.6)
Where

,

,

which represents the electron-nuclear

attraction, Coulombic interaction potential, and exchange and correlation potential respectively.
Using density matrix to express the expectation value of the SOC operator
(4.4.7)
Where

denotes the perturbed spin-density matrix. This is first order differentiation with

respect to the Cartesian component of the vector of the external magnetic field.
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4.3 WORK TO BE DONE
The first step in understanding the process is to obtain the chromium halide structures. We'll start
with the structures mentioned above and deduce the other structures for other halides groups
from there. For the excited states, the electronic structure, spin state, and magnetic signatures of
those structures will be evaluated to verify the results when compared to the experiment results.
Because excitation is a quantized property, we must determine which transition will occur. We
can determine which excitation is more useful for charge transfer by comparing the occupied and
unoccupied states. If the excitation does not occur, the charge remains constant. When excitation
occurs, it separates the hole, which is beneficial. The g tensor is required for determining the
frequency for EPR experiments. Our goal is to incorporate this method into the NRLMOL code
to obtain g tensor.
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