Sideband instabilities following the onset of traveling interfacial waves in two-layer CouettePoiseuille flow are considered. The usual Ginzburg-Landau equation does not apply to this problem due to the presence of a long-wave mode for which the decay rate tends to zero in the limit of infinite wavelength. Instead of the Ginzburg-Landau equation, a coupled set of equations for three amplitude factors is derived. The first corresponds to an amplitude of a traveling wave, the second to a long-wave modulation of the interface height, and the third results from the pressure. The criteria which determine the stability of the primary traveling wave to sideband perturbations are presented. This scenario raises the possibility that as a result of sideband instability of a primary traveling wave, the flow may eventually be dominated by a long-wave mode. Experimental data on a gas-liquid flow are analyzed and models for air-water waves are discussed. Finally, it is noted that the amplitude equations allow for possibilities other than periodically modulated waves. In the concluding section, the presence of homoclinic and heteroclinic orbits is investigated. These correspond to solutions which approach either a flat interface or periodic waves at infinity.
INTRODUCTION
Many bifurcation problems in fluid mechanics involve one or more spatially unbounded directions and a continuum of modes. A full description of the set of bifurcating solutions in such a context is a rather formidable problem that has not been solved. In the analysis of bifurcation, one typically imposes some artificial periodicity on the problem and then confines attention to those solutions satisfying this given periodicity. The question then arises whether such bifurcating periodic solutions are stable even under perturbations which do not satisfy the periodicity requirement. Sometimes they may be unstable with respect to slowly varying modulations.
This type of instability, known as sideband instability, has been investigated by many authors. [1] [2] [3] [4] [5] [6] [7] To investigate the issue, one derives an amplitude equation known as the Ginzburg-Landau equation. This equation involves an amplitude factor for the critical mode which is allowed to vary slowly as a function of rescaled space and time variables.
In the present paper, we are interested in the onset of traveling waves on fluid interfaces in plane parallel shear flow. Two immiscible liquids of different viscosities and densities with surface tension at the interface lie between parallel walls. The flow is driven by a combination of the motion of the top wall and a pressure gradient in the direction of the flow. The arrangement with a flat interface is a steady solution of the governing equations (Sec. II). The linearized stability analysis of this solution 8 in terms of eigenfunctions proportional to exp (iadx + ia 2 y +At) yields the eigenvalues A. At low speeds, the interfacial eigenvalue determines the instabilities depending on the fluid properties. The interfacial eigenvalue is neutrally stable for the wave-number pair (0,0). This study focuses on the situation where the interfacial eigenvalue is also neutrally stable at a critical wave-number pair (a,0), together with the pair (-a,0) , and is stable at other wave numbers. The weakly nonlinear interaction of the wave at (a,0) with itself and with the wave at (-a,0) determines whether the bifurcation is supercritical or subcritical. 9 If the bifurcation is supercritical, then primary traveling waves are generated at the interface as the bifurcation parameter, such as the Reynolds number or the viscosity ratio, is raised past the critical value. The present paper will address the stability of the traveling wave solution to variations at large length scales.
This situation does not fit into the usual framework of the Ginzburg-Landau equation. The reason is that, in addition to the critical mode leading to traveling waves, there is an additional neutral mode at zero wave number, which corresponds to a shift of the interface. In a strictly periodic situation, one can simply fix the amplitude of this neutral mode to be zero, e.g. by requiring constant average interface height. If slow modulations are allowed, however, one cannot ignore long wave modes. As we shall derive below, one obtains instead of the Ginzburg-Landau equation a coupled set of equations for the amplitudes. One of them, denoted by A, is the amplitude of the primary traveling wave mode and the other, denoted by B, is the amplitude of a long wave. Here A is complex and B is real. In the three-dimensional case, there is a third equation involving a (real) pressure amplitude P. This pressure amplitude is already present for shear flows of a single fluid. 3 Coupled amplitude equations involving long wave modes and modes of finite wavelength have also arisen in convection problems, but the form of these amplitude equations is different from ours. 10 "' The forcing of a mean flow mode by slow modulation of a traveling wave has also been noted by Benney and Roskes 2 in their study of the stability of order E). Eckhaus 4 assumes that Y, 3 and 6 are real and he water waves. shows that the traveling wave solution is unstable if The amplitudes are scaled by a small parameter e. A 2 > 6/( 3 ). If the coefficients are not real, then sideband Moreover, the space and time coordinates are rescaled as instability is possible even if p=0. This was first observed t=e (x-cgt) , 77=ey, r=et, where x is the streamwise coby Benjamin and Feirl for an equation modeling water ordinate, y is the unbounded coordinate perpendicular to waves. This system is conservative, and the coefficients in the streamwise direction, and cg is the group speed of travthe Ginzburg-Landau equation turn out purely imaginary. eling waves near the critical wave number. Finally, the
The analog of the Benjamin-Feir criterion for dissipative bifurcation parameter is scaled by c2. With these scalings, systems was derived by Lange and Newell. 5 Stuart and amplitude equations of the following form will be shown to DiPrima 7 study the problem for general coefficients and result:
general ti, thus achieving a unified treatment of the EckAr~egt (1) (without the terms involving B). The recent work of Cheng and Chang1 3 stresses the analogy in the derivation e(P9+P71) =ErO( 1A12)g+sOB£.
of Ginzburg-Landau amplitude equations with center
Here y, K, /J, 13, S and p are complex and the other manifold reduction. This analogy is also exploited in our coefficients are real; co is the propagation speed for long derivations below. Unfortunately, analysts have thus far waves. We note that the set of equations (1) still contains been unable to extend rigorous proofs of the center manie. Indeed, there is no single scaling of the independent fold theorem to situations like ours, which involve a convariables under which e disappears from the equations. In tinuum of modes. Cheng and Chang 13 report some discrepthe study of eigenvalues for sideband stability in Sec. IV, ancies between their criteria for sideband stability and various scalings by additional factors of e will appear. earlier work. These discrepancies are due to errors which In the two-dimensional case, i.e. if there is no depencan be traced back to the omission of the m =0 term in dence on 77, we can integrate the last equation of (1) to their Eq. (22).14 obtain ePg=erOJA 1 2 +soB+eK, where K is a constant of Blennerhassett' 5 derives one amplitude equation for integration. We can then insert this result into the remaintraveling interfacial waves which allows for slow modulaing equations and obtain a coupled system of just two tion. He does not show at any stage a coupled system for equations. They read as follows:
two amplitudes such as (2) . It turns out that his amplitude equation can be derived as a special case from (2) . To do (2) . details of the lengthy calculation are omitted. However, it We note that if we ignore the second equation and the is clear that somewhere in the derivation, there must have term involving B in the first equation, then (2) reduces to been a spatial integration of the kinematic free surface conthe usual Ginzburg-Landau equation. 9 If, on the other dition [our Eq. (14) below]. Inserting this relationship behand, we ignore the first equation and the term involving A tween B and A into the first equation of (2) 
A,= eyAg;+E(a+ pK)A +e(,B+
The problem of sideband instability for the Ginzburg-
c3-C 0
Landau equation has been studied extensively. If we ignore the term AB in the first equation of (2) and scale time with
The coefficients in this equation are discussed further in an additional factor e, then e scales out of the equation and Sec. V. The primary traveling wave solution of this equaone finds a problem of the form tion is not the same as the one we shall investigate. Instead
of having a zero perturbation to the average interface height, his involves a shift in the interface position which is If Re y> 0, Re &> 0 and Re 13 < 0, this equation has travproportional to the square of the wave amplitude. While eling wave solutions of the form A =Ao exp (ipg+ ior) as this yields a mathematically valid solution, we find it diflong as M 2 < Re /Re y (in terms of the original problem, a ficult to interpret this procedure physically. This amplitude nonzero ,u means that the wavelength of the traveling wave equation is also incomplete; it would fail to predict sideis not exactly the critical wavelength, but differs from it by band instability to long waves. In contrast, the approach of our paper takes into account all modes which are close to neutral stability and might therefore lead to sideband instabilities. Chen and Joseph' 6 (see also Ref. 17) simply set B=0. This is a consistent assumption as long as one is interested in periodic traveling waves, and indeed Ref. 16 is more or less exclusively concerned with periodic waves. For studying sideband instabilities, however, it is not correct to set B=0. This is because of the forcing term proportional to IA | I, which only vanishes if there is no dependence of IA I on Recent experiments on pressure-driven gas-liquid systems described in Refs. 18 and 19 show the existence of the sideband instability of a traveling wave, with the possibility of subsequent feeding of energy into a mean flow mode. Past analyses do not account for the growth of the mean flow mode, and this motivated us to undertake this study. We discuss the data of Ref. 18 in Sec. V.
Our paper is organized as follows. In Sec. II, we introduce the governing equations for the problem of parallel Couette-Poiseuille flow of two fluids. The onset of traveling waves (without attention to sideband perturbations) in this problem was studied in an earlier paper. 9 In Sec. III, we show how (1) is derived and how the coefficients can be calculated. In a formal sense, the derivation of the amplitude equations is analogous to center manifold reduction. In Sec. IV, we derive criteria for sideband instability of traveling waves of Eq. (1). We shall confine attention to the case where the wavelength of the traveling wave equals the critical wavelength. The general case of wavelengths close to, but slightly different from the critical wavelength is much more complicated and remains to be settled in future investigations. Our numerical results are presented in Sec. V for several models of gas-liquid flows. In Sec. VI, we discuss some spatially nonperiodic solutions of (2). These solutions asymptote to constant or periodic solutions as ¢-= oo. The leading order contribution for small e can be given in explicit form. Solutions of the same nature have been studied previously in the context of reaction-diffusion equations.2022 (5) (6) (7) Solutions that are perturbations of the above basic flow are sought. The perturbations to the velocity, pressure and interface position are denoted by (u,v,w) 
AX-y az
(8)(9)
II. EQUATIONS GOVERNING TWO-LAYER COUETTE-POISEUILLE FLOW
Two fluids of densities pi (i i1,2), and viscosities jt, lie in layers between infinite parallel plates located at z* = 0,1*. Asterisks are used for dimensional variables. The upper plate moves with velocity (Up* ,0,0) and the bottom plate is at rest. In the basic flow, fluid 1 occupies 0<z*(-1* and fluid 2 occupies ltbz*<l*. The velocity of the interface in the basic flow is (U*(1* ),0,0) and for brevity, we denote U*( l*) by Ui. The velocity, distance, time and pressure are made dimensionless with respect to Ui, 1*, I*/Ui, and pi Ui. In Couette-Poiseuille flow, the basic flow has a pressure gradient -G* in the x-direction. Reynolds numbers in each fluid are denoted by R,= UI**pI/1uL and R 2 = Uil*P21A2. There are seven dimensionless parameters: a Reynolds number, say R 1 , the undisturbed depth 11 of fluid 1, a surface tension parameter T7(surface tension coefficient)/(Qi 2 U), a Froude number F given by The boundary conditions are u=v=w=0 at z=0, 1. The conditions at the interface are posed at the unknown position z=1j+h (xy,t) . Since the unknown h(xy,t) will be assumed to be small, the method of domain perturbation is used, that is, the interfacial conditions are expanded as Taylor series about z=l1 and truncated; our analysis requires terms up to cubic order. Continuity of velocity yields 
The kinematic free surface condition yields
where the subscript 1 here refers to fluid 1. We remark that there is an error in the statement of the normal stress condition in Ref. In order to fit our equations into the abstract scheme of the following section, we have to reformulate the kinematic free surface condition and the incompressibility condition. First, we put the kinematic free surface condition in divergence form by using the incompressibility condition to replace the terms involving w in (13). This yields Ah a rI h2
We note that the spatial average of the right-hand side in (14) is zero if an average if such an average is meaningful, e.g. in a spatially periodic situation. This property will be important below. During the course of the analysis, we shall need to consider the equation of conservation of fluid volume, integrated over z. However, if (9) is integrated over z, the term resulting from aw/Dz does not vanish, due to the jump of w at the interface. We shall use (10) and the incompressibility constraint to express tw] in divergence form. To this purpose, we multiply the first equati( (10) We now modify (9) by subtracting (16) from it:
ion in 1 then
III. DERIVATION OF THE AMPLITUDE EQUATIONS
order In order to derive the amplitude equations to be analyzed, it will be convenient to write our equations in an abstract schematic form. We shall use boldface letters to denote the "abstract" variables. We let u denote the set of unknowns, i.e. the quintuplet (u,v,wp,h) . We shall regard u as a function of the independent variables x, y and t, ( 15 ) taking values in a function space X, which incorporates the z-dependence. An element of X consists of the four functions u (z), v(z), w(z), p(z) and the scalar A, where u, v ne thde and w are required to vanish at z=0 and z= 1 and u, v, w third and p are smooth except for jump discontinuities at ation, z=1 1 .Equations (8) , (10), (11), (12), (14) and (17) (17) have either x-or y-derivatives on they particular, in the two-dimensional case, the integr (17) with respect to z yields
The perturbation of the total flow rate is
and Taylor expansion in h up to third order yield quantity in brackets in (18). If we integrate (18) respect to x and set the constant of integration to zero, we are dealing with a situation of constant volume flu studying two-dimensional flows, the situation of fixed rate is often considered, and we have now made ex how it arises as a special case in our formulation. Henceforth, we replace Eq. (13) by (14) and Eq by (17) . (20 (RD.,Dy;vu) ; simi-0.
larly N 3 (RDxDy; uvw) is linear in u, v and w and in-(18) variant under any perturbation of these arguments. We (18) need not consider nonlinearities of higher than third order. Again, the listing of Dx and DV indicates the dependence on derivatives of u as well as u itself. The number R is one of the parameters on which the coefficients depend and which will serve as a bifurcation parameter (in two-fluid flows, R may be any of a number of things; it could be the Reynolds number, but also, for instance, the viscosity ratio). All parameters other than R are considered fixed and given, and we shall not carry them explicitly in the equa- (19) tions. Our problem is translation invariant in the x-and is the y-directions, i.e. the coefficients have no explicit x-or with y-dependence. In the linearized problem, we can then use xtheIn separation of variables: if we set u=v exp(ikx+ily+At), Ix. In where v does not depend on x, y or t, then the linearization flow; of (20) assumes the form illicitt I. (9) , 
A. Properties essential for the derivation of the amplitude equations
In the following, we shall derive amplitude equations for the situation where (21) has some neutral eigenvalues, while the rest of the eigenvalues are stable. The amplitudes appearing in the equation will correspond to factors multiplying the neutral eigenfunctions. We shall now state the crucial properties which enter into the derivation of these amplitude equations. The first three of these concern the eigenvalues and eigenfunctions of (21) . In general, we can say the following:
(i) For k=l=0, there is an eigenvalue 0 that is independent of R. Corresponding to this zero eigenvalue, there is a two-dimensional eigenspace spanned by two eigenvectors ao(R) and at, i.e. L (R,0,0) 
Moreover, there are adjoint eigenvectors bo and bo such that (bo,L(R,0,0) 
We can normalize the eigenvectors ao(R) and b 0 relative to each other so that (bO,M(R)aO(R))=l. (As reflected in our notation, it turns out that only ao depends on R, while k, bo and bo do not.)
In the spatially periodic problem considered in Ref. 9, we have set the average value of (bo,M(R)u) =h, or f f h dx dy (the integration is over one period), equal to zero. However, if spatial modulations are allowed, there is in general no meaningful average.
The eigenvectors a( and aO, belonging to the eigenvalue zero, are given as follows:
That is, ao corresponds to a shift in the interface position and adjustment of the velocity and pressure, and k corresponds to a constant pressure with no change in the flow.
To determine uO and po, we have the equations
According to the Fredholm alternative, we have two solvability conditions for the equations L(R,0,0)v=f. From the right hand sides of (14) and (17), we find that these solvability conditions are f14=0 and ff 7 (z) dz=0. This yields the adjoint eigenvectors
We are interested in situations where, apart from the neutral modes for k=l=0, we have a neutrally stable mode for some nonzero wave number. It can be shown numerically 9 that this is the case for certain parameter combinations. Specifically, we shall look at cases where the following two conditions hold:
(ii) At R =R,, there is a simple imaginary eigenvalue ico for k=ko and 1=0. Let a, and b, be the corresponding eigenvector and adjoint eigenvector, i.
for every v. In a generic situation, (b 1 ,M(R,)a 1 ) will be nonzero, and we assume this in the following. We can then choose the normalization (b 1 ,M(R,)a 1 ) = 1. Correspondingly, we get an eigenvalue -iwo at k = -ko and 1=0, with the eigenvector i2f and adjoint eigenvector b 1 .
(iii) Except for the eigenvalues given by conditions (i) and (ii), all other eigenvalues have negative real parts for R =R,. The eigenvalue at icwo moves into the right half plane for R > R, and into the left half-plane for R < R.
If the flow is periodic in x and y, then integration of the right-hand side of ( 14) with respect to x and y yields zero. Similarly, if we integrate ( 17) with respect to x, y and z, we also get zero. Note now that Eqs. (14) and (17) are associated with the components f14 and 17, respectively. Using (17) and (14), we obtain:
(iv) If u is periodic in x and y, say with periods Y and Z, then ( 23) with the boundary conditions uO=0 and interface conditions lU a1=rIU'J,
These equations are solved by
To N 2 , (R,Dx,Dy;u,u) (R, DxDy; u, u1, u) (R,Dx,Dy;u,u) 
The significance of this property in the derivation below is that it forces a number of terms to vanish which might otherwise be there.
Another property which will force some terms to vanish is symmetry. Since our equations originate from perturbing a two-dimensional base flow, we have a reflection symmetry in the y-direction. This reflection consists of reversing the y-direction and at the same time reversing the velocity field in that direction. We can express this as fol- The reflection operators II and HI' are given as follows:
flu= (u,-v,wp,h) ,
That is, HI simply reverses the velocity in the y-direction. Condition (v) implies in particular that, if u(xyt) is a solution of (20) We easily see from (22) and (27) that the eigenvectors ao(R) and A) as well as the adjoint eigenvectors bo and b 0 are even. Moreover, a, corresponds to a twodimensional velocity field (v=0) and is hence also even. Since the Fredholm alternative can be applied to even and odd vectors separately, this also forces b, to be even. One of the amplitudes in our equations will be that of a longwave pressure modulation. The rest of the properties we shall list are related to this aspect of our problem, which is responsible for much of the complexity of the derivation.
To derive the form of the pressure equation, it is essential to observe exactly how the pressure appears in the equations. We observe that the pressure appears only in the Navier-Stokes equations (8) and the normal stress balance (12). Moreover, a pressure which is independent of z does not affect (12). It appears only in (8) (RD.,Dy;uu) and N 3 (RD., Dy;u + Piou + P5ou + PS 0 ) = N 3 (RD., Dy;uuu). Moreover, w 1 and w 2 are in the range of L (R,0,0) .
In fact, we have the simple representation 0,0,-r,0,0,0,0,0,0,0,0,0,0) , -1,0,0, -r,0,0,0,0,0,0,0,0,0) ,
which we can directly read off from (8) . The entries in (30) are simply the coefficients of the pressure derivatives in (8) .
Below, we shall frequently take the inner product with bo and b 0 . The form of the expressions (boL(RDxDy)u) and (b 0 , L(RDXDy)u) will therefore be of interest. From (27) we see that applying b 0 to L (R, Dx,, Dy) u corresponds to integrating the linear part of (17) with respect to z. We obtain the following: (vii) There are elements w* and w* in the dual space of X such that (boL(RDxDy)u) = (w* ,Du) + (w* ,Dyu).
Here, we have the representations:
In an analogous fashion, we find from (14): (viii) There are elements rear) and r*(R) in the dual space of X such that (bo,L(R,Dx,Dy) 
Explicitly, we have
Below, we shall need to solve problems of the form Lu=g with given g. Of course, the solution, if it exists, is only determined modulo an element of the null space of L. To fix solutions uniquely, we require them to lie in a subspace X 0 of X which is complementary to the eigenvectors ao and ik. A convenient choice is
We note that X 0 is invariant under the reflection 11. Also, we have
because (bo,M(R)v) is the "h-component" of v and X 0 is a subspace of functions for which this component is zero.
In the context of deriving the pressure equation, it will be necessary to consider the effect of a superimposed pressure gradient on the flow. Let now vi be the modification to the parallel shear flow which results from superimposing a unit pressure gradient in the ith coordinate direction (without moving the interface). That is, vi satisfies the problem L(R,0,O)vi= -wi. Taking note of the expression for L in the appendix, we can find the explicit form
where ul (z) satisfies the equation [cf. (8) 
We note that the following relationships hold: (ix) We have 
Further, we find
The equations determining the components of X3 through X6 are as follows: 
Let Xi(R) denote the solutions in X 0 of the following equations:
We can verify that the following holds:
and (r*(R),X 3 (R))=(r*(R),X 4 (R) +Xs(R)) + (r*'(R),X 6 (R)).
The properties (i)-(x) are the essential properties of our equations which will be used in the subsequent derivation of the amplitude equations. The last two properties (ix) and (x) will imply that certain coefficients in the pressure amplitude equation are equal to each other and hence the derivatives of the pressure amplitude appear only in certain combinations.
By using the definitions of the various terms in (40), we find that
B. The amplitude evolution equations
We assume that R is just above R,: R=R,+E 2 , and we look for small amplitude traveling wave solutions with a slow modulation: u = ev (kox+ cot,Ex,Ey,Et) = :Ev ( g,7,Q,r) .
Here ko and co are the critical wave number and frequency as given by assumption (ii). For solutions of this form, (20) takes the form ED.4, ED, ~; v, v) +E2N 3 (R, + e2, kOD 4 +EDg, ED, 7 , ; v, v'v) .
We now expand (48) in powers of e, retaining only terms up to order e 2 . For the linear terms, this leads to (see the Appendix for notation)
For the nonlinear term N 2 , we get an expansion of the form N 2 (R, + E2, kOD¢+eDg, eD, ; v, v) =N 2 (R,,koD¢,0;v,v 
with M 2 and Q 2 denoting appropriate quadratic terms. In N 3 , we only need the leading term given by N 3 (R~,koDDA;v'v'v) . We use these approximations and, in addition, expand v in a Fourier series v(g,47,,-) = n=X v '(g,77r) e'n¢. This yields the infinite system (Rc, koD~, 0; vm exp(img), vrexp(irg), 
)~)).

M=-M r=-w (52)
To satisfy these equations, we now assume, in analogy to center manifold reduction, that the behavior of the solution is dominated by the neutral eigenfunctions ao, ko and a,. This leads us to the expressions
and all other Fourier components are O(e2). Here f and g are such that (b1,M(R,)f)= 0, geXO, and A, B and P are scalar factors. We note that in the third equation of (1), there is a factor e in front of Pg-+Pr,7,, but no factor e in front of B,. Consequently, we must allow derivatives of P to be of order lIe relative to B. For this reason, we have written out the terms involving Pg and P,7 in (53) rather than incorporating them into g. In the following, we shall also allow for the possibility that derivatives of P are of order lIe rather than order 1. This is the reason for the inclusion of terms which are seemingly of higher order in e. We introduce the notation
That is, Tr, is a projection onto the range of i6)GM (R,) -L(RJiko,O) . We shall also use the projection ia as given by (39). We insert (53) into (52) and then consider the n = 2 component, the projection 1r, applied to the n =1 component and the projection ro applied to the n = 0 component. This yields the following equations for f, g and h (at leading orders in e): (Rc,kOD¢,O;aI exp(ig) ;a 1 expire)), 
To simplify notation, we make the following definitions: RrkoD; , 0; a, exp(ig) ,aj expire)), (R,,koD¢,0;aI exp(i>) ,ao(R,)), (R^,kOD;,Oaj exp(i¢) ,iij exp(-ig) ), (Rc, koD¢, O; v 2 (R, ) ,ao(Rc))).
We need to explain the meaning of (58) In the following, the symmetry condition (v) will make a number of terms vanish. We note that it follows from (v) that 01, 02, 034), 04I 1, 03 XI, X3J X6, X7 and vl(R, ) are even, while #2, 1/14, X2J X4J XS, X8 and v 2 (R,) are odd.
We now consider the n = 0 component of (52) and take the inner product with bo. We retain terms up to order e 2 , except for terms involving the pressure P, which we shall need to retain up to order e 2 )g-+isi(AAg-AAg) =2,usi. This is compatible with assumption (iv) only if si=O. Hence s is real. An analogous argument shows that the terms involving BP4t and BgPg must combine into a total derivative, hence
and similarly, (bo,Q 2 (D¢;aO(R.),v 2 (R,))) = (boQ 2 (D¢;v 2 (R,),ao(R,))).
(63) Next we take the n =I component of (52) and take the inner product with bl. Again we retain terms up to order e 2 , except that we shall neglect terms such as e2ABg, eAgB and e2AB 2 relative to e AB. After dividing the equation by e, the following is obtained: 7,1+2(bl ,N2(R,,koD¢,O;aI exp(ig) ,aO(R,) ))AB +2c (bl , N2(R, , kOD¢, O; aj exp(ig), vl (R.) ( D.;vl (Re) ,aO(R,) ) ) BgPg +e2 (bo,Q2(D¢;ao(R,) ,V2(Rc) )) BP, 7, 7+e2(bOQ2(D¢; V2(R, ) ,ao(R,) )) B't,7 +e(e ig)))Ai~+e (bO,M 2 (D) ;Tj exp(-ig),a 1 expire)) )AAg
As above, condition (iv) implies that the coefficients of AAg and AAg in (65) are real (and hence equal), and that the coefficients of BPa and BAPg and those of B 7 and B 1 P 1 7 are equal to each other.
In all order e 3 terms in (65), we can replace Pgg+P,,7by theleading order term -(w ,ao(Rc))Bg/e(w ,v 1 (RI)) We now solve (65) for P±+P^,7, and insert the result into (60). We obtain a system of the form A4= -cgA¢+eyrAg+ EKA,±+euA +Ef1A I 2 A+6AB+4EpPA, B, (2ge(I 12)g+62p(Bpg) = 3(bj, N3(Rc, kODC, O; aj exp(ig) ,aj exp(ig),Tal exp(-ig))) +4(bj,N2(R,,kOD¢,O;aj expU0g,04)) 
8=2I(r* (Rc),0 4 ) + (bo,M 2 (D.;a 1 exp(ig),ij exp(-ig))) -(r (R,),vi (Rc) [2(w* ,04) + (bO,M 2 (D¢;aj exp(ig),Ty exp -ig) ) ) /(w*,vl (Rc)).
We did not list the expressions for /3, p5 and k, because these coefficients do not enter into the analysis of sideband instability. To evaluate the coefficients numerically, we actually did not use the formulas above in all cases, but tried to use our pre-existing programs, written for the calculation of the Landau constant in two-dimensional flows, as much as possible in order to reduce both the programming effort and the potential for error. The coefficients of the linear terms in (66) can be related to the eigenvalue problem (21) , since the eigenvalues for (66) must agree with the eigenvalues of the original problem at leading orders. Let A, (R,k,l) be the eigenvalue with AIj(RckoO)=iao.
Let 2lO (R,k,l) In two-layer shear flows co, f and K have been calculated explicitly using an asymptotic expansion for long waves.
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In our computations, we use a linear stability program and difference approximations for the derivatives in (68). In a similar fashion, we can identify 6 as the derivative of Al with respect to a shift in the interface (for fixed pressure gradient), and p as the derivative of Al with respect to the prescribed pressure gradient. Moreover, the Landau constants for the cases of fixed pressure gradient (FPG) and fixed volume flux (FVF) are /3 and 1+ pro, respectively, and these constants have been computed in Ref. 9 . Using all this information, we have only 6 and so left to be determined, for which we use the formulas above. A more explicit description of the calculation of the coefficients is given in Sec. V below.
As an aside, we mention that the Landau constants for FPG and FVF can differ quite substantially in two-layer flows; even the signs can be different. 9 Since the sign of the real part of the Landau constant determines whether the bifurcation is supercritical or subcritical, this means that it may be supercritical in one case and subcritical in the other. There is no contradiction in this. Suppose, to be definitive, that we have pure Poiseuille flow and the bifurcation parameter is the Reynolds number (measured in terms of the pressure gradient for FPG and in terms of the flow rate for FVF). For the unperturbed parallel flow, pressure gradient and mass flux are of course proportional to each. Suppose instability occurs at some value of the Reynolds number, where the pressure gradient is 20 and the flow rate is 10. Suppose, moreover, that a bifurcated solution has pressure gradient 21 and flow rate 9. Then this bifurcated solution is supercritical for FPG and subcritical for FVF. This kind of situation does not occur in Poiseuille flow of a single fluid, but it can happen in two-layer flows.
IV. CRITERIA FOR SIDEBAND STABILITY OF TRAVELING WAVES
The basic solutions for which we shall study sideband stability are what we shall refer to as traveling wave solutions of (1) . By this we mean solutions of the form:
where AO, PO and PI are constant. The analysis of sideband stability for general [t and j! is quite involved, even for much simpler equations 7 . We shall in the following only consider the case ju=jF=0, which turns out to be complicated enough. We also set the lateral pressure gradient PI equal to zero. PO is arbitrary, but for the following we are interested in two particular cases: PO = O and Po=rOIAO12. The first case corresponds to a situation of "fixed pressure gradient" (FPG), and the second case corresponds to a situation of "fixed volume flux" (FVF). It is easily checked that (for ju=4i'=0) (69) yields a solution of (1) Here subscripts r and i denote real and imaginary parts. Equations (70) can be solved uniquely for IAo 12 and co as long as or and Or (for FPG) or fr+ pro (for FVF) have opposite signs. In the following, we make this assumption; in addition, we assume or> 0, meaning that as the bifurcation parameter increases, the transition is from stable to unstable. If the bifurcation is subcritical, then, as is well known, the bifurcated solution is unstable even if no sidebands are involved. Since our equations are invariant under a phase shift in A, we may assume without loss of generality that AO is real.
In (1) 
Here we have used (70) to simplify the first equation. Henceforth, we neglect the term E2pPo in the second equation of (71); we can regard this term simply as a small perturbation to the coefficient cg-cO.
We now look for solutions of the form 
C=-Cl exp(iv +i077+2r)
+C 2 exp -iv -iOq +A-r), B=2 Re Bo exp(ivg+i077+AAr),
Q=2 Re QO exp(iv +iOq + Ar),
We can eliminate QO from the last equation and insert into the others. We thus find that A is an eigenvalue of the matrix
Here we have set 
The remaining eigenvalues of (8) 
I=5± ±01
Sideband instabilities occur if (74) has eigenvalues of positive real part for any v and 0. In discussing the eigenvalues of (74), we exploit the fact that e is small. We need to distinguish various asymptotic limits. The simplest case is when eV" and/or e6 2 are large or at least of order 1; in this case the diagonal terms in (74) are dominant, and one has stability if rŽ,O, Kr>O, iF>0, , W>Q (76) It remains to study the case where eV" and e0 2 are small. We shall first consider the situation where I 0 1 is at most of the same order of magnitude as I vl; the case I 01 > I v I will require a separate investigation later.
Throughout, we assume of course that e is small. Suppose now that I v I is large relative to e. In this limit, one eigenvalue of (74) is of order v and the other two are of order e. The first eigenvalue has the form iv(cg-co) +o (v) , and by inserting this ansatz into the characteristic equation of (74), we find
at leading orders. The propagation speed as given by the leading term in AI is that of long waves, and as far as the eigenfunction is concerned, B is of the same order (in e) as A4. We shall therefore refer to this mode as a long-wave mode. We see that long-wave modes are stable (for sufficiently small v and 0) as long as (80) where 
For later reference, we also introduce the notations
For the eigenfunctions which correspond to the eigenvalues given by (80), B is of order e relative to A, hence these modes are essentially associated with wave numbers close to the critical wave number rather than with long waves. Instability results if (80) has a root with positive real part for any values of v and 0. We note that a and b are real, and stability requires that a > 0 and b > 0. This is the case for sufficiently small v and 0 if 
If this is to hold for all ratios of v/0, then we conclude that We note that the second and third conditions in (85) are we must have the criteria for sideband stability which arise in Blennerhassett's analysis.
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The preceding analysis breaks down if I v I is small of <0,
the same order as e. In that case, we set v=6v in (74).
CgCO
Cg-CO
Since for the moment we are still assuming that 101 is at A2+aA+b=O, most of the same order of magnitude as I v , we may also set 0= Ee. We then multiply the third column of (74) We need to discuss the asymptotic behavior of eigenvalues if e, and possibly v2, are small. If e is small, and v is of order 1, then two eigenvalues arise as solutions of the equation
(90) Equation (90) (78) and (83) 
92
This also leads to stability if (78) and (83) hold. Finally, the eigenvalue of order e2v is given by the same expression as (91).
We still need to investigate the case where I 01> I v I.
In this case, we find it convenient to set v = ev2. This yields the matrix
Moreover, within terms of order e2, we have 13=1
6=6. We shall now study stability of (93) for e= perturbation analysis in e then also yields stability foi ficiently small e. For v2=O, we can find the eigenvalues explicitly; are _W2 and the eigenvalues of the matrix
23AA fA2
If /3, is negative, then the trace of this matrix is negativ determinant is I Kj 204 (K:13) 02 , which must be positive the eigenvalues to be stable. Hence we find that 3 and -0. A r suf-K:13 < 0 (95) is a necessary condition for stability. This inequality does they not follow from our previous criteria. It turns out that even if we add the condition (95), this is still not sufficient for stability, and an additional condition is needed. This additional condition is quite complicated; we shall describe it in (94) the following. Let A denote the eigenvalues of the matrix in (93). If our earlier criteria (76), (79), (85), (86) and (95) and if (76), (77), (85), (86) and (95) In summary, we find that we have sideband stability if and only if all of the conditions (76), (79), (85), (86), (95) and (98) hold. A summary of the preceding results is shown in Table I .
It is also worthwhile to state the conditions which will guarantee sideband stability to two-dimensional disturbances. These conditions are ,yr> 0, f >O, 1 3 ,+P for< (z2), < , y:z < 0.
For the FPG case, we need in addition ,ir < 0 to guarantee supercriticality of bifurcation and thus stability to distur2g) bances without modulation. We also note that (79) and (85) imply that 13, and ,f,+ pro are both negative. That is, sideband stability in the three-dimensional case holds only if the FPG and FVF ':f3)) solutions are both supercritical. Moreover, if we consider the complete list of our criteria for sideband stability, it does not depend on whether we are dealing with the FPG or FVF case. The amplitude Ao is the only thing that differs, and it appears only in (97). However, it can be eliminated by rescaling 0 and q.
2 and i nec-
V. NUMERICAL RESULTS AND APPLICATIONS
is our We summarize the methods used to compute the variables involved in our analysis. We first discuss (98) 5=(AG(1j+e)-Aq (1 1 ))/e. More precisely, A 1 (1 1 +e) is the eigenvalue at interface height 11 + e for the same values polyof dimensional quantities such as Up* and G* and the same tn, we nondimensionalization that was used for 11. This does not yve to simply amount to replacing 11 by 11 + e in the dimensionlesŝ ange.
equations, because velocity was nondimensionalized relalynotive to Uj and U 1 changes. In order to calculate Al at inr use terface height 11+e while holding dimensional variables it has such as Up* and G* fixed at the same values as at interface )ceeds height 11, we need to transform the dimensionless variables nial p as follows. Let the tilde denote values for the situation at ) and height 11 and no tildes are used for the situation at height ive of 11 + e. In both situations, the dimensional upper plate speed te the Up* remains the same: Up*= Up*= U U 1 . On the other hand, Eq. (6) yields
Here GIG*l* Uil*pl GR 1 Uj
GR1=U2 mA Ui
Thus, 
Hence, aU+±b 1 UEi= p~, and this given Ui in terms of
Ui. From this, we calculate
The eigenvalues scale like 1/time under nondimensionalization; hence we must multiply the result by the corresponding factor: the dimensional eigenvalue is the nondimensional Al times U 1 /l'*= ( U/Ui) ( U 1 /l*). The computed eigenvalue at interface l+ e is therefore multiplied by U 1 /Ulto obtain AI (1 1 +e). An analogous method is used to calculate p. Again let the tilde denote the unperturbed situation and no tilde the perturbed situation. We perturb 0 to G-e (note that G is a negative pressure gradient), but keep the unperturbed nondimensionalization. This yields
and hence
We can use Up*= UP as before to find U//U 1 . Once p is known, we calculate ro from the Landau constants 6 for FPG and,8+pro for FVF. The quantity 6 is calculated as follows. The vector 04 is given in Eq. (58). It is the perturbation to the mean flow generated by the interaction of the primary mode with its complex conjugate in the FPG case. We compute 0 4 numerically in a series of Chebyshev polynomials. This is used in Eq. (32) to find (r* (R,),0 4 ), where the h and u(z) on the right hand side belong to 04. The next term in the definition of 8 above Eq. (67) is (bo, M 2 (D~; a, exp(i4),a exp(-i4))), where a, expire) denotes the primary mode. By (27), (bo,f) =f1 4 ; moreover, the quadratic terms for M 2 do not involve the did part of Eq. (14) , yielding
for g=1 For the third term in 6, we have v 1 defined in Eq. 
with f and g defined as above. The final term is (w*,v 1 (Rc))=fiu1(z) dzfrom (31) andthisisevaluated using (38 
where n is chosen appropriately. The purpose of including a small but nonzero value of k is to make Squire's transformation' 7 applicable. Squire's transformation is also used to evaluate K of Eq. (67).
Finally, so is easily evaluated directly from its definition above Eq. (67); we have so= -
and u 0 and ul are given by (25) and (38).
As we have seen, some of the constants needed for evaluating sideband instability are the coefficients describing the long-wave asymptotics of the interfacial eigenvalue. It is of interest to note that at high Reynolds numbers the range of validity of the long-wave asymptotics is rather narrow, and our numerical results on the linear stability problem show this. The reason can easily be understood. The shallow-water theory for inviscid long waves yields the wave speed A , and hence eigenvalues on the order of 4i7 ki for small wave number k. On the other hand, at wave number 0, the interfacial eigenvalue is zero and the least stable of the one fluid eigenvalues is on the order of -10/R. A heuristic criterion for the transition from shallow-water theory to long-wave asymptotics is therefore that Vh7POk should be less than -10/R. Our numerical results agree with this. Experiments 1 8 1 9 have been performed on pressuredriven gas-liquid flows in a horizontal rectangular channel. We focus on Figs. 9(a)-9(c) of Ref. 18, where wave spectra, surface tracings and bicoherence of the wave field are shown to exhibit sideband interactions. In particular, Fig. 9(a) shows the wave spectra as a function of fetch (distance from the inlet): the plot upstream shows one peak at the fundamental mode and smooth decay away from it, while the downstream plots show the growth of sideband modes accompanied by a growth of the mean flow mode. The parameters are: liquid Reynolds number R L= ULI*/vI = 5 (UUL is the average liquid velocity), liquid height 11=0.44 cm, liquid viscosity 1z,=2.38X 10-2 Nsec/m 2 , liquid density pl=1.18X 103 kg/M 3 , gas Reynolds number RG= UG12*P 2 /[t 2 = 6300, average gas velocity Ug=4.5 m/sec, gas depth 12*=2. 1 cm, gas viscosity IZ 2 =1.85X10-5 Nsec/m 2 , gas density P2= 1 .
1 5 kg/M 3 . This yields the ratios m=IZ,/1u 2 =1081.0811, r=pl/p 2 =1026.1. For the surface tension constant, we used the value for air/water at 20 'C, which is 72.8 dyn/ cm. Moreover, we can determine UL from RL and v, to be 2.27 cm/sec.
In the experiments, the gas phase is turbulent. Hence we would not expect the usual parabolic velocity profile to prevail over the gas region. However, the gas flow may be laminar in a thin boundary layer over the liquid. Our model for the experiments will consist of a laminar liquid layer with a thin laminar gas layer of thickness much less than 12, above which we place a wall of speed U!, representing an average gas velocity. If the motion in the gas phase far from the interface is not very important, then our model may be applicable. We then seek a neutrally stable situation occurring at a nonzero wave number, and then apply the nonlinear analysis of Sec. IV, outlined in Table I .
In order to convert the parameters of Ref.
18 to ours, we require the calculation of the dimensional interface speed UJ from the upper wall speed UC and the average liquid speed UL. From (6), we have V;=Ut(1+ M+2
1
)mGR1 (112) and integration of (4) yields
By eliminating G, we find
Having found Uj, we can find RI and then calculate G from (113). Our procedure is to fix the parameters for the liquid to be those of Fig. 9 -13.523i. We note that the value of Up is much smaller than the UG reported for the experiments. This is a general difficulty in comparing with experiments. Usually experiments are not close to criticality because the waves on the interface would then be too small to see. The Chebyshevtau method is used to numerically compute the eigenvalues. The growth rate is shown in Fig. 1 . The Landau constants are 13=-45.99-217.53i for FPG and pro =-41.87-63.90i for FVF. Our remaining constants in the amplitude equations are computed as follows: 8= -18.6-1 12i, p=0.149+5. 5 6 i, K=0.056+0.017i, y=0.048-0.048i, cg= 6 . 2 1, f-=0.218, K'=0.020, co=6.19, 8=0.026, so= 12.8, ro=27.6 . Working through our list of criteria, we find that the only condition for sideband stability which is violated is (98). A second model was developed with 11=0.97, using the same procedure as before to determine the other parameters. Hence m and r are as before. Criticality now arises at U =41.47 cm/sec, yielding the dimensionless parameters R 1 =8.416, G=0.1704, T= 106 046, 1/F 2 =32.28. The critical wave number is ko=0.46 and the eigenvalue is Al=-0.5E-5-2.885i. The outcome is qualitatively different from the previous model. We find that the following conditions are violated: the second inequality in (76), both inequalities in (79), the third inequality in (85) and (86), and (98). Hence there are sideband instabilities to many different modes. The violation of (76), i.e. K,<0, shows that the unperturbed base flow is actually unstable to three-dimensional disturbances, although it is neutral for two-dimensional disturbances. This does not contradict Squire's theorem 1 , since Squire's transformation also changes the values of the dimensionless parameters of the problem. In two-layer flows there is more than one candidate for the bifurcation parameter, and whether a transition is from stable to unstable or vice versa depends crucially on how parameters are varied. In our approach, we fixed the average liquid speed and the physical properties of the fluids and then varied Up'. The transition at U =41.47 cm/sec is from stable to unstable as Up is increased. However, if we vary RI and keep the other dimensionless parameters the same, then the transition is from unstable to stable as RI is increased. The violation of (79) shows a sideband instability to long waves. The unperturbed base flow is stable to long waves at criticality; however, as U; is increased slightly beyond the critical value we find that the band of unstable wave numbers spreads quickly. For instance, at U= 42.2 cm/sec, the range of unstable wave numbers reaches all the way down to zero.
Finally, we investigated a situation of Couette flow with zero pressure gradient. Again, 11=0.97 and the physical properties of the fluids are as above. This led to neutral 2755 Phys. Fluids A, Vol. 5, No. 11, November 1993 -0.8E-4-7.74i . In this case, we find that the only condition for sideband stability which is violated is the third inequality in (85).
The three models above yielded qualitatively different results. The first and third cases discussed above have sideband instabilities only to three-dimensional modes. The second case has sideband instability to two-dimensional long-wave modes, in addition to a three-dimensional instability of the base flow. The onset of long-wave instabilities in the base flow for slightly different values of the depths is also intriguing in the light of the observed growth of the mean-flow mode. In summary, the three cases above were not very far from long-wave instability of the base flow and were all subject to some sideband instability as well.
The remainder of this section concerns models for the generation of water waves by wind used in Ref. The Landau constants for PCF are listed in Table X of Ref. 9, where K(FPG) and K(FVF) represent ourt1 and 13+pro, respectively. We note that the first of the PCF profiles in Table X, 9 the first of the BL1 profiles and the second and third of the PPF profiles in Table III have opposing signs for the real parts of the two Landau constants and, by the remarks at the end of Sec. IV, they are Table 3a , BL2n is the nth row in Table 4a , and PCFn is the nth row in necessarily unstable to sideband perturbations. We also note that the Landau constant reported by Blennerhassett' 5 corresponds to the quantity which we denoted by z 2 in Sec. IV (cf. the remarks in the Introduction). The absolute value of z 2 has no intrinsic meaning, since it depends on the normalization of the eigenfunctions. We shall therefore report the ratio of the imaginary to the real part of z 2 . gives us some confidence in the correctness of our results. Another independent check is the value of ro, which we compute as the ratio of two complex values: ((13+ pro) -fl)/p. The value of ro must be real, and in all our calculations the argument came out very small, on the order of 10-5.
We tabulate the results of our investigation of sideband instability for several of Blennerhassett's flows in Table V . We see that all the flows violate several conditions. Thus sideband instability seems to be rather ubiquitous. In addition, the base flow is unstable to long waves for the BL21 and PPF1 profiles and to three-dimensional disturbances for the BL22 and BL23 profiles. We note that our derivation of the amplitude equations assumed that the only neutrally stable modes were at wave numbers i ko and zero and is therefore not valid for these profiles.
VI. HOMOCLINIC AND HETEROCLINIC SOLUTIONS
In this section, we shall consider only two-dimensional solutions of our amplitude equations, i.e. solutions of (2) .
For convenience, we shall write 13 in place of + apr, a in place of o-+pK, 8 in place of 8+pso and /3 in place of 13+ so. We first look for solutions which are of the form
A=exp(iecsr)A(t-ecuI), B=eB(t-ecr).
Here (o and c are a priori unknown constants which need to be found as part of the solution. Recall that A is an amplitude factor multiplying a traveling wave, which is proportional to exp(i(kOx+o 0 t)). Hence e2c represents a frequency shift of the traveling wave. Moreover, ,=e(x-cgt) , so Ec is a shift in the wave speed of the modulation relative to the group speed.
Suppressing the hats on A and B, we obtain the following system of ODEs: EyB"+ (cg-co+ec) 
We can integrate the second equation to obtain
where K is an arbitrary constant of integration, which we henceforth regard as fixed and given. In (115), we may introduce D=A' as a new variable. If, in addition, we rescale the independent variable with a factor e, then the first equation of (115) 
where d=P-b6/(cg-co). We now try to solve (119) with the ansatz 2 2 A=Csech (kg)exp(iEln cosh(kg)),
where C and E are real. Note that the expression given by (120) decays to zero at infinity. Inserting this into (119) yields the equations
We multiply the last equation by k-2 d, which yields
Comparing imaginary parts, we find that
which is solved by
The requirement that the left-hand side in ( 122) must have negative real part forces us to choose the plus sign in front of -the square root in (124). Having found E, we can now determine k by taking real parts in the first equation of (121). This yields
If k 2 as determined by (125) is positive, then Eq. (120) yields a solution, since we can now easily determine o0 by taking the imaginary part in the first equation of (121) and we can determine C from (122).
Another ansatz (see Refs. 20 and 22) for a solution is
This solution behaves like C exp(iEt) as g_ + oo and like -Cexp(-iEg) as --o . When inserted into (119), this leads to the equations -k 2 y(E 2 +3iE-2) +C 2 d=O,
:
The first equation of (127) differs from the second of (121) only in a minus sign. We therefore obtain the same expression (124) for E, but we must choose the minus sign in front of the square root. From the second equation of (127), we obtain, by comparing real parts, k2 -2,y-y) o,+ 'K=0.
Cg CO
The ansatz (126) yields a solution if k 2 as determined by (128) is positive.
We can think of (117) as a dynamical system. Since the equation is of second order and A is complex, it is a dynamical system in four dimensions. The solution given by (120) is a homoclinic orbit connecting the fixed point A = 0 to itself. The solution given by (126) is a heteroclinic orbit which approaches two different periodic orbits for An--o and c-oo. We shall now consider the question whether solutions with the same qualitative behavior exist for small nonzero e.
In general the stationary point A =0 of (117) has a two-dimensional stable and a two-dimensional unstable manifold. A homoclinic orbit requires the two manifolds to intersect, and, due to the symmetry under the transformation A -A exp (io), the two manifolds actually coincide in this case. The coincidence of these two two-dimensional manifolds in four-dimensional space will not persist under general perturbations of the equations; it is a codimension two phenomenon. However, we have the two parameters co and c at our disposal. If certain generic transversality conditions hold [analogous to condition (viii) has a two-dimensional stable and a three-dimensional unstable manifold in four-dimensional space. For the limiting periodic orbit as o--o, the numbers are reversed. Hence a heteroclinic orbit again requires the coincidence of two two-dimensional manifolds, which, under generic conditions, occurs for specific values of co(e) and c(e).
We note that in Ref. 22 the symmetry of the equations under reversal in g is exploited. This allows reducing the number or adjustable parameters from two to one; the parameter c does not occur in Ref. 22 . In the present situation, however, the symmetry under reversal in ¢ is destroyed for e#k 0.
The homoclinic and heterocinic solutions considered here are only the simplest such solutions for (119). There are many others, at least for coefficients in a certain range, and there are also spatially chaotic solutions. 2 1 Again this behavior can be expected to persist for nonzero e. Thus the sideband stability of periodic waves, investigated in the sections above, is only one aspect of predicting the possible behavior of experiments. Some of the solutions with more complicated spatial behavior might also be observed. In general, little is known about the stability of such solutions. For the solutions considered in this section, there are some limited results of a negative nature, i.e. showing instability. The homoclinic and heteroclinic solutions discussed above arise essentially from the Ginzburg-Landau part of Eq. (2) . In the following we discuss other homoclinic solutions which involve long-wave modes. We make the ansatz A =A (+ (cg-cO-ec) 
r), B= B(+ (Cg-CO-E)T).
Note that A is the amplitude factor for a traveling wave, while B represents a mean interface shift. The solutions considered below are of heteroclinic type; they either approach different constant interface heights at ±i 0o, or they approach a constant interface height at one end and a traveling wave at the other.
The ansatz above leads to the system (again we suppress the hats): 
We have the invariance q(eA exp(ith),B) expire4') 0 (eA,B) . This allows us to split the first equation in (130) 
The qualitative behavior of solutions to (132) depends on the signs of the coefficients. For the following, we consider the case where f> 0, 13<0, 5<0, K<0, 6/(Cg-co) <0;
a number of other combinations lead to similar qualitative behavior. We first consider the case &Y= 0. In that case, (133) has the three equilibrium points B=0, R=K/g and R = 0, B= zE SK//. In the (B,R) -phase plane, the first of these points is a center; the other two are saddle points. The two saddle points are connected by two heteroclinic orbits: one is part of the line R =0, the other is an arc on a parabola (cf. Ref. 22, Proposition 1.1). The phase plane portrait is displayed in Fig. 2 . For c==0 the quantity
H(RB)=R1+a~flB2+& jaR-K]
is constant along orbits of (132). Here we have set
The two orbits connecting the saddle points lie on the level set H= 0. For F> 0, H increases along orbits, while for c< 0 it decreases. As a result, the phase plane pictures in these cases look like Figs. 3 and 4. There is a heteroclinic orbit connecting one of the saddle points with the critical point at B= 0 R = K/. These heteroclinic orbits are structurally stable and hence persist for e*& 0. The orbit connecting the two saddle points occurs for a set of codimension one, i.e. for a specific choice of cCe). Even the classical Ginzburg-Landau equation allows a rich variety of solutions which is only partially understood, and the more complicated system (1) leads to even more possibilities. The analysis of sideband instability and the homoclinic and heteroclinic solutions studied in this section are only a beginning; we are far from an exhaustive description of physically realizable patterns. Clearly, there is much potential for further research on the existence and stability of solutions to our amplitude equations.
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