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Let R be a ring (not necessarily commutative) with 1. Following
Sharma and Bhatwadekar [P.K. Sharma, S.M. Bhatwadekar, A note
on graphical representation of rings, J. Algebra 176 (1995) 124–127],
we deﬁne a graph on R,(R), with vertices as elements of non-units
of R, where two distinct vertices a and b are adjacent if and only if
Ra + Rb = R. In this paper, we investigate the behavior of (R). We
are able to prove that if R is left Artinian then (R) − J(R) is con-
nected and if (R) − J(R) is a forest then (R) − J(R) is a star graph,
where J(R) is the Jacobson radical of R. For any ﬁnite ﬁeld Fq, we
obtain the minimal degree, the maximal degree, the connectivity,
the clique number and the chromatic number of(Mn(Fq)). Finally,
for any ﬁnite ﬁeld and any integer n 2, we prove that if R is a
ring with identity and (R) ∼= (Mn(F)), then R ∼= Mn(F). We also
prove that if R and S are two ﬁnite commutative rings with identity,
and n,m 2 such that(Mn(R)) ∼= (Mm(S)), then n = m and R ∼= S
provided that R is reduced.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, R will denote a ring (not necessarily commutative) with 1. If S is a subset of R, we
denote S − {0} by S∗. Also, we use Fq for the ﬁnite ﬁeld with q elements.
The study of algebraic structures, using the properties of graph theory, tends to an exciting research
topic in the last decade. There are many papers on assigning a graph to a ring, see for example [2,3,7].
Let R be a commutative ring with identity. In [8], Sharma and Bhatwadekar deﬁned a graph on R,
(R), with vertices as elements of R, where two distinct vertices a and b are adjacent if and only if
aR + bR = R. With this definition, they showed that χ((R)) < ∞ if and only if R is a ﬁnite ring, where
χ(G) is the chromatic number of a graphG. Later, in [5],Maimani et al. characterized the connectedness
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and the diameter of the graph 2(R) − J(R), where 2(R) is the subgraph of (R) induced by non-unit
elements and J(R) is the Jacobson radical of R. Recently, Wang in [9] characterized those rings R of
which 2(R) are forests and those rings R of which 2(R) − J(R) are Eulerian. He also found all ﬁnite
rings R such that the genus of 2(R) (resp. (R)) is at most one.
In this paper, we extend the above concept to non-commutative rings with identity as follows: We
assign a graph on R with vertices as elements of non-units of R, where two distinct vertices a and
b are adjacent if and only if Ra + Rb = R (we call Ra and Rb are co-maximal for this situation). For
convenience, we use (R) for this graph and call it co-maximal graph.
In Section 3, we discover several properties of (R). It is shown that if R is left Artinian then
(R) − J(R) is connected and (R) is totally disconnected or a star graph or g((R)) 4. In Section
4, we determine various numerical invariants of(Mn(Fq)), such as the minimal degree, the maximal
degree, the connectivity, the clique number and the chromatic number.
A natural question that one may ask is that if (R) ∼= (S) then is R ∼= S? where R and S are any
rings. We give a counterexample to this question in Section 4. However, for any ﬁnite ﬁeld F and
any integer n 2, we prove that if R is a ring with identity and (R) ∼= (Mn(F)), then R ∼= Mn(F).
We also prove that if R and S are two ﬁnite commutative rings with identity, and n,m 2 such that
(Mn(R)) ∼= (Mm(S)), then n = m and R ∼= S if R is reduced.
2. Preliminaries
We review some background of graph theory from [4] in this section.
A simple graph G is an ordered pair of disjoint sets (V , E) such that V = V(G) is the vertex set of G
and E = E(G) is the edge set ofG. Often, wewriteG for V(G). The order of a graphG, written by |G|, is the
cardinality of V(G). A subgraph of G is a graph having all of its vertices and edges in G. Let V ′ ⊆ V(G);
then G − V ′ is the subgraph of G obtained by deleting the vertices in V ′ and all edges incident with
them. For any set S of vertices of G, the induced subgraph 〈S〉 is the maximal subgraph of Gwith vertex
set S. Thus, two vertices of S are adjacent in 〈S〉 if and only if they are adjacent in G. Let v ∈ V ; then the
degree of v, denoted by deg(v), is the number of edges of G incident with v. Theminimal degree among
the vertices of G is denoted δ(G) while (G) is the largest such number. If δ(G) = (G) = r, then all
vertices have the same degree and G is called regular of degree r. We write degG = r in this situation.
A bipartite graph (bigraph) G is a graph whose point set V can be partitioned into two subsets V1
and V2 such that every edge of G joins V1 with V2. If G contains every edge joining V1 and V2, then G is
a complete bipartite graph. If |V1| = m and |V2| = n, we use the symbol Km,n for the complete bipartite
graph. Moreover, ifm = 1 or n = 1, then G is called a star graph. A graph in which each pair of distinct
vertices is joined by an edge is called a complete graph. We use Kn for the complete graph with n
vertices.
Let G1 and G2 be graphs such that they have disjoint vertex sets and edge sets. Their join deﬁned
by Zykov is denoted G1 + G2 and consists of G1 ∪ G2 and all edges join V(G1) and V(G2). In particular,
Kn,n is the join of two copies of the complement graph of Kn.
A graph G is said to be connected if for any u and v in G there exists a path from u to v. A graph G
is said to be totally disconnected if the edge set E(G) = ∅. The connectivity κ = κ(G) of a graph G is the
minimum number of vertices whose removal results is a disconnected or trivial graph. It is known
that κ(G) δ(G). The distance d(u, v) between two vertices u and v in G is the length of a shortest path
walking through distinct vertices join them if any; otherwise d(u, v) = ∞. The diameter of a graph G,
denoted by diam(G) or simply d(G), ismax{d(u, v)|u and v are distinct vertices inG}. The girth of a graph
G, denoted by g(G), is the length of the minimal cycle in G. If G has no cycles, then g(G) = ∞ and G is
called a forest. G is called a tree if G is connected and has no cycles.
The chromatic number of a graph G, denoted χ(G), is deﬁned to be the minimal number of colors
which can be assigned to the vertices of G in such away that every two adjacent vertices have different
colors. A subset C of vertex set of G is called a clique if any two distinct vertices of C are adjacent;
the number ω(G) is the least upper bound of the size of the cliques, and clearly χ(G) ω(G). A set of
vertices in G is independent if no two of them adjacent. The largest number of vertices in such a set is
called the independence number of G and is denoted by α(G).
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To end this section, we introduce the following notion:
Deﬁnition 2.1. Let G be a ﬁnite simple graph with vertex set {w1, . . . ,wm} and edge set E(G); then G(t)
is the ﬁnite simple graph with vertex set {wij|1 i  t, 1 j  m} and edge set {wijwkl|j /= l,wjwl ∈
E(G)}.
Remark 2.2. (i) Observe that wijwkl is not an edge of G
(t) if j = l.
(ii) If H is a ﬁnite simple graph such that H(t) ∼= G(t) then H ∼= G.
3. Co-maximal graphs of general rings
Throughout, let R be a ring (not necessarily commutative) with 1 and(R) be the co-maximal graph
deﬁned in the introduction. Let U(R) be the set of units of R, Maxl(R) be the set of all maximal left
ideals of R and J(R) be the Jacobson radical of R, i.e., the intersection of all maximal left ideals. Note
that if x ∈ J(R) then x is an isolated vertex in(R) and if |Maxl(R)| = 1 then(R) is totally disconnected.
Therefore,(R) is never connected and if(R) − J(R) is connected, then |Maxl(R)| 2. In this section,
we derive several properties of (R). Recall that R is called semi-simple if J(R) = 0.
Remark 3.1. A number of definitions of semi-simple require that the ring be left Artinian. This is not
the case in this article.
Theorem 3.2. Let R be simisimple and left Artinian. If |Maxl(R)| 2, then (R) − J(R) is connected and
the diameter of (R) − J(R) is at most 3.
Proof. Let a, b ∈ (R) − J(R) such that a is not adjacent to b. Since R is left Artinian, the set of all non-
zero left ideals contained in Ra has a minimal element, say I. Then I = Rx for some non-zero element
in R and x is not adjacent to b. Thus, we may assume that Ra is a non-zero minimal left ideal, so
is Rb. Since a /= 0, there is a maximal left ideal m such that Ra +m = R, so that there are elements
c ∈m and s ∈ R such that sa + c = 1.Wemay further assume that sa = a and a + c = 1. Let y ∈m; then
y − yc = ya ∈ Ra ∩m = 0 as Ra is a minimal left ideal. Thusm = Rc. Similarly, there is a maximal left
ideal n with generator d such that b + d = 1. Suppose c is not adjacent to b and d is not adjacent to a,
otherwise, we are done. Therefore,m /= nwhich implies that c is adjacent to d. We can now conclude
that (R) − J(R) is connected and the diameter of the graph (R) − J(R) is at most 3. 
Theorem 3.3. Let R be a ring such that |Maxl(R)| 2. Then the following hold:
(i) If R contains a non-trivial nilpotent element, then g((R)) 4.
(ii) If (R) − J(R) is a forest, then (R) − J(R) is a star graph.
Proof. (i) By assumption, there exists an element c ∈ R∗ such that c2 = 0. Since |Maxl(R)| 2, there are
elements a, b ∈ R∗ − U(R) such that a + b = 1. Consider the left ideals R(b + c) + Ra, R(a + c) + Rb and
R(a + c) + R(b + c). Observe that c = c(b + c) + ca ∈ R(b + c) + Ra and a + b + c ∈ R(b + c) + Ra. Thus,
R(b + c) + Ra = R. Similarly, R(a + c) + Rb = R and R(a + c) + R(b + c) = R. Therefore, a − b − (a + c) −
(b + c) − a is a cycle of length 4. This shows the assertion.
(ii)Assume(R) − J(R) is a forest. Since |Maxl(R)| 2, thereareelements e, f ∈ R such that e + f = 1.
If e2 /= e, then f 2 /= f , so that e − f − e2 − f 2 − e is cycle of length 4, a contradiction. Therefore, e2 = e
and then f = 1 − e is an idempotent, too. By the Peirce decomposition [6, (21.3)]
R = eRe ⊕ eRf ⊕ fRe ⊕ fRf .
Since the elements in eRf and fRe are nilpotent, by (i), eRf = 0 = fRe. Hence, R = eRe ⊕ fRf . Let R1 = eRe
andR2 = fRf . Suppose |Maxl(R1)| 2 for amoment. From the proof of the beginning,R1 has non-trivial
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idempotents c and d such that c + d = e. Notice that R(c + f ) + Re = R as c = c2 = c(c + f ) ∈ R(c + f )
and c + f + e ∈ R(c + f ) + Re. Similarly, R(d + f ) + Re = R. Moreover, R(c + f ) + R(d + f ) = R as c, d, f ∈
R(c + f ) + R(d + f ). So, e − (c + f ) − (d + f ) − e is a triangle, a contradiction. Therefore, |Maxl(R1)| =
|Maxl(R2)| = 1. If there are a, b ∈ U(R1) and c, d ∈ U(R2) then (a, 0) − (0, c) − (b, 0) − (0, d) − (0, a) is a
cycle, a contradiction. Thus one of the Ri is Z2. Hence (R) − J(R) is a star graph. 
From the proof of Theorem 3.3, we are able to obtain the following.
Corollary 3.4. Let R be a ring. Then the following hold:
(i) If (R) contains a cycle, then g((R)) 4.
(ii) (R) is totally disconnected or a star graph or g((R)) 4.
4. Co-maximal graphs of matrix rings
For any ring R with identity, we denote Mm×n(R) the module of all m × n matrices over R. If R is a
ﬁeld and A ∈ Mm×n(R) then we call the rank of A is k, denoted by rank A = k, if the dimension of the
column space in Rm spanned by the column vectors of A is k. The following two lemmas may be seen
in some literatures. Here we give sketched proofs to them.
Lemma 4.1. Let R = Mm×n(Fq), where m n 2. Then the following hold:
(i) |{A ∈ R|rank A = 1}| = (qn−1 + qn−2 + · · · + q + 1)(qm − 1).
(ii) |{A ∈ R|rank A = n − 1}| =
(
qn−1
q−1
)
(qm − 1) · (qm − q) · · · (qm − qn−2).
Proof. (i) Let A ∈ R of rank 1 and let v1, . . . , vn be the set of column vectors of A. If n = 2, then v1 is
either a zero vector or v1 is non-zero and v2 is a multiple of v1, so that
|{A ∈ R|rank A = 1}| = (qm − 1) + (qm − 1)q = (qm − 1)(q + 1).
Suppose that n > 2. If v1, . . . , vn−1 are all zero vectors, then the number of choices of A is (qm − 1).
If the space spanned by {v1, . . . , vn−1} has rank 1, then the number of choices of A is (qm − 1)(qn−2 +
· · · + q + 1)q by induction. Hence the assertion follows.
(ii) Let A ∈ R of rank n − 1 and let v1, . . . , vn be the set of column vectors of A. If n = 2, then it is the
content of (i).
Suppose that n > 2. If {v1, . . . , vn−1} are linear independent then the number of choices of A is
qn−1 · (qm − 1)(qm − q) · · · (qm − qn−2). If the space spanned by {v1, . . . , vn−1} has rank n − 2, then the
number of choices of A is
(1 + q + · · · + qn−2) · (qm − 1)(qm − q) · · · (qm − qn−3) · (qm − qn−2).
Hence the assertion follows. 
For any ring R with identity, we denote Mn(R) the ring of all n × n matrices over R. Also, for any i
and j, 1 i, j  n, we denote by Eij the element ofMn(R) whose (i, j) entry is 1 and other entries are 0.
Lemma 4.2. Let R = Mn(Fq). Then the following hold:
(i) |Maxl(R)| = q
n−1
q−1 .
(ii) Every maximal left ideal of R is principal.
(iii) There are (qn − 1)(qn − q) · · · (qn − qn−2) distinct elements can be generators for every maximal left
ideal of R.
(iv) There are qn(n−1) elements in every maximal left ideal of R.
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Proof. Notice that everymatrix of rank n − 1 in anymaximal left ideal generates themaximal left ideal
itself. So, everymaximal left ideal of R is principal. This shows (ii). Moreover, the number ofmatrices in
every maximal left ideal that can be a generator is the same as the number of matrices in themaximal
left ideal RE11 + · · · + REn−1,n−1 that can be a generator, which is (qn − 1)(qn − q) · · · (qn − qn−2). This
shows (iii). (i) follows by Lemma 4.1(ii). Finally, (iv) is clear. 
Theorem 4.3. Let R = Mn(Fq) and G = (R) − J(R). Then the following hold:
(i) |V(G)| = qn2 − 1 − (qn − 1)(qn − q) · · · (qn − qn−1).
(ii) G is connected and d(G) = 2.
(iii) δ(G) = (qn−1) · (qn − 1)(qn − q) · · · (qn − qn−2) and (G) = |G| − (qn(n−1) − 1).
(iv) G is regular if and only if n = 2.
(v) κ(G) = δ(G).
(vi) |{A ∈ G|deg(A) = δ(G)}| = (qn−1)2
q−1 .
(vii) ω(G) = χ(G) = |Maxl(R)|.
Proof. (i) |V(G)| = |Mn(Fq)| − 1 − |GL(n,Fq)| = qn2 − 1 − (qn − 1)(qn − q) · · · (qn − qn−1).
(ii) G is connected by Theorem 3.2 since R is left Artinian, semi-simple and |Maxl(R)| 3. To see
d(G) = 2, let a, b ∈ R∗ − U(R) such that Ra + Rb /= R. As in the proof of Theorem3.2,wemay assume that
Ra and Rb are non-zerominimal left ideals of R. In particular, rank a = rank b = 1. If Ra = Rb, then there
is a maximal left idealm such that a /∈m, so that a and b are both adjacent to c, where c is a generator
ofm. Therefore, we are done. To complete the proof, we assume Ra + Rb has rank 2, or equivalently,
Ra /= Rb. Hence, we may further assume that a = E11 and Ra + Rb = RE11 + RE22. If Rb = RE22, then the
maximal left ideal m = R(E11 + E22) + RE33 + · · · + REnn is both co-maximal with Ra and Rb, so that
a and b are both adjacent to c, where c is a generator of m. If b /∈ RE22, then the maximal left ideal
m = RE22 + RE33 + · · · + REnn is both co-maximal with Ra and Rb, so that a and b are both adjacent to
any generator ofm. This completes the proof.
(iii) It is clear that δ(G) is the degree of E11. Since RE11 + Ra = R implies that a is a generator of a
maximal left ideal of R that is co-maximalwith RE11, we need to ﬁnd the number ofmaximal left ideals
ofR that are co-maximalwithRE11. Observe that ifm is a leftmaximal ideal ofR that is co-maximalwith
RE11 must contain REii for every i  2. So, the number of maximal left ideals of R that are co-maximal
with RE11 is q
n−1. By Lemma 4.2(iii), the degree of E11 is (qn−1)(qn − 1)(qn − q) · · · (qn − qn−2).
On the other hand, (G) is the degree of every generator of any maximal left ideal of R. Therefore,
the number is
|G| − |{a ∈ G|a is not adjacent to c}| = |G| − |{a ∈m∗}| = |G| − (qn(n−1) − 1),
wherem is a maximal left ideal of R andm = Rc.
(iv) It is clear that G is regular if n = 2. If n 3, then δ(G) = deg E11 < deg(E11 + E22) (G). So,
the assertion follows.
(v) Let S be any vertex set with |S| < δ(G). Consider the graph G − S. Let a and b be any vertices
of G − S. We need to ﬁnd a path in G − S joins a to b. If Ra + Rb = R, then a and b are adjacent in
G − S. So we may assume that Ra + Rb ⊆ Rc for some maximal left ideal Rc. Since (G) δ(G) > |S|,
the neighborhoods of c cannot be all in S, therefore, there is another maximal idealm and a generator
d ofm (i.e.,m = Rd) which is not in S. So both a and b are adjacent to d. This completes the proof.
(vi) The cardinality of {A ∈ G|deg(A) = δ(G)} is the number of matrices of rank 1 in Mn(Fq). Let A
be a matrix of rank 1 and {v1, . . . , vn} be the column vectors of A. Suppose that vi is the ﬁrst non-zero
vector of the set {v1, . . . , vn}. Then the number of choices of vi is qn − 1 and the choices of vj is q for
every j > i. Therefore, the number of choices of A is (qn − 1) · (qn−1 + qn−2 + · · · + q + 1) = (qn−1)2
q−1 .
(vii) It is clear that ω(G) χ(G). Let t be the number of maximal left ideals of R and let {m1, . . . ,mt}
be the set of all maximal left ideals of R. Let S1 =m1 and Si =mi −mi ∩ (m1 ∪ · · · ∪mi−1) for every
i  2; then it is clear that every Si is an independent set,G = ∪ti=1Si and Si ∩ Sj = ∅ for i /= j. So,χ(G) t.
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Finally, since {m1, . . . ,mt} is the set of all maximal left ideals of R, we can choose a generator di for
every maximal left idealmi. Then {d1, · · · , dt} forms a clique of order t. Therefore, t  ω(G). 
A natural question that one may ask is that if (R) ∼= (S) then is R ∼= S? where R and S are any
rings. The following example shows the answer of the question is false. However, the question has an
afﬁrmative answer if one of the above rings is a matrix ring over a ﬁnite ﬁeld as Theorem 4.5 shows.
Example 4.4. Let R = Mn(Z4) and S = Mn(Z2[x]/(x2)); then R  S but (R) ∼= (S).
Proof. It is enough to show that (R) ∼= (S). Notice that |J(R)| = |J(Z4)|n2 = |J(Z2[x]/(x2))|n2 = |J(S)|.
Let t be this number and G = (Mn(Z2)); then (R) ∼= G(t) ∼= (S). 
Theorem 4.5. Let R be a ring with identity and n 2. If (R) ∼= (Mn(Fq)), then R ∼= Mn(Fq).
Proof. Since Mn(Fq) is ﬁnite, R is ﬁnite by [1, Remark 1]. Moreover, Mn(Fq) is semi-simple, so is R.
By the Wedderburn–Artin Theorem, R ∼= Mn1 (F1) × · · · × Mnr (Fr) for some ﬁnite ﬁelds Fi and positive
integer r. Let G = (Mn(Fq)), G′ = (R) and φ be a graph isomorphism from G to G′. Let |Fi| = qi for all
i. We will show later that q1 = q2 = · · · = qr and n1 = n2 = · · · = nr . For this, we ﬁx some notations:
LetMi be the set of all maximal left ideals of R of the form
Mn1 (F1) × · · · × Mni−1 (Fi−1) ×m× Mni+1 (Fi+1) × · · · × Mnr (Fr),
wherem is amaximal left idealofMni (Fi). ThenMaxl(R) = ∪ri=1Mi. Sinceω(G) = ω(G′), |Maxl(Mn(Fq))| =|Maxl(R)|, so that by Lemma 4.2
qn − 1
q − 1 =
r∑
i=1
q
ni
i
− 1
qi − 1
. (1)
Let u be the number of matrices that can be generators of a maximal left ideal in Mn(Fq) and let
ui be the number of elements that can be generators in any maximal left ideal in Mi. Let T = {A ∈
V(G)|deg(A) = (G)} and T ′ = {A ∈ V(G′)|deg(A) = (G′)}. Since 〈T〉 ∼= 〈T ′〉, 〈T〉 is the join of qn−1q−1 copies
of the complement graph of Ku and 〈T ′〉 is the join of∑ri=1 qnii −1qi−1 copies of the complement graph of
Kui . Therefore, u = ui for every i. In particular, ni  2 for every i.
Letm be a maximal left ideal in Mn(Fq) and A be any generator ofm; then deg(φ(A)) = (G′) and
φ(A) generates a maximal left ideal of R. Sincem is the only maximal independent set containing A,
the ideal generated by φ(A) is the only maximal independent set containing φ(A). Therefore, φ(m) is a
maximal left ideal of R. Thus, φ induces a 1 − 1 correspondence between the set of maximal left ideals
ofMn(Fq) and those of R. In particular, if B = E11 inMn(Fq) and if
Bi = 0Mn1 (F1) × · · · × 0Mni−1 (Fi−1) × E11 × 0Mni+1(Fi+1) × · · · × 0Mnr (Fr )
in Mn1 (F1) × · · · × Mnr (Fr), then deg(B) = δ(G) = δ(G′) = deg(Bi) for every i. Since deg(B) = uqn−1 =
|GL(n,Fq)|
q−1 and deg(Bi) = uiq
ni−1
i
=
∏r
j=1 |GL(nj ,Fj)|
qi−1
qn−1 = qni−1
i
and
|GL(n,Fq)|
q − 1 =
∏r
j=1 |GL(nj , Fj)|
qi − 1
for every i (2)
as u = ui. Therefore, q1 = q2 = · · · = qr and n1 = n2 = · · · = nr .
By Theorem 4.3
(qn − 1)2
q − 1 =
r∑
i=1
(q
ni
i
− 1)2
qi − 1
(3)
as |{A ∈ V(G)|deg(A) = δ(G)}| = |{A ∈ V(G′)|deg(A) = δ(G′)}|. Now, by (1) and (3) and the fact that q1 =
q2 = · · · = qr and n1 = n2 = · · · = nr , we see that qn = qn11 . Hence by (2), q = q1, n = n1 and r = 1. Thus,
R ∼= Mn(Fq). 
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To end this section, wewill show that if R and S are two ﬁnite commutative rings with identity, and
n,m 2 such that (Mn(R)) ∼= (Mm(S)), then n = m and R ∼= S provided that R is reduced. For this,
we need a lemma.
Lemma 4.6. Let R be a ﬁnite commutative ring and
R ∼= F1 × · · · × Fr ,
where Fi is a ﬁnite ﬁeld for every i. Let G = (Mn(F1) × · · · × Mn(Fr)) for some n 2. If m is a maximal
left ideal of Mn(F1) and A is a generator of
m× Mn(F2) × · · · × Mn(Fr),
then deg(A) = (G) if q1  qi for every i, where qi = |Fi| for every i.
Proof. Letmi be a maximal left ideal ofMn(Fi) and Ai be a generator of
Mn(F1) × · · · × Mn(Fi−1) ×mi × Mn(Fi+1) × · · · × Mn(Fr)
for i = 1, . . . , r. Then
(G) = max{deg(A1), . . . , deg(Ar)}.
However
deg(Ai) = |G| − (|Mn(F1) × · · · × Mn(Fi−1) ×mi × Mn(Fi+1) × · · · × Mn(Fr)| − 1)
|G| −
(
(q1 · · · qr)n2
qn
i
− 1
)
.
So, if q1  qi for every i, then deg(A1) = (G). 
Theorem 4.7. Let R and R′ be two ﬁnite commutative rings with identity. Let n,m 2. If R is reduced and
(Mn(R)) ∼= (Mm(R′)), then n = m and R ∼= R′.
Proof. Observe that R′ is also reduced. Otherwise(Mm(R′)) has at least two isolated vertices. Assume
that
R ∼= F1 × F2 × · · · × Fr
and
R′ ∼= F ′1 × F ′2 × · · · × F ′r′ ,
where Fi and F
′
j
are ﬁnite ﬁelds for every i and j. Let qi = |Fi| and q′j = |F ′j | for every i and j, we may
further assume qr  · · · q1 and q′r′  · · · q′1. Let G = (Mn(F1) × · · · × Mn(Fr)), G′ = (Mm(F ′1) ×· · · × Mm(F ′r′ )) and φ be a graph isomorphism from G to G′. Let t (resp. t′) be the integer such that
q1 = · · · = qt (resp. q′1 = · · · = q′t′ ) and qt+1 < qt (resp. q′t′+1 < q′t′ ). We will show later that q1 = q′1,
n = m and t = t′. For this, we ﬁx some notations:
LetMi be the set of all maximal left ideals ofMn(R) of the form
Mn(F1) × · · · × Mn(Fi−1) ×m× Mn(Fi+1) × · · · × Mn(Fr),
wherem is a maximal left ideal ofMn(Fi); thenMaxl(Mn(R)) = ∪ri=1Mi. LetM′i be the set of all maximal
left ideals ofMm(R
′) of the form
Mm(F
′
1) × · · · × Mm(F ′i−1) ×m× Mm(F ′i+1) × · · · × Mm(F ′r′ ),
where m is a maximal left ideal of Mm(F ′i ); then Maxl(Mm(R
′)) = ∪r′
i=1M
′
i
. Observe that |Mi| =
|Maxl(Mn(Fi))| = q
n
i
−1
qi−1 and |M
′
i
| = |Maxl(Mm(F ′i ))| =
(q′
i
)m−1
(q′
i
)−1 by Lemma 4.2.
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Letm be amaximal left ideal in ∪t
i=1Mi and A be any generator ofm; then deg(A) = (G) by Lemma
4.6, so that deg(φ(A)) = (G′) and φ(A) is a generator of the maximal left ideal it generates. Since
m is the only maximal independent set containing A, the ideal generated by φ(A) is the maximal
independent set containing φ(A). Therefore, φ(m) is a maximal left ideal of ∪t′
i=1M
′
i
. Thus, φ induces a
1–1 correspondence between the set of maximal left ideals of ∪t
i=1Mi and those of ∪t
′
i=1M
′
i
. Hence
t
qn
1
− 1
q1 − 1 = t
′ q
′m
1
− 1
q′
1
− 1 . (4)
Let ui (resp. u
′
i
) be the number of elements that can be generators in any maximal left ideal in Mi
(resp.M′
i
); then
ui =
∏r
j=1 |GL(n, Fj)|
qn
i
− qn−1
i
and
u′i =
∏r′
j=1 |GL(m, F ′j )|
(q′
i
)m − (q′
i
)m−1
by Lemma 4.2. Therefore, u1 = · · · = ut and u′1 = · · · = u′t′ . Let u = ui for i  t and u′ = u′i for i  t′.
Let
T = {A ∈ V(G)|deg(A) = (G)}
and
T ′ = {A ∈ V(G′)|deg(A) = (G′)}.
Observe that the subgraph of G induced by T is the join of
∑t
i=1
qn
i
−1
qi−1 copies of the complement graph
of Ku. Since φ(T) = T ′ and 〈T〉 ∼= 〈T ′〉, we obtain that u = u′.
InMn(F1) × · · · × Mn(Fr), let
Bi = 0Mn(F1) × · · · × 0Mn(Fi−1) × E11 × 0Mn(Fi+1) × · · · × 0Mn(Fr )
and inMm(F
′
1
) × · · · × Mm(F ′r′ ), let
B′i = 0Mm(F ′1) × · · · × 0Mm(F ′i−1) × E11 × 0Mm(F ′i+1) × · · · × 0Mm(F ′r′ ),
then by Theorem 4.3
deg(Bi) = uqn−1i =
∏r
j=1 |GL(n, Fj)|
qi − 1
and
deg(B′i) = u′(q′i)m−1 =
∏r′
j=1 |GL(m, F ′j )|
q′
i
− 1 . (5)
By (5) and u = u′, we obtain that
qn−1
1
= (q′1)m−1. (6)
Now, by Theorem 4.3
t
(qn
1
− 1)2
q1 − 1 = t
′ (q
′m
1
− 1)2
q′
1
− 1 . (7)
By (4) and (7) we see that qn
1
= q′m
1
. Therefore, by (6), q1 = q′1. It follows that n = m and t = t′.
From the proof of the above we may assume there exists an integer j such that |qi| = |q′i| for i 
j, qj+1 < qj and q′j+1 < q
′
j
. Assume qj+1 = · · · = qj+t > qj+t+1 and q′j+1 = · · · = q′j+t′ > q′j+t′+1 for some
integers t and t′. Then to complete the proof we need only to show that qj+1 = q′j+1 and t = t′.
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Let T0 (resp. T
′
0
) be the set of generators of all maximal left ideals of ∪j
i=1Mi (resp. ∪
j
i=1M
′
i
). Let T1
(resp. T ′
1
) be the set of generators of allmaximal left ideals of∪j+t
i=j+1Mi (resp.∪
j+t′
i=j+1M
′
i
). Then φ(T0) = T ′0
and 〈T0〉 ∼= 〈T ′0〉. Thus, 〈G − T0〉 ∼= 〈G′ − T ′0〉 and 〈T1〉 ∼= 〈T ′1〉. Recall the definitions of Bi,B′i,ui and u′i. By (5)
δ(〈G − T0〉) = deg(Bj+i) = uj+iqn−1j+1 and
δ(〈G′ − T ′0〉) = deg(B′j+i) = u′j+i(q′j+1)n−1. (8)
Thus, uj+1 = · · · = uj+t and u′j+1 = · · · = u′j+t′ . On the other hand, the subgraph of G − T0 induced by
T1 is the join of
∑t
i=1
qn
j+i−1
qj+i−1 copies of the complement graph of Ku, where u = ui for i = j + 1, . . . , j + t.
Similarly, the subgraph of G − T0 induced by T1 is the join of
∑t′
i=1
(q′
j+i)
n−1
(q′
j+i)−1
copies of the complement
graph of Ku′ , where u′ = u′i for i = j + 1, . . . , j + t′. Therefore
u = u′ and
t∑
i=1
qn
j+i − 1
qj+i − 1
=
t′∑
i=1
(q′
j+i)
n − 1
(q′
j+i) − 1
. (9)
By (8) and (9), qj+1 = q′j+1 and t = t′. This complete the proof. 
Corollary 4.8. Let R and R′ be two ﬁnite commutative rings with identity. If(Mn(R)) ∼= (Mm(R′)), then
n = m and |R| = |R′|.
Proof. Let G = (Mn(R/J(R))) and H = (Mm(R′/J(R′))). Since (Mn(R)) has |J(R)|n2 isolated vertices
and(Mm(R′)) has |J(R′)|m2 isolated vertices, |J(R)|n2 = |J(R′)|m2 . Let t be this number; then by Remark
2.2(ii), G ∼= H as(Mn(R)) ∼= G(t) and(Mm(R′)) ∼= H(t). So by Theorem 4.7, n = m and R/J(R) ∼= R′/J(R′).
Thus, |R| = |R′|. 
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