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Abstract
Machine learning technology has taken quantum leaps in the past few years. From the rise
of voice recognition as an interface to interact with our computers, to self-organising photo
albums and self-driving cars. Neural networks and deep learning contributed significantly to
drive this revolution. Yet, biomedicine is one of the research areas that has yet to fully embrace
the possibilities of deep learning. Engaged in a cross-disciplinary subject, researchers, and
clinical experts are focused on machine learning and statistical signal processing techniques.
The ability to learn hierarchical features makes deep learning models highly applicable to bio-
medicine and researchers have started to notice this.
The first works of deep learning in biomedicine are emerging with applications in diagnostics
and genomics analysis. These models offer excellent accuracy, even comparable to that of
human doctors. Despite the exceptional classification performance of these models, they are
still used to provide quantitative results. Diagnosing cancer proficiently and faster than a hu-
man doctor is beneficial, but automatically finding which biomarkers indicate the existence of
cancerous cells would be invaluable. This type of qualitative insight can be enabled by the
hierarchical features and learning coefficients that manifest in deep models. It is this qualitat-
ive approach that enables the interpretability of data and explainability of neural networks for
biomedicine, which is the overarching aim of this thesis.
As such, the aim of this thesis is to investigate the use of neural networks and deep learning
models for the qualitative assessment of biomedical datasets. The first contribution is the pro-
position of a non-iterative, data agnostic feature selection algorithm to retain original features
and provide qualitative analysis on their importance. This algorithm is employed in numerous
areas including Pima Indian diabetes and children tumour detection. Next, the thesis focuses on
the topic of epilepsy studied through scalp and intracranial electroencephalogram recordings
of human brain activity. The second contribution promotes the use of deep learning models
for the automatic generation of clinically meaningful features, as opposed to traditional hand-
crafted features. Convolutional neural networks are adapted to accommodate the intricacies of
electroencephalogram data and trained to detect epileptiform discharges. The learning coeffi-
cients of these models are examined and found to contain clinically significant features. When
combined, in a hierarchical way, these features reveal useful insights for the evaluation of treat-
ment effectivity. The final contribution addresses the difficulty in acquiring intracranial data
due to the invasive nature of the recording procedure. A non-linear brain mapping algorithm is
proposed to link the electrical activities recorded on the scalp to those inside the cranium. This
process improves the generalisation of models and alleviates the need for surgical procedures.
Key words: Deep Learning, Neural Networks, Biomedicine, Epilepsy
Email: a.antoniades@surrey.ac.uk
WWW: http://www.eps.surrey.ac.uk/
Publications
The publications listed below account partially for the originality of the work presented herein.
A. Antoniades and C. C. Took, “A Google approach for computational intelligence in big data,”
IEEE International Joint Conference on Neural Networks (IJCNN), pp. 1050–1054, July 2014.
A. Antoniades and C. C. Took, “Speeding up feature selection: A deep-inspired network prun-
ing algorithm,” IEEE International Joint Conference on Neural Networks (IJCNN), pp. 360–
366, July 2016.
A. Antoniades, C. C. Took, and Y. Jin, “An improved mini-batching technique: Sample-and-
Learn,” IEEE Symposium Series on Computational Intelligence (SSCI), pp. 1–7, Dec 2016.
A. Antoniades, L. Spyrou, C. C. Took and S. Sanei, “Deep learning for epileptic intracranial
EEG data,” IEEE 26th International Workshop on Machine Learning for Signal Processing
(MLSP), pp. 1–6, 2016.
D. Morris, A. Antoniades and C. C. Took, “On Making Sense of Neural Networks in Road
Analysis,” IEEE International Joint Conference on Neural Networks (IJCNN), May 2017.
[Preprint] A. Antoniades, L. Spyrou, D. M. Lopez, A. Valentin, G. Alarcon, S. Sanei and C. C.
Took, “Detection of Interictal Discharges with Convolutional Neural Networks Using Discrete
Ordered Multichannel Intracranial EEG,” IEEE Trans. on Neural Systems and Rehabilitation
Engineering, 2017.
[Under Major Revision] A. Antoniades, L. Spyrou, S. Sanei and C. C. Took, “Deep neural ar-
chitectures for mapping scalp to intracranial EEG,” International Journal of Neural Systems,
2017.
Acknowledgements
I would like to thank my supervisors Dr. Clive Cheong Took, Prof. Yaochu Jin and Dr. Saeid
Sanei for their guidance and support throughout my PhD. Their advice has helped me grow
as a researcher and an individual. I am thankful to the Department of Computer Science for
providing the funding for my PhD. Special thanks to Dr. Loukianos Spyrou, whose acumen
and wits have fuelled my work.
I am grateful to David Martin Lopez, Dr. Gonzalo Alarcon from King’s College London,
and Dr. Antonio Valentin from King’s College Hospital for recording and labelling the EEG
datasets used in this thesis.
I would like to extend thanks to my colleagues in the Computer Science department for creat-
ing an exciting work environment.
I am also grateful to my friends and family for their support and feigned interest in my work.
Specifically, I would like to commend my partner, whose perseverance has exceeded all ex-
pectations the past three years.
Declaration
This thesis and the work to which it refers are the results of my own efforts. Any ideas, data,
images or text resulting from the work of others (whether published or unpublished) are fully
identified as such within the work and attributed to their originator in the text, bibliography or
in footnotes. This thesis has not been submitted in whole or in part for any other academic
degree or professional qualification. I agree that the University has the right to submit my work
to the plagiarism detection service TurnitinUK for originality checks. Whether or not drafts
have been so-assessed, the University reserves the right to require an electronic version of the
final document (as submitted) for assessment as above.
Signed: ....Andreas..Antoniades.... Date: ....October..2017....
Contents
Abbreviations xii
List of Mathematical Notations xiii
List of Figures xvi
List of Tables xvii
1 Introduction 1
1.1 Machine learning in medicine . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Literature review 7
2.1 Artificial neural networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.1 Feed-forward neural networks . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Practical considerations for neural networks . . . . . . . . . . . . . . . . . . . 17
2.2.1 Normalised learning rate . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.2 Momentum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.3 Weight sharing and neural topology restriction . . . . . . . . . . . . . 18
2.3 Deep learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.1 Autoencoders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.2 Convolution in neural networks . . . . . . . . . . . . . . . . . . . . . 23
2.4 Dealing with data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.1 Data normalisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
ix
x Contents
2.4.2 Imbalanced data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.3 Distance metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.5 Evaluating model performance . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.5.1 Confusion matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.5.2 Receiver operating characteristic . . . . . . . . . . . . . . . . . . . . . 32
2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3 Speeding up feature selection 34
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2 Feature manipulation for machine learning . . . . . . . . . . . . . . . . . . . . 35
3.3 Motivation for non-iterative feature selection . . . . . . . . . . . . . . . . . . 36
3.4 Deep-inspired network pruning (DNP) . . . . . . . . . . . . . . . . . . . . . . 38
3.4.1 Algorithm description . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.4.2 Analysis of computational complexity . . . . . . . . . . . . . . . . . . 40
3.5 Physical meaning behind sampled features . . . . . . . . . . . . . . . . . . . . 43
3.6 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.6.1 MNIST dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.6.2 Small round blue cell tumour dataset . . . . . . . . . . . . . . . . . . . 46
3.6.3 Pima Indian diabetes and sonar datasets . . . . . . . . . . . . . . . . . 47
3.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4 Deep learning for epileptic intracranial EEG data 50
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2 Automatic generation of features for IED waveforms . . . . . . . . . . . . . . 51
4.2.1 CNNs for EEG data . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2.2 Epileptic EEG dataset . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2.3 Feature generation using deep neural networks . . . . . . . . . . . . . 56
4.2.4 Making sense of epileptic EEG using machine learning . . . . . . . . . 62
4.3 Going deeper using discrete ordered labels . . . . . . . . . . . . . . . . . . . . 63
4.3.1 Benefiting deep models with moderately different classes . . . . . . . . 63
4.3.2 Binary vs multiclass IED detection . . . . . . . . . . . . . . . . . . . . 65
4.3.3 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.3.5 Computational complexity . . . . . . . . . . . . . . . . . . . . . . . . 76
4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
Contents xi
5 Deep neural architectures for mapping scalp to intracranial EEG 79
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.2 Problem formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.3 Asymmetric autoencoders . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.4 The proposed deep neural network for the classification of scalp EEG . . . . . 84
5.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.5.1 Simulations using synthetic signals . . . . . . . . . . . . . . . . . . . 87
5.5.2 Detection of IEDs from scalp EEG . . . . . . . . . . . . . . . . . . . . 88
5.6 Results and discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6 Conclusion 98
6.1 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
Appendix A 102
A.1 Connecting subject correlation to performance . . . . . . . . . . . . . . . . . . 102
Bibliography 105
Abbreviations
AAE Asymmetric Auto Encoder
AE Auto Encoder
ASAE Asymmetric Symmetric Auto Encoder
AUC Area Under the Curve
BCI Brain Computer Interface
BP Backward Propagation
CE Cross Entropy
CNN Convolutional Neural Networks
DNP Deep inspired Network Pruning
dB Decibel
EEG Electroencephalogram
FN False Negative
FO Foramen Ovale
FP False Positive
FPR False Positive Rate
GPU Graphics Processing Unit
ICA Independent Component Analysis
IED Interictal Epileptiform Discharges
ISIS Iteratively Sure Independent Screening
LMS Least Means Square
MNIST Modified National Institute of Standards and Technology
MSE Mean Square Error
NLMS Normalised Least Means Square
PCA Principal Component Analysis
RGB Red Green Blue
ROC Receiver Operating Characteristic
SGD Stochastic Gradient Descent
SMOTE Synthetic Minority Over-sampling Technique
SNE Stochastic Neighbour Embedding
SNR Signal to Noise Ratio
SRBCT Small Round Blue Cell Tumour
TD Time Domain
TF Time Frequency
TN True Negative
TP True Positive
TPR True Positive Rate
List of Mathematical Notations
? Cross Correlation operator
log Logarithm function
C(·) Corruption function
∗ Convolution operator
A \ b Set A excluding element b
A ∪ b Set A including element b
xT Transpose operator
vec(X) Flatten X into a vector
softmax(x) Softmax normalisation function
ROT180(x) Time reversal of x
O(f(x)) Big Oh notation for f(x)
xˆ Estimation of x
List of Figures
1.1 Detection of Tyrosine Hydroxylase containing cells using a neural network-
based approach. Red, blue and green circles depict true positives, false posit-
ives and false negatives. This comparison between a human observer and the
proposed neural network for this task was published in (Dong et al., 2015). . . . 3
1.2 Visualisation of the first three hidden layer activations for a convolutional neural
network for human face recognition. The complexity of generated features in-
creases with depth, as described in (Zeiler and Fergus, 2014). . . . . . . . . . . 4
2.1 A basic model of a neuron. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Example of a feed-forward neural network. Observe how the neurons of each
layer are fully connected with the neurons of the next layer. Information flows
from the input to the hidden layers and finally the output layer. Depending on
the input provided, the weights in the hidden layers and the training performed,
an appropriate output is generated. . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Effect of different learning rates on convergence (Le Cun et al., 1998b). . . . . 12
2.4 Activation function graphs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.5 Early stopping for a neural network based on the training and validation error
through a number of epochs. . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.6 A neural network with a restricted architecture. . . . . . . . . . . . . . . . . . 19
2.7 Pretraining and finetuning procedures of an autoencoder. . . . . . . . . . . . . 22
2.8 Multi class imbalance problems. . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.9 Example of using t-SNE used on the MNIST dataset (van der Maaten and Hin-
ton, 2008). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1 Diagram of the proposed algorithm. Features that have been rejected or not
yet evaluated have dotted weight lines. In this example, the second feature was
rejected and the third feature is being evaluated, whereas the fourth feature has
not yet been evaluated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 The first column depicts the original images while the remaining columns rep-
resent the resulting images after feature selection is performed. Pixels in gray
have been discarded by the selection algorithm. . . . . . . . . . . . . . . . . . 43
xiv
List of Figures xv
3.3 Correlation between average value of digits (a,b) and the most selected features
for different δ values for the MNIST dataset (c,d). . . . . . . . . . . . . . . . . 44
3.4 Classification accuracy on the MNIST dataset with different number of features. 46
4.1 Basal and lateral X-rays showing scalp and intracranial FO electrodes (pointed
to by red arrows) (Nayak et al., 2004). . . . . . . . . . . . . . . . . . . . . . . 52
4.2 Example IEDs for one subject. Channels are superimposed on the same plot
and the signals were averaged over all IED segments of different time instances. 54
4.3 Convolutional model for EEG processing, where Ml are the feature maps gen-
erated at convolutional layer l, Fl are the filters at layer l and ∗ is the con-
volution operator. M represents a tensor of dimension [Filters × Channels ×
Time]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.4 Max pooling with a window size of 3 samples for an IED example. The top
plot represents the original IED segment while the bottom plot represents the
deformed segment after max pooling. . . . . . . . . . . . . . . . . . . . . . . 60
4.5 Evolution of learnt coefficients towards the morphology of an epileptic wave-
form. Correlation did not exceed 42% as the comparison is made between a
single filter and the average of different IEDs of different lenghts. . . . . . . . 62
4.6 Learnt filter coefficients for layer 1 for simple IED waveforms (left) and con-
volved learnt filters for both layers for more complex shapes (right). . . . . . . 64
4.7 Example segment of the IED class and its layer 1 feature map (multichannel)
for the two filters shown on the L.H.S of Fig. 4.6. . . . . . . . . . . . . . . . . 64
4.8 Example segment of the non-IED class and its layer 1 feature maps (multichan-
nel) for the two filters of Fig. 4.6. . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.9 Data feature space using tSNE. . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.10 Initial simulations with different number of convolutional layers. The greatest
increase in accuracy was between 1 and 2 layers, while the performance plat-
eaued with 4 layers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.11 Resulting network after initial optimisation of parameters. X is the input, Fj
are the filters for layer j, Mj are the feature maps for layer j, W0 is the weight
matrix for the fully connected hidden layer and, h0 and h1 represent the pre-
activation and post-activation features for the fully connected hidden layer, W1
and ` are the weight matrix and activation of the logistic regressor. . . . . . . . 69
4.12 Classification accuracy for CNN using the multiclass score labels. . . . . . . . 71
4.13 ROC curves for the different methods. . . . . . . . . . . . . . . . . . . . . . . 75
4.14 Similarity between an IED segment and learnt filters for Subject S2. . . . . . . 75
4.15 Similarity between an IED segment and learnt filters for Subject S11. . . . . . 75
xvi List of Figures
5.1 Average amplitudes for scalp and intracranial IEDs (Spyrou et al., 2016) from
a subject for segments indicated as visible-scalp (left) and non-visible scalp
(right) IEDs. Note the scale difference of the two modalities. The labelling
of the intracranial electrodes is indicated as R1 to R6 and L1 to L6 from the
deepest to the most superficial right and left side FO respectively. . . . . . . . . 80
5.2 Topology of the Asymmetric-Symmetric Autoencoder (ASAE). x is the sEEG,
y1 is the hidden layer of the Asymmetric Auto-Encoder (AAE), z1, z2 are the
estimated sources of iEEG, y2 is the hidden layer of the Autoencoder (AE),
We and Wd are the weights of the AAE and W are the tied weights of the AE. 83
5.3 Visual comparison between the proposed method (left) and an ensemble model
(right). In this scenario, consider X2 to be more similar to X3 than X1. Thus,
the model trained with X2 is used to estimate the unknown signal S3. Its es-
timation S23 is used to classify the scalp EEG data X3 as Y3. . . . . . . . . . . 85
5.4 Classification of x1(n), ..., x4(n) defined in Eq. (5.5) based on a model trained
on x5(n) at different noise levels. . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.5 Waveform difference in IED segments for two subjects. . . . . . . . . . . . . . 94
5.6 Waveform difference in normal brain activity (non-IED) segments for two sub-
jects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.7 Estimation of two IED segments and a non-IED segment (averaged over all
channels) using AAE and ASAE. In the case of ASAE, the additional symmet-
ric layers led to an improved smoother estimation of the intracranial data. . . . 95
5.8 ROC curves for the competing methods: Areas under the curves are 0.63(AE),
0.67(TF), 0.72(AAE), and 0.74(ASAE). . . . . . . . . . . . . . . . . . . . . . 95
List of Tables
2.1 Example of a confusion matrix for a binary classification problem. . . . . . . . 31
3.1 Simulation results for SRBCT dataset. . . . . . . . . . . . . . . . . . . . . . . 48
3.2 Simulation results in classic and real world datasets. . . . . . . . . . . . . . . . 48
4.1 Summary of the data scoring process. . . . . . . . . . . . . . . . . . . . . . . 55
4.2 Training parameters for the all the considered methods. . . . . . . . . . . . . . 61
4.3 Classification accuracy for the competing approaches (%). . . . . . . . . . . . 65
4.4 Chebyshev distance of data segments. . . . . . . . . . . . . . . . . . . . . . . 67
4.5 Model notations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.6 Training parameters for the considered methods. . . . . . . . . . . . . . . . . . 70
4.7 Dimensions of variables. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.8 Classification accuracy per subject for the competing approaches (%). . . . . . 73
4.9 Statistical results for the competing approaches. . . . . . . . . . . . . . . . . . 74
4.10 Computational complexity analysis. . . . . . . . . . . . . . . . . . . . . . . . 77
5.1 Training parameters for Autoencoders . . . . . . . . . . . . . . . . . . . . . . 89
5.2 The accuracy of the leave-subject-out method for different approaches. . . . . . 92
5.3 Statistical results for different approaches. . . . . . . . . . . . . . . . . . . . . 93
5.4 Statistical test of no correlation between estimated pseudo-intracranial and true
intracranial EEG for subjects. . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
xvii

Chapter 1
Introduction
1.1 Machine learning in medicine
Machine learning encompasses computational models that drive the public and private sec-
tors on various applications ranging from self-driving cars, to decision making and healthcare.
Neural networks are a group of machine learning algorithms modelled after the human brain
and have been at the forefront of modern research achievements. In fact, neural networks in
the form of deep learning algorithms have achieved state-of-the-art performance in numerous
benchmark datasets including handwritten digit recognition (Le Cun et al., 1998a), emotion
detection (Ruiz-Garcia et al., 2017) and object recognition (Deng et al., 2009).
Although there is still room for improvement (Nguyen et al., 2015), (Dodge and Karam, 2017),
neural networks have become so adept at certain tasks, that they are comparable to human
capabilities. For instance, the deep learning model AlphaGo (Silver et al., 2016) defeated the
current European champion at the classic game Go. A deep learning framework unveiled in
2016, can match or exceed human performance in an Intelligence Quotient (IQ) test. A prime
example in healthcare, comes in the form of Google’s neural network for detecting cancer meta-
stases which outperformed a clinical expert (Liu et al., 2017b). These models have become so
advanced that the research of creating better machine learning models has been overshadowed
by models that can optimise their own architecture and parameters, without human intervention
(Real et al., 2017), (Zoph and Le, 2016). Despite the magnitude of these achievements, there
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is still the need for transparency in order to interpret how these algorithms work (Theodorou
et al., 2017).
The adoption of deep learning in biomedicine has been relatively slow (Mamoshina et al.,
2016). Even so, biomedicine has already benefited greatly from the advent of deep learning.
In the task of biomarker detection, a method was proposed for the detection of Tyrosine Hy-
droxylase containing cells (Dong et al., 2015). This approach has produced favourable results
and has the added benefit of detecting false positives and false negatives, as opposed to a human
observer as shown in Fig. 1.1. Other applications of machine learning in healthcare include
the creation of new biomarkers (Putin et al., 2016), diagnosis (Liu et al., 2017b) and medical
imaging (Greenspan et al., 2016).
One of the newest applications of deep learning in biomedicine is the study of electrical activity
in the brain through electroencephalographic recordings. The first works in investigating brain
mapping functions through deep learning have started to emerge (Schirrmeister et al., 2017).
Neural networks are considered appropriate to simulate brain functions; yet they remain as
enigmatic as the human brain they were designed after.
1.1.1 Making sense of neural networks
Despite their unparalleled classification performance, neural networks are considered black
boxes by many (Zhou et al., 2014), (Gardner et al., 2015). This is often due to the non-linear
mapping involved with neural network activation, which greatly hinders interpretability. The
machine learning community has begun to turn towards interpretable neural networks in an
effort to increase their explainability and accountability (Friedler and Sorelle, 2016), (Zeiler
and Fergus, 2014).
The first attempts at demystifying neural networks have started to emerge. In the area of road
accident prediction, a recent paper proposed mapping the activity of a neural network’s hidden
layer to a Bayesian network (Morris et al., 2017). Applying this mapping has enabled a way
to derive physical meaning from the hidden activations of the neural network and used it to
enhance a hybrid model that outperformed both original classifiers.
A more qualitative way of interpreting neural networks came in the form of visualising the
hidden layer activations in image recognition tasks (Zeiler and Fergus, 2014). This work has
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Figure 1.1: Detection of Tyrosine Hydroxylase containing cells using a neural network-based
approach. Red, blue and green circles depict true positives, false positives and false negatives.
This comparison between a human observer and the proposed neural network for this task was
published in (Dong et al., 2015).
revolutionised the way neural networks are interpreted and also demonstrated how the com-
plexity of generated features increases with network depth, as seen in Fig. 1.2.
The ability to interpret results is crucial for healthcare and diagnostics as clinical experts have
no use for just quantitative results. Neural networks need to adapt in order to provide experts
with insights as to why a specific decision was taken by the network. A turn to qualitative
analysis is essential for a positive impact on biomedicine and our society. To enable this, the
training process of neural networks has to be thoroughly investigated; including the network
architecture, training parameters, learning coefficients and non-linear activations. This is the
main contribution of this thesis, to make sense of neural networks for biomedicine.
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Figure 1.2: Visualisation of the first three hidden layer activations for a convolutional neural
network for human face recognition. The complexity of generated features increases with
depth, as described in (Zeiler and Fergus, 2014).
1.2 Objectives
This thesis encompasses a number of contributions that aid this qualitative approach ranging
from ranking the most important factors for a given classification problem, to enabling neural
networks for different biomedical data, and visualising the accumulated knowledge learnt dur-
ing training. The objectives of this thesis are summarised below.
1. To enable the explainability of neural network results in the context of machine learning
applications for biomedicine.
2. To analyse the interpretability of deep neural networks to shed light on their black box
nature.
3. To make sense of computational models the area of electroencephalography for epilepsy.
1.3 Contributions
The objectives mentioned in the previous section have lead to several novel contributions, res-
ulting in the publications listed at the start of this thesis. Each contribution is briefly outlined
below.
• Proposition of a non-iterative, data agnostic feature selection algorithm to retain original
features and provide qualitative analysis on their importance.
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• Qualitative analysis of biomedical time series data in deep neural networks and illustra-
tion of how coefficients converge towards clinically meaningful biomarkers.
• Comprehensive studies that demonstrate how deep learning is enriched by more complex
data in neuroscience to enable deeper models to be trained and allow for more distinct
features to be learnt.
• Proposition of a novel non-linear architecture to estimate intracranial brain activity from
scalp data of epileptic subjects in order to improve the generalisation of models without
the need for invasive procedures.
1.4 Thesis outline
This thesis is organised in six chapters summarised as follows.
Chapter 2 provides an introduction to neural networks and background information in state-
of-the-art approaches to enable the training of such models. Next, deep learning models are
reviewed with the main focus on autoencoders and convolutional neural networks. This chapter
also provides an overview of techniques for dealing with data, including data normalisation, ca-
tering for imbalanced datasets, qualitative and quantitative distance metrics. Finally, evaluation
metrics for the performance of machine learning models are discussed.
Chapter 3 delves into the area of biomedicine and feature importance. A novel approach to
enable neural networks to cope with large number of features is proposed, in order to promote
the interpretability and evaluation of results. A non-iterative feature selection algorithm (DNP)
is proposed to select a subset of the most important features. This allows models to train
using fewer inputs and improves convergence speed while providing insights to the data, thus
fulfilling Objective 1.
Chapter 4 offers an introduction to epilepsy and how deep learning can be beneficial in its
study. Specifically, the focus is set on enabling convolutional neural networks to make sense of
epileptic EEG data and demonstrate how clinically meaningful features manifest in the learning
coefficients. Once an initial architecture is designed and tested, a deeper model is trained by
using moderately different classes to enrich learning. The proposed model generalises better as
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more distinct features are captured in the deeper layers, reflecting better the different epileptic
waveforms in the subject group. This chapter achieves Objective 2.
Chapter 5 addresses the need to mitigate invasive data recording procedures, which are re-
quired for quality data to be captured. Building on the models proposed in Chapter 4, a deep
learning methodology based on asymmetric autoencoders and convolutional neural networks
is presented. The goal is to model electrical activity as measured on the scalp onto its intracra-
nial counterpart. A subject-independent approach is proposed to improve the generalisation of
computational models without the need of intracranial data and satisfies Objective 3.
Chapter 6 provides a summary of the thesis, highlights the contributions, and discusses possible
directions for future research.
Chapter 2
Literature review
2.1 Artificial neural networks
Artificial neural networks (ANNs) are computational systems modelled after the human brain
that simulate how interconnected neurons in the brain collect, process, and disseminate elec-
trical signals (Russell and Norvig, 2003). A depiction of the structure of an artificial neuron
can be found in Fig. 2.1. The ability to learn has fascinated researchers who worked to improve
the way ANNs learn and make decisions. Similar to the human brain, ANNs are comprised
of input, hidden and output neurons, and depending on the input they provide the appropriate
output. Training is essential to regulate and influence the decision making of ANNs. This
training is performed in iterations often called epochs, analogous to the example of children
going to school for a number of years. Depending on the training, an ANN can be taught spe-
cific tasks including object recognition and time series forecasting. Some neural networks have
become so successful that they match the performance of a human in a specific task. However,
a network trained to make financial forecasts for the price of gold, will fail to distinguish an
apple from a banana. Between the input and output layers, lies the hidden layer. This is where
training is performed and although the input and activation functions of the hidden neurons
are known, it is hard to understand exactly how these units interact in the context of either
the interpretability of the operations computed by the network or its explainability in data sci-
ence. As a result, these state-of-the-art techniques are still regarded as black boxes (Zhou et al.,
2014). ANNs with a single hidden layer and non-linear activation functions can approximate
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Σ  in
Input function Activation function Output
Figure 2.1: A basic model of a neuron.
any function given that enough training data is provided; making ANNs superior universal ap-
proximators (Hornik et al., 1989). Although the size and complexity of different ANNs may
vary, their founding principles are similar. This chapter introduces the fundamentals of ANNs
and relevant machine learning techniques employed in this work.
2.1.1 Feed-forward neural networks
Since the advent of ANNs, a large number of variants have been proposed including recurrent
(Williams and Zipser, 1989) and spiking (Izhikevich, 2003) neural networks. The simplest
and most widely used architecture is that of feed-forward ANNs. As the term feed-forward
implies, neurons have forward connections to neurons in subsequent layers. A forward pass
entails the flow of activations from the input layer, to the hidden layers and finally the output
layer. Only feed-forward networks have been employed throughout this work, any mention
of a neural network describes a feed-forward network. A generic neural network with 5 input
neurons, 3 hidden layers and a single output is presented in Fig. 2.2. As mentioned in the
previous section, these networks require very specific training before they can be employed to
solve real world problems. The following sections introduce the components required for the
training of a feed-forward ANN.
2.1.1.1 Supervised learning
According to (Fischler and Firschein, 1987), “Knowledge refers to stored information or mod-
els used by a person or machine to interpret, predict and appropriately respond to the outside
world”. Machine learning algorithms are divided into two categories. Supervised algorithms
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Figure 2.2: Example of a feed-forward neural network. Observe how the neurons of each layer
are fully connected with the neurons of the next layer. Information flows from the input to the
hidden layers and finally the output layer. Depending on the input provided, the weights in the
hidden layers and the training performed, an appropriate output is generated.
learn with the help of teaching signals, while unsupervised algorithms take a more independ-
ent approach. For instance, the input vector x = {x1, x2...xn} is provided to the learning
algorithm in order to generate an output which is then compared to the desired output y. The
goal of a supervised algorithm is to implement a function f(x)→ y so that the error
 = J(f(x),y) (2.1)
is minimised; where J is a cost function and  is the error. The supervised problem is said to be
solved when function J reaches an acceptable error. The input-output pairs x and y are often
referred to as a labelled dataset. Neural networks fall into the category of supervised learning
algorithms, since they require a set of input-output pairs for training. In Section 2.3.1.1, a
model that uses only the input vector x for feature generation is discussed. Although this
model does not use the label vector y, it is still considered a supervised algorithm as it uses the
vector x as both the input and the desired output.
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2.1.1.2 Data partitioning
Depending on the purpose of the algorithm and the data, the dataset can be divided into three
sets: training, validation, and testing. Although this holds true for all supervised learning tasks,
the literature fails to suggest an approach to data partitioning that is not dependent on the prob-
lem domain. In terms of the size of each set, researchers can follow a number of norms in
splitting the data. Data is split either randomly from a uniform distribution or manually to al-
low for more representative subsets. A very popular approach is to use k-fold cross-validation
where the dataset is divided into k subsets. Two of these subsets are used for validation and
testing, while the remaining subsets form the training set. This process is repeated until all
of the data has been used for both validation and testing; the accuracy, and therefore the gen-
eralisation of a model, is defined as the average accuracy of all runs on the test set (Kohavi,
1995).
2.1.1.3 Backward propagation of errors
Backward propagation (BP) is an effective method for training ANNs used in conjunction with
gradient descent. The initial step to gradient descent was taken by Dreyfus in 1962 (Drey-
fus, 1962). Efficient BP was used explicitly to minimise cost functions by adapting control
parameters (Dreyfus, 1973); however the first BP ANN-like network was detailed in (Werbos,
1974). According to (Schmidhuber, 2014), the first ANN-specific application of BP was de-
scribed in (Werbos, 1982). Since then, BP has become very popular for ANNs and is the most
used learning algorithm for training ANNs to this day.
A BP algorithm consists of two phases, forward propagation and weight update. During
propagation, the input is forwarded through the ANN to generate the output activations. For
each neuron, the activation is defined as:
outj(n) = φ(netj(n)) = φ(
d∑
k=1
wkj(n)xk(n) + b) (2.2)
where outj is the output of neuron j, φ(.) is the activation function, x(n) is the input, wkj
denotes the weight at row k, column j in the weight matrix that needs to be learnt and b a bias.
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A cost function is used to compute the error between the actual and the desired output.
In the weight update phase each weight activation is multiplied by its output error to get the
gradient of the weight. The weight is then updated by a ratio of the gradient as dictated by the
learning rate:
w(n+ 1) = w(n) + µx(n)(n) (2.3)
where µ is the learning rate and (n) is the error.
The goal of this procedure is to adapt the weight coefficients of the ANN, so that the difference
between the activation output and the desired output is minimised; often referred to as learning.
2.1.1.4 Online versus batch learning
The backpropagation algorithm can be implemented in two ways, online and batch learning.
In batch learning the algorithm requires a whole pass over the training set X at each iteration
before Eq. (2.3) is used to update the weights of the network (Le Cun et al., 1998b). This
method benefits greatly from parallelisation of the learning process as a forward pass can be
reduced to matrix multiplications. Additionally, for smooth error manifolds, batch training has
proven to find the optimum solution making the theoretical analysis of the weight dynamics
easier (Li et al., 2014).
In online training a single sample or a mini-batch of samples S from the training set X is
selected for the learning and update processes. The selection process can be random or from
a distribution such as Gibbs sampling (Casella and George, 1992). Online approaches tend
to be faster than batch learning and particularly applicable in environments where the data
becomes available through time. Another advantage of the online learning method is that it
can be used to track changes in the data through time. Deciding between the two methods is
entirely circumstantial and depends on the problem at hand and the availability of data.
2.1.1.5 Learning rate
The learning rate µ is a parameter for ANN training that specifies the magnitude of change in
weights during update, see Eq. (2.3). As a global parameter, it has great influence over the
convergence of the network and finding the optimal learning rate µopt for a specific network
and dataset is often a trial and error exercise. The learning rate to which the network converges
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to the global minima (Le Cun et al., 1998b) is defined as µopt. If µ < µopt then more steps
are required, but convergence will be reached (Fig. 2.3.a). If µopt < µ < 2µopt then the error
oscillates around the minima but will eventually converge (Fig. 2.3.c). Finally, if µ > 2µopt
then the network moves away from the optimum at each step (Fig. 2.3.d).
J(n) J(n)
J(n) J(n)
μ<μopt μ=μopt
μ>μopt μ>2 μopt
Figure 2.3: Effect of different learning rates on convergence (Le Cun et al., 1998b).
2.1.1.6 Activation functions
The activation function, denoted by φ(.), defines the output range of a neuron. A number of
different activation functions have been proposed over the years, and here the most widely used
ones are identified.
Threshold function
Also referred to as a Heaviside function, the threshold function is a discontinuous function that
can only take one of two values depending on the threshold θ:
φ(netj) =

1 if netj ≥ θ
0 if netj < θ
(2.4)
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Figure 2.4: Activation function graphs.
The threshold function was originally developed by Heaviside (Heaviside, 1894) as a tool in
the analysis of telegraphic communications. It can be adopted in a neural network to divide the
space of inputs by a hyperplane. The threshold function for θ is shown in Fig. 2.4a.
Sigmoidal functions
Sigmoidal functions are smooth, S shaped functions that take continuous values between the
output range. These functions can be described as monotonically increasing and asymptote
at finite values as the input reaches ±∞ (Le Cun et al., 1998b). There are two widely used
sigmoidal activation functions, the hyperbolic tangent Eq. (2.5) and the logistic function Eq.
(2.6). Choosing between the two activation functions for a neural network depends entirely on
the application.
The hyperbolic tangent, depicted in Fig. 2.4b has an output range between -1 and 1 and is
defined as:
φ(netj) =
1− e−2netj
1 + e−2netj
(2.5)
where e denotes the exponential function.
The logistic function, depicted in Fig. 2.4c has an output range between 0 and 1 and is defined
as:
φ(netj) =
1
1 + e−netj
(2.6)
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2.1.1.7 Cost functions
At the heart of any ANN lies the cost function which dictates how the error of the output
activations is quantified. Although the most popular cost function is the mean square function
(Widrow and Haykin, 2003), an alternative way to measure the error with the Cross Entropy
(CE) error function is described. Consider the logistic function (2.6) as the activation function.
Computing its partial derivative, see Eq. (2.7), helps to derive the partial derivative of the
activation function in the next section.
∂outj
∂netj
=
∂φ(netj)
∂netj
= −(1 + e−netj )−2 ∂(e
−netj )
∂netj
= (1 + e−netj )−2e−netj
=
e−netj
(1 + e−netj )2
=
1 + e−netj − 1
(1 + e−netj )2
=
1 + e−netj
(1 + e−netj )2
− 1
(1 + e−netj )2
=
1
(1 + e−netj )
− 1
(1 + e−netj )2
=
1
1 + e−netj
(1− 1
1 + e−netj
)
= φ(netj)(1− φ(netj))
(2.7)
2.1.1.8 Mean squared error
The Mean Squared Error (MSE) function has the following generic form:
J1(n) =
1
N
N∑
k=1
(xk(n)− yk(n))2 (2.8)
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where xk(n) is the output activation, yk(n) is the target and N the number of samples. To
calculate the partial derivative with respect to the weight ∂J1(n)∂wkj is computed:
∂J1(n)
∂wkj
=
∂J1(n)
∂outj
∂outj
∂netj
∂netj
∂wkj
=
2
N
N∑
k=1
(xk(n)− yk(n))∂outj
∂netj
xk(n)
=
2
N
N∑
k=1
(xk(n)− yk(n))φ(netj)(1− φ(netj))xk(n)
=
2
N
N∑
k=1
(xk(n)− yk(n))xk(n)∂outj
∂netj
(2.9)
2.1.1.9 Cross entropy
As an alternative to the MSE cost function, the Cross Entropy (CE) cost function promises
faster convergence times when paired with the right activation function (Campbell et al., 1997).
The CE function has received great attention recently, due to the rise of big data and deep
learning, where convergence speed is critical. Specifically, pairing it with the logistic activation
function circumvents the gradient vanishing problem (Kolen and Kremer, 2001), as explained
in Section 2.3.1.1. The CE cost function for a binary classification problem is defined as:
J2(n) = −
D∑
k=1
xk(n) log(outk(n)) + (1− xk(n)) log(1− outk(n))) (2.10)
where log(.) is the logarithm function to base e and xk(n) is the input.
2.1.1.10 Negative log likelihood
A variant of the CE function Eq. (2.10) is the Negative Log Likelihood function defined as:
J3(n) = −
κ∑
c=1
yc(n) log(outc(n)) (2.11)
where log(.) is the logarithm operator to base e, κ is the number of classes, outc is the generated
output and yc the desired output for class c. This cost function is used as an alternative to the
CE function for multiclass classification problems, as a number of κ classes are allowed.
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2.1.1.11 Early stopping
ANNs trained with the back propagation algorithm described in Section 2.1.1.3 experience
a reduction in error through the iterations of training. That reduction starts as a large value
as the network learns simple mapping function between the input and output. The change in
error decreases as more iterations pass and the model starts to realise more complex mapping
until it reaches a local minimum on the error surface (Girosi et al., 1995). If left unchecked, a
network can often learn overcomplex mappings for the training data, which might not hold true
for unseen data. This behaviour causes the test error to increase and is defined as overfitting
(Simon, 2008). Stopping the training of a neural network before it starts to overfit is no easy
task, however early stopping is considered the simplest measure. After every few iterations,
the training is stopped and the network is tested on the validation set, the training continues
until the error on the validation set increases. An increase in the validation error is a sign that
the network has started to learn overcomplex mapping or noise that is only contained in the
training dataset and is therefore overfitting. If f(x(n)) is considered as the function that the
ANN is implementing at time step n, see Eq. (2.1), then the stopping criteria can be defined
as:
J(f(x(n− 1)),y(n− 1)) < J(f(x(n)),y(n)) (2.12)
Fig. 2.5 depicts both the training and validation error for the training of the neural network as
well as the early stopping point. If training is performed beyond the early stopping point the
network improves its error on the training dataset, however any generalisation will be lost. In
(Gencay and Qi, 2001), early stopping was proved to perform as well as other, more computa-
tionally expensive methods, while also being able to select less complex models.
Early stopping does not need to rely solely on the validation error, a recent proposal considers
the use of parameters that are symmetrical to the error as a stopping criterion (Zhai and Fair,
2003). The underlying structure and properties of a dataset make learning a very data specific
task and in (Raskutti et al., 2011), a data-dependent criterion is explored as an early stopping
criterion.
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Figure 2.5: Early stopping for a neural network based on the training and validation error
through a number of epochs.
2.2 Practical considerations for neural networks
2.2.1 Normalised learning rate
Eq. (2.3) shows the sensitivity of the learning process to the scaling of the input x(n). This
makes the selection of a stable learning rate difficult (Widrow and Haykin, 2003). There have
been various methods that address this issue, however, normalising the learning rate in terms of
the training samples remains the simplest way to circumvent the problem (Ioffe and Szegedy,
2015). The input is scaled according to the power of x(n); the update equation is given by
w(n+ 1) = w(n) +
∆w(n)
||x(n)||z (2.13)
where ∆w(n) = −µ ∂J(n)∂w(n) and ||x(n)||z denotes the z-norm of the input such that it reflects
the power of the x(n).
2.2.2 Momentum
The one parameter that governs the convergence and performance of neural networks is the
learning rate. Determining the optimal learning rate is often a trial-and-error exercise. Al-
though this is generally acceptable, it may become an impossible task when the data is non-
stationary. In other words, a learning rate may be optimal for one part of the data, but it is not
18 Chapter 2. Literature review
guaranteed to be so in another part, especially in the context of big datasets. To address the
problem of non-stationarity as a result of variability in big data, the learning rate should be able
to adapt to the data (Moreira and Fiesler, 1995). This intuition took the form of momentum
(Wiegerinck et al., 1994), where if the network is improving its predictions by a large rate, the
learning rate is increased. On the other hand, if the network is improving less and less, the
learning rate is reduced. Simply put, momentum (m) adds a fraction of the previous weight
update to the current one:
∆w(n+ 1) = −µ ∂J(n)
∂w(n)
+m∆w(n) (2.14)
where 0 < m(n) < 1.
2.2.3 Weight sharing and neural topology restriction
An inherent disadvantage of ANNs is the large number of free parameters that need to be
optimised. These include the learning rate, the number of hidden layers, the number of neurons
per layer as well as the weights. In an effort to reduce the number of free parameters, weight
sharing was proposed in (Rumelhart et al., 1988). This approach, when combined with the
restriction of the network architecture through the use of local connections (Cun et al., 1990),
greatly reduces the computational complexity of a neural network. As a result, an ANN can
perform training faster and become more viable for big dataset learning. An example of a
neural network with restricted architecture and weight sharing can be found in Fig. 2.6. In
this example inputs x1 and x2 constitute the receptive field for neuron 1, whereas inputs x2
and x3 constitute the receptive field of Neuron 2 and so on. By using the same set of synaptic
weights between the input and the first hidden layer, the total number of weights can be reduced
from nine to two. An interesting side-effect of the two methods described above is that prior
information regarding the data can be built into the network design, allowing for a topology
specialised to the purpose of the network (Haykin, 2009).
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Figure 2.6: A neural network with a restricted architecture.
2.3 Deep learning
Recent advances in neural networks have been in the form of deep learning which operates
based on a hierarchical squashing function (Hornik, 1991) to generate high level features at
each layer (Hinton, 2006). The term deep refers to the number of hidden layers present in the
model which can range from tens to thousands. Due to the high computational cost involved
with such models, GPU implementations exist to reduce training times (Ciresan et al., 2011).
This approach has revolutionised feature extraction since the process is automatic, as opposed
to classical feature handcrafting. The deeper the network is, the higher level of features can
be achieved. For visual data, the first layer weights often depict edges or curves, while the
following layers’ weights depict more complex shapes (Hinton, 2006). Numerous algorithms
have been proposed the last decade, yet the majority follow the same principle method as in
(Ballard, 1987). Deep neural networks are now considered state-of-the-art algorithms and have
won numerous contests in pattern recognition and machine learning, while also achieving bet-
ter than human accuracy on benchmark datasets (Schmidhuber, 2014). Various deep learning
architectures which have emerged in the last decade are revisited in the following sections.
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2.3.1 Autoencoders
An Autoencoder (AE) refers to a type of deep neural networks where training is performed
layer by layer in a supervised manner such that each hidden layer maps the input patterns to
themselves. In this approach, the initial training does not require labelled data and thus it
is often referred to as unsupervised pretraining. The goal is to reduce the feature space by
mapping the input into smaller hidden layers. Despite this, it is often useful to expand the size
of the hidden layers depending on the learning task (Hao et al., 2015).
2.3.1.1 Pretraining
An autoencoder “encodes” an input x(n) by mapping it to the hidden layer in a deterministic
manner:
y(n) = φ(Wex(n) + b) (2.15)
where We is the encoding weight matrix and b an activation bias. Similarly, y(n) is “decoded”
by generating a reconstruction of x(n):
z(n) = φ(Wdy(n) + b) (2.16)
The weight coefficients in We, Wd are optimised such that the error between input x(n)
and reconstruction z(n) are minimised. To reduce the number of learning coefficients, AEs are
often implemented using shared weights, as discussed in Section 2.3.1.4. The error is measured
using the cross entropy error between the original signal and the reconstruction, see Eq. (2.10).
Using the same notation as in Section 2.1.1.3, the partial derivative of J2(n) is calculated with
respect to the weights by applying the chain rule:
∂J2(n)
∂wkj
=
∂J2(n)
∂outj
∂outj
∂netj
∂netj
∂wkj
= − 1
D
D∑
k=1
(
xk(n)
outj(n)
− 1− xk(n)
1− outj(n))
∂outj(n)
∂netj
xk(n)
= − 1
D
D∑
k=1
(
xk(n)
φ(netj(n))
− 1− xk(n)
1− φ(netj(n)))
∂outj
∂netj
xk(n)
=
1
D
D∑
k=1
(
xk(n)
∂outj
∂netj
φ(netj(n))(1− φ(netj(n))))(φ(netj(n))− xk(n)))
(2.17)
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By substituting Eq. (2.7) in Eq. (2.17) and simplifying, the weight update is defined as:
∂J2(n)
∂wkj
=
1
D
D∑
k=1
(xk(n))(φ(yi(n))− xk(n)) (2.18)
In terms of AE training, to understand why the CE cost function speeds up the convergence of
the network, observe the plot of the logistic function in Fig. 2.4c. As the function value moves
closer to 1, the gradient disappears. Recall that the weight update of the MSE cost function
contains ∂outj∂netj in Eq. (2.7) and Eq. (2.9), this term diminishes the update to the weights. Due
to the properties of logarithms, this term is simplified when the update of the CE cost function
is computed, preventing gradient stagnation (Kolen and Kremer, 2001), as seen in Eq. (2.18).
2.3.1.2 Finetuning
As an additional step to pretraining, finetuning is performed to adapt the weights closer to
the optimum solution. Studies have shown that “unsupervised” finetuning of the weights can
greatly enhance the quality of the generated features (Vincent et al., 2008). To perform fine-
tuning, the AEs are ‘unrolled’ and treated as a single model (Hinton, 2006). The weights of
the newly added layers are transposed such that the original hidden layers perform encoding
and the transposed layers perform decoding. The model is treated as a conventional ANN and
trained for a small number of epochs to minimise the error between the original input features
and the output. The pretraining and finetuning procedures of an autoencoder with 4 inputs
and 2 hidden layers is depicted in Fig. 2.7. Once finetuning is complete, the newly generated
features can be used with any machine learning algorithm for regression or classification.
2.3.1.3 Denoising
One of the goals of deep learning is to provide meaningful representations of the raw data.
According to (Vincent et al., 2010), a good representation is one that “retains information from
the original input and can yield a better performing classifier”. The reconstruction criterion of
an autoencoder is unable to guarantee a good representation, and additional constraints need
to be applied to allow for more meaningful feature generation. Adding a noise component
to corrupt the inputs adds a layer of complexity to reconstruction, since the hidden neurons
also need to perform denoising to reach an acceptable error on the reconstructed signal. The
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(d) Pretrained and finetuned autoencoder.
Figure 2.7: Pretraining and finetuning procedures of an autoencoder.
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model generates a corrupted version of x(n) using a function C(x, l) = x˜, where l is the
level of corruption. This modifies the initial definition of a good representation to “a good
representation is one that can be obtained robustly from a corrupted input and that will be
useful for recovering the corresponding clean input” (Vincent et al., 2010). An additional
benefit of this method is that the model becomes robust to corrupt data such as measurement
noise from sensors, a very frequent occurrence in data.
2.3.1.4 Tied Weights for reconstruction
In Section 2.2.3, the importance of weight sharing was discussed in order to reduce the number
of free parameters that the network needs to learn. Although the initial explanation of weight
sharing involved input nodes sharing the weights to the hidden layer, a different approach has
been proposed for autoencoders (Le et al., 2011). During autoencoder training for each layer
there are the encoding weights We and the decoding weights Wd. An autoencoder is said
to have tied weights when the following holds true WeT = Wd (Vincent et al., 2008). This
approach has become the standard in autoencoder training since the number of weights to be
learned is effectively halved. It also ensures that the decoding weights do not hold important
information that is not present in the encoding weights since they are discarded at the end of
training.
2.3.2 Convolution in neural networks
Convolution is a mathematical operation that takes two functions as input and generates a third
function. Linear convolution can be defined as:
(x ∗ h)(n) =
∞∑
τ=−∞
x(τ)h(n− τ) (2.19)
where x(n) and h(n) are two functions and τ is a time shifting index.
Before addressing the mechanisms that empower CNNs it is informative to understand how
filters, and more generally, kernel convolution is used in image processing.
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2.3.2.1 Kernel convolution
Kernel convolution is widely used in image processing and should not be confused with the
traditional linear convolution, see Eq. (2.19). Although, kernel convolution involves a filter F
convolved with an image I to create an image C for sharpening or blurring purposes, it is closer
to correlation than linear discrete convolution. For clarity, an example of kernel convolution is
given below.
I F C

I11 I12 I13
I21 I22 I23
I31 I32 I33
 ∗
 F11 F12
F21 F22
 =
 C11 C12
C21 C22

where C12 = I12F11 + I13F12 + I22F21 + I23F22. This simple example is instructive in two
ways. First, observe that the kernel convolution does not involve the time reversal involved
in discrete linear convolution. In fact, the kernel convolution captures the correlation between
filter coefficients and the image samples, and can be generalised as
Cij =
K∑
k=1
R∑
r=1
I[i+ k − 1, j + r − 1]Fkr (2.20)
where K and R are the width and height of the filter F. Second, the resulting convolved signal
(image C) is actually smaller than the actual signal (image I) in kernel convolution, whereas
in linear discrete convolution, the resulting convolved signal is generally longer than the actual
signal.
2.3.2.2 Convolutional neural networks
Convolutional neural networks (CNNs) are deep learning models inspired by the animal visual
cortex (Hubel and Wiesel, 1968). CNNs allow the extraction of higher level features from the
original input. Unlike traditional fully connected networks, CNNs offer a mechanism to ex-
ploit local connectivities such that the learnt filters lead to the strongest response to a spatially
local input patterns in the image. Depending on their use, CNNs can be used to capture both
spatial and temporal features. CNNs have been used for image processing and computer vis-
ion and have set new benchmarks for image classification problems (Hinton, 2006), (Ji et al.,
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2013). During training, the learnt coefficients are used to produce an input for the next layer,
called a feature map. Each feature map can detect a different component of interest (Hinton,
2006), provided different sets of coefficients are learnt. In practice, these different sets of learnt
coefficients can be achieved by making use of a wide spectrum of initialisation values of those
coefficients. With regards to this work, only 1-d convolution is applicable. As such, all presen-
ted CNNs consist of 1-d filters. Each filter sweeps the entirety of the input space to produce a
feature map using the convolution operator. The operation for a filter o at layer l can be denoted
as:
Gli,j,o =
Φl−1∑
g=1
L∑
j=1
(Fl[j,o]M
l−1
[i,j+t,g])+b
l
∀ t = {0, .., T − L}
∀ i = {1, .., C}
(2.21)
where L is the length of the filter, Φl−1 is the number of filters at the previous layer (1 for the
first layer), Flo is the o
th filter at layer l, Gl−1 is a feature map at layer l − 1 before applying
the non-linear function, Ml−1 is a feature map after the application the non-linear function, t
denotes the time index, T is the length of the data segment and C is the number of rows 1.
These sets of learnt coefficients (F) can describe and detect different patterns in the data irre-
spective of their temporal location within the data segment. To introduce non-linearity to the
network, the result of Eq. (2.21) is passed through a non-linear activation function φ.
Mlo = φ(G
l
o) (2.22)
A number of activation functions have been proposed, as described in Section 2.1.1.6, and se-
lecting the most optimal function often depends on the problem and data available.
Given a cost function J , the update of the weight coefficients can be computed using the steep-
est descent as
Flo(n+ 1) = F
l
o(n)− µ
∂J(n+ 1)
∂Flo(n+ 1)
(2.23)
where the gradient component ∂J
∂Flo
is given as
∂J
∂Flo
=
∂J
∂Mlo
∂Mlo
∂Glo
∂Glo
∂Flo
(2.24)
1Note that the convolution of two matrices A (of size a1 × a2) and B (of size b1 × b2) results in a matrix of
size ((b1− a1 + 1)× (b2− a2 + 1)).
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The time indices are omitted for brevity and conciseness. Using the cross-entropy as the loss
function J and the hyperbolic tangent as the nonlinear activation function φ, it is straightfor-
ward to determine the derivatives ∂J
∂Mlo
and ∂M
l
o
∂Glo
. Focusing on the term ∂G
l
o
∂Flo
, which involves the
kernel convolution operation and referring to the linear convolution property ∂(a∗b)∂c =
∂a
∂c ∗ b;
the partial derivative can be approximated as:
∂Glo
∂Flo
≈ ∂F
l
o
∂Flo
∗Ml−1o +
∂blo
∂Flo
(2.25)
≈ Ml−1o
where it is clear that it is the function Flo is continuously differentiable with respect to itself,
whereas the function Ml−1o can be approximated as an arbitrary locally integrable function to
enable the derivative in Eq. (2.25). In the context of this thesis, the bias term blo is constant,
hence ∂b
l
o
∂Flo
= 0.
2.4. Dealing with data 27
2.4 Dealing with data
2.4.1 Data normalisation
Data normalisation is a collection of techniques that allow ANN training to be more efficient
by transforming the data. Although the weights can account for differences in the scale of mul-
tidimensional data, empirical results suggest that normalising the data leads to more efficient
training (Jajuga and Walesiak, 2000). It is often good practice to normalise values in the output
range of the activation function of the hidden layer. For example, if the logistic function (see
Section 2.1.1.6) is used, then the data is best normalised in the [0,1] range. This is often done
using xi =
xi−min(xi)
max(xi)−min(xi) where xi is a particular attribute in dataset X. Another popular
approach is to transform the data such that the mean variance is 0 and the standard deviation is
1. This is often referred to as z-score scaling and is calculated using xi =
xi−mean(xi)
σ where σ
is the standard deviation.
2.4.2 Imbalanced data
Imbalanced data refers to a classification problem where the different classes that exist within
the dataset are not represented equally. As most classifiers expect balanced class distributions,
data imbalance can often result in misleading performance (He and Garcia, 2009). Apart from
the common binary class imbalance problem, two multi class problems have been identified,
multi-majority and multi-minority (Wang and Yao, 2012). For a multi class problem, a multi-
majority case is when a single class is significantly underrepresented compared to the rest.
On the other hand, a multi-minority case is when a single class has a significantly greater
proportion than the rest. A visual interpretation of the multi-majority and multi-minority cases
is presented in Fig. 2.8. A number of techniques for alleviating any of the data imbalance
cases have been proposed in the literature with the most prominent ones being oversampling,
undersampling, and cost-sensitive training.
2.4.2.1 Oversampling
Oversampling refers to techniques where samples are added to the dataset to increase the rep-
resentation of underrepresented classes. The added samples can be duplicates of randomly
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(b) Multi-minority case.
Figure 2.8: Multi class imbalance problems.
selected existing samples or synthetically generated using distribution algorithms. Notable ex-
amples are the Synthetic Minority Over-sampling TEchnique (SMOTE) (Chawla et al., 2003)
and the Majority Weighted Minority Oversampling Technique (MWMOTE) (Barua et al.,
2014). Oversampling has been shown to work well with different datasets. One disadvantage to
using oversampling is that the size of the data increases, making the training of classifiers more
time consuming. This renders oversampling prohibitive for models that are computationally
expensive to train.
2.4.2.2 Undersampling
Undersampling can be considered the converse of oversampling. Instead of increasing the num-
ber of samples of the underrepresented classes, undersampling algorithms reduce the number
of samples of the overrepresented classes. Undersampling can be done in random (Seiffert
et al., 2010) or using algorithms based on distributions (Liu et al., 2009). On one hand, un-
dersampling speeds up the training process as the number of examples learned by the classifier
are reduced. On the other hand, the classifier does not benefit from the discarded samples that
could hold features that are unique in the dataset (Donoho and Tanner, 2010).
2.4.2.3 Cost-Sensitive Training
A third way to deal with the class imbalance problem is to use the imbalanced dataset and
alter the way a classifier learns from it. For example, an asymmetric penalty function can be
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introduced that treats errors in prediction of underrepresented classes more severely than those
of overrepresented classes (Zhou and Liu, 2006). Oversampling and undersampling can be
performed before the learning process. What makes cost-sensitive training more complicated
is that the learning model needs to be altered in order to consider each class based on its
representation in the dataset (Gu et al., 2017).
2.4.3 Distance metrics
It is often useful to determine how similar or different samples are in a dataset. Depending on
the data and the nature of the problem, different distance metrics can be used. In this section,
the distance metrics used throughout this thesis are documented.
2.4.3.1 Chebyshev distance
The Chebyshev distance is the generalised Lp-norm of the difference between two vectors
when p moves towards infinity:
d : (x,h) = maxi|xi − hi| (2.26)
where x and h are vectors. The Chebyshev distance reflects the maximum distance of two
respective points in two vectors. This is applicable to problems where the interest lies in finding
the biggest difference between two vectors along any dimension. Chebyshev distance is ideal
for multi-dimensional data and it was considered as an error measure for images whose pixels
are high-dimensional vectors in (Graa and Chyzhyk, 2016).
2.4.3.2 Cross correlation
Cross correlation is a similarity measure between two signals. This measure can be described
as the similarity between a signal and lagged copies of a second signal or, a sliding dot product.
Cross correlation is defined as:
(x ? h)(n) =
∞∑
τ=−∞
∑
i
∑
j
xi,j(n)hi,j(τ + n) (2.27)
Cross correlation has found applications in pattern matching were a long signal is searched for
a shorter signal of interest (Mikolajczyk and Schmid, 2005).
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2.4.3.3 t-distributed stochastic neighbour embedding
Distance can also be measured visually for a more qualitative interpretation. A number of data
visualisation techniques have been proposed, with t-distributed Stochastic Neighbour Embed-
ding (tSNE) being a recent, popular approach. As a dimensionality reduction technique, tSNE
is useful for visualising high dimensional data (van der Maaten and Hinton, 2008). It is an
unsupervised method that takes as input a dataset X , and returns a 2-d or 3-d projection of the
data. An example of t-SNE on the MNIST digit dataset is shown in Fig. 2.9, as presented in
(van der Maaten and Hinton, 2008). Given a dataset X = [x1, x2, .., xn], it implements a func-
tion f(X) → Y where Y is embedded to a 2-d or 3-d space. Based on Stochastic Neighbour
Embedding, tSNE calculates and converts the high dimensional Euclidean distances between
the data points into probabilities and is defined as:
pj|i =
e−||xi−xj ||2/2σ2i∑
k 6=i e
−||xi−xk||2/2σ2i
(2.28)
where σi is the variance of the Gaussian centered at xi. For the low-dimensional space Y ,
Gaussian neighbourhoods with a fixed variance, in this case 1√
2
, are used. Therefore, for
the low-dimensional yi and yj counterparts of the high-dimensional datapoints xi and xj , a
conditional probability qj|i can be computed as follows:
qj|i =
e−||yi−yj ||2∑
k 6=i e−||yi−yk||
2 (2.29)
The distributions in Eq. (2.28) and Eq. (2.29) are matched by minimising a cost function of
Kullback-Leibler divergence over neighbours for each object.
C2 =
∑
i
∑
j
pj|i log
pj|i
qj|i
(2.30)
2.5 Evaluating model performance
Evaluation of the performance of a model on unseen test data is pivotal for understanding
the generalisation of a machine learning model. Naive metrics like percentile accuracy are
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Figure 2.9: Example of using t-SNE used on the MNIST dataset (van der Maaten and Hinton,
2008).
Table 2.1: Example of a confusion matrix for a binary classification problem.
Model Predictions
Positive Negative
Class
Positive True Positive (TP) False Negative (FN)
Negative False Positive (FP) True Negative (TN)
often deceiving in terms of the value of a model. Consider a binary classification problem
with a dataset split into 80% positive class samples and 20% negative class samples. A model
can achieve 80% accuracy just by predicting a positive class for all samples. Although the
percentile accuracy seems high, the model holds no real value.
2.5.1 Confusion matrix
An elegant and intuitive solution is to use a confusion matrix to summarise the performance of
a model on the test data (Ting, 2010). For a binary classification problem, a confusion matrix
is a two dimensional matrix that demonstrates the performance of the model for each class, as
shown in Table 2.1. Depending on the model’s prediction and the expected class, a prediction
can fall under one of four categories: True Positive (TP), False Positive (FP), True Negative
(TN) and False Negative (FN). This approach allows the assessment of accuracy for each of the
classes, namely Sensitivity or TP rate for the positive class and Specificity or TN rate for the
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negative class. Other metrics to determine predictive performance are Precision which reflects
consistency and the f-measure that provides the harmonic mean of Precision and Sensitivity.
These metrics have values that range from 0, for worthless models, to 1 for perfect models.
The calculation of these metrics is provided below:
Accuracy =
TP + TN
TP + FP+TN + FN
Specificity =
TN
TN+FP
Precision =
TP
TP+FP
f-measure =
2TP
2TP+FP+FN
(2.31)
2.5.2 Receiver operating characteristic
A popular tool for the investigation of model performance is Receiver Operating Characteristic
(ROC) analysis (Sammut and Webb, 2010). In a binary classification problem, it examines the
relationship between Sensitivity and Specificity. The TP rate is plotted against FP rate creating
a curve between points (0,0) and (1,1). The plot can be used to determine a decision threshold
that maximises accuracy. Additionally, the ROC plot can be used to identify areas in which a
model outperforms others. A useful metric for model performance is the Area Under the Curve
(AUC) which can range from 0.5 for to 1. AUC is often the metric used to determine which
model has superior overall performance.
2.6 Summary
This chapter has presented an overview of neural networks and deep learning; including the
practical considerations for training these models. As the value of a model is determined by
the quality of the data, a number of techniques were considered to promote successful model
training. Finally, to enable and evaluate the performance of these models in the area biomedi-
cine, both quantitative and qualitative metrics were discussed.
The following chapters constitute the main body of this thesis and investigate ways for neural
networks to adapt in order to provide insights in biomedicine. To facilitate this turn to qualit-
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ative analysis the next chapter proposes a non iterative feature selection algorithm to highlight
the most important attributes of a dataset and speedup the training of neural networks.
Chapter 3
Speeding up feature selection
3.1 Introduction
The emergence of big data poses great challenges and opportunities to the machine learning
society. We are able to generate and store unprecedented amounts of high complexity data.
Data analysis can create value by providing transparency and objective decision making, espe-
cially in the area of biomedicine. Due to the volume of information available, classic machine
learning algorithms are no longer viable (Chen and Lin, 2014). Datasets scale from hundreds
to thousands of features, which highlights the necessity for robust and efficient algorithms that
can accommodate these volumes of data.
Neural networks and especially deep learning algorithms, are infamous for the computational
complexity involved in their training (Szegedy et al., 2015). This chapter focuses on one of the
main concerns when training such computationally expensive models with large datasets, i.e.
dimensionality of the data. To enable neural networks to cope in such environments feature
selection is considered. Section 3.2 addresses the issue of the dimensionality of data by pro-
posing the a deep-inspired network pruning algorithm (DNP) for feature selection. This aids in
speeding up the convergence of a network while also providing insight into the most valuable
features in the dataset, something of pivotal importance in biomedicine.
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3.2 Feature manipulation for machine learning
Machine learning algorithms like classifiers and regressors depend on the quality of the features
selected in order to learn patterns. With the volume of information available, datasets now
scale from hundreds to thousands of features; highlighting the necessity for robust and efficient
feature selection algorithms (Purcell, 2013).
There are two approaches for improving feature quality; feature transformation and feature
selection. The former involves creating new features by combining the original features; for
instance Principal Component Analysis (PCA) and Independent Component Analysis (ICA).
The latter approach removes redundant features by selecting a subset of statistically independ-
ent original features. The advantage of the second approach is that the physical meaning of the
features is retained (Mao, 2004). Successful feature selection often leads to new insights for
the data.
The machine learning community has turned to both deterministic and stochastic methodo-
logies to perform feature selection. A prime example of deterministic feature selection is a
feature importance ranking algorithm proposed in (Wang et al., 2007). The authors followed
a two step process, where first a subset R of the features is selected and then trained classifi-
ers using all simple combinations of features in R. A more stochastic approach was taken in
(Oh et al., 2004), where a hybrid genetic algorithm was used to select an optimal subset of the
original features.
Regardless of the methodology used, there are three incentives for feature selection: to improve
the accuracy of the model, to allow for robust and efficient models, and to provide a higher level
of understanding of the data (Guyon and Elisseeff, 2003).
Most algorithms for feature selection are recursive in nature, such that repetitive training of
the model is required to rank the features in terms of their impact on accuracy. To this end,
a novel, non-iterative algorithm for efficient feature selection is proposed. The remainder of
this section is organised as follows: A summary of related work is presented in Section 3.3, a
comprehensive description of the proposed algorithm is provided in Section 3.4, insight into
the physical meaning of selected features is provided in Section 3.5 and the simulations are
detailed in Section 3.6.
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3.3 Motivation for non-iterative feature selection
Iterative feature selection algorithms have become popular in the last few decades; with the
advent of big data, however, retraining of models is computationally prohibitive for datasets
with thousands of features and examples. In this section a brief review of three relevant al-
gorithms and techniques for feature selection are provided, as well as deep learning for feature
transformation, which motivated the proposed method.
Recursive feature elimination algorithms, also called wrappers, can be considered as an in-
stance of backward elimination (Kohavi and John, 1997). The algorithm begins with the full
set of features and iteratively removes redundant features that rank below a pre-set threshold.
A basic backward elimination algorithm can be summarised as:
1. Begin with full feature set S;
2. Train classifier until convergence;
3. Compute the importance criterion for each feature;
4. Remove feature from S with smallest criterion;
5. Go to step 2.
To improve efficiency, some algorithms remove several features at each iteration. Yet, the
classifier needs to be retrained a number of times. Additionally, the importance criterion has
to be computed several times for a number of features. These additional complexities for
removing and evaluating the fitness function entail a significant computational cost.
The neural network feature selector proposed by Sentiono, is a recursive feature elimination
algorithm (Setiono and Liu, 1997). Following the example of (Kohavi and John, 1997), a
network pruning algorithm is used to recursively remove input features and retrain the network
to see the effect on the accuracy i.e. if a removed feature affects the accuracy of the model in a
negative way it is discarded. One issue with this approach is that the features are not removed;
instead the weights of “discarded” features are set to zero. Albeit not accounted for in the
forward pass of the network, the redundant features and zero weight coefficients multiplication
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is still computed. The effect on the accuracy is equivalent to that if the input features are
completely removed, however the model does not experience any speed-up.
The second algorithm, Lasso (Least Absolute Regression Shrinkage and Selection Operator),
is a regularised version of least squares method (Tibshirani, 2011). This algorithm, when ap-
plied to the coefficients of the input weights, minimises the residual sum of squares subject
to the sum of the norm being less than a constant. The Lasso algorithm creates a subset of
the input features such that the most important features are preserved, whereas the least im-
portant features are discarded. “The features selected have the greatest weight coefficients”,
this key insight gave way to a new application of SVMs in feature selection (Guyon et al.,
2002). Namely, if there is only one important feature, the hyperplane would be orthogonal to
that feature. Therefore, the absolute size of the coefficient relative to the others indicates the
importance of the feature to the separation. By exploiting this idea, the authors used a Support
Vector Machine that utilised the weight coefficients of a classifier to rank features.
To overcome computationally expensive feature selection algorithms, feature transformation
algorithms were created to reduce the dimensionality of data by creating linear combinations
of features. Two popular methods are Principal Component Analysis (PCA) and Independent
Component Analysis (ICA), which are now used as a preprocessing step before training is
performed on the generated features (Kwak et al., 2001). These algorithms are fast and can
be used to improve the accuracy of a model, however, they sacrifice any insight to the data
since the original and physically meaningful features are lost. A more recent method called
Iteratively Sure Independent Screening (ISIS) attempts to reduce the dimensionality of data
from high to a relative large scale d below sample size (Fan and Lv, 2008). The concept of sure
screening refers to a property which allows important features to be retained via component-
wise regression, with a probability tending to one, after screening is performed. The method
has produced promising results and an extension was proposed in (Fan et al., 2009). Both ISIS
algorithms were evaluated against the proposed algorithm in terms of accuracy later in this
section.
A very popular approach to feature transformation is deep learning. This approach implements
layer by layer unsupervised pretraining of neural networks to discover new features created
by combinations of the original features, see Section 2.3. Deep neural networks are now con-
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Figure 3.1: Diagram of the proposed algorithm. Features that have been rejected or not yet
evaluated have dotted weight lines. In this example, the second feature was rejected and the
third feature is being evaluated, whereas the fourth feature has not yet been evaluated.
sidered state-of-the-art algorithms and have won several contests in pattern recognition and
machine learning, while also achieving unprecedented accuracy on benchmark datasets (Ben-
gio et al., 2013). Despite their success, deep neural networks, more specifically autoencoders
are mostly used for feature transformation (Donoghue et al., 2015), (Zheng et al., 2015).
3.4 Deep-inspired network pruning (DNP)
3.4.1 Algorithm description
An autoencoder with a single hidden layer is trained until convergence, using Eq. (2.10) as
the cost function. Note that, although the network is trained for a number of iterations, this
training procedure only takes place once and the parameters optimised are the input weights W
of a single layer. Thus, instead of retraining the network to obtain the classification accuracy,
the reconstruction cross entropy error is used as the selection criterion. To do so, the optimised
weights, which are already trained, are used.
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Starting with an empty feature set S, the algorithm sequentially adds one feature at a time.
While feature xi is being evaluated, the reconstruction error before and after xi is added to S is
compared. If the error with xi is smaller, then it remains in S, otherwise it is discarded. Since
the first feature chosen is always added to S, following the principle of (Tibshirani, 2011), the
feature with the greatest weight coefficients is selected, xWmax such that:
xWmax = xk if max
k
(
∑
j
wkj) (3.1)
This sequential process continues until all features are evaluated and S contains only the most
valuable features, see Algorithm 1. Finally, the feature selection process is evaluated by train-
ing a classifier with the features in S. To perform a valid multiplication between x and W,
the matrices are truncated such that they only include the selected input features and their re-
spective weights, as shown in Eq. (3.1). This is equivalent to a network pruning algorithm
where the input weights of the discarded features are set to zero (Setiono and Liu, 1997). The
advantage of this approach is that the multiplication is done between a vector and a matrix of
reduced dimensions. Hence, Eq. (2.15) is updated to reflect this computational reduction step
such that:
y = W(:, 1 : s)x(1 : s) + b (3.2)
where W(:, 1 : s) represents all the rows of W corresponding to only the columns/features in
S. An example of a network with four inputs and two hidden units can be found in Fig. 3.1.
If a feature does not exist in S, it is represented by −, as seen in Eq. (3.3). The equivalent
network pruning algorithm is summarised in Algorithm 1.
y =
w11 − w13 −
w21 − w23 −


x1
−
x3
−
+ b (3.3)
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Algorithm 1 Pseudocode for DNPa.
I n p u t d a t a x
Outpu t s e t S
1 . I n i t i a l i s e and p r e t r a i n a u t o e n c o d e r
2 .  =∞
3 . S = S ∪ xWmax
4 . Repea t f o r f e a t u r e xi
5 . T r u n c a t e W to W(:, 1 : s)
6 . C a l c u l a t e
y = W(:, 1 : s)x(1 : s) + b
z = WT y + b
J2 = − 1s
s∑
k=1
(xk log zk + (1− xk) log(1− zk) )
7 . i f (J2(n) <  )
8 .  = J2(x, z)
9 . e l s e
1 0 . S = S \ xi
1 1 . S = S ∪ xi+1
1 2 . U n t i l x i =xD
1 3 . Re tu rn f e a t u r e s u b s e t S
aNotation: A \ b represents A excluding b, A ∪ b represents A including b.
3.4.2 Analysis of computational complexity
In this section, the time complexity of the algorithm against classic iterative feature selection
algorithms is examined. Consider a three layer neural network is used in both cases. The
training time complexity Cnn disregarding weight update for one training epoch of a neural
network can be approximated as:
Cnn = T (DH +HY ) (3.4)
in which T is the number of training samples, D is the number of features (inputs), H is the
size of the hidden layer and Y represents the size of the output layer. For iterative feature
selection algorithms, the model is trained D times so that every feature is removed at least
once (Setiono and Liu, 1997). This increases the time complexity Csen of iterative feature
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selection algorithms like Sentiono’s algorithm to
Csen = DECnn (3.5)
whereE are the training epochs until the model reaches convergence. Training neural networks
is quite expensive and retraining a neural network D times is prohibitive in large datasets.
This work aims to mitigate the outer terms E and D by training the model once and using the
pretrained weights to calculate accuracy on the reconstruction of the original input as discussed
in Section 3.4.1. Based on Eq. (3.4), the complexity Cre of calculating the reconstruction for
the selected feature set S of size s ∈ [1, D] is:
Cre = T (sH +HD) (3.6)
The assumption that the size of the output layer equals the size of the input layer is made. The
increase of size s can be considered as a conditional arithmetic progression which in the worst
case scenario, when no features are discarded, has size of [1, D]. This means that at the last
step of the algorithm, the cost to calculate reconstruction is:
lim
s→D
(Cre) = T (DH +HY ) (3.7)
= Cnn (3.8)
In the worst case scenario, the proposed algorithm is only as expensive as (Setiono and Liu,
1997) at the very last step and the time complexity for reconstruction can be approximated as:
T
D∑
s=1
sH +HD (3.9)
This makes the approximation for the total time complexity of DNP:
CDNP = ECnn + T (
D∑
s=1
sH +HD) (3.10)
where on the right hand side, the first term reflects the pretraining cost and the second term
reflects the feature selection cost. To compare the two approaches, the time complexity of
each requires further analysis. From Eq. (3.10) and using the formula
D∑
s=1
s = D(D+1)2 , the
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following is obtained:
CDNP =ECnn + T (
HD(D + 1)
2
+HD)
=ECnn +
T
2
(HD(D + 3))
=ECnn +
THD
2
(D + 3)
≈ECnn + THD
2
2
(3.11)
Using Eq. (3.7), Eq. (3.5) can be expressed as:
Csen =(D − 1)ECnn + ECnn
=(D − 1)ET (DH +HY ) + ECnn
(3.12)
Assuming that Y can take values up to D in the worst case scenario, the cost of Csen is defined
as:
Csen =(D − 1)ET (DH +HD) + ECnn
=2(D − 1)(ETDH) + ECnn
≈2ETD2H + ECnn
(3.13)
The time complexity of the proposed DNP method and that of the established approach (Se-
tiono and Liu, 1997) are compared below.
Csen CDNP
= =
2ETHD2 + ECnn  ECnn + 3THD
2
2
⇑ ⇑
2ETHD2  3THD
2
2
⇑ ⇑
2ET  3T
2
(3.14)
Due to the reduced size of S, it is shown that Eq. (3.5) of (Setiono and Liu, 1997) is always
more expensive than Eq. (3.10) corresponding to the proposed DNP method, even in the worst
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Full 705 627 509 352 156 81
Features
Selected:
Figure 3.2: The first column depicts the original images while the remaining columns represent
the resulting images after feature selection is performed. Pixels in gray have been discarded by
the selection algorithm.
case scenario. The time complexity of both algorithms is directly proportional to the number
of features in the dataset. Therefore, the running time is expected to increase for datasets with
higher dimensionality.
3.5 Physical meaning behind sampled features
In this section an illustration of how the proposed algorithm preserves the physical meaning
behind the features is shown. Recall that one of the disadvantages of feature transformation
is that any meaning behind the original features is lost to the newly generated features. The
proposed method naturally circumvents this issue by using an autoencoder for feature selection.
Here, the popular Modified National Institute of Standards and Technology (MNIST) dataset
(Le Cun et al., 1998a) of 28× 28 pixel handwritten digit images is used. An autoencoder with
a single hidden layer of 500 neurons was used for this simulation. For the implementation
of the autoencoder, the Theano framework was utilised in Python (Bergstra et al., 2010). For
efficiency purposes, a batch size of 80 was set for the training. The autoencoder was trained to
map the input patterns to themselves until convergence. A relax criterion δ, was introduced in
Algorithm 1 in line 9, such that a feature is selected if the reconstruction error is smaller than e+
(eδ), with δ  [0, 1]. This enabled the selection of different subsets of features and observation
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of the most selected features. The selected features for different values of δ were used as a mask
and then applied to the handwritten digit images as depicted in Fig. 3.2, providing insight to
the resulting digit images after feature selection. To discover pattern similarities between the
dataset and the selected features, the mean of the dataset and the features selected was plotted,
as seen in Fig. 3.3. It is observed that the algorithm tends to select features in the middle of the
image while disregarding the edges. This makes sense, since letters are mostly written in the
middle of the image and little or no information exists at the edges.
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Figure 3.3: Correlation between average value of digits (a,b) and the most selected features for
different δ values for the MNIST dataset (c,d).
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3.6 Simulations
The proposed algorithm was evaluated extensively against both established (Setiono and Liu,
1997), (Tibshirani, 2011) and state-of-the-art data agnostic algorithms (Fan et al., 2009), (Wang
et al., 2014). A recent data specific feature selection algorithm for genes (Han et al., 2014),
was compared to DNP on the SRBCT dataset. A variety of real-world datasets from different
areas including image recognition, diabetes, sonar and children cancer data were considered.
As a rule of thumb, the number of hidden neurons was set to be 60% of the features in each
dataset. When the feature selection was completed, neural networks were trained to classify
each sample using only the selected features. For the training of the classifiers, the mean square
error was used as the error function. For all simulations, a simple linear transformation was
used to normalise all features in the range [0, 1]. The same early stopping training procedure
and network topologies were used, as the respective work the comparison is made against; that
is, (Setiono and Liu, 1997), (Tibshirani, 2011), (Wang et al., 2014), (Fan et al., 2009).
3.6.1 MNIST dataset
The well-established topic of handwritten digit recognition (Le Cun et al., 1998a) was con-
sidered to set a benchmark for the proposed Algorithm 1. The dataset contains 50000 training
samples and 10000 testing samples. A set of 10000 randomly selected samples was taken from
the training set to be used as a validation set. To fully understand the potential of the proposed
algorithm, the relax criterion δ was used to produce smaller subsets of features. These features
were used to train a three layer neural network with 256 hidden neurons and obtain classific-
ation accuracy on the test data. The accuracy for different number of features is depicted Fig.
3.4.
Remark 3.6.1: Results were promising, with just 41 features the DNP algorithm achieved an
accuracy of 81.01%.
Remark 3.6.2: Simulations with 705 features (δ = 0) achieved a classification accuracy of
98.3% which is comparable to the 98.4% accuracy attained by a state-of-the-art cognitive bias
feature selection ANN (Wang et al., 2014).
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Figure 3.4: Classification accuracy on the MNIST dataset with different number of features.
3.6.2 Small round blue cell tumour dataset
To compare the proposed method against recent state-of-the-art feature selection algorithms
Lasso (Tibshirani, 2011) and ISIS (Fan et al., 2009), the Small Round Blue Cell Tumour (SR-
BCT) dataset (Khan et al., 2001) was used. It is a collection of gene profiles to categorise child-
hood tumours in four categories: Neuroblastoma, Rhabdomyosarcoma, non-Hodgkin lymph-
oma and the Ewing family of tumours. From the original 6567 profiles, 4259 were classified
as irrelevant and after filtering, the remaining 2308 genes make up the SRBCT dataset. The
dataset was divided in a training set of size 43, a validation set of 20 and a testing set of size
20 samples. The results from of the simulations are provided in Table 3.1.
Remark 3.6.3: The proposed algorithm outperformed all other data agnostic methods, achiev-
ing 100% classification accuracy on the testing set with the use of 8 features, as opposed to
ISIS and Lasso that have reduced the number of features to 14 and 71 respectively.
A comparison of DNP against recent gene selection algorithm based on a “gene-to-class sens-
itivity information” (Han et al., 2014) is also included to give an indication of how a data
agnostic algorithm like DNP performs against data specific algorithms.
Remark 3.6.4: The data specific approach (Han et al., 2014) outperformed DNP, for it achieved
an accuracy of 100% on the testing set with only 6 to 7 features.
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3.6.3 Pima Indian diabetes and sonar datasets
Two classic datasets were used to assess the proposed approach against Sentiono’s neural net-
work feature selector. The first dataset, Pima Indians diabetes (Smith et al., 1988), contains 8
measurements from 768 females above the age of 20 of Pima Indian heritage. The dataset was
divided into a training set of 345 samples, a validation set of 39 samples and a testing set of
384 samples. Samples in all three sets were randomly selected. An autoencoder with a hidden
layer of 6 neurons was trained until convergence and then using Algorithm 1, a feature set S
was selected. A total of 30 networks were trained with different initial weights to adopt the
procedure taken in (Setiono and Liu, 1997) for fair comparison.
The second dataset, Sonar (Gorman and Sejnowski, 1988), contains readings from bouncing
sonar signals off metal cylinders (mines) and rocks from various angles. A total of 60 attributes
exist measuring energy in different frequency bands over a period of time. In this case the
autoencoder consisted of 36 hidden neurons, while the process remained the same as with the
Pima diabetes simulations.
The simulation results for these two datasets as well as a comparison to (Setiono and Liu, 1997)
are summarised in Table 3.2.
Remark 3.6.5: Observe that DNP produced similar results to the Sentiono’s algorithm, some
slight variations in terms of accuracy can be attributed to the division of the dataset in training,
validation and testing sets.
The established technique (Setiono and Liu, 1997), took 3351 and 37154 seconds whereas the
proposed method incurred a runtime of 1108 and 14056 seconds for the Pima Indians and Sonar
Target datasets respectively.
Remark 3.6.6: Despite the comparable accuracy, the proposed algorithm proved to be more
efficient as the runtime was reduced substantially by a factor of 3. This supports the findings
in the computational complexity analysis provided in Section 3.4.2. It must be noted that the
running time of algorithms is directly proportional to the number of features, hence, a longer
running time is expected for a dataset with a larger number of features.
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3.7 Summary
This chapter has focused on improving the way neural networks learn when trained with large
datasets. The problem of the dimensionality of data, i.e. number of features, was addressed
using a novel non-iterative feature selection algorithm. Specifically, the cross entropy error of
the input reconstruction was used as a criterion for the selection of features. Due to the reduced
dimension of the input vectors and weight matrices, the proposed approach has a lower com-
putational cost than traditional iterative methods with comparable accuracy. Moreover, unlike
classic iterative algorithms, the proposed approach only computes the significance criteria for
each feature once. Although not as fast as state-of-the-art feature transformation techniques,
the proposed method retains the physical meaning behind the original features, which as shown
in Section 3.5, provides valuable insights from the data.
The behaviour of DNP in terms of feature selection was observed and was found to retain
the most valuable features while being robust to noise. Empirical results suggest that the al-
gorithm’s performance is comparable to attentional neural networks (Wang et al., 2014) in
classifying the MNIST data and better than ISIS (Fan et al., 2009) for the SRBCT data. How-
ever, a recent data specific algorithm that was handcrafted for gene data (Han et al., 2014)
outperformed DNP by achieving equal accuracy with two less features on the SRBCT dataset.
Interestingly, DNP performed well as a general framework on a variety of different data for
feature selection, yet it can be outperformed by data specific methods (Han et al., 2014). The
proposed approach is data agnostic and as a result, can be utilised for a variety of applications
in image recognition, sonar, and bio-medicine.
The next chapter considers deep learning architectures for epilepsy, and more specifically the
detection of interictal epileptiform discharges. Epilepsy is introduced as a neurological dis-
order and electroencephalograms are considered as the means for brain activity data acquisi-
tion. CNNs are reviewed and adapted to enable the processing of the epileptic data. Finally,
qualitative means of interpreting results are proposed, with a focus on capturing the waveforms
of transient epileptic brain activity.
Chapter 4
Deep learning for epileptic
intracranial EEG data
4.1 Introduction
Epilepsy encompasses a number of neurological disorders primarily associated with electrical
activity in the brain (Bhalla et al., 2011). Epileptic seizures are defined as rapid frequency
changes in electrical activity and can vary in terms of duration and severeness (Goldberg and
Coulter, 2013). The study of epilepsy was facilitated with the discovery of human electroen-
cephalography (EEG) signals by Hans Berger (Sanei, 2013) in 1920. EEG is the most popular
modality for the investigation of the brain function. Its high temporal resolution property makes
it ideal for a variety of fields that consider time varying signals. EEG has been extremely use-
ful in medical sciences, since it complements other biomarkers for many types of diseases and
conditions.
Interictal epileptiform discharges (IEDs) are transients of electrical activities that appear in
EEG recordings of patients with epilepsy. Their accurate detection and localisation is important
to the diagnosis and treatment of epilepsy. Many classification algorithms that employ hand-
crafted features have been developed for the purpose of distinguishing IED from non-IED
activity. These algorithms are based on methods such as template matching (Lodder and Putten,
2014), (Vijayalakshmi and Abhishek, 2010), classification (Zhou et al., 2012), (Ghosh-Dastidar
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et al., 2007), dictionary learning (Spyrou and Sanei, 2016), differential operator (Majumdar and
Vardhan, 2011), spike rate (Li et al., 2013) and other methods common in the well-established
field of spike detection (Wilson et al., 1999), (Wilson and Emerson, 2002). The common
characteristic of all these methods is that a description of an IED waveform is obtained either
through modeling or similarity measurement with features of interest. This is often facilitated
by obtaining useful representations of the signal that can better exploit its structure. Finding
the optimal features for IED detection is a challenging, yet important problem (Tzallas et al.,
2012).
In this chapter convolutional neural networks are considered in a subject independent fashion,
and demonstrate that meaningful features representing IEDs are automatically learned. The
resulting models reach or surpass state-of-the-art classification performance, provide insights
for the different types of IEDs within the group, and are invariant to time differences between
the IEDs. This study strongly suggests that automatic feature generation via deep learning is
suitable for IEDs and EEG in general.
4.2 Automatic generation of features for IED waveforms
4.2.1 CNNs for EEG data
Neural processes exhibit a hierarchical structure since the electrical response of the brain to a
stimulus, task, or physiological state usually comprises of a number of sub-responses which
are combined to provide the full response. The aim is to demonstrate that deep learning, and
more specifically CNNs, can benefit electroencephalography studies.
In contrast to their success in image processing, CNNs have been used sparingly in EEG
processing. Notable contributions are in areas such as mental load classification (Bashivan
et al., 2015), detection of P300 (Cecotti and Graser, 2011) and prediction of epileptic seizures
(Mirowski et al., 2008). However, none of these works provided insight on the learnt coeffi-
cients of deep learning; instead the focus was on the classification performance. The short-
coming in the literature is perhaps due to the blackbox nature of neural networks for clinicians
and the limited availability of specialised EEG (such as IED data) to data scientists. To address
these issues, this chapter demonstrates how clinically meaningful features manifest themselves
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Figure 4.1: Basal and lateral X-rays showing scalp and intracranial FO electrodes (pointed to
by red arrows) (Nayak et al., 2004).
within the structure of CNNs. In this way, a specialised clinician can make sense of the data due
to the qualitative (and not quantitative) nature of the IED features. To enable this process, the
physical meaning of the EEG data and learning process is investigated. This is what this section
addresses, making sense of epileptic EEG data without the need for expert domain knowledge.
Based on a literature review, this is the first time that the IED morphology is detected within
the filter weight coefficients in the convolutional layer of a CNN.
4.2.2 Epileptic EEG dataset
In this section, the collection, preprocessing and scoring of the EEG dataset is presented. The
study comprised of 18 consecutive patients whose EEG readings were performed with intracra-
nial multicontact foramen ovale (FO) electrode bundles in the Department of Clinical Neuro-
physiology at King’s College Hospital1. The dataset generated by this study is used in all
following chapters.
4.2.2.1 Subjects
In this study, 18 subjects (11 males, 7 females, average age 25.2 years, range 13−37) assessed
for temporal lobe epilepsy with scalp and foramen ovale (FO) electrodes at King’s College
Hospital, London were included. Subjects were submitted for telemetry recording with FO
1The author would like to thank D. M. Lopez and G. Alarcon from King’s College London, and A. Valentin
from King’s College Hospital for providing the labeled EEG data.
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electrodes when their medical history, interictal scalp EEG, neuroimaging and neuropsycho-
logical studies were not able to confidently determine the side of seizure onset or there were
doubts about lateral temporal or extra-temporal seizure onset. The placement of the FO elec-
trodes is displayed in Fig. 4.1. In 10 subjects seizure onset was located within mesial temporal
structures, while in eight subjects it was located in the lateral temporal region. 13 EEG traces
were entirely recorded during wakefulness and the remaining also included periods of slow
wave sleep (stages I-II) (Subjects S2, S9, S10, S13, S15).
4.2.2.2 Electrode placement
For scalp EEG, 20 standard chlorided silver cup electrodes were applied according to the
‘Maudsley’ electrode placement system (Torre et al., 1999). For each subject, two flexible
bundles of six intracranial electrodes were inserted through the subjects FOs under general an-
esthesia and fluoroscopic control, following the technique described by Stodieck (Wieser et al.,
1985) and their positions were radiographically confirmed. Each electrode consisted of a 0.1
mm insulated stainless steel wire. For the three deepest electrodes the recording contacts were
3 mm long while for the most superficial electrodes recording contacts were 5 mm long. In-
terelectrode distance between the two most superficial recording contacts was 15 mm and 10
mm for the rest of the contacts in the electrode. For each FO electrode bundle, the two deepest
electrodes were located close to mesial temporal structures.
4.2.2.3 Recording system
For data acquisition a Telefactor Beekeeper cable telemetry system of 32 channels was used.
Data was digitised at 200 Hz and bandpass filtered (highpass cutoff frequency at 0.3 Hz and
lowpass cutoff frequency at 70 Hz). The system input range was 2 mV and data were digitised
using a 12 bit analog-to-digital converter (an amplitude resolution of 0.488 V). FO data were
recorded with respect to Pz as common reference. For each subject, a period of 20 minutes of
FO interictal recordings was transcribed into a digital file.
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Figure 4.2: Example IEDs for one subject. Channels are superimposed on the same plot and
the signals were averaged over all IED segments of different time instances.
4.2.2.4 IED scoring
Scoring of the IED was performed by an expert epileptologist based on the morphology and
spatial distribution of the observed waveforms. These were evaluated in the background con-
text as described in (Spyrou et al., 2016), and following the standard definitions for epilepti-
form pattern, spike and sharp wave of the International Federation of Clinical Neurophysiology
(Noachtar et al., 2004) and currently accepted EEG descriptions were taken into account for
scoring. Each trial was 65 sample long which is equivalent to 325ms and was given a certainty
score (0− 4) and categorised to one of the following:
0: Non-physiological and physiological artifacts, physiological ‘sharpened/spiky’ activities
(vertex waves, K-complexes), and low amplitude irregularities barely distinguishable
from the background activity and restricted to 1− 2 channels.
1: Sharp wave (restricted to at least 3 channels);
2: Broadly distributed sharp wave (> 3 channels);
3: Spike (restricted to at least three channels);
4: Broadly distributed spikes or spike and wave complexes (> 3 channels), interictal bursts
of spikes or sharp waves.
A summary of the scored data can be found in Table 4.1 and an example of an IED spike can
be found in Fig. 4.2.
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Table 4.1: Summary of the data scoring process.
Subject No. of trials Subject No. of trials
S1 684 S10 448
S2 100 S11 1696
S3 144 S12 1906
S4 330 S13 1658
S5 316 S14 1082
S6 944 S15 520
S7 398 S16 1212
S8 634 S17 228
S9 682 S18 236
Score No. of trials Score No. of trials
0 6615 3 2174
1 1387 4 914
2 2128
4.2.2.5 Dimensionality of data
Each subject was assessed for temporal lobe epilepsy using 12 FO and 20 scalp electrodes
at King’s College Hospital London. As the number of electrodes and therefore the channels,
differed between scalp and intracranial recordings, each trial resulted in a dataframe of size
[time(325) × frequency (0.2) × No. of channels]. In essence, the data for each subject had a
size of [1300× No. of trials] for the scalp EEG and [780× No. of trials] for the intracranial
EEG. This information is pivotal for the problem formulation and methodology proposed in
Chapter 5.
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Figure 4.3: Convolutional model for EEG processing, where Ml are the feature maps generated
at convolutional layer l, Fl are the filters at layer l and ∗ is the convolution operator. M
represents a tensor of dimension [Filters × Channels × Time].
4.2.3 Feature generation using deep neural networks
4.2.3.1 Convolutional neural networks for EEG processing
Unlike traditional fully connected networks, CNNs offer a mechanism to exploit local con-
nectivities such that the learnt ‘filters’ lead to the strongest response to a spatially local input
patterns in the image, as discussed in Section 2.3.2. In the context of EEG processing, 2-d
kernel convolution, see Eq. (2.20), needs to be adapted, as the spatial y-axis is not relevant for
time series data. As such, a 1-d variant is considered, see Eq. (2.21), and the proposed EEG-
oriented CNN framework is illustrated in Fig. 4.3. To learn the coefficients of each filter F, the
proposed CNN sweeps through the data of all channels one-by-one. Once the coefficients for
one filter are initialised, they are convolved with each channel of X to produce a channel in the
feature map smaller than the support of the actual channel in the input signal X. For instance,
the support of the input signal is 65 in layer 1, whereas length of the feature map in layer M1 is
65−L+ 1 = 34, where L = 32 is the filter length. The length of the first layer’s filters was set
to 32 samples (160ms), since this duration was adequate to capture the main part of the IED
waveform.
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4.2.3.2 Derivation of the learning rule
In this work, the learnt filters are exploited to capture the temporal information of the EEG. To
do so, CNN convolution is performed by convolving each electrode signal with a 1-d filter, as
mentioned in Section 2.3.2, and adding a bias term to generate the feature map. Eq. (2.21) has
been modified to better match the proposed CNN model.
Gli,j,o =
Φl−1∑
g=1
L∑
j=1
(Fl[j,o]M
l−1
[i,j+t,g])+b
l
∀ t = {0, .., T − L}
∀ i = {1, .., 12}
∀ o = {1, ..,Φl}
(4.1)
A number of activation functions have been proposed, however, for the purposes of this work
the hyperbolic tangent function was considered, see Section 2.5. Allowing for a number of
convolutional layers (as shown on the L.H.S of Fig. 4.3) enables CNNs to learn complex
features as combinations of filters from the preceding layers. The generated features from the
convolutional layers are passed through a fully connected hidden layer, such that:
h0 = (W0vec(MΛ
ᵀ
) + b0) (4.2)
h1j = φ(h
0
j ) (4.3)
where (·)ᵀ is the transpose operator, Λ is the last convolutional layer, W0 and b0 are the weight
matrix and bias of the fully connected hidden layer respectively, see L.H.S of Fig. 4.3. Note
that MΛ is a 3-d tensor. In order to pass the generated features to the fully connected hidden
layer the vec(·) function is used so that MΛ is flattened to a vector. This is performed by re-
peatedly concatenating each column of the feature map matrices into a vector.
Finally, the output of the hidden layer is passed through a logistic regression model for classi-
fication of the intracranial EEG generated features.
` = W1h1 + b1 (4.4)
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where W1 and b1 are the weights and bias for the logistic model respectively. ` is a vec-
tor containing the probabilities of a sample being in a particular class, normalised using the
softmax function:
zi = softmax(`i) =
e`i∑κ
c=1 e
`c
(4.5)
where z is the result of the softmax function normalisation of ` and `i is the ith element of `,
corresponding to the probability of being in the ith class.
For classification the model outputs the index of the maximum value, from 0 (non-IED) to
1 (IED). The model is trained using the backward propagation algorithm. The negative log
likelyhood function is considered as the error function for the training of the proposed model,
see Eq. (2.11).
The gradient of a given cost function J can be computed by backpropagation for each com-
ponent of the network. For the logistic model, the partial derivative ∂J3∂`c is calculated as:
δ`c =
∂J3
∂`c
=
∂J3
∂zi
∂zi
∂`c
= −
κ∑
i=1
yi
zi
∂zi
∂`c
= −yc
zc
zc(1− zc)−
κ∑
i 6=c
yi
zi
(−zizc)
= −yc(1− zc) +
κ∑
i 6=c
yizc
= −yc + yczc +
κ∑
i 6=c
yizc
= −yc +
κ∑
i=1
yizc = zc − yc
(4.6)
In terms of the fully connected hidden layer the partial derivative ∂J3
∂h0
is calculated as:
δhj =
∂J3
∂h0
=
∂J3
∂z
∂z
∂`j
∂`j
∂h1
∂h1
∂h0
= δ`jw
1
ᵀ
j
1
cosh2(h0)
(4.7)
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For the last convolutional layer the partial derivative ∂J3
∂GΛj,i,o
is derived as follows:
∆Λo =
∂J3
∂GΛo
=
∂J3
∂h0
∂h0
∂MΛo
∂MΛo
∂GΛo
=
∑
j
(
δh
ᵀ ∗ ROT180(W0[:,s(o−1)+1:so])︸ ︷︷ ︸
ρ
)
j
1
cosh2(GΛo )
(4.8)
where the function ROT180(·) is a rotation at 180 degrees and equivalent to time reversal used
in 1-d linear convolution. ‘:’ denotes all rows of W0, s refers to the length of each vectorised
map (in this case 7 × 12 = 84); the formula s(o − 1) + 1 corresponds to the start index and
so corresponds to the end index - which effectively selects the appropriate columns (weight
coefficients) that relate to the feature map of the oth filter. The vector ρ (of size s × 1) is
summed up to yield the sum of contributions of all elements in the oth feature map. Note that
∆Λo is a matrix of the same size as G
Λ
o . This can be generalised for all convolutional layers as:
∆l−1o =
∂J3
∂Glo
∂Glo
∂Ml−1o
∂Ml−1o
∂Gl−1o
=
∑
i
∑
j
(
∆lo ∗ ROT180(Flo)
)
ji
1
cosh2(Gl−1o )
(4.9)
The weights for each component at every iteration are updated as follows:
Logistic: w1c(n+ 1) = w
1
c(n)− αδ`ch1 (4.10)
Hidden: w0i (n+ 1) = w
0
i (n)− αδhi vec(MΛ
ᵀ
) (4.11)
Convolutional: f lo(n+ 1) = f
l
o(n)− α∆lo ∗Ml−1o (4.12)
where the transpose of w1i corresponds to the i
th row of the matrix W1, the transpose of w0i
corresponds to the ith row of the matrix W0, f lo is the o
th filter/column of the filter matrix Fl
at layer l and α is the learning rate.
Following each convolutional layer, a pooling layer is generally utilised to provide a squashing
function. Specifically, the pooling function maps an area (also called window) of the generated
feature map to a scalar value. Pooling has proven to achieve invariance to transformation (such
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Figure 4.4: Max pooling with a window size of 3 samples for an IED example. The top plot
represents the original IED segment while the bottom plot represents the deformed segment
after max pooling.
as rotation) and more compact representation of images by reducing the image size. A number
of pooling strategies have been proposed with the most prominent one being max-pooling
where max(u) returns the maximum sample in the vector or matrix u. Although pooling has
proven to be beneficial to deep learning, it also modifies the input-output space. In the case of
IEDs, the morphology of an epileptic spike is altered, see Fig. 4.4, which could degrade the
performance. This observation was confirmed by initial simulations. The reason behind the
reduced performance lies with the transformation of the data. When compared with images,
EEG data have a much more localised area of interest. According to (lan Boureau et al., 2010),
max-pooling is best suited for separation of features that are very sparse. Considering the
locality and density of the recorded EEG segments, max-pooling was found to lead to loss of
information resulting in an inferior model. As a result, pooling was not used with any of the
proposed CNNs throughout this work.
4.2.3.3 Training procedure
Each of the six channels of the intracranial EEG data are treated as a univariate time sequence,
as the data was sampled at successive points in time at uniform time intervals. As such, each
channel is denoted cj as 〈cj |j ∈ Channels〉 where cj = {cjt1 , cjt2 , .., cjtN } and cjk is the
kth sample in channel j. CNNs utilise filters that use windowing to sweep through the data of
each channel and produce a new multichannel time series that captures the temporal similarity
between EEG and the filter. At each step, filter fo is convolved with each subsequence s of
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Table 4.2: Training parameters for the all the considered methods.
Parameter/Method TD TF CNN1 CNN2
Convolution layers - - 1 2
No. of filters - - 126 20, 10
Filter order - - 32 32, 17
Sigmoidal layer size - - 500 500
Network parameters - - 4532 4540
Classifier features 780 756 500 500
Total layers 1 1 3 4
the same length. For example, the first subsequence of the third channel is represented as:
s13 = {c13, c23, .., cL3 }, where L is the length of the filter. Recall that 1-d filters are employed to
avoid channel mixing as it is not relevant for EEG time series.
The leave-subject-out training methodology along with two-fold validation was used for all the
experiments. For each simulation, the data of a single subject was used for testing. The remain-
ing 17 subjects were divided into two folds, training and validation sets. Using early stopping,
competing algorithms were trained until the validation error stopped improving. Once the first
fold was completed, the validation set was used for training and vice versa. This procedure
was repeated until all subjects were used as test data for both folds. The length of the first
layer’s filters was set to 32 samples which corresponds to 160ms; this duration was adequate
to capture the main part of an IED waveform. For the following layers, the length of the filters
were gradually reduced to capture finer details of IEDs (Le Cun et al., 1998b).
Two CNN topologies were considered, CNN1 comprised of a single convolutional layer whereas
CNN2 comprised of two convolutional layers. Both networks were followed by a single fully-
connected sigmoidal hidden layer and a logistic regression model to perform classification on
the generated features. The network was trained using backpropagation until convergence. The
parameters for the two CNNs and competing algorithms are summarised in Table 4.2. The pro-
posed CNN architecture was compared with a state-of-the-art classification algorithm (Spyrou
and Sanei, 2016) that only uses a single logistic regression layer but with handcrafted optim-
ised features. Four comparisons are included in this study: a logistic regressor trained with
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Figure 4.5: Evolution of learnt coefficients towards the morphology of an epileptic waveform.
Correlation did not exceed 42% as the comparison is made between a single filter and the
average of different IEDs of different lenghts.
time domain (TD) features, a logistic regressor trained with time frequency (TF) features, and
the proposed CNN1/CNN2 models trained with TD features.
4.2.4 Making sense of epileptic EEG using machine learning
To address the ‘black-box’ nature of neural networks, this section illustrates the way the learn-
ing process of CNNs captures features of IEDs. Fig. 4.5 shows the evolution of learning
weights pertaining to the first layer of CNN2 through training and how it correlates with an
averaged IED. The correlation of layer 1 was 42% at convergence. It must be noted that this
correlation was between a single filter and the average of all IEDs. At the second layer, a cor-
relation of 52% was observed. From Fig. 4.5, it is clear that from the top-left most subplot
to the bottom right-most subplot that these learning coefficients were converging towards the
waveform of an IED, as shown previously in Fig. 4.2.
In Fig. 4.6 the first layer filters of CNN2 (leftmost subplots) are compared with its second
layer convolved filters (rightmost subplots). Observe that the background EEG occurred at the
start of each subplot, followed by the occurrence of epileptic spikes, which were then followed
again by background EEG. The second layer learning coefficients (rightmost subplot) captured
more complex and well-defined epileptic shapes than those of first layer (leftmost subplots). In
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other words, background EEG was made much more distinct from those spikes. This enhanced
distinction between background activity and epileptic spikes should improve the detection of
those spikes for classification from shallow learning (CNN1) to deep learning (CNN2), as con-
firmed by the classification accuracy provided in Table 4.3.
The leftmost plot of Fig. 4.7 illustrates the inputs to layer 1 of the IED class, whereas that of
Fig. 4.8 shows the inputs to layer 1 pertaining to the non-IED class. On the other hand, the
rightmost plots of both figures show the outputs of the first layer, resulting from the convolu-
tion with the learnt filters in Fig. 4.6 (leftmost subplots) depicting epileptic waveforms. Notice
that the high amplitude activations in the output signals in Fig. 4.7 is much more synchronised
in the neighbouring electrodes than those in Fig. 4.8. This again indicates that the epileptic
patterns were successfully learnt by the proposed method.
Although shallow learning of CNN1 yielded poorer results than those in the previous work
(Spyrou and Sanei, 2016), deep learning of CNN2 had similar performances as in (Spyrou and
Sanei, 2016). This was confirmed by McNemars statistical test to assess the significance dif-
ference between the CNN2 method and the other three. TD-CNN2 and CNN1-CNN2 had sig-
nificant difference with p < 0.01, while TF-CNN2 was not significant. In other words, CNN2
provided similar performance results as those in previous work (Spyrou and Sanei, 2016). Yet,
the advantage of the proposed methodology was to circumvent the use of time-frequency ana-
lysis, facilitating the interpretation of the EEG data.
4.3 Going deeper using discrete ordered labels
4.3.1 Benefiting deep models with moderately different classes
A recent study into deep learning has revealed that deep models benefit from out of distribution
examples (Bengio et al., 2011). In other words, transforming the original input samples using
a variety of filters in conjunction with separating the original classes into sub-classes enhances
the classification performance of deep learning models. It is therefore hypothesised that addi-
tional subclasses of IEDs can improve the detection of IEDs, over the methodology whereby
only the binary IED and non-IED classes are considered. It is expected that the increased num-
ber of IED classes and their clinical significance, see Section 4.2.2.4, will assist the classifier in
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Figure 4.6: Learnt filter coefficients for layer 1 for simple IED waveforms (left) and convolved
learnt filters for both layers for more complex shapes (right).
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Figure 4.7: Example segment of the IED class and its layer 1 feature map (multichannel) for
the two filters shown on the L.H.S of Fig. 4.6.
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Table 4.3: Classification accuracy for the competing approaches (%).
Subject Temporal Time-Frequency CNN1 CNN2
1 89.83 91.37 78.55 87.31
2 83.37 88.50 78.59 85.53
3 69.24 91.67 77.42 84.80
4 76.00 87.88 81.91 86.69
5 77.89 83.39 82.13 90.91
6 80.91 89.57 79.12 90.19
7 67.72 85.80 83.34 90.94
8 75.73 89.04 81.19 88.27
9 79.03 87.02 80.00 89.62
10 76.91 91.29 82.18 89.12
11 80.80 88.18 80.81 90.85
12 89.83 85.47 82.00 92.00
13 85.21 84.77 82.88 92.47
14 61.27 85.49 71.05 88.16
15 50.38 48.37 48.25 48.31
16 68.86 91.23 80.27 87.29
17 86.80 81.35 75.47 85.75
18 79.66 88.98 86.45 92.83
Mean 76.63 85.52 78.42 86.72
learning the features of IEDs better, leading to improved classification rates. To enhance learn-
ing, discrete ordered score labels are employed, as introduced in Section 4.2.2.4, as a means
of training with moderately different classes. At the end of classification, a threshold layer is
designed to categorise the predicted subclasses to the IED and non-IED classes.
4.3.2 Binary vs multiclass IED detection
The proposed method challenges the assumption that binary labeling is sufficient to represent
the complexity of the data for deep learning (Bengio et al., 2011). Examples that lie close to
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Figure 4.8: Example segment of the non-IED class and its layer 1 feature maps (multichannel)
for the two filters of Fig. 4.6.
the threshold of a logistic regressor have a high probability to be misclassified. To support
this hypothesis, two methods are provided to demonstrate the proximity of IED-1 and IED-2
segments to non-IED compared to IED-3 and IED-4 segments. The first method provides a
quantitative measure while the second provides a visual, qualitative measure on the proximity
of IED and non-IED segments.
First, a special case of the Minkowski distance metric called Chebyshev distance, see Section
2.4.3.1, is used to show the distance between the different scored IEDs, emphasising that IED-1
class is much closer to the non-IED class than any other IED class.
Since the scored classes do not have the same number of examples, as seen Table 4.1, the first
914 examples from each class were selected in order to calculate the Chebyshev distance. The
distance between the examples of different scored classes are presented in Table 4.4. Although
examples in the IED-1 class are classified as IED, it is clear that these segments are closer to
the non-IED class than any other class due to the smaller distance.
Second, to provide a visualisation of the closeness between the non-IED and IED-1 classes, the
t-distributed Stochastic Neighbour Embedding (tSNE) is employed, see Section 2.4.3.3. For
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Figure 4.9: Data feature space using tSNE.
this visualisation the dimensionality of Y was set to two, since a 2-d plot is more straightfor-
ward to interpret.
The resulting visualisation from tSNE is presented in Fig. 4.9. To show the closeness of IED-1,
IED-2 and non-IED segments the figure is divided as follows:
Fig. 4.9a presents the visualisation for IED and non-IED segments with a different marker for
IED-1 segments which overlap clearly with the class of non-IED segments.
Finally, Fig. 4.9b presents the feature space for all scored classes; the overlap between IED-2
and non-IED segments can also be observed.
Both the quantitative analysis based on Chebyshev distance and the qualitative t-SNE analysis
have shown the proximity of IED-1 and IED-2 to the non-IED class. This can introduce some
bias in the binary classification of IEDs. As such, a multiclass IED problem is considered to
minimise the interference of IED-1 and IED-2 on the classification task.
Table 4.4: Chebyshev distance of data segments.
Non-IED IED-1 IED-2 IED-3 IED-4
Non-IED 0 0.0583 0.4774 0.5756 0.6594
IED-1 0.0583 0 0.4809 0.5785 0.6620
IED-2 0.4774 0.4809 0 0.3215 0.4549
IED-3 0.5756 0.5785 0.3215 0 0.3218
IED-4 0.6594 0.6620 0.4549 0.3218 0
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Table 4.5: Model notations.
Notation Description
Wavelet A logistic regressor trained with wavelet data and binary labels (Halford et al., 2013).
TD A logistic regressor trained with time-domain data (Spyrou et al., 2016).
TF A logistic regressor trained with handcrafted time-
frequency features (Spyrou et al., 2016).
CNN A convolutional neural network trained with time-domain data.
Bin A model trained with binary labelled data.
Multi A model trained with discrete ordered score data.
4.3.3 Simulations
4.3.3.1 Training procedure
The training procedure for all competing methods is identical to that used in Section 4.2.3.3.
A one vs all approach is considered so that a number of binary classification problems are
solved in the case of discrete ordered score labels. Both the binary labelled (IED and non-IED)
and scored data were considered for all competing algorithms using the mentioned training
procedure. The models were built using the Theano framework (Bergstra et al., 2010) and run
on a GTX 980ti. An index of the methods considered in this section is available in Table 4.5.
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Figure 4.10: Initial simulations with different number of convolutional layers. The greatest
increase in accuracy was between 1 and 2 layers, while the performance plateaued with 4
layers.
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Figure 4.11: Resulting network after initial optimisation of parameters. X is the input, Fj are
the filters for layer j, Mj are the feature maps for layer j, W0 is the weight matrix for the
fully connected hidden layer and, h0 and h1 represent the pre-activation and post-activation
features for the fully connected hidden layer, W1 and ` are the weight matrix and activation of
the logistic regressor.
4.3.3.2 Parameter selection
A number of simulations were conducted initially to obtain the optimal neural network con-
figuration. Fig. 4.10 shows the performance of CNNs with different topologies. It is apparent
that using more than 4 convolutional layers was not beneficial, as the performance no longer
improved. Therefore, the additional computational complexity entailed to more than 4 layers
cannot be justified; as a result a CNN with 4 convolutional layers was selected. Additionally,
pooling was omitted as the networks trained with max-pooling had on average lower accuracy
than those trained without, possibly due to the loss of information as the result of the change in
the morphology of the IED segments, see Fig. 4.4. The resulting optimal model consisted of
4 convolutional layers followed by a fully connected hidden network and a logistic regressor.
A threshold layer is introduced at the end of the model so that the discrete ordered score sub-
classes were mapped to the binary non-IED and IED classes. The topology of the proposed
model is depicted in Fig. 4.11. Note that the output of the final convolutional layer was un-
folded from a 3-d tensor to a 1-d vector. For clarity, the training parameters of all competing
algorithms are summarised in Table 4.6, while information on the dimensionality of the data
structures are provided in Table 4.7.
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Table 4.6: Training parameters for the considered methods.
Parameter/Method Wavelet TD TF CNN
Convolution layers - - - 4
No. of filters - - - 40, 30, 20, 10
Filter order - - - 32, 16, 8, 6
Sigmoidal layer size - - - 500
Network parameters - - - 1980
Classifier features 240 780 756 500
Total hidden layers - - - 5
Table 4.7: Dimensions of variables.
Type Size
X 12 channels × 65 samples
F1 32 coefficients × 40 filters
M1,G1 12 channels × 34 samples × 40 maps
F2 16 coefficients × 30 filters
M2,G2 12 channels × 19 samples × 30 maps
F3 8 coefficients × 20 filters
M3,G3 12 channels × 12 samples × 20 maps
F4 6 coefficients × 10 filters
M4,G4 12 channels × 7 samples × 10 maps
W0 500 neurons × 840 coefficients
h0,h1 500 features × 1 sample
W1 5 classes × 500 neurons
` 5 classes × 1 probability
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Figure 4.12: Classification accuracy for CNN using the multiclass score labels.
4.3.3.3 Dataset balancing
Initial simulations revealed that due to the unbalanced dataset, classifiers trained with the
scored data became biased towards non-IED segments, as they represented the majority of
the available data. In an effort to balance the dataset, undersampling was employed, see Sec-
tion 2.4.2, for the non-IED class using random sampling, this method is known to be the most
effective approach for bioinformatic data (Dittman et al., 2014). The same subsets of under-
sampled non-IED segments were used by the competing algorithms to ensure objectivity of the
presented results.
4.3.4 Discussion
First, it is instructive to observe the classification accuracy for the CNN trained with the scored
data but without the threshold layer, as presented in Fig. 4.12. It is clear that IED-1 is the
most contested class as it represents a transition state between IED and non-IED segments; this
is consistent with the hypothesis considered in Section 5.5.2. The achieved accuracy for each
subject and method is presented in Table 4.8.
Remark 4.3.4.1: It is clear from Table 4.8, that the CNN Multi model trained using the
proposed approach has, on average, outperformed all other methods. For rigour, a statistical
analysis for the performance of each method is also provided in Table 4.9.
Remark 4.3.4.2: Models trained with binary labels were less likely to misclassify a segment
as a false positive IED, whereas models trained with discrete ordered score labels were superior
in terms of minimising false negatives, see Table 4.9.
Remark 4.3.4.3: The wavelet approach produced good results for a minority of the subjects,
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i.e. S8 and S17, but had the lowest overall accuracy. In terms of the competing algorithms, the
TF Bin model achieved the best performance, but still did not outperform the CNN models.
Remark 4.3.4.4: The CNN Multi model seems to hold a balance by retaining the highest ratio
of TP to FN classifications. The Receiver Operating Characteristic (ROC) analysis presented
in Fig. 4.13 also supports this.
Remark 4.3.4.5: Observing the ROC curve leads to the conclusion that models trained with
the binary labels leaned towards the True Positive Rate (TPR) while models trained with dis-
crete ordered scores leaned towards the False Positive Rate (FPR). The deep CNN Multi model
provided the best balance between the two and greatest area under the curve (0.900).
The analysis showed that certain types of IED presented sharp waves were closer to non-IED
segments than broad IED spikes over 3 channels, therefore, they should not share the same
class as IED segments of greater amplitude in terms of training. To allow the deep model to
benefit from this insight, binary labels were replaced with ordered ordinal score labels. The net-
work learns the IEDs of different scales and amplitudes as individual IED subclasses. Finally, a
threshold layer was utilised to convert the predicted subclasses to binary IED and non-IED. Us-
ing this methodology, a 3% increase in accuracy was observed from a CNN, when compared to
a model trained with the binary labels. Convolved filters generated at the deepest layers showed
prominent features, beneficial for the classification of IED segments, as verified by expert clini-
cians1. Specifically, prominent IED segments for Subject 2 and 11 were compared with the
learnt filters at different layers in Fig. 4.14 and Fig. 4.15 respectively. The differences in
IEDs are evident and may express different neural generation mechanisms (Keller et al., 2010),
(Naze et al., 2015). Traditionally, spikes and sharp waves are assigned equal etiologic and clin-
ical significance in the evaluation of a subject with epilepsy (Jaseja and Jaseja, 2012). However,
it is well known that the morphology of an IED can provide clinical insights to the subject’s
condition (Curtis and Avoli, 2012), (Wendling et al., 2012), (M. E. Andraus and Alves-Leon,
2012). Consistent changes in amplitude, duration and sharpness have been described in dif-
ferent sleep stages (Frost et al., 1991), during pharmacological treatment (Bustamante et al.,
1980), (Bustamante et al., 1981) and, furthermore, after achievement of seizure control, re-
vealing significant decrease in spike amplitude, duration and sharpness (Wang et al., 2014).
1The author would like to thank D. M. Lopez from King’s College London, for confirming the existence of
IED biomarkers in the coefficients of the convolutional neural network
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Therefore, the ability to discriminate IEDs based on their morphology has an additional value
in the evaluation of treatment efficacy.
Table 4.8: Classification accuracy per subject for the competing approaches (%).
Subj. Wavelet TD Bin TD Multi TF Bin TF Multi CNN Bin CNN Multi
1 67.98 75.58 84.80 91.37 91.37 93.71 95.10
2 82.00 88.00 85.00 88.50 89.50 87.00 96.00
3 74.31 76.74 78.12 91.67 93.75 93.75 9653
4 79.70 78.79 77.58 87.88 84.70 84.24 9076
5 72.78 73.58 73.58 83.39 81.96 86.39 89.40
6 64.41 75.05 79.03 89.57 87.98 89.62 92.37
7 66.08 80.28 79.02 85.80 79.77 82.66 88.32
8 84.86 73.90 72.56 89.04 86.04 92.90 88.56
9 68.62 72.73 76.03 87.02 83.50 86.51 90.98
10 76.79 80.13 76.67 91.29 94.98 90.40 95.76
11 73.82 77.65 77.98 88.18 81.13 89.45 87.50
12 78.33 79.77 79.72 85.47 79.85 87.62 87.62
13 66.28 66.74 70.99 84.77 77.96 86.13 85.89
14 58.78 69.45 69.45 85.49 80.68 84.29 89.46
15 50.58 50.38 49.42 48.37 49.71 48.27 49.90
16 76.24 79.54 79.87 88.86 86.30 87.05 91.34
17 88.16 76.32 74.12 87.72 92.11 84.65 93.64
18 72.03 83.47 79.03 87.71 83.47 91.95 93.01
Mean 72.32 75.45 75.48 85.67 83.60 85.92 89.01
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Table 4.9: Statistical results for the competing approaches.
Method TP FP FN TN Precision Sensitivity f-measure Specificity AUC
Wavelet 9778 3428 4196 9034 0.74 0.70 0.72 0.72 0.733
TD Bin 11311 1927 1919 11279 0.85 0.85 0.85 0.85 0.755
TD Multi 12714 4313 516 8893 0.75 0.96 0.84 0.67 0.751
TF Bin 10417 3740 2813 9466 0.74 0.78 0.76 0.72 0.857
TF Multi 12204 5766 1026 7440 0.68 0.92 0.78 0.56 0.825
CNN Bin 11874 1729 1356 11477 0.87 0.90 0.88 0.87 0.887
CNN Multi 12463 2472 767 10734 0.83 0.94 0.88 0.81 0.900
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Figure 4.13: ROC curves for the different methods.
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Figure 4.14: Similarity between an IED segment and learnt filters for Subject S2.
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Figure 4.15: Similarity between an IED segment and learnt filters for Subject S11.
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4.3.5 Computational complexity
The deep models described in this chapter have many advantages in classification performance
and insights over manual feature generation approaches. They do however suffer in terms of
computational complexity. It is, therefore, instructive to provide a comparative analysis on the
computational complexity of the competing methodologies. As such, the three main stages of
each algorithm were considered, i.e. feature generation, feature combination, and classifica-
tion. The computational complexities of these three stages are shown in Table 4.10. As ex-
pected, TD approaches have the lowest computational cost, whereas the proposed CNN model
has the highest. The wavelet method provides the middle ground in terms of computational
complexity, but is the lowest in terms of accuracy. Moreover, the theoretical time complexity
is approximately in agreement with the simulation running time. For example, TD is approx-
imately 40 times less expensive than the CNN (423/10), while the theoretical time complexity
analysis indicates that the TD method is 50 times less complex as shown below:
TJNΦ
TJNC
=
Φ
C
=
100
2
= 50
This is not surprising, as the theoretical Big Oh notation reflects the upper limit in terms of
time complexity. The higher computational cost of the proposed CNN is compensated by a
14% increase in accuracy. Moreover, the proposed approach circumvents the need to handcraft
features in EEG data, a time-consuming and difficult task for clinical experts (Guo et al., 2011),
(Acir et al., 2005).
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4.4 Summary
In this chapter, the need for automatic feature generation for interictal epileptiform discharges
was addressed. A demonstration of how CNNs can learn the intracranial IED waveform pat-
terns was provided in Section 4.2.4. This contribution has important healthcare implications as
the shape of the IED can assist the diagnosis of epilepsy. Simulations revealed that automatic
feature generation can exceed the accuracy of models trained with handcrafted features, re-
moving the need for the time-consuming process of manual feature generation. The results of
Section 4.2 are instructive and suggest that automatic feature generation based on deep learning
is a potentially useful tool for IED detection and EEG data analysis in general.
To provide deeper insights into the data, the binary classification problem was altered to a multi
class problem. Deep learning models were shown to benefit from moderately different classes,
and IED detection was no exception. Using linearly ordered score labels, a deeper convolu-
tional network was trained and outperformed models trained with binary labels. This approach
involved training the model for different subclasses of IEDs and then converting the predictions
to binary IED and non-IED classes. It was also shown how certain learnt filters of the CNN
converge towards prominent IED segments found in the subject group.
The contribution of this chapter is three-fold; first, the applicability of deep learning for auto-
matic feature generation and superior classification accuracy against models trained using fea-
tures handcrafted by experts was demonstrated. Second, it was established that deep learning
can assimilate a richer collection of information within complex EEG data, i.e. linear ordered
score classes. Finally, the automatic discrimination of IED morphology in convolved filters can
be beneficial for evaluating treatment effectivity of epileptic subjects, as discussed in Section
4.3.4 and confirmed by expert clinicians.
As this chapter suggests, neural networks are exceptional at processing intracranial EEG data,
however, this data are not widely available. In fact, the invasive nature of these procedures
discourage both clinicians and patients from collecting such data. To overcome this issue, the
next chapter proposes a brain mapping architecture based on asymmetric AEs to enable the
estimation of a patient’s intracranial EEG based on EEG recorded on the scalp.
Chapter 5
Deep neural architectures for mapping
scalp to intracranial EEG
5.1 Introduction
In the previous chapter, deep learning was considered as a means for the automatic generation
of features from intracranial epileptic EEG data. For clinical and rehabilitation applications,
intracranial EEG is useful in many fields (Noachtar et al., 2004), as the effects of background
activities, attenuation, and blurring/delay are minimal (Sanei, 2013). Although the achieved
results were promising, intracranial EEG data is not widely available due to the invasive nature
of the recording process. On the other hand, scalp EEG recordings offer a non-invasive method
of exploring brain activity.
Data is often plagued by noise which encumbers machine learning of clinically useful bio-
markers, and scalp EEG data is no exception. Employing scalp data often impedes the learning
process as it is harder to differentiate between normal brain rhythms and deep brain discharges,
which are the signals of interest. Subjects often differ in terms of signal measurements due
to variations in neural generation mechanisms originating in the brain cortex that depend on
age, gender and medical condition. These factors are often referred to as background EEG and
render independent subject monitoring a difficult task. In fact, it has been shown that some
intracranial epileptic discharges (IEDs) generated by deep structures may not be visible on
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Figure 5.1: Average amplitudes for scalp and intracranial IEDs (Spyrou et al., 2016) from a
subject for segments indicated as visible-scalp (left) and non-visible scalp (right) IEDs. Note
the scale difference of the two modalities. The labelling of the intracranial electrodes is indic-
ated as R1 to R6 and L1 to L6 from the deepest to the most superficial right and left side FO
respectively.
the scalp because of the relatively high attenuation of electrical fields due to distance from the
source and high attenuation by skull, essentially masking them beneath the noise floor (Alarcon
et al., 1994), (Kissani et al., 2001). An example of such attenuation of IED, captured by Fora-
men Ovale (FO) electrodes, in scalp EEG is shown in Fig. 5.1. Such attenuation of IED makes
it hard for the clinician and the data analyst to label periods of EEG data as IED and non-IED.
IED detection techniques have been developed for scalp (Lodder and Putten, 2014), (Grouiller
et al., 2011) or intracranial (Gaspard et al., 2014), (Janca et al., 2014) EEG separately, but no
joint modalities have been exploited. To address this shortcoming in the literature, a non linear
approach is proposed to recover intracranial EEG from scalp EEG by approximating the neural
propagation model of the human brain.
To this end, a non-linear approach to map the scalp signals to their corresponding intracranial
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activations is proposed. Such mapping has been considered before, however, these prelimin-
ary findings may not have captured the complexity of the EEG data. For instance, Kaur et al
(Kaur et al., 2014) investigated the linear mapping of non-epileptic scalp EEG responses to
the concurrent intracranial EEG via a regression model and subsequently classified through
an intracranial EEG classifier. Another work (Spyrou and Sanei, 2016), explored dictionary
learning that mapped scalp to intracranial EEG in a within-subject paradigm. These works
provided valuable first insights into the problem of mapping scalp to intracranial EEG, yet the
techniques were modelled based on only one layer of machine learning, even though the data
may be too complex to learn in one go. On the other hand, deep learning of neural networks
has shown that the complexity of the data can be broken down into several features; each of
those features are learned, one at a time, at a particular layer of the network (Ji et al., 2013). For
instance, in image processing, the neural network learns rudimentary features such as edges in
the first layers, while more complex shapes are learned in deeper layers (Zeiler and Fergus,
2014). Deep learning models rely heavily on large volume of data to train. However, EEG
datasets rarely contain an adequate number of subjects, which makes it difficult for deep learn-
ing to generalise models in subject independent studies. To address this common shortcoming
in EEG datasets, the proposed approach entails mapping several pseudo-versions of the intra-
cranial EEG data with the aid of noise. A number of articles suggest that incorporating noise
in machine learning algorithms can enhance their robustness, especially in the area of image
recognition (Agostinelli et al., 2013), (Ciregan et al., 2012). It is in this spirit that a novel
mapping algorithm is proposed for estimating not one but several pseudo-versions of the intra-
cranial EEG for training purposes.
The proposed approach exploits the unsupervised training capability of autoencoders in a sub-
ject independent fashion. Autoencoders are trained to estimate the scalp to intracranial EEG
mappings of a specific subject and then create a new version of the entire dataset based on this
mapping. This enables diversity in the data which consolidates the statistical learning of neural
networks. To take advantage of the temporal characteristics of the data, a convolutional neural
network learner is trained to classify each trial of the newly generated datasets as IED and
non-IED. After training is complete, the model closest to that of the patient of interest (unseen
test subject) is used to estimate its pseudo-intracranial EEG, which is then classified as IED or
non-IED.
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As a real world application, this study suggests the unsupervised mapping of scalp EEG to
intracranial EEG in order to improve the signal-to-noise ratio (SNR) and aid clinicians in the
identification of IEDs contained in EEG trials. Such a tool has the potential of limiting the
amount of raw EEG recordings, which an expert has to examine in order to distinguish and
label such waveforms. Additionally, the use of deep convolutional neural networks enables the
automatic generation of features that can benefit the training of classifiers.
5.2 Problem formulation
The problem of mapping scalp to intracranial EEG can be posed as a source separation problem.
Consider the observed scalp EEG signals x(n), where each observed signal is comprised of the
unavailable source signals (i.e intracranial EEG) s(n), and their relationship can be modelled
as:
xN (n) = HN sN (n) (5.1)
where H and the subscript ‘N ’ denote the unavailable mapping matrix model of size (τ×m) to
be estimated and the N th subject respectively. In the context of this problem, τ > m, the num-
ber of scalp EEG channels exceeds that of intracranial EEG, as discussed in Section 4.2.2.5.
The scalp data is treated as a noisy version of the intracranial and the goal here is to “reduce”
the noise by estimating the intracranial EEG from the scalp EEG. Moreover, the patient of in-
terest whose brain mapping and intracranial EEG are unknown, is always considered to be the
last subject in a population of N subjects. The problem is twofold. First, the inverse of map-
ping model HN (i.e. WN ) needs to be estimated to reconstruct the intracranial EEG sN (n).
Second, the estimated intracranial EEG sˆN (n) needs to be labelled as either IED or non IED,
which can be expressed as:
PN = g(ˆsN (n)) (5.2)
where PN is the classification accuracy for subject N , g() is the function implemented by a
classifier and sˆN (n) is the estimated pseudo-intracranial EEG generated by the mapping model.
In contrast to blind source separation, assumptions that may not be realistic in practice are not
considered in this work. For example, the statistical independence of the sources may not
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Figure 5.2: Topology of the Asymmetric-Symmetric Autoencoder (ASAE). x is the sEEG, y1
is the hidden layer of the Asymmetric Auto-Encoder (AAE), z1, z2 are the estimated sources
of iEEG, y2 is the hidden layer of the Autoencoder (AE), We and Wd are the weights of the
AAE and W are the tied weights of the AE.
be an accurate assumption, since they may be correlated due to connectivity within the brain
(Nunez et al., 1997). Instead, the EEG datasets of the other N − 1 subjects can be leveraged
to approximate the inverse human brain mapping W, where both the scalp EEG x(n) and
intracranial EEG s(n) are available. Thus, the inverse mapping W is more straightforward for
each of these N − 1 subjects than that of the N th patient. Deep learning of neural networks is
exploited in two ways. First, autoencoders are trained to address the estimation problem in Eq.
(5.1), which was not previously considered in Chapter 4. Second, the classification problem
Eq. (5.2) of intracranial EEG is solved by convolutional neural networks, whose filters have
been designed and optimised for characterizing intracranial epileptic discharges.
5.3 Asymmetric autoencoders
As the dimensionality of the intracranial EEG sj(n) and the scalp EEG xj(n) differs in the
dataset, an asymmetric autoencoder (AAE) is considered to determine the mapping from xj(n)
to sj(n). Unlike symmetric AEs, see Section 2.3.1, asymmetric structures require two weight
matrices of different dimensions We and Wd for the encoding and decoding operations re-
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spectively, which can be expressed as:
y(n) = φ(Wex(n) + b) (5.3)
z(n) = φ(Wdy(n) + b) (5.4)
where x is the observed signal (scalp EEG) and z is the estimated source (intracranial EEG)
signal. Compared to symmetric AEs, the optimization for asymmetric AEs is more challenging,
for it requires two sets of weights {We,Wd} to be optimised at each layer instead of one. For
such optimization, the cross-entropy cost of the reconstruction was considered, see Section
2.1.1.9.
Fig. 5.2 shows the proposed topology of AEs to map the scalp EEG onto intracranial EEG. The
first stage (left-hand side) is comprised of the asymmetric AE which maps the dimensionality
of the scalp EEG to that of the intracranial EEG. It takes the scalp EEG, x, as the input and
produces the intracranial EEG estimate of a trial in its output. In the second stage (right-
hand side), a symmetric AE enhances the estimated pseudo-intracranial EEG. To address the
estimation problem in Eq. (5.1), the topology of the neural network considered in Fig. 5.2
is adequate, however AEs only exploit cross-channel information and cannot capture ‘local’
temporal information within each channel. This property is crucial in the classification of EEG
data, since the detection of temporal and morphological bio-markers such as IEDs can assist
in the classification process. To this end, CNNs are considered for the classification of the
pseudo-intracranial EEG described in Eq. (5.2), as explained in the next section.
5.4 The proposed deep neural network for the classification of scalp
EEG
For clarity, it is instructive to present the overall proposed method over a numerical example
shown in Fig. 5.3. On its left hand side lies the proposed deep neural architecture to classify
scalp EEG, whereas the right-hand side figure shows the state-of-the-art ensemble (Panait and
Luke, 2005) model traditionally used for classification tasks.
Ensemble learning models rest upon several models (such as neural network, support vector
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Figure 5.3: Visual comparison between the proposed method (left) and an ensemble model
(right). In this scenario, considerX2 to be more similar toX3 thanX1. Thus, the model trained
with X2 is used to estimate the unknown signal S3. Its estimation S23 is used to classify the
scalp EEG data X3 as Y3.
machines, Bayesian techniques), which train on data {x1, x2} in this example). Then, the en-
semble model either aggregates the results {y13,y23,y33} of the models or votes/selects for
the best model during training to undertake the classification on the test (unlabelled) data x3
to yield the labelled data y3 (i.e. labelled scalp EEG data). After a thorough literature review,
ensemble learning was decided as the closest methodology to the proposed approach.
In contrast to ensemble learning models, the proposed approach first estimates hidden states
{s11, s12, s21, s22} which exhibit additional features. These features may not always manifest
in the data {x1,x2}, yet can assist with the interpretability of the EEG data; for example in-
tracranial epileptic discharges. The hidden states which are estimated from autoencoders, are
then used to train the CNN.
In the context of this work, sij = Wixj denotes the estimated intracranial EEG of the jth sub-
ject based on the model derived from the ith subject. To classify the unlabelled test scalp EEG
data of Subject 3 (i.e. x3), only the model (from x2) closest to test scalp data x3 is considered
to estimate the corresponding intracranial EEG data of the latter (i.e. s23).
To determine the autoencoder model closest to the test scalp data (such as x3), a simple correl-
ation analysis between the test scalp data and the training scalp data is carried out, since both
datasets are available. This simple yet crucial step leads to enhanced estimation of the intracra-
nial EEG of the test data, as demonstrated experimentally in Section 5.5.1 and analytically in
Appendix 6.2. The proposed methodology for the mapping and classification of scalp EEG is
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summarised in Algorithm 2, where xN ? xi denotes the cross correlation coefficient function
between xN and xi, as described in Section 2.4.3.2.
Algorithm 2 Pseudocode for EEG mapping and classification
1 . t r a i n S e t = [ ]
2 . t e s t S e t = [ ]
3 . maxCorr=−1
4 . I n i t i a l i s e AEs
5 . For i = 1 : N − 1{
6 . T r a i n AEi wi th xi
7 . For j = 1 : N − 1{
8 . G e n e r a t e sij = Wixj
9 . Add sij t o t r a i n S e t
}
1 0 . G e n e r a t e siN = WixN
1 1 . Add siN t o t e s t S e t
}
1 2 . T r a i n CNN wi th t r a i n S e t
1 3 . For i = 1 : N − 1{
1 4 . Compute ρ = xN ? xi
1 5 . i f (ρ > maxCorr ){
1 6 . maxCorr=ρ
1 7 . t e s t S e t =siN
}
1 8 . C l a s s i f y u s i n g CNN wi th t e s t S e t
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5.5 Experiments
5.5.1 Simulations using synthetic signals
The objective of this experiment is to demonstrate that the model trained with the signal closest
to the signal of interest (test signal) achieves the highest accuracy. To this end, a classification
problem of synthetic signals is considered, which are defined as follows:
x1(n) = sin(n− pi
4
) + ε(n)
x2(n) = sin(n) + ε(n)
x3(n) =
1
2
− tan−1[cot( n
2pi
)] + ε(n) (5.5)
x4(n) = sin[φ0 + 2pi(f0n+
k
2
n2)] + ε(n)
x5(n) = sin[φ0 + 2pi(f0(n− pi
4
) +
k
2
(n− pi
4
)
2
)] + ε(n)
where ε is some random white Gaussian noise with zero mean and standard deviation=1, x1(n)
and x2(n) are sinusoidal functions, x3(n) is a sawtooth function, and x4(n) and x5(n) are chirp
signals. For x4(n) and x5(n) the instantaneous frequency f0 is 0.1 and the initial phase φ0 is
0.
Recall that the aim of this experiment is to show that the model trained with the signal closest to
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the (test) signal of interest attains the highest accuracy. To this end, consider x5(n) as the train-
ing data, and the problem is to classify the remaining signals {x1(n), x2(n), x3(n), x4(n)}.
A comprehensive set of simulations were carried out over a range of SNR and the results are
summarised in Fig. 5.4. It is clear from Eq. (5.5) that x5(n) is most similar to x4(n), and
most dissimilar to x3(n). This is why the model provided the highest classification accur-
acy for x4(n) whereas the lowest accuracy was obtained for the classification of x3(n). For
rigour, an analytical illustration on why a model trained with data closest to the data of interest
provides superior performance is provided in Appendix 6.2. Now that the rationale underlying
Algorithm 2 for mapping and classification of scalp EEG has been established, the next step is
to assess the efficacy of the proposed method (shown in Fig. 5.3) in a real-world application:
detection of intracranial epileptic discharges from scalp EEG.
5.5.2 Detection of IEDs from scalp EEG
For all simulations, the same dataset described in Section 4.2.2 was used. Examining Fig. 5.5
and Fig. 5.6, observe the variability between subjects in terms of the IED and non-IED trials
respectively. The vast variations in the waveforms make the accurate detection of IEDs from
EEG data a challenging machine learning problem. To address this high degree of variability,
the leave-one-out method was adopted; the proposed deep neural networks trained on the data
of 17 subjects to map the scalp EEG to intracranial EEG. Each of the 17 autoencoders was
used to create an estimation for each of the other subjects’ intracranial data. These estimated
pseudo-intracranial data were divided into two proportional sets, validation and training, and
used to train the same binary CNN classifier as in Section 4.3.3.2.
To generate the test data, the scalp EEG of the 18th subject (test subject) was used. The cross
correlations between the test subject’s scalp EEG and the other 17 subjects were computed.
The AE trained with the subject that had the highest correlation to the test subject was used
to estimate the test pseudo-intracranial EEG. Finally, the pseudo-intracranial EEG of the test
subject was passed as input to the CNN for feature extraction and classification. For complete-
ness, within-subject experiments were also performed, where only half the data of a subject
was used as the training set and the remaining half was used as the testing set.
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Table 5.1: Training parameters for Autoencoders
Parameter AE AAE ASAE
Input neurons 1300 1300 1300
Hidden layers 5 1 2
Hidden neurons 1500, 780, 500, 100, 50 1500 1500, 500
Activation function Hyperbolic tangent Hyperbolic tangent Hyperbolic tangent
Network parameters 4.06 × 106 3.12 × 106 3.90 × 106
Output features 50 780 780
5.5.2.1 Competing models
A number of models have been proposed for the analysis of EEG data for epilepsy. These
include continuous wave transform (Acharya et al., 2013), chirplet (Bultan, 1999) and time
domain data. In a recent work by Spyrou et. al. (Spyrou et al., 2016), it was discovered that
time-frequency (TF) features were superior to the above methods in this dataset. As a result TF
features (Spyrou et al., 2016) were considered as the state-of-the-art. Additionally, the linear
mapping proposed by Kaur et. al (Kaur et al., 2014) is used as it considered a similar mapping
to the proposed methodology. Finally, a benchmark AE model was considered as a third com-
parison to the proposed models.
The three competing methodologies compared against the proposed Asymmetric Autoencoder
(AAE) and Asymmetric Symmetric Autoencoder (ASAE) are as follows:
• TF: A recent time-frequency (TF) approach (Spyrou et al., 2016) for feature extraction from
the scalp EEG data and a logistic regression classifier.
• Linear Regression: A linear regression model for mapping scalp EEG to intracranial EEG
and a classifier trained with stepwise discriminant analysis (Kaur et al., 2014).
• AE: A benchmark deep learning autoencoder (Vincent et al., 2010) (AE) for feature extrac-
tion from the scalp EEG data and a logistic regression classifier.
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For fair comparisons, the AE models were set approximately to the same number of parameters
shown in Table 5.1. All models trained on the same dataset. The input neurons of the AEs
reflect the dimensionality of the scalp EEG data, which were recorded with 20 electrodes, as
described in Section 4.2.2.5. The activations of the AAE and ASAE were passed to a CNN for
feature extraction. All five models were followed by a logistic regressor with the cross-entropy
loss function Eq.(2.10) and trained with Stochastic Gradient Descent. The input layer of the
CNN consisted of 780 neurons, as this reflected the dimensionality of the intracranial EEG and
pseudo-intracranial EEG data as discussed in Section 4.2.2.5. For the convolutional layers, the
first filter size was set to 32 (160ms) since this duration was adequate to capture the main part
of IED waveforms. The filters for the following convolutional layer were gradually reduced to
capture finer details of IEDs (Le Cun et al., 1998b).
5.6 Results and discussions
Fig. 5.7 shows the estimated intracranial EEG (second and third row) mapped from scalp EEG
(first row). It is clear that the proposed ASAE provided better estimates than the proposed
AAE. The deeper learning architecture of ASAE led to this superior mapping performance, in-
dicating that ASAE is likely to have better classification accuracy than AAE. Table 3 confirms
that it is indeed the case, and also compares against other techniques including deep AEs (Vin-
cent et al., 2010), linear regression (Kaur et al., 2014) and TF features (Spyrou et al., 2016). As
Fig. 5.7 offers a qualitative assessment of the mapping, a more quantitative measure of success
was provided through testing of the no correlation hypothesis for all the subjects, see Table 5.4.
For testing the statistical significance between the different methods, the binomial confidence
interval was used.
In order to assess for significant differences between two methods, we calculated the con-
fidence interval for one and checked whether the accuracy of the second method exceeds that
interval. These confidence intervals indicate the range of classification accuracies that can arise
by chance (within a 95% confidence level). In the case of Linear Regression and ASAE-CNN,
the subject independent performance exceeded the confidence interval for all subjects except
S8, S15 and S18. For the comparison between TF and ASAE-CNN, the performance subjects
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that did not exceed the confidence interval were S3, S4, S9, S11 and S17.
The following remarks can be made with respect to the results.
Remark 5.6.1: The deep learning AE performed the worst out of all competing models. Deep
learning techniques can be used in many areas and have exceeded the state-of-the-art in many
applications. To this end, the particularities of the data need to be taken into account. In this
work, the consideration of asymmetric AEs and 1-d CNNs for feature extraction was a crucial
factor for the improved performance.
Remark 5.6.2: The highest accuracy increase was observed in within-subject experiments as
expected, where the proposed ASAE method outperformed those trained with TF and AAE
features by 6% and 5% respectively.
Remark 5.6.3: For Subject 1 and 2, the within-subject accuracy is worse than the subject
independent accuracy. This means that training on data from other subjects has benefited the
proposed models more than training on their own data. This underlines the importance of the
proposed ensemble approach model to leverage data the of other subjects.
Remark 5.6.4: The ROC curves in Fig. 5.8 re-affirms the improved accuracy of the proposed
ASAE. Table 5.2 indicated that TF and the proposed AAE had almost identical performances,
yet Fig. 5.8 demonstrates the superior performance of the proposed AAE method due to the
more in depth analysis entailed by the ROC.
Remark 5.6.5 For rigour, a statistical analysis for the performance of each method is also
provided in Table 5.3. Observe that the ASAE-CNN approach has superior performance in
terms of True Positives, confirming that the additional non-linear layer is beneficial to detect-
ing IEDs, as suggested by Fig. 5.7.
Remark 5.6.6: The hypothesis of no correlation was tested between the estimated pseudo-
intracranial EEG and the true intracranial EEG as a statistical verification. The results showed
that the no correlation hypothesis was rejected for all subjects as shown in Table 5.4. This fur-
ther confirms that the estimated pseudo-intracranial had high fidelity with the true intracranial
EEG data.
Remark 5.6.7: Although both AAE-CNN and ASAE-CNN architectures have outperformed
the competing models, the computational complexity involved in training such deep networks
must be considered. As opposed to TF features and linear regression, deep learning models are
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time-consuming to train, as discussed in Section 4.3.5. Even with the use of high end graphics
cards, the time required to train such models cannot be emphasized enough. Even so, after a
deep model is trained, predictions on unseen data can be done approximately in real-time.
Table 5.2: The accuracy of the leave-subject-out method for different approaches.
Subject AE Linear Regression TF AAE-CNN ASAE-CNN
1 56 (60) 65 (72) 71 (78) 85 (80) 87 (78)
2 67 (70) 86 (81) 81 (75) 92 (82) 94 (88)
3 58 (67) 65 (69) 68 (75) 72 (72) 69 (82)
4 55 (58) 58 (62) 58 (65) 58 (71) 59 (77)
5 56 (56) 55 (55) 57 (57) 64 (64) 65 (75)
6 57 (57) 61 (59) 73 (75) 71 (60) 71 (63)
7 54 (56) 59 (64) 60 (64) 54 (62) 67 (72)
8 57 (57) 55 (66) 58 (64) 55 (62) 57 (68)
9 54 (63) 63 (65) 70 (72) 61 (74) 62 (68)
10 52 (63) 66 (70) 75 (78) 71 (65) 74 (77)
11 55 (54) 63 (64) 61 (63) 65 (67) 65 (68)
12 69 (77) 73 (79) 67 (71) 75 (84) 77 (84)
13 55 (58) 62 (71) 66 (72) 62 (72) 64 (71)
14 55 (55) 59 (62) 62 (65) 66 (71) 67 (65)
15 52 (50) 50 (46) 44 (54) 50 (53) 50 (52)
16 66 (64) 51 (55) 61 (62) 67 (77) 68 (72)
17 56 (67) 54 (62) 66 (74) 59 (54) 62 (71)
18 66 (64) 66 (64) 57 (50) 61 (53) 67 (75)
Mean 58 (61) 62 (65) 65 (67) 66 (68) 68 (73)
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Table 5.3: Statistical results for different approaches.
Method TP FP FN TN Precision Sensitivity f-measure Specificity
AE 7745 5473 6123 7095 0.59 0.56 0.57 0.56
Linear Regression 7553 5665 4897 8321 0.57 0.61 0.59 0.59
TF 8214 5004 4456 8762 0.62 0.65 0.63 0.64
AAE-CNN 8369 4849 4273 8945 0.63 0.66 0.65 0.65
ASAE-CNN 9246 3972 4591 8627 0.70 0.67 0.68 0.68
Table 5.4: Statistical test of no correlation between estimated pseudo-intracranial and true
intracranial EEG for subjects.
Subject p-value No Correlation Hypothesis
(confidence threshold 95%)
1 0.0216 Rejected
2 0.0297 Rejected
3 0.0491 Rejected
4 0.0472 Rejected
5 0.0383 Rejected
6 0.0175 Rejected
7 0.0283 Rejected
8 0.0190 Rejected
9 0.0241 Rejected
10 0.0308 Rejected
11 0.0107 Rejected
12 0.0198 Rejected
13 0.0102 Rejected
14 0.0104 Rejected
15 0.0183 Rejected
16 0.0178 Rejected
17 0.0447 Rejected
18 0.0256 Rejected
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Figure 5.5: Waveform difference in IED segments for two subjects.
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Figure 5.6: Waveform difference in normal brain activity (non-IED) segments for two subjects.
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5.7 Summary
Making sense of neural generation mechanisms in the brain cortex is no easy task, especially in
the field of epilepsy due to differences in age, sex, and treatment of subjects. Intracranial EEG
data enhances the training of deep learning models of the human brain, yet is often prohibitive
due to the invasive recording process. A more convenient alternative is to record brain activity
using scalp electrodes. However, the inherent noise associated with scalp EEG data often
impedes the learning process of neural models, achieving substandard performance.
To this end, an ensemble deep learning architecture for non-linearly mapping scalp to intracra-
nial EEG data was proposed. In order to accurately detect epileptic discharges from scalp EEG
of a subject, the intracranial EEG information of other subjects was leveraged. To enable this,
asymmetric autoencoders have been used to map the scalp EEG to the intracranial EEG so that
an approximate propagation model of the human brain is estimated.
Statistical tests and qualitative analysis have revealed that the generated pseudo-intracranial
data are highly correlated to the true intracranial data. This facilitated the detection of IEDs in
scalp recordings where such waveforms were not visible, improving the explainability of the
proposed model. Considering the variations in neural generation mechanisms of each subject,
numerous pseudo-intracranial versions of the dataset were leveraged to train the CNN classifier.
The proposed ASAE-CNN architecture was compared favourably with state-of-the-art feature
transformation methods based on time-frequency features. Despite this, the overall classifica-
tion accuracy pales in comparison to the results achieved in Chapter 4, where intracranial EEG
was used. This can be attributed to the fact that up to 91% of IEDs are not visible from the scalp
(Nayak et al., 2004). The methodology introduced in this chapter offers a novel approach to
estimating intracranial EEG, moving a step away from the need to undertake invasive surgical
procedures.
This chapter concludes the last contribution of the thesis. Following is the final chapter that
provides a summary of the contributions and assesses their importance in the area of biomedi-
cine. Finally, promising future research directions are examined.
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Chapter 6
Conclusion
6.1 Concluding remarks
There is great interest in the machine learning community and beyond, for models that offer
more than quantitative results and provide meaningful insights to the data. Neural networks
have been traditionally used as black box approximators that offer little to no interpretability.
The research aim of this thesis has been to demystify and adapt neural networks and deep learn-
ing models for the qualitative analysis and assessment of biomedical data. The contributions
of this thesis are summarised as follows:
1. Design a data agnostic feature selection algorithm in order to highlight the most import-
ant features in a dataset.
2. Enable deep neural networks to make sense of biomedical time series data and demon-
strate how clinically meaningful biomarkers can manifest in the learning coefficients.
3. Enhance the training of deeper models through the use of more complex data, leading to
more distinct features.
4. Propose a non-linear mapping from scalp to intracranial EEG to improve the generalisa-
tion of models and circumvent the need for invasive intracranial recording procedures.
The first contribution offered a method to retain the integrity of the most important features in
a dataset. The proposed model exploited AE cross entropy reconstruction cost as a significance
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criterion for the selection of the most valuable features. Due to the fact that the criterion for
each feature is only computed once, DNP had a lower computational complexity than classic
feature selection algorithms. To enable the explainability and qualitatively assess the perform-
ance of DNP, the MNIST dataset was employed and a visualisation of the most selected features
was illustrated. DNP generalised well on a number of datasets, including children tumour and
diabetes detection, as it was designed to be data agnostic.
The second contribution took the form of CNNs with 1-d filters tailored for the processing of
epileptic EEG data. Exploiting 1-d filters circumvented the problem of channel mixing that
can prove detrimental to the training process. Additionally, the filter coefficients were found
to converge towards clinically meaningful biomarkers. That showed the effectiveness of CNNs
in terms of generating features for biomedical data in an automatic way; circumventing the
need for traditional hand-crafted features. This contribution was further improved through
the exploitation of deeper networks resulting in more distinct features to manifest, revealing
different IED waveforms amongst the subject group. This was possible by making use of dis-
crete ordered labels, as opposed to the previously considered binary IED and non-IED classes.
Allowing these features to emerge in the convolutional layers has also increased the general-
isation of the models, as the classification accuracy on unseen test subjects increased. Thus,
interpreting hidden activations, and by extension neural networks, can be beneficial for both
quantitative and qualitative results.
The third contribution proposed a methodology that circumvents the invasive recording proced-
ures needed to acquire high quality intracranial EEG data of a subject. As scalp recordings are
more convenient and accessible, a non-linear mapping from scalp to intracranial EEG was pro-
posed. This approach relied on the scalp and intracranial data of other subjects to estimate the
intracranial EEG of a subject based on his/her scalp EEG. The generated pseudo-intracranial
EEG were found to have high correlation with the respective true intracranial EEG. This indic-
ates that the proposed computational model was able to mimic, to some degree, the electrical
propagation mechanisms inside a subject’s brain. Furthermore, it was observed that if Subject
A has similar neural generation mechanisms to Subject B, as recorded on the scalp, then a
model trained on Subject A’s EEG could be exploited to estimate Subject B’s intracranial EEG.
All these contributions aimed at making sense of machine learning models, instead of focus-
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ing on improving the performance. Nowadays, the wide availability of machine learning al-
gorithms enables even non-experts to attain great performance. Achieving high classification
accuracy is not an impossible challenge, provided one has patience with finetuning hyperpara-
meters. However, it is another matter when the machine learning expert is asked to explain why
such high accuracy is possible. This thesis has shed light on how to improve the transparency
of machine learning models and allow for interpretable neural networks. The models proposed
herein not only surpassed state-of-the-art in terms of accuracy, they also provided insights as to
why they performed so well. As the focus of this thesis was on biomedical data, these insights
manifested in a number of intuitive ways with the help of clinical experts. These include the
evaluation of the importance of biometrics and clinically significant biomarkers captured in the
learning coefficients of the proposed models. Further development of the algorithms provided
herein constitutes the next challenge.
6.2 Future work
The work presented in this thesis can be extended in a number of aspects, paving the way for
different research avenues.
In Chapter 4, a larger number of IED waveforms was observed through the convolution of
filters at different layers, after the depth of the network increased. Initial simulations showed
that creating deeper networks did not achieve higher accuracy, so the proposed topologies were
limited to four convolutional layers. A possible research direction lies in the exploration of
IED morphologies through deeper networks. By allowing for a larger number of hidden layers,
new finer IEDs can manifest in the learning coefficients of the network. The challenge lies in
the computational complexity of training these deep models as well as dealing with gradient
stagnation entailed with deeper models.
In general, every human brain is unique and has variations in neural generation mechanisms
that depend on age, gender, and medical condition. However, the analysis provided in Chapter
5 has shown that certain subjects are closer in terms of electrical activities measured on the
scalp. As such, further studies are required to determine whether epileptic subjects can be
divided in different groups depending on their scalp and intracranial EEG. Assigning a new
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subject in a predefined group can expedite diagnosis, suggest possible treatment, and evaluate
treatment effectivity compared to the group.
The invasive process of recording EEG in the cranium makes clinicians and patients favour
the use of scalp electrodes. Although this process is more convenient, the quality of scalp
EEG is inferior to that of intracranial EEG. A non-linear mapping was suggested in Chapter
5 to estimate intracranial EEG of a subject based on the scalp EEG. Although the method
was able to yield IED-like waveforms, the classification accuracy achieved was poor when
compared to the results in Chapter 4. Further studies are necessary to investigate the reasons
behind this subpar performance. To improve the quality of the estimated intracranial data,
different network architectures, and other machine learning models need to be examined for
the mapping process.
Last but not least, this thesis examined the use of deep learning in the area of IED detection.
The techniques herein can be adapted to enable EEG processing for a number of topics in-
cluding encephalopathy (Doyle et al., 2007), anesthisia (Liu et al., 2017a) and sleep analysis
(Enshaeifar et al., 2016). The goal of this work was to enable interpretable and insightful neural
network models, and these areas are prone to benefit from such qualitative approaches.
Appendix A
A.1 Connecting subject scalp EEG correlation to mapping and clas-
sification performance
The most important factor in the mapping of scalp to intracranial EEG, as described in Section
5.4, is the selection of the denoising model. The aim of this appendix is to provide a sketch
demonstration that the estimate of source sN (n) based on a model trained on data xj(n) is the
best estimate, given that the expectation E{sN (n)sj(n)} > E{sN (n)si(n)}, where i 6= j 6= N .
Consider two uncorrelated variables s1(n), s2(n) such that E{s1(n)s2(n)} = 0. These can be
used to generate a generic sk(n) signal such that:
sk(n) = ρs1(n) + s2(n)
√
1− ρ2 (1)
for 0 ≤ ρ ≤ 1. Consider sN (n) = s1(n), which is the unknown source of its noisy version
xN (n) and substitute Eq. (1) to derive the correlation between sN (n) and an arbitrary sk(n)
as:
E{sN (n)sk(n)} = E{s1(n)[ρs1 + s2(n)
√
1− ρ2]}
= E{sN (n)[ρsN (n) + s2(n)
√
1− ρ2]}
(2)
To model a non-correlated and a correlated signal to sN (n), ρ can adapted in Eq. (2) such that:
ρ = 0 =⇒ si(n) = sk(n) = s2(n)
=⇒ E{sN (n)si(n)} = 0
ρ = 1 =⇒ sj(n) = sk(n) = sN (n)
=⇒ E{sN (n)sj(n)) = E{s2N (n)}
(3)
Clearly, when ρ = 1 the expectation is maximised. Additionally, when ρ = 1 the following
holds true:
sN (n) = sj(n) = Wjxj(n) = WNxN (n) (4)
=⇒
E{sN (n)} = WNE{xN (n)} (5)
=⇒
E{sN (n)sj(n)} = WNE{xN (n)xj(n)}Wj
= WNE{xN (n)xN (n)}WN
(6)
Therefore:
ρ→ 0 =⇒ si(n)→ s2(n)
=⇒ xN (n) 6→ xi(n),WN 6→Wi
ρ→ 1 =⇒ sj(n)→ sN (n)
=⇒ xN (n)→ xj(n),WN →Wj
(7)
Based on Eq. (5.2), it is assumed that the highest achievable accuracy is PN . In order for this
to hold true, the following must be proved:
|PN − Pj | < |PN − Pi| (8)
First, PN , Pj and Pi are expanded using Eq. (5.2):
PN = g(WNxN (n))
Pj = g(Wjxj(n))
Pi = g(Wixi(n))
(9)
Second, Eq. (9) is substituted in Eq. (8) to obtain:
|g([WN −Wj ]xN (n))| < |g([WNxN (n)−Wixi(n)])| (10)
Therefore, as ρ → 1, xN − xj → 0, WN −Wj → 0. As a result, the absolute difference in
performance between the optimal PN and Pj is smaller than any other Pi. If the expectation
of xN (n) and xj(n) is higher than the expectation of xN (n) and any other xj(n):
E{xN (n)xj(n)} > E{xN (n)xi(n)} (11)
then as ρ→ 1 and Pj → PN we have:
xj(n)→ xN (n)
Wj →WN
 =⇒ |Pj − PN | < |Pi − PN | (12)
This shows that if the two signals xN (n) and xj(n) are more correlated than xN (n) and xi(n),
then the estimated unknown source sˆNj(n) is closer to sN (n) than sNi(n). As a result the
classification accuracy Pj is higher than Pi. This insight complements the proposed method in
Section 5.4 and the experimental procedure in Section 5.5.2
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