Abstract. We discuss how concepts and methods introduced in mathematical logic can be used to support the engineering and deployment of life science ontologies. The required applications of mathematical logic are not straighforward and we argue that such ontologies provide a new and rich family of logical theories that wait to be explored by logicians.
Introduction
In recent years, life sciences such as medicine and biology have experienced an abundant growth of terminology. This is mainly due to increasing interdisciplinarity and significant scientific advances such as the decoding of the human genome, which have established novel research areas such as pharmacogenomics (study of the effect of genes on drug response). Indeed, life science terminology has grown to a point where it information processing and exchange is seriously hampered as it can no longer be guaranteed that multiple parties interpret the data in the same way and using the same terminology. To address this problem, there is a strong trend to construct reference terminologies, which list a standard vocabulary to be used in information processing and data exchange, and which also fixes the meaning of each vocabulary item.
Reference terminologies, which are nowadays usually called ontologies, are often given in a logical language to obtain a formal semantics and make use of automated reasoning technology. More specifically, a logical signature is used to define the vocabulary and a (finitely axiomatized) logical theory defines the meaning of the vocabulary. Such ontologies are typically formulated in fragments of first-order logic and are thus amenable to the concepts and tools developed in mathematical logic. The aim of this paper is to provide a glimpse into the field of life science ontologies for readers with a mathematical logic background, to demonstrate that concepts and tools from mathematical logic can be fruitfully applied to engineering problems for ontologies, and to argue that, conversely, life science ontologies provide a rich landscape of logical theories that present interesting and novel challenges for logicians.
The paper is divided into two parts. In the first part, we introduce a typical and successful example of a medical ontology: Snomed CT, the Systematized Nomenclature of Medicine, Clinical Terms. We give an idea of what Snomed CT is, how it is developed and kept up to date, what its main applications are, and what kind of logical axioms are used to define the logical theory unterlying it. In the second part of this paper, we show how concepts from mathematical logic can be applied to ontologies in general, and to Snomed CT in particular. As concrete examples for successful such applications, we consider conservative extensions as a tool for achieving modularity of ontologies and uniform interpolants as a tool for obtaining an axiomation of a relevant fragment of an ontology. We close with some hints to other techiques from mathematical logic that potentially have interesting applications in the area of ontologies.
Snomed CT
A large number of medical ontologies have emerged in recent years, including the National Cancer Institute (NCI) thesaurus [11] , the Foundational Model of Anatomy (FMA) [1] , Galen [26] , and Snomed CT [22, 28] . Among these ontologies, Snomed CT plays a particularly prominent role as it is used to produce the standard healthcare terminology for a number of countries such as the US, Canada, the UK, and Sweden.
Overview
Snomed CT is a comprehensive clinical healthcare terminology that comprises more than 400.000 vocabulary items and almost the same number of logical axioms. Since 2007, the intellectual property rights of Snomed CT are held by a not-for-profit association called International Heath Terminology Standards Development Organisation (IHSTDO). Currently, IHSTDO is made of nine nations, including the ones listed above. The general goal is to develop Snomed CT into the global clinical terminology, thus "enabling clinicians, researchers and patients to share and exchange healthcare and clinical data worldwide" [2] .
Technically, Snomed CT is a finite set of first-order predicate logic sentences and uses standard Tarski semantics. Medical terms are regarded as unary predicates such as Disease, Appendicitis, Inflammation, Arthritis, and binary predicates such as Associated Morphology, Finding Site, Procedure Site.
An example of a typical Snomed CT axiom is as follows:
Though easily translatable, the official syntax of Snomed CT is not classical first-order syntax and does not contain variables and first-order quantifiers. Instead, the syntax is based on so-called description logics (DLs), a family of knowledge representation formalisms often used as ontology languages [6] . In description logic, a theory generally consists of axioms of the form
where ϕ(x) and ψ(x) are first-order formulas with one free variable using unary and binary predicates (formulated in DL syntax). The admissible form of ϕ(x) and ψ(x) depends on the description logic used. Without going into any details, we briefly give three examples of descriptions logics in increasing order of expressivity. The most inexpressive one is EL [5] , where ϕ(x) and ψ(x) are composed using conjunction and guarded existential quantification. Although inexpressive, EL is a popular ontology language and is used, for example, for Snomed CT. When EL is extended with disjunction, negation, and guarded universal quantification, we obtain the description logic ALC. For example, the NCI thesaurus is formulated in this language. By further admitting guarded counting quantifiers and a number of other constructors, one obtains the description logic OWL DL (the Web Ontology Language) that, for example, is used for the medical ontology GALEN.
In many ontologies, the structure of axioms is restricted further by imposing unfoldability. In this case, ϕ(x) has to be an atom P (x), and thus axioms ∀x (P (x) → ψ(x)) give necessary conditions for being a P and axioms ∀x (P (x) ↔ ψ(x)) give both necessary and sufficient conditions. In addition, no predicate name may be used on the left-hand side of more than one axiom and an acyclicity condition is enforced which basically says that ψ may not refer to P , neither directly nor indirectly. Both Snomed CT and NCI are unfoldable terminologies, whereas GALEN is not.
Applications and Engineering
The main purpose of Snomed CT is to produce a hierarchically organized catalogue of medical terms, with more general terms higher up in the hierarchy and more specialized ones further down. Each term is annotated with a natural language description of its meaning, a numerical code that uniquely identifies the term, and a logical axiom that defines the term's meaning (on a high level of abstraction).
The classical application of Snomed CT is to simply use the catalogue and numerical codes in medical IT applications, without exploiting or having access to the logical axioms [3] (but see below). As an example for this use of Snomed CT, consider the generation, processing, and storage of medical records. Whether working in a hospital or independently, physicians have to generate a detailed record of every patient visit, including details on findings, diagnosis, treatment, and medication. The purpose of the resulting medical records is manifold and ranges from archiving via accounting and billing to communication with external labs and hospitals. When a physician enters a medical record at his PC, he can browse medical terms by navigating along the Snomed CT hierarchy and view the natural language descriptions when necessary. After selecting a relevant term, the Snomed CT numerical code can be automatically inserted into the record. In fact, there is a strong trend towards electronic medical records, and standard data formats such as the Health Level 7 Clinical Document Architecture (CDA) are already in wide-spread use. To make sure that medical records represented in such standard formats are not misinterpreted, it is important to use standardized medical terminology. To this effect, CDA is based on Snomed CT numerical codes (among others). The general idea of Snomed CT is that, if this standard is adopted by the healthcare system of a nation, then all medical data storage and exchange is in terms of Snomed CT codes.
Why, then, is Snomed CT a logical theory? We first note that other standardized medical terminologies such as ICD-10 are not based on logic. However, the designers of Snomed CT find it useful to employ logic during the design and maintenance of their ontology. In fact, engineering a large terminology is far from trivial. To generate an ontology of the size of Snomed CT that covers a range of specialized areas, many medical experts and IT experts have to work together and follow agreed-upon design patterns that guide design decisions. But even with a good design methodology, ensuring that the ontology is of consistent quality and free of mistakes is very difficult. It is here that logic comes into play: the designers of Snomed CT use automated reasoning to verify their modelling and derive consequences that are only implicit in it. Traditionally, they concentrate on deciding implication in the description logic EL; for example, a recently discovered mistake was the following entailed implication:
As we will discuss later, deciding entailment of implications is only the tip of the iceberg and there are many more opportunities for automated reasoning and logic techniques to support ontology design. Additional need for automated reasoning support is due to the fact that medical knowledge, national legislation, etc., are constantly changing, which requires frequent changes to the ontology. Finally, Snomed CT is customized to national needs and translated into various (human) languages, which results in a large number of different, but closely related versions of the same ontology that need to be consistent with one another. From the perspective of mathematical logic, we thus have a huge and continuously developing first-order theory and a large number of slightly modified variants of this theory that are closely interrelated.
The design of large ontologies is not only difficult, but also time-consuming and expensive. For this reason and since IHSTDO is pleasantly liberal in giving out Snomed CT for research purposes, Snomed CT is increasingly being viewed as a valuable general-purpose tool and many novel applications are being proposed. Often, these novel applications involve logical reasoning and provide additional opportunities to apply techniques from logic. We mention only one such application as an example. Given that electronic medical records are gaining rapid popularity and that they use Snomed CT codes for representing medical data, it is an intriguing idea to exploit not only the codes, but also the logical definitions when querying medical data, thus enabling more complete answers.
For example, when answering a query asking for patients with a liver disease, we may use Snomed CT to deduce that hepatitis is a liver disease and thus include all patients suffering from hepatitis in the answer. In this way, query answering turns into logical deduction. From a logic perspective, an interesting new flavour of this application is scale: in addition to the already large Snomed CT, the logical theory now also comprises a potentially huge amount of medical data (as ground facts), and new questions arise due to the special use of deduction in this application [23, 17] .
Mathematical Logic
Today, it has become standard to apply automated reasoning and knowledge representation techniques during the design and deployment of ontologies. In particular, reasoning in languages such as EL, ALC, and OWL-DL has been investigated in depth and found to be decidable and PTime-, ExpTime-, and coNExpTime-complete, respectively [5, 6] . A large variety of automated reasoning systems are available and fruitfully employed by ontology engineers and users. In this section, we consider the potential role of mathematical logic, understood as the study of properties of logical theories and their interrelation. Specifically, we discuss how the notions of conservative extension and uniform interpolation can be employed for ontology engineering tasks. It is worth, though, to mention that these notions have previously been used in other areas of computer science. For example, uniform interpolation has been studied in AI under the name forgetting for more than a decade [27, 8] and modular program specification is another area of computer science where notions of conservativity and interpolation are of great interest [25, 21] .
Conservative Extensions
As mentioned above, ontologies are not static objects, but are frequently corrected, customized, extended, and even merged with other ontologies. To understand and control the relationship between the resulting distinct versions of an ontology, one can directly employ notions from mathematical logic. The simplest such notion is probably that of a conservative extension. In mathematical logic, conservative extensions are used for relative consistency proofs and to decompose a theory into simpler subtheories. In ontology engineering, they can be used to give a rigorous definition of when the extension of an ontology by additional axioms interferes (in some possibly unintended way) with the original ontology, and to decompose an ontology into subtheories and modules [29] . To describe this application in more detail, recall that the notion of a conservative extension comes in two flavours. Let T and T be two sets of axioms and L a logical language.
-Model-theoretic: T ∪ T is a model-conservative extension of T if every model of T can be expanded to a model of T ;
In mathematical logic, L is typically first-order logic (FO) or some language that extends FO. Every model-theoretic conservative extension is an FO-conservative extension, but the converse is well-known to fail. Both notions can, in principle, be used without modification to analyse the effect of adding axioms T to a given ontology T . It tuns out, however, that the corresponding decision problem "decide whether T ∪ T is a conservative extension of T " is undecidable for theories T and T formulated in EL, ALC, and OWL-DL, both for modelconservative extensions and FO-conservative extensions [19, 18] . In the case of unfoldable theories, the situation changes: for ALC and OWL-DL, model and FO-conservativity are still undecidable whereas for EL, model-conservativity is decidable in polynomial time [14] . The tractability result for unfoldable EL-theories has been used to extract modules from Snomed CT. The need for module extraction is due to the huge size of Snomed CT and the fact that in many applications, only a small subset Σ of the 400.000 terms of Snomed CT are required. In this case, it is useful to extract a minimal subset M of the set of Snomed CT axioms such that Σ is included in the signature sig(M ) of M and Snomed CT is a conservative extension of M . The user can then work with M instead of Snomed CT. By extending the algorithm that decides model-conservativity, one can extract such modules in polynomial time. A very encouraging experimental evaluation of this approach has been given in [14] , see also the discussion of Figure 3 .2 below. Interestingly, the modules extracted using such a logic-based approach are significantly smaller than modules extracted using heuristic approaches.
Under some natural conditions, model-conservativity becomes decidable even for non-unfoldable theories. For example, if T and T share unary predicates only, then model-conservativity is coNExpTime NP -complete for ALC [14] . Taken together, the stated negative and positive results show that a naive application of mathematical logic concepts to ontology engineering can fail because the associated algorithmic problems become unfeasible even for very weak fragments of FO, and thus the true challenge lies in adapting these notions to the needs of ontology engineers and users. Instead of resorting to unfoldable theories or unary predicates, there is another interesting direction to explore: the reason for undecidability of FO-conservativity in the case of non-unfoldable theories is due to the fact that we have considered FO-consequences, rather than consequences formulated at the same level of abstractness as ontologies. Indeed, an ontology engineer or user is typically not interested in arbitrary FO-consequences of an ontology, but in consequences relevant to her application. We now consider two notions of conservative extensions tailored towards ontology engineering.
Implication Conservativity. As illustrated by the "amputation of arm" example above, ontology engineers typically concentrate on implications formulated in the language L of the ontology. Therefore, it is natural to consider L-conservativity with L the set of implications ∀x(ϕ(x) → ψ(x)) formulated in EL, ALC, and OWL-DL, respectively. For simplicity, we simply speak of EL-conservativity, ALC-conservativity, and OWL-conservativity. To analyze these syntactically defined notions of conservative extension, it is useful to first establish a modeltheoretic characterization. Using techniques from modal logic, one can show that an ALC-theory T ∪ T is an ALC-conservative extension of T if and only if for every model M of T , there exists a sig(T )-bisimilar model M of T ∪T . Using this characterization, one can show that deciding ALC-conservativity is decidable and 2ExpTime-complete [9] . A similar characterization, using simulations instead of bisimulations, can be used to characterize EL-conservativity. In this case, the corresponding decision problem is ExpTime-complete [19] . Unfortunately, OWL-conservativity is undecidable [12] . We note, though, that there are extensions of ALC with guarded counting quantifiers for which conservativity is still decidable and 2ExpTime-complete [18] .
Because of their high computational complexity, it remains to be seen in how far the decision problems associated with these notions of conservativity are useful in practice. Recall, however, that Snomed CT is unfoldable. To analyze EL-conservativity for unfoldable EL-theories, it is preferable to follow a prooftheoretic approach. Using the sequent calculus of [13] , one can give a polynomial time algorithm that decides EL-conservativity. The resulting algorithm has fruitfully been employed to ontology versioning [15] .
Query Conservativity. At the end of Section 2, we have briefly discussed how Snomed CT can be used to query electronic medical records. In logic terms, one poses a query to a theory K that consists of an ontology T and a set A of ground facts that represent the data (called an ABox in description logic). Query languages of interest are instance queries of the form "output all constant symbols a such that T ∪ A |= P (a)" and conjunctive queries in which P is a first-order formula built from conjunction and existential quantification. To compare theories K 1 and K 2 , it is in principle possible to again apply standard notions of conservativity. However, ground facts change frequently and are typically unknown at the design time of the ontology. Thus, it is more useful to regard ground facts not as a part of the theory, but as an unknown "blackbox". We say that T ∪ T is a query-conservative extension of T if, and only if, for all sets A of ground facts and all queries q using symbols from T only,
. The resulting notions of conservativity depend on the query language used and typically lie between implication conservativity and FO-conservativity. Again, model-theoretic and proof-theoretic methods can be applied to analyze it. For example, in [20] it is shown using model-theoretic methods that for EL, query-conservativity (w.r.t. conjunctive queries) can be reduced to implication conservativity for an extension of EL with non-guarded existential quantification, and that the corresponding decision problem is decidable and ExpTime-complete.
Uniform Interpolation
As mentioned above, many applications of ontologies require only a rather small part of a large ontology, identified by a subvocabulary. Therefore, ontology users are interested in generating small ontologies that "say the same" about the subvocabulary of interest as the original ontology. As discussed above, one possibility to obtain such an ontology is to extract a module, i.e., a subset of the original ontology of which the latter is a conservative extension. Another interesting way of generating such a small ontology is to compute a uniform interpolant. Let Σ be a signature, T a logical theory, and L a logical language. A finite set of L-sentences T Σ is called a uniform interpolant for T w.r.t. Σ and L if
In other words, T Σ provides an axiomatization of what T "says" about Σ in L without using symbols not in Σ. Apart from the motivation discussed above, there are various applications of uniform interpolants in ontology engineering. An example is ontology exploration: to avoid mistakes, an ontology engineer can identify a signature that captures a certain subject matter (such as amputations), generate a uniform interpolant that axiomatizes this subject matter, and then inspect it for problems. Another example is ontology re-use, where it may be more appropriate to import a uniform interpolant covering only the relevant terms than being forced to import additional terms as well.
For many logical languages, it is known that uniform interpolants do not always exist; this is true for FO, but also for various modal logics [10, 30] . Positive results are known for propositional intuitionistic logic [24] and the modal µ-calculus [7] . Thus, the applicability of uniform interpolants crucially depends on the ontology language used and the language L in which uniform interpolants are to be axiomatized. The following simple example shows that even for EL, uniform interpolants do not always exist unless one admits second-order expressivity in L: let Σ = {A, r} and
The class of Σ-reducts of T -models coincides with the models satisfying A(x) → (there exist x 1 , x 2 , . . . such that r(x, x 1 ), r(x 1 , x 2 ), . . .) and the first-order theory of this class of models is axiomatized by
which is not finitely axiomatizable in FO. We are thus again faced with the problem that a naive application of tools from mathematical logic is only of limited use, and a more careful analysis of the situation is required. We explore three options.
First, there are useful cases in which uniform interpolants are guaranteed to exist: observe that, although rather simple, the theory T above is not unfoldable. Indeed, it turns out [15, 16] that for unfoldable EL-theories, uniform interpolants w.r.t. EL-implications always exist. These uniform interpolants can be of exponential size in the worst case, and so their practical relevance can only be evaluated with the help of experiments. Figure 3 .2, which is taken from [16] , compares the size of minimal modules based on model-conservative extensions extracted from Snomed CT using the prototype implementation MEX with the size of uniform interpolants computed using the prototype implementation NUI. For 83 randomly generated signatures consisting of 3000 unary and 20 binary predicates, it gives the number of modules and uniform interpolants (vertical axis) of a given size (horizontal axis), where the size is measured as as the number of symbols that occur in the module/interpolant. Thus, 10 uniform interpolants consist of more than 1 000 000 symbols. For all 83 signatures, the size of corresponding modules is between 125 000 and 150 000 symbols (which is about 3% of full Snomed CT). Note that, in contrast to modules, the size of uniform interpolants depends a lot on the concrete signature. It is not clear yet, however, whether the very large uniform interpolants have a smaller axiomatization not found by the prototype implementation. Similar results hold for uniform interpolants formulated in languages L that correspond to query conservativity as discussed above. These first experiments suggest that uniform interpolants can become a useful tool for ontology engineering.
Second, even in setups where uniform interpolants are not guaranteed to exist, it might well be the case that for those ontologies that are actually used, uniform interpolants do usually exist. Then, it is of interest to develop algorithms that decide, given a signature Σ and an ontology T , whether a uniform interpolant exists. An example of such a result is the following: there do not always exist uniform interpolants for ALC-theories (with uniform interpolants also formulated in ALC), but it is decidable whether a uniform interpolant exists. Tight complexity bounds and experimental evaluation is still missing, though.
Third, one can move to a language L for the uniform interpolant that admits second-order expressivity. The modal µ-calculus has uniform interpolation, and so a natural option is to consider as the language L extensions of EL, ALC, and OWL-DL with fixpoint operators.
Discussion
We have discussed how two notions introduced in mathematical logic, conservative extensions and uniform interpolation, can be applied to ontology engineering. Many other notions from mathematical logic remain to be explored. An example is interpretations between logical theories, which can be regarded as a generalization of conservative extensions. In many applications of ontologies such as data integration, mappings between the symbols of ontologies are of crucial importance. Investigating the relation between the mappings used by ontology engineers and theory interpretations as known from mathematical logic could be of great interest. Another research direction is abstract model theory for ontology languages: a main problem in the field of ontology languages is a lack of logic-based criteria to classify languages and understand their place within the landscape of all potential ontology languages. Currently, only concrete languages are investigated and compared, and methods from abstract model theory might well lead to a better understanding.
