Abstract. An effective and easy-to-implement frequency filter is proposed, obtained by convolving a raised-cosine window with the ideal rectangular filter response function. Three other filters, HodrickPrescott, Baxter-King, and Christiano-Fitzgerald, are thoroughly reviewed. A bandpass version of the Hodrick-Prescott filter is also introduced and used. The behavior of the windowed filter is compared to the others through their frequency responses and by applying them to both quarterly and monthly artificial, known-structure series and real macroeconomic data. The windowed filter has almost no leakage and is better than the others at eliminating high-frequency components. Its response in the passband is significantly flatter, and its behavior at low frequencies ensures a better removal of undesired long-term components. These improvements are particularly evident when working with short-length time series, which are common in macroeconomics. The proposed filter is stationary and symmetric, therefore, it induces no phase-shift. It uses all the information contained in the input data and stationarizes series integrated up to order two. It thus proves to be a good candidate for extracting frequency-defined series components.
Introduction
There are several ways for formalizing the separation of a signal into different periodic components. One of the most insightful remains the Fourier decomposition, which views the signal as a linear combination of purely harmonic components, each having a time-invariant amplitude and a well-defined frequency. Short-time Fourier analysis and wavelets -which make it possible to represent the frequency content of a series, while keeping the time and scale description parameter respectively -are also an alternative, especially in the case of nonstationary or intermittent signals. These techniques allow a detailed insight into the data structure. However, they are not easily implemented with short-length series and are not broached in this paper.
A selective filtering operation over an infinite continuous signal is defined by specifying the range of individual frequencies that should be extracted and those that should be removed. In the case of finite-length samples, it is impossible to design a filter that preserves all frequencies in a given range and completely removes those outside it (the so called ideal filter). Indeed, especially in the case of shortlength series, abrupt variations in the frequency response give rise to the Gibbs phenomenon, the appearance of spurious artificial fluctuations in the filtered signal (see, among others Hamming, 1998; Oppenheim and Schafer, 1999; Priestley, 1981) . Therefore, it is important to design good approximations to the ideal filter -"good" relative to some optimization criteria, like the (weighted) difference between the desired and the effective response.
We propose here the Hamming/Hanning-windowed (HW) filter, which provides a simple and efficient solution to an ideal filter approximation. It is obtained by windowing, which is a well-known technique in engineering (Oppenheim and Schafer, 1999) . It consists in smearing the ideal filter response with a lag window and it leads to good attenuation of the spectral power outside the passband, allowing almost complete removal of undesired frequency components. Its only drawback is a negligible widening of the transition between the selected band (passband) and the remaining spectral components (stopband), which implies that a negligible part of the frequency components lying near the edge of the chosen band may be present in the filtered series.
To show the qualities and improvements of the HW filter, we compare it to those most widely used in macroeconomics for trend and cycle extraction, namely the filters in Hodrick and Prescott (1997) , Baxter and King (1999) and Christiano and Fitzgerald (2003) . We thoroughly review these filters and, in particular, we visualize the time coefficients, gain, and phase of the Christiano-Fitzgerald filter, plotting them as surfaces in three-dimensional space.
In the next section, we briefly recall the issues of optimal filter design. In the third section, the HW filter is introduced, together with a sketch of its computing algorithm. The fourth section contains an extensive critical overview of the the Hodrick-Prescott (HP), the Baxter-King (BK), and the Christiano-Fitzgerald (CF) filters, and a detailed comparison of their frequency responses to that of the HW filter. The fifth section is devoted to applications, that allow a thorough comparison of the four considered filters on practical grounds. We first analyze the effect of each filter on the spectral density of a real series, the quarterly EU zone GDP, to visualize leakage and compression effects. We then apply the four filters to a simple artificial series, to show more clearly their effects on individal frequencies and to highlight the phase-shift induced by the HP and CF filters. Finally, we show how some filters might affect timing and causality relations among series by studying crosscorrelation properties, first of two simple artificial series, and then between US unemployment rate and annualized inflation monthly data. The sixth section concludes.
