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A classical theorem of E. Noether asserts that if R is a commutative ring, 
finitely generated over a field k, and G is any finite group of k- 
automorphisms of R, then the fixed ring (or ring of invariants) R” is also 
finitely generated. The question naturally arises as to what extent Noether’s 
theorem can be generalized to the noncommutative case. If R is also 
Noetherian and IG/ ~ ’ E k, all is well: RG is finitely generated, a result of 
Montgomery and Smail [6]. However, it is false in general, even for Pf 
rings [6]. Moreover, a recent result in Dicks and Formanek [l] (and, 
somewhat later, Kharchenko [4]), shows that almost the opposite of 
Noether’s theorem holds in the free aIgebra. That is, they prove that if G 
acts linearly on the free algebra F= k(xj,..., x,>, then P is finitely 
generated if and only if G acts by scalar matrices. 
In the present paper we consider the analogous problem for an algebra 
of generic matrices. That is, let U = k(X i,..., X,f be the generic matrix 
algebra generated over a field k by the m x m (m 2 2) generic matrices 
X1,..., X, (da 2). Let G act linearly on U; that is, for each gE G, Xp = 
c, cliiXi, for uij E k. Thus g corresponds to the dxd matrix A = (a,). 
If G consists of scalar matrices and \G/ -’ E k, then UC is always finitely 
generated. For, consider the free algebra F= k(x, ,..., xd> with the same 
action; since I/= ir’, a homomorphic image of F, it follows that v = 
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%; = FG (since 1 GI - ’ E k), and thus UG is finitely generated since p is 
finitely generated. However, the converse of this is false, as is shown by an 
example of Montgomery and Passman [ 51 of a nonscalar automorphism 
of order 3 of 2 x 2 generic matrices such that UG is still finitely generated. 
Thus, the analog of Dick’s and Formanek’s theorem does not hold. 
However, the main result of this paper shows, at least for cyclic groups, 
that for matrices which are large enough compared to lG1, the generic 
matrices behave like the free algebra. We prove: 
THEOREM 3: Let G = (g) be a cyclic group of order n acting linearly on 
U=k{X,,..., X,}, the generic matrix algebra of mxm matrices over the field 
k, where d, m B 2, and let A be the matrix corresponding to g. Assume that n 
is a unit in k and that A is not scalar. Then UG is not finitely-generated 
whenever m > n - [ &] + 1. 
Moreover, if A has a characteristic root tl such that u4 = 1, some q with 
0 < q < n, then UG is not finitely-generated whenever m > 2. 
The proof divides into two separate arguments, as to whether or not all 
the characteristic roots of A have (multiplicative) order n. 
1. CHARACTERISTIC ROOTS OF DIFFERENT ORDERS 
We begin with the following proposition. 
PROPOSITION 1. Let I and N be positive integers and let p(x, y) E 
k(x, y ) be a nonzero homogeneous polynomial of x-degree I + 1 and y-degree 
Nof theformpk y)=x’yNx+yql(x, y)+qAx, y) yforsome qiEk(x, y). 
Then p(x, y) is not an identity for mxm matrices for any m > 2. 
Proof: We will show that if A = (7 f), for z an indeterminate over k, 
and B = (A z), the specialization x + A and y -+ B gives p(A, B) # 0. In par- 
ticular, we show that the (2,2) entry of p(A, B) is a manic polynomial in z 
of degree 1 - 1. 
First, note that for any 2 x 2 matrices C and D, the matrix BC + DB has 
0 as its (2,2) entry. Thus the yq, + q2 y terms contribute nothing, and we 
only must consider x’yNx. 
Write A’= (au,,). Then A’BNA = (E ~:;:;), so it will suffice to show that aZ1,/ 
is a manic polynomial in z of degree 1 - 1. One can see this by induction, as 
follows: 
As we find each successive power of A, the entries “move” in the follow- 
ing way: (TZt). That is, for any 12 2, 
a21,1+ 1 = a12,/+ 1 = a22,1, all,/+2 = a22.b and a ll.l+ I = a22,/- 1. 
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Moreover, a22,1+ I = za22,i + a12,,, which is a manic polynomial in z of 
degree I+ 1, by induction on 1. Thus a2,,, = az2,,-, , a polynomial of degree 
I- 1. The proposition is proved. 
LEMMA 1. In the free algebra k(x, y), define gEAut k(x, y) by 
x + cox and y + yy where CO and y are nth roots of unity with orders a and 6, 
respectively (a> b). If a, is the order of CO mod(y), then any mo~omiaZ 
m(x, y) which is fixed by g and has x-degree at least one must have x-degree 
at least a,. 
Proof: Suppose that m(x, y) has x-degree r 2 1 and y-degree s. Then 
mfx, y)“=o’y”m(x, y)=m(x, y). Hence mf= Y-‘E (y). Thence a, 1 r and 
so r>a,. 
Since a, is the order of w mod(y), there is a t (O< t < 6) such that 
@g = y’ 
COROLLARY 1. Let g be as in Lemma 1 and choose N > t. Then 
0) xul- ‘ybN - ‘x is jixed by g and has no initial segments fixed by g. 
(ii) any monomial of x-degree a, and y-degree bN-- t which is a 
product of at least two other monomials fixed by g must either begin with y 
or end withy. 
Proof (i) Write m(x, y) = X”‘-‘ybN-zx. Then m(x, ~1” = 
o.F$“-‘m(x, y). Then oP1ybN-t = y’y-‘= 1. Thus m(x, y) is fixed; however, 
Lemma 1 guarantees that m(x, y) has no initial segments which are fixed 
by g. 
For (ii), Lemma 1 implies that at most one fixed monomial factor can 
contain any power of x. The other monomial factors must therefore all be 
powers of y. 
THEOREM 1, Let U = k (X, Y> where X and Y are mxm (m > 2) generic 
matrices. Suppose that Aut,J U) is given by Xg = WX and Yg = y Y where CO 
and y are nth roots of unity. Zf o and y have distinct orders, then UCg> is not 
finitely generated. 
Proof. We may assume that o(o) = a > b = o(y). Now if U<*> is finitely 
generated we may assume that the generators {G1,..., G,) are images of 
monomials ( g, ,..., g,) in the free algebra which are fixed by the same 
action. Let N be the maximal degree of any (g,); assume aiso that N > t. 
With the notation as in Corollary 1, X”lP’YbN-‘X in Ucg> must be 
expressed as a polynomial in the (Gjf, XU1-‘YbN-‘X=q(G,,..., G,). 
Equivalently, x”’ --- ‘ybN- ‘x - q( g, ,..., g,) is an identity of mxm matrices. By 
the homogeneity of the T-ideal, q may be replaced by a sum of monomials, 
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all of which have x-degree a, and y-degree bN- t. By the corollary 
q=yqI+qZy. But then xal-‘ybN--‘x+yq1+q2y is an identity for mxm 
matrices, a contradiction. 
2. CHARACTERISTIC ROOTS OF THE SAME ORDERS 
We require the following fact about polynomia1 identities 
PROPOSITION 2. Let n, p, and N be positive integers with 1 < p < n, and 
let p(x, y)~ k(x, y> be a nonzero homogeneous polynomial of y-degree N 
and x-degree pN+ n. Assume that p(x, y) contains exactly one monomial of 
the form 
mO(x, y) = xq( yxp)N x” ~ y 
with p + 1 <q < n - 1. Then p(x, y) is not an identity for mxm matrices fbr 
any map++. 
We will prove the proposition by means of specialization x -+ A, y + B 
such that p(A, B) # 0, where A and B are the following (p + 2) x (p + 2) 
matrices: 
A= 1 B= 
where z is a n indeterminate over the field k. 
LEMMA 2. Write Ak = (aiik) for k 2 0. Then A and B have properties: 
(1) BAkB=a l,p+ &for all k. 
(2) a I,P+i,k=O j&r k=O, l,,.., p- 1 and for k=p+ i,..., 2p+l; 
a t,P+l.P= 1 =alg+1,2pf2, andfor all k>2p+2, at,pfl,k is apo~ynomiaI in z 
of degree k-(2p+2). 
(3) if c(k, I) denotes the (p+ 2, p+ 2) entry of AkBAi, for k, I>O, 
then c(k, I) = 0 if either k < p or 16 p; $ both k,l> p+ 1, then c(k, I) is a 
polynomial in z of degree k + 1- (2~ + 2). 
Proof. The powers of A may be obtained inductively as follows: if Ak 
has columns (C,, C, ,..., C,, 2), then Ak+ ’ has columns (C,, 2r C1, C2 ,..., 
C,,, D); similarly if Ak has rows (R,, R2,..., I$,+*)=, then Ak+ * has rows 
(R 2 ,***t &+a WT. Thus the only new entry to be computed is the 
4%1’99!2-11 
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(p + 2, p + 2) entry, which is easily seen to be a polynomial in z of degree 
k + 1 bin= up + 2,p + 2-k is a polynomial of degree k). 
(1) For any matrix W= (w,), it is clear that BWB = w~,~+, B. Hence 
(1) follows. 
(2) It is evident from the above that ~i,~+ i,k = 0 for k = O,..., p - 1 
and for k= p+ l,..., 2p-t 1, and that u~,~+ i,P = 1. The rest of (2) follows 
from the fact that it takes 2p + 2 “moves” for the (p + 2, p + 2) entry of A0 
to get to the (1, p + 1) position (p + 1 column moves to the (p + 2, p + 1) 
position followed by p + 1 row moves up to the (1, p + f ) position). 
(3) First, check that the (p + 2, p + 2) entry of AkBA’ is ap+2,p+ ,,k 
a,,p+ 2,1. For any 1, we claim that a,,p+2,, = a l,p+1,~+~+I)=ap+2,p+1.~. The 
first equality follows by moving the (1, p -I- 2) entry horizontally with p + 1 
moves. The second equality follows by moving the (p + 2, p -I- 1) entry up 
the p I- 1 column. Thus the (p f 2, p + 2) entry of AkBA’ is c(k, 1) = 
a,,~+,,~+,+,a,,~+,,,~,+,. Using (2), it is clear that if k<p or l<p, then 
c(k, I) = 0. If both k and I are equal to or greater than p + 1, then again by 
(2), c(k,I) is a polynomial of degree k+p+l-(2p+2)+1+p+i- 
(2~ + 2) = k + I- (2p + 2). The lemma is proved. 
Proof of Proposition 2. Since we wish to show that p(A, B) # 0, we may 
ignore any monomials which go to zero. Since BAkB=O for 
k = 0, l,..., p- 1 and for k = p + l,..., 2p + 1, we need only consider 
monomials in p(x, y) of the form 
where z&o ij=pN+n, and forj== 1, 2 ,..., N-l, either $=O, or i,=p, or 
ij & 2p -t 2. We consider the (p + 2, p + 2) entry in all such m(A, B). Now 
let r be the number of ij, 1 <:j< N- 1, which have degree >2p + 2. By 
renumbering, we may assume that i,, i2,..,, i, 2 2p + 2 and i,+ i =: - .. = 
i,-,=p. Then 
by Lemma 2, part (1). Since we are interested in the (p + 2, p-t 2) entry, 
we may throw away any monomials with i, < p or i, < p by Lemma 2, part 
(3). For ie, i, 2 p + 1, Lemma 2 gives that m(A, B) has (p + 2, p + 2) entry 
of z-degree 
d= C [i’-(2p+Z)]+i,+i,-(2p+2). 
j=l 
By using that cy=;: i (4 - p) = 0 and zyCo ij = pN + n, we have that d = 
n-(pf2)(r+l). 
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The on/y monomial with r = 0 and a nonzero (p + 2, p + 2) entry is 
m,(x, y); for r = 0 gives that all ii = p for j = l,..., N - 1, and so i, + i, = 
p + n. However, both iO and i, are greater than or equal p + 1. Hence i, < 
p + n - (p + 1) = n - 1. By assumption m,(x, y) is the only monomial with 
this property, and its (p + 2, p + 2) entry has degree d = n - (p + 2), which 
is larger than the degree of any other (p + 2, p + 2) entry. This is a con- 
tradiction. Whence, the proposition is proved. 
THEOREM 2. Let U = k( X, Y} where X and Y are mxm (m > 2) generic 
matrices. Zf 6 is a primitive nth root of unity and g in Aut,( IJ) is given by 
Xg = 6X and Yg = 6’Y with 1 < t < n, then U<g> is not finitely generated 
whenever m > n - t + 2. 
Proof: In Proposition 2 let p = n - t. When p = 0 (so 6’ = 1 ), Theorem 1 
shows that UCg> is not finitely generated for m 22 =n- t + 2. Thus we 
may assume that p > 1. 
Assume to the contrary that U<g> is finitely generated by, say, 
{G, ,...) G,} where each Gi is the image of a homogeneous invariant element 
g, in the free algebra k(x, y), and deg (g,) 6 N for all i= 1,2,..., s. Now in 
the free algebra, it is easy to see that for all q, p + 1 <q 6 n - 1, the fixed 
monomials 
Xy(yXy xn-q (*) 
have no initial segments fixed by g, and so cannot be a product of 
invariants in k(x, y) of lower degree. We choose one of these monomials, 
say m,(x, y) = xn- ‘( yxP)N x. 
In UCg), m,,(X, Y) must be expressed as a polynomial in the {Gi}, say 
m&C Y) = f(Gl ,.-, G,). This says that m,(x, y) -f(gl,..., g,) = h(x, y) is 
an identity of mxm matrices. Since the T-ideal of identities of mxm matrices 
is homogeneous in each variable, without loss of generality f may be 
replaced by a sum of monomials, all of which have x degree pN + n and 
y degree N. Moreover, since every monomial inf is a product of invariants 
of lower degree, none of them are of the form (*) for p + 1 d q < n - 1. 
Proposition 2 now applies to show that m < p + 2 = n - t + 2. 
3. F?UXF OF THE MAIN THEOREM 
We now combine the results of Sections 1 and 2. 
THEOREM 3. Let G = (g) be a cyclic group of order n acting linearly on 
U=k{X,,..., X,}, the generic matrix algebra of mxm matrices over the field 
k, where d, m >, 2, and let A be the matrix corresponding to g. Assume that n 
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is a unit in k and that A is not scalar. Then U” is not finitely generated 
whenever m 2 n - [ &] + 1. 
Moreover, if A has a characteristic root M such that a4 = 1, some q with 
0 < q < n, then UG is not finitely generated whenever m > 2. 
ProoJ: We assume on the contrary that UG is finitely generated over k. 
First, we may assume that k is algebraically closed. For, if not, consider 
Ui = U Ok E, where E is the algebraic closure of k. Then U, z E( X, ,..., Xd} 
and G acts on U, by letting it act trivially on E, Since Up = UG 0 E, Uy is 
finitely generated over E, and we may consider UI instead of U. 
Second, say G = (g) and let A E Mat,(k) be the matrix corresponding to 
g (i.e., A = (cQ), where X; = xi aVXj). We may assume that A is diagonal. 
For, since A” = 1, the minimum polynomial of A divides x” - 1, which has 
distinct roots since n-l E k. Thus A is diagonalizable, say B-‘AB= 
diag(a, ,..., q,). But now B determines an element 1 of Aut,( U); thus we 
replace g by h = I-‘gl, since UCh> will also be finitely generated, and h acts 
by a diagonal matrix. Thus we may assume that Xf = aiXir all i= l,..., d. 
Now for any i, j, let U, = k{Xi, X,}; there is an induced action of G on 
U,, and UI;; is finitely generated over k since it is a homomorphic image of 
UG (by sending X, -+ 0, for I# i, j). 
We now consider the characteristic roots of A. Say that A has a root ai 
so that a; = 1, some 1 < q < n. Now all the characteristic roots can not have 
order q, since then A4 = Z, so gY = 1, which contradicts the fact that g has 
order n. Thus A must have a characteristic root a, so that o(aj) # o(c(;). 
Passing to U, and applying Theorem 1, we see that U$? can not be finitely 
generated if m > 2, a contradiction. 
We may therefore assume that o(a,) = n, all i = l,..., d. Since G is not 
scalar, however, two of the roots must be distinct, say a1 # az. We may 
write a, =a; and a2 =a:, 
mod n. If both t, q 6 A, 
where 1 < t, q < n. Then a2 = (a:)“, so tq s 1 
a contradiction. Thus one of them, say t > ,,&. 
Since t is an integer, t > [A] + 1. Passing to ICJ,~, we may apply 
Theorem2with6=aZtoseethatm<n-t+2.But -t<--[&I-1,and 
so m < n - [,/&I + 1, a contradiction. 
Remarks. (1) The bound n - [A] + 1 can be improved for some 
specific choices of n, for the worst possible t for a given n is t = 
min(l<s<nl(s,n)=l ands>s-‘modn}.Thusforn=122, t=35, and 
so n-t + 2 = 89, the actual bound given by our methods, whereas n - 
[Jz] + 1 = 112. Of course, if n = a(a + 1) - 1 for some a, then a(a + 1) = 
n + 1, so a= [J&l, t=a+ 1 = [&] + 1, and we obtain the bound in the 
theorem. 
On the other hand, no finitely generated nonscalar examples are known 
other than the example mentioned in the Introduction. Thus we conjecture 
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that when G is not scalar, with d > 2, then iJG is never finitely generated if 
m23. 
(2) A major difficulty in extending our theorem to arbitrary finite 
groups G (acting linearly. on U) is a recent result of Guralnick, which 
asserts that if ICI, m, da 2, then UC is never a ring of generic matrices [Z]. 
The original proof [ 1 ] of the free algebra result proceeds by reducing the 
problem to cyclic subgroups H of G, using the fact that I’@ is again a free 
algebra. Clearly, this approach will not work for generic matrices. 
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