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Abstract
The integrability of the N = 1 supersymmetric modified Korteweg de-Vries (smKdV) hier-
archy in the presence of defects is investigated through the construction of its super Ba¨cklund
transformation. The construction of such transformation is performed by using essentially two
methods: the Ba¨cklund-defect matrix approach and the superfield approach. Firstly, we employ
the defect matrix associated to the hierarchy which turns out to be the same for the supersym-
metric sinh-Gordon (sshG) model. The method is general for all flows and as an example we
derive explicitly the Ba¨cklund equations in components for the first few flows of the hierarchy,
namely t3 and t5. Secondly, the supersymmetric extension of the Ba¨cklund transformation in
the superspace formalism is constructed for those flows. Finally, this super Ba¨cklund transfor-
mation is employed to introduce type I defects for the supersymmetric mKdV hierarchy. Further
integrability aspects by considering modified conserved quantities are derived from the defect
matrix.
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1 Introduction
The introduction of special impurities or defects within two-dimensional integrable models that
preserves the integrability properties has been recently an intensively studied topic. Integrable
defects, as they are known, were introduced originally in [1, 2], as a set of internal boundary
conditions derived from a Lagrangian density located at certain spatial position connecting two
types of solutions.
The presence of these special defects has been studied in several models, including sine(h)-
Gordon [1], affine Toda field theories [2], the non-linear Schro¨dinger, and other non-relativistic field
theories [3, 4]. An interesting feature shared by all of these defect systems is that the associated
defect conditions correspond to frozen Ba¨cklund transformations [5]. This kind of defect is then
named type-I if the fields on either side of it only interact with each other at the defect location.
It is called type-II if they interact through additional degrees of freedom associated to the defect
itself which only exist at the defect point [6, 8].
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Several other interesting issues have been studied for these types of integrable defects, among
which the following are worth mentioning: the computation of the higher order modified conserved
quantities and their involutivity [9, 10, 11], quantum description [12, 13, 14, 15, 16, 17, 18, 19, 20]
(see also [21, 22] for the discussion of soliton defects in quantum systems), the multisimplectic
description [23, 24, 25, 26], finite-gap solutions [27], extensions for non-simply laced affine Toda
models [28, 29, 30, 31], and fermionic [32, 33, 34] and supersymmetric extensions [35, 36, 37, 38, 39].
The main purpose of this paper is to propose an extension of the framework of integrable
defects for the supersymmetric modified Korteweg-de Vries hierarchy through the construction of
the associated super Ba¨cklund transformation, by using the Lax approach. In refs. [40, 41], authors
have shown that the smKdV and the super sinh-Gordon equations belong to the same integrable
hierarchy based on the ŝl(2, 1) affine super Lie algebra. On the other hand, it was shown in ref. [42]
that the spatial part of the bosonic Ba¨cklund transformation for the mKdV hierarchy is universal
within the entire hierarchy. Using this fact, it was proposed in ref. [43] that the associated defect-
gauge matrix is also universal and provide the corresponding Ba¨cklund equations for the entire
hierarchy. Therefore, it is quite natural to expect that such property will be preserved for the
supersymmetric extension in the sense that the super sinh-Gordon and other models within the
hierarchy will share the same defect matrix.
The presence of type I and type II integrable defects in the N = 1 sshG model has been already
investigated in [35, 38, 39], through the Lagrangian formalism and the Lax approach, where the
associated modified conserved charges was derived directly from the corresponding defect matrices.
The main goal of this paper is the extension of the results obtained in [35, 38, 39] for the
super sinh-Gordon to the entire smKdV hierachy. This includes the systematic construction of the
different time components of the Ba¨cklund transformations and modified conservation laws. Our
results are derived firstly from the invariance under gauge transformations of the algebraic zero
curvature representation and secondly from the superfield formalism.
This paper is organized as follows. Section 2 summarises the necessary ingredients to construct
the supersymmetric mKdV hierarchy through the ŝl(2,1) superalgebra.
In section 3, we derive the super Ba¨cklund transformation for the smKdV hierarchy using the
type-I defect matrix derived previously for the sshG model and assumed to be universal within the
hierarchy. The key observation is that the zero curvature representation is invariant under gauge
transformation connecting two different field configurations of the same model. This provides a
general framework from where the Ba¨cklund transformations for the various flows can be derived.
Explicit examples are worked out for the first two flows, namely t3 and t5. Moreover all results are
also rewritten within the superfield formalism.
Section 4 discusses the conservation laws. Firstly we introduce the formalism for a situation
in which the defect is absent and generate an infinite number of conserved charges. Those are
conserved with respect to all flows and in particular, we explicitly verify the conservation of the
simplest two charges with respect to the first two flows, namely t3 and t5. Next, the introduction
of the defect is shown to require modification of the charges in order to ensure its conservation.
This is accomplished systematically assuming the defect matrix to be responsible for the transition
from one side to the other of the defect. Again explicit examples are given for t3 and t5.
Section 5 contains some final remarks and comments on future directions to investigate. The
explicit representation of the ŝl(2,1) superalgebra, and some technical computations as well as long
expressions for the super Ba¨cklund transformations are contained in appendices A to E.
3
2 The supersymmetric mKdV hierarchy
In this section we present a brief review of the systematic construction of the supersymmetric
mKdV hierarchy based on the affine Kac-Moody superalgebra Ĝ = ŝl(2,1) [41].
Let us start by considering the super Lie algebra sl(2,1), which has four bosonic generators{
h1, h2, E±α1
}
, and four fermionic generators
{
E±α2 , E±(α1+α2)
}
, where α1 is bosonic simple root
and α2, α1 + α2 are fermionic simple roots. The affine ŝl(2,1) structure is introduced by extending
each generator Ta ∈ sl(2, 1) to T (n)a , where d is defined by
[
d, T
(n)
a
]
= nT
(n)
a . The hierarchy is
further specified by introducing a decomposition of the ŝl(2,1) superalgebra through the definition
of a constant grade one element E(1), where
E(2n+1) = h
(n+1/2)
1 + 2h
(n+1/2)
2 − E(n)α1 − E
(n+1)
−α1 , (2.1)
and the so called principal grading operator
Q = 2d+
1
2
h
(0)
1 . (2.2)
The grading operator Q and the constant element E(1) decompose the affine superalgebra Ĝ =
⊕ Ĝm = K⊕M, wherem is the degree of the subspace Ĝm according toQ, K =
{
x ∈ Ĝ /[x,E(1)] = 0}
is the kernel of E(1), and M its complement, in the following way
Gˆ2n+1 =
{
K
(2n+1)
1 , K
(2n+1)
2 , M
(2n+1)
1
}
,
Gˆ2n =
{
M
(2n)
2
}
,
Gˆ2n+ 1
2
=
{
F
(2n+ 1
2
)
2 , G
(2n+ 1
2
)
1
}
,
Gˆ2n+ 3
2
=
{
F
(2n+ 3
2
)
1 , G
(2n+ 3
2
)
2
}
, (2.3)
where the generators Fi, Gi,Ki, and Mi are defined as linear combinations of the ŝl(2,1) generators
[41]. The representation of these generators is given in appendix A.
Now, the construction of the integrable hierarchy is based on the zero curvature condition
[∂x +Ax, ∂tN +AtN ] = 0, (2.4)
where AtN and Ax are the Lax pair. In general, Ax is defined as Ax = E
(1) +A0 +A1/2 where
A0 +A1/2 ∈ M, i.e.,
A0 = uM
(0)
2 , A1/2 =
√
iψ¯ G
(1/2)
1 . (2.5)
Here, u and ψ¯ are the corresponding fields of the integrable hierarchy. Now, we will assume that
AtN = D
(N) +D(N−1/2) + ... +D(1/2) +D(0) for the positive hierarchy, where D(m) has grade m.
Then, the equation to be solved reads[
∂x + E
(1) +A0 +A1/2, ∂tN +D
(N) +D(N−1/2) + ...+D(1/2) +D(0)
]
= 0. (2.6)
4
The solving method consists on splitting the above equation grade by grade, which leads us to the
following set of relations,
(N + 1) :
[
E(1),D(N)
]
= 0,
(N + 1/2) :
[
E(1),D(N−1/2)
]
+
[
A1/2,D
(N)
]
= 0,
(N) : ∂xD
N +
[
A0,D
(N)
]
+
[
E(1),D(N−1)
]
+
[
A1/2,D
(N−1/2)
]
= 0,
...
(1) : ∂xD
(1) +
[
A0,D
(1)
]
+
[
E(1),D(0)
]
+
[
A1/2,D
(1/2)
]
= 0,
(1/2) : ∂xD
(1/2) +
[
A0,D
(1/2)
]
+
[
A1/2,D
(0)
]
− ∂tNA1/2 = 0,
(0) : ∂xD
(0) +
[
A0,D
(0)
]
− ∂tNA0 = 0. (2.7)
Note that, the image part of the zero and the one-half grade components of (2.7) yields the time
evolution for the fields introduced in eq. (2.5). Now, it is possible to expand each term D(m) by
using the generators in eq. (2.3), as follows
D(2n+1) = a˜2n+1K
(2n+1)
1 + b˜2n+1K
(2n+1)
2 + c˜2n+1M
(2n+1)
1 ,
D(2n) = a˜2nM
(2n)
2 ,
D(2n+
1
2
) = a˜2n+ 1
2
F
(2n+ 12)
2 + b˜2n+ 1
2
G
(2n+ 12)
1 ,
D(2n+
3
2
) = a˜2n+ 3
2
F
(2n+ 32)
1 + b˜2n+ 3
2
G
(2n+ 32)
2 , (2.8)
where the a˜m, b˜m, and c˜m are functionals of the fields u and ψ¯. Substituting this parameterization
in eq. (2.7), one can solve recursively for all D(m),m = 0, · · ·N . Note that the Lax component
Ax does not depend on the index N , and will be the same for the entire hierarchy. It takes the
following form (see for instance [38, 40]),
Ax =


λ1/2 − ∂xφ −1
√
i ψ¯
−λ λ1/2 + ∂xφ
√
i λ1/2 ψ¯
√
i λ1/2 ψ¯
√
i ψ¯ 2λ1/2


, (2.9)
where we have redefined u = −∂xφ, and λ is the spectral parameter. This parametrization estab-
lishes the explicit relationship between the relativistic (sinh-Gordon) and non-relativistic (mKdV)
field variables.
In what follows we will apply the procedure and consider explicit solutions of the integrable
hierarchy equations (2.7) for the simplest members. For N = 3, we find that the solution for the
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Lax component At3 = D
(3) +D(5/2) +D(2) +D(3/2) +D(1) +D(1/2) +D(0), is given by
At3 =


a0 + λ
1/2a1/2 − λ∂xφ+ λ3/2 a+ − λ µ+ + λ1/2ν+ + λ
√
iψ¯
−λa
−
− λ2 −a0 + λ1/2a1/2 + λ∂xφ+ λ3/2 λ1/2µ− + λν− + λ3/2
√
iψ¯
λ1/2µ
−
− λν
−
+ λ3/2
√
iψ¯ µ+ − λ1/2ν+ + λ
√
iψ¯ 2λ1/2a1/2 + 2λ
3/2


,
(2.10)
where
a0 = −1
4
(
∂3xφ− 2(∂xφ)3 + 3i∂xφψ¯∂xψ¯
)
, a1/2 = −
i
2
ψ¯∂xψ¯,
a± =
1
2
(
∂2xφ± (∂xφ)2 ∓ iψ¯∂xψ¯
)
, ν± =
√
i
2
(
∂xψ¯ ± ψ¯∂xφ
)
, (2.11)
µ± =
√
i
4
(
∂2xψ¯ ± ∂xφ∂xψ¯ ∓ ψ¯∂2xφ− 2ψ¯(∂xφ)2
)
.
The equations of motion, which correspond to the zero and one-half grade components of (2.7), are
in this case the N = 1 supersymmetric mKdV equations, namely
4∂t3u = ∂
3
xu− 6u2∂xu+ 3iψ¯∂x
(
u∂xψ¯
)
, (2.12)
4∂t3 ψ¯ = ∂
3
xψ¯ − 3u∂x
(
uψ¯
)
. (2.13)
Now, for the N = 5 member, the solution for the Lax component At5 = D
(5) +D(9/2) + · · ·+D(0)
is given explicitly in appendix B. In this case, we find the following equations of motion 6,
16∂t5u = ∂
5
xu− 10(∂xu)3 − 40u(∂xu)(∂2xu)− 10u2(∂3xu) + 30u4(∂xu) + 5i∂xψ¯∂x(u∂2xψ¯)
+5iψ¯∂x(u∂
3
xψ¯ − 4u3∂xψ¯ + ∂xu∂2xψ¯ + ∂2xu∂xψ¯), (2.14)
16∂t5 ψ¯ = ∂
5
xψ¯ − 5u∂x(u∂2xψ¯ + 2∂xu∂xψ¯ + ∂2xuψ¯) + 10u2∂x(u2ψ¯)− 10(∂xu)∂x(∂xuψ¯). (2.15)
It is worth pointing out that the negative integrable hierarchy can be also constructed by considering
the following zero curvature condition,[
∂x + E
(1) +A0 +A1/2, ∂t
−M
+D(−M) +D(−M+1/2) + · · ·+D(−1) +D(−1/2)] = 0. (2.16)
The solutions are in general non-local, however, for the simplest case of N = −M = −1, we find
that the Lax component At
−1 = D
(−1)+D(−1/2), corresponds to the N = 1 sshG equation [39, 41],
i.e
At
−1 =


λ−1/2 −λ−1 e2φ −λ1/2√i ψeφ
−e−2φ λ−1/2 −√i ψe−φ
√
i ψe−φ λ1/2
√
i ψeφ 2λ−1/2


. (2.17)
6It is known that for the bosonic mKdV hierarchy the equations of motion can be obtained from a recursion
operator R by ∂u
∂tN+2
= R ∂u
∂tN
, where R = 1
4
D
2
− DuD
−1
u = 1
4
D
2
− u
2
− uxD
−1
u, D = ∂x and D
−1 its inverse [44].
The supersymetric case deserves attention and will be investigated in further developments.
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In this case, the fields φ, ψ¯ and ψ satisfy
∂t
−1∂xφ = 2 sinh 2φ+ 2ψ¯ψ sinhφ, (2.18a)
∂t
−1 ψ¯ = 2ψ coshφ, (2.18b)
∂xψ = 2ψ¯ coshφ, (2.18c)
the equations of motion of the N = 1 sshG model in the light-cone coordinates (x, t−1). We note
that the equations of motion for all members of the hierarchy are invariant under the following
supersymmetric transformations,
δφ =
√
iǫ¯ ψ¯, δψ¯ =
1√
i
ǫ¯ ∂xφ, (2.19)
where ǫ¯ is a Grassmannian parameter. The associated supercharge can be written as follows,
Q =
∫ ∞
−∞
dx
(
ψ¯∂xφ+ 2ψ sinhφ
)
, (2.20)
where the field ψ is defined by eq. (2.18c)
3 Super-Ba¨cklund transformations
In this section we derive a general method to generate the super-Ba¨cklund transformations (sBT) for
all members of the hierarchy. First of all, we will use the defect matrix associated to the hierarchy
in order to derive the sBT in components. Then, we use the superspace approach to express them in
terms of superfields. The key ingredient is the gauge invariance of the zero curvature representation
generated by the defect matrix which, in turn is assumed to relate two field configurations. As
explicit examples we construct the super-Ba¨cklund transformation for the first two flows, namely,
N = 3 (smKdV) equation, and for the N = 5 super-equation.
3.1 Ba¨cklund transformations from the defect matrix
Based upon the fact that the spatial Lax operator is common to all members of the mKdV hier-
archy, it has been shown recently that the spatial component of the Ba¨cklund transformation, and
consequently the associated defect matrix, are also common and henceforth universal within the
entire hierarchy [42, 43]. Here, we will extend these results to the supersymmetric mKdV hierarchy
starting from the defect matrix already derived for the (N = −1 member), the super sinh-Gordon
equation. The so-called type-I defect matrix can be written as follows [38],
K =


λ1/2 − 2ω2 eφ+λ−1/2 −2
√
i
ω e
φ+
2 f1
− 2ω2 e−φ+λ1/2 λ1/2 −2
√
i
ω e
−φ+
2 f1λ
1/2
2
√
i
ω e
−φ+
2 f1λ
1/2 2
√
i
ω e
φ+
2 f1
2
ω2 + λ
1/2


(3.1)
where φ± = φ1 ± φ2, ω represents the Ba¨cklund parameter, and f1 is an auxiliary fermionic field.
The defect matrix K, connecting two different configurations {φ1, ψ¯1} and {φ2, ψ¯2}, satisfies the
following gauge equation,
∂xK = KAx(φ1, ψ¯1)−Ax(φ2, ψ¯2)K. (3.2)
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Now, by substituting (2.9) and (3.1) in eq. (3.2), we get
∂xφ− =
4
ω2
sinh(φ+)− 2i
ω
sinh(
φ+
2
)f1ψ¯+, (3.3)
ψ¯− =
4
ω
cosh
(
φ+
2
)
f1, (3.4)
∂xf1 =
1
ω
cosh(
φ+
2
)ψ¯+. (3.5)
the spatial part of the Ba¨cklund transformations, where we have denoted ψ¯± = ψ¯1 ± ψ¯2. To derive
the time component of the transformation, we consider the corresponding temporal part of the Lax
pair Atn . For the smKdV equation (N = 3), the second gauge condition reads,
∂t3K = KAt3(φ1, ψ¯1)−At3(φ2, ψ¯2)K. (3.6)
By substituting (2.10) and (3.1) in the above equation, we obtain
4∂t3φ− =
i
ω
[
∂2xφ+ cosh
(φ+
2
)
− (∂xφ+)2 sinh
(φ+
2
)]
ψ¯+f1
− i
ω
[
∂xφ+ cosh
(φ+
2
)
∂xψ¯+ − 2 sinh
(φ+
2
)
∂2xψ¯+
]
f1
+
2
ω2
[
2(∂2xφ+) cosh φ+ − (∂xφ+)2 sinhφ+ + iψ¯+(∂xψ¯+) sinhφ+
]
−96i
ω5
[
sinh
(φ+
2
)
+ 4 sinh3
(φ+
2
)
+ 3 sinh5
(φ+
2
)]
ψ¯+f1
− 32
ω6
sinh3 φ+, (3.7)
4∂t3f1 =
1
2ω
cosh
(φ+
2
) [
2∂2xψ¯+ − ψ¯+(∂xφ+)2
]
+
1
2ω
sinh
(φ+
2
) [
ψ¯+∂
2
xφ+ − ∂xφ+∂xψ¯+
]
− 12
ω4
sinhφ+ cosh
2
(φ+
2
)
(∂xφ+)f1 +
12
ω5
sinh2 φ+ cosh
(φ+
2
)
ψ¯+. (3.8)
Equations (3.3)–(3.5), and (3.7) and (3.8) correspond to the super-Ba¨cklund transformations for
the smKdV in components. It can be easily verified that they are consistent by cross-differentiating
any of them. Notice also that by setting all the fermions to zero we recover the bosonic case, i.e.,
the Ba¨cklund transformation of the mKdV [42],
∂xφ− =
4
ω2
sinhφ+, (3.9a)
4∂t3φ− =
4
ω2
∂2xφ+ cosh φ+ −
2
ω2
(∂xφ+)
2 sinhφ+ − 32
ω6
sinh3 φ+. (3.9b)
Now, to derive the temporal part of the super-Ba¨cklund transformation for the N = 5 member
of the hierarchy we consider the corresponding Lax operator At5 . The gauge condition reads,
∂t5K = KAt5(φ1, ψ¯1)−At5(φ2, ψ¯2)K. (3.10)
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By solving this condition for At5 given in appendix B, we obtain
16∂t5φ− = −
i
ω
[
c0 ψ¯+ + c1 ∂xψ¯+ + c2 ∂
2
xψ¯+ + c3 ∂
3
xψ¯+ + c4 ∂
4
xψ¯+
]
f1
+
1
ω2
[
c5 + ic6 ψ¯+∂xψ¯+ + ic7 ψ¯+∂
2
xψ¯+ + ic8
(
ψ¯+∂
3
xψ¯+ − (∂xψ¯+)(∂2xψ¯+)
)]
− i
ω5
[
c9 ψ¯+ + c10 ∂xψ¯+ + c11 ∂
2
xψ¯+
]
f1 +
1
ω6
[
c12 + i c13 ψ¯+∂xψ¯+
]
+
i
ω9
c14f1ψ¯+ +
c15
ω10
, (3.11)
16∂t5f1 =
1
ω
[
g0 ψ¯+ + g1 ∂xψ¯+ + g2 ∂
2
xψ¯+ + g3 ∂
3
xψ¯+ + g4 ∂
4
xψ¯+
]
+
1
ω4
[
g6 + i g5 ψ¯+∂xψ¯+
]
f1 +
1
ω5
[
g7 ψ¯+ + g8 ∂xψ¯+ + g9 ∂
2
xψ¯+
]
+
g10
ω8
f1 +
g11
ω9
ψ¯+, (3.12)
where ci, i = 0, .., 15 and gj , j = 0, .., 11 are functions depending on φ+ and its derivatives, and
their explicit forms are given by (C.1)-(C.16) and (C.17)-(C.28) from appendix C, respectively. The
equations (3.3)–(3.5), and (3.11) and (3.12) correspond to the super-Ba¨cklund transformations for
the N = 5 super equation. Cross differentiating (3.11) and (3.12) with respect of x we recover the
equations of motion (2.14) and (2.15) after using equations. (3.3)–(3.5).
Alternatively, for the bosonic case the Ba¨cklund transformation for t5 can be generated by a
Ba¨cklund recursion operator,
∂t5(φ1 − φ2) =
1
4
∂2x∂t3(φ1 − φ2)−
(
∂xφ1D
−1∂xφ1D
)
∂t3φ1 +
(
∂xφ2D
−1∂xφ2D
)
∂t3φ2. (3.13)
Now, using that ∂t3φi =
1
4∂
3
xφi − 12(∂xφi)3, i = 1, 2, we obtain in terms of φ± = φ1 ± φ2,
∂t5φ− =
1
16
∂5xφ− −
5
16
∂2xφ−∂
2
xφ+∂xφ+ −
5
128
∂xφ−
[
4(∂2xφ+)
2 + 8∂xφ+∂
3
xφ+ − 3(∂xφ+)4
]
− 5
32
∂3xφ−
[
(∂xφ+)
2 + (∂xφ−)2
]
+
5
64
∂xφ−
[
3(∂xφ−)2(∂xφ+)2 − 2∂2xφ−
]
+
3
128
(∂xφ−)5. (3.14)
Now, using the x-part of the Ba¨cklund (3.9a) we get,
16∂t5φ− =
c5
ω2
+
c12
ω6
+
c15
ω10
, (3.15)
where the functions c5, c12, c15 are given in the appendix C. This equation corresponds precisely to
the bosonic limit of (3.11), when all fermions vanish. It is important to emphasize that for higher
flows the gauge condition,
∂tNK(λ) = K(λ)AtN (φ1, ψ¯1)−AtN (φ2, ψ¯2)K(λ). (3.16)
generates the respective Ba¨cklund transformation for the corresponding equation of motion. It can
be also shown that the Ba¨cklund equations (3.3)–(3.5), (3.7), (3.8), (3.11) and (3.12), are invariant
under the supersymmetry transformations (2.19) if the auxiliary fermionic field f1 transforms in
the following way,
δf1 =
2ǫ¯
ω
√
i
sinh
(φ+
2
)
. (3.17)
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3.2 Superspace formalism
Let us now discuss the super Ba¨cklund transformations from the superfield point of view. We start
by introducing the fermionic superfield Ψ(x, θ) =
√
iψ¯(x) + θu(x) to describe the supersymmetric
extension of the mKdV equation [45],
Dt3Ψ = D
6Ψ− 3(DΨ)D2(ΨDΨ), (3.18)
where θ is a Grassmannian coordinate, D = ∂θ+ θ∂x is the covariant super derivative, and we have
defined Dt3 = 4∂t3 . In components, we recover equations (2.12) and (2.13), namely,
4∂t3u = ∂
3
xu− 6u2∂xu+ 3iψ¯∂x(u∂xψ¯), (3.19)
4∂t3 ψ¯ = ∂
3
xψ¯ − 3u∂x(uψ¯). (3.20)
Let us now define a new bosonic superfield Φ(x, θ) = φ(x)−√iθψ¯(x) [46], such that Ψ = −DΦ, or
equivalently u = −∂xφ. Substituting in eq (3.18), we get
Dt3Φ = D
6Φ− 2(D2Φ)3 + 3(DΦ)(D2Φ)(D3Φ). (3.21)
It is well-known that the spatial part of the super Ba¨cklund transformations for the hierarchy
equations (3.3)–(3.5) can be derived from the following equations [47, 48],
DΦ− =
4i
ω
cosh
(Φ+
2
)
Σ, (3.22)
DΣ = −2i
ω
sinh
(Φ+
2
)
, (3.23)
where Φ± = Φ1±Φ2, and Σ = − 1√if1+ θb1 is a fermionic superfield, with f1 and b1 being auxiliary
fermionic and bosonic fields, respectively. In components, we find
ψ¯− =
4
ω
cosh
(φ+
2
)
f1, (3.24)
b1 = −2i
ω
sinh
(φ+
2
)
, (3.25)
∂xφ− =
4
ω2
sinhφ+ +
2i
ω
sinh
(φ+
2
)
ψ¯+f1, (3.26)
∂xf1 =
1
ω
cosh
(φ+
2
)
ψ¯+. (3.27)
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Now, we propose the following supersymmetric extension of the “temporal” part of the super
Ba¨cklund transformation for the smKdV (N = 3) equation in the superspace,
Dt3Φ− =
i
ω
cosh
(Φ+
2
) [
D4Φ+DΦ+ −D2Φ+D3Φ+
]
Σ
+
i
ω
sinh
(Φ+
2
) [
2D5Φ+ − (D2Φ+)2(DΦ+)
]
Σ (3.28)
+
2
ω2
sinhΦ+
[
(DΦ+)(D
3Φ+)− (D2Φ+)2
]
+
4
ω2
coshΦ+(D
4Φ+)
−96i
ω5
[
sinh
(Φ+
2
)
+ 4 sinh3
(Φ+
2
)
+ 3 sinh5
(Φ+
2
)]
(DΦ+)Σ− 32
ω6
sinh3 Φ+,
Dt3Σ =
i
2ω
cosh
(Φ+
2
) [
(DΦ+)(D
2Φ+)
2 − 2(D5Φ+)
]
+
i
2ω
sinh
(Φ+
2
) [
(D2Φ+)(D
3Φ+)− (DΦ+)(D4Φ+)
]
− 12
ω4
sinhΦ+ cosh
2
(Φ+
2
)
(D2Φ+)Σ +
12i
ω5
sinh2 Φ+ cosh
(Φ+
2
)
(DΦ+). (3.29)
By cross-differentiating eqs. (3.22) and (3.28) we find that if Φ1 satisfies the smKdV equation
(3.21), then Φ2 also satisfies it. Explicitly, in components we get
4∂t3φ− =
i
ω
[
∂2xφ+ cosh
(φ+
2
)
− (∂xφ+)2 sinh
(φ+
2
)]
ψ¯+f1
− i
ω
[
∂xφ+ cosh
(φ+
2
)
∂xψ¯+ − 2 sinh
(φ+
2
)
∂2xψ¯+
]
f1 (3.30)
+
2
ω2
[
2(∂2xφ+) cosh φ+ − (∂xφ+)2 sinhφ+ + iψ¯+(∂xψ¯+) sinhφ+
]
−96i
ω5
[
sinh
(φ+
2
)
+ 4 sinh3
(φ+
2
)
+ 3 sinh5
(φ+
2
)]
ψ¯+f1 − 32
ω6
sinh3 φ+,
4∂t3 ψ¯− = −
1
ω
sinh
(φ+
2
) [
(∂xφ+)
3 − 2∂3xφ+ −
3
2
(∂xφ+)(ψ¯+∂xψ¯+)
]
f1
+
3
ω2
sinhφ+
[
ψ¯+∂
2
xφ+ − (∂xφ+)(∂xψ¯+)
]
+
2
ω2
[
1 + 3 sinh2
(φ+
2
)] [
2∂2xψ¯+ − ψ¯+(∂xφ+)2
]
− 96
ω5
[
sinh
(φ+
2
)
+ 4 sinh3
(φ+
2
)
+ 3 sinh5
(φ+
2
)]
(∂xφ+)f1
+
24
ω6
sinh2 φ+
[
1− 7 cosh φ+
]
ψ¯+, (3.31)
4∂t3f1 =
1
2ω
cosh
(φ+
2
) [
2∂2xψ¯+ − ψ¯+(∂xφ+)2
]
+
1
2ω
sinh
(φ+
2
) [
ψ¯+∂
2
xφ+ − ∂xφ+∂xψ¯+
]
− 12
ω4
sinhφ+ cosh
2
(φ+
2
)
(∂xφ+)f1 +
12
ω5
sinh2 φ+ cosh
(φ+
2
)
ψ¯+, (3.32)
4∂t3b1 =
i
2ω
cosh
(φ+
2
)[
(∂xφ+)
3 − 2∂3xφ+ −
3i
2
(∂xφ+)(ψ¯+∂xψ¯+)
]
+
12
ω4
sinhφ+ cosh
2
(φ+
2
)
f1∂xψ¯+ +
6
ω4
[
coshφ+ + cosh(2φ+)
]
ψ¯+f1∂xφ+. (3.33)
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We note that eqs. (3.31) and (3.33) can be derived from eqs. (3.30) and (3.32), and appear here
only for consistency. It is also worth noting that eqs. (3.26) and (3.27) can be also derived from
another set of Ba¨cklund equations by acting the super derivative operator on eqs. (3.22) and (3.23),
namely
∂xΦ− =
4
ω2
sinhΦ+ +
2i
ω
sinh
(Φ+
2
)
(DΦ+)Σ, (3.34)
∂xΣ = − i
ω
cosh
(Φ+
2
)
(DΦ+). (3.35)
The fermionic superfield Σ can be then eliminated from eq. (3.34) by using eq. (3.22) yielding the
following relation,
∂xΦ− =
4
ω2
sinhΦ+ +
1
2
tanh
(Φ+
2
)
(DΦ+)(DΦ−). (3.36)
Analogously, from eq. (3.28) we also have
4∂t3Φ− =
2
ω2
sinhΦ+
[
(DΦ+)(D
3Φ+)− (D2Φ+)2
]
+
4
ω2
coshΦ+(D
4Φ+)− 32
ω6
sinh3 Φ+
−1
4
[
D2Φ+D
3Φ+ −D4Φ+DΦ+
]
(DΦ−),
−1
4
tanh
(Φ+
2
) [
(D2Φ+)
2(DΦ+)− 2D5Φ+
]
(DΦ−)
− 24
ω4
tanh
(Φ+
2
)[
1 + 4 sinh2
(Φ+
2
)
+ 3 sinh4
(Φ+
2
)]
(DΦ+)(DΦ−). (3.37)
Equation (3.36) has been previously obtained in [49, 50, 51], and referred as a generalization of
the Ba¨cklund transformation for the mKdV equation. However, that equation corresponds only
to the spatial part of the transformation. Our method is systematic and generates also the time
component of the Ba¨cklund transformation for all flows. As an example, eq. (3.37) provides the
temporal counterpart for t3 which completes a self consistent pair for the Ba¨cklund transformation.
3.3 Superextension for the N = 5 equation
Let us now construct the supersymmetric extension of the N = 5 equation by considering the same
fermionic superfield Ψ(x, θ) =
√
iψ¯(x) + θu(x). To do that, we use the following direct extension
procedure [45, 52],
16ut5 → Dt5Ψ,
∂5xu → D10Ψ,
(∂xu)
3 → (D2Ψ)(D3Ψ)2, (3.38)
u2(∂3xu) → γ1Ψ(DΨ)(D7Ψ) + (1− γ1)(DΨ)2(D6Ψ),
u(∂xu)(∂
2
xu) → γ2Ψ(D3Ψ)(D5Ψ) + γ3(DΨ)(D2Ψ)(D5Ψ) + (4− γ2 − γ3)(DΨ)(D3Ψ)(D4Ψ),
u4(∂xu) → γ4(D2Ψ)(DΨ)4 + (3− γ4)Ψ(DΨ)3(D3Ψ),
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where we have introduced four free parameters γk. Then, the supersymmetric extension of the
N = 5 equation can be written by,
Dt5Ψ = D
10Ψ− 10
[
(D2Ψ)(D3Ψ)2 + γ1Ψ(DΨ)(D
7Ψ) + (1 − γ1)(DΨ)2(D6Ψ)
+γ2Ψ(D
3Ψ)(D5Ψ) + γ3(DΨ)(D
2Ψ)(D5Ψ) + (4− γ2 − γ3)(DΨ)(D3Ψ)(D4Ψ)
−γ4(D2Ψ)(DΨ)4 − (3− γ4)Ψ(DΨ)3(D3Ψ)
]
. (3.39)
In components, it takes the following form
16∂t5u = ∂
5
xu− 10
[
(∂xu)
3 + u2(∂3xu) + 4u(∂xu)(∂
2
xu)− 3u4(∂xu)
]
+10γ1
[
iuψ¯(∂4xψ¯) + i(∂
3
xu)ψ¯(∂xψ¯)
]
+ 10
(
γ3 + γ2 − 2
)[
i(∂xu)(∂xψ¯)(∂
2
xψ¯)
]
+10γ2
[
i(∂xu)(ψ¯∂
3
xψ¯) + i(∂
2
xu)(ψ¯∂
2
xψ¯)
]
+ 10
(
γ3 + 2γ1 − 2
)[
iu(∂xψ¯)(∂
3
xψ¯)
]
+10(γ4 − 3)
[
iu3ψ¯(∂2xψ¯) + 3iu
2(∂xu)(ψ¯∂xψ¯)
]
, (3.40)
16∂t5 ψ¯ = ∂
5
xψ¯ − 10(∂xu)2(∂xψ¯)− 10γ1u(∂3xu)ψ¯ + 10(γ1 − 1)u2(∂3xψ¯)
−10γ2(∂xu)(∂2xu)ψ¯ − 10γ3 u(∂2xu)(∂xψ¯) + 10
(
γ2 + γ3 − 4
)
u(∂xu)(∂
2
xψ¯)
+10γ4 u
4(∂xψ¯)− 10(γ4 − 3)u3(∂xu)ψ¯. (3.41)
It can be noticed that eqs. (3.40) and (3.41) agree with eqs. (2.14) and (2.15) when the parameters
take the following values: γ1 = 1/2, γ2 = 1, γ3 = 3/2, and γ4 = 1. Therefore, the supersymmetric
extension of the N = 5 equation reads as:
Dt5Ψ = D
10Ψ− 5
[
Ψ(DΨ)(D7Ψ) + (DΨ)2(D6Ψ) + 2(D2Ψ)(D3Ψ)2
+2Ψ(D3Ψ)(D5Ψ)− 2(DΨ)4(D2Ψ) + 3(DΨ)(D2Ψ)(D5Ψ)
+3(DΨ)(D3Ψ)(D4Ψ)− 4Ψ(DΨ)3(D3Ψ)
]
. (3.42)
In terms of the bosonic superfield Φ(x, θ) = φ(x)−√iθψ¯(x), the above equation takes the following
form,
Dt5Φ = D
10Φ+ 5(DΦ)(D2Φ)(D7Φ) + 5(DΦ)(D3Φ)(D6Φ) + 5(DΦ)(D4Φ)(D5Φ)
−10(D2Φ)2(D6Φ)− 10(D2Φ)(D4Φ)2 − 20(DΦ)(D2Φ)3(D3Φ) + 6(D2Φ)5. (3.43)
Let us now construct the super Ba¨cklund transformation for the N = 5 super equation. As we
have already highlighted, the spatial part of the transformation is common to all members of the
hierarchy, namely eqs. (3.22) and (3.23). Then, we propose the corresponding supersymmetric
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extension for the temporal part as follows,
Dt5Φ− =
iτ0
ω
[
(DΦ+)(D
8Φ+)− (D2Φ+)(D7Φ+)− (DΦ+)(D2Φ+)2(D4Φ+)
+(D2Φ+)
3(D3Φ+)− (D3Φ+)(D6Φ+) + (D4Φ+)(D5Φ+)
]
Σ
+
iτ1
ω
[
3
4
(D2Φ+)
4(DΦ+)− 2(D2Φ+)2(D5Φ+)− 3(DΦ+)(D2Φ+)(D6Φ+)
−4(D2Φ+)(D3Φ+)(D4Φ+)− (DΦ+)(D4Φ+)2 + 2(D9Φ+)
]
Σ
+
τ2
ω2
[
2(DΦ+)(D
7Φ+)− 4(D2Φ+)(D6Φ+)− 2(D3Φ+)(D5Φ+) + 2(D4Φ+)2
+
3
2
(D2Φ+)
4 − 4(DΦ+)(D2Φ+)2(D3Φ+)
]
+
τ3
ω2
[
2(DΦ+)(D
2Φ+)(D
5Φ+) + 4(DΦ+)(D
3Φ+)(D
4Φ+)− 6(D2Φ+)2(D4Φ+)
+4(D8Φ+)
]
+
i
ω5
[
τ4(DΦ+)(D
2Φ+)
2 + τ5(DΦ+)(D
4Φ+) + τ6(D
2Φ+)(D
3Φ+) + τ7(D
5Φ+)
]
Σ
+
1
ω6
[
τ8(DΦ+)(D
3Φ+) + τ9(D
2Φ+)
2 + τ10(D
4Φ+)
]
+
iτ11
ω9
(DΦ+)Σ +
τ12
ω10
, (3.44)
and
Dt5Σ =
iσ0
ω
[
3(DΦ+)(D
2Φ+)(D
6Φ+)− 3
4
(D2Φ+)
4(DΦ+) + 2(D
2Φ+)
2(D5Φ+)
+4(D2Φ+)(D
3Φ+)(D
4Φ+) + (DΦ+)(D
4Φ+)
2 − 2(D9Φ+)
]
+
iσ1
ω
[
(DΦ+)(D
8Φ+)− (D2Φ+)(D7Φ+)− (DΦ+)(D2Φ+)2(D4Φ+)
+(D2Φ+)
3(D3Φ+)− (D3Φ+)(D6Φ+) + (D4Φ+)(D5Φ+)
]
+
1
ω4
[
σ2(DΦ+)(D
2Φ+)(D
3Φ+) + σ3(D
2Φ+)
3 + σ4(D
2Φ+)(D
4Φ+) + σ5(D
6Φ+)
]
Σ
+
i
ω5
[
σ6(DΦ+)(D
2Φ+)
2 + σ7(DΦ+)(D
4Φ+) + σ8(D
2Φ+)(D
3Φ+) + σ9(D
5Φ+)
]
+
σ10
ω8
(D2Φ+)Σ +
iσ11
ω9
(DΦ+), (3.45)
where the set of functions τk and σk depends on the superfield Φ+, and their explicit form are given
in appendix D. After some algebra, it can be verified that the super Ba¨cklund equations (3.11) and
(3.12) are recovered from equations (3.44) and (3.45).
It is worth pointing out that our method is general and systematic for deriving the super
Ba¨cklund transformation, both from the defect matrix and the superfield equation and can be
naturally extended to higher flows within the hierarchy. Here, we have illustrated how it works
explicitly for the N = 3 and N = 5 members of the smKdV hierarchy. Moreover, the same line of
reasoning can be applied for any integrable hierarchy and its supersymmetric extension.
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4 Defects for the smKdV hierarchy
In this section we will construct explicitly generating functions for an infinite set of independent
conserved quantities for the smKdV hierarchy in the bulk theory and derive the corresponding
modified conserved quantities arising from the defect contributions when a defect is present in the
theory by using the Lax approach.
4.1 Conservation laws
The associated linear problem for the smKdV hierarchy in the (x, tN ) coordinates can be written
as follows,
∂xΩ(x, tN ;λ) = −Ax(x, tN ;λ)Ω(x, tN ;λ), (4.1)
∂tNΩ(x, tN ;λ) = −AtN (x, tN ;λ)Ω(x, tN ;λ) (4.2)
where Ω = (Ω1,Ω2, ǫΩ3)
T , with Ωj bosonic components and ǫ is a fermionic parameter, and λ is
the spectral parameter. The compatibility of the above linear system yields the zero curvature
equation,
∂xAtN − ∂tNAx + [Ax, AtN ] = 0. (4.3)
Now, in order to construct a generating function for the conservation laws, we define the auxiliary
functions Γ21 = Ω2Ω
−1
1 and Γ31 = ǫΩ3Ω
−1
1 . Then, by considering the auxiliary problem (4.1) and
(4.2), we find the following conservation equation,
∂tN
[
V11 + V12Γ21 + V13Γ31
]
= ∂x
[
U11 + U12Γ21 + U13Γ31
]
, (4.4)
where we have redefined V = −Ax and U = −AtN for simplicity, and the functions Γ21 and Γ31
satisfy the following Ricatti equations,
∂xΓ21 = V21 + (V22 − V11)Γ21 − V12(Γ21)2 + V23Γ31 − V13Γ31Γ21, (4.5)
∂xΓ31 = V31 + (V33 − V11)Γ31 + V32Γ21 − V12Γ21Γ31, (4.6)
∂tNΓ21 = U21 + (U22 − U11)Γ21 − U12(Γ21)2 + U23Γ31 − U13Γ31Γ21, (4.7)
∂tNΓ31 = U31 + (U33 − U11)Γ31 + U32Γ21 − U12Γ21Γ31. (4.8)
Therefore, the corresponding first generating function of the conserved charges is given by,
I1 =
∫ ∞
−∞
dx [V11 + V12Γ21 + V13Γ31] =
∫ ∞
−∞
dx
[
−λ1/2 + ∂xφ+ Γ21 −
√
iψ¯Γ31
]
. (4.9)
In order to get the explicit form for the conserved quantities, we consider the expansion of Γ21 and
Γ31 in powers of the spectral parameter λ in such way that we can solve recursively the Riccati
equations. Let us expand Γ21 and Γ31 as λ→∞
Γ21 =
∞∑
n=−1
λ−n/2 Γ(n/2)21 , Γ31 =
∞∑
n=0
λ−n/2 Γ(n/2)31 . (4.10)
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By substituting these expansions into the Riccati equations (4.5) and (4.6) we find that the first
coefficients are given by,
Γ
(−1/2)
21 = 1, Γ
(0)
21 = −∂xφ, Γ(1/2)21 =
1
2
∂2xφ+
1
2
(∂xφ)
2, Γ
(0)
31 = −
√
iψ¯, (4.11)
Γ
(1)
21 = −
1
2
∂xφ∂
2
xφ−
1
4
∂3xφ−
i
4
ψ¯ ∂xψ¯ ∂xφ, Γ
(1/2)
31 =
√
i
2
(∂xψ¯ + ψ¯ ∂xφ), (4.12)
Γ
(3/2)
21 =
1
8
(∂2xφ)
2 +
1
8
∂4xφ+
1
4
∂3xφ∂xφ−
1
4
∂2xφ (∂xφ)
2 − 1
8
(∂xφ)
4 +
i
4
ψ¯ ∂2xψ¯ ∂xφ
+
i
4
ψ¯ ∂xψ¯ ∂
2
xφ+
i
4
ψ¯ ∂xψ¯ (∂xφ)
2, (4.13)
Γ
(1)
31 = −
√
i
4
(∂2xψ¯ + ∂xψ¯ ∂xφ+ ψ¯ ∂
2
xφ), (4.14)
Γ
(2)
21 = −
1
8
∂2xφ∂
3
xφ−
1
16
∂5xφ+
1
2
(∂2xφ)
2 ∂xφ− 1
8
∂4xφ∂xφ+
1
4
(∂xφ)
2∂3xφ
+
1
2
(∂xφ)
3 ∂2xφ−
5i
16
ψ¯∂2xψ¯∂
2
xφ−
3i
16
ψ¯∂xψ¯∂
3
xφ−
3i
16
ψ¯∂3xψ¯∂xφ
− i
8
∂xψ¯∂
2
xψ¯∂xφ−
3i
8
ψ¯∂xψ¯∂
2
xφ∂xφ+
i
8
ψ¯ ∂xψ¯ (∂xφ)
3 − i
4
ψ¯ ∂2xψ¯ (∂xφ)
2, (4.15)
Γ
(3/2)
31 =
√
i
8
[
∂3xψ¯ + ∂
2
xψ¯∂xφ+ ∂xψ¯∂
2
xφ− ∂xψ¯(∂xφ)2 + ψ¯∂3xφ− ψ¯∂2xφ∂xφ− ψ¯(∂xφ)3
]
. (4.16)
By substituting the coefficients of the expansion of the auxiliary functions in eq. (4.9), we obtain
the lowest non-trivial conserved charges I
(−n/2)
1 , namely,
I
(−1/2)
1 =
1
2
∫ ∞
−∞
dx
[
∂2xφ+ (∂xφ)
2 − iψ¯ ∂xψ¯
]
, (4.17)
I
(−1)
1 = −
1
4
∫ ∞
−∞
dx
[
2∂xφ∂
2
xφ+ ∂
3
xφ− iψ¯ ∂2xψ¯
]
, (4.18)
I
(−3/2)
1 =
1
8
∫ ∞
−∞
dx
[
(∂2xφ)
2 + ∂4xφ+ 2∂
3
xφ∂xφ− 2∂2xφ(∂xφ)2 − (∂xφ)4 + iψ¯ ∂xψ¯ ∂2xφ
+3iψ¯ ∂xψ¯ (∂xφ)
2 + iψ¯ ∂2xψ¯ ∂xφ− iψ¯ ∂3xψ¯
]
. (4.19)
Analogously, we can construct a second set of conserved quantities from the second conservation
law,
∂tN
[
V22 + V21Γ12 + V23Γ32
]
= ∂x
[
U22 + U21Γ12 + U23Γ32
]
, (4.20)
where the auxiliary fields Γ12 = Ω1Ω
−1
2 and Γ32 = ǫΩ3Ω
−1
2 now satisfy the Ricatti equations
∂xΓ12 = V12 − (V22 − V11)Γ12 − V21(Γ12)2 + V13Γ32 − V23Γ32Γ12, (4.21)
∂xΓ32 = V32 + (V33 − V22)Γ32 + V31Γ12 − V21Γ12Γ32, (4.22)
∂tNΓ12 = U12 − (U22 − U11)Γ12 − U21(Γ12)2 + U13Γ32 − U23Γ32Γ12, (4.23)
∂tNΓ32 = U32 + (U33 − U22)Γ32 + U31Γ12 − U21Γ12Γ32. (4.24)
Now, the second generating function of conserved charges reads,
I2 =
∫ ∞
−∞
[V22 + V21Γ12 + V23Γ32] =
∫ ∞
−∞
[
−λ1/2 − ∂xφ+ λΓ12 −
√
iλ1/2ψ¯Γ32
]
. (4.25)
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By using the expansions of Γ12 and Γ32 as λ→∞
Γ12 =
∞∑
n=1
λ−n/2 Γ(n/2)12 , Γ32 =
∞∑
n=0
λ−n/2 Γ(n/2)32 , (4.26)
we find
Γ
(1/2)
12 = 1, Γ
(1)
12 = ∂xφ, Γ
(0)
32 = 0, Γ
(1/2)
32 = −
√
iψ¯, (4.27)
Γ
(3/2)
12 = −
1
2
∂2xφ+
1
2
(∂xφ)
2, Γ
(2)
12 =
1
4
∂3xφ−
1
2
∂xφ∂
2
xφ+
i
4
ψ¯ ∂xψ¯ ∂xφ, (4.28)
Γ
(1)
32 =
√
i
2
(∂xψ¯ − ψ¯ ∂xφ), Γ(3/2)32 =
√
i
4
(ψ¯ ∂2xφ+ ∂xψ¯ ∂xφ− ∂2xψ¯), (4.29)
Γ
(5/2)
12 =
1
8
(∂2xφ)
2 − 1
8
∂4xφ+
1
4
∂3xφ∂xφ+
1
4
∂2xφ (∂xφ)
2 − 1
8
(∂xφ)
4 − i
4
ψ¯ ∂xψ¯ ∂
2
xφ
+
i
4
ψ¯ ∂xψ¯ (∂xφ)
2 − i
4
ψ¯ ∂2xψ¯ ∂xφ, (4.30)
Γ
(2)
32 =
√
i
8
[
∂3xψ¯ − ∂2xψ¯∂xφ− ∂xψ¯∂2xφ− ∂xψ¯(∂xφ)2 − ψ¯∂3xφ− ψ¯∂xφ∂2xφ+ ψ¯(∂xφ)3
]
. (4.31)
Then, by substituting the above coefficients for the expansion of the auxiliary functions, we get the
second set of non-trivial conserved quantities I
(−n/2)
2 ,
I
(−1/2)
2 = −
1
2
∫ ∞
−∞
dx
[
∂2xφ− (∂xφ)2 + iψ¯ ∂xψ¯
]
, (4.32)
I
(−1)
2 = −
1
4
∫ ∞
−∞
dx
[
2∂xφ∂
2
xφ− ∂3xφ− iψ¯ ∂2xψ¯
]
, (4.33)
I
(−3/2)
2 =
1
8
∫ ∞
−∞
dx
[
(∂2xφ)
2 − ∂4xφ+ 2∂3xφ∂xφ+ 2∂2xφ(∂xφ)2 − (∂xφ)4 − iψ¯ ∂xψ¯ ∂2xφ
+3iψ¯ ∂xψ¯ (∂xφ)
2 − iψ¯ ∂2xψ¯ ∂xφ− iψ¯ ∂3xψ¯
]
. (4.34)
The canonical energy and momentum in the bulk theory for N = 3 member of the hierarchy are
then recovered by simple combinations of the conserved quantities derived above, namely
P = I
(−1/2)
1 + I
(−1/2)
2 =
∫ ∞
−∞
dx
[
(∂xφ)
2 − iψ¯ ∂xψ¯
]
, (4.35)
and
E = I
(−3/2)
1 + I
(−3/2)
2
=
1
4
∫ ∞
−∞
dx
[
(∂2xφ)
2 − (∂xφ)4 + 2∂3xφ∂xφ− iψ¯ ∂3xψ¯ + 3i(∂xφ)2ψ¯∂xψ¯
]
. (4.36)
Note that if the fermions vanish we recover the canonical momentum and energy for the mKdV
[3]. It is important to note that this conservation is valid for the entire hierarchy, since we have
constructed the conserved charges for the smKdV hierarchy using only the spatial part of the Lax
operator, which is common for all members of the hierarchy. In fact, by taking the N = 3 and
N = 5 time derivatives of the charge (4.35), and using the equations of motion (2.12), (2.13), (2.14),
and (2.15), we get the following surface terms
dP
dt3
=
[
1
2
∂xφ∂
3
xφ−
3
4
(∂xφ)
4 − 1
4
(∂2xφ)
2 +
9i
4
(∂xφ)
2ψ¯∂xψ¯ +
i
2
∂xψ¯∂
2
xψ¯ −
i
4
ψ¯∂3xψ¯
]+∞
−∞
, (4.37)
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and
dP
dt5
=
[
5
8
(∂xφ)
6 +
1
16
(∂3xφ)
2 − 1
8
∂2xφ∂
4
xφ+
1
8
∂xφ∂
5
xφ−
5
8
(∂xφ)
2(∂2xφ)
2 − 5
4
(∂xφ)
3∂3xφ
+iψ¯∂xψ¯
(
35
16
∂xφ∂
3
xφ+
5
8
(∂2xφ)
2 − 25
8
(∂xφ)
4
)
+
15i
16
∂xφ∂
2
xφψ¯∂
2
xψ¯
+
15i
16
(∂xφ)
2ψ¯∂3xψ¯ −
5i
8
(∂xφ)
2∂xψ¯∂
2
xψ¯ −
i
16
ψ¯∂5xψ¯ +
i
8
∂xψ¯∂
4
xψ¯ −
i
8
∂2xψ¯∂
3
xψ¯
]+∞
−∞
, (4.38)
which vanish since we are considering sufficiently smooth decaying fields at ±∞. Analogously, for
the canonical energy (4.36),7 taking the t3 and t5 derivatives and using the equations of motion
(2.12), (2.13), (2.14), and (2.15), we obtain
dE
dt3
=
[
1
8
∂xφ∂
5
xφ+
1
4
(∂xφ)
6 +
1
16
(∂3xφ)
2 − 3
2
(∂xφ)
2(∂2xφ)
2 − (∂xφ)3∂3xφ
− 3i
16
(
(∂xφ)
4 − 5(∂2xφ)2 − 9∂xφ∂3xφ
)
ψ¯∂xψ¯ +
3i
2
∂xφ∂
2
xφ ψ¯∂
2
xψ¯ +
3i
4
(∂xφ)
2 ψ¯∂3xψ¯
− i
16
ψ¯∂5xψ¯ +
i
16
∂xψ¯∂
4
xψ¯ −
i
16
∂2xψ¯∂
3
xψ¯
]+∞
−∞
, (4.39)
and
dE
dt5
=
[
1
64
(∂2xφ)
4 − 15
64
(∂xφ)
8 − 1
64
(∂4xφ)
2 − 3
2
(∂xφ)
2(∂3xφ)
2 +
1
32
∂xφ∂
7
xφ−
3
8
(∂xφ)
3∂5xφ
+
125
32
(∂xφ)
4(∂2xφ)
2 +
25
16
(∂xφ)
5∂3xφ+
1
32
∂3xφ∂
5
xφ−
41
16
∂xφ(∂
2
xφ)
2∂3xφ
−27
16
(∂xφ)
2∂2xφ∂
4
xφ+ iψ¯∂
2
xψ¯
(69
64
∂xφ∂
4
xφ−
335
64
(∂xφ)
3∂2xφ+
127
64
∂2xφ∂
3
xφ
)
+
59i
64
∂xφ∂
2
xφψ¯∂
4
xψ¯ + iψ¯∂xψ¯
(
23
32
∂xφ∂
5
xφ+
55
32
(∂xφ)
6 − 285
32
(∂xφ)
2(∂2xφ)
2
−375
64
(∂xφ)
3∂3xφ+
89
64
∂2xφ∂
4
xφ+
73
64
(∂3xφ)
2
)
+ iψ¯∂3xψ¯
(
111
64
∂xφ∂
3
xφ−
85
64
(∂xφ)
4
+
7
8
(∂2xφ)
2
)
− i
64
ψ¯∂7xψ¯ +
i
64
∂xψ¯∂
6
xψ¯ +
33i
64
∂xφ∂
2
xφ∂xψ¯∂
3
xψ¯ −
i
64
∂2xψ¯∂
5
xψ¯
−i∂xψ¯∂2xψ¯
(
9
64
∂xφ∂
3
xφ+
5
32
(∂xφ)
4 +
39
64
(∂2xφ)
2
)
+
21i
64
(∂xφ)
2∂2xψ¯∂
3
xψ¯
+
9i
64
(∂xφ)
2∂xψ¯∂
4
xψ¯ +
i
32
∂3xψ¯∂
4
xψ¯ +
9i
32
(∂xφ)
2ψ¯∂5xψ¯
]+∞
−∞
, (4.40)
which again vanish at x = ±∞. Here, we have used explicitly the t3 and t5 time evolutions to show
the conservation of the charges. However, it was already shown in [40] that for every isospectral
flow tN of the supersymmetric hierarchy, the charges derived from the spatial part of the Lax
operator I
(−n)
k are conserved. This is a novel property of the integrable hierarchy, and we will use
it to consider the modified conserved quantities after introducing a defect in the theory.
7 Notice that although the charges (4.35) and (4.36) are conserved with respect to all flows, they are interpreted
as canonical momentum and canonical energy, respectively, only for the t3 model.
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4.2 Introducing defects
Up to now, we have considered only conservation laws in the bulk theories. Now we will deal with
the modification of the conserved quantities after introducing a defect placed at one particular
point, say x = 0. Let us start by considering the modification of the canonical momentum for
smKdV, which can be written as follows
P =
∫ 0
−∞
dx
[
(∂xφ1)
2 − iψ¯1 ∂xψ¯1
]
+
∫ +∞
0
dx
[
(∂xφ2)
2 − iψ¯2 ∂xψ¯2
]
. (4.41)
Since we have already obtained the surface term in (4.37), we have now non-zero contributions
from the fields φ1, φ2 at the defect point, namely
dP
dt3
=
1
4
[
2∂xφ1∂
3
xφ1 − 3(∂xφ1)4 − (∂2xφ1)2 + 9i(∂xφ1)2ψ¯1∂xψ¯1 + 2i∂xψ¯1∂2xψ¯1 − iψ¯1∂3xψ¯1
−2∂xφ2∂3xφ2 + 3(∂xφ2)4 + (∂2xφ2)2 − 9i(∂xφ2)2ψ¯2∂xψ¯2 − 2i∂xψ¯2∂2xψ¯2 + iψ¯2∂3xψ¯2
]
x=0
.
(4.42)
From eqs. (2.12) and (2.13), we also have that
∂3xφi = 4∂t3φi + 2(∂xφi)
3 − 3i ∂xφi ψ¯i∂xψ¯i,
∂3xψ¯i = 4∂t3 ψ¯i + 3∂xφi ∂x(∂xφi ψ¯i), i = 1, 2, (4.43)
and then eq. (4.42) becomes
dP
dt3
=
[
2∂xφ1 ∂t3φ1 +
1
4
(∂xφ1)
4 − 1
4
(∂2xφ1)
2 + iψ¯1∂t3ψ¯1 +
i
2
∂xψ¯1∂
2
xψ¯1
−2∂xφ2 ∂t3φ2 −
1
4
(∂xφ2)
4 +
1
4
(∂2xφ2)
2 − iψ¯2∂t3 ψ¯2 −
i
2
∂xψ¯2∂
2
xψ¯2
]
x=0
. (4.44)
We point out that the canonical momentum is no longer conserved, since we have field contributions
at the defect point x = 0. However, we still can use the defect conditions (3.3)–(3.5), (3.7) and
(3.8), to show that this contribution is a total t3-derivative. To do that, we can rewrite eq. (4.44)
in terms of the variables φ± = φ1 ± φ2 and ψ¯± = ψ¯1 ± ψ¯2, as follows
dP
dt3
=
[
∂xφ− ∂t3φ+ + ∂xφ+ ∂t3φ− −
1
4
∂2xφ− ∂
2
xφ+ +
1
8
(∂xφ−)3∂xφ+ +
1
8
(∂xφ+)
3∂xφ−
− i
2
ψ¯−∂t3 ψ¯+ −
i
2
ψ¯+∂t3ψ¯− +
i
4
∂xψ¯−∂2xψ¯+ +
i
4
∂xψ¯+∂
2
xψ¯−
]
x=0
,
=
[
∂t3
(
4
ω2
coshφ+ − 2i
ω
cosh
(
φ+
2
)
f1ψ¯+
)
+
2i
ω
cosh
(
φ+
2
)
∂t3f1ψ¯+
+
i
2ω2
(
cosh2
(
φ+
2
)
ψ¯+∂
2
xψ¯+ −
1
4
sinh(φ+)∂xφ+ψ¯+∂xψ¯+
)
+
6i
ω5
sinh(φ+) cosh
3
(
φ+
2
)
∂xφ+f1ψ¯+
]
x=0
. (4.45)
Then, by using eq. (3.8), we find that
P = P −
[ 4
ω2
cosh(φ+)− 2i
ω
cosh
(
φ+
2
)
f1ψ¯+
]
x=0
, (4.46)
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is the modified conserved momentum, which includes defect contributions in order to preserve the
original integrability, i.e. dPdt3 = 0.
Now, the canonical energy in the presence of the defect is given by
E =
1
4
∫ 0
−∞
dx
[
(∂2xφ1)
2 − (∂xφ1)4 + 2∂xφ1 ∂3xφ1 − iψ¯1 ∂3xψ¯1 + 3i(∂xφ1)2ψ¯1∂xψ¯1
]
+
1
4
∫ +∞
0
dx
[
(∂2xφ2)
2 − (∂xφ2)4 + 2∂xφ2 ∂3xφ2 − iψ¯2 ∂3xψ¯2 + 3i(∂xφ2)2ψ¯2∂xψ¯2
]
. (4.47)
Considering only contributions at the defect as before, we get
dE
dt3
= [E1 − E2]x=0 (4.48)
where
Ei =
1
8
∂xφi ∂
5
xφi +
1
4
(∂xφi)
6 +
1
16
(∂3xφi)
2 − 3
2
(∂xφi)
2(∂2xφi)
2 − (∂xφi)3∂3xφi
−21i
16
(∂xφi)
4ψ¯i∂xψ¯i +
15i
16
(∂2xφi)
2ψ¯i∂xψ¯i +
27i
16
∂xφi∂
3
xφiψ¯i∂xψ¯i +
3i
2
∂xφi∂
2
xφiψ¯i∂
2
xψ¯i
+
3i
4
(∂xφi)
2ψ¯i∂
3
xψ¯i −
i
16
ψ¯i∂
5
xψ¯i +
i
16
∂xψ¯i∂
4
xψ¯i −
i
16
∂2xψ¯i∂
3
xψ¯i, i = 1, 2. (4.49)
In order to obtain the defect contribution for the energy we take its t3-derivative and use the
equations of motion to get
dE
dt3
=
[
∂t3φ−∂t3φ+ +
1
4
∂t3∂
2
xφ−∂xφ+ +
1
4
∂t3∂
2
xφ+∂xφ− +
i
8
∂xψ¯−∂t3∂xψ¯+ +
i
8
∂xψ¯+∂t3∂xψ¯−
+
3i
32
(
ψ¯−∂t3ψ¯+ + ψ¯+∂t3ψ¯−
) (
(∂xφ−)2 + (∂xφ+)2
)− i
8
∂2xψ¯−∂t3 ψ¯+ −
i
8
∂2xψ¯+∂t3 ψ¯−
+
3i
16
∂xφ−∂xφ+
(
ψ¯−∂t3 ψ¯− + ψ¯+∂t3 ψ¯+
)− i
8
ψ¯−∂t3∂
2
xψ¯+ −
i
8
ψ¯+∂t3∂
2
xψ¯−
]
x=0
. (4.50)
Now, by using the Ba¨cklund equations (3.3)–(3.5), (3.7) and (3.8) we obtain
dE
dt3
=
[
∂t3
(
1
ω2
∂2xφ+ sinhφ+ +
1
2ω2
(∂xφ+)
2 cosh φ+ +
6i
ω5
cosh
(φ+
2
)
sinh2 φ+ f1ψ¯+
− i
4ω
sinh
(φ+
2
)
∂xφ+f1∂xψ¯+ − i
4ω
sinh
(φ+
2
)
∂2xφ+f1ψ¯+ −
i
2ω
cosh
(φ+
2
)
f1∂
2
xψ¯+
)
+
i
2ω
sinh
(φ+
2
)
∂2xφ+∂t3f1ψ¯+ −
i
2ω
sinh
(φ+
2
)
∂xφ+∂t3f1∂xψ¯+
− i
2ω
cosh
(φ+
2
)
(∂xφ+)
2∂t3f1ψ¯+ −
8
ω6
sinh3 φ+∂t3φ+ +
i
ω
cosh
(φ+
2
)
∂t3f1∂
2
xψ¯+
+
12i
ω4
cosh2
(φ+
2
)
sinhφ+∂xφ+f1∂t3f1 −
12i
ω5
cosh
(φ+
2
)
sinh2 φ+∂t3f1ψ¯+
]
x=0
. (4.51)
Finally using (3.8), we find that the modified conserved energy is given by
E = E −
[ 1
ω2
(
∂2xφ+ sinhφ+ +
1
2
(∂xφ+)
2 cosh φ+
)
+
1
ω6
(
6 cosh φ+ − 2
3
cosh(3φ+)
)
− i
2ω
cosh
(φ+
2
)
f1∂
2
xψ¯+ −
i
4ω
sinh
(φ+
2
) (
∂xφ+f1∂xψ¯+ + ∂
2
xφ+f1ψ¯+
)
+
6i
ω5
cosh
(φ+
2
)
sinh2(φ+)f1ψ¯+
]
x=0
, (4.52)
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i.e., dEdt3 = 0. Although we have calculated the defect contributions to the modified conserved
charges by considering conservation under t3-derivative, it is natural to expect that this defect
contributions are the same for all members of the integrable hierarchy and then, they are conserved
under any tN -derivative. In the appendix E, we check this statement explicitly for the t5-derivative.
In general, to compute higher order modified conserved charges we can use the defect matrix
in order to derive a generating function of the defect contributions. To do that, let us consider the
K matrix (3.1), linking two different solutions of the linear problem (4.1), (4.2) by
Ω(2) = KΩ(1). (4.53)
Then, considering a defect located at x = 0 we have for the first set of conserved quantities,
I1 =
∫ 0
−∞
dx
[
V
(1)
11 + V
(1)
12 Γ
(1)
21 + V
(1)
13 Γ
(1)
31
]
+
∫ +∞
0
dx
[
V
(2)
11 + V
(2)
12 Γ
(2)
21 + V
(2)
13 Γ
(2)
31
]
, (4.54)
where V
(p)
ij with p = 1, 2 are the spatial part of the Lax for each auxiliary problem (4.1) in the region
x < 0 and x > 0, and Γ
(p)
21 = Ω
(p)
2 (Ω
(p)
1 )
−1 and Γ(p)31 = ǫΩ
(p)
3 (Ω
(p)
1 )
−1 are the respective auxiliary
functions for each region. Taking the time tN -derivative of (4.54) and using the conservation
equation (4.4), we get
dI1
dtN
=
[
U
(1)
11 + U
(1)
12 Γ
(1)
21 + U
(1)
13 Γ
(1)
31
]
x=0
−
[
U
(2)
11 + U
(2)
12 Γ
(2)
21 + U
(2)
13 Γ
(2)
31
]
x=0
(4.55)
It is easy to see from (4.53) that the auxiliary fields Γ
(2)
21 and Γ
(2)
31 satisfy the following relations,
Γ
(2)
21 =
K21 +K22Γ
(1)
21 +K23Γ
(1)
31
K11 +K12Γ
(1)
21 +K13Γ
(1)
31
, Γ
(2)
31 =
K31 +K32Γ
(1)
21 +K33Γ
(1)
31
K11 +K12Γ
(1)
21 +K13Γ
(1)
31
. (4.56)
Besides that, we have the gauge condition
∂tNK = KA
(1)
tN
−A(2)tNK = −KU (1) + U (2)K, (4.57)
Now, substituting these relations in (4.55) and using (4.57), (4.7), (4.8), we get
dI1
dtN
=

−∂tN
(
K11 +K12Γ
(1)
21 +K13Γ
(1)
31
)
K11 +K12Γ
(1)
21 +K13Γ
(1)
31


x=0
, (4.58)
that the first generating function for the modified conserved quantities is I1 −D1, where
D1 = − ln
[
K11 +K12Γ
(1)
21 +K13Γ
(1)
31
]
, (4.59)
is the defect contribution and depends on the elements of the defect matrix K. Then using the
corresponding coefficients of expansions of the Γ21 and Γ31, we find that the lower terms can be
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written as follows,
D(−1/2)1 =
2i
ω
e
φ1+φ2
2 ψ¯1f1 +
2
ω2
eφ1+φ2 , (4.60)
D(−1)1 =
i
ω
e
φ1+φ2
2 f1
(
ψ¯1 ∂xφ1 + ∂xψ¯1
)− 2
ω2
eφ1+φ2 ∂xφ1 − 4i
ω3
e
3(φ1+φ2)
2 f1ψ¯1
+
2
ω4
e2(φ1+φ2), (4.61)
D(−3/2)1 =
i
2ω
e
φ1+φ2
2 (ψ¯1 ∂
2
xφ1 + ∂xψ¯1∂xφ1 + ∂
2
xψ¯1)f1 +
1
ω2
eφ1+φ2
[
∂2xφ1 + (∂xφ1)
2
]
− 2i
ω3
e
3(φ1+φ2)
2 (3ψ¯1 ∂xφ1 + ∂xψ¯1)f1 − 4
ω4
e2(φ1+φ2) ∂xφ1 − 8i
ω5
e
5(φ1+φ2)
2 f1ψ¯1
+
8
3ω6
e3(φ1+φ2). (4.62)
Analogously, we have the defect contributions for the second set of modified conserved quantities,
D2 = − ln
[
K22 +K21Γ
(1)
12 +K23Γ
(1)
32
]
, (4.63)
from which we find explicitly the following coefficients,
D(−1/2)2 =
2i
ω
e
−(φ1+φ2)
2 ψ¯1f1 +
2
ω2
e−(φ1+φ2), (4.64)
D(−1)2 =
i
ω
e
φ1+φ2
2 (ψ¯1 ∂xφ1 − ∂xψ¯1)f1 − 2
ω2
e−(φ1+φ2) ∂xφ1 +
4i
ω3
e
−3(φ1+φ2)
2 ψ¯1f1
+
2
ω4
e−2(φ1+φ2), (4.65)
D(−3/2)2 =
i
2ω
e
−(φ1+φ2)
2 f1(ψ¯1 ∂
2
xφ1 + ∂xψ¯1∂xφ1 − ∂2xψ¯1)−
1
ω2
e−(φ1+φ2)
[
∂2xφ1 − (∂xφ1)2
]
+
2i
ω3
e
−3(φ1+φ2)
2 (3ψ¯1 ∂xφ1 − ∂xψ¯1)f1 + 4
ω4
e−2(φ1+φ2) ∂xφ1 +
8i
ω5
e
−5(φ1+φ2)
2 ψ¯1f1
+
8
3ω6
e−3(φ1+φ2). (4.66)
We note that the defect contributions for the momentum
PD = D(−1/2)1 +D(−1/2)2 =
[ 4
ω2
cosh φ+ − 2i
ω
cosh
(
φ+
2
)
f1ψ¯+
]
x=0
, (4.67)
and for the energy
ED = D(−3/2)1 +D(−3/2)2
=
[ 1
ω2
(
∂2xφ+ sinhφ+ +
1
2
(∂xφ+)
2 cosh φ+
)
+
1
ω6
(
6 cosh φ+ − 2
3
cosh(3φ+)
)
− i
2ω
cosh
(
φ+
2
)
f1∂
2
xψ¯+ −
i
4ω
sinh
(
φ+
2
)(
∂xφ+f1∂xψ¯+ + ∂
2
xφ+f1ψ¯+
)
+
6i
ω5
cosh
(
φ+
2
)
sinh2(φ+)f1ψ¯+
]
x=0
, (4.68)
can be properly recovered as linear combinations of the defect contributions D(−n)k , with n =
1/2 and n = 3/2 respectively. For sake of compactness, we have only considered contributions
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for the canonical energy and momentum, however this method can be applied systematically to
obtain higher modified conserved charges of the ŝl(2, 1) integrable hierarchy. Furthermore, the
generalization to other supersymmetric integrable hierarchies seems to be straightforward, and
certainly deserve further investigations.
5 Final remarks
In this paper, we have studied the presence of a type I integrable defects in the ŝl(2, 1) super-
symmetric integrable hierarchy through super Ba¨cklund transformations. The invariance of the
zero curvature representation under gauge transformation allowed the construction of a defect-
gauge matrix connecting two different field configurations of the same integrable model and hence
generating the Ba¨cklund transformation. The virtue of the method is that all models within the
hierarchy are constructed from the zero curvature representation and consequently are all invariant
under the defect-gauge transformation. It therefore leads to a systematic construction of Ba¨cklund
transformation for all models within the hierarchy in a universal manner. Moreover, in order to
ensure the integrability, the presence of the defect requires additional contributions to the conserved
quantities which were constructed from the defect matrix in a systematic way. We should point out
that our arguments are general and the modified charges are conserved with respect to all flows.
To illustrate, we have explicitly worked out examples of Ba¨cklund transformation and checked the
conservation for the first few charges under flows t3 and t5.
An interesting future application of this framework would be to generalize the construction to
the super KdV hierarchy as proposed in [43] for the pure bosonic case where a Miura transformation
was realized in terms of gauge transformation.
Let us now remark that in our setting the integrable defect has been interpreted as frozen
(space-like) Ba¨cklund transformations, which means that the field on the right of the defect can
be generated from the field on the left of it by a Ba¨cklund transformation located at some fixed
point, chosen here to be x = 0. This is basically the definition of what is called type-I defect
in the literature, which are associated to one soliton solution of the model. However, let us call
the attention to an important property appearing in the corresponding supersymmetric extensions.
It turns to be that what we are calling type-I integrable defect for the supersymmetric mKdV
hierarchy contains intrinsically an auxiliary fermionic field necessary to describe defect conditions
for the fermionic fields. In that sense, this kind of defect should be treated as a “partial” type-II
defect, i.e. there is only one auxiliary fermionic time dependent quantity defined on the defect,
but not a bosonic auxiliary field. A genuine type-II defect will then contain one bosonic and two
fermionic auxiliary fields as it is the case of the super sinh-Gordon model. Then, by using the
universality argument, the type-II super Ba¨cklund transformation for the smKdV can be obtained
either directly from the type-II defect matrix for the super sinh-Gordon previously obtained in [39],
or by applying the fusing procedure of two partial type I defect matrices. The latter procedure
can be achieved by performing two type-I Ba¨cklund transformations frozen at different points and
then taking the limit when both points coincide. The auxiliary fields will then appear after an
appropriate reparametrization of the “squeezed” fields valued only at the defect point. We expect
that solutions for the auxiliary fields will be the same as those for the super sinh Gordon equation
due to the universality of the spatial component of the Lax within the hierarchy, as it is in the
bosonic case [42, 43]. We expect to return to these issues in future investigations.
On the other hand, there are also several issues concerning the classical soliton-defect interac-
tion picture to be understood from both physical and mathematical point of view. First of all, the
interaction of (multi)soliton solutions with defects can be determined by applying (several) Ba¨ck-
23
lund transformations frozen at a fixed point, x = 0. Now, it is well-known that this composition
of transformations would produce in general multi-solitons solutions for an arbitrary non-linear
integrable PDE (see [5] for a review). Then, a natural question one can ask is if two bulk integrable
models (not necessarily the same) are defined on the left and right of the defect, what is the physical
effect after interaction between the defect and the soliton solutions?. Regarding to this issue, it
has been shown that the preserving integrability condition requires that a single soliton solution
passing through a defect suffers at most a delay, which depends on the defect (Ba¨cklund) parameter
[1, 6, 27]. In this case, the defect acts just as a purely transmitting interface, and the physical effect
of this interaction can be described for instance by studying the asymptotic behaviour of the auxil-
iary function by using the classical inverse scattering method (CISM) [53]. This purely transmitting
picture is also consistent with the quantum description [12, 13, 14, 15, 16] , where the interaction is
described through infinite-dimensional transmission matrices determined by solving the quadratic
triangle relations compatible with the bulk S-matrix, or the linear intertwining relations based on
the infinite-dimensional representation of the quantum algebra associated to the model [19].
Now, since the delay depends on the defect parameter value, it is also possible to have absorption
or creation of solitons by the defect (see for instance [15, 27, 35]). In that case, besides interchanging,
the defect can indeed store energy and momentum. And then, this feature suggests that if these
integrable defects are implemented in physical systems then it would be probably an upper bound
energy, a natural limit for the amount of energy that the defect will be able to store. Therefore,
beyond that physical limit the system could radiate energy and then the integrability would be
lost. Another important issue is that in such physical system the defect possessing a non-zero
momentum could in principle allows a time evolution of the defect degrees of freedom, even if it
happens just around a small vicinity of the initial fixed point. The study of such effects can provide
more information on how physical integrable defect interacts with soliton solutions. This kind of
moving defects have been already discussed (see for instance [15]), as well as some features related
to the classical and quantum interaction picture have been addressed recently (see for instance [54]),
however the complete physical and mathematical descriptions have not been totally established yet
and remains as an interesting open problem to be considered in near future works.
A Representation of the ŝl(2,1) affine Lie superalgebra
In this paper we are considering the following representation of the ŝl(2,1) affine superalgebra,
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B N = 5 Lax component
The Lax component At5 takes the following form,
At5 =


b11 b12 b13
b21 b22 b23
b31 b32 b33

 , (B.1)
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C Coefficients of the Ba¨cklund transformations for N = 5 member
The coefficients ci in Ba¨cklund equations (3.11) are given by,
c0 = −∂4xφ+ cosh
(φ+
2
)
+
(
∂2xφ+
)2
sinh
(φ+
2
)
+ 3
(
∂3xφ+
)
(∂xφ+) sinh
(φ+
2
)
+
(
∂2xφ+
)
(∂xφ+)
2 cosh
(φ+
2
)
− 3
4
(∂xφ+)
4 sinh
(φ+
2
)
, (C.1)
c1 = ∂
3
xφ+ cosh
(φ+
2
)
− (∂xφ+)3 cosh
(φ+
2
)
+ 4
(
∂2xφ+
)
(∂xφ+) sinh
(φ+
2
)
, (C.2)
c2 = −
(
∂2xφ+
)
cosh
(φ+
2
)
+ 2 (∂xφ+)
2 sinh
(φ+
2
)
, (C.3)
c3 = ∂xφ+ cosh
(φ+
2
)
, (C.4)
c4 = −2 sinh
(φ+
2
)
, (C.5)
c5 = 4
(
∂4xφ+
)
coshφ+ − 6
(
∂2xφ+
)
(∂xφ+)
2 coshφ+ + 2
(
∂2xφ+
)2
sinhφ+
−4 (∂3xφ+) (∂xφ+) sinhφ+ + 32 (∂xφ+)4 sinhφ+, (C.6)
c6 = 4
(
∂2xφ+
)
coshφ+ − 4 (∂xφ+)2 sinhφ+, (C.7)
c7 = 2(∂xφ+)(cosh φ+), (C.8)
c8 = 2 sinhφ+, (C.9)
c9 =
[
−20 cosh
(
φ+
2
)
+ 20 cosh
(
3φ+
2
)
+ 80 cosh
(
5φ+
2
)]
(∂2xφ+)
+
[
35 sinh
(
φ+
2
)
− 15
2
sinh
(
3φ+
2
)
+
75
2
sinh
(
5φ+
2
)]
(∂xφ+)
2, (C.10)
c10 =
[
70 cosh
(
φ+
2
)
− 25 cosh
(
3φ+
2
)
+ 35 cosh
(
5φ+
2
)]
∂xφ+, (C.11)
c11 = −20 sinh
(
φ+
2
)
+ 10 sinh
(
3φ+
2
)
+ 30 sinh
(
5φ+
2
)
, (C.12)
c12 = 40∂
2
xφ+ (coshφ+ − cosh(3φ+))− 20(∂xφ+)2 (5 sinhφ+ + sinh(3φ+)) , (C.13)
c13 = 30 sinhφ+ − 10 sinh(3φ+), (C.14)
c14 = −120 sinh
(
φ+
2
)
+ 80 sinh
(
3φ+
2
)
+ 240 sinh
(
5φ+
2
)
− 60 sinh
(
7φ+
2
)
−100 sinh
(
9φ+
2
)
, (C.15)
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And the coefficients gj in the Ba¨cklund equations (3.12) are the following,
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D Derivation of the super-Ba¨cklund transformation for N = 3 and
N = 5 super equations
We propose that the spatial part of the super-Ba¨cklund transformation for smKdV hierarchy takes
the following form,
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with Σ being the fermionic superfield introduced in section 3.2. Now, from eq (3.21), namely
Dt3Φ = −D6Φ+ 2(D2Φ)3 − 3(DΦ)(D2Φ)(D3Φ), (D.3)
we get the following relation for the temporal (t3) part of the transformation,
Dt3Φ− = T1 + T2 + T3, (D.4)
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where the terms T1, T2 and T3 in eq. (D.4) are given as follows,
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Then, we find that
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Now, by imposing consistency of eqs. (D.1) and (D.8), namely Dt3DΦ− = DDt3Φ−, we found that
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Finally, we have found that the super-Ba¨cklund transformation for the smKdV is given by equations
(D.1), (D.2), (D.8) and (D.9).
Let us now construct the supersymmetric extension for the temporal part of the super Ba¨cklund
transformation for the super t5-equation. Using eq. (3.43), we get
Dt5Φ− = S1 + S2 + S3 + S4 + S5 + S6 + S7 + S8, (D.10)
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]
=
5i
4ω
cosh
(Φ+
2
) [
3(D2Φ+)
2(D4Φ+)(DΦ+)− 4(D2Φ+)(D7Φ+)
]
Σ
+
5i
8ω
sinh
(Φ+
2
) [
(D2Φ+)
4(DΦ+) + 4(D
2Φ+)(D
6Φ+)(DΦ+)
]
Σ
+
5
4ω2
sinhΦ+
[
5(D2Φ+)
2(DΦ+)(D
3Φ+) + 4(DΦ+)(D
7Φ+)
]
+
5
ω2
cosh2
(Φ+
2
)
(DΦ+)(D
2Φ+)(D
5Φ+)
− 5i
ω5
cosh
(Φ+
2
)
sinh(2Φ+)
[
4(D5Φ+) + 7(D
2Φ+)
2(DΦ+)
]
Σ
−20i
ω5
cosh
(Φ+
2
)
sinh2 Φ+
[
5(D2Φ+)(D
3Φ+) + 4(D
4Φ+)(DΦ+)
]
Σ
−10i
ω5
cosh
(Φ+
2
)
sinhΦ+
[
(D2Φ+)
2(DΦ+) + 4(D
5Φ+)
]
Σ, (D.12)
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S3 = 5
[
(DΦ1)(D
3Φ1)(D
6Φ1)− (DΦ2)(D3Φ2)(D6Φ2)
]
=
5i
2ω
sinh
(Φ+
2
) [
(DΦ+)(D
3Φ+)(D
5Φ+) + (DΦ+)(D
2Φ+)(D
6Φ+)
]
Σ
−5i
ω
cosh
(Φ+
2
)
(D3Φ+)(D
6Φ+)Σ (D.13)
+
5
ω2
sinhΦ+(DΦ+)(D
2Φ+)
2(D3Φ+) +
5
ω2
coshΦ+(DΦ+)(D
3Φ+)(D
4Φ+)
−80i
ω5
cosh3
(Φ+
2
)
sinhΦ+(DΦ+)(D
2Φ+)
2Σ
−80i
ω5
cosh3
(Φ+
2
)
coshΦ+(DΦ+)(D
4Φ+)Σ,
S4 = 5
[
(DΦ1)(D
4Φ1)(D
5Φ1)− (DΦ2)(D4Φ2)(D5Φ2)
]
=
5i
2ω
sinh
(Φ+
2
) [
(DΦ+)(D
4Φ+)
2 − (DΦ+)(D3Φ+)(D5Φ+)
]
Σ
+
5i
4ω
cosh
(Φ+
2
) [
(DΦ+)(D
4Φ+)(D
2Φ+)
2 − 4(D4Φ+)(D5Φ+)
]
Σ (D.14)
+
5
ω2
cosh2
(Φ+
2
)
(DΦ+)(D
3Φ+)(D
4Φ+) +
5
ω2
coshΦ+(DΦ+)(D
2Φ+)(D
5Φ+)
−30i
ω5
cosh
(Φ+
2
)
sinh(2Φ+)(DΦ+)(D
2Φ+)
2Σ
−80i
ω5
cosh3
(Φ+
2
)
coshΦ+(D
2Φ+)(D
3Φ+)Σ,
S5 = −10
[
(D2Φ1)
2(D6Φ1)− (D2Φ2)2(D6Φ2)
]
= −5i
ω
sinh
(Φ+
2
)[1
4
(D2Φ+)
4(DΦ+) + (D
2Φ+)
2(D5Φ+) + 2(DΦ+)(D
2Φ+)(D
6Φ+)
]
Σ
−5i
ω
cosh
(Φ+
2
)[1
2
(DΦ+)(D
2Φ+)
2(D4Φ+) + (D
2Φ+)
3(D3Φ+)
]
Σ
− 5
ω2
sinhΦ+
[
2(D2Φ+)
4 + 4(D2Φ+)(D
6Φ+) +
1
2
(D2Φ+)
2(D3Φ+)(DΦ+)
]
− 10
ω2
coshΦ+(D
2Φ+)
2(D4Φ+)
−40i
ω5
cosh
(Φ+
2
)
sinh2Φ+
[
(D4Φ+)(DΦ+) + 2(D
2Φ+)(D
3Φ+)
]
Σ
−20i
ω5
sinh
(Φ+
2
)
sinh2Φ+
[
9(D2Φ+)
2(DΦ+) + 4(D
5Φ+)
]
Σ
−80i
ω5
sinh
(Φ+
2
)
sinh(2Φ+)(DΦ+)(D
4Φ+)Σ
− 40
ω6
sinh3 Φ+
[
4(D2Φ+)
2 + (D3Φ+)(DΦ+)
]− 160
ω6
coshΦ+ sinh
2 Φ+(D
4Φ+), (D.15)
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S6 = −5i
ω
sinh
(Φ+
2
) [
(DΦ+)(D
4Φ+)
2 + 2(D2Φ+)(D
3Φ+)(D
4Φ+)
]
Σ
−5i
ω
cosh
(Φ+
2
)
(DΦ+)(D
2Φ+)
2(D4Φ+)Σ
− 10
ω2
sinhΦ+(D
4Φ+)
2 − 20
ω2
coshΦ+(D
2Φ+)
2(D4Φ+)
−80i
ω5
sinh
(Φ+
2
)
sinh(2Φ+)(D
2Φ+)(D
3Φ+)Σ
−80i
ω5
sinh
(3Φ+
2
)
coshΦ+(D
2Φ+)
2(DΦ+)Σ
−160
ω6
cosh2Φ+ sinhΦ+(D
2Φ+)
2, (D.16)
S7 = −20
[
(DΦ1)(D
3Φ1)(D
2Φ1)
2 − (DΦ2)(D3Φ2)(D2Φ2)2
]
=
5i
ω
cosh
(Φ+
2
)
(D3Φ+)(D
2Φ+)
3Σ− 5i
2ω
sinh
(Φ+
2
)
(DΦ+)(D
2Φ+)
4Σ
− 15
ω2
sinhΦ+(DΦ+)(D
2Φ+)
2(D3Φ+)
+
240i
ω5
cosh
(Φ+
2
)
sinh2Φ+(D
2Φ+)(D
3Φ+)Σ
+
240i
ω5
cosh
(Φ+
2
)
sinhΦ+(DΦ+)(D
2Φ+)
2Σ
− 80
ω6
sinh3 Φ+(DΦ+)(D
3Φ+)
+
1280i
ω9
cosh3
(Φ+
2
)
sinh3 Φ+(DΦ+)Σ, (D.17)
S8 = 6
[
(D2Φ1)
5 − (D2Φ2)5
]
=
15i
4ω
sinh
(Φ+
2
)
(DΦ+)(D
2Φ+)
4Σ+
15
2ω2
sinhΦ+(D
2Φ+)
4
+
360i
ω5
sinh
(Φ+
2
)
sinh2 Φ+(DΦ+)(D
2Φ+)
2Σ+
240
ω6
sinh3 Φ+(D
2Φ+)
2
+
960i
ω9
sinh
(Φ+
2
)
sinh4 Φ+(DΦ+)Σ +
384
ω10
sinh5 Φ+. (D.18)
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Now, by summing up all the above results we find the following expression,
Dt5Φ− =
iτ0
ω
[
(DΦ+)(D
8Φ+)− (D2Φ+)(D7Φ+)− (DΦ+)(D2Φ+)2(D4Φ+)
+(D2Φ+)
3(D3Φ+)− (D3Φ+)(D6Φ+) + (D4Φ+)(D5Φ+)
]
Σ
+
iτ1
ω
[
3
4
(D2Φ+)
4(DΦ+)− 2(D2Φ+)2(D5Φ+)− 3(DΦ+)(D2Φ+)(D6Φ+)
−4(D2Φ+)(D3Φ+)(D4Φ+)− (DΦ+)(D4Φ+)2 + 2(D9Φ+)
]
Σ
+
τ2
ω2
[
2(DΦ+)(D
7Φ+)− 4(D2Φ+)(D6Φ+)− 2(D3Φ+)(D5Φ+) + 2(D4Φ+)2
+
3
2
(D2Φ+)
4 − 4(DΦ+)(D2Φ+)2(D3Φ+)
]
+
τ3
ω2
[
2(DΦ+)(D
2Φ+)(D
5Φ+) + 4(DΦ+)(D
3Φ+)(D
4Φ+)− 6(D2Φ+)2(D4Φ+)
+4(D8Φ+)
]
+
i
ω5
[
τ4(DΦ+)(D
2Φ+)
2 + τ5(DΦ+)(D
4Φ+) + τ6(D
2Φ+)(D
3Φ+) + τ7(D
5Φ+)
]
Σ
+
1
ω6
[
τ8(DΦ+)(D
3Φ+) + τ9(D
2Φ+)
2 + τ10(D
4Φ+)
]
+
iτ11
ω9
(DΦ+)Σ +
τ12
ω10
, (D.19)
where the τk functions, with k = 1, ..., 12, are given as follows,
τ0 = cosh
(Φ+
2
)
, (D.20)
τ1 = sinh
(Φ+
2
)
, (D.21)
τ2 = sinhΦ+, (D.22)
τ3 = coshΦ+, (D.23)
τ4 = −5 sinh
(Φ+
2
)
[13 + 12 coshΦ+ + 15 cosh 2Φ+] (D.24)
τ5 = 20
[
cosh
(Φ+
2
)
− cosh
(3Φ+
2
)
− 4 cosh
(5Φ+
2
)]
(D.25)
τ6 = −5
[
14 cosh
(Φ+
2
)
− 5 cosh
(3Φ+
2
)
+ 7cosh
(5Φ+
2
)]
(D.26)
τ7 = 40 cosh
(Φ+
2
)
sinhΦ+
(
1− 3 coshΦ+
)
, (D.27)
τ8 = −40 sinh3 Φ+, (D.28)
τ9 = −20
(
5 sinhΦ+ + sinh 3Φ+
)
, (D.29)
τ10 = −80 sinhΦ+ sinh 2Φ+, (D.30)
τ11 = −160 cosh
(Φ+
2
)
sinh2 Φ+
(
2 sinhΦ+ − 5 sinh 2Φ+
)
, (D.31)
τ12 = 384 sinh
5 Φ+. (D.32)
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In order to derive the remaining equation we follow the same procedure as before for the smKdV
equation, by imposing consistency of eqs. (D.1) and (D.19), namely Dt5DΦ− = DDt5Φ−, we get
Dt5Σ =
iσ0
ω
[
3(DΦ+)(D
2Φ+)(D
6Φ+)− 3
4
(D2Φ+)
4(DΦ+) + 2(D
2Φ+)
2(D5Φ+)
+4(D2Φ+)(D
3Φ+)(D
4Φ+) + (DΦ+)(D
4Φ+)
2 − 2(D9Φ+)
]
+
iσ1
ω
[
(DΦ+)(D
8Φ+)− (D2Φ+)(D7Φ+)− (DΦ+)(D2Φ+)2(D4Φ+)
+(D2Φ+)
3(D3Φ+)− (D3Φ+)(D6Φ+) + (D4Φ+)(D5Φ+)
]
+
1
ω4
[
σ2(DΦ+)(D
2Φ+)(D
3Φ+) + σ3(D
2Φ+)
3 + σ4(D
2Φ+)(D
4Φ+) + σ5(D
6Φ+)
]
Σ
+
i
ω5
[
σ6(DΦ+)(D
2Φ+)
2 + σ7(DΦ+)(D
4Φ+) + σ8(D
2Φ+)(D
3Φ+) + σ9(D
5Φ+)
]
+
σ10
ω8
(D2Φ+)Σ +
iσ11
ω9
(DΦ+), (D.33)
where the σk functions are given by the following expressions,
σ0 =
1
2
cosh
(Φ+
2
)
, (D.34)
σ1 = −1
2
sinh
(Φ+
2
)
, (D.35)
σ2 = −20 sinh2
(Φ+
2
)
sinhΦ+, (D.36)
σ3 = −15 cosh2
(Φ+
2
)
sinhΦ+, (D.37)
σ4 = 10 cosh
2
(Φ+
2
)
(3− 7 coshΦ+) , (D.38)
σ5 = −20 cosh2
(Φ+
2
)
sinhΦ+, (D.39)
σ6 =
5
2
cosh
(Φ+
2
)
(7 + 9 coshΦ+) , (D.40)
σ7 = −30 cosh
(Φ+
2
)
sinh 2Φ+, (D.41)
σ8 = −60 cosh3
(Φ+
2
)
sinhΦ+, (D.42)
σ9 = −20 cosh
(Φ+
2
)
sinh2 Φ+, (D.43)
σ10 = 320 cosh
2
(Φ+
2
)
sinh3 Φ+, (D.44)
σ11 = −160 cosh
(Φ+
2
)
sinh4 Φ+. (D.45)
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E Conservation of mKdV momentum defect with respect to t5
Here we verify the conservation of the momentum of the mKdV with respect to t5, namely
dP
dt5
=
[
5
8
(∂xφ1)
6 +
1
16
(∂3xφ1)
2 − 1
8
∂2xφ1 ∂
4
xφ1 +
1
8
∂xφ1 ∂
5
xφ1 −
5
8
(∂xφ1)
2(∂2xφ1)
2
−5
4
(∂xφ1)
3∂3xφ1 + iψ¯1∂xψ¯1
(
35
16
∂xφ1 ∂
3
xφ1 +
5
8
(∂2xφ1)
2 − 25
8
(∂xφ1)
4
)
+
i
8
∂xψ¯1∂
4
xψ¯1
− i
8
∂2xψ¯1∂
3
xψ¯1 −
i
16
ψ¯1∂
5
xψ¯1 −
5i
8
(∂xφ1)
2∂xψ¯1∂
2
xψ¯1 +
15i
16
∂xφ1 ∂
2
xφ1ψ¯1∂
2
xψ¯1
+
15i
16
(∂xφ1)
2ψ¯1∂
3
xψ¯1
]
x=0
− [φ1 → φ2, ψ¯1 → ψ¯2]x=0 . (E.1)
Using the equations of motion (2.14) and (2.15), we can write the above expression in the following
form,
dP
dt5
=
[
2∂xφ1 ∂t5φ1 −
1
8
(∂xφ1)
6 +
1
16
(∂3xφ1)
2 +
5
8
(∂xφ1)
2(∂2xφ1)
2 − 1
8
∂xφ1 ∂
4
xφ1
−5i
8
(∂xφ1)
2∂xψ¯1∂
2
xψ¯1 −
5i
8
∂xφ1 ∂
2
xφ1ψ¯1∂
2
xψ¯1 +
5i
8
∂xφ1 ∂
3
xφ1ψ¯1∂xψ¯1 − iψ¯1∂t5 ψ¯1
+
i
8
∂xψ¯1∂
4
xψ¯1 −
i
8
∂2xψ¯1∂
3
xψ¯1
]
x=0
− [φ1 → φ2, ψ¯1 → ψ¯2]x=0 . (E.2)
In terms of the variables φ± = φ1 ± φ2 and ψ¯± = ψ¯1 ± ψ¯2, it reads
dP
dt5
=
[
∂xφ− ∂t5φ+ + ∂xφ+ ∂t5φ− +
1
16
∂3xφ− ∂
3
xφ+ −
3
128
(∂xφ−)5∂xφ+ − 3
128
(∂xφ+)
5∂xφ−
− 1
16
∂2xφ+ ∂
4
xφ− −
1
16
∂2xφ− ∂
4
xφ+ −
5
64
(∂xφ−)3(∂xφ+)3 +
5
32
(∂xφ−)2∂2xφ− ∂
2
xφ+
+
5
32
∂xφ− ∂xφ+(∂2xφ−)
2 +
5
32
∂xφ− ∂xφ+(∂2xφ+)
2 +
i
16
∂xψ¯−∂4xψ¯+ +
i
16
∂xψ¯+∂
4
xψ¯−
− 5i
32
∂xφ− ∂xφ+
(
∂xψ¯−∂2xψ¯− + ∂xψ¯+∂
2
xψ¯+
)− i
16
∂2xψ¯−∂
3
xψ¯+ −
i
16
∂2xψ¯+∂
3
xψ¯−
− 5i
64
(
ψ¯−∂2xψ¯− + ψ¯+∂
2
xψ¯+
) (
∂xφ+ ∂
2
xφ− + ∂xφ− ∂
2
xφ+
)− i
2
ψ¯−∂t5 ψ¯+ −
i
2
ψ¯+∂t5ψ¯−
+
5i
64
(
ψ¯−∂xψ¯− + ψ¯+∂xψ¯+
) (
∂xφ+ ∂
3
xφ− + ∂xφ− ∂
3
xφ+
)
+
5i
64
(
ψ¯−∂xψ¯+ + ψ¯+∂xψ¯−
) (
∂xφ− ∂3xφ− + ∂xφ+ ∂
3
xφ+
)
+
5i
64
(
ψ¯−∂2xψ¯+ + ψ¯+∂
2
xψ¯−
) (
∂xφ− ∂2xφ− + ∂xφ+ ∂
2
xφ+
)
− 5i
64
(
∂xψ¯−∂2xψ¯+ + ∂xψ¯+∂
2
xψ¯−
) (
(∂xφ−)2 + (∂xφ+)2
) ]
x=0
. (E.3)
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Now using the Ba¨cklund equations (3.3)–(3.5), (3.11), (3.12), we find
dP
dt5
=
[
− i
ω
(
2 cosh
(
φ+
2
)
f1∂t5ψ¯+ + sinh
(
φ+
2
)
∂t5φ+f1ψ¯+
)
+
4
ω2
sinhφ+∂t5φ+
+
i
8ω2
(
cosh2
(
φ+
2
)
ψ¯+∂
4
xψ¯+ −
1
4
sinhφ+∂xφ+ψ¯+∂
3
xψ¯+
)
+
i
16ω2
ψ¯+∂xψ¯+
(
1
2
sinhφ+
(
(∂xφ+)
3 − ∂3xφ+
)− 4 cosh2(φ+
2
)
∂xφ+∂
2
xφ+
)
+
i
8ω2
ψ¯+∂
2
xψ¯+
(
1
4
sinhφ+∂
2
xφ+ − cosh2
(
φ+
2
)
(∂xφ+)
2
)
+
5i
8ω5
cosh3
(φ+
2
)
f1ψ¯+
(
sinhφ+
(
3(∂xφ+)
3 + 4∂3xφ+
)
+ 2∂xφ+∂
2
xφ+(7 cosh φ+ − 3)
)
− 5i
2ω6
cosh2
(
φ+
2
)
sinhφ+
(
sinhφ+ψ¯+∂
2
xψ¯+ + 3cosh
2
(
φ+
2
)
∂xφ+ψ¯+∂xψ¯+
)
−40i
ω9
cosh3
(
φ+
2
)
sinh3 φ+∂xφ+f1ψ¯+
]
x=0
. (E.4)
Note that the first term can be written as follows,
∂t5
(
2 cosh
(
φ+
2
)
f1ψ¯+
)
− 2 cosh
(
φ+
2
)
∂t5f1ψ¯+, (E.5)
and then,
dP
dt5
=
[
∂t5
(
4
ω2
coshφ+ − 2i
ω
cosh
(
φ+
2
)
f1ψ¯+
)
+
2i
ω
cosh
(
φ+
2
)
∂t5f1ψ¯+
+
i
8ω2
(
cosh2
(
φ+
2
)
ψ¯+∂
4
xψ¯+ −
1
4
sinhφ+∂xφ+ψ¯+∂
3
xψ¯+
)
+
i
16ω2
ψ¯+∂xψ¯+
(
1
2
sinhφ+
(
(∂xφ+)
3 − ∂3xφ+
)− 4 cosh2(φ+
2
)
∂xφ+∂
2
xφ+
)
+
i
8ω2
ψ¯+∂
2
xψ¯+
(
1
4
sinhφ+∂
2
xφ+ − cosh2
(
φ+
2
)
(∂xφ+)
2
)
+
5i
8ω5
cosh3
(φ+
2
)
f1ψ¯+
(
sinhφ+
(
3(∂xφ+)
3 + 4∂3xφ+
)
+ 2∂xφ+∂
2
xφ+(7 cosh φ+ − 3)
)
− 5i
2ω6
cosh2
(
φ+
2
)
sinhφ+
(
sinhφ+ψ¯+∂
2
xψ¯+ + 3cosh
2
(
φ+
2
)
∂xφ+ψ¯+∂xψ¯+
)
−40i
ω9
cosh3
(
φ+
2
)
sinh3 φ+∂xφ+f1ψ¯+
]
x=0
. (E.6)
By using eq. (3.12) we can write eq (E.6) as a total time (t3) derivative, and finally we obtain that
P = P −
[ 4
ω2
coshφ+ − 2i
ω
cosh
(
φ+
2
)
f1ψ¯+
]
x=0
, (E.7)
is the modified conserved momentum, which includes the same defect contribution previously de-
rived by applying the t3 derivative.
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