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Résumé
Français
Soixante pour cent de la population mondiale possède aujourd’hui un téléphone portable.
Les modèles récents, qui tendent à devenir de petits ordinateurs portables, sont jusqu’à 10
000 fois plus puissants et 300 000 fois moins lourds que le premier ordinateur, apparu voici
60 ans. Malgré cette puissance, et les ressources oﬀertes par les équipements dont ils sont
munis (écran tactile multitouch, accéléromètres et autres capteurs...), les mobiles souﬀrent de
certaines limitations du fait de la disparition de nombreux périphériques d’entrée classiques
tels que le clavier et la souris. Afin d’augmenter la bande passante interactionnelle de ces
dispositifs et de tirer partie de ces capteurs, nous nous sommes intéressé dans cette thèse
aux possibilités oﬀertes par l’interaction gestuelle en considérant deux axes de recherche :
les mouvements sur le mobile et les mouvements du mobile.
Après avoir proposé un espace de classification nous avons conçu et développé plusieurs
techniques d’interaction gestuelle destinées à enrichir et faciliter l’interaction de l’utilisateur
avec ces dispositifs.
Concernant les mouvements sur le mobile, nous nous sommes intéressé à l’amélioration
du Flick, une technique de défilement largement popularisée ces dernières années. Après
avoir étudié son ‘anatomie’, nous avons proposé d’exploiter plusieurs ressources interaction-
nelles jusqu’à présent inutilisées. Ce travail a donné naissance à trois nouvelles techniques :
Flick-and-brake et LongFlick, qui utilisent respectivement la pression sur l’écran et les ca-
ractéristiques du geste de lancer pour mieux contrôler le défilement, et ’Semantic Flicking’
qui exploite la sémantique du document pour faciliter la lecture.
Dans un second temps nous avons considéré les possibilités oﬀertes par l’interaction 3D,
en déplaçant le dispositif mobile dans l’espace. Cette voie de recherche vise à permettre
d’augmenter le vocabulaire d’interaction sans parasiter les interactions tactiles déjà exis-
tantes. Tirant parti des capteurs intégrés dans les mobiles, en particulier les accéléromètres,
nous avons proposé deux nouvelles techniques d’interaction 3D : TimeTilt qui utilise des
gestes fluides et impulsifs pour naviguer aisément entre diﬀérentes vues et JerkTilt qui
introduit la notion de gestes ’auto-délimités’ pour accéder rapidement à des commandes.
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6Ces gestes auto-délimités ayant également la particularité de pouvoir être facilement
combinés avec des interactions sur l’écran, nous avons enfin considéré la combinaison des
modalités oﬀertes par les gestes bi- et tri-dimensionnels.
Anglais
Sixty percent of the world’s population now owns a mobile phone. Recent models, which
tend to become small laptops are up to 10 000 times more powerful and 300 000 times
less heavy than the first computer, appeared 60 years ago. Despite this power and all the
resources provided by modern equipment (touchscreen, accelerometer and other sensors...),
mobile phones suﬀer from certain limitations due to the lack of conventional input such
as keyboard and mouse. To increase the interaction bandwidth of these device and take
advantage of these sensors, we investigate the potential oﬀered by gestural interaction by
considering two lines of research : movements on the mobile and movements of the mobile.
After defining a classification space we conceived and developed several gestural inter-
action techniques to enrich and facilitate interaction between the user and these devices.
For the movements on the mobile we have proposed to improve the flick, a scrolling
technique widely popularized in recent years. We first studied his ‘anatomy’ of this technique,
then we proposed to exploit multiple interactional resources hitherto unused. This work
gave birth to three new techniques : Flick-and-Brake and LongFlick, that respectively use
the pressure on the screen and the characteristics of the throwing action to better control
scrolling, and Semantic Flicking which leverage on document semantics to facilitate reading.
In a second stage we considered the potential of 3D interaction, by moving the mobile
device in the space. This line of research aims at expanding the interaction vocabulary while
avoiding interferences with existing touch interactions. Leveraging on integrated sensors such
as accelerometers, we proposed two new techniques for 3D interaction : TimeTilt, which uses
smooth and impulsive gestures to easily navigate between diﬀerent views, and JerkTilt,
which introduced the notion of self-delimited gestures for accessing quickly to commands.
An interesting property of these self-defined gestures is their ability to be combined with
common interactions on the screen. We thus finally considered the combination of modalities
oﬀered by the two and three-dimensional gestures.
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12 CHAPITRE 1. INTRODUCTION
1.1 Interactions physiques sur dispositifs mobiles
1.1.1 Contexte général
Les dispositifs mobiles ont pris une place importante dans notre quotidien. Que ce soit
sur le lieu de travail ou à la maison, de nombreuses personnes utilisent régulièrement des
téléphones mobiles, baladeurs musicaux, GPS, etc. Si l’on prend l’exemple des téléphones
mobiles, on s’aperçoit que dans certains pays (Italie, Russie, Arabie Saoudite...) les habi-
tants possèdent en moyenne 1.5 téléphone par individu 1. Les diﬀérentes formes que peuvent
prendre ces terminaux convergent depuis plusieurs années vers des dispositifs composés d’un
écran tactile d’une taille d’environ 9 cm de diagonale et qui sont de plus en plus souvent
dépourvus de clavier physique. Cependant, ils sont aujourd’hui pour la plupart équipés d’un
nombre important de capteurs (accéléromètre, gyroscope, caméra, capteur de lumière, cap-
teur de pression, micro, etc.). Grâce à leur petite taille ces capteurs n’imposent pas de forme
particulière au dispositif tout en oﬀrant de nouveaux moyens d’expression et d’interaction.
C’est pourquoi la recherche en Interaction Homme-Machine s’intéresse tout particulièrement
à ces dispositifs mobiles et à leur nouveaux capteurs ainsi qu’aux enjeux interactionnels qu’ils
soulèvent.
Figure 1.1: Exemples de Smartphones : iPhone 4 et Google Nexus One. Comme on peut le
constater ces deux modèles ont un écran tactile mais ne possèdent plus de clavier physique.
Ils comportent seulement un nombre limité de boutons réservés à des tâches spécifiques.
Les dispositifs mobiles tels que les téléphones cellulaires modernes (smartphones Fi-
gure 1.1) ne sont plus seulement des téléphones. Ils sont devenus le moyen le plus cou-
rant d’eﬀectuer une communication distante, qu’elle soit synchrone (ex. appel vocal) ou
asynchrone (ex. sms) 2. Aujourd’hui on peut téléphoner, consulter et envoyer des e-mails,
naviguer sur internet, envoyer des messages, écrire sur des forums, poster un tweet, mettre
à jour son statut Facebook, commenter des photos, etc. avec un seul et même dispositif
1. Source : http://www.somobile.co.uk/news/2012/01/11/infographic-the-world-of-mobile-phones/
2. Source :http://www.pewglobal.org/2011/12/20/global-digital-communication-texting-social-
networking-popular-worldwide/1/
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[Falaki et al., 2010]. Ils deviennent aussi des objets d’utilisation quotidienne, tant pour re-
chercher de l’information (internet, carte, etc.) que pour écouter de la musique ou regarder
une vidéo. Enfin ils permettent d’accéder à une grande variété d’applications n’ayant aucun
lien avec les télécommunications (jeux, notes, dessins, etc.). Ces dispositifs encore coûteux
il y a peu sont aujourd’hui accessibles à un large public, du moins dans les pays occidentaux
et certains pays émergents. Force est de constater qu’ils y sont devenus omniprésents.
1.1.2 Des dispositifs physiques
Ces travaux de recherche s’articulent autour de l’idée suivante : les nouveaux capteurs
apportent une nouvelle physicalité 3 aux dispositifs mobiles. Par nouveaux capteurs nous
considérons aussi bien l’écran tactile que les autres capteurs disponibles (accéléromètre, gy-
roscope, etc.). La notion de physicalité repose sur plusieurs idées :
– Le contexte d’utilisation du mobile.
– Le mobile comme objet physique.
– La facilité naturelle d’interaction du mobile.
Contexte d’utilisation
De par leur facteur de forme et l’utilisation que l’on en fait, les dispositifs mobiles ne
sont pas juste des ordinateurs miniatures [Beaudouin-Lafon, 2000]. Les usages en situation
de mobilité (dans la rue, dans les transports) définissent une interaction diﬀérente, souvent
plus courte en temps et à l’aide de moyens redéfinis (écran plus petit mais tactile, pas
de souris ou clavier physique mais plus de capteurs, etc.). L’attention est souvent parta-
gée avec une autre activité (discussion, marche, etc.), ce qui implique des enjeux diﬀérents
pour la présentation d’informations ou tout simplement pour l’interaction elle-même. En-
fin, cette situation de mobilité amène généralement l’utilisateur à manipuler son dispositif
avec une seule main (la seconde tenant un sac, une barre de métro ou encore étant au re-
pos [Roudaut and Lecolinet, 2007]). Le téléphone mobile devient un objet physique de notre
quotidien et les interactions qui en découlent sont fortement corrélées à ce contexte.
Un objet physique
L’arrivée de nouveaux capteurs comme les accéléromètres a aussi contribué à la modifi-
cation de la perception des dispositifs mobiles, non plus comme de petits ordinateurs mais
3. Néologisme issu de l’adjectif physique : Adj. Relatif au monde matériel, aux phénomènes naturels,
aux lois qui les régissent et à la science qui vise à en rendre compte. Source : Dictionnaire de l’Académie
francaise http://atilf.atilf.fr
L’expression “donner de la physicalité” [Moulon, 2010] est aussi utilisé dans l’Art pour décrire le processus
qui vise à rendre physique, réel quelque chose de virtuel.
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comme de nouveaux objets interactifs à part entière. De plus, notamment grâce à sa petite
taille, le dispositif devient lui-même l’objet d’interaction : on secoue le dispositif, il passe
à une autre chanson ; on le réoriente, l’écran pivote. Le dispositif d’entrée n’est plus un
périphérique, c’est l’objet lui-même qui devient le dispositif d’entrée.
Des interactions naturelles
L’aﬀordance [Gibson, 1977] des objets dans le monde virtuel est généralement traduite
par leur aspect visuel à l’écran. Il est également parfois diﬃcile de distinguer l’aﬀordance
de la convention. Ainsi lorsqu’un utilisateur voit une croix dans un bouton, il pense tout
de suite qu’il faut cliquer pour fermer, supprimer une fenêtre ou un objet : ce n’est pas de
l’aﬀordance [Norman, 1999] mais une convention. Avec les dispositifs mobiles équipés d’un
écran tactile et de capteurs divers, l’utilisateur agit directement sur l’objet d’interaction. Il
en découle une aﬀordance plus forte, par exemple lorsqu’un utilisateur fait glisser son doigt
sur l’écran pour faire défiler une liste. Les interactions que l’on peut proposer sur ces dis-
positifs se rapprochent d’interactions qui nous semblent naturelles, par leur lien étroit avec
nos interactions quotidiennes (non informatiques) et par le biais de métaphores gestuelles.
1.1.3 Deux types d’interactions
Nous avons choisi de représenter les interactions gestuelles mobiles selon deux types de
mouvements complémentaires :
– Les mouvements sur le dispositif. (Interaction sur le dispositif).
– Les mouvements du dispositif. (Interaction avec le dispositif).
Ces deux types de mouvements sont indépendants car ils font appel à un canal d’entrée
diﬀérent. Ils sont chacun représenté dans un repère géométrique diﬀérent. Les mouvements
sur le dispositif sont décrits dans le référentiel du dispositif (Figure 1.2 en rouge), alors que
les mouvements du dispositif s’expriment dans le référentiel terrestre (Figure 1.2 en bleu).
Ils ont de plus la particularité d’être complémentaires et peuvent même être combinés. On
peut donc envisager des interactions qui utilisent simultanément ces deux canaux d’entrée.
1.2 Contributions
Nous présentons ci-après les diﬀérentes contributions de cette thèse, qui a été réalisée
dans le cadre du laboratoire commun UBIMEDIA entre l’institut Télécom et Alcatel-Lucent
Bell Labs. Nous avons notamment travaillé avec une équipe du département Social Com-
munications qui développe des applications pour les réseaux sociaux sur dispositifs mobiles.
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Figure 1.2: En bleu le référentiel terrestre et en rouge le référentiel du mobile
Dans cette collaboration, notre but a été de proposer de nouvelles interactions qui per-
mettent d’améliorer l’expérience utilisateur pour les usages et applications proposés par
leurs équipes.
1.2.1 Espace de classification
Nous proposons un espace de conception et de classification des interactions gestuelles
sur dispositifs mobiles. Comme évoqué précédemment, cet espace se construit sur deux axes :
l’interaction sur le dispositif et l’interaction avec le dispositif. Il vise à faciliter la classifica-
tion et la comparaison des diﬀérentes techniques de la littérature. Il apporte aussi un aspect
génératif destiné à aider à la conception de nouvelles interactions gestuelles sur dispositif
mobile.
Voici les techniques d’interaction que nous avons réalisées en nous appuyant sur cet es-
pace.
1.2.2 Mouvements sur le dispositif
Flick and Brake Cette technique basée sur la technique de Flick permet
à l’utilisateur de faire défiler une liste et d’en contrôler la vitesse de défi-
lement. L’utilisateur peut en eﬀet, en appliquant une pression sur l’écran,
augmenter la friction virtuelle afin de ralentir le défilement automatique.
Cette technique présente deux variantes basées sur les métaphores de la roue inertielle en-
tretenue et non entretenue. Elle améliore en particulier le défilement dans les listes à une
dimension, comme le montre l’évaluation que nous avons réalisée.
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Semantic Flicking Le Semantic Flicking est aussi une amélioration du
Flick classique. Cette technique se sert du contenu du document parcouru
pour moduler le défilement en fonction de l’importance que revêtent pour
l’utilisateur les diﬀérentes parties du document. Cette technique, qui a fait l’objet d’un dépôt
de brevet, a été réalisée en collaboration avec Bell Labs, notamment pour son intégration
dans l’application S-Book.
LongFlick La technique LongFlick est basée sur l’étude de l’amorce du
mouvement de Flick. Nous présentons les propriétés de l’amorce et propo-
sons de nouvelles idées afin d’exploiter eﬃcacement cette étape du mouve-
ment. Nous présentons plusieurs mappings entre la longueur du geste de
l’amorce et la distance parcourue lors du défilement automatique. Cette technique permet
d’atteindre facilement une partie de la liste en ne réalisant qu’un seul geste. Elle permet
également de parcourir à vitesse constante une distance définie par l’utilisateur.
1.2.3 Mouvements du dispositif
TimeTilt TimeTilt est une technique utilisant les accéléromètres pour
interagir gestuellement. Elle propose un ensemble de trois gestes brusques
et d’un geste fluide. Elle répond aux problèmes des délimiteurs liés à l’in-
teraction gestuelle 3D en proposant d’utiliser un geste brusque comme ac-
tivateur de gestes fluides. TimeTilt permet également d’interagir avec des doigts qui sont
habituellement inutilisés, en proposant un geste de tap de l’index à l’arrière du dispositif.
Nous présentons également une application du système permettant de changer aisément et
rapidement de fenêtre sur un dispositif mobile. Cette application propose deux modes d’in-
teraction complémentaires, le mode lenticulaire basé sur la métaphore des cartes lenticulaires
et le mode superposition. Une expérience utilisateur a permis de récolter un échantillon si-
gnificatif de ces nouveaux gestes afin de construire un algorithme de reconnaissance, puis
d’évaluer ses performances.
JerkTilt Cette seconde technique utilise également les accéléromètres et
propose un vocabulaire de huit gestes. Ces gestes ont la particularité d’être
auto-délimités, ce qui permet de les réaliser sans avoir recours à une acti-
vation préliminaire. Ces Jerktilts sont des rotations aller-retour de faible
amplitude permettant une bonne adéquation au contexte de mobilité et l’accès rapide à des
commandes. Nous avons réalisé plusieurs expériences visant à évaluer les performances de
JerkTilt. Nous présentons également plusieurs applications utilisant ces gestes. Enfin, nous
montrons que ces gestes peuvent être combinés avec les interactions sur le dispositif.
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1.3 Organisation du mémoire
Ce manuscrit est organisé en 5 chapitres illustrant nos diﬀérentes contributions :
– Le chapitre 1 introduit ce mémoire et présente le sujet de ces travaux de recherche.
– Le chapitre 2, intitulé “Espace de caractérisation”, expose les travaux de la littérature
et présente notre espace de conception et de caractérisation des interactions gestuelles
physiques sur dispositifs mobiles.
– Le chapitre 3, intitulé “Mouvement sur le dispositif”, est consacré à l’étude des in-
teractions gestuelles sur l’écran tactile du dispositif. Il présente “Flick and Brake” et
son évaluation face à une technique reconnue de la littérature. Il traite également du
“Semantic Flicking” et de son contexte d’utilisation dans la collaboration UBIMEDIA.
Il présente enfin l’étude de “LongFlick”.
– Le chapitre 4, intitulé “Mouvement du dispositif”, est consacré à l’étude des inter-
actions gestuelles avec le dispositif mobile au moyen de capteurs de mouvements. Il
présente la technique “TimeTilt” ainsi qu’une étude permettant la collecte de gestes
servant à l’algorithme de reconnaissance de la technique. Il traite aussi de “JerkTilts”
et expose les diﬀérentes évaluations qui ont permis de valider cette technique : d’abord
en récoltant des échantillons de gestes, puis en la comparant avec une technique exis-
tante et enfin en testant son applicabilité dans un contexte réel d’utilisation.
– Le chapitre 5 conclut ce mémoire et présente les perspectives relatives à ces travaux.
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2.1 Introduction
De nombreuses études ont été consacrées ces dernières années aux contraintes qui af-
fectent les dispositifs mobiles et aux solutions pour les résoudre. Diverses techniques d’in-
teraction (Rock’n’Scroll [Bartlett, 2000], TapTap [Roudaut et al., 2008], Back-of-device in-
teraction [Baudisch and Chu, 2009], CycloStar [Malacria et al., 2010a], etc.) ou de visuali-
sation (Halo [Baudisch and Rosenholtz, 2003], AppLens [Karlson et al., 2005]) ont ainsi été
proposées pour palier les limitations de ces dispositifs (petit écran, entrées limitées). Une ré-
ponse à l’absence de certains périphériques d’entrée (clavier, boutons de la souris, molette...)
consiste à recourir aux interactions sur l’écran ou à l’utilisation des capteurs intégrés au dis-
positif. Un nombre important de travaux a donc été réalisé utilisant ces technologies en
tirant partie de l’interaction dite gestuelle. Selon Cadoz [Cadoz, 1994], l’interaction ges-
tuelle se présente selon trois variantes : les gestes ergotiques, épistémiques et sémiotiques 1.
Cependant cette catégorisation de l’interaction gestuelle ne décrit que le geste et ne définit
pas le moyen (ou le média) avec lequel le geste à été réalisé. C’est ce que nous avons essayé
de prendre en compte dans l’espace de classification que nous présentons dans ce chapitre.
Cet espace a fait l’objet d’une publication longue à la conférence IHM 2009 traitant de
l’interaction gestuelle sur dispositif mobile avec capteur intégré (accéléromètre, etc.). Ce
chapitre intègre également les interactions gestuelles sur l’écran tactile.
Interactions sur le mobile. Les écrans présents sur les dispositifs actuels ont favorisé
le développement de nouvelles techniques d’interaction. Ils sont plus grands que ceux des
dispositifs mobiles antérieurs, tactiles et généralement basés sur une technologie capacitive
multi-touch (de deux à dix points de contact simultanés). Ils permettent de détecter non
seulement les coordonnées du point de contact sur l’écran mais aussi, dans le cas des écrans
capacitifs, l’étendue de la surface de contact. Ils oﬀrent alors la possibilité de créer des in-
teractions riches (interaction gestuelle, multi-touch, etc.) sur les terminaux mobiles.
Interaction avec le mobile. L’intégration de nouveaux capteurs (accéléromètre, gyro-
scope, caméra, boussole...) permettant de détecter les mouvements et les orientations du
mobile apporte de nouvelles possibilités d’interaction fondées sur les gestes dans l’espace
que l’utilisateur réalise avec son dispositif. De par leur facteur de forme (petite taille, faible
poids), leur connectivité sans fil, leurs spécificités d’usage (l’utilisateur a en permanence le
dispositif sur lui et interagit souvent à une seule main), les terminaux mobiles sont particu-
lièrement adaptés à ce nouveau type d’interaction. Cependant ce type d’interaction nécessite
généralement le recours à un délimiteur modal indiquant explicitement au système le début
1. Les gestes épistémiques servent à explorer le monde physique, par exemple lorsque l’on touche un
mur pour en apprécier le relief. Les gestes érgotiques nous permettent d’agir sur les objets présents dans ce
monde, comme lorsque l’on attrape une pomme pour la manger. Enfin les gestes sémiotiques sont ceux qui
nous permettent de communiquer avec nos semblables (gestes accompagnant la parole, langage des signes,
etc.).
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et la fin de chaque phase d’interaction gestuelle.
2.1.1 Taxonomies existantes
L’interaction définit l’action réciproque entre deux objets 2. Dans le cadre de l’Interac-
tion Homme-Machine, comme son nom l’indique, les deux objets sont l’homme (utilisateur)
et la machine qui interagissent grâce à un langage d’interaction. Par exemple, lorsque le
langage d’interaction entre ces deux objets est le langage gestuel, nous parlerons d’inter-
action gestuelle ; si le dispositif d’interaction est mobile nous pourrons parler d’interaction
mobile. Ainsi les taxonomies que nous présentons couvrent des sous-parties de l’interaction
en général en spécifiant le langage et/ou le dispositif utilisés.
Parler d’interaction sur le mobile et avec le mobile fait appel aux interactions mobiles,
gestuelles et tactiles. Cette partie se propose de présenter certaines taxonomies traitant de
ces interactions.
Figure 2.1: Taxonomie des techniques d’interaction et de visualisa-
tion [Roudaut and Lecolinet, 2007].
2. Définition d’Interaction : “PHYS. Action réciproque de deux ou plusieurs corps. [...] Par ext. In-
fluence qu’exercent les uns sur les autres des phénomènes, des faits, des objets, des personnes.”
Dictionnaire de l’Académie Française : http://atilf.atilf.fr/dendien/scripts/generic/cherche.exe?
18585;s=3676588980;;
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Roudaut [Roudaut and Lecolinet, 2007] présente une taxonomie de l’interaction mobile
intéressante qui essaie de couvrir l’intégralité des techniques d’interaction et de visuali-
sation sur dispositif mobile. Elle utilise la notion de modalité [Nigay and Coutaz, 1996]
qui permet de définir l’interaction mobile par un couple <Dispositif, Langage>. Ainsi
il est possible de représenter les diﬀérentes interactions comme sur la Figure 2.1. Un
dispositif physique est un élément du système qui acquiert (dispositif d’entrée) ou four-
nit (dispositif de sortie) des informations à l’utilisateur. Un langage d’interaction est un
ensemble d’expressions bien formées et significatives. Par exemple, lorsque l’utilisateur
pointe une cible sur un écran tactile, il utilise la modalité <écran tactile, geste déic-
tique>. Cette taxonomie recouvre de manière assez générale les diﬀérents aspects de l’in-
teraction mobile. Certaines études s’intéressent à des interactions mobiles plus spécifiques
comme [Poirier and Schadle, 2004] qui est consacrée à l’entrée de texte sur dispositifs mo-
biles. D’autres, comme [Keim, 2002, Shneiderman, 1996], traitent de la question de la vi-
sualisation d’information sur les surfaces d’aﬃchage et plus particulièrement sur les écrans
de petite taille dans [Baﬀoun and Robert, 2006].
Figure 2.2: Taxonomie des interactions gestuelles [Karam and Schraefel, 2005].
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Comme nous avons pu le voir en introduction, Cadoz [Cadoz, 1994] définit l’interac-
tion gestuelle en général. Il présente ainsi trois fonctions des gestes (ergotique, semiotique,
épistémique) qui sont souvent entre-mêlées dans les cas de figure qui nous intéressent. Il
décrit ainsi ce qu’il appelle le geste instrumental qui permet d’interagir avec un instrument
(machine). Ce geste fait appel à plusieurs fonctions, d’abord la fonction ergotique du geste
(parce l’utilisateur agit) puis la fonction sémiotique (lorsque une communication s’installe
entre l’utilisateur et la machine). De ce fait un geste servant à interagir avec une machine
possède généralement ces trois propriétés. Karam [Karam and Schraefel, 2005] intervient de
manière intéressante sur ce point. Elle utilise en eﬀet une définition des gestes (style de
geste) similaire à celle de Cadoz mais apporte une vision plus large, s’inspirant également
des travaux de Quek et al. [Quek et al., 2002] sur le geste. Elle l’enrichit avec trois autres ca-
tégories permettant de préciser cette interaction en prenant également en compte le contexte
et les technologies mises en oeuvre dans cette interaction (Figure 2.2).
Scoditi [Scoditti et al., 2011] présente une taxonomie des interactions gestuelles en pré-
cisant un peu plus le dispositif. En eﬀet, il se concentre sur l’utilisation des accéléromètres
comme périphériques d’entrées. Il reprend notamment les taxonomies présentées dans cette
section, ainsi que la nôtre 3, en essayant d’en proposer une synthèse. En s’appuyant sur les
travaux de Foley et al. [Foley et al., 1984] et de Buxton [Buxton, 1983] il définit une nouvelle
taxonomie (Figure 2.3) basée sur les tâches élémentaires de l’interaction (Select, Position,
Orient, Text, Path, Quantify), comme on peut le voir également dans [Ballagas, 2006].
Plusieurs travaux ont déjà été réalisés pour caractériser les interactions ges-
tuelles sur surface tactile. On peut notamment retrouver ce type de classification
dans [Wobbrock et al., 2009, Malacria, 2011]. Wobbrock propose une classification des gestes
sur table interactive (Figure 2.4) centrée utilisateur. Cette taxonomie a été élaborée sur
un ensemble de 1080 gestes réalisés par les utilisateurs d’une de ses expérimentations. Les
gestes réalisés devaient correspondre à la cause du stimulus qui était présenté (eﬀet). Les
gestes sont décrit selon quatre critères : la forme, la nature, l’attache (binding) et le flot.
Malacria présente d’autres critères permettant de classifier les types de geste réalisés sur les
surfaces tactiles (Figure 2.5). Il définit trois critères : la fonction, la nature, et la morpho-
logie. La notion de fonction qu’il utilise est inspirée des travaux de Cadoz. La nature du
geste qu’il propose est basée sur diﬀérentes taxonomies (notamment celle de Wobbrock et
Roudaut) il garde ainsi la définition de Roudaut pour les gestes physiques, inspirée de la
notion de gestes incarnés (embodied) [Fishkin et al., 1999, Dourish, 2001]. Enfin, le critère
de morphologie s’appuie sur les travaux de Nancel et al. [Nancel et al., 2009] et de Card
et al. [Card et al., 1991] et développe une analyse centrée sur les propriétés des techniques
d’interaction.
3. cf. la taxonomie que nous avons présentée dans l’article publié à la conférence IHM 2009.
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Figure 2.3: Taxonomie proposée par Scoditti.
Figure 2.4: Taxonomie proposée par Wobbrock. (“w.r.t” = “with respect to”).
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Figure 2.5: Taxonomie proposée par Malacria.
2.1.2 L’interaction gestuelle physique sur mobile.
Afin de regrouper les interactions sur et avec le dispositif, nous avons choisi de défi-
nir le langage d’interaction comme étant le langage gestuel et la machine comme étant
un dispositif mobile capturant les mouvements du ou sur le dispositif. En eﬀet, les taxo-
nomies existantes soit recouvrent un domaine plus large [Roudaut and Lecolinet, 2007,
Karam and Schraefel, 2005, Cadoz, 1994], soit n’abordent pas l’aspect mobile du disposi-
tif [Wobbrock et al., 2009, Malacria, 2011] ou encore se définissent par une approche dif-
férente et ne prennent pas en compte l’interaction tactile [Scoditti et al., 2011]. A notre
connaissance, il n’existe pas de taxonomie sur l’interaction gestuelle physique sur dispo-
sitifs mobiles, c’est-à-dire regroupant les interactions gestuelle 3D et 2D avec pour pé-
riphérique d’entrée le dispositif mobile lui-même. L’espace que nous proposons est donc
dédié aux interactions utilisant des capteurs favorisant une interaction gestuelle avec
le mobile comme périphérique d’entrée. Nous traitons également les interactions basées
sur l’utilisation d’écrans tactiles que l’on peut considérer comme des capteurs particu-
liers [Bailly et al., 2008, Roudaut et al., 2009b]. Nous n’étudions pas les techniques utili-
sant comme moyen d’entrée des claviers [Wobbrock et al., 2006], ni celles utilisant un micro
comme dans [Murray-Smith et al., 2008].
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2.2 Espace de caractérisation proposé
Nous allons dans cette section expliquer les diﬀérentes dimensions que nous avons choi-
sies pour réaliser notre taxonomie. Nous nous sommes appuyés sur les travaux cités dans la
section précédente afin de définir les dimensions permettant de classifier l’interaction ges-
tuelle physique mobile. L’interaction gestuelle comme le présente Karam se définit d’une
part par l’analyse du geste et, d’autre part, par les technologies qui entrent en jeu dans la
capture de ces gestes. Il nous semblait important de garder ces deux axes. Cependant nous
pensons que ces deux axes de l’interaction nécessitent une définition plus fine.
Le geste n’est souvent décrit que par sa nature [Wobbrock et al., 2009] ou son
style [Karam and Schraefel, 2005] qui exprime un lien entre la forme et la fonction du geste.
De ce fait, le type des mouvements qui entrent en jeu dans la réalisation d’un geste n’est
pas abordé. Nous avons donc choisi de décrire les gestes selon deux dimensions :
– Le type de mapping. Cette dimension est inspirée de la notion de nature, style et
fonction du geste. Elle s’intéresse à la relation entre la forme du geste et la fonction
réalisée.
– Le type de mouvement. Ici le geste est défini selon ses caractéristiques cinématiques,
notamment en caractérisant les mouvements qui le composent.
Cette séparation permet d’avoir une caractérisation des gestes à diﬀérents niveaux d’abs-
traction. Cette définition a également été reprise par la suite dans les taxonomies de Mala-
cria [Malacria, 2011] et Scoditti [Scoditti et al., 2011].
Du point de vue des technologies il était important de tenir compte du dispositif d’entrée
ainsi que de sortie. Nous avons donc deux nouvelles dimensions :
– Le type de capteur. Cette dimension définit le capteur qui va permettre de capturer
les mouvements et donc les gestes réalisés par l’utilisateur.
– Le type de retour d’information définit la modalité (langage) qui permet à l’utilisateur
d’avoir un retour (réponse) sur le geste qu’il vient de réaliser.
Il nous faut donc considérer une cinquième dimension : le type de contrôle (continu, discret).
Enfin, il nous paraissait important de prendre en compte le contexte d’utilisation. En eﬀet
le contexte de mobilité induit des contraintes particulières qu’il convient de respecter.
Nous nous trouvons donc avec un espace de classification à six dimensions, les cinq pre-
mières étant indépendantes, et la sixième dimension étant complémentaire et se définissant
en parallèle des précédentes. La Figure 2.6 représente cet espace.
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Figure 2.6: Espace de caractérisation
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2.2.1 Type de capteur
Dans cette section nous présentons les technologies actuelles utilisées dans l’interaction
gestuelle et les capteurs associés. Nous exposons d’abord les outils de mesure de mouve-
ment, de rotation et d’accélération du mobile dans l’espace : l’accéléromètre, le gyroscope,
la boussole et la caméra qui n’est pas exactement un capteur de mouvement mais qui permet
cependant de mesurer les mouvements du dispositif au moyen de l’analyse d’images. Notons
que cet ensemble reste ouvert aux nouveaux capteurs qui pourraient apparaître dans les
années à venir. Nous présentons ensuite l’écran tactile qui peut-être considéré comme un
capteur permettant le recueil des mouvements sur le mobile. Nous ne présentons pas ici les
capteurs de proximité ou de luminosité.
Accéléromètres
Figure 2.7: Référentiel des accéléromètres
Avec l’arrivée de nouveaux dispositifs intégrant des accéléromètres (l’iPhone 4, certains
HTCs ou Sony Ericsson, le NeoFreeRunner 5), ces capteurs ont pris une grande place dans
l’interaction mobile. En eﬀet auparavant ils n’étaient souvent utilisés que pour l’analyse de
mouvements en physique ou encore dans les centrales inertielles. Plusieurs types d’accéléro-
mètres existent, dont les plus courants sont les capteurs MEMs (MicroElectroMécanique).
Ils permettent, selon les modèles, de mesurer l’accélération en g (accélération gravitation-
nelle), sur une, deux [Linjama and Kaaresoja, 2004] ou trois1 dimensions. Ils renvoient au
système les valeurs d’accélération dans le référentiel du mobile (Figure 2.7). Si leur me-
sure s’exprime sur deux ou trois axes, ils peuvent servir d’inclinomètre, afin de déterminer
l’orientation d’un écran (Figure 2.7) (comme par exemple sur l’iPhone1 Figure 2.8), en
mesurant l’attraction gravitationnelle terrestre. Ce type de capteur est de loin le plus uti-
4. http://www.apple.com/iphone
5. http://wiki.openmoko.org/wiki/Neo_FreeRunner/fr
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lisé dans la littérature pour les techniques d’interactions gestuelles. Comme on a pu le voir
précédemment Scoditti a même réalisé sa taxonomie exclusivement sur ce type de capteur.
Notons aussi leur grande utilisation dans les produits commerciaux puisque de nombreux
jeux (par exemple Labyrinth sur iPhone) utilisent ce type de capteur pour interagir. Ils sont
également utilisés pour détecter des chocs entre deux dispositifs, par exemple avec Bump
ou Paypal pour réaliser un transfert de fichier ou d’argent. On trouve également cette idée
dans la littérature, par exemple Hinckley [Hinckley, 2003] propose ‘d’entre-choquer’ deux
tablettes entre elles afin de partager leur aﬃchage.
Figure 2.8: Changement d’orientation sur l’iPhone grâce à l’accéléromètre.
Gyroscopes
Les gyroscopes (Figure 2.9) permettent de mesurer la position angulaire. Deux exemples
connus dans les appareils grand public sont sans doute la PowerBall 6 (Figure 2.10 (a)),
qui calcule le nombre de tours par minutes que l’on peut faire en la secouant, et, à une
échelle très diﬀérente, le Segway TP (véhicule de transport personnel) 7 (Figure 2.10 (b))
dont l’utilisateur incline le guidon vers l’avant pour avancer. Il sont également présents
dans les smartphones de dernière génération (iPhone 4 etc.) et dans les contrôleurs de jeu
comme la Wiimote, la manette playstation 6-axis, ou même dans les télécommandes nou-
velle génération comme celle proposée par Free. On trouve aussi des gyroscopes dans les
stabilisateurs de caméra afin d’avoir une image plus nette. Les gyroscopes embarqués dans
les dispositifs actuels sont de type MEM. Ce type de capteur tend à être présent de plus
en plus dans les dispositifs mobiles modernes (tablette tactile, smatphone). On trouve des
techniques utilisant ces gyroscopes pour capter les mouvements de rotation d’un disposi-
tif [Ferscha et al., 2008], l’inclinaison de l’écran par rapport à l’utilisateur [Ballagas, 2006] ou
6. http://www.france-powerball.com/
7. http://www.segway.fr/
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pour l’aide à la navigation pédestre en indiquant à l’utilisateur la direction vers laquelle il se
dirige [Ladetto and Merminod, 2002]. Bailly et al. [Bailly et al., 2011] proposent également
d’utiliser les gyroscopes afin de naviguer dans les applications d’une télévision interactive.
L’utilisateur peut en eﬀet sélectionner les éléments d’un menu grâce aux rotations de la
main tenant la télécommande (Figure 2.11).
(a) Gyroscope Mécanique (b) Gyroscope MEM (Microelectromechanical)
Figure 2.9: Deux types de gyroscope, un mécanique et un microéléctromécanique. On
retrouve ce dernier dans la plupart des dispositifs mobiles actuels.
(a) Powerball (b) Gyroscope MEM (Microelec-
tromechanical)
Figure 2.10: Deux types d’utilisation commerciale des gyroscopes
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Figure 2.11: Sélection d’items dans un menu sur une télévision intéractive.
Boussoles
La boussole est bien connue pour son utilisation dans la navigation. Elle permet d’indi-
quer le nord mais peut aussi être utilisée pour détecter d’autres champs magnétiques. Elle
envoie des informations de direction dans un référentiel terrestre. Il existe des boussoles
digitales (MEM) 8 (Figure 2.14) dont la petite taille facilite l’intégration dans les dispo-
sitifs mobiles (par exemple dans la plupart des téléphones HTC récents 9 (Figure 2.13)).
Quelques techniques utilisant ce type de capteur ont été proposées pour l’aide à l’orienta-
tion [Ladetto and Merminod, 2002], l’utilisateur pouvant alors visualiser sur son dispositif
la direction vers laquelle il se déplace. Abracadabra [Harrison and Hudson, 2009] propose
d’utiliser ce capteur sur une montre bracelet. L’utilisateur peut alors contrôler son dispositif,
accéder aux fonctionnalités d’un menu ou d’un lecteur de musique, en manipulant un aimant
autour de la montre (Figure 2.12). L’exploitation de la boussole reste encore limitée dans
le cas de l’interaction gestuelle sur mobile. Néanmoins elle est de plus en plus utilisée dans
les applications de type google map sur smartphone (Figure 2.13), mais également dans la
plupart des applications de réalité augmentée (par exemple Layers).
Figure 2.12: Abracadabra
8. http://www.ssec.honeywell.com/magnetic/
9. http://www.htc.com/
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Figure 2.13: Google Nexus S, appareil construit par Samsung et muni d’une boussole. Ici
on peut voir Une vue de Google Map avec l’indication de l’orientation.
Figure 2.14: Exemple de puce servant de magnétomètre.
Caméras
L’utilisation des caméras vidéo dans l’interaction gestuelle est antérieure à celle des cap-
teurs cités précédemment. Bien que la résolution temporelle et spatiale de ces appareils
varie beaucoup selon les modèles, elle est relativement standardisée sur les dispositifs mo-
biles actuels. Initialement destinée à des tâches simples (photo, vidéo), la caméra vidéo a été
détournée pour être utilisée comme périphérique d’entrée en interaction gestuelle. On trouve
des exemples dans [Hachet et al., 2005] (Figure 2.15 (a)) où l’utilisateur tient un disposi-
tif équipé d’une caméra dans une main et une cible dans l’autre. Cette technique permet
de récupérer les mouvements du dispositif en analysant les positions de la cible enregis-
trées par la caméra. L’utilisation d’une caméra embarquée pour détecter les mouvements
de translation et de rotation du dispositif permet de faire défiler et de zoomer des images
dans [Haro et al., 2005] (Figure 2.15 (b)) ou bien une carte dans Realeyes3D 10. Francone
et al. proposent également d’utiliser la caméra sur un iPad (ou iPhone) afin de détecter les
mouvements de l’appareil par rapport à la tête de l’utilisateur ([Francone and Nigay, 2011]).
Ceci permet d’estimer les rotations du dispositif, comme on pourrait le faire avec un gy-
10. http://www.realeyes3d.com/
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roscope, mais surtout d’obtenir les angles de vision de l’utilisateur. Cette information peut
être exploitée pour simuler un eﬀet 3D où les objets apparaissent correctement orientés par
rapport à l’angle de vision de l’utilisateur (Figure 2.16).
(a) Interface d’interaction gestuelle utilisant une
carte et une caméra. L’utilisateur déplace une
carte devant la caméra afin de faire bouger les
objets présents sur son écran.
(b) Interface de navigation dans une liste
d’images
Figure 2.15: Deux interfaces utilisant la caméra pour interagir gestuellement.
Figure 2.16: La métaphore de la boîte proposée par Fracone et al.. En changeant l’orien-
tation de l’appareil l’utilisateur peut accéder aux parties cachées de l’interface.
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Ecran tactile
Les écrans tactiles équipent les dispositifs commerciaux depuis l’arrivée des PDAs (per-
sonnal digital assistant) en 1993 mais se sont surtout répandus de manière exponentielle
depuis l’arrivée de l’iPhone en 2007 11. D’abord résistifs et nécessitant l’utilisation d’une
pression suﬃsante sur l’écran, ils ont ensuite été produits avec diﬀérents moyens technolo-
giques (capacitif, caméra infrarouge 12, accoustique 13). Cependant, les technologies utilisées
sont dépendantes de la taille du dispositif. Ainsi, comme il est encore aujourd’hui diﬃcile de
réaliser des écrans capacitifs de grande taille, les technologies infrarouges sont préférées. Par
contre, la plupart des écrans destinés aux smartphones sont aujourd’hui des écrans tactiles
capacitifs.
Figure 2.17: Le LeafMenu. De a) à d) les diﬀérentes étapes de l’interaction novice. e)
l’interaction experte.
Figure 2.18: Le wavelet menu sur iphone.
Parmi les techniques exploitant les possibilités des écrans tactiles, on peut par exemple
citer Cyclostar et Rubbing [Malacria et al., 2010a, Olwal et al., 2008] qui permettent entre-
11. Le premier écran tactile remonte à 1972 avec le Plato IV d’IBM, un ordinateur pour l’enseignement
numérique qui utilisait la technologie infrarouge pour détecter le contact du doigt sur l’écran.
12. La table multitouch Microsoft Surface, la majorité des tables interactives et certains tableaux interac-
tifs. http://www.microsoft.com/surface/en/us/default.aspx
13. Les tableau interactifs ultra-soniques par exemple. http://www.mimio.fr/produits/mimio-teach/
index.html
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Figure 2.19: Les six diﬀérents types de roulement du bout du doigt à la base de la technique
Microrolls.
autres de zoomer sur une photographie ou une carte grâce à de l’interaction gestuelle. Les
LeafMenus [Bailly et al., 2008] (Figure 2.17) utilisent également des gestes sur écran tac-
tile, mais pour activer les commandes d’un menu linéaire sur mobile. Les Marking Menus
([Kurtenbach and Buxton, 1991a]) et des techniques dérivées spécialement conçues pour les
mobiles comme les Wavelet Menus [Francone et al., 2010](Figure 2.18) font de même dans
le cas des menus circulaires. Les Microrolls [Roudaut et al., 2009b] (Figure 2.19) intro-
duisent un autre de type de geste pour activer des commandes. Incidemment cet article
présente et compare quatre type de geste (Rubbing, slides, pans et Microrolls). Plus récem-
ment on peut citer l’article de [Lü and Li, 2011] qui propose de faire des gestes représentant
des symboles sur l’écran pour faciliter l’accès à des liens sur une page web d’un navigateur
mobile.
Tous ces capteurs permettent donc de détecter des mouvements, du dispositif lui-même
ou sur le dispositif, favorisant une interaction gestuelle. Il faut préciser qu’il est nécessaire de
mettre en place des procédés logiciels algorithmiques pour permettre la reconnaissance des
gestes à partir des données renvoyées par ces capteurs. Nous ne détaillerons pas ces diﬀérents
procédés dont on trouvera des exemples dans [Kauppila, 2008, Schlömer et al., 2008].
2.2.2 Type de mouvement
Les gestes utilisés dans l’interaction mobile sont, comme nous l’avons vu, souvent caté-
gorisés selon leur style ou leur nature [Karam and Schraefel, 2005, Wobbrock et al., 2009] et
non pas selon les mouvements qui entrent en jeu lors de leur réalisation. Nous sommes donc
partis d’une classification simple des mouvements comme on en trouve dans le vocabulaire
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de la danse (discipline reposant sur le mouvement) notamment en diﬀérentiant les mou-
vements fluides des mouvements impulsifs (ou brusques). Afin d’apporter une description
plus précise de l’ensemble des mouvements utilisés dans le contexte de l’interaction gestuelle
nous avons également introduit une troisième catégorie : les mouvements oscillatoires. La
Figure 2.20 illustre ces trois catégories, mettant en valeur de manière schématique leurs
diﬀérences relativement aux accélérations produites. Enfin, comme nous le verrons dans la
dernière sous-section, tous ces types de mouvement peuvent être combinés. Il est à ce pro-
pos utile de remarquer que, comme l’écrit Guiard, les mouvements oscillatoires ne sont pas
seulement une concaténation de mouvements [Guiard, 1993b], raison pour laquelle nous leur
accordons une catégorie spécifique.
(a) Mouvements Impulsifs (b) Mouvements Fluides
(c) Mouvements Oscillatoires
Figure 2.20: Les trois diﬀérents types de mouvement. Chacun des mouvements est diﬀérent
des autres au niveau des accélérations en fonction du temps. L’axe des ordonnées représente
l’accélération selon l’axe y en m/s2 et l’axe des abscisses représente le temps.
Mouvements impulsifs
Les mouvements impulsifs ont pour principale caractéristique de mettre en jeu de fortes
variations d’accélération pendant un laps de temps très court 14. Un exemple typique de
14. En mécanique, on définit souvent par impulsion une force dont la durée d’application est négligable à
l’échelle de temps où l’on considère les phénomènes étudiés.
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gestes composés de mouvements impulsifs est le choc entre deux objets, dont la mesure ré-
sultante indique un pic d’accélération au moment de l’impact entre les deux objets. Plusieurs
exemples de l’utilisation de gestes caractérisés par un mouvement impulsif ont été proposés
dans la littérature. Dans [Linjama and Kaaresoja, 2004] (Figure 2.21 (a)) l’utilisateur tape
sur les cotés d’un téléphone pour déplacer une bille virtuelle. L’application « Sketches » sur
iPhone utilise une secousse pour eﬀacer les modifications d’un dessin. Le téléphone et lecteur
de musique Sony Ericsson W508 (ou également l’iPhone) 15 permet de passer à une autre
chanson lorsque l’utilisateur fait un geste brusque avec le dispositif. Enfin, la détection de
chocs a été utilisée pour le couplage de deux dispositifs [Hinckley, 2003] (Figure 2.21 (b)),
où l’utilisateur couple deux tablette PCs en les choquant l’un contre l’autre. Le même pro-
cédé sert dans l’application Bump sur iPhone à échanger des données entre deux dispositifs
mobiles.
(a) Exemple de mouvement impulsif permettant
de déplacer une bille sur le mobile (preuve de
concept sous forme de jeu)
(b) Choc entre deux dispositif pour les coupler.
Figure 2.21: Deux exemples de gestes constitués de mouvements impulsifs.
Mouvements fluides
Les mouvements fluides sont plus lents, avec pour conséquence des variations d’accélé-
ration de faible amplitude étalées sur des durées plus longues. Nous pouvons donner comme
exemple de gestes caractérisés par des mouvements fluides, le geste d’inclinaison qui consiste
15. http://www.sonyericsson.com/
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à pencher un objet afin d’en changer l’orientation ou la position [Rahman et al., 2009,
Rekimoto, 1996]. Par exemple dans « Rock’n’Scroll » [Bartlett, 2000] (Figure 2.23) l’utili-
sateur incline son dispositif mobile pour faire défiler une image dans diﬀérentes directions.
Il en va de même dans la solution proposée par [Oakley and Park, 2007] (Figure 2.24), où
l’utilisateur incline son PDA pour sélectionner des items dans un menu. Le navigateur In-
ternet Opéra sur HTC Touch HD change l’orientation de l’écran lorsque l’utilisateur tourne
simplement son téléphone. Le même procédé est utilisé sous Safari sur l’iPhone ou dans la
technique présentée dans [Hinckley et al., 2000]. Enfin l’étude de [Rahman et al., 2009] pré-
sente une analyse des diﬀérentes possibilités de réalisation de mouvements d’inclinaison (tilt)
autour du poignet. Les auteurs y étudient les limitations des utilisateurs à réaliser des in-
clinaisons et rotations du poignet (flexion/extension, pronation/supination) (Figure 2.22),
déterminant le nombre maximum de secteurs angulaires pouvant être diﬀérenciés par un
utilisateur avec un taux d’erreur raisonnable.
Figure 2.22: Rahman et al. étudient les possibilités du poignet pour réaliser des gestes de
rotation (flexion/extension, pronation/supination)
(a) Position neutre. L’image est
centrée.
(b) Inclinaison vers le bas pour
atteindre la partie droite de
l’image.
(c) Inclinaison vers le haut pour
atteindre la partie gauche de
l’image.
Figure 2.23: Rock’n’Scroll.
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Figure 2.24: Le Motion Marking Menu [Oakley and Park, 2007]. L’utilisateur incline le
dispositif pour atteindre les diﬀérents items du menu.
Mouvements Oscillatoires
Les mouvements oscillatoires sont obtenus par la répétition d’un mouvement impul-
sif ou fluide. Une propriété particulièrement intéressante des mouvements oscillatoires est
qu’ils peuvent théoriquement être eﬀectués ‘indéfiniment’, l’utilisateur ne rencontrant ja-
mais les limites physiques de la surface ou de l’espace dans lequel ces gestes sont réalisés.
Motion Pointing [Fekete et al., 2009] est un exemple de technique exploitant des gestes
oscillatoires. Elle permet à un utilisateur de sélectionner des widgets sans avoir besoin
de pointer avec curseur. Chaque widget aﬃche un pixel animé (appelé “pilote”) qui ef-
fectue une oscillation elliptique avec une combinaison unique de paramètres géométriques
(échelle, excentricité, inclinaison) et cinématiques (fréquence et sens de l’oscillation). L’uti-
lisateur sélectionne une cible en reproduisant son oscillation spécifique (Figure 2.25). Cy-
clostar [Malacria et al., 2010a] (Figure 2.26), que nous avons déjà cité, utilise également
des mouvements oscillatoires elliptiques afin de contrôler la navigation (zoom, pan, etc.).
Nancel dans l’article [Nancel et al., 2011] propose d’utiliser ce type de mouvement pour in-
teragir avec une surface d’aﬃchage de grande taille (WILD 16) et ce en utilisant un dispositif
mobile ou la main (Figure 2.27). Ces mouvements peuvent aussi bien être réalisés sur une
surface tactile qu’avec le dispositif lui-même, par exemple dans l’application Shake-it sur
iPhone où l’utilisateur doit secouer (répétition de mouvements impulsifs) son dispositif afin
de faire monter son score au maximum.
16. http://insitu.lri.fr/Projects/WILD
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Figure 2.25: Motion Pointing. L’utilisateur reproduit l’oscillation aﬃchée sur un item pour
le sélectionner.
Figure 2.26: CycloZoom et CycloStar : deux techniques permettant respectivement de
zoomer et panner sur une surface tactile.
Figure 2.27: Représentation des diﬀérents gestes proposés par Nancel pour interagir sur
très grand écran, (incluant des gestes basés sur des mouvements oscillatoires).
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Combinaison de mouvements
Certains gestes requièrent l’exécution d’une combinaison de mouvements impulsifs et/ou
fluides, par exemple lorsque l’utilisateur réalise un geste représentant une forme géométrique
angulaire (un triangle) pour démarrer la lecture d’une vidéo [Rehm et al., 2008]. De même,
dans Gesture Avatar [Lü and Li, 2011] (Figure 2.28) l’utilisateur dessine des symboles
(des lettres) sur son dispositif mobile, qui sont utilisés comme raccourcis. La réalisation
de symboles (dans l’écriture par exemple) alterne généralement des séquences de mouve-
ments fluides et des séquences de mouvements impulsifs.
Figure 2.28: Gesture Avatar
2.2.3 Type de mapping
Par mapping nous entendons ici la relation entre la forme du geste et la fonc-
tion réalisée. Nous distinguons quatre catégories : le mapping direct, symbolique, mé-
taphorique et abstrait. Le choix de ces catégories s’inspire de la taxonomie de Wob-
brock [Wobbrock et al., 2009] pour les gestes sur surface tactile. Nous avons préféré cette
catégorisation à celles de Karam et Cadoz, qui classifient le geste du point de vue de sa
fonction et non de son association entre la forme et la fonction. Cette notion à également
été utilisée par Malacria [Malacria, 2011] avec certaines diﬀérences (par exemple il ne re-
prend pas les gestes métaphoriques) sous l’intitulé nature des gestes pour sa classification
des gestes sur surface 2D.
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Mapping direct
Le mapping direct permet de créer un lien direct entre les objets virtuels avec les-
quels l’utilisateur interagit et le geste utilisé, de la même manière qu’avec un objet phy-
sique du monde réel. Les gestes de pointage font partie de cette catégorie. Par exemple
dans [Ballagas, 2006] (Figure 2.29) l’utilisateur se sert de son téléphone pour déplacer un
curseur sur un écran. Lorsque l’utilisateur déplace son mobile vers la droite il déplace le
curseur dans la même direction. Dans [Hinckley et al., 2000] (Figure 2.30), lorsque l’utili-
sateur fait pivoter son dispositif de 90 degrés dans le plan de l’écran, l’orientation du texte
change pour s’adapter à la nouvelle orientation, en portrait ou en paysage. Dans Motion-
Lens 17 l’utilisateur déplace son dispositif pour naviguer dans une carte : lorsqu’il translate
le mobile vers le haut, il accède à la partie supérieure de la carte. Il en va de même avec
les gestes utilisés dans Wii Tennis ou iGolf (sur iPhone), où l’utilisateur réalise un geste
similaire à celui qu’il devrait eﬀectuer dans la réalité pour frapper la balle de tennis ou de
golf.
Figure 2.29: Téléphone utilisé comme souris pour un écran distant.
Figure 2.30: Réorientation du texte en fonction de l’orientation de l’appareil.
17. http://www.realeyes3d.com/
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Mapping métaphorique
Les métaphores associent deux termes appartenant à des champs lexicaux diﬀérents.
La plus fameuse est la métaphore du bureau garni de sa corbeille, de son presse-
papiers, de ses dossiers et autres documents. Le mapping métaphorique se fonde sur
le même principe de transposition, ce qui le distingue du mapping direct qui est basé
sur une analogie directe. Nous rencontrons de nombreux exemples dans la littérature
IHM et dans les applications commerciales. 3D Eyes Tracking 18 simule une profon-
deur de l’écran en 3 dimensions qui permet de voir les éléments disposés en dehors
de l’écran lorsque l’utilisateur incline son dispositif. On retrouve le même procédé dans
les travaux de Francone sur iPad [Francone and Nigay, 2011] (Figure 2.31). Dans Tilt-
Text [Wigdor and Balakrishnan, 2003] (Figure 2.32) l’utilisateur appuie sur une touche de
son téléphone puis l’incline pour faire glisser les lettres correspondant à cette touche du
clavier (trois lettres par touche et un chiﬀre) afin de sélectionner la lettre désirée.
Figure 2.31: Head-Coupled Perspective Technique.
Figure 2.32: TiltText
18. http://www.tat.se/
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Mapping symbolique
Le mapping symbolique se fonde sur l’association d’un geste représentant un symbole qui
est lui-même associé à une fonction. Le geste symbolique dessine un symbole dans le plan
ou dans l’espace, le plus souvent un caractère alphanumérique ou une forme géométrique
élémentaire. On peut également trouver des symboles propres à une application. Ces gestes
sont désignés comme “gestes sémaphoriques” dans [Karam and Schraefel, 2005], et comme
des descriptions visuelles par [Wobbrock et al., 2009]. Le chemin spatial que l’utilisateur fait
parcourir au mobile, ou qu’il dessine sur l’écran, évoque une forme ou un symbole du monde
réel ou numérique. Par exemple dans [Rehm et al., 2008] (Figure 2.34) les gestes réalisés
dans l’espace représentent les symboles présents sur les boutons des commandes de lecture
utilisés pour les magnétoscopes : ainsi, l’utilisateur dessine un carré dans l’espace avec le
dispositif mobile pour arrêter la lecture. Dans [Kauppila et al., 2008] les gestes représentent
des chiﬀres et des lettres, associés à des commandes du dispositif : l’utilisateur utilise les
lettres pour accéder aux fonctions du téléphone (lecture/écriture de messages) et, bien sûr,
les chiﬀres pour composer un numéro. Gesture Avatar [Lü and Li, 2011] utilise aussi ce type
de geste pour exécuter des commandes dans un navigateur web.
Figure 2.33: Symboles associés à des commandes d’un magnétoscope.
Figure 2.34: Gestes symboliques utilisés dans les travaux de [Kauppila et al., 2008].
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Mapping arbitraire
Nous désignons comme arbitraire un mapping qui n’implique pas de lien di-
rect, ni métaphorique, ni symbolique évident entre le geste et l’objet d’interac-
tion [Wobbrock et al., 2009]. Les Marking Menus [Kurtenbach and Buxton, 1991b] consti-
tuent un exemple classique de ce type de mapping : bien que liés à la représentation visuelle
du menu, les gestes sont généralement arbitraires par rapport aux commandes qu’ils activent.
On peut également citer les raccourcis gestuels utilisés dans les menus linéaires classiques
proposés dans [Appert and Zhai, 2009](Figure 2.35). Ils n’ont en eﬀet le plus souvent pas
de sens particulier. De même, appuyer une fois pour mettre la musique en pause, deux fois
pour passer à la piste suivante et trois fois pour revenir à la précédente, comme avec les
écouteurs de l’iPhone, relève de cette catégorie de mapping.
Figure 2.35: Gestes associés à des commandes d’un menu linéaire avec un mapping arbi-
traire.
Ces quatre catégories ne sont bien sûr pas totalement étanches, certains mappings étant
à la frontière de deux d’entre-elles. Il est parfois diﬃcile de définir le type de mapping, l’ap-
préciation restant quelques fois subjective, certains voyant du sens là où d’autres ne voient
qu’un choix arbitraire. Elles permettent cependant de mieux cerner la nature dominante
des gestes et le lien entre leur forme et leur fonction. De plus, le type de mapping que nous
réalisons pour interagir avec un dispositif mobile a un lien fort avec le contrôle et le retour
d’information. Nous considérons dans la section suivante le type de contrôle.
2.2.4 Type de Contrôle
Le type de contrôle définit le lien entre le geste réalisé et les variables de l’ap-
plication que le geste permet de manipuler. Le contrôle peut être soit discret, soit
continu [Pook et al., 2000b]. Les gestes composés de mouvements impulsifs correspondent
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souvent à un contrôle discret et les gestes fluides à un contrôle continu comme nous pourrons
le voir plus loin (Figure 2.41). Par exemple, dans le cas des interfaces graphiques 2D, un
clic souris (geste impulsif) permet de faire basculer un bouton à états (contrôle discret à
deux valeurs : actif, inactif) alors qu’il faut faire glisser le curseur d’un potentiomètre (mou-
vement fluide) pour choisir une valeur continue (par exemple le volume sonore). Il n’existe
cependant pas de relation univoque entre type de mouvement et type de contrôle lorsque
l’on prend en compte le temps ou les répétitions, donc les mouvements oscillatoires. On peut
par exemple contrôler le volume sonore (variable continue) en appuyant un certain temps
sur une touche (mouvement impulsif en début et fin de l’interaction). ShakeIt sur iPhone
utilise également des mouvements impulsifs pour contrôler une valeur, l’utilisateur devant
secouer son mobile pour augmenter son score. Ce logiciel se sert de l’eﬀet de répétition pour
contrôler de manière continue ses points.
Contrôle discret
L’interaction gestuelle est souvent associée au contrôle discret. Ce type d’interaction,
comme expliqué précédemment, est souvent associé à un mapping symbolique et à des gestes
composés de mouvements impulsifs comme dans [Rehm et al., 2008], où les commandes liées
à la lecture du magnétoscope ne sont exécutées qu’une fois le geste de l’utilisateur terminé.
Ce n’est donc qu’en fin de geste que l’utilisateur peut savoir si le système l’a correctement
interprété. On trouve quelques exceptions comme OctoPocus [Bau and Mackay, 2008], une
extension des Marking menus (Figure 2.36) où l’utilisateur bénéficie d’une suggestion vi-
suelle (feedforward) des gestes qu’il peut encore ‘atteindre’ en poursuivant son geste.
Figure 2.36: Octopocus : l’utilisateur clique et voit apparaître les diﬀérents chemins pos-
sibles. Lorsqu’il se déplace le nombre de chemins se réduit, ceci ne laissant apparaître que
les commandes qu’il peut encore atteindre.
Le lecteur de musique du Sony Ericsson W508, de l’iPod Touch et de l’iPhone oﬀrent des
illustrations de contrôle discret par un geste impulsif : l’utilisateur secoue le dispositif pour
changer de chanson. Dans [Linjama and Kaaresoja, 2004], que nous avons déjà cité dans la
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section sur les mouvements impulsifs, l’utilisateur peut taper sur les côtés d’un téléphone
mobile, cette impulsion mettant en mouvement une balle. Cependant des gestes fluides
peuvent aussi servir à contrôler des valeurs discrètes, comme dans [Oakley and Park, 2007],
où l’utilisateur sélectionne un item dans un menu en inclinant son dispositif jusqu’à obtenir
l’angle adéquat, chaque item correspondant à un secteur angulaire d’inclinaison prédéfini.
Dans [Pering et al., 2007] l’utilisateur pointe vers un certain appareil avec son téléphone,
une inclinaison du téléphone activant de manière discrète la connexion à cet appareil (Fi-
gure 2.37).
Figure 2.37: Geste de pointage pour coupler deux appareils entre eux.
Contrôle continu
Ce type de contrôle est souvent associé à des mouvements fluides car la fonction d’asso-
ciation est directe entre les valeurs renvoyées par le capteur et les valeurs manipulées. Par
exemple dans [Ballagas, 2006] l’utilisateur déplace son dispositif mobile devant un écran
d’ordinateur pour déplacer le curseur sur l’écran. Dans un autre exemple (RealEyes3D Fi-
gure 2.38), l’utilisateur incline son dispositif pour faire défiler la carte qu’il aﬃche sur son
dispositif. Enfin dans [Hinckley et al., 2000], l’utilisateur incline plus ou moins son dispositif
pour contrôler le niveau de zoom d’une application. Le contrôle continu est parfois associé
à des mouvements oscillatoires. CycloZoom [Malacria et al., 2010b] en est un bon exemple
puisque l’échelle du zoom est mise à jour de manière continue durant la réalisation d’un geste
elliptique. Le contrôle continu nécessite généralement un retour d’information en temps réel
afin que l’utilisateur puisse ajuster la valeur qu’il contrôle.
2.2.5 Type de retour d’information
Le retour d’information (feedback) permet à l’utilisateur de percevoir l’eﬀet de l’action
qu’il vient de réaliser sur le système qu’il contrôle. Les dispositifs de sortie communément
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Figure 2.38: RealEyes3D, l’utilisateur incline son dispositif pour naviguer dans la carte.
utilisés sur mobile [Roudaut and Lecolinet, 2007] sont : le retour visuel (écran, lunettes, pro-
jecteur), le retour sonore (haut-parleur, écouteurs) et le retour haptique (dispositifs tactiles,
vibreurs).
Figure 2.39: SixthSense
La plupart des techniques d’interaction gestuelle, et en particulier celles que nous avons
citées jusqu’ici, utilisent des retours d’information de type visuel. Par exemple, dans Sixth-
Sense [Mistry et al., 2009] (Figure 2.39) l’utilisateur interagit gestuellement devant la ca-
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méra de son dispositif tandis que le retour d’information est fourni par un projecteur placé
autour de son cou : il peut ainsi manipuler directement l’image qui est projetée devant
lui sur un support quelconque (mur, main, journal, etc.). Quelques techniques utilisent un
retour d’information sonore pour permettre une interaction non visuelle (eyes-free interac-
tion) : c’est le cas avec les mobiles Sony Ericsson où l’utilisateur peut secouer son dispositif
pour changer de chanson. Enfin quelques techniques proposent un retour haptique ou tac-
tile, comme dans [Linjama and Kaaresoja, 2004] où l’utilisateur sent une vibration lors de
la collision entre la balle virtuelle et le bord de l’écran. On trouve également Tilt and
Feel [Oakley et al., 2004] (Figure 2.40) qui propose un retour d’information vibrotactile.
Figure 2.40: Tilt and Feel
2.2.6 Contexte
Le contexte d’interaction est une dimension parallèle de cet espace. Elle n’a que très peu
été prise en compte dans les taxonomies précédentes. Le concepteur doit en eﬀet penser la
technique au travers du contexte. Cette notion de contexte d’interaction est souvent définie
selon trois critères [Calvary et al., 2002] : l’utilisateur, la plate-forme et l’environnement.
Dans le cas de l’interaction gestuelle sur dispositif mobile, l’utilisateur et la plate-forme sont
définis par l’interaction elle-même, la plate-forme étant un dispositif mobile et l’utilisateur
une personne pouvant utiliser un dispositif mobile. L’environnement par contre n’est pas
fixe puisque l’interaction se passe par définition dans un univers variable de par la mobilité
de l’utilisateur. Le contexte influence les facteurs de forme, d’amplitude et de durée des
gestes utilisables en situation de mobilité. Lorsque l’utilisateur se trouve dans une situation
de mobilité induisant un espace plus étroit, lorsqu’il est en présence d’autres personnes ou
d’éléments perturbateurs, lui sera-t-il toujours possible de réaliser le geste imaginé par le
concepteur d’interaction ? Un geste exigeant de l’amplitude, coûteux en concentration ou
chargé d’un contenu symbolique problématique peut en pratique s’avérer diﬃcilement utili-
sable en situation de mobilité comme le montre Rico [Rico and Brewster, 2010a].
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Espace d’interaction
L’utilisateur est contraint dans ses mouvements par son espace d’interaction.
De ce fait, l’amplitude des gestes qu’il peut eﬀectivement réaliser en est tribu-
taire [Rico and Brewster, 2010a]. En situation de mobilité, comme lors de l’utilisation d’un
téléphone dans les transports en commun, il ne pourra réaliser que des gestes discrets
de faible amplitude, comme dans [Wigdor and Balakrishnan, 2003] en inclinant simple-
ment le poignet vers la gauche ou la droite pour écrire un message. Il en va de même,
dans [Linjama and Kaaresoja, 2004], où l’utilisateur tape sur les côtés du mobile pour faire
bouger une balle virtuelle.
Niveau d’attention et altérations liées à l’usage
L’attention que peut consacrer l’utilisateur à la réalisation d’une interaction est généra-
lement altérée en situation de mobilité. Son attention est alors partagée entre l’interaction
avec l’application et l’environnement immédiat, qu’il s’agisse des personnes ou des divers
flux (comme les annonces de stations dans le bus, les publicités sonores ou visuelles, etc.).
La précision de l’interaction en sera nécessairement aﬀectée, ce qui nécessite alors l’usage de
gestes simples ne demandant pas trop d’attention. Francone présente bien cette idée dans
le papier sur le Wavelet Menu [Francone et al., 2010]. Il montre en eﬀet que l’utilisation de
son menu en situation de mobilité fait nettement chuter les performances des utilisateurs.
De plus, outre le niveau d’attention limité, d’autres éléments peuvent dégrader l’interaction
comme par exemple le fait que l’utilisateur ne puisse utiliser qu’une seule main, ou qu’il soit
soumis aux vibrations d’un véhicule, une situation fréquente en situation de mobilité.
Adaptation à l’utilisateur
Le retour d’information doit être adapté en conséquence en étant clair (non ambigu) et
facilement interprétable par l’utilisateur. L’interaction par secousses du lecteur de musique
Sony Ericsson W508 ou de l’iPhone pour passer à une nouvelle chanson constitue un bon
exemple. Le geste est simple, ne demande pas une grande précision et l’utilisateur peut le
réaliser sans regarder son dispositif mobile (eyes-free selection). On observera de surcroît
que l’information en retour est obtenue instantanément par l’utilisateur puisqu’il entend la
nouvelle chanson. Cependant cet exemple, qui montre bien la nécessité d’un geste et d’un
feedback simples, est aussi une bonne illustration des limitations des gestes ‘trop’ simples.
En eﬀet il est fréquent de changer de chanson sans le vouloir alors que le dispositif est rangé
dans une poche et que l’on se déplace. Cet exemple est mis en évidence dans le travail de
Williamson [Wiliamson et al., 2011] qui explique que dans un contexte réel la manière même
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de marcher d’un utilisateur a un impact significatif sur les seuils de détection des gestes.
Acceptation sociale
Enfin l’environnement social dans lequel l’utilisateur interagit impose des codes et
des règles. La signification d’un geste peut être perçue diﬀéremment selon les indi-
vidus. On sait notamment que certains gestes sont compris diﬀéremment selon les
cultures [Rehm et al., 2008]. Par exemple, secouer sa main devant son visage n’a aucun
sens en France alors que ce geste exprime une forme de moquerie pour les Allemands.
En raison du facteur de forme ou d’amplitude, des gestes potentiellement intéressants du
point de vue de l’interaction en situation de mobilité peuvent être perçus par l’entourage
immédiat de l’utilisateur comme inappropriés, voire ridicules. Les gestes susceptibles de
servir en IHM doivent être conçus de manière à ne jamais mettre l’utilisateur ou les per-
sonnes qui l’entourent dans une situation embarrassante, ce que développe Rico dans son
article [Rico and Brewster, 2010a]. En eﬀet les gestes que les utilisateurs sont susceptibles
de réaliser dans l’environnement restreint du foyer, par exemple en utilisant un Kinect ou
une Wiimote, ne sont plus acceptables lorsqu’ils se trouvent dans une situation incluant une
population d’inconnus (par exemple dans la rue).
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2.3 Conclusion
Dans ce chapitre nous avons présenté un espace de classification pour l’interaction ges-
tuelle physique sur dispositifs mobiles. Cet espace est constitué de six dimensions :
– Le type de Capteur
– Le type de Mouvement
– Le type de Mapping
– Le type de Contrôle
– Le type de Retour d’information
– Le Contexte.
Ces dimensions permettent de traiter l’interaction gestuelle selon plusieurs aspects :
technologie, cinématique, signification et contexte. Nous pouvons ainsi classer les diﬀérentes
techniques citées dans ce chapitre dans un tableau à quatre dimensions (Figure 2.41). En
eﬀet notre tableau ne prend pas en compte le retour d’information puisque la très grande
majorité des techniques (>90%) ont un retour visuel, ni le contexte qui est une dimension
parallèle. Le fait que la majorité des techniques d’interaction gestuelle utilisent un retour
visuel vient du fait que ce type de retour oﬀre généralement de meilleures performances,
comme le montrent plusieurs études [Dearman et al., 2010, Ramos et al., 2004].
Comme on peut le voir sur le tableau certaines zones restent inexplorées. Il faut cepen-
dant utiliser le mot ‘inexploré’ avec précaution car il n’est généralement pas possible de
savoir si une zone a été explorée sans succès. Le système de publication actuel favorisant la
soumission de résultats positifs, il est assez rare de voir publiés des résultats montrant qu’il
ne faut pas aller dans une certaine voie. Il est donc parfois diﬃcile de juger des raisons de
l’absence de techniques dans certaines parties du tableau. Cependant les parties remplies
nous apportent de l’information. On remarquera notamment que l’interaction gestuelle est
souvent réalisée avec des mouvements fluides, surement en raison de l’analogie directe que
l’on trouve avec la manipulation des objets du quotidien. Ensuite, on peut remarquer que
le lien entre les gestes réalisés et l’objet que l’on manipule est souvent fort, que ce soit par
le biais d’une métaphore ou d’une interaction directe. On pourra également remarquer que
de par leur nature les gestes utilisant un mapping symbolique se prêtent diﬃcilement à un
contrôle continu de l’interaction.
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Figure 2.41: Tableau de classification des techniques de la litterature.
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Liste des travaux représentés dans la Figure 2.41.
1.[Roudaut et al., 2009a], 2.[Ballagas, 2006], 3.[Bartlett, 2000], 4.[Fekete et al., 2009],
5.[Ferscha et al., 2008], 6.[Francone et al., 2010], 7.[Francone and Nigay, 2011],
8.[Hachet et al., 2005], 9.[Haro et al., 2005], 10.[Harrison and Hudson, 2009],
11.[Hinckley, 2003], 12.[Hinckley et al., 2000],13.[Kauppila et al., 2008],
14.[Kurtenbach and Buxton, 1991b], 15.[Ladetto and Merminod, 2002],
16.[Linjama and Kaaresoja, 2004], 17.[Lü and Li, 2011], 18.[Malacria et al., 2010a],
19.[Mistry et al., 2009], 20.[Nancel et al., 2011], 21.[Oakley and Park, 2007],
22.[Olwal et al., 2008], 23.[Pering et al., 2007], 24.[Pook et al., 2000b],
25.[Rehm et al., 2008], 26.[Rekimoto, 1996], 27.[Roudaut et al., 2009b],
28.[Wigdor and Balakrishnan, 2003] ; T :TimeTilt, J :JerkTilt, F :Flick-and-Brake.
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3.1 Introduction
Si l’on demande aujourd’hui à quelqu’un de faire défiler une page web sur un smartphone,
il est probable que cette personne pose son doigt sur l’écran tactile et eﬀectue un geste de
lancer (Flick) pour se déplacer dans la page. Ce qui a fait le succès de cette technique d’in-
teraction, c’est l’analogie évidente avec le monde réel qu’elle propose. Les gestes comme le
Flick ont été introduits sur les surfaces interactives pour contourner les limitations de ces
dernières. Du fait de la place qu’elle occupe, une barre de défilement n’est pas appropriée
pour naviguer dans une liste sur l’écran d’un dispositif de petite taille comme un smart-
phone. De même, l’habituelle molette de la souris n’est en général pas disponible sur une
surface interactive. Il a donc fallu recourir à de nouvelles façons d’interagir. Il est de plus
souhaitable que ces techniques aient une aﬀordance suﬃsante pour que l’utilisateur fasse
abstraction des interactions indirectes qu’il connait déjà. Le Flick possède cette propriété :
l’utilisateur sait ce qu’il doit faire pour déplacer ou faire défiler un document (Figure 3.25)
dès la première utilisation.
(a) L’utilisateur pose son doigt
sur l’écran et le déplace vers le
haut
(b) La liste défile vers le haut (c) La liste défile automatique-
ment vers le haut au levé du
doigt
Figure 3.1: Le geste de Flick et le défilement (la flèche bleue représente le mouvement du
doigt et la flèche noire celui de la liste).
3.1.1 Le Flick
Le geste de Flick consiste en un mouvement dans une direction permettant à l’utilisa-
teur d’activer le défilement d’un document (liste, image, etc) ou le déplacement d’un objet.
Initialement développée pour déplacer des objets sur de grandes surfaces comme les tables
interactives, cette technique s’est montrée particulièrement eﬃcace pour le défilement de
listes sur les petits écrans des smartphones. Elle est aujourd’hui présente dans la quasi inté-
gralité des interfaces pour téléphones mobiles, généralement sous le nom de Kinetic scrolling.
Cette technique particulièrement appréciée par les utilisateurs apparaît même maintenant
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sur les trackpads 1 et les souris 2 de fabrication récente. Cette popularité nous a conduit à
nous intéresser plus précisément à cette technique, avec pour objectif d’améliorer la naviga-
tion dans les interfaces mobiles.
Après une revue de l’état de l’art, nous présentons une description détaillée du Flick.
Nous décrivons l’anatomie d’un geste de Flick et présentons ensuite les aspects de cette
technique que nous avons étudiés plus particulièrement ainsi que trois nouvelles techniques
d’interaction que nous avons développées dans ce contexte : le Flick-and-Brake, le Semantic
Flicking et le LongFlick.
État de l’art
Shuﬄe, Throw or Take It ! a introduit l’idée de lancer un objet sur une
table [Geissler, 1998] pour permettre à plusieurs utilisateurs de s’envoyer des objets sur
un mur interactif. Le geste à eﬀectuer est un mouvement d’aller-retour semblable a celui
que fait un utilisateur lorsqu’il prend de l’élan pour faire glisser un objet sur une surface.
La vitesse du déplacement est fonction du rapport de longueur entre le mouvement aller
et le mouvement retour et ne correspond donc pas à la vitesse au moment du relâche-
ment (comme c’est le cas avec la plupart des implementations actuelles du flick). L’article
n’explique pas si une action explicite d’un utilisateur est nécessaire pour qu’il interrompre
le déplacement de l’objet ou si un coeﬃcient de friction est appliqué. Wu et Balakrish-
nan [Wu and Balakrishnan, 2003] ont ensuite proposé d’utiliser un geste de lancer pour que
plusieurs utilisateurs autour d’une table interactive puissent s’envoyer des objets depuis et
vers leurs espaces privés respectifs (Figure 3.2). Pour ce faire, l’utilisateur doit déplacer
l’objet en suivant une trajectoire vers l’espace privé du destinataire. L’objet lui est envoyé
si la vitesse du mouvement au relâchement est supérieure à un certain seuil.
Figure 3.2: Gestes de Flick pour lancer et attraper un objet sur une table interactive.
SuperFlick augmente la rapidité et la précision d’un lancer d’objet sur une table interac-
tive [Reetz et al., 2006]. Par défaut, un objet lancé sur la table avec SuperFlick déplace un
1. Apple Magic Trackpad : http://www.apple.com/fr/magictrackpad/
2. Apple Magic Mouse : http://www.apple.com/fr/magicmouse/
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objet dans la direction du mouvement et applique un coeﬃcient de friction de telle manière
que sa vitesse de déplacement se réduise progressivement. Le système est donc capable de
pré-calculer la position d’arrêt de l’objet lancé. Un “avatar” de l’objet est aﬃché en trans-
parence dès que l’animation de déplacement de l’objet démarre. Si l’utilisateur souhaite
accélérer et/ou corriger son déplacement, il peut reposer son stylet sur la table interactive
pour déplacer cet avatar, ce qui a pour eﬀet de déplacer immédiatement l’objet à la fin de sa
trajectoire. De plus, l’utilisateur peut également corriger la position d’arrivée en eﬀectuant
un drag traditionnel (Figure 3.3).
Figure 3.3: Les diﬀérentes étapes de SuperFlick. L’utilisateur lance d’abord l’objet puis
peut eﬀectuer un drag d’ajustement depuis la position d’arrivée.
Figure 3.4: Les diﬀérents mapping de Multi-Flick entre la vitesse du Flick et la vitesse
de défilement du document. a) La vitesse du flick s’additionne ou se soustrait à la vitesse
courante. b) La vitesse d’un Flick définit la vitesse de défilement quelle que soit la vitesse
courante. Le défilement continue jusqu’à ce que le geste soit terminé. c) Une friction est
appliquée à la vitesse de défilement. d) Comme pour b) mais le début du geste de Flick
arrête le défilement.
Multi-Flick introduit un espace de conception et évalue des techniques de défile-
ment de listes à l’aide de techniques qui s’appuient sur des séries de Flicks consécu-
tifs [Aliakseyeu et al., 2008]. Par exemple, une des techniques proposées additionne la vitesse
(Figure 3.4 a)) de chaque nouveau geste de Flick eﬀectué par l’utilisateur à la vitesse de
défilement courante de la liste. Si cette vitesse est négative (c’est-à-dire inverse au sens de
défilement de la liste) la vitesse de défilement du document est d’autant ralentie. Il n’y a
pas de défilement pendant le geste de Flick mais seulement une fois le geste fini avec cette
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technique. Par ailleurs, à l’instar de Reetz et al., il est intéressant de remarquer que la ma-
jorité des travaux existant s’est intéressée au défilement mais pas ou peu aux techniques qui
pourraient aider à contrôler la progression et l’arrêt du défilement.
Anatomie du Flick
La description de cette interaction se réduit souvent à considérer la variation de la vi-
tesse de déplacement. Nous en donnons ici une description plus complète en présentant les
diﬀérentes étapes qui composent le geste du Flick.
Amorce. Le Flick commence toujours par un déplacement : l’utilisateur déplace son doigt
sur l’écran avant de le relâcher, avec une certaine vitesse. Cette étape est souvent simple-
ment considérée comme un pan (déplacement direct du document) et parfois même ignorée
(par exemple dans MultiFlick [Aliakseyeu et al., 2008]). Pourtant, la forme, la longueur, la
direction, etc. de ce mouvement peuvent être prises en considération dans l’analyse du Flick.
Nous présenterons plusieurs directions possibles concernant l’utilisation de ces paramètres
dans la section consacrée à LongFlick.
Figure 3.5: Amorce du Flick.
Relâchement. Cette étape est explicitement prise en compte dans les travaux antérieurs.
La vitesse de déplacement est mesurée à ce moment afin de permettre le calcul de la vi-
tesse du défilement automatique qui s’ensuivra. Le calcul de cette vitesse diﬀère selon les
techniques : sont utilisés par exemple, la moyenne de la vitesse durant l’intégralité ou sur
les derniers points du geste, ou encore le rapport entre deux distances d’un geste d’aller-
retour [Geissler, 1998].
Figure 3.6: Relâchement du Flick.
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Défilement automatique. A la suite d’un geste de Flick, le défilement se poursuit en
évoluant au cours du temps sans intervention de l’utilisateur. Il peut être constant et ne
s’arrêter que si l’utilisateur le demande explicitement ; ou encore, comme c’est généralement
le cas dans les produits commerciaux actuels (iPhone, HTC, Samsung, etc), varier au cours
du temps en ralentissant jusqu’à atteindre une vitesse nulle, ceci simulant l’eﬀet d’une fric-
tion au cours du défilement. Le coeﬃcient de friction peut diﬀérer selon les systèmes et les
applications comme nous le verrons plus bas.
Figure 3.7: Défilement automatique du Flick.
Arrêt. L’arrêt du défilement est soit automatique (comme vu précédemment), soit provo-
qué par l’utilisateur lorsqu’il pose son doigt sur l’écran. La plupart des travaux précédents
exploite l’appui sur l’écran comme une fonction binaire : le défilement s’arrête complètement
dès que l’utilisateur touche l’écran.
(a) Arrêt de l’utilisateur (b) Arrêt automatique
Figure 3.8: Diﬀérents types d’arrêts du Flick
Améliorations
Nous nous sommes plus particulièrement intéressés aux possibles améliorations des
étapes les moins étudiées dans la littérature : l’amorce, le défilement automatique et l’arrêt.
Nous donnons ici un bref résumé des trois techniques que nous avons proposées avant de
les présenter plus précisément dans les sections suivantes. On trouvera en Annexe 5.3.3 le
schéma présentant le module Flick Animator que nous avons réalisé pour ces techniques.
Flick & Brake. Cette première technique concerne les deux dernières
étapes du Flick. Elle vise en eﬀet à améliorer le défilement automatique
et l’arrêt du Flick en utilisant la pseudo-pression de l’écran tactile. Cette
technique propose deux modes d’interaction qui permettent à l’utilisateur
3.1. INTRODUCTION 63
de contrôler le défilement automatique en fonction de la pression qu’il exerce sur l’écran.
De plus, cette technique complète la métaphore qui a fait le succès du Flick (le lancer avec
friction) en prenant en compte la “friction” exercée par le doigt en contact avec le disposi-
tif. Pour permettre un défilement suﬃsant le Flick nécessite que l’utilisateur entretienne le
mouvement en répétant le geste mais ne requiert pas d’action explicite pour l’arrêter. Inver-
sement, Flick-and-Brake ne nécessite pas d’entretien du mouvement par l’utilisateur mais
requiert une action pour stopper le défilement. Cette technique a fait l’objet d’un article à
CHI EA 2011.
Semantic Flicking. Cette seconde technique porte sur le contrôle de la
vitesse et trajectoire de défilement automatique d’un document en fonction
de la sémantique des parties qui le composent. Le Semantic Flicking, uti-
lise la pertinence du contenu pour moduler la vitesse et la trajectoire lors
du défilement. Cette technique a fait l’objet d’une collaboration avec les chercheurs d’Al-
catel Lucent Bell Labs pour définir de manière automatique les passages pertinents dans
des documents textuels. Ce travail a donné lieu à un dépôt de brevet et a fait l’objet d’une
démonstration aux Open Days 2011 d’Alcatel Lucent.
Long Flick. Cette dernière technique a pour objet l’amorce du mouve-
ment de Flick. Nous présenterons les propriétés de cette étape et explique-
rons comment on peut les exploiter pour moduler le défilement et la distance
parcourue. Cette technique permet d’atteindre facilement une partie don-
née d’une liste en ne réalisant qu’un seul geste. Elle permet également de parcourir à vitesse
constante une distance définie par l’utilisateur.
64 CHAPITRE 3. MOUVEMENTS SUR LE DISPOSITIF
3.2 Flick-and-Brake
3.2.1 Contexte
Comme indiqué dans l’introduction, le succès du Flick vient sans doute du fait qu’il
repose sur une métaphore simple. Les implémentations actuelles simulent de l’inertie et de
la dissipation d’énergie via un coeﬃcient de friction qui permet à la liste de s’arrêter d’elle-
même, sans action de l’utilisateur. Ce dernier peut néanmoins interrompre le défilement de
son propre chef en touchant la liste pendant le défilement.
L’utilisateur dispose cependant dans le monde réel de davantage de contrôle sur le dé-
filement que dans la métaphore usuellement employée. Par exemple, lorsqu’un utilisateur
manipule un globe terrestre (Figure 3.9) il peut non seulement amorcer un mouvement de
rotation mais également ralentir la rotation en appliquant une pression avec son doigt sur la
surface du globe. La métaphore actuellement implémentée dans les techniques de Flick est
donc incomplète. Dans ce chapitre, nous proposons de la compléter en permettant à l’utili-
sateur de contrôler le coeﬃcient de friction appliqué au défilement en exploitant le niveau
de pression sur la surface interactive.
Figure 3.9: Globe terrestre
Après un aperçu de l’état de l’art, nous présentons le concept de Flick-and-Brake et deux
implémentations alternatives de ce principe. Nous présentons ensuite un automate fini qui
introduit la pression du doigt comme un paramètre continu permettant de contrôler le co-
eﬃcient de friction appliqué au défilement. Cet automate permet de décrire nos techniques
ainsi que les techniques de Flick habituelles. Ensuite nous présentons diﬀérents feedbacks
étudiés. Enfin, nous décrivons les résultats d’une étude qui a été conduite pour comparer
nos techniques au Flick standard.
Bien que les études de ce chapitre aient été menées sur dispositif mobile, il est intéressant
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de signaler que le concept de Flick-and-Brake peut en fait être étendu à n’importe quelle
surface interactive capable d’identifier une valeur de pression. Initialement développée pour
un HTC Hero (smartphone ayant servi pour l’expérimentation), cette technique fonctionne
également sur tous les téléphones sous Android détectant la pseudo-pression (notamment
sur le HTC Desire, Nexus One). Ce travail a été réalisé en collaboration avec Sylvain Mala-
cria alors doctorant à Télécom ParisTech.
État de l’art. Quelques techniques d’interaction exploitant la pression ont déjà été pro-
posées dans des études antérieures. Par exemple, diﬀérents niveaux de pression sont utilisés
dans PressureText [McCallum et al., 2009] comme alternative au multi-tap pour saisir du
texte sur un clavier physique de dispositif mobile à 12 touches. Chaque touche est augmentée
d’un capteur de pression et associe un caractère à un intervalle de pression donné. Brewster
et al. [Brewster and Hughes, 2009] proposent également d’utiliser la pression pour simplifier
la saisie de majuscules sur un clavier logiciel de dispositif mobile : un léger contact (respec-
tivement fort) avec une touche insère une lettre minuscule (majuscule) dans le texte. Les
PressureWidgets [Ramos and Balakrishnan, 2007] sont diﬀérents types de composant gra-
phique qui exploitent la pression de la mine d’un stylet. Notamment, le Pressure Marking
Menu augmente le nombre d’éléments disponibles en largeur dans un Marking menu. Il asso-
cie pour cela trois éléments diﬀérents à un même tracé en fonction de la diﬀérence de pression
entre le premier point et le dernier point du tracé. GraspZoom [Miyaki and Rekimoto, 2009]
propose d’utiliser la pression pour permettre à l’utilisateur de contrôler la vitesse de défi-
lement sur une liste : la cible commence à défiler vers le haut (respectivement vers le bas)
dès qu’un seuil de pression est dépassé sur la partie haute (respectivement basse) de l’écran.
Enfin, Zoofing ! [Quinn and Cockburn, 2009] utilise la pression d’un stylet pour zoomer sur
une liste jusqu’à atteindre un niveau de zoom satisfaisant. L’utilisateur peut ensuite navi-
guer dans la liste avec du défilement conventionnel (et notamment du Flick). L’aﬃchage
revient au niveau de zoom minimal après 3 secondes d’inactivité de l’utilisateur.
3.2.2 Concept général
Nous avons vu en introduction que les techniques de Flick habituelles appliquent un
coeﬃcient de friction qui ralentit la vitesse de défilement jusqu’à l’arrêter. La décélération
est dans ce cas uniquement contrôlée par le système et l’utilisateur ne peut pas la contrô-
ler autrement qu’en touchant l’écran pour arrêter le défilement. De plus, cette décélération
contrôlée par le système arrête automatiquement le défilement au bout d’un certain temps.
Par conséquent, l’utilisateur doit eﬀectuer plusieurs gestes de lancer et donc interrompre
puis reprendre à plusieurs reprises son contact avec l’écran (clutching) s’il veut parcourir
une distance importante. Le concept Flick-and-Brake oﬀre à l’utilisateur la possibilité de
contrôler cette décélération en lui permettant de freiner (brake) en appuyant plus ou moins
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fort sur l’écran (Figure 3.10). Comme dans le monde physique, la décélération est propor-
tionnelle à la pression appliquée. Le défilement automatique est quant à lui entretenu par
le système : sans action explicite de l’utilisateur, le défilement ne s’arrête que lorsqu’une
des extrémités de la liste est atteinte. Nous présentons dans cette section deux variantes de
Flick-and-Brake qui reposent sur deux métaphores diﬀérentes.
Figure 3.10: Le concept général de Flick-and-Brake : l’utilisateur lance le défilement avec
un Flick puis en contrôle le freinage en modulant la pression de son doigt sur l’écran.
Métaphore du mouvement inertiel
Cette variante repose sur la métaphore d’une roue sans frottement dont le mouvement
une fois activé continuerait indéfiniment sans une action explicite de l’utilisateur pour l’in-
terrompre. L’utilisateur doit alors freiner pour contrôler la vitesse en pressant son doigt plus
ou moins fort sur l’écran. Si l’utilisateur pose légèrement son doigt sur la surface et maintient
un niveau de pression constant, la vitesse de défilement décroît progressivement selon un
coeﬃcient de friction constant jusqu’à devenir nulle et que le défilement s’arrête. Plus l’utili-
sateur appuie fort plus le coeﬃcient de friction est élevé. Il s’agit donc d’un contrôle d’ordre
2 puisque la pression du doigt contrôle le coeﬃcient de décélération appliqué au système.
De fait, une faible pression appliquée suﬃsamment longtemps aura pour eﬀet d’arrêter tota-
lement le défilement (Figure 3.11). Si l’utilisateur réalise un drag ou appuie suﬃsamment
fort (i.e dépasse un certain seuil) le défilement est interrompu. S’il le souhaite l’utilisateur
peut aussi réduire la vitesse jusqu’à la valeur voulue et laisser ensuite défiler sans toucher
l’écran. Cette technique permet donc à l’utilisateur de réduire facilement la vitesse. Cepen-
dant elle ne permet pas de l’augmenter (à moins de recourir à un nouveau geste de Flick),
ce qui constitue sa principale limitation.
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Figure 3.11: Comportement de la technique Flick-and-Brake avec la métaphore du mou-
vement inertiel.
Métaphore du mouvement entretenu
La seconde variante repose également sur la métaphore d’une roue sans frottement mais
cette fois entretenue par un moteur qui s’oppose à la friction du doigt (Figure 3.12). Comme
précédemment la pression du doigt permet de faire diminuer la vitesse de défilement, mais
il s’agit ici d’un contrôle d’ordre 1 : tant que le doigt est en contact avec la roue, la vi-
tesse de défilement est inversement proportionnelle à la pression. Relâcher le doigt ramène
la vitesse de défilement à la valeur initiale amorcée par le geste de Flick. Cependant, afin
que l’utilisateur puisse arrêter le défilement simplement, la vitesse de défilement devient
nulle (et ne reprend donc pas sa valeur initiale) si l’utilisateur appuie suﬃsamment fort ou
réalise un drag. Cette métaphore, proche de celle d’une voiture avec frein et accélérateur,
est utilisée très naturellement par les utilisateurs, comme nous le verrons par la suite dans
l’expérience. Elle a en eﬀet le précieux avantage de permettre à l’utilisateur de ralentir mais
aussi d’accélérer le défilement. En contrepartie, contrairement à la méthode précédente, elle
oblige l’utilisateur à garder son doigt sur l’écran s’il souhaite maintenir le défilement à une
vitesse inférieure à la vitesse initiale.
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Figure 3.12: Métaphore du mouvement entretenu.
Automate fini générique
Flick-and-Brake oﬀre une nouvelle possibilité de contrôle à l’utilisateur en utilisant la
pression comme un paramètre continu. De fait, les techniques reposant sur ce concept
peuvent être vues comme une extension des techniques de Flick standard. Nous propo-
sons un automate fini (Figure 3.13) permettant de décrire l’ensemble de ces techniques.
Cet automate introduit la pression du doigt comme paramètre. Le modèle se compose
de quatre états : Arrêté, Touché, Défilement automatique et Défilement manuel. Les deux
instances décrites ci-dessus ainsi que les techniques de Flick standard peuvent être décrites
à l’aide de ces quatre états, avec des conditions d’arrêt diﬀérentes. Le Flick standard ex-
ploite la pression de manière binaire et interrompt immédiatement le défilement quand le
doigt entre en contact avec l’écran. À l’inverse, les techniques Flick-and-Brake considèrent
la pression comme un paramètre continu que contrôle l’utilisateur (variable comprise entre
0 et 1).
Le Flick standard (FS) se décrit de la manière suivante : au départ (état Arrêté), la
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Figure 3.13: Automate fini générique permettant de décrire les techniques Flick-and-Brake
et les techniques de Flick habituelles
vitesse de défilement est nulle. L’utilisateur touche l’écran (état Touché) pour commencer
à faire défiler la liste en déplaçant son doigt sur la surface (état Défilement manuel) puis
soulève son doigt de la surface de l’écran (état Défilement automatique). La liste continue à
défiler à la vitesse du mouvement correspondant à la vitesse du tracé lorsque le doigt a quitté
l’écran. Un coeﬃcient de friction appliqué par le système fait diminuer progressivement la
vitesse de défilement jusqu’à zéro (retour à l’état Arrêté).
La fonction de mise à jour à l’état Défilement automatique modifie la vitesse quand la
liste défile et que le doigt n’est pas en contact avec l’écran. Dans la plupart des implémen-
tations actuelles, cette fonction multiplie la vitesse courante par un coeﬃcient k, k ∈ [0,1] 3.
Avec une valeur de k = 1, la vitesse est constante et ne diminue pas tandis qu’avec une
valeur de k = 0 le défilement s’arrête immédiatement (cas du Pan sans inertie). Les valeurs
intermédiaires de k permettent de simuler un coeﬃcient de friction plus ou moins important.
Le système retourne dans l’état Arrêté si la vitesse devient nulle, et dans l’état Touché si
l’utilisateur touche l’écran.
La fonction de mise à jour à l’état Touché modifie la vitesse quand l’utilisateur touche
l’écran avec le doigt sans le déplacer sur sa surface. Dans le cas du Flick standard, la pression
appliquée par le doigt sur l’écran est considérée de manière binaire et annule immédiate-
ment la vitesse de défilement dès la première itération de la mise à jour. Avec les techniques
3. Selon la norme ISO 31-11 (http://en.wikipedia.org/wiki/ISO_31-11) : [0,1] représente l’intervalle
fermé dans R entre 0 et 1 inclus. {0,1} représente l’ensemble constitué des deux éléments 0 et 1.
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Flick-and-Brake (F&B), la pression est exploitée de manière continue pour permettre à l’uti-
lisateur de contrôler la décélération : plus l’utilisateur appuie fort, plus la vitesse décroît.
La vitesse est mise à jour à chaque itération. Ainsi si Vn est la vitesse à l’itération n et p la
pression :
Vn = Vn−1 ∗ (1− p), p ∈ {0,1} Flick Standard
Vn = Vn−1 ∗ (1− p), p ∈ [0,1] F&B inertiel
Vn = V0 ∗ (1− p), p ∈ [0,1] F&B entretenu
Utilisation de la pseudo-pression
Les techniques Flick-and-Brake reposent sur l’utilisation d’un paramètre de pression mais
les smartphones actuels ne disposent pas d’un tel capteur. Certains d’entre-eux renvoient
cependant une valeur de pseudo-pression (que nous notons pp) comprise entre 0 et 1 et pro-
portionnelle à la surface de contact entre le doigt de l’utilisateur et l’écran du smartphone.
Des études préliminaires [Essl et al., 2010] suggèrent que cette valeur de pseudo-pression
est suﬃsamment fiable pour que l’utilisateur puisse contrôler la valeur en modulant la sur-
face en contact avec l’écran. La surface de contact dépendant de la taille et de la forme du
doigt, elle varie donc en fonction de l’utilisateur. Nos techniques d’interactions eﬀectuent
une étape de calibration en soustrayant la valeur initiale de pseudo-pression pp0 (obtenue
quand le doigt de l’utilisateur entre en contact avec l’écran) à la valeur de pseudo pression
courante ppi. Une étude préliminaire nous a confirmé que cette valeur varie de manière non
linéaire, ce qui n’est pas surprenant puisque la valeur de pp dépend de la surface de contact.
Nous utilisons donc une fonction quadratique pour estimer p à partir de pp. Au final, nous
obtenons donc la valeur de p comme suit : p = (ppi − pp0)2
Notons que l’utilisation de Flick-and-Brake serait bien sûr possible (et probablement
avec un niveau de contrôle plus fin) avec un véritable capteur de pression.
Feedback visuel
Plusieurs travaux concernant la pression [Shi et al., 2008, McCallum et al., 2009,
Cechanowicz et al., 2007], montrent que le contrôle est plus facile (et plus précis) à l’ap-
pui qu’au relâchement, ceci étant lié aux capteurs de pression, qui ne sont généralement
pas mécaniques. Dans le cas de la pseudo-pression, et donc de notre propre système, nous
retrouvons les mêmes limitations. Afin d’améliorer le contrôle de cette pression, comme le
suggère [Ramos et al., 2004], nous avons rajouté un retour visuel à notre système.
Nous présentons tout d’abord les diﬀérents types de retour visuel envisagés puis celui
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que nous avons retenu et implémenté en tenant compte des avis d’utilisateurs questionnés
de manière informelle avant de développer le dispositif d’expérimentation. Dans tous les
cas le retour visuel n’apparaît qu’au contact du doigt sur l’écran lors du freinage et il est
semi-transparent afin de ne pas cacher complètement les items de la liste manipulée.
(a) Feedback en forme de
cercle avec une pression
moyenne
(b) Feedback elliptique avec
une grande vitesse et une
pression moyenne
(c) Feedback elliptique avec
une faible vitesse et une forte
pression
(d) Feedback avec trainée
avec une faible vitesse, une
forte pression et un défile-
ment vers le bas de la liste
(e) Feedback avec trainée
avec une forte vitesse, une
forte pression et un défile-
ment vers le bas de la liste
Figure 3.14: Diﬀérents types de retour visuel pour Flick-and-brake
Nous avons proposé aux utilisateurs trois types de feedback, que nous présentons ici du
plus simple (celui véhiculant le moins d’information) au plus complet :
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– Le défilement de la liste donnant déjà une indication sur la vitesse et le sens de dé-
filement, le premier feedback aﬃche seulement un cercle dont le diamètre représente
la pression exercée par le doigt. Le cercle est situé sous le doigt de l’utilisateur (Fi-
gure 3.14 (a)).
– Le deuxième feedback consiste en une ellipse, qui est également située sous le doigt.
Cette ellipse possède deux rayons que nous noterons Rx pour le rayon selon l’axe
x de l’écran et Ry selon l’axe y. La taille de Rx varie en fonction de la pression :
plus la pression augmente plus Rx est grand (Figure 3.14 (c)). Similairement Ry
varie selon la vitesse de telle sorte que plus elle augmente plus le rayon Ry est grand
(Figure 3.14 (b)).
– Le dernier feedback tente de retranscrire tous les paramètres de défilement à la fois :
vitesse, sens et pression. Il représente une trainée dont la longeur determine la vitesse,
l’épaisseur, la pression et le sens de défilement (Figure 3.14 (d), Figure 3.14 (e)).
De plus ce feedback utilise la métaphore de la ‘trace’ de freinage que laisserait le doigt
sur l’écran, à la manière de l’eﬀet produit par un pneu sur une route.
Le dernier type de feedback (la trainée) a finalement été choisi. Bien qu’ayant l’incon-
vénient d’être occulté par le doigt lors du défilement vers le haut de la liste, il a été plus
apprécié par les utilisateurs lors des tests préliminaires. Il comporte l’avantage d’appor-
ter plusieurs informations à la fois et de ne pas empêcher la lecture de la liste pendant le
freinage. De plus, de par son lien avec des éléments du réel bien connus (i.e. l’aspect mé-
taphorique de la trace), ce feedback renforce la métaphore du freinage qui est au centre de
Flick-and-Brake. Ceci permet sans doute aux utilisateurs de mieux s’approprier la technique
et de comprendre naturellement qu’ils sont en train de freiner le défilement.
3.2.3 Évaluation
Nous avons procédé à une expérience dont le but était d’évaluer l’eﬃcacité d’une décé-
lération contrôlée par l’utilisateur, relativement à une décélération contrôlée par le système,
dans une tâche ou l’utilisateur devait atteindre une chanson dans une liste ordonnée alpha-
bétiquement. Nous avons délibérément choisi une tâche courante de la vie réelle, à savoir de
choisir successivement plusieurs chansons pour composer une liste de lecture sur un dispo-
sitif mobile. Nous avons mesuré la vitesse et la précision ainsi que le nombre de gestes de
Flicks eﬀectués ainsi que les préférences subjectives des participants.
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Méthode
Matériel. Nous avons utilisé un smartphone HTC Hero sous le système d’exploitation
Android 2.1. Ce dispositif est équipé d’un écran capacitif de 3,5 pouces de diagonale et d’un
aﬃchage de résolution 320 x 480 pixels. Il permet aussi de détecter la pseudo-pression.
Tâche. Chaque élément de la liste correspond à une chanson et occupe un rectangle de 50
pixels de haut, ce qui permet d’aﬃcher 8,5 chansons par écran. Le nom de la cible est aﬃché
dans une zone fixe située en haut de l’écran. Une sélection est validée quand le système est
dans l’état Arrêté et qu’au moins la moitié de l’élément cible est située à l’intérieur d’un
rectangle fixe de 50 pixels de haut placé au milieu de l’écran (Figure 3.15). Le stimulus
en haut de l’écran est alors modifié et l’utilisateur peut parcourir la liste pour atteindre la
nouvelle cible, qui se situe à une distance relative de 25, 75, 150 ou 250 éléments, dans une
des deux directions (haut ou bas). Le stimulus ne changeant qu’une fois la cible sélectionnée,
il s’agit d’une tâche sans erreur possible, le temps de réalisation donnant ainsi une mesure
globale de performance tenant compte à la fois de la vitesse et de la précision.
Les participants devaient tenir le dispositif mobile avec une seule main et utiliser leur
pouce pour interagir. La distance de la nouvelle cible et la direction ont été tirées au hasard
sans remise dans l’urne, chaque combinaison étant présente exactement une fois par série (8
cibles par série). Chaque série utilisait une liste de chansons diﬀérente pour éviter les eﬀets
d’apprentissage.
Figure 3.15: Dispositif et interface d’expérimentation.
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Techniques. Nous avons comparé trois techniques : le Flick standard (SF) et les tech-
niques de Flick-and-Brake (F&B) inertiel et entretenu. La vitesse de défilement dans l’état
Défilement automatique était limitée pour chaque technique à 2100 pixels par seconde comme
suggéré dans [Andersen, 2005]. L’ordre de présentation des techniques était balancé suivant
un carré latin.
Procédure. Douze participants adultes (4 femmes et 8 hommes) ont suivi 2 séries d’en-
trainements avant de procéder à 4 séries d’expérimentations. Chaque participant a donc
sélectionné 96 cibles : 3 techniques ∗ 4 distances ∗ 2 directions ∗ 4 series (within-subject
design).
Après l’expérience, les participants étaient invités à trier les techniques par ordre de
préférence et à les évaluer selon quatre critères (rapidité, précision, agrément et simplicité)
sur une échelle de Likert à 5 niveaux.
Résultats
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Figure 3.16: Temps moyens de sélection par technique et par distance cible.
Temps de sélection de cible. La Figure 3.16 montre les temps moyens de sélection
par technique et par distance de cible. Une analyse de variance sur les temps de sélection a
montré que la technique Flick-and-Brake entretenu était significativement plus rapide que
les deux autres techniques : Flick standard (t-test de Student : t11 = 1.84, p = 0.046) et
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Flick-and-Brake inertiel (t11 = 2.99, p = 0.006). L’eﬀet est cependant relativement petit
(F2,22 = 4,70,p < 0,02, Tableau 3.1), ceci probablement en raison de la borne maximale
sur la vitesse de défilement automatique (de 2100 pixels par seconde). En revanche Flick-
and-Brake inertiel n’est pas significativement plus rapide ou plus lent que le Flick standard
(t11 = 1.18, p = 0.131).
Temps Moyens
Flick standard 14,99s
Flick-and-Brake inertiel 15,57s
Flick-and-Brake entretenu 13,99s
Tableau 3.1: Temps moyens en seconde par technique.
Nombre de gestes de Flick par sélection de cible. Les participants ont eﬀectué
beaucoup moins de gestes de Flick avec les deux techniques Flick-and-Brake qu’avec le Flick
standard. Le nombre moyen de Flicks par sélection est représenté sur la Figure 3.17. Une
diﬀérence significative est observée sur les techniques (F2,22 > 72.61, p < 0,001) avec un
eﬀet important. Des tests post-hoc ont confirmé que les deux techniques Flick-and-Brake
nécessitaient moins de gestes de Flick que le Flick standard pour toutes les distances sauf
la moins grande.
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Figure 3.17: Nombre de Flicks par sélection de cible.
En eﬀet, comme escompté et comme le montre la Figure 3.17 plus la distance augmente
plus le nombre de gestes augmente pour le Flick standard alors que pour les deux techniques
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Flick-and-Brake le nombre de gestes varie très peu. Il y a donc une forte corrélation entre
les techniques et la distance des cibles (F3,33 = 54,73,p < 0,001). Comme on peut le voir sur
la Figure 3.17 nous avons obtenu des relations quasi-linéaires qui, après calcul de la régres-
sion linéaire séparément pour la courbe positive et négative de chaque technique, donnent les
coeﬃcients présentés dans le Tableau 3.2. Ces résultats montrent que le nombre de gestes
du Flick standard augmente 8 à 29 fois plus vite que le nombre de gestes des techniques de
Flick-and-Brake en fonction de l’augmentation de la distance de la cible à atteindre.
Positive Negative
Flick standard 0,049 0,058
Flick-and-Brake inertiel 0,006 0,005
Flick-and-Brake entretenu 0,006 0,002
Tableau 3.2: Coeﬃcient de la régression linéaire par technique et par direction
Préférences subjectives. Les participants ont eu la nette sensation d’aller plus vite en
utilisant les techniques Flick-and-Brake entretenu (Test de Wilcoxon, p < 0,0003) et inertiel
(p < 0,0005) qu’avec le Flick Standard (Figure 3.18).
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Figure 3.18: Préférences subjectives des participants
De plus les techniques Flick-and-Brake ont été jugées plus agréables que le Flick standard
(Kruskal −Wallisχ2 = 6,983, p < 0,0305), avec une préférence particulièrement marquée
pour le Flick-and-Brake entretenu face au Flick standard (p < 0,0176). Les entretiens post-
expérience nous conduisent à penser que cette diﬀérence est essentiellement due au nombre
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de gestes de Flick eﬀectués, lequel croissait rapidement pour les grandes distances avec le
Flick Standard.
Les participants ont particulièrement apprécié de pouvoir contrôler eux-même la décé-
lération du défilement, une possibilité oﬀerte par les techniques Flick-and-Brake. Ils ont
également mentionné le côté attractif du retour visuel proposé. Comme le montre le Ta-
bleau 3.3, les deux variantes de Flick-and-Brake ont été appréciées et sont très majoritai-
rement classées aux deux premières positions.
1st 2nd 3rd Moyenne
Flick standard 0 1 11 2,92
Flick-and-Brake inertiel 4 7 1 1,75
Flick-and-Brake entretenu 8 4 0 1,33
Tableau 3.3: Classement des techniques préférées par les participants
3.2.4 Conclusion
Nous avons présenté Flick-and-Brake, une approche permettant à l’utilisateur de contrô-
ler à l’aide de la pression le coeﬃcient de friction appliqué à un défilement de liste consécutif à
un geste de Flick. Nous avons plus particulièrement décrit deux variantes de cette approche :
– le Flick-and-Brake inertiel qui repose sur la métaphore d’une roue sans frottement
dont le mouvement une fois activé continuerait indéfiniment sans action explicite de
l’utilisateur pour l’interrompre. L’utilisateur peut alors réduire la vitesse de défilement
en appuyant sur l’écran interactif plus ou moins fort.
– le Flick-and-Brake entretenu qui repose également sur la métaphore d’une roue sans
frottement mais cette fois entretenue par un moteur qui s’oppose à la friction du doigt.
En appuyant sur l’écran, l’utilisateur réduit la vitesse de défilement qui reprend sa vi-
tesse initiale si l’utilisateur relâche le doigt (sauf dans le cas particulier où la vitesse
devient nulle).
Nous avons également présenté un automate fini générique capable de décrire ces deux
techniques ainsi que les techniques de défilement inertiel habituelles.
Nous avons mené une expérience pour évaluer l’eﬃcacité d’une décélération contrôlée
par l’utilisateur, relativement à une décélération contrôlée par le système, dans une tâche ou
l’utilisateur devait atteindre une chanson dans une liste ordonnée alphabétiquement. Cette
étude nous a montré que la technique Flick-and-Brake entretenu était significativement plus
rapide que les deux autres techniques et que les participants ont eﬀectué significativement
moins de gestes de Flick avec les deux variantes de Flick-and-Brake. De plus, les nouvelles
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techniques que nous proposons ont été fortement appréciées par les utilisateurs, probable-
ment car elles leurs oﬀrent davantage de contrôle et permettent de parcourir de grandes
distances en eﬀectuant moins de gestes.
Figure 3.19: Flick and Brake
Les techniques Flick-and-Brake proposent ainsi une solution simple et intéressante pour
augmenter le Flick et oﬀrir plus de contrôle à l’utilisateur. Des techniques de Flick amélio-
rées comme celles que nous proposons ici sont donc susceptibles de notablement faciliter la
navigation dans des documents de longue taille.
Enfin, bien que nous ayons évalué ces techniques dans une tâche de défilement avec une
liste à une dimension, leur concept est immédiatement généralisable à la navigation à deux
dimensions. De plus en plus courant sur les téléphones mobiles, le Flick se répand aujour-
d’hui sur tous les types de surface interactive d’où l’intérêt de continuer à améliorer cette
technique désormais incontournable.
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3.3 Semantic Flicking
3.3.1 Contexte
Comme nous l’avons vu précédemment, le Flick permet de faire défiler un document
mais n’oﬀre aucune possibilité de contrôle en cours de défilement, raison pour laquelle nous
avons proposé Flick-and-Brake pour donner à l’utilisateur un meilleur contrôle en lui per-
mettant d’ajuster la vitesse de défilement après le relâchement. Dans cette partie nous ne
nous intéressons plus aux actions de l’utilisateur mais à l’objet du défilement, c’est-à-dire le
document sur lequel il s’opère.
Remarquons tout d’abord que la vitesse du défilement et de la décélération automatiques
varie suivant les applications sur les dispositifs commerciaux. Par exemple sur l’iPhone la
vitesse de défilement est plus importante dans la liste des contacts que lorsque l’on navigue
sur une page web dans Safari. Ces diﬀérences sont cependant seulement liées à l’applica-
tion et non au contenu. L’approche proposée par le Semantic Flicking consiste à prendre
en compte le contenu du document que l’on fait défiler. L’idée d’avoir des comportements
diﬀérents des déplacements en fonction du contexte s’inspire du concept de Semantic Poin-
ting [Blanch et al., 2004] (Figure 3.20) où l’espace moteur et l’espace visuel diﬀèrent, le
rapport entre la vitesse du curseur et celle de la souris dépendant de la nature de la cible
que l’on veut atteindre. Ceci permettra par exemple de rendre le bouton Sauvegarder plus
facile à atteindre que le bouton Quitter dans une boîte de dialogue. Le Semantic Flicking
exploite un concept similaire : l’espace moteur est également diﬀérent de l’espace visuel et
le même geste aura un eﬀet diﬀérent sur le document selon la partie du document que l’on
manipule.
3.3.2 Description
La technique se base sur l’idée que toutes les parties d’un document n’ont pas le même
poids pour l’utilisateur. Par exemple, dans le cas d’une liste de contacts, les personnes que
l’on appelle le plus souvent seront aussi celles le plus fréquemment recherchées par l’uti-
lisateur. Certaines parties ou certains objets du document sont donc plus importants ou
correspondent à des favoris. Ces parties et ces favoris peuvent avoir été explicitement définis
par l’utilisateur ou automatiquement par le système. Dans les deux cas il est souhaitable
qu’ils soient rendus plus facilement accessibles à l’utilisateur.
Une solution proposée dans [Sears and Shneiderman, 1994] (Figure 3.21) dans le cas
des menus consiste à réorganiser les items en fonction de leur fréquence d’utilisation. Elle
n’est cependant pas applicable dans le cas d’un texte car elle en modifierait l’ordre et la
structure et sortirait ainsi l’objet d’intérêt de son contexte.
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Figure 3.20: Semantic pointing. a) espace visuel inchangé, b) espace moteur.
Figure 3.21: Splitmenu. Réorganisation des items d’un menu en fonction de leur fréquence
d’utilisation.
Une autre approche consiste à surligner les items les plus fréquents. Cette approche est
purement visuelle et ne vise pas à faciliter l’interaction. De plus elle modifie l’apparence du
texte, ce qui peut être gênant pour la lecture. Elle peut également engendrer des conflits au
niveau de la représentation, par exemple si le surlignage est également utilisé pour mettre
en évidence le résultat des recherches textuelles. Enfin, elle n’est pas incompatible avec Se-
mantic Flicking avec lequel elle peut être utilisée conjointement si on le désire pour renforcer
l’eﬀet de ce dernier.
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Contrairement aux deux techniques précédentes, le Semantic Flicking permet de mettre
en évidence les éléments importants d’un document sans modifier leur représentation ni leur
structure et sans gêner la lecture. Le Semantic Flicking permet d’adapter la vitesse et le
parcours de défilement au contenu lors de la phase de défilement automatique : celui-ci est
ainsi modifié lorsque des éléments importants sont présentés à l’utilisateur. Le comporte-
ment antérieur est ensuite rétabli après le passage important. Les favoris et autres objets
d’intérêt se comportent ainsi comme des centres d’attractions.
Dans la section suivante nous présentons deux applications du Semantic Flicking. La
première, appelée S-Book, exploite cette technique pour la lecture de livres électroniques.
Cette technique a fait l’objet d’un dépôt de brevet et d’une démonstration aux OpenDays
d’Alcatel Lucent 2011. La seconde étend le concept de Semantic Flicking à un espace de
défilement à deux dimensions.
3.3.3 Prototypes
S-Book
Description. En collaboration avec les chercheurs Myriam Ribière et Julien Robinson
d’Alcatel Lucent Bell Labs, nous avons réalisé un prototype fonctionnel du Semantic Flicking
adapté à la lecture collaborative de livres. Bell Labs travaille en eﬀet sur une application,
le S-Book, dédiée à la lecture et l’annotation des livres numériques. Les annotations sont
faites de manière collaborative et tous les utilisateurs inscrits ayant accès au livre peuvent
également obtenir les annotations laissées par les autres lecteurs et en ajouter de nouvelles.
L’application permet de générer des heatmaps en fonction des passages qui sont le plus
annotés par les utilisateurs. L’application tire ainsi avantage du "user-generated content". En
d’autres termes, ce sont les utilisateurs qui génèrent le contenu intéressant pour la lecture :
les annotations. Le nombre d’annotations concernant une zone du document (e.g. des para-
graphes, des mots) pondère alors la chaleur de cette zone. Les heatmaps peuvent également
être générées en fonction d’une recherche textuelle de l’utilisateur. Dans ce cas, la requête de
l’utilisateur couplée aux techniques fournies par le web sémantique permettent de calculer la
similarité des annotations vis-à-vis de cette requête. Les zones chaudes sont alors celles dont
l’indice de similarité des annotations est le plus élevé. Les zones chaudes étant dans tous les
cas celles qui sont les plus intéressantes pour l’utilisateur, elles permettent de définir une
heatmap (ou carte de chaleur) globale du document servant à configurer automatiquement
le Semantic Flicking.
Le Semantic Flicking facilite la navigation de l’utilisateur en utilisant l’information ap-
portée par ces “zones chaudes”. A vitesse constante dans l’espace moteur, le défilement est
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plus ou moins ralenti dans l’espace visuel suivant l’intensité de la chaleur de la zone af-
fichée à l’écran (plus la zone est chaude plus le défilement est freiné). De plus, la vitesse
de défilement diminue également au cours du temps en simulant une friction continue. La
Figure 3.22 illustre ce mécanisme de manière schématique.
Figure 3.22: Ralentissement du défilement lorsqu’un passage plus important apparaît à
l’écran.
Implementation. Le système S-Book est composé de deux modules : un côté client et
un autre côté serveur. L’interface de lecture implémentant le Semantic Flicking ainsi que
l’interface de recherche sont développées côté client. L’architecture de gestion des heatmaps
est quant à elle développée côté serveur. Les deux modules communiquent par le biais d’une
interface REST. La Figure 3.23 donne le schéma complet du système réalisé.
La partie client a été développée en Javascript afin d’être facilement adaptable à tout
type de support, que se soit un ordinateur de bureau ou une tablette mobile équipée d’un
système Android, Windows ou iOS.
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Figure 3.23: Schéma complet du système heatmap et Flicking sémantique
Semantic Map
Le concept de Semantic Flicking peut facilement être adapté à une interaction en deux
dimensions. Un exemple typique est celui du défilement sur une carte de type Google Map,
les villes étant les points d’intérêt. Une "chaleur" peut alors être aﬀectée à chaque ville en
fonction d’une requête utilisateur prenant typiquement en compte le nombre d’hôtels, de
restaurants, de stations essences, etc. Cette technique permet de générer une “trajectoire
sémantique” qui modifie la trajectoire rectiligne initiale au gré des attractions engendrées
par les points d’intérêts, comme illustré sur la Figure 3.24. Cette technique permet ainsi
de suggérer un parcours à l’utilisateur en lui montrant les villes les plus intéressantes par
rapport à ses critères (ou, éventuellement, ceux rapportés par d’autres internautes, comme
dans le cas précédent).
Figure 3.24: Représentation des trajectoires de déplacement en fonction de la nature du
Flick (semantique ou non).
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Dans le cas du S-Book la vitesse de défilement décélère progressivement au cours du
temps. Dans le cas de grands documents ou de cartes sémantiques il est sans doute préférable
de maintenir la vitesse, comme pour Flick-and-Brake. L’utilisateur peut ainsi avoir une idée
globale du document sans avoir à faire d’eﬀorts pour réamorcer le défilement. Il peut aussi
obtenir un niveau de précision élevé sur les éléments clés, soit automatiquement grâce à une
heatmap et les ralentissements qu’elle induit, soit manuellement en interagissant comme
expliqué plus haut dans la section Flick-and-Brake. La lecture de grands documents où
seulement certaines parties sont intéressantes pour l’utilisateur, deviendrait ainsi plus aisée.
3.3.4 Conclusion
Le Semantic Flicking permet de naviguer dans un document en focalisant l’attention de
l’utilisateur sur les passages importants. Qu’il soit couplé avec la heatmap d’un texte ou les
objets d’intérêt d’une carte, le Semantic Flicking permet à l’utilisateur d’avoir à la fois le
contexte général et un focus sur les points de priorité. Le Semantic Flicking est facilement
adaptable à toutes les interfaces basées sur le Flick mais nécessite toutefois une connaissance
du contenu du document parcouru. Celle-ci est nécessaire afin de pouvoir distinguer, soit
automatiquement, soit par une requête de l’utilisateur, ce qui est important de ce qui ne
l’est pas. Cette application a fait l’objet d’un dépôt de brevet comme précisé précédemment
et a suscité un fort intérêt des participants lors de sa présentation aux Open Days d’Alcatel
en mai 2011.
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3.4 Long Flick
3.4.1 Contexte
Cette dernière partie concerne l’amorce de l’opération de Flick. Comme expliqué plus
haut, peu de travaux s’intéressent au démarrage du mouvement avant le relâchement condui-
sant au défilement automatique. Dans MultiFlick [Aliakseyeu et al., 2008] cette étape est
même complètement ignorée : le mouvement n’a aucun eﬀet sur le document dans lequel
on navigue, le défilement ne démarrant qu’au relâchement du doigt (Figure 3.25 (c)). En
général, le mouvement eﬀectué avant le relâchement opère un défilement du document égal
à la distance parcourue par le doigt, comme pour une simple opération de défilement (pan)
(Figure 3.25 (a), Figure 3.25 (b)). La distance parcourue avant le relâchement du doigt
n’a donc aucune incidence sur le défilement automatique, le seul paramètre important étant
la vitesse au relâchement. Nous proposons maintenant de nous intéresser à l’impact que
peut avoir ce mouvement sur l’ensemble de l’interaction.
(a) L’utilisateur pose son doigt
sur l’écran et le déplace vers le
haut
(b) La liste défile vers le haut (c) La liste défile automatique-
ment vers le haut au levé du
doigt
Figure 3.25: Le geste de Flick et le défilement (la flèche bleue représente le mouvement du
doigt et la flèche noire celui de la liste).
3.4.2 Définitions
Nous avons un mouvement riche qui n’est généralement utilisé que pour du pan comme
nous l’avons vu précédemment. Avant de proposer trois variantes d’utilisation du mouvement
eﬀectué avant le relâchement pour contrôler plus précisément le défilement, nous identifions
cinq paramètres susceptibles d’être exploités : la position, la direction, la longueur, la forme
et la vitesse.
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(a) (b)
Figure 3.26: Diﬀérentes positions de démarrage du Flick
Position. Le geste de Flick peut commencer depuis diﬀérentes positions sur l’écran (Fi-
gure 3.26). Cette position initiale s’exprime en deux dimensions selon les axes x et y formés
par l’écran. Lorsque l’on se trouve dans un système à une dimension de défilement, comme
par exemple dans une liste (verticale) de contacts, la coordonnée en x n’a aucune incidence
sur le défilement. Cette coordonnée peut donc être exploitée pour paramétrer le comporte-
ment du défilement automatique qui aura lieu au relâchement. Par exemple, x peut alors
servir à moduler la vitesse du défilement automatique de telle sorte que plus le point de dé-
part du geste sera proche de la droite de l’écran, plus la vitesse au relâchement sera grande.
(a) (b)
Figure 3.27: Diﬀérentes directions du Flick
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Direction. La direction représente le vecteur formé par le point de contact initial du geste
et le point au relâchement (Figure 3.27). Elle donne le sens de défilement et s’exprime en
deux dimensions selon les axes x et y formés par l’écran. Dans un système à une dimension
de défilement l’angle formé par ce vecteur et l’axe de défilement n’est généralement pas
utilisé. Cet angle pourrait servir comme dans l’exemple précédent à influer sur la vitesse au
relâchement. Par exemple, plus l’angle serait petit plus la vitesse serait grande.
Longueur. La longueur du tracé entre le point de contact initial et le point de relâche-
ment peut également être mise à profit (Figure 3.28). Comme vu précédemment, lors de
cette phase la plupart des techniques de Flick eﬀectuent juste un pan de telle sorte que
l’objet manipulé suive le doigt. Nous proposons d’utiliser la longueur du tracé pour aﬀecter
non seulement le déplacement eﬀectué lors de cette phase de Pan mais aussi le défilement
automatique qui s’ensuit. Nous présenterons des applications de cette idée dans la section
suivante.
(a) (b)
Figure 3.28: Diﬀérentes longueurs du geste du Flick
Forme. La forme du tracé réalisé avant le relâchement peut être plus complexe que celle
d’une simple droite : elle peut par exemple comprendre une courbe, une boucle, etc. Ce para-
mètre pourrait également être utilisé pour contrôler le défilement automatique. Par exemple,
dans le cas d’un défilement en deux dimensions, si la trajectoire de l’amorce représente une
boucle comme sur la Figure 3.29, cette trajectoire pourrait être répétée durant la phase de
défilement automatique.
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Figure 3.29: Exemple de forme complexe du geste de Flick
Vitesse. La vitesse au cours du tracé est souvent négligée. Seule la vitesse au relâche-
ment est prise en compte et a un impact sur le défilement. Les variations de vitesse durant
l’étape d’amorce pourraient également être utilisées afin de moduler l’étape de défilement
automatique. Une décélération lors de l’amorce pourrait ainsi servir à indiquer que le défi-
lement automatique doit être soumis à une friction. Inversement, une accélération dans le
mouvement d’amorce exprimerait le souhait d’augmenter progressivement la vitesse lors du
défilement automatique. De la même manière, une courbe linéaire de vitesse lancerait un
défilement à vitesse constante.
Nous nous sommes intéressés plus particulièrement à deux paramètres : la longueur et
la position. Nous décrivons ci-après diﬀérentes manières de les exploiter pour contrôler le
défilement automatique.
3.4.3 Exploitation
Dans la suite nous considérons le cas d’une liste à une dimension pour montrer les pos-
sibilités oﬀertes par l’utilisation de ces paramètres. L’idée est de modifier le comportement
de la vitesse au relâchement pendant une certaine distance en fonction du geste de l’amorce.
Nous proposons ci-après plusieurs fonctions de défilement oﬀrant un mapping diﬀérent entre
geste d’amorçage et défilement.
Mapping Direct. Lors de l’amorce du Flick, une distance d est parcourue par le doigt sur
l’écran. La liste suit le déplacement et défile de cette même distance jusqu’au relâchement du
doigt. A ce moment, le défilement automatique est activé, mais d’abord à vitesse constante
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pendant une certaine distance D avant de décroitre comme lors d’un Flick standard. D est
fonction de la distance d’amorçage d et peut s’exprimer ainsi : D(d) = d ∗ k où k est un fac-
teur constant défini par le système. Cette technique permet donc un contrôle de la distance
de défilement automatique, qui sera d’autant plus longue que la distance d’amorçage le sera.
Alternativement, une variante consisterait à utiliser deux facteurs de friction diﬀérents : un
pour chaque partie du défilement automatique.
Figure 3.30: Mapping direct : D = d ∗ k. d est la longueur parcourue par le doigt et D la
distance de défilement automatique à vitesse constante.
Mapping Proportionnel Absolu. Le mapping absolu consiste à mettre en correspon-
dance la surface d’aﬃchage de la liste sur l’écran avec le contenu intégral de la liste (y
compris les éléments non visibles). La distance d parcourue par le doigt sur l’écran est alors
considérée comme un pourcentage de la taille verticale de la surface d’aﬃchage. La distance
D parcourue lors du défilement automatique correspondra au même pourcentage, cette fois
par rapport à la taille totale de la liste. En d’autres termes, D = d∗L/S si L est la longueur
de la liste et S celle de la surface d’aﬃchage. Cette technique permet d’atteindre la partie
souhaitée avec un seul Flick. Elle impose cependant de bien choisir le point de départ afin de
pouvoir tracer la distance voulue avec le doigt et de pouvoir atteindre l’endroit souhaité de
la liste. Le rapport entre la distance parcourue et le tracé du doigt reste constant. Comme
précédemment la distance D peut être parcourue à vitesse constante ou variable.
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Figure 3.31: Mapping Absolu : D(d) = d∗L/S. d la longueur du tracé, L la longueur totale
de la liste, S la longueur de la surface d’aﬃchage et D la distance parcourue.
Mapping Proportionnel Relatif. Ce dernier mapping reprend l’idée de mapping pro-
portionnel mais relativement à la position courante dans la liste. En eﬀet la taille de la
surface d’aﬃchage ne correspond plus à la longueur totale de la liste, mais à la longueur res-
tante entre la position actuelle dans la liste et la fin de la liste. Le rapport entre la longueur
parcourue et la longueur du tracé varie en fonction de la position dans la liste. Prenons deux
positions diﬀérentes en exemple : le haut de la liste et le milieu de la liste. Lorsque l’on se
trouve en haut de la liste, la longueur de la surface d’aﬃchage correspondra à l’intégralité
de la liste. En revanche lorsque l’on se situe au milieu de la liste, la longueur de la surface
correspondra à la moitié restante de la liste. Si l’on nomme RL la longueur de liste restante
et S la longueur de la surface d’aﬃchage, on obtient la formule suivante D(d) = d ∗RL/S.
Notons que la valeur de RL varie en fonction du sens de défilement défini par le Flick. Dans
un sens la valeur correspond à la longueur entre la position courante et la fin de la liste et
dans l’autre sens à la longueur entre la position courante et le début de la liste. Cette tech-
nique permet comme la précédente de choisir la destination du défilement. Contrairement
au mapping précédent celui-ci n’a pas un rapport constant entre la distance du tracé et la
distance parcourue. Ainsi pour un même geste de tracé, selon la position dans la liste, la
distance de défilement ne sera pas la même. Ceci permet d’avoir une meilleure précision que
le mapping absolu. Ainsi pour atteindre la moitié de la distance restante, quelle-que-soit la
distance, l’utilisateur fera un tracé de la moitié de la surface d’aﬃchage.
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Figure 3.32: Mapping Relatif : D(d) = d ∗ RL/S. d la longueur du tracé, RL la longueur
restante de la liste, S la longueur de la surface d’aﬃchage et D la distance parcourue.
3.4.4 Conclusion
Cette section a mis en évidence l’intérêt de paramètres habituellement non exploités
qui permettent de mieux contrôler la navigation et d’économiser le nombre de mouvements
réalisés. Dans le cas de documents de taille importante, LongFlick permet de survoler le
document à vitesse constante sur une longue distance, ce qui permet de le parcourir à vi-
tesse de lecture sans avoir à réaliser de multiples gestes de Flick. La seconde variante de
LongFlick présente l’avantage de pouvoir se rendre directement dans la partie de la liste
souhaitée, ce qui est avantageux dans le cas d’un usage expert où l’utilisateur est capable
d’évaluer la position de l’élément recherché.
Cette technique (et ses trois variantes) ouvre de nouveaux horizons quand à l’utilisa-
tion du Flick. Elle montre qu’il reste encore de nombreuses possibilités d’amélioration du
Flick, une technique qui semble aujourd’hui s’imposer sur toutes les plate-formes. De ce fait,
même des changements qui pourraient sembler mineurs peuvent avoir un impact notable sur
l’interaction étant donné l’omniprésence de cette technique d’interaction dans les interfaces
actuelles. Il serait maintenant intéressant de poursuivre ce travail par une évaluation de
cette technique, afin de définir la configuration optimale de ces trois mappings. Par ailleurs,
les trois autres paramètres évoqués plus haut mériteraient d’être davantage considérés pour
concevoir de nouvelles techniques.
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4.1 Introduction
4.1.1 Contexte
Les terminaux mobiles actuels possèdent un nombre très réduit de boutons physiques,
notamment pour maximiser l’espace dédié à l’écran. Ces boutons sont réservés à des usages
bien spécifiques comme l’augmentation/réduction du volume, la mise en veille de l’appa-
reil ou la fermeture d’une application. L’augmentation des moyens d’interaction (i.e. de la
bande passante interactionnelle entre l’utilisateur et son mobile) passe ainsi nécessairement
par l’exploitation d’autres dispositifs, et en particulier les capteurs de mouvements. Ceux-
ci sont essentiellement de deux sortes : l’écran tactile pour détecter les mouvements 2D du
doigt sur l’écran et les capteurs embarqués (accéléromètres, gyroscope) pour les mouvements
3D du mobile. Les interfaces actuelles proposent de nombreuses interactions tactiles avec
l’écran, ce qui rend diﬃcile l’apport de nouvelles techniques ne parasitant pas les interac-
tions déjà présentes. L’utilisation d’un langage gestuel basé sur les accélérations du dispositif
lui-même apparaît ainsi comme une alternative intéressante, d’autant que ce type de cap-
teur est désormais très répandu. De fait, la plupart des utilisateurs de téléphones mobiles
modernes s’en sont déjà servi (peut-être sans s’en rendre compte), par exemple lorsqu’ils
changent l’orientation de leur mobile et que l’interface s’adapte en conséquence. Cependant
l’utilisation de ce type de geste nécessite une détection non ambiguë du début et de la fin
du geste réalisé. Nous abordons cette question dans les sous-sections suivantes après un bref
rappel de notre typologie des gestes.
4.1.2 Types de geste
(a) Geste fluide (b) Geste impulsif
Figure 4.1: Profil temporel d’accéleration pour les deux types majeurs de geste
Comme nous l’avons vu dans le chapitre consacré à l’espace de classification, on peut
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distinguer deux types de mouvement majeurs pour caractériser les interactions gestuelles :
les mouvements impulsifs et les mouvements fluides. On trouve de plus des mouvements
oscillatoires ou des combinaisons de mouvements, le caractère répétitif ou combinatoire
pouvant être associé aux gestes fluides ou impulsifs. Comme vu précédemment, la diﬀérence
majeure entre ces deux types de geste vient des variations d’accélération qui sont détectées
lors de la réalisation du mouvement. Comme illustré sur la Figure 4.1 (b)) on observe
de forts pics et de fortes variations d’accélération pour le geste impulsif et cela dans un
laps de temps très court. En revanche les gestes fluides ne laissent apparaître que de faibles
variations d’accélération (Figure 4.1 (a)).
4.1.3 Délimiteurs
Qui dit interaction gestuelle dit délimiteur. Il n’est en eﬀet pas possible de séparer ce type
d’interaction de l’action qui va permettre de définir le début et la fin d’un geste. Lorsqu’il
s’agit de gestes sur un écran tactile, la présence ou l’absence de contact sur l’écran est un
délimiteur naturellement inclus dans la réalisation du geste. En d’autres termes les gestes
sur l’écran n’exploitent que deux dimensions, ce qui permet d’utiliser la dimension restante
(appui ou relâchement) pour signifier le début ou la fin du geste. Ceci n’est évidemment pas
possible avec des gestes tri-dimensionnels eﬀectués avec le mobile (ni sur le mobile). De plus,
comme les dispositifs mobiles sont en déplacement constant dans un contexte de mobilité, il
est généralement nécessaire de recourir à des délimiteurs explicites pour distinguer les gestes
intentionnels (ceux qui visent à entrainer une action, typiquement activer une commande)
de ceux qui résultent de la simple manipulation du mobile (lorsqu’on le prend dans la main
ou qu’on le dépose sur une surface, lorsqu’il est dans la poche et pas encore éteint, etc.).
Pour répondre à ce problème les techniques antérieures [Oakley and Park, 2007,
Bartlett, 2000, Wigdor and Balakrishnan, 2003] proposent généralement d’utiliser le contact
du doigt avec l’écran ou de la pression d’un bouton comme délimiteur. Cependant ceci va à
l’encontre de la motivation principale de l’utilisation des gestes qui est de préserver les inter-
actions sur l’écran et les fonctionnalités des boutons. Une solution à ce problème, qui est celle
que nous étudions dans ce chapitre, consiste à exploiter les gestes impulsifs pour en faire des
délimiteurs naturels. Ceux-ci sont en eﬀet plus facilement identifiables que les gestes fluides
vis-à-vis des mouvements non intentionnels dus à la manipulation d’un dispositif mobile.
4.1.4 Deux nouvelles techniques gestuelles
Dans ce chapitre nous présentons deux nouvelles techniques d’interaction gestuelle :
TimeTilt et JerkTilts. On trouvera en Annexe 5.3.3 un schéma présentant le module de
reconnaissance de geste que nous avons réalisé pour ces techniques.
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TimeTilt Cette première technique répond à certains manques mis en
évidence précédemment, en particulier l’adéquation au contexte d’utilisa-
tion (gestes simples et de faible amplitude) et l’utilisation d’un procédé
alternatif servant de délimiteur. TimeTilt, réalisé en collaboration avec Anne Roudaut est
une technique utilisant les accéléromètres et le langage gestuel. Cette technique propose
deux modes d’interaction complémentaires. Nous présentons également une application du
système permettant de changer aisément et rapidement de fenêtre sur un dispositif mobile.
Cette technique se sert de la métaphore des cartes à eﬀet lenticulaire qui permettent, selon
l’inclinaison de la carte, de présenter plusieurs images distinctes pour en faciliter l’appren-
tissage. Elle a fait l’objet d’un article court à INTERACT 2009 et d’une démonstration lors
des OpenDays 2009 sur le site d’Alcatel-Lucent à Villarceaux.
JerkTilts Cette seconde technique qui utilise également les accéléro-
mètres et le langage gestuel fournit un ensemble de gestes permettant l’accès
rapide à des commandes. Elle a de plus la particularité d’utiliser des gestes
dits auto-délimités, ce qui permet de les réaliser sans avoir recours à une
activation préliminaire (bouton physique ou virtuel ou geste spécifique servant de délimi-
teur). Ces JerkTilts sont des rotations aller-retour de faible amplitude et de type impulsif
permettant une bonne adéquation au contexte de mobilité. Ils peuvent aussi être combinés
avec les interactions usuelles eﬀectuées sur le dispositif sans risque d’interférences. Cette
technique d’interaction a donné lieu à la publication d’un article long à ICMI 2011.
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4.2 TimeTilt
4.2.1 Présentation
Nous proposons TimeTilt, une technique d’interaction basée sur l’utilisation des accélé-
romètres. Cette technique propose un vocabulaire gestuel qui préserve les interactions déjà
existantes. Elle fournit un ensemble de gestes fluides et de gestes impulsifs (nous appelons
"gestes fluides" (respectivement impulsifs) ceux composés de mouvements fluides (respecti-
vement impulsifs)), dont un servant d’activateur pour la détection de gestes basés sur des
mouvements fluides. Cette idée a été ensuite reprise dans [Ruiz and Li, 2011]. Nous pré-
sentons d’abord le vocabulaire gestuel de TimeTilt. Dans un second temps, afin de vérifier
l’exploitabilité des gestes proposés par TimeTilt nous avons conduit une étude visant à dis-
criminer les diﬀérents gestes impulsifs. Enfin nous proposons une application de TimeTilt
dans un contexte réel d’interaction.
4.2.2 Vocabulaire Gestuel
TimeTilt utilise un vocabulaire composé de deux types de geste : impulsifs et fluides. Les
gestes fluides correspondent à des inclinaisons du dispositif tandis que les gestes impulsifs
sont composés d’un tap (servant d’activateur pour les gestes fluides) et de deux secousses,
une vers l’avant et l’autre vers l’arrière. Ces deux derniers gestes peuvent être qualifiés
d’"auto-délimités" dans la mesure où ils permettent d’eﬀectuer une action sans avoir à re-
courir préalablement à un activateur (nous reviendrons plus avant sur cette notion dans la
section dédiée à JerkTilts). On peut voir sur la Figure 4.2 les diﬀérentes variations d’accé-
lération qui entrent en jeu lors de la réalisation de ces diﬀérents gestes.
(a) Geste d’inclinaison (b) Geste de tap (c) Geste impulsif vers
l’avant
(d) Geste impulsif vers
l’arrière
Figure 4.2: Variations d’accélération selon l’axe z du mobile pour les gestes de TimeTilt
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Les inclinaisons
Les accéléromètres présents sur les dispositifs mobiles mesurent entre autres l’accéléra-
tion gravitationnelle terrestre. Ceci implique que lorsque le dispositif est en position fixe le
vecteur d’accélération selon les trois composantes x, y et z (du référentiel mobile) a toujours
une norme égale à g=9,8m/s2. Grâce à cette propriété ils permettent ainsi de servir d’incli-
nomètres. On peut alors calculer l’angle du vecteur accélération dans le référentiel terrestre
et ainsi détecter le pitch et le roll du mobile (Figure 2.7 page 28).
Les gestes impulsifs
Pour détecter les gestes impulsifs nous utilisons la variation d’accélération au cours du
temps selon l’axe z. Cette méthode comporte plusieurs avantages : tout d’abord la variation
d’accélération en z, dans notre cas, ne dépend pas de l’orientation du dispositif, ce qui per-
met de discriminer les gestes impulsifs quelle que soit la position de l’appareil dans la main
de l’utilisateur. De plus, sa valeur reste relativement constante au cours du temps lors d’un
mouvement fluide (puisque l’accélération varie peu). Ceci nous permet de discriminer les
deux types de geste suivants : si la variation d’accélération dépasse un certain seuil (plus ou
moins 4 m/s2) pendant au moins 300 ms (valeurs que nous avons déterminées après plusieurs
essais), c’est un geste impulsif, sinon c’est un geste fluide. Nous pouvons ainsi déterminer le
début et la fin d’un geste impulsif pour ensuite l’identifier grâce à un algorithme de recon-
naissance.
Algorithme de reconnaissance Nous avons alors utilisé un algorithme des K -plus-
proches-voisins (K -ppv ou K -nn 1) afin de catégoriser les gestes. En nous inspirant des
travaux de Rubine [Rubine, 1991] nous avons pu identifier 5 primitives auxquelles nous
avons attribué des poids diﬀérents afin d’étiqueter les diﬀérents échantillons de geste :
– L’amplitude maximale entre deux valeurs d’accélération consécutives (poids : 0.1).
– La durée totale du geste (poids : 0.3).
– La durée entre la plus haute et la plus basse valeur (poids : 0.4)
– Le nombre de changements de signe durant le geste (poids : 0.1)
– Le signe du premier pic d’accélération (poids : 0.8)
Ces diﬀérentes primitives définissent un vecteur qui est la signature du geste, la moitié des
gestes récoltés servant de base d’apprentissage et l’autre moitié de base de test. Nous avons
fixé K à 3, cette valeur nous donnant les meilleurs résultats.
4.2.3 Evaluation
Nous avons mené une expérimentation afin de démontrer la faisabilité des trois gestes
impulsifs (tap, impulsif avant et arrière) et de montrer qu’ils sont détectables et susceptibles
1. http://en.wikipedia.org/wiki/K-nearest_neighbor_algorithm
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d’être discriminés les uns des autres.
Prérequis Nous avons demandé aux utilisateurs de réaliser chacun des trois gestes de
deux manières diﬀérentes :
– Le tap est réalisé soit en gardant le doigt appuyé sur le mobile à la fin du geste, soit
en relevant le doigt.
– Les deux autres gestes (mouvements impulsifs arrière et avant) sont réalisés avec deux
intensités diﬀérentes (forte et faible).
Tâche et Design Expérimental Les utilisateurs devaient répéter chaque geste six fois.
Le stimulus était donné par l’examinateur. Entre chaque geste l’utilisateur replaçait son
dispositif dans une position stable afin de faciliter le traitement des données. Chaque uti-
lisateur avait 5 minutes d’entrainement. Un carré latin a servi à contrebalancer l’ordre des
gestes entre les participants. Nous avons donc 3 gestes x 2 variations x 6 répétitions = 36
échantillons de gestes par participant (pour environ 10 min).
Matériel et Participants Nous avons utilisé un HTC Touch HD avec Windows Mobile
6. L’application était implémentée en C#. Huit volontaires (dont 2 femmes) ont été recrutés
dans notre institution. Leur participation était gratifiée d’une poignée de bonbon.
Résultats Nous avons analysé les diﬀérentes variations d’accélérations pour chaque geste
et utilisé l’algorithme présenté précédemment pour les classifier. Le taux de reconnaissance
moyen est de 92,3%. Les détails se trouvent dans la matrice de confusion (Tableau 4.1).
Comme on peut le voir, les gestes de Tap sont les mieux reconnus. La base de geste étant
assez réduite, on peut raisonnablement s’attendre à une amélioration des résultats lorsque la
base d’apprentissage est plus grande. Un deuxième facteur pouvant améliorer les résultats
est l’utilisation d’un système d’apprentissage qui permettrait au système d’apprendre les
gestes spécifiques à chaque utilisateur.
TAr IAv IAr
TAr 93,8% 4,1% 2,1%
IAv 2,1% 91,7% 6,2%
IAr 4,15% 4,15% 91,7%
Tableau 4.1: Matrice de confusion de reconnaissance des gestes Tap à l’arrière(TAr), Im-
pulsif vers l’avant(IAv) et Impulsif vers l’arrière(IAr)
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4.2.4 Application
Afin d’illustrer TimeTilt dans un contexte réel nous avons choisi de l’adapter à la navi-
gation entre applications. En eﬀet plusieurs systèmes on été proposés sur les dispositifs com-
merciaux pour résoudre ce problème mais ils restent liés à l’interaction 2D. Apple propose
par exemple sur l’iPhone ou l’iPad et plus particulièrement à partir d’iOS 4 la possibilité, en
double-cliquant sur le bouton (Figure 4.3 (a)) en façade du dispositif, d’accéder à la liste
des applications ouvertes et de pouvoir ensuite naviguer en faisant défiler la liste d’icônes
(Figure 4.3 (b) - Figure 4.3 (c)). Il suﬃt ensuite de cliquer (Figure 4.3 (d)) sur l’icône
de l’application désirée pour la faire passer au premier plan (Figure 4.3 (f)).
(a) Double-clic d’activation. (b) Démarrage du défile-
ment.
(c) Déplacement de la liste.
(d) Sélection de l’applica-
tion.
(e) Changement animé d’ap-
plication.
(f) Application souhaitée
passe au premier plan.
Figure 4.3: Changement entre deux applications sur iPad
On peut également trouver sur les dispositifs Android une interface qui permet d’at-
teindre les applications ouvertes. L’appui prolongé sur la touche Home du téléphone (Fi-
gure 4.4 (a)) permet de faire apparaître la liste des huit dernières applications utilisées
(Figure 4.4 (b)). Il suﬃt alors de cliquer sur l’application que l’on souhaite aﬃcher (Fi-
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gure 4.4 (c)). A l’époque où nous avons développé TimeTilt, il n’existait pas d’interface
pour changer facilement d’application sur mobile, notamment sur le système Windows Mo-
bile 6 avec lequel nous avons développé notre technique. Il fallait en eﬀet fermer l’application
en cours pour pouvoir en ouvrir une autre, et c’était encore le cas sur l’iPhone jusqu’à iOS 4.
Encore aujourd’hui on ne trouve pas de technique qui fasse référence pour changer de fenêtre
sur mobile, chaque système d’exploitation (iOS, Android, WM7, Meego, etc.) proposant sa
propre version au moyen d’interactions plus ou moins commodes.
(a) Clic long sur le bouton
Home du téléphone.
(b) La liste d’icônes apparaît. (c) Sélection de l’application.
(d) Application souhaitée passe
au premier plan.
Figure 4.4: Changement entre deux applications sur le Nexus One sous Android
TimeTilt fournit un moyen pour faciliter la navigation entre les fenêtres - ou vues -
ouvertes sur le dispositif, ceci étant d’autant plus utile que la petite taille des écrans ne
permet pas l’aﬃchage de plusieurs fenêtres. Nous avons développé un prototype tournant
sur le système Windows Mobile qui détecte l’ouverture des applications et mémorise les six
dernières applications ouvertes dans une liste. Ceci permet à l’utilisateur de naviguer dans
les applications qu’il utilise le plus fréquemment à un moment donné. Lors de la réalisation
de notre application, nous avons supposé que les utilisateurs n’utilisaient pas plus de six
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applications durant les périodes d’utilisation du mobile (cette hypothèse a par ailleurs été
confirmée par un questionnaire, comme nous le verrons par la suite).
TimeTilt propose deux techniques de navigation : Lenticulaire et par Superposition. Le
première technique permet d’aﬃcher les applications ouvertes et de les parcourir pour sélec-
tionner celle à activer tandis que la seconde permet de passer directement d’une application
à la précédente ou à la suivante. Nous présentons ces deux techniques ainsi que le question-
naire réalisé pour valider l’utilité d’une telle application.
Navigation Lenticulaire
Cette technique repose sur une métaphore du monde réel : les carte dites “hologra-
phiques” qui permettent en fonction de l’angle de vision de voir diﬀérentes images (Fi-
gure 4.5). Nous avons simulé ce procédé dans le monde virtuel en présentant les captures
d’écran des diﬀérentes applications ouvertes en fonction de l’inclinaison du dispositif mobile
(Figure 4.6). L’utilisateur peut ainsi naviguer à travers les applications. Il lui suﬃt alors
de cliquer sur l’écran lorsque l’application souhaitée apparaît à l’écran.
Figure 4.5: Carte lenticulaire ou holographique présentant diﬀérentes images en fonction
de l’angle de vision.
Figure 4.6: Eﬀet lenticulaire virtuel en fonction de l’inclinaison du mobile.
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Un des points remarquables est l’utilisation d’un geste comme déclencheur de ce mode
de navigation. En eﬀet, les gestes d’inclinaison que nous utilisons nécessitent un activateur
pour ne pas être confondus avec les variations d’inclinaison inhérentes à l’utilisation normal
de ce type de dispositif. Nous avons donc proposé de rajouter un ‘bouton gestuel’ au télé-
phone. Plus précisément nous utilisons un choc, ou tap, (Figure 4.7) avec le doigt au dos
du mobile pour déclencher la navigation lenticulaire. Nous préservons ainsi les boutons déjà
utilisés pour les tâches spécifiques auxquels ils sont associés (volume, quitter une applica-
tion, etc.) et tirons partie des doigts de la main qui ne servent habituellement qu’à tenir le
dispositif. La nature brusque de ce geste permet de le discriminer du bruit des mouvements
liés à l’usage commun du mobile.
Figure 4.7: Tap de l’index au dos pour l’activation de la navigation.
Figure 4.8: L’angle de 90 degrés de rotation du mode lenticulaire pour diﬀérentes positions
initiales.
La navigation lenticulaire permet enfin de comparer plusieurs vues ou de vérifier une in-
formation sans avoir à aﬃcher une vue en plein écran. Les aperçus sont en eﬀet suﬃsamment
grands pour aﬃcher clairement le contenu des vues. Ceci peut être par exemple utile pour
comparer des vues représentant diﬀérents niveaux de zoom sur une carte. Nous utilisons un
angle de rotation de 90 degrés fixe (Figure 4.8) pour assurer une bonne visibilité de l’écran.
Cet arc de cercle est alors séparé en fonction du nombre d’applications ouvertes en secteurs
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d’égale dimension (relativement à la position initiale du mobile au moment de l’activation).
La vue aﬃchée à l’activation est toujours la vue de l’application courante. L’utilisateur a
alors un contrôle en position (et non en vitesse) afin d’avoir une interaction d’une meilleure
précision ([Oakley and Park, 2007]).
Navigation par Superposition
Cette technique est inspirée du Alt-Tab que l’on trouve sur un ordinateur de Bureau. Alt-
Tab est un raccourci clavier qui permet de revenir aux applications précédemment ouvertes.
Notre technique fonctionne sur le même principe : un geste brusque, vers le haut ou vers le
bas, permet d’atteindre l’application précédente ou de passer à la suivante (l’organisation
de la liste des applications ouvertes étant circulaire). Nous avons utilisé deux gestes opposés
le long de l’axe normal à l’écran (Figure 4.9).
Figure 4.9: Les deux gestes du mode Superposition. Un geste impulsif vers le haut et un
vers le bas (vue longitudinale du dispositif).
Cette technique de navigation permet également, comme pour la précédente, de faciliter
le copier/coller d’objets entre plusieurs vues. La taille des écrans ne permettant pas d’aﬃ-
cher plusieurs fenêtres simultanément, il est donc particulièrement utile de disposer d’une
technique permettant de passer rapidement d’une vue à une autre.
Questionnaire
Nous avons supposé précédemment que les utilisateurs n’utilisent pas plus de six ap-
plications. Pour vérifier cette hypothèse et l’intérêt d’un tel service, nous avons mené une
enquête préliminaire qui se présentait sous la forme d’un questionnaire en ligne (envoyé par
mail) incluant 12 questions regroupées en trois parties. La première partie visait à collecter
des informations relatives aux répondants et aux types de dispositif qu’ils utilisaient afin de
vérifier s’ils appartenaient à la population cible (possesseurs de dispositifs à écran tactile).
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La seconde partie présentait des questions relatives à l’utilisation de leurs dispositifs au
cours de la journée. La dernière partie posait des questions sur la navigation entre fenêtres.
La durée nécessaire pour remplir le formulaire était relativement courte (5 minutes) afin
d’inciter le plus de personnes à répondre. 48 possesseurs (âgés de 23 à 35 ans) de dispositifs
mobiles à écran tactile ont rempli le formulaire en ligne.
La première partie du questionnaire a révélé que les utilisateurs sondés possédaient en
moyenne 30 applications (entre 5 et 100). 77% d’entre eux avaient un accès Internet et s’en
servaient. Ils étaient donc susceptibles de télécharger d’autres applications. Dans la seconde
partie nous avons demandé aux répondants la fréquence et la durée d’utilisation de leur
dispositif mobile au cours de la journée. La majorité (42%) utilisait leur dispositif environ
4 fois par jour, 33% toutes les heures et 17 % toutes les 30 minutes. La durée variait entre
1 ou 2 minutes (40%) et 10 minutes (17%), en passant par 5 minutes (38%). Seulement 4%
des sondés y consacraient 30 minutes ou plus. Les répondants ouvraient entre 3 et 4 applica-
tions en moyenne lors de ces utilisations, qui sont donc relativement brèves mais fréquentes
au cours de la journée. Dans la dernière partie, les questions posées étaient relatives à la
navigation entre plusieurs fenêtres. La Figure 4.10 montre les réponses aux questions sui-
vantes : Figure 4.10 (a) vous est-il arrivé de vouloir utiliser ou d’utiliser plusieurs fenêtres
en même temps ? Figure 4.10 (b) vous est-il arrivé de vouloir déplacer du texte ou des
fichiers entre plusieurs fenêtres ? Enfin 80% des participants ont répondu avoir envie d’une
technique pour faciliter le passage entre plusieurs fenêtres.
(a) Vous est-il arrivé de vouloir utiliser ou d’utiliser
plusieurs fenêtres en même temps ?
(b) Vous est-il arrivé de vouloir déplacer du texte ou
des fichiers entre plusieurs fenêtres
Figure 4.10: Taux de réponse à deux questions du questionnaire.
En résumé, cette enquête montre deux résultats intéressants pour notre étude : d’une
part les utilisateurs souhaitent avoir une technique leur permettant de naviguer plus facile-
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ment entre les fenêtres et de copier coller des éléments d’une fenêtre à une autre. D’autre
part, les participants ont indiqué utiliser entre 3 et 4 applications lors de l’utilisation journa-
lière de leur dispositif mobile. Le mode lenticulaire de TimeTilt pouvant aisément accueillir
jusqu’à 6 fenêtres, les utilisateurs pourraient ainsi facilement naviguer entre les applications.
4.2.5 Conclusion
Nous avons présenté TimeTilt, une technique basée sur un vocabulaire de quatre gestes
tridimensionnels permettant de s’aﬀranchir des activateurs physiques (écran, bouton). En
eﬀet, TimeTilt propose des gestes impulsifs pouvant servir de délimiteurs gestuels. De plus
nous avons proposé une application de TimeTilt qui semble coïncider avec les attentes des
utilisateurs. Cette application propose deux modes d’interaction :
– Le mode lenticulaire où l’utilisateur incline son dispositif (geste fluide) pour naviguer
dans une liste d’aperçus grâce à la métaphore des cartes lenticulaires. Cette interaction
se déclenche par un tap à l’arrière de l’écran (geste impulsif) afin d’éviter les confusions
entre les gestes fluides et les gestes de la vie courante.
– Le mode superposition où des gestes impulsifs (vers l’arrière ou vers l’avant) per-
mettent de basculer entre des vues ‘superposées’ les unes sur les autres.
Il serait intéressant de poursuivre cette étude par une évaluation comparative et une éva-
luation en contexte de mobilité. Par exemple en comparant TimeTilt à d’autres techniques
pour une tâche de navigation entre fenêtres : la technique du dispositif Palm Pre qui consiste
à appuyer sur un bouton pour aﬃcher des aperçus de fenêtres ou encore l’interface Cube
que l’on trouve sur certains dispositifs HTC où les applications favorites sont disposées sur
les faces d’un cube que l’on contrôle en déplaçant son doigt sur l’écran. La deuxième étude
consisterait à étudier TimeTilt dans un contexte d’utilisation réel.
Enfin, bien que cette recherche n’ait pas fait l’objet d’étude systématique de satisfac-
tion, nous avons eu de nombreux retours positifs sur la technique. Nous avons en eﬀet
présenté, à l’occasion de journées portes ouvertes de Bell Labs Alcatel-Lucent, une version
de TimeTilt permettant de naviguer entre les fenêtres ouvertes d’un dispositif mobile. La
technique a été appréciée par de nombreuses personnes qui l’ont jugée pratique et qui ont
trouvé convaincante la métaphore des cartes lenticulaires qui donne un aspect ludique à la
technique proposée.
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4.3 JerkTilts
4.3.1 Présentation
JerkTilts est une technique d’interaction qui se base sur l’utilisation de gestes brusques
auto-délimités du dispositif. Elle vise à permettre l’accès rapide à des commandes ou actions
en utilisant les accéléromètres pour détecter les mouvements du mobile. Bien que de nom-
breux travaux de recherche considèrent l’utilisation des accéléromètres et plus spécialement
l’inclinaison du dispositif pour interagir, les techniques proposées sont souvent basées sur
du contrôle de position angulaire ou nécessitent l’activation d’un mode afin de réaliser les
gestes. En revanche très peu de techniques proposent d’utiliser des gestes auto-délimités,
c’est-à-dire réalisables sans déclenchement préalable d’un activateur. Sur ce point JerkTilts
apporte ainsi une nette innovation.
Dans cette section nous présentons le vocabulaire gestuel de JerkTilts puis nous déve-
loppons les diﬀérentes propriétés et avantages de ces gestes. Nous présentons également la
méthode d’évaluation que nous avons mise en place afin de valider notre approche. Enfin,
après avoir exposé plusieurs applications tirant profit de JerkTilt, nous proposerons une ex-
tension montrant comment ces gestes 3D peuvent être combinés avec des gestes sur l’écran.
4.3.2 Vocabulaire Gestuel
Description
Huit gestes diﬀérents, dans huit directions (Figure 4.12), obtenus par plusieurs com-
binaisons de roll (roulis) et de pitch (tangage) du dispositif, peuvent être réalisés par les
utilisateurs et discriminés par le système. La Figure 4.13 suivante représente le signal ren-
voyé par l’accéléromètre lors de la réalisation des huit gestes. JerkTilts utilise des gestes
d’inclinaison rapides et de faible amplitude qui sont composés de rotations selon l’axe de
roll et de pitch. Un geste de JerkTilts a pour caractéristique importante d’être un cycle
complet de mouvement aller-retour : le dispositif est incliné dans une certaine direction et
immédiatement ramené à sa position initiale de repos (Figure 4.11).
Priopriétés
Le mouvement aller-retour des JerkTilts est rendu possible par l’élasticité naturelle du
poignet. Le mouvement de retour de ce geste est quasi-automatique, l’énergie mécanique
stockée en tant qu’énergie élastique potentielle dans les muscles antagonistes de l’avant-
bras pendant l’inclinaison initiale étant convertie en énergie cinétique pendant le retour
en position de repos. Ceci aide à comprendre pourquoi l’exécution spontanée de ce type
de mouvement prend très peu de temps et demande très peu d’eﬀort [Guiard, 1993a]. De
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Figure 4.11: Cycle complet de réalisation d’un geste de JerkTilts. Le geste part de la
position initiale puis revient automatiquement en position initiale en fin de geste.
Figure 4.12: Les diﬀérents gestes composant le vocabulaire de JerkTilts. N’est représentée
que la position maximum pour chaque geste aller-retour.
plus, ces gestes sont auto-délimités (ils ne nécessitent pas d’activateur pour les réaliser) et
ne parasitent donc pas les interactions sur l’écran ni le rôle des boutons du dispositif. Ils
sont respectueux du contexte de mobilité puisqu’ils ne requièrent que peu d’espace (espace
autour de l’utilisateur) [Rico and Brewster, 2010b]. Ils sont réalisables à une seule main et
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(a) Est (b) Ouest (c) Nord
(d) Sud (e) Nord-Est (f) Sud-Ouest
(g) Sud-Est (h) Nord-Ouest
Figure 4.13: Courbes d’enregistrement des accélérations : la courbe verte représente les
accélérations en x et la courbe bleue en y.
sont peu susceptibles d’être détectés par erreur. Enfin, ils sont réalisables sans regarder le
dispositif et peuvent donc être utilisés comme des raccourcis gestuels ne requérant qu’une
seule étape pour accéder à une commande.
Algorithme de reconnaissance
Nous avons utilisé un algorithme des K -plus-proches-voisins (K -ppv ou K -nn 2) pour
une reconnaissance automatique des gestes. Cet algorithme a l’avantage de donner de bons
résultats pour un temps de calcul raisonnable sur un dispositif mobile. La valeur de K a été
fixée empiriquement à 5 après quelques expérimentations. En réalité la valeur de N n’a pas
un impact très important avec cet algorithme tant qu’elle satisfait aux conditions suivantes :
rester plus petite que le nombre d’éléments représentant chaque classe de gestes dans la base
de données et être supérieure ou égale à 3 et de préférence impaire étant donné que les K -nn
sont basés sur un processus de vote.
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Pour définir l’étiquette d’un geste nous nous sommes servis d’un vecteur à six dimensions.
Nous avons ensuite utilisé la distance Euclidienne afin de calculer la distance qui sépare deux
éléments entre eux. Les six dimensions ont été définies d’après les mesures de l’accélération
lors d’un cycle complet d’aller-retour gestuel. Au moment où le dispositif quitte sa position
neutre avec une accélération d’au moins 4m/s2, les accélérations sont enregistrées. Les six
dimensions vectorielles sont définies comme dans le Tableau 4.2 ci-dessous :
Indice Valeur
1 Le maximum absolu d’accélération selon l’axe X
2 Le maximum absolu d’accélération selon l’axe Y
3 Le moyenne des accélérations selon l’axe X
4 Le moyenne des accélérations selon l’axe Y
5 Le médiane des accélérations selon l’axe X
6 Le médiane des accélérations selon l’axe Y
Tableau 4.2: Les six composantes du vecteur de geste.
Ces six dimensions ont été choisies empiriquement après étude des signaux d’accéléra-
tion (Figure 4.13) et plusieurs tests préliminaires de reconnaissance. En eﬀet, ces tests
ont montré que la simple utilisation du pic d’accélération du mouvement n’est pas suﬃ-
sante. La moyenne et la médiane des valeurs enregistrées pendant la réalisation d’un geste
permettent alors de résumer l’ensemble des accélérations et apportent plus d’eﬃcacité à la
reconnaissance. Nous arrivons ainsi à caractériser les gestes de manière concise et eﬃcace.
Bien que des dimensions complémentaires puissent peut-être améliorer la reconnaissance,
elles demanderaient aussi plus de temps de calcul, surtout dans le calcul des distances (l’al-
gorithme des K -ppv compare chaque élément avec tous les autres éléments de la base de
données). Notre vecteur à six dimensions nous oﬀre un compromis raisonnable entre vitesse
de calcul et précision de reconnaissance. Enfin, afin d’éviter les mauvaises détections, les
gestes devaient être réalisés dans un intervalle de temps suﬃsamment court. Les utilisateurs
doivent donc réaliser l’aller-retour des gestes de JerkTilts et revenir à leur position initiale
en moins de 500 ms, le geste étant ignoré et n’ayant aucun eﬀet dans le cas contraire.
4.3.3 Évaluation
Nous avons évalué notre technique gestuelle en trois étapes :
– 1. Vérifier la faisabilité des gestes et construire une base de données. Une première
expérience a été réalisée afin de jauger la capacité du système et des utilisateurs à
discriminer les gestes de JerkTilts. Nous avons étudié la variabilité entre individus
et par individu. Les utilisateurs n’avaient pas de retour sur la reconnaissance des
gestes réalisés. Cette première expérience nous a permis d’enregistrer un échantillon
2. http://en.wikipedia.org/wiki/K-nearest_neighbor_algorithm
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de mouvements réalisés par les participants dans les huit directions demandées afin de
pouvoir les analyser. Elle nous a de plus permis de constituer une base d’apprentissage
pour l’algorithme de reconnaissance utilisé dans l’expérience suivante. Nous avions en
eﬀet besoin d’une base de données suﬃsante pour alimenter le système de classification.
Deux buts ont donc été atteints : vérifier que les utilisateurs pouvaient réaliser les
JerkTilts avec succès et créer une base de données pour notre algorithme.
– 2. Comparer notre technique à une technique existante. Une deuxième expérience, fo-
calisée sur l’interaction sans regarder le dispositif, compare les performances de mou-
vements du dispositif (JerkTilts) face aux mouvements sur le dispositif (ThumbSlides).
Ces derniers sont des gestes de glissé du pouce sur l’écran similaires à ceux des Marking
Menus [Kurtenbach and Buxton, 1991b], une technique connue pour son eﬃcacité et
qui fait oﬃce de référence. Contrairement à l’Expérience 1, chaque geste était ici suivi
d’un retour indiquant à l’utilisateur si ce geste avait été bien reconnu . Cette situation
se rapproche d’un cas réel d’utilisation où l’utilisateur sait toujours s’il a ou non réalisé
l’action souhaitée.
– 3. Tester les faux positifs dans un contexte d’utilisation réel. Cette dernière étape visait
à vérifier si des activations imprévues et non souhaitées pouvaient survenir pendant
une utilisation normale du dispositif mobile. Pour cela nous avons développé un sys-
tème d’enregistrement afin d’évaluer si les accélérations induites par une utilisation
du dispositif pouvant engendrer la reconnaissance des gestes utilisés dans JerkTilts.
Nous avons ensuite eﬀectué cette expérience dans un contexte réel d’utilisation.
Première Expérience : Des rotations petites et rapides.
Cette première expérience avait pour but de déterminer si les utilisateurs étaient ca-
pables de mémoriser et de reproduire l’ensemble des gestes proposés. Nous voulions de plus
vérifier que les utilisateurs étaient capables de réaliser les gestes avec ou sans le pouce posé
sur l’écran. Cette propriété est importante puisqu’elle permet de doubler le nombre de com-
mandes activables à l’aide de JerkTilts. La reconnaissance n’était pas faite en temps réel
mais à posteriori. Un second but de cette expérience était de construire une base de données
pour les expérimentations ultérieures.
Méthode
Equipement Nous avons utilisé un HTC Hero muni du système d’exploitation An-
droid 2.1, possédant un écran tactile capacitif de 3.5 pouces de diagonale et d’une résolution
de 320 par 480 pixels. Le logiciel a été développé en Java avec l’API Google Android 3. Les
participants étaient confortablement installés dans un fauteuil, tenant le dispositif à une
3. http://developer.android.com
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seule main. Tous les participants étaient droitiers et avaient pour habitude d’utiliser leur
propre dispositif mobile (smartphone tactile, iPhone ou Android) avec cette main.
Tâches et conditions Lors de chaque essai les participants devaient réaliser, en ré-
ponse à un stimulus visuel (Figure 4.14 (a)), un des huit JerkTilts en composant une
combinaison de pitch et roll (par exemple un roll dans le sens inverse des aiguilles d’une
montre produisant une supination du poignet était appelé “Ouest”, et le même roll com-
biné à un pitch vers le haut était dénommé “Nord-Ouest”). Le stimulus visuel indiquant la
direction dans laquelle réaliser le geste apparaissait sur l’écran du mobile. Un voyant gris
(aussi présent sur l’écran Figure 4.14 (b)) permettait également aux utilisateurs de savoir
si le dispositif était en position neutre, c’est à dire parallèle au sol. Les participants devaient
donc garder en permanence le regard fixé sur le dispositif afin de s’assurer qu’ils démarraient
bien le geste dans la position neutre.
(a) Stimulus Ouest (b) Position Neutre
Figure 4.14: En vert, à gauche, on peut voir un exemple de stimulus, ici le côté Ouest
(correspondant à une rotation selon l’axe de roll vers la gauche). En gris, sur la droite, le
carré apparaissant lorsque le dispositif est en position neutre.
Les participants devaient réaliser les gestes avec ou sans la contrainte de devoir garder
le pouce en contact avec l’écran du mobile. Le dispositif devait être ramené à la position
neutre (parallèle au sol) après chaque geste (afin de faciliter l’homogénéité de la base de
données produite). L’essai était alors validé par une dernière pression du pouce sur l’écran
(ou relâchement du pouce dans la condition “avec pouce” de l’expérience), ce qui déclenchait
la présentation du nouveau stimulus.
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Procédure Chaque participant réalisait une session d’entraînement et pouvait l’arrê-
ter quand il se sentait suﬃsamment familier avec les gestes de JerkTilts. Ensuite ils de-
vaient réaliser quatre blocs d’expérimentation. Chaque bloc étant composé d’une séquence
de trente-deux essais, chacune elle-même composée de quatre occurrences de chacune des
huit directions possibles. Douze adultes volontaires (tous droitiers, dix hommes et deux
femmes) ont participé à une session unique de quinze minutes chacun. Nous avons utilisé
un within-subject design, avec 2 postures diﬀérentes * 8 directions * 4 répétitions * 4 blocs
soit 256 mouvements individuels par participant.
Algorithme de reconnaissance L’algorithme de reconnaissance a été utilisé, après
l’expérience, afin de réaliser une classification automatique des gestes. Nous avons réalisé
une reconnaissance que nous nommons “Reconnaissance de Groupe” et une reconnaissance
que nous nommons “Reconnaissance Individuelle” :
– La “Reconnaissance de Groupe” utilise la base complète indépendamment des utili-
sateurs afin de classifier les gestes. De plus nous avons mis en place un système de
cross-validation 4, c’est à dire que la phase d’apprentissage de l’algorithme se sert des
données de tous les individus sauf un, les données de ce dernier servant à la phase
de test. Le processus est réitéré pour chaque individu et nous calculons ensuite la
moyenne de tous les résultats.
– La “Reconnaissance Individuelle” utilise, pour chaque utilisateur, la base de données
qui lui est propre. Ceci signifie que la reconnaissance s’adapte alors aux spécificités de
chaque utilisateur. Dans cette configuration les données des blocs d’indices pairs ont
été réservées pour la phase d’apprentissage, les blocs restants servant à la phase de
test. La moyenne est ensuite calculée sur l’ensemble des résultats de tous les individus.
Résultats et Discussions Les taux de reconnaissance sont assez élevés, spécialement
avec l’algorithme utilisant la “Reconnaissance Individuelle” (Figure 4.15). La posture du
pouce n’a pas d’eﬀet significatif sur les performances de réalisation des gestes (F1,11 < 1)
ni sur le type de reconnaissance de l’algorithme utilisé (F1,11 < 1).
Comme attendu, les taux de reconnaissance sont meilleurs pour l’algorithme entrainé
individuellement (F1,11 = 33.90, p < 0.0001), cela étant sûrement lié à la manière propre à
chaque utilisateur de réaliser les gestes de JerkTilts. Ce résultat confirme la meilleure eﬃ-
cacité des algorithmes de reconnaissance qui s’adaptent aux utilisateurs. Un autre résultat
intéressant est que le taux de reconnaissance reste aussi élevé que le pouce soit en contact de
l’écran ou pas, ce qui permet d’avoir deux manières de réaliser les gestes et ainsi de doubler
4. http://en.wikipedia.org/wiki/Cross-validation_(statistics)
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Figure 4.15: Les taux de reconnaissance pour les deux types de position du pouce versus
les deux types de reconnaissance de l’algorithme.
le vocabulaire proposé par JerkTilts.
Deuxième Experience : JerkTilts face au Marking Menu
Cette seconde expérience a été menée dans des conditions un peu diﬀérentes de la pré-
cédente. L’idée première était de positionner JerkTilts dans des conditions se rapprochant
d’un cas d’utilisation réaliste et de fait plus exigeant. Pour cela les utilisateurs choisissaient
la position de départ du dispositif avec laquelle ils se sentaient le plus à l’aise. Ils n’étaient
plus obligés de commencer leurs gestes avec le dispositif parallèle au sol. Ensuite nous leur
avons demandé de réaliser les gestes sans regarder le dispositif. Enfin, nous voulions compa-
rer notre technique à une technique gestuelle existante, en l’occurrence les Marking Menus
sur l’écran du dispositif, afin de comparer les performances des deux types de geste, sur
le dispositif et avec le dispositif, pour réaliser une sélection parmi huit cibles rangées de
manière circulaire.
Un mécanisme d’auto-calibration était déclenché à chaque fois que le dispositif restait
immobile pendant 200ms, quelle que soit son orientation. Un écran placé à environ 50cm,
une distance usuelle de visualisation (Figure 4.16), à été utilisé pour permettre aux par-
ticipants de réaliser les gestes sans regarder le dispositif. Cette contrainte reproduit le cas
d’utilisation où un utilisateur interagit avec une application, par exemple un lecteur de mu-
sique, sans regarder son dispositif. Le participant avait un retour immédiat (après chaque
geste) de la classification du mouvement qu’il venait de réaliser (là encore pour approcher
une situation réaliste, l’utilisateur ayant toujours un retour dans la réalité). Par contre il
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n’y avait plus de signal indiquant l’orientation du dispositif (le carré gris de la première
expérience).
Les performances de sélection des JerkTilts ont été évaluées relativement aux perfor-
mances des gestes du pouce sur l’écran des Marking Menus. L’utilisateur devait réaliser
un geste de tracé depuis n’importe quelle position sur l’écran dans la direction demandée.
Reconnus pour leur eﬃcacité, les Marking Menus ont ici servi de technique de référence.
(a) Classification correcte (carré vert) (b) Mauvaise Classification (carré rouge)
Figure 4.16: Exemple de retour d’information renvoyé par le système pour un geste bien
réalisé (a) ou raté (b)
Méthode
Equipement Nous avons également utilisé un HTC Hero muni du système d’exploi-
tation Android 2.1, possédant un écran tactile capacitif de 3.5 pouces de diagonale et d’une
résolution de 320 par 480 pixels. Le logiciel a été développé en Java avec l’API Google
Android 5. Les participants étaient confortablement installés dans un fauteuil, tenant le dis-
positif à une seule main. Tous les participants étaient droitiers et avaient pour habitude
d’utiliser leur propre dispositif mobile (smartphone tactile, iPhone ou Android) avec cette
main. La sortie visuelle se faisait sur un écran (Figure 4.16) d’une diagonale de 22 pouces
placé à 50cm du participant et dont le logiciel avait été développé en Java. Le stimulus était
représenté par une flèche apparaissant dans un carré dont la couleur variait. Le carré était
initialement aﬃché en gris et devenait vert si la sélection était correcte (Figure 4.16 (a)). A
la suite d’une erreur le carré restait gris et la direction reconnue était montrée à l’utilisateur
sous forme d’un carré rouge (Figure 4.16 (b)). Le geste devait alors être fait à nouveau. La
main des participants tenant le dispositif ainsi que le dispositif n’étaient pas visible.
5. http://developer.android.com
116 CHAPITRE 4. MOUVEMENTS DU DISPOSITIF
Procédure Douze adultes volontaires (tous droitiers, onze hommes et une femme) ont
participé à notre expérience lors d’une session de vingt-cinq minutes. Un peu d’entraîne-
ment précédait chaque session. Une session se composait de dix blocs de trente-deux essais.
Chaque geste était répété quatre fois, de manière aléatoire, au cours d’un bloc. Chaque
participant tenait le dispositif dans la main droite.
L’inspection des données ayant révélé que les performances nécessitaient plusieurs blocs
avant de se stabiliser, nous avons décidé d’éliminer les trois premiers blocs et de les considérer
comme un échauﬀement. Notre within-subject design impliquait 2techniques ∗ 8directions ∗
4répétitions ∗ 7blocs pour un total de 448 gestes par participant.
Algorithme de reconnaissance L’algorithme de reconnaissance utilisait la base de
données construite à partir de l’expérience 1 comme base d’apprentissage. Cependant il a
été modifié pour fonctionner en mode adaptatif, une base d’apprentissage personnelle étant
créée pour chaque utilisateur. Cette nouvelle base d’apprentissage, initialement construite
à partir de tous les gestes réalisés durant la première expérience (moins quelques cas trop
distants du reste des données), est donc enrichie de ces nouveaux gestes. Chaque fois qu’un
utilisateur réalise un geste validé, ce dernier est ajouté à la base de donnée. Cet algorithme
reste simple et permet au système de reconnaissance de s’adapter aux diﬀérences gestuelles
spécifiques à chaque utilisateur. De plus il fait sens d’utiliser un tel algorithme dans le
contexte de mobilité : les smartphones sont des dispositifs essentiellement personnels, cela
n’empêche pas d’autres utilisateurs de s’en servir, mais améliore les performances du pro-
priétaire.
Nous avons également ajouté deux autres améliorations à cet algorithme :
– La première consiste à arrêter d’ajouter des nouveaux éléments à la base d’apprentis-
sage lorsque les taux de reconnaissances sont suﬃsants, ceci afin de ne pas augmenter
de manière excessive le nombre d’échantillons présents pour préserver le temps de
calcul nécessaire.
– La seconde est basée sur le fait que les gestes dans les direction Sud-Est et Nord-Est
sont plus diﬃciles à réaliser que les autres. L’algorithme précédent ne fonctionne pas
très bien dans cette situation : les gestes dits ‘diﬃciles’ ont tendance à être mal recon-
nus (notamment lorsque la base d’apprentissage n’a pas encore été personnalisée). Peu
d’échantillons sont alors ajoutés dans la base personnalisée, impliquant une mauvaise
adaptation pour ces gestes. Ceci a pour conséquence de construire un base de données
déséquilibrée, ne contenant qu’un faible pourcentage d’échantillons représentatifs de
ces gestes ‘diﬃciles’. L’algorithme adaptatif réduit alors les performance de ces gestes
au lieu d’améliorer leur reconnaissance. Pour répondre à ce problème, nous avons uti-
lisé une approche heuristique consistant à ajouter certains gestes mal identifiés mais
restant néanmoins suﬃsamment proches du geste demandé (la proximité du geste cor-
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respondant ici au nombre de votes de l’algorithme K -ppv). En d’autres termes, nous
forçons l’algorithme à considérer certains gestes invalides comme valides : cette forme
de bootstrapping favorise l’apprentissage de la manière personnelle avec laquelle l’uti-
lisateur réalise les gestes ‘diﬃciles’.
Enfin nous avons également développé un mécanisme d’auto-calibration permettant aux
utilisateurs de réaliser les gestes à partir de n’importe quelle position initiale de la main
choisie arbitrairement. Ce mécanisme consiste à remettre les valeurs d’accélérations à la
position neutre après être resté immobile pendant 200ms. Nous n’avons donc pas demandé
aux utilisateurs de tenir leur dispositif dans une position particulière ou de revenir à une
position spéciale dans cette deuxième expérience (ce mécanisme n’a pas été utilisé lors de
la première expérience afin de récolter les gestes bruts).
Résultats et Discussion Les variables indépendantes de cette expérience sont : le taux
de reconnaissance et le temps total (TT) de sélection. Le temps total de sélection représente
la somme du temps de réaction (RT) et du temps de mouvement (MT). Nous avons négligé
le temps de calcul pris par l’algorithme de reconnaissance, qui n’a jamais dépassé 50ms.
Concernant les pourcentages de précision, en moyenne le taux de reconnaissance (Fi-
gure 4.17) est proche de 91.0% pour les JerkTilts et de 92.6% pour les gestes du pouce
(F1,11 < 1). Le seul eﬀet significatif pour cette mesure concerne la direction du mouve-
ment (F7,77 < 2.25, p < 0.04), un eﬀet commun aux deux techniques (pour l’interaction,
F7,77 < 1.41, p < 0.2). L’eﬀet sur la direction est consistant mais assez faible dans l’absolu,
le taux moyen de reconnaissance étant de 92.0% ce qui est tout à fait convenable.
Les performances en rapidité révèlent des valeurs proche de 936ms et 707ms en moyenne
pour réaliser un JerkTilts et un glissé du pouce respectivement depuis le stimulus (f 1,11 =
8.19, p < 0.02), comme illustré sur la Figure 4.18. La moyenne pour le temps de mouve-
ment était plus courte pour notre technique (177.2ms contre 211.3ms) mais pas de manière
significative (p > 0.05). Le temps de réaction est à l’opposé plus court pour les glissés du
pouce (694.8ms contre 494.9ms) et ce de manière significative (F1,11 = 19.8, p < 0.001).
Nous avons également trouvé une diﬀérence significative sur l’interaction technique par
direction pour le temps total (F7,77 = 2.44, p < 0.03) (Figure 4.18) : sans surprise, la di-
rection la plus rapide n’est pas la même pour les deux techniques. Par exemple, la direction
Sud est beaucoup plus favorable pour les glissés du pouce qu’elle ne l’est pour les JerkTilts.
En eﬀet une supination du poignet est plus diﬃcile à réaliser que le glissement du pouce
vers le bas de l’écran.
Les performances générales des deux techniques sont bonnes dans l’ensemble, bien que
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Figure 4.17: Les taux de reconnaissance des deux techniques en fonction des huit directions
cibles.
Figure 4.18: Les temps totaux (TT) moyens des deux techniques en fonction des huit
directions cibles.
relativement éloignées des taux de reconnaissance habituels pour les Marking Menus ou de
l’expérience 1 pour les JerkTilts. Ceci peut s’expliquer par les conditions même de l’expé-
rience. En eﬀet la condition eyes-free dégrade les performances des deux techniques. En-
suite, comme le décrit Francone dans [Francone et al., 2010], les Marking Menus perdent
en eﬃcacité lorsque l’utilisateur interagit à une seule main, ceci étant dû aux limitations
biomécaniques des mouvements du pouce dans de telles conditions.
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Les performances temporelles des JerkTilts sont inférieures à celles du Marking Menu
dans cette expérience. Cependant il faut noter que les conditions du Marking Menu sont par-
ticulièrement favorables. Ces gestes pouvaient en eﬀet être démarrés depuis n’importe quelle
position sur l’écran et ce sans nécessiter l’activation d’un mode au préalable. Dans un cas
d’utilisation réel il peut être nécessaire soit de débuter l’interaction dans une zone spécifique
de l’écran, une contrainte à laquelle les JerkTilts échappent, soit de presser préalablement un
bouton pour activer un mode adéquat. Les gestes de glissé sont en eﬀet la plupart du temps
déjà utilisés dans les interfaces des applications mobiles (typiquement pour le défilement).
Un mode est donc nécessaire pour éviter les interférences avec les interactions usuelles. Il
est à noter que ce problème peut être résolu sur un PC via l’utilisation des boutons de la
souris ou des ’modifieurs’ du clavier (touches contrôle, shift, etc.) Les écrans tactiles passifs
des mobiles (qui ne permettent pas diﬀérents états d’interaction [Bragdon et al., 2011]) et
l’absence de clavier physique interdisent de recourir à ce type de solution.
Grâce au fait qu’ils sont auto-délimités, les JerkTilts permettent de s’aﬀranchir des ac-
tivateurs. Ils ne nécessitent pas non plus de regarder où l’on fait le geste sur l’écran. Ainsi,
bien qu’un peu plus lents dans cette expérience, les JerkTilts pourraient finalement être un
peu plus rapides que les Marking Menus dans des conditions d’utilisation réalistes, notam-
ment pour l’activation de raccourcis (par exemple pour lancer une application ou rapidement
passer d’une chanson à une autre).
Troisième Experience : enregistrement en conditions réelles d’utilisation.
Cette dernière expérience visait à enregistrer de manière permanente toutes les accélé-
rations d’un dispositif mobile afin d’évaluer l’utilisabilité des JerkTilts dans un contexte de
mobilité de la vie réelle. Même si les gestes de JerkTilts sont réalisables nous voulions être
sûr qu’ils ne compromettent pas les autres ressources d’entrée du dispositif. Notre intérêt
principal dans cette dernière expérience était d’étudier et d’analyser la fréquence des dé-
clenchements inopinés, c’est à dire la mauvaise interprétation d’accélérations comme étant
des JerkTilts.
Méthode Nous avons donc conçu et développé un système d’enregistrement. Ce système
devait enregistrer toutes les accélérations intervenues pendant une période de vingt-quatre
heures d’utilisation standard du dispositif. Le programme enregistrait lorsque le dispositif
mobile était en mode “actif”, c’est à dire qu’il n’était ni en veille ni éteint. C’est pourquoi,
sur la période de vingt-quatre heures, les temps d’enregistrement ont varié en fonction des
utilisateurs. Nous avons envoyé un courriel afin de recruter des volontaires, y joignant le pro-
gramme d’installation de l’application et les instructions à suivre dans un document PDF
(Annexe 5.3.3). Quatorze personnes ont accepté de participer à notre expérience (douze
utilisant leur propre téléphone et deux utilisant un téléphone que nous leur avons prêté).
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L’application enregistrait chaque accélération (selon les axes x, y et z) du mobile pendant
une période de vingt-quatre heures et proposait ensuite à l’utilisateur d’envoyer le fichier
de données par FTP. Le module d’envoi était directement intégré à l’application afin de
faciliter le transfert. Afin de préserver l’anonymat des participants, il leur était proposé de
demander la destruction de leurs données une fois analysées. Aucun des participants n’a
souhaité recourir à cette possibilité.
Moyenne Intervalle de confiance de 95%
Nombre de détections 0.7 0.02 — 1.4
Temps d’activité(en min) 665 340 — 992
Tableau 4.3: Nombre de détections d’activations d’un geste et temps moyen de l’enregis-
trement.
Figure 4.19: Nombre d’activations involontaires par utilisateur.
Résultats et Discussion Le système n’a détecté en moyenne que 0.7 (Tableau 4.3, Fi-
gure 4.19) gestes de JerkTilts. Cela pour un temps d’enregistrement moyen de 665 minutes
(Tableau 4.3). C’est-à-dire que les mouvements liés à l’utilisation normale d’un dispositif
mobile n’ont que peu de chance d’être interprétés comme un JerkTilt. Ce résultat confirme
que les gestes de JerkTilts sont applicables à un contexte d’utilisation courante. Nous ne
sommes pas surpris par ce résultat, puisque, comme nous avons pu le voir précédemment la
nature même des mouvements engendrés par ces gestes se traduit par un signal des accélé-
rations qui est tout à fait caractéristique.
Il serait également intéressant de poursuivre cette expérimentation en réalisant une étude
sur le long terme afin de voir comment les utilisateurs sont capables de réaliser et d’utili-
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ser JerkTilts dans la vie de tous les jours. Ainsi nous aurions une étude plus focalisée sur
les conditions de mobilité comme par exemple dans les transport en commun où diverses
contraintes altèrent le degré d’attention et l’espace gestuel disponible.
4.3.4 Application
Plusieurs applications peuvent tirer profit de JerkTilts. Il est en eﬀet possible de désigner
des interactions gestuelles en trois-dimensions associées à des commandes sans interférer avec
les interactions standard sur l’écran ou encore avec les menus ou widgets. De plus les gestes
permettent d’activer des commandes facilement sans regarder le dispositif. Le concept de
proprioception lui-même encourage les interactions gestuelles à une seule main, les utili-
sateurs étant conscient de la localisation spatiale et de la posture de leur propre main, et
également de la localisation et de l’orientation du dispositif qu’ils tiennent. Ces gestes ne
demandent pas non plus une charge cognitive trop élevée.
Nous avons donc conçu et développé trois variantes d’exploitation possibles de JerkTilts.
La première, JerkTilts Windows, se situe au niveau système et dépend de la combinaison des
gestes 3D et du contact du pouce afin de minimiser les risques d’activations involontaires.
Les deux autres, JerkTilts Copy&Paste et JerkTilts Music Remote, se situent au niveau des
applications.
JerkTilts Window
JerkTilts Window est une technique qui permet de naviguer rapidement entre diﬀérentes
fenêtres sur un mobile. Un peu à la manière de TimeTilt qui a été présenté précédemment,
l’utilisateur va pouvoir passer d’une application à une autre. Cependant JerkTilts permet
d’atteindre plus rapidement un plus grand nombre de fenêtres que TimeTilt. Nous avons
développé deux versions, une permettant de naviguer entre les applications ouvertes et
une autre permettant de lancer ou d’atteindre un ensemble d’applications favorites. Avec
ces implémentations l’utilisateur peut facilement passer d’une application à une autre avec
un seul geste comme le montre la Figure 4.20. Nous avons choisi de minimiser le risque
d’activations involontaires en demandant l’appui du pouce sur l’écran lors de l’exécution
d’un JerkTilt.
Cette application réduit la séquence habituelle d’actions nécessaires à un utilisateur sur
les mobiles du commerce pour passer d’une application à une autre (Figure 4.3). Jusqu’à
présent dans la littérature, passer d’une application à une autre nécessitait au moins deux
actions : cliquer sur un bouton (souvent avec un délai ou un double-clic) puis sélectionner
l’application souhaitée. Pour ouvrir une application favorite il faut généralement retourner à
l’écran d’accueil et ensuite cliquer sur l’icône correspondante. Similairement, JerkTilts peut
également servir à atteindre des favoris préalablement enregistrés dans un navigateur inter-
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Figure 4.20: JerkTilts Window
net. Ceci permettrait d’éviter aux utilisateurs d’avoir à ouvrir et parcourir un ou plusieurs
menus, une opération peu pratique sur un terminal de petite taille.
JerkTilts Copy&Paste
Nous avons également développé une version de JerkTilts qui permet de facilement co-
pier/coller des objets (images, textes, etc.) entre deux fenêtres d’applications diﬀérentes en
une séquence de seulement trois actions : copier l’objet (Figure 4.21 (a)), changer d’ap-
plication (Figure 4.21 (b)) et enfin coller l’objet (Figure 4.21 (c)). Par exemple comme
dans la Figure 4.21, on peut facilement copier une image depuis une page internet vers
une autre application. La même logique s’applique pour une séquence de couper/coller avec
un geste diﬀérent pour l’étape de couper. Cette application de JerkTilts réduit grandement
le nombre de manipulations et d’actions nécessaires à ce type d’interaction en comparaison
avec les systèmes usuels des smartphones courants, qui nécessitent habituellement des délais
et/ou des pointages multiples.
JerkTilts Music Remote
Nous présentons ici une application utilisant les gestes de JerkTilts et notamment leur
capacité à être réalisés sans regarder le dispositif. Nous avons développé deux versions de
cette technique pour contrôler un lecteur de musique. La première version rend possible le
contrôle d’un lecteur sur ordinateur personnel, le dispositif mobile jouant alors le rôle d’une
télécommande. Dans la seconde version le lecteur de musique contrôlé est sur le dispositif
mobile lui-même, et présente l’avantage de permettre une interaction sans déverrouiller le
dispositif. Dans chacune des versions les gestes de JerkTilts ont été associés aux commandes
du lecteur comme le montre la Figure 4.22 (a). La disposition des commandes reste consis-
tante avec celle des lecteurs musicaux standards. Nous avons également placé les commandes
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(a) Copie de l’image par un JerkTilts vers le Sud
et le pouce posé sur l’image
(b) Changement d’application par un JerkTilts
vers l’Est.
(c) Collage de l’image par un JerkTilts vers le
Sud-Ouest.
(d) L’image est collée sur la position désignée
par le contact du pouce au moment du geste
Figure 4.21: Un exemple de séquence permettant de réaliser un copier/coller d’une image
à partir d’une page web vers une autre application.
les plus utilisées sur les quatre directions cardinales : les gestes demandés sont en eﬀet plus
faciles à réaliser.
La version de la technique que nous avons développée permet aux utilisateurs d’avoir un
contrôle distant sur un lecteur de musique (fonctionnel avec iTunes et Spotify par exemple)
grâce à AppleScript (Figure 4.22 (b)). L’application peut facilement être adaptée pour
fonctionner avec un lecteur vidéo (nous avons développé un prototype fonctionnant avec
QuickTime).
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(a) Association des directions aux com-
mandes du lecteur de musique.
(b) Contrôle de iTunes avec JerkTilts
Figure 4.22: JerkTilts Music Remote
4.3.5 Extension de JerkTilts : Combinaison 3D/2D
Nous nous sommes également intéressé à la combinaison de JerkTilts avec les glissés du
pouce (ThumbSlides) issus du Marking Menu de l’expérience 2. L’association de ces deux
types de geste permet d’utiliser des ressources complémentaires. Elle peut par exemple per-
mettre d’accéder rapidement à des commandes en utilisant JerkTilts, tout en contrôlant un
paramètre continu de la commande via un geste du pouce. Les gestes du pouce pouvent être
très eﬃcaces dans le contrôle de variables continues [Pook et al., 2000b]. Cette combinaison
pourrait éventuellement permettre un parallélisme entre les deux types de geste. Nous avons
conçu un menu permettant d’accéder à diﬀérentes applications et à leurs fonctionnalités pré-
sentes sur les dispositifs mobiles actuels. Nous avons ensuite eﬀectué une expérimentation
afin d’évaluer ce menu. Après une étude informelle, nous avons réduit de huit à quatre le
nombre de directions présentes au niveau des JerkTilts afin que l’interaction soit plus aisée.
Nous avons gardé les directions Nord, Sud, Est, Ouest. L’utilisateur n’a pas besoin de dé-
verrouiller le téléphone mobile, puisque les JerkTilts sont auto-délimités et que le système
de détection des accélérations fonctionne même lorsque le dispositif est verrouillé.
Réalisation
Le système de menu comprend deux niveaux d’interaction : le premier pour choisir l’ap-
plication et le second la fonctionnalité de cette application. Comme indiqué précédemment le
premier niveau est contrôlé en eﬀectuant un JerkTilt et le second niveau un glissé du pouce.
Ce système à été testé au moyen d’un prototype avec 4 applications courantes (Paramètres,
Musique, Téléphone, Mails) et qui illustrent les possibilités oﬀertes par la combinaison de
gestes 3D et de gestes 2D sur l’écran.
Les gestes sont réalisables aussi bien en mode novice qu’intermédiaire ou expert. En
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eﬀet la plupart des menus proposent plusieurs modes d’interaction [Bailly, 2009] 6. Le mode
novice s’aﬃche généralement à l’activation du menu et permet de choisir visuellement l’item
que l’on souhaite. Le mode expert permet d’accéder directement à une commande sans ou-
vrir le menu, par exemple lorsque l’on utilise le raccourci clavier CTRL + C pour accéder
à la commande copier. Enfin le mode intermédiaire permet de passer d’un mode à l’autre.
Nous présentons d’abord le mode novice. Le mode novice est activé en maintenant le pouce
appuyé sur l’écran. Le mode intermédiaire s’active si l’utilisateur réalise un JerkTilts puis
attend un délai : les fonctionnalités de l’application sélectionnée apparaissent alors . Le mode
expert consiste en l’enchaînement sans délai d’un JerkTilt suivis d’un ThumbSlide.
Niveau application L’utilisateur appuie sur l’écran pendant un certain délai, permet-
tant au menu d’apparaître. Les 4 directions cardinales (Nord, Sud, Est, Ouest) permettent
alors d’accéder à 4 applications (Paramètre, Musique, Téléphone, Mails) comme le montre
la Figure 4.23. L’utilisateur réalise un JerkTilt pour séléctionner l’application désirée.
Figure 4.23: Niveau Applications du menu
Niveau Fonctionnalité Une fois le JerkTilt eﬀectué l’utilisateur peut accéder aux dif-
férentes fonctionnalités de l’application choisie. Il peut alors sélectionner la commande à
exécuter grâce à un glissé du doigt ou à un pointage sur le bouton adéquat (cette seconde
6. MenUA. http://www.gillesbailly.fr/menua/
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manière d’interagir n’étant possible qu’en mode novice). Afin de faciliter le passage du mode
novice au mode expert, les commandes ont été placées de manière à permettre à la fois d’ap-
puyer directement ou de réaliser un geste dans la direction choisie.
La technique proposée possède plusieurs propriétés intéressantes qui sont illustrées dans
les exemples suivants. Dans le premier exemple (lecteur de musique Figure 4.24 (c)) le
contrôle du volume se fait au moyen d’un geste qui permet un contrôle continu, comme avec
les Control Menus [Pook et al., 2000a, Pook et al., 2000b]. Le principe des Control Menus
est le suivant : l’utilisateur réalise un geste et lorsqu’il dépasse une certaine distance, la
commande est activée et il peut alors la contrôler de manière continue en poursuivant son
geste. Le second exemple (application de mail Figure 4.24 (d)) montre que les ThumbSlides
peuvent être directement associés aux gestes déjà présents dans l’application. Dans ce cas
ils sont confondus avec les gestes de pan de la liste de messages
Evaluation
Afin de vérifier l’eﬃcacité de notre technique nous avons mené une expérience visant à
tester les performances lors de la combinaison des deux types de geste. L’expérience a été
réalisée en mode expert car cela permet d’une part de tester l’eﬃcacité des gestes de la
technique et d’autre part de tester une interaction sans regarder le dispositif. Pour cette
expérience deux sessions ont été réalisées avec les mêmes utilisateurs. La première session a
permis d’adapter l’algorithme d’apprentissage aux particularités des utilisateurs. La seconde
nous a permis d’étudier les performances de notre technique.
Méthode Les conditions de cette expérience étaient les mêmes que celles de l’expérience 2
vue précédemment (même terminal mobile utilisé et aﬃchage sur écran distant) sauf que les
stimuli ne sont plus les mêmes. Ils présentent désormais les deux directions simultanément
comme sur la Figure 4.25 via une grosse flèche jaune pour le JerkTilt à réaliser et une
petite flèche bleue pour le ThumbSlide. Lorsque l’utilisateur réussit les deux gestes l’écran
devient vert et passe au stimulus suivant après un délai de 1 seconde. Si l’un des deux gestes
n’est pas réussi, l’écran devient rouge et aﬃche la combinaison de gestes reconnue par le
système pendant 1s puis passe au stimulus suivant.
Procédure Six adultes volontaires (tous droitiers, six hommes) ont participé à notre ex-
périence lors de deux sessions. Une première session d’entrainement a permis de calibrer
l’algorithme et de familiariser les participants avec la technique. Les deux sessions étaient
espacées d’au moins une heure afin de ne pas trop fatiguer les participants. Chaque session
se composait de cinq blocs de soixante-quatre essais. Chaque combinaison était répétée deux
fois de manière aléatoire au cours d’un bloc. Chaque participant tenait le dispositif dans la
main droite. En résumé, notre within-subject design impliquait 2 techniques * 4 directions
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(a) Paramètres du téléphone (b) Favoris Téléphone
(c) Lecteur de musique (d) Mails Récents
Figure 4.24: Niveau Fonctionnalités du menu.
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Figure 4.25: Exemple de stimulus de combinaison JerkTilt(flèche jaune)/ThumbSlide(flèche
bleue).
3D * 8 directions 2D * 2 répétitions * 4 blocs pour un total de 256 sélections par participant.
Résultats et discussion Les résultas de cette expérience sont de 98,25% de taux de
bonne reconnaissance pour les JerkTilts sur 4 directions et de 95,25% pour les ThumbSlides
avec 8 directions. Ces résultats sont meilleurs que pour l’expérience 2 pour plusieurs raisons.
Premièrement il n’y a plus que 4 directions pour les JerkTilts ce qui facilite leur réalisation
et améliore les performances de la classification. Ensuite l’entraînement était plus long que
pour l’expérience 2 ce qui a permis aux utilisateurs de mieux réaliser les gestes et à l’al-
gorithme de mieux s’adapter à l’utilisateur. Le taux de réussite pour la combinaisons des
gestes s’élève à 93,75% (Figure 4.26) ce qui montre que la technique est bien assimilée par
les utilisateurs après une phase de calibrage et d’apprentissage.
Nous avons ensuite étudié les temps totaux pour exécuter une commande. En moyenne
il faut 1525 milli-secondes pour exécuter la combinaison des deux gestes (temps de réaction
d’en moyenne 741ms). Nous avons cherché à savoir s’il y avait des diﬀérences de temps
en fonction des directions de la combinaison. Nous avons trouvé qu’il n’y a pas d’eﬀet en
fonction de la direction des ThumbSlides (F7,35 = 0.55, p < 0.7926) mais qu’il y en a un en
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Figure 4.26: Taux de reconnaissance de la combinaison JerkTilts/ThumbSlide (les barres
correspondent au 95% d’intervalle de confiance).
Figure 4.27: Temps moyen de la combinaison JerkTilts/ThumbSlide en fonction des 4
directions cardinales (les barres correspondent au 95% d’intervalle de confiance).
fonction de celle des JerkTilts comme le montre la Figure 4.27 (F7,15 = 28.69, p < 0.0001).
La direction Sud est significativement plus lente que les trois autres et les directions Sud
et Nord sont plus lentes que les directions Ouest et Est. Ces résultats sont encourageants,
car ils montrent que la combinaison des deux types de geste peut facilement être réalisée et
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utilisée par les utilisateurs. De plus les taux de gestes réussis sont élevés ce qui montre la
robustesse de la technique même avec un entraînement limité.
4.3.6 Conclusion
Les gestes de JerkTilts sont des mouvements d’aller-retour rapides combinant des rolls
et des pitch. Ils reposent sur une demi-oscillation rendue possible par l’élasticité naturelle
du poignet et peuvent être réalisés sans regarder. Ces gestes ne nécessitent pas le posi-
tionnement de l’appareil dans une orientation spécifique avant leur commencement. Étant
auto-délimités il évitent d’avoir à recourir à un changement de mode nécessitant un bouton
physique ou virtuel. Ils n’interfèrent pas avec les interactions courantes déjà présentes (qui
sont basées sur l’écran tactile) et peuvent donc servir de raccourcis gestuels pour la plupart
des applications existantes (la principale incompatibilité étant avec les jeux ou rares inter-
faces ayant déjà recours aux gestes 3D). Enfin les JerkTilts ne nécessitent que peu d’espace
du fait que ces mouvements sont essentiellement des rotations stationnaires du dispositif
mobile. De ce fait, les gestes utilisés sont discrets (faible amplitude et temps de réalisation)
et sont donc appropriés à la plupart des contextes sociaux. Grâce à une signature d’accélé-
ration particulière, ces gestes ont peu de chance d’être activés par erreur.
Il serait souhaitable de poursuivre ce travail par une étude de terrain plus approfondie
visant à vérifier que les utilisateurs sont capables de réaliser des JerkTilts dans n’importe
quelle situation de mobilité, par exemple lorsqu’ils sont dans les transports en commun.
Il serait de plus intéressant d’ajouter un capteur de mouvement tel qu’un gyroscope pour
essayer d’améliorer la reconnaissance des gestes de JerkTilts.
Enfin, nous avons vu les possibilités oﬀertes par la combinaison des gestes de JerkTilts
et des ThumbSlides pour augmenter le vocabulaire gestuel initial. JerkTilts permet un ac-
cès rapide aux applications et les gestes du pouce sont très eﬃcaces pour en contrôler les
fonctionnalités.
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5.1 Conclusion
On compte aujourd’hui plus de 65 millions 1 de téléphones mobiles en France. La plupart
des modèles récents sont des smartphones, c’est-à-dire des dispositifs mobiles permettant de
communiquer, s’informer, interagir, filmer... et dont les possibilités ne cessent de s’accroître.
Ces dispositifs ont des processeurs de plus en plus rapides, leurs écrans permettent de capter
plusieurs points de contact et ils possèdent désormais toute une batterie de capteurs (accé-
léromètres, gyroscopes, etc.). Le développement de ces nouvelles possibilités est cependant
contraint par les limitations interactionnelles imposées par la taille réduite de l’écran, l’ab-
sence de clavier physique ou les spécificités de l’usage en mobilité (par exemple le fait qu’ils
doivent fréquemment être manipulés avec une seule main). C’est pourquoi l’amélioration
des interfaces et des interactions sur ce type de dispositif constitue un enjeu scientifique
et industriel important. Nous allons maintenant présenter un résumé des contributions de
cette thèse qui a été eﬀectuée dans le cadre du laboratoire commun Ubimédia entre l’Institut
Télécom et Alcatel Lucent Bell Labs. Nous indiquerons ensuite les perspectives qui semblent
s’ouvrir dans la prolongation de ces travaux.
5.2 Contributions
Ce travail de thèse comprend deux parties complémentaires. Nous avons d’abord étudié
l’état de l’art afin de réaliser un espace de classification des techniques de la littérature
puis nous avons conçu plusieurs techniques d’interactions. Ces techniques sont regroupées
suivant deux axes de recherche selon qu’elles exploitent les mouvements sur le dispositif ou
les mouvements du dispositif.
5.2.1 Espace de classification
Pour faciliter la classification des techniques existantes et la conception de nouvelles
techniques d’interaction nous avons proposé un espace de classification des interactions
gestuelles physiques sur dispositif mobile. Cet espace s’appuie sur diﬀérents aspects de l’in-
teraction gestuelle : technologique, cinématique, sémantique et contextuel. Il est composé
de six dimensions :
– Le type de capteur définit la technologie d’entrée utilisée pour capter les gestes de
l’interaction.
– Le type de mouvement définit la cinématique des mouvements entrant en jeu dans la
réalisation des gestes.
– Le type de mapping définit l’association entre la forme des gestes et leur fonction.
1. Source ARCEP : http://www.arcep.fr/index.php?id=11092&L=
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– Le type de contrôle définit l’association entre les gestes et les valeurs qu’ils contrôlent.
– Le type de retour d’information définit la technologie de sortie utilisée en réponse aux
gestes réalisés.
– Le contexte définit le contexte d’interaction dans lequel l’interaction est réalisée.
Cet espace tente de fournir des outils pour améliorer l’étude des techniques existantes
et la conception de nouvelles techniques. Il nous a en eﬀet guidé dans l’élaboration des
nouvelles techniques d’interaction qui ont été réalisées durant cette thèse.
5.2.2 Mouvements sur le dispositif
Dans cette partie nous avons étudié l’amélioration d’une technique existante, le Flick,
par le biais de diﬀérents procédés. Nous avons dans un premier temps défini ‘l’anatomie’ du
Flick afin de mieux décrire cette technique en mettant en valeur les diﬀérentes étapes qui la
constituent : amorce, relâchement, défilement et arrêt. Nous avons pu ensuite nous concentrer
sur certains aspects de ce type d’interaction qui nous semblaient peu explorés. Cette étude
a donné lieu à la conception et à la mise au point de trois techniques d’interaction.
Flick and Brake Flick and Brake est une technique d’interaction qui
permet à l’utilisateur de contrôler la vitesse de défilement lors de la réa-
lisation d’un Flick. Cette technique développe la métaphore de l’inertie et
de la friction déjà présente avec le Flick standard en y ajoutant l’eﬀet de la
friction du doigt au contact de l’écran. Cette technique permet d’atteindre plus rapidement
une cible éloignée dans une liste et requiert beaucoup moins de répétitions du geste de Flick
pour faire défiler une longue liste. Enfin, cette technique a été préférée à la technique de
Flick classique par la majorité des utilisateurs de notre expérimentation.
Semantic Flicking Semantic Flicking est une technique qui permet de
faire varier automatiquement la vitesse de défilement d’un document en
fonction des contenus locaux de ce document. Le défilement lors du parcours
du document est ainsi modifié en fonction de la nature et de l’importance
des passages présentés à l’écran. Ainsi l’utilisateur peut grâce à cette technique parcourir un
document en ‘sentant’ l’importance ou la pertinence d’une section seulement par la nature du
défilement qui lui est associé. Semantic Flicking permet de mettre des items favoris en relief
sans changer la structure initiale du document parcouru. Le prototype de cette technique
appliqué au S-Book d’Alcatel-Lucent a été particulièrement apprécié par les utilisateurs lors
de sa démonstration aux OpenDays 2011.
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LongFlick LongFlick permet de faciliter la navigation en se servant du
geste d’amorce du Flick pour contrôler la distance du défilement. L’utilisa-
teur peut ainsi atteindre une partie éloignée d’un document avec un seul
geste de Flick. Un mapping est créé entre le geste d’amorce réalisé sur la surface d’aﬃchage
du document et la taille du document parcouru. Le rapport entre l’amplitude du geste et la
taille de la surface d’aﬃchage détermine la longueur parcourue relativement à la taille totale
du document. Nous avons proposé trois mappings diﬀérents : direct, proportionnel absolu
et proportionnel relatif, chacun présentant une association diﬀérente entre la longueur de la
surface d’aﬃchage et la longueur de la liste. Cette technique dans ses trois variantes permet
également de parcourir une distance choisie par l’utilisateur à vitesse constante.
5.2.3 Mouvements du dispositif
Dans cette partie nous nous sommes intéressé aux délimiteurs et nous avons proposé le
concept de gestes 3D auto-délimités. L’interaction gestuelle 3D nécessite de pouvoir spécifier
sans ambiguité le début et la fin des gestes. Nous avons tout d’abord proposé une technique
exploitant les gestes impulsifs pour délimiter la partie utile des gestes. Nous avons ensuite
proposé un ensemble de gestes auto-délimités qui ne nécessitent pas le recours à des activa-
teurs explicites, les délimiteurs étant compris dans la réalisation du geste lui-même.
TimeTilt TimeTilt est une technique basée sur l’utilisation des accélé-
romètres. Elle propose un vocabulaire gestuel qui préserve les interactions
déjà existantes. Le vocabulaire de TimeTilt se compose de trois gestes im-
pulsifs et d’un geste fluide. Un tap à l’arrière du dispositif (geste impulsif)
sert d’activateur pour le geste fluide. TimeTilt a été appliquée à la navigation multi-vues
sur dispositif mobile. Cette application propose deux modes d’interaction dont un se servant
de la métaphore des cartes à eﬀet lenticulaire. Cette technique a rencontré un franc succès
lors de sa présentation aux OpenDays 2009.
JerkTilt JerkTilt introduit un ensemble de gestes auto-délimités détectés
à partir des données fournies par un accéléromètre. Cet ensemble comprend
huit gestes d’aller-retour permettant à l’utilisateur de revenir spontanément
à sa position initiale. Ces gestes ont la particularité de requérir peu d’espace
et peu d’eﬀort de la part de l’utilisateur. Ils permettent également une interaction sans
regarder le dispositif. Nous avons montré que ces gestes rivalisent en eﬃcacité avec ceux des
Marking Menus et qu’ils peuvent être combinés avec eux. Nous avons enfin proposé plusieurs
applications de JerkTilts tirant partie de la nature des gestes utilisés pour permettre un accès
rapide aux diverses commandes de ces applications.
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5.3 Perspectives
L’étude de l’interaction gestuelle sur dispositifs mobiles est à notre avis un domaine
de recherche primordial. Elle vise à permettre à l’utilisateur d’accéder eﬃcacement à un
nombre sans cesse croissant de données. Outre les problèmes de visualisation posés par la
petitesse de la surface d’aﬃchage, l’absence de clavier, de modifieurs, de boutons de souris,
etc. impose de repenser l’interaction pour la rendre plaisante et eﬃcace pour l’utilisateur.
L’interaction gestuelle, en 2D sur la surface du dispositif, ou en 3D en déplaçant le dispo-
sitif dans l’espace, constitue une des voies les plus prometteuses. L’interaction 3D permet
en outre d’exploiter de nouvelles ressources interactives sans parasiter les interactions déjà
présentes.
Le succès impressionnant des smartphones, qui ont supplanté les téléphones mobiles
usuels avec une rapidité imprévue, a montré a quel point l’apparition de nouvelles tech-
niques d’interaction pouvait révolutionner un domaine technologique. Ces dispositifs ont
largement contribué à populariser l’interaction gestuelle auprès du grand public. Pour au-
tant nous ne sommes pas à la ‘fin de l’histoire’ et nous sommes convaincus que de nombreuses
techniques restent à inventer.
Plus précisemment, nous souhaitons étudier certaines pistes induites par les travaux
présentés dans ce manuscrit. Nous présentons ci-dessous les perspectives issues des trois
sections de ce travail de thèse.
5.3.1 Espace de Classification
Une de nos perspectives de travail est la mise à jour de notre espace de classification.
De nouvelles technologies sont susceptibles d’être développées dans le futur pour permettre
de nouveaux types d’interaction gestuelle. De ce fait la liste des capteurs que nous avons
donnée dans le chapitre 2 devra être tenue à jour. La dimension contextuelle de cet espace
nécessitera aussi d’être revisitée, les pratiques et les coutumes liées aux nouvelles technolo-
gies évoluant constamment.
À titre d’exemple, il y a encore peu d’années l’utilisation d’oreillettes pour téléphones
mobiles donnait l’étrange impression que la personne se parlait à elle-même. Il nous paraît
évident aujourd’hui que cette personne est en train de téléphoner. De même, l’apparition
des contrôleurs de jeux vidéos gestuels comme la Wiimote, la caméra Kinect ou encore le
Playstation Move ont popularisé l’idée d’interagir au moyen de gestes tri-dimensionnels. De
tels mouvements, aujourd’hui parfaitement acceptés dans l’environnement familial, auraient
été considérés comme inacceptables et parfaitement ridicules il y a peu.
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5.3.2 Mouvements sur le Dispositif
Nous avons plusieurs perspectives de travail sur ce domaine. Dans un premier temps nous
aimerions évaluer Flick-and-Brake dans un contexte d’interaction réel. L’attention étant sou-
vent partagée entre la tâche que l’on souhaite réaliser et l’environnement alentour dans un
contexte de mobilité, nous aimerions évaluer les performances de notre technique dans cette
situation. De même, nous aimerions évaluer l’impact du type de retour d’information sur
l’eﬃcacité de la technique.
Dans un second temps il serait intéressant de mesurer l’apport du Semantic Flicking sur
la consultation de documents textuels à l’aide d’une expérience contrôlée.
Enfin nous aimerions évaluer LongFlick, la dernière technique que nous avons proposée,
afin d’étudier quantitativement son apport relativement au Flick classique. Nous aimerions
notamment évaluer les diﬀérents mapping. Par exemple le fait que la distance soit diﬀérente
selon la position avec le mapping relatif aﬀecte-t-elle les performances ? Quelles sont les
configurations optimales pour ces trois mappings ? Par ailleurs il serait intéressant d’étudier
plus en profondeur les diﬀérents aspects du Flick, en particulier les divers paramètres de la
phase d’amorcage (forme, direction, etc.) afin d’élaborer de nouveaux moyens d’interaction.
Une dernière perspective pour cette partie serait d’étudier l’utilisation de ce type de tech-
nique sur des surfaces tactiles de grande taille comme les tables et tableaux interactifs.
5.3.3 Mouvements du Dispositif
Comme pour la section précédente une première perspective consisterait à étudier de
manière longitudinale l’utilisation de nos techniques dans un contexte d’utilisation réel.
Nous savons par exemple que JerkTilt est susceptible de fonctionner dans la vie de tous les
jours, mais nous aimerions étudier comment les gens adoptent la technique et s’il est facile
de l’utiliser dans un contexte de mobilité réelle. Une deuxième perspective serait d’appro-
fondir l’étude de l’extension de JerkTilt afin d’étudier les limites de cette technique. Nous
aimerions notamment savoir dans quelle mesure il est possible d’eﬀectuer simultanément les
gestes 3D et 2D. Dans cette hypothèse, il semble important de déterminer les directions qui
sont les plus faciles à réaliser et si certaines d’entre-elles demandent un eﬀort cognitif trop
important aux utilisateurs.
Dans un second temps nous souhaiterions aﬃner nos techniques en combinant l’utili-
sation des accéléromètres et des gyroscopes. Cette combinaison permettrait sans doute de
donner plus de précision aux mesures des mouvements et, peut-être, d’augmenter le voca-
bulaire gestuel.
Enfin, une dernière perspective de travail porterait sur l’étude des gestes auto-délimités
sur des dispositifs mobiles de plus grande taille comme les tablettes tactiles. D’abord il serait
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intérressant d’évaluer les Jerktilts (à une main) sur ce type de dispositif. Ensuite l’usage
montre que les tablettes tactiles sont souvent utilisées avec deux mains. Il pourrait donc
être intéressant de déterminer un nouveau vocabulaire gestuel reposant sur des gestes auto-
délimités à deux mains.
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Questionnaire sur les usages mobiles pour TimeTilt
Etude sur l'utilisation des dispositifs mobiles
Ce questionnaire a pour but de mieux comprendre comment vous utilisez vos téléphones mobiles 
et nous permettront de proposer des services innovants et adaptés.
Nous souhaitons avoir les avis d'utilisateur possédant des téléphones nouvelles générations (de 
type iPhone ou bien des téléphones à écrans tactiles)
Merci de participer à cette étude qui ne vous prendra que quelques minutes :-)
*Obligatoire
Prenom Nom
(non obligatoire)
Email
(non obligatoire)
Age *
Quel type de téléphone possedez-vous ? *
(Si vous ne connaissez pas le type, entrez la marque du telephone dans le champ "autre")
 iPhone
 SmartPhone sous Windows Mobile
 SmartPhone sous Android
 Autre : 
Avez-vous accès au web (par forfait ou par wifi) *
 Oui et je vais sur le web
 Oui mais je ne vais pas sur le web
 Non
Combien d'applications environ avez-vous sur votre téléphone ? *
(Telephone, Mail, SMS, Internet, Bourse, Meteo, Carte, Casse-Brique, Tetris ...)
Combien de fois par jour en moyenne, sortez vous votre téléphone pour l'utiliser ? *
 1 fois par jour
 2 fois par jour
 4 fois par jour
 Toutes les heures
 Toutes les 30 minutes
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 Toutes les 10 minutes
 Toutes les 5 minutes
Lorsque vous sortez votre téléphone pour l'utiliser, combien de temps environ y passez
vous ? *
 Moins de 1 minute
 1 à 2 minutes
 5 minutes
 10 minutes
 20 minutes
 30 minutes
 Plus de 30 minutes
Toujours pendant ces "sorties", combien de services en moyenne utilisez vous ? *
Pendant ces "sorties", cochez dans la liste ci-dessous, les services que vous utilisez le plus
souvent : *
 Telephone
 SMS
 Mail
 Internet
 Google map (ou carte)
 GPS
 MP3
 Video
 Jeux
 Appareil photo
 Consultation de photos ou videos personnelles
 Recherche d'application (AppStore ou autres services équivalents)
 Edition de texte
 Lecture de livres electroniques
 Utilitaires (calculette, convertisseur ...)
 Autre : 
Pendant ces sorties, vous arrive t'il d'utiliser (ou de vouloir utiliser) plusieurs applications
en même temps ? *
(Par exemple : consulter un sms, puis basculer sur Google Map pour voir où est l'adresse indiquée
dans le sms, puis revenir sur le sms pour répondre à la personne)
 Très souvent
 Souvent
 Quelques fois
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 Rarement
 Jamais
Vous est t'il arrivé de vouloir déplacer du texte ou des fichiers entre ces applications ? *
(Par exemple, copier le texte d'un sms dans un mail, ou bien copier une adresse d'un site pour la
coller sur Google Map)
 Très souvent
 Souvent
 Quelques fois
 Rarement
 Jamais
Etes vous gené par le fait qu'il n'y a de place que pour une seule fenêtre sur l'écran du
téléphone ? *
 Oui
 Non
Aimeriez-vous pouvoir passer plus facilement d'une application à une autre ? *
(Par exemple sur un ordinateur on peut avoir plusieurs fenêtres ouvertes en même temps)
 Oui
 Non
Si vous avez répondu oui à la question précédente : Comment imaginez (ou aimeriez) vous
que le passage d'une application à une autre se fasse ?
(si vous n'avez pas de suggestion vous pouvez passer la question)
Merci d'avoir répondu à ce questionnaire !!
Envoyer
Fourni par Google Documents
Signaler un cas d'utilisation abusive - Conditions d'utilisation - Clauses additionnelles
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Document d’instructions pour l’expérience 3 de JerkTilts
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Schéma du module d’animation du Flick
Le schéma suivant représente le module Flick Animator utilisé pour le calcul de la vitesse
de défillement pour les techniques présentées dans le chapitre 3.
Scrollable 
View
Touch 
events
Flick animator
• Compute Speed
• Compute Move
LongFlick
• View Size
• Document Size
• Scrolling Distance
Flick & Brake
• Pressure Analyse
• Friction Factor 
Semantic Flicking
• Heatmap
• Friction FactorDocument 
properties
Document
View 
properties
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Schéma du module de reconaissance de geste
Le schéma suivant représente le module de reconaissance de geste utilisé pour les tech-
niques présentées dans le chapitre 4.
Application
/
Service
Gesture Recognizer
• Command Selection
• View Selection
JerkTilt
• Accelerations
• Move events
• Gesture Selection
• Database Learning
TimeTilt
• Accelerations
• Gesture Selection
• Angle Selection 
Knn RecognizerGestures Database
Marking 
Gestures
Smooth 
Gestures
Jerk Gestures 
Identifier
TouchScreen 
events
View 
properties
Accelerometer 
events
Commands 
list
