Abstract. We prove a theorem unifying three results from combinatorial homological and commutative algebra, characterizing the Koszul property for incidence algebras of posets and affine semigroup rings, and characterizing linear resolutions of squarefree monomial ideals. The characterization in the graded setting is via the Cohen-Macaulay property of certain posets or simplicial complexes, and in the more general nongraded setting, via the sequential Cohen-Macaulay property. Let R = d≥0 R d be an N-graded ring in which the subring R 0 is semisimple, and let M be a Z-graded (right-) R-module. Say that M is a Koszul R-module if it admits a graded projective R-resolution
Introduction
The main result of this paper, Theorem 1.18, is a characterization of the Koszul property for certain rings and ideals within them. The notion of Koszulness goes back to work of Priddy [24] and Fröberg [13] , but has been generalized by various authors. We begin by reviewing the definition that we will use, incorporating features introduced by Beilinson, Ginzburg and Soergel [1] and Fröberg [14] . [14, §2] ) Let R = d≥0 R d be an N-graded ring in which the subring R 0 is semisimple, and let M be a Z-graded (right-) R-module. Say that M is a Koszul R-module if it admits a graded projective R-resolution
with each P (i) generated in degree i, that is,
i R. One can define a similar notion for a left R-module M . Letting m := ⊕ d>0 R d , a two-sided ideal within R, one says that R is a Koszul ring if the trivially graded R-module R 0 = R/m is Koszul as a right R-module.
More generally, assume A is a ring which is not necessarily graded but has a direct sum decomposition A = A 0 ⊕ I (1) in which A 0 is a semisimple subring, and I is a two-sided ideal. Let M be a right A-module. Consider the associated graded ring gr I A := ⊕ d≥0 I d A/I d+1 A, and the associated graded module gr I M := d≥0 M I d /M I d+1 for the I-adic filtrations on A and M . Say that M is a (nongraded) Koszul A-module if gr I M is a Koszul gr I A-module in the graded sense already defined above. Note that this notion of nongraded Koszulness depends implicitly not only on the A-module structure of M , but also on the choice of the decomposition (1) for A. Again, there is a similar notion for a left A-module M . Say that A is a (nongraded) Koszul ring if the right A-module M = A 0 = A/I is a (nongraded) Koszul A-module.
Remark 1.2. (on right versus left modules)
We choose to use right R-modules M rather than left R-modules in order to later reformulate Koszulness (Proposition 4.3) via Tor R (M, k) rather than Ext R (M, k). In particular, Koszulness of the ring R has been defined here in terms of the right R-module structure on R 0 = R/m. However [1, Prop. 2.2.1] shows that R is a Koszul ring if and only if its opposite R opp is a Koszul ring. For all the graded rings of interest in this paper (namely, the associated graded rings R = gr I k[P ] red of the reduced incidence algebras k[P ] red defined in Definition 1.15), one has R 0 commutative; see Proposition 2.5. Thus for such rings R, Koszulness as a ring could be defined by saying that R 0 is Koszul as a right R-module, or equivalently, R 0 is Koszul as a left R-module.
We next review three results (Theorems 1.6, 1.7, 1.13) from the literature on combinatorial homological and commutative algebra which Theorem 1.18 unifies. Each can be phrased as characterizing Koszulness for a certain class of rings or ideals in terms of the Cohen-Macaulay property for certain partially ordered sets (posets) or simplicial complexes. For the first two results (Theorems 1.6 and 1.7), our unification will simultaneously remove an unnecessary purity/gradedness hypothesis by considering sequential Cohen-Macaulayness, a natural nonpure generalization of Cohen-Macaulayness introduced by Stanley [27, §III.2.9] .
Throughout the remainder of the paper, k denotes a field.
1.1. Incidence algebras of posets. Let P be a poset. Given two comparable elements x ≤ y in P , the sets [x, y] := {z ∈ P : x ≤ z ≤ y} (x, y) := {z ∈ P : x < z < y} are called the closed and open intervals between x and y.
Definition 1.3.
Assume the poset P is finite, and let Int(P ) be the set of all closed intervals [x, y].
Then the incidence algebra k[P ] is the k-vector space having basis {ξ [x,y] } indexed by Int(P ), with multiplication defined k-bilinearly via
where δ y,z is the Kronecker delta.
For considering Koszulness, decompose A = k[P ] = A 0 ⊕ I where A 0 is the k-span of ξ [x,x] for x ∈ P and I is the k-span of ξ [x,y] with x < y in P .
Let A 1 denote the k-span of ξ [x,y] for x < y a covering relation in P , that is, [x, y] = {x, y}. It is not hard to check that A = k[P ] is always generated as an A 0 -algebra by A 1 . However, there is an N-grading on A = k[P ] having A 0 , A 1 in degrees 0, 1 if and only if P is graded in the sense that for every interval [x, y], all of its maximal chains have the same length.
Koszulness for k[P ] turns out to be related to a topological property of its open intervals.
Definition 1.4.
Given a poset P , its order complex ∆P is the abstract simplicial complex having vertex set P and a face for each totally ordered subset (chain) in P .
Given an abstract simplicial complex ∆, its dimension dim ∆ is the maximum dimension of any of its faces. Say that ∆ is Cohen-Macaulay over k if for every face F of ∆, its link link ∆ (F ) := {G ∈ ∆ : F ∪ G ∈ ∆, F ∩ G = ∅} within ∆ has the property that its reduced homology vanishes below the dimension of the link:H The incidence algebra k[P ] of a finite graded poset P is a Koszul ring if and only if every open interval (x, y) in P is Cohen-Macaulay over k.
Affine semigroup rings.
An affine semigroup Λ is a finitely-generated subsemigroup of the additive group (Z n , +). The affine semigroup ring kΛ is the k-vector space having basis {ξ λ } indexed by λ in Λ, with multiplication defined k-bilinearly via ξ λ · ξ µ = ξ λ+µ . We will assume throughout that Λ is pointed, that is, an element λ = 0 in Λ never has its additive inverse −λ in Λ. Equivalently, there exists a linear functional on R n which is strictly positive on the nonzero elements of Λ.
For considering Koszulness, decompose A = kΛ = A 0 ⊕ I where A 0 = k = kξ 0 and I is the k-span of ξ λ with λ = 0.
Let A 1 denote the k-span of ξ λ for those λ in Λ which are indecomposable, that is, λ = 0 and λ = λ 1 + λ 2 with λ i in Λ forces either λ 1 = 0 or λ 2 = 0. It is not hard to check that A = kΛ is always generated as an A 0 -algebra by A 1 . However, there is an N-grading on A = kΛ having A 0 , A 1 in degrees 0, 1 if and only if there exists a linear functional on R n whose value on all indecomposable λ is 1. The semigroups having this property are called graded.
Koszulness for kΛ turns out again to be related to poset properties of Λ, where Λ is considered as an infinite poset in which λ ≤ µ if and only if µ − λ lies in Λ.
The second result we wish to unify is the following. We remark that in [18] , the authors considered some sufficient (but not necessary) conditions for an affine semigroup ring kΛ to be nongraded Koszul in the sense considered here.
Componentwise linear ideals.
The third result to be unified relates to resolutions of ideals generated by squarefree monomials within the polynomial algebra A = k[x 1 , . . . , x n ]. Consider A as an N-graded ring with its usual grading in which each variable x i has degree 1.
Definition 1.8.
Recall that a Z-graded A-module M is said to have a linear resolution as an Amodule if there exists an integer d 0 and a graded free A-resolution
such that the free A-module P (i) has its basis elements all in degree d 0 + i. In particular, this requires that M itself is pure in the sense that it is generated in the single degree d 0 .
Linearity of resolutions for squarefree monomial ideals is characterized in terms of the topology of a certain simplicial complex.
Definition 1.9.
Recall that an ideal in A generated by squarefree monomials is the Stanley-Reisner ideal I ∆ for the unique simplicial complex ∆ on vertex set [n] := {1, 2, . . . , n} whose simplices correspond to the squarefree monomials not lying in I ∆ . Recall also that the canonical Alexander dual ∆ ∨ to the simplicial complex ∆ has the same vertex set [n], and is defined by Herzog and Hibi [16] introduced an interesting relaxation of the notion of linear resolution which is appropriate for nonpure Z-graded A-modules.
, say that M a Z-graded A-module has componentwise linear resolution if for each j ∈ Z there is an A-linear resolution for the pure A-submodule M j generated by the elements M j in M of degree j.
When M is pure (generated in a single degree) this turns out to be equivalent to M having linear resolution; see [17, Lemmas 1, 3] For an abstract simplicial complex ∆, the j th sequential layer ∆ j is the subcomplex of ∆ generated by all faces of ∆ of dimension at least j.
Say ∆ is sequentially acyclic over k ifH i (∆ j ; k) = 0 for −1 ≤ i < j ≤ dim ∆. Say ∆ is sequentially Cohen-Macaulay over k if every face F of ∆ has link ∆ (F ) sequentially acyclic over k.
For pure simplicial complexes ∆, that is, those with all facets (= maximal faces) of the same dimension, it turns out that sequential Cohen-Macaulayness is equivalent to Cohen-Macaulayness. Since the ideal I ∆ is pure as an A-module if and only if ∆ ∨ is pure, the next theorem gives the appropriate nonpure generalization of Theorem 1.10. It is the third result that we wish to unify. The Stanley-Reisner ideal I ∆ in A = k[x 1 , . . . , x n ] has componentwise linear resolution as an A-module if and only if the Alexander dual complex ∆ ∨ is sequentially Cohen-Macaulay over k.
1.4.
A unified setting and the main result. We explain here how Theorem 1.18 will unify the previous three results and settings, that is, (i) Theorem 1.6 on incidence algebras of posets, (ii) Theorem 1.7 on affine semigroup rings, and (iii) Theorem 1.13 on squarefree monomial ideals in polynomial algebras.
Although at first glance, (ii) and (iii) look somewhat different, the differences are superficial. One key point is the following observation made independently by Yanagawa [30] and Römer [25] , which we rephrase here in our language. See also the work of Iyengar and Römer [19, Theorem 5.6] for further extensions. A finitely generated Z-graded module M over A = k[x 1 , . . . , x n ] is componentwise linear if and only if gr m M is a Koszul A-module, that is, if and only if M itself is a nongraded Koszul A-module.
A second key point is that the polynomial algebra A = k[x 1 , . . . , x n ] is an affine semigroup ring, associated to the semigroup Λ = N n . Thus we should consider nongraded Koszulness not only for affine semigroup rings as algebras, but also for monomial ideals within them as modules.
To unify (i) with (ii), (iii), one should think of an affine semigroup ring kΛ as a certain kind of reduced incidence algebra k[P ] red , associated with the poset P = Λ and the equivalence relation ∼ on the intervals Int(P ) for which
We generalize this construction as follows. 
if there exist
and zero otherwise.
Remark 1.16. (On incidence algebras for infinite posets)
We should point out that in [10] , elements of the reduced incidence algebra are defined to be functionals on the equivalence classes Int(P )/ ∼ of intervals in P , and allowed to have infinite support. However, our definition corresponds to the subalgebra of functionals which are supported on only finitely many equivalence classes.
Without further assumptions on P and ∼, the multiplication (3) may be badly behaved. In Section 2 we will impose one-by-one four axioms (Axioms 1, 2, 3, 4) on (P, ∼), and explain the role that each plays. We avoid discussing these axioms fully here, as they are slightly technical, and concentrate instead on their implications. However, it will be an easy exercise to check that all four axioms are satisfied both by
• finite posets P with the trivial equivalence relation ∼ on Int(P ), in which case k[P ] red = k[P ] is the usual incidence algebra, and • by affine semigroups Λ considered as a poset P with the equivalence relation (2) , in which case k[P ] red = kΛ is the affine semigroup ring kΛ. For considering Koszulness, decompose
in which A 0 and I, respectively, are the k-spans of those elements ξ [x,y] for which x = y and x < y, respectively. It is not hard to see that for (P, ∼) obeying these axioms, the rings A = k[P ] red and gr I A are isomorphic as N-graded rings if and only if P is a graded poset. The axioms will also imply that A 0 is a semisimple subalgebra, so that we can consider Koszulness. Lastly, we must define the notion of a monomial ideal of k[P ] red . Definition 1.17. Let P be a poset and ∼ an equivalence relation on Int(P ), satisfying Axioms 1, 2, 3, 4. In the reduced incidence algebra A = k[P ] red , call a k-basis element ξ α for α ∈ Int(P )/∼ a monomial. Say that a subspace J of the two-sided ideal I appearing in the decomposition (4) is a monomial (left, or right, or two-sided) ideal if it is a (left, or right, or two-sided) ideal in A generated by a (possibly infinite) set of monomials in A.
Hence, such a subspace J is an (A − A 0 -, or A 0 − A-, or A − A-)bi-submodule of A. For example, the ideal I itself is a monomial ideal which contains all other monomial ideals J.
We will abuse notation slightly in denoting by J both the ideal in k[P ] red and the subset of elements α in Int(P )/∼ that index elements ξ α in J. Our main result is phrased in terms of certain subposets (x, y)| J of the open intervals (x, y) in P :
We can now state our main result. The case where the monomial ideal J is chosen to be the ideal I from (4) easily gives the following corollary (see Section 4.3), which immediately implies Theorems 1.6 and 1.7. Corollary 1.19. Let P be a poset and ∼ an equivalence relation on Int(P ), satisfying Axioms 1, 2, 3, 4.
Then k[P ] red is a nongraded Koszul ring if and only if every open interval (x, y) in P is sequentially Cohen-Macaulay over k.
We explain here how Theorem 1.18 also captures Theorem 1.13, leaving details to Section 4.4. Consider Λ = N n as an affine semigroup, with P = Λ and ∼ the equivalence relation (2) . Here be the barycentric subdivision of the link of the face F in ∆ ∨ , so that the sequential acyclicity for the two is equivalent.
The remainder of the paper is structured as follows. Section 2 gives the four axioms to be imposed on a poset P and equivalence relation ∼ on Int(P ) before considering the reduced incidence algebra k[P ] red . Section 3 is the crux of the proof of the main result. One shows via an argument with the bar resolution, going back essentially to the work of Laudal and Sletsjøe [20] , how to compute Tor We present these last results here because it would be desirable to unify them with Theorem 1.18.
The axioms
Let P be a poset and ∼ an equivalence relation on its intervals Int(P ). The following are the axioms to be imposed on (P, ∼) prior to proving our main results on the reduced incidence algebra k[P ] red from Definition 1.15. We list them all, then explain the role of each in the behavior of k[P ] red .
Axiom 2. (invariance)
The (lower, upper) interval mappings
have the property that whenever
(b) and such a map τ is unique.
Axiom 3. (finiteness)
The equivalence relation ∼ on P defined by
has only finitely many equivalence classes P/∼.
Axiom 4. (concatenation)
If x ≤ y 1 and y 2 ≤ z in P with y 1 ∼ y 2 , then there exist
Before explaining the significance of the axioms, we introduce a convenient shorthand notation: write
With this shorthand the definition of the multiplication in Proof. By bilinearity, it suffices to check for any three equivalence classes α, β, γ in Int(P )/∼ that (ξ α ξ β )ξ γ = ξ α (ξ β ξ γ ). If both sides are zero, there is nothing to show. Assume that the left side is nonzero; the argument will be similar if one assumes that the right side is nonzero.
This implies ξ α ξ β =: ξ δ is nonzero, and hence there exist
provided by Axiom 2 part (a) to produce
However, the existence of this (multi-)chain also shows that ξ α (ξ β ξ γ ) is nonzero, and equal to ξ ǫ . Axiom 2 part (b) plays a different role, in that it implies a certain internal rigidity for every interval [x, y] (see Proposition 2.2(i) below), as well as showing that the maps τ are consistent whenever their domains overlap (see Proposition 2.2(iii) below), and that they provide a coherent family of isomorphisms between ∼-equivalent intervals (see Proposition 2.2(ii) below). This last property explains why it makes sense to consider the smaller object k[P ] red instead of all of k[P ] whenever the relation ∼ is nontrivial. Proposition 2.2. Axioms 1 and 2 imply the following.
, the two maps provided by Axiom 2
are mutually inverse poset isomorphisms. (iii) The maps τ are consistent in the sense that whenever
is the unique map in Axiom 2, then for any y in [x, z], the two other maps
coincide with the restrictions of τ to the domains To show that τ :
is order-preserving, we assume x ≤ w ≤ z ≤ y and then we check that
, applying Axiom 2 part (a) provides us with an element w ′ for which
, combining this with the second equivalence in (8) and using Axiom 1, one concludes that
Combining the first equivalence in (8) with (9), one obtains
and hence w ′ , τ (w) have the same image under int 
We wish to show that these restrictions of τ coincide with the maps τ [x,y] , τ [y,z] in (7). We give the argument here for why Res
; the other equality is similar.
By Axiom 2(b) applied to τ , it suffices to show that for a typical element u in [x, u] , by the defining properties of τ [x,y] and τ . For the second of these equivalences, first apply Axiom 1 to
as desired.
We remark on a few consequences of Proposition 2.2 for defining combinatorial invariants of the equivalence classes α = [x, y] in Int(P )/∼ in terms of their representative intervals [x, y]. Define the length ℓ[x, y] of an interval in P to be the length ℓ of the longest chain
Under the assumptions of Proposition 2.2, part(ii) implies that one can define the length ℓ(α) := ℓ[x, y] for an equivalence class α = [x, y].
Having defined the notion of length, one can check that, assuming both Axioms 1 and 2, one has the following description of the associated graded ring gr I A when A = k[P ] red : it has k-basis {ξ α } indexed by α in Int(P )/∼, with multiplication defined k-bilinearly byξ
andξ [x,y] 
is the k-span of {ξ α : ℓ(α) = d}.
2.3. Role of Axiom 3. Axiom 3 is imposed so that A := k[P ] red is a ring with unit, and so that when one decomposes A = A 0 ⊕ I as in (4), the k-subalgebra A 0 is finite-dimensional over k. We can be more precise about its consequences. Let R := gr I A, so that R 0 = A/I = A 0 . For each α in Int(P )/∼, the one-dimensional k-vector spaces
Note that when α =x in P/∼, the element ξx =ξx is idempotent (ξ 2 x = ξx), and hence kx := Ax = kξx is a subalgebra of A 0 , A, and R, isomorphic to the field k.
Proposition 2.5. Assume the pair (P, ∼) satisfies Axioms 1, 2, and 3. Then the elements {ξx :x ∈ P/∼} form a (finite) complete system of mutually orthogonal idempotents for the rings A 0 , A, R. In particular, the ring A 0 is the direct product of the (finitely) many fields kx, and hence a commutative semisimple finitedimensional k-algebra.
Furthermore, A, R have the following A 0 − A 0 -bimodule decompositions:
Proof. We first show Axioms 1, 2, 3 imply that {ξx :x ∈ P/ ∼} are mutually orthogonal idempotent elements in the ring A (hence also in A 0 ). Namely, that
holds, where δx ,ỹ is the Kronecker delta. Indeed, if ξx·ξỹ = 0, there exists
Use this observation, Axiom 3 and (11) to conclude that the multiplicative identity element in A is 1 = x∈P/∼ ξx. Equation (12) may be used again to derive the decomposition for A in the second part of the conclusion.
Similar arguments are required to prove the assertions about the ring R.
2.4.
Role of Axiom 4. We will be working with tensor products
considered as A 0 − A 0 -bimodules, and similarly for R ⊗A 0 i where R = gr I A. Axiom 4 is imposed so as to make their A 0 − A 0 -bimodule decomposition indexed by Int(P )/∼, similar to the case i = 1 described in Proposition 2.5.
For notational purposes we are fixing once and for all for every equivalence class
Proposition 2.6. Assume the pair (P, ∼) satisfies Axioms 1, 2, 3, 4. Then
where
indexed by length i (multi-)chains
Proof. We give the proof for A; the argument for R is essentially the same. Using the decomposition of A 0 as a direct sum of the fields kx, the A 0 -multilinearity of the tensor products, and the A 0 − A 0 -structure of A described in Proposition 2.5, it is easy to see that ξxA ⊗A 0 i ξỹ has k-basis
indexed by sequences (α 1 , . . . , α i ) in (Int(P )/ ∼) with t(α j−1 ) = s(α j ) for j = 1, 2, . . . , i + 1, assuming the conventions that α 0 :=x, α i+1 :=ỹ. By iterating Axiom 4, one sees that for each such sequence (α 1 , . . . , α i ), there exists
We define a map φ α from the set of all length i multichains having x(α) =: x 0 and x i := y(α) as above to the set of all i-tuples (α 1 , . . . , α i ) for which t(α j−1 ) = s(α j ), 1 ≤ j ≤ i + 1 and ξ α1 · · · ξ αi = ξ α . More precisely, we let
It only remains to show the bijectivity of the map φ α . Pick (α 1
.
Iterate this to conclude that φ α is injective.
Computing Tor
In the following we assume that the pair (P, ∼) satisfies Axioms 1, 2, 3, 4. Let A := k[P ] red , and let J be a monomial right ideal of A, as defined in Definition 1.17. Consider the associated graded ring
and the graded right R-module associated to (the right A-module) J
Then gr I J has a k-basis {ξ α } indexed by α in J, and (right) R-module structure described as follows (to be compared with (10)): for α in J and β in Int(P )/∼,
andξ α ·ξ β = 0 otherwise. There is one subtle point here about comparing the N-gradings on R = gr I A and the right R-module gr I J. An equivalence class β = [x, y] in Int(P )/∼ indexes the elementξ β which is homogeneous of degree ℓ(α) = ℓ[x, y] for the N-grading on R = gr I A. However, an equivalence class α = [x, y] lying in the monomial right ideal J indexes an elementξ α whose degree for the N-grading on R = gr I J is not given by the length ℓ(α). Rather, if one recalls from (5) the definition of the subposet (x, y)| J := {z ∈ (x, y) : [x, z] ∈ J} inside P , thenξ α has degree in gr I J given by the largest value d in a chain
Rephrased, this says that the degree ofξ α in gr I J is one more than the dimension of the order complex ∆((x, y)| J ).
We now proceed to compute Tor R (gr I J, A 0 ) in terms of the relative simplicial homology of certain subcomplexes of these order complexes ∆ ((x, y)| J ). This generalizes a result of Cibils [9, Proposition 2.1] for incidence algebras of finite posets P , and a result of Laudal and Sletsjøe [20] for affine semigroup rings.
Note that, since R, A 0 and gr I J are Z-graded, there is also a Z-grading on Tor Then one has an A 0 − A 0 -bimodule decomposition
with Tor
Here ∆ α := ∆((x(α), y(α))| J ), where the interval [x(α), y(α)] is the fixed representative from (13) of the equivalence class α.
Recall that ∆ j denotes the j th sequential layer of ∆; see Definition 1.12. 
Note that in [21] the modules B i are called relatively free with respect to the pair of categories R − M od and A 0 − M od. Because A 0 is not always a field, the B i 's need not be R-free; but they are projective over R.
One applies gr I J ⊗ R − to (B, ∂), obtaining a complex (gr I J ⊗ R B, 1 gr I J ⊗ ∂) whose homology computes Tor R (gr I J, A 0 ). For the assertion (14) , note that gr I J carries the extra structure of a left A 0 -module, and A 0 carries the extra structure of a right A 0 -module. Such structures are easily seen to commute with the above constructions, giving an A 0 − A 0 -bimodule structure on Tor R (gr I J, A 0 ). This implies that the complex
whose homology computes Tor R (ξxgr I J, A 0 ξỹ) is obtained from the one whose homology computes Tor R (gr I J, A 0 ) by multiplying on the left and right by ξx, and ξỹ, respectively. From this (14) follows.
For the assertion (15), we examine the complex (C, d) in (17) more closely. One finds that in homological degree i it has the k-vector space
and that the differential d i takes the form
Proposition 2.6 implies that C i from (18) decomposes as an A 0 − A 0 -bimodule into C i = ⊕ α C α i , where α runs through the equivalence classes in Int(P )/ ∼ for which s(α) =x, t(α) =ỹ, and where C α i is described as follows. If we let x 0 := x(α) and y 0 := y(α), then C α i has k-basis indexed by chains of the form
Since J is a right ideal, this means that each [x 0 , x ℓ ] lies in J for ℓ = 1, 2, . . . , i+1, i.e. the elements x 1 , . . . , x i lie in the subposet (x 0 , y 0 )| J . Furthermore, when one restricts to the j th -homogeneous component C 
Equivalently, sinceξ [x0,x1] has degree 1 + dim ∆((x 0 , x 1 )| J ) in gr I J, andξ [xm,xm+1] has degree ℓ[x m , x m+1 ] in R, this says that
This means that the chain x 1 < · · · < x i inside the subposet (x 0 , y 0 )| J extends to a chain with j elements, but cannot be extended to a chain with j + 1 elements. 
Characterizing Koszulness
Our goal is to prove Theorem 1.18, and then deduce both Corollary 1.19 (giving Theorems 1.6, 1.7) and Theorem 1.13.
4.1.
Reformulating sequential acyclicity. The following reformulation of sequential acyclicity is tailored to our purposes. Although it may be new, it is very closely related to Duval's remarks in [11, Remark on p.6]. 
It is equivalent in (b) to require the vanishing in (21) to occur for every i, j ≥ −1 with i = j: the complexes ∆ j , ∆ j+1 have the same i-dimensional faces for i > j so one always has the vanishing in (21) for i > j.
Proof. For both implications consider part of the long exact sequence for the pair (∆ j , ∆ j+1 ):
(a) implies (b): Assume (a), and let i, j satisfy −1 ≤ i < j. Then the second and fourth terms in (22) both vanish due to hypothesis (a), and hence the third term also vanishes.
(b) implies (a): Assume (b), and fix i ≥ −1. We prove the vanishing H i (∆ j ; k) = 0 for each j > i asserted in (a) by descending induction on j.
In the base case, j = dim ∆, so that ∆ j+1 = ∅ and hence
by hypothesis (b). In the inductive step, note that in (22) , the third term vanishes due to hypothesis (b), while the first one vanishes by the descending induction on j. Hence the second term vanishes. 
Comparison with Proposition 4.1 shows that this is equivalent to every [x, y] in J having (x, y)| J sequentially acyclic over k. The first is a reformulation of the sequential Cohen-Macaulay property for posets, due to Björner, Wachs and Welker [6] . Given a poset P , letP := P ⊔ {0,1} be the bounded poset obtained by adding a new minimum element0 and maximum element1. ⇔ A is a nongraded Koszul ring.
Equivalences (1), (6) are by definition, while equivalences (2), (5) use Proposition 4.3. Equivalence (3) uses the observation that m = (gr I I)(−1) from above. This leaves only equivalence (4). For i ≥ 0, this follows from the usual suspension isomorphism Tor
for graded rings R, that comes from the long exact sequence in Tor R (−, R 0 ) associated to the short exact sequence
To deduce the i = −1 case of equivalence (4), note that Tor As observed in the Introduction, Theorems 1.6 and 1.7 are simply the special cases of Corollary 1.19 in which P is either a graded finite poset with ∼ the trivial equivalence relation on its intervals, or P is the poset structure on a graded pointed affine semigroup Λ and ∼ is the equivalence relation (2) on its intervals. As explained in Section 1.4 of the Introduction, to deduce Theorem 1.13 from Theorem 1.18, one should consider Λ = N n as an affine semigroup, with P = Λ and ∼ the equivalence relation (2) . Here (F ) . Consequently, the order complex ∆((1, x α )| J ) is simplicially isomorphic to the barycentric subdivision of link ∆ ∨ (F ). For every j, this also induces a simplicial isomorphism between their j th sequential layers, so that sequential acyclicity for the two are equivalent.
In this case, we wish to show that the j th sequential layer ∆ ′ of the order complex ∆((1, x α )| J ) is contractible. Essentially, we will show that it is star-shaped with respect to the vertex v := √ x α .
A face of ∆ ′ is a chain c in (1, x α )| J that can be extended to a chain with at least j + 1 elements. The interval [1, x α ] under divisibility is a distributive lattice, and hence this chain c together with
We claim that the complex ∆ c , which obviously contains both the simplex c and the vertex v,
• triangulates a ball (of dimension at least j), and
• is a subcomplex of ∆ ′ .
These two claims would imply that ∆ ′ is contractible: the family of balls ∆ c would provide contractible carriers for the identity map 1 ∆ ′ and the constant map f :
]).
To see the two claims, start by noting that the bottom element x β on the chain c must lie in J and must divide x α . Therefore √ x β also lies in J, and divides v = √ x α , so it provides a minimum element of L(c, v). Since this minimum element of L(c, v)
In either case, the order complex ∆ c triangulates a ball: a distributive lattice is pure shellable [2] and has each codimension one face lying in at most two facets, so that its proper part triangulates a ball or sphere [4, Proposition 4.7.22], and when one puts back its bottom and/or top element, it triangulates a ball. This ball contains the chain c and hence has dimension at least j. Since this ball is pure of dimension at least j, and it is also a subcomplex of (1, x α )| J , it is a subcomplex of the j th sequential layer ∆ ′ .
Some Koszul numerology
We discuss in this context how some numerology of Koszul rings interacts with some numerology of sequentially Cohen-Macaulay complexes.
The sequential Cohen-Macaulay numerology is part of the f -and h-triangles of a simplicial complex introduced by Björner and Wachs [5, Definition 3.1], which we recall here.
Definition 5.1. For a finite simplicial complex ∆, let f i,j denote the number of simplices F in ∆ having j vertices, and for which the largest-dimensional face containing F has i vertices. Define
It turns out that when ∆ is sequentially Cohen-Macaulay over any field, each entry h i,j is nonnegative, having various algebraic/homological interpretation; see e.g., [11, Corollary 6.2] . We will be mainly interested here in a simple interpretation for its diagonal entries h i,i that holds under the weaker assumption of sequential acyclicity.
Proposition 5.2. When ∆ is sequentially acyclic over k, one has
Proof. Note that f i,j counts the number of (j − 1)-dimensional faces of ∆ i−1 that do not lie in ∆ i . Hence
and therefore
where the last equality uses Proposition 4.1.
The Koszul numerology requires an extra finiteness condition on the poset P and equivalence relation ∼, stronger than Axiom 3:
Axiom 3
+ . For every integer ℓ ≥ 0, there are only finitely many equivalence classes α in Int(P )/∼ with ℓ(α) = ℓ.
When this axiom holds, set R := gr I A for A = k[P ] red , and define a matrix
We will also need to assume the Tor-finiteness condition
Beilinson, Ginzburg and Soergel explain [1, §2.11] how condition (24) follows whenever R is left-Noetherian as a k-algebra, which one can easily check holds at least in our main examples: (P, ∼) with P finite and ∼ trivial, or P = Λ a pointed affine semigroup and ∼ as in (2) . When condition (24) holds, define another matrix
Using Corollary 4.8, one can rephrase this as saying that Qx ,x (t) := 1, and for x =ỹ, one has
Proposition 5.3. Let (P, ∼) be a poset and equivalence relation satisfying Axioms 1, 2, 3 + , 4, as well as condition (24) .
red is a nongraded Koszul ring then one can re-express
and P (t), Q(t) determine each other uniquely by the matrix equation
Proof. When A is nongraded Koszul, Corollary 4.8, Proposition 4.3, Proposition 5.2 together imply the formula (25) for Qx ,ỹ (t). When R = gr I A is an N-graded Koszul ring, the matrix equation (26) Considering the trivial equivalence relation ∼ on Int(P ), so that k[P ] red = k[P ], the matrices P (t), Q(t) are as follows: 
and hence
One can then check that the matrix equation P (t)Q(−t) = I 8×8 holds here.
Characterizing Quadraticity
We wish to characterize combinatorially when gr I A for A = k[P ] red is a quadratic ring, generalizing a result of Woodcock [29, Lemma 4.5] for incidence algebras of graded posets P . Woodcock's result uses the well-known notion of galleryconnectedness for pure simplicial complexes. We begin by developing this notion and its properties in the nonpure setting.
6.1. Sequential galleries and their properties. Definition 6.1. In a simplicial complex ∆, say that two faces F, G (say with dim F ≤ dim G) have a sequential gallery connecting them, and write F → G, if there exists a sequence of faces of ∆ F = F 0 , F 1 , . . . , F t = G (27) such that for each i = 1, . . . , t, either
note that this forces all of the steps in the sequential gallery to be of the first kind, in which case the sequence is called a gallery connecting the faces F, G. Lemma 6.2. If F → G in a simplicial complex ∆, then for any subfaces F ′ ⊆ F and G ′ ⊆ G, there is a sequential gallery connecting them. That is, either
Proof. Induct on the length t of a sequential gallery as in (27) connecting F to G.
In the base case t = 0, one has F = G, so that F ′ , G ′ are subfaces of a single ambient simplex. By relabelling, one may assume without loss of generality that dim F ′ ≤ dim G ′ . Pick a subface G ′′ ⊆ G ′ with the same dimension as F ′ . It is easy to produce a gallery F ′ → G ′′ using downward induction on the size of the symmetric difference (
replace one-by-one the elements of
One can then follow this with a sequential gallery from G ′′ → G ′ . In the inductive step, there are two cases.
Replace G with F t−1 , and replace the subface G ′ ⊆ G with a subface F ′ t−1 ⊆ F t−1 having the same dimension as G ′ . Now apply induction to produce a sequential gallery F ′ → F ′ t−1 , followed by a gallery
since F ′ ⊆ F and since there is a gallery F → F t−1 . Hence there exists a subface F ′ t−1 ⊆ F t−1 having the same cardinality as F ′ . Apply induction to get a gallery connecting F ′ , F ′ t−1 in either direction, and also to get either a sequential gallery
Either of these sequential galleries can be concatenated with the gallery connecting F ′ , F ′ t−1 to give a sequential gallery connecting F ′ , G ′ .
(ii) implies (i): Assume every link K of ∆ has K j connected for all j ≥ 1, and we want to show that every link K is SGC. Proceed by induction on dim K, with the base case dim K = 0 being trivial.
In the inductive step, let F, G be faces in K of the same dimension d, and we want to find a gallery between them.
If d = 0 this is trivial, so assume that d > 0. Since both F, G lie in K d , which is connected by (ii), one can pick vertices f, g lying in F, G, and there will exist a path f = f 0 , f 1 , . . . , f t = g along edges in K d . Proceed by a second (inner) induction on the length t of this path. In the base case t = 0, both
In the second (inner) inductive step where t ≥ 1, since the
′ fall into the base case t = 0 (since both contain f 0 ), and hence have a gallery F → F ′ , while F ′ , G contain the vertices f 1 , f t that have a path of length t − 1 between them, and hence there is a gallery F ′ → G by the inner induction on t. Thus one has a gallery F → F ′ → G.
Finally, we will need to know that some of the preceding notions interact well with the notion of simplicial join. Recall that for two abstract simplicial complexes ∆ i on disjoint vertex sets V i for i = 1, 2, their simplicial join on vertex set V 1 ⊔ V 2 has simplices indexed by the ordered pairs ( Proof. (i): First assume ∆ 1 * ∆ 2 is SGC, and we show that ∆ 1 is SGC. Given two faces F, G of ∆ 1 (say with dim F ≤ dim G) choose any facet H of ∆ 2 achieving dim H = dim ∆ 2 , and then since ∆ 1 * ∆ 2 was assumed to be SGC, there exists a sequential gallery (F, H) → (G, H) in ∆ 1 * ∆ 2 . Because of the hypothesis on H, one can check that every face (F i , H i ) appearing in this gallery has dim H i = dim H = dim ∆ 2 . This means that one can replace each (F i , H i ) with (F i , H) and (after eliminating duplicates) one still has a sequential gallery (F, H) → (G, H), having H constant in the second factor. Projecting this sequential gallery onto its first factors F i then gives a sequential gallery F → G.
Next, assume both ∆ i are SGC, and we show that ∆ 1 * ∆ 2 is SGC. Given two faces (F 1 , F 2 ), (G 1 , G 2 ) of ∆, of the same dimension, one must exhibit a gallery connecting them. Without loss of generality by relabelling, one may assume dim F 1 ≤ dim G 1 . Hence there exists a sequential gallery F 1 → G 1 which leads to a sequential gallery
If also dim F 2 ≤ dim G 2 (so that dim F i = dim G i for i = 1, 2) then there exists a gallery F 2 → G 2 , which leads to the gallery ( G 2 ) . Also, Lemma 6.2 applied to (28) implies the existence of a gallery (
Hence one has the gallery (
(ii): When either of the ∆ i is (−1)-dimensional, that is, the complex consisting of only the empty face, then the assertion is trivial. So assume without loss of generality that both are at least 0-dimensional. In particular, this makes the join ∆ always at least 1-dimensional and connected.
Fixing j in the range
Our hypotheses then imply that every term in the above union is at least 1-dimensional and connected. Furthermore, if for i = 1, 2 one chooses facets Furthermore, the edge (v 1 , v 2 ) of ∆ lies inside the facet (F 1 , F 2 ), and hence is an edge inside ∆ j connecting these two vertices. This shows ∆ j is connected.
6.2. Quadraticity. Definition 6.6. Given R = ⊕ d≥0 R d an N-graded ring, the tensor algebra
is an N-graded ring. One says that R is quadratic if the multiplication map
has the following two properties:
(a) It is surjective, that is, R is generated as an R 0 -algebra by R 1 .
(b) Its kernel ker π is generated as a two-sided-ideal of T R0 (R 1 ) by its homogeneous component of degree two
We wish to determine which N-graded rings R = gr I A, where (P, ∼) obey the axioms and A = k[P ] red , enjoy the Properties (a), (b). Abbreviating T := T A0 (R 1 ), note that the A 0 − A 0 -bimodule structure is respected by π, and hence we can take advantage of both the bimodule direct sum decomposition in Proposition 2.6 and the N-grading to write
where T α,d has as k-basis the elements
This allows us to quickly dispose of Property (a).
Proposition 6.7. Let P be a poset and ∼ an equivalence relation on Int(P ), satisfying Axioms 1, 2, 3, 4. Then the reduced incidence algebra A := k[P ] red always has R = gr I A satisfying Property (a), that is, R is always generated as an R 0 -algebra by R 1 .
Proof. Equivalence (2) follows from Theorem 3.1.
Equivalence (3) follows from Proposition 6.4. Equivalence (4) follows from Proposition 6.5(ii) and the fact that the link of a face indexed by a chain x = x 0 < x 1 < · · · < x i = y in the complex ∆(x, y) is the simplicial join of the complexes ∆(x ℓ−1 , x ℓ ).
Equivalence (5) again follows from Proposition 6.4. Equivalence (6) follows from Proposition 6.5(i) and the same fact about links in ∆(x, y) that was used for Equivalence (4).
Subgroup lattices
We discuss here for comparison another situation where one has an algebraic condition characterized in a pure/graded situation by the Cohen-Macaulayness of some poset, and more generally in the nonpure/nongraded situation by sequential Cohen-Macaulayness. It would be very interesting if these results had a common generalization with Theorem 1.18.
We first recall two notions from group theory.
Definition 7.1.
A subnormal series for a group G is a tower of subgroups
A solvable group G is one having a subnormal series in which each quotient H i /H i−1 is abelian. A supersolvable group G is one having a subnormal series in which each quotient H i /H i−1 is cyclic, and in addition, each H i is normal in G. The following generalization is, essentially, the striking result of J. Shareshian [26, Theorem 1.4]), characterizing solvability via the nonpure shellability [5] of L(G). The authors thank Shareshian for discussions on how to prove the following trivial extension of his result, and for allowing them to include the proof sketch given here. (⇒:) For a finite solvable group G, the proof of [26, Theorem 1.4] showed that L(G) is nonpure shellable, a combinatorial condition introduced by Björner and Wachs [5] , known to imply sequential Cohen-Macaulayness over any field k.
(⇐:) The proof of [26, Theorem 1.4] showed that for G not solvable, the lattice L(G) cannot be nonpure shellable, using the following plan, that we adapt here to show it cannot be sequentially Cohen-Macaulay over any field k.
One first notes that for subgroups N ⊳ H < G, the subgroup lattice L(H/N ) is isomorphic to the interval [N, H] in L(G). As sequential Cohen-Macaulayness is a property inherited by intervals in a poset (see Proposition 4.4 above), if L(G) were sequentially Cohen-Macaulay over k, the same would be true for L(H/N ). This reduces one to checking that L(G) is not sequentially Cohen-Macaulay when G is a minimal simple group, that is, one which is nonabelian and simple, but all of whose proper subgroups are solvable.
The proof of [26, Theorem 1.4] used the classification of minimal simple groups G, and checked case-by-case that none can have L(G) nonpure shellable, usually by an argument of a topological nature that also precludes sequential CohenMacaulayness over any field k.
The only case that presents a problem is the minimal simple group G = SL 3 (F 3 ), where the argument given in the proof [26, Theorem 1.4 ] is of a different nature, more specific to contradicting the existence of a nonpure shelling. Instead, for this case G = SL 3 (F 3 ), we used the software package GAP [15] to check that the following numerology of L(G) prevents it from being sequentially Cohen-Macaulay over any field k.
Let ∆ denote the order complex of the open interval ({1}, G) in L(G) for G = SL 3 (F 3 ); it is easily seen from the definitions that L(G) is sequentially CohenMacaulay over k if and only if the same holds for ∆. Then ∆ has 6372 vertices and is 6-dimensional. If ∆ were sequentially Cohen-Macaulay over k, then by a theorem of Duval [11, Theorem 3.3] , its pure 6-dimensional skeleton ∆ [6] (= the subcomplex generated by all faces of dimension 6) would be Cohen-Macaulay over k. However, computation in GAP shows that ∆ [6] has f -vector and h-vector (see [7, Chapter 5] Negative entries in the h-vector imply that ∆ [6] is not Cohen-Macaulay (see [7, Theorem 5.1.10] , [27, Theorem II.3.3] ) over any field k. Alternatively, computation in GAP shows that H i (∆ [6] ; Z) = Z 144 for i = 3 and vanishes for all other i. Reisner's criterion ( [7, Corollary 5.3.9] , [27, Corollary II.4.2] ) then implies that ∆ [6] is not Cohen-Macaulay over any field k.
