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R : Set of real numbers;
12. For two column vectors x and y, x y =(x T , y T ) T will be written as "(x, y)" (where (·) T denotes the transpose of (·)), except for where that causes ambiguity;
13. For two column vectors a and b, and a function or expression A having (a, b)a sa n argument, "A ((a, b))" will be written as "A(a, b)", except for where that causes ambiguity;
14. x i : i th component of vector x;
15. "0" : Column vector (of comfortable size) that has every entry equal to 0;
16. "1" : Column vector (of comfortable size) that has every entry equal to 1;
17. Conv(·) : Convex hull of (·);
18. Ext(·) : Set of extreme points of (·);
19. The notation "∃ i 1 ∈ A 1 ; ...; i p ∈ A p : B 1 ; ...; B q " stands for "There exists at least p objects with at least one from each A r (r = 1, ..., p), such that each expression B s (s = 1, ..., q) holds true." Where that does not cause ambiguity, the brackets (one or both sets) will be omitted.
Assumption 3
We assume, without loss of generality (w.l.o.g.), that:
1. c ≥ 5;
3. ∀j ∈ D, {p ∈ S : b p = j} = ∅;
4. ∀p ∈ S, ∀i ∈ C, e pii = ∞;
5. ∀p ∈ S, ∀(i, j) ∈ D 2 , e pij = ∞ 6. The set of cutomers/customer sites has been augmented with a fictitious customer/site, indexed as c := c + 1, with e p,c,c = 0 for all p ∈ S, e p,i,c = e p,i,b p for all (p, i) ∈ (S, C), and e p,c,i = ∞ for all (p, i) ∈ (S, C);
7. Fictitious customer site c can be visited multiple times by one or more of the traveling salesmen in any MmTSP schedule.
Bipartite network flow-based model of MmTSP schedules
The purpose of the bipartite network flow (BNF)-based model developed in this section is to simplify the exposition of the development of our overall LP model discussed in sections 5 and 6 of this chapter. However, as far as we know, it is a first such model for the MmTSP, and we believe it can also serve as the basis of good (near-optimal) heuristic procedures for solving large-scale (practical-sized) MmTSP's. We will first present the model. Then, we will illustrate it with a numerical example.
Notation 4 :
1. C := C ∪{c} = C ∪{c + 1}
2. ∀p ∈ S, T p : = {1,...,c} (index set for the order (or "times") of visits for salesman p);
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Linear Programming Formulation of the Multi-Depot Multiple Traveling Salesman Problem with Differentiated Travel Costs 5 3. ∀p ∈ S, ∀i ∈ C, ∀t ∈ T p , x p,i,t denotes a non-negative variable that is greater than zero iff i is the t th customer to be visited by salesman p.
Definition 5 ("BNF-based
Polytope") Let P 1 := x ∈ R scc : x satisfies (1)- (6) , where (1)-(6) are specified as follows:
We refer to Conv(P 1 ) as the "Bipartite Network Flow (BNF)-based Polytope."
Theorem 6
There exists a one-to-one mapping of the points of P 1 (i.e., the extreme points of the BNF-based Polytope) onto the MmTSP schedules.
Proof. It is trivial to verify that a unique point of P 1 can be constructed from any given MmTSP schedule and vice versa. The BNF-based formulation is illustrated in Example 7.
Example 7 Fixed destination MmTSP with:
-c = 5, C = {1, 2, 3, 4, 5}; BNF tableau form of the BNF-based formulation (where entries in the body are "technical coefficients," and entries in the margins are "right-hand-side values"):
salesman "1" salesman "2" time of visit, t = 1 2 3 4 5 1 2 3 4 5 "Demand"
customer "1" 1) , (1, 3) , (1, 2) , (2, 5) , (2, 4) ).
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The unique point of P 1 corresponding to this schedule is obtained by setting the entries of x as follows:
This solution can be shown in tableau form as follows (where only non-zero entries of x are shown):
salesman "1" salesman "2" time of visit, t = 1 2 3 4 5 1 2 3 4 5
customer "1"
Let x ∈ P 1 be as follows:
The unique MmTSP schedule corresponding to this point is ((2, 3), (2, 5) , (2, 1), (2, 4), (2, 2)).
Path representation of BNF-based solutions
In this section, we develop a path representation of the extreme points of the BNF-based Polytope (i.e., the points of P 1 ). The framework for this representation is the multipartite digraph, G =(V, A), illustrated in Example 10. The nodes of this graph correspond to the variables of the BNF-based formulation (i.e., the "cells" of the BNF-based tableau). The arcs of the graph represent (roughly) the inter-site movements at consecutive times of travel, respectively.
Definition 8
1. The set of nodes of Graph G that correspond to a given pair (p, k) ∈ (S, T p ) is referred to as a stage of the graph;
2. The set of nodes of Graph G that correspond to a given customer site i ∈ C is referred to as a level of the graph.
For the sake of simplicity of exposition, we perform a sequential re-indexing of the stages of the graph and formalize the specifications of the nodes and arcs accordingly, as follows. 6. ∀ r ∈ S, p r := max{p ∈ S : r p ≤ r} (Index of the salesman associated with stage r);
C\{i} for r < n; i ∈ C; {c} for r < r p r ; i = c C for r p r = r < n; i = c ∅ for r = n (Forward star of node (i, r) of GraphG);
The notation for the multipartite graph representation is illustrated in Example 10 for the MmTSP instance of Example 7.
Example 10
The multipartite graph representation of the MmTSP of Example 7 is summarized as follows: 
-Backward stars of the nodes of Graph G:
Definition 11 ("MmTSP-path-in-G")
1. We refer to a path of Graph G that spans the set of stages of the graph (i.e., a walk of length (n − 1) of the graph) as a through-path of the graph; 2. We refer to a through-path of Graph G that is incident upon each level of the graph pertaining to a customer site in C at exactly one node of the graph as a "MmTSP-path-in-G" (plural: "MmTSP-paths-in-G"); that is, a set of arcs,
An illustration of a MmTSP-path-in-G is given in Figure 1 for the MmTSP instance of Example 7. The MmTSP-path-in-G that is shown on the figure corresponds to the MmTSP schedule:
Fig. 1. Illustration of a MmTSP-path-in-G

Theorem 12
The following statements are true:
(i) There exists a one-to-one mapping between the MmTSP-paths-in-G and the extreme points of the BNF-based Polytope (i.e., the points of P 1 );
(ii) There exists a one-to-one mapping between the MmTSP-paths-in-G and the MmTSP schedules.
Proof. The theorem follows trivially from definitions.
Theorem 13
A given MmTSP-path-in-G cannot be represented as a convex combination of other MmTSP-paths-in-G.
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Proof. The theorem follows directly from the fact that every MmTSP-path-in-G represents an extreme flow of the standard shortest path network flow polytope associated with Graph G,
(where w is the vector of flow variables associated with the arcs of Graph G) (see Bazaraa et al., 2010, pp. 619-639).
Notation 14
We denote the set of all MmTSP-paths-in-G as Ω; i.e.,
Integer programming model of the path representations
Notation 15 ("Complex flow modeling" variables) :
denotes a non-negative variable that represents the amount of flow in Graph G that propagates from arc (i, r, j) on to arc (k, s, t), via arc (u, p, v); z (irj)(kst)(upv) will be witten as z (i,r,j)(k,s,t)(u,p,v) whenever needed for clarity.
denotes a non-negative variable that represents the total amount of flow in Graph G that propagates from arc (i, r, j) on to arc (k, s, t); y (irj)(kst) will be witten as y (i,r,j)(k,s,t) whenever needed for clarity.
The constraints of our Integer Programming (IP) reformulation of P 1 are as follows: 
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z (irj)(kst)(upv) ∈{0, 1}; p, r, s ∈ R : r < s < p;
One unit of flow is initiated at stage 1 of Graph G by constraint (7). Constraints (8), (9), and (10) are extended Kirchhoff Equations (see Bazaraa et al., 2010, pp. 454 ) that ensure that all flows initiated at stage 1 propagate onward, to stage n of the graph, in a connected and balanced manner. Specifically, the total flow that traverses both of two given arcs (i, r, j) and (k, s, t) (where s > r) and also enters a given node (u, p) is equal to the total flow that traverses both arcs and also leaves the node. Constraints (8), (9) and (10) enforce this condition for "downstream" nodes relative to the two arcs (i.e., when p > s), "intermediary" nodes (i.e., when r < p < s), and "upstream" nodes (i.e., when p < r), respectively. Constraints (11), (12), and (13) ensure the consistent accounting of the flow propagation amount between any given pair of arcs of Graph G across all the stages of the graph. We refer to constraints (14) as the "visit requirements"constraints. They stipulate that the total flow on any given arc of Graph G must propagate on to every level of the graph pertaining to a non-fictitious customer site, or be part of a flow propagation that spans the levels of the graph pertaining to non-fictitious customer sites. Constraints (15) ensure that the initial flow propagation from any given arc of Graph G occurs in an "unbroken" fashion. Finally, constraints (16) stipulate (in light of the other constraints) that no part of the flow from arc (i, r, j) of Graph G can propagate back onto level i of the graph if i pertains to a non-fictitious customer site or onto level j if j pertains to a non-fictitious customer site. The correspondence between the constraints of our path-based IP model above and those of Problem BNF are as follows. Constraints (1) and (2) of Problem BNF are "enforced" (i.e., the equivalent of the condition they impose is enforced) in the path-based IP model by the combination of constraints (7), (14) , and (16). Constraints (3) of Problem BNF are enforced through the combination of constraints (7)-(10) of the path-based IP model. Finally, constraints (4) of the BNF-based model are enforced in the path-based IP model through the structure of Graph G itself (since travel from the fictitious customer site to a non-fictitious customer site is not allowed for a given salesman). Hence, the "complicating" constraints of the BNF-based model are handled only implicitly in our path-based IP reformulation above.
Remark 16
Following standard conventions, any y-or z-variable that is not used the system (7)- (18) (i.e., that is not defined in Notation 15) is assumed to be constrained to equal zero throughout the remainder of the chapter.
Definition 17
1. Let Q I := {(y, z) ∈ R m : (y, z) satis f ies (7)-(18)}, where m is the number of variables in the system (7)- (18) . We refer to Conv(Q I ) as the "IP Polytope;" 2. We refer to the linear programming relaxation of Q I as the "LP Polytope," and denote it by Q L ; i.e., Q L := {(y, z) ∈ R m : (y, z) satisfies (7)- (16), and 0 ≤ (y, z) ≤ 1}, where m is the number of variables in the system (7)- (16) . (i) The number of variables in the system (7)- (16) is O c 9 · s 3 ;
(ii) The number of constraints in the system (7)- (16) is O c 8 · s 3 .
Proof. Trivial.
Theorem 19 (y, z) ∈ Q I ⇐⇒ There exists exactly one n-tuple (i r ∈ C, r = 1,...,n) such that: (i)
Proof. Let (y, z) ∈ Q I . Then, given (17)- (18):
(a.1) Constraint (7) =⇒There exists exactly one 4-tuple (i r ∈ C, r = 1,...,4) such that:
Condition (i) follows directly from the combination of (19) with constraints (8)-(10). (a.2) Condition (ii) follows from the combination of condition (i) with constraints (11)- (13) , and constraints (15) .
(a.3) Condition (iii) follows from the combination of conditions (i) and (ii) with constraints (14) .
(a.4) Condition (iv) follows from the combination of Conditions (i) and (ii) with constraints (16).
(b) ⇐=: Trivial.
Theorem 20
The following statements hold true:
(i) There exists a one-to-one mapping between the points of Q I and the MmTSP-paths-in-G;
(ii) There exists a one-to-one mapping between the points of Q I , and the extreme points of the BNF-based polytope (i.e., the points of P 1 );
(iii) There exists a one-to-one mapping between the points of Q I and the MmTSP schedules.
Proof. Conditions (i) follows directly from the combination of Theorem 19 and Definition 11.2. Conditions (ii) and (iii) follow from the combination of condition (i) with Theorem 12.
Definition 21 Let (y, z) ∈ Q I . Let (i r ∈ C, r = 1,...,n) be the n-tuple satisfying Theorem 19 for (y, z). We refer to the solution to Problem BNF corresponding to (y, z) as the "MmTSP schedule corresponding to (y, z)," and denote it by the ordered set M(y, z) := (p r , i r ), r ∈ R : i r = c . 
Linear programming reformulation of the BNF-based Polytope
Our linear programming reformulation of the BNF-based Polytope consists of Q L . We show that every point of Q L is a convex combination of points of Q I , thereby establishing (in light of Theorems 13 and 20) the one-to-one correspondence between the extreme points of Q L and the points of Q I .
Theorem 22 (Valid constraints)
The following constraints are valid for Q L : (i) ∀(r, s, t) ∈ R 3 : r < s < t,
Proof. (i) Condition (i). First, note that by constraint (7), condition (i) of the theorem holds for (r, s, t)=(1, 2, 3). Now, assume 1 < r < s < t. Then, we have:
= 1 (Using (7)).
(ii) Condition (ii) of the theorem follows directly from the combination of condition (i) and constraints (11)- (13) . 
Proof. For r ∈ R, constraints (12) for s = r + 1 and p = r + 2 can be written as:
Constraints (11)- (13), and (15) =⇒
Using (22), (21) can be written as:
Condition (ii) of the equivalence in the lemma follows directly from (23) . Condition (i) follows from Remark 16 and the fact that z (i r ,r,i r+1 )(i r+1 ,r+1,i r+2 )(i r+2 ,r+2,i r+3 ) is not defined if i r+2 / ∈ F r+1 (i r+1 ).
Notation 24 ("Support graph" of (y, z)) For (y, z) ∈ Q L :
1. The sub-graph of Graph G induced by the positive components of (y, z) is denoted as:
where: 
2. The set of arcs of G(y, z) originating at stage r of G(y, z) is denoted A r (y, z);
3. The index set associated with A r (y, z) is denoted Λ r (y, z) := {1, 2, . . . , |A r (y, z)|}. For simplicity Λ r (y, z) will be henceforth written as Λ r ;
4. The ν th arc in A r (y, z) is denoted as a r,ν (y, z). For simplicity a r,ν (y, z) will be henceforth written as a r,ν ;
5. For (r, ν) ∈ (R, Λ r ), the tail of a r,ν is labeled t r,ν (y, z); the head of a r,ν is labeled h r,ν (y, z). For simplicity, t r,ν (y, z) will be henceforth written as t r,ν , and h r,ν (y, z),ash r,ν ;
6. Where that causes no confusion (and where that is convenient), for (r, s) ∈ R 2 : s > r, and (ρ, σ) ∈ (Λ r , Λ s ),"y (i r,ρ ,r,j r,σ )(i s,σ ,s,j s,σ ) " will be henceforth written as "y (r,ρ)(s,σ) ." Similarly, for (r, s, t) ∈ R 3 with r < s < t and (ρ, σ, τ) ∈ (Λ r , Λ s , Λ t )," z (i r,ρ ,r,j r,ρ )(i s,σ ,s,j s,σ )(i t,τ ,t,j t,τ ) " will be henceforth written as "z (r,ρ)(s,σ)(t,τ) ;"
, the set of arcs at stage (r + 1) of G(y, z) through which flow propagates from a r,ρ onto a s,σ is denoted:
8. ∀(r, s) ∈ R 2 : s ≥ r + 2, ∀(ρ, σ) ∈ (Λ r , Λ s ), the set of arcs at stage (s − 1) of G(y, z) through which flow propagates from a r,ρ onto a s,σ is denoted:
Remark 25 Let (y, z) ∈ Q L . An arc of G is included in G(y, z) iff at least one of the flow variables (or entries of (y, z)) associated with the arc (as defined in Notation 15) is positive.
z (r,ρ)(s−1,μ)(s,σ) ).
Proof. The theorem follows directly from the combination of constraints (12) and constraints (15) . 
By assumption (since (q
(a.3) Constraints (11)- (14) and Theorem 26.iii =⇒ (a.3.1) ∀μ ∈ Λ q−1 , ∃ λ ∈ I (p,α)(q,β) (y, z); i ∈ Π (p+1,λ)(q,β) (y, z) :
(a.4) From the combination of (33a), (33b), constraints (9) , and constraints (14), we must have that:
(In words, (34) says that there must exist level-walks-in-(y,z) from (p + 1, λ) to (q, β), and level-walk-in-(y,z) from (p, α) to (q − 1, β) that "overlap" at intermediary stages between (p + 1) and (q − 1) (inclusive)).
(a.5) Let λ ∈ I (p,α)(q,β) (y, z), i ∈ Π (p+1,λ)(q,β) (y, z), μ ∈ J (p,α)(q,β) (y, z), and k ∈ Π (p,α)(q−1,μ) (y, z) be such that they satisfy (34) . Then, it follows directly from definitions that
is a level-walk-in-(y,z) from (p, α) to (q, β). Hence, we have that W (p,α)(q,β) (y, z) = ∅. 
(iii) ∀k ∈ Π (1,α)(n−1,β) (y, z), ∀(p, q) ∈ (R, R\{p}), (i p , i q ) ∈C (1,α)(n−1,β),k (y, z)) 2 , and (i p , i q ) =(c, c) =⇒ i p = i q .
Proof.
Condition (i) follows from Theorem 29. Condition (ii) follows from constraints (14) . Condition (iii) follows from the combination of condition (i) and constraints (16) .
Definition 31 ("MmTSP-path-in-(y,z)") Let (y, z) ∈ Q L . ∀(ν 1 , ν n−1 ) ∈ (Λ 1 , Λ n−1 ), a level-walk-in-(y, z) from (1, ν 1 ) to (n − 1, ν n−1 ) is referred to as a "MmTSP-path-in-(y, z)( from (1, ν 1 ) to (n − 1, ν n−1 ))" (plural: "MmTSP -paths-in-(y, z)(from (1, ν 1 ) to (n − 1, ν n−1 )))." (i) Every MmTSP-path-in-(y, z) corresponds to exactly one MmTSP-path-in-G;
(ii) Every MmTSP-path-in-(y, z) corresponds to exactly one extreme point of the BNF-based Polytope;
(iii) Every MmTSP-path-in-(y, z) corresponds to exactly one point of Q I ;
(iv) Every MmTSP-path-in-(y, z) corresponds to exactly one MmTSP schedule.
Proof. Condition (i) follows from Definition 11.2 and Theorem 30. Conditions (ii) − (iv) follow from the combination of condition (i) with Theorem 20.
Theorem 33
Let (y, z) ∈ Q L . The following hold true: (i) ∀r ∈ R, ∀ρ ∈ Λ r , ∃ α ∈ Λ 1 ; β ∈ Λ n−1 ; ι ∈ Π (1,α)(n−1,β) (y, z) : a r,ρ ∈P (1,α),(n−1,β),ı (y, z).
(ii) ∀(r, s) ∈ R 2 : r < s, ∀ρ ∈ Λ r ; σ ∈ Λ s , y (r,ρ)(s,σ) > 0 ⇐⇒ ∃ α ∈ Λ 1 ; β ∈ Λ n−1 ; ι ∈ Π (1,α)(n−1,β) (y, z) :
(a r,ρ , a s,σ ) ∈P
2
(1,α),(n−1,β),ı (y, z);
(iii) ∀(r, s, t) ∈ R 3 : r < s < t, ∀ρ ∈ Λ r , ∀σ ∈ Λ s , ∀τ ∈ Λ t , z (r,ρ)(s,σ)(t,τ) > 0 ⇐⇒ ∃ α ∈ Λ 1 ; β ∈ Λ n−1 ; ι ∈ Π (1,α)(n−1,β) (y, z) :
(a r,ρ , a s,σ , a t,τ ) ∈P
3
(1,α),(n−1,β),ı (y, z).
Proof. The theorem follows directly from Theorem 29.
Theorem 34 ("Convex independence" of MmTSP-paths-in-(y,z)) Let (y, z) ∈ Q L . A given MmTSP-path-in-(y, z) cannot be represented as a convex combination of other MmTSP-paths-in-(y, z).
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Linear Programming Formulation of the Multi-Depot Multiple Traveling Salesman Problem with Differentiated Travel Costs (iii)(y, z) ∈ Q L ⇐⇒ (y, z) corresponds to a convex combination of MmTSP schedules with coefficients equal to the weights of the corresponding MmTSP-paths-in-(y,z).
Proof. The theorem follows directly from Definition 35 and the combination of Theorems 34, and 37.
Theorem 39
The following hold true:
(ii) Q L = Conv(Q I );
Proof. The theorem follows directly from the combination of Theorems 32, 34, and 38.
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