Over the decades, a number of empirical correlations have been proposed to relate the Compression Index of normally consolidated soils to other soil parameters, such as the natural water content, liquid limit, plasticity index and void ratio. In this article too it has been attempted to establish a correlation between compression index and physical properties for the clayey soils of Mazandaran region. Due to the multiple effects of various parameters, Artificial Neural Network (ANN) has been adapted for predicting the compression index from more simply determined index properties. In order to develop the ANN model, four hundred consolidation tests for soils sampled at 125 construction sites in the province of Mazandaran, in the north of Iran were collected and 90% of these were used to train the prediction model and the other 10% were used to test it. A comparison was carried out between the experimentally measured compression indexes with the predictions. Furthermore, the predictions of a number of previously proposed empirical correlations were obtained using the available data and it has been shown that an improvement of 1 -4% with respect to the other correlations has been achieved.
INTRODUCTION
Settlement prediction is an important task in geotechnical engineering. Several researchers have predicted settlement by considering different uncertainty parameters, probabilistic measurements, analytical methods, regression analysis and simplified methods (Wakita, 1993; Du and Zhang, 2001; Fenton et al., 1996; Hornig, 2010) .
An increase in stress caused by the construction of foundations or other loads compresses the soil layers. The compression is caused by (a) deformation of soil particles, (b) relocation of soil particles, and (c) expulsion of water or air from the void spaces. In general, the soil settlement caused by loads may be divided into three broad categories:
1. Immediately settlement, which is caused by the elastic *Corresponding author. E-mail: afshin_geotec@yahoo.com. Tel: +989111133765. deformation. 2. Primary consolidation settlement. 3. Secondary consolidation settlement (Das, 2004) .
To calculate settlement in clayey soil layers, laboratory consolidation tests which depict one-dimensional compression behavior need to be performed on samples taken from representative layers (Terzaghi, 1925; Lambe, 1967) .
One of the manners for settlement calculation of normally consolidated fine soil is by using the compression index from the conventional oedometer test (ASTM, 1998) . Using the calculated values of Cc, the settlement (S c ) due to an increase in load ( ) can be determined from the following equation:
(1)
Where, S c = Settlement due to primary consolidation caused by an increase in load; C c = Compression Index; H = Initial thickness of the in situ cohesive soil layer; e 0 = Initial void ratio of the in situ saturated cohesive soil layer; = Initial vertical effective stress of the in situ soil; and = load increment. As the oedometer test in laboratory takes a much longer time than simpler index property tests various attempts have been made to estimate this index to obtain an initial estimate and also to cross check the results of the consolidation test. Empirical formulas relating various parameters to the compression index have been presented by many researchers (Azzouz et al., 1976; Koppula, 1981; Herrero, 1983a,b; Park and Lee, 2011; Nishida, 1956; Cozzolino, 1961; Sower, 1970; Bowles, 1989; Ahadiyan et al., 2008; Hough, 1957; Gunduz and Arman, 2007; Mayne, 1980; Terzaghi and Peck, 1967; Nagaraj and Murty, 1985; Al-Khafaji and Andersland, 1992; Yoon and Kim, 2006; Ozer et al., 2008) .
However, due to fact that the index is affected by multiple parameters, simple regression analysis does not suffice and thus multiple regression techniques or better known Artificial Neural Network (ANN) is needed. ANN is potentially useful, where the underlying physical process relationships are not fully understood and well-suited in modeling such systems. Therefore it is proposed to be used here for predicting the compressibility characteristics of soils. The advantage of the ANN is that it is very useful in learning complex relationships between multi-dimensional data.
ANNs have been applied in a number of geotechnical problems where mathematical models sustain simplifycations, lack of robustness or are not available at all.
The authors have collected the data from four hundred consolidation tests for soils sampled at 125 construction sites in province of Mazandaran, Iran and classified the soil parameters according to the void ratio, natural water content, liquid limit, plastic index and specific gravity.
Artificial Neural Network (ANN)
The concept of an artificial ANN was inspired by the complex architecture of the human brain, regarded as a highly non-linear, parallel operating system (Haykin, 1999 ).
An ANN is developed for a specific application, such as pattern recognition or data classification, through a learning process. There are various types of ANN which differ in their operations, such as data prediction, data classification, data association, data conceptualization, and data filtering. The common type of ANN consists of three interconnected layers: input, hidden and output.
Multi-layer network use a variety of learning techniques; the most popular is back-propagation. Backpropagation networks are probably the most well-known and widely applied of the neural networks today. The feed-forward, multi-layer perception's ANNs have become the most popular ones in geotechnical engineering.
ANNs do not have any prior knowledge about the existing problem. Therefore, training is required to make the network more intelligent. Training a neural network is conducted by presenting a series of example patterns for associated input and bases are set to random values. The performance of ANN model is measured in terms of an error criterion between the target output and the calculated output.
The most important step in designing an ANN is the determination of the ANN architecture and the selection of a training algorithm. An optimal architecture is able to obtain good performance with minimal resulting error. The number of hidden layers and the number of nodes in each hidden layer are usually determined by a trial-and error procedure (Kolay et al., 2008) .
At the end of the training phase, the neural network represents model able to predict a target value when given the input value.
Recently ANNs have been employed to model complex relationships between input and output datasets in geotechnical engineering (Sinan, 2009; Ozer et al., 2008; Park et al., 2009; Cho, 2009; Park, 2010; Park and Cho, 2010; Park and Lee, 2011; Park and Kim, 2010; Mollahasani et al., 2011; Goktepe et al., 2010) .
Database compilation
Following the previous trend of studies, in the present study the compression index of the soils was assumed to be affected by the void ratio (e o ), natural water content ( ), liquid limit (LL), plastic index (PI), and specific gravity (Gs). The data was produced by the Technical and Soil Laboratory of Mazandaran Province which is one of the most experienced consultants in the country (appendix 1). The samples were all collected using a standard procedure and tests were carried out using ASTM D 2435-96. Table 1 display the descriptive statistics of each variable.
Comparison of existing equations
As the oedometer test is relatively time-consuming test compared with standard index tests, various attempts have been made to estimate the compression index from tests more easily carried out. Many researchers have used single parameter models for the estimation of the compression index, that is,, liquid limit, natural water content or in-situ void ratio. However, others recommend multiple soil parameter models for the estimation of this index. Several of these empirical correlations (one and multi-variable equations) are presented in Table 2 .
Absolute fraction of variance ( ), root mean squared error (RMSE), mean absolute percent error (MAPE) and mean absolute deviation (MAD) were used to evaluate the performance of the proposed equations and models, which are defined as follows (Abedimahzoon et al., 2010) :
Where, n is the number of data points, and are respectively the actual measured and predicted output value from the i th output. The lower the RMSE, MAPE and MAD values, the better the model performance. Under ideal conditions an accurate and precise method gives of 1.0, RMSE, MAPE and MAD of 0. In Table 3 , the RMSE, MAPE, MAD and of empirical equations are compared for all data sets collected in this study (400 data sets).
It can be seen that the multi variable equation proposed by Azzouz et al. (1976) Table 4 and Figure 2 .
( Figures 1 and 2 show the relationship between output targets and predicted values obtained from the proposed relationships (R, Coefficient of Correlation). It can be seen that the proposed equation results in points more closely located around the 1:1 line.
Development of the ANN model
In order to develop the artificial neural network (ANN) model, it is common practice to divide the available data into two subsets: training set to construct the ANN model and an independent validation set to estimate model performance.
We divided the data set randomly into two separate data sets-the training data set (90% of the total data set) and the testing data set (10% of the total data set).
In this study, among 400 data sets, 40 randomly collected data sets were used in the testing stage and 360 data sets were used in the training stage. The five parameters, , , LL, PI and were included in the input layer of all ANN models (Table 5 ). The network uses the default Levenberg-Marquardt algorithm for training. In the training stage the application randomly 
Independent variable Equation Reference
Single variable equation Azzouz et al. (1976) Koppula (1981) Herrero (1983b) Park and Lee (2011) Nishida (1956) Cozzolino (1961) Sower (1970) Park and Lee (2011) Azzouz et al. (1976) Bowles (1989) Ahadiyan et al. (2008) Hough (1957) Gunduz and Arman (2007) Azzouz et al. (1976) Mayne ( Yoon and Kim (2006) , Herrero (1983a) , LL, , Ozer et al. (2008) Ozer et al. (2008) divides input vectors and target vectors into three sets as follows:
1. 60% are used for training. 2. 20% are used to validate that the network is generalizing and to stop training before over fitting.
3. The last 20% are used as a completely independent test of network generalization.
In the present study feed forward with back-propagation neural network is utilized for data. MATLAB 7.6 is used in training and simulation of data. Various numbers of Table 4 ).
neuron in the hidden layer and the combinations of transfer functions were tested to find the optimal structure for the ANN model. The value of the minimum mean squared error, mean absolute percent error and mean absolute deviation were varied based on the correlation coefficient ( ) for the testing results. The combination of two hidden layers gives better results than single hidden layer and also the combination of transfer functions composed of log-sigmoid, tansigmoid and linear function gives good results. The ANN model with five neurons in the input layer, nine neurons in the first hidden layer, three neurons in the second hidden layer, and one node in the output layer gives the best results. Figures 3 and 4 shows the relationship between output targets and predicted values obtained through the training and testing process.
The model shows very good correlation for both the training and testing data compared with the conventional empirical formulas and the suggested formulas.
In Table 6 , the predictability of the ANN model is statistically compared with the empirical formulas. The value of RMSE, MAPE and MAD are found to be minimum for the ANN model in both training and testing stage. Therefore, the developed ANN model is more efficient than the existing and proposed empirical formulas and by using it we can accurately estimate the consolidation settlement of this aria.
Conclusion
In this study, the performances of widely used single and multi-variable empirical equations for the estimation of the compression index were evaluated using a database consisting of 400 wide-ranging samples from the Province of Mazandaran, Iran. Using the same database, new single and multi-variable empirical equations were developed. Furthermore, an attempt has been made to predict this index by using neural network simulation. The Table  3 ( gave the best performance using initial void ratio, natural water content and liquid limit of soil as predictor variables.
3. Based on the regression analysis, the formulas using single parameters of the void ratio and natural water content show better performance than other types of formulas using the single parameter. 4. The proposed equation using void ratio shows the lowest RMSE, MAPE, MAD and the highest regression coefficient which is better than the existing single variable equations. 5. Among the suggested equations, the equation
shows the lowest RMSE value (0.0385), MAPE value (14.86), MAD value (0.0306) and the highest regression coefficient for the compression index. 6. The predictions of artificial neural network model agreed well with the measured compression index of the consolidation tests. Therefore, reliable predicting capabilities were obtained. 7. The developed ANN model is more efficient than the existing and proposed empirical formulas and by using it we can accurately estimate the consolidation settlement of this aria. 
