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Abstract
Stochastic gradient Hamiltonian Monte Carlo
(SGHMC) is an efficient method for sampling
from continuous distributions. It is a faster al-
ternative to HMC: instead of using the whole
dataset at each iteration, SGHMC uses only
a subsample. This improves performance, but
introduces bias that can cause SGHMC to
converge to the wrong distribution. One can
prevent this using a step size that decays to
zero, but such a step size schedule can drasti-
cally slow down convergence. To address this
tension, we propose a novel second-order SG-
MCMC algorithm—AMAGOLD—that infre-
quently uses Metropolis-Hastings (M-H) cor-
rections to remove bias. The infrequency of
corrections amortizes their cost. We prove
AMAGOLD converges to the target distribu-
tion with a fixed, rather than a diminishing,
step size, and that its convergence rate is
at most a constant factor slower than a full-
batch baseline. We empirically demonstrate
AMAGOLD’s effectiveness on synthetic dis-
tributions, Bayesian logistic regression, and
Bayesian neural networks.
1 Introduction
Markov chain Monte Carlo (MCMC) methods play an
important role in Bayesian inference. They work by
constructing a Markov chain with the desired distribu-
tion as its equilibrium distribution; one samples from
the chain and, as the algorithm converges to its equilib-
rium, the samples drawn reflect the desired distribution
(Metropolis et al., 1953; Duane et al., 1987; Horowitz,
1991; Neal et al., 2011). Although MCMC is a powerful
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technique, when the sampled distribution depends on
a very large dataset, its performance is often limited
by the dataset’s size—usually by the cost of computing
sums over the entire dataset.
One approach for scaling MCMC is to decouple the algo-
rithm from the size of the dataset, using stochastic gra-
dients in lieu of full-batch gradients (Welling and Teh,
2011; Chen et al., 2014; Ding et al., 2014). This family
of methods is called Stochastic gradient MCMC (SG-
MCMC). For example, stochastic gradient Langevin
dynamics (SGLD) replaces the gradient with a stochas-
tic estimate in first order Langevin Monte Carlo (LMC)
(Welling and Teh, 2011). The second-order analog of
SGLD is stochastic gradient Hamiltonian Monte Carlo
(SGHMC). SGHMC can be thought of as a stochas-
tic version of the popular Hamiltonian Monte Carlo
(HMC) algorithm and second-order Langevin dynamics
(L2MC) (Chen et al., 2014). These algorithms have
been particularly useful in Bayesian neural networks,
and many variants have been proposed to increase
their sampling efficiency and accuracy (Ding et al.,
2014; Ahn et al., 2012; Ma et al., 2015; Zhang et al.,
2017). Table 1 provides a clarifying summary of the
algorithms considered in this paper.
The runtime efficiency benefits of such SG-MCMC
methods also come with a drawback: stochastic gra-
dients introduce bias. Bias can cause convergence to
a stationary distribution that differs from the one we
wanted to sample from, and usually comes from two
sources: converting the continuous-time process into
discrete gradient updates, and noise from stochastic
gradient estimates. These sources of error are in a
sense unavoidable because they are also the source of
SG-MCMC’s runtime efficiency. Discretization with a
large step size  (instead of diminishing → 0) allows
SG-MCMC to quickly move around its state space, and
using stochastic gradients is key for scalability.
The standard approach for removing bias from a
Markov chain is to introduce a Metropolis-Hastings
(M-H) correction (Metropolis et al., 1953). This in-
volves rejecting some fraction of the chain’s transitions
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Algorithm Exact? Stochastic Gradient?
AMAGOLD Yes Yes
L2MC Yes No
HMC Yes No
SGHMC No Yes
Table 1: Comparing 2nd order MCMC methods.
to restore the correct stationary distribution. Naïvely
applying M-H to SG-MCMC algorithms is often com-
putationally prohibitive because the M-H step typically
needs to sum over the entire dataset. Performing this
expensive computation every iteration would defeat the
purpose of using stochastic gradients to improve perfor-
mance. Thus, more sophisticated techniques are needed
to achieve efficient, unbiased sampling for SG-MCMC.
In this paper, we show that asymptotic exactness is pos-
sible without being prohibitively expensive. Specifically,
we propose Amortized Metropolis-Adjusted stochas-
tic Gradient second-Order Langevin Dynamics (AM-
AGOLD). It achieves asymptotic exactness for SGHMC
by using an M-H correction step and does so without
obliterating the performance gains provided by stochas-
ticity. Our key insight is to apply the M-H step in-
frequently. Rather than computing it every update,
AMAGOLD performs it every T steps (T > 0). We
prove this is sufficient to remove bias while also im-
proving performance by amortizing the M-H correction
cost over T steps. We develop both reversible and
non-reversible AMAGOLD variants and prove both
converge to the desired distribution. We also prove a
convergence rate relative to using full-batch gradients,
which cleanly captures the effect of using stochastic gra-
dients. This result provides insight about the trade-off
between minibatching speed-ups and the convergence
rate. Our results also show the noise from stochastic
gradients has a provably bounded effect on convergence.
In summary, our contributions are as follows:
• We introduce AMAGOLD, an efficient,
asymptotically-exact SGHMC variant that
infrequently applies an M-H correction. We give
reversible and non-reversible versions.
• We guarantee AMAGOLD converges to the target
distribution, and does so without requiring step
size → 0 or precise noise variance estimation.
• We prove a bound on AMAGOLD’s convergence
rate with mild assumptions, measured by the spec-
tral gap. This bound is relative to how fast the
algorithm would have converged if full-batch gra-
dients were used. This is the first such relative
convergence bound we are aware of for SG-MCMC.
Algorithm 1 SGHMC
1: given: Energy U , initial state θ ∈ Θ, step size ,
momentum variance σ2, friction β
2: loop
3: optionally, resample momentum:
4: r ∼ N (0, σ2)
5: initialize position and momentum:
6: r 1
2
← r, θ0 ← θ
7: for t = 1 to T do
8: position update: θt ← θt−1 + σ−2rt− 12
9: sample noise ηt ∼ N (0, 4βσ2)
10: sample random energy component U˜t
11: update momentum:
rt+ 12 ← rt− 12 − ∇U˜t(θt)− 2βrt− 12 + ηt
12: end for
13: new values: (θ, r)← (θT , rT+ 12 )
14: . no M-H step
15: end loop
• We validate our convergence guarantees empiri-
cally. Comparing to SGHMC, AMAGOLD is more
robust to hyperparameters. Regarding perfor-
mance, AMAGOLD is competitive with full-batch
baselines on synthetic and real-world datasets, and
outperforms SGHMC on various tasks.
2 Related Work
Our work is situated within a rich literature of SG-
MCMC variants that take advantage of stochastic gra-
dient techniques. These methods have demonstrated
success on deep neural networks (DNNs) for various
tasks (Li et al., 2016c; Gan et al., 2016; Zhang et al.,
2020). In particular, second-order SG-MCMC methods
like SGHMC, which have a momentum term, have been
shown to outperform first-order methods like SGLD on
many applications (Chen et al., 2014, 2015). Gao et al.
(2018) proves SGHMC’s convergence can be faster than
SGLD’s on non-convex problem due to its momentum-
based acceleration. SGHMC can also be thought of as
a stochastic version of L2MC (Horowitz, 1991) or HMC;
we therefore use both L2MC and HMC as experimental
full-batch baselines.
Prior work has also studied SGHMC’s convergence
properties. Chen et al. (2014) examines its conver-
gence for “asymptotically” small step sizes, in which
a continuous-time system governs the dynamics (in
contrast, our algorithm is asymptotically exact with
a constant step size). Other work proves convergence
with high-order integrators (Chen et al., 2015) and ob-
tains non-asymptotic convergence bounds for SGHMC
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on non-convex optimization tasks (Gao et al., 2018).
Additional work has studied the properties of first-
order M-H adjusted Langevin methods, such as MALA
(Grenander and Miller, 1994; Roberts et al., 1996;
Roberts and Rosenthal, 1998; Roberts and Stramer,
2002; Stramer and Tweedie, 1999). Dwivedi et al. (2018)
derives the mixing time of MALA for strongly log-
concave densities, showing it has a better convergence
rate than unadjusted Langevin (in comparison, AM-
AGOLD does not require the assumption of strongly
log-concave densities). Korattikara et al. (2014) de-
veloped a minibatch M-H approach, which uses sub-
sampling in the M-H correction step, and applied it to
correct bias in SGLD. They show cases where SGLD
diverges from the target distribution, while SGLD with
a minibatched M-H correction performs well.
The work above involves first-order methods. To the
best of our knowledge, we are the first to develop an
unbiased, efficient second-order SG-MCMC algorithm.
We are also the first in this space to use the spectral
gap, a traditional metric to evaluate MCMC conver-
gence (Hairer et al., 2014; Levin and Peres, 2017; De Sa
et al., 2018). It requires milder assumptions than tech-
niques in prior SG-MCMC work, such as 2-Wasserstein
(Raginsky et al., 2017; Dalalyan and Karagulyan, 2019),
mean squared error (Vollmer et al., 2016; Chen et al.,
2015), and empirical risk (Gao et al., 2018).
3 Preliminaries
We start by briefly describing the standard setup of
Bayesian inference. Given some dataset D and domain
Θ, suppose we are interested in sampling from the
posterior distribution pi(θ) ∝ exp (−U(θ)) where
U(θ) = −
∑
x∈D
log p(x|θ)− log p(θ).
U(θ) is the energy function, θ ranges over Θ, and pi ∝ µ
denotes pi is the unique distribution with PDF propor-
tional to µ. One way to compute this distribution is to
construct a Markov chain with stationary distribution
pi and run it to produce a sequence of samples.
A second-order chain, such as HMC, SGHMC, or L2MC
(Duane et al., 1987; Horowitz, 1991; Neal et al., 2011),
does this by augmenting the state space with an addi-
tional momentum variable r, giving joint distribution
pi(θ, r) ∝ exp(−H(θ, r)) = exp
(
−U(θ)− 1
2σ2
‖r‖2
)
,
where H is the Hamiltonian, which measures the total
energy of the system. Note we could replace the norm
with any positive definite quadratic form on r. For
simplicity, we only consider the case of isotropic mo-
mentum energy—where the mass matrix is σ2I. HMC
then simulates Hamiltonian dynamics
dθ = σ−2r dt, dr = −∇U(θ) dt. (1)
The value of the Hamiltonian is preserved under these
dynamics, so we must also include transitions that
change the value of H to explore the whole state space.
HMC does this by periodically resampling r from its
conditional distribution. L2MC does so by continuously
modifying r with a friction term and added Gaussian
noise. Even though (1) preserves H, the discrete simu-
lation of (1) run by HMC or L2MC does not necessarily
do so. Therefore both algorithms need an M-H correc-
tion step to prevent bias due to discretization.
SGHMC (Algorithm 1) reduces the computational cost
of these methods by using a stochastic gradient in lieu
of the full-batch gradient ∇U . It estimates U(θ) using
minibatch D˜:
U˜(θ) ≈ −|D||D˜|
∑
x∈D˜
log p(x|θ)− log p(θ).
However, using a minibatch introduces noise; naïvely
replacing U by U˜ leads to divergence from the target
distribution. To offset this noise, SGHMC adds the
friction term from L2MC (Appendix A). SGHMC uses
the leapfrog algorithm to discretize the system (Neal
et al., 2011). Notably, SGHMC does not include an
M-H correction; to reduce the bias, it requires small .
4 Amortized Metropolis Adjustment
Reversible Markov chains are a particularly well-studied
and well-behaved class of Markov chains. A Markov
chain with transition probability operator G is re-
versible (also called satisfying the detailed balance con-
dition) if for any pair of states x and y
pi(x)G(x, y) = pi(y)G(y, x). (2)
It is well-known that a chain satisfying (2) has station-
ary distribution pi. An M-H correction constructs a
reversible chain G with stationary distribution pi from
any Markov chain P (called the proposal distribution)
by doing the following at each iteration. First, starting
from state x, sample y from the proposal distribution
P (x, y). Second, compute the acceptance probability
τ = min
(
1,
pi(y)P (y, x)
pi(x)P (x, y)
)
.
Finally, with probability τ transition to state y; oth-
erwise, remain in state x. This correction results in a
reversible chain with stationary distribution pi; however,
computing τ at every step can be costly.
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The natural way to amortize the cost of running M-H
is to replace the single proposal of baseline M-H with
T proposal-chain steps. This divides its cost among T
iterations of the underlying chain, effectively decreasing
it by a factor of T . For stochastic MCMC, each pro-
posal step can be written as P (x, y; ζ), which denotes
the probability of going from state x to state y given
stochastic sample ζ taken from some known distribu-
tion. (In minibatched MCMC, ζ captures information
about which data we sample at that step.) Using this,
we can run the following algorithm, starting at x. First,
set x0 = x, and run for t from 0 to T − 1
sample noise ζt, then sample xt+1 ∼ P (xt, xt+1; ζt).
Next, set y = xT : this is the proposal run an M-H
correction on. Finally, compute the acceptance proba-
bility
τ = min
(
1,
pi(y)
pi(x)
T−1∏
t=0
P (xt+1, xt; ζt)
P (xt, xt+1; ζt)
)
(3)
= min
(
1,
T−1∏
t=0
pi(xt+1)P (xt+1, xt; ζt)
pi(xt)P (xt, xt+1; ζt)
)
. (4)
and transition to state y with probability τ ; otherwise,
remain in state x.
It is straightforward to see this algorithm results in a
reversible chain with stationary distribution pi.1 Addi-
tionally, this amortized M-H step (3) is easily computed
as long as the probabilities P (·, ·; ζ) are tractable.
We expect this approach will be effective when the M-
H step does “not reject too often”. This will certainly
be the case when the terms inside the product in (4)
all tend to be close to 1, which happens when the
proposals P (x, y; η) are “close” to being reversible with
stationary distribution pi. This is a good heuristic: our
amortization approach should be effective when the
proposals are close to being reversible.
Unfortunately, this heuristic does not apply to
SGHMC’s proposal step since SGHMC and other
Hamiltonian-like steps are not close to satisfying the
reversibility condition (2). Instead, the natural “reverse”
trajectory for a Hamiltonian step reverses the order of
the states and negates the momentum. The analog of
reversibility for this sort of step is skew-reversibility (Tu-
ritsyn et al., 2011). Given some measure-preserving
involution over the state space denoted x⊥, a chain G
is skew-reversible if pi(x) = pi(x⊥) and
pi(x)G(x, y) = pi(y⊥)G(y⊥, x⊥). (5)
Concretely, for Hamiltonian dynamics we use the involu-
tion that negates the momentum, i.e. (θ, r)⊥ = (θ,−r).
1A detailed proof appears in Appendix B.
It is straightforward to show that a skew-reversible
Markov chain also has pi as its stationary distribution.1
Such non-reversible chains have attracted a great deal
of recent attention because they are more efficient than
reversible ones in some situations (Turitsyn et al., 2011;
Hukushima and Sakai, 2013; Ma et al., 2016).
A natural consequence of this setup is that we can
amortize M-H in the same manner as before, using
skew-reversibility in place of reversibility. This gives the
same multi-step-proposal algorithm as before, except
that the acceptance probability is replaced with
τ = min
(
1,
pi(y⊥)
pi(x)
T−1∏
t=0
P (x⊥t+1, x
⊥
t ; ζt)
P (xt, xt+1; ζt)
)
. (6)
The resulting corrected chain will be skew-reversible
with stationary distribution pi.1 Intuitively, this chain
will “not reject too often” as long as the proposals
P are “close” to being skew-reversible. Since SGHMC
steps are close to being skew-reversible, this is the more
natural approach for amortizing M-H, rather than using
(3). If one wants to use the well-developed theoretical
tools for a reversible chain, it is known that we can
recover a reversible chain from a skew-reversible one
by simply resampling the momentum at the beginning
of the outer loop.1 Note this reversible chain can be
different from the one obtained by using condition (3).
5 AMAGOLD
We now apply the amortized Metropolis adjustment
(AMA) method of Section 4 to second-order SG-MCMC.
As a proposal, we use the stochastic leapfrog step that
starts in (θ, r) and proposes (θ∗, r∗) by running
θ0 = θ +
1
2
σ−2r
r∗ = ((1− β)r − ∇U˜t(θ0) +N (0, 4βσ2I))/(1 + β)
θ∗ = θ0 +
1
2
σ−2r∗.
Applying our amortized M-H correction to this pro-
posal step using the acceptance probability (6) results
in AMAGOLD (Algorithm 2). AMAGOLD is, by con-
struction, skew-reversible, and we have the option of
making it reversible by resampling the momentum.
AMAGOLD has three key differences compared
to SGHMC. First, motivated by the time-reversal-
symmetric nature of conditions (2) and (5), we use
a clearly time-symmetric update step in the inner loop
(compare Line 12 of Algorithm 2, which can be written
as rt+ 12 ← rt− 12 − ∇U˜t(θt) − β(rt− 12 + rt+ 12 ) + ηt,
with the less clearly symmetric Line 11 of Algorithm 1).
Note this is just a different way of writing the algo-
rithm: the update steps could be made equivalent by
appropriately setting the hyperparameters. Second,
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Algorithm 2 AMAGOLD
1: given: Energy U , initial state θ ∈ Θ, step size ,
momentum variance σ2, friction β
2: loop
3: optionally, resample momentum:
r ∼ N (0, σ2I)
4: initialize momentum, energy acc:
r− 12 ← r, ρ− 12 ← 0
5: half position update: θ0 ← θ + 12σ−2r− 12
6: for t = 0 to T − 1 do
7: if t 6= 0 then
8: position update: θt ← θt−1 + σ−2rt− 12
9: end if
10: sample noise ηt ∼ N (0, 4βσ2I)
11: sample random energy component U˜t
12: update momentum:
rt+ 12 ← ((1−β)rt− 12 −∇U˜t(θt)+ηt)/(1+β)
13: update energy acc:
ρt+ 12 ← ρt− 12 +
1
2σ
−2∇U˜t(θt)T
(
rt− 12 + rt+ 12
)
14: end for
15: half position update:
θT ← θT−1 + 12σ−2rT− 12
16: new values: θ∗ ← θT , r∗ ← rT− 12
17: a← exp
(
U(θ)− U(θ∗) + ρT− 12
)
18: with probability min(1, a),
update θ ← θ∗, r ← r∗ (as long as θ∗ ∈ Θ)
19: otherwise update r ← −r− 12
20: end loop
we use a type of leapfrog integration that starts and
ends the outer loop with a half-position-update (Lines
5 and 15). This too is done in the interest of time-
reversal-symmetry. Third, there is an additional term
ρ in AMAGOLD, which we call the energy accumulator,
which accumulates the log of the product in (6). Com-
puting ρ requires little extra cost since all its terms
are already obtained in the standard update. AM-
AGOLD is thus unbiased without adding too much
cost over SGHMC. The following theorem summarizes
AMAGOLD’s asymptotic accuracy. (This follows from
the construction; an explicit proof is in Appendix C.)
Theorem 1. Consider the Markov chain described
by AMAGOLD (Algorithm 2). If the momentum is
resampled (on line 3), then this Markov chain is re-
versible. Otherwise the Markov chain is skew-reversible.
In either case, its stationary distribution is pi.
Connection to previous methods AMAGOLD is
related to several previous MCMC methods. When
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Figure 1: Estimated densities of (a) SGHMC and (b)
AMAGOLD for step size 0.25 compared to the ground
truth and (c) step size 0.01 for tuned AMAGOLD (see
Section 5.2); (d) Comparison of symmetric KL diver-
gence, varying step sizes for SGHMC and AMAGOLD.
using a full-batch gradient, AMAGOLD becomes L2MC
with amortized M-H-adjustment. Using a full-batch,
β = 0, and resampling, AMAGOLD becomes HMC
(Appendix D). If we disable AMAGOLD’s M-H step
(and adjust hyperparameters), it becomes SGHMC.
Illustrating AMAGOLD To illustrate AM-
AGOLD is able to achieve unbiased stochastic MCMC,
we test our method on a double-well potential (Ding
et al., 2014; Li et al., 2016b):
U(θ) = (θ + 4)(θ + 1)(θ − 1)(θ − 3)/14 + 0.5.
The target distribution is proportional to exp(−U(θ)).
To simulate stochastic gradients, we let ∇U˜ = ∇U +
N (0, 1). We show the results of SGHMC and AM-
AGOLD when β = 0.25, T = 10 and  = 0.25. Results
for  = {0.05, 0.15} are in Appendix G.1.
In Figure 1 and Appendix G.1, the estimated densities
of AMAGOLD are very close to the true density on
varying step sizes. In contrast, SGHMC does not con-
verge to the correct distribution asymptotically. This is
especially the case when the step size is large: SGHMC
diverges from the true distribution. These observations
validate Theorem 1, as AMA guarantees convergence
to the target distribution. To quantitatively measure
divergence from the true distribution, we plot the sym-
metric KL divergence as a function of the step size in
Figure 1d. We can see that SGHMC is very sensitive
to step size, and may require careful tuning in practice,
while AMAGOLD is more robust.
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5.1 Convergence Rate Analysis
Using stochastic gradients in MCMC can reduce the
cost of each iteration. However, this does not mean the
overall cost of the algorithm will be less in comparison
to its non-stochastic counterpart. Rather, it is possible
that the stochastic chain’s convergence rate becomes
much slower than the non-stochastic one. To be confi-
dent in the effectiveness of an SG-MCMC method, we
must rule this out: We must show that the convergence
speed of the stochastic chain is not slowed down, or
at least not too much, compared to the non-stochastic
chain. We do this analysis for AMAGOLD as follows.
Since AMAGOLD can be regarded as stochastic L2MC,
we study reversible AMAGOLD’s convergence rate rela-
tive to L2MC with an amortized M-H correction. Prior
work has used this type of bound to prove the con-
vergence rate of subsampled MCMC methods (De Sa
et al., 2018; Zhang and De Sa, 2019). Unlike work that
uses 2-Wasserstein, MSE, or empirical risk minimiza-
tion to evaluate the convergence rate of SG-MCMC,
we are the first to use the spectral gap—a traditional
metric for evaluating MCMC convergence (Hairer et al.,
2014; Levin and Peres, 2017) that is directly related to
another common measurement, the mixing time (Levin
and Peres, 2017). Our bound only requires mild as-
sumptions compared to prior work (Vollmer et al., 2016;
Chen et al., 2015), and we measure convergence to the
target distribution directly, rather than empirical risk
minimization (Gao et al., 2018).
The spectral gap γ of a reversible Markov chain with
transition probability operator G is defined as the small-
est distance between any non-principal eigenvalue of G
and 1, the principal eigenvalue of G (Levin and Peres,
2017). The spectral gap determines the convergence
rate of a Markov chain: a chain with a smaller γ will
take longer to converge. To ensure the existence of γ,
we assume geometric ergodicity of the full-batch chain
(Rudolf, 2011). To bound γ, we assume the covari-
ance of the gradient samples of AMAGOLD is bounded
isotropically with
E
[
(∇U˜(θ)−∇U(θ))(∇U˜(θ)−∇U(θ))T
]
 V
2
d
I
for some constant V > 0. This sort of bounded-variance
assumption is standard in the analysis of stochastic
gradient algorithms.
The following theorem shows that with appropriate
hyperparameter settings the convergence rate of AM-
AGOLD will not be slowed down by more than a con-
stant factor.
Theorem 2. For some parameters  > 0, σ > 0, and
β > 0, let γ¯ denote the spectral gap of the L2MC
chain running with parameters (, σ, β). Assume that
these parameters are such that V 2 ≤ 4σ2βd. De-
fine a constant c = 1 +
√
V 2
16σ2βTd2 . Let γ denote the
spectral gap of AMAGOLD running with parameters
(, σ · c−1/4, β · c−1/2). Then,
γ
γ¯
≥ exp
(
−TV
2
4σ2β
−
√
TV 2
σ2β
)
.
This requirement on parameters is easy to satisfy be-
cause d is generally large and  is generally small in
practice. For the same reason, c is usually close to 1, so
the parameters used by the two chains are very close.
This theorem has three useful takeaways: First, AM-
AGOLD’s convergence rate is essentially the same as
L2MC up to a constant, which will approach 1 as
the batch size increases (V decreases) or  decreases.
Second, it shows the effect of minibatching on conver-
gence rate: if one reduces the minibatch size (i.e. V 2
increases), they can expect the convergence rate to de-
crease with a rate of exp(−O(V 2)). Third, the theorem
outlines a range of parameters (where TV 2  σ2β)
over which AMAGOLD converges at a similar rate to
the full-batch algorithm.
5.2 AMAGOLD in Practice
Here we describe some simple modifications that can
further improve AMAGOLD’s performance.
Minibatch M-H Amortizing the cost of an M-H cor-
rection over T steps is not always sufficient for achieving
good performance on large datasets. This is because
calculating the true energy U requires a scan over the
whole dataset. We can further reduce the cost of a sin-
gle correction by using minibatch M-H to compute the
acceptance probability—using a minibatch at line 17
of Algorithm 2. Prior work has estimated the M-H cor-
rection using a subset of the data (Korattikara et al.,
2014; Bardenet et al., 2014; Maclaurin and Adams,
2015; Seita et al., 2016). These methods are compos-
able with, rather than exclusive with, AMAGOLD and
could provide additional speed-ups.
Tuning the step size Our experiments on double
well potential (Figure 1) show step size significantly
influences SGHMC’s performance. Besides being more
robust to step size, AMAGOLD’s step size can be more
easily tuned. The M-H step’s acceptance probabil-
ity provides information about whether a step size is
desirable. Based on this information, the step size
can be tuned automatically to target some fixed ac-
ceptance probability during burn-in without affecting
convergence. With a fixed step size  = 0.01, both
AMAGOLD and SGHMC provide poor density esti-
mates due to too small step size. However, when we
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Figure 2: AMAGOLD’s performance against baselines.
In (b) and (d) the step size varies from 0.01 to 0.25;
the symmetric KL divergence is a function of step size.
let AMAGOLD adjust  such that the average M-H
acceptance probability is 85%, it estimates the density
accurately (Figure 1c, Appendix G.1).
6 Experiments
Here we validate our theory empirically and explore
the performance of AMAGOLD on a variety of appli-
cations. We compare to full-batch baselines HMC and
L2MC to show AMAGOLD is more efficient and we
compare to SGHMC because, despite exhibiting bias,
it is commonly used in the literature. Unless otherwise
specified, we use reversible AMAGOLD, meaning we
resample the momentum, T = 10 and β = 0.25. We
set hyperparameters for AMAGOLD in a similar way
as SGHMC (Chen et al., 2014). For simplicity, we
do not use the techniques in Section 5.2. Additional
details are in Appendix G. The code can be found at
https://github.com/ruqizhang/amagold.
6.1 Synthetic Distributions
We conduct experiments on synthetic two-dimensional
distributions (Figures 2a and 2c), which are adapted
from (Yin and Zhou, 2018). The analytical expressions
are in Appendix G.2.1. We compare our algorithm
against three baselines: (1) HMC, (2) L2MC with
amortized M-H correction, and (3) SGHMC. HMC and
L2MC serve as non-stochastic, unbiased baselines. As
in Chen et al. (2014), we replace ∇U by stochastic
estimates ∇U˜ = ∇U +N (0, I) for the stochastic meth-
ods. We draw 5 × 106 samples and use symmetric
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Figure 3: The convergence speed (symmetric KL di-
vergence as a function of iterations) of AMAGOLD
compared to L2MC on Dist1 with step size 0.15.
KL divergence as a function of step size to quantita-
tively evaluate the convergence of the Markov chain.
On both distributions, AMAGOLD’s symmetric KL
divergence is close to full-batch methods and is much
lower than SGHMC’s, especially when the step size is
large. This validates our theory that AMAGOLD is
unbiased, while SGHMC’s bias increases with step size.
See Appendix G.2.3 for more details.
We then verify the theory that AMAGOLD has a com-
parable convergence rate to L2MC while using stochas-
tic gradient estimates. Specifically, in Figure 3 AM-
AGOLD’s convergence rate is the same as L2MC’s (up
to a constant factor slowdown of about 10−3). We
include runtime comparisons in Appendix G.2.2.
6.2 Bayesian Logistic Regression on
Real-World Data
We evaluate our method on Bayesian logistic regression
using two real-world datasets: Australian and Heart
(Figure 4). We compute the MSE between the esti-
mated and true parameters, obtained from 107 samples
from HMC as in Li et al. (2016a). AMAGOLD exhibits
smaller error than SGHMC on varying step sizes. We
show runtime comparisons with step size 10−4. Com-
pared to full-batch HMC and L2MC, AMAGOLD is
significantly faster due to minibatching. It is also not
much slower than SGHMC, indicating AMA can re-
duce the cost of adding the M-H step. AMAGOLD’s
large error using a large step size is due to a drop in
M-H acceptance probability (Appendix G.3). However,
this drop can be easily avoided in practice. One can
either set the step size such that it achieves a reason-
able acceptance rate (usually 20–80%, depending on
the application) or use the tuning technique in Section
5.2. With a reasonable acceptance rate, AMAGOLD
achieves much lower error compared to SGHMC.
6.3 Bayesian Neural Networks
We apply AMAGOLD on Bayesian neural networks.
The architecture is a MLP with two-layer with RELU
non-linearities. The dataset size is 60000 and we use
minibatch size 2000. We use irreversible AMAGOLD
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Figure 4: We use two real-world datasets (a) Australian
(15 covariates, 690 data points) and (b) Heart (14
covariates, 270 data points). The minibatch size is 32
and 16, respectively. We collect 5× 106 samples and
test step size varying from 10−6 to 5× 10−3.
Algorithm b h = 0.0005 h = 0.001
SGHMC 0.01 3.69±0.03 3.77±0.17
SGHMC 5e-6 89.95±0.29 89.70±0.91
AMAGOLD 0.01 3.63±0.04 3.65±0.08
AMAGOLD 5e-6 3.65±0.10 3.63±0.10
Table 2: Comparison between AMAGOLD and
SGHMC of test error (%) ± standard error. We collect
20 samples in total.
since we find it gives better results. Similar to Zhang
et al. (2020), to speed up the convergence of the sam-
pling methods, we use SGD with momentum in the first
3 epochs as burn-in and then switch to either SGHMC
or AMAGOLD.
Classification We evaluate the classification accu-
racy of AMAGOLD and SGHMC. As in Chen et al.
(2014), we reparameterize our algorithm, setting v =
σ−2r, b = β and h = 2σ−2 (Appendix F). This equiv-
alent two-parameter reformulated update is similar to
SGD with momentum and thus more easily tuned on
DNNs. Table 2 shows the test error on various hy-
perparameter settings. AMAGOLD yields consistent
test error, regardless of the hyperparameter values. In
contrast, the performance of SGHMC is affected sig-
nificantly by the hyperparameters. When b is small,
SGHMC diverges. Similar performance of SGHMC has
also been reported in Ding et al. (2014).
Uncertainty Evaluation We evaluate the sampling
performance in terms of uncertainty evaluation, which
is important in many ML applications (Lakshmi-
narayanan et al., 2017; Blundell et al., 2015). We test
predictive uncertainty estimation on out-of-distribution
samples (Lakshminarayanan et al., 2017). The 8 mod-
els in Table 2 are tested on the notMNIST dataset
(Bulatov, 2011). Since the models have never seen the
samples from notMNIST, ideally the predictive distri-
bution should be uniform, which gives the maximum
entropy. We plot the empirical CDF for the entropy of
the predictive distribution (Figure 5). AMAGOLD pro-
vides consistent uncertainty estimations on all settings,
which aligns with the classification results. In contrast,
when b is small or h is large, SGHMC performance
suffers; it is overconfident about its prediction.
Both of these experiments indicate that SGHMC is very
sensitive to hyperparameters. It needs to be carefully
tuned to achieve desired performance on classification
and uncertainty estimation. In contrast, AMAGOLD
is robust to various hyperparameter settings because it
is guaranteed to converge to the target distribution.
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Figure 5: Empirical CDF on notMNIST dataset.
7 Conclusion
Our work represents a first step toward unbiased, ef-
ficient second-order SG-MCMC. We introduced AM-
AGOLD, which achieves these goals by infrequently
applying the computationally-expensive Metropolis-
Hasting adjustment step, amortizing the cost across
multiple algorithm steps. We prove this is sufficient
for convergence to the target distribution, and provide
reversible and non-reversible versions for practical use.
AMAGOLD’s convergence rate is theoretically guar-
anteed: the bound captures the trade-off between the
speed-up from minibatching and the convergence rate.
Lastly, our work is complementary to, rather than ex-
clusive with, other research in stochastic MCMC. In
future work it would be interesting to explore combin-
ing AMA with other SG-MCMC variants (Ding et al.,
2014; Zhang et al., 2017; Ma et al., 2015) and minibatch
M-H methods (Korattikara et al., 2014; Bardenet et al.,
2014; Maclaurin and Adams, 2015; Seita et al., 2016).
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Appendix
A Background of SGHMC
SGHMC, Algorithm 1, reduces the computational cost of full-batch methods by using a stochastic gradient in
lieu of ∇U . SGHMC estimates U(θ) by minibatch D˜. However, naïvely replacing U by U˜ in HMC will lead to
divergence from the target distribution (Chen et al., 2014). Therefore, SGHMC adds the additional friction term
of L2MC to offset the noise introduced by using minibatch. That is, SGHMC is simulating the dynamics
dθ = σ−2rdt,
dr = −∇U˜(θ)dt− 2βrdt+N (0, 4(β − βˆ)σ2dt) (7)
where β controls the friction term and βˆ is an estimate of the stochastic gradient noise, which is often set to be
zero in practice.
B Proof of Results in Section 4
In this section, we will provide proofs of the results that we asserted in Section 4 about reversibility and skew-
reversibility of our algorithms. First, for completeness we re-prove the fact that a skew-reversible chain has
stationary distribution pi, which is known, but not as well-known as the corresponding result for reversible chains.
Lemma 1. If G is a skew-reversible chain, that is one that satisfies (5), then pi is its stationary distribution.
Proof. Since G is skew-reversibile, by definition it satisfies for any states x and y the conditions that pi(x) = pi(x⊥)
and
pi(x)G(x, y) = pi(y⊥)G(y⊥, x⊥).
By combining these two we can easily get
pi(x)G(x, y) = pi(y)G(y⊥, x⊥).
Next, summing up over all x in the while state space Ω,∑
x∈Ω
pi(x)G(x, y) =
∑
x∈Ω
pi(y)G(y⊥, x⊥) = pi(y)
∑
x∈Ω
G(y⊥, x⊥).
Since ⊥ denotes an involution, it follows that summing up over x for all x in the state space is equal to summing
up over all x⊥, so ∑
x∈Ω
pi(x)G(x, y) = pi(y)
∑
x∈Ω
G(y⊥, x) = pi(y),
where the last equality follows from the fact that for any Markov chain, the sum of the probabilities of transitioning
into all states is always 1. So, we’ve shown that∑
x∈Ω
pi(x)G(x, y) = pi(y)
which can be written in matrix form as piG = pi; this proves the lemma.
Lemma 2. The amortized Metropolis-Hastings procedure described in Section 4 using acceptance probability (3)
results in a chain that is reversible with stationary distribution pi.
Proof. According to the algorithm described in Section 4, the probability density of transitioning from state x to
state y 6= x via intermediate states x = x0, x1, x2, . . . , xT−1, xT = y is
E
[
τ ·
T−1∏
t=0
P (xt, xt+1; ζt)
]
,
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where the expected value here is taken over the randomness used to select the stochastic samples ζt. This follows
from the law of total expectation. This means that the total probability of transitioning from x to y 6= x is just
the integral of this over the intermediate states
G(x, y) =
∫
E
[
τ ·
T−1∏
t=0
P (xt, xt+1; ζt)
]
dx1 · dx2 · · · dxT−1,
Now substituting in the value of τ from (3) gives us
G(x, y) =
∫
E
[
min
(
1,
pi(y)
pi(x)
T−1∏
t=0
P (xt+1, xt; ζt)
P (xt, xt+1; ζt)
)
·
T−1∏
t=0
P (xt, xt+1; ζt)
]
dx1 · dx2 · · · dxT−1
=
∫
E
[
min
(
T−1∏
t=0
P (xt, xt+1; ζt),
pi(y)
pi(x)
T−1∏
t=0
P (xt+1, xt; ζt)
)]
dx1 · dx2 · · · dxT−1.
Multiplying both sides by pi(x),
pi(x)G(x, y) =
∫
E
[
min
(
pi(x)
T−1∏
t=0
P (xt, xt+1; ζt), pi(y)
T−1∏
t=0
P (xt+1, xt; ζt)
)]
dx1 · dx2 · · · dxT−1.
From here, the fact that G is reversible follows directly from a substitution of xt 7→ xT−t in the integral, combined
with the observation that the ζt are i.i.d. and so exchangeable.
Lemma 3. The amortized Metropolis-Hastings procedure for skew-reversible chains described in Section 4 using
acceptance probability (6) results in a chain that is skew-reversible with stationary distribution pi, as long as pi
satisfies pi(x) = pi(x⊥).
Proof. As above, the probability density of transitioning from state x to state y 6= x via intermediate states
x = x0, x1, x2, . . . , xT−1, xT = y is
E
[
τ ·
T−1∏
t=0
P (xt, xt+1; ζt)
]
,
where the expected value here is taken over the randomness used to select the stochastic samples ζt. This follows
from the law of total expectation. This means that the total probability of transitioning from x to y 6= x is just
the integral of this over the intermediate states
G(x, y) =
∫
E
[
τ ·
T−1∏
t=0
P (xt, xt+1; ζt)
]
dx1 · dx2 · · · dxT−1,
Now substituting in the value of τ from (3) gives us
G(x, y) =
∫
E
[
min
(
1,
pi(y)
pi(x)
T−1∏
t=0
P (x⊥t+1, x
⊥
t ; ζt)
P (xt, xt+1; ζt)
)
·
T−1∏
t=0
P (xt, xt+1; ζt)
]
dx1 · dx2 · · · dxT−1
=
∫
E
[
min
(
T−1∏
t=0
P (xt, xt+1; ζt),
pi(y)
pi(x)
T−1∏
t=0
P (x⊥t+1, x
⊥
t ; ζt)
)]
dx1 · dx2 · · · dxT−1.
Multiplying both sides by pi(x), and leveraging the fact that pi(x) = pi(x⊥),
pi(x)G(x, y) =
∫
E
[
min
(
pi(x)
T−1∏
t=0
P (xt, xt+1; ζt), pi(y
⊥)
T−1∏
t=0
P (x⊥t+1, x
⊥
t ; ζt)
)]
dx1 · dx2 · · · dxT−1.
From here, the fact that G is skew-reversible follows directly from a substitution of xt 7→ x⊥T−t in the integral (which
is a valid substitution without introducing an extra constant term because the involution ⊥ is measure-preserving
by assumption), combined with the observation that the ζt are i.i.d. and so exchangeable.
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Lemma 4. A skew-reversible chain will become reversible by resampling the momentum at the beginning of outer
loop.
Proof. Assume the chain starts at (θ, r) and ends at (θ∗, r∗). By the skew-detailed balance, we have
pi(θ, r)G((θ, r), (θ∗, r∗)) = pi(θ∗,−r∗)G((θ∗,−r∗), (θ,−r))
Since the momentum is resampled and is independent of θ, we can integrate it and describe the chain in terms of θ
pi(θ)H(θ, θ∗) :=
∫
pi(θ)pi(r)G((θ, r), (θ∗, r∗))drdr∗
Similarly, we have
pi(θ∗)H(θ∗, θ) :=
∫
pi(θ∗)pi(−r∗)G((θ∗,−r∗), (θ,−r))dr∗dr
By the skew-detailed balance we know
pi(θ)H(θ, θ∗) = pi(θ∗)H(θ∗, θ)
This proves the lemma.
C Proof of Theorem 1
Proof. First, we consider resampling momentum in Algorithm 2 and will show that the chain is reversible. We
consider the probability of starting from θ and going through a particular sequence of rt+ 12 and θt and arriving at
(θ∗, r∗). We have G(θ, θ∗), which is the transition probability from θ to θ∗, as the following
G(θ, θ∗) = E
∫
P
(
θ0, θ1, . . . , θT−1, θ∗
∣∣∣θ, U˜0, . . . , U˜T−1)min(1, a(θ))dθ0 · · · dθT−1
where θ = {θ0, . . . , θT−1, θ∗} and the expectation is taken over the stochastic energy function samples U˜t.
Next, we want to derive the probability density in terms of r and η = {η0, . . . , ηT−1}. This involves a change
of variables in the PDF formula. We notice that θ is a bijective function of r and η. By the rule of change of
variables, we know that
P
(
θ0, θ1, . . . , θT−1, θ∗
∣∣∣θ, U˜0, . . . , U˜T−1)min(1, a(θ))
= P
(
r, η0, . . . , ηT−1
∣∣∣θ, U˜0, . . . , U˜T−1)min(1, a(η, r)))det−1(D(η,r)(θ))
where D(η,r)(θ, θ∗) is the Jacobian matrix.
To get this Jacobian matrix, we first apply the chain rule,
D(η,r)(θ) = Dr(θ) ·D(η,r)r
where r = {r, r, . . . , rT− 12 }.
Since the derivative of θt with respect to any rs− 12 for s > t is zero, it follows that Dr(θ) will be triangular, and
so the determinant is just the product of the diagonal entries. From our formula for the update rule,
θt = θ +
1
2
σ−2rt− 12 , for t = 0, T
θt = θt−1 + σ−2r− 12 , for t = 1, . . . , T − 1.
Therefore,
∂θ0
∂rt− 12
=
1
2
σ−2Id, for t = 0, T
∂θt
∂rt− 12
= σ−2Id, for t = 1, . . . , T − 1.
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It follows that
det (Dr(θ)) =
1
4d
(
σ−2
)(T+1)d
.
Similarly, the derivative of ηt with respect to any rs− 12 for s > t is zero, it follows that D(η,r)r will be triangular,
and so the determinant is just the product of the diagonal entries. That is,
Dr(η, r)) =
T−1∏
t=0
∂ηt
∂rt+ 12
.
From our original formula for the update rule,
rt+ 12 = rt− 12 − ∇U˜t(θt)− β
(
rt− 12 + rt+ 12
)
+ ηt
we have
(1 + β)rt+ 12 = rt− 12 − ∇U˜t(θt)− βrt− 12 + ηt,
and so
∂ηt
∂rt+ 12
= (1 + β)Id.
It follows that
det
(
D(η,r)r
)
= (1 + β)−Td
Now we can get that
det
(
D(η,r)(θ)
)
= det (Dr(θ)) · det
(
D(η,r)r
)
= (1 + β)−Td · 1
4d
(
σ−2
)(T+1)d
Thus,
G(θ, θ∗) = E
∫
P
(
θ0, θ1, . . . , θT−1, θ∗
∣∣∣θ, U˜0, . . . , U˜T−1)min(1, a(θ))dθ0 · · · dθT−1
= (1 + β)Td · 4d (σ−2)−(T+1)dE∫ P (r, η0, . . . , ηT−1∣∣∣θ, U˜0, . . . , U˜T−1)
min(1, a(η, r)))dθ0 · · · dθT−1
By the distribution of r and ηt, we know that
P
(
r, η0, η2, . . . , ηT−2
∣∣∣θ, U˜0, . . . , U˜T−1)
=
(
2piσ2
)−d
2 · exp
(
−‖r‖
2
2σ2
)
·
T−1∏
t=0
(
8piβσ2
)−d
2 · exp
(
− ‖ηt‖
2
8βσ2
)
=
(
2piσ2
)−d
2 · (8piβσ2)−Td2 · exp(−‖r‖2
2σ2
)
· exp
(
− 1
8βσ2
T−1∑
t=0
‖ηt‖2
)
.
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Notice that
T−1∑
t=0
‖ηt‖2 =
T−1∑
t=0
∥∥∥rt+ 12 − rt− 12 + ∇U˜t(θt) + β (rt− 12 + rt+ 12)∥∥∥2
=
T−1∑
t=0
∥∥∥rt+ 12 − rt− 12 + ∇U˜t(θt)∥∥∥2
+ 2β
(
rt+ 12 − rt− 12 + ∇U˜t(θt)
)T (
rt− 12 + rt+ 12
)
+ 2β2
∥∥∥rt− 12 + rt+ 12 ∥∥∥2
=
T−1∑
t=0
∥∥∥rt+ 12 − rt− 12 + ∇U˜t(θt)∥∥∥2 + 2β
(∥∥∥rt+ 12 ∥∥∥2 − ∥∥∥rt− 12 ∥∥∥2
)
+ 22β∇U˜t(θt)T
(
rt− 12 + rt+ 12
)
+ 2β2
∥∥∥rt− 12 + rt+ 12 ∥∥∥2
= 2β
(∥∥∥rT− 12 ∥∥∥2 − ‖r‖2
)
+
T−1∑
t=0
∥∥∥rt+ 12 − rt− 12 + ∇U˜t(θt)∥∥∥2
+ 4βσ2
(
ρt+ 12 − ρt− 12
)
+ 2β2
∥∥∥rt− 12 + rt+ 12 ∥∥∥2
= 2β
(
‖r∗‖2 − ‖r‖2
)
+ 4βσ2
(
ρT− 12 − ρ− 12
)
+
T−1∑
t=0
∥∥∥rt+ 12 − rt− 12 + ∇U˜t(θt)∥∥∥2 + 2β2 ∥∥∥rt− 12 + rt+ 12 ∥∥∥2 .
By substituting this above and recalling that ρ− 12 = 0,
G(θ, θ∗) = (1 + β)Td · 4d (σ−2)−(T+1)dE∫ P (r, η0, η2, . . . , ηT−2, θ∗∣∣∣θ, U˜0, . . . , U˜T−1)
min(1, a(η, r))dθ0 · · · dθT−1
= (1 + β)Td · 4d (σ−2)−(T+1)dE∫ (2piσ2)−d2 · (8piβσ2)−Td2 · exp(−‖r‖2
2σ2
)
· exp
(
− 1
8βσ2
· 2β
(
‖r∗‖2 − ‖r‖2
))
· exp
(
− 1
8βσ2
· 4βσ2
(
ρT− 12 − ρ− 12
))
· exp
(
− 1
8βσ2
·
T−1∑
t=0
∥∥∥rt+ 12 − rt− 12 + ∇U˜t(θt)∥∥∥2 + 2β2 ∥∥∥rt− 12 + rt+ 12 ∥∥∥2
)
·min(1, a)dθ0 · · · dθT−1
= (1 + β)Td · 4d (σ−2)−(T+1)dE∫ (2piσ2)−d2 · (8piβσ2)−Td2
· exp
(
− 1
4σ2
(
‖r∗‖2 + ‖r‖2
))
· exp
(
−1
2
ρT− 12
)
· exp
(
− 1
8βσ2
·
T−1∑
t=0
∥∥∥rt+ 12 − rt− 12 + ∇U˜t(θt)∥∥∥2 + 2β2 ∥∥∥rt− 12 + rt+ 12 ∥∥∥2
)
·min(1, a)dθ0 · · · dθT−1
where r are to be understood as functions of the θt, and the integral is taken over θt.
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Substituting the expression of a, then the term inside the integral is
(
2piσ2
)−d
2 · (8piβσ2)−Td2 · exp(− 1
4σ2
(
‖r∗‖2 + ‖r‖2
))
· exp
(
−1
2
ρT− 12
)
· exp
(
− 1
8βσ2
·
T−1∑
t=0
∥∥∥rt+ 12 − rt− 12 + ∇U˜t(θt)∥∥∥2 + 2β2 ∥∥∥rt− 12 + rt+ 12 ∥∥∥2
)
·min
(
1, exp
(
U(θ)− U(θ∗) + ρT− 12
))
=
(
2piσ2
)−d
2 · (8piβσ2)−Td2 · exp(− 1
4σ2
(
‖r∗‖2 + ‖r‖2
))
· exp
(
− 1
8βσ2
·
T−1∑
t=0
∥∥∥rt+ 12 − rt− 12 + ∇U˜t(θt)∥∥∥2 + 2β2 ∥∥∥rt− 12 + rt+ 12 ∥∥∥2
)
· exp (U(θ)) ·min
(
exp
(
−U(θ)− 1
2
ρT− 12
)
, exp
(
−U(θ∗) + 1
2
ρT− 12
))
.
Finally, this probability multiplied by the probability of θ0, which is 1Z exp (−U(θ)), is
pi(θ)G(θ, θ∗)
=
1
Z
· (1 + β)Td · 4d (σ−2)−(T+1)d
E
∫ (
2piσ2
)−d
2 · (8piβσ2)−Td2 · exp(− 1
4σ2
(
‖r∗‖2 + ‖r‖2
))
· exp
(
− 1
8βσ2
·
T−1∑
t=0
∥∥∥rt+ 12 − rt− 12 + ∇U˜t(θt)∥∥∥2 + 2β2 ∥∥∥rt− 12 + rt+ 12 ∥∥∥2
)
· exp (U(θ)) ·min
(
exp
(
−U(θ)− 1
2
ρT− 12
)
, exp
(
−U(θ∗) + 1
2
ρT− 12
))
dθ0 · · · dθT−1
=
1
Z
· (1 + β)Td · 4d (σ−2)−(T+1)d · (2piσ2)−d2 · (8piβσ2)−Td2 ·
E
∫
exp
(
− 1
4σ2
(
‖r∗‖2 + ‖r‖2
))
· exp
(
− 1
8βσ2
·
T−1∑
t=0
(∥∥∥rt+ 12 − rt− 12 + ∇U˜t(θt)∥∥∥2 + 2β2 ∥∥∥rt− 12 + rt+ 12 ∥∥∥2
))
·min
(
exp
(
−U(θ)− 1
2
ρT− 12
)
, exp
(
−U(θ∗) + 1
2
ρT− 12
))
dθ0 · · · dθT−1
=
1
Z
· (1 + β)Td · β−Td2 · 2− 3(T−1)d2 · pi− (T+1)d2 · − (3T+2)d2 · σ(T+1)d
·E
∫
exp
(
− 1
4σ2
(
‖r∗‖2 + ‖r‖2
))
· exp
(
− 1
8βσ2
·
T−1∑
t=0
(∥∥∥rt+ 12 − rt− 12 + ∇U˜t(θt)∥∥∥2 + 2β2 ∥∥∥rt− 12 + rt+ 12 ∥∥∥2
))
· exp
(
−U(θ) + U(θ
∗)
2
)
· exp
(
−1
2
∣∣∣U(θ)− U(θ∗) + ρT− 12 ∣∣∣
)
dθ0 · · · dθT−1.
And writing this out explicitly in terms of
ρT− 12 =
1
2
σ−2
T−1∑
t=0
∇U˜t(θt)T
(
rt− 12 + rt+ 12
)
,
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we get
pi(θ)G(θ, θ∗)
=
1
Z
· (1 + β)Td · β−Td2 · 2− 3(T−1)d2 · pi− (T+1)d2 · − (3T+2)d2 · σ(T+1)d
·E
∫
exp
(
− 1
4σ2
(
‖r∗‖2 + ‖r‖2
))
· exp
(
− 1
8βσ2
·
T−1∑
t=0
(∥∥∥rt+ 12 − rt− 12 + ∇U˜t(θt)∥∥∥2 + 2β2 ∥∥∥rt− 12 + rt+ 12 ∥∥∥2
))
· exp
(
−U(θ) + U(θ
∗)
2
)
· exp
(
−1
2
∣∣∣∣∣U(θ)− U(θ∗) + 12σ−2
T−1∑
t=0
∇U˜t(θt)T
(
rt− 12 + rt+ 12
)∣∣∣∣∣
)
dθ0 · · · dθT−1.
Now, for this forward path from θ to θ∗, consider the reverse leapfrog trajectory from θ∗ to θ. This trajectory will
have the same values for θ, θ0, . . . , θ∗ in the reversed order and will have negated values for r− 12 , r1− 12 , . . . , rT− 12
in the reversed order again. Because of this negation, the values of ρ 1
2
, ρ1+ 12 , . . . , ρT− 12 will also be negated. It
follows that pi(θ∗)G(θ∗, θ) will have the same expression.
Therefore,
pi(θ)G(θ, θ∗) = pi(θ∗)G(θ∗, θ).
This shows that Algorithm 2 with resampling momentum is reversible.
Now we show that the chain satisfies skew detailed balance and the stationary distribution of θ is pi(θ) if not
resampling momentum. Skew detailed balance means that the chain satisfies the following condition (Turitsyn
et al., 2011)
pi(x)G(x, y) = pi
(
y⊥
)
G
(
y⊥, x⊥
)
where G is the transition probability.
By Section B, we know that a chain that satisfies the above condition will have invariant distribution pi(x).
In our setting, x = (θ, r) and x⊥ = (θ,−r). Given this, the skew detailed balance is
pi(θ, r)G((θ, r), (θ∗, r∗)) = pi(θ∗,−r∗)G((θ∗,−r∗), (θ,−r)).
Next we will show that Algorithm 2 without resampling momentum satisfies the above condition and it naturally
follows that Algorithm 2 without resampling converges to the desired distribution.
We consider the joint distribution of (θ, r). By a similar analysis of resampling case, we can get that
pi(θ, r) ·G((θ, r), (θ∗, r∗))
=
1
Z
· (1 + β)Td · β−Td2 · 2− 3(T−1)d2 · pi− (T+1)d2 · − (3T+2)d2 · σ(T+1)d
·E
∫
exp
(
− 1
4σ2
(
‖r∗‖2 + ‖r‖2
))
· exp
(
− 1
8βσ2
·
T−1∑
t=0
(∥∥∥rt+ 12 − rt− 12 + ∇U˜t(θt)∥∥∥2 + 2β2 ∥∥∥rt− 12 + rt+ 12 ∥∥∥2
))
· exp
(
−U(θ) + U(θ
∗)
2
)
· exp
(
−1
2
∣∣∣∣∣U(θ)− U(θ∗) + 12σ−2
T−1∑
t=0
∇U˜t(θt)T
(
rt− 12 + rt+ 12
)∣∣∣∣∣
)
dθ0 · · · dθT−1.
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Again, the reverse trajectory will have the same values for θ, θ0, . . . , θ∗ and will have negated values for
r− 12 , r1− 12 , . . . , rT− 12 in the reversed order. Therefore, pi(θ
∗,−r∗)G((θ∗,−r∗), (θ,−r)) will have the same ex-
pression.
It follows that
pi(θ, r)G((θ, r), (θ∗, r∗)) = pi(θ∗,−r∗)G((θ∗,−r∗), (θ,−r))
which is what we want.
D Connection to HMC
When using a full-batch, β = 0, and resampling, AMAGOLD becomes HMC. To see this, we first notice that
with β = 0 the update rules of θ and r are the same as in HMC. The remaining thing is to show a is also the
same as in HMC. We rewrite ρt+ 12 as
ρt+ 12 = ρt− 12 +
1
2
σ−2
(
rt− 12 − rt+ 12
)T (
rt− 12 + rt+ 12
)
= ρt− 12 +
1
2
σ−2
(∥∥∥rt− 12 ∥∥∥2 − ∥∥∥rt+ 12 ∥∥∥2
)
As a result,
ρT− 12 =
1
2
σ−2
T−1∑
t=0
(∥∥∥rt− 12 ∥∥∥2 − ∥∥∥rt+ 12 ∥∥∥2
)
=
1
2
σ−2
(∥∥∥r− 12 ∥∥∥2 − ∥∥∥rT− 12 ∥∥∥2
)
It follows that a becomes the same as in HMC.
E Proof of Theorem 2
In this section we prove a bound on the convergence rate of AMAGOLD as compared with second-order Langevin
dynamics (L2MC).
Proof. We start with the expression we derived for the transition probability in the proof of reversibility.
pi(θ)G(θ, θ∗)
=
1
Z
· (1 + β)Td · β−Td2 · 2− (3T−1)d2 · pi− (T+1)d2 · − (3T+2)d2 · σ(T+1)d
·E
∫
exp
(
− 1
4σ2
(
‖r∗‖2 + ‖r‖2
))
· exp
(
− 1
8βσ2
·
T−1∑
t=0
(∥∥∥rt+ 12 − rt− 12 + ∇U˜t(θt)∥∥∥2 + c22β2 ∥∥∥rt− 12 + rt+ 12 ∥∥∥2
))
· exp
(
−U(θ) + U(θ
∗)
2
)
· exp
(
−1
2
∣∣∣∣∣U(θ)− U(θ∗) + 12σ−2
T−1∑
t=0
∇U˜t(θt)T
(
rt− 12 + rt+ 12
)∣∣∣∣∣
)
dθ0 · · · dθT−1.
Since
θt = θt−1 + σ−2rt− 12 ,
if we define θ−1 and θT by convention such that
θ−1 + θ0
2
= θ and
θT−1 + θT
2
= θ∗,
it follows that for all t ∈ {0, . . . , T − 1}
rt+ 12 − rt− 12 = 
−1σ2 (θt+1 − 2θt + θt−1)
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and
rt+ 12 + rt− 12 
−1σ2 (θt+1 − θt−1)
so we can write the above transition probability explicitly in terms of the θt as
pi(θ)G(θ, θ∗)
=
1
Z
· (1 + β)Td · β−Td2 · 2− (3T−1)d2 · pi− (T+1)d2 · − (3T+2)d2 · σ(T+1)d
·E
∫
exp
(
− c
4σ2
(
‖r∗‖2 + ‖r‖2
))
· exp
(
− 1
8βσ2
·
T−1∑
t=0
(∥∥∥−1σ2 (θt+1 − 2θt + θt−1) + ∇U˜t(θt)∥∥∥2
+ c22β2
∥∥−1σ2 (θt+1 − θt−1)∥∥2)) · exp(−U(θ) + U(θ∗)
2
)
· exp
(
−1
2
∣∣∣∣∣U(θ)− U(θ∗) + 12σ−2
T−1∑
t=0
∇U˜(θt)T
(
−1σ2 (θt+1 − θt−1)
)∣∣∣∣∣
)
· dθ0 · · · dθT−1.
Simplifying this a bit, we get
pi(θ)G(θ, θ∗)
=
1
Z
· (1 + β)Td · β−Td2 · 2− (3T−1)d2 · pi− (T+1)d2 · − (3T+2)d2 · σ(T+1)d
·E
∫
exp
(
−σ
2
2
(
‖θ∗ − θT−1‖2 + ‖θ0 − θ‖2
))
· exp
(
− σ
2
83β
·
T−1∑
t=0
∥∥∥θt+1 − 2θt + θt−1 + 2σ−2∇U˜t(θt)∥∥∥2)
· exp
(
−βσ
2
8
·
T−1∑
t=0
‖θt+1 − θt−1‖2
)
· exp
(
−U(θ) + U(θ
∗)
2
)
· exp
(
−1
2
∣∣∣∣∣U(θ)− U(θ∗) + 12
T−1∑
t=0
∇U˜t(θt)T (θt+1 − θt−1)
∣∣∣∣∣
)
dθ0 · · · dθT−1.
Next, let
Nt = ∇U˜t(θt)−∇Ut(θt),
At = θt+1 − 2θt + θt−1 + 2σ−2∇Ut(θt),
Bt = θt+1 − θt−1,
Ct = U(θ)− U(θ∗) + 1
2
T−1∑
t=0
∇Ut(θt)T (θt+1 − θt−1) .
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Notice that only Nt depends on the randomness of the stochastic gradient samples. Then,
pi(θ)G(θ, θ∗)
=
1
Z
· (1 + β)Td · β−Td2 · 2− (3T−1)d2 · pi− (T+1)d2 · − (3T+2)d2 · σ(T+1)d
·
∫
E
[
exp
(
−σ
2
2
(
‖θ∗ − θT−1‖2 + ‖θ0 − θ‖2
))
· exp
(
− σ
2
83β
·
T−1∑
t=0
(
‖At‖2 + 22σ−2ATt Nt + 4σ−4 ‖Nt‖2
))
· exp
(
−βσ
2
8
·
T−1∑
t=0
‖Bt‖2
)
· exp
(
−U(θ) + U(θ
∗)
2
)
· exp
(
−1
2
∣∣∣∣∣Ct + 12
T−1∑
t=0
NTt Bt
∣∣∣∣∣
)]
dθ0 · · · dθT−1.
Now, for any constant c > 1, we can bound
E
[∣∣∣∣∣
T−1∑
t=0
NTt Bt
∣∣∣∣∣
]
≤
√√√√√E
(T−1∑
t=0
NTt Bt
)2
=
√√√√T−1∑
t=0
BTt E
[
NtNTt
]
Bt
≤
√√√√T−1∑
t=0
V 2
d
‖Bt‖2
≤ V
2
d

2(c− 1)βσ2 + (c− 1)
βσ2
2
T−1∑
t=0
‖Bt‖2 .
Additionally, we know that E [Nt] = 0 and
E
[
‖Nt‖2
]
= E
[
tr
(
NtN
T
t
)] ≤ tr(V 2
d
I
)
= V 2.
So, since by Jensen’s inequality, E [exp(X)] ≥ exp(E [X]), we can bound this with
pi(θ)G(θ, θ∗)
≥ 1
Z
· (1 + β)Td · β−Td2 · 2− (3T−1)d2 · pi− (T+1)d2 · − (3T+2)d2 · σ(T+1)d
·
∫
exp
(
−σ
2
2
(
‖θ∗ − θT−1‖2 + ‖θ0 − θ‖2
))
· exp
(
− σ
2
83β
·
T−1∑
t=0
‖At‖2
)
· exp
(
−TV
2
8σ2β
)
· exp
(
−cσ
2β
8
·
T−1∑
t=0
‖Bt‖2
)
· exp
(
−U(θ) + U(θ
∗)
2
)
· exp
(
−1
2
|Ct|
)
· exp
(
− 1
(c− 1)Td ·
TV 2
8σ2β
)
dθ0 · · · dθT−1.
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Now, this is a lower bound on the AMAGOLD chain with parameters (, σ, β). Next, we consider the transition
probability of a rescaled chain, with slightly different parameters, that will be set as a function of c. Specifically,
consider the chain with parameters (, σ · c−1/4, β · c−1/2). (We will set the parameter c later; at this point in
the proof it is just an arbitrary constant c > 1.) If we call this rescaled chain Gr, then by substitution of the
parameters into the above expression, we get
pi(θ)Gr(θ, θ
∗)
≥ 1
Z
· (1 + c−1/2β)Td · β−Td2 · 2− 3(T−1)d2 · pi− (T+1)d2 · c− d4 · − (3T+2)d2 · σ(T+1)d
·
∫
E exp
(
− σ
2
c1/22
(
‖θ∗ − θT−1‖2 + ‖θ0 − θ‖2
))
· exp
(
− σ
2
83β
·
T−1∑
t=0
‖At‖2
)
· exp
(
−cTV
2
8σ2β
)
· exp
(
−σ
2β
8
·
T−1∑
t=0
‖Bt‖2
)
· exp
(
−U(θ) + U(θ
∗)
2
)
· exp
(
−1
2
|Ct|
)
· exp
(
− 1
(c− 1)Td ·
cTV 2
8σ2β
)
dθ0 · · · dθT−1
≥ 1
Z
· (1 + c−1/2β)Td · β−Td2 · 2− 3(T−1)d2 · pi− (T+1)d2 · c− d4 · − (3T+2)d2 · σ(T+1)d
· exp
(
−cTV
2
8σ2β
)
· exp
(
− 1
(c− 1)Td ·
cTV 2
8σ2β
)
·
∫
E exp
(
−σ
2
2
(
‖θ∗ − θT−1‖2 + ‖θ0 − θ‖2
))
· exp
(
− σ
2
83β
·
T−1∑
t=0
‖At‖2
)
· exp
(
−σ
2β
8
·
T−1∑
t=0
‖Bt‖2
)
· exp
(
−U(θ) + U(θ
∗)
2
)
· exp
(
−1
2
|Ct|
)
dθ0 · · · dθT−1.
On the other hand, consider the transition probability of the full-gradient L2MC chain with parameters (, σ, β).
This chain will be the same as the AMAGOLD chain, except that Nt = 0 always. So, if we call this chain’s
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transition probability G¯, we will have
pi(θ)G¯(θ, θ∗)
=
1
Z
· (1 + β)Td · β−Td2 · 2− (3T−1)d2 · pi− (T+1)d2 · − (3T+2)d2 · σ(T+1)d
·
∫
exp
(
−σ
2
2
(
‖θ∗ − θT−1‖2 + ‖θ0 − θ‖2
))
· exp
(
− σ
2
83β
·
T−1∑
t=0
‖At‖2
)
· exp
(
−βσ
2
8
·
T−1∑
t=0
‖Bt‖2
)
· exp
(
−U(θ) + U(θ
∗)
2
)
· exp
(
−1
2
|Ct|
)
dθ0 · · · dθT−1.
Using this, we can simplify our bound on the transition probability of the AMAGOLD chain to
pi(θ)Gr(θ, θ
∗) ≥
(
1 + c−1/2β
1 + β
)Td
· c− d4 · exp
(
−cTV
2
8σ2β
)
· exp
(
− 1
(c− 1)Td ·
cTV 2
8σ2β
)
· pi(θ)G¯(θ, θ∗).
Thus,
pi(θ)Gr(θ, θ
∗)
pi(θ)G¯(θ, θ∗)
≥
(
1 + c−1/2β
1 + β
)Td
· c− d4 · exp
(
−cTV
2
8σ2β
)
· exp
(
− 1
(c− 1)Td ·
cTV 2
8σ2β
)
.
All that remains to get a bound is to set c appropriately. Since
c−
d
4 = exp
(
−d
4
log(c)
)
≥ exp
(
−d
4
(c− 1)
)
,
and
c−1/2 ≥ 1− c− 1
2
,
we can bound this with
pi(θ)Gr(θ, θ
∗)
pi(θ)G¯(θ, θ∗)
≥
(
1 +
(
1− c−12
)
β
1 + β
)Td
· exp
(
−d
4
(c− 1)− cTV
2
8σ2β
− 1
(c− 1)Td ·
cTV 2
8σ2β
)
≥
(
1− (c− 1)β
2(1 + β)
)Td
· exp
(
−d
4
(c− 1)− cTV
2
8σ2β
− 1
(c− 1)Td ·
cTV 2
8σ2β
)
.
Since for any 0 ≤ x < 1/2, it holds that 1− x ≥ exp(−2x), as long as
(c− 1)β
1 + β
≤ 1,
it holds that
1− (c− 1)β
2(1 + β)
≥ exp
(
− (c− 1)β
1 + β
)
.
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So, under this assumption,
pi(θ)Gr(θ, θ
∗)
pi(θ)G¯(θ, θ∗)
≥ exp
(
− (c− 1)βTd
1 + β
− d
4
(c− 1)− cTV
2
8σ2β
− 1
(c− 1)Td ·
cTV 2
8σ2β
)
= exp
(
−TV
2
8σ2β
− V
2
8σ2βd
)
· exp
(
−(c− 1)
(
(1 + β(1 + 4T ))d
4(1 + β)
+
TV 2
8σ2β
)
− V
2
8(c− 1)σ2βd
)
= exp
(
−TV
2
8σ2β
− V
2
8σ2βd
)
· exp
(
−(c− 1)
(
3
2
Td+
TV 2
8σ2β
)
− V
2
8(c− 1)σ2βd
)
.
If we also assume that
V 2
4σ2βd
≤ 1,
then
TV 2
8σ2β
≤ Td
2
,
and so
pi(θ)Gr(θ, θ
∗)
pi(θ)G¯(θ, θ∗)
≥ exp
(
−TV
2
8σ2β
− V
2
8σ2βd
)
· exp
(
−(c− 1)2Td− V
2
8(c− 1)σ2βd
)
.
Next, set
c− 1 =
√
V 2
16σ2βTd2
.
From this, we will get
pi(θ)Gr(θ, θ
∗)
pi(θ)G¯(θ, θ∗)
≥ exp
(
−TV
2
8σ2β
− V
2
8σ2βd
)
· exp
(
−
√
TV 2
σ2β
)
≥ exp
(
−TV
2
4σ2β
−
√
TV 2
σ2β
)
.
Now, in order for this to hold, we needed
(c− 1)β
1 + β
≤ 1.
With our setting of c, and our other assumption,
c− 1 =
√
V 2
16σ2βTd2
=
√
V 2
4σ2βd
· 1
4Td
≤
√
1
4Td
≤ 1,
so the bound will trivially hold. Thus the only added assumption we needed is the one stated in the Theorem
statement, that
V 2
4σ2βd
≤ 1.
Now we apply the standard Dirichlet form argument. The spectral gap of a Markov chain can be written as
(Aida, 1998)
γ = inf
f∈L20(pi):V arpi [f ]=1
E(f)
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where L20(pi) denotes the Hilbert space of all functions that are square integrable with respect to probability
measure pi and have mean zero. E(f) is the Dirichlet form of a Markov chain associated with transition operator
T (Fukushima et al., 2010):
E(f) = 1
2
∫ ∫ [
(f(θ)− f(θ∗))2
]
G(θ, θ∗)pi(θ)dθdθ∗
By the expression of the spectral gap, it follows that
γ = inf
f∈L20(pi):V arpi [f ]=1
[
1
2
∫ ∫ [
(f(θ)− f(θ∗))2
]
G(θ, θ∗)pi(θ)dθdθ∗
]
≥ exp
(
−TV
2
4σ2β
−
√
TV 2
σ2β
)
· inf
f∈L20(pi):V arpi [f ]=1
[
1
2
∫ ∫ [
(f(θ)− f(θ∗))2
]
G¯(θ, θ)pi(θ)dθdθ∗
]
= exp
(
−TV
2
4σ2β
−
√
TV 2
σ2β
)
· γ¯
This finishes the proof.
F Reformulation of AMAGOLD Algorithm
We reformulate our algorithm by setting v = σ−2r,b = β, h = 2σ−2 and outline the algorithm after reformulation
in Algorithm 3.
Algorithm 3 Reformulated AMAGOLD
1: given: Energy U , initial state θ ∈ Θ
2: loop
3: optionally, resample momentum: v ∼ N (0, hI)
4: initialize momentum and energy acc: v− 12 ← v, ρ− 12 ← 0
5: half position update: θ0 ← θ + 12v− 12
6: for t = 0 to T − 1 do
7: if t 6= 0 then
8: position update: θt ← θt−1 + vt− 12
9: end if
10: sample noise ηt ∼ N (0, 4hb)
11: sample random energy component U˜t
12: update momentum: vt+ 12 ←
(
(1− b)vt− 12 − h∇U˜t(θt) + ηt
)
/(1 + b)
13: update energy acc: ρt+ 12 ← ρt− 12 +
1
2∇U˜t(θt)T
(
vt− 12 + vt+ 12
)
14: end for
15: half position update: θT ← θT−1 + 12vT− 12
16: new values: θ∗ ← θT , v∗ ← vT− 12
17: a← exp
(
U(θ)− U(θ∗) + ρT− 12
)
18: with probability min(1, a) update θ ← θ∗, v ← v∗ (as long as θ∗ ∈ Θ)
19: otherwise update v ← −v− 12
20: end loop
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G Additional Experiments Results and Setting Details
G.1 Double Well Potential
We visualize the estimated density on additional step size settings. Consistent with Figure 1d, it is clear here
that SGHMC is very sensitive to step size. A small change in step size will cause a big difference in the estimated
density. In contrast, AMAGOLD is more robust and can work well with a large range of step sizes.
When the setup of step size is inappropriate, as in Figures 6a and b where it is fixed to be too small, either
SGHMC or AMAGOLD converges in the training time. This is because the chain moves too slowly toward the
stationary distribution. However, AMAGOLD with step size tuning is able to automatically adjust the step size
based on the information provided by M-H step. As shown in Figure 1c, tuned AMAGOLD can determine a
step size that causes convergence given the same training time budget. All results are obtained by collecting 105
samples with 1000 burn-in samples.
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Figure 6: Estimated densities of SGHMC (1st column) and AMAGOLD (2nd column) on varying step sizes.
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G.2 Two-Dimensional Synthetic Distributions
G.2.1 Analytical Expression
Dist1: N (z1; z22/4, 1)N (z2; 0, 4)
Dist2: 0.5N
(
z; 0,
[
2 1.8
1.8 2
])
+ 0.5N
(
z; 0,
[
2 −1.8
−1.8 2
])
G.2.2 Runtime Comparisons
We report runtime comparisons between AMAGOLD and SGHMC on Dist1 and Dist2 with step size 0.15 (Figure
7). This experiment uses the analytical energy expression (no data examples), so there is no speed-up of stochastic
methods over full-batch methods. At the beginning, SGHMC converges faster due to the lack of M-H step, but
eventually it converges to a biased distribution. AMAGOLD is not much slower than SGHMC, which shows that
AMA can reduce the amount of computation of adding M-H step while keep the chain unbiased.
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Figure 7: Runtime comparisons between SGHMC and AMAGOLD on synthetic distributions (a) Dist1 and (b)
Dist2.
G.2.3 Additional Note on Figure 2
It is worth noting that, even though it is lower than SGHMC’s, AMAGOLD’s KL divergence grows when the step
size is large compared to full-batch methods. This is because the M-H acceptance probability decreases, causing
the chain to converge more slowly. This is expected. It is well-known that stochastic methods are more sensitive
to step sizes than full-batch methods (Nemirovski et al., 2009). However, since AMAGOLD’s KL divergence
grows much slower than SGHMC’s, AMAGOLD is more robust to different step sizes
G.3 Bayesian Logistic Regression
We report the acceptance probability of AMAGOLD on Heart for varying step sizes in Figure 8. For a large range
of step sizes, the acceptance rate is sufficiently high to allow the chain converge fast, demonstrated in Figure
4. The acceptance rate may become very low with a large step size resulting in slow move. But this undesired
acceptance probability can be easily detected and avoided in practice.
G.4 Bayesian Neural Networks
The architecture of Bayesian Neural Networks is a two-layer MLP with first hidden layer size 500 and the second
hidden layer size 256.
Ruqi Zhang, A. Feder Cooper, Christopher De Sa
10 6 10 5 10 4 10 3
Stepsize
0.0
0.2
0.4
0.6
0.8
1.0
Ac
ce
pt
an
ce
 P
ro
ba
bi
lit
y
Heart
AMAGOLD
Figure 8: The acceptance probability of the M-H step in AMAGOLD for varying step sizes on the Heart dataset.
