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 要　　旨
　強化学習の枠組みでは環境に対する行動戦略を方策関数 で表し, によるパラメー
タ化を行い とおく.そして,最適なパラメータ の発見を目指すことが行われてい
る.このとき, を明示的に計算することで, を更新する学習則が用いられる.
　しかしながら,サッカープレイヤの協調行動のように,状態空間が大きく,報酬がスパ
ースかつ遅延が大きいという複雑な問題の解決は現状では困難である.
　ファジィ方策関数は,複雑な問題の大局的な解法知識をファジィ推論によって表現
することで,こうした難しい問題に対応することを目指している.ファジィ推論規則で
表現した方策関数は,ニューラルネットに比べて構造的な記述能力が高いという特徴
があるが,その一方で を明示的に表現することができないという課題がある.
　このため,本研究ではヒューリスティクなメタ探索である遺伝的アルゴリズム (GA)
を用いて,ファジィ方策関数を獲得する手法を検討した.
　本研究では,RoboCupSoccer2Dシミュレーションリーグを対象とする.サッカープ
レイヤの行動決定手法としてファジィ方策関数を提案し,対戦実験からその効果を検
証した.そして,ファジィ方策関数のパラメータであるファジィ集合を GAを用いて進
化的に獲得することを目的とした実験を行った.
　提案するファジィ方策関数を実装したプログラムをベースラインプログラムであ
る agent2dと対戦させた結果,agent2dに勝ち越し,ファジィ方策関数の有効性を示し
た.
　また,世代集団,親個体群,子個体群の個体数をそれぞれ 810,10,20と設定し,GAを
用いたファジィ方策関数の進化的獲得実験を行った.世代数を 400世代以上生成した
結果,世代による適応度(累計得失点)の平均値が約-2.5点から+1.5点以上まで増加し
た.そして,獲得したファジィ方策関数を実装したプログラムと agent2dによる対戦実
験の結果,学習前のプログラムの勝率 51％と比較して 55%と高い勝率であったこと
から,GAによる進化的獲得の有効性を示した.
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第1章 序論
1.1 研究の背景と目的
強化学習の枠組み [1]では環境に対する行動戦略を方策関数 で表し, によるパラメータ化
を行い ()とおく. そして,最適なパラメータ の発見を目指すことが行われている [2]. 例え
ば,ニューラルネットであれば はリンクの重み変数に相当し, 重み付きのルールベースシステ
ムならば,はルールの重みとルールの記述パラメータに相当する. このとき,を明示的に計
算することで,を更新する学習測が用いられる.
しかしながら,サッカーエージェントの協調行動のように,状態空間が大きく,報酬がスパース
かつ,遅延が大きい問題の強化学習での解決は現状では困難である.サッカーにおける状態空間
とは,相手,味方をあわせた 22のエージェントとボールの位置の状態の集合である. 長さ 105m,
幅 64mのフィールドで試合を行うため,1m四方の大きさでフィールドを分割したとしても,約
15万以上の状態空間となる.
強化学習はエージェントが環境から報酬を受け取ることで学習を進めていく.そのため,報酬
を受け取る機会が少ないと多くの学習を要するため,そのような問題に対する強化学習による
解決は困難であると考えられる.
DQN(Deep Q-Learning)は状態空間をニューラルネットによって近似しながらQ学習を行う
ことで巨大な状態空間への対応を行い,簡単なゲームでは高い学習性能をあげている [3]. ただ
し,報酬がスパースで遅延するものは学習がうまく出来ていないことと, 獲得されたニューラル
ネットの解釈・分析が事実上できないという課題がある.
ファジィ方策関数は,複雑な問題の大局的な解法知識をファジィ推論によって表現すること
で, こうした難しい問題に対応することを目指している. ファジィ推論規則で表現した方策関数
は,ニューラルネットに比べて構造的な記述能力が高いという特徴があるが, その一方で,を
明示的に表現することができないという課題がある.
このため,ヒューリスティクなメタ探索である遺伝的アルゴリズム (GA)[4]を用いて,ファジィ
方策関数を獲得する手法を検討する.
本研究では,RoboCupSoccer2Dシミュレーションリーグ [5]を対象とし,まずサッカーエージェ
ントのファジィ方策関数を提案しその効果を検証する. 次に提案手法のパラメータであるファ
ジィ集合をGAを用いて学習し,よりよいファジィ方策関数を獲得することを目的とする.
1.2 研究の概要
RoboCupSoccer2Dシミュレーションリーグでは,長さ 105m,幅 64mの仮想サッカーフィール
ドで 1チーム 11のサッカープレイヤ同士でサッカーの試合を行う.そのため,状態空間が非常に
4
大きく,適切な方策関数を獲得することは難しい.
秋山らは,サッカープレイヤの行動決定手法として chain action探索を提案し,世界大会での
優勝を実現している [6]. chain action探索では,局面 sの優劣を決定する局面評価関数を利用し
た行動決定アルゴリズムを用いており, 谷川らはその局面評価関数に複数の評価項の線形和を
用いる手法を提案した.しかし,十分に強い行動決定の改良を実現できていない [7]. これは,サッ
カーのような複雑な状態を適切に評価することが困難であることが要因としてあげられる.
一方で,人間はこのような複雑な問題に対して,大局的であいまいな認識による判断を用いて
感覚的に評価することができる. あいまいな人間の思考を実現する理論としてファジィ理論が
ある [8].
そこで本研究では,chain action探索にファジィ理論を適用したファジィ方策関数を提案しサッ
カープレイヤの行動決定の改良を目指す. そして,ファジィ方策関数のパラメータであるファ
ジィ集合を実数値GAを用いて学習し,学習が適切に行えるか検証する.
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第2章 ファジィ方策関数の獲得とGAによ
る方策関数の改良
2.1 方策関数
本章では,準備として強化学習についての基本的な枠組みと方策関数について説明する.
強化学習は,相互作用から学習して目標を達成する問題の枠組みそのものである. 学習と意
思決定を行う者はエージェント (agent)と呼ばれる. このエージェント外部の全てから構成さ
れ,エージェントが相互作用を行う対象は「環境」と呼ばれる. 両者は継続的に相互作用を行い,
エージェントは行動を選択し,環境はその行動に応答し,エージェントに新しい状況を提示する.
環境は報酬の発生源でもあり,この報酬はエージェントが時間の経過の中で最大化しようとす
る特別な数値である.環境を完全に指定すると,強化学習問題の 1つの例を表す「タスク」を定
義することになる.
詳細に説明すると,エージェントと環境は離散的な時間ステップ t = 0; 1; 2; 3 : : : の各々におい
て相互作用を行う.各時間ステップ tにおいて,エージェントは何らかの環境の状態 (state)の表
現 st 2 S(Sは可能な状態の集合)を受け取り,これに基づいて行動 at 2 A(st)を選択する (A(st)
は状態 stにおいて選択することの出来る行動の集合である). 1時間ステップ後に,エージェン
トはその行動の結果として数値化された報酬 rt+1 2 Rを受け取り,新しい状態 st+1にいること
を知る.
各時間ステップにおいて,状態から可能な行動を選択する確率の写像がエージェントに実装さ
れている.この写像はエージェントの方策 (policy)と呼ばれ, tで示す.ここで,t(s; a)は,もし
st = sならば,at = aとなる確率を示し,次のような式 (2.1)で表される:
t(s; a) = P (at = ajst = s): (2.1)
P (at = ajst = s)は条件付き確率であり,この場合,st = sならば at = aとなる確率である. した
がって,式 (2.1)は,状態 s,行動 aを入力とし行動 aを選択する確率を返す (方策)関数である.
2.2 ファジィ方策関数
ファジィ方策関数とは,式 (2.1)の計算にファジィ推論規則を用いた方策関数である. ファジィ
推論規則では,推論規則やファジィ命題に用いるファジィ集合が変化すると計算結果が異なる.
推論規則やファジィ集合のパラメータを f とすると,ファジィ方策関数は次式 (2.2)で表される:
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t(s; ajf ) = P (at = ajst = s; f ): (2.2)
2.3節で,この方策関数に用いるファジィ理論の概略を説明する.
2.3 ファジィ理論
ファジィ理論は「あいまい理論」ともよばれ,1965年にカリフォルニア大学の L.A.Zadeh教
授により確立された学問である [8]. この理論はそれまで数学であまり扱われてこなかった「あ
いまいさ」を厳密に扱えるようにした. 当初,欧米ではあまり受け入れられなかったが,日本で
は早い時期から受け入れられ,家電製品,工場や列車運行の制御などに応用され発展した.
2.3.1 ファジィ集合
有限の大きさの集合ははっきりした境界を持ち,その集合以外との区別が明確にできる. 例え
ば,閉区間X = [0; 1]を全体集合,閉区間A = [0; 0:6]をXの部分集合とする. このとき集合Aの
境界は点 0.6で,集合Aの補集合 Aは境界の値 0.6よりも大きい数の集合,半閉区間 A = (0:6; 1]
である. ところが人間の社会には境界がはっきりしない集合が多く存在する. 例えば,若い人の
集合 Y とその補集合 Y の境界は,人によって若さの基準が異なるため,何歳かはっきり決めるこ
とが出来ない. このように,意味付けがあいまいな表現で規定される集合をファジィ集合 (fuzzy
set)という.
「暑い」「若い」といった定性的な言葉は,客観的で多くの人が共通認識として持っているよ
うに思われている. しかしこれらの言葉は個人によって基準が異なり,感覚的できわめてあいま
いな表現である. ここで,あいまいな人間の表現を科学技術的に取り扱うために,あいまいさを
定量化することが必要となる. 例えば,「暑い」の場合,「何度から何度まで」というような通常
の数値の集合にそのあいまいさの程度を含むように表されたものがファジィ集合の概念である.
ファジィ集合の一例として気温が「暑い」を表す温度の集合を考える.
図 2.1は,24℃以下ではすべての人が「暑い」と感じないことを示し,24℃から 30℃までは折
れ線の表す度合いに応じて「暑い」と感じる人の割合が決まり,30℃以上ではすべての人が「暑
い」と感じることを表している. このようにファジィ集合は値の範囲を表す通常の数値の集合
と,それぞれの数値の持つ度合いとの組として表され,暑さの程度を表す. そして度合いの関数
はメンバーシップ関数 (membership function)と呼ばれ,暑さの度合いを数量的に表示している.
ファジィ集合は,その境界周辺のあいまいな部分がメンバーシップ関数を用いて数量化され,
間接的に定義される. ファジィ集合とメンバーシップ関数は 1:1に対応する.
2.3.2 メンバーシップ関数
ファジィ集合ではない全体集合をX,Xにおけるファジィ集合をAとするとき, ファジィ集合
Aのメンバーシップ関数 Aは [0; 1]に値をとるX上の関数として式 (2.3)で定義される:
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図 2.1: 「暑い」のメンバーシップ関数
A : X ! [0; 1]: (2.3)
メンバーシップ関数 A(x)の値は,要素 x 2 Xがファジィ集合Aに帰属する度合いを表し,こ
れを要素 xの帰属度 (grade of membership)という.
また,ファジィ集合Aのメンバーシップ関数 A(x)の値が正である xの集合の閉包をファジィ
集合の台集合という.
ファジィ集合の演算
ファジィ集合の演算は,通常の集合 (A;B)の演算に準じて,メンバーシップ関数の関係式とし
て次のように定義される.
すべての x 2 Xに対して
A = B , A(x) = B(x) (2.4)
A  B , A(x)  B(x) (2.5)
A [B , A[B(x) = A(x) _ B(x) (2.6)
A \B , A\B(x) = A(x) ^ B(x) (2.7)
A ,  A(x) = 1  A(x) (2.8)
ただし,a ^ bはminfa; bgを,a _ bはmaxfa; bgを意味する.
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2.3.3 ファジィ命題
数学における一般的な命題に対して,「この部屋は少し寒い」という命題は, 感覚的な表現で
ある.このような命題をファジィ命題 (fuzzy proposition)という.
ファジィ命題は,一般に式 (2.9)のように定義できる:
「xはAである」: (2.9)
ここで,xは考えている対象を表し,Aはファジィ述語 (fuzzy predicate)といわれる. Aは,全
体集合Xにおけるファジィ(部分)集合によって表される.そうした意味から,Aはファジィ変数
(fuzzy variable),あるいは言語変換 (linguistic variable)ともいわれる.
2.3.4 ファジィ推論
部屋の中が「少し寒くなった」から「少し暖房を強くしたい」というような推論の仕方をファ
ジィ推論 (fuzzy reasoning)といい,これはファジィ命題によって推論される.
最も一般的な推論法として,1975年にEbrahim Mamdaniによって提案されたマムダニ型ファ
ジィ推論が知られている [9].
マムダニ型のファジィ推論では式 (2.10)のようなルール形式となる:
Ri : If x is Ai and y isBi; then z is Ci(i = 1;    ; n): (2.10)
ここで,Riは i番目のファジィルール,集合Ai; Bi; Ciはファジィ述語,nはルールの総数を表す.
マムダニ型ファジィ推論では以下のように出力値を計算する.
まず,各ルールの推論結果Ciを式 (2.11)により求める:
Ci = (Ai(x) ^ Bi(y))  Ci(z): (2.11)
次に,すべての推論ルールの結論の和集合を計算する.
C0 = C1 [ C2 [   Cn (2.12)
= C1(z) _ C2(z) _   Cn(z)
式 (2.12)で得られた結果はファジィ集合である. しかし,本研究における局面評価関数では実
数の出力値が必要である. そのため,式 (2.12)で得られたファジィ集合を非ファジィ化しただ 1
つの実数値を得る. 非ファジィ化の手法はいくつかあるが,本研究では重心法を用いる.
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重心法とは,推論結果のファジィ集合C0に対して,その重心で代表する方法である. この方法
では,C0の台集合をm分割して代表値 !0を求める (式 (2.13)). これを図示すると図 2.2となる.
!0 =
Pm
k=0 !kC0(!k)Pm
k=0 C0(!k)
: (2.13)
図 2.2: 重心法
2.4 実数値GAによるファジィ推論の改良
ファジィ推論では,命題にファジィ集合を用いるが,このファジィ集合は一般的にエキスパー
トの知識を表現し手作業で調整される. また,推論に用いるファジィ集合は,対象とする問題に
もよるが,自由度が高く幅広いファジィ集合が定義できる. このため,多数のファジィ集合を手
作業で適切な集合に調整するのは困難であるといえる.
近年,ファジィ推論規則を遺伝的アルゴリズム (GA)を用いて獲得するアプローチが成果をあ
げている [10]. 本研究でも,ファジィ推論に用いるファジィ集合を実数値GAを用いて改良する
手法を用いその効果を検証する.
以下では,その準備として実数値GAについての基本的な知識について説明する.
2.4.1 遺伝的アルゴリズム
遺伝的アルゴリズム (GA)は,生物進化 (選択淘汰・突然変異)の原理に着想を得たアルゴリズ
ムであり,確率的探索・学習・最適化の一手法であると考えられる.GAは,1975年にHollandに
よって提案された手法である [4]. 本節では,GAに関する基本的枠組みを概説する.
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基礎用語
まず基礎的な用語について説明する. 染色体 (chromosome)が,遺伝情報を伝える実態として
存在する.実際の生物では塩基 (base)で構成されている物理的実態であるが,GAではデータ領
域や配列と考えられる.染色体の各位置にどのような遺伝情報が記述されるかが決まっている
が,このような位置を遺伝子座 (locus)と呼ぶ. これは,配列のアドレスに対応する. 一般に,ど
の遺伝子座は,どういう形態や機能の発現を制御するかなどが決まっており,各々の遺伝子座に
どういう塩基配列が存在するかが,その個体の遺伝的特徴を決定する. この,各遺伝子座に対し
てその形質を決定する塩基配列で表現されたコードを遺伝子型 (genotype)という. 遺伝子型に
基づいて形成された個体を表現型 (phenotype)という.
GAでは,染色体は１次元配列 (ストリング)として表現され,その上での位置が遺伝子座にな
る.遺伝子は,各位置がとりうる値である. 遺伝子型は,ストリング上に表現された値のパターン
である.
基本的なGA
GAは基本的に Generate-and-Test型のアルゴリズムで,一般に以下の 3種類の遺伝的操作
(genetic operations)を使用する.
 選択 (selection)
次世代に残す個体を決定する操作.
 交叉 (crossover)
2つの親の染色体を組み替えて子の染色体を作る操作.
 突然変異 (mutation)
遺伝子を一定の確率で変化させる操作.
解の候補は,遺伝子型として染色体に 1次元的に表現される. 各世代は,個体 (individual)の集
合である. 各世代における個体数を population sizeと呼ぶ.
GAの処理手順は,以下のようになる:
1. 初期集団の生成
2. 終了条件が満たされるまでループ
(a) 適応度の評価
(b) 選択
(c) 交叉
(d) 突然変異
まず,初期集団の生成を行う.一般には,決められた個体数の染色体をランダムに生成する.
初期集団が生成されると,各々の個体に対して適応度の評価を行う.この評価については, 解
こうとする問題ごとに方法が異なる.
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各々の個体に適応度が決定されたら,それを基に選択交配を行う. 基本的に,適応度の高い個
体がより多くの子孫を残す機構となる.
選択交配を行う個体対が決定されたら染色体の交叉を行う. 交叉の方法はいろいろ提案され
ているが,基本的には双方の染色体の一部ずつを採ってきて, 子孫の染色体を作る.
次に,突然変異を加える.
これらの操作が終了すると,新しい世代の個体集団が作られたことになる. そして,この新た
な集団に対して,また適応度評価,選択交配,突然変異を行い,さらに新たな世代を作っていく.
2.4.2 実数値GAの枠組み
実数値ベクトルを遺伝子型として扱うGAを実数値GA(Real-coded Genetic Algorithms)と
いう [16]. 実数値ベクトルとは構成する要素が実数値であるベクトルである. 実数値GAでは,
交叉によって実数値ベクトルを直接操作するので,親個体群の近傍に子個体を精確に生成できる.
実数値GAの一般的な手順を図 2.3に示す. 現世代の集団に対し,複製選択・交叉・生存選択
の操作を順に適用して,次世代の集団を得る. この手続きを,終了条件が満たされるまで繰り返
す. 実数値GAでは,通常突然変異のような補助的手段を必要としない.
図 2.3: 実数値GAの一般的手順
集団に含まれる個体数 npopを集団サイズ (population size)という.npopは多様性 (diversity)を
制御する重要なパラメータであるが,通常,世代を通じて一定とされる. 交叉に用いる親個体を
集団から選び出すことを複製選択 (reproduction),親個体の近傍に子個体を生成する操作を交
叉 (crossover)という. 親個体数 npは交叉によって異なる.一組の親個体に対し,交叉を繰り返
し適用して子個体を nc個生成する. 親個体群と子個体群の中から次世代に残す個体を選ぶこ
とを生存選択 (survival selection),複製選択と生存選択を合わせて世代交代モデル (generation
alternation model) という.
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2.4.3 REX/JGG
REX/JGGは小林らによって提案された,交叉REX(Real-coded Ensemble Crossover)と世代
交代モデル JGG(Just Generation Gap) を組み合わせた実数値GAである [16].
世代交代モデル JGGの概略は次のとおりである.
世代交代モデル JGG
複製選択
集団から np個の個体をランダムに非復元抽出して,交叉に用いる親個体群とする. 非
復元抽出とは,一度取り出した個体を再度集団に戻さないことである.
子個体の生成
親個体群に対し交叉を繰り返し適用して,nc個の子個体を生成する.
生存選択
子個体群から評価値が上位 np個の個体を選び，集団に加える.
JGGでは生存選択の対象は子個体に限定し,交叉に参加した親個体はすべて淘汰する. すな
わち,親子間で完全世代交代を行う. 生存選択の対象を子個体に限定しても,交叉により親の分
布を適切に反映した子個体が十分に生成されるならば評価値は改善できると見込まれる.
交叉REXでは確率分布',定数 n+ k(nは次元数)をパラメータとし,式 (2.14),式 (2.15)にし
たがって子個体 xc 2 Rnを生成する.
xc = pg +
n+kX
i=1
i(x
i   pg); i  '(0; 2 ) (2.14)
pg =
1
n+ k
NpX
i=1
pi (2.15)
ここで,'(0; 2 )は,平均が 0,分散が 2 の任意の対称な確率分布を表し,2 には式 (2.16)のよ
うな条件を課す:
2 =
1
n+ k
: (2.16)
REXでは確率分布 'を用いるとき,式 (2.16)を満たすようにパラメータを設定する必要があ
る. 例えば,'に区間 [ a; a]の一様分布を用いるときは a =p3=(n+ k)に設定する.
具体的に,世代交代モデルに JGG,交叉手法にREXを採用する実数値GAの流れは図 2.4の
ようになる.
1. 与えられた初期化領域に npop個の個体をランダムに生成し,初期集団とする.
2. 集団からランダムに,np個の親個体を非復元抽出する.
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図 2.4: JGG/REXを用いた実数値GAの流れ
3. 親個体集団に交叉REXを繰り返し適用し,nc個の子個体を生成する.
4. 子個体の適応度を評価する.
5. 子個体集団を適応度にしたがってソートし,上位np個体を親個体と置き換えて次世代の集
団とする.
6. 終了条件を満たしていなければ,ステップ 2に戻る.
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第3章 RoboCupSoccer2Dプレイヤにお
けるファジィ方策関数
この章では,RoboCupSoccer2Dプレイヤにおけるファジィ方策関数の提案を行い,ファジィ方
策関数を実数値GAを用いて進化させる手法について説明する.
まずは準備として,RoboCupSoccerについての基本的な知識,開発ベースプログラム,既存手
法について記述する.
3.1 RoboCup
RoboCupはロボット工学と人工知能の発展を目的とした研究プロジェクトである. 現在,RoboCup
には以下の 4つの競技部門がある.
 サッカー
シミュレーション (2D,3D),実機
 レスキュー　
シミュレーション,実機
 ジュニア
 @Home
この研究プロジェクトでは,「西暦 2050年までに,サッカー世界チャンピオンチームに勝てる自
律型ロボットチームを作る」を最終目標とし,その目標達成の為に研究が盛んに行われている.
また,目標実現への過程で新しい研究課題と成果を生み出し,関連技術を進歩促進させることも
目的の一つである [11].
本論文ではRoboCupSoccerシミュレーションを研究の対象とする.
3.1.1 RoboCupSoccer2Dシミュレーション
RoboCupSoccerシミュレーションはモデル化の形式によって 2Dリーグと 3Dリーグに分け
られる. 本論文では 2Dリーグを研究の対象とする. 2Dリーグのシミュレータは,計算機上に 2
次元平面の仮想サッカーフィールドを用意し,ボールやプレイヤの物理的な運動のシミュレー
ションを行う. RoboCupSoccer2Dシミュレータでは,サーバクライアント方式によって分散マ
ルチエージェントシミュレーションを実現している. サーバはクライアント (サッカーエージェ
ント)へ視覚・聴覚情報の送信,物理計算,状態更新などの作業を行う. サッカーエージェントは
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この知覚情報等を元に状況を判断し,行動を決定した後,行動コマンドをサーバへ送信する. こ
のメッセージの送受信を繰り返すことでフィールドの物体の状態が変化し,シミュレーションが
進行する.
図 3.1に,2Dリーグの試合の様子を示す.
図 3.1: 2Dリーグの試合の様子
3.1.2 RoboCupSoccer2Dリーグのルール
2Dリーグでは,長さ 105m,幅 64mの 2次元平面を仮想サッカーフィールドとし, 円形のエー
ジェントをプレイヤとして競技を行う.
勝敗決定
勝敗は試合終了時点での得点により決定する. 得点がより多いチームが勝利となる. 得点が
同じ場合は PK戦により勝敗を決定する.
試合時間
試合時間は 1サイクル 0.1秒で離散化され,前後半 3000サイクルずつ合計 6000サイクルで試
合が行われる. 前後半で得点が両チーム同じ場合は延長戦を行う. 延長戦の試合時間は前後半
1500サイクルずつ合計 3000サイクルである.
クライアントプログラムの種類
サーバが受け付けるクライアントプログラムは以下の 4種類である.
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 プレイヤエージェント
フィールドのプレイヤを制御する.フィールド上の情報を部分的にしか得られず,その情
報はノイズを含む.
 コーチエージェント
フィールド上の全ての物体の完全な位置情報を得られる.チームに対してアドバイスを与
えられる. プレイヤを直接的に制御することはできない. 試合で使用できる.
 トレーナエージェント
コーチの能力に加え,審判同様に試合を制御することもできる. 試合では使用できない.
 モニタ
観戦用モニタ.サーバから送られてくる情報を解析し,試合状態を描画する.
審判
サッカーの試合を行うための審判機能がサーバに組み込まれている. 審判は自動化されてお
り,ボールやプレイヤの位置,状態に応じて適切にプレイモードを変更し, ボールやプレイヤを再
配置し全てのエージェントに新しいプレイモードを通知する. 例えば,ボールがサッカーフィー
ルド外に出た場合は,その状況に応じてプレイモードをゴールキックに変更するなどである.
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3.2 開発ベースプログラムagent2d
agent2d[12]は秋山氏らによって開発された 2Dリーグのサンプルエージェントプログラムで
ある. RoboCup2010 Singapore大会で優勝したチームHELIOSの基本的な動作をライブラリ化
したプログラムであり, 高度な行動決定や戦略は除かれているが,サッカーに必要な基本的動作
(パス,ドリブル,シュート)や基本的な戦術や戦略が実装されているため,多くの大会参加者が
agent2dを開発ベースプログラムとして用いている.
agent2dは 2006年に公開され,現在での最新バージョンは 2012年 3月に公開された agent2d-
ver3.1.1である. 本研究では,agent2d-ver3.3.1を使用した (以下,agent2d-ver3.3.1を agent2dと
記す).
agent2dは RoboCupSoccer2Dリーグ用のライブラリ librcscを使用している. このライブラ
リは解析や幾何計算を行う数学クラス群,サーバと通信するためのクラス群,エージェントの内
部モデル群, 基本的な行動を行うクラス群などで構成されており,プログラム開発を支援するた
めのソフトウェアである. librcscは agent2dと同じく秋山氏らによって開発されている. 現在で
の最新バージョンは 2011年 5月に公開された librscs-4.1.0であり,本研究ではこれを使用した.
3.2.1 ボール保持者の行動決定
agent2dを実行すると,クライアントプログラムは初期化処理実行後,
1. サーバからの環境情報の取得
2. 環境情報を基にした状況判断と行動決定
3. 選択した行動コマンドの送信の処理
を試合終了まで繰り返す.
2の行動決定において,プレイヤがボールを保持した際にアクション連鎖探索フレームワーク
(chain action探索)[6]を用いる. 本研究で提案するファジィ方策関数の枠組みにこの手法を採用
する.この探索手法についての詳細は 3.3節に記述する.
3.2.2 ボール非保持者の行動決定
agent2dでは,ボール非保持者はあらかじめ設定している"ホームポジション"を目指して移動
するように行動を決定する. つまり,決められたフォーメションを維持するような移動行動を選
択する.
開発者はフォーメーションエディタ fedit2[13]を用いることで容易にフォーメーションを編集
することができる.
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3.3 chain action探索
chain action探索は,ボール保持者と他者を含めた複数のエージェントによって実行されうる
アクション (パス,ドリブル,シュートなど)を生成し, 探索木にノードとして格納していくこと
で有効なアクション連鎖を探索する. この探索手法では,ボールをキック可能な場合に行動候補
を絞り込み,行動候補と行動した結果の予測局面の組をノードとして探索木を生成する. 局面と
は,サーバから送られてくる情報であり,両チームのプレイヤの位置やボールの位置などである.
ノードを生成する際に,局面評価関数を用いて予測状態の評価を行い,探索木の生成終了後もっ
とも評価値の高い予測局面状態を有するノード (必ずしも葉ノードとは限らない)につながるア
クション連鎖を決定する (max戦略). 具体的には以下のアルゴリズムによって探索を行う.
(i) 初期局面を入力とし行動の候補を生成する.
(ii) 成功と予測される行動を生成し,行動とその結果の予測局面を組としたノードを作る.
(iii) ノードを生成するときに予測局面を評価し,各ノードは評価値を保持する.
(iv) 最良優先探索により終了条件を満たすまで木を成長させる.
(v) 探索木の生成が終了した後,評価値が最も高いノードにつながるアクション連鎖を決定
する.
この探索手法における終了条件は,走査した全ノード数が予め設定した最大数を越えた場合
である. また,葉ノードにおいて以下の条件のいずれかを満たした場合は新規子ノードを生成し
ない.
 深さが予め設定した木の深さの最大数を越える.
 入力された局面状態から行動を生成できない.
 chain actionの終了とされている行動 (シュート)が生成される.
図 3.2に探索の例を示す.
図 3.2: 探索例 (この場合 a1 ! a6のアクション連鎖を選択する)
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3.3.1 局面評価関数
局面評価関数は,局面を入力とし,その局面の評価値を実数値で出力する. agent2dでは,特別
な状態を除いて以下の 3つの特徴値で評価値を決定する.
 ボールの x座標位置
 敵ゴールとボールの距離
 シュート可能な局面であるか
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3.4 局面評価関数の強化学習に関する既存研究
谷川らはサッカーの局面評価に関するヒューリスティクを用いて,複数の評価項の線形和によ
り構成された式 (3.1)の評価関数を考案した [7].
Es(s;!) = U0(s)

!1U1(s) + !2U2(s)

+
5X
i=3
!iUi(s): (3.1)
Ui(s)(i = 0; 1;    ; 5)は局面 sを評価する際に有効だと思われる 6つの先見的知識を表した関
数であり, !i(i = 1; 2;    ; 5)は重み係数である. Ui(s)(i = 0; 1;    )の詳細は付録Aに記載する.
また,谷川らはmax戦略による決定論的な方策ではなく,Boltzman分布を用いた確率的な方
策関数を用いることにより,局面評価関数中のパラメータを学習することを可能にしている [14].
しかし,既存研究による提案手法ではパラメータの学習による勝率の向上は確認できている
が, agent2dに勝ち越すことができていない [14][15].
3.4.1 既存研究の課題とその解決
評価項の線形和で評価関数が構成されている谷川らの手法では,学習の効果はみられたが,強
いチームの実現には至っていない. サッカーのような,状態空間が大きい複雑な局面を単純な線
形和による評価関数で適切に評価するのは困難であると考えられる.
また,サッカーの試合では,プレイするエリア (ペナルティエリアやゴールエリア等)によって,
取るべき行動の価値が変化する. 例えば,敵プレイヤの近くにいる味方プレイヤにパスを出す行
動について考える. この行動を自ゴールエリア付近で選択すると,敵プレイヤにボールを取られ
失点につながる可能性があるので悪い行動であると評価されるが, 敵ゴールエリアでは,敵に取
られる可能性もあるが,パスが成功し得点につながる可能性もあるため,そこまで悪い行動では
ないと評価される. したがって,評価関数には局面の大局的な認識 (どこのエリアでプレイして
いるかなど)が必要であると考えられる. 既存研究の評価関数ではボール保持者の位置が評価関
数の評価項にないため,そのような大局的な認識が不足しているようにみられる.
そこで,本研究では人間の感覚を表現しやすいファジィ推論を局面評価関数に適用することで
意思決定の向上を図る. また,ボール保持者の位置を入力とした推論ルールを用いることで大局
的な認識を実現する.
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3.5 RoboCupSoccer2Dプレイヤにおけるファジィ方策関数
本研究では,RoboCupSoccer2Dプレイヤにおけるファジィ方策関数を提案し,その効果を検証
する. 以下では,ファジィ方策関数によるプレイヤの行動決定のプロセスを説明する.
3.5.1 ファジィ方策関数の枠組み
ファジィ方策関数によるプレイヤの行動決定の枠組みは次のとおりである.
1. 試合局面を認識する.
2. プレイヤ自身がボールをキック可能と判定した場合,chain action探索により探索を開始
する.
 ファジィ推論による局面評価を行う.
3. 探索により得られたアクション連鎖を実行 (出力)する.
まず,プレイヤはサーバーから送られてくる視覚・聴覚などの情報をもとに試合状態を認識
する.
認識した結果,自分自身がボールをキック可能であると判断した場合,chain action探索を開始
する. その探索で行う局面評価にはファジィ推論を用いる.
そして,探索の結果最も有効であるアクション連鎖を実行する.
以下では,ファジィ推論による局面評価 (ファジィ局面評価関数)について説明する.
3.5.2 ファジィ局面評価関数
ファジィ局面評価関数とは,局面評価関数にファジィ推論を適用した評価関数である. 入力は
局面 (敵,味方プレイヤの位置 (x; y)とボールの位置 (x; y)),出力はその局面の優劣を示す評価値
である.
ファジィ局面評価関数による局面評価方法の手順を以下に記述する. まず,大局的判断ルー
ルを用いてファジィ推論ルール (Rn(n = A;B;    ; F ))を切り替える. 大局的判断ルールとは,
ボール保持者の位置を入力値として,どのファジィ推論ルールで評価値を計算するかを推論す
るルールである.また,このルールはファジィ推論で記述される. 例えば,ボール保持者の位置が
「自陣」であればファジィ推論ルールRAで推論を行うなどである. この大局的判断ルールによ
り,各ファジィ推論ルールの適合度 (en(n = A;B;   F ))が得られる.
次に,各ファジィ推論ルールにより局面を評価する. 各ファジィ推論ルールにより局面の評価
値 (vn(n = A;B;    ; F ))が得られる. 本研究で実装した各推論ルールについてはBに記載する.
各ファジィ推論ルールの適合度を重みとして各評価値の重み付き平均を入力局面の評価値 V
とする (3.2). 式 (3.2)で 1; 2;    ; 6はルールのラベルA;B;    ; F に対応する.
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V =
6X
i=1
eivi: (3.2)
図 3.3にファジィ局面評価関数の構成を示す.
図 3.3: ファジィ局面評価関数
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第4章 ファジィ方策関数の進化的獲得実験
4.1 ファジィ方策関数の効果検証実験
4.1.1 実験の目的
3.5節で提案したファジィ方策関数の効果を agent2d,谷川らによって提案された局面評価関
数を実装したプログラム (T)との対戦実験により検証する. 提案手法を実装したプログラムを
Sとし,Tに用いる局面評価関数の重み係数は,学習後の最も良いとされたパラメータを用いる
[14].
4.1.2 実験設定
実験設定は表 4.1のとおりである.
表 4.1: 実験設定
試合数 (S vs agent2d)300試合,(S vs T,T vs agent2d)100試合
　探索木の最大深さ 2
探索木の最大走査数 1000
延長戦 なし
PK戦 なし
勝率計算 (勝ち数＋引き分け数0.5)/試合数
(!1; !2; !3; !4; !5) (3.18,4.17,12.71,5.30,0.08)
4.1.3 実験結果
対戦結果を表 4.2に示す. また勝数,勝率は組み合わせの左側のプログラムの値である.
表 4.2: 対戦結果
組み合わせ 勝 分 勝率 平均得点 (点)
S vs agent2d 114 79 0.512 1.92/1.85
S vs T 61 21 0.695 1.64/0.65
T vs agent2d 18 27 0.315 0.82/1.52
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4.1.4 考察
表 4.2の結果から,提案プログラム Sは agent2dに対し勝率 51.2％であり,既存プログラムT
に対する勝率は 69.5％であった. この結果から,本研究で提案した手法はプレイヤの行動決定
の改良に効果的であることがわかる.
また,Tの agent2dに対する平均得点が 0.82点であるのに対し,提案手法を実装したプログラ
ム Sは 1.92点である. このことから,本研究で提案したファジィ方策関数により,得点につなが
る行動決定を有効的に実行できていることがわかる.
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4.2 ファジィ集合の変化による提案手法の効果比較
4.2.1 実験の目的
4.1節の実験で構築した提案プログラム Sのファジィ推論に用いるファジィ集合をランダムに
変化させたプログラム S2と agent2dとの対戦実験により,ファジィ集合の変化による提案手法
の効果の比較を行う.
4.2.2 実験設定
実験設定を表 4.3に示す.
表 4.3: 実験設定
試合数 300試合
　探索木の最大深さ 2
探索木の最大走査数 1000
延長戦 なし
PK戦 なし
勝率計算 (勝ち数＋引き分け数0.5)/試合数
4.2.3 実験結果
実験結果を 4.4に示す.
表 4.4: 対戦結果
組み合わせ 勝 分 勝率 平均得点 (点)
S2 vs agent2 110 56 0.460 1.74/2.06
4.2.4 考察
表 4.4より,ファジィ集合を変化させたプログラム S2の agent2dに対する勝率は 46％であり,
プログラム Sの agent2dに対する勝率 51.2％と異なっている. また平均得点についても,Sと S2
で異なることからファジィ集合を変化させることで提案手法の効果にも差が生じることが確認
できた. より適当なファジィ集合を定めることで提案手法を改善できる可能性を確認した.
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4.3 実数値GAによるファジィ集合の進化的獲得
4.3.1 実験の目的
4.2節の実験より,ファジィ集合を変化させることでファジィ方策関数の効果が変化すること
が確認できた. そこで,ファジィ集合のパラメータを遺伝子とし,実数値GAによるよりよいファ
ジィ方策関数の獲得を目的とした実験を行う.
4.3.2 ファジィ方策関数の進化的獲得手法
本節では,ファジィ方策関数に実数値GA手法を適用する方法を説明する.
パラメータによるファジィ集合の同定
ファジィ集合をパラメータによって同定する方法について説明する.
例えば,本研究で提案したファジィ方策関数に用いるファジィ集合に「自チームゴールから遠
い」という集合を定義した.そのファジィ集合のメンバーシップ関数は図 4.1のようになる.
図 4.1: 「自チームゴールから遠い」集合のメンバーシップ関数
図 4.1の原点O,点A,B,C,D,Eを変化せさせると,それに伴いメンバーシップ関数の形も変化
する. したがって原点O,点A～Eは「自チームゴールから遠い」ファジィ集合のパラメータで
あるといえる. 原点O,点A～Eが一意に定まると「自チームゴールから遠い」ファジィ集合も
一意に定まる.
以上のように,ファジィ推論に用いる各ファジィ集合のパラメータを定めることでファジィ集
合を同定する.
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ファジィ集合の進化的獲得手法
ファジィ集合を同定するためのパラメータを遺伝子とし,交叉手法REX,世代交代モデル JGG
によるGAを用いてファジィ集合を獲得する.
4.3.3 ファジィ推論パラメータ数9の場合
実験設定は表 4.5のとおりである.
表 4.5: 実験設定
遺伝子 ファジィ推論パラメータ
　次元数 n 9
世代集団数 npop 130
親個体群の個体数 np 10
子個体群の個体数 nc 40,60
確率分布 ' 区間 [ p3=10;p3=10]の一様分布
適応度 累計得失点差
１子個体を評価するために行う試合数 4試合
対戦相手 agent2d
また,子個体群 40,60の設定で各 2回ずつ並行して実数値GAによるファジィ集合の獲得実験
を行った.
4.3.4 実験結果
図 4.2～図 4.5はそれぞれ子個体群数 40における世代ごとの最大適応度と平均適応度を示す.
図 4.2,図 4.3から,各世代での最大適応度が 6～12点の間を振動するように上下している様子
が読み取れる.つまり世代数が増加しても最大適応度を良くするような進化が行えていない. ま
た,図 4.4,図 4.5からも同様に平均適応度が増加していないことから適切な進化が行えていない
ことがわかる.
図 4.6,図 4.7,図 4.8,図 4.9はそれぞれ子個体群数 60における世代ごとの最大適応度と平均適
応度を示す. これらの結果からも,子個体群数 40の場合と同様に適切な進化が行えていないこ
とが読み取れる.
また,子個体群数 40の場合,子個体数 60の場合ともに最終世代集団が収束していた (いずれも
ほとんど同じ解に収束した)ため, 世代数を増加させることによる適応度の増加の可能性はない
と考えられる.
4.3.5 考察
4.3.4節の結果から,実数値GAによる適切なファジィ集合の進化が行えていないことが確認
できた. この要因として,次元数の小ささが考えられる. 図 4.2～図 4.7の初期世代集団での最大
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図 4.2: 子個体数 40における世代ごとの
最大適応度 (1回目)
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図 4.3: 子個体数 40における世代ごとの
最大適応度 (2回目)
-2
-1.5
-1
-0.5
 0
 0.5
 1
 1.5
 0  20  40  60  80  100  120  140
?
?
?
?
?
?
?
?
?????
図 4.4: 子個体数 40における世代ごとの
平均適応度 (1回目)
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図 4.5: 子個体数 40における世代ごとの
平均適応度 (2回目)
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図 4.6: 子個体数 60における世代ごとの
最大適応度 (1回目)
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図 4.7: 子個体数 60における世代ごとの
最大適応度 (2回目)
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図 4.8: 子個体数 60における世代ごとの
平均適応度 (1回目)
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図 4.9: 子個体数 60における世代ごとの
平均適応度 (2回目)
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適応度は 6～9点であり比較的高い数値である.また,世代交代を繰り返してもその数値から 3～
4点の幅で増減を繰り返していたことから,初期集団を生成した時点で解空間が限定され,進化
する余地がないと考えられる.
また,子個体数が 40,60の場合ともに最終世代集団が同じような解に収束したことから子個体
数を変化させることによる進化計算の性能に差がないことがわかる.
4.3.6 ファジィ推論パラメータ数54の場合
学習すべきファジィ集合のパラメータ数を 54に増やしたときのファジィ方策関数の進化的獲
得の実験を行った. 実験設定を表 4.6に示す.
表 4.6: 実験設定
遺伝子 ファジィ推論パラメータ
　次元数 n 54
世代集団数 npop 810
親個体群の個体数 np 10
子個体群の個体数 nc 20
確率分布 ' 区間 [ p3=55;p3=55]の一様分布
適応度 累計得失点差
１子個体を評価するために行う試合数 2試合
対戦相手 agent2d
4.3.7 並列GAシステム
また,本実験では図 4.10のようなシステムを設計し,遺伝子を評価するための試合を並列に実
行することで計算の効率化を図った. 具体的な手順としては,実数値GAの計算を行うマシンに
記録される子個体の遺伝子情報を 20台の別のマシンに送信する. 遺伝子情報を受け取った各マ
シンは,その遺伝子情報を用いてサッカーの試合を実行し,適応度の評価を行う. そして,各マ
シンはそれぞれ適応度の評価を記録したファイルを実数値GAの計算を行うマシンに送信する.
適応度の計算結果を受け取った実数値GAの計算を行うマシンはその結果を基に新たな世代を
作り,選択交配を行い子個体の遺伝子を生成する. 以上の手順を繰り返すことで,1世代あたりに
要する計算時間の効率化を図る.
図 4.11,図 4.12は実際に計算に用いたマシンの写真である.
4.3.8 実験結果
図 4.13,図 4.14はそれぞれ世代ごとの最大適応度と平均適応度である. これらの図を見ると
少しずつ適応度が増加しているように見える. そこで,さらに全体の傾向をつかみやすくするた
め,各々区間を 11とした移動平均を求めた. その結果をそれぞれ図 4.15,図 4.16に示す.
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図 4.10: 並列計算システム
図 4.11: 並列計算に用いたマシン 図 4.12: 並列計算に用いたマシン
4.3.9 考察
図 4.15,図 4.16はそれぞれ最大適応度と平均適応度の区間 11での移動平均を表し,適応度の
変化の傾向を読み取りやすくした図である. これらの図を見ると,適応度が世代を経るごとに増
加している様子が確認できる. この結果から,実数値GAによる学習が適切に行えていることが
分かる.
4.3.10 対戦実験
学習後のパラメータを用いたプログラムを agent2d,プログラムTを相手に対戦し, GAで獲
得した方策関数によりプレイヤの行動決定が改良されているか検証する.
試合数は各 600試合行い,勝率は勝ちを 1,引き分けを 0.5,負けを 0として計算した.
また,学習前 (初期世代集団)の個体と学習後の最良個体によるファジィ方策関数,手作業によ
るファジィ方策関数を用いたプログラムをそれぞれ agent2dと対戦させた.
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図 4.13: 世代ごとの最大適応度
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図 4.14: 世代ごとの平均適応度
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図 4.15: 区間 11での最大適応度の移動平均
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図 4.16: 区間 11での平均適応度の移動平均
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4.3.11 実験結果
対戦結果を表 4.7,表 4.8に示す.
表 4.7: 対戦結果
組み合わせ 勝 分 勝率 平均得点 (点)
学習後プログラム vs agent2d 271 117 0.549 2.16/1.87
学習後プログラム vs T 364 158 0.738 1.59/0.625
表 4.8: 各プログラムごとの対戦実験結果
プログラム 試合数 勝数 負数 勝率
学習前 300 14 175 0.232
手調整 300 114 97 0.512
学習後 600 271 212 0.549
4.3.12 考察
手調整で定めたファジィ方策関数を用いたプログラム Sと agent2dとの勝率は 51.2％であ
る (表 4.2)のに対し,学習後のファジィ方策関数を用いたプログラムと agent2dとの勝率は 54.9
％であった (表 4.7).また,同様にプログラムTとの勝率も 69.5％から 73.8％に増加した. この
ことから,GAを用いてよりよいファジィ方策関数が獲得できたといえる.
平均得点をみると,学習前は agent2dに対し平均 1.92点であったが,学習後は 2.16点に増加し
ている. しかし,平均失点は 1.85点であったのに対し 1.87点とほとんど変化していない. この
結果から,学習によって,得点につながる行動決定の改良がよく行われたと考えられる.
また,表 4.8の結果から,学習前のファジィ方策関数を用いたプログラムの勝率が 23.2％である
のに対し, 学習後のパラメータを用いたプログラムの勝率は 54.9％であった.このことから,GA
を用いた学習の効果を確認することが出来た.
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第5章 結論と今後の課題
5.1 結論
本研究では,RoboCupSoccer2Dプレイヤの方策関数として,ファジィ方策関数の提案をした.
ファジィ方策関数に,agent2dで実績のある chain action探索を採用し,その行動決定アルゴリズ
ムにファジィ推論を適用することでサッカープレイヤの行動決定の改良を目指した.
提案手法の効果を検証するために, サンプルベースプログラムである agent2dと谷川らの提
案手法を実装したプログラムとの対戦実験を行った. その結果,agent2dに対して勝率 51.2％,谷
川らの手法に対しては 69.5％と勝ち越した. この結果から,提案したファジィ方策関数は,プレ
イヤの行動決定手法として有効であることがわかる.
また,ファジィ方策関数のパラメータであるファジィ集合をGAを用いて学習する手法を提案
し, 方策関数の進化的獲得を行いその効果を調べた. ファジィ集合のパラメータ数が少ない時に
はうまく学習を行えていなかったが, パラメータの数を増やし,解の領域を広げることで学習し
ている様子を確認した.
そして,学習後のプログラムを agent2d,谷川らの手法を用いたプログラムと対戦させた結果,
学習前のプログラムより勝率が増加したことから,よりよいファジィ方策関数が獲得できている
ことが確認できた.
以上の結果から,サッカーのような状態空間が大きい問題に対して,ファジィ推論によるプレ
イヤの方策関数は行動決定手法として有用であり,また,GAによる進化手法が有効であること
を示した.
5.2 今後の課題
本研究により,状態空間が大きな問題に対して,ファジィ推論を用いた大局的な解法が有効で
あり,また,メタ探索手法であるGAをファジィ集合の進化計算に適用することが効果的である
ことが分かった.
ファジィ推論にはニューラルネットなどのブラックボックス的手法と比べて, 学習後に得ら
れる方策関数が人間にとって理解しやすいという特徴がある. したがって学習後の方策関数を
分析・解釈することで解くべき問題に対して,新たな解法の発見や戦略の分析などに役立つ可能
性がある.
今後は,そういった研究の基礎として本研究の手法が適用できるのではないかと考えられる.
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付 録A 既存研究における評価項の詳細
式 3.1の評価項目 Ui(s)(i = 0; 1;    ; 5)の定義は以下のとおりである.
 U0：ボール保持者の所属チームの判定.
U0(s) =
8>>><>>>:
 1 (ボール保持者が敵)
0 (ボール保持者が不明)
1 (ボール保持者が味方)
(A.1)
 U1：ボール保持者の安全性を評価.
U1(s) =
10
1 + exp( (p safty(s)  7)) (A.2)
p safty(s)はボール保持者とそれに最近接の敵プレイヤの距離. この値が大きくなるほど
高い評価となる.
 U2：ボール保持者から見た的ゴール側にいる敵と味方の人数比.
U2(s) =
10
1 + exp( (l   4
9
))
(A.3)
l = mate cnt(s) +
1
opp cnt(s)
+ 1 (A.4)
ボール保持者が攻める方向を前方とした時,ボールの前方にいる味方の人数をmate cnt(s),
敵の人数を opp cnt(s)で表す. ただし,ボール保持者が敵ゴール付近にいる場合はペナル
ティエリア内にいる味方の人数をmate cnt(s),敵の数を opp cnt(s)としている.
 U3：ボールと両ゴールとの距離.
U3(s) = 10 ((dist o(s)))  (dist m(s)) (A.5)
(x) =
1
1 + exp( (x )

)
(A.6)
39
dist m(s)はボール保持者と味方ゴール中央との距離を dist o(s)はボール保持者と敵ゴー
ル中央との距離を表す.また  = 34と  = 5である.
 U4：ボールと両チームのプレイヤとの距離.
u4(s)
10
1 + exp(dist ball m(s)  dist ball o(s)) (A.7)
dist ball m(s)は味方チームの中で最もボールに近いプレイヤとボールとの距離, dist ball o(s)
は敵チームの中で最もボールに近いプレイヤとボールとの距離を表す.
 U5：ボール周辺のプレイヤの分布.
U5(s) =
10
1 + exp(point m(s)  point o(s)) (A.8)
ボールから一定の範囲内にいるチームごとのプレイヤの数の差を評価する. point m(s)は
自チームが得た評価値.point o(s)は敵チームが得た評価値. これらの値の計算方法は次の
とおりである.
まず,ボールから半径 5m以内にいるプレイヤの数をカウントする.この値を aとする. 次
に,ボールから半径 5m以上 10m以内にいるプレイヤの数 bをカウントする. そして,ボー
ルから半径 10m以上 15m以内にいるプレイヤの数 cをカウントする. この時,point m(s)
の値は式A.9で求められる. point o(s)についても同様に求められる.
point m(s) = a+ 2b+ 3c (A.9)
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付 録B ファジィ推論ルール
本研究で提案した手法に用いたファジィ推論ルールの詳細を記述する.
B.1 大局的判断ルール
大局的判断ルールは以下のとおりである. 「自陣」,「中盤」など「」で囲まれた表現はファ
ジィ集合である. また,passer(s)は局面 sにおけるボール保持者の位置 (x; y)である.
 R1：if passer(s) is「自陣」 then Rule is A
 R2：if passer(s) is「中盤」 then Rule is B
 R3：if passer(s) is「中盤サイド」 then Rule is C
 R4：if passer(s) is「敵陣サイドコーナー」 then Rule is D
 R5：if passer(s) is「敵陣ペナルティエリア」 then Rule is E
 R6：if passer(s) is「敵陣ゴールエリア」 then Rule is F
B.2 各ルール
ルールA
ルールAのファジィ推論ルールは以下のとおりである. ball x(s)は局面 sにおけるボールの
x座標, ball(s)はボールの位置 (x; y),nearest opp(s)はボール保持者に最近接の敵の位置である.
また,eVAi(i = 1; 2;    ; 5)はRAiでの評価に関するファジィ集合である.
 RA1：if ball x(s) is「自陣味方ゴール付近」 then eVA1 is 「悪い」
 RA2：if ball x(s) is「自陣中盤」 then eVA2 is 「普通」
 RA3：if ball x(s) is「自陣ハーフライン付近」 then eVA3 is 「良い」
 RA4：if ball(s) is「味方ゴールから遠い」 then eVA4 is 「良い」
 RA5：if nearest opp(s) is「近い」 then eVA5 is 「悪い」
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ルールB
ルールBのファジィ推論ルールは以下のとおりである. ball y(s)は局面 sにおけるボールの
y座標を表す.
 RB1：if ball x(s) is「中盤自陣付近」 then eVB1 is 「悪い」
 RB2：if ball x(s) is「中盤の中盤」 then eVB2 is 「悪い」
 RB3：if ball x(s) is「中盤ペナルティライン付近」 then eVB3 is 「普通」
 RB4：if ball y(s) is「右サイド」 or 「左サイド」 then eVB4 is 「良い」
 RB5：if ball(s) is「味方ゴールから遠い」 then eVB5 is 「良い」
ルールC
ルールCのファジィ推論ルールは以下のとおりである.
 RC1：if ball(s) is「敵ゴールに近い」 then eVC1 is 「良い」
 RC2：if ball x(s) is「敵ゴールラインに近い」 then eVC2 is 「とても良い」
 RC3：if ball x(s) is「敵ペナルティラインに近い」 then eVC3 is 「良い」
 RC4：if ball(s) is「敵ペナルティエリア」 then eVC4 is 「とても良い」
 RC5：if ball x(s) is「自陣ラインから遠い」 then eVC5 is 「良い」
ルールD
ルールDのファジィ推論ルールは以下のとおりである.
 RD1：if ball x(s) is「中盤」 then eVD1 is 「悪い」
 RD2：if ball(s) is「ゴールエリア」 then eVD2 is 「良い」
 RD3：if ball(s) is「敵ゴールに近い」 then eVD3 is 「とても良い」
 RD4：if nearest opp(s) is「近い」 then eVD4 is 「悪い」
ルールE
ルール Eのファジィ推論ルールは以下のとおりである.
 RE1：if ball(s) is「敵ペナルティエリア」 then eVE1 is 「良い」
 RE2：if ball(s) is「敵ゴールに近い」 then eVE2 is 「とても良い」
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ルールF
ルール Fのファジィ推論ルールは以下のとおりである.
 RF1：if ball x(s) is「ハーフラインに近い」 then eVF1 is 「悪い」
 RF2：if ball(s) is「敵ペナルティエリア」 then eVF2 is 「とても良い」
 RF3：if ball(s) is「敵ゴールに近い」 then eVF3 is 「とても良い」
 RF4：if ball x(s) is「サイドラインに近い」 then eVF4 is 「悪い」
B.3 過去の研究活動
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2. 「多次元ファジィ集合によるサッカー試合状態の大局的評価システム」,第 32回ファジィ
システムシンポジウム,2016
3. JapanOpen2017,RoboCupSoccer2Dシミュレーションリーグに出場,全8チーム中7位,2017
4. 「ファジィ階層型強化学習によるロボカップエージェント制御」,第 42回東海ファジィ研
究会 in日間賀島,2017
5. 「ファジィ局面評価関数を用いたRoboCupサッカーエージェントの意思決定の改良」,第
33回ファジィシステムシンポジウム,2017
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