Projected entangled pair states (PEPS) methods provide promising ways to simulate quantum many-body lattice models in two and higher dimensions.
Introduction Tensor network states (TNS) methods have been proposed as a powerful variational method to resolve strongly correlated quantum many-body systems. For 1D and quasi-1D systems, the density matrix renormalization group (DMRG) method [1] , whose variational formulations are the matrix product states (MPS) [2] , has achieved great success in studying frustrated spin systems and interacting fermion systems [3, 4] . The underlying reason for the success of DMRG/MPS method is that it can capture the essential quantum entanglement structure for finite 1D systems [5] . However, as a one-dimensional method, DMRG can not capture the much more complicated quantum entanglement structure for higher dimensions. To overcome this shortage, as a generalization of MPS, the projected entangled pair states (PEPS) that obey the entanglement entropy's area law are proposed [6, 7] . In analogy to MPS in 1D, PEPS can characterize the ground state subspace for a large variety of 2D systems including topologically ordered systems [8] . Thus, as variational ansatzs, PEPS are naturally applicable to 2D frustrated spin systems and some interacting fermion systems [37] , where quantum Monte Carlo (QMC) methods suffer from the notorious sign problem.
Nevertheless, the PEPS method is not yet as well established as the 1D MPS or DMRG method due to the extremely high computational cost. In usual contraction schemes, one needs to contract a double-layer tensor network composed by the ket and bra states to calculate the physical observables, and exactly contracting PEPS is exponentially hard [7] . In order to avoid the exponential growth of the tensor network bond dimension, one needs to do some approximations by truncating the bond dimension during the contraction scheme. Even though, the computational cost is still very expensive, and it leads to great challenges for optimizing PEPS as well as calculating physical observables.
In recent years, enormous efforts have been made to develop efficient PEPS methods. Based on imaginary time evolution scheme, two popular optimization methods are widely used to find the optimal PEPS ground states: the full update (FU) method [9] [10] [11] and the simple update (SU) method [18] . But they all have obvious shortages: FU is accurate but has a higher computational scaling O(D 10 ) [9] [10] [11] [12] [13] [14] [15] [16] [17] where D is the bond dimension of PEPS, while SU has a lower computational scaling O(D 5 ) but is less accurate [19] . There are also some other optimization approaches such as cluster update [20, 21] and gradient optimization method [22, 23] , but the problem is still focused on how to balance the precision and the cost. On the other hand, evaluating expectation values of physical observables such as correlation functions is another major difficulty, since it has the same cost scaling with FU.
The combination with variational Monte Carlo (VMC) method sheds a new light on the development of TNS algorithms in higher dimensions, because in this case we only need to contract a single-layer tensor network rather than a double-layer one. Previously, it has been demonstrated that in the scheme of VMC, MPS and string-bond state (SBS) can produce good resutls [24, 25] , and the MC sampling technique is also applied to evaluating physical observables for a given PEPS [19] . Very recently, it has been further demonstrated that the MC sampling can be utilized to optimize PEPS wave functions via energy gradients with respect to tensor elements [26] , thus one can accurately deal with squarelattice systems up to 16 × 16 sites for open boundary conditions (OBC) [26, 27] .
In this paper, we show that the VMC-PEPS method can indeed be very powerful by exploiting the intrinsic advantages of MC sampling. After dramatically improving the MC sampling efficiency and incorporating spin symmetry with MC sampling, we can obtain both the ground states and correlation functions efficiently and accurately for finite systems with OBC. The results of J 1 − J 2 spin-1/2 Heisenberg model on the square lattice for both unfrustrated and frustrated cases are in excellent agreement with available QMC and DMRG results. Therefore, our optimized VMC-PEPS method provides a powerful way to resolve some long-standing hard 2D quantum many-body problems.
Methods For a quantum spin model on a square lattice with size N = L y × L x , the wave function in the form of PEPS with a bond dimension D is given as follow [6] :
where
) is a rank-5 tensor residing on site k, with one physical index s k whose degree freedom is P and four virtual indices l,r,u and d connecting to four nearest-neighbor sites. The dimensions of virtual indices are D. Without loss of generality, we assume all elements of A s k k are real numbers throughout this paper. For a given PEPS, the physical quantities can be computed by using MC sampling over the spin configurations [26] . The total energy can be written as:
where the local energy term E loc (S) is defined as
Here Ψ(S) is the coefficient of the configuruation |S = |s 1 s 2 · · · s N with the form of
and Z is the normalization factor with Z = S |Ψ(S)| 2 . The energy gradients with respect to tensor elements read ∂E tot ∂A
where · · · denotes the MC average. G s k lrud is defined as
where ∆
which is a four-index tensor obtained by contracting a single-layer tensor network except the tensor A s k k located on site k on the fixed configuration |S . Therefore, the energy and its gradients with respect to tensor elements can be evaluated by MC sampling, which can be used to optimize PEPS.
In the MC sampling, we can enforce k s z k = 0 for the spin configurations if the ground state of given spin-1/2 system lives in the S z tot = 0 sector. How to generate configurations plays a crucial role in the efficiency of VMC methods. A popular way for performing the MC sampling is randomly choosing a lattice bond carrying a pair of antiparallel spins and flipping the chosen spin pair to generate trial configurations. However, such a scheme results in a computation scaling as O(N 2 D 4 D 2 c ) for an MC sweep, where N is the system size and D c is the cutoff bond dimension during the contraction process (seen in Supplemental Material Sec.IV).
To accelerate the MC sampling, here we introduce a fast generating configurations method with cost scaling
). Instead of randomly choosing spin pairs to flip, we successively generate configurations by visiting the spin pairs in the order of lattice bonds. In this case, the trial configuration |S b obtained by flipping an antiparallel spin pair from the current configuration |S a is accepted with a Metropolis' probability
The next step we need to do is picking up a random number r from a uniform distribution on the interval [0, 1) and comparing it with P s . If r < P s , |S b will be accepted as a new configuration; otherwise |S b will be rejected and the original configuration |S a is kept. We can visit all the bonds sequentially and attempt to flip all encountered antiparallel spin pairs residing on lattice bonds according to the probability Eq. Thanks to the above huge improvements, we can solve a very large system up to 32 × 32 accurately with the D=8 PEPS by using the stochastic gradient optimization method. The optimization process can be found in the Supplemental Material Sec.I. If one wants to further improve the obtained results, the lattice and spin symmetries of a given spin-1/2 system can be incorporated into MC sampling [24] . For example, the spin inversion symmetry (SIS) can be used to get a symmetrized wave function |Φ when the optimization is finished with
where S,S denote the configurations |S = |s 1 s 2 · · · s N and |S = | − s 1 , −s 2 , · · · , −s N , respectively. In general, the results obtained by |Φ is slightly more accurate than those of |Ψ . When not otherwise specified, all observables are evaluated with the new weight |Φ(S)| 2 throughout this paper. Heisenberg model We consider the antiferromagnetic (AFM) Heisenberg model on an L × L square lattice, which is unfrustrated and can be unbiasedly simulated by the QMC method [28] . The ground state energy E = E tot /N and square magnetization m Fig. 1 shows the absolute errors of energy and Néel AFM order M 2 = m 2 (π, π). We can see the energy obtained with SIS are slightly more accurate than that without SIS, however, there is almost no difference for the magnetization. With SIS employed, it shows that the largest errors of energy and magnetization up to 32 × 32 are about 8.0×10
−5 and 1.0×10 −3 compared with QMC results, indicating our results are quite accurate. We notice that the errors of energy and magnetization vary randomly with respect to L, which may be caused by incomplete optimization of PEPS which contain millions of variational parameters. It takes about 5 days with 500 Intel E5-2620 cores to compute the magnetization for the 32 × 32 lattice with total 50000 MC sweeps.
-0.66 Here we use spin inversion symmetry, and one can get the similar results for the case without spin inversion symmetry.
With OBC, boundary effects may play an important role in finite-size scaling (FSS). To reduce boundary effects, one can use the central bulkL ×L of a given L×L system [26] , which is similar to DMRG calculations when dealing with cylindrical boundary conditions [29] . We know the central bulk sizeL has different choices such asL = L − 2,L = L − 4 and so on. In order to systematically investigate the influence of different L choices on FSS, we perform the FSS of energy and magnetization for differentL choices, respectively, shown in Fig. 2 . We first use the whole system sizeL = L to do FSS, the extrapolated energy and staggered magnetization are E 0 = −0.66940(2) and M 0 = 0.304. Then we choose the central bulk size asL = L − 2 and use the corresponding bulk energy and bulk spin order for extrapolations versus the inverse of bulk size 1/L.
Similarly, we can also use other choices such asL = L−4.
The extrapolated values with different bulk choices are listed in Table. S1 in Supplemental Material. We can see all of them excellently agree with the standard QMC results using periodic boundary conditions (PBC) with E ex = −0.669437 [30] and M ex = 0.3074 [31] . It is notable that the boundary effects on energy have been significantly reduced when usingL = L − 2. When smaller central bulks are used, we find the values of energy and magnetization for differentL choices get to be closer and closer and tend to converge eventually, indicating boundary effects are gradually eliminated. This is very natural because for a large enough system all different bulk choices should give the same value, and specifically for an infinite system there will be no difference among all the choices. Additionally, the bulk energy per site for smaller bulk choices includingL = L−6 is about−0.6692 and changes very little with respect to system size, providing an efficient way to estimate the energy in the thermodynamic limit. Frustrated model Next we consider the frustrated spin-1/2 J 1 -J 2 square Heisenberg AFM model with size L y × L x . In this case, QMC methods suffer the notorious sign problem and we use DMRG results by keeping 2000 SU(2) states as references [32] . We compute an 8 × 28 stripe at J 2 /J 1 = 0.5 and 0.55 with PEPS D=8, and the energies are −0.488938(1) and −0.478976(1), which are very close to DMRG energies -0.48902 and -0.47905, respectively; both with an absolute error as small as 8.0 × 10 −5 . Fig. 3 shows the spin correlation comparison with DMRG ones at J 2 /J 1 =0.5 and 0.55. We can see that PEPS results are in excellent agreement with DMRG results for both short and long distance correlations. This suggests that our method can also work very well for frustrated model. To further demonstrate the power of our method, we consider large frustrated systems up to 24 × 24 at J 2 /J 1 =0.5, on which neither QMC nor DMRG can work. We compare extrapolated ground state energies in 2D limit wtih available results obtained by DMRG [32] and variational QMC (vQMC) methods [33] . In Fig. 4(a) , different central bulkL ×L choices are used for extrapolations, and they produce almost the same extrapolated energies. Specifically, the choice of L = L gives extrapolated energy -0.49635(5), very close to DMRG energy -0.4968 and vQMC plus one Lanczos step energy -0.4961. The details are shown in Fig. 4(b) . We would like to point out that the DMRG energy is obtained from a cylindrical system with 12 lattice spacings as the circumference [32] , and the vQMC energy is obtained from a periodic 18 × 18 system [33] , so both DMRG and vQMC results should be regarded as the corresponding lower bounds of the ground state energies in 2D limit. The above results not only mean our method can work well on large frustrated systems, but also demonstrate the validity of FSS for both unfrustrated and frustrated systems with OBC. In future, with slightly more computational resources, we will be able to further optimize the variational energy and eventually push the system size up to 32 × 32 for frustrated system as well.
Conclusion and discussion In this paper, we develop the finite PEPS algorithm in the scheme of VMC, making it possible to deal with large quantum systems with extreremly high precision. We provide a direct comparison with QMC and DMRG on finite systems. Our results are in excellent agreement for both unfrustrated and frustrated systems. It is notable that we can deal with a very large system including more than 1000 spins, and boundary effects can be systematically eliminated via finite-size scaling. In principle, we can handle larger systems and larger bond dimensions by using more computational resources with massive parallelization, which is the bulit-in advantage of our method. Our method can also directly be applied to fermion systems by contracting Grassmann tensor network [34] .
Finally, we would like to stress that the algorithmic development of finite PEPS ansatz is very necessary. Current progress is mainly focused on infinite systems based on the iPEPS ansatz, with a few tensors in a small unit cell, whereas the finite PEPS ansatz allows a more unbiased approach without pre-defining a unit cell, providing the complementary part to the tensor network community. In particular, based on finite 2D systems, it can be directly compared with available DMRG results, which will be very important to clarify the nature of some controversial quantum many-body problems. Furthermore, it also allows to simulate open quantum systems as well as nontranslationally invariant systems, including optical lattice experiments with inhomogeneous traps.
Supplemental Material

I. optimization method
Optimizing the PEPS wave functions is a very intractable problem. For example, considering a spin-1/2 32 × 32 square system on the open boundary condition, the number of variables in a D=8 PEPS wave function is as large as about 7.5 × 10 6 , which is a great challenge for optimization. Not only the cost is huge, but also it may be trapped into local minima. To overcome this problem, we first use the simple update (SU) imaginary time evolution method to get a rough ground state for initialization [18] , then use stochastic gradient descent method for further optimization to get an accurate ground state [26] .
A. simple update method
In the scheme of SU, the environment of a local tensor is approximated by a series of diagonal matrices, leading to a cheap cost for updating tensors. When dealing with the terms of nearest neighbor (NN) and next-nearest neighbor (NNN) interactions, the cost can be reduced to O(D 5 ) with the help of QR (LQ) decomposition. Fig. S1 shows how to update tensors for NNN interactions. When an NNN evolution operator acts on the given PEPS, what we need to do is updating several involved tensors, shown in Fig. S1 (a) . Fig. S1 (b) -(i) depicts how to update tensors using QR (LQ) decomposition. For detailed explanations please see the caption of Fig. S1 .
When using SU method to update tensors, given the bond dimension D, we usually start with a imaginary time step dt = 0.01 until the environmental tensors λ i are converged, i.e.,
where P is the total number of diagonal matrices. We can decrease the time step to dt = 0.001 even smaller for further optimization. In order to speed up the convergence, the large-D states are always initialized by a converged PEPS with small D such as D=2 rather than random tensors, and what we need to do is just truncating the increased bond dimension to the desired large D when evolution operators act on the D=2 state. Once we get the optimal tensors with SU method, we absorb the environment tensors λ 1/2 i equally into each local tensor B i , used as the initial state for gradient optimization.
B. Gradient optimization method
In the stochasitic gradient optimization method, each tensor is evolved by a random amount in the opposite direction of the corresponding energy gradient [26] ,
Here i is the number of evolution step, and r is a random number in the interval [0, 1) for each tensor element A s k lrud . The parameter δ(i) is the step length, setting the variation range for an element. Figure S2 shows how the energy changes with the optimization step for a 32 × 32 square AFM Heisenberg model with D=8. We start from the PEPS obtained by the SU method. The number of MC sweeps is fixed at 45000 for each gradient optimization step. In the first 25 steps, the step length δ(i) is set as 0.005. We can see the energy decreases rapidly at the very beginning, then shows fluctuation. To further decrease the energy, we reduce the step length and keep δ(i)=0.002 until the energy changes slowly. We can continue to reduce δ(i) to smaller ones such as 0.001 or 0.0005 for further optimization until the step length has no effects on the energy decrease. Fig. S2 (b) shows the energy variation for the last 20 steps with δ(i)=0.0005. The optimization process will be stopped when the energy decreases very slowly. It takes about 4 days with 500 Intel E5-2620 cores for the whole optimization process.
II. boundary-MPS contraction scheme
In our method, we need to contract a L y × L x single-layer tensor network to get the coefficient Ψ(S) for a given configuration |S . Here we adopt the boundary-MPS contraction scheme by contracting the tensor network row by row with treating the first and last row of the tensor network as MPSs and middle rows as MPOs [9] . Shown in Fig. S3(a) , the first row is defined as an MPS |U 1 and the kth row as an MPO M k . In the contraction process, when the MPO M k+1 acts on a given MPS |U k with a bond dimension D c , we will get a new MPS |Ũ k+1 = M k+1 |U k whose bond dimension is DD c .
In order to avoid the bond dimension increases exponentially during the contraction process, the resulting MPS |Ũ k+1 will be approximated by |U k+1 with a smaller bond dimension D c by minimizing the cost function . Therefore we can contract from up to down and we have
Similarly, we can also contract from down to up. Define the last row as D Ly |, then we have 
III. Calculations of physical quantities
Now we turn to how to calculate the energy for a given state. In the MC sampling, we need to compute the local energy E loc (S) = S Ψ(S ) Ψ(S) S |H|S for a given configuration |S = |s 1 s 2 · · · s N . Since the Hamiltonian is comprised of a series of NN and NNN two-body interaction terms, i.e., H = {ij} H ij and H ij =
where Ψ(S ) is the coefficient of the configuration |S = |s 1 s 2 · · · s i−1 s i s i+1 · · · s j−1 s j s j+1 · · · s N , and "{}" denotes all NN and NNN spin pairs. The Hamiltonian elements H ij are easily obtained and only nonzero matrix elements contribute to E loc (S). The main problem for calculating the energy is owing to calculations of Ψ(S ) for different spin pairs. It is notable there are at most 1 spin pair in each configurations |S different from the configuration |S . This leads to an efficient evaluation for all different Ψ(S ) by storing some auxiliary tensors. Taking the calculation of NN horizontal bond energy terms in the k-th row as an example, which contains (L x −1) NN spin pairs. We note Fig. S4(a) and (b) . There are only at most two different tensors between the two MPOs M k and M k , denoted by red balls in Fig. S4 (b) .
To get auxiliary tensors, we contract from the first column to the m-th column to get a tensor L Fig. S4(b) , then NN horizontal bond energy terms of E loc (S) in the k-th row for the given configuration |S are directly obtained. At the same time, using the above auxiliary tensors, we can easily get energy gradients with a leading cost O(N D 4 D 2 c ), the same with that of all horizontal bond energy terms. Other energy terms including vertical bond and NNN terms can be similarly computed.
IV. Monte Carlo sampling A. Accelerating generating configurations
In the MC sampling, the configuration is initialized in the In the randomly visiting scheme, the trial configuration |S β is obtained by flipping an NNASP which is randomly chosen from the given configuration |S α . We can get the number of all NNASPs for |S α and |S β , supposing they are K α and K β , respectively. Because each NNASP of |S α will be randomly chosen with the same chance 1/K α , the trial configuration |S β will be accepted with Metropolis' probability
It is easy to check that the probability satisfies the detailed balance principle. Normally we define a MC sweep as N such flip attempts where N is system size, so that all spins are flipped on average, which can dramatically reduce autocorrelation lengths [36] . The physical quantities such as energy will be measured after each MC sweep. The leading cost of the whole algorithms scales as
) where M is the number of MC sweeps, the former part denoting MC sweep cost and the latter one denoting cost for computing observables. D c1 are the cutoff for generating configurations in MC sweeps and D c2 are the cutoff used for computing observables respectively, and they can be different which will be discussed later.
In the sequentially visiting scheme, configurations are successively generated by sequentially visiting the lattice bonds which carry NNASPs in a certain order, instead of randomly choosing NNASPs. In this case, a trial configuration |S b obtained by flipping some NNASP from the current configuration |S a will be accepted with a probability
One MC sweep is defined as sweeping all horizontal bonds and vertical bonds. With the help of auxiliary tensors, the cost for MC sweeps is reduced to
), similar to the calculation of E loc (S), much cheaper than the randomly visiting case whose cost scaling is
), the same with that of randomly visiting scheme. When generating configurations, the Metropolis' probability P s is just used to compare with a random number r ∈ [0, 1), indicating that it is not necessary to compute the ratio R = a relative small D c1 which controls the precision of R is good enough to generate configurations.
In order to analyse the influence of D c1 on the probability distribution, we define the relative error of Ψ(S i ) for given configuration |S i
where Ψ(S i ) Dc1 is the value using D c1 and Ψ(S i ) ex denotes the exact value for |S i . According to Eq. (8), we can estimate the error relative to the exact ratio R ex as
where ε a (ε b ) is the relative error of Ψ(S b ) (Ψ(S b )), and we assume ε a ≈ ε b ≈ ε 0 . Then we have
Fig. S6(a) depicts the relative error ε i of Ψ(S i ) for a 32 × 32 Heisenberg model, where the configurations |S i are generated randomly. We can see the relative errors for different |S i are roughly in the same order. For D c1 =8, the relative error of Ψ(S i ) is about 10%, correspondingly the relative error of R is about 40%. When D c1 gets larger such as D c1 =12, the error Ψ(S i ) is reduced to 1% with the relative error of R being 4%, which makes it possible to produce the correct probability distribution. The relative error of ε i of Ψ(S i ) for 24 × 24 at J 2 /J 1 =0.5 shows a similar behaviour, shown in Fig. S7(a) . We note the z-component antiferromagnetic spin order M be used to detect whether the probability distribution is correctly generated, because M 2 z only dependens on spin configurations. Configurations are generated by different D c1 and the corresponding relative error of M z 2 is computed and depicted as a function of D c1 in Fig. S6(b) and Fig. S7(b) . We can see the relative error of M 2 z is almost zero for D c1 ≥ 16, indicating D c1 =16 is enough to produce a correct probability distribution for 32 × 32 at J 2 /J 1 =0 and 24 × 24 at J 2 /J 1 =0.5. Without loss of generality, we always use D c1 = 2D to generate configurations in practical calculations, which can work very well on both unfrustrated and frustrated models.
We know the precision of physical observables including energy and spin correlations depends on the value of Fig. S8(b) . That means we can always use D c2 = 3D to compute physical quantities in the range of allowed MC sampling errors.
B. MC sampling convergence
We compare the energy convergence with respect to MC sampling on different systems in the scheme of sequentially visiting spin pairs using D = 8. Here we use D c1 = 2D to generate configurations and D c2 = 3D to compute energy E loc (S) for a given configuration |S . Fig. S9 depicts how the energy per site E changes versus the number of MC sweeps for unfrustrated and frustrated models. To directly compare the energy convergence of different sizes, we subtract their corresponding final energy E 0 which is just the energy with maximal MC sweeps. At J 2 /J 1 =0, 20000 MC sweeps can converge the energy within errors 1.0 × 10 −5 , and at J 2 /J 1 =0.5 about 50000 MC sweeps are needed to get the same precision. We note in either unfrustrated or frustrated case, all different systems show the similar convergence behavior, namely, the convergence with respect to MC sweeps is almost size independent. That means our method can be directly applied to larger systems by using more computational resources. 2 (∞) in the thermodynamic limit using different centall bulk choicesL ×L for extrapolations. The numbers in the brackets are fitting errors. M (∞) is directly given as the squre root of M 2 (∞) without considering fitting errors. The exact results denote QMC results based on periodic boundary conditions [30, 31] . 
