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として， Intrusion Detection System (IDS) や Intrusion 
Prevention System (IPS) がある．これらのシステムは，通
信パケットのうち，Fig1.1 で示している TCP/IP モデル
でいう Transport layerまでの情報を用いて検知し，通信パ
ケットのフィルタリングを行う． これらのシステムは，





行うシステムとしてWeb Application Firewall (WAF) [1]が

































が提案されている[2-6]．Wakiou et al.[2]は， Naive Bayes 
と通常のパターンマッチングを用いた複雑な  SQL 
injection 攻撃を検知するハイブリットシステムを提案し

















Recurrent neural network (RNN)[10] や  Long short-term 
memory (LSTM)[11] があり，多くの成果があげられてい













Melicher et al. [4] は， LSTM を用いてパスワードの推測
のしやすさを計測し，マルコフモデル，  Probabilistic 
context-free grammar (PCFG) の手法を用いた予測と比較
して高い精度を報告している．Raff et al.[5] は，Windows 
Malware 解析のために，実行ファイル全体を文字列とし
て CLCNN で解析し，最大で Accuracy 94¥% の識別制度
を達成した．通常， Malware はファイル全体のうち非常
に短い一部分に悪意のあるコードを配置し，カモフラー
ジュを行う．そのため， Windows Malware の様なデータ
を分類する問題では，対象データ全体を調査することを
必要とした上で， Global max-pooling の有効性を示唆し
ている． Saxe et al.[6] は，異なるカーネルサイズを持つ 






の Fully connected layer を介して分類している．同じデー
タに対し， N-gram を用いて特徴抽出を行う手法よりも










れず遅延が発生すること，また (2) 比較的大きい Fully 











































































によって URL	Decode 処理済みの 1000 文字をそれぞれ 64
次元のベクトル表現に変換している．次元圧縮を行う






Reconstruction	 network の 出 力 で あ る R(x) を
Discrimination	networkに入力する．	
Discrimination	network は，入力されたデータが元デ
















まず，Reconstruction lossを用いた際の Confusion matrix
を Table. 3.1に示す．Reconstruction lossを用いた際の評価
精度は 86.6%であった． 
 
Table 3.1	 Reconstruction loss を用いた攻撃検知の
Confusion matrix 
 正常データ SQLi攻撃データ 
正常データ 163 49 
SQLi攻撃データ 8 204 
 
次に，Discrimination network を用いた際の Confusion 
matrixを Table. 3.2に示す．Discrimination networkを用い
た際の評価精度は 77.6%であった． 
 
Table 3.2:Discrimination network を用いた攻撃検知の
Confusion matrix 
 正常データ SQLi攻撃データ 
正常データ 204 8 
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