In the current study, we have been derived some Basyian estimators for the parameter and reliability function of the inverse Rayleigh distribution under Generalized squared error loss function. In order to get the best understanding of the behavior of Bayesian analysis, we consider noninformative prior for the scale parameter using Jefferys prior Information as well as informative prior density represented by Gamma distribution. Monte-Carlo simulation have been employed to compare the behavior of different estimates for the scale parameter and reliability function of inverse Rayleigh distribution based on mean squared errors and Integrated mean squared errors, respectively. In the current study, we observed that more occurrence of Bayesian estimate using Generalized squared error loss function using Gamma prior is better than other estimates for all cases. 
Introduction
The inverse Rayleigh distribution is one of important distributions. The distribution originally derived by Voda since (1972) . In (1993) Gharraph derived five measures of location for the inverse Rayleigh distribution [1] . Soliman et al. (2010) studied the estimation and prediction from inverse Rayleigh distribution based on lower record values, Bayes estimator have been developed under squared error and zero one-loss functions [2] . In (2012) Dey discuss the Bayesian estimation of the Parameter and Reliability Function of an Inverse Rayleigh Distribution use different loss function which is Square error, LINEX loss function [3] . In (2013) Sindhu and other researchers studied the Bayes estimation of the parameters of the inverse Rayleigh distribution for left censored data under different loss functions (Symmetric and asymmetric) [4] . Also, In (2013) Prakash discuss the Bayes estimation in the inverse Rayleigh model under two different loss functions (Square error, LINEX loss function) [5] . In (2014) Khan obtained, the Modified inverse Rayleigh distribution is special case of inverse Weibll, which is extension to it [6] . In (2015) the Fan discuss Bayes Estimation for Inverse Rayleigh model under different loss functions squared error loss, LINEX loss and entropy loss functions [7] . In (2015) Rasheed discussed the Comparison of the classical estimators with the Bayes estimators of one Parameter inverse Rayleigh distribution under generalized squared error loss function [8] . In (2016) Rasheed and Aref discussed the Bayesian approach for estimating the scale parameter of Inverse Rayleigh distribution under different loss function [9] . Finally, in (2016) Rasheed and Aref obtained Reliability estimation in inverse Rayleigh distribu-tion using Precautionary loss function [10] . The current study will obtain some Base estimators for Reliability estimation of inverse Rayleigh distribution using generalized square error loss function.
One Parameter Inverse Rayleigh Distribution
The probability density function (pdf) of the inverse Rayleigh distribution with scale parameter is defined as follows [11] :
(1)
The cumulative distribution function is:
The Reliability, failure rate and the Cumulative failure rate (Hazard Rate) functions of this distribution are given, respectively, by:
We can say, the function h(t) is a failure function if and only if [12] 1.
The relationship between R(t) and h(t) can be defined as By integrating and using lnR(0)=ln(1)=0, yields
Where H(t) is cumulative hazard function. The risk can be minimized simply, by setting the first derivative to zero [8] Hence, based on generalized squared error loss function will be:
Bayesian estimators under generalized square error loss function
(6)
Prior and Posterior Distribution
In the current study, we consider informative as well as non-informative prior density for as follows:
(i) Posterior Distribution Using Jeffreys Prior Information
Assume that ( ) has non-informative prior density defined as using Jefferys prior information g ( ), which is given by [14] :
Where, is the Fisher information. Hence, b is constant By taking the second derivative of log with respect to yields Therefore, Now, the posterior density function, is defined as: (7) After simplification, the posterior density functions of ( ) based on Jefferys prior, will be:
It is clear that, Now, based on Jeffreys prior, the m th moment for is:
(ii) Posterior Distribution Using Gamma Prior The prior predictive prior distribution using Gamma distribution prior is defined as follow:
Where, are the shape and the scale parameters respectively. Since, using Equation (9), the posterior distribution of will be as follows: (11) Where, Notice that:
E

Reliability Function
In this subsection, we have derived the Bayesian estimates for reliability function of inverse Rayleigh distribution under Generalized squared error loss function, where 
Simulation Results
In the current the simulation study, we generated samples of different sizes, n = 10, 25, 50, and Where, i = 1, 2, …, L ; n t is the random limits of t i
In current paper, we use
The results of the simulation study for estimating the scale parameter (θ) were summarized and tabulated in tables (1), (2) and (3) which are contain the expected values and MSE's for different estimates of the scale parameter, while tables (4), (5) and (6) (5) and (6), shows that, the performance of Bayes estimator with Gamma prior under Generalized Squared error loss function (GSELF) with (β=1.2 and α=0.8) is the best estimator comparing to the other estimator for all sample size. 6. Provided that chosen the value of is inversely proportional to the value of in estimation the scale parameters 7. It is clear that, MSE's of all estimates of scale parameter is increasing with increase of the parameter value with all sample sizes. 8. In general, we conclude that, in situation involving estimation of parameter and Reliability of inverse Rayleigh distribution using Generalized squared error loss function using Gamma prior is most occurrence in comparing to the corresponding other estimates. 
