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Abstract
Let A be an additive k-category, k a commutative artinian ring and n > 1. We denote
by Cn(A) the category of complexes X = (Xi, diX)i∈Z in A with Xi = 0 if i /∈ {1, . . . , n}.
We see that Cn(A) is endowed with a natural exact structure and its global dimension is at
most n − 1. In case A is a dualizing category, we prove that Cn(A) has almost split se-
quences in the sense of [P. Dräxler, I. Reiten, S.O. Smalø, Ø. Solberg, Exact categories and
vector space categories, with an appendix by B. Keller, Trans. Amer. Math. Soc. 351 (2)
(1999) 647–682] or [R. Bautista, The category of morphisms between projective modules,
Comm. Algebra 32 (11) (2004) 4303–4331]. If A is the category of finitely generated projec-
tive Λ-modules (Λ an Artin algebra), we prove that the ends of an almost split sequence are
related by an Auslander–Reiten translation functor which is defined in the most general category
Cn(ProjΛ).
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Let k be a commutative artinian ring, Λ an Artin k-algebra and ModΛ the category
of left Λ-modules. We denote by modΛ, ProjΛ, projΛ, InjΛ and injΛ the full subcate-
gories of ModΛ consisting of the finitely generated, the projectives, the finitely generated
projectives, the injectives and the finitely generated injectives Λ-modules, respectively.
The almost split sequences or Auslander–Reiten sequences have played an important
role in the study of the category modΛ, giving some insight on its complicated inner
structure. For an abelian category, an almost split sequence is a special kind of short exact
sequence (see [1, Chapter V]). The corresponding notion for triangulated categories is the
Auslander–Reiten triangle. For an exact category (A,E) we have the almost split pairs con-
sidered in [9] and in [8, Section 2]. Here an almost split sequence is a pair of composable
morphisms (conflation in the terminology of [9]) with properties similar to the almost split
sequences for Λ-modules. Through the paper we call such pairs E-almost split sequences.
The methods of representation theory of Artin algebras can be exported to some other exact
categories where there are almost split sequences, or to triangulated categories where there
are Auslander–Reiten triangles, see, for instance, [3–6,12,19] and [16]. The last mentioned
paper contains an isomorphism of the form
D HomK(InjΛ)(X,Y ) ∼= HomK(InjΛ)(Y, tX)
for X a compact object in K(InjΛ), the homotopy category of complexes on InjΛ. This
isomorphism is related to the Auslander–Reiten formula for the category of complexes of
fixed size on projΛ given in Corollary 8.3.
For A a dualizing category we study the existence of almost split sequences in Cn(A),
the category of chain complexes X = (Xi, diX)i∈Z in A with Xi = 0 for i /∈ {1, . . . , n} (see
Theorem 4.5).
We begin by considering an exact structure (see [18] or [9]) En in Cn(A) with A an
arbitrary additive category. We see that each X ∈ Cn(A) has an En-projective resolution
and an En-injective co-resolution both of length n (see Propositions 3.6 and 3.7). Thus the
global dimension of our exact category is at most n − 1. We also give a description of the
indecomposable En-projectives and indecomposable En-injectives (see Corollary 3.9).
If Λ is an Artin algebra and M ∈ modΛ, there is an assignment M → D trM which
induces a functor D tr : modΛ → modΛ. The assignment plays an important role in
the study of the category modΛ. This assignment can be extended to an assignment
N → A(N) for N ∈ ModΛ which, as in the finitely generated case induces an equivalence
A : ModΛ → ModΛ (see [14, Proposition 5.5]). This last construction has important prop-
erties, for instance, N is a generic Λ-module if and only if A(N) is a generic Λ-module.
The existence of almost split sequences in Cn(projΛ) implies (see [9, 9.6]) the existence
of an equivalence Â : Cn(projΛ) → Cn(projΛ), where the first (respectively the second)
category denotes the category with the same objects as Cn(projΛ) and morphisms those in
Cn(projΛ) modulo the ones which are factorized through the En-projectives (respectively
En-injectives).
In this paper we give first an equivalence Â : Cn(ProjΛ) → Cn(ProjΛ) (see Propo-
sition 6.1) which leads us to the definition of the Auslander–Reiten translate. In fact,
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Â(X) ∼= A(X) in Cn(ProjΛ) (see Definition 6.10).
In Theorem 7.2 we see that X, a complex without En-projectives summands, is a generic
complex in Cn(ProjΛ) (in the sense of [15]) if and only if A(X) is also a generic complex.
And, if X ∈ Cn(projΛ), then A(X) ∈ Cn(projΛ).
In Section 8, we prove that if X is an indecomposable object in Cn(projΛ) which is
not projective, then there is an almost split sequence A(X) → E → X. At the end of this
section we describe the almost split sequences in Cn(projΛ), having a projective–injective
in the middle term.
In Section 9 we study some relations between Auslander–Reiten triangles in
K−,b(projΛ) and almost split sequences in the categories Cn(projΛ).
From Lemma 9.1 one can deduce that if X is an indecomposable object in Cb(projΛ)
and Y → E → X is an almost split sequence in the sense of [8] or [4], then there is an
Auslander–Reiten triangle Y → E → X → Y [1] in Kb(projΛ). But, given X not always
there is a triangle as before (see [11, Theorem 1.4(ii)]). Therefore in general we do not
have an almost split sequence in the exact category Cb(projΛ) ending in X.
The final section of this paper is devoted to the category C1n(projΛ) which is the full
subcategory of Cn(projΛ) whose objects are those X = (Xi, diX) such that diX(Xi) ⊂
radXi+1. The exact structure of Cn(projΛ) induces an exact structure on our category
under consideration. We will see that also in this setting there are almost split sequences.
2. Definitions and generalities
From now on, A is an arbitrary additive category.
2.1. We consider the following:
• The graded category Gr(A): The objects are collections of objects, (Xn)n∈Z with
Xn ∈ A. A morphism h : (Xn)n∈Z → (Y n)n∈Z is a collection (hn)n∈Z where hn:
Xn → Yn is a morphism in A, for all n ∈ Z.
• The category of complexes C(A): A complex X ∈ C(A) is a collection, (Xi, diX)i∈Z,
with Xi ∈ A and di = diX :Xi → Xi+1 morphisms in A such that di+1di = 0. If
X = (Xi, diX)i∈Z and Y = (Y i, diY )i∈Z are two complexes, a morphism f :X → Y
is a sequence of morphisms in A, {f i : Xi → Y i}i∈Z such that f i+1diX = diY f i , for all
i ∈ Z.
A complex X ∈ C(A) is bounded below (respectively bounded above, respectively
bounded) if Xi = 0 for all but finitely many i < 0 (respectively if Xi = 0 for all but
finitely many i > 0, respectively if it is bounded below and bounded above). Denote
by Cb(A) the full subcategory of bounded complexes. If A is a subcategory of an
abelian category, we say that X ∈ C(A) has bounded cohomology if Hi(X) = 0 for
all but finitely many i ∈ Z, where by definition Hi(X) = KerdiX/ ImdiX . Denote by
C−,b(A) (respectively C+,b(A)) the full subcategories of complexes bounded above
with bounded cohomology (respectively bounded below with bounded cohomology).
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X[s])i = Xi+s , (dX[s])i = (−1)sdi+sX .
Recall that, f,g ∈ HomC(A)(X,Y ) are homotopic if there are morphisms hi :Xi →
Y i−1 such that f i − gi = hi+1diX + di−1Y hi , for all i ∈ Z.
• Denote by K(A), K−,b(A), K+,b(A) and Kb(A) the homotopy categories of com-
plexes introduced above.
2.2. For the convenience of the reader we include the following well-known facts. In
C(A) we consider the class E of composable morphisms X f−→ Y g−→ Z such that for all
n ∈ Z, the sequence 0 → Xn f n−−→ Yn gn−→ Zn → 0 is split exact. It is known that (C(A),E)
is an exact category in the sense of [18] or equivalently [9]. The pairs of morphisms in
E will be called conflations, the first morphism of a conflation is called inflation and the
second one deflation.
For X ∈ C(A) we denote V (X) = (V n, dnV )n∈Z with
V n = Xn−1 ⊕Xn, dnV =
(
0 idXn
0 0
)
.
If X,Y ∈ C(A), we have the following natural isomorphisms:
HomC(A)
(
V (X),Y
)∼= HomGr(A)(X,Y ),
HomC(A)
(
X,V (Y )[1])∼= HomGr(A)(X,Y ),
thus each V (X) is E-projective and E-injective. Moreover, there are conflations:
X[−1] (1,−d)t−−−−→ V (X) (d,1)−−−→ X, X (1,−d)t−−−−→ V (X)[1] (d,1)−−−→ X[1].
Therefore the E-projectives and the E-injectives are the summands of the complex V (X)
with X ∈ C(A). Consequently, C(A) is a Frobenius category (see [13]).
Now, for Z ∈ A we consider the following complex Ji(Z) = (J s, ds) with J s = 0 if
s = i, s = i + 1, J i = J i+1 = Z, di = idZ . For a morphism u :Z → Z′ we define the
morphism of complexes Ji(u) :Ji(Z) → Ji(Z′) with Ji(u)i = Ji(u)i+1 = u. Observe that
for each X ∈ C(A) we have V (X) =⊕i Ji(Xi). Then, the objects of the form Ji(Z) with
Z ∈A are E-projectives and E-injectives.
The stable category, C(A), is the category having the same objects as C(A) and by
morphisms the class of morphisms in C(A) modulo those morphisms which are factorized
through E-projectives (equivalently E-injectives). Therefore C(A) = K(A) because the
complexes homotopic to zero are those which are E-projectives (equivalently E-injectives).
Recall that C(A) = K(A) is a triangulated category where a triangle is given by
a sequence of morphisms X1 → X2 → X3 → X1[1] which is isomorphic to a se-
quence of the form X u−→ E v−→ Y e−→ X[1] where e = rds with r ∈ HomGr(A)(E,X),
s ∈ HomGr(A)(Y,E) such that ru = 1, vs = 1.
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potents split. Now, if X ∈ C(ProjΛ) and e :X → X is an idempotent, then X = X1 ⊕ X2
is in C(ModΛ). Clearly X1 and X2 are in C(ProjΛ). Therefore idempotents split in
C(ProjΛ), similarly, idempotents also split in C(InjΛ), in C(projΛ) and in C(injΛ).
Moreover, for X,Y in Cb(projΛ), the k-module, HomC(projΛ)(X,Y ) is finitely gen-
erated consequently, Cb(projΛ) is a Krull–Schmidt category. Similarly, the category
Cb(injΛ) is also a Krull–Schmidt category.
Through the paper we will denote by D(Λ) the derived category of modΛ and by Db(Λ)
the corresponding bounded derived category.
3. Complexes of fixed size
The aim of this section is the study of some homological properties of the category of
complexes X in an additive category with Xi = 0 for i ∈ Z outside of a fixed interval in Z.
Notation 3.1. For n,m ∈ Z, C[n,m](A) is the full subcategory of C(A) whose objects are
those X ∈ C(A) such that Xi = 0 if i /∈ {n,n + 1, . . . ,m}. The category C[n,m](A) is a
subcategory of C(A) closed under extensions and then, (C[n,m](A),E[n,m]) is an exact
category with E[n,m] the class of composable morphisms in C[n,m](A) which are in E . We
are interested in Cn(A) = C[1,n](A) and En = E[1,n].
For M ∈A we consider the following two complexes in Cn(A):
• S(M) = (Xi, di)i∈Z with Xi = 0 for i = 1, X1 = M , di = 0;
• T (M) = (Y i, di)i∈Z with Y i = 0 for i = n, Yn = M , di = 0.
Observe we have a morphism of complexes pM :J1(M) → S(M) with p1M = idM and
p
j
M = 0, for j = 1. For u :M → N we have a morphism of complexes S(u) :S(M) → S(N)
with S(u)1 = u and S(u)j = 0, for j = 1. Similarly we have morphisms qM :T (M) →
Jn−1(M) and T (u) :T (M) → T (N). We also define a morphism of complexes δi,Z:
Ji+1(Z) → Ji(Z) with δi+1i,Z = idZ , δji,Z = 0 for j = i + 1.
We have the following useful results.
Lemma 3.2. For X ∈ Cn(A) and M ∈A there are natural isomorphisms in M and in X:
(i) HomCn(A)
(
T (M),X
)∼= HomA(M,Xn),
(ii) HomCn(A)
(
X,S(M)
)∼= HomA(X1,M).
Corollary 3.3. The objects T (M), Ji(N) for i = 1, . . . , n− 1 are En-projectives in Cn(A).
The objects S(M), Ji(N) for i = 1, . . . , n− 1 are En-injectives in Cn(A).
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i=n Ji(Xi) → X and X[−2] →
⊕m+1
i=n+1 Ji(Xi−1)
v−→ X[−1] and then the sequence:
m+1⊕
i=n+1
Ji
(
Xi−1
) f (X)−−−→ m⊕
i=n
Ji
(
Xi
)→ X
with f (X) = uv. Consider the inclusion σi :Ji(Xi−1) →⊕m+1i=n+1 Ji(Xi−1) and the pro-
jection πj :⊕mi=n Ji(Xi) → Jj (Xj ). We have that πjf (X)σi = δi−1,Xi−1 for j = i − 1,
πjf (X)σi = Ji(di−1X ) for j = i and πjf (X)σi = 0 otherwise.
Similarly we have the sequence:
X →
m−1⊕
i=n−1
Ji
(
Xi+1
) f (X[2])−−−−−→ m−2⊕
i=n−2
Ji
(
Xi+2
)
.
Remark 3.5. We consider Cn(A) the full subcategory of C(A) whose objects are those
X ∈ C(A) such that Xi = 0 for i > n. Similarly, Cn(A) is the full subcategory of C(A)
whose objects are those X ∈ C(A) such that Xi = 0 for i < n. We have the functors
F : C(A) → C1(A) and G : C(A) → Cn(A) given as follows: for X ∈ C(A), we put
F(X) = (Wi, di)i∈Z with Wi = Xi for i  1, Wi = 0 for i < 1 and di = diX , for i  1. For
f :X → Y a morphism in C(A) we put F(f ) = (gi)i∈Z with gi = f i for i  1.
Now, for X ∈ C(A) we define G(X) = (Wi, di)i∈Z putting Wi = Xi for i  n, Wi = 0
for i > n and di = diX for i  n− 1. If f :X → Y is a morphism in C(A), we put G(f ) =
(gi)i∈Z with gi = f i for i  n.
Clearly, if X f−→ Y g−→ Z is a conflation in C(A), then its image under F and its image
under G are conflations too.
Observe that, the functors F and G induce functors F : Cn(A) → Cn(A) and
G : C1(A) → Cn(A) sending conflations into En-conflations.
Proposition 3.6. For each n > 1 and X ∈ Cn(A) there is a sequence of morphisms in
Cn(A),
Zn
fn−→ Zn−1 → ·· · → Z2 f2−→ Z1 f1−→ X = Z0
such that for each j ∈ {1, . . . , n},
(1) Zn = T (X1) and if j = n, Zj = (⊕n−ji=1 Ji+j−1(Xi))⊕T (Xn−j+1).
(2) There are morphisms tj :Zj → Lj = G(X[−j + 1]) and sj :Lj → Zj−1 such that
fj = sj tj . Here s1 = idX and tn = idZn .
(3) The following pairs are En-conflations:
si ti−1
Li −→ Zi−1 −−→ Li−1 (i = 2, . . . , n).
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· · · → Z0m+1
f 0m+1−−−→ Z0m → ·· ·
f 03−→ Z02
f 02−→ Z01
f 01−→ X = Z00, (1)
with Z0s =
⊕n+s−1
i=s Ji(Xi−s+1). Moreover, we have conflations:
X[−s] u
0
s−→ Z0s
v0s−→ X[−s + 1]
with f 0s = u0s−1v0s . Apply G to the sequence (1), we have G(Z0n+1) = 0 and T (X1) =
G(Z0n)
G(v0n)−−−→ G(X[−n + 1]) = T (X1) an isomorphism. Then putting Zi = G(Z0i ), fi =
G(f 0i ), Li = G(X[−i]), si = G(u0i ), ti = G(v0i ), we obtain our result. 
In a similar way, we obtain the following:
Proposition 3.7. For each n > 1 and X ∈ Cn(A) there is a sequence of morphisms in
Cn(A),
X = W0 g0−→ W1 g1−→ W2 g2−→ · · · → Wn−1 gn−1−−−→ Wn
such that for each j ∈ {1, . . . , n},
(1) Wn = S(Xn) and if j = n, Wj = S(Xj )⊕⊕n−ji=1 Ji(Xi+j ).
(2) There are morphisms sj :Wj → Mj = F(X[j ]) and tj :Mj → Wj+1 such that gj =
tj sj , for j = n. Here tn−1 = idWn .
(3) The following pairs are En-conflations:
X
s0−→ W1 s1−→ M1, Mj tj−→ Wj+1 tj+1−−→ Mj+1 (j = n).
Corollary 3.8. The En-projectives (En-injectives) in Cn(A) are the direct summands of
direct sums of objects of the form Ji(M) and T (M) (Ji(M) and S(M)) with M ∈A.
Proof. It follows from Propositions 3.6 and 3.7. 
Corollary 3.9. The indecomposable En-projectives (En-injectives) in Cn(A) are the objects
Ji(P ) and T (P ) (the objects Ji(P ) and S(P )) with P ∈A indecomposable.
Proof. Let X be an indecomposable En-projective object in Cn(A) and take i =
min{j,Xj = 0}. By Proposition 3.6, the complex X is a direct summand of 0 → ·· · →
Xi → Xi ⊕ Xi+1 → ·· · → Xn−1 ⊕ Xn. That is, there is a morphism u = {uj }j∈{1,...,n}
in Cn(A) with uj = (u1j , u2j )t :Xj → Xj−1 ⊕ Xj and (dj−1,1)uj = idXj , for each
j ∈ {1, . . . , n}. Note that(1) ui :Xi → 0 ⊕ Xi = Xi equals to idXi because (0,1)ui = idXi .
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(3) If i < n, then Xi+1 = 0 because if di = 0, then idXi = ui = u1i+1di = 0. Now Xi+1 = 0
and idXi = ui = u1i+1di , then Ji(Xi) is a direct summand of X where the sections are
idXi , di , 0, . . . . and the retractions are idXi , u1i+1, 0, . . . .
Using the fact that X is indecomposable, we obtain our assertion. 
Corollary 3.10. With the notation in Remark 3.5, if X,Y ∈ Cn(A), the functor F induces
a morphism:
FX,Y : HomK(A)(X,Y ) → HomCn(A)
(
F(X),F (Y )
)
.
Proof. Recall that C(A) = K(A) and the complexes which are homotopic to zero are
those which are E-projectives (equivalently E-injectives). We conclude using the fact that
F(J0(M)) = S(M), F(Ji(M)) = Ji(M), if i > 0 and F(Ji(M)) = 0, if i < 0. 
Remark 3.11. If A is an abelian category, C(A), Cn(A) and Cn(A) are also abelian cat-
egories. In this case, we can consider the usual truncation functor τn : C(A) → Cn(A).
Recall that for X ∈ C(A),
τn(X) : · · · → Xs d
s
X−→ Xs+1 → ·· · → Xn−1 v−→ KerdnX → 0 · · · ,
where v is the morphism induced by dnX .
By Proposition 3.7, if X ∈ Cn+1(A), we have an exact sequence:
0 → X → S(X1)⊕ n⊕
i=1
Ji
(
Xi+1
) f (X[2])−−−−−→ S(X2)⊕ n−1⊕
i=1
Ji
(
Xi+2
)
.
Then if we apply the truncation functor, we obtain the exact sequence:
0 → τnX → S(X1)⊕ n−1⊕
i=1
Ji
(
Xi+1
) h(X)−−−→ S(X2)⊕ n−2⊕
i=1
Ji
(
Xi+2
)
.
3.12. We will adopt the following notation: N [a1, . . . , at ;b1, . . . , bt ] is the ((t + 1)× t)-
matrix (ni,j ) with ni,j = 0, if i = j, i = j + 1, and ni,i = ai for i = 1, . . . , t , ni+1,i = bi
for i = 1, . . . , t . By L[a1, . . . , at ;b1, . . . , bt−1], we denote the (t × t)-matrix (li,j ) with
li,j = 0, if i = j, i = j − 1, li,i = ai , if i = 1, . . . , t and li,i+1 = bi for i = 1, . . . , t − 1.
With this notation we have that the morphisms f2 in Proposition 3.6 and h in Re-
mark 3.11 can be described by the matrix
f2(X) = N
[
δ1,X, . . . , δn−2,Xn−2 , qXn;J2
(
d1X
)
, . . . , Jn−1
(
dn−2X
)
, T
(
dn−1X
)]
,[ ( 1 ) ( 2 ) ( n ) ]h(X) = L S dX ,J1 dX , . . . , Jn−1 dX ;pX2, δ1,X3, . . . , δn−2,Xn .
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In this part we denote byA a small k-category with k a commutative artinian ring which
is a Krull–Schmidt category and such that for any two objects X and Y in A, HomA(X,Y )
is a k-module of finite length (aggregate in the terminology of [9]). Through the paper if
M is a k-module of finite length we put DM = Homk(M,E), where E is an injective
envelope in Modk of k/ rad k.
We recall that a morphism f :X → Y in A is called right almost split if it is not a
retraction and for any non-retraction t :Z → Y there is a morphism u :Z → X such that
f u = t . We say that A has right almost split morphisms if for any indecomposable Y in
A there is a right almost split morphism ending in Y . Dually we define left almost split
morphisms. We say that A has almost split morphisms if A has right and left almost split
morphisms.
Now suppose E is an exact structure on A. An E-almost split sequence is a pair X f−→
E
g−→ Y in E with f a left almost split morphism and g a right almost split morphism
(see [8, Proposition 2.3]). We say that E has almost split sequences if A has almost split
morphisms and for all indecomposable non-E-projectives objects Z there is an E-almost
split sequence ending in Z and dually, for all indecomposable non-E-injective objects X
there is an E-almost split sequence starting in X.
By ModA we denote the category of contravariant functors F :A→ Modk. By modA
we denote the full subcategory of ModA whose objects are the finitely presented, this is
the contravariant functors F :A→ modk for which there is an exact sequence
HomA(−,X) → HomA(−, Y ) → F → 0
with X,Y ∈A. Now, an object F ∈ ModA is called finitely copresented if there is an exact
sequence
0 → F → D HomA(−,X) → D HomA(−, Y )
with X,Y ∈A.
The category A is called dualizing (see [2,9]) if the finitely presented objects and the
finitely copresented objects in ModA coincide.
We recall that an object F ∈ ModA is called finitely generated if there is an epimor-
phism HomA(−,X) → F , for some X ∈A, F is called coherent if it is finitely generated
and all its finitely generated subfunctors are finitely presented. For each morphism between
coherent functors, the image, the kernel and the cokernel are coherent. Then in case A is
dualizing, the coherent objects in ModA coincide with the finitely presented objects. Ob-
serve that forA dualizing, modA is an abelian category, therefore the category Cb(modA)
is also abelian.
Now A is dualizing if and only if the representable functors in ModA and in ModAop
are coherent and the functors
D HomA(−,X) ∈ ModA, D HomA(X,−) ∈ ModAop,
are finitely presented.
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HomA(−,X) we have
D HomCb(modA)
(−, Jj (DQX))∼= HomCb(modA)(Jj+1(PX),−).
Proof. For a category C and X,Y ∈ C we put HomC(X,Y ) = (X,Y )C .
Take M ∈ Cb(modA) and consider the isomorphisms:
D
(−, Jj (D(X,−)A))Cb(modA)(M) = D(M,Jj (D(X,−)A))Cb(modA)
∼= D(Mj+1,D(X,−)A)modA
∼= D((X,−)A,D(Mj+1))modAop
∼= DD(Mj+1(X))
∼= Mj+1(X).
On the other hand:
(
Jj+1(PX),−
)
Cb(modA)(M) ∼=
(
Jj+1
(
(−,X)A
)
,M
)
Cb(modA)
∼= ((−,X)A,Mj+1)modA
∼= Mj+1(X).
From here we obtain our lemma. 
Proposition 4.2. Suppose A is a dualizing category, then the category Cb(modA) is du-
alizing.
Proof. For each X ∈ modA we shall see that HomCb(modA)(−,X) is coherent. The
fact that HomCb(modA)(X,−) is also coherent is proved in a similar way. Take B ∈
Mod Cb(modA) a finitely generated subfunctor of HomCb(modA)(−,X), B is the image
of a morphism Hom(−, f ) : HomCb(modA)(−, Y ) → HomCb(modA)(−,X). Therefore we
obtain the exact sequence in Mod Cb(modA):
0 → HomCb(modA)(−,Kerf ) → HomCb(modA)(−, Y ) → B → 0,
thus B is finitely presented and our claim is proved.
For L ∈ C[a,b](modA), we have a monomorphism L → ⊕bj=a Jj−1(Lj ) (see 3.4).
Moreover, for each j ∈ [a, b] we have a monomorphism in modA, Lj → Ij with
Ij = DPj , Pj a representable covariant functor. Therefore, we obtain a monomorphism
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tain an exact sequence
0 → L →
b⊕
j=a
Jj−1(Ij ) →
d⊕
j=c
Jj−1(Zj )
with Zj = DQj , Ij = DPj , Qj,Pj representable functors.
From here we obtain the exact sequence
d⊕
j=c
D HomCb(modA)
(−, Jj−1(Zj ))→ b⊕
j=a
D HomCb(modA)
(−, Jj−1(Ij ))
→ D HomCb(modA)(−,L) → 0.
From Lemma 4.1 follows that D HomCb(modA)(−,L) is finitely presented.
With a similar argument we see that for L we have a presentation:
d⊕
j=c
Jj−1(Qj ) →
b⊕
j=a
Jj (Pj ) → L → 0,
with Pj , Qj representable functors. From here we obtain the exact sequence
d⊕
j=c
D HomCb(modA)
(
Jj−1(Qj ),−
)→ b⊕
j=a
D HomCb(modA)
(
Jj (Pj ),−
)
→ D HomCb(modA)(L,−) → 0
and then using again Lemma 4.1, we obtain our result. 
ForA a dualizing category we consider F the usual short exact sequences in the abelian
category Cb(modA).
Theorem 4.3. Suppose A is a dualizing category. The exact structure F on Cb(modA)
has almost split sequences.
Proof. Follows from Proposition 4.2 and [9, Theorem 9.7]. Observe that for a dualiz-
ing category B and for X indecomposable in B, the simple functor SX = HomB(−,X)/
rad(−,X) is finitely generated thus we have an epimorphism HomB(−, Y ) → SX . This
morphism is determined by a morphism f :Y → X which is a right almost split morphism.
In a similar way the existence of left almost split morphisms is proved. 
The category Cn(modA) is a full subcategory of Cb(modA) closed under extensions.
Then taking Fn the class of sequences of F which are in Cn(modA) we obtain an exact
structure on this last category.
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closed under E-pairs, direct summands and contravariantly finite, then E ′ the restriction of
E toA′ has right almost split morphisms. We recall thatA′ is a contravariantly finite subcat-
egory of A if and only if any X ∈A has a A′-right approximation. A morphism u :Y → X
with Y ∈A′ is called a A′-right approximation of X if for any morphism v :Z → X with
Z ∈A′ there is t :Z → Y such that ut = v.
Since A′ is Krull–Schmidt, the existence of right almost split morphisms implies the
existence of minimal right almost split morphisms and then one can prove that if X ∈A′ is
indecomposable which is not E ′-projective then there is an E ′-almost split sequence ending
in X.
Corollary 4.4. Suppose A is a dualizing category. The exact structure Fn on Cn(modA),
has almost split sequences.
Proof. For X ∈ Cb(modA), we know that there is a right Cn(modA)-approximation
FτnX → X. From here we obtain the existence of right almost split morphisms
and for X indecomposable which is not Fn-projective there is an Fn-almost split se-
quence ending in X. The rest of our claim is proved using the duality D : Cb(modA) →
Cb(modAop). 
Theorem 4.5. Suppose A is dualizing. Then the exact structure En on Cn(A) has almost
split sequences.
Proof. Consider projA the full subcategory of modA whose objects are the projectives,
this is the representable functors. We have an equivalence A∼= projA. For proving that En
has right almost split morphisms and that for all indecomposable non-En-projective objects
Z there is an En-almost split sequence ending in Z, it is enough to prove it for Cn(projA).
This last category is a full subcategory of Cn(modA) closed under Fn-extensions. Thus
for proving our statement it is enough to prove that any object in Cn(modA) has a right
Cn(projA)-approximation. Take L = (Li, diL) ∈ Cn(modA). By 3.3, there is a E-deflation
β :
⊕n
i=1 Ji(Li) → L. For each Li there is an epimorphism uj :Mj → Lj with Mj ∈
projA which induces an epimorphism φ :⊕nj=1 Jj (Mj ) →⊕ni=1 Ji(Li). Take now the
epimorphism βφ :
⊕n
j=1 Jj (Mj ) → L.
Observe that the only morphism from P = (P i, diP ) ∈ Cn(projA) to Jn(Ln) is the
zero morphism. Therefore any morphism from P to
⊕n
i=1 Ji(Li) is factorized through⊕n−1
j=1 Jj (Lj ) → L
For P = (P i, diP ) ∈ Cn(projA), for each i ∈ {1, . . . , n−1} consider the following com-
mutative diagram:
HomCb(modA)
(
P,Ji
(
Mi
)) Hom(1,φi )
∼=
HomCb(modA)
(
P,Ji
(
Li
))
∼=( ) Hom(1,φi ) ( )
HommodA P i+1,Mi HommodA P i+1,Li 0,
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ψ :
⊕n−1
j=1 Jj (Mj ) → L.
Using the fact that any null homotopic morphism from P to L is factorized through a
En-injective, then any such morphism is factorized through β and therefore through ψ .
Now consider q :Q → L a quasi-isomorphism with Q ∈ Cn(projA) and the mor-
phism F(q) :F(Q) → L. We can now prove that the morphism v = (F (q),ψ) :F(Q) ⊕⊕n−1
j=1 Jj (Mj ) → L is a right Cn(projA)-approximation. In fact, take E ∈ Cn(projA) and
s :E → L a morphism. Then there is a morphism t :E → Q with qt = s + λ, λ :E → L
a null-homotopic morphism. Then F(q)F (t) = s + λ. We know that λ factorizes through
ψ :
⊕n−1
j=1 Jj (Mj ) → L, thus s is a morphism which factorizes through v. This proves that
v is a right Cn(projA)-approximation.
For proving that En has left almost split morphisms and that for all indecomposable
non-En-injective objects X there is an En-almost split sequence starting in X, observe that
we have a duality D : Cn(A) → Cn(Aop) and Aop is also dualizing. 
5. Complexes over the projectives and the injectives
The main goal of this section is the study of the different relations between the cate-
gories Cn(ProjΛ), Cn(InjΛ), Cn(ProjΛ), C1(InjΛ) and K(ProjΛ).
5.1. In the following a morphism between indecomposable objects is called radical mor-
phism if it is not isomorphism. In Cn(ProjΛ) or in Cn(InjΛ), the endomorphism ring of
indecomposable E-projectives (respectively E-injectives) are, by Corollary 3.9, isomorphic
to EndΛ(P ) with P an indecomposable projective Λ-module. Therefore, there is a num-
ber m(n) such that any composition of m(n) radical morphisms between indecomposable
objects which are either E-projectives or E-injectives is zero.
Now, we introduce a category which is equivalent to Cn(ProjΛ) under the functor
F : Cn(ProjΛ) → Cn(ProjΛ) given in Remark 3.5. Recall that F(Ji(M)) = Ji(M) for
all i  1 and F(J0(M)) = S(M).
Notation 5.2. We will denote by Ln the full subcategory of K(ProjΛ) whose objects are
those X ∈ Cn(ProjΛ) with Hm(X) = 0 for m 1.
Lemma 5.3. Suppose X ∈ Cn(ProjΛ) and Y ∈ Ln, then
FX,Y : HomC(ProjΛ)(X,Y ) → HomCn(ProjΛ)
(
F(X),F (Y )
)
is an epimorphism.
Proof. Take h = (hi) :F(X) → F(Y ). The morphism h1 :X1 → Y 1 induces a morphism
h1 : Kerd1X → Kerd1Y . Now, Y ∈ Ln, then Imd0Y = Kerd1Y . Here X0 is projective then,
there is g0 :X0 → Y 0, such that d0Y g0 = h1d1X = h1d1X . By induction and using the fact
that Hm(Y ) = 0 for m 1, one can define, for any s  0, a morphism gs :Xs → Y s such
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s = gs+1dsX . Thus putting g = (gi) with gi = hi , for i  1, we have F(g) = h
proving our result. 
As a consequence, we have:
Lemma 5.4. If X ∈ Cn(ProjΛ) and Y ∈ Ln, then
FX,Y : HomK(ProjΛ)(X,Y ) → HomCn(ProjΛ)
(
F(X),F (Y )
)
is an epimorphism.
Lemma 5.5. Suppose h ∈ HomC(ProjΛ)(X,Y ) with X and Y in Ln. Then if F(h) = 0, h is
homotopic to zero.
Proof. Observe that:
· · · → X−n d
−n
X−−→ X−n+1 → ·· · → X−1 d
−1
X−−→ X0 d
0
X−→ Kerd1X → 0 and
· · · → Y−n d
−n
Y−−→ Y−n+1 → ·· · → Y−1 d
−1
Y−−→ Y 0 d
0
Y−→ Kerd1Y → 0
are projective resolutions. The morphism h :X → Y induces a morphism between the
above projective resolutions lifting the zero morphism between Kerd1X and Kerd1Y , there-
fore h is homotopic to zero. 
Lemma 5.6. For each X,Y ∈ Ln we have the following isomorphism:
FX,Y : HomK(ProjΛ)(X,Y ) → HomCn(ProjΛ)
(
F(X),F (Y )
)
.
Proof. Suppose h ∈ HomC(ProjΛ)(X,Y ) is such that FX,Y (h) = 0. Then FX,Y (h) =∑
µi +∑νj with µi = 0, νj = 0 and
µi = tisi :F(X) si−→ Jni (Mi) ti−→ F(Y ),
νj = τjσj :F(X) σj−→ S(Mj ) τj−→ F(Y ).
Here ni  n − 1, then F(Jni (Mi)) = Jni (Mi). By our previous result ti = F((t ′i )) and
si = F((s′i )), consequently
∑
µi = F((h′)) with µi = F((t ′i )(s′i )) is the zero morphism in
HomCn(ProjΛ)(F (X),F (Y )).
Now, σj = (. . . ,0, . . . , vj ,0, . . .) :F(X) → S(Mj ) with vj :X1 → Mj . The mor-
phism (σ ′j ) = (. . . ,0, vj d0X,vj ,0, . . .) :X → J0(Mj ) is such that F((σ ′j )) = σj . Using
Lemma 5.4, there is a (τ ′j ) :J0(Mj ) → Y with F((τ ′j )) = τj . From here we conclude that∑
νj = F((h′′)) with (h′′) homotopically null.
Therefore F(h− (h′)− (h′′)) = 0. By Lemma 5.5, h− (h′)− (h′′) is homotopic to zeroand consequently, h is homotopic to zero, proving our result. 
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We have similar results for complexes over injectives.
Notation 5.8. We denote by Rn the full subcategory of K(InjΛ) whose objects are those
X ∈ C1(InjΛ) such that Hj(X) = 0 for j  n.
5.9. The functor G : C1(InjΛ) → Cn(InjΛ) (see Remark 3.5) verifies
G
(
Jn(M)
)= T (M) and G(Jj (M))= Jj (M) for j = 1, . . . , n− 1.
Then if X,Y ∈Rn, GX,Y induces a morphism:
GX,Y : HomK(InjΛ)(X,Y ) → HomCn(InjΛ)
(
G(X),G(Y )
)
.
As in the projective case, we can prove the following.
Lemma 5.10. If X ∈Rn and Y ∈ C1(InjΛ), then the morphism
GX,Y : HomC(InjΛ)(X,Y ) → HomCn(InjΛ)
(
G(X),G(Y )
)
and
GX,Y : HomK(InjΛ)(X,Y ) → HomCn(InjΛ)
(
G(X),G(Y )
)
are epimorphisms.
Lemma 5.11. Suppose X,Y ∈Rn, then the following is an isomorphism:
GX,Y : HomK(InjΛ)(X,Y ) → HomCn(InjΛ)
(
G(X),G(Y )
)
.
Corollary 5.12. The functor G : C1(InjΛ) → Cn(InjΛ) induces an equivalence
G :Rn → Cn(InjΛ).
Proposition 5.13. There is an equivalence of categories E :Ln →Rn such that for each
X ∈ Ln, X ∼= E(X)[−1] in D(Λ).
Proof. Take X ∈ Ln. Then Hj(X) = 0 for j  1 and we can choose IX ∈ C2(InjΛ)
and a quasi-isomorphism qX :X → IX . Note that IX ∈Rn[−1]. Now, suppose h :X → Y
is a morphism in Ln, with h :X → Y a morphism of complexes, so there is a unique
morphism up to homotopy h′ : IX → IY such that h′qX = qY h because qX and qY are
quasi-isomorphisms . We define E :Ln →Rn given by E(X) = IX[1] and E(h) = h′[1].
It is a functor and in fact an equivalence. 
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In this section we study an equivalence Cn(ProjΛ) → Cn(ProjΛ) which is similar to
the equivalence ModΛ → ModΛ studied by H. Krause in [14].
Proposition 6.1. There is an equivalence
Â : Cn(ProjΛ) → Cn(ProjΛ).
This equivalence induces an equivalence Â : Cn(projΛ) → Cn(projΛ).
Proof. Take D(Λ) the Λ-bimodule Homk(Λ, I) where I is an injective envelope in Modk
of k/ rad k. The functor D(Λ) ⊗Λ − : ProjΛ → InjΛ is an equivalence and induces an
equivalence ν : Cn(ProjΛ) → Cn(InjΛ) which sends conflations into conflations. There-
fore ν induces an equivalence of categories µ : Cn(InjΛ) → Cn(ProjΛ). Take Â the in-
verse of the following composition of equivalences:
Cn(ProjΛ) → Ln E−→Rn → Cn(InjΛ) µ−→ Cn(ProjΛ).
The second part of our proposition is clear. 
Remark 6.2. Note that we also have an equivalence α : Cn(InjΛ) → Cn(InjΛ) given by
Cn(InjΛ) G−→Rn H−→ Ln F−→ Cn(ProjΛ) ν−→ Cn(InjΛ).
Notation 6.3. We consider C1n(ProjΛ), the full subcategory of Cn(ProjΛ) whose objects
are the complexes X such that for all i ∈ Z, diX(Xi) ⊂ JXi+1, with J the Jacobson radical
of Λ.
Remark 6.4. A morphism h :
⊕
i Qi →
⊕
j Rj with Qi , Rj indecomposable objects is
called radical if for any section σu :Qu →⊕i Qi and any projection πv :⊕j Rj → Rv the
morphism πvhσu is a radical morphism. If h :
⊕
i Qi →
⊕
i Qi is a radical endomorphism
with the Qi indecomposable En-projectives (respectively En-injectives), then hm(n) = 0
where m(n) is the number defined in 5.1.
Proposition 6.5. Let X be an object in Cn(ProjΛ) without direct summands which
are En-projectives (respectively En-injectives). If h :X → X factorizes through some En-
projective, then hm(n)+1 = 0.
Proof. Suppose h = ts with s :X → H , t :H → X and H En-projective, then by Corol-
lary 3.9, H = ⊕i Qi with Qi indecomposable En-projectives. Take now any inclusion
σj :Qj → H and any projection πi :H → Qi the morphism πistσj :Qj → Qi is not iso-
morphism, otherwise Qi is a direct summand of X. Therefore st :H → H is a radical
m(n)+1 m(n)morphism. Then, h = t (st) s = 0. 
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(i) There are X0 ∈ C1n(ProjΛ) and H a En-injective-projective object in Cn(ProjΛ) such
that X = X0 ⊕H .
(ii) If X ∈ C1n(ProjΛ), then there is a decomposition X ∼= X0 ⊕ T (M) with X0 without
En-projective direct summands.
(iii) If X ∈ C1n(ProjΛ), then there is a decomposition X ∼= X0 ⊕ S(M) with X0 without
En-injective direct summands.
Proof. (i) There exists a decomposition X1 = X11 ⊕X10 and X2 = X21 ⊕X20 such that with
respect to this decomposition
d1X =
(
u 0
0 v1
)
with u :X11 → X21 an isomorphism, and Imv1 ⊂ JX20 (see, for instance, [14]). Then d2X =
(0, v2). Thus we have X = H1 ⊕ Y with H1 ∼= J1(X10) and if Y = (Y i, diY ), Imd1Y ⊂ JY 2.
Continuing this procedure we obtain our result.
(ii) There is a decomposition Xn = M ⊕Xn0 such that
dn−1X =
(
0
v
)
:Xn−1 → M ⊕Xn0
and the morphism v :Xn−1 → Xn0 has not a direct summand of the form 0 → N . Then
putting X0 = (Y i, diY ) with Y i = Xi for i = n, Yn = Xn0 and diY = diX for i = n − 1, n,
dn−1Y = v, dnY = 0, we obtain our result.
(iii) Similar to (ii). 
Notation 6.7. In the rest of the paper we denote by Cn(ProjΛ)P the full subcategory of
Cn(ProjΛ) whose objects have not direct summands which are En-projectives, similarly,
Cn(ProjΛ)I denotes the full subcategory whose objects have not En-injective direct sum-
mands.
Lemma 6.8. Suppose X,Y ∈ Cn(ProjΛ)P (respectively in Cn(ProjΛ)I ) and X ∼= Y in
Cn(ProjΛ) (respectively in Cn(ProjΛ)), then X ∼= Y in Cn(ProjΛ).
Proof. There are morphisms f :X → Y and g :Y → X such that gf = id+s, fg = id+t
with s, t morphisms which factorizes through En-projectives. But by Proposition 6.5, both
s and t are nilpotent, consequently f is an isomorphism. 
Proposition 6.9. Let X be an object in Cn(ProjΛ), then there is a unique (up to iso-
morphism) X0 ∈ Cn(ProjΛ)P such that X ∼= X0 ⊕ H with H an En-projective object.
Similarly, there is a unique (up to isomorphism) X1 ∈ Cn(ProjΛ)I such that X ∼= X1 ⊕ J
with J an En-injective.
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ness of X0 and X1 follows from Lemma 6.8. 
Remark 6.10. From Proposition 6.9, for each X ∈ Cn(ProjΛ) there exists an unique (up
to isomorphism) X0 ∈ Cn(ProjΛ)P such that X ∼= X0 in Cn(ProjΛ) and, there exists an
unique (up to isomorphism) Y0 ∈ Cn(ProjΛ)I such that X ∼= Y0 in Cn(ProjΛ).
Definition. For each X ∈ Cn(ProjΛ)P consider the unique, up to isomorphism, A(X) ∈
Cn(ProjΛ)I such that
Â(X) ∼= A(X)
in Cn(ProjΛ). We call A(X), the Auslander–Reiten translate of X.
Proposition 6.11. Let X be an object in Cn(ProjΛ)P . We have that X is indecomposable
in Cn(ProjΛ) if and only if A(X) is indecomposable in Cn(ProjΛ).
Proof. Suppose X is indecomposable and A(X) ∼= Z1 ⊕ Z2 in Cn(ProjΛ). Then Zi ∼=
A(Xi) for Xi ∈ Cn(ProjΛ)P . Therefore X ∼= X1 ⊕X2 in the category Cn(ProjΛ), thus by
Lemma 6.8 X ∼= X1 ⊕ X2 in Cn(ProjΛ) a contradiction. Thus A(X) is indecomposable.
Similarly, if A(X) is indecomposable then X is also indecomposable. 
In the following proposition we give a more explicit description of A(X).
Proposition 6.12. Suppose X ∈ Cn(Λ-proj) is an indecomposable complex not En-
projective and Z ∈ Cn(Λ-proj) has not direct summands of the form Ji(P ). If Z is
quasi-isomorphic to τn(ν(X[−1])), then F(Z) ∼= A(X).
Proof. Take Y ∈ Rn such that G(Y) = ν(X) in Cn(Λ-inj) (see Corollary 5.12). Ob-
serve that Y is quasi-isomorphic to τn−1(ν(X)), then Y [−1] is quasi-isomorphic to
τn(ν(X[−1])). Here Y [−1] ∈ Rn[−1], then there is a W ∈ Ln, without direct sum-
mands of the form Ji(P ), quasi-isomorphic to Y [−1] (see Proposition 5.13). By definition,
A(X) ∼= F(W). On the other hand, Z is quasi-isomorphic to τn(ν(X[−1])), then Z is
quasi-isomorphic to W . Here Z and W are complexes in C−,b(Λ-proj), then they are ho-
motopic. Now, both Z and W have not direct summands of the form Ji(P ), this imply that
Z ∼= W , therefore F(Z) ∼= F(W) ∼= A(X). 
7. Generic complexes
Here we consider complexes of finite endolength and generic complexes introduced
in [15] which are the analogues of the corresponding notions of Crawley-Boevey for mod-
ules (see [7]). Through this section for X,Y ∈ C(ProjΛ) or in C(InjΛ), we denote by
HomC(X,Y ), the homomorphisms in the category of complexes and by HomK(X,Y ) the
morphisms in the homotopy category. Similarly for EndC(X) and EndK(X).
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i ∈ Z, the left EndK(X)-module Hi(X) has finite length.
Proposition 7.1. If X in C−,b(ProjΛ) or in C+,b(InjΛ) and it has not E-injectives as
direct summands then it is endofinite if and only if for all i ∈ Z, Xi has finite length as left
EndC(X)-module.
Proof. We may assume X ∈ C1(ProjΛ). As in Proposition 6.6, one can prove that if
some diX :X
i → Xi+1 is such that ImdiX is not contained in JXi+1, then X has a direct
summand of the form Ji(M). Consequently we may assume for all i ∈ Z, ImdiX ⊂ JXi+1.
Now, here H 1(X) = X1/ Imd1X , therefore this module has finite length over EndK(X)
and therefore over EndC(X). But Imd0X ⊂ JX1. Therefore X1/JX1 has finite length over
the k-algebra EndC(X), consequently X1 has also finite length over EndC(X).
Now, X0/Kerd0X and Kerd
0
X/ Imd
−1
X have finite length over EndC(X), therefore
X0/ Imd−1X have also finite length over EndC(X), again Imd
−1
X ⊂ JX0, thus X0/JX0
has finite length over EndC(X), consequently X0 has also finite length over EndC(X).
Following this way, we can prove the first part of our claim.
The converse of our result is clear. If X ∈ C+,b(InjΛ) and it has not direct summands
which are E-injectives, then for all i ∈ Z, SocXi ⊂ KerdiX . Then one proceeds as be-
fore. 
Definition. An object X ∈ Cn(ProjΛ) is called generic if it is indecomposable endofinite
and it is not in Cn(projΛ).
Theorem 7.2. Suppose X ∈ Cn(ProjΛ)P , then:
(1) X is endofinite if and only if A(X) is endofinite;
(2) X is generic if and only if A(X) is generic.
Proof. Suppose X is endofinite, then by Proposition 7.1 each Xi has finite length as
EndC(X)-module, therefore if Y is such that ν(Y ) ∼= X, then for each i ∈ {1, . . . , n},
ν(Y i) ∼= Xi , consequently each Y i has finite length over the ring EndC(Y ). Therefore again
by Proposition 7.1, Y is endofinite.
Take Y1 in Rn, with G(Y1) ∼= Y , then EndK(Y1) ∼= EndC(Y ). Here Hi(Y1) ∼= Hi(Y ) for
i = 1, . . . , n − 1 and Hj(Y1) = 0 for j  n. Therefore all the Hi(Y1) are of finite length
over EndK(Y1).
Now, there is a Y2 ∈ Ln with E(Y2) ∼= Y1. Moreover, there is a quasi-isomorphism
q :Y2 → Y1[−1]. Therefore, their cohomology groups are isomorphic, consequently Y2
is endofinite. We may assume that this object has not E-injective summands, thus all the
Y i2 have finite endolength over the endomorphism ring of Y2. Consequently A(X) ∼= F(Y2)
is endofinite, this proves (1).The statement (2) now follows from Proposition 6.11. 
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Now considerA= modΛ and the abelian category Cn(modΛ) with Fn the exact struc-
ture corresponding to short exact sequences. Clearly the projective objects in this category
are the objects of the form Ji(P ), T (P ) with P a projective Λ-module and the injectives
are the objects Ji(I ) and S(I) with I an injective Λ-module. Moreover, Cb(modΛ) has
enough projectives and injectives.
Take now P0 = J1(Λ)⊕ · · · ⊕ Jn−1(Λ)⊕ T (Λ) and Γ = EndCn(modΛ)(P0)op.
The functor HomCn(modΛ)(P0,−) : Cn(modΛ) → modΓ is an equivalence.
The k-algebra Γ is finite-dimensional therefore we know how to calculate almost split
sequences in modΓ . This construction can be translated to the category Cn(modΛ) via
the above equivalence. Then the almost split sequences in Cn(projΛ) can be calculated in
terms of those in Cn(modΛ) because the category Cn(projΛ) is a contravariantly finite
subcategory closed under extensions of Cn(modΛ).
Denote by ν the Nakayama functor projΛ → injΛ and by νΓ the corresponding
Nakayama functor for Γ . In the following we consider the functor
v : proj Cn(modΛ) → inj Cn(modΛ)
corresponding to νΓ through the equivalence HomCn(modΛ)(P0,−).
We denote Ui(P ) = Ji(P ) for i = 1, . . . , n − 1 and Un(P ) = T (P ).
Lemma 8.1. Let P be a projective Λ-module. We have that, for i = 2, . . . , n − 1,
v(Ji(P )) = Ji−1(ν(P )), v(J1(P )) = S(ν(P )) and v(T (P )) = Jn−1(ν(P )).
Proof. Take i = 2, . . . , n− 1. We have that
HomCn(modΛ)
(
P0,v
(
Ji(P )
))∼= νΓ (HomCn(modΛ)(P0, Ji(P )))
∼= D HomΓ
(
HomCn(modΛ)
(
P0, Ji(P )
)
,Γ
)
∼= D HomCn(modΛ)
(
Ji(P ),P0
)
∼= D HomΛ
(
P,P i0
)
∼= HomΛ
(
P i0 , ν(P )
)
∼= HomCn(projΛ)
(
P0, Ji−1(νP )
)
.
In similar way we prove that
HomCn(modΛ)
(
P0,v
(
J1(P )
))∼= HomCn(modΛ)(P0, S(vP))
HomCn(modΛ)
(
P0,v
(
T (P )
))∼= HomCn(modΛ)(P0, Jn−1(vP)). 
Theorem 8.2.(a) The exact structure En on Cn(projΛ) has almost split sequences.
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(c) If Y → E → X is an almost split sequence in Cn(projΛ), then Y ∼= A(X) (see Defin-
ition 6.10).
Proof. Here the categories projΛ and injΛ are dualizing, then (a) and (b) follow from
Theorem 4.5.
Now we prove (c). Let X = (Xi, diX) be in Cn(projΛ) and consider Z → F → X the
corresponding almost split sequence in Cn(modΛ).
We have HomCn(modΛ)(P0,Z) ∼= νΓ (HomCn(modΛ)(P0,X)). Since each Xi is a projec-
tive Λ-module, we have a minimal projective presentation of X in Cn(modΛ):
n−1⊕
i=2
Ji
(
Xi−1
)⊕ T (Xn−1) g(X)−−−→ n−1⊕
i=1
Ji
(
Xi
)⊕ T (Xn)→ X → 0,
thus we have the exact sequence in Cn(modΛ):
0 → Z →
n−1⊕
i=2
v
(
Ji
(
Xi−1
))⊕ v(T (Xn−1)) v(g(X))−−−−→ n−1⊕
i=1
v
(
Ji
(
Xi
))⊕ v(T (Xn)).
Now in the notation of 3.2, f2(X) = g(X), then v(g(X)) can be described by the matrix
N
[
v(δ1,X1), . . . ,v(δn−2,Xn−2),v(qXn−1);v
(
J2
(
d1X
))
, . . . ,v
(
Jn−1
(
dn−1X
))
,v
(
T
(
dn−1X
))]
.
For 2 i  n−2, we have: v(δi,Xi ) = δi−1,νXi , v(δ1,X1) = pν(X1), v(qXn−1) = δn−2,νXn−1 ,
and v(Ji(di−1X )) = Ji−1(ν(di−1X )) for 2  i  n − 2, and v(T (dn−1X )) = Jn−1(ν(dn−1X )).
Therefore:
v
(
g(X)
)= N[pν(X1), δ1,ν(X2), . . . , δn−2,ν(Xn−1);J1(ν(d1X)), . . . , Jn−1(ν(dn−1X ))].
Putting X0 = 0 and d0X = 0, we obtain the following matrix for v(g(X)):
L
[
S
(
ν
(
d0X
))
, J1
(
ν
(
d1X
))
, . . . , Jn−1
(
ν
(
dn−1X
));pν(X1), δ1,ν(X2), . . . , δn−2,ν(Xn−1)].
But the above matrix describe the morphism h(ν(X)[−1]) and then
Z ∼= Kerh(ν(X)[−1])= τn((νX)[−1]).
Take now q :Q → Z a quasi-isomorphism with Q = (Qj , djQ) ∈ C−,b(projΛ), such
that the morphisms diQ are radical morphisms. Then by Proposition 6.12 A(X) ∼= F(Q)
and a minimal right Cn(projΛ)-approximation of Z is of the form A(X) ⊕ U with U En-
injective. From [17, Theorem 5.3] we know that A(X) ⊕ U ∼= Y ⊕ I with I En-injective.
Here A(X) is indecomposable non-En-injective, consequently A(X) ∼= Y . From [9, Corollary 9.4], Theorem 8.2 implies the following result.
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Cn(projΛ), then for any Y ∈ Cn(projΛ) we have an isomorphism:
D ExtCn(projΛ)(Z,Y ) ∼= HomCn(projΛ)
(
Y,A(Z)
)
.
In the remainder of this section we shall describe the En-almost split sequences in
Cn(projΛ) having En-projective-injectives objects in the middle term.
Notation 8.4. For P an indecomposable projective Λ-module take SP = P/ radP ,
· · · d−3−−→ R−2 d−2−−→ R−1 d−1−−→ R0 → SP a minimal projective resolution of SP , and
SP → I 0 g
0−→ I 1 g1−→ I 2 g2−→ · · · a minimal injective co-resolution. We have R0 = P and
I 0 = D(Λ) ⊗Λ P . Take R = (Rj , djR) with Rj = 0 if j > 0 and djR = dj for j < 0;
I = (I j , djI ) with I j = 0 for j < 0 and djI = gj for j  0.
We now define Rj(P ) = F(R[−j − 1]) and Ij (P ) = G(I [−j ]) for 1 j  n − 1.
Proposition 8.5. There is a minimal right almost split morphism in Cn(projΛ)
ρj (P ) :Rj (P ) → Jj (P )
and a minimal left almost split morphism in Cn(injΛ)
µj (P ) :Jj (D(Λ) ⊗Λ P ) → Ij (P ).
Proof. We define h = ρj (P ) putting hi = 0, for i = j , i = j + 1, hj = d−1R and hj+1 =
idP . Now, suppose we have a morphism which is not isomorphism, g :Q → Jj (P ) with
Q indecomposable. Then if djQ(Qj ) is not contained in radQj+1, Q = Jj (Q) for some
indecomposable projective Λ-module Q. Here gj = gj+1 if gj+1 is an isomorphism, then
g is also an isomorphism which is not the case, thus gj+1 is a radical morphism, thus we
have that in general gj+1djR is a radical morphism.
On the other hand d−1R :R−1 → P is a right almost split morphism in projΛ, thus there
is µj :Qj → R−1 with d−1R µj = gj+1djR . Then d−1R µjdj−1Q = 0, consequently there is a
µj−1 :Qj−1 → R−2 with d−2R µj−1 = gjdj−1Q . Continuing in this way we can find mor-
phisms µj−2 :Qj−2 → R−3, . . . , µ1 :Q1 → P−j with d−jR µ1 = µ−j+1d2Q, . . . , d−1R µj =
gj+1djR . Then we have a morphism µ = (µi) :Q → Rj(P ) with µi = 0 for i > j , such
that ρj (P )µ = g. This proves our first statement, the second one is proved in a similar
way. 
Notation 8.6. For P an indecomposable projective Λ-module consider I = D(Λ)⊗ΛL an
0injective co-resolution of P/ radP , with L ∈ C (projΛ). We define Lj (P ) = G(L[−j ]).
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most split morphism in Cn(projΛ):
λj (P ) :Jj (P ) → Lj (P ).
Proof. Our result follows from Proposition 8.5. In fact, applying the equivalence
ν : Cn(projΛ) → Cn(injΛ), we have ν(Ji(P )) = Ji(D(Λ) ⊗Λ P ) and ν(Lj (P )) =
Ij (P ). 
Now, for P an indecomposable projective Λ-module and 1  j  n − 1 we have the
following complex in Cn(projΛ):
Bj (P ) = R−j d
−j
R−−→ R−j+1 d
−j+1
R−−−−→ · · · → R1 d
0
Ld
1
R−−−→ L1 d
1
L−→ · · · → Ln−j .
We have morphisms σj (P ) :Lj (P ) → Bj (P ) and τj (P ) :Bj (P ) → Lj (P ) given by the
following diagram:
Rj
d
j
R
id
· · · R1
d1R
id
R0
d0L
0 · · · 0
Rj
d
j
R
0
· · · R1
d0Ld
1
R
d1R
L1
d1L
id
L2
id
· · · Ln−j
id
0 · · · L0
d0L
L1
d1L
L2 · · · Ln−j .
Proposition 8.8. Let P be an indecomposable projective Λ-module and j ∈ Z with 1 
j  n− 1; the following
Rj(P )
(ρj (P ),σj (P ))
t
−−−−−−−−−→ Jj (P ) ⊕Bj (P ) (λj (P ),τj (P ))−−−−−−−−→ Lj (P )
is an En-almost split sequence in Cn(projΛ).
Proof. We have A(Lj (P )) ∼= Rj (P ), now we know from [9, Theorem 9.3] that the socle
of the left EndCn(projΛ)(Rj (P ))-module ExtCn(Lj (P ),Rj (P )) is simple and any non-zero
element of it is an almost split sequence. Now, one can see that if h :Rj (P ) → Rj (P ) is
a morphism which is not isomorphism, then h is factorized through (ρj (P ), σj (P ))t . This
proves our claim. 
Remark 8.9. One can also prove Theorem 8.2 first proving Corollary 8.3, then as for
modules this corollary implies Theorem 8.2.
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Cn(projΛ) (see proof of Proposition 3.6)
G
(
Z[−1])→ G(V (Z))→ Z,
from here we obtain the exact sequence:
0 → HomCn(projΛ)(Z,Y ) → HomCn(projΛ)
(
G
(
V (Z)
)
, Y
)
→ HomCn(projΛ)
(
G
(
Z[−1]), Y )→ ExtCn(projΛ)(Z,Y ) → 0.
Here
HomCn(projΛ)
(
G
(
V (Z)
)
, Y
)∼= HomGr(projΛ)(Z,Y )
and
HomCn(projΛ)
(
G
(
Z[−1]), Y )∼= HomCn(projΛ)(Z[−1], Y ).
Then we obtain an exact sequence:
0 → HomCn(projΛ)(Z,Y ) → HomGr(projΛ)(Z,Y ) → HomCn(projΛ)
(
Z,Y [1])
→ ExtCn(projΛ)(Z,Y ) → 0.
Applying D(−) = Homk(−,E), with E an injective envelope of the k-module k/ radk,
to this sequence, one can obtain for the case n = 2, the required isomorphism (see [4,
Proposition 5.4]). In the general case one obtains this isomorphism after some more work.
9. Almost split sequences and Auslander–Reiten triangles
In this section we show the existence of a close relation between the Auslander–Reiten
triangles in the category K−,b(projΛ) and the En-almost split sequences in the categories
Cn(projΛ),n ∈ N.
We recall that a triangle X u−→ Y v−→ Z w−→ X[1] in K−,b(A), A an additive category, is
called an Auslander–Reiten triangle if the following conditions are satisfied:
(AR1) X and Z are indecomposable;
(AR2) w = 0;
(AR3) if f :W → Z is not retraction, then there exists f ′ :W → Y such that vf ′ = f .
Lemma 9.1. Let a :X u−→ Y v−→ Z be a non-trivial conflation in C−,b(projΛ), with Z in-
decomposable not E-projective, and consider the associated triangle b :X u−→ Y v−→ Z w−→
X[1] in K−,b(projΛ). Then b verifies (AR2) and (AR3) if and only if v :Y → Z is a right
almost split morphism.
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K−,b(projΛ), there is a morphism g :Z → W such that fg = 1 + ts where s :Z → J ,
t :J → Z and J is E-projective. Here Z is an indecomposable which is not E-projective,
thus ts is not an isomorphism, consequently it is nilpotent and then fg is an isomorphism,
which contradicts our assumption. Then there is a morphism h :W → Y with vh = f + ts,
s :W → J , t :J → Z and J is E-projective. Thus, since v :Y → Z is a deflation, there is
a morphism t1 :J → Y with vt1 = t . Therefore f = v(h − t1s), which proves that v is a
right almost split morphism. The converse is clear. 
Lemma 9.2. Suppose A is projΛ or injΛ. Let X u−→ E v−→ H ⊕ Z be a E-conflation in
C(A) with H , E-projective. Then the above conflation has the form
a :X
( 0
u1
)
−−−→ E1 ⊕E2
(φ 0
0 v1
)
−−−−→ H ⊕Z
with φ an isomorphism and b :X u1−→ E2 v1−→ Z a E-conflation.
Proof. Take i :H → H ⊕Z the canonical inclusion. Then, since v is a E-deflation and H is
E-projective, there is a morphism g :H → E such that vg = i. Take now p :H ⊕ Z → H
the canonical projection. Then pvg = pi = 1H . Taking E1 = g(H) and E2 = Kerv, we
obtain the conflation a. Now, for all s ∈ Z, we have the exact sequence: 0 → Xs u
s
1−→ Es2
vs1−→
Zs → 0. But here Xs is an injective module, in case A = injΛ, and Zs is a projective
module if A= projΛ. In both cases the above sequence splits, consequently, b is always a
conflation. This proves our result. 
Lemma 9.3. Let X u−→ Y v−→ W w−→ X[1] be an Auslander–Reiten triangle in K−,b(projΛ).
If f :X → Z is not a section, then there exists f ′ :Y → Z with f ′u = f .
Proof. See [10, Lemma 4.2]. 
For P a projective Λ-module and i an integer, we denote by Ti(P ) the complex (Y s, dsY )
with Y i = P and Y s = 0 for s = i.
Proposition 9.4. Let X u−→ Y v−→ W w−→ X[1] be an Auslander–Reiten triangle in
K−,b(projΛ). Suppose that W is not concentrated in one degree. Then we have an ex-
act sequence
a : 0 → Hi(X) Hi(u)−−−→ Hi(Y ) Hi(v)−−−→ Hi(W) → 0.
Proof. We have the exactness of a in Hi(Y ). By our hypothesis there are not retractions
s :Ti(Λ) → W . Therefore, (AR3) implies that
( ) Hom(1,v) ( )HomC−,b(projΛ) Ti(Λ),Y −−−−−→ HomC−,b(projΛ) Ti(Λ),W
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HomC−,b(projΛ)
(
Ti(Λ),Y
)∼= Zi(Y ),
where Zi(Y ) = KerdiY . Therefore the morphism v|Zi(Y ) :Zi(Y ) → Zi(W) is an epimor-
phism. This implies that Hi(v) is an epimorphism.
Now from the exact sequence
Hi−1(Y ) H
i−1(v)−−−−−→ Hi−1(W) → Hi(X) Hi(u)−−−→ Hi(Y ),
we obtain that Hi(u) is a monomorphism. 
Proposition 9.5. Consider T the full subcategory of Cn(projΛ) whose objects are inde-
composables Z with Z1 = Zn = 0. If a :X u−→ Y v−→ Z w−→ X[1] is an Auslander–Reiten
triangle with Z ∈ T then there is a triangle b :X1 u1−→ Y1 v1−→ Z w1−→ X1[1] isomorphic to
a such that X1, Y1 ∈ Cn(projΛ) and F(X1) F (u1)−−−→ F(Y1) F (v1)−−−→ Z is an En-almost split
sequence in Cn(projΛ).
Conversely any En-almost split sequence in Cn(projΛ) ending in some Z ∈ T is of
the form F(X) F(u)−−−→ F(Y ) F(u)−−−→ Z for some Auslander–Reiten triangle in K−,b(projΛ),
X
u−→ Y v−→ Z w−→ X[1].
Proof. For Z ∈ T and X quasi-isomorphic to νZ[−1], there is an Auslander–Reiten trian-
gle of the form a :X u−→ Y α(u)−−→ Con(u) β(u)−−−→ X[1] with Con(u) ∼= Z in K−,b(projΛ).
This triangle is homotopically equivalent to a triangle of the form X i−→ Cyl(u) p−→
Con(u) β(u)−−−→ X[1], with Cyl(u) = Con(β(u))[−1] and X i−→ Cyl(u) p−→ Con(u) an E-
conflation. Here Con(u) is homotopically equivalent to Z, then Con(u) ∼= Z ⊕ H as
complexes with H an E-projective. Then using Lemma 9.2, we obtain an E-conflation
b :X1
u1−→ Y1 v1−→ Z such that the corresponding triangle is homotopically equivalent
to the triangle a. Now since ν(Zn) = 0, Hn+1(νZ[−1]) = 0. Thus we may take X ∈
Cn(projΛ). Here Hi(X) ∼= Hi(νZ[−1]) = 0 for i  1. Moreover Z1 = 0, thus Hi(Z) =
0 for i  1. Then Hi(E) = 0 for i  1. We conclude that the sequence b is in Ln. Since
the triangle corresponding to b is an Auslander–Reiten triangle, then by Lemma 9.3,
u :X → E is a left almost split morphism. Now F :Ln → Cn(projΛ) is an equivalence,
then F(u) :F(X) → F(E) is a left almost split morphism. From this we conclude that
the pair of composable morphisms F(X) F(u1)−−−→ F(E) F(v1)−−−→ Z is an En-almost split se-
quence.
For the converse, suppose c :Z1 → E → Z is an En-almost split sequence in
Cn(projΛ). By [11], there is an Auslander–Reiten triangle X → Y → Z → X[1] then
using the first part of our result we deduce that c is as in our claim. 
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We recall that C1n(projΛ) is the full subcategory of Cn(projΛ), whose objects are those
X such that for all i ∈ Z, dX(Xi) ⊂ radXi+1. We consider in C1n(projΛ) the class E1,n
of composable morphisms X → E → Y which are in En. It is not difficult to verify that
(C1n(projΛ),E1,n) is an exact category. We shall see that this category has E1,n-almost split
sequences. We need the following result:
Proposition 10.1. With the notation of 8.5, suppose u :X → Rj (P ) is a morphism in
C1n(projΛ) such that ρj (P )u = 0, then the morphism u can be factorized through a sum
of objects of the form Ji(Q) and S(Q).
Proof. By convenience we denote h = ρj (P ) :Rj (P ) → Jj (P ). We have hj+1 = idP ,
then uj+1 = 0. Therefore d−1R uj = 0, and there is a λ :Xj → R−2 with d−2R λ = uj . Con-
sider now the morphism v :X → Jj−1(Xj ) given by vj = idXj , vj−1 = dj−1X , and the
morphism s :Jj−1(Xj ) → Rj (P ) given by sj = uj and sj−1 = λ. We have a morphism
u2 = u − sv :X → Rj (P ) such that u2 = 0. Following in this way we can find a mor-
phism µ :X → Rj (P ) which is factorized through some En-injective object and such that
(u − µ) = (. . . ,0, u1,0, . . . ,0, . . .). Now, it is clear that u − µ can be factorized through
S(X1). This proves our assertion. 
Now, denote by C1n(injΛ) the full subcategory of Cn(injΛ) whose objects have not
direct summands of the form Ji(I ). We have the following dual version of the Proposi-
tion 10.1.
Proposition 10.2. Suppose u : Ij (P ) → X is a morphism in C1n(injΛ), such that for
µj :Jj (D(Λ) ⊗Λ P ) → Ij (P ) we have uµj (P ) = 0, then u can be factorized through
a finite direct sum of objects of the form Ji(I ) and T (I).
Corollary 10.3. If v :Lj (P ) → Y is a morphism in Cn(projΛ), such that for λj (P ):
Jj (P ) → Lj (P ), vλj (P ) = 0, then v can be factorized through a finite direct sum of
objects of the form Ji(Q) and T (Q).
Proof. The equivalence ν : C(projΛ) → C(injΛ) induces an equivalence: ν : C1n(projΛ) →
C1n(injΛ), with ν(Lj (P )) = Ij (P ), ν(Jj (P )) = Jj (D(Λ)⊗A P ) and ν(λj (P )) = µj (P ).
Then our result follows from the above proposition. 
Proposition 10.4. The indecomposable E1,n-injectives in C1n(projΛ) are the objects of the
form Rj (P ) and S(P ), with P an indecomposable projective Λ-module. The indecompos-
able E1,n-projectives in C1n(projΛ) are the objects of the form Lj (P ) and T (P ), with P
indecomposable projective Λ-module.
Proof. Let u :Y → W be an E1,n-inflation in C1n(projΛ). Take now any morphism
h :Y → Rj (P ). There is a morphism s :W → Jj (P ) such that su = ρj (P )h. Since W is in
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with ρj (P )µ = s. Then ρj (P )µu = ρj (P )h. By Proposition 10.1, there are morphisms
s1 :Y → M,s2 :M → Rj (P ) with M a complex which is En-injective, and µu− h = s2s1.
Here u is an inflation and M is En-injective, then there is a morphism λ :W → M with
λu = s1. Then h = (µ − s2λ)u. This proves that Rj (P ) is E1,n-injective. Now, it follows
from Propositions 3.7 and 8.5 that for any object X there is an E1,n-inflation X → M with
M a finite direct sum of objects of the form Ri(P ) and S(P ), from here we can deduce the
first part of our result. The second part is proved in a similar way. 
Theorem 10.5. Let X be an indecomposable object in Cn(projΛ) which is not E1,n-
projective then there is an E1,n-almost split sequence ending in X. If X is not E1,n-injective
then there is an E1,n-almost split sequence starting in X.
Proof. Suppose X is not E1,n-projective, then it is not En-projective. Take Y → E → X
an En-almost split sequence in Cn(projΛ). If E is not in C1n(projΛ), then it has a direct
summand Ji(P ), and then an irreducible morphism Ji(P ) → X, but by Proposition 8.5
this implies that X ∼= Lj (P ) which, by Proposition 10.4 is an E1,n-projective object, a
contradiction. Thus E is in C1n(projΛ), this implies the first part of our result. The second
part is proved in a similar way. 
Theorem 10.6. The exact category (C1n(projΛ),E1,n) has almost split sequences.
Proof. By Theorem 10.5, it is enough to prove that for any indecomposable object
X ∈ C1n(projΛ) there is a minimal left almost split morphism X → Y and a minimal
right almost split morphism W → X. For Rj (P ) we have the minimal left almost split
morphism, σj (P ) :Rj (P ) → Bj (P ). For Lj(P ) we have the minimal right almost split
morphism, τj (P ) :Bj (P ) → Lj (P ). Now, if X is not isomorphic to some Rj (P ), take
the minimal left almost split morphism X → Y in Cn(projΛ). Here by Proposition 4.5, Y
has not direct summands of the form Ji(P ), therefore X → Y is a minimal left almost split
morphism in C1n(projΛ). Similarly, we can prove that if X is not isomorphic to some object
of the form Li(P ) then there is a right almost split morphism W → X in C1n(projΛ). 
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