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Abstract. This paper is devoted to the feedback control of a one degree-of-freedom (dof) juggling robot, considered
as a subclass ofmechanical systems subject to a unilateral constraint. The proposed approach takes into account the
whole dynamics of the system, and focuses on the design of a force input. It consists of a family of hybrid feedback
control laws, that allow to stabilize the object around some desired (periodic or not) trajectory. The closed-loop
behavior in presence of various disturbances is studied. Despite good robustness properties, the importance of
good knowledge of the system parameters, like the restitution coefﬁcient, is highlighted. Besides its theoretical
interest concerning the control of a class of mechanical systems subject to unilateral constraints, this study has
potential applications in non-prehensile manipulation, extending pushing robotic tasks to striking-and-pushing
tasks.
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1. Introduction
The feedback control of mechanical systems subject to unilateral constraints has received
some attention. However, it remains largely unexplored. Recent research concerning
analysis and control of such nonsmooth systems has focused on stabilization ofmanipulators
[4], [14], wellposedness and system theoretical issues [33], [34], bipedal locomotion [10],
[16], control of juggling and catching robots [1], [5], [6], [7], [22], [23], [24], [25], [26], [27],
[28], [29], [35], [36], [37], [38], stabilization of polyhedral objects in some manipulation
tasks [43], non-prehensile manipulation [11], [15], [19], [21]. One common feature of
these studies is that the open-loop models used are basically rigid body dynamics with a set
of unilateral constraints on the generalized position. Such systems may be represented as
follows:
M(q)q¨ + C(q, q˙)q˙ + g(q) = Tu + ∇q f (q, t)λ (1)
f (q, t) ≥ 0 (2)
λ ≥ 0 , λT f (q, t) = 0 (3)
1
where the classical dynamics of Lagrangian systems is in (1), the set of unilateral constraints
is in (2) with f (q, t) ∈ R, and the so-called complementarity conditions [34] are in (3)
where λ ∈ R is the Lagrange multiplier vector. We assume frictionless constraints,
although this assumption is worthless concerning the one dof juggler (impacts are always
central). q ∈  = {q ∈ Rn : f (q, t) ≥ 0}, M(q) ∈ Rn×n , C(q, q˙)q˙ ∈ Rn , g(q) ∈ Rn and
u ∈ Rm are the generalized coordinate vector, the inertia matrix, the Coriolis and centrifugal
terms, the gravity forces and torques, and the control input respectively, with T ∈ Rn×m .
In order to render the dynamical system complete, one must add to (1)–(3) a so-called
restitution law that relates post and preimpact velocities. Such physical rules are necessary
to render the domain  invariant with respect to the system’s dynamics. The most widely
used restitution rule is known as Newton’s conjecture [2]. It is based on the knowledge of
restitution coefﬁcients ei , and is represented in its generalized form as follows:
q˙(t+k )
T∇q fi (q(tk), tk) = −ei q˙(t−k )T∇q fi (q(tk), tk) − (1+ ei )∇t fi (q(tk), tk) (4)
where ∇q fi ∈ Rn , 1 ≤ i ≤ , and tk generically denotes the impact times (the superindices
+ and − stand respectively for the instants just after and just before the collisions), with
q˙(t−k )T∇q fi (q(tk), tk) < 0. In case of a codimension 1 constraint ( = 1), e ∈ [0, 1]
from energetical arguments. The system in (1)–(4) is complete, in the sense that given
preimpact velocities q˙(t−k ), one is able to calculate the postimpact velocities and continue
the integration after the collision has occurred. Let us notice that the system in (1)–
(4) is a complex hybrid dynamical system [3]. This class of dynamical systems can be
divided further into subclasses. In particular the case when the free-motion dynamics are
controllable has recently received attention [4], [33]. However this class does not cover
some impacting robotic systems like bipedal and juggling robots. Indeed let us write down
the dynamical equations of a one dof juggler, i.e., a system composed of an object (a ball)
subject to gravity, which rebounds on a controlled mass (a one dof robot) as shown in
ﬁgure 1:
m1 y¨1 = −m1g (5)
m2 y¨2 = −m2g + u (6)
f (y1, y2) = y1 − y2 ≥ 0 (7)
y˙1(t+k ) − y˙2(t+k ) = −e
[
y˙1(t−k ) − y˙2(t−k )
]
(8)
The dynamics in (5)–(8) may be seen as a simple convex conical system [32] in the sense
that if φ1 and φ2 are continuous-time trajectories of (5)–(8) then βφ1 + (1 − β)φ2, ∀β ∈
[0, 1], is also a continuous-time trajectory of the system. Most importantly, notice that
the ball dynamics in (5) are not controlled since only gravity acts on the ball. Hence, the
only way to inﬂuence the trajectory (y1, y˙1) is through impacts, i.e., at times tk such that
y1(tk) − y2(tk) = 0. This is a strong motivation for considering the feedback control of
a one dof juggler as in (5)–(8) since it represents a simpliﬁed model of manipulation of
objects through “controlled” collisions with a robotic device [43].
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Figure 1. One dof juggler.
Remark 1. More generally, juggling robots may also be considered as a particular case of
a class of nonlinear systems:
z˙1 = f1(z1, t, λ) (9)
z˙2 = f2(z2, u, λ) (10)
h(q1, q2, t) ≥ 0 , λT h(q1, q2, t) = 0 , λ ≥ 0 (11)
where zi
= (qTi , q˙Ti )T ∈ R2ni , i = 1, 2 (n1 and n2 may have the same or different values),
u ∈ Rm , λ ∈ R, and a restitution law must be added to complete the model. Our goal is to
stabilize z1(t) around a desired trajectory. The controllability and stabilizability properties
of such systems, which depend on the vector ﬁelds in (9), (10) and on h in (11), have
not yet been fully understood. However, as we shall see later, some basic properties are
quite useful. Among those: i) the explicit knowledge of the trajectories of (9) between
impacts, ii) the controllability of (10), and iii) the controllability of (9) through collisions.
Property i i i) will be made clear in remark 5. Interestingly enough, let us note that those
assumptions are quite similar to the assumptions made in [17], although the class of non-
linear systems they considered and the control objectives are quite different (they deal
with asymptotic stabilization to the origin of a class of smooth cascaded systems modeling
nonholonomic mechanisms). The interest for considering systems as in (9)–(11) is that
their study ﬁnds potential applications in all types of juggling robots, catching tasks, non-
prehensile manipulation (pushing-and-striking tasks), and stabilization of manipulators on
passive dynamical environments. It is clear that in practice, disturbances and parameter
uncertainties will be an obstacle to the use of assumption i). Hence, robustness studies
will be very important for such systems. Finally, it is worth noting the similarities between
systems as in (9)–(11) and walking or hopping machines. Indeed in both cases there is a
part of the system that is not controllable during ﬂight times (i.e., the center of mass motion
for walking robots). We therefore conjecture that the dynamics in (9)–(11) may represent
a very large class of systems subject to unilateral constraints. The role of the vector ﬁelds
f1, f2 and of h in the stabilizability properties of such systems remains however an open
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ﬁeld, as well as that of the restitution rule1 (recall that a restitution law must be added to
complete the model). The study of simple juggling robots is expected to be a nice manner
to investigate their basic properties.
2. Review of Previous Work
The structure of mechanical systems as in (5)–(8) naturally leads to the study of their
dynamics and the control design at impact times only through their so-called impact Poincare´
map P (the Poincare´ section is chosen as  = {(q, q˙, t) ∈  × Rn × R+ : f (q, t) = 0 ,
q˙T∇q f (q, t) > 0}). One way to obtain the closed-loop impact Poincare´ map is to integrate
(5) and (6) between impacts to get
y1(tk+1) = y1(tk) + y˙1(t+k )k −
g
2
2k (12)
y˙1(t−k+1) = y˙1(t+k ) − gk (13)
y2(tk+1) = y2(tk) + y˙2(t+k )k +
∫ tk+1
tk
∫ t
tk
u(s) ds dt (14)
y˙2(t−k+1) = y˙2(t+k ) +
∫ tk+1
tk
u(t) dt (15)
tk+1 = tk + k (16)
and then to seek a controller u such that y1(tk+1) = y2(tk+1) = y∗, y˙1(t+k+1) = y˙∗1 and
y˙2(t+k+1) = y˙∗2 (using also the restitution law). However, it is not easy in general to ﬁnd such
a u. This philosophy has been employed in [5], [6], [7], [35], [36] to control juggling robots.
Basically, these authors used the assumption that m1m2 = 0, i.e., the robot’s velocity y˙2 is not
affected by the shocks. Then the open-loop system is reduced to a 2-dimensional system
(the ball dynamics in (5)), together with a time-varying unilateral constraint y1(t) ≥ y2(t).
It is then possible to obtain an explicit form of P. Buehler, et al. [5], [6], [7] formulate
the problem as designing a feedback control for P , where the inputs are ﬁrst considered
as being a sequence of ﬂight-times k
= tk+1 − tk and robot velocities y˙2(t−k ). Then, they
propose a heuristic strategy which they call the mirror law (because it aims at making y1
and y2 more or less symmetrical with respect to the shock position y1 = y2 = 0). This work
was extended in [22], [23], [24], [25], [26], [27] to more complex jugglers. Experimental
results have also been presented by these authors. The control strategies are based on
continuous feedback of the object state, measured either via cameras [26], [27] or via a
digitizing table [6], [7]. Vincent [35], [36] directly uses the 2-dimensional map P derived
in [13] and nicely combines results on the bouncing ball dynamics [9] to obtain a hybrid
controller. First y2(t) is set to create chaotic motion of the ball. Then the robot’s motion
is switched to stabilize (y1, y˙1) around a periodic trajectory when its basin of attraction has
been attained. The control strategy uses the measurements of ﬂight times obtained via a
microphone attached to the robot. However, the main drawbacks of this strategy are that the
transient period length is not guaranteed, moreover its extension to more complex systems
like two dof jugglers is not trivial. Finally, learning techniques have been applied to various
juggling systems in [1], [28], [29].
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In this work we consider the full dynamics (5)–(8), i.e. we allow for discontinuities in
y˙2. Indeed although the assumption m1m2 = 0 may be satisﬁed in some practical cases (like
juggling with a ping-pong ball), this is not a universal property, and it may not be satisﬁed
in the general case of pushing-and-striking manipulation tasks. Moreover, its relaxation
makes it difﬁcult to employ the above cited strategies, since P has no longer dimension
2, but 4. Most importantly, let us notice that the design of the force input u in (6) has
never been presented in the previous works on the control of juggling robots. We are
therefore interested in designing directly the u that is to be implemented on the robot. This
note is organized as follows: In section 3 we present the controller and the closed-loop
analysis for the one dof juggler. Section 4 is devoted to examine the closed-loop behavior
when various types of disturbances (bad knowledge of the restitution coefﬁcient e, bad
velocity measurements) are present. Conclusions are given in section 5. Several numerical
simulations illustrate the theoretical investigations.
3. Main Results
Before developing the proposed controller u in (6), let us deﬁne the objectives of the one dof
juggling task: given the dynamics in (5)–(8), make the ball attain a periodic motion from
any initial condition x(0), where xT = (y1, y2, y˙1, y˙2), and for any m = m1m2 and e ∈ [0, 1].
In other words, since the trajectory (y1(t), y˙1(t)) can be controlled only through impacts
with the robot at times tk , the goal is to design u in (6) such that the collisions occur at
y1(tk) = y2(tk) = yd , y˙1(t+k ) = y˙d > 0, after a possible transient period. Notice that this
is equivalent to impose y1(tk) = yd and tk+1 = tk + d , with d = 2g y˙d , or y1(tk) = yd
and the trajectory apex s(k) = sd = yd + y˙
2
d
2g . Nevertheless, as we shall see later, one is
also free to choose varying signals yd(k) and y˙d(k) to be tracked. Let us note that this
deﬁnition is slightly different from some other works: for instance in [35], [36], only the
apex is regulated while the impact position is not considered. In the next subsection we a
priori introduce an input u. We shall see further (see remark 5) that it can be deduced from
a more general control design methodology.
3.1. The Force Input Controller u
CLAIM 1 Consider the dynamical system in (5)–(8). Suppose that x(0) and u are such that
it exists an impact or a contact time t0. Let us define the following control input:
u = m2g + m2v (17)
v = Ak(t − tk) + Bk (18)
k ≥ 0, with
Ak = 6d2k
(
y˙∗2 (k + 1) + y˙2(k)
)− 12
d3k
(
y∗(k + 1) − y(k)) (19)
Bk = − 2dk
(
y˙∗2 (k + 1) + 2y˙2(k)
)+ 6
d2k
(
y∗(k + 1) − y(k)) (20)
5
dk =
y˙1(k) +
√
y˙21(k) − 2g (y∗(k + 1) − y(k))
g
(21)
y˙∗2 (k + 1) =
1+ m
1+ e y˙
∗
1 (k + 1) +
m − e
1+ e
√
y˙21(k) − 2g (y∗(k + 1) − y(k)) (22)
where y˙1(k)
= y˙1(t+k ), y˙2(k) = y˙2(t+k ), y(k) = y1(tk) = y2(tk), and y∗(k+1) and y˙∗1 (k+1)
are chosen such that
y∗(k + 1) < hk =
⎧⎨
⎩
y(k) + y˙21 (k)2g if y˙1(k) > 0
y(k) if y˙1(k) ≤ 0
(23)
and
y˙1(tk + dk) − y˙∗2 (k + 1) < 0 (24)
Then, for all k ≥ 0:
1. y1(t) − y2(t) > 0, ∀ t ∈ (tk, tk + dk)
2. tk+1 = tk + dk
3. y(k + 1) = y∗(k + 1)
4. y˙1(k + 1) = y˙∗1 (k + 1)
Proof: The proof can be found in [40], [39] and is given in appendix A.
Remark 2. Controllers as in (52), (53) are basically open-loop. But one notices from
(17)–(24) that the controller is computed with x(t+k ). Consequently u is a state feedback for
the system considered as a discrete-time operator at the shock times tk . More generally, the
presented methodology for stabilization of the system in (9)–(11) at some desired trajectory
at impact times may be based on a continuous-time feedback of z2 and a discrete-time
feedback of z1. This is another common point with the assumptions in [17] (see remark 1).
Remark 3. It clearly appears from (52), (53) that one can modify the matrix F to obtain
different controllers in (18) by merely modifying u in (17) (and provided that the obtained
system in (6) is controllable with v as the new input). For instance let us choose u = m2g−
m2ω2k y2 +m2v with ωk = 2πdk . Then, as shown in [39], [41], the equation f (y1(t), y2(t))
=
y1(t) − y2(t) = f () can be written as:
f () = y(k) + y˙1(k) − g2
2 −
(
y(k) − Ak
2ωk

)
cos(ωk)
−
(
y˙22(k)
ωk
+ Ak
2ω2k
+ Bk
2ωk

)
sin(ωk) (25)
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where 
= t − tk > 0. In order to prove that f () > 0, ∀ ∈ (0, dk), one must
ﬁrst demonstrate that f () has no roots on (0, dk) which, from (25), is not easy. Since
point 1 in claim 1 is crucial for the overall scheme to work, we choose to disregard those
controllers for which we cannot prove that it is satisﬁed. Such conditions of non-existence
of “accidental” shocks are general in the analysis of vibro-impact systems. In particular for
results concerning existence of periodic trajectories see [12]. They may be called viability
conditions. They are fundamental conditions in the study of vibro-impact systems which
have sometimes been forgotten [20], [30].
Remark 4. Let us deﬁne the vector x(k)T = (y(k), y˙1(k), y˙2(k), tk). Then, the dynamics
of the impact Poincare´ map
P :  → 
x(k) 
→ x(k + 1) (26)
with  = {(x, t) ∈ R4 × R+ : y1 − y2 = 0, y˙1 − y˙2 > 0}, are guaranteed in closed-loop
via the chosen input force u in (17)–(24). As we pointed out in the introduction, a possible
path for the control design is to use equations (12)–(16). For instance, introducing (17),
(18) into (14), (15) one obtains:
y2(k + 1) = y2(k) + y˙2(k)k + Bk2 
2
k +
Ak
6
3k (27)
y˙2(t−k+1) = y˙2(k) + Bkk +
Ak
2
2k (28)
Considering (12), (13), (27), (28), (16), and (59), (60), we get a 4-dimensional mapping
x(k + 1) = P(x(k), Ak, Bk,k), given by
x(k + 1) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
y(k) + y˙1(k)k − g22k
m−e
1+m (y˙1(k) − gk) + 1+e1+m
(
y˙2(k) + k Bk + 
2
k
2 Ak
)
m(1+e)
1+m (y˙1(k) − gk) + 1−em1+m
(
y˙2(k) + k Bk + 
2
k
2 Ak
)
tk + k
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(29)
with Ak , Bk , and k as control parameters, and an algebraic equation
k
[
Ak
6
2k +
Bk + g
2
k + (y˙2(k) − y˙1(k))
]
= 0 (30)
It is noteworthy that although k may be considered an input signal for the application in
(29), in reality k is a consequence of the dynamics and of the real input (Ak, Bk). In fact,
from (30), k can be expressed in terms of Ak and Bk and introduced in (29) to get an
explicit system’s Poincare´ mapping
x(k + 1) = P¯(x(k), Ak, Bk) (31)
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Notice that an expression fork cannot always be obtained explicitly. Besides, the resultant
mapping (31) is usually non-linear in its inputs. This is what renders the design of the
control input (Ak, Bk) for tracking purposes directly from (31) a difﬁcult task. One could
analyze the stabilization of (31) by linearizing it around a desired trajectory. Then, a local
linear feedback can be designed provided the linearization is controllable. Buehler, et al.
[5], [6], [7] did similarly for their 2-dimensional mapping, but found that such a control
strategy does not provide a satisfactory behavior in practice. We have overcome such
difﬁculty using the Dead-beat controllers which allow us to directly assign a value to k .
Remark 5 (3-step recursive control design). From the above developments it follows that
considering the impact Poincare´ map P¯ in (31) for control design purposes is not a good
solution. As we announced in the introduction of section 3, we now describe a recursive
control designmethod, which will enable us to recover the Dead-beat strategy. Let us deﬁne
v(t) = Ak+ Bk ,  = t − tk , with Ak and Bk constants on (tk, tk+1). From (12)–(16) and
(59) we get⎧⎨
⎩
y1(tk+1) = y1(tk) + y˙1(t+k )k − g22k
y˙1(k + 1) = m−e1+m y˙1(t−k+1) + 1+e1+m y˙2(t−k+1)
(32)
and ⎧⎨
⎩
y2(tk+1) = y2(tk) + y˙2(t+k )k + Ak 
3
k
6 + Bk
2k
2
y˙2(t−k+1) = y˙2(t+k ) + Ak 
2
k
2 + Bkk
(33)
Step 1: We choosek and y˙2(t−k+1) as the inputs of the system in (32), such that y1(tk+1) =
y∗(k + 1), y˙1(t+k+1) = y˙∗1 (k + 1). This gives
(32) ⇔ F1(x1(k), x∗1 (k + 1),k, y˙2(t−k+1)) = 0
⇒
{
k = dk
y˙2(t−k+1) = y˙∗2 (k + 1)
(34)
where xT1 = (y1, y˙1); dk and y˙∗2 (k + 1) are given in claim 1 (eqs. (21) and (22) respec-
tively), and for some function F1.
Step 2: Introducing the values in (34) into (33), we get F2(x(k), dk, y˙∗2 (k+1), Ak, Bk) = 0,
for some function F2, from which we deduce Ak and Bk , which are equal to those in
claim 1 (eqs. (19) and (20) respectively).
Step 3: Check viability, i.e., the sign of the function f () = y1(t) − y2(t), on (tk, tk+1).
It is noteworthy that the success of the ﬁrst step relies on the “controllability” (or invert-
ibility) properties of the ﬁrst subsystem with k and y˙2(t−k+1) as inputs. The second step
mainly hinges on the satisfaction of the viability conditions. In other words one can choose
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another controller structure v(t). For instance
v(t) =
n∑
i=0
Ak,ii (35)
The viability conditions can be studied from the sign of f () as in (57), which is a poly-
nomial in . Clearly for n ≥ 2 in (35), the sign of f () is not easy to obtain. This is why
the solution n = 1 has been chosen. Let us ﬁnally notice that it is not proven yet that to
each (polynomial) controller as in (35) there corresponds a Dead-beat controller (possibly
designed after a dynamic pre-feedback in order to get the right matrix F in (51)–(53)).
Extending the above procedure to systems as in (9)–(11) is a topic of future research.
3.2. Definition of the Desired Trajectories
The next step is to deﬁne the signals y∗(k + 1) and y˙∗1 (k + 1) which can be regarded as the
desired trajectory of the ball. We still consider the system at a generic impact time tk .
COROLLARY 1 Let y∗(k + 1) and y˙∗1 (k + 1) be given as:
y∗(k + 1) =
{ yd if hk > yd
y(k) + r if hk ≤ yd
(36)
y˙∗1 (k + 1) =
{
y˙d if hk > yd√
y˙2d + 2g (yd − y(k) − r) if hk ≤ yd
(37)
where y˙d > 0, and r is a real value chosen such that condition (23) is satisfied, i.e.,
y(k) + r < hk. Then (xk,k) converges towards its desired value (xd , d) = (yd , yd , y˙d ,
1−e−2em
1+e y˙d ,
2
g y˙d) after at most 2 impacts, i.e., (xk+i ,k+i ) = (xd ,d) ∀i ≥ j ∈ {0, 1, 2}.
Proof: From claim 1 and (29), it is easy to verify that whenever the control input (17)–(24)
is applied, the system’s impact Poincare´ mapping (26) is given by
x(k + 1) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
y∗(k + 1)
y˙∗1 (k + 1)
1−em
1+e y˙
∗
1 (k + 1) − e(1+m)1+e
√
y˙21(k) − 2g (y∗(k + 1) − y(k))
tk + y˙1(k)+
√
y˙21 (k)−2g(y∗(k+1)−y(k))
g
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(38)
From the iterative substitution of (36) and (37) in (38), the proof follows.
Notice that this consitutes mainly a theoretical result, since in practice more than two
shocks will often be necessary before the convergence to the desired value, mainly due to
input saturations. In the next subsection a strategy is proposed to cope with this problem.
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Figure 2. Results of example 1: a) h0 > yd ; b) h0 ≤ yd .
Example 1. Let us consider the application of the control strategy (17)–(22), (36) and (37)
to a one dof juggler with e = 0.7,m1 = 0.3 kg,m2 = 2 kg (which givesm = 0.15), yd = 0,
y˙d = 4.43 m/s (which is equivalent to sd = 1 m), y(0) = −0.4 m, y˙2(0) = −0.2 m/s. In
ﬁgure 2, one can observe the trajectories followed by the ball and the surface in the upper
graphs and the control input force in the lower ones (where the dashed line indicates the
surface weight, m2g = 19.62 N). Two cases are considered: a) y˙1(0) = 3.4 m/s which
gives h0 = 0.2 m > 0, and b) y˙1(0) = 2 m/s which gives h0 = −0.2 m < 0. This shows
the two possible initial cases: h0 > yd and h0 ≤ yd respectively.
3.3. Control Magnitude Reduction via Desired Motion Modification
The impact trajectories deﬁned in (36) and (37) are designed in such a way that the ball
reaches the desired apex sd = yd + y˙
2
d
2g just after the ﬁrst control collision. This may require
continuous-time input forces of big magnitudes during the ﬁrst ﬂight interval (t0, t0 + d0)
(see ﬁgure 2b). Let us consider the realistic case where the ﬁnal actuator of the juggling
robot provides forces bounded in magnitude such that |u| ≤ umax. From (18), this implies
v1 ≤ v ≤ v2. One sees from (36) and (37) that the signals y∗(k + 1) and y˙∗1 (k + 1) can
be chosen time-varying in order to cope with the input magnitude. Intuitively, one easily
conceives that the desired apex sd can be attained by imparting several small strikes to the
ball rather than one big hit (this is for instance what one does with a racket to make a tennis
ball rebound higher and higher). In this subsection we present such a strategy.
COROLLARY 2 Let us consider that v1 < −3+e−2m+2em1+e g and v2 >
3−2e+4m−em
1+e g, and
assume that:
1. The impact states just after the first shock at t0 are such that y˙1(0) > 0 and
−v2
g
y˙1(0) ≤ y˙2(0) ≤ min{M1, M2, 1}y˙1(0)
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where M1 = − 12
(
v1
g + m−e1+e + eM3 1+m1+e
)
, M2 = v2g − 2(m−e)1+e − 2eM3 1+m1+e , M3 = min{M4, M5},
M4 = 1+e1+m v22g + 3−e+2m−2em2(1+m) , and M5 = − 1+e1+m v1g + 3−2e+4m−em1+m .
2. The desired trajectories are designed, at each impact, as: y∗(k + 1) = y(k) and
y˙∗1 (k + 1) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
N1(k) if y˙d < N1(k)
y˙d if N1(k) ≤ y˙d ≤ N2(k)
N2(k) if y˙d > N2(k)
(39)
∀k ≥ 0, for any positive value of y˙d , where N1(k) = max
{
N3(k), N4(k), eM3 y˙1(k)
}
,
N2(k) = min {N5(k), N6(k)}, N3(k) = −
(
1+e
1+m
v2
g + m−e1+m
)
y˙1(k)− 2(1+e)1+m y˙2(k), N4(k) =(
1+e
1+m
v1
2g − m−e1+m
)
y˙1(k)− 1+e2(1+m) y˙2(k), N5(k) = −
(
1+e
1+m
v1
g + m−e1+m
)
y˙1(k)− 2(1+e)1+m y˙2(k),
and N6(k) =
(
1+e
1+m
v2
2g − m−e1+m
)
y˙1(k) − 1+e2(1+m) y˙2(k).
Then, the impact velocity of the ball converges to y˙d without saturating the input, i.e.,
v1 < v(t) < v2, ∀t ≥ t0.
Proof: The proof can be found in [39], [40] and is not given in this note for the sake of
briefness.
Let us explain the underlying philosophy of the strategy presented in corollary 2. Assume
that v1 and v2 are as pointed out in the corollary, and that an impact such that y˙1(k) > 0
takes place. Let us deﬁne the desired impact position as y∗(k + 1) = y(k). Then, in order
to have y˙1(k + 1) > 0 without saturating the control input, y˙2(k) must be within
1(k)
=
{
y˙2(k) ∈ R : −v2g y˙1(k) ≤ y˙2(k) ≤ min(M1, M2, 1)y˙1(k)
}
(M1 and M2 are deﬁned in point 1 of corollary 2), and the set of nonnegative values within
which y˙∗1 (k + 1) must be selected is
2(k)
= {y˙∗1 (k + 1) ∈ R : N1(k) ≤ y˙∗1 (k + 1) ≤ N2(k)}
(N1(k) and N2(k) are deﬁned in point 2 of corollary 2). Besides, in order for 2(k) to
include y˙1(k), so that y˙∗1 (k + 1) can be chosen greater or smaller than, or even equal to,
y˙1(k) (having all these possibilities in the same time), y˙2(k) must be within
3(k)
= {y˙2(k) ∈ R : max (P1, P2) y˙1(k) ≤ y˙2(k) ≤ min(P3, P4, 1)y˙1(k)} ⊂ 1(k)
where P1 = v1g − 2(1−e+2m)1+e , P2 = − 12
(
v2
g + 1−e+2m1+e
)
, P3 = − 12
(
v1
g + 1−e+2m1+e
)
, and
P4 = v2g − 2(1−e+2m)1+e . Moreover, the selection of y˙∗1 (k+1) ∈ 2(k) ensures that y˙2(k+1)will
be within 3(k + 1), for any y˙2(k) ∈ 1(k). Now, notice that the conditions established in
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Figure 3. Bounded input force strategy.
point 1 and the design criterion proposed in point 2 of corollary 2 are such that y˙2(0) ∈ 1(0)
and y˙∗1 (k + 1) ∈ 2(k), ∀k ≥ 0. Moreover, (39) always assigns to y˙∗1 (k + 1) the closest
value to y˙d > 0 inside 2(k). Then, the convergence of y˙1(k) to y˙d and the non-saturation
of the input are guaranteed simultaneously. This criterion is repeated at each impact until
a collision such that y˙d ∈ 2(k) takes place. From this moment, according to (39), the
desired value is selected, i.e. y˙∗1 (k + 1) = y˙d . Notice that the subsets i (k), i = 1, 2, 3,
need not be calculated. Just the value of N1(k) or N2(k) in (39) must be computed at each
impact.
Example 2. Let us consider the same juggler and the same desired trajectory as in the
previous example, but with initial impact conditions given by y(0) = 0, y˙1(0) = 1 m/s,
and y˙2(0) = −0.2 m/s. Assume, this time, that the force is bounded such that |u| ≤ 50 N.
In the left-hand side of ﬁgure 3, one can see the result of the application of the strategy
in corollary 2 (the dashed line indicates the force limit umax = 50 N). Observe that the
ball approaches progressively the desired motion, and that the force remains always within
its limits. In the right-hand side of ﬁgure 3, one can see the evolution of the subspaces
¯1(k)
= 1(k) × 2(k) (bounded by full lines) and ¯2(k) = 3(k) × 2(k) (bounded
by full and dashed lines). The squares represent the values of y˙∗1 (k + 1) chosen at every
collision (according to y˙2(k)). The dark dot represents y˙d . The digits stand for the impact
number k. Notice that y˙2(k) ∈ 3(k), ∀k ≥ 1.
Figure 3 shows that the application of the foregoing algorithm not only helps maintaining
the force within certain limits but also keeps the robot trajectory with small amplitudes.
A numerical study showed that, in general, increasing the number of impacts during the
transient reduces the limitswithinwhich y2 evolves. In ﬁgure 4, themaximumandminimum
values of y2 at each ﬂight time (corresponding to y˙2 = 0) are plotted versus time for the
same juggler in example 2, with initial collision velocities given by y˙1(0) = 0.5 m/s <
y˙d = 4.43 m/s and y˙2(0) = −0.7 m/s. The bounded input algorithm was applied four
times, each time increasing the number of collisions during the transient. The different
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Figure 4. Decreasing the robot trajectory amplitudes.
cases were marked, in increasing order of transient shocks, by ◦, ×, +, ∗. Notice that the
number of impacts in which the desired motion is reached is not predeﬁned by the bounded
input control algorithm (or by the designer). However, this one ensures as least as possible
transient collisions since (39) assigns to y˙∗1 (k + 1) the closest value to y˙d inside 2(k) at
each impact. Hence, in order to increase the number of transient shocks, the following
criterion was established: A coefﬁcient β < 1 was deﬁned (recall that y˙1(0) < y˙d ). Then,
at each collision, if N2(k) = y˙d , the actual value of y˙∗1 (k+1) used by the control law was β
times the value chosen by the algorithm, i.e. y˙∗1 (k + 1) = βN2(k). Since smaller values of
y˙∗1 (k + 1) are used, more transient shocks take place. The coefﬁcients used to obtain ﬁgure
4 were β◦ = 1, β× = 0.9, β+ = 0.8, and β∗ = 0.7. Observe that increasing the number of
transient impacts causes y2 to remain within a smaller interval. This strategy can be used
to keep not only u but also y2 between two bounds.
Finally, let us notice that we could have deﬁned y˙2(0) ∈ 3(0) as initial condition in
point 1 of corollary 2 (instead of y˙2(0) ∈ 1(0)). This would have ensured sequences of
the ball impact velocity of the form: {y˙1(k) : 0 < y˙1(0) < y˙1(1) < y˙1(2) < · · · < y˙d}
if y˙1(0) < y˙d , {y˙1(k) : y˙1(0) > y˙1(1) > y˙1(2) > · · · > y˙d > 0} if y˙1(0) > y˙d , or
{y˙1(k) : y˙1(k) = y˙d > 0, ∀k ≥ 0} if y˙1(0) = y˙d . Nevertheless, y˙2(0) ∈ 3(0) is a more
restrictive condition comparedwith y˙2(0) ∈ 1(0) since3(0) ⊂ 1(0). That is why y˙2(0)
is permitted to be within1(0) rather than within3(0). In any case, recall that the design
criterion in point 2 of corollary 2 ensures y˙2(k) ∈ 3(k) for all k ≥ 1 and the selection of
y˙∗1 (k+1) > 0 (always positive) for all k ≥ 0. The difference is that if at impact 0 the shock
velocities are such that: min{P3, P4}y˙1(0) < y˙2(0) ≤ min{M1, M2, 1}y˙1(0) and y˙1(0) ≤
y˙d , then the sequence of ball impact velocities is of the form {y˙1(k) : y˙1(0) > y˙1(1) >
0, y˙1(1) < y˙1(2) < · · · < y˙d}; or if: − v2g ≤ y˙2(0) < min{P1, P2}y˙1(0) and y˙1(0) ≥ y˙d ,
then {y˙1(k)} has the form {y˙1(k) : 0 < y˙1(0) < y˙1(1) > y˙1(2) > · · · > y˙d > 0}. Notice
13
Figure 5. Bounded input strategy: {y˙1(k) : y˙1(0) > y˙1(1) > 0, y˙1(1) < y˙1(2) < · · · < y˙d }.
that even if y˙1(0) = y˙d , the sequence must ﬁrst go away from its goal, y˙d , and come
back to it later. An illustration of this phenomenon is given in ﬁgure 5 for a juggler with
m1 = 0.1 kg, m2 = 1 kg (then m = 0.1), y˙d = 4.43 m/s, y(0) = 0, y˙1(0) = 3 m/s < y˙d ,
y˙2(0) = −4.5 m/s, and umax = 22 N.
3.4. Relationship with Buehler-Koditschek’s Mapping and Mirror Law
As recalled in [40], [42] the studies in [5], [6], [7] essentially focused on the derivation of a
one-dimensional non-linear mapping for the ball velocity. However, only a heuristic control
strategy (mirror law) has been proposed in [5], [6], [7]. In this section we show how their
results may be used in the framework of the hybrid strategy proposed in (17)–(22), (36) and
(37). We also emphasize the relationships between their mirror law and our algorithm.
As we previously pointed out, the signals y∗(k + 1) and y˙∗1 (k + 1) in (19)–(24) can be
chosen differently. For instance, let us consider that (36) holds, but that we choose y˙∗1 (k+1)
as
y˙∗1 (k + 1) =
{ h1(w1(k)) if hk > yd
h2 ◦ h1(w2(k)) if hk ≤ yd
(40)
where h1(w) =
[
1+ γ (y˙2d − w2)]w, h2(w) = √w2 + 2g(yd − y(k) − r), w1(k) =√
y˙21(k) − 2g (yd − y(k)), w2(k) =
√
y˙21(k) − 2gr , and 0 < γ < 1y˙2d . Then, after at
most two collisions, the ball impact states will be given by y(k + 1) = y(k) = yd and
y˙1(k + 1) =
[
1+ γ (y˙2d − y˙21(k))] y˙1(k) (41)
Buehler, et al. [5], [6], [7] proposed a different way (the mirror law) to make the ball impact
velocity follow the behavior stated bymapping (41) for a speciﬁc case of the one dof juggler
(m = 0, yd = 0), and showed that (41) is asymptotically stable [5, p. 72]. Let us now
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suppose that y˙∗1 (k + 1) is as in (40) and that m > 0, but that the scheme is designed with
the assumption m = 0, as done in [7], [6], [5]. Then from (22) (with m = 0) and (59), one
obtains
y˙1(k + 1) =
[
1− m
1+ m +
γ
1+ m
(
y˙2d − y˙21(k)
)]
y˙1(k) (42)
∀k ≥ i ∈ {0, 1, 2}. It follows that the ﬁxed point (yd , y˙d) is modiﬁed to the one of the
mapping in (42), i.e.,
(
yd ,
√
y˙2d − 2mγ
)
. Although the mapping in (42) is always stable for
a choice of γ ∈
(
0, 1y˙2d
)
[5, p. 72] and for all m ∈ [0, 1) such that the ﬁxed point of the
real mapping exists (i.e., y˙2d − 2mγ > 0), the assumption m = 0 may introduce convergence
problems and signiﬁcant tracking errors on the desired velocity and apex if in realitym > 0.
Now, as shown previously, the formulation of the robotic juggling problem is divided in
two phases: the design of the continuous-time input force and the deﬁnition of the impact
trajectories. Buehler, et al. [5], [6], [7] proposed a continuous-time surface trajectory
consisting of a mirror-like “reﬂex” of the ball’s trajectory with a “distortion” gain (αk) that
changes every ﬂight-time in such a way that (41) takes place, i.e.,
y2 = −αk y1 (43)
where αk = 1−e1+e + γ1+e
[
y˙2d − y˙21(k)
]
. The controller given by (17)–(22), (36) and (37)
follows a similar behavior, but the ball’s trajectory is rather reﬂected by the surface velocity.
Indeed from (13), it is not difﬁcult to realize that (18) can be written as v = − Akg y˙1(t)+Ck ,
where Ck = y˙1(k)g Ak + Bk . After integrating the surface dynamics, one gets
y˙2(t) = − Akg y1(t) + Dk + Ck (t − tk) (44)
where Dk = y˙2(k)+ y(k)g Ak . Considering the desired trajectories (36) and (37), one realizes
that after at most two impacts, the last term in the right-hand side of (44) becomes dependent
just on m. This means that it helps the surface to recover from the perturbations due to
impacts. If m = 0, it disappears. The second term is an offset that helps the surface to
adjust the impact positions and velocities to the desired ones. If it did not exist and, for
example, the desired impact position were zero, the surface collision speed would also be
zero which would not make any sense for the generic case e ∈ [0, 1). Actually, choosing
(43) constrained Buehler, et al. to deﬁne the origin as the only possible desired impact
position, while (44) permits the deﬁnition of any value for yd or even a sequence of values.
Finally, the ﬁrst term expresses the mirror-like reﬂex of the ball’s trajectory by the surface
velocity.
4. Robustness Analysis
The class of feedback controllers derived in the foregoing section relies on three essential
facts: First, it is supposed that the object’s postimpact velocities y˙1(k) are exactly known.
15
Second, we assume that there is no disturbance on the ball during the ﬂight-times, so that
its motion is perfectly known. Third, the system’s parameters are well-known. In practice,
it may happen that one or several of these assumptions are not satisﬁed. Let us consider
the following cases: i) y˙1(k) and the ball’s motion are well-known but the coefﬁcient e is
estimated by eˆ = e. Then the signal y˙∗2 (k + 1) in (22) will be different from the ideal one,
but the collisions will occur at the desired position and at tk+1 = tk + dk . ii) y˙1(k) or the
ball’s motion or both are not well-known. Then the collision will not in general occur at
the desired height and tk+1 = tk + dk . The main discrepancy between these two situations
is that in the ﬁrst case, the dynamics on the impact Poincare´ section is known. Whereas in
the second case, we will have to derive the expression of the impact Poincare´ map P as a
result of the closed-loop dynamics with disturbances. In other words the control law will
no longer guarantee the location of the impacts (hence of the section ). In general the
impact Poincare´ map will be impossible to calculate explicitly.
4.1. Unknown Restitution Coefficient
Let us suppose that we compute (17)–(22) using an estimate of the restitution coefﬁcient eˆ
which value is different from the real e, i.e., eˆ = e, but we still assume that the postimpact
velocities are measured correctly. Then, after integrating the dynamics (5), (6) considering
(17)–(24), it is easy to realize that the next impact position does not change, i.e., y1(k+1) =
y2(k + 1) = y∗(k + 1). Moreover, the velocity of the surface just before the next impact
will be the calculated one, i.e., y˙2(t−k+1) = y˙∗2 (k + 1), which we would compute as (see
(22))
y˙∗2 (k + 1) =
1+ m
1+ eˆ y˙
∗
1 (k + 1) +
m − eˆ
1+ eˆ
√
y˙21(k) − 2g (y∗(k + 1) − y(k)) (45)
On the contrary, the system’s impact velocities are the states that are affected by this
discrepancy (eˆ = e). Indeed, let us analyze the behavior of the ball impact velocities. From
(59), (45), and the integrated dynamics of the ball (12), (13), one obtains
y˙1(k + 1) = 1+ e1+ eˆ y˙
∗
1 (k + 1) +
e − eˆ
1+ eˆ
√
y˙21(k) − 2g(y∗(k + 1) − y(k)) (46)
Let us for the moment consider the case in which hk > yd . Then, from (36), (37) in (46),
we get
y˙1(k + 1) = 1+ e1+ eˆ y˙d +
e − eˆ
1+ eˆ
√
y˙21(k) − 2g(yd − y(k)) (47)
Assuming that the difference e − eˆ is such that hk+ j > yd , ∀ j ≥ 1, we have for all j ≥ 2
y˙1(k + j) = 1+ e1+ eˆ y˙d +
e − eˆ
1+ eˆ y˙1(k + j − 1)
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Then by induction, one can verify that
y˙1(k + j) =
[
1−
(
e − eˆ
1+ eˆ
) j]
y˙s +
(
e − eˆ
1+ eˆ
) j √
y˙21(k) − 2g(yd − y(k)) (48)
for all j ≥ 1, where y˙s = 1+e1+2eˆ−e y˙d . In the same way, for the case in which hk ≤ yd , we
get for all j ≥ 2
y˙1(k + j) =
[
1−
(
e − eˆ
1+ eˆ
) j−1]
y˙s +
(
e − eˆ
1+ eˆ
) j−1√
y˙21(k + 1) − 2g(yd − y(k) − r) (49)
It is easy to verify that
∣∣∣ e−eˆ1+eˆ
∣∣∣ < 1, ∀(e, eˆ) ∈ [0, 1] × [0, 1] : (e, eˆ) = (1, 0) (2). From
(48) and (49), one realizes that whatever the relationship between hk and yd is, the impact
velocity of the ball converges to y˙s , i.e., limj→∞ y˙1(k + j) = y˙s . Following the same
analysis for the impact velocity of the surface, we ﬁnd that the system’s collision states
converge to xs = (yd , yd , y˙s , 1−e−2em1+2eˆ−e y˙d). It is noteworthy that the convergence is ensured
assuming that hk+ j > yd , ∀ j ≥ 1. From a detailed analysis, one can realize that a sufﬁcient
condition for this to be true is the subestimation of the restitution coefﬁcient, i.e., eˆ < e.
Indeed, let us again consider the case in which hk > yd . Since y(k + 1) = y∗(k + 1), from
(36) y(k + 1) = yd . Hence, y˙1(k + 1) must be positive for hk+1 > yd to be satisﬁed. From
(47), it is easy to see that if e − eˆ > 0 then y˙1(k + 1) > 0. Continuing this analysis for
j ≥ 2, one realizes from (48) that if e − eˆ > 0 then y˙1(k + j) > 0, ∀ j ≥ 2, and hence
hk+ j > yd , ∀ j ≥ 1. For the case in which hk ≤ yd , if hk+1 > yd then it is easy to verify
that the same analysis can be made for j ≥ 2 (see (49)) and that it leads to the same result.
It can also be proved that for hk+1 > yd to be true, e > eˆ is also a sufﬁcient condition.
Finally, for the case in which eˆ > e, a small enough difference eˆ − e is desirable.
4.2. Errors in the Ball’s Velocity Measurements
In order to show what happens when the impact velocities of the ball are not well measured,
let us consider the same one dof juggler of Example 1, with the same desired trajectory
(yd , y˙d) (and initial conditions of case a). Several simulations were executed introducing a
noise signal to the measured impact speed according to the following expression: νˆ1(k) =
(1−α+2αρ)y˙1(k), where νˆ1(k) is themeasured collision velocity, ρ is a random signal with
values in [0, 1], and α ∈ [0, 1) is an indicator of the noise level, such that νˆ1(k) is randomly
within [(1 − α)y˙1(k), (1 + α)y˙1(k)], for all k ≥ 0. α was varied from 0 to 0.2 every 0.01
units. Each simulation includes around 30 impacts and they were repeated 10 times for
each noise level. An average radius ‖x(k) − xd‖2 was obtained for each simulation. The
result is shown in ﬁgure 6. We conclude that the error distance is in general bounded and
proportional to the noise level (despite the existent dispersion). The impact states remain
in a neighborhood around the desired ﬁxed point and a destabilisation of the closed-loop
system does not in general occur.
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Figure 6. Average of ‖x(k) − xd‖2 for different noise levels.
4.3. Computed Impact Velocities and Restitution Coefficient Estimation
In practice, it is difﬁcult to have exact impact velocity measurements and they are usually
noisy [5], [7]. On the contrary, detecting the positions where the ball’s velocity is zero
(apex) s(k) is in general much easier. From this and the fact that the free-motion and
impact dynamics are well-known, we propose a noiseless method for the knowledge of the
ball’s velocities (we suppose that the rest of the impact states are exactly measurable). It
consists of the computation of this impact state using apex measurements. Indeed, from
(59) we get an expression for the calculation of y˙1(k + 1) given by
y˙1(k + 1) = m − eˆ1+ m y˙1(t
−
k+1) +
1+ eˆ
1+ m y˙2(t
−
k+1)
where we have replaced the real Newton restitution coefﬁcient e by an estimation eˆ. The
term y˙1(t−k+1) can be calculated from the free-motion dynamics of the ball, the desired impact
trajectories and the knowledge of s(k). A disadvantage of this method is the possibility of
having eˆ = e. This case is analyzed via simulation for the juggler previously described
in Example 1, with the same desired trajectory (yd , y˙d) (and initial conditions of case a).
Figure 7 shows the results obtained for: a) (e, eˆ) = (0.7, 0.5), and b) (e, eˆ) = (0.7, 0.9).
We can observe that a periodic motion is always attained, i.e., limk→∞ x(k) = xs . For the
case eˆ > e, the ball impact states are characterized by ys < yd and y˙s < y˙d . On the contrary,
when eˆ < e, it can be seen that ys > yd and y˙s > y˙d . As expected, an underestimation
of e makes the robot hit the ball with a too large velocity. An overestimation implies the
opposite effect. Notice (compare ﬁgures 7 and 2) that an error of 30% on e results in an
error of 500% of the apex for the underestimation (remember that the desired apex was
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Figure 7. Computed impact velocities: a) eˆ < e; b) eˆ > e.
deﬁned above as sd = 1 m) and 70% for the overestimation. One therefore concludes that
the accurate knowledge of e is very important.
In order for the impact states to attain asymptotically the desired ﬁxed point (xd ,d),
a heuristic adaptive law was implemented for eˆ in terms of the apex error: eˆ(k + 1) =
eˆ(k) + a
(
s(k)−sd
sd
)
, where a ∈ R is the adaption gain. Figure 8 shows (considering the
same juggler as above) the evolution of the errors y(k) − yd , s(k) − sd , and eˆ(k) − e, for
a = 0.025, e = 0.7 and: a) eˆ(0) = 0.5, and b) eˆ(0) = 0.9. These and several other
numerical results have shown that for |eˆ(0)− e| and an adaption gain a both small enough,
convergence of (x(k), eˆ(k)) → (xd , e) occurs.
Object dynamics with damping. Finally, the robustness of the control scheme with
respect to unknown damping acting on the object during the ﬂight times has been studied
in [39], [40]. Since the impact Poincare´ map is impossible to obtain explicitely in that
case, numerical simulations have been presented. They show that for small enough (but
strictly larger than zero) damping and the same desired trajectories as in example 1, the
ball closed-loop trajectories still converge towards a periodic motion with one impact per
period.
5. Conclusions
A family of feedback controllers is presented for one degree-of-freedom juggling robots.
Due to the potential applications of such study in non-prehensile manipulation, in which
the mass of the object is not necessarily negligible with respect to that of the robot, a
4-dimensional model of the system has been considered. The hybrid control strategy
mainly consists of a discrete-time state feedback. It is ﬂexible enough to cope with various
juggling tasks and can be designed so that the impact position and velocity are free (and is
not restricted to periodic trajectories). A strategy is presented for the case when the input is
bounded. Robustness for this class of hybrid strategies is also investigated both numerically
and analytically for different types of disturbances and uncertainties (measurement noise,
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Figure 8. Adaption errors: a) eˆ(0) < e; b) eˆ(0) > e.
bad knowledge of the restitution coefﬁcient, unknown damping on the object during the
ﬂight-times). The possible extension of the presentedmethod to a larger class ofmechanical
systems with unilateral constraints is also outlined.
A. Proof of Claim 1
The proof is divided in two parts: In Part 1we treat the generic case in which e ∈ (0, 1] and
an initial impact takes place at t0 ≥ 0, i.e., y1(t0) − y2(t0) = 0 and y˙1(t+0 ) − y˙2(t+0 ) > 0.
In Part 2 we suppose that the two bodies are in contact at a generic instant tk (in which the
control input (17)–(24) is applied), i.e., y1(tk)− y2(tk) = y˙1(tk)− y˙2(tk) = 0. The objective
of Part 2 is to prove that points 1–4 of claim 1 are true also for the perfectly plastic case, i.e.,
e = 0, and for the case in which the bodies are in contact at t0 (for any value of e ∈ [0, 1]).
Part 1. Let us for the moment consider the isolated dynamics of the ball (5) assuming
initial conditions (y1(tk), y˙1(tk)) = (y(k), y˙1(k)). Then, it is easy to verify that the position
and velocity after a time interval dk as deﬁned in (21) are
(y1(tk + dk), y˙1(tk + dk)) =
(
y∗(k + 1),−
√
y˙21(k) − 2g (y∗(k + 1) − y(k))
)
(50)
for any y∗(k+ 1) satisfying (23). Notice that (23) determines the set of reachable positions
of the ball given speciﬁc initial states. This condition not only ensures that the term in the
square roots of (21) and (50) (see also (22)) is non-negative but also ensures positive values
of dk . Complex or negative time intervals would not make any sense.
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Now, let us consider the isolated dynamics of the surface. From (6) and (17), one obtains
y¨2 = v. This system is easily written as
z˙ = Fz + Gv (51)
for suitable (F,G) and z. Then, the control input
v(t) = GT T (−t) W−1 (−tk − dk) [zk+1 − (dk) zk] (52)
where
W =
∫ tk+dk
tk
(−τ) G GT T (−τ) dτ (53)
and (t) = exp(Ft) are respectively the Grammian and the state-transition matrix of (51),
drives the state z from zk to zk+1 in the time interval dk (see [31]). Such controllers are
sometimes called Dead-beat algorithms [18]. Choosing zTk = (y(k), y˙2(k)) and zTk+1 =(
y∗(k + 1), y˙∗2 (k + 1)
)
in (52), we get (18)–(20) as the input that leads the surface states
from (y2 (tk) , y˙2 (tk)) = (y(k), y˙2(k)) to
(y2(tk + dk), y˙2(tk + dk)) =
(
y∗(k + 1), y˙∗2 (k + 1)
)
(54)
Notice that the dk used in (19) and (20) is designed using (21) whichmakes the ﬁnal position
of the isolated trajectory of the surface coincide with the one of the ball. In other words,
y1(tk + dk) and y2(tk + dk) in (50) and (54) satisfy
y1(tk + dk) = y2(tk + dk) = y∗(k + 1) (55)
Let us now consider the whole dynamics (5)–(8) assuming initial conditions such that
y1(k) ≡ y2(k) ≡ y(k) and
y˙1(k) − y˙2(k) > 0 (56)
Notice that these are in general the conditions that result of an impact when e ∈ (0, 1].
Introducing (17), (18) in (6) and integrating two times (5) and (6) for t ∈ (tk, tk + dk), we
get
f (y1(t), y2(t))
= y1(t) − y2(t) = −
[
Ak
6
2 + Bk + g
2
 + (y˙2(k) − y˙1(k))
]
= f ()
(57)
where 
= t − tk . It is not difﬁcult to verify that (57) can be rewritten as
f () = −( − dk) Y () (58)
where Y () = Ak6  + Ak6 dk + Bk+g2 . From (19) and (20), and considering conditions (56)
and (24), one can verify that Y () > 0, ∀ ∈ (0, dk). From this fact, one easily sees that
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f () > 0, ∀ ∈ (0, dk), which demonstrates point 1 of the claim. This and (55) prove
points 2 and 3.
Finally, from (5)–(8) it follows that at a generic impact k + 1
y˙1(k + 1) = m − e1+ m y˙1(t
−
k+1) +
1+ e
1+ m y˙2(t
−
k+1) (59)
y˙2(k + 1) = m(1+ e)1+ m y˙1(t
−
k+1) +
1− em
1+ m y˙2(t
−
k+1) (60)
Considering (50) and (54) in (59), one gets
y˙1(k + 1) = −m − e1+ m
√
y˙21(k) − 2g (y∗(k + 1) − y(k)) +
1+ e
1+ m y˙
∗
2 (k + 1) (61)
Introducing (22) into (61), point 4 follows.
Part 2. Let us now suppose that at a generic instant tk , both bodies are in contact and tend
to move together, i.e.,
y1(tk) − y2(tk) = y˙1(tk) − y˙2(tk) = 0 (62)
Notice that this may be the result of two possible situations: On the one hand, when the
restitution coefﬁcient is zero, i.e., e = 0, (62) takes place at impact instants tk (see (8)). In
the other hand, when the two bodies are in contact at the initial instant t0, (62) is veriﬁed
with k = 0. Notice that this last situation does not depend on the value of e.
Considering this assumption, and from (1)–(3), the system dynamics becomes
m1 y¨1 + m1g = λ (63)
m2 y¨2 + m2g = u − λ (64)
f (y1, y2) = y1 − y2 = 0 (65)
where λ > 0 is the interaction force between the bodies. This dynamics holds until the
moment t ′ in which the interaction force vanishes and the relative acceleration becomes
positive, i.e., λ(t ′) = 0 and y¨1(t ′)− y¨2(t ′) > 0. From (63) and (64), it is easy to verify that
this condition is translated to: y¨1(t ′) − y¨2(t ′) =
(
1
m1 + 1m2
)
λ(t ′) − u(t ′)m2 = −
u(t ′)
m2 > 0, i.e.,
u(t ′) < 0. Considering the input force (17)–(24) taking into account (62), we can prove that
u(t+k ) = m2 (g + Bk) < 0 (see [39], app. B, sect. B.2). We conclude that t ′ = t+k , that
is, the bodies loose contact at the immediate instant in which the control input (17)–(24)
is applied (just after the shocks for the perfectly plastic case). The dynamics in (5)–(8) is
recovered at t = t ′ = t+k . Consequently, Part 1 of the proof holds for this case too.
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Notes
1. For instance the work in [8] for stabilization of hopping robots strongly relies on the choice e = 0 which allows
them to apply a control during the constrained motion phase. It is not clear how the results can be extended to
the case e > 0.
2. It would be indeed difﬁcult to think of the case in which the collisions are perfectly elastic while one tries to
model them as perfectly plastic.
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