where c 0 is an integer, c 1 , . . . , c n are positive integers, Q 1 , . . . , Q p are polynomials with rational coefficients which take positive integral values for k = 1, 2, . . . and at least one of the polynomials is not constant (see e.g. [1] , [8] , [9] ). Well-known examples are , [5] ). But the general relation between Hurwitz numbers and Hurwitzian continued fraction expansions has not been discovered yet (see [15, p. 129 ], e.g.).
Tasoev [13] , [14] proposed a new continued fraction which is like Hurwitzian but Q j (k) includes exponentials in k instead of polynomials. The author [6] [161]
of Wall [16] . When m = 1 or 2, its closed form is simple with the fraction of two infinite sums. In this paper some more general cases are treated. Furthermore, in each case a continued fraction expansion can be obtained, by using the negative continued fraction. The same technique can be applied to Hurwitzian continued fraction expansions. Once we get a continued fraction whose partial quotients consist of arithmetic progressions (we call it of tanh type), we easily deduce its counterpart (called tan type) with the negative continued fraction instead of the simple continued fraction. More extended cases will also be mentioned. 
The
The nth convergent p n /q n = [a 0 ; a 1 , . . . , a n ] of α is given by the recurrence relations
We now introduce the negative continued fraction expansion. We use the definition and notation in [10] with a change of the position of the minus sign, because it is more convenient when 0 < α < 1. The usual definition can be found in [3] . The negative expansion of a real α is denoted by
. . where the integers a i ≥ 2 are generated by ceiling functions rather than floor functions in the continued fraction algorithm:
with corresponding convergents p n /q n = − [0; a 1 , . . . , a n ] given by
A simple continued fraction expansion can be transformed into a negative continued fraction expansion by the following rule. 
Tasoev's continued fractions
Theorem 1. Let a be an integer and u a rational with a > 1 and ua ∈ Z + . Then
Remark. If u = 1, then we have the first relation of the main theorem in [6] .
Proof of Theorem 1. Let the power series
we obtain the desired continued fraction expansion as By the first relation we have r 0,0 = u n a n(n+1)/2 r n,0 . We can assume that r 0,0 = 1. Otherwise, any of r n,s will be multiplied by r 0,0 and finally r 0,0 will be cancelled in f 1 (1)/f 0 (1). Hence,
By the second relation we have
By induction we shall show
For s = 1 by (1) and (2) we have
Separating the terms including n from the constant terms without n, we have
Assume that the assertion is valid for s − 1 and s. Then by (2) we have
Therefore, we obtain the desired form
Theorem 2. Let a be an integer and u a rational with a > 1 and ua ∈ Z + . Then
Proof. Let the power series f n (z) = r n,0 + r n,1 z + r n,2 z 2 + . . . satisfy the relation
Then r n,l satisfies the recurrence relations
Thus, in a similar manner to the proof of Theorem 1, we can have 
with R 0,0 = R 1,0 = 1 and for s = 0, 1, . . . ,
Proof. Consider the power series
. By comparing the constant terms we have
By comparing the coefficients of z s we have
When s = 1, we get
Separating the terms including n from those without n we obtain
where R 0,1 = a + 1. Then
where R 1,1 = b + 1. In general, we can prove that
. We omit the detailed but routine induction.
, where u and v are rational so that ua and va are positive integers.
Remark. If u = v = 1, then we have the second relation of the main theorem in [6] . 
.).
Thus, in Theorem 3,
The theorem corresponding to Corollary 1 is the following. One can obtain it similarly by using the negative continued fraction expansion instead of the simple expansion. We omit the proof. 
If a = 2 and v = 1, then
Hurwitzian continued fractions.
We start from an extension of results of Elianu [2] and Lehmer [7] .
Proof. For simplicity put
A n = u(c + nd) if n is even v(c + nd) if n is odd (n = 0, 1, .
. .).
Consider the power series
we obtain the desired continued fraction expansion
We now determine r n,0 , r n,1 , r n,2 , . . . in (3). First, compare the constant terms in (4) We shall prove by induction that
When s = 1, by (6) and (5) we have
A j r n,1 + 1
Separating the terms including n from the constant terms without n, we obtain
Assume that (7) is valid for s − 1 and s. Then by (6) we have
.
Thus, assertion (7) holds. Therefore,
, [7] ).
, where I λ (z) are the modified Bessel functions of the first kind, defined by
Proof. Put u = v = 1 and replace c by c
On the other hand, by the definition of the modified Bessel functions of the first kind,
Proof. Put c = 1 and d = 2 in Theorem 5. Then
we have
where A n is the same as in the proof of Theorem 5. Then
By Lemma 1 we have
The rest of the proof is similar to that of Theorem 5.
where J λ (z) are the Bessel functions of the first kind, defined by
Proof. Put u = v = 1 and replace c by c + d in Theorem 6. The result follows similarly to Example 1.
Proof. Put c = 1 and d = 2 in Theorem 6. Then
as shown in [14, (20) 
as shown in [14, (17) ].
as shown in [14, (19) ]. 
Some extended forms.

Using the transition formulae
Therefore, by the correspondence of continued fractions with matrix products, we have 
if u is even;
if u is odd and v is even;
if u is odd and v is odd. Note that the negative continued fraction expansion does not completely correspond to the simple continued fraction expansion unless u is even in the case multiplied by 2 or v is even in the case divided by 2. One of the reasons is that the partial quotients in the negative continued fraction expansion do not allow the integer 1, but the integers larger than 1. Here is the corresponding relation: . , a, 1, 1, b, . . .].
