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Abstract. A recent line of research concerns the integration of ant
colony optimization and constraint programming. Hereby, constraint pro-
gramming is used for eliminating parts of the search tree during the
solution construction of ant colony optimization. In the context of a sin-
gle machine scheduling problem, for example, it has been shown that
the integration of constraint programming can signiﬁcantly improve the
ability of ant colony optimization to ﬁnd feasible solutions. One of the
remaining problems, however, concerns the elevated computation time
requirements of the hybrid algorithm, which are due to constraint prop-
agation. In this work we propose a possible solution to this problem by
integrating constraint programming with a speciﬁc version of ant colony
optimization known as Beam-ACO. The idea is to reduce the time spent
for constraint propagation by parallelizing the solution construction pro-
cess as done in Beam-ACO. The results of the proposed algorithm show
indeed that it is currently the best performing algorithm for the above
mentioned single machine job scheduling problem.
1 Introduction
The integration of exact methods with metaheuristics based on the construction
of solutions has emerged as a promising approach to combinatorial optimiza-
tion [4,11], because most metaheuristics in their basic form are unable to deal
with non-trivial hard constraints. Using na¨ıve constraint handling techniques
(such as penalty methods) requires a signiﬁcant amount of ﬁne-tuning that can
only be done by trial-and-error and more often than not leads to severe perfor-
mance problems [8]. More sophisticated constraint handling approaches, such as
repair techniques or decoder-based approaches, have to be designed on a case-
by-case basis. This is a costly and error-prone process. In contrast to this, a
generic integration of exact constraint handling techniques with a metaheuris-
tic allows to systematically customize the metaheuristic for speciﬁc problem do-
mains through a well-deﬁned declarative speciﬁcation of the problem model [14].
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Such algorithms use a constraint propagation method to systematically prune
the search space and thus to increase the eﬃciency of the underlying search
method.
In [14] we showed that the hybridization of ant colony optimization (ACO) [10]
and constraint programming (CP) [13] was eﬀective on a single machine job
scheduling problem. However, this algorithm had run-time problems due to the
overhead of constraint propagation and obtaining high quality solutions for large
problem instances in a reasonable time-frame was not possible. The main prob-
lem here being that the ACO component of the algorithm frequently reconstructs
(parts of) a solution requiring repetition of the same propagation steps. In this
study we (partially) overcome this problem by replacing the standard ACO com-
ponent with Beam-ACO [3]. This algorithm is itself a hybrid between ACO and
Beam search [15,19], which is an incomplete tree search method that propagates
a search front of open nodes in parallel through the tree. In general, Beam-ACO
works as any other ACO algorithm. At each iteration candidate solutions are
probabilistically constructed on the basis of a so-called pheromone model, which
is a set of numerical values that encode the algorithms’ search experience. How-
ever, instead of the independent construction of solutions, Beam-ACO employs
the parallel and non-independent construction of solutions at each iteration in
the style of beam search.
Our results for the single machine scheduling problem with sequence depen-
dent setup times show that the newly proposed hybrid method signiﬁcantly
reduces the amount of computation time in comparison to the method proposed
in [14]. Through the partial parallelization of the search it allows to store inter-
mediate solver states compactly in a systematic form. This eﬃcient use of the
constraint solver leads to more computation time that can be devoted to the
optimization/learning component.
The paper is organized as follows. In Sec. 2, the single machine scheduling
problem with sequence-dependent setup times is introduced. Sec. 3 is devoted to
outlining the basic ACO algorithm considered in this paper. While Sec. 4 deals
with the extension of this basic ACO algorithm to Beam-ACO, Sec. 5 explains
the hybridization of both ACO variants with constraint programming. Finally,
in Sec. 6 we provide an experimental evaluation of the proposed algorithms and
in Sec. 7 we oﬀer conclusions and an outline of future work.
2 Single Machine Job Scheduling with Setup Times
The single machine job scheduling (SMJS) problem with sequence-dependent
setup times has received considerable interest within the AI and OR commu-
nities. It is closely related to other problems such as, for example, traveling
salesman problems with time windows. In fact, the problem is also referred to as
the asymmetric traveling salesman problem with time windows [2]. Deciding if a
feasible solution exists is known to be NP-Complete [16] and ﬁnding an optimal
solution is NP-Hard [2].
The problem is formally deﬁned as follows. A single machine must process
n jobs J = {1, ..., n} with processing times P = {p1, . . . , pn}, release times
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R = {r1, . . . , rn}, and due times D = {d1, . . . , dn}.1 The machine cannot process
more than one job at the same time. Moreover, the processing of an job must
not be interrupted. Furthermore, for each ordered pair (i, j) of jobs (where i =
j) a setup time stij is given. Any permutation π of the n jobs represents a
(not necessarily feasible) solution to the problem. Given such a permutation π,
where πi denotes the operation at position i, the so-called starting times Sˆ =
{sˆ1, . . . , sˆn} and the ending times Eˆ = {eˆ1, . . . , eˆn} are well-deﬁned. They can
be determined recursively in the following way: sˆπ1 = 0 and sˆπi = max{eˆπi−1 +
stπi−1πi , rπi}, where eˆπi−1 = sˆπi−1 +pπi−1 . The objective is to ﬁnd a permutation
π∗ such that f(π∗) = eˆπ∗n is minimal. Function f() is commonly called the
makespan.
3 MAX–MIN Ant System
Ant colony optimization (ACO) is a reinforcement based stochastic metaheuris-
tic inspired by the foraging behaviour of real ants [10]. Foraging ants that return
to the nest after ﬁnding a food source mark their return paths with pheromones.
Other colony members probabilistically follow these pheromone trails. As phe-
romone deposits can be modulated by food or path quality, better paths attract
more ants, which in turn deposit more pheromone on these paths. This pos-
itive feedback loop allows the colony to converge on paths leading to better
food sources [6]. ACO algorithms use these principles to solve combinatorial op-
timization problems. Conceptually, each “ant” constructs a candidate solution
in each iteration of the algorithm. At each step it extends its partial candi-
date solution by adding a new solution component until a complete solution is
obtained. The next component is chosen probabilistically according to the phe-
romone information. In the context of the SMJS problem, solution components
are jobs, a complete solution is a permutation/sequence of all jobs, and the vir-
tual pheromones are used to learn job successor relations that are frequently
found in high quality schedules. More speciﬁcally, the pheromone model T con-
sists of a pheromone value τij for each ordered pair (i, j) of jobs, where i = j.
Additionally, pheromone model T consists of pheromone values τ0i, i = 1, . . . , n,
where τ0i represents the goodness of placing job i at the ﬁrst position of the
permutation under construction.
In this study we used the MAX–MIN Ant System (MMAS) [17] imple-
mented in the hypercube framework [5]. The reason for choosing MMAS, in
contrast to the choice of ACS in [14], is that MMAS seems better suited than
ACS for the hybridization with beam search. In the following we give, for space
reasons, only a short technical description of this algorithm. For a more de-
tailed introduction to the parameters and the functioning of this algorithm we
refer to [5]. At each iteration, na = 10 artiﬁcial ants construct (not necessarily
feasible) solutions to the problem in form of permutations of all jobs. The de-
tails of the algorithmic framework shown in Alg. 1 are explained in the following.
1 Bars indicate constants.
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Algorithm 1. MMAS for the SMJS problem
1: input: A SMJS instance
2: πbs := null, πrb := null, cf := 0, bs update := false
3: forall τij ∈ T do τij := 0.5 end forall
4: while termination conditions not satisﬁed do
5: Siter := ∅
6: for j = 1 to na do
7: πj := ConstructPermutation()
8: if πj is a feasible solution then Siter := Siter ∪ {πj} endif
9: end for
10: πib := argmin{f(π)|π ∈ Siter}
11: if πib is a feasible solution then
12: Update(πib,πrb,πbs)
13: ApplyPheromoneValueUpdate(cf ,bs update ,T ,πib,πrb,πbs)
14: cf := ComputeConvergenceFactor(T )
15: if cf ≥ 0.99 then
16: if bs update = true then
17: forall τij ∈ T do τij := 0.5 end forall
18: πrb := null, bs update := false
19: else
20: bs update := true
21: end if
22: end if
23: end if
24: end while
25: output: πbs
ConstructPermutation(): A permutation π of all jobs is incrementally constructed
from left to right. The solution construction stops when either the permutation is
complete, or when it becomes clear that the resulting solution will be infeasible.
Given a partial permutation π with i − 1 positions already ﬁlled, a job k ∈
J \ {π1, . . . , πi−1} for the i-th position in π is chosen as follows:
p(πi = k) =
τπi−1k × ηk∑
j∈J\{π1,...,πi−1}
(
τπi−1j × ηj
) , (1)
where ηk is a measure of the heuristic goodness for placing job k on position
i of permutation π. Here ηk is deﬁned as the inverse of the due time of job k,
i.e., 1/dk, until a feasible solution is found. Once this happens ηk, respectively
ηj , is exchanged by ηπi−1k, respectively ηπi−1j , and is deﬁned as the inverse of
the setup time between jobs πi−1 and k, respectively j. The ﬁrst construction
step, that is, when π is still empty, is a special one. In this case, the probability
p(π1 = k) is proportional to the pheromone value τ0k. When a feasible solution
is found there is no heuristic bias applied in the ﬁrst selection step.
Update(πib,πrb,πbs): This procedure (as well as the pheromone update, see be-
low) is only executed in case πib is a valid solution. It sets πrb and πbs to πib
(i.e., the iteration-best solution), if f(πib) < f(πrb) and f(πib) < f(πbs).
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Table 1. The schedule used for values κib, κrb and κbs depending on cf (the conver-
gence factor) and the Boolean control variable bs update
bs update = false bs update = true
cf < 0.4 cf ∈ [0.4, 0.6) cf ∈ [0.6, 0.8) cf ≥ 0.8
κib 1 2/3 1/3 0 0
κrb 0 1/3 2/3 1 0
κbs 0 0 0 0 1
ApplyPheromoneUpdate(cf ,bs update,T ,πib,πrb,πbs): Our algorithm potentially
uses three diﬀerent solutions for updating the pheromone values: (i) the iteration-
best solution πib, (ii) the restart-best solution πrb and, (iii) the best-so-far solu-
tion πbs. Their respective contribution to the update depends on the convergence
factor cf , which provides an estimate about the state of convergence of the sys-
tem. To perform the update, ﬁrst an update value ξij for each pheromone value
τij ∈ T is computed: ξe := κib ·δ(πib, i, j)+κrb ·δ(πrb, i, j)+κbs ·δ(πbs, i, j), where
κib is the weight of πib, κrb the weight of πrb, and κbs the weight of πbs such
that κib + κrb +κbs = 1.0. For i, j = 1, . . . , n, the δ-function is the characteristic
function, that is, δ(π, i, j) = 1 if job j is scheduled directly after job i in per-
mutation π, and δ(π, i, j) = 0 otherwise. Similarly, when i = 0 and j = 1, . . . , n,
δ(π, 0, j) = 1 in case j is the ﬁrst job in permutation π, and δ(π, 0, j) = 0
otherwise. Then, the following update rule is applied to all pheromone values:
τij = min {max{τmin, τij + ρ · (ξij − τij)}, τmax} ,
where ρ ∈ (0, 1] is the learning rate, set to 0.1. The upper and lower bounds
τmax = 0.999 and τmin = 0.001 keep the pheromone values always in the range
(τmin, τmax), thus preventing the algorithm from converging to a solution. After
tuning, the values for κib, κrb and κbs are chosen as shown in Table 1.
ComputeConvergenceFactor(T ): This function computes, at each iteration, the
convergence factor as
cf = 2×
((∑
τij∈T max(τmax − τij , τij − τmin))
|T | × τmax − τmin
)
− 0.5
)
(2)
The convergence factor cf can therefore only assume values between 0 and 1.
The closer cf is to 1, the higher is the probability to produce the same solution
over and over again.
4 Beam-MMAS
In the following we explain how to obtain a Beam-ACO version from MMAS.
The resulting algorithm will henceforth be denoted by Beam-MMAS. In gen-
eral, Beam-ACO algorithms are hybrids between ACO and beam search [3].
Beam search is an incomplete tree search method [15]. It maintains a search
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Algorithm 2. Procedure ProbabilisticBeamSearch(θ, μ)
1: B0 = {π = ()}
2: t = 0
3: while t < n and |Bt| > 0 do
4: C = ProduceChildren(Bt)
5: for k = 1, . . . ,min{μ · θ, |C|} do
6: 〈π, j〉 = ChooseFrom(C)
7: C = C \ 〈π, j〉
8: Bt+1 = Bt+1 ∪ 〈π, j〉
9: end for
10: Bt+1 = Reduce(Bt+1, θ)
11: end while
12: output: if t = n then argmin{f(π) | π ∈ Bn−1} else null
front consisting of a ﬁxed number of θ (partial) candidate solutions. Hereby, θ
is called the beam width. The search progresses by generating a ﬁxed number of
extensions from the current partial solutions and by selecting the θ best exten-
sions with respect to a Greedy function as the new set of open nodes. A cost
estimate is used for this purpose, derived from the cost of the partial solution
constructed so far and a forward estimate for the remaining components. The
quality of this estimate is crucial to the success of beam search.
Beam-ACO algorithms are based on the core idea of using pheromone infor-
mation for selecting probabilistically the most promising extensions of partial
solutions in the search front. This is done in an iterative way. As in ACO, the
pheromone values corresponding to good solutions (paths in the search tree) are
reinforced at the end of each iteration and guide the search in subsequent iter-
ations. In other words, Beam-ACO algorithms guide basic beam search using a
reinforcement learning component in the style of ACO.
Beam-MMAS is obtained from Alg. 1 by replacing lines 5-10 with πib =
ProbabilisticBeamSearch(θ, μ), which calls the probabilistic beam search proce-
dure as shown in Alg. 2. At the start of the procedure the beam only contains
an empty permutation, that is B0 = {π = ()}. At each iteration t ≥ 0, the
algorithm produces the set of all possible children C of the partial permuta-
tions that form part of the current beam Bt (see line 4). The extension of a
partial permutation π ∈ Bt with job j is henceforth denoted by 〈π, j〉. Note
that extending π ∈ Bt with j means placing j at position t + 1 of π. At each
iteration, at most μ · θ candidate extensions are selected from C by means of
the procedure ChooseFrom(C) to form the new beam Bt+1. At the end of each
step, the new beam Bt+1 is reduced by means of the procedure Reduce in case
it contains more than θ partial solutions. The procedure stops when either Bt
is empty, which means that no feasible extensions of the partial permutations
in Bt−1 could be found, or when t = n− 1, which means that all permutations
in Bn−1 are complete. In the ﬁrst case, the algorithm returns null, while in
the second case the algorithm returns the solution with the best makespan. See
Fig. 1(a) for an example of the solution construction.
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Procedure ChooseFrom(C) uses the following probabilities for choosing a can-
didate extension 〈π, j〉 from C:
p(〈π, j〉) = τ(〈π, j〉) · ν(〈π, j〉)
−1
∑
〈π′,k〉∈C
τ(〈π′, k〉) · ν(〈π′, k〉)−1 , (3)
where τ(〈π, j〉) corresponds to the pheromone value τπtj ∈ T . The greedy func-
tion ν(〈π, j〉) assigns a heuristic value to each candidate extension 〈π, j〉. In
principle, we could use the earliest due date heuristic as in Eq. 1 for this pur-
pose. However, when comparing two extensions 〈π, j〉 ∈ C and 〈π′, k〉 ∈ C, their
respective earliest due dates might be misleading in case π = π′. As in [12], we
solved this problem by deﬁning the greedy function ν() as the sum of the ranks
of the earliest due date values that result from the complete construction of the
partial solution corresponding to 〈π, j〉. For more information on this procedure
see [12].
Finally, the application of procedure Reduce(Bt) removes the worst max{|Bt|−
θ, 0} partial solutions from Bt. For this purpose one usually uses a lower bound
for evaluating partial solutions. In fact, this lower bound is generally critical to
the performance of the algorithm. However, in the case of the SMJS problem it
is surprisingly diﬃcult to ﬁnd a lower bound that can be eﬃciently computed.
In pilot experiments we discarded several obvious choices, including the mini-
mum setup time estimate and the assignment problem relaxation [7,9]. Due to
the lack of an eﬃcient lower bound, we therefore use stochastic sampling for
evaluating partial solutions. More speciﬁcally, for each partial solution a num-
ber N s of complete solutions is sampled. This is done as follows. Starting from
the respective partial solution, the solution construction mechanism of MMAS
is used to complete the partial solution in potentially N s diﬀerent ways. The
only diﬀerence to the solution construction mechanism of MMAS is that when
encountering an infeasible partial solution the solution construction is not dis-
carded. Instead, the partial solution is completed, even though it is infeasible.
The value of the best one of the N s samples is used as a measure of the goodness
of the respective partial solution. Two measures are considered for comparing
diﬀerent samples: the number of constraint violations, and the makespan. The
sample with the lowest number of constraint violations is considered best, and
ties are broken with the makespan.
5 Adding CP to MMAS and Beam-MMAS
Constraint programming (CP) is a paradigm that extends the idea of variables
and their domains by attaching restrictions to the domains [13]. A constraint
solver is used to analyse and to automatically enforce restrictions that the pro-
gram has requested. The solver provides at least two services to the program:
(1) It analyses whether a new restriction is compatible with the already existing
ones and signals this as success or failure when a new constraint is added. (2) It
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Fig. 1. Partial construction of a solution using Beam-MMAS and CP-Beam-MMAS.
(a) Beam-MMAS: the search proceeds in two stages in order to select subsequent jobs
at the next level of the tree. First μ× θ candidates (light gray-ﬁlled nodes) are selected
using the product of the pheromone information (τ ) and rank of a job based on its
due time (ν). In this example, θ = 2 and μ = 2. Next, θ solutions are selected using
the estimate derived from stochastic sampling φ (job 2 and job 3 followed by job 4
in this example, white-ﬁlled nodes) and the search proceeds to the next level of the
search tree. (b) CP-Beam-MMAS: the search proceeds similar to the Beam-MMAS
method except that infeasible solutions are ruled out by CP at the ﬁrst stage (black-
ﬁlled nodes). As this example shows, diﬀerent solutions may be obtained compared
with Beam-MMAS as a result.
automatically reduces the domains of constraint variables according to the ex-
plicit and implicit restrictions. The program can query the solver for the domain
of a variable and obtain the set of values that have not been ruled out for this
variable. An attempt to assign a concrete value to a variable is called a labeling
step. Such a tentative assignment may be rejected by the constraint solver (be-
cause it is not consistent with the constraints) or it may be accepted and trigger
further propagation of constraints. For further details of the CP paradigm the
interested reader is referred to [13].
Integrating CP into ACO algorithms can be done by letting the constraint
solver keep track of possible extensions to partial solutions. The basic idea is
to use constraint variables for the decision variables. We can then use a con-
straint solver in combination with a constraint model that captures the pertinent
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relationships between the decision variables to automatically keep track of the
feasibility of (partial) solutions. An integration of CP with ant colony system,
CP-ACS, has been described in [14] and shown to be eﬀective for the SMJS
problem. We use the same CP model in this study.
The CP model. The model maintains two sets of variables. The ﬁrst set are those
variables that were deﬁned in the problem description in Section 1, that is, the
positions πi of permutation π, Sˆ and Eˆ. A second set of variables from the CP
side are introduced which deﬁne a stronger model that enhances propagation.
Now for the permutation π, auxiliary variables corresponding to the constants
are deﬁned: P = {p1, ..., pn}, release times R = {r1, ..., rn}, and due times D =
{d1, ..., dn}. Note here that an index i of any of these variables refers to the job at
position i in the permutation under construction, i.e., πi. Additional variables for
setup times ST = {st2, ..., stn} are deﬁned where the index refers to changeover
times between consecutive jobs. For example, st2 refers to the setup time from
job π1 to job π2. Hence there are only n−1 such variables. Variables for the start
times (S = {s1...sn}) and end times (E = {e1...en}) corresponding to Sˆ and Eˆ
are also deﬁned. Now we can state the CP model. The jobs are ﬁrst constrained
to be unique:
∀i : πi ∈ {1, . . . , n} ∧ distinct(πi)
Strong propagation is then achieved by combining these models by coupling
the data and introducing constraints. The data are coupled with the following
constraints:2
∀i : ei = si + pi ∧ si ≥ ri ∧ ei ≤ di
∀i > 1 : si ≥ ei−1 + sti ∧ sti ∈ {stjk | j, k ∈ {1, . . . , n}}
∀i : di ∈ {dj | j∈1, . . . , n} ∧ri ∈ {rj | j ∈ 1, . . . , n}∧ pi ∈ {pj | j∈ 1, . . . , n}
Once the id of the ith job of the permutation is known the following data and
variables can be bound:
∀i > 1, k, l : πi−1 = k ∧ πi = l ⇒ sti = stkl
∀i, k : πi = k ⇒ di =dk ∧ ri = rk ∧ pi = pk ∧ si = min(rk, ei−1 + sti)
∀i, k : ei > dk ⇒ πi = k
High level constraints can be used to achieve eﬃcient propagation and in our
case we use cumulatives(.), a scheduling constraint in GECODE [18] which is
initialized with all the data and interfaces with the model via Sˆ and Eˆ. For
cross propagation between the two models, the start, end and job id variables
are coupled:
∀i, k : πi = k ⇒ si = sˆk ∧ ei = eˆk
∀i, k : sk > sˆi ∨ sˆi < sk ⇒ πi = k
2 Note that the bars on top labels imply constants and di is not the same as di.
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Algorithm 3. Construct solutions using CP
1: i ← 0, feasible ← true
2: while i ≤ n & feasible do
3: i ← i + 1
4: repeat
5: D = domain(πi)
6: j = select job(D,τ )
7: if i = 1 then
8: feasible = post(πi ← j ∧ sˆj ← 0)
9: else
10: feasible = post(πi ← j ∧ sˆj ← max(rj, eˆj + stπi−1,j))
11: end if
12: if not(feasible) then post(πi = j)
13: until D = ∅ ∨ feasible
14: end while
15: if feasible then return π else return NULL
CP can now easily be integrated into the solution construction of MMAS
(see Alg. 3). The algorithm constructs a permutation (π) using the pheromones
and CP. This is done in lines 2–14 where the next job is only selected from
a feasible domain. D is the candidate list of jobs available for πi. If it is not
possible to schedule the remaining jobs to obtain a feasible solution, the partial
candidate solution is discarded without replacement. Eﬀectively, only feasible
candidate solutions will be constructed.
The integration of CP into Beam-MMAS is very similar. In particular, CP is
integrated into the phase of Beam-MMAS which produces possible extensions
to the current beam front (line 4 of Alg. 2). The purpose is to restrict the con-
struction of candidate solutions to those that are compatible with the problem
constraints. The algorithm implemented here selects all feasible children and
ranks them based on their due times as descried earlier.
6 Experiments and Results
We implemented CP-MMAS and CP-Beam-MMAS in C++ and used GCC
4.3.2 for compiling the software. The CP code was implemented using the GE-
CODE 2.1.1 solver library.3 Additionally we re-implemented CP-ACS (originally
proposed in [14]), because—for three reasons—it was hard to compare directly
to the results obtained by Meyer & Ernst in [14]. First, in [14] labeling steps
were used as a measure for the algorithms’ termination. Here we instead con-
sider CPU runtime which is a more appropriate measure in practical settings.
Secondly, the constraint solver used in the previous study is diﬀerent to the one
used here, and diﬀerences between solvers in terms of propagation can be ex-
pected. Thirdly, this study also examines the algorithms on data not tested in
the previous study.
3 GECODE is available from http://www.gecode.org/, accessed on May 20, 2009.
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All experiments were run on the Monash Sun Grid and the Enterprisegrid4
using the parameter sweep application and grid middleware broker Nimrod/G
[1]. Each algorithm was applied for 30 times to each considered problem instance,
allowing a running time of 10 hours for each application.
6.1 Problem Instances
The problem instances used in this paper include those used in [14] and ad-
ditional ones from [2]. Individual ﬁles are labeled xn.i where x = label, n =
instances size and i = index. For example, W20.1 is the ﬁrst ﬁle with 20 jobs.
The ﬁrst nine instances are real data taken from wine bottling in the Australian
wine industry. There are no release times for this data and the instances are
more constrained with decreasing index.
The second set of instances are for the asymmetric traveling salesman problem
with time windows and are taken from the literature [2]. The index refers to
the number of time windows that have been removed. For example, the RBG
problems are identical except that RBG27.a.15 has time windows for 15 jobs.
Hence, a larger index indicates a more tightly constrained instance.
The third set of instances are selected from the same source as above (see [2])
and aim to demonstrate the algorithms’ consistency across a variety of instances.
Due to time and resource constraints, instances with a maximum of 152 jobs were
considered. Additionally, results for instances with a small number of jobs (<
27) are not reported since the performance of all three algorithms is very similar,
nearly always ﬁnding an optimal solution.
6.2 Parameter Settings
In the following we give a summary of the parameters settings that were chosen
based on past experiments [14,3] and after tuning by hand. In CP-MMAS
and CP-ACS the number of ants was set to 10 per iteration (based on [14]),
the learning rate was set to ρ = 0.01 (tuned by hand). In MMAS the upper
bound for the pheromone levels was set to τmax = 0.999 and the lower bound to
τmax = 0.001.
In CP-Beam-MMAS we used θ = 10, μ = 2.0 and N s = 20. The choice of
θ = 10 is motivated by the fact that CP-MMAS and CP-ACS use this number
of ants at each iteration. The setting of μ was adopted from past experiments
with a similar problem [3]. N s was chosen based on initial experiments.
6.3 Comparison
The results of the three tested algorithms are shown in Table 2, which has the
following format. The ﬁrst column contains the instance identiﬁer. Then, for each
4 The Nimrod project has been funded by the Australian Research Council and a
number of Australian Government agencies, and was initially developed by the Dis-
tributed Systems Technology CRC.
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algorithm we show four diﬀerent columns. The ﬁrst one of these four columns
presents the best solution found across 30 runs (best), the second one shows the
mean of the best solutions across all 30 runs (mean), the third one contains the
associated standard deviations (sd), and the fourth one the number of times
that the algorithm failed to ﬁnd a feasible solution (fail) out of the 30 runs. In
the three columns with heading best a value is marked in boldface in case no
other algorithm found a better solution and at least one algorithm was not able
to match this solution value. Similarly, in the three columns with heading mean
a value is marked in boldface and italic if no other algorithm has a better mean
and at least one algorithm has a worse mean.
First, comparing CP-ACS with the original version presented in [14] shows
that our re-implementation performs competitively. Meyer & Ernst use labeling
steps as the termination criteria, which results in the fact that the algorithm was
run signiﬁcantly longer than 10 hours for large problems. Despite the restricted
time limit our re-implementation is competitive and is signiﬁcantly worse than
the original version only on problem instances W30.1 and RBG027.a.15. How-
ever, it is superior to the original version on several other problems (e.g., W30.2).
This can be veriﬁed by comparing to the results provided in [14].
Concerning the comparison between CP-ACS and CP-MMAS, the former
outperforms the latter (sometimes by a large margin) in terms of solution quality
when feasible solutions are found. This may be explained by a certain amount
of determinism in the solution construction of ACS. However, the failure rate
of CP-ACS is very high for instances with 48 or more jobs and this algorithm
therefore does not scale well. In contrast, CP-MMAS does not have such failure
issues. In fact, CP-MMAS is the only algorithm that never fails in ﬁnding a
feasible solution.
In the following we delve into a comparison of all three algorithms separated
for the three instance sets. For the small instances (< 25 jobs) all the algorithms
perform equally well except for instance W20.1 where CP-MMAS performs
poorly. In general, for the ﬁrst set of instances, CP-Beam-MMAS is the best
performing algorithm on the medium-large instances. Even when outperformed,
this algorithm always ﬁnds solutions close to the best. On the second set of
instances the algorithms perform equally well except for RBG27.a.3 where CP-
MMASperforms best and RBG27.a.15 where CP-Beam-MMAS is the best by
a large margin. On the third set of instances CP-Beam-MMAS consistently
outperforms the other two algorithms. Again, when the best or best average
results are not obtained, CP-Beam-MMAS always ﬁnds solutions whose costs
are very close to the best. Furthermore, the algorithm is very robust, ﬁnding for
many instances always the same best solution value across all 30 runs.
Considering feasibility, as mentioned before, CP-ACS struggles on some of
the largest instances, always failing on some (e.g. RBG050b) and nearly always
failing on others (all instances of size greater than 67). While CP-MMAS has
no problems in this respect, CP-Beam-MMAS fails in four out of 90 runs on
three instances, demonstrating also a very low failure rate.
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Table 2. Results of CP-ACS, CP-MMAS and CP-Beam-MMAS for all considered
instances
CP-ACS CP-MMAS CP-Beam-MMAS
Instance best mean sd fail best mean sd fail best mean sd fail
W8.1 8321 8321.0 0.0 0 8321 8321.0 0.0 0 8321 8321.0 0.0 0
W8.2 5818 5818.0 0.0 0 5818 5818.0 0.0 0 5818 5818.0 0.0 0
W8.3 4245 4245.0 0.0 0 4245 4245.0 0.0 0 4245 4245.0 0.0 0
W20.1 8504 8542.8 43.8 0 8914 9056.8 86.0 0 8504 8504.0 0.0 0
W20.2 5062 5076.0 14.0 0 5062 5062.0 0.0 0 5062 5068.0 11.3 0
W20.3 4312 4329.7 20.5 0 4312 4312.0 0.0 0 4312 4323.7 15.5 0
W30.1 8127 8630.0 286.9 0 8887 9068.5 127.7 0 8172 8334.5 65.5 0
W30.2 4542 4641.2 52.3 0 4682 4839.7 156.8 0 4527 4666.3 51.9 0
W30.3 4203 4256.2 49.3 0 4288 4364.2 48.4 0 4128 4217.8 35.5 0
RBG10.a 3840 3840.0 0.0 0 3840 3840.0 0.0 0 3840 3840.0 0.0 0
RBG16.a 2596 2596.0 0.0 0 2596 2596.0 0.0 0 2596 2596.0 0.0 0
RBG16.b 2094 2094.0 0.0 0 2094 2094.0 0.0 0 2094 2094.0 0.0 0
RBG21.9 4481 4481.0 3.4 0 4481 4481.0 0.0 0 4481 4481.0 0.0 0
RBG27.a.3 927 940.7 14.0 0 927 927.1 0.3 0 940 958.5 13.7 0
RBG27.a.15 1336 1396.6 28.8 0 1500 1543.6 18.5 0 1068 1095.9 19.3 0
RBG27.a.27 1076 1076.0 0.0 0 1076 1076.0 0.0 0 1076 1076.0 0.0 0
BRI17.a.3 1003 1131.1 203.2 0 1003 1003.0 0.0 0 1003 1003.0 0.0 0
BRI17.a.10 1031 1130.6 154.6 0 1031 1031.0 0.0 0 1031 1031.0 0.0 0
BRI17.a.17 1057 1057.0 0.0 0 1057 1057.0 0.0 0 1057 1057.0 0.0 0
RBG027a 5093 5135.4 23.0 0 5132 5177.7 18.5 0 5093 5093.0 0.0 0
RBG031a 3498 3498.0 0.0 0 3498 3498.0 0.0 0 3498 3498.0 0.0 0
RBG033a 3757 3757.0 0.0 0 3757 3757.0 0.0 0 3757 3757.0 0.0 0
RBG034a 3314 3323.9 39.8 0 3314 3362.0 31.1 0 3314 3314.0 0.0 0
RBG035a 3388 3413.3 35.1 0 3388 3446.1 44.4 0 3388 3388.0 0.0 0
RBG035a.2 3325 3325.0 0.0 0 3325 3325.0 0.0 0 3325 3325.0 0.0 0
RBG038a 5699 5822.0 95.2 0 5699 5914.9 83.5 0 5699 5699.0 0.0 0
RBG040a 5679 5695.3 28.5 0 5679 5680.7 5.7 0 5679 5679.0 0.0 0
RBG041a 3793 3811.8 35.9 0 3793 3906.3 89.4 0 3793 3793.0 0.0 0
RBG042a 3295 3399.6 59.7 0 3363 3491.2 71.1 0 3296 3339.0 20.6 0
RBG048a 9836 9836.0∗ - 29 9856 10019.3 89.3 0 9799 9876.6 44.8 1
RBG049a 13257 13296.0 55.2 28 13257 13401.1 72.1 0 13257 13264.1 12.9 0
RBG050a 12050 12066.2 37.2 0 12050 12050.9 5.1 0 12050 12050.0 0.0 0
RBG050b - - - 30 12039 12155.4 69.7 0 12044 12126.6 33.6 0
RBG050c - - - 30 11027 11115.1 65.7 0 10985 11015.3 22.6 1
RBG055a 6929 6990.7 58.6 2 6929 7045.5 64.3 0 6929 6929.0 0.0 0
RBG067a 10331 10460.1 68.5 21 10368 10485.0 65.5 0 10331 10331.0 0.0 0
RBG086a 16899 17062.1 94.0 6 16899 17028.8 85.1 0 16899 16899.0 0.0 0
RBG092a 12501 12516.3 26.6 27 12501 12530.1 35.8 0 12501 12501.0 0.0 0
RBG125a 14296 14399.0 105.1 27 14265 14383.2 98.5 0 14214 14232.2 25.2 0
RBG132 18524 18592.3 54.9 26 18524 18594.6 74.5 0 18524 18524.0 0.0 0
RBG132.2 18524 18620.3 110.5 24 18535 18764.5 96.6 0 18524 18528.2 14.1 0
RBG152 17455 17455.0 - 29 17455 17455.0 0.0 0 17455 17455.0 0.0 0
RBG152.2 17455 17614.3 156.6 27 17455 17505.8 64.3 0 17455 17455.0 0.0 2
∗ This value is not marked in boldface and italic because it only results from one feasible run.
7 Discussion
The results demonstrate overall that the best algorithm for the SMJS problem is
CP-Beam-MMAS. Out of 43 instances examined here Beam-ACO ﬁnds the best
average solutions for 23 instances and is equal on 15 others. For the remaining
ﬁve instances CP-ACS obtains the best average twice, however, for RBG048.a
only one feasible solution is found in 30 runs. Concerning the three remaining
instances (W20.2, W20.3, and RBG27.a.3) CP-MMAS is the best performing
algorithm concerning the average behaviour.
Hybridizing Beam-ACO with CP for Single Machine Job Scheduling 43
For smaller instances (less than 20 jobs) the algorithms perform equally well
as expected. Considering instances of size greater than 20, CP-Beam-MMAS
performs better than or equally well to the other algorithms except for two in-
stances. The reason for this improvement can be attributed to the beam search
component of CP-Beam-MMAS. First, the time spent in constraint propaga-
tion is reduced due to the parallel aspect of the solution construction in beam
search. This leads to the fact that CP-Beam-MMAS can spend more time in
optimization in contrast to spending time in ﬁnding feasibility. Second, this par-
allel aspect of the solution construction in beam search also allows to discard
partial solutions in favor of other partial solutions in diﬀerent areas of the search
tree that appear to be more promising.
In summary, CP-Beam-MMAS is able to make an eﬃcient trade-oﬀ between
the use of CP for feasibility and the stochastic-heuristic component for ﬁnding
high quality solutions. Since the CP overhead is large, the CP-ACO variants
spend more time propagating constraints compared to CP-Beam-MMAS and
are thus less eﬃcient.
8 Conclusion
In this study we have shown that a hybrid algorithm resulting from the combi-
nation of Beam-ACO with constraint programming is an eﬀective algorithm for
the SMJS problem providing the best known results when optimizing makespan.
This method uses CP eﬀectively parallelizing the ACO solution construction and
exploiting dependencies between partial solutions to ﬁnd high quality solutions.
There is certainly room to gain a better understanding of CP-Beam-MMAS’s
performance. Moreover, more eﬃcient uses of CP within this context may be
explored, potentially leading to more time-eﬃcient algorithms. Propagation ef-
fectiveness at various stages of variable labeling may be worth examining. Fur-
thermore, components of the algorithm like stochastic sampling can be examined
futher. Lopez-Ibanez et al. (see [12]) have analysed stochastic sampling but the
success of the method still warrants better understanding. Finally, CP-Beam-
MMAS has the potential to be extended to other combinatorial optimization
problem types with non-trivial hard constraints where ﬁnding feasible solutions
is not easy.
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