User scheduling, beamforming and energy coordination are investigated in smart-grid powered cellular networks (SGPCNs), where the base stations are powered by a smart grid and natural renewable energy sources. Heterogeneous energy coordination is considered in SGPCNs, namely energy merchandizing with the smart grid and energy exchanging among the base stations. A long-term grid-energy expenditure minimization problem with proportional-rate constraints is formulated for SGPCNs. Since user scheduling is coupled with the beamforming vectors, the formulated problem is challenging to handle via standard convex optimization methods. In practice, the beamforming vectors need to be updated over each slot according to the channel variations. User scheduling needs to be updated over several slots (frame) since the frequent scheduling of user equipment can cause reliability issues. Therefore, the Lyapunov optimization method is used to decouple the problem. A practical two-scale algorithm is proposed to schedule users at each frame, and obtain the beamforming vectors and amount of exchanged natural renewable energy at each slot. We prove that the proposed two-scale algorithm can asymptotically achieve the optimal solutions via tuning a control parameter. Numerical results verify the performance of the proposed twoscale algorithm.
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I. INTRODUCTION
Wireless data is estimated to exceed 131 exabytes per month by 2024 [1] . Deploying ultra-dense base stations (BSTs) is a promising solution to cope with the everincreasing volume of wireless data [2] . One study estimates that radio access links will consume around 29% of the energy consumed by wireless communications [3] , [4] . Hence, the operation of a large number of BSTs has led to surging energy bills and carbon footprint in the information and communication technology sector [3] . To reduce the energy bills of BSTs, research on green communications has attracted much attention from both industry and academia [3] - [5] .
A. Related Works and Motivations
The current research on green communications can be classified into two categories. The first category focuses on reducing energy consumption [6] , [7] or increasing energy efficiency [8] , [9] . For example, the energy consumption minimization problems with short-term and long-term constraints on communication quality of service (QoS) were respectively studied in [6] and [7] for downlink beamforming of multicell networks. Downlink beamforming and downlink power control were, respectively, investigated to maximize the short-term energy efficiency [8] and long-term energy efficiency [9] of multicell networks.
Another research direction leverages the integration of natural renewable energy (NRE) into the cellular networks as energy-harvesting equipment (e.g., residential-level solar photovoltaic panels and miniature wind turbines) becomes widely available. For example, Huawei and Telefonica have installed solar-powered BSTs in central Chile [10] . Several works investigated resource-allocation algorithms for communication systems powered by NRE and traditional grids (i.e., hybrid-powered communication systems), such as pointto-point systems [11] - [13] , multiuser systems [14] , [15] and multicell networks [16] - [18] . In the point-to-point systems, the joint allocation of harvested NRE and grid energy under the constraints of communication QoS was investigated to minimize the system cost and grid energy expenditure over finite-time horizon [11] , [12] and infinite-time horizon [13] . Moreover, the proposed algorithm in [13] achieves a tradeoff between the grid-energy expenditure and delay for the pointto-point systems. Considering imperfect NRE storage media, an energy-delay tradeoff was also revealed for the hybridpowered multiuser systems [15] . However, the aforementioned works [11] - [18] focused on the traditional grids and ignore a key feature of smart grids: two-way energy-trading capability [19] . Two-way energy-trading provides another dimension to reduce the energy bills of hybrid-powered BSTs. Hence, incorporating NRE into the smart-grid powered cellular networks (SGPCNs) becomes an ecologically and economically friendly solution to reduce the energy bills.
Several works have investigated the framework of SGPCNs [20] - [23] and the applicable resource allocation algorithms [24] - [30] . More specifically, resource allocation algorithms in SGPCNs can be classified into three categories: one-shot algorithms, offline algorithms and online algorithms. The one-shot algorithms proposed in [24] - [26] are applicable to scenarios where the resources are independently allocated in each slot of an SGPCN. The offline algorithms were proposed to allocate jointly the SGPCN resources over a finite number of slots [27] , [28] , whereas the online algorithms were tailored to handle the volatility of NRE arrivals in an SGPCN over an infinite number of slots [29] - [31] . Since practical SGPCNs operate in infinite time horizons, the online resource allocation algorithms are preferred. For example, Dong et al. [29] investigated the impact of volatility of NRE arrivals on the packet rates. Studying a long-term grid-energyexpenditure (LTGEE) minimization problem, they revealed that the grid-energy expenditure can be reduced by sacrificing the system packet rate. Wang et al. [30] studied the longterm data-rate maximization problem with a constraint on the long-term grid-energy expenditure in smart-grid powered communications. Using the dirty paper coding scheme at the multiple-input-multiple-output BST, their proposed online beamforming algorithm [30] can achieve the provable asymptotically optimal data rate. The authors in [31] investigated the joint beamforming and grid-energy merchandizing problem to minimize the long-term grid-energy expenditure in a coordinated multi-point system based on the group-sparse optimization method and the multi-armed bandit method. Since the formulated long-term grid-energy expenditure is a function of ahead-of-time energy-trading amount, the relation between the long-term grid-energy expenditure and the beamforming vectors is unknown in [31] .
The online resource allocation algorithms [29] , [30] reviewed above allocate resources over one time scale. The scheduled user equipment (UE) indicators need to be reallocated over several slots in practical systems since the frequent scheduling of the UEs can cause reliability issues. Moreover, when the UEs can tolerate the delay, the framescale user scheduling induces a more accurate characterization of end-to-end delay. Few studies have investigated two-scale resource allocation schemes. Wang et al. proposed in [32] the dynamic beamforming and grid-energy merchandizing algorithm to minimize the long-term grid-energy expenditure for the multiuser SGPCNs. Their proposed two-scale algorithm [32] allocates: 1) the ahead-of-time energy-trading amount at frame scale; and 2) the real-time energy-trading amount and beamforming at the slot scale. Since the ahead-of-time energy-trading amount is a continuous variable, it can be obtained by the subgradient method. Since the scheduled UE indictors are binary variables, the proposed schemes in [29] - [32] cannot obtain the optimal scheduled UE indicators. Yu et al. [33] investigated the joint network selection, subchannel and power allocation problem in integrated cellular and Wi-Fi networks. Exhaustive search is used in [33] to solve the network selection subproblem, and greedy selection is used to solve the subchannel allocation subproblem. However, exhaustive search is computational expensive, and greedy selection can lead to suboptimal solutions for the scheduled UE indicators when the number of UEs is large. Besides, the proposed algorithms in [32] , [33] are not applicable when heterogeneous energy coordination and proportional-rate constraints are considered in multicell SGPCNs. In our previous work [34] , we proposed a joint scheduling and beamforming algorithm to minimize the long-term grid-energy expenditure. A tradeoff between the grid-energy expenditure and the endto-end delay of UEs was unveiled. However, the tradeoff is yet to be found for SGPCNs having heterogeneous energy coordination. Besides, a theoretical analysis on the tradeoff was not performed in [34] . Compared with the Lyapunov optimization methods used in [29] , [30] , [32] , [33] , [35] , reinforcement learning methods as applied in [17] , [36] can also be used to develop online optimization algorithms. However, reinforcement learning requires the proper development of a function estimator to deal with the continuous states and continuous actions. Besides, it is more challenging to handle the constrained optimization problems via the reinforcement learning approach. Therefore, we are motivated to adopt the Lyapunov optimization method to solve the two-scale resource allocation problem.
B. Contributions
Different from [29] , [30] , [32] , we consider the heterogeneous energy coordination in SGPCNs such that each BST has two options to handle the harvested NRE: 1) energy merchandizing with the smart grid; and 2) energy exchanging with the other BSTs. We investigate the LTGEE minimization problem in a SGPCN via the joint allocation of scheduled UE indicators, beamforming and exchanged NRE variables. By tuning a control parameter of the Lyapunov optimization method, we can asymptotically obtain the optimal grid-energy expenditure. The contributions of this work are summarized as follows.
• We investigate the LTGEE minimization problem in SGPCNs via the joint design of scheduled UE indicators, beamforming vectors, and exchanged NRE variables. The design of beamforming vectors and exchanged NRE variables belongs to the physical layer, and the design of scheduled UE indicators belongs to the link layer. Hence, the investigated LTGEE minimization problem is a cross-layer problem. • After transforming the LTGEE minimization problem into minimizing the upper bound of drift-plus-penalty function, we decouple the beamforming vectors and exchanged NRE variables from the scheduled UE indicators. Hence, a two-scale UE scheduling, beamforming and energy trading (TSUBE) algorithm is proposed to update the beamforming vectors and exchanged NRE variables every slot and update the scheduled UE indicator every frame. • We theoretically prove that the minimizer to the upper bound of drift-plus-penalty function can be obtained via the proposed TSUBE algorithm. Based on the Lyapunov optimization method, we reveal that the proposed TSUBE algorithm can approach the optimal grid-energy expenditure via tuning a control parameter. Compared with the state-of-the-art analysis methods [29] , [33] , [37] - [39] , the proposed method explicitly specifies the stable region of the SGPCN.
C. Organization and Notations
The remainder of this paper is organized as follows. The system model and the LTGEE minimization problem are presented in Section II. The tradeoff between the long-term grid-energy expenditure and the end-to-end delay of UEs is theoretically established in Section III. Three dimensional resources (scheduled UE indicators, beamforming vectors and exchanged NRE variables) are optimally allocated to minimize the long-term grid-energy expenditure in Section IV. Numerical results are presented to verify the effectiveness of the proposed TSUBE algorithm and insights from the results are discussed in Section V. Finally, Section VI concludes the work.
Notations: Vectors and matrices are shown in bold lowercase letters and bold uppercase letters, respectively. C denotes the domain of complex values. C N (µ, Σ) denotes a circularly symmetric complex, Gaussian (CSCG) random vector with mean vector µ and covariance matrix Σ. The operator vec(·) converts an M × N matrix into a column vector of size M N ×1. · F denotes the Frobenius norm. The expectation of a random variable is denoted by E {·}, and the imaginary part of a complex value is denoted by (·). The operators (·) T and (·) H denote the transpose and conjugate-transpose operations, respectively. The vectors 1 and 0 denote the all-one and allzero vectors, respectively. As shown in Fig. 1 , we consider a SGPCN having M BSTs. Each BST is equipped with L antennas. The mth BST is associated with N m UEs, each equipped with a single antenna. Each BST connects to the core network (CN) via optical-fiber links, and connects to UEs via the wireless links. Moreover, each BST is powered by the smart grid and NRE sources (e.g., solar and/or wind). A two-scale framework is considered to schedule UEs, design beamforming vectors and exchange NRE. Since the NRE arrival rates and channelcoefficient vectors vary at different time scales in practice [40] , we assume that the average NRE arrival rate is updated per frame, and the channel-coefficient vector is updated per slot. Here, each frame consists of T consecutive slots. We denote the range of the frames by k = 0, 1, . . . , ∞, and denote the range of slots in the kth frame by t k ∈ T k {t k |t k = kT, kT + 1, . . . , (k + 1)T − 1 }. Moreover, we assume that each slot has unit duration; therefore, we use the terms "energy" and "power" interchangeably at the time scale of a slot.
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Signal Model
Let h m,n (t k ) ∈ C L×1 denote the channel-coefficient vector of the link between the nth UE and the mth BST (or the (m, n)th access link) at the t k th slot. Here, h m,n (t k ) ∼ C N 0, ω −1 m,n I L follows CSCG where ω m,n is the pathloss of the (m, n)th access link. We define the scheduled UE indicator as a m,n [k] which equals one when the nth UE of the mth BST (or the (m, n)th UE) is scheduled at the kth frame; otherwise, it equals zero. Hence, the received signal of the (m, n)th UE at the t k th slot is given by 1
where the term z m,n (t k ) ∼ C N 0, σ 2 m,n is the additive white Gaussian noise (AWGN) of the (m, n)th UE at the t k th slot; w m,n (t k ) denotes the single-stream beamforming vector for the (m, n)th UE at the t k th slot.
Based on (1), the received signal-to-interference-plus-noise ratio (SINR) of the (m, n)th UE at the t k th slot is obtained as
where the intra-cell interference and inter-cell interference terms are, respectively, given as
and
Hence, the data rate of the (m, n)th access link at the t k th slot is given as r m,n (t k ) = log(1 + SINR m,n (t k )).
Based on (1), the consumed power of the mth BST at the t k th slot is written as
where η is the power amplifier efficiency of the BST, and the circuit power consumption is defined as P CIR m P SP m 0.87 + 0.1L + 0.03L 2 , in which P SP m is the power consumed by baseband processing in the mth BST [29] . Here, N ACT m [k] denotes the set of scheduled UEs of the mth BST at the kth frame.
Remark 1: Different from the conference version [34] , in this paper we do not consider on-off switching of the BSTs. This is because in our numerical experiments, we observed that on-off switching of a BST rarely occurs when the BST has three or more UEs attached.
B. Energy-Coordination Model
As shown in Fig. 1 , the BSTs have two options to perform heterogeneous energy coordination: 1) energy merchandizing via the on-grid power lines; and 2) energy exchanging via the local power lines.
1) Energy Merchandizing: Using a smart meter, a BST can trade energy bidirectionally with the smart grid by purchasing (selling) energy when the NRE of the BST has a deficit (surplus). Denote the unit energy purchasing price of the BSTs by α b , and the unit energy selling price of the BSTs by α s . To avoid the redundant energy merchandizing, we set α b > α s ≥ 0.
2) Energy Exchange: BSTs that are connected by local power lines can exchange energy exchange among themselves. Due to the issues of regulation and resistive loss, the BSTs are partially connected 2 as shown in Fig. 1 . Let δ l m (t k ) and δ m l (t k ) respectively denote the energy delivered from the mth BST to the lth BST and the reversed direction at the t k th slot. Two-way energy flow needs to be avoided at a specific slot. Hence, we include the energy-flow constraints as
The case δ l m (t k ) ≥ 0 indicates that NRE is delivered from the mth BST to the lth BST, and vice versa. Moreover, δ m m (t k ) = 0, m = 1, 2, . . . , M . We consider the loss over the local power lines by defining the efficiency of power delivery over the local power line between the mth BST and the lth BST as β l m ∈ (0, 1) with β l m = β m l . Let the set N m be the neighbor BSTs that are connected by one-hop local power lines to the mth BST. The amount of net exchanged energy via the local power lines of the mth BST at the t k th slot is written as
Remark 2: The amount of net exchanged energy in (7) is calculated as follows.
• When δ l m (t k ) > 0, energy is flowing from the mth BST to the lth BST in the t k th slot, with net output energy of the mth BST and net input energy of the lth BST being, respectively, δ l m (t k ) and β l m δ l m (t k ). Therefore, the net output energy of the lth BST is −β l m δ l m (t k ). Based on the energy-flow constraints in (6) and the fact β l m = β m l , the net output energy of the lth BST is β m l δ m l (t k ). • When δ l m (t k ) < 0, energy is flowing from the lth BST to the mth BST in the t k th slot. Following similar arguments, we obtain the net energy output at the mth BST as β l m δ l m (t k ), and obtain the net energy output at the lth BST as δ m l (t k ). When energy merchandizing and energy exchanging are deployed, the grid-energy expenditure of the mth BST at the t k th slot is calculated as [29] 
where E HAV m [k] denotes the amount of NRE harvested by the mth BST in the kth frame. Since the arrival of NRE remains stable in a frame, the amount of NRE harvested by the mth
C. Traffic Model 1) Access Queue: We consider that the mth BST maintains N m access queues for the associated UEs, and the dynamic equation for the nth access queue of the mth BST (or the (m, n)th access queue) is given as
m,n (t k + 1) and q A m,n (t k ) are the backlogs of the (m, n)th access queue at the (t k + 1)th and t k th slots, respectively; ν m,n (t k ) and r m,n (t k ) are, respectively, the arrival rate and data rate of the (m, n)th access queue at the t k th slot.
2) Processing Queue: Corresponding to the (m, n)th access queue, we consider that the (m, n)th UE maintains a processing queue (or the (m, n)th processing queue) for upper layer processing. The dynamic equation for the (m, n)th processing queue is given as
where q U m,n (t k + 1) and q U m,n (t k ) are the backlogs at the (t k + 1)th and the t k th slots. We consider that the processing rate of the (m, n)th processing queue is constant. Therefore, the processing rate s m,n (t k ) min s m,n , q U m,n (t k ) wherẽ s m,n denotes the constant processing rate of the (m, n)th processing queue.
In practical systems, the values of arrival rate ν m,n (t k ), data rate r m,n (t k ), and processing rate s m,n (t k ) are bounded as
where ν max , r max and s max are, respectively, the maximum arrival rate, maximum data rate and maximum processing rate.
Remark 3: The arrival rate vector, data rate vector and processing rate vector are, respectively, denoted by
vec([s m,n (t k )] ∀m,n ). The average arrival rate of the (m, n)th access queue and the average processing rate of the (m, n)th processing queue are, respectively, denoted byν m,n E X {ν m,n (t k )} ands m,n E X {s m,n (t k )}. Here, the operator E X {·} is the expectation over the random sources X
, ν m,n (t k )} ∀m,n . Moreover, the average arrival rate vector and average processing rate vector are denoted byν vec([ν m,n ] ∀m,n ) ands vec([s m,n ] ∀m,n ), respectively.
D. Problem Formulation
Our objective is to minimize the long-term gridenergy expenditure via designing the scheduled UE indicators {a m,n [k]} ∀m,n,k , beamforming vectors {w m,n (t k )} ∀l,m,n,t k ,k and exchanged NRE variables {δ l m (t k )} ∀l,m,t k ,k over two time scales. Due to the lack of knowledge on stochastic arrival of NRE and the variations of channel states in the future slots, we consider the following constraints in the LTGEE minimization problem.
• Rate-limit constraints:
which guarantee that each BST does not transmit blank information at the t k th slot. • Dynamic proportional-rate constraints:
which guarantee that the UE with larger backlog obtains a better service rate at each slot. • Slot-level power constraints:
where P max m is the maximum transmit power of the mth BST.
• Queue-stable constraints:
which guarantee that the data of UEs will be served in finite time. As a result, the LTGEE minimization problem is formulated as
where Y {Y (t k )} ∀t k ,k is the set of resource allocation variables, and the set Y (t k ) is defined as Y (t k ) = {w m,n (t k ), δ l m (t k ), a m,n [k]} ∀l,m,n . Note that the LTGEE minimization problem (16) is challenging to handle via classical convex optimization methods. Since the scheduled UE indicators are coupled with the beamforming vectors, we are motivated to use the Lyapunov optimization method to obtain a feasible solution to the LTGEE minimization problem (16) , analyze the optimality of the feasible solution. Moreover, we also investigate the relation between the long-term grid-energy expenditure and the end-to-end delay of UEs.
III. TRADEOFF BETWEEN GRID-ENERGY EXPENDITURE
AND END-TO-END DELAY We define the Lyapunov function of LTGEE minimization problem (16) at the kth frame as
where q A [k] is obtained by stacking the backlogs of the access queues, and q U [k] is obtained by the backlogs of the processing queues at the kth frame as
The one-frame Lyapunov drift and drift-plus-penalty functions [37] are, respectively,
where V > 0 is a positive control parameter. We obtain the upper bound of the one-frame Lyapunov drift-plus-penalty function in (19) as
M m=1 N m . Please see Appendix A for a detailed proof of the inequality (20) .
Minimizing the right-hand side (RHS) of (20) under the constraints in (6) and (12)- (14) gives us a feasible solution to the LTGEE minimization problem (16) . Due to the constraints in (6) and (12)- (14) , the grid-energy expenditure is bounded by
whereḠ is the bound of the grid-energy expenditure. The properties on the obtained feasible solution is discussed in Proposition 1.
Proposition 1 (Asymptotic Optimality): Suppose that the initial queue backlogs q A [0] and q U [0] are fixed, and the resource allocation variables in Y satisfy the conditions
where is a small positive constant. The NRE arrival rates are independent and stationary over the frames. The channelcoefficient vectors and traffic arrival rates are independent and stationary over the slots. When the above assumptions are satisfied, the minimizer to the RHS of (20) under the constraints in (6) and (12)-(14) asymptotically achieves the optimal grid-energy expenditure G * as
when the control parameter V approaches infinity. Moreover, the queue backlogs satisfy lim sup
such that the constraints in (15) are satisfied.
Proof: See Appendix B. Based on Proposition 1, we conclude that the set of minimizers Y * to the RHS of (20) under the constraints in (6) and (12)-(14) is a feasible solution to the LTGEE minimization problem (16) . Based on (23), we observe that gap between the optimal grid-energy expenditure and obtained grid-energy expenditure by Y * decreases with the control parameter as
Based on Little's law and (24), we observe that the end-to-end delay of UEs is a linearly increasing function of the control parameter V as O (V ). When the control parameter V approaches infinity, the end-to-end delay of UEs increases to infinity. Hence, we conclude that the grid-energy expenditure can be traded for the ene-to-end delay of UEs by tuning the control parameter. Besides, the proposed analysis method in Appendix B also explicitly defines the stable region of SGPCN as shown in (22) .
IV. TWO-SCALE UE SCHEDULING, BEAMFORMING AND ENERGY EXCHANGING
Based on Proposition 1, we observe the elegance of a minimizer Y * to the RHS of (20) under the constraints in (6) and (12)- (14) . In this section, we propose a practical two-scale algorithm that jointly designs the scheduled UE indicators {a m,n [k]} ∀m,n,k in each frame and the beamforming vectors and exchanged NRE variables {w m,n (t k ), δ l m (t k )} ∀l,m,n,t k ,k in each slot for the SGPCN.
A. Optimal Scheduled UE Indicator in Each Frame
After some algebraic manipulations on the RHS of (20), we obtain the term related to {r m,n (t k )} ∀m,n,k,t k as
The term related to the grid-energy expenditure in the RHS of (20) is denoted by
We observe that the terms r m,n (t k ) and G SG m (t k ) are coupled via a m,n [k]. In order to minimize the RHS of (20) , we obtain the optimal scheduled UE indicator as
(27) The optimality of (27) is proved in Appendix C.
B. Optimal Beamforming and NRE Exchanging in Each Slot
The NRE arrival rates {E HAV m [k]} ∀m remain constant during the kth frame, and channel-coefficient vectors {h m,n (t k )} ∀m,n are independent over different slots in the kth frame. Based on the principle of opportunistically minimizing an expectation [37] , the minimizer to the RHS of (20) under the constraints in (6) and (12)-(14) can be obtained by solving a per-slot optimization problem as
s.t. (6) and (12) − (14) (28) where Z (t k ) w m,n (t k ), δ l m (t k ) ∀m,n . Solving the per-slot optimization problem (28) is challenging due to the non-convexity of the rate-limit constraints in (12) and the proportional-rate constraints in (13) .
To handle the non-convex proportional-rate constraints in (13) , we introduce an auxiliary variable φ(t k ) such that r m,n (t k ) = q A m,n (t k )φ(t k ). Hence, we obtain the proportional-rate constraints in (13) as
where
and (·) denotes the imaginary part of a complex value. Moreover, the range of φ(t k ) is set as [0, 1] to guarantee the constraints in (12) . Replacing r m,n (t k ) by q A m,n (t k )φ(t k ) in the objective function (28) , we obtain OB J m (t k )
where P BST m (t k ) is defined in (5) , and E LPE m (t k ) is defined in (7) .
Relaxing the constraints in (29) , we obtain a convex optimization problem as
At each slot, the constraints in (33b)-(33e) constitute a convex hull of the constraints in (6) and (12)-(14) when the values of φ(t k ) and {a m,n [k]} ∀m,n are fixed. Therefore, we conclude O P T (t k ) ≤ O P T (t k ). Based on the arguments in [41] , we demonstrate that the optimal Z * (t k ) make the constraints in (33c) active. In other words, we obtain O P T (t k ) = O P T (t k ). See Appendix D for a detailed proof of the activeness of constraints in (33c). Motivated by Proposition 2 of [41] , the optimal φ * (t k ) can be obtained via a one-dimensional search method. Therefore, the optimization problem (28) can be optimally solved.
Based on (27) , the scheduled UE indicators are updated at the start of each frame. Performing a one-dimensional search and solving the optimization problem (33), the beamforming vectors and exchanged NRE variables are updated at the start of each slot. Therefore, we summarize the TSUBE algorithm in Algorithm 1. At the start of the t k th slot, the CN estimates the channelcoefficient vectors {hm,n(t k )} ∀m,n 6:
Algorithm 1 TSUBE Algorithm
Based on {hm,n(t k )} ∀m,n and {am,n[k]} ∀m,n , the CN solves the optimization problem (33) via CVX [42] 7:
At the start of the t k th slot, the CN performs one dimensional search for the optimal φ * (t k ) 8: until The optimal φ * (t k ) is obtained 9: At the end of the t k th slot, the CN updates the access queues and processing queues according to (9) and (10) Complexity Analysis: For brevity, we assume that N = N m , m = 1, . . . , M . The number of UEs in the SGPCN is M N . The complexity of scheduling UEs via (27) is calculated as M N at the start of each frame.
The major complexity of the TSUBE Algorithm per slot lies in the iteration loop in lines 4-8. Hereinafter, we focus on analyzing the computational complexity of the iteration loop. Moreover, the computational complexity of the iteration loop in lines 4-8 comes from solving (33) via the interior-point method and the one-dimensional search. Hence, we evaluate the worst-case computational complexity of solving (33) via the interior-point method and multiply it by the number of points in the one-dimensional search to obtain the computational complexity of the iteration loop in lines 4-8. We observe that the optimization problem (33) is second-order conic programming. In the optimization problem ( where Ξ is the number of points for a one-dimensional search.
V. NUMERICAL RESULTS
In this section, we present simulation results to evaluate the proposed TSUBE algorithm. The pathloss of the (m, n)th access link is calculated as ω m,n = 17.3 + 38.3 log 10 d m,n + 24.9 log 10 f c dB (34) where d m,n is the link distance of the (m, n)th access link, and carrier frequency f c = 2.1 GHz.
We consider a two-BST SGPCN, where each BST is associated with three UEs and is equipped with six antennas. The SGPCN operates in two time scales, where each frame consists of five slots. The inter-BST distance is set as 400 meters. The UEs are deployed at the middle point between the two BSTs such that the worst-case interference is considered. The power of AWGN noise is set as 1 × 10 −10.7 mW. The power amplifier efficiency, maximum transmit power, baseband processing power of BSTs are, respectively, set as η = 0.8, P max m = 400 mW and P SP m = 100 mW. The efficiency of local power lines are set as β l m = 0.8. Unless otherwise specified, the purchasing and selling prices of a unit energy is set as α b = 1.6 × 10 −9 cents/slot/mW and α s = 0.6×10 −9 cents/slot/mW. The average arrival rateν m,n and constant processing rates m,n are, respectively, set as 2.1 nats/slot/Hz and 8 nats/slot/Hz. The average NRE arrival rates of the first BST and the second BST are set as 300 mW/slot and 200 mW/slot. The grid-energy expenditure is annualized with the duration of a slot as 1 ms and number of BSTs as 1 × 10 3 . The value of control parameter V is empirically tuned to demonstrate tradeoff between the end-to-end delay and grid-energy expenditure.
We consider two benchmark schemes, namely WOLPE [34] and zero-forcing beamforming (ZFBF) algorithm. Denote H m,
Performing the singular-value decomposition on H H m,n (t k ) ∈ C (N −1)×L , we obtain the null-space basis matrix of H m,n (t k ) as Ξ m,n (t k ) ∈ C L×(L−N +1) with Ξ H m,n (t k )Ξ m,n (t k ) = I. Moreover, we align the (m, n)th ZFBF vector to the channel-coefficient vectors h m,n (t k ) as
where p m,n (t k ) is the transmit power for the (m, n)th UE at the t k th slot. The received signal-to-noise ratio of the (m, n)th UE at the t k th slot is
When the ZFBF vectors are used, problem (33) is reduced to an optimization problem having scalar variables. Hence, the ZFBF algorithm has a lower computational complexity than the TSUBE algorithm. Fig. 3 . The moving-average end-to-end delay with window size = 10. Figures 2 and 3 show the moving-average annualized gridenergy expenditure and moving-average end-to-end delay of UEs when the moving-average window is set as 10. We observe that the moving-average grid-energy expenditures of the proposed TSUBE algorithm, the WOLPE algorithm and the ZFBF algorithm converge within 1, 000 slots. The movingaverage end-to-end delay of UEs becomes stable after 400 slots. Note that the end-to-end delay is calculated according to Little's law for the two cascading queues. When the control parameter V is set as 0.01, 0.1 and 1, the grid-energy expenditures of the proposed TSUBE algorithm are, respectively, 3.15%, 7.85% and 8.85% lower than that of the WOLPE algorithm, and 37.67%, 48.12% and 41.82% lower than that of the ZFBF algorithm. This observation is due to the facts that: 1) the proposed TSUBE algorithm intelligently makes decisions on whether to purchase grid-energy or exchange NRE to avoid redundant grid-energy transactions; and 2) the WOLPE algorithm introduces redundant purchasing/selling of grid-energy when the SGPCN has deficit/surplus NRE; 3) the ZFBF algorithm prefers to mitigate interference. Figure 4 reveals the tradeoff between the average gridenergy expenditure and the end-to-end delay of UEs under different average arrival rates of UEs in the second BST (i.e.,ν 2,n ). We observe that increasing the control parameter induces a decreasing grid-energy expenditure (as shown in Fig. 4(a) ) and an increasing end-to-end delay of UEs (as shown in Fig. 4(b) ). Therefore, the proposed TSUBE algorithm, WOLPE algorithm and ZFBF algorithm provide the operator with flexibility in controlling the grid-energy expenditure while maintaining a satisfactory level of communication QoS. Moreover, we also observe that the proposed TSUBE algorithm outperforms the WOLPE algorithm and ZFBF algorithm in terms of the grid-energy expenditure. For example, when V = 0.1 andν 2,n = 1.5 nats/slot/Hz, the TSUBE algorithm achieves 11.32% lower grid-energy expenditure than the WOLPE algorithm by sacrificing 3.86% the end-to-end delay of UEs. When V = 1 andν 2,n = 1.5 nats/slot/Hz, the TSUBE algorithm achieves 12.51% lower grid-energy expenditure than the WOLPE algorithm by sacrificing 5.45% the end-to-end delay of UEs. Moreover, the TSUBE algorithm outperforms the ZFBF algorithm in terms of grid-energy expenditure and end-to-end delay. For example, when V = 0.1 andν 2,n = 1.8 nats/slot/Hz, the TSUBE algorithm achieves 35.08% lower grid-energy expenditure and 7.41% lower end-to-end delay than the ZFBF algorithm. This observation is due to the fact that the local power exchanging introduces a new dimension of freedom to reduce the gridenergy expenditure when the SGPCN has a more stringent energy demand. When more NRE is traded to reduce the gridenergy expenditure, the end-to-end delay of UEs increases. Purchasing Price (Cents/slot/mW) 10 Figure 5 shows that grid-energy expenditure increases with the purchasing price of a unit energy under various control parameters. More specifically, the gap of grid-energy expenditure between the proposed TSUBE algorithm and WOLPE algorithm increases with the purchasing price α b . The reason is as follows. A higher purchasing price α b motivates the BSTs to exchange NRE via the local power line such that the grid-energy expenditure of TSUBE algorithm increases slower than that of the WOLPE algorithm. Compared with the WOLPE algorithm, the proposed TSUBE algorithm can reduce the grid-energy expenditure by 9.07%, 9.71% and 10.58% when the control parameters are respectively set as 0.1, 0.5 and 1. In other words, a higher control parameter induces a more effective grid-energy expenditure reduction of TSUBE algorithm than the WOLPE algorithm. Besides, we also observe that grid-energy expenditure of TSUBE algorithm is lower than that of the ZFBF algorithm. This is due to the fact that the ZFBF algorithm requires the BSTs to consume more grid-energy than the TSUBE algorithm to guarantee the stability of SGPCN. Figure 6 illustrates the grid-energy expenditure as a function of the average NRE arrival rate of the first BST under different control parameters. Increasing the average NRE arrival rate of the first BST from 250 mW/slot to 500 mW/slot, we observe that the grid-energy expenditures of the proposed TSUBE algorithm, WOLPE algorithm and ZFBF algorithm decrease. Moreover, by increasing the average NRE arrival rate, we also observe that the gaps of grid-energy expenditure between the proposed TSUBE algorithm and WOLPE algorithm increase from 2.07 $/year/chn, 2.18 $/year/chn and 2.22 $/year/chn to 8.25 $/year/chn, 8.45 $/year/chn and 8.40 $/year/chn when the control parameters are respectively set as V = 0.1, V = 0.5 and V = 1. These observations demonstrate that the proposed TSUBE algorithm outperforms the WOLPE algorithm. Moreover, the proposed TSUBE algorithm can reduce the grid-energy expenditure by 72.99% when the control parameter and average NRE arrival rate are V = 1 and 500 mW/slot. Since the NRE arrival rate of the second BST is 200 mW/slot, we conclude that a more asymmetric NRE arrival rate induces a more frequent local energy exchange under symmetric data rate. Therefore, the gaps of grid-energy expenditure between the proposed TSUBE algorithm and WOLPE algorithm can increase with the average NRE arrival rate of the first BST. Figure 6 also shows that the proposed TSUBE algorithm outperforms the ZFBF algorithm when the average NRE arrival rate increases. The gaps of grid-energy expenditure are as large as 42.64 $/year/chn, 36.75 $/year/chn and 30.89 when the control parameters are respectively 0.1, 0.5 and 1. This observation indicates that the wireless operator can choose the ZFBF algorithm for low computational complexity at the expense of grid-energy expenditure. Figure 7 shows that the grid-energy expenditure increases with the average arrival rate of UEs in the second BST under different control parameters. A higher data arrival rate induces a higher grid-energy expenditure. Therefore, we observe that the grid-energy expenditure increases with the average data arrival rate of the second BST in Fig. 7 .
VI. CONCLUSIONS We have investigated the LTGEE minimization problem in SGPCNs, and proposed a TSUBE algorithm for SGPCNs to allocate jointly the scheduled UE indicators, beamforming vectors and exchanged NRE variables. We have leveraged the Lyapunov optimization method to decouple the beamforming vectors design and scheduled UE indicators allocation. Based on the proposed TSUBE algorithm, the scheduled UE indicators are optimally allocated at each frame in order to avoid redundant scheduling/unscheduling user equipments. The beamforming vectors and exchanged NRE variables are optimally allocated to minimize the per-slot subproblems. When the control parameter approaches infinity, the proposed TSUBE algorithm asymptotically achieves the optimal grid-energy expenditure. The tradeoff between the grid-energy expenditure and the end-to-end delay of UEs has been theoretically established when three dimensions of resources (scheduled UE indicators, beamforming vectors and exchanged NRE variables) are jointly allocated. Numerical results have been presented to demonstrate that the TSUBE algorithm outperforms the WOLPE algorithm and ZFBF algorithm in terms of grid-energy expenditure. Therefore, the joint allocation of three-dimensional resources (scheduled UE indicators, beamforming vectors and exchanged NRE variables) helps to reduce grid-energy expenditure and yields a better tradeoff between grid-energy expenditure and UE data rates compared with the joint allocation of two-dimensional resources (scheduled UE indicators and beamforming vectors).
APPENDIX A PROOF OF (20)
Taking the telescoping summation over kT ≤ t k < (k + 1)T − 1 for the (m, n)th access queue in (9) , we obtain the one-frame dynamic equation of the (m, n)th access queue as q A m,n [k + 1] =q A m,n [k] +
