Word Recognition System

Reference Template Selection
As previously stated the goal of the template selection algorithm is to chose a reference template set from the training set that will provide the best match to the training set. As can be seen, the error rate varies a great deal, depending on which data set is used for the reference templates. When template selection is done, we will take advantage of the variance in pronunciation and build a composite set of reference templates that exhibits a matching behavior better than any one of the original training sets.
Selection Algorithm
The algorithm proceeds by addressing the problem of templates belonging to utterances that are easily confused. The key point being that the differences between these templates is not always large enough to discriminate them correctly when matched with an unknown utterance. By carefully selecting templates from the training sets we can increase the difference between confusable
The range of DFT samples included in each niter is determined by the size of the DFT (256 points in this case) and the range of frequencies present in the signal (0 -5000 Hz. in this case). The end samples of each filter are given half their weight in the filter which is composed of the sum the specified DFT samples. That is, the reference dataset that has the minimum worst matching behavior becomes our candidate dataset. In our example the candidate template for w' is in dataset 3.
Verification
In order to verify that Ulr',w'] is indeed the best candidate for w' we must establish that the matching behavior, M1r'w'[t], over the t test exemplars does the following:
• Provides a correctly recognized word.
• Has a match distance that is less than any wrong first choice recognition.
• Has a match distance that is less than all second choice recognitions in M2w'[r,t] over all rforr'.
Using figure 3-1 we can check the first two conditions. We observe that dataset 3 meets the first condition since it provides a correct recognition of "f" for the other four datasets.
Checking the second condition we see.that the "f M from dataset 1 is recognized as an "x" with a score of 50 when dataset 2 is used as the reference. This fails to meet the second condition since the recognition for "f" in our candidate dataset (3) has a score of 54. Since this is the case, choosing the M f" from data.set 3 may possibly leaid'to inherent error in our selected dataset. This inherent error would arise if the "x" from dataset 2 was chosen as part of our selected dataset. In that case an incorrect recognition result for the "f" from dataset 1 would occur v/hen the selected dataset was used as the reference.
Using figure 3-2 we can check the final condition. We observe that the second choice matching behavior for M f" from dataset 2 produces a score of 55 for an "s" from dataset 2. This can lead to inherent error in the same way as described for the second condition. Thus, the candidate template fails to meet the third condition.
M2w'(rt) In the event that all of these conditions are satisfied then U[r',w'] is a good template for w\ meaning that using it will not lead to inherent error when.the selected dataset is used as the reference for our training datasets. However, for a majority of utterances a good template is not available since the discriminability between these utterances is too small. In order to minimize the" inherent error, the choice of a best w' is made with reference to the entire set of training templates. 
