Software Defined Networks (SDN) have become a new way to make dynamic topologies. They have great potential in both the creation and development of new network protocols and the inclusion of distributed artificial intelligence in the network. There are few emulators, like Mininet, that allow emulating a SDN in a single personal computer, but there is lack of works showing its performance and how it performs compared with real cases. This paper shows a performance comparison between Mininet and a real network when multimedia streams are being delivered. We are going to compare them in terms of consumed bandwidth (throughput), delay and jitter. Our study shows that there are some important differences when these parameters are compared. We hope that this research will be the basis to show the difference with real deployments when Mininet is used.
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Related works
This section shows some published works introducing SDN and providing the results of implemented schemes and network topologies.
There are some published works that help understand the reader the concept of SDN and OpenFlow and provide some network implementations [11] . Hu et al. compiled the most important topics about SDN implementation and performed a comparison of different SDN schemes, discussing the future of this research area. Authors focused their work on how SDN separate data and control planes, making scalable networks developments based on SDN. Scott-Hayward et al. [12] highlighted the need of designing security schemes in SDN. Authors classified the security challenges attempting to which SDN layer are affected by. In addition, they proposed some solutions to these challenges and made emphasis on the importance of further work in order to achieve a secure and robust SDN environment, using the capability of being programmed and allowing a centralized network.
Kreutz et al. [13] presented a comprehensive overview of SDN and, despite its fundaments are not new, how SDN could be the new and revolutionary paradigm for Internet. Thus, they did a complete analysis of SDN infrastructure and the main challenges of SDN.
Kaur et al. [14] presented Mininet, an emulator for deploying networks on a single Virtual Machine as a method to make cheaper tests than tests over physical devices. Authors said that Mininet offered an easy use, performance accuracy and scalability for developing networks. Actually, Mininet has become a powerful tool which makes it easier to test complex networks without the need of having real hardware. In this sense in [15] , Paasch et al. evaluated some scenarios for TCP multipath which could derive in huge costs in material like OpenFlow switches.
We can also find some previous works about experiments and performance tests of SDN and Mininet. De Oliveira et al. [16] explained the SDN paradigm, its elements, its purpose and its structure. They also presented Mininet and how it can help researchers to avoid the use of real and expensive hardware for networks. Authors exposed the need of making it easier to implement networks and how Mininet achieves it, with good performance and great reliability.
Moreover, Keti et al. [17] presented an evaluation of Mininet to study its limitations. The results showed that the simulation environment can generate a remarkable effect on the required time for implementing a topology.
In [18] , Azizi et al. proposed a new model for measuring the delay in SDN (using Mininet), on a Multiprotocol Label Switching -Transport Profile (MPLS-TP) network. Authors proved that Mininet is not a good emulator for a stress test. However, SDN and Mininet can be used to get other measures as delay values. For instance, Gupta et al. [19] described the design, implementation and the use of fs-sdn (a simulation-based tool) to solve the problem of prototyping and accurately evaluating, at large scale, new SDN-based applications. The results enable the easy translation from virtual environment to real controller platforms like POX and NOX. Authors used Mininet in nearly identical configurations to compare it with fs-sdn.
Panwaree et al. [20] presented an evaluation of the network performance of video streamin over two kinds of OpenFlow-enabled network testbeds. They show the www.macrothink.org/npa Network Protocols and Algorithms ISSN 1943 -3581 2015 measurements obtained of delay and packet loss when video is streamed over Mininet and Open vSwitch, emulating a network, installed in a PC.
Furthermore, Megyesi et al. [21] introduced a novel mechanism for measuring available bandwidth in SDN networks. They built an application over the Network Operating System (NOS) which was able to track the network topology and the bandwidth utilization over the network links, and thus the mechanism was able to calculate the available bandwidth between any two points in the network. Authors validated their method using Mininet network emulation environment.
We have seen some deployments that use SDN based testbeds for multimedia streaming. Noghani et al. [22] proposed a SDN-based IP multicast framework in order to control a set of video sources and the impact of SDN on Quality of Experience (QoE). This framework significantly increased the PNSR of the video, so the user received a good-quality video from a video almost impossible to see. Another practical case is shown by Michael Jarschel et al. [23] . They used a video streaming service like Youtube, in order to evaluate the performance over SDN see how OpenFlow can help us to improve the Quality of Service (QoS) in video delivery applications.
SDN networks can also be mixed with IP networks. Salsano et al. [24] described the design and implementation of an Open Source Hybrid IP/SDN (OSHI) node. They provided a set of open source tools that allowed facilitating the design of hybrid IP/SDN experimental networks. Their work shows the deployment on Mininet and on distributed SDN, and their test bench. In this way, it is possible to evaluate the costs related with the SDN integration on the Internet.
As we have seen, there are many researches related on Mininet and SDN performance. However, as far as we known, there are very few works showing a performance comparison between real transport protocol over a real network and in a SDN with Mininet is presented. The most similar work is presented in [25] , where the Lantz et al. determined that Mininet was not accurate enough by making an experiment. The real hardware network gave different performance than the one emulated by Mininet. This difference was bigger with high network loads due to Linux scheduler, although the authors thought that this limitation is not very important.
In this paper, we are going to quantitatively determine these differences in order to know the grade of realism that Mininet can offer to emulate networks.
Test bench
In this section, we are going to introduce the SDN emulator and the real network topology used in our test bench.
Devices and equipment
This subsection describes the devices and equipment used to perform our study. The real topology is composed by the following equipment:
• 
Software used
In addition to the operating systems, we have used some software applications. We used, on the one hand, a software application to send and receive multimedia streaming and, on the other hand a software application to capture the received packets on the target PC.
In the real topology, VLC [28] , version 2.0.8 Twoflower has been used to stream video from the server and in the client to receive the video streaming. To capture and analyze the received traffic, we have used Wireshark [29] , version 1.10.5.
In the virtualized topology, we have used VLC version 2.16 for both, send and receive video streams and Wireshark version 1.10.6 to gather data.
Video and multimedia streaming characteristics
We have used a video with the following characteristics: 50 seconds length, 800X600 frame size, 1026 kbps bit rate (BRV) and 60 frames per second.
To send the multimedia traffic, we have used a Real-Time Transport Protocol (RTP) specified by the IETF through the RFC 1889 [9] . This was designed by the IETF's Audio-Video Transport Working Group to support video conferences with multiple geographically dispersed participants. RTP, by itself, does not guarantee the real-time delivery of multimedia data (since this is dependent on network characteristics); however, it provides the wherewithal to manage the data when it arrives. RTP is located above the UDP transport. The main function of RTP is to implement the sequence numbers of IP packets to reset the voice or video even when the underlying network changes the order of the packets.
The RTP header has a minimum size of 12 bytes. After the header, an optional header extension may be present. This is followed by the RTP payload, the format of which is www.macrothink.org/npa Network Protocols and Algorithms ISSN 1943 -3581 2015 determined by the particular class of application. Some underlying protocols may require a RTP encapsulation to be defined. Typically, one packet of the underlying protocol contains a single RTP packet, but several RTP packets may be contained if permitted by the encapsulation method. The main information of a RTP packet is the sequence number, timestamp and unique identifier for the source (SSRC).
In our study we send the RTP traffic through the UDP-port 5004. We need to configure this port in both PCs, source and destination, to properly work the multimedia streaming.
Physical topology
We have established six different cases in three topologies, for both real and virtual scenarios. This subsection describes the physical topologies we have used along the study when we work with the real equipment.
The first topology consists of two desktop PCs connected by a crossover cable, as it is shown in Figure 2 . In this case we have sent traffic at 1 Gbps. The second topology consists of two desktop PCs connected, by straight-through cable, using 2 switches that are connected by a crossover cable, as it is shown in Figure 3 . The data transfer rates used in this case has been 10 Mbps and 100 Mbps. As Figure 4 shows, the third topology has added two routers between the switches. In this case, the link between routers has been a serial cable. The traffic has been sent at 2 Mbps, 4 Mbps and 8 Mbps through the WAN interfaces of the routers. The data transfer rates between PCs and switches is 100 Mbps. In the virtualized networks, we have used a PC with Mininet, in which we reproduced the same topologies that were employed with real equipment, as it is shown in Figure 5 . 
SDN emulator: Mininet
There are several network simulators and emulators, but the most frequently used Simulators and Emulators for SDNs are the following ones:
• NS3 [30] : It is a C++ library which provides a set of network simulation models implemented as C++ objects and wrapped through python. It has OpenFlow support built in to emulate an Openflow environment and it can also be used for real-time simulations.
• EstiNet 9.0 [31] : It is a simulator and emulator can simulate thousands of Ver 1.3.4 and Ver 1.0.0 OpenFlow switches and run the real-world OpenDaylight [32] , Ryu [33] , NOX, and Floodlight [34] controllers without any modification to control these switches during simulation. Its performance simulation results are realistic, accurate, and repeatable. It supports both of the simulation mode and the emulation mode.
• Mininet: It is a network emulator which creates a network of virtual hosts, switches, controllers, and links. Mininet hosts run standard Linux network software, and its switches support OpenFlow for highly flexible custom routing and Software-Defined Networking. Version 2.2.1, installed natively on Ubuntu 14.04, can be used as a rapid prototyping for SDN. Mininet enables researchers to quickly create, interact with, customize and share a software defined network prototype, and provides a smooth path to running on hardware. With Mininet, we can create a realistic virtual network, running real kernel, Switch and application code, on a single machine. The machine can be a Virtual Machine, or a machine virtualized through the cloud or native. For our study we have used Mininet version 2.2.1, with a native installation on Ubuntu 14.
Network topologies can be created using the commands: self.addHost( ) for adding a host, self.addSwitch( ) for adding a switch, self.addNode( ) for addinng a Linux router, and self.addLink( ) to establish links between hosts, switches and routers. To change the link speed, we use the optional parameter 'bw=xx', where xx is the speed in Mbps. An example of the code to set up a network topology with 2 PCs and 2 switches with default link speed is shown in Figure 6 After defining the network topology within Mininet, next step is to send a video from host h1 to host h2. To this aim, we have used VLC version 2.1.6 for the video streaming in both, sender h1 and receiver h2. Thus, an Xterm session is launched from Mininet CLI for each host as shown in the Figure 2 . In addition, we launch another Xterm session in the www.macrothink.org/npa Network Protocols and Algorithms ISSN 1943 -3581 2015 receiver in order to capture the received packets with Wireshark version 1.10.6. From this capture, we analyze the parameters of the video streaming for each situation. Figure 9 shows the desktop of a laptop when it is running Mininet with the network topology 2 and streaming the video from host h1 to host h2. The video is only displayed in the receiver and Wireshark captures the frames received in the network interface of host h2. 
Measurements and discussion
This section shows the results obtained in both cases, when multimedia streaming is being delivered over the network and in the virtual topology using Mininet.
Bandwidth
In this subsection we present the results related of bandwidth obtained for the three topologies.
Bandwidth consumed in topology 1
In Figure 10 we can see the bandwidth consumption values of the real topology and the values obtained in the virtual topology. The data have similar values for both topologies. The mean value of bandwidth in real topology is 1337. 26 
Bandwidth consumed in topology 2
When we study the bandwidth consumption in topology 2, we can observe two different cases, when the link between switches is established at 10 Mbps and at 100 Mbps.
In Figure 11 we can see compared the values of bandwidth consumed in the real topology with the values of the virtual topology, when the link between switches is at 10 Mbps. The data have similar values in both topologies. The mean value of the bandwidth consumed in real topology is 1341.77 Kbps while for the virtual topology is 1351.85 Kbps. The maximum value for real topology and virtual topology are the same 2592.67 Kbps, but the minimum is slightly different, 162.72 Kbps for real topology and 173.57 Kbps for virtual topology (the initial 20 packets are not taken into account because the streaming was initiating). The variance of the data is 248874.16 for the real topology and 248150.91 for the virtual topology. The standard deviation is 498.87 in the real topology and 498.14 in the virtual topology. The data does not follow a normal distribution neither in real nor in virtual topology.
www.macrothink.org/npa Bandwidth (Kbps)
Network Protocols and Algorithms
Packets
Real Topology Virtual Topology Figure 11 . Bandwidth in topology 2, link at 10 Mbps Figure 12 shows the comparison between the values of the bandwidth consumed in the real topology and in the virtual topology, when the link between switches has 100 Mbps. The data presents similar value for both topologies. The mean value of bandwidth in real topology is 1340.22 Kbps while for virtual topology is 1350.78 Kbps. The maximum value for both real and virtual topologies is the same 2592.67 Kbps. The minimum value has been slightly different, 162.72 for real topology and 173.57 for virtual topology (for the minimum, the initial 20 packets are not taken into account because the streaming was initiating). The variance of the data is 249230.523 for real topology and 248179.04 for virtual topology. The standard deviation is 499.22 in real topology and 498.17 in virtual topology. The data does not follow a normal distribution neither in real nor in virtual topology. 
Bandwidth consumed in topology 3
When we study delay in topology 3, we can observe three different cases, when the WAN link between routers is established at 2, 4 and 8 Mbps. Figure 13 shows the consumed bandwidth values of the real topology and the virtual topology, when the WAN link between routers is configured at 2 Mbps. Both topologies have similar data. The mean consumed bandwidth in real topology is 1335.49 Kbps while for virtual topology is 1372.51 Kbps. The maximum value for real topology is 1963.49 Kbps, while for virtual topology is 1996.03. The minimum value has been the same in both cases, 173.57 Kbps (for the minimum, the initial 20 packets are not taken into account because the streaming was initiating). The variance of the data is 218658.95 for real topology and 225180.89 for virtual topology. The standard deviation is 467.60 in real topology and 474.53 in virtual topology. The data does not follow a normal distribution neither in real nor virtual topology. In Figure 14 we can observe the consumed bandwidth for the real topology and the virtual topology, when the WAN link between routers is configured at 4 Mbps. The data presents similar value in both topologies. The mean value of bandwidth in the real topology is 1343.47 Kbps while for the virtual topology is 1353.89 Kbps. The minimum and maximum values for real topology and virtual topology are the same, 162.72 Kbps and 2505.89 Kbps respectively (for the minimum, the initial 20 packets are not taken into account because the streaming was initiating). The variance of the data is 245943.93 for real topology and 244590.52 for virtual topology. The standard deviation is 495.92 in real topology and 494.56 in virtual topology. The data does not follow a normal distribution neither in real nor virtual topology.
www.macrothink.org/npa Figure 15 shows the values of the bandwidth consumed by the real topology compared with the values of virtual topology, when the WAN link between routers is consumed at 8 Mbps. The data presents similar value for both topologies. The mean value of bandwidth in real topology is 1341.80 Kbps while for virtual topology is 1352.85 Kbps. The minimum and maximum values for real topology and virtual topology are the same, 162.72 and 2592.67 Kbps respectively (for the minimum, the initial 20 packets are not taken into account because the streaming was initiating). The variance of the data is 248882.63 for real topology and 247659.12 for virtual topology. The standard deviation is 498.88 in real topology and 497.65 in virtual topology. The data does not follow a normal distribution neither in real nor virtual topology. 
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In this subsection we present the results related to the delay obtained for the three topologies. Figure 16 shows the delay of the real topology and the delay of the virtual topology. The mean value of the delay in the real topology is 9.34 ms while for virtual topology is 9.32 ms.
Delay in topology 1
The minimum values are 0 ms and 0.02 ms for real topology and virtual topology respectively. The maximum values are 94.97 and 93.39 ms for real topology and virtual topology respectively. The variance of the data is 75.36 for real topology and 71.36 for virtual topology. The standard deviation is 8.68 in real topology and 8.45 in virtual topology. The percentage of difference between standard deviations is higher than in the bandwidth cases. The data does not follow a normal distribution neither in real or virtual topology. 
Delay in topology 2
When we study the delay in topology 2, we can observe two different cases, when the link between switches is established at 10 or 100 Mbps.
In Figure 17 we can see the values of the delay of both the real topology and the virtual topology. The data presents similar value for both topologies. The mean value of the delay in the real topology is 9.51 ms while for the virtual topology is 9.39 ms. The minimum and maximum values are 1.11 ms and 94.99 ms for real topology and 1.6 ms and 93.31 ms for virtual topology respectively. The variance of the data is 74.315 for the real topology and 69.427 for the virtual topology. The standard deviation is 8.62 in the real topology and 8.33 in the virtual topology. The data does not follow a normal distribution neither in real or virtual topology.
www.macrothink.org/npa Figure 18 shows the delay values for both the real topology and the virtual topology. The data presents similar value for both topologies. The mean value of the delay in the real topology is 9.49 ms while for the virtual topology is 9.38 ms. The minimum and maximum values are for the real topology are 0 ms and 95.04 ms, respectively, and 0.96 ms and 93.31 ms for the virtual topology respectively. The variance of the data is 75.24 for real topology and 69.31 for the virtual topology. The standard deviation is 8.67 in the real topology and 8.33 in virtual topology. The data does not follow a normal distribution neither in real or virtual topology. Delay (ms)
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Real Topology Virtual Topology Figure 18 Delay in topology 2, link at 100 Mbps.
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Delay topology 3
As in the previous subsection, when we study delay in topology 3, we can observe three different cases, when the WAN link between routers is configured at 2, 4 and 8 Mbps.
In Figure 19 , it is observed the data gathered about the delay for both topologies, when the WAN link between routers is configured at 2 Mbps. The highest peaks are similar in both cases, but the lowest peaks only appear in the virtual topology. The mean value of delay for the real topology is 9.56 ms, similar to the mean value for the virtual topology, 9.39 ms. The highest delay in real topology is 85.15 ms, and the obtained value for the virtual topology is 82.38 ms. The minimum delay is 5.41ms for the real topology and only 1.69 for the virtual topology. The variance is 63.20 for the real topology and 61.19 for the virtual topology. Regarding to the standard deviation, it is obtained 7.95 for the real topology and 7.82 for the virtual topology. Finally the distribution of both sets of data follows a non-normal distribution. The delay of the real and virtual topologies, when the WAN link between routers is configured at 4 Mbps, is shown in Figure 20 . The peaks are placed in similar position for both topologies, but the real topology presents values in the stable periods. The mean for the real topology is 9.45 ms, quite close to the mean of the virtual topology, which is 9.37ms. The minimum delay is 1.69 ms for the virtual topology and 2.57 ms for the real topology. Regarding to the maximum value, the real topology provides higher value, 95.09 ms (the virtual topology has 93.37ms). The variance is higher for the real topology, 73.45, than for virtual topology, 67.55. The standard deviation is 8.57 for real topology and 8.22 for virtual topology. Finally the data of both topologies follows a non-normal distribution. In Figure 21 , it is presented the data about the delay for the virtual and real topologies, when the WAN link between routers is configured at 8 Mbps. The mean value of delay for the real topology is 9.45 ms, similar to the mean value for the virtual topology, 9.41 ms. The highest delay in real simulations is 95.06 ms, which is higher than the delay of the virtual topology (93.43 ms). The minimum delay is 1.20 ms for the real topology, which is lower than the minimum delay for the virtual topology (1.34 ms). Regarding to the variance, it is higher for the real topology, 75.56, than for the virtual topology, 68.46. The standard deviation for the real topology is 8.63 and for the virtual topology is 8.27. Finally the distribution of both sets of data follows a non-normal distribution. 
Jitter
In this section we present the results related the delay obtained for the three topologies. Figure 22 shows the values obtained for the jitter in the real topology and in the virtual topology. The values of the real topology are higher than in the virtual topology. The mean value of jitter in the real topology is 0.044 ms, while for virtual topology is lower than 0.004. The minimum and maximum values are the same for both topologies 0 and 3.26. The variance is <0.01 for both topologies. The standard deviation is 0.065 in the real topology and 0.056 in the virtual topology. Respecting to the distribution, the data for both topologies follow a non-normal distribution. 
Jitter in topology 1

Jitter in topology 2
When we study the jitter in topology 2, we can observe two different cases, when the link between switches is set up at 10 or 100 Mbps. Figure 23 shows the values of the jitter in the real topology and in the virtual topology. The values of the real topology are higher than of the virtual topology. The mean value of jitter for the real topology is 0.040 ms, while for the virtual topology is 0.004. The maximum value of the jitter is 1.26 ms for the real topology, while for the virtual topology is 0.84 ms. The minimum value is 0 in both cases. The variance is <0.01 for both topologies. The standard deviation is 0.041 in the real topology and 0.034 in the virtual topology. The data for both topologies follow a non-normal distribution. Figure 24 shows the values of the jitter in real topology and in the virtual topology. The values of the real topology are higher than of the virtual topology. The mean value of jitter for the real topology is 0.044 ms, while for virtual topology is 0.012 ms. The minimum and maximum values are the same for both topologies 0 ms and 3.33 ms respectively. The variance of the data is 0.0004 for the real topology and 0.0176 for the virtual topology. The standard deviation is 0.07 in the real topology and 0.13 in the virtual topology. The data for both topologies follow a non-normal distribution. 
Jitter in topology 3
As in previous subsections, when we study the jitter in topology 3, we can observe three different cases, when the WAN link between routers is configured at 2, 4 and 8 Mbps.
In Figure 25 we can see the values of the jitter of the real topology and of the virtual topology, when WAN link between routers is configured at 2 Mbps. The data of the real topology presents more peaks than the data of the virtual topology. The mean value of the jitter in real topology is 0.05 ms while the mean value of the virtual topology is 0.03 ms. The minimum and maximum values for the real topology are 0 and 5.25ms, while for the virtual topology are 0 and 5.32 ms. The variance of the data is 0.14 for the real topology and 0.13 for the virtual topology. The standard deviation is 0.14 for the real topology and 0.12 for the virtual topology. The data does not follow a normal distribution neither in real nor virtual topology. We can see the values of the jitter, of the real topology and of the virtual topology, in Figure 26 , when the WAN link between routers is configured at 4 Mbps. The jitter of the real topology presents higher mean values than in the virtual topology (0.4 ms for the real topology and 0.3 ms for the virtual topology). The minimum and maximum values are 0 and 0.67 ms for the real topology and 0 and 0.76 ms for virtual topology respectively. Even having higher mean values for the real topology, the maximum value (highest peak) is higher for the virtual topology. Regarding to the standard deviation, the values are almost the same, 0.5 and 0.6 for the real and the virtual topology respectively. The variance of the data is <0.01 in both cases. Finally, for the distribution of the data, we can affirm that the data do not follow a normal distribution. Figure 27 shows the values of the jitter in real topology and in virtual topology, when the WAN link between routers is configured at 8 Mbps. Values from real topology are higher than in virtual topology. The mean value of the jitter for the real topology is 0.04ms, while for the virtual topology is lower than 0.01. The maximum value of the jitter is 0.24 ms for the real topology, while for the virtual topology is 0.13 ms, almost half than in real topology. The minimum value is 0 in both cases. The variance is <0.01 for both topologies. As it is expected, the value of the standard deviation is much higher in the real topology, 0.04, than in the virtual topology, which is lower than 0.01. Respect to the distribution, the data for both topologies follow a non-normal distribution. 
Conclusion
This paper has studied the performance of different cases in both real topology and virtual topology, when multimedia is being delivered through the topology. The studied parameters have been the consumed bandwidth (throughput), delay and jitter. The study shows how realistic are the emulator Mininet when the performance of multimedia streaming is measured.
We have obtained different minimum value in direct connection than in the connection through switches (using 10Mbps and 100Mbps) in the virtual topology. So, the fact of introducing network devices in the virtual topology affects to the consumed bandwidth, while the real topology does not affect to them. To change from 10Mbps to 100Mbps does not affect to the data in both cases. For routers cases, with WAN link between them, at 2 Mb, 4 MB and 8 MB, we obtained the same results in real topology than in the virtual topology.
In the delay study the real topology has lower minimum and higher maximum than the virtual topology in all cases.
The mean and the maximum peak values of the jitter in the real topology are higher than in the virtual topology when the throughput is high, but when the throughput is low, the maximum peak is higher in the virtual topology.
This study can be applied to many other study cases, such as when using routing protocols [35] . In our future work we are going to compare it with Openflow and in more complex topologies.
