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Abstract
Linear reﬁnement is a technique for systematically constructing more precise abstract domains for
program analysis starting from the basic domain which represents just the property of interest. We use here
linear reﬁnement to construct a domain for pair-independence and freeness analysis of logic programs
which is strictly more precise than Jacobs and Langens domain for sharing analysis endowed with freeness
information. Moreover, it can be used for abstract compilation, while Jacobs and Langens domain can
only be used for abstract interpretation. We provide an approximate representation of our domain and
algorithms for the abstract operations. We describe an implementation of an analyser which uses abstract
compilation over our domain and its evaluation over a set of benchmarks. This shows that its precision is
comparable to that of a traditional sharing and freeness analysis performed through abstract interpretation.
To the best of our knowledge, this is the ﬁrst implementation of a sharing analysis based on abstract
compilation, as well as the ﬁrst implementation of a static analysis based on a new domain developed
through linear reﬁnement.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
This paper is concerned with the systematic design, by means of linear reﬁnement, of a new
abstract domain for two important properties of logic programs, i.e., pair-independence and
freeness. Pair-independence analysis [4,38] is concerned with determining at compile-time a
superset of the set of pairs of variables which, in a given program point, can be bound at run-time
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to two terms which share some variable. It is a particular case of set-(in)dependence analysis, also
called sharing analysis [6,7,28–31,36]. In set-independence analysis, not only pairs but sets of
variables are considered. (In)dependence analysis is useful for avoiding occur-check [38] and for
automatic program parallelisation [28,36]. As stressed in [4], pair-(in)dependence information is
actually needed in program analysis and transformation, and set-(in)dependence information is
redundant w.r.t. pair-(in)dependence information.
Freeness analysis [6,7,10,11,27,30,36] is concerned with determining at compile-time a subset of
variables which are guaranteed to be bound at run-time to some variable in a given program
point. Freeness analysis is useful for optimising uniﬁcation, for goal reordering, for avoiding type
checking and, again, in automatic program parallelisation. It is well known that performing
sharing and freeness analysis in conjunction improves the precision of both [28,36].
Linear reﬁnement [24] is a technique for systematically constructing abstract domains for
program analysis. Given a basic abstract domain representing just the property of interest and a
concrete operation (which, since we are considering logic programs, is usually uniﬁcation) a new
more accurate domain is constructed. The new domain leads to more precise abstract operations.
The ﬁrst contribution of this paper is the deﬁnition, through abstract interpretation [16,17] and
linear reﬁnement, of a new domain for pair-independence and freeness. The use of linear re-
ﬁnement for the deﬁnition of our domain, diﬀerently from the Sharing  Free domain [28,36],
leads to simple and general deﬁnitions and proofs. It is worth noting that the original correctness
proof for the domain Sharing is very complex and uses a large part of Langens PhD thesis [31].
We also show, within the linear reﬁnement framework, why and how independence information
interacts with freeness information. An important feature of our domain is that it can be used for
abstract compilation [22,26], which is an application of abstract interpretation where, rather than
computing the abstract denotation of a program by executing its concrete code over abstract data,
the code itself is abstracted and replaced by abstract code, where concrete data structures are
replaced by their abstraction. As a consequence, the computation of the abstract denotation can
be achieved by the same algorithm used in the concrete computation.
The second contribution is the design of a computationally feasible representation of our
domain, together with algorithms for computing an approximation of the concrete operations.
Since this approximation can reduce the theoretical precision of our domain, we describe a
prototypical analyser for pair-independence and freeness, based on abstract compilation and a
ﬁxpoint semantics. The use of a ﬁxpoint semantics results in a goal-independent analysis. This
means that the program is analysed for the most general goals only. More instantiated goals are
analysed by using the analysis of the most general goals. We evaluate our analyser over a set of
benchmarks. Although it is just a prototype, our evaluation shows that it is eﬃcient enough for
practical use on small benchmarks. Its precision is shown to be comparable to that of a traditional
goal-dependent analysis.
To the best of our knowledge, this is the ﬁrst implementation of a goal-independent sharing
analysis based on abstract compilation, as well as the ﬁrst implementation of a static analysis
based on a new domain developed through linear reﬁnement.
This paper is organised as follows. Section 2 discusses related works. Section 3 introduces
preliminary deﬁnitions. Sections 4 and 5 introduce two basic domains for pair-independence and
freeness analysis, respectively, and show that their linear reﬁnement does not lead to useful do-
mains. In Section 6 we justify this result and in Section 7 we show why it is useful to combine the
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two analyses by using a domain which is deﬁned as the linear reﬁnement of the reduced product of
the basic domains for pair-independence and for freeness. This domain is shown to be more
precise than the domain of [28,36]. Section 8 deﬁnes a data structure which can be used as an
approximate representation for our new domain, together with algorithms for the abstract op-
erations. Section 9 shows an algorithm for computing the abstraction map. Section 10 describes
the implementation of a prototypical analyser, and Section 11 reports its evaluation over a set of
benchmarks. Finally, Section 12 draws some conclusions. Most of the proofs are kept in a sep-
arate appendix, for the convenience of the reader.
Preliminary and partial versions of this paper appeared in [1,33].
2. Related work
Almost all the domains developed for sharing analysis are not amenable to abstract compi-
lation [6,28–31,36]. Moreover, they have been developed without using any systematic technique
like linear reﬁnement.
To the best of our knowledge, only [7,13] provide abstract domains for sharing analysis which
can be used for abstract compilation. The domain in [13] is isomorphic to the Sharing domain of
[28,31]. This means that, when used for abstract compilation, in order to obtain a useful precision,
it must be coupled with a domain expressing further information, like freeness or linearity. This
domain must in turn be amenable to abstract compilation. We do not know of any prototypical
analyser implemented through their domain. The domain in [7] models sharing, freeness and
groundness, but it is not developed through abstract interpretation. Instead, it uses pre-interpre-
tations.
In the context of logic languages, linear reﬁnement has been already used for reconstructing the
domain Pos for groundness analysis [37]. Moreover, it has been used to develop new domains for
type [32] and freeness analysis [27].
3. Preliminaries
3.1. Terms, substitutions, and Herbrand constraints
We denote by }ðSÞ the powerset of a set S, by #S its cardinality and by }f ðSÞ the set of all
subsets of S of ﬁnite cardinality.
In this paper, we assume that V is an inﬁnite set of variables, V 2 }f ðVÞ and R is a set of
function symbols with associated arity, containing at least a symbol of arity 0. We deﬁne
termsðR; V Þ as the minimal set of terms built from V and R as: V  termsðR; V Þ and if
t1; . . . ; tn 2 termsðR; V Þ and f 2 R has arity nP 0, then fðt1; . . . ; tnÞ 2 termsðR; V Þ. Let
t 2 termsðR; V Þ. By varsðtÞ we denote the set of variables which occur in t. If varsðtÞ ¼£, then t is
ground. It is linear if every v 2 V occurs at most once in t. If x 2 V and then V [ x means V [ fxg
and V n x means V n fxg. Syntactical substitution in t of x with t0 2 termsðR; V Þ is denoted by
t½x 7! t0.
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A substitution h is a map from variables to terms. Its domain is denoted by domðhÞ and the set of
variables in its range by rngðhÞ. The set of idempotent substitutions h such that
domðhÞ [ rngðhÞ  V and domðhÞ \ rngðhÞ ¼£ is denoted by HV . We write h 2 HV extensionally
as h ¼ fv1 7! t1; . . . ; vn 7! tng, meaning that domðhÞ ¼ fv1; . . . ; vng and hðviÞ ¼ ti for every
i ¼ 1; . . . ; n. Let h 2 HV and R  V . We deﬁne hjRðxÞ ¼ hðxÞ if x 2 R and hjRðxÞ ¼ x if x 2 V n R. If
t 2 termsðR; V Þ then th 2 termsðR; V Þ is the term obtained by replacing every variable x in t by
hðxÞ. Composition of substitutions h; r 2 HV is deﬁned as ðhrÞðxÞ ¼ hðxÞr for every x 2 V . We
recall that it is associative, the empty substitution e is the neutral element and, for each term t, we
have tðhrÞ ¼ ðthÞr.
The set CV of ﬁnite sets of Herbrand equations is
CV ¼ }f ðft1 ¼ t2 j t1; t2 2 termsðR; V ÞgÞ:
Every substitution can be seen as a set of Herbrand equations. The embedding map is
EqðhÞ ¼ fv ¼ hðvÞ jv 2 domðhÞg. We hence assume that HV  CV . Let c 2 CV . We say that ch is
true if t1h is syntactically equal to t2h for every ðt1 ¼ t2Þ 2 c. We know [35] that if there exists
h 2 HV such that ch is true, then c can be put in the normal form mguðcÞ 2 HV which is such that
ch is true if and only if mguðcÞh is true. If no h 2 HV exists such that ch is true, then mguðcÞ is
undeﬁned. Note that c 2 CV in normal form can be seen as a substitution, and hence the notations
cðxÞ and tc are deﬁned.
Let W be an inﬁnite set of variables disjoint from V. We deﬁne the set
HV ¼ 9W c W 2 }f ðWÞ; c 2 CV [W and there existsh 2 HV [W s:t: rngðhÞ  V and ch is true

 
of existential Herbrand constraints. Here, V are called the program variables andW the existential
variables. Existential variables are the unnamed variables of Prolog. For instance, the most
general solution of the following Prolog clause:
pðXÞ : X ¼ fðYÞ
is the existential Herbrand constraint 9fY gfX ¼ fðY Þg.
We deﬁne
solV ð9W cÞ ¼ fhjV jh 2 HV [W ; rngðhÞ  V and ch is trueg:
Hence solV ð9W cÞ ¼ solV ð9W mguðcÞÞ. For instance, if V ¼ fX ;Zg, then ffX ¼ fðaÞg; fX ¼
fðfðaÞÞg; fX ¼ fðZÞg; fX ¼ fðfðZÞÞgg  solV ð9fY gfX ¼ fðY ÞgÞ.
A constraint 9W c is in normal form if c is in normal form. It is consistent if solV ð9W cÞ 6¼£. Two
constraints h1; h2 2 HV are equivalent if solV ðh1Þ ¼ solV ðh2Þ. For instance, the constraints 9fY gfX ¼
fðY Þg and9fZgfX ¼ fðZÞg are equivalent. In the following, a constraintwill stand for its equivalence
class. Since, as shown above, every consistent existential Herbrand constraint has an equivalent
normal form, in the following we will consider only normal existential Herbrand constraints.
3.2. The s-semantics
We use HV as the computational domain of programs. Since we will later deﬁne abstractions of
HV (Section 8), we decorate the following deﬁnitions with HV . Once an abstraction will be deﬁned,
we just substitute it instead of HV .
G. Levi, F. Spoto / Information and Computation 182 (2003) 14–52 17
Deﬁnition 1. Let P be a ﬁnite set of predicate symbols with associated arity. A logic program over
H is a ﬁnite set of clauses
pðX1; . . . ;XnÞ : G1; . . . ;Gm; ð1Þ
where pn 2 P with nP 0, fX1; . . . ;Xng  V are distinct and for every i ¼ 1; . . . ;m we have Gi 2 HV
or Gi ¼ qðY1; . . . ; YlÞ with ql 2 P and fY1; . . . ; Ylg  V distinct. The left-hand side of (1) is the
head of the clause, the right-hand side is its tail. We say that the clause (1) defines the predicate p.
Every predicate must be deﬁned by at least one clause of P . If more clauses of P deﬁne the same
predicate, they must use the same variables X1; . . . ;Xn in (1).
The s-semantics of logic programs [5] is based on a ﬁxpoint deﬁnition over interpretations.
Interpretations work over the collecting version [17] of HV , i.e., over the lattice h}ðHV Þ;\;
[;HV ;£i.
Deﬁnition 2. An interpretation over H is a function I which maps every p 2 P to }ðHfX1;...;XngÞ,
where fX1; . . . ;Xng are the variables in the head of the clauses which deﬁne p (Deﬁnition 1). The
set of interpretations over H is denoted by IH .
Four operations over HV , called conjunction, restriction, expansion, and renaming, respectively,
are used to deﬁne the s-semantics. They are deﬁned in Deﬁnition 3. The operation HHV computes
the conjunction of two constraints through the normalisation procedure. The restrict and expand
operations remove a variable from and add a variable to a constraint, respectively. Note that
expand is not the identity function but an embedding, as its signature shows. The operation
rename gives a new name to a variable.
Deﬁnition 3. We deﬁne
HHV : HV  HV 7!HV ;
restrictHVx : HV 7!HV nx with x 2 V ;
expandHVx : HV 7!HV [x with x 62 V ;
renameHVx!n : HV 7!HðV nxÞ[n with x 2 V and n 62 V
as1
9W1c1ð ÞHHV 9W2c2ð Þ ¼
9W1[W2mguðc1 [ c2Þ if mguðc1 [ c2Þexists;
undefined otherwise;

restrictHVn ð9W cÞ ¼ 9W [Nc½n 7!N  with N 2 W n W ;
1 In the deﬁnition of HHV we can assume W1 \ W2 ¼£. Indeed the constraint 9W c is equivalent to 9W 0c½W 7!W 0,
with W 0 made of fresh variables. We can hence assume that existential Herbrand constraints are renamed apart w.r.t.
existential variables.
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expandHVx ð9W cÞ ¼ 9W c;
renameHVx!nð9W cÞ ¼ 9W ðc½x 7!nÞ:
The operations of Deﬁnition 3 are pointwise extended to }ðHV Þ. For instance, if S1; S2  HV ,
then S1H
HV S2 ¼ fh1HHV h2 jh1 2 S1; h2 2 S2 and h1HHV h2 is definedg and 9}ðHV Þx S ¼ f9HVx h jh 2 Sg.
On the collecting domain }ðHV Þ a new operation [HV is deﬁned as [HV ðS1; S2Þ ¼ S1 [ S2.
We abuse notation and we use the operations of Deﬁnition 3 with sets of variables instead of
single variables. For instance, restrictHVfx1;...;xng stands for the composition restrict
HV
x1
   restrictHVxn and
expandHVx1;...;xm!n1;...;nm for the composition expand
HV
x1!n1    expandHVxm!nm .
The s-semantics of a program is the least ﬁxpoint of its immediate consequence operator.
Deﬁnition 4. Let P be a program over H. Its immediate consequence operator T HP : I
H 7! IH is such
that
THP ðIÞðpÞ ¼ [ restrictHVV nfX1;...;Xng½½GI
pðX1; . . . ;XnÞ :
n
 G: 2 P
o
for every p 2 P, where the denotation ½½GI of G in I is
½½G1; . . . ;GmI ¼ ½½G1IHHV   HHV ½½GmI
½½hI ¼ fhg if h 2 HV ;
½½qðY1; . . . ; YlÞI ¼ expandHVV nfY1;...;Ylgrename
HfZ1 ;...;Zlg
Z1;...;Zl!Y1;...;YlIðqÞ
if qðZ1; . . . ; ZlÞ : G: 2 P .
As one can see from Deﬁnition 4, the denotation of the tail of a clause is computed by using the
conjunction operator HHV applied to the denotations of the components of the tail. The operator
TP then projects (restrictHV ) this denotation over the variables that occur in the head of the clause.
The denotation of a predicate q in the tail of a clause is computed by fetching its current inter-
pretation, by renaming (renameHV ) its variables in order to reﬂect its calling context and by en-
larging (expandHV ) the set of variables in order to cover the entire set V .
3.3. Abstract interpretation
Abstract interpretation [16,17] allows us to reason about the abstraction relation between two
diﬀerent domains (the concrete and the abstract domain).
We recall that a complete lattice L is a partially ordered set where least upper bound (or join,
denoted byt) and greatest lower bound (ormeet, denoted byu) exist for every subset ofL. AMoore
family M of C is a topped completely meet-closed subset of C, i.e.,M contains the top element of C
and is closed w.r.t. arbitrary meets. TheMoore (uC) closure of a set A  C is denoted by cðAÞ.
Deﬁnition 5. Let hC; 6 i and hA;i be two complete lattices (the concrete and the abstract do-
main). A Galois connection from C to A is a pair of monotonic maps a : C ! A (abstraction) and
c : A! C (concretisation) such that for each x 2 C we have x6 caðxÞ and for each y 2 A we have
acðyÞ  y. A Galois insertion is a Galois connection where ac is the identity map on A.
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The composition of Galois connections is a Galois connection. The composition of Galois
insertions is a Galois insertion. A Galois connection is a Galois insertion if and only if c is one-to-
one or, equivalently, if and only if a is onto. In a Galois insertion, the abstraction map uniquely
identiﬁes the concretisation map and vice versa. It is well known [16] that the set of Galois in-
sertions from C to A is isomorphic to the set of the Moore families of C. This means that every
Moore family M  C is an abstract domain whose concretisation map is the identity map. This
way of looking at abstract domains allows us to distinguish the property of a domain from the
properties of its representations.
Let f : Cn ! C be a concrete operator and let ~f : An ! A. Then ~f is a correct approximation of
f if for all y1; . . . ; yn 2 A we have aðf ðcðy1Þ; . . . ; cðynÞÞÞ  ~f ðy1; . . . ; ynÞ. For each operator f , there
exists a best correct or optimal approximation ~f deﬁned as ~f ðy1; . . . ; ynÞ ¼ aðf ðcðy1Þ; . . . ; cðynÞÞÞ.
The composition of correct approximations is a correct approximation but the composition of
optimal approximations is not necessarily an optimal approximation. When f is clear from the
context, we just say that ~f is correct (optimal). The abstract domain A is called condensing w.r.t. ~f
if for every x; y 2 A we have x u ~f ðyÞ ¼ ~f ðx u yÞ [31,34].
Every abstract domain A, with abstraction function aA, allows us to compute the corresponding
abstract s-semantics of a logic program, by substituting A instead of H in Deﬁnitions 1–4. The
denotation of a Herbrand constraint becomes its abstraction. Hence, we modify Deﬁnition 4 with
½½hI ¼ aAðhÞ. The precision of the abstract semantics (analysis) depends on the precision of the
abstract domain.
3.4. Abstract compilation
As we said at the end of the previous section, we can compute the abstract s-semantics of a
program by using its same deﬁnition instantiated over the abstract domain A. However, this
requires to abstract the concrete constraints in the program at every iteration of the immediate
consequence operator (Deﬁnition 4). It is hence natural to optimise the ﬁxpoint computation by
abstracting the logic program once and for all into an abstract logic program, and by then
computing its s-semantics without using the abstraction function anymore. In such a case, Def-
inition 4 can be instantiated to the abstract domain A without the modiﬁcation described at the
end of the previous section. This technique is called abstract compilation [12,26].
Example 6. The computation over A of the abstract s-semantics of the following logic program:
proceeds as follows. We ﬁrst substitute the concrete constraints with their abstraction. Let
a1 ¼ aAðX ¼ sðYÞÞ and a2 ¼ aAðX ¼ 0Þ. The compiled program is
We then compute the ﬁxpoint of the T AP operator (Deﬁnition 4).
positive(X):-x¼s(Y),integer(Y). integer(X):-X¼0.
integer(X):-X¼s(Y),integer(Y).
positive(X): a1, integer(Y). integer(X): a2.
integer(X): a1, integer(Y).
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Note that abstract compilation can be used only if all the abstract operations are deﬁned
over elements of the abstract domain only, which is what we assume when we instantiate
Deﬁnition 3 over the abstract domain A. Instead, the conjunction operation of the domain
Sharing of [31] is deﬁned between a concrete element and an abstract one. This does not allow
us to use abstract compilation for that domain. Actually, even Deﬁnition 4 must be modiﬁed to
ﬁt that domain.
3.5. Goal-independence
By goal-independence we mean that the (abstract) semantics of a program is computed for the
most general goals only. The semantics of the other goals is derived from that of the most
general goals by instantiation and without using the text of the program. Hence the semantics
of the most general goals must contain all the information needed to derive the semantics of the
other goals.
The advantage of goal-independence is that the analysis becomes naturally modular, since it
cannot look at the text of other modules, but only at the summary information gained from them.
Another advantage of goal-independence is that, once a module has been analysed, its source code
can be kept secret. Thus the analysis can be applied also when the code cannot be publicly di-
vulged for copyright reasons.
A typical example of a goal-independent analysis is that obtained through the computation of
an abstract s-semantics (Section 3.2). Since only the most general goals are analysed, the analysis
of a goal like pðfðXÞÞ is derived from the analysis of the most general goal pðYÞ through its
conjunction with the abstraction of Y ¼ fðX Þ.
In has been shown that, in general, a goal-independent analysis is less precise than a goal-
dependent analysis computed by using the same abstract domain, and that, for domains which are
condensing w.r.t. conjunction, both analyses have the same precision [25].
Note that our notion of goal-independence is diﬀerent from that used in [9,18], where
the program is still needed to derive the goal-dependent information from the (so-called)
goal-independent analysis of the same program. Hence, our notion is in our opinion more
correct.
3.6. Linear reﬁnement
Given an abstract domain A  C, a domain reﬁnement operator R yields an abstract domain
RðAÞ  C which is more precise than A, i.e., which contains A [19,23]. A classical domain re-
ﬁnement operator is the reduced product A u B of two domains A and B, both contained in another
domain C [16]. It is isomorphic to the Cartesian product of A and B, modulo the equivalence
relation ha1; b1i  ha2; b2i if and only if a1 u b1 ¼ a2 u b2. Hence pairs with the same meaning are
identiﬁed.
Linear refinement [24] is a slight generalisation of Cousots reduced power operation [16]. It
allows us to include in a domain the information related to the propagation of the abstract
property of interest before and after the application of a partial operator over C. We consider here
just the case when C ¼ }ðHV Þ and the operator is the pointwise extension of conjunction (Deﬁ-
nition 3).
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Let a; b 2 }ðHV Þ. We deﬁne the linear refinement of a w.r.t. b as
a! b ¼ fh 2 HV j if aHHV h is defined then aHHV h6 bg: ð2Þ
The set a! b contains exactly those existential Herbrand constraints which, upon conjunction
with a constraint in a, become a constraint in b. If a and b are sets of constraints satisfying some
property, you can view a! b as the set of constraints which transform the property a into the
property b upon conjunction. An arrow a! b is called tautological when it coincides with HV .
Example 7. For every v 2 V , let v ¼ f9W c 2 HV jvarsðcðvÞÞ ¼£g. The set v is the set of con-
straints which bind v to a ground term. Let x; y 2 V . Eq. (2) becomes in this case
x ! y ¼ 9W c 2 HV for all 9W 0c
06 9W c
if varsðc0ðxÞÞ ¼£; then varsðcðyÞÞ ¼£

 
:
This means that every h 2 x! y is such that in all its instantiations if x is ground then y is ground.
Equivalently, you can say that h transforms the groundness of x into the groundness of y upon
conjunction. For instance, we have fx 7!fðyÞg 2 x! y and fy 7!fðaÞg 2 x! y. But
fx 7!fðaÞg 62 x! y. Note that, since groundness cannot be lost, x ! x ¼ HV . Hence x! x is a
tautological arrow.
Given an abstract domain L  HV , we deﬁne
L . L ¼ cfa! b ja; b 2 Lg: ð3Þ
The set L . L is then the collection of all possible intersections of arrows which can be built from
elements of L. Note that l! ða u bÞ ¼ ðl! aÞ u ðl! bÞ.
The linear refinement L! L of L is the domain
L! L ¼ L u ðL . LÞ: ð4Þ
If L  L . L, i.e., if the properties in L are (degenerate) cases of intersections of arrows, (4) can be
simpliﬁed into
L! L ¼ L . L: ð5Þ
This simpliﬁcation is relevant since it allows a simpler representation and simpler operations for
L! L. Indeed, we need to represent elements and operations over L . L instead of elements and
operations over the reduced product L u ðL . LÞ.
Example 8. By using the notation of Example 7, the set fv jv 2 V g is able to express basic facts
about the groundness of single variables. The domain G ¼ cfv jv 2 V g is able to express basic
facts about the groundness of sets of variables. For instance, x \ y (which, in groundness analysis,
is traditionally written as xy [2,14,15,37]) is the set of constraints where both x and y are ground,
for every x; y 2 V . It has been proved [37] that the traditional domains Def and Pos for
groundness analysis [2,14,15] can be derived from G through linear reﬁnement. Namely, we have
Def ¼ G! G and Pos ¼ Def ! Def . Moreover, Pos cannot be further linearly reﬁned, i.e.,
Pos! Pos ¼ Pos. We have G  G . G. In particular, given fx1; . . . ; xng  V , it can be shown that
x1    xn ¼ HV ! x1   xn, where HV ¼ \fg 2 G. That is, the variables x1; . . . ; xn are ground in
h 2 HV if and only if they are ground in every instance of h.
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4. Pair-independence analysis
The traditional domain for sharing or set-dependence analysis [28,31] is Sharing ¼ }ð}ðV ÞÞ.
For instance, the Herbrand constraint fx ¼ fðyÞ; z ¼ gðy; vÞg is abstracted into
f£; fx; y; zg; fv; zgg, which represents the fact that x, y, and z share y, while v and z share v. The
empty set is a consequence of the fact that no variable shares x.
It has been noted that the applications of dependence analysis always consider dependence
information about pairs of variables, and that information is redundant for pair-dependence
information [4]. Therefore, in the following we consider pair-dependence information, i.e., we
compute a superset of the set of pairs of variables which actually share in a given program point.
This is exactly the same as computing a subset of the set of pairs of variables which are guaranteed
not to share in a given program point. We prefer this second point of view, since deﬁnite infor-
mation is more intuitive than possible information. The simplest deﬁnition of an abstract domain
for pair-independence coincides with the same property we want to observe.
Wedeﬁnenow the set ðv1; v2ÞV of the existentialHerbrand constraints inwhich the variables v1 and
v2 are independent, and the abstract domain IndepV which expresses properties of independence.
Deﬁnition 9. Let fv1; v2g  V . We deﬁne
ðv1; v2ÞV ¼ f9W c 2 HV jvarsðcðv1ÞÞ \ varsðcðv2ÞÞ ¼£g;
IndepV ¼ cfðv1; v2ÞV j fv1; v2g  V g
ordered by set inclusion. When the set V is obvious from the context, we write ðv1; v2Þ for ðv1; v2ÞV .
Let fðv1; v02Þ; . . . ; ðvn; v0nÞg  V  V and P  V  V . We write ðv1; v01Þ    ðvn; v0nÞ for \fðvi; v0iÞ
j i ¼ 1; . . . ; ng and P for \fp jp 2 Pg.
Example 10. Let V ¼ fv; x; y; zg and h ¼ fx ¼ fðyÞ; z ¼ gðy; vÞg. We have h 2 ðv; xÞ since x and v
do not share any variable in h. But h 62 ðy; zÞ, since z and y share y in h. The abstraction2 of h is
ðv;xÞðv; yÞ.
Note that, if v 2 V , then ðv; vÞ ¼ f9W c 2 HV jvarsðcðvÞÞ ¼£g, i.e., ðv; vÞ is the set of existential
Herbrand constraints where v is ground.
The domain IndepV is isomorphic to the domain for pair-sharing deﬁned in [4] as an abstraction
of the larger domain for set-sharing analysis presented in [28,31].
The optimal approximation of concrete conjunction is indeed very poor w.r.t. precision. This is
because IndepV is not precise enough to distinguish concrete substitutions whose behaviour, w.r.t.
concrete conjunction, is quite diﬀerent.
Example 11. Assume that fx; y; zg  V . The constraints £ and h ¼ 9fwgfx ¼ fðw;wÞg are both
abstracted into the element \fðv1; v2Þ jfv1; v2g  V and v1 6¼ v2g of IndepV . However, they have
very diﬀerent sharing behaviour when conjuncted with fx ¼ fðy; zÞg. Indeed, in the ﬁrst case y and
z do not share after the conjunction, while in the second case they do.
2 The abstraction map is induced by the abstract domain IndepV [16].
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This imprecision was avoided in [4,28,31] through the use of a hybrid conjunction procedure,
which computes the conjunction of an abstract element and a concrete element. Hence it allows us
to distinguish£ from h, because the hybrid conjunction works explicitly with them, and not with
their abstractions. However, this approach does not allow us to apply abstract compilation.
Moreover, the approach of [4,28], even by using the hybrid uniﬁcation procedure, is sometimes
imprecise.
Example 12. Assume that fv; x; y; zg  V . The sharing domains of [4,28,31] cannot distinguish
between h1 ¼ fx ¼ fðyÞ; v ¼ fðzÞg and h2 ¼ fx ¼ fðyÞ; v ¼ gðzÞg. However, they have very dif-
ferent sharing behaviour when conjuncted with fx ¼ vg. Namely, the fact that y and z are made to
share depends on whether h1 or h2 is conjuncted with fx ¼ vg.
In an attempt to solve these problems, we can linearly reﬁne IndepV w.r.t. concrete conjunction,
as it has been done in the case of groundness [24,37]. Consider the reﬁned domain
Indep1V ¼ IndepV ! IndepV . The domain Indep1V is precise enough to solve the problem in Example
11.
Example 13. Consider Example 11. The constraint£ belongs to ðy; zÞ ! ðy; zÞ, while h does not.
Indeed, the conjunction of every h0 2 HV where y and z do not share with the Herbrand constraint
£ cannot make y and z to share. Instead, the independence of y and z in h00 ¼ fx ¼ fðy; zÞg is lost
when we conjunct h00 with h.
However, Indep1V is not precise enough yet. For instance, it cannot solve the problem shown by
Example 12. This negative result is not very relevant, since the imprecision shown by Example 12
does not aﬀect the usefulness of the analysis (the analysis described in [31,36] has been used with
good results, though it cannot solve this problem). Instead, the following example shows another
source of imprecision.
Example 14. Let V ¼ fv; x; y; zg, h1 ¼ fx ¼ fðy; zÞg, and h2 ¼ fx ¼ vg. The optimal approxima-
tion HIndep
1
V of concrete conjunction is such that aðh1ÞHIndep1V aðh2Þ 6 ðy; zÞ (see the proof in Ap-
pendix A), i.e., it is not able to conclude that y and z do not share after concrete conjunction of h1
and h2 (this leads to a very imprecise analysis).
Since IndepV  Indep1V and since, as proved in [4], IndepV is as precise as Jacobs and Langens
domain [28] w.r.t. pair-(in)dependence information, we conclude that Indep1V is strictly more
precise than IndepV and Sharing (Example 13), but it is sometimes too imprecise, and the same
happens in such a case for IndepV and Sharing (Example 14). Note that, at the theoretical level, the
precision of the analysis depends on the abstract domain only. Everything else (abstraction map
and abstract operations) is induced by the abstract domain.
Another problem with the domain IndepV is that we cannot use the simpliﬁed equation (5), as
Proposition 15 shows. This complicates its implementation.
Proposition 15. If #V P 3, then IndepV 6 IndepV . IndepV .
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5. Freeness analysis
The simplest domain for freeness analysis coincides with the same property. We hence deﬁne
the set vV of the existential Herbrand constraints where v is free and the abstract domain IndepV
which expresses properties of freeness.
Deﬁnition 16. Let v 2 V . We deﬁne
vV ¼ f9W c 2 HV jcðvÞ 2 V [W g;
FreeV ¼ cfvV jv 2 V g
ordered by set inclusion. When V is obvious from the context, we write v for vV . Let
fv1; . . . ; vng  V and F  V . We write v1    vn for \fvi j i ¼ 1; . . . ; ng and F for \fv jv 2 F g.
Example 17. Let V ¼ fk; x; y; zg and h ¼ 9fwgfx ¼ fðyÞ; z ¼ wg. We have h 2 kyz, since k, y, and z
are free in h, but h 62 kxyz, since x is not free in h.
The domain FreeV is not precise enough for a practical use.
Example 18. Let HFreeV be the optimal approximation on FreeV of concrete conjunction. Consider
the two existential Herbrand constraints h1 ¼ fx ¼ ag and h2 ¼ fy ¼ ag over V ¼ fx; y; zg. Their
concrete conjunction leaves z free. A useful domain for freeness analysis must capture this be-
haviour. However, aðh1ÞHFreeV aðh2Þ 6 z. Indeed, in FreeV , h1 is abstracted to yz and h2 to xz. We
have yzHFreeV xz ¼ HV which is not contained in z. This is because fx ¼ a; y ¼ zg is abstracted to yz
as h1, and its conjunction with h2 leaves z non-free.
To solve this problem, we can try to linearly reﬁne the domain FreeV . However, the following
result shows that the reﬁned domain Free1V ¼ FreeV ! FreeV does not solve the problem shown in
Example 18.
Example 19. Let HFree
1
V be the optimal approximation on Free1V of concrete conjunction. Let h1
and h2 be as in Example 18. We have aðh1ÞHFree1V aðh2Þ 6 z (see the proof in Appendix A).
Moreover, we cannot use the simpliﬁed Equation (5). This complicates its implementation.
Proposition 20. If #V P 2, then FreeV 6 FreeV . FreeV .
In [27] it is shown how to overcome these problems by using only freeness information.
However, the solution is not general enough and proofs are very complex.
6. Linear reﬁnement revisited
Example 14 shows that the reﬁnement of the basic domain for pair-independence analysis is not
precise enough. Example 19 shows that the reﬁnement of the basic domain for freeness analysis is
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not precise enough too. If we are interested in improving the precision of pair-independence or
freeness analysis we have two possibilities. The ﬁrst is to perform further reﬁnements, hopefully
forcing the imprecision to disappear. The second is to redesign the basic domain, adding the
information which is needed in order to obtain useful arrows by reﬁnement.
This last alternative does not look attractive at a ﬁrst glance. Linear reﬁnement was in fact
originally presented as an automatic methodology, able to improve the precision of the abstract
version of a given concrete operation [24]. Instead, the second approach reintroduces a non-
methodological choice about the information which is needed in order to obtain more useful
arrows. However, we want to convince the reader that in this case the ﬁrst approach is the wrong
one, at least if we are interested in an abstract domain with a computationally interesting repre-
sentation and simple algorithmic deﬁnitions for its abstract operators.
It is true indeed that the reﬁnement of an already reﬁned domain admits a very simple rep-
resentation as arrows of arrows. However, this representation is huge and impractical, and we
have no guarantee that it will eventually reach a useful precision. Moreover, as we perform more
reﬁnements, the abstraction function and the abstract operators are more diﬃcult to devise, and
computationally more expensive. Note that these remarks are not always true (consider
groundness analysis [37], for instance).
In Example 14, we would like to approximate h1 with the arrow xðy; zÞ ! ðy; zÞ, since if x is free
and y and z are independent in h2 then y and z are independent in h1H
HV h2. We think that freeness
information cannot be expressed as a property of independence of variables, however complex it
might be. In any case, this question has little practical interest since, by following the second
approach outlined above, we can allow freeness information to appear in the left of arrows for
independence information.
Similarly, in Example 18 we would like to approximate h1 with the arrow zðx; zÞ ! z, since if z
is free and x and z are independent in h2 then z is free in h1H
HV h2. By following the second ap-
proach outlined above, we can allow independence information to appear in the left of arrows for
freeness information.
Formally, the above remarks mean that we want to compute the linear reﬁnement of the re-
duced product of IndepV with FreeV . We have hence provided inside the domain reﬁnement
framework a reformulation of the already known result about sharing/freeness interaction [31,36].
We think that the domain reﬁnement theory gives to this problem a better perspective and a
greater generality.
7. Pair-independence and freeness
In the previous section, we have shown that it is very natural to deﬁne a domain for pair-in-
dependence and freeness analysis in such a way that its linear reﬁnement is precise enough to solve
the problems of Examples 14 and 18. The deﬁnition below formalises this idea.
Deﬁnition 21.We deﬁne IndepFreeV ¼ IndepV u FreeV and IndepFree1V ¼ IndepFreeV ! IndepFreeV .
We extend the notation already introduced for the elements of IndepV and FreeV (Deﬁnitions 9
and 16). For instance, xðy; zÞ stands for x \ ðy; zÞ.
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The following result shows that we can use Eq. (5), which will simplify the implementation of
IndepFree1V .
Proposition 22. We have IndepFreeV  IndepFreeV . IndepFreeV .
Proof. We prove that every e 2 IndepFreeV can be written as X ! e for a suitable X 2 IndepFreeV .
Let X ¼ V \ A, where A ¼ \fðv1; v2Þ jfv1; v2g  V ; v1 6¼ v2g. The set X collects all existential
Herbrand constraints where all variables are free and mutually independent. It can be easily seen
that (up to equivalence) X ¼ f£g. By deﬁnition, we have X 2 IndepFreeV . Moreover, since £
cannot change the freeness or independence properties of a constraint, we have X ! e ¼ e for
every e 2 IndepFreeV . 
Therefore, IndepFreeV  IndepFree1V ¼ IndepFreeV . IndepFreeV . In general, this inclusion is
strict, as shown below.
Proposition 23. The domain IndepFree1V contains information about functors and linearity not
contained in IndepFreeV .
Proof. Functor names. Let h1 and h2 be as in Example 12. They cannot be distinguished in
IndepFreeV , but h2 belongs to xvðx; zÞðy; vÞðy; zÞ ! ðy; zÞ, while h1 does not.3
Linearity. Let fv; x; yg  V , h1 ¼ 9fw1;w2gfv ¼ fðw1;w2Þg and h2 ¼ 9fwgfv ¼ fðw;wÞg. The con-
straint h1 binds v to a linear term, while h2 binds v to a non-linear term. The constraints h1 and h2
cannot be distinguished in IndepFreeV . In IndepFree1V , instead, h1 2 ðx; yÞ ! ðx; yÞ while
h2 62 ðx; yÞ ! ðx; yÞ. 
The additional information contained in IndepFree1V is relevant for pair-independence analysis.
Namely, functor names are important since we do not need to know that x and y do not share in h
in order to conclude that v and v0 do not share in h HHV fx ¼ fðvÞ; y ¼ gðv0Þg, provided that x and
y are both free in h. Linearity information is important since even if we know that x is free and y
and z do not share in some constraint h, we cannot conclude that y and z do not share in hHHV h1,
where h1 ¼ 9fwgfx ¼ fðy; zÞ; v ¼ gðw;wÞg (consider h ¼ fv ¼ gðy; zÞg), while we can, if we take
h2 ¼ 9fw1;w2gfx ¼ fðy; zÞ; v ¼ gðw1;w2Þg in hHHV h2. In IndepFree1V , this is captured by the fact that
h1 62 xðy; zÞ ! ðy; zÞ, while h2 2 xðy; zÞ ! ðy; zÞ.
8. A representation
We deﬁne here a data structure to represent the elements of IndepFree1V . Moreover, we deﬁne
algorithms over this data structure which can be used to approximate the abstract operations
induced over IndepFree1V by the concrete operations of Deﬁnition 3. We will show why we claim
that this representation can be more generally applied to every linearly reﬁned domain.
3 It does actually belong to ðx; yÞðx; zÞðy; vÞðy; zÞ ! ðy; zÞ.
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8.1. The data structure
The obvious representation for the elements of IndepFree1V is made of arrows between sets of
free variables and of unordered pairs of independent variables.
Deﬁnition 24. Let V2 ¼ fP  V j#P ¼ 2g and S ¼ fp1    pn jpi 2 V [ V2 for i ¼ 1; . . . ; ng. We
write the elements of V2 as ðv1; v2Þ, with v1; v2 2 V . The set S expresses which variables are free and
which pairs of variables are independent. Let RepV ¼ }ðfl) r j l; r 2 SgÞ. We deﬁne the con-
cretisation map cRep : RepV 7! IndepFree1V as
cRepðAÞ ¼ \fl! r j l) r 2 Ag:
Example 25. Let v; x; y 2 V . The element x 2 S means that x is free. The element ðx; vÞ 2 S means
that x and v are independent. The element xðx; vÞ 2 S means that x is free and x and v are inde-
pendent. We have xðx; vÞðx; yÞ ) ðx; yÞ 2 RepV .
More generally, if an abstract domain D contains elements p1; . . . ; pn, we can represent elements
of the linear reﬁnement domain D1 ¼ D! D by arrows between subsets of p1; . . . ; pn.
Deﬁnition 26. Let s 2 S and A 2 RepV . Their dimension is deﬁned as dimðsÞ ¼ #s and
dimðAÞ ¼Pl)r2AðdimðlÞ þ dimðrÞÞ.
Let A 2 RepV . The set of variables which are free and that of the pairs of variables which are
independent in every existential Herbrand constraint which belongs to the concretisation of A can
be under approximated through the maps freeV and indepV .
Deﬁnition 27. We deﬁne the extractors freeV : RepV 7!}ðV Þ and indepV : RepV 7!V2 as
freeV ðAÞ ¼ fv 2 V j l) v 2 A and v0ðv0; v0Þ 6 l for any v0 2 V g;
indepV ðAÞ ¼ ðv1; v2Þ 2 V2 j lf ) ðv1; v2Þ 2 A and ðv; vÞ 62 l for any v 2 V g:
Example 28. Let V ¼ fv; x; y; zg and
A ¼ fvðv; xÞ ) v; vðv; vÞ ) x; xðx; zÞ ) ðx; zÞ; ðv; vÞ ) ðy; zÞg:
We have freeV ðAÞ ¼ fvg and indepV ðAÞ ¼ fðx; zÞg.
Extractors like those in Deﬁnition 27 can be more generally deﬁned by considering which
arrows in A have their tail satisﬁed by the empty existential Herbrand constraint. Their heads
must hold for the constraints approximated by A. Knowledge about the speciﬁc abstract domain
can then improve this deﬁnition.
The following result shows that the variables in freeV ðAÞ are actually free and the pairs in
indepV ðAÞ are actually independent in the concretisation of A.
Proposition 29. Let A 2 RepV . Then cRepðAÞ  freeVðAÞ and cRepðAÞ  indepVðAÞ.
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8.2. The abstract operators
Consider the conjunction operation. Since RepV is made of arrows, i.e., dependences, abstract
conjunction becomes folding of arrows.
Deﬁnition 30. Let T 2 RepV tautological, i.e., such that cRepðAÞ is tautological4 (Section 3.6). Let
A1;A2 2 RepV . We deﬁne
A1H
RepV A2 ¼ l1    ln
8>>>><
>>>>:
) r
r1    rn ) r 2 A2 [ T ; li ) r0i 2 A1 [ T
and r0i  ri for i ¼ 1; . . . ; n
or
r1    rn ) r 2 A1 [ T ; li ) r0i 2 A2 [ T
and r0i  ri for i ¼ 1; . . . ; n:

9>>>>=
>>>>;
:
Deﬁnition 30 holds for every linearly reﬁned domain, since it is based only on the notion of
arrow. However, speciﬁc sets of tautological arrows must be used.
The notion of entailment () in Deﬁnition 30 is semantical. Our implementation (Section 10)
uses instead syntactical identity, which is of course correct but incomplete w.r.t. semantical en-
tailment. It moreover uses T ¼ fðv; vÞ ) ðv; vÞ jv 2 V g. Those tautological arrows mean that the
groundness of a variable cannot be lost. The following example shows that by using this set in-
stead of T ¼£ we obtain a better precision for the abstract conjunction.
Example 31. Let T ¼£ in Deﬁnition 30. Let V ¼ fx; y; zg, A1 ¼ fxy ) x; ðx; yÞðx; zÞ )
ðx; yÞ; ðx; xÞ ) ðz; zÞg, and A2 ¼ fxðx; yÞ ) x;) ðy; yÞg. Then
A1H
RepV A2 ¼ fxyðx; yÞðx; zÞ ) x;) ðy; yÞg:
We do not obtain the arrow fðx; xÞ ) ðz; zÞg, although it must hold for A1HRepV A2, since it holds
for A1 and groundness dependences cannot be lost. If we let T  fðv; vÞ ) ðv; vÞ jv 2 V g, that
arrow would be included in the conjunction.
Proposition 32. The operation HRepV is correct and has worst-case time complexity
Oðða1 þ tÞða2 þ tÞkÞ, where a1, a2, and t are the dimensions of A1, A2, and T , respectively, and k is the
complexity of the  test.
The maps restrictHVx , expand
HV
x , and rename
HV
x!n induce three maps on RepV .
Deﬁnition 33. Let x 2 V , n 62 V , X ¼ fxg [ fðv; xÞ jv 2 V n xg, and A 2 RepV . We deﬁne
restrictRepVx ðAÞ ¼ l n X

) r l) r 2 A; ðx; xÞ 62 l; r 6 x;
r 6 ðx; vÞ for every v 2 V


;
renameRepVx!n ðAÞ ¼ A½x 7!n:
4 The larger T is, the more precise HRepV is.
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While the deﬁnition of renaming is independent of the abstract domain D, that of restriction
depends on it. However, it can be derived almost automatically from D. Namely, in general we
must remove those arrows whose head contains x, which is not used anymore. If instead x occurs
in the tail of an arrow, we can remove that occurrence as long as the property it expresses is true in
a constraint where x does not occur. This is the case of the properties in the set X of Deﬁnition 33.
Otherwise, that property will never be satisﬁed, the tail of the arrow is always false and we can
safely remove it.
Example 34. Let V ¼ fx; y; zg, n 62 V , and A ¼ fxy ) x; xy ) y; ðx; xÞ ) ðy; zÞ; ðy; zÞðx; yÞðx; zÞ )
ðy; zÞg. Then
restrictRepVx ðAÞ ¼ fy ) y; ðy; zÞ ) ðy; zÞg;
renameRepVx!n ðAÞ ¼ fny ) n; ny ) y; ðn; nÞ ) ðy; zÞ; ðy; zÞðn; yÞðn; zÞ ) ðy; zÞg:
Proposition 35. The maps restrictRepVx and rename
RepV
x!n are correct and have worst-case time com-
plexity linear in the dimension of their operand.
Let x 62 V . The expand}ðHV Þx operation maps a subset of HV in the same subset of HV [x. We now
show that if an arrow is correct for h 2 HV , then it is correct for expandHVx ðhÞ.
Lemma 36. Let flV ; rV g  IndepFreeV and x 2 V n V . Then lV ! rV  lV [x ! rV [x.
Lemma 36 entails that the arrows of A 2 RepV can be put in expandRepVx ðAÞ. We wonder however
whether there are other arrows in expandRepVx , possibly involving the newly introduced variable x.
The lemma below shows that the behaviour of two variables which do not occur in an existential
Herbrand constraint is the same.
Lemma 37. Let fv1; v2g  V , l! r 2 IndepFreeV ! IndepFreeV , and 9W c 2 HV such that
fv1; v2g \ ðdomðcÞ [ rngðcÞÞ ¼£. We have 9W c 2 l! r if and only if 9W c 2 l½v2 7!v1; v1 7!v2 !
r½v2 7!v1; v1 7!v2.
Lemma 37 suggests us to use a distinguished variable ? 2 V which does not occur in the
programs. This means that it does not occur in the existential Herbrand constraints we are dealing
with. Whenever we need to know the behaviour of a newly introduced variable x, like in
expandRepVx ðAÞ, we can look at the arrows in A having ? on the right and incarnate them into new
arrows, obtained by substituting x for ?. The use of this generic variable is eﬃcient and does not
aﬀect the clean construction through linear reﬁnement. However, since pair-independence is a
property of pairs of variables, when we incarnate ? into x we wish to know how this new x behaves
in conjunction with the distinguished variable itself. This means that we need to know the be-
haviour of a variable which does not occur in the program w.r.t. another variable which does not
occur in the program. This is possible if we use two distinguished variables ?1 and ?2. This ar-
gument leads to the following deﬁnition.
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Deﬁnition 38. Let x 2 V n V , f?1; ?2g  V , and A 2 RepV . We deﬁne
expandRepVx ðAÞ ¼ A [ fl½?1 7!x; ?2 7!?1 ) r½?1 7!x; ?2 7!?1 j l) r 2 Ag:
Deﬁnition 38 can be generalised to every abstract domain D. We just need to consider as many
?-variables as they are used by the properties expressed by D.
Example 39. Let V ¼ fx; y; zg, n 2 V n V , and
A ¼ f?1ðx; ?1Þ ) ?1; ð?1; xÞð?1; zÞð?1; ?2Þ ) ð?1; ?2Þ; xyz) zg:
We have
expandRepVn ðAÞ ¼
xyz) z; nðx; nÞ ) n; ðn; xÞðn; zÞðn; ?1Þ ) ðn; ?1Þ;
?1ðx; ?1Þ ) ?1; ð?1; xÞð?1; zÞð?1; ?2Þ ) ð?1; ?2Þ
 
:
Proposition 40. Let x 2 V n V . Then expandRepVx is correct w.r.t. expand}ðHV Þx applied to sets of ex-
istential Herbrand constraints where ?1 and ?2 do not occur. Its worst-case time complexity is linear
in the dimension of its argument.
Proposition 40 is a weak correctness result for expandRepVx . It is suﬃcient for our purposes, since
we assume that programs do not contain ?1 and ?2.
The map [}ðHV Þ induces a map on RepV which can be approximated by merging the tails of the
arrows with the same head. This operation is independent of the abstract domain, since it is based
only on the notion of arrow.
Deﬁnition 41. Let A1;A2 2 RepV . Then
[RepV
ðA1;A2Þ ¼ fl1l2 ) r j l1 ) r 2 A1 and l2 ) r 2 A2g:
Proposition 42. The map
SRepV is correct and has worst-case time complexity Oða1a2Þ, where a1 and
a2 are the dimensions of its arguments.
9. Abstraction
Let h 2 HV . In this section we provide an algorithm for computing an approximation of
aRepaIndepFree1ðhÞ. The problem consists in ﬁnding all the arrows l) r, with r singleton, such that
h 2 l! r. Of course, we do not need to consider tautological arrows like ðv; vÞ ) ðv;wÞ. For a
domain as complex as IndepFree1V , the solution of this problem is too ambitious. This is why we
provide just a correct approximation of aRepaIndepFree1ðhÞ. To this purpose, we follow a methodo-
logical approach which can be useful also for other domains. Namely, a correct approximation of
aRepaIndepFree1ð9WcÞ is computed as the abstract conjunction of the abstraction of every single binding
in c. The result can be later strengthened with arrows which can be derived by looking globally at c.
Note that this approach leads to the optimal abstraction map in the case of groundness analysis,
while it leads to a correct but non-necessarily optimal abstraction map in our case.
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9.1. The abstraction of a single binding
Let v ¼ t, with v 2 V and t 2 termsðR; V Þ, be a single binding. Its abstraction consists in three
sets of arrows, i.e., arrows for groundness, arrows for pair-independence, and arrows for freeness.
Note that the arrows for groundness are a particular case of those for pair-independence, but it is
simpler to deal with them separately.
Deﬁnition 43. Let v 2 V and t 2 termsðR; V Þ. We deﬁne
aValgðv ¼ tÞ ¼ aVgrðv ¼ tÞ [ aVindepðv ¼ tÞ [ aVfrðv ¼ tÞ;
where the functions aVgr, a
V
indep, and a
V
fr are deﬁned in Figs. 1–3, respectively. In those ﬁgures we write
tðv1; . . . ; vnÞ for t 2 termsðR; V Þ whenever varsðtÞ ¼ fv1; . . . ; vng. When n ¼ 0 then tðv1; . . . ; vnÞ is a
ground term. Moreover, we assume variables with diﬀerent names to be diﬀerent variables.
The arrows in aalgðz ¼ tÞ are correct for fz ¼ tg 2 CV .
Lemma 44. Let z 2 V and t 2 termsðR; V Þ. Then fz ¼ tg 2 cRepðaalgðz ¼ tÞÞ.
Fig. 1. The abstraction rules for groundness.
Fig. 2. The abstraction rules for pair-independence.
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9.2. The abstraction of a set of bindings
Deﬁnition 45. The map aValg of Deﬁnition 43 is extended to HV as a
V
algð9W cÞ ¼ 9RepVW
ðaVauxðcÞ [ globalcðaVauxðcÞÞÞ, where
aVauxð£Þ ¼ fðv1; v2Þ ) ðv1; v2Þ; v) v j fv; v1; v2g  V g;
aVauxðfv1 ¼ t1; v2 ¼ t2; . . . ; vn ¼ tngÞ ¼ aValgðv1 ¼ t1ÞHIndepFree
1
V aVauxðfv2 ¼ t2; . . . ; vn ¼ tngÞ:
The map globalc considers global dependences, i.e., dependences which are lost if we consider
each binding in isolation. These dependences are originated by syntactical properties of the
constraint c (see Proposition 23). The deﬁnition of globalc : RepV 7!RepV is given as
globalcðAÞ ¼ fglobalcðlÞ ) r j l) r 2 Ag
for every A 2 RepV , where
globalcðe1    enÞ ¼ globalcðe1Þ    globalcðenÞ ei 2 V [ V2 for i ¼ 1; . . . ; n;
globalcðvÞ ¼ v; v 2 V
globalcððv1; v2ÞÞ ¼
v1v2 if mguðcðv1Þ; cðv2ÞÞ does not exist
ðv1; v2Þ otherwise:

The arrows in globalcðaVauxðcÞÞ are correct for c 2 CV .
Lemma 46. Let c 2 CV and l) r 2 globalcðaVauxðcÞÞ. Then c 2 l! r.
We can state now the ﬁnal correctness result.
Proposition 47. Let h 2 HV . Then, we have h 2 cRepaValgðhÞ and, therefore, aRepaIndepFree1ðfhgÞ6
aValgðhÞ.
10. Implementation
In this section we describe a prototypical implementation5 of the pair-independence and
freeness analysis deﬁned in Sections 8 and 9. This implementation has been designed to show
Fig. 3. The abstraction rules for freeness.
5 Downloadable at http://www.sci.univr.it/!spoto/ic02_code.tar.gz.
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how a domain obtained through linear reﬁnement can be actually used for program analysis.
We did not aim at an eﬃcient implementation, though much care has been taken in order to
avoid the explosion of the computational cost of the abstract conjunction operator (Deﬁnition
30). Note that, since our analysis is goal-independent (Section 3.5), its computational com-
plexity is likely to be greater than that of traditional, goal-dependent analyses, like those based
on Sharing  Free [28,36]. However, with our approach, once the abstract denotation is com-
puted, it can be instantiated with every input, thus yielding the goal-dependent denotation very
quickly. Instead, a goal-dependent analysis requires to re-execute (in an abstract way) the goal
in the program.
Our analyser takes a logic program, normalises it, abstracts it, and then computes the ﬁx-
point of the abstract program, by using an abstract version of the s-semantics for computed
answers (Section 3.4). Note that other semantics could be used here, like a bottom-up semantics
for call-patterns or resultants [20,21]. Indeed, semantics design is totally orthogonal to domain
design.
Constraints are manipulated by C procedures, while the normalisation, abstraction, and ﬁx-
point computation phases are written in Prolog. The choice of C as implementation language for
the constraints is a consequence of eﬃciency considerations. Indeed, constraints are represented
by arrays of bitmaps. Every basic token of information, i.e., the freeness of a variable or the
independence of a pair of variables, is associated with a bit position. Elements of IndepFreeV
(Deﬁnition 24) are then implemented as strings of bits.
We brieﬂy describe normalisation, abstraction, and ﬁxpoint computation. We assume to
analyse the following program, which transforms a tree into a heap. We recall that a heap is a
tree of natural numbers such that the root of every subtree is the maximum number in the
subtree.
heapify(void,void).
heapify(tree(X,L,R),Heap) :-
heapify(L,HeapL), heapify(R,HeapR), adjust(X,HeapL,HeapR,Heap).
adjust(X,HeapL,HeapR,tree(X,HeapL,HeapR)) :-
greater(X,HeapL), greater(X,HeapR).
adjust(X,tree(X1,L,R),HeapR,tree(X1,HeapL,HeapR)) :-
lt(X,X1), greater(X1,HeapR), adjust(X,L,R,HeapL).
adjust(X,HeapL,tree(X1,L,R),tree(X1,HeapL,HeapR)) :-
lt(X,X1), greater(X1,HeapL), adjust(X,L,R,HeapR).
greater(X,void).
greater(X,tree(X1,L,R)) :- lt(X1,X).
lt(0,s(_)).
lt(s(X),s(Y)): -lt(X,Y).
34 G. Levi, F. Spoto / Information and Computation 182 (2003) 14–52
10.1. Normalisation
The normalisation process transforms a program in such a way that procedure calls are made
only in their most general form, with variables v(0), v(1), and so on. Moreover, the logical
structure of the program (disjunctions, conjunctions, expansions, and similar) is made apparent,
by following Deﬁnition 4. Note that this is not abstract compilation, which will be considered in
the next section. Hence normalisation is independent of the speciﬁc domain of analysis.
As an example, the normalisation of the heapify/2 procedure is
heapify(2):-rename(v(16),v(0),rename(v(17),v(1),or(and(
expand(v(16),bi_eq(v(17),void)),expand(v(17),
bi_eq(v(16),void))),restrict(v(19),restrict(v(20),
restrict(v(18),and(expand(v(17),bi_eq(v(16),
tree(v(18),v(19),v(20)))),expand(v(16),restrict(v(21),
and(expand(v(20),expand(v(17),expand(v(18),rename(v(0),
v(19),rename(v(1),v(21),call(heapify(2))))))),
expand(v(19),restrict(v(22),and(expand(v(17),expand(v(21),
expand(v(18),rename(v(0),v(20),rename(v(1),v(22),
call(heapify(2))))))),expand(v(20),rename(v(0),v(18),
rename(v(1),v(21),rename(v(2),v(22),rename(v(3),v(17),
call(adjust(4)))))))))))))))))))).
As one can see, the program has been compiled in a code which contains calls to the abstract
operations of the domains, as well as built-ins, like bi_eq, which uniﬁes two terms, and proce-
dure calls, like call(adjust(4)). Note that the arity of the procedures is taken into account.
10.2. Abstraction
The abstraction process substitutes the built-ins with their abstract behaviour, given as a
constraint of the abstract domain. Indeed, we are using our domain for abstract compilation and
we are not interested in the concrete constraints contained in the concrete program. In the case of
bi_eq this amounts to applying the abstraction rules of Figs. 1–3. Moreover, this step applies
partial evaluation whenever possible, in the sense that if the operand of an abstract operation is
known (i.e., it does not contain any procedure call) that operation is applied and substituted in the
abstract program with the result.
In the case of the heapify/2 procedure, we obtain the following abstract program:
heapify(2):-rename(v(16),v(0),rename(v(17),v(1),or(abs(327232),
restrict(v(19),restrict(v(20),restrict(v(18),
and(abs(327454),expand(v(16),restrict(v(21),
and(expand(v(20),expand(v(17),expand(v(18),rename(v(0),
v(19),rename(v(1),v(21),call(heapify(2))))))),
expand(v(19),restrict(v(22),and(expand(v(17),
expand(v(21),expand(v(18),rename(v(0),v(20),
rename(v(1),v(22),call(heapify(2))))))),expand(v(20),
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rename(v(0),v(18),rename(v(1),v(21),rename(v(2),v(22),
rename(v(3), v(17), call(adjust(4)))))))))))))))))))).
An object of the form absðNÞ represents an abstract element of RepV . The number N is the
pointer in memory where the constraint, manipulated by C procedures, is stored.
10.3. Fixpoint computation
After the abstraction process, the computation of the ﬁxpoint is just a depth-ﬁrst evaluation of
the abstract program, by using the abstract operations of Section 8.2. The computation is made by
exploiting the information contained in the call graph of the program. Namely, if a procedure p is
called by a procedure q but not vice versa (even through intermediate procedures), the denotation
of p is computed ﬁrst, and that of q later, by using the denotation already computed for p. In our
case, the predicates of the heapifying program are analysed in the following order: lt/2,
greater/2, adjust/4, and heapify/2.
Even for a program as simple as ours, the abstract analyser does not reach the abstract ﬁxpoint
in a reasonable time. This is because the computational cost of the analysis explodes. In order to
obtain better performance, we consider two techniques. The ﬁrst does not introduce any loss of
precision, whereas the second, in general, can lead to less precise results.
10.4. Reduction rules
In general, several elements of RepV may have the same concretisation through cRep. Since the
computational complexity of the abstract operators of Section 8.2 is dependent on the dimension
of their operands, it is sensible to use those elements of RepV which have the smallest dimension.
This is accomplished through the use of reduction rules, which reduce the dimension of the
elements of RepV .
Deﬁnition 48. A reduction rule q is a family of maps fqV gV 2}f ðVÞ such that
(i) qV : RepV 7!RepV ,
(ii) dimðqV ðAÞÞ6 dimðAÞ for every A 2 RepV ,
(iii) cRepðqV ðAÞÞ ¼ cRepðAÞ for every A 2 RepV .
Conditions (ii) and (iii) say that the reduction of A 2 RepV is an element of smaller dimension
but still containing the same information as A. Note that the abstract operators of Section 8.2 are
not monotonic w.r.t. dim, as the following example shows.
Example 49. The operation restrict of Deﬁnition 33 is not monotonic w.r.t. the dimension of its
argument. For instance, we have
restrictRepVx ðfðx; xÞðy; yÞ ) ðz; zÞgÞ ¼ fg;
restrictRepVx ðfðy; yÞ ) ðz; zÞgÞ ¼ fðy; yÞ ) ðz; zÞg:
Therefore, although reduction rules reduce the computational cost of the abstract operations,
we do not have any theoretical guarantee that they reduce the computational complexity of the
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overall abstract ﬁxpoint computation. However, practical evaluation (Section 11) proves that they
are fundamental to improve the eﬃciency of the analysis.
If we apply a reduction rule after every application of an abstract operator, point (iii) guar-
antees that we obtain a correct result. However, since this result depends on the representatives
chosen for the operands of the operation, we do not have any guarantee, in general, that it is as
precise as that obtained by using the abstract operators without any reduction. Note that this
would be the case if the abstract operators were optimal, while we just know that they are correct.
However, if a reduction rule is reductive w.r.t. the  relation deﬁned below, then using the ab-
stract operators together with a reduction rule cannot lead to a loss of precision, as shown by
Proposition 52.
Deﬁnition 50. Let A1;A2 2 RepV . We deﬁne A1  A2 to hold if for every l2 ) r 2 A2 there exists
l1 ) r 2 A1 such that
l1  l2 [ fðv; v0Þ jv; v0 2 V ; v 6¼ v0 and ðv; vÞ 2 l2g:
Deﬁnition 51. A computation is an element of RepV or a term of the form opðc1; . . . ; cnÞ, where the
cis are computations, op is the name of one of the abstract operators deﬁned in Section 8.2 and its
signature is respected. The evaluation of a computation is deﬁned as
½½A ¼ A if A 2 RepV ;
½½opðc1; . . . ; cnÞ ¼ opð½½c1; . . . ; ½½cnÞ:
Moreover, if q is a reduction rule, we deﬁne
½½Aq ¼ qV ðAÞ if A 2 RepV ;
½½opðc1; . . . ; cnÞq ¼ qV ðopð½½c1q; . . . ; ½½cnqÞÞ if opð½½c1q; . . . ; ½½cnqÞ 2 RepV :
Proposition 52. Given a reduction rule q reductive w.r.t.  (i.e., for every A 2 RepV we have
qV ðAÞ  A), every computation c is such that freeV ð½½cÞ  freeV ð½½cqÞ and indepV ð½½cÞ 
indepVð½½cqÞ.
We show now some examples of reduction rules which are reductive w.r.t.  and, therefore,
cannot introduce any loss of precision.
The ﬁrst reduction rule removes entailed arrows.
Proposition 53. Let q1 ¼ fq1V gV 2}f ðVÞ, where
q1V ðAÞ ¼ l

) r 2 A there is nol
0 ) r 2 A s:t:
l0 " l [ fðv; v0Þ jv; v0 2 V ; v 6¼ v0 and ðv; vÞ 2 lg


for every A 2 RepV . Then q1 is a reduction rule and is reductive w.r.t. . Moreover, it is possible
to prove that q1V ðAÞ ¼
TfX  A jX  Ag, i.e., q1ðAÞ is the smallest set of A to precede A
w.r.t. .
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Example 54. Let V ¼ fv; x; y; zg and
A ¼ fxðx; yÞðx; zÞðx; vÞ ) ðx; vÞ; xðv; vÞ ) ðx; vÞ; xy ) y; xðx; vÞ ) ðx; vÞg:
Then
q1V ðAÞ ¼ fxy ) y; xðx; vÞ ) ðx; vÞg:
The second reduction rule removes redundant conditions from the left-hand side of the arrows.
Proposition 55. Let q2 ¼ fq2V gV 2}f ðVÞ, where
q2V ðAÞ ¼ fl n fðv; v0Þ jv; v0 2 V ; v 6¼ v0 and ðv; vÞ 2 lg ) r j l) r 2 Ag
for every A 2 RepV . Then q2 is a reduction rule and is reductive w.r.t. .
Example 56. Let V ¼ fv; x; y; zg and
A ¼ fxðx; yÞðy; yÞðy; zÞðx; zÞ ) ðx; zÞ; xy ) y; yðy; zÞðz; zÞðv; vÞ ) yg:
Then
q2V ðAÞ ¼ fxðy; yÞðx; zÞ ) ðx; zÞ; xy ) y; yðz; zÞðv; vÞ ) yg:
10.5. Improving the eﬃciency
In it obvious that the eﬃciency of the analysis can be improved by removing some arrows from
the elements of RepV . While the reduction rules of the previous section do not introduce any loss of
precision, removing arrows can lead to imprecise results in some cases. However, no incorrectness
can be introduced. The removal of arrows can be seen as a kind of widening operator [17].
In our implementation we use syntactical equality for the entailment test of Deﬁnition 30,
which means that some arrows allowed by the theory are not generated by the implementation.
Moreover, we have not considered the arrows obtained through the global map of Deﬁnition 45.
We have not experienced signiﬁcant loss of precision induced by those choices. Nevertheless,
removing arrows is not good practice, and should be applied only when it is strictly necessary. In
general, a static analyser could automatically remove some arrows when the computational cost
of the ﬁxpoint calculation grows beyond a given threshold. A heuristics must be applied here, in
order to select those arrows which do not seem to add too much to the precision of the analysis. It
can be dependent on the abstract domain (‘‘choose the longest arrows’’) or independent of it
(‘‘choose those arrows whose head is a freeness property rather than those whose head is an
independence property’’).
10.6. The result of the analysis
The analysis of our heapifying program, by using the techniques of Sections 10.4 and 10.5,
results in the following output:
predicate heapify/2:
?1,(a1,a1),(a0,?1)¼>?1
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?1,(a1,?1),(a0,a0)¼>?1
(?1,?2),(a1,a1),(a0,?1)¼>(?1,?2)
(?1,?2),(a1,?1),(a0,a0)¼>(?1,?2)
(?1,?1)¼>(?1,?1)
(a1,a1),(a0,?1),a0¼>(a1,?1)
(a0,a0)¼>(a1,?1)
(a1,a1)¼>(a1,a1)
(a0,a0)¼>(a1,a1)
(a1,a1)¼>(a0,?1)
(a1,a1)¼>(a0,a0)
(a0,a0)¼>(a0,a0)
(a1,a1)¼>(a0,a1)
(a0,a0)¼>(a0,a1)
predicate adjust/4:
?1,(a1,a1),(a0,?1),(a3,?1),(a2,a2),(a0,a3)¼>?1
?1,(a1,?1),(a0,?1),(a0,a1),(a3,?1),(a2,a2),(a1,a3),(a0,a3),a1¼>?1
?1,(a1,a1),(a0,?1),(a3,?1),(a2,?1),(a2,a3),(a0,a3),(a0,a2),a2¼>?1
?1,(a1,?1),(a0,?1),(a0,a1),(a3,?1),(a2,?1),(a2,a3),(a1,a3),
(a1,a2),(a0,a3),(a0,a2),a2,a1¼>?1
?1,(a1,?1),(a0,?1),(a0,a1),(a3,?1),a3,(a2,?1),(a2,a3),
(a1,a3),(a1,a2),(a0,a3),(a0,a2)¼>?1
?1,(a1,?1),(a0,?1),(a0,a1),(a3,a3),(a2,?1),(a1,a2),(a0,a2)¼>?1
(?1,?2),(a1,a1),(a0,?1),(a3,?1),(a2,a2),(a0,a3)¼>(?1,?2)
(?1,?2),(a1,?1),(a0,?1),(a0,a1),(a3,?1),(a2,a2),(a1,a3),(a0,a3),
a1¼>(?1,?2)
(?1,?2),(a1,a1),(a0,?1),(a3,?1),(a2,?1),(a2,a3),(a0,a3),(a0,a2),
a2¼>(?1,?2)
(?1,?2),(a1,?1),(a0,?1),(a0,a1),(a3,?1),(a2,?1),(a2,a3),(a1,a3),
(a1,a2),(a0,a3),(a0,a2),a2,a1¼>(?1,?2)
(?1,?2),(a1,?1),(a0,?1),(a0,a1),(a3,?1),a3,(a2,?1),(a2,a3),
(a1,a3),(a1,a2),(a0,a3),(a0,a2)¼>(?1,?2)
(?1,?2),(a1,?1),(a0,?1),(a0,a1),(a3,a3),(a2,?1),(a1,a2),
(a0,a2)¼>(?1,?2)
(?1,?1)¼>(?1,?1)
(a3,a3)¼>(a1,?1)
(a1,?1),(a0,a1),(a3,?1),a3,(a2,a3),(a1,a3),(a1,a2),(a0,a3),
(a0,a2)¼>(a1,?1)
(a3,a3)¼>(a1,a1)
(a1,a1)¼>(a1,a1)
(a1,?1),(a0,?1),(a0,a1),(a3,?1),(a2,?1),(a2,a3),(a1,a3),(a1,a2),
(a0,a3),(a0,a2)¼>(a0,?1)
(a3,a3)¼>(a0,?1)
(a0,?1),(a0,a1),(a3,?1),a3,(a0,a2)¼>(a0,?1)
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(a3,a3)¼>(a0,a0)
(a0,a0)¼>(a0,a0)
(a3,a3)¼>(a0,a1)
(a0,a1),a3,(a0,a2)¼>(a0,a1)
(a1,?1),(a0,?1),(a0,a1),(a3,?1),(a2,a2),(a1,a3),(a0,a3),a1¼>
(a3,?1)
(a1,a1),(a0,?1),(a3,?1),(a2,?1),(a2,a3),(a0,a3),(a0,a2),a2¼>
(a3,?1)
(a1,?1),(a0,?1),(a0,a1),(a3,?1),(a2,?1),(a2,a3),(a1,a3),(a1,a2),
(a0,a3),(a0,a2),a2,a1¼>(a3,?1)
(a1,a1),(a0,?1),(a3,?1),(a2,a2),(a0,a3)¼>(a3,?1)
(a1,a1),(a0,a0),(a2,a2)¼>(a3,?1)
(a1,a1),(a0,a0),(a2,a2)¼>(a3,a3)
(a3,a3)¼>(a3,a3)
(a0,a1),(a3,?1),a3,(a2,?1),(a2,a3),(a1,a3),(a1,a2),(a0,a3),
(a0,a2)¼>(a2,?1)
(a3,a3)¼>(a2,?1)
(a2,a2)¼>(a2,a2)
(a3,a3)¼>(a2,a2)
(a3,a3)¼>(a1,a2)
(a0,a1),a3,(a2,a3),(a1,a3),(a1,a2),(a0,a3),(a0,a2)¼>(a1,a2)
(a3,a3)¼>(a0,a2)
(a0,a1),a3,(a0,a2)¼>(a0,a2)
predicate greater/2:
?1,(a1,?1),(a0,?1),(a0,a1)¼>?1
(?1,?2),(a1,?1),(a0,?1),(a0,a1)¼>(?1,?2)
(?1,?1)¼>(?1,?1)
(a1,?1),(a0,a1)¼>(a1,?1)
(a1,a1)¼>(a1,a1)
(a0,?1),(a0,a1)¼>(a0,?1)
(a0,a0)¼>(a0,a0)
(a0,a1)¼>(a0,a1)
predicate lt/2:
?1,(a1,?1),(a0,?1),(a0,a1)¼>?1
(?1,?2),(a1,?1),(a0,?1),(a0,a1)¼>(?1,?2)
(?1,?1)¼>(?1,?1)
(a1,?1),(a0,a1)¼>(a1,?1)
(a1,a1)¼>(a1,a1)
¼>(a0,?1)
¼>(a0,a0)
¼>(a0,a1)
The variable ai is the ði 1Þth argument position of a procedure, with iP 0.
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The analyser concludes that the ﬁrst argument of lt/2 is always made ground running that
procedure, since its ﬁxpoint contains the arrow) ða0; a0Þ. It concludes that the independence of
the two arguments of greater/2 is maintained by running that procedure, since its ﬁxpoint
contains the arrow ða0; a1Þ ) ða0; a1Þ. It concludes that if the fourth argument of adjoint/4 is
ground then the other three arguments are made ground by running that procedure, since its
ﬁxpoint contains the arrows ða3; a3Þ ) ða0; a0Þ, ða3; a3Þ ) ða1; a1Þ, and ða3; a3Þ ) ða2; a2Þ. Fi-
nally, it concludes that the arrow ða0; a1Þ; a3; ða0; a2Þ ) ða0; a2Þ holds for adjust/4. This arrow
says that if the ﬁrst and the third arguments of adjust/4 are independent before calling adjust,
then they are still independent after its execution, provided that the ﬁrst and the second argu-
ments are independent and the fourth argument is free before the call. The freeness of the fourth
argument is necessary. Consider for instance the call adjust(X,void,tree(0,L,R),tree
(Z,void,tree(0,Z,R))) which results in a computed answer 9fwgfX ¼ L ¼ Z ¼ sðwÞg,
thus making the ﬁrst and the third arguments of adjust/4 to share. Instead, the condition
ða0; a1Þ in the left-hand side of the arrow is superﬂuous. This example shows that our analyser has
been able to catch a non-trivial situation when sharing occurs, like that due to the non-freeness of
the fourth argument, but its precision can still be improved. Note that we are speaking of the
precision of our analyser, which must not be confused with the theoretical precision of the
IndepFree1 domain.
11. Experimental evaluation
We show now the behaviour of our analyser on some benchmarks. The importance of this
evaluation is to show that a goal-independent analysis for freeness and pair-independence like
ours can be almost as precise as a goal-dependent analysis, although its cost is deﬁnitely
higher. We have used SWI-Prolog 3.4.5 over an AMD Duron 600MHz processor with
128Mbytes of memory, running Linux 2.2.16. The techniques of Sections 10.4 and 10.5 have
been applied.
In Fig. 4, for every benchmark, we report its number of clauses, the maximum number of
variables in a clause, the time in seconds spent in the preprocessing phase (normalisation, ab-
straction, and call graph construction), that spent for the ﬁxpoint computation, and the relative
computational cost of the conjunction operation (Deﬁnition 30) w.r.t. the other operations of the
domain and the shell (preprocessor) which normalises, abstracts, and computes the ﬁxpoint. As
one can see, the preprocessing time is always small, while the ﬁxpoint computation is sometimes
expensive and seems related to the number of variables in the clauses of the program. When it
grows, the time spent for the abstract conjunction explodes, as the ﬁfth column shows. Thus a
clever implementation of conjunction is welcome.
We have compared our analyser with a goal-dependent analysis performed by using the
Sharing  Free domain [28] inside the China analyser [3]. The result is shown in Fig. 5. The goal-
dependent analysis is deﬁnitely more eﬃcient, but must be re-executed for every query. Note that
our analysis can be made more eﬃcient through traditional techniques based on binary decision
diagrams [8]. W.r.t. precision, we have run some abstract queries with the goal-dependent analyser
and we have compared the resulting abstract information with what we get by instantiating our
goal-independent denotation on the queries. In the third column, ‘‘A’’ means ‘‘A free,’’ while
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Fig. 4. The analysis times.
Fig. 5. The comparison of our analysis with that done through China.
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‘‘(A,B,C)’’ means that A, B, and C are mutually independent, and is a compact notation for
(A,B)(A,C)(B,C). The last two columns show the results of the analysis with our analyser and
with China, expressed in our domain. Our analyser is always as precise as China except for app/
6, a version of append/3 for incomplete lists. In such a case, the techniques of Section 10.5 have
made us lose precision.
12. Conclusions
We have deﬁned a domain for pair-independence and freeness analysis which can be used for
abstract compilation. Moreover, we have shown that linear reﬁnement can be applied to a difficult
case of program analysis.
We have thoroughly described the implementation of all the abstract operators. Therefore, we
have been able to implement a static analyser based on our domain. We do not know of any other
implementation of a static analysis based on linear reﬁnement. Note that groundness analysis has
been reconstructed by using linear reﬁnement [37], but it did exist well before this reconstruction.
Our implementation is partial, since we have decided to lose precision in order to obtain better
performance. However, our evaluation shows that its precision is still comparable with that of a
traditional sharing and freeness analysis.
In Section 9, our abstraction map has been designed by considering sets of existential Hebrand
constraints 9W c, where c is an idempotent substitution. The case of non-idempotent substitutions,
which corresponds to logic programming without occur-check, has not been considered. In order
to do so, we should modify the abstraction map, since some dependences might not be correct
anymore for that case. We plan to study how this modiﬁcation should be done. The correctness of
the abstract operators is instead guaranteed.
As suggested in Section 10, the methodology that we have followed for the deﬁnition of
a representation for the domain IndepFree1V and of its abstract operations is almost inde-
pendent of the abstract property A at hand, being mainly related to the underlying linear
reﬁnement technique. Namely, we can imagine an abstract interpretation framework where
the abstraction map transforms the existential Herbrand constraints into sets of arrows, in a
way dependent on D. The ﬁxpoint engine uses instead abstract operations which are in-
dependent of D. It can be hence implemented and optimised as a general purpose static
analyser, although speciﬁc knowledge about D can allow one to improve its precision and
eﬃciency.
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Appendix A. Proofs of Section 4
Proof of Proposition 15. Let fx; yg  V with x 6¼ y. We show that the point ðx; yÞ 2 IndepV is not
contained in IndepV . IndepV . Every point of this last set is the intersection
T
i2I ai, with I  N, of a
set of arrows having their right-hand side in fðv1; v2Þ jfv1; v2g  V g, since l! r1r2 ¼ l!
r1 \ l! r2. We can assume without any loss of generality that this intersection is minimal, i.e.,
that no ai can be left out. We prove that
T
i2I ai 6¼ ðx; yÞ. Assume by contradiction thatT
i2I ai ¼ ðx; yÞ.
We ﬁrst prove that every ai is such that ai ¼ l! ðx; yÞ. Assume by contradiction that
ai ¼ l! ðv1; v2Þ, with v1 62 fx; yg. If l  ðv1; v1Þ or l  ðv2; v2Þ then ai is tautological and can be left
out. By the hypothesis on ai, we can assume l 6 ðv1; v1Þ and l 6 ðv2; v2Þ. Let h ¼ fv1 ¼ v2g. We
have h 2 ðx; yÞ by the hypothesis v1 62 fx; yg. Let h0 ¼ fv ¼ a j l  ðv; vÞg 2 l. The constraint h0
makes ground exactly those variables that l requires to be ground. Since v1 and v2 are unbound in
h0, we have hHHV h0 ¼ h0 [ fv1 ¼ v2g 62 ðv1; v2Þ. Since h0 2 l, we have h 62 ai. But h 2 ðx; yÞ. This
proves that the right-hand side of ai must be ðx; yÞ.
We prove now that every non-tautological arrow ai ¼ l! ðx; yÞ with ðx; yÞ  ai is such that
l  ðv; vÞ for every v 2 V n fx; yg. Indeed, assume l 6 ðv; vÞ with v 2 V n fx; yg. If l  ðx;xÞ or
l  ðy; yÞ then ai would be tautological. Therefore, we can assume l 6 ðx;xÞ and l 6 ðy; yÞ.
Consider h ¼ fv ¼ fðx; yÞg 2 ðx; yÞ and h0 ¼ 9fwgðfv ¼ fðw;wÞg [ fv0 ¼ a j l  ðv0; v0ÞgÞ. We have
h0 2 l by the hypothesis on v. Since hHHV h0 ¼ fv ¼ fðx; xÞ; x ¼ yg [ fv0 ¼ a j l  ðv0; v0Þg, we have
hHHV h0 62 ðx; yÞ. This shows that h 62 ai, a contradiction since ðx; yÞ  ai and h 2 ðx; yÞ.
In conclusion, every ai must have the form l! ðx; yÞ with l  ðv; vÞ for every v 2 V n fx; yg.
Moreover, we can assume l 6 ðx;xÞ and l 6 ðy; yÞ, otherwise ai would be tautological. Let
v 2 V n fx; yg. We can ﬁnd such a v since #V P 3. Let h ¼ fv ¼ x; y ¼ xg 62 ðx; yÞ. Given h0 2 l,
since v is ground in h0, we conclude that if hHHV h0 exists then hHHV h0 2 ðx; yÞ. Therefore, we have
h 2 Ti2I ai. This proves that Ti2I ai 6¼ ðx; yÞ. 
Proof of Example 14. Let by contradiction aðh1ÞHIndep1V aðh2Þ  ðy; zÞ. By deﬁnition of !, this
means that aðh1Þ  aðh2Þ ! ðy; zÞ. Hence every h 2 aðh2Þ is such that its concrete conjunction with
h1 does not make y and z to share. By considering the enumeration of all possible arrows, we
conclude that aðh2Þ ¼ \A, where
A ¼
ðv; yÞ; ðv; zÞ; ðx; yÞ; ðx; zÞ; ðy; zÞ
ðx; xÞ ! ðv; vÞ; ðv; vÞ ! ðx; xÞ; ðv; yÞðx; yÞ ! ðv; yÞ
ðx; xÞ ! ðv; yÞ; ðv; zÞðx; zÞ ! ðv; zÞ; ðx; yÞðv; yÞ ! ðx; yÞ
ðx; xÞ ! ðv; zÞ; ðx; zÞðv; zÞ ! ðx; zÞ; ðy; zÞðv; vÞ ! ðy; zÞ
ðv; vÞ ! ðx; yÞ; ðv; vÞ ! ðx; zÞ; ðy; zÞðx; yÞðv; yÞ ! ðy; zÞ
ðy; zÞðx;xÞ ! ðy; zÞ; ðy; zÞðx; zÞðv; zÞ ! ðy; zÞ
8>>>><
>>>>:
9>>>>=
>>>>;
:
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Hence h ¼ fx ¼ fðv; vÞg 2 aðh2Þ, a contradiction since the conjunction of h and h1 makes y and z
to share. 
Proof of Proposition 20. Let x 2 V . We show that x 2 FreeV is not contained in FreeV . FreeV .
Every element of this last set is the intersection
T
i2I ai, with I  N, of a set of arrows having their
right-hand side in fv jv 2 V g. We can assume without any loss of generality that this intersection is
minimal, i.e., that no ai can be left out. We prove that
T
i2I ai 6¼ x. Assume by contradiction thatT
i2I ai ¼ x.
We ﬁrst prove that there is no ai such that ai ¼ l! v with v 6¼ x. Indeed, in such a case we
would have h ¼ fv ¼ ag 62 ai, since£ 2 l and£HHV h ¼ h 62 v. But h 2 x, which is a contradiction
since x  ai. Therefore, every ai must have the form l! x. Since #V P 2, there exists y 2 V , y 6¼ x.
Consider h ¼ fy ¼ ag 2 x. We have h 62 ai since fy ¼ xg 2 l and fy ¼ xgHHV h ¼ fx ¼ a;
y ¼ ag 62 x. Then x 6 ai. This proves that I is empty, i.e.,
T
i2I ai ¼ HV 6¼ x, a contradiction. 
Proof of Example 19. The constraint h1 belongs to yz. We want to show that yz is the abstraction
of h1 in Free1V . Indeed, if h1 2 l! r and l! r 6¼ HV , then r 6¼ HV . Since h3 ¼ fx ¼ y; z ¼ yg be-
longs to every element of FreeV and therefore to l, we would have h3H
HV h1 2 r, which is a con-
tradiction, since r 6¼ HV and all three variables are made non-free by the conjunction. Then h1 is
abstracted to yz in Free1V . By symmetry, h2 is abstracted to xz in Free
1
V . The same argument used in
Example 18 in the case of FreeV shows that the best correct approximation of the H
}ðHV Þ operation
in not contained in z when applied to aðh1Þ and aðh2Þ. 
Appendix B. Proofs of Section 8
Proof of Proposition 29. Let l) v 2 A, 9W c 2 l! v, h ¼ fv00 ¼ a jv00 2 V [ W g and h ¼
fv00 ¼ cðv00Þh jv00 2 V ; ðv00; v00Þ 2 lg. If v0ðv0; v0Þ 6 l for any v0 2 V then h 2 l. Hence hHHV 9W c 2 v
and, since v is upward closed, 9W c 2 v. Thus 9W c 2 \fv j l) v 2 A and v0ðv0; v0Þ
6 l for any v0 2 V g ¼ freeVðAÞ.
The result for pair-independence can be proved similarly by using h ¼£. 
Proof of Proposition 32. Let A1;A2 2 RepV . Since cIndepFree1 is the identity map, it suﬃces to prove
that
cRepðA1ÞH}ðHV ÞcRepðA2Þ  cRepðA1HRepV A2Þ;
i.e., for every h1 2 cRepðA1Þ and h2 2 cRepðA2Þ we have h1HHV h2 2 cRepðA1HRepV A2Þ. In turn, this
means that we have to prove that every arrow l1    ln ) r 2 A1HRepV A2 is such that
h1H
HV h2 2 l1    ln ! r. We have two cases. The ﬁrst case is when h2 2 r1    rn ! r and h1 2 li ! r0i
with r0i  ri for every i ¼ 1; . . . ; n. Let h 2 l1    ln. We have hHHV ðh1HHV h2Þ ¼ ðhHHV h1ÞHHV h2.
Since h 2 li and h1 2 li ! r0i for every i ¼ 1; . . . ; n, we have hHHV h1 2 r01    r0n, and since
h2 2 r1    rn ! r and r01    r0n  r1    rn we conclude that ðhHHV h1ÞHHV h2 2 r. The second case in
the deﬁnition of HRepV can be proved symmetrically.
A naive implementation of HRepV considers every unfolding of an arrow of A1 [ T with the
arrows of A2 [ T and vice versa. Thus, its worst-case time complexity is Oðða1 þ tÞða2 þ tÞkÞ. 
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Proof of Proposition 35. We have to prove that
(i)
restrict}ðHV Þx ðcRepV ðAÞÞ  cRepV nxðrestrictRepVx ðAÞÞ:
(ii)
rename}ðHV Þx!n ðcRepV ðAÞÞ  cRepðV nxÞ[nðrenameRepVx!n ðAÞÞ:
(i) The result follows by proving that given 9W c 2 cRepV ðAÞ and l) r 2 A such that ðx; xÞ 62 l, r 6
x and r 6 ðx; vÞ for every v 2 V , we have 9W [Nc½x 7!N  2 l0V nx ! rV nx, where l0 ¼ l n X . Let
9W 0c0 2 l0V nx. We have 9W 0c0 2 l0. Since x 62 domðc0Þ [ rngðc0Þ we have 9W 0c0 2 l. From
9W c 2 l! r, we conclude that 9W 0c0HHV 9W c 2 r. Moreover, we have 9W 0c0HHV 9W [Nc
½x 7!N  ¼ 9W 0[W [Nmguðc0 [ c½x 7!N Þ. From c0 2 CV nx we conclude that mguðc0 [ c½x 7!N Þ
ðvÞ ¼ mguðc0 [ cÞðvÞ½x 7!N  for every v 2 V n x. Since r 6 x and r 6 ðv; xÞ for every v 2 V , from
9W 0c0 HHV 9W c ¼ 9W 0[W mguðc0 [ cÞ 2 r we conclude that 9W 0c0HHV 9W [Nc½x 7!N  2 r. Finally,
since x 62 domðmguðc0 [ c½x 7!N ÞÞ [ rngðmguðc0 [ c½x 7! N ÞÞ, we conclude that 9W 0c0HHV nx
9W [Nc½x 7!N  2 rV nx.
(ii) Let 9W c 2 cRepV ðAÞ. We prove that renameHVx!nðhÞ 2 lðV nxÞ[n ! rðV nxÞ[nfor every l) r 2 A½x 7!n,
i.e., 9W c½x 7!n 2 l½x 7!nV nx[n ! r½x 7!nðV nxÞ[n for every l) r 2 A. Let 9W 0c0 2 l½x 7!nðV nxÞ[n.
Since c0 2 CðV nxÞ[n, we conclude that 9W 0c0½n 7!x 2 l. Thus, we have 9W 0c0½n 7!xHHV 9W c ¼
9W 0[W mguðc0 ½n 7!x [ cÞ 2 r since 9W c 2 l! r, and 9W 0[W mguðc0½n 7!x [ cÞ ¼ 9W 0[W mgu
ððc0 [ c½x 7!nÞ½n 7!xÞ ¼ ð9W 0c0HHðV nxÞ[n9W c½x 7!nÞ½n 7!x 2 r. Since c0 2 CðV nxÞ[n, 9W 0c0HHðV nxÞ[n
9W c½x 7!n 2 r½x 7!nðV nxÞ[n. Hence 9W c½x 7!n 2 l½x 7!nðV nxÞ[n ! r½x 7!nðV nxÞ[n.
For the result about complexity, a naive implementation of restrictRepVn ðAÞ considers every arrow
of A and scans its body to check whether it must be removed or not. Hence its worst-case time
complexity is linear in the dimension of A. Similarly for renameRepVx!n . 
Proof of Lemma 36. Let h ¼ 9W c 2 lV ! rV and let 9W 0c0 2 lV [x and N 2 W fresh. We have
9W 0[Nc0jV ½x 7!N  2 l because x does not occur in l. Since 9W 0[Nc0jV ½x 7!N HHV 9W c ¼
9W 0[W [Nmguðc0jV ½x 7!N  [ cÞ 2 r and c 2 CV with x 62 V , we conclude that 9W 0[W mguðc0jV [ cÞ
2 rV [x and since x does not occur in r we conclude that 9W 0[W mguðc0 [ cÞ 2 rV [x, i.e.,
9W 0c0H}ðHV [xÞ9W c 2 rV [x. 
Proof of Lemma 37. Let 9W 0c0 2 l½v2 7!v1; v1 7!v2 and c00 2 CV such that c00 ¼ fx½v2 7!v1;
v1 7!v2 ¼ t½v2 7!v1; v1 7!v2 jx ¼ t 2 c0g. By deﬁnition, we have 9W 0c00 2 l. Hence 9W 0[W mgu
ðc00 [ cÞ ¼ 9W 0c00HHV 9W c 2 r. Since fv1; v2g \ ðdomðcÞ [ rngðcÞÞ ¼£, we have mguðc00 [ cÞ ¼
fx½v2 7!v1; v1 7!v2 ¼ t½v2 7!v1; v1 7!v2 jx ¼ t 2 mguðc0 [ cÞg and 9W 0c0HHV 9W c ¼ 9W 0[W mguðc0 [ cÞ
2 r½v2 7!v1; v1 7!v2. The converse holds by symmetry. 
Proof of Proposition 40. Let x 2 V n V , f?1; ?2g  V , and A 2 RepV . We have to prove that
expand}ðHV Þx ðcRepV ðAÞ \ X Þ  cRepV [xðexpandRepVx ðAÞÞ;
where X ¼ f9W c 2 HV j f?1; ?2g \ ðdomðcÞ [ rngðcÞÞ ¼£g. By Lemma 36, the arrows in A cor-
rectly approximate expand}ðHV Þx ðcRepV ðAÞÞ. Moreover, given a constraint 9W c 2 expand}ðHV Þx
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ðcRepV ðAÞ \ X Þ, since f?1; xg \ fdomðcÞ [ rngðcÞg ¼£ and x does not occur in l) r for the hy-
pothesis x 62 V , by Lemma 37 we conclude that h 2 l½?1 7!x ! r½?1 7!x for every l) r 2 A.
Moreover, since f?1; ?2g \ fdomðcÞ [ rngðcÞg ¼£ and ?1 does not occur in l½?1 7!x ) r½?1 7!x,
by Lemma 37 again we conclude that h 2 l½?1 7!x½?2 7!?1 ! r½?1 7!x½?2 7!?1 for every
l) r 2 A.
For the result about complexity, a naive implementation of expandRepVx ðAÞ scans the arrows of A
in order to incarnate ?1 into x and ?2 into ?1. Therefore, its worst-case time complexity is bounded
by the dimension of A. 
Proof of Proposition 42. Let A1;A2 2 RepV . We have to prove that
cRepðA1Þ [ cRepðA2Þ  cRepðA1 [RepV A2Þ:
For every l) r 2 A1 [RepV A2, we have l ¼ l1l2 with l1 ) r 2 A1 and l2 ) r 2 A2. Then
cRepðA1Þ  cRepðl1 ) rÞ  cRepðl1l2 ) rÞ and cRepðA2Þ  cRepðl2 ) rÞ  cRepðl1l2 ) rÞ. Since this
holds for every l) r 2 A1 [RepV A2, we have the thesis.
For the result about complexity, a naive algorithm for [RepV scans the heads of the arrows in A1
for elements which belong to the head of some arrow in A2 and merges their bodies when this
happens. Therefore, its complexity is Oða1a2Þ. 
Appendix C. Proofs of Section 9
Proof of Lemma 44. It suﬃces to prove that every l) r 2 aVgrðz ¼ tÞ [ aVindepðz ¼ tÞ [ aVfrðz ¼ tÞ is
such that fz ¼ tg 2 l! r. This is true if l) r 2 aVgrðz ¼ tÞ, since ðv; vÞ ¼ f9W c 2 HV jcðvÞ
2 termsðR;£Þg and aVgrðz ¼ tÞ contains obvious groundness dependences. For aVindep and aVfr, given
h ¼ 9W c 2 l, we have hHHV fz ¼ tg ¼ 9W mguðc mguðcðzÞ ¼ tcÞÞ, if it is deﬁned. Let c0 ¼ mgu
ðcðzÞ ¼ tcÞ. Since domðc0Þ \ domðcÞ ¼£, we have hHHV fz ¼ tg ¼ 9W ðcc0Þ, if it exists. Assume it
exists. We consider every single arrow contained in aindepðz ¼ tÞ [ afrðz ¼ tÞ and we prove that
h0 ¼ 9W ðcc0Þ 2 r. If tðv1; . . . ; vnÞ is a term, we write tðt1; . . . ; tnÞ for tðv1; . . . ; vnÞ ½v1 7! t1; . . . vn 7! tn.
Consider xðv; v0Þ ) ðv; v0Þ 2 aVindepðx ¼ tðv; v0; v1; . . . ; vnÞÞ, with nP 0. Since cðxÞ 2 V , we have
c0 ¼ fcðxÞ ¼ tðcðvÞ; cðv0Þ; cðv1Þ; . . . ; cðvnÞÞg. Note that cðxÞ 62 varsðcðvÞÞ [ varsðcðv0ÞÞ, since other-
wise c0 and h0 would not exist. Therefore, we have ðcc0ÞðvÞ ¼ cðvÞc0 ¼ cðvÞ and ðcc0Þðv0Þ ¼
cðv0Þc0 ¼ cðv0Þ, and from h 2 ðv; v0Þ we conclude that varsððcc0ÞðvÞÞ \ vars ððcc0Þðv0ÞÞ ¼£. Hence
h0 2 ðv; v0Þ.
Consider ðv0; vÞðv0; v1Þ    ðv0; vnÞ ) ðv0; vÞ 2 aVindepðv ¼ tðv1; . . . ; vnÞÞ, with nP 1. We have
c0 ¼ mgufcðvÞ ¼ tðcðv1Þ; . . . ; cðvnÞÞg, with domðc0Þ [ rngðc0Þ  varsðcðvÞÞ [
S
i¼1;...;n varsðcðviÞÞ and
from the fact that h 2 ðv0; vÞðv0; v1Þ    ðv0; vnÞ we have domðc0Þ \ varsðcðv0ÞÞ ¼ rngðc0Þ\
varsðcðv0ÞÞ ¼£. Therefore, we have ðcc0ÞðvÞ ¼ cðvÞc0, ðcc0Þðv0Þ ¼ cðv0Þc0 ¼ cðv0Þ and varsððcc0Þ
ðvÞÞ \ varsððcc0Þðv0ÞÞ ¼ varsðcðvÞc0Þ \ varsðcðv0ÞÞ  ðvarsðcðvÞÞ [ rngðc0ÞÞ \ vars ðcðv0ÞÞ ¼ rngðc0Þ\
varsðcðv0ÞÞ ¼£. Hence h0 2 ðv; v0Þ.
Consider ðv0; vÞðv0; xÞðv0; v1Þ    ðv0; vnÞ ) ðv0; vÞ 2 aVindepðx ¼ tðv; v1; . . . ; vnÞÞ. We have c0 ¼ mgu
fcðxÞ ¼ tðcðvÞ; cðv1Þ; . . . ; cðvnÞÞg and domðc0Þ [ rngðc0Þ  varsðcðxÞÞ [ varsðcðvÞÞ [
S
i¼1;...;n vars
ðcðviÞÞ and since h 2 ðv0; vÞðv0;xÞðv0; v1Þ    ðv0; vnÞ we conclude that domðc0Þ \ varsðcðv0ÞÞ ¼
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rngðc0Þ \ varsðcðv0ÞÞ ¼£. Therefore, we have ðcc0ÞðvÞ ¼ cðvÞc0, ðcc0Þðv0Þ ¼ cðv0Þc0 ¼ cðv0Þ and
varsððcc0ÞðvÞÞ \ varsððcc0Þðv0ÞÞ ¼ vars ðcðvÞc0Þ \ varsðcðv0ÞÞ  ðvarsðcðvÞÞ [ rngðc0ÞÞ \ varsðcðv0ÞÞ ¼
rngðc0Þ \ varsðcðv0ÞÞ ¼£. Hence h0 2 ðv; v0Þ.
Consider ðv0; vÞðv0; xÞx) ðv0; vÞ 2 aVindepðx ¼ tðv; v1; . . . ; vnÞÞ. Since cðxÞ 2 V , we have
c0 ¼ fcðxÞ ¼ tðcðvÞ; cðv1Þ; . . . ; cðvnÞÞg. Since cðxÞ 6¼ v0, we have cc0ðv0Þ ¼ cðv0Þ. Moreover, cc0ðvÞ ¼
cðvÞ if cðxÞ 6¼ v and cc0ðvÞ ¼ tðcðvÞ; cðv1Þ; . . . ; cðvnÞÞ otherwise. However, in the second case, from
cðxÞ ¼ v and since h0 ¼ hHHV fx ¼ tðv; v1; . . . ; vnÞg is deﬁned, we conclude that tðv; v1; . . . ; vnÞ is
syntactically equal to v. Then, even in the second case, we have cc0ðvÞ ¼ cðvÞ. Since
varsðcðvÞÞ \ varsðcðv0ÞÞ ¼£, we conclude that varsðcc0ðvÞÞ \ varsðcc0ðv0ÞÞ ¼£, i.e., h0 2 ðv; v0Þ.
Consider ðv; v0Þ ) ðv; v0Þ 2 aVindepðx ¼ tÞ, with t ground. We have that c0 ¼ mgufcðxÞ ¼ tg is such
that c0ðyÞ is ground for every y 2 domðc0Þ. Therefore, we have that varsððcc0ÞðvÞÞ \ vars
ððcc0Þðv0ÞÞ ¼ varsðcðvÞc0Þ \ varsðcðv0Þc0Þ  varsðcðvÞÞ \ varsðcðv0ÞÞ ¼£ since h 2 ðv; v0Þ. Hence
h0 2 ðv; v0Þ.
Consider ðv; v0Þðv0; xÞðv0; v1Þ    ðv0; vnÞ ) ðv; v0Þ 2 aVindepðx ¼ tðv1; . . . ; vnÞÞ with nP 1. We have
c0 ¼ mgufcðxÞ ¼ tðcðv1Þ; . . . ; cðvnÞÞg, with domðc0Þ [ rngðc0Þ  varsðcðxÞÞ [
S
i¼1;...;n varsðcðviÞÞ and
since h 2 ðv; v0Þðv0; xÞðv0; v1Þ    ðv0; vnÞ we conclude that domðc0Þ \ varsðcðv0ÞÞ ¼ rngðc0Þ \vars
ðcðv0ÞÞ ¼£. Therefore, we have ðcc0ÞðvÞ ¼ cðvÞc0 and ðcc0Þðv0Þ ¼ cðv0Þc0 ¼ cðv0Þ. Then vars
ððcc0ÞðvÞÞ \ varsððcc0Þðv0ÞÞ ¼ varsðcðvÞc0Þ \ varsðcðv0ÞÞ  ðvarsðcðvÞÞ [ rngðc0ÞÞ \ varsðcðv0ÞÞ ¼ rng
ðc0Þ \ varsðcðv0ÞÞ ¼£, and h0 2 ðv; v0Þ. The same proof holds for its symmetrical arrow.
Consider ðv; v0Þðv; xÞðv0; xÞx) ðv; v0Þ 2 aVindepðx ¼ tðv1; . . . ; vnÞÞ. Since cðxÞ 2 V , we have c0 ¼
fcðxÞ ¼ tðcðv1Þ; . . . ; cðvnÞÞg. From h 2 ðv;xÞðv0;xÞ we have cðxÞ 6¼ v and cðxÞ 6¼ v0. Then cc0ðvÞ ¼
cðvÞ and cc0ðv0Þ ¼ cðv0Þ. From h 2 ðv; v0Þ, we conclude that varsðcc0ðvÞÞ \ vars ðcc0ðv0ÞÞ ¼£, i.e.,
h0 2 ðv; v0Þ.
Consider vx) v 2 aVfrðv ¼ xÞ. We have c0 ¼ fcðvÞ ¼ cðxÞg. Since fcðvÞ; cðxÞg  V , we have
ðcc0ÞðvÞ ¼ cðvÞc0 ¼ cðxÞ 2 V and h0 2 v.
Consider vx) v 2 aVfrðx ¼ tðv; v1; . . . ; vnÞÞ, with nP 0. Since cðxÞ 2 V , we have c0 ¼ fcðxÞ ¼
tðcðvÞ; cðv1Þ; . . . ; cðvnÞÞg. If cðvÞ 6¼ cðxÞ, we have ðcc0ÞðvÞ ¼ cðvÞc0 ¼ cðvÞ 2 V . Otherwise, c0 exists
only if tðv; v1; . . . ; vnÞ  v. In this case, we have ðcc0ÞðvÞ ¼ cðvÞc0 ¼ v 2 V . In both cases we have
ðcc0ÞðvÞ 2 V and h0 2 v.
Consider vðx; vÞðy; vÞ ) v 2 aVfrðx ¼ yÞ. We have c0 ¼ mgufcðxÞ ¼ cðyÞg. Since cðvÞ 2 V and
domðc0Þ  varsðcðxÞÞ [ varsðcðyÞÞ, from h 2 ðx; vÞðy; vÞ we conclude that cðvÞ 62 domðc0Þ. Therefore,
ðcc0ÞðvÞ ¼ cðvÞc0 ¼ cðvÞ 2 V and h 2 v.
Consider vxy ) v 2 aVfrðx ¼ yÞ. We have c0 ¼ fcðxÞ ¼ cðyÞg and since fcðvÞ; cðxÞ; cðyÞg  V we
conclude that ðcc0ÞðvÞ ¼ cðvÞc0 2 V . Therefore, h0 2 v.
Consider vðx; vÞðv1; vÞ    ðvn; vÞ ) v 2 aVfrðx ¼ tðv1; . . . ; vnÞÞ, with nP 0 and tðv1; . . . ; vnÞ 62 V.
We have c0 ¼ mgufcðxÞ ¼ tðcðv1Þ; . . . ; cðvnÞÞg. Since cðvÞ 2 V and domðc0Þ  varsðcðxÞÞ [
S
i¼1;...;n
varsðcðviÞÞ, from the fact that h 2 ðx; vÞðv1; vÞ    ðvn; vÞ we conclude that cðvÞ 62 domðc0Þ,
ðcc0ÞðvÞ ¼ cðvÞc0 ¼ cðvÞ 2 V and h0 2 v.
Consider vxðx; vÞ ) v 2 aVfrðx ¼ tðv1; . . . ; vnÞÞ, with tðv1; . . . ; vnÞ 62 V and nP 0. Since cðxÞ 2 V
we have c0 ¼ fcðxÞ ¼ tðcðv1Þ; . . . ; cðvnÞÞg and from h 2 vðx; vÞ we conclude that cðvÞ 6¼ cðxÞ. Hence
ðcc0ÞðvÞ ¼ cðvÞc0 ¼ cðvÞ 2 V and h0 2 v. 
Proof of Lemma 46. By Lemma 44 and Proposition 32 every l) r 2 aVauxðcÞ is correct for c. We
prove that if we substitute ðv1; v2Þ 2 l with v1v2, provided that mguðcðv1Þ; cðv2ÞÞ does not exist, the
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resulting arrow l0 ) r is correct for c. Let h0 ¼ 9W 0c0 2 l0. If varsðc0ðv1ÞÞ \ varsðc0ðv2ÞÞ ¼£ then
h0 2 l and h0HHV c 2 r by the hypothesis that c 2 l! r. Otherwise, from fc0ðv1Þ; c0ðv2Þg  V we
conclude that c0ðv1Þ ¼ c0ðv2Þ. Since mguðcðv1Þ; cðv2ÞÞ does not exist, we have that h0HHV c does not
exist too. 
Proof of Proposition 47. It is a corollary of Lemmas 44 and 46, by using Propositions 32, 35, and
40. 
Appendix D. Proofs of Section 10
Proof of Proposition 52.We prove that all the abstract operators of Section 8 are monotonic w.r.t.
. This will entail the thesis by induction on c, since qV ðAÞ  A and A1  A2 entails
freeV ðA2Þ  freeV ðA1Þ and indepV ðA2Þ  indepV ðA1Þ.
Let A;A1;A2 2 RepV be such that A1  A2.
We have renameRepVx!n ðA1Þ  renameRepVx!n ðA2Þ.
For restrictRepV , consider l2 ) r 2 restrictRepVx ðA2Þ. Then l2 ¼ l02 n X with l02 ) r 2 A2, ðx; xÞ 62 l02
and X as deﬁned in Deﬁnition 33. Then there exists l01 ) r 2 A1 such that l01  l02 [ fðv; v0Þ
jv; v0 2 V ; v 6¼ v0; ðv; vÞ 2 l02g. Since ðx; xÞ 62 l02, we have ðx; xÞ 62 l01. Therefore, l01 n X )
r 2 restrictRepVx ðA1Þ, and l01 n X  l02 [ fðv; v0Þ jv; v0 2 V ; v 6¼ v0; ðv; vÞ 2 l02g n X ¼ ðl02 n X Þ [ fðv; v0Þ
jv; v0 2 V n x; v 6¼ v0; ðv; vÞ 2 l02 n Xg, since ðx; xÞ 62 l02.
For expandRepV , let l2 ) r 2 expandRepVn ðA2Þ with l2 ) r 2 A2. Then there exists l1 ) r 2 A1 with
l1  l2 [ fðv; v0Þ jv; v0 2 V ; v 6¼ v0; ðv; vÞ 2 l2g and l1 ) r 2 expandRepVn ðA1Þ. If l2½?1 7!n; ?2 7!?1 )
r½?1 7!n; ?2 7!?1 2 expandRepVn ðA2Þ with l2 ) r 2 A2, then there exists l1 ) r 2 A1 with l1  l2[
fðv; v0Þ jv; v0 2 V ; v 6¼ v0; ðv; vÞ 2 l2g. Therefore, l1½?1 7!n; ?2 7!?1  l2½?1 7!n; ?2 7!?1[ fðv; v0Þ
jv; v0 2 V ; v 6¼ v0; ðv; vÞ 2 l2g½?1 7!n; ?2 7!?1  l27½?1 7!n; ?2 7!?1 [ fðv; v0Þ jv; v0 2 V [ n; v 6¼ v0;
ðv; vÞ 2 l2½?1 7!n; ?2 7!?1g. Since l1½?1 7!n; ?2 7!?1 ) r½?1 7!n; ?2 7!?1 2 expandRepVn ðA1Þ, we have
the thesis.
For [RepV , consider l2l) r 2 [RepV ðA2;AÞ, with l2 ) r 2 A2 and l) r 2 A. There exists
l1 ) r 2 A1 with l1  l2 [ fðv; v0Þ jv; v0 2 V ; v 6¼ v0; ðv; vÞ 2 l2g. Hence l1l  l2l [ fðv; v0Þ
jv; v0 2 V ; v 6¼ v0; ðv; vÞ 2 l2g  l2l [ fðv; v0Þ jv; v0 2 V ; v 6¼ v0; ðv; vÞ 2 l2lg. Since l1l) r 2 [RepV
ðA1;AÞ and the same argument can be used for the symmetrical case of the deﬁnition of [RepV , we
have the thesis.
ForHRepV , consider l1    ln ) r 2 A2HRepV A, with r1    rn ) r 2 A [ T (T is the set of Deﬁnition
30), li ) r0i 2 A2 [ T and r0i  ri for i ¼ 1; . . . ; n. Then l0i ) r0i 2 A1 [ T with l0i  li [ fðv; v0Þ
jv; v0 2 V ; v 6¼ v0; ðv; vÞ 2 lig and l01    l0n ) r 2 A1HRepV A with l01    l0n  l1    ln [ fðv; v0Þ
jv; v0 2 V ; v 6¼ v0; ðv; vÞ 2 l1    lng. Consider now l1    ln ) r 2 A2HRepV A with
r1    rn ) r 2 A2 [ T , li ) r0i 2 A [ T and r0i  ri. There exists l0 ) r 2 A1 [ T such that
l0  r1    rn [ fðv; v0Þ jv; v0 2 V ; v 6¼ v0; ðv; vÞ 2 r1    rng. Given k 2 l0, whether k 2 r1    rn or
k ¼ ðv; v0Þ with ðv; vÞ 2 r1    rn. In both cases there exists i, 16 i6 n, such that r0i  ri  k, and we
can select a set S of natural numbers between 1 and n such that
S
i2S li ) r 2 A1HRepV A andS
i2S li  l1    ln  l1    ln [ fðv; v0Þ jv; v0 2 V ; v 6¼ v0; ðv; vÞ 2 l1    lng. The other case of HRepV is
symmetrical. 
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Proof of Proposition 53. Let l) r; l0 ) r0 2 RepV . We write l) r  l0 ) r0 if and only if r ¼ r0
and l  l0 [ fðv; v0Þ jv; v0 2 V ; v 6¼ v0; ðv; vÞ 2 l0g. The relation  turns out to be a well founded
partial order. We have A  A0 if and only if for each arrow a0 2 A0 there exists an arrow a 2 A such
that a  a0.
Given an arrow a 2 A, let us consider the set of all the arrows b 2 A with b  a, which we
denote by # a. If A0  A, the least element of # a, namely \ # a, belongs to A0. It turns out that
A ¼ f\ð# aÞ ja 2 Ag is the least subset of A according to the  ordering and that A ¼ q1ðAÞ.
We want to prove now that cRepðq1ðAÞÞ ¼ cRepðAÞ. It is enough to prove that, given two arrows a
and a0, if a  a0 then cRepðaÞ  cRepða0Þ. If a  a0, then a ¼ l) r, a0 ¼ l0 ) r and cRepðlÞ  cRepðl0Þ.
By contravariance we have cRepðaÞ  cRepða0Þ. 
Proof of Proposition 55. The map q2V , applied to A 2 RepV , removes ðv; v0Þ from the left-hand side
of l) r if and only if ðv; vÞ 2 l and v 6¼ v0. Therefore, it is reductive w.r.t. . Moreover,
dimðq2V ðAÞÞ6 dimðAÞ and cRepðAÞ ¼ cRepðq2V ðAÞÞ. Indeed, given h 2 HV , if h 2 ðv; vÞ then h is ground
and h 2 ðv; v0Þ for any v0 2 V . 
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