Abstract. We study gradient bounds and other functional inequalities for the diffusion semigroup generated by Kolmogorov type operators. The focus is on two different methods: coupling techniques and generalized Γ-calculus techniques. The advantages and drawbacks of each of these methods are discussed.
Introduction
In the last few years, there have been considerable interest in studying gradient bounds for semigroups generated by hypoelliptic diffusion operators. The motivation for such bounds comes from their potential applications to sub-Riemannian geometry (e.g. [10, 11] ), quasi-invariance of heat kernel measures in infinite dimensions (e.g. [12, 27] ), functional inequalities such as Poincaré and log-Sobolev type inequalities (e.g. [9, 19, 37, 46] ), and the study of convergence to equilibrium for hypocoercive diffusions (e.g. [8, 13] ). In particular, the gradient bounds we present in this paper might be used to prove a spectral gap existence similarly to [14] once one has spectral localization tools. In the present paper we are interested in gradient bounds for Kolmogorov type diffusion operators for which we present and compare two different techniques: Γ-calculus methods and coupling methods.
The Kolmogorov operator on R 2 defined as L =
Kolmogorov diffusion in R
Our main object in this section is a Kolmogorov diffusion in R d × R d defined by
where B t is a Brownian motion in R d with the variance σ 2 .
Definition 2.
where ∆ p is the Laplace operator ∆ on R d acting on the variable p and ∇ ξ is the gradient on R d acting on the variable ξ.
Note that for d = 1 and σ = 1 this is the original Kolmogorov operator. By Hörmander's theorem in [32] , the operator L is hypoelliptic and generates a Markov process X t . It follows then that the process X t admits a smooth transition probability density with respect to the Lebesgue measure.
2.1. Γ-calculus. First we use geometric methods such as generalized Γ-calculus to prove gradient bounds for the semigroup generated by the Kolmogorov operator L. Moreover, we show that the estimate is sharp. We point out that a generalization of Γ-calculus for the Kolmogorov operator has been carried by F.Y. Wang in [45, pp. 300-303]. However, our methods are different and yield optimal results as we explain in Remark 2.6.
Recall that the carré du champ operator for L is defined by Γ (f ) := 1 2
where f is from an appropriate space of functions which will be specified later. A straightforward computation shows that
where ∇ p is the standard gradient operator on R d acting on the variable p, and · is the R d -norm.
Notation 2.2. For α ∈ R, β 0 we define a symmetric first-order differential bilinear form Γ α,β :
with the usual convention that Γ α,β (f ) := Γ α,β (f, f ). We will also consider
We start with the following key lemma.
Proof. Let α ∈ R, β 0. A computation shows that
Remark 2.4. We will repeatedly use the following simple computation. Suppose
where φ is the functional
We are now in position to prove regularization properties for the semigroup P t = e tL .
Proposition 2.5 (Bakry-Émery type estimate
and
Proof. Let t > 0. We first assume that f is smooth and rapidly decreasing. In that case, the following computations are easily justified since P t has a Gaussian kernel (see [17, pp. 80-85] ). We consider then (at a given fixed point (ξ, p)) the functional
where α(s) = −s and β is a non-negative constant. Then by (2.3) and Lemma 2.3
Thus φ is increasing, and therefore φ(0) φ(t), that is,
The result follows immediately by taking
) is a Lipschitz function, then for any s > 0, the function P s f is smooth and rapidly decreasing (again, since P s has a Gaussian kernel). Therefore, applying the inequality we have proved to P s f yields
Letting s → 0 concludes the argument. To justify this limit one can first observe that since f is Lipschitz then P s f → f as s → 0. Then one can also show that P s f is dominated by g s (p, ξ) = c 1 (|p| + |ξ| + √ s) + c 2 for 0 < s < 1 since f is Lipschitz. A dominated convergence argument finishes the proof. Remark 2.6 (Bakry-Émery type estimate is sharp). Suppose l is any linear form on R d , we define the function f (p, ξ) := l(ξ). Note that f is Lipschitz since f is linear . Then for every (p, ξ) ∈ R d × R d and t 0 we have
For this choice of f , one has ∇ p P t f 2 = t 2 l 2 and
Similarly, for this choice of f , ∇ ξ P t f 2 = P t ∇ ξ f 2 . So the bounds in Proposition 2.5 are sharp.
Proof. Let t > 0. By using the same argument as in the previous proof, we can assume that f is smooth and rapidly decreasing. We consider the functional 
where we used the fact that φ is positive. We now observe that
Therefore, we conclude
Proof. As before, we can assume that f is smooth, non-negative and rapidly decreasing. Let t > 0. We consider the functional
Similarly to the previous proofs we have
We now observe that
and therefore
The fact that the reverse log-Sobolev inequality implies a Wang-Harnack inequality for general Markov operators is by now well-known (see for instance [9, Proposition 3.4]). We deduce therefore the following functional inequality. Theorem 2.9 (Wang-Harnack inequality). Let f be a non-negative Borel bounded function on
where
Proof. As before we assume that f is non-negative and rapidly decreasing. Let t > 0 be fixed and (p, ξ),
We observe first that the reverse log-Sobolev inequality in Proposition 2.8 can be rewritten
We can now integrate the previous inequality as in [9, Proposition 3.4] and deduce
where d t is the control distance associated to the gradient Γ t 2 , t 2 12 defined by (2.2). Therefore
and the proof is complete.
2.2.
Coupling. In this section, we use coupling techniques to prove Proposition 2.5 under slightly different assumptions. We start by recalling the notion of a coupling. Suppose (Ω, F , P) is a probability space, and X t and X t are two diffusions in R d defined on this space with the same generator L, starting at x, x ∈ R d respectively.
By their coupling we understand a diffusion X t , X t in R d ×R d such that its law is a coupling of the laws of X t and X t . That is, the first and the second d-dimensional (marginal) distributions of X t , X t are given by distributions of X t and X t .
Let P (x, x) be the distribution of X t , X t , so that
We denote by E (x, x) the expectation with respect to the probability measure P (x, x) .
To prove Proposition 2.10, we use the synchronous coupling of Brownian motions in
Proof. Consider two copies of Kolmogorov diffusions
where B t and B t are two Brownian motions started at 0. Note that X t starts at (p, ξ) and X t starts at ( p, ξ). In order to construct a coupling of X t , X t it suffices to couple B t , B t . Let us synchronously couple B t , B t for all time so that
for all t 0. By using an estimate on the remainder R of Taylor's approximation to f and the assumption that
Using this estimate and Jensen's inequality we see that
Dividing out by |p − p| and taking p → p we have that
which proves the statement.
Remark 2.11. When q = 2, this coincides with the conclusion of Proposition 2.5. The coupling method here is simpler than the Γ-calculus method and moreover yields a family of inequalities for q 1. However, on the other hand, it appears difficult to prove the reverse Poincaré and the reverse log-Sobolev inequalities for the semigroup by using coupling techniques.
Relativistic diffusion
In this section we consider the diffusion X t = (B t , t 0 B s ds), where B t is a Brownian motion on the d-dimensional hyperbolic space H n . This is the relativistic Brownian motion introduced by R. Dudley [20] and studied by J. Franchi and Y. Le Jan in [25] . In this section, we will prove functional inequalities for the generator of X t . Our methods will only involve Γ-calculus through generalized curvature dimension conditions. The emphasis on Γ-calculus in this section will allow us to obtain sharper estimates for the relativistic diffusion. In particular, the estimate (3.6) in Corollary 3.4 is sharper than the ones given in Theorems 4.3 and 4.8. In the following sections we will prove similar theorems using both Γ-calculus and coupling techniques but for a larger class of diffusions.
We follow the notation in [25] . Recall that the Minkowski space is the product 
Note that H d has a standard parametrization p = (p 0 , p) = (cosh r, sinh r ω) with r 0, ω ∈ S d−1 . In these coordinates the hyperbolic metric is given by dr 2 + sinh 2 rdω 2 , where dω is the metric on the sphere S d−1 , and the volume element is
Finally, the corresponding Laplace-Beltrami operator H d can be written in these coordinates as follows (see [26, Proposition 3.5.4]).
where ∆ By [26, Theorem VII.6.1] the process X t is a Markov Lorentz-invariant diffusion whose generator is the relativistic Laplacian defined as follows. For σ > 0, the
where ∆ H p is the Laplace-Beltrami operator ∆ H on H d acting on the variable p. The operator L is hypoelliptic and generates the Markov process X t . Let P t be the heat semigroup with the operator L being its generator.
We consider functions on
H and ∆ H act on the variable p for f (p, ξ). We use ∇ ξ for the usual Euclidean gradient. Let Γ (f ) be the carré du champ operator for L, while let Γ H be the carré du champ operator for ∆ H . Recall that we view H d as a Riemannian manifold with ∆ H being the Laplace-Beltrami operator. Our main result of this section is a generalized curvature-dimension inequality for
with the operator L and ∇ ξ playing a role of the vertical gradient. Namely, we define a symmetric, first-order differential bilinear form Γ Z :
where as before ∇ H p is the Riemannian gradient on H d . Straightforward computations show that the iterated carré du champ operator
is given by 
The last term in this inequality is the bilinear form Γ Z defined by (3.4) . Its iterated form is
for which another routine computation shows that
which concludes the proof.
For later use, our first task is to construct a convenient Lyapunov function for the operator L. A Lyapunov function on
for the operator L is a smooth function such that LW CW for some C > 0. Consider the function 
LW CW for some constant C > 0, {W m} is compact for every m.
We shall make use of the Lyapunov function W defined by (3.5) to prove the following result.
Theorem 3.2 (Gradient estimates
Proof. We fix t > 0 throughout the proof. For 0 < s < t,
. Now we would like to find two non-negative smooth functions a (s) and b (s) such that for
Then by Theorem 3.1 we have
One can easily see that if we choose b (s) = e αs and a (s) = ke αs with α = dσ 2 and k = 2dσ 2 , then the last expression is 0. Using the existence of the Lyapunov function W as defined by (3.5) and a cutoff argument as in [7, Theorem 7 .3], we deduce from a parabolic comparison principle
By Theorem 3.2 we have that
This implies
, the gradient estimate
is equivalent to
Moreover, one has
Proof. Recall that
Using the curvature dimension inequality
On the other hand we have
Putting these together we have
A rearranging of this inequality gives us
Conversely, assume Γ(P t f ) e dσ 2 t P t (Γ (f )) + e dσ 2 t −1
The last inequality is due to Γ Z (P t f ) P t Γ Z (f ) . To see this, consider the functional φ(s) = P s Γ Z (P t−s f ) for 0 s t . A calculation shows that
which shows φ(s) is increasing, so that 0 φ(t)−φ(0) = P t Γ Z (f ) −Γ Z (P t f ).
Gradient bounds for a general Kolmogorov diffusion
We now study the diffusions of the type X t = (X t ,
where X t is a Markov process on R k . We will show that a generalized curvature dimension condition for L is satisfied as in Theorem 3.1. In section 4.1, we prove gradient bounds for a Kolmogorov type diffusions on R k × R k using a Γ-calculus approach. In section 4.2, we show that the results in section 4.1 are applicable to a large class of diffusions. In section 4.3, we prove gradient bounds when X t is assumed to live on a Riemannian manifold using coupling techniques. In section 4.4, we generalize the previous section's results to iterated Kolmogorov diffusions. Finally in section 4.5, we prove gradient bounds when X t is assumed to live in the Heisenberg group. 4.1. Γ-calculus. We now study the diffusion X t = X t , t 0 σ (X s ) ds where X t is a Markov process in R k whose generator is given by
where the V i for i = 0, . . . , k are smooth vector fields. Here we assume σ :
We first prove a generalized curvature-dimension inequality for L given some assumptions on L. Let Γ(f ) be the carré du champ operator for L, while Γ L (f ) will be associated with L. Let Γ 2 (f ) and Γ L 2 (f ) be the corresponding iterated carré du champ operators.
We define a symmetric, first-order differential bilinear form Γ Z :
then the operator L satisfies the following generalized curvature-dimension inequality for any
Proof. A simple calculation of the carré du champ of L and L shows that
More computations of the iterated carré du champ
By the assumption on Γ L 2 (f ) we have
Using the Cauchy-Schwarz inequality, the bound on σ and the elementary estimate ab
Using this inequality with the previous one give us the desired first curvaturedimension inequality. The second inequality we want to prove is a lower bound on
for which routine computations shows that
as needed.
In order to prove a gradient bound on the heat semigroup we must make the following assumption on the existence of a Lyapunov function for the operator L. As in Section 3, we say that a smooth function W :
for some C > 0. The existence of a Lyapunov function immediately implies that L is the generator of a Markov semigroup (P t ) t≥0 that uniquely solves the heat equation in L ∞ . Throughout this section, we will need the following assumption.
Assumption 4.2. There exists a Lyapunov function
CW , for some constant C > 0 and {W m} is compact for every m. Here Γ is applied to the first coordinate of W while Γ Z is applied to the second coordinate.
We are now ready to prove the main result of this section.
Theorem 4.3 (Gradient estimates)
. Suppose Assumption 4.2 holds and let P t be the heat semigroup associated to L. If C σ > 2ρ and the operator L satisfies
Proof. We fix t > 0 throughout the proof. For 0 < s < t x = (p, ξ) ∈ R k × R k we denote
Now we would like to find two non-negative smooth functions a(s) and b(s) such that for
Then by Theorem 4.1 we have
One can easily see that if a(s) = e (Cσ−2ρ)s and b(s) = C σ ρ C σ − 2ρ e (Cσ−2ρ)s , the last expression is 0. Using the existence of the Lyapunov function W and a cutoff argument as in [7, Theorem 7 .3], we deduce from a parabolic comparison principle,
Corollary 4.4 (Poincaré type inequality
By Theorem 4.3 we have that
So that
Examples.
To complement section 4.1 we study a large class of examples. Consider a complete Riemannian manifold (M, g) of dimension d which is isometrically embedded in R k for some k. Let B t be a Brownian motion on M and consider the process X t = B t , t 0 σ (B s ) ds where σ : M → R k satisfies (4.7) and
for all p,p ∈ M where d M is the intrinsic Riemannian distance on M . We can write the generator of B t as
for some vector fields P i on R k (see for instance [33, p. 77] ). The generator of X t is
To apply Theorem 4.3 we first need to construct an appropriate Lyapunov function W for the operator L that satisfies Assumption 4.2. Once we construct W , we will spend the rest of the section verifying Assumption 4.2 for W . For this, we assume that the Ricci curvature Ric ρ for some ρ ∈ R. Then it is known from the Li-Yau upper and lower bounds in [39] that the heat kernel p(x, y, t) of M satisfies the following Gaussian estimates. Namely, for some τ > 0
where d M is the Riemannian distance in M and p 0 , p 1 ∈ M . Consider now the smooth Lyapunov function
where p 0 is an arbitrary fixed point in M , and K is a constant large enough so that W 1. 
Here ∇ p is the Riemannian gradient on M and ∇ ξ is the Euclidean gradient on R k .
Proof. From estimates for logarithmic derivatives of the heat kernel in [30, 39] , one has for some constants
We can then conclude with the Li-Yau upper and lower Gaussian bounds. To see this note that the Gaussian bounds can be rearranged as
for a fixed τ ≥ 0 and a constant C > 0. Hence, ∇ ξ W + ∇ p W CW can be shown using (4.9) ,(4.11) and the inequality (1 + x) 
4.3.
Coupling. Let (M, g) be a complete connected d−dimensional Riemannian manifold which is embedded in R k . We consider the process (4.12)
where B t is Brownian motion on M . We assume the map σ : M → R k is a globally C σ -Lipschitz map in the sense that
for all p, p ∈ M . Here we denote by d M the Riemannian distance on M , and by d E we denote the Euclidean metric in R k . Let P t be the associated heat semigroup. We consider functions on M × R k with f (p, ξ) , p ∈ M, ξ ∈ R k . Recall that the operators ∇ p and ∆ p act on the variable p for f (p, ξ). We recall that ∆ p is the Laplace-Beltrami operator. We use ∇ ξ for the usual Euclidean gradient. Given a Riemannian metric g we recall that for all p ∈ M and v ∈ T p M we have v = g p (v, v) 1 2 . Our main result of this section is a bound on ∇ p P t f for functions f ∈ C ∞ 0 M × R k . Let us recall the notion of a coupling on a manifold M . We fix a measurable space (Ω, F ). Given fixed points x, x ∈ M one wants to construct X t , X t , a diffusion on M × M with P (p, p) X 0 = p, X 0 = p = 1 such that under the measure P (p, p) , the marginal processes for (X t , X t ) are the diffusions X t and X t with the same generator. The measure P (p, p) is called a coupling of the two diffusions. Here, E (p, p) stands for the expectation with respect to the probability measure P (p, p) . In [42] [43] [44] it has been shown that if we assume Ric (M ) K for some K ∈ R, then there exists a Markovian coupling of Brownian motions (B t ) t 0 and B t t 0 on M , started at p and p such that (4.14)
for all t 0, P (p, p) -almost surely. This is known as a coupling by parallel transport. This coupling can be constructed using stochastic differential equations as in [18, 44] , or by a central limit theorem argument for the geodesic random walks as in [42] . It turns out that the existence of the coupling satisfying (4.14) is equivalent to (4.15) ∇P t f e −Kt P t ( ∇f ) , for all f ∈ C ∞ 0 (M ) and all t > 0. We also point out that in [41] , M. Pascu and I. Popescu constructed explicit Markovian couplings where equality in (4.14) is attained for t 0 given some extra geometric assumptions.
The coupling by parallel transport that gives (4.14) is in the elliptic setting. In this section, we will use the coupling by parallel transport to induce a coupling for (4.12) in the hypoelliptic setting. We will then use this coupling to prove gradient bounds for (P t ) t≥0 . Before stating the result on the gradient bound, we have the following proposition.
and consider a unit speed geodesic γ :
where we used the Cauchy-Schwarz inequality. Since p, p are arbitrary, dividing out both sides by d (p, p) we have that
On the other hand, find a a unit speed geodesic γ : (−ǫ, ǫ) → M such that γ(0) = p and γ
Now by the definition of the derivative we have that
which means we have that the left hand side of (4.16) must be at least ∇f (p) . This proves (4.16).
The following lemma gives an estimate for
will be a key estimate for the result of the main theorem.
Lemma 4.7. Let (M, g) be a complete Riemannian manifold. Assume M is embedded in R k and ∇ p is the Riemannian gradient acting on p while ∇ ξ is the Euclidean gradient acting on ξ. If f ∈ C 2 0 M × R k then there exists a C f > 0 depending on a bound on the Hessian of f such that
and consider β(s) = s dE(ξ, ξ) ξ − ξ + ξ on −∞ s T 2 such that β(0) = ξ and β(T 2 ) = ξ. Extend γ to [−ǫ, T 1 ] for some ǫ > 0 and define F (t, s) = f (γ (t) , β(s)). By the estimate on the remainder of Taylor's approximation there exists a C f > 0 depending only on a bound on the Hessian of f such that
Now by the chain rule we have
Similarly
We are now ready to state and prove the main theorem of this section. Consider the coupling by parallel transport as described in (4.14) of Brownian motions B t , B t started at (p, p) given in [42, 43] . This coupling induces a coupling P
started at x = (p, ξ) and x = ( p, ξ), respectively.
Theorem 4.8. Let M be a complete connected Riemannian manifold such that Ric (M ) K for some K ∈ R. Let σ be a C σ −Lipschitz map as in (4.13) and f ∈ C 2 M × R k with a bounded Hessian. Then for every q 1 and t ≥ 0,
we will consider the coupling by parallel transport of Brownian motions B t , B t started at (p, p). This coupling gives us that
where we used (4.13) and 4.14 . If K = 0, we consider the same coupling for the Brownian motions B t , B t started at (p, p) so that for all t 0, P (x, x) −almost surely. Using inequalities (4.21), (4.22) and (4.23), for functions f ∈ C 2 0 M × R k we have that
Using Jensen's inequality for q ≥ 1 we have
where B t is a Brownian motion on a manifold M and σ : M → R k is C σ −Lipschtiz. Let P t be the heat semigroup corresponding to the diffusion X t = (B t , I 1 (t), . . . , I n (t)) .
The proof technique in Theorem 4.8 would give us the following. . . , ξ n ) , p ∈ M, ξ 1 , . . . , ξ n ∈ R k we have the following gradient bound for the iterated Kolmogorov diffusion semigroup P t ,
for q 1. When K = 0, we have
for q 1, where
K r (t) = t 0 I r−1 (s)ds, for r = 2, . . . , n.
4.5.
Heisenberg group. The Heisenberg group is the simplest nontrivial example of a sub-Riemannian manifold. The 3-dimensional Heseinberg group is G = R 3 with the group law defined by (x 1 , y 1 , z 1 ) ⋆ (x 2 , y 2 , z 2 ) := x 1 + x 2 , y 1 + y 2 , z 1 + z 2 + 1 2 (x 1 y 2 − x 2 y 1 ) .
The identity element is e = (0, 0, 0) with inverse given by (x, y, z) −1 = (−x, −y, −z). We define the unique left-invariant vector fields by
The horizontal distribution is defined by H = span {X , Y}, fiberwise. Vectors in H are said to be horizontal. We endow G with the sub-Riemannian metric g (·, ·) so that {X , Y} forms an orthogonal frame for the horizontal distribution H. With this metric we can define norms on vectors by v = (g p (v, v)) 1 2 for v ∈ H p , p ∈ G. The Lebesgue measure on R 3 is a Haar measure on the Heisenberg group. The distance associated to H is the Carnot-Caratheodory distance d CC . The horizontal gradient ∇ H is a horizontal vector field such that for any smooth f : G → R we have that for all X ∈ H, g (∇ H f, X) = X (f ) . The operator
is a natural sub-Laplacian for the Heisenberg as pointed out in [28, Example 6.1] . Brownian motion on the Heisenberg group is defined to be the diffusion process
