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Experiments and theory have shown that cell monolayers and epithelial tissues exhibit solid-liquid
and glass-liquid transitions. These transitions are biologically relevant to our understanding of em-
bryonic development, wound healing, and cancer. Current models of confluent epithelia have focused
on the role of cell shape, with less attention paid to cell extrusion, which is key for maintaining home-
ostasis in biological tissue. Here, we use a multi-phase field model to study the solid-liquid transition
in a confluent monolayer of deformable cells. Cell overlap is allowed and provides a way for mod-
eling the precursor for extrusion. When cells overlap rather than deform, we find that the melting
transition changes from continuous to first-order-like, and that there is an intermittent regime close
to the transition, where solid and liquid states alternate over time. By studying the dynamics of 5-
and 7-fold disclinations in the hexagonal lattice formed by the cell centers, we observe that these
correlate with spatial fluctuations in the cellular overlap, and that cell extrusion tends to initiate
near 5-fold disclinations.
Understanding the dynamics and collective behavior of
cells in dense tissues is an important goal of biophysics,
with relevance to a number of developmental processes,
such as embryogenesis [1], wound healing [2], and can-
cer [3]. For example, the epithelial-mesenchymal tran-
sition can be viewed as a solid-liquid transition occur-
ring in vivo [4–6], where cells become more motile and
less adhesive: this transition has been reported to play
a role in tissue repair, inflammation, and tumor progres-
sion [3, 7, 8]. Experimental studies have also shown that
epithelial cells can undergo an unjamming transition be-
tween a glassy phase where their dynamics is slow to
a fluid phase with large-scale collective motion both in
vitro [9–14] and in vivo [14, 15].
From a theoretical point of view, an appealing model
of a dense tissue is provided by a two-dimensional (2D)
confluent cell monolayer (i.e., a space-filling cell mono-
layer with packing fraction equal to unity). This sys-
tem can be studied by the cellular Potts model [16], the
vertex [17–20] and Voronoi [21, 22] models, and their
variants [23, 24]. Such frameworks have recently been
used to study the melting transition in monolayers of pas-
sive [20, 25, 26] and active/self-motile cells [22, 27–29].
Cell motility and deformability distinguish this problem
from the 2D melting of crystals of hard or soft disks [30–
33], which proceeds either via a discontinuous transi-
tion [34, 35], or through an intermediate hexatic phase
and the unbinding of topological defects [36–41].
Existing studies of vertex and Voronoi models of con-
fluent active monolayers suggest that a continuous solid-
liquid (or glass-liquid) transition can be observed upon
increasing cell motility [22, 28]. While useful in providing
quantitative predictions, this work has mainly focused on
the role of cell intercalation (T1 transitions) in control-
ling tissue rigidity and less on the role of cell extrusion
that in these strictly 2D models may be described by cell
removal (T2 transitions) [18, 42]. In many situations,
however, cell extrusion is driven by cell crowding and
overlap, as commonly seen in confluent epithelia [43].
Cell overlap also occurs during early embryogenesis as
an epithelial monolayer is converted into a multi-layered
epithelium following a tightly coordinated stratification
program [44]. Here we consider a model that explicitly
allows for cell overlap, interpreted as a precursor for cell
extrusion, to examine its role on the solid-liquid transi-
tion of a confluent tissue.
To incorporate both particle deformation and overlap
we use a multi-phase field model [45–48] to study melt-
ing of a confluent layer of motile deformable particles.
The behavior of our system is controlled by the trade-off
between deformability and overlap: the less deformable
a particle is, the more it overlaps with its neighbors.
At high deformability we find a continuous solid-liquid
transition with increasing cell motility. The transition
becomes first-order-like at low deformability when cells
overlap, with an intermediate intermittent state, where
the system as a whole alternates between solid and liquid
states. Finally, we observe a strong correlation between
unbound structural defects (corresponding to 5- and 7-
fold disclinations in the hexagonal lattice formed by the
cell centers) generated upon melting and local fluctua-
tions in cell overlap. Specifically, we find that cellular
extrusion is favored at 5-fold disclinations.
Our model may also serve as a bridge between particle-
based and confluent models. Upon decreasing cell de-
formability, the system transitions from deformable par-
ticles that tessellate their domain without overlap, simi-
lar to vertex models, to almost-circular overlapping disks.
The connection with these two limiting cases is, however,
only qualitative. At high deformability, anisotropy of cell
shape is strongly correlated with fluidity (Figs. S5 and
S6), but, unlike vertex models, it does not provide an
order parameter for the liquid state. Conversely, at low
deformability, overlap in our model is much higher than
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FIG. 1. Simulation snapshots of the stationary state for dif-
ferent deformability (quantified by d) and motility (quanti-
fied by Pe). The contours of the cells correspond to the level
{φi = 1}Ni=1, while the coloring corresponds to cell-index at
t = 0 (for visualizing cell rearrangements). (a)-(b) The initial
condition of the monolayer at (a) d = 0.1 and (b) d = 2.0.
Note that cells overlap at low d, whereas at high d cells de-
form rather than overlap. (c)-(f) Snapshots of the system at
Drt = 250. The system remains in a crystal-like state at low
motility ((c) and (d)). At sufficiently high motility, the sys-
tem melts and cells exchange neighbors ((e) and (f)). See also
Suppl. Movies 1-4.
that allowed in systems of soft disks.
Our multi-phase field model contains N scalar fields,
{φi(r)}Ni=1, each representing a different cell. The equi-
librium configuration of the cell layer is determined by
the minimization of the following free energy [46, 48]:
F =
N∑
i=1
[∫
d2r
(
α
4
φ2i (φi − φ0)2 +
K
2
(∇φi)2
)
+ λ
(
1−
∫
d2r
φ2i
piR2φ20
)2
+ ε
N∑
i<j=1
∫
d2r φ2iφ
2
j
]
.
(1)
The first three terms determine the shape of the cells.
The first term sets φ0 and zero as the preferred values
of the field inside and outside the cell, respectively. The
second term penalizes spatial variations of φ. Together,
they determine the physical properties of the cell bound-
ary, such as the interfacial thickness, which we define as
ξ =
√
2K/α, and surface tension σ =
√
8Kα/9 [49]. The
third term is a soft constraint that sets the preferred area
of the cell to that of a circle with target radius R. Finally,
the fourth term models the steric repulsion between cells
by energetically penalizing cell overlap.
To model the dynamics of self-motile active cells, we
assume simple relaxational and overdamped dynamics,
∂φi
∂t
+ vi ·∇φi = − 1
γ
δF
δφi
, (2)
where γ is a friction coefficient and we have included
an advection term that propels the cells with velocity
vi , see [50]. All cells have the same propulsion speed
v0, while their direction of motion θi is controlled by
rotational noise with diffusivity Dr,
dθi(t) =
√
2Dr dWi(t), (3)
where Wi is a Wiener process. Cell motility is quanti-
fied by the Pe´clet number Pe ≡ (v0/Dr)/R, which is the
ratio between the cells’ persistence length and their tar-
get radius. These equations are a generalization of the
active Brownian particle model [51, 52] to a system of
deformable cells.
Our model allows cells to both deform and overlap.
In general, these are competing effects: deformation is
energetically penalized by surface tension, while overlap
is penalized by repulsion. We quantify cell deformability
through the dimensionless ratio d ≡ ε/α. When d  1,
cells tend to acquire a circular shape and overlap with
their neighbors (Fig. 1a,c,e). Conversely, when d  1,
cells change their shape to match with their neighbors
and minimize overlap (Fig. 1b,d,f).
We first examine the role of deformability and motility
on the solid-liquid transition at confluence. To this end,
we employ a finite difference method to solve numerically
Eqs. (2) and (3) for N = 36 and 100 cells in a rectangular
box of aspect ratio that accommodates an undeformed
hexagonal cell lattice, with periodic boundary conditions.
Choosing R as unit of length and D−1r as unit of time, we
use δx = 1/12 and ∆t = 5×10−5 as our simulation lattice
unit and timestep, respectively. We tune deformability
by varying α and K such that ξ is constant. We initiate
the cells in a hexagonal lattice with λ ≥ 3000K and allow
the system to achieve confluence by setting the cell target
area piR2 to be larger than the area available to each cell.
Further simulation details and the list of parameters are
given in the supplemental material.
To quantify the melting transition, we compute both
dynamical and structural observables [50]. Dynami-
cal arrest is quantified through an effective diffusivity
Deff [22, 27] obtained from the long-time behavior of
the mean square displacement MSD(t) of individual cells
as Deff = limt→∞MSD(t)/(4D0t), with D0 = v20/(2Dr)
the diffusivity of an isolated cell. As structural observ-
ables, we measure the global bond-orientational order
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FIG. 2. Phase diagram of melting in our confluent system.
The transition lines separating the solid, intermittent (labeled
as SL), and liquid phases are interpolation of the boundaries
identified based on the system’s diffusivity Deff, its global
bond-orientational order |Ψ6|, and the fraction of structural
defects 〈|∆Nnn|〉 in the system.
parameter |Ψ6| and the structure factor S(q). Choosing
Deff > 0.0005 as the threshold for a liquid state, the tran-
sition lines obtained from the dynamical and structural
measurements coincide. The phase diagram displayed in
Fig. 2 shows that both deformability and motility facil-
itate melting. We also find a region of intermittence at
low deformability, discussed further below. The width
of the plateau in the MSD at intermediate times shrinks
with increasing deformability, suggesting that deforma-
bility facilitates melting by allowing particles to squeeze
more easily through the cages provided by their neigh-
bors.
One of our key results is that the nature of the tran-
sition is different at low and high deformability. This
can be appreciated by analyzing the standard error of
|Ψ6| across the parameter space (d,Pe), which shows that
there is an intermediate Pe range at d < 1 for which
this quantity is large. Intriguingly, d < 1 is precisely
the region in parameter space where the overlap between
cells becomes appreciable, implying that the character of
monolayer melting depends on whether the rearrange-
ment of particles occurs by cells squeezing past their
neighbors by deforming (d > 1) or crawling over them
by overlapping (d < 1).
To determine the nature of the intermediate regime
found at d < 1, we analyze the corresponding time series
of |Ψ6| (Fig. 3a). The time series shows clear evidence
of an intermittent behavior, where the system jumps be-
tween two distinct states with different mean values of
|Ψ6| (see also Suppl. Movie 5). The two states are also
apparent from the bimodal character of the |Ψ6| probabil-
ity density function (PDF; Fig. 3d). Since |Ψ6| correlates
with the melting transition and our solid state is close to
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FIG. 3. Intermittence at low deformability. (a)-(c) Intermit-
tent behavior at (d,Pe) = (0.1, 2.4). (a) Time series of |Ψ6|.
(b) Time series of the fraction of defects 〈|∆Nnn|〉. (c) Voronoi
tessellation of the system depicting instantaneous configura-
tions in the solid and liquid states, and highlighting the pres-
ence of topological defects in the latter. The color scheme
denotes the topological charge – i.e., the deviation from a co-
ordination number of six. (d) PDFs of |Ψ6| at d = 0.1 with
increasing motility. As the system goes through the intermit-
tent regime, the PDF goes from unimodal (solid), to bimodal
(intermittent), and back to unimodal (liquid).
a hexagonal crystal, we can associate |Ψ6| ' 1 to a solid
state, and values of |Ψ6| close to or below 0.5 to a liquid
state. Moreover, the values of |Ψ6| in the solid and liquid
regimes fluctuate around well-defined means, and hence
exhibit unimodal PDFs (albeit with different widths), so
that bimodality in the PDF signals intermittence. We
also identify intermittence by computing the fraction of
defects in the system 〈|∆Nnn|〉 (Fig. 3b,c), i.e., the frac-
tion of the total number of cells with a coordination num-
ber other than six. The time series for 〈|∆Nnn|〉 shows
that defects appear when the monolayer is in the liquid
state. In addition, and in line with Ref. [33], we observe
that defects in the intermittent phase tend to form grain
boundaries and percolate the system (Figs. 3c and S11).
We locate the intermittent region in the phase diagram
(Fig. 2) via two separate methods. First, given that there
are large fluctuations in |Ψ6| in this region, we identify
states to be intermittent if both the standard error of
|Ψ6| and Deff are above 0.0005. Second, we binarize the
time series of 〈|∆Nnn|〉 and map each time point to either
zero (solid) or unity (liquid). For a time series to be in-
termittent, we require a minimum of two jumps between
4the states, and a large enough fraction of time spent in
either state. Both methods converge and pinpoint a sim-
ilar parameter region to be intermittent. Further, this
region shrinks with increasing N (see Figs. S8 and S10).
This suggests that intermittence arises because the solid-
liquid transition is first-order-like at low deformability, so
that coexistence between the two phases is expected at
criticality. The first order character is also supported by
finite size scaling of |Ψ6| = Nζf(pNν) at low d, where
p = Pe/Pe∗−1 and ζ = −0.044(3), computed for systems
up to 900 cells (see Fig. S12).
As anticipated, and clear from the phase diagram, the
intermittent phase is only present at low deformability,
when cells overlap. A possible mechanism through which
cell overlap might affect the nature of the transition is
the following. When cells are highly deformable and do
not overlap with their neighbors, they can escape the lo-
cal cage in which they are trapped by squeezing through
their neighbors. These cage escapes lead to neighbor ex-
changes, hence to fluidification. On the other hand, if
cells are not deformable but can overlap, moving a cell
is similar to inserting or moving a coin on a substrate
crowded with other coins (as in a “coin-pusher” arcade
game). In this case, motion of the coin can either result
in simple coin overlap/layering and no motion, or in the
collective motion of a raft of coins. The coexistence of
different scenarios (overlap or collective motion) may un-
derlie the onset of intermittence in our simulations, and
the first-order-like nature of the solid-liquid transition in
the low deformability regime. We note a first-order-like
glass-to-liquid transition has also been found in systems
of active soft disks [53].
Finally, we analyze the relation between defects in the
bond-orientational order and cell overlap. Experiments
with monolayers of progenitor stem cells [54] have shown
that these systems can be viewed as active nematics, and
that topological defects in the nematic order correlate
with the location of cell extrusion and death. Similar be-
havior has been obtained in MDCK (Madin Darby Ca-
nine Kidney) cells [48, 55]. On the other hand, nematic
order is often not readily apparent in epithelia, where
cells are typically not elongated, and extrusion is pre-
sumably associated with high local overlap of a cell with
its neighbors [43]. Our work offers an alternative inter-
pretation that correlates cell extrusion not with defects
in nematic order, but with cell overlap and associated
structural defects in cell packing.
Defects in the hexagonal lattice formed by the cell cen-
ters in the ordered solid state are 5-fold and 7-fold discli-
nations and correspond to pentagonal and heptagonal
cells, respectively, in the associated Voronoi tessellation
[56]. They are readily identified in the cell packing, as
shown in Fig. 4a,b. We define the local overlap of the ith
cell as χi(r) ≡
∑N
j=1H(φi(r)− 1)H(φj(r)− 1), with H
the Heaviside function. We then search for correlations
between defects and overlap by recording both overlap
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FIG. 4. Correlation between local overlap and defects at
(d,Pe) = (0.1, 2.4). (a) Simulation snapshot. Color denotes
the degree of local overlap χ. (b) Voronoi-tessellation of (a),
colored by the topological charge of each cell (see Fig. 3c).
Black arrows point to the same two cells with defects in (a)
and (b) to highlight that cells with 5-fold disclinations have
higher local overlap than those with 7-fold disclinations. (c)
PDFs of the local overlap for different defect types. (d) PDFs
of the mean separation dnn of a cell from its nearest neighbors
for different defect types.
and coordination number for each cell, and constructing
the PDFs for the local overlap for pentagonal/heptagonal
cells, as well as for the entire cell population (Fig. 4c).
The PDFs show that pentagons experience, on average,
more overlap with respect to other cells. This can be
understood by noting that, while all cells have approxi-
mately the same area (Fig. 4a), 5-fold coordinated par-
ticles have a smaller mean distance to their neighbors
(Fig. 4d). Hence cell overlap is largest at 5-fold defects,
suggesting that these may be likely loci of cell extrusion,
which is known that can be triggered by cell crowding.
Our results suggest that cell extrusions in cell monolay-
ers are likely to occur in the intermittent regime or near
the solid-liquid transition, and may originate near 5-fold
coordinated cells.
In summary, we have used a multi-phase field model
to explore the effect of overlap and motility on the solid-
liquid transition in confluent monolayers of active de-
formable cells. Melting is triggered by increasing motil-
ity and/or deformability, which promotes fluidification
by allowing cells to squeeze past their neighbors. We
have shown that overlap strongly affects the nature of the
melting transition in the monolayer. Specifically, when
cells overlap rather than deform, the solid-liquid transi-
tion changes from continuous to first-order-like, and it is
accompanied by an intermediate intermittent regime in
which the monolayer alternates between solid and liquid
states. This intermittent phase could be relevant to mor-
phological processes that require periodic fluidization to
5restructure the tissue. We have also found a correlation
between the location of topological defects in cell packing
and fluctuations in local cell overlap, which suggests that
cellular extrusion could be linked to the presence of these
defects. Extrusion is an important process in epithelial
tissues required for proper biological functioning. While
it is normally thought that extrusion is determined by
biochemical signaling, recent experiments have suggested
a correlation between extrusion and topological defects in
the orientational order of elongated or spindle-like cells.
Here we suggest an alternative, possibly more general,
correlation between extrusion and topological defects in
the structure of cell packings that applies even when cells
are not elongated.
From a theoretical point of view, it would be of inter-
est to ask whether our active monolayers of deformable
cells also exhibit a hexatic phase, which has been recently
found in high-density suspensions of active Brownian par-
ticles [33, 57]. Addressing this question will require sim-
ulations of much larger systems.
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PHASE FIELD DYNAMICS
In our study we consider a dry system of deformable par-
ticles, described as interacting phase fields with the solvent
only providing friction. The particles are self-propelled and
interact with each other via a repulsive interaction. Our
particles are essentially deformable active Brownian parti-
cles (ABP) capable of overlap. The dynamics of the ith
phase field is governed by the equation
∂tφi + v
a
i ·∇φi = −
1
γ
δF
δφi
, (1)
where F is the cells’ equilibrium free energy
F =
N∑
i=1
[∫
d2r
(
α
4
φ2i (φi − φ0)2 +
K
2
(∇φi)2
)
+ λδV [φi]
2 + ε
N∑
i<j=1
∫
d2r φ2iφ
2
j
]
,
(2)
with
δV [φi] = 1−
∫
d2r
φ2i
piR2φ20
. (3)
Here, we discuss the physical origin of the advective veloc-
ity vai , where an additional superscript a has been intro-
duced for clarity (but it is dropped in the main paper). In
particular, we would like to contrast vai to the center of
mass velocity of the cell, defined as
vcmi =
d
dt
Rcmi , (4)
where
Rcmi ≡
1
Mi
∫
d2r rφi (5)
and Mi is the cell’s total “mass”,
Mi ≡
∫
d2r φi. (6)
Single Cell
For a single isolated cell in the absence of external driv-
ing forces, it is easy to show that vcmi = v
a
i , as all forces
acting on the cell are internal and cancel out. This is seen
explicitly by taking the time derivative of Eq. (5)
vcmi =
1
Mi
∫
d2r r(∂tφi)− R
cm
i
Mi
∫
d2r (∂tφi), (7)
which, using Eq. (1), can be rewritten as
Miv
cm
i =−
∫
d2r r(vai ·∇φi) +Rcmi
∫
d2r vai ·∇φi
− 1
γ
∫
d2r (r −Rcmi )
δF
δφi
.
(8)
Integrating the first two terms by parts, replacing the ex-
plicit form of the free energy, Eq. (2), but without inter-
actions, and changing variables to coordinates relative to
the particle’s center of mass, u = r −Rcmi , we obtain
vcmi = v
a
i −
1
γMi
∫
d2uu
[
α
(
φ3i −
3
2
φ0φ
2
i +
1
2
φ20φi
)
−K∇2φi − 4λφi
piR2φ20
δV [φi]
]
.
(9)
Assuming that the field φi is approximately uniform in the
interior of the cell, we can write∫
d2uuφ3i ≈
∫
d2uuφ2i ≈
∫
d2uuφi = 0, (10)
thus allowing us to neglect the first term in the integral in
Eq. (9). The third term also vanishes by the same reason-
ing. Similarly, given that φi is localized, we have∫
d2uu∇2φi = 0, (11)
and the second term also vanishes. Hence, for a single
isolated cell we find
vai = v
cm
i . (12)
In other words, for an isolated cell the advective velocity
in Eq. (1) coincides with the center of mass velocity of
the cell. If no externally applied nor internally generated
(such as motility) forces act on the cell, then vai = v
cm
i =
0. In contrast, if the cell is active and self-motile, then
vai = v
cm
i = v
SP
i , where v
SP
i = v0 eˆ is the cell motility,
modeled as a propulsive velocity of constant speed v0 and
direction eˆi randomly rotated by noise, as described in the
main paper.
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2Interacting Cells
In the presence of interactions, the procedure described
above yields
vcmi = v
a
i −
2ε
γMi
∑
j 6=i
∫
d2uuφiφ
2
j . (13)
The second term on the right hand side of Eq. (13) arises
from the forces acting on cell i due to all other cells.
Eq. (13) is a statement of force balance and can be rewrit-
ten as
γvcmi = F
a
i + F
int
i , (14)
where the friction coefficient is assumed equal to the one
in Eq. (1) and
F ai = γv
a
i , (15)
F inti = −
2ε
Mi
∑
j 6=i
∫
d2uuφiφ
2
j . (16)
It is evident that the center of mass velocity is indeed de-
termined by both self-propulsion vai = v
SP
i and interac-
tions. Incorporating interactions in the advective velocity
vai as done in much of the literature would lead to double
counting for our dry system.
The situation changes, however, if we assume the tissue
to be surrounded by a solvent at low Reynolds number. In
this case, the cell is not only advected by its self-propulsion
but also by the velocity field of the solvent. Assuming that
the solvent is in mechanical equilibrium with the cells, then
the solvent velocity field must be equal to the gradient of
the cell’s stress tensor. In this case, fluid-mediated in-
teractions do lead to advection and vai must include this
contribution, as discussed in the literature [1, 2].
MODEL IMPLEMENTATIONS
Here we describe the details of our numerical solution of
Eq. (1). The full list of parameter values used in the sim-
ulations is provided in Table SI. Evaluating the functional
derivative of F , Eq. (1) can be written as
∂tφi =− vai ·∇φi −
1
γ
[
α
(
φ3i −
3
2
φ2iφ0 +
1
2
φiφ
2
0
)
−K∇2φi − 4λφi
piR2φ20
δV [φi] + 2εφi
(
h(r)− φ2i
) ]
,
(17)
where we have introduced an auxiliary field h(r) =∑N
i=1 φ
2
i (r). This auxiliary field enables one to decou-
ple and parallelize the computation of individual phase
fields [3]. More precisely, we first calculate h(r) using the
phase fields at the current timestep, and then perform the
Parameter Dimensions Value(s)
α E/L2 0.025–1.0
K E 0.05–2.0
λ E 6000
ε E/L2 0.1
φ0 - 2
ξ L 2
R L 12
γ ET/L2 10
Dr 1/T 0.0001
v0 L/T 0–0.0036
TABLE. SI. Parameter dimensions and values used in the simu-
lation model. These values are in simulation units of length δx,
time δt, and energy δE. Notice that the actual scale of energy
is irrelevant as it scales out of Eq. (1).
update of individual phase fields in parallel with the knowl-
edge of h(r).
We simulate Eq. (17) using a finite difference method.
Length is expressed in terms of the lattice spacing δx, and
time in simulation time unit δt. For numerical stability,
we set each timestep ∆t to 0.5 δt. The simulation code is
written in a mixture of C and C++ and is parallelized using
OpenMP. In line with previous work [2, 3], we use domain
decomposition to improve computational efficiency. Each
field is discretized as a square lattice with linear dimen-
sion `s = 41 (which is much larger than the target radius
of each cell, R = 12, but much smaller than the whole
lattice), and we solve Eq. (17) using fixed boundary con-
ditions (i.e., φi = 0) in these subdomains. Note that the
boundary conditions for the full lattice are still periodic.
During the simulations, we keep each cell near the center
of its subdomain by performing a shifting algorithm which
moves the cell back to the center of the subdomain when
it has moved more than two lattice units in any direction.
At the same time, we store reference coordinates of each
cell relative to the full lattice, and these are updated ac-
cordingly when a shift has been performed.
We consider both a system of N = 36 and 100 cells for
most of our analysis [4]. We initialize the cells in a hexag-
onal arrangement, which is achieved by placing a circular
droplet of radius r = 7 (with φ = 2 within the droplet)
on every point of a triangular lattice (spacing `t = 8) with
some noise. We set the number of cells in each row to be√
N . Thus, the dimensions of the full lattice are 160× 138
(96 × 83) for N = 100 (N = 36). We then allow these
cells to relax and grow (with Pe = 0) for 104 timesteps
such that the system becomes confluent. Confluence is
achieved because the cell target area piR2 is larger than the
area available to each cell, which renders the force associ-
ated with the third term in Eq. (2) qualitatively equivalent
to a negative pressure. To ensure near-constant cell area
and confluent conditions at all times, we use λ ≥ 3000K.
Next, we switch on motility, by varying v0 and evolve the
cells for 106 timesteps. In the main production runs, we
sample the system every 103 timesteps for 2×107 timesteps
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FIG. S1. Mean square displacement (MSD) for (a) d = 0.1, (b) 1.0, and (c) 2.0. In each plot, we show MSD curves for Pe values
ranging from 1.0 to 3.0 in increments of 0.2. Each curve is averaged over three simulation runs.
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FIG. S2. Normalized effective diffusivity Deff as a function of
motility Pe for a range of deformability values. Each point is
sampled from three simulation runs.
(or Drt = 1000). We explore the parameter space d = 0.1–
4.0 and Pe = 0.0–3.0 to locate the solid and liquid regimes
of the system.
DYNAMICAL OBSERVABLES
Mean Square Displacement (MSD)
To pinpoint the solid-liquid transition, we first exam-
ine dynamical observables. We compute the mean square
displacement (MSD) of the cells as
MSD(t) =
〈
1
N
N∑
i=1
(R′cmi (t+ τ)−R′cmi (τ))2
〉
τ
, (18)
where R′cmi is the center of mass of the ith cell in the
rest frame of the full monolayer. Fig. S1 shows the MSD
curves for several values of deformability. They suggest
that increasing deformability d facilitates melting, with
lower motility required. Further, the region in which the
MSD curve plateaus shrinks with increasing d, indicating
that cells can squeeze past each other more easily as cells
become more deformable.
Effective Diffusivity
From the MSD data, we determine the dynamical arrest
of the system by calculating a normalized effective diffu-
sivity
Deff = lim
t→∞
MSD(t)
4D0t
, (19)
where D0 = v
2
0/(2Dr) is the diffusivity of an isolated ac-
tive Brownian particle undergoing rotational diffusion. In
practice, we measure Deff by performing linear fits of the
MSD curves at late times (5× 106 to 1.5× 107 timesteps,
or Drt = 250 to 750) and using the slope of the fit to esti-
mate the diffusivity. Fig. S2 reports the measured Deff for
a range of deformability values as a function of motility.
The plot suggests that the system fluidizes (i.e., Deff > 0)
at lower motility as they become more deformable.
We identify the system as a liquid if Deff > 0.0005 and
a solid otherwise. This threshold is chosen to match the
results from structural observables (see below). Fig. S3
displays a phase diagram constructed based on this crite-
rion (and also the structural observables) for N = 36 and
100. The transition boundary is similar in both system
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FIG. S3. Quantifying the solid-liquid transition based on the system’s effective diffusivity Deff and its global bond-orientational
order |Ψ6|, for (a) N = 36 and (b) N = 100. The points on these plots indicate the locations that we have explored in the
parameter space. The results are averaged over three simulation runs. At these points, the system is labeled as a liquid (pink
circles) if Deff > 0.0005 or a solid (blue squares) otherwise. The heat maps in the background are constructed from interpolating
the measured |Ψ6| values at these points.
sizes for d > 1, but it occurs at a slightly lower motility
value as N increases for d < 1.
STRUCTURAL OBSERVABLES
Bond-Orientational Order Parameter
We measure structural observables as an alternative way
to quantify the melting transition. Since we initialize the
cells in a regular hexagonal arrangement, these cells have
near perfect 6-fold coordination if the system remains a
solid. On the other hand, when the system melts, cells ex-
change positions with one another, and their nearest neigh-
bors are not, in general, arranged in a hexagonal manner.
A suitable observable which captures the change in orienta-
tional order is the local bond-orientational order parameter
Ψ6,j , which is defined for each cell (say cell j) as
Ψ6,j(t) =
1
Nnn,j
∑
k∈nn
exp [i6θjk(t)] , (20)
where the sum is over the nearest neighbors of the cell,
Nnn,j is its number of nearest neighbors, and θjk is the
angle between the line connecting the center of mass of
cell j and k and a reference axis (taken to be the x axis
here). We use Delaunay triangulation to determine the
nearest neighbors of each cell when computing this observ-
able. The global bond-orientational order parameter Ψ6(t)
is defined as the average of Ψ6,j(t) over all cells. Note that
|Ψ6| ' 1 when cells have nearest neighbors close to perfect
hexagonal arrangement (i.e., in the solid state), whereas
|Ψ6| ' 0 when local orientational order is lost (i.e., in the
liquid state). In Fig. S3, we display the heat maps of |Ψ6|
underneath the phase diagram constructed based on the
dynamical criterion on Deff. Notably, the region where
|Ψ6| ' 1 is in agreement with the points classified as a
solid, whereas |Ψ6| ' 0 maps to the points labeled as a
liquid.
Structure Factor
In addition to Ψ6, we analyze the structure factor S(q)
of the system, which is given by
S(q) =
〈
1
N
N∑
i=1
N∑
j=1
eiq·(R
cm
i −Rcmj )
〉
. (21)
In the ideal crystalline state, cells are arranged in a regular
triangular lattice with spacing `t between lattice points.
The real space lattice can be defined by two lattice vectors
forming a unit cell:
a1 = (`t, 0) a2 =
`t
2
(
−1,
√
3
)
. (22)
The corresponding reciprocal lattice vectors are
b1 =
2pi
`t
(
1,
1√
3
)
b2 =
2pi
`t
(
0,
2√
3
)
. (23)
Fig. S4 shows S(q) at several points near the transition
boundary for both low and high deformability values. The
data are consistent with those from other observables. In
5FIG. S4. Structure factor S(q) for (a) d = 0.1 and (b) d = 2.0 at three different Pe values across the solid-liquid transition
boundary. Each plot shows data from a single simulation. The white arrows indicate the reciprocal lattice vectors, b1 and b2.
Note that S(q) can vary between solid- and liquid-like at (d,Pe) = (0.1, 2.4), which is within the intermittent region.
particular, for points that are labeled as a solid, S(q) has
maxima at the reciprocal lattice points, indicating that the
system exhibits translational order. On the other hand,
for points in the fluid regime, these maxima fade away and
S(q) becomes isotropic (as demonstrated by the formation
of a ring).
Cell Shape Index and Eccentricity
For completeness, we present two other structural ob-
servables that are of interest when modeling cell monolay-
ers. First, in line with vertex and Voronoi model studies,
we examine the cell shape index
q =
〈
1
N
N∑
i=1
Pi√
Ai
〉
, (24)
where Pi and Ai are the perimeter and area, respectively,
of the contour (φi = 1) of cell i. Note that q= 2
√
pi ≈
3.54 for a circle and q = 23/2 31/4 ≈ 3.72 for a regular
hexagon. Second, as the cells in our model are deformable,
we quantify their degree of elongation by measuring their
eccentricity
E =
〈
1
N
N∑
i=1
|λi,+ − λi,−|
λi,+ + λi,−
〉
, (25)
where λi,+ and λi,− are the eigenvalues of the gyration
tensor G of cell i, whose components are given by
Gi,αβ =
1
Ai
∫
Ωi
d2r
(
rα −Rcmi,α
) (
rβ −Rcmi,β
)
, (26)
where Ωi is the region in which φi > 1. With this defini-
tion, E ≈ 0 when cells are circular and E ≈ 1 when they
are rod-like. Fig. S5 and Fig. S6 show heat maps of the
shape index and eccentricity, respectively, for N = 36 and
100. The maps indicate these two observables are corre-
lated with one another. This is reasonable given all cells
have similar areas under the strong area constraint used in
our simulations (see further below), and cell elongation is
likely to lengthen a cell’s perimeter without changing much
its area, thus resulting in a higher shape index. Although
these observables capture the solid-liquid transition well at
high deformability (d > 1), they are less effective in quan-
tifying the transition at low deformability (d < 1). This is
because cells can exchange neighbors via overlapping apart
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FIG. S5. Heat maps showing the shape index q of cells within the explored parameter space for (a) N = 36 and (b) N = 100. As
in Fig. S3, we superpose the maps with the sampled data points color-coded as liquid (pink circles) or solid (blue squares) based
on the effective diffusivity Deff. Data are not available at high deformability d and motility Pe as cells deform substantially in this
regime and may not have well-defined, closed contours.
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FIG. S6. Heat maps showing the eccentricity E of cells within the explored parameter space for (a) N = 36 and (b) N = 100. As
above, data points are color-coded as liquid (pink circles) or solid (blue squares) based on the effective diffusivity Deff.
from deforming their boundaries when the system fluidizes
in this regime.
INTERMITTENT STATE
At low deformability (d < 1) there is an intermittent re-
gion near the transition boundary in which the system ex-
periences episodes of fluidization and freezing events. This
is demonstrated in the time series of the bond-orientational
order |Ψ6| (Fig. 3). We employ two different methods to
locate this region.
First, we examine the standard error of |Ψ6|, which mea-
sures the fluctuations between solid and liquid states. We
calculate this quantity using the time series data from
three simulation runs for each point sampled in the pa-
rameter space. Fig. S7 reports heat maps of this standard
error. One can see that the region with large standard er-
ror shrinks as deformability increases. We associate a state
to be within the intermittent regime if both the standard
error of |Ψ6| and the effective diffusivity Deff are above
0.0005. The resulting phase diagrams are displayed in
Fig. S8a,b.
Second, we note that intermittence is not only associated
with large fluctuations, but also requires that such fluctu-
ations be correlated over finite times, hence the system
spends a finite fraction of time in each state. To quan-
tify time-correlations, we examine the time persistence in
fluctuations in the number of disclinations. We define a
“topological charge” for each cell (say cell i) as its devia-
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FIG. S7. Heat maps reporting the standard error of |Ψ6| within the explored parameter space for (a) N = 36 and (b) N = 100.
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FIG. S8. Phase diagrams constructed from analyzing (a,b) the standard error of |Ψ6| and (c,d) the binarized signal for the fraction
of cells with defects 〈|∆Nnn|〉, for both N = 36 and 100. The liquid (orange circles) and solid phases (blue squares) are identified
based on the criterion on the effective diffusivity, Deff > 0.0005. In (a,b), the intermittent region (labeled as SL; gray triangles)
is located where the standard error of |Ψ6| and the value of Deff are above 0.0005. In (c,d), this region is identified as where the
binarized defect signal shows more than two jumps and that Deff > 0.0005. The cyan (magenta) line indicates the lower (upper)
bound of the intermittent region and is computed from interpolating the boundaries separating the three regimes. The phase
diagram shown in Fig. 2 in the main paper is based on the boundaries drawn in (b).
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FIG. S9. Time series for the fraction of cells with defects
〈|∆Nnn|〉 in the system for d = 0.1 when it is in the (a)
solid (Pe = 1.6), (b) intermittent (Pe = 2.4), and (c) liquid
(Pe = 3.0) regime (from a single simulation run). The orange
curves show the measured 〈|∆Nnn|〉 over time, whereas the blue
curves are the binarized version of the signal with zero for solid
and unity for liquid.
tion from a 6-fold coordination,
∆Nnn,i(t) = Nnn,i(t)− 6, (27)
where Nnn,i is the number of nearest neighbors of the cell.
We associate cells with ∆Nnn,i < 0 as negative defects,
whereas those with ∆Nnn,i > 0 as positive defects. We
estimate the fraction of cells with defects as
〈|∆Nnn|〉 (t) = 1
N
N∑
i=1
|∆Nnn,i(t)| . (28)
Since there are few defects in the solid regime, we can
identify the system as solid-like when the time series of
〈|∆Nnn|〉 is below 5%, and liquid-like when it goes above
this threshold. This allows us to binarize the defect time
series, with zero for solid and unity for liquid. To ensure
that the solid and liquid states are persistent in time, we
smooth the data by removing any jumps in the signal that
lasts less than 5D−1r . We label states as intermittent if
there are at least two jumps in the binarized signal, and if
additionally the system’s effective diffusivity Deff is above
0.0005. The latter condition ensures that the system is
actually fluidized when there are many defects present.
Fig. S9 reports examples of the time series of 〈|∆Nnn|〉
and its corresponding binarized signal for a solid, a liq-
uid, and an intermittent state. Fig. S8c,d report phase
diagrams with the intermittent region identified based on
the algorithm discussed. The parameter space spanned by
this region is consistent with that estimated based on the
standard error of |Ψ6|. Interestingly, the phase diagrams
in Fig. S8 show that the intermittent region shrinks in size
as the system becomes larger. This remains the case when
we perform additional simulations for N = 400 (Fig. S10).
Such reduction in intermittence is expected in the context
of finite size effects for a first-order-like transition.
A recent simulation study on 2D passive and active re-
pulsive disk systems shows that topological defects can
form clusters and tend to percolate across the system
near the melting transition [5]. We examine here quali-
tatively the spatial distribution of defects within the in-
termittent region using a larger system N = 900. In line
with their observations, we find defects often form lines and
grain boundaries (despite missing a few defects occasion-
ally) which seem to extend across the system (Fig. S11).
This is also observed in smaller systems (see snapshots in
Fig. 3). Nevertheless, it is difficult to draw further con-
clusions given the relatively limited number of cells in our
work. It would, therefore, be of interest in the future to
analyze quantitatively the nature of defect percolation in
this model and its relation to the intermittent behavior
with a much larger system.
FINITE SIZE SCALING ANALYSIS
The existence of an intermittent state at low deforma-
bility prompts us to further investigate the nature of the
transition in this regime. To this end, we perform a finite
size scaling analysis at d = 0.1 spanning systems of size
N = 36, 100, 256, 400, and 900. Treating |Ψ6| as the order
parameter, we consider the scaling ansatz
|Ψ6| = Nζf(pNν), (29)
where ν and ζ are scaling exponents to be determined,
and p = Pe/Pe∗ − 1 with Pe∗ the critical Pe´clet value
as N → ∞. We estimate Pe∗, ν, and ζ numerically by
means of the procedure outlined in Ref. [6]. Specifically, we
compute a residual function R that measures the pairwise
differences between data sets from different N when scaled
by a given set of (Pe∗, ν, ζ):
R(Pe∗, ν, ζ) = 1N
∑
i
∑
j 6=i
∑
k,over
∣∣∣|Ψ6|jkN−ζj − Li(pjkNνj )∣∣∣ ,
(30)
where the first two sums are performed over all possible
pairs of data sets i, j, and the innermost sum is carried out
over the data points k of set j that are within the rescaled
domain of set i. Li(x) is an interpolating function based
on the values of set i (we use a four-point Lagrange inter-
polation polynomial), and N is the number of data points
compared in the sums. Minimizing R using the Nelder-
Mead algorithm [7], we find the parameters which best
collapse our data sets are Pe∗ = 1.967(7), ν = 0.75(2), and
ζ = −0.044(3) (Fig. S12). The errors are estimated based
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FIG. S10. Enlarged view of the intermittent region (SL) at low deformability for (a) N = 36, (b) N = 100, and (c) N = 400, as
computed based on the standard error of |Ψ6| and the effective diffusivity Deff (see Fig. S8a,b). The region shrinks with N .
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FIG. S11. Spatial clustering of topological defects in the inter-
mittent region (d,Pe) = (0.1, 2.05) with N = 900. (a) Simu-
lation snapshots showing that defects tend to form long chains
and clusters. The light gray shading highlights potential grain
boundaries within the system. (b)-(c) Time series of |Ψ6| and
〈|∆Nnn|〉 for this simulation run.
on 1% deviation from the minimum residual R0. The find-
ing ζ ≈ 0 indicates that |Ψ6| is likely to be discontinuous
at the transition line; as N → ∞, |Ψ6| → 0 for p > 0 but
remains finite at p = 0. This is consistent with the obser-
vation of intermittence near the phase boundary and that
the transition is first-order-like at low deformability.
LOCAL OVERLAP
To analyze the correlation between defects and cell over-
lap, we define a local overlap field χi(r) for each cell (say
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FIG. S12. Collapse of the data for |Ψ6| from different sys-
tem sizes N based on our estimate of the scaling parameters
(Pe∗, ν, ζ), which are obtained from minimizing the residual R.
cell i) as
χi(r) =
N∑
j=1
H(φi(r)− 1)H(φj(r)− 1), (31)
where H(x) is the Heaviside step function (i.e., we only
consider the region within a cell where φ > 1). This field
is unity at sites where the cell overlaps with another cell
and zero otherwise (it can exceed unity when there are
multiple pairwise overlaps). We estimate the area fraction
of a cell overlapped by other cells as
χi =
1
Ai
∫
Ωi
d2r χi(r), (32)
where Ωi is the region where φi > 1 and Ai is the area
of this region. Fig. S13 presents simulation snapshots of
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FIG. S13. Simulation snapshots of the system for (a) (d,Pe) = (0.1, 2.4) and (b) (0.1, 3.0), showing the correlation between (i) the
degree of local overlap χi, (ii) the topological charge ∆Nnn,i, and (iii) the local bond-orientational order |Ψ6,i|. In (ii) and (iii), we
plot a Voronoi deconstruction of the system to aid visualization. Black arrows highlight a positive (a cell with 7-fold disclination)
and a negative defect (a cell with 5-fold disclination). Negative defects have a higher degree of local overlap than positive ones.
Moreover, in the Voronoi representation, the polygons associated with negative defects have smaller areas than those associated
with positive defects.
the system highlighting the degree of local overlap χi of
each cell, its local bond-orientational order Ψ6,i, and the
location of defects. Not surprisingly, cells with defects are
those with a lower orientational order, as they do not have
a 6-fold coordination. More important, a careful inspec-
tion reveals these defects correlate with the degree of over-
lap, with negative defects showing more overlap than pos-
itive defects. To quantify this observation, we look at time
frames in which defects exist when the system is in the
intermittent or liquid regime, and we construct distribu-
tions of the local overlap χ for defects and for all cells
(Fig. S14). These distributions reinforce the visual im-
pression that negative defects indeed have a higher degree
of overlap than the average population, whereas positive
defects have a lower degree of overlap. The deviation be-
tween these distributions is also significant as quantified by
the non-parametric Kolmogorov-Smirnov (KS) two-sample
test (Table SII).
We provide here a geometric explanation for the con-
nection between defects and overlap. From measuring the
contour area A of each cell (Fig. S15) and its mean sep-
aration dnn from its nearest neighbors (Fig. S16), we can
make two observations. First, all cells have similar areas;
the relative difference in the average area between nega-
tive and positive defects is around 1%. This is expected
since we impose a severe volume constraint (λ ≥ 3000K).
Second, the average distances of cells from their nearest
neighbors vary substantially depending on the defect types
– negative defects are closer to their neighbors than posi-
tive defects to their respective ones. The relative difference
in the average dnn between negative and positive defects
is about 12%. Indeed, the Voronoi deconstruction of the
system corroborates this observation; polygons associated
with negative defects have smaller areas than those asso-
ciated with positive defects (see, e.g., snapshots in Fig. 3
and Fig. S13). It is the combination of these two results
which gives rise to a higher degree of overlap at negative
defects than at positive ones.
SIMULATION MOVIES
The following are the captions for the supplemental
movies:
• Supplemental Movies 1-4: Example simulation runs
showing the dynamics of the system both in the over-
lapping and non-overlapping regimes and both at low
and high motility. The movie begins at the point
when motility has just been switched on. The pa-
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FIG. S14. Probability density of the local overlap χ for negative defects, positive defects, and all cells for four different parameter
sets: (a) (d,Pe) = (0.1, 2.4), (b) (0.1, 3.0), (c) (0.3, 1.8), and (d) (0.3, 2.6). In each case, the distribution is constructed from
sampling time frames from two separate simulation runs in which defects exist. Note that negative defects tend to have a higher
degree of overlap than positive defects.
(d,Pe) All vs. Positive Defects All vs. Negative Defects Positive vs. Negative Defects
(0.1, 2.4) D = 0.31, p < 10−4 D = 0.48, p < 10−4 D = 0.71, p < 10−4
(0.1, 3.0) D = 0.27, p < 10−4 D = 0.39, p < 10−4 D = 0.63, p < 10−4
(0.3, 1.8) D = 0.034, p < 10−4 D = 0.20, p < 10−4 D = 0.21, p < 10−4
(0.3, 2.6) D = 0.089, p < 10−4 D = 0.11, p < 10−4 D = 0.19, p < 10−4
TABLE. SII. Kolmogorov-Smirnov (KS) two-sample test results for determining the significance in the deviation between the
distributions of the local overlap values for negative defects, positive defects, and all cells. A higher D value suggests that the two
populations are more deviated from one another.
rameters are (Movie 1) (d,Pe) = (0.1, 1.0), (Movie
2) (0.1, 3.0), (Movie 3) (2.0, 0.6), and (Movie 4)
(2.0, 2.0). Same as Fig. 1 in the main paper, the
coloring corresponds to the cell-index at t = 0.
• Supplemental Movie 5: A simulation run showing
the intermittent behavior of the system at low de-
formability, where it experiences episodes of freezing
and melting events. The parameters are (d,Pe) =
(0.1, 2.4), and the coloring scheme is the same as
above. Time series of the global bond-orientational
order |Ψ6| and the fraction of cells with defects
〈|∆Nnn|〉 for this simulation run are shown at the
bottom.
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FIG. S15. Probability density of the contour area A of a cell for negative defects, positive defects, and all cells for the same
parameter sets as in Fig. S14.
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FIG. S16. Probability density of the mean separation dnn of a cell from its nearest neighbors for negative defects, positive defects,
and all cells for the same parameter sets as in Fig. S14. Note that negative defects tend to be closer to their nearest neighbors
than positive defects to their respective ones.
