η > , requires more advanced mathematical tools to carry out the computations. These tools, which include the density of the difference of two general beta variables, are presented in the article, with numerical examples for illustrations to facilitate comprehension of results.
Introduction
For two independent proportions 1 π and 2 π , their difference is frequently encountered in the frequentist statistical literature, where tests, or confidence intervals, for 1 2 π π − are well accepted notions in theory and in practice, although most frequently, the case under study is the equality, or inequality of these proportions. For the Bayesian approach, Pham-Gia and Turkkan ( [1] and [2] ) have considered the case of independent, and dependent proportions for inferences, and also in the context of sample size determination [3] .
But testing 1 2 π π = is only a special case of testing H π π η − ≤ , with η being a positive constant value, which is much less frequently dealt with. In Section 2 we recall the unconditional approaches to testing 0 H based on the maximum likelihood estimators of the two proportions and normal approximations. A new exact approach not using normal approximation has been developed by our group and will be presented elsewhere. Fisher's exact test is also re-called here, for comparison purpose. The Bayesian approach to testing the equality of two proportions and the computation of credible intervals are given in Section 3. The Bayesian approach using the general beta distributions is given in Section 4. All related problems are completely solved, thanks to some closed form formulas that we have established in earlier papers.
Testing the Equality of Two Proportions

Test Using Normal Approximation
As stated before, taking 0 η = we have a test for equality between two proportions. Several well-known methods are presented in the literature. For example, the conditional test is usually called Fisher's exact test, and is based on the hypergeometric distribution. It is used when the sample size is small. Pearson's Chi-square test using Yates correction is usually used for intermediary sample size while Pearson's Chi-square is used for large samples. Their appropriateness is discussed in D'Agostino et al. [4] . Normal approximation methods are based on formulas using estimated values of the mean and the variance of the two populations. For example, we have ( ) X n X n T X n X n n X n X n n
, and the pooled version :
Fisher's Exact Test
Under 0 H the number of successes coming from population 1 has the ( ) 1  2  1  2 1 Hyp , , , n n t x x n x + = + distribution. The argument is that, in the combined sample of size 1 2 n n + , with 1 x successes from population 1 out of the total number of successes Santner and Snell [7] ). A Bayesian approach has been carried out by several authors, e.g. Howard [8] and also Pham Gia and Turkkan [2] , who computed the credible intervals for several of these measures.
The Bayesian Approach
In the estimation of the difference of two proportions the Bayesian approach certainly plays an important role. Agresti and Coull [9] provide some interesting remarks on various approaches.
Again, let 
Bayesian Test on the Equality of Two Proportions
Let us recall first the following theorem: has density defined on ( ) 
, ,
. This infinite series is convergent for 1 1 x < and 2 1 x < , where, as shown by Euler, it can also be expressed as a convergent integral: (5) can be extended outside the two circles of convergence, by analytic continuation, where it is also denoted by ( ) 1 .
Here, we denote the above density (1) by
, , , π ψ α β α β .
Proof: See Pham-Gia and Turkkan [1] .
The prior distribution of π is hence ( )
, , , ψ α β α β , obtained from the two beta priors. Various approaches in Bayesian testing are given below.
Bayesian Testing Using a Significance Level
While frequentist statistics frequently does not test 
We obtain the prior and posterior distributions of 1 π and 2 π (Figure 1 ).
We wish to test: The point null hypothesis in the literature. Several difficulties still remain concerning this case, especially on the prior probability assigned to the value η (see Berger [10] ). We use here
Lindley's compromise (Lee [11] ), which consists of computing the ( ) We can see that the above conclusions on π are consistent with each other.
Bayesian Testing Using the Bayes Factor
Bayesian hypothesis testing can also be carried out using the Bayes factor B, which would give the relative weight of the null hypothesis w.r.t. the alternative one, when data is taken into consideration. This factor is defined as the ratio of the posterior odds over the prior odds. With the above expression of the difference of two betas given by (1) 
The Difference of Two General Betas
The general beta (or GB), defined on a finite interval, say (c, d), has a density:
; , ; ,
and is denoted by Pham-Gia and Turkkan [13] gave the expression of the density of 1 2 X X + , where 1 X and 2 X are independent general beta variables. The density of 1 2 X X − , which is only mentioned there, is explicitly given below. Y X X = − has its density defined as follows: 
where ( ) 1 . F is Appell's first hypergeometric function already discussed.
Proof:
The argument uses first part 2) of Theorem 1 to obtain that Turkkan [14] ).
Q.E.D.
We denote the above density given by (8), (9) and (10) (7) is satisfied, is given in Appendix 1 (Theorem 3a).
To study the density of ( ) Proof: This is a special case of Theorem 3.
Q.E.D. An equivalent form using Theorem 4 leads to a slightly different expression, which gives however, the same numerical values for the density of π η − (see Theorem 4a in Appendix 1). Figure 4 shows the above density. 
Prior and Posterior
B x F x x x              −   − − −    +     − ≤ <  (12)
Conclusion
The Bayesian approach to testing the difference of two independent proportions leads to interesting results which agree with frequentist results when non-informative priors are considered. Undoubtedly, all preceding results can be 
Posterior Density
Appendix 1
Below is the expression of the density of 1 2 Y X X = − when (7) is satisfied, instead of (6) . This expression, with the one given in Theorem 3, covers all cases. Y X X = − has its density defined as follows: 
