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We characterise Gaussian quantum channels that are Gaussian incompatibility breaking, that is,
transform every set of Gaussian measurements into a set obtainable from a joint Gaussian observable
via Gaussian postprocessing. Such channels represent local noise which renders measurements use-
less for Gaussian EPR-steering, providing the appropriate generalisation of entanglement breaking
channels for this scenario. Understanding the structure of Gaussian incompatibility breaking chan-
nels contributes to the resource theory of noisy continuous variable quantum information protocols.
PACS numbers: 03.65.Ta, 03.65.Ca, 03.65.Ud
I. INTRODUCTION
Continuous variable systems constitute the basic
framework for quantum optical applications [1, 2]. Con-
sequently, quantum information ideas are typically also
discussed in that setting, despite the fact that the Hilbert
space H is infinite-dimensional. The technical problems
arising from the infinite setting become largely irrelevant
when one restricts to the Gaussian scenario, where the
appropriate quantum objects (states, measurements, and
channels) are simply described by finite matrices. In
particular, EPR-steering for Gaussian states was char-
acterised in the seminal article [3], subsequently giving
rise to e.g. the recent studies [4, 5].
In the finite-dimensional setting, it has been observed
[6, 7] that the essential quantum measurement resource
for steering consists of incompatible observables; in this
way, steering motivates the study of incompatibility in
general. The purpose of the present paper is to con-
sider incompatibility of Gaussian measurements in noisy
scenarios, where the noise is accordingly described by a
Gaussian quantum channel. More specifically, we con-
sider Gaussian channels which transform every set of
Gaussian measurements into a set having a joint Gaus-
sian observable. Such channels will be called Gaussian
incompatibility breaking, in analogy to the general idea
of incompatibility breaking channels introduced recently
in [8] as an appropriate generalisation of entanglement
breaking channels for e.g. steering scenarios.
From the technical point of view, the formulation of
joint measurability in the Gaussian setting requires some
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care. On the one hand, this is due to Gaussian mea-
surements having continuous outcome sets necessitating
the description of these observables literally as operator
valued measures, or the corresponding operator-valued
characteristic functions. On the other hand, we need to
consider compatibility of an infinite number of observ-
ables, which has to be defined in terms of appropriate
postprocessing functions.
The main result of the paper is a characterisation of
Gaussian incompatibility breaking channels; this takes
the form of a matrix inequality involving the parameters
of a Gaussian channel.
The structure of the paper is as follows: in section II
we first review the structure of Gaussian states, channels,
and observables using Weyl operators and characteristic
functions. Then we formulate compatibility of Gaussian
measurements in terms of Gaussian joint observables and
Gaussian postprocessings. Section III is devoted to the
main new notion of the paper, Gaussian incompatibil-
ity breaking channels. In section IV we investigate their
relationship with entanglement breaking Gaussian chan-
nels, as well as the connection to the Gaussian steerability
condition given in [3].
II. GAUSSIAN MEASUREMENTS AND THEIR
GAUSSIAN COMPATIBILITY
A. Continuous variable systems
The description of a continuous variable quantum sys-
tem with 2N canonical degrees of freedom is based
on the N -fold tensor product Hilbert space H⊗N =⊗N
j=1 L
2(R) ≃ L2(RN ). We denote by L(H⊗N ) and
T (H⊗N ) the Banach spaces of bounded and trace class
operators on H⊗N , respectively. Furthermore, we denote
2by Qj and Pj the canonical position and momentum op-
erators acting on the jth component Hilbert space, and
arrange them into a single vector
R = (Q1, P1, . . . , QN , PN )
T .
The phase space of the system is then R2N , and we denote
the canonical coordinates by
x = (q1, p1, . . . , qN , pN)
T .
The phase space translations are represented by the Weyl
operators
W (x) = e−ix
TΩR where Ω =
N⊕
j=1
(
0 1
−1 0
)
,
and which satisfy the commutation relation
W (x)W (y) = e−ix
TΩyW (y)W (x) . (1)
We refer to [1, 2, 9] for more details on the description
of continuous variable quantum systems.
B. Gaussian states, channels, and observables
The quantum states of a continuous variable system
are in general represented by positive operators ρ ∈
T (H⊗N ) with unit trace, and a state ρ is called a Gaus-
sian state if its Weyl transform (or characteristic func-
tion) is a Gaussian function
tr [ρW (x)] = e−
1
4
xTΩTVΩx−i(Ωr)Tx
where the covariance matrix V is defined as
Vij = tr [ρ{Ri − ri, Rj − rj}]
with rj = tr [ρRj ] defining the displacement vector r.
The covariance matrix satisfies the uncertainty relation
V+ iΩ ≥ 0, which is also a sufficient condition for a real
symmetric matrix to be a valid covariance matrix [10].
A quantum channel is defined in the Heisenberg pic-
ture as a completely positive normal linear map Λ :
L(H⊗N
′
) → L(H⊗N ) satisfying unitality Λ(1) = 1.
Normality, i.e. weak-* continuity, is required in the
infinite-dimensional case to guarantee the existence of
the Schro¨dinger picture version of the channel. This is
given by the preadjoint map Λ∗ : T (H
⊗N ) → T (H⊗N
′
)
which is completely positive and trace preserving. The
connection between the Heisenberg and Schro¨dinger pic-
tures is given by the duality relation
tr [ρΛ(A)] = tr [Λ∗(ρ)A] .
Note that we allow the input and output spaces to be
different, so that the channel may map a quantum sys-
tem into another system having more or less degrees of
freedom. A channel Λ is called a Gaussian channel if it
maps Gaussian states into Gaussian states [2, 11]. We
describe them by their action on the Weyl operators as
in [12], so that
Λ(W (x)) =W (Ax)e−
1
4
xTBx−icTx (2)
where A is a real 2N × 2N ′ real matrix, and B is a real
2N ′ × 2N ′-matrix which satisfy the complete positivity
condition
B+ iΩ− iATΩA ≥ 0 , (3)
whereas c ∈ R2N
′
can be arbitrary [9, 12, 13]. Since a
Gaussian channel is uniquely determined by the triple
(A,B, c), we often denote Λ = Λ(A,B,c). It should be
noted that since we allow the input and output space of
a channel to be different, the twoΩ-matrices appearing in
(3) typically operate on different phase spaces. However,
since the phase space is always clear from the context,
we refrain from indicating this explicitly.
A quantum observable is defined mathematically as a
positive operator valued measure (POVM) E : B(RM )→
L(H⊗N ) (here B(RM ) denotes the Borel σ-algebra of
R
M ), i.e., E(X) ≥ 0 for all X , E(RM ) = 1, and σ-
additivity E(∪iXi) =
∑
i E(Xi) holds for all sequences
of disjoint sets Xi.
An observable E is said to be Gaussian if a Gaussian
state always yields a Gaussian measurement outcome dis-
tribution. This is the case whenever the Fourier trans-
form of E is given by
Ê(p) =
∫
eip
Tx dE(x) =W (Kp)e−
1
4
pTLp−imTp,
where K is a 2N ×M -matrix, and L is a M ×M -matrix
satisfying L − iKTΩK ≥ 0 [14]. Hence, an arbitrary
Gaussian observable can be described by matrices as well.
An important example of a Gaussian observable is ob-
tained by choosing M = 1, K = kT = (k1, . . . , k2N )
T ,
L = m = 0; then Ê(p) = e−ipk
TΩR, which is just the
unitary family corresponding to the Hermitian operator
N∑
j=1
(k2j−1Qj − k2jPj),
which is a linear combination of the canonical quadrature
operators. We call such an operator a generalised quadra-
ture. The canonical quadratures Qj taken together form
the prototypical Gaussian observable, namely the canon-
ical position observable Q : B(RM ) → L(H⊗M ), acting
as
[Q(X)ψ] (x) = χX(x)ψ(x) ,
where χX denotes the indicator function of the set X .
Any Gaussian observable can always be obtained from
the canonical position observable by applying a suitable
Gaussian channel (see e.g. [14]). Since dilations of Gaus-
sian channels are well known [15], this immediately gives
3us a measurement dilation for a Gaussian observable E:
an auxiliary system is first prepared in a Gaussian state,
after which the two systems are coupled by a unitary
operator causing an affine symplectic transformation on
the phase space of the composite system, and finally Q is
measured on part of the transformed system (we refer to
[14] for more details). In quantum optical applications
this has a clear physical meaning since the desired uni-
tary coupling can be achieved by multi-port interferome-
try combined with squeezing, whereas the measurement
of Q just corresponds to homodyne detection [2].
A Gaussian channel transforms any Gaussian observ-
able into another Gaussian observable. In fact, since
Λ(A,B,c)(Ê(p)) =W (AKp)e
− 1
4
pT (L+KTBK)p−i(m+KT c)Tp
we find that the action of the channel causes the trans-
formation
(K,L,m) 7→ (AK,L+KTBK,m+KT c) (4)
on the parameters of the observable. In particular, an
initially projective (L = 0) Gaussian observable typically
acquires additional noise in the form of KTBK, making
it non-projective.
C. Gaussian postprocessings and Gaussian
compatibility
A pair of (not necessarily Gaussian) observables E1 :
B(RM1)→ L(H⊗N ) and E2 : B(R
M2)→ L(H⊗N ) is said
to be compatible, or jointly measurable, if there exists a
joint observable G : B(RM1+M2) → L(H⊗N ) having E1
and E2 as the (Cartesian) margins :
E1(X1) = G(X1 × R
M2), E2(X2) = G(R
M1 ×X2).
This definition can be naturally extended to any finite
number of observables, but when dealing with the com-
patibility of an infinite set of observables one obviously
runs into trouble. Therefore it is necessary to adjust
this definition by allowing more general postprocessing
of the joint observable, rather than just considering its
margins. The appropriate mathematical generalization
is given by Markov kernels: a Markov kernel is a map
f : B(RM
′
) × RM → [0, 1] such that X 7→ f(X,x) is a
probability measure for all x ∈ RM , and x 7→ f(X,x) is
measurable for all X ∈ B(RM
′
). An observable E on RM
′
is then a postprocessing of another observable G on RM
if
E(X) =
∫
f(X,x) dG(x) (5)
for some postprocessing function, i.e., a Markov kernel f .
A collection of observablesM is said to be compatible, if
there exists a joint observable G such that each E ∈M is
a postprocessing of G with some postprocessing function
fE. It should be noted that for a finite set of observ-
ables, this definition of compatibility is equivalent to the
more typical one involving only the Cartesian margins
[16]. In view of the hidden state models appearing in
the steering context, the general definition via postpro-
cessing functions (5) is more natural even in the finite
setting; see [8] for discussion.
In this paper we are only interested in a fully Gaus-
sian scenario; accordingly, we need to restrict the set of
allowed postprocessing functions to those which trans-
form Gaussian observables into other Gaussian ones.
Since Gaussian observables are determined by the triples
(K,L,m), a suitable postprocessing function should in-
duce a transformation of these parameters. If we calcu-
late the Fourier transform of the observable E in Eq. (5)
we find that
Ê(p) =
∫ (∫
eip
Tyf(dy,x)
)
dG(x).
In other words, by defining w(p) to be the character
w(p)(y) = eip
Ty we see that the postprocessing induces
the transformation
w(p) 7→ λ(w(p)) =
∫
eip
Tyf(dy, ·).
In analogy with Eq. (2), we now define a Gaussian post-
processing to be one acting as a classical Gaussian chan-
nel:
λ(w(p)) = w(Ap)e−
1
4
pTBp−icTp
for some M ′ ×M matrix A, a positive M ×M matrix
B, and a vector c. As with channels and observables,
we use the triple notation (A,B, c) when referring to a
Gaussian postprocessing.
If G is a Gaussian observable determined by the triple
(K,L,m), we have
Ê(p) =
∫
λ(w(p)) dG
=W (KAp)e−
1
4
pT (B+ATLA)p−i(c+ATm)Tp ,
so that the Gaussian postprocessing with parameters
(A,B, c) indeed induces the transformation
(K,L,m) 7→ (KA,B+ATLA, c +ATm) (6)
on the parameters of the observable; this should be com-
pared with Eq. (4). We now see that this transformation
can be obtained by combining two simple postprocessings
of the form (5): coordinate transformations and convolu-
tion type smearing. Firstly, ifA is aM ′×M matrix, then
we can define the Markov kernel fA(X,x) = χX(A
Tx)
which, when applied to a Gaussian observable, induces
the transformation
(K,L,m) 7→ (KA,ATLA,ATm)
Secondly, if µ is a Gaussian probability measure on RM
with µ̂(p) = e−
1
4
pTBp−icTp for a positive matrix B, then
4the Markov kernel fµ(X,x) = µ(X −x) defines a smear-
ing of E which we denote by µ∗E. Since the Fourier trans-
form maps convolutions into products, we notice that the
induced transformation on the parameters is
(K,L,m) 7→ (K,B+ L, c+m).
Hence, by applying these two natural postprocessings
in sequel, we obtain the desired general postprocessing
transformation (6). We are now ready to define compat-
ibility in the Gaussian setting:
Definition 1. A collectionM of Gaussian observables is
Gaussian compatible if there exists a Gaussian observable
G such that any E ∈ M can be obtained from G via
Gaussian postprocessing.
The next result shows that for a finite collection
of Gaussian observables, Gaussian compatibility is also
equivalent to joint measurability in the usual sense, i.e.
the existence of a joint Gaussian observable which gives
the original observables as its margins.
Proposition 1. Let Ej : B(R
Mj)→ L(H⊗N ) be a Gaus-
sian observable for each j = 1, . . . , n. Then the collection
{E1, . . . ,En} is Gaussian compatible if and only if there
exists a Gaussian observable G : B(RM ) → L(H⊗N ),
where M =
∑n
j=1Mj, which gives the Ej:s as its mar-
gins.
Proof. Suppose first that the Ej :s have a Gaussian joint
observable G on RM , and let G be determined by the
triple (K,L,m). We can write these in block form as
K = (K1, . . . ,Kn) , L =


L11 · · · L1n
...
. . .
...
Ln1 · · · Lnn

 ,
and
m =


m1
...
mn


where now Kj , Ljj , and mj are the parameters of the
jth margin. In other words, taking the jth margin cor-
responds to a Gaussian postprocessing with (Aj ,0j,0j)
where Aj is the M ×Mj matrix
Aj =


0M1×Mj
...
0Mj−1×Mj
IMj×Mj
0Mj+1×Mj
...
0Mn×Mj


Hence, the observables are Gaussian compatible in the
sense of Def. 1.
Suppose then that the Ej are Gaussian compatible,
and obtained from a Gaussian observable with param-
eters (K,L,m) via Gaussian postprocessings given by
(Aj ,Bj , cj). This means that
(Kj ,Lj ,mj) = (KAj ,Bj +A
T
j LAj , cj +A
T
j m)
for each j. We can now define the matrices K0 =
(KA1, . . . ,KAn) and L0 = diag(B1+A
T
1 LA1, . . . ,Bn+
ATnLAn), and the vector
m0 =


c1 +A
T
1m
...
cn +A
T
nm

 .
What remains is to show that these parameters determine
a valid Gaussian observable. By defining
A = (A1, . . . ,An) , B = diag(B1, . . . ,Bn) ,
we have that K0 = KA and L0 = B + A
TLA. This
implies directly that
L0 + iK
T
0ΩK0 = B+A
T (L+ iKTΩK)A ≥ 0 .
In conclusion, the Gaussian observable determined by
(K0,L0,m0) is the desired joint observable for the
Ej.
III. GAUSSIAN INCOMPATIBILITY
BREAKING CHANNELS
We now proceed to define the central concept of [8] in
the Gaussian setting:
Definition 2. We say that a Gaussian channel Λ breaks
the Gaussian incompatibility of a subset M of Gaus-
sian observables if the set Λ(M) is Gaussian compati-
ble. We say that Λ is Gaussian incompatibility breaking
if it breaks the Gaussian incompatibility of the set of all
Gaussian observables.
The following proposition is the main result of the pa-
per:
Proposition 2. A Gaussian channel Λ(A,B,c) is Gaus-
sian incompatibility breaking if and only if
B− iATΩA ≥ 0.
Proof. Suppose first that B− iATΩA ≥ 0. This implies
that we can define a Gaussian observable G : B(R2N
′
)→
L(H⊗N ) with the parameters (A,B,0), that is,
Ĝ(p) =W (Ap)e−
1
4
pTBp.
Let E : B(RM ) → L(H⊗N
′
) be a Gaussian observable
with the parameters (K,L,m). Since L − iKTΩK is
positive, it is in particular selfadjoint, so that
(L− iKTΩK)∗ = LT − iKTΩK = L− iKTΩK
5(note that Ω∗ = ΩT = −Ω). This implies that LT = L.
Furthermore, since transposition is a positive map, we
have that L + iKTΩK ≥ 0. These together imply that
L ≥ 0 and we can therefore define a Gaussian postpro-
cessing with the parameters (K,L,m + KT c). By ap-
plying this postprocessing to the observable G, we obtain
the Gaussian observable with parameters
(AK,L+KTBK,m+KT c)
which coincide with the parameters of Λ(A,B,c)(E) by
Eq. (4). Hence, Λ(A,B,v) is Gaussian incompatibility
breaking.
Suppose then that B−iATΩA ≥ 0 does not hold, i.e.,
there exists a z ∈ C2N
′
such that
zT (B− iATΩA)z < 0 .
Now A and B still need to satisfy the condition B +
iΩ− iATΩA ≥ 0 which, again by taking the transpose,
implies that B ≥ 0. If we now write z = x + iy with
x,y ∈ R2N
′
and use the fact that
xTATΩAx = yTATΩAy = 0 ,
we find that both x and y must be nonzero, as otherwise
we would have zTBz < 0. Furthermore, since BT = B,
we have that
zT (B− iATΩA)z = xTBx+ yTBy + 2xTATΩAy < 0
so that
−xTATΩAy >
1
2
(xTBx+ yTBy) ≥ 0
by the positivity of B. This gives us
(
xTATΩAy
)2
>
1
4
(
xTBx+ yTBy
)2
We can now define the two Gaussian observables
E1,E2 with outcome set R, with the parameters
(x,0,0) and (y,0,0), which are then transformed into
(Ax,xTBx, c) and (Ay,yTBy, c), respectively, by the
channel Λ(A,B,c). We claim that the corresponding ob-
servables Λ(A,B,c)(E1) and Λ(A,B,c)(E2) are Gaussian in-
compatible. Suppose, on the contrary, that they are
Gaussian compatible. Then by Prop.1 they would also
have a Gaussian joint observable G with outcome set
R2, from which Λ(A,B,c)(Ej) are obtained as margins.
Let G be determined by the parameters (K,L,m). The
marginal condition gives us
K = (Ax, Ay) , L =
(
xTBx l12
l12 y
TBy
)
,
and
m =
(
c
c
)
,
where we have used the fact that LT = L. We therefore
have
L−iKTΩK =
(
xTBx l12 − ix
TATΩAy
l12 + ix
TATΩAy yTBy
)
but this implies that
det(L − iKTΩK)
= (xTBx)(yTBy)− l212 − (x
TATΩAy)2
< (xTBx)(yTBy)− l212 −
1
4
(
xTBx+ yTBy
)2
= −l212 −
1
4
(
xTBx− yTBy
)2
≤ 0.
In other words, L − iKTΩK is not positive which is a
contradiction. Hence, Λ(A,B,c)(E1) and Λ(A,B,c)(E2) are
Gaussian incompatible which proves that Λ(A,B,c) is not
Gaussian incompatibility breaking.
The two observables E1 and E2 constructed in the proof
of Prop. 2 are generalised quadratures. As a side result
we hence also obtain the following.
Proposition 3. For a Gaussian channel Λ, the following
conditions are equivalent:
(i) Λ is Gaussian incompatibility breaking.
(ii) Λ breaks the Gaussian incompatibility of each pair
of Gaussian observables.
(iii) Λ breaks the Gaussian incompatibility of the set of
all generalised quadratures.
(iv) Λ breaks the Gaussian incompatibility of each pair
of generalised quadratures.
We recall that in the case of a finite dimensional
Hilbert space, it is possible that a channel breaks the in-
compatibility of all pairs of observables but still does not
break the incompatibility of a larger set of observables
[8]. From this point of view Prop. 3 reveals a qualita-
tive difference between finite dimensional and Gaussian
cases, reflecting the fact that Gaussian observables are
very special.
IV. CONNECTION TO ENTANGLEMENT
BREAKING CHANNELS AND EPR-STEERING
In this section we explicitly demonstrate that in the
context of noisy Gaussian EPR-steering, the notion of
Gaussian incompatibility breaking channels is exactly
the appropriate generalisation of entanglement breaking
channels.
6A. Entanglement breaking Gaussian channels
Recall that a quantum channel Λ is called entangle-
ment breaking, if the bipartite state (Λ∗⊗ Id)(ρ) is sepa-
rable for all ρ. It has been shown in [17] that a Gaussian
channel Λ(A,B,c) is entanglement breaking if and only if
B can be decomposed as
B = B1+B2 with B1+iΩ ≥ 0 , B2−iA
TΩA ≥ 0 .
It is now evident from this that such a channel is necessar-
ily also Gaussian incompatibility breaking: the condition
B1 + iΩ ≥ 0 implies that B1 ≥ 0 which, combined with
the second inequality, gives us
B− iATΩA = B1 +B2 − iA
TΩA ≥ 0 .
This is exactly the condition stated in Prop. 2.
However, just as in the finite dimensional setting [8],
the converse implication does not hold in the Gaussian
scenario. As a trivial example, consider the Gaussian
channel Λ(I,I,0). This channel is Gaussian incompatibility
breaking since I− iΩ ≥ 0. If Λ(I,I,0) were entanglement
breaking, then we would have a decomposition I = B1+
B2 where B1 + iΩ ≥ 0 and B2 − iΩ ≥ 0. The latter
inequality is equivalent to B2 + iΩ ≥ 0, hence we would
obtain
B1 +B2 + 2iΩ = I+ 2iΩ ≥ 0 .
The above discussion is summarised in the following
proposition.
Proposition 4. Every entanglement breaking Gaussian
channel is Gaussian incompatibility breaking. The con-
verse does not hold.
As a physically relevant example, let us now consider a
Gaussian channel ΛB = Λ(I,B,0), in which case the only
requirement for this to be a valid channel is the positivity
of B. It follows that there exists a Gaussian probability
measure µ such that µ̂(ΩTx) = e−
1
4
xTBx. Using the
commutation relation (1), we see that
ΛB(W (x)) = µ̂(Ω
Tx)W (x) =
∫
e−iy
TΩx dµ(y)W (x)
=
∫
W (y)W (x)W (y)∗ dµ(y)
so that
ΛB(A) =
∫
W (y)AW (y)∗ dµ(y) .
Such channels are sometimes called classical noise chan-
nels.
Now the necessary and sufficient condition for ΛB to be
Gaussian incompatibility breaking reduces to B−iΩ ≥ 0
which is equivalent to B being a valid covariance matrix
of some Gaussian state ρ. In other words, tr [ρW (x)] =
µ̂(ΩTx) and since the Weyl transform is just the Fourier
transform of the Wigner function, we find that for a
Gaussian incompatibility breaking classical noise chan-
nel, the noise is always given by the (necessarily positive)
Wigner function of a Gaussian state.
In comparison, the channel ΛB is entanglement break-
ing if and only if B = B1 + B2 where B1 + iΩ ≥ 0
and B2 − iΩ ≥ 0. In other words, both B1 and B2
must be covariance matrices of some Gaussian states ρ1
and ρ2, respectively. But this means that tr [ρW (x)] =
tr [ρ1W (x)] tr [ρ2W (x)], and since the Fourier transform
maps products into convolutions, this implies that the
Wigner function of ρ can be written as the convolution
of the Wigner functions of ρ1 and ρ2.
B. Gaussian steering
We now make a connection to known results on steer-
ability of Gaussian states. In order to do that, we first
need to formulate the EPR-steering scenario for observ-
ables having infinite number of outcomes.
The starting point is that of a correlation experiment
where two parties, Alice and Bob, share a bipartite state
ρ and measure some observables A ∈ MA and B ∈ MB
on their respective subsystems. The correlation table
tr [ρA(X)⊗ B(Y )] is said to have a local classical model,
if there exist two families of Markov kernels {fA}A∈MA
and {gB}B∈MB on a common probability space (Ω, λ),
such that
tr[ρA(X)⊗ B(Y )] =
∫
Ω
fA(X,ω)gB(Y, ω)dλ(ω),
for all A ∈ MA and B ∈ MB. A hidden state model
(on Bob’s state space) is one for which gB(Y, ω) =
tr[ρ(ω)B(Y )] for some (measurable) family of ”hidden”
states ω 7→ ρ(ω). If such a hidden state model does not
exist, then it is said that Alice can steer Bob’s system,
or that the state ρ is steerable with Alice’s measurements
MA.
For finite-dimensional systems, it has been shown [6, 7]
that a pure state ρ0 with full Schmidt rank is steerable
with Alice’s measurements MA, if and only if MA is
incompatible. Let then Λ be a quantum channel. By
the duality between states and measurements, the trans-
formed state (Λ∗ ⊗ Id)(ρ0) is steerable with MA if and
only if Λ(MA) is incompatible. From our point of view
[8], this means that the channel Λ is incompatibility
breaking, if and only if (Λ∗ ⊗ Id)(ρ0) is non-steerable
by the total set of all measurements, and in that case,
(Λ∗ ⊗ Id)(ρ) is actually non-steerable for any state ρ.
These general notions can also be extended to infinite-
dimensional setting without much trouble; one merely
needs to replace the maximally entangled state with the
family ρr of regularised EPR-states, i.e., Gaussian pure
states with the covariance matrices
V0(r) =
(
cosh rI sinh rZ
sinh rZ cosh rI
)
, where Z =
N⊕
j=1
σz ,
7and do the corresponding regularisation for Alice’s mea-
surements. However, in this paper we do not need the
general connection between incompatibility and steer-
ability. Instead, we establish a fundamental relation be-
tween Gaussian incompatibility breaking quantum chan-
nels and steerability in the Gaussian setting. Concerning
the latter, Wiseman et al. have shown [3] that a bipartite
Gaussian state ρ with covariance matrix V is not steer-
able with Alice’s Gaussian measurements if and only if
V + i(0⊕Ω) ≥ 0.
In particular, the above EPR-states ρr are all steerable;
we again refer to [3] for discussion on the original ”EPR-
paradox” in this context.
Suppose now that we begin with a bipartite Gaussian
state ρ with covariance matrix V0, and subject it to a
Gaussian channel Λ(A,B,c) on Alice’s side. The resulting
state is then Gaussian with the covariance matrix
V = Ω(A⊕ I)TΩTV0Ω(A⊕ I)Ω
T +Ω(B⊕ 0)ΩT .
If it happens that V+i(0⊕Ω) ≥ 0, then the final state is
non-steerable and we may say that the channel Λ(A,B,c)
has broken the steerability of ρ. If Λ(A,B,c) breaks the
steerability of any bipartite Gaussian state, then Λ(A,B,c)
may be called Gaussian steerability breaking. With this
terminology, we now have the following result.
Proposition 5. Let Λ be a Gaussian channel. The fol-
lowing conditions are equivalent:
(i) Λ is Gaussian incompatibility breaking;
(ii) Λ is Gaussian steerability breaking;
(iii) Λ breaks the steerability of all EPR-states ρr.
Proof. We let Λ = Λ(A,B,c) as above, and begin by look-
ing at the matrix appearing in the non-steerability con-
dition:
V + i(0⊕Ω) = Ω(A⊕ I)TΩT (V0 + iΩ)Ω(A⊕ I)Ω
T
+Ω((B− iATΩA)⊕ 0)ΩT .
The first term on the right-hand-side is positive since
V0 + iΩ ≥ 0 by the fact that V0 is a covariance matrix.
If Λ(A,B,c) is Gaussian incompatibility breaking, then by
Prop. 2 we have B − iATΩA ≥ 0 and hence also the
second term is positive. In other words, (i) implies (ii).
Trivially, (ii) implies (iii). In order to prove that (iii)
implies (i), we consider the EPR-states ρr defined above.
Using the fact that ΩZΩT = −Z we see that the covari-
ance matrices of the transformed states are given by
V(r) =
(
cosh rΩATAΩT − sinh rΩATZΩT
− sinh rΩZAΩT cosh r I
)
+
(
ΩBΩT 0
0 0
)
.
By denoting
C =
(
ΩATAΩT −ΩATZΩT
−ΩZAΩT I
)
and
C′ =
(
ΩATAΩT ΩATZΩT
ΩZAΩT I
)
we can write this as
V(r) =
1
2
erC+
1
2
e−rC′ +ΩBΩT ⊕ 0 .
Assuming that Λ(A,B,c) breaks the steerability of ρr,
then we must have V(r) + i(0 ⊕ Ω) ≥ 0 for all r. In
particular, if z ∈ KerC, then
lim
r→∞
zTV(r)z = zT (ΩBΩT ⊕ iΩ)z ≥ 0 .
By writing z =
(
z1
z2
)
we find that z ∈ KerC if and
only if z2 = ΩZAΩ
T z1. For such z we obtain
0 ≤ zT (ΩBΩT ⊕ iΩ)z = zT1ΩBΩ
T z1 + z
T
2 iΩz2
= zT1Ω(B+ iA
TZTΩTΩΩZA)ΩT z1
= zT1Ω(B− iA
TΩA)ΩT z1.
Since z1 is arbitrary and Ω is invertible, we must have
B − iATΩA ≥ 0. Using Prop. 2, we conclude that
Λ(A,B,c) is Gaussian incompatibility breaking.
V. CONCLUSIONS
We have characterised Gaussian channels which map
the total set of all Gaussian observables into a set which
is jointly measurable with a Gaussian joint observable.
We call such channels Gaussian incompatibility breaking.
We have shown that each entanglement breaking Gaus-
sian channel is also Gaussian incompatibility breaking,
but the converse does not hold. Finally, we have proven
a connection to Gaussian EPR-steering by showing that
Gaussian incompatibility breaking channels are exactly
those channels which, when applied to one component
of an arbitrary bipartite Gaussian state, make the state
non-steerable with Gaussian measurements.
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