A class of multi-wavelet bases for L 2 is constructed with the property that a variety o f i n tegral operators is represented in these bases as sparse matrices, to high precision. In particular, an integral operator K whose kernel is smooth except along a nite number of singular bands has a sparse representation. In addition, the inverse operator (I 0K) 01 appearing in the solution of a second-kind integral equation involving K is often sparse in the new bases. The result is an order O(n log 2 n) algorithm for numerical solution of a large class of second-kind integral equations.
Beylkin, Coifman, and Rokhlin [4] develop the connection between wavelets and recent fast numerical algorithms devised by Rokhlin and other authors ( [3] , [8] , [14] , [15] ). These algorithms exploit analytical properties of specic linear operators to achieve, in each case, fast application of an operator to an arbitrary function. The operator and function are discretized to a matrix and vector; in the discrete representation a full n 2 n-matrix is applied to a vector of length n in order O(n) operations, as opposed to order O(n 2 ) operations for naive matrixvector multiplication. Each algorithm depends on \local smoothness" of the underlying operator. In particular, each algorithm may be viewed as the division of the operator matrix into order O(n) square submatrices, each approximated by a matrix of low rank, followed by the fast application of the submatrices to the function vector.
In [4] it is observed that these numerical algorithms can be generalized by a technique in which the underlying operator is represented in a basis of wavelets. Discretization (i.e., truncation of the operator expansion) then results in an operator matrix that is approximated by a sparse matrix. The characteristics of the wavelets bases which lead to a sparse matrix representation are that 1. the basis functions are orthogonal to low-order polynomials (have v anishing moments), and 2. most basis functions have small intervals of support.
An integral operator whose kernel is a smooth, non-oscillatory, function of its arguments over most of their range (and therefore can be approximated locally by l o w-order polynomials) will have negligible projection on most basis functions. One diculty of using wavelets bases for the representation of integral operators is that they do not form a basis for functions on a nite interval. Wavelet basis functions overlap in such a w ay that either the interval must be extended, a periodization must be performed, or the basis functions at the interval ends must be modied. In [4] the integrand is treated as periodic, with some loss of sparsity. In [13] Meyer showed how the basis functions overlapping the interval ends can be truncated and reorthogonalized to obtain a basis on the nite interval.
A second diculty of using wavelets for the representation of integral operators is that projection onto the basis functions requires appropriate integration quadratures (as is true with other bases). The order of convergence of the quadratures determines the order of the numerical method as a whole. The diculty is that quadratures must be employed for each element of the resulting matrix, leading to potentially high cost. On the other hand, use of the Nystr om method, in which the interval is discretized into n points and the integral at each point is approximated by a quadrature, requires the application of quadratures only n times.
In this paper we construct a class of wavelet-like bases, which w e call multiwavelet bases, which lead to the sparse representation of smooth integral opera-tors on a nite interval. For each basis, the interval is recursively bisected; the basis functions on a given scale are supported on the dyadic subintervals of a particular size. Out of this class of bases, dierent bases dier in the number of basis functions supported on each subinterval, and this number corresponds to the order of convergence of expansions of C 1 functions. The lack o f o verlap of the basis functions on a single scale eliminates the rst diculty (mentioned above) of using wavelets for the representation of integral operators. The second diculty is eliminated by the construction of a discrete counterpart to the bases developed here. The latter construction is described in [2] . A principal advantage of the present construction is its simplicity.
In x1, we construct multi-wavelet bases and in x2, we prove that the representations in these bases of certain integral operators are sparse, to high precision.
In x3 w e give several numerical examples of the bases and the solution of secondkind integral equations and conclude with a discussion. 1 Multi-Wavelet Bases 
We rst restrict our attention to the nite interval [0; 1] R and we construct a basis for L 2 [0; 1]. We employ the multi-resolution analysis framework developed by Mallat [10] and Meyer [12] , and discussed at length by Daubechies [6] . We suppose that k is a positive i n teger and for m = 0 ; 1; 2; : : : we dene a space S 
Suppose (non-trivial) constraints. It turns out that the equations uncouple to give k nonsingular linear systems that may be solved to obtain the coecients, yielding the functions uniquely (up to sign). Rather than prove that these systems are nonsingular, however, we n o w determine f 1 ; : : : ; f k constructively.
We start with 2k functions which span the space of functions that are polynomials of degree less than k on the interval (0; 1) and on (01; 0), then orthogonalize k of them, rst to the functions 1; x ; : : : ; x k01 , then to the functions f to one such subinterval I m;n is the polynomial of degree less than k that approximates f with minimum mean error. We then use the maximum error estimate for the polynomial which i n terpolates f at Chebyshev nodes of order k on I m;n .
We dene I m;n = [ 2 0m n; 2 0m (n + and by taking square roots we h a ve bound (7). Here C k m;n f denotes the polynomial of degree k which agrees with f at the Chebyshev nodes of order k on I m;n , and we h a ve used the well-known maximum error bound for Chebyshev interpolation (see, e.g., [5] ). The matrix representations of integral operators in multi-wavelet bases are sparse (to nite precision) for the same class of integral operators as is treated in [4] , namely, all Calderon-Zygmund and pseudo-dierential operators. In applications, an operator kernel commonly has the form K(x; t) = f (x; t) s(jx 0 tj) + g(x; t); (8) where f and g are analytic functions of x; t and s is analytic except at the origin where it is singular. In the following development w e initially restrict ourselves to a simple example of this latter class of kernels, with K(x; t) = log jx0tj. Although this kernel is symmetric and convolutional, neither of these properties is related to the sparsity. Instead, a proof of sparsity (presented in Lemma 2.2 below) relies solely on derivative estimates provided by the Cauchy i n tegral formula for intervals separated from the singularity. Later we treat the more general situation of Eq. (8) with s(x) = log(x). We begin this section by i n troducing some notation for integral equations.
Second-Kind Integral Equations
A linear Fredholm integral equation of the second kind is an expression of the form
where we assume that the kernel K is in L 
where the coecient K ij is given by the expression 
Similarly, the functions f and g have expansions
where the coecients f i and g i are given by the formulae The integral equation (9) then corresponds to the innite system of equations
K ij f j = g i ; i = 1 ; 2; : : : :
The expansion for K may be truncated at a nite number of terms, yielding the integral operator R dened by the formula K ij f j = g i ; i = 1 ; : : : ; n ; (12) which is a system of n equations in n unknowns. Eqs. (12) may be solved numerically to yield an approximate solution to Eq. (9), given by the expression
How large is the error e R = f 0 f R of the approximate solution? We follow the derivation by Delves and Mohamed in [7] . Dening g R by the formula
we rewrite Eqs. (9) and (12) in terms of operators K and R to obtain
Combining the latter equations yields
Provided that (I 0 K ) 01 exists, we obtain the error bound ke R k k (I 0 K ) 01 k 1 k (K 0 R)f R + ( g 0 g R )k:
The error depends, therefore, on the conditioning of the original integral equation, as is apparent from the term k(I 0K) 01 k, on the delity of the nite-dimensional operator R to the integral operator K, and on the approximation of g R to g.
Representation in Multi-Wavelet Bases
We consider integral operators K with kernels that are analytic, except at x = t, where they are singular. In particular, we analyze singularities of the form log jx 0 tj. An operator with such a k ernel K, expanded in one of the multiwavelet bases dened above, is represented as a sparse matrix. This sparseness is due to the smoothness of K on rectangles separated from the \diagonal". (16) We n o w apply Eqs. (11), (16), (2), and (15) The preceding lemma shows that for a smooth kernel K with logarithm singularity a t x = t, the order k of the multi-wavelet basis B k in which K is expanded may b e c hosen large enough that the expansion coecient K ij is negligible, provided I i 2I j is separated from the diagonal. As mentioned above, a similar statement can be proven for any k ernel of the form K(x; t) = f (x; t) s(jx 0tj)+g(x; t), where f;gare entire analytic functions of two v ariables and s is an analytic function except at the origin (where it has a singularity), provided that s is integrable. More generally, a n y Calderon-Zygmund or pseudo-dierential operator can be similarly expressed (see [4] ).
The next lemma establishes the fact that, asymptotically, most regions I i 2I j are separated from the diagonal. Lemma 2.4 Suppose that I 1 ; : : : ; I n are the (non-increasing) intervals of support of the rst n functions of the basis B k . Of the n denote the number separated f r om the diagonal by S(n) and the number \near" the diagonal by N (n) = n 2 0S(n). Then N (n) grows as O(n log n); i n p articular, 
Proof. The restriction that n = 2 l k ensures that the rst n basis functions consist of those functions whose intervals of support have length at least 2 10l . We dene S = (p) to be the number of pairs (i; j) such that the rectangular region I i 2 I j is separated from the diagonal and jI i j = jI j j = 2 0p , and we observe that In this section we give n umerical expressions for the multi-wavelet functions f 0 ; f 1 ; : : : ; f k01 and show their graphs for several values of k. These functions were obtained using the procedure of x1, implemented in a simple Maple program (available from the author). Table 1 contains, for small k, the polynomials which represent the f i on the interval (0; 1), together with the reection formula to extend the functions to (01; 1), which is their interval of support. Fig. 2 shows the graphs of the functions for k = 4 and k = 5 . Table 1 ) is a polynomial on the interval (0; 1), is an odd or even function on (01; 1), and is zero elsewhere. 
i+k01 f i (0x) for x 2 (01; 0), and is zero outside (01; 1). 
where the threshold is chosen so that a desired precision is maintained:
k. Here the norm k 1 k is the row-sum norm, kAk = max i P n j=1 jA ij j. The threshold is given by = kK (n) k=n. This computation was performed for the multi-wavelet basis of order k = 4, for various sizes n, a s shown in Table 2 . An interesting property o f m a n y operators of second-kind integral equations is that their inverses, when they exist, are also sparse in multi-wavelet coordinates (to high precision). The operator (I 0K) 01 has the Neumann expansion Specically, their n 2 n-matrix representations, after thresholding, contain only order O(n log n) nonzero elements. This fact follows from arguments similar to those given in Lemmas 2.2 and 2.3. It is important to add, however, that the constants in these asymptotic estimates may not ensure useful sparsity for reasonable values of n. ) 01 is roughly as sparse as I 0T (n) . W e h a ve computed it by the Schulz method. Table 2 displays, for various precisions , the average number of elements per row in the matrices I 0 T (n) and (I 0 T (n) ) 01 . Fig. 3 displays the matrices for n = 128 and = 1 0 03 .
Discussion
The results of the previous subsection demonstrate, for a particular integral operator, that the multi-wavelet representations are sparse. The matrix has a peculiar structure in which the non-negligible elements are contained in blocks lying along rays emanating from one corner of the matrix. Furthermore, the inverse matrix shares that structure. This property is a general characteristic of integral operators with non-oscillatory kernels that possess diagonal singularities.
The kernel K(x; t) = log jx0tj of the previous subsection was chosen, however, because the projections K ij could be computed analytically, thereby a voiding use of quadratures. The diculty here with quadratures is that they would be required for each element K ij , and would have to cope with the singularity of the logarithm. It was felt that the analytical computation would be more ecient. In fact, the analytical computation, which requires integrating monomials x j (0 j < k ) against the logarithm and combining the results with large coecients, is a very poorly-conditioned procedure. The computations described above required quadruple-precision arithmetic to obtain single-precision accuracy for n as small as 64. This procedure is not recommended. The fault lies, of course, not with the idea of projection to the multi-wavelet basis, but with the method of projection. The integration should be performed numerically, with quadratures. As mentioned above, such a procedure would require use of quadratures for each matrix element K ij , or potentially order O(n log n) times. A more ecient procedure is to use the Nystr om method, in which only n quadrature applications are required. Numerical quadratures and a v ector-space analogue of the multi-wavelet bases are developed in [1] , [2] ; these tools enable ecient solution of second-kind integral equations using Nystr om's method. We believe that the present paper, rather than directly providing numerical tools, oers a particularly simple framework in which to understand the ideas for sparse representation of integral operators.
