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1, INTRODUC TTON 
1.1 PURPOSE AND SCOPE 
This Phase II Body-Fixed, Three-Axis Reference System Study Final 
Report is the result of a follow-on contract awarded by NASAIMSFC to 
TRW Systems in April 1966, under Contract No, NASS-20209. 
of the Phase I1 Study was to refine and supplement the strapdown inertial ’ 
reference assembly (SIRA) , software, airborne computer, and alignment 
analyses performed during Phase I of the same contract. 
The purpose 
Specifically, the Phase I results in many areas  were those which could 
be achieved using simplifying assumptions (linearization) and hand analyses. 
It was the purpose of the Phase I1 studies to investigate the validity of the 
Phase I results by means of more sophisticated computer simulations, in 
which no simplifying assumptions were made, for each of the a reas  analyzed. 
The Phase 11 analyses were directed, therefore, at confirming the analytical 
feasibility asserted by the Phase I results. 
The scope of the Phase 11 study was delineated and implemented as 
shown in Figure 1- 1 and explained below. 
PERFORMANCE INSTRUMENT S IMU LAT IONS 
AND ANALYSES 
COMPUTER AND 
SOFTWARE 
S I MULAT ION S 
AND ANALYSES 
ALlG NMENT 
SOFTWARE 
ANALYSES 
COMPUTER AND 
ERROR MODELS 
COMPUTER 
1 MPLEME NTATIO N 
STUDIES 
Figure 1-1. Phase I1 Study Implementation 
1- i 
1. 1 .1 
The full nonlinear equations for the single-axis platforms (SAP'S) 
as derived in Phase I were simulated on both digital and analog computers 
for the purpose of verifying the Phase I results and investigating un- 
modeled e r ror  sources, if any. The PICA'S were not simulated. 
1 .1 .2  Airborne Computer Analyses 
The attitude reference and velocity transformation software investi- 
gated during Phase I was programmed on interpretive routines which 
simulated both digital differential analyzer (DDA) and general purpose (GP) 
airborne computers. 
the effects of various word length and speed airborne digital computers 
on attitude and velocity e r ro r  performance. 
The purpose of these simulations was to determine 
1. I .  3 Alignment Analyses 
Four methods of softwar e implementation for initial SIRA alignment 
were simulated on a digital computer. 
simulated were constant gain, white-noise Kalman and variable gain filters. 
A fourth method, narrow-band Kalman Filter, was simulated to sufficient 
depth to allow evaluation 02 the filter convergence performance only. 
1.1.4 SIRA, Computer and Software Er ro r  Models 
The three methods completely 
Based upon the results of the simulations and analyses outlined in 
Paragraphs 1. 1. 1 through 1. 1.3, refined models for the SIRA, software, 
and three airborne computers were formulated. 
e r ro r  model formulation was to provide the input to system performance 
anal y s e s . 
The purpose of the refined 
1. 1. 5 System Performance Analyses 
The e r ro r  models developed as outlined in Paragraph 1.1.4 were 
input to the TRW generalized e r ror  analysis program in order to obtain the 
e r ro r  performance of two SIRA configurations (differing instrument orienta- 
tions) in combination with three different airborne computers (a DDA and 
two GP's) operating on an injection trajectory. 
1-2 
1. 1.6 Airborne Computer Implementations 
The software as refined in Phase 11, together with the airborne 
computer e r ro r s  a s  determined from simulation, were input to a study of 
possible airborne computer hardware implementations. 
implementations and their hardware implications were considered. 
implementations were a GP,  a DDA, and a hybrid DDA-GP. 
Three possible 
These 
1.2 FINAL REPORT ORGANIZATION 
The Phase 11 Final Report is  divided into seven main sections and 
two appendices. 
implementation shown in Figure 1 - 1. 
This division occurs naturally due to the method of study 
Section 2 summarizes the conclusions and key results obtained in each 
analysis area. 
Sections 3 through 7 and in Appendices I and 11. 
The study details leading to the results a r e  documented in  
Section 3 presents the system performance analyses and er ror  models 
for various SIRA-airborne computer combinations operating on an injection 
trajectory. . 
the instrument analyses. 
results of the airborne computer analyses. 
methods of alignment software implementation which were simulated and 
evaluated. 
mentations and the hardware implications of each. 
Section 4 details the simulation techniques and results from 
Section 5 shows the interpretive simulations and 
Section 6 presents the various 
Section 7 discusses several possible airborne computer imple- 
Two appendices complete the final report. 
alternate algorithms for use in an airborne computer. 
algorithm which reduces commutativity e r ro r  in a G P  computer, and the 
second is an algorithm intended specifically for an incremental hybrid 
computer. Evaluation of these alternate algorithms, other than by the 
hand analysis presented in the appendix, was considered beyond the scope 
of this study. 
Appendix I offers two 
The first  is an 
Appendix 11 presents the results of further study of the effects of 
coning on strapdown software beyond that done in Phase I. 
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2. SUMMARY 
2.1 CONCLUSIONS 
The Phase 11 study as conducted by TRW has both confirmed the 
Phase I study results and conclusively demonstrated the feasibility of a 
boost guidance system for Saturn composed of the MSFC SIRA and a suit- 
able state-of -the-art airborne guidance computer. 
The SIRA hardware e r ro r  model, including the effects of a conserva- 
tive evaluation of the strapdown instrument environmental e r ro r s ,  exhibits 
an injection inaccuracy of less  than 9.8 fps ( 3 4  on the injection trajectory 
used for  evaluation and using the Phase I S A P  orientation along body axes. 
The Phase I1 SAP orientation (SAP'S straddling thrust axis as well as 
PIGA's) gives an injection e r ror  of less  than 11.4 fps ( 3 4  on the same t ra-  
jectory, due to the excitation of additional mass unbalance terms. 
A suitable state-of-the-art airborne computer may be designed for 
use with the SIRA which using the recommended software essentially 
contributes no additional injection e r ror  when the e r ro r s  a r e  combined in  r s s  
fashion. 
or a 24-bit, 10-msec GP. 
puters may be used with increasing penalties in injection accuracy. 
Such a suitable computer may be either a 16-bit, 10,000-cps DDA 
Shorter word length and/or slower speed com- 
If self-contained alignment (in the airborne computer) is a require- 
ment, it may be desirable to select either a G P  or  hybrid airborne com- 
puter rather than a pure DDA. These computer types a re  preferred due 
to the large increase in DDA capacity required to implement rapid align- 
ment equations. Alignment software can be easily implemented (in a G P  o r  
G P  portion of a hybrid) which allows alignment to better than 20 a r c  sec in 
less than 26 min time. 
which will allow the same alignment accuracy in less  than 16 min time. 
2.2 STUDY RESULTS 
Possibly, alignment software can be implemented 
This subsection summarizes the study results obtained and developed 
in Sections 3 through 7. 
without method or justification. The analysis methods, simulation techni- 
ques used, and evaluation of results are presented in detail in the appro- 
priate sections later in the report. 
It is intended here to document the findings only, 
2- 1 
2.2. I System Performance Analysis 
The total system (SIRA, airborne computer and software) was 
evaulated for a 2 x 3 matrix of SIRA (PICA'S straddling thrust axis; SAP's 
on body axes; SAP's straddling thrust axis) and airborne computer (16 bit, 
10,000-cps DDA; 24 bit, 10-msec GP;  21 bit, 20-msec CP) configuration 
combinations. 
injection trajectory a s  in Phase I for ease of comparison, and it includes 
the instrument e r ro r s  due to a conservative strapdown environment. 
results of these system performance analyses a r e  shown in Table 2-1. 
The system performance was evaluated using the same 
The 
21 bit. 2O-maec 
GP 
It is to be noted that the injection accuracy is relatively insensitive 
to SIRA instrument orientation ( 1 . 5  fps ( 3 4  injection e r ro r  difference), 
and that either the 16-bit DDA or 24-bit G P  performs equally well, including 
both software and computer hardware errors .  The increased SIRA er ror  
4868 h 12.5 f p s  5375 a 13.9 fps 
1485 M 3.8 mlscc 1639 AA 4.2 mlsac 
in the Phase II instrument orientation (PIGA's and SAP's straddling thrust 
axis in pairs) is a result of the excitation of additional mass unbalance 
terms. 
be expected to be typically small. 
This effect is both trajectory and g- level dependent, but it may 
Table 2- 1. System Performance Analyses Results 
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2.2.2 Instrument Analyses 
The complete nonlinear mathematical model of the SAP a s  derived 
during Phase I was simulated on a digital computer. 
digital simulation was to check the validity of linearization assumptions 
made to facilitate hand analysis during Phase I, and to investigate the 
existence of any unmodeled e r ror  sources. 
The objective of the 
i 
The nonlinear SAP simulation was  subjected to both step inputs of 
varying amplitude and sinusoidal inputs of varying amplitude and frequency. 
It was found that the nonlinear mathematical description reproduced the 
results of the linear mathematical description to four and sometimes five 
significant figures. This key result both validated the Phase I analysis and 
allowed the use of an existing TRW linear transfer function computer pro- 
gram for the evaluation of instrument loop rectification performance in the 
presence of sinusoidal or random inputs on multiple axes. 
The rectification program was run for normalized power spectral 
density (PSD) inputs out to 2,000 cps, and the integrated e r ro r  drift rate 
effect plotted versus frequency for each rectification e r ror  source. This 
valuable set of plots allows the determination of instrument rectification 
response to any shaped PSD without further computer runs. 
Three new SAP e r ro r  sources due to fictitious coning (unequal 
instrument frequency responses and phase shifts) were found and evaluated 
in Phase 11. These sources do not appreciably affect SAP performance. 
Due to the linearity validation in the SAP simulation, it was not 
necessary to simulate the similar PIGA. 
and valid. 
2.2.3 Airborne Computer Analyses 
The Phase I results a r e  sufficient 
The attitude reference and velocity transformation software developed 
in Phase I was refined and programmed in interpretive routines which 
allowed the simulation of airborne computers of variable word length and/or 
speed. Both DDA and G P  computers were simulated. The results of these . 
simulations together with additional analyses allowed the separation and 
evaluation of e r ro r  sources due to both software (truncation, commutativity , 
etc.) and computer hardware (roundoff, quantization, etc.) 
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The simulations of a GP airborne computer were evaluated and 
interpolated in order to allow the selection of two candidate airborne com- 
puters for use in the system performance analyses. 
(24  bit, 10 msec) was chosen as contributing negligible e r ror  compared to 
the SIRA, and the other (21 bit, 20 msec) was chosen as contributing 
approximately the same er ror  as the SAP'S. The performance of the two 
candidate GP 's  is presented in Table 2-2,  and includes both software and 
computer hardware significant e r ro r  contributions. 
One candidate machine 
Table 2-2. Candidate GP  Er ro r  Performance 
Er ro r  Source 
Slewing Truncation E r r o r  
Coning Truncation and 
Commutativity 
Roundoff 
Quantization 
RSS 
Equivalent Drift E r ro r  (deg/hr) 
24-bit, 10-msec G P  
0.0115 
0.0100 
' 0.0030 
0.00 10 
0.0 156 
21-bit, 20-msec GI  
0.046 
0.040 
0.029 
0.002 
0.0675 
The simulations of a DDA computer showed that quantization of the 
PIGA outputs is a major e r ro r  source. It was seen that increasing DDA 
word length and speed is not in itself sufficient to achieve adequate per- 
formance. 
in order to take advantage of the faster speed. 
operating €or many cycles between velocity pulses with no input. 
The velocity quantization must be reduced as speed is increased 
Otherwise, the DDA is 
The present MSFC PIGA quantization is 0.05 mps/pulse. In order 
to achieve reasonable performance ( 1. 5 fps ( 3 4  total velocity injection 
error)  it will be necessary to reduce PIGA quantization to 0.0125 mpslpulse 
at least. 
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This improvement yields satisfactory performance in conjunction with a 
16-bit, 1~,OO~-cps DDA, and it was incorporated in the system perform- 
anc e analys e s. 
During the Phase 11 computer analyses, it was decided that the 
Phase I DDA design capable of handling only a 1.4 deg/ sec nominal vehicle 
rate was unrealistic. 
or better nominal capability with input buffers to handle rates up to 
60 deg/sec for  short periods. 
The Phase I1 results reflect an increase to 12 deglsec 
Simulations of three velocity transformation methods were evaluated 
during Phase 11 (using direction cosines present at beginning or end of 
velocity accumulation interval; direction cosines at middle of velocity 
accumulation interval; direction cosines averaged at beginning and end of 
velocity accumulation interval). 
in e r ror  performance was gained with the use of either average direction 
cosines or  the direction cosine values at the middle of the accumulation 
interval. 
of a velocity accumulation interval, it is for precisely this reason that a 
DDA requires smaller velocity quantization than a GP. 
from the averaging improvement available to a GP. 
2.2.4 Alignment Analyses 
It was found that significant improvement 
Since a serial  DDA must use the direction cosines at the end 
It cannot profit 
During Phase 11, four methods of alignment software implementation 
were evaluated. 
Kalman; variable gain filters) were programmed in a complete alignment 
simulation involving direction cosine update, 99 percent wind sway, etc. 
Significant improvement was achieved over the Phase I constant gain align- 
ment in the alignment time required in the presence of 99 percent winds 
by means of a software change. 
by setting in an initial average direction cosine matrix obtained by filtering 
the SAP and PIGA outputs for 3 to 4 min prior to initiation. 
alignment was initiated using the identity matrix for the starting direction 
cosines. This software refinement achieves better than 20 a rc  sec align- 
ment accuracy in 26 min a s  o.pposed to one hr using the identity matrix 
met hod. 
Three of these methods (constant gain; white-noise 
The Phase 11 software initiates alignment 
In Phase I, 
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The results of the white-noise Kalman filter and variable gain filter 
simulations were unsatisfactory in that no significant improvement over 
the constant gain method in alignment time was seen. For this reason, 
a fourth method was investigated using a narrowband Kalman filter, but 
only the filter itself was simulated in order to examine convergence pro- 
perties. 
sway i s  approximately sinusoidal and is near a known frequency. 
method offers an improvement to 16 min alignment time if the frequency 
and characteristic oscillation actually experienced do not differ greatly 
from those assumed in the Kalman filter design. 
The design of the narrowband Kalman filter assumes that the 
This 
2.2.5 Airborne Computer Implementation Studies 
Based upon the results of the airborne computer analyses and the 
alignment analyses, several hardware implemenations of the airborne 
computer were examined. These implementations consisted of DDA's 
employing several kinds of memories, G P ' s  as discussed in the Phase 1 
Final Report, and a hybrid DDA-GP in which the attitude reference equa- 
tions a r e  solved in the DDA portion, while the velocity transformation 
and alignment equations a r e  solved in the G P  portion. 
The desire to implement the rapid alignment software developed in 
Phase 11 places stringent requirements upon a DDA. 
puting elements is greatly increased by this software change. 
ble, therefore, to select either a GP o r  hybrid DDA-GP for the airborne 
computer, where the alignment software may be simply implemented in 
the GP portion. The salient characteristics of the candidate computers 
studied are shown in Table 2-3. 
The number of com- 
It is desira- 
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3. PERFORMANCE ANALYSES 
3.1 INTRODUCTION AND SUMMARY 
This section presents the results of the flight-error analyses per -  . 
formed during Phase 11. These e r ro r  analyses represent a refinement of 
those accomplished in Phase I (see Reference 1, Section 3) based upon the 
detailed instrument analyses (Section 4) and airborne-computer analyses 
(Section 5) performed during Phase I. 
Phase I assertion, that computational and computer e r ro r s  can be made 
small with respect to hardware e r ro r s ,  w a s  valid. 
In general, it is shown that the 
The performance analyses performed during Phase I1 were accom- 
plished for a 2 x 3 matrix of SIRA airborne-computer combinations. Both 
the Phase I instrument configuration (gyros on body axes, accelerometers 
straddling the thrust vector) and the Phase I1 instrument configuration 
(both gyros and accelerometers straddling the thrust vector in pairs) have 
been analyzed for performance in conjunction with three candidate- 
airborne computers (16-bit, 10,000-cps DDA; 24-bit, 10-msec GP; 21-bit, 
20-msec GP).  The total system e r ro r  model for either instrument con- 
figuration operating with either the DDA or  24-bit G P  gave a 3u-velocity 
e r ror  of 3.5 m/sec or  less ,  Either instrument configuration operating 
with the 21-bit G P  gave a 3cr-velocity e r ro r  of 4.2 m/sec or less. 
3 . 2  TRAJECTORY 
In order to provide ease of comparison with the Phase I results, the 
Phase I trajectory w a s  used for the Phase 11 e r r o r  analyses. This trajec- 
tory was  generated by TRW based upon a reference trajectory supplied by 
MSFC during Phase I. 
the MSFC trajectory in Reference 1, Subsection 3.1. 
The TRW trajectory is defined and compared to 
3.3 INSTRUMENT CONFIGURATION 
The instrument orientations used' in the e r r o r  analyses a re  defined 
in Figures 3-1 and 3-2. 
instrument orientation, it can be seen f rom inspection of Table 3-2 
While no attempt was rnade to determine optimal * 
that 
* 
Analyses (U), 
Table 3-2 is in the Confidential Annex, "Annex of E r ro r  Models and 
TRW Document No. 05 128-6002-R7000. 
3-  1 
Gyro Orientation 
xb R o l l )  
0 
Accelerometer Orientation 
xa t n. 
y. 
‘b 
Figure 3- 1. Phase I Instrument Orientation 
Accelerometer and Gyro Orientation 
x. + Xb @ U L )  
I 
Figure 3-2. Phase I1 Instrument Orientation 
3 - 2  
there is little difference in the performance of either configuration with 
respect to velocity e r r o r  (approximately 0.5 m/sec, 3 u )  on this trajectory. 
This result is substantiated by the results of another study for MSFC by 
TRW in which several orientations were evaluated on another trajectory. 
Primarily, the difference between instrument orientation perform- 
ance arises due to gyro mass unbalance terms being,excited in the straddle 
configuration. The magnitude of this effect would be trajectory and g-level 
dependent, but is probably small. 
3.4 SYSTEM PERFORMANCE 
The total system-error model, including instrument e r ro r s ,  soft- 
ware e r ro r s ,  airborne-computer e r ro r s  and alignment e r rors ,  was input 
to the TRW generalized error-analysis program for evaluation on the 
selected trajectory. 
a re  presented in this subsection. 
The results of these system-performance analyses 
3.4.1 E r r o r  Modeling 
The instrument hardware e r r o r  models used in these analyses a re  
identical to those used in Phase I. 
summarized in Table 3-1. The instrument e r ro r s  due to the strapdown 
environment a re  developed in Section 4 and applied to the hardware e r ro r  
model in Paragraph 3.4.2. The software and airborne-computer e r ro r s  
a re  developed in Section 5, and summarized in Table 3-2. 
e r ro r s  a r e  developed in Section 6 and summarized in Table 3-1. 
The instrument e r r o r  models a re  * 
* 
* 
The alignment 
J. .I. 
3.4.2 Numerical E r ro r  Models 
This paragraph is contained in the Confidential Annex, "Annex of 
E r ro r  Models and Analyses (U)," TRW Document No. 05128-6002-R7000. 
3.4.3 Results 
The detailed injection e r ro r s  obtained by propagating the numerical- 
e r ro r  models of Paragraph 3.4.2 through the injection trajectory a re  
presented in Table 3-2. The total injection e r ro r  is summarized in 
Table 3-3, however, for the 2 x 3 matrix of SIRA airborne-computer 
combinations. 
* 
.I ?. 
See Confidential Annex 
3-3 
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4. INSTRUMENT ANALYSES 
4 . 1  INTRODUCTION 
This section presents the results of analyses performed on a single- 
axis-platform (SAP) during Phase I1 of the Body-Fixed Three-Axis Refer- 
ence System Study, 
was to digitally simulate the SAP equations of motion (derived during 
Phase I; see Reference 1, Section 7)  in order to accurately determine 
rectification errors .  
tion and to supplement coning studies performed during Phase I. 
The main obje'ctive during the Phase I1 SAP analyses 
A secondary effort was to inspect SAP loop opera- 
Subsection 4 . 2  summarizes the Phase I1 work efforts; the remainder 
of this section is subdivided into four basic subsections: 
4.3 SAP Digital Simulation (MIDAS)-Time Domain 
4.4 Digitally Determined Rectification Errors  -Frequency Domain 
4 . 5  Transient Characteristics of SAP Loop 
4.6 Fictitious Coning Phenomena 
The f i rs t  of these subsections presents the methods and results of 
digitally programming the complete nonlinear differential equations of the 
SAP. 
ferred to a s  MIDAS (Modified Integration Digital Analog Simulator). By 
means of this simulation the SAP is shown to operate as a linear device, 
Both step and sinusoidal inputs a r e  utilized to demonstrate this linear 
property. 
A description of the program is provided. This program is re- 
The establishment of the SAP linear operational characteristics per- 
mitted use of another digital program known as the Dr i f t  Rectification 
Program. In the second subsection this program is described. Evaluation 
of each of the drift rectification e r ro r s  that were determined in Phase I 
is repeated. 
ized form (power spectral densities). 
In addition each of these e r ro r s  is also presented in a normal- 
The third subsection presents some particular results of the MIDAS 
simulation that pertain to marginal loop stability. 
time histories a r e  shown that reflect root locus characteristics. 
Graphs of SAP response 
4- 1 
The overall system (SIRA) coning studies presented in Phase I a r e  
This supplemental material per- supplemented in the fourth subsection. 
tains to SAP contributions to coning er rors .  
shown to ar ise  when two separate SAP channels have different phase and 
gain characteristics. 
These contributions a re  
4 . 2  SUMMARY AND CONCLUSIONS 
A digital program was designed to simulate a time domain mode of 
operation for the SAP. 
presented. Two forms of excitation were employed, step and sinusoidal. 
The results of the program verify that MSFC-SAP operates in a linear 
mode. This linearization is demonstrated by two means: Firs t ,  the r e -  
sponses to step inputs matched those of a linear system; and second, it 
was verified that the nonlinear SAP loops summing junction inputs and out- 
puts compare numerically to those of the linearized summing junctions. 
A second digital program was developed to calculate rectification 
A detailed description of the program is later 
e r r o r s  that occur in a linear system. 
detail. 
to either sinusoidal or  random power spectral density excitations. Both 
responses a r e  normalized; however, an explanation is provided to show 
how responses to shaped PSD inputs may be obtained. 
response magnitudes a r e  shown to have exact correlation to those obtained 
from the time domain solution (MIDAS). 
The program is later explained in 
This program provides a means for determining e r ro r  responses 
The sinusoidal 
The SAP e r ro r  terms c 3  through e 8  from Phase I, as well as  three 
have been calculated by the rectification e r ro r  10’ ‘11’ €12’ new terms E 
program, and a re  presented in Table 4-1. 
vided for both the drift coefficients (normalized sine responses) and the 
accumulated random integrations (described in Subsection 4.4) .  These 
latter responses pertain to power spectral densities (PSD) that a r e  con- 
stant valued to 40 cps. 
for extensions of the PSD through 2000 cps. 
Numerical values a r e  pro- 
Curves a re  presented in Subsections 4.4 and 4.6 
A low magnitude oscillatory mode of operation of the MSFC-SAP is 
pointed out. 
restoration associated with step e r ro r  torques acting about the SAP 
Graphs a r e  presented which demonstrate the SAP torque 
4- 2 
gyro-output axis and SAP input axis. 
to oscillate through several cycles with considerable relative overshoot. 
A root locus plot that was.presented during Phase I serves to explain these 
characteristics . 
These restoration torques a r e  shown 
An analysis is provided which clearly shows that fictitious coning 
effects attributed to the MSFC-SAP a r e  negligible. This analysis includes 
a description of the fictitious coning phenomena, a s  well as two examples. 
First ,  two versions of a typical example involving torque motor back 
emf a r e  presented. 
about the output axis of two different SAP'S is provided. 
Second, a case induced by angular vibrations acting 
The e r ro r s  that 
e IO' 11' and E 12 shown in Table 4-1. result a r e  6 
The analysis conducted during Phase I1 serves to partially upgrade 
The upgrading re- 
The PIGA e r ro r  
the SIRA e r ro r  model that was presented in Phase I. 
flects digital calculation of the SAP e r ro r  model only. 
model from Phase I is assumed to remain intact. 
alignment is studied in Section 6 .  
The SIRA package 
4 . 3  SAP DIGITAL SIMULATION (MIDAS)-TIME DOMAIN 
During the Phase I study activities, the equations of motion of a SAP 
To determine performance e r rors  these equations were derived in detail. 
were linearized. 
linear version of these differential equations. Specifically, the version 
of the equations that is used reflects the nonlinearities that usually occur 
in Eulers' rigid body equations. 
The Phase I1 efforts a r e  premised on utilizing the non- 
These equations omit products of inertia. 
The method selected to digitally simulate these nonlinear equations 
employs a standard TRW utility program commonly known as  MIDAS 
(Modified Integration Digital Analog Simulator). 
of obtaining digital solutions on an IBM 7094 computer fo r  systems of 
differential equations by using conventional analog computer techniques, 
It features the use of floating point arithmetic and a variable step-size 
integration routine. 
scaling problems usually associated with analog usage. 
MIDAS provides a means 
These features eliminate the amplitude and time 
4- 3 
Table 4-1. Drift  Rate  Er rors  and Causes  
' 6  
'7 
b 
Rectification due t o  inputs 
of m2 and *I 
Rectification due to inputs 
of L,' andm3 (Le' are W 
and YULA activated by vibra 
t ion inputs) 
3 
Rectfficatlon due to inputs 
friction torques or mss 
unbalances excited by vibra 
Of Lpe' Md W3 (Lpe' are 
tion) 
Rectification due t o  inputs 
of tu2 and u, (different 
propsgntion through loop 
than e3) 
Rectification due +a inputs 
of Le' and 'g (different 
propagation through loop 
than e)&) 
Rectification due to inputs 
of L~.' Md u) (different 3 
propagation .throwh loop 
than e,) 
due to 211% gain w i a t i m  
Ficti t ious coning error 
betvem SAP channels 
Ficti t ious coning error dun 
to 211% gain variation and 
2115 damping between SAP 
channels 
output axis f i c t i t i a u  
&a Yariatiarr 
coniDg error dru to g d b  
BIfi COEFRCIEAT 
Cu - same am Clo 
different nmerical  
values 
NlMERICAL 
normalized) 
IIUE, de& 
0.162 
0 .m 
0.00375 
0.044 
7.5 x 
1.25 x IOs5 
0.0143 
0.075 
0.01 
0.02 
-5.0 x 
0.03 
0.03 
0. W52 
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The program employs operational elements (adders, integrators, 
multipliers, etc. ) that a r e  familiar to analog computer programmers. 
These elements serve as building blocks. 
cedure consists of essentially the following four steps: 
The basic programming pro- 
(1) Draw analog block diagram 
(2) Draw MIDAS block diagram using program operational 
elements 
(3) Write program by listing operational element and its 
particular inputs 
(4) Complete program by writing additional information 
pertaining to 
0 System constants specification 
0 
0 Desired input-output information 
m Plotting information. 
Program system parameters (variations to "constant") 
In order to furnish an insight into the programmed SAP equations a 
simple spring-mass-damper problem will be used to demonstrate the 
MIDAS techniques. 
applied to the following system: 
The procedure prescribed by the above four steps a r e  
MX+ B?+ KX = 0 ,  x ( 0 )  = A 
k ( 0 )  = 0 
Step 1 
(4- 1) 
4- 5 
*r 
I' 
Step 2 
Step 3 -
Element Number 
1 
2 
3 
4 
5 
4. 
7 
8 
9 
Ope rational Element 
ADD 1 
DVD 1 
ITG 1 
. I T G 2  
M P Y  1 
MPY 2 
FIN 
HDR 
END 
Element Inputs 
MPY1, MPY2 
ADD1, M 
DVD 1 
ITG 1 
-BY ITG 1 
ITG 2, -K 
IT, F T  . 
T, XT, XDqT 
IT, ITG 2, ITG 1 
Step 4 
CON M, -By -K, FT, A 
PAR None 
DATA (values corresponding to C@N; assumed for example) 
- 2 . 5  -15.0 2 . 0  1.0 
PLaT None 
The operational elements a r e  appropriately chosen from a wide 
variety that a r e  available. 
Table 4-2. 
{Reference 2). 
example are defined in this table. 
The total selection of elements is shown in 
This table is reproduced from the programming guide 
Each of the nine operational elements utilized in the above 
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Table 4-2. Summary of Elements 
SW 
IWOLVER 
A 
A 
A 
A 
it A dt + IC 
LLm/ c outpdt 
output aOutput 
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Table 4-2. Summary of Elements (Continued) 
nm SPACE 
AND CAlg  
FKICTION 
PINISH 
IIIITW~ coimrrm IC 
* -  I 
I A ' > O  B > O I z O  B < O / A < O  D < O  
OGtpUtl : 1.0 . I 0.0 0.0 
f A C 0  B < O  I A > O  I B > O  
2 0.0 1.0 1.0 
f (A ) .  Linear ln'wrpolntlon; data for every 
case. 
f ( A f .  Lihear interpolation; data for  f i r o t  
p e e  only. 
f ( A ) .  Qusdratfc interpolfition; data for 
pyary cane. 
f ( A ) .  Qundratlc interpalatien; data for 
ffret casc only. 
Bee text. 
Stops COPqUtatfOU vhen A 2 B, poet pmceoe 
data tmnsfcr on option. 
1 to 6 items/caml. Data for first caee ody.  
1 to 6 items/cclrd. Data f o r  every case. 
1 to 6 itema/card. fron-zcm IC's for 
every caee. 
1 to 6 items/ccrd. Provideo tit les far 
the readout. 
1 to 6 i t e m s / c a r ~  
be printed. 
Specifies i t e m  to 
Signif ies  the cad o f  the 6 y 3 b O l k  pmzryn. 
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Table 4- 2. Summary of Elements  ( Continued) 
WAxPlcH n m v i u  
O? IKPM;RATION 
XMIMi  1 m v a  
OF INTEGIIATIOlJ 
IT -.- Current value of. the fndcpwident vericblc.  
m --- 0.2 units  of the independent variable, 
uaually t b ,  unlcos otlionrisa given on 
a @I{ or PAR cad .  
-6 .-* 10 unless o t h e n l s c  given on a @N or 
PAR card. 
m m  
IHTEGRATION OPT103 6PTIdN.j --- Specifier a non-etandard integration o?tion I' 
4- 9 
With these concepts in mind the programmed SAP configuration is 
introduced. The block diagram representation is shown in Figure 4- 1. 
This diagram essentially reflects three differential equations: one that 
mathematically simulates torques acting about a SAP input axis, another 
simulating output axis torques, and a third representing the SAP servo 
function. 
However, it is to be noted that the first two of these particular dif- 
ferential equations a re  not the linearized input-axis and output-axis equa- 
tions derived in Reference l. Those equations were shown in Reference 1 
to be represented by a simplified block diagram that is repeated here in 
Figure 4-2, Instead of the linearized version of the torque equations, a 
form that was  derived earlier in Reference 1 is used as the basis for the 
MIDAS simulation in Figure 4-1. In particular the input and output equa- 
tions from Reference l that a r e  employed in the simulation a r e  the following: 
L~ = L; + L~ == I (az e) + (ol t e ~ ~ 9 ( W ~  - eWi)  
[ Y  - * ]  
= L' + Lpa == LxP Pe 
. - I w - p2 - e) w3 PY 2 3 
L ( 8 )  = F(s)B(s) 
Pa 
w = W  - 8  
1 X P  
2 Y  P Z  P 
3 Y  P P 
w = w  cos 0 t w sin 8 
w = w  s i n 8  - wZ cos 8 
(4- 3) 
(4-4) 
(4- 5 )  
4-10 
I 1  
7 
1 
I 
1 
I 
1 
1 
I 
I 
I 
1 
I 
1 
I 
r--:------ 
I 
t 
1 
I 
Y 
U 
a, 
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! 
Figure 4-2, Simplified Block Diagram 
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The differential equation associated with the servo function, F( s ) ,  
was reduced to a third-order system rather than the true fourth-order sys- 
tem that was designed by MSFC. 
which has negligible effect on simulation. 
numerical integration is eliminated during computer operation. 
primary expense of using the MIDAS program is integration routines, a 
considerable computer cost savings was obtained at essentially no loss of 
accuracy. 
A pole acting at  6000 rad/sec was deleted 
By lowering this order,  one 
Since the 
The programmed equation (in frequency domain form) was 
In MIDAS differential equation form Equation (4-8) appears a s  
+ A28 t A 3/0 dt t l J 9  d j =  blips t b2Lpa 
t b g l  Lpa dt  t b2f lL  Pa dt  
where 
Al =,i= 
= l r 2  
1 2'a 
.A2 =-2+'lrZ 
r2 
2'a 1 
r2 =1 
A 3 z - t -  
1 
bl =7 
9192 
(4-9) 
(4-9a) 
(4-9b) 
(4-9c) 
(4-9d) 
(4-9e) 
(4-9f) 
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The complete MIDAS program that is associated with the block dia- 
gram in Figure 4-1 is shown in Figure 4-3.  Two decks of program cards 
have been prepared. 
allow only sinusoidal forms of the five forcing functions, w 
and La. The second deck is prepared to process only step function fo rms  
of these same inputs. Although Figure 4-1 indicates an additional form of 
excitation, i.e. random, the necessary subroutines to accomplish this have 
not been actually included in the program. 
One has input constants already programmed so as  to 
wz,  Lpe, Le, Y' 
A typical computer output sheet for the SAP is reproduced in 
Figure 4-4. The program plotting information and particular input data 
that a r e  associated with the SAP computations a r e  shown in Figure 4-5 .  
These plots were presented in Reference 3 and some of them wi l l  also be 
shown later i n  this report. 
The step-input configuration served two basic purposes. It was 
originally used to check out the SAP/MIDAS program and later provided a 
means for obtaining transient responses of the SAP. 
these two functions the step input configuration aided in establishing the 
degree of linearity to which the SAP operates. 
linearity is essential to the verification of the assumptions and results of 
the rectification e r ro r  analyses performed in Phase I. 
In conjunction with 
The establishment of the 
To supplement the verification of a linear mode of operation, sinusoi- 
dal forcing functions were applied. These excitations were selected so as 
to represent the rectification inducement of the e r ro r  term listed as e 3  in 
Reference 1. The following Table 4-3 is extracted from Reference 3 and 
provides a summary of the step and sine input cases performed. 
The linearity of the SAP can be demonstrated by inspecting the input 
and output magnitudes of the two major summing junctions in Figure 4-1. 
In each case the inputs consist of several signals, some of which are linear 
and the rest represent nonlinear signals. Also, in each case the output i s  
a single signal. 
sum of the linear signals at each summing junction. 
that the nonlinear signals a r e  negligible, but further substantiates that the 
mathematical expressions representing these junctions a re  indeed the 
linearized input-axis and output-axis equations (see Reference 1). 
following graphical and numerical comparisons will serve to demonstrate 
this linearity for both junctions. 
It remains to show that the output signal i s  identical to the 
This not only establishes 
The 
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Figure 4-3. SAP/MIDAS Program (Continued) 
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v , 
4.3.1 
The summing junction at the input axis from Figure 4-1 is magnified 
in Figure 4-6. It may be seen by inspection that the only linear input 
signals (neglecting e r ro r  torques = L" ) a re  L 
Pe Pa  
signal consists of a time rate of change of two linear signals and one non- 
linear signal (Ix - Iz)8w3. 
Figures 4-7 through 4-10. The approximate steady state values of Figures 
4-7, 4-8, 4-9 ,  and 4-10 a r e  respectively- identified a s  
and Hrw2. The output 
To visually inspect these magnitudes note 
or 
4 Hrw2 % 4.36 x 10 dy-cm 
4 L % 4 . 3 6 x  10 dy-cm 
Pa 
J w  + N L  s 0 dy-cm d x 1  
and 9w3 % 0 dy-cm 
Therefore, it can be determined that on an approximate basis 
JxLl - Hri) 5 Lpa - Hra2 
(4- 10) 
(4- loa) 
If Equation (4-5) is used to replace w and both sides of the resulting equ.a- 
tion a r e  multiplied by -1 the time domain equation appears as 
1 
0 0  
Jx(ep - Ax) + HrF) = HraZ - L  pa (4- 11) 
or  by use of Laplace transform notation . 
(4- 12) 
Equation (4-12) may be recognized as  the linearized input-axis equa- 
tion that was derived in Reference l. In order to numerically verify the 
linearity, floating point numbers extracted from the computer run shown 
4-21 
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Figure 4-6. Input Axis Summing Junction 
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!' 
{.-.. in Figure 4-4 may be used. 
arbitrarily selected for  demonstrating purposes. 
in that f igure are entitled in the headings above them. 
The second time interval, 0.002 sec ,  i s  
The enclosed numbers 
The difference 
between L and Hrw2 is Pa 
4 4.484949 x lo4 
1.921858 x- lo4 
- 2.563091 x 10 
4 A simple comparison of this difference to that of "DJWIDT," 1.921699 x 10 , 
indicates a direct relationship until the fifth significant figure. 
cent of deviation of the linearity in this case is 
The per -  
(1.921858-1.921699) x 10 4 x 100 = 0.0083'$0 
1.921699 x lo4 
4.3 .2  Output Axis Summing Junction 
Linearity at the output axis is exhibited in a similar manner. In the 
case of the output axis summing junction, blown up in  Figure 4- 11, there 
is only one linear input signal H w .r 1' 
sion Hr (a1 + Bag). 
shown to be essentially a negligible quantity (when directly compared to 
linear signal magnitudes). 
This signal is included in the expres- 
The magnitude of the nonlinear signal Ow3 has just been 
Therefore it is necessary to show that 
(4- 13) 
This can be substantiated by visual inspection of Figures 4-12 and 
4-13 which represent time traces of the two expressions involved. 
two curves are essentially identical. 
results from substitution of Equation (4-5) for w l ,  and changing signs on 
each term, i.e. 
These 
The linearized output-axis equation 
I (5- & Z ) = Hr(ip.-  wx) 
Y 
; 
i 
or in Laplace notation, 
4-27 
(4- 14) 
' (4-15) 
J-0 
OR 
2 I S 
Y Y e(s) - Hr S Bp (5) = -Hr w (s) + I S o (5) 
LINEAR "OUTPUT AXIS EQUATION" 
Figure  4 - 1  1. Output Axis  Summing Junction 
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The numerical illustration is based on the 0 .005  second time icterval. 
Note again on Figure 4-4 that the magnitudes of the two terms of interest 
3 3 are 3.475825 x 10 and 3.475828 x 10 . Not until the last  significant 
figure does any difference occur. The percent of linear deviation is 
5 3 (3.475828 - 3.475825) x 10 100 = 8. 63 10- yo 
3.475825 x lo3 
The establishment of the linear mode of SAP operation serves two 
important purposes: 
(1) Verification of the Phase I assumptions of linearity. The 
simplified SAP block diagram from Reference 1 is there- 
for representative, see Figure 4-2. 
(2) Permits use of an inexpensive digital program that is 
designed to compute drift rectification e r ro r s  of a linear 
system when excited by either sinusoidal o r  power 
spectral density forcing functions. 
The following section explains this program and applies it to the 
MSFC designed SAP. In that section a correlation between time domain 
and frequency domain solutions further serves to verify linearity. 
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4.4 DIGITALLY DETERMINED RECTIFICATION 
ERRORS- FREQUENCY DOMAIN I 
\ -  
A digital computer program has been developed which determines 
drift rectification e r ro r s  that occur in a linear system due to either sinu- 
soidal or  random forms of excitation. This program, identified as  T R W  
No. AG040-Drift Rectification Program, operates in the frequency 
domain on system configurations expressed by transfer function pole- 
zero-gain characteristics. 
amplitudes and phase angle o r  power spectral density (PSD). 
outputs a re  either a drift frequency sensitive coefficient (identical to a 
sine response) and an accumulated integration of random induced drift 
versus frequency. The type of calculations performed were those demon- 
strated in Section 7 of Reference 1 .  A general description of the program 
follows. 
The forcing functions a re  either sinusoidal 
The primary 
4.4.1 Program Description 
The basic mathematical model that demonstrates a drift rectification 
e r r o r  is shown in Figure 4- 14. The actual rectification phenomenonoccurs 
a s  a result of a time-domain-multiplication (TDM) of two separate vibra- 
tional inputs after they have propogated through different inertial sensor 
servo paths. These paths might reflect alternate passages through a single 
sensor o r  might represent corresponding paths through two different sensors. 
In the case of SAP rectification, such as that treated in Reference 1 ,  the 
case of an alternate passage through one sensor applies. Fictitious coning 
is an example of the case of different sensors (see subsection 4.6, Fictitious 
Coning and Reference 5). 
Although the actual rectification phenomenon occurs in the time domain 
(i.e., TDM), it is often more convenient and useful to express the behavior 
in terms of frequency domain concepts (amplitude, phase, etc.). Such an 
approach was employed (using hand analyses techniques) to deter-  
mine SAP rectification e r r o r s  in Reference 1. To this extent the Drift 
Rectification Program was patterned after the calculations performed in 
that reference. 
As described in Reference 1, the basic task consists of separately 
determining the frequency response of two independent inputs, as each 
propagates through a different transfer function, and then calculating 
4-32 
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TDM 
U 
- 
r(t) x(t) =Average Value of x(t) 
U 
Genera l  Equation - Frequency Response 
(in Rect i f icat ion P r o g r a m )  
i 
Cp (f) = PSD Fourier Transform of 
C (f) = Recti f icat ion Coefficient 
f(t) g(t)  co r re l a t ion  1 
= 1/2 iH(f )  I $(f) COS ( /H(f) - /P(f)  1 
L L 
2 r  SPIN-OUTPUT RECTIFICATION 
- Time Average 
8 3 -  
, 
F i g u r e  4- 14. Rectification Model 
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the product of the two responses. Two types of inputs a re  to be considered: 
both sinusoidal and random excitations. Sinusoidal inputs a re  merely 
amplitudes of two independent inputs and the phase angle between them. 
The random input will be expressed a s  a power spectral density. When 
random inputs a re  being considered the sinusoidal response in a normalized 
form serves as  a frequency sensitive coefficient. 
for each case described above is  mathematically expressed by a single 
equation pertaining to that case. 
The rectification e r ro r  
Several portions of the Rectification E r r o r  Program have been 
borrowed from the TRW utility program, Frequency Response Subroutine. 
This routine was modified to allow the passage through two transfer func- 
tions per case. I t  was also modified to use either a root locus gain o r  a 
Bode gain in calculating the frequency response. A flow diagram on the 
program is shown in Figure 4-15. 
The following subsections describe some of the significant blocks 
shown in Figure 4- 15. 
4.4.2 Built-in Frequencies 
The frequency table will contain a se t  of built-in values of frequency 
at which frequency response will be computed. 
rad/sec,  w i l l  define the low end of the table. 
delimit the upper end of the table. 
frequency values to be input a t  the upper end of the table. 
any part  of the built-in set  to be used o r  a completely different se t  to be 
input over the built-in set. 
0.1 rad/sec to 12,600 rad/sec. 
The first value, 0.1 
The f i rs t  zero value will 
This provision will allow additional 
Also, i t  allows 
The range .of the standard built-in set  i s  
4.4.3 Additional Frequencies 
At values of circular frequency, o near the imaginary part  of any 
of the poles o r  zeros, a more detailed description of a transfer function, 
.G(s), may be desired, particularly if  the real par t  of the pole or  zero is 
small. 
has two entries per additional frequency required. These requirements 
a r e  either: 
For  these frequencies a separate table will be constructed, which 
4-34 
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( I )  A lower value of the range of additional frequencies 
( 2 )  An increment that will be added to produce 13 addi- 
tional frequencies centered a t  the point of interest 
(resonant frequency). 
This table must be constructed, arranged in ascending order,  and 
the entries counted before inclusion with the built-in set  begins. 
This table will be 
Engineering Symbol Program Symbol (Dimension) 
ADFRQ( 100, 2) OA 
For  all poles and zeros compute: 
Center Frequency: (pole or  zero = a + jb) 
(4- 16) 
Increment: (Note: An entry is made only i f  d .05) 
I.i 
w O  
5 =  
Lower Frequency: 
(4- 17) 
(4- 18) 
Thus the kth entry in the table will be ADFRQ(k, 1) = w A and 
ADFRQ(k,Z) = 5 .  These frequencies define the behavior of G ( j w )  in 
regions where phase and amplitudes a re  rapidly changing. 
4.4.4 Modified "Frequency Response Subroutine" 
The modified Frequency Response Subroutine computes the values 
of two transfer functions. 
for given sets a- values of s and s ' ,  where s anL s' a re  Laplace transform 
representations of complex numbers The modification also allows one 
4- 36 
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.tr 
of the transfer functions, say GZ, to be equal only to a pure gain. In 
other words, G, has no poles or  zeros associated with it.  
L. 
The transfer function is given as a ratio of 
that have been factored into products of the roots 
Thus, the transfer function in root locus form is 
two complex polynominals 
of each of the polynomials. 
given as 
n 
In more useful Bode form this equation appears as  
n 
(4-20b) 
where p. and z .  a re  complex numbers and a re  called the poles and zeros 
of the transfer function. 
and Bode gains. 
1 1 
KRL and KB a r e  constants representing root locus 
Values of s that a r e  pure imaginary and have a magnitude o f a ,  i. e. , 
s = 0 t ja, a r e  substituted into the equation for  G and corresponding values 
of G a re  computed by another routine. The resulting values of G are com- 
plex numbers, a magnitude and an angle; the phase angle is represented by 
a. These values of magnitudes and phase angles along with some of the 
input data are used to compute the sinusoidal response. 
Responses 
. - -- ..__- 
Case 1 - Sinusoidal Response 
The equation for the sinusoidal induced e r r o r  is 
(4-2 1) 
4-37 
-_ where lGil is the magnitude of Gi at  the frequency of interest, and (p is 
the corresponding phase angle. 
is the amplitude of sinusoidal motion, 4 represents the phase angle be- 
tween X t  and X2, and Kg is an input gain used to convert the response to 
proper units. 
l KO, XI, X2, and Jr a re  data inputs. Xi 
Case 2 - Random Response 
The equation for calculating the random response is 
N 
i= 1 
Random Response =c @(oi)Cs(wi)bwi (4 . 22) 
The random response is dependent upon the sinusoidal response. 
However, X1 and X2 must be normalized, i.e., set  equal to one, in order 
to obtain the frequency sensitive rectification coefficient, Cs (a), needed 
to calculate the random response. This coefficient is defined as  
CS(") = 'Po 
xlx2 
14-23} 
In place of the sinusoidal amplitudes, X1 and X2, the magnitude of the 
random forcing function, @(w) expressed as a power spectral density at 
each frequency must be specified, 
values of Q(w) that correspond to the added frequencies. These values of 
Q(w) a r e  calculated by interpolation as follows: 
This requires the program to add 
(4-24) 
where @(a) represents the value of the PSD forcing function, and o repre- 
sents the circular frequency. 
The subscripts a re  as follows: 
A - An added value 
L - The last input value used 
U - The next input value to be used. 
4-38 
j . 1 ~ 0  needed are  frequency bandwidths which must be established for 
purpose of integration. The bandwidths Aa are found as follows 
i+l - w 
2 bi = (4 - 2 5a) 
where o is neither the first frequency nor the last. 
bandwidth will tend to center around wi. The first  and last bandwidths 
are the exceptions. The first bandwidth is calculated as follows 
By this method the 
O2 - O1 
2 Aw = 
while the last is 
w - w  n n-1 
2 Aw = 
(4-25b) 
(4- 2 5 C) 
The random response shown in Equation (4-22) will also be referred 
to as an accumulated random integration. It provides random-induced 
rectification e r ro r s  attributed to a power spectrum existing through fre-  
quency 0 . .  
calculations to show the contribution of each element of area to the overall 
area, This is shown as a percent of the total area. 
Also desired as output is a supplementary set  of necessary 
1 
@ (ai) cs (ai) A mi 
Percent of A r e a  = x 100 (4-26) 
In all cases the output is presented versus frequency in cycles per second 
(cps) rather than circular frequency. Tables 4-4 and 4-5 show the pro- 
grammed symbols for input and output data respectively. Figures 4-16 
and 4- 17 show schematically the binary and source program decks. 
4.4.5 SAP Rectification E r r o r s  
A special case capability of the program is to perform the same type 
of calculations that were done by hand in Reference 1, Section 7. 
capability refers to the setting of the second transfer function G2 equal to 
a pure gain. These calculations involved the computation of sinusoidal 
This 
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*IF PLOTTING IS NOT DESIRED 
(1) DON'T USE NOTE CARD 
(2) TAPE CARD INDICATES TAPE NUMBER ONLY 
t , , I I TAPE50 
,/ $ IBSYS 
/END OF FILE I 
1- 
/ NOTE CARD / COL COL COL 
1 8 16 
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1 8 
t t , TAPE I f * 
I 
, I  , , , , ,NOTE USE% NPE CHARTFOR PLOTTING 
COL COL I 
16 31 
50 53 
Figure 4-16. Binary Program Deck 
4-40 
*IF PLOTTING IS NOT DESIRED 
i 
(1) DON'T USE NOTE CARD 
(2) TAPE CARD INDICATES TAPE NUMBER ONLY 
I # I 8 t 
* 
/ $ IBSYS 
/ END OF FILE I 
/DATA DECK 
'I 
/END OF FILE I ll~lllll~~ll 
/SYMBOLIC DECK llllllllllillllll I 
1 
$ IBFTC 
I d 
/-, $ EXECUTE IBJOB I IT 
$ EXECUTE IBSYS 
/TAPE CARD 
1 
COL COL 
1 8 16 
, , , , , NOTE USE 06 TYPE CHART FOR PLOTTING * I 
TAPE CARD FOR PLOTS 
COL COL COL COL COL t 
1 8 16 31 37 
* , * * , * TAPE 50 53 1* 
I I 
Figure 4-17. Source Program Deck 
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Table 4-4. Input Symbols of Rectification Program 
PLS (1, 1) 
ZRS (1, 1) 
NPL (1) 
NZER (1) 
GKRL (1) 
GKB (1) 
KFLAG 
PLS (1, 2) 
ZRS (1, 2) 
NPL (2) 
NZER (2) 
GKRL ( 2 )  
GKB (2) 
KRAND 
PSI 
XI 
x2 
KO 
PHI  
RITE 
PLOT 
$ REDEF@ 
HEAD = H 
HEAD 
FREQ(cr) 
Poles for the first  transfer function 
Zeros for the first transfer function 
The number of poles in the first  transfer function 
The number of zeros in the first transfer function 
Root locus gain for the first transfer function 
Bode gain for the first  transfer function 
If KFLAG is input equal to zero, then the second transfer 
function is considered to be a constant 
Poles for the second transfer function 
Zeros for the second transfer function 
The number of poles in the second transfer function 
The number of zeros in the second transfer function 
Root locus gain for the second transfer function 
Bode gain for the second transfer function 
If KRAND is input equal to one, the program will compute 
both the sinusoidal response and the random response. If 
KRAND is not an  input o r  is an  input not equal to one the 
program will compute only the sinusoidal response. 
Phase angle between the transfer functions 
Amplitude of the f i rs t  transfer function. 
input, the amplitude is considered to be one 
Amplitude of the second transfer function. If X2 is not an  
input, the amplitude is considered to be one 
A conversion factor 
Power spectral density power/cps (i. e., g /cps, w /cps, 
etc.) There should be a PHI input for each frequency used 
from the built-in set of frequencies. 
If RITE is input equal to zero, there will be no printed 
output 
If PLOT is input equal to zero, there will be no plotting 
This card defines HEAD to be Hollerith information 
If Xi is not an  
2 2 
HEAD is the header used on the plots to indicate the case 
title 
cr represents the counting number of the frequencies in the 
*built-in set of frequencies. If FREQla) = 0. 0, this will stop 
all computations after the (a - 1) frequency. If FREQ(a)  = P., 
ehiu will mrnke the, frequency at Q! to ba aquel to p. (Note: 
Frequencies must be in ascending order. ) 
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Table 4-5. Output Symbols of Rectification Program 
Sinusoidal Response 
FREQ (CPS) 
RESPONSE Sinuoidal response 
ANGLE (DG) 
If plot # 0 in input data, there will  be a plot of the sinusoidal response 
versus the log frequency. 
Frequencies in cycles per second 
Difference of phase angles for Gi and G 
degrees (includes input phase angle Q)  
in 2 
Random Response 
FREQ (CPS) 
RESPONSE Sinusoidal response 
ANGLE (DG) 
RAN SUM 
RANDOM 
PERCENT 
DELW 
Frequencies in cycles per second 
Phase angle in degrees 
Running sum of the random response 
Random response within each bandwidth 
The percent each random response contributes 
toward the total response 
The bandwidth of the frequency 
RANDOM The total response, same as the last entry under 
RESPONSE running sum 
If plot # 0 in input data, there will be two plots. 
(1) Sinusoidal response versus log frequency 
( 2 )  Running sum versus log frequency 
Note: (1) If RITE = 0 in input data, results will not be printed 
(2) Input data will always be reflected in printout. 
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drift rates normalized to excitation amplitudes. As previously indicated, 
these normalized drift rates wi l l  hereafter be referred to as drift coeffi- 
cients Ci(w) where the i is indexed to drift e r ro r s  8 
erence 1. These coefficients were denoted in Reference 1 as  ( e  3/i2 2al 3)(a), etc, 
Certain of these coefficients are  further defined to associate them 
through E i n  Ref- 3 8 
to the type of e r r o r  that occurs. Fo r  example C3 may be recognized as 
being induced by angular rates that occur about both the spin and output 
axis of the SAP gyro, 
ification, Rectification associated with C may be similarly defined a s  
SAP Spin-Input Rectification, 
Therefore, it i s  defined as SAP Spin-Output Rect- 
8 
For  demonstration purposes the SAP Spin-Output Rectification is 
selected. 
The transfer function G ( s )  is e / w  ( s )  while the second transfer function 1 2 
G ( s )  is simply unity. The input data sheet is reproduced in Figure 4- 18. 
One page of output data is shown in Figure 4-18A. 
a re  defined in Tables 4-4 and 4-5 .  A graph of the coefficient C3versus 
frequency is shown in Figure 4- 19. This figure was also obtained from 
a computer operation. Figures 4-20  through 4 - 2 4  are  computer plots of 
drift coefficients C through C8 respectively. To obtain a rectification 
e r ro r  due to sinusoidal inputs merely multiply the value of the appropriate 
curve at  the specific frequency by the amplitudes of the two forcing functions 
that a r e  involved. 
The symbolic representation of this is shown in Figure 4- 14. 
2 
The various headings 
4 
4 - 4 . 6  Linearity Verification 
These curves of drift coefficients also serve to verify further the 
degree of linearity of the MSFC-SAP, Since the Rectification Program 
is to be used in conjunction with linear systems only, if its results match 
those of nonlinear MIDAS time domain simulation, then certainly the non- 
linear effects must be negligible. 
Two specific cases are used to verify this matching of linearity 
between frequency domain and time domain solutions. 
refer to the e 3 ,  SAP Spin-Output Rectification condition. 
of interest for the two cases is arbitrarily selected to be 15 cps and 50 
cps respectively. 
negative values of e 
rectification e r r o r  a t  these frequencies is 0.146 deg/hr and -0.0036 deg/hr, 
r e  spec t ively . 
Both cases again 
The frequency 
These frequencies compare to peak positive and peak 
in Reference 1. Note on Figure 4-19  that the drift 3 
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Figure 4-25 shows the SAP-MIDAS simulation results of 
and wz with 1 deg/sec amplitudes. gw3 for 15 cps inputs of w Y 
the signal 
I t  is easily 
ascertained geometrically that the average value between positive and 
negative peaks is 7.1 x 
Figure 4-26 is indicative of a -0.0086 deg/hr e r ro r  for the 50 cps inputs. 
This direct correlation obviously represents an exceptionally high degree 
of linearity. 
4.4.7 PSD Inputs 
rad/sec o r  the same 0.146 deg/hr. Similarly, 
The PSD inputs of vibration that were used in the Drift Rectification 
Program runs were all of flat unity magnitude. 
rectification e r r o r s  for any magnitude of flat PSD inputs may be readily 
obtained by a simple scaling. However, the "accumulated random inte- 
gration" performed by the program further allows these e r ro r s  to be 
computed for any bandwidth (up to 2000 cps at  present). 
3 
Figure 4-27. Note that if  a 40 cps bandwidth is selected, the E 
2 cation e r ro r  for a 0.0005 (deg/sec) /cps PSD would be 
By this normalization, 
The accumulated random integration curve for E is shown in 
rectifi- 
0.0005 x 3 . 1 2  cps= 0,00155 deg/hr 
3 For an "extended environment" pertaining to a 300 cps bandwidth the E 
rectification e r r o r  would be 
The accumulated random integration curve for each of the remaining 
rectification e r ro r s ,  E through E 
4-32 respectively. A summary of the random curves and their associated 
forcing functions is shown in Table 4-6. 
a r e  shown in Figures 4-28 through 4 
If it is desired to obtain approximate rectification e r ro r s  E 
for shaped PSD inputs these curves will also serve that purpose. ' 8  
To demonstrate the method assume that a PSD curve applicable to E 
appears as 
through 3 
3 
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Table 4-6. Summary of Rectification Error Work 
Plotted 
Parameters 
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io*ox 5.0  lo-^ 
I I I f 
0 1  10 100 1000 CPS 
At  the frequency, 1 cps the accumulated random integration to that 
point is 0.0 (from Figure 4-27) .  At 10 cps the normalized accumulated 
error  is 0 .75  deg/hr which corresponds to an e r r o r  induced by the 1 to 
10 cps bandwidth of 
1 .0  x lom4 x (0 .75-0 .0)  = 7 . 5  x 10 - 5  deg/hr. 
Similarly the e r r o r  attributed to the 10 to 100 cps bandwidth is the PSD 
level times the difference of normalized e r ror  values, 
10.0 x lom4 x (4 .25  - 0.75)  = 3 .5  x deg/hr. 
Between the 100 to 1000 cps bandwidth the e r ro r  is 
5.0 x ~ O - ~  x (7.85 - 4.25) = 1.8 x 10-3deg/hr. 
The total e r r o r  would therefore be the sum of the e r ro r s  attributed to 
each bandwidth or  5.4 x deg/hr. 
Obviously the more narrow the bandwidths a re  made to approximate 
true PSD shaping, the more accurate the e r ro r  evaluation will be. A 
good engineering approximation may be obtained by just such coarse band- 
widths since the primary integration is reflected in the curves themselves. 
4-63 
4 . 5  TRANSIENT CHARACTERISTICS O F  S A P  LOOP 
During the Phase I studies, a root locus determination was made of 
the MSFC-SAP configuration. 
and that .plot is repeated here in Figure 4-33 .  
made during Phase I to evaluate transient response o r  determine loop 
stability margins. 
The root loci were plotted in Reference I 
However, no attempts were 
An inspection of Figure 4-33 reveals that a predominant closed loop 
pair of conjugate poles remains quite close to the imaginary axis. 
position implies an oscillatory nature of the S A P  operation. 
is to be expected when employing a gas bearing gyro like the AB-5. 
poles in question obviously propagate from the open loop pair of gyro poles. 
This 
Such a mode 
The 
As is indicated in Subsection 4.3, a ser ies  of step inputs were 
employed to check out the time-domain digital simulation program. 
step inputs also serve to provide a series of transient responses. 
such responses are shown in Figures 4-34, 4-35, and 4-36. 
two figures represent S A P  platform closed loop torquing required to 
overcome two types of input e r r o r  torques. 
electrically applied torque to e r r o r  torques acting on the S A P  gyro-output 
axis. 
about the S A P  input axis. 
e r r o r  torques about the S A P  gyro-output axis. 
These 
Three 
The first  
Figure 4-34 represents the 
Figure 4-35 represents torque resistance to e r r o r  torques acting 
Figure 4-36 portrays float angle response to 
Each of these plots serves to verify the critical location of the con- 
In the f i rs t  two figures jugate pair of closed loop poles mentioned above. 
the torque compensation was induced to travel through essentially three 
cycles of motion before damping out. 
travel through one complete cycle with a high transient peak. 
each of these plots reflects the lightly damped transients associated with 
the above mentioned pair of conjugate poles, i t  should be noted that for the 
assumed 1-gm-cm disturbance torque the maximum float angle that occurs 
is 3.3 x 
essentially no effect on system operation due to the apparent oscillatory 
mode of operation. 
The float angle motion is shown to 
Although 
rad (less than 1 a r c  sec). Such low level motion would have 
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- 
The time domain program did not include such possible nonlinearities 
as float stops, amplifier saturation, o r  torque hysteresis. Considering 
the marginal location of the closed loop poles, a more extensive evaluation 
of the S A P  should be made which would include the above mentioned non- 
linearities. 
tion program, once realistic values to represent them a re  established. 
4.6 FICTITIOUS CONING 
These conditions can be readily adopted by the MIDAS simula- 
The phenomenon commonly referred to a s  coning is closely related to 
the basic technology of a strapdown guidance system. 
was conducted of coning with regard to the MSFC-SAP. 
coning that pertains specifically to S A P  transfer of angular rate information 
is termed fictitious coning. Fictitious coning is, in essence, an e r r o r  in 
the measurement of vibrational angular rotation of a vehicle about some 
fixed axis that is not coincident with either of the three SAP gyro-input 
axes. 
of two e r ro r  inducements: 
Therefore, a study 
The aspect of 
These imperfect measurements generally result from a combination 
e Computer algorithm and sampling 
0 Gain and phase differences between S A P  loops 
The coning e r r o r  induced by computer algorithms was studied in detail 
during Phase I ( see  Section 5 of Reference 1). 
perfect S A P  loops with unity transfer functions, 
The studies were based on 
If any two S A P  transfer functions a re  not identical their outputs will 
This output difference would, in turn, be also differ for identical inputs. 
interpreted by a perfect computer a s  a measure of drift rate about the 
axis normal to the two axes in question for certain forms of excitation. 
To pictorially demonstrate this occurrence, see Figure 4-37. 
The basic mechanism which induces a body to physically cone has been 
shown by Goodman and Robinson (Reference 5) to be oscillatory angular 
rates along two orthogonal axes acting 90 degrees out of phase with each 
other. Mathematically expressed, this true coning motion that occurs 
about a vehicle yaw axis (for example) for excitations about the roll and 
pitch axes is 
(4-27) 
CONING 
SAPS MECHANISM 
.. m DR r - 7  
M I COMPUTER 
JZ,-TRUE VEHICLE CONING RATE - CONING RATE INDICATED BY COMPUTER a, 
filG- CONING RATE INDICATED BY GYROS 
QE--ERROR IN SIRA CONING RATE INDICATION 
e n - o = I FS w2 + 1 SLLpE - (HrS+F)LE 
#. 
% Y Y 
J I SJ+H % + H F  . X Y  r r 
QP 
"X 
.-. GR (5) = Gp (5) =-(s) = 1.0 
Figure 4-37. Fictitious Coning Mechanism 
4- 70 - 
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# 
/' 
where 
= /ai dt i = P(pitch), R(rol1) 9i 
w. = angular rate oscillations 
1 
If such motion was processed by perfect sensors and computer 
no yaw-axis fictitious coning e r r o r  would be indicated. 
path shown in Figure 4-37. However, any nonperfection of this processing 
through the upper path of Figure 4-37 yields a different indication of coning 
motion than the true motion. 
two paths is the fictitious coning error .  
This is the lower 
The difference between the readings of the  
There is an alternate way of interpreting fictitious coning. If the 
two input angular excitations a re  exactly in phase with each other, then 
it can be shown that no true coning motion of the vehicle exists. Without 
presenting mathematical verification, it is obvious that some greater 
degree of true coning will exist for excitations that a r e  phased somewhere 
between zero and 90 degrees apart, It follows, therefore, that even when 
the excitations a re  precisely in phase, but the SAP loops that process 
these motions have phase differences, that an ideal computer would 
interpret these SA.P  signals to represent some degree of coning motion. 
This greater degree is again considered to be fictitious coning. In terms 
of frequency response to sinusoidal angular vibrations these relationships 
may be expressed as 
where 
w. = 
10 
9 =  
#- 
amplitudes of angular vibrations about roll and pitch axes 
phase angle between % and up8 
( jw )  = true coning coefficient LT C 
(4- 2 8a) 
4-71 
( j w )  = fictitious coning coefficient 'FC 
Gi(jw) and C(jw) a r e  SAP and computer transfer functions a s  a e f l n e d  by 
Figure 4-37. 
The remaining work in this section will be based on an ideal computer 
where C( ju) = 1.0 and will only investigate the fictitious coning coefficient 
C,c(jw). 
4.6.1 Firs t  Order Effects 
In the case of the S A P  it can be readily established that, in a first- 
order sense, no gain o r  phase differences exist between S A P  loops. 
Therefore, no fictitious coning exists. An inspection of Equation (7-51) 
from Reference 1 will serve to verify this statement. 
relating S A P  output to four inputs, is presented here for  convenience: 
That equation 
Note that if the forcing functions, 02, L LE and L a r e  independent 
PE' a. 
of the input axis rate wxs then the transfer function between 8 and wx is 
P 
-(s) 9, = 1.0 
wX 
(4-30) 
Since no explicit dynamical properties exist between input rate and output 
rate measurement then no explicit gain or  phase differences exist between 
S A P  loops. 
conditions of unity S A P  loops. 
contributions a r e  attributed to the S A P S  themselves. 
The Gi( s) functions of Figure 4-37 do satisfy the idealistic 
Furthermore, no fictitious coning e r ro r  
This is not to conclude, however, that sensor-induced fictitious 
coning cannot exist in the SIRA. 
effects may well cause subtle differences between S A P  loops. Such causes 
might be friction or torque motor back emf that act abeuL a S A P  input axis. 
The existence of second-order e r ro r  
This phenomenon would appear in L 
angular rate component acting along the S A P  input axis o r  the platform 
rate, 
as a dynamical function oi either the PE 
P' 
-4.6.2 Torque Motor Induced Fictitious Coning 
To demonstrate the approach necessary to determine fictitious 
coning er rors ,  a case is assumed where back emf acts on the input axes 
of two different SAPS. 
in Equation (4-29)  assumes the form 
In this event, the input axis e r ro r  term, I. @(S) 
L ( s ) = D  6 ( s )  
PE E P  
where 
= damping coefficient associated with back emf. ?E 
Neglecting excitations acting along the other two S A P  axes, 
Equation (4 -29 )  is rewritten as 
2 I s DEE, ( s )  
e,(s, = o+) - Y 
J I s3 + Hr2s + HrF(s) 
X Y  
(4-3 1) 
(4-32a) 
or, after rearranging 
JxI 3 t H:s t HrF(s) - (4-32b) bp( s 1 
J I 3 t I D 2 t H:s t HrF(s) 
DE X Y  Y E  
- I  OX 
In order to evaluate Equation (4-32b) it is convenient to define a 
This step permits use of the work new closed loop transfer function. 
performed in Reference 1 and saves considerable computer time. 
new function is 
The 
4- 73 
(4-33) 
.?h 
/' 
! 
where 
Ar - is the transfer function used to determine c8. 
=PE 
By simple algebraic manipulation it can be shown that the following 
equality (from Equations (4-32b) and (4-33) holds true: 
(4-34)  
The numerators of G C L ~  and DE( ip/ LPE ) a r e  identical. Therefore, 
( see  Equation 4-32b). The characteristic 
was determined during Phase 1 to be nominally that of 
the expression for €lP/wx reduces to the ratio of the characteristic 
equations for ep/ L 
equation for '0,/L 
. p~ and G~~~ 
PE 
(4-35) 
The back emf damping coefficient is arbitrarily selected from 
standard catalogs of torque motors having essentially the same properties 
as that indicated for the MSFC-SAP. The nominal value used is 
4 dy-cm DE = 1.356 x 10 
The open loop gain variation that is used is *til percent from the 
nominal KF/Hr. 
ip/ L . ~ ~ (  s) as follows: 
Such variation changed the location of the poles for 
4- 74 
u 
I' 
2 
S 
2.67 x 10 
2054.5 
and 
-11 percent 
( 4 -  3 6 )  
\ /  \ 
S 
2 -10 2 s S 
- 3.33 x 10 s ( + I ) (  1500 f j 1000 + I)(m -t 1) 
- (6.45 c42.9 + 1)(161.9*j660.0 S 
Each of these equations is, in turn, used in conjunction with the 
TRW-Root Locus Utility Program to determine a GCLD(s) from 
Equation (4-33). 
one with t 11 percent open loop gain and the other with - 1 1  percent gain, 
a re  then obtained by employing Equation (4-32b). 
functions that a r e  to be used by the Rectification Program and they a re  
shown in Figure 4-38. 
the Rectification Program. 
The transfer functions for two channels of 6 /ax ( s )  P 
These a re  the transfer 
This figure i s  a reproduction of the input sheet to 
The resulting drift coefficient CFC (see Equation (4-52)) ana accumu- 
lated random integration that is attributed to this fictitious coning condition 
a re  shown in Figures 4-39 and 4-40 respectively. 
that the drift coefficient is a response that is normalized to rotational 
vibratory amplitudes that represent 1.0 deg/sec on each channel. 
Furthermore, the random curve has also been normalized to a 
2 l.O(deg/sec) /cps flat PSD environment. 
Again, it is significant 
r 
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An inspection of these two curves establishes that the magnitudes of 
fictitious coning e r r o r s  a r e  negligible. 
e r ror  in drift rate would be less  than 0.004 deg/hr. 
the worst-case random-induced e r ro r  is  calculated to be 1.63 x 
(0.35 x 0.0005). 
From Figure 4-39 the maximum 
From Figure 4-40 
deg/hr 
The investigation of fictitious coning e r ro r s  was also extended one 
step further. 
coefficient, DE it was also permuted *ti 1 percent. 
open loop gain variation with that of the damping variation was selected so 
as  to provide an apparent worst-case occurrence. 
when gain increase is coupled with damping increase and vice-versa. 
relocated pole positions for this case a r e  shown in Figure 4-41. 
comparing Figure 4-38 to Figure 4-41, that this *til percent damping 
variation has insignificant effect on the pole relocation. 
plots (Figures 4-42 and 4-43) of drift coefficient and accumulated random 
integration further bear out this negligible change. 
identical to those of Figures 4-39 and 4-40. 
Instead of maintaining the nominal value of the damping 
The combination of 
Such a condition occurs 
The 
Note, by 
The resulting 
These plots a r e  nearly 
4.6.3 Output Axis Fictitious. Coning 
An entirely different type of fictitious coning than that described by 
the two previous cases can exist in the SIRA. 
angular vibrations that occur about the output reference axes of two 
This type is induced by 
different SAPS, i. e., w2. This phenomenon can be readily recognized by 
inspection of Equation (4-29). Although the transfer function between 
platform rate 8 and input rate w is unity, there exists definite loop 
dynamics between 0 and the output axis rate w2. 
function form as 
P -  X 
This appears in transfer 
P 
Qp(s) = ' q s )  
J I s3 t Hr2s t HrF(s) 
X Y  
(4-38) 
An ideal computer would receive S A P  pickoff signals without any 
knowledge of the cause. 
only be interpreted by the computer to be of the form 
That is, coning motion of Equation ( 4 - 2 7 )  would 
r 1 
QIG(t) = ; [ep ep - e i, 1 
R P pP pR 
(4-39) 
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The effects of fictitious coning due to input axis components of anguiar 
rate have been shown to be small. Therefore, consider the 0 and 6 to be 
only a function of w as reflected by Equation (4-38). 
previously, if the two w components were exactly in phase and the roll 
and pitch axis transfer functions (Equation (4-35) were identical then again 
no fictitious coning would be indicated by Equation (4-39). 
phase and gain differences do exist between loops then as  before fictitious 
coning effects would be interpreted by the computer. To demonstrate the 
possible e r r o r  magnitude the open loop gain associated with 
Equation (4-38) was perturbed *5 db. 
used to determine rectification e r r o r  E 
had already been performed. 
S A P  a re  shown in Figure 4-44.The drift coefficient associated with this 
"output axis" type of fictitious coning is shown in Figure 4-45. 
a maximum value of 0.0 14 deg/hr normalized to 1 deg/ sec amplitudes. 
P P 
As discussed 2 
2 
However, if 
Note that Equation (4-38) w a s  also 
8' so closed loop computer work 
The transfer functions associated with each 
It produces 
random integration is shown in Figure 4-46. 
cutoff the e r ro r  is  0.0052 deg/hr (obtained from computer 
to a unity PSD of angular rate. 
again causes no real  concern. 
At the 
The drift coefficient 
The accumulated 
40 cps bandwidth 
tape) normalized 
This e r r o r  
(sinusoidal response) requires a specific high frequency before being 
excited. 
0.0005 PSD magnitude. 
The random e r r o r  would be negligible when multiplied by the 
As has been indicated, the analysis presented here has assumed zn 
ideal computer such that the coefficient C(s) is equal to 1.0. 
the effects of computer sampling have considerable consequences on the 
determination of true coning that i s  undergone by the vehicle. 
effects a r e  highly dependent on the frequency of the excitations. 
if the excitation frequency is above half that of the sampling frequency 
(100 cps from Phase I) then the excitation effects a r e  folded down, 
tion effects for frequencies below those of the half-sampling frequency a r e  
essentially passed through and contribute to the e r r o r  content as previously 
explained. 
Actually, 
These 
In general, 
Excita- 
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! 
This condition may be both beneficial and detrimental. If only 
fictitious coning is  induced, then high frequency contributions would be 
attenuated and system performance is  assisted. However, if the vehicle 
is actually undergoing high frequency coning, then this true motion would 
also be lost to the computer. 
has been accomplished for specific inputs only. 
are presented in Reference 7. Included in that reference a re  some normal- 
ized curves to determine coning e r r o r  rate in percent of true vehicle coning 
rate based on sample frequencies. 
A rigorous treatment of the case of sampling 
The results of such analyses 
These results indicate that fictitious coning contributes no serious 
error  effects in the MSFC-SIRA. However, these results should not be 
considered conclusive. 
the effects of all possible combinations of open loop gain and damping 
variations. Furthermore, realistic tolerances of these parameters should 
be established as should a true value for the back emf coefficient, DE. 
Also the combined effects of sensor loop characteristics with computer 
sampling properties should be evaluated. 
Further studies should be conducted to determine 
4-87 
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5. AIRBORNE COMPUTER ANALYSES 
5.1 INTRODUCTION AND SUMMARY 
During Phase I, the e r ro r s  due to computer software were evaluated 
analytically (Reference 1, Section 5). 
developed in Phase I was programmed in interpretive routines whereby 
the complete performance of the software in conjunction with various word 
length and speed airborne computers could be evaluated. 
computers simulated included both General Purpose (GP) and Digital 
Differential Analyzer (DDA). 
During Phase I1 the software 
The types of 
Subsection 5.2 summarizes the airborne Hypothetical Computer 
(Hypocomp) simulations of the attitude reference equations as developed 
in Phase I. The results of these simulations resulted in the choice of 
two airborne-computer word length and speed combinations for use in the 
performance analyses (Section 4) and the computer implementation studies 
(Section 7). 
machine achieving a total equivalent drift performance fo r  both software 
and computer of 0. 0156 deglhr, and a less  accurate 21  bit (including sign), 
20-msec machine offering 0.067 deg/hr total equivalent drift performance. 
These choices were a 24 bit (including sign), 10-msec 
Subsection 5. 3 describes and presents the results of a simulation 
of the velocity transformation equations. 
methods of transforming the velocity accumulated in body coordinates to 
inertial coordinates. The results of this simulation showed a definite 
improvement in accuracy can be obtained if either the direction cosines 
present a t  the middle of the body-velocity-accumulation interval, o r  the 
average of the direction cosines present at the beginning and end of the 
body-velocity-accumulation interval a r e  used for the transformation. 
This simulation evaluated three 
. 
Subsection 5.4 summarizes the interpretive simulation of various 
register length and speed DDA's f o r  both attitude reference and velocity 
transformation performance. The results of this simulation resulted in 
the choice of a 16-bit register (not inclLzding sign), 10, 000-cps (or faster) 
machine for the performance analyses (Section 4) and computer imple- 
mentation studies (Section 7). This simulation also identified the need 
to improve the PIGA resolution by at least a factor of 4 from the pr 
level of 0.05 mps if the airborne computer selected is a DDA. 
5 . 2  HYPOCOLMP SIMULATION O F  THE ATTITUDE -REFERENCE 
EQUATIONS 
5. 2. 1 Introduction 
A simulation of the attitude-reference equations was performed 
using the Hypocomp computer program. 
lates computations performed by a fixed-point digital computer of 
specified word length. N o  specific computer i s  represented, so that the 
results a r e  only approximate for a particular computer. 
The Hypocomp program simu- 
5.2.2 Algorithms Compared 
Two different basic algorithms a re  simulated. They are: 
e Second-order Taylor series 
e Modified second-order Taylor ser ies  
In addition, both algorithms have optional double -precision accumulation 
of the increments of the direction cosines, so that in actuality four 
different algorithms a re  studied. This choice of algorithms permits the 
comparison of a basic simple method (second-order Taylor series) with 
a more sophisticated method using cofactor calculations and orthogonality 
corrections. 
5. 2. 2. 1 Second-Order Taylor Series (Algorithm 1) 
Aa = -&(A@: + Aa3 2 )alj + ( 4 A c ~ ~ A a ~  + ba3)a2j + (b bcu - ho2)ajj 
= ($Aa3Aa1 f Aa2,alj + ($Aa2&3 - Actl>a2j - $(Aa, 2 + Aa2 2 >a3j 
1 3  2 3 1  
2 j  23 2 3  
3 j  
1 2  2 Aa = (&k~~Aa~ - ba3)alj - z(Acy3 + Acyl )a + (&Aw Acu + bl)a3j 
Aa 
(5-1) j = 1, 2, 3 
i j  i j '  1, 2, 3; j = 1, 2, 3 (5-2) a + h a  i = a =  i j  
Equation (5-2) may optionally be performed in single o r  double 
precision. When double precision is used, the Aa. is calculated in 
single precision and then extended to double precision with zeros. 
1j 
_ -  
! 
,--. A double-right shift is performed to scale the Aaij the same as the a 
and a double-precision add is performed. 
i j  
Only the most precise par ts  
i 
of the a. . a r e  used in Equation (5- 1). In a computer without a double - 
precision add order, the same effect may be achieved by a single- 
precision series of operations in  which the bits, which would be los t  in 
shifting the Aa.. right to scale them the same as the aij, a r e  saved and 
accumulated in storage bins. 
the least significant bits of the appropriate a. 
tained for each a. .. 
5.2.2.2 Modified Second-Order Taylor Series (Algorithm 2) 
1J 
1J 
Overflows from these bins a re  added to 
A separate bin i s  main- 
ij* 
1J 
2 2 a u 2 )  - a12 El = $(l - aU 
2 2 
E3 = 4(1 - a31 - '32 - a332' (5-3)  
2 
I 
4 j = 1, 2, 3 
f 
a a  - 22 - ll 33 - "13"31 a i 
t 
(5-6) 
- 
a23 - a12a31 - alla32 
The terms in the parentheses in  Equation ( 5 - 5 )  a r e  added together 
The result is optionally added to  a in single precision. 
double -precision technique used in  Equation (5-2). 
by the same 
i j 
i 
i 
I 
5-3 
'<' 
1.01 
1.01 2-3 
5.2.3 Scaling 
-. 
Three different sampling rates a re  studied: 8, 32, and 128 cps. 
For the same maximum input rates, the maximum values of the Aai 
and Pa. vary with sampling rate, so  that the optimum scaling varies as 
well. 
scaling, it is necessary to scale the equations for each rate. 
used a r e  shown in the following table. 
1j 
If the higher sampling rates a r e  not to be penalized by nonoptimurn 
The scalings 
1.01 1.01 
1.01-2-5 1.01 2-7 
! 
ai j 
Aai 
Acti 
*ij 
- 
- 
rad - 
Samdina Rate 
8 32 121 cps 
I I 
2-5 
These scalings allow for a maximum input rate of 1 rad/sec or  
57.3 deg/sec and for a nonorthogonality e r r o r  of about 1 percent. 
5.2.4 Sensor Quantization 
The inputs to the above algorithms a r e  the incremental angles Pai 
received from the gyros, This information will, in general, be more 
coarsely quantized than the rest  of the variables present in the computer 
and must be treated separately. The outputs of the Hypocomp drivers 
represent the outputs of ideal, unquantized sensors, which must be 
Because the quantization process takes place quantized to give the Aai. 
in a closed loop containing a n  integrator (the gyro), the quantization 
e r rors ,  Qi, are remembered and carried forward from one cycle to the 
next. The process is as follows. 
Initially, before a run: 
Qi = 0 (5 -7) 
5-4 
For each computation cycle 
A c P i  = Awli + Qi 
= - hi Qi 
The symbol f ] 
y i s  Q times the largest (algebraically) integer less than o r  equal to  
x/Q t 1/2.  
for  different runs. It is a negative integer power of 2 in rad measure. 
means roundoff to a quantum size Q. If y = [ x ] ~ ,  then Q 
Thus 1 Qi I is always less  than or equal to Q/2. Q is specified 
5.2.5 Hypocomp Driver 
5.2.5.1 Driver Equations 
The angular velocity of the vehicle will be specified in the form 
wi = A. + A t + AiQi cos(nit + 'pi); i = 1, 2, 3 (5-9) 
i Ai 
The ideal gyro outputs at time t are: 
(5-10) 
Thus 
ACYL = A A t +  A A t ( t - y )  A t  + Ai[sin(Qit+'pi)- sin(Qit+'pi-QiAt)l 
O i  Ai 
1, 2, 3 i z  
(5-11) 
The coefficients, which a r e  read in as inputs are: 
A constant-angular velocities (rad/sec) 
AA i 
Ai 
'i 
Oi 2 constant-angular accelerations (rad/sec ) 
amplitude of sinusoidal oscillations (rad) 
frequency of sinusoidal oscillations (rad/sec) 
. 
5 -  5 
! 
phase of sinusoidal oscillations (rad) 
'pi 
At computation interval (sec) 
The driver outputs a re  computed in floating point. 
to fixed point, scaled a t  2 . The quantizing operation in Equation { 5-8) is  
next performed. Then the outputs a re  left shifted 3, 5, or  7 binary places 
to scale them a t  r3, 205, or  r7 depending upon whether the sampling 
rate is 8, 32, o r  128 cps, respectively. 
5.2.5.2 Test  Runs 
They a r e  then convertcc! 
0 
The following driver outputs were used: 
Test No. 
1 inree-uds siew - = A = 1 2 ~ ~ 7  deg/sec 
= A = -a deg/sec 2 Three-axis slew A. = Ao2 
3 Three-axis vibration A,. = A2 = A3 = 0.5 deg 
F 
O 3  
1 O 3  
bl 
ol = n2 = R3 = lOv rad/sec 
A = 2n(l - cos 0.5") rad/sec 
O1 
A2, 
v3 
4 Coning 
= A3 = sin 0.5" 
n2 = n3 = 2n rad/sec 
= n/2 
The different runs made using these test inputs a r e  tabulated in Para-  
graph 5.2.6. 1. 
5.2. 5 .  3 Coning Test Runs 
The slew and vibration tests have in common an angular-velocity 
vector with a constant direction in space and, therefore, must be con- 
sidered as special cases. The simplest test case for  which the direction 
of the angular-velocity vector is not constant and for which a closed form 
solution is obtainable i s  that in which an axis of the vehicle moves in a 
circular cone. Therefore, the largest group of runs investigating type 
of algorithm, precision of summation, sampling rate, word length, and 
quantization are made using circular coning about the x axis a s  the test 
motion. 
If p is the coning half-angle and is the coning angular frequency, 
then the angular velocity is 
n(1 - cos s )  
R sin @ cos nt 
R s in  8 cos(nt + n/2) 
(5-12) 
Note that a small constant-angular rate is present on the x axis. 
been introduced to cause the body to return to its original orientation 
after each coning cycle. 
matrix from the identity matrix at the end of each cycle represents an  
error.  
It has 
Therefore, any deviation of the direction cosine 
The driver coefficients for circular coning are 
= o  = Q(l - COS S ) ;  Ao2 - Ao3 
= A  - “A3 = o  
A2 
9 = 0; A2 = 5 = s i n  B (5-13) 
R1 = 0; R2 = Q3 = R 
= n/2 q3 ‘9 = ‘p2 = 0; 
The closed form solution of the direction cosine equation given 
Equation (5-12) is 
2 2 all = s i n  B cos Rt + cos (3 
= - sin 13 cos @(l - cos nt) a12 
53 = - sin (3 sin nt 
2 = - s i n  13 cos ~ ( 1  - cos Rt)cos R t  + s i n  13 s in  nt 
2 2 2 
a21 
a22 = (cos 13 cos (It + s i n  B)COS nt + cos 0 s i n  Q t  
a = (1 - cos B)sin Qt cos Q t  23 
= s i n  B cos ~ ( 1  - cos Rt)sin (It + sin 13 sin at cos nt 
a31 
5-7 
!' 
= cos 13 sin 2 nt + cos 2 Rt .a33 
After each cycle, where t = 2rn/51, [a. . ]  i s  the identity matrix. 
13 
One of the major e r r o r s  affecting the attitude reference in the 
presence of coning motions is the commutativity error .  
caused by the noncommutativity of rotations and the finite sampling rate 
of the system. 
both algorithms assume a constant direction of the angular -velocity 
vector during the sampling period. Therefore, it is convenient to cal- 
culate the e r r o r  analytically so that it may be separated from the other 
e r rors .  As derived in Appendix I ,  the drift rate is 
This e r r o r  i s  
I t  is independent of the choice of algorithm 1 o r  2 since 
3 2 2  - P T B ,  
wD - 12 
F o r  a typical case 
(5-14) 
51 = 1 cps = 2 r r a d / s e c  
T = 1/8, 1/32, 1/128 sec 
p = 0.5 deg = 0.00873 rad 
= 0.246 x 0.154 x loe5, 0.960 x rad/sec 
= 5.07, 0.317, 0.0198, deg/hr 
WD 
5.2. 5.4 outputs 
At each output printout time, the a.. and Aa . .  a r e  rescaled by 
1J 1J 
multiplying by 1.01 and printed out. The scale, skew, and drift e r r o r s  
a r e  also printed out. If an orthonormal vector triad is transformed by 
the matrix the resultant vector triad will not be orthonormal. 
deviations of the vectors from unit lengths a r e  the scale errors:  
The 
(5-15) 
5-8 
t 
The deviations of the angles between pairs of the vectors f rom ~ / 2  rnd  
are the skew errors :  
a a  N el - 21 31 + a22a32 i- a23a33 
'y + a  a (5-16) 
*2 - ylall + a32?12 33 13 
'3 - %la21 + %2a22 -I- ?L3"23 c 
The drift e r ro r s  represent the rotation of the triad a s  a whole a n d  are 
found by designing the inputs so  that the ideal matrix is the identity matrix: 
(5-17) 
5.2.6 Results 
5.2.6. 1 Description of Runs 
The computer runs made are cataloged in Table 5-1. Algorithm 1 
refers to the second-order Taylor ser ies  algorithm and algorithm 2 
refers to the second-order Taylor series with cofactor calculations and 
orthogonality corrections 
and 'tS" refers to single precision. The wordlength is givenin bits including 
the sign bit. Thus if the word length is 18 the least significant bit has the value 
of 2-17, and the maximum roundoff e r r o r  is 2-17. The quantization of the inputs 
is given in bits including the sign bit. Thus, i f  the quantization i s  24, the least  
significant bit has the value of 2-17, and the maximum quantization e r r o r  
is 2-18. The remaining items in the table define the total number of 
cycles, the number of cycles which elapse between each printout, and 
the values assigned to the parameters of the Hypocomp driver. 
'IDt1 ref e r s to double -pr e ci sion accumulation 
5. 2.6.2 Tabulation of E r r o r s  
The nine e r r o r  components at the end of each run a r e  tabulated in 
They comprise the three components each of the skew, scale, Table 5-2. 
and drift e r r o r s ,  in radian units. 
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- 
. un 
1 
2 
3 
4 
5 
6 
- 
“ 
I 
8 
9 
10 
11 
12 
13 
14 
1 5  
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
I_ 
Table 5-2.  Tabulation of Errors 
m.7929-4 -. 8850-4 
-. 1804-2 - 8252-5 - . a44-4 
-. 77074 
-* 7929-4 - 1183-3 
-. 1929-2 
- . 4957 -5 - .229 5 -4 - .1474-2 
-3143-8 
-3143-8 
-2910-8 
-.6165-L 
-. 8077-5 
-.1846-5 
-. 3075-6 
- 3038-7 
-. 9916-6 
-.2451-6 
SKEW 
-. 7929-4 
-. 8850-4 
- ,1804-2 
-. 8252-5 
- -2144-4 
-.7707-4 
-. 7929-4 
-. 1183-3 
-. 1929-2 
-. U2L-5 - . lo474 
-t 4471-3 
-.4957-5 
-.2295-4 - . 1474-2 
-.ll44-9 
.2678-8 
-. 2561-8 
-1233-3 
.9306-5 
.2728-5 
.3w-6. 
.6165-4 
-7706-5 
-1951-5 
J240-6 
0 
7705-5 
0 
-. 7929-4 
-.8850-4 
- a  1804-2 
-.8252-5 - .21&-4 
-. 7707-4 
-* 79294 -. 1183-3 - 1929-2 
-* W24-5 
-.1047-4 
e.4471-3 
-.4957-5 
-. 2295-4 - ,1474-2 
0 
- -1164-9 
-3492-9 
0 
-A0894 
-.7555-7 
.61634 
.7974-7 - .1820-5 
-.1257-6 
0 
.8848-8 
m.1397-8 
-7928-4 
-8615-4 
.8083-3 
8247-5 
-9825-5 
. l4A-3 
,7928-4 
9613-4 
.ll87-2 
*W23-5 
,4629-5 
s5224-4 
-4958-5 
.2229-4 
,1094-2 
-8556-8 
-8615-8 
e85574 
*1372-3 
-6438-5 
* 2424-5 
A731-6 
.13 68-3 
.1348-4 
-1938-5 
.1310-6 
1367-3 
1343-4 
.1876-5 
SCALE - 
.7928-4 
-8615-4 
8083-3 
8247-5 
9825-5 - 1 U - 3  
-7928-4 
,9613-4 
-1187-2 
U23-5 
.4629-5 
5224-4 
-4958-5 
-2229-4 
.1094-2 
.5239-8 
,7625-8 
.7916-8 
-1343-4 
.7993-5 
.loll-5 
.24uc-6 
m13U-4 
-1346-4 
- .lo53 -7 
-.8324-8 
-1343-4 
-.1981-5 
-. 5716-7 
,7928-4 
.8615-4 
.8083-3 
-8217-5 
- 9825-5 
. lwtk-3 
-7928-1, 
.9613-~ 
.1187-2 
. U23-5 
e4629-5 
a52244 
*4958-5 
-2229-4 
-1094-2 
* 5472-8 
-7800-8 
-8382-8 
1371-3 
-1632-4 
2257-5 
,2041-6 
,1368-3 
13 51-4 
1978-5 
.5943-7 
J367-3 
5732-5 
-1877-5 
.4668-2 
* 423 5-2 
-. 2307-1 
- -1903 -2 
-.1903-2 
-.8476-h 
. 4568-2 
-46LJ.-2 
-2924-2 
-.4816-3 
-. 4815-3 
-. 4778-3 
-. 5849-3 
5634-3 
.9208-3 
47 53-1 
*3039-3 -. 9525-1 
,3082-4 
.1894-1 
1898-1 
-1904-1 
0 
e2543-3 
2952-3 
-3127-3 
0 
-8576-4 - ,1204-4 
DRIFT 
.L668-2 
.L235-2 
-. 2307-1 
-.1?03-2 
-.1903-2 
-.8475-4 
.L668-2 
. 45w-2 
-2924-2 
-. 4816-3 
-. 4815-3 
-.4778-3 -. 5859-3 
-. 5634-3 
-9208-3 
03332-4 
4502-3 
1.9247-3 
-.1087-2 
-. 1652-2 
-.1684-2 
- ,2774-3 
-.3198-3 
-. 3612-3 
-.3682-3 
-.6165-4 
- .u7-3 
-.12l4-3 
* 123 5-2 
-.2307-1 
-.lCO3-? 
- .8L,S-L 
-4653-2 
. kSL1-2 
* 292L-2 - . kE15-3 
-. k815 -3 
-.ti7783 
-. 5869-3 
-. 5634-3 
.9208-3 
143 8-5 
-.7761-5 
.1063-4 
0 
-* 4893-3 
9.5495-3 
0.1822-3 
-1541-3 
0 
-.8187-4 
-.U68-4 
0 
0 
0 
/-' 
i 
Table 5-2. Tabulation of Errors (Continued) 
I 
tur 
I 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
w 
42 
43 
44 
45 
46 
47 
48 
49 
50 
5 1  
52 
53 
54 
55 
56 
57 
58 
59 
60 
II 
SKEW 
Y 
.ll48-3 
-.1592-4 
-*1799-5 
-*3033-6 
-. 5937-4 
-. 7635-5 
J923-5 
-.2446-6 
.2152-2 
.2761-4 
.1095-2 
J131-4 
.3160-3 
-3853-5 
-.2255-6 
-. 2708-6 
.2361-6 
-.1205-6 
- .1291-3 
,8061-5 
,1068-5 
3 7 3 - 6  
5737-4 
.77 53 -5 
1925-5 
-3641-6 
.6834-7 
-a23374 -. 2889-5 
-. 1205-6 
8377-3 
1709-4 
8485-4 
.3 609-8 
-.7916-8 
.1204-6 
- .22406 
-7893-7 
-.1513-8 - 9688-7 
-. 1210-6 
-.1326-3 
-. 5306-5 
-.6403-8 
-.2042-6 
1297-3 
-.1621-4 
9724-6 
-e15434 
-.6155-4 
9684-5 
.7101-8 
-. 1183-6 
-* 5489-3 
-.3746-5 
-2350-4 - -2650-5 
2573-7 
-.3602-6 
m.4331-7 
-.1106-7 
-.2019-6 
-.1122-6 -. 2407-6 
0 
- .1164-9 
.5821-8 
.3376-8 
.6985-9 
0 
0 ,  
.1630-8 
.2328-9 
0 
-.ll64-9 - . ll64-9 
-*1455-7 
-.2328-9 
0 
SCALE 
-7061-7 
103 4-3 
-.1282-5 
.1500-5 
-. 5437-7 
.1365-4 
-.9654-5 
-. 1003-5 
-. 1195-6 
.7 525-4 
-. 9672-5 - .4301-7 - .1690-6 
-8329-3 
.2800-4 
.4374-3 
. ll81-4 
1984-3 - 23 58-5 
.1590-6 
9761-7 
.6211-7 
J838-6 
.6316-7 
-6316-7 
.2328-9 
-. 5821-10 
0 
.1596-5 
.8498-8 - 1746 
-. 5722-7 
-.1731-4 
-.1327-7 
-.1795-5 
-.lo194 
-.4267-4 
-. 2815-4 
-. 5835-5 -. 5065-6 
-.1097-3 
-.3709-4 
-.3?09-5 
-. 5387-6 
-4675-2 
.7352-4 
* 5843-2 
.1252-4 
.1290-3 
-2592-5 
-1052-6 
. l8ll-6 
-*4331-7 
-6548-7 
-.1804-7 
-.1048-8 
407 5-9 
-. 5821-10 
- .5821-M 
.8130-6 
.5646-8 
-.ll64-9 
I I 
5-2 1 
7041-7 
14W-3 
97553-5 
.1L36-5 
.1141-4 
-1431-3 
-.4974-5 
-. 1002-5 
-. 2077-6 
*7510-4 
-. 6161-5 
-.W62-7 
-.1688-6 
-3156-2 
-4681-4 
,5684-3 
.1210-4 
-1290-3 
2479-5 
8073-7 
.20456 
-7602-7 
6548-7 
.1024-6 
J196-6 
-1164-9 
-.ll64-9 
0 
.8069-6 
.5w3-8 
0 - 
- 
463 5-5 
-.3347-1 
.1580-1 
.1831-1 
.1895-1 
,1162-1 
* 305 5-2 - .'51C 5-4 
* 2 5 44-3 
,6165-4 
.1071-1 
-4286-4 
.1692-4 
,1916-1 
.1905-1 
* 4778-3 
.3188-3 
-4550-4 
.6622-5 
,1694-1 
-2786-1 - -1670-3 
.1099-2 
-. 2802-3 
.1037-2 
.1902-1 
-3138-3 
* 5307-5 
-1902-1 
*3138-3 
5308-5 
DRIFT 
-.1221-3 
-.3500-3 
- * 53 57 -3 - .1682-2 
-. lh?l-2 
-. 521rO-3 
,255.3-3 
-.1859-3 
-.3408-3 
- .1849-3 
-. 196 5-3 
-.1700-3 
-.1321-3 
-.1291-2 - 1683 -2 
e.3275-3 
-3589-3 
-. 1156-3 
-.1220-3 
-.1611-2 
-.2242-3 
-.4886-3 
m.7525-5 
.3009-6 
8428-6 
-.1691-2 
-.3690-3 
-.1221-3 - .I6 91-2 
-. 3690-3 
-.1221-3 
- . 2 2 ~ - 5  
- .7L 5 9-2 
- . c%?-3 
-. 5317-3 
-.lEl8-3 
.3032-3 
-. 77c5-5 
-.1975-4 
-.1168-4 
-. 52LO-3 
.1926-4 
0 
-. 1264-5 
-. 105 2-2 
-. 1796-3 
-.3458-4 
- ,1029-4 
0 
-. 2227-5 
-. 4494-4 
- -1368-3 
- .9692-5 
-. 2149-4 
-.2047-5 
-.1204-6 - .1311*-3 
-. 6839-7 
-.3900-8 
-.1364-3 
-.6822-7 
-.3842-8 
-. 5.2.6.3 E r r o r  Growth With Time 
In order to study a wide variety of cases a t  a reasonable cost, it  
was necessary to restrict the length of the runs to 6400 cycles. This 
length corresponds to 800 sec at 8 samples/sec, but only 50 sec at 
128 samples/sec. It, therefore, is necessary to find some means for  
extrapolating the results to the mission length by calculating a drift ratc. 
An examination of the results shows some cases which exhibit a random 
walk characteristic (-t”22) and other cases which exhibit a ramp charac-  
teristic (-t). 
roundoff phenomenon i s  considered in detail as in Paragraph 5.2.6.5, 
where it is observed that the basic e r ror  probability density has a nonzero 
mean. 
This phenomenon is understandable when the nature of the 
With a given deterministic driving function two possibilities exist: 
The e r ro r s  due to the nonzero mean average to zero and 
only the random walk e r ro r s  a r e  observed, 
0 
0 The e r ro r s  due to the nonzero mean do not average to 
zero and eventually grow to where they obscure the 
random walk e r r o r  component. 
Which of the two possibilities occurs depends upon the type of arithmetic 
used by the computer (such as sign-magnitude or 2’s complkment) as  well 
a s  the type of driving function. Therefore, until the particular computer 
to be used is simulated exactly, the conservative assumption should be 
made that the e r ro r s  have a ramp characteristic. Therefore, whenever 
a drift rate is calculated in this report, it is done under the assumption 
of linear e r r o r  growth with time. 
5 .2 .6 .4  Interpretation of Results 
In interpreting the results obtained, the following points should be 
kept in mind: 
The Hy-pocomp results may not be exactly the same as 
those of any existing computer. 
Only a small number of cases out of the infinity of 
possible ones have actually been studied so that 
sweeping general conclusions a re  difficult to come to. 
The four principal e r ro r  sources (commutativity, 
quantization, truncation, and roundoff) interact with 
each other and sometimes cancel each other out so 
that the total e r r o r  is zero or small. 
5-22. 
e Previous studies have shown that slight changes in  the 
inputs can cause large changes in the e r rors .  
Therefore, the results should be interpreted with caution and applied with 
engineering judgment. 
Table 5-3 compares single - and double -precision calculations for 
Algorithm 2 with a quantiza- 
The total extrapolated drift 
various word lengths and sampling rates. 
tion of 15 bits and a coning input is used. 
error in deg/hr is given. 
tativity error .  As calculated in Subsection 5.3, i t  i s  5. 07, 0. 317, and 
0.0198 deg/hr for 8, 32, and 128 cps respectively. 
One of the major e r r o r  sources is the commu- 
In Table 5-4, the roundoff-drift e r r o r  has been separated out by 
subtracting the double precision 36-bit word length runs from the others. 
The advantage of the double -precision accumulation technique is clearly 
seen. 
In Table 5-5, the effects of quantization on the total extrapolated 
drift e r r o r  are shown. It is seen that the MSFC quantization of about 
Q = 16 is adequate. 
In Table 5-6, the roundoff-drift e r ro r s  for algorithms 1 and 2 a r e  
compared. In 11 out of 12 cases, the e r ro r  is less  for algorithm 2. 
In Table 5-7, the skew e r r o r s  at the end of the run a r e  compared 
The superiority of algorithm 2 is clearly seen. 
In Table 5-8, the scale e r ro r s  a r e  compared, leading to the same 
for algorithms 1 and 2. 
con clus ion. 
5. 2.6.5 Roundoff Analysis 
An examination of the simulation results for the three-axis slew 
shows that the roundoff-drift e r r o r  grows linearly with time. This 
result was rather unexpected, since previous simulations showed a 
roundoff -drift e r r o r  with a random walk characteristic. The analysis 
to be described was undertaken to study this apparent discrepancy. It 
indicates that the results obtained a r e  correct and come about because 
of the characteristics of the IBM 7094 computer which differ from the 
characteristics of the computers used in previous simulations. There - 
fore, although the Hypocomp results a r e  of value in studying the roundoff 
5-23 
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Table 5-3. Total Drift Error About Coning Axis - Deg/Hr 
Q = 15, Algorithm 2, Coning 
118 
WL = 15 
18 
21 
24 
36 
-
1/32 
WL = 15 
18 
21 
24 
36 
-
11128 
WL = 15 
18 
21 
. 24 
36 
SP 
-8.65 
-
4.08 
4.73 
4.89 
SP -
12.0 
3. 15 
-0.0526 
0.262 
- SP
0.254 
44.2 
, 0.177 
0.0698 
DP 
0.00795 
4.89 
4.90 
4.92 
4.91 
-
DP -
0. 
0.262 
0. 304 
0.322 
0.323 
- DP 
0.  
9.350 
-0.0497 
0.0191 
0.0219 
Table 5-4. Round Off Drift Error About Coning Axis - Deg/Hr 
Q = 15, Algorithm 2, Coning 
* DP -SP -
WL = 15 -13.5 -4.89 
18 - 0.829 -0.0197 
21 . 0.183 
24 - 0.0181 
-0.0111 
0.00622 
DP -SP -1/32 -
WL = 15 11.7 -0.324 
18 2.83 -0.0613 
21 -0.377 -0.0191 
24 -0.0582 -0.00 112 
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[- 
I 
DP -SP -1/ 128 -
W L  = 15 0.232 -0.0219 
18 44.3 0.318 
21 0.155 -0.0716 
24 0.0480 -0.00277 . 
Table 5-5. Total Drift E r r o r  About Coning Axis - Deg/Hr 
W L  =. 24 Algorithm 2, Coning 
118 -
Q =  9 
12 
15 
SP -
4.89 
DP -
7. 19 
4.37 
4.92 
DP -SP -1/32 -
Q =  9 1. 13 
12 
15 
1/128 -
Q =  9 
12 
15 
0.262 
SP -
0.0698 
-0. 172 
.O. 322 
DP -
4. 28 
1. 16 
0.0191 
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Table 5-6. Roundoff Drift Error About Coning A.xis - Deg/Hr  
Q = 15, Double Precision, Coning 
I 
1/8 -
1'8 
WL = 18 
24 
- 
1/32 
WL = 18 
24 
-
11 128 
W L =  18 
24 
ALG 1 
0.0372 
0.0154 
ALG 1 
0.119 
0.0052 1 
ALG 1 
0.207 
0.00542 
- 
ALG 2 
-0.0197 
0.00622 
ALG 2 
-0.0613 
-0.00 112 
ALG 2 
0.318 
-0.00277 
Table 5-7. Total Skew Error, 3 Component RSS, \ RAD 
Q = 15, Double Precision, Coning 
WL = 18 
24 
1/32 
WL = 18 
24 
-
ALG 1 
0.238-02 
0.327-04 
ALG 1 
0.110-02 
0.116-04 
ALG 2 
0.115-04 
0.465-06 
ALG 2 
0.172-04 
0.302-06 
1/ 128 ALG 1 ALG 2 -I 
WL = 18 
24 
0.316-03 
0.387-05 
0.945-05 
0.324-06 
u 
I' 
Table 5-8. Total Scale Error, 3 Component RSS, Dimensionless 
Q = 15, Double Precision, Coning 
1/8 -
WL = 18 
24 
1/32 
WL = 18 
24 
-
1/ 128 
WL = 18 
24 
ALG 1 
0.570-02 
0.915-04 
ALG 1 
0.101-02 
0.210-04 
ALG 1 
0.270-03 
0.429-05 
ALG 2 
0. 193-04 
0.36 1-06 
ALG 2 
0.234-04 
0. 144-06 
ALG 2 
0.148-04 
0.115-06 
er rors  in a general way, it is also necessary to perform an exact 
simulation of the particular computer to be used before the system 
design is frozen. 
Roundoff e r r o r  occurs whenever a multiplication or a right shift 
is performed. 
metic and the exact number involved. 
studied: sign-magnitude and 2's complement. 
The amount of the e r r o r  depends upon the type of arith- 
Two types of arithmetic wi l l  be 
The IBM 7094 Hypocomp simulation uses sign-magnitude arith - 
metic. Two's complement arithmetic, although not precisely what was 
used in  the previous simulations, is studied a s  another case of interest. 
In the previous simulations, hardware and software procedures a r e  used 
to round the results of multiplications and right shifts to the nearest 
value representable in the word length. Since this procedure produces 
a probability density with zero mean, it cannot cause a ramp-drift error ,  
and need not be analyzed. 
The effect of the different possible numbers involved wi l l  be 
treated by representing the e r ro r s  as random processes. Figure 5-1 
shows the roundoff characteristic of sign-magnitude arithmetic and 
Figure 5-2 shows it for 2's complement arithmetic. In both,the rounded 
5-27 
J e 
X X 
Figure 5- 1 .  Sign-Magnitude Roundoff Error 
Y 
X 
e 
X 
Figure 5-2. 2 's  Complement Roundoff Error 
e 
Figure 5-3. Probability Density of E 
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! 
off bits a r e  simply truncated with no hardware o r  software procedure 
to modify the least precise retained bit. In both, figure x represexits 
the original number, y the rounded number, and e the roundoff e r ror ,  
where 
e = y - x  (5-18) 
If xva r i e s  rapidly over its range of values, e will resemble a 
random process with a uniform probability density and a white power 
density spectrum. 
density shown in Figure 5-3. 
Let E be a random process with the probability 
Then the sign-magnitude roundoff e r r o r  
may be approximated by 
-(w-1-s) 
e = -2 E sgn(x) 
and the 2's complement e r r o r  by 
where 
-I. x < o  
sgn(x> = 0 x = o  
1 x > o  
and 
w = word length including sign bit 
s = scaling of x. 
( 5 - 1 9 )  
(5-20) 
(5-21) 
The analysis will be performed for  the second-order Tay-or series 
algorithm with double -precision accumulation. 
Aa.. may be expressed as 
The equations for the 
ZJ 
( 5  -22) 
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where 
CLZCUI = (5-23) 
All of the quadratic terms in Equation (5-23) a r e  subject to roundoff 
error .  Using the notation E(x) for the e r ro r  in x gives 
- ( w - l - s )  
il 4 Eij  sgn(bcr.AcU .); E ( $ & ~ A ~ U ~ )  = 'i j 1 J  
(5 -24) 
i = 1, 2, 3; j = i, ..., 3 
for sign magnitude and 
1, 2, 3; j = i, ..., 3 '(W 1 SIe . i = ij' e = -2 i j  ~ ( 4 ~ a . k . )  = 1 J  
\ 
(5-25) 
for  2's complement roundoff; where the E.. a r e  independent random 
processes similar to G ,  
1J 
The e r ro r  in [A a] is 
-22 - =33 e12 e13 
'12 -33 - 'u "23 
e13 "23 -11 - e22 
( 5  -26) 
It is seen at once that E [Aa] is a symmetric matrix. ' It, therefore, 
produces no drift e r r o r  for either type of algorithm and need be con- 
sidered no further. 
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The matrix multiplication in  Equation ( 5 -  22) must now be annlyzct!. 
Let 
i = 1, 2, 3; j = 1, 2,3; k = l , 2 ,  3 (5- 27) 
for sign magnitude and 
ijk; (2- 1- E(Aw..a. ) = eijk = - 2- 
13 Jk 
i = 1, 2, 3; j = 1, 2, 3; k = 1, 2, 3 (5- 28) 
for 2's complement roundoff; where the eijk a r e  independent random 
processes similar to Q. The e r r o r  in Aaik is 
Since the double-precision case is being analyzed, no further roundoff 
e r r o r s  need be considered and 
E(aik) = E(Aaik); i = 1,2,3; k = 1,2,3 (5- 30) 
Let the direction cosines matrix be considered to be the product of an 
ideal matrix [$I and an e r r o r  matrix [e]. 
[a1 = c m 1  (5-31) 
The drift errors then may be obtained from [e ] .  
(5- 32) 
5-31 
The direction cosine matrix may also be expressed by 
( 
[a] = I;] + Era] (5- 33)  
where E[a] is given by Equation (5-30). 
errors propagate with time, consider two update cycles. 
In order to determine how the 
Ideally: 
[$I2 = [I] t [Ai?] [:I1 ( 5 -  34) 
Actually (ignoring truncation e r ro r )  
From Equation (5- 31), 
'[el = [ilT[al \ (5- 37) 
From Equations (5-34), (5- 36), and (5- 37) 
Extending Equation (5-38) to the general case, the e r r o r  after n iterations 
is 
m=l 
(5-39) 
Let 
5- 32 
(5-  40) 
where 
Then 
3 
i= 1 
from Equations (5- 29) and (5- 30) ,  
The ref0 r e  
for sign-magnitude and 
(5-41) 
(5-42) 
(5-43) 
(5- 44) 
(5-45) 
for 2's complement. Now consider only the mean e r r o r  
1 
(5- 46) 
- = 2 ;  i = 1,2,3; j = 1,2,3; k = 1,2,3 'ijk 
and approximate a by & Then 
(5-47) 
5- 33 
for sign-magnitude and 
for 2's complement. 
Now consider a three axis ramp where 
. w = a ;  i = 1, 2,3 i 
and . 
(5- 49) 
(5-50) 
Then 
a 1 \ - = 1 / 2  + 2/3 cos wot (5-51) - all - a22 - a33,  
A -  f i -  a12 - a23 - i31 = 1 /3  - 1 /3  cos o0t t l/d sin w t (5-52) 
0 
A -   &32 = i13 = 1 / 3  - 1 /3  cos w o t  - 1/ a sin w o t  (5-53) a21 
If Equations (5-51 through 5-53) are  substituted into Equations (5-41) 
and (5-32) is applied to the result, the drift e r ro r s  may be calculated. 
The summation is  very tedious, however, so it wi l l  be approximated by 
assuming that there is a very large integer number of samples per cycle 
of the rotation. Equation (5-40) then becomes 
5-34 
where [a] is the average value of [p] 
,-. , 
f 
(5-55) 
Performing the indicated calculations gives the average roundoff- drift 
error after P cycles as 
- 2-(w-s+1)n sgn(Aa.)* 
T r  1 ’  
i = 1, 2 , 3  - di - --* 
for sign magnitude and 
(5-5 6)  
- 
di = 0; i = 1, 2 , 3  (5-57) 
for 2’ s complement. 
Equation (5-56) is evaluated for several cases  and compared to the 
Hypocomp results 
Case - W - S - n - 
I 18 0.01134 6400 -5 
11 24 0.01134 6400 -5 
III 18 - 0.005 67 6400 -5  
IV 24 -0,00567 6400 -5 
Case Eq. (5-56) Hypocomp -
I -0.148 x lom2 - 0 . 1 7 4 ~  l o m 2  
-0. 2 7 2 x  4 11 -0, 231 x 10- 
III 0,148 x 0.151 x 
IV 0. 231 0, 235 
‘Considering the approximations made in the derivation, the agreement 
seems quite good. 
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It should be noted that Equation (5-57) does not imply zero ro 
,-- , drift e r r o r  for the 2's complement case, but merely zero avt.ragc-rird , 
e r r o r  for an ensemble of runs. 
random walk, and the rms e r ro r  for the ensemble will  not be zero. 
The e r r o r  will have the character (,: 
It should be borne in mind that the above results were obtained ;.,: 
a special case and have little, if any, general application. 
- 
5. 2.7 
Sampling Rate 100 50 CP 5 
Word Length 24 21 bits 
Slewing Truncation 0.0115 0,046 deg/hr 
Coning Truncation and Commutativity 0.0100 0.040 deg/hr 
Roundoff 0.0030 0.029 deg/hr 
Quantization 0.0010 0.002 deg/hr 
RMS 0.0156 0.068 deg/hr 
Conclusions 
1) Algorithm 2 offers considerable advantage over 
algorithm 1. 
Double- precision accumulation provides a worthwhile 
decrease in the roundoff error .  
2) 
3) MSFC quantization is adequate. 
4) An algorithm for the control of cummutativity e r r o r  
such as that presented in Appendix I is  desirable. 
Two candidate computers can be selected from the 
results of Phase I and Phase 11 studies which offer 
different performance levels. 
pling rate of 100 cps and a word length of 24 bits, 
including sign. The second has a sampling rgte of 
50 cps and a word length of 21 bits, including sign. 
MSFC quantization was assumed fo r  both. 
I 
5 )  
The first has a sam- 
The e r ro r s  may be estimated by combining the results 
of Phase I (Table 5- 1 1, page 5-51) with the results of 
this phase. 
the 50-cps case, while the Phase 11 results are inter- 
polated for  both 50 and 100 cps. 
rms  a re  shown in Table 5-9 .  
The Phase I results a re  extrapolated to 
These e r r o r s  and the 
Table 5-9. G P  Computer Selections 
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j, 3 VELOCITY TRANSFORMATION SIMULATIONS 
j, 3.1 Introduction and Scary 
The purpose of this simulation was to provide a means for the 
,-omparison of several strapdown methods of obtaining the inertial velocity 
increments f rom velocity increments measured in  body coordinates. Only 
three methods a re  simulated for comparison in this study, although other 
methods could easily be programmed for  evaluation. 
The velocity transformation methods programmed in  this computer 
simulation are: 
1) the velocity increments in  vehicle coordinates are  
converted to inertial coordinates by multiplying by the 
direction cosines a t  the end of the velocity accumulation 
interval 
the inertial velocity increments are  obtained by multi- 
plying the velocity increments in  vehicle coordinates 
by the direction cosines present at the middle of the 
velocity accumulation interval 
. 
2) 
3) the inertial velocity increments are  obtained by multi- 
plying the velocity increments in vehicle coordinates 
by the average of the direction cosines present at the 
start and the end of the velocity accumulation interval. 
The direction cosines may be maintained by either a first- o r  a second- 
order Taylor ser ies  algorithm, depending on the input variable IFC. In 
the next few sections, the complete simuiation is described and includes 
the input and output format, as  well as block diagrams of the acceleration 
drivers, the vehicle attitude drivers, and the strapdown equations 
mechanized in the simulation. 
Neither computer quantization e r r o r s  nor e r r o r s  associated with the fact 
that the accelerometers are  not all located at the same point were 
considered. 
Only the equation e r r o r s  are presented. 
Of the three velocity transformation methods considered, the best 
method used the direction cosines present at  the middle of the velocity 
accumulation interval to transform the velocity increments from vehicle 
coordinates to inertial coordinates. The second best method used the 
average of the direction cosines present at  the s tar t  and end of the velocity 
accumulation interval. The least  effective method used the direction 
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cosines present at the s tar t  (or  the end) of the velocity accumulation 
interval. 
5. 3. 2 Velocity Transformation Simulation Description 
The difference between the txo best methods was very slig!lt, 
;' - .
The ideal method of computing the inertial velocity increments i s  
continuously evaluate the following integral 
matrix, which relates the inerti,,; I aij 1 However, this is not possible as the 
and vehicle body axes, is available only at  discrete intervals (n A t  sec, 
where At is the computer cycle time). 
as the acceleration vector is not available, The only information 
available about % is ATb 
This problem is complicated more 
( 5 - 5 9 )  
whe re : 
ATb is a velocity vector equal to the velocity increments along the 
roll, pitch and yaw axes as measured by the strapdown 
accelerometers. 
Thus, in order to design an accurate strapdown navigation system, two 
things must be accomplished. 
must be used for maintaining the direction cosine matrix. 
must be developed to accurately compute the correct answer to 
Equation (5-58)." This simulation provides a means of comparing solutions 
to Equation (5-58), and mechanizes the three possible solutions shown 
below. 
An accurate attitude reference algorithm 
Also, a method 
3 
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ATI = [a$ 1 (n t  .5)At Avb 
AvI = [la: 1 (n- 1)At 
( 5 -  60) 
(5- 61) 
(5 -  62) 
A complete block diagram of the simulation i s  shown in Figure 5-4, 
In Paragraphs 5.3.1.1 through 5.3.1.6 the equations used in  each block 
and the input variables required for their mechanization are described. 
The program's input format is described in  Paragraph 5.3.1.7, and the 
output format in  Paragraph 5. 3.1.8. 
5. 3. 2. 1 Variable Initialization 
The first operation is to initialize the variables in  the simulation 
which a re  not a part  of the input format. 
andM, may' not have the correct values f rom the results of a previous 
These variables, such as time 
run 
5.3.2.2 Vehicle Attitude Driver 
The vehicle attitude driver has two options; the option desired being 
designated by the fixed point input variable IFA. 
shown.in Figure 5-5  for IFA = 1, and in  Figure 5-6 fo r  IFA = 2. 
IFA = 1, the vehicle attitude may be (1) slewed at a constant angular 
velocity, (2) slewed at a constant angular acceleration, o r  (3) put under 
the influence of a sinusoidal vibration of any frequency, phase shift o r  
amplitude, When IFA = 2, the vehicle attitude may be slewed at  a con- 
stant angular velocity o r  put under the influence of square wave angular 
vibrations. 
The two options a re  
When 
Thus, the attitude drivers may perform the following tests: 
1) vehicle coning at  any arbitrary amplitude, frequency 
o r  phasing 
vibration tests - in  phase sinusoidal motions 2) 
3) constant slewing tests 
5 - 3 9  
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To Reference Direction Casino 
capputation 
Figure 5-6. Vehicle Attitude Driver (IFA=2) 
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4) constant angular acceleration tests 
5 )  any combination of (1) - (4) 
6) square wave vibration tes ts  
7) a combination of (3) and (6) 
The outputs of the vehicle attitude driver are in the form of angular 
rotation increments (A“l9 Aa2, Aa3) the body mounted gyros would 
.experience in each DDA computation interval At. 
5.3.2,3 Reference Vehicle Attitude Computation 
The reference vehicle attitude computation is performed using a 
This computation method is  second-order Taylor’s series algorithm. 
shown below in matrix notation a s  it is programmed in  the scientific 
sirn~1ation~”Equation (5-59). This mechanization 
rnat&’relationship shown’ in  Equation ( 5 - 6 3 ) .  
- 
al 3 
“23 
a33 
is based on the a.. 
I l J I  
, [ZI] (5-63) 
where 
%, Yb9 Zb are  the vehicle body axes 
XI# YI, Z are  the inertial reference axes 
Fij] is an orthonormal matrix relating the two systems 
I 
1 311 
[ 1 - 0. 5(Aa2  t Aa3)] 2 [Ao3 t 0.5 Aa2Aa1] 1- AruZ t 0.5 Aa! Ace 
4 
(5- 64) 
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5. 3. 2.4 Velocity Transformation Logic 
. - There are three methods for transforming the velocity increments 
measured by the accelerometers to inertial coordinates. 
methods a re  all similar in  one respect; the output velocity increments arc 
multiplied by a 3 x 3 orthonormal mat r ix  
the orthonormal matrix used is the matrix present at the end of the 
velocity accumulation interval; in  the second case (IFB = 2), the direction 
These three 
In the first method (IFB = 1) 
cosines present at the middle of the velocity accumulation interval are 
used: and in  the third case (IFB = 3), the orthonormal matrix is obtained 
by averaging the direction cosines present at the s tar t  and the end of the 
velocity accumulation interval. 
is shown in Figure 5-7. 
dummy matrix aP.. is defined, and it is t h i s  matrix which is used to 
multiply the velocity increments accumulated by the accelerometers in 
vehicle coordinate S. 
The method used to obtain these matrices 
In order to use these three methods easily, a 
I 111 
5. 3. 2.5 Vehicle Acceleration Driver 
The vehicle thrust accelerations simulated in this computer simu- 
lation are the accelerations which would be experienced by the acceler- 
ometers mounted along the %, Yb# and z b  axes (X, x Yb = zb)* 
accelerations simulated a re  shown in  Equation (5 -  65). 
tions include 
The 
These accelera- 
2 A = A  + A  t t A  t 
Yb l Y  2Y 3Y 
2 AZb = AI2 t AZet t Agzt 
where 
(5- 6 5 )  
are  the accelerations along the %, yb, % vehicle axes 
are  constant accelerations along the 3, yb# zb axes 
are  ramp accelerations along the %, yb# % axes 
are  parabolic accelerations along the %,yb* zb axes 
Axb' Ayb' Azb 
Alx' AlyS A1 2 
A2x' A2y* A2z 
A3x' A3y# *3z 
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(FROM THE ATTITUDE REFERENCE 
COMPUTATION) 
(UPDATE TIME AND RETURN 
TO VEHICLE ATTITUDE DRIVER) 
Figure 5-7. Velocity Transformation Logic 
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constant, ramp, and parabolic accelerations along any o r  all of the 
vehicle body axes. Since the accelerations are computed with a sccOr.,;. 
order polynomial, simple acceleration profiles may be simulatcd. pc 
equations mechanized in the simulation are  shown in Figure 5-8. 
5. 3. 2. 6 Velocity Increment Transformation to Inertial Coordinatcs 
%' Yb' The body mounted accelerations a re  simulated along the 
and z body axes, and experience the accelerations described by Equa- b 
tion (5- 65). 
eters are  
Thus, the velocity increments measured by the accelerorn- 
where 
A h h  
2$ Yb, Zb are  unit vectors along the X Y 2 vehicle body axes. 
b' b b 
t2 t2 t2  
= Axbdt, Avyb = A dt, Avzb = J Azbdt 
AVxb Yb 
tl tl 
t2 - tl is the velocity update cycle time in  sec. 
Since the body axes a re  related to the inertial axes by the a.. orthonormal 
matrix, 
1J . 
the inertial velocity increments are  obtained by the following equations. 
A V d  = Avxball t AVybaZ1 t AVZba3l 
AvyI = AVxba12 AVyba22 ' AVzba32 (5- 68) 
AvzI = AVxba13 AVyba23 ' AVzba33 
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FROM THE VEHICLE ATTITUDE DRIVER 
8 
"xb = At [AlX + A2X (t - At/2) + A3X (t2 - tAt + At2/3)] 
"yb = At [AlY + A2Y (t - At/2) + A3Y (t2 - tAt + At2/3)] 
"zb = At [AlZ + A2Z (t - A t b )  + A32 (t2 - tAt + At2/3)] 
VXI 
VYI 
= "xb '11 +"yb a21 +*'zb '31 
= "xb '12 + "yb a22 + "zb a32 I VZI = "xb '13 + "yb '23 + "zb '33 
REFERENCE VELOCITY COMPUTATION I 
TO THE DDA MECHANIZATION 
EQUATIONS 
Figure 5-8. Vehicle  Acceleration Driver 
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In the computer simulation, a dummy matrix aP. i s  used instead of thc 
a.. matrix so any of the three velocity transformation methods may be 
called out. 
1j 
1J 
The inertial velocity is then computed by the below equations. 
Y I  
VyI = V t AV 
YI 
%I = + 
( 5 -  641) 
5.3. 2.7 Program Input Variables 
DELT 
IFA Fixed-point flag for the attitude driver. When 
Attitude Reference Matrix update cycle time in see. 
IFA = 1, a constant, ramp, and sinusoidal angular 
velocity may be applied to any o r  all of the three 
vehicle axes. When IFA = 2, a square wave angular 
velocity motion is applied to any of the vehicle axes. 
Constant angular velocities in rad/ sec experienced 
and z vehicle axes. by the vehicle about the %, yb, 
Constant angular accelerations in rad/ sec/  sec 
experienced by the vehicle about the %, yby zb 
vehicle axes. 
b 
Aoi' A02' Ao3 
AAol' AAoZ' AAo3 
The amplitudes in  rad of the sinusoidal rotations 
experienced about the %, yb, "b vehicle axes, 
respectively. 
Wy w2, w3 
PHIL, PH'I2, PHI3 
The frequencies in rad/sec of the sinusoidal rota- 
tions about the xbY yb, zb vehicle axes, respectively. 
The phase shift in  rad of the sinusoidal rotations 
experienced about the %, yb, Zb vehicle axes, 
r e  spe ctive ly. 
Fixed-point flag for  the attitude reference equations 
used to maintain the direction cosine matrix, When 
IFC is 1, a second-order Taylor's series algorithm 
is used: when IFC is  2, a first-order Taylor's series 
algorithm is used. 
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u- 
IQ 
IFB 
Alx, Aly, Alz 
A2x, AZy, A22 
A3x, A3y, A32 ' 
DELTl . 
IPRINT 
T F  
ws1, ws2, ws3 
Tl ,  T2, T3 
A fixed-point input which is used in the logic fo r  
using the desired velocity transformation equations. 
This input allows the attitude reference equations 
to be updated faster than the velocity transformation 
equations are used. If IFB = 1 o r  3, the velocity 
increments are  transformed to inertial coordinates 
every (IQ) (DELT) sec and DELTl (described below) 
must be input as  this value. If IFB = 2, the velocity 
increments are transformed to inertial coordinates 
every 2 (IQ) (DELT) sec and DELTl must be input 
as this value. 
A fixed-point flag which calls out the desired 
velocity transformation driver. 
velocity increments are transformed to inertial 
coordinates with the direction cosines present at the 
end of the velocity accumulation interval. 
IFB = 2, the direction cosines present at the middle 
of the velocity accumulation interval are used for  
the velocity increment transformation. When 
IFB = 3, the velocity increments are  transformed 
to inertial coordinates by using the average of the 
direction cosines present at the s tar t  and end of the 
velocity accumulation interval. 
When IFB = 1, the 
When 
2 Constant accelerations in f t /sec 
z vehicle axes, respectively. 
3 Ramp accelerations in  f t /sec 
vehicle axes, respectively. 
Parabolic accelerations in f t / sec  
"b vehicle axes, respectively. 
The integration interval for  the vehicle accelerations 
and the time interval for  the transformation of the 
velocity increments to inertial coordinates. 
described in the description of the input variable IQ, 
the input DELTl depends for  its value on the input 
values of DELT and IQ. 
along the %# yb# 
along the %8 yb8 zb 
along the %8 yb8 
b 
4 
As 
IPRINT is a fixed-point input which causes the 
output data to be printed every (IPRINT) (DELTl) sec. 
The program stops when time is greater than 
T F  sec, 
The input rotational velocities for the square wave 
angular motions applied to the xb8 yb# Zb vehicle 
axes, respectively. These inputs are  required only 
when IFA = 2. 
One half the period in seconds of the square wave angular 
velocities applied to  the x b 8  yb, zb vehicle axes, 
re spe ctively. 
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5. 3. 2.8 Program Output Variables 
TIME Time in seconds 
A 
AP 
The three by three orthonormal attitude reference 
matrix. 
A three by three orthonormal attitude reference 
matrix. When IFB = 1, A i s  identical with AP. 
When IFB = 2, A P  lags A by DELT1/2 sec. When 
IFB = 3, AP is the average of the A matrix and the 
A matrix computed DELTl seconds earlier. 
vx1, VY1, vz1 The inertial velocities computed by the strapdown 
system along the XI, YI, 21 inertial &xes. 
VxB, VyB, VzB The integral of the vehicle accelerations along the 
xbi Yb, zb vehicle body axes. 
included only to  checkout the acceleration driver. 
This output i s  
5. 3. 2. 3 Velocity Transformation Results 
Several tests were performed on the three sets of velocity trans- 
formation equations to determine which method was the most accurate. 
These tests were performed on the 7094 computer and were compared to 
results obtained from hand computed analysis. The e r r o r s  of the three 
methods compared to hand computed results a r e  shown in the next 
few tables. 
From the tables, the best methods are  apparently method B which 
uses the direction cosines present at the middle of the velocity accumula- 
tion interval, and method C which uses the average of the direction 
cosines present at the s tar t  and end of the velocity accumulation interval. 
The difference between the accuracy of the two methods is very slight, 
and is not involved in  the decision as to which method should be used. The 
choice of method B o r  C depends entirely on the computer, the available 
computer space, the computer speed, etc. 
Method A, which uses the direction cosines present at the end of the 
velocity accumulation interval, should only be used under extreme com- 
puter storage limitations, o r  in a very fast computer, as it is far inferior 
to method B or  C. 
these results and must be considered before the final choice of the velocity 
transformation may be made. 
The effects of computer roundoff were not included in 
! 
Table 5 -  10. Velocity Transformation Results 
7i = (96 t 2 0 t ) $ ~  ft /sec I o = 5 arc deg/sec )2b 2 
~. 
’ Method 
A t  
(msec) 
At1  
(msec) 
~~ 
5 
5 
5 
5 
5 
5 
5 
5 
10 
10 
10 
10 
10 
10  
10 
10 
0.799 
0. 037 
0.426 
0.019 
1. 12  
0.044 
2. 09 
0.054 
-0. 305 
0.014 
-0.709 
0. 015 
-1.0 
0.061 
-0.947 
0. 151 
- 
5 
10 
15 
20 
A 
B 
A 
B 
A 
B 
A 
B 
Table 5- 11. Velocity Transformation Results 
= (96 t lot2)$, f t /sec , o = 5 kb arc deg/sec 2 -  
. 
*YI 
VPS) 
A t  
(msec) A (msec) Method 
0.108 
0.0525 
1.094 
0.0488 
4. 47 
0.155 
11.37 
0.174 
-0. 372 
0.0022 
-1.46 
0.0443 
-2. a 2  
0. 271 
2.297 
0.951 
A 
B 
10 
10 
10 
10 
10 
10 
10 
10 
5 
10 
15 
20 
A 
B 
A 
B 
A 
B 5 
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Table 5- 12. Velocity Transformation Results 
2 -  - A = 96 ??,- f t lsec w = 5 arc  deg/sec fr, 
L J  
Transformation 
Method 
A 
B 
C 
A 
B 
C 
'A 
B 
C 
A 
B 
C 
A t  
(msec) 
5 
10 
10 
5 
5 
10 
20 
10 
5 
10 
5 
10 ' 
10 
5 
10 
5 
10 
20 
10 
5 
At1 
(msec) 
10 
20 
20 
10 
10 
20 
40 
20 
10 
10 
10 
20 
20 
10 
10 
10 
10 
20 
10 
5 
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0. 0 
0.0 
0. 0 
0. 0 
0. 0 
0.0 
0. 0 
0. 0 
0. 0 
0. 0 
0. 0 
0. 0 
0. 0 
0. 0 
0.0 
0. 0 
0. 0 
0. 0 
0. 0 
0. 8 
0, 0472 
0.0918 
0.00175 
0.00222 
0.1802 
0.3497 
0. 6897 
0.00652 
0.00873 
0.015 
0. 3721 
0.7236 
0.0118 
0.0162 
0. 05 
0.5842 
1.1412 
2.2614 
0.0143 
0.0207 
A Z I  
(IPS) 
-0.202 
-0. 405 
 
0. 00055 
0, 00074 
-0. 3618 
-0.7309 
- 1.469 
0.00433 
0.00591 
0.0015 
- 0. 445 1 
-0. 9135 
0.0134 
0. 0185 
0.066 
- 0. 435 2 
-0.9174 
- 1. 8777 
0.0274 
0.0377 
? 
u 
t 
i 
I 
i 
? 
j 
i 
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! 
i 
, 
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i 
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b 
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5.4 DDA SIMULATION AND ANALYSIS 
5.4,l Introduction and Summary 
This subsection describes the DDA interpretive simulation and 
presents the results of both the simulation runs and hand analysis. Hand 
analysis was required because of the prohibitive cost of running the DDA 
simulation for long intervals of time. Real time in seconds converted 
approximately to simulation time (7094 time) in minutes by virtue of the 
high iteration rate involved in a DDA. 
The algorithm mechanized in the DDA simulation was a first-order 
Taylor' s ser ies  for  attitude reference maintenance and velocity transfor- 
mation. 
direction cosines present at the end of a velocity accumulation interval 
for velocity transformation. 
,improved velocity resolution from the measuring instrument with increased 
computer speed in order to improve accuracy. 
Since the DDA is a serial  device, it is necessary to use the 
It will be shown that this fact implies 
The accuracy results obtained for the DDA which mechanizes a 
simple navigation system a r e  presented in this section for several 
velocity pulse quantizations, gyro pulse quantizations, and DDA computer 
speeds. 
DDA and from hand analyses. The DDA selected, based on these results, 
uses a speed of 10,000 cps with gyro quantization of 2-16 rad, and velocity 
pulse quantization of 0.01 25 M/ sec. 
0.5 M/sec e r ror  (3u) for a velocity change of 11,000 M/sec. 
These results were obtained both by computer simulation of the 
This design apparently will cause a 
5.4.2 DDA Operation 
DDA's a r e  organized in  a manner similar to numerical digital 
computers, that is, they contain input-output, memory, control, and 
arithmetic sections. 
of operations is governed by a program stored in the memory (or a pro- 
gram is permanently wired in instead of having a variable program capa- 
bility) , and the computer exercises but one order a t  a time. 
The same type of equipment is used; the sequence 
* 
However, 
~ * 
All serial  
DDA machines operate in the manner used in the simulation regardless of 
the DDA control method mechanized. 
Some DDAls are also mechanized with a delay line technique. 
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the only two orders available in a DDA a r e  integrate and add. 
variable memory is divided into words called integrators. 
The 
Each DDA integrator consists of two registers which a re  called til,. 
y register and the R register (see the DDA Integrator diagram below). 
Each integrator has two inputs, A X  and AY, each of which accepts incre- 
mental signals in which a 1 represents a one increment increase in the 
variable, a minus 1 represents a one increment decrease in the variable 
and a 0 represents no change. The AY bits a r e  summed in the Y register. 
The AX controls the operation of the integrator a s  follows: when AX is 1, 
the y register is added to the R register, when AX is minus 1 ,  the y regis- 
t e r  is subtracted from the R register, and when AX is zero, nothing 
occurs, 
has the value 1 whenever the R register overflows in the positive direction, 
minus 1 whenever the R register overflows in the negative direction, and 
zero if no overflow occurs. 
The output of the integrator is an incremental signal AZ, which 
The A 2  signal represents the results of inte- 
gration to an accuracy consistent with the inputs. 
summed in another integrator, giving the results 
The A 2  bits can be 
AZ = yAX 
A DDA integrator is shown below in the standard form, as will be 
used in this discussion, 
DDA Inte g rat0 r Symbol 
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For  example, a DDA integrator operates in the following manner: 
1) Y = Y t A Y  
2) if A x  is a positive pulse, 
R = R t Y  
if AX is a negative pulse, 
R = R - Y  
if A X  is zero, 
R remains unchanged 
3) i f R Z  1.0, 
AZ = t 1 pulse 
' R = R - l . O  
i f R  I -1.0 
A Z  = -1pulse 
R = R t l . O  
if IRI < l o o ,  
AZ = 0 .  
R remains unchanged. 
The DDA computer performs all of these operations for each 
integrator in a definite sequence. 
same once the DDA is assembled. 
that it is capable of performing these operations on several integrators at 
However, this sequence is always the 
The primary advantage of the DDA is 
1 
z 
i 
i 
i a very fast speed. 
f 
5.4.3 DDA Scaling 
As described in the previous section, the output of a DDA integrator 
1 1 
i 
is A 2  where I 
f 
i 1 
AZ = YAX 
i Thus, the scaling of the output of a DDA integrator is equal to the product 
of f ie  scaling of the Y register and the scaling of the input variable AX. 
I For  instance, the scaling of a AZ pulse is 10 rad when the scaling of the 
i 
1 
i Y register. is 1..0 and the scaling of the AX input is 10 radians per bit. 
1 
5 - 5 5  
In the DDA design characteristics shown in Figure 5 - 9 ,  the scalir,S 
of the integrators used for the direction cosine maintenance is 
A X  = 2-q rad, A Z  = 20q rad, and the Y register is scaled at  1. 0 with tile 
least significant bit scaled at 2-‘ rad (q is the number of bits in the Y and 3 
registers). The scaling of the integrators used for the velocity transfor- 
mation is A X  = Kl feet/second, A Z  = K1 feet/second, and the scaling of 
the Y register is 1.0 with the least  significant bit scaled at  2-‘ rad. The 
scaling of the accelerometer and gyro output pulses is also Kl ft /sec and 
2-’ rad,  corresponding to the scaling of the A X  inputs used in the 
integrators. 
The accuracy of incremental information is limited to the increment 
value o r  quantization of the input signal. 
than the quantization of binary number representation. 
a link between accuracy and speed which results in a fundamental limitation 
to incremental information. The maximum rate of change which can occur 
in an incremental variable is equal to t$e bit rate times the incremental 
value. 
maximum rate at which bits can be transmitted is 1000 bits/sec. 
2 the max2mum accelerations which can be tolerated is 100 f t /sec o r  
about 3 g’s. 
would be lost. 
This limitation is no different 
However, there is 
As an example, suppose each bit represents 0.1 ft /sec and the 
Then 
If higher accelerations were experienced, this information 
The desired DDA design f o r  the MSFC body mounted study is one 
which can maintain an accurate navigation system when under the influence 
of accelerations as high as 10 g’s and rotation rates per axis as large as 
one rad/sec. 
significant bit is plotted as, a function of the computer speed. 
from this graph, the computer speed increases inversely proportional to ~ 
the DDA quantization in order to measure the same vehicle dynamics. 
In Figure 5-9, the quantization or  scaling of the DDAIs least 
As is evident 
For  the MSFC study, the high rates and accelerations a re  present 
only for a short interval of time, and so it appears a s  if the DDA could be 
designed for rotation rates and accelerations smaller than the expected 
maximum values if a buffer register is used to accumulate the outputs of 
the inertial instruments. In this manner, no information will be lost if 
the design rate is exceeded - provided this high rate is not continued long 
enough to completely fi l l  the buffer registers. However, even though 
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GYRO PULSE QUANTIZATION, RADIANS PER PULSE 
I I i 1 I 1 
2O 2-2 2-4 2-6 2-a 2'10 
ACCELEROMETER PULSE QUANTIZATION, FEET PER SECOND PER PULSE 
Figure 5-9. DDA Gyro and Accelerometer Pulse Quantization Versus 
DDA Computer Cycle Time to Prevent Loss of Information 
i 
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information is not lost, e r ro r s  will occur due to a time lag in processing 
the information. 
i- 
The DDA designs tested on the scientific computer Simulation are 
shown below in Table 5-13. 
5.4.4 DDA Simulation Description 
A block diagram of the complete simulation is shown in Figure 5-10. 
In paragraphs 5.4.4.1 through 5.4.4.5 the equations used in each block, 
and the input variables required for their mechanization are described. 
5.4.4. 1 Variable Initialization 
The first operation of the program is to initialize the variables used 
in the simulation which are not a part of the input format. 
such as time, may not have the correct values from the results of a 
previous run. 
5.4.4.2 Vehicle Attitude Driver 
These variables, 
The vehicle attitude driver has two options: the option desired being 
designated by the fixed point input variable IFA. 
shown in Figure 5-11 for IFA = 1, and in Figure 5-12 for IFA = 2. 
E A  = 1, the vehicle attitude may be (1) slewed at a constant angular 
velocity, (2) slewed at a constant angular acceleration, or  (3)  put under the 
influence of a sinusoidal vibration of any frequency, phase shift o r  ampli- 
tude. 
angular velocity o r  put under the influence of square wave angular 
The two options a r e  
When 
When IFA = 2,  the vehicle attitude may be slewed at a constant 
vibrations. 
Thus, the attitude drivers may perform the following tests: 
(1) Vehicle coning at any arbitrary amplitude, frequency, 
o r  phasing 
Vibration tests - in phase sinusoidal motions (2) 
(3 )  Constant slewing tests 
(4) Constant angular acceleration tests . 
( 5 )  Any combination of (1) through (4) 
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* s 2 = s 2 + 1  
R z = I $ + l  
To Reference Direction Cosine 
Computation 
Figure 5- 12. Vehicle Attitude Driver (IFA=2) 
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(6) Square wave vibration tests 
(7) A combination of (3)and (6). 
The outputs of the vehicle attitude driver a r e  in the form of angular 
rotation increments (.hal, AaZ,  Pa3) the body mounted gyros 
ence in each DDA computation interval At. 
5.4.4.3 Vehicle Acceleration Driver 
The vehicle thrust accelerations simulated in this computer simulation 
are  the accelerations which would be experienced by accelerometers 
mounted along the xb' Yb and Zb body axes. 
a re  shown in Equation (2). These accelerations 
The accelerations simulated 
2 - 
Axb - ' A2xt ' A3xt 
A = A  + A  t t A  t2 
Yb 1 Y  2Y 3Y 
where 
Axb' Ayb' Azb a r e  
' are 
A2x* A2y' A2z a r e  
A3x8 A3y' A 32 a r e  
(5-71) 
the accelerations along the %, Yb, Zb body axes 
constant accelerations along the X,, Yb, Z axes b 
r a p  accelerations along the S8 'b8 b axes 
parabolic accelerations along the Xb, Yb8 Z axes b 
include constant, ramp, and parabolic accelerations along any or all of the 
vehicle body axes. 
order polynomial, simple acceleration profiles may be simulated. 
equations mechanized in the simulation a r e  shown in Figure 5-13. 
Since the accelerations a r e  computed with a second- 
The 
5-63 
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FROM THE VELOCITY TRANSFORMATION LOGIC 
8 
= At [A lX  + A2X (t - At/2) + A3X (t2 - tAt + At2/3)] I "xb 
, I  A l Y  + A2Y (t - At/2) + A3Y (t2 - tAt + A?/3) A1Z + A2Z (t - At/2) + A3Z (t2 - tAt + A?/3) Yb AV b 
REFERENCE VELOCITY COMPUTATION 1 
= VXI +AVXI 
= VYI +AVYI 
= VZI +AVZI 
TO PROGRAM STOP AND 
PRINT OUT CHECK 
Figure 5- 13. Vehicle Velocity Increment Computation 
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5 . 4 . 4 . 4  Reference Vehicle Attitude Computation 
The reference vehicle attitude computation is performed using a 
This computation method is second-order Taylor's ser ies  algorithm. 
shown below in matrix notation as it is programmed in the scientific 
simulation (Equation 5-73). 
matrix relationship shown in Equation (5  -72). 
This mechanization is based on the 
c 
xb 
'b 
'b - 
a l l R  a12R a13R 
a a 21R 22R 23R a 
a31R a32R a33R 
where 
Xb, Yb, Zb a r e  the vehicle body axes 
X , Y , Z a r e  the inertial reference axes 1 1 1  
r 1 
yI 
zI  
is an orthonormal matrix relating the two systems I aij 1 
- [ .ijR] m - 
( 5  -72) 
[l - 0.5 (Paz 2 +AQ3)1 2 [Aa3 t 0.5 A?Aal] [-Aa2 t 0.5 Act 
[- Ahp t 0.5 Au2 Aa3 
L 
5 . 4 . 4 . 5  DDA Gyro-Output ScL-ing 
[l - 0.5 ( Actl t Aa2)] ' J  
(5-73)  
The gyro pulses received by the DDA computer a r e  generated at the 
same frequency the DDA operates. That is, if the DDA operates a t  a 
1000 cps rate, the pulses received by the DDA from the gyros must also 
be at a 1000 cps rate. The pulses which a r e  received by the DDA computer 
5-65 
each represent a definite value of angle rotation, and they a r e  generated 
in either a binary o r  ternary pulse sequence. Both the binary o r  ternary 
pulse sequences may be generated in the simulation, depending on the 
fixed point input JFA. If JFA = 1, a ternary pulse sequence is used; 
if J F A  = 2, a binary pulse sequence is used. 
A binary pulse sequence is a sequence of pulses with either a 
positive K 
zero value. 
a maximum positive rate would be a sequence of all positive pulses, etc. 
The method used for generating the binary pulses is shown in Figure 5-14, 
For  the binary sequence mechanization, a positive pulse is output when 
the gyro is off null in the positive direction, and a negative pulse when the 
gyro is off null in the negative direction. 
torqued back and forth, like a pulse-torqued gyro. 
(scaling of the gyro pulses in rad) a negative K 1 1' but never a 
Thus, a zero rate would be a sequence of alternating pulses, 
By doing this, the gyro will be 
The ternary pulse sequence is a sequence of pulses of value zero, 
tK1, o r  -K 1' 
as shown in Figure 5-15. 
single axis platform gyro mechanization. 
5.4'4.6 DDA Accelerometer Output Scaling 
This pulse sequence is generated in the computer simulation 
The ternary pulse sequence is typical of the 
The accelerometer output pulses received by the DDA computer 
are generated at the same frequency the DDA operates. 
received by the DDA computer' each represent a definite value of velocity, 
and a r e  generated in either a binary o r  ternary sequence. Both the binary 
and ternary pulse sequences may be generated in the simulation, depending 
on the fixed-point input JFB. If JFB #1, a binary pulse sequence is 
simulated; if JFB = 1, a ternary pulse sequence is simulated. 
The pulses 
A binary pulse sequence is a sequence of pulses with either a 
positive CK2 (scaling of the accelerometer pulses, ft/sec), a negative 
CK2m.h.~e, but never a zero value. Thus a zero accelerometer output 
would be a sequence of alternating positive and negative pulses, a maximum 
positive accelerometer output would be a sequence of all positive pulses, etc. 
The method used for generating the binary pulses is shown in Figure 5-16, 
and is the same method used for generating the gyro binary pulse sequence 
(Figure 5-14). 
? 
! 
I 
I 
: -  
i 
! 
i 
i 
Figure 5- 14, Binary Gyro Pulse Sequence Computation 
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I i P 3  
! 
To DDA Attitude Reference Computation 
Figure 5-  15. fernary Gyro Pulse Sequence Computation 
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i 
i 
i 
t 
JFB= 1 0. (F igure  5-17)  
DVYl = DVYl -CK2 
DVY = CK2 
DVZl = DVZl + CK2 
DVZ = - CK2 
I 
)9-1 - CK2 I TO THE DDA EQUATIONS 
Figure 5- 26. Binary Accelerometer Pulse Sequence Computation 
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The ternary pulse sequence is a sequence of pulses of value zero, 
t CK2, o r  - CK2. This pulse sequence is generated in the computer 
simulation a s  shown in Figure 5-17, and is the same method employed for  
generating the gyro ternary pulse sequence (Figure 5- 15). 
5.4.4.7 DDA Attitude Reference Computation 
The DDA simulation mechanizes the attitude reference equations of 
a strapdown system using a first-order Taylor’s series algorithm for conI- 
puting the direction cosines. 
systems is 
The relationship between the two coordinate 
where 
( 5- 74) 
Xb8 Yb8 2 a r e  the vehicle roll,  pitch, and yaw axes, respectively 
X , Y , 2 a r e  the inertial coordinate axes for navigation and 
b 
I I guidance purposes 
[ aij]is the direction cosine matrix which relates the two systems 
shown in Equation (5-74). The first-order Taylor’s series algorithm used 
to update the a,. direction cosine matrix is shown in matrix notation in 
Equation (5-75) and in equation form in Equation (5-76). The DDA simu- 
lation mechanizes the equations shown in Equation (5-76); the DDA mechan- 
ization of these equations is shown using DDA symbols in Figure 5-18. 
1J 
1 ’ 1  - AQ 
. 5-70 
(5 -75) 
e 
).; 
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! 
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! 
where 
a r e  the direction cosines present after the Kth direction 
cosine update cycle 
Pa ,Aa2 a r e  the positive right hand rotation increments about the 
X, Y, 2 body axes, respectively, in the time interval 
between direction cosine computations 
1 
Aa3 
. The integrators simulated in the computer program operate as 
follows: 
(a 1 The values of the AX, AY, and A 2  pulses a r e  scaled 
the same and a r e  of a value equal to the quantization 
of the Y and R registers least significant bit (K1)' 
This also requires the gyro quantization to be equal 
to this LSB quantization value. 
The gyro output pulses a r e  quantized to the LSB 
quantization, and may be transferred to  the computer 
in either of two ways, a ternary or  binary sequence of 
pulses. 
The integrators a r e  simulated by performing the 
following steps for each integrator in sequence, 1 
through 18: 
(1) The first operation is to update the Y registers. 
This is accomplished by adding the AY pulse to 
the value presently in the Y register. 
t AY - 'n - 'n-1 
5-73 
(2) Then the AX pulse is checked for rnagnitwd. 
AX i s  a t 1  pulse, 
E 
If AX is  a -1 pulse, 
If AX is a zero pulse, Rn = Rn,l 
(3) The third and last step is to check the magnitude 
of R,. If R 2 1.0,  then n 
A 2  = t 1 pulse 
Rn = R - 1 . 0  n 
If R I -I8 0 ,  n 
A 2  = ’- 1 pulse 
R = R n t l . O  n 
R = R  n n 
(4) Then the same procedure is followed on the next 
integ rat0 r. 
i 
i 
# 
5.4.4.8 DDPr Velocity Transformation Equations 
The body-mounted accelerometers a r e  simulated along the x.,, yb 
Thus, the velocity increments measured by and zb axes of the vehicle. 
the accelerometers are 
Since the body axes are related to the inertial axes by the a.. orthonormal 
matrix, 
U 
(5 -77) 
the inertial velocity increments a r e  obtained by the following equations 
(as mechanized in the simulation) 
(5-78) 
In DDA notation, these equations a r e  shown in Figure 5-19. These 
DDA integrators a r e  operated in  sequence, 19 through 30, after the 18th 
integrator ope rations a r e  completed. 
5.4.4.9 Attitude Reference Er ro r s  
The attitude reference e r r o r s  of the DDA were computed by 
comparing the reference direction cosines with the direction cosines 
5-75 - 
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computed by the DDA, 
rotation's about the vehicle body axes to align the two matrices. 
These attitude e r ro r s  a r e  defined as the positive 
That is, 
Exb = 0.5 [Zb(DDA) . Yb(ref) - Yb(DDA) . Zb(ref)] 
E 
Ezb = 0.5 (%(DDA) . Yb(ref) - Yb(DDA) . Xb(re€)l I 
= 0.5 [Z~(DDA) .%(ref) - X,(DDA) zb( ref ) ]  (5-79) 
Yb 
These attitude e r ro r s  as described above in Equation 5-79 a r e  computed 
in rads, These attitude e r ro r s  a r e  converted to a rc  seconds by dividing 
by 4,84813681 x lom6, as shown in Equation 5-80 . The e r r o r s  a r e  printed 
out both in radians and a r c  seconds. These attitude e r ro r s  a r e  the e r ro r s  
of the DDA relative to the second-order Taylor's ser ies  attitude reference 
algorithm as  used in a general purpose computer. Thus, the true attitude 
e r r o r s  of the DDA must be computed from a true analytically computed 
direction cosine matrix as the second-order Taylor's series is not com- 
pletely accurate. 
5.4.4.10 
=1 
T2 
T3 
' 6  Exbs = . l o  [Exb/4. 848. . .] 
YbS = l o  [ y b  E /4.848... 1 E 
Ezbe = 10 pzb/4. 848. . . ] 6 
Input Variables 
the periods of the square wave limit 
the%, Yb# Zbaxes t 
(5 -80) 
cycles applied to 
F K  (K1 in the previous discussion) - DDA least  significant bit 
quantization in radians. 
output pulses in radians. 
FK is also the quantization of the gyro 
IFA - vehicle attitude driver flag (fixed point) 
PRINT - output printout cycle interval 
'i - initial DDA integrator Y register values 
5-77 
! 
<- phase shift of the sinusoidal rotations experienced about 
the %, Yb, Zb body axes, respectively 
amplitudes in radians of the sinusoidal rotations 
experienced about the XbJ YbJ Zb axes respectively 
frequencies in radians/second of the sinusoidal rotations 
experienced about the %, YbJ Zb axes respectively 
2 AAO1 constant angular accelerations in radians/ second 
A AOZ] experienced about the Xb> yb# b axes 
AA03 
A01 
A02 } b 
A03 
constant angular velocities in radians/second experienced 
about the Xb, Yb, Z axes 
amplitudes in radians per second of the square wave limit 
cycles which may be applied to the %# 'b, axes b 
T F  - duration time in seconds of the computer simulation 
DELT - time in seconds per DDA cycle 
DELT 1 - time in seconds per DDA cycle 
JFA - DDA ternary or  binary flag (fixed point). Ternary if 
J F A  = 1, binary if J F A  = 2 
ARij - reference direction cosines 
ARTij - initial direction cosines for a new test  case. 
JFB - DDA ternary o r  binary flag for the velocity integrators. 
- quantization level of the accelerometer output pulses in 
(ternary if J F B  = 1, binary if JFB = 1) 
CKZ 
feet per second 
L 
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2 constant accelerations in feedsecond along the Xb, Yb, :::I and Zb body axes 
A1Z 
A2X ramp accelerations in feet/second along the Xb, Yb, and 
A2Y ] Zb body axes 
A2Z 
3 
4 parabolic accelerations in feet/ second along the Xb , 
Yb, Zb body axes 
A3Z 
5.4.4.11 Output Variables 
5 Time - time in seconds 
EXB, EYB, EZB - attitude e r ro r s  (radians) relative to a second- 
order  Taylor's ser ies  attitude reference algorithm 
EXBS, EYBS, EZBS - the above attitude e r ro r s  in seconds of a r c  
I 
f 
AR - the reference direction cosine matrix 
Y ( l )  through Y (18) - the first 18 DDA integrator outputs. These 
outputs a re  listed in the following order, so that the direction 
cosines matrix as computed by the DDA may be easily compared 
to the reference set of direction cosines.. 
i 
VX, VY, VZ - accumulated velocities along the vehicle body axes 
(confidence check of the simulation' s ope ration only) 
t 
I purposes only 
DVXI, DVYI, DVZI - inertial velocity increments (for checkout 
L Y(19) through Y(30) - last twelve DDA outputs. The first nine a r e  
the direction cosines and the last three the inertial velocities 
accumulated by the DDA 
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5 .4 .5  DDA Quantization Er ro r s  
As mentioned previously, the DDA integrators operate as  follows: 
First the Y register is updated with the incoming AY pulses; ifa AX pulse 
is present, the Y register is added to the R register, and if the R register 
has a value greater than one, a 2 pulse is generated. 
A X  R 
AY Y /  
Consider a DDA design for the direction cosine maintenance which 
the AZ, AY, and AX pulses all have the same value of 2-14 rad, and the 
Y and R registers both have the same word length with the least significant 
bit worth Z-14 rad. Since the Y register contains a direction cosine, the 
number in the Y register is 5 one. 
The output of the DDA integrator described is AZ = YAX. However, 
if the R register does not attain a value I 1, the A 2  output will be zero. 
Since the R register accumulates Z YAX until this sum is 2 to the least 
significant bit of the Y register, this is equivalent to having a 28 bit G P  
computer. 
d9 radians. If it may be assumed that the probability density function 
of this quantization e r ro r  {the difference between the real variable and its 
discretized representation in the computer) is uniform between -Z'29 and 
+ZoZ9 o r  between -q/2 and tq/2. The variance of such a distribution is 
given by 
That is, the quantization e r ro r  of the DDA is apparently 
2 
- 12 cr2 - 4 (5-81) 
-",A- ... 
.; c the errors a r e  additive, and independent, the resulting variance at the 
c:ld of n cycles is 
2 2 
Q (n) = n q  /12 
6 After a flight of 600 sec (n = 2.16 x 10  ), 
u (n) = 1 . 5 8  x rad (5 -83) 
The scientific simulation results-of the DDA mechanization a r e  used 
as a means of verifying this computation of the variance of the DDA quanti- 
zation errors .  The simulation results will be a combination of the f i rs t -  
order Taylor's series algorithm e r r o r s  and the DDA mechanization e r rors .  
Since the algorithm errors a r e  known from analytic derivations, the DDA 
er rors  can be easily determined from the simulation results. 
0 .  
5-8 i 
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5 . 4 . 6  DDA Simulation Results 
, .  . The DDA designs presented in Table 5-13 were tested on the 
L 
computer simulation to evaluate their respective accuracies, and SIs,, , 
compare these results with the methods which may be employed on a 
general purpose computer. 
lationare tabulatedin Tables 5-16 through 5-20. The results of these t C s : ;  ~ ,, 
discussed in two parts, the attitude reference results in Section 5.4.6. 
and the velocity transformation results in Paragraph 5.4.6.2. The 
velocity transformation results were obtained by comparing the test 
results with results obtained from computer simulations. . The attitude 
reference e r ro r s  were obtained by comparison of the DDA direction 
cosines with hand computed direction cosines or  direction cos'kes 
obtained f rom a 7094 computer simulation, and a r e  presented in the ncs: 
section using the following definitions. 
. 
The tests which were run on the DDA Sii:,;. 
. 
Attitude Er ro r s  - 
The attitude e r r o r s  a re  obtained by comparing the DDA 
direction cosines (aij) with the true direction cosines 
(bij). The attitude e r ro r s  a r e  defined to be the right hand 
positive rotations about the j body axis {j = x, y, z) which 
would be required to reduce the attitude e r r o r  about this 
axis to zero. 5 .  
r 
/ 
Normality 
The sum of the squares of a row or column of direction 
cosines will equal 1.0 if the direction cosine matrix i s  
normal. If the direction cosine matrix i s  not normal, the 
velocity increments will be transformed incorrectly to the 
coordinate system. The following set  of normality terms 
a r e  calculated in the next sections. . L  
'(5-84) 
5 - 8 2  
. 
'. 
< - a u + a  2 2 2 
3.2 + a13 
2 2 2 
23 
$ - a21 + a22 + a 
= a$l + a2 + a 2 
32 33 
. (5-85) 
3) Orthogonality 
The dot product of two unit vectors in an orthonormal 
coordinate system is  zero. 
the DDA simulation tests will be tested for its orthogonality. 
by computing the following quantities. 
The aij matrix obtained from 
'l2 all '21 + '12 a22 + a13 a23 
( 5 - 8 6 )  
5.4.6.  1 DDA Attitude Er ro r s  
In all of the tests performed on the DDA simulation, constant 
slewing rates were applied equally to  each of the vehicle body axes. 
test was chosen as it exercised the direction cosine computations to the 
This 
full extent, and provided a t  the sbme time an easily computed referent? 
direction cosine matrix Equation (5- 8 7). 
I 
I $ (1 + 2 cos urt) 
I 
'[- (1 * cos w t )  - . a  sin UIt ]  [$ (1 + 2 cos &)] LJ. 1 (1 - cos &) - - 3 .  sin (ut] I : .  3 3. 
(5-87)  
where 
w =  a times the rotation.rate applied to each yehicle axis 
5-83 
L .  
. The tests a re  divided into 4 areas  for the velocity comparison, ;,:. , . .  
into 3 areas for the attitude reference comparison. 
test the DDA accuracy for several DDA word lengths are shown in T ~ L ~ , .  
5-14. Note that tests 2 and 3 will be presented together for  the attitudf 
reference results of the DDA. 
The drivers used 
Table .5-14. DDA Driver Characteristics 
Tes t  
1 
2 
3 
4,- 
\ Body Axis* 
Acceleration 
2 
(ft/sec 1 
~- 
5.0 + 0.lt 
5.0 + 0.I.t' 
5.b + 0.lt 
5.0 + 0.lt 
Yb Body Axis* 
Acceleration 
(ft/sec 2 ) 
20 + t +0.5t2 
- 
2 20 + t + O . 5 t  
2 20 + t 0.25t 
2 20 -t t-+ 0.25t 
'% B A y  Axis* 
Acceleration 
2 
(fusee 1 
5.0 + o.it 
5.0 + o.it 
-- 
Rotation %tr.,*. 
of the Vehtc:? 
(deg/sec ) 
L .  
. .  
I .  
10 a - (Ix + ; + i . .  
Y 2  J3 
* t is time in sec 
+ . A  ** 1 1 1 are unit vectors along the vehicle x, y, z axes. 
XI y3 z 
, 
. .. 
As mentioned earlier,  the attitude reference algorithm used to 
maintain the DDA direction cosines was the first-order Taylor's series. 
In Phase I of the MSFC body-mounted study, a hand analysis of the first-  
and second order- Taylor's series algorithms w a s  performed to ascertain 
their respective e r r o r s  a s  they would occur in a general purpose corn- 
puter (without considering word length a s  a variable). 
, .  
- The results of 
5-84 
/ 
/ 
__ . - _--I -- 
'* 
- 
hand analysis a r e  shown below for the first-order Taylor's series 
,lgorithm, using the above definitions N, 0, E 
hree-axis slew. 
E , and Ez, for's 
X I  Y 
N1 = N2 - 
Per. cycle 
Ex = Ey - 
'12 '13 
angle error = - 
EZ -nA3 
2n I - R  
3 
- 0  = 
23 
A3 
( 5 - 8 5 )  
where 
n is the number of attitude compute cycles 
A i s  the angle increment in  rad about each vehicle 'body axis 
R = t  7 1 t 3 A  
However, this e r r o r  analysis does not apply for the accuracy of ;L 
first-order Taylor's series algorithm when i t  i s  mechanized on a DDA. 
This i s  because the DDA direction cosines a r e  split into two parts; one*- 
half in the Y register and one-half in the R register. The direction 
cosines stored in. the Y register have a maximum value of 1 and arc* 
quantized to 2-K rad (least significant bit). 
ma~mum'va lue .of  2-K rad with the least  significant bit scaled to Z-" :.id. 
Thus, the DDA has an effective word length of twice the word lcng:!i of ~ L I -  
'Y register; however, this advantage is lost when the velocity incrcrn*:-r?:.J 
a r e  transformed to inertial coordir,ates as  only the Y register is u s e * c f  f o r  . 
this purpose. As a result, normality and orthogonality e r rors  a r c  P : C ! ; V : ~ ~  
in the transformation of the velocity increments, the size of which ( : ? * P # * ~ , ! S  
on the quantization of the Y register 2-K rad. 
I 
The R register is  scalc.~! a t  
For  example consider the following case where a general P t ~ ~ P ' ' L T ~ -  
computer and a DDA a re  operating a t  the same speed: The i n i t b l  
5 - 8 5  
direction cosine matrix is the identity matrix, and the output 
the gyros a re  scaled to q rad. 
., I 
The direction cosine matrix of tilc. ,.,: 
. 
,-I. 
\ 
I computer would be 
’< . 
where 
q is the gyro quantization in rad 
n is the number of compute cycles 
After 2 cycles, 
-‘1 1 
2 . 1 - 2q 2 Caijl(,)= -2q 9 
2 
+ s2 -2q + 9 
. . .-, * 
( 5 -  9.1) 
* The DDA output for the same algorithm ,s..ob,ained f i rs t  -y exani- 
ining the way a DDA integrator operates, and then to apply this knowledgc 
to Figures. 5-18 and 5-19. 
- As explained in Paragraph 5.4.2, the f i rs t  DDA integrator q e r a -  
tion is to update the Y register. After the Y register is updated, the R 
register i s  updated with the contents of the Y register corresponding to 
the input A 0  (gyro output pulse), and a A 2  output pulse is generated when 
the R register overflows. 
on Figures 5-18 and 5-19, the direction cosines which would be used for  
Applying this information to the DDA diagrams 
. .  
. -  
i 
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:.:C transformation of the velocity increments to inertial coordinates 
be 
(5-91) 
The DDA matrices keep building up in this manner until the off diagonal 
direction cosine R registers overflow and send pclses to the maindiagonal 
Y registers. Thus, i t  is easily seen that the direction cosine matrices in 
the Y .register of the DDA are much different from the a.. matrixcomputed 
in a general purpose computer, especially the normality and orthogonality 
conditions of the matrices. 
integrators output pulses only when their respective R registers overflow, 
a maximum scale factor and normality e r r o r  may be computed. 
I ZJ 
Since it is known that the off diagonal term 
For  instance, a DDA computer with the Y register scaled at q rad 
The R register of an off diagonal direction wil l  he used a s  an example. 
cosine would build up as follows 
R = q  t 2 q t  3 q t  .... tnq (5 -92 )  
When this sum reaches the value 1.0, an output pulse would be generated, 
and the R register would then be decreased by 1. 0 in magnitude. 
5-87 
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9 
2-'0 = 201.43 a r c  sec 
2;12 - 50.358 arc sec 
2-l4. = 12.589 arc sec 
= 3.147 arc sec 
--. , 
n .  b-1)  9 I 
1 
I 
2.45193 a r c  deg 
91 .* f.2589 arc deg 
181 0.62'95. arc deg 
362 0.315 a r c  deg 
. .  : 45 .. 
I 
s 
f--" 
t, , 
Since the sum R = q t 2q t . . . t nq is equivalent to: 
the number of cycles required to cause the 
found by solving Equation (5-93) for n 
g = 1  n (n t l )  2 --. 
R register to overflow may. >,< 
TES equation was s o l v k  for several  DDA quantization values ant! 
are shown below in Table 5-15. 
The maximum normality e r r o r  for this worst-case condition is 
-- 
N(2"") = 1.00184631 . - 0. 18570 
N(2'I2) = 1.0004827976 0.05 % . 
N(2'I4) = 1.0001206994 0.012% 
. -  N(2-I6) = 1.000030342722 0.00370 
,/" 
( 5 - 9 5 )  
Table 5-15. Solutions for DDA Quantization Values 
- . ._ . 
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i 
I 
i 
i 
i 
I 
I 
i 
i 
:~ 
i 
! .. . .., 
maximurn orthogonality e r ro r  is 
- 1 '  
O(2-l') = 0.00184631 R = 381 a r c  sec = 6 . 3 5  a r c  min 
0(2''2) .= 0.000427976 R = 88.4 a r c  sec = 1.47 a r c  min 
O(Z-14) = 0.0001206994 R = 24,9 a r c  sec = 0.4'1 a r c  min 
(5-96) 
0(2-l6) = 0.0000303'427 R = 6.25 a r c  sec = 0. 104 a r c  min 
Of the four quantization values, it appears as thoygh the only 
niethods which might achieve the desired accuracy a re  2-14 and 2-16 rad 
quantization. 
. 
The attitude reference results of the DDA simulation tests which 
were run on the 7094 IBM computer a re  tabulated below in Table 5-16. 
These tests verify the above results for the several quantization values 
for the DDA. 
of the gyro pulses. This is because each direction cosine 'may be in e r ro r  
by 3 times the Y regis ter ' s least  significant bit scaling due to the storage 
in the R registers. However, the problems which result from the Ron- 
orthogonality and nonnormality of the direction cosines stored in the Y 
registers do not become apparent until the results of the velocity trans- 
formation a re  examined. 
In some cases, the attitude e r ro r s  exceed the quantization 
5.4.6.2 DDA Velocity TransforGation Er ro r s  
I 
The velocity transformation e r ro r s  a re  a result of the orthogonality, 
normality, and attitude e r ro r s  of the direction cosines as  discussed in 
Paragraph 5.4.6. 1, the velocity transformation algorithm e r ro r s ,  and a 
the e r ro r s  due to 'the computer quantization of the velocity input pulses. 
The velocity e r ro r s  which resulted from these e r r o r  sources were 
obtained from the DDA simulation for several different computer quanti- 
zation values. 
and include the effects of the direction cosine e r rors ,  the velocity quanti- 
zation e r rors ,  the velocity transformation algorithm er rors ,  the gyro 
quantization e r rors ,  and the DDA computer e r rors .  
These results a r e  tabulated in Tables 5-17 through 5-20, 
. .  
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Table 5-16. DDA Attitude Errors 
Rotation Rate 
Test Applied To ~ 0 . 1  Each Axis 
(deglsec) 
DDA Cycle 
Speed 
(msec) 
Gyro Pulse 
&anti zatior 
(arclsec)  
1 I 
I -9 
1 
2 
3 
4* 
5 
6 
7 
8 
9 
1 
2 
3 
498 
5 
6 
7 
8 
9 
- 
10143  
101 d3 
101 4 
251 
25/ 43 
251 4 
251 ~3 
501 4 3  
501 t'3 
5.0 
1.25 
0.25 
2.0 
0. 5 
0. 1 
1.0 
0.25 
0. 1 b 
- 88.2 
- 38.8 - 9.0 
-150.4 
- 39.2 
- 39.7 - 10.6 - 85.7 
i 
-16s. 7 
- 2 S . L  
- .  5.i - 49. c - 64.2 
- 63. >, - 17.8 
4 3 . 2 '  
177.4 
42. 0 
10.3 
150.5 
37. 1 
37.3 
10.5 
112.8 - 3.1 
23. 9 
75.5 
4.6 
-112.8 - 6.9 - 6. 1 
14. 5 
149.8 
26. 1 
201.4 
50.4 
12.6 
201.4 
50.4 
50.4 
12.6 
201.4 
50.4 
201.4 
50.4 
12.6 
201.4 
50.4 
50.4 
12.6 
201.4 
50.4 
201.4 
50.4 
12.6 
201.4 
50.4 
50.4 ~ 
12.6 
201.4 
50.4 
5.0 
5.0 
5.0 
5.0 
5.0 
5.0 
5.0 
5.0 
5.0 
10.0 
10.0 
IO. 0 
10.0 
10.0 
10.0 
10.0 
10.0 
10.0 
5.8 33.0 
-124.5 - 23.9 - 40.1 - 69. O - 10.1 - 4.8 - 85.6 43.8 
8.9. 35.9 
8.8 36.0 - 22.1 - 21.2 - 92.9 185.6 - 26.0 - 26. 3 
L .  . 
'I . 
10/ 4 
101 J3 
10/ a 
251 
251 d 
251 43 
25/ 1\13 
501 4 
5.0 
1.25 
0.25 
2.0 
0.1 
0. 5 
0.1 
1.0 
0.25 
5.0 
1. 25 
0.25 
2.0 
0.1 
0.5 
0.1 
1.0 
0.25 
1 
2 
3 
49; 
/5*  
6 
7 
8 
9 
1 
2 
3 
4;: 
5 
6 
7 
8 
9 
- 
. l o / &  
. l o / &  
101 & 
251 $5 
251 
251 $5 
251 
501 43 
50/ 
-149.8 -116.3 - 26.9 - 47.8 * ag 
- 24.1 -122.5 
19. 3 19. 5 - 6.0 18.7 - 11.3 - 18.2 
~ 
66.9 24.3 
I 12.4 60.5 
15.0 
15.0 
15.0 
15. 0 
15. 0 
15.0 
15.0 
15. 0 
15.0 
20.0 
20.0 
20.0 
20.0 
20.0 
20.0 
20.0 
20.0 
20.0 
24. 5 
35.3 
7.92 
5.9 
10.0 
16. 5 
92.0 
.I. -0 
- 29.1 
- 6.7 
10.0 
149.7 
24. 5 
23. 1 
-305.5 - 39.9 
I. 
.I. 1
- 5. 3 
101 a 
10/ \r3 
101 43 
251.a 
251 & 
251 
251 & 
501 
501 4 
201.4 
50.4 
12.6 
201.4 
50.4 
50.4 
12.6 
201.4 
50.4 
5.0 
1.25 
0.25 
2.0 
0.1 
0.5 
0.3 
1.0 
0.25 
-153.1 - 38.7 
- 92.9 - 4.1 - 24.4 - 25.1 
205.7 
26.3 
* 
- 83.8 - 28.9 
-185.5 - 24.0 - 24.7 - 31.0 
210.3 
48.6 
.I- -&- 
I I 
- . *Run 4 was timed for a maximum of 12 sec. 
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3 6 . 0  
21.2 
185.6 
2 6 .  3 
I 16.3 
47. 8 
22.5 
19. 5 
18. 7 
18.2 
2 4 . 3  
60. 5 
53. 8 
28. 9 
35.5 
!4.7 
11.0 
0. 3 
38. 6 
.*. -0 
.I. 1- 
! L O .  
- 
I 
5 Table 5-18. DDA Velocity Errors for Test 2 (Table 5-16) 
c 
. .  
. -  
5-9 ! 
;/. ' 
._. 
Gyro Pulse 
Quantization 
.(arc sec) 
. . 
Accelerometer 
Pulse 
Quantization 
(ft /  sec) 
Table 5-19. DDA Velocity E r r o r s  for Test  3 (Table 5-16) 
I 
5. 0 .0.18 -0.17 O e . ~ :  
'0. 22 -0.16 -0, ~j:
0.22 0.00 0 , l i  
10.0 0.10 0.46 -0.2.; 
0.11 0.01 
0.09 0.11 0.1; 
1.41 
0. L! 
-0.07 
15.0 -0.46 -0.70 
-0.21 -0.20 
~ -0.21 -0.04 0.32 . I 
201.4 
. - . 50.4 
50.4 
I .  
0.322 
- .O. 164 
0.164 
201.4 
- -  50.4 
- -  50.4 
201.4 
50.4 
- 50.4 - 
- - _ _ _ - . _ _  ._. 
- -- 
0.322 
0.164 
0.164 
0.322 
0.164 
- 0.164 
. _ _ .  
-. 
z V V Pulse Time X Y 
v Accelerometer Gyro Pulse 
. - .  
Quantization- Quantization (sec) (ft/sec) (h / sec )  (arc sec)  
201.4 0.322 5, 0 0. 11 -0. 07 
50.4 0; 164 0.006 0. 07 
12.6 0.164 -0.02 0. 05 
(ft/sec) 
. .  - 
201.4 0.322 10. 0 0. 13 r - O e  08 
50.4 0.164 0.12 0. 03 
12.6 0.164 -0.16 0.07 
201.4* 0. 322%: 15.0 9.73% -7.3+ 
. 50.4 0.164 . 0.26 0.01 
. 12.6 0.164 -0.05 ' 0.18 
I 
201.4* 0,322;: 20.0 172.2* -85.5* 
12.6 0.164 -0.20 0.07 
50.4%;: 0. 164%::: 2. 85;:+ -0. 72$* 
I 
I 
4- 1. 
This run exceeded the maximum design acceleration at t = 11. 5 sec. 
(ft/sec)s 
0.20 t 
-0.03 1 
0. 14 - 
-0. 15 
0,06 1 
0.30 
42.9:: 
-0.29 
0.11. 
209.5%' 
0.07 
1. 09::::: 
J1 .l. 1-1- ._ . Tkris run exceeded the maximum design acceleration at  t = 19.2 sec. 
-. 
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DDA Cycle 
'Time 
(msec) 
/-5. 0 
1.25 . 
0.25 
5.0 
1.25 
0. 25 
5. o* 
1.25 
0.25 
5. o* 
1.25;:;: 
0.25 
- 
i 
- \ 
' v  
(f t f  sec; 
2 - 
. 0.23 
-0.02 
0.15 
-0.34 
- 
0.01 ~ 
0.17 i 
1.411 
-0.17 
-0.16 
0. 14 
I. 30 
In some cases, the computer roundoff and integration e r ro r s  in the 
reference direction cosines and velocities a r e  quite sizeable, - 
tspecially in runs with a cycle time of 0.1 msec. The drivers used for the 
tests a r e  presented in  Table 5-14. In Table 5-20, the velocity e r r o r s  show 
the effects of exceeding the maximum design acceleration of the DDA. 
The DDA diagram of the velocity transformation equations is shown 
in Figure 5-19. In this figure, the Y registers of the first nine, integrators 
contain the nine direction cosines, the R registers of the f i rs t  nine inte- 
grators contain the portion of the respective velocity increments trans- 
formed to inertial coordinates, and the Y registers of the last  three 
integrators contain the accumulated velocity in inertial coordinates. Since 
the R registers contain a s  much as one velocity pulse, the velocitp com- 
ponent may be in e r ro r  by a s  much as three times the velocity quantization. 
For instance, if the accelerometer output pulses are quantized to 0.05 msec, 
each inertial velocity component may be in e r r o r  by 0.15 msec without any 
of the e r ro r s  previously mentioned consider&'. 
total velocity e r ro r  of 0.26 m/sec. 
__ 
This would amount to a 
' The velocity transformation algorithm e r r o r  'analysis is presented 
-in section 5. 3 of this report. 
mine which velocity transformation method w a s  the best method. In that 
section, a different transformation method was recomrnended over the 
method used in the DDA navigation system. 
a fast rate, this velocity transformation algorithm will suffice - i f  the 
quantization of the input velocity pulses are' small enough. 
pulses must be small or  the increase in accuracy due to the DDA's fast 
cycle.rate wil l  be lost as  it requires a finite amount of time for the 
. velocity pulses to build up. 
pulse while under the influence of a 5g acceleration wbuld cause velocity 
pulses to be output to the DDA computer every I. 8 msec. 
This e r r o r  analysis was performed to deter- 
Since the DDA cycles at such 
The velocity 
For example, a quantization of 0,3 f t /sec 
.%  _ _  
If the DDA were  operating a t  a cycle rate of 10,000 cps, the effec- 
tive velocity transformation rate would only be 556 cps, and this would 
cause the velocity transformation algorithm e r ro r s  to increase. Thus, 
to take advantage of the DDA's computation speed, the velocity pulses 
should be quantized to as small a value as possible.. For. this reason, 
and the results of the DDA simulation tests,' the velocity pulses a re  
. -  
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recommended to be quantized a t  a value smaller than the preliminary 
design value of 0.05 msec, 0.0125 msec for example. By doing this, 
the velocity transformation algorithm e r ro r s  would apparently be held t c ,  
within one tenth of one msec for the 11, 0 0 0  msec velocity flight. 'IIlis 
would also decrease the velocity e r ro r  due to the velocity quantization 
from 0.26 insec to 0.06 insec. 
The direction cosine e r ro r s  were presented in Paragraph 5.4.6.. 1 ,  
and were primarily composed of normality and orthogonality errors .  The 
primary effect of these e r ro r s  is to transform more velocity to inertial 
coordinates than the vehicle is actually experiencing. 
0.05 percent normality e r ro r  would result in a 12. 5 ft/sec velocity error 
for the vehicle to attain a velocity of 25, 000 ft/sec. 
normality e r ro r  varies from zero to a maximum e r ro r  (0.003 percent 
for a 2 
average normality e r ro r  for a 2-16 radquantization i s  0.001 perce?t, the 
velocity e r ro r  due to the direction cosines would be 0. 11 msec for a 
a 
- *  - . 
- - L  
For instance , a 
However, the 
-16 rad direction cosine quantization). If one can assume that the 
velocity of 11,000 msec. 
The' total velocity e r r o r s  for the 11,000 msec flight, using velocity - 16 quantization of 0,0125 msec and a direction cosine quantization of 2 
rad, should be s 0.49 msec (3a). 
5,. 4. 7 Conclusions 
of 2-I6rad, a velocity quantization of 0.0125 msec (0.04101041 ft/sec) 
and a DDA cycle rate of 10,000 cps o r  faster. 
allow the DDA to maintain an accurate navigation system while under 
influence of accelerations up to 410 ft/sec2 and rotation rates up to 8.75 
a r c  deg/sec; 
simulation and hand analyses, the important results of which a re  
I' 
The recommended design for the DDA is for an angular quantization 
The 1 0 , O . O O  s?. cps speed wi l l  
This design was arrived at from &e results of the DDA 
' 
.- 
summarized below. 
I .  The accuracy of a DDA cannot be improved by an increase in 
speed alone; the increase in speed must be accompanied by 
a corresponding decrease in quantization of the input quan- 
tities computed in the DDA. 
and the quantization is not decreased, the DDA wi l l  spend 
these extra cycles calculating on zero input pulses and will 
achieve exactly the same result as a slower DDA. 
+ .  
If the speed alone is  increased 
, 
- /  
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2. 
3. 
4. 
- 
The mechanization of a first-order Taylor's series algorithm 
for the maintenance of the attitude reference matrix wil l  
result in a nonnormal and nonorthogonal matrix for trans- 
formation of the velocity increments to inertial coordinates. 
Since the normality and orthogonality of the matrix depend 
on the quantization of the direction cosines, this value 
should be decreased until the matrix e r r o r s  come within 
the desired accuracy limitations. 
The accuracy of the velocity transformation algorithm is a 
function of the velocity quantization. 
DDA speed will not improve this accuracy as explained in 
(1) above. 
Just an increase in 
The velocity e r ro r s  of the DDA fo r  the simple navigation 
system a r e  caused by 
a. 
b. 
Attitude e r r  or s 
Velocity -transformation algorithm 
Velocity -puls e quantization 
DDA operation (time lags, information in R 
registers is not available). 
Attitude Er ro r s  
1 ) 
2) Gyro -pulse quantization 
3) 
Attitude - ref e rence algorithm 
DDA operation (time lags, information stored in R 
registers is not available); 
Velocity Er ro r s  
. . .. 
- -  . 
. .  
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6. ALIGNMENT STUDIES 
6.1 INTRODUCTION AND SUMMARY 
Four methods of prelaunch alignment for a strapdown system *ere 
analyzed for' the MSFC body mounted study. 
0 Constant gain 
e White noise Kalman filter 
0 Variable gain filter 
0 Narrow band Kalman filter. 
The f i rs t  three methods were analyzed with a scientific simulation 
programmed for  the IBM 7094 computer. *Disappointing resclts were 
obtained from the white-noise Kalman filter. 
analysis of the white-noise Kalman filter and a narrow-band Kalman filter 
was performed to study the filter prpblem in detail. The poor performance 
of the white-noise Kalman filter was confirmed and the narrow-band Kalman 
filter showed promise. However, time did not permit evaluation in the 
scientific simulation. . 
Therefore a simplified 
All  align'ment methods a re  based on the use of a theodolite for azimuth 
reference information, and the accelerometer outputs for leveling informa- 
tion. The porro prism which reflects the theodolite signal was defined to 
be in the Xb, Zb plane ( Y  
Zb axis. The matrix to be obtained from the alignment is shown in Equa- 
tion (6- l ) ,  and relates the vehic!le body axes with a local level north, east, 
vertical) and is aligned with (parallel to) the b 
vertical coordinate system. 
. .  . 
e 
e 
e 
I 2  
22 
32 
6 - 1  
- 
13 
23 
33 
e 
e 
e 
- 
. .  
' (6-1) 
where . .  
xb, yb, zb = vehicle yaw, roll, and pitch axes, respectively,' 
= unit vectors along the north, vertical and east 
lE directions 
1vJ 
= orthogonal matrix relating the two systems. . 
k i j  3 
The final matrix relating the vehicle body axes to the desired incr:;.s. 
navigation axes i s  found by a simple rota;tion about the 1 
inertial guidance and navigation system is also local level a t  launch, 
axis a s  the s ~ ~ ~ ~ ~ .  V 
- where 
i 
xSJ ys, zs = inertial reference axes 
AZ = launch azimuth of the vekicle 
clockwise from true north. 
/. 
.,'That is, a t  launch y is vertical, x at an azimuth AZ clockwise from north, 
S S f 
j 
- - 
andzs  = xs x ys, The vehicle's trajectory is  in the x s a  y s plane. 
The only e r ro r s  which were considered in  the analysis of the strap- 
down alignm.2nt methods were accelerometer bias e r ro r  s, gyro constant 
drift e r rors ,  and the e r ro r s  due to vehicle sway, which were not completely 
filtered out-by the alignment methods. 
puter simulation w a s  derived completely from the vehicle sway data obtaincc! 
from MSFC. These vehicle sway data showed'the Saturn wind induced rnotio:: 
on a launcher, including lateral oscillations and accelerations versus station 
{ 3250 in. for  MSFC) . They indicated that the vehicle is deflected away  from 
the wind hn angle y , and oscillates perpendicular to the wind a maximum 
angle cc with a corresponding maximum distance d . 
tions cause the accelerometers to pick up accelerations other than gravity 
The vehicle sway used in the cam- 
. 
\ .  
~ 
, .  
0 
These lateral oscillS- 
c 
0 0 
- 
6 -2 
1'- - 
Y- 
ine rtiai 
e Satur:. 
c 
(6-2) 
i north, 
trap- 
:ant 
iple teIy 
corn - 
Ib taiined 
d motion 
rstatfon 
ty from 
aUm 
1 s c i' ' 7. - 
avi\ty- 
L 
which must be filtered out by the alignment method used. Typical vehicle 
sway data are shown below for a 99.9 percent wind. In  all cases, only the 
above fueled frequencies and amplitudes- were used in  the scientific 
simulation tests. 
,. 
0 f '  (Y d Y O  0 
' (rad1 - ( rad) . (in.1 - (CPS) 
Fueled 0.01025 0.00432 8.0 0.33 
,Unfueled 0.0134 0 . OQ424 7.7 0.8 
Using these values for vehicle sway (and no gyro o r  accelerometer 
errors), the constant gain filter required 26 minutes to attain the desired 
accuracy of 20 a r c  sec. 
improvement over the constant gain filter as the high'gains of these two 
filters at the s tar t  of the alignment caused a very large initial misalign- 
ment e r r o r  due to the accelerometer measurement e r rors .  For this 
reason a constant gain filter appears to be the best alignment method of 
the three tested in the scientific simulation. 
showed that the narrow-band Kalman filter was  capable of reducing the 
level alignment e r ro r  below 20 a r c  sec in 16 min or  less depending upon 
the correlation time of the swaying motion. If this performance could be 
verified in-a full scientific simulation, then it would be the best alignment 
method . 
The Kalman and variable gain filters showed no 
-- 
The simplified analysis 
The scientific simulation is described completely in Section 6.2, the 
theodolite correction method is described in Section 6.2.5.2, the align- 
ment equations a re  described in  Section 6.2.5.3, and the alignment results 
are  presented in Section 6 .3 .  The simplified analysis is presented in 
Section 6.4. 
6.2 SCIENTIFIC SIMULATION DESCRIPTION 
'* . 
/ 
.. 
A functional block diagram of the scientific simulation developed for 
The the analysis of prelaunch alignment methods is shown in Figure 6-1. 
seven blocks in this diagram wil l  be discussed in this section, and the 
equations used for their .mechanization explained. 
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6.2.1 Vehicle Sway D_river { -- 
As mentioned briefly in the summary, the vehicle sway data were 
. obtained from MSFC. These data showed the lateral oscillations . .  and 
- .  
i 
S 
' 
accelerations which would be experienced by a Saturn vehicle at any station 
desired. They were presented for many different wind probabilities , 99;9, 
99, and 95 percent, and for both a fueled and an unfueled vehicle. The 
primary tests performed on the simulation were for 99.9 percent wind 
probability and a fueled vehicle. 
When a Saturn vehicle is under-the influence of a constant wind, the 
vehicle deflects o r  leans away from the wind and, if the wind i s  of suffi- 
cient strength, oscillates in a direction perpendicular to the wind. The 
vehicle sway data supplied by MSFC a r e  graphs of the lateral deflection 
and lateral oscillations in inches versus the vehicle station in inches. 
Thus, the angle the vehicle i s  leaning at  any station may be obtained by 
finding the slope of these graphs, and taking .the inverse tangent of the . 
slopes. Since the wind is constant, the deflection angle is assumed to be 
constant . 
. The lateral oscillations graphically presented a r e  evidently the maxi- 
mum lateral oscillation angles, and a r e  also of the form a = a 
the frequency is also quoted. Vehicle sway motion may be summarized 
as follows: 
sinw t as . 
0 0 
(1) The vehicle is deflected away from the wind an angle yo 
(2) The vehicle oscillates an angle a. The oscillation frequency 
is 0.8 cps unfueled and 0.33 cps fueled. 
.- 
The vehicle sway data, for example, . .  at a station of 3250 in. and a 
. .  ... 
- .  99.9 percent wind probability are: . 
a 
0 
. (rad) .- 
-. 
Fueled 0.01025 
Unfueled 0.0134 
yo . do f 
(rad) . . . (in.) ~ . (cpsl -
0 . 00432 8.0 0.33 
0.00424 7.7- 0.8 
. .. 
. -  
. .  
6 - 5  
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In the scientific simulation, the true vehicle attitude is computed i,,, 
Thus the true vehicle attitude does not ', : the multiplication of matrices. 
tain any algorithm e r ro r s  as would be the case if the true attitude were 
maintained by a Runge -Kutta integration algorithm or equivalent. 
Before any wind is applied to the vehicle, the relationship betwccrl 
the %, yb, zb axes and the lN, ?Iv, 1 axes is shown inEquation (6-3). E 
This provides a capability for initial misalignment of the inertial instru- 
ment package to be input to the simulation. 
The constant wind which is to be simulated may come from any 
azimuth A .  blockwise from north. Since rotations a re  not commutative, 
a new local level coordinate system, I), E,  F will  be defined with the 
E axis collinear with the wind azimuth. 
0 
The wind causes the vehicle to deflect away from the wind an angle yo 
which is a clockwise rotation y about the .I3 axis. . 
0 ~. 
L .  
- I. L 
- 
E 
F 
D 
(6-5) 
! 
. .  
cc:a 
' 3) . 
rtx - 
6 -31 
After the wind reaches sufficient strength, the vehicle oscillates back and 
forth in a direction perpendicular to the wind. This is equivalent to a 
clockwise rotation LY = LY 
, , 
sin wot  about the Dl axis. 
0 
From these matrix relationships, the true vehicle attitude may now be 
computed for the D", F'I, E "  and x,, ybJ 
Equation (6-7), as both sets of axes a r e  body fixed coordinates. 
axes a r e  related as shown in 'b 
Thus 
(6-8) 
6.2.3 Vehicle Sway Acceleration and Rotation Rate Computation 
The vehicle sway motion at the 3250 in station is assumed to be a 
sinusoidal motion of the form (based on the MSFC vehicle sway information) 
.. 
L .  
Y - d =  d 0 sinw 0 t (6-9) 
?I 
and the corresponding lateral oscillation is of the form 
L 
C Y = C L  s i n w t  (6-10) 
0 0 
6 -7 
! 
The lateral distance the vehicle moves and the vehicle sway rotation rat,: 
are ,  in vector notation 
!,-- 
where 
= maximum lateral deflection in feet the vehicle will 
= radian frequency of the vehicle's lateral  oscillation 
experience .~ 
o 
0 
a = mdximumiang1e:the - ,  vehicle rotates during the  
D" = unit vector along the D" axis 
.i?l' = unit'vector-along the E" axis 
latekal oscillations . ,  
0 .  
- 
- -  . . . .  _- 
The velocity of the, vehicle duelto vehicle sway is computed from the equa- 
tions for d' and 3 by taking the derivative of d' with respect to time. 
:.-- . - 
. -  . . -  
e * - .  . - .  - .  .. . 1 -  :- .- - - . -  c. 
0 0 .  
1 . 2 = do F~ cos wet," + do sin wot 6" 
. .  
0 - 
.. .d  = do w cos wot6" + do s i n  wot [ao uo cos wet] f?'* 
(6-12) 
The acceleration experienced by the accelerometers is the time deriva- 
c . 
2 ' 2  2 
.. .. 
a - - do:wt s i n  urot6" + CY d w cos wet@" - a 0 w .o d 0 s i n  wet$" . .  0..3 0 
+ dowo cas wot [aowo cos w0t 3 P" 
- .  
~ -. (6-13) 
2 - do s in  wot [aowo cos wot J d" 
. .' .. - .  
. -  
4 
. .  
. .  
-. 
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i 
6 -  I l j  
I=- 
-12). - 
L- 
2 2 2 [ -dowo s i n  wot - do s i n  wot a0 wot crz IU: cos w0t J .. 8 = b" 
2 2  + uodo wo co! wot 
d w cos wot - aado wo s i n  wot 
2 '  1 ( 6 -  14) 2 2  O C O  + P" 
08 a = Ap 8" + 5 P" ( 6 -  15) 
2 2 2  - 5." - do wo s i n  IU t -1 1 + CY cos wet] ' 
0 0 
2 
2 
2 pb = - do wo s i n  wot [ 1 + - uo (1 + cos 2 wot ) 3 ' 
2 2 ' 2  d w [ 2 cos w t - s i n  wot 3 % = * o  0 0 -0 
SI U' d w2 [ COS 2 mot. + COS 2 w0t 3 
0 0 0  
2 .  u d w  
2 
AF - 0 0 0 [ 1 + cos 2 wot + 2 cos 2 .wot -j 
2 
% =  CY 0 0 0  d u1 [ 1 + 3 cos 2 mot] 
(6-16) 
( 6 -  17) 
The acceleration experienced by the accelerometers is due to vehicle 
sway and gravity. - F r o m  the above calculations, the total acceleration is 
L 
'i 
7 .  x = g l v  + A p '  + Ap .- P" (6-18) 
L 3) 
k 
I 
; 
Similarly, the total rotation rates experienced by the gyros is composed of 
t 
earth rate and the rotational rate caused by vehicle sway. The total rota- 
! '  tional velocity is 
. I  
A A 
& = p) cos + we sin x ly + ws E" 
. .  8 e 
6 -9 
i 
i 
(6-19) 
. Since the relationship between the vehicle body axes and the several L L  , 
. . ..* 
nate axes are  known, these accelerations and angular velocities are c.i: 
.converted to accelerations and angular velocities in body coordinates .: 
the matrix relationships described in Section 6.2.2. These matrix p:,v I 
will  be redefined below so one variable may be used in this conversion 
process. By definition 
/- 
I 
I 
I 
. I  
The rotation rates and accelerations experienced by the inertial instrumc:.: : 
S\l using these definitions a re  
(6-23) 
Aza + AE' '23 + AD 3 3  
6-10 
! 
version 
vera1 coordi ,here 
inai-5 usin g wxg' OYg' wzg , strapdown gyros, respectively 
s arceasily . .  
b' 'b' 'b i = rotational rates experienced by the X 
.trix product, 
b A A = accelerations experienced by the Xb, Yb, Z strapdown accelerometers, respectively Axas ya' za 
? The accelerometer outputs already compensated for angular rates and 
gyro outputs a s  mechanized i n  the scientific computer simulation are:  
6 
(6-20) 
:. 6 - 2 1) 
5 3  
nstrument s 
(6-22) 
(6-23) 
i. 
where I 
AVxb, AVyb, Avzb = velocity increments accumulated by the 
Xb, Yb, Zb accelerometers ( f t /  sec) 
b b = accelerometer bias e r ro r s  (ft/sec 2 ) 
bxa' ya' za . 
(6-24) 
(6-25) 
Acyl, Aa 2, Act3 = attitude increments accumulated by the gyros 
about the Xb, Yb, Zb axes (rad) 
gross (rad/ sec) 
bl, bZ, b j  = constant drift e r ro r s  of tt'he body mounted 
At = time interval over which the incremental 
integration is computed. 
, 
.- 
. 6-11 
* .- 6.2.4 Theodolite Reference Signal Generation. ' (i. 
The azimuth reference signal is provided by a theodolite 
. <* , located along the astronomical north axis for simulation purpo:i,. ~ 
an angle of inclination.of 26 degrees with the horizontal. 
clination angle, the theodolite measures the azimuth with an err.,: . , 
tional to the tangent of the inclination angle and the deflection a:li;;F . 
vehicle. 
D~~ c c j  
I .  
. . .  
The porro pr ism is aligned with the 2 body axis in the X - ;* b " h r  
The reflected signal is essentially a dot product of the 2 axis w : t i ,  , . 
collinear with the line of sight from the theodolite to the porro pr; . , : .  
b. 
The unit vector defining the theodolite's line of sight to thc p..:: 
- 
. pr ism is 
where 
c) a - cos 1 lN - sin 1 lV .) 
'th 
! 
-- 
i = theodolite's angle of inclination with the horizontal 
From-Section 6 .2 .3 ,  the 2 axis is define& to be 
,'* b 
, 
c) n 
Thus, the.theodolite signal U is: zm * .) 
1 .  
% lth - h,3 cos i - -sin i h  
(6.24 . 23 .:, 
23 
a n ' % ' 'th = \ 3 -  td Ih' L 
cos i 
The e r r o r  in the theodolite signal is (tan i)'(h ) which is  approx:- 23 
rnately one-half the vehicle deflection about the X axis for a 26-degrt:t' 
inclination angle. 
6.2.5 Flight Computer Equations 
b 
.- . 
Afber the true vehicle .attitude has been'cornputed, the true acceli-"- 
ations and rotation rates and the resulting inertial instrument outputs  -:"' 
...., c . . . c  
.i r. ' 
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obtained, the flight computer equations which a r e  used during alignment 
are then processed. These equations which include the attitude reference 
equations, theodolite signal correction equations , and the alignment equa- 
tions a re  then processed in the order  they would be used in the flight 
computer. 
6.2.5.1 Attitude Reference Equations 
The primary purpose of the attitude reference equations in a strap- 
down system is to update and maintain the direction cosine matrix that 
relates the vehicle axes to the desired navigation o r  guidance coordinate 
system. For  the Saturn application, the attitude reference equations up- 
date the matrix that relates the kb, Yb, z b  body axes to the inertial navi- 
gation coordinate axes Xs, Ys, 2,. 
where 
and 
. z  = 
S 
vehicle yaw axis 
vehicle roll axis 
vehicle pitch axis 
inertial navigption axes, with Ys vertical at launch, 
X at an azimuth 2 clockwise from north, 
S Z 
(x ) s (Y ). The vehicle's trajectory is 'in the S S 
Xs, Y s  plane 
. .  
6 -  13 
i 
. .  n- ,/- . . 
I ’  
I 
r .  . 
. .  
. .  
.. 
The alignment of the body mounted system is accomplished by 
I 
ing the matrix which relates the vehicle body axes to a local level systct:., ’.S 
.-a with one axis north, one east, and the third vertical. a .  
where 
Xb, Yb, Zb = vehicle yaw, roll,  and pitch axes, 
respectively 
In’ lv’. 1E = unit vectors d6fining the local level system: 
1 north, 1 east, and 1 vertical n E V 
e. .  = an orthogonal direction cosine matrix which 
is obtained’during alignment and relates the 
vehicle body axes to the local level system. 
tJ 
.\ 
When the attitude reference equations go inertial, the [a..] matrix which 
rela/tes the vehicle body axes to the inertial reference coordinate system by 
1J 
multiplying the e.. matrix by another matrix a s  shown below [ 113 
.. 
where - 
S’ [aij] = orthogonal matrix relating the vehicle body axes and the X 
[eij] = orthogonal matrix relating the vehicle body axes and the local 
Z coordinate axes. ys’ s .I . 
level north system. 
. A = vehicle launch azimuth clockwise from north. 
2 
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The attitude reference equations update the direction cosine matrix 
with a second-order Taylo.r's series algorithm. 
matrix notation below exactly as mechanized in the alignment simulation. 
This algorithm. is shown in 
(6-32)  
. .  
6.2 .5 .2  Theodolite Signal Correction Equations 
As described in Seqtion 6 .2 .4 ,  the theodolite signal is in e r r o r  by an 
i- 
amount proportional to the tangent of the theodolite's inclination angle times 
the lv, Zb direction cosine. 
the computer simulation as sho jn  below 
Two correction methods a re  mechanized in 
z AVAC = AVAC t AV 
= l A V Z  AVAC 
GT a * c 2 G t -  . Aq = (6-33)  
. .  
= U ? t Kle32 t KZAq '31D z m  
The f i rs t  method of correcting the theodolite signal is to add the tan- 
This gent of i times the e 
is accomplished by setting K2 to zero and setting K1 equal to the tangent 
of i. 
direction cosine to the theodolite signal UI 32 zm' 
. .  
6-15 
, . . ,. . . .-... 
1 
The second method is to use the velocity increments from the 
accelerometer 
? "slo"uzm + t a n 1  - 
GTa 
This method is mechanized by setting K2 equal to the tangent of i and c 
equal to 1. 
1 
The third method is  to accumulate the z accelerometer outputs and 
then compensate by adding this t e rm to the theodolite signal. 
T 
(6- 35) 
This method is mechanized by setting C1 fo zero, C 
tangent of i. Of the three methods, this method reduces the azimuth error 
to 1, K equal to th(: 2 2 
due to the theodolite the best. 
6.2.5.3 Alignment Equations 
Four different alignment methods were tested on the computer simu- 
lation] and are  shown in Figures 6-2, 6 - 3 ,  and 6-4. These methods includv' 
two cpnstant gain methods, one Kalman filter method, and one variable gain 
. I  
.- H -  
method. .- - .  
. -  The equations shown in the next few pages do not include the initial 
The initial direction-cosine matrix direction cosine matrix computation. 
is computed as shown in Figure 6-2'except using the velocities ac.cumulated 
over 240 sec. 
6.3 ALIGNMENT SIMULATION RESULTS / 
Three alignment methods were teste'd on the' scientific computer. 
simulation. 
ment time required, as they were all essentially low gain fi l ters,  
next few paragraphs, the results fo r  the constant] white noise Kalman, 
and variable gain filters a r e  presented. 
is corrected using the method selected in Phase I (Equation (6 -36 ) ]  . 
The primary difference between these methods was the align- 
In the 
In all cases, the theodolite signal 
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where 
g =  
- AVz - 
t =  
t - T o  
= u  t *3 1D zm 
theodolite signal 
angle of inclination of the theodolite 
time the alignment is started (sec) 
2 gravity in ft /sec 
output of the z accelerometer in ft /sec 
time in sec 
In Phase I of the MSFC body mounted study, the constant gairl f : : :< :  
aligned to the desired accuracy of 20 a r c  sec in 1 hour. 
was achieved using an initial direction cosine matrix equal to the idc!::,: ~ 
matrix and with alignment gains of 2.5 x 
This aligI1r11,:; + 
-_ 
. * 
Since it was desirable to reduce.this alignment time, an initial c!::- 
tion cosine matrix was computed in  lieu of using the identity matris, A ?  
this'decreased the initial attitude e r ro r  from 3600 a r c  sec to less that1 
900 a rc  sec. 
complished using the equations shown on the following page. 
direction cosine matrix i s  essentially the average direction cosine mat:.% 
a s  the velocity increments used were accumulated over a relatively lor:.: 
time, 3 to 4 minutes. 
alignment may be concluded after the matrix i s  computed. However, S L Y .  
the vehicle is swaying in the wind, this matrix is only an average dircc!: 
cosine matrix and may be in e r ro r  by Q! 
angle. During the 99.9 percent winds which were used to*test the aligr.- 
ment, a0 is'O.00434 rad or  895 arc sec. Thus, after the average directi .- 
cosine matrix'has been computed;*:ihe maximum attitude e r ro r  i s  900 a r b  ' -  
and this e r ro r  must be reduced to less  than 20 a r c  sec with a filtering 
pr  oce s s . 
The computation of the initial direction cosine matrix i u  .I . 
This ir1iti.t: 
, 
If the vehicle deflects to'-a constant position, thc  
aegrees - the rnaximurn sway 
0 
- .  _ .  . 
. -  
6 -20 
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&A 
The constant gain filter, using gains of 5 x reduced this e r ro r  
to less than 20 a r c  sec in 25 minutes - a considerable improvement over 
the results of Phase I. 
. The Kalman filter, although expected to finish the alignment much 
faster and with better accuracy than the constant gain filter, did not show 
any improvement over tfie constant gain filter. Due to the high gains of 
the Kalman filter at alignment start  (0.51, and the accelerometer meas- 
urement e r rors ,  the alignment was very unstable at first a s  the initial 
alignment e r ror  increased from 900 a rc  sec to 16,000 a rc  sec. After 
approximately 2 minutes, the Kalman filter started to converge to the 
desired alignment in an oscillatory manner indicating that the white-noise 
Kalman filter used was definitely not the best filter to solve the alignment 
problem. 
the sinusoidal e r ro r s  and the white-noise Kalman e r ro r  model. 
This result occurs because of the fundamental mismatch between 
-_  
In an attempt to achieve a faster alignment.,’ a least -squares f i t  
method was also tested on the computer simulation. 
a variable alignment gain which decreased to a desired steady state align- 
meht gain inversely proportional to time. 
This method computed 
Since the initial alignment 
1 
K 1 O  = KIOf + K (t - Ta) (6-37) 
where 
- 
K 1 O  - 
- 
. KIOf 
. t =  
- 
~ *a - 
_. K = 
alignment gain 
desired steady state alignment gain 
time in seconds . .  
time the alignment s tar ts  
constant which controls the rate of change of the 
alignment gain 
.:. . .  
h ., . 
gain did not start as  high as the Kalman filter gain, this method did not 
diverge like the Kalman filter. 
attitude e r ror  to diverge from 900 to 1400 a rc  sec before starting to reduce 
However, this filter caused the initial 
. the alignment error.  Thus, this method also did not compare favorably 
. -  with the constant gain approach. 
6-21  
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6.4 NARROW-BAND KALMAN FILTER FOR VERTICAL 
ALIGNMENT 
The performance of the white-noise Kalman filter in the scientific 
simulation was disappointing. I t  was hypothesized that the reason for ubi. 
poor performance was an inadequate representation of the e r ro r s  causc4i 
by the swaying acceleration of the vehicle by the white noise model, Sincrl 
these e r ro r s  a re  sinusoidal or  nearly SO. 
whichthe sway e r ro r  is modeled as a narrow-band gaussian process 
also studied. This type of filter is considefibly more complicated than 
the white noise filter, and is therefore more demanding in its computer 
capacity requirements. 
Therefore, a Kalman filter in 
6.4.1 General Approach 
It would have been possible to modify the scientific simulation pro- 
gram to include the NBKF (narrow-bandKalman filter) as an option. 
However, the NBKF might have offered no advantage over the preseni 
techniques, so i t  appeared wiser to examine i t  thoroughly in a special IBM 
7094 computer program before such action. 
, .  
This special program is a linearized, statistical, single axis error 
analysis. Thus quantization and roundoff e r ro r s  a re  neglected. There 
is no simulation using deterministic o r  Monte Carlo inputs; rather the 
second-order statistics of the inputs and the model of the system a re  used 
to calculate the second-order statistics of  the alignment e r ro r .  Only one 
axis is considered. Since the program is an e r ro r  analysis, only the 
e r ro r s  a re  calculated. That is, there is no direct representation of a 
platform being torqued or  a direction cosine matrix being slewed, and 
the results apply equally well to either, No e r ros  source other than the 
swaying motion of the vehicle is considered. 
6.4.2 Narrow Band Noise .- 
Anarrow-band gaussian process may be represented by 
x = x  cos at + x sinwt 
C S 
(6-38) 
where x and xs are  independent gaussian random processes having the 
same 
. c  
spectrum which is  band limited about zero freque.ncy. For  con- 
venience in this study, xc and x are  taken as f i rs t  order Gauss-Markov S 
6-22  
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processes. 
the actual sway e r r o r  spectra aren't either. Figure 6-5 shows the re-  
sulting model of the measurements. In the figure: 
Their spectra a re  thus not really band limited, but perhaps 
8 = actual misalignment 
= measured misalignment Om 
UCa Us = independent Gaussian white noises of equal intensity 
nca n = independent Gauss-Markov processes with equal spectra 
S 
n = narrow band noise . 
w = center frequency of the narrow band noise 
T = time constant of &e Gauss-Markov process 
. s = Laplace operator 
t = time 
The standard deviations of the noises .&n ,and n a are  all equal 
C S 
(6-39)  
i . 
, The purpose of the NBKF is to estimate 8 ,  given the measurements 
L and n are  also estimated as by-products. 
S 
_ . .  
i 
e ?n 
U 
C 
U 
I 
.. 
i 
Figure 6-5. Measurement Model . 1 .  
i 
i 
6.4.3 Kalman Filter 
The following nomenclature is used: 
f 
1 x = state vector including system and e r ro r  states 
5l = estimat.e of x 
x = e r r o r  i n x  (x = x - x) 
_ -  . f 
. .  
* N . 
c 
t 
i 
i 6 -23 
i 
& /..- 
i 
I 
- .  y = perfect measurement of a linear combination of states 
A 9 = estimate of y calculated from x 
M = measurement matrix M ( =%) 
K = filter matrix 
Qi = state transition matrix 
--UT P = covariance matrix P = (xx ,) ( 
Q = noise matrix 
t+ = after measurement at time t 
t- = before measurement at  time t 
- 
T = sampling period 
When a measurement is made, 2 and P a re  updated. 
- 
-- - -  
'(6-40) ' A  + . .  x(t ) = x^(t-) + K(y - 
where 
y = Mx; c = &(t-) . (6-41) 
I 
and 
. I  
P(t+) = (I - KM) P(t-) (6-42) 
In between measurements 9 and f? must be propagated through time 
* L  / 
I - 
4(t  + T) = o ( t  + T; t); (t) (6-43) 
t. and 
P(t + T) = G ( t  + T; t) P(t)gT(t .t T; t) + Q(t + T; t) (6-44) 
The Kalman filter matrix is 
T /  - 1  
K = P M  !MpMT) 
z .  
The states are identified as follows 
.I . 
(6-45) 
(6-46) 
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e s  . The M matrix is 
The @ matrix is: 
M = [ 1 cos wt sin ot] (6-47) 
The Q matrix is: 
3) 
- .  
The initial P matrix is: 
F ( 0 )  = 
. 
2 
9 
0 i 0 
- 
0 .  
2 
ff n 
0 
(6-50) 
where ue is the standard deviation of'the original alignment e r ro r .  
value of Pi 'I2 at  any time represents the standard deviation (r of the 
The 
' remaining alignment e r r o r  a t  that time. '- 
6.4.4 The Real World 
In order for the above Kalman fi l ter  to be optimal, the real  world 
must be exactly represented by the Kalman model.' ':Obviously, this will 
not be -the case in a practical system. For the purposes of this study it 
is assumed that the real  world has the same form as the Kalman model, 
but that the parameters (a , r , T , W )  may have different values. The 
resulting e r r o r s  are  calculated statistically. If these e r ro r s  a re  small 
enough to be encouraging, then the .other e r r o r  sources 
linearity, quantization, roundoff, cross-coupling, and a different form 
. .  
e n  
such as non- 
.. 
-,of the real world error'  model may be examined in the simulationprogram. 
6-25 
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Let all quantities with a superscript s tar  (x * ) represent real \vorld 
values, while the unstarred quantities continue to represent the values 
used in the Kalman filter. In order to keep track of the e r ro r s ,  i t  is  
necessary to use a 6 by 6 covariance matrix. 
/- 
* 
When a measurement is made, x is updated by 
I 
-% At:- 
$'b(t+) = $"(t-) +- K(y - y ) 
where K is calculated from (45) 
:- . . 
(6- 5 1) 
(6- 52) 
(6-  53) 
I 
( 6 -  54) 
( 6 - 5 5 )  
* 
since,x is unchanged by a measurement, we have 
/' 
and 
I I i o  
( 6 -  5 6 )  
(6 -  57) 
.I. * 
In between measurements x and xp are  propagated through time by .. 
. >  
6 - 2 6  
,/- 
-.. _.. 
* 
where U (t + T; t) is the effect of the white noises acting through T. 
Therefore P is propagated by * 
where 
The e r r o r  is given by 
4% A+:- -?t t x =  x - x  
or  
Therefor e 
/ 
(6-60) 
(6-61) . 
(6-62) 
( 6 -  6 3 )  
(6-64) 
and the alignment e r r o r  is square root of the 1, 1 term of the resultant 
matrix. 
9 
Both cr and r 
thinks the e r ro r  is and cr represents what i t  actually is. 
value of the P* matrix is: 
a r e  calculated. u remesents  what the Kalman filter * 
The initial 
a. 
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0 
-0 
<‘- 
0 0  
0 0  
0 0  
0’ 0 
0 0  
0 0  
0 0 0 0  
0 0 0 0  
0 0 0 0  
( b . *  
I 
since the initial estimates of the states are zero. Figure 6 - 6  shows .L 
flow chart of the computer program. 
0 0 
1 
. 
I 
. .  
t = O  
d = UB 
u’ = .  ue’ 
0 0 1 
O 0 0 0 0 
0 0 0 0 
0 0 0 0 0 
0 0 re*2  0 ’  0 ,  
0 - 0  0 O p  0 1  
I .  
.. . .  
.-. Figure 6 - 6 ;  Flow Chart 
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M 
K 
P* 
P 
P* 
U 
= [I cos ut sin ut] 
= PMT [MPM'] -' P 
M* = [I cos u*t.sin u*t] 
[I -KM] P 
T 
I -KM 1 KM* P I -KM 1 KM* = [ ----- o ; _ e -  l ] [;-.-:-r-] 
= (OP4l.Q t = t + T  
' 1/2 
= (P,,) '12 u* = (Pi, -2P;4 + P4) 
0 PRINT t, Q, cr* 
Figure 6-6 .  F l o w  Chart (Continued) t. 
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6.4.5. Figure of Merit 
Since the alignment goal is 20 a r c  sec, the time required for  the f> ' j  
5 (1. alignment e r ro r  to become and remain less than 20 a r c  sec would be tlic 
ideal figure of merit. However many of the runs would require too muci, 5 . '  
computer time to actually reach this value. 
is chosen. If the standard deviation of the e r r o r  does become and remait, 
less  than 20 a rc  sec during the run, then the time required to do so is tilc 
figure of merit. If not, it is assumed that the variance is  proportional to  
the reciprocal of time 
Therefore a figure of merit 
3n 
1'1 e 
IC 
h :.
2 k 
Q =- 
t - t o  
P 
t 
- The values of Q at the end of the run and at  80 percent of the end of the rut1 
time required for a2 tb be reduced to 20 arc  sec. - 'This estimate is taken 
a re  used to solve for kZ and to in (6-67) which is then used to calculate the 
as the figure of merit, and is referred. to as the "alignment time." 
6.4.6 Runs Made I 
C 
t 
Runs 1-26 had erroneous inputs because of a key-punching er ror .  
Since the answers were correct for the inputs used, even though the inputs 
were not those intended, useful information.was obtained from them and 
they were not discarded. When rerun with the proper inputs' (modified in 
some cases on the basis of information from runs 1-26) the originally in- 
tended runs became numbers 27-52. Only the latter a re  presented here 
because they cover all of the results of interest. 
. . :  
L 
Table 6-1 shows the 
. .  values of the input quantities for each run. . . 
Three major cases were studied in which th.e Kalman-filter assumed 
the swaying accelerations to be 
(1)' Pure sinusoids, T = 1.0 x l o l o  sec (runs 27-31) 
(2) 
(3) White noise, I = 1.0 x 10-l' (runs 43-52)  
Narrow-band noise, T = 200 sec (runs 32-42) 
For  eachcase, the parameters of the real world model were varied to ex- 
plore the filter sensitivity. -Table 6-2  shows the figures'.of merit for  u 
and rl' for each run. 
. 
b .  
. .  
. .  
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The runs a re  plotted in Figures 6-7  through 6-32, where w is  indicated 
is in e r r o r  after 1.5 seconds, 
* * 
byA and w byV. 
because of loss of significance. 
For runs 27, 28, and 29, w 
The sinusoidal Kalman filter works very well when the real  world 
and the filter model a r e  identical, converging to zero e r ro r  in three sam- 
pies o r  1.5 seconds. However, i t  is sensitive to changes in w and t . A . 
10 percent variation in w prevents it -from ever converging. It assumes it 
has finished after three samples and makes no further corrections even if 
the e r ro r  is still large in actuality. The filter is not sensitive to changes 
i n r e  o r  w , reaching zero e r r o r  in three samples if w and T a r e  cor- 
rect. Because of its sensitivity the sinusoidal Kalman filter has no 
practical value. 
8 -* 
* 
* * * * 
6.4.8 Narrow-Band Kalman Filter _. 
* 
When the actual swaying acceleratibns a re  sinusoidal, and w is 
correct, the alignment time is increased f rom 1.5 to 10 sec for T = 200 sec. 
However, a 10 percent variation in w further increases the alignment time 
* . 
' to only about 1.2 min, rather then infinity. 
When the actual swaying accelerations a re  narrow band noise with * 
T = 200 sec the alignment time is about 16 min. 
to be overly sensitive to variations in re  ,r w , o r t .  
The iilter does not seem * . *  * . *  
n J  
6.4.9 White-Noise Kalman Filter 
The white-noise Kalman filter is very insensitive to variations in * . *  * * 
w and T and only moderately sensitive . . to variations in ug and un . How- 
ever,it.takes much too long to converge. 
verge more rapidly by reducing w to a fraction of u 
It is possible to cause it to con- 
, but this procedure -* n n ,  
leads to the initial e r ro r  growth experienced.in the scientific simulation. 
6.4.10 Conclusions 
The NBKF shows promise in reducing the alignment time when the 
IMU is subjected to sinusoidal o r  narrow band swaying accelerations. 
actual alignment time depends upon the correlation time of the swaying 
'motion, T , which is nat presently known.' The longer T 
a re  the results which can 6e obtained from the NBKF. .The sinusoidal 
Kalman filter is not practical. 
The 
* * 
is, the better 
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Table .6- 1. Runs Made 
i 
Run 
27 
28 
29 
30 
3 1  
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
45 
47 
48 
49 
50 
51  
52 
“e - see 
2150 
* .  
,’ 
c n 
h 
sec 
-7 500 
7 
sec 
10 .x10 
200 
1 x lo-3 
w 
rad/sec 
TI 
0 
ft 
“e - see 
2150 
4320 
1080 
2150 
43 20 
1080 
21.50 
i .  
4320 
1080 
sec 
10 
.XlO 
200 
M o l o  
200 
400 
100 
200 
LXlOlO 
200 
400 
100. 
200 
IS 
uf ” 
tad/sec 
1.m 
977 
TI. 
1 .In 
TI 
* 9TI 
l.ln 
9n 
I 
n 
l.ln 
TI 
.9V 
1 .In 
T I .  
* 9l.7 
TI 
Note: When an entry is blank, take t h e  next non-blank entry above. 
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see 
95 
- 
-25 
.125 
- 5  
I. 
Table. 6-2 .  F i g u r e  of M e r i t  
Run Time f o r  a Time fo r  G" 
27 1.5 sec sec 
28 1 - 5  OD 
29 1 . 5  W 
30 1.5 1.5 
3 1  1.5 1- 5------------ - 
32 15.99 min &.lS9 min 
33 '15.99 0.1457 
34 15 *99 1.195 
35 15 * 99 12.48 
36 15 099 14.38 
37 15 -99 7 *95 
38 15 -99 31 -90 
39 15 99 15.88 
40 15 -99 15.98. 
w- 13 -63 13 -63 
42 12 979 12 -79 
- - - - - I _ _ - - - - - - - - -  
43 106.2 h r s  15.85 h r s  
44 106 *2 14.80 . 
45 
46 
47 
48 . . 
49 
' 50. 
51 
52 . 
106.2 
'106.2 
i04.2 
105.2 
104.2 
106.2 
104.2 
104.2 
i 
17.08 
15 .OO 
15 2 5  
14.70 
15.02 
15.50 
61.10 
- 3.974 
6 - 3 3  
-- .. 
1. . Y. 
-_ 
i .  
.. 
Figure 6-7. Narrow-band Kalman F i g u r e  6-8. Narrow-band Kalrrla:, 
F i l t e r ,  Run No. 27 Filter, Run No. 28 
MI. , 
1- 
1. 
IY. .. 1. 
U. 
.. 
, 
f 
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Figure  6- 11. Narrow -band Kalman F i g u r e  6- 12. Narrow-band Kaln:; 
-c Filter, Run No. 3 1 . Fi l t e r ,  Run No. 3: 
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Figure  6- 14. Narrow-band Kalman F igure  6 - 13. Narrow -band Kalman. 
Filter, Run No. 3 4  Kalman Filter, Run No. 33 
3. 28 
Kalman 
3. 30 
. 
I .  
Figure 6- 15. Narrow-band Kalman 
Filter, Run No. 35 
I .  . .  
. .  
Figure  6- 16. Narrow-band Kalman 
Filter, Run No. 36 
. .  
. .  
i 
f 
F igu re  6- 17. Narrow-band Kalman F igure  6- 18. Narrow-band Kalman ; ^ .  ===?a. I 
aim- 7 Filter., Ran No. 37 . -  Fi l te r ,  Run No. 38  . -  . 
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F i g u r e  6- 19. Narrow-band Kalman 
Filter, Run No. 39 
F i g u r e  6-20. Narrow-band k;,:: . 
Filter, Run XU. ; 
. m 
/ 
Figure 6-21.  Narrow-band Kalman 
Filter, Run No. 41 
T 
.. F i g u r e  6-23 .  Narrow-band Kalman 
Fi l te r ,  Run No. 43 
6 - 3 6  
!' 
1 Kalman 
No. 42 
. 4. 4. I 
i Kalman 
No 4 ' 
Figure  6-25. Narrow-band Kalman Figure  6-26. Narrow-band Kalman 
m. 
- / ~  U. 
F i l t e r ,  Run No. 45 
. .  
i 
i 
Fi l t e r ,  Run No. 46 
I 
d:4. 4. 4. 4. 4. 4. d. 4., 
I 
F 'igur e 6 -  27. Narrow -band Kalman F igure  6-28. Narrow-band Kalman 
F i l t e r ,  Run No. 47 Filter, Run No. 48 
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Figure  6-29 .  Narrow-band Kalman F igure  6 - 3 0 .  Narrow-band Kalmdr. 
F i l t e r ,  Run No. 49 F i l t e r ,  Run No. 50 
1 
1 
t 
-- 
Figure  6-31. Narrow-band Kalman F igure  6-32. Narrow-band Kalnia:: 
F i l t e r ,  Run No; 5 1  Fi l t e r ,  Run No. 52 
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7. AIRBORNE GOMPUTER IMPLEMENTATION STUDIES 
7. i INTRODUCTION 
This section will investigate some of the techniques available for 
mechanizing the SIRA equations in an airborne computer. A general 
purpose (GP) computing device will be considered. Since instrument out- 
puts a re  in incremental form, digital differential analyzer methods will  
also be considered. 
of rather limited number and complexity because of the rather large' 
investment in hardware required. Therefore, in most instances use will  
depend upon whether or  not hardware can be time-shared. between compu- 
tations in order to bring the total hardware count within reasonable bounds. 
The number of equations to be implemented, approximately 50, 
Generally, DDA's have been used to solve equations 
illustrates the computational load which the device must carry. 
plexity of the equations varies from a simple multiplication of a variable 
by a constant to the comparison of two 3 x 3 matrices. The performance 
rate a t  which these must be performed varies with the equation, and fo r  
most DDA implementations varying speeds a r e  very awkward to accommo- 
date . 
The com- 
There is also the necessity to perform one set of computations during 
the alignment mode and a slightly different set after liftoff. This con- 
straint again is cumbersome for a DDA to handle and implies a logical 
restructuring and reinitialization Lf certain functions. 
In the paragraphs to follow, six configurations of hardware a r e  dis- 
cussed using IC's, NOS'S, delay lines, and cores for a DDA implementa- 
tion, and IC's for both a general-purpose computer and a hybrid. 
. .  
During Phase I the number. of DDA computational elements needed 
This number is substantially to implement the equations was specified. 
the same and the information is repeated in Table 7-1 with additional 
elements added to accommodate the new alignment procedure. 
' . .  
?-1 
i' . .  
I.- 
.. . 3 ’  
Table 7- i. DDA Hardware Requirements 
. .  
Flight Equations * 
Flight Equations ** 
Flight Equations *** 
Mi gnment Equations 
New Alignment Equations 
**** Maxi mum Tot a1 
Integrators 
87 
99 
133 e 
31 
44 
2 08 
I 
Adders Sam lers --ce- 
33 14 
51 . 14 
5 1  11 
1 
0 
11 
3 
65 12 
I 
* 
Assumes no extrapolation of guidance commands. 
** 
Assumes direction cosines a r e  received by unit which 
performs linear extrapolation oa these 
- 
To tal 
1’34 
164 
195 
43 
47 
- 
285 
*** 
Assumes commanded angles a r e  received by unit. 
/‘ Unit extrapolates; forms gines/cosines, .and commanded A. .‘s. 
1J / 
8*** 
Implies use of all alignment equations and flight equations, 
Y -  
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7.2 SUMMARY 
The problems associated with the alignment computation in a DDA 
were not satisfactorily resolved. Further study is recommendedo The con- 
cept of alignment studied is quite easily adaptable to either the GP  o r  
hybrid configuration. It is possible that other alignment schemes would 
be more adaptable to the DDA structure. 
Table 7-2 delineates some of the differences between the various 
computer implementation approaches. 
comparison a r e  the simplest set  of flight equations. Additional circuitry 
must also be added to the flat-pack count to accommodate delay line read 
and write amplifiers and core memory circuitry where appropriate. The 
power totals reflect this additional circuitry but do not include a power 
supply itself. 
The set  of equations used for the 
The large number of flat-packs associated with an  all IC approach 
simply emphasizes the size of the computational problem and the’amount 
of communication necessary between basic computational units. 
cuits.chosen for this application were integrated, 2 gates, I flip-flop, or  
one 8-bit register per flat-pack. 
pair delays of 80 nsec were assumed. 
The cir  - 
Flip-flop toggle rates of 2 MHz and 
The MOS approach indicates the potential advantages of multifunctions 
pe’r flat-pack. 
this time. 
Clock rates of 500 kHz were considered a s  maximum a t  
During Phase I, the core memory DDA was considered the optimum 
The increased data rates and new alignment DDA design for the system. 
techniques force this structure to extremely high internal rates. 
power totals reflect the requirements of these fast devices (namely, 100 mw 
per flip-flop and 50 mw per  dual gate). 
rates of 40 mHz and pair delays of 20,nsec. 
The 
The speeds required were toggle 
, 
j, The delay line approach suffers considerably from the requirement 
’, . to communicate much data between delay lines. These devices also re- 
quire a weight, volume, and power expenditure much above all others 
considered. The data rates within the delay line were 10 MHz. 
external to the delay line were essentially 5 MHz.The system, as described, 
should be considered an approach and not necessarily an optimum configura- 
tion. 
The rates 
- - 
7 -3 
c 
. 4 
I 
m 
d 
0 
m 
k 
rd a 
.* 
E 
6 
k 
9) 
c, 
3 
8 u 
' .  
N 
PI 
I 
- _  
7 -4 
. .  
c . 
_ .  . 
, ,  
... 
i .  
The GP approach is essentially the one described in the Phase I 
report. Input/ output equipment has been modified to reflect system 
changes. The hybrid 
configuration takes advantage of the desirable characterisitics of both 
a DDA and a G P  device. Alignment and fast data rates were accommodated 
easily. 
computational hardware in the hybrid. 
section of the computations enabled a reasonably economical solution. 
Word length has also been increased to 24 bits. 
Much of the input hardware in  the G P  configuration was traded for 
The ability to custom-fit a small 
Table 7-2 shows DDA's presently structured to accommodate the flight 
equations. 
fashion, the DDA systems become prohibitively complex. 
number of computational elements required is 285. This includes all 
alignment and commanded angle extrapolations. This would essentially 
double the hardware totals shown above unless some kind of logical r e -  
structuring and subsequent re-initialization is done. 
itself would entail additional hardwar e and complexity. 
If all the other equations were to be implemented in a similar 
The maximum 
. 
This restructuring 
Table 7-2 does indicate the competitiveness of the approaches i f  the 
simplest set of equations a r e  to be implemented. Additional functions lend 
favor to either the hybrid or conventional G P  configurations. Additionally, 
short of pure redundancy, there does not appear to be any means whereby 
operational readiness can be determined within the DDA's. An operational 
check (during countdown, for example) can be done by the GP or  hybrid 
i 
with relative ease. i 
. -- __- - 
The basic- computational elements of which the DDA is comprised . 
permit conventional development and checkout techniques to be used. 
The system as a whole is quite another matter, however; primarily be- 
cause of the inability to break out and exercise small functional units. 
Development of these devices would further be handicapped by the intimate 
relationship between the equations and the logical structure. 
design of the logical structure and program could not be accomplished. 
Further system changes would be very difficult to f i t  into an existing 
system. 
Parallel 
Gyro and accelerometer inputs a r e  incremental. All  other 
data (commanded angles and outputs to Saturn LVDAJ a r e  most efficiently 
handled by transferring whole binary numbers. Therefore, although the 
/ 7 -5 
! 
. - .. 
DDA can accept incremental data, a whole number interface is desirable 
as its output mechanism. Similarly, the G P  device can output whole 
binary numbers readily, but the input logic must accept incremental 
data. The hybrid configuration of hardware seems to offer a reasonable 
solution to these opposing constraints. The gyro data ( to  46 kHz) can be 
handled very effectively by the DDA portion of the hybrid. This reduces 
the computational load on the GP to the point where a 250 Hz major itera- 
tion cycle is possible. The conversion from incremental to whole numbcr 
form i s  accomplished by the communications scheme between the DDA and 
GP sections of the hybrid. 
lend favor to a hybrid configuration in that only the expenditure of time i s  
necessary to permit their solution. 
7.3 SYSTEM CHANGES DURING PHASE I1 O F  STUDY. 
. .  
In addition, the alignment schemes considercci 
During Phase LI of this study it w a s  recognized that the alignment 
scheme was too time-consuming. 
vehicle turning rates considered in Phase I were unrealistic. That is ,  
the 1.4 deg/sec turning rate has been changed to  13 deg/sec. Accelero- 
It was also observed that the nominal 
t - meter data ra tes  have remained constant in the G P  mechanization. 1mpro:v i 
I 
alignment time necessitated the inclusion of a set  of equations which gen- 
erate an approximation to the actual attitude reference matrix, instead of 
of-equations and the new nominal vehicular turning rates  have a profound 
impact on the structure of the computing element. 
have changed the direction of the study and will be reflected in the follow- 
ing paragraphs. Additionally, the scheme used to output data from the 
computing instrument has been modified to permit the transmission of 
whole numbers as  compared to the incremental scheme described in the 
Phase I report. / 
, . using the identity matrix as the starting point for alignment. This set 
These new criteria 
7.3.1 Alignment Mechanization I. 
Several approaches were considered for the satisfactory solution 
. ,  of alignment mechanization. 
figuration of hardware used to mechanize the equations. 
Some of the solutions depend upon the con- 
7 -6 
le 
e 
e 
3 
:a - 
or 
The equations derived in order to improve the alignment time a r e  
given below. 
since the Phase I study was completed. A flow diagram of the computa- 
tions is shown in Figure 7-1. 
They a r e  essentially the only equations which have changed 
ed 
S 
>ved 
/ 
/ 
MM = 
- 
A12 
A22 - - 
A32 = 
- 
A33 - 
- 
A21 . -  
- - 
- 
. .  A23 - 
t$$ t AV 2 t A\1 2 
Y l  
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Yl 
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Figure 7-  1. Alignment Flow Diagram 
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Note from Figure 7-1 that the initial reference matrix calculation 
is transferred just once. 
initial approximation made of the attitude reference matrix. 
ment increment computation is then used for the final alignment. 
The velocity pulses a r e  accumulated and an 
The align- 
It is possible that the initial attitude reference matrix could be 
evaluated by ground equipment o r  the primary guidance computer and 
then transferred to the airborne computer. This would reduce the corn- 
plexity of the computing instrument by approximately 45 integrator s and 
6 adders, o r  their equivalent in  a general-purpose device, 
Another possibility is an increased iteration rate, and thus, faster 
alignment. 
matrix as was used during Phase I studies, 
by a simulated alignment would be necessary. 
This assumes an initial reference matrix such as the- identity 
Verification of this approach 
These calculations a r e  trivial,-.of course, if a general-purpose corn - 
puter is the computing instrument (80 cells of program storage). 
7.3.2 Iteration Rate 
t 
. The ramifications of the increased data rates change markedly the 
requirements of a satisfactory computing element. 
The increment size on the gyros has been tentatively selected as 
4.7 a.& see. 
Moreover, the nominal vehicle turning rate has been changed from 1, 4 
to 13 deg/sec. This implies a data rate of 10 kHz or  equivalently 100 PSec 
for a DDA to process one bit of incremental data. 
rate of 60 deg/sec corresponds to a data rate of 46.2 kHz or 21,6 psec/bit 
This compares with 10 a r c  sec during Phase I of this study. 
* 
The maximum turning 
. .  . .  . -  . of data." 
The data rates of the accelerometer inputs, on the other hand, have 
remained at 805 bits/sec, o r  1.25 msec per increment. .Thus, there is 
one computation, the attitude reference equations which must be executed 
at a significantly higher rate than all  the other computations. 
k .  
.-  . 
. .  
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7 .4  DDA IiMPLEMENTATIONS 
Since several techniques for alignment exist, the following tradeoff 
studies assume the use of the simplest set; i. e., a first-order Taylor 
ser ies  approximation for the attitude reference computations, no extrapo, 
lation of guidance commands, and a simple identity matrix for the initial 
matrix'upon which alignment is performed. 
additional functions over and above this basic set a r e  discussed where 
appropriate. 
The implications of including 
,. 
4 
7.4.1 Conventional Flat-Pack Integrated Circuit Hardware 
-_ 
It is certainly possible to construct a computing element exclusively 
of active elements (i. e., .flip-flops, gates). 
inefficient in terms of the number of computations performed per flat-pack; 
nevertheless the implementation i s  straightforward. 
number of calculations, it is desirable to construct a small set of functional 
units which can be used to solve all the equations. 
computations being done in parallel, serial  operation within the small 
functional units should be considered. 
to solve the equations a re  an integrator and an adder. 
block diagram for the integrator. 
similar in construction, but requires no R register, Ax input, or R f Y 
adder. The number of flat-packs assuming two gates, one flip-flop, o r  
one 8-bit shift register per  flat-pack i s  also listed. 
/' 
Such an implementation i s  
Due to the large 
Certainly with all 
The two functional units required 
Figure 7-2  is a 
An adder or  time buffer element is 
Another element, 
,,an integrator without i ts  own Y regis,ter, i s  also listed. 
i ,  * 
Power 
. I  _ .  Number of per Element 
- (w) T w e  Flat- Packs 
Full Integrator 30 1.45 . 
Half Inte g rat o r . 14 0.70 
Adder Element i 6  . 0.75 
t 
Registers at 200 mw/FP 
Gates, etc. a t  25 mw/FP 
. .  
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Figure 7-2. Integrated Circuit Mechanization of .D.DA Integrator 
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With a completely parallel operation, a t  least  one simplification . 
technique exists for reducing the total amount of necessary hardware, 
The direction cosines (used in many computations) need only'be stored 
in one integrator. 
grators where needed. 
These data can then be routed to the appropriate inte- 
The computations which can share a common Y register a r e  iternizcc 
below. Obviously, the savings include not only the Y register itself, but 
also the adder and control circuitry. 
Computation 
Gyro to Accelerometer Coordinator 
Saving p 
9 Y's 
Attitude Reference Equation 9 Y's 
Velocity Res to Inertial Space 9 Y's 
Attitude Er ro r  Calculation 9 Y's 
Earth Rate to Body Axes I 9 Y's 
6 Y's 
To tal 51 Y's 
.- Alignment Inc rem e nt E qua tio n s 
The minimum number of elements necessary to mechanize the 
strapdown equations is 
Full Integrators 
, - - P i h  Integrators 
/" 
Adders 
Total 
'r . 
162 elements. 
Flat-Packs . 
67 2010 
51  , 714 
- 44 1 -  704 
162 3428 
Power (w) 
97 
MC[ 
c- 
36 
3 1. 
164 w 
-
is 
ri 
ti< 
CC 
m 
S'  
u. 
S 
To these totals mus't be added the necessary circuitry to enable 
a) communication with outside world, b) initialization of DDA, c) sequenc- 
ing and/or restructuring the device to facilitate the proper sequencing of 
the calculations. Al l  of the above considerations a re  related in 'that some 
form of common hardware'could be the solution. 
Since all adders and R registers would be set initially to zero, this 
leaves 67 full integrators whose Y registers wil l  have to  be preset. 
implies the ability to address uniquely 67 registers which involves an 
addressing scheme of 6 binary bits. 
This 
A simple binary counter scheme in- 
_- volving approximately 1COflat-packs could be used. If the counter , I  
7 - 1 2  
i 
0"- 
,n 
e: 
ed 
inte- 
emized 
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tw) 
. .  
enc- 
? 
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i 
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i 
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I 
is addressable by an external source, the Y registers could be accessed 
randomly. 
desirability. 
The characteristics of t u e k t e r n a l  equipment determine 
Obviously, there is a need for an input/output register used in 
conjunction with the 6-bit counter described above. It could be imple- 
mented with 8 bits per flat-pack shift registers. This communication 
scheme, coupled with several discrete signals, could be the vehicle by 
which data a re  also outputted from the DDA. 
system is shown in Figure 7-3 below. 
A block diagram of the 
M O D E  CONTROL 
.- 
DlSCRETE DATA ~ 
IC 
IN/OUT REGISTER 
. 
SERIAL DATA TRANSFER BUS 
USED FOR IN IT IAL IZATION A N D  
READOUT 
Figure 7-3 .  Comriiunication Technique 
. .  
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The.tota1 number of flat-packs is: 
Flat- Packs Power (w) 
Addressing 100 2.5 
In /Out Reg i s t e r  5 0.5  . 
Discrete Register 20 0 . 5  
Serial Bus 
Arithmetic Units 3428 164.0 
1.75 - .  70 -
To tal 3623 169.25 w 
a 
Presently available circuits permit a maximum iteration rate of 
This would obviously negate the requirement approximately i 00 kHz. 
for  input buffers even at maximum vehicular turning rates (60 deg/sec). 
. If alignment must be done according to Figure 7-5 and the equations 
described earlier, the implementation shown in Figure 7-4 must be 
accommodated. 
These equations require 45 integrators and 6 adders for their 
mechanization. 
once at the beginning of alignment and as such is not well suited to DDA 
implementa'tion. It would, of course, be possible to restructure the DDA 
A s  can be seen from Figure 7-5, approximation is made 
. .  
via flip-flops and gating to accommodate the equations; however, there is 
still the necessity of initializing this newly structured DDA. 
7.4.2 MOS Devices 
. 
/ 
It is appropriate to mention recent developments in the field of MOS 
.devices. There a r e  presently available DDA elements fabricated in a 
single 72 x 86 mil a rea  flat-pack. 
shift registers forms a complete DDA integrator. Although the maximum 
clock rate is relatively slow, 500 kHz, the packing density is significantly 
This device coupled wi th  two suitable 
greater than that obtainable with presently integrated circuit devices. 
A system comprised of these devices' would appear very similar to 
the one shown in Figure 7-3 in block diagram form. There still exists the 
5 .  
necessity to time buffer A Z ' s  which a r e  added to form AX'S in other inte- 
grato r s 
, .  
' 8 .  
7 - 14 
k .  , 
' 2  . 
'i . 
Figure 7-4. DDA Alignment Implementation 
. .  
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Figure  7-4. DDA Alignment Implementation (Continued) 
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GYROS I 
COMPENSATI 
EQUATIONS 
CALCULATE 
ACCELEROMETER 
I
COMPUTE REFERENCE 
MATRIX I 
ALIGNMENT I * INCREMENT 
I CALCULATE 
ta = TIME FROM START OF 
ALIGNMENT OF ATTITUDE 
REFERENCE MATRIX P. 
Figure  7-5. DDA Alignment Flow Diagram 
' 
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The other considerations, such a s  initialization and comrnunicati :. 
channels, a re  also required of this system. 
below. 
Hardware totals a re  shoXrri 
The significant advantages a re  reduced size and power. 
Arithmetic Units 
Addr e s sing 
In /Out Register 
Discrete Register 
Serial Bus 
_ _  _ - -  
* - -  
To tal 
Flat-Packs Power (w)  
378 30.000* 
io0 0.800 
5 0.400 
20 0.160 
.70 0.560 
57 3 31.900 
- .  
* . DDA element iequires 80 mw of power 
Dual 16-bit shift registers require 150 mw of power 
Adder element (full adder/flat-pack) requires __ 25 mw of power 
The obvious disadvantages of these devices ape the. lack of opera- 
tional data, lack of experience using such devices, their nonstandard 
interface with other solid-state circuits, and reduced maximum clock 
rates. 
a r e  satisfactorily r e  solved. 
- 
Th=y wi l l  be worthy of serious thought if and when the above factors 
7.4.3 Core Memory Technique 
This -paragraph will  describe the characteristics of a DDA similar 
in naturae to the one specified in the Phase I final report. 
w a s  similar in many respects to a general-purpose digital computer. 
Specifically, data associated with a particular a r e  retrieved 
from a word-oriented core stack. The appropriate arithmetic,- y + Ay's,  , 
R t &(y) is performed on the data and'the result restqred in th6 same 
cell. location in the- stack. 
(cells) as Ay's o r  Ax's by a unique wiring arrangement. 
of t Az to some integrators and the same -Az to others i s  also accom- 
plished by a wiring technique already described in the Phase I report. 
Its organization 
The Az's a re  routed to many "integrators" 
The- transmittal 
- .  
The primary advantage of using this technique i s  that the same 
xpenditure -of hardware to implement the 16-bit parallel binary adder i s  
arithmetic unit i s  used to perform all calculations. Thus the,rather large 
%. 
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amortized over all of the computations. The number of computational 
t 
units required to execute the flight equations was 134 (integrators, 
samplers, adders). 
was 1 ms. 
possible to execute the attitude reference equations more frequently than 
the other computations. The attitude reference set required 32 cornputa- 
tional elements. This leaves 102 for all other calculations. If the 32 
devoted to the reference matrix a re  to be processed every 100 psec and 
the r e s t  every 1.24 m s  ( i /805 bits/sec), the required unit cycle time . 
(UCT) would be 
The time allowed during the Phase I study effort 
Thishas  since been reduced by a factor of 10. It would be 
1.24 m s  = [(lOZ)(UCT) t (12.4)(32)(UCT)I 
o r  - 
1.24 m s  =.498 UCT 
.*. UCT = 2.5 ysec I 
The above estimate is without doubt optimistic since there w i l l  be 
two different computation rates within the DDA. 
Another alternative would be to process all 134 elements within the 
100 psec interval. 
has recently disclosed integrated circuits capable of permitting these fast 
iteration rates. Flip-flops which c{n be clocked at  40 MHz and gates with 
This demands a unit cycle time of 0.805 psec. Sylvania 
pair delays of 20 nsec even after proper derating a r e  seen to be available 
in the future. 
fore a design predicated on using state-of-the-art hardware could be done; 
however, the development would entail all’the problems associated with 
using present state -of - the- a r t  device s . 
A core-memory capable of 0.8 psec i s  also feasible. There- 
, 
.7.4.4 Large Serial Memory Devices 
Several configurations of delay line storage elements were consid- 
ered as candidates. 
adders, the task of communicating information between them is a formid- 
able one. 
obvious advantage of an efficient storage element; it also,provide s a 
Since there is a minimum of 134 integrators and 
A single delay line as the common st0rag.e element has the 
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convenient technique for  initializing the system. 
tions, however, communicating with other integrators implies eithc: ~ 
multiple passes through the single delay line o r  multiple delay l iney  ~,~ ~ 
random access storage'element for the 134 Az's .  This a lso  involves i:er 
existence of a relatively complex addressing scheme. 
During actual ct)::is :. ._ 
In order to reduce the lag in solution time within the DDA, it i y  
desirable to accommodate more than one Ay per  iteration. 
number for  the strapdown equations is about three o r  four. 
that some of the integrators should be able to randomly address three 
four Ay's and a Ax, which in turn requires that some integrators need 
four or  five addresses of 8 bits per address. This does yield a very 
flexible system, in that reprogramming could be accommodated wi th  
relative ease. A conipletely flexible system, a s  described, would reqEi.cr 
that many integrators carry with them much excess addressing capacity 
which would never be used simply because they require .a single Ay and 
The opti;l:L:.. 
This mea:-,.% 
a Ax. 
A single delay line for storage is completely incompatible with thc 
necessary speed at which this unit must operate. 
advantage involved in replacing each of the 16-bit registers specified in 
the all-parallel DDA described earlier with delay line storage elements. 
The package would be larger  and the e1ectronics.necessary to drive and 
sample the delay line would tend to offset any power advantage. Hence, 
the delay line storage element wi l l  be useful i f  it can.gerve a s  a common 
storage element for multiple integrators. 
There would be no grc.i: . 
Therefore, it is necessary to group the calculations into subsets 
using the reduction-of communication between them as  one of the criteria . 
for selecting the subset itself. Since it i s  desirable to .operate o'n all data 
at the same rate (so as to negate the need for pulse buffering), the task of 
forming optimum subsets of equations is relatively complex.' 
.: 
The flow of incremental data through the DDA is serial  from equatioc 
to equation. 
configurations, it was decided to evaluate one which would minimize the 
Since time did not permit the consideration of all possible 
. - . -  
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lag in solution time. 
tional time equivalent to that of an integrator and call this a unit cycle time 
(UCT). 
of UGT's for each block of computations provided that parallelism is 
applied within. each block, 
Assume that an "adder" element consumes computa- 
The flow diagram in Figure 7-6 illustrates the minimum number 
The equations to be solved within each block are given below for 
one axis. 
0 . 
Aa.. = &(i+  it i)j - Aa(it i)a(it 2) j 1J (9 total) 
ha: = bliAax t b Aa + b3iAaz 
21 Y 
AVxb = bliAVxs t b 1 2 a k .  YS t bi3AVzs 
(7 -3 )  
(7 -4) 
(7-5) 
(7-6) 
(7 -7)  
. .  
An assignment of delay line elements to specific functions is shown 
in Figure 7-7. 
system, Notice that the delay lines a re  grouped in triplets for solving the 
equations from blocks 3, 4, 5, 6 ,  and 7; pairs for block 2, and single units 
for  block 1. Each delay line is broken up (timewise) into 4word  times. 
Within each word time an integration and a servo-addition can be accom- 
plished. 
These wi l l  execute the flight equations for the strapdown 
. .  
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Figure 7-7. Delay Line Assignments (Cpntinued) 
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The data in the delay line is envisaged a s  shown below, where P. 
n 
is the least  significant bit of the remainder and YN the least  significant 
bit of the Y register, The right-most bits precede the left-most bits in 
leaving the delay line, 
Thus, the operands for the integration a r e  interleaved in a common 
delay line. 
must be summed before they are used a s  Ax's in the next integrator a re  
summed. One delay line within a triplet o r  pair i s  assigned the task of 
summing At S. The other delay lines simply wait until the summation is 
complete. 
During the second half of word t imeal,  the increments which 
For example, during word time 1 (first half), delay lines 1, 2, and 
3 and the i r  respective arithmetic units a r e  executing the equation 
1 Aai = biiAax t bZiAa Y t b3iAaz. (7-8) 
During the second half of word time 1, delay line 3 i s  summing the 
resulting Azts from delay lines 1, 2, and 3. The output of this summer 
is then used as a Ax input to integrators 2, 5, and 8 during word time 2. 
*Th&'equations from blocks 1, 2, and 3 a re  all performed by delay 
lines 10 through 27. 
course, the contents of the Y register for that particular integrator. Delay 
lines 3, 6 ,  9, 11, 13, 15, 17, 19, 21, 23, 25, and 27 have an Qrithmetic 
unit associated with them which wi l l  permit summation of At s to be per- 
formed. All other delay lines have a more conventional arithmetic unit. 
A block diagram for those with summation logic is shown in Figure 7-8. 
The data shown on the assignment chart are,  of 
A block diagram of the necessary contrdl: functions to permit initiali- 
zation, distribution, and readout is shown in Figure 7-9.  
I .  
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7.5 GENERAL-PURPOSE COMPUTER 
The study conducted during Phase I concerning a G P  approach i n -  
cluded alignment functions such as ike ones new to this phase of the DDA 
study. 
modified form of second-order Taylor ser ies  expansion is sufficiently 
similar to the one used in the Phase I study so a s  to require no new sizing 
Memory sizing and timing estimates a r e  still valid. The new 
effort. 
During the Phase I study, it was assumed that the output of the G P  . - 
computer should be in incremental form. - This was a rather severe 
penalty to impose upon the G P  configuration and further consideration 
has led to a communication channel whereby a single serial  output register 
coupled with discrete information would not only meet requirements but 
also be more desirable. 
- 
In addition, the gyro data input repetition rate has increased. The 
input accumulators must now accommodate up to 7.6  m s / 2 1 . 6  yseclbit 
o r  3519 bits. 
b i t s  each. 
The size of the accumulators thus increases from 8 to 12 
The word length has similarly been increased from 18 to 24 bits, 
The influence of these changes a r e  included in Table 7-2. The block 
diagram for the GP configuration is shown in Figure 7-10. 
7 . 6  HYBRID COMPUTER 
,' 
Gyro data a r e  received a t  4 6 . 2  kHz' however most of the equations 
This preliminary study has revealed 
1 
need not be calculated at this rate. 
the desirability of having certain functions computed at  different rates. 
Thus a certain amount of general purpose capability is required, especially 
during the alignment phase of operation. 
It becomes practical to investigate the possibilities of using a hybrid 
configuration wherein the attitude reference equations a r e  "solved" by 
the DDA and all other functions computed by the general purpose section. 
On the surface it would appear that many of the items troublesome to a 
large DDA would be avoided. A block diagram of the system is shown 
in Figure 7-11. 
. .  
. . .  
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Since the GP device does not need to solve the attitude r e f C r c y . ; ,  . 
i . r z  ~ 
These equations, when solved by the G P  computer, requirr,j !. 
equations, the maximum iteration rate can be increased by.about 
of two. 
equivalent of 420 adds and 30 multiplies. In the example computer 
(TRW's LEM) this entailed 3.6 m s  of computing time. This load i s  
borne by the DDA and the iteration time can be decreased from 7.6 
to 7.6 - 3 . 6  = 4 . 0  ms. The iteration rate is then 250 Hz for all ~ q ! . . ~ : .  
except the attitude reference equations which a r e  executed at 100 X i i t ,  
(Unit cycle time for the DDA is tentatively set  a t  10 psec. ) 
Itl 
-_ 
Naturally difficulties a r e  encountered when one tries to mat: o . , . ~ ~  
two nonsimilar devices. 
to the GP device. A serial  o r  parallel transfer system could be det:isr.! 
depending upon the characteristics of the G P  device. 
computer could accept this data either way by vir'tue of its logical c o n -  
struction. 
a simple serial input/output register would be required in the DDA. h 
scheme for communication with the LEM computer is shown in Figure 7 - : :. 
Time must be expended to transmit quanti::c . 
The TRW LEM 
- 
Since it is desirable to be able to preset (initialize) the on:;, 
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Figure 7- 12. Cornmunication Techcique (Hybrid) 
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Two possibilities exist for sampling the A..’s. If they must be 
1J 
13 
sampled all at once, sample registers (one for each A. .) must be included 
within the DDA. It has been tentatively decided that serial sampling would 
not degrade system performance (this should, however, be verified). A 
binary counter could be included to ltaddresstl o r  route the A..’s serially 
both into and out of the DDA. It would take a maximum of.10 psec to load 
the transfer register within the DDA. An additional 15 psec would be 
- 2quired for the GP to retrieve the data. 
could be exchanged within 300 psec. 
1J 
Thus all 9 direction cosines 
Since the r aw gyro data no longer-need to be sent to the GP device, 
new equations must be generated which 
a) Permit body rate data to be extracted from the 
available quantities 
b) Allow the GP  device to compute new A..’s during 
alignment instead of the angle increments 
Enable the angle increment information to be 
formed for use in the accelerometer compensa- 
tion equations. A’cursory examination of this 
indicated that it is possible (by holding two . 
successive Ai. matrices) to form increments 
in the same &mer as the attitude e r r o r  signals 
a r e  generated. These increments can then be 
used in  the required equations. 
1J - _  
c) 
’ 
,/ 
I” Because the computations within, the DDA are self-contained, (i. e., 
partial results o r  incremental data sukh as AA.. a r e  not needed else- 
where) certain simplifications can be made within the unit itself. As was 
shown on a block diagram transmitted informally from NASA to TRW 
Systems, this results in  a much simpler configuration. With proper 
consideration given to initialization and input and output, this system 
qualifies as a candidate for use in a hybrid configuration. 
1J 
For the computations (first-order Taylor series) all A. .Is must be 
1J 
available serially for every iteration. 
h A . . ’ s  outside these units; they can be added to their respective A..‘s as  
shown in Figure 7-13. 
9 registers required in a conventional approach. 
However since there is no need for -- . 
1J 1J 
Furthermore, the sharing of Y registers eliminates 
,. 
‘ L .  
. .  
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APPENDIX I* ADDITIONAL ALGORITHM STUDIES 
1. WHOLE NUMBER COElarTni p;IAxIRITHM TO REDUCE C O ~ T I V I T Y  ERROR 
. .  
1.1 Introduction 
The existence of commutativity e r r o r  i n  a strzpdotrn a t t i t u d e  
c 
reference comes about not from any 'fundamental pr inciple ,  but from the  
w a y  i n  which most strapdom gyroscopic sensors a re  implemnted. 
That is, the  components of angular veloci ty  are individually integrated,  
sampled, and quantized, and the  result ing- increments of angle are a l l  
that  i s  available t o  the  algorithm t h a t  determines a t t i t ude .  
The infomd.ion as t o  t h e  var ia t ion  of t h e  direct ion of t he  angular 
. -  
yeloci ty  vector during t h e  sampling period which was available from the  
unmodified components of t h e  angular veloci ty ,  has been l o s t  and must 
be assumed. 
yelocity. vector i s  unchanging during the '  sampling period. 
assumption - .. d i f f e r s  from t h e  actual i ty ,  commutativity e r ro r s  occur. 
A t  least four approaches t o  the  reduction of commutativity e r ro r  
. -  - 
The usual assumption i s  t h a t  t he  d i rec t ion  of t h e  angular 
Whenever t h e  
exist:  
0 
e 
Increase the  sampling rate of t h e  basic algorithm. 
Use a simplified algorithm at the  increased sampling 
*,A' 
rat e while 
e Modify the  
as angular 
making use 
0 ' A t t e m p t  t o  
keeping t h e  basic  algorithm ai. a slow rate. ' 
sensor t o  provide addi t ional  information such 
acceleration and use an algorithm capable of . .  .- of t h i s  informat ion. 
recover some of t h e  l o s t  'information by use 
of d i f fe ren t ia t ion  and use an algorithm capable 'of making 
use of t h i s  information. 
. .  
The last is t h e  approach taken here. .. 
4 
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1.2 kgnitude of the Problem 
Consider an IMU subjected t o  a circular coning motion abollt t:rl 
x ' a s  such that the coning half-angle i s  and the coning angular 
frequency i s  0. The angular velocity i s  
n(1 - cos e )  
Q sin B cos m. 
Q sin B COS(SX + 
--: , 
Note that a s m a l l  constant angular velocity i s  present on the x axis. 
It has been introduced t o  cause the IMU t o  return t o  i t s  original oric:,- 
ta t ion af ter  each coning cycle, facil i tat ing analysis. 
velocity components are individually integrated and' sampled, and t he  
resultant angular increments are used i n  a perfect algorithm assuming 
constant direction of the angular velocity vector during the sampling 
. period, then the commutatLvity error d r i f t  ra te  about the x axis ,  as i3 
If the angular 
CUD ' = 2T2B2/12 (I-?) 
where T i s  the sampling period. Consider the case 
. /' 
,.' 
R 1 cps = 2nirad/sec 
T = 1/32 sec 
i 
~ .. 
:he basic 
:o obtair 
;he prepr 
8 5 sumpt i c  
the smp1 
which an 
a t  the st 
sampling 
algorith 
o f  the ar 
1.4 ~ e r f  
Qu: 
p definir 
where 
shown in Section I-  1 .6 ,  
and the c 
and expa: 
0-= 0.5 deg = .00873 rad 
then Substitu: 
= .15k x rad/sec = .317 deg/hr % 
It can be seen that comrrmtativity error can have considerable effect 
on a high accuracy system. .+- 
1.3 Approach to  the Problem 
. _ I  
The gyros will be sampled at twice the basic attitude algorithm . - - . - -  
sampling rate. Once each sampling period, prior t o  each execution of 
Equation 
1-2 
f . 
_ _  --- I - 
1, 
U 
the basic algorithm, the six angular increments will be preprocessed 
t o  obtain three angular increments for  input t o  the basic algorithm. 
The preprocessor i s  the heart of the technique. It operates under the 
assumption that the angular acceleration of the IW i s  constant during 
the sampling period. The three outputs are the three angular increments 
which an ideal IW would produce i f  it were rotated from the orientation 
a t  the s t d  of the sampling period t o  the'orientation a t  the end of the 
sampling period a t  constant angular velocity. 
algorithm can be of the usual variety which assumes constant direction 
of  the  angular velocity vector. 
1.4 Derivation of Preprocessor 
.. 
Therefore the basic 
Quat ernions. will be used t o  fac i l i t a te  the derivation. The quat ernion 
p defining the orientation of t h e  IMLJ satisfies the differential equation 
where r 
u) w L i + w 2 j + w k + 0  3 (1-4) . 
and the wi are the angular velocity components. Assume 
and-expand p i n  a Taylor series 
( t  - toI2 
P(t) = P(t0) + fXto)(t - to )  + ;ito) 2 !  -f ... ( 1-6 1 
. .  . .  2 .  Substitution o f  (1-5) and (1-6) in (1-3) gives .:. 
- 
Equation (1-3) can be used to  eliminate the-derivatives of  p from (1-7) 
2 (to 1 
l( t  - ta) . . - i ( t )  = $P(tO)IW(tO) + C&,) + 2 
(1-8) 
& 9 ( t o 3  &tO)w(t*) ( t '  - top  - 
+ . . . I .  
2?  + -  1 + Cw(to)&(t,) + 4 2 
. -  
The value of p at the end of the sampling period is 
t -  
The gyro outputs may be represented by 
i 
. .  
&.ere 
-_ 
The re . ;  
Solving (1-11) and (1-12) shultaneously gives 
i 
i 
(1-2.1 
Substitution of (1-13.) and (I-l.4) into - ( I - l O ) ,  discard of terms higher 
than second order i n  el and e2 and introduction of 
' - 5  - _  
kt the quaternions and O2 be expressed _ <  i n  terms of  their  components 
*' . ; t L. ei 8 .  i + 8 .  j + 0 .  k + O ;  i =' (i-17) - .  " _  .. 1, 2 
13 . .  11 12 
i 
Then 
9) 
'12 '22 + 'lIge2l - e11e231j 
2 ' 3  
'13 + ' 23  + 'd22 - e  12 e 21jk + 1 
. + [  2 3 (1-18) 
If Acti; i = 1, 2, 3 represent the outputs of the hypothetigal I N  perforining 
the same orientat ion change a t  constant angular velocity, then 
V 
AwO AP (A+ + Aa2j + &Y k) f cos 23 bwo 
s i n  -
- where 
t (1-20) 
Theref ore 
2 sinol(Ap: + bp2 2 
@CYi = 2 Api; i = 1, 2, 3 
( A p t  f Ap2 + ~ 3 ~ 3 ~ ) ~  
(1-21) 
Substitution of t he  components of A p  from (1-18) i n t o  (1-21) and discarding 
terms higher than second order gives tbe preprocessing algorithm 
- -  +2(e e - e  e % - '*11 + '21 3 12 23 * 13 22 (1-22) 
1.5 Accuracy Improvement 
The comrrmtativity e r ror  drift r a t e  about the x axis i n  the  presence 
of c i rcu lar  coning, as i s  shown i n  Section I- f .  6 ,  is 
L. ' . .  
wt> = n5T4B2/96O . (1-25) 
1-5 
. .  
l?.d 
*;clocS 
!nstar 
so t h i  
8(nT) 
If t h t  
sampl 
where 
SuSsti 
of h i &  
".. !r.eref 
For the same case as  before, 
= .738 x 10-8 ".'D rad/sec = .00152 deg/hr 
been doubled, without use of t h e  pc- 
have been reduced t o  
If the sampling rate  had merely 
processor, the dr i f t  ra te  would 
rad/sec = . O W  deg/hr 
and the basic algorithm would have had t o  6e computed twice as oftcr.. 
The rat io  of improvement i s  about 50:l for  this case. 
2 
1.6 Commutativity Error in the P r e s e n c e  of C i r c u l a r  Coning Motioc.: 
From (1-1) the angular velocity applied t o  the IEfU for circul-.r 
coning motion is represented by the quaternion 
+ Q sin @ cos(W + :)k (:-< w = n ( l  - cos p) i  + SI sin B cos n t j  
The quaternion defining the 
the differential equation 
the IMU i s  the solution of orientation of 
= 1  (x:. 
*" which i s  
P(t) = 4CO - 
- sin e ( l  - cos 9t)k 
cos e)  sin O t i  + sin E sin n t j  (I-.' . 
+ (1 + cos f3) + (1 - cos a )  00s ml 
n+lth sampling instant i s  related to  the 
sampling instant by . 
The ideal quaternion a t  the 
t h  ideal quaternion at the n 
f T) = p(&T)Ap(nT) (I-A .. 
- .  Therefore the  ideal D p  i s  given by 
i 
. . . -4 
and 
+ sin e[- sin &T(1 - cos QT) + cos rQT sin Q T l j  
+ 3. - 4(1 - COS S)(l - COS GT) . 
Now consider an IMU where the  individual  components of angular 
veloci ty  a r e  integrated and sampled. The gyro'outputs f o r  t h e  nth sampling 
ins tan t  a r e  
nT+T 
nT 
so t h a t  
e(nT) = RT(1 - cos @ ) i  + s i n  e[- s i n  rXlT(1- cos QT) + cos nQT sin 9 T l j  . - e *  -.?./ 
' - g3.n @[cos nCT(1 - cos RT) + s i n  M T  sin QTlk 
If t h e  algorithm assumes t h a t  t h e  angular veloci ty  is constant .during the  
smpl ing  period, t he  quaternion representing t h e  ro t a t ion  is 
-1 
, 
where . 
Si&* 
A p '  = 8 + cos $6, 
2 2 2' eo = (e, -+ e2 + e )2 3 
(1-33) 
Y. 
(1-35) , 
Substi tution of the components of 0 from (1-33) i n to .  (1-35) and discard 
of higher than second order terms i n  E gives  
-.-* .. -.. :j 
c - (1-36) 
2 -  2 = eo 28 (1 - COS RT) 
Therefore 
$[l + a2(1 - cos C2T)/l21 sin 2 Y (1-37) 
cos 2 1 - e2(1 - COS !JT)/4 (1-38.) 
1-7 
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dA 
Discarding terms of higher than second-order i n  i3 gives 
Discarding terms of higher than second-order i n  e i n  Equation (1-21) e:. ,e.  
.an expression f o r  t he  idea l  bp 
2 
bp = 4Csin hT 8 /2 i + e [ -  sin nGT(1- COS CT) + COS nQT sin 2::. 
cos CY)/!. -- 2 - _- ~ [ c o s  rbZT(1- cos QT) + s i n  1d2T s in  QTlk] + 1 - t3 (1 
Note t h a t  (1-39) .and (1-40) d i f f e r  only i n  t he  Apl term. 
e r ro r  per cycle about t he  x a x i s  may be approximated by 
The angula:. 
e = (QT - s i n  QT)8*/2 . (:-. .. 
The d r i f t  r a t e  i s  then 
/A‘ = c/T = Q 3 2 2  T e /12 (I-.* - *D 
which i s  t h e  required r e s u l t .  Simulation of t h e  exact equations has 
demonstrated tha t  t h i s  expression i s  accurate f o r  coning h a l f  angles le: 
than. about t e n  degrees &d f o r  sampling rates .greater than about six . .  .. 
samples per coning cycle. - .  
Now suppose the  
The gyro output ‘angles 
* .  
comuta t iv i ty  preprocessing algorithm i s  used. 
a re  
nT+$ 
el(nT) = J’ wdt (I-, 
nT 
1-8 
and 
nT+T 
n 
If the expressions for the components of and 
are substituted into (1-22); (I-23), ' and -(1-24) 
fj components were above, it is found that J 
5 4 2  - y, Q T B /960 
e2 from 
and the 
..' 
(1-45) and (1-46) 
resultsltreated as the 
(1-47 I 
. .  
. .  
. .  
,/- 
. -  
. --*-__ 
6 
E . .  . . 
2.1 Introduction 
Incremental, whole number, and hybrid incremental-hole nuTAnr 
digi ta l  computers have all been proposed for  use i n  strapdown incrti,?.; 
navigation systems. 
ations are t o  be fa i r ly  compared, an appropriate alg0rit .h must be 8?:c. . .  .: 
for  each. 
incremental and whole number computers. 
for a hybrid computer and discusses some of the problems of irnplerr.~z-~.; 
If t h e  relative merits of these.three hardware c^.:.f ._ 
Much effort has been expended i n  the study of a lgor i ths  : n L r  
T h k  section proposes an a ~ ~ ~ , : ~ : .  
2.2 Description of Algorithm 
The algorithm consists of two parts. The incremental part ~0:;- a s :  
Euler parameter attitude calculations and body axis velocity calcula! is:,: 
performed at a frequency of about 1 t o  5 kHz. The whole number part f:L:.* 
the  velocity transformation, gravity calculations and velocity integra' . :, 
'performed at a frequency of about 1 t o  5 Hz. 
calculations i n  the incremental. part of the algorithm permits the velc::: 
transformation t o  be performed a t  a low sampling rate  i n  the whole n x > q : F  
algorithm. 
part of the computer without overburdening the whole number p a r t .  
- 
The use of body axis vc:z::*.. 
This technique greatly reduces the complexity of the incrc:. 
,/ The Euler parameter calculations are: 
,' 
where the pi are the Euler parameters, t h e  dpi are increments of the tit 
and the dei are the anmar increments from the gyroscopes. 
a . =  
and t 
1-10 
~..  -. - - c  . 
The body axis velocity calculat ions are: 
dV = dV1 - de V f de V 
I B1 B3 B2 
dV2 - de V f de V 
B1 B3 
B3 B2 B1 
dV = dV3 - de V + de V 
.. . 
- 
where the  VB 
of the VB , 
a re  t h e  components of body a x i s  velocity,  the dV 
i Bi 
are  increments 
and t he  dVi a re  t h e  veloci ty  increments froin the. accelerometers. 
i 
The veloci ty  transformation may be performed i n  e i t h e r  of two waysJ 
depending upon which way i s  most e f f i c i e n t  f o r  the  par t icu lar  whole number 
computer ins t ruc t ion  reper to i re  selected.  The f i rs t  method is: 
( 1-50 
A LI 
where 
B =  
. 
2 2 2 2 
PA - P2 - P 3  + P4 
2 2 2 2 
2 ( ~ 2 ~ 3  - ~ 1 ~ 4 )  - P 1  + P2 - P3 + P4 
2 2 2 2 
2(P2P3 + P l P 4 "  - 6 1  - P2 + P 3  + P4 . 
and t h e  second method i s  
= p v  - p v  + P V  
B1 B2 B3 
- p ; v  ' 
1 B 3  . 
= -  p v + . F  v 
B1 B2 
. .  (1-52) 
. .  
= - p v  + p v  + p v  
B1 B2 33 : 
_ -  . 
. .  
1-11 
c - . . 
I "".--c -l 
_/--- . .-. 
and 
ov = 5 
AVI = 
3 
where bV i s  the incremental i n i t i a l  velocity for  one whole number compcth.:-- 
cycle, B i s  the direction cosine matrix, and the p. are temporary storq-+ 
The first method requires 19 multiplies and 21 adds (exclushe of shifts) 
the second method requires 24 multiplies and 17 adds, SO that  the first m~;!:..-: 
would probably be more efficient than the second.‘ 
-I 
1 
Whenever xB is transmitted t o  the whole number section of the COnl j r t i t r ;  
for use i n  (1-50) or  (I-52), it i s  zeroed out i n  the Y registers of the inc:.#.- 
mental part of the computer. However, when 5he pi are transmitted to  the  v;k.:- 
number section for use i n  (1-51) or  (1-52) and (1-53); they are not zeroed e*:’. 
The velocity integration may be psrforned by a number of techniqies. 
The foZlowing technique, using trapezoidal integration, i s  quite efficient: 
a11 + $&& 1 )  
. . _* . 
c 
31. 
+ % 2 I : -  . .  .. . 
x* + 4x1 
where T i s  the whole number i teration period, a+ i s  the gravitational 
acceleration, i s  the iner t ia l  velocit?. 
The equations comprising (1-54) must be performed in the order given excert 
that t h e  l as t  two may be interchanged. 
i s  the  iner t ia l  position, and V % -I 
_ -  - 
. .  L. 
& 
1-32 
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2.3 bplementation of Algorithm - M e r  Parameters 
The implementation of t h e  whole number . .J . .--. part of the computer w i l l  not 
be discussed here. 
grations. This would be an inefficient implementation, however. An 
The implementation of (1-48) would require'12 DDA inte- 
* incremental .. computer requires only 4 Y registers and 4 R registers t o  solve 
(1-48). 
and each Y register once per cycle. 
three times before the Y registers are proces2ed. 
vestigated and found t o  give second order d r i f t  errors: 
Each R register would have t o  be processed three times per cycle 
The R registers should all be processed 
This technique ("parallel") 
.gives third order d r i f t  errors. Three other'orders of processing were in- 
Input %rial: 
Process R registers for  
Process Y registers 
Repeat fo r  de2 and de3- 
R %ria: 
Process R1 three times 
Process Y1 
dR1 
Repeat for  R2, Y2; R3, Y3; R4, Y4 
Y Serial: $ 
Process R2,. R3, R with Y1 
Repeat with Y2, Y3, Y4 
4 
/- Process Y2, Y3, y4 
- .- . 
Figure 1-1 shows a par t ia l  flow chart of a possible organization for  _ _  
an incremental computer t o  solve (1-48). 
with four adders t o  'perform the 16 additions required per cycle. The i teration 
period i s  broken up into four intervals T1, TZ, T3,.8nd T 
are processed during T1, TL, and T and the Y registers during T 
are the provisions for  zeroing the dai at the beginning of each i teration 
period o r  the buffering for the dei. 
dei appearing as a pulse on either a plus l ine o r  a minus l i ne  or neither, 
but not both. 
It is a serial-pakLlel arrangement 
The R registers 4' 
Not shown 3 4' 
Ternary inputs are uked, with the 
, .  
The R registers and Y registers aSL circulate and might be - .  
1-13 
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0 4 z u  
- N  c c e- e* 
. . .  
implemented by act ive microcircuits o r  delay l i nes .  
i t e r a t i o n  rate and t h e  type of c i r cu i t ry  selected, a completely serial 
organization may be feas ib le .  
. 2.4 ScalinFE: - Euler Parameters 
Depending upon t h e  . 
The incremental computer organization can be kept simple if no more 
than one overflow of any R r e g i s t e r  i s  permitted per i terat ' ion.  
i t e r a t i o n  period, th ree  Y r e g i s t e r s  are added t o  each R r eg i s t e r .  
maximum value of an Euler parameter i s  one and the  maximum value of t he  sum 
of three Euler parameters can eas i ly  be shown t o  be 3". 
Euler parameters are scaled at any scaling greater  than 3&, t h e  sum of th ree  
of t he  scaled paramgters cannot exceed unity. - A convenient scaling i s ' 2  . 
In each 
The 
1 
Therefore i f  t h e  
1 
2.5 Implementation of Alnorithm - Body Axis Velocity 
_. 
An example organization has not been worked out  f o r  t h e  body a x i s  
veloci ty  equations. Six DDA in tegra tors  would be required. An incremental 
computer requires  three Y r e g i s t e r s  and three R reg is te rs .  
r eg i s t e r s  must be processed twice each and t h e  Y r e g i s t e r s  once each per  
i t e r a t ion .  
increments. 
. -  
For (1-49) t he  R 
Provision must be made f o r  t he  accumulation of up t o  three dY . . -  
A somewhat more accurate algorithm than '(1-49) can. be achieved 
at  the  expense of processing each Y r eg i s t e r  a second time. 
// 
IB a- X' + 4dv 
V +- V + 3dVl - d8 V -I- de V 
Bl B1 B3 *2 
+ $dV2 - de V + delVB3 
. B2 'B2 B1 
VB3 c V + $dV3 - d6 V + de V 
B3 B2 .. B1 
(1-55) 
c .  . I n  t h i s  algorithm half  of t he  velocity increments are added t o  the  body axis  
r veloci ty  before the  Coriol is  terms are  computed and half  are added afterwards. 
The scaling depends upon the  choice of i t e r a t i o n  r a t e s  and the  vehicle envir- 
onment. 
I-15 
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7.6 I n i t i a l i z a t i o n  
! 
The body a x i s  velocity computations require  no i n i t i a l i z a t i o n ,  because 
t h e  Y r eg i s t e r s  a re  zeroed every whole number computing cycle. 
parameter computations, however, musf; be in i t i a l i zed .  
exist: 
The Ehler 
A t  least two possibilit.i,2:, 
(1) Four slewing in tegra tors  accepting Y r e g i s t e r  inputs  from 
the  whole number computer and driving the  Y r e g i s t e r s  
containing t h e  p * s  di rec t ly .  
Three slewing in tegra tors  accepting Y r e g i s t e r  inputs  from 
t h e  whole number computer and producing dei outputs, plus 
provision f o r  forcing the  constraint  (1-56) at computer t u rn  
on. 
-_ 
(2) 
The methods are  compared below: -- 
. Method 1 Method 2 
Number of integrators  required 4 3 
Special s ta r tup  c i r cu i t ry  required no Yes 
m o l e  number computer can correct orthogonality Y e s  no 
Whole number computer can slew angular rates d i r e c t l y  
without calculating Euler parameter rates no Yes 
,/ 
-knless orthogonality corrections were t o  be applied t o  the  Euler 
parameters during f l i g h t ,  the  above equipment would only be used during 
alignment. Provisions must be made tha t  t he  dei o r  dpi resu l t ing  from t h e  
gyro inputs  a re  not l o s t  when slewing inputs  are present . .  One approach 
would be t o  suppress- t h e  appropriate slewing integrator  'whenever' ? nonzer6 
1119 c 
or 5 2  
is: 
and t 
The i 
no sc 
meax 
met hc 
' the  t 
. sec-.: 
sui', f 
de. or  dp . appears.. The slewing in tegra tor  would take longer t o  complete 
i t s  slew, but no information would be l o s t .  
. 1  1 
2.7 Orthogonality 
The orthogonality errors of t h e  d i rec t ion  cosine mtrix B may become 
la rge  enough- t o  require correction i n  very high accuracy applications.  . .  
- . .  
'- a 
1-16 
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. .  
Whether o r  not such corrections are  required i n  a spec i f ic  case must be . .  
determined by fur ther  analysis.  
corresponds t o  a requirement t h a t  the Euler parameters s a t i s f y  the  constraint .  
The requirement t h a t  B be orthogonal 
c 
t 
, .  
The correction m a y  be applied e i ther  t o  t h e  Euler parameters themselves 
o r  t o  t h e  transformed velocity components. The Euler parameter correction 
is: 
-. . 
P i  
t -  
pi P, 
and t h e  veloci ty  correction is: 
4VT 
0 
i =1, 2, 3 ,  4 (1-57) 
The la t te r  i s  simpler, involving three components instead of four and requiring 
no square root operation. The divis ion can be eliminated i n  e i the r  case bq 
means of a f'irst o r  higher order approximation. 
method were used, (1-57) may be imFleIiiented by czlculating sle5dng cornancis ir, 
If t h e  first i n i t i a l i z a t i o n  
. . - .. 
t h e  whole number section of the computer and sending them t o  t h e  incremental 
section. If the  second i n i t i a l i z a t i o n  method were used, (1-58) xoulci be m r e  
suitable,  performed en t i r e ly  i n  t h e  whole number section. 
/- ' 
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AppENIlM 11. ADDITIONAL CGNIKG STUDIES 
The coning results docmented previously i n  PLeference 1, Section 5 were 
obtained for  four attitude reference algorithms while under the influence of a 
very limited type of vehicle coning. 
for one case cycles  applied t o  two of the vehicle axes. 
vious results are e-upulded for  the second-order Tsylor series dgori thn to inchde 
vehicle coning which results from the a,pplication of the following limit cycles: 
The vehicle coning errors were analyzed only 
In t h i s  memo, these pre- 
(3) 
(4) 
. .  
Equal eequency limit cycles . 
(a) 90-degree phased, different amplitudes (5  one deg%e) 
(b) phase f 90 degrees, e@ anplitudes (- 180 6 g  
(c) phase # 90 degrees, different amplitudes 
Different frequency l i m i t  cycles - 
(a) through (c) as described above 
Since the previous results were-obt&ed or& for  freqyencies up t o  one- 
half the s a u p l i n g  frequency (f,), the above tests (a) through (c) will 
also be performed for frequencies higher than fSl2. 
The previous coning results wore presented on a graph of percent error of 
the true vehicle coning rate versus the U t  cycle frequency normalized 
t o  'the computer sampling frequency (see Figure-.II-l) . After the f/fs ra t io  
reached 0.01, these previous results were affected by the roundoff quanti- 
zation errors of the 7094 computer. To examine the effects of computer 
word length, several coning runs were performed on a double precision 
7094 computer simulation and an Interpretive Computer Simulation of 
phase < + 180 G g )  * 
. 
. .  . .  .- the XEM 18 bit coquter. , 
- .  
* For these coning tests, the phase was varied fron -180 &g t o  + 180 G g  
and the amplitudes were 5 1 &g. 
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Figure 11-1. 
Revlous Coning Study Rerzulta for  
F&r Att i tude A l g o r i t h m .  
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The equal frequency Umit cycle t e s t s  which were performed for  different com- 
binations of amplitudes and phasing showed that  the true vehicle coning ra te  was 
proportional t o  the two u"pllt;udes, the frequency, and the sine of the phase between 
the two Limit cycles which were applied t o  the two vehicle axes. 
vehicle coning rate  uC about the third vehicle axis may be computed from Equation 
(11-1) o r  Equation (11-2). 
That is, the true 
% = A1A2 r' 2 sin 9 rad/sec (11-1) 
sin $ rad/sec 
where 
(I) is the l i m i t  cycle radian freqyency (rad/sec) 
%, A2 are the L i m i t  cycle amplitudes i n  radians 
%, a2 are the limit cycle amplitudes (rad/sec) -- 
Id is the phase sh i f t  between the two  Wt ~$~le 's .  
The percent error of the computer for any combination of phasing or  vnplitudes behaved 
exactly the same as the previous results which were obtained for equal aqplitudes and 
90 degree phasing. 
errors as the  application of different amplitudes did not affect the percent error. 
The same type of tes ts  were performed for.frequencies higher than one-half 
This implies that  the errors due t o  coning are jus t  due t o  sampling * 
the sanpling frequency. 
which i s  also a graph of the percent error of the true vehicle coning rate versus 
normalized frequency. 
the'coning errors are shown for the 18 b i t  computer, the  single precision 7094 
The results of these tes t s  zre included i n  Figure 11-2, 
This graph a l s o  shows the effects of computer r-rorci length as 
(11-2) 
computer, and 
percent error 
where 
(It is the 
T is the 
the double precision 7094 computer. . .  
&a& t o  sources other than roundoff apiears to  b~ of t h e ' f o h  
From the graph on Page 11-4, the 
* 
1 (11-3 1 sin mT $error=100[  I -  d. . 
Wt cycle frequency in  radians per second 
computer sampling period i n  seconds (T = ) 
*s 
.. . - . -  1F 
These conclusions and Equation ,11-3 appear to be very'strongly justified by the  
simulation results, but should be znQtica3l.y proved before ac.cepted as correct. 
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The different frequency tests were performed fo r  several different amplitude . .  
combinations, and different starting phase shifts. 
two sinusoidal limit cycles of different frequency are applied about two of the 
vehicle's axes, the vehicle w i l l  cone in  one direction about t h e  t h i r d  axis un t i l  
the phasing between the two sinosoids reaches zero or  180 deg. 
the vehicle w i l l  begin t o  cone i n  the  opposite direction unt i l  the sinusoids are 
again in phase o r  180 degrees out of phase. Thus, the vehicle coning motion for 
different frequency l i m i t  cycles i s  simply a rotation about the  t h i r d  axis in  one 
direction, and then in  the opposite direction. 
path of the  t i p  of the  vehicle about a reference vertical axis, i s  sham in Figure II-3 
I seconds. This coning motion returns t o  the original coning motion after 1 
These tests showed that when 
A t  this t h e  
One coning trajectory, i.e., t he  
' 1  
fl - f2 
The coning d r i f t  errors for different frequency l i m i t  cycles cancel out or  are 
1 zero after an integral number of 1- seconds. 
does d r i f t  in one direction about the vehicle's t h i r d  axis, but t h i s  d r i f t  is  
exsctly canceled when the  direction is  reversed. 
a coning d r i f t  is t o  use a vehicle which is s l i g h t l y  non-symmetric. 
Figure 11-2, besides providing a n  easy calculation of coning d r i f t  errors, i s  t o  analyze 
the coning errors which may occur during vibrations due t o  f ic t i t ious coning. The 
coning percent error curve shown i n  Figure 11-2 i s  converted for  t h i s  purpose t o  a 
gain versus normalized frequency curve (Figure 11-41. 
f ic t i t ious coning output error t o  the f ic t i t ious coning input, 
The direction cosine matrix 
2 fl -f 
Thus, one method of eliminating 
One possible application fo r  the resu l ts  of the coning studies presented i n  
1- 
The gain i s  the rat io  of-the 
. This graph shows that t h e  direction cosines are not affected by vehicle vibrations 
which occur at an integral number times one-half the sampling frequency. 
vehicle vibrations higher than one-half t h e  sampling frequency, are greatly attenuated 
and cause a eml l e r  effect than the vehicle vibrations which occur at frequencies 
less than one-half'the sampling frequency. 
vibrations need only be analyzed at low frequencies (0 t o  2 f 
the high frequency vibrations should have a 'negligible effect' on vehicle attitude 
errors , 
Also, the 
Due t o  t h i s  attenuation, the vehicle 
for  example) as s' I 
.. 
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Pigure 11-2. 
Coning EIotion for 1 CPS and 0.9 CF§ Limit ,  
Sham from Fbint 1 to  b i n t  19, and from 
19 back to  1) (etc.) 
C Y C h S  (VeMcb the % J @ C t O n  . 
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