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Foreword
I have a DSP book on my book shelf. I have a lot of DSP books on my book shelf. More than a 100,
probably every one that's ever been printed! What's that in your hand? Oh, you are holding and
examining a new DSP book. A copy of this one will soon find its way to my book shelf. Many of the DSP
books tell us that they are going to teach us how to design something; something like a software defined
radio. I want to share with you that there is something different about this one. First let me tell you what's
in all the others. They all contain an introduction chapter telling you where and how DSP is used. Then
a chapter on Z-Transforms, followed by one on region of convergence of Z-Transforms, then one on
linear systems, and one on spectral analysis, one of Finite Duration Impulse Response filters, one on
Infinite Duration Impulse Response filters, Oh, and Fourier transforms, oops, one on phase lock loops,
ah I almost missed one, RF propagation and channel modeling, and on and on and on. By now we are
starting to lose sight of the path through the woods. When we reach the end of the book we are a bit
startled to realize we never actually touch a radio. We learned how to simulate one, a very useful skill; but
the fact is we never actually touch a radio. We might ask, “Is there a radio in here somewhere? Must we
caress every mathematical skill before we get to see the forest?” Till now, it seems we had to!
This book is different, very different. It starts with an introduction to an inexpensive radio; a radio
designed to be a television tuner, but thanks to some creative hackers and programmers, it has been
directed to a new calling…. an SDR receiver. Right up front we are presented to a simple flexible radio
plugged into your computer's USB port. "Hello reader, let me introduce you to a feely touchy hardware
radio, the RTL-SDR. Pleased to meet you Ms. Radio!" Then we are presented with a description of what's
in a typical radio and what is in this particular radio. We then run through a list of software and the tools
required to operate it. We run through step by step preparation instructions required to have MATLAB
and Simulink engage the radio. Amazingly we then operate the radio. All by the end of chapter 2. Not a
bad way to start a book on DSP for software defined radios. Pretty neat in fact! I have no excuses any
more. I have to acquire some of the RTL-SDR radios and then devour this book to learn how to play with
these radios while folding them into my modem design class! Why don't you join me and do the same?
Remember my advice: “If you are not having fun, you are probably not doing it right!”
Best regards and have fun with this innovative book and its message.
fred harris, Professor, San Diego State University, California
Bernie Sklar, Communications Engineering Services, Tarzana, California May 2015




A Few SDR Thoughts
Many of today's leading engineers in the communications industry may have begun their
communications careers back in the 1960s and 1970s by building a crystal radio set, and perhaps listened
to radio broadcasts while tucked under their pillows late at night, using their very own engineered radio.
The ability to make a radio receiver that was portable, cheap and really worked was an amazing motivator
for the aspiring engineer. The key element for the popularisation of the crystal radio was perhaps that it
was simple and rewarding.
For the last 20 years, Software Defined Radio (SDR) has been a topic of great interest and extensive
research and development. Developing hardware solutions has been the preserve of those who could
afford turnkey systems and custom designs costing thousands of dollars or pounds. But not now; with
the advent of devices such as the RTL-SDR, we just might be seeing a new motivation for the leading
communications engineers of 2040 (who will perhaps be designing 10G radio by that time!). At the time
of writing this book, the RTL-SDR costs around $15—and that includes an antenna; it only costs a few
dollars to get started with a digital radio. With the ability to tune over the frequency range of 25MHz to
1.75GHz, an aspiring engineer can use this to receive a variety of radio signals. Using this simple device
and the MathWorks softwares tools, one can implement FM receivers, spectral viewing designs and even
construct systems to decode the ID of a nearby cellular base station.
Perhaps mimicking the excitement and discovery of the crystal radio hobbyist of 40 years ago, today you
can wave your RTL-SDR antenna in the air, and get a simple receiver working in just a few lines of
MATLAB code or a few blocks in Simulink, on your laptop. Casual experimentation can also teach you
surprising things! For example in a recent class, students were designing FM receivers and were able to
receive signals transmitted from local radio stations with good quality. One experimental student tried
to demodulate an FM signal using a design intended for AM signal demodulation. And it worked! The
audio was not high quality but was intelligible and the listener could interpret speech and recognise
music. The teacher, who initially thought the student was plainly not thinking, did a 180-degree reversal
when this was observed and realised this student really was thinking and had in fact implemented a form
of SDR FM slope detector! (We added this example to the book, see page 407.)
We hope this book will allow you to quickly get started with software-defined radio. The early chapters
ensure you learn what software is required — this can be the Professional, Student or Home Version of
MATLAB & Simulink, with the Signal Processing, Communications and DSP System Toolboxes and
Hardware Support Packages for the RTL-SDR. These chapters guide you toward getting started quickly
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for a very rewarding ‘out of the box’ experience. Where possible, examples work with off-the-air RF
signals, but we also give a few examples of using inexpensive FM transmitters that plug into your phone,
and some other simple transmitter circuits you can build. More involved designs in later chapters, such
as a full QPSK digital communications system, require you to transmit from more sophisticated SDR
hardware but should be readily available at universities and on some hobbyist benchtops, such as the
Ettus Research USRP® hardware, ZedBoard (featuring the Xilinx Zynq System-on-Chip) with an Analog
Devices FMCOMMS RF card, all of which are supported by MATLAB & Simulink and allow you to
design and implement complete wireless systems.   
The authors of the book and their engineering
colleagues at MathWorks are confident that once you
plug the RTL-SDR into your computer and start
searching the local RF spectrum, you will be hooked.
You might even become a spectrum detective—you
find a signal, you start thinking about what kind of
signal it is, and then begin to take a closer look with
spectrum analysers, algorithms and receivers that you
design! Or you may begin building simple receivers
and start manipulating parameters, filter
characteristics, synchronisers and so on. 
Unlike the crystal radios of 40 or more years ago, it may be hard with laptop in hand to listen to a station
with radio tucked under your pillow, but perhaps the next-generation communications engineer can at
least lean on his or her pillow, and code late into the night to receive radio transmissions from broadcast
stations, weather satellites, time clocks, beacons and so on. So an update to this SDR text seems
unavoidable in the near term as the momentum of change from the Internet of Things (IoT) and various
related applications drives the market forward. 
Stay tuned ...the wireless revolution is just beginning!
Don Orofino, Director of Signal Processing, MathWorks, USA
Bob Stewart, MathWorks Professor of Signal Processing, University of Strathclyde, Scotland, UK
The 1960s Crystal 
Radio Ham





The availability of the RTL-SDR device for less than $20 brings Software Defined Radio (SDR) to the
home and work desktops of EE students, professional engineers and the maker community. The RTL-
SDR can be used to acquire and sample RF (radio frequency) signals transmitted in the frequency range
25MHz to 1.75GHz, and the MATLAB and Simulink environment can be used to develop receivers using
first principles DSP (digital signal processing) algorithms. Signals that the RTL-SDR hardware can
receive include: FM radio, UHF band signals, ISM signals, GSM, 3G and LTE mobile radio, GPS and
satellite signals, and any that the reader can (legally) transmit of course! In this book we introduce readers
to SDR methods by viewing and analysing downconverted RF signals in the time and frequency domains,
and then provide extensive DSP enabled SDR design exercises which the reader can learn from. The
hands-on SDR design examples begin with simple AM and FM receivers, and move on to the more
challenging aspects of PHY layer DSP, where receive filter chains, real-time channelisers, and advanced
concepts such as carrier synchronisers, digital PLL designs and QPSK timing and phase synchronisers
are implemented. In the book we will also show how the RTL-SDR can be used with SDR transmitters to
develop complete communication systems, capable of transmitting payloads such as simple text strings,
images and audio across the lab desktop.
Accessible SDR
Designing real world SDR receivers for analogue and digital communications systems based on advanced
DSP and digital communications theory is far from trivial (and of great educational value [6], [11]!), but
gaining practical experience was, unfortunately, all the more difficult given the high cost of FPGA based
SDR cards and systems. However with low cost and programmable RTL-SDR hardware that is easy to
use and integrate with technical programming environments such as MATLAB and Simulink, then
anyone who wants to implement and learn SDR by experiencing and doing, now can. 
In this book we are also addressing another challenge and aiming to make real time SDR design accessible
to readers from many different backgrounds and experience levels. We do of course realise that not
everyone has extensive DSP and communications theory experience; nor that everyone has the intention
of becoming a DSP/ SDR system designer. Many student and professional engineer readers perhaps just
want to use the RTL-SDR at a system level, to learn and just receive RF signals (i.e. to use SDR
implementations as parameterisable black boxes or as simple spectrum analysers). Whereas others would
like to design and implement complete physical layers for digital communications receivers.
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In order to make more rapid progress with this book, the fundamental theory and background
prerequisites for readers are mainly in DSP. Therefore a working knowledge of the following will be
useful, and are things we do not cover from first principles in the book, but found in many standard texts:
1. The Nyquist sampling theorem and time domain signal representation;
2. The frequency domain, or spectral representation of signals using DFTs and FFTs;
3. Basic design and implementation parameters of filtering, digital filters and multirate;
4. The generics of the radio frequency (RF) spectrum and using an antenna to receive RF signals.
Experience and Background of Different User Groups
We envisage a few of the groups of readers with different backgrounds using this book and running the
real world SDR receiver exercises herein to be:
1. Beginner Level;
No background in analogue/ digital communications and no MATLAB or Simulink experience: 
For readers new to analogue and digital communications, and perhaps to the concept of RF
signals in general, we anticipate you will find this book a good way to start your learning. In
Chapter 2 we will get you up and running with some preliminary spectrum viewing exercises
using the RTL-SDR. Do not worry if you do not know how to use MATLAB or Simulink—in this
chapter we tell you just enough to get you up and running with using the RTL-SDR, and then in
Chapter 4 we provide you a fuller, more formal introduction to the software. This will focus on
how it can be used for DSP and developing communications systems. In later chapters, we will
present the theory behind a number of analogue and digital communications techniques, and
show you how to implement SDR receivers that demodulate the associated signals.
2. Introductory Level;
Some DSP/ communications experience and looking to learn by running & observing exercises: 
Readers who have some experience of working with MATLAB and Simulink (and having installed
the RTL-SDR Hardware Support Package) should be able to open and run most of the examples
and make appropriate observations at a system level. Seeing and hearing is believing; for instance,
in exercises such as the SDR FM receivers in Chapter 10, being able to listen to a received and
demodulated radio station and being able to visualise the RF spectral energy fluctuating with a
Simulink Spectral Analyzer, is very informative. Many of the other exercises, such as those focused
on viewing the spectra of mobile (cell) phone signals (Chapter 3), or watching QPSK
constellations lock their phase (Chapter 11), should act as a great learning reinforcement for
readers at this stage.
3. Intermediate Level;
Those looking to understand the DSP and communication design of the exercises: 
For readers who have a good grounding in DSP and general linear systems theory, along with core
trigonometric skills, who are looking to understand the mathematical and DSP functional
implementations of many of the more advanced design exercises. Having a working knowledge
of DSP theory, filtering methods, complex modulation and demodulation methods, and basic
multirate systems design should be enough to get you going, and a number of these areas will be
presented and reviewed in this book. For example, again with the FM receiver, seeing and hearing
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it working is informative at an introductory level, but moving to an intermediate level requires
readers to understand how received complex FM signals are demodulated (i.e. understanding the
mathematical analysis), as well as appreciating the spectral structure of the FM multiplex and the
various filter design stages. Similarly in Chapter 11, the exercises allow you to observe
synchronisation methods working, but we will also aim to explain the basic theory and core
mathematics of digital synchronisation from first principles for the intermediate level reader. 
4. Advanced Level;
Those seeking the knowledge to design DSP and Communications SDRs from first principles: 
This will require a more advanced knowledge of DSP, such as filter design methods, Direct Digital
Downconverter (DDC) implementations, and perhaps the most involved aspect of all; how the
frequency tuning, synchronisation and timing circuits work. One of the main challenges in any
radio system is tuning and synchronising to the carrier, as well as the symbol synchronisation for
digital communications systems. For readers with a good working knowledge in these areas, after
the first few introductory exercises in this book, you may well head off and restructure some of
The block diagram of a Simulink receiver for a pulse shaped QPSK signal, that has been
transmitted on a 602MHz carrier and received by the RTL-SDR
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the examples and designs to produce new receivers from first principles! This could be for GPS,
or ISM band signals, satellite downlink signals, or even aircraft radio beacons. Any RF signal
transmitted near you that operates inside the RTL-SDR’s operating band (25MHz to 1.75GHz)
has the potential to be received and examined in the time and frequency domains, and if it is legal
to do so(!), you might just have the software defined radio expertise and knowledge to decode
them.
Consider the example system shown above on page xvii, which is designed to receive an off-the-air,
pulse-shaped QPSK signal from a 602MHz carrier using the RTL-SDR, and transmitted using a SDR
transmitter (602MHz is a TV white space frequency where the authors had a test and development
licence for the frequency band). Received signals pass through stages of decimation, matched filter
implementation, time and phase synchronisation, frame and symbol synchronisation, and finally, ASCII
message decoding. For the beginner-level, perhaps they might just add in a simple spectral analyser block
at the data output port of the RTL-SDR block and then observe the frequency spectra of the input and
output signals. We might then expect introductory-level readers just beginning their digital
communications journey to open this example and learn by tuning the RTL-SDR, and observing the
constellation diagrams with a frequency offset. Intermediate-level users may work to optimise the
performance of the receiver’s filters at a minimum cost, and the advanced-level user may look at
designing and implementing their own timing and synchronisation systems. So in summary we
anticipate readers with many different objectives and levels of experience, but feel that all can expand or
consolidate their SDR knowledge from the exercises herein and have great fun while doing so.
The very fact you are reading this book means you wish to learn more about SDR in general, MATLAB
and Simulink, or specifically about the RTL-SDR. I think we might already have said this, but; stay tuned
...the wireless revolution is just beginning! 
Enjoy your SDR journey.
xix
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11 Introduction
It’s scarcely twenty years since the first second generation (2G) digital mobile phones appeared on the
market. By the mid–1990s texting was widely adopted, and further, GSM and GPRS based modems
became available—albeit only providing slow connectivity no higher than a few kbps. This was the start
of the wireless digital data revolution. By the end of the 1990s and into the 2000s, third generation (3G)
mobile connections became available at speeds of a few 100kbps and WiFi emerged as a means of
connecting devices to wireless access points over distances below 20 metres or so. From early WiFi speeds
of just a few Mbps, by 2005 we were running at 54Mbps in most implementations and soon to speeds of
300Mbps and higher when MIMO methods emerged in the early 2010s. Smartphones also just keep
getting smarter. WiFi and Bluetooth are now considered standard wireless connectivity requirements on
smartphones alongside 2G, 3G, and likely fourth generation (4G) LTE-Advanced connections. Homes
and offices are now well served by superfast WiFi, and there are mobile basestations throughout cities,
towns and the countryside, all around the world. In many ways though, the ‘wireless revolution’ is still
just beginning. With more Short Range Devices (SRDs) being produced, and the so-called Internet of
Things (IoT) continuing to evolve, we should expect in the very near future that there will be more than
one wireless phone, laptop or tablet per person; and perhaps up to 10 other devices, ranging from keyfobs
to sensors, GPS tracked objects, and so on. It will be wireless everything very soon.
Software Defined Radio (SDR) is a generic term which refers to radio systems in which almost all of the
functionality associated with the Physical Layer (PHY) is implemented in software using Digital Signal
Processing (DSP) algorithms [32], [33], [114]. An ideal SDR receiver would have a very small hardware
front-end; only an antenna and a high speed GHz sampler that was capable of capturing and digitising a
wide band of radio frequencies. Any demodulation, synchronisation, decoding or decryption required to
recover information contained within a received signal would be performed in software that is executed
on a superfast, dedicated processing device [42].
Many smartphones and similar devices currently have up to around 8 different radios optimised for
receiving various signals from different frequency bands, such as those for WiFi (2.4GHz), LTE (Long
Term Evolution, 800MHz), GSM (Global System for Mobile Communications, 900MHz), UMTS
(Universal Mobile Telecommunications System, 2.1GHz) GPS (Global Positioning System, 1.5GHz),
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Bluetooth (2.4GHz), NFC (Near Field Communications, 13.56MHz), and FM Radio (100MHz). Soon
they may even include radios to receive IoT and TV White Space UHF (Ultra High Frequency at
400MHz+) signals too. The ultimate solution here would be to utilise a single SDR that samples the
spectrum at GHz rates to digitise and capture all signals from baseband to 2.5 or even 3GHz, and to
implement all of these receivers in software code. Figure 1.1 illustrates the approximate frequency band
positions for many of the broadcast radio signals that most of us receive and use on a daily basis. 
In this book we will work with RTL-SDR USB SDR hardware, and MATLAB & Simulink software to
design and implement real world desktop SDR systems. We will acquire signals from the frequency range
25MHz to 1.75GHz and digitise them with the hardware, then perform processing in software to
demodulate and extract the signal’s information. We will design Amplitude Modulation (AM) and
Frequency Modulation (FM) receivers, Quadrature Amplitude Modulation (QAM) digital receivers,
spectral viewers and frequency channeliser systems; all using the low cost RTL-SDR receiver, and SDR
algorithms/ DSP algorithms implemented in MATLAB and Simulink. As we will discuss in Section 1.6,
the RTL-SDR is what is termed an Intermediate Frequency (IF) sampling radio, rather than a Radio
Frequency (RF) sampling radio, however we will demonstrate how this form of SDR can be used to
receive signals from 25MHz all the way to 1.75GHz.
1.1 Real Time Desktop Software Defined Radio
The book introduces the technological breakthrough that is the RTL-SDR, and how it can be used in
conjunction with MATLAB and Simulink to implement ‘real world’ desktop SDR systems, capable of
receiving RF signals broadcast in the air around you. We cover the theory and implementations of a
variety of transmitters and receivers for both analogue and digital communication systems, and have a
large number of hands-on practical exercises throughout where you will have the opportunity to apply
these techniques; both in simulation and in real world situations. You will have the chance to receive,
demodulate and decode RF signals live off the air, and even generate your own to build complete SDR
based communications systems. In later chapters of this book we will focus on the principles of real
digital transmitter and receiver design, where DSP components such as digital filters, encoders and
decoders, and phase/ timing synchronisers will be constructed in MATLAB and Simulink to building
systems capable of sending text strings and images across a room from one computer to another. 
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Figure 1.1: With the availability of devices that can sample up to a rate of say fs = 5GHz, the sampling theorem 
dictates we can digitise all signals from baseband up to 2.5GHz. In practice its more likely that different bands 
would be filtered, and digitised at a lower sampling frequency, but in theory we could work with the entire band.
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The focus of this book is all about real-time desktop SDR. 
Of course, we want you to get moving as soon as possible, so in the opening chapters we aim to provide
you with the necessary background knowledge on SDR (and the RTL-SDR in particular), to get you up
and running and acquiring RF signals within just a few minutes of ‘opening the box’ (or unwrapping the
shrink-wrap of the RTL-SDR more likely). If you know what you are doing or you can’t wait to open the
box and get started, then jump ahead to Chapter 2 (page 25).
1.2 What is the RTL-SDR?
The RTL-SDR is a very low cost (sub-$20), easy to
use USB device that receives RF radio signals.
Originally these devices were designed to be used as
DVB-T (Digital Video Broadcast—Terrestrial)
receivers, but it was discovered that they could be
used as generic (receive only) SDRs by simply
putting them into a different mode. In this mode,
they are capable of receiving any signal in the range
their tuner operates over; not just the Digital
Television (DTV) signals they were designed to
receive. This range varies from device to device
depending on what components have been used,
but is most commonly from 25MHz to 1.75GHz.
The front end of the RTL-SDR receives RF signals
live off the air, downconverts them to baseband,
digitises them, and the device outputs samples of
the baseband signal across its USB interface. Figure
1.2 shows three variants of the RTL-SDR made by
NooElec. 
MathWorks released a Hardware Support Package
for the RTL-SDR in early 2014 which enables both
MATLAB and Simulink to interface with, and
control the RTL-SDR. With this add-on, samples
output from the device can be captured and brought
into the software, enabling users to implement any
kind of DSP receiver or spectrum sensing system
they desire in either a Simulink model or MATLAB
code. To give an example, connecting the RTL-SDR
to your laptop and the antenna to the RTL-SDR’s
RF input port, you could write some MATLAB code
that tuned the device to the centre frequency of an
FM radio station, demodulated and decoded the
received samples, and output the resulting audio
signal to the laptop’s speakers. As the entire
demodulation process is carried out in software,
this is a Software Defined Radio implementation.
Figure 1.3: RTL-SDR with an omni-directional antenna 
connected to a laptop via a USB port. The computer is 
running MATLAB & Simulink to enable implementation 
of the DSP and SDR algorithms presented in this book. 
MathWorks tools can be used to monitor the signal in the 
frequency and time domains as it is demodulated [59]
Figure 1.2: Three types of NooElec RTL-SDR: 
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The RTL-SDR set up of Figure 1.3 is represented in a block diagram form in Figure 1.4. RF signals are
received at the antenna, quadrature downconverted by the RTL-SDR, and In Phase/ Quadrature Phase
(IQ) samples are presented to the computer running MATLAB. The receiver design is implemented
using the appropriate DSP algorithms to demodulate the signal to baseband and extract the information
signal. This might be audio, video, images, or data.
Subject to appropriate hardware configuration (i.e. using the right antenna!) and signals being broadcast
in your vicinity, the RTL-SDR allows you to receive not only FM radio signals, but also UHF/ DTV
signals, Digital Audio Broadcast (DAB) radio, GPS signals, 2G, 3G and 4G cellular signals, transmissions
in the Industrial, Scientific and Medical (ISM) bands, etc. — in fact any signal that is transmitted within
the operating range of the tuner. Figure 1.5 shows some of the RF signals from the electromagnetic





















Sampling frequency ( f
s 
):
up to around 2.8MHz
Figure 1.4: Block diagram of the RTL-SDR receiver chain.
FM Radio 87.5 – 108 MHz
Aeronautical 108 – 117 MHz
Meteorological    ~ 137 MHz
Fixed mobile 140 – 150 MHz
Special events broadcast 174 – 217 MHz
Fixed mobile (space–earth) 267 – 272 MHz
Fixed mobile (earth–space) 213 – 315 MHz
ISM band (short range) ~433 MHz
Emergency services 450 – 470 MHz
UHF TV Broadcasting 470 – 790 MHz
4G LTE-Advanced 800 MHz bands
SRD/ IoT 863 – 870 MHz
GSM-R band (UK) 921 – 925 MHz
GPS Systems 1227 MHz / 1575 MHz
Range 25MHz to 1.75GHz
Signals output to computer
Figure 1.5: A few of the signals available to the RTL-SDR (location dependent!)
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1.3 What Do I Need to Get Started?
In order for you to be able to implement SDR systems, there are a few hardware and software
requirements that must be taken into consideration. 
1.3.1 SDR Hardware: NooElec Receiver
Firstly, and most importantly, you require a NooElec NESDR RTL-SDR receiver. You can source these
directly from nooelec.com or from their store on amazon.com, along with numerous other outlets; and
the price you should be expecting to pay for it is less than £15/ $20. There are a number different form
factors and sizes of these devices (note again the Mini, Nano and RF Shielded versions shown in Figure
1.2), but all essentially have the same functionality and can be used in the same way. There are also some
RTL-SDRs that use different RF tuners (notably the Elonics E4000 rather than the more common Rafael
Micro R820T [113]); again all are functional, and you will be able to use any to get you started on real
world SDR designs.
The NooElec RTL-SDR devices feature a Micro Coaxial (MCX) antenna port, and ship with an omni-
directional MCX antenna. Although this antenna is tuned to perform best in the UHF band, it will be
suitable for receiving a range of signals for preliminary ‘out of the box’ spectrum viewing and baseband
DSP processing in MATLAB and Simulink. 
1.3.2 SDR Hardware: Computer System Requirements
This workbook has been developed based on Windows 8.1, 64-bit edition. The necessary software is
available for other Operating Systems (OSs) (Windows 7, 8 and 10 32- and 64-bit, OS X 10.7.4+ and
numerous Linux distributions), and it should be possible to follow the exercises in this book using any of
them with minor deviations.
It is not appropriate to list detailed system requirements (as so many variations are possible nowadays!),
but we recommend you have a modern computer with a ‘good’ processor (such as a recent Intel i5, i7,
AMD FX-8k series or similar core), at least 8GB of RAM, and 30GB of free hard drive space. You will also
need at least one free USB2.0 (or higher) port, and we recommend a computer with a soundcard so that
you can listen to any audio signals you demodulate. As long as your computer is fast enough, then for the
most part, the SDR implementations with your RTL-SDR should be able to run in real-time (i.e. the
processor will be able to process data as fast as it arrives). If your PC is not fast enough to run real-time,
you can of course just record the signals to disk or cloud locations, and then process them offline.
1.3.3 SDR Software: MathWorks MATLAB & Simulink 
Before you start building your own SDR systems, you will also need to have MATLAB and Simulink
installed on your computer. This book is based in MATLAB R2014b, and although the RTL-SDR
Hardware Support Package is compatible with versions R2013b and later [59], you may find some file
compatibility issues if using an earlier version. We therefore recommend working with R2014b or later
where possible. This software can be purchased from mathworks.com. 
The RTL-SDR Hardware Support Package can be downloaded and installed by all users of MATLAB,
whether you have a Professional, Home [56], or Student [57] licence. To complete the exercises in this
book, you will also require the following MathWorks toolboxes to be installed on your computer. These
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are official software add-ons that provide extra features (such as filter designing tools and frequency
domain scopes) in the development environment:
• DSP System Toolbox [55]
• Communications System Toolbox [54]
• Signal Processing Toolbox [63]
MATLAB and Simulink provide you an environment where you can conveniently code and build the
receivers, and these toolboxes1 will provide you the necessary means to implement any SDR receiver
algorithm you desire. Not only do they give you the facilities to design things like the digital filters,
decimators and synchonisers your system requires, but also provide tools that allow you to visualise
signals in the time and frequency domains as they undergo the demodulation process. 
1.3.4 SDR Software: MathWorks RTL-SDR Hardware Support Package
MathWorks Hardware Support Packages can be considered ‘add-ons’ that provide specific MATLAB
and Simulink interfacing support for third-party hardware, including devices such as the Raspberry Pi,
the Arduino, various Field Programmable Gate Arrays (FPGAs) and the Universal Software Radio
Peripheral (USRP®). Most relevant to this book is the RTL-SDR Hardware Support Package, which
enables interfacing with your RTL-SDR, although you may well use some of the others later on. We will
talk you through downloading and installing the Hardware Support Package and USB drivers in Chapter
2, and we provide some troubleshooting information in Appendix A.1. Note that you will only be able to
obtain the Hardware Support Package once you have MATLAB and Simulink installed. 
1.3.5 Optional Extras
To complete some of the exercises later in this book you will require some low cost radio transmitters,
which will allow you to generate your own low power RF signals from the desktop. This means that you
can transmit (Tx) signals to your RTL-SDR, which will receive (Rx) them. Transmitters can either be
purchased; built using instructions that we provide in Appendix E; or you may find some wireless sensors
around the home (for example 433MHz or 868 MHz RF low temperature sensors) that transmit signals
suitable for the tasks too. 
For classroom/ lab environments, users may wish to procure a professional transmitting device such as
the USRP® software-defined radio [86]. There is a MathWorks Hardware Support Package for this
device, meaning it is easy to interface with via MATLAB and Simulink, and is capable of generating many
different types of signal (it does however cost more at a few thousand $’s).
1.3.6 A Brief Recap
So in summary, to design the real time SDR systems that are presented in this book you need:
• An RTL-SDR USB device
• A powerful computer running a recent operating system
1. All in, MathWorks have produced over 80 toolboxes for MATLAB & Simulink supporting many other aspects of DSP and
digital communications too; such as HDL coding, image processing, fixed point, phased arrays and RF tools. We will only use the
minimum set of toolboxes required for this book.
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• MATLAB & Simulink Version 2014b or later
• MathWorks DSP System Toolbox
• MathWorks Communications System Toolbox
• MathWorks Signal Processing Toolbox
• MathWorks RTL-SDR Hardware Support Package
• (optional) Radio Transmitters
1.4 The Aim and Objectives of this Book
For readers of this book we have a core aim: 
To allow engineers to learn about, and implement SDR designs at very low cost using the
RTL-SDR receiver, with communications algorithms and receivers implemented in real-time
using the MATLAB & Simulink software tools.
We can also present the following key objectives and learning opportunities from this book:
1. To understand the fundamental design and implementation of SDR systems;
2. Gain an appreciation of the many suitable applications of SDR in radio, mobile, wireless,
instrumentation, and general RF receiving and ‘listening’;
3. To learn about the core components of an SDR system, and how DSP and PHY layer algorithms
allow signals to be extracted and received information presented;
4. (If you are new to MATLAB and Simulink) to be able to competently design with, and run,
MATLAB code and Simulink models, and work with associated toolboxes and support packages;
5. Be able to tune across the spectrum to capture and view different signals, and plot live RF spectra
on screen;
6. Gain an appreciation of the different communications systems and standards in use, and the
bands of RF frequencies they use;
7. Learn the fundamentals of DSP receiver design (filters, demodulators, decimators) and be able to
build and run systems to bring quadrature-based signals to baseband;
8. Learn the fundamentals of the AM and FM analogue modulation schemes, and be able to
understand and implement digital receivers for both AM and FM signals;
9. Learn how to use other hardware to generate radio signals from the desktop, using simple
component level designs, and off-the-shelf environment sensors (temperature etc.);
10. Learn how to multiplex and codify audio signals, then transmit them via low cost FM radio
transmitters, receive them with the RTL-SDR, demodulate, demultiplex, decode, and output each
channel again;
11. Learn the requirements for tuning, synchronisation, and timing, and be able to understand and
implement these components as part of an SDR receiver;
12. Learn how to implement simple SDR transmitters from the desktop using the USRP® transceiver,
and generate QAM signals to transmit (via RF on the desktop) to RTL-SDR receivers.
13. Experiment with more complex SDR applications (working up the stack), capable of transmitting
text strings and images across the classroom, using the RTL-SDR, USRP® and FM Transmitters.
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1.4.1 Undergraduate and Postgraduate Class Teaching
The book is also intended for undergraduate, or postgraduate courses in DSP and SDR. Some additional
teaching support materials information, syllabus and lab class suggestions and related information will
be collated on the book’s companion website, desktopSDR.com in the teaching section. 
1.5 The Evolution of the Software Defined Radio Architecture
Over recent years, and probably since the late 1990s, SDR has often been presented — even heralded —
as the future solution and design for all RF receivers [17]. It is probably true to say that SDR has been
promising solutions for quite a few years, but only now (from 2014) has this become very low cost and
widely available at the desktop level. In the past, SDR was more commonly associated with military and
research applications, due to its (historically) high cost of implementation [19].
It is useful to review the ‘ultimate’ SDR architecture, along with more common practical
implementations, and to understand the technology factors involved. 
1.5.1 The Ultimate SDR Architecture
At its very simplest conceptual level, SDR comprises of an RF section (antenna, amplifiers and filters) and
a very high speed Analogue-to-Digital Converter (ADC) and Digital-to-Analogue Converter (DAC)
pair, interfaced with a powerful DSP processor and/ or computing system, as illustrated in Figure 1.6.
Samples are passed into and out of the DSP section via the ADC and DAC, respectively. Recalling the
Nyquist theorem (i.e. that you need to sample a signal at greater than twice the signal bandwidth to retain
all information), sampling at, say, =4GHz, would produce a baseband spectrum from 0 to 2GHz, or
.1 Thus, the SDR would be capable of transmitting and receiving all frequencies up to 2GHz, with
































Figure 1.6: The components of the simple, conceptual, ‘ultimate’ Software Defined 





To develop a complete radio receiver system, we do need to rely on our RF and broadband antenna
colleagues to educate us on some of the engineering issues associated with operating over such a wide
frequency range. Ensuring that we use appropriate analogue components are therefore also important
considerations. Assuming this is all in order, then from a DSP theory point of view, if we can digitise the
RF signal at these sampling frequencies, the rest of the receiver can be implemented purely in software
[18]. The software would of course be required to run on very high speed processors, or perhaps even on
powerful FPGAs (e.g. for extensive, complex standards-based signals such as LTE). These devices
perform all of the DSP algorithmic arithmetic required, which are primarily multiplications and
additions, as per usual for DSP. 
Sometime soon, the super-highspeed ADCs and DACs needed to interface at multi-GHz sampling rates
will become available, and thus the system indicated in Figure 1.6 will be readily realisable. To remind
ourselves of technology timelines and evolutions, back in the late 1990s, a DAC/ADC running at
=100kHz with 16-bit resolution was the latest (and rather expensive) technology. Now, in 2015,
devices running at =100MHz with almost 14-bit resolution are widely available at reasonable cost
from companies such as Analog Devices Inc.. Samplers operating at GHz frequencies are available now
with 8-bit (or so) resolution, but they are expensive and not yet consumer grade. Despite these current
limitations, one thing we can be sure of with technology is that it will advance — so get ready, GHz
samplers in our consumer devices are just around the corner!
1.5.2 SDR Architectures: The Advance of Digital Processing
Next, we consider the evolution of a quadrature radio receiver, and the increasing role of digital
processing (which supports SDR). 
First generation ‘digital radios’ appeared back in the mid–1990s. As illustrated in Figure 1.7(a), the
analogue part of this radio architecture downconverted signals from their RFs to an IF using a Local
Oscillator (LO), and then, using a second LO, further downconverted the IF signal to baseband. The
baseband signal was then sampled and digitised using an ADC (at a rate of no more than a few 10’s of
kHz), and then DSP was used to perform the final processing stages to recover the transmitted
information. Second generation mobile phones of the 1990s — those that received GSM signals — were
likely to have used this architecture. It is worth remembering the first wave of mobile phones in the early
1990s were in fact all analogue, using the old AMPs and TACs standards [15].
In the next generation of digital radios, which emerged in the 2000s, the sampling and digitisation
processes started to be performed in some devices at IFs. IFs of around 40MHz (for example), could be
supported by an ADC that sampled at, say, 125MHz. The first DSP stage of this architecture involved
using a Direct Digital Downconverter (DDC) to shift IF signals to baseband using demodulation and
decimation filtering, as shown in Figure 1.7(b). Further DSP processing was then performed once the
signal was at baseband. In this architecture, more functionality was implemented in the digital domain,
giving greater flexibility for SDR. 
1. Because so many applications use baseband signals (rather than single tone sinusoidal signals), and the signal’s
frequency components start down near 0Hz, the Nyquist sampling theorem (often stated as sampling at greater than
twice the maximum frequency of interest) should more correctly be defined as twice the signal bandwidth. Clearly
for a baseband signal with highest frequency fmax, the frequency range from 0Hz to fmaxis in fact the bandwidth.
fs
fs
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Ultimately (and just about the state of the art at the time of writing of this book — check the date on the
front cover!), the move has been made to sample RF signals directly as illustrated in Figure 1.7(c), and
downconvert them from RF frequencies to baseband in a single stage, using DSP. This is possible today
(again—check the date!) because we are now able to sample in the order of GHz. This is a shift towards
the ‘ultimate SDR’ architecture presented in Section 1.5.1. 1 
1.5.3 The RTL-SDR Architecture and Workflow
In the context of these receivers, the architecture of the RTL-SDR corresponds to Figure 1.7(b). It has a
two-stage demodulation process: RF to IF in analogue hardware; and IF to baseband implemented
digitally. Importantly, control over the demodulation process can be exerted through software, which
allows the desired band of RF frequencies to be selected. 
Referring again to Figure 1.7(b), the output of the RTL-SDR is equivalent to the two inputs to the
‘Baseband DSP’ block seen at the right hand side (i.e. baseband samples from the I and Q branches). Once
output by the RTL-SDR, these IQ samples can be brought into MATLAB and Simulink via the RTL-SDR
Hardware Support Package — where designs for the ‘Baseband DSP’ section may be created to
implement the final stages of the SDR receiver. The samples output by the RTL-SDR are in an 8-bit fixed
point format, but systems designed in MATLAB or Simulink can be implemented using floating point
arithmetic. More detailed information about the architecture and internal components of the RTL-SDR
(and its variations) will be provided in Section 1.6. 
Noting that the RTL-SDR architecture involves implementing the ‘Baseband DSP’ functionality in
MATLAB or Simulink, it is clear that we have a great deal of flexibility in developing the ‘software’ side
of the SDR receiver. It is possible to design baseband SDR software receivers that will run in real time on
a standard, high speed computer processor. Using the RTL-SDR with MATLAB and Simulink will allow
you to create a wide variety of systems, capable of receiving signals using many different radio standards;
both from off-the-air broadcasts and locally generated and transmitted ‘educational’ RF signals.
1.6 RTL-SDR Hardware
The RTL-SDR USB hardware originated from consumer grade DVB-T receivers, designed to enable
users to watch DTV on a computer. These receivers were not originally designed or conceived to be used
as generic programmable SDRs, and we owe our thanks to a number of independent engineers and
developers in the SDR community, who discovered their potential for use as SDRs. Specifically, they
found that the devices could be placed in a ‘test mode’, which essentially bypassed the DVB decoding
stage, thus allowing the device to tune over the range 25MHz to 1.75GHz, producing raw, 8-bit IQ data
samples at a programmable baseband sampling rate!
1.6.1 Device Operation
The two main components used in the RTL-SDR DVB receivers are a DTV tuner (the Rafael Micro
R820T [95] is most commonly used, although some RTL-SDRs utilise the Elonics E4000 [69]) and the
Realtek RTL2832U DVB-T Coded Orthogonal Frequency Division Multiplex (COFDM) demodulator
1. Logically, where is this all going? So as sampling rates increase, taking this to the mathematical limit well past GHz
rates, we get to an “infinite” sampling rate. Then its the mind-bending realisation that we are back to analogue with







































































































































Figure 1.7: The Evolution of SDR: As the sampling rate of the ADCs increase and they move closer to the antenna. 
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[109]. A few interested, enterprising and knowledgeable individuals realised that this demodulator could
be placed into a ‘test mode’. In this mode, the DVB devices act as IF digital radios (as illustrated in Figure
1.7(b)), essentially becoming high speed ADCs, and output raw quadrature data with an 8-bit resolution
[116]. Soon after this discovery, the name RTL-SDR was coined, which referred to the fact that the RTL
(Realtek) based DVB receivers could be used as SDRs. 
Figure 1.8 shows a signal processing flow diagram of the main stages that are carried out on the RTL-
SDR. RF signals entering the tuner are downconverted to a low-IF using a Voltage Controlled Oscillator
(VCO). The VCO is programmable, and is controlled by the RTL2832U over an Inter-Integrated Circuit
(I2C) interface. After an Active Gain Control (AGC) stage, which dynamically adjusts the amplitude of
the input signal to suit the operating range of the device [39], the IF signal then requires to be brought
down to baseband. The classical method of doing this is to pass the IF signal through an anti-alias filter,
sample the output with an ADC, and then downconvert it to baseband using quadrature Numerically
Controlled Oscillators (NCOs) (i.e. a sine and a cosine oscillating at the IF frequency). 
When the RTL2832U is operating as it is designed to, this baseband IQ data would be DVB-T
demodulated, and an MPEG2-TS (Moving Picture Experts Group Transmission Stream) video stream
would be output over the device’s USB interface. When it is in ‘test mode’ however, the final
demodulation stage is skipped, and the 8-bit baseband IQ data is output instead. Although no formal
documentation for the RTL-SDR or the RTL2832U demodulator has been made public, data sheets for
the tuners (the Rafael R820T and the Elonics E4000 [111] can be obtained with a quick online search). A
blogger from Japan has also taken the time to create schematics of the device, showing how all of the
components interface. These can be viewed here [91]. 
1.6.2 RTL-SDR—A Receive Only Device
Something we should be clear on is that the RTL-SDR is only a receiver, and cannot be used to generate
or transmit signals. Fortunately, there are plenty of RF signals broadcast in the air around you (such as
the ones shown in Figure 1.5), that you can receive with your RTL-SDR with little effort. You may also
find that there are plenty of RF devices transmitting around your home and workplace, in the form of
temperature and alarm sensors, car key fobs, and even wireless doorbells! 
As mentioned earlier, those with a larger budget, or who are working in the classroom/ lab environment,
may consider acquiring a SDR transmitter. There are a number of different SDR transmitters available
(such as the USRP® hardware) which, when paired with an RTL-SDR, will allow you to implement
complete Tx/ Rx communication systems. Examples of this kind will be featured throughout the book.
1.6.3 RTL-SDR Support and Drivers: A Short History
When the original RTL2832U based DVB devices were shipped, they were supplied with drivers and
software that was only compatible with the Windows OS. Realtek, who designed and produced the
demodulator, released a stripped-down operations manual to Video-4-Linux (V4L) developers in early
2010, with a view to encouraging the development of equivalent software and drivers for Linux OSs
[116]. A V4L developer named Eric Fry spent time investigating exactly what data was being transmitted
over the device's USB interface, and he created some low level drivers that facilitated communication


















































































































































































































































































































































































































































































































































































































































































Figure 1.8: Block diagram showing the internal architecture of the R820T/RTL2832U RTL-SDR
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In early 2012, Finnish engineering student and Linux developer Antti Palosaari posted on the V4L
GMANE developer forum that he had taken "radio sniffs" using an RTL-based DVB device. He
discovered that when the device was tuned to receive FM and DAB radio stations, it was programmed
into a different mode, where raw, modulated data samples were transferred to the computer, and that
demodulation was performed in software [46]. He captured 17 seconds-worth of data originating from
a Finnish radio station, and posted it online asking if anyone could work out how to demodulate it
manually. This was accomplished only 36 hours later, after some collaborative effort. He is quoted as
saying in the original post, “I smell a very cheap poor man's software defined radio here -” [104]!
This discovery led to further investigation of the RTL-SDR's USB protocol. The commands transmitted
when tuning to a radio station were captured, and used to force the device to stay in this special mode
continuously. It turned out to be a test mode, and when the RTL2832U was in this mode, it output 8-bit
unsigned samples of baseband IQ data, rather than decoded DVB signals in MPEG2-TS format (as it was
designed to operate). Some developers from Osmocom, who had produced an independent SDR device
called 'OSMO-SDR', then became involved. These developers had experience in writing software that was
able to program the DTV tuners used with the RTL2832U, and after spending some time examining the
Windows drivers provided by Realtek, figured out how to program the tuner via the demodulator [116].
RTL-SDR exploded onto the scene in early 2013, and multiple devices and software kits became available,
produced by various companies and developers around the world. Judging by the communities on the
web, the RTL-based DVB-T devices appear to be more popular as SDR receivers than they were for their
original intended purpose of DTV reception! NooElec is one company with worldwide distribution of
these devices. Based on their use of the R820T tuner, the NooElec NESDR RTL-SDR devices are capable
of receiving signals from the RF frequency range 25MHz to 1.75GHz, and reliably sampling the
frequency spectrum at a rate of up to 2.8MHz [71].
1.6.4 RTL-SDR Tuning and Demodulation
The RTL-SDR is not quite the ‘ultimate SDR’ we illustrated in Figures 1.6 and 1.7(c) given that its ADC
is not wideband and does not sample at GHz rates. There are actually two different architectures of the
RTL-SDR, as summarised below. We will generally refer to the first of these in our discussions, which
can be considered similar to the IF Digital SDR of Figure 1.7(b). 
• Rafael Micro R820T / Realtek RTL2832U Combination [71] — The Rafael Micro R820T tuner
(and its upgrade, the R820T2) use a low-IF of 3.57MHz, and downconvert a band of RF signals
(roughly 6MHz wide) to this IF [95]. The resulting signal is input to an ‘IF sampling’ connection
on the RTL2832U, which tunes to the IF centre frequency and downconverts the IF signal to
baseband [98]. After this, the RTL2832U samples the signal with its ADC at a rate of 28.8MHz, and
performs quadrature demodulation to produce IQ samples [105]1. A decimation process is
performed to reduce the sampling rate to a lower value, e.g. to 2.8MHz, and the samples are then
output over its USB interface. Looking forward a few pages, Figure 1.11 shows the processing
involved in this architecture, along with frequency spectra at significant stages. 
1. In Figure 1.8 we represent the IF to baseband RealTek RTL2832U chip as a classical downconverter with a single
ADC followed by a quadrature demodulator implemented with NCOs. The implementation described here with two
analogue oscillators (a cosine and sine at the IF frequency), where the signal is digitised at baseband by two ADCs
(one each for the I-channel and Q-channel) has an equivalent functionality.
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• Elonics E4000 / Realtek RTL2832U Combination [69] — The Elonics E4000 tuner works
differently to the Rafael R820T, as it is a direct downconverter and operates with zero-IF [46] [98].
This means that it downconverts a wide band of RF signals (roughly 10MHz wide) directly to
baseband with no IF stage, performing quadrature demodulation as it does so [81]. The baseband
I and Q signals are then input to the RTL2832U, sampled, decimated, and output over its USB
interface as with the other architecture. Elonics ceased manufacture of the E4000 in 2012, and as a
result, the stock of E4000 based devices is dwindling. For this reason, it is most likely that the RTL-
SDR you have (or intend to get!) will use the R820T/ RTL2832U combination.
To give an example of the RTL-SDR in action, let’s assume that you wanted it to receive a standard FM
radio station centred at 102.5MHz. To do this, you would set the centre frequency of the RTL-SDR, ,
to 102.5MHz, and apply an appropriate tuner gain. The signal would be downconverted by the tuner
from RF to an IF (or zero-IF) using either the R820T or the E4000, sampled at 28.8MHz by the
RTL2832U, and then output as a baseband IQ signal to your computer. At this point, the signal would
still be FM modulated (at baseband), and would need to be demodulated in order to recover the audio
signal. As you will see (and do!) later in this book, the demodulation process can be performed either in
MATLAB or Simulink, both of which will demodulate in real-time and output the audio signal to your
PC speakers.
The rate at which samples are output by the RTL-SDR can also be configured, and reducing the rate often
improves the performance of baseband processing on less powerful computers. Setting the ‘ ’ value to
2.4MHz, for instance, will configure the RTL2832U to decimate by a factor of 12 (noting the ADC
samples at 28.8MHz), meaning that only 1 in every 12 IQ samples is output to the computer. With this
reduced sampling rate, the signal the computer receives has a bandwidth of , i.e. 2.4MHz (noting that
it is a complex signal), and spans from
 to  Hz, i.e. (–1.2 to 1.2)MHz,
as demonstrated in Figure 1.11 (on page 19). The 2.4MHz bandwidth means that, if you were tuning to
a particular FM radio station, you would almost certainly receive several stations (FM radio stations in
the UK are spaced 200kHz apart, so we could have up to 12 stations present, i.e. 12 x 200kHz = 2.4MHz).
It would therefore be necessary to digitally filter the signal to remove the unwanted stations, before
performing FM demodulation of the desired 200kHz wide station.
As mentioned previously, the nominal range of the R820T tuner is from 25MHz to 1.75GHz, and  can
be set to any value within this range. The same is true with the E4000 tuner, which operates from 53MHz
to 2.2GHz with a gap between 1.1GHz and 1.25GHz [113]. If you set  to one of these ‘gap’ frequencies
when using the E4000 tuner, it would be unable to downconvert the signal to baseband without
destroying it.
1.6.5 NooElec NESDR RTL-SDR Receivers
The first generation NooElec NESDR RTL-SDR itself is about the size of an ordinary USB memory drive,
and comes packaged with an antenna and remote (which is included for anyone that wants to use the
device for its intended purpose; see Figure 1.3 ), but with no software or any form of documentation. This
is because the user is expected to source their own, depending on what they want to use the device for.
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footprint smaller than 2cm2 (the Nano), and also versions with higher quality components to improve
tolerance issues (the RF Shielded—see Figure 1.2). The latter is more thoroughly shielded to reduce noise
arising from its surroundings. All of these and more can be sourced from nooelec.com.
Figure 1.9 highlights some of the main components used on two of the more popular variations of the
NooElec RTL-SDRs: the NESDR Mini and the NESDR Nano. These are: 
• MCX connector — for attaching an antenna to the device (an omni-directional antenna is supplied
with it);
• Electrostatic Discharge (ESD) Diode — protects the tuner from electrostatic discharge originating
from the MCX antenna; 
• R820T — the tuner chip, which selects a portion of the RF spectrum and downconverts to an IF; 
• RTL2832U — the demodulator chip, which downconverts from IF to baseband, digitises the signal



























Figure 1.9: Key components of the NooElec NESDR Mini RTL-SDR (top)
and the NooElec NESDR Nano RTL-SDR (bottom) 
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• 28.8MHz clock crystal — provides a reference for frequency synthesis, and used for the generation
of the local oscillator and clock (this component is common to both the R820T and RTL2382U);
• USB 2.0 Interface — part of the RTL2832U, used to transfer the baseband IQ data to the host PC;
• The Infra Red (IR) Sensor — used to interface with the remote control that is supplied with the
device (neither of these are supported when the stick is working as an IF SDR);
• Serial EEPROM (Electronically Erasable Programmable Read Only Memory) — holds USB
configuration information for the device, and is connected to the RTL2832U via an I2C bus [105]. 
1.7 Interfacing with the RTL-SDR from MATLAB and Simulink  
After installing the RTL-SDR Hardware Support Package, the RTL-SDR Receiver Simulink block
illustrated in Figure 1.10 will become available for use in your Simulink Library Browser. Similarly, the
Hardware Support Package adds support to MATLAB in the form of the comm.SDRRTLReceiver
System Object, also shown in the same figure. Both of these facilitate direct communication with any
RTL-SDRs attached to your computer, and allow key parameters such as the RF centre frequency , the
sampling rate , and the tuner gain  to be set. Additionally, a frequency correction value can be
entered through both interfaces to compensate for any hardware tolerance issues associated with the
R820T. We explain how to calculate the frequency correction value in Appendix A.3 (page 577), but you
do not need to worry about this for now.
Looking at Figure 1.11, which shows the internal structure of the RTL-SDR, you may notice how these
parameters relate to physical values in the hardware. What may not be obvious however, is that the VCO
used by the R820T is not set with the value of parameter , but is actually set to a value , where
 and  is the tuner’s IF frequency. As an example, lets consider that we would like to
receive a signal that is being transmitted on an RF carrier with a frequency of 400MHz. This signal must
be demodulated down to baseband by the RTL-SDR, but because the R820T has an IF value of
 [95], its VCO is configured to oscillate at a value of:
.
When the RF signal (centred at ) is mixed with the VCO’s sinusoid (oscillating at ), we get:
,
recalling the trigonometric identity . The component
at 796.43MHz is attenuated by the R820T’s IF lowpass filter and only the IF component (the energy
around ) is propagated forward to the next stage, as shown in Figure 1.11. Fortunately when we set
the centre frequency in MATLAB and Simulink we can simply enter the  centre frequency of interest
(400MHz in this example), and the software will automatically perform this calculation and configure
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Figure 1.10: Configuring the RTL-SDR Receiver Simulink block (top), and the 
RTL-SDR MATLAB System Object (bottom) with identical parameters
Double clicking on the block 









This is how the
RTL-SDR Receiver
block will appear in
Simulink models
This is how an RTL-SDR
System Object can be 










set  in a similar
manner as with
the Simulink block
In the parameters window, 
you can configure the properties

















% RTL-SDR tuner frequency in Hz
% RTL-SDR tuner gain in dB
% RTL-SDR sampling rate in Hz
% RTL-SDR output data frame size
% RTL-SDR output data type
% RTL-SDR tuner PPM correction












Figure 1.11: The process carried out by the R820T/RTL2832U RTL-SDRs: downconverting an RF signal to an IF, then 
digitising to baseband. (Note compared to Figure 1.8 this block diagram runs right to left, rather than left to right). 
The parameters of baseband sampling rate, fs, the tunable gain, K, and the RF centre frequency, fc are set in the Simulink 
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1.8 Practicalities and Some Challenges of (Low Cost) Desktop SDR
Based on the authors’ experiences, we are confident that you will be up and running quickly, and
implementing SDR designs with the RTL-SDR, MATLAB and Simulink. Even so, there are a few
potential challenges and pitfalls to be aware of. Some of these we will outline now, and others will be
addressed where appropriate at various points throughout the book. The challenges you may encounter
could vary from RF and antenna problems, hardware or software issues, not having the right components
and tools, or software installation or run-time problems.... but of course this is engineering, and solving
and addressing any or all of the preceding problems is what engineering is all about! 
Examples throughout this book will challenge you to implement real SDR systems, and engineering
issues you might encounter are:
1. The omnidirectional antenna not working optimally in the particular band you are using; i.e. not
enough gain, or a sensitivity/ polarisation issue that needs to be addressed.
2. The tuner hardware in the RTL-SDR having a frequency offset or error, and further, that the error
drifts with time, or as the device heats up.
3. Challenges with the front end gain and AGC of the RTL-SDR, leading to saturation or similar
problems.
4. Your computer not being powerful enough to run the DSP algorithms in MATLAB or Simulink
in real-time, perhaps meaning you require the use of a faster machine.
5. Complexity of implementing synchronisation and timing circuits.
6. Issues arising from being in a very busy RF environment, or, at the other end of the scale, perhaps
in an environment where there are very few RF signals to receive (such as in rural areas or inside
shielded buildings or rooms).
Hence to maximise the progress that can be made from working through this book, we have made
available SDR exercises and examples that can optionally run without the RTL-SDR hardware, instead
using pre-recorded signals (which we provide) that you can learn with! And even if you don’t (yet) have
MATLAB or Simulink, we also provide you with some videos to show you the simulations as screen
recordings. Of course, the best way to learn about SDR is to ensure you have an RTL-SDR, the
appropriate installation of MATLAB and Simulink (complete with the required toolboxes and hardware
support packages), and to get hands-on!
In the following subsections, we provide a suggestions guide on what you can achieve if you are having
problems, and/or don’t (yet) have all the components.
1.8.1 “I do not actually have a working RTL-SDR device installed yet...”
We would of course recommend that you obtain one, given the sub-$20 cost. However if you can’t get it
running (or you are waiting on your delivery perhaps!), then you can still learn about SDR and work
through workbook examples without the RTL-SDR. This is possible because, in many exercises and
examples, we have provided a recording of a typical received RF signal that you can use as an input to the
various SDR design examples. Importing a recorded signal is as simple as connecting our Import RTL-
SDR Data block in place of the RTL-SDR Receiver block, as shown in Figure 1.12. Importing signals is
outlined later in Section 4.13 of Chapter 4 (page 165). 
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1.8.2 “I am having installation or setup problems with the RTL-SDR hardware...”
You can visit mathworks.com and look for support on any aspect of MATLAB or Simulink and the RTL-
SDR Hardware Support Package. If you are having hardware problems or difficulties with the USB
drivers, visit desktopSDR.com and look in the Troubleshooting section. You can also search for your issue
online, and it may be that the extensive RTL-SDR community can provide an answer!
1.8.3 “I do not have MATLAB or Simulink installed yet...”
Once again, we strongly recommend that you procure a suitable installation (student, home or
professional) of MATLAB and Simulink (2014b or later), the Communications and DSP System, and
Signal Processing Toolboxes, and the RTL-SDR Hardware Support Package. If you are not able to install
these in the short term however, you can still learn from this book. Many exercises provide a ‘screen
simulation’ version of the example as a video file. Therefore, you can watch the video to observe what you
would typically see on-screen if you were running the real example using the MATLAB/ Simulink
software and an RTL-SDR device. We will discuss how these videos will be presented in Section 1.10. 
1.8.4 “I do not really know what is meant by SDR and I am new to the software and hardware...”
In this case, you perhaps need some early conceptual support as to what radio transmitters and receivers
are, and what SDR implementations will do. Similar to the screen simulation videos, we have a number
of system setup videos, where we will show a video the complete setup, outside of the computer. To give
an example, one video you will see later shows music being played from the audio output of a
smartphone, modulated onto a carrier and transmitted at RF across the desk to the RTL-SDR. In the
video you can also see and hear the signal being received (the MATLAB/ Simulink software receives
baseband samples from the RTL-SDR device, demodulates to baseband, and then outputs to the audio
from the computer speakers). More will be discussed about these videos in the following section.
Figure 1.12:  The RTL-SDR Receiver block is used to configure the RTL-SDR, and is also the source through which 
received RF signals enter the Simulink model. The Import RTL-SDR Data block has been developed by the
authors to act in place of the RTL-SDR Receiver. It imports saved RTL-SDR data from a file, outputting it
at the rate it was originally recorded at. This can be very useful for situations in which you do not have
an RTL-SDR to hand, but still want to run and complete exercises to learn from them.
To switch to recorded data, simply disconnect the RTL-SDR Receiver
and connect the Import RTL-SDR Data block in its place
(particularly useful if you do not yet have an RTL-SDR!)
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1.9 Working with Discrete and Continuous Time Signals and Equations
In the book we are working with both continuous time (analogue) and discrete time (digital) signals. All
signals received by the RTL-SDR and input to MATLAB and Simulink will of course be in discrete time,
and we represent these sampled signals as  (or similar), using the time index  or sometimes  and
square brackets. Signals from the ‘real’ world will of course be in continuous time, and we use the
conventional notation  for a time varying signal. In cases where we require to go from continuous to
discrete time (or visa versa) in a signal flow graph or set of equations, we will assume that suitable ADCs
or DACs are available (deployable!) to allow this to happen, as shown in Figure 1.13. As such, where it
suits our notation and purpose,  and  can considered equivalent across the frequency range 0 to
/2. 
1.10 The Structure of the Book and Format of the Exercises
The remainder of this book is comprised of tutorial style review material for reading, and exercises for
doing. All of this material is structured such that users can interact with it on different levels; and hence
the early chapters are introductory. The main objectives of this book are to tutor unfamiliar readers in
working with MATLAB, Simulink and the associated toolboxes, and thus to gain hands-on experience
of building and designing DSP enabled SDR systems from first principles.
1.10.1 Exercise Layout
Each exercise has a title and an exercise number (you can find a complete list of all exercise titles and
numbers on page vii). The start of exercises are clearly marked with a black bar, and they are
distinguishable from the main ‘body text’ because they are presented in a different font ($ULDO and Arial
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For readers with no experience of using MATLAB or Simulink, some exercises show
rudimentary steps such as how to set parameters, or fundamentals such as finding the run
simulation button in Simulink or just viewing and interpreting key information. When MATLAB
or Simulink functionality is being explained we use the pink footstep icon.
Some exercises will involve designing and building SDR systems from first principles, where
readers will essentially start with a blank design and under step by step instruction build the
SDR implementations from scratch. In others, we will ask you to build physical circuits to
construct transmitters. Where there are design activities in exercises, they will be denoted by
the red tools icon. 
To bypass the design and build stage, or to troubleshoot your model, reference designs are
provided within most exercises. The reference design will be denoted by the purple reference
book icon and the reader will be directed to the specific file via a pathname from the root folder.
Once a system is available (either from the design and build process, or from opening a
reference design), it can then be run or executed, and parameters can be changed and their
effects evaluated. Execute activities are denoted by the green running person icon.
We also include screen recordings of some MATLAB and Simulink exercises. Watching these
will allow users to confirm expected sequences, results, etc.. Also, perhaps, if a reader does
not have an RTL-SDR nor a copy of MATLAB or Simulink installed yet, this allows them to at
least get started. The orange signal on a screen icon denotes a screen recording is available.
Several examples use external hardware (such as an audio output from a tablet or
smartphone, or an additional transmitter) to generate RF signals from the desktop. For some
of these, we provide a full video of the implementation showing both the on-screen SDR
systems and video of the other devices on the desktop. An orange film strip icon shows if
there is a video available.
Finally, while we can provide many examples and designs, the best learning is often when
working to produce your own designs. Therefore in some exercises, we will suggest some
extensions to the exercise content that you might try. Challenge activities will be denoted by
the blue question mark light bulb icon.
When working with the MATLAB and Simulink software, certain mouse clicks are used. The examples
in this book were developed with a Windows 8.1 OS running MATLAB and Simulink. As such, both left
and right mouse buttons are used, with various combinations of clicks, double clicks and so on. As a
shorthand for the appropriate mouse clicks in different scenarios, we will adopt the graphical notation
shown in Figure 1.14.
If you are working through this book using a Linux or Mac computer with MATLAB and Simulink
installed, you will need to use the equivalent mouse and keyboard combinations. Instructions on how to
enable the ‘right click’ in OS X Yosemite can be found here [75]. 
?
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1.10.2 Chapter Outline
A brief outline of the remaining chapters is given below.
• Chapter 2 begins with first steps in using the RTL-SDR with MATLAB and Simulink. We will take
you through the hardware and software setup, and get you up and running, receiving ‘live’ RF
signals as soon as possible with the RTL-SDR!
• Chapter 3 introduces the RF spectrum in more detail, and encourages you to explore the spectrum
to find signals that are present around you (acknowledging that the usage of the spectrum varies
geographically). MATLAB and Simulink features that help you to view the spectrum are reviewed. 
• Chapter 4 provides a tutorial based introduction to the MATLAB and Simulink software
development tools, for those new to them. We will also introduce the use of the Communication,
Signal and DSP toolboxes required for the exercises, and also how to import recorded RTL-SDR
signals.
• Chapter 5 gives an introduction to the concept of complex signals, and reviews how these relate to
‘real’ signals in quadrature modulated systems. 
• Chapter 6 covers analogue AM from a theory and simulation perspective, and introduces
mathematics relevant to the modulation and demodulation process. This includes generating and
analysing the different variants of AM signals.
• Chapter 7 is about frequency tuning and synchronisation. These two concepts are key to almost all
types of radio receiver. The major building block for synchronisation circuits, the Phase Locked
Loop (PLL), is reviewed and simulation exercises are provided.
• Chapter 8 is concerned with ‘live’ modulation and demodulation of AM signals, using the RTL-
SDR; and some ideas for low-cost AM transmitters are also presented. 
• Chapter 9 considers analogue FM from a system and simulation perspective, and introduces
mathematics relevant to the modulation and demodulation process.
• Chapter 10 follows on from the theory in Chapter 9 with some ‘live’ FM modulation and
demodulation examples using ambient radio signals, desktop transmitters, and the RTL-SDR. 
• Chapter 11 moves the focus from analogue to digital communications, and covers fundamentals
on modulation schemes and pulse shaping, as well as more advanced topics like carrier synch,
symbol timing, and phase ambiguity correction.
• Chapter 12 continues with ‘desktop digital comms’ experiments, using the USRP® hardware to
generate test signals we can receive with the RTL-SDR. We present some examples of real wireless
transmission and reception of data over the air.
• A set of Appendices provides detailed information on installation and configuration of the key
components, lists common equations, and expands some theoretical background, etc.. 
Next, we move on to our first exercises and begin to receive radio signals! It’s open the box time.














2 Open the Box! First SDR with 
MATLAB and Simulink
This book is intended to accelerate your progress with real time desktop SDR, so in this chapter we move
straight on to practical work with some ‘getting started’ exercises. We will help you check that you have
the correct versions of MATLAB and Simulink installed (along with all of the required toolboxes), then
move on to installing the RTL-SDR Hardware Support Package. After you confirm that MATLAB can
communicate with your RTL-SDR, we will help you set up the MATLAB environment as required to
complete the rest of the exercises in this book. Once all of these prerequisites are complete, we will move
on to help you run your first real-time desktop SDR MATLAB and Simulink receivers. If you would like
to become more familiar with MATLAB and/ or Simulink before completing the steps in this chapter,
you should explore our Getting Started with MATLAB and Simulink guide, which starts on page 99.
2.1 Getting Started: Hardware and Software Checklist
Since you have read this far, you are obviously keen to begin working with the RTL-SDR! In order to be
properly prepared to follow the exercises in this book, we just need to confirm that you have all of the
necessary hardware and software, as outlined in Section 1.3 (page 5). To recap, these included
• an RTL-SDR
• a powerful computer running a recent operating system (this book uses Windows 8.1)
• MATLAB & Simulink Version R2014b or later
• MathWorks DSP System Toolbox
• MathWorks Communications System Toolbox
• and the MathWorks Signal Processing Toolbox
To confirm that you have the correct version of MATLAB and Simulink, and the required toolboxes,
please complete Exercise 2.1.












 MATLAB Command Window 
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2.2 Getting Started: Installing the RTL-SDR Hardware Support Package
It is now time to add the RTL-SDR Hardware Support Package to your installation of MATLAB and
Simulink. The information given in reference [61] (the hyperlinked URL below)
mathworks.com/help/supportpkg/rtlsdrradio/ug/support-package-hardware-setup.html
provide step by step installation instructions for users of Windows, Linux and Mac operating systems. It
covers:
• Launching the Get Hardware Support Packages wizard,
• Selecting and installing the RTL-SDR Hardware Support Package software (which requires a free
MathWorks account),
• Installing the RTL-SDR USB driver,
and also contains some basic troubleshooting information. Make sure that you choose the ‘Install from
Internet’ option, as shown in our install video:
/videos/#rtlsdr_hw_supportpkg
Once you have finished the installation, please try to complete Exercises 2.2 and 2.3.
>> ver
-----------------------------------------------------------------------
MATLAB Version: 8.4.0.150421 (R2014b)
MATLAB License Number: ######
Operating System: Microsoft Windows 8.1 Pro Version 6.3 (Build 9600)
Java Version: Java 1.7.0_11-b21 with Oracle Corp Java HotSpot(TM)
-----------------------------------------------------------------------
MATLAB Version 8.4 (R2014b)
Simulink Version 8.4 (R2014b)
Communications System Toolbox Version 5.7 (R2014b)
DSP System Toolbox Version 8.7 (R2014b)
Signal Processing Toolbox Version 6.22 (R2014b)
...details of other toolboxes may be displayed here too
desktop SDR .com
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RIWKHOLEUDULHVOLVWHGLVWKH  > Communications System Toolbox Support Package for RTL-
SDR Radio 7KLV VKRXOG KDYH EHHQ LQVWDOOHG DXWRPDWLFDOO\ ZKHQ WKH 57/6'5 +DUGZDUH
6XSSRUW3DFNDJHZDVDGGHGWR\RXUFRPSXWHU,I\RX RQWKLVOLEUDU\\RXVKRXOGQRWLFHWKDW
LW FRQWDLQV D VLQJOH EORFN WLWOHG RTL-SDR Receiver 7KLV LV D SDUDPHWHULVDEOH 57/6'5
LQWHUIDFHZKLFKLVDEOHWREULQJVDPSOHVIURPWKH57/6'5LQWR6LPXOLQNLQUHDOWLPH
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The RTL-SDR Hardware Support Package
documentation can be viewed using the
sdrrdoc MATLAB command
([HUFLVH 
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 For the procedure and result expected when you have more than one RTL-SDR device
connected to your computer, see Appendix A.1 on page 569, where we will also explain a little
more about the Radio address of your RTL-SDR. (There are some exercises later in the book
where more than one RTL-SDR is used at once.)









>> my_rtlsdr = sdrinfo
my_rtlsdr = 
                RadioName: 'Generic RTL2832U OEM'
             RadioAddress: '0'
              RadioIsOpen: 0
                TunerName: 'R820T'
             Manufacturer: 'Realtek'
                  Product: 'RTL2841UHIDIR'
               GainValues: [29x1 double]
      RTLCrystalFrequency: 28800000
    TunerCrystalFrequency: 28800000
             SamplingMode: 'Quadrature'
             OffsetTuning: 'Disabled'
>> my_rtlsdr = sdrinfo
my_rtlsdr = 
{}
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2.3 Getting Started: Book Support Files and the MATLAB Environment
A set of files accompany this book. These files provide the reference designs and other resources
necessary to work through the exercises. As you will need regular access to this folder, it is worth
positioning this at the top level of a drive, e.g.
c:/rtlsdr_book/ or similar
Irrespective of your chosen location, do ensure that (i) there are no spaces in the file path, and (ii) that
you have full write control over the folder and its contents. We also advise against working from a
network drive, as this may extend compilation times and affect your experience of working with the
models.
From now on, the file path of the top level directory will be referred to graphically with a folder icon:
During the remainder of the book, we will refer to examples within the folder by supplying the relative
filepath, for instance, 
/intro/rtlsdr_rx_startup_simulink.slx
If you are reading this in electronic form on your PC, it is also worth noting that clicking on the blue link
text will open the referenced file (subject to appropriate settings on your computer). For example,
clicking on the above link will open the rtlsdr_rx_startup_simulink.slx model in Simulink. 
A custom RTL-SDR Simulink library called RTL-SDR Book Library has been prepared to accompany the
exercises in this book. It provides a set of blocks which will be used as you work through the various
Simulink based exercises. The library resides in the root directory of the support files provided with this
book, and this folder must be added to your MATLAB path in order for the library to be listed in the
Simulink Library Browser. Because some of the exercises in this book also use “Callback” routines to run
functions located in the same folder, it is essential that this folder be added to the path. If the callback
routines fail because of missing files, neither MATLAB or Simulink receivers will run and error messages
will appear.
The following exercise will show you how to add the custom library to the path, and set the MATLAB
Current Folder. Once this is done you will be ready to begin your first real-time desktop SDR exercises,
where you will run both a simple RTL-SDR receiver Simulink model, and an RTL-SDR receiver
MATLAB function. These will allow you to gain familiarity with the receiver and software tools before
you begin hunting for RF signals in the next chapter! 
As with the Hardware Support Package install, a video has been produced which shows the steps required
to set up the MATLAB environment for the exercises in this book.
/videos/#matlab_environment_setupdesktop SDR .com
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  Select Folder WKHQSave WKHFKDQJHVDQGFORVH WKHZLQGRZNote that if you are not
running MATLAB in an Administrator or Super User account, you may not be able to save
these changes permanently. This means that you will need to repeat this process each time
you open MATLAB.
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 ...set the working directory to:
/intro/ 
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2.4 Running the First Desktop RTL-SDR Receiver Designs
Now that you have checked the Hardware Support Package is installed, that the RTL-SDR drivers are
working, and have set the MATLAB path to include our custom Simulink library, it is time to move on
and get started with your first desktop SDR receivers! This section contains two exercises, one where you
will get the chance to run a simple Simulink based ‘spectral analyser’ receiver, and the other an equivalent
receiver written in MATLAB code. In both cases, RF signals will be received by the RTL-SDR hardware,
downconverted, digitised, and displayed in Spectrum Analyzers (frequency domain scopes) by the
MathWorks software. A video of us completing these two exercises can be found here:
/videos/#rtlsdr_first_use
If you have no previous experience of using MATLAB or Simulink, and do not feel confident in starting
with the RTL-SDR straight away, you might wish to work through the Getting Started with MATLAB and
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KDV DQ DQWHQQD DWWDFKHG DV VKRZQ LQ ([HUFLVH  &KHFN WKDW 0$7/$% LV DEOH WR
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rtlsdr_id = '0'; % RTL-SDR ID
rtlsdr_freq = 100e6; % RTL-SDR tuner frequency in Hz
rtlsdr_gain = 25; % RTL-SDR tuner gain in dB
rtlsdr_fs = 2.4e6; % RTL-SDR sampling rate in Hz
rtlsdr_frmlen = 4096; % RTL-SDR output data frame size
rtlsdr_datatype = 'single'; % RTL-SDR output data type
rtlsdr_ppm = 0; % RTL-SDR tuner PPM correction












% spectrum analyzer objects
obj_specfft = dsp.SpectrumAnalyzer(...
'Name', 'Spectrum Analyzer FFT',...





'Name', 'Spectrum Analyzer Waterfall',...




40 Software Defined Radio Using MATLAB & Simulink and the RTL-SDR
40
XVHGLQWKH6LPXOLQNUHFHLYHU,WLVFRQILJXUHGWRDFWDVSpectrum Analyzer FFTIURP([HUFLVH
 7KLUGO\ DQRWKHU Spectrum Analyzer LV LQLWLDOLVHG DOVR FRQILJXUHG WR DFW DV Spectrum
Analyzer FFTEXWLQWKHZDWHUIDOOVW\OHDOVRXVHGLQ([HUFLVH,I\RXIHHOWKDW\RXGRQRW
IXOO\ XQGHUVWDQG KRZ V\VWHP REMHFWV ZRUN ZH DGYLVH \RX WR KDYH D ORRN DW 6HFWLRQ 
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error(['RTL-SDR failure. Please check connection to ',...
            'MATLAB using the "sdrinfo" command.']);
end
% reset run_time to 0 (secs)
run_time = 0;
% run while run_time is less than sim_time
while run_time < sim_time
% fetch a frame from the rtlsdr
rtlsdr_data = step(obj_rtlsdr);
% update spectrum analyzer windows with new data
step(obj_specfft, rtlsdr_data);
step(obj_specwaterfall, rtlsdr_data);
% update run_time after processing another frame
run_time = run_time + rtlsdr_frmtime;
end
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HODSVHG QDYLJDWH WR WKH FRPPDQG ZLQGRZ DQG XVH WKH FODVVLF NH\
FRPELQDWLRQ&RQWURO&WREUHDNRXWRIWKHORRSNote: This will cause a red
error message to be printed to the MATLAB command window! You have not done anything
wrong, it is simply the case that ending the function during execution throws a MATLAB
exception.













FRPPDQG FKHFN WKDW WKH DQWHQQD LV FRUUHFWO\ DWWDFKHG WR \RXU 57/6'5 DQG DOVR WKDW
0$7/$% FDQ FRPPXQLFDWH ZLWK LW ,I VWLOO XQVXFFHVVIXO SOHDVH WDNH D ORRN DW RXU
WURXEOHVKRRWLQJ DGYLFH DW GHVNWRS6'5FRP DQGRU LQ WKH 57/6'5 +DUGZDUH 6XSSRUW
3DFNDJHGRFXPHQWDWLRQIURP0DWK:RUNV>@IRUPRUHLQIRUPDWLRQ
2.5 Summary
In this chapter we have reviewed the fundamental steps required to get up and running with the RTL-
SDR in MATLAB and Simulink. This includes some general housekeeping requirements such as
ensuring installation of the appropriate MathWorks toolboxes, the setting of paths, installation of the
book exercise files, and the style and nomenclature used in the remainder of the book. The chapter also
aimed to walk you through a first few examples where you had the opportunity to plug in the device,
confirm the software was all in place, and then receive and view the spectra of some off-the-air RF signals,
in real-time. In the next chapter we will take spectrum viewing a little further, and provide some guidance
and examples on viewing various signal types ranging from FM radio, to mobile GSM, to LTE and other
wireless signals that are present in the air around you.
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3 Radio Frequency Spectrum 
Viewing
The RF spectrum is a portion of the electromagnetic spectrum that ranges between 3kHz and 300GHz.
We use the RF spectrum extensively for communications services in applications such as broadcasting
signals for television, radio, mobile and WiFi, as well as navigation and detection systems such as radar,
GPS, radio beacons, transponders and so on. The actual radio frequencies used in different applications
depend on many different physical, economic and legal constraints including: 
• Propagation characteristics of electromagnetic waves (waves at different frequencies have distinct
properties which affect the distance they can travel, their building penetration potential, and their
ability to diffract around objects)
• Antenna size and practicalities (e.g. small antennas are desired for small devices)
• Sharing the same bands of the spectrum with other users (is there something already being
transmitted in this band?)
• Government (or other) licensing bodies (am I allowed to transmit at this frequency, or even
transmit at all?)
Figure 3.1 illustrates a breakdown of the electromagnetic spectrum (top) and outlines some of the more
well known communications services that operate within the RF spectrum (bottom). It is most likely that
the RTL-SDR you have (or intend to get!) will use the Rafael Micro R820T tuner1, meaning that it will be
capable of receiving any signal transmitted in the frequency range 25MHz to 1.75GHz [71]. The
intention of this chapter is to help you explore this part of the spectrum, find, and identify some of the
RF signals broadcast in this range at your locale.
1. A few RTL-SDRs are available with the Elonics E4000 tuner (instead of the R820T), which exhibits a wider tuning
range from around 53MHz to 2.2GHz, with a gap between 1.1GHz and 1.25GHz [69]. The E4000 tuner was designed
and made by a company called Elonics, from Livingston in Scotland, however they ceased manufactured in 2012. As
a result, these particular RTL-SDRs are now in very short supply!
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3.1 Different Signals, Different Frequencies
Wireless communication via RF is now an essential part of life for many people. Whether it is wireless
network access in offices, mobile basestation backhaul, consumers texting, using voice and video
communications or social media, it is likely at some point that they will be communicating over various
frequency bands using standards such as Bluetooth, WiFi, GSM, and LTE. Planning and licensing is
required in order to set rules about power levels, and ensure that interference does not occur between
different broadcasters. In the UK, these frequency planning and licensing tasks fall upon a government-
approved body called the Office of Communications (Ofcom – ofcom.org.uk). The USA has the Federal
Communications Commission (FCC – fcc.gov); and other countries have their own national agencies.
In all countries the RF spectrum has been split up into a number of defined frequency bands which are
allocated to different users and for different applications. Generally no two countries are exactly the same
in their frequency planning, and there can be considerable differences. To give an example, in the UK
there are currently no mobile phone service frequencies below 800MHz, whereas in some countries in
eastern Europe, they operate down as low as the 400MHz UHF band. In recent years there have been
efforts via organisations such as the International Telecommunications Union (ITU – itu.int) to
harmonise these bands where possible (particularly in areas where countries have borders). An example
of successful harmonisation is WiFi (the IEEE 802.11 standard [94]) which operates in the 2.4GHz band.
FM radio is also pretty standard across most countries, in the 88MHz to 108MHz band, and nearly all
radio stations are spaced at least 200kHz apart. When frequencies are harmonised, equipment designed
to work in one country will likely work in others; which helps bring costs down. Communications
techniques where harmonisation is not as prevalent include mobile standards, with, for example, the
USA and Europe using quite distinct frequencies for GSM, UMTS and LTE services. Modern phones are
now able to address issues like this adequately however, by being tri- (or even quad-) band, and having
the ability to receive and transmit at various frequencies using different front end RF hardware, which
can be switched in and out depending on which country it is being used in.
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Figure 3.1: A diagram of the electromagnetic spectrum
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Virtually all modern radios and communications systems operate in a broadly similar way. Baseband
information signals (which can be music, voice, or data) go through a process called modulation in RF
transmitters to translate the baseband information into the allocated frequency band. The reverse
process is carried out by RF receivers, and is referred to as demodulation. A simple visual representation
of modulation and demodulation is illustrated in Figure 3.2.
3.2 Spectrum Usage and Allocations Around the Globe
Over the years, the spectrum management process has developed in an evolutionary fashion, as
technology has brought new frequencies into common usage or as new services have been developed.
Because of this, the usage of the spectrum is not always optimal, and further, as noted earlier, the
frequency allocations and licensing methods and bodies are not the same around the world; meaning
different countries have developed and used parts of the RF spectrum in different ways. Therefore at this
point it is important to mention that the frequency bands we associate with some communications
services in this chapter are primarily those used in the UK. Bands used for these services in your country
may be the same or different from the ones mentioned in the following exercises, but you should easily
be able to find a definitive breakdown of the spectrum for your country from a quick online search. We
have catalogued a number of these at desktopsdr.com/more/worldwide-frequency-allocation-tables.
Regulatory authorities around the world play a large part in the development of the RF spectrum. They
oversee, control and license the broadcasting and communications services that use it, and also police the
airwaves to ensure there are no signals being transmitted in it illegally. Competition to transmit in parts























































The baseband information signal can be considered a sum of sinusoids









































Figure 3.2: A high level representation of modulation and demodulation
being performed on a baseband information signal
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aim to make sure that only authorised signals are broadcast. As well as strict regulation, Ofcom, the FCC,
and other regulators are also heavily involved with the development of new standards; for instance,
although 4G mobile was only rolled out in late 2013, they are already working on “laying the foundations
for the next generation of wireless communications”, fifth generation (5G) mobile [102]. Requesting
support from industry, academia, and international bodies, regulators aim to develop a framework that
allows for innovation and worldwide uniformity for any new communications technology.
Different information signals have specific requirements when it comes to how they must be transmitted,
and this means various modulation and multiplexing techniques are used when they are broadcast, to
ensure information is transferred reliably. The characteristics of the bandwidth, amplitude, frequency
and phase of transmitted signals vary for each of the modulation and multiplexing techniques. As you
will see from the exercises throughout in this chapter, every distinct signal interacts with the spectrum in
a different way.
3.3 Working with a Suitable Antenna
When you purchased your RTL-SDR, it probably came packaged with an
omni-directional antenna which takes the form of a small metal rod (see
Figure 3.3). This is only one of the many different types of antenna that
can be used with the device however. An antenna is defined by the IEEE
Standards Definitions of Terms for Antennas as the “part of a
transmitting or receiving system that is designed to radiate or to receive
electromagnetic waves” [24]. Simply put, it is the interface between the
transmitter and receiver hardware, and the electromagnetic waves in the
RF spectrum. It’s an important and integral part of any wireless
communication system, meaning that the choice of antenna (which
often depends upon the application) can be vital to it’s success. A brief
overview of some of the properties of antennas will be covered in this
section to aid the practical work in this book. More extensive coverage of
the subject theory can be found in [2] and [25].
In general terms, antennas can be designed either to provide directional gain for specific frequencies in
the spectrum (a narrowband antenna), or for non-directional low gain reception of a large range of
frequencies (a broadband antenna). They can vary widely in their properties of gain, intended operating
frequency, and polarisation; all of which affects how best to position the antenna to receive the desired
signal. Because the tuners used in the RTL-SDR have such a wide operating range, ideally you should use
a broadband antenna when exploring the spectrum later in this chapter (i.e. an antenna that works well
across a broad band of frequencies, not one for fast internet!).
3.3.1 Antenna Gain and Directivity
Technically speaking, passive antennas do not apply any physical gain to transmitted or received RF
signals. Antenna gain is a term used to describe how much more power can be transmitted or received
with a particular antenna than could be with the lossless isotropic antenna [7]. It is measured in dBi, which
refers to decibels over the isotropic. The theoretical lossless isotropic antenna is one which has no
sensitivity to any particular direction, and offers the metric for comparing the ‘gain’ that any antenna
provides. 
Figure 3.3: The omni-directional 
antenna supplied with the 
NooElec NESDR RTL-SDRs [71]
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Antennas emit electromagnetic waves with different radiation patterns. The isotropic antenna radiates
waves uniformly in all directions, so has a directivity of zero [48]. Directional antennas on the other hand
radiate mainly in one direction, and as such have a larger directivity and a higher gain. Often the most
effective antennas (in terms of gain) are those which have high directivity, and they work best when both
the transmitter and receiver antennas are aligned with each other.
Ideally, a transmitter would use a high gain directional antenna in order to transmit as strong a signal as
possible towards the receiver. Using a similar antenna at the receiving end would mean that less
amplification would be required in the receiver hardware, and the received signal would be of a higher
quality.
3.3.2 Tuned Antennas
As well as being designed for directivity, antennas can also be constructed to operate optimally at specific
frequencies. Tuned antennas are designed to resonate and receive particular bands of electromagnetic
waves, meaning they have a high antenna gain for these intended frequencies, and low gain for all others.
These antennas are used when transmitting and receiving mobile, WiFi, and DTV signals (amongst
others) because they only need to operate over a finite frequency range. Although the stock omni-
directional antenna supplied with the RTL-SDR is tuned to operate in the DTV part of the UHF band, it
will be adequate for the purpose of exploring the spectrum later in this chapter.
Tuned antennas vary in size because of the fact that different frequencies have different wavelengths. Low
frequencies have long wavelengths, and inversely, high frequencies have very short wavelengths. For best
performance, the length of an antenna needs to match the wavelength of the wave. 
3.3.3 Antenna Polarisation and Positioning
The final antenna characteristic to discuss is polarisation. Signals can either be transmitted as linearly
polarised (meaning they are transmitted in one plane), or circularly polarised (meaning they are
transmitted in two planes as a helix); and antennas are polarised to match. The two most common forms
of linear polarisation are horizontal and vertical polarisation, however, signals can also be transmitted at
any angle between these planes. If a signal was transmitted in the horizontal plane, a matched receiving
antenna should be placed in the horizontal plane in order to maximise the power of the received signal.
If the receiving antenna was in the vertical plane the signal could still be received, but its power would be
greatly reduced. Note: the omni-directional antenna supplied with the RTL-SDR is vertically polarised.
Examples of some different types of polarisation are shown in Figure 3.4, where we illustrate the planes
the waves are transmitted in as they propagate through the air, the recommended orientation of the
receiving antenna, and give examples of the type of antenna that could be used to receive the signal. 
Signals can take multiple paths with varying distances between transmitter and receiver antennas, due to
the electromagnetic waves reflecting off walls and objects. This is known as multipath, and when these
multipath signals arrive at a particular point out of time with each other, a destructive interference
process called multipath fading occurs. It should be noted that this usually only affects signals with a large
transmission distance; such as FM radio or mobile signals, and less so on the short distance desktop
transmission you will be carrying out in later chapters. It is however worth bearing in mind that minimal
movements of an antenna may mitigate the effects of the multipath fading, and greatly increase the
quality of the received signal.
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3.3.4 Antenna Adapters
Although not an antenna characteristic, the last antenna related topic we must consider is the adapters
used between antennas and receiver hardware. While tuned directional antennas can offer dB’s of gain
to received signals, incorrect adapter usage can negate this with attenuation. Adapters and connectors act
like filters to signals, which is why it is important to keep the number of them to a minimum, and to use
high quality ones. Having long lengths of cable and large numbers of adapters between the antenna and
receiver is not recommended, as this reduces the signal power (and therefore the signal quality) due to
voltage drop. You must attempt to keep the connection between the antenna and receiver as short (and
























in 360 degree helical plane
Cloverleaf Antenna
Circularly Polarised (Left) 




Figure 3.4: Diagram showing how to orientate antennas when receiving polarised 
signals, and examples of polarised antennas
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The NooElec RTL-SDRs feature an MCX socket, to which the supplied omni-
directional antenna will easily connect. If you wish to use a different antenna,
it’s likely that you will require an adapter. Figure 3.5 shows the form of a
standard MCX plug. Whatever adapter you use must have this on one end! A
number of different adapters can be purchased from the ‘SDR Adapters’ page
of the NooElec website [72].
3.4 Go Forth and Explore the Spectrum!
It’s now time to move on to some practical exercises where you will have the chance to receive some real
RF signals live from the RF spectrum. Most of the exercises in the remainder of this chapter will use a
Simulink model called exploring_the_spectrum.slx. This model contains a Graphical User
Interface (GUI) which will assist you with viewing some of the different signals shown in Figure 3.1.
Initially you will be asked to open the model and become familiar with the layout of the blocks in
Simulink, and the ‘Control_Panel’ GUI. After this brief introduction you can get on with the exploring! 
For those readers who do not yet have an RTL-SDR or MATLAB/ Simulink: Videos are included for you
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G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3.5 Spectral Viewing — Spectrum Analyser and Waterfall Plots
Two spectrum analysers blocks are used to display the RF signals received by the RTL-SDR in
exploring_the_spectrum.slx. Spectrum Analyzer FFT shows the spectrum of the received
complex signal, and has a bandwidth of  MHz. This means that it shows spectral activity in the range:
 to  Hz,
centred around , the centre frequency of the RTL-SDR. To give an example, if we tuned the RTL-SDR
to 801.4MHz and configured it’s sampling rate to 2.8MHz, RF signals in the range 800MHz to 802.8MHz
would be captured, downconverted and complex demodulated by the device. Plotting the complex
baseband samples that enter Simulink with the Spectrum Analyzer (illustrated in Figure 3.6), you would
note it had frequency components in the range -1.4MHz to 1.4MHz: 
This range is depicted by the green line in Figure 3.7. The power residing in each bin of the FFT is plotted
in dBm (decibels per milliwatt), as illustrated by the vertical orange line. This scope shows you the
instantaneous relative power levels of spectral components within the received band, and makes it easy
to see signals that are transmitted above the noise floor. It is also very useful for manually tuning the RTL-
SDR to any RF carrier frequency you are interested in receiving. 
Spectrum Analyzer Waterfall shows exactly the same range of frequencies as Spectrum Analyzer FFT,
although instead of presenting the activity as an instantaneous power, it shows activity through time (the
last 50ms) as an intensity plot. The colour scale represents the power level (again in dBm), which shows
the relative power levels of the frequency components in received signals. It ranges from dark blue (the
noise floor) to dark red (high powered signals). This type of scope is known as a spectrogram or waterfall























Frequency (MHz)800 802.8801.4 805.6
baseband signal bandwidth = 2.8 MHz
RTL-SDR f
s
 = 2.8 MHz
-1.4 1.40 Frequency (MHz)
Tuning the RTL-SDR to 801.4MHz and 
setting its sampling rate to 2.8MHz, the 
complex baseband signal plotted in Spectrum
Analyzer FFT will range between -1.4MHz and
1.4MHz, centred around 0Hz 
Figure 3.6: A sketch demonstrating the RTL-SDR being tuned to 801.4MHz, 
and downconverting RF signals from this frequency to complex baseband (0HZ)
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Although we are calling it a waterfall, it should be noted that information plotted in the scope actually
displays (and moves) from the bottom to the top, which correlates to the time axes shown on the left hand
side of the window. Simulink allows the characteristic settings of both these scopes to be changed and
modified to suit the user’s requirements, but for now we shall leave them as they are. More information
on these spectrum analysers will be given during Exercise 3.2.
3.6 Spectral Viewing — RTL-SDR Tuner GUI Controls
A MATLAB GUI called ‘Control_Panel’ is used in exploring_the_spectrum.slx to aid tuning the
RTL-SDR when navigating around the RF spectrum. Shown in Figure 3.8, this GUI will allow you to
easily change the centre frequency and tuner gain parameters, and control the model execution (using
the ‘Start Simulation’ and ‘Stop Simulation’ buttons).
Any changes made to the centre frequency or tuner gain reflect immediately in the Centre Frequency
(MHz) and Tuner Gain blocks in the model. There are a number of ways to change these parameters: you
can either enter specific values into the top text boxes, adjust the slider bars until you have the value you
require, or for the centre frequency—by clicking on one of the radial buttons to select general regions. 
If using the text boxes, both values should be entered as numbers—e.g. “25”. Note that the centre
frequency should be entered as a MHz value, for example “102.5” for 102.5MHz. The gain slider has the
absolute range 0–50, because this matches the accepted gain values for the NooElec receiver (0 to 50dB).







of received signal (in MHz)
Time axis (in ms)
showing intensity of
frequency components
in received signal 
(in dBm)
Figure 3.7: Annotated Spectrum Analyzer FFT (top) and Spectrum Analyzer Waterfall (bottom) scopes
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in close vicinity to the RTL-SDR’s antenna, you should lower the gain so that the receiver does not
saturate. If you were trying to receive a signal that has been transmitted from afar, such as FM radio
signal, you would likely need to increase the gain to amplify the signal and help differentiate it from
background noise. The centre frequency slider will automatically centre upon the chosen frequency, and
will allow you to slide to 500MHz of this value, moving in steps of 0.1MHz. 
If at any point you accidentally close the GUI window, you can open it again by stopping the simulation
and starting it again.
3.7 Engineering Requirements — Eyeball Radio Tuning & More
In order to make the best use of the RTL-SDR with MATLAB and Simulink, there are some basic RF
engineering skills that are required of you. Firstly, you will need to be able to make cognitive changes to
the centre frequency and tuner gain of the RTL-SDR, based on what you see in the spectrum analysers.
Throughout the exercises in this book we will introduce various methods of changing these parameters,
and these will be presented along with many other hints and tips that can help you use the tools more
efficiently. 
Another key requirement is ‘Eyeball Radio Tuning’, which can be thought of as an iterative feedback
process where YOU will adjust the centre frequency of the RTL-SDR to tune it to an RF signal, using a
spectrum analyser and your eyes! Getting the receiver as centred as possible on an RF signal is
advantageous as the more accurate the initial tuning is, the easier the carrier synchronisation and phase







Figure 3.8: ‘Control Panel’ GUI for exploring_the_spectrum.slx
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Table 3.1: Accepted sampling rates on the RTL-SDR
57/6'56DPSOLQJ5DWH5DQJHV>@
+] WR +] ( 225.001 kHz to 300.001 kHz )
+] WR +] ( 900.001 kHz to 3.2 MHz )
1
1
































DFFRPSOLVKHGE\XVLQJ WKH IUHTXHQF\VOLGHU LQ WKH*8,RUE\HQWHULQJ WKH UHTXLUHGFHQWUH
IUHTXHQF\LQWKH*8,VWH[WER[
M $GMXVW WKHFHQWUH IUHTXHQF\XQWLO WKHSpectrum Analyzers ORRN OLNH)LJXUH EXQWLO WKH
VLJQDO\RXZDQWWRUHFHLYHLVFHQWUHGDURXQG+]ZLWKQRIUHTXHQF\RIIVHW
 ,QRWKHUH[HUFLVHVWKDWGRQRWLQFOXGHWKH*8,WKLVPHWKRGFDQVWLOOEHLPSOHPHQWHGE\XVLQJ
WKH RWKHU WXQLQJ LQWHUIDFHV SURYLGHG :KHQ \RX DUH VDWLVILHG WKDW \RX XQGHUVWDQG H\HEDOO
IUHTXHQF\WXQLQJPRYHRQWR([HUFLVH





RTL-SDR Centre Frequency, and Centre of Signal
Figure 3.9: Spectrum Analyzer FFT and Spectrum Analyzer Waterfall showing
(a) the received signal with a centre frequency offset, and (b) the received signal correctly centred around 0Hz
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3.8 FM Radio Stations
FM is the modulation process used for commercial ‘FM’ radio stations. FM signals are produced by
modulating the phase of a carrier with an information signal. In the UK (and most other countries) FM
radio signals are transmitted between 88 and 108MHz as shown in Figure 3.11, which allows them to
propagate miles across the country. The exact frequencies of each radio station can change from location
to location, and if you are in a different country, the region of the FM band may even be different. If this
is the case then you should navigate to the region of the spectrum most appropriate to your location.
In the later chapters of this book, you will be taught the theory behind FM, and be shown how to
construct a working FM receiver in Simulink that will allow you to listen to the radio stations you find in
this next exercise. Here, you will use the exploring_the_spectrum.slx model to scan the FM
frequency region to see how many stations you can find!
RTL-SDR Tuner Gain
Set to a LOW Value
RTL-SDR Tuner Gain
Set to a HIGH Value
Figure 3.10: Spectrum Analyzer FFT and Spectrum Analyzer Waterfall showing
(a) the received signal when the tuner gain is set to a low value
and (b) the received signal when the tuner gain is set to a high value
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D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3.9 Mobile (Cell) Phone Signals—2G, 3G and 4G
Most of us use mobile (or cell) phones on a daily basis, but few actually have knowledge about how they
operate with such flexibility and connectivity. The standards for mobile communications have been
developed over the last 30 or so years; evolving continually to meet the demands of consumers. Signals
for First Generation (1G) mobile phones (which were designed only to support voice calls) were first
broadcast in the UK in the mid 1980s, and alas are now long gone from the airwaves. Second, Third and
Fourth Generation (2G, 3G, 4G) signals are transmitted, and this means they can be received with the
RTL-SDR! 
Due to the manner in which regulating bodies have licenced mobile operators throughout the years,
different countries transmit mobile signals at different frequencies. Figure 3.12 shows a rough
breakdown of where in the spectrum 2G, 3G and 4G signals are transmitted in the UK. 
3.9.1 2G Mobile Signals
In the UK, the 2G standard is the backbone of the network, and operates between 890 and 960MHz with
carriers spaced 200kHz apart. The GSM standard provides support for voice calls, text and picture
messages (SMS, MMS) and a slow internet connection (WAP) [82]. GSM signals transmitted from
mobile base stations to your phone are transmitted on what is known as a ‘downlink channel’, and in the
UK, downlink channels lie in the region 935 to 960MHz. Signals sent from your phone to the base station
are transmitted on an ‘uplink channel’, and again in the UK, these lie between 890 and 915MHz. GSM
signalling uses a technique called Time Division Multiple Access (TDMA), which allows multiple mobile
phone users to have access and connectivity through a single channel by dividing the access time slots of
the channel (and the carrier signal) between them. More detailed information on this standard can be
found here [16].
([SORULQJWKH0RELOH6SHFWUXP**60±0+]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Figure 3.12: Illustration of mobile bands in the RF spectrum,
highlighting the region that can be received by the RTL-SDR
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3.9.2 3G Mobile Signals
The UMTS 3G standard was a further evolution to mobile communications that was orientated for
higher amounts of packet data. It uses a connectivity method called Wideband Code Division Multiple
Access (WCDMA). While GSM channels are only 200kHz wide, UMTS channels are 5MHz wide, and
signals are sent across the full band as a spread spectrum signal. The wider bandwidth associated with this
standard allowed an increase in data rates while keeping the transmission efficiency high by affording
multiple users access at the same time [85]. Instead of relying on timeslots, each user’s mobile phone can
determine which broadcast signals are meant for it by matching its individual code with them. More
information on the original standard and its subsequent upgrades can be found here [83] [16].
Although the majority of these signals are transmitted at 1700MHz and above, there are still a number of
3G signals transmitted in the 800–900MHz region in the UK. Unfortunately due to the bandwidth
limitation of the RTL-SDR, you will not be able to view the full 5MHz band simultaneously when using
a single device, but you will be able to see enough of the spread spectrum signal to recognise the
differences between it and the previously discussed GSM signals. 
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*8076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Start of the 5MHz Wide UMTS Uplink Channel






3.9.3 4G Mobile Signals
LTE (Long Term Evolution) is one of the most recent mobile standards (4G) to be deployed around the
world. It builds on the previous infrastructure, focusing once again on increasing data rates, due to the
ever increasing societal requirement for connectivity. The headline 4G standard (into which LTE does
not actually fall [15]) specifies data download speeds of up to 1Gbps to stationary devices, which put into
context, is around x10 faster than the speed of most ethernet networks. An ‘upgraded’ edition of the LTE
standard called LTE-Advanced is currently under trial in various cities around the world, and this aims
to get a little closer to the mark [74].
LTE aims to offer long term benefits by its progression to a statistical multiplexing technique called
Orthogonal Frequency Division Multiple Access (OFDMA). This provides multiple access connectivity
by using both time and frequency division to assign resources to individual users, in order to provide the
highest and most efficient throughput. Tx and Rx channels for LTE signals can be found at 800, 900, 1800
and 2600MHz in Europe, and at other frequencies around the globe. They can occupy various different
bandwidths from 1.4MHz to 20MHz in the spectrum, as well as having the ability to aggregate together
to achieve even larger bandwidths, as explained in [73].
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3.9.4 Finding your phones current frequency
Viewing the spectrum in search of mobile signals being broadcast around you is extremely interesting,
but a more exciting mission is trying to view signals being transmitted to and from your own mobile! To
do this, you will need to find your mobile phone’s current operating frequency. Mobiles are dynamic in
their connectivity, and you may have noticed that your phone will change standard depending upon the
area you are in and the network coverage. Your phone can even change frequency when using the same
standard, as a result of the number of users trying to connect at your location, and your connection
requirements.
In order to find the frequency that your phone is using at any point in time, you must access some hidden
settings called ‘field test mode’ that will show you in-depth connectivity information. These settings are
present on most mobile phones, and normally offer information such as the current signal strength (in
dBm), and most importantly the current uplink and downlink frequencies. These frequencies are often
displayed as an Absolute Radio Frequency Channel Number (ARFCN) instead of an actual frequency
value in MHz, but this number can easily be converted back with tools online, such as this one [77]. For
readers who like a challenge, you can also use Eq. (3.1) to calculate the centre frequency of the GSM
channel your phone has been allocated. You will need to do a little research as to what the other  values
are, as these vary from country to country. 
MHz (3.1)




This document [119] provides information about how to access field test mode on a number of the most
popular mobile phone handsets. If your phone is listed here, you will be able to follow the instructions
given to access field test mode, and find all of the information required to carry on with the next exercise.
If your phone doesn’t have a field test mode, or you don’t have it around, you can still move on to the
exercise and search for generic mobile signals.
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3.10 433MHz: Key Fobs and Wireless Sensors
Examples in Sections 3.8 and 3.9 have encouraged you to try and view spectral activity for some of the
most well known RF signals that most of us use on a daily basis. But what about the other everyday signals
that use the RF spectrum, that most of us don’t even think about? Car key fobs that are used for central
locking commonly operate on 433.9MHz to transmit the locking, unlocking and boot (trunk) opening
signals. Note that the frequency used varies from manufacturer to manufacturer, and will also depend on
localised frequency allocation rules. Every time a button is pressed on the fob, an encoded bit stream is
sent via a 433.9MHz transmitter to a receiver inside the car. Other signals at 433MHz include those
radiating from wireless sensors, remote controlled multi-socket extensions, doorbells and many other
wireless controls for various devices. 
Fortunately, the RTL-SDR receiver can be tuned to receive these signals as they are transmitted through
the air! Figure 3.13 shows the region where these 433MHz wireless SRDs feature on the spectrum. If you
happen to have a set of car keys, or any products that transmit at 433MHz (or indeed any other frequency
within the RTL-SDRs operating range), retrieve them for the next section of practical work. More
information about SRDs can be found here [84].
The following exercise aims to show a few examples of the activity in the spectrum that is caused by SRD
sensors and transmitters. There are many different products that incorporate these transmitters, but they
all have the same aim; to transmit an information signal to a receiver for an intended purpose. These
information signals are often carried through the air using AM. Here, the amplitude of an RF carrier is
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Figure 3.13: Illustration of the SRD bands in the RF spectrum
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3.11 Digital Video & Audio Signals
Digital TV and radio signals are broadcast in the frequency ranges 470–862MHz and 175–240MHz
respectively, in the UK, and are known as DVB-T and DAB signals. 
3.11.1 DVB-T DTV Signals
TV channels (frequency bands, not stations!) around the world have historically had a number of
different bandwidths, so when the DVB-T standard was being created, it was designed to support 5, 6, 7,
and 8MHz channels. This variable bandwidth means that the DVB-T signals you receive may look
different to the ones we will show you in the next exercise. The band of the RF spectrum used to transmit
DVB signals in the UK is highlighted in Figure 3.14.
Over the years, the increase in video quality has forced the creation of new modulation, multiplexing and
coding techniques to meet data transfer requirements. To reduce error rates, a large amount of
redundancy is added to every frame of information through a number of stages of coding, and although
this process increases the amount of data that must be transmitted, it adds Forward Error Correction
(FEC) to the signals. The information is statistically multiplexed and modulated using a technique called
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Figure 3.14: Illustration of the DVB band in the RF spectrum
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information on 1000 or more orthogonal RF carriers, which further reduces errors resulting from
interference and noise, while being able to transmit vast amounts of digital information successfully [16].
In the Introduction of this book, we discussed what the RTL-SDR had been born from. RTL2832U based
DTV receivers were originally designed to receive, demodulate and decode DVB-T signals. Because you
are using the RTL-SDR as an IF radio, all of the on-chip demodulation and decoding is bypassed, but
there is no reason you cannot still receive and view these signals! 
6HDUFKLQJIRU'9%7'LJLWDO796LJQDOV
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 A point to note: If you tune the RTL-SDR to every potential DVB channel frequency, you will
find that there are empty channels not populated with DVB signals all throughout the DVB








3.11.2 DAB Digital Radio Signals
DAB channels normally have a bandwidth of approximately 1.5MHz, which is significantly lower than
that of DVB due to the lower data transmission requirement. DAB radio (or digital radio) is a far more
robust form of transmitting radio signals than FM radio, and produces a higher quality signal at the
receiver. Due to the way the digital data is coded and transmitted (it uses COFDM too), it also uses the
spectrum more efficiently, as multiplexing can be used to transmit many stations in a single channel.
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Figure 3.15: Illustration of the DAB Radio band in the RF spectrum
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3.12 Using Multiple RTL-SDRs
Throughout the previous sections and examples, the focus has been primarily on using a single RTL-
SDR, which has limited the bandwidth of the receiver to the sampling rate of the device, e.g. 2.8MHz.
This is not to say that you can only use one at once however. Connecting multiple RTL-SDRs to your
machine does however require the use of ‘Radio Address’ identification numbers, as explained in
Appendix A.1 (page 569). This exercise introduces the simple commands used to obtain the ID of an
RTL-SDR, and it may be useful for you to look at this before the next exercise.
The following exercise provides a new Simulink model which contains two RTL-SDR Receiver blocks.
Unfortunately if you do not have multiple RTL-SDR devices you will not be able to complete this
exercise. Instead move on to the final section in this chapter, where a MATLAB script will be used to scan
the entire range of the RTL-SDR’s tuner, and plot the whole of the receivable spectrum in a single figure
window!
desktop SDR .com
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For those fortunate enough to have multiple devices, this exercise will effectively allow you to repeat
Exercises 3.4 to 3.11 while having a receiver with double the bandwidth. While this does not add much
to, for example an FM radio receiver, sampling a 5.6MHz band of the spectrum will allow you to view full














When using one RTL-SDR, receiver bandwidth is only  f
s 
Hz


















Figure 3.16: Illustration showing the bandwidth advantage when using more than one RTL-SDR
([HUFLVH 
>> my_rtlsdr = sdrinfo
my_rtlsdr = 
  Column 1
    [1x1 sdrr.internal.RTLSDRInfoContainer]
  Column 2
    [1x1 sdrr.internal.RTLSDRInfoContainer]



















 7KH WZRUHFHLYHGVLJQDOVHQWHU WKH6LPXOLQNPRGHOZKHUH WKHLU'&FRPSRQHQWVDUH ILUVWO\
UHPRYHGEHIRUH))7VDUHSHUIRUPHG7KHWZR))7PDWULFHVDUHWKHQSDVVHGLQWRD0$7/$%







H RQERWKWKHRTL-SDR ReceiverEORFNVWRRSHQWKHLUSDUDPHWHUZLQGRZVWKHQ RQWKH




I 5XQWKHVLPXODWLRQ%HJLQWKHVLPXODWLRQE\ WKHµ5XQ¶  EXWWRQLQWKH6LPXOLQNWRROEDU





\RXU 57/6'5 LV QRQOLQHDU DFURVV WKH IXOO EDQGZLGWK RI WKH VLJQDO LW UHFHLYHV DV VKRZQ
DERYH$QRWKHUTXLUN\RXPD\FRPHDFURVVLVWKDWWKHDYHUDJHSRZHUOHYHOVRIWKHWZR57/
6'5VPD\QRWPDWFK7KLVLVQRUPDOO\FDXVHGE\JURXQGLQJSUREOHPV
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Non-linear Spectra (most RTL-SDRs exhibit this)
bandwidth =  5.6MHz
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FM Radio Stations
5MHz Wide UMTS (3G) Downlink Channel
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3.13 Sweeping the Spectrum: Receiving from 25MHz to 1.75GHz
In this section, we will move on to the final exercise in this chapter—performing a frequency sweep with
a single RTL-SDR to receive all of the signals transmitted in the operating range of its tuner. For the most
common RTL-SDR devices (those based on the R820T and as featured and reviewed in Section 1.6
(page 10)), this range will be from 25MHz to 1.75GHz; a 1.725GHz portion of the RF spectrum. Yes...
your $20 SDR is capable of this! (Note that for the less common, and less available RTL-SDR devices based
on the Elonics E4000 tuner, the frequency range is slightly wider from 53MHz to 2.2GHz, but has a dead
zone from 1.1GHz to 1.25GHz. We will show a couple of scans using the E4000 based devices for
comparison with the R820T based devices.)
We define the term ‘sweep’ here as a repetitive process of tuning and retuning the RTL-SDR to different
centre frequencies in order to obtain spectral information for the full range of the sweep. Figure 3.17
gives an example of how this process can be used to build up spectral information.
In an ideal situation we would set the sampling frequency of our SDR to a high value (e.g. 100MHz) in
order to optimise this process, but unfortunately this is not possible with the RTL-SDR! If the sampling
frequency in the above situation was 2.8MHz, each retune of the RTL-SDR would provide another
2.8MHz wide band of spectral information. Each centre frequency, , selected during the retuning
process would be 2.8MHz higher than the previous centre frequency, so in Figure 3.17,




























































































Figure 3.17: Diagram showing how data from multiple retunes of an RTL-SDR can be 
used to build a big picture of the RF spectrum
fc
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, and the fifteen retunes would result in a 42MHz wide band of information
with none of the data captures frequency bands overlapping. 
We have written a MATLAB script which will carry out the sweep process for you, and this is what you















Glasgow 7KLV DIIHFWV WKH WLWOH DQG ILOHQDPHRI WKH VSHFWUXPSURGXFHG DIWHU WKH VZHHS LV
FRPSOHWH6HW WKHstart_freq DQGstop_freq WRVHW WKH UDQJH WKDW\RXZLVK WRVZHHS
DFURVV<RXZLOOQHHGWRPDNHVXUHWKDW WKHWXQHU LQ\RXU57/6'5FDQDFWXDOO\FHQWUHRQ
WKHVHIUHTXHQFLHV7KHOLPLWVIRUERWKWKH57DQG(WXQHUVDUHJLYHQLQ7DEOH
fc i 1( ) fc i( ) 2.8MHz 
([HUFLVH 
% PARAMETERS (can change)
location = 'Glasgow'; % location used for figure name
start_freq = 25e6; % sweep start frequency
stop_freq = 1750e6; % sweep stop frequency
rtlsdr_id = '0'; % RTL-SDR stick ID
rtlsdr_fs = 2.8e6; % RTL-SDR sampling rate in Hz
rtlsdr_gain = 40; % RTL-SDR tuner gain in dB
rtlsdr_frmlen = 4096; % RTL-SDR output data frame size
rtlsdr_datatype = 'single'; % RTL-SDR output data type
rtlsdr_ppm = 0; % RTL-SDR tuner PPM correction
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 (Note: If using an E4000 RTL-SDR, you will need to sweep each of the ranges separately as
the PLL inside the tuner will not lock to any frequency value in its dead zone.)
 $VUHTXLUHG\RXFDQFKDQJHWKHSDUDPHWHUVUHODWLQJWRWKH57/6'5WRR²IRUH[DPSOHWKH
rtlsdr_id RUrtlsdr_gain <RX FDQ DOVR FKDQJHrtlsdr_fs KRZHYHU LI \RX GR WKH
GHVFULSWLRQZHMXVWJDYH\RXZLOOEHFRPHLQYDOLG
 %\GHIDXOWWKH57/6'5LVFRQILJXUHGWRVDPSOHDW0+]RQERWKWKH,DQG4FKDQQHOV7KLV
PHDQVWKDW WKHVLJQDO UHFHLYHG LQ WKH0$7/$%FRGHZLOOKDYHDQLQIRUPDWLRQEDQGZLGWKRI














PD[RUGHUKROG RSHUDWLRQ ZLOO EH FDUULHG RXW DQG WKH ODUJHVW SRZHU IRU HDFK VSHFWUDO
FRPSRQHQWZLOOEHUHWXUQHG
 nfft VHWV WKH QXPEHU RI SRLQWV LQ WKH ))7dec_factor LV XVHG WR FRQWURO WKH OHYHO RI
GHFLPDWLRQSHUIRUPHGEHIRUHSORWWLQJWKHUHVXOWVRIWKHIXOOVZHHS:HKDYHVHWWKLVWRDV




Table 3.2:  Possible centre frequencies for the two RTL-SDR architectures
577XQHU (7XQHU
25 MHz to 1.75 GHz
53 MHz to 1.1 GHz
1.25 GHz to 2.2 GHz
fc fc
fc fc
% PARAMETERS (can change, but may break code)
nfrmhold = 20; % number of frames to receive
fft_hold = 'avg'; % hold function “max” or “avg”
nfft = 4096; % number of points in FFT
dec_factor = 16; % output plot downsample
overlap = 0.5; % FFT overlap to counter rolloff
nfrmdump = 100; % number of frames to dump after
retuning (to clear buffer)
fs











% user can set ‘simulation’ parameters and sweep range
% calculations are performed to find all of the centre
  frequencies required to receive the sweep range
% runs create_spectrum and then capture_and_plot
% resulting figure is saved to MATLAB current folder
Function: create_spectrum
% creates and customises a figure window to make
  it look like the a spectrum analyzer
% creates two axes inside this, runs axes_position
Function: axes_position
% uses current figure size (in pixels) to reposition
  the two axes inside figure window
Function: resize_spectrum
% callback that runs whenever a user resizes the
  figure window
% runs axes_position to reposition axes inside window
Function: capture_and_plot
% creates RTL-SDR object and various other receiver
  components
% runs ‘simulation’ to capture frames of data from
  the RTL-SDR
% analyses data in the frequency domain
% retunes RTL-SDR to next required centre frequency
  and repeats this process
% after all data is collected, it is processed and
  plotted in the figure window (populates both axes)
Figure 3.18: Main components of the frequency sweep m-code, rtlsdr_rx_specsweep.m










Spectrum Analyzer) ZKLFK GHSLFWV WKH LQIRUPDWLRQ DERXW WKH VLJQDO SRZHU RI VSHFWUDO






































































































DLUFUDIW DW IW RYHU WKH PLG±$WODQWLF 3HUKDSV WU\ DQG PDNH VHQVH RI WKHVH E\ FURVV
UHIHUHQFLQJIUHTXHQF\DOORFDWLRQLQIRUPDWLRQIURPWKH LQWHUQHWWR LGHQWLI\GLIIHUHQWW\SHVDQG
EDQGVRIVLJQDOV
 NOTE: There is a known issue with MATLAB R2015b, whereby figures will not open with the
axes scaled to their saved positions. If you open any of the provided sweeps and the x axes
is scaled from 01, you will need to rescale it. For a sweep between 25MHz and 1.75GHz,
















:KHQ LW ILQLVKHV H[HFXWLQJ WKH µVSHFWUXP DQDO\]HU¶ ILJXUH ZLQGRZ VKRXOG DSSHDU DQG
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JUDSKLFDOUHSUHVHQWDWLRQVRIDOOWKHVSHFWUDODFWLYLW\LQ\RXUDUHDVKRXOGEHSORWWHGRQWKHWZR





N ([SORUH\RXUVSHFWUXP+DYHD ORRNDURXQG WKHVSHFWUXPXVLQJ WKH]RRP WRROV'R\RX
QRWLFH ODUJHEDQGVRIDFWLYLW\ WKDW ORRNVLPLODU WR WKHRQHVZHSRLQWHGRXW"&DQ\RXWDNHD
JXHVVDWZKDWDQ\RIWKHVHVLJQDOVDUH"
O 0DWFKWKHVLJQDOVXS7DNHDQRWHRI WKHFHQWUH IUHTXHQFLHVRIDQ\WKLQJWKDW ORRNV OLNHD
VLJQDODQGFRPSDUHWKHVHDJDLQVWDQ\IUHTXHQF\DOORFDWLRQLQIRUPDWLRQ\RXFDQREWDLQIRU\RXU
FRXQWU\ DQG WU\ WR LGHQWLI\ ZKDW WKH GLIIHUHQW VLJQDOV DUH 8. UHDGHUV FDQ XVH WKH 2IFRP
)UHTXHQF\$OORFDWLRQ7DEOHV>@WRKHOS







DURXQG WKH '& FRPSRQHQW 7KH '& VSLNH UHVXOWLQJ IURP WKH ( LV VR ODUJH WKDW LW
VRPHWLPHVFDQQRWEHUHPRYHGLQWKHPDQQHUGLVFXVVHGLQ([HUFLVHDQGWKLVPHDQVWKDW
LWZLOOUHPDLQLQWKHVSHFWUXPZKLFKSRVHVDSUREOHPLQWKLVVLWXDWLRQ
 =RRPLQJ LQWR WKH *+] UHJLRQ RI WKH ( VZHHS \RX ZLOO ILQG VHYHQ 2100MHz UMTS
channelsHDFK0+]ZLGH1RWLFHKRZVSLN\WKHVSHFWUXPDSSHDUVWREHKHUH7KHVHVSLNHV
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3.14 Summary
The final exercise, along with all of the exercises throughout this chapter have hopefully helped you
develop your understanding of how the RF spectrum is utilised by the communications services we use
on a daily basis. You should have seen that numerous different modulation schemes are used for these
services, and be able to distinguish between them simply from their spectral characteristics. We
introduced the concept of ‘eyeball radio tuning’, and showed you how to adjust the gain of the RTL-SDR.
Everything you have learned here will be crucial for you to complete the tasks in the remainder of this
book.
99
4 Getting Started with 
MATLAB and Simulink
This chapter introduces the MATLAB and Simulink environments, and highlights some of the particular
features relevant for the RTL-SDR examples that follow later in the book. It is intended as a step-by-step
guide for those new to working with MATLAB and Simulink, and a recap for those with some prior
experience. Those who are already familiar with the tools may wish to proceed directly to later chapters. 
The chapter comprises a set of exercises, each of which ask you to follow a series of steps. Once you have
worked through all of the exercises, you should have an understanding of the following:
• How to use the MATLAB command window and Workspace
• How to create, save, and run MATLAB scripts and MATLAB functions
• How to generate basic time domain plots
• How to work with System Objects
• How to create a new Simulink system, and save it
• How to navigate the Simulink library browser and search for blocks
• How to drag blocks into a system, connect and configure them
• How to add simulation sources and sinks
• How to run simulations and view the outputs
• How to work with different data types in MATLAB and Simulink
• How to work with sampling rates
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MATLAB and Simulink have many more features than can be covered here, so we focus on the core
aspects—additional features will be introduced later as needed. 
4.1 Introducing MATLAB
The aim of this first exercise is simply to demonstrate the MATLAB interface, and highlight some
important features. It is assumed that you have already opened MATLAB and followed the initial
procedure to configure the environment described in Exercise 2.4 (page 32). 
0$7/$%2ULHQWDWLRQDQG8VLQJWKH&RPPDQG:LQGRZ
,QWKLVILUVWH[HUFLVHZHZLOOWDNHDTXLFNWRXURIWKH0$7/$%LQWHUIDFHDQGSRLQWRXWLPSRUWDQWIHDWXUHV




















x = 100; 
s = x + y; 
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r = rem(x,y) 
help rem
>> help rem
 rem    Remainder after division.
rem(x,y) is x - n.*y where n = fix(x./y) if y ~= 0.  If y is not 
an integer and the quotient x./y is within roundoff error of an 
integer, then n is that integer. The inputs x and y must be real 
arrays of the same size, or real scalars.
 
By convention:
       rem(x,0) is NaN.
       rem(x,x), for x~=0, is 0.
       rem(x,y), for x~=y and y~=0, has the same sign as x.
 
Note: MOD(x,y), for x~=y and y~=0, has the same sign as y.
rem(x,y) and MOD(x,y) are equal if x and y have the same sign, 




       codistributed/rem
       gpuArray/rem
       sym/rem
Reference page in Help browser
       doc rem









L 8VLQJ WKH FRPPDQG KLVWRU\ 0$7/$% NHHSV D PHPRU\ RI FRPPDQGV H[HFXWHG LQ WKH
FRPPDQG ZLQGRZ 7KLV FDQ EH XVHG WR YLHZ UHFHQWO\ H[HFXWHG FRPPDQGV DQG LW DOVR






Example use of the function Help on the function
Figure 4.2: Layout of the Help Browser (typical view)























...to make it appear
in the command window
1
Only commands starting with
‘x’ can be selected
2





































RI WZR PHVVDJHV LV SULQWHG WR WKH 0$7/$% FRPPDQG ZLQGRZ XVLQJ WKH disp IXQFWLRQ
GHSHQGLQJRQZKHWKHUWKHDYHUDJHRIWKHDUUD\LVJUHDWHUWKDQRUOHVVWKDQWKHWKUHVKROG




Browse for folder Current MATLAB folder
% an introductory MATLAB script
 
a_array = [1 5 -4 9 7 -6 0]; % an array of numbers to test




if a_mean > thresh
    disp('The average value exceeds the threshold.');
else
    disp('The average value is less than or equal to the threshold.');
end
1



















There are many functions available in MATLAB, including simple arithmetic calculations like rem, and
string formatting functions such as num2str, which was demonstrated in Exercise 4.2. Functions allow
frequently used pieces of code to be packaged for easy reuse. For instance, we often want to find the
average of a set of numbers—one method would be to add all the numbers up, and then divide by the
number of numbers(!), but actually it is much easier to simply use the mean function.
There are also a wide variety of other functions available in MATLAB and its associated toolboxes. The
particular selection of functions available to you will depend on the products you have installed on your
computer, e.g. if you have the Signal Processing Toolbox installed, you will be able to use filter design
functions such as fir1. 
In the next couple of exercises, we will further investigate built-in functions of MATLAB and its
toolboxes, and then go on to consider the creation of custom functions. 
?
disp(['The threshold is ', num2str(thresh), ' and the average', ...
    ' value is ', num2str(a_mean),'.']);
















F $WWKLVSRLQW\RXVKRXOGVHHWKHFRQWHQWVRIWKH+HOSRQWKHSignal Processing Toolbox,WLV






















LQ WKH GRFXPHQWDWLRQ 7U\ WKLV QRZ IRU ([DPSOHV  DQG  DQG FKHFN WKDW WKH UHVXOWV
FRUUHVSRQGZLWKWKH+HOSILOH
K :KDW RWKHU IXQFWLRQV DUH XVHG ZLWKLQ WKHVH H[DPSOH FRGH VHJPHQWV" &DQ \RX XVH WKH
GRFXPHQWDWLRQWRILQGRXWPRUHDERXWWKHP"
:ULWLQJ<RXU2ZQ)XQFWLRQV


















LVµ8QWLWOHG¶RUVLPLODUDQGWKHQDPHRIWKHIXQFWLRQLVDOVRUntitled It is important to note









YDOXH thresh DV WKH LQSXW DUJXPHQWV ,W ZLOO WKHQ FDOFXODWH WKH GLIIHUHQFH EHWZHHQ WKH
DYHUDJHRIWKHDUUD\YDOXHVDQGWKHWKUHVKROGDQGUHWXUQWKHUHVXOWDVWKHRXWSXWDUJXPHQW
diff7KHYDOXHRIdiffVKRXOGEHSRVLWLYHLIWKHPHDQLVKLJKHUWKDQWKHWKUHVKROG
 :ULWH VRPH FRPPHQWV WR H[SODLQ WKH RSHUDWLRQ RI WKH IXQFWLRQ UHSODFLQJ WKH SODFHKROGHU
FRPPHQWVLQWKHWHPSODWH
function [ output_args ] = Untitled( input_args )
%UNTITLED Summary of this function goes here
%   Detailed explanation goes here
end












LQGHHG WKH\ FDQ UHWXUQ QR UHVXOWV )LQG RXW PRUH DERXW WKLV WRSLF XVLQJ WKH +HOS
GRFXPHQWDWLRQE\W\SLQJ
 DWWKHFRPPDQGZLQGRZ
4.3 Plotting in MATLAB
Our next example in this brief introduction to MATLAB demonstrates how to create basic figures. As
with many other aspects of MATLAB, there are far more possibilities than can be covered here, but it is





% code to demonstrate a function call 
clear all; % clears Workspace of existing vars
nums = [3 10 7 -8 -2 5 -6 -1 4]; % an array of numbers to test
thresh = 2; % threshold to test against
% CALL THE FUNCTION!






























% script to generate and plot sine and cosine waves
fs = 1000; % sampling frequency in Hz
f1 = 100; % frequency of sine and cosine waves in Hz
Tmax = 0.08; % duration of simulation (stop time in seconds)
?
As 2πf1t( )VLQ 
Ac 2πf1t( )FRV 
t = [0:Ts:Tmax]; % create an array of time values from 0 to Tmax
% (in steps of Ts, the sample period)
As = sin(2*pi*f1*t); % create a corresponding array of sine samples
Ac = cos(2*pi*f1*t); % create a corresponding array of cosine samples



















figure(1) % create a new figure
hold off % do not retain any previous data in plot
plot(t,As,'r-o'); % plot the sine wave data in red ('r') with
% a continuous line and a round marker
hold on % retain the sine while we add the cosine... 
plot(t,Ac,'b-o'); % plot the cosine wave data in blue ('b') 
% with a continuous line and a round marker
?
?





















xlabel('Time (seconds)'); % add a label to the x (time) axis
ylabel('Amplitude'); % add a label to the y axis
title('Sine and Cosine'); % add a title for the plot
legend('sin(2\pif_1t)','cos(2\pif_1t)','location','NorthEast');
% add a legend to the graph
grid on; % show the grid
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 ,I\RXZLVK\RXFDQDOVRH[SHULPHQWZLWKFKDQJLQJ WKHSRVLWLRQRI WKH OHJHQG DFFHSWDEOH
HQWULHV LQFOXGH DOO RI WKH PDMRU DQG PLQRU FRPSDVV SRLQWV HJ 'North' 'South'
'SouthWest'HWFDQGDOVRRXWVLGHWKHD[HVHJ'EastOutside''SouthOutside'













 :KDWKDSSHQV LI\RXVXSSO\RQO\ WKHVLQHDQGFRVLQHZDYHVDPSOHV WR WKHplot IXQFWLRQ
ZLWKRXWWKHWLPHLQIRUPDWLRQ"
 &KHFNRXWWKHstemIXQFWLRQ5HSODFHplotZLWKstemDQGVHHZKDWKDSSHQV
4.4 MATLAB Arrays, Matrices, and Structures
MATLAB is a tool for technical computing, and it has extensive support for working with data in the
form of arrays, matrices, and structures. Arrays and matrices are crucial for many types of mathematical
analysis, while structures are convenient for keeping sets of related data together. 
?
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The next few exercises will introduce these data types and demonstrate some aspects of their use. There
are many more functions relating to arrays and matrices (in particular) than can be covered here;


















my_array_r = [1 0-2 0-5 0060 9 0-6 0-4 0] % define a row vector
my_array_c = [8; -9; -1; -4; 3; 06; 05] % define a column vector
my_ones = ones(1,10) % create an array of ones, with 1 row
% and 10 columns
my_zeros = zeros(1,8) % create an array of zeros, with 1 row
% and 8 columns
num_ones = length(my_ones) % find the length of array my_ones
num_zeros = length(my_zeros) % find the length of array my_zeros
max_r = max(my_array_r) % find the largest value in my_array_r
min_c = min(my_array_c) % find the smallest value in my_array_c






















my_rands = rand(1,10) % create an array of random values
my_rands_6 = (12*rand(1,10))-6 % create randoms in range -6 to +6
my_rand_ints = round((12*rand(1,10))-6) % create random integers
my_rands_t = transpose(my_rands) % transpose the first array
my_rands_6_t = my_rands_6' % transpose the second array
first_elem = my_rands(1) % pulls out first element
zero_elem = my_rands(0) % try this, and confirm it fails! 
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 1RWHWKDWsub_zero_i LVDQDUUD\RIWKH indicesRI my_rands_6WKDWPHHWWKHFRQGLWLRQ
127 WKH YDOXHV WKHPVHOYHV 7KH VHFRQG RSHUDWLRQ JHQHUDWHV D QHZ DUUD\ RI YDOXHV WKDW
FRQWDLQVRQO\WKRVHHOHPHQWVRI my_rands_6 (WKHRULJLQDODUUD\WKDWPHHWWKHFRQGLWLRQ
M +RZZRXOG\RXFRQFDWHQDWH WKHDUUD\Vmy_onesDQGmy_zeros WR IRUPDVLQJOH ORQJHU
DUUD\"8VHWKH+HOSGRFXPHQWDWLRQWRILQGRXW















sub_zero_i = find(my_rands_6 < 0) % find indices of elements < 0
my_rands_6_sz = my_rands_6(sub_zero_i) % extract sub_zero elements
?
?
doc matrices and arrays 
([HUFLVH 
my_matrix_A = [1 2 3 4; 5 6 7 8; 9 10 11 12]
my_matrix_B = [3 3 3 3; 1 2 1 2; 4 94 95 95]
size(my_matrix_B) % find the dimensions of the matrix
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G 0DWUL[DGGLWLRQDQGVXEWUDFWLRQ0DWULFHVFDQEHDGGHGDQGVXEWUDFWHGPHDQLQJWKDWWKHVH
RSHUDWLRQVDUHSHUIRUPHGRQ LQGLYLGXDO HOHPHQWV SURYLGHG WKDW WKH GLPHQVLRQVRI WKH WZR
PDWULFHVDUHHTXDO)RULQVWDQFHWU\W\SLQJ





PXVW EH WKH VDPH ,W ZRXOG QRW EH SRVVLEOH WR PXOWLSO\ WKH PDWULFHV my_matrix_A DQG
my_matrix_BGHILQHGDERYHIRULQVWDQFHEHFDXVHWKHLUGLPHQVLRQVDUHQRWFRPSDWLEOHLI
\RXZLVK\RXFDQWU\WKLVDQGVHHZKDWKDSSHQV
J 7U\GHILQLQJPDWULFHV WKDWwill EH FRPSDWLEOH IRUPXOWLSOLFDWLRQ DQG ILQG WKHPDWUL[SURGXFW
XVLQJWKH*RSHUDWRU
K ([WUDFWLQJDURZRUFROXPQIURPDPDWUL[ ,W LVXVHIXO WRUHYLHZKRZWRH[WUDFWDURZRU







my_oneM = ones(4,2) % create a matrix of ones, with 4 rows
% and 2 columns
my_zeroM = zeros(3,5) % create a matrix of zeros, with 3 rows
% and 5 columns
my_randM = rand(5,5) % create a matrix of random values, with
% 5 rows and 5 columns
my_matrix_C = my_matrix_A + my_matrix_B % add matrices
my_matrix_D = my_matrix_A - my_matrix_B % subtract matrices
?
row_1 = my_matrix_A(1,:) % extract first row
col_2 = my_matrix_A(:,2) % extract second column
?


















E ,QVSHFW WKHFRGH7DNHD IHZPRPHQWV WR UHDG WKURXJK WKHVFULSW1RWLFH WKDWDVWUXFWXUH
FDOOHGweatherKDVEHHQFUHDWHGLQWKLVVFULSW7KHUHDUHQXPHURXVYDULDEOHVDVVRFLDWHGZLWK
weather ZKLFK DUH GHILQHG XVLQJ WKH GRW QRWDWLRQ )RU LQVWDQFH ZH FDQ UHIHUHQFH WKH
WHPSHUDWXUHDV weather.temperature
F 5XQWKHVFULSW$ILJXUHVKRXOGEHFUHDWHGZKLFKZLOOSORWWZRYDULDEOHVIURPWKHweather
VWUXFWXUH DJDLQVW HDFK RWKHU²weather.days LV SORWWHG RQ WKH [ D[LV ZKLOH
weather.temperatureFRUUHVSRQGVWRWKH\D[LV
my_var(1,1,:) = [1 2 3 4 5 6 7 8 9] % create 1 x 1 x n data
my_var_2 = squeeze(my_var) % reduce to 1 x n data
?
doc matrices and arrays 
([HUFLVH 
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G 9LHZWKHVWUXFWXUHLQWKH:RUNVSDFH&KHFNWKH0$7/$%:RUNVSDFHDQGFRQILUPWKDWWKHUH
LV D VLQJOH LWHP SUHVHQW²WKH weather VWUXFWXUH  7KH LQWHUQDO FRQWHQWV RI WKLV
VWUXFWXUHFDQEHH[SORUHGE\ RQ LW/DWHUZHZLOO VHH WKDW6LPXOLQNPRGHOVFDQRXWSXW
VLPXODWLRQ GDWD LQ WKH IRUPDW µVWUXFWXUH ZLWK WLPH¶ 7KLV DOORZV GDWD VDPSOHV DQG WKHLU
FRUUHVSRQGLQJVDPSOHWLPHVWREHFRQYHQLHQWO\VWRUHGWRJHWKHULQDVWUXFWXUH
4.5 MATLAB System Objects
Many different programming languages are object orientated, which means that they support data
objects as well as being able to perform computations. MATLAB (which is based on Java) is one of these
languages, as you should have seen in the previous exercise, where structures were introduced. Many of
the MathWorks Toolboxes (which contain the Simulink blocks and MATLAB functions) use a specific
type of object called a System Object that allows dynamic systems to be initialised both in MATLAB and
Simulink. These dynamic systems are systems that output different signals depending on the values of
their inputs, which can change over time [65]. They contain memory which holds their parameters,
current state and past behaviour, all of which are used during the next computational step. The easiest






















Figure 4.3: A block diagram showing the architecture of a basic System Object
([HUFLVH 
% create a lowpass FIR filter, and assign the handle obj_filter
obj_filter = dsp.FIRFilter('Numerator', fir1(50,0.25,'low'));





















  System: dsp.FIRFilter
  Properties:
               Structure: 'Direct form'
         NumeratorSource: 'Property'   
               Numerator: [1x51 double]
       InitialConditions: 0            
    FrameBasedProcessing: true 
fvtool(obj_filter);













x = randn(125,1); % generate a Gaussian White Noise signal
y = step(obj_filter,x); % filter the signal with the lowpass filter





% plot the signals
plot(xaxis,x(1:100),'r');
plot(xaxis,y(26:125),'b'); % note the 25 sample delay
% redesign obj_filter to make it a highpass filter instead
obj_filter.Numerator = fir1(50,0.25,'high');




Many of the components in the DSP and Communications System Toolboxes use system objects, and
you can use the MATLAB autocomplete facility to list all of the ones available. Try typing ‘dsp.’ or
‘comm.’ in the MATLAB command window and pressing the TAB key on your keyboard. 
The ones you are most likely to use when developing MATLAB SDR receivers are the following:
•   RTL-SDR Receiver comm.SDRRTLReceiver()
•   FIR Filter dsp.FIRFilter()
•   FIR Decimation dsp.FIRDecimator()
•   Spectrum Analyzer dsp.SpectrumAnalyzer()
•   Audio Player dsp.AudioPlayer()
You can find information about each of these using the help function. More information on system
objects in general can be found here [65]. 
Figure 4.4: Accessing the list of system objects using the autocomplete function
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4.6 Introducing Simulink
Simulink is a graphical, block-based tool that integrates with and complements MATLAB. There are
some types of design that lend themselves more to a block-based than a code-based description, and
designers may have an individual preference for one or the other.
It is worth being aware that, as Simulink and MATLAB are integrated, several mechanisms exist for
combining block-based and code-based design to best effect. For instance, MATLAB code can be ‘placed’
inside a block in a Simulink system, or MATLAB code can be executed automatically as a model loads,
defining variables necessary to parameterise the model (possible as Simulink shares the MATLAB
workspace). There is great scope to jointly leverage the facilities of MATLAB and Simulink.
The exercises that follow in this section introduce the Simulink interface, and the library of blocks from











F 2SHQ WKH 6LPXOLQN /LEUDU\ %URZVHU 7KH Simulink Library Browser LV D FDWHJRULVHG
UHSRVLWRU\RIEORFNVIURPDOORIWKHDYDLODEOHWRROER[HV7KHFRQWHQWVRIWKHEURZVHUZLOOYDU\
GHSHQGLQJRQ\RXUVHOHFWLRQRILQVWDOOHGSURGXFWV






























This pane either shows:
   (a) the result of a search
   (b) the contents of the library or category
        currently selected in the left hand pane
Block search facility
Go to previous/ next view
{List of the available libraries andcategories within them
Figure 4.5: The Simulink design environment (top) and the Simulink Library Browser (bottom)
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 LQWR WKH0$7/$%FRPPDQGZLQGRZDQG WKHQSUHVVLQJEnter RQ\RXU NH\ERDUG(LWKHURI
WKHVH DFWLRQV ZLOO SURPSW WKH 6LPXOLQN /LEUDU\ %URZVHU WR DSSHDU 6RPH RI LWV LPSRUWDQW
IHDWXUHVDUHKLJKOLJKWHGLQ)LJXUH











4.7 Creating Simulink Models
Having introduced the MATLAB and Simulink interfaces, and the libraries of blocks associated with
Simulink, this section now demonstrates how to build a basic model and simulate it. At this stage, the
focus is on system design and simulation in general, and the processes necessary to create and test a
simple design. 
%XLOGLQJDQG6LPXODWLQJD)LUVW6\VWHP




















F $GGDTime Scope EORFN1H[WFKDQJHWR  > DSP System Toolbox > SinksDQGLQWURGXFH
DTime ScopeEORFNLQWRWKHULJKWKDQGVLGHRIWKHV\VWHPXVLQJWKHVDPHPHWKRG
Simulink Library Browser Simulink model (empty so far!)
H
H
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G $GGDDelayEORFN)LQDOO\ZHQHHGWRDGGLQWKH³IXQFWLRQDO´SDUWRIWKHGHVLJQZKLFKLQWKLV
































WLPH¶ LV WKH WLPHDWZKLFK WKH WUDQVLWLRQ IURP WKH LQLWLDOYDOXH WR WKH ILQDOYDOXHRFFXUV ,W LV












 &XUUHQWO\WKHSimulation Stop TimeLVVHWWR7KHXQLWVDUHVHFRQGVVRWKLVPHDQVWKDW
WKH GXUDWLRQ RI WKH VLPXODWLRQ LV V $W WKH VDPSOLQJ UDWH RI +] DQG ZLWK WKH RQO\
H[SHFWHGHYHQWLQWKHVLPXODWLRQRFFXUULQJDIWHUVWKLVLVWRRORQJ
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 7KHTime ScopeZLQGRZVKRXOGQRZORRNOLNHWKLV
R 9LHZLQJDQDGGLWLRQDOVLJQDO$WSUHVHQWZHFDQVHHRQO\RQHVLJQDOLQWKH Time ScopeLH
WKHRXWSXWRIWKHDelayEORFN,WZRXOGEHXVHIXOWRVHHWKHLQSXWWRWKHDelayEORFNWRR7RGR
WKLV RQWKH LFRQRQWKHWRROEDURIWKHTime ScopeZLQGRZRUDOWHUQDWLYHO\ViewIURP
WKHWRSPHQXWKHQConfiguration PropertiesDVGHPRQVWUDWHGHDUOLHU,QWKHMainWDEFKDQJH
WKHQXPEHURILQSXWSRUWVWRDQGWKHQ RQ2.
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 Method (1)  Destination Back to Source: DQGGUDJWKHPRXVHIURPWKHLQSXWRIWKH
Time ScopeEORFNWRDSRLQWRQWKHZLUHEHWZHHQWKHStepDQGDelay5HOHDVHWKHPRXVH
ZKHQWKHZLUHEHFRPHVDVROLGEODFNOLQH
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 Method (1): RQWKHRULJLQDODelayEORFNDQGFKRRVH CopyIURPWKHPHQXWKDWDSSHDUV
 7KHQ DJDLQLQWKHGHVLUHGORFDWLRQDQGWKLVWLPHFKRRVH PasteIURPWKHPHQX$FRS\
RIWKHDelayEORFNZLOODSSHDUZLWKWKHQDPHDelay11RWHWKDWNH\ERDUGVKRUWFXWV>Ctrl + C
IRUFRS\Ctrl + VIRUSDVWH@FRXOGEHXVHGWRDFKLHYHWKHVDPHRXWFRPH







 Method (1): RQWKHEORFNWREHGHOHWHGZKLFKZLOOVHOHFWLW$WWKLVSRLQWWKHEORFNVKRXOG
EHKLJKOLJKWHGZLWKDOLJKWEOXHERUGHU7KHQSUHVVDeleteRUBackspaceRQ\RXUNH\ERDUGWR
UHPRYHWKHEORFN
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 7KH IRUPDWWLQJRI WKH WH[W FDQEHFKDQJHG VL]H IRUPDW MXVWLILFDWLRQHWFXVLQJ WKH LFRQV
YLVLEOHDERYHWKHWH[WER[)XUWKHURSWLRQVDUHDYDLODEOHE\ RQWKHWH[WER[DQGFKRRVLQJ




 Foreground colour ²WKHWH[WLQDWH[WER[
WKHERUGHURIDEORFNDQGJUDSKLFDODQQRWDWLRQVZLWKLQLW
 Background colour WKHILOOFRORXURIDWH[WER[
WKHILOOFRORXURIDEORFN
 %RWKRIWKHVHRSWLRQVFDQEHDFFHVVHGE\ RQWKHLWHPWREHUHFRORXUHGDQGFKRRVLQJWKH







Or define your own
Choose from standard colours{
















G &RPPHQWLQJ1H[W RQWKHORZHUTime ScopeEORFNDQGFKRRVHWKHRSWLRQWRComment
Out
H 5HUXQWKHVLPXODWLRQ2SHQERWKTime Scopes WRYLHZWKHUHVXOWV:KDWKDSSHQV"
I 8QFRPPHQWLQJ7U\FRPPHQWLQJ WKHTime Scope EDFN LQ DJDLQ LH  DQG FKRRVH WKH
RSWLRQWRUncommentWKHQUHVLPXODWH
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K 5XQDVLPXODWLRQDQGYLHZWKHUHVXOWVDQGKHQFHFRQILUPWKHHIIHFWRI\RXUµFRPPHQWLQJ¶
4.8 Variables and Parameters
Parameterisation is an important aspect of achieving flexible and reusable models. Variables can be
created in the MATLAB Workspace, and used to set the values within Simulink blocks (variable names
can be entered directly into the parameter boxes, in place of numerical values), and to define other
aspects of the model, such as the Simulation Stop Time. 
Another useful technique is to write output data from Simulink simulations to the MATLAB Workspace,
which creates a new variable (or set of variables). These new variables can subsequently be used to
generate plots of the simulation outputs, or to perform other analysis on simulation results. 
:RUNLQJZLWK9DULDEOHVDQG3DUDPHWHUV
,QWKLVH[HUFLVHZHEXLOGXSRQWKHRULJLQDOStepDelayTime ScopeV\VWHPE\LQWURGXFLQJWKHXVHRI


















 Note: there may also be one or more other variables present, resulting from previous
simulations.
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6HWWLQJXS9DULDEOHVDVD0RGHO/RDGV
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ZKHQHYHUWKHfirst_system.slxPRGHOORDGVLWZLOOH[HFXWHWKHVHFRPPDQGVILUVWDQGWKH








J 2SHQ WKHPRGHODJDLQ DQGFRQILUP WKDW WKHfs DQGdelay YDULDEOHVDUH LQLWLDOLVHG LQ WKH
0$7/$%:RUNVSDFH7KHDelayEORFNZLOOVKRZDGHOD\RI]G8SGDWHWKHPRGHOGLDJUDP
E\ RQUpdate DiagramLQWKHSimulationWRROEDU
 1RWH WKDW WKH Delay EORFN LV QRZ SURSHUO\ FRQILJXUHG ZLWK WKH GHVLUHG GHOD\ /DVWO\ D
VLPXODWLRQRIWKHV\VWHPVKRXOGEHH[HFXWHGVXFFHVVIXOO\ZLWKRXWDQ\HUURUPHVVDJHV
:ULWLQJ6LPXODWLRQ5HVXOWVWRWKH:RUNVSDFH
7KH 6LPXOLQN /LEUDU\ FRQWDLQV D QXPEHU RI GLIIHUHQW 6LQNV DQG WKH '63 6\VWHP 7RROER[ DQG
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E ,QWURGXFHDQGFRQQHFWDTo WorkspaceEORFN2SHQ  > Simulink > SinksWKHQ DQG
GUDJDFRS\RIWKHTo WorkspaceEORFNLQWRWKHV\VWHP
 &RQQHFWWKHTo WorkspaceEORFNWRWKHZLUHOLQNLQJWKHDelayDQGTime ScopeEORFNV²ZH
ZLOOXVHWKH To WorkspaceEORFNWRFROOHFWWKHGDWDRXWSXWE\WKHDelay7KHV\VWHPVKRXOG
QRZORRNDVIROORZV




 )LUVW RQWKHTo WorkspaceEORFNWRRSHQLW&KDQJHWKHQDPHWRµGHOBVDPSOHV¶DQGWKH
VDYHIRUPDWWRµ6WUXFWXUH:LWK7LPH¶DVVKRZQRQWKHIROORZLQJSDJH
 7KH µ6WUXFWXUHZLWK7LPH¶ IRUPDWPHDQVWKDW WKHGDWDDQGFRUUHVSRQGLQJVDPSOH WLPHVDUH
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4.9 Generating Frequency Domain Plots
The Spectrum Analyzer Simulink block is used extensively throughout this book, to enable the frequency
content of signals to be viewed and analysed. The next exercise briefly introduces the Spectrum Analyzer.
Further discussion of this block will follow later in the book, with particular features being highlighted
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4.10 Sampling Rates, Samples and Frames
So far, we have dealt with simple systems with a single sampling rate, defined mathematically as  and
represented by the MATLAB variable fs. This parameter has been used to set the sample time associated
with source blocks (i.e. 1/fs), and also to define the simulation stop time of Simulink models (for
instance, (n-1)/fs, where n is the total number of samples in the simulation. 
In this section, we look at some more sophisticated examples, where Simulink models may have several
different sample rates. The use of frames in Simulink is also explored, and conversion between samples
and frames is demonstrated. 
4.10.1 Sample Rate Changes: Upsampling and Downsampling
In some systems, there is a requirement to either increase or decrease the sampling rate within a model.
In DSP systems, this is often done in conjunction with lowpass filtering, in order to appropriately modify
the frequency content of the signal (see Appendix C (page 583) for further details on this). Here, we focus
purely on the operations of upsampling (increasing the sampling rate by the factor ) and downsampling
(decreasing the sampling rate by the factor ), where both  and  are assumed to be integers. 
Upsampling by the factor  involves inserting  zeros between the original samples. This is
illustrated in Figure 4.6, where the upsampling ratio is specified as . The Simulink Upsample block
also provides the option to specify a phase, which introduces a delay and thus adjusts the timing of the
non-zero samples. 
Downsampling by the factor  effectively means that only every th sample from the original set is


































Figure 4.6: Upsampling operation with ratio L = 4
M M
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because there are  possible phases of samples that could be retained. For instance, in the case where
, we would decide to retain one of the below sets of samples, with indices:
These four phases are indicated by the differently coloured sample points in Figure 4.7. Notice that, in
this case, the purple phase has been retained by the downsample operation ( ). 
In the next exercise, upsampling and downsampling operations are both demonstrated in Simulink. Note
that sample based processing is adopted in this example. This means that the outputs resulting from
upsampling and downsampling continue to be treated as individual samples, and passed through the
Simulink model one-by-one, rather than being grouped into frames and processed several-at-a-time. The
issues of samples versus frames will be discussed further in Section 4.10.2.
Upampling and downsampling are involved when performing the multirate DSP tasks of interpolation
and decimation, respectively. We will not cover these operations here, as our current focus is on
familiarisation with MATLAB and Simulink; further information on these can be found in Appendix C. 
8SVDPSOLQJDQG'RZQVDPSOLQJ
,QWKLVVLPSOHH[DPSOHUpsampleDQGDownsampleEORFNVDUHLQWURGXFHGLQWRD6LPXOLQNPRGHODQG




n 0 4 8 12…, , , 
n 1 5 9 13…, , , 
n 2 6 10 14…, , , 
n 3 7 11 15…, , , 
n 2 6 10 14…, , , 
0 1 2 3 4 5






























Figure 4.7: Downsampling operation with M = 4
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E &RQILUP RSHUDWLRQ %ULHIO\ LQVSHFW DQG UXQ WKH PRGHO DQG FRQILUP WKDW D Sine Wave LV
JHQHUDWHGDQGWKHQGLVSOD\HGLQWKHTime Scope
F $GGDQUpsampleEORFN/RFDWHWKHUpsampleEORFNLQWKH6LPXOLQN/LEUDU\%URZVHUDQG
LQWURGXFHLWEHWZHHQWKHVRXUFHDQGVLQN<RXFDQILQGWKLVEORFNLQ  > DSP System Toolbox
> Signal Operations&RQILJXUHLWZLWKDQµ8SVDPSOHIDFWRU¶RIµ¶DQGDµ6DPSOHRIIVHW¶RIµ¶
(QVXUHWKDWWKH,QSXW3URFHVVLQJW\SHLVVHWWRElements as Channels (sample based)
 1RWLFH WKDW WKH RWKHU RSWLRQ KHUH LV Columns as channels (frame based). :H ZLOO GLVFXVV
IUDPHVDOLWWOHPRUHVKRUWO\
G 6LPXODWH 5XQ D VLPXODWLRQ DQG YLHZ WKH RXWSXW <RX VKRXOG EH DEOH WR FRQILUP WKDW WKH
8SVDPSOHRSHUDWLRQKDVUHVXOWHGLQVHWVRIWZR]HURYDOXHGVDPSOHVEHLQJLQVHUWHGEHWZHHQ
HDFKRI WKHRULJLQDOVDPSOHV +HUH WKHXSVDPSOHUDWLR LV DQGVR ]HUR
VDPSOHVDUHLQVHUWHG
L 3 L 1± 2 
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UDWHV LQYROYHG DQG WKDW WKHVH FRUUHVSRQG ZLWK WKH XSVDPSOH DQG GRZQVDPSOH IDFWRUV
VSHFLILHG
M ,I \RX ZLVK WU\ H[SHULPHQWLQJ ZLWK GLIIHUHQW XSVDPSOLQJ DQG GRZQVDPSOLQJ IDFWRUV RU
VZDSSLQJWKHRUGHURIWKHUpsampleDQGDownsampleEORFNV
4.10.2 Working with Samples and Frames
In the last section, we learned how to change the sampling rate in the system, while maintaining the use
of sample based processing. We would now like to discuss the alternative, frame based processing. 
Samples are very intuitive, particularly in DSP. Each sample corresponds to a particular sample index, or
time instant, and these occur at regular intervals. It is easy to think about a Simulink model processing
samples sequentially, one at a time. The impact of downsampling is to reduce the frequency of the
samples, while upsampling has the opposite effect, and thus it follows that Simulink models can include
several different sampling rates. 
1
?
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The alternative is frame based processing, which involves grouping sets of consecutive samples into
frames. The frame rate is therefore lower than if samples were used, with the exact relationship between
the two rates depending on the size of the frames. To give a simple example, if we took an input with a
sampling rate of 1kHz and upsampled by a factor of 3, the output sample rate would be 3kHz. If frames
were used, the frame size would be 3, and the output rate would be 1kframe/s, as sketched in Figure 4.8.
If the relationship between sampling rates in a system is convenient, then single rate processing can be
used throughout, meaning that the various sample rates are achieved simply by varying the sizes of the
frames. In other words, all required rates result in frames with an integer number of elements. This is not
always possible, however, and often multiple rates are needed. For instance, you might try returning to
the model from Exercise 4.18, and setting both the Upsample (by 3) and Downsample (by 5) blocks to use
frames, while enforcing single rate processing—you’ll find that error messages occur! 
One of the main reasons for using frames is that it allows the computer to process frames of data in
batches, which allows simulations to run faster. With several samples available at each time step,
computations can be undertaken in parallel and this allows more efficient processing. File accesses
(reading from, or writing to, a file) can also be undertaken more quickly if frames are used, as larger sets
of data can be read or written simultaneously. To give an example, if we converted a sample-based signal
to frames of size 3 samples, then frames would be generated at one third of the sample rate. This scenario
is depicted in Figure 4.9. 
It is also useful to compare Figure 4.8 with Figure 4.9, and confirm that there is no increase to the sample
rate in the latter case. Upsampling creates more samples, whereas converting from samples to frames
does not. 
Frames are not suited to all situations, though. A particularly important case is that of feedback loops,
where any given output sample is a function of previous input samples. For samples to be available on a






























































































Figure 4.9: Sample to frame conversion (frame size of 3 samples)
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In the next exercise, we consider another method of converting between samples and frames, and vice
versa. This method is used when there is no requirement to change the sampling rate, and we simply wish
to achieve the benefits of using frames in terms of simulation performance. That is, the data passing
through the system is processed in parallel, at a lower rate, and the model can therefore be simulated
more quickly.
&RQYHUVLRQ%HWZHHQ6DPSOHVDQG)UDPHV
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A number of different data types can be used in MATLAB and Simulink, with the default in most cases
being ‘double’, i.e. double precision floating point. Most Simulink source blocks produce outputs of the
‘double’ type, which is suitable for most of the systems featured in this book. 
It is worth being aware of other data types that may be specified. To provide a brief summary (consult
the Help documentation for more information):
•   Double double precision floating point
•   Single single precision floating point
•   Boolean 1 or 0 (representing true or false)
•   uint8, uint16, uint32 unsigned integer (8, 16, and 32 bits)
•   int8, int16, int32 signed integer (8, 16, and 32 bits)
Fixed point types can also be defined using the general format:
•   fixdt(s,n,f)  (e.g. fixdt(1,16,14))
Where s is set to 0 for unsigned and 1 for signed; n specifies the total number of bits; and f gives the
number of fractional bits. 
These types can also be used to represent complex data. In this case, the data type is appended with a (c);
for instance double (c) denotes a complex, double precision floating point number. 
Aspects of working with data types will generally be introduced on an as-needed basis during the rest of
the book, but it is worthwhile briefly highlighting the issues of converting between real and complex
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4.12 Working with Input and Output Files
When working with Simulink and MATLAB designs, it is often useful to save simulation data to a file,
such that it can be stored for later analysis. Later in the book, some exercises will involve reading data
captured by the RTL-SDR from provided files, which has the obvious advantage that realistic simulations
can be performed even in the absence of an RTL-SDR or a suitable reception environment. We will
investigate these later in Section 4.13. 
MATLAB supports several different file types, but the format adopted here for capturing and storing
simulation data is the MAT file (.mat file extension). Custom Simulink library blocks have been created
to ensure that the correct formatting is applied to data stored at the output of the RTL-SDR Receiver block
in Simulink. The standard To File and From File blocks should be adopted for more general use. Reading
and writing of multimedia files are further, commonly used operations, and audio files will be used
extensively later in the book. These features allow audio samples to be used as the inputs for analogue
modulation schemes, for instance. 
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L ,QWURGXFHDFrom FileVRXUFHEORFN2SHQ  > Simulink > SourcesDQGORFDWHWKHFrom
FileEORFN$GGWKLVEORFNWRWKHPRGHODQGFRQQHFWLWWRWKHTime ScopeEORFN RQWKHEORFN




M 6LPXODWH 5XQ D VLPXODWLRQ DQG YLHZ WKH UHVXOWV LQ WKH Time Scope &KHFN WKDW WKHVH
FRUUHVSRQGZLWKWKHSUHYLRXVV\VWHPLQZKLFKWKHVXPRIVLQHVGDWDZDVFUHDWHG<RXVKRXOG
EH DEOH WR FRQILUP WKDW WKH ZDYHIRUP LV WKH VDPH ZKLFK VKRZV WKDW WKH .mat ILOH KDV
VXFFHVVIXOO\VWRUHGVLPXODWLRQGDWDDQGDOORZHGLWWREHSRUWHGEHWZHHQGLIIHUHQW6LPXOLQNILOHV
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J 6LPXODWH5XQDVLPXODWLRQDQGFRQILUPWKDWDXGLRGDWDLVVXFFHVVIXOO\UHDGIURPWKHILOH
K $GGDQDXGLRRXWSXW/RFDWHWKHTo Audio DeviceEORFNIURP  > DSP System Toolbox >





RIWKHSubmatrixEORFN7KLVFDQEHIRXQGLQ  > DSP System Toolbox > Signal Management
> Indexing6HWWLQJWZRVXFKEORFNVWRµ)LUVW¶DQGµ/DVW¶FROXPQUHVSHFWLYHO\HQDEOHVWKHWZR
LQGLYLGXDODXGLRFKDQQHOVWREHH[WUDFWHG$QH[DPSOHLVVKRZQEHORZ
4.13 Saving and Re-importing RTL-SDR Data
We are aware that some of you may not have an RTL-SDR yet, and that others may not have a means to
transmit RF signals. We want to cater for everyone in this book, so we are providing data files with many
of the exercises throughout that contain recordings of the RF signals you should be aiming to receive.
This allows you to test the receivers you build with ‘real’ signals, without actually having to transmit and
receive them yourself. 
We have developed a pair of blocks for this purpose that are packaged in our custom Simulink library.
The first of these can be used to record signals received from the RTL-SDR, and this is what we used when
recording the signals for the exercises in this book. The second block can be used to re-import the data
to a Simulink receiver. They can be found in  > RTL-SDR Book Library > Additional Tools. 
We have also developed a system object called import_rtlsdr_data that allows you to import
recorded RTL-SDR data to MATLAB receivers. This has exactly the same functionality and parameters
as the Simulink block, and can be used in place of comm.SDRRTLReceiver objects in situations where
you cannot use an RTL-SDR. Figure 4.10 compares the parameters that must be set in the Simulink block
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In the final exercise in this chapter, we will demonstrate how these Simulink blocks and the system object






Note: If you do not have an RTL-SDR, you will be unable to complete Parts (a) to (e), as this deals with
saving received data. Simply skip forward to Part (f) where we will show you how to import data instead.
D 2SHQWKHPRGHO
/matlab_simulink/rtlsdr_save_data.slx
Figure 4.10: Comparison between the two methods of importing RTL-SDR data to your receiver:
(a) the Import RTL-SDR Data Simulink block
(b) the import_rtlsdr_data system object
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I &UHDWHDQHZ6LPXOLQNPRGHO3ODFHDQImport RTL-SDR DataEORFNIURP  > RTL-SDR
Book Library > Additional Tools DQGDSpectrum Analyzer IURP  > DSP System Toolbox >
SinksLQWRWKHPRGHO&RQQHFWWKHVHWRJHWKHUDQGWKHQ RQWKHLPSRUWEORFNWRRSHQLWV
SDUDPHWHUVZLQGRZ
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4.14 Summary
We hope that this chapter has successfully helped you familiarise yourself with the MATLAB and
Simulink software, and that you now feel confident about proceeding on with the practical work in this
book. If you want to spend some more time learning how to use the software (and how to use some of
the more advanced features), check out the Getting Started guide in the MATLAB help documentation.
Additional information can be found about the features of the software and the programming language
on the MathWorks website, mathworks.com/help. 





% initialise obj_rtlsdr and aquire the sampling rate
rtlsdr_data = step(obj_rtlsdr);
rtlsdr_fs = obj_rtlsdr.fs;






rtlsdr_frmtime = 4096/rtlsdr_fs; % calc time for 1 frame of data
run_time = 0; % reset run_time to 0 (secs)
sim_time = 10; % simulation time in seconds
% loop while run_time is less than sim_time
while run_time < sim_time
rtlsdr_data = step(obj_rtlsdr); % fetch a frame from obj_rtlsdr
step(obj_spectrum,rtlsdr_data); % update the spectrum analyzer
run_time = run_time + rtlsdr_frmtime;  % update run_time
end
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5 Complex Signals, Spectra and 
Quadrature Modulation
Samples that arrive in MATLAB and Simulink from the RTL-SDR are in a form that is generally termed
‘complex baseband’. In this chapter, we will review and explain what this means in the context of the
overall treatment of radio signals, and specifically in terms of the RTL-SDR. Simulation examples will
also be presented to demonstrate the processes of quadrature modulation and demodulation. Further, to
ensure clarity, we will be using both trigonometric (sines and cosines) and complex (exponential)
mathematics, to define and represent our quadrature systems — remembering that both representations
are of course equivalent, and just alternative mathematical ways of presenting the same processing.
The World is Real, and not Imaginary!
It is worth re-stating here that we live in the real world, and therefore only ‘real’ signals actually exist. The
imaginary component of a complex signal is as the name suggests; it is imaginary, and does not exist in
the real world. However, we often use a complex signal representation, as it turns out to be a convenient
and tractable mathematical notation to describe the modulation and demodulation of two independent,
quadrature modulated real signals (where one is depicted as being real and the other as imaginary). This
representation allows us to use the simpler mathematics of complex exponentials when manipulating
these trigonometric expressions. We can motivate the use of simpler by asking you to write down the
trigonometric identity of , expressed as a sum of individual sines and cosines1. Perhaps,
(like the authors of this book!) you struggle to remember the precise answer, and deriving it from first
principles is not trivial. If we were dealing with complex exponentials, however, and we asked you the
question — to express the product  as a single exponential — then the mathematics of raising to
the power gives the simple answer of . 
1. If you cannot quite remember the trigonometric identities, you can find them listed in Appendix B. As a quick
reminder, .
A( )FRV B( )FRV
A( )FRV B( )FRV 0.5 A B( ) 0.5 A B±( )FRVFRV 
e jAe jB
e j A B( )
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This is precisely the point — it is far easier mathematically to work with the multiplication of complex
exponentials than it is with the multiplication of trigonometric functions. Recalling Euler’s Formula that
, then it might be advantageous to find a way to express our cosines and sines
as complex exponentials. If we can represent signals used during the modulation and demodulation
processes in complex exponential form, rather than sine/cosine form, then they might just be easier to
work with in a mathematical sense. 
Before we move on, remember that, if you really do not want to spend any time in the imaginary
mathematical world, then you don’t need to. The systems we are building and using are all processing
real world signals — the complex mathematics and representation of imaginary signals just makes this
easier for us. Stay real if you prefer! 
5.1 Real and Complex Signals — it’s all Sines and Cosines
In the real world, signals are real. In signal processing we work with analogue voltages to represent real
world quantities such as air pressure, electromagnetic fields or temperature, which vary over time and
may take on both positive and negative values with respect to some reference point. For instance, a
voltage is induced within the antenna connected to your RTL-SDR in response to the changing
electromagnetic field around it. This is a ‘real’ signal. A microphone picking up sound waves from small
variations in air pressure produces a real analogue voltage signal, too. There is no such thing as, for
example, an imaginary audio signal (or is there — if you imagine it, does it make it real to you ?!).
In analogue and digital communications, we often choose to represent signals in a form that appears to
yield a complex signal. As outlined above, complex signals are analytic representations that can make the
mathematics more tractable, but which do not exist in the real world. So, simply, an analytic signal is one
that is essentially for analysis purposes only.
As every engineer and mathematician should know, Euler’s Formula relates to the trigonometric world
such that:
, (5.1)
where  is the base of the natural logarithm (a constant approximately equal to 2.71828...),  in this case
is an angular frequency , , and  is time. This means that when we have a negative
exponential, e.g. , we can say:
(5.2)
as  and .
If we add Eqs. (5.1) and (5.2) together, we note that:
, (5.3)
and if we subtract Eq. (5.2) from Eq. (5.1), we get
. (5.4)
e jA A( )FRV j A( )VLQ 
e jωt ωt( )FRV j ωt( )VLQ 
e ω
ω 2πf j 1± t
e j± ωt
e j± ωt ωt( )FRV j ωt( )VLQ± 
ωt±( )FRV ωt( )FRV ωt±( )VLQ ωt( )VLQ± 
2 ωt( )FRV ejωt e jωt± 
j2 ωt( )VLQ ejωt e jωt±± 
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With some re-organisation of the above two equations, we can express our cosines and sines in terms of
positive and negative powered complex notation:
. (5.5)
Just as a refresher (with some High School and Bachelor mathematics), we can try to derive the
trigonometric identity Eq. (B.4) from Appendix B,
from the complex exponential starting point:
(5.6)
So that was in fact not so difficult, and it is a relief that after nearly 250 years, Euler’s incredible body of
work still holds true (!). Euler’s Formula remains probably the most significant equation in mathematics.
If you need more convincing and proof by action, try to repeat the above for the similar identity
. If we didn’t have the trigonometric identity tables available or memorised (note they can
be found in Appendix B), how would you have worked out this identity by any other first principles
method? The answer is probably with great difficulty!
5.2 Viewing Real Signals in the Frequency Domain via Complex Spectra
Signals can be viewed and analysed in the frequency domain as well as the time domain, and doing so
makes it much easier to understand their frequency content. Up to this point, we have been viewing
signals extensively in the frequency domain, particularly in Chapter 3 where we explored the radio
frequency spectrum. The RTL-SDR is however a quadrature receiver device, as was shown in Figure 1.8
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This all relates to complex signal notation and representation. We will now aim to make matters as clear
as possible, regarding the how and the why of using quadrature receivers, and how we might represent
these signals purely in the real domain, or by utilising complex notation.
In this section, we present the important concepts of the frequency domain at a high level, and provide
a brief overview of the associated mathematics (for more details, please refer to [29]). Additionally, a
short introduction is provided to generating MATLAB and Simulink plots that represent signals in the
frequency domain using real notation only, and also using complex notation.
5.2.1 Simple ‘sum of three tones’ signal in the frequency domain
First of all, it is worth re-establishing from basic first principles the merit that the frequency domain
representation offers when viewing the form of a time varying signal. 
Consider a simple signal composed of three sine waves, with frequencies 100Hz, 200Hz and 300Hz, and
respective amplitudes, 10, 1, and 4.
. (5.7)
When a few milliseconds of this signal are plotted in the time domain, we see the signal as shown in the
time domain plot in Figure 5.1(a). Even for a very simple three-tone signal, it is always difficult to deduce
the precise sinusoidal/frequency components a signal is composed of, purely from viewing it in the time
domain. In this plot, it is possible to see that the signal is periodic — and by inspection of the time domain
plot we can probably interpret a fundamental period of 0.01s (i.e. 100Hz), which we know to be true of
course (frequency spectra interpretation is much easier if you know what frequencies are present!).
s1 t( ) 10 2π100t( )FRV 2π200t( )FRV 4 2π300t( )FRV  
time (s)










































Figure 5.1:  (a) Time domain representation of  from Eq. (5.7) versus time, ; (b) Magnitude 
spectrum of the  signal. (c) Phase spectrum of the  signal.
s1 t( ) t
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If we were to represent the signal with magnitude-frequency and phase-frequency spectra, you would be
able to more precisely determine its composition (in terms of sinusoidal frequency components)
compared to simply inspecting its time domain plot. Figure 5.1(b) and (c) shows the magnitude and
phase frequency plots of this signal which have been created by plotting the amplitudes of the composite
tones at frequencies 100Hz, 200Hz, and 300Hz.
When signals are expressed by their equations, the process for plotting or representing in the frequency
domain is a rather easy one, and we do not need to perform any frequency domain transforms or other
analysis to do this — it can simply be done by inspection. Clearly when we do not have the equation of a
signal however (usually the case!), we will take a computational approach and use the FFT functions
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5.2.2 ‘Sum of three tones’ signal in the Complex Frequency Domain
For our three tone signal in Eq. (5.7), we can use the complex representation for the cosine function, as
in Eq. (5.5), i.e. , to represent the signal as a sum of complex exponentials:
(5.8)
Grouping the positive (green) and negative (yellow) exponentials gives:
. (5.9)
([HUFLVH 
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In Figure 5.1(b), we plotted the amplitudes of the cosine frequencies, whereas now as in Figure 5.2 we
can display the same information by plotting the amplitudes of the complex exponential terms. This gives
the positive exponential terms highlighted with yellow , or sometimes called ‘positive’ frequencies, and
negative exponential terms highlighted with green , sometimes called ‘negative’ frequencies. The term
‘negative’ frequency is a confusing and perhaps misleading one. Preferably we should use the term
negative complex exponential when making reference to a negative power exponential such as , but
usually we do not; it’s common practice to talk about positive and negative frequencies when referring
to positive and negative power complex exponentials. 
Looking at the right hand side of Figure 5.2, we can see that it is analogous to that of Figure 5.1(b). Noting
again that , the symmetric nature of the complex frequency plot means that
a component at, for example 100Hz and -100Hz, add together to give a (real) cosine at 100Hz. The phase
of the signal previously shown in Figure 5.1(c) is now implicitly presented in the complex spectra plots,
although in this example there is no imaginary spectra. In the next example we will use MATLAB to
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Figure 5.2:  Complex frequency spectrum of the signal s1(t) as defined in Eq. (5.7). 
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5.2.3 ‘Sum of three tones’ signal, but now with phase shifts
For the signal described by Eq. (5.7) and shown in Figure 5.1, the phases of all components were zero (i.e.
no deviation from pure cosine waves). Consider if the signal changed slightly and the 100Hz and 200Hz
signals now had phase shifts:
(5.10)
We can see by comparing Figure 5.1(a) for Eq. (5.7) and Figure 5.3(a) for Eq. (5.10) that these signals have
a different time domain form, but the magnitude-frequency plot of this signal as shown in Figure 5.3(b)
is identical to Figure 5.1(b) (it has the same ‘cosine’ frequency components with the same amplitude). To
completely represent the signal in the frequency domain however, we also need to show the phase-
frequency spectra which is the phase shift of a frequency from a standard cosine. While the phase spectra
for signal  was zeroes for all frequency components as in Figure 5.1(c), for the signal  in Eq.
(5.10) the phase spectrum  is as shown in Figure 5.3(c), and clearly highlights the phase shift
components.
We can also plot the complex frequency spectra of the signal, . The phase shift components will
make it slightly more complicated to derive than in Eq. (5.8) which produced the complex frequency
spectra in Figure 5.2. In Figure 5.5 we however derive the complex exponential form from first principles,
starting with the sum of cosines Eq. (5.10). Again we can see that the presence of the phase shifts makes
the algebra more involved than in Eq. (5.8). Therefore in the next equation we can write Eq. (5.10)
entirely in complex exponential form:
frequency (Hz)











































Figure 5.3:  Phase Magnitude spectrum of the signal,  Eq. (5.10) versus time, ; (b) Magnitude spectrum of the  
signal. (c) Phase spectrum of the  signal.
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(5.11)
Note that compared to Eq. (5.9) and Figure 5.2 we now also have imaginary amplitude components. We
can plot the spectra now (using four illustrative coloured components) as shown in Figure 5.4: 
•  real amplitude positive complex exponentials (‘positive’ frequencies), 
•  real amplitude negative complex exponentials (‘negative’ frequencies), 
•  imaginary amplitude positive complex exponentials (‘positive’ frequencies) and 
•  imaginary amplitude negative complex exponentials (‘negative’ frequencies). 
There is no requirement to draw a ‘phase’ plot, since the phase is implicitly present with the real/
imaginary representation. We can extract the phase information for our real signals in cosine form, as
required, from the complex spectra using the function — see Figure 5.6. It is also a key point that,
if we know a signal is real valued, then we also know that its real valued spectra is always even-symmetric
(formed from any cosine terms), and that the imaginary valued spectra is always odd-symmetric (formed
from any sine terms) — recall Eq. (5.5). 
It is often more useful to plot the magnitude spectra, which gives the magnitude of the component at each
complex exponential value, and is illustrated in Figure 5.6. This essentially takes us back to the
magnitude/phase spectrum form of Figure 5.3, when just viewing the right hand side of Figure 5.6. Once
again for a real valued signal only, this magnitude spectrum will always be even-symmetric, and hence
we only plot the positive frequency values. 
s2 t( ) 10 2π100t π 4⁄( )    FRV     2π200t π 6⁄( )   FRV    4 2π300t( )FRV  
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Figure 5.4: Complex valued spectrum of the real signal, , in Eq. (5.10) s2 t( )
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First, simplifying the notation, denoting ,  and :
Expressing the cosines as complex exponentials yields:
Noting that , we can re-write as: 
And using Euler’s formula;  and 
Noting , ,  , & 
Grouping all of the positive exponentials, , and negative exponentials,  together: 
Now grouping the real and imaginary scaled terms in each of the positive and negative exponentials:
Replacing the scaling terms with numbers to two decimal places:
Substituting back for ,  and ,
s2 t( ) 10 2π100t π 4⁄( )           FRV          2π200t π 6⁄( )     FRV         4 2π300t( )FRV  
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Figure 5.5:  First principles calculation of the complex spectrum of Eq. (5.10). 
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Figure 5.6: Representing a real signal as a complex spectra (left hand side), and then realising the more intuitive magnitude 
and phase spectra (right hand side), where we can easily correlate with the signal equation, Eq. (5.10) and(top).
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Based on this last exercise and looking again at Figure 5.4, does viewing the real signal in the complex
world help you to visualise it? Probably not! But that’s the way we often present and analyse signals. For
a real signal, viewing the magnitude and phase spectra as in Figure 5.1 and Figure 5.3 is the easiest and
most intuitive way. When we take a closer look at quadrature signals, we will find that complex notation
and complex spectra become very useful.
5.3 Standard Amplitude Modulation
Often we work with quadrature signals, where two independent or separate ‘phases’ of data are
transmitted. Quadrature signals are created by modulating two independent baseband information
signals onto sine and cosine carriers at the same frequency, generating two orthogonal components. In
this way, two separate streams of data can be transmitted at the same time and in the same band of
frequencies, without causing interference to each other. Before looking at quadrature amplitude
modulation (QAM) in detail in Section 5.4, we will first recap on, and consider the classic amplitude
modulation process.
5.3.1 Double Sideband Suppressed Carrier Amplitude Modulation
The amplitude modulation of a low frequency baseband signal, , with a high frequency carrier, ,
is shown in Figure 5.7 and Figure 5.8. If  was just a single cosine wave, i.e. , then
simple trigonometry confirms that the modulated signal will be:
(5.12)
where  is the amplitude of the baseband signal, and  and  are the frequencies of the baseband
signal, and carrier, respectively. 
The result of plotting  with simple magnitude line spectra is illustrated in Figure 5.8. If we now
consider the transmission of a more general and wider frequency baseband signal, , with frequency
components from 0 to  Hz, and denote frequency representation of  as , we can illustrate the
baseband frequencies being modulated as a double sideband suppressed carrier amplitude modulation
(AM-DSB-SC). This produces an upper and a lower sideband as shown in Figure 5.9.  
?
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5.3.2 Amplitude Demodulation
Demodulation of a simple AM signal is relatively straightforward to represent mathematically, as long as
the local oscillator in the receiver generates exactly the same frequency and phase as the carrier tone
(cosine wave) and a lowpass filter is included, as shown in Figure 5.10. (The chances of the local oscillator
at the receiver having exactly the same frequency and phase as the carrier is unlikely, and we will leave
the practicalities of this challenge to a first discussion in Chapter 7, where we will consider phase locking
and carrier synchronisation.) 
g(t) = Acos(2?f
b
t) s(t) = c(t) × g(t)

















Figure 5.7: Modulating a low frequency cosine signal onto a high frequency carrier.
g(t) = Acos(2?f
b
t) s(t) = c(t) × g(t)
























































Figure 5.8: Simple line spectra from modulating a low frequency cosine wave baseband 
signal onto a high frequency carrier.
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The received modulated signal from the antenna in Figure 5.10,
 (5.13)
is ‘perfectly’ demodulated by multiplying with a local carrier signal, :


























































































Figure 5.10: Amplitude demodulating the AM transmitted signal from Figure 5.7.
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(5.14)
where we used the trigonometric identity  in lines 3
to 4 of Eq. (5.14). Applying the lowpass filter, the two terms at the high frequencies (sitting around 2 ,
twice the carrier) are attenuated, leaving a scaled version of the signal that was transmitted in Figure 5.7:
(5.15)
When the baseband signal illustrated in Figure 5.9 (with frequencies over the range 0Hz to  Hz) is
received, its magnitude spectrum has the form shown in Figure 5.11. The lowpass filter in the receiver
attenuates frequencies above the maximum frequency of the baseband signal, i.e. cut-off is around Hz. 
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Figure 5.11: Amplitude demodulating the AM transmitted baseband signal from Figure 5.9.
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5.3.3 Amplitude Demodulation Phase Error
Note that, if the local oscillator is not exactly in phase with the received signal, the resulting phase error
may cause a variable gain in the output. Of course a phase error (or even a small frequency error) is
almost definitely the case, as the local oscillator is likely to have a frequency/phase error associated with
it, hence the reason why we need carrier synchronisation to be performed by the receiver. 
To simply illustrate the effect of a phase error, we can add a phase shift of  to the local oscillator, 
in Figure 5.10. The demodulation presented previously in Eq. (5.14) now becomes:
(5.16)
After lowpass filtering of the high frequency components, we can use one of the trigonometric identities
(see Appendix B on page 581) to obtain the following:
(5.17)
Hence the amplitude of the output is scaled by , which will of course be a value between 1 and -
1. In the extreme case of , or , then the output is zero! If we recognise any time varying
phase error as denoted by , then this is equivalent to a frequency error and will manifest as the
received signal being frequency offset, and the amplitude likely fading in and out. (Once again this simply
illustrates the need for synchronisation and phase locking at the receiver, a topic extensively covered in
Chapters 11 and 12 for our digital communications RTL-SDR designs.)
In Chapter 6 we will discuss a number of variants of simple AM, however the next step is to motivate and
derive the quadrature modulation methods for transmission and reception, followed by an explanation
of how we then analyse and define these processes using complex baseband signals and complex
exponentials.
θ c t( )
x t( ) c t( ) s t( )× 
 2πfct θ( ) A2 2π fc fb±( )t( )     FRV      
A
2








 2π 2fc fb±( )t θ( )FRV A4 2πfbt θ( )FRV
A
4




 2πfbt θ( )FRV A4 2πfbt θ±( )FRV
A
4
 2π 2fc fb±( )t θ( )FRV A4 2π 2fc fb( )t θ( )FRV  
u t( ) A
4
 2πfbt θ( )FRV A4 2πfbt θ±( )FRV
A
4
 2π 2fc fb± θ( )t( )FRV A4 2π 2fc fb θ ( )t( )FRV  
A
4
 2πfbt θ( )FRV A4 2πfbt θ±( )FRV 
A
2
 2πfbt( ) θ( )FRVFRV 
A
2
  g t( ) θ( )FRV 
lowpass filtered terms
θ( )FRV
θ π 2⁄± 90o±
θ t( )
187Chapter 5: Complex Signals, Spectra and Quadrature Modulation
187
5.4 Quadrature Modulation and Demodulation (QAM)
We now get to the ‘complex’ representation point where we can introduce quadrature amplitude
demodulation (QAM) as performed by the RTL-SDR. First, let’s motivate why we use QAM.
Referring back to Figure 5.9, note that to transmit a baseband signal of bandwidth  Hz, using simple
AM modulation, we require  Hz. In an attempt to achieve more bandwidth-efficient signalling, we
can present quadrature modulation, where we transmit two signals of bandwidth  Hz, both on the
same carrier frequency, but we separate the carrier phases by 90o (i.e. quadrature carrier), one being a
sine wave and the other a cosine wave. This is illustrated in Figure 5.12. Note that the sine wave has a
negative amplitude (i.e. ). This is by convention in order that the complex representation
derived in Section 5.5 matches more exactly. The QAM transmission and reception model can easily be
shown to work with the quadrature pair of  or .
To illustrate quadrature modulation, we will use a simple example of two independent baseband signals
denoted as
. (5.18)
By convention the cosine modulating channel is referred to as the In-Phase or I-channel or ‘real’ channel,
and the sine modulating channel is referred to as the Quadrature Phase or Q-channel or ‘imaginary’
channel. Note that ‘-sine’ is one quadrant or 90o or  radians away from the ‘cosine’, hence the name
quadrature; . 
If we have now quadrature modulated our baseband signals the transmitter will produce the following:
 (5.19)
Can we quadrature demodulate the received signals and get the baseband signals back? The answer is yes








































































Figure 5.12: Quadrature modulation of two independent baseband signals.
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Figure 5.13. Consider the received signal on the left hand side of Figure 5.13, assuming the ideal case of
no channel degradation (i.e. the perfect channel) for the signal transmitted in Figure 5.12 / Eq. (5.19). 
We can now demonstrate with some simple trigonometry that the quadrature ampltitude modulated
(QAM) receiver will work, and allow the  and  transmitted baseband signals to be recovered
from the received  signal. Although we have a very simple block diagram of the quadrature receiver,
if you compare Figure 5.13 to the RTL-SDR block diagram in Figure 1.8 (page 13), then you can see the
same quadrature receiver components in the RTL2832U device on the right hand side of the figure.
For the I (In Phase, or cosine) channel, the output after the cosine demodulator is:
(5.20)
After lowpass filtering the cosine channel output is: . Note that we are
making use of a few of the standard trigonometric identities listed in Appendix B (page 581).
Similarly for the Q (Quadrature Phase or sine) channel, the input signal to the sine wave demodulator is
the same as that supplied to the cosine channel, Eq. (5.19), and the output of the quadrature (sine)














































































Figure 5.13: Quadrature demodulation of quadrature modulated signals
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(5.21)
Therefore, after lowpass filtering and scaling: .
5.4.1 Quadrature Receiver Phase Shift
If there is a phase shift of  on the local oscillator, then the quadrature output signal will be mixed with
the In Phase component. This means that instead of the signal from Eq. (5.20), the I channel contains:
(5.22)
Noting that  and ,
Similarly, the signal on the Q channel takes the following form:
(5.23)
lowpass filtered terms
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Noting that  and ,
Therefore when the local oscillator has a shift of  degrees, the demodulated signals are mixed versions
of the two transmitted signals,  and , scaled by 0.5, i.e. 
(5.24)
Figure 5.14 shows a simple quadrature modulator and demodulator with (lowpass) bandlimiting
transmit filters, and matched filters included (a typical filter is a root raised cosine that will be used in the
exercises in Chapter 11, Section 11.2, page 437). 
Take a closer look at Eq. (5.24), if  and  were interpreted as
points (at a given sample time) in the Cartesian (x-y) plane, the
resulting points  and are just the  points
rotated about the origin by  degrees as illustrated in Figure 5.15.
(Note we multiply by 2 to account for the 0.5 scaling in Eq. (5.24)).
This is one of the classic problems of digital communications,
where received signals are sampled and processed to recover the
transmitted constellation, however a phase error means that the
received points are ‘rotated’. Or if the carrier has a small frequency
error, then the phase error, , is constantly changing and we
see a spinning constellation. 
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In Chapter 11 and Chapter 12 we will observe exactly this problem, and will design DSP receivers to
calculate the phase errors, and effectively de-rotate the constellation. If you look at the constellation plots
in later chapters, such as in Chapter 11, Figure 11.16 (page 450) or in Chapter 12 in Exercise 12.7
(page 520) we see precisely the effect of this angle rotation.
5.5 Quadrature Amplitude Modulation using Complex Notation
It is easy to confirm that the QAM system of Figure 5.14 is entirely composed of real signals. There are
no imaginary signals therein. So it’s 100% not a complex system and does not use any complex
arithmetic.
But, if we introduce some complex notation, one outcome will be that we can make the associated
mathematics easier and more tractable. As above we can describe and analyse this QAM system entirely
with real arithmetic and trigonometric identities, however we will now introduce complex notation to
redefine the equations to describe the QAM modulation. 
Consider the block diagram of Figure 5.16 which shows a complex baseband signal,  composed of
real component,  and imaginary component, . Therefore, we have defined  as:
(5.25)
and have a complex exponential carrier frequency at  Hz, i.e. .
This mixer or modulator creates the following signal, simply achieved by multiplying  with :
(5.26)
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Figure 5.16: Real and Imaginary baseband signals modulated by a complex 
carrier and transmitting the real component only
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The output  consists of a real and imaginary component and is hence a complex signal. We now just
drop the imaginary part by taking the real part of  only, and as illustrated in Figure 5.16, we note that
the resulting real signal to be transmitted is:
(5.27)
This  is the same signal output that we achieved from the simple QAM modulation of Figure 5.12.
We now have the required complex notation to create a real signal for transmission. What is the benefit
of this complex notation? As we stated earlier, it’s simpler, more tractable mathematics, with less need to
recall trigonometric identities! 
5.6 Quadrature Amplitude Demodulation using Complex Notation
The demodulation process can also be conveniently expressed using complex notation. Consider the
proposed complex demodulator of Figure 5.17. 
The input to this complex demodulator is the real signal from the real world, and it is the same  as
was generated in Figure 5.12. This we are assuming a perfect radio transmission channel — i.e. we sent
 on the transmit antenna and received  on the receive antenna. After the multiplication of the
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Figure 5.17: Using a complex demodulator to receive a real RF signal and demodulate to baseband to 
receive the signal sent by complex modulator in Figure 5.16.
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As this is just trigonometry, we can change the notation to make the simple trigonometric manipulation
and use of identities easier to read. Therefore, if we denote  and , and set
, the notation is a little clearer: 
Multiplying out the brackets and re-ordering gives:
Using trigonometric identities from Appendix B (page 581) gives:
Substituting back for ,  and , the signal  in Figure 5.17 is:
(5.29)
Hence after the lowpass filter in Figure 5.17, the output  is given by: 
(5.30)
The mathematical equivalence of the standard quadrature demodulator of Figure 5.13 and the complex
demodulator of Figure 5.17 is therefore confirmed, and we illustrate this equivalence in Figure 5.18. 
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5.7 Spectral Representation for Complex Demodulation 
If we sketch the complex spectra for the ‘complex’ modulation and demodulation processes, we obtain
the magnitude spectra shown in Figure 5.19. Noting that the two transmitted real signals are separate and
independent, we choose to assign one as real, , and one as imaginary, . Then, if we represent
them as
, (5.31)
 is just a complex signal which can be shown in the complex frequency domain by taking the Fourier
transform. As this signal is not real (it’s complex!), the spectra will be non-symmetric. This is illustrated
in Figure 5.19 where we show the spectra at point  in the signal flow graph. The spectra at  then
shows the complex baseband signal modulated by the complex carrier,
(5.32)
where the baseband signal spectrum is simply frequency shifted to be centred around . When we then
take the real part only, with the [.] operator, we again see that, as in Eq. (5.26) and Eq. (5.27):
/
Therefore, we obtain  at  which is the real signal for transmission, and of course this signal is now
composed of the real part only, and is therefore symmetric in the frequency domain. 
After applying the complex exponential multiplier,  at the receive side, the positive and negative
frequencies of are both shifted by  Hz to realise the analytic complex spectra shown at . Finally
both the real and imaginary signals are filtered by a suitable lowpass filter (i.e. one filter on each of the
real and imaginary channels, or just input the complex signal to the real valued lowpass filter) and the
complex baseband received signal, , is obtained at . And if we have perfect synchronisation of
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Figure 5.19: Complex signal spectra for quadrature modulation and demodulation using complex notation.
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5.7.1 Simple Mathematical Example of Passband to Complex Baseband
In order to present an example of demodulation using the mathematics of complex exponentials,
consider the signal in Figure 5.20(a) which shows a bandpass signal in the frequency range of 800Hz to
1220Hz, and consists of four tones (cosine waves) at 800Hz, 900Hz, 1080Hz and 1220Hz. We can assume
that a baseband signal has been generated and modulated onto a carrier at  = 1000Hz (this is a rather
low frequency of course, and RF carriers are usually MHz rather than kHz — however we are just using
this for illustration purposes and to keep the figures simple). The signal is of course real, and consists of
four cosine signals at different frequencies:
(5.34)
Figure 5.20(a) shows the complex spectra (again recalling that ): 
(5.35)
Looking again at Figure 5.19, consider that Eq. (5.35) as the signal available at point . 
Because the signal is a real cosine, then the complex frequency spectra in Figure 5.20(a) is symmetric, and
as there are no sine wave components then the imaginary amplitude spectra has no non-zero
components and is not drawn here. (Recall Exercises 5.3 and 5.4 to review on this point.)
If we now demodulate or multiply Eq. (5.35) with a complex exponential, then we get:
(5.36)
Eq. (5.36) is equivalent to the spectra at  in Figure 5.19. Finally, after passing both the real and
imaginary through a lowpass filter, we get just the complex baseband signal:
(5.37)
Eq. (5.37) is equivalent to the spectra at  in Figure 5.19, and Figure 5.20(c).
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 e j2π1220t e j2π1220t±( ) 
4e j2π800t 3e j2π900t 2e j2π1080t e j2π1220t   
              4e j± 2π800t 3e j± 2π900t 2e j± 2π1080t e j± 2π1220t   
&
y t( )e j± 2π1000t 4e j2π 800 1000±( )t 3e j2π 900 1000±( )t 2e j2π 1080 1000±( )t e j2π 1220 1000±( )t   
      4e j± 2π 800 1000( )t 3e j± 2π 900 1000( )t 2e j± 2π 1080 1000( )t e j± 2π 1220 1000( )t   
4e j± 2π200t 3e j± 2π100t 2e j2π80t e j2π220t   
      4e j± 2π1800t 3e j± 2π1900t 2e j± 2π2080t e j± 2π2220t   
'
z t( ) LPF y t( ) e j± 2π1000t( ){ } 4e j± 2π200t 3e j± 2π100t 2e j2π80t e j2π220t    
                          4e j± 2π1800t 3e j± 2π1900t 2e j± 2π2080t e j± 2π2220t   
(
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Figure 5.20:  (a) A bandpass signal centred around 1000Hz is (b) Complex demodulated by a negative 1000Hz 
complex exponential creating (c) baseband components and components centred around 
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5.8 Frequency Offset Error and Correction at the Receiver
Returning to Figure 5.18(b), a potential errors may be that the receiver carrier frequency  has a slight
offset, and rather than being exactly at  Hz, it will be at . 
At the receiver, we need knowledge of the transmit carrier frequency in most cases. However we will have
some level of error in the receiver carrier frequency. If we refer to this error as  then in actual fact the
receiver demodulation Eq. (5.28) is now:
(5.38)
and the effect is to simply shift the spectrum by  Hz from 0 Hz, as illustrated in Figure 5.21. 
This frequency offset error is one that we encounter with the RTL-SDR. Whereas we might set the RTL-
SDR receive carrier frequency to 90MHz, it may be “out” and in error by a few 100Hz or even kHz, due
to component tolerances in the receiver. This offset error is precisely the  Hz above, and that we
consider in Chapter 7 (see for example Figure 7.2, page 237).
5.9 Frequency Correction using a Complex Exponential
After the complex signal is received, the first processing stage in the receiver may be a frequency
correction which will multiply the incoming complex spectrum by:
(5.39)
as illustrated in Figure 5.21. Thereafter the final part of the DSP enabled SDR receiver is variously the
carrier phase locking, synchronisation and/or timing sections followed by the signal decoding sections
(depending on whether the signal is FM, AM, QPSK etc). This is the part that takes place in the MATLAB
and Simulink code and is the core of the DSP enabled SDR which we will review, design and implement
in the chapters following this one.
It is worth bearing in mind that this is an idealised model, which assumes that each of the operations are
undertaken in a mathematically perfect fashion, and neglects the ‘real world’ effects of transmitting a
signal across a communications channel. Nevertheless, it does provide a useful reference with which to
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Figure 5.21: Effect of a frequency error in the complex receiver — spectrum shifts by  at baseband — and correction.Δf









5.10 RTL-SDR Quadrature / Complex Architecture
The last stage in our review of complex signals and spectra is to confirm how the presented models relate
to the RTL-SDR, and the types of models that you will work with via the exercises in this book (as well as
your own personal projects!). 
The RF signals that you receive have first been modulated, then transmitted through a wireless
communications channel. At the receive side (i.e. your desktop RTL-SDR setup!), the signal has been
received and demodulated by your RTL-SDR, and then passed into MATLAB or Simulink via the
MathWorks RTL-SDR Hardware Support Package. At this point, the samples read into MATLAB or
Simulink correspond to the output signal from the system model presented in Figure 5.22 (and the
preceding equations) — these samples are of the demodulated signal. An initial, ‘rough’ stage of
frequency offset correction is then one of the first operations performed in MATLAB or Simulink. 
5.11 Summary
In this chapter we have reviewed the fundamentals of AM for both transmission and reception. We
derived the QAM transmitter and receiver, and showed how they can be represented by complex
exponential notation. In a more general sense, it was also demonstrated that complex mathematical
representation is a tractable, descriptive way of working with communications signals and systems. We
will go on to make use of this notation in later chapters.
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6 Amplitude Modulation (AM) 
Theory and Simulation
In this chapter, we will review extensively about classic AM — Amplitude Modulation. The theory
behind conventional forms of AM will be presented, and there will be an opportunity to run simulations
that demonstrate some of the different types of AM modulator. After this we will move on to review the
various demodulators that will later be constructed in Chapter 8 and RTL-SDR AM receivers.
6.1 Amplitude Modulation — An Introduction
AM is intuitively the simplest modulation method and, as will be shown later in Chapter 11, it also forms
the basis of many digital modulation schemes. In its most basic form, it is simply the process of mixing
(heterodyning) an information signal with a carrier wave to produce a signal that has two sideband
components in the frequency domain. This process is called Double Sideband (AM-DSB) modulation,
and it results in the information signal being ‘shifted up’ from baseband to a carrier frequency. There are
two variations of AM-DSB: Transmitted Carrier (AM-DSB-TC) and Suppressed Carrier (AM-DSB-SC).
Further types of AM include Single Sideband (AM-SSB) and Vestigial Sideband (AM-VSB).
In the following sections we will discuss and give examples of each of these in turn, before we go on to
discuss AM demodulators at the receive side.
6.2 AM-DSB-SC: Double Sideband Suppressed Carrier AM
Mathematically, the least complicated of the AM variants is AM-DSB-SC. Here, an information signal
 is mixed with a carrier wave  to produce the AM signal . A block diagram of
this modulator is shown in Figure 6.1 (AM-DSC-SC was also reviewed earlier in Section 5.3 (page 182):
(6.1)
si t( ) sc t( ) sam dsb sc±± t( )
sam dsb sc±± t( ) si t( ) sc t( )× 
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6.2.1 AM-DSB-SC Modulation: Modulating a Sine Wave
Presenting the maths associated with the modulation of a sinusoidal information signal is the most
logical place to start. The information signal is defined as having amplitude  and the frequency ,
(6.2)
where . The carrier has amplitude  and the (higher) frequency ,
(6.3)



















































Information signal is a pure cosinusoid 
Carrier signal is a pure cosinusoid, 
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Modulated signal has two frequency components:
































































Figure 6.2: Frequency and time domain plots demonstrating a single tone information signal being AM-DSB-SC modulated 
Ai fi
si t( ) Ai 2πfi t( )FRV Ai ωi t( )FRV  
ωi 2πfi Ac fc
sc t( ) Ac 2πfc t( )FRV Ac ωc t( )FRV  
sam dsb sc±± t( ) Ai ωi t( )FRV Ac ωc t( )FRV 
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Solving this with the product-to-sum trigonometry rule from Eq. (B.4) in Appendix B (page 581) gives:
. (6.5)
This modulation process results in two sinusoidal terms; one at frequency , and the other at
frequency , as illustrated in Figure 6.2 [50]. The amplitude of the modulated signal fluctuates in
sympathy with the amplitude of the information signal; hence the term amplitude modulation.
6.2.2 AM-DSB-SC Modulation: Modulating Baseband Signals
Usually information signals are far more complex than a single sinusoidal wave, and they are composed
of a set of frequency components. If a baseband information signal  had a bandwidth of Hz
(where  was the highest frequency component contained within the signal), AM-DSB-SC modulating
it would result in a signal with a bandwidth of Hz. The modulated signal, which is centred around
, is shown in the time and frequency domains in Figure 6.3.
Mathematically, any baseband signal can be represented as a sum of weighted sinusoidal components




sam dsb sc±± t( )
Ai Ac
2
 ωc ωi±( )t ωc ωi( )tFRVFRV© ¹§ · 
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Information signal is a baseband signal;
a sum of sinusoids















Modulated signal has two frequency components:
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Figure 6.3: Frequency and time domain plots demonstrating a baseband information signal being AM-DSB-SC modulated 
si t( ) Ai1 2πfi1 t( ) Ai2 2πfi2 t( ) Ai3 2πfi3 t( )FRVFRVFRV 
Ai1 ωi1 t( ) Ai2 ωi2 t( ) Ai3 ωi3 t( )FRVFRVFRV 
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then we would see a view similar to Figure 6.4 if we plotted it in the frequency domain: 
Mixing this baseband signal with the carrier from Eq. (6.3), we get:
. (6.7)
Multiplying this out and applying the product-to-sum trigonometry rule from Eq. (B.4) gives:
(6.8)
.
This signal contains three pairs of tones, or six frequency components, all centred around the carrier .
The modulated signal can be shown in the frequency domain as in Figure 6.5; note from the sketch that
the sidebands are symmetrical around .
Next, in Exercise 6.1, a simple Simulink simulation will confirm via simulation what happens to



























Consider the information signal to be















Figure 6.4: Baseband information signal composed of three weighted cosines
sam dsb sc±± t( ) Ai1 ωi1 t( ) Ai2 ωi2 t( ) Ai3 ωi3 t( )FRVFRVFRV Ac ωc t( )FRV 
sam dsb sc±± t( )
Ai1 Ac
2
 ωc ωi1±( )t ωc ωi1( )tFRVFRV© ¹§ · 
Ai2 Ac
2
 ωc ωi2±( )t ωc ωi2( )tFRVFRV© ¹§ ·
Ai3 Ac
2












































































Figure 6.5: Modulated baseband information signal composed of three weighted cosines
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6.3 AM-DSB-TC: Double Sideband Transmitted Carrier AM
While AM-DSB-SC signals are simple to generate and understand mathematically, radio receivers
require relatively sophisticated coherent demodulators in order to extract any information from them,
due to their lack of an information envelope. AM-DSB-TC is an alternative AM modulation scheme that
enables the use of non-coherent demodulators. Here, an information signal  with a DC offset  is
mixed with a carrier wave  to produce the AM signal [49]. 
(6.9)
The block diagram for this modulator is shown in Figure 6.6:
6.3.1 AM-DSB-TC Modulation: Modulating a Sine Wave
If we once again consider a sinusoidal ‘information’ signal with amplitude  and frequency ,
(6.10)
and a carrier with amplitude  and the (higher) frequency ,
(6.11)
then modulating as in Eq. (6.9) yields:
. (6.12)
To solve this, we can use the product-to-sum trigonometry rule Eq. (B.4) from Appendix B (page 581):
(6.13)
.
si t( ) Ao
sc t( ) sam dsb tc±± t( )





















Figure 6.6: AM-DSB-TC Modulator block diagram
Ai fi
si t( ) Ai 2πfi t( )FRV Ai ωi t( )FRV  
Ac fc
sc t( ) Ac 2πfc t( )FRV Ac ωc t( )FRV  
sam dsb tc±± t( ) Ao Ai ωi t( )FRV Ac ωc t( )FRV 
sam dsb tc±± t( ) Ao Ac ωc( )tFRV
Ai Ac
2
 ωc ωi±( )t
Ai Ac
2
 ωc ωi( )tFRVFRV 
Ao Ac ωc( )tFRV
Ai Ac
2
 ωc ωi±( )t ωc ωi( )tFRVFRV© ¹§ · 
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Sometimes this is represented a little differently, and instead of solving as in Eqs. (6.12) and (6.13) —
where the modulated signal is expressed in terms of the information signal’s amplitude  — it is
expressed in terms of the AM modulation index, ‘ ’:
(6.14)
where: 
We will come back to consider the modulation index in a moment. Unlike AM-DSB-SC modulation, the
AM-DSB-TC modulation process results in three sinusoidal terms, as illustrated in Figure 6.7: a lower
sideband at ; an upper sideband at ; and the carrier component at . In the diagram, the
information envelope is also highlighted. This is a smooth line that connects between the upper peaks of
the modulated signal, and (in this case) the envelope’s amplitude fluctuations exactly match the
fluctuations in the information signal. 
The modulation index expresses the level of modulation in an AM-DSB-TC signal, and it is often
expressed as a percentage. The envelope of the modulated signal will fluctuate by , meaning
that, if a signal had a modulation index of 0.5 (or 50%), the peak-to-peak amplitude of the envelope
Ai
m
sam dsb tc±± t( ) Ao 1 m ωi t( )FRV Ac ωc t( )FRV 
Ao Ac ωc t( )FRV
Ao Ac m
2








































Information signal is a pure cosinusoid 
Carrier signal is a pure cosinusoid, 


























Modulated signal has three frequency components:




































































Figure 6.7: Frequency and time domain plots demonstrating a single tone information signal being AM-DSB-TC modulated 
m± Ao Ac( )
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would be , and it would fluctuate in the range  to . The
maximum value the modulation index can take whilst keeping the envelope intact is 1 (or 100%), as
shown in Figure 6.8.
6.3.2 AM-DSB-TC Modulation: Modulating Baseband Signals
Consider once again a baseband information signal, with a bandwidth of Hz, where  is the highest
frequency component contained within the signal. AM modulating it with a carrier would result in the
modulated signal shown in Figure 6.9. Note that, when modulated, the signal occupies a bandwidth of
Hz, and is centred around .














































































Information signal is a baseband signal;
a sum of sinusoids















Modulated signal has three frequency components:
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Figure 6.9: Frequency and time domain plots demonstrating a baseband information signal being AM-DSB-TC modulated 
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As discussed previously in Section 6.2, any baseband information signal can be represented as a sum of
weighted sinusoidal components using Fourier decomposition. If we define an information signal as
being composed of the same three components used before:
(6.15)
,
then it would appear as Figure 6.10 in the frequency domain.
Modulating this baseband signal with the carrier from Eq. (6.11), we get:
(6.16)
Multiplying this out and applying the product-to-sum trigonometry rule from Eq. (B.4) gives:
(6.17)
.
This signal contains three pairs of tones, or six frequency components, all centred around the carrier .
The frequency domain sketch is shown in Figure 6.11; note that the sidebands are symmetrical around
. It is also worth comparing this to Figure 6.5, i.e. the equivalent spectrum sketch for AD-DSB-SC. 
si t( ) Ai1 2πfi1 t( ) Ai2 2πfi2 t( ) Ai3 2πfi3 t( )FRVFRVFRV 


























Consider the information signal to be















Figure 6.10: Baseband information signal composed of three weighted cosines
sam dsb tc±± t( ) Ao A i1 ωi1 t( ) Ai2 ωi2 t( ) Ai3 ωi3 t( )FRVFRVFRV Ac ωc t( )FRV 
sam dsb tc±± t( ) Ao Ac ωc( )tFRV
Ai1 Ac
2
 ωc ωi1±( )t ωc ωi1( )tFRVFRV© ¹§ · 
Ai2 Ac
2
 ωc ωi2±( )t ωc ωi2( )tFRVFRV© ¹§ ·
Ai3 Ac
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Figure 6.11: Modulated baseband information signal composed of three weighted cosines
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Next, we will move on to Exercise 6.2, which involves running a simple Simulink simulation illustrating
happens (in the time and frequency domains) to sinusoidal waves as they are modulated onto a carrier
to produce an AM-DSB-TC signal.
$0'6%7&6LPXODWLRQ
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6.4 AM-SSB: Single Sideband AM
While mathematically simple, AM-DSB modulation is spectrally inefficient because the process creates
a pair of identical sidebands. This means these signals have a wider bandwidth than is strictly necessary
to carry the information. Therefore, if only a finite amount of bandwidth is available in a
communications channel, this would not be the analogue modulation standard of choice. The main
advantage of AM-SSB modulation is that the bandwidth occupied by the modulated signal is exactly the
same as the bandwidth of the baseband signal. This is highlighted in Figure 6.12, where we also show the
two variations of AM-SSB: Single Upper Sideband (AM-SUSB) and Single Lower Sideband (AM-SLSB). 
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The AM-DSB-SC signal contains two frequency 







































For AM-SUSB, modulated signal contains only one 













For AM-SLSB, modulated signal contains only one 


































































































Figure 6.12: Comparison of AM-DSB-SC, AM-SUSB and AM-SLSB signals in the frequency and time domains
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If a baseband information signal had a bandwidth of Hz (where  is the highest frequency
component contained within the signal), AM-DSB-SC modulation would result in a signal with a
bandwidth of Hz. On the other hand, if it were AM-SSB modulated, the modulated signal would only
have a bandwidth of Hz.
In the time domain, the upper and lower sideband AM-SSB signals appear to take a totally different form
to the AM-DSB-SC signal, and they both have very similar envelopes. Neither of these AM-SSB signals
contain the modulation carrier though, so neither have information envelopes.
6.4.1 Generating AM-SSB Signals 
There are a number of ways you can create AM-SSB signals. One option is to simply bandpass filter an
AM-DSB-SC signal to remove one of the sidebands; the issue with this though is that the filter would
require a steep rolloff and a large attenuation to ensure that the unwanted sideband could be completely
removed whilst keeping the required sideband intact. If you were going to implement this with a digital
filter, you would require a very large number of filter weights. Unless there was dedicated hardware
available such as an FPGA that would allow the filter’s multiply-accumulate operations to be performed
in parallel, this method would not normally be used for real time applications.
The alternative method is to use the AM-SSB modulator. This design is a little different to the AM-DSB
modulator, in that it involves a Hilbert transform and a quadrature carrier. The output of the AM-SSB
modulator is the sum of the in-phase (I) and quadrature-phase components (see Section 5.4 (page 187)
for a review of quadrature modulator), as shown in Figure 6.13 [51]. 
The general equation for this modulator is as follows:
(6.18)
where:  is the Hilbert transform  of the information signal ,
 and  are the real and imaginary components of the quadrature carrier,






































Figure 6.13: Block diagram of the AM-SSB modulator, showing configurations for both AM-SUSB and AM-SLSB
sam ssb± t( ) si t( ) ℜe sc t( ) si t( ) ℑm sc t( )+− 
si t( ) H si( ) t( ) si t( )
ℜe sc t( ) ℑm sc t( )
+−
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6.4.2 AM-SSB Modulation: Modulating a Sine Wave
If we define an information signal as having amplitude  and frequency ,
(6.19)
then the Hilbert Transform (the integral) of this signal would be:
. (6.20)
If the quadrature carriers wave had amplitude  and frequency , then it would take the form
. (6.21)
Substituting Eqs. (6.19), (6.20) and (6.21) into Eq. (6.18) yields:
. (6.22)
Solving this with the product-to-sum trigonometry rule from Eq. (B.4) gives:
(6.23)
.
If we were to consider the configuration required to generate an AM-SUSB signal, we would solve this as
follows:
(6.24)
which leaves us with only the upper sideband component. Solving Eq. (6.23) for the AM-SLSB
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When a baseband signal is AM-SSB modulated, the mathematical analysis for this process becomes
rather complicated, so we will not go into it here. You will however be able to see it in action by
completing Exercise 6.3, when we will run a simple Simulink simulation that shows what happens to
sinusoidal waves as they are modulated with an AM-SSB modulator. It is configured in both AM-SUSB
and AM-SLSB modes, enabling examination of both outputs. 
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6.5 AM-VSB: Vestigial Sideband AM
AM-VSB was created in order to reduce the spectral requirements of analogue TV signals. Baseband PAL
and SECAM analogue multiplex signals had a bandwidth of around 6.75MHz, and contained
information about the luminance and chroma of the picture, along with an audio signal. Critical
information was stored within the signal’s DC component, which meant that a carrier had to be
transmitted with the signal when it was broadcast. The AM-DSB-TC modulation process resulted in a
signal with a bandwidth of 13.5MHz, and regulating bodies were not happy with TV broadcasters using
such a large portion of spectrum for every single TV channel. TV broadcasters were not overly keen on
this either, as they were having to pay huge electricity bills to transmit a signal with two identical
sidebands, and a high powered carrier.
What they decided to do was apply a Bandpass Filter (BPF) to the AM-DSB-TC signal to suppress most
of one of the sidebands, in an effort to reduce its bandwidth. The partial sideband is called a Vestigial
Sideband, and it remains because the filter roll-off and attenuation required to completely remove it
cannot be achieved whilst keeping the carrier intact[53]. Figure 6.14 shows a baseband PAL TV signal,
and highlights the reduced bandwidth associated with AM-VSB modulation. 
AM-VSB TV signals have not been transmitted in the UK since the digital switchover was completed in
2012. DVB, the new DTV standard, uses a statistical multiplexing and modulation process called
COFDM, and as such, the signals appear totally different in the frequency domain — see Section 3.11





























Baseband PAL, SECAM and NTSC signals are mulitplexes 
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When AM-VSB modulated, the signal
has a lower bandwidth than would
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Figure 6.14: Frequency domain plots showing a PAL/ SECAM TV signal first being
AM-DSB-TC modulated, then AM-VSB modulated
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There are numerous countries around the world still using analogue TV that are yet to undergo a digital
switchover and, if you live in one, it is likely that AM-VSB signals can be received with your RTL-SDR;
so it is still worth briefly discussing. For the general case AM-VSB signals shown in Figure 6.15, the AM-
VSB modulator takes the form shown in Figure 6.16.  
The general equation of an AM-VSB signal is as shown in Eq. (6.26), and depending upon how the
bandpass filter is configured, it will either produce a Vestigial Upper Sideband (VUSB) or Vestigial
Lower Sideband (VLSB) signal. 
(6.26)
where: is the information signal as in Eq. (6.10), and  the carrier as in Eq. (6.11).































































































































Figure 6.16: Block diagram of the AM-VSB modulator, showing configurations for both AM-VLSB and AM-VUSB
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6.6 Theoretical AM Demodulation
Mathematically, to demodulate an AM signal, a receiver must simply mix (or multiply) a received signal
with a sine wave that has exactly the same frequency and phase as the carrier embedded within it (the
carrier originally used to modulate the signal). The mixing operation shifts the modulated information
from being centred around the carrier frequency, back to baseband, and simultaneously creates a spectral
image of the demodulated signal around Hz. This approach can be considered a synchronous
demodulation method, and it is often associated with carrier synchronisation. To give an example of how
this method works, we shall present the demodulation of a single tone modulated AM-DSB-SC signal.
A single tone signal (Eq. (6.2)) modulated by a carrier (Eq. (6.3)) produces an AM-DSB-SC signal:
. (6.27)
Mixing this with  demodulates the signal, yielding :
(6.28)
.
Lowpass filtering removes the high frequency components, resulting in the (scaled) information signal:
. (6.29)
Unfortunately, it is very unlikely that the frequency (and phase) of the modulating and demodulating
sine waves exactly match, and when there is any offset, this demodulation process is unsuccessful. Recall
that in Section 5.3 (page 182) we reviewed the simple AM transmitter and receiver, and considered the
mathematical theory and some of the reception issues.
6.7 Receiving and Downconverting AM-DSB-TC Signals to Complex Baseband
As reviewed in Chapter 5, real RF signals received by the RTL-SDR are quadrature demodulated to
baseband before they are sampled — this means that the baseband samples entering our MATLAB and
Simulink RTL-SDR receiver designs have both I and Q components, i.e. a complex signal. 
When an RF AM-DSB-TC signal, denoted by , is received by the RTL-SDR, it is mixed with a
complex exponential at frequency  (representing the local oscillator frequency in the RTL-SDR) to
demodulate the signal to complex baseband, as illustrated in Figure 6.17. 
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Assuming that the RTL-SDR receives the transmitted signal  from Eq. (6.13) on page 210,
(6.30)
(as we assume a perfect radio channel), the signal output from the RTL-SDR can be modelled as:
(6.31)
where  represents the complex oscillator inside the RTL-SDR. 
We can express the downconverted signal using Euler’s Formula ( ):
Figure 6.17: The RTL-SDR receiving a single tone modulated AM-DSB-TC signal, and demodulating it to complex 
baseband. Note that when a frequency offset exists between the original modulating carrier and the local oscillator 
used during the demodulation process , a frequency offset of  occurs in the complex baseband output
fc
flo fΔ
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Using the Eqs. (B.4) and (B.6) from Appendix B (page 581), Eq. (6.32) becomes:
(6.33)
The high frequency components are filtered by the lowpass filters within the RTL-SDR, leaving only the
complex baseband signal (which we express here in the continuous time domain for simplicity—note the
signal  can be created with a DAC as shown in Figure 6.17):
(6.34)
6.7.1 Perfect Demodulation
If the frequency of the modulating carrier (  where ) has exactly the same frequency as the
local oscillator used during the demodulation process, i.e. , and if we can assume that no phase
difference exists, then Eq. (6.34) becomes:
(6.35)
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meaning that the real (In Phase) component can be expressed as:
(6.36)
and the imaginary (Quadrature Phase) component as:
(6.37)
Notice that when demodulation is performed perfectly, the real component contains a DC offset (i.e. the
carrier’s DC offset), however the imaginary component does not. This is because, as exploited in the
transition from Eq. (6.35) to Eq. (6.36), , and . 
6.7.2 Demodulation with a Frequency Offset
When a frequency offset exists between the modulating carrier and the local oscillator used during the
demodulation process (i.e. ), Eq. (6.34) is solved differently:
(6.38)
meaning that the real (In Phase) component can be expressed as
(6.39)
and the imaginary (Quadrature Phase) component as
(6.40)
It is likely that a complex AM signal of this form will be presented by the RTL-SDR to MATLAB and
Simulink as baseband samples, as it would be very challenging to tune the RTL-SDR to the exact
frequency of the RF carrier! It is also usually true that the signal being received contains a baseband
information signal, rather than a single tone or set of discrete tones. Thus, it would be more realistic to
draw Figure 6.18 (as compared to Figure 6.17) to represent the reception of signals with the RTL-SDR.
This is therefore what we must aim to demodulate in order to recover the information signal. Back in
Section 5.8 (page 199) we reviewed on frequency offset issues and methods of addressing and correcting
this.
Coherent AM demodulators use carrier synchronisation techniques to generate local sine waves that do
have exactly the same frequency and phase as the modulating carrier, and these will be discussed in depth
in Section 7.10 (starting on page 273). For now though, we will focus on non-coherent demodulation
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methods. Non-coherent AM demodulators are conceptually simple and easy to implement, and we will
discuss three different types in the next section.
6.8 Non-Coherent AM Demodulation: The Envelope Detector
In the analogue world, one of the simplest forms of non-coherent AM demodulator is the envelope
detector. This is a physical circuit, comprising only three components: a diode, a resistor and a capacitor.
The diode is used to block negative current flow in the circuit, and the remaining two components form
a lowpass filter which is used to smooth the gaps between the peaks of the carrier wave. The envelope
detector can only be used to demodulate AM-DSB-TC signals, as these are the only AM signals with
information envelopes.
We cannot implement the standard analogue envelope detector to demodulate AM signals received by
the RTL-SDR, because the complex baseband signals input to the computer are sampled, and are in the
digital (discrete time) domain. This means that we must consider discrete time implementations of the
demodulator, which operate on a sample-by-sample basis. 
6.8.1 The Traditional Envelope Detector
The functionality of the envelope detector can easily be replicated in the digital domain. A saturating
operation can be used to perform the same task as the diode, and an FIR filter can be used to implement
the lowpass filter. The block diagram for the traditional envelope detector is shown in Figure 6.19, and
Figure 6.20 shows how the AM-DSB-TC signal would be processed as it passes through the system.
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Figure 6.18: The RTL-SDR receiving an information signal that has been AM-DSB-TC modulated, and demodulating
it to complex baseband. Note, as with Figure 6.17, that when a frequency offset exists between the original modulating 
carrier, , and the local oscillator used during the demodulation process, , a frequency shift of  occurs in the 
complex baseband output
fc flo fΔ
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As the envelope detector is a non-linear device, it is non-trivial to represent its demodulation of a signal
mathematically. We can form an output equation for the demodulator however, as the following
convolution operation:
. (6.41)
In order for the lowpass filter ( ) to successfully smooth the peaks and detect the information
envelope, the frequency of the carrier in the AM-DSB-TC signal must be as high as possible, relative to
the frequency of the information signal. If the carrier frequency is low (as it is above), the filter will
struggle to attenuate it, resulting in a noisy output signal. 
6.8.2 The Optimised Envelope Detector
We can improve the performance of the envelope detector by reducing the time gap between the peaks
of the carrier. The traditional envelope detector only uses the positive part of the AM-DSB-TC signal, as
the negative part is removed with the saturation operation. If we instead took the magnitude of the signal,
the negative part would flip and become positive too, doubling the number of positive peaks. This
effectively doubles the frequency of the carrier, meaning that the lowpass filter will have an easier task to
attenuate it and detect the information envelope.
To avoid confusion, we shall call this the optimised envelope detector. The block diagram for this
demodulator is shown in Figure 6.21, and Figure 6.22 shows what would happen to an AM-DSB-TC
signal as it is processed. It is clear to see that replacing the saturate operation with a magnitude operation
makes a huge difference to the quality of the output signal.
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Figure 6.20: Sketch of an AM-DSB-TC signal in the time domain before (left) and after (right)
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It has been made clear in Figures 6.19 and 6.21 that both the traditional and the optimised envelope
detectors only work with real signals. There is a final form of envelope detector that can be used with
complex AM signals, like the ones received by the RTL-SDR.
6.8.3 The Complex Envelope Detector
The complex envelope detector is similar to the optimised envelope detector, in the sense that it is based
around finding the magnitude of the complex baseband AM-DSB-TC signal. Both the In Phase and
Quadrature Phase components (Eqs. (6.39) and (6.40)) contain envelopes of the information signal.
Figure 6.23 shows what they would look like when plotted individually in the time domain.
Plotting them against each other, however, produces what is shown in blue in Figure 6.24. Although this
may be a little hard to picture, perhaps imagine it as a spiral travelling through time with a constantly
fluctuating radius. As the radius changes in sympathy with the information envelope, you can actually
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Figure 6.23: Time domain sketch of the components in a complex AM-DSB-TC signal
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A block diagram for the discrete time complex envelope detector is shown in Figure 6.25.  
The main advantage of this demodulator is that a lowpass filter is not required — finding the magnitude
of the complex signal perfectly demodulates it. The output equation of the complex envelope detector is
as follows:
. (6.44)
If you would like to non-coherently demodulate any AM-DSB-TC signals received by your RTL-SDR,
this final envelope detector would be your best choice. We will test it out when working through the
Desktop AM Transmission and Reception exercises in Chapter 8.
6.9 Summary
In this chapter we have reviewed the various AM modulation schemes in use around the world, presented
the maths behind AM modulation and demodulation, and run some simulation-based exercises
involving AM signals. Looking forward, Chapter 7 will present tuning and carrier synchronisation,
leading to the development of some coherent demodulators. We will use these, along with the non-
coherent demodulators presented here, to construct AM receivers in Chapter 8.
When the complex AM signal is plotted, it appears to 
look like a spiral travelling through time; the
radius of which grows and shrinks in proportion
with the envelope of the information signal
When the components of the complex AM signal are 
plotted individually, they both appear to be AM signals 





































































Figure 6.25: Discrete time implementation of the Complex Envelope Detector
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7 Frequency Tuning and Simple 
Synchronisation
An important aspect of all radios is their ability to select a frequency band of interest (or to ‘tune’), and
thereafter to capture and receive a desired signal from within that band. First, we consider tuning, which
is independent of the modulation format and applies to both digital and analogue communications.
Once tuning has taken place, the majority of modulation formats require some form of carrier
synchronisation to be undertaken in the receiver. We discuss what synchronisation ‘means’ and why it
is needed, before going on to look at the PLL as a basis for carrier synchronisation circuits.
7.1 Selecting a Frequency Band: Tuning
With the RTL-SDR, as with many other radio architectures, the first task undertaken by the receiver is to
select a band of frequencies from the RF spectrum to demodulate to baseband for further processing.
This stage is referred to as tuning, and is shown in Figure 7.1. The two main parameters of the tuning
process can be defined as:
• The position of the captured frequency window in the RF spectrum, commonly defined based on
its centre frequency, which is denoted as  in Figure 7.1. This can be defined by appropriately
setting the LO frequency in the receiver.
• The bandwidth of the frequency window, i.e. the range of frequencies around  that will be
demodulated (shown by the green bar in Figure 7.1). The bandwidth can be controlled by
appropriate filtering and setting of sample rates. 
We will now go onto consider the RTL-SDR tuning process more specifically. It is important to highlight
that tuning takes place inside the RTL-SDR hardware. 
fc
fc
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The user controls the RTL-SDR tuning from within MATLAB or Simulink, by specifying (i) a desired
centre frequency and (ii) a sampling rate to define the signal bandwidth. These parameters are then
passed into the RTL-SDR to control the behaviour of the demodulation process. The device digitises the
signal and provides complex, 8-bit sampled data as the input to MATLAB or Simulink for further
processing. 
The most popular RTL-SDR hardware dongles are based on the Rafael Micro R820T tuner, although
some use the Elonics E4000 or the Rafael Micro R820T2, which can tune over the frequency ranges shown
in Table 7.1. Sampling takes place in the RTL2832U, for which a formal data sheet in not available at the
time of writing, but internet sources suggest that the sampling frequency (which defines the signal
bandwidth) can be varied between 225kHz to 300kHz, and between 900kHz and 3.2MHz [92]. 
The RTL-SDR interface in MATLAB and Simulink permits the user to define both the carrier frequency,
which forms the centre of the band to be demodulated, and the bandwidth of that band (via the sampling
rate parameter of the RTL-SDR). Figure 7.2 confirms the relevant settings in the Simulink RTL-SDR
Receiver block. The user may view the spectrum and observe, for instance, that the signal of interest is
centred at 102.5MHz with an approximate bandwidth of 250kHz, and configure the RTL-SDR block
Table 7.1: Popular RTL-SDR tuners and frequency ranges [111]
Tuner Approximate Frequency Range
Elonics E4000 52MHz to 2200MHz, with a gap from 1100MHz to 1250MHz (varies)
Rafael Micro R820T 25 to 1750MHz
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Figure 7.1: Tuning to select a band of frequencies
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accordingly. We have called this process ‘eyeball tuning’, as the user adjusts parameters based on visual
observation of the spectrum. Equivalent RTL-SDR interfacing and control can be undertaken in
MATLAB using a comm.SDRRTLReceiver system object. 
The demodulation shown in Figure 7.1 takes place inside the RTL-SDR hardware, with the relevant
parameters being supplied from Simulink. The sine wave used to demodulate the signal is generated
within the RTL-SDR using a LO. In practical terms, the oscillator and demodulation circuitry introduces
a degree of error (arising from component tolerances and temperature effects), and therefore readers
should be aware that this method of ‘eyeball tuning’ may not necessarily result in a demodulated
spectrum that is exactly centred at 0Hz. 
To mitigate the imperfections of the hardware, steps can be taken to measure, and then compensate for,
the actual frequency deviation of any individual RTL-SDR. The deviation is measured in ppm and can
be supplied as a parameter to the RTL-SDR interface block in Simulink (or if using MATLAB, this can
be supplied via the comm.SDRRTLReceiver system object). More information on how to measure and

















Figure 7.2: Configuration of the RTL-SDR block
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7.2 The Synchronisation Problem
In communications systems, information is passed between a transmitter and receiver through a
communication medium, or channel. In the context of this book, we consider a wireless radio channel,
where there is no physical connection between the two terminals. They will be located some distance
apart, ranging from a few centimetres to several kilometres, or even further in the case of satellite
communications. In the case of the Earth to Mars Curiosity rover link, that distance is 225 million
kilometres [99]! As entirely separate, physically distant devices, they do not share a common time or
frequency reference. This is the basis of the synchronisation problem.
During the remainder of this section, we will review the basic principles of modulation and
demodulation, and consider the impact of an imperfect radio channel and device characteristics on the
synchronisation problem. 
7.2.1 Modulation and Demodulation Recap
It is useful to briefly review the communications architecture being considered. Here, we amplitude
modulate a signal onto an RF carrier, and the modulated signal is then transmitted across a radio channel
and demodulated in the receiver. Modulation and demodulation are undertaken by multiplying the
signal with a locally generated sine wave at the defined carrier frequency. This simple architecture is
shown in Figure 7.3. 
The information signal can be perfectly recovered (after filtering), provided that the channel does not
introduce any delay or frequency offset, and provided that the LOs in the transmitter and receiver
generate sine waves that are exactly aligned in both frequency and phase. 
Of course, that’s the trouble—in the real world, the channel is not trivial, and the transmit and receive
local oscillators do not produce exactly the same sine waves. Receivers are designed to compensate, as far
as possible, for these effects.
7.2.2 Channel Effects
Passing a signal through a radio channel causes a variety of unwanted effects to be introduced, including
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direction connection could be made
radio channel
Figure 7.3: Transmitter and receiver with a ‘virtual’ connection
239Chapter 7: Frequency Tuning and Simple Synchronisation
239
multipath propagation. These channel effects occur in addition to device effects, which will be covered
in Section 7.2.3.
Here, we highlight the two most significant channel effects in terms of synchronisation, using some
familiar real-world examples to illustrate the points. 
1. There will be a non-zero propagation delay through the channel. 
It will take some finite amount of time for the signal leaving the transmitter to arrive at the
receiver. The propagation delay varies depending on the distance covered, and if we assume that
the transmitter and receiver are static, this will translate into a fixed carrier phase shift of 
degrees. An example of this scenario is depicted in Figure 7.4 (imagine that you are sitting at home
using your tablet, which is connected to your wireless router).
2. The propagation delay may change over time. 
If the propagation delay depends on the distance between transmitter and receiver, it follows that
the delay will change over time if the transmitter and receiver are moving relative to each other.
This results in a time-varying phase shift, which is equivalent to a frequency shift (often referred
to as Doppler shift). An example of this scenario would be making a phone call while travelling in
a car or train—your mobile phone communicates with a fixed basestation, while your position
changes. In Figure 7.5, the phone is moving towards the basestation, and this results in a higher
perceived frequency at the receiver. 
The frequency shift may itself change over time, if the relative motion is dynamic. A good example of this
is GPS reception, wherein your GPS device receives signals from non-geostationary satellites. These
satellites travel at high speed relative to the surface of the earth, hence the relative motion of the
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Figure 7.4: Communication between two static terminals, resulting in carrier phase shift
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7.2.3 Device Considerations
Transmitters and receivers rely on sine waves for modulation and demodulation. Sine waves are
generated by oscillator components, which are subject to manufacturing variability and temperature-
related effects, and therefore the frequencies they generate will vary within some defined limits. Higher
quality oscillators will have tighter tolerances (perhaps a few ppm for a “good” oscillator). 
Oscillator behaviour can change over time as a result of varying temperature, and also, in the longer term,
due to ageing of the component. Taking all of these effects into account (manufacturing tolerances,
temperature effects, ageing), it is clear that the oscillators in the transmitter and receiver cannot be said
to produce exactly the same frequency. 
Therefore, it must be assumed that the transmitter and receiver carriers are not synchronised—even if
they were to start at the same phase, they would soon drift out of alignment. Figure 7.6 illustrates the
effect using an exaggerated example to permit easy visualisation. In this example, the tolerance is
5,000ppm, and taking frequencies at the limits, the blue sine wave has a frequency of 100.5MHz, and
the red, 99.5MHz. It is clear that the two sine waves are aligned in phase at the beginning of the
simulation, but soon begin to deviate. 
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transmitted at X MHz received at X+? MHz
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seen as higher frequency
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Figure 7.5: Communication between terminals that are moving closer together
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Figure 7.6: Sine waves with slightly different frequencies
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7.2.4 Timing Synchronisation
So far, discussion has been restricted to the oscillators that modulate and demodulate the information
signal. In digital communications, the clock oscillator from which bit and symbol operations are derived
is an additional factor. Similarly to the carrier oscillator, the timing reference in the transmitter and
receiver differs, and channel effects such as Doppler can introduce a further offset. 
Symbol timing synchronisation will be the subject of more focused discussion later, in the Digital
Communications Theory and Simulation Chapter 11 (page 427).
7.3 Demodulation of AM Signals
As discussed earlier, perfect demodulation of a modulated signal requires a locally generated sinusoid
that exactly matches the frequency and phase of the received carrier. Figure 7.3 showed a conceptual
diagram with a connection between the two carrier oscillators, but practical scenarios do not have this
artificial link, and call for a different approach. 
Demodulating with a LO that does not correspond with the carrier results in a baseband signal that is not
perfectly centred at 0Hz. In practice, the two carrier frequencies are unlikely to be exactly matched due
to device considerations and channel effects. 
There are two possible approaches to this problem:
1. Transmit the carrier signal so that it can be used to demodulate the signal at the receiver;
2. Extract the carrier from the received signal using a synchronisation algorithm, and regenerate it
in the receiver. 
These options have advantages and disadvantages:
1. Transmitting the carrier requires extra power to be expended. This is wasteful because the carrier
signal does not contain any information. Demodulation of the signal is less complex, however,
meaning that it is possible to design a simpler and cheaper receiver. 
2. If the carrier is not transmitted, this has the advantage that power is not wasted in transmitting a
component that carries no information. It is possible to synchronise to the carrier embedded in
the received signal, however a more sophisticated and costly receiver is needed. 
Both of these approaches imply coherent demodulation, which involves synthesising a sine wave with
the same frequency and phase as the carrier of the received signal, and using it to demodulate the received
signal. Coherent demodulation can be used whether the carrier is explicitly transmitted or not. The
performance of coherent demodulation typically exceeds that of non-coherent demodulation (covered
in Section 6.8, (page 231), and therefore is usually the preferred method. This chapter focuses on
coherent demodulation and associated synchronisation problems. 
In digital communications, it is possible to demodulate using a carrier that does not match the frequency
and phase of the received carrier, and to compensate for the offset in a later processing stage. This
method will be explained in Section 11.4.3 (page 455). 
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7.4 Coherent Demodulation and Carrier Synchrony
In this section we consider coherent demodulation, and briefly confirm the effect of being synchronised
(or not) on the successful demodulation of a transmitted signal. To keep things simple, in the first
instance we assume that the ‘information’ signal of interest is a sine wave. 
The architecture we will consider is as shown in Figure 7.7. This implements AM-DSB-SC modulation,
where the carrier is NOT explicitly transmitted, and demodulation is undertaken using a carrier with a
frequency offset of . 
A sine wave with amplitude  at frequency , modulated onto a carrier at frequency , is expressed as 
(7.1)
In Chapter 5 (page 171), the mathematics for ‘perfect’ demodulation was presented, wherein the sine
wave used to demodulate the signal had frequency and phase exactly matching those of the receiver
carrier. In practice this is almost certainly not the case, because the carrier generators in the transmitter
and receiver are physically disconnected and do not have a common frequency reference. Their carrier
oscillators are subject to component tolerances, and channel propagation effects contribute further to
phase and frequency offsets. Therefore, we must consider the case where the sine waves used to modulate
and demodulate differ. 
In order to model the unequal frequencies, it is assumed that demodulation is by multiplication with a

















Figure 7.7: Demodulation with a frequency offset
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Applying the product-to-sum trigonometric identity, Eq. (B.4) from Appendix B (page 581), it can be
shown that 
(7.4)
and Eq. (7.4) may subsequently be rearranged to give:
. (7.5)
Although this expression includes two high frequency components, it is not equivalent to the transmitted
signal even after lowpass filtering to remove the high frequency components. This is due to the presence
of the  terms. 
(7.6)
Lastly, making use of the general property that ,we can write 
. (7.7)
Likewise, it can also be confirmed that via simulation that, in the presence of the frequency error, , the
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The examples in this section have demonstrated that generating a sine wave in the receiver with the
correct frequency and phase is very important. If the sine waves used to modulate and demodulate an
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Later, in Section 7.10, we will consider synchronisation methods for AM signals in more detail. First, we
turn to the problem of generating a sine wave with the same frequency and phase as a reference signal.
The circuit required to do this—the PLL—is a fundamental component of carrier synchronisation
systems.
7.5 Introduction to Phase Locked Loops
PLLs are essential building blocks for synchronisation, because they are able to recreate an input
sinusoid, track deviations in its frequency, and reject noise. These simple circuits, which comprise of only
three components, can be constructed in either the analogue or digital domains, or even a mixture of the
two. Despite being apparently simple, PLLs have been extensively studied, and a number of papers,
tutorials, and books have been written on the topic. Perhaps the most widely known book is Phaselock
Techniques by Floyd M. Gardner [13], but there are several others that may be useful if you are interested
in reading further on this topic, e.g. [9], [26], [43]. Our treatment of PLLs most closely follows that of the
excellent Digital Communications: A Discrete Time Approach, by Michael Rice [38].
In this section we start by defining the structure of a PLL, and then go on to consider PLL behaviours,
parameters, and detailed implementation. Discrete time PLLs are of primary interest in our SDR
application, because sampled Simulink models will be used to implement receivers. 
A simple block diagram of a PLL is shown in Figure 7.8. It contains the following three components:
• A Phase Detector — the Phase Detector generates a signal that varies in proportion to the
difference in phase between the incoming signal, and the locally generated sine wave.
• A Controllable Oscillator — the oscillator is a VCO in analogue PLLs or an NCO in digital PLLs.
The VCO or NCO has the task of generating a sinusoidal output (usually both sine and cosine, or
else one is derived from the other) whose phase and frequency is controlled by a time-varying input
signal. 
• A Loop Filter — the Loop Filter acts upon the output of the Phase Detector to remove unwanted
high frequency terms, and produce the signal that drives the VCO or NCO. The design of the Loop
Filter has a fundamental effect on the behaviour of the PLL, as will be explained shortly. 










Figure 7.8: Block diagram of a PLL
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7.5.1 Phase Detector
The role of the phase detector is to generate a signal that varies in proportion to the difference in phase
between the reference input signal, and the locally generated sine wave (i.e. the output of the VCO or
NCO). This is known as the phase error, and for an ideal phase detector, the error is given by
(7.8)
where  and  are the phases of the input reference and local oscillator signals at time ,
respectively, and  denotes the gain of the phase detector.
Phase detectors can generate the phase error in different ways, and often this component is simply
implemented as a multiplier, as shown in Figure 7.9. This type of phase detector is easy to implement,
and it produces a low frequency term in proportion to the phase difference, and higher frequency terms
that are removed by filtering. 
The behaviours of the ideal and multiplier-based phase detectors are described by their characteristic ‘s-
curves’ (which are explained in Appendix D, page 593). We generally assume that the value of  has a
fixed value depending on the type of phase detector used. 
It can be established through trigonometry that the ‘multiplier’ phase detector produces two frequency
components at the output: 
• A low frequency term that varies with the phase difference; and
• A high frequency term at approximately double the input frequency. 
This can be shown by working through the mathematics for the multiplier phase detector, where its
inputs are defined as 
 (7.9)
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as shown in Figure 7.8. 
The output of the multiplier phase detector is:
(7.11)
.
Where the frequencies  and  are equal, the output reduces to:
. (7.12)
Notice that, of the two frequency components, only the lower frequency component depends directly on
the phase difference. The loop filter attenuates the higher (double frequency) term, along with any other
unwanted noise components, which leaves only the phase-related term. 
If the phase difference can be assumed to be small (i.e. as the PLL approaches phase lock), the





where  (more generally, , where  is the amplitude of the input reference signal, ). 
Further details regarding phase detectors, both multiplier-based and ideal, are provided in Appendix D
(page 593). 
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7.5.2 The Loop Filter (and Type 1, Type 2 and Type 3 PLLs)
The Loop Filter has the task of filtering the error signal produced by the phase detector. In most cases,
the loop filter is a simple lowpass filter, composed of a proportional path, and one or more integral paths.
The design of the loop filter is vital in defining the overall characteristics and behaviour of the PLL. 
The PLL Type corresponds to the number of integrators in the loop, with PLLs normally being Type 1
(one integrator), Type 2 (two integrators) or Type 3 (three integrators). The total number of integrators
is the sum of integrators from the Loop Filter, plus the VCO or NCO (which contributes one integrator,
because it integrates the feedback signal supplied to the VCO / NCO to control its current phase).
Table 7.2 summarises the composition of the above three PLL variations, in terms of integrators. We will
discuss loop filters further in Section 7.6, when a discrete-time model of the PLL will be presented, along
with signal flow graph examples. 
7.5.3 The Controllable Oscillator (VCO / NCO)
A PLL requires a VCO or NCO, and both have the same basic behaviour. Although VCOs are analogue
components, a sampled version of the VCO can be used for modelling in Simulink, whereas NCOs are
inherently digital and operate in discrete time only. In many of the models that follow in this section,
either type of oscillator is applicable.
The VCO or NCO is an oscillator with a standard or quiescent frequency, , and a control input that
can adjust the output frequency upwards or downwards from the quiescent value. We will now consider
VCOs and then NCOs in a little more detail. 
Voltage Controlled Oscillator (VCO)
In the PLL model, the filtered phase difference acts as the control signal, , that is input to the VCO:
the larger the phase difference, the greater the adjustment applied. The outputs and  generated
by the VCO are cosine and sine waves at the adjusted frequency. 
The interface of the VCO is shown in Figure 7.10. Note that a generic VCO may generate both sine and
cosine outputs, or have a single output only. 
Taking the cosine output (and similarly for sine), the signal generated by the VCO can be expressed as
(7.15)
Table 7.2: Type 1, 2, and 3 PLLs
PLL Type
Integrators
VCO/NCO Loop Filter Total
Type 1 1 0 1
Type 2 1 1 2
Type 3 1 2 3
fo
v t( )
c t( ) s t( )
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where  is the estimated phase at time , generated by integrating the control input to the VCO over
all time from time = 0, i.e. 
, (7.16)
and  is the gain (or sensitivity) associated with the VCO, normally expressed in radians/V. 
Numerically Controlled Oscillator (NCO)
The NCO is a discrete time version of the VCO and has an equivalent interface, as shown in Figure 7.11,
where  is the sample index. 
Similar to the VCO, the NCO produces an output cosine wave at a specified quiescent frequency,
adjusted by an input control signal. The output at sample  is given by
, (7.17)
where  is the sample period, and  is the estimated phase at sample , generated by summing the
control input to the NCO, , over all samples, i.e. 
. (7.18)
The parameter  is equivalent to  from the continuous time model for the VCO, and is likewise given
in radians/V. 
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Figure 7.11: Interface of an NCO
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In order to understand the behaviour of the NCO, it is useful to consider how it operates on a sample-
by-sample basis. The internal behaviour of an NCO is often described in terms of step size, . If we
assume that the step size is fixed, then the phase of the NCO increments by the given step size on each
sample, i.e. 
(7.19)
and hence the NCO progresses through a full cycle (2  radians) over some fixed number of sample
periods. After the phase is generated, a phase-to-amplitude conversion is then undertaken to generate the
amplitude of the sine and/or cosine wave at that specific phase. 
The step size controls the speed of phase increments, and therefore it also controls the frequency of the
generated cosine wave, with a larger step size producing a higher frequency. For instance, if the step size
was equivalent to 30o, or  radians, then it would require 12 samples to progress through one full
cycle of a cosine wave. If the step size was 15o, or  radians, then it would take 24 samples (twice as
long) to complete a full cycle. Thus it is seen that the frequency of the generated cosine wave is
numerically controllable. These two examples (for  and ) are shown in Figure
7.12. Notice that the cosine waves complete a full cycle after 12 and 24 cycles respectively, in each case
corresponding to a phase of  radians. 
When operating in radians, the step size required to generate a sine or cosine output at a particular
desired frequency, , is given by:
. (7.20)
For instance, if Hz and Hz, then .
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The discussion so far has assumed that the step size, , is a constant value, producing a fixed frequency
cosinusoid. The requirement in a PLL is to have a dynamically controllable cosine wave generator, and
indeed this can be achieved using an NCO. In this scenario, the step size at sample  is formed by
summing two components of the step size: , a constant value corresponding to the quiescent
frequency; and , representing the adjustment term which may vary over time.
(7.21)
The adjustment term is supplied by the PLL feedback signal, i.e. , scaled by the oscillator gain, ,
which has units of radians/V. Thus, the step size
(7.22)
represents a phase angle. A larger value of oscillator gain therefore makes the NCO more sensitive to
changes in the feedback signal. 
The processing undertaken by the NCO can be summarised by Figure 7.13. Notice that the direction of
data flow is from right to left in this diagram, reflecting the position of the NCO within the feedback loop.
It should be noted that, if the gain constant  is not stated in the analysis, then implicitly  (and
indeed this is a common choice). 
The error produced by the PLL phase detector diminishes to zero once the synthesised cosine wave has
converged to the input reference signal (i.e. once the two cosine waves are in phase). As a result, the
output of the Loop Filter adjusts such that it produces a constant output (or, in practice, it may fluctuate
slightly around the desired value) and this provides the adjustment signal to the NCO. After lock has
been attained, the NCO step size is not further adjusted by the feedback loop, aside from these small
fluctuations.
It is worth noting that, while the phase shown in Figure 7.12 is permitted to increment without bounds,
it is equally valid to express the phase ‘modulo ’ (meaning that the phase wraps at ). Having a
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Figure 7.13: Overview of NCO processing in the PLL feedback loop
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working with lookup-table-based hardware implementations may prefer a range of , where
 is some positive integer, to correspond with the number of memory locations used to store the sine
wave samples. In this case, a further scaling factor must be incorporated into the gain block alongside 
(shown in Figure 7.13), to reflect that a full cycle involves counting up to  rather than . 
As we have seen, the PLL is simple in its construction, but even so, it can be tuned via a set of parameters
to achieve a variety of behaviours. We go on to discuss these aspects of PLL design next. 
7.6 Discrete Time PLL Model
We will now start to focus on digital PLLs, which can be expressed in terms of Z-domain notation. First,
the loop filter component will be examined. 
Figure 7.14 shows a general model for the construction of Type 1, Type 2, and Type 3 digital PLL loop










1 - z -1
z -1



























253Chapter 7: Frequency Tuning and Simple Synchronisation
253
To summarise:
• Type 1 — K1 has a significant value; both K2 and K3 are set to zero (or branches are omitted);
• Type 2 — K1 and K2 have significant values; K3 is set to zero (or branch is omitted);
• Type 3 — all coefficients have significant values. 
Combining the loop filter with the other parts of the PLL results in the signal flow graph of Figure 7.15.
Notice that the gains associated with the phase detector and NCO, Kp and Ko have been incorporated
along with the coefficients within the loop filter. 
Before going on to consider PLL design in detail, we will start with some exercises that illustrate the
general construction and behaviour of PLLs, focusing on the Type 2 version. 
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Figure 7.15: Model of a generic digital PLL
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7.7 PLL Behaviours, Parameters and Characteristics
According to Gardner’s definition, a PLL attains ‘phaselock’ when the sine wave generated by the PLL
converges to the same frequency as the input reference signal [13]. In other words, when there is one
cycle of locally generated sine wave for every period of the input reference signal. This does not
necessarily mean that the two signals converge to the same phase (although they may do), but rather that
they have attained the same frequency. Other authors use the term ‘phase lock’ and ‘locked’ when the
synthesised sine wave achieves both the same frequency and the same phase as the input reference signal.
We will generally use the Gardner approach in this book. 
The design of the PLL is based on the choice of the gains in the system: , ,  (in the loop filter),
 (the phase detector gain), and  (the NCO gain). Together, these define the behaviour of the PLL
as it achieves lock, and the time it takes to do so. If the parameters are not suitably chosen, then it may
not converge or attain lock at all. 
A few key characteristics of PLLs can be defined, and will be discussed over the next few pages. The
designer may seek to optimise one or more of these factors when designing a particular PLL. 
• Time to achieve lock
• Steady state error
• Transient behaviour and tracking capability
• Bandwidth
These choices depend on the application, and the expected operating circumstances. For instance, it
would be preferable to minimise the bandwidth of the PLL if it is to work in a noisy environment, so as
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enough to accommodate any likely deviation between the initial frequency of the PLL sine wave
generator, and the input reference signal. 
7.7.1 Time to Achieve Lock
The time a PLL takes to become locked with a reference signal is an important factor, particularly in
communications systems. The longer the time to achieve lock, the greater the required synchronisation
overhead, and the less efficient the system or protocol is. For instance, if it takes 10 symbol periods to
achieve lock, this places a minimum length on the preamble (a signal that can be used to ‘wake up’ and
help receivers synchronise to incoming information) that precedes information transmissions. 
The time to achieve lock is affected by the design of the PLL, and also by the difference in frequency
between the input reference signal, and the quiescent frequency of the NCO. If the PLL has to lock to a
frequency far away from the ‘expected’ value, it will take longer. 
Figure 7.16 (a) and (b) show two examples of Type 2 PLL behaviour as it adapts. In both cases, the design
of the PLL is the same (we are not specifically interested in the details of the PLL here). Comparing the
two plots, there is a clear difference in the time to achieve lock, and this is due to the deviation of the input
reference signal from the quiescent frequency of the NCO. In the first example, the frequency deviation
is larger and the PLL takes significantly longer to lock. 
There are also other factors that influence the time to achieve lock, in particular the damping ratio and
bandwidth (to be discussed in Section 7.7.3). 
7.7.2 Steady State Error
Even once phaselock has been achieved, the PLL may have a steady state phase error. The steady state
error is influenced by the choice of loop filter (which defines the PLL Type), and the nature of the
synchronisation task. For instance, if a Type 1 PLL attempts to synchronise to an input reference signal


















































time to achieve lock: ~500µs
time to achieve lock: ~125µs
Figure 7.16: PLL adaption behaviour for a Type 2 PLL with quiescent frequency 3.5MHz:
(a) left: input frequency = 3.7MHz;
(b) right: input frequency = 3.55MHz
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with a different frequency than its local NCO, it will attain the correct frequency, but will not be able to
synchronise to the exact phase of the input—in this case there will be a residual phase error. By
comparison, applying a Type 2 PLL to the same scenario would result in zero phase error. 
Table 7.3 summarises the steady state errors of Type 1, 2, and 3 PLLs, when different kinds of inputs are
applied. It is clear that the Type of the PLL (which is defined by the loop filter design) dictates the nature
of its steady state behaviour. 
In most circumstances, it is desirable to achieve a zero phase error in the steady state, and this usually
motivates the choice of the Type 2 PLL, particularly where the dominant effect is a frequency offset (i.e.
where any dynamically changing frequency offsets are not significant). Type 3 loops are usually used in
more complex scenarios, for instance GPS receivers, where large Doppler shifts are common [43]. 
The steady state error in each of the scenarios shown in Table 7.3 can be confirmed via the linear model
of the PLL shown in Figure 7.17. The same model can also be used to evaluate transient behaviour.  
The input to this Z-domain model of the PLL is the current phase at sample index , i.e. .
Table 7.3:  Summary of PLL Steady State Errors
PLL
Type
Initial Phase or Frequency Difference compared to Reference
Phase Offset Frequency Offset
Dynamic Frequency 
Offset
Type 1 zero phase error residual error does not track
Type 2 zero phase error zero phase error residual error
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Figure 7.17: Generalised linear PLL model
m θ m[ ]
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The output generated by the NCO is the current phase estimate, denoted by , and the output of the
phase detector is the difference between the two. The phase error, given by 
(7.23)
is subsequently processed by the loop filter and input to the NCO, which can be modelled as an
integrator. There will be one or more samples of delay within the loop (shown here between the loop
filter and NCO). 
The response of the PLL can be tested by applying different inputs to the linear model, bearing in mind
that the input signal represents phase (rather than a sine wave as in conventional operation). 
• A step — representing a step change in phase offset
• A ramp — representing a constant rate of change of phase offset (i.e. a frequency offset)
• A hyperbola — representing an increasing rate of change of phase offset (i.e. an acceleration)
These three input types are shown in the upper part of Figure 7.18. The lower part of Figure 7.18 shows
the response of the linear model to these three inputs, in each case where the Type 2 PLL has a damping
ratio of 1. We will consider the impact of changing the damping ratio shortly. 
Notice that Type 1, Type 2, and Type 3 PLLs can all adapt to a step input with zero steady state error. If
the input is a ramp, the Type 2 and 3 PLLs can adapt with zero phase error, while the Type 1 adapts but
has a residual phase error. For the hyperbola input, only the Type 3 PLL can adapt fully: the Type 2 does
so but with a residual error, while the Type 1 cannot successfully adapt at all (the error keeps changing).
This confirms the summary given in Table 7.3.
Relating this information back to the operation of ‘real’ PLLs, the following statements can be made
about the three different Types of PLLs:
Type 1 PLLs (red waveforms in Figure 7.18)
•   Can adapt in the presence of an initial phase difference with zero residual phase error (i.e. if
the input reference signal had exactly the same frequency as the NCO quiescent frequency,
but a different initial phase, it could adapt leaving zero phase error). 
•   Can adapt to the correct frequency in the presence of an initial frequency difference, but
leaving a residual phase error. 
•   Cannot adapt in the presence of a dynamic frequency offset. 
Type 2 PLLs (blue waveforms in Figure 7.18)
•   Can adapt to both the correct frequency and the correct phase in the presence of an initial
frequency difference, as well as an initial phase difference. 
•   Can adapt to the correct frequency in the presence of a dynamic frequency offset, but leaving
a residual phase error.
Type 3 PLLs (green waveforms in Figure 7.18)
•   Can adapt in the presence of an initial phase difference, an initial frequency difference, and
a dynamic frequency offset, in each case with zero residual phase error.
θÖ m[ ]
θe m[ ] Kp θ m[ ] θÖ m[ ]±© ¹§ · 
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Type 2 PLLs are commonly used, because they provide sufficient performance for most situations,
without the additional complexity of a second integrator in the loop filter. Further, second order
differential equations are very popular for modelling control systems, and the analysis and design of Type
2 PLLs is well understood and treated in the literature. Pragmatically, this makes it easier to design and
implement Type 2 PLLs. For these various reasons, the rest of this section on will focus on Type 2 PLLs. 
7.7.3 Transient Behaviour and Tracking Capability
A PLL will display some transient behaviour while adapting, and the nature of this transient behaviour
depends on three factors in particular: 
• The Type of the PLL (as defined by the loop filter and discussed in Section 7.7.2) determines
whether it can adapt to the point of zero phase error, or will have a residual steady state error. 
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Figure 7.18: Response of Type 1, Type 2, and Type 3 PLLs (linear model)
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• There is an interaction between the bandwidth of the loop, and the initial deviation between the
input and reference frequencies. For any given deviation in frequency, a PLL with a narrower
bandwidth will take longer to adapt. 
• The damping ratio of the PLL affects the pattern of the adaption behaviour, including its speed and
the extent of overshoots.
These resulting behaviours can be evaluated with the aid of the linear model introduced in Figure 7.17.
The damping factor, or damping ratio, denoted by , relates to the transient behaviour of the PLL as it
achieves phaselock. This derives from control theory, with values of  corresponding to an
underdamped system (in which the transient displays overshoots and fluctuations around the steady state
value before settling down), whereas when , the system is overdamped and converges gradually to
the steady state. If , then the system is said to be critically damped, meaning that it has the shortest
possible rise time without having overshoots [14]. 
Large damping ratios cause the PLL to converge quickly, while smaller damping ratios result in a longer
period of transient behaviour with ‘overshoots’ and ripples before the loop finally converges. On the
other hand, smaller damping ratios normally have a better ability to track changes, and therefore a trade-
off is encountered. Realistic damping ratios are normally in the range , which achieves a good
balance of properties [13].
Figure 7.19 shows the response of a Type 2 PLL to a frequency step, ramp, and hyperbola, for different
damping ratios. Notice that overdamped systems can converge to zero phase error more quickly, in the
case of the step input, whereas they take longer when the input is a ramp or hyperbola. This indicates that
overdamped PLLs have a lesser ability to track time-varying inputs. On the other hand, very
underdamped PLLs have significant oscillatory transients, which is normally undesirable. 
In communications applications, it is reasonable to assume that the input reference signal will change
over time, and therefore it is useful to have a PLL with good tracking capability. Values of  and
 are commonly used to achieve this.
7.7.4 Bandwidth 
The bandwidth refers to the range of frequencies over which the PLL operates, and also to the range of
frequencies that can enter the PLL as noise. 
There are several possible definitions of bandwidth, but in general terms, a PLL with a broader
bandwidth can cope with larger deviations between the quiescent frequency of the NCO, and the input
reference signal. In other words, the PLL can successfully adapt over a larger range of frequencies. On the
other hand, the broad bandwidth also allows more noise to enter the PLL than a narrow-bandwidth PLL,
thus degrading the purity of the synthesised sine wave. 
To make a qualitative comparison, Figure 7.20 shows two examples of PLLs adapting (here using a ‘real’
PLL, rather than the linear model). Figure 7.20(a) represents a PLL with a ‘narrow’ bandwidth, while
Figure 7.20(b) has a ‘broad’ bandwidth. Notice that the narrow bandwidth PLL takes longer to adapt.
Once it has done so, however, its frequency fluctuates more closely around the desired frequency than
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Figure 7.19: Response to phase step, ramp and hyperbola inputs (linear model): effect of damping ratio




















































Figure 7.20: Adaptation behaviour for a Type 2 PLL: (a) narrow bandwidth, (b) broad bandwidth
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Another advantage of the narrower bandwidth is that less noise is accepted into the PLL. The plots shown
in Figure 7.20 show the response of two PLL designs to a perfect, noiseless sine wave input. 
7.7.5 Experimenting with the Linear Model
Having spent some time reviewing various aspects of PLL performance with the aid of the linear model,
it is useful to provide this as a Simulink file so that you can experiment with it! The next set of exercises
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Although some of the characteristics and parameters of PLLs have been introduced, we have not so far
discussed how to design a PLL to achieve a certain set of requirements. This section presents a practical,
step-by-step guide to setting the parameters of a Type 2 PLL, in order to achieve the desired
characteristics. More detailed review and derivation may be found in Appendix D (page 593), which
follows the analysis presented in [38]. 
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7.8.1 Step 1: Determine the sample period
When designing a digital PLL, the sampling rate  is likely to be a pre-determined aspect of the system.
The sample period can therefore be calculated simply as
. (7.24)
Note that the parameter  will be required in later calculations. 
If the sampling rate is not already set, it should be specified as a value at least 5 times higher than the
expected frequency of the input reference sine wave. This assumes the use of a multiplier-based phase
detector, which will generate components at approximately double the input frequency. (It may be
possible to run successfully with a lower sample rate, but using the above rule will keep matters simple
and clear!) 
7.8.2 Step 2: Establish the gain of the phase detector
In this book, we consider two alternative methods of implementing the phase detector: (i) an ‘ideal’ phase
detector component that accurately measures the phase difference between two input signals; or (ii) as a
multiplier. The two alternatives result in different values for the phase detector gain coefficient, ,
which is due to their different characteristic ‘s-curves’ (more on this in Appendix D, page 593).
For our current purposes, we simply note the following: 
• For an ‘ideal’ phase detector:
• For a ‘multiplier’ phase detector:
where  is the amplitude of the input reference signal applied to the multiplier phase detector. 
The above indicates that, in the multiplier-based design, the phase detector gain varies with the
amplitude of the input signal. This dependency is undesirable, because a change in the input signal
amplitude could fundamentally alter the behaviour of the PLL. As a result, it is common to precede the
PLL with a stage of AGC [39], which dynamically adjusts the gain applied to the input signal, such that
it is scaled to the normalised range from -1 to +1. 
It should be noted that the gain, , is an inherent property of the phase detector, and does not refer to
a separate gain coefficient set within the phase detector section of the PLL circuit.
7.8.3 Step 3: Establish the gain of the NCO
The structure and behaviour of the NCO component were reviewed in Section 7.5.3. The NCO is capable
of generating sine and cosine waves of a dynamically variable frequency, with the adjustment made via a
feedback signal supplied from the output of the loop filter. A gain of  is applied to this feedback signal,
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7.8.4 Step 4: Choose the Damping Ratio
The damping ratio parameter  was introduced in Section 7.7.3. It was shown that the value of  affects
the transient behaviour of the PLL as it adapts, and also its tracking capabilities. An appropriate value of
 should be selected based on the nature of the synchronisation task; as stated earlier, values in the range
0.5 to 2 are common because they achieve a good balance of stability and tracking properties. 
The damping ratio is not set explicitly within the PLL. Rather, the parameter is incorporated into the
calculation of the loop filter coefficient values (as will be shown in Step 6 of our design process). The
desired damping ratio is achieved by appropriately setting the various parameters of the PLL.
7.8.5 Step 5: Specify the Noise Bandwidth
It was earlier established that specifying the bandwidth of a PLL is an important aspect of its design. A
narrow bandwidth lets very little noise into the PLL, but can result in the PLL taking a long time to
achieve lock; while a broad bandwidth enables quick adaptation, but with poorer noise performance.
Here, we will specify the noise bandwidth, , of a PLL in Hz.
The maximum expected frequency offset (i.e. the difference between an incoming sine wave, and the
locally generated sine wave) must be taken into account when defining , in order to ensure that the
PLL can successfully lock. The range of frequencies deviations over which the PLL can lock is referred to
the pull-in range, and it is an interaction between  and damping ratio, . Useful approximations for
pull-in range, along with approximate times to attain lock, are given in [38]. Suitable operation over the
range of expected offsets can also be confirmed through simulation. 
Like damping ratio, PLL noise bandwidth is an implicit parameter of the PLL, rather than being set
directly within the loop implementation. Instead, the chosen value of noise bandwidth, , is
incorporated into the equations from which the loop filter coefficient values are determined. 
7.8.6 Step 6: Calculate the Loop Filter Gain Coefficients
Two gain coefficients are needed in the Type 2 PLL:  and , for the proportional and integral
branches, respectively. This was previously shown in Figure 7.14. Values for the coefficients can be
calculated, provided that the following parameters are known: 
• Sampling period, 
• NCO gain, 
• Phase detector gain, 
• Damping ratio, 
• Noise bandwidth, 
To calculate the required values, Eqs. (D.50) and (D.51) from Appendix D (page 593) can be rearranged


















Noting the repeated term, it is convenient to make the substitution
, (7.27)




According to [38], a pair of simpler approximations can be used, where the bandwidth of the loop is
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7.8.7 Step 7: Confirm the Complete PLL Model
We can now confirm the construction of a Type 2 PLL from low level blocks, and associate with it the
various parameters reviewed over the preceding sections. A diagram is shown in Figure 7.21. Note that
the signal supplied as the input reference signal is sampled at a rate of  Hz, which results in a sampling
period of  seconds. 
It should also be remembered that the value of  depends on the amplitude of the input signal, if using
a multiplier phase detector (with ). As mentioned previously, it is usual to precede a PLL with
an AGC stage where the input signal amplitude is variable, thus ensuring that the amplitude of the signal
input to the PLL is approximately equal to 1, and therefore that the value of  is 0.5.
Finally, note that a ‘modulo ’ operation could also be inserted prior to the  function within the
NCO. This may be preferable for visualisation purposes, and it would also prevent the possibility of
numerical overflow occurring. 
7.8.8 Step 8: Simulate the PLL and Verify Behaviour
At this stage, the parameters , , ,  and  have been established, and from these, the required
values of  and  have been derived. The value of , the quiescent step size for the NCO, has been
set based on the quiescent frequency, using Eq. (7.20).
The model can now be realised in MATLAB or Simulink, and simulated. The simulated outputs should
be assessed in terms of transient behaviour, time to achieve lock, performance in noise, tracking
capability, steady state behaviour, and any other desired characteristics. Adjustments can then be made,
if necessary, by re-parameterising the model and repeating the simulation process. 
7.8.9 Design Example
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It can be calculated that the required NCO quiescent step size is
. (7.32)
The value of loop filter coefficient  can be obtained from Eq. (7.28), and  from Eq. (7.29). We first
determine the value of  using Eq. (7.27), i.e. 
. (7.33)
The value for  can then be substituted into Eq. (7.28), i.e.
(7.34)
.
Likewise,  can be obtained from Eq. (7.29) using the value for  calculated in Eq. (7.33).
(7.35)
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7.9 PLL Performance in Noise
In this section, we briefly look at the behaviour of PLLs in noisy conditions, and the effect of noise
bandwidth on performance. These simulations incorporate an Additive White Gaussian Noise (AWGN)
source, which is added to the reference sine wave at the input to the PLL.
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Coherent receivers employ an aspect of synchronisation with the received carrier signal. The effect of
NOT being carrier synchronised was shown in Section 7.4, in the context of analogue AM
communications. It was apparent that the demodulated signal was not, after appropriate lowpass
filtering, equivalent to the original. Similar issues occur in digital communications, and this will be
discussed later, in Section 11.4 (page 448).
As reviewed in Section 6 (page 203), there are different variants of AM modulation. From the perspective
of carrier synchronisation, it is significant whether the carrier is transmitted or not. If the carrier is
transmitted as a separate component (AM-DSB-TC), then the synchronisation task is relatively easy,
because the carrier is explicitly present and can provide the reference input to a PLL synchronisation
circuit. On the other hand, an AM-DSB-SC signal does not contain a distinct carrier component, and the
receiver must instead synchronise using the modulated version of the carrier. 
These two variations call for different synchroniser architectures, as explained over the next two sections. 
7.10.1 Carrier Synchronisation for Transmitted Carrier AM (AM-DSB-TC)
In DSB-TC AM, a coherent receiver extracts the transmitted carrier component, and uses it to
demodulate the received signal to baseband. This can be achieved using a PLL, with the carrier acting as
the input reference signal. The PLL operates in the manner discussed in Section 7.5, and can be designed
as a Type 1, 2, or 3, with an appropriately chosen damping ratio and bandwidth. 
The PLL regenerates the carrier sine wave from the received signal, and then demodulation is performed.
The architecture for this synchronisation circuit is shown in Figure 7.22. 
We can now confirm the operation of this receiver for DSB-TC AM with a Simulink exercise. 
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Figure 7.22: Architecture for a synchronous, PLL-based demodulator for DSB-TC AM
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7.10.2 Carrier Synchronisation for Suppressed Carrier AM (AM-DSB-SC)
The DSB-SC version of AM is more difficult than DSB-TC to demodulate coherently, because the carrier
is not explicitly present. As a consequence, the receiver has to recover the carrier from the modulated
signal that it receives, and then demodulate. The architecture commonly used for this purpose is the
Costas Loop, which is shown in Figure 7.23.
The Costas loop has two branches, which multiply the received signal with the cosine and sine outputs
of the local oscillator (VCO) and then apply a lowpass filter to each. This provides two versions of the
demodulated output, which can be denoted I and Q. The Costas loop derives an error signal by
combining the outputs of the two branches, then passes the error signal through the loop filter to drive
the VCOs and hence adjust the local oscillator frequency and phase. The output of the VCO is a



























Figure 7.23: The Costas Loop for coherent demodulation of DSB-SC AM
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Tuning and synchronisation are important aspects of implementing radio receivers, as has been explored
in this chapter. 
We began by considering tuning, the process of selecting a set of frequencies to demodulate to baseband
for further processing. This stage is undertaken within the RTL-SDR hardware, with parameters supplied
from MATLAB or Simulink. 
Tuning is, however, just a first stage of adjusting the frequency of receiver based on the received signal.
The need for more precise synchronisation (i.e. matching of the receiver’s local oscillator to the carrier
embedded within the received signal) was first of all motivated, and then examples were presented. The
PLL was covered in detail, including the operating characteristics and design of PLLs, as this component
forms the basis of carrier synchronisation circuits. Lastly, synchronisation circuits for the transmitted
carrier and suppressed carrier variants of AM were explored via examples. 
1
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Carrier synchronisation will be further discussed and utilised in later chapters, particularly in Section 9.8
(page 358), and Exercise 10.7 (page 405), in the context of FM demodulation, and in Section 11.4
(page 448) for digital communications. When implementing digital communications systems, other
forms of synchronisation are also necessary, as will be discussed elsewhere in Chapter 11.
279
8 Desktop AM Transmission 
and Reception
This chapter will focus on implementing real AM desktop SDR transmit (Tx) and receive (Rx) systems
and review some of the classic AM modulation options and transmission variants. Commercially
broadcast AM radio conventionally operates in the Very Low Frequency (VLF), Low Frequency (LF),
and Medium Frequency (MF) radio bands, which range from 3kHz to 3MHz. As the tuners used in the
RTL-SDR operate across the frequency range 24MHz to 1.75GHz (or 53MHz to 2.2GHz) [71][69], they
are unable to receive any of these signals. This is an unfortunate hardware limitation, as AM signals are
the simplest to demodulate, and building AM receivers would be a great place to begin your practical
RTL-SDR work. There is a solution however: you can generate your own.
Various different methods can be used to create AM signals. One option is to purchase a device such as
(i) the Ham It Up to upconvert existing AM radio signals into range; (ii) use a USRP® software-defined
radio to create your own ‘radio station’; or (iii) go down the path of designing and building a custom AM
transmitter. We will investigate all three of these AM signal generation methods in depth later in this
chapter. In many of the RTL-SDR receiver exercises we will receive a signal we generated from a USRP®
which is a great desktop SDR signal generator also supported by MATLAB and Simulink, and excellent
for deploying on the lab bench or placing at the front of a class with students in the class receiving on
their RTL-SDR. If you do not have such a device available, it will still be possible to run and review many
of the exercises using pre-stored and recorded data files in place of the USRP® (or visit the
desktopSDR.com website and view some of the simulation videos there, to see the designs in action). 
Therefore, in this chapter we first discuss methods to generate different AM signals, and move on to
implement USRP® radio based modulator/ transmitter Simulink models that produce AM-DSB-SC, AM-
DSB-TC, AM-SUSB and AM-SLSB (see Chapter 6). After first discussing the generation of signals,
guidance on implementing some RTL-SDR AM receivers will be provided, followed by basic AM
receiver examples and finally implemention of more advanced concepts such as multiplexing and
demultiplexing signals to facilitate multichannel transmission using a single carrier.
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8.1 Transmitting AM Signals with a USRP® Radio
The USRP® hardware family is a range of programmable FPGA based Tx/ Rx SDRs made by Ettus
Research. With high speed (and high resolution) ADCs and DACs, these high quality devices take a
modular approach, and allow you to use a selection of transmitter, receiver and transceiver RF
daughterboards that are optimised to work at various different frequencies. By default, the FPGA on the
Tx side of the USRP® radio is configured to perform Digital Upconversion (DUC) to upconvert baseband
IQ samples (transferred to the device from a host computer) to an IF. The samples are converted to
continuous signals using a DAC, and then mixed with a quadrature RF carrier, performing AM-DSB-SC
modulation as is shown in Figure 8.1. The RF signal output by the USRP® hardware can be generalised
as follows:
(8.1)
One of the advantages of using a USRP® radio is that, like the RTL-SDR, it is fully supported by
MathWorks. Downloading and installing its Hardware Support Package will install the USRP® Hardware
Driver (UHD™) to your computer, and enable interfacing with the device directly from MATLAB and
Simulink [66]. This add-on works with a number of the more popular USRP® hardware models,
supporting USB3.0, GbE and 10GbE device connections.
The USRP® is more expensive than the RTL-SDR
(however one device in a lab can transmits signals to a
class of students, so it is a worthwhile acquisition). In
this book, we have used the USRP® N210 transceiver
(Figure 8.2) and the WBX 50-2200MHz daughtercard
[87], but alternative models would be equally valid.
Using this device, we have a MATLAB and Simulink
controllable SDR transmitter (and receiver too).








































Figure 8.1: Block diagram highlighting the main processes that happen on the Tx side of the
USRP® FPGA and RF daughterboard
Figure 8.2: The USRP® N210
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Before building any USRP® AM transmitter Simulink models, ensure you have the MathWorks USRP®
Hardware Support Package installed. Details on how to do this can be found in Appendix A.2 (page 571).
8.1.1 Generating AM-DSB-SC Signals
Recall from Section 6.2 (page 203) that the AM-DSB-SC modulator is the simplest of all the AM
modulators, as it only involves the mixing of an information signal with a carrier wave. As the USRP®
hardware is essentially an AM-DSB-SC modulator, generation of an AM-DSB-SC signal requires only
that a real (non-complex) baseband information signal is passed to it, as shown in Figure 8.3.
With this in mind, constructing an AM-DSB-SC modulator is the most sensible place to start.
86535DGLR$0'6%6&0RGXODWRUDQG7UDQVPLWWHU
,QWKLVH[HUFLVHZHZLOOEXLOGD6LPXOLQNPRGHOWKDW$0'6%6&PRGXODWHVDQDXGLRILOHIURPDKRVW
FRPSXWHURQWRDFDUULHUXVLQJWKH8653KDUGZDUH ,Q ODWHUH[HUFLVHV WKHVLJQDOJHQHUDWHGE\ WKLV
PRGHOZLOOEHUHFHLYHGDQGGHPRGXODWHGXVLQJWKH57/6'5DQG6LPXOLQN
Note: If a USRP® radio is not available, you can still complete this exercise by commenting out (or not





















































F ,PSOHPHQWWKHUHVDPSOHU)LQGDQGSODFHWZRFIR Rate ConversionEORFNVIURP  > DSP
System Toolbox > Filtering > Multirate Filters 7KLV EORFN LV FDSDEOH RI GHFLPDWLQJ RU
LQWHUSRODWLQJGDWDDSSOLHGWRLWVLQSXWSRUWZKLFKDOORZVWKHVDPSOLQJIUHTXHQF\WREHFKDQJHG
E\DQRQLQWHJHUIDFWRU,WDOVRSHUIRUPVORZSDVVILOWHULQJRIWKHGDWDWRHQVXUHWKDWQRDOLDVLQJ







 RQ WKH µ9LHZ )LOWHU 5HVSRQVH¶ EXWWRQ DQG FKHFN WKDW \RX XQGHUVWDQG KRZ LW DV EHHQ
GHVLJQHG6DYHWKHFKDQJHVDQGWKHQUHQDPHWKHEORFNFIR Rate Conversion o/p fs=120kHz
E\ RQWKHWH[WXQGHUWKHEORFN
G 1H[WRSHQWKHVHFRQGFIR Rate ConversioQEORFNDQGFKDQJHLWVSDUDPHWHUVWRWKHIROORZLQJ
 +HUHZHDUHFKDQJLQJ WKHVDPSOLQJ UDWH IURPN+] WRN+])RUFODULW\ UHQDPH WKLV
EORFNFIR Rate Conversion o/p fs=200kHz.
1
1
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H ,QWHUIDFH ZLWK WKH 8653 UDGLR )HWFK DQ SDRu Transmitter EORFN IURP WKH  >




SDRu Transmitter EORFN VHOHFW WKH DSSURSULDWH µ3ODWIRUP¶ DQG W\SH WKH µ$GGUHVV¶ RI \RXU
8653UDGLR
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8.1.2 Generating AM-DSB-TC Signals
The AM-DSB-TC modulator is very similar to the AM-DSB-SC modulator, however a DC offset is
applied to the information signal before it is mixed with the carrier wave (as discussed in Section 6.3,
page 210). This means we simply modify the implementation as shown in Figure 8.4 . 
In the next exercise we will construct this modulator by modifying the AM-DSB-SC modulator created






































Figure 8.4: Block diagram showing Simulink/ USRP® hardware implementation of an AM-DSB-TC modulator






Note: If you do not have access to a USRP® radio, this exercise can still be completed by commenting








GHOHWLQJWKHFRQQHFWLRQEHWZHHQWKHFIR Rate Conversion o/p fs=200kHzEORFNDQGWKHSDRu
Transmitter EORFN0RYHWKHWZRSDUWVDZD\IURPHDFKRWKHUDVIROORZV
F 2SHQ WKH 6LPXOLQN /LEUDU\ %URZVHU DQG SODFH DQ Add EORFN IURP  > Simulink > Math
OperationsWKHQDConstantIURP  > Simulink > Sources6HWWKHµ&RQVWDQWYDOXH¶WRµ¶
DQGUHQDPHWKHEORFNAo DC Offset.&RQQHFWWKHVHEORFNVDVIROORZV
G &KHFN WKH 8653 UDGLR VHWWLQJV 7KH SDRu Transmitter EORFN VKRXOG EH FRQILJXUHG WR
FRPPXQLFDWHZLWK\RXU8653KDUGZDUHLILWLVQRWDOUHDG\VHWXS7RGRWKLV\RXZLOOQHHG
WRNQRZLWV,3DGGUHVVRU86%DGGUHVVDQGEHDEOHWRµSLQJ¶LWIURPDFRPSXWHU*XLGDQFH
RQVHWWLQJXSWKLVFRQQHFWLRQLVSURYLGHGLQ$SSHQGL[$ RQWKHSDRu Transmitter EORFN





286 Software Defined Radio Using MATLAB & Simulink and the RTL-SDR
286














8.1.3 Generating AM-SSB signals
As was discussed in Section 6.4 (page 217), there are two variations of AM-SSB: AM-SUSB and AM-
SLSB. Both of these signals are generated with a special type of modulator, which outputs the sum of its
I and Q components. This process results in a real signal (as shown in orange in Figure 8.5) which, when
plotted in the double sided spectrum, would contain the SSB component (USB, upper sideband; or LSB,
lower sideband) at both the positive and negative frequencies of the complex carrier. The negative
component would be a mirror image of the positive component, essentially meaning that the signal still
in fact contains both lower and upper sidebands (they are just separated). If this signal was input to an
SDRu Transmitter block, modulated by the USRP® radio’s complex carrier and transmitted, a signal like
the one shown in green in Figure 8.5 would be created.
Recall the equation of the AM-SSB modulator from Eq. (6.18) on page 218: 
, where  is the Hilbert transform of .
When this is input to the USRP® hardware, its output could be represented as:
. (8.2)
Rather than redesign the modulator to force it to only output one SSB component, this behaviour can be
exploited — we can test demodulators for both AM-SUSB and AM-SLSB signals at the same time!
1
sam ssb± t( ) si t( ) ℜe sc t( ) si t( ) ℑm sc t( )+− si t( ) si t( )
susrp t± x t( ) Kusrp t± x si t( ) ℜe sc t( ) si t( ) ℑm sc t( )+−© ¹¨ ¸
§ ·
ωct( )FRV 
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In the following exercise you will get the chance to generate this unusual signal by modifying the AM-
DSB-SC modulator you made in Exercise 8.1. AM-SUSB modulating a baseband signal onto a subcarrier,
and outputting this signal to USRP® hardware, a signal comprising of AM-SLSB and AM-SUSB
components will be generated and transmitted. The block diagram in Figure 8.6 shows the order in which
processes must be carried out to produce this signal. 















LSB      USB









































Information signal is a baseband signal;
a sum of sinusoids

















The information signal must be AM-SSB
























































Modulating the baseband AM-SSB signal with 
the USRP® radio’s AM-DSB-SC modulator produces
two sidebands, each containing an AM-SSB signal
f
c






































































































Figure 8.5: Plot of a baseband signal being AM-SSB modulated onto a subcarrier, then the 
AM-SSB signal being AM-DSB-SC modulated onto the USRP® radio’s carrier
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86535DGLR$066%0RGXODWRUDQG7UDQVPLWWHU




Note: If you do not have a USRP® radio, you can still complete this exercise by commenting out (or not
placing) the SDRu Transmitter block. Unlike Exercises 8.1 and 8.2, a modulation process is carried out







E 0RGLI\ WKH $0'6%6& PRGXODWRU WR FRQYHUW LW WR DQ $066% PRGXODWRU %HJLQ E\
GHOHWLQJWKHFRQQHFWLRQEHWZHHQWKHWZRFIR Rate Conversion EORFNVDQGWKHQPRYHWKHWZR
SDUWVRIPRGHODZD\IURPHDFKRWKHUDVIROORZV
F 2SHQ WKH 6LPXOLQN /LEUDU\ %URZVHU DQG SODFH D Lowpass Filter IURP  > DSP System
Toolbox > Filtering > Filter DesignsDQGDQAM-SSB ModulatorEORFNIURP  > RTL-SDR













































Figure 8.6: Block diagram showing Simulink/ USRP® hardware implementation of AM-SSB modulator
([HUFLVH 
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G RQWKHLowpass Filter WRRSHQLWVSDUDPHWHUVZLQGRZDQGFRQILJXUHLWDVVKRZQEHORZ







I )LQDOO\  RQ WKH FIR Rate Conversion o/p fs=200kHz EORFN DQG FKDQJH WKH µ),5 ILOWHU



























8.2 Implementing Non-Coherent AM Receivers with the RTL-SDR
Having discussed how to generate and transmit AM signals using the USRP® hardware and Simulink, we
will now focus on implementing non-coherent AM receivers using the RTL-SDR. In this section there
are three exercises. The first two of these will build and test envelope detectors to demodulate AM-DSB-
TC signals in both MATLAB and Simulink, and in the third, we investigate what happens when you try
to demodulate an AM-DSB-SC signal with an envelope detector.
Before attempting these exercises, it is worthwhile to recap on the process of receiving signals with the
RTL-SDR. When the RTL-SDR is tuned to a particular frequency band, it first internally performs AM
demodulation to downconvert RF signals first to an IF via the Rafael device in Figure 1.8 (page 13) and
2
1
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then to complex baseband using the R820T. Hence, if the RTL-SDR was tuned to the exact centre
frequency of an AM signal, the baseband signal output by the device would be the information signal, at
baseband, and sampled at a rate of 2.4MHz (for example); you can review this in Section 6.7 (page 227). 
The issue here is that, if we do not tune the RTL-SDR to exactly the centre frequency of the AM RF carrier
signal, the ‘baseband’ signal output from the device will actually still be an AM signal, modulated but on
a carrier with a very low frequency — perhaps near or at DC (0 Hz). This poses a problem, as non-
coherent demodulators do not work without a high frequency carrier to create the information signal
envelope (Figure 6.3, page 205). Here we consider ‘high’ to be typically an order of magnitude greater
than the signal bandwidth. Coherent receivers are discussed later in this chapter.
Obviously this situation is not ideal, but it can be addressed easily: we can introduce a frequency offset
by deliberately tuning the RTL-SDR to a frequency lower than the centre of the AM signal,
. (8.3)
As long as the offset is in the range ( /2), the AM signal will reside at an IF ( ) inside
the baseband signal output by the RTL-SDR. If the IF is a high value, e.g. 40kHz, the AM signal can then
be demodulated non-coherently, as is demonstrated in Figure 8.7. 
To provide an example of this in action:
You want to non-coherently demodulate an AM signal that is centred at 400MHz, and have decided on an
offset of 40kHz. The first thing you do is to tune the RTL-SDR to 399.96MHz, which downconverts a band
fc rtl sdr t± uner( ) fc am signal( ) foffset± 










































demodulators can be used















Tuning the RTL-SDR to a 
frequency just lower than the AM




























 complex baseband IF AM signal,














Figure 8.7: A demonstration of the workaround for receiving AM signals with the RTL-SDR (tuning to a lower frequency)
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Hz wide to baseband. The AM signal will be in this band, centred around 40kHz. This represents its IF.
Bandpass filtering around the IF AM signal, a non-coherent AM demodulator can be used to complete the
demodulation.
If this process is followed, there should be no problems using non-coherent AM demodulators to
demodulate signals received by the RTL-SDR. We will test this out in Exercise 8.4, where we construct
an envelope detector based non-coherent AM receiver. As discussed at the start of this chapter, it will not
be possible to receive any broadcast AM signals with the RTL-SDR, so this is a situation where you will
need to transmit your own. 
Before starting to build any AM receiver Simulink models, make sure you have the MathWorks RTL-SDR




WKDW LQWHUIDFH ZLWK WKH 57/6'5 DQG LPSOHPHQW WKH GHPRGXODWRU 7KH UHFHLYHU ZLOO EH GHVLJQHG WR
UHFHLYH DQ $0'6%7& DXGLR VLJQDO DQG ZLOO RXWSXW WKH GHPRGXODWHG DXGLR LQIRUPDWLRQ WR WKH
FRPSXWHU¶VVSHDNHUVRUKHDGSKRQHV
Note: If you do not have an RTL-SDR, or are unable to transmit an AM-DSB-TC signal that you can
receive, it is still possible to complete this exercise by substituting the RTL-SDR Receiver block with an






F 3ODFH DQ RTL-SDR Receiver EORFN ,I \RX KDYH DQ 57/6'5 DYDLODEOH DQG DUH DEOH WR
WUDQVPLW DQ $0'6%7& VLJQDO SODFH WKH RTL-SDR Receiver EORFN IURP  >
Communications System Toolbox Support Package for RTL-SDR Radio RQLWWRRSHQLWV
SDUDPHWHUZLQGRZDQGFKDQJHWKHµ6RXUFH¶RIµ&HQWHUIUHTXHQF\¶DQGµ7XQHUJDLQ¶WRµ,QSXW
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G 3ODFHWKUHHConstantEORFNVIURP  > Simulink > SourcesDQGWKHQDQAddEORFNIURP  >
Simulink > Math Operations0RGLI\WKHQDPHVRIWKHFRQVWDQWEORFNVWRAM Signal Frequency
(Hz), Offset Frequency (Hz) DQGTuner Gain (dB)





H 3ODFHDQ Import RTL-SDR DataEORFN ,I\RXGRQRWKDYHDQ57/6'5RUDUHXQDEOH WR
WUDQVPLWDQ$0'6%7&VLJQDOQDYLJDWHWR  > RTL-SDR Book Library > Additional Tools
DQGSODFHDQImport RTL-SDR DataEORFN RQWKLVDQGFKDQJHWKHµ)LOH1DPH¶SDUDPHWHU
WRUHIHUHQFHWKHILOH
/am/rtlsdr_rx/rec_data/am_dsb_tc.mat
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 7KHVLJQDORXWSXWIURPWKLVEORFNVKRXOGEHHTXLYDOHQWWRWKHVLJQDORXWSXWE\WKH57/6'5
FRQILJXUDWLRQ VKRZQ DERYH :KHQ WKLV VLJQDO ZDV UHFRUGHG WKH 57/6'5 ZDV WXQHG WR
0+]DQGWKHRIIVHWIUHTXHQF\ZDVVHWDWN+]
I 3ODFHDQGFRQILJXUHEORFNVUHTXLUHGWRLPSOHPHQWWKHGHPRGXODWRU3ODFHDBandpass
Filter IURP  > DSP System Toolbox > Filtering > Filter Designs 2SHQ LWV SDUDPHWHUV
ZLQGRZDQGFKDQJHWKHVHWWLQJVWRWKHIROORZLQJ
 7KLVVHWVWKHILOWHUWRSDVVIUHTXHQFLHVEHWZHHQN+]DQGN+]PHDQLQJWKDWRQO\WKH,)
$0'6%7&VLJQDOLVDOORZHGWKURXJK5HQDPHWKLVBandpass Filter fpass = 40kHz
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K 1H[WILQGWKHFIR DecimationEORFNIURP  > DSP System Toolbox > Filtering > Multirate
Filters7KLVEORFNGHFLPDWHVWKHGDWDWKDWLVDSSOLHGWRLWVLQSXWSRUWDOORZLQJ\RXWRUHGXFH
WKHVDPSOLQJIUHTXHQF\E\DQLQWHJHUIDFWRU,WDOVRSHUIRUPVORZSDVVILOWHULQJRIWKHGDWDWR
HQVXUH WKDWQRDOLDVLQJRFFXUV3ODFHRQHRI WKHVH LQ\RXUPRGHODQGRSHQ LWVSDUDPHWHUV
ZLQGRZ&KDQJHWKHµ),5ILOWHUFRHIILFLHQWV¶DQGµ'HFLPDWLRQ)DFWRU¶WRWKHIROORZLQJ
 7KLVFRQILJXUHVWKHGHFLPDWLRQIDFWRUWRLHDUDWHFKDQJHIURPN+]WRN+]DQGWR
SDVV IUHTXHQFLHV XS WR N+] 6HOHFW µ$OORZ PXOWLUDWH SURFHVVLQJ¶ LQ WKH µ5DWH RSWLRQV¶
GURSGRZQPHQXDQGDSSO\WKHFKDQJHV5HQDPHWKLVEORFNFIR Decimation o/p fs=48kHz
L &RQQHFWWKHEORFNVXS&RQQHFWWKHEORFNVXSDVVKRZQEHORZ
M $GGVFRSHDQGDXGLRRXWSXWEORFNV1DYLJDWHWR  > DSP System Toolbox > Sinks3ODFH
WZRSpectrum AnalyzerEORFNV LQ\RXUPRGHOUHQDPLQJRQHSpectrum Analyzer Modulated
DQGWKHRWKHUSpectrum Analyzer Demodulated1H[WSODFHDTime ScopeDQGDTo Audio
Device EORFN2SHQ  > Simulink > Math OperationsDQGILQGWKHMatrix ConcatenateEORFN
3ODFHWKLVLQ\RXUPRGHODQGWKHQDSSHQGDOORIWKHVHWRWKHEORFNGLDJUDPDVVKRZQLQWKH
QH[WVFUHHQVKRW
 RQHDFKRI WKH LQSXWFRQQHFWLRQVWRWKHMatrix ConcatenateEORFNDQGJLYHWKHVLJQDOV
PHDQLQJIXOQDPHV7KHVHZLOOUHPDLQZLWKWKHVLJQDOVDVWKH\DUHFRQFDWHQDWHGDQGVKRZXS
LQWKHOHJHQGRIWKHSpectrum Analyzer
...or for an offline receiver
2















0$7/$% FDQ FRPPXQLFDWH ZLWK LW WKH 57/6'5 E\ W\SLQJ sdrinfo LQWR WKH 0$7/$%
FRPPDQGZLQGRZ)LQDOO\PDNHVXUHWKHPRGHOLVVDYHG
Q 5XQWKHVLPXODWLRQ%HJLQWKHVLPXODWLRQE\ RQWKHµ5XQ¶  EXWWRQLQWKH6LPXOLQNWRROEDU
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6'5DGMXVW WKH IUHTXHQF\ DQG JDLQ YDOXHVXQWLO WKHGHYLFH LV WXQHG WR WKH GHVLUHG VLJQDO
5HPHPEHUWKDWWKHVLJQDOPXVWEHZLWKLQWKHSDVVEDQGRIWKHEDQGSDVVILOWHUORFDWHGDURXQG
N+]LQWKHEDVHEDQGVLJQDO






EH D VXIILFLHQWO\ KLJK IUHTXHQF\ IRU WKH HQYHORSH GHWHFWRU WR IXQFWLRQ FRUUHFWO\ Spectrum
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
T (LWKHUVWRSWKHVLPXODWLRQRUDOORZLWWRFRPSOHWH RQWKHFilePHQXRIWKHTime ScopeDQG
























,Q WKLV H[HUFLVH ZH ZLOO UXQ D 0$7/$% IXQFWLRQ WKDW LPSOHPHQWV WKH &RPSOH[ (QYHORSH 'HWHFWRU
FRQVWUXFWHGLQ([HUFLVH7KHIXQFWLRQKDVEHHQGHVLJQHGWRUHFHLYHDQ$0'6%7&DXGLRVLJQDO
DQGZLOORXWSXWWKHGHPRGXODWHGDXGLRLQIRUPDWLRQWRWKHFRPSXWHU¶VVSHDNHUVRUKHDGSKRQHV
Note: If you do not have an RTL-SDR, or are unable to transmit an AM-DSB-TC signal that you can
receive, you can still complete this exercise by modifying a line in the code. Guidance on this will be





















%% PARAMETERS (can change)
offline          = 0; % 0 = use RTL-SDR, 1 = import data
offline_filepath = 'rec_data/am_dsb_tc.mat'; % path to AM signal
rtlsdr_id        = '0'; % stick ID
rtlsdr_fc = 433.9e6; % tuner centre frequency in Hz
rtlsdr_gain      = 30; % tuner gain in dB
rtlsdr_fs        = 240e3; % tuner sampling rate
rtlsdr_ppm       = 0; % tuner parts per million correction
rtlsdr_frmlen    = 256*25; % output data frame size (multiple of 5)
rtlsdr_datatype  = 'single'; % output data type
audio_fs         = 48e3; % audio output sampling rate
sim_time         = 60; % simulation time in seconds
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F ,I XVLQJ DQ 57/6'5 PRGLI\ WKH YDOXH RIrtlsdr_fc WR VHW WKH FHQWUH IUHTXHQF\ RI WKH








WKH 57/6'5 GDWD VRXUFH LPSOHPHQW WKH HQYHORSH GHWHFWRU DQG SURYLGH VSHFWUDO
UHSUHVHQWDWLRQVRI WKHVLJQDOVDV WKH\DUHGHPRGXODWHG$VVKRZQEHORZobj_rtlsdr LV
XVHGDVWKHQDPHIRUERWKWKHimport_rtlsdr_dataDQGcomm.SDRRTLReceiverREMHFWV
7KLVPHDQV WKDW UHJDUGOHVVRIZKLFK LVLQLWLDOLVHG WKH UHVWRI WKHFRGH IRU WKH UHFHLYHUFDQ
UHPDLQFRQVWDQWFDOOLQJstep(obj_rtlsdr)IRUDQRWKHUIUDPHRIGDWD
%% SYSTEM OBJECTS (do not edit)
% check if running offline
if offline == 1
























VLJQDOV LQ WKH IUHTXHQF\ GRPDLQ DV WKH\ DUH GHPRGXODWHG 7KLV FRGH LV HTXLYDOHQW WR WKH
UHFHLYHUFRQVWUXFWHGLQ([HUFLVH
J 3UHSDUHWRUXQWKHIXQFWLRQ&RQQHFWVSHDNHUVRUKHDGSKRQHVWR\RXUFRPSXWHUDQGWHVWWR
HQVXUH WKDW WKH\ DUH ZRUNLQJ ,I \RX DUH XVLQJ DQ 57/6'5 FKHFN WKDW 0$7/$% FDQ
FRPPXQLFDWHZLWKLWE\W\SLQJsdrinfoLQWRWKH0$7/$%FRPPDQGZLQGRZ)LQDOO\VDYHWKH
ILOH
K 5XQWKHIXQFWLRQ5XQWKHIXQFWLRQE\ RQWKHµ5XQ¶  EXWWRQLQWKH0$7/$%WRROEDU$IWHU
DFRXSOHRIVHFRQGVWKHVLPXODWLRQZLOOEHJLQWKHSpectrum AnalyzerZLQGRZVVKRXOGDSSHDU
DQG LW VKRXOG EH SRVVLEOH WR KHDU WKH GHPRGXODWHG $0 VLJQDO $OWKRXJK WKH IXQFWLRQ LV
GHVLJQHGWRORRSIRUsim_timeVHFRQGV\RXFDQFDQFHOLWVH[HFXWLRQHDUO\XVLQJWKHIROORZLQJ
NH\FRPELQDWLRQLIGHVLUHG
% loop while run_time is less than sim_time
while run_time < sim_time
% fetch a frame from obj_rtlsdr (live or offline)
rtlsdr_data = step(obj_rtlsdr);
% bandpass filter data to isolate AM-DSB-TC signal around 100kHz
data_bpf = step(obj_bpf,rtlsdr_data);
% update 'modulated' spectrum analyzer window with the new frame
% of data, and the frame of bandpass filtered data
step(obj_spectrummod,[rtlsdr_data,data_bpf]);
% implement the complex envelope detector
env_mag = abs(data_bpf);
data_dec = step(obj_decmtr,env_mag);
% update 'demodulated' spectrum analyzer window with new frame
step(obj_spectrumdemod,data_dec);
% output demodulated signal to speakers
step(obj_audio,data_dec);
% update run_time after processing another frame
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L 6LJQDO$QDO\VLVSpectrum Analyzers9HU\VLPLODUUHVXOWVVKRXOGEHVKRZQLQWKHSpectrum
Anlayzer ZLQGRZV DV FRPSDUHG WR WKH UHFHLYHU IURP ([HUFLVH  Spectrum Analyzer
ModulatedZLOOVKRZWZRVLJQDOVWKHILUVWEHLQJWKHUHFHLYHGVLJQDODQGWKHVHFRQGEHLQJWKH
EDQGSDVV ILOWHUHG VLJQDO :KHQ WKH VLJQDOV DUH SDVVHG WR WKH VSHFWUXP DQDO\]HU KDQGOH
XQIRUWXQDWHO\QRVLJQDOQDPHVSURSDJDWHWRWKHOHJHQGKRZHYHULWLVVWLOOHDV\WRLGHQWLI\WKHP








AM-DSB-TC signals contain carrier components and have an information envelope. AM-DSB-SC
signals on the other hand have no carrier component and no information envelope (illustrated in Figure
8.8). As discussed in Section 6.8 (page 231), envelope detectors are only able to demodulate signals that
have an information envelope, as they simply smooth the gaps between the positive peaks of modulated
signals. Therefore, demodulating an AM-DSB-SC signal with an envelope detector will not work! 
We will explore this issue in Exercise 8.6, where we investigate what happens when attempting to
demodulate an AM-DSB-SC signal with the envelope detector from Exercise 8.4, which was designed to
receive AM-DSB-TC signals. Once again, this signal will need to be locally generated and then
transmitted on the desktop as AM radio stations are not within the operating range of the RTL-SDR.
?






Note: If you do not have an RTL-SDR, or are unable to transmit an AM-DSB-SC signal that you can
receive, you can still complete this exercise by substituting the RTL-SDR Receiver block with an Import

























































The AM-DSB-SC signal contains no carrier
component and has no information envelope
AM-DSB-TC signals on the other hand have a carrier
and an envelope, and after bandpass filtering,
they can be demodulated with an envelope detector
?e [ s
am-dsb-sc 
( t ) ]
?e [ s
am-dsb-tc 































Figure 8.8: The comparison between an AM-DSB-SC and an AM-DSB-TC signal in the frequency and time domains








DQG FRQQHFW WKH Import RTL-SDR Data EORFN LQ LWV SODFH &KHFN WKDW WKLV EORFN LV VHW WR
UHIHUHQFHWKHDERYHILOH
G 3UHSDUH WR UXQ WKH VLPXODWLRQ &RQQHFW VSHDNHUV RU KHDGSKRQHV WR \RXU FRPSXWHU ,I
LPSRUWLQJDVLJQDOVHWWKHSimulation Stop TimeWRVHFRQGVµ¶,I\RXDUHXVLQJDQ57/




H 5XQWKHVLPXODWLRQ%HJLQWKHVLPXODWLRQE\ RQWKHµ5XQ¶  EXWWRQLQWKH6LPXOLQNWRROEDU
$IWHUDFRXSOHRIVHFRQGVWKHVLPXODWLRQZLOOEHJLQWKH6pectrum AnalyzerDQGTime Scope
ZLQGRZV VKRXOG DSSHDU DQG WKHUH VKRXOG EH DQ DXGLR VLJQDO RXWSXW WR \RXU VSHDNHUV RU
KHDGSKRQHV,I\RXDUHXVLQJDQ57/6'5DGMXVWWKHIUHTXHQF\DQGJDLQYDOXHVXQWLO\RXWXQH
WKHGHYLFHWR WKHVLJQDO\RXZDQW WRUHFHLYH5HPHPEHUWKDW WKHVLJQDOPXVWEHZLWKLQ WKH
SDVVEDQGRIWKHEDQGSDVVILOWHUORFDWHGDURXQGN+]LQWKHEDVHEDQGVLJQDO
I &DQ \RX KHDU DQ\WKLQJ WKDW VRXQGV OLNH PXVLF" 'RHV LW VRXQG KRUULEOH" $V WKH HQYHORSH




J 6LJQDO $QDO\VLV Time Scope /RRN DW WKH GHPRGXODWHG LQIRUPDWLRQ VLJQDO SORWWHG LQ WKH
VHFRQGD[LVRIWKHTime Scope&DQ\RXVHHVLWXDWLRQVZKHUHLWVDPSOLWXGHGHFUHDVHVWRZDUGV
]HURKLWV]HURDQGLQYHUWVOLNHWKHZDYHIRUPVVKRZQRYHUOHDI"7KHVHDUHWKHSRLQWVDWZKLFK


















As AM-SSB signals have no carrier, they cannot be demodulated using an envelope detector. They are
asymmetrical in the frequency domain (they have one sideband), thus they cannot be demodulated using
a synchronisation loop such as a Costas Loop either. Instead, a method of synchronous demodulation is
required, which simply multiplies a received AM-SSB signal with a local carrier. Used in this context the
term ‘synchronous’ is slightly misleading, as there is no guarantee that the carrier will be of the same
frequency and phase as the original modulating carrier. Whenever there is a mismatch (which is very
common), a frequency shift will occur during the demodulation, resulting in somewhat distorted audio.
Because the human ear is finely evolved (over a few million years) to detect speech signals, a frequency
mismatch of around 150Hz can be tolerated between the local carrier and the modulation carrier when
demodulating an AM-SSB signal containing speech, however the frequency shift will cause the
‘demodulated’ voice signal to perhaps sound like Donald Duck or a chipmunk [96]. 
In Exercise 8.8, we will run an AM-SSB receiver that is pre-designed. Based on the Phasing Method of
AM-SSB demodulation, this receiver is designed to receive only the AM-SSB signal that is generated
using the USRP® radio in Exercise 8.3. The demodulation process is highlighted in Figure 8.9. The
complex received signal contains two single sidebands: a USB located at , and an LSB at . Mixing
the complex signal with a complex sinusoid (either with frequency  or ), the LSB or USB will be
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demodulated to baseband. When demodulating the USB in this manner, the demodulated signal resides
in the negative part of the double sided spectrum, but this can be shifted back to the positive part by
dropping the imaginary component of the signal. Dropping the imaginary component has no effect on
the demodulated LSB as it is already within the positive part of the complex spectrum.
If a USRP® radio is unavailable, you can still complete the exercise using the provided data file. 
57/6'5&RPSOH['HPRGXODWRUIRU8653$066%6LJQDOV
7KLVH[HUFLVHIHDWXUHVDSUHSDUHG$066%GHPRGXODWRUPRGHO+HUHDFRPSOH[VLQXVRLGLVXVHGWR






























































The ‘AM-SSB’ signal generated by
the USRP® radio looks like this in  
the frequency domain. It contains
































Multiplying this with either a
positive (orange) or negative 




























The real component of either of the 
































Figure 8.9: Demodulating AM-SSB signals received from the USRP® software-defined radio. Note that we represent the 
signals at complex baseband here (i.e. we are dealing with the output of the RTL-SDR)
([HUFLVH 
±
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Note: If you do not have an RTL-SDR, or are unable to transmit the AM-SSB signal from Exercise 8.4
with the USRP® hardware, you can still complete this exercise by substituting the RTL-SDR Receiver






E 7KH FRPSOH[ VLQH ZDYH 7KHUH DUH WZR Complex Sine Waves LQ WKLV PRGHO RQH ZKLFK
RXWSXWVDVLQXVRLGZLWKD IUHTXHQF\RIN+]DQGWKHRWKHU WKDWRXWSXWVDVLQXVRLGZLWKD




















G 3UHSDUH WR UXQ WKH VLPXODWLRQ &RQQHFW VSHDNHUV RU KHDGSKRQHV WR \RXU FRPSXWHU DQG
SHUIRUPD WHVW WRHQVXUH WKDW WKH\DUHZRUNLQJ ,I\RXDUHJRLQJ WR LPSRUWDVLJQDOVHW WKH
Simulation Stop TimeWRVHFRQGVµ¶,I\RXDUHXVLQJDQ57/6'5VHWWKHSimulation
Stop Time WR µLQI¶ E\ W\SLQJ WKLV LQWR WKH 6LPXOLQN WRROEDU DQG WKH Simulation Mode WR
µ$FFHOHUDWRU¶&KHFNWKDW0$7/$%FDQFRPPXQLFDWHZLWKWKH57/6'5E\W\SLQJsdrinfo
LQWRWKH0$7/$%FRPPDQGZLQGRZ






























WKDWGHPRGXODWLQJWKH86%ZLWK WKHSRVLWLYH IUHTXHQF\VLQXVRLGUHVXOWV LQ WKHRXWSXW LQ WKH
QHJDWLYHSDUWRIWKHVSHFWUXP
J 5HJDUGOHVVRI WKHVZLWFKSRVLWLRQ WKLV UHFHLYHUVKRXOGGHPRGXODWHDQGRXWSXWDEDVHEDQG
DXGLRVLJQDOWRVSHDNHUVRUKHDGSKRQHV/LVWHQWRWKHRXWSXWVIRUERWKGHPRGXODWLRQPRGHV




K 7U\PRGLI\LQJWKHIUHTXHQFLHVVHWLQWKHComplex Sine WaveEORFNVWRWU\DQGUHPRYHDQ\
IUHTXHQF\RIIVHWV:KDWRIIVHWLVUHTXLUHGIRU\RXUVLJQDOVWRVRXQGLQJµULJKW¶"
L 7KLVH[HUFLVHKDVKRSHIXOO\KLJKOLJKWHGRQHRIWKHELJJHVWSUREOHPVWKDWSODJXHVWKHVSHFWUDOO\
HIILFLHQW $066% PRGXODWLRQ VWDQGDUG ² D IUHTXHQF\ RIIVHW LV DOPRVW JXDUDQWHHG ZKHQ
GHPRGXODWLQJWKHVLJQDOVLQDUHFHLYHU6PDOOIUHTXHQF\RIIVHWVFDQEHWROHUDWHGZKHQYRLFH




66% VLJQDO WUDQVPLWWHG IURP WKH 8653 KDUGZDUH ZLWK WKH PRGHO IURP ([HUFLVH  LV
UHFHLYHGE\WKH57/6'5DQGGHPRGXODWHG7KHRXWSXWDXGLRVLJQDOKDVEHHQUHFRUGHGWRR
/videos/#ssb_complex_demod
8.3 Implementing Coherent AM Receivers with the RTL-SDR
In Section 8.2, we confirmed why the AM envelope detector is only capable of demodulating AM-DSB-
TC signals. It is only able to detect envelopes (as hinted by its name!), and these are the only AM signals
where the envelope contains the information signal. Another way you can demodulate an AM-DSB-TC
signal is to use a Phase Locked Loop (PLL). This will generate a sinusoid that is synchronised with the
frequency and phase of the transmitted carrier, which when mixed with the received signal, will perform
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In Exercise 8.8, we will modify the AM-DSB-TC receiver from Exercise 8.4 to convert it to a coherent
demodulator. As discussed at the start of this chapter, it is not possible receive any broadcast AM signals







Note: If you do not have an RTL-SDR, or are unable to transmit an AM-DSB-TC signal that you can
receive, you can still complete this exercise by substituting the RTL-SDR Receiver block with an Import

















Locked Loop Demodulator EORFN IURP  > RTL-SDR Book Library > Sync Tools for
Analogue CommsLQWKHJDS
H  RQ WKH Phase Locked Loop Demodulator EORFN WR RSHQ LWV SDUDPHWHUV ZLQGRZ 7KH
µ6DPSOLQJ)UHTXHQF\¶GHWHUPLQHVWKHUDWHDWZKLFKWKH1&2LQVLGHLWRXWSXWVVDPSOHVDQGWKH
µ4XLHVFHQW)UHTXHQF\¶LVXVHGWRVHWWKHVWDUWLQJYDOXHLQWKH9&2V7KHµ1RLVH%DQGZLGWK¶
DQG µ'DPSLQJ5DWLR¶SDUDPHWHUVDUHXVHG WRFRQILJXUH WKHJDLQV LQ WKH ORRS ILOWHUDQG WKH
([HUFLVH 
2





D PDWFKLQJ IUHTXHQF\ DQG SKDVH 7KLV VLJQDO LV PL[HG ZLWK WKH $0 VLJQDO WR FRKHUHQWO\




DUH DGMXVWLQJ DQG VWD\LQJ ORFNHG WR WKH FDUULHU 7R EH DEOH WR YLVXDOO\ VHH WKH IUHTXHQF\
FKDQJHV WKH VLPSOHVW WKLQJ WR GR LV WR SODFH D Gain EORFN IURP  > Simulink > Math


















IDVWHU&KHFN WKDW0$7/$%FDQFRPPXQLFDWHZLWK LWE\ W\SLQJsdrinfo LQWR WKH0$7/$%
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Locked Loop Demodulator µ/RRS)LOWHU7\SH¶ WR µ7\SH¶$SSO\ WKHFKDQJHVDQGUHUXQ WKH
VLPXODWLRQ:KDWKDSSHQVQRZ",VWKH3//VWLOODEOHWRGHPRGXODWHWKHVLJQDO",IQRWZK\QRW"
O :DWFKDQGOLVWHQWRXVGHPRGXODWHDQ$0'6%7&VLJQDOZLWKD3//:HKDYHUHFRUGHG
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If demodulating an AM-DSB-SC signal, a coherent demodulation method that performs carrier
synchronisation is required, as there is no way to non-coherently demodulate the signal. Costas Loops
are suitable for this purpose. Like the PLL, these loops generate a sinusoid that is synchronised with the
frequency and phase of the (suppressed) carrier, which, when mixed with the received signal, will
perform coherent demodulation of the information to baseband.
In Exercise 8.9, we will modify the AM-DSB-TC receiver from Exercise 8.8 to change the synchronisation
loop to a Costas Loop, enabling AM-DSB-SC demodulation. As discussed previously, we require to







Note: If you do not have an RTL-SDR, or are unable to transmit an AM-DSB-SC signal that you can
receive, you can still complete this exercise by substituting the RTL-SDR Receiver block with an Import















G 0RGLI\WKHUHFHLYHU'HOHWHWKHPhase Locked Loop DemodulatorEORFNDQGVXEVWLWXWHLWZLWK
D Costas Loop Demodulator EORFN IURP  > RTL-SDR Book Library > Sync Tools for
Analogue Comms
([HUFLVH 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H  RQ WKH Costas Loop Demodulator WR RSHQ LWV SDUDPHWHUV ZLQGRZ DQG FKHFN WKDW LWV
FRQILJXUDWLRQLVDVIROORZV
 $VZLWK WKH3// WKH µ6DPSOLQJ)UHTXHQF\¶GHWHUPLQHV WKH UDWHDWZKLFK WKH1&2RXWSXWV







J ,ILPSRUWLQJGDWDGHOHWHWKHRTL-SDR ReceiverEORFNDQGFRQQHFWWKHImport RTL-SDR Data
EORFNLQLWVSODFH&KHFNWKDWWKLVEORFNUHIHUHQFHVWKHDERYHILOH
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WKDW 0$7/$% FDQ FRPPXQLFDWH ZLWK WKH 57/6'5 E\ W\SLQJsdrinfo LQWR WKH 0$7/$%
FRPPDQGZLQGRZ)LQDOO\PDNHVXUH\RXUPRGHOLVVDYHG







M 6LJQDO $QDO\VLV $XGLR 2XWSXW +RZ GRHV WKH RXWSXW RI WKH Costas Loop Demodulator
FRPSDUH WR WKH HQYHORSH GHWHFWRU XVHG LQ ([HUFLVH " +RSHIXOO\ WKLV GHPRGXODWRU KDV
DFWXDOO\ZRUNHGDQGUHFRYHUHGWKHLQIRUPDWLRQVLJQDOFRUUHFWO\
N &KDQJHWKHCostas Loop7\SH6WRSWKHVLPXODWLRQRUDOORZLWWRFRPSOHWHWKHQFKDQJHWKH












8.4 Audio Multiplexing with the USRP® and RTL-SDR Hardware
Frequency Division Multiplexing (FDM) is one simple method for improving spectral efficiency and
sharing in communications systems. FDM permits two or more information signals to be transmitted via
a single cable or wireless link at the same time, by splitting the total available bandwidth of the
communications channel into a number of subchannels. Each subchannel is non-overlapping, so that no
interference can occur between the subchannels. The process of creating a multiplex (MPX) signal is
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modulation scheme, and then the modulated signals are added together. This process is illustrated in
Figure 8.10. 
One of the primary applications of FDM in the 20th century was to multiplex tens of voice signals onto
single, high capacity copper cables to form landline telephone networks all around the world. As most
frequencies present in the human voice are in the range 100Hz–4kHz, each customer was assigned a
3.4kHz band on the trunk cable. Using FDM meant that network installation costs were greatly reduced,
as individual cables did not need to be laid for each customer, and network hardware could be shared
between multiple users.
To give an example, let’s define a simple baseband communications channel, with a bandwidth of 15kHz.
It would be possible to multiplex two real, 5kHz wide signals into this channel using AM-DSB-TC































































































































































































Figure 8.10: A high level overview of Frequency Division Multiplexing, showing three baseband
information signals being modulated into subchannels to create a MPX signal
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would be modulated into a channel that spanned from 5kHz to 15kHz, using a real  = 10kHz carrier,
, where . The second channel has double the bandwidth of the first, because
the AM-DSB-TC modulation process results in a signal with two sidebands, as shown in Figure 8.11. If
the carrier used to modulate the signal was real, the double sided spectrum of this MPX would look as
follows. Notice how the negative part of the spectrum contains an image of channel 2. 
If the 10kHz carrier was complex (i.e. a quadrature carrier) however, using  rather than ,
the double sided spectrum would be asymmetrical, as shown in Figure 8.12 (refer back to the Complex
Signals, Spectra and Quadrature Modulation Chapter 5 (page 171) for a recap, if needed). No image of
channel 2 is present, and this means that another 10kHz wide band has become available between -15kHz
and -5kHz that can be used for another channel. 
To AM-DSB-TC modulate a third, real, 5kHz wide signal into this free band, a complex carrier with a
frequency of -10kHz is required. 
As the USRP® hardware is designed to transmit quadrature signals, we are able to test out this complex
modulation technique and create an RF multiplex signal containing three channels of information. The
block diagram in Figure 8.14 shows the order in which processes must be carried out to produce this
signal.
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When the 10kHz carrier used to AM-DSB-TC modulate information
signal 2 into channel 2 is real, the baseband MPX signal is




Figure 8.11: MPX design 1: two channel MPX plotted in the double sided spectrum (note that as this signal is real, the 






















When the 10kHz carrier used to AM-DSB-TC modulate information
signal 2 into channel 2 is complex, the baseband MPX signal would
be asymmetrical when plotted as a double sided spectrum
Mag.
Figure 8.12: MPX design 2: two channel MPX plotted as a double sided spectrum
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In Exercise 8.10, we will open and run a complex multiplexer/ USRP® hardware modulator and
transmitter model. This will generate the MPX shown in Figure 8.13 using a number of filters, AM-DSB-
TC modulators and complex sine waves, allowing three music signals to be multiplexed into a complex
baseband signal. The MPX is then passed to the USRP® hardware where it is modulated onto an RF
carrier and transmitted. 
This is a partner exercise for Exercise 8.11. If a USRP® radio is not available (or another AM transmitter
— see Section 8.5), the later exercise can still be completed using a provided data file. Regardless, it is






Note: If you do not have a USRP® radio, you can still run this exercise and see the MPX signal being




















If another complex carrier (this time with a frequency of -10kHz) was used, it would
be possible to position another channel in the negative part of the double sided spectrum. 
The overall bandwidth of the MPX signal remains the same, but another whole channel


























































Figure 8.14: Block diagram showing the Simulink/ USRP® hardware implementation of the
x3 channel complex multiplexer/ transmitter
([HUFLVH 










DGGHG 7KLV HQVXUHV WKDW FKDQQHO  &+ KDVD FDUULHU 7KH ORZHU VLJQDO LV$0'6%7&
PRGXODWHGE\DFRPSOH[VLQHZDYHZLWKDIUHTXHQF\RIN+]7KLVFUHDWHVFKDQQHO&+
)LQDOO\WKH03;VLJQDOLVFUHDWHGE\DGGLQJDOORIWKHVHWRJHWKHU
 FIR Rate ConversionEORFNVDUHXVHGWRFKDQJHWKHVDPSOLQJUDWHRI WKH03;VLJQDO IURP
N+]WRN+]7KHLQWHUSRODWHGVLJQDOLVWKHQSDVVHGWRWKH8653KDUGZDUHYLDDQSDRu
TransmitterEORFN
F &KHFN WKH 8653 UDGLR VHWWLQJV 7KH SDRu Transmitter EORFN VKRXOG EH FRQILJXUHG WR
FRPPXQLFDWHZLWK\RXU8653KDUGZDUH7RGRWKLV\RXZLOOQHHGWRNQRZLWV,3DGGUHVVRU











G 3UHSDUHWRUXQWKHVLPXODWLRQ&KHFNWKDWWKHSimulation Stop Time LVVHWWRµLQI¶DQGWKDW
WKHSimulation Mode LVVHW WR µ$FFHOHUDWRU¶7KLVZLOO IRUFH6LPXOLQN WRSDUWLDOO\FRPSLOH WKH
PRGHOLQWRQDWLYHFRGHIRU\RXUFRPSXWHUZKLFKZLOODOORZLWWRUXQIDVWHU)LQDOO\PDNHVXUH
WKHPRGHOLVVDYHG
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As the MPX signal is complex, the AM-DSB-SC modulation process carried out inside the USRP®
transmitter does not create a signal with two sidebands — instead the complex baseband signal is simply
shifted to centre around the carrier frequency specified in the SDRu Transmitter block, . Tuning
an RTL-SDR to a centre frequency slightly lower than the centre of the MPX, the three channels can be
downconverted to IFs in the received baseband signal. Bandpass filtering around each of the channels
returns the AM-DSB-TC signals contained within, and these can be demodulated using an envelope
detector. This process is illustrated in Figure 8.15. 
In Exercise 8.11, we will ask you to run a receiver we have designed for this complex MPX signal, that can
demodulate and output each of the audio signals contained within the channels. If you do not have a
USRP® radio and as such, are unable to transmit the signal from Exercise 8.10, you can still complete the
exercise using the provided data file. 
)'0$057/6'5$05HFHLYHUDQG'HPXOWLSOH[HU
:HZLOOQRZFRQVLGHUDQHQYHORSHGHWHFWRUEDVHGUHFHLYHUWKDWZLOOGHPRGXODWHHDFKRIWKHFKDQQHOV
WUDQVPLWWHG LQ WKHFRPSOH[03;7KLVUHFHLYHUKDVEHHQGHVLJQHGWRRXWSXW WKHGHPRGXODWHGDXGLR
VLJQDOWR\RXUFRPSXWHU¶VVSHDNHUVRUKHDGSKRQHV
Note: If an RTL-SDR is not available, or you are unable to transmit the MPX signal from Exercise 8.10
with the USRP® radio, it will still be possible to complete this exercise by substituting the RTL-SDR


















AM modulating the complex MPX
signal with the USRP® transmitter 
centres CH1 on            . Tuning the























...and bandpass filtering the IF AM
signal, it is simple to select and
demodulate a single channel
in the receiver
































Figure 8.15: Demodulating AM-DSB-TC signals from the transmitted complex MPX signal
([HUFLVH 





























H 5XQWKHVLPXODWLRQ%HJLQWKHVLPXODWLRQE\ RQWKHµ5XQ¶  EXWWRQLQWKH6LPXOLQNWRROEDU
$IWHUDFRXSOHRIVHFRQGVWKHVLPXODWLRQZLOOEHJLQWKH6pectrum AnalyzerZLQGRZVVKRXOG
DSSHDUDQGWKHUHVKRXOGEHDQDXGLRVLJQDORXWSXWWR\RXUVSHDNHUVRUKHDGSKRQHV,IXVLQJ
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KLJKOLJKWHGWKDWFRPSOH[VLJQDOVFDQFDUU\WZLFHWKHDPRXQWRILQIRUPDWLRQRIUHDOVLJQDOVLQD
JLYHQ EDQGZLGWK 7KLV LGHD LV FULWLFDO ZKHQ LW FRPHV WR GLJLWDO FRPPXQLFDWLRQV DV ZLOO EH
H[SORUHGLQ&KDSWHUVDQG
M :DWFKDQGOLVWHQWRXVGHPRGXODWH$0'6%7&VLJQDOVIURPWKH03;VLJQDO:HKDYH
UHFRUGHGDYLGHRZKLFKVKRZVDFWLYLW\LQWKHSpectrum Analyzer DQGTime Scope ZLQGRZVDV
WKHFRPSOH[03;VLJQDOWUDQVPLWWHGIURPWKH8653KDUGZDUHZLWKWKHPRGHOIURP([HUFLVH
 LV UHFHLYHG E\ WKH 57/6'5 DQG GHPRGXODWHG 7KH RXWSXW DXGLR VLJQDO KDV EHHQ
UHFRUGHGWRR
/videos/#fdm_demod
8.5 Alternative Hardware for Generating Desktop AM Signals
As was discussed at the beginning of this chapter, commercially broadcast AM radio signals transmit at
too low a frequency to be received with the RTL-SDR, and as a result of this, you will need to create your
own. Although we initially focused on using a USRP® radio to produce AM signals, the USRP® hardware
is by no means your only option. We now consider two alternatives to the USRP® hardware. 
8.5.1 The Ham It Up: Upconvert MF and HF Radio Signals to 125MHz
The Ham It Up (HIU) is a device that upconverts (heterodynes) MF and High Frequency (HF) radio
signals [300kHz–30MHz] from their respective RF frequencies to an IF, such that:
. (8.4)
The device is the result of an open source project run by Opendous [103], and it is manufactured and
sold by NooElec (the retailers of the NESDR RTL-SDRs). The HIU was designed to be used with low cost
SDRs such as the RTL-SDR, to enable users to receive short-wave, medium-wave and long-wave
(commercial and HAM) AM radio signals. In keeping with the low cost SDR ethos, the HIU is priced at
a very reasonable £25/ $45, and is available from the NooElec website [70].
desktop SDR .com








Figure 8.16: The Ham It Up, v1.2 [70]
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The HIU (shown in Figure 8.16) is powered over a 5V USB connection and has in-line SMA
(SubMiniature version A) connectors to which an antenna and RTL-SDR device can be attached. RF
signals entering the upconverter from the Antenna Input RF SMA are lowpass filtered, then mixed with
a sinusoidal signal from a 125MHz crystal oscillator. This process is fundamentally AM-DSB-TC
modulation, and it results in the IF signal being centred around the 125MHz carrier. The IF signal is
bandpass filtered so that only the carrier and upper sideband remain, and it is then output from the HIU
via the IF Output SMA. The switch situated in the top right hand corner of the board can be used to
bypass the upconverter, and connect the antenna directly to the RTL-SDR.
In Appendix E.1 (page 607) we will demonstrate how to finish construction of the HIU (you need to plug
a component in!), and also test that it works. One thing to highlight about this device is that it will not
allow you to create your own AM signals, but rather it simply upconverts existing ones. Whilst this is
suitable if the sole aim is to receive signals, creation of custom signals will require a USRP® transmitter
or a dedicated AM transmitter.
8.5.2 Building AM Transmitters
Designing, building, and testing AM modulator and transmitter circuits is a process the authors found
to be very educational and fun! They are actually quite simple to make, and only require basic circuit
building/ soldering skills. 
Step-by-step instructions are included in Appendix E.2
(page 612) detailing how to construct an AM transmitter based
on a commercially available modulator board called the ‘RT4’,
which is shown in Figure 8.17. This device is an AM-DSB-TC
modulator that modulates baseband information signals onto
a 433.9MHz carrier. 
The book would be never-ending if we presented all of the
different ways that you can generate AM signals, so we have
only included build instructions for this particular transmitter.
Others methods can be found at desktopSDR.com.
8.5.3 Transmitting AM Signals
If you have an AM transmitter available with an audio jack input, it will be possible to transmit any of
the audio sources present in the 
/audio_sources
folder. Simply copy these to your computer audio player or smartphone, connect, and press play. 
If you wish to try transmitting an AM MPX signal (which can be received and demodulated with the
model from Exercise 8.11), open and run the following file:
/am/other_tx/amtx_am_fdm.slx
This will generate a two channel MPX signal (saved in a single channel, mono ‘.wav’ audio file format),
which can be transmitted as described above.
Figure 8.17: RT4 AM Modulator (433.9MHz)
328 Software Defined Radio Using MATLAB & Simulink and the RTL-SDR
328
8.6 Summary
In this chapter we have presented exercises on the theme of AM desktop SDR Tx/ Rx systems. By
constructing Simulink transmitters for three of the modulation schemes presented in Chapter 6, a variety
of different coherent and non-coherent AM demodulators were implemented as part of receiver designs.
We introduced the concept of FDM, and demonstrated how it could be used with the USRP® radio’s
complex modulator to transmit multiple channels of audio signals at the same time. Moving on, the next
chapter will introduce the theory behind another analogue modulation scheme — FM — which we will
first work with in simulation, and later in Chapter 10, by constructing some more real-time SDR Tx/ Rx
designs.
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9 Frequency Modulation (FM) 
Theory and Simulation
Another commonly used analogue modulation standard is FM. This is a modulation scheme where a
carrier wave is modulated with an information signal in a way that causes its frequency to fluctuate as the
amplitude of the information signal changes. This means that, unlike AM, the amplitude of the
modulated carrier signal remains constant. This modulation standard is commonly used for commercial
radio stations due to its high resilience to additive noise, and is utilised by many of us to listen to our
favourite stations in the car on the way to work every day.
In this chapter we will give a brief overview of the history of FM and the mathematics behind it, before
moving on to discuss some of the different receivers that can be used to demodulate FM signals received
by your RTL-SDR.
9.1 The History of the FM Standard
The tragic story behind the birth of FM is one of innovation, lawsuits and tragedy. An American named
Edwin Howard Armstrong first developed and demonstrated FM radio in 1933 in an effort to combat the
‘static problem’ that plagued AM radio transmissions. Born in 1890, Armstrong studied electrical
engineering at Columbia University where he later became a Professor. 
Prior to his work on frequency modulation, Armstrong spent many years making improvements to the
AM radio. In 1912 he discovered that, if electromagnetic waves emitted from Lee de Forest glass valve
radio receivers were fed back through the hardware, the signal strength increased exponentially and
radio waves were generated. He called this positive feedback process regeneration, and it is regarded as
one of the most important discoveries in the history of radio, as it meant that radio receivers could also
be used as transmitters. 
After designing and patenting regeneration circuits that improved the quality of AM radio receivers,
Armstrong was sent to France during the First World War to serve as a Major in the Signal Corps [28]. 
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At the time, communication methods within the Allied
Forces were basic, and he took it upon himself to equip them
with his inventions, waiving all patent royalty fees as he did
so [89]. Before the end of the war, he also developed the super
heterodyne receiver, a device that is still used today in almost
every analogue radio, where RF signals are downconverted
to an IF, allowing for cheaper hardware to be used in the
radio receiver [79]. The IF downconversion concept is also
used in digital and software radio architectures, including
that of the RTL-SDR.
Returning to America, Armstrong became entangled in the
first of his many legal battles. After a long dispute over who
originally developed, and therefore owned the rights to the
regenerator circuit, a US Supreme Court judge ruled against
him in favour of Lee de Forest (the inventor of the glass valve
radio), who enjoyed industrial financial backing at the time.
As a result, Armstrong lost the patents he had previously
been awarded.
While the court case was ongoing, Armstrong worked quietly on a different problem that existed within
the radio industry: the problem of static. He discovered that, by varying the frequency of a radio carrier
rather than its amplitude, transmitted signals were far more resilient to interference from noise and
neighbouring transmissions. He was working on what became known as FM radio. Obtaining four
patents, he acquired a license from the FCC and began work on a prototype FM radio network [28].
Armstrong had a 400ft lattice tower constructed in Alpine, New Jersey, to broadcast his FM radio signals.
Although this tower was built in 1937, it is still in use today [90]!
The early trials on FM were successful, and anyone who listened to the audio quality could tell that FM
was far superior to AM. Once again however, the opportunities for FM were affected by the actions of
‘interested parties’, with some sources suggesting that influential companies including Radio
Corporation of America (RCA) deliberately obstructed the technology for commercial reasons [28]
(another theory is that they failed to initially recognise the potential of FM [10]). The FCC changed the
terms of the license Armstrong had been granted for his FM radio network, apparently in response to
lobbying from companies with a commercial interest in the technology, and the frequency band he had
originally been allocated (42–50MHz) was changed to 88–108MHz. This rendered all of his equipment
obsolete [90]. After this incident, Armstrong challenged that RCA and NBC were infringing on the
patents he held for FM technology. Soon he became caught up in legal battles, which lasted many years,
affecting his family life and eventually leaving him bankrupt. Being unable to keep paying his legal team
helped to drive him to depression. On the 1st February 1954, Armstrong committed suicide. 
Several years went by before FM really took off, and it was not until the early 1960s that regulators started
laying the ground rules for the standard. Even then, it was not until the mid 1970s before the number of
FM radio stations overtook the number of AM stations. FM radio still remains popular to this day,
although the ‘digital switchover’ looks to transition towards DAB in the near future — perhaps — but let
us not write off this analogue modulation standard just yet! 
Figure 9.1: Armstrong explaining the 
principles of ‘super regeneration’ at a 
meeting of the RCA, Columbia University, 
New York, 1922 [5]
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9.2 The Mathematics of FM & the Modulation Index
One of the simplest forms of analogue FM modulator is the VCO. This device shown below in Figure 9.2
generates a sinusoidal signal, , the phase (and therefore effectively the frequency) of which changes
in response to amplitude variations of an input control signal. 
When the control signal is input to the VCO, it is multiplied by , a constant representing the ‘voltage
to frequency gain ratio’ of the device (measured in Hz/V). The product of  and  is then integrated
(changing its phase by 90 degrees). The integrated signal is denoted :
(9.1)
The sinusoid generated by the VCO is configured to have quiescent frequency  and amplitude .
The phase of the sinusoid is determined by the instantaneous value of . The signal output from the
VCO, as introduced in Section 7.5.3 (page 248), takes the following form:
(9.2)
When an information signal is input to the VCO’s control port, and  is substituted with the FM
modulation constant, , Eq. (9.1) becomes:
(9.3)
Substituting Eq. (9.3) into Eq. (9.2), and replacing  and  with the parameters of an FM carrier (
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Figure 9.2: Utilising a VCO to perform FM modulation
ko
v t( ) ko
θÖ t( )





c t( ) Ao 2πfo t θÖ t( )© ¹§ ·FRV 
Ao ωot ko v t( ) td
∞±
t³© ¹§ ·  .FRV 
ko
ko 2πKfm 
θÖ t( ) θfm t( ) 2πKfm si t( ) dt
∞±
t³×  .  
Ao ωo Ac
ωc
sfm t( ) Ac ωct θfm t( )© ¹§ ·FRV Ac ωct 2πKfm si t( ) dt
∞±
t³×© ¹§ ·FRV  
332 Software Defined Radio Using MATLAB & Simulink and the RTL-SDR
332
9.2.1 FM Modulation: Modulation with a Sine Wave
We shall first define an example information signal as having amplitude  and the frequency ,
, (9.5)
where . Inputting this to the VCO’s control port (see Figure 9.2), the phase  at time 
becomes:
(9.6)
where  is known as the Frequency Deviation, and  is known as the Modulation Index .
Therefore the FM signal for the modulation of a single tone at frequency  can be expressed as:
, (9.7)
where:  and .
 represents the maximum frequency deviation of the FM carrier. We can note that the highest and
lowest frequencies of Eq. (9.7) (found by differentiating its instantaneous phase) will be . 
When the amplitude of the information signal input to the VCO is 0,  has frequency . In all other
situations, the instantaneous frequency of  can be calculated with Eq. (9.8):
. (9.8)
Figure 9.3 shows the signal created by FM modulating a carrier with a single tone information signal.
This process results in many sinusoidal terms located at frequencies either side of the carrier, and the
number of these terms depends upon the value of . This means it is not straightforward to illustrate
what an FM signal looks like in the frequency domain and it is not possible to easily and visually correlate
the modulated spectrum with the baseband spectrum (recall the AM modulated spectrum for example
in Figure 6.3 (page 205), where the baseband spectrum matches the upper and lower sidebands). We will
review the FM spectrum later in Section 9.3. 
Ai fi
si t( ) Ai 2πfi t( )FRV Ai ωi t( )FRV  
ωi 2πfi θfm t( ) t









 ωit( )VLQ 
Δf
fi
 ωit( )VLQ 
βfm ωit( )VLQ 
Δf βfm
fi
sfm t( ) Ac ωct βfm ωit( )VLQ© ¹§ ·FRV 
ωc 2πfc ωi 2πfi 
Δf
fc Δf±
sfm t( ) fc
sfm t( )
ffm inst t( ) fc Kfm si t( )  Hz 
βfm
333Chapter 9: Frequency Modulation (FM) Theory and Simulation
333
It is however clear to see that when the amplitude of the information signal increases, the frequency of
the modulated signal increases (and vice versa). This means that the main component of the FM signal
‘wiggles’ around the carrier frequency, as should have been evident in Exercise 3.4. 
9.2.2 FM Modulation: Modulation with a Baseband Signal
Information signals, such as speech and music, are of course always much more spectrally rich than a
single sinusoidal wave, and are composed of a set of many frequency components. Hence to more fully
calculate the bandwidth of an FM signal, we need to consider more than just a single sine wave. 
Based on Fourier series and transform theory, it is easy to confirm that we can decompose any signal over
a period of time as a sum of sinusoids [29]. The bandwidth of an information signal  can be
considered to be Hz, where  is the highest frequency component contained within the signal. Figure
9.4 demonstrates how a carrier would look in the time domain after it was FM modulated by a baseband
information signal. As for the case of single tone modulation in Figure 9.3, the frequency of the FM signal
changes in sympathy with the amplitude of the information signal. 







































Information signal is a pure cosinusoid 
When there is no control input, the signal output






















This complicated FM signal has numerous sideband














































Figure 9.3: Time domain plots demonstrating a single tone information signal being FM modulated
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Using the integral-of-a-sum rule from Eq. (B.12) from Appendix B (page 581), the phase of the FM signal
 can be found as follows:
(9.10)
.
Substituting this into Eq. (9.7) results in the following (rather complicated!) FM signal:
. (9.11)
It is less easy to tell what the modulation index or frequency deviation of this signal is, compared to the
previous case of transmitting a single sine wave, as there are many parameters in the phase component.







































Information signal is a baseband signal;
a sum of sinusoids
When there is no control input, the signal output













This complicated FM signal has numerous sideband






















































Figure 9.4: Time domain plots demonstrating a baseband information signal being FM modulated
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9.3 FM Signal Bandwidth
Frequency modulation is either considered to be a Narrowband or a Wideband process; and the value of
 is what determines this. If the modulation index of an FM signal is << 1, it is considered to be
Narrowband FM (NFM), while if it is >> 1 it is Wideband FM (WFM). Next, we will discuss scenarios for
NFM, before going on to cover WFM. 
9.3.1 Narrowband FM
In the case of NFM, approximations can be made that help solve Eq. (9.7) because of the negligible size
of . This is a result of the maximum frequency deviation permitted for this standard being limited to
5kHz. Assuming we are working with the single tone information signal once again, we can begin by
expanding Eq. (9.7) using the sum-to-difference trigonometric identity (see Eq. (B.1) from Appendix B):
(9.12)
For very small values of , we assume:
 and ,
meaning Eq. (9.12) can be simplified using Eq. (B.5) from Appendix B to give:
(9.13)
You may recognise this equation, and this is because it closely resembles the equation of the AM-DSB-
TC signal (recall Eq. (6.5)) which had the form:
The NFM signal is essentially the same as the AM-DSB-TC signal, with the one difference that its lower
sideband (LSB) is inverted; i.e. the LSB of the NFM signal is 180 degrees out of phase with the lower
sideband of the AM-DSB-TC signal, as is illustrated in Figure 9.5. 
When a baseband information signal is used instead of a single tone to create an NFM signal, the same
results are found, and it is simply the case that the entire lower sideband is inverted. Noting that the
spectra of both NFM and AM-DSB-TC are similar means that the bandwidths of these two signals are
approximately the same. Due to its efficient use of the spectrum and cheap implementation costs, NFM
is commonly used for voice applications such as wireless microphones, radios in taxis and emergency
service vehicles, and Ham radios.
βfm
βfm
sfm t( ) Ac ωct βfm ωit( )VLQ© ¹§ ·FRV 
Ac ωct( ) βfm ωit( )VLQ© ¹§ · Ac ωct( )VLQ βfm ωit( )VLQ© ¹§ ·  .VLQ±FRVFRV 
βfm
βfm ωit( )VLQ© ¹§ · 1≈FRV βfm ωit( )VLQ© ¹§ ·VLQ βfm ωit( )VLQ≈




 ωc ωi( )t
βfm
2
 ωc ωi±( )tFRV±FRVFRV   . 
sam dsb tc±± t( ) Ac Ao ωct( )FRV
Ai
2
 ωc ωi( )tFRV
Ai
2
 ωc ωi±( )tFRV    . 
336 Software Defined Radio Using MATLAB & Simulink and the RTL-SDR
336
You can now complete Exercise 9.1, where we will ask you to run a simple Simulink simulation that
shows what happens (in the time and frequency domains) to sinusoidal waves as they are used to











































AM-DSB-TC signal has an Upper Sideband,


















NFM signal also has an Upper Sideband,

































Figure 9.5: Frequency domain plots comparing the spectrums of AM-DSB-TC (left)
and NFM (right) signals created with a single tone information signal
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9.3.2 Wideband FM
When most people refer to ‘FM radio’, what they are actually talking about is wideband FM (WFM)
radio. WFM is the standard used by commercial radio stations, and it has a frequency deviation ( ) of
75kHz and a limited bandwidth. In the UK and many other countries, the bandwidth limit is 200kHz,
which is why you will find FM radio stations positioned 0.2MHz apart on the dials of your analogue
radios (102.5 FM, 102.7 FM and so on). The bandwidth has to be limited as it is in theory infinite, due to
the creation of an infinite number of sidebands during the modulation process, as will be outlined. These
sidebands are located at every positive and negative multiple of the information signal’s frequency
around the carrier ( ) where n is a positive integer, and the energy decreases as n increases. 
To solve Eq. (9.12) for a single tone modulated WFM signal the terms,
 and 
can be expanded into their Fourier components [36]. This is typically done using Bessel functions (see
below), where the sidebands are indexed using the symbol , and  denotes the sideband amplitudes
and is a function of the value of : 
(9.14)
(9.15)
and where we simplify the notation (for equation viewing purposes) and denote . The
actual values  are somewhat involved to calculate (and we don’t need to calculate them here), so
for our purposes we observe that it simplifies to just an amplitude value which gets successively smaller
for higher frequencies as  increases, i.e. .
Substituting Eq. (9.14) and Eq. (9.15) into Eq. (9.12) gives the Fourier equation of the WFM signal for
transmission of a single tone at frequency :
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(9.16)
Finally, the  and  terms can be multiplied out using the sum-to-difference
trigonometric identities from Appendix B (page 581) to give:
(9.17)
The  term is used to denote the power in the carrier component, and the remaining  terms are
the powers of each of the sideband components. The components are shown graphically for clarification
in Figure 9.6, which shows a spectral representation of a few of the sidebands that would exist for the case
of a single-tone modulated WFM signal. Note, (recalling Eq. (9.13) and Figure 9.5) that it is only the odd
numbered lower sidebands that are 180 degrees out of phase with the other sidebands. 
The bandwidth of a WFM signal can be estimated by finding the frequencies of the highest and lowest
sideband components that contain a significant amount of power. The  values are calculated using
Bessel Functions. If, for example, a signal has a modulation index of , the values in Table 9.1
could be used to show that the spectrum would only contain the carrier and four pairs of sidebands. Note
that when  is a very small value <<1, only the carrier and the first pair of sidebands contain significant
power — this is the NFM case as discussed in Section 9.3.1. The values of  listed in Table 9.1 can be
substituted into Eq. (9.17) to find the magnitude of each of the spectral components. Plotting the Bessel
coefficients on a graph, as in Figure 9.7, indicates how the  values vary with increasing modulation
index, .  
sfm wfm± t( ) Ac ωct( ) J0 2 J2 2ωit( )FRV 2 J4 4ωit( ) …FRV FRV 
                               Ac± ωct( )VLQ 2 J1 1ωit( )VLQ 2 J3 3ωit( )VLQ 2 J5 5ωit( ) …VLQ   .
( )FRV ( )FRV× ( )VLQ ( )VLQ×
sfm wfm± t( ) AcJ0 ωct( )FRV 
Ac J± 1 ωc ωi±( )t ωc ωi( )tFRV±FRV
AcJ 2 ωc 2ωi±( )t ωc 2ωi( )tFRVFRV
Ac J± 3 ωc 3ωi±( )t ωc 3ωi( )tFRV±FRV













The WFM signal has an infinite number of frequency
components, and every odd numbered LSB is 180
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Knowing the number of sideband components that will be present in a single-tone modulated WFM
signal, it is then straightforward to find an estimate of its bandwidth — simply multiply the number of
sidebands, , by :
. (9.18)
If  is not known, it is still possible to estimate the bandwidth, as  can be found as follows:
. (9.19)
Substituting this into Eq. (9.18), the bandwidth is found to be:




0.00 1.00 -a - - - -
0.25 0.98 0.12 - - - -
0.50 0.94 0.24 0.03 - - -
1.00 0.77 0.44 0.11 0.02 - -
1.50 0.51 0.56 0.23 0.06 0.01 -
2.00 0.22 0.58 0.35 0.13 0.03 -
2.41 0.00 0.52 0.43 0.20 0.06 0.02
2.50 -0.05 0.50 0.45 0.22 0.07 0.02
3.00 -0.26 0.34 0.49 0.31 0.13 0.04
a. where ‘-’ denotes an insignificant amount of power
βfm J0 J1 J2 J3 J4 J5





























Figure 9.7: Plot of Bessel Functions
n 2fi
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This relationship is well known as Carson’s Rule. When the information signal used to modulate the
carrier is not a pure sinusoid,  can be substituted with the signal’s maximum frequency component,
. 
Regulators have imposed rules on the number of sidebands that can be transmitted with WFM radio
signals and, as previously mentioned, in the UK the signals must be bandlimited to 200kHz. Although
this allows for roughly 98% of the total modulated energy to pass, bandpass filtering WFM signals in this
way does have a small detrimental effect on the signal quality. 
To illustrate how much spectral information is lost, the baseband information signal modulated and
transmitted by a stereo WFM station has a bandwidth of 53kHz. The fixed frequency deviation of
 means that the theoretical bandwidth of the station according to Carson’s Rule is 256kHz.
The 56kHz band of modulated information past 200kHz is filtered and not transmitted, but as it only
contains a fraction of the total modulated energy, the information signal can still be recovered by
receivers with little distortion.
You can now try out Exercise 9.2, where we will ask you to run a simple Simulink simulation that shows
what happens (in the time and frequency domains) to sinusoidal waves as they are used to modulate a
carrier and produce a WFM signal.
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9.4 FM Demodulation Using Differentiation
One of the standard methods used to demodulate FM signals involves taking the derivative of the
received signal. For the transmitted (and perfectly received!) signal , a new differentiated signal
denoted as  (where the dash  denotes the derivative) is generated by the receiver. Consider the
generic FM modulated information signal from Eq. (9.4),
. (9.21)
Noting Eq. (B.9) from Appendix B (page 581), differentiating Eq. (9.21) using the chain rule results in:
(9.22)
Figure 9.8 shows that when an FM signal is differentiated, there is a resulting information envelope (the
amplitude component in Eq. (9.22)) multiplied by a high frequency component. 
The signal  will have the appearance of an AM-DSB-TC signal in the time domain, as it has an
information envelope (although unlike a standard AM envelope, the frequency of the carrier component
still changes — compare Figure 9.8 with the AM envelope in Figure 6.3, page 205). The fluctuations in
this envelope are directly proportional to the instantaneous frequency, , of , which should
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If we consider that the high frequency sinusoidal term can be removed by an envelope detector (see
Section 6.7.1 on page 229), it is clear that the amplitude of the envelope is directly proportional to the
amplitude of the information signal. Although it has a DC offset ( , and gain of  resulting from
the FM modulation constant, the amplitude fluctuations will still match those of . 
A complete design of this type FM receiver will require appropriate components to select the frequency
band of interest. In modern Integrated Circuit (IC) FM receivers (such as the commercial device in
[100]), this process is performed by downconverting the RF signal from ~100MHz to an IF (such as
10MHz), followed by another downconversion stage to 0.5MHz or less, followed by the FM demodulator
circuit. Many other methods for FM reception exist, including the simple slope overload and phase
detectors, both of which will be implemented in real designs in Chapter 10.
9.5 Receiving and Downconverting FM Signals to Complex Baseband
As reviewed in Chapter 5, real RF signals received by the RTL-SDR are quadrature demodulated to
baseband before they are sampled — this means that the baseband samples entering our MATLAB and
Simulink RTL-SDR receiver designs have both I and Q components, i.e. they form a complex signal. 
When an RF FM signal ( ) is received by the RTL-SDR, it is mixed with a complex exponential
at frequency  (representing the overall local oscillator frequency in the RTL-SDR) to demodulate the
signal to complex baseband, as illustrated in Figure 9.9. Here, we show the spectra of the various stages
of the RTL-SDR downconversion process.
Assuming that the RTL-SDR receives the transmitted signal  from Eq. (9.21), because we are working
with a perfect radio channel, the signal output from the RTL-SDR can be modelled as:
(9.23)
where  represents the complex oscillator inside the RTL-SDR. 
Ideally the frequency of the local oscillator used to demodulate the signal and the frequency of the
original modulating carrier would be the same, as this means that the RF signal will be perfectly
demodulated to baseband. This is unlikely to happen however, and when it does not, meaning that the
complex baseband signal is still modulated onto a low frequency ‘carrier’ (not a carrier in the
conventional RF sense, but a low, non-zero frequency). We denote this carrier as
Figure 9.8: Sketch of an FM signal in the time domain before (left), 
















Differentiating the FM signal creates an
information envelope. The information signal
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 or equivalently, . (9.24)
We can express the downconverted signal using Euler’s Formula ( ):
(9.25)
where: . (9.26)
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Figure 9.9: The RTL-SDR receiving an FM signal, and downconverting it to complex baseband. Note that when a 
frequency offset exists between the original modulating carrier and the local oscillator used during the 
demodulation process , a frequency shift of  occurs in the complex baseband output
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Multiplying out Eq. (9.25) gives:
(9.27)
Using Eqs. (B.4) and (B.6) from Appendix B (page 581), Eq. (9.27) becomes:
(9.28)
The high frequency components are attenuated by the lowpass filters within the RTL-SDR, leaving only
the complex baseband signal (which we express here in the continuous time domain for simplicity—note
the signal  can be created with a DAC as shown in Figure 9.9):
, (9.29)
which can be simplified by substituting  for the ‘baseband’ complex carrier:
. (9.30)
The baseband carrier,  or , is very close to 0Hz, or may be zero if . Substituting 
from Eq. (9.26) into Eq. (9.30) gives:
(9.31)
The RTL-SDR presents this complex FM signal as baseband samples to MATLAB and Simulink, and an
example spectra of the signal is illustrated in Figure 9.9(c). This is what we must aim to demodulate in
order to recover the information signal (note that the adjacent channels shown in Figure 9.9 are not part
of our mathematical analysis. In the following three sections we present three different methods for
demodulating the signal.
9.6 Non-Coherent FM Demodulation: The Complex Differentiation Discriminator
The first option is to implement a dual branch differentiator that deals with each of the In Phase and
Quadrature Phase components separately. We shall call this the Complex Differentiation Discriminator
(see Figure 9.16). To help explain how this works, time domain plots are included at each stage of the
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mathematical analysis, which progressively show a WFM modulated single tone information signal
being demodulated at different stages of the discriminator. This signal was recorded live from an RTL-
SDR, receiving a tone at 1kHz on an FM carrier 102.5MHz. Below will show a sequence of time domain
plots as we view various components of the complex differentiation discriminator. 
The complex FM signal from Eq. (9.30) contains both real and imaginary components. Expressing these
individually, we can denote  as the I component, and  as the Q component:
 (9.32)
. (9.33)
Differentiating each of these components separately (using Eqs. (B.8) and (B.9)) results in the following:
(9.34)
At this stage, the waveforms of the components look a little like AM-DSB-SC signals, with an ‘outline’ of
the modulated signal and an obvious carrier (although the frequency of the carrier still changes). There
is no information envelope present however, and remembering back to what was discussed in Section 6.8
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Figure 9.10: Complex Differentiation Discriminator: plot of  and  when transmitting a single tone.
So far it looks nothing like the transmitted tone and it is difficult to view or correlate any tonal component!
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Figure 9.11: Complex Differentiation Discriminator: plot of  and  for a received signal tone.sip′ t( ) sqp′ t( )
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(page 231), envelope detectors can only be used to demodulate signals that have an envelope. These
differentiated components from Eq. (9.33) must be manipulated before the information can be extracted.
We can begin this process by taking the differentiated equations and mixing them as follows:
 (9.35)
Combining these signals from Eq. (9.35) by subtracting  from  gives:
(9.36)
as  for any value of .
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Figure 9.12: Complex Differentiation Discriminator: plot of  and sip′ t( ) sqp t( )× sqp′ t( ) sip t( )×
sip′ t( ) sqp t( )× sqp′ t( ) sip× t( )
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Figure 9.13: Complex Differentiation Discriminator: plot of . 
We can begin to see the single tone, however the peaks and troughs would appear to be clipped in some way.
sα t( )
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This results in something now looking (vaguely!) similar to the transmitted single tone information
signal. If you listen to the audio, however, it will not sound ‘right’ as the signal is still proportional to . 
To address this, we need to normalise the amplitude and divide through by  [29]. We can find the
instantaneous value of the received signal power  by squaring and summing the I and Q channels:
(9.37)
again noting that . We can now divide Eq. (9.36) by  to give:
(9.38)
Substituting the derivative of  from Eq. (9.26) into Eq. (9.38), we find that we are left with a signal
that is a scaled version of the original information signal,  with a DC offset, . 
. (9.39)
This completes the analysis of the demodulator [4]. Notice that Eq. (9.39) is almost identical to the
amplitude component in Eq. (9.22). As highlighted in Figure 9.14, it is common to pass the demodulated
signal through a lowpass filter to remove any noise at frequencies higher than the maximum frequency
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9.6.1 The Digital Complex Discriminator
In order to implement the complex differentiation discriminator in the digital domain, we need to design
and use digital differentiators. In the digital domain, a simple differentiator approximation can be
realised with the blocks shown in Figure 9.15, where  and  is the sampling frequency. One
simple approximation to a differentiator is given by an FIR filter, with coefficients [1, 0, -1] (or similarly
coefficients of [1, -1]). 
Using this FIR differentiator, the digital complex differentiation discriminator can be constructed with
the DSP blocks shown in Figure 9.16. The response of this discrete time demodulator in terms of I and
Q samples is as given in Eq. (9.40). Notice that this is very similar to Eq. (9.38).
. (9.40)
The single sample delay (denoted by ) is inserted to match the group delay of one sample period for
the FIR differentiator, in order to keep the  and  signals synchronised. From Figure 9.15(b)
we can note that the discrete differentiator should be scaled by , however this is just a constant
scaling factor common to both the differentiators. 
We will implement and test one of these demodulators in Section 10.2 (page 376). In the next few
sections we will consider other FM receivers, starting with the Complex Delay Line Discriminator.
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Figure 9.15: (a) DSP Differentiator, implemented with an FIR filter and (b) Approximating the 
tangent (gradient) at time  from the difference of two samples.t0 n 1±( )Ts 
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9.7 Non-Coherent FM Demodulation: The Complex Delay Line Discriminator
Compared to the previous section’s FM demodulator, a considerably simpler non-coherent FM
demodulator is the Complex Delay Line Frequency Discriminator. This device can be implemented (based
on its analogue counterpart) using the four DSP blocks shown in Figure 9.17. 
To help aid understanding of how this demodulator works, time domain plots are included at each stage
of the mathematical analysis, which progressively show a WFM modulated single tone information signal






























































































Figure 9.17: Complex Delay Line Frequency Discriminator block diagram
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SDR, having generated a test signal tone at 1kHz on an FM carrier 102.5MHz,. and therefore the signals
shown over the next few pages are ‘live’ rather than simulated.
The complex FM signal from Eq. (9.31) contains both real and imaginary components. Expressing this
signal in exponential form, we have:
(9.41)
This complex signal is input to two parallel blocks. One of these takes the conjugate of the signal to
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Figure 9.20: Complex Frequency Discriminator: plot of  componentssdelay t( )
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Note that in Figure 9.21 the real and imaginary components of the resulting signal do not resemble the
sinusoidal information signal; nor does its magnitude — it is the angle of the signal that contains the
information. To extract it, we simply take the argument ( ):
(9.45)
.
When  is a very small value, Eq. (9.45) can be considered an approximation to a differentiation
operation. 
. (9.46)
Solving this, we find
(9.47)
.
You should recognise this result—it is very similar to the signal that is output by the Complex
Differentiation Discriminator! The argument of the phase detected signal varies in proportion to the
original information signal, , with a DC offset.
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Figure 9.21: Complex Frequency Discriminator: plot of  componentsspd t( )
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The demodulated signal is then finally filtered to remove any noise at frequencies higher than the
maximum frequency in the information signal. This improves the SNR of the demodulated output, as
demonstrated in Figure 9.22. 
The delay line frequency discriminator is often referred to as an ‘FM to AM’ function, due to the fact that
it converts frequency changes to amplitude changes. The output equation for the discrete time
demodulator shown in Figure 9.17 in terms of I and Q samples can be expressed as follows:
 (9.48)
There will be a chance to implement and test out one of these demodulators in Section 10.2 (page 376).
9.8 Coherent FM Demodulation: The Phase Locked Loop
Phase Locked Loops can also be used as high performance coherent FM demodulators. Normally these
would be positioned at the IF stage of an FM receiver, but they can also be used to demodulate baseband
FM signals such as those received from the RTL-SDR. A diagram of a PLL used for this purpose is shown
in Figure 9.23. We will adopt a continuous time representation for convenience, but note that the input
to the PLL is actually a sampled signal (i.e. the output of the RTL-SDR hardware, and the input to a
Simulink model or MATLAB script).
As introduced in Section 7.5 (page 245), PLLs have three main components: a phase detector, a loop
filter, and a VCO. The phase detector mixes an input signal with the output of the VCO to produce an
error signal. This error signal varies in proportion to the difference in phase between the two signals. It
is input to the loop filter (a lowpass filter) to produce a control signal, which is in turn input to the VCO.
The VCO integrates the control signal, and uses it to adjust the instantaneous phase of the sinusoidal
output (the VCO has a quiescent frequency normally set to the expected frequency of the input signal —
this can be set to 0Hz in a PLL operating at baseband). The synthesised sinusoid feeds back into the phase
detector, and the process repeats. The PLL strives to make the output of the VCO match the frequency
and phase of the input signal, and this is why they are commonly used in coherent demodulators for
carrier synchronisation.
If we input the FM signal received using the RTL-SDR, denoted by , to the PLL, the VCO
within it would aim to output a signal that has the same frequency and phase as the FM ‘carrier’ at
frequency . Due to the nature of the FM signal, the PLL will have to keep adjusting its frequency and
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signal resulting from phase detection will continually fluctuate. Its fluctuations will be in proportion to
the amplitude changes that occur in the information signal, as information is contained within the phase
component of the FM carrier. Lowpass filtering the error signal with the loop filter produces the control
signal for the VCO. When the PLL is locked, the control signal  is directly proportional to the
information signal , and can be considered as being equal to  where  denotes a constant.
Referring back to Section 9.2 (where we introduced the use of a VCO as an FM modulator), inputting an
information signal to the control port of a VCO makes it output an FM waveform; and when this is the
case, the phase detector performs coherent demodulation! [107] [47].
To function as an FM demodulator, the internal parameters of the PLL must be chosen appropriately.
The loop filter must be configured to be linear across the frequency range ( ) where  denotes
the low ‘carrier’ frequency, and  is the frequency deviation of the FM signal. This ensures that all
potential frequency variations of the FM carrier are allowed to pass. 
Due to the fact that the PLL is a non-linear device, the equations required to describe the FM
demodulation process are rather complicated. NOTE: when the PLL is not locked to the FM signal it
behaves as a negative feedback system that has stability problems [8], so we can only prove this process when
it the PLL is locked, i.e. when the frequency of the VCO ( ) matches the frequency of the baseband FM
signal ( ).
The complex FM signal from Eq. (9.30) contains both real and imaginary components — but the PLL
can only operate on one of them. In order to match Figure 9.23, we will prove this using the In Phase
component:
. (9.49)
The phase detector mixes this with the inverse of the signal output from the VCO, and assuming that the
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Figure 9.23: Phase Locked Loop FM Demodulator block diagram
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which gives an output from the phase detector of
. (9.52)
This can be expanded via trigonometric identity Eq. (B.6) (from Appendix B, page 581) to form
, (9.53)
where:  is the gain of the phase detector.
Filtering  with the loop filter removes the high frequency component ,
leaving the control signal:
. (9.54)
As the PLL is locked, , so the small angle approximation leads to
. (9.55)
Substituting Eq. (9.51) into Eq. (9.55) gives:
(9.56)
.
Differentiating this with respect to time produces the following:
(9.57)
where:  is the derivative of 
and  is the derivative of ,
and re-arranging and solving this for  yields:
. (9.58)
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Substituting the derivative of Eq. (9.26) into Eq. (9.59) completes the analysis [45] [52]:
. (9.60)
It is clear to see that the control signal resulting from PLL being locked to an FM signal is directly
proportional to the original modulating information signal, , although it is different to the outputs
from the other demodulators. 
Because there are a number of different ways to implement a PLL, and because of the fact that the PLL is
a non-linear device, describing this demodulation process in terms of samples received from the RTL-
SDR is not practical. This demodulator will work well, however, and you will have the opportunity to try
one out in Section 10.4 (page 396). 
9.9 Demodulating Signals from Commercial FM Radio Stations
Some additional issues related to receiving signals broadcast from commercial FM radio stations must
be considered, and this short section of the book guides you through these.
9.9.1 De-emphasis Filtering
As information signals are modulated for WFM radio stations, they undergo a process called pre-
emphasis, which is where components in the signal above a certain frequency have a gain applied to them
in an effort to maintain the modulation index (and therefore the bandwidth) of the station. Normally this
is carried out with a filter; one that simply gives a linear gain to all frequencies past this value. In the USA
this critical value was chosen to be 2122.1Hz ( ), and in Europe and Asia, 3183.1Hz ( ). These
frequencies relate to analogue filter time constants of 75 s and 50 s respectively [112]. In FM receivers
this must be reversed, and is done so with a process called de-emphasis. Again, it is common to perform
this with a filter, this time one that applies an attenuation to components above the stated frequencies.
These two processes are summarised by Figure 9.24. 
If using a European FM radio in the USA, a gain of around 3.5dB will be applied to frequency
components over , due to it having the wrong type of de-emphasis filter. Conversely, using an FM
radio from the USA in Europe, you would find that an attenuation of 3.5dB is applied to these frequency
components, effectively acting like a gain applied to lower frequencies. It is important therefore to use
the correct de-emphasis filter for each region to avoid distorting the received signal! The effect of using
an FM radio in the wrong continent are demonstrated in Figure 9.25.
v
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For convenience, we have constructed a de-emphasis filter Simulink block for you that can be used to
implement the appropriate filter for your location. This has been packaged in the RTL-SDR Book Library,
which you should have already added to your MATLAB path. If you have not done this yet, you should
do so. Instructions can be found in Exercise 2.4. 
9.9.2 The FM Radio Multiplex
It is common practice to multiplex multiple information signals together before performing modulation,
as this allows for multi-channel transmission using one carrier. FDM was first used to transmit several
channels of information on an FM carrier by Edwin Armstrong (pioneer of FM, and who was introduced
in Section 9.1). He demonstrated that a single FM carrier was capable of simultaneously transmitting
“two radio programs, various telegraph messages, and a facsimile reproduction of the front page of The New
York Times” during a trial broadcast from the top of the Empire State Building in 1934 [28]. In the early
1960s (years after Armstrong’s death), when organisations such as the FCC began putting regulations in
place to prepare for the inevitable boom of FM, the multiplexing concept was revisited in an effort to
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Figure 9.25: Bode plots showing the effects of using an FM radio in the wrong continent
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The stereo FM MPX had to be designed in a way that allowed for both Left and Right information
channels to be broadcast to new stereo FM receivers, while retaining a mono transmission for older radio
hardware. It was decided that the best way to do this was to first band-limit the Left and Right
information signals to 15kHz, produce separate ‘Mono’ and ‘Stereo’ components, and multiplex these
together. The key to this MPX was a 19kHz sinusoid, called the ‘Pilot Tone’. If the pilot tone was present
in a received FM signal, the radio hardware would be informed that there was stereo information present
to demodulate. A baseband spectral representation of the FM MPX is shown in Figure 9.26. 
The ‘Mono’ component is created by adding the two information signals together [L+R], and is situated
at baseband. The stereo component is created by subtracting the Right channel from the Left [L–R], and
then AM-DSB-SC modulating the resulting signal onto a subcarrier with a frequency of 38kHz. This
modulation process means that the bandwidth of the stereo component doubles, which is one of the
reasons for the rather odd carrier frequency. Another is that the 38kHz tone can be synthesised by
doubling the frequency of the pilot tone, which means that coherent AM demodulation is possible in a
stereo FM receiver. 
Later additions to this MPX include the Radio Data System (RDS), a service where digital information
such as radio station names and current music track titles can be transmitted to radio receivers. This
enables the radio in your car (for instance) to show information about radio programmes. The RDS bit
stream is Binary Phase Shift Keying (BPSK) modulated, then AM-DSB-SC modulated onto a subcarrier
with a carrier frequency of 57kHz. This carrier can be synthesised in a receiver by tripling the frequency
of the pilot tone.
The percentages listed above each of the MPX components in Figure 9.26 relate to the permitted
modulation level for each component. You may notice that, when you add up all of the numbers listed,
that the result is a total modulation level of 105.2%, and this is because the original specification did not
include the RDS functionality. Amplifiers are used to balance the components of the FM MPX, as
demonstrated in the block diagram of a stereo FM encoder and multiplexer shown in Figure 9.27.
To generate the stereo FM signal, left and right channels of an audio signal are input to this device. It
performs encoding to create the mono and stereo components, and then multiplexes them together. The
MPX signal can be expressed as follows:
(9.61)
where: %, % and %.
(        ) 
15  19  23                  38                  53  57        
Mono
[L+R] 




























Figure 9.26: Baseband spectral representation of the FM radio multiplex
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Next, this baseband signal (which is considered an information signal) would provide an input to an FM
modulator such as the one shown in Figure 9.2, and transmitted.
After using an FM demodulator to return the FM MPX to baseband, stereo FM receivers must perform
demultiplexing and decoding in order to extract the left and right channels. The first stage of this process
involves using bandpass filters to isolate each of the individual MPX components. The pilot tone is
passed through frequency doublers and triplers to synthesise the suppressed 38kHz and 57kHz
subcarriers, and these tones are then used to coherently AM demodulate the stereo and RDS components
to baseband. After lowpass filtering to ensure that no unwanted information is present, the left channel
is extracted by adding the demodulated [L–R] stereo component to the [L+R] mono component, to
produce 2L. The right channel is extracted by subtracting the stereo component from the mono


























































































Figure 9.28: Block diagram of the stereo FM demultiplexer and decoder
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Normally, radio manufacturers would utilise an IC to perform all of this processing, and due to high
demand these are mass manufactured (see for example [100]). Because we are working in Simulink
however, these chips are of no use to us, and FM multiplexers/ demultiplexers and encoders/ decoders
must be implemented with the DSP blocks shown here. There will be an opportunity to test out an
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G 6LJQDO$QDO\VLVSpectrum Analyzer LRDOORZV\RXWRPRQLWRUWKHµOHIW¶DQGµULJKW¶EDVHEDQG
LQIRUPDWLRQVLJQDOVDIWHUWKH\KDYHEHHQUHVDPSOHGWRDUDWHRIN+]Spectrum Analyzer









In this chapter we have introduced the mathematics behind frequency modulation, and demonstrated
how a VCO can be used to generate FM signals. We have emphasised the significance of the FM
modulation constant, , and how its value determines whether an FM signal is narrow or wideband,
and run simulations demonstrating this. Demodulators were presented, along with some of the
additional considerations when receiving signals from commercial FM radio stations. In the next




10 Desktop FM Transmission 
and Reception
In the last chapter we discussed how FM signals are generated and demodulated, and the additional
considerations when receiving signals from commercial FM radio stations. In this chapter we will now
being to implementing some real FM desktop SDR Tx/ Rx systems featuring the RTL-SDR.
Although commercial FM radio stations are broadcast in many countries around the world, the quality
of the signal that can be received at any particular location may be poor. It is worthwhile trying to receive
and demodulate FM radio stations in your vicinity, but having the facility to generate your own is very
useful; especially if you need (or want) more control over what you receive. As with AM, a number of
different types of transmitter can be used to do this. The authors found that low cost (a few $’s) off the
shelf FM transmitters typically used with smartphones and other audio players for in-car use, were great
for this purpose! We will discuss and use these and others in Section 10.7, and a number of the exercises
in this chapter can also be completed with these FM transmitters outputting signals for the RTL_SDR.
Initially we will be using a USRP® radio as an FM transmitter. It is a convenient platform for transmitting
custom FM signals as it can be interfaced with directly from MATLAB and Simulink. Although this
requires building the modulator model yourself (and later on, stereo FM encoders and multiplexers...), a
greater level of control can be exerted. It is also worth noting that the carrier frequencies of off-the-shelf
FM transmitters are normally limited to the range 88MHz–108MHz, whereas the range of carrier
frequencies supported on the USRP® hardware will depend on the daughterboard in use, but will typically
cover a much wider range.
After the USRP® based examples, this chapter will progress through implementing other RTL-SDR based
FM receivers. A number of exercises will involve building receivers using different types of FM
demodulator and stereo FM decoder/ demultiplexer; and we will also run some reference models. Later
in the chapter, the focus will shift to implementing some more unusual systems, for example the
transmission and reception of AM signals using FM transmitters, and stereo multichannel transmission.
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10.1 Transmitting Mono WFM Signals with the USRP® Hardware
As introduced in Section 8.1 (page 280), the USRP® radio is an SDR that can be used in conjunction with
Simulink to implement a number of different radio transmitters and receivers. By default, the FPGA on
the Tx side of the USRP® radio is configured to perform DUC, to interpolate baseband IQ samples
(transferred to the device from a host computer) to a much higher frequency. The samples are converted
to continuous time signals using a DAC, and then mixed with a complex RF carrier, performing complex
AM-DSB-SC modulation. This means that to transmit an FM signal with it, the samples input to the
‘Data’ port of the SDRu Transmitter Simulink block must already be FM modulated, at baseband.
Performing baseband FM modulation is a simple process, and the associated maths is much less
complicated than that of the ‘standard’ FM modulation reviewed in Chapter 9! Although the phase of a
carrier still needs to be modulated with the integral of an information signal, the carrier is not a sinusoid;
rather it is a real constant DC value, given that we are using complex modulation methods. (It might be
useful to review again Figure 9.9 on page 349 — we are essentially going in reverse order: generating plot
(c) and then upconverting to produce plot (a)). 
The standard FM modulation process creates a real signal centred around a positive frequency carrier,
the baseband FM modulation process creates an imaginary signal centred around 0Hz. While the
standard FM signal at a high frequency carrier  takes the form
 where , (10.1)
we saw from Eq. (9.31) on page 350 that the complex baseband FM signal (i.e. on a low frequency
“carrier” centred at Hz, which can be 0 Hz) can be represented in complex exponential form as 
or alternatively magnitude/argument form M . For a baseband FM signal centred at 0Hz, we can say:
(10.2)
where  represents the argument of the complex baseband signal, and  is the DC constant (adopting
a continuous time representation for convenience). A VCO is not required to generate this signal. To
modulate this baseband signal onto a carrier, it simply needs to be input to the quadrature AM-DSB-SC
modulator on the USRP® hardware, and upconverted to the appropriate RF centre frequency. 
Substituting the complex baseband FM signal from Eq. (10.2) into Eq. (8.1) (the generalised form of the
signal output by the USRP® radio, page 280), the AM modulated baseband FM signal output by the
hardware can be expressed as follows:
(10.3)
This can be expanded using Eqs. (B.4) and (B.5) from Appendix B (page 581) to give:
fc






sfm b± aseband t( ) Ac e
j± θfm t( )
Ac θfm± t( )∠  
Ac 2± πKfm si t( ) td
∞±
t³×  ,∠ 
 ∠ Ac
susrp t± x t( ) Kusrp t± x ℜe sfm b± aseband t( )© ¹§ · ωct( ) ℑm sfm b± aseband t( )© ¹§ · ωct( )VLQFRV 
Kusrp t± x Ac θ± fm t( )© ¹§ ·FRV ωct( ) Ac θ± fm t( )© ¹§ ·VLQ ωct( )VLQFRV  . 
369Chapter 10: Desktop FM Transmission and Reception
369
(10.4)
Note that AM modulating the complex baseband FM signal with the USRP® radio results in the device
outputting the FM signal from Eq. (10.1)! 
Figure 10.1 shows how the baseband FM modulator can be implemented with five simple DSP blocks.
To begin with, we shall focus on designing a Simulink model which will generate a mono FM signal. A
high level block diagram of the processes required to implement this modulator/ transmitter is shown in
Figure 10.2. In the next exercise, we will construct this modulator, and transmit the signal it creates using
the USRP® radio. 
Before starting to build any FM transmitter Simulink models, make sure that you have the MathWorks
USRP® Hardware Support Package installed. Details on this can be found in Appendix A.2 (page 571).
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Figure 10.2: Block diagram showing a Simulink/ USRP® hardware implementation of a mono FM modulator






Note: If you do not have a USRP® radio, it will still be possible to run this exercise and see the FM signal
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WKHEORFNFIR Rate Conversion o/p fs=120kHzE\ RQWKHWH[WXQGHUWKHEORFN





WKHUDWHUHTXLUHGWRVDWLVI\1\TXLVWFRQGLWLRQV5HQDPHLWFIR Interpolation o/p fs=400kHz
I $GGILOWHULQJVWDJHV7RHQVXUHWKDWVSHFWUDOLPDJHVLQWKHLQWHUSRODWHGVLJQDODUHVXIILFLHQWO\
DWWHQXDWHGZHZLOODGGDGGLWLRQDOILOWHULQJVWDJHVWRWKHXSFRQYHUWHUFKDLQEHWZHHQWKHFIR
Rate Conversion DQGFIR InterpolationEORFNVQRWHWKDWWKLVLVQRWSUHVHQWHGDVDQRSWLPXP
GHVLJQ²EXWLWGRHVUXQLQUHDOWLPHRQRXUWHVWV\VWHP3ODFHWZRLowpass FIlterEORFNVIURP
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J &RQQHFWDOORIWKHVHEORFNVXSDVIROORZV
K ,PSOHPHQW WKHEDVHEDQG)0PRGXODWRU2SHQ  > DSP System Toolbox > Filtering >




L 1H[WVRXUFHDGainEORFNIURPWKH  > Simulink > Math Operations6HWWKLVWRKDYHDµ*DLQ¶
RIµ¶DQGUHQDPHWKHEORFNFrequency Sensitivity Gain 2 Kfm3ODFHDConstantIURP  >
Simulink > SourcesDQGVHWLWVYDOXHWRµ¶5HQDPHWKLVDC Carrier Magnitude&RPSOHWH
WKHPRGXODWRUE\SODFLQJDMagnitude-Angle to ComplexEORFNIURP  > Simulink > Math
OperationsDQGFRQQHFWLQJWKHIRXUEORFNVDVIROORZV
M ,QWHUIDFH ZLWK WKH 8653 UDGLR )HWFK DQ SDRu Transmitter EORFN IURP WKH  >
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WR NQRZ LWV ,3 DGGUHVV RU 86% DGGUHVV DQG EH DEOH WR µSLQJ¶ LW IURP \RXU FRPSXWHU
,QVWUXFWLRQVIRUVHWWLQJXSWKLVFRQQHFWLRQDUHLQFOXGHGLQ$SSHQGL[$SDJH  RQWKH
SDRu TransmitterEORFNVHOHFWWKHFRUUHFWµ3ODWIRUP¶DQGW\SHWKHµ$GGUHVV¶RI\RXUKDUGZDUH
N 7KH 5) VLGH RI WKH 8653 UDGLR VKRXOG DOVR EH FRQILJXUHG 6HW WKH µ&HQWHU )UHTXHQF\¶
SDUDPHWHUWRWKHGHVLUHGWUDQVPLWIUHTXHQF\7KLVYDOXHVKRXOGEHZLWKLQWKHUDQJHRI\RXU
57/6'5¶VWXQHUHJLQWKHUDQJH0+]±*+],IIRUH[DPSOHLWLVGHVLUHGWRPRGXODWH
WKHVLJQDORQWRD0+]FDUULHU µH¶VKRXOGEHHQWHUHG LQWR WKLV ILHOG6HW WKH µ/2
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10.2 Implementing Mono FM Receivers with RTL-SDR and Simulink
Now that we have covered the generation of FM signals with the USRP® hardware, it is time to receive
some with the RTL-SDR! This section contains a series of exercises, all orientated around demodulating
mono FM signals. The first exercise involves building a mono FM receiver in Simulink and attempting
to demodulate some of the FM radio stations that are broadcast in your area; or the signals generated with
the USRP® transmitter. We provide a MATLAB script that implements a frequency discriminator, and
we also set the challenge of building the Complex Differentiation Demodulator from Section 9.6
(page 332). If you do not have a USRP® radio and are unable to receive FM signals from commercial radio
stations, remember that an off the shelf transmitter is a good alternative, or a Raspberry Pi can be used to
generate an FM signal — see Section 10.7 for more information. 
Before you begin building any FM receiver Simulink models, you will need to make sure you have the
MathWorks RTL-SDR Hardware Support Package installed. Details on how to do this can be found in
Appendix A.1 (page 569).
57/6'50RQR)05DGLR5HFHLYHU'LVFULPLQDWRU
,Q WKLV H[HUFLVH ZH ZLOO FRQVWUXFW D )UHTXHQF\ 'LVFULPLQDWRU EDVHG )0 UHFHLYHU LQ 6LPXOLQN $IWHU
FUHDWLQJDQHZ6LPXOLQNPRGHOFRPSRQHQWVIURPWKH6LPXOLQNOLEUDULHVWKDWLQWHUIDFHZLWKWKH57/6'5
ZLOO EH SODFHG DORQJ ZLWK FRPSRQHQWV WR LPSOHPHQW WKH GHPRGXODWRU 7KH UHFHLYHU ZLOO RXWSXW WKH
GHPRGXODWHGDXGLRLQIRUPDWLRQWRFRPSXWHUVSHDNHUVRUKHDGSKRQHV
Note: If you do not have an RTL-SDR, or are unable to receive commercial FM radio stations and cannot
transmit your own FM signal, you can still complete this exercise by substituting the RTL-SDR Receiver
block with an Import RTL-SDR Data block as discussed below.
([HUFLVH 







E 3ODFH DQ RTL-SDR Receiver EORFN ,I \RX KDYH DQ 57/6'5 DYDLODEOH DQG DUH DEOH WR
UHFHLYHDQ)0VLJQDOHLWKHUDEURDGFDVWRUDJHQHUDWHGVLJQDOSODFHWKHRTL-SDR Receiver








WKLVEORFNWRRTL-SDR Receiver o/p fs=2.4MHz
F 3ODFH WZRConstantEORFNV IURP  > Simulink > SourcesDQGPRGLI\ WKHLUQDPHV WRFM
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 &RQQHFWWKHVHEORFNVXSDVIROORZV
G 3ODFHDQ Import RTL-SDR DataEORFN ,I\RXGRQRWKDYHDQ57/6'5RUDUHXQDEOH WR
UHFHLYHDQ)0VLJQDOQDYLJDWHWR  > RTL-SDR Book Library > Additional ToolsDQGSODFH
DQImport RTL-SDR DataEORFN RQWKLVDQGFKDQJHWKHµ)LOH1DPH¶SDUDPHWHUWRUHIHUHQFH
WKHILOH
/fm/rtlsdr_rx/rec_data/wfm_mono.mat
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I ,I XVLQJ DQ RTL-SDR Receiver SODFH DQ FIR Decimation EORFN IURP  > DSP System
Toolbox > Filtering > Multirate FiltersLQWR\RXUPRGHO7KLVEORFNGHFLPDWHVWKHGDWDDSSOLHG




IURP 0+] WR N+] DQG WR SDVV IUHTXHQFLHV XS WR N+] 6HOHFW µ$OORZ PXOWLUDWH
SURFHVVLQJ¶LQWKHµ5DWHRSWLRQV¶GURSGRZQPHQXDQGWKHQDSSO\WKHVHFKDQJHV,I\RXZLVK
WR YLHZ WKH ILOWHU UHVSRQVH RI WKH ORZSDVV ILOWHU  RQ WKH µ9LHZ )LOWHU 5HVSRQVH¶ EXWWRQ
5HQDPHWKLVEORFNFIR Decimation o/p fs=240kHz
J &RQQHFWWKHEORFNV$IWHUFRQQHFWLQJWKHVHEORFNVXS\RXVKRXOGKDYHRQHRIWKHIROORZLQJ
WZRFRQILJXUDWLRQV
K ,PSOHPHQW WKH IUHTXHQF\ GLVFULPLQDWRU 6RXUFH D Delay EORFN IURP  > Simulink >
DiscreteDQGMath FunctionProductDQGComplex to Magnitude-Angle EORFNV IURP  >







...or for an offline receiver
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L $GGDGHFLPDWLRQVWDJH3ODFHDFIR DecimationEORFNIURP  > DSP System Toolbox >
Filtering > Multirate Filters LQWR WKHPRGHO RQ LW WRRSHQ LWVSDUDPHWHUVZLQGRZ WKHQ
FKDQJHWKHµ),5ILOWHUFRHIILFLHQWV¶DQGµ'HFLPDWLRQ)DFWRU¶WRWKHIROORZLQJ
 7KLVFRQILJXUHVWKHGHFLPDWRUWRUHGXFHWKHVDPSOLQJUDWHE\DIDFWRURILHDUDWHFKDQJH
IURP N+] WR N+] DQG WR SDVV IUHTXHQFLHV XS WR N+] 6HOHFW µ$OORZ PXOWLUDWH
SURFHVVLQJ¶LQWKHµ5DWHRSWLRQV¶GURSGRZQPHQXDQGWKHQDSSO\WKHFKDQJHV,IGHVLUHGYLHZ
WKHILOWHUUHVSRQVHRIWKHORZSDVVILOWHUE\ RQWKHµ9LHZ)LOWHU5HVSRQVH¶EXWWRQ5HQDPH
WKLVEORFNFIR Decimation o/p fs=48kHz
M 7KHILQDOSDUWRIWKHGHPRGXODWRULVWKHGHHPSKDVLVILOWHU2SHQ  > RTL-SDR Book Library
> FM Demod Tools DQGDGGDQFM De-emphasis Filter WR WKHPRGHO2SHQ LWVSDUDPHWHU
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N $GGVFRSHDQGDXGLRRXWSXWEORFNV1DYLJDWHWR  > DSP System Toolbox > Sinks3ODFH
WZRSpectrum AnalyzerEORFNVLQWRWKHPRGHOUHQDPLQJRQHSpectrum Analyzer Modulated













...or for an offline receiver













R 5XQWKHVLPXODWLRQ%HJLQWKHVLPXODWLRQE\ RQWKHµ5XQ¶  EXWWRQLQWKH6LPXOLQNWRROEDU








 Spectrum Analyzer Demodulated VKRZV WKH VSHFWUXP RI WKH GHPRGXODWHG VLJQDO DIWHU






U )XUWKHU:RUN:K\QRWPDNH\RXUPRQR)0GHPRGXODWRUGHVLJQD OLWWOHPRUH IOH[LEOHE\
DGGLQJLQWHUDFWLYHFRQWUROVIRUWKHFDUULHUIUHTXHQF\DQGWXQHUJDLQ"$FRQWUROPDVNLVDYDLODEOH
DQGFDQEHIRXQGLQ  > RTL-SDR Book Library > FM Demod Tools7KHEORFNLVFDOOHGFM
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LQ ([HUFLVH  7KH IXQFWLRQ KDV EHHQ GHVLJQHG WR RXWSXW WKH GHPRGXODWHG DXGLR LQIRUPDWLRQ WR
FRPSXWHUVSHDNHUVRUKHDGSKRQHV
Note: If you do not have an RTL-SDR, or are unable to receive a commercial FM radio station and
cannot transmit your own FM signal, you can still compete this exercise by substituting the RTL-SDR
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G ,I\RXDUHXVLQJDQ57/6'5PRGLI\WKHYDOXHRIrtlsdr_fcWRVHWWKHFHQWUHIUHTXHQF\RI







WKH 57/6'5 GDWD VRXUFH LPSOHPHQW WKH HQYHORSH GHWHFWRU DQG SURYLGH VSHFWUDO
UHSUHVHQWDWLRQVRIWKHVLJQDOVDVWKH\DUHGHPRGXODWHGobj_rtlsdrLVXVHGDVWKHQDPHIRU
ERWK WKH import_rtlsdr_data DQG comm.SDRRTLReceiver REMHFWV 7KLV PHDQV WKDW
UHJDUGOHVVRIZKLFKRQHHQGVXSEHLQJ LQLWLDOLVHG WKHUHVWRI WKHFRGHIRU WKHUHFHLYHUFDQ
UHPDLQFRQVWDQWFDOOLQJµstep(obj_rtlsdr)¶IRUDQRWKHUIUDPHRIGDWD
%% PARAMETERS (can change)
offline          = 0; % 0 = use RTL-SDR, 1 = import data
offline_filepath = 'rec_data/wfm_mono.mat'; % path to FM signal
rtlsdr_id        = '0'; % stick ID
rtlsdr_fc = 102.5e6; % tuner centre frequency in Hz
rtlsdr_gain      = 30; % tuner gain in dB
rtlsdr_fs        = 2.4e6; % tuner sampling rate
rtlsdr_ppm       = 0; % tuner parts per million correction
rtlsdr_frmlen    = 256*25; % output data size (multiple of 5)
rtlsdr_datatype  = 'single'; % output data type
deemph_region = 'eu'; % set to either eu or us
audio_fs         = 48e3; % audio output sampling rate
sim_time         = 60; % simulation time in seconds
%% SYSTEM OBJECTS (do not edit)
% check if running offline
if offline == 1





% fir decimator handle - fs = 240kHz downto 48kHz
obj_decmtr = dsp.FIRDecimator(...
        'DecimationFactor', 5,...
        'Numerator', firpm(100,[0,15e3,20e3,(240e3/2)]/(240e3/2),...
        [1 1 0 0], [1 1], 20));
































[1 1 0 0], [1 1], 20));
end;
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K 3UHSDUHWRUXQWKHIXQFWLRQ&RQQHFWVSHDNHUVRUKHDGSKRQHVWRWKHFRPSXWHUDQGWHVWWR
HQVXUH WKDW WKH\ DUH ZRUNLQJ ,I \RX DUH XVLQJ DQ 57/6'5 FKHFN WKDW 0$7/$% FDQ
FRPPXQLFDWHZLWKLWE\W\SLQJsdrinfo LQWRWKH0$7/$%FRPPDQGZLQGRZ)LQDOO\PDNH
VXUHWKHILOHLVVDYHG
L 5XQWKHIXQFWLRQ5XQWKHIXQFWLRQE\ RQWKHµ5XQ¶  EXWWRQLQWKH0$7/$%WRROEDU$IWHU
DFRXSOHRIVHFRQGVWKHVLPXODWLRQZLOOEHJLQWKHSpectrum AnalyzerZLQGRZVVKRXOGDSSHDU




Modulated ZLOO VKRZ WKH VLJQDO UHFHLYHG IURP WKH 57/6'5 DV VKRZQ EHORZ WKHVH
VFUHHQVKRWV ZHUH FDSWXUHG ZLWK LPSRUWLQJGDWD KHQFH WKHEDQGZLGWKRI WKLV GRXEOH VLGHG
VSHFWUXPLVN+]
% loop while run_time is less than sim_time
while run_time < sim_time
% fetch a frame from obj_rtlsdr (live or offline)
    rtlsdr_data = step(obj_rtlsdr);
    
    % update 'modulated' spectrum analyzer window with new data
    step(obj_spectrummod, rtlsdr_data);
    
    % implement frequency discriminator
    discrim_delay = step(obj_delay,rtlsdr_data);
    discrim_conj  = conj(rtlsdr_data);
    discrim_pd    = discrim_delay.*discrim_conj;
    discrim_arg   = angle(discrim_pd);
    
    % decimate + de-emphasis filter data
    data_dec = step(obj_decmtr,discrim_arg);
    data_deemph = step(obj_deemph,data_dec);
    
    % update 'demodulated' spectrum analyzer window with new data
    step(obj_spectrumdemod, data_deemph);
    % output demodulated signal to speakers
    step(obj_audio,data_deemph);
    
    % update run_time after processing another frame
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WKHEORFNGLDJUDP WRFKDQJH WKH57/6'5GDWDVRXUFHDQG UHFRQQHFWSpectrum Analyzer
ModulatedWRWKHDSSURSULDWHVLJQDO7KLVZDVDOLWWOHLQFRQYHQLHQWZKHUHDVVZLWFKLQJVRXUFH





57/6'5 WU\ LPSOHPHQWLQJ RQH ZLWK DQ &RPSOH[ 'LIIHUHQWLDWLRQ 'HPRGXODWRU 6RPH KLQWV ZLOO EH
SURYLGHGWRKHOSJHWVWDUWHG
Note: If you do not have an RTL-SDR, or are unable to receive a commercial FM radio station and
cannot transmit your own FM signal, you can still compete this exercise by substituting the RTL-SDR
Receiver system object with an Import RTL-SDR Data object as discussed below.
?
([HUFLVH 





E ,PSOHPHQW WKH&RPSOH['LIIHUHQWLDWLRQ'HPRGXODWRU8VLQJ WKHGLDJUDP LQ)LJXUH
SDJH  FRQVWUXFW D &RPSOH[ 'LIIHUHQWLDWLRQ 'HPRGXODWRU XVLQJ FRPSRQHQWV IURP WKH



















H 5XQWKHVLPXODWLRQ%HJLQWKHVLPXODWLRQE\ RQWKHµ5XQ¶  EXWWRQLQWKH6LPXOLQNWRROEDU
$IWHUDFRXSOHRIVHFRQGVWKHVLPXODWLRQZLOOEHJLQWKHSpectrum Analyzer ZLQGRZVVKRXOG
DSSHDUDQGWKHGHPRGXODWHG)0VLJQDOVKRXOGEHDXGLEOH,IXVLQJDQ57/6'5DGMXVWWKH
IUHTXHQF\ DQG JDLQ YDOXHV XQWLO WKH GHYLFH LV WXQHG WR WKH GHVLUHG VLJQDO 8VH Spectrum
Analyzer ModulatedWRKHOSZLWKWKLV
I $QDO\VLV([DPLQHWKHVLJQDOVSORWWHGLQWKHSpectrum Analyzer ZLQGRZVDQGFRPSDUHWKHVH
WR WKH VLJQDOV REVHUYHG LQ ([HUFLVH  $UH WKH\ DQ\ GLIIHUHQW" 'R \RX WKLQN WKLV
GHPRGXODWLRQPHWKRGLVEHWWHUWKDQWKH)UHTXHQF\'LVFULPLQDWRU"
10.3 Transmitting Stereo WFM Signals with the USRP® Hardware
Now that you have created and transmitted a mono FM signal with the USRP® hardware, we can move
on to something more challenging — transmitting a stereo FM signal! To do this, we will need to modify
the transmitter model built in Exercise 10.1, and add a stereo encoder and multiplexer to it. To recap, a
diagram for the FM stereo encoder/ multiplexer is as shown in Figure 10.3. A high level block diagram


































Figure 10.3: Block diagram of the stereo FM encoder and multiplexer (see Section 9.9 for more information)
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In the following exercise you get the opportunity to construct a stereo FM encoder and multiplexer, and
add this to the modulator/ transmitter from Exercise 10.1, to generate a stereo FM signal. This will then
be used to transmit a stereo audio signal with the USRP® radio.
86535DGLR6WHUHR)00RGXODWRUDQG7UDQVPLWWHU




Note: If you do not have a USRP® radio, you can still run this exercise and see the MPX signal







E 2SHQWKHQHZPRGHOGHOHWHWKHFRQQHFWLRQEHWZHHQWKHLowpass Filter fc=15kHz DQGFIR













































Figure 10.4: Block diagram showing a Simulink/ USRP® hardware implementation of a stereo FM modulator
([HUFLVH 
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F $GGDVHFRQGDXGLRVRXUFH&UHDWHFRSLHVRIWKHILUVWWKUHHEORFNVSODFLQJWKHVHEHORZWKH




















H ,PSOHPHQWDVWHUHR)0HQFRGHUDQGPXOWLSOH[HU2SHQ  > Simulink > Math Operations
DQGILQGWKHAddEORFN3ODFHWKUHHRIWKHVHLQWRWKHPRGHO/HDYHRQHRIWKHPZLWKWKHGHIDXOW
VHWWLQJVDQGFKDQJH WKH µ/LVWRIVLJQV¶ LQRQH WR µ¶DQGDQRWKHU WR µ¶)URP WKHVDPH
OLEUDU\SODFHWKUHHGainEORFNV6HWWZRRIWKHVHWRKDYHDµ*DLQ¶RIµ¶DQGWKHWKLUGWRKDYH
D µ*DLQ¶ RI µ¶ 7KHVHJDLQV UHODWH WR WKHZHLJKWLQJRI WKH FRPSRQHQWVDV LQ(T 
SDJH )LQDOO\IHWFKDProductEORFNIURPWKLVOLEUDU\DQGSODFHLWLQWRWKHPRGHO
I 2SHQ  > DSP System Toolbox > SourcesDQGILQGWKH Sine WaveEORFN3ODFHWZRLQ\RXU
PRGHO RQWKHILUVWRIWKHVHDQGFKDQJHWKHSDUDPHWHUVWRWKHIROORZLQJ
























O 3UHSDUH WR UXQ WKH VLPXODWLRQ 6HW WKH Simulation Stop Time WR µLQI¶ DQG FKDQJH WKH
Simulation ModeWRµ$FFHOHUDWRU¶7KLVZLOODOORZ6LPXOLQNWRUXQWKHPRGHOIDVWHU)LQDOO\PDNH
VXUHWKHPRGHOLVVDYHG



















S 6LJQDO$QDO\VLVSpectrum Analyzer7KHSpectrum AnalyzerZLQGRZVKRXOGDOORZ\RXWR
VHH WKH 03; VLJQDO DV LW LV FUHDWHG LQ WKH IUHTXHQF\ GRPDLQ 'RHV WKLV FRQIRUP WR WKH
WKHRUHWLFDO)003;VKRZQRSSRVLWH"





(        ) 
15  19  23                  38                  53 
Mono
[L+R] 
































10.4 Implementing Stereo FM Receivers with RTL-SDR and Simulink
This section will focus on building stereo FM receivers in Simulink that should enable you to receive,
demodulate, demultiplex and decode stereo FM signals. The decoded stereo signal will be output to
stereo speakers or headphones. If used to receive the stereo FM signal generated and transmitted in
Exercise 10.5, the left speaker will output one song, and the right speaker will output another! If you do
not have a USRP® radio and are unable to receive stereo FM signals from commercial radio stations,
remember that you can use an off the shelf transmitter or a Raspberry Pi — see Section 10.7 for more



































Figure 10.5: Block diagram of the stereo FM demultiplexer and decoder
(see Section 9.9 for more information)






Note: If you do not have an RTL-SDR, or are unable to receive commercial FM radio stations and cannot
transmit your own FM signal, you can still complete this exercise by substituting the RTL-SDR Receiver















LQ([HUFLVH  &KHFN WKDW \RXU GHVLJQ PDWFKHVRQH RI WKH IROORZLQJ WZR FRQILJXUDWLRQV
EHIRUHFRQWLQXLQJ
([HUFLVH 






N+]  RQ FIR Decimation o/p fs=48kHz DQG FKDQJH LWV µ),5 ILOWHU FRHIILFLHQWV¶ DQG
µ'HFLPDWLRQIDFWRU¶WRWKHIROORZLQJ
 5HQDPHWKLVEORFNFIR Decimation o/p fs=120kHzDQGGHOHWHWKHFRQQHFWLRQEHWZHHQLWDQG
WKHFM De-emphasis Filter
I $GGDVWHUHR)0GHPXOWLSOH[HU3ODFHDQFM MPX DemultiplexerEORFNLQDQDUHDRIIUHH
VSDFHLQ\RXUPRGHO,WFDQEHIRXQGLQ  > RTL-SDR Book Library > FM Demod Tools7KLV









...or for an offline receiver
2
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 7KHN+]WRQHLVXVHGWRFRKHUHQWO\$0GHPRGXODWHWKHVWHUHRFRPSRQHQWRIWKH03;VLJQDO
IURP LWV VXSSUHVVHG VXEFDUULHU WR EDVHEDQG DQG WKHQ WKH EDVHEDQG PRQR DQG VWHUHR
FRPSRQHQWVDUHSDVVHGWKURXJKDQ,,5ILOWHUWRHQVXUHWKDWQRIUHTXHQF\FRPSRQHQWVRYHU







K 7KHPRQRDQGVWHUHRFRPSRQHQWVRXWSXW IURPWKHFM MPX Demultiplexer DUHVDPSOHGDW
N+]ZKLFKLVXQQHFHVVDU\DVWKH\DUHEDQGOLPLWHGWRN+]5HGXFHWKHLUVDPSOLQJUDWHV
WRN+]XVLQJFIR Rate ConversionEORFNV7KHVHFDQEHIRXQGLQ  > DSP System Toolbox
> Filtering > Multirate Filters3DUDPHWHULVHWKHVHDVIROORZV
 7KLV VSHFLILHV LQWHUSRODWLRQ E\ D IDFWRU RI  DQG WKHQ GHFLPDWLRQ E\ D IDFWRU RI  ZKLFK
LPSOHPHQWVDUDWHFKDQJHIURPN+]WRN+]7KHORZSDVVILOWHU LVFRQILJXUHGWRSDVV
IUHTXHQFLHVXSWRN+]WRSUHYHQWDOLDVLQJHIIHFWVIURPRFFXUULQJ$SSO\WKHFKDQJHVDQG
WKHQUHQDPHWKHEORFNVFIR Rate Conversion o/p fs=48kHz
2
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L ,PSOHPHQWWKHVWHUHR)0GHFRGHU3ODFHWZRAdd blocks DQGDMatrix ConcatenateEORFN
































...or for an offline receiver




6'5VHW WKHSimulation Stop Time WR µLQI¶E\ W\SLQJ WKLV LQWR WKH6LPXOLQN WRROEDUDQG WKH
Simulation ModeWRµ$FFHOHUDWRU¶7KLVZLOOIRUFH6LPXOLQNWRSDUWLDOO\FRPSLOHWKHPRGHOLQWR
QDWLYH FRGH IRU \RXU FRPSXWHU ZKLFK ZLOO DOORZ LW WR UXQ IDVWHU &KHFN WKDW 0$7/$% FDQ
FRPPXQLFDWH ZLWK WKH 57/6'5 E\ W\SLQJsdrinfo LQWR WKH 0$7/$% FRPPDQG ZLQGRZ
)LQDOO\PDNHVXUHWKDWWKHPRGHOLVVDYHG





















T :KLOH Spectrum Analyzer MPX VKRZV WKH 03; FRPSRQHQWV LQ WKH IUHTXHQF\ GRPDLQ






FRQWUROPDVNKDVEHHQFUHDWHGIRUWKLVDQGFDQEHIRXQGLQ  > RTL-SDR Book Library > FM













































(        ) 
Stereo
LSB 
Pilot Stereo  [L-R]
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57/6'56WHUHR)05DGLR5HFHLYHUDQG'HFRGHU3//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 RQWKHPhase Locked Loop DemodulatorEORFNWRYLHZLWVSDUDPHWHUV
 7KH3//KDVEHHQFRQILJXUHGWRORFNWRWKLVVLJQDOE\VHWWLQJWKHµ4XLHVFHQW)UHTXHQF\¶YDOXH
WRµH¶7KHµ1RLVH%DQGZLGWK¶KDVEHHQFRQILJXUHGWRN+]KDOIWKHPD[LPXPIUHTXHQF\
GHYLDWLRQ YDOXH SHUPLWWHG IRU D :)0 VLJQDO 7KH µ'DPSLQJ 5DWLR¶ KDV EHHQ VHW WR µ¶ $V
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DW D UDWH RI 0+] DQG LV RIIVHW IURP EDVHEDQG E\ N+] $V :)0 VLJQDOV KDYH D







WKH LQSXW VLJQDO VLPLODU WR WKH ZDYHIRUP VKRZQ LQ )LJXUH  SDJH  LQ WKH SUHYLRXV
FKDSWHU3DVVLQJWKLVWKURXJKWKHHQYHORSHGHWHFWRUFRPSOHWHVWKHGHPRGXODWLRQDQGWKHQWKH
UHFRYHUHGDXGLRVLJQDOFDQEHRXWSXWWRVSHDNHUV
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G 5XQWKHVLPXODWLRQ&KHFNWKDWWKHSimulation Stop TimeLVVHWWRVHFRQGVµ¶DQGWKH
Simulation ModeLVVHWWRµ$FFHOHUDWRU¶7KLVZLOOIRUFH6LPXOLQNWRUXQWKHPRGHOIDVWHU%HJLQ
WKHVLPXODWLRQE\ RQWKHµ5XQ¶  EXWWRQLQWKH6LPXOLQNWRROEDU
H &DQ\RXKHDUWKHGHPRGXODWHGPXVLFVLJQDO"7KLVVKRXOGEHDOO WKHSUDFWLFDOSURRI\RX
QHHGWKDWDQ$0UHFHLYHUDVD6ORSH'HWHFWRUFDQEHXVHGWRUHFHLYH)0VLJQDOV
10.5 Manipulating the MPX: Transmitting AM Signals with FM Transmitters
The first unconventional concept we are going to work towards is to transmit an AM signal with an FM
transmitter. This can be particularly useful if you do not have any AM transmitters available but would
like to complete the Desktop AM Transmission and Reception chapter! To do this, we will need to
manipulate the FM MPX. As a recap, the spectrum of the normal FM MPX is shown in Figure 10.6 below. 
The mono component resides at baseband, and therefore is of no use in this situation. The stereo
component is modulated onto a 38kHz subcarrier however — this is an AM-DSB-SC signal. If the MPX
was manipulated in such a way that there was no mono component present, then it would look as follows:
In this state, we would be able to test out Costas Loops in receivers to coherently demodulate the
component to baseband; use PLLs and NCOs to synthesise the 38kHz carrier from the Pilot tone and use
this for coherent demodulation; or investigate why envelope detectors cannot be used to demodulate
AM-DSB-SC signals. 
To create this AM in FM MPX, we will first need to generate a special baseband information signal.
Recalling from Section 9.9.2 (page 362), the standard FM encoder / multiplexer generates both mono
[L+R] and stereo [L–R] components; and we need to prevent it from doing this. Taking a mono
information signal, , and setting  and , the generated MPX components will be:
1
?
(        ) 




























Figure 10.6: Baseband spectral representation of the standard FM radio multiplex
(        ) 





































Figure 10.7: Baseband spectral representation of the AM in FM MPX
α L α R α± 




In Exercise 10.9, we will open and run a signal generator/ multiplexer/ baseband FM modulator/ USRP®
reference transmitter model. This will create the custom ‘stereo’ signal, which is then input to the same
series of blocks used in Exercise 10.5 for the standard stereo FM transmitter. The baseband FM
modulated signal it generates is passed to the USRP® hardware, where it is modulated onto an RF carrier
and transmitted. 
This is a partner exercise for Exercise 10.10. If a USRP® radio is not available, there are a number of
alternatives that can be used instead, such as an off the shelf FM transmitter, or a Raspberry Pi.
Information on using these is given in Section 10.7. Even if none of these are possible, you will still be
able to complete the later exercise using the provided data file. In any case, do open and explore the






Note: If you do not have a USRP® radio, you can still run this exercise and see the MPX signal










L R[ ] α( ) α±( ) 0  
L R±[ ] α( ) α±( )± 2α  
([HUFLVH 





FRQQHFWLRQLVSURYLGHGLQ$SSHQGL[$SDJH  RQWKHSDRu TransmitterEORFNDQG
FKHFNWKDWWKHDSSURSULDWHµ3ODWIRUP¶DQGµ$GGUHVV¶RI\RXU8653UDGLRDUHHQWHUHG0DNH
VXUHWKDWWKHµ&HQWHU)UHTXHQF\¶SDUDPHWHULVVHWWRWKHGHVLUHGWUDQVPLWIUHTXHQF\7KLVYDOXH





G 3UHSDUHWRUXQWKHVLPXODWLRQ&KHFNWKDWWKHSimulation Stop Time LVVHWWRµLQI¶DQGWKDW
WKHSimulation ModeLVVHWWRµ$FFHOHUDWRU¶7KLVZLOOHQDEOH6LPXOLQNWRUXQWKHPRGHOIDVWHU
)LQDOO\PDNHVXUHWKDWWKHPRGHOLVVDYHG









412 Software Defined Radio Using MATLAB & Simulink and the RTL-SDR
412
J :KHQDQDQDORJXH)0UDGLRLVWXQHGWRWKHWUDQVPLWWHGVLJQDO WKHUDGLRVKRXOGEHDEOHWR
GHPRGXODWH WKHVLJQDOFRUUHFWO\ SURYLGHGWKDW LW LV WUDQVPLWWHGZLWKLQ WKH)0EDQGDV WKH
VWHUHRGHFRGLQJSURFHVVVKRXOGUHFRYHU  and .
The receiver for this AM in FM signal requires a two stage demodulation process. An FM demodulator
is needed to recover the MPX, and an AM demodulator is required to demodulate the information from
around its 38kHz subcarrier back to baseband. A variety of different AM demodulators can be realised
for this task, and we will focus on two in particular; one coherent, and one non-coherent.
For the coherent option, we shall simply use the FM MPX Demultiplexer block from Exercise 10.6. This
block locks to the pilot tone of the MPX signal, generates a 38kHz sinusoid that is in phase with the
original suppressed subcarrier, and uses this to demodulate the stereo component to baseband. The
simplest non-coherent alternative is to multiply the MPX by a generic 38kHz sinusoid. While this should
work in almost the same way, the phase of the modulating carrier and the local carrier are very unlikely
to match, which means that the demodulation will not be performed perfectly. 
In Exercise 10.10, we will ask you to run a receiver reference model for this AM in FM MPX signal, that
will demodulate and output the AM-DSB-SC modulated audio signal. If you are unable to transmit an
AM in FM signal either with a USRP® radio, an off the shelf FM transmitter or a Raspberry Pi, you can
still complete the exercise using the provided data file. 
$0LQ)057/6'5)05HFHLYHUDQG$0'HPRGXODWRU
,Q WKLV H[HUFLVH \RX ZLOO UXQ D UHFHLYHU WKDW ZLOO GHPRGXODWH WKH AM in FM VLJQDO DQG RXWSXW WKH
GHPRGXODWHG DXGLR VLJQDO WR \RXU FRPSXWHU¶V VSHDNHUV RU KHDGSKRQHV 7KHUH LV WKH RSWLRQ RI WZR
GHPRGXODWRUV²RQHFRKHUHQWDQGWKHRWKHUQRQFRKHUHQW<RXZLOOEHDEOHWRVZLWFKEHWZHHQWKHVHLQ
UHDOWLPHXVLQJWKHManual Switch
Note: If you do not have an RTL-SDR, or are unable to transmit the AM in FM MPX signal from Exercise
10.9, you can still complete this exercise by substituting the RTL-SDR Receiver block with an Import
RTL-SDR Data block as outlined below. 
L α R α± 
([HUFLVH 











































I 6LJQDO$QDO\VLVSpectrum Analyzers)URPSpectrum Analyzer MPXLWVKRXOGEHSRVVLEOH
WR FRQILUP WKDW WKH UHFHLYHG VLJQDO RQO\ FRQWDLQV LQIRUPDWLRQ LQ WKH VWHUHR FRPSRQHQW DV
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GHPRGXODWH LW $V WKH FM MPX Demultiplexer WUDFNV WKH IUHTXHQF\ DQG SKDVH RI WKH
PRGXODWLRQFDUULHUWKLVLVQRWDQLVVXHZLWKWKHFRKHUHQWGHPRGXODWLRQPHWKRG





Transmission and Reception, &KDSWHUPhase Locked Loops DQGCostas LoopsFDQEHIRXQG
LQWKH  > RTL-SDR Book Library > AM Sync ToolsOLEUDU\DQGHQYHORSHGHWHFWRUVFDQEH
FRQVWUXFWHGZLWKFRPSRQHQWVIURPWKH  > SimulinkDQG  > DSP System ToolboxOLEUDULHV
L :DWFKDQGOLVWHQWRXVGHPRGXODWHAM in FM03;VLJQDOV:HKDYHUHFRUGHGDYLGHR




10.6 Manipulating the MPX: Audio Multiplexing with FM Transmitters
By nature of their design, stereo FM transmitters facilitate the transmission of two information signals
simultaneously. Normally, left and right baseband signals (each band-limited to 15kHz) are encoded to
create mono [L+R] and stereo [L–R] components, and these are then multiplexed together to allow both
to be transmitted at the same time on a single FM carrier. The baseband stereo FM MPX is shown in
Figure 10.6 on page 409.
If we were to consider the mono and stereo components as 15kHz wide communications channels, it
opens the doors to the possibility of performing nested multiplexing. In Section 8.4 of Desktop AM
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audio signals together; and although the focus of that section was to explore complex multiplexing, a
similar approach could be taken here. Two 5kHz wide audio signals could be multiplexed into the mono
component, and two could be multiplexed into the stereo component, as shown in Figure 10.8. 
A special ‘stereo’ audio signal must be made for this FDM MPX to be generated with standard FM
transmitter hardware. The four channels must be encoded and multiplexed into it as follows:
(10.7)
(10.8)
When the ‘stereo’ signal is input to the stereo FM encoder, the following mono and stereo components
are produced. These components are plotted in the frequency domain in Figure 10.9. 
(10.9)
 . (10.10)
When these components are stereo FM multiplexed, the mono component is left at baseband, and the
stereo component is AM-DSB-SC modulated onto a 38kHz subcarrier. This means that the channels will
reside at the frequencies listed below. The AM-DSB-SC modulation process complicates matters slightly,
as it creates an image of channel 4 between 23 and 33kHz!
channel 1 0Hz to 5kHz
channel 2 5kHz to 15kHz (dual sidebands)
channel 3 33kHz to 43kHz (dual sidebands)
channel 4 43kHz to 53kHz (dual sidebands)
Figure 10.8: The baseband spectrum of the FDM stereo FM MPX
5          10         15      19      23         28         33         38         43         48         53
Mono [L+R] 
(        ) 
Stereo
LSB 
Pilot Stereo  [L-R]































sl t( ) sch1 t( ) 1 sch2 t( ) 2πf10k t© ¹§ ·FRV 
1 sch3 t( ) 1 sch4 t( ) 2πf10k t© ¹§ ·FRV 
sr t( ) sch1 t( ) 1 sch2 t( ) 2πf10k t© ¹§ ·FRV 
1 sch3 t( ) 1 sch4 t( ) 2πf10k t© ¹§ ·FRV±±
smono t( ) sl t( ) sr t( ) 2sch1 t( ) 2 1 sch2 t( ) 2πf10k t© ¹§ ·FRV  
sstereo t( ) sl t( ) sr t( )± 2 1 sch3 t( ) 2 1 sch4 t( ) 2πf10k t© ¹§ ·FRV  
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Substituting Eqs. (10.9) and (10.10) into the standard FM MPX equation, the complete FDM MPX signal
can be described as:
(10.11)
In Exercise 10.11 we will open and run a reference transmitter model featuring a signal generator/
multiplexer/ baseband FM modulator/ USRP®. This will create the special ‘stereo’ signal by encoding four
different audio channels together, which is then input to the same set of blocks used in Exercise 10.5 for
the standard stereo FM multiplexer and transmitter. The baseband FM modulated signal it generates is
passed to the USRP® hardware, where it is modulated onto an RF carrier and transmitted. 
This is a partner exercise for Exercise 10.12. If a USRP® radio is not available, there are a number of
alternatives, such as an off the shelf stereo FM transmitter, or a Raspberry Pi. Information on these is
given in Section 10.7. Even if no hardware is available with which to transmit an FM signal, it will still be
possible to complete the later exercise using the data file provided. It is recommended to explore the






Note: If you do not have a USRP® radio, it will still be possible to run this exercise and see the FDM
MPX signal being generated by commenting out the SDRu Transmitter block. 
D 2SHQ0$7/$%6HWWKHZRUNLQJGLUHFWRU\WRWKHH[HUFLVHIROGHU
/fm/usrp_tx
Figure 10.9: The baseband spectra of the mono and stereo components
























































sfdm fm mpx t( ) 2sch1 t( ) 2 1 sch2 t( ) 2πf10k t© ¹§ ·FRV 
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­ ½
2πf38k t© ¹§ ·FRV
2πf19k t© ¹§ ·FRV
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E )RXUPRQRPXVLFVLJQDOVDUHLPSRUWHGXVLQJWKHFrom Multimedia FileEORFNVDQGWKHQEDQG
OLPLWHG WRN+]XVLQJLowpass Filters&KDQQHOVDQGDUH$0'6%7&PRGXODWHGRQWR
N+]FDUULHUVDQGWKHQEDQGSDVVILOWHUHGWRHQVXUHWKDW LQIRUPDWLRQLVRQO\SUHVHQWLQWKH
IUHTXHQF\ UDQJH N+] WR N+] 7KH\ DQG WKH UHPDLQLQJ FKDQQHOV DUH WKHQ VXPPHG
DFFRUGLQJWR(TVDQGWRFUHDWHWKHµOHIW¶DQGµULJKW¶FKDQQHOVRIWKHµVWHUHR¶VLJQDO




86% DGGUHVV DQG EH DEOH WR µSLQJ¶ LW IURP \RXU FRPSXWHU *XLGDQFH RQ VHWWLQJ XS WKLV
FRQQHFWLRQLVSURYLGHGLQ$SSHQGL[$SDJH  RQWKHSDRu TransmitterEORFNDQG
FKHFNWKDWWKHDSSURSULDWHµ3ODWIRUP¶DQGµ$GGUHVV¶IRU\RXU8653UDGLRDUHHQWHUHG(QVXUH
WKDW WKH µ&HQWHU )UHTXHQF\¶ SDUDPHWHU LV VHW WR WKH GHVLUHG WUDQVPLW IUHTXHQF\ WKLV YDOXH





G 3UHSDUHWRUXQWKHVLPXODWLRQ&KHFNWKDWWKHSimulation Stop Time LVVHWWRµLQI¶DQGWKDW
WKHSimulation Mode LVVHWWRµ$FFHOHUDWRU¶7KLVZLOOSHUPLWWKHPRGHOWRUXQIDVWHU)LQDOO\
PDNHVXUHWKDWWKHPRGHOLVVDYHG




I 6LJQDO$QDO\VLV$VLQJOH Spectrum Analyzer ZLQGRZZLOO DSSHDU ZKLFKZLOO DOORZ\RX WR









As we are transmitting a custom signal format, a custom receiver is obviously needed! Like the receiver
for the AM in FM MPX, the receiver for the FDM MPX requires a two stage demodulation process. An
FM demodulator is needed to recover the MPX, and then a series of AM demodulators are needed to
demodulate each of the four audio channels from their respective carriers to baseband.
In Exercise 10.12, we will run a receiver for the FDM MPX signal that will demodulate each of the
individual audio channels, and allow output one at a time to computer speakers. If you are unable to
transmit the FDM MPX signal either using the USRP® transmitter, an off the shelf FM transmitter or a






Note: If you do not have an RTL-SDR, or are unable to transmit the FDM MPX signal from Exercise
10.11, you can still complete this exercise by substituting the RTL-SDR Receiver block with an Import






E 7KH57/6'5LIXVHGLVWXQHGWRWKHFHQWUHIUHTXHQF\RIWKH)0PRGXODWHGFDM MPX VLJQDO
7KH VLJQDO LV VDPSOHGDW D UDWHRI 0+] WR DLG ZLWK WXQLQJ RXWSXW IURP WKHRTL-SDR
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F &KHFNWKH57/6'5GDWDVRXUFH,I\RXKDYHDQ57/6'5DYDLODEOHDQGDUHDEOHWRWUDQVPLW









DQG FRQQHFW WKH Import RTL-SDR Data EORFN LQ LWV SODFH 'HOHWH WKH FIR Decimation o/p
fs=240kHzEORFNDVLWLVQRWQHHGHGDQGFRQQHFWWKHRXWSXWRIWKHImport RTL-SDR DataEORFN
GLUHFWO\WRWKHLQSXWVRIWKHIUHTXHQF\GLVFULPLQDWRU
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G 3UHSDUH WR UXQ WKH VLPXODWLRQ &RQQHFW VSHDNHUV RU KHDGSKRQHV WR \RXU FRPSXWHU DQG
FKHFNWKDWWKH\DUHZRUNLQJ,ILQWHQGLQJWRLPSRUWDVLJQDOVHWWKHSimulation Stop TimeWR
VHFRQGVµ¶,I\RXDUHXVLQJDQ57/6'5VHWWKHSimulation Stop TimeWRµLQI¶E\W\SLQJWKLV
LQWR WKH 6LPXOLQN WRROEDU DQG WKH Simulation Mode WR µ$FFHOHUDWRU¶ 7KLV ZLOO HQDEOH WKH
6LPXOLQNPRGHOWRUXQIDVWHU,IXVLQJDQ57/6'5FKHFNWKDW0$7/$%FDQFRPPXQLFDWHZLWK
LWE\W\SLQJsdrinfoLQWRWKH0$7/$%FRPPDQGZLQGRZ
H 5XQWKHVLPXODWLRQ%HJLQWKHVLPXODWLRQE\ RQWKHµ5XQ¶  EXWWRQLQWKH6LPXOLQNWRROEDU
$IWHUDFRXSOHRIVHFRQGVWKHVLPXODWLRQZLOOEHJLQWKH6pectrum AnalyzerZLQGRZVVKRXOG
DSSHDUDQGDQDXGLRVLJQDOZLOOEHRXWSXWWRVSHDNHUVRUKHDGSKRQHV,IXVLQJDQ57/6'5
DGMXVW WKH IUHTXHQF\ DQG JDLQ YDOXHV XQWLO WKH GHYLFH LV WXQHG WR WKH GHVLUHG VLJQDO 7KH
Spectrum Analyzer ModulatedFDQEHXVHGWRLQVWUXFWWKLV
I 6LJQDO$QDO\VLVSpectrum Analyzers7KHSpectrum Analyzer MPX ZLQGRZVKRXOGVKRZ
VRPHWKLQJVLPLODUWRWKHRXWSXWVIURP([HUFLVHSpectrum Analyzer ChannelsZLOOVKRZ






WKH VLJQDO JHQHUDWLRQ DQG WUDQVPLVVLRQ SURFHVVHV ZHUH VXFFHVVIXO HDFK RI WKH FKDQQHOV
VKRXOGEHLQGHSHQGHQWRIWKHRWKHUV










VWHUHR PXOWLSOH[LQJ FDQQRW EH DVVXUHG ZLWK WKHVH GHYLFHV ,I WKH UHVXOWV VHHP SRRU RU
XQH[SHFWHGWU\LPSRUWLQJ57/6'5GDWDLQVWHDGDQGPDNHDFRPSDULVRQ
K :DWFKDQGOLVWHQWRXVGHPRGXODWHWKHFDMMPXVLJQDO:HKDYHUHFRUGHGDYLGHRZKLFK
VKRZVDFWLYLW\LQWKHSpectrum Analyzer ZLQGRZVDVWKHFDM MPX VLJQDOWUDQVPLWWHGIURPWKH
8653 KDUGZDUH ZLWK WKH PRGHO IURP ([HUFLVH  LV UHFHLYHG E\ WKH 57/6'5 DQG
GHPRGXODWHG7KHRXWSXWDXGLRVLJQDOKDVEHHQUHFRUGHGWRR
/videos/#fmfdm_demod
10.7 Alternative Hardware for Generating Desktop FM Signals
As was discussed in the introduction to this section, having the facility to transmit your own FM signals
can be very useful. Although the USRP® radio is most capable, there are some alternatives, and we will
discuss these below. These FM transmitters can be used in place of the USRP® transmitter in Exercises
10.1, 10.5, 10.9 and 10.11.
10.7.1 ‘Off the shelf’ FM Transmitters
One option is to purchase an off the shelf FM
Transmitter. These devices are designed to allow
modulation and transmission of information
signals from an audio source such as a phone, mp3
player or laptop onto an FM carrier residing within
the standard FM band (88MHz to 108MHz). They
come in all shapes and sizes, some are battery
powered while others draw power over USB; and
they can be obtained for as little as £5/ $8 from
outlets such as radioshack.com or amazon.com. 
For just a few dollars more, devices such as the Belkin TuneCast are programmable in the sense that you
can set the frequency of the carrier. This can be convenient if the FM band in your area is particularly
active and you are wary of transmitting on top of another station and interrupting your neighbour’s
favourite shows! In addition to running Exercises 10.1, 10.5, 10.9 and 10.11 with these devices, we will
also develop some interesting examples in Section 12.9 (page 556) in which we transmit images using
these FM transmitters, and then receive them using a complete digital communications receiver.
10.7.2 Raspberry Pi FM Transmitter: PiFM
The PiFM project was originally developed by Oliver Mattos and Oskar Weigl of Imperial College
(London) Robotics Society back in 2012 [93]. It enables the Raspberry Pi to be used as a low power FM
transmitter, and is possible thanks to a clever hack of the clock signals that are used to control the General
Purpose Input Output (GPIO) pins. The pins are configured to perform Pulse Width Modulation
desktop SDR .com
Figure 10.10: An off the shelf FM Transmitter [76]
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(PWM) to AM modulate a baseband FM MPX signal onto a carrier (similar to how the USRP® hardware
creates an FM signal). The PWM signal is applied to GPIO pin 4, and after connecting an antenna to this
pin, the FM radio station is transmitted from the Pi, with a range of about 75m. A configuration file
allows users to set the frequency of the carrier to any value in the range 1MHz–250MHz. 
The original PiFM code supported only .wav audio files, and required user interaction via the terminal
on the Pi, both to configure and to initiate an FM transmission. In 2014 the project was revisited by an
engineering intern at MAKE Labs named Wynter Woods, and rebranded as ‘Pirate Radio’. He modified
the source code to enable support for other audio file formats (.mp3, .flac, .wma, .aac and .m4a), and
wrote the PirateRadio.py script that automatically runs the PiFM program as soon as the Pi has powered
on. This autoplay feature meant that terminal commands were no longer required to get an FM station
up and running.
MAKE Labs have published a disk image which can be downloaded from the Pirate Radio project page
on their website [97]. This image is optimised in the sense that it contains boot, system and data
partitions, and comes with the PiFM software pre-installed. When the authors tried downloading and
using the MAKE Labs disk image, it only took about 30 minutes to get the Pi transmitting an FM signal.
There were several steps in this process, which admittedly would have been simpler if we were working
in a Unix computer environment, as PiFM runs in Arch Linux! A step-by-step setup guide for Microsoft
Windows OS users can be found in Appendix E.3 (page 619).
Further information about this project can be found on the MAKE Labs project page [97].
10.7.3 Transmitting FM Signals
If an FM transmitter available with an audio jack input is available, you can transmit any of the audio
sources provided in the 
/audio_sources
folder. Simply copy these to your MP3 player or smartphone, connect it up, and press play. If using a
Raspberry Pi, simply transfer the files through an SSH client in Appendix E.3 (page 619). 
Figure 10.11: The Raspberry Pi, Model B
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If you wish to try transmitting an AM in FM signal (which can be received and demodulated with the
model from Exercise 10.10), open and run the following file:
/fm/other_tx/fmtx_fm_amfm.slx
To experiment with transmitting an FDM MPX signal (which can be received and demodulated with the
model from Exercise 10.12), open and run the following file:
/fm/other_tx/fmtx_fm_fdm.slx
Both of these will create stereo .wav audio files, which can be transmitted using the methods described
earlier.
10.8 Summary
In this chapter we have presented exercises implementing various FM desktop SDR Tx/ Rx systems. We
began by developing a standard mono WFM transmitter, and testing out four different receiver
architectures, including one which is actually an AM demodulator! Additionally, by developing a stereo
FM encoder and multiplexer, a stereo audio signal comprising of two different music files was
transmitted (one for the left channel, and another for the right) with the USRP® radio and received by the
RTL-SDR. The Simulink receiver was able to synchronise to the pilot tone in the FM MPX signal, and
demodulate and output each of the individual channels. We also considered how a PLL could be used to
demodulate an FM signal, before moving on to more abstract systems which focused on breaking the FM
MPX. 
With a look forward to the remaining chapters of the book, we will now switch focus from analogue to
digital modulation schemes. FM will be seen again in Section 12.9 (page 556), when we develop some
interesting designs to send images with a simple FM transmitter, featuring digital modulation and
receiver designs.
426 Software Defined Radio Using MATLAB & Simulink and the RTL-SDR
426
427
11 Digital Communications 
Theory and Simulation
Wireless digital communications systems are all around us, providing voice and data connectivity via
cellular phone systems, WiFi, Bluetooth, and many other standards and proprietary schemes. In this
chapter, we look at some of the building blocks for digital communications, including modulation
schemes, symbol and bit reception and performance in noise, differential encoding and decoding,
multirate digital up- and downconverters, and more. 
Digital receiver design is considered in detail, including the aspects of coarse and fine carrier frequency
synchronisation, and symbol timing synchronisation. The methods developed in this chapter will later
be used in Chapter 12 when we go on to develop a full baseband receiver to interface with the RTL-SDR
hardware, and receive ‘live’ digital radio signals.
The basis for most of our discussion of digital communications is the Quaternary Phase Shift Keying
(QPSK) modulation scheme, to be introduced in the next section, although others are adopted when
needed. 
11.1 Digital Modulation Schemes
Digital communications systems operate by mapping binary data bits to symbols to convey information.
The method of mapping bits to symbols is defined by the chosen modulation scheme. 
In this chapter, we will consider two prominent categories of digital modulation schemes: those based on
phase, and those based on amplitude. Both are defined on axes with an I component (x-axis), and a Q
component (y-axis), which are equivalent to the real and imaginary axes in the complex plane,
respectively. Other modulation possibilities include schemes that combine aspects of both amplitude and
phase; offset schemes, in which the I and Q phases change at offset time intervals; Frequency Shift Keying
(FSK) schemes; and OFDM [40]. 
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11.1.1 Digital Phase Modulation Schemes
Common examples of digital phase modulation schemes are: 
• Binary Phase Shift Keying (BPSK) 1 bit per symbol
• Quaternary Phase Shift Keying (QPSK) 2 bits per symbol
• 8-Phase Shift Keying (8PSK) 3 bits per symbol
In each case, 1, 2, or 3 bits are grouped together to form a symbol, and mapped to one of the points in the
constellation as shown in Figure 11.1 (BPSK), Figure 11.2 (QPSK), and Figure 11.3 (8PSK). Note from
the diagrams that QPSK and 8PSK constellations may be defined in two different ways, where
constellation points are situated either on or off the axes.
The scheme adopted for mapping symbols to constellation points can also vary. For example, the
symbols ‘00’, ‘01’, ‘10’ and ‘11’ may be mapped to the constellation points differently to the assignments
shown in Figure 11.2. 
Notice that, in each of the BPSK, QPSK and 8PSK examples, the set of constellation points is spread out
equally in phase. For instance, the 8PSK constellation points are each separated by an angle of 45o.
Higher order PSK constellations are also possible. The constellation points are equidistant from the
origin, meaning that all symbols have the same energy.  
11.1.2 Digital Amplitude Modulation Schemes
The most popular amplitude-based digital modulation schemes are:
• 4-position Quadrature Amplitude Modulation (4-QAM) 2 bits per symbol
• 16-position Quadrature Amplitude Modulation (16-QAM) 4 bits per symbol
• 64-position Quadrature Amplitude Modulation (64-QAM) 6 bits per symbol
These schemes usually result in the constellation points being laid out in a square grid (variations are
possible, but less common). These are shown in Figure 11.4 (a), (b) and (c) for 4-QAM, 16-QAM and 64-
QAM, respectively. As with the PSK schemes, the mapping of symbols ‘0000’, ‘0001’ etc. to constellation




Figure 11.1: BPSK constellation
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It should be noticeable that the constellations shown in Figure 11.2(a) and Figure 11.4(b) are identical. It
is true that QPSK (in the square, off-axes format) and 4-QAM are equivalent constellations, even though
one is based on a phase difference and the other on amplitude. 
For the QAM constellations listed earlier, symbols are formed by taking 1, 2, or 3 bits on each of the I and
Q phases, to represent amplitude on that phase. For instance, 4-QAM (and equivalently QPSK) has 1 bit
per phase, resulting in 2 different amplitudes on each phase, as shown in Figure 11.5. Similarly, the 64-
QAM constellation has 8 different amplitudes on each of the I and Q phases (represented by 3 bits, where





























Figure 11.3: 8PSK constellations, with symbol points: (a) off the axes; (b) situated on the axes
D E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11.1.3 Bit to Symbol Mapping and Demapping
Each of the schemes outlined so far is formed by mapping bits to symbols. The number of bits mapped
to each symbol depends on the modulation scheme employed, ranging from 1 bit per symbol for BPSK,
to 6 bits per symbol for 64-QAM. 
Assuming that the symbol rate (or signalling rate) is equal, then the 64-QAM scheme can convey 6 times
more information than the BPSK scheme, which is clearly an advantage. In other words, its throughput
is 6 times higher. Higher order QAM modulation schemes such as 256-QAM, which has 8 bits per



















(0100) (0101) (0110) (0111)
(1000) (1001) (1010) (1011)
(1100) (1101) (1110) (1111)
(a) 4-QAM (b) 16-QAM
(c) 64-QAM
Figure 11.4: Quadrature Amplitude Modulation (QAM) constellations
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The bit to symbol mapping process can be thought of as separating the binary data into groups of bits,
and then transmitting the appropriate symbol. The demapping process is the reverse, i.e. deciding which
symbol was sent, based on a received symbol sample. Normally the received symbol samples contain
some degree of error, as a result of noise, other channel effects, and symbol timing errors (the last of these
to be covered when we consider timing synchronisation in Section 11.6). 
Symbol demapping is performed by comparing each received symbol sample with decision boundaries.
This is equivalent to deciding which constellation point the received sample is closest to. For simple
modulation schemes such as BPSK and 4-QAM/QPSK, the decision boundaries are equivalent to the
axes (the decision boundary for BPSK is the y-axis, while the boundaries for QPSK are the x- and y-axes,
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Figure 11.6: Decision boundaries and symbol demapping for: (a) QPSK and (b) 16-QAM
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Similarly, the decision boundaries for 16-QAM are shown in Figure 11.6(b). Here, the constellation
points are more closely spaced, meaning that the demapping process is more susceptible to symbol
detection errors. Thus, a given amount of AWGN can be more destructive in a higher order modulation
scheme, because it more rapidly spreads the received samples beyond decision boundaries, causing the







ELWV IRU WUDQVPLVVLRQ7KLVPRGHOXVHV IUDPHEDVHGSURFHVVLQJZLWK WKHVRXUFHSURGXFLQJ
IUDPHVFRQWDLQLQJVDPSOHVELWV7KLVLVEHFDXVHELWVFRUUHVSRQGWRV\PERO
F ,GHQWLI\UDWHV&DQ\RXHVWDEOLVKZKDWWKHELWUDWHDQGV\PEROUDWHDUHLQWKLVPRGHO"











0.7072 0.7072 1 
433Chapter 11: Digital Communications Theory and Simulation
433
I 436. 'HPRGXODWLRQ 2SHQ WKH QPSK Demodulator Baseband EORFN DQG FKHFN WKDW LWV






JLYHQE\EOXHFLUFOHV R7KH\VKRXOGEHVXSHULPSRVHG IRUDOO V\PEROVPHDQLQJ WKDW WKH
UHFHLYHGFRQVWHOODWLRQLVSHUIHFWIXOO\H[SHFWHGKHUHDVWKHFKDQQHOLVMXVWDZLUH
L 7KHFRPSOH[GDWDW\SH)LQDOO\VZLWFKGDWDW\SHDQQRWDWLRQVRQDisplay -> Signals & Ports
-> Port Data TypesDQGFRQILUPWKDWWKHV\PEROVRXWSXWE\WKHQPSK Modulator DUHFRPSOH[
7KLVPHDQVWKDWHDFKVDPSOHFRPSULVHVDrealSDUWIRUWKH,FRPSRQHQWDQGDQimaginary
SDUWIRUWKH4FRPSRQHQW



















434 Software Defined Radio Using MATLAB & Simulink and the RTL-SDR
434
G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Following conversion from bits to symbols, the next stage is transmit filtering, or ‘pulse shaping’. The
main purpose of the transmit filter is to appropriately limit the bandwidth of the transmission. Wireless
communications are subject to spectrum regulations, which may strictly limit the bandwidth to be
occupied, and the allowed emissions in adjacent bands. This specification is referred to as the spectral
mask. The role of pulse shaping filter, in conjunction with other filters in the processing chain, is to limit
the bandwidth of the signal such that it meets the applicable spectral mask. This is depicted in Figure 11.7. 
?
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In doing so, the transmit filter should be designed such that it does not introduce Inter-Symbol-
Interference (ISI) to the signal being transmitted. That is to say, the filter should not cause successive
filtered symbols to interfere with one another. 
One of the most popular pulse shapes is the Raised Cosine (RC). This response achieves the desired
property of zero-ISI. Specifically, despite the raised cosine response usually extending over several
symbol periods, the contribution from all other symbols is zero at the ideal sampling points, as illustrated








































Figure 11.8: The zero-ISI property of raised cosine pulse shaping
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Normally the RC response is not implemented as a single filter at the transmit side, but rather it is split
across the transmitter and receiver. Hence two filters are required, and this is usually referred to as
matched filtering [40]. Both filters are square root raised cosine filters, or simply Root Raised Cosine
(RRC) filters, which in cascade realise the RC response. Although individually the RRC filters do not
provide zero-ISI, the RC response achieved over the link as a whole—which is the important part (!)—
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Figure 11.9: The Raised Cosine as a matched filter pair
([HUFLVH 
440 Software Defined Radio Using MATLAB & Simulink and the RTL-SDR
440
5DLVHG&RVLQH,QWHU6\PERO,QWHUIHUHQFH3URSHUWLHV

























Data Band Data Band Significant spectral lobes
([HUFLVH 
?





































11.3 Digital Up and Downconversion
RF transmitters and receivers can have a variety of architectures, with one of the most important factors
being the demarcation between digital and analogue processing. In the Introduction chapter of this book,
the increasing scope for high-frequency processing in the digital domain was highlighted. Depending on
the RF carrier frequency involved, it may be possible to undertake all processing digitally, with the
conversion between analogue and digital undertaken at RF. Perhaps more commonly, baseband and IF
processing occurs in the digital domain, with IF to RF modulation achieved using analogue circuitry.
(These alternative architectures were shown in Figure 1.7 on page 11, and you may wish to return to that
diagram for a brief recap.)
In this section, we consider methods for digital upconversion and downconversion. These methods are
used to modulate and demodulate a signal, while also undertaking the multirate transitions required to
move between the symbol rate, , and the DAC or ADC sampling rate, . 
• Digital Upconverter (DUC) — In the transmitter, the sampling rate is raised, through a series of
filtering operations, from the symbol rate ( ) to a rate that matches that of the DAC
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• Digital Downconverter (DDC) — In the receiver, a transition takes place from the ADC sampling
rate, to a lower rate suitable for symbol synchronisation and further baseband processing (Figure
11.11). 
Multirate filters are required for both increasing and decreasing the sampling rate. When the sampling
rate is increased (i.e. upsampling takes place), the effect is to generate spectral images at integer multiples
of the original sampling rate, and these must subsequently be removed using a lowpass filter. Together,
these two operations (upsampling and lowpass filtering) are known as interpolation [21]. 
In the second case, the sampling rate is reduced using a downsampling operation. This must be preceded
by a lowpass filter, in order to remove the frequency components that would otherwise be aliased into
the baseband region. Thus, the complete process of sample rate reduction, which is referred to as
decimation, also requires two operations: lowpass filtering and downsampling [21]. 
Further background information on multirate DSP, and the operations of interpolation and decimation,
please refer to Appendix C (page 583).
Both interpolation and decimation are depicted in Figure 11.12, clarifying the order of the resampling

































Figure 11.10: Digital upconverter architecture, showing interpolation and modulation






















































Figure 11.12: Interpolation (upper) and decimation (lower) implemented as filter-and-resampler pairs
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Thus, lowpass multirate filters are required for both the DUC and DDC. The design of the filter depends
on the interpolation or decimation ratio, with higher ratios demanding more exacting filter responses.
Especially when the ratio 
is large, it implies that a lowpass filter with a sharp cut-off is required, which in turn means that the filter
is computationally expensive. 
Taking the case of interpolation, an example spectrum arising from interpolating a baseband signal by a
factor of 16 is provided in Figure 11.13. In this case, a lowpass filter would be designed to pass the region
of the red coloured signal, while removing the spectral images (shown in blue). If the interpolation ratio
was larger than 16, then there would be more spectral images to remove, and the bandwidth of the signal
retained by the lowpass filter would be proportionately smaller. This would require a more expensive
filter. 
Rather than performing the filtering with a single filter, a more efficient alternative is to partition the
interpolation or decimation task into a cascade of filters, each having a more relaxed response, and
undertaking a smaller rate change. For instance, if an overall decimation ratio was 200, it would be more
efficiently implemented using three different filters in cascade (e.g. decimating by ratios of 20, 2, and 5
respectively—and many other combinations are possible), rather than with a single filter decimating by
200. As long as the cascaded response of the filters achieves the specification, for instance with respect to
the spectral mask, then the key requirement is met. The cascaded response of a set of filters can be readily

































Figure 11.13: The result of upsampling a baseband signal by a factor of 16 (frequency domain)
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This approach of designing the DUC and DDC to reduce the computational cost is important in
hardware implementations (e.g. FPGA or ASIC signal processing systems), but it is also relevant to the
SDR designs considered in this book. These multirate elements are needed in order to simulate digital
modulation/ demodulation between baseband and IF (or even RF), and it helps us to understand the
work undertaken by the RTL-SDR (an also, for those using one, the USRP® hardware). Reducing the
computational requirement of these multirate operations helps to achieve a model that is capable of
running in real time. 
Various types of filters can be used as part of the filter cascade, and designers may have different
preferences. One notable type of multirate filter is the computationally efficient, but spectrally sub-
optimal, Cascade-Integrator-Comb (CIC) filter [23]. This filter type requires very few arithmetic
operations compared to other filters, but displays a characteristic ‘droop’ in the passband that usually
requires correction. The CIC is often chosen to undertake the transitions between the highest rates, and/
or programmable rate transitions, due to its amenable computational structure and inherent flexibility.
A compensation filter is commonly used in conjunction with the CIC to correct for its droop and, as this
is usually implemented as an FIR, it is denoted by the acronym ‘CFIR’. Other methods of mitigating or
compensating for the droop also exist, e.g. [27], [34]. 
FIR and IIR filters can both be used within the filter cascade, with the FIR typically preferred for its linear
phase response characteristics. Polyphase methods are normally applied to optimise the structure (i.e.
rearrange the computation to calculate only what you need!), and this is advantageous because exactly
the same functionality can be achieved with a drastic reduction in the amount of computation required. 
The lowest rate filter in the chain often performs its multirate function in conjunction with pulse shaping
or matched filtering (e.g. an RRC filter).
In the next two exercises, example DUC and DDC systems will be presented. These represent just one
possible approach to each, with a variety of other options and configurations available. A detailed
treatment of multirate DSP is not within the scope of our present book, but an overview is presented in
Appendix C (page 583), and the interested reader may wish to refer to some good sources of information
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11.4 Carrier Synchronisation 
When receiving a digitally modulated signal, the goal is to recover a discernible constellation from which
the correct symbol decisions can be made. In the case of a simple, noisy channel, this means that the
symbol samples will be in clear groups around the ideal constellation points, as shown in Figure 11.14 for
the example of QPSK (we will use QPSK extensively to illustrate the points in this section). 
In a realistic scenario, obtaining a constellation of this form requires both carrier synchronisation and
symbol timing synchronisation to be undertaken. In this section, we will assume perfect symbol timing
in order to focus on the carrier synchronisation problem. 
11.4.1 Demodulation with a Fixed Frequency Carrier (Out of Carrier Synchrony)
Before going on to consider methods of carrier synchronisation, it is useful to review the effects of
demodulating the received signal to baseband with a LO that is not frequency and phase locked to the
received carrier. This motivates the requirement for carrier synchronisation. 
from channel
test signal
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It may be assumed that there are three categories of problem:
1. Where the LO in the receiver has exactly the same frequency as the received carrier, but is out of
phase.
2. Where the LO in the receiver has a slightly different frequency to that of the received carrier.
3. Where the frequencies of the receive LO, and received carrier signal, are changing relative to each
other. 
In each of these three cases, demodulating with a LO that is not synchronised to the received carrier
results in an imperfect constellation. For clarity, we will neglect the impact of noise introduced in the
channel. 
In case (1), the result is a fixed phase offset as shown in Figure 11.15 (a). This may cause the constellation
points to remain in their original quadrants (as shown here), or even to rotate into different quadrants.
For case (2), the constellation rotates at a constant rate, as depicted in Figure 11.15 (b). The rate of
rotation depends on the frequency error between the carrier embedded within the received signal, and
the receiver’s LO. For case (3), the constellation again rotates over time, but it accelerates if the frequency
error is increasing, or decelerates if the frequency error is decreasing. This last possibility is represented
by Figure 11.15 (c). 
This lack of synchronisation means that the constellation points do not reside in the correct positions (or
even the correct quadrants!), which makes it difficult or impossible to make correct symbol decisions. 
As will be shown later, it is possible to compensate for these effects at baseband, as an alternative to
carrier synchronising at the stage of demodulation. In both approaches, the desired outcome is to obtain
a constellation similar to that transmitted, as shown in Figure 11.16 for the a fixed phase offset (case 1). 
We will now go on to consider two different methods for performing carrier synchronisation:
1. Carrier synchronisation at the point of demodulation;
2. Demodulation with a fixed frequency LO, followed by carrier synchronisation at baseband.
These require different structures, as will be reviewed over the coming pages.
I
Q





Figure 11.14: Transmitted and target constellations for QPSK
450 Software Defined Radio Using MATLAB & Simulink and the RTL-SDR
450
11.4.2 Carrier Synchronisation at the Demodulation Stage
The most intuitive method of performing carrier synchronisation is to use a synchronisation loop to
generate local sine and cosine waves with the same frequency and phase as the received carrier, and
multiply them with the received signal to demodulate the I and Q phases to baseband. To achieve this, a
feedback loop is required that will derive a measure of phase error, and hence develop a signal to drive
an NCO with quadrature (sine and cosine) outputs. 
The architecture of this style of receiver is shown in Figure 11.17 [38]. The input is the received signal
from the ADC, which is centred at some intermediate carrier frequency, . The signal is then
demodulated to baseband I and Q phases by the two outputs of the NCO, whose frequency and phase are
dynamically adjusted by the feedback loop. 
After demodulation, the I and Q signals pass through the matched filter, to produce the signals 
and  respectively, where  is the sample index and  is the sample period. It is assumed that the
























Figure 11.16: Received constellation (phase offset scenario): 
(a) before or without carrier synchronisation; (b) after carrier synchronisation
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indicated in red in Figure 11.17, the sampling rate is reduced to one sample per symbol, with the
sampling operation controlled by the symbol timing synchronisation loop. Symbol timing is a separate
synchronisation loop and it is not considered here—for now, we just assume that the samples are taken
at the perfect time instants. 
The symbol samples are denoted by the coordinates  on the IQ plane, where  is the
symbol sample index and  is the symbol period. The point given by these coordinates is compared in
terms of phase with the reference constellation point, in order to derive a phase error. There are two
possible approaches to this problem:
1. In a decision directed method, the transmitted data symbols are unknown. The phase error is
generated based on a symbol decision, i.e. the closest symbol to the received sample. 
2. In a data aided method, the receiver has knowledge of the transmitted symbols, and derives the
phase error accordingly. This approach incorporates that the constellation may have rotated to
any extent across the full 360o range. 
In this discussion, we assume that there is no knowledge of the transmitted symbols, and therefore the
decision directed method is used. This means that, even after carrier synchronisation, the constellation
may still have a residual phase rotation (in the case of QPSK, a multiple of 90o), which will need to be
compensated at a later stage in the receiver.
Using the decision directed method, a symbol estimate is made based on the each symbol sample. This
is analogous to quantising the received symbol sample to the nearest available symbol. 
In the case of QPSK, the samples are mapped to the nearest applicable symbols by the decision operators
shown in Figure 11.17. This produces quantised symbol estimates with coordinates .
These symbol samples (before and after quantisation) have phases  and , respectively, as
shown in Figure 11.18. 




The phase error between these two points is simply the difference between the two phases, 
. (11.3)
The phase error signal is subsequently upsampled and input to the loop filter. This in turn produces the
feedback control signal that adjusts the frequency of the NCO. 
The operation of this receiver architecture implies that the majority of the synchronisation loop operates
at the sample rate of the received signal, which is normally the highest rate in the system. The only part
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running at symbol rate is the phase detector. Therefore, the level of computation is relatively high, with
the loop filter and NCO running at the higher rate. Computational complexity is one practical
disadvantage of this style of implementation. 
We can now consider a Simulink example of this type of carrier synchronisation loop. 
&DUULHU6\QFKURQLVDWLRQIRU436.'HPRGXODWLRQ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Figure 11.18: Calculation of the phase error [38]
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11.4.3 Fixed Frequency Demodulation with Carrier Synchronisation at Baseband
An alternative to the architecture presented in Section 11.4.2 is to demodulate with a fixed frequency
quadrature oscillator, and make a subsequent frequency correction at baseband. The likely outcome of
demodulating in this way is that the constellation will have a residual frequency offset, which
corresponds to a continual rotation of the constellation. Thus the synchronisation loop must ‘de-rotate’
the constellation back to its desired position. 
This correction is applied by generating a complex exponential that exactly compensates for the low
frequency rotation of the constellation. Similarly to the previous architecture, the error signal is derived
from measurements of the phase difference between the sampled symbols, and their corresponding ideal
constellation points (Figure 11.18). The terms of the complex exponential are generated by a component
similar to the NCO, which integrates the phase input and then generates sine and cosine terms. A
diagram of this architecture is shown in Figure 11.19. 
Unlike the previous implementation (Figure 11.17), this system achieves carrier synchronisation by
directly adjusting the symbol samples, and therefore it operates at a much lower sampling rate and
requires far less computation overall.
Next, a Simulink example of this baseband carrier synchronisation loop is provided. 
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Figure 11.20: Sine and cosine correction terms generated by the baseband carrier synchronisation loop
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11.5 Timing Errors and Symbol Recovery
Information transmitted over a communications channel is subject to timing offsets that affect the
sampling of the baseband signal, and hence the accurate recovery of symbols. This occurs as a result of
the lack of a common time reference between the transmitter and receiver, and the delay and/or Doppler
effect introduced by the channel. 
Symbol timing synchronisation is performed in the receiver using a dedicated synchronisation loop, with
the aim of positioning symbol samples at the best possible timing instants. The first objective is therefore
to define these optimal positions. We will then examine the effects of NOT being synchronised, before
going on to consider techniques and architectures for symbol timing synchronisation. 
11.5.1 Matched Filtering and Maximum Effect Points
The recovery of symbols from a received signal requires ‘demapping’ of timed samples to the appropriate
constellation points. We saw in Figure 11.6(a) on page 431 that, in the case of QPSK with a square
constellation, the demapping process is undertaken simply according to the quadrant. Practical
communications systems suffer from additive noise, which causes the symbol samples to spread out
around the theoretical constellation points. 
The success of the demapping process requires that samples of the received waveform are taken at the
ideal positions—the maximum effect points—or as close as possible to these points. As was shown in
Figure 11.8 on page 438, the maximum effect points are the instants where: (i) the amplitude of a single
pulse is at its greatest; and (ii) the contribution of adjacent pulses is theoretically exactly zero (i.e. there
is zero ISI). If the synchronisation process can time symbol samples at the maximum effect points, then
the receiver will achieve best possible signal-to-noise (SNR) ratio, and the effects of ISI will be minimised. 
The maximum effect points relate to the output of the matched filter. As elsewhere in this chapter, we
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DiagramWRYLHZWKHHIIHFWVRIVDPSOLQJDWWKHPD[LPXPHIIHFWSRLQWVRUQRW
11.5.2 Types of Timing Imperfections
Sampling of the signal at the receiver is subject to timing imperfections that can result in the samples not
being taken at the optimum time instants, i.e. the maximum effect points. It is useful to review these in
order to motivate the need for timing synchronisation techniques. 
Firstly, a timing phase error occurs if samples are taken at the correct rate (i.e. equal to the symbol rate),
but at the incorrect phase. This results in the samples being taken either before or after the maximum
effect points, which means that the SNR at the sampling points is not optimal. Another consequence is
that ISI can also occur. This is because the symbols before and after make a non-zero contribution to the
sampled amplitude, unless sampling takes place at the maximum effect point (refer back to Figure 11.8
on page 438 for a recap). 
Figure 11.21 compares the sampling of a raised cosine shaped signal, (a) with a timing phase error, and
(b) sampled at the maximum effect points. It is clear that the timing phase error causes variations in the
sampled values, albeit the correct decisions (here +1 or -1) could still be made in this case. Note that these
waveforms correspond to a BPSK modulated signal, or equivalently a single phase (I or Q) of QPSK. 
If the timing discrepancy is restricted to a timing phase error, it implies that the rate of sampling is
perfect. This is not a realistic assumption, because the clock oscillators in the transmitter and receiver will
differ slightly, and channel effects such as Doppler can play a part too (factors similar to those affecting
the carrier). A more likely scenario is a timing frequency error, where samples are taken at the incorrect
frequency (either faster or slower than the rate of the received symbols), meaning that the sampling phase
?
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drifts over time. As a result, samples are taken at the maximum effect points only for a fraction of the
time. We will look at the effect of timing frequency error via the exercises. 
An additional defect is timing jitter, i.e. where the time between samples is subject to random variations.
This effect can be attributed to the physical characteristics of the ADC, which will have some stated
tolerance in terms of jitter performance. Jitter is an unavoidable phenomenon in a real, physical system
(such as the RTL-SDR), but it is usually not modelled in computer simulations. We will neglect jitter
effects here, because there are more significant sources of timing error that we can attempt to correct,
whereas jitter is effectively a source of noise that cannot be removed. 
The main problem to be tackled in the receiver is to compensate for the expected timing frequency error.
This is accomplished using a symbol timing synchronisation method, to be covered in Section 11.6. 
















































Figure 11.21: Sampling of a raised cosine shaped received BPSK waveform: 
(top) sampled with phase error; (bottom) with zero phase error (maximum effect points). 
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Having observed the effect of timing errors on the sampling process, it is useful to confirm whether this
translates into symbol decision errors, and hence bit errors. We therefore return to the two models from
the previous section, and add a QPSK Demodulator block at the output. 
6\PERO'HFLVLRQV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Based on the observations made in the exercises in this section, it is clear that data cannot be accurately
recovered in the receiver if there is an uncorrected sampling frequency offset between the transmitter and
receiver. Moreover, sampling at the correct rate, but with a timing phase offset (i.e. not sampling at the
maximum effect points), lowers the SNR at the point of sampling the symbols, and thus increases the
likelihood of errors. 
Both types of timing imperfection can be corrected in the receiver using an appropriately designed
synchronisation circuit. 
11.6 Symbol Timing Synchronisation
Most communications systems require symbol timing synchronisation to be performed in the receiver
due to the lack of a common timing reference. Without synchronisation, phase and frequency timing
offsets go uncorrected, causing errors in reception of the transmitted data. This is particularly true in the
likely scenario of a timing frequency offset, where it may be impossible to recover the data.
A timing synchroniser measures the timing error and provides a feedback control signal that dynamically
alters the timing parameters. The high level model of a timing synchroniser is therefore very similar to a
PLL. In this case, the error detector measures timing error, rather than a phase difference between two
sinusoids (as in a PLL), and the adjustable element is a Voltage Controlled Clock (VCC) or Numerically
Controlled Clock (NCC) instead of the NCO or VCO needed to generate a sine wave in a PLL. The role
of the NCC is to generate a sampling clock reference with a rate and phase that match those of the
received signal. 
A block diagram of a generic symbol timing synchroniser is shown in Figure 11.22. 
?
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11.6.1 Timing Error Detector (TED)
The Timing Error Detector (TED) generates an error signal that instructs the timing adjustments made
in the feedback loop, and it can be realised using several different algorithms. In the examples that follow,
we will work with an Early-Late TED (to be covered in detail in Section 11.6.4), as this is a particularly
intuitive method. Other TED algorithms include the Maximum Likelihood TED, the Mueller and Müller
TED, and the zero-crossing TED (and variations) [30], [31], [38].
Allied to the TED algorithm itself, there are two general approaches to the timing synchronisation task.
These are:
• Data aided — where the sequence of received symbols is known in advance (e.g. during a training
sequence), and can be used in the generation of the timing error signal;
• Decision directed — where the sequence of symbols is unknown, and the timing error signal must
be generated based only on the statistics of the received signal. 
In the discussion and examples that follow, we will assume a decision directed mode of operation.
11.6.2 Timing Adjustment
The synchronisation loop has the task of adjusting the timing of symbol samples, based on
measurements of the timing error. There are also alternative methods of performing the timing
adjustment:
• Oversampling — where the input to the synchroniser is sampled at a rate several times higher than
symbol rate, and the loop adjusts to select the samples closest to the maximum effect points.
• Interpolation — where the input signal is oversampled by a small amount (e.g. 2 x symbol rate)













Figure 11.22: Model of a generic timing synchroniser
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Figure 11.23 is provided to help explain the oversampling method. Here, the synchronisation loop adapts
to select the samples closest to the maximum effect points. There are a limited number of samples from
which to choose, with the likelihood being that the maximum effect point falls between two samples. The
closer of the two available samples is therefore selected. As the ‘perfect’ timing instant is not available
using this oversampled method, the nearest available timing instant is used instead. A small phase error
is introduced by doing this, which can be denoted as  for sample index . This error will vary from
sample to sample, depending on the relationship between the rates involved. 
For the example of an oversampling ratio of six (i.e. 6 samples per symbol), the closest available sample
will be less than one twelfth of a symbol period from the maximum effect point. This timing phase error
corresponds to a small error in the amplitude of the sampled pulse, as shown in Figure 11.23. A further
effect is that, when a particular raised cosine pulse is not sampled at the maximum effect point, nearby
symbols make a contribution to the sampled amplitude. In other words, ISI occurs (referring back to
Figure 11.8 on page 438, the contribution of nearby symbols is seen to be zero only when samples are
taken at the maximum effect points). Over time, these ISI-related errors can be considered as a source of
noise. The effect is often referred to as ‘self-noise’ because it arises internally to the synchronisation loop
[31]. 
For higher oversampling ratios, the maximum phase error is smaller and the resultant level of self-noise
is lower. For the example of an oversampling ratio of 50, the maximum phase error between the
maximum effect point and nearest available sample would be one hundredth of a symbol period,
resulting in a much smaller level of self-noise. Clearly the disadvantage of increasing the oversampling
ratio is that processing must take place at a higher rate, which implies a greater computational burden.
Time (s) × 10-3



























Figure 11.23: The oversampling method and symbol sampling errors
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Later, we will look at a couple of examples comparing synchronisation loops with different degrees of
oversampling. 
Interpolation techniques work in a different way. Rather than ‘shifting’ the timing of samples to the
nearest available positions, a reduced set of two samples per symbol is taken, and the amplitude at
intermediate points is derived via interpolation of these available samples. Thus, the amplitude at the
maximum effect point can be determined, almost as if a sample were ‘created’ at the desired timing
instant. This approach is illustrated in Figure 11.24. 
Interpolation techniques exploit the fact that the signal is sampled at a rate at least equal to Nyquist, and
therefore that all information is retained via the two samples taken per symbol. Computation is necessary
to generate the ‘missing’ information, and this can be undertaken using polyphase interpolation (which
effectively generates a much larger set of samples from which to find the closest), or via piecewise
polynomial interpolation techniques, implemented using a Farrow structure or similar [12], [38].
In this section, we will focus on oversampled techniques. 
11.6.3 Numerically Controlled Clock (NCC)
In the oversampled synchroniser model, the role of the NCC is to emit a 1 clock-cycle pulse (or ‘strobe’)
to control the taking of symbol samples. Once synchronised, the strobe selects the closest sample to each
maximum effect point. 
The NCC operates in a very similar manner to an NCO, in the sense that it uses an accumulator to control
the frequency of a synthesised waveform. Rather than generating a sine wave (like an NCO), the NCC






















Figure 11.24: Sampling at a maximum effect point using interpolation
maximum effect point
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produces a repeating strobe signal. It achieves this by incrementing an accumulator, and detecting when
the count reaches its maximum value and wraps back round to zero. Control is exerted via the step size
input, with a larger step size causing the accumulator to increment more quickly and hence increase the
rate of producing strobes. A sketch showing an example NCC output is provided in Figure 11.25. 
In the timing synchroniser, the quiescent rate of the NCC is set corresponding to the expected symbol
rate. An adjustment to the step size is applied via the filtered feedback error signal, causing the rate of
producing strobes to increase or decrease accordingly. 
In the systems presented in this section, the quiescent step size is 1, and the maximum count is set as ,
the oversampling ratio. The count held by the NCC,  can therefore be expressed as 
, (11.4)
where  is the feedback control signal and  is the sample index. The output of the NCC is given by
, (11.5)
or in other words, the strobe signal is produced only when the accumulator wraps round. Thus for a
feedback step size of , the NCC would produce strobes at the expected symbol rate, i.e. once
every  clock cycles. Where the adjusted step size is not an integer divisor of , the intervals between
strobes will differ over time, but the desired rate will be produced on average. 
In the second style of implementation mentioned in Section 11.6.2, the interpolation model, the NCC
accumulator output controls the interpolation process, e.g. it selects the desired component of a











Figure 11.25: Operation of the NCC to produce strobes
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Figure 11.26: The accumulator signal and strobe output of an NCC








11.6.4 Early Late Timing Error Detector
The TED is an important part of the timing synchronisation circuit, because it generates an error signal
to adjust the timing parameters of the NCC. The NCC controls the taking of symbol samples from the
output of the matched filter in the receiver. 
The TED computes a timing error, 
(11.6)
where  is the ideal timing instant, and  is the timing estimate. The timing error is used to control the
NCC, such that the timing error for the next symbol is reduced. For instance, if the timing estimate is
earlier than the ideal sampling time, the control signal to the NCC will adjust the next timing estimate
such that the signal is sampled slightly later, and hence closer to the ideal position. This causes the next
sampling period to be extended, as shown in Figure 11.27 (noting that it may take a few iterations before
the samples are placed perfectly). Conversely, if the current symbol sample is taken too late, the period
until the next symbol sample is reduced. 
The relationship between the symbol timing error, as defined in Eq. (11.6), and the output of the TED,
is commonly described by an S-curve, similar to that used in characterising PLLs. The precise shape of
the S-curve depends on the type of TED used. The general behaviour of the TED is to produce a negative
?
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output when the timing error is negative, and a positive output when the timing error is positive. In both
cases, the magnitude of the TED output varies with the magnitude of the timing error, and when the
timing error is exactly zero, the output should also be zero, meaning that no adjustment is necessary. We
will look at example S-curves shortly. 
One popular method of implementing the TED is the ‘Early Late’ method, which operates by taking three
samples of the matched filtered signal, spaced in time by an interval less than a symbol period (a spacing
of half a symbol period is often chosen). These are denoted as the Early (E), Punctual (P), and Late (L)
samples. 
The timing error is derived from the difference between the amplitudes of the early and late samples, as
shown in Figure 11.28. If the P sample is too early, then , and if the P sample is too late, then
. If the P sample is perfectly placed at the maximum effect point, . The earlier or later
the P sample compared to the ideal position, the greater the magnitude of 
Note that the diagrams in Figure 11.28 illustrate the point using positive pulses only. To accommodate
negative pulses, as is necessary in practice for QPSK, M-QAM and other modulation schemes, one of two
approaches can be taken. Either (i) the error can be multiplied by the sign of the symbol [38], or (ii) the
input signal can be rectified or squared, prior to the early-late operation. We will generally use the latter
approach in the examples that follow. 
More formally, and following the notation adopted in [38], the error signal produced by the Early Late
TED at sample  can be expressed as
(11.7)
where the symbol period is , the samples are separated by time , and  is the timing estimate. In
other words, the symbol estimate  is used to weight the  quantity as described earlier. Where
the sample separation is half a symbol period, Eq. (11.7) can be rewritten as
. (11.8)
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Figure 11.28: Examples of the error signals generated by the Early and Late branches
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As mentioned above, an alternative method involves squaring the signal prior to the Early Late TED,
resulting in the modified expression,
. (11.9)
The S-curve plots the expectation of the error output generated by the TED, , against the
normalised timing error, , where
(11.10)
for the case corresponding to Eq. (11.7), and 
(11.11)
for the case corresponding to Eq. (11.9). 
The decision-directed and data-aided versions produce different results, because the symbol estimates in
the former case may not always be correct, especially for larger symbol timing errors. 
The S-curve can be formally derived as described in [38], and it is a function of the pulse shape
(incorporating the roll-off rate where the RC is used). An important point to note is that the gradient at
 acts as the gain, , of the Early Late TED. The gain is affected by the received signal amplitude
and average energy, and it is undesirable for a parameter of the synchronisation loop to depend on the
amplitude of the input signal. Therefore, it is common to include a prior AGC stage to ensure that the
amplitude of the signal input to the TED, and hence , are held constant during operation. 
Figure 11.29 shows example S-curves for the raised cosine and squared raised cosine, for a roll-off rate of
. This represents the data-aided case, where the symbol estimates are always correct. Where
decision-directed method is used, then the S-curves are likely to deviate for larger timing errors
(approximately ), due to incorrect symbol decisions being made [38]. The TED gain values
extrapolated from the S-curves are  = 2.69 for the symbol-corrected version, and  = 3.22 for the
squared version. The appropriate value of  should be used when calculating the other parameters of
the synchronisation loop. 
It is worth reiterating that the left hand side of the S-curve in Figure 11.29 represents negative timing
errors, where the sample has been taken too late. The TED therefore produces a negative result, the
magnitude of which varies with the degree of lateness. Similarly on the right hand side, the timing errors
are positive, indicating that the sample has been taken too early. The output of the TED is then a positive
value whose magnitude increases with the degree of timing error.
11.6.5 Early Late Timing Synchroniser
The complete Early Late synchroniser includes a Loop Filter, NCC, and other delays, in addition to the
Early Late TED. A block diagram of an Early Late Synchroniser is shown in Figure 11.30. 
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In this timing synchroniser model, the error determined by the TED is filtered by a Loop Filter and
supplied to the NCC. Thus it has a similar structure and operation to the PLLs considered earlier. It is
intuitive to add the timing adjustment signal output by the Loop Filter to the quiescent step size of the
NCC, which is the approach taken in this model. This needs to be understood in terms of the behaviour
of the timing adjustment. 
It was observed in Figure 11.27 that early sampling requires the subsequent symbol sampling period to
be extended, which corresponds to a reduction in the frequency of the NCC. According to Figure 11.28,
however, early sampling produces a positive error signal. If added to the quiescent step size, this would
cause the NCC to produce strobes more frequently and thus shorten the period—opposite to the desired
effect. Once the loop has converged, what actually happens is that the NCC produces strobes half a
symbol period later than the maximum effect point. That is the reason why the strobes are delayed by a
further half a symbol period to make a whole symbol period, prior to sampling the Punctual branch. This
can be seen in the lower portion of Figure 11.30.
Alternatives exist and may be encountered in other literature, including subtracting the timing
adjustment signal from the quiescent step size of the NCC, rather than adding it; or delaying the Punctual

























Figure 11.29: Example S-curves for the Early Late TED (data-aided)
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In this section, we have looked at one particular method of performing symbol timing synchronisation.
It was noted that the loop has some similarities with the PLL models considered in Chapter 7 (in
particular, that the general architecture comprises an error detector, loop filter, and an adjuster). The
design of the loop parameters to achieve the desired synchronisation characteristics has also been
considered. 
The exercises in this section implemented the TED using the Early Late algorithm, and an oversampled
architecture was adopted. It was also assumed that the synchroniser operated in decision-directed mode.
As such, the options considered here represent only a subset of possible implementations for symbol
timing synchronisation. The interested reader may refer to the literature for information about other
methods [31], [38]. 
11.7 Digital Receiver Design: Joint Carrier and Timing Synchronisation
In a ‘real’ digital communications system, there will be offsets in both the frequency of the carrier and the
symbol timing parameters. Both effects must be corrected in the receiver in order to properly recover the
data, and a different synchronisation circuit is required for each task. The carrier and timing
synchronisation methods presented in earlier sections can be combined into a single system, as shown in
Figure 11.32. Note that this diagram shows a generic symbol timing synchroniser—in the forthcoming
practical exercises, we will use the Early Late design introduced in Exercise 11.20.
At this stage, we assume that the carrier and timing parameters are both subject to error, and that these
errors are independent of each other. For instance, the timing error may be a few ppm (the rate of the
arriving symbols could be 10ppm lower than the receiver ‘expects’), while the carrier frequency offset
may be 300Hz higher than the receiver’s local reference. 
In the next exercise, we assume that the carrier frequency offset is reasonably small, i.e. no greater than
1kHz. Large frequency offsets may be corrected with a prior stage of coarse frequency synchronisation,
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E\  RQWKH  EXWWRQLQRQHRIWKHConstellation DiagramZLQGRZV:DWFKWKHEHKDYLRXURI
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K &RQVLGHUWKHLQWHJUDWHGSKDVH&KHFNWKDW\RXFDQUHFRQFLOHWKLVEHKDYLRXURIWKHORRSILOWHU
DQGLQWHJUDWRUZLWKWKHFRQWHQWVRIWKHSine and Cosine Generated in the Carrier Synchroniser
SORW
L ([SHULPHQWZLWKWKHIUHTXHQF\DQGWLPLQJRIIVHWSDUDPHWHUV7U\FKDQJLQJWKHIUHTXHQF\




EORFNDQG UHVLPXODWLQJ&KHFN WKDWFDUULHUDQGV\PERO WLPLQJV\QFKURQLVDWLRQFDQVWLOOEH
DFKLHYHGVXFFHVVIXOO\LQWKHSUHVHQFHRIQRLVH
11.8 Coarse Frequency Synchronisation
In the previous section, it was noted that carrier synchronisation may not be successful if the initial
frequency offset is too large. As an example, this scenario might be encountered if the carrier oscillators
in the transmitter and receiver have wide tolerances, and there is a big difference in frequency between
the outputs they generate. The problem can be mitigated by introducing a stage of ‘coarse’ frequency
synchronisation prior to fine (PLL-based) carrier synchronisation and timing synchronisation. This first
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stage of synchronisation allows the receiver to ‘tune’ to roughly the carrier frequency of the desired
signal, which leaves a sufficiently small offset for successful fine carrier synchronisation. 
In the early sections of this book, a method of ‘Eyeball Tuning’ was introduced, wherein the frequency of
the receiver’s local oscillator was adjusted according to a visual inspection of the Spectrum Analyzer plot.
This was effectively a form of ‘coarse’ synchronisation, but it involved human intervention. We will now
implement coarse synchronisation in a different way, using an algorithm to automatically adjust the
position of the spectrum based on observed signal characteristics. 
11.8.1 Baseband Carrier Frequency Offset
Let us consider the issue of demodulation with a LO that deviates in frequency from the carrier present
in the received signal. The result is that the demodulated spectrum is not centred exactly at 0Hz, but at
some offset (positive or negative) corresponding to the difference between the local and received carrier
frequencies. If this offset is small enough, it can be corrected using a PLL-based fine carrier synchroniser.
For larger deviations, another technique is first required to centre the signal spectrum at approximately
0Hz (note that a small residual offset is likely to remain, as illustrated in Figure 11.35). 
Although Figure 11.35 shows a frequency offset that is less than the signal bandwidth, it is also possible
that the initial frequency offset may be more severe, and that the signal spectrum may not overlap 0Hz
at all. 
























Figure 11.34: Behaviour of the loop filter and integrator in the carrier synchronisation loop
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11.8.2 Frequency Offset Estimation
Algorithms exist for performing a coarse estimate of the frequency offset, such as a frequency locked loop
with band edge filtering, as described in [20]. The algorithm adopted here utilises knowledge of the
received signal structure, and specifically the phase modulation index, M (equivalent to the number of
PSK phases) [58]. The signal is raised to the power of M, which produces a significant tone at M times
the offset frequency as a result of the signal structure. For QPSK, therefore, the signal is raised to the
power of 4, and a tone is generated at 4 times the offset frequency. The actual frequency offset can then
be easily computed based on the detected position of the tone—in this case a division by 4 is required.
The frequency offset estimation algorithm can be implemented by computing a FFT of the signal (raised
to the power of 4), and then identifying the FFT bin with the highest magnitude. This process is depicted
in Figure 11.36, for an example where  = 8000Hz, and the frequency offset of the received signal is
400Hz. 
Given the sampling frequency, , and the number of points in the FFT ( ), the frequency spacing
of FFT bins used in this algorithm is given by
. (11.12)
The sampling frequency must be chosen according to the maximum expected frequency offset. Recalling
that a tone will be produced at 4 times the offset, then the sampling frequency must be specified as at least
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e Spectrum of received signal
after coarse synchronisation
Figure 11.36: Coarse frequency correction using the FFT of the 4th power of a QPSK signal
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There will also be an error in the frequency offset estimate, arising from the finite resolution of the FFT
(i.e. the fixed number of FFT bins). The worst-case error in the frequency offset estimate is given by
. (11.13)
This is because the error in identifying the maximum magnitude FFT bin (of the 4th power signal) is
equal to half of an FFT bin-width, and this error is subsequently divided by M (here, 4) when calculating
the frequency offset.
The estimation error contributes to the residual error after coarse frequency synchronisation (the other
source of error is due to the frequency correction process, i.e. the error in generating the desired
correction term, which will be neglected in this discussion). The number of FFT bins must therefore be
chosen to provide a minimum level of frequency resolution, in particular ensuring that the residual error
is less than the bandwidth of the fine carrier synchroniser. 
After the computation of the FFT, the estimated frequency error is generated by: (i) finding the highest
magnitude FFT bin; (ii) determining the frequency offset of that bin from 0Hz, and (iii) dividing by the
modulation index, . 
11.8.3 Coarse Frequency Correction
The frequency offset generated by the estimation process described in Section 11.8.2 can subsequently be
used to perform a correction, such that the signal spectrum is centred at approximately 0Hz. 
The correction is implemented by generating a complex exponential term at the estimated frequency,
and multiplying with the received signal. This is effectively a modulation of the signal at complex
baseband. The coarse frequency offset estimation and correction stages can be summarised by the block


























Figure 11.37: Block diagram of frequency offset estimation and correction
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It is worth bearing in mind the interactions between sampling frequency, modulation index, maximum
frequency error, FFT size, and estimation error, as discussed in the previous section. Where
implementation efficiency is a concern, or the maximum expected frequency offset is particularly large,
a prior stage of multirate filtering may be included to adjust the sampling frequency. For instance, if the
maximum expected error was greater than 1000Hz, then the sampling rate of 8000Hz shown in Figure
11.36 would not be sufficient to accommodate the tone produced at 4 times the error frequency. In this
case, an interpolating filter should be included prior to frequency offset estimation.
The examples that follow demonstrate the method of coarse frequency synchronisation, and then extend
the model presented in Exercise 11.23 by incorporating a stage of coarse synchronisation prior to the fine











H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 NOTE: The functionality of the AGC Simulink block was changed between releases R2015a
and R2015b. We have supplied modified versions of these files, denoted by the
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J &RQILUP\RXUDQVZHUWRWKHSUHYLRXVTXHVWLRQE\DQDO\VLQJWKHSORWZLQGRZHQWLWOHGSine and




NHHSLQJ ZLWKLQ WKH UDQJH  WR +] DQG UHVLPXODWLQJ &KHFN LI WKH UHFHLYHU FDQ
V\QFKURQLVHVXFFHVVIXOO\LQHDFKFDVH
11.8.4 RTL-SDR Practicalities 
When receiving ‘live’ signals using the RTL-SDR, the user configures the centre frequency of the device
( ) using either the RTL-SDR Receiver Simulink block, or the comm.SDRRTLReceiver MATLAB
system object. The centre frequency is, however, subject to error due to the limited precision of the
components used in the low-cost RTL-SDR. While working with various RTL-SDRs in the process of
writing this book, the authors have noted that wide variations in centre frequency errors occur (up to
several tens of kHz). Moreover, the frequency error of an individual device is often temperature
dependent. 
Frequency uncertainty of this magnitude is awkward even with the coarse frequency correction method
described in this section. Therefore, the recommended procedure is to undertake the preliminary step of
measuring the characteristic frequency error of the RTL-SDR, and then enter this value into the mask of
the Simulink block or MATLAB system object. This will significantly reduce the initial offset that must
be corrected. This procedure will be covered in more detail in Appendix A.3 (page 577), and it will be
necessary to complete it prior to starting work with live reception of digital communication signals in
Chapter 12. 
simulation time
Figure 11.38: Behaviour of the constellation (output of symbol timing synchroniser) during startup
?
fc
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11.9 Phase Ambiguity
In the previous section, it was mentioned that a residual constellation phase rotation may exist even after
the implementation of decision-directed carrier synchronisation. This phase rotation is also called a
phase ambiguity, and a further stage of processing is required to compensate for it. 
For M-phase PSK signals, the carrier synchronisation process may lock to any of the  phases of the
constellation. In other words, M-PSK signals can either be correctly synchronised with no phase offset,
or synchronised with some non-zero phase offset that depends on the modulation scheme. In the case of
BPSK, a carrier synchronisation loop could become locked correctly at a phase of , or with a phase offset
of , while for QPSK, the loop may lock at phase offsets of , , or , as well as at a phase of .
In both cases, this is due to the rotational symmetry of the constellations. 
Figure 11.40 illustrates a rotated QPSK constellation that has been synchronised with a phase offset of
; and Figure 11.39 illustrates a QPSK constellation with a phase offset of . As can be observed,
when a rotation occurs, the constellation symbol mapping changes. For instance, this means that when
a ‘00’ is sent by the transmitter, the receiver from Figure 11.39 interprets that the transmitted symbol was






























Figure 11.40: QPSK constellation with a  phase rotationπ 2⁄
M
0
π π 2⁄ π 3π 2⁄ 0
π 2⁄ π
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Two main methods are normally used to resolve phase ambiguity, known as the differential encoding and
unique word methods. A brief overview of both methods will be given for BPSK (as it provides simpler
introductory examples) and then QPSK (to continue the construction of the receiver design) in the
following two sections. More information on each of these can be found in [38]. 
11.10 Differential Encoding and Decoding
Conventionally, M-PSK modulation maps an input data sequence directly to a constellation comprised
of symbols at different phases. This method is however not resilient to phase ambiguity in the receiver,
as demonstrated by Figures 11.40 and 11.39. In comparison, differential encoding maps the data to the
phase shifts of the modulated carrier (rather than absolute phases), by performing some simple boolean
operations. Mapping the input to the phase shifts means that data can still be recovered by the receiver
when there is a phase offset, because the phase shifts are preserved.
To perform differential encoding, the input data sequence is split into blocks (symbols) with length
 bits, and the current block is encoded with the previous block to create an output based on
the differences between the two. 
11.10.1 BPSK differential encoding and decoding
The differential encoder for BPSK has a block length  (as ), and uses the previously encoded
bit  as well as the transmitted current input bit  to produce the current encoded output bit
, where  relates to the position of the bit in the sequence. To encode the first input bit, , the
initial ‘previously encoded bit’ is usually set to a default value of ‘0’, as there is in fact no previously
encoded bit. The BPSK differential encoding procedure is described by the logic shown in Table 11.1 
This truth table is actually the same as that of an XNOR logic gate, and can be implemented using a
delayed feedback loop as shown on the left hand side of Figure 11.41. 






L 1 M 2 
bε n 1±[ ] bt n[ ]
























Figure 11.41: BPSK differential encoder & decoder illustration
bt n[ ] bε n 1±[ ] bε n[ ]
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As shown in Figure 11.41, the BSPK Encoder accepts the binary sequence  and supplies it as an
input to the XNOR logic gate, along with the previously encoded bit, . The encoded bit
sequence  is subsequently input to the BPSK modulator, pulse shaped, and transmitted (these steps
are not depicted in the diagram). 
When a receiver detects and synchronises to the signal, it is BPSK demodulated, and input to the
differential decoder. Differential decoding (illustrated on the right hand side of Figure 11.41) can be
modelled using the logic shown in Table 11.2. Both the current encoded bit  and the previous
encoded bit  (created by the delay) are passed into the XNOR logic gate. This implements the
reverse process of the encoder, and outputs the received bit sequence . 
Note the implicit assumption here that the channel is perfect and does not introduce errors, hence the
sequence of encoded bits is equivalent at the transmitter and receiver. 
To provide an example, let’s consider encoding the simple input sequence .
According to the encoding process described in Table 11.1, the output shown in Table 11.3 would be
obtained. 
Decoding  using the method from Table 11.2 gives the result shown in Table 11.4. It is clear that
(in this case) the decoded sequence, , is identical to the initial input sequence, , as desired. 





Table 11.3: BPSK differentially encoded example sequence
n 0 1 2 3 4 5 6 7
0 0 1 0 1 1 0 1
0 1 0 0 1 1 1 0
1 0 0 1 1 1 0 0
Table 11.4: BPSK differentially decoded output sequence
n 0 1 2 3 4 5 6 7
1 0 0 1 1 1 0 0
0 1 0 0 1 1 1 0
0 0 1 0 1 1 0 1
bt n[ ]
bε n 1±[ ]
bε n[ ]
bε n[ ]
bε n 1±[ ]
br n[ ]
bε n 1±[ ] bε n[ ] br n[ ]
bt 0 0 1 0 1 1 0 1, , , , , , ,{ } 
bt n[ ]
bε n 1±[ ]
bε n[ ]
bε n[ ]
br n[ ] bt n[ ]
bε n[ ]
bε n 1±[ ]
br n[ ]
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To obtain the result shown above, the receiver would have to be synchronised with no phase offset. What
happens when there is a phase offset of , though? As mentioned previously, the reason for
implementing differential encoding and decoding is because it makes the system resilient to phase
ambiguity. Table 11.5 shows the output of the decoder when the receiver has synchronised to an
incorrect phase of . 
Due to the phase offset, the received encoded sequence  in Table 11.5 is the opposite of the
transmitted encoded sequence  from Table 11.3. To a system without differential encoding and
decoding, this would cause the entire output sequence to be in error; however as shown above, its
inclusion means there is only a single error — the first bit. As the first bit of a transmission is usually part
of a synchronisation sequence, this would not affect the transmitted data. 
To observe the encoding and decoding processes in simulation, the next exercise will illustrate the
practical implementation of a BPSK differential encoder and decoder pair.
,PSOHPHQWDWLRQRID%36.'LIIHUHQWLDO(QFRGHU	'HFRGHU








Table 11.5: BPSK differentially decoded output sequence with receiver phase ambiguity of 
n 0 1 2 3 4 5 6 7
0 1 1 0 0 0 1 1
0 0 1 1 0 0 0 1





bε n 1±[ ]
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E ([DPLQHWKHPRGHO7KHBinary Data SequenceEORFNSURYLGHVWKHLQSXWVHTXHQFHIRUWKH










G 5XQWKHVLPXODWLRQ(QVXUHWKHReceived Sequence SwitchLVVHWWRWKHHQFRGHGVHTXHQFH
DVLOOXVWUDWHGLQSDUWDWKHQUXQWKHVLPXODWLRQE\  WKH EXWWRQ2QFHWKHVLPXODWLRQKDV
FRPSOHWHGQDYLJDWHWRWKH:RUNVSDFHLQWKH0$7/$%HQYLURQPHQW
H &RQILUP WKH IXQFWLRQDOLW\ 7R YLHZ WKH HQFRGHG RXWSXW VHTXHQFH  RQ WKH
YDULDEOHWKDWLVVWRUHGLQWKH:RUNVSDFH,WVKRXOGVKRZ\RXDFROXPQRIELWV
WKDW PDWFKHV WKH HQFRGHG VHTXHQFH  – {1,0,0,1,1,1,0,0} WKDW ZDV SUHYLRXVO\
REVHUYHGLQ7DEOH7KHLQSXWVHTXHQFHIURP7DEOHZDVUHSHDWHGWZLFHWRSURYLGH
WKHHQFRGHULQSXWIRUWKHVLPXODWLRQWKXVWKHHQFRGHURXWSXWVWRUHGLQWKH
YDULDEOH LV DOVR UHSHDWHG ,I WKLV LV WKH FDVH WKHQ WKH HQFRGHU LV SHUIRUPLQJ H[DFWO\ DV
H[SHFWHG
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\RXVKRXOGQRWHWKDWWKH\KDYHQ¶WFKDQJHGIURPWKHODVWVLPXODWLRQRXWSXW









 7KLV H[HUFLVH KDV GHPRQVWUDWHG D SUDFWLFDO LPSOHPHQWDWLRQ RI GLIIHUHQWLDO HQFRGLQJ DQG
GHFRGLQJIRU%36.DQGDOVRLWVUROHLQVXFFHVVIXOO\UHFRYHULQJGDWDZKHUHDSKDVHDPELJXLW\
H[LVWV
11.10.2 QPSK differential encoding and decoding
The differential encoder for QPSK has a block length of  bits ( ) as its constellation is
composed of four points at equally spaced phases. The inputs to the encoder are the current input bit
 and the next input bit , along with the two previously encoded bits  and
, which are produced using feedback loops similar to the one in the BPSK differential encoder. 
To encode the first input bits,  and , the ‘previously encoded bits’ are usually set to default
values of ‘0’, as (once again) there are no previously encoded bits at the very first iteration. The QPSK
differential encoder uses these four bits to produce the two encoded output bits,  and .
The overall functionality of the QPSK differential encoder can be described as in Table 11.6, where the
four columns on the left hand side are used to determine the next two encoded bits, given in the
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The QPSK differential encoder is more complex than the BPSK equivalent considered previously, and its
construction is shown in left hand side of Figure 11.42. The ‘Comb Logic’ block shown in the diagram
represents the encoding process described by the truth table given in Table 11.6. 
Table 11.6: QPSK differential encoder truth table
0 0 0 0 0 0
0 0 0 1 0 1
0 0 1 0 1 0
0 0 1 1 1 1
0 1 0 0 0 1
0 1 0 1 1 1
0 1 1 0 0 0
0 1 1 1 1 0
1 0 0 0 1 0
1 0 0 1 0 0
1 0 1 0 1 1
1 0 1 1 0 1
1 1 0 0 1 1
1 1 0 1 1 0
1 1 1 0 0 1
1 1 1 1 0 0














































Figure 11.42: QPSK differential encoder & decoder illustration
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A binary sequence is input to the combinational logic circuit in blocks of two bits, where  are the
even-numbered bits, and  are the odd-numbered bits. Combined with the previously encoded
bits  and , which are created from delaying both the even and odd encoded output
bits, these are used to create the encoded output bits:  and . 
The encoded bits would then be input to the QPSK modulator, pulse shaped and transmitted across the
channel to the receiver. 
The receiver detects and synchronises to the signal, performs demodulation, and then passes the received
data to the differential decoder. The differential decoder (shown on the right hand side of Figure 11.42)
can be modelled using the logic shown in Table 11.7, which is of equal complexity to the encoder. The
two encoded bits  and , along with the previously encoded bits,  and 
are input to the combinational circuit, which decodes the received sequence and outputs the original bits,
 and . 
As e an example, consider encoding the input sequence .
Applying the logic implied by Table 11.6 would yield the result shown in Table 11.8. 
Table 11.7: QPSK differential decoder truth table
0 0 0 0 0 0
0 0 0 1 0 1
0 0 1 0 1 0
0 0 1 1 1 1
0 1 0 0 1 0
0 1 0 1 0 0
0 1 1 0 1 1
0 1 1 1 0 1
1 0 0 0 0 1
1 0 0 1 1 1
1 0 1 0 0 0
1 0 1 1 1 0
1 1 0 0 1 1
1 1 0 1 1 0
1 1 1 0 0 1
1 1 1 1 0 0
bt n[ ]
bt n 1[ ]
bε n 2±[ ] bε n 1±[ ]
bε n[ ] bε n 1[ ]
bε n[ ] bε n 1[ ] bε n 2±[ ] bε n 1±[ ]
br n[ ] br n 1[ ]
bε n 2±[ ] bε n 1±[ ] bε n[ ] bε n 1[ ] br n[ ] br n 1[ ]
bt 0 1 0 0 1 1 0 1 1 1 1 0 0 0 0 1, , , , , , , , , , , , , , ,{ } 
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Decoding  using the logic from Table 11.7 provides the result shown in Table 11.9. Here, you
should observe that the decoded sequence (  and ) is identical to the initial input sequence
 and  from Table 11.8. 
To obtain this result, the receiver has to be synchronised with no phase ambiguity. Similar to the BPSK
differential decoder, the QPSK decoding process still works when there is, for example, a phase offset of
. This is demonstrated in Table 11.10.  
Table 11.8: QPSK differentially encoded example sequence
n 0 1 2 3 4 5 6 7
0 0 1 0 1 1 0 0
1 0 1 1 1 0 0 1
0 0 0 1 0 1 0 0
0 1 1 0 0 1 1 1
0 0 1 0 1 0 0 1
1 1 0 0 1 1 1 1
Table 11.9: QPSK differentially decoded output sequence
n 0 1 2 3 4 5 6 7
0 0 0 1 0 1 0 0
0 1 1 0 0 1 1 1
0 0 1 0 1 0 0 1
1 1 0 0 1 1 1 1
0 0 1 0 1 1 0 0
1 0 1 1 1 0 0 1
Table 11.10: QPSK differentially decoded output sequence with receiver phase ambiguity of 
n 0 1 2 3 4 5 6 7
0 1 1 0 1 0 1 1
0 0 0 1 1 0 0 0
1 1 0 1 0 1 1 0
0 0 1 1 0 0 0 0
1 0 1 0 1 1 0 0
0 0 1 1 1 0 0 1
bt n[ ]
bt n 1[ ]
bε n 2±[ ]
bε n 1±[ ]
bε n[ ]
bε n 1[ ]
bε n[ ]
br n[ ] br n 1[ ]
bt n[ ] bt n 1[ ]
bε n 2±[ ]
bε n 1±[ ]
bε n[ ]
bε n 1[ ]
br n[ ]
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bε n[ ]
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The received encoded bits  and  are the inverse of the transmitted encoded bits, due to the
phase offset of . As was demonstrated previously for BPSK, the implementation of this technique
mitigates the impact of a phase ambiguity and ensures that only the first block of decoded bits is in error.
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11.11 Synchronisation with a Unique Word
Now that differential encoding and decoding has been demonstrated, this section will introduce an
alternate method of mitigating a phase ambiguity — the Unique Word (UW). A UW is a defined
sequence of symbols (known by both the transmitter and receiver), that are introduced to the data
sequence as the signal is transmitted. Once the receiver has acquired and synchronised to the signal, the
(known) UW is compared against the received sequence in an effort to detect if there is a phase offset. If
an offset is detected, the received data can be corrected, removing the phase ambiguity.
11.11.1 Using the UW method with BPSK
As described in Section 11.9, synchronised BPSK signals can either have no phase offset, or an offset of
. Using the UW method with BPSK means that phase ambiguities have to be detected by comparing
the received data with two versions of the UW; the UW itself, and the inverse of the UW. If the UW is
detected in the received sequence, it determines that there is no phase offset, while if its inverse is found,
it determines that there is an offset of . When the outcome of the comparison stage is known, the
sequence will either be output as-is (in the case of no offset), or corrected for the offset of .
The method is depicted by the block diagram in Figure 11.43. The received sequence  is compared
to the two possible versions of the UW,  and , and from this the phase offset can be
determined. If there is a phase offset, the bits can be corrected by either negating the bits, or using an
alternative symbol-to-bit demapper. 
We shall confirm this method with an example. A digital communications system uses a UW of
, and receives the series of bits, , given in Table 11.11. It begins by
examining the sequence to find out where the start of the UW is. 
The first eight bits of this sequence relate to the UW, and the remaining four bits are part of the
transmitted data. In this particular example, the output of the ‘Determine Phase’ block would decide that
the received bit stream had no phase offset, because the UW matches exactly with the received data. As
a result, the receiver would output the series of bits as-is from Table 11.11 (i.e., ). If the
Table 11.11: BPSK unique word example — no phase ambiguity
n 0 1 2 3 4 5 6 7 8 9 10 11
























Figure 11.43: BPSK unique word receiver
buw n[ ] 01011010[ ] br n[ ]
br n[ ]
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receiver received the series of bits shown in Table 11.12 however, it would determine that the signal was
out of phase by a value of . 
To correct this phase offset, the receiver would invert the sequence of bits, in order to match the
transmitted sequence (i.e., ). This would mean the four data bits are in fact ‘0110’ and not
‘1001’ as shown in Table 11.12. This method of can assess and correct any phase ambiguity for the BPSK
modulation scheme.
11.11.2 Using the UW method with QPSK
Recall from Section 11.9 that synchronised QPSK signals can either have no phase offset, or an offset of
, , or . Using the UW method with QPSK signals therefore means that the received sequence
must be compared with four versions of the UW. The comparison allows the receiver to find the value of
the phase offset, which then enables an appropriate correction to be made if needed.
The QPSK UW receiver is shown in Figure 11.44. The received sequence  is compared to the four
possible versions of the UW and corrected, if required, depending upon the output of the ‘Determine
Phase’ block. For the correction process, the sequence is better visualised in blocks of two bits, or QPSK
symbols, as required for the differential decoding process. If a time offset is additionally present, either
the first bit , the second bit , or both bits may be inverted, depending on the phase offset. 
Table 11.13 shows the transmitted and received symbols for each of the possible phase offsets. The first
phase offset column illustrates the received codewords for no phase offset, which are also equal to offsets
of any multiple of . The remaining columns show the received codewords for the other incorrect
phase values. The inverted bits are highlighted in red. These are the bits that must be corrected by the
‘Sequence Processing’ block from Figure 11.44.
Table 11.12: BPSK unique word example —  phase ambiguity
n 0 1 2 3 4 5 6 7 8 9 10 11
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Figure 11.44: QPSK unique word receiver
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To explain further, we shall define a scenario that uses a UW of . If the
receiver detects the  sequence shown in Table 11.14, it will first attempt to identify the start of the
UW. 
The first eight symbols in the received sequence relate to the UW, and the remaining four symbols are
part of the transmitted data. In this particular example, the received sequence has no phase offset,
because the UW matches exactly. This means that no correction would be required, and the receiver
would output the sequence from Table 11.14 directly (i.e.,  and ).
With an offset of , as demonstrated in Table 11.15, the received bits differ from the UW, and the
receiver must perform correction. 
This time, the decision is made by the ‘Determine Phase’ block, that the whole of the UW is negated, and
the receiver will make the appropriate correction (i.e.,  and ).
Correcting the sequence would convert the data bits (last four symbols) from ‘10010010’ to their
transmitted form, ‘01101101’. 





(no offset) /2 3 /2
00 00 10 11 01
01 01 00 10 11
10 10 11 01 00
11 11 01 00 10
Table 11.14: QPSK unique word example — no phase ambiguity
n 0 1 2 3 4 5 6 7 8 9 10 11
0 0 1 1 1 1 0 0 0 1 1 0
1 0 0 1 1 0 0 1 1 0 1 1
Table 11.15: QPSK unique word example —  phase ambiguity
n 0 1 2 3 4 5 6 7 8 9 10 11
1 1 0 0 0 0 1 1 1 0 0 1
0 1 1 0 0 1 1 0 0 1 0 0
errors
π π π
buw n[ ] 0100101111100001[ ] 
br n[ ]
br n[ ]
br n 1[ ]
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Finally, an example is shown in Table 11.16 for a phase offset of . 
Here, only the bits highlighted in red are in error, rather than the whole of the received sequence.
Correcting them according to Table 11.13, it would be found that the data (i.e. symbols 8 to 11) is in fact
‘01101101’ rather than ‘11001011’. 
Using this method of assessing and correcting the received bit sequence based on a UW, any phase
ambiguity that occurs in a QPSK receiver can be compensated for, and the transmitted data accurately
recovered. Note that this does not consider the impact of errors caused by noise.
11.12 Summary
This chapter has covered several different aspects of digital communications. We began by reviewing
digital modulation schemes, including popular variations such as BPSK, QPSK, and 16-QAM. Pulse
shaping was also discussed, and shown to play an important role in defining the bandwidth occupied by
transmitted signals. We focused on the RC response, although other pulse shapes are widely used.
Digital up- and down-conversion, the multirate operations necessary to translate between baseband and
IF (and vice versa) were also covered and examples presented. Although the RTL-SDR hardware
internally performs downconversion to baseband, the DUC and DDC are important building blocks for
modelling and simulating digital communications systems. 
Much of the chapter was devoted to synchronisation techniques for recovering the carrier phase and
timing parameters of a received digital signal. This treatment focused on the QPSK modulation scheme,
and considered also techniques for ‘coarse’ frequency synchronisation, which is necessary when the
carrier frequency is subject to significant error (as is the case for the RTL-SDR). Two techniques for
addressing the problem of carrier phase ambiguity, and its subsequent effect on symbol de-mapping,
were also presented. 
The next chapter will move forwards by integrating some of the concepts and receiver models covered
here into real-time SDR receivers for operation with the RTL-SDR. 
Table 11.16: QPSK unique word example —  phase ambiguity
n 0 1 2 3 4 5 6 7 8 9 10 11
1 0 0 1 1 0 0 1 1 0 1 1
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12 Desktop Digital 
Communications: QPSK 
Transmission and Reception
In the previous Digital Communications Theory and Simulation chapter, QPSK signals were generated,
transmitted and received in simulation, and various offsets were purposely introduced to the Simulink
models to model some of the challenges associated with real world communication channels. Although
these introduced the theory behind QPSK modulation and the synchronisation systems required to
receive QPSK signals, they did not fully represent the true extent of the issues — relating to interference,
offsets, hardware tolerances and communication protocols — that must be considered when wirelessly
transmitting and receiving signals in practice. This chapter aims to address these issues, and focuses on
implementing QPSK SDR transmit-and-receive (Tx/ Rx) communications systems on the desktop.
In this chapter, a number of exercises will involve generating and transmitting QPSK signals with the
USRP® radio, and then receiving, synchronising and demodulating them using the RTL-SDR hardware,
MATLAB and Simulink. The exercises progress from simply viewing the spectrums of QPSK signals; to
implementing synchronisation systems that use rudimentary communications protocols; to systems that
are able to transmit text strings and images from one computer to another. Throughout this chapter, we
will compare these practical digital systems with the theory from Chapter 11. 
At the end of the chapter, the use of FM modulation is considered (utilising low-cost transmitter
hardware), to perform the same text string and image transfer implemented with QPSK modulation and
the USRP® radio hardware. Realising that not all labs and users will have access to a USRP® radio, this
therefore allows readers to experience the issues of RF communications with more readily available
hardware, while also introducing some further interesting concepts.
The computationally intensive models used in this chapter (especially in the later designs) demand a
significant level of computer resources to perform well on a single computer. Therefore, it is strongly
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advised that the transmit and receive models are opened on separate computers, from this point forward.
The USRP® hardware should be connected to your ‘transmitter’ computer, and the RTL-SDR to your
‘receiver’ computer. Proceeding through the exercises, file paths will be provided to the appropriate Tx
and Rx models — please ensure that you open them on the correct machines! 
It is important to be aware that the success of digital communications is much more dependent on the
receiver being accurately tuned to the transmitted carrier frequency, than was previously experienced
with analogue communications. As introduced in Chapter 7, the RTL-SDR has accuracy limitations that
require compensation — particularly the frequency offset of the local oscillator. Consequently, you
should take the preliminary step of determining the individual PPM correction value required for your
RTL-SDR, which will be essential for all of the receiver exercises in this chapter. This value can be
calculated by following the steps detailed in Exercise A.3 (page 577). The correction value should then be
noted, so that it can be supplied to the RTL-SDR Receiver block in Simulink as a correction parameter.
12.1 Pulse Shaping with Real Time QPSK Transmitter and Receiver Designs
In this section, we will start by transmitting a simple QPSK signal from the USRP® transmitter to the
RTL-SDR, and view the spectrum of the signal that is received. One purpose of the exercises that follow
is to ensure that both your USRP® hardware and RTL-SDR receiver are set up correctly on their respective
computers, before moving on to more complex designs.
To recap from Sections 8.1 (page 280) and 10.1 (page 368), the USRP® hardware is a SDR that can be used
in conjunction with Simulink to implement a number of different radio transmitters and receivers.
Samples of a complex baseband signal are transferred to the device and upconverted by a DUC (resident
on the FPGA within the USRP® hardware). The samples are subsequently converted to analogue signals
via a DAC, mixed with a complex RF carrier and then transmitted. To transmit QPSK signals with the
USRP® radio, samples of a baseband, QPSK-modulated bit stream are supplied to the ‘Data’ port of the
SDRu Transmitter Simulink block, as shown in Figure 12.1. 
Additionally, this section will also feature pulse shaping; and in particular, raised cosine pulse shaping.
Exercises 12.1 and 12.2 demonstrate how to construct transmitter and receiver designs, respectively,
which together create a RC filter pair. From this, it should be possible to confirm the benefits of RC
filtering with a practical communications system (i.e. constraining the transmission bandwidth and
managing ISI, as previously discussed in Section 11.2).
Before building any QPSK transmitter Simulink models, you should ensure you have the MathWorks







































Figure 12.1: Block diagram showing a Simulink/ USRP® hardware implementation of a QPSK modulator
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found in Appendix A.2 (page 571). If you do not have a USRP® radio, you can still run all of the USRP® Tx
exercises throughout this chapter by commenting out the SDRu Transmitter block.
55&7UDQVPLW3XOVH6KDSLQJZLWKWKH86535DGLR








E &UHDWHDGLJLWDOVLJQDO2SHQ  > Communications System Toolbox > Comm Sources >






F $GGD436.PRGXODWRU1DYLJDWHWR  > Communications System Toolbox > Modulation
> Digital Baseband Modulation > PMDQGILQGWKHQPSK Modulator BasebandEORFN$GGLWWR




















WKHPRGHOIURP  > DSP System Toolbox > Signal Management> Buffers3ODFHLWLQDQDUHD
RIIUHHVSDFHDQGUHQDPHWKHEORFNOutput Buffer2SHQLWVSDUDPHWHUZLQGRZFKDQJHWKH
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I ,QWHUIDFH ZLWK WKH 8653 5DGLR )HWFK DQ SDRu Transmitter EORFN IURP WKH  >






EH FRQILJXUHG 6HW WKH µ&HQWHU )UHTXHQF\¶ SDUDPHWHU WR WKH GHVLUHG IUHTXHQF\ RI WKH
WUDQVPLVVLRQ7KLVYDOXHVKRXOGEHZLWKLQWKHUDQJHRIWKH57/6'5WXQHUHJLQWKHUDQJH
0+]±*+],IIRUH[DPSOH\RXZDQWHGWRPRGXODWHWKHVLJQDORQWRD0+]FDUULHU
µH¶VKRXOGEHHQWHUHG LQ WKLV ILHOG6HW WKH µ/2RIIVHW¶ WR µH¶DQG WKH µ,QWHUSRODWLRQ¶
IDFWRU WR µ¶ %\ VHWWLQJ WKH ORFDO RVFLOODWRU RI WKH 8653 KDUGZDUH WR N+] ZH FDQ
JXDUDQWHHWKDWDQ\KDUPRQLFVLWJHQHUDWHVZLOOQRWLQWHUIHUHZLWKWKH436.VLJQDO&KRRVLQJ
WKHYDOXHRI µ¶ IRU WKH LQWHUSRODWLRQ IXQFWLRQPHDQV WKDW WKH UDGLR UHVDPSOHV WKH436.
VLJQDOIURPN+]WR0+]EHIRUHPRGXODWLQJLWRQWRWKHFDUULHU&KDQJHWKHµ6RXUFH¶RI
WKHµ*DLQ¶WRµ,QSXW3RUW¶WKHQDSSO\WKHFKDQJHVDQGFORVHWKHZLQGRZ
K )LQDOO\SODFHDConstantEORFNIURP  > Simulink > Sources6HWWKHµ&RQVWDQW9DOXH¶WRµ¶
DQGUHQDPHWKLVEORFNTransmitter Gain (dB)
L $GGDVFRSHDQGFRQQHFWXSWKHEORFNV3ODFHDSpectrum AnalyzerEORFNIURP  > DSP
System Toolbox > SinksLQWKHPRGHODQGFKDQJHLWVQDPHWRSpectrum Analyzer Transmit
 )LQDOO\FRQQHFWWKHEORFNVDVVKRZQEHORZWRFRPSOHWHWKHWUDQVPLWWHU

















P 5XQDVLPXODWLRQ%HJLQWKHVLPXODWLRQE\  RQWKHµ5XQ¶ EXWWRQLQWKH6LPXOLQNWRROEDU
$IWHU D IHZ VHFRQGV 6LPXOLQN ZLOO HVWDEOLVK D FRQQHFWLRQ ZLWK \RXU 8653 UDGLR DQG WKH
VLPXODWLRQZLOOEHJLQ:KHQLWGRHVVDPSOHVRIWKH55&SXOVHVKDSHG436.VLJQDOZLOOEH
SDVVHGWRWKHUDGLRPRGXODWHGRQWRWKH5)FDUULHUDQGWUDQVPLWWHGIURPLWVDQWHQQD
Q 6LJQDO $QDO\VLV ([DPLQH WKH VLJQDO GLVSOD\HG LQ Spectrum Analyzer Transmit 7KH GDWD
VKRZQLQWKHVFRSHVKRXOGEHVLPLODUWRWKDWVKRZQEHORZZLWKRXWWKHDQQRWDWLRQVRIFRXUVH
 7KH EDQGZLGWK RI WKH FRPSOH[ GDWD VLJQDO LV N+]  N+] HLWKHU VLGH RI +] DV
KLJKOLJKWHGLQSpectrum Analyzer Transmit:HFDQDOVRVHHIURPWKH6SHFWUXP$QDO\]HUWKDW
WKHUH DUH QR KLJKSRZHU VLGHOREHV SUHVHQW DV WKH\ KDYH EHHQ DWWHQXDWHG E\ WKH SXOVH
VKDSLQJILOWHUZKLFKPHDQVWKDWRXUVLJQDOFRQIRUPVWRWKHGHVLUHGVSHFWUDOPDVN:LWKDJDLQ








Before you begin building any Simulink receiver models, make sure that the MathWorks RTL-SDR
Hardware Support Package is installed. Details on how to do this can be found in Appendix A.1 (page 569).
If you do not have an RTL-SDR, or are unable to transmit the signals with the USRP® radio, you can still























F 3ODFH DQ RTL-SDR Receiver EORFN ,I \RX KDYH DQ 57/6'5 DYDLODEOH DQG DUH DEOH WR
WUDQVPLWWKH55&SXOVHVKDSHG436.VLJQDOIURP([HUFLVHSODFHWKHRTL-SDR Receiver
EORFNIURP  > Communications System Toolbox Support Package for RTL-SDR RadioLQWR
WKHPRGHO












G 3ODFHWZRConstantEORFNVIURP  > Simulink > Sources LQWRWKHPRGHODQGPRGLI\WKHLU
QDPHV WR QPSK Signal Frequency (Hz) DQG Tuner Gain (dB) 6HW WKH µ&RQVWDQW YDOXH¶ RI
QPSK Signal Frequency WR WKHFHQWUH IUHTXHQF\RI WKH436.VLJQDO WREH UHFHLYHG²IRU
H[DPSOHµH¶IRU0+]6HWWKHTuner GainEORFNWRDGHIDXOWYDOXHRIµ¶WKLVYDOXH
PD\QHHGWREHDGMXVWHGODWHUGHSHQGLQJRQWKHVWUHQJWKRIWKHUHFHLYHGVLJQDO
H 3ODFHDQImport RTL-SDR DataEORFN,IDQ57/6'5LVQRWDYDLODEOHRU\RXDUHXQDEOHWR
WUDQVPLW WKH55&SXOVH VKDSHG436.VLJQDO QDYLJDWH WR  > RTL-SDR Book Library >












I $GGDQ55&0DWFKHG)LOWHU$GGDRaised Cosine Receive FilterWRWKHPRGHOIURP  >
Communications System Toolbox > Comm FiltersIROORZHGE\DMatrix ConcatenateEORFN
IURP  > Simulink > Math Operations7KHQ RQWKH55&ILOWHUDQGFRQILJXUHLWZLWKWKH
SDUDPHWHUVVKRZQEHORZ
 7KHEORFNPXVWEHFRQILJXUHGLQWKLVZD\WRSHUIRUPDVDmatched 55&ILOWHU1RWLFHWKDWWKH
VHWWLQJVGRQRWDOOPDWFK WKHRaised Cosine Transmit Filter IURP([HUFLVH7KH µ)LOWHU
VKDSH¶ µ5ROORII IDFWRU¶ DQG µ)LOWHU VSDQ LQ V\PEROV¶ PXVW PDWFK DV WKHVH GHWHUPLQH WKH














WKHPRGH IURP  > DSP System Toolbox > Sinks DQG UHQDPH LW DVSpectrum Analyzer
Receive7RFRPSOHWHWKHUHFHLYHUGHVLJQFRQQHFWWKHEORFNVLQRQHRIWKHWZRFRQILJXUDWLRQV
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L 3UHSDUH WR UXQ D VLPXODWLRQ ,I LPSRUWLQJ D VLJQDO VHW WKH Simulation Stop Time WR 
VHFRQGV µ¶ ,I XVLQJ DQ 57/6'5 VHW WKH Simulation Stop Time WR µLQI¶ LQ WKH 6LPXOLQN




M 6LPXODWH%HJLQWKHVLPXODWLRQE\ RQWKHµ5XQ¶  EXWWRQLQWKH6LPXOLQNWRROEDU$IWHUD
VKRUWWLPHWKHVLPXODWLRQZLOOEHJLQDQGWKHSpectrum Analyzer Receive ZLQGRZZLOODSSHDU
,I\RXDUHXVLQJDQ57/6'5DGMXVWWKHIUHTXHQF\DQGJDLQYDOXHVXQWLOWKHGHYLFHLVWXQHGWR
\RXUWUDQVPLWWHGVLJQDO7KHIUHTXHQF\GRPDLQVFRSHFDQEHXVHGWRDLGWKLVSURFHVV
N 6LJQDO$QDO\VLV7KHSpectrum Analyzer Receive ZLQGRZDOORZVWKHVLJQDOWREHPRQLWRUHG
LQWKHIUHTXHQF\GRPDLQDVLWLVUHFHLYHG,W LVFRQILJXUHGWRGLVSOD\WZRVLJQDOVWKHPDWFKHG
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 7KH VDPSOLQJ IUHTXHQF\ RI WKH 57/6'5 LV VHW WR 0+] PXFK JUHDWHU WKDQ WKH VLJQDO











P :DWFK XV UXQQLQJ WKH UHFHLYHU :H KDYH UHFRUGHG D YLGHR ZKLFK VKRZV DFWLYLW\ LQ WKH
Spectrum Analyzer ZLQGRZ KLJKOLJKWLQJ WKH HIIHFW WKDW WKH PDWFKHG 5& ILOWHU KDV RQ WKH
UHFHLYHGVLJQDO
/videos/#pulse_shaping 
12.2 Coarse Frequency Synchronisation in a Real-time System
The next stage of processing to be added to the digital communications receiver is coarse frequency
synchronisation. As explained in Section 11.8 (page 480), this first synchronisation stage is imperative to
the success of the remaining synchronisation operations, as it greatly reduces any initial frequency offset
present in the received signal. In practical communications systems, the offset between the expected and
actual frequencies of the received carrier signal can vary. In this case the offset is assumed to be large due
to the hardware tolerance issues of the RTL-SDR (recall that a preliminary step was required beforehand
to enter the measured offset of the device!). The next two exercises will allow you to investigate coarse
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F &KHFN WKH 8653 5DGLR VHWWLQJV 7KH SDRu Transmitter EORFN QHHGV WR EH VHW XS WR
FRPPXQLFDWH ZLWK \RXU 8653 KDUGZDUH 7R GR WKLV \RX VKRXOG IROORZ WKH LQIRUPDWLRQ
SURYLGHGLQ([HUFLVHWRFRQILJXUHWKHEORFNIRU\RXUKDUGZDUHGHYLFH$OVRFKHFNWKDWWKH
SDRu TransmitterEORFNLVVHWWRWUDQVPLWRQDIUHTXHQF\WKDW\RXFDQOHJDOO\XVH
























 1RWLFH WKDW FIR Decimation EORFNV KDYH EHHQ XVHG DQG FDVFDGHG SULRU WR WKH Coarse
Frequency CorrectionVWDJH7KLQNLQJEDFNWR6HFWLRQSDJH FDQ\RXUHPHPEHU






WKHRTL-SDR ReceiverEORFN&KHFNDOVRWKDWWKHQPSK Signal Frequency (Hz)EORFNLVVHWWR
WKH DSSURSULDWH YDOXH LH LW VKRXOG PDWFK WKH IUHTXHQF\ WUDQVPLWWHG RQ E\ WKH 8653
KDUGZDUH
 ,I\RXGRQRWKDYHDQ57/6'5RUDUHXQDEOHWRWUDQVPLWWKHVLJQDODQImport RTL-SDR Data
EORFNVKRXOGEHXVHGLQVWHDG7KLVVKRXOGEHVHWWRUHIHUHQFHWKLVILOH
/digital/rtlsdr_rx/rec_data/qpsk_coarse_synch.mat
 ,I LQWHQGLQJ WR LPSRUW GDWD UDWKHU WKDQ FRQQHFWLQJ WR DQ 57/6'5 GHOHWH WKH RTL-SDR
ReceiverEORFNDQGFRQQHFWWKHImport RTL-SDR DataEORFNLQLWVSODFH7KHGXUDWLRQRIWKH
UHFRUGHGGDWDLVVL[W\VHFRQGVVRVHWWKHµ6LPXODWLRQVWRSWLPH¶WRµ¶
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G 5XQ6WDUWUHFHSWLRQE\ RQWKHµ5XQ¶  EXWWRQLQWKH6LPXOLQNWRROEDU7KHPRGHOZLOOVRRQ
EHJLQWRUXQDQGWKHSpectrum Analyzer ZLQGRZVVKRXOGDSSHDU,IXVLQJDQ57/6'5DGMXVW
WKH IUHTXHQF\DQGJDLQ YDOXHVXQWLO WKH WUDQVPLWWHGVLJQDO LVRIIVHWE\DURXQG+]8VH
Spectrum Analyzer - Received Signal WRKHOSZLWKWKLV
H 6LJQDO$QDO\VLV:KHQWKHVLPXODWLRQLVUXQQLQJSpectrum Analyzer - Coarse Synch VKRXOG
GLVSOD\WKHWKUHHVWDJHVRIV\QFKURQLVDWLRQ
 7KHµ'HFLPDWHGVLJQDO¶EOXHLVWKHVLJQDOWKDWZDVUHFHLYHGE\WKH57/6'55DLVLQJLWWRWKH
SRZHURISURGXFHV WKH µ,QGXFHG3HDN¶VLJQDO RUDQJHDQGXVLQJ WKHSHDN WKHVLJQDO LV
VKLIWHG WR FUHDWH WKH µ&RUUHFWHG VLJQDO¶ JUHHQ ZKLFK LV FHQWUHG DURXQG +] )URP WKH
VSHFWUXPZHFDQGHWHUPLQHDURXJKYDOXHRIIUHTXHQF\RIIVHWE\H\HEXWWKHH[DFWYDOXHFDQ
EH REVHUYHG LQ WKH Calculated Frequency Offset (Hz) EORFN 7KH VLJQDO KDG DQ RIIVHW RI
+]LQWKHVLPXODWLRQVKRZQDERYH
 ,I\RXKDYHDQ\LVVXHVLGHQWLI\LQJWKHDERYHIHDWXUHVRUWKHVSHFWUDORRNPXFKOHVVGLVWLQFW
WKDQ WKH DERYH WU\ LQFUHDVLQJ WKH Tuner Gain (dB) EORFN XQWLO \RX FDQ VHH D FOHDUHU
FRUUHVSRQGHQFHZLWKWKHH[DPSOHVKRZQ%HDULQPLQGWKDWWKHVKLIWPD\EHWRWKHOHIWRUULJKW
I ,QFUHDVHWKHYDOXHRIWKHAdditional Freq Offset(Hz)EORFNDQGZDWFKWKHHIIHFWWKLVKDVRQ
WKHVLJQDOV&DQ\RXILQGWKHOLPLWDWLRQVRIWKLVV\QFKURQLVDWLRQPHWKRG"






Peak used for correction
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12.3 Carrier and Timing Synchronisation with the RTL-SDR
In Section 11.7 (page 477), a Simulink receiver design demonstrated carrier and timing synchronisation
for a receiver with simulated frequency and phase offset values. Through this, we introduced the
necessary subsystems for each of these synchronisation processes, and recorded some quantitative data
as the system ran. Plots were produced, which revealed various characteristics about the signal and the
behaviour of the receiver as it synchronised. The offset values used in Exercise 11.23 (page 479) were
somewhat idealistic (i.e. they remained constant for the duration of the simulation), which is not
generally the case in a realistic scenario. 
In this section, we will further extend the real-time QPSK receiver; this time to include these carrier and
timing synchronisation subsystems. Doing so will allow you to observe the difference in the
compensation required for signals received by the RTL-SDR, and to make a comparison with the
simulated receiver from Exercise 11.23. Afterwards, we will move on to a receiver that includes a QPSK






RU XQGHUUXQ LQ WKH WUDQVPLWWHU ZRXOG JUHDWO\ DIIHFW WKH VXFFHVV RI UHFHSWLRQ 5HPRYLQJ WKH
FRPSXWDWLRQDOO\LQWHQVLYHSpectrum AnalyzerEORFNSUHYHQWVDQ\UHODWHGLPSDLUPHQWRQWKHSURFHVVLQJ







E ([DPLQH WKH PRGHO :KHQ WKH PRGHO RSHQV \RX VKRXOG QRWLFH WKDW WKLV EORFN GLDJUDP
SRVVHVVHVWKHVDPHVLJQDOJHQHUDWLRQEORFNVDVWKHWUDQVPLWWHUIURP([HUFLVH
F &KHFNWKH86535DGLRVHWWLQJV<RXZLOOQHHGWRFRQILJXUHWKHSDRu TransmitterEORFNWR
FRPPXQLFDWH ZLWK \RXU 8653 KDUGZDUH 7R GR WKLV IROORZ WKH LQIRUPDWLRQ SURYLGHG LQ
([HUFLVH 
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([HUFLVHWRFRQILJXUHWKHVHWWLQJVRIWKHEORFNIRU\RXUSDUWLFXODUKDUGZDUH5HPHPEHUWR
FKHFNWKHWUDQVPLW IUHTXHQF\ LQSDUWLFXODUDQGHQVXUHWKDW LW LVVHW WRD IUHTXHQF\\RXFDQ
OHJDOO\XVH
G 5XQDVLPXODWLRQ%HJLQWKHVLPXODWLRQE\ RQWKHµ5XQ¶  EXWWRQLQWKH6LPXOLQNWRROEDU
$IWHUD IHZPRPHQWV6LPXOLQNZLOOHVWDEOLVKDFRQQHFWLRQZLWK\RXU8653 UDGLRDQG WKH
VLPXODWLRQZLOOEHJLQ6DPSOHVRIWKHSXOVHVKDSHG436.VLJQDOZLOOEHSDVVHGWRWKHUDGLR
PRGXODWHGRQWRDQ5)FDUULHUDQGWUDQVPLWWHG















 NOTE: The functionality of the AGC Simulink block was changed between releases R2015a
and R2015b. We have supplied modified versions of these files, denoted by the






F &KHFN WKH 57/6'5 GDWD VRXUFH ,I \RX KDYH DQ 57/6'5 DYDLODEOH DQG DUH DEOH WR
WUDQVPLW WKH 55&SXOVHVKDSHG436.VLJQDO IURP([HUFLVHDQRTL-SDR Receiver
EORFNFDQEHXVHGWRLQWHUIDFHZLWKDQGFRQWURO\RXU57/6'5,QWKLVFDVHHQWHU\RXU330
FRUUHFWLRQ YDOXH LQWR WKHSDUDPHWHUZLQGRZ&KHFN WKDW WKH QPSK Signal Frequency (Hz)
EORFNLVVHWWRPDWFKWKHIUHTXHQF\WUDQVPLWWHGRQE\WKH8653WUDQVPLWWHU







EXWWRQ LQ WKH6LPXOLQN WRROEDU$IWHUDFRXSOHRIVHFRQGV WKHVLPXODWLRQZLOOEHJLQDQG WKH
Constellation Diagram ZLQGRZVVKRXOGDSSHDU+RSHIXOO\WKHFRQVWHOODWLRQVKRZQLQWKHRx
RotatedVFRSHVKRXOGORRNOLNHDVWDQGDUG436.FRQVWHOODWLRQZLWKFOXVWHUV









SDVVHG WKURXJK WKH FDUULHU V\QFKURQLVDWLRQ VWDJH WKH Rx Rotated SORW VKRXOG VKRZ IRXU
FOXVWHUVZKLFKDUHQRZVLWXDWHGVWDWLFDOO\DURXQGWKHUHIHUHQFHPDUNHUV
1





 )XUWKHU SORWZLQGRZVZLOO DSSHDU DW WKHHQGRI WKHVLPXODWLRQDQG WKHVHVKRXOG VKRZ WKH
VXFFHVVIXOV\QFKURQLVDWLRQRIWKHUHFHLYHUWRWKHVLJQDOWUDQVPLWWHGE\WKH8653WUDQVPLWWHU
,I\RXUFRPSXWHUGRHVQRWKDYHHQRXJKFRPSXWDWLRQDOSRZHULWLVOLNHO\WKDWWKHUHFHLYHUZLOO
QRW EH DEOH WR V\QFKURQLVH XVLQJ UHDOWLPH UHFHLYHG GDWD ,I WKLV LV WKH FDVH \RX FDQ XVH
LPSRUWHGGDWDLQVWHDG(DFKWLPHWKHVLPXODWLRQILQLVKHVLWZLOOSORWWKHQHZGDWDLQWKHH[LVWLQJ
ILJXUHZLQGRZV
H ,QVSHFWWKHSORWWLWOHGDerotated X and Y ComponentsZKLFKVKRZVWKH,DQG4SKDVHVRI
V\PEROVUHFRYHUHGE\WKHUHFHLYHU
 ,WPD\EHQRWHGWKDWVDPSOHVRQO\DSSHDUIURPVHFRQGVRQZDUGVZKLFKLVGXHWRWKHStep
EORFN XVHG WR HQDEOH WKH Carrier Synchronisation Loop (Baseband) VXEV\VWHP 7KLV LV
LPSOHPHQWHGWRSUHYHQWWKHVXEV\VWHPEHFRPLQJORFNHGLQDQXORXWSXWORRSVWDWH²LHLI












































J 1RZWXUQ\RXUDWWHQWLRQWRWKHSORWHQWLWOHGCarrier Synchroniser Loop Filter Behaviour$JDLQ
\RXZLOOQRWLFHWKHVDPSOHVDUHSORWWHGIURPVHFRQGVRQZDUGVEHFDXVHWKHGDWDIRUWKLV
SORWLVDOVRJDWKHUHGIURPLQVLGHWKHFDUULHUV\QFKURQLVDWLRQVXEV\VWHP
K ,QVSHFW WKHSORW JHQHUDWHGE\ WKHPRGHO DQG FRPSDUH LW WR LWV HTXLYDOHQW IURP WKH WKHRU\
FKDSWHU)LJXUHRQSDJH 7KHSORWREWDLQHGIURPVLPXODWLRQH[KLELWHGERWKDVWHDG\
ORRS ILOWHURXWSXWDQGDVWUDLJKW OLQHSKDVH LQWHJUDWRURXWSXW DIWHUDVKRUW WUDQVLHQWSHULRG
ZKLFKLVUDWKHUGLIIHUHQWIURPZKDWKDVQRZEHHQSORWWHGZLWKWKHUHDOVLJQDOGDWD1HLWKHUWKH
ORRSILOWHURXWSXWQRUWKHSKDVHLQWHJUDWRURXWSXWDUHSDUWLFXODUO\VWHDG\IRUTXLWHVRPHWLPH
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WKH0$7/$%FRPPDQGZLQGRZ8VLQJWKLVGHVLJQDQGWKHWUDQVPLWWHUIURP([HUFLVHZHFDQQRZ






 NOTE: The functionality of the AGC Simulink block was changed between releases R2015a
and R2015b. We have supplied modified versions of these files, denoted by the
_15bonwards.slx file names. Anyone using 15b or higher will need to use these files
instead. 
 7KHEORFNGLDJUDPVKRXOGORRNVLPLODUWRWKDWVKRZQEHORZ




Synchronisation LoopVXEV\VWHPODEHOOHGLQJUHHQDVDecimation, Demodulation and Symbol
Output.7KHVHEORFNVLPSOHPHQWWKHSURFHVVLQJUHTXLUHGWRDUHGXFHWKHVDPSOLQJUDWHEDFN
WRV\PEROUDWHEUHDGMXVWWKHGHFLPDWHGVDPSOHVEDFNWRWKHLUGHFLGHGFRQVWHOODWLRQSRLQWV
FGHPRGXODWH WKHFRQVWHOODWLRQVEDFN WRELWVDQG GRXWSXW WKH UHFHLYHGV\PEROV WR WKH
0$7/$%FRPPDQGZLQGRZIRUYLHZLQJ
























 7KH FRQVWHOODWLRQ DW WKH RXWSXW VKRZQ LQ WKH Rx Rotated SORW VKRXOG VKRZ IRXU FOXVWHUV
VLWXDWHG VWDWLFDOO\DURXQG WKH UHIHUHQFHPDUNHUV ,I WKLV LV WUXH \RXU UHFHLYHUKDVFRUUHFWO\





PRGHO LV UXQQLQJ +HQFH \RX ZLOO QHHG WR SDXVH WKH PRGHO WR H[DPLQH WKHP 3DXVH WKH






LPSOHPHQWHG VR IDU 7KH WUDQVPLWWHU PRGHO KDV 436. PRGXODWHG D ELQDU\ ELW VWUHDP DQG
WUDQVPLWWHGWKHV\PEROVDFURVVWKH5)VSHFWUXP7KLVVLJQDOKDVWKHQEHHQDFTXLUHGE\WKH









12.4 Developing a Simple Communications Protocol
In the chapter so far, we have reached the point of sending QPSK symbols via a wireless link. In order to
send meaningful data, however, such as a string of text, we will now need to augment this system with
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instance, the data to be transmitted according to a particular agreed format. By imposing some
standardisation on how messages are formed and formatted, and having the transmitter and receiver
operate according to a ‘standard’, we can ensure that messages are correctly communicated. At the most
basic level, it must be ensured that the start of a message is correctly identified, so that subsequent
processing of the received data can take place reliably.
To provide a little background, communications standards can use a variety of protocols and modulation
techniques, and may also require information to be transmitted across different media (such as cables,
fibre, and RF). In 1994, the ITU developed a model known as the Open Systems Interconnection (OSI)
stack that could be used to help generalise and characterise the functionality associated with all of the
different layers of digital communications systems. The model (or ‘protocol stack’) comprises of seven
layers: Physical, Data Link, Network, Transport, Session, Presentation and Application, as highlighted in
Figure 12.2 [35]. Consequently it is also commonly referred to as the 7-Layer Model. 
The OSI 7-Layer Model is now relatively old in technology terms, and other models have since become
popular, such as the TCP/IP model synonymous with computer networking [1]. In some systems there
is a certain blurring of the layers, or even omission of layers, and hence the OSI model is not as generically
applicable as it was originally. But for the purposes of this book, however, the OSI model is a useful
reference and process guide to allow us to develop our very own simple proprietary protocols. 
The systems presented so far have been concerned with the Physical layer (PHY), whose role is to
transmit and receive electromagnetic signals, and is concerned only with the DSP operations required to
pass data through a physical channel. This is where processes such as modulation, filtering, phase
synchronisation and data recovery occur. According to the OSI model, the Data Link layer is where data
frames are generated, and frame synchronisation is performed. Working up the stack, the Network layer
normally considers issues such as addressing (allowing multiple nodes to be connected in a network),
while the Transport layer deals with segmentation of data. The top three layers are concerned with the
generation, manipulation and preparation of data to be transmitted and received. Each of the seven





Software generating and accessing data
Data manipulation (encoding, compression etc)
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Segmentation of data, introduce ports
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Figure 12.2: The OSI protocol stack from a wireless communications point of view
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you may be familiar with (e.g. HTTP, SSH, TCP, UDP, ARP, PPTP, IEEE 802.11). More information on
the processes defined in the seven layers can be found in [16].
Everything we have developed to this point can be considered as based purely on the PHY layer. The
QPSK transmitter has transmitted random binary sequences, and while this allowed us to test the ability
of the QPSK receiver design to synchronise to the received signal, it has not been possible to verify correct
reception of data, or to send more complex information like ‘messages’ or files. The solution is to
integrate layers above the PHY in our SDR link, and to transmit data in a form that will be easily
identifiable and usable at the receiver. 
Note that, as we are considering point-to-point communication in this case, the task is simpler than if
multiple nodes were involved. In that case, it would also be necessary to involve issues such as addressing,
to ensure that messages are delivered to the correct recipients. 
In the following sections, we will consider the higher-layer processes required to generate, transmit and
receive character string messages over the QPSK link.
12.5 ASCII Encoding and Decoding
The American Standard Code for Information Interchange (ASCII) allows for 128 different characters
— based on the English alphabet — to be encoded into 7-bit binary words [40]. This scheme falls into the
Presentation layer of the OSI model. The types of characters that can be encoded with ASCII are: non-
printing control characters (NUL, ACK), numbers and punctuation characters (0-9, $, *, space),
uppercase letters (A-Z), and lowercase letters (a-z) [16]. To give an example, uppercase ‘A’ is defined with
the decimal value ‘65’ in the encoding scheme, which is represented in binary as ‘1000001’.
Over the years, the ASCII encoding scheme has been used in many different applications. It permits
conversion of English messages and text documents (amongst other things), between characters and
ASCII binary sequences for transmission, processing, and storage on digital devices. We will eventually
incorporate ASCII encoding and decoding into our transmitter and receiver designs, respectively, as this
will allow useful (and intelligible) messages to be transferred.
Before we incorporate ASCII encoding and decoding in our designs, let’s investigate how to implement
the scheme using MATLAB code. In this short section, MATLAB scripts demonstrate the process of
encoding and decoding a message of your choice. Following this, Section 12.6 will introduce the framing
and frame synchronisation processes, which are required when transmitting and receiving data messages.
$6&,,(QFRGLQJXVLQJ0$7/$%&RGH
















F 6LPXODWH5XQWKHVFULSWE\  RQWKHµ5XQ¶ EXWWRQLQWKH0$7/$%HGLWRUULEERQDQGWKHQ
QDYLJDWHWRWKH0$7/$%ZRUNVSDFHWRYLHZWKH msg_decmsg_bin DQG bit_seqRXWSXWV
G 1H[W  RQWKHmsg_decYDULDEOHDQGH[DPLQHWKHDUUD\RIGHFLPDOYDOXHVIRUHDFKRIWKH
FKDUDFWHUVLQHello World!LQFOXGLQJWKHVSDFHFKDUDFWHU7KHVHYDOXHVDUHWKHQFRQYHUWHG







msg_string = 'Hello World!'; % enter the message string in chars
ascii_len = 7; % define length of ASCII codewords
% 'int8' function converts ASCII chars to equivalent decimal values
msg_dec = int8(msg_string);
% convert decimals to ASCII matrix
% 'de2bi' converts decimal representation to binary
% 'de2bi' is set to use ascii_len for number of bits per codeword
% 'left-msb' keeps left bit as the most significant bit
msg_bin = de2bi(msg_dec,ascii_len,'left-msb')';
% transform matrix to a one column vector for the output bit sequence










YDULDEOH WR8 WKHQ UHUXQ WKHVFULSWDQGQDYLJDWHEDFN WR WKHRXWSXWYDULDEOHV9LHZLQJ WKH






5XQ WKH VFULSW DJDLQ DQG ORRN DW WKH QHZ GHFLPDO DQG ELQDU\ YDOXHV VWRUHG LQ WKH RXWSXW













msg_len = length(bin_seq)/ascii_len; %% calc message length in chars
msg_decoded = char(zeros(1,msg_len)); % create variable for decoded msg
% convert the binary sequence back to an English message
for count = 1:1:msg_len
% extract binary representation of each character
char_in_bin = bin_seq((((count-1)*ascii_len)+1):ascii_len*count)';
% 'bi2de' converts binary representation to decimal value
char_in_dec = bi2de(char_in_bin,'left-msb');
% convert to character and store character
msg_decoded(count) = char(char_in_dec);
end
% print the message to the command window
disp(msg_decoded);






F 3UHSDUH WR GHFRGH %HIRUH FRQWLQXLQJ HQVXUH WKDW WKHbin_seq DQGascii_len RXWSXW
YDULDEOHV IURP WKH ASCII_character_encoder.m VFULSW DUH VWRUHG LQ WKH 0$7/$%
ZRUNVSDFHDV WKH\DUHUHTXLUHGGXULQJWKHGHFRGLQJSURFHVV ,IQHFHVVDU\ UXQWKHDERYH
VFULSWE\RSHQLQJLWDQG  RQWKHµ5XQ¶ EXWWRQLQWKH0$7/$%HGLWRUDQGWKHQVZLWFKWR
WKH0$7/$%:RUNVSDFHWRFKHFNWKDWWKHUHTXLUHGRXWSXWVDUHSUHVHQW
G 5XQWKHVFULSW1H[WUXQWKHASCII_character_decoder.m VFULSWE\  RQWKHµ5XQ¶
EXWWRQ DQG WKHQ FKHFN WKDW WKH GHFRGHG RXWSXWV KDYH EHHQ FUHDWHG LQ WKH 0$7/$%
:RUNVSDFH
 )LUVWO\ H[DPLQH WKH char_in_bin YDULDEOH DQG QRWLFH WKDW WKH FRGH KDV VXFFHVVIXOO\






DQGGHFLPDOUHSUHVHQWDWLRQRIHDFKRI WKHFKDUDFWHUV7RFRQWLQXHZLWK WKHGHEXJ  WKH
µ&RQWLQXH¶  EXWWRQ




12.6 Data and Frame Synchronisation
So far, the data used in the transmitter and receiver models in this chapter has been randomly generated.
A Bernoulli Binary Generator source was utilised, and it was an adequate data source to allow the
synchronisation circuits to be tested. Next, we will consider the transmission and reception of useful
data, in the form of ASCII messages. 
Unfortunately it is not as simple as adding an ASCII encoder to the transmitter, and a decoder to the
receiver. The ASCII representation of the message is a concatenation of 7-bit binary codes, and correct
decoding relies on knowledge of how the bits are grouped. For instance, if part of a message contained
the word ‘Blur’, as shown in Figure 12.3, the decoding process would only be successful if the groups used
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To transmit and receive ASCII messages successfully, therefore, it is necessary to ensure that the start of
the sequence is correctly identified. Some form of rudimentary communications protocol must be
implemented in order to achieve this.
12.6.1 Frame Structure
The proprietary communications protocol being developed requires a method of identifying the start of
the message, in order to interpret the received data correctly. To achieve this, we will introduce a scheme
of splitting the transmitted data into frames, which will be composed of a payload (containing the
message), and a header (containing information to implement the communications protocol and aid the
reception of the payload). 
Although many digital communications systems use frames, their composition and structure, and the
protocol implemented using frames, can differ widely. For the purposes of this book, we will simply
define and use the frame structure shown in Figure 12.4. The header will be used by the frame
synchronisation process in the receiver to achieve correct alignment of the payload, and ensure that the
data is extracted and processed appropriately [40]. When a message is particularly long, it is partitioned
into sections, with each section forming the payload of a frame within a sequence of frames. This is
demonstrated in Figure 12.5.  
Payloads can be of fixed or variable length. Where the size is variable, it normally has lower and upper
limits, as specified by the protocol in use. Setting a maximum payload length, and converting longer
messages into a sequence of frames, is advantageous for a number of reasons. If a single frame in a series
becomes corrupted, it may be possible to resend only that frame, rather than the whole message. (Adding
the facility to identify lost frames and resend them is beyond the scope of this chapter, and we will not
attempt to cover those aspects here.) 
B l u r
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Figure 12.3: Decoding an ASCII message without correct character alignment
PayloadHeader
Frame Length
Frame structure with 
header and payload
Frame information Part of the data stream is contained
in the payload of each frame
Figure 12.4: Typical structure of a frame
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In both wired and wireless communications systems, preambles (a sequence that is normally part of the
header) can be used to ‘wake up’ and help receivers to synchronise to the incoming data. We will go on
to consider this aspect next.
12.6.2 Frame Synchronisation: Preamble and Correlation
The frame structure to be used in this communications protocol will contain a preamble within the
header, to facilitate synchronisation at the frame level (in other words, to establish the position of the
beginning of the payload). The design of the preamble sequence is important — the preamble must have
favourable correlation properties in order to be easily identifiable. 
Correlation is the process of mathematically determining the degree of similarity between two signals or
sequences. For instance, the correlation between two sequences,  and , both of length , may be
expressed as
. (12.1)
Assuming that the sequences are formed from {-1, +1} values, then the maximum correlation value is
therefore + . (It may be convenient in some circumstances to normalise the correlation operation such
that the peak is +1.)
Correlation can be used for a variety of purposes in DSP, but in this case we consider its applicability for
generating a timing measurement that will help to recover data from received frames.
Sequences suitable for a frame preamble have an autocorrelation function (i.e. the correlation result for
the case ) that produces a clear maximum when aligned, but a very low result when the
sequences are out of alignment. The sequences are composed of  values, meaning that the product of
each pair of samples is +  when the sequences are aligned (as  and ), as shown
in the left hand portion of Figure 12.6. Hence, the correlation output (equivalent to the summation of
these individual sample products) is , the length of the sequence. When out of alignment, the
probability of  or  occurring is about the same as either  or
, and for the type of codes we will adopt, the correlation result will be in the region
.
Consider again the example in Figure 12.6 (note that the waveform is shown with a ‘zero order hold’






Figure 12.5: Message data segmented into frames
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On the left hand side of Figure 12.6, a correlation is performed between two copies of the sequence
, which are aligned in time. Notice that the result of multiplying each individual sample is +1, and
thus the summation over the 13 samples of the sequence is +13. 
On the right hand side of Figure 12.6, a correlation is again performed between two copies of , but
in this example a shift of one sample exists. As a result, the products of individual samples are +1
approximately half of the time, while the remainder are -1. In this case, summing across the length of the
sequence produces the result -1 (a low level of correlation). 
Any other degree of shift could be evaluated in the same manner. Shifts of +2, +3, +4... and similarly -1,
-2, -3, -4 samples produce similar results, i.e. correlation values no greater than 1. 
Taking all of these shifts into consideration, an autocorrelation function for the sequence  can be
generated, as shown in Figure 12.7. As desired, this displays a peak of +13 at 0 (where the sequences are
aligned) and has a low level of correlation otherwise. The example sequence chosen here is actually a
Barker sequence, and this family of codes will be described in more detail next. 



































































Figure 12.6: (left) autocorrelation of sequence b1[n], with zero time shift; 























Autocorrelation Function of Barker Code with Length N=13
-10           -5            0               5             10
Main correlation peak
Low amplitude sidelobes
Figure 12.7: Annotated autocorrelation of a Barker-13 sequence
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12.6.3 Barker Sequences
A number of different sequences have been identified that possess favourable correlation characteristics.
The type we will focus on in this book is a subset known as Barker codes or Barker sequences. A Barker
sequence is a finite sequence of  (+1) and (-1) values,
 for (12.2)
with the property that:
(12.3)
for all  [37]. 
There are several known Barker sequences, and the set has a maximum length of  = 13 (at least, no
longer sequences have yet been found!)[3][41]. The most common of these are shown in Table 12.1.
Note: this table omits the sequences that would be produced from inverting the sign, and separately, from
reversing the time order, of the sequences shown. 
Barker sequences possess the key characteristic of low amplitude correlation sidelobes, as indicated in
Figure 12.7; these are the outputs of the correlation process when the sequences are not aligned. The
featured Barker-13 sequence will be used later, as we develop our own simple communication system. 
12.6.4 Correlator Architectures
As explained in Section 12.6.2, a sequence that is known to the receiver is incorporated into the
transmitted data to enable frame synchronisation. This fixed-length sequence is chosen for its desirable
correlation characteristics, which allow it to be detected using a correlation process in the receiver. When
the sequence is detected, the receiver is able to identify the start of a frame, and extract the data contained
within the payload. 
Table 12.1: Barker sequences
Length Sequences
2 +1 -1 +1 +1
3 +1 +1 -1
4 +1 +1 -1 +1  +1 +1 +1 -1
5 +1 +1 +1 -1 +1
7 +1 +1 +1 -1 -1 +1 -1
11 +1 +1 +1 -1 -1 -1 +1 -1 -1 +1 -1
13 +1 +1 +1 +1 +1 -1 -1 +1 +1 -1 + 1 -1 +1
N
B i[ ] i 1 2 … N, , , 
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Identification of the sequence is achieved by correlating the incoming data with a copy of the preamble
stored within the receiver. A simple architecture for undertaking correlation is shown in Figure 12.8.
This basic, serial correlator can compute the correlation for one particular time shift only (as the stored
preamble is read out sequentially in the receiver). Therefore, to generate correlation results for different
degrees of time shift, multiple branches could be used to correlate the received signal with versions of the
locally generated preamble that are delayed by 1, 2, 3, 4... samples. When a peak occurs in one of the
branches, the preamble sequence has been detected. 
A second possibility is to use a matched filter correlator. This approach exploits the fact that correlation
is a sum of products (i.e. multiplications between input samples of the received signal, and samples of the
‘known’ preamble). The processing is therefore equivalent to that of an FIR filter, although note that
there is no implication of filtering to change the frequency content of a signal in this case. Correlation
can be achieved by time-reversing the preamble sequence, and using its samples as the filter weights.
Thus all filter weight values are +1 or -1.
The reason for the time reversal can be confirmed by observing Figure 12.9, again using the example of
the Barker-13 sequence. The leftmost sample of the Barker sequence, according to Table 12.1, occurs first










Figure 12.8: Basic serial correlator architecture
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For  n = 12... 
Figure 12.9: Operation of a matched filter correlator (for the example Barker-13 sequence)
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and progress through the delay elements towards the right hand side. Once the delay line is fully
populated, the Barker-13 sequence resides within its registers, but it is ‘flipped’ with respect to the
sequence defined in Table 12.1. 
The locally stored version of the preamble (i.e. the filter weights) must also be flipped such that the two
sequences correspond. This means that, when multiplied and summed, they will produce an output equal
to the length of the sequence. At this point, the computed output of the filter is equivalent to the
correlation function previously defined in Eq. (12.1), and can be expressed as
, (12.4)
where  is the received signal to be correlated; the set of weights, , is equivalent to the time-reversed
sequence; and  is the output of the correlation operation at time index . Thus, the peak output is
 for the Barker-13 sequence. 
12.6.5 Frame Synchronisation System Requirements
Frame synchronisation can be accomplished using different techniques, as discussed in [40]. The
structure of the transmission is significant in determining the synchronisation requirements. 
For systems that are designed to transmit data continuously, frame synchronisation may be facilitated by
inserting a Barker sequence (or similar) at regular defined intervals throughout the data stream. For
instance, the sequence would be included in the data stream every  frames, as illustrated in Figure
12.10(a). The receiver would periodically correlate its locally stored version of the Barker sequence with
the received data stream (having already performed carrier and timing synchronisation), to achieve
frame synchronisation. When the computed cross-correlation crosses a defined threshold, the receiver
determines that the preamble sequence has been identified within the received data. 




r k[ ] W
y k[ ] k




Barker sequence (or similar) occurs periodically
(b)
Barker sequence (or similar) as part of each header
continuous transmission
intermittently transmitted frames
Figure 12.10: Transmission types of communication systems: 
(a) continuous frame transmission and (b) noncontinuous frame transmission
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For communication systems that transmit in a noncontinuous or intermittent manner, as illustrated in
Figure 12.10(b), the Barker sequence is included in the header of each frame. 
It should be noted that the inclusion of preamble data adds ‘overhead’ to the transmission (non-data bits
that reduce the efficiency of the protocol). In some cases, the preamble may require to be long relative to
the frame size (in order to prevent missed frames, or false detections [40]), and this leads to a low
protocol efficiency. 
12.6.6 Frame Design for Transmission of ASCII Characters
So far, all of our USRP® transmitter models have transmitted data in a continuous manner, which might
suggest a periodic correlation method, i.e. the first of the two possibilities defined in the previous section.
In our simple protocol, however, we will adopt a ‘hybrid’ method — where we will consider that
individual frames are transmitted continuously (with no break in between), and we will insert a Barker-
13 sequence into the header of each individual frame. Doing so means that the receiver will be able to
achieve frame synchronisation quickly, and also adapt and regain synchronisation if it is lost at any point
when receiving signals from the RTL-SDR in real-time (as the RTL-SDR is prone to dropping samples,
adding this redundancy means that the receiver should be more reliable and successful at recovering the
transmitted ASCII messages). This part of the header will be referred to as the preamble. It will initially
be the only component of the header, but in later examples we will add further fields to extend the
functionality of the protocol.
Frame synchronisation will, in this case, be achieved by continuously monitoring the cross correlation
between the preamble and the received data. This means that the correlation peak associated with the
Barker sequence must be clearly identifiable from any other high correlation values that arise due to the
payload data, even in the presence of some reasonable level of bit errors. In designing the format of the
frame, some evaluation of the cross correlation was undertaken based on this, using random data to
model the payload. It was observed that some significant correlation values were produced, close in value
to the peak (the payload was modelled as random bits, and therefore a string of bits has a chance of being
very similar to the Barker sequence). This case is shown in Figure 12.11, for the example of fixed length
frames with a total length of 200 bits. Notice that peaks occur every 200 samples, as expected. A suggested
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Matched Filter Output for Barker Repetitions = 1 with Threshold
Figure 12.11: Simulated correlator output for 200-bit frames with Barker-13 sequences as frame headers
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threshold value is annotated by the red dashed line (values above this line indicating detection of the
preamble sequence).
Consideration was then given to using a modified Barker sequence for the preamble (specifically,
‘expanding’ the sequence by repeating individual bits an integer number of times). It was found that the
correlation peak became more easily identifiable, with a greater amplitude difference between the peak
and the next largest value, when correlating with the example frames. Of course, for a fixed frame size,
increasing the length of the preamble causes the payload size to reduce, which means that the protocol
becomes less efficient. The most suitable number of repetitions was found to be 3 — increasing beyond
this value did not improve the prominence of the peak, while only impairing the efficiency of the
protocol. In this case, the length of the preamble is 39 bits, and so a frame of length 200 bits has 161 bits
of payload. This can be considered an efficiency of 161/200, or 80.5%.
The composition of the expanded Barker-13 sequence is shown in Figure 12.12 (note that it is shown in
unipolar form here, i.e. 0’s and 1’s rather than -1’s and +1’s). An example correlation with frames can be
seen in Figure 12.13, with a threshold marked by the red dashed line — compare this with Figure 12.11. 
As mentioned earlier, the entire header is formed from the preamble (expanded Barker sequence) at this
iteration of the design. The ASCII encoded message fills the remainder of the frame, as shown in Figure
12.14. 
In the next exercise we will investigate a subsystem in Simulink which incorporates the ASCII encoding
process described in Section 12.5, allows the user to enter and encode their own message, and generates
the frames for transmission.
Barker-13 Sequence
1 1 1 1 1 0 0 1 1 0 1 0 1
Expanded Barker-13 sequence (expanded x3) 
1 1 1 1 1 1 1 1 1 1 0 0 0 0
...
1 1 1 1 1 1 1 10 0 0 00 1100 0 1 11 1 1 1 1
Figure 12.12: Barker sequence expansion (by a factor of 3)
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Matched Filter Output for Barker Repetitions = 3 with Threshold
Figure 12.13: Simulated correlator output for 200-bit frames with 3x expanded Barker-13 sequences as frame headers












E ,QVSHFWWKHPRGHO,QWKLVEORFNGLDJUDPWKHUHLVDQASCII Transfer Binary SourceVXEV\VWHP
WKDWSHUIRUPVWKHPHVVDJH IUDPHSURFHVVLQJDQGDTo WorkspaceEORFN WKDWRXWSXWV WKH
VHTXHQFHIRUYLHZLQJ
 7KHASCII Transfer Binary Source EORFNDOORZVWKHXVHUWRHQWHUDVWULQJRIWKHLUFKRLFHXSWR
DPD[LPXPRIFKDUDFWHUV LQWKHSDUDPHWHUZLQGRZ:KHQVLPXODWHG WKHVWULQJ LV WKHQ
HQFRGHGDQGIUDPHVRIGDWDDUHJHQHUDWHGUHDG\IRUWUDQVPLVVLRQ7KHIUDPHVFRPSULVHD













Figure 12.14: Frame structure for QPSK ASCII message transmission
([HUFLVH 











I 5XQWKHVLPXODWLRQ7RYLHZWKHRXWSXWELWVHTXHQFHUXQWKHPRGHOE\  RQWKHµ5XQ¶
EXWWRQDQGQDYLJDWHWRWKH:RUNVSDFHLQWKH0$7/$%HQYLURQPHQW
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WKHELWVIRUHDFKFKDUDFWHURIWKH Hello World! ### PHVVDJHDQGWKHUHPDLQLQJWZRURZV
FRQWDLQSDGGLQJELWV





VR IRUWK 7R UHPLQG \RX RI KRZ WR FRQYHUW EDFN WR DQ $6&,, FKDUDFWHU WKH FRGH IRU WKH
FRQYHUVLRQRIWKHODVWWKUHHE\WHVRIWKHILUVWIUDPHLVVKRZQEHORZ
 5XQQLQJ WKHDERYH OLQHRI FRGH LQ WKH0$7/$%&RPPDQG:LQGRZVKRXOGRXWSXW001 DV
H[SHFWHGIRUWKHILUVWIUDPH7RFKHFNWKHVHFRQGDQGWKLUGIUDPHVDSSO\DVLPLODUPDQQHURI
E\WHGHFRGLQJE\VLPSO\HQWHULQJWKHELWVIURPWKHURZVGHVFULEHGDERYH
M 9LHZWKHFRGH)RUUHDGHUVZKRZLVK WRYLHZWKHFRGHIRU WKH$6&,,HQFRGLQJDQGIUDPH
JHQHUDWLRQSURFHVV W\SH µopen ASCII_frame_gen_numbered.html¶ LQWR WKH0$7/$%
FRPPDQGZLQGRZ$EURZVHUZLQGRZZLOODSSHDUWKDWFRQWDLQVWKHFRGHXVHGWRSHUIRUPERWK
RIWKHVHRSHUDWLRQVLQFOXGLQJH[SODQDWRU\FRPPHQWV
12.6.7 Frame Synchronisation with a Matched Filter Correlator 
Next, we briefly introduce a receiver design based on the matched filtering approach from Section 12.6.4.
This will be the focus of the next exercise. 
The receiver utilises the output of a matched filter correlator to identify the beginning of each frame.
Having done so, it must then reconstruct the frames from the continuous sequence of received data, and
then extract the payload for further processing. These steps are depicted by Figure 12.15, and the
Simulink models that follow include the appropriate coordination logic to achieve this. 
It is important to note that prior stages of synchronisation in the QPSK receiver extract a symbol rate
clock from the received signal (recall that the exact timing parameters must be determined from the
signal using an Early Late symbol timing synchroniser, or similar, as detailed in Chapter 11). Thus, all
subsequent sample-based processing should take place based on the extracted rate. Fortunately, a symbol
rate clock is available in the receiver, in the form of a strobe that can be used to enable later processing.
(Utilisation of this strobe will be discussed later in Exercise 12.13, when we observe this frame
synchronisation incorporated into our QPSK receiver design. Beforehand, Exercise 12.11 will illustrate a
practical implementation of frame synchronisation in simulation, without the timing strobe and
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Figure 12.16. shows a block diagram representation of the matched filter correlator, coupled with an
implementation of the logic processing required to reconstruct the frames. Each value output from the
filter is compared to the threshold value, and only values above the chosen threshold are considered valid
correlation detections. Through this thresholding operation, we aim to reduce the possibility of false
detections.
A valid detection triggers a latch, which in turn enables a data framing system to gather samples of the
received data into a buffer. Doing so allows part of the bit stream to be reconstructed back into a frame
with the same structure as the transmitted frames. Since the receiver explicitly knows the frame size, the
framing system is designed to reset (and hence stop gathering samples) when an internal counter in the
enabled system determines that a full frame has been reconstructed. As a result of the threshold trigger
occurring when the last sample of the preamble has entered the filter, recovery of the full frame
Stage #1 - Receive the data bit stream
peak found at the end of 
the header’s preamble
Stage #2 - Find correlation peak
Stage #3 - Reconstruct the frame
Stage #4 - Extract the payload









































Figure 12.16: Block diagram of the matched filter based frame synchronisation
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(including the preamble) requires the bit stream entering the framing system to be delayed by the length
of the preamble — re-synchronising the system to the start of the frame. The reconstructed frame is then
output and the preamble is removed to obtain only the payload data.
If the received bit stream was not delayed before entering the framing process, it would remove the
header from the data, leaving only the payload. We will opt to retain the header because, in some of the
later examples, it contains information fields necessary for interpreting the frame.
)UDPH6\QFKURQLVDWLRQXVLQJD0DWFKHG)LOWHU















VKRZV WKH IUDPH JHQHUDWRU DQG WKH QPSK Modulator EORFNV ZKLFK HPXODWH VRPH RI WKH
WUDQVPLWWHUSURFHVVLQJ
 7KHSymbol DelayEORFNDOORZVWKHXVHUWRGHILQHDGHOD\ZKLFKLQWURGXFHVDV\PERORIIVHWWR
WKH GDWD DV LW µWUDYHOV¶ DFURVV WKH FKDQQHO 7KH DUHDV DQQRWDWHG ZLWK UHG ODEHOV DUH WKH
GHPRGXODWLRQIUDPHV\QFKURQLVDWLRQSURFHVVLQJDQGSUHDPEOHUHPRYDODQG$6&,,GHFRGLQJ
VWDJHVWKDWZLOOIHDWXUHLQRXUUHDOWLPHUHFHLYHUGHVLJQ
F 7KHPreamble Removal & ASCII DecodingVHFWLRQLVFRQQHFWHGWRWKHRXWSXWIURPWKHFrame


















J 7KH UHFHLYHG VLJQDO LV GHPRGXODWHG DQG FRQYHUWHG WR ELSRODU IRUP SULRU WR HQWHULQJ WKH
PDWFKHG ILOWHU FRUUHODWRU ZKHUH LW LV SURFHVVHG XVLQJ WKHVH FRHIILFLHQWV ,I WKH H[SHFWHG














FDVH  ZKLFK VHWV WKH Latch  Data Enable Signal KLJK :KLOH WKH HQDEOH VLJQDO LV
ODWFKHGKLJKWKHEXIIHULQVLGHWKHVXEV\VWHPJDWKHUVVDPSOHVIURPWKHUHFHLYHGELWVWUHDP
XQWLO LW UHDFKHV :KHQ WKHCounterEORFN LQVLGH WKHVXEV\VWHPRXWSXWV WKHYDOXHRI
LWSURGXFHVDERROHDQUHVXOWIURPDVHFRQGFRPSDULVRQ7KHERROHDQRXWSXWWKHQ
HQDEOHVDQRWKHUODWFKWRFUHDWHDUHVHWVLJQDOIRUWKHLatch  Data Enable SignalEORFNVHWWLQJ
WKHRULJLQDOHQDEOHVLJQDOORZDQGUHDG\LQJWKHV\VWHPIRUWKHQH[WGHWHFWLRQ
 3DGGLQJLVUHTXLUHGDWWKHHQGRIWKHSD\ORDGGXHWRWKHXVHRI6LPXOLQN¶VUnit Delay Enabled
Resettable EORFN IRU WKH Implement Data Enable Reset LQ WKH GHVLJQ %HFDXVH WKLV EORFN
LQWURGXFHVDGHOD\WKHIUDPHVPXVWKDYHSDGGLQJEHWZHHQWKHPWRDOORZWKHV\VWHPWREH
UHVHWLQWLPHIRUWKHQH[WIUDPH
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P /DVWO\WU\UHGXFLQJWKHYDOXHRIWKHWKUHVKROGLQWKHCompare to ThresholdEORFNE\LQFUHDVLQJ
WKHDPRXQWWKDWLVVXEWUDFWHGIURPWKHrec.preamble_lenYDULDEOH5HUXQWKHVLPXODWLRQ
HDFKWLPH\RXFKDQJHWKHYDOXHDQGYLHZWKHRXWSXWGLVSOD\HGLQWKHFRPPDQGZLQGRZ
 'RLQJVRVKRXOGVKRZ\RXWKDW WKHWKUHVKROGYDOXH LV LPSRUWDQW WR WKHVXFFHVVRI WKHGDWD
UHFRYHU\LQWKLVVLPXODWLRQDQGHYHQPRUHVRLQWKHUHDOWLPHV\VWHP,IWKHWKUHVKROGYDOXHLV
WRR ORZ D QRQYDOLG SHDN GHWHFWLRQ ZLOO HQDEOH WKH IUDPLQJ VXEV\VWHP DQG SURGXFH
XQLQWHOOLJLEOHPHVVDJHVDVWKHV\VWHPGLGZLWKRXWIUDPHV\QFKURQLVDWLRQ
Hopefully this exercise has illustrated and reinforced the necessity of frame synchronisation in a digital
communications system, to accurately recover the message payload! We will now proceed to make use
of this method in our QPSK ASCII message transmission and later when sending data across the RF
spectrum with an FM transmitter.
12.7 ASCII Message Transmission and Reception
Having covered both the theory and practical exercises of ASCII encoding/ decoding and frame
synchronisation, we can now implement these processes in our point to point SDR link. You will be able
to open and explore both the frame generator and frame synchronisation subsystems in the transmitter
and receiver designs in the following two exercises. 
In the Digital Communications Theory and Simulation chapter, Section 11.9 (page 488) introduced the
concept of phase ambiguity, and explained the requirement for a phase ambiguity correction stage in
digital communications systems. As we are going to be transmitting and receiving ASCII messages, this
functionality must also now be considered in the transmitter and receiver designs. Phase ambiguity
correction for QPSK was previously implemented using low-level logic operations during simulation,
but for our real-world SDR link to operate in real time, we will substitute this with the Simulink DQPSK
(Differential QPSK) block. The benefit of doing so is that the same phase ambiguity correction system
can be implemented in a pre-compiled (and optimised) block, as opposed to the first principles (but
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 7KHEORFNGLDJUDPVKRXOGORRNOLNHWKLV
E ,QVSHFW WKH WUDQVPLWWHU 1RWLFH WKDW WKHUH DUH D IHZ FKDQJHV IURP WKH SUHYLRXV 8653
WUDQVPLWWHU GHVLJQ 7KH EORFN GLDJUDP QRZ LQFOXGHV WKH ASCII Transfer Binary Source
VXEV\VWHPDQGWKLVLVFRQQHFWHGWRERWKWKHSUHYLRXVO\XVHGQPSK ModulatorEORFNDQGD




FRPPXQLFDWH ZLWK \RXU 8653 KDUGZDUH 7R GR WKLV \RX VKRXOG IROORZ WKH SURFHGXUH
SURYLGHGLQ([HUFLVHWRFRQILJXUHWKHEORFN¶VVHWWLQJVIRU\RXUKDUGZDUHGHYLFH














 NOTE: The functionality of the AGC Simulink block was changed between releases R2015a
and R2015b. We have supplied modified versions of these files, denoted by the
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 7KHEORFNGLDJUDPVKRXOGORRNVLPLODUWRWKHIROORZLQJVFUHHQVKRW




 7KHDecimation, Demodulation, Frame Synch & ASCII Decoding VXEV\VWHP LVQHZ WR WKH
UHFHLYHUGHVLJQDQGLWSHUIRUPVWKHDGGLWLRQDOSURFHVVLQJUHYLHZHGHDUOLHUWRVXFFHVVIXOO\
UHFRYHUWKH$6&,,PHVVDJHV
F 5HFHLYHUSDUDPHWHUVHWWLQJV3UHYLRXVO\ LWZDVGLVFXVVHG WKDW WKHUHFHLYHUZRXOG UHTXLUH
VRPH SDUDPHWHUV WR EH FRQILJXUHG IRU WKH $6&,, GHFRGLQJ SURFHVV ,I \RX RSHQ WKH
Decimation, Demodulation, Frame Synch & ASCII DecodingVXEV\VWHP¶VSDUDPHWHUZLQGRZ
\RXZLOOVHHZKHUHWKHVHYDOXHVDUHVHW
 7KH Message Length YDULDEOH LV WXQDEOH E\ WKH XVHU DQG LV VROHO\ GHSHQGHQW XSRQ WKH
FKDUDFWHUOHQJWKRIWKHPHVVDJHWKDWKDVEHHQVHWLQWKHWUDQVPLWWHU¶VASCII Transfer Binary
Source7KLVYDOXHFDQEHUHDGIURPWKHWUDQVPLWWHUEORFN¶VPDVNDQGHQWHUHGKHUHWRHQVXUH
WKDW WKH WUDQVPLWWHUDQG UHFHLYHUPDWFK7KHVXEV\VWHPXVHV WKLVYDOXHDORQJZLWKSUHVHW
LQIRUPDWLRQVXFKDVWKHSUHDPEOHWRGHWHUPLQHWKHOHQJWKRIWKHWUDQVPLWWHGIUDPHV
 7KH Sampling Frequency FDQ RQO\ EH REVHUYHG DV FKDQJLQJ WKLV YDOXH ZRXOG UHTXLUH
DOWHUDWLRQV WR WKHSDUDPHWHUVHWWLQJVRI WKHFDUULHUDQG WLPLQJV\QFKURQLVDWLRQ ,QGRLQJVR
WKHUHZRXOGEHDKLJKSRVVLELOLW\ WKDW WKHGHVLJQZRXOGEHFRPHXQEDODQFHGDQGQR ORQJHU
SHUIRUPDVH[SHFWHG$VZHLQWHQGWKLVGHVLJQWREHSOXJDQGSOD\ZHZLVKWROHDYHWKLVYDOXH
DVLV





G 'HFLPDWLRQ /RRN LQVLGH WKH Decimation, Demodulation, Frame Synch & ASCII Decoding
VXEV\VWHPWRILQGWKHDecimation VXEV\VWHPKLJKOLJKWHGEHORZ






WKHChoose Valid SymbolsEORFN LVKLJK LWHQDEOHVRQHYDOLGV\PERO IURP WKHSRVVLEOH
FKRVHQ E\ WKH V\PERO WLPLQJ V\QFKURQLVDWLRQ VWDJH WR EH FKRVHQ DQG RXWSXW IRU IXUWKHU
SURFHVVLQJ
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H 5HWXUQLQJWRWKHDecimation, Demodulation, Frame Synch & ASCII DecodingVXEV\VWHPRIWKH
WRSOHYHOGHVLJQREVHUYHWKDWWKHVHV\PEROVDUHSDVVHGWRWKHDemodulation & Frame Synch
VXEV\VWHP DORQJ ZLWK WKH µ6\PERO 6WUREH¶ 7KH ODWWHU LV UHTXLUHG WR DFFXUDWHO\ WLPH WKH
UHPDLQLQJSURFHVVHV
I 'HPRGXODWLRQ	)UDPH6\QFKURQLVDWLRQ,QVLGHWKHHQDEOHGDemodulation & Frame Synch
VXEV\VWHP QRWH WKH Demodulation and Phase Ambiguity Correction VXEV\VWHP /RRNLQJ
LQVLGH WKLVVXEV\VWHP\RXZLOO QRWLFH WKDW²PDWFKLQJ WKH WUDQVPLWWHU VHWXS² LWKDVERWK
436.DQG'436.GHPRGXODWLRQEORFNV:KHQ WKH'436.RSWLRQ LVVHOHFWHG LQERWK WKH
WUDQVPLWWHU DQG UHFHLYHU GHVLJQV WKLV LPSOHPHQWV SKDVH DPELJXLW\ FRUUHFWLRQ DV ZH ZLOO
REVHUYHVKRUWO\)RUQRZHQVXUHWKDWWKHVZLWFKLVVHWWRWKHQPSK DemodulatorRSWLRQ




 $V WKH VWUREH SURYLGHV V\PERO UDWH WLPLQJ WKH IUDPH V\QFKURQLVDWLRQ VHFWLRQ KDV EHHQ
PRGLILHG WRSURFHVVV\PEROELWSDLUV UDWKHU WKDQ LQGLYLGXDOELWV PHDQLQJ LW UXQVDWV\PERO
UDWH7KHPDWFKHGILOWHUFRUUHODWLRQUHVXOWVDUHFRPSDUHGWRDWKUHVKROGDQGYDOXHVDERYHWKH






K 0RYLQJ EDFN XS WR WKH Decimation, Demodulation, Frame Synch & ASCII Decoding








57/6'5 LVDYDLODEOHDQG\RXDUHDEOH WR WUDQVPLW WKH$6&,,PHVVDJH436.VLJQDO IURP
([HUFLVHDQRTL-SDR ReceiverEORFNFDQEHXVHGWRLQWHUIDFHZLWKDQGFRQWURO\RXU
57/6'5 $W WKLV SRLQW HQVXUH \RXU 330 FRUUHFWLRQ YDOXH LV HQWHUHG LQWR WKH EORFN¶V
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 7KHOHQJWKRIWKHPHVVDJHWKDWWKHUHFHLYHUµH[SHFWV¶DOVRQHHGVWREHVHWLQWKHµ0HVVDJH





RSWLRQDQGEHJLQWKHVLPXODWLRQE\ RQWKHµ5XQ¶  EXWWRQLQWKH6LPXOLQNWRROEDU2QFH
WKH WUDQVPLWWHU PRGHO KDV VWDUWHG UXQQLQJ UHWXUQ WR WKH UHFHLYHU DQG FKHFN WKDW WKH
GHPRGXODWLRQRSWLRQLVVHWWRWKHQPSK DemodulatorDVGHVFULEHGLQVWHSIDQGVWDUWWKH
UHFHLYHUVLPXODWLRQE\ RQWKHµ5XQ¶  EXWWRQ$IWHUDFRXSOHRIVHFRQGVLWZLOOEHJLQWKH
Constellation Diagram ZLQGRZVVKRXOGDSSHDUDQGLIWKHUHFHLYHUKDVORFNHGWRWKHFRUUHFW
SKDVHRI WKH436.VLJQDO WKH$6&,,GHFRGHGVWULQJVZLOO SULQW WR WKH0$7/$%FRPPDQG
ZLQGRZ
O 5HFHLYLQJ GDWD ZLWKRXW 3KDVH $PELJXLW\ FRUUHFWLRQ $W WKLV SRLQW \RX ZLOO HLWKHU EH
REVHUYLQJWKHUHFHLYHURXWSXWGHFRGHGVWULQJVWRWKHFRPPDQGZLQGRZRUQRWKLQJDWDOOLI
LWKDVORFNHGWRRQHRIWKHWKUHHLQFRUUHFWSKDVHVRIWKH436.VLJQDO$VH[SODLQHGLQ6HFWLRQV











P &RUUHFWLQJWKH3KDVH$PELJXLW\ ,I\RXDUH WUDQVPLWWLQJ WKHVLJQDOXVLQJ WKHPRGHO IURP
([HUFLVHWKHQUHWXUQWRLWDQGFKDQJHWKHPRGXODWLRQRSWLRQWRDQPSK ModulatorE\
RQWKHManual Switch,I\RXDUHXVLQJWKHImport RTL-SDR Data EORFNLQVWHDGVWRSWKH
PRGHODQGFRQILJXUHLWWRUHIHUHQFHWKLVILOH
/digital/rtlsdr_rx/rec_data/dqpsk_ascii_msg.mat
 7KH OHQJWKRI WKHPHVVDJHWKDW WKHUHFHLYHUH[SHFWVDOVRQHHGVWREHVHW LQ WKH µ0HVVDJH
/HQJWKFKDUV¶ILHOGRIWKHDecimation, Demodulation, Frame Synch & ASCII DecodingEORFN
,I\RXDUHXVLQJWKHLPSRUWEORFNWKLVYDOXHVKRXOGEHVHWWRDQGLI\RXDUHWUDQVPLWWLQJWKH
VLJQDOIURPWKHGHVLJQVKRZQLQ([HUFLVHLWVKRXOGPDWFKWKHYDOXHVKRZQRQWKHASCII
Transfer Binary Source EORFN
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SOD\GLJLWDOFRPPXQLFDWLRQVV\VWHP WKHUHPD\EHVPDOO LVVXHV WKDWDIIHFW LWVSHUIRUPDQFH
ZKLFKDUHLQKHUHQWWRUHDOZRUOGFRPPXQLFDWLRQV,VVXHVVXFKDVWKHSRVLWLRQRIWKHDQWHQQDV
WKHJDLQWKDWLVVHWLQHDFKPRGHODQGLPSRUWDQWO\WKH57/6'5¶V330RIIVHWFRUUHFWLRQYDOXH
DUHDOO IDFWRUV WKDWPXVWEHFRQVLGHUHG+HQFH LI WKHRXWSXWRI WKHUHFHLYHU LVQRWFXUUHQWO\
GLVSOD\LQJ ZKDW \RX H[SHFW WKHQ XVH D OLWWOH HQJLQHHULQJ LQLWLDWLYH WR DOWHU WKH DERYH
FKDUDFWHULVWLFV²LILQWKHILUVWLQVWDQFHVWRSSLQJDQGUHVWDUWLQJWKHPRGHOGRHVQ¶WZRUN




DIIHFWHG E\ VLJQLILFDQW LQWHUIHUHQFH LW FDQ FDXVH WKH UHFHLYHU WR ORVH WLPLQJ DQGRU FDUULHU
V\QFKURQLVDWLRQ,QVRPHFDVHVWKHUHFHLYHUPD\QRWEHDEOHWRUHJDLQORFNDVWKHFDUULHU












T :DWFK XV UXQQLQJ WKH UHFHLYHU :H KDYH UHFRUGHG D YLGHR ZKLFK VKRZV DFWLYLW\ LQ WKH
Constellation Diagram ZLQGRZV DQG 0$7/$% FRPPDQG ZLQGRZ DV D 436. VLJQDO
WUDQVPLWWHGE\WKH8653KDUGZDUHZLWKWKHPRGHOIURP([HUFLVHLVUHFHLYHGE\WKH
57/6'5XQGHUJRHVV\QFKURQLVDWLRQDQGWKHQ$6&,,GHFRGLQJ:HDOVRGHPRQVWUDWHWKH
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12.8 Transmitting Images Across the Desktop
Following on from the framing operations introduced for ASCII message transmission (which could be
considered part of the Data Link layer if referring to the OSI model), we will next illustrate how the design
can be built upon to transmit and receive greyscale images. 
Previously, the constructed frames contained one discrete message in each payload, and hence there was
no need to split the data across multiple frames. To transmit images however, we need to perform a
segmentation process (associated with the OSI Transport Layer), in which large data messages are split
across several frames (or even tens, hundreds or thousands of frames!). In addition, we will extend the
definition of the frame header to include the fields shown in Figure 12.17. 
These new fields provide simple information about the frame, which the receiver may use to recover the
payload data. If a more complex communication system was being designed, to include multiple nodes,
we could also consider adding address fields.
The images that will be transmitted here will be 100x100 pixel 8-bit greyscale images. Each pixel is
therefore represented by one byte of data, and is equivalent to a decimal value in the range 0–255. Each
column of the image (100 pixels) will be manipulated and stored in the payload of a frame, and each of
these frames will be allocated a sequence number as part of the header, to aid the receiver’s
reconstruction of the image. 
,PDJH7[5[86537UDQVPLWWHU
,QWKLVH[HUFLVHZHZLOOREVHUYHWKDWWKHASCII Transfer Binary Source EORFNKDVEHHQUHSODFHGZLWKD
EORFNWLWOHGImage Transfer Binary Source7KLVEORFNLPSRUWVDJUH\VFDOHLPDJHRI\RXUFKRLFHIURPD
VHOHFWLRQSURYLGHGVHJPHQWV WKHGDWDDQG WKHQ IUDPHV WKHVHJPHQWV7KH IUDPHVFUHDWHGE\ WKLV










Part of the image data contained
in the payload of each frame
2 – Frame Sequence Number
3 – End Flag to Show Last Frame
4 – Header Length
5 – Payload Length
6 – Payload Padding Length
Header Information Fields:
1 2 3 4 5 6
Figure 12.17: Image transfer frame structure—including header information fields
([HUFLVH 




Transfer Binary SourceDQGWKDWZHZLOOQRZXVHDQPSK ModulationIURPWKLVSRLQWRQZDUGV

















 7KHFRGHXVHV WKHSDUDPHWHUVVHW LQ WKH Image Transfer Binary SourcePDVNDORQJZLWK
















LQFOXGHV WKH DGGLWLRQDO SURFHVVLQJ UHTXLUHG WR UHFHLYH UHFRQVWUXFW DQG GLVSOD\ WKH LPDJH EHLQJ
WUDQVIHUUHG7KHPDLQFKDQJHLQWKLVGHVLJQLVWKDWWKHASCII DecodingEORFNXVHGSUHYLRXVO\KDVEHHQ







 NOTE: The functionality of the AGC Simulink block was changed between releases R2015a
and R2015b. We have supplied modified versions of these files, denoted by the
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F 7KHILQDOGDWDUHFRYHU\VWDJH7RFRQILUPWKHFKDQJHVWKDWKDYHEHHQPDGHORRNLQVLGHWKH
Decimation, Demodulation, Frame Synch & Image ReconstructionVXEV\VWHPDQGWKHQLQVLGH
WKHILQDOSURFHVVLQJVWDJHQRZQDPHGImage Reconstruction7KLVZLOOVKRZWKDWWKHASCII
DecodingEORFNKDVQRZEHHQUHSODFHGE\DQImage ReconstructionEORFN
 'XH WR WKH PRGXODU UHFHLYHU GHVLJQ ZH FDQ VLPSO\ VZDS RQH EORFN IRU DQRWKHU DQG
UHFRQVWUXFWWKHLPDJHIURPWKHWUDQVPLWWHGIUDPHVRIGDWDLQSODFHRIWKH$6&,,PHVVDJHV
 <RXPD\DOVRKDYHQRWLFHGWKDWWKHRemove PreambleEORFNKDVEHHQRPLWWHGZKLFKPHDQV
WKDW WKH QHZ Image Reconstruction EORFN ZLOO UHFHLYH WKH IXOO WUDQVPLWWHG IUDPH ZLWK WKH
DGGLWLRQDOKHDGHUILHOGV

























555Chapter 12: Desktop Digital Communications: QPSK Transmission and Reception
555
 ,I \RX DUH JRLQJ WR LPSRUW GDWD UDWKHU WKDQ FRQQHFW WR DQ 57/6'5 GHOHWH WKH RTL-SDR
ReceiverEORFNDQGFRQQHFWWKHImport RTL-SDR DataEORFNLQLWVSODFH
I 5XQERWKWKHWUDQVPLWWHUDQGUHFHLYHU6WDUWWKHWUDQVPLWWHUE\ RQWKHµ5XQ¶  EXWWRQLQ
WKH6LPXOLQNWRROEDU2QFHWKHWUDQVPLWWHUKDVEHJXQUHWXUQWRWKHUHFHLYHUDQGGRWKHVDPH
$IWHU D FRXSOH RI VHFRQGV WKH UHFHLYHU VLPXODWLRQ ZLOO EHJLQ WKH Constellation Diagram
















L :DWFK XV UXQQLQJ WKH UHFHLYHU :H KDYH UHFRUGHG D YLGHR ZKLFK VKRZV DFWLYLW\ LQ WKH
Constellation Diagram ZLQGRZV WKH 0$7/$% FRPPDQG ZLQGRZ DQG WKH SORWWHG LPDJH
ZLQGRZZKLOHD'436.VLJQDO WUDQVPLWWHGE\ WKH8653 KDUGZDUH ZLWK WKHPRGHO IURP
1
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([HUFLVH  LV UHFHLYHG E\ WKH 57/6'5 DQG XQGHUJRHV V\QFKURQLVDWLRQ DQG LPDJH
UHFRQVWUXFWLRQ
/videos/#qpsk_image
12.9 Transmitting Data Using FM Transmitters
While the main focus of this chapter has been on transmitting and receiving digital data using QPSK
modulation, and latterly differentially encoded QPSK, we are aware that not all readers have access to a
USRP® radio and are able to transmit and receive these signals “for real”. While everyone should be able
to run the simulation models and see the receivers working with recorded data, they will not be able to
experience first hand all of the real world RF issues that have been discussed, such as the effects of
interference from neighbouring transmissions in the vicinity, and the tolerances associated with the
RTL-SDR. The obvious solution to this problem is to use an alternative transmitter, and here we present
the transmission of data using a low cost FM Transmitter. Readers who do not have a USRP® radio may
already have one of these from the Desktop FM Transmission and Reception exercises in Section 10.7
(page 423). If you do not, you will almost certainly want one after you have read through the rest of this
section - readily available from say Amazon, and a cost of just a few quid or dollars!
As discussed in Section 10.7 (page 423), FM transmitters are designed to FM modulate and transmit
baseband audio signals (band-limited to 15kHz) on a carrier that has a frequency within the FM range;
88–108MHz. Their intended use is to transmit music signals from smartphones and MP3 players,
allowing the music to be received by an FM radio; or indeed an RTL-SDR with a Simulink-based FM
receiver. FM signals can be non-coherently demodulated using a Complex Delay Line Frequency
Discriminator (Section 9.7, page 355), and this means that the transmitted baseband information signal
can be correctly recovered with relative ease when compared to the carrier phase and symbol timing
synchronisation systems that must be implemented to demodulate and receive a QPSK signal. Using an
FM transmitter allows you to transmit any audio signal, and as you will have seen in Section 10.7.3, it is
possible to create customised baseband audio signals using Simulink. In that section, the customised
signals comprised of an AM in FM signal, and a four channel FDM MPX signal. 
Operating on a similar basis, we can create a baseband signal that contains digital data, as well as an audio
signal. A number of different modulation schemes could be used to do this, but for simplicity we will
consider the On-Off Keying (OOK) modulation scheme; the simplest technique to transmit a digital
















Figure 12.18: Recovering the audio and data signals from the Data in FM signal
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‘1’ is represented by the presence of a tone, and a ‘0’ by its absence. Adding (or rather, multiplexing) an
OOK modulated tone to a baseband music signal and FM modulating it, we are able to transmit data with
a low cost FM transmitter. The architecture of the Data in FM signal generator is shown in Figure 12.19. 
A receiver for this Data in FM signal is outlined in Figure 12.18. Signals received by the RTL-SDR would
firstly need to be FM demodulated, in order to recover the baseband data/ audio MPX. The demodulated
MPX would then be lowpass filtered to extract the audio signal, before being output to the computer’s
speakers. A notch filter could then be used to isolate the OOK tone, and a series of operations performed
in order to recover the transmitted data. 
Passing the OOK tone through an envelope detector results in a signal which closely resembles the digital
bit stream, as shown in Figure 12.20. To complete the OOK demodulation, a hard decision operation has
to be performed to retrieve the bit stream (the 1’s and 0’s). This is accomplished by centring the
smoothed signal around zero, and then using the zero crossing as a decision boundary. The recovered
(but oversampled) data bit stream must be downsampled to the data rate in order for the frame
synchronisation system discussed in Section 12.6 to function correctly, and recover the data payload. 
Considering that this signal generator and receiver pair are components of the PHY layer, we are able to
directly substitute them in place of the QPSK Tx Rx PHY layer that has been developed throughout this
chapter, while keeping the higher layers (framing/ frame synch, sequencing and encoding/ decoding) as-































Sampling rate throughout kept to 48kHz
12kHz tone selected as it is a factor
Pulse
Shape
Figure 12.19: Creating the baseband Data in FM signal
OOK Demodulation and Resampling
Oversampled OOK Signal
Envelope





Figure 12.20: The OOK demodulation process
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is. In the following two sections, we will present alternative designs to the ASCII message Tx Rx pair from
Section 12.7, and the greyscale image Tx Rx pair from Section 12.8, that use this Data in FM PHY layer.
Note: You will require an FM transmitter to complete the following exercises. The transmitter exercises
create .wav audio files, which can be transmitted using an off the shelf device, a Raspberry Pi running
PiFM, see Exercise E.7 (page 621), or a USRP® radio set up to transmit FM see Exercise 10.1, page 370.
12.9.1 Transmitting Audio and ASCII Strings with FM Transmitters
In this section we will present alternative designs for the ASCII transmitter and receiver pair from
Section 12.7, that use the Data in FM PHY layer.
'DWDLQ)0$6&,,$XGLR6LJQDO*HQHUDWRU















DQDXGLRVLJQDOLPSRUWHGZLWKDFrom Multimedia FileEORFNDUHLQSXWWRWKHGenerate Data in
FM SignalEORFN
([HUFLVH 
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 7KH LQSXW DXGLR VLJQDO LV ORZSDVV ILOWHUHG ZLWK DQ ,,5 ILOWHU WR HQVXUH WKDW LW FRQWDLQV QR
IUHTXHQF\FRPSRQHQWVKLJKHUWKDQN+]7KLVVHHNVWRHQVXUHWKDWWKHDXGLRDQG22.VLJQDOV
GRQRWLQWHUIHUHZLWKHDFKRWKHU)LQDOO\WKHWZRVLJQDOVDUHFRPELQHGWRJHWKHUXVLQJDQAdd
EORFNDQGRXWSXWWRWKHTo Multimedia FileEORFN1RWLFHWKDWDMatrix ConcatenateEORFNLV
XVHGWRJURXSWRJHWKHUVLJQDOVRILQWHUHVWIRUYLHZLQJLQDTime Scope
G 5XQWKHVLPXODWLRQWRJHQHUDWHWKHILOH6WDUWWKHVLPXODWLRQE\  WKHµ5XQ¶ EXWWRQLQWKH
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 ,W LVFOHDU WKDW WKH22.VLJQDORUDQJH LVRQO\ µRQ¶ZKHQWKHELWVWUHDPEOXH LVKLJK7KH
SXOVHVDUHVPRRWKHGWKDQNVWRWKHXVHRIWKHGaussian Pulse Shape FilterZKLFKLVZK\WKH
µRQ¶ SXOVHV KDYH URXQGHG HGJHV 7KH DXGLR VLJQDO UHG EHKDYHV UDWKHU UDQGRPO\ DV
H[SHFWHGDQGWKHData in FMVLJQDOJUHHQFDQEHVHHQWREHWKHVXPRIWKH22.DQGDXGLR
VLJQDOV




5DVSEHUU\ 3L DQG 3L)0 WUDQVIHU WKH ILOHV WR WKH 3L XVLQJ DQ 66+ FOLHQW DV GLVFXVVHG LQ
$SSHQGL[(SDJH ,IXVLQJWKH8653KDUGZDUHDV\RXUWUDQVPLWWHULPSRUWWKHILOHWR








 NOTE: The functionality of the AGC Simulink block was changed between releases R2015a
and R2015b. We have supplied modified versions of these files, denoted by the












F 22. 'HPRGXODWLRQ $V GHVFULEHG SUHYLRXVO\ WKH 22. VLJQDO LV GHPRGXODWHG XVLQJ DQ











DUH LQVLGH WKH Frame Synch & ASCII Decoding VXEV\VWHP )UDPH V\QFKURQLVDWLRQ LV
SHUIRUPHG XVLQJ WKH PDWFKHG ILOWHU DSSURDFK SUHVHQWHG LQ 6HFWLRQ  DQG WKH $6&,,
GHFRGLQJLVXQGHUWDNHQZLWKWKHEORFNXVHGWKURXJKRXWWKHODWWHUSDUWRIWKLVFKDSWHU
I &KHFNWKH57/6'5GDWDVRXUFH,I\RXKDYHDQ57/6'5DYDLODEOHDQGDUHDEOHWRWUDQVPLW









 ,I \RX DUH JRLQJ WR LPSRUW GDWD UDWKHU WKDQ FRQQHFW WR DQ 57/6'5 GHOHWH WKH RTL-SDR
ReceiverEORFNDQGFRQQHFWWKHImport RTL-SDR DataEORFNLQLWVSODFH
 7KHOHQJWKRIWKHPHVVDJHWKDWWKHUHFHLYHUH[SHFWVWRUHFRYHUDOVRQHHGVWREHVHWLQWKH
µ0HVVDJH /HQJWK FKDUV¶ ILHOG RI WKH Frame Synch & ASCII Decoding EORFN¶V SDUDPHWHU
ZLQGRZ,I\RXDUHXVLQJWKHLPSRUWEORFNWKLVYDOXHVKRXOGEHVHWWRµ¶,I\RXDUHWUDQVPLWWLQJ
D VLJQDO \RXUVHOI XVLQJ WKH V\VWHP IURP ([HUFLVH  \RX PXVW HQVXUH WKDW WKH YDOXH
PDWFKHVWKHYDOXHVKRZQRQWKHASCII Transfer Binary Source EORFN




DQ 57/6'5 DGMXVW WKH IUHTXHQF\ DQG JDLQ YDOXHV XQWLO \RX WXQH WKH GHYLFH WR \RXU
WUDQVPLWWHGVLJQDO<RXFDQXVHSpectrum Analyzer ModulatedWRKHOS\RXGRWKLV
K 2EVHUYLQJ WKH RXWSXW ,I \RX DUH XVLQJ WKH LPSRUW ILOH \RX ZLOO QRZ VHH WKH‘You can
transmit data in FM! ###’ PHVVDJHEHLQJRXWSXWZKHUHWKH ### VWDQGVIRUWKHIUDPH
QXPEHU DVVRFLDWHG ZLWK HDFK SDUWLFXODU IUDPH ,I \RX VHW D FXVWRP PHVVDJH SULRU WR
WUDQVPLVVLRQKRSHIXOO\\RXVKRXOGVHHWKLVWRR
L 6LJQDO $QDO\VLV Spectrum Analyzer Spectrum Analyzer FM Demod VKRXOG VKRZ
VRPHWKLQJVLPLODUWRWKHIROORZLQJ 
 +HUH LW LVHDV\ WRFRQILUP WKDW WZRGLIIHUHQW W\SHVRIVLJQDOVDUHSUHVHQW WKHDXGLRVLJQDO
UHVLGHVLQWKHN+]UHJLRQDQGWKH22.VLJQDOLVFHQWUHGDWN+]$VH[SHFWHGWKHN+]
VLQHZDYHXVHGWRFUHDWHWKH22.VLJQDOLVWKHPRVWVLJQLILFDQWVLQJOHIUHTXHQF\FRPSRQHQW
M 6LJQDO$QDO\VLVTime Scope7KHTime ScopeZLOOVKRZWKH22.VLJQDODVLWXQGHUJRHVWKH
GHPRGXODWLRQSURFHVV7KLVZLOOORRNVLPLODUWRWKHQH[WVFUHHQVKRW+HUH\RXFDQVHHKRZWKH
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KDSSHQ"&DQ\RXWKLQNRIDQ\WKLQJ\RXFRXOGGRWRPLWLJDWHWKLVLVVXH"Hint: you may need to
modify the parameters of the Gaussian Pulse Shape Filter in the transmitter and the Lowpass
Filter in the envelope detector of the receiver.
O :DWFKDQGOLVWHQWRXVGHPRGXODWHWKH$6&,,DXGLRData in FM VLJQDO:HKDYHUHFRUGHG
DYLGHRZKLFKVKRZVDFWLYLW\ LQWKHVFRSHZLQGRZVDQG0$7/$%FRPPDQGZLQGRZDVWKH
$6&,,DXGLRData in FM VLJQDOLVWUDQVPLWWHGE\DQRIIWKHVKHOI)0WUDQVPLWWHUDQGUHFHLYHG
E\WKH57/6'5DQGGHPRGXODWHG7KHRXWSXWDXGLRVLJQDOKDVEHHQUHFRUGHGWRR
/videos/#datafm_ascii_audio
12.9.2 Transmitting Greyscale Images with FM Transmitters


















E ,QVSHFWWKHVLJQDOJHQHUDWRU7KHImage Transfer Binary SourceEORFNXVHGLQWKH436.
WUDQVPLWWHU PRGHO LV XVHG DJDLQ KHUH HVVHQWLDOO\ ZLWK WKH VDPH SDUDPHWHUV DV WKH GDWD
VRXUFHIRUWKH'DWDLQ)0VLJQDO7KHJUH\VFDOHLPDJHLVLPSRUWHGDQGSURFHVVHGWRFUHDWHD
VHTXHQFHGELWVWUHDP7KHELWUDWHIRUWKLVData in FM VLJQDOJHQHUDWRULVNESV7KHELWVWUHDP
DQGDQDXGLRVLJQDOLPSRUWHGZLWKDFrom Multimedia FileEORFNDUHLQSXWWRWKHGenerate Data
in FM SignalEORFNZKHUHWKHData in FM VLJQDOLVFUHDWHG
F 5XQWKHVLPXODWLRQWRJHQHUDWHWKHILOH6WDUWWKHVLPXODWLRQE\  WKHµ5XQ¶ EXWWRQLQWKH
6LPXOLQNWRROEDU$OORZWKHVLPXODWLRQWRFRPSOHWHDQGFUHDWHWKH.wavDXGLRILOH7KLVLVZKDW



















 NOTE: The functionality of the AGC Simulink block was changed between releases R2015a
and R2015b. We have supplied modified versions of these files, denoted by the









EHLQJGRZQVDPSOHGWR WKHGDWDUDWH WKHUHFRYHUHGELWVWUHDPLV WKHQSDVVHG LQWRD IUDPH
V\QFKURQLVDWLRQDQGLPDJHUHFRQVWUXFWLRQVWDJH
F &KHFN WKH57/6'5GDWDVRXUFH ,I \RXKDYHDQ57/6'5DQGDUHDEOH WR WUDQVPLW WKH





 ,I \RX DUH JRLQJ WR LPSRUW GDWD UDWKHU WKDQ FRQQHFW WR DQ 57/6'5 GHOHWH WKH RTL-SDR
ReceiverEORFNDQGFRQQHFWWKHImport RTL-SDR DataEORFNLQLWVSODFH
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G 5XQWKHVLPXODWLRQ RQWKHµ5XQ¶  EXWWRQLQWKH6LPXOLQNWRROEDUWREHJLQDVLPXODWLRQ









VKHOI )0 WUDQVPLWWHUV ZRUNHG EHWWHU WKDQ RWKHUV DW VXFFHVVIXOO\ FRQYH\LQJ WKH LQIRUPDWLRQ
VLJQDOLQWKLVH[HUFLVH,I\RXDUHKDYLQJWURXEOHUHFHLYLQJDVLJQDOVZLWFKWRWKHLPSRUWHG57/
6'5GDWDWRVHHZKDW\RXVKRXOGEHREVHUYLQJ
I :DWFKDQGOLVWHQWRXVGHPRGXODWHWKHLPDJHDXGLRData in FM VLJQDO:HKDYHUHFRUGHG
DYLGHRZKLFKVKRZVDFWLYLW\ LQWKHVFRSHZLQGRZVDQG0$7/$%FRPPDQGZLQGRZDVWKH




In this practical chapter we have compared real-time desktop digital communications to the theory that
was introduced in Chapter 11. Through this, we have shown that the offsets and tolerances experienced
by a real world communications system are much more unpredictable than theory, due to several
contributing factors. We also confirmed that our design could be constructed to combat these issues and
compensate for the various offsets, to achieve successful data recovery. As well as the comparison of
simulation theory and practical designs, a few new topics were introduced, namely: the OSI stack, ASCII
encoding, frame synchronisation and the use of protocols. By utilising these processes in our designs, we
were able to not only transmit ASCII messages and greyscale images with QPSK modulation, but also
with FM using inexpensive hardware. 
As this is the final chapter of the book, we (the authors) hope that you can take all that you have learned
from the theory and practical work, and apply it to your own intelligent and quirky SDR designs! Now
that you have a firm background with RTL-SDR and using MATLAB and Simulink, we expect that more
complex GPS receivers, aeroplane trackers, and maybe even your own video transfer across the desktop,
will be much more manageable and achievable! 
Watch out for our future and updated editions, perhaps featuring new hardware, new exercises and new
ideas. You can keep track of what we are doing at desktopSDR.com. Remember – stay tuned, the wireless








Appendix A: Hardware Setup
This Appendix contains some information you should find helpful when it comes to installing Hardware
Support Packages for the RTL-SDR and USRP® hardware, and instructions on how to use the USRP®
hardware to find and correct the tuner error of your RTL-SDR hardware.
Additional troubleshooting information can be found at desktopSDR.com/more/troubleshooting.
A.1 The RTL-SDR Hardware Support Package
The RTL-SDR Hardware Support Package is an add-on for MATLAB and Simulink that enables the
software to interface with your RTL-SDR. Installation of this support package is a pre-requisite for all of
the RTL-SDR based examples in the book. 
Software Setup: Installing the Support Package
If you need to add the RTL-SDR Hardware Support Package to your installation of MATLAB and
Simulink, follow the information given in reference [61] (the hyperlinked URL below)
mathworks.com/help/supportpkg/rtlsdrradio/ug/support-package-hardware-setup.html
This page provides step by step installation instructions for users of Windows, Linux and Mac operating
systems. It covers:
• Launching the Get Hardware Support Packages wizard,
• Selecting and installing the RTL-SDR Hardware Support Package software (which requires a free
MathWorks account),
• Installing the RTL-SDR USB driver,
and also contains some basic troubleshooting information. Make sure that you choose the ‘Install from
Internet’ option, as shown in our installation video:
/videos/#rtlsdr_hw_supportpkg
Once you have finished the installation, please try to complete Exercises 2.2 and 2.3 (starting on page 28),
to check that the installation was successful.
desktop SDR .com
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Hardware Setup
The NooElec NESDR RTL-SDRs are shipped with omnidirectional antennas. These can be connected to
the RTL-SDR by plugging them into the device’s MCX port, as shown in Figure A.1. If you wish to use a
different antenna, you may need to purchase an adapter. Information about these is given in Section 3.3
(page 46). The RTL-SDR must be plugged into a USB2.0 (or higher) port in order to communicate with
your computer. 
Using More Than One RTL-SDR
If you have more than one RTL-SDR connected to your computer, you will need to consider radio
addressing (RadioAddress). The first device connected will always be assigned address ‘0’, but if there
is more than one, the addresses assigned to each device will depend on the addresses of the USB port that
it is connected to. The address of each device is returned by the sdrinfo function. Note: to access
information about the first device when a multi-dimensional container is returned, type
rtlsdr_info{1}.details into the MATLAB command window. For more information, and a
diagrammatic explanation of the USB port addressing, please take a look at the ‘Configure Multiple
Radios’ page of the Hardware Support Package documentation [62]. 
Figure A.1: The NooElec NESDR Mini 2 with antenna connected, plugged into the USB port of a laptop
>> rtlsdr_info = sdrinfo
rtlsdr_info = 
  Column 1
    [1x1 sdrr.internal.RTLSDRInfoContainer]
  Column 2
    [1x1 sdrr.internal.RTLSDRInfoContainer]
Figure A.2: The multi-dimensional container returned on running the sdrinfo function with
more than one RTL-SDR connected to your computer
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A.2 The USRP® Hardware Support Package
The USRP® Hardware Support Package is an add-on for MATLAB and Simulink that enables the
software to interface with a USRP® radio device. The USRP® hardware is recommended for many of the
examples in the book, and generally has the role of ‘transmitter’, creating signals that can then be received
by the RTL-SDR. Installation of the USRP® support package is required in order to run these examples. 
Software Setup: Installing the Support Package
If you need to add the USRP® Hardware Support Package — Communications System Toolbox Support
Package for USRP® Radio — to your installation of MATLAB and Simulink, follow the information given
in reference [68] (the hyperlinked URL below)
mathworks.com/help/supportpkg/usrpradio/ug/support-package-hardware-setup.html
This page provides step by step installation instructions for users of Windows, Linux and Mac operating
systems. It covers:
• Launching the Get Hardware Support Packages wizard,
• Selecting and installing the USRP® Hardware Support Package software (which requires a free
MathWorks account),
• Downloading the latest firmware,
• Configuring the host computers Network Interface Card (NIC) to communicate with the USRP®
hardware,
and also contains some basic troubleshooting information. Make sure that you choose the ‘Install from
Internet’ option, as shown in our installation video:
/videos/#usrp_hw_supportpkg
Note that if you are aiming to use a Bus Series USRP® radio (one with a USB3.0 connection), and are on
a computer running Windows 8 or above, additional steps are required to install the USB driver. This is
demonstrated in the video. Once you have finished the installation, please try to complete Exercise A.1,
which checks that the installation was successful. After this, a simple way to test whether or not the device





D 2SHQ0$7/$% ,I \RXGRQRWKDYH0$7/$%RSHQ UHWXUQ WR([HUFLVH SDJH  DQG
UHSHDW3DUWD










WKHOLEUDULHVOLVWHGLVWKH  > Communications System Toolbox Support Package for USRP®
Radio7KLVVKRXOGKDYHEHHQ LQVWDOOHGDXWRPDWLFDOO\ZKHQ WKH8653+DUGZDUH6XSSRUW




,I WKLV FRPPDQG LV QRW NQRZQ \RX ZLOO QHHG WR UHLQVWDOO WKH +DUGZDUH 6XSSRUW 3DFNDJH
IROORZLQJWKHLQVWUXFWLRQVGHWDLOHGLQ>@
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VROGXQFDOLEUDWHG WKLV LVRQO\D UHODWLYHYDOXH7REHFHUWDLQRI \RXU8653 UDGLR¶V
RXWSXWSRZHU\RXPXVWXVHLQGHSHQGHQWPHDVXULQJHTXLSPHQW
H 5HYLHZ WKH 8653 +DUGZDUH 6XSSRUW 3DFNDJH GRFXPHQWDWLRQ &ORVH WKH 6LPXOLQN
/LEUDU\ EURZVHU DQG W\SHsdrudoc LQWR WKH 0$7/$% FRPPDQG ZLQGRZ ,I WKH +DUGZDUH
6XSSRUW 3DFNDJH KDV LQVWDOOHG VXFFHVVIXOO\ D KHOS ZLQGRZ VKRXOG DSSHDU WLWOHG









D 2SHQ0$7/$% ,I \RXGRQRWKDYH0$7/$%RSHQ UHWXUQ WR([HUFLVH SDJH  DQG
UHSHDW3DUWD
E %866(5,(6&RQQHFWWKH8653KDUGZDUH ,I\RXKDYHQRW\HWFRQQHFWHGWKH8653
GHYLFH WR \RXU FRPSXWHU SOXJ LW LQWR D IUHH 86% SRUW &RQQHFWLQJ WKH DQWHQQD LV QRW
QHFHVVDU\DWWKLVVWDJHEXWKDYLQJLWSOXJJHGLQZLOOGRQRKDUP
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 ,I\RXUGHYLFHZDVnot UHFRJQLVHGRUZDVnotSOXJJHG LQ WKHQ\RXZLOOJHWDQXOO UHWXUQDV
VKRZQEHORZ\RXFDQXQSOXJ\RXUZRUNLQJ8653KDUGZDUHLI\RXZLVKWRVHHWKLVUHVXOW
 ,I 0$7/$% LV XQDEOH WR UHFRJQLVH \RXU 8653 GHYLFH EXW NQRZV ZKDW WKH findsdru
FRPPDQG LV LW LV OLNHO\ WKDW WKH GULYHU KDV QRW EHHQ VXFFHVVIXOO\ LQVWDOOHG 7\SH









WR 86% 1,& ZKLFK PHDQV WKDW WKH FRPSXWHU FDQ UHPDLQ FRQQHFWHG WR LWV QHWZRUN
&RQQHFWLQJWKHDQWHQQDLVQRWQHFHVVDU\DWWKLVVWDJHEXWKDYLQJLWSOXJJHGLQZLOOGRQRKDUP
>> my_usrp = findsdru
Checking radio connections...
Win32; Microsoft Visual C++ version 11.0; Boost_104900; UHD_003-vendor
---------- see libuhd version information above this line ----------
-- Loading firmware image: C:/MATLAB/SupportPackages/R2014b/usrpradio/
toolbox/shared/sdr/sdru/uhdapps/images/usrp_b200_fw.hex... done
Loading FPGA image: C:/MATLAB/SupportPackages/R2014b/usrpradio/toolbox/
shared/sdr/sdru/uhdapps/images/usrp_b210_fpga.bin...
my_usrp = 
     Platform: 'B210'
    IPAddress: ''
    SerialNum: 'XXXXXXX'
       Status: 'Success'
>> my_usrp = findsdru
Checking radio connections...
my_usrp = 
     Platform: ''
    IPAddress: ''
    SerialNum: ''
       Status: 'No devices found'
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H 1(7:25.RU;6(5,(6&KHFNWKDWWKH86535DGLRLV5HFRJQLVHG$IWHUHQVXULQJWKDW
\RXUFRPSXWHU¶V1,&LVFRUUHFWO\FRQILJXUHGHQWHUµmy_usrp = findsdru¶LQWRWKH0$7/$%
FRPPDQG ZLQGRZ 7KLV VKRXOG SURPSW 0$7/$% WR VHDUFK IRU WKH 8653 KDUGZDUH DQG
GLVSOD\VRPHWKLQJVLPLODUWRWKHIROORZLQJ
 ,I\RXUGHYLFHZDVnot UHFRJQLVHGRUZDVnotSOXJJHG LQ WKHQ\RXZLOOJHWDQXOO UHWXUQDV
VKRZQLQ3DUWF,I0$7/$%LVXQDEOHWRFRPPXQLFDWH\RXU8653KDUGZDUHEXWNQRZV
ZKDWWKHfindsdru FRPPDQGLV WU\ W\SLQJdos('ping AAA.BBB.CCC.DDD') LQWR WKH
FRPPDQGZLQGRZZKHUH$$$%%%&&&'''LVWKH,3DGGUHVVRI\RXU8653GHYLFH,IWKH
FRPSXWHULVDEOHXQDEOHWRFRPPXQLFDWHZLWKLW\RXZLOOUHFHLYHDUHSO\WHOOLQJ\RXWKDWWKH
GHVWLQDWLRQ KRVW LV XQUHDFKDEOH &KHFN WKDW \RXU FRPSXWHU




>> my_usrp = findsdru
Checking radio connections...
Win32; Microsoft Visual C++ version 11.0; Boost_104900; UHD_003-vendor
---------- see libuhd version information above this line ----------
---------- begin libuhd warning message output ----------
The MTU (1472) is larger than the FastSendDatagramThreshold (1024)!
This will negatively affect the transmit performance.
See the transport application notes for more detail.
---------- end libuhd warning message output ----------
my_usrp = 
     Platform: 'N200/N210/USRP2'
    IPAddress: '169.254.10.2'
    SerialNum: 'XXXXXX'
       Status: 'Success'






A number of the more popular USRP® hardware models are able to interface with MATLAB and
Simulink using the USRP® Hardware Support Package. The add-on supports devices with USB3.0, GbE
and 10GbE device connections. If you purchase a Network or X Series device, you will need to install an
RF daughtercard. Documentation should be provided on how to do this. The steps shown in Figure A.3
show how a WBX 50-2200MHz daughtercard would be installed into the N210 USRP® model. 
Further support for setting up a USRP® radio and interfacing with MATLAB and Simulink can be found
at the following link: 
mathworks.com/help/supportpkg/usrpradio
Figure A.3: Opening up the USRP® N210 and installing an RF daughtercard
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A.3 RTL-SDR Frequency Error Correction
Parts Per Million (PPM, or ppm) is a measurement unit used to quantify very small values, in this case
the LO frequency offset of the RTL-SDR. To give a simple example, an error of 10ppm is equivalent to
10/1,000,000, or 0.001%. 
In this case, the frequency offset of the RTL-SDR is measured (in ppm), and the value obtained can
subsequently be used as a correction parameter when interfacing with the device via MATLAB or
Simulink. The RTL-SDR may have quite a significant offset, so this step can be important depending on
the method of communication — it is more important for digital communication schemes; analogue
communications are relatively tolerant by comparison. There is little else to explain about this, so we will











Note: Every RTL-SDR will have different hardware characteristics, so you will need to complete this












E 7KH 8653 7UDQVPLWWHU 7KH VLPSOHVW ZD\ WR WUDQVPLW D VLQJOH WRQH ZLWK WKH 8653
KDUGZDUHLVWRLQSXWDSine Wave WRLW7KLVSine Wave EORFNLVFRQILJXUHGZLWKDIUHTXHQF\RI
N+] DQG LV VDPSOHG DW N+] $V ZLWK WKH SUHYLRXV H[DPSOHV WKH 8653 UDGLR LV
FRQILJXUHGWRUHVDPSOHWKHVLJQDOIURPN+]WR0+]EHIRUHPRGXODWLQJLWRQWRWKH5)
([HUFLVH $







FRQQHFWLRQDUHGLVFXVVHG LQ$SSHQGL[$7KHQ RQ WKHSDRu TransmitterEORFNDQG
FKHFNWKDWWKHDSSURSULDWHµ3ODWIRUP¶DQGµ$GGUHVV¶RI\RXU8653UDGLRDUHHQWHUHG
 0DNHVXUHWKDWWKHYDOXHRIWKHIntended Centre FrequencyEORFNLVVHWWRWKHIUHTXHQF\\RX
ZRXOGOLNHWRWUDQVPLWRQ²WDNHFDUHWRVHOHFWDIUHTXHQF\WKDW\RXFDQOHJDOO\XVH7KLVYDOXH









PPM Correction Required 'LVSOD\VLQNWRSULJKWFRUQHURIWKHPRGHO.
(A.1)















I 5XQWKHVLPXODWLRQV%HJLQERWKVLPXODWLRQVE\  RQWKHµ5XQ¶ EXWWRQVLQWKH6LPXOLQN
WRROEDU$IWHUVHYHUDOVHFRQGVWKH8653UDGLRZLOOEHJLQWUDQVPLWWLQJWKHWRQHDQGWKH57/




GLVFRYHUHG WKDW WKHUH ZHUH KXJH YDULDWLRQV EHWZHHQ 57/6'5 W\SHV DQG HYHQ EHWZHHQ
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 $IWHU DQRWKHU IHZ PLQXWHV RI XVH WR UHKHDW WKH 57/6'5 FKHFN WKDW VXSSO\LQJ WKH 330
FRUUHFWLRQYDOXHKDVKDGWKHGHVLUHGHIIHFW,IWKHFRUUHFWLRQKDVZRUNHGD330YDOXHRIµ¶








Appendix B: Common Equations
This Appendix lists some of the equations that are commonly used throughout this book. 









Derivatives of Select Trigonometric Terms wrt. time
 (B.8)
(B.9)
u v±( )FRV u( )FRV v( ) u( ) v( )VLQVLQ+−FRV 
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Integrals of Select Trigonometric Terms
(B.10)
(B.11)
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Appendix C: Digital Filtering and Multirate
Digital filters are used extensively throughout the book. This appendix briefly reviews aspects of filter
design and implementation as necessary to follow this book — refer to any good DSP textbook for more! 
C.1 Filter Classes and Characteristics
Filters are systems designed to change the frequency content of a signal. They are generally classified as

































(a) lowpass (b) highpass
(c) bandpass (d) bandstop
Figure C.1: Principal classes of filter response
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Lowpass filters allow low frequencies to pass with approximately a 0dB gain (or a linear gain of 1), while
attenuating higher frequencies by some specified degree. These regions are referred to as the ‘passband’
and ‘stopband’ respectively. Highpass filters are essentially the opposite, where the high frequencies are
passed with ~0dB gain, and lower frequencies are attenuated. The band of frequencies between passband
and stopband regions, which experiences a sliding amount of attenuation, is referred to as the transition
band. Thus, bandpass and bandstop filters both have two transition bands. 
The main features of a filter magnitude response are shown in Figure C.2, using the example of a lowpass
filter. The engineer designing the filter can define the positions (edge frequencies) of the passband and
stopband, and hence the width of the transition band. They can also specify the passband ripple and
stopband attenuation parameters. 
C.2 Filter Specification and Design
To achieve any desired response, a set of filter weights are designed with the aid of a filter design
algorithm. The most fundamental design choice is whether to adopt an Infinite Impulse Response (IIR)
or a Finite Impulse Response (FIR) filter. In communications applications and many others, FIR filters
are normally preferred as they offer linear phase response (provided the filter is symmetric), a
characteristic which preserves the phase relationship between different frequency components present
in the signal. Thus, the following discussion is based on FIRs.
MATLAB and Simulink provide tools for filter design, via functions and graphical user interfaces. It is
possible to choose from a selection of design algorithms (e.g. Window, Equiripple (Parks-McLellan),























Figure C.2: Principal features of a filter magnitude response
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The result of the design process will be to achieve a set of ‘weights’ (or ‘coefficients’) that can be used to
compute a weighted sum of previous inputs,
(C.1)
where  is the sample index,  is the weight of index ,  is a previous input sample, and  is
the total number of weights in the filter. The set of weights, , can also be referred to as the ‘impulse
response’ of the filter, because applying an impulse will cause the set of filter weights to be observed at
the output. An example set of weight values (impulse response) is shown in Figure C.3 — notice the
symmetry about the central weight.  
MATLAB permits filters to be designed by specifying different parameter sets, and the length of the filter
can be constrained to a certain number of weights, if desired. It is also possible to specify the sampling
frequency, and the edges of stopband(s) and passband(s), using a normalised scale of 0 to 1 (where 0 =
0Hz, and 1 = ), rather than using absolute frequencies.
The Filter Design & Analysis Tool, a convenient GUI for filter design, can be opened by typing fdatool
at the MATLAB command prompt.
As a final note, it is worth highlighting that the number of filter weights is one greater than the filter
‘order’. For instance, if prompted by FDATool to specify an FIR filter of fixed order, then entering an
order of 40 would produce a filter with 41 (symmetric) weights. 


















Figure C.3: An example set of filter weights
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C.3 FIR Filter Processing Architecture
The equation for an FIR filter, shown in Eq. (C.1), can be represented using a signal flow graph of the
form shown in Figure C.4. Note that this shows a 5-weight filter, or equivalently, . 
The cascade of sample delay elements, denoted by the  components along the top of the filter,
generates the required set of past inputs,
. (C.2)
The weight values (i.e. the set of values calculated by a filter design algorithm as described in Appendix
C.2 and shown in Figure C.3), are denoted by the inputs to the multipliers, labelled , ,  ... ,
etc. Where the weights are fixed, these multiplication operations could equivalently be represented using
constant multipliers (‘Gain’ blocks in Simulink). The adder line at the bottom of the filter simply adds all
of the weight  delayed input sample multiplications, and thus is equivalent to the sigma operator in Eq.
(C.1). 
The architecture shown in Figure C.4 is referred to as the direct form implementation, or canonical
implementation, because it derives directly from the equation for an FIR, i.e. Eq. (C.1). Other forms exist
(transpose, systolic, etc.) and these are often preferred for hardware implementation on ASICs and
FPGAs, however the direct form FIR is entirely appropriate for the content of this book. 
C.4 Computation and Trade-offs
Referring back to the FIR filter equation of Eq. (C.1) and the signal flow graph of Figure C.4, notice that
this implies a total of  multiplications (weights multiplied with delayed input samples), and 
addition operations to form the sum. The larger the set of filter weights, the greater the amount of
computation involved in filtering a signal. 
The number of weights required to design a filter increases with:
• The number of transition bands (i.e. bandstop and bandpass filters have two transition bands,
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adder line
Figure C.4: Signal flow graph of the architecture of an FIR filter (direct form, 5 weights)
N N 1±
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• The level of passband ripple permitted (constraining the ripple to a very low level will require more
weights, e.g. 0.1dB passband ripple with require a more expensive filter than 1dB);
• The stopband attenuation (greater attenuation will require more weights, e.g. 80dB attenuation
will require more weights than an attenuation of 60dB);
• The width of the transition band, relative to the sampling rate (or the ‘normalised’ transition
bandwidth). A narrower transition band will cause the number of required weights to increase. In
fact, halving the transition bandwidth will roughly double the cost of the filter!
Certain techniques also exist to optimise the required computation, based on a given filter design, such
as exploiting the symmetry of coefficients. 
C.5 Multirate Filtering: The Motivation
The Nyquist sampling theorem states that a baseband signal only needs to be sampled at a rate more than
twice its maximum frequency component, i.e.
. (C.3)
Provided this condition is met, all information present in the signal is captured.
Choosing a sampling rate in excess of that required by Nyquist will still of course be valid, but it is worth
considering the potential drawbacks of such an approach. Two main points to highlight are:
• Processing samples at an unnecessarily high rate means the computational requirements are
inflated. For instance, let us consider the operation of a 41-weight filter on a signal with bandwidth
5MHz. Neglecting any potential savings due to symmetry, the filter would require 41 Multiply-
ACcumulate (MAC) operations to compute each result. If operated at a sampling rate of 100MHz,
the filter would have to compute 41 x 100 million MACs per second. On the other hand, if the
sampling rate was 10MHz (as required by Nyquist), it would instead compute only 41 x 10 million
MACs per second — a reduction by a factor of 10.
• Any given response over a defined bandwidth can be achieved with fewer weights, if the sampling
rate is lower. Note our last bullet point from Appendix C.4; the important point being that the
transition bandwidth is relative to the sampling rate. Reducing the sampling rate to that defined by
Nyquist permits a more relaxed filter to be used, which implies fewer weights, and thus, less
computation to be performed. This can be confirmed by comparing Figure C.5, which shows two
lowpass filters, each with a transition band extending from 2.5 - 3MHz, and identical specifications
for passband ripple and stopband attenuation. Both are shown on a normalised frequency scale..
Putting both of these factors together, there is a clear motivation to reduce the sampling rate to match
the Nyquist rate, when the initial sampling rate is much higher than the signal bandwidth. The
computational requirements of performing any subsequent signal processing operations on the signal
will be much lower. 
On the other hand, sometimes it is necessary to increase the sampling rate of a signal, perhaps because it
is going to interact with another signal at a higher sampling rate, or because a signal processing operation
will cause the bandwidth of the signal to increase. An important motivating example of upwards rate
transitions in SDR is when a baseband signal is modulated (digitally) to an IF frequency, prior to passing
fs 2fmax>
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the signal through a DAC. In this case, the sampling rate of the baseband signal must be increased to
match the rate of the DAC, and the IF carrier signal generated at the same rate (with which the baseband
signal is multiplied). A diagram illustrating this scenario can be found in Figure 11.10 on page 443.
There are many other circumstances in DSP when the bandwidth of a signal may change, and when it
would be pertinent to consider adjusting the sampling rate accordingly. It is beyond the scope of our
current discussion to draw out more examples, but the interested reader should be referred to [21] for a
fuller discussion.
In order to actually transition between the different sampling rate required in a system, we consider the
operations of decimation and interpolation. Both of these may also be referred to as resampling
operations. 
C.6 Decimation
Decimation is the process of reducing the sampling rate of a signal. In this case, we will consider only the
straightforward case of decimating by an integer factor, for instance decimating a signal sampled at
80MHz by a factor of 4, to a new sampling rate of 20MHz. (Decimation by rational fractions, e.g.
resampling by a ratio of 3/4 to 60MHz, is also possible but will not be considered here; neither will
irrational fractions!)
Normalized Frequency ( × rad/sample)
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transition: 2.5 - 3MHz





Figure C.5: Comparison of equivalent filters operating at sampling rates of: (a) 10MHz, and (b) 100MHz
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As will be shown next, decimation actually comprises two operations: (i) downsampling, the basic
operation of discarding samples to change the sampling rate; and (ii) lowpass filtering, which takes place
prior to downsampling, to ensure that the bandwidth of the signal is appropriately constrained. 
The implication of downsampling by a factor of  is that only 1 out of every  original samples will be
retained, while the other  samples will be discarded. Thus, again for the example of , the
result of downsampling would be that every fourth sample is retained. This example of downsampling
can be seen in Figure 4.7 on page 153. In fact there are four different sets of samples that could be
retained, depending on the phase of the downsampler (depicted with green, red, purple, and orange).
In the frequency domain, we must be careful that the new rate continues to fulfil the requirements of
Nyquist sampling; in other words, that the new sampling rate is still in excess of twice the signal
bandwidth. If this is not the case, then any signal components residing above half of the new sampling
rate will be aliased (or ‘folded’) down into the bandwidth of interest, which will cause unwanted and
irreversible distortion of the signal. (Note: any general DSP textbook will cover sampling and aliasing, if
further background information on these topics is needed.)
To further explain the frequency domain implications, let’s consider the frequency spectra in Figure C.6,
where the sampling rate for two example signals (denoted A and B) has been reduced by a factor of 4 from
 to . As the signal derives from a sampled system, then spectral repetitions occur at integer multiples
of the sampling rate. When sampled at the original rate, the spectra are located far apart and do not
overlap. After downsampling, however, overlapping does occur for Signal B, because the signal
bandwidth exceeds half of the new sampling rate, i.e. it contains frequencies above . This
corresponds to aliasing and is undesirable — the aliased components are superimposed onto the original
signal. On the other hand, Signal A does not contain any frequencies above  and so aliasing does
not occur. 
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The simple solution to the potential problem of aliasing is to ensure that the signal is appropriately
bandlimited, prior to downsampling: if no components exist at frequencies above half of the new
sampling rate, then aliasing cannot happen. Bandlimiting of the signal is achieved by applying an ‘anti-
alias’ lowpass filter, cutting off at  (equivalent to ). The result of this combined process is a
signal at the new, lower rate, which does not suffer any aliasing effects. 
The process of decimation can therefore be summarised by the block diagram shown in Figure C.7. 
As a final comment, the reader may note from Figure C.7 that filtering takes place prior to the
downsampling operation, which implies that  out of every  output samples computed by the
filter are immediately thrown away by the downsampler — a very wasteful situation! Polyphase
techniques are normally applied when implementing decimation filters to reorder the computation, such
that a mathematically identical filtering operation can be undertaken in a more efficient manner.
Polyphase filters are not within the scope of this book, but are well-covered in multirate DSP books such
as [21] and [44].
C.7 Interpolation 
Interpolation is the opposite multirate operation to decimation, and involves raising the sampling rate
of a signal. As for the decimation case, it is possible to interpolate by integer values, rational fractions and
even irrational fractions, but here we will only consider the first of these, i.e. integer rate changes. For
example, we might wish to raise the sampling rate of a signal with  = 10MHz, by a factor of , to
a new sampling rate of  = 40MHz. 
Increasing the sampling rate involves adding new samples between the existing ones, e.g. for every 1
sample in the original signal, 3 new samples must be inserted (in our example where ). This is
achieved by upsampling (or ‘expanding’) the signal by inserting zero-valued samples between the
original samples. An example is shown in Figure 4.6 on page 152. 
In the frequency domain, the effect of raising the sampling rate by upsampling is that the spectral images
at integer multiples of the original sampling rate, , now fall within the range ‘visible’ with the new,
higher sampling rate, . These spectral images must be removed, in order to achieve a signal with an
equivalent spectrum to the original (in the time domain, this will be observed as a ‘smoothing out’ of the
waveform). A suitable lowpass filter will cut off at approximately  to remove all unwanted spectral
images. This set of operations is depicted in Figure C.8. 











Figure C.7: Signal flow graph of a decimator: anti-alias lowpass filter, followed by downsampler
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We can interpret therefore that an interpolator comprises an upsampler followed by a lowpass filter, as
shown in Figure C.9. 
Similar to the decimation case, it can be recognised that interpolation is an inefficient operation. In this
case, it is because the upsampler inserts zero-valued samples which are then processed by the filter. A
polyphase version of the interpolator can be obtained which avoids this redundant computation and is
thus more efficient. For more information on polyphase techniques, the reader is again directed to one
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Figure C.9: Signal flow graph of an interpolator: upsampler, followed by a lowpass image rejection filter
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Appendix D: PLL Design
This Appendix provides expanded detail on the design of Type 2 PLLs, following on from Section 7.8.
The models and analysis presented in this section cover some of the important points from Appendix C
of [38]. The interested reader is referred to that book for further details.
The next few subsections will:
• Derive the Z-domain transfer function for the digital Type 2 PLL.
• Derive the S-domain transfer function for the corresponding analogue Type 2 PLL.
• Through the equivalence of these two models (under the condition that the sampling rate is much
higher than the signal bandwidth) form expressions linking the loop constants, bandwidth, and
damping ratio.
• Review factors affecting the phase detector and NCO gains (  and ).
D.1 Digital Type 2 PLL Linear Model and Z-Domain Transfer Function
The PLL model that will be analysed is a Type 2, with a loop filter composed of a proportional and an
integral path as shown in Figure D.1. The Type 2 PLL derives from the generic model presented in Figure
7.15 on page 253. 
Digital PLLs are normally analysed in terms of the equivalent analogue model, and its parameters of
damping ratio, , and natural frequency . The aim in this section is to develop a Z-domain transfer
function for the digital PLL that can be equated to the S-domain model of the analogue PLL. 
The Z-domain transfer function of the PLL is given by
(D.1)
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and the transfer function of the NCO is 
, (D.3)
then  can be expressed as 
. (D.4)
It is now possible to derive an expression for  in terms of the loop coefficients , , , and .
First, we obtain the following by multiplying out the terms in (D.4),
(D.5)























Figure D.1: Z-domain Model of the Digital Type 2 PLL
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giving a simple expression for  in terms of , 
. (D.10)
Re-substituting for  from Eq. (D.6), we now have
(D.11)
and this expression can then be simplified by multiplying the right hand side by , to produce
. (D.12)
Then, after a little further rearranging... 
(D.13)
. (D.14)
Eq. (D.14) forms the final expression for the digital PLL transfer function. This expression will later be
equated to the transfer function of the equivalent analogue PLL, in order to derive expressions for the
loop constants in terms of damping ratio and bandwidth. First, the S-domain transfer function will be
developed in the next section. 
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D.2 Analogue Type 2 PLL Linear Model and S-Domain Transfer Function
Next, we consider the analogue PLL model shown in Figure D.2, and its S-domain transfer function. The
similarity between this analogue PLL model, and the Z-domain model of the digital PLL presented in
Figure D.1, should be clear. 
Using the same rationale, we can write the transfer function as
, (D.15)
and develop an expression for the output, 
, (D.16)
where the transfer function of the loop filter is
(D.17)
and the transfer function of the VCO is given by
. (D.18)






















Figure D.2: S-domain Model of the Analogue Type 2 PLL
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and applying the equivalent steps to Eqs. (D.7) to (D.10), we arrive at
. (D.20)
It is then possible to substitute for  to form the expression
(D.21)
which can be expanded to
. (D.22)
Multiplying through by  then produces 
, (D.23)
following which the substitutions  and  can be made to produce the well
known PLL transfer function,
. (D.24)
D.3 Extraction of Digital PLL Parameters Based on Analogue PLL Equivalence
The next stage of analysis is to form a discrete time version of the analogue PLL transfer function, and to
equate the two expressions (Eqs. (D.14) and D.24). This can be done by applying the bilinear transform, 
, (D.25)
to the transfer function for the analogue model, given in Eq. (D.24). 
The outcome of this mathematical manipulation will be that the digital loop parameters can be expressed
in terms of the sampling period, , and the ‘classic’ PLL parameters of damping ratio, , and natural
frequency, . 
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Applying the bilinear transform to Eq. (D.24) produces
(D.26)
The expression given in Eq. (D.26) can then be simplified by multiplying through by , to
produce
. (D.27)
After expansion, the equation becomes
(D.28)
and this can be rearranged to give
. (D.29)
Multiplying the right hand side through by  provides
. (D.30)
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resulting in the equation
(D.32)
which can be further simplified by removing the common factor of 4, to give
. (D.33)
In order to reduce the first term of the denominator to 1, we now divide through by ,
which results in 
(D.34)
At this point we can equate the transfer function of the digital model from Eq. (D.14) with this discrete-
time version of the analogue transfer function, Eq. (D.34), i.e. 
(D.35)
In particular, equating the denominators provides
(D.36)
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Similarly,  can be obtained from Eq. (D.37), making use of the expression for  derived
in Eq. (D.41).
We begin by rewriting Eq. (D.37) as
(D.42)
and then multiplying through by 2 to produce,
(D.43)
and rearranging as follows
. (D.44)
A substitution can then be made for  as given in Eq. (D.41), resulting in
(D.45)
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At this point, we have obtained expressions for the constants used within the loop. These are given in
terms of the damping ratio, , and , which links to the natural frequency , and sampling period,
, as given in Eq. (D.31).
For a loop filter with proportional and integral paths, the noise bandwidth of the loop, , can be
expressed as 
. (D.48)
A full derivation of loop bandwidth may be obtained from [13], [38], for this and other types of loop
filter. For the purposes of this discussion, we simply note the expression of Eq. (D.48) and, recalling Eq.
(D.31), rearrange to give
. (D.49)
Eq. (D.49) can thereafter be substituted into Eqs. (D.41) and D.47, to find  and 
respectively. The resulting equations are:
(D.50)
. (D.51)
In digital communications, the bandwidth can also be specified relative to the symbol rate, where  is
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giving an alternative expression to Eq. (D.49), 
(D.53)
which may be used to produce corresponding versions of Eq. (D.50) and Eq. (D.51).
This means that we can now design the two sets of loop constants,  and , based on a
choice of:
• Bandwidth, ,
• Sampling rate, , and 
• Damping ratio, .
The constants  and  relate to the phase detector and oscillator, respectively, and occur as a pair.
Therefore, the loop filter constants  and  can be calculated for specific values of  and . 
The next point to address is how the values of constants  and  are chosen or defined.
D.4 Phase Detector Gain
The previous section reviewed the mathematical expressions describing digital Type 2 PLLs. Two of the
parameters included in these expressions relate to particular components of the PLL: 
•  — the phase detector gain
•  — the oscillator gain
It is pertinent to understand how values for these parameters are set. We begin with the phase detector
gain, . 
The behaviour of an ideal phase detector is to produce an output that varies in proportion to the phase
difference between two input signals, where  is the phase of the input to the PLL at sample , and
 is the phase of the corresponding locally generated sinusoid. Thus the phase error at sample  is
simply given by
. (D.54)
As shown in Figure D.3, the output of the ideal phase detector is 
. (D.55)
As the output of an ideal phase detector is simply
, (D.56)
over the entire interval , it can be plotted as a linear function as shown in Figure D.3.
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This graph of the phase detector output versus its input is commonly referred to as an ‘S-curve’. In the
general case,  is defined as the gradient of the S-curve at . When different designs of phase
detector are used (for instance when the phase detector is implemented as a multiplier) the S-curve is not
linear, and the value of  is not simply equal to 1. We will consider such an example of a non-linear
phase detector next. 
The other common model for a phase detector is a multiplier (as introduced in Chapter 7). In this case,
the output does not vary in direct proportion to the error in the input phases, but follows a sinusoidal
profile. As shown in Figure D.4, the phase detector forms the product between the PLL input with
amplitude , and a locally generated sinusoid. 
The multiplier forms the product of the PLL input , and the fed back component
synthesised by the NCO, .
The output of the multiplier is given by
. (D.57)
The high frequency term can be neglected because it will be attenuated by the loop filter. This leaves the
low frequency term, which depends only on phase. The output of the multiplier-based phase detector
may therefore be expressed as 
. (D.58)
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The function given in Eq. (D.58) can be plotted as an S-curve in the same way as Eq. (D.56), which results
in a sinusoidal response as shown in Figure D.5 (here, for a value of ). Notably, the response
depends on , the amplitude of the PLL input signal.
The gain of the phase detector is defined as the gradient of the function  at . In order to
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Figure D.4: Operation of a multiplier-based phase detector
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Figure D.5: S-curve for the multiplier-based phase detector (pictured for example A = 1)
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for small values of .
Eq. (D.58) can therefore be simplified to
, (D.60)
which implies that 
. (D.61)
It is therefore apparent that the phase detector gain, , varies with , the amplitude of the PLL input
signal. This means that the fundamental behaviour of the PLL is linked to the amplitude of the input; for
instance, if the input became weaker then the value of  would reduce. 
The dependence of  on input signal amplitude is undesirable, and it is normally mitigated by
employing Active Gain Control (AGC) to ensure that the value of  remains relatively constant. 
In summary, then, we have considered two types of phase detectors:
• The ideal phase detector (linear S-curve, )
• The multiplier phase detector (sinusoidal S-curve, )
The multiplier-based phase detector is generally adopted in the Simulink PLL examples presented in
Chapter 7.
D.5 Oscillator Gain
The PLL gain coefficient for the NCO is denoted by , and is shown in Figure D.6. This value is often
set to a gain of , and has units radians/V. As the NCO is defined digitally, there are no physical
factors affecting the choice of , it is convenient to choose the trivial value of 1 (which is equivalent to
a simple wire connection).
NCO operation is reviewed in Chapter 7 (Section 7.5.3, starting on page 248), where the other
































Figure D.6: The NCO structure, showing the gain coefficient, Ko
607
Appendix E: AM and FM Transmitters
This appendix presents a number of different ways that you can generate AM and FM signals with
devices other than the USRP® hardware. We highly recommend you explore some of these, (a) because
they are far cheaper options than the USRP® radios, and (b) because it is worthwhile experimenting with
different RF devices.
E.1 Upconverting AM Radio Signals with the Ham It Up
If you have purchased or been given (for the lucky ones among you!) a Ham It Up, you probably want to
know how to use it. Setting it up is very simple, however you will require a couple of extra components
that are not shipped with the Ham It Up or RTL-SDR as standard. These are as follows:
x1 AM loop antenna
x1 SMA (male) / MCX (male) cable
x1 USB A (male) / USB B (male) cable



































Line up the dots when
connecting the crystal 
Male SMA plug Male MCX plug 
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Now that you have all of this bits required to use the HIU with your RTL-SDR, it is worth quickly running
through what it does once again.
When switched into ‘upconvert’ mode, RF signals entering the HIU are fed through a lowpass filter that
allows only short-wave, medium-wave and long-wave signals to pass and reach the mixer. After notch
filtering to ensure no harmonics are present, the output signal from the 125MHz crystal oscillator is
input to the mixer too. The IF (AM-DSB-TC) signal output from the mixer is input to a bandpass filter
which suppresses the LSB, and this is then output from the board. A block diagram of the upconversion
processes carried out by the HIU is shown in Figure E.1.
For those of you interested in an even lower level investigation of exactly what happens on the HIU, we
can recommend this video [118] by YouTube user Alan Wolke. A second video uploaded on his channel
covers the completion of the noise generator circuit on the board, and if you are interested in using it,
this video is definitely worth a watch too [117].
Connect it all together and























*Note*    All of these blocks represent
               analogue components
+
Figure E.1: Block diagram showing the main processes that take place on the Ham It Up (v1.2)
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When you use the HIU with your RTL-SDR, you will need to bare a couple of things in mind. As AM
signals are upconverted by the HIU, their centre frequencies become:
. (E.1)
Envelope detectors are only able to operate when the carrier of the modulated signal input to them is of
a significantly high frequency, and as was discussed in Section 8.2 (page 290), tuning the RTL-SDR to the
centre frequency of an AM signal means they will not work. The workaround proposed there was to
introduce a tuning frequency offset, and this method was then used in the remaining exercises in the
chapter:
. (E.2)
A similar process must be carried out when tuning the RTL-SDR to receive the HIU signal, as follows:
 
As before, the offset frequency must be within the range ( /2) for the AM signal of interest
to reside at  inside the baseband signal output by the RTL-SDR. Considering these points, the
simplest thing to do is to modify the envelope detector receiver from Exercise 8.4 (page 292) to add the
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As a proof of concept (even though we could barely receive anything..), the results of this exercise showed
that the Ham It Up is perfectly capable of upconverting AM radio signals (which could not otherwise be
received by the RTL-SDR), to bring them into its range. If you stay in an area where there are a lot of AM
radio stations broadcast or there are a large number of HAM radio users, you will almost certainly
experience far better results than we did.
E.2 Building an ‘RT4’ 433.9MHz AM Transmitter
If you are reading this it is likely you are wanting to build your own AM transmitter... if not you are in
the wrong place! Building any form of analogue circuit may be a daunting concept for any DSP engineer,
but the AM modulator/ transmitter circuit we are going to present to you is relatively simple, and only
consists of a few components. To build it, you will only require some basic circuit building and soldering
skills and the ability to follow our instructions.
The AM transmitter you are going to build is based around a 433.9MHz AM-DSB-TC modulator called
the ‘RT4’. These small DIL devices (around 1x2cms in size) are built by RF Solutions, and cost around
£5/$8. According to the product data sheet [110], these devices are designed to transmit signals with a
bandwidth up to 4kHz wide, and have a transmission range of around 70m when connected to an
appropriate antenna. A photograph highlighting the functions of each of the RT4’s pins is shown in
Figure E.2
We have done a number of tests with this modulator, and found that it is perfectly capable of being used
to transmit analogue audio signals, rather than just digital signals as the data sheet suggests. Interestingly,
we found that it worked best if the information signal supplied to RT4s ‘input’ pin was negative, in the
range ( ). Shifting an information signal into this range in real time is a simple task with the
use of a differential amplifier, so this is not much of an issue. 
In the following exercise we will show you how you can use the RT4 as part of an AM transmitter circuit.
You will require a number of components to build this circuit, which you should be able to source from
companies such as Farnell [88] or RadioShack [108]. Buying all of these components cost us less than
£20.
x1 Prototyping board
x1 RT4 433.9MHz AM modulator
x1 LM741 op-amp (or suitable alternative) + 8 pin DIL socket
x2 9V PP3 batteries
x2 PP3 battery connectors
x1 5V regulator
x1 3.3V regulator
x1 3.5mm mono jack cable
x1 UHF (400MHz +) antenna with SMA (or alternative) plug
x1 SMA (or alternative to match antenna) solder socket
x2 1 F capacitors
x2 2.2 F capacitors
x3 1k  resistors
x1 5.6k  resistor
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Figure E.2: A photo of the RT4, highlighting the functions of each of its pins
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Figure E.3: Full circuit diagram of the RT4 based 433.9MHz AM transmitter
Circuit diagram made 
using CircuitLab [78]
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E.3 Using the Raspberry Pi as an FM Transmitter
This section will focus on turning the Raspberry Pi (rev 1 models B and B+ only) into an FM transmitter.
The following exercises are orientated for Microsoft Windows OS users, and deal only with Windows
compatible software. Alternative software is available for both Linux and Mac systems, although as these
are Unix based, everything you need to do can also be done through Terminal — if you so desire!
The first exercise takes your through the steps of creating a backup image of a blank SD card. Although
this may sound like a pointless activity, if you do not create a backup image when the card is formatted
with a single FAT32/ FAT16 partition, you will find it very difficult without help from a Linux computer
to be able to use the card fully again after loading the MAKE Labs disc image onto it. This is because the
image creates multiple partitions on the SD card that are associated with the Pi bootloader, the Arch
Linux file system and Pirate Radio data directories, as shown in Figure E.4. 
Although the FAT16 boot partition can be mounted in Windows, the EXT4 file system partition cannot.
When a partition fails to mount in Windows, subsequent partitions cannot be mounted either; which
means that neither the FAT32 Pirate Radio data partition or any of the remaining space on the card can
be accessed. This limits the effective size of the card after the disc image has been transferred to 90MB,
the size of the boot partition. By creating a backup image of the SD card before loading the image onto
it, you can simply restore it to its previous state with a free piece of software called the ‘USB Image Tool’.
This means that it can be reverted back to a single full size partition, ready to be used by your Windows
























(rest of SD card)
Figure E.4: SD card partitions after loading the MAKE Labs disc image
([HUFLVH (
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 .HHSDKROGRIWKHILOHLWFUHDWHV([HUFLVH(VKRZV\RXKRZWRUHVWRUH\RXU6'FDUGWRLWV
RULJLQDOIRUPXVLQJWKLVILOHDQGWKHVDPHVRIWZDUH
Now that you have a backup of the SD card, you are ready to start working on setting up your Raspberry
Pi. The following exercise guides you through downloading the image, flashing this onto the blank SD
card, editing the pirateradio.config file and transferring audio files to the Pi; all that is required to
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Last login: Wed Dec 31 17:00:32 1969
 
[root@alarmpi ~]# ifconfig eth0
 
eth0: flags=4163<UP,BROADCAST,RUNNING,MULTICAST>  mtu 1500
 
        inet 10.0.0.2  netmask 255.255.255.0  broadcast 10.0.0.1
 
        ether b8:27:eb:65:f8:99  txqueuelen 1000  (Ethernet)
 
        RX packets 12352  bytes 699114 (682.7 KiB)
 
        RX errors 0  dropped 29  overruns 0  frame 0
 
        TX packets 121  bytes 18613 (18.1 KiB)
 
        TX errors 0  dropped 0 overruns 0  carrier 0  collisions 0
1





RI WKH )0 VLJQDO DQG VHW PXVLF SOD\HU RSWLRQV VXFK DV WXUQLQJ RQ µVKXIIOH¶ 7KH GHIDXOW
IUHTXHQF\ WKDW LV VHW LQ WKH ILOH VKRXOG EH µ¶ 0+] <RX FDQ FKDQJH WKLV WR ZKDWHYHU
IUHTXHQF\\RXZDQWLQWKHUDQJH0+]±0+]DOWKRXJKLWZRXOGPDNHVHQVHWRNHHSZLWKLQ
WKH0+]±0+]UDQJHVRWKDW\RXFDQUHFHLYHWKHVLJQDOZLWK\RXU57/6'5
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Although the PiFM software apparently transmits music signals in stereo; i.e. it transmits a stereo FM
MPX, we found that radio receivers (both analogue FM radios and RTL-SDR/ Simulink receivers)
struggled to decode the left and right information channels successfully. We think this was due to the fact
that the pilot tone was not particularly clean, and that the mono and stereo channels were not clearly
defined. The NCO PLL in our stereo receiver model could not lock onto the pilot tone when trying to
generate the 38kHz tone, which meant that it could not correctly coherently demodulate the stereo
channel from its suppressed subcarrier. The result of this was that it sounded very noisy! The scope
windows in Figure E.5 compares the MPX signal received from the Pi and the MPX received from an off-
the-shelf FM transmitter.
The problem may well have been the Pi we were using though — have a shot with your own one and let
us know how you get on. Another thing that you will note is that as the signal is generated with a digital
clock, there are harmonics of the FM station situated around the carrier. We found the strongest two at
MHz.
While the Raspberry Pi/ PiFM combination does create an FM radio station, we feel that you would
better to use a dedicated off-the-shelf FM transmitter or a USRP® radio for the purpose of generating your
own clean FM signals. That said, we are still very impressed with the PiFM software and MAKE Labs
image, and it is a nice little starter project for people who have never used a Raspberry Pi before.
Figure E.5: Comparison: PiFM MPX signal (left), and an off-the-shelf FM transmitter MPX signal (right).
Both of these signals were captured with the ‘stereo FM radio receiver and decoder’ model from Exercise 10.6
fc 1.6±
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While some of you may wish to leave your SD card set up for PiFM, others may want to restore it to being
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ADC Analogue to Digital Converter
AGC Automatic Gain Control / Active Gain Control
AMPS Advanced Mobile Phone System — 1G mobile phone standard for basic voice calls
AM Amplitude Modulation
AM-DSB-SC AM Double Sideband Suppressed Carrier
AM-DSB-TC AM Double Sideband Transmitted Carrier
AM-SSB AM Single Sideband
AM-VSB AM Vestigial Sideband
ARFCN Absolute Radio Frequency Channel Number
ARP Address Resolution Protocol
ASCII American Standard Code for Information Interchange
AWGN Additive White Gaussian Noise
B
b Bit (single data unit)
B Byte (data unit of 8 bits)
BER Bit Error Rate
BPF Bandpass Filter
BPSK Binary Phase Shift Keying
C
COFDM Coded Orthogonal Frequency Division Multiplex
D
DAB Digital Audio Broadcast
DAC Digital to Analogue Converter
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dB Decibel
dBi Decibels over the Isotropic
dBm Decibels per Milliwatt
DDC Direct Digital Downconverter
DFT Discrete Fourier Transform
DQPSK Differential Quadrature Phase Shift Keying
DSB Double Sideband
DSP Digital Signal Processing
DTV Digital Television
DVB-T Digital Video Broadcast — Terrestrial
E
EEPROM Electronically Erasable Programmable Read Only Memory
ESD ElectroStatic Discharge
EVM Error Vector Magnitude
F
FCC Federal Communications Commission (USA regulator)
FDM Frequency Division Multiplexing
FFT Fast Fourier Transform
FIR Finite Impulse Response (discrete time filter)
FM Frequency Modulation
FPGA Field Programmable Gate Array
FSK Frequency Shift Keying
G
GbE Giga-bit Ethernet
GPIO General Purpose Input Output
GPRS General Packet Radio Service — Enhancement to 2G (known as 2.5G) that facilitated sending short
data messages
GPS Global Positioning System — Satellite based navigation system
GSM Global System for Mobile Communications — 2G mobile phone standard optimised for speech
GUI Graphical User Interface
H
HF High Frequency radio waves (between 3 and 30MHz)
HIU Ham It Up (upconverter that can use used with the RTL-SDR to receive AM radio signals)
HPF Highpass Filter





I In Phase component (see also Re)
I2C Inter-Integrated Circuit (interface)
IC Integrated Circuit
IDFT Inverse Discrete Fourier Transform
IEEE Institute of Electrical and Electronics Engineers
IF Intermediate Frequency
IFFT Inverse Fast Fourier Transform
IIR Infinite Impulse Response (discrete time filter)
Im Imaginary part of a complex signal (presented as  in equations, see also Q)
IoT Internet of Things
IP Internet Protocol
IQ In Phase/ Quadrature complex signal
IR Infra Red
ISI Inter Symbol Interference
ISM Industrial, Scientific and Medical radio frequency band
ITU International Telecommunications Union
L




LSB Least Significant Bit
LTE Long Term Evolution — 4G mobile phone standard optimised for data messages
LTE-A Long Term Evolution Advanced — ‘4.5G’ mobile phone standard optimised for large data messages
M
MCX Micro Coaxial (connector)
MF Medium Frequency radio waves (between 300kHz and 3MHz)
MIMO Multiple Input Multiple Output
MMS Multimedia Messaging Service
mp4 Video container format (shorthand for MPEG-4 Part 14)
MPEG2-TS Moving Picture Experts Group Transmission Stream
MPX Multiplex
MSB Most Significant Bit
MTU Maximum Transmission Unit
ℑm
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N
NCC Numerically Controlled Clock
NCO Numerically Controlled Oscillator
NFC Near Field Communications
NFM Narrowband FM
NIC Network Interface Card
O
Ofcom Office of Communications (UK regulator)
OFDM Orthogonal Frequency Division Multiplexing
OFDMA Orthogonal Frequency Division Multiple Access
OOK On-Off Keying
OSI Open Systems Interconnection
P
-ps Per Second, e.g. 5Mbps
PAL Phase Alternating Line (colour TV line encoding scheme)
PCB Printed Circuit Board
PHY Physical Layer (cables/ RF etc.)
PLL Phase Locked Loop
PPM Parts Per Million
PPTP Point to Point Tunnelling Protocol
PSK Phase Shift Keying
PWM Pulse Width Modulation
Q
Q Quadrature Phase component (see also Im)
QAM Quadrature Amplitude Modulation
QPSK Quadrature Phase Shift Keying
R
RC Raised Cosine
RDS Radio Data Service
Re Real part of a complex signal (presented as  in equations, see also I)
RF Radio Frequency — generic term for the part of the electromagnetic spectrum in the range 3kHz to
300GHz
RRC Root Raised Cosine






SDR Software Defined Radio
SECAM Sequential Color with Memory (colour TV line encoding scheme)
SMA SubMiniature version A (connector)
SMS Short Message Service
SNR Signal to Noise Ratio




TACS Total Access Communications System — 1G mobile phone standard for basic voice calls
TC Transmitted Carrier
TCP Transmission Control Protocol
TDM Time Division Multiplexing
TDMA Time Division Multiple Access
TED Timing Error Detector
TV Television
Tx Signal Transmission (shorthand form)
U
UDP User Datagram Protocol
UHD™ USRP® Hardware Driver
UHF Ultra High Frequency band (300MHz to 3GHz)
UMTS Universal Mobile Telecommunications Service — 3G mobile phone standard optimised for data
messages
USB Upper Sideband
USB Universal Serial Bus




VCC Voltage Controlled Clock
VCO Voltage Controlled Oscillator
VHF Very High Frequency radio waves (between 30MHz and 300MHz)
VLF Very Low Frequency radio waves (between 3kHz and 30kHz)
VSB Vestigal Sideband
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W
WAP Wireless Application Protocol
WCDMA Wideband Code Division Multiple Access
WFM Wideband FM
X
XOR Exclusive OR binary operation
Y
Yagi Yagi-Uda Antenna — directional linearly polarised antenna
Z
ZOH Zero Order Hold
#
1G 1st Generation (mobile)
2G 2nd Generation (mobile)
3G 3rd Generation (mobile)
4G 4th Generation (mobile)
5G 5th Generation (mobile)
802.11 IEEE WiFi standard
SI Prefixes
k kilo (103) – e.g. kHz, 1000Hz
M Mega (106) – e.g. MHz, 1000000Hz














double sideband suppressed carrier (DSB-SC)
203±209242273276






See also Amplitude Modulation (AM)



































































See also Binary Phase Shift Keying (BPSK)
See also On-Off Keying (OOK)
See also Quadrature Amplitude Modulation (QAM)






















































































See also Hardware support package
Maximum effect points458±460
Modulation45238242±245
See also Amplitude Modulation (AM)
See also Binary Phase Shift Keying (BPSK)
See also Frequency Modulation (FM)
See also On-Off Keying (OOK)
See also Quadrature Amplitude Modulation (QAM)
See also Quaternary Phase Shift Keying (QPSK)
Multiplexing316±326363±366409415
See also Frequency Modulation (FM)
Multirate filtering443±448587±591





Numerically Controlled Clock (NCC)464467±470473



































































Quadrature Amplitude Modulation (QAM)428±430
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saving and re-importing signals165±169
Simulink block17236
sweeping the spectrum with89±97
tuning14±151754±57235±237
using multiple devices83±88
















See also Hardware support package












Early-Late Timing Error Detector (TED)470±477
maximum effect points458±460
timing adjustment465±467
Timing Error Detector (TED)465


































See also Eyeball tuning












See also Hardware support package
V
Voltage Controlled Oscillator (VCO)248331
gain249
quiescent frequency248
See also Frequency Modulation (FM)
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The availability of the RTL-SDR device for less than $20 brings software deÞ ned radio (SDR) to the home and work 
desktops of EE students, professional engineers and the maker community. The RTL-SDR can be used to acquire 
and sample RF (radio frequency) signals transmitted in the frequency range 25MHz to 1.75GHz, and the MATLAB 
and Simulink environment can be used to develop receivers using Þ rst principles DSP (digital signal processing) 
algorithms.  Signals that the RTL-SDR hardware can receive include: FM radio, UHF band signals, ISM signals, GSM, 
3G and LTE mobile radio, GPS and satellite signals, and any that the reader can (legally) transmit of course! In this 
book we introduce readers to SDR methods by viewing and analysing downconverted RF signals in the time and 
frequency domains, and then provide extensive DSP enabled SDR design exercises which the reader can learn from. 
The hands-on SDR design examples begin with simple AM and FM receivers, and move on to the more challenging 
aspects of PHY layer DSP, where receive Þ lter chains, real-time channelisers, and advanced concepts such as 
carrier synchronisers, digital PLL designs and QPSK timing and phase synchronisers are implemented. In the 
book we will also show how the RTL-SDR can be used with SDR transmitters to develop complete communication 
systems, capable of transmitting payloads such as simple text strings, images and audio across the lab desktop.
Stay tuned (with SDR of course!) 
the Wireless Revolution is Just Beginning!
