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Abstract
Some intrinsic one-to-one correspondences between the solutions to the multiple Nevanl-
inna–Pick interpolation problems and the solutions to the associated truncated power/trigono-
metric moment problems are established. The solvability criteria for the interpolation problems
are given. The method used in the paper is the so-called Hankel/Toeplitz block-vector approach.
© 2004 Elsevier Inc. All rights reserved.
AMS classification: 30E05; 47A57
Keywords: Nevanlinna–Pick problem; Nevanlinna class; Stieltjes class; Carathéodory class; Moment prob-
lem; Carathéodory–Fejer problem; Hankel block-vector; Toeplitz block-vector
0. Introduction
Nevanlinna–Pick interpolation problems of various types have a long history in
mathematics, circuit theory, control theory and system theory (see, e.g., [6,7,14,23,
24] and the references therein). We know that with the proper formulation, many
problems in circuit control, computation, communications, and signal processing
can be reformulated as interpolation problems. Not surprisingly, this rich subject can
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be approached in many ways and in different settings. The subject of the moment
problems also has a long history and has given rise to important applications in
many branches of analysis and others. The reader may consult the fundamental
books [1,2,19,25] for details of numerous moment problems. From the 1970s many
mathematicians used a variety of methods to study the moment problems (see, e.g.,
[5,7,12,13,15,22]). The interconnections between the interpolation problems and the
moment problems are well recognized.
The so-called Hankel block-vector approach first proposed by Chen (see [8]) elab-
orates on clarifying a clear connection between solutions to the Nevanlinna–Pick
interpolation (NP) problem in the Nevanlinna/Stieltjes class and solutions to some
truncated Hamburger/Stieltjes moment problem. The essence of the approach is to
transfer some NP problem via the Hankel block-vector to the study of the moment
problem associated with that Hankel block-vector. In the first part of the present
paper this approach is extended to treat the NP problems in five matrix-valued func-
tion classes with multiple nodes in the upper half-plane. The main idea is to construct
a unique Hankel block-vector (the first Markov parameters of the fraction of the
unique Hermitian interpolation polynomial divided by a certain annihilator polyno-
mial from interpolation data) that provides the moment sequence of a power moment
problem. Therefore the NP problem can be reduced to the study of a certain truncated
power moment problem, and vice versa.
When interpolation points are in the unit disc and are nonzero, the strategy used
is much similar to that for the interpolation points in the upper half-plane. The main
tool is what we shall call the Toeplitz block-vector (the first Carathéodory–Fejer coef-
ficients of the fraction of the unique quasi-polynomial divided by a certain annihi-
lator polynomial of the interpolation data). The essence of the Toeplitz block-vector
method is to transfer some NP problem with nodes in the unit disc to a certain trigo-
nometric moment problem (or, equivalently, a certain Carathéodory–Fejer coefficient
problem). As a consequence an explicit corresponding relationship between solu-
tions to these two problems can be obtained. If zero is (are) an interpolation point(s),
the Toeplitz block-vector approach used here should be modified suitably.
The paper is a collection of our recent investigation and is divided in two sections
besides the introduction. In Section 1 we establish the clear connections between
the set of all solutions to the NP problems in five classes with nodes in the upper
half-plane and the set of all solutions to the associated truncated power moment
problems. Similarly, Section 2 is devoted to the discussion of one-to-one correspon-
dences between the NP problems in two classes with nodes in the unit disc and
the associated trigonometric moment problems. Thanks to these connections, the
solvability criteria for the NP problems in question can be obtained.
1. Nevanlinna–Pick interpolation with nodes in the upper half-plane
Throughout the paper we denote by C,C+ and R the complex plane, the open
upper half-plane and the real axis, respectively, and denote by Cp×p and Hp×p
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the set of all p × p complex matrices and the set of all p × p Hermitian matrices,
respectively. For Hermitian matrices A and B, we write A  (>)B to indicate that
A− B is Hermitian nonnegative (positive). The notation A∗ stands for Hermitian
conjugate of the matrix A. First let us formulate the matrix-valued Nevanlinna class
and its four subclasses as follows (see [19, Appendix]):
• The Nevanlinna class R: A function F(z) is in class R if F(z) is a Cp×p-valued
holomorphic function in C+ and ImF(z)  0 for z ∈ C+.
• The Stieltjes class S: A function F(z) is in class S if F(z) is in class R and is
holomorphic and Hermitian nonnegative in the negative real axis (−∞, 0).
• Class R[a, b]: A function F(z) is in class R[a, b] if F(z) is in class R, and F(z)
is holomorphic and Hermitian positive in (−∞, a), and holomorphic and Hermitian
negative in (b,+∞).
• Class S[a, b]: A function F(z) is in class S[a, b] if F(z) is in class R, and
F(z) is holomorphic and Hermitian positive in the intervals (−∞, a) and
(b,+∞).
• Class S(Em): Let (αi, βi), i = 1, . . . , m be m nonoverlapping intervals on the
real axis (−∞,+∞). We set Em = (−∞,+∞)\⋃mi=1(αi, βi). A function F(z) is
in classS(Em) if F(z) is in classR, and F(z) is holomorphic and Hermitian positive
in the intervals (αi, βi), i = 1, . . . , m.
These five classes are classical and important. The Nevanlinna class R is funda-
mental. The class S and its characterizations were introduced and used systemati-
cally by Krein (see [16,17]) in connection with the theory of generalized resolvents
and spectral functions of a string. The classes R[a, b] and S[a, b] also arise nat-
urally in the investigation of the power moment problem on a finite interval. The
class S[a, b] is also important in describing the extensions of a Hermitian opera-
tor, under the assumption that its norm cannot exceed some prescribed upper bound
(see [18]). The class S(Em) can be regarded as a subclass of S[a, b], putting m
equal to the number of gaps removed from [a, b]. We will establish the relationships
between the NP problems in the above five classes with five types of power moment
problems.
LetRj (j = 1, 2, 3, 4, 5) represent one of the above five classes in order and letj
(j = 1, 2, 3, 4, 5) be its corresponding domain. Accordingly, the Nevanlinna–Pick
interpolation problems in five classes can be generalized as one Nevanlinna–Pick
interpolation problem in class Rj . We formulate it as follows.
• The NP(Rj ) problem: Let λ1, . . . , λµ be µ( 1) distinct points in C+ with respec-
tive multiplicities τ1, . . . , τµ and let cik ∈ Cp×p for 1  i  µ, 0  k  τi − 1 be
given; and let λµ+1, . . . , λµ+ν be ν distinct real points in domain j with respective
multiplicities 2τ1, . . . , 2τν and let dgq ∈ Hp×p for 1  g  ν, 0  q  2τg − 1 be
given (if ν is zero, e.g., for class R, then all dgq vanish). Find all functions Fj (λ) ∈
Rj such that
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1
k!
dk
dλk
Fj (λ)
∣∣∣∣
λ=λi
= cik, i = 1, . . . , µ, k = 0, 1, . . . , τi − 1, (1.1)
1
q!
dq
dλq
Fj (λ)
∣∣∣∣
λ=λµ+g
= dgq, g = 1, . . . , ν, q = 0, 1, . . . , 2τg − 1. (1.2)
Next we describe five sorts of different moment problems which correspond to
the above five NP problems, respectively.
• The nonstandard truncated Hamburger moment problem: Given a finite sequence
s0, s1, . . . , s2n in Hp×p, look for a Cp×p-valued distribution function (nondecreas-
ing and right-continuous) τ(u) on C \ 1 = R such that{
sk =
∫
R
uk dτ(u), k = 0, 1, . . . , 2n− 1,
s2n 
∫
R
u2n dτ(u). (1.3)
• The nonstandard truncated Stieltjes moment problem: Given a finite sequence
s0, s1, . . . , s2n+1 in Hp×p, find the conditions on the data which will ensure the
existence of a Cp×p-valued distribution function τ(u) on C \ 2 = [0,+∞) such
that {
sk =
∫ +∞
0 u
k dτ(u), k = 0, 1, . . . , 2n,
s2n+1 
∫ +∞
0 u
2n+1 dτ(u).
(1.4)
• The standard truncated Hausdorff moment problem: Given a finite sequence of
p × p Hermitian matrices s0, s1, . . . , s2n+1, find a Cp×p-valued distribution func-
tion τ(u) on C \ 3 = [a, b] such that
sk =
∫ b
a
uk dτ(u), k = 0, 1, . . . , 2n+ 1. (1.5)
• The nonstandard truncated Hausdorff moment problem: Given a finite sequence
s0, s1, . . . , s2n+1 in Hp×p, find a Cp×p-valued distribution function τ(u) on C \
4 = [a, b] for which{
sk =
∫ b
a
uk dτ(u), k = 0, 1, . . . , 2n,
s2n+1 
∫ b
a
u2n+1 dτ(u).
(1.6)
• The nonstandard truncated generalized Stieltjes moment problem: Given a finite
sequence of p × p Hermitian matrices s0, s1, . . . , s2n, find the conditions to ensure
the existence of a Cp×p-valued distribution function τ(u) on C \ 5 = Em such that{
sk =
∫
Em
uk dτ(u), k = 0, 1, . . . , 2n− 1,
s2n 
∫
Em
u2n dτ(u). (1.7)
If we use “the M(j) problem” to denote the above j th (j = 1, 2, 3, 4, 5) moment
problem in order, then the five moment problems can be generalized as one moment
problem which is to find a distribution function τj (u) on C \ j (j = 1, 2, 3, 4, 5)
such that the j th moment problem of (1.3)–(1.7) holds.
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In the sequel we consider the relationship between the NP(Rj ) problem and the
M(j) problem.
Since Rj (j = 1, 2, 3, 4, 5) is a subclass of R1, then and only then, a solution
Fj (λ) of the NP(Rj ) problem (1.1) and (1.2) is also an interpolating function subject
to the conditions:
1
k!
dk
dλk
Fj (λ)
∣∣∣∣
λ=λi
= c∗ik, i = 1, . . . , µ, k = 0, 1, . . . , τi − 1 (1.1′)
by reflection. Let N =∑µ+νi=1 τi  1, and let Aj(λ) be the annihilator polynomial of
interpolation nodes and their conjugate nodes of the NP(Rj ) problem, of degree 2N :
Aj(λ) =
µ+ν∏
i=1
(λ− λi)τi (λ− λ¯i )τi . (1.8)
We denote by Hj(λ) the unique Hermitian interpolation polynomial of the NP(Rj )
problem:
Hj(λ) =
µ∑
i=1
Aj(λ)
(τi − 1)!

(
d
dξ
)τi−1 τi−1∑
k=0
cik(ξ − λi)τi+k
(λ− ξ)Aj (ξ)

ξ=λi
+
(
d
dξ
)τi−1 τi−1∑
k=0
c∗ik(ξ − λ¯i )τi+k
(λ− ξ)Aj (ξ)

ξ=λ¯i

(1.9)
+2
ν∑
g=1
Aj(λ)
(τg − 1)!
(
d
dξ
)τg−1 τg−1∑
q=0
dgq(ξ − λµ+g)τg+q
(λ− ξ)Aj (ξ)

ξ=λµ+g
,
j = 1, 2, 3, 4, 5.
Its degree is at most 2N − 1, subject to both (1.1), (1.2) and (1.1′). Let the Laurent
series expansion of Hj(λ)/Aj (λ) at infinity be
Hj(λ)
Aj (λ)
= h
j
0
λ
+ h
j
1
λ2
+ · · · + h
j
2N−2
λ2N−1
+ h
j
2N−1
λ2N
+ · · · , (1.10)
we deduce that each
h
j
r = 2
µ∑
i=1
1
(τi − 1)!
(
d
dξ
)τi−1 τi−1∑
k=0
Re
cik(ξ − λi)τi+kξ r
Aj (ξ)

ξ=λi
+2
ν∑
g=1
1
(τg − 1)!
(
d
dξ
)τg−1 τg−1∑
q=0
dgq(ξ − λµ+g)τg+qξ r
Aj (ξ)

ξ=λµ+g
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(r = 0, 1, 2, . . .) is obviously Hermitian. We call the vector
hj =

(
h10, h
1
1, . . . , h
1
2N−2
)
, j = 1,(
h
j
0, h
j
1, . . . , h
j
2N−1
)
, j = 2, 3, 4,(
h50, h
5
1, . . . , h
5
2N−2
)
, j = 5
(1.11)
built on the first 2N − 1/2N Markov parameters via (1.10) the Hankel block-vector
of the NP(Rj ) problem (1.1) and (1.2) according to different j .
Remark 1. If we put n = N − 1 and use the elements of the Hankel block-vector hj
of the NP(Rj ) problem to replace moments sk, k = 0, 1, . . . , 2N − 2/2N − 1 in the
M(j) problem accordingly, then we call these new moment problems the associated
M(j) problems with the NP(Rj ) problems.
The following lemma is the Hamburger–Nevanlinna theorem (see [1, p. 95]) and
its generalized form (see [27, Theorem 1] and [26, Lemma 1]), plays a key role in
constructing the connection between the NP(Rj ) problem and the associated M(j)
problem.
Lemma 1. If τj (u) (u ∈ C \ j ) is a solution of the standard M(j) problem (that
is, “  ” is replaced by “ = ” in each M(j) problem), then there exists j (λ) defined
by
j (λ) =

∫
R
dτ1(u)
u−λ ∈ R1, j = 1,∫ +∞
0
dτ2(u)
u−λ ∈S, j = 2,∫ b
a
dτj (u)
u−λ ∈ R[a, b], j = 3, 4,∫
Em
dτ5(u)
u−λ ∈S(Em), j = 5,
(1.12)
for which the asymptotic representation
lim
λ→∞ λ
n
[
j (λ)+ s0
λ
+ s1
λ2
+ · · · + sn−2
λn−1
]
= −sn−1 (1.13)
holds uniformly in the range of angles
Sjε (t) = {λ|ε  arg(λ− t)  π − ε}, t ∈ C \ j , 0 < ε <
π
2
.
Conversely, if for some function j (λ) ∈ Rj of the form Eq. (1.12) the relation
Eq. (1.13) holds, at least for λ = iy (y → +∞), then the function j (λ) has the
representation (1.12), where τj (u) has s0, s1, . . . , sn−1 as its first n moments.
From this lemma and combining Theorems 1.3 and 2.2 in [10], Theorem 2 in [27],
Theorem 2 in [28] with Theorem 1 in [26], we can arrive at an explicit one-to-one
correspondence between the set of all solutions to the NP(Rj ) problem and the set
of all solutions to the associated M(j) problem.
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Theorem 1. The NP(Rj ) problem (1.1) and (1.2) is solvable if, and only if the asso-
ciated M(j) problem with moments being the elements of the Hankel block-vector
hj is solvable. In this case, the formula
Fj (λ) = Hj(λ)+ Aj(λ)
∫
C\j
dτj (u)
u− λ , λ ∈ j (j = 1, 2, 3, 4, 5)
realizes a one-to-one correspondence between the solutions Fj (λ) of the NP(Rj )
problem and the solutions τj (u) of the associated M(j) problem, where Aj(λ) and
Hj(λ) are as in Eqs. (1.8) and (1.9) respectively.
Proof. For convenience, we prove the theorem only for the classR3 = R[a, b]. For
the other classes Rj (j /= 3), the proof can be obtained analogously.
Suppose first that the NP(R[a, b]) problem (1.1) and (1.2) is solvable and its
Hankel block-vector is h3 = (h30, h31, . . . , h32N−1). Let F3(λ) ∈ R[a, b] be a solution
of the NP(R[a, b]) problem and thereby F3(λ) admits an integral representation (see
[19, p. 394]):
F3(λ) =
∫ b
a
dσ3(u)
u− λ , λ /∈ [a, b],
where σ3(u) is a Cp×p-valued distribution function on [a, b]. Define
H˜ (λ) ≡ F3(λ)− A3(λ)
∫ b
a
dσ3(u)
A3(u)(u− λ) , (1.14)
then
H˜ (λ) =
∫ b
a
A3(u) dσ3(u)
A3(u)(u− λ) − A3(λ)
∫ b
a
dσ3(u)
A3(u)(u− λ) =
∫ b
a
A3(u)− A3(λ)
A3(u)(u− λ) dσ3(u)
is a certain polynomial function of λ, of degree at most 2N − 1, subject to (1.1), (1.2)
and (1.1′). Therefore, H˜ (λ) has to be identical with the unique Hermitian interpola-
tion polynomial H3(λ). Put
τ3(u) =
∫ u
a
dσ3(u)
A3(u)
< ∞, a  u  b, (1.15)
thus dτ3(u) = dσ3(u)A3(u) , and dτ3(u)  0 (a  u  b) because of dσ3(u)  0. Let
3(λ) ≡
∫ b
a
dσ3(u)
A3(u)(u− λ) =
∫ b
a
dτ3(u)
u− λ ∈ R[a, b],
then 3(λ) = F3(λ)−H3(λ)A3(λ) by Eq. (1.14). From the representation form of F3(λ), we
derive that
lim
λ→∞
(
F3(λ)
A3(λ)
λ2N
)
= lim
λ→∞F3(λ)
λ2N
A3(λ)
= lim
λ→∞F3(λ) = 0
uniformly in each sector
S3ε (t) = {λ|ε  arg(λ− t)  π − ε}, t ∈ C \ 3, 0 < ε <
π
2
.
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We deduce from Eq. (1.10) that for j = 3:
lim
λ→∞ λ
2N
[
3(λ)+ h
3
0
λ
+ h
3
1
λ2
+ · · · + h
3
2N−2
λ2N−1
]
= lim
λ→∞ λ
2N
[
F3(λ)
A3(λ)
− H3(λ)
A3(λ)
+ h
3
0
λ
+ h
3
1
λ2
+ · · · + h
3
2N−2
λ2N−1
]
= lim
λ→∞ λ
2N
[
−h
3
2N−1
λ2N
− o(λ2N)
]
= −h32N−1
holds uniformly in each sector S3ε (t). From Lemma 1 we know that the τ3(u) deter-
mined by (1.15) is subject to
h3k =
∫ b
a
ukdτ3(u), k = 0, 1, . . . , 2N − 1.
That is, τ3(u) is a solution of the associated standard truncated Hausdorff moment
problem.
Conversely, suppose that τ3(u) is an arbitrary solution of the associated standard
truncated Hausdorff moment problem (1.5) (n takes N − 1 therein). Put
3(λ) =
∫ b
a
(u− λ)−1dτ3(u)
and
σ3(u) =
∫ u
a
A3(u) dτ3(u) (a  u  b).
Thus dσ3(u) = A3(u) dτ3(u)  0 (a  u  b) since τ3(u) is nondecreasing and
right-continuous. Set F3(λ) = H3(λ)+ A3(λ)3(λ). It is evident that F3(λ) is sub-
ject to conditions (1.1), (1.2) and (1.1′). It remains to check that F3(λ) ∈ R[a, b].
We define a linear functionalLu in the space of Cp×p-valued polynomial functions
of degree at most 2N − 1, such that Lu{uj } = h3j , j = 0, 1, . . . , 2N − 1, then
Lu
{
A3(u)− A3(λ)
u− λ
}
= H3(λ).
Therefore we obtain
F3(λ)=Lu
{
A3(u)− A3(λ)
u− λ
}
+ A3(λ)
∫ b
a
dτ3(u)
u− λ
=Lu
{
A3(u)− A3(λ)
u− λ
}
−
∫ b
a
A3(u)− A3(λ)
u− λ dτ3(u)+
∫ b
a
A3(u)
u− λ dτ3(u)
=
∫ b
a
dσ3(u)
u− λ ∈ R[a, b].
This completes the proof. 
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Thanks to this one-to-one correspondence as well as the criteria for the power
moment problems (see, e.g., [1,4,5,19]), we obtain the following criteria for the
NP(Rj ) problem.
Theorem 2. Let hj be the Hankel block-vector of the NP(Rj ) problem, j = 1, 2, 3,
4, 5. Then
(a) The NP(R) problem (1.1) is solvable, if and only if, (h1i+j )N−1i,j=0  0.
(b) The NP(S) problem (1.1) and (1.2) is solvable, if and only if,
(h2i+j )
N−1
i,j=0  0 and (h2i+j+1)
N−1
i,j=0.
(c) The NP(R[a, b]) problem (1.1) and (1.2) is solvable, if and only if, (h3i+j+1 −
ah3i+j )
N−1
i,j=0  0 and (bh3i+j − h3i+j+1)N−1i,j=0  0.
(d) The NP(S[a, b]) problem (1.1) and (1.2) is solvable, if and only if,
(h4i+j )
N−1
i,j=0  0 and ((b − a)bi+j h˜0 −
∑i+j−1
l=0 (b − a)blh4i+j−1−l
− h4i+j )N−1i,j=0  0, where h˜0 = H4(b)/A4(b), in which H4(λ) and A4(λ) are as
in Eqs. (1.9) and (1.8), respectively.
(e) The NP(S(Em)) problem (1.1) and (1.2) (Em = (−∞,∞)\⋃mj=1(αj , βj )) is
solvable, if and only if, 2m Hankel block-matrices are Hermitian nonnegative,
that is,
(
h5i+j
)N−1
i,j=0  0,(
h5i+j+2 − (α1 + β1)h5i+j+1 + α1β1h5i+j
)N−2
i,j=0  0,
· · · · · ·(
h5i+j+2 − (αm + βm)h5i+j+1 + αmβmh5i+j
)N−2
i,j=0  0,
· · · · · ·(
h5i+j+2m −
∑m
k=1(αk + βk)h5i+j+2m−1 +
∏m
k=1 αkβkh5i+j
)N−1−m
i,j=0  0.
Proof. Part (a) and part (b) result from Theorems 1.5 and 2.3 in [10], respect-
ively. Part (c) and part (d) result from Theorem 3 in [27] and Theorem 3 in [28],
respectively. Part (e) is the Theorem 3 in [26]. 
2. Nevanlinna–Pick interpolation with nodes in the unit disc
In the sequel we use the so-called Toeplitz block-vector approach to study the NP
problem with nodes in the unit disc. This strategy is to construct a Toeplitz block-vec-
tor as the trigonometric moment sequence under consideration and also a one-to-one
correspondence between the solutions to the NP problems and the solutions to the
80 H. Wu / Linear Algebra and its Applications 399 (2005) 71–90
moment problems or the solutions to the Carathe´odory–Fejer coefficient problems.
We denote by D and D the open unit disc and the unit circle, respectively. We
mainly consider the NP problem in the Cp×p-valued (p  1) Carathe´odory class
and a subclass of it.
• The Carathe´odory class Cp: A function F(z) is in class Cp if F(z) is a Cp×p-
valued holomorphic functions with Hermitian nonnegative real parts in D.
• Class Cp(ω) (0 < ω < π): A function F(z) is in class Cp(ω) if F(z) ∈ Cp and is
holomorphic on the arc z = eit (ω < t < 2π − ω) such that ReF(z) = 0 on this arc.
The Carathe´odory class C is quite well known and important as the Nevanlinna
class R. The relationship between the classes C and R is that F(z) ∈ R if and only
if f (ζ ) ∈ C, where ζ = (z− i)/(z+ i) and f (ζ ) = −iF(z). The class Cp(ω) is a
subclass of Cp and has a multiplicative representation of the functions in this class.
This factorization approach was suggested by Markov and provided a new approach
to Lo¨wner’s result (see [3]). In the case of p = 1, Pick [21] and Nevanlinna [20]
worked independently and found different criteria for the existence of a function in
class C1 assuming prescribed values at given points in D. Krein and Nudelman [19]
followed Pick and obtained the solvability criteria for the NP problem in class C1 in
the simple nodes by using the Riesz–Herglotz theorem. Let  denote one of above
two classes. We consider the following more general matrix-valued NP problem with
multiple nodes in class .
• The NP() problem: Let ρ distinct and nonzero points z1, . . . , zρ inDwith respec-
tive multiplicities α1, . . . , αρ (αj  1) and the interpolated values cjk ∈ Cp×p, j =
1, . . . , ρ, k = 0, 1, . . . , αj − 1 be given, and let θ distinct nodes zρ+1, . . . , zρ+θ ∈
]eiω, e−iω[ (here ]eiω, e−iω[ denotes the open oriented arc of D with endpoints eiω
and e−iω) with respective multiplicities 2αρ+1, . . . , 2αρ+θ and the interpolated val-
ues dsl ∈ Cp×p, s = ρ + 1, . . . , ρ + θ, l = 0, 1, . . . , 2αs − 1be given (if θ is zero,
e.g., for class Cp, then all dsl vanish). Find all functions G(z) ∈  such that
1
k!
dkG(z)
dzk
∣∣∣∣
z=zj
= cjk, j = 1, . . . , ρ, k = 0, 1, . . . , αj − 1, (2.1)
1
l!
dlG(z)
dzl
∣∣∣∣
z=zs
= dsl, s = ρ + 1, . . . , ρ + θ, l = 0, 1, . . . , 2αs − 1. (2.2)
Remark 2. The interpolation points in the NP() problem are nonzero. If some
node in D in the NP() problem is zero, for convenience, say, z1 = 0, and the
remaining requirements stay the same, then we call this new problem the NP()0
problem.
We will treat the NP() problem and the NP()0 problem by using the so-called
Toeplitz block-vector approach and the modified Toeplitz block-vector approach,
respectively.
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Case i: The NP() problem
The trigonometric moment (TM) problem consists in the characterization of all
positive measures defined on [−π, π] whose first Fouries coefficients are specified,
and originates with the work of Carathe´odory and Toeplitz. The TM problem in
[−π, π] for the scalar case seems to have been first considered by Akhiezer and
Krein (see [2,19]), and they obtained a criterion for the TM problem by using a
convex analysis result. Alpay and Loubaton [4] generalized the problem to the
matrix-valued partial TM problem and gave the solutions of the problem in the
nondegenerate case. We consider the following two matrix-valued TM problem.
• The TM problem: Given a Cp×p-valued sequence {sk}n−1k=0 with s0 = s∗0 , find Her-
mitian Cp×p-valued measure functions σ(t) on [0, 2π] (i.e., σ(t) are bounded and
nondecreasing in [0, 2π]) such that
sk =
∫ 2π
0
e−iktdσ(t), k = 0, 1, . . . , n− 1. (2.3)
• The TM(ω) problem: Given a Cp×p-valued sequence {sk}n−1k=0 with s0 = s∗0 , find
Hermitian measures σω(t) on [−ω,ω] such that
sk =
∫ ω
−ω
e−iktdσω(t), k = 0, 1, . . . , n− 1. (2.4)
It is well known (see [11,19]) that the TM problem (2.3) and the TM(ω) problem
(2.4) are equivalent to the following two Carathe´odory–Fejer coefficient problems,
respectively.
• The CF problem: Given {sk}n−1k=0 (s0 = s∗0 ) as in Eq. (2.3), it is required to find
Cp×p-valued functions F(z) ∈ Cp whose power series expansions at z = 0 are
F(z) = s0 + 2s1z+ · · · + 2sn−1zn−1 + · · · (2.5)
• The CF(Cp(ω)) problem: Given {sk}n−1k=0 (s0 = s∗0 ) as in Eq. (2.4), it is required to
find Cp×p-valued functions Fω(z) ∈ Cp(ω) whose power series expansions at z = 0
are
Fω(z) = s0 + 2s1z+ · · · + 2sn−1zn−1 + · · · (2.6)
Indeed, there exists a one-to-one correspondence between the solutions F(z) of
the CF problem (2.5) and the solutions σ(t) of the TM problem (2.3) by the equality
F(z) =
∫ 2π
0
eit + z
eit − zdσ(t),
and a one-to-one correspondence between the solutions Fω(z) of the CF(Cp(ω))
problem (2.6) and the solutions σω(t) of the TM(ω) problem (2.4) by
Fω(z) =
∫ ω
−ω
eit + z
eit − zdσω(t).
Let G(z) be a solution to the NP() problem (2.1) and (2.2), then and only then
G(z) ∈  is also an interpolating function subject to the conditions
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1
k!
dkG
(
1
z
)
dzk
∣∣∣∣∣∣
z=z¯j
= −c∗jk, j = 1, . . . , ρ, k = 0, 1, . . . , αj − 1 (2.1′)
by reflecting that G(z) = −G∗(z¯−1) for any z with |z| > 1. Let n =∑ρ+θj=1 αj > 1.
It is well known [11] that there is a unique quasi-polynomial matrix W(z) of the
form W(z) =∑n−1j=−n wjzj (wj ∈ Cp×p) satisfying Eqs. (2.1), (2.2) and (2.1′). Put
now
(z) = 1
2
(
W(z)−W ∗
(
1
z¯
))
, (2.7)
A(z) =
ρ+θ∏
j=1
(z− zj )αj
(
1
z
− z¯j
)αj
. (2.8)
It is obvious that (z) and A(z) take different representation forms for different
NP() problems. Let the power series expansion of the rational function (z)/A(z)
at z = 0 be
(z)
A(z)
= −c0 − 2c1z− · · · − 2cn−1zn−1 − · · · , (2.9)
in which cj ∈ Cp×p and c0 = c∗0. We refer to the vector t = (c0, . . . , cn−1) being
obtained via Eq. (2.9) as the Toeplitz block-vector of the NP() problem. If we use
the elements c0, c1, . . . , cn−1 to replace the moments of the TM problem (2.3) and
the TM(ω) problem (2.4) respectively, then we call them the associated TM problem
with the NP(Cp) problem and the associated TM(ω) problem with the NP(Cp(ω))
problem, respectively; and if we replace the coefficients of the CF problems (2.5) and
(2.6) by the elements c0, c1, . . . , cn−1 respectively, then we call these problems the
associated CF problem with the NP(Cp) problem and the associated CF(ω) prob-
lem with the NP(Cp(ω)) problem, respectively. We have the following relationships
between the above three types of problems.
Theorem 3. The NP() problem (2.1) and (2.2) is solvable, if and only if the asso-
ciated trigonometric moment problem is solvable, if and only if the associated Cara-
the´odory–Fejer coefficient problem is solvable. More precisely, assume that (z)
and A(z) are as in Eqs. (2.7) and (2.8), respectively. Then:
(a) The formula
G(z) = (z)+ A(z)
∫ 2π
0
eit + z
eit − zdσ(t) = (z)+ A(z)F (z)
realizes a one-to-one correspondence between the solutions G(z) to the NP(Cp)
problem (2.1) and the solutions σ(t) to the associated TM problem (2.3) or the
solutions F(z) to the associated CF problem (2.5).
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(b) The formula
Gω(z) = (z)+ A(z)
∫ ω
−ω
eit + z
eit − zdσω(t) = (z)+ A(z)Fω(z)
realizes a one-to-one correspondence between the solutionsGω(z) to the NP(Cp(ω))
problem (2.1) and (2.2) and the solutions σω(t) to the associated TM(ω) problem
(2.4) or the solutions Fω(z) to the associated CF(ω) problem (2.6).
Proof. Part (a) is the colligation of Theorems 2.1 and 2.2 in [9]. The proof of part
(b) is similar to part (a) and we omit it. 
In terms of correlative results in [4, pp.145-147], Corollary 2.7 in [9] and The-
orem 3, we obtain the following solvability criteria for the NP() problem and the
associated TM problem.
Theorem 4. Let t = (c0, . . . , cn−1) be the Toeplitz block-vector via Eq. (2.9). Then:
(a) The NP(Cp) problem (2.1) is solvable, if and only if the associated TM problem
(2.3) with {ck}n−1k=0 as its first n moments is solvable, if and only if, (cj−i )n−1i,j=0  0.
(b) The NP(Cp(ω)) problem (2.1) and (2.2) is solvable, if and only if the associated
TM(ω) problem (2.4) with {ck}n−1k=0 as its first n moments is solvable, if and only if,
(cj−i )n−1i,j=0  0 and (cj−i+1 + cj−i−1 − 2cj−i cosω)n−2i,j=0  0.
Case ii: The NP()0 problem
If zero(s) is (are) an interpolation node(s), then we have to modify the Toeplitz
block-vector approach. Assume, without loss of generality, the point z1 = 0 in the
NP() problem (2.1) and (2.2). Put m =∑ρ+θi=2 αi > 1, n = m+ α1 in the NP()0
problem. It is well known (see [20,21]) that there exists a unique quasi-polynomial
matrix W 0(z) =∑m−1i=−m w0i zi (w0i ∈ Cp×p) such that (2.2) holds and
1
k!
dk
dzk
G(z)
∣∣∣∣
z=zj
= cjk, j = 2, . . . , ρ, k = 0, 1, . . . , αj − 1, (2.10)
1
k!
dk
dzk
G
(
1
z
)∣∣∣∣
z=z¯j
= −c∗jk, j = 2, . . . , ρ, k = 0, 1, . . . , αj − 1.
(2.11)
Put the quasi-polynomial A0(z) and the quasi-polynomial matrix 0(z) as follows:
A0(z) =
ρ+θ∏
j=2
(z− zj )αj
(
1
z
− z¯j
)αj
=
m∑
j=−m
a0j z
j , (2.12)
0(z) = 1
2
(
W 0(z)−
(
W 0
(
1
z¯
))∗)
=
m∑
j=−m
ω0j z
j , (2.13)
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where a0−j = a0j , ω0−j = −ω0∗j , j = 1, . . . , m, and a0−m = (−1)mzα22 · · · z
αρ+θ
ρ+θ /= 0.
We should note that A0(z) and 0(z) take different forms for different NP()0 prob-
lems. Let the expansion of the Cp×p-valued rational function0(z)/A0(z) at z = 0 be
0(z)
A0(z)
= −c˜0 − 2c˜1z− · · · − 2c˜mzm − · · · , (2.14)
where each c˜j ∈ Cp×p and c˜0 = c˜∗0. Let
c0j = c˜j , j = 0, 1, . . . , m− 1;
c0m = 12 (a0−m)−1c10 + c˜m;
c0m+k = (a0−m)−1
(
1
2c1k −
∑m
j=−m+1 a0j c0k−j
)
, k = 1, . . . , α1 − 1.
(2.15)
In the case of l > 0, we make a convention: c0−l = c0∗l . We call the block-vector
t0 = (c00, . . . , c0n−1) constructed via Eqs. (2.14) and (2.15) the Toeplitz block-vector
of the NP()0 problem. If we take the components c0i (i = 0, 1, . . . , n− 1) of the
above Toeplitz block-vector t0 as the moments, we have the following associated
TM0 problem with the NP()0 problem:
•The associated TM0([0, 2π]) problem: Given a Cp×p-valued sequence {c0k}n−1k=0 with
c00 = c0∗0 , find a Hermitian Cp×p-valued measure function µ(t) on [0, 2π] such that
c0k =
∫ 2π
0
e−ikt dµ(t), k = 0, 1, . . . , n− 1. (2.16)
• The associated TM0([−ω,ω]) problem: Given a Cp×p-valued sequence {c0k}n−1k=0
with c00 = c0∗0 , find a Hermitian measure function µω(t) on [−ω,ω] such that
c0k =
∫ ω
−ω
e−ikt dµω(t), k = 0, 1, . . . , n− 1. (2.17)
To establish the relations between the set of all solutions to the NP()0 problems
and the set of all solutions to the associated TM0 problems, we need the following
two lemmas as well. First we introduce a linear operator Tu from H into Cp×p,
where H stands for the space of all rational matrix-valued functions of the com-
plex values. If r(z) ∈H has the power series expansions r(z) =∑+∞j=−∞ rj zj (z →
0) at z = 0 and r(z) =∑+∞j=−∞ r˜j zj (z → ∞) at z = ∞, respectively, where the
numbers of rj /= 0 for j  0 and of r˜j /= 0 for j  0 are finite, we define
Tu{r(u)} = 12c
0
0(r0 + r˜0)+
+∞∑
j=1
(
r˜j c
0−j + r−j c0j
)
,
where the c0j are as in Eqs. (2.15) for 0  j < n and c0−j = c0∗j , and we put c0−j =
c0j = 0 for j  n. In particular, we have
Tu{uk} = c0−k = c0∗k , k = 0,±1,±2, . . . ,±(n− 1).
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Lemma 2. Let H and Tu be defined as above. Then
Tu
{
u+ z
u− zA
0(u)
}
= 0(z)− iIm c10, (2.18)
where A0(z) and 0(z) are as in Eqs. (2.12) and (2.13), respectively.
Proof. We note that for arbitrary r(z) ∈H, if r(z) has the power series expansions:
r(z) = r−m
zm
+ · · · + r−1
z
+ r0 +
+∞∑
j=1
rj z
j (z → 0), (2.19)
and
r(z) = r˜mzm + · · · + r˜1z+ r˜0 +
−1∑
j=−∞
r˜j z
j (z → ∞), (2.20)
respectively, then we obtain
Tu{r(u)} = 12
[〈
r(u)
0(u)
A0(u)
〉
∞0
−
〈
r(u)
0(u)
A0(u)
〉
00
]
+1
2
(
a−1−mr−mc10 + a−1m r˜mc∗10
)
,
where 〈r(u)〉00 and 〈r(u)〉∞0 stand for the constant terms of the power series expan-
sions for r(u) ∈H at u = 0 and u = ∞, respectively. In particular, we have
Tu{A0(u)} = Re c10. The rational function u+zu−zA0(u) has the forms as in Eqs. (2.19)
and (2.20) at u = 0 and u = ∞, where r−m = −a0−m, r˜m = a0m, respectively. There-
fore, we get
Tu
{
u+ z
u− zA
0(u)
}
= 1
2
[〈
u+ z
u− z
0(u)
〉
∞0
−
〈
u+ z
u− z
0(u)
〉
00
]
− iIm c10.
(2.21)
Direct computation gives〈
u+z
u−z
0(u)
〉
∞0 = ω
0
0 + 2ω01z+ · · · + 2ω0mzm,〈
u+z
u−z
0(u)
〉
00
= −ω00 −
2ω0−1
z
− · · · − 2ω0−m
zm
.
(2.22)
Combining Eq. (2.21) with Eq. (2.22) leads to Eq. (2.18) immediately. 
Next we will give a decomposition of a generalized block-Pick matrix of the
NP(Cp)0 problem which is defined as follows:
P = (Pij )ρi,j=1 ∈ Cmp×mp, (2.23)
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wherem = n− α1 (in this case, n = α1 + · · · + αρ) and Pij ∈ Cαip×αjp with entries
pklij ∈ Cp×p determined by
pklij =
1
k!l!
k+l
λkµl
[
g(λ)+ g∗(µ¯)
1 − λµ
]
λ=zi ,µ=z¯j
,
where g(λ) is an arbitrary Cp×p-valued function subject only to Eqs. (2.2), (2.10)
and (2.11).
We have the following decomposition analogous to the one of Theorem 2.4 in [9].
Lemma 3. Let P be a generalized block-Pick matrix as in Eq. (2.23) and T =
(c0j−i )
n−1
i,j=1 with c
0−k = c0∗k be the block-Toeplitz matrix built on the Toeplitz block-
vector t0 of the NP(Cp)0 problem. Then
P = 2(W ⊗ Ip)T (W ⊗ Ip)∗, (2.24)
where W ∈ Cm×m is determined by[
row
[
b(λ)
λi
]1
i=α1
, row
[
row(bik(λ))
ρ
i=2
]αi−1
k=0
]T
= W
[
row(λi)m−1i=−α1
]T
,
(2.25)
in which
b(λ) =∏ρj=2(λ− λj )αj ,
bik(λ) = b(λ)/(λ− λi)k+1, i = 2, . . . , ρ, k = 0, 1, . . . , αi − 1.
Proof. For the elements pklij of the matrix Pij (2  i, j  ρ), the proof is similar to
the proof of Theorem 2.4 in [9]. When i = 1 or j = 1, we can easily check that the
elements pklij of the matrix Pij are equal to the corresponding parts in the right side
of Eq. (2.24). 
In the sequel we give an intrinsic connection between the NP()0 problem and its
associated TM0 problem as follows.
Theorem 5. The NP()0 problem is solvable if and only if the associated TM0
problem is solvable. More precisely, if g(z) is a solution of the NP()0 problem and
has the integral representation
g(z) = iIm g(0)+
∫
I
eit + z
eit − zdσ(t), (2.26)
where I = [0, 2π] if  = Cp and I = [−ω,ω] if  = Cp(ω), then
µ(t) =
∫ t
x
1
A0(eiϕ)
dσ(ϕ) (2.27)
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is a solution of the associated TM0 problem, where x = 0 if t ∈ [0, 2π] and x = −ω
if t ∈ [−ω,ω]. Conversely, if µ(t) is a solution of the associated TM0 problem with
the NP()0 problem, define
σ(t) =
∫ t
x
A0(eiϕ) dµ(ϕ), (2.28)
where x = 0 if t ∈ [0, 2π] and x = −ω if t ∈ [−ω,ω], then
g(z) = iIm c10 +
∫
I
eit + z
eit − zdσ(t) (2.29)
is a solution of the NP()0 problem, where I = [0, 2π] if  = Cp and I = [−ω,ω]
if  = Cp(ω).
Proof. We will prove the theorem only for the case of  = Cp. For  = Cp(ω), the
proof can be obtained analogously and is omitted.
Assume first that the associated TM0([0, 2π]) problem is solvable and that µ(t)
is a solution. It is obvious that g(z) determined by Eqs. (2.28) and (2.29) belongs to
class Cp (see [19, p. 389]) and can be rewritten in the form
g(z) = iIm c10 +
∫ 2π
0
eit + z
eit − z (A
0(eit )− A0(z)) dµ(t)
+A0(z)
∫ 2π
0
eit + z
eit − z dµ(t). (2.30)
For the linear operator Tu defined above, we have
Tu{uk} = c0−k =
∫ 2π
0
eikt dµ(t), k = 0,±1,±2, . . . ,±(n− 1).
Then by Eq. (2.18) and the last equality:
0(z)= iIm c10 +Tu
{
u+ z
u− zA
0(u)
}
= iIm c10 +Tu
{
u+ z
u− z (A
0(u)− A0(z))
}
= iIm c10 +
∫ 2π
0
eit + z
eit − z (A
0(eit )− A0(z)) dµ(t).
It follows from Eq. (2.30) that
g(z) = 0(z)+ A0(z)
∫ 2π
0
eit + z
eit − z dµ(t). (2.31)
Therefore, g(z) is subject to interpolation conditions (2.1) at points z = z2, . . . , zρ.
It remains to check that g(z) also meets the condition at point(s) z = z1 = 0. Indeed,
from Eq. (2.31) and exploiting Eqs. (2.14)–(2.16), we have
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g(z)= A0(z)
(
0(z)
A0(z)
+
∫ 2π
0
eit + z
eit − z dµ(t)
)
= zmA0(z)
(
−2c˜0m + 2c0m + o(z)
)
(z → 0).
Thus g(0) = a0−m(−2c˜0m + 2c0m) = c10 by (2.15). On the other hand, a straightfor-
ward evaluation of Eqs. (2.29) and (2.15) yields
1
k!g
(k)(0)= 2
∫ 2π
0
A0(eit )e−it dµ(t)
= 2
m∑
l=−m
a0l
∫ 2π
0
e−i(k−l)t dµ(t)
= 2
m∑
l=−m
a0l c
0
k−l = c10, k = 1, 2, . . . , α1 − 1.
It follows that the g(z) determined by Eqs. (2.28) and (2.29) is a solution of the
NP(Cp)0 problem.
Conversely, assume that the NP(Cp)0 problem is solvable and g(z) is an arbitrary
solution with an integral representation of the form Eq. (2.26):
g(z) = iIm g(0)+
∫ 2π
0
eit + z
eit − zdσ(t),
where σ(t) is determined by Eq. (2.27). It is easy to check that µ(t) in Eq. (2.27)
is a Hermitian measure on [0, 2π]. It remains to verify that µ(t) is a solution of the
associated TM0([0, 2π]) problem. Note that
pklij =
1
k!l!
k+l
λkµl
[
g(λ)+ g∗(µ¯)
1 − λµ
]
λ=zi ,µ=z¯j
= 1
k!l!
k+l
λkµl
[∫ 2π
0
A0(eit )
(eit − z)(e−it − µ) dµ(t)
]
λ=zi ,µ=z¯j
= 2
∫ 2π
0
b(eit )
(eit − zr)k+1
˙b∗(eit )
(e−it − z¯s )l+1 dµ(t), ∀r, s, k, l.
From the last equality, one can deduce that
P = (W ⊗ Ip)
(
2
∫ 2π
0
ei(k+l)t dµ(t)
)m−1,−m+1
k=−α1,l=α1
(W ⊗ Ip)∗
= 2(W ⊗ Ip)
(∫ 2π
0
ei(u−v)t dµ(t)
)n−1
u,v=0
(W ⊗ Ip)∗,
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where W is determined by Eq. (2.25). From Lemma 3 we have
c0k =
∫ 2π
0
e−ikt dµ(t), k = 0, 1, . . . , n− 1.
Therefore the Hermitian measure µ(t) on [0, 2π] determined by Eq. (2.27) is a solu-
tion of the associated TM0([0, 2π]) problem. This completes the proof. 
In terms of Theorem 5 and Theorem 4, we have the following solvability criteria.
Theorem 6. Let t0 = (c00, c01, . . . , c0n−1) be the Toeplitz block-vector of the NP()0
problem. Then
(a) The NP(Cp)0 problem (2.1) is solvable, if and only if the associated TM0([0, 2π])
problem (2.16) with {c0k}n−1k=0 as its first n moments is solvable, if and only if,
(c0j−i )
n−1
i,j=0  0.
(b) The NP(Cp(ω)0) problem (2.1) and (2.2) is solvable, if and only if, the associ-
ated TM0([−ω,ω]) problem (2.17) with {c0k}n−1k=0 as its first n moments is solvable,
if and only if, (c0j−i )n−1i,j=0  0 and (c0j−i+1 + c0j−i−1 − 2c0j−i cosω)n−2i,j=0  0.
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