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Low temperature plasmas have a large number of scientific
and commercial applications, so an understanding of
their properties is important for optimization of plasmabased processes and technologies. Modeling a plasma
discharge and its behavior can help greatly in gaining this
comprehension, but depending on the precise properties of
the system of interest, the appropriate method to simulate
the plasma may vary. Global modeling represents a
numerical method of describing plasma discharges, based
onfluid equations, that neglects spatial derivatives in order
to enhance computational efficiency. They are able to
quickly predict spatially averaged plasma parameters such
as densities or temperatures for systems that would
otherwise be difficult to simulate, and relationships
between key parameters can be explored across a broad
range of system properties.
Global models are based on two types of equation:
particle balance equations, written for each included
species, and power balance equations, which are primarily
used for electrons, but can be included for other species.
Finding solutions to the resulting set of equations requires a1DOI: 10.1002/ppap.201600138
al page numbers, use DOI for citation !! R
Andrew Hurlbatt obtained his MPhys
degree from the University of Surrey, UK
in 2011. He completed his Ph.D. at the
University of York, UK in 2016 for his work
on the computationally efficient fluid
modeling of electronegative low temper-
ature plasmas. He is currentlyworking as a
post-doctoral researcher at the York
Plasma Institute, University of York on
both the continued development and use
of modeling techniques, and the improvement of industrial
plasma processes for nano-fabrication.
AndrewGibson receivedhisMSci degree in
Physics with Biomedical Applications from
Queen’s University Belfast, UK in 2011 and
his Ph.D. from the same university in 2015.
He worked for a short time as a post-
doctoral researcher at the University of
York and is nowundertaking post-doctoral
research jointly affiliated to the Labora-
toire de Physique des Plasmas at Ecole
Polytechnique, Franceand theYork Plasma
Institute, University of York. His current research focusses on the
simulation of low temperature plasmas, primarily those produced
in molecular gases, at both low and high pressure with a view to
optimizing their use in various applications.
Sandra Schr€oter graduated with M.Sc.
in Physics from the Ruhr-Universit€at
Bochum, Germany. She then joined the
York Plasma Institute, University of York,
UK, and is currently working towards a
Ph.D. under the supervision of Dr. Deborah
O’Connell. Her current research interests
lie in the investigation of reactive species
produced inatmosphericpressureplasmas
containing humidity using optical diag-
nostics and global modeling.
A. Hurlbatt et al.
2
REarangeof informationabout thesystemof interest, including
physical characteristics, power coupling method, and a list
of species included and the reactions between them. The
equations used to build a global model can appear simple,
but the resulting system that they describe can behave
in ways that are unusual and often unintuitive. Global
models have therefore been widely used for analyzing the
chemistry and identifying the main reactions in low
temperature plasmas, as they allow for complex chemical
reaction schemes, with a large number of species and
reactions to be studied, usually without the associated
long computation times of models inclusive of spatial
resolution.
Due to the widespread use and high value to researchers
of global models, a number of well known codes are
available thatwill solve globalmodels for a user defined set
of conditions. One such program is the GlobalKin code,[1,2]
which solves a global model using given rate coefficients,
and also contains a module for finding the electron energy
distribution function (EEDF) using a common two term
Boltzmann approximation. A commercial application,
Quantemol-P, is built around GlobalKin to provide a
graphical user interface for increased usability.[3] Another
powerful tool is ZDPlasKin, which is able to solve for the
time evolution of species densities in a system with a user
defined reaction scheme.[4] As with GlobalKin, it includes a
solver for the EEDF, and is able to calculate gas temper-
atures. The outputs of both ZDPlasKin and GlobalKin are
compatible with the PumpKin pathway analysis soft-
ware.[5] The plasma modelling toolkit PLASIMO also
provides userswitha framework to create aglobalmodel.[6]
Despite these tools existing, andusuallybeingeasy touse, it
is still sometimes desirable to create a global model of a
particular system. Thismay be for reasons of furthering the
understanding of the underlying physics, or because the
system to be described is unusual in some way.
In the first part of this tutorial review, an introduction on
global models is given, along with a tutorial on the
development of a simple model. Emphasis is placed on the
key issues that need to be considered when constructing
such a model, and generality is maintained so that the
framework presented can be easily built upon. Following a
description of the necessary considerations, the tutorial
documents the formulation of a simple argon model, from
equation derivation through to numerical solution and
example results. A discussion is then given on the
importance of reaction schemes, including the need to
source rate coefficientsandotherdata forapotentially large
number of reactions, depending on the species being
considered. The reactions that are necessary may include
atomic or molecular excited states, for which reliable data
are often difficult to come by, despite their importance in
certain plasma systems. Finally, a word of caution is given
as to someof the limitations of globalmodels, including thePlasma Process Polym 2016, DOI: 10.1002/ppap.201600138
 2016 The Authors. Plasma Processes and Polymers published by WILEY-VCH Ve
rly View Publication; these are NOT the final pagimplications of poor source data for reaction rate coef-
ficients. As there can be a relatively small number of
reactions that dominate the behavior of a system, small
changes in these coefficients for specific reactions can lead
to drastic differences in the resulting behavior. Due in part
to these issues, anddespite theirwidespreaduse, there area
number of caveats that must be considered while
interpreting the results that global models provide.
The second part of this work looks beyond the common
assumptions of temporal and spatial homogeneity nor-
mallyused in thebasicglobalmodelapproach, andpresents
reviews of two classes of significant extensions. A large
number of low temperature plasmas are driven by
oscillatory electric fields, in which the power absorption
is inherently time dependent. To include such effects in a
model typically also requires some degree of spatial
resolution. The first review section explores some of the
techniques that have been used to include time dependent
power deposition, while working around the need for
spatial resolution and the associated computational cost.rlag GmbH & Co. KGaA, Weinheim DOI: 10.1002/ppap.201600138
e numbers, use DOI for citation !!
Concepts, Capabilities, and Limitations of Global Models . . .The second review section investigates some applications
of global models to systems with known high amounts of
spatial non-uniformity, and the different ways developed
by researchers to tackle this problem.3
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kBn2. Framework of a Simple Global Model
In order to build a model describing a plasma, a number of
decisions must be made about what considerations to
include, and what to exclude, while keeping in mind the
limitations that follow fromanyassumptionsmade.One of
thefirst considerations tomake is the physical properties of
thesystemtobemodeled, as supposedly simpleparameters
suchas thegeometry of theplasmacanhave impacts on the
behavior and results of the model; the ratio of vessel
internal surface area to plasma volume is particularly
important for global models, as will be discussed. For
investigations of general properties, a simple planar or
cylindrical geometry is usually sufficient.[7–9] However, if a
particular device is to be modeled for the purposes of
comparison with experiment, then more complicated
geometries are often required, as well as considerations
of gas flow and mechanical pumping systems.[10–13]
Alongside geometrical considerations, the method by
which power is deposited in the plasma must also be
determined. It is important to know if the plasma is
powered through a DC or AC drive, and if this is radio
frequency (RF), or another waveform, and whether this is
capacitively or inductively coupled,[14–16] or both.[17]
Alternatives such a helicon drive[18] or electron-cyclotron-
resonance[19,20] are also possible.
Considerations must also be made about the plasma
itself. The gas or gases being used to create the plasma are
oftendictatedbythe investigationbeingperformed,but the
precisepropertiesof eachgas, aswell as thoseof any species
created by the plasma, need to be taken into account. In
particular, the energy distribution functions (EDFs) of each
species are important, and can have significant effects on
the model. Neutral particles are often taken to have a
Maxwellian EDF with a particular temperature, although
it is possible to model this temperature self consis-
tently.[1,12,21–23] Ionic species are not necessarily in thermal
equilibrium, and so may deviate from a Maxwellian EDF;
despite this they are often modeled as such due to the
complications of including such a deviation.[11,16,17,24]
Electrons can be described by a Maxwellian EDF only
under certain specific conditions, and so it is often more
appropriate to make a different assumption.
One of the more difficult considerations is the set of
reactions, interactions and chemical products, including
excited or metastable states, that the model includes. The
interaction of the plasma with any walls must also be
considered. Even models of apparently simple gases canPlasma Process Polym 2016, DOI: 10.1002/ppap.201600138
 2016 The Authors. Plasma Processes and Polymers published by WILEY-VCH Ve
Early View Publication; these are NOcontain very largenumbers of reactions. Creating a suitable
reaction scheme that encompasses all of the major effects,
without becoming intractable, is a complex task, made
more difficult by the requirement to finddata for collisional
cross sections or rate coefficients. This topic is complex, and
will be discussed in more detail in Section 2.3.2.1. Analytical Derivation
Once the necessary components of the model have been
decided upon, equations must be obtained to describe the
system.This sectionandthenextdetail thesteps required to
build a global model of a simple argon plasma, consisting
only of electrons and positive ions in a neutral background
of constant density and temperature, from generic
equations through to generating results. The system is
kept as general as possible, so that the reader may more
easily apply the model to more complex systems.
As global models are about macroscopic descriptions of
the plasma, they can be considered as a subtype of fluid
models. Briefly, the fluid equations detail the evolution of
the macroscopic properties of a system in both space and
time, and can be used to describe the conservation ofmass,
momentum, energy, energy flux, and so on. For real
systems, which are non-conservative, these equations
must also consider gains and losses of their respective
quantities, be this through particle interactions, losses to
the wall, or other external effects.
The fluid equations used for a typical global model stem
from the moments of the Boltzmann equation, the
derivation of which is covered in many plasma physics
theory texts.[25,26] The zeroth moment deals with the
conservation of mass, or particles, and can be writtenrlag Gm
T the@n
@t þr  nuð Þ ¼
dn
dt ð1ÞThefirstmoment relates the conservation ofmomentum
tothe forcesactingonspecies, but isnot includedhereas the
removalof spatial considerationsmeansthatmomentumis
not resolved. The second moment, given as@T
@t þ
3
2
kBnu  rT þ pr  uþ pr  uþr  q ¼ kB dT
dt
ð2Þtreats the conservation of energy. Both thermal and kinetic
energies are included, as they are linked at a microscopic
level. The symbols used in these and the following
expressions can be found in Table 1.
In Equation (1), the two terms on the left hand side
represent the change in particle density in time, and the
spatial change of the particle flux, respectively. The rightbH & Co. KGaA, Weinheim 3www.plasma-polymers.org
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Table 1. List of symbols and constants used in this document.
Symbol Description Units
rf Spatial gradient of scalar f f m1
r  f Divergence of vector f f m1
t Time s
@f
@t
Temporal gradient of f f s1
df
dt
Change in f due to collisions or external sources f s1
kB Boltzmann constant J  K1
e Elementary charge C
e0 Permittivity of free space F m1
uB Bohm velocity m  s1
n Particle density m3
u Fluid velocity m  s1
G Particle flux m2  s1
T Temperature K
Te Temperature eV
p Fluid pressure Pa
m Particle mass kg
Z Particle charge e
p Fluid viscous stress tensor N m2
q Fluid heat flux density W m2
a0 Central electronegativity nn=ne –
g Ratio of Te to Tn –
V Plasma volume m3
A Surface area of plasma chamber walls m2
l Plasma width m
li Ion mean free path m
vi Ion mean thermal velocity m  s1
KR Reaction rate coefficient (RRC) of reaction R m3  s1
Kab RRC for elastic collision between species a and b m3  s1
Krec RRC for ion–ion recombination m3  s1
Ga;R Rate of volume creation of particles of type a in reaction R m3  s1
La;R Rate of volume destruction of particles of type a in reaction R m3  s1
ER Energy of reaction R J
EeR Energy of reaction R eV
Sabs Mean volumetric power absorbed W m3
Sind Volumetric inductive power W m3
Scap Volumetric capacitive power W m3
v Frequency of driving voltage rad  s1
Vs Mean sheath voltage V
IRF RF drive current A
Rind Equivalent inductive resistance V
Rcap Equivalent capacitive resistance V
A. Hurlbatt et al.
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Concepts, Capabilities, and Limitations of Global Models . . .hand side covers changes in the number of particles
through external means, and will be discussed later.
The terms in Equation (2), details the changes in
volumetric energy density from internal sources on the
left hand side, and external sources on the right. The
internal sources comprise of changes in temperature in
both space and time in the first two terms. The third and
fourth terms track the change in internal energy density
due to velocity divergence, and the final term on the left
hand side represents changes in the transport of heat.
Similarly to Equation (1), the term on the right hand side of
Equation (2) contains changes to the total energy due to
external sources.
In a basic global model, the assumption is made that the
plasma is homogeneous, and so all spatial derivatives are
zero. This leaves Equation (1) and (2) consisting of only
temporal derivatives and effects due to external sources.
Some debate exists as to the precise form of the external
source terms, but theyneed to consider effects due to elastic
and inelastic collisions with other species within the
plasma, including particle and energy changes, as well as
interactions with any walls.
In order to develop these terms, one must start to
consider that each species in the system to be modeled
requires its own set of equations, and that the interactions
between species is contained within the collision terms on
the right hand side of the equations. With this in mind,
equations are presented hereon with subscripts e, i, or g
denoting the species being considered as electrons, ions, or
background neutrals, respectively. A subscript a denotes
any species.
The termfor external changes inparticle densityneeds to
include particles created and lost through reactions, aswell
as those flowing into or out of the volume of interest. Flows
intooroutof themodel canbephysicalflows, suchas froma
gas inlet or to a pumping system, or through interactions
with thewall of the system, such as surface recombination
or secondary electron emission. In the examplemodel to be
created, it is assumed that the neutral gas background is
constant, so no gas flows or pumping are included, and that
any excited or charged particles incident on the wall of the
system are lost. Therefore, the term describing external
changes to density dn=dt takes the form of the right hand
side ofPlasma
 2016@na
@t ¼
X
R
Ga;R 
X
R
La;R  AV Ga;wall ð3ÞIn this expression, the first two terms on the right hand
side contain reactions and (de)excitations that lead to
volume gains or losses, respectively, and are of the form
nanbKR. The third term describes losses to the wall, and
considers afluxof particles of typea, to be determined, onto
a wall which has total surface area A.Process Polym 2016, DOI: 10.1002/ppap.201600138
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Early View Publication; these are NOThe term for external changes to species energy needs to
consider a variety of effects. Energy is gained by charged
species through the application of external fields, be these
radio frequency or otherwise, and a term for this must be
considered. The precise form of this term depends on the
heatingmechanismbeingemployed.There isalsoa transfer
of energy between species, as they may have different
temperatures, and so energetic species will lose energy to
cooler ones through elastic collisions. Energy is gained and
lost through chemical processes, due to both the gain and
loss of particles and from the energy required or released by
the reactions. The loss of particles to the wall must also be
considered, as each escaping particle takes energy with it.
In this example, it is assumed thatneutrals and ionshave
a constant temperature of 300K, and so Equation (2) must
only be derived for electrons. The transfer of energy due to
elastic collisions is assumed to happen only between
electrons and neutral particles, as these are the dominant
elastic collision partners at low ionization fractions. In
plasmaswith a high degree of ionization, electron–electron
collisions are also important for energy transfer.[27–29] The
amountof energy transfer in electron-neutral collisions can
be approximated through a hard sphere model.[25,26] The
energy changes due to inelastic collisions can be found
through a simple summation of the reactions involving
electrons, and the gains or losses of electron energy as a
result of each.
In this simple example, the power deposition is
approximated by a constant value representing the time
averaged power absorbed by the electrons, Sabs. This is in
general not a valid assumption, but is done here for ease of
understandingandtoallowforasimple solutionscheme,as
presented in Section 2.2.
Particularly in capacitively coupled discharges, there
may be significant modulations of the deposited power in
both space and time. The presence of non-ohmic heating
mechanisms can also exacerbate the discrepancies be-
tween the true power deposition and a constant time
averagedvalue.[30,31] By failing toaccount for these changes
in deposited power, it is possible to miss temporal
modulations of electron temperature. This can result in
errors even in equilibrium values obtained from global
models, as reaction rate coefficients generally have non-
linear dependencies on the electron energy. Discrepancies
can also arise in results through the misunderstanding
of what Sabs represents, and confusion around the
relationship between it and the power displayed for
example on an RF amplifier, which may occur due to
significant power absorption by ions in the sheath under
certain conditions.[32]
The considerations for energy gains and losses due to
changing numbers of particles is similar to that given in
Equation (3), however, there are additional energy losses
associated with particles crossing the sheath. With therlag GmbH & Co. KGaA, Weinheim 5www.plasma-polymers.org
T the final page numbers, use DOI for citation !! R
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REaassumption of Maxwellian energy distributions for all
species, each electron lost through the sheath takes2kBTe of
energywith it.[33] If it is assumed that ions enter the sheath
with theBohmvelocity, then each ion takes 12 kBTe of kinetic
energy, as well as being accelerated by the sheath voltage
before being removed from the system.[33]
The Bohm velocity is an analytical result that specifies a
minimum ion velocity for the formation of a sheath in a
simple electropositive plasma as being kB Te =mið Þ1=2.
Although it is derived using the assumptions of zero ion
temperature,[33] electrons in Boltzmann equilibrium with
the plasma potential, and a collisionless sheath, it sees
widespread use across a large range of plasma parameters.
Extensions exist for multiple ion species,[34] including
negative ions,[35] but the classical result will be used in this
model. Although the Bohm velocity is a widely known
result in low temperature plasma physics, the applicability
of it to any system that deviates from the strict conditions
from which it is derived is a topic of ongoing conten-
tion,[36–41] and researchers shoulduse cautionwhenusinga
value for the Bohmvelocity for anything but themost basic
of plasmas.
As it is assumed that the plasma is driven in this case by
RF, then the mean value for the sheath voltage, Vs must be
used, as discussed later. By combining each of the above
considerations with Equation (2) and (3), one obtains an
expression for the rate of change of electron temperature3
2
kB
@Tee
@t ¼
Plasma
 2016
rly Vne
@Te
@t ¼ Sabs  3
me
mg
Keg ne ngkB Te  Tg
 
 3
2
kBTe
X
R
Ge;R 
X
R
Le;R
 !

X
Re
ERKRne nR
2 kB Te AV Ge;wall 
1
2
kB Te þ e Vs
  A
V Gi;wallwhich can then be rearranged to give2
3
Sabs
ene
 2memg Kegng T
e
e  Teg
 
 T
e
e
ne
X
R
Ge; R 
X
R
Le; R
 !
2
3
X
Re
EeRKR nR 
1
ne
5
3
Tee þ
2
3
Vs
 A
V Gwall ð4ÞThis expression also uses the knowledge that the plasma
must conserve current, so the wall fluxes of electrons and
ionsmustbeequal. Tomakecomputationeasier, thechange
has also been made to defining temperatures and energies
in eV, as both electron temperature and the energies of
collisions are on the order of 1–10 in these units.
In Equation (3) and (4), there are a number of quantities
that are yet to be defined. Most notably are the reactions,
their reaction rate coefficients, and the energies gained orProcess Polym 2016, DOI: 10.1002/ppap.201600138
The Authors. Plasma Processes and Polymers published by WILEY-VCH Ve
iew Publication; these are NOT the final paglost due to each reaction. These are given in Table 2 for a
simplified argon example. The excitation reaction is
considered only as an electron energy loss mechanism;
the argonmetastable states are not explicitly included. It is
also assumed that the model is to be used in a pressure
range where the effective rate coefficients for three-body
collisions are negligibly small.
Also as yetundefinedare themeansheathvoltage Vs and
the electron/ionwall fluxGwall. For a plasma driven by RF in
capacitive mode, it is possible to estimate a mean sheath
voltage as a functionof theohmicpowerdepositionand the
electron-neutral elastic collision frequencyrlag Gm
e nuVs ¼ 3
2
Sohm
e
meKeg ng e0v2
ð5Þwhere the assumption is made that the power is only
deposited to the electrons through the ohmic channel.[33]
For the flux of species to the wall, the ions are again
assumed to enter the sheath with the Bohm velocity. With
the assumption that no particles are created or destroyed
inside the sheath, the flux of ions, and electrons leaving the
plasma can be found using the Bohm velocity and the
density of ions at the sheath edge. Assuming a collisional,
quasineutral plasma contained between two electrodes
with a small sheath, this density canbe approximatedas[24]ns
n0
¼ p uBngKig l ð6Þwhere thene given is the central ion/electron density. From
this, the wall flux can be equated toGwall ¼ nsuB ¼ ne pkBTemingKigl ð7Þwhich provides the last unknown of the system.
The ratio of ion densities at the center and sheath edge,
ns=n0, is commonly referred to as hl. The value given in
Equation (6) is a classical result for a simple, single ion,
electropositiveplasma.However, as is thecase for theBohm
velocity, the value is subject to change depending on the
plasma conditions, and care must be taken to ensure that
the value used is appropriate for the plasma being studied.
Multiple values exist for different plasmas, and attempt to
account for effects including electronegativity, multiply
charged ions, or changing collisionality regimes.[43–47] The
concept of thehl factor for various systems is exploredmore
in Section 3.2.1.
These definitions leave the reaction scheme, input
power, system pressure, and reactor geometry as inputs
to the model. In this example, the plasma is assumed to be
containedbetweentwoinfiniteplanarelectrodes separated
by a distance l, so that the surface area to volume ratiobH & Co. KGaA, Weinheim DOI: 10.1002/ppap.201600138
mbers, use DOI for citation !!
Table 2. List of reactions for a simplified argon chemistry.[24,33,42] Expressions for KI , KX , and Keg are fits to data assuming a Maxwellian
electron energy distribution function, from Gudmundsson.[42]
Reaction Rate coefficient [m3  s1] Energy [eV]
Ionization KI ¼ 2:34 1014 Tee
 0:59
exp  17:44Tee
 
15.76
Excitation Kx ¼ 2:48 1014 Tee
 0:33
exp  12:78Tee
 
12.14
Elastic e! gð Þ Keg ¼ 2:336 1014 Tee
 1:609  exp 0:0618 ln Tee 2  0:1171 ln Tee 3h i –
Elastic i! gð Þ Kig ¼ 1:0 1018
ﬃﬃﬃﬃﬃﬃﬃﬃ
8 eTei
pmi
q
–
Concepts, Capabilities, and Limitations of Global Models . . .A=V  2=l. The electron and ion densities are considered
equal, as discussed above, and so only a single density
equation is required. Combining all of these aspects leads to
a set of two differential equations that must be solved
simultaneously, written asne ¼ 2
3
Plasma
 2016@ne
@t ¼ KI ne ng 
2pne eTee
mi ngKig l2
ð8Þ
@Tee
@t ¼
2
3
Sabs
ene
 2memg Keg ng T
e
e  Teg
 
 2
3
15:76 KI þ 12:14 KXð Þng  TeeKI ng
 5
3
Tee þ
2
3
Vs Þ 2peT
e
e
mi ngKig l2
 
ð9ÞþT
2.2. Numerical Solution
Exact analytical solutions to global model equations are, in
general, not possible, and so they must be found through
numerical methods. A number of options are available,
depending on the precise form of the equations obtained.
For those with time dependent properties, such as models
including gas flow[22] or the time dependence of power
deposition,[45,48] it is most appropriate to perform a direct
numerical integration of the equations over a given time
period. However, for models with no time dependent
inputs, it is usual to use a numerical root finding method
to find equilibrium values, where all time derivatives
are zero.
If one is intending touse rootfinding, then it is prudent to
rework the equations into a form that simplifies the
numerical work needed. In the case of Equation (8) and (9)
wherene andTee are theonlyunknowns, it is possible to split
the problem into two steps. Dividing Equation (8) by ne and
setting the time derivative to zero yields an equation
independentofne.Although it isnotpossible torearrange toProcess Polym 2016, DOI: 10.1002/ppap.201600138
The Authors. Plasma Processes and Polymers published by WILEY-VCH Ve
Early View Publication; these are NOsolve for Tee due to the formofKI , it is possible to express the
pressure–length product as a function of Tee,rlag Gm
T theplð Þ2 ¼ 2peT
e
e k2BT2g
miKIKig
ð10ÞThis also shows how the pressure and the length scale of
the discharge are intrinsically linked, as is seen in classic
analytical results,[24,33] and that the pressure–length
product can be used as system property, as opposed to
the length and pressure independently.
Using this it is possible to use numericalminimization to
find the value of Tee that gives pl from the inputs p, l, and the
assumption of Tg ¼ 300K. Once the value of Tee has been
found, it is possible to rearrange Equation (9) to find ne
analytically using the expressione1Sabs 2
me
mg
Kegng Tee  Teg
 
þ 2
3
15:76KI þ 12:14KXð Þng

e
eKIng þ
5
3
Tee þ
2
3
Vs
!
2pTee
mi ngKigl2
 #1
ð11ÞUsing this two stageprocess, it is thenpossible tofind the
electron temperature and density for any given combina-
tion of system length, pressure, and input power density.
This takes a very short time on a regular desktop or laptop
computer, and can give thousands of solutions per second.
Although this model is highly simplified, this property of
rapid computation is commontomost globalmodels.Using
them it is trivial to calculate trends and behaviors over a
wide range of parameters, as is demonstrated in Figure 1.
As global models are based on the fluid equations,
different effects can be isolated and investigated, such as
the relative importance of elastic and inelastic collisions.
This can be useful to identify the causes of unexpected or
unintuitive behaviors. For example, in Figure 1a the
electron density can be seen to be non-monotonic with
pressure–length product. Analysis of the different energy
loss mechanisms given in Equation (9) shows that at low
pressures, electronenergy is lostprimarily to thewallandtobH & Co. KGaA, Weinheim 7www.plasma-polymers.org
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Figure 1. Results from a simple global model of argon, showing the variation of electron density (a) and temperature (b) with pressure–
length product of the discharge. Top axis shows absolute pressure for a 25.4mm interelectrode gap, as found in the GEC reference cell.[49]
Input power density was held at 1 kW m3.
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REainelastic collisions. At high pressures, gas heating through
elastic collisions is the leading cause of electron energy loss.
This can be seen in Figure 2, which shows that between the
two regimes, there is amode transition, leading to the peak
in electron density at intermediate pressures. This is also
seen in Figure 3 across a wide range of input powers.
Additionally, in Figure 3 it can be seen that the position of
the peak density changes with power input. This is due to
the dependence of the sheath voltage, found in the last
term of Equation (11), on the input power, as given in
Equation (5).
The example results presented in this section give an
indication of how quickly a model can be developed and
used. However, they also show how the models can easily100 102 104
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Figure 2. The different energy lossmechanisms from Equation (9)
compared for the same conditions as in Figure 1. The competing
effects lead to the non-monotonic behavior of the electron
density seen in Figure 1a.
Plasma Process Polym 2016, DOI: 10.1002/ppap.201600138
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valid. For example, when the mean free path of particles
becomes significant compared to the system length, one
can no longer assume that the dominant effects are those
dependent on collisions, such as ohmic heating. In this
model the electron thermalmean free path is roughly 100%
of the discharge length at a pressure–length product of
0.4 Pa m, and increases rapidly as the pressure drops, and
so the results in the regionbelow thedashed line in Figure 3
are mostly likely inaccurate.
Another important reason to be critical of these results is
the limited number of species and reactions that are
accounted for. The example model presented includes a
metastable state of argon only as an energy loss term;Figure 3. Contour plot showing the variation of electron density
with pressure–length product and power deposition. Dashed line
shows point at which electron mean free path is roughly 10% of
discharge length. Below this line, model results should be treated
with care.
rlag GmbH & Co. KGaA, Weinheim DOI: 10.1002/ppap.201600138
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Concepts, Capabilities, and Limitations of Global Models . . .resolving other effects would require including it as a
separate species, and so increase the model complexity. As
presented, the metastable energy loss channel affects the
electron density only by one part in 105, and so a naı¨ve
interpretationwould suggest that the effect ofmetastables
is negligible. In fact, even in ‘‘simple’’ mono-atomic gases
such as argon or helium, the importance of excited
metastable states is widely known.[50–52] This is succinctly
shown by global models that self-consistently include
excited states of argon, which can contain up to 20
reactions.[53,54] It was found that the multi-step ionization
process is the dominant ion creation pathway for a wide
range of plasma parameters, accounting for nearly 70% of
ionization under certain conditions. This is because each
step requires a smaller amount of energy than ionization
from the ground state, and so is more likely to occur due to
the higher populations of lower energy electrons.
The introduction ofmolecular species into such a system
again increases the complexitymany times over. Consider-
ations must be made for chemical products of the supplied
gas mixture, as well as negative ions, excited states, and
molecular dissociation.Figure 4. Number of reactions over the number of atomic species
considered in the model. Considered bases are O-, N-, H-, and
C-containing species.2.3. Chemical Reaction Schemes
Global models containing detailed chemical kinetics are
used by several communities to describe a variety of
systems. Typical examples where complex chemistries are
important are in atmospheric, astrochemical, and combus-
tion modeling. Many species of interest in these fields
overlap with those that are important in plasmamodeling
as well. There exist a number of databases from these
communities,[55–59] providing a base for building complex
chemical models. Typical species where significant overlap
of interest exists between the discussed communities are
those containing nitrogen (N), oxygen (O), hydrogen (H), or
carbon (C). These species are important in many plasma
assisted processes, such as the production of reactive
species for biomedical applications, plasma etching/
deposition processes, or plasma assisted combustion.
However, in picking the reactions relevant for the system
to be described, one has to be careful to cover the important
reaction mechanisms for all species of interest. As well as
needing to ensure that all important reactions are
considered, onemust be aware of the dangers of inaccurate
reaction rate coefficients. It is oftenpossible tofindmultiple
sources for a reaction rate coefficient or cross section, and it
can be difficult to trace primary sources of data. This can
lead to issues relating to unknown uncertainties in the
values obtained, and if the reaction is one that plays a
significant role, then large differences in reported behavior
can occur. It is obvious that the more complex the system,
the more difficult this task can become.Plasma Process Polym 2016, DOI: 10.1002/ppap.201600138
 2016 The Authors. Plasma Processes and Polymers published by WILEY-VCH Ve
Early View Publication; these are NOA topical example of this is atmospheric pressure
plasmas (APPs) operated in noble gases, with different
molecular admixtures included specifically to generate
chemically active species. These plasmas are interesting for
various applications, such as surfacemodification, etching,
and also biomedical applications.[60–66] One of the more
studied cases is an Ar or He discharge with molecular
oxygen (O2) admixture,
[67–70] which is generally modeled
using not more than 25 species and 373 reactions to
describe the plasma chemistry.
Very recently, reaction schemes for water containing
APPs have been established, such as for a noble gas
containing a small amount of humidity (H2O). The
molecular nature of H2O results in a large reaction scheme
of 46 species and 577 reactions,[71] and with addition of
O2,
[72] this increases to 55 species and 855 chemical
reactions. In addition, the highly complex case of humidity
containing air plasmas or plasmas that contain impurities
have also been investigated, in some cases with over 1800
reactions, some from the addition of carbon containing
species.[1,48,73–75]
It becomes clear that, intuitively, the more species are
part of the initial gas mixture, the higher the number of
species and chemical reactions that must be considered.
This is illustrated for APPs in Figure 4, where the number of
reactions is plotted as a function of the number of species
included in themodel for a selectionofpublishedmodels. In
general, similar scalings can be expected for other systems
as the number of species considered is increased.
In addition to selecting the species and reactions
included, rate coefficients for each reaction need to be
found. This is not always a simple task, as these coefficients
can depend on the gas temperature for heavy particle
collisions, electron temperature for the electron collisions,rlag GmbH & Co. KGaA, Weinheim 9www.plasma-polymers.org
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Figure 5. Dependence of the calculated rate coefficient for the
reaction in Equation (12) on pressure and temperature using N2 as
a third body, calculated from data from the IUPAC database.[55]
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REaand often the gas pressure for certain types of reaction.
Furthermore, any analytical expression for a reaction rate
coefficient can only ever be an approximation of the
complex interactions taking place on a fundamental level,
which often require quantum calculations to be described
accurately. As a result of this, it is important to consider
whether or not reaction rate coefficients obtained in the
literature are suitable for the parameter range to be
investigated by the model.
Ideally, coefficients for reactions between heavy par-
ticles should include dependencies on gas temperature and
pressure, where these behaviors are known, as some can be
highly variable with these parameters. For example, the
density of ozone in atmospheric pressure plasmas is known
to be heavily dependent on the gas temperature, due to the
variation of the different rates of creation and
destruction.[76,80]
The formation of H2O2, usually depicted as
Low and high pressure limits k0 and k1 are indicated as straight
lines.[55]
Plasma
 2016
rly VOHþ OHþM! H2O2 þM ð12Þis an example of a reaction that depends on both gas
temperature and pressure in different ways. Although
usually referred to as a three-body reaction, fundamentally
this process proceeds as a sequence of two successive two-
body reactions. These are given asOHþ OHÐ H2O2 ð13Þ
H2O

2 þM! H2O2 þM ð14Þwhich show the formation of an intermediate excited
molecule.
This excited and unstable molecule can subsequently
decompose back into the original particles if the excess
energy is not removed through collision with a third body.
Therefore, theoverallprocess isoftentreatedasa threebody
reaction, to account for the need for a third body to remove
the excess energy. At low pressures, the effective rate
coefficient for Equation (12) will increase with increasing
pressure, due to the greater stabilization rate of the
intermediate excited state. This can be seen in the behavior
of the low pressure reaction rate coefficient, k0, in Figure 5.
As the pressure increases, and the probability of
collisional de-excitation of the intermediate excited species
becomes greater, the dependence of the effective rate
coefficient on pressure will become less pronounced. In the
high pressure limit, the background gas density is high
enough that practically all excited intermediates will be
stabilized before decaying. Therefore, in this situation, the
reaction becomes effectively two-body in nature, and can
be described by a pressure independent rate coefficient,
given as k1 in Figure 5.Process Polym 2016, DOI: 10.1002/ppap.201600138
The Authors. Plasma Processes and Polymers published by WILEY-VCH Ve
iew Publication; these are NOT the final pagAlthough k0 and k1 are experimentally well character-
ized for many reactions,[55] the effective rate coefficients in
the transition region are typically approximated using the
Lindemann–Hinshelwood model, shown as the solid lines
in Figure 5.[81] This method uses the ratio of the rate
coefficients for the two known limiting cases to calculate a
‘‘falloff’’ curve that is able to bridge the two regimes. A
method to account for possible broadening of these falloff
curves due to multiple possible excited intermediates was
proposed by Troe.[82] This broadening factor, F, is strictly
dependent on temperature and pressure; however, the
approximation of a constant central value Fc is appropriate
for most atmospheric pressure systems.[82]
Adependenceon temperatureor pressure is of coursenot
only possible for neutral–neutral interactions, but also for
many reactions involving ionic species too. Therefore, one
has to be careful to make sure that chosen rate coefficients
match to the system being described, especially when
taking rate coefficients fromsecondary publications,which
may have created effective rate coefficients particular to
their specific conditions.
Even though, a large number of rate coefficients are
available in the literature, many rate coefficients are still
not known. This is particularly true in the case of reactions
involving ions and excited states. In those cases, it is often
possible to calculate rate coefficients through a variety of
approximations.2.3.1. The Role of Excited States
In general, excited states play an important role in many
systems investigated by global models.[11,83–92] Generally,rlag GmbH & Co. KGaA, Weinheim DOI: 10.1002/ppap.201600138
e numbers, use DOI for citation !!
Figure 6. Possible solutions to the trajectories of the helium
metastables in an APP, calculated with different values for
reaction rate coefficients taken from within the uncertainty of
each.  IOP Publishing. Reproduced with permission. All rights
reserved.[69]
Concepts, Capabilities, and Limitations of Global Models . . .three different types of excitation exist: electronic,
rotational, and vibrational. All of these can have a
significant influence on the plasma dynamics. For
example, electronic excitation can lead to the formation
of metastable states, which transport energy and can help
sustain plasmas. In atmospheric pressure plasmas,
Penning ionization via collisions with metastable species
is an important ionization process.[67] Even in low
pressure systems, the presence of metastables can play
an important role, for example in oxygen process
plasmas, collisions with the O2
1Dg
 
excited state can
be the dominant destruction mechanism for the O
negative ion, under certain conditions.[93–96]
Another form of excitation is into vibrational states in
plasmas containing molecules. These states are important
in many systems as a crucial loss channel for the electron
energy, as well as an important intermediate step in some
reactions. Vibrationally excited states can lead to the
easier dissociation of molecules such as CO2 and
CO,[86,88,92] N2,
[97] and O2.
[88–91] Additionally, vibration-
ally excited molecules often have larger dissociative
attachment cross sections, and as such their presence can
enhance the production of negative ions. An important
example is the formation of H ions in plasmas
containing H2, such as those used in negative ion sources
for fusion applications.[11,98–102]
A comparison between the results of global models,
with andwithout vibrational states, has shown that there
is better agreement between simulations and experi-
ments when vibrational states are included, even at
relatively low pressures.[85] Therefore, an accurate repre-
sentation of the vibrational kinetics is often required to
accurately predict the behavior of plasmas containing
molecular species and improve industrial processes that
depend upon them.[99,100]
However, electron impact excitation cross sections and
heavy particle rate coefficients for excitation and de-
excitation of these excited states are not always
experimentally measured, or available from full quantum
mechanical calculations. It is possible to calculate rate
coefficients for reactions where no data exists, through
the use of either quantummechanical approximations, or
from existing measured cross sections. If the cross section
for excitation from the molecular ground state to the first
vibrational level is known, then it is possible to find
estimates for the higher excited states through the use of
an approximation on the relationship between the
levels, often termed the Fridman approximation.[86,87]
Another possibility is to obtain electron impact cross
sections through computationally intensive techniques
such as the R-matrix method, which has recently been
employed for the calculation of electron impact cross
sections involving vibrational states for several different
molecules.[88,90,103,104]Plasma Process Polym 2016, DOI: 10.1002/ppap.201600138
 2016 The Authors. Plasma Processes and Polymers published by WILEY-VCH Ve
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It has been discussed that some plasma systems require
large chemical reactionschemes tobedescribed.Althougha
number of databases for reaction rates are available to
construct extensive schemes,many rates are not known, or
only poorly known, as previously mentioned. When
constructing amodel, it is tempting to include all reactions
possible to describe a physical system. However, it can be
difficult to realistically assess the accuracy of each reaction
rate coefficient in schemes comprised of 1000’s of reactions,
and as such the uncertainty in the solution of the model is
hard to quantify. This has been emphasized in recent
investigations by Turner[69,105] and is demonstrated
concisely in Figure 6. This shows a number of possible
solutions to the time evolution of the density of helium
metastables in a helium APP containing 0.1% oxygen. The
reaction rate coefficients used to obtain each solutionwere
generated randomly, but lie within the uncertainties
attributed to each.
The recent work of Turner has shown that significant
reduction of reaction schemes is possible without greatly
influencing the final solution of themodel.[105] In thatwork
it was found that a He–O2 reaction scheme could have the
number of reactions reduced by 85% and still provide the
same solution,within the error bars,when compared to the
‘‘full’’ reaction scheme. Itwasalso found that the remaining
rate coefficients contributed most strongly to the uncer-
tainty in the final solution of the model. The method
presented by Turner[105] opens up the possibility for the
reduction of other reaction schemes, and could lead to an
improvement in efficiency for many plasma models.
In addition to the Monte-Carlo approach of Turner,[69]
other methods for reaction scheme reduction have been
proposed. An algorithmwas developed by Lehmann[106] torlag GmbH & Co. KGaA, Weinheim 11www.plasma-polymers.org
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REaidentify the significant pathways in a reaction scheme by
performing an analytical investigation of the possible
reactions and their relative rate coefficients. This algorithm
has since been used to create the software tool PumpKin,[5]
which is able to perform this analysis for user defined
reaction schemes, and can identify which processes are
important over different time scales.
These tools and other approaches can also help to
reduce full reactions schemes to a set of the most
significant reactions by disregarding those reactions
which fall below a certain threshold.[68,71,75,107] This
can then subsequently be used in more complex models
where an overly large number of reactions would be of
detriment to the execution time or some other aspect of
the model.[14,108] These reduced reaction schemes should
however be usedwith caution, as the dominant pathways
can depend on the precise conditions under which the
plasma is operated.
Such studies are also potentially useful for the reduction
of uncertainty in the solutions of such models, as the
reactions identifiedas contributingmost to theuncertainty
can be in principle be measured again, with the aim of
reducing theuncertainty in the corresponding reaction rate
coefficient. Experimental studies to reduce the uncertainty
of key reaction rate coefficients are arguably more
worthwhile endeavors than those to measure many
reaction rates which have little consequence on the results
of models.2.4. Limitations and Pitfalls
Although global models are used extensively in low
temperature plasma research in a very successful manner,
it is necessary to emphasize that they do have a range of
inherent limitations. In the preceding discussion, several
limitations regarding reaction rate coefficients have been
highlighted. Similar points could be raised regarding
electron impact cross sections. These issues surrounding
fundamental input data are common to all plasma
modeling approaches; however, they take on special
significance in global models where the primary aim is
often to understand systems comprising of complex
chemistries. In this context, inaccurate or unknown rate
coefficients or cross sections can have a very significant
effect on the conclusions of works utilizing global models.
In particular, it is important to have a critical view of the
results of models where a significant number of reaction
ratesor cross sectionsarenotexperimentallymeasured,but
are instead estimated.
In addition to fundamental data concerns, globalmodels
have a number of specific limitations based on the
assumptions used in their development. Some of the most
limiting assumptions are thosebased onanalytical or semi-
empirical expressions such as that for the Bohm velocity orPlasma Process Polym 2016, DOI: 10.1002/ppap.201600138
 2016 The Authors. Plasma Processes and Polymers published by WILEY-VCH Ve
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generallyhaveafixed rangeof conditionsunderwhich they
provide acceptable solutions, and can be limited by several
factors, such as thedegree of electronegativity in the case of
the Bohm velocity, for example.
Further, limitations may be imposed based on assump-
tions regarding the EEDF, which cannot be obtained self-
consistently in global models, but can have a significant
effect on the solution they produce.[109–112] A realistic
representation of the EEDF can be obtained under highly
collisional conditions where the electrons can be assumed
to be in equilibrium with the local reduced electric field
using a two-term-approximation Boltzmann equation
solver such as Bolsigþ.[28] The pressure at which this
assumption is valid is dependent upon the details of the
electron impact cross sections for thegas tobemodeled.[113]
In this approach, theBoltzmann solveruses electron impact
cross sections as input to calculate an EEDF, from which
electron impact rate coefficients can be derived for use in
the global model.[1,4,114] Conversely, under very low
pressure conditions on the order of a few Pa, and in highly
ionized plasmas, such as in inductively coupled systems,
the assumption of a Maxwellian EEDF is generally well
justified.However, in thepressure rangebetweenthese two
extremes an EEDFmust be chosen which is not necessarily
physicallywell justified. As such theuse of globalmodels in
this regime requires additional caution.3. Beyond Spatiotemporal Averaging
The assumptions of temporal and spatial homogeneity
inherent in the basic global model approach can provide
significant limitations under certain conditions. In general,
these assumptions are borne from the desire to obtain fast
solutions of the model. However, provided suitable
relations can be found to describe the relevant forms of
the temporal and spatial inhomogeneities involved in the
system, then globalmodels can, in principle, be extended to
deal with such systems in a computationally efficient
manner. In Sections 3.1 and 3.2, examples of global models
where particular emphasis has been placed on the
treatment of temporal and spatial inhomogeneities will
be discussed. The discussed treatments represent exten-
sions of the basic global model approach in order to
overcome the assumptions of temporal and spatial
homogeneity, while still allowing for rapid solution of
the model.3.1. Time Varying Power Deposition
In low temperature plasmas, both the shape and effective
temperature of the EEDF are closely tied to the spatio-
temporal structure of the electric field for any givenrlag GmbH & Co. KGaA, Weinheim DOI: 10.1002/ppap.201600138
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neither the shape nor the temperature of the EEDF varies
significantly in time. Under these conditions the time
independent approximations of conventional global
models apply well enough that their results can repro-
duce experimental values and trends relatively
well.[115,116] A common example is the assumption of a
Maxwellian EEDF in global models of low pressure
inductively coupled plasmas (ICPs) where the effective
temperature is solved for using an electron energy
balance equation such as Equation (9). In these cases,
the EEDF is generally well approximated as Maxwellian,
and to a large degree spatially and temporally invariant,
while the temperature must still be solved for. However,
in cases where significant temporal variations in either
the effective temperature or the shape of the EEDF are
expected it is necessary to represent these variations in
the model in order to achieve an accurate representation
of the overall discharge dynamics.
Tomodel suchvariations fully self-consistentlygenerally
requires higher order models inclusive of the solution of
Poisson’s equation in time and space, and in certain cases
the inclusionof kinetic approaches to describe collision-less
or non-local heating.[30,117,118] To include time variations in
the EEDF in global models without significantly increasing
the computational time or the model complexity, it is
possible to approximate such variations using analytical
expressions,[14,15,108] simplified numerical schemes which
do not explicitly deal with spatial variations,[9,16,17,119–121]
or inputs from higher order models.[48,73,74] Here, two
examples will be discussed where this kind of approach is
necessary in order to properly describe the discharge
dynamics. The first of these relates to the modeling of
temporal instabilities in low pressure electronegative
inductively coupled plasmas, and the second deals with
temporal variations in the EEDF in radio-frequency
atmospheric pressure plasma jets.3.1.1. Temporal Instabilities
It is known that low pressure ICPs produced in electroneg-
ative gases, such as those typically used in plasma
processing applications, are susceptible to temporal
instabilities, which depend on the operating pressure,
discharge power, and feed gas.[9,16,17,119,120] These insta-
bilities typically manifest themselves as temporal varia-
tions in the discharge light emission, charged particle
densities and electron temperature which in turn can have
an effect on other plasma properties. As such, an
understanding of the fundamental processes behind these
instabilities is important for the optimization of plasma
processing applications.
In order to treat these phenomena properly in a global
model, it is necessary to first understand their origin, andPlasma Process Polym 2016, DOI: 10.1002/ppap.201600138
 2016 The Authors. Plasma Processes and Polymers published by WILEY-VCH Ve
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predicting the main features of the instability based on
this understanding. Lieberman et al. were the first to
develop such a global model of this phenomena.[9] Their
model, which has since been built upon and used to
investigate several different electronegative plas-
mas,[16,17,119,120] proposed that the temporal oscillations
resulted from the repeated transition of the discharge
between capacitive and inductive modes. The basic
theory developed to understand this phenomenon relates
to the discharge power as a function of the electron
density. It was proposed[9] that the total volumetric
discharge powerrlag Gm
T theSabs ¼ Sind þ Scap ð15Þis composed of two parts: that due to capacitive couplingScap ¼ I2RFRcap
nC
ne þ nC
1
V ð16Þand that due to inductive couplingSind ¼ I2RFRind
nenI
n2e þ n2I
1
V ð17ÞPhysically, Equation (17) gives the power transfer
between the RF coil, which represents the primary of a
transformer, and the plasma, which represents the
secondary. The parameter nI is considered the electron
density for which the inductive power deposition is
maximum.At lowelectrondensities, theplasma represents
a weakly conducting loop and acts like an open circuit,
leading to low power transfer, while at very high electron
densities the highly conducting plasma acts as a short
circuit, again leading to lower transferred power. The value
of nI represents the optimum point between the two
extremes with regard to power transfer. The equivalent
parameter for capacitive coupling is nC , although in this
case the efficiency of capacitive power transfer simply
decreases when ne > nC . The parameters Rind and Rcap
represent the equivalent resistance of the discharge as a
result of inductive and capacitive coupling, respectively. In
the original model, the values of nC , Rind, and Rcap were free
parameters which were varied in order to replicate
phenomena observed experimentally; however, more
recent publications have refined the understanding of
these parameters and related them explicitly to other
plasmaproperties allowing thesemodels to offer enhanced
predictive capabilities.[16,17,119]
Equation (16) and (17) can be used to specify the input
power with appropriately chosen values of IRF . Along with
electron temperature dependent rate coefficients for the
system, the governing equations of such a model can be
solved in a time dependent manner, allowing for the timebH & Co. KGaA, Weinheim 13www.plasma-polymers.org
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Figure 7. Time variation of charged particle densities determined
by a global model of an ICP produced in Cl2 at 5mTorr under the
influence of an E–H transition instability.  IOP Publishing.
Reproduced with permission. All rights reserved.[16]
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REavariation of the discharge properties to be predicted. An
exampleof the results of suchaglobalmodel applied toaCl2
plasma, reproduced from the work of Despiau-Pujo and
Chabert[16] is given in Figure 7. Here, the characteristic
oscillations in the charged particle densities can be seen, as
a result of transitions between capacitive mode, where the
electron density is low, and inductive mode, where the
electron density is high.
3.1.2. RF Power Deposition at High Pressure
Another scenario inwhich a timevaryingpower deposition
is required inorder toproperly treat thedischargedynamics
is in the simulation of RF atmospheric pressure plasma jets.
The high electron-neutral collision frequencies in these
systemsmean that the electron temperature, and the shape
of the EEDF, is strongly modulated at time-scales on the
order of nanoseconds, as electrons rapidly lose energy
through collisions with the neutral gas. In order to self-
consistently and efficiently describe such rapid variations
in theelectron temperature inaglobalmodel, it isnecessary
to formulate expressions describing thevariationof electric
fields in theplasmawithin theRF cycle,without the explicit
solution of Poisson’s equation in time and space. Examples
of such schemesare described indetail by Lazzaroni et al.[14]
and Niemi et al.[121]
The cited works rely on the so-called homogeneous RF
discharge model, in which the bulk plasma is assumed to
oscillate throughout one RF cycle.With thismodel as a base
the time varying motion of the plasma bulk, and
consequently the plasma sheath, can be derived allowing
for a variation of the electric field, or electron temperature
throughout one RF cycle. From the time varying electron
temperature ‘‘effective’’ rate coefficients for electron
impact processes can be derived which account for thePlasma Process Polym 2016, DOI: 10.1002/ppap.201600138
 2016 The Authors. Plasma Processes and Polymers published by WILEY-VCH Ve
rly View Publication; these are NOT the final pagvarying electron temperature throughout the RF cycle.
These effective rate coefficients account for the highly non-
linear variation of electron impact rate coefficients with
electron temperature. The importance of this approach, as
discussed by Lazzaroni et al.,[14,15] is emphasized by the fact
that while the instantaneous EEDFs are all assumed to be
Maxwellian in shape, the resultant time-averaged EEDF is
non-Maxwellian. Thismeans that the assumption of a time
averaged EEDF, of any particular shape and temperature,
will not necessarily be representative of the effective time-
averaged EEDF calculated with the knowledge of temporal
variations. As a result, the electron impact rate coefficients
calculated from EEDFs derived from such time-varying
global models and those calculated from global models
assuming no time variation will differ, leading to differ-
ences in the plasma parameters calculated by the
models.[15]3.2. Spatial Variation
In low temperature plasmas, the non-uniform spatial
distribution of species densities and energies can have a
significant impacton theplasmaproperties. Forexample, in
CCPs, reaction rates can be modulated strongly in both
space and time,[122,123] leading to a significant loss of
information if spatial averaging is performed. Even in
supposedly simple plasmas, considerations must be made
as to the spatial properties of the system, such as how the
aspect ratio of a cylindrical vessel affects the spatial
distribution of species.[124,125] For this reason, models with
the ability to resolve at least one spatial dimension often
provideamoreaccuratepictureofplasmaphenomena than
those without. However, as mentioned previously, the
inclusion of spatial resolution tends to increase the
computation time of the model due to the increased
numerical complexity required. Thus, a number ofmethods
have been developed to incorporate some degree of spatial
information, without the associated computational load.
3.2.1. The hl Factor
The primary method of introducing spatial consider-
ations into global models is, as mentioned in Section 2.1,
the use of a factor to describe the relationship between
the central ion density and that at the sheath edge. A
number of different expressions exist for this factor,
often termed hl, that relate to a particular set of
conditions. They are typically derived from analytic
assumptions[33,47,126,127] or through the finding of
empirical relations.[11,24,44,45,128]
For the most simple cases, those without negative ions
and having a simple geometry, ‘‘classical’’ analytic expres-
sions exist for hl that are dependent only on the
collisionality regime of the system.[24,47] For high pressurerlag GmbH & Co. KGaA, Weinheim DOI: 10.1002/ppap.201600138
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Concepts, Capabilities, and Limitations of Global Models . . .systems, ions can be assumed to collide with neutrals at a
constant rate giving[126]Plasma
 2016hl;hig ¼ puBlivil ð18ÞFor low pressures, ion motion can be assumed to be
collisionless,[127] giving rise tohl; low ¼ 0:425: ð19ÞIn the intermediate range, ion motion is collisional, but
the collision rate is not constant.[128] From this concept, one
can derive the expressionhl;med ¼ 0:86 3þ l
li
 1=2
ð20ÞThese ‘‘classical’’ expressions for the hl factor in these
three regimesapply to thecaseofanelectropositiveplasma,
with a single positive ion species and a small sheath,
contained between two parallel plate electrodes.
These expressions perform well within their defined
ranges, but if a plasma transitions from one of these ranges
to another, then the expression being usedwill be rendered
invalid. They are also not applicable to more complex
systems, such as those containing negative ions. To
counteract this first issue, a heuristic fit linking the hl
factor in the threepressure rangesdiscussedabovehasbeen
proposed by Chabert and Braithwaite,[24] and is writtenhl;heu  0:86 3þ 1
2
l
li
þ 1
5
Ti
Te
l
li
 2" #1=2
ð21Þhl;ChaThis expression agrees well with the results from a 1D
analytical model developed recently.[129] However, com-
parisons with a 1D particle-in-cell (PIC) simulation showed
that discrepancies arose at higher pressures, greater than
around30 Pa in a 2 cmwide argonCCPdue to the increasing
non-uniformity of the ionization rate.[123] Although this
and related expressions perform well for the plasmas they
are designed todescribe, different expressions arenaturally
required for more complicated systems.
The environment of electronegative plasmas poses a
particular challenge for empirically describing the edge to
center density ratio, as they can exhibit a number of
different structures depending on the operating condi-
tions.[127–132] A variety of expressions, based mainly on
heuristic descriptions, have been developed over the years,
but are often only valid for a very small subset of
plasmas.[8,133–135] General expressions have been devel-
oped more recently that attempt to provide a more broad
description, applicable to a wider range of systems.[44–46]
These typically consist of an ansatz of limited expressions,
empirically coupled to provided a single expression that isProcess Polym 2016, DOI: 10.1002/ppap.201600138
The Authors. Plasma Processes and Polymers published by WILEY-VCH Ve
Early View Publication; these are NOable to describe a large range of systems. Similarly to the
electropositive case, the constituents of these expressions
are descriptions of low, high, and intermediate pressures,
often taken from simple 1D models.[44,45] The result of
Monahan and Turner[44]rlag Gm
T theh2l;Mon ¼ h2a þ h2b þ h2c ð22Þis a multicomponent expression, with the constituents
written asha  0:86
3þ l=li½ 1=2
1
1þ a0 ð23Þ
hb 
ﬃﬃﬃﬃﬃ
Te
Ti
r
1þ 1ﬃﬃﬃﬃﬃﬃ
2p
p l
li
  
1
a0
1þ a0 ð24Þ
hc 
ﬃﬃﬃﬃﬃ
Te
Ti
r
1þ n
1=2
i; ni;0
n3=2n;0
 !" #1
ð25Þ
ni; ¼ 15
56
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
8kBTi
pmi
s
1
Krecli
ð26Þfor thecaseof equal ion temperatures.Asubscriptndenotes
a property of the negative ions, and a subscript 0 refers to a
central value.
Theresults fromaglobalmodelusing thisexpressionwas
shown to perform reasonably well when compared to a
significantly more complicated PIC simulation.[44]
More recently, Chabert derived an expression that
applies to the low pressure, low density regime of
electronegative plasmas.[43] In that work, a 1D model
was developed assuming cold positive ions and electrons
and negative ions in Boltzmann equilibrium with the
plasmapotential. Thismodelwas thenused toheuristically
derive an expression for hl for this lowpressure regime. The
result,¼ 0:86 3þ 1
2
l
li
þ 1þ að Þ1=2 1
5
Ti
Te
l
li
 2" #
g  1
g 1þ að Þ2 þ
1
g
" #1=2
ð27Þis similar to Equation (21),with additional terms to account
for the effect of negative ions on both the overall positive
ion density as well as the positive ion velocity. The author
was careful to state that the resulting expressionhas avalid
parameter range that is more limited than the results of
Monahan and Turner[44] and Kim et al.[45] However, within
the range of low pressure and density, and where the
assumptionof Boltzmann equilibrium for thenegative ionsbH & Co. KGaA, Weinheim 15www.plasma-polymers.org
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REais valid, the results of Equation (27) are more accurate than
those provided by Equation (22).
For systems with a particularly high degree of spatial
non-uniformity, or those with unusual properties, the
behaviormaynotbeable tobe capturedbya simpledensity
ratio. In particular, cases where there is a significant
modulation of reaction rates in space, such as the
aforementioned case of high pressure CCPs,[122,123] require
someconsiderationof this. Theeffect ofneutral dynamics is
also of concern for high pressure systems, where gas
temperatures may be elevated,[136,137] and high density
plasmas where the high degrees of ionization lead to
neutral gas depletion[138–140] through a variety of effects.3.2.2. Analytical and Semi-Analytical Alternatives
Althoughexpressionshavebeenderived forhl that consider
the impact of neutral gas depletion,[47] it is analytically
difficult to account for all of the effects that contribute; the
role of non-uniform gas temperature is particularly
difficult. Due to the coupling of particle and power balance
expressions that arises when neutral dynamics are consid-
ered, some degree of spatial resolution is required to
satisfactorily describe such a system, as the effects of
reduced gas density will not be evenly distributed across
the discharge.
In order to capture this behavior, while maintaining the
low computation times of volume averaged models, a
number of authors have developed analytic[141,142] or semi-
analytic[143,144]models todescribe theequilibriumstateofa
plasma subject to neutral gas depletion. Fructman et al.[144]
developed an analytical model to describe an electroposi-
tive, quasineutral plasma in the high collisionality regime,
with neutral dynamics. That work showed how the
aforementioned coupling between particle and energy
transport may lead to a counter-intuitive decrease in
plasma density for an increase in deposited power under
certain conditions.
This analyticmodelwas extendedbyRaimbault et al.[142]
to provide solutions for the low and intermediate pressure
regimes.Theauthors foundthat, in the lowpressure cases, it
was possible that there is an increase of the neutral density
in the center, contrary towhat onemight expect, but admit
that this could only occur in collisionless plasmas with a
high degree of ionization, greater than 1%.
These analyticmodels are, by their nature, quick to solve,
but are also restricted to describing general behaviors, due
to thenumber of assumptions thatmust bemade to reach a
fully analytic solution. To provide more detail, semi-
analytical models for plasmas with neutral dynamics,
including gas heating, have been developed for electroposi-
tive,[143] and later electronegative[144] plasmas in the high
pressure limit. The conclusions of theseworkswere that, as
expected, the increase of gas temperature in the center ofPlasma Process Polym 2016, DOI: 10.1002/ppap.201600138
 2016 The Authors. Plasma Processes and Polymers published by WILEY-VCH Ve
rly View Publication; these are NOT the final pagthe discharge heightens the degree of neutral gas depletion
that is observed.
Such investigation into the neutral properties would
potentially not be possible without the spatial consider-
ations of themodels described. However, by implementing
either analytical approximations, or a simple numerical
integration in space, insteadof an integration in time, these
works were able to retain the short calculation time that
makes global models so appealing.3.2.3. Other Spatial Arrangements
For some systems, where spatial considerations are
impractical or impossible to investigate using a 1D semi-
analytical technique, use of a global model in an unusual
fashion may be the best option. A simple yet effective
example is the study of gridded ion thrusters, for use as
space propulsion devices. These systems are relatively
simple in concept, and comprise of a plasma source bound
on one side by a set of DC biased grids. Positive ions are
accelerated by the grids, and leave the system with high
energy, providing a high specific impulse, but low thrust,
compared to combustion based propellants.
In order toprovideafirst analysis of suchasystem, and to
estimate important parameters such as efficiencies, global
models havebeenused.[12,13] Thefirst example considereda
xenon plasma driven as a cylindrical ICP capped at one end
by a grid. The global model developed by Chabert et al.[12]
has similarities with that developed in Section 2.1.
However, the neutral species were also considered, with
asource termdefinedbyan inputgasflow.Themodeluseda
different reaction scheme to describe xenon, and a self-
consistent implementation of the power deposition. The
thruster aspect was implemented by altering the effective
surface area to incorporate a ‘‘semi-transparent’’ grid,
through which both ions and neutrals can escape. To
account for thedifferent interactions that ions andneutrals
have with the grid, the transparency coefficients were
different for each species, and the ionswere accelerated to a
speed depending on the grid voltage once they escape.
Thismodelwas extended byGrondein et al.[13] to include
iodine as a feed gas, in order to evaluate its properties as a
novel propellant. This extension resulted in the consider-
ation of six species, including negative ions, atomic iodine
neutrals, and molecular positive ions, and considerations
were made for the effect of the grid on the effective area
seen by each species.
In both models, solutions were found by evolving the
conservation equations in time until a steady state was
reached. From these results, the thruster performance was
evaluated. Itwas found in both cases that the efficiencies of
power use and mass use behave in opposing ways. At low
input powers and high gas input flows, the thrust power
efficiency was high, as a large fraction of the total plasmarlag GmbH & Co. KGaA, Weinheim DOI: 10.1002/ppap.201600138
e numbers, use DOI for citation !!
Figure 8. Results from a global model of a gridded thruster,
showing a comparison of overall thruster efficiencies using
iodine or xenon as a propellant as a function of mass flow
rate. Reprinted[13] with the permission of AIP Publishing.
Concepts, Capabilities, and Limitations of Global Models . . .power leaves as thrust. However, the mass use was
inefficient, as the ion extraction rate is low compared to
the gas input rate. At high powers, or low flow rates, the
situation was reversed and mass use efficiency was
favorable. This means that there is a compromise thatFigure 9. Diagram of the system used by Takao and Ono for the mo
fluid models are depicted as EM, GM, and FM, respectively. Arrows sh
 IOP Publishing. Reproduced with permission. All rights reserved.[1
Plasma Process Polym 2016, DOI: 10.1002/ppap.201600138
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Early View Publication; these are NOmust be made between efficiency in energy and efficiency
in mass  two quantities particularly important for space
flight applications. In the extended investigation of iodine,
itwas foundthatperformancewassimilarbetweenthetwo
gases, with iodine performing better at low flow rates than
xenon. This can be seen in Figure 8.
3.2.4. Coupled Global Models
There are systemswheremodifications to the globalmodel
framework do not provide a suitable description of the
spatial arrangement. Again using the example of plasma
based thrusters, the physical coupling of a power source, a
plasma chamber, and a thruster outlet can be modeled
through the numerical coupling of different sorts ofmodels
for each part. This was performed in the investigation of a
proposedmicrothruster by Takao andOno.[145] Their design
consisted of a small dielectric plasma chamber, 1mm in
radius, contained in the end of a coaxial cable. This cable
carriedmicrowaves fromanupstreamsource. On the endof
the plasma chamber was a nozzle for generating increased
thrust from the expanding plasma.
In order to model this system, the authors used a 2D
electromagnetic model to calculate the interaction of thedeling of a microplasma thruster. The electromagnetic, global, and
ow the transfer of data between the different parts of the system.
45]
rlag GmbH & Co. KGaA, Weinheim 17www.plasma-polymers.org
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REaincidentmicrowavesontheplasma, thepropertiesofwhich
were found using a global model. These two models were
solved iteratively until the combined system reaches an
equilibrium. The plasmapropertieswere then given to a 2D
fluidmechanicsmodel to find the properties of the thruster
exhaust, as depicted in Figure 9. This arrangement allowed
the comparatively simple electromagnetic effects to be
captured in 2D, while the more complex plasma system is
solved by the global model, thus saving on computation
time.
This system of coupled models was used to investigate
the impact of adjusting the incidentmicrowave power and
frequency and on the power absorbed by the plasma, and
the subsequent effects this had on the thrust efficiency of
the device. Itwas found that performance increased greatly
if themicrowave frequencywas tuned to produce standing
waves within the device.
A conceptually similar analysis of a helicon plasma
thruster was performed by Takahashi et al.[146] In this
case, a global model with fixed input power was coupled
to a 1D model of a magnetic nozzle, with the aim of
investigating how the radius of such a device affects the
performance. It was found that for a given power, length,
and gas flow rate, the thrust from the device increased for
increasing source radius. This agrees in principle with
experimental data from the same publication, which
investigated the relative performance of two devices
differing only in their radii.
Thruster design is not the only situation in which a
coupled global model is a sensible investigation method.
Any system where there is a large but well defined
difference between two regions can be well described by
one or more coupled global models. For example, in the
description of a high power impulsemagnetron sputtering
(HiPIMS) discharge, there are two distinct regions that can
be described. Close to the surface, there is the interaction
region of the plasma with the metal surface, often termed
the ‘‘racetrack.’’ In the rest of the discharge vessel is an
expanding plasma interacting with amagnetic field. These
two regions can be well described by an ionization region
model and a bulk plasmamodel, respectively.[147,148] These
two models are independent global models, but coupled
together describe the whole plasma of a HiPIMS system.
This method of coupled global models compares well with
experiment,[149] and has been used extensively in investi-
gation of HiPIMS phenomena.[150–153]4. Conclusions
This review has presented an overview of the use of global
modeling in low temperature plasmas. Specific focus has
been on the elements required to create a simple volume
averaged model, and the extensions that can be applied toPlasma Process Polym 2016, DOI: 10.1002/ppap.201600138
 2016 The Authors. Plasma Processes and Polymers published by WILEY-VCH Ve
rly View Publication; these are NOT the final pagthisbasic framework inorder toallowtovariations ineither
time or space.
It has been shown that in order for a global model to be
created successfully, considerations must be made not just
about the components of the plasma, but also about the
system in which it is contained. The interaction of the
plasmawith the surrounding environment, througheffects
such as power coupling or surface processes, plays a
significant role in both the construction and outcome of the
model. The choice of plasma components and the reactions
is also not a trivial one. It has been shown that researchers
can occasionally face great difficulty in deciding which
species to consider, which reactions are important for the
system of interest, and how to describe themwith reaction
rate coefficients. This last issue is particularly troublesome,
and obtaining well described, accurate rate coefficients for
reactions is unfortunately not always guaranteed.
In addition to problems obtaining reliable rate coef-
ficients, it hasbeendiscussedhowvolumeaveragedmodels
have a number of drawbacks due to the assumptionsmade
in their development. In particular, the pressure range at
whichassumptionson theEEDFarevalidplaces restrictions
on the scope ofwhere globalmodels are accurate. This is on
top of the obvious limitations arising from volume
averaging, and the removal of important phenomena that
this entails.
Despite these deficiencies, global models can be excep-
tionally simpleandquick todevelopand implement, aswas
shown in the first part of this review. The high quality and
large quantity of results that can be obtained from these
models, coupled with the rapid time of development and
execution,means that they continue to seewidespread use
within the low temperature plasma physics community.
In the second part of this review, an overview of various
extension schemes was given. These have been developed
by the community to allow the rapid computation times of
global models to be applied to systems where the
assumptions of spatial uniformity or constant power
deposition would give highly inaccurate results. It has
been shown that it is possible to construct a model that is
able to include time resolved power deposition, either
through the dependence of the deposited power on plasma
properties, or explicitly resolved over the RF cycle of the
discharge.
It has been further shown that it is possible to perform
fast investigations of systems that require some spatial
information. This can be done by either altering the
global model framework, treating the equations in
space as opposed to time, or by coupling a global model
with other models that incorporate the necessary spatial
considerations.
Using these extendedmethods, globalmodels are able to
describe a wide variety of systems, include those that
intuitivelywould requiremore complex analyses. Their userlag GmbH & Co. KGaA, Weinheim DOI: 10.1002/ppap.201600138
e numbers, use DOI for citation !!
Concepts, Capabilities, and Limitations of Global Models . . .in low temperature plasma physics is likely to continue in
growth, particularly with the increase in application
oriented atmospheric pressure systems, where complex
chemistries are the intention. There is the possibility
though that these tools be used without a complete
understanding of their limitations. In particular, the
reliance of the chemical kinetics on uncertain rate
coefficients means that care must be exercised if a global
model is to be used in a predictive manner.Acknowledgements: The authorswould like to thank the editorial
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