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Abstract
We develop the ∂¯-approach to inverse scattering at fixed energy in dimensions d ≥ 3
of [Beals, Coifman 1985] and [Henkin, Novikov 1987]. As a result we propose a stable
method for nonlinear approximate finding a potential v from its scattering amplitude f
at fixed energy E > 0 in dimension d = 3. In particular, in three dimensions we stably
reconstruct n-times smooth potential v with sufficient decay at infinity, n > 3, from its
scattering amplitude f at fixed energy E up to O(E−(n−3−ε)/2) in the uniform norm as
E → +∞ for any fixed arbitrary small ε > 0 (that is with almost the same decay rate of
the error for E → +∞ as in the linearized case near zero potential).
1. Introduction
Consider the Schro¨dinger equation
−∆ψ + v(x)ψ = Eψ, x ∈ Rd, d ≥ 2, E > 0, (1.1)
where
v ∈Wn,1s (Rd) for some n ∈ N, n > d− 2, and some s > 0, (1.2)
where
Wn,1s (R
d) = {u : Λs∂Ju ∈ L1(Rd) for |J | ≤ n}, (1.3)
where
J ∈ (N ∪ 0)d, |J | =
d∑
i=1
Ji, ∂
Ju(x) =
∂|J|u(x)
∂xJ11 . . . ∂x
Jd
d
,
Λsw(x) = (1 + |x|2)s/2w(x), x ∈ Rd.
For equation (1.1) we consider the scattering amplitude f(k, l), where (k, l) ∈ME ,
ME = {k, l ∈ Rd : k2 = l2 = E}, E > 0. (1.4)
For definitions of the scattering amplitude see, for example, [F3] and [FM]. Given v, to
determine f one can use, in particular, the integral equation (2.5) of Section 2.
In the present work we consider, in particular, the following inverse scattering problem
for equation (1.1):
Problem 1. Given f on ME at fixed energy E > 0, find v on Rd (at least approxi-
mately, but sufficiently stably for numerical implementations).
Note that the Schro¨dinger equation (1.1) at fixed energy E can be considered also as
the acoustic equation at fixed frequency ω, where E = ω2 (see, for example, Section 5.2
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of [HN]). Therefore, Problem 1 is also a basic problem of the monochromatic ultrasonic
tomography. Actually, the creation of effective reconstruction methods for inverse scat-
tering in multidimensions (and especially in three dimensions) was formulated as a very
important problem many times in the mathematical literature, see, for example, [Gel],
[F3], [Gro]. In particular, as it is mentioned in [Gro]: ”For example, an efficient inverse
scattering algorithm would revolutionize medical diagnostics, making ultrasonic devices
at least as efficient as current X-ray analysis”. The results of the present work can be
considered as a step to this objective.
Suppose, first, that
‖v‖n,1s = max|J|≤n ‖Λ
s∂Jv‖
L1(R
d
)
(1.5)
is so small for fixed n, s, d of (1.1), (1.2) and some fixed E0 > 0 that the following
well-known Born approximation
f(k, l) ≈ vˆ(k − l), (k, l) ∈ME , E ≥ E0, (1.6)
vˆ(p) =
( 1
2pi
)d ∫
R
d
eipxv(x)dx, p ∈ Rd, (1.7)
is completely satisfactory. Then Problem 1 (for fixed E ≥ E0) is reduced to finding v from
vˆ on B2√E , where
Br = {p ∈ Rd : |p| < r}, r > 0. (1.8)
This linearized inverse scattering problem can be solved by the formula
v(x) = vappr(x, E) + verr(x, E), (1.9)
where
vappr(x, E) =
∫
B
2
√
E
e−ipxvˆ(p)dp, verr(x, E) =
∫
R
d\B
2
√
E
e−ipxvˆ(p)dp, (1.10)
x ∈ Rd, E ≥ E0. If v satisfies (1.2), n > d, and ‖v‖n,10 ≤ C then
|vˆ(p)| ≤ C1(n, d)C (1 + |p|)−n, p ∈ Rd, (1.11a)
|verr(x, E)| ≤ C2(n, d)C E−(n−d)/2, x ∈ Rd, E ≥ E0, (1.11b)
where C1(n, d), C2(n, d) are some positive constants and ‖v‖n,10 is defined by (1.5).
If v satisfies (1.2) and, in addition, is compactly supported or exponentially decaying
at infinity, then vˆ on B2√E uniquely determines vˆ on Rd\B2√E (at fixed E > 0) by an
analytic continuation and, therefore, in the Born approximation (1.6) f on ME (at fixed
E ≥ E0) uniquely determines v on Rd. However, this determination is not sufficiently
stable for direct numerical implementation.
In [No3], [No5] it was shown, in particular, that if v is a bounded, measurable, real
function on Rd and, in addition, is compactly supported or exponentially decaying at
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infinity, then f on ME at fixed E > 0 uniquely determines v almost everywhere on
R
d for d ≥ 3. In [No2], [No3], [No4] similar results were given also for d = 2 under
the condition that v is sufficiently small in comparison with fixed E. However, these
determinations of [No2], [No3], [No4], [No5] are not sufficiently stable for direct numerical
implementation (because of the nature of Problem 1 explained already for the linearized
case (1.6)). Actually, any precise reconstruction of v, where v ∈ Cn(Rd) and supp v ∈ Br
for fixed n ∈ N and r > 0, from f on ME at fixed E > 0 is exponentially unstable (see
[Ma]). In the present work we will not discuss such reconstructions in detail.
In [HN] for d ≥ 2 it was shown, in particular, that if v is measurable, real function
on Rd and |v(x)| < C(1 + |x|)−d−ε for some positive ε and C, then for any fixed E and δ,
where 0 < δ < E, f on ∪λ∈[E−δ,E+δ]Mλ uniquely determines vˆ on B2√E . However, unfor-
tunately, this determination of [HN] involves an analytical continuation and, therefore, is
not sufficiently stable for direct numerical implementation.
Note also that in [Ch] an efficient numerical algorithm for the reconstruction from
multi-frequency scattering data was proposed in two dimensions, but [Ch] gives no rigorous
mathematical theorem.
On the other hand in [No6], [No7] we succeeded to give stable approximate solutions
of nonlinearized Problem 1 for d = 2 and v satisfying (1.2), n > d = 2, with the same decay
rate of the error terms for E → +∞ as in the linearized case (1.6), (1.9), (1.10), (1.11b)
(or, more precisely, with the error terms decaying as O(E−(n−2)/2) in the uniform norm as
E → +∞). Note that in [No6], [No7] we proceed from the fixed-energy inverse scattering
reconstruction procedure developed in [No1], [GM], [No2], [No4] for d = 2. (In turn, the
works [No1], [GM], [No2], [No4] are based, in particular, on the nonlocal Riemann-Hilbert
problem approach of [M], the ∂¯-approach of [ABF] and some results of [F2], [F3], [GN].)
Note also that the reconstruction procedure of [No1], [GM], [No2], [No4] was implemented
numerically in [BBMRS], [BMR].
In the present work we succeeded, in particular, to give a stable approximate solution
of nonlinearized Problem 1 for d = 3 and v satisfying (1.2), n > d = 3, with the error
term decaying as O(E−(n−3−ε)/2) in the uniform norm as E → +∞ for any fixed arbitrary
small ε > 0 (that is with almost the same decay rate of the error term for E → +∞ as in
the linearized case (1.6), (1.9), (1.10), (1.11b)).
Note that before the works [No6], [No7] in dimension d = 2 and the present work in
dimension d = 3, even for real v of the Schwartz classs on Rd, d ≥ 2, no result was given, in
general, in the literature on finding v on Rd from f on ME with the error decaying more
rapidly than O(E−1/2) in the uniform norm as E → +∞ (see related discussion given in
[No6]).
The aforementioned result of the present work is a corollary (see Corollary 3 of Section
8) of the method developed in Sections 3,4,5,6,7 (for d = 3) for approximate finding vˆ on
B2τ√E from f on ME at fixed E > 0, where τ ∈]0, 1[ is a parameter of our approximate
reconstruction. More precisely, in the present work for v satisfying (1.2), n > 2, d = 3,
and ‖v‖n,1s ≤ C we give a stable method for approximate finding vˆ on B2τ√E from f
on ME (at fixed E ≥ E(s, n, µ0, C) → +∞ as C → +∞) with the error decaying as
O(E−(n−µ0)/2) in the norm ‖ · ‖E,τ,µ0 as E → +∞ for fixed C, µ0 and τ , where µ0 ≥ 2,
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0 < τ < τ(s, n, µ0, C)→ 0 as C → +∞,
‖w‖E,τ,µ0 = sup
p∈B
2τ
√
E
(1 + |p|)µ0 |w(p)|, (1.12)
see Theorems 1 and 2 of Section 8. Our reconstruction procedure can be summarized as
follows (where d = 3):
1. From f on ME via the Faddeev equation (2.20) we find the Faddeev generalized
scattering amplitude hγ(k, l) for (k, l) ∈ ME , γ ∈ Sd−1, γk = 0;
2. From hγ(k, l), (k, l) ∈ ME , γ ∈ Sd−1, γk = 0, γl = 0, via formulas (2.8), (5.1),
(5.9a), (5.11) and nonlinear integral equation (5.34) derived in Section 5 we find an ap-
proximation H˜E,τ to the Faddeev generalized ”scattering” amplitude H on Ω
τ
E\ReΩτE for
some τ ∈]0, 1[, where
ΩτE = {k ∈ Cd, p ∈ B2τ√E : k2 = E, p2 = 2kp},
ReΩτE = {k ∈ Rd, p ∈ B2τ√E : k2 = E, p2 = 2kp};
(1.13)
3. From H˜E,τ on Ω
τ
E\ReΩτE via formulas (7.2) we find approximations vˆ±(·, E, τ) to
vˆ on B2τ√E .
This reconstruction procedure (with estimates for the difference vˆ − vˆ(·, E, τ) on
B2τ√E) is presented in detail in Theorem 1 of Section 8. A stability estimate for this
procedure with respect to errors in f is given in Theorem 2 of Section 8. For the case
when nonlinear integral equation (5.34) in our reconstruction procedure is approximately
solved just by the very first approximation, this reconstruction is, actually, reduced to the
approximate reconstruction proposed and implemented numerically in [ABR] proceeding
from [HN]. A numerical realization of the strict reconstruction procedure of the present
work is now in preparation by the authors of [ABR].
Note also that in Corollary 2 of Section 8 we give a generalization of Theorem 1 to
the case of approximate finding vˆ on B2τ√E from f given only on
ME,τ = {(k, l) ∈ME : |k − l| < 2τ
√
E}, (1.14)
where E > 0, 0 < τ < 1.
In the present work, besides some results of [F3], we proceed from the ∂¯-approach to
inverse scattering at fixed energy in dimension d ≥ 3 of [BC] and [HN] and some estimates
of [ER1] and [No7].
The present paper is composed as follows. In Section 2 we give some preliminaries
concerning the scattering amplitude f and its Faddeev’s extension h. Our method for
approximate nonlinear inverse scattering at fixed energy in dimension d = 3 is developed
in Sections 3,4,5,6,7 and is summarized in Section 8. The main technical proofs are given
in Sections 9,10,11,12.
In the present work we consider, mainly, the case of the most important dimension
d = 3. However, only restrictions in time prevent us from generalizing all main results of
the present work to the case d > 3.
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2. Scattering data and some preliminaires
Note that in this paper we always suppose that real degrees of positive real values
denote positive real values. Note also that through cj we shall denote some positive
constants (which can be given explicitly).
Consider
Cα,µ(Rd) = {u ∈ C(Rd) : ‖u‖α,µ < +∞}, α ∈]0, 1], µ ∈ R, (2.1)
where
‖u‖α,µ = ‖Λµu‖α, (2.2a)
Λµu(p) = (1 + |p|2)µ/2u(p), p ∈ Rd, (2.2b)
‖w‖α = sup
p,ξ∈Rd, |ξ|≤1
(|w(p)|+ |ξ|−α|w(p+ ξ)− w(p)|), (2.2c)
Consider also Hα,µ defined as the closure of C∞0 (Rd) (the space of infinitely smooth func-
tions with compact support) in ‖ · ‖α,µ.
Let vˆ be defined by (1.7). If v satisfies (1.2), then
vˆ ∈ Hα,n(Rd), where α = min(1, s). (2.3)
For equation (1.1), where
vˆ ∈ Hα,µ(Rd) for some α ∈]0, 1[ and some real µ > d− 2, (2.4)
we consider the function f(k, l), where k, l ∈ Rd, k2 = E, of the classical scattering theory.
Given v, to determinate f one can use the following integral equation
f(k, l) = vˆ(k − l)−
∫
R
d
vˆ(m− l)f(k,m)dm
m2 − k2 − i0 , (2.5)
where k, l ∈ Rd, k2 > 0, and where at fixed k the function f is sought in Cα,µ(Rd). In
addition, f on ME defined by (1.4) is the scattering amplitude for equation (1.1).
Note that
ME = Sd−1√E × S
d−1√
E
, where (2.6)
S
d−1
r = {m ∈ Rd : |m| = r}, r > 0. (2.7)
For equation (1.1), where vˆ satisfies (2.4), we consider also the Faddeev functions
hγ(k, l) = Hγ(k, k − l), where k, l ∈ Rd, k2 = E, γ ∈ Sd−1, and
h(k, l) = H(k, k − l), where k, l ∈ Cd\Rd, k2 = E, Imk = Im l
(see [F3], [HN], [No7]) :
(2.8)
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Hγ(k, p) = vˆ(p)−
∫
R
d
vˆ(p+ ξ)Hγ(k,−ξ)dξ
ξ2 + 2(k + i0γ)ξ
, k ∈ Rd\0, γ ∈ Sd−1, p ∈ Rd, (2.9)
where at fixed γ ∈ Sd−1 and k ∈ Rd\0 we consider (2.9) as an equation for Hγ(k, ·) ∈
Cα,µ(Rd),
H(k, p) = vˆ(p)−
∫
R
d
vˆ(p+ ξ)H(k,−ξ)dξ
ξ2 + 2kξ
, k ∈ Cd\Rd, p ∈ Rd, (2.10)
where at fixed k ∈ Cd\Rd we consider (2.10) as an equation for H(k, ·) ∈ Cα,µ(Rd). In
addition, h on {k, l ∈ Cd\Rd : Imk = Im l, k2 = l2 = E} or that is the same H on
ΩE\ReΩE , where
ΩE = {k ∈ Cd, p ∈ Rd : p2 = 2kp, k2 = E},
ReΩE = {k ∈ Rd, p ∈ Rd : p2 = 2kp, k2 = E},
(2.11)
can be considered as the scattering amplitude in the complex domain for equation (1.1).
Consider the operator A˜+(k) from (2.5) and the operators Aγ(k), A(k) from (2.9),
(2.10):
(A˜+(k)U)(l) =
∫
R
d
vˆ(m− l)U(m)dm
m2 − k2 − i0 , l ∈ R
d, k ∈ Rd\0, (2.12)
(Aγ(k)U)(p) =
∫
R
d
vˆ(p+ ξ)U(−ξ)dξ
ξ2 + 2(k + i0γ)ξ
, p ∈ Rd, γ ∈ Sd−1, k ∈ Rd\0, (2.13)
(A(k)U)(p) =
∫
R
d
vˆ(p+ ξ)U(−ξ)dξ
ξ2 + 2kξ
, p ∈ Rd, k ∈ Cd\Rd. (2.14)
If vˆ satisfies (2.4), then
‖ΛµkA˜+(k)Λ−µk u‖α ≤ (1/2)|k|−σc1(α, µ, σ, d)‖vˆ‖α,µ‖u‖α,
where k ∈ Rd, k2 ≥ 1, and (Λku)(l) = (1 + |k − l|2)1/2u(l), l ∈ Rd,
(2.15)
‖ΛµAγ(k)Λ−µu‖α ≤ (1/2)|k|−σc1(α, µ, σ, d)‖vˆ‖α,µ‖u‖α,
for γ ∈ Sd−1, k ∈ Rd, k2 ≥ 1, (2.16)
‖ΛµA(k)Λ−µu‖α ≤ |Rek|−σc1(α, µ, σ, d)‖vˆ‖α,µ‖u‖α,
for k ∈ Cd\Rd, R ∋ k2 ≥ 1, (2.17)
where u ∈ Cα,0(Rd), 0 ≤ σ < min(1, µ − d + 2). Estimate (2.15) follows from Theorem
2.1 of [ER1] for d = 3 and Theorem 1.1 of [ER2] for d = 2. (Note also that (2.15) is a
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development of a related estimate from [F1] for d = 3.) Estimates (2.16), (2.17) are given
in Proposition 1.1 of [No7].
If v satisfies (2.4) and
‖vˆ‖α,µ ≤ N < E
σ/2
c1(α, µ, σ, d)
for some σ ∈]0, min(1, µ− d+2)[ and some E ≥ 1, (2.18)
then the following results are valid:
I. For k2 = E equations (2.5), (2.9) and (2.10) considered as mentioned above (for fixed
k or for fixed k and γ) are uniquely solvable (by the method of successive approximations).
II. The following formulas hold (see [F3], [HN]):
hγ(k, l) = h(k + i0γ, l+ i0γ) for k, l ∈ Rd, k2 = E, γ ∈ Sd−1,
f(k, l) = hk/|k|(k, l) for k, l ∈ Rd, k2 = E;
(2.19)
hγ(k, l) = f(k, l) +
pii√
E
∫
S
d−1√
E
hγ(k,m)χ((m− k)γ)f(m, l)dm, (2.20)
where
χ(s) = 0 for s ≤ 0, χ(s) = 1 for s > 0, (2.21)
k, l ∈ Rd, k2 = E, γ ∈ Sd−1, dm is the standard measure on Sd−1√
E
.
III. The following ∂¯- equation holds (see [BC], [HN]):
∂
∂k¯j
H(k, p) = −2pi
∫
R
d
ξjH(k,−ξ)H(k+ ξ, p+ ξ)δ(ξ2 + 2kξ)dξ,
j = 1, . . . , d, k ∈ Cd\Rd, k2 = E, p ∈ Rd,
(2.22)
where δ is the Dirac function; in addition, for d ≥ 3
∫
R
d
u(ξ)δ(ξ2 + 2kξ)dξ =
∫
{ξ∈Rd: ξ2+2kξ=0}
u(ξ)
|J(k, ξ)| |dξ3 ∧ . . . dξd|, (2.23)
where J(k, ξ) = 4[(ξ1 + Rek1)Imk2 − (ξ2 + Rek2)Imk1] is the Jacobian of the map
(ξ1, . . . , ξd)→ (ξ2 + 2Rekξ, 2Imkξ, ξ3, . . . , ξd) and u is a test function.
IV. The following estimates are valid:
|H(k, p)− vˆ(p)| ≤ η
1− ηN(1 + p
2)−µ/2, (2.24)
where
η = |Rek|−σc1(α, µ, σ, d)N, (2.25)
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k ∈ Cd\Rd, k2 = E, p ∈ Rd (and where η < 1 due to (2.18) and the inequality |Rek| ≥
E1/2), and, as a corollary,
vˆ(p) = H(k, p) +O
( 1
(1 + p2)µ/2|k|σ
)
as |k| = (|Rek|2 + |Imk|2)1/2 →∞, (2.26)
where k ∈ Cd\Rd, k2 = E, p ∈ Rd;
|f(k, l)| ≤ N
1− η (1 + |k − l|
2)−µ/2, k, l ∈ Rd, k2 = E, (2.27a)
|f(k, l)− vˆ(k − l)| ≤ η
1− ηN(1 + |k − l|
2)−µ/2, k, l ∈ Rd, k2 = E, (2.27b)
|f(k, l)− f(k′, l′)| ≤
c2(µ)
N
1− η (1 + |k − l|
2)−µ/2(|l − l′|α + |k − k′|α),
k, k′, l, l′ ∈ Rd, k2 = k′2 = l2 = l′2 = E, |k − k′| ≤ 1, |l − l′| ≤ 1,
(2.28a)
|f(k, l)− vˆ(k − l)− (f(k′, l′)− vˆ(k′ − l′))| ≤
c2(µ)
η
1− ηN(1 + |k − l|
2)−µ/2(|l − l′|α + |k − k′|α),
k, k′, l, l′ ∈ Rd, k2 = k′2 = l2 = l′2 = E, |k − k′| ≤ 1, |l − l′| ≤ 1,
(2.28b)
where
c2(µ) = c
′
2(µ)c
′′
2(µ), (2.28c)
c′2(µ) = sup
p,p′∈Rd,
|p−p′|≤1
(1 + |p|2)µ/2
(1 + |p′|2)µ/2 , (2.28d)
c′′2(µ) = 1 + sup
p,p′∈Rd,
|p−p′|≤1
|(1 + |p|2)µ/2 − (1 + |p′|2)µ/2|
(1 + |p′|2)µ/2|p− p′| , (2.28c)
|Hγ(k, p)− vˆ(p)| ≤ η
1− ηN(1 + p
2)−µ/2, k, p ∈ Rd, k2 = E, γ ∈ Sd−1, (2.29a)
|Hγ(k, p)− vˆ(p)− (Hγ(k, p′)− vˆ(p′))| ≤ c
′′
2(µ)η
1− η N(1 + p
2)−µ/2|p− p′|α,
k, p, p′ ∈ Rd, k2 = E, |p− p′| ≤ 1, γ ∈ Sd−1,
(2.29b)
|H(k, p)| ≤ 1
1− ηN(1 + p
2)−µ/2, k ∈ Cd\Rd, k2 = E, p ∈ Rd, (2.30)
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where
η = E−σ/2c1(α, µ, σ, d)N (2.31)
(and where η < 1 due to (2.18)).
Estimates (2.27), (2.29)-(2.31) follow from (2.5), (2.9), (2.10), (2.15)-(2.17). Estimate
(2.28) follows from (2.5), (2.15) and the symmetry
f(k, l) = f(−k,−l), k, l ∈ Rd, k2 = l2 = E > 0. (2.32)
Consider
Cα(Sd−1r ) = {u ∈ C(Sd−1r ) : ‖u‖Cα(Sd−1r ) < +∞}, α ∈ [0, 1[, r > 0, (2.33)
where
‖u‖
Cα(S
d−1
r )
= ‖u‖
C(S
d−1
r )
= sup
m∈Sd−1r
|u(m)| for α = 0,
‖u‖
Cα(S
d−1
r )
= max(‖u‖
C(S
d−1
r )
, ‖u‖′
Cα(S
d−1
r )
),
‖u‖′
Cα(S
d−1
r )
= sup
m,m′∈Sd−1r ,
|m−m′|≤1
|m−m′|−α|u(m)− u(m′)| for α ∈]0, 1[.
(2.34)
Consider
Cα(ME) = {u ∈ C(ME) : ‖u‖Cα(ME),0 < +∞}, α ∈ [0, 1[, E > 0, (2.35)
where
‖u‖Cα(ME),µ = ‖u‖C(ME),µ =
sup
(k,l)∈ME
(1 + |k − l|2)µ/2|u(k, l)| for α = 0, µ ≥ 0,
‖u‖Cα(ME),µ = max (‖u‖C(ME),µ, ‖u‖′Cα(ME),µ),
‖u‖′Cα(ME),µ = sup
(k,l),(k′,l′)∈ME,
|k−k′|≤1,|l−l′|≤1
(1 + |k − l|2)µ/2(|k − k′|α + |l − l′|α)−1×
|u(k, l)− u(k′, l′)| for α ∈]0, 1[, µ ≥ 0.
(2.36)
If assumptions (2.4), (2.18) are fulfilled, then, as a corollary of (2.27), (2.28),
f ∈ Cα(ME), ‖f − vˆ‖Cα(ME),µ ≤ c2(µ)
η
1− ηN,
‖f‖Cα(ME),µ ≤
c2(µ)
1− ηN,
(2.37)
where η is given by (2.31), vˆ = vˆ(k − l), (k, l) ∈ME .
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Consider (2.20) for k2 = l2 = E as a family of equations parametrized by γ and k for
finding hγ(k, ·) on Sd−1√E from the scattering amplitude f on ME . Consider the operator
Bγ(k) from (2.20):
(Bγ(k)U)(l) =
pii√
E
∫
S
d−1√
E
U(m)χ((m− k)γ)f(m, l)dm,
l ∈ Sd−1, γ ∈ Sd−1, k ∈ Rd, k2 = E > 0.
(2.38)
As a variation of a related result of [F3], we have that if vˆ satisfies (2.4) and if at fixed
γ ∈ Sd−1 and k ∈ Rd, k2 = E > 0, equations (2.5), (2.9) (considered as mentioned above)
are uniquely solvable, then (2.20) is uniquely solvable in Cβ(Sd−1√
E
) for any fixed f ∈ [0, α].
Besides, the following estimate holds:
‖ΛµkBγ(k)Λ−µk u‖Cβ(Sd−1√
E
)
≤ c3(β, µ, σ, d)E−σ/2‖f‖Cβ(ME),µ×
‖u‖
C(S
d−1√
E
)
for f ∈ Cβ(ME), u ∈ C(Sd−1√E ),
(2.39)
where β ∈ [0, 1[, µ > d− 2, 0 ≤ σ < min (1, µ− d+ 2), γ ∈ Sd−1, k ∈ Rd, k2 = E ≥ 1, and
(Λku)(l) = (1 + |k − l|2)1/2u(l), l ∈ Sd−1√E . (2.40)
In (2.39) we do not assume that f is related with vˆ. Actually, (2.39) is simpler than (2.15),
(2.16), because (2.39) contains no singular integrals.
3. Coordinates on ΩτE for E > 0, τ ∈]0, 1] and d = 3
Consider ΩτE and ReΩ
τ
E defined by (1.13). Note that Ω
τ1
E ⊂ Ωτ2E , ReΩτ1E ⊂ ReΩτ2E ,
τ1 < τ2, and Ω
+∞
E = ΩE , ReΩ
+∞
E = ReΩE , where ΩE and ReΩE are defined by (2.11).
For our considerations for d = 3 we introduce some convenient coordinates on ΩτE ,
E > 0, 0 < τ ≤ 1. Let
ΩτE,ν = {k ∈ C3, p ∈ B2τ√E\Lν : k2 = E, p2 = 2kp},
ReΩτE,ν = {k ∈ R3, p ∈ B2τ√E\Lν : k2 = E, p2 = 2kp},
(3.1)
where E > 0, 0 < τ ≤ 1,
Br = {p ∈ R3 : |p| < r}, r > 0, (3.2)
Lν = {x ∈ R3 : tν, t ∈ R}, ν ∈ S2. (3.3)
Note that ΩτE,ν is an open and dense subset of Ω
τ
E for d = 3, E > 0, τ ∈]0, 1].
For p ∈ R3\Lν consider θ(p) and ω(p) such that
θ(p), ω(p) smoothly depend on p ∈ R3\Lν ,
take their values in S2 and
θ(p)p = 0, ω(p)p = 0, θ(p)ω(p) = 0.
(3.4)
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Note that (3.4) implies that
ω(p) =
p× θ(p)
|p| for p ∈ R
3\Lν (3.5a)
or
ω(p) = −p× θ(p)|p| for p ∈ R
3\Lν , (3.5b)
where × denotes vector product.
To satisfy (3.4), (3.5a) we can take
θ(p) =
ν × p
|ν × p| , ω(p) =
p× θ(p)
|p| , p ∈ R
3\Lν . (3.6)
Lemma 1. Let E > 0, ν ∈ S2. Let θ, ω satisfy (3.4). Then the following formulas
give a diffeomorphism between ΩτE,ν and (C\0)× (B2τ√E\Lν) for τ ∈]0, 1]:
(k, p)→ (λ, p), where λ = λ(k, p) = k(θ(p) + iω(p))
(E − p2/4)1/2 , (3.7)
(λ, p)→ (k, p), where k = k(λ, p, E) = κ1(λ, p, E)θ(p) + κ2(λ, p, E)ω(p) + p/2,
κ1(λ, p, E) = (λ+ 1/λ)
(E − p2/4)1/2
2
, κ2(λ, p, E) = (1/λ− λ) i(E − p
2/4)1/2
2
,
(3.8)
where (k, p) ∈ ΩτE,ν , (λ, p) ∈ (C\0) × (B2τ√E\Lν). In addition, formulas (3.7), (3.8) give
also diffeomorphisms between ReΩτE,ν and T ×(B2τ√E\Lν) and between ΩτE,ν\ReΩτE,ν and
(C\(0 ∪ T ))× (B2τ√E\Lν) for τ ∈]0, 1], where
T = {λ ∈ C : |λ| = 1}. (3.9)
Actually, Lemma 1 follows from properties (3.4) and the result that formulas (3.7),
(3.8) for λ(k) and k(λ) at fixed p ∈ B2√E\Lν give a diffeormorphism between {k ∈ C3 :
k2 = E, p2 = 2kp} and C\0. The latter result follows from the fact (see [No4]) that the
following formulas
λ =
(k1 + ik2)
E1/2
, k1 = (λ+ 1/λ)
E1/2
2
, k2 = (1/λ− λ) iE
1/2
2
give a diffeomorphism between {k ∈ C2 : k2 = E}, E > 0, and C\0.
Note that for k and λ of (3.7), (3.8) the following formulas hold:
|Imk| = (E − p
2/4)1/2
2
||λ| − 1/|λ||,
|Rek| =
(
E − p2/4
4
(|λ|+ 1/|λ|)2 + p2/4
)1/2
,
(3.10)
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where (k, p) ∈ ΩτE,ν , (λ, p) ∈ (C\0)× (B2√E\Lν), E > 0, ν ∈ S2, τ ∈]0, 1].
We consider λ, p of Lemma 1 as coordinates on ΩτE,ν and on Ω
τ
E for E > 0, τ ∈]0, 1],
d = 3.
4. ∂¯-equation for H on ΩτE\ReΩτE for E > 0, τ ∈]0, 1[ and d = 3
Lemma 2. Let ν ∈ S2 and let θ, ω satisfy (3.4), (3.5a). Let assumptions (2.4), (2.18)
be fulfilled. Then
∂
∂λ¯
H(k(λ, p, E), p) =
− pi
4
pi∫
−pi
(
(E − p2/4)1/2 sgn (|λ|
2 − 1)(|λ|2 + 1)
λ¯|λ| (cos ϕ− 1)− |p|
1
λ¯
sin ϕ
)
×
H(k(λ, p, E),−ξ(λ, p, E, ϕ))H(k(λ, p, E)+ ξ(λ, p, E, ϕ), p+ ξ(λ, p, E, ϕ))dϕ
(4.1)
for λ ∈ C\(T ∪ 0), p ∈ B2τ√E\Lν , τ ∈]0, 1], where λ and p are coordinates of Lemma 1,
k(λ, p, E) is defined in (3.8) (and also depends on ν, θ, ω),
ξ(λ, p, E, ϕ) = Rek(λ, p, E)(cosϕ− 1) + k⊥(λ, p, E) sinϕ, (4.2)
k⊥(λ, p, E) =
Imk(λ, p, E)×Rek(λ, p, E)
|Imk(λ, p, E)| . (4.3)
Proof of Lemma 2 is given in Section 9. In this proof we deduce (4.1) from (2.22).
Note that on the left-hand side of (4.1)
(k(λ, p, E), p) ∈ ΩτE,ν\ReΩτE,ν,
whereas on the right-hand side of (4.1)
(k(λ, p, E),−ξ(λ, p, E, ϕ)) ∈ ΩE\ReΩE ,
(k(λ, p, E) + ξ(λ, p, E, ϕ), p+ ξ(λ, p, E, ϕ)) ∈ ΩE\ReΩE,
but not necessarily
(k(λ, p, E),−ξ(λ, p, E, ϕ)) ∈ ΩτE\ReΩτE ,
(k(λ, p, E) + ξ(λ, p, E, ϕ), p+ ξ(λ, p, E, ϕ)) ∈ ΩτE\ReΩτE
for λ ∈ C\(T ∪ 0), p ∈ B2τ√E\Lν , τ ∈]0, 1], ϕ ∈]− pi, pi[.
Therefore, consider χrH, where χr denotes the multiplication operator by the function
χr(p), where
χr(p) = 1 for |p| < r, χr(p) = 0 for |p| ≥ r, where p ∈ R3, r > 0. (4.4)
Note that
χ2τ
√
EH(k, p) = H(k, p) for (k, p) ∈ ΩτE\ReΩτE,
χ2τ
√
EH(k, p) = 0 for (k, p) ∈ (ΩE\ReΩE)\ΩτE ,
(4.5)
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where E > 0, τ ∈]0, 1].
Further, (under the assumptions of Lemma 1) consider
{U1, U2}(λ, p, E) =
− pi
4
pi∫
−pi
(
(E − p2/4)1/2 sgn (|λ|
2 − 1)(|λ|2 + 1)
λ¯|λ| (cos ϕ− 1)− |p|
1
λ¯
sin ϕ
)
×
U1(k(λ, p, E),−ξ(λ, p, E, ϕ))U2(k(λ, p, E) + ξ(λ, p, E, ϕ), p+ ξ(λ, p, E, ϕ))dϕ,
(4.6)
where U1 and U2 are test functions on ΩE\ReΩE , k(λ, p, E) and ξ(λ, p, E, ϕ) are defined
by (3.8), (4.2), λ ∈ C\(T ∪ 0), p ∈ B2τ√E\Lν , τ ∈]0, 1]. Now we can write (4.1) as
∂
∂λ¯
χ2τ
√
EH(k(λ, p, E), p) = {H,H}(λ, p, E) = {χ2τ√EH,χ2τ√EH}(λ, p, E) +RE,τ (λ, p),
(4.7)
RE,τ (λ, p) =
{(1− χ2τ√E)H,χ2τ√EH}(λ, p, E) + {χ2τ√EH, (1− χ2τ√E)H}(λ, p, E)+
{(1− χ2τ√E)H, (1− χ2τ√E)H}(λ, p, E),
(4.8)
where λ ∈ C\(T ∪ 0), p ∈ B2τ√E\Lν , τ ∈]0, 1]. Thus, (4.7) is a ∂¯-equation for H on
ΩτE\ReΩτE up to the remainder RE,τ . Let us estimate RE,τ under assumptions (2.4),
(2.18) for d = 3, µ ≥ 2 (see estimate (4.14) given below).
Let
|||U |||E,µ = sup
(k,p)∈ΩE\ReΩE
(1 + |p|)µ |U(k, p)| (4.9)
for U ∈ L∞(ΩE\ReΩE), E > 0, µ ≥ 0.
Lemma 3. Let the assumptions of Lemma 1 be fulfilled. Let U1, U2 ∈ L∞(ΩE\ReΩE),
|||U1|||E,µ <∞, |||U2|||E,µ <∞ for some µ ≥ 2. Then:
{U1, U2}(·, ·, E) ∈ L∞((C\(T ∪ 0))× (B2τ√E\Lν)), τ ∈]0, 1[, (4.10)
and
|{U1, U2}(λ, p, E)| ≤ c4(µ, τ, E)|||U1|||E,µ|||U2|||E,µ
(1 + |p|)µ(1 + |λ|2) , (4.11)
λ ∈ C\(T ∪ 0), p ∈ B2τ√E\Lν , τ ∈]0, 1[, where c4 is some positive constant such that
c4(µ, τ, E) ≤ c
′
4(µ)√
z
(
1 +
1√
z
)
+
c′′4(µ)√
Emin (1, 2
√
z)
, z =
1− τ2
4τ2
, (4.12)
for some positive constants c′4 and c
′′
4 .
Proof of Lemma 3 is given in Section 10.
Remark 1. Using the proof (given in Section 10) of (4.10) one can see also that
the variations of U1, U2 on the sets of zero measure in ΩE\ReΩE imply variations of
{U1, U2}(·, ·, E) on sets of zero measure, only, in (C\(T ∪ 0))× (B2τ√E\Lν).
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Under assumptions (2.4), (2.18) for d = 3, due to (2.30), (2.31), (4.4) we have that
|||H|||E,µ ≤ 2µ/2(1− η)−1N, |||χ2τ√EH|||E,µ ≤ 2µ/2(1− η)−1N, (4.13a)
|||(1− χ2τ√E)H|||E,µ0 ≤ 2µ/2(1− η)−1(1 + 2τ
√
E)µ0−µN, (4.13b)
where η is given by (2.31), τ ∈]0, 1], 0 ≤ µ0 ≤ µ.
Under assumptions (2.4), (2.18), d = 3, µ ≥ 2, using estimates (4.13a), (4.13b) and
Lemma 3 we obtain the following estimate for RE,τ :
|RE,τ (λ, p)| ≤ c4(µ0, τ, E)2
µN2
(1− η)2(1 + 2τ√E)µ−µ0(1 + |p|)µ0(1 + |λ|2)
(
2 +
1
(1 + 2τ
√
E)µ−µ0
)
,
(4.14)
where λ ∈ C\(T ∪ 0), p ∈ B2τ√E\Lν , τ ∈]0, 1[, 2 ≤ µ0 ≤ µ.
Estimate (4.14) for sufficiently great µ − µ0 and formulas (4.12), (2.31) show, in
particular, that RE,τ rapidly vanishes when τ
√
E increases for 0 < τ ≤ τ1 and fixed
τ1 < 1.
5. Approximate finding H on ΩτE\ReΩτE from H± on ReΩτE for
E > 0, τ ∈]0, 1[ and d = 3
Our next purpose is to obtain an integral equation for approximate finding H on
ΩτE\ReΩτE from H± on ReΩτE for E > 0, τ ∈]0, 1[, d = 3, where
H±(k, p) = Hγ±(k,p)(k, p), γ
±(k, p) = ± p× (k − p/2)|p| |k − p/2| , (5.1)
(k, p) ∈ ReΩ1E, |p| 6= 0, E > 0, d = 3 (where Hγ is defined by means of (2.9)). Note that
(k − p/2)p = 0, |k − p/2| = (E − p2/4)1/2 for (k, p) ∈ ReΩ1E, E > 0. (5.2)
We will give the aforementioned integral equation in the coordinates λ, p of Lemma 1 under
assumptions (3.5a). Note that in the coordinates λ, p of Lemma 1 under assumption (3.5a)
the following formulas hold:
H±(k(λ, p, E), p) = H(k(λ(1∓ 0), p, E), p), (5.3)
γ±(k(λ, p, E), p) = ±
(−i
2
(
1
λ
− λ
)
θ(p) +
1
2
(
λ+
1
λ
)
ω(p)
)
, (5.4)
where λ ∈ T , p ∈ B2√E\Lν .
Consider
D+ = {λ ∈ C : |λ| < 1}, D− = {λ ∈ C : |λ| > 1}. (5.5)
We will use the following formulas:
u+(λ) =
1
2pii
∫
T
u+(ζ)
dζ
ζ − λ −
1
pi
∫∫
D+
∂u+(ζ)
∂ζ¯
dRe ζ d Imζ
ζ − λ , λ ∈ D+\0, (5.6a)
u−(λ) = − 1
2pii
∫
T
u−(ζ)
λdζ
ζ(ζ − λ) −
1
pi
∫∫
D−
∂u−(ζ)
∂ζ¯
λ dRe ζ d Imζ
ζ(ζ − λ) , λ ∈ D, (5.6b)
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where u+(λ) is continuous and bounded for 0 < |λ| ≤ 1, ∂u+(λ)/∂λ¯ is bounded for
0 < |λ| < 1, u−(λ) is continuous and bounded for |λ| ≥ 1, ∂u−(λ)/∂λ¯ is bounded for
|λ| > 1 and ∂u−(λ)/∂λ¯ = O(|λ|−2) as |λ| → ∞ (and where the integrals along the circle T
are taken in the counter-clockwise direction). Note that the aforementioned assumptions
on u± in (5.6) can be somewhat weakened. Formulas (5.6) follow from the well-known
Cauchy-Green formula
u(λ) =
1
2pii
∫
∂D
u(ζ)
dζ
ζ − λ −
1
pi
∫∫
D
∂u(ζ)
∂ζ¯
dRe ζ d Imζ
ζ − λ , λ ∈ D, (5.7)
where D is a bounded open domain in C with sufficiently regular boundary ∂D and u is
a sufficiently regular function in D¯ = D ∪ ∂D. Assuming that λ, p are the coordinates of
Lemma 1 under assumption (3.5a), consider
H(λ, p, E) = H(k(λ, p, E), p), λ ∈ C\(T ∪ 0), (5.8)
H±(λ, p, E) = H±(k(λ, p, E), p), λ ∈ T , (5.9a)
H+(λ, p, E) = H(k(λ, p, E), p), λ ∈ D+\0, (5.9b)
H−(λ, p, E) = H(k(λ, p, E), p), λ ∈ D−, (5.9c)
where p ∈ B2√E\Lν and H±(k(λ, p, E), p) in (5.9a) are defined using (5.1) or (5.3). One
can show that, under assumptions (2.4), (2.18), d = 3, and for p ∈ B2√E\Lν , H+(λ, p, E)
is continuous for 0 < |λ| ≤ 1 and H−(λ, p, E) is continuous for |λ| ≥ 1. Further, using
(2.30), (4.7), (4.8), (4.13) and Lemma 3 one can see that, under assumptions (2.4), (2.18),
where d = 3, µ ≥ 2, and for p ∈ B2√E\Lν , H±(λ, p, E) satisfy the assumptions for u±(λ)
mentioned in (5.6) and (therefore) formulas (5.6) hold for u±(λ) = H±(λ, p, E).
Proposition 1. Let assumptions (2.4), (2.18), where d = 3 µ ≥ 2, be fulfilled. Let
λ, p be the coordinates of Lemma 1 under assumption (3.5a). Let H(λ, p, E) be defined by
(5.8). Then HE,τ = H(λ, p, E) as a function of λ ∈ C\(T ∪ 0) and p ∈ B2τ√E\Lν , where
τ ∈]0, 1[, satisfies the following nonlinear integral equation
HE,τ = H
0
E,τ +ME,τ (HE,τ ) +QE,τ , τ ∈]0, 1[, (5.10)
where:
H0E,τ (λ, p) =
1
2pii
∫
T
H+(ζ, p, E)
dζ
ζ − λ, λ ∈ D+\0, p ∈ B2τ
√
E\Lν , (5.11a)
H0E,τ (λ, p) = −
1
2pii
∫
T
H−(ζ, p, E)
λdζ
ζ(ζ − λ) , λ ∈ D−, p ∈ B2τ
√
E\Lν , (5.11b)
where H±(λ, p, E) are defined by (5.9a);
ME,τ (U)(λ, p) =M
+
E,τ (U)(λ, p) =
− 1
pi
∫∫
D+
(U, U)E,τ(ζ, p)
dRe ζ d Imζ
ζ − λ , λ ∈ D+\0, p ∈ B2τ
√
E\Lν ,
(5.12a)
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ME,τ (U)(λ, p) =M
−
E,τ (U)(λ, p) =
− 1
pi
∫∫
D−
(U, U)E,τ (ζ, p)
λdRe ζ d Imζ
ζ(ζ − λ) , λ ∈ D−, p ∈ B2τ
√
E\Lν ,
(5.12b)
(U1, U2)E,τ (λ, p) =
− pi
4
pi∫
−pi
(
(E − p2/4)1/2 sgn (|λ|
2 − 1)(|λ|2 + 1)
λ¯|λ| (cos ϕ− 1)− |p|
1
λ¯
sin ϕ
)
×
U1(z1(λ, p, E, ϕ),−ξ(λ, p, E, ϕ))U2(z2(λ, p, E, ϕ), p+ ξ(λ, p, E, ϕ))×
χ2τ
√
E(ξ(λ, p, E, ϕ))χ2τ
√
E(p+ ξ(λ, p, E, ϕ))dϕ, λ ∈ C\(T ∪ 0), p ∈ B2τ√E\Lν ,
(5.13)
where U , U1, U2 are test functions on (C\(T ∪ 0))× (B2τ√E\Lν),
z1(λ, p, E, ϕ) =
k(λ, p, E)(θ(−ξ(λ, p, E, ϕ))+ iω(−ξ(λ, p, E, ϕ)))
(E − |ξ(λ, p, E, ϕ)|2/4)1/2 ,
z2(λ, p, E, ϕ) =
(k(λ, p, E) + ξ(λ, p, E, ϕ))(θ(p+ ξ(λ, p, E, ϕ)) + iω(p+ ξ(λ, p, E, ϕ)))
(E − |p+ ξ(λ, p, E, ϕ)|2/4)1/2
(5.14)
for λ ∈ C\(T ∪0), p ∈ B2√E\Lν , ϕ ∈ [−pi, pi], and where k(λ, p, E), ξ(λ, p, E, ϕ) are defined
by (3.8), (4.2), θ, ω are the vector functions of (3.4), (3.5a);
QE,τ (λ, p) = − 1
pi
∫∫
D+
RE,τ (ζ, p)
dRe ζ d Imζ
ζ − λ , λ ∈ D+\0, p ∈ B2τ
√
E\Lν ,(5.15a)
QE,τ (λ, p) = − 1
pi
∫∫
D−
RE,τ (ζ, p)
λdRe ζ d Imζ
ζ(ζ − λ) , λ ∈ D−, p ∈ B2τ
√
E\Lν , (5.15b)
where RE,τ is defined by (4.8).
Proposition 1 follows from formulas (5.6) for u±(λ) = H±(λ, p, E) (defined by (5.9)),
the ∂¯- equation (4.7), formula (4.6) and Lemma 1. We consider (5.10) as an integral
equation for finding HE,τ from H
0
E,τ with unknown remainder QE,τ . Thus, actually, we
consider (5.10) as an approximate equation for finding HE,τ from H
0
E,τ .
Let
|||U |||E,τ,µ = sup
λ∈C\(T ∪0),
p∈B
2τ
√
E
\Lν
(1 + |p|)µ|U(λ, p)| (5.16)
for U ∈ L∞((C\(T ∪ 0))× (B2τ√E\Lν)), where E > 0, τ ∈]0, 1[, ν ∈ S2, µ > 0.
Lemma 4. Let E > 0, ν ∈ S2, τ ∈]0, 1[, µ ≥ 2. Let ME,τ be defined by (5.12)
(where λ, p are the coordinates of Lemma 1 under assumption (3.5a)). Let U1, U2 ∈
L∞((C\(T ∪ 0))× (B2τ√E\Lν)), |||U1|||E,τ,µ < +∞, |||U2|||E,τ,µ < +∞. Then
ME,τ (Uj) ∈ L∞((C\(T ∪ 0))× (B2τ√E\Lν)), j = 1, 2, (5.17)
|||ME,τ (Uj)|||E,τ,µ ≤ c5c4(µ, τ, E)(|||Uj|||E,τ,µ)2, j = 1, 2, (5.18)
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|||ME,τ (U1)−ME,τ (U2)|||E,τ,µ ≤
≤ c5c4(µ, τ, E)(|||U1|||E,τ,µ + |||U2|||E,τ,µ)|||U1 − U2|||E,τ,µ,
(5.19)
where c4(µ, τ, E) is the constant of (4.11) and
c5 = sup
λ∈D+
1
pi
∫∫
D+
dRe ζ d Imζ
(1 + |ζ|2)|ζ − λ| = supλ∈D−
1
pi
∫∫
D−
|λ|dRe ζ d Imζ
|ζ|(1 + |ζ|2)|ζ − λ| . (5.20)
Formulas (5.17), (5.18) follow from formulas (5.12) (5.13), Lemma 1, formula (4.6) and
Lemma 3. To obtain (5.19) we use also the formula
(U1, U1)E,τ − (U2, U2)E,τ = (U1 − U2, U1)E,τ + (U2, U1 − U2)E,τ . (5.21)
Lemma 5. Let assumptions (2.4), (2.18) be fulfilled and η be given by (2.31), where
d = 3. Let
δ =
c3(0, µ, σ, 3)N
(1− η)Eσ/2 < 1. (5.22)
Let H±(λ, p, E) and H0E,τ (λ, p) be defined by (5.9a), (5.11), τ ∈]0, 1[. Then
|H±(λ, p, E)− vˆ(p)| ≤ ηN
(1− η)(1 + p2)µ/2 , (5.23)
|H±(λ, p, E)−H±(λ′, p, E)| ≤ c6(α, µ, σ, β)|λ− λ
′|βN2
(1− η)2(1− δ)(1 + p2)µ/2 , (5.24)
where λ, λ′ ∈ T , |λ− λ′| ≤ (E − p2/4)−1/2, 0 < β ≤ min (α, σ, 1/2), p ∈ B2τ√E\Lν ;
H0E,τ ∈ L∞((C\(T ∪ 0))× (B2τ√E\Lν)), (5.25a)
|||H0E,τ |||E,τ,µ ≤ 2µ/2N +
c7(α, µ, σ, β)N
2
(1− η)2(1− δ)Eβ/2 , 0 < β < min (α, σ, 1/2). (5.25b)
Lemma 5 is proved in Section 11.
Lemma 6. Let assumptions (2.4), (2.18) be fulfilled and η be given by (2.31), where
d = 3, µ ≥ 2. Let QE,τ be defined by (5.15), τ ∈]0, 1[. Then
QE,τ ∈ L∞((C\(T ∪ 0))× (B2τ√E\Lν)), (5.26)
|||QE,τ |||E,τ,µ0 ≤
3c5c4(µ0, τ, E)2
µN2
(1− η)2(1 + 2τ√E)µ−µ0 , 2 ≤ µ0 ≤ µ. (5.27)
Lemma 6 follows from (5.15), (4.14), (5.20).
Lemmas 4,5,6 show that, under the assumptions of Proposition 1, the non-linear
integral equation (5.10) for unknown HE,τ can be analyzed for H
0
E,τ , QE,τ , HE,τ ∈
L∞((C\(T ∪ 0))× (B2τ√E\Lν)) using the norm ||| · |||E,τ,µ0 , where 2 ≤ µ0 ≤ µ.
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Consider the equation
U = U0 +ME,τ (U), E > 0, τ ∈]0, 1[, (5.28)
for unknown U . Actually, under the assumptions of Proposition 1, we suppose that U0 =
H0E,τ +QE,τ or consider U
0 as an approximation to H0E,τ +QE,τ .
Lemma 7. Let E > 0, ν ∈ S2, τ ∈]0, 1[, µ ≥ 2 and 0 < r < (2c5c4(µ, τ, E))−1. Let
ME,τ be defined by (5.12) (where λ, p are the coordinates of Lemma 1 under assumption
(3.5a)). Let U0 ∈ L∞((C\(T ∪ 0)) × (B2τ√E\Lν)) and |||U0|||E,τ,µ ≤ r/2. Then equation
(5.28) is uniquely solvable for U ∈ L∞((C\(T ∪ 0))× (B2τ√E\Lν)), |||U |||E,τ,µ ≤ r, and U
can be found by the method of successive approximations, in addition
|||U −MnE,τ,U0(0)|||E,τ,µ ≤
(2c5c4(µ, τ, E)r)
n
1− 2c5c4(µ, τ, E)r
r
2
, n ∈ N, (5.29)
where ME,τ,U0 denotes the map U → U0 +ME,τ (U).
Lemma 7 is proved in Section 12.
Lemma 8. Let the assumptions of Lemma 7 be fulfilled. Let also U˜0 ∈ L∞((C\(T ∪
0))×(B2τ√E\Lν)), |||U˜0|||E,τ,µ ≤ r/2, and U˜ denote the solution of (5.28) with U0 replaced
by U˜0, where U˜ ∈ L∞((C\(T ∪ 0))× (B2τ√E\Lν)), |||U˜ |||E,τ,µ ≤ r. Then
|||U − U˜ |||E,τ,µ ≤ (1− 2c5c4(µ, τ, E)r)−1|||U0 − U˜0|||E,τ,µ. (5.30)
Lemma 8 is proved in Section 12.
Proposition 1 and Lemmas 4,5,6,7,8 imply, in particular, the following result.
Proposition 2. Let assumptions (2.4), (2.18), (5.22) be fulfilled, where d = 3, µ ≥ 2.
Let ν ∈ S2, τ ∈]0, 1[, 2 ≤ µ0 ≤ µ, 0 < β < min (α, σ, 1/2) and
max (r1, r2) < (2c5c4(µ0, τ, E))
−1, (5.31)
where
2µ/2N +
c7(α, µ, σ, β)N
2
(1− η)2(1− δ)Eβ/2 +
3c5c4(µ0, τ, E)2
µN2
(1− η)2(1 + 2τ√E)µ−µ0 =
r1
2
, (5.32a)
2µ/2N
1− η = r2, (5.32b)
and η, δ are given by (2.31) ( d = 3), (5.22). Let
max (r1, r2) ≤ r < (2c5c4(µ0, τ, E))−1.
Then
|||HE,τ − H˜E,τ |||E,τ,µ0 ≤
3c5c4(µ0, τ, E)2
µN2
(1− 2c5c4(µ0, τ, E)r)(1− η)(1 + 2τ
√
E)µ−µ0
, (5.33)
18
Approximate inverse scattering at fixed energy in three dimensions
where HE,τ = H(λ, p, E) as a function of λ ∈ C\(T ∪ 0) and p ∈ B2τ√E\Lν (as in
Proposition 1) and H˜E,τ is defined as the solution of
H˜E,τ = H
0
E,τ +ME,τ (H˜E,τ ), (5.34)
where |||H˜E,τ |||E,τ,µ0 ≤ r.
Using the definitions of η and δ of (2.31), (5.22) we obtain that:
if N ≤ c8(α, µ, µ0, σ, E, τ), then conditions
(2.18), (5.22) and (5.31) are fulfilled,
(5.35)
where 0 < α < 1, 2 ≤ µ0 ≤ µ, 0 < σ < 1, E ≥ 1, 0 < τ < 1, d = 3.
Due to (4.12), we have that:
c4(µ, τ, E) ≤ ε if 0 < τ ≤ τ(ε, µ), E ≥ E(ε, µ) (5.36)
for any arbitrary small ε > 0 and appropriate sufficiently small τ(ε, µ) ∈]0, 1[ and suffi-
ciently great E(ε, µ), where µ ≥ 2.
Using (5.37) and the definitions of η and δ of (2.31), (5.22) we obtain that:
if 0 < τ ≤ τ1(α, µ, µ0, σ, N), E ≥ E1(α, µ, µ0, σ, N), then conditions
(2.18), (5.22) and (5.31) are fulfilled,
(5.37)
where τ1 and E1 are appropriate constants such that τ1 ∈]0, 1[ is sufficiently small and
E1 ≥ 1 is sufficiently great, 0 < α < 1, 2 ≤ µ0 ≤ µ, 0 < σ < 1, d = 3.
As a corollary of Propositions 1,2 and property (5.37), we obtain the following result.
Corollary 1. Let assumptions (2.4) be fulfilled, where d = 3, µ ≥ 2, and ‖vˆ‖α,µ ≤ N
for some N > 0. Let
0 < τ ≤ τ1(α, µ, µ0, σ, N), E ≥ E1(α, µ, µ0, σ, N),
where 2 ≤ µ0 ≤ µ, 0 < σ < 1. Then H±(λ, p, E), λ ∈ T , p ∈ B2τ√E\Lν , determines (via
(5.11), (5.34)) H(λ, p, E), λ ∈ C\(T ∪0), p ∈ B2τ√E\Lν , up to O(E−(µ−µ0)/2) in the norm
||| · |||E,τ,µ0 as E → +∞ (due to estimate (5.33), where , for example, r = max (r1, r2)).
6. Finding H± on ReΩE and H0E,τ on (C\(T ∪0))× (B2τ√E\Lν) from f on ME
Under assumptions (2.4), (2.18), due to (2.27), (2.28) we have that
‖f‖C(ME),µ ≤ g1N, (6.1)
‖f‖Cα(ME),µ ≤ g2N, (6.2)
g1 = (1− η)−1, g2 = c2(µ)(1− η)−1, (6.3)
where η is given by (2.31).
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To find H± on ReΩE and H0E,τ on (C\(T ∪ 0)) × (B2τ√E\Lν) from f on ME (for
d = 3) we proceed from (2.20), (5.1) and (5.9a), (5.11). Due to (2.20) we have that
hγ(k, ·) = f(k, ·) +Bγ(k)hγ(k, ·), γ ∈ Sd−1, k ∈ Sd−1√E , (6.4)
where the operator Bγ(k) is defined by (2.38).
Let us decompose hγ(k, l) as
hγ(k, l) = h
(n)
γ (k, l) + t
(n)
γ (k, l), (6.5)
h(n)γ (k, ·) =
n∑
j=0
(Bγ(k))
jf(k, ·), (6.6)
t(n)γ (k, ·) = (Bγ(k))n+1f(k, ·) +Bγ(k)t(n)γ (k, ·), (6.7)
where γ ∈ Sd−1, k, l ∈ Sd−1√
E
, n ∈ N ∪ 0.
Further, using (2.8), (5.1), (5.11), (6.5) let us decompose H± and H0E,τ as:
H±(k, p) = H
(n)
± (k, p) + T
(n)
± (k, p), (6.8)
H
(n)
± (k, p) = h
(n)
γ±(k,p)(k, k − p), T
(n)
± (k, p) = t
(n)
γ±(k,p)(k, k − p), (6.9)
where n ∈ N ∪ 0, (k, p) ∈ ReΩ1E, |p| 6= 0, E > 0;
H0E,τ (λ, p) = H
0,n
E,τ (λ, p) + T
0,n
E,τ (λ, p), (6.10)
where n ∈ N ∪ 0, λ ∈ C\(T ∪ 0), p ∈ B2τ√E\Lν , E > 0, τ ∈]0, 1[, and H0,nE,τ , T 0,nE,τ are
defined by (5.11) with H±(ζ, p, E) replaced by H
(n)
± (k(ζ, p, E), p) and T
(n)
± (k(ζ, p, E), p),
respectively, where k(λ, p, E) is defined in (3.8).
Lemma 9. Let d = 3. Let f satisfy (6.1), (6.2) and
δ1 = c3(0, µ, σ, 3)E
−σ/2g1N < 1,
δ2 = c3(α, µ, σ, 3)E
−σ/2g2N,
(6.11)
for some α ∈]0, 1[, µ > 1, σ ∈]0,min (1, µ−1)[, E ≥ 1 and some g1, g2, N ∈]0,+∞[, g1 < g2.
Then (6.4), (6.7) for fixed γ, k and n are uniquely solvable for hγ(k, ·), t(n)γ (k, ·) ∈ Cα(S2√E)
(by the method of successive approximations) and the following estimates hold:
|hγ(k, l)| ≤ g1N
(1− δ1)(1 + |k − l|2)µ/2 , (6.12)
|hγ(k, l)− hγ(k, l′)| ≤ (1 + c
′′
2(µ)δ2)g2N |l − l′|α
(1− δ1)(1 + |k − l|2)µ/2 , (6.13)
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where γ ∈ S2, k, l, l′ ∈ S2√
E
, |l − l′| ≤ 1;
|hγ(k, l)− hγ′(k′, l)| ≤ g2N |k − k
′|α
(1− δ1)(1 + |k − l|2)µ/2+
c9(β, µ)(g1N)
2|γ − γ′|β
(1− δ1)2(1 + |k − l|2)µ/2 ,
(6.14)
where γ, γ′ ∈ S2, k, k′, l ∈ S2√
E
, γk = γ′k′ = 0, |γ − γ′| ≤ 1, |k − k′| ≤ 1, 0 < β < 1/2;
|H±(k(λ, p, E), p)−H±(k(λ′, p, E), p)| ≤
c10(µ)(1 + δ2)g2N(E − p2/4)α/2|λ− λ′|α
(1− δ1)(1 + p2)µ/2 +
c9(β, µ))(g1N)
2|λ− λ′|β
(1− δ1)2(1 + p2)µ/2 ,
(6.15)
where λ, λ′ ∈ T , |λ − λ′| ≤ (E − p2/4)−1/2, p ∈ B2√E\Lν , k(λ, p, E) is defined in (3.8),
0 < β < 1/2, and H±(k, p) are defined by (5.1);
|H0E,τ (λ, p)| ≤
(
c11g1N(1 + ln E)
1− δ1 +
c12(α)c10(µ)(1 + δ2)g2N
1− δ1 +
c12(β)c9(β, µ)(g1N)
2
(1− δ1)2Eβ/2
)
1
(1 + p2)µ/2
,
(6.16)
where λ ∈ C\(T ∪ 0), p ∈ B2√E\Lν , τ ∈]0, 1[, and H0E,τ is defined by (5.11);
|t(n)γ (k, l)| ≤
δn+11 g1N
(1− δ1)(1 + |k − l|2)µ/2
, (6.17)
|t(n)γ (k, l)− t(n)γ (k, l′)| ≤
c′′2 (µ)δ2δ
n
1 g1N |l − l′|α
(1− δ1)(1 + |k − l|2)µ/2 , (6.18)
where n ∈ N ∪ 0, γ ∈ S2, k, l, l′ ∈ S2√
E
, |l − l′| ≤ 1;
|t(n)γ (k, l)− t(n)γ′ (k′, l)| ≤
δn+11 g2N |k − k′|α
(1− δ1)(1 + |k − l|2)µ/2+
c9(β, µ)δ
n
1 (1 + n(1− δ1))(g1N)2|γ − γ′|β
(1− δ1)2(1 + |k − l|2)µ/2 ,
(6.19)
where n ∈ N ∪ 0, γ, γ′ ∈ S2, k, k′, l ∈ S2√
E
, γk = γ′k′ = 0, |γ − γ′| ≤ 1, |k − k′| ≤ 1,
0 < β < 1/2;
|T (n)± (k(λ, p, E), p)− T (n)± (k(λ′, p, E), p)| ≤
(δ1 + c2(µ)δ2)δ
n
1 g2N(E − p2/4)α/2|λ− λ′|α
(1− δ1)(1 + p2)µ/2
+
c9(β, µ))δ
n
1 (1 + n(1− δ1))(g1N)2|λ− λ′|β
(1− δ1)2(1 + p2)µ/2 ,
(6.20)
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where n ∈ N ∪ 0, λ, λ′ ∈ T , |λ− λ′| ≤ (E − p2/4)−1/2, p ∈ B2√E\Lν , k(λ, p, E) is defined
in (3.8), 0 < β < 1/2, and T
(n)
± (k, p) are defined in (6.9);
|T 0,nE,τ (λ, p)| ≤
(
c11δ1g1N(1 + ln E)
1− δ1 +
c12(α)(δ1 + c2(µ)δ2)g2N
1− δ1 +
c12(β)c9(β, µ)(1 + n(1− δ1))(g1N)2
(1− δ1)2Eβ/2
)
×
δn1
(1 + p2)µ/2
,
(6.21)
where n ∈ N ∪ 0, λ ∈ C\(T ∪ 0), p ∈ B2√E\Lν , τ ∈]0, 1[, and T 0,nE,τ is defined in (6.10).
Note that in Lemma 9 we do not suppose that f is the scattering amplitude for some
potential. Lemma 9 is proved in Section 11.
Lemma 10. Let the assumptions of Lemma 9 be fulfilled. Let estimates (6.1), (6.2)
be also fulfilled for f˜ (in place of f). Let h˜γ , H˜±, H˜0E,τ correspond to f˜ as well as hγ , H±,
H0E,τ correspond to f . Then:
|hγ(k, l)− h˜γ(k, l)| ≤
‖f − f˜‖C(ME),µ
(1− δ1)2(1 + |k − l|2)µ/2 γ ∈ S
2, k, l ∈ S2√
E
; (6.22)
|(H± − H˜±)(k(λ, p, E), p)− (H± − H˜±)(k(λ′, p, E), p)| ≤
2max (1, c10(µ)(1 + δ2)(1− δ1)g2N + c9(β, µ)(g1N)2E−β/2)×
Eεβ/2|λ− λ′|εβ(‖f − f˜‖C(ME),µ)1−ε
(1− δ1)2(1 + p2)µ/2 ,
(6.23)
where λ, λ′ ∈ T , |λ−λ′| ≤ (E−p2/4)−1/2, p ∈ B2√E\Lν , 0 < β < min (α, 1/2), 0 ≤ ε ≤ 1;
|H0E,τ (λ, p)− H˜0E,τ (λ, p)| ≤
(
c11(1 + ln E)(‖f − f˜‖C(ME),µ)ε+
2c12(εβ)max (1, c10(µ)(1 + δ2)(1− δ1)g2N + c9(β, µ)(g1N)2E−β/2)
)
×
(‖f − f˜‖C(ME),µ)1−ε
(1− δ1)2(1 + p2)µ/2 ,
(6.24)
where λ ∈ C\(T ∪ 0), p ∈ B2√E\Lν , 0 < τ < 1, 0 < β < min (α, 1/2), 0 < ε ≤ 1.
Note that in Lemma 10 we do not suppose that f and f˜ are the scattering amplitudes
for some potential. Lemma 10 is proved in Section 11.
Let
u(s, s1, s2) = 1 for s ∈ [0, s1],
u(s, s1, s2) =
s2 − s
s2 − s1 for s ∈ [s1, s2],
u(s, s1, s2) = 0 for s ∈ [s2,+∞[,
(6.25)
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where 0 < s1 < s2.
Lemma 11. Let f satisfy (6.1), (6.2) for some E > 0, µ > 0, α ∈]0, 1[ and g1, g2, N ∈
]0,+∞[. Let
f˜(k, l) = f(k, l)u(|k− l|, 2τ0
√
E, 2τ
√
E), (k, l) ∈ME , (6.26)
where u is defined by (6.25), 0 < τ0 < τ < 1. Then:
‖f˜‖C(ME),µ ≤ g1N, (6.27)
‖f˜‖Cα(ME),µ ≤
(
g2 +
g1
2(τ − τ0)
√
E
)
N, (6.28)
‖f − f˜‖C(ME),µ0 ≤
g1N
(1 + 4τ20E)
(µ−µ0)/2 for µ0 ∈ [0, µ]. (6.29)
Lemma 11 is proved in Section 11.
7. Approximate finding vˆ on B2τ√E\Lν from H˜E,τ on (C\(T ∪0))×(B2τ√E\Lν)
Consider, first, HE,τ defined in Proposition 1. Under assumptions (2.4), (2.18), for-
mulas (2.26), (3.8), (3.10), (5.8) imply that
HE,τ (λ, p)→ vˆ(p) as λ→ 0,
HE,τ (λ, p)→ vˆ(p) as λ→∞,
(7.1)
where p ∈ B2τ√E\Lν , τ ∈]0, 1[.
Consider now H˜E,τ defined in Proposition 2. Under the assumptions of Proposition
2, the following formulas hold:
H˜E,τ (λ, p)→ vˆ+(p, E, τ) as λ→ 0, (7.2a)
H˜E,τ (λ, p)→ vˆ−(p, E, τ) as λ→∞, (7.2b)
where
vˆ+(p, E, τ) =
1
2pii
∫
T
H+(ζ, p, E)
dζ
ζ
−
1
pi
∫ ∫
D+
(H˜E,τ , H˜E,τ )E,τ (ζ, p)
dRe ζdImζ
ζ
,
(7.3a)
vˆ−(p, E, τ) =
1
2pii
∫
T
H−(ζ, p, E)
dζ
ζ
+
1
pi
∫ ∫
D−
(H˜E,τ , H˜E,τ)E,τ (ζ, p)
dRe ζdImζ
ζ
,
(7.3b)
where p ∈ B2τ√E\Lν , τ ∈]0, 1[, H± are defined by (5.9a), (H˜E,τ , H˜E,τ )E,τ is defined by
means of (5.13). Formulas (7.2), (7.3) follow from the definition of H˜E,τ as the solution
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of (5.28), where u0 = H0E,τ , |||H˜E,τ |||E,τ,µ ≤ r (see Proposition 2), formulas (5.11), (5.12)
and Lemma 3. Formulas (5.16), (7.1), (7.2) imply that
‖vˆ − vˆ±(·, E, τ)‖E,τ,µ ≤ |||HE,τ − H˜E,τ |||E,τ,µ, (7.4)
where
‖w‖E,τ,µ = sup
p∈B
2τ
√
E
\Lν
(1 + |p|)µ|w(p)|, (7.5)
E ≥ 1, τ ∈]0, 1[, µ < 0, w is a test function. Under the assumptions of Proposition 2 (or
under the assumptions of Corollary 1), formulas (5.33), (7.4) imply that vˆ on B2τ√E\Lν
can be approximately determined from H˜E,τ on (C\(T ∪ 0))×B2τ√E\Lν as vˆ±(·, E, τ) of
(7.2), (7.3) and
‖vˆ − vˆ±(·, E, τ)‖E,τ,µ0 = O(E−(µ−µ0)/2) as E → +∞. (7.6)
8. Approximate finding vˆ on B2τ√E\Lν from f on ME for d = 3
In this section we summarize our method (developed in Sections 3,4,5,6,7) for approx-
imate finding vˆ on B2τ√E from f on ME .
Consider τ1(α, µ, µ0, σ, N) and E1(α, µ, µ0, σ, N) of (5.37), where 0 < α < 1, 2 ≤ µ0 ≤
µ, 0 < σ < 1, N > 0. Let g1, g2 be some fixed numbers such that
g1 ≥
(
1−E−σ/2c1(α, µ, σ, 3)N
)−1
,
g2 ≥ c2(µ)(1− E−σ/2c1(α, µ, σ, 3)N)−1, g1 < g2,
for E ≥ E1(α, µ, µ0, σ, N).
(8.1)
Consider E2(µ, σ,N, g1) ≥ 1 such that
δ1 < 1 for E ≥ E2(µ, σ,N, g1), (8.2)
where δ1 is defined in (6.11), 2 ≤ µ, 0 < σ < 1, N > 0.
Theorem 1. Let vˆ satisfy (2.4), where d = 3, µ ≥ 2 and ‖vˆ‖α,µ ≤ N for some N > 0.
Let
0 < τ < τ1(α, µ, µ0, σ, N), E ≥ max (E1(α, µ, µ0, σ, N), E2(µ, σ,N, g1)), (8.3)
where 2 ≤ µ0 ≤ µ, 0 < σ < 1 and g1 satisfies (8.1). Let f be the scattering amplitude
for equation (1.1) and vˆ±(p, E, τ) be determined from f on ME via the following (stable)
reconstruction procedure:
f on ME (2.20)→ hγ(k, l), (k, l) ∈ME , γ ∈ S2, γk = 0
(2.8),(5.1),(5.9a)→ H±(λ, p, E), λ ∈ T , p ∈ B2τ√E\Lν ,
(5.11),(5.25b)→ H0E,τ (λ, p), λ ∈ C\(T ∪ 0), p ∈ B2τ√E\Lν ,
(5.34)→ H˜E,τ (λ, p), λ ∈ C\(T ∪ 0), p ∈ B2τ√E\Lν ,
(7.2),(7.3)→ vˆ±(p, E, τ), p ∈ B2τ√E ,
(8.4)
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where integral equations (2.20), (5.34) are solved by the method of successive approxima-
tions. Then
‖vˆ − vˆ±(·, E, τ)‖E,τ,µ0 ≤
3c5c4(µ0, τ, E)2
µN2
(1− 2c5c4(µ0, τ, E)r)(1− η)(1 + 2τ
√
E)µ−µ0
, (8.5)
where ‖ · ‖E,τ,µ0 is defined by (7.5), η = E−σ/2c1(α, µ, σ, 3)N , r = max (r1, r2), where r1, r2
are defined by (5.32), and thus
‖vˆ − vˆ±(·, E, τ)‖E,τ,µ0 = O(E−(µ−µ0)/2) as E → +∞ (8.6)
at fixed α, µ, µ0, τ, N .
Theorem 1 follows from estimates (6.1)-(6.3) and Lemma 9 of Section 6, Lemmas
5,7,8, Proposition 2 and property (5.37) of Section 5, formulas (7.2)-(7.4) of Section 7 and
the definition of E2(α, µ, σ,N, g2).
Note that for finding H0E,τ from H± in (8.4) we mention also estimate (5.25b), in
addition to formula (5.11). This means that: (1) we determine H0E,τ from H± by (5.11);
(2) we redefine H0E,τ by the formulas:
H0E,τ (λ, p) → H0E,τ (λ, p) if
|H0E,τ (λ, p)| ≤
(
2µ/2N +
c7(α, µ, σ, β)N
2
(1− η)2(1− δ)Eβ/2
)
1
(1 + |p|)µ ,
(8.7a)
H0E,τ (λ, p)→
(
2µ/2N +
c7(α, µ, σ, β)N
2
(1− η)2(1− δ)Eβ/2
)
1
(1 + |p|)µ
H0E,τ (λ, p)
|H0E,τ (λ, p)|
if
|H0E,τ (λ, p)| >
(
2µ/2N +
c7(α, µ, σ, β)N
2
(1− η)2(1− δ)Eβ/2
)
1
(1 + |p|)µ ,
(8.7b)
where η is defined by (2.31), d = 3, δ is defined by (5.22), 0 < β < min (α, σ, 1/2). If,
under the assumptions of Theorem 1, the scattering amplitude f is given with no errors
and all calculations based on (2.20), (2.8), (5.1), (5.9a), (5.11) of (8.4) are fulfilled with no
errors, then estimate (5.25b) is fulfilled automatically. However, if some of these errors are
present, then estimate (5.25b) taken into account according to (8.7) permits to improve
the stability of the reconstruction procedure (8.4).
Theorem 2. Let g1, g2 satisfy (8.1). Let vˆ, N , τ , E, α, µ, µ0, σ satisfy the assumptions
of Theorem 1. Let f be the scattering amplitude for equation (1.1) and, as in Theorem 1,
vˆ±(·, E, τ) be determined from f on ME via (8.4). Let f˜ be an approximation to f , where
estimates (6.1), (6.2) are valid also for f˜ in place of f . Let ˜ˆv±(·, E, τ) be determined from
f˜ on ME via (8.4) (including (8.7)) with f˜ , h˜γ , H˜±, H˜0E,τ , ˜˜HE,τ , ˜ˆv(·, E, τ) in place of f ,
hγ , H±, H0E,τ , H˜E,τ , vˆ(·, E, τ), respectively. Then
‖vˆ±(·, E, τ)− ˜ˆv±(·, E, τ)‖E,τ,µ0 ≤
(
c11(1 + ln E)(‖f − f˜‖C(ME),µ)ε+
2c12(εβ)max (1, c10(µ)(1 + δ2)(1− δ1)g2N + c9(β, µ)(g1N)2E−β/2)
)×
(‖f − f˜‖C(ME),µ)1−ε
(1− δ1)2(1− 2c5c4(µ0, τ, E)r) , r = max (r1, r2),
(8.8)
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where 0 < ε ≤ 1, 0 < β < min (α, 1/2), δ1, δ2 are defined in (6.11), r1, r2 are defined by
(5.32).
Theorem 2 follows from Lemma 10 of Section 6, Lemma 8 of Section 5 and the following
formula
‖vˆ±(·, E, τ)− ˜ˆv±(·, E, τ)‖E,τ,µ0 ≤ |||H˜E,τ − ˜˜HE,τ |||E,τ,µ0. (8.9)
ConsiderME,τ defined by (1.14). Consider the function f˜ defined by (6.25) onME ,
where f is the scattering amplitude for equation (1.1). Note that f˜ ≡ 0 onME\ME,τ and
f˜ is completely determined from f on ME,τ . As a corollary of Theorems 1 and 2 of this
section, estimates (6.1)-(6.3) and Lemma 11 of Section 6 we obtain the following results.
Corollary 2. Let vˆ, N , τ , E, α, µ, µ0, σ satisfy the assumptions of Theorem 1. Let
f be the scattering amplitude for equation (1.1) and f˜ on ME be defined in terms of f on
ME,τ by (6.25). Let, further, ˜ˆv(·, E, τ) be reconstructed from f˜ onME via (8.4) (including
(8.7)) as in Theorem 2. Then
‖vˆ − ˜ˆv(·, E, τ)‖E,τ,µ0 = O
(
1
E(1−ε)(µ−µ0)/2
)
as E → +∞ (8.10)
for fixed ε ∈]0, 1[ and α, µ, µ0, τ , τ0, N .
Let us remind that if v satisfies (1.2), then vˆ satisfies (2.3). Using this remark and
Theorem 1 we obtain the following result.
Corollary 3. Let v satisfy (1.2), where d = 3, n > 3. Then:
(1) vˆ satisfies the assumptions of Theorem 1 for µ = n and some α ∈]0, 1[ and N > 0;
(2) the scattering amplitude f on ME determines v on R3 up to O(E−(n−3−ε)/2) in
the uniform norm as E → +∞ for any fixed arbitrary small ε > 0 via (8.4) (where τ and
E satisfy (8.3) with α, µ and N of the item (1), µ0 = 3 + ε and some σ ∈]0, 1[) and the
formula
v(x) = v±appr(x, E, τ) + v
±
err(x, E, τ), (8.11)
where
v±appr(x, E, τ) =
∫
B
2τ
√
E
e−ipxvˆ±(p, E, τ)dp,
v±err(x, E, τ) =
∫
B
2τ
√
E
e−ipx(vˆ(p)− vˆ±(p, E, τ))dp+
∫
R
3\B
2τ
√
E
vˆ(p)dp.
(8.12)
9. Proof of Lemma 2
First of all, for d = 3 we write equation (2.22) as
∂
∂k¯j
H(k, p) = −pi
2
∫
{ξ∈R3: ξ2+2kξ=0}
ξjH(k,−ξ)H(k+ ξ, p+ ξ) ds|Imk| |Rek| (9.1)
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for j = 1, 2, 3, k ∈ C3\R3, k2 = E, p ∈ R3, where ds is arc-length measure on the circle
{ξ ∈ R3 : ξ2 + 2kξ = 0}.
Taking into account (3.10), (3.8) we have that
∂
∂λ¯
H(k(λ, p, E), p) =
3∑
j=1
∂k¯j
∂λ¯
∂H(k, p)
∂k¯j
=
3∑
j=1
(
∂κ¯1
∂λ¯
θj +
∂κ¯2
∂λ¯
ωj
)
∂H(k, p)
∂k¯j
, λ ∈ C\0, p ∈ B2√E\Lν ,
(9.2)
where k = k(λ, p, E), κ1 = κ1(λ, p, E), κ2 = κ2(λ, p, E), θ = θ(p), ω = ω(p), see (3.8),
(3.4).
Formulas (9.1), (9.2) imply that
∂
∂λ¯
H(k(λ, p, E), p) = −pi
2
∫
{ξ∈R3: ξ2+2kξ=0}
(
∂κ¯1
∂λ¯
θξ +
∂κ¯2
∂λ¯
ωξ
)
×
H(k,−ξ)H(k+ ξ, p+ ξ) ds|Imk| |Rek| , λ ∈ C\0, p ∈ B2τ
√
E\Lν ,
(9.3)
where k = k(λ, p, E), κ1 = κ1(λ, p, E), κ2 = κ2(λ, p, E), θ = θ(p), ω = ω(p), τ ∈]0, 1].
Let the circle {ξ ∈ R3 : ξ2 + 2kξ = 0} (where k = k(λ, p, E)) be parametrized by
ϕ ∈]− pi, pi[ according to (4.2). In the parametrization (4.2) the following formula holds:
ds = |Rek|dϕ, (9.4)
where ds is arc-length measure on {ξ ∈ R3 : ξ2 + 2kξ = 0}.
Further,
k⊥
(4.3),(3.8)
= |Imk|−1(Imκ1 θ + Imκ2 ω)× (Reκ1 θ +Reκ2 ω + p/2) =
|Imk|−1(Imκ1 θ ×Reκ1 θ + Imκ1 θ ×Reκ2 ω + Imκ1 θ × p/2+
Imκ2 ω ×Reκ1 θ + Imκ2 ω ×Reκ2 ω + Imκ2 ω × p/2).
(9.5)
Formula (9.5) and the formulas
θ × ω (3.4),(3.5a)= pˆ, θ × pˆ (3.4),(3.5a)= −ω, ω × pˆ (3.4),(3.5a)= θ, θ × θ = 0, ω × ω = 0, (9.6)
where pˆ = p/|p|, imply that
k⊥ = |Imk|−1(Imκ1Reκ2 − Imκ2Reκ1)pˆ+ Imκ2 |p|
2
θ − Imκ1 |p|
2
ω). (9.7)
Formulas (3.4), (3.8), (4.2), (9.7) imply that
θξ = Reκ1(cosϕ− 1) + (2|Imk|)−1Imκ2|p| sinϕ,
ωξ = Reκ2(cosϕ− 1)− (2|Imk|)−1Imκ1|p| sinϕ.
(9.8)
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Due to (9.8) we have that
∂κ¯1
∂λ¯
θξ +
∂κ¯2
∂λ¯
ωξ =
(
∂κ¯1
∂λ¯
Re κ1 +
∂κ¯2
∂λ¯
Re κ2
)
(cosϕ− 1)+
|p|
2|Imk|
(
∂κ¯1
∂λ¯
Imκ2 − ∂κ¯2
∂λ¯
Imκ1
)
sinϕ.
(9.9)
The definition of κ1, κ2 (see (3.8)) implies that
∂κ¯1
∂λ¯
=
(
1− 1
λ¯2
)(E − p2/4)1/2
2
,
∂κ¯2
∂λ¯
=
(
1 +
1
λ¯2
) i(E − p2/4)1/2
2
, (9.10)
Reκ1 =
(
λ+ λ¯+
1
λ
+
1
λ¯
)(E − p2/4)1/2
4
, Imκ1 =
(
λ− λ¯+ 1
λ
− 1
λ¯
) (E − p2/4)1/2
4i
,
Re κ2 =
( 1
λ
− 1
λ¯
− λ+ λ¯) i(E − p2/4)1/2
4
, Imκ2 =
( 1
λ
+
1
λ¯
− λ− λ¯) (E − p2/4)1/2
4
,
(9.11)
where λ ∈ C\0, p ∈ B2√E\Lν . Due to (9.10), (9.11) we have that
∂κ¯1
∂λ¯
Re κ1 +
∂κ¯2
∂λ¯
Re κ2 =
E − p2/4
8
((
1− 1
λ¯2
)(
λ+ λ¯+
1
λ
+
1
λ¯
)− (1 + 1
λ¯2
)( 1
λ
− 1
λ¯
− λ+ λ¯)
)
=
E − p2/4
8
(
λ+ λ¯+
1
λ
+
1
λ¯
− λ
λ¯2
− 1
λ¯
− 1
λ¯2λ
− 1
λ¯3
− 1
λ
+
1
λ¯
+
λ− λ¯− 1
λ¯2λ
+
1
λ¯3
+
λ
λ¯2
− 1
λ¯
)
=
E − p2/4
4
(
λ− 1
λ¯2λ
)
=
E − p2/4
4
|λ|4 − 1
|λ|2λ¯ ,
(9.12)
∂κ¯1
∂λ¯
Imκ2 − ∂κ¯2
∂λ¯
Imκ1 =
E − p2/4
8
((
1− 1
λ¯2
)( 1
λ
+
1
λ¯
− λ− λ¯)− (1 + 1
λ¯2
)(
λ− λ¯+ 1
λ
− 1
λ¯
))
=
E − p2/4
8
( 1
λ
+
1
λ¯
− λ− λ¯− 1
λ¯2λ
− 1
λ¯3
+
λ
λ¯2
+
1
λ¯
−
λ+ λ¯− 1
λ
+
1
λ¯
− λ
λ¯2
+
1
λ¯
− 1
λ¯2λ
+
1
λ¯3
)
=
E − p2/4
4
(−λ+ 2
λ¯
− 1
λ¯2λ
)
= −E − p
2/4
4
(|λ|2 − 1)2
|λ|2λ¯ .
(9.13)
The ∂¯- equation (4.1) follows from (9.3), (9.4), (9.9), (9.12), (9.13), (3.9).
Lemma 2 is proved.
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10. Proof of Lemma 3
Let us show, first, that
{U1, U2}(·, ·, E) ∈ L∞local((C\(T ∪ 0))× (B2τ√E\Lν)), τ ∈]0, 1[. (10.1)
Property (10.1) follows from formula (4.6), the properties
U1(k,−ξ(k, ϕ)) ∈ L∞((ΣE\ReΣE)× [0, 2pi]) (as a function of k, ϕ), (10.2)
U2(k + ξ(k, ϕ), p+ ξ(k, ϕ)) ∈ L∞((ΩE\ReΩE)× [0, 2pi])
(as a function of k, p, ϕ),
(10.3)
where
ΣE = {k ∈ C3 : k2 = E}, ReΣE = {k ∈ R3 : k2 = E}, (10.4)
ξ(k, ϕ) = Rek(cosϕ− 1) + k⊥ sinϕ, k⊥ = Imk ×Rek|Imk| , (10.5)
and Lemma 1. In turn, (10.2) follows from U1 ∈ L∞(ΩE\ReΩE), definition (2.11) (d = 3)
and the fact that p = −ξ(k, ϕ), ϕ ∈ [0, 2pi], is a parametrization of the set {p ∈ R3 : p2 =
2kp}, k ∈ ΣE\ReΣE. To prove (10.3) consider
Ω′E = {k ∈ C3, l ∈ C3 : k2 = l2 = E, Imk = Im l},
ReΩ′E = {k ∈ R3, l ∈ C3 : k2 = l2 = E}.
(10.6)
Note that
Ω′E\ReΩ′E ≈ ΩE\ReΩE,
(k, l) ∈ Ω′E\ReΩ′E ⇒ (k, k − l) ∈ ΩE\ReΩE ,
(k, p) ∈ ΩE\ReΩE ⇒ (k, k − p) ∈ Ω′E\ReΩ′E.
(10.7)
Consider
u2(k, l) = U2(k, k − l), (k, l) ∈ Ω′E\ReΩ′E . (10.8)
The property U2 ∈ L∞(ΩE\ReΩE) is equivalent to the property
u2 ∈ L∞(Ω′E\ReΩ′E). Property (10.3) is equivalent to the property
u2(k + ξ(k, ϕ), l) ∈ L∞((Ω′E\ReΩ′E)× [0, 2pi]) (as a function of k, l, ϕ). (10.9)
Property (10.9) follows from the property
u2(ζ(l, ψ, ϕ) + iIm l, l) ∈ L∞((ΣE\ReΣE)× [0, 2pi]× [0, 2pi]),
(as a function of l, ψ, ϕ),
(10.10)
where
ζ(l, ψ, ϕ) = Re l cos(ϕ− ψ) + l⊥ sin(ϕ− ψ), l⊥ = Im l ×Re l|Im l| . (10.11)
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Note that k = ζ(l, ψ, ϕ), ϕ ∈ [0, 2pi], at fixed ψ ∈ [0, 2pi] is a parametrization of the
set Sl = {k ∈ C3 : k2 = l2, Imk = Im l}, l ∈ ΣE\ReΣE. In turn, (10.10) follows
from u2 ∈ L∞(Ω′E\ReΩ′E), definition (10.6) and the aforementioned fact concerning the
parametrization of Sl. Thus, properties (10.10), (10.9), (10.3) are proved. This completes
the proof of (10.1).
Let us prove now (4.11).
We have that
{U1, U2}(λ, p, E) = {U1, U2}1(λ, p, E) + {U1, U2}2(λ, p, E), (10.12)
where
{U1, U2}1(λ, p, E) = −pi
4
(E−p2/4)1/2 sgn (|λ|
2 − 1)(|λ|2 + 1)
λ¯|λ| {U1, U2}3(λ, p, E), (10.13a)
{U1, U2}3(λ, p, E) =
∫ pi
−pi
(cosϕ− 1)×
U1(k(λ, p, E),−ξ(λ, p, E, ϕ))U2(k(λ, p, E) + ξ(λ, p, E, ϕ), p+ ξ(λ, p, E, ϕ))dϕ,
(10.13b)
{U1, U2}2(λ, p, E) = pi
4
|p|
λ¯
{U1, U2}4(λ, p, E), (10.14a)
{U1, U2}4(λ, p, E) =
∫ pi
−pi
sinϕ×
U1(k(λ, p, E),−ξ(λ, p, E, ϕ))U2(k(λ, p, E) + ξ(λ, p, E, ϕ), p+ ξ(λ, p, E, ϕ))dϕ,
(10.14b)
λ ∈ C\(T ∪ 0), p ∈ B2τ√E\Lν , τ ∈]0, 1[.
Formulas (4.2), (4.3) imply that
|ξ|2 = |Rek|2((cosϕ− 1)2 + (sinϕ)2) = 4|Rek|2(sin(ϕ/2))2, (10.15)
where ξ = ξ(λ, p, E, ϕ), k = k(λ, p, E).
The relation p2 = 2k(λ, p, E)p, p ∈ R3, implies that
p = −Rek(λ, p, E)(cosψ − 1)− k⊥(λ, p, E) sinψ (10.16)
for some ψ = ψ(λ, p, E) ∈ [−pi, pi], where k⊥(λ, p, E) is defined by (4.3). Formulas (4.2),
(4.3), (10.16) imply that
|p+ ξ|2 = |Rek|2((cosϕ− cosψ)2 + (sinϕ− sinψ)2) = 4|Rek|2(sin ϕ− ψ
2
)2
,
|p|2 = 4|Rek|2(sin ψ
2
)2
,
(10.17)
where ξ = ξ(λ, p, E, ϕ), k = k(λ, p, E), ψ = ψ(λ, p, E).
30
Approximate inverse scattering at fixed energy in three dimensions
Using the assumptions of Lemma 3 and formulas (10.13b), (10.14b), (10.15), (10.17)
we obtain that
|{U1, U2}3(λ, p, E)| ≤
pi∫
−pi
(1− cosϕ)|||U1|||E,µ|||U2|||E,µdϕ
(1 + 2r| sin(ϕ/2)|)µ(1 + 2r| sin(ϕ−ψ2 )|)µ , (10.18)
|{U1, U2}4(λ, p, E)| ≤
pi∫
−pi
| sinϕ| |||U1|||E,µ|||U2|||E,µdϕ
(1 + 2r| sin(ϕ/2)|)µ(1 + 2r| sin(ϕ−ψ2 )|)µ , (10.19)
where r = Rek(λ, p, E), ψ = ψ(λ, p, E).
Consider
A(r, ψ, α, β) =
pi∫
−pi
(1− cosϕ)dϕ
(1 + 2r| sin(ϕ/2)|)α(1 + 2r| sin(ϕ−ψ2 )|)β , (10.20a)
B(r, ψ, α, β) =
pi∫
−pi
| sinϕ| dϕ
(1 + 2r| sin(ϕ/2)|)α(1 + 2r| sin(ϕ−ψ2 )|)β , (10.20b)
where r ≥ 0, ψ ∈ [−pi, pi], α ≥ 2, β ≥ 2. Due to (10.18)-(10.20) we have that
|{U1, U2}3(λ, p, E)| ≤ |||U1|||E,µ|||U2|||E,µA(r, ψ, µ, µ), (10.21a)
|{U1, U2}4(λ, p, E)| ≤ |||U1|||E,µ|||U2|||E,µB(r, ψ, µ, µ), (10.21b)
where r = Rek(λ, p, E), ψ = ψ(λ, p, E).
Lemma 12. Let r ≥ 0, ψ ∈ [−pi, pi], ρ = 2r| sin(ψ/2)|, α ≥ 2, β ≥ 2. Then
A(r, ψ, α, β) ≤
4∑
j=1
Aj(r, ψ, α, β), (10.22)
A1(r, ψ, α, β) ≤ min
(
ρ3
6r3
,
ρ
r3
)
1
(1 + ρ/2)β
, (10.23)
A2(r, ψ, α, β) ≤ ρ
3
r3
1
(1 + ρ/2)α+1
, (10.24)
A3(r, ψ, α, β) ≤ 4ρ
3
r3
1
(1 + ρ)α(1 + ρ/2)
, (10.25)
A4(r, ψ, α, β) ≤
(
3
1 + r2
+
2pi
(1 +
√
2r)α
)
1
(1 + ρ/2)β
, (10.26)
B(r, ψ, α, β) ≤
4∑
j=1
Bj(r, ψ, α, β), (10.27)
B1(r, ψ, α, β) ≤ min
(
ρ2
2r2
,
√
2ρ
r2
)
1
(1 + ρ/2)β
, (10.28)
31
R.G.Novikov
B2(r, ψ, α, β) ≤ 2ρ
2
r2
1
(1 + ρ/2)α+1
, (10.29)
B3(r, ψ, α, β) ≤ 4ρ
2
r2
1
(1 + ρ)α(1 + ρ/2)
, (10.30)
B4(r, ψ, α, β) ≤
(
5
1 + r
+
3
(1 +
√
2r)α
)
1
(1 + ρ/2)β
. (10.31)
Proof of Lemma 12. Note that
A(r, ψ, α, β) = A(r,−ψ, α, β), B(r, ψ, α, β) = B(r,−ψ, α, β). (10.32)
Therefore, it is sufficient to prove Lemma 12 for ψ ∈ [0, pi]. Let
W1(r, ψ, α, β, ϕ) =
1− cosϕ
(1 + 2r| sin(ϕ/2)|)α(1 + 2r| sin(ϕ−ψ2 )|)β ,
W2(r, ψ, α, β, ϕ) =
sinϕ
(1 + 2r| sin(ϕ/2)|)α(1 + 2r| sin(ϕ−ψ
2
)|)β .
(10.33)
For ψ ∈ [0, pi] we have that:
A(r, ψ, α, β) ≤ 2
pi∫
0
W1(r, ψ, α, β, ϕ)dϕ =
4∑
j=1
Aj(r, ψ, α, β), (10.34)
where
A1(r, ψ, α, β) = 2
ψ/2∫
0
W1(r, ψ, α, β, ϕ)dϕ, (10.35)
A2(r, ψ, α, β) = 2
ψ∫
ψ/2
W1(r, ψ, α, β, ϕ)dϕ, (10.36)
A3(r, ψ, α, β) = 2
min (3ψ/2,pi)∫
ψ
W1(r, ψ, α, β, ϕ)dϕ, (10.37)
A4(r, ψ, α, β) = 2
pi∫
min (3ψ/2,pi)
W1(r, ψ, α, β, ϕ)dϕ; (10.38)
B(r, ψ, α, β) ≤ 2
pi∫
0
W2(r, ψ, α, β, ϕ)dϕ =
4∑
j=1
Bj(r, ψ, α, β), (10.39)
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where
B1(r, ψ, α, β) = 2
ψ/2∫
0
W2(r, ψ, α, β, ϕ)dϕ, (10.40)
B2(r, ψ, α, β) = 2
ψ∫
ψ/2
W2(r, ψ, α, β, ϕ)dϕ, (10.41)
B3(r, ψ, α, β) = 2
min (3ψ/2,pi)∫
ψ
W2(r, ψ, α, β, ϕ)dϕ, (10.42)
B4(r, ψ, α, β) = 2
pi∫
min (3ψ/2,pi)
W2(r, ψ, α, β, ϕ)dϕ. (10.43)
To prove Lemma 12 it remains to prove estimates (10.23)-(10.26), (10.28)-(10.31)
for A1, A2, A3, A4, B1, B2, B3, B4 defined by (10.35)-(10.38), (10.40)-(10.43) for ψ ∈ [0, pi].
Note that in these proofs given below we largely use the following formulas
ρ = 2r sin(ψ/2) = 4r sin(ψ/4) cos(ψ/4),
ρ/2 ≤ 2r sin(ψ/4), sin(ψ/4) ≤ ρ
2
√
2r
,
(10.44)
where ψ ∈ [0, pi].
Proof of estimate (10.23) for A1 of (10.35). We have that
A1 =
ψ/2∫
0
4(sin(ϕ/2))2dϕ
(1 + 2r sin(ϕ/2))α(1 + 2r| sin(ϕ−ψ2 )|)β ≤
1
(1 + 2r sin(ψ/4))β
ψ/2∫
0
4(sin(ϕ/2))2dϕ
(1 + 2r sin(ϕ/2))α
,
(10.45)
1
(1 + 2r sin(ψ/4))β
(10.44)
≤ 1
(1 + ρ/2)β
, (10.46)
ψ/2∫
0
4(sin(ϕ/2))2dϕ
(1 + 2r sin(ϕ/2))α
≤
ψ/2∫
0
4(sin(ϕ/2))2dϕ ≤ 8
√
2
ψ/2∫
0
(sin(ϕ/2))2d sin(ϕ/2) ≤
8
√
2
3
(sin(ψ/4))3
(10.44)
≤ 8
√
2
3
(
ρ
√
2
4r
)3
=
1
6
(
ρ
r
)3
,
(10.47a)
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ψ/2∫
0
4(sin(ϕ/2))2dϕ
(1 + 2r sin(ϕ/2))α
≤
ψ/2∫
0
4dϕ
4r2(1 + 2r sin(ϕ/2))α−2
≤
ψ
2
1
r2
≤ pi
2
sin(ψ/2)
1
r2
=
pi
4
ρ
r3
,
(10.47b)
where ψ ∈ [0, pi], α ≥ 2, β ≥ 2. Estimate (10.23) for A1 of (10.35) follows from (10.45)-
(10.47).
Proof of estimates (10.24) for A2 of (10.36). We have that
A2 =
ψ∫
ψ/2
4(sin(ϕ/2))2dϕ
(1 + 2r sin(ϕ/2))α(1 + 2r| sin(ϕ−ψ2 )|)β ≤
4(sin(ψ/2))2
(1 + 2r sin(ψ/4))α
ψ/2∫
0
dϕ
(1 + 2r sin(ϕ/2))β
,
(10.48)
4(sin(ψ/2))2
(1 + 2r sin(ψ/4))α
(10.44)
≤ (ρ/r)
2
(1 + ρ/2)α
, (10.49)
ψ/2∫
0
dϕ
(1 + 2r sin(ϕ/2))β
=
ψ/2∫
0
(2/ cos(ϕ/2))d sin(ϕ/2)
(1 + 2r sin(ϕ/2))β
≤
2
√
2
sin(ψ/4)∫
0
dt
(1 + 2rt)β
=
√
2
r(β − 1)
(
1− 1
(1 + 2r sin(ψ/4))β−1
)
≤
√
22r sin(ψ/4)
r(1 + 2r sin(ψ/4))
(10.44)
≤ ρ
r(1 + ρ/2)
,
(10.50)
where ψ ∈ [0, pi], α ≥ 2, β ≥ 2. Estimate (10.24) for A2 of (10.36) follows from (10.48)-
(10.50).
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Proof of estimate (10.25) for A3 of (10.37). We have that
A3 =
min (pi,3ψ/2)∫
ψ
16
(
sin(ϕ/4) cos(ϕ/4))2dϕ
(1 + 2r sin(ϕ/2))α(1 + 2r sin(ϕ−ψ2 )
)β ≤
16(sin(3ψ/8)2
(1 + 2r sin(ψ/2))α
min (pi,3ψ/2)∫
ψ
dϕ
(1 + 2r sin(ϕ−ψ2 )
)β ≤
16(sin(ψ/2)2
(1 + 2r sin(ψ/2))α
ψ/2∫
0
dϕ
(1 + 2r sin(ϕ/2))β
≤
(10.44),(10.50)
≤ 4ρ
3
r3(1 + ρ)α(1 + ρ/2)
,
(10.51)
where ψ ∈ [0, pi], α ≥ 2, β ≥ 2. Estimate (10.25) for A3 of (10.37) is proved.
Proof of estimate (10.26) for A4 of (10.38). We have that
A4 =
pi∫
min (pi,3ψ/2)
4(sin(ϕ/2))2dϕ
(1 + 2r sin(ϕ/2))α(1 + 2r sin
(
ϕ−ψ
2
)
)β
≤
1
(1 + 2r sin(ψ/4))β
pi∫
0
4(sin(ϕ/2))2dϕ
(1 + 2r sin(ϕ/2))α
≤
1
(1 + ρ/2)β
( pi/2∫
0
+
pi∫
pi/2
)
4(sin(ϕ/2))2dϕ
(1 + 2r sin(ϕ/2))α
,
(10.52)
pi/2∫
0
4(sin(ϕ/2))2dϕ
(1 + 2r sin(ϕ/2))α
(10.47a)
≤ 8
√
2
3
(sin(pi/4))3 =
4
3
, (10.53a)
pi/2∫
0
4(sin(ϕ/2))2dϕ
(1 + 2r sin(ϕ/2))α
(10.47b)
≤ pi
2r2
, (10.53b)
pi∫
pi/2
4(sin(ϕ/2))2dϕ
(1 + 2r sin(ϕ/2))α
≤ 2pi
(1 + 2r sin(pi/4))α
, (10.54)
where ψ ∈ [0, pi], α ≥ 2, β ≥ 2. Formulas (10.52)-(10.54) imply that
A4 ≤ 4
3
min
(
1,
5
4r2
)
+
2pi
(1 +
√
2r)α
. (10.55)
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Estimate (10.26) for A4 of (10.38) follows from (10.55) and the inequality
1 + c
1 + s
≥ min (1, c
s
)
, c ≥ 0, s ≥ 0. (10.56)
Proof of estimate (10.28) for B1 of (10.40). We have that
B1 =
ψ/2∫
0
2 sin(ϕ)dϕ
(1 + 2r sin(ϕ/2))α(1 + 2r| sin(ϕ−ψ
2
)|)β ≤
1
(1 + 2r sin(ψ/4))β
ψ/2∫
0
2 sin(ϕ)dϕ
(1 + 2r sin(ϕ/2))α
≤
1
(1 + ρ/2)β
ψ/2∫
0
4 sin(ϕ/2) cos(ϕ/2)dϕ
(1 + 2r sin(ϕ/2))α
=
1
(1 + ρ/2)β
sin(ψ/4)∫
0
8tdt
(1 + 2rt)α
,
(10.57)
sin(ψ/4)∫
0
8tdt
(1 + 2rt)α
≤
sin(ψ/4)∫
0
8tdt = 4(sin(ψ/4))2
(10.44)
≤ ρ
2
2r2
, (10.58a)
sin(ψ/4)∫
0
8tdt
(1 + 2rt)α
≤ 4 sin(ψ/4)
r
(10.44)
≤
√
2ρ
r2
, (10.58b)
where ψ ∈ [0, 2pi], α ≥ 2, β ≥ 2. Estimate (10.28) for B1 of (10.40) follows from (10.59),
(10.60).
Proof of estimate (10.29) for B2 of (10.41). We have that
B2 =
ψ∫
ψ/2
4 sin(ϕ/2) cos(ϕ/2)dϕ
(1 + 2r sin(ϕ/2))α(1 + 2r| sin(ϕ−ψ2 )|)β ≤
4 sin(ψ/2)
(1 + 2r sin(ψ/4))α
ψ/2∫
0
dϕ
(1 + 2r sin(ϕ/2))β
(10.44),(10.50)
≤ 2ρ
2
r2(1 + ρ/2)α+1
,
(10.59)
where ψ ∈ [0, pi], α ≥ 2, β ≥ 2. Estimate (10.29) for B2 of (10.41) is proved.
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Proof of estimate (10.30) for B3 of (10.42). We have that
B3 =
min (pi,3ψ/2)∫
ψ
8 sin(ϕ/4) cos(ϕ/4) cos(ϕ/2)dϕ
(1 + 2r sin(ϕ/2))α(1 + 2r sin
(
ϕ−ψ
2
)
)β
≤
8 sin(3ψ/8)
(1 + 2r sin(ψ/2))α
min (pi,3ψ/2)∫
ψ
dϕ
(1 + 2r sin
(
ϕ−ψ
2
)
)β
≤
8 sin(ψ/2)
(1 + 2r sin(ψ/2))α
ψ/2∫
0
dϕ
(1 + 2r sin(ϕ/2))β
(10.44),(10.50)
≤ 4ρ
2
r2(1 + ρ)α(1 + ρ/2)
,
(10.60)
where ψ ∈ [0, pi], α ≥ 2, β ≥ 2. Estimate (10.30) for B3 of (10.42) is proved.
Proof of estimate (10.31) for B4 of (10.43). We have that
B4 =
pi∫
min (pi,3ψ/2)
2 sin(ϕ)dϕ
(1 + 2r sin(ϕ/2))α(1 + 2r sin
(
ϕ−ψ
2
)
)β
≤
1
(1 + 2r sin(ψ/4))β
pi∫
0
4 sin(ϕ/2) cos(ϕ/2)dϕ
(1 + 2r sin(ϕ/2))α
≤
1
(1 + ρ/2)β
( pi/2∫
0
+
pi∫
pi/2
)
8 sin(ϕ/2)d sin(ϕ/2)
(1 + 2r sin(ϕ/2))α
=
1
(1 + ρ/2)β
( sin(pi/4)∫
0
+
sin(pi/2)∫
sin(pi/4)
8tdt
(1 + 2rt)α
,
(10.61)
sin(pi/4)∫
0
8tdt
(1 + 2rt)α
(10.58)
≤ 2min (1,
√
2
r
) (10.56)≤ 2(1 +
√
2)
1 + r
, (10.62)
sin(pi/2)∫
sin(pi/4)
8tdt
(1 + 2rt)α
≤ 4(2−
√
2)
(1 +
√
2r)α
, (10.63)
where ψ ∈ [0, pi], α ≥ 2, β ≥ 2. Estimate (10.31) for B4 of (10.43) follows from (10.61)-
(10.63).
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Lemma 12 is proved.
Lemma 13. Let
r = r(λ, ρ, E) = ((E − ρ2/4)(|λ|+ |λ|−1)2 + ρ2)1/2/2,
| sin(ψ/2)| = ρ/(2r), (10.64)
where λ ∈ C\0, ρ ∈ [0, 2τ√E], E > 0, τ ∈]0, 1[, ψ ∈ [−pi, pi]. Let
z = (1− τ2)/(4τ2). (10.65)
Then:
(E − ρ2/4)1/2(|λ|2 + 1)
|λ|2 A1 ≤
4|λ|
(|λ|2 + 1)2z(1 + ρ/2)β , (10.66)
(E − ρ2/4)1/2(|λ|2 + 1)
|λ|2 A2 ≤
16|λ|
(|λ|2 + 1)2z(1 + ρ/2)α , (10.67)
(E − ρ2/4)1/2(|λ|2 + 1)
|λ|2 A3 ≤
64|λ|
(|λ|2 + 1)2z(1 + ρ)α , (10.68)
(E − ρ2/4)1/2(|λ|2 + 1)
|λ|2 A4 ≤
4
√
2(3 + pi)
(|λ|2 + 1)√Emin (1, 2√z)(1 + ρ/2)β , (10.69)
ρB1
|λ| ≤
4
√
2|λ|
(|λ|2 + 1)2z(1 + ρ/2)β , (10.70)
ρB2
|λ| ≤
16|λ|
(|λ|2 + 1)2z(1 + ρ/2)α , (10.71)
ρB3
|λ| ≤
32|λ|
(|λ|2 + 1)2z(1 + ρ)α , (10.72)
ρB4
|λ| ≤
15
(|λ|2 + 1)√z(1 + ρ/2)β , (10.73)
where Aj = Aj(r, |ψ|, α, β), Bj = Bj(r, |ψ|, α, β) are the same that in Lemma 12, j =
1, 2, 3, 4, α ≥ 2, β ≥ 2.
Proof of Lemma 13. The property ρ ∈ [0, 2τ√E] and formula (10.65) imply that
E − ρ2/4 ≥ zρ2. (10.74)
Further, proceeding from (10.23)-(10.26), (10.28)-(10.31), (10.64) and (10.74) we prove
separately each of estimates (10.67)-(10.74).
Proof of (10.66). Note that
(E − ρ2/4)1/2ρ3
6r3
(10.64)
=
8(E − ρ2/4)1/2ρ3
6((E − ρ2/4)(|λ|+ |λ|−1)2 + ρ2)3/2 ≤
4ρ3
3(|λ|+ |λ|−1)((E − ρ2/4)(|λ|+ |λ|−1)2 + ρ2)
(10.74)
≤ 4ρ
3z(|λ|+ |λ|−1)3 ,
(10.75)
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(E − ρ2/4)1/2ρ
r3
(10.64)
=
8(E − ρ2/4)1/2ρ
((E − ρ2/4)(|λ|+ |λ|−1)2 + ρ2)3/2 ≤
8ρ
(|λ|+ |λ|−1)((E − ρ2/4)(|λ|+ |λ|−1)2 + ρ2)
(10.74)
≤ 8
ρz(|λ|+ |λ|−1)3 ,
(10.76)
(E − ρ2/4)1/2min ( ρ3
6r3
,
ρ
r3
) (10.75)−(10.76)≤
8min (ρ/6, 1/ρ)
z(|λ|+ |λ|−1)3 ≤
8√
6(|λ|+ |λ|−1)3 .
(10.77)
Estimate (10.66) follows from (10.23), (10.77).
Proof of (10.67). Estimate (10.67) follows from (10.24) and (10.75).
Proof of (10.68). Estimate (10.68) follows from (10.25) and (10.75).
Proof of (10.69). Note that
(E − ρ2/4)1/2
(
3
1 + r2
+
2pi
(1 +
√
2r)α
)
≤ (E − ρ
2/4)1/2(3 + pi)
r2
(10.64)
≤
4(3 + pi)
(|λ|+ |λ|−1)((E − ρ2/4)(|λ|+ |λ|−1)2 + ρ2)1/2 ≤
4(3 + pi)
(E − ρ2/4)1/2(|λ|+ |λ|−1)2 .
(10.78)
In addition,
ρ2 ≤ 2E ⇒ E − ρ2/4 ≥ E/2;
ρ2 ≥ 2E, E − ρ2/2 ≥ zρ2 (see (10.74))⇒ E − ρ2/2 ≥ 2zE. (10.79)
Thus,
E − ρ2/2 ≥ min (E/2, 2zE) for ρ ∈ [0, 2τ
√
E]. (10.80)
Estimate (10.69) follows from (10.26), (10.78), (10.80).
Proof of (10.70). Note that
ρ3
2r2
(10.64)
=
2ρ3
(E − ρ2/4)(|λ|+ |λ|−1)2 + ρ2
(10.74)
≤ 2ρ
z(|λ|+ |λ|−1)2 , (10.81)√
2ρ2
r2
(10.64)
=
4
√
2ρ2
(E − ρ2/4)(|λ|+ |λ|−1)2 + ρ2
(10.74)
≤ 4
√
2
z(|λ|+ |λ|−1)2 . (10.82)
Estimate (10.70) follows from (10.28), (10.81), (10.82).
Proof of (10.71). Estimate (10.71) follows from (10.29), (10.82).
Proof of (10.72). Estimate (10.72) follows from (10.30), (10.82).
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Proof of (10.73). Note that
ρ
(
3
1 + r
+
3
(1 +
√
2r)α
)
≤ (5 + 3/
√
2)ρ
r
(10.64)
=
(10 + 3
√
2)ρ
((E − ρ2/4)(|λ|+ |λ|−1)2 + ρ2)1/2 ≤
15√
z(|λ|+ |λ|−1) .
(10.83)
Estimate (10.73) follows from (10.31), (10.83).
Lemma 13 is proved.
Estimate (4.11) follows from (10.12)-(10.14), (10.21), (10.22) and Lemma 13.
Property (4.10) follows from (10.1), (4.11).
Lemma 3 is proved.
11. Proofs of Lemmas 5, 9, 10, 11
Proof of Lemma 5. Estimate (5.23) follows from (2.8), (2.29a), (5.1), (5.9a). To prove
estimate (5.24) we proceed from estimates (2.27), (2.29) and equation (2.20). Due to (2.8),
(2.29), we have, in particular, that
|hγ(k, l)| ≤ N
(1− η)(1 + |k − l|2)µ/2 , (11.1a)
|hγ(k, l)− hγ(k, l′)− vˆ(k − l) + vˆ(k − l′)| ≤ c
′′
2(µ)ηN |l − l′|α
(1− η)(1 + |k − l|2)µ/2 , (11.1b)
where k, l, l′ ∈ S2√
E
, γ ∈ S2, |l − l′| ≤ 1 (and η is given by (2.31)).
Consider formulas (6.5)-(6.7) for n = 0. Note that
h(0)γ (k, l) = f(k, l), hγ(k, l) = f(k, l) + t
(0)
γ (k, l), (11.2)
where γ ∈ S2, k, l ∈ S2√
E
. The following estimate holds:
|t(0)γ (k, l)− t(0)γ′ (k′, l)| ≤
N2(c2(µ)c3(0, µ, σ, 3)E
−σ/2|k − k′|α + c13(β, µ)|γ − γ′|β)
(1− η)2(1− δ)(1 + |k − l|2)µ/2 , (11.3)
where k, k′, l ∈ S2√
E
, γ, γ′ ∈ S2, γk = γ′k′ = 0, |γ − γ′| ≤ 1, |k− k′| ≤ 1, 0 < β ≤ 1/2 (and
η, δ are given by (2.31), (5.22)).
Proof of (11.3). Using (6.7) for n = 0 we obtain that
t(0)γ (k, ·)− t(0)γ′ (k′, ·) = Bγ(k)f(k, ·)−Bγ′(k′)f(k′, ·) +Bγ(k)t(0)γ (k, ·)−
Bγ′(k
′)t(0)γ′ (k
′, ·),
(11.4)
t(0)γ (k, ·)− t(0)γ′ (k′, ·) = Bγ(k)(f(k, ·)− f(k′, ·)) + (Bγ(k)−Bγ′(k′))×
(f(k′, ·) + t(0)γ′ (k′, ·)) +Bγ(k)(t(0)γ (k, ·)− t(0)γ′ (k′, ·)),
(11.5)
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where k, k′ ∈ S2√
E
, γ, γ′ ∈ S2. We consider (11.5) as a linear integral equation for
t
(0)
γ (k, ·)− t(0)γ′ (k′, ·). In addition, the following estimates hold:
|Bγ(k)(f(k, ·)− f(k′, ·))(l)| ≤ δc2(µ)N
2|k − k′|α
(1− η)2(1 + |k − l|2)µ/2 , (11.6)
|(Bγ(k)−Bγ′(k′))(f(k′, ·) + t(0)γ′ (k′, ·))(l)| ≤
c′2(µ)c13(β, µ)N
2|γ − γ′|β
(1− η)2(1 + |k − l|2)µ/2 , (11.7)
where k, k′, l ∈ S2√
E
, γ, γ′ ∈ S2, γk = γ′k′ = 0, |γ − γ′| ≤ 1, |k − k′| ≤ 1, 0 < β < 1/2,
E ≥ 1. Estimate (11.6) follows from (2.39) (for β = 0), (2.27a), (2.28a), (5.22). Estimate
(11.7) follows from (11.1a), (11.2) and the following lemma:
Lemma 14. Let Bγ(k) and Λk be defined by (2.38), (2.40). Then:
‖Λµk(Bγ(k)−Bγ′(k′))Λ−µk u‖C(S2√E) ≤ c13(β, µ)E
β−1/2‖f‖C(ME),µ×
‖u‖
C(S
2√
E)
|γ − γ′|β,
(11.8)
where k, k′ ∈ S2√
E
, γ, γ′ ∈ S2, γk = γ′k′ = 0, |γ − γ′| ≤ 1, µ ≥ 2, 0 < β ≤ 1/2, E ≥ 1.
Proof of Lemma 14. From (2.38) it follows that
(Bγ(k)−Bγ′(k′))U(l) = pii√
E
∫
S
2√
E
U(m)(χ(mγ)− χ(mγ′))f(m, l)dm, (11.9)
|(Bγ(k)−Bγ′(k′))Λ−µk u(l)| ≤
pi√
E
‖f‖C(ME),µ‖u‖C(S2√E)×∫
S
2√
E
|χ(mγ)− χ(mγ′)|dm
(1 + |k −m|2)µ/2(1 + |m− l|2)µ/2 ,
(11.10)
where k, k′ ∈ S2√
E
, γ, γ′ ∈ S2, γk = γ′k′ = 0. Consider
Dk,l = {m ∈ S2√E : |m− k| < |m− l|},
Dl,k = {m ∈ S2√E : |m− k| > |m− l|}, k, l ∈ S2√E .
(11.11)
Note that
|m− l| > |k − l|/2 for m ∈ Dk,l, |m− k| > |k − l|/2 for m ∈ Dl,k. (11.12)
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We have that
1√
E
∫
S
2√
E
|χ(mγ)− χ(mγ′)|dm
(1 + |k −m|2)µ/2(1 + |m− l|2)µ/2
(11.12)
≤ 1√
E(1 + |k − l|2/4)µ/2×
( ∫
Dk,l
|χ(mγ)− χ(mγ′)|dm
(1 + |k −m|2)µ/2 +
∫
Dl,k
|χ(mγ)− χ(mγ′)|dm
(1 + |m− l|2)µ/2
)
≤
1√
E(1 + |k − l|2/4)µ/2
( ∫
S
2√
E
|χ(mγ)− χ(mγ′)|dm
(1 + |k −m|2)µ/2 +
∫
S
2√
E
|χ(mγ)− χ(mγ′)|dm
(1 + |m− l|2)µ/2
)
≤
√
E
(1 + |k − l|2/4)µ/2
( ∫
S
2√
E
|χ(nγ)− χ(nγ′)|dn
(1 + E|n− kˆ|2)µ/2 +
∫
S
2√
E
|χ(nγ)− χ(nγ′)|dn
(1 + E|n− lˆ|2)µ/2
)
,
(11.13)
where k, l ∈ S2√
E
, kˆ = k/
√
E, lˆ = l/
√
E. Further, by the Ho¨lder inequality we have that
∫
S
2
|χ(nγ)− χ(nγ′)|dn
(1 +E|n− ω|2)µ/2 ≤
(∫
S
2
|χ(nγ)− χ(nγ′)|pdn
)1/p
×
(∫
S
2
dn
(1 + E|n− ω|2)pµ/(2(p−1))
)(p−1)/p
, γ, γ′, ω ∈ S2, p ∈]1,+∞[.
(11.14)
In addition, ∫
S
2
dn
(1 + E|n− ω|2)p/(p−1) ≤
c14(p)
E
, p ∈]1,+∞[, (11.15)
∫
S
2
|χ(nγ)− χ(nγ′)|pdn =
∫
S
2
|χ(nγ)− χ(nγ′)|dn =
2
pi∫
0
sin(ψ)
ϕ(γ,γ′)∫
0
dϕdψ = 4ϕ(γ, γ′) ≤ 4pi
3
|γ − γ′|,
(11.16)
where |γ − γ′| ≤ 1 and ϕ(γ, γ′) is (absolute value of) the angle between γ and γ′. Note
that in (11.16) we have used the following: (1) the property that χ(nγ) − χ(nγ′) takes
values in the set {−1, 0, 1}; (2) Euclidean basis e1, e2, e3, where e1 = γ, e3 = γ×γ
′
|γ×γ′| ,
e2 = −e1 × e3, and the standard spherical coordinates related with this basis; (3) the
formulas |γ−γ′|/2 = sin(ϕ(γ, γ′)/2), 1/2 = sin(pi/6), (pi/3) sin(ϕ/2) ≥ ϕ/2 for ϕ ∈ [0, pi/3].
Estimate (11.8) follows from (11.10), (11.13)-(11.16), where p = 1/β. Lemma 14 is
proved. Thus, estimate (11.7) is also proved.
Estimate (11.3) follows from (11.5)-(11.7) and (2.39) (for β = 0), (5.22). This com-
pletes the proof of (11.3).
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Using (11.2) we obtain that
hγ(k, l)− hγ′(k′, l′) = h˜γ(k, l)− h˜γ′(k′, l′) =
h˜γ(k, l)− h˜γ′(k′, l) + h˜γ′(k′, l)− h˜γ′(k′, l′) =
f˜(k, l)− f˜(k′, l) + t(0)γ (k, l)− t(0)γ′ (k′, l)+
h˜γ′(k
′, l)− h˜γ′(k′, l′) for k − l = k′ − l′,
(11.17)
where
h˜γ(k, l) = hγ(k, l)− vˆ(k − l), f˜(k, l) = f(k, l)− vˆ(k − l), (11.18)
k, l, k′, l′ ∈ S2√
E
, γ, γ′ ∈ S2 .
Estimate (5.24) follows from (11.17), (11.18), (2.28b), (11.1b), (11.3), (2.31), (2.8),
(5.1), (5.9a) and the formulas
|k(λ, p, E)− k(λ′, p, E)| = |l(λ, p, E)− l(λ′, p, E)| = (E − p2/4)1/2|λ− λ′|,
|γ±(k(λ, p, E), p)− γ±(k(λ′, p, E), p)| ≤ |λ− λ′|, (11.19)
∆s ≥ ∆t for 0 < s ≤ t, 0 ≤ ∆ ≤ 1, (E − p2/4)1/2 ≤ E1/2, (11.20)
where k(λ, p, E) is given by (3.8), l(λ, p, E) = k(λ, p, E) − p, γ±(k, p) are given in (5.1),
λ, λ′ ∈ T , p ∈ B2τ√E\Lν , τ ∈]0, 1[. This completes the proof of (5.24).
To obtain (5.25b) we proceed from (5.11), (5.23), (5.24). First, using (5.23), (5.24) we
obtain that: H0E,τ (·, p) defined by (5.11a) is a bounded holomorphic function on D+ and is
extended continuously on D+ ∪T ; H0E,τ (·, p) defined by (5.11b) is a bounded holomorphic
function on D− and is extended continuously on D− ∪T . Therefore, due to the maximum
principle for holomorphic functions to prove (5.25b) it is sufficient to prove that
|H0E,τ,±(λ, p)| ≤ 2µ/2N +
c7(α, µ, σ, β)N
2
(1− η)2(1− δ)Eβ/2 , λ ∈ T , p ∈ B2τ
√
E\Lν , (11.21)
where
H0E,τ,±(λ, p) = H
0
E,τ (λ(1∓ 0), p), λ ∈ T , p ∈ B2τ√E\Lν . (11.22)
Proceeding from (11.22), (5.11) we obtain that
H0E,τ,+(λ, p) = vˆ(p) +
1
2pii
∫
T
(H+(ζ, p, E)− vˆ(p)) dζ
ζ − λ(1− 0) =
vˆ(p) +
1
2
(
H+(λ, p, E)− vˆ(p)
)
+
1
2pii
p.v.
∫
T
(H+(ζ, p, E)− vˆ(p)) dζ
ζ − λ,
H0E,τ,−(λ, p) = vˆ(p)−
1
2pii
∫
T
(H−(ζ, p, E)− vˆ(p)) λdζ
ζ(ζ − λ(1 + 0)) =
vˆ(p) +
1
2
(
H−(λ, p, E)− vˆ(p)
)− 1
2pii
p.v.
∫
T
(H−(ζ, p, E)− vˆ(p)) λdζ
ζ(ζ − λ) ,
(11.23)
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where λ ∈ T , p ∈ B2τ√E\Lν .
Estimate (11.21) follows from formulas (11.23), where we use the decomposition
p.v.
∫
T
= p.v.
∫
Tλ,E
+
∫
T \Tλ,E
,
Tλ,E = {ζ ∈ T : |ζ − λ| ≤ E−1/2},
(11.24a)
and from the estimation of p.v.
∫
Tλ,E
using (5.23), (5.24) and the formulas
∣∣∣∣p.v.
∫
Tλ,E
dζ
ζ − λ
∣∣∣∣ ≤ c15E1/2 ,
∣∣∣∣p.v.
∫
Tλ,E
dζ
ζ(ζ − λ)
∣∣∣∣ ≤ c15E1/2 , E ≥ 1, (11.24b)
∫
Tλ,E
|ζ − λ|β|dζ|
|ζ − λ| ≤
c16
βEβ/2
, E ≥ 1, 0 < β ≤ 1, (11.24c)
and of
∫
T \Tλ,E
using (5.23), (2.31) and the formula
∫
T \Tλ,E
|dζ|
|ζ − λ| ≤ c17 ln (1 + E), E ≥ 1. (11.24d)
This completes the proof of (5.25b).
Lemma 5 is proved.
Proof of Lemma 9. Estimate (6.12) follows from (6.1), (6.4) and (2.39) for β = 0.
Estimate (6.13) follows from (6.2), (6.12), (6.4), (2.39) for β = α (and the property g2 >
g1).
Further, using (6.4) we obtain that
hγ(k, ·)− hγ′(k′, ·) = f(k, ·)− f(k′, ·) +Bγ(k)hγ(k, ·)−Bγ′(k′)hγ′(k′, ·), (11.25)
hγ(k, ·)− hγ′(k′, ·) = f(k, ·)− f(k′, ·) + (Bγ(k)−Bγ′(k′))hγ′(k′, ·)+
Bγ(k)(hγ(k, ·)− hγ′(k′, ·)),
(11.26)
where k, k′ ∈ S2√
E
, γ, γ′ ∈ S2. We consider (11.26) as a linear integral equation for
hγ(k, ·)− hγ′(k′, ·). In addition:
|f(k, l)− f(k′, l)|
(6.2)
≤ g2N |k − k
′|α
(1 + |k − l|2)µ/2 , (11.27)
|(Bγ(k)−Bγ′(k′))hγ′(k′, ·)(l)|
(6.12),(11.8)
≤ c
′
2(µ)c13(β, µ)(g1N)
2|γ − γ′|β
(1− δ1)(1 + |k − l|2)µ/2 , (11.28)
where k, k′, l ∈ S2√
E
, γ, γ′ ∈ S2, γk = γ′k′ = 0, |γ − γ′| ≤ 1, |k − k′| ≤ 1, 0 < β ≤ 1/2.
Estimate (6.14) follows from (11.26)-(11.28) and (2.39) for β = 0.
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Further, we have that
hγ(k, l)− hγ′(k′, l′) = (hγ(k, l)− hγ′(k′, l)) + (hγ′(k′, l)− hγ′(k′, l′)), (11.29)
where k, k′, l, l′ ∈ S2√
E
, γ, γ′ ∈ S2. Estimate (6.15) follows from (11.29), (6.13), (6.14),
(2.8), (5.1), (5.9a) and (11.19).
To obtain (6.16) we proceed from (5.11), (2.8), (5.1), (5.9), (6.12), (6.15). In a similar
way with the proof of (5.25b), to prove (6.16) it is sufficient to prove (6.16) for H0E,τ
replaced by its limits
H0E,τ,+(λ, p) = H
0
E,τ (λ(1− 0), p) =
1
2pii
∫
T
H+(ζ, p, E)
dζ
ζ − λ(1− 0) =
1
2
H+(λ, p, E) +
1
2pii
p.v.
∫
T
H+(ζ, p, E)
dζ
ζ − λ,
H0E,τ,−(λ, p) = H
0
E,τ (λ(1 + 0), p) = −
1
2pii
∫
T
H−(ζ, p, E)
λdζ
ζ(ζ − λ(1 + 0)) =
1
2
H−(λ, p, E) +
1
2pii
p.v.
∫
T
H−(ζ, p, E)
λdζ
ζ(ζ − λ) ,
(11.30)
where λ ∈ T , p ∈ B2τ√E\Lν . Estimate (6.16) (with H0E,τ replaced by H0E,τ,±) follows
from (11.30), where we use the decomposition (11.24), and from the estimation of p.v.
∫
Tλ,E
using (6.12) (with (2.8), (5.1), (5.9)), (6.15), (11.24b), (11.24c) and of
∫
T \Tλ,E
using (6.12)
(with (2.8), (5.1), (5.9)), (11.24d).
Estimate (6.17) follows from (6.1), (6.7) and (2.39) for β = 0. Estimate (6.18) follows
from (6.1), (6.7), (6.17) and (2.39) for β = α.
Further, using (6.7) we obtain that
t(n)γ (k, ·)− t(n)γ′ (k′, ·) = (Bγ(k))n+1f(k, ·)− (Bγ′(k′))n+1f(k′, ·)+
Bγ(k)t
(n)
γ (k, ·)−Bγ′(k′)t(n)γ′ (k′, ·),
(11.31)
t(n)γ (k, ·)− t(n)γ′ (k′, ·) = ((Bγ(k))n+1 − (Bγ′(k′))n+1)f(k′, ·)+
(Bγ(k))
n+1(f(k, ·)− f(k′, ·)) + (Bγ(k)−B′γ(k′))t(n)γ′ (k′, ·))+
Bγ(k)(t
(n)
γ (k, ·)− t(n)γ′ (k′, ·)),
(11.32)
where k, k′ ∈ S2√
E
, γ, γ′ ∈ S2, n ∈ N ∪ 0. We consider (11.32) as a linear integral equation
for t
(n)
γ (k, ·)− t(n)γ′ (k′, ·). In addition, the following estimates hold:
|(Bγ(k))n+1(f(k, ·)− f(k′, ·))(l)| ≤ δ
n+1
1 g2N |k − k′|α
(1 + |k − l|2)µ/2 , (11.33)
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|(Bγ(k)−Bγ′(k′))t(n)γ′ (k′, ·)(l)| ≤
c13(β, µ)δ
n+1
1 (g1N)
2|γ − γ′|β
(1− δ1)(1 + |k − l|2)µ/2
, (11.34)
|((Bγ(k))n+1 − (Bγ′(k′))n+1)f(k′, ·)(l)| ≤ (n+ 1)c13(β, µ)δ
n
1 (g1N)
2
(1 + |k − l|2)µ/2 , (11.35)
where n ∈ N ∪ 0, k, k′, l ∈ S2√
E
, γ, γ′ ∈ S2, γk = γ′k′ = 0, |γ − γ′| ≤ 1, |k − k′| ≤ 1,
0 < β ≤ 1/2. Estimate (11.33) follows from (6.2) and (2.39) for β = 0. Estimate (11.34)
follows from (6.17), (11.8), (6.1).
To obtain (11.35) we use, in particular, the formulas
An+11 −An+12 = (A1 − A2)An1 + A2(An1 −An2 ), (11.36)
‖An+11 − An+12 ‖ ≤ ‖A1 −A2‖‖A1‖n + ‖A2‖‖An1 −An2‖, (11.37)
‖An+11 − An+12 ‖ ≤ (n+ 1)‖A1 −A2‖ (max (‖A1‖, ‖A2‖))n, (11.38)
where A1, A2 are bounded linear operators in C(S
2√
E
), ‖ · ‖ denotes the norm of operators
in C(S2√
E
), n ∈ N ∪ 0. Note that (11.38) follows from (11.37) by the induction method.
Estimate (11.35) follows from (6.1), (6.2), (11.8), (11.38) for A1 = Λ
µ
kBγ(k)Λ
−µ
k , A2 =
ΛµkBγ′(k
′)Λ−µk , (2.38) and (2.39) for β = 0.
Estimate (6.19) follows from (11.32)-(11.35) and (2.39) for β = 0. Further, we have
that
t(n)γ (k, l)− t(n)γ′ (k′, l′) = (t(n)γ (k, l)− t(n)γ′ (k′, l)) + (t(n)γ′ (k′, l)− t(n)γ′ (k′, l′)), (11.39)
where n ∈ N ∪ 0, k, k′, l, l′ ∈ S2√
E
, γ, γ′ ∈ S2. Estimate (6.20) follows from (11.39), (6.18),
(6.19), (6.9), (11.19), (2.28c), (2.28d).
To obtain (6.21) we proceed from (6.9), (6.17), (6.20) and the definition of T 0,nE,τ . In a
similar way with the proofs of (5.25b) and (6.16), to prove (6.21) it is sufficient to prove
(6.21) for T 0,nE,τ replaced by its limits
T 0,nE,τ,+(λ, p) = T
0,n
E,τ (λ(1− 0), p) =
1
2pii
∫
T
T
(n)
+ (k(ζ, p, E), p)
dζ
ζ − λ(1− 0) ,
T 0,nE,τ,−(λ, p) = T
0,n
E,τ (λ(1 + 0), p) =
1
2pii
∫
T
T
(n)
− (k(ζ, p, E), p)
λdζ
ζ(ζ − λ(1 + 0)) ,
(11.40)
where λ ∈ T , p ∈ B2τ√E\Lν . Further, the proof of (6.21) (with T 0,nE,τ replaced by T 0,nE,τ,±)
is completely similar to the proof of (6.16) (with H0E,τ replaced by H
0
E,τ,±).
Lemma 9 is proved.
Proof of Lemma 10. Using (6.4) we obtain that
hγ(k, ·)− h˜γ(k, ·) = f(k, ·)− f˜(k, ·) +Bγ(k)hγ(k, ·)− B˜γ(k)h˜γ(k, ·), (11.41)
hγ(k, ·)− h˜γ(k, ·) = f(k, ·)− f˜(k, ·) + (Bγ(k)− B˜γ(k))h˜γ(k, ·)+
Bγ(k)(hγ(k, ·)− h˜γ(k, ·)),
(11.42)
46
Approximate inverse scattering at fixed energy in three dimensions
where k ∈ S2√
E
, γ ∈ S2, B˜γ(k) is defined by (2.38) with f replaced by f˜ . We consider
(11.42) as a linear integral equation for hγ(k, ·) − h˜γ(k, ·). Using estimate (6.12) with
hγ(k, l) replaced by h˜γ(k, l) and estimate (2.39) (for β = 0) with f replaced by f − f˜ , we
obtain that
|(Bγ(k)− B˜γ(k))h˜γ(k, ·)(l)| ≤
c3(0, µ, σ, 3)g1N‖f − f˜‖C(ME),µ
Eσ/2(1− δ1)(1 + |k − l|2)µ/2
(6.11)
≤ δ1‖f − f˜‖C(ME),µ
(1− δ1)(1 + |k − l|2)µ/2 ,
(11.43)
where γ ∈ S2, k, l ∈ S2√
E
. Estimate (6.22) follows from (11.42), (11.43) and (2.39) for
β = 0.
To prove (6.23) we proceed from (6.15), (6.22) and the definitions of H± and H˜±.
Due to (6.22) and the definitions of H± and H˜±, we have that
|(H± − H˜±)(k(λ, p, E), p)− (H± − H˜±)(k(λ′, p, E), p)| ≤
2‖f − f˜‖C(ME),µ
(1− δ1)2(1 + p2)µ/2 ,
(11.44)
where λ, λ′ ∈ T , p ∈ B2√E\Lν . Using (6.15) we obtain that
|(H± − H˜±)(k(λ, p, E), p)− (H± − H˜±)(k(λ′, p, E), p)| =
|H±(k(λ, p, E), p)−H±(k(λ′, p, E), p)− (H˜±(k(λ, p, E), p)− H˜±(k(λ′, p, E), p))|
≤ 2
(
c10(µ)(1 + δ2)g2N
1− δ1 +
c9(β, µ)(g1N)
2
(1− δ1)2Eβ/2
)
Eβ/2|λ− λ′|β
(1 + p2)µ/2
,
(11.45)
where λ, λ′ ∈ T , p ∈ B2√E\Lν , |λ − λ′| ≤ (E − p2/4)−1/2, 0 < β < min (α, 1/2). In
addition:
‖f − f˜‖C(ME),µ =
(‖f − f˜‖C(ME),µ)1−ε(‖f − f˜‖C(ME),µ)ε ≤(‖f − f˜‖C(ME),µ)1−ε(Eβ/2|λ− λ′|β)ε for ‖f − f˜‖C(ME),µ ≤ Eβ/2|λ− λ′|β,
(11.46)
Eβ/2|λ− λ′|β = (Eβ/2|λ− λ′|β)1−ε(Eβ/2|λ− λ′|β)ε ≤(‖f − f˜‖C(ME),µ)1−ε(Eβ/2|λ− λ′|β)ε for ‖f − f˜‖C(ME),µ ≥ Eβ/2|λ− λ′|β,
(11.47)
where 0 ≤ ε ≤ 1. Estimate (6.23) follows from (11.44)-(11.47).
To obtain (6.24) we proceed from (6.22), (6.23) and the definitions of H±, H˜±, H0E,τ ,
H˜0E,τ . This proof is completely similar to the proof of (6.16).
Lemma 10 is proved.
Proof of Lemma 11. Estimate (6.27) follows from (2.36) (for α = 0), (6.1) and the
property
|u(|k − l|, 2τ0
√
E, 2τ
√
E)| ≤ 1, (k, l) ∈ME . (11.48)
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Estimate (6.28) follows from (2.36), (6.1), (6.2), (6.27), the formula
f˜(k, l)− f˜(k′, l′) = (u(|k − l|, 2τ0
√
E, 2τ
√
E)− u(|k′ − l′|, 2τ0
√
E, 2τ
√
E))f(k, l)+
u(|k′ − l′|, 2τ0
√
E, 2τ
√
E)(f(k, l)− f(k′, l′)), (k, l) ∈ME , (k′, l′) ∈ME ,
(11.49)
property (11.48) and the inequalities
|u(|k − l|, 2τ0
√
E, 2τ
√
E)− u(|k′ − l′|, 2τ0
√
E, 2τ
√
E)| ≤
| |k − l| − |k′ − l′| |
2(τ − τ0)
√
E
≤ |k − k
′|+ |l − l′|
2(τ − τ0)
√
E
, (k, l) ∈ME , (k′, l′) ∈ME .
(11.50)
Estimate (6.29) follows from (2.36) (for α = 0), (6.1) and the formulas
(1 + |k − l|2)µ0/2|f(k, l)− f˜(k, l)| ≤ ‖f‖C(ME),µ(1− u(|k − l|, 2τ0
√
E, 2τ
√
E))
(1 + |k − l|2)(µ−µ0)/2 , (11.51)
1− u(|k − l|, 2τ0
√
E, 2τ
√
E) = 0 for |k − l| ≤ 2τ0
√
E,
|1− u(|k − l|, 2τ0
√
E, 2τ
√
E)| ≤ 1,
(11.52)
where (k, l) ∈ME .
Lemma 11 is proved.
12. Proof of Lemmas 7 and 8
Proof of Lemma 7. For
U0, U, U1, U2 ∈ L∞((C\(T ∪ 0))× (B2τ√E\Lν)),
|||U0|||E,τ,µ ≤ r/2, |||U |||E,τ,µ ≤ r, |||U1|||E,τ,µ ≤ r, |||U2|||E,τ,µ ≤ r,
(12.1)
using Lemma 4 and the assumptions of Lemma 7 we obtain that
ME,τ,U0(U) ∈ L∞((C\(T ∪ 0))× (B2τ√E\Lν)),
|||ME,τ,U0(U)|||E,τ,µ ≤ |||U0|||E,τ,µ + |||ME,τ (U)|||E,τ,µ ≤
r/2 + c5c4(µ, τ, E)r
2 < r,
(12.2)
|||ME,τ,U0(U1)−ME,τ,U0(U2)|||E,τ,µ ≤ 2c5c4(µ, τ, E)r |||U1 − U2|||E,τ,µ,
2c5c4(µ, τ, E)r < 1,
(12.3)
where
ME,τ,U0(U) = U
0 +ME,τ (U). (12.4)
Due to (12.1)-(12.4), ME,τ,U0 is a contraction map of the ball U ∈ L∞((C\(T ∪ 0)) ×
(B2τ√E\Lν)), |||U |||E,τ,µ ≤ r. Using now the lemma about contraction maps and using
the formulas
|||U −MnE,τ,U0(0)|||E,τ,µ ≤
∞∑
j=n
|||M j+1E,τ,U0(0)−M jE,τ,U0(0)|||E,τ,µ, (12.5)
|||ME,τ,U0(0)− 0|||E,τ,µ = |||U0|||E,τ,µ ≤ r/2, (12.6)
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|||M j+1E,τ,U0(0)−M jE,τ,U0(0)|||E,τ,µ
(12.3)
≤ 2c5c4(E, τ, µ)r×
|||M jE,τ,U0(0)−M j−1E,τ,U0(0)|||E,τ,µ, j = 1, 2, 3...,
(12.7)
where M0E,τ,U0(0) = 0, we obtain Lemma 7.
Proof of Lemma 8. We have that
U − U˜ = U0 − U˜0 +ME,τ (U)−ME,τ (U˜), (12.8a)
ME,τ (U)−ME,τ (U˜) =ME,τ (U − U˜ , U) +ME,τ (U˜ , U − U˜), (12.8b)
where
ME,τ (U1, U2)(λ, p) =M
+
E,τ (U1, U2)(λ, p) =
− 1
pi
∫ ∫
D+
(U1, U2)E,τ (ζ, p)
dRe ζdImζ
ζ − λ , λ ∈ D+\0, p ∈ B2τ
√
E\Lν , (12.9a)
ME,τ (U1, U2)(λ, p) =M
−
E,τ (U1, U2)(λ, p) =
− 1
pi
∫ ∫
D−
(U1, U2)E,τ (ζ, p)
λdRe ζdImζ
ζ(ζ − λ) , λ ∈ D−, p ∈ B2τ
√
E\Lν , (12.9b)
where (U1, U2)(ζ, p) is defined by (5.13).
In view of (12.8b) we can consider (12.8a) as a linear integral equation for ”unknown”
U − U˜ with given U0 − U˜0, U , U˜ .
As well as (5.19), using also Lemma 7 we obtain that
|||ME,τ(U − U˜ , U)−ME,τ (U˜ , U − U˜)|||E,τ,µ ≤ 2c5c4(µ, τ, E)r|||U − U˜ |||E,τ,µ. (12.10)
Using (12.8b), (12.10) and solving (12.8a) by the method of successive approximations we
obtain (5.29). Lemma 8 is proved.
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