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We study the Neumann boundary stabilization problem of a coupled transport-diffusion
system in the case where the observation is done at the boundary. In the recent
paper of Sano and Nakagiri [H. Sano, S. Nakagiri, Stabilization of a coupled transport-
diffusion system with boundary input, J. Math. Anal. Appl. 363 (2010) 57–72], we treated
the stabilization problem for the case with Neumann boundary control and distributed
observation. The novelty of this paper is the formulation of the boundary observation
equation in a Hilbert space. We have an interesting result of its being expressed by using
an Aγ1 -bounded operator with γ ∈ ( 12 ,1). Moreover, it is shown that a reduced-order model
with a ﬁnite-dimensional state variable is controllable and observable. This means that one
can always construct a ﬁnite-dimensional stabilizing controller for the original inﬁnite-
dimensional system by using a residual mode ﬁlter (RMF) approach.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In the recent paper [4], we considered the transport-diffusion system of the form⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1
∂t
(t, x) = ∂
2z1
∂x2
(t, x) − α ∂z1
∂x
(t, x) − a1z1(t, x),
∂z2
∂t
(t, x) = ∂
2z2
∂x2
(t, x) − α ∂z2
∂x
(t, x) + a2z1(t, x), (t, x) ∈ (0,∞) × (0,1),
−∂z1
∂x
(t,0) = u(t), ∂z1
∂x
(t,1) = 0, ∂z2
∂x
(t,0) = ∂z2
∂x
(t,1) = 0, t > 0,
z1(0, x) = z10(x), z2(0, x) = z20(x), x ∈ [0,1],
(1.1)
with the output equation
y(t) = [y1(t), y2(t)]T =
[ 1∫
0
c1(x)z1(t, x)dx,
1∫
0
c2(x)z2(t, x)dx
]T
, t > 0, (1.2)
where α, a1, a2 are strictly positive constants, and ci(x) (i = 1,2) are sensor inﬂuence functions whose supports are located
at the interior of the domain. u(t) ∈ R is the control input and y(t) ∈ R2 is the measured output.
✩ This paper was partially presented at the Workshop on Mathematical Control Theory in Kobe, 8–10 January 2010.
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a variable transformation.⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
dx1(t)
dt
= −A1x1(t) + B1u(t), x1(0) = x10,
dx2(t)
dt
= (−A1 + a1)x2(t) + a2x1(t), x2(0) = x20,
y(t) =
[
y1(t)
y2(t)
]
=
[
C1A
γ
1 x1(t)
C2A
γ
1 x2(t)
]
,
(1.3)
where the output operators C1A
γ
1 , C2A
γ
1 in the third equation have unboundedness γ = 14 +  ∈ ( 14 , 12 ).
Then, based on a reduced-order model with a ﬁnite-dimensional state variable, a stabilizing controller was con-
structed for the reduced-order model under an assumption with respect to the sensor inﬂuence functions. However, the
ﬁnite-dimensional controller constructed in this way could not assure the closed-loop stability with the original inﬁnite-
dimensional system. Therefore, we used a residual mode ﬁlter (RMF) together for the construction of ﬁnite-dimensional
stabilizing controllers (see [3,1,4] for RMFs).
The purpose of this paper is to extend the result of [4] to the case with boundary observation
y(t) = [y1(t), y2(t)]T = [z1(t,1), z2(t,1)]T , t > 0. (1.4)
Although the formulation of (1.4) becomes more diﬃcult than that of (1.2), we have an interesting result of its being
expressed by using an Aγ1 -bounded operator with γ = 12 + 2 ∈ ( 12 ,1), which is a key point of the paper.
2. System description and its formulation
We shall consider the transport-diffusion system (1.1) with the output equation (1.4)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1
∂t
(t, x) = ∂
2z1
∂x2
(t, x) − α ∂z1
∂x
(t, x) − a1z1(t, x),
∂z2
∂t
(t, x) = ∂
2z2
∂x2
(t, x) − α ∂z2
∂x
(t, x) + a2z1(t, x), (t, x) ∈ (0,∞) × (0,1),
−∂z1
∂x
(t,0) = u(t), ∂z1
∂x
(t,1) = 0, ∂z2
∂x
(t,0) = ∂z2
∂x
(t,1) = 0, t > 0,
z1(0, x) = z10(x), z2(0, x) = z20(x), x ∈ [0,1],
y(t) = [y1(t), y2(t)]T = [z1(t,1), z2(t,1)]T , t > 0.
(2.1)
By deﬁning Lϕ = − d2ϕ
dx2
+ α dϕdx + a1ϕ , system (2.1) is expressed as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1
∂t
(t, x) = −Lz1(t, x),
∂z2
∂t
(t, x) = −Lz2(t, x) + a1z2(t, x) + a2z1(t, x), (t, x) ∈ (0,∞) × (0,1),
∂z1
∂n
(t, ξ) = g(ξ)u(t), ∂z2
∂n
(t, ξ) = 0, (t, ξ) ∈ (0,∞) × {0,1},
z1(0, x) = z10(x), z2(0, x) = z20(x), x ∈ [0,1],
y(t) = [y1(t), y2(t)]T = [z1(t,1), z2(t,1)]T , t > 0,
(2.2)
where ∂/∂n denotes the outward normal differentiation at the point ξ ∈ {0,1}, and g : {0,1} → R is the function deﬁned by
g(ξ) =
{
1, if ξ = 0,
0, if ξ = 1.
Let us deﬁne the operator A1 by
D(A1) =
{
ϕ ∈ H2(0,1); ϕ′(0) = ϕ′(1) = 0},
A1ϕ = Lϕ, ϕ ∈ D(A1). (2.3)
H. Sano / J. Math. Anal. Appl. 377 (2011) 807–816 809As is well known, A1 is expressed as an operator of Sturm–Liouville type as follows:
(A1ϕ)(x) = 1
w(x)
(
− d
dx
(
p(x)
dϕ(x)
dx
)
+ q(x)ϕ(x)
)
,
w(x) = p(x) = e−αx, q(x) = a1e−αx. (2.4)
Therefore, the operator A1 becomes self-adjoint in the weighted L2-space L2α(0,1) whose inner product is deﬁned by
〈ϕ,ψ〉α =
1∫
0
ϕ(x)ψ(x)e−αx dx for ϕ,ψ ∈ L2α(0,1).
A1 has a set of eigenpairs {λi,ϕi}∞i=0 in L2α(0,1) such that {ϕi}∞i=0 forms a complete orthonormal system in L2α(0,1). Hence,
any f ∈ L2α(0,1) is expressed as
f =
∞∑
i=0
〈 f ,ϕi〉αϕi .
The eigenvalues and eigenfunctions of A1 are given as follows [4]:⎧⎨
⎩
λ0 = a1, ϕ0(x) ≡ ν0,
λi = i2π2 + α
2
4
+ a1, ϕi(x) = νi
(
e
α
2 x cos iπx− α
2iπ
e
α
2 x sin iπx
)
, for i  1,
(2.5)
where
ν0 :=
√
α
1− e−α , νi :=
√
2
1+ α2
4i2π2
, for i  1.
In this paper, we assume that z10, z20 in (2.2) belong to L2α(0,1)(= L2(0,1)). Now, let us introduce new variables
x1(t) = A−
1
4−
1 z1(t, ·), x2(t) = A
− 14−
1 z2(t, ·), (2.6)
where 0<  < 14 (e.g. [2]). Noting that H
2(0,1) ⊂ D(A
3
4−
1 ) ⊂ D(A
1
4+
1 ), it follows from (2.2) that⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
dx1(t)
dt
= −A1x1(t) + A
3
4−
1 ψu(t), x1(0) = A
− 14−
1 z10 =: x10,
dx2(t)
dt
= (−A1 + a1)x2(t) + a2x1(t), x2(0) = A−
1
4−
1 z20 =: x20,
y(t) = [y1(t), y2(t)]T = [〈A 34−1 H, A 12+21 x1(t)〉α, 〈A 34−1 H, A 12+21 x2(t)〉α]T ,
(2.7)
where ψ ∈ H2(0,1) is the unique solution of the boundary value problem
Lψ = 0 in (0,1), ∂ψ
∂n
= g on {0,1}, (2.8)
and it is concretely given by
ψ(x) = − α −
√
D
2a1(e
√
D − 1)e
α+√D
2 x + (α +
√
D )e
√
D
2a1(e
√
D − 1) e
α−√D
2 x, D := α2 + 4a1.
H ∈ H2(0,1) is the unique solution of the boundary value problem
LH = 0 in (0,1), ∂H
∂n
= h on {0,1}, (2.9)
where
h(ξ) =
{
0, if ξ = 0,
eα, if ξ = 1.
The solution H is concretely given by
H(x) = − (α −
√
D )e
α+√D
2
√
D
e
α+√D
2 x + (α +
√
D )e
α+√D
2
√
D
e
α−√D
2 x, D := α2 + 4a1.
2a1(e − 1) 2a1(e − 1)
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derive the third equation of (2.7).
In (2.7), by deﬁning the bounded operators B1 : R→ L2α(0,1), C : L2α(0,1) → R as
B1v = A
3
4−
1 ψ v, v ∈ R,
Cϕ = 〈A 34−1 H,ϕ〉α, ϕ ∈ L2α(0,1),
we ﬁnally have⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
dx1(t)
dt
= −A1x1(t) + B1u(t), x1(0) = x10,
dx2(t)
dt
= (−A1 + a1)x2(t) + a2x1(t), x2(0) = x20,
y(t) =
[
y1(t)
y2(t)
]
=
[
C Aγ1 x1(t)
C Aγ1 x2(t)
]
,
(2.10)
where γ = 12 + 2 ∈ ( 12 ,1).
3. Derivation of the third equation of (2.7)
The third equation of (2.7) is derived from the following argument. First, we represent y1(t) = z1(t,1) as follows:
y1(t) = z1(t,1) =
1∫
0
(
h(x)z1(t, x)e
−αx)
x dx, (3.1)
where h is a smooth function that satisﬁes
h(0) = 0, h(1) = eα. (3.2)
On the other hand, Eq. (3.1) is calculated as
y1(t) = z1(t,1)
=
1∫
0
(
h′(x)z1(t, x)e−αx − αh(x)z1(t, x)e−αx
)
dx+
1∫
0
h(x)z1x(t, x)e
−αx dx
=
1∫
0
(
H ′′(x) − αH ′(x))z1(t, x)e−αx dx+
1∫
0
H ′(x)z1x(t, x)e−αx dx, (3.3)
where we have set
H ′(x) = h(x). (3.4)
Here, by using integration by parts and the boundary condition
∂z1
∂n
(t, ξ) = g(ξ)u(t), (t, ξ) ∈ (0,∞) × {0,1},
the second term of (3.3) becomes
1∫
0
H ′(x)z1x(t, x)e−αx dx = H(1)z1x(t,1)e−α − H(0)z1x(t,0) −
1∫
0
H(x)
(
z1xx(t, x) − αz1x(t, x)
)
e−αx dx
= H(0)u(t) −
1∫
H(x)
(
z1xx(t, x) − αz1x(t, x)
)
e−αx dx. (3.5)0
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y1(t) =
〈
H ′′ − αH ′, z1(t, ·)
〉
α
+ H(0)u(t) − 〈H, z1xx(t, ·) − αz1x(t, ·)〉α
= 〈H ′′ − αH ′, z1(t, ·)〉α − 〈a1H, z1(t, ·)〉α + H(0)u(t) − 〈H, z1xx(t, ·) − αz1x(t, ·)〉α + 〈a1H, z1(t, ·)〉α
= 〈−LH, z1(t, ·)〉α + H(0)u(t) + 〈H,Lz1(t, ·)〉α. (3.6)
Hereafter, let H ∈ H2(0,1) be the unique solution of the boundary value problem (2.9).
Then, Eq. (3.6) becomes
y1(t) = H(0)u(t) +
〈
H,Lz1(t, ·)
〉
α
= H(0)u(t) + 〈H,L(z1(t, ·) − ψu(t))〉α
= H(0)u(t) + 〈H, A1(z1(t, ·) − ψu(t))〉α, (3.7)
where we have used the fact that z1(t, ·) − ψu(t) ∈ D(A1). Moreover, noting that H2(0,1) ⊂ D(A
3
4−
1 ) ⊂ D(A
1
4+
1 ), Eq. (3.7)
becomes
y1(t) = H(0)u(t) +
〈
A
3
4−
1 H, A
1
4+
1
(
z1(t, ·) − ψu(t)
)〉
α
= H(0)u(t) + 〈A 34−1 H, A 14+1 z1(t, ·) − A 14+1 ψu(t)〉α
= 〈A 34−1 H, A 14+1 z1(t, ·)〉α + (H(0) − 〈A 34−1 H, A 14+1 ψ 〉α)u(t)
= 〈A 34−1 H, A 14+1 z1(t, ·)〉α + D˜u(t). (3.8)
In the above, we have set
D˜ := H(0) − 〈A 34−1 H, A 14+1 ψ 〉α.
By direct calculation, it follows that
H(0) = 〈A 34−1 H, A 14+1 ψ 〉α = ν
2
0
a1
+
∞∑
i=1
e
α
2 ν2i (−1)i
D
4 + i2π2
,
which implies that D˜ = 0. Therefore, from (2.6) and (3.8), we have
y1(t) = z1(t,1) =
〈
A
3
4−
1 H, A
1
4+
1 z1(t, ·)
〉
α
= 〈A 34−1 H, A 12+21 x1(t)〉α. (3.9)
Next, we express y2(t) = z2(t,1) by using the fractional power of the operator A1. In this case, note that the boundary
condition is given by
∂z2
∂n
(t, ξ) = 0, (t, ξ) ∈ (0,∞) × {0,1}.
By the similar discussion as in the above, we get
y2(t) = z2(t,1) =
〈
H,Lz2(t, ·)
〉
α
= 〈H, A1z2(t, ·)〉α = 〈A 34−1 H, A 14+1 z2(t, ·)〉α = 〈A 34−1 H, A 12+21 x2(t)〉α. (3.10)
In this way, the third equation of (2.7) follows.
4. Design of ﬁnite-dimensional stabilizing controllers
4.1. Partitioned system
In order to derive a ﬁnite-dimensional model for system (2.10), we use the orthogonal projection Pk deﬁned by
Pk f =
k∑
i=0
〈 f ,ϕi〉αϕi .
Let κ be a given positive number. First of all, we choose an integer l (l  0) such that −λl+1 + a1 < −κ . Moreover, we
choose another integer n larger than l. Using the operators Pl and Pn (n > l), we decompose the state variables x1(t) and
x2(t) as
812 H. Sano / J. Math. Anal. Appl. 377 (2011) 807–816x1(t) = x1,1(t) + x1,2(t) + x1,3(t), x2(t) = x2,1(t) + x2,2(t) + x2,3(t),
where xi,1(t) := Plxi(t), xi,2(t) := (Pn − Pl)xi(t), and xi,3(t) := (I − Pn)xi(t) (i = 1,2). Also, the space L2α(0,1) is expressed as
L2α(0,1) = PlL2α(0,1) ⊕ (Pn − Pl)L2α(0,1) ⊕ (I − Pn)L2α(0,1),
and their dimensions are given by dim PlL2α(0,1) = l + 1, dim(Pn − Pl)L2α(0,1) = n − l, dim(I − Pn)L2α(0,1) = ∞. Therefore,
system (2.10) is equivalently expressed as follows:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dx1,1(t)
dt
= −A1,1x1,1(t) + B1,1u(t), x1,1(0) = x110,
dx1,2(t)
dt
= −A1,2x1,2(t) + B1,2u(t), x1,2(0) = x210,
dx1,3(t)
dt
= −A1,3x1,3(t) + B1,3u(t), x1,3(0) = x310,
dx2,1(t)
dt
= (−A1,1 + a1)x2,1(t) + a2x1,1(t), x2,1(0) = x120,
dx2,2(t)
dt
= (−A1,2 + a1)x2,2(t) + a2x1,2(t), x2,2(0) = x220,
dx2,3(t)
dt
= (−A1,3 + a1)x2,3(t) + a2x1,3(t), x2,3(0) = x320,
y(t) =
[
C1A
γ
1,1x1,1(t) + C2Aγ1,2x1,2(t) + C3Aγ1,3x1,3(t)
C1A
γ
1,1x2,1(t) + C2Aγ1,2x2,2(t) + C3Aγ1,3x2,3(t)
]
,
(4.1)
where
A1,1 := Pl A1Pl, A1,2 := (Pn − Pl)A1(Pn − Pl), A1,3 := (I − Pn)A1(I − Pn),
B1,1 := Pl B1, B1,2 := (Pn − Pl)B1, B1,3 := (I − Pn)B1,
C1 := C Pl, C2 := C(Pn − Pl), C3 := C(I − Pn),
x110 := Plx10, x210 := (Pn − Pl)x10, x310 := (I − Pn)x10,
x120 := Plx20, x220 := (Pn − Pl)x20, x320 := (I − Pn)x20.
In the above, the operators A1,3 and A
γ
1,3 are unbounded, whereas all the other operators are bounded.
Hereafter, we identify the ﬁnite-dimensional Hilbert space PlL2α(0,1) with the Euclidean space R
l+1 with respect to
the basis {ϕ0,ϕ1, . . . , ϕl}. In this way, each element in PlL2α(0,1) is identiﬁed with an (l + 1)-dimensional vector, and the
operators A1,1, B1,1, and C1 are identiﬁed with matrices with appropriate size. Similarly, each element in (Pn − Pl)L2α(0,1)
is identiﬁed with an (n − l)-dimensional vector, and the operators A1,2, B1,2, and C2 are identiﬁed with matrices with
appropriate size.
Now, let us introduce the following new variables:
x1(t) :=
[
x1,1(t)
x2,1(t)
]
∈ R2(l+1), x2(t) :=
[
x1,2(t)
x2,2(t)
]
∈ R2(n−l),
x3(t) :=
[
x1,3(t)
x2,3(t)
]
∈ [(I − Pn)L2α(0,1)]2.
Then, from (4.1), we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dx1(t)
dt
= A1x1(t) + B1u(t), x1(0) = x10,
dx2(t)
dt
= A2x2(t) + B2u(t), x2(0) = x20,
dx3(t)
dt
= A3x3(t) + B3u(t), x3(0) = x30,
˜ ˜ ˜
(4.2)y(t) = C1x1(t) + C2x2(t) + C3x3(t),
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A1 :=
[−A1,1 0
a2 Il+1 −A1,1 + a1 Il+1
]
, B1 :=
[
B1,1
0
]
, C˜1 :=
[
C1A
γ
1,1 0
0 C1A
γ
1,1
]
,
x10 :=
[
x110
x120
]
,
A2 :=
[−A1,2 0
a2 In−l −A1,2 + a1 In−l
]
, B2 :=
[
B1,2
0
]
, C˜2 :=
[
C2A
γ
1,2 0
0 C2A
γ
1,2
]
,
x20 :=
[
x210
x220
]
,
A3 :=
[−A1,3 0
a2 I −A1,3 + a1 I
]
, B3 :=
[
B1,3
0
]
, C˜3 :=
[
C3A
γ
1,3 0
0 C3A
γ
1,3
]
,
x30 :=
[
x310
x320
]
.
4.2. Controllability and observability of ﬁnite-dimensional model
By the partitioned system (4.2), we consider the ﬁnite-dimensional system⎧⎨
⎩
dx1(t)
dt
= A1x1(t) + B1u(t),
y(t) = C˜1x1(t)
(4.3)
as a ﬁnite-dimensional model for system (2.10). Then, the model has the following properties:
Theorem 4.1. The pair (A1, B1) is controllable, and the pair (C˜1, A1) is observable.
Proof. First, we note that the matrices A1,1 and B1,1 are represented as
A1,1 = diag(λ0, λ1, . . . , λl), B1,1 =
[
b0 b1 · · · bl
]T
,
where
bi := λ
3
4−
i 〈ψ,ϕi〉α, 0 i  l.
By direct calculation, we have
bi =
⎧⎪⎪⎨
⎪⎪⎩
λ
3
4 −
0 ν0
a1
(= 0), if i = 0,
λ
3
4 −
i νi
D
4 +i2π2
(= 0), if 1 i  l.
Therefore, we see that the matrix
[
A1 − λI2(l+1) B1
]= [−A1,1 − λIl+1 0 B1,1
a2 Il+1 −A1,1 + a1 Il+1 − λIl+1 0
]
has full row rank for any λ ∈ C, since 0 < λ0 < λ1 < · · · < λl . This means that the pair (A1, B1) is controllable (see [5,
Chapter 3]).
Next, to show the observability of the ﬁnite-dimensional model, we note that the matrix C1A
γ
1,1 is represented as
C1A
γ
1,1 =
[
c0λ
γ
0 c1λ
γ
1 · · · clλγl
]
,
since the matrices Aγ1,1 and C1 are expressed as
Aγ1,1 = diag
(
λ
γ
0 , λ
γ
1 , . . . , λ
γ
l
)
, C1 =
[
c0 c1 · · · cl
]
,
where
ci := λ
3
4−〈H,ϕi〉α, 0 i  l.i
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ci =
⎧⎪⎪⎨
⎪⎪⎩
λ
3
4 −
0 ν0
a1
(= 0), if i = 0,
λ
3
4 −
i e
α
2 νi(−1)i
D
4 +i2π2
(= 0), if 1 i  l.
Hence, it follows that the matrix
[
A1 − λI2(l+1)
C˜1
]
=
⎡
⎢⎢⎢⎣
−A1,1 − λIl+1 0
a2 Il+1 −A1,1 + a1 Il+1 − λIl+1
C1A
γ
1,1 0
0 C1A
γ
1,1
⎤
⎥⎥⎥⎦
has full column rank for any λ ∈ C, since 0 < λ0 < λ1 < · · · < λl , which implies that the pair (C˜1, A1) is observable (see [5,
Chapter 3]). 
4.3. Finite-dimensional controllers using RMFs
From Theorem 4.1, it is possible to choose a matrix G1 such that the matrix A1 −G1C˜1 is Hurwitz, since the pair (C˜1, A1)
is observable, and it is also possible to choose a matrix F1 such that the matrix A1− B1F1 is Hurwitz, since the pair (A1, B1)
is controllable (see [5, Chapter 3]). Here, let us consider the following controller:⎧⎨
⎩
dw2(t)
dt
= A2w2(t) + B2u(t), w2(0) = w20,
yˆ2(t) = C˜2w2(t),
(4.4)
⎧⎨
⎩
dw1(t)
dt
= (A1 − G1C˜1)w1(t) + G1
(
y(t) − yˆ2(t)
)+ B1u(t), w1(0) = w10,
u(t) = −F1w1(t).
(4.5)
The ﬁrst part (4.4) is called a RMF. Then, we have the following theorem.
Theorem4.2. For a given positive number κ , let an integer l (l 0) be chosen such that−λl+1+a1 < −κ . Moreover, let another integer
n be chosen such that n > l. Then, the control law consisting of (4.4) and (4.5) becomes a ﬁnite-dimensional stabilizing controller for
system (2.10), if the integer n is chosen suﬃciently large. In addition, the decay rate of C0-semigroup describing the closed-loop system
approaches −κ as n goes to inﬁnity.
Proof. In [4], the proof of the case 14 < γ <
1
2 is given. Actually, the proof is always true as long as the γ is in (0,1).
Therefore, we see that the assertion of the theorem follows, since the γ of system (2.10) is in ( 12 ,1) and Theorem 4.1
holds. 
5. Numerical simulation
Here, we show the result of a numerical simulation. In system (2.1), we set a1 = 1, a2 = 0.7, and α = 10. Moreover, we
set  = 0.1 in (2.6).
First, we give κ = 5 and choose an integer l (l  0) as l = 1. In fact, the inequality −λl+1 + a1 < −κ holds with l = 1.
Then, we can calculate the matrices A1,1, B1,1, and C1 in (4.1) as follows:
A1,1 =
[
1.0000 0
0 35.8696
]
, B1,1 =
[
3.1624
0.2149
]
,
C1 =
[
3.1624 −31.8977 ] .
Therefore, the coeﬃcients of the reduced-order model (4.3) are solved as
A1 =
⎡
⎢⎢⎣
−1.0000 0 0 0
0 −35.8696 0 0
0.7000 0 0 0
0 0.7000 0 −34.8696
⎤
⎥⎥⎦ , B1 =
⎡
⎢⎢⎣
3.1624
0.2149
0
0
⎤
⎥⎥⎦ ,
C˜1 =
[
3.1624 −390.9020 0 0
0 0 3.1624 −390.9020
]
. (5.1)
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By Theorem 4.1, we can choose a matrix F1 such that a set of eigenvalues of A1 − B1F1 is equal to {−5,−6,−7,−8}. Also,
we can choose a matrix G1 such that a set of eigenvalues of A1 −G1C˜1 is equal to {−12,−13,−14,−15}. By using MATLAB
Control System Toolbox, the matrices F1 and G1 are solved as follows:
F1 = 103 ×
[
0.0002 −0.2158 0.0006 3.6343 ] , G1 =
⎡
⎢⎢⎣
1.3693 0.0968
0.0372 −0.0014
0.2875 1.6955
−0.0039 0.0329
⎤
⎥⎥⎦ .
Fig. 1 shows the simulation result of the closed-loop system consisting of (2.10), (4.4), and (4.5), where n = 15, that
is, the order of RMF (4.4) is equal to 2(n − l) = 28. Thus, we see that the control law consisting of (4.4) and (4.5) works
effectively as a stabilizing controller for the original system (2.10).
To solve the two linear transport-diffusion equations (2.1) numerically, we used the ﬁnite difference method with mesh
width x = 0.02, and the Runge–Kutta method of the fourth order with time step t = 0.0001 for its time integration.
For the ﬁnite-dimensional controller (4.4), (4.5), we used the Runge–Kutta method of the fourth order with the same time
step t . As initial conditions, we set z1(0, x) = exp{−50(x − 0.3)2}, z2(0, x) = exp{−50(x − 0.5)2} for (2.1), and w1(0) = 0,
w2(0) = 0 for (4.4), (4.5).
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