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Abstract
Recent works related to Palis conjecture of J. Yang, S. Crovisier, M. Sambarino
and D. Yang showed that any aperiodic class of a C1-generic diffeomorphism far away
from homoclinic bifurcations (or homoclinic tangencies) is partially hyperbolic, see [17,
33]. We show in this paper that, generically, a non-trivial dominated splitting implies
partial hyperbolicity for an aperiodic class if it is Lyapunov stable. More precisely,
for C1-generic diffeomorphisms, if a Lyapunov stable aperiodic class has a non-trivial
dominated splitting E ⊕ F , then one of the two bundles is hyperbolic (either E is
contracted or F is expanded).
1 Introduction
One of the goals of dynamical systems is to describe most of (generic or residual, dense)
the systems. Examples of Smale [28] and others showed that the stable ones (or hyperbolic
ones) are not dense in the space of diffeomorphisms, which was thought to be true in the
sixties. Palis [23, 24] conjectured that the presence of a homoclinic bifurcation (homoclinic
tangency or heterodimensional cycle) is the essential obstacle of hyperbolicity. Related to
this conjecture, there are many works. [27] proved this conjecture for the case of dimension
two. [6, 13] proved a weaker version of this conjecture, which states that the union of Morse-
Smale systems and the ones with a transverse homoclinic intersection is a dense set of the
space of diffeomorphisms ([6] solved for dimension three and [13] solved for any dimension).
In [14, 16, 17], it is proved that far from homoclinic bifurcations (or just far from homoclinic
tangencies), the systems have some weak hyperbolicity (partial hyperbolicity or essential
hyperbolicity).
Denote by Diff1(M) the space of C1 self-diffeomorphisms of a smooth compact Rieman-
nian manifold M , and assume f ∈ Diff1(M). An invariant compact set K is hyperbolic,
if the tangent bundle can split into two continuous sub-bundles Es ⊕ Eu such that Es is
contracted (there are two numbers m ∈ N and 0 < λ < 1, such that, ‖Dfm|Es(x)‖ < λ
holds for all x ∈ K) and Eu is expanded (contracted respect to f−1). The set K is said to
have a dominated splitting, if the tangent bundle has a continuous splitting TKM = E ⊕ F
and there are two numbers m ∈ N and 0 < λ < 1, such that, for any point x ∈ K, we
have ‖Dfm|E(x)‖ · ‖Df
−m|F (fm(x))‖ < λ. To be precise, we also call such a splitting an
(m,λ)-dominated splitting. A partially hyperbolic splitting over K is a dominated splitting
TKM = E
s ⊕ Ec ⊕ Eu, such that Es and Eu are contracted respect to f and f−1 respec-
tively, and at least one of Es and Eu is non-trivial. For a periodic point p, a homoclinic
tangency is a non-transverse intersection between the unstable set Wu(p) and stable set
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W s(p) of p. Two hyperbolic periodic points p and q with different stable dimensions form
a heterodimensional cycle, if both W s(p) ∩Wu(q) and W s(q) ∩Wu(p) are non-empty. It
is well known that a diffeomorphism with a homoclinic bifurcation (homoclinic tangency or
heteroclinic cycle) is not hyperbolic.
One would like to understand the long behavior of orbits and concentrates on the sets
that have some recurrent properties (chain recurrence, non-wandering, recurrent or periodic).
By [9], one decomposes the dynamics into pieces which can also be obtained by pseudo-orbits,
and each piece is called a chain recurrence class. For a constant ε > 0, a sequence of points
(xn)
b
n=a is called a ε-pseudo-orbit, if for any a ≤ n < b, we have d(f(xn), xn+1) < ε, where
−∞ ≤ a < b ≤ +∞. A point y is called chain attainable from x, denoted by x ⊣ y, if for
any ε > 0, there is a ε-pseudo-orbit {x = x0, x1, · · · , xn = y}. The chain recurrent set R(f)
is the invariant compact set of points x such that x ⊣ x, where such a point x is called a
chain recurrent point. On R(f), one can define an equivalent relation x ∼ y, if and only
if x ⊣ y and y ⊣ x. The chain recurrence class of f is the equivalent class of ∼ on R(f).
Obviously, R(f) contains all periodic points of f . A chain-recurrent class that contains no
periodic point is called an aperiodic class.
Recall that a subset R of a topological Baire spaceX is called a residual set, if it contains
a dense Gδ set of X . A property is a generic property of X , if there is a residual set R ⊂ X ,
such that each element contained in R satisfies the property. An invariant compact set K
is called Lyapunov stable, if for any neighborhood U of K, there is another neighborhood V
of K, such that fn(V ) ⊂ U for all n ≥ 0.
In [3], Bonatti and Crovisier proved that a chain recurrence class of a C1 generic diffeo-
morphism is either a homoclinic class (see Definition 2.1) or an aperiodic class. In [14, 17, 33],
it is proved that, any aperiodic class of a C1-generic diffeomorphism that is far from homo-
clinic bifurcations (or just homoclinic tangencies) is partially hyperbolic with center bundle
of dimension one. [16, 32] proves that any aperiodic class of a C1-generic diffeomorphism
that is far from homoclinic bifurcations can not be Lyapunov stable. But in [4], it is showed
that there is an open set U ⊂ Diff1(M), such that for generic f ∈ U , there are infinitely
many aperiodic classes that are Lyapunov stable both respect to f and f−1. In [26], Potrie
proved that for C1-generic diffeomorphisms, if a homoclinic class is Lyapunov stable both
for f and for f−1, then it admits a non-trivial dominated splitting, and under some more
hypothesis, it is the whole manifold. There are also many other results for Lyapunov stable
homoclinic classes in [26, 1]. In [15], Crovisier raised a conjecture for aperiodic classes, which
implies that, C1-generically, if an aperiodic class admits a dominated splitting, then one of
the bundle is hyperbolic.
Conjecture 1 ([15]). Let f ∈ Diff1(M) be a C1-generic diffeomorphism and Λ be an
aperiodic class of f . Assume that Es ⊕ Ec ⊕ Eu is the dominated splitting on Λ such
that Es (resp. Eu) is the maximal contracted (resp. expanded) sub-bundle, then Ec has
dimension at least two and admits no non-trivial dominated splitting.
Now we state our main theorem, which claims that a non-trivial dominated splitting on
a Lyapunov stable aperiodic class is actually a partially hyperbolic splitting for C1-generic
diffeomorphisms. This gives a partial answer to Conjecture 1.
Theorem A. There is a residual subset R ⊂ Diff1(M), such that, for any f ∈ R, if a
Lyapunov stable aperiodic class Λ of f admits a dominated splitting TΛM = E ⊕ F , then
either E is contracted or F is expanded.
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As a consequence of Theorem A, for C1-generic diffeomorphisms, if we consider the
dominated splitting Es⊕Ec⊕Eu on a Lyapunov stable aperiodic class, such that Es (resp.
Eu) is the maximal contracted (resp. expanded) sub-bundle, then the sub-bundle Ec admits
no non-trivial dominated splitting. Moreover, with the arguments of [14, 16], one knows that
the dimension of Ec is at least two. Hence Conjecture 1 holds for Lyapunov stable aperiodic
classes.
We point out that the statement of Theorem A fails for homoclinic classes, which shows
that the aperiodicity is an essential assumption. [8] constructs a robustly transitive diffeo-
morphism of T4, hence the whole manifold is a bi-Lyapunov stable homoclinic class, and it
admits only one dominated splitting E ⊕ F with dim(E) = 2. Moreover, there are periodic
saddles of all possible stable dimensions, which implies that neither E is contracted nor F
is expanded.
In [7, 29], it is proved for homoclinic classes (see Definition 2.1) that one bundle is
hyperbolic under some assumptions for the other bundle and for the periodic orbits. By
Theorem A, we can get that one (only one actually) of the two bundles E and F is hyperbolic,
but we do not know which one it is. For any point x contained in a Lyapunov stable chain
recurrence class, the unstable set of x, Wu(x) = {y ∈M : limn→+∞ d(f−n(x), f−n(y)) = 0}
is also contained in the class. Hence if the bundle F is expanded, by [21], the Lyapunov
stable aperiodic class is foliated by unstable manifolds that are tangent to F , and thus it
can not be minimal. We conjecture that such phenomenon can not happen.
Conjecture 2. For C1-generic f ∈ Diff1(M), if a Lyapunov stable aperiodic class Λ of f
admits a dominated splitting TΛM = E ⊕ F , then the bundle E is contracted.
Bonatti and Shinohara have a programme to construct (Lyapunov stable) aperiodic
classes with a non-trivial dominated splitting. Since aperiodic classes are not isolated,
such examples are not easy to construct, even for non-isolated homoclinic classes. In a
recent paper, they build non-isolated Lyapunov stable homoclinic classes with a non-trivial
dominated splitting on any 3-manifold, see [11]. The main tool is the notion of flexible
periodic points introduced in [10].
Actually, each of the bi-Lyapunov stable aperiodic classes constructed in [4] is a mini-
mal Cantor set, and admits no non-trivial dominated splitting. Hence we have the second
conjecture that is obviously true if Conjecture 2 is true.
Conjecture 3. For C1-generic f ∈ Diff1(M), if an aperiodic class Λ of f is Lyapunov
stable both respect to f and f−1, then it admits no non-trivial dominated splitting.
There is a result related to Conjecture 3, see [34]. It is proved that, if a diffeomorphism
is minimal, hence the whole manifold is a bi-Lyapunov stable aperiodic class, then it admits
no dominated splitting.
To prove Theorem A, we have to show that under the hypothesis, any chain recurrence
class contains a periodic point if neither of the two bundles in the domination is hyperbolic.
We have to use the following proposition to obtain periodic orbits that spend most of the
time close to an invariant compact set and visit a small neighborhood of a point. Recall
that an invariant compact set K is called a chain transitive set, if for any ε > 0, there is a
periodic ε-pseudo-orbit contained in K and ε-dense in K.
Proposition 1.1. For C1-generic f ∈ Diff1(M), assume K is a chain transitive set of f
and x ∈ K. If x /∈ α(x), then for any C1-neighborhood U of f , any neighborhood U of α(x),
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any neighborhood Ux of x and any neighborhood UK of K, there is an integer L ∈ N, with
the following property. For any integer m ∈ N, there is a diffeomorphism g ∈ U with a
periodic point p ∈ Ux whose orbit is contained in UK , satisfying that:
– #(orb(p, g) ∩ U) ≥ m,
– #(orb(p, g) \ U) ≤ L.
Remark 1.2. (1) Clearly, if we replace α(x) by ω(x) in the hypothesis, the conclusions are
still valid. We point out here that, in the proof of Theorem A, we use the assumption that
x /∈ ω(x). But to simplify the notations, we prove Proposition 1.1 under the assumption
x /∈ α(x).
(2) For the proof of Theorem A, we only have to consider the case where K contains no
periodic point. But to give a general statement of Proposition 1.1, we will also prove the
case when K contains periodic points.
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2 Preliminary
We give some definitions and known results in this section.
2.1 Decomposition of dynamics
Periodic points have the best recurrent property. One can decompose the closure of
hyperbolic periodic points by a relation called homoclinic relation.
Definition 2.1. Assume p and q are two hyperbolic periodic points of a diffeomorphism
f . They are called homoclinically related, if Wu(orb(p)) and W s(orb(p)) have non empty
transverse intersections with W s(orb(q)) and Wu(orb(q)) respectively. The homoclinic class
of p, denoted by H(p, f) (or H(p) if there is no confusion), is the closure of the set of periodic
points that are homoclinically related to p.
We give a relation ≺ that is first introduced in [2] and [18], also see [12].
Definition 2.2. Consider a diffeomorphism f ∈ Diff1(M). For any two points x, y ∈ M ,
we denote x ≺ y if for any neighborhood U of x and any neighborhood V of y, there are a
point z ∈M and an integer n ≥ 1, such that z ∈ U and fn(z) ∈ V .
Sometimes one has to localize the dynamics for the two relations ⊣ and ≺, see [12].
Definition 2.3. Consider a diffeomorphism f ∈ Diff1(M). Assume that K is a compact
set ofM and W is an open set ofM . We denote x ≺W y if for any neighborhood U of x and
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any neighborhood V of y, there is a piece of orbit (z, f(z), · · · , fn(z)) contained in W such
that z ∈ U and fn(z) ∈ V . We denote x ≺K y, if for any neighborhood U of K, one has
x ≺U y. For a point x and a compact set Λ, we denote x ≺ Λ (resp. x ≺W Λ and x ≺K Λ),
if for any point y ∈ Λ, we have x ≺ y (resp. x ≺W y and x ≺K y). Similarly, we define
x ⊣W y and x ⊣K y (resp. x ⊣W Λ and x ⊣K Λ).
For the relation ≺, we have the following result, see Lemma 6 in [12].
Lemma 2.4. Assume that K is an invariant compact set, then for any neighborhoods U2 ⊂
U1 of K and any point y ∈ U1 satisfying y ≺U1 K, there is a point y
′ ∈ U2, such that
y ≺U1 y
′ ≺U2 K and the positive orbit of y
′ is contained in U2.
One has the C1 connecting lemma to connect two orbits by perturbation, see [20, 31].
Theorem 2.5. Assume f is a diffeomorphism in Diff1(M). For any neighborhood U of f ,
there is an integer N ∈ N, satisfying the following property:
For any point x that is not a periodic point of f with period less than or equal to N , for
any neighborhood Vx of x there is a neighborhood V
′
x ⊂ Vx, such that, for any two points
p, q /∈
⋃N−1
i=0 f
i(Vx), if p has a positive iterate f
np(p) ∈ V ′x and q has a negative iterate
f−nq(q) ∈ V ′x, where np, nq ∈ N, then there is a diffeomorphism g ∈ U that coincides with f
outside
⋃N−1
i=0 f
i(Vx) and q is on the positive orbit of p. Moreover, assume g
m(p) = q, then
m ≤ np+N+nq and {p, g(p), · · · , gm(p) = q} ⊂
⋃np
i=0{f
i(p)}∪
⋃N−1
i=0 f
i(Vx)∪
⋃nq
i=0{f
−i(q)}.
2.2 Pliss points and weak sets
Definition 2.6. Assume there is a dominated splitting TKM = E ⊕ F over an invari-
ant compact set K of a diffeomorphism f ∈ Diff1(M) and 0 < λ < 1. A point x ∈ K
is called a λ-E-Pliss point (resp. λ-F -Pliss point), if
∏n−1
i=0 ‖Df |E(fi(x))‖ ≤ λ
n (resp.∏n−1
i=0 ‖Df
−1|F (f−i(x))‖ ≤ λ
n) holds for any n ≥ 1. If x is both a λ-E-Pliss point and
a λ-F -Pliss point, then it is called a λ-bi-Pliss point. Two λ-E-Pliss points (fk(x), f l(x)) on
an orbit orb(x) are called consecutive λ-E-Pliss points, if k < l and f i(x) is not a λ-E-Pliss
point for any k < i < l. Similarly we define consecutive λ-F -Pliss points.
Remark 2.7. It is well known that the stable manifold of a λ-E-Pliss point has a uniform
scale of dimension dim(E) which depends only on the diffeomorphism f .
Definition 2.8. Consider a diffeomorphism f ∈ Diff1(M) and a constant 0 < λ < 1. An
invariant compact set K with a dominated splitting TKM = E ⊕F is called a λ-E-weak set
(resp. λ-F -weak set), if there is no λ-E-Pliss point (resp. λ-F -Pliss point) contained in K.
Remark 2.9. Assume that an invariant compact set K is a λ′-F -weak set where TKM =
E ⊕ F is a (1, λ2)-dominated splitting with 0 < λ < λ′ < 1. By Definitions 2.6 and 2.8, for
any point y contained in K, there is an integer ny ≥ 1, such that
∏ny−1
i=0 ‖Df
−1|F (f−i(y))‖ >
(λ′)ny . Then one has that
∏ny−1
i=0 ‖Df |E(fi(f−ny (y)))‖ <
(
λ2
λ′
)ny
< λny . By the compactness
of the set K, the integers ny are uniformly bounded. Hence E|K is uniformly contracted.
For the properties of bi-Pliss points, we state a lemma here, whose proof will be omitted.
The arguments can be seen in papers like [27].
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Lemma 2.10. Consider a diffeomorphism f ∈ Diff1(M). Assume that there is a (1, λ2)-
dominated splitting TKM = E ⊕ F over an invariant compact set K for some 0 < λ < 1.
For any number λ′ ∈ (λ, 1), the following properties are satisfied:
1. Assume there is a sequence of consecutive λ′-E-Pliss points (fkn(xn), f
ln(xn))n≥1 such
that ln − kn → +∞ as n → ∞, and y is a limit point of the sequence (f ln(xn))n≥1,
then y is a λ′-bi-Pliss point.
2. For any x ∈ K, if there are λ′-E-Pliss points on orb+(x) and λ′-F -Pliss points on
orb−(x), then there is at least one λ′-bi-Pliss point on orb(x).
3. For any x ∈ K, if x is a λ′-E-Pliss point and there is no λ′-E-Pliss point on orb−(x)\
{x}, then x is a λ′-bi-Pliss point.
To obtain Pliss points, one can use the following lemma given by V. Pliss, see [25], [27].
Lemma 2.11 (Pliss Lemma). Consider a diffeomorphism f ∈ Diff1(M) and two numbers
0 < λ1 < λ2 < 1. Assume K is an invariant compact set and E ⊂ TKM is Df -invariant.
Then the following properties are satisfied:
1. There are an integer N and a number c that depend only on f , λ1 and λ2, such that,
for any point x ∈ K, and any number n ≥ N , if
n−1∏
i=0
‖Df |E(fix)‖ ≤ λ1
n,
then, there are r integers 0 ≤ n1 < · · · < nr ≤ n, where r > cn, such that, for any
j = 1, · · · , r and any k = nj + 1, · · · , n, we have:
k−1∏
i=nj
‖Df |E(fix)‖ ≤ λ2
k−nj .
2. For any x ∈ K, any integer l, if
n−1∏
i=0
‖Df |E(fix)‖ ≤ λ1
n,
holds for any n ≥ l, then there are a sequence of integers 0 ≤ n1 < n2 · · · < nr < · · · ,
such that for any j ≥ 1 and any k ≥ nj + 1, we have:
k−1∏
i=nj
‖Df |E(fix)‖ ≤ λ2
k−nj .
We have the following corollary of the Pliss lemma. The proof can be found in [29].
Corollary 2.12. Assume there is a dominated splitting TKM = E ⊕ F on an invariant
compact set K of a diffeomorphism f . Then for any x ∈ K, and any number 0 < λ < 1, the
following two properties are satisfied.
1. If x is a λ-E-Pliss point, then ω(x) contains some λ-E-Pliss points.
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2. If for any point y ∈ ω(x), there is an integer ny ≥ 1, such that
ny−1∏
i=0
‖Df |E(fiy)‖ ≤ λ
ny ,
then for any λ′ ∈ (λ, 1), there are infinitely many λ′-E-Pliss point on orb+(x).
We have the selecting lemma of Liao to obtain weak periodic orbits, see [22, 30].
Lemma 2.13 (Liao’s selecting lemma). Consider an invariant compact set Λ of a diffeomor-
phism f ∈ Diff1(M) with a non-trivial (1, λ2)-dominated splitting TΛM = E ⊕ F . Assume
that the following two conditions are satisfied:
– There is a point b ∈ Λ, such that, for all n ≥ 1, we have:
n−1∏
i=0
‖Df |E(fi(b))‖ ≥ 1.
– There is a constant λ0 ∈ (λ, 1), such that there is no λ0-E-weak set contained in Λ.
Then for any two numbers λ1, λ2 ∈ (λ0, 1) with λ1 < λ2, there is a sequence of periodic
orbits orb(qn) that are homoclinically related with each other and converges to a subset of Λ,
such that, denoting by τ(qn) the period of pn, then for any n = 0, 1, 2, · · · , τ(qn),
n−1∏
i=0
‖Df |E(fi(qn))‖ ≤ λ2
n,
and
τ(qn)−1∏
i=n
‖Df |E(fi(qn))‖ ≥ λ1
τ(qn)−n.
Similar assertions for F hold with respect to f−1.
2.3 Generic properties
We give some known C1-generic properties of diffeomorphisms in the following theorem.
These results can be found in books or papers like [5, 3, 12] etc.
Theorem 2.14. There is a residual set R0 in Diff
1(M), such that any diffeomorphism
f ∈ R0 satisfies the following properties:
1. The diffeomorphism f is Kupka-Smale: all periodic points of f are hyperbolic and the
stable and unstable manifolds of periodic orbits intersect transversely.
2. The periodic points are dense in the chain recurrent set and any chain recurrence class
containing a periodic point p is the homoclinic class of p.
3. For any two points x, y ∈M and a compact set K, x ⊣K y if and only if x ≺K y.
4. Any chain transitive compact invariant set can be accumulated by a sequence of hyper-
bolic periodic orbits in the Hausdorff distance.
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3 No hyperbolic bundle implies existence of periodic
points: proof of Theorem A
In this section, we give the proof of Theorem A.
First, we take f ∈ R0 satisfying the assumptions of Theorem A, where R0 is the residual
subset in Diff1(M) that satisfies the conclusions of Theorem 2.14. Also, we assume that f
satisfies the properties stated in Proposition 1.1. Later we will assume also that f belongs
to another residual subset R1 of Diff
1(M), which will be defined below.
By taking an adapted metric [19], we assume that TΛM = E ⊕ F is a (1, λ2)-dominated
splitting for a constant 0 < λ < 1. To simplify the notations, we call E ⊕F a λ2-dominated
splitting. It is known that a dominated splitting of an invariant compact set of f can be ex-
tended to the maximal invariant compact set of a small neighborhood for any diffeomorphism
g that is C1-close to f . Then we can take a neighborhood V0 of Λ and a C
1-neighborhood U0
of f , such that, for any g ∈ U0, the invariant compact set
⋂
n∈Z g
n(V0) has a λ
2-dominated
splitting that is the extension of TΛM = E ⊕ F . To simplify the notations, we still denote
this dominated splitting by E ⊕ F .
We assume by absurd that neither E|Λ is contracted nor F |Λ is expanded. Take two
numbers λ1 < λ2 in the interval (λ, 1). In order to find a contradiction, one has to obtain a
periodic orbit which intersects the aperiodic class Λ.
3.1 Existence of a bi-Pliss point whose ω-limit set is E contracted
Since F is not expanded, there is a point b ∈ Λ, such that
∏n−1
i=0 ‖Df
−1|F (f−i(b))‖ ≥ 1 for
any n ≥ 1. By Lemma 2.13, if there is no λ1-F -weak set contained in Λ, then Λ intersects a
homoclinic class, and hence Λ is contained in this homoclinic class by Theorem 2.14, which
is a contradiction. Thus Λ contains λ1-F -weak sets. Moreover, by Remark 2.9, the whole
aperiodic class Λ is not a λ1-F -weak set, since we have assumed that E|Λ is not contracted.
Following the same arguments of Section 4.1 of [29], we can get the following lemma.
Lemma 3.1. There is a λ2-bi-Pliss point x ∈ Λ, such that ω(x) is a λ1-F -weak set and
x /∈ ω(x).
The statement in Section 4.1 of [29] is for homoclinic classes and for the assumption
that the bundle E is not contracted. But the proof of Lemma 3.1 follows exactly the same
arguments, so we only give a short explanation here.
Sketch of proof. We take the closure of the union of all λ1-F -weak sets contained in Λ and
denote it by Kˆ. We consider two cases: either Kˆ is still a λ1-F -weak set or not.
If Kˆ is a λ1-F -weak set, then one can prove that it is locally maximal in the aperiodic
class Λ (in this case, Kˆ $ Λ). Hence there is a point z ∈ Λ \ Kˆ, such that ω(z) ⊂ Kˆ. By
the maximality of the λ1-F -weak property of Kˆ, one can prove more that, there is at least
one λ1-F -Pliss point contained in α(z). By the domination of E ⊕ F , for any y ∈ ω(z),
there is an integer ny ≥ 1, such that
∏ny−1
i=0 ‖Df |E(fiy)‖ < λ
ny . Hence there are infinitely
many λ1-E-Pliss points on orb
+(z), by item (2) of Corollary 2.12. We then consider whether
there are finitely or infinitely many λ1-E-Pliss points on orb
−(z). Using Lemma 2.10 and
Corollary 2.12, one can get the conclusion in both subcases.
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If otherwise Kˆ is not a λ1-F -weak set, then one can prove that for any integer T , there
are a λ1-F -weak set K ⊂ Λ and a λ1-E-Pliss point z ∈ K, such that, for any n ≤ T ,
n−1∏
i=0
‖Df−1|F (f−1(z))‖ ≤ λ
n
1 .
By choosing a sequence of integers Tn → +∞, one can get a sequence of points zn ∈ Λ,
such that zn converges to a λ1-bi-Pliss point y ∈ Λ \K. By Remark 2.7, one can see that
W s(zn)∩Wu(y) 6= ∅ when n is large enough. Then the intersection point x ∈ W s(zn)∩Wu(y)
is a λ2-bi-Pliss point if the points zn and y are close enough. Moreover, one can see that
ω(x) ⊂ K is a λ1-F -weak set and x ∈ Λ \K.
3.2 Existence of E-contracted periodic orbits by perturbations
We take the λ2-bi-Pliss point x ∈ Λ from Lemma 3.1. Then we have that ω(x) is a
λ1-F -weak set and x /∈ ω(x). We have the following lemma to get E-uniformly contracted
periodic orbits close to Λ by C1-small perturbations.
Lemma 3.2. For any C1-neighborhood U of f , any neighborhood V of Λ, and any neigh-
borhood Ux of x, there are a diffeomorphism g ∈ U and a periodic point q ∈ Ux of g with
period τ , such that orb(q, g) ⊂ V , and
τ−1∏
i=0
‖Dg|E(gi(q))‖ < λ1
τ .
Proof. Take a C1-neighborhood U of f , a neighborhood V of Λ and a neighborhood Ux of
x. Without loss of generality, we assume that U ⊂ U0, V ⊂ V0 and Ux ⊂ V0.
By Remark 2.9 and the compactness of ω(x), there is an integer T ≥ 1, such that, for
any y ∈ ω(x),
T−1∏
i=0
‖Df |E(fiy)‖ < λ
T .
Then there are a neighborhood U ⊂ V of ω(x), and a C1-neighborhood V ⊂ U of f , such
that, for any point y with orb(y, g) ⊂ V , if gi(y) ⊂ U for any 0 ≤ i ≤ T , then it holds that
T−1∏
i=0
‖Dg|E(giy)‖ < λ
T .
Take C = sup{‖Dg‖ : g ∈ V}. Take a small neighborhood Ux ⊂ V of x. By Proposi-
tion 1.1, there is an integer L associated to (f,V , U, Ux, V ). Take an integer k ∈ N, such
that, for any n ≥ k, λnT · CLT+T < λnT+LT+T1 . Take m = kT + LT + T , then by Proposi-
tion 1.1, there are a diffeomorphism g ∈ V ⊂ U and a periodic point q ∈ Ux of g, such that
orb(q, g) ⊂ V satisfies #(orb(p, g) ∩ U) ≥ m, and #(orb(p, g) \ U) ≤ L. Denote by τ the
period of q under the iterate of g. It can be written as τ = nT + LT + r, where 0 ≤ r < T .
Then by the distribution of the points of orb(q, g), there are at least n pieces of segments
{f li(q), f li+1(q), · · · , f li+T−1(q)}1≤i≤n that are pairwise disjoint and contained in U . Hence
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we have that
τ−1∏
i=0
‖Dg|E(gi(q))‖ ≤ C
LT+T ·
n∏
j=1
lj+T−1∏
i=lj
‖Dg|E(gi(q))‖ ≤ λ
nT ·NLT+T < λ1
nT+LT+T < λ1
τ .
This finishes the proof of Lemma 3.2.
3.3 Existence of E contracted periodic orbits for f : a Baire argu-
ment
From Lemma 3.2, we obtain some E contracted periodic orbits close to the aperiodic
class Λ that has a point close to the λ2-bi-Pliss point x ∈ Λ by C
1-small perturbations of f .
Then, with a standard Baire argument (see for example [18]), we can obtain such periodic
orbits for the generic diffeomorphism f itself.
Lemma 3.3. There is a residual subset R1 ⊂ Diff
1(M), such that, if f ∈ R1, then for any
neighborhood V of Λ, and any neighborhood Ux of the λ2-bi-Pliss point x, there is a periodic
point q ∈ Ux of f with period τ , such that orb(q) ⊂ V , and
τ−1∏
i=0
‖Df |E(fi(q))‖ ≤ λ1
τ .
Proof. Take a countable basis (Um)m≥1 of M . Denote by (Vn)n≥1 the countably collection
of sets such that each Vn is a union of finitely many sets of the basis (Um)m≥1.
Let Hm,n,j be the set of C1 diffeomorphisms h, satisfying the following properties.
There is a hyperbolic periodic orbit orb(q, h′), such that
– orb(q, h′) ⊂ Vn and orb(q, h′) ∩ Um 6= ∅,
– there is a dominated splitting Torb(q,h′)M = E⊕F with dim(E) = j, and, denoting by
τ the period of q, then
τ−1∏
i=0
‖Dh′|E(h′i(q))‖ < λ1
τ .
Notice that Hm,n,j is an open subset of Diff
1(M). Take Nm,n,j = Diff
1(M) \ Um,n,j ,
then the set Hm,n,j ∪ Nm,n,j is an open and dense subset of Diff
1(M).
Let
R1 = R0 ∩ (
⋂
m,n≥1,1≤j≤d−1(Hm,n,j ∪ Nm,n,j)),
where R0 is taken from Theorem 2.14. Then the set R1 is a residual subset of Diff
1(M).
We now prove that the conclusion of Lemma 3.3 is valid for the residual subset R1.
Take any diffeomorphism f ∈ R1. For any neighborhood V of Λ, and any neighborhood
Ux of x, there are two integersm and n, such that Vn ⊂ V and x ∈ Um ⊂ Ux. By Lemma 3.2,
for any neighborhood V of f , there is a diffeomorphism g ∈ V such that g ∈ Hm,n,j, where
j = dim(E). This means that f ∈ Hm,n,j. Then f /∈ Nm,n,j, and thus f ∈ Hm,n,j . The
proof of Lemma 3.3 is finished by the construction of Hm,n,j .
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3.4 The aperiodic class Λ hits periodic orbits: a contradiction
LetR = {f ∈ Diff1(M) : f ∈ R0∩R1, and f satisfies the properties in Proposition 1.1}.
Then R is a residual subset of Diff1(M). We have the following lemma.
Lemma 3.4. For any diffeomorphism f ∈ R that satisfies the assumptions above, there is
a point y ∈ Λ and a periodic point q of f , such that Wu(y) ∩W s(q) 6= ∅.
Proof. By Lemma 3.3, there is a sequence of periodic points {qn}n≥1 which converges to x
such that orb(qn) accumulates to a subset of Λ, and
τn−1∏
i=0
‖Df |E(fi(qn))‖ < λ1
τ ,
where τn is the period of qn, for any n ≥ 1. Moreover, since Λ is an aperiodic class, we have
that τn goes to +∞.
By the Pliss Lemma, there are λ1-E-Pliss points on orb(qn). Consider all pairs of con-
secutive λ1-E-Pliss points (f
kni (qn), f
lni (qn))1≤i≤mn on orb(qn). We consider whether the
sequence of numbers (lni − k
n
i )n≥1,1≤i≤mn is uniformly bounded or not.
Case 1. If there is a number N such that 0 < lni −k
n
i ≤ N , for all i and all n ≥ 1, then the
set
⋃
n≥1 orb(qn) is an E-contracted set. Hence any qn has a uniform stable manifold with
dimension dim(E) by Remark 2.7. Since x is a λ2-bi-Pliss point, when qn is close enough
to x, we have that Wu(x) ∩W s(qn) 6= ∅. Then we take y = x and q = qn.
Case 2. We consider the case where the sequence of numbers (lni − k
n
i )n≥1,1≤i≤mn is
not uniformly bounded. By considering a subsequence if necessary and to simplify the
notations, we assume that the sequence of consecutive λ1-E-Pliss points (f
kn
1 (qn), f
ln
1 (qn))
satisfies ln1 − k
n
1 → +∞ as n → +∞. By item (1) of Lemma 2.10, any limit point y ∈ Λ of
the sequence {f l
n
1 (qn)} is a λ1-bi-Pliss point. Hence when f
ln
1 (qn) is close enough to y, we
have that Wu(y) ∩W s(f l
n
1 (qn)) 6= ∅. Then we take q = f l
n
1 (qn).
The proof of Lemma 3.4 is now completed.
End of the proof of Theorem A. We prove Theorem A by contradiction. If neither E is
contracted nor F is expanded, then by Lemma 3.4, we have that Wu(y) ∩W s(q) 6= ∅ for
some y ∈ Λ and some periodic point q. Since Λ is a Lyapunov stable aperiodic class, we
have that Wu(y) ⊂ Λ, hence q ∈ Λ, which contradicts the fact that Λ contains no periodic
point. Hence one of the two bundles E and F is hyperbolic, which is a contradiction of the
assumption.
4 Connecting a set and a point by periodic orbits: proof
of Proposition 1.1
In this section, we prove Proposition 1.1.
Consider a diffeomorphism f that satisfies the properties stated in Theorem 2.14, a chain-
transitive set K of f , a point x ∈ K satisfying x /∈ α(x) (hence x is not a periodic point)
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and a C1-neighborhood U of f . By taking a smaller neighborhood if necessary, we assume
that the elements of U are of the form f ◦ φ with φ ∈ V , such that V is a C1-neighborhood
of Id which satisfies the property (F):
(F) For any perturbations φ and φ′ of Id in V with disjoint support, the composed perturba-
tion φ ◦ φ′ is still in V.
For the C1-neighborhood U of f , there is an integer N given by Theorem 2.5.
We fix the triple (f,U , N), and fix the three neighborhoods Ux of x, U of α(x) and UK
of K from now on. We consider two cases.
– The non-periodic case: there is a point z ∈ α(x) such that z is not a periodic point
of f with period less than or equal to N .
– The periodic case: any point contained in α(x) is a periodic point of f with period
less than or equal to N .
4.1 The non-periodic case.
We construct three perturbation neighborhoods at three points, and choose segments of
orbits that connect them one by one and then we use the connecting lemma to get a periodic
orbit by perturbations. We point out here that the perturbation neighborhoods are pairwise
disjoint and the segments of orbits are also pairwise disjoint. Moreover, any perturbation
neighborhood is disjoint with the segment of orbit that connects the two other perturbation
neighborhoods.
4.1.1 Choice of points and connecting orbits
The perturbation neighborhoods at x. We take two small neighborhoods V ′x ⊂ Vx ⊂ Ux of
x, such that the following properties are satisfied:
– (
⋃N
i=0 f
i(Vx)) ∩ α(x) = ∅,
–
⋃N
i=0 f
i(Vx) ⊂ UK ,
– V ′x ⊂ Vx satisfy Theorem 2.5 for the triple (f,U , N).
The point y. Since all periodic points of f are hyperbolic, we take a small neighborhood
V ⊂ U of α(x), such that
– V ⊂ UK and V ∩ (
⋃N
i=0 f
i(Vx)) = ∅,
– there is no periodic point with period less than or equal to N in V \K.
Since K is a chain transitive set and x ∈ K, we have that x ⊣K α(x). By item 3 and 4
of Theorem 2.14, we have that x ≺UK α(x). By Lemma 2.4, there is a point y ∈ V \ α(x),
such that x ≺UK y ≺V α(x), and orb
+(y) ⊂ V . Since x /∈ V , we have that y /∈ orb−(x).
Moreover, there is an integer n0, such that, for any i ≥ n0, f−i(x) ⊂ V .
The perturbation neighborhoods at y, the connecting orbit from x to y and the number L.
By the choice the neighborhood V , the point y is not a periodic point with period less
than or equal to N . By the facts that y /∈ orb−(x) and orb+(y) ⊂ V , there are two small
neighborhoods V ′y ⊂ Vy of y, such that the following properties are satisfied:
–
⋃N
i=0 f
i(Vy) ⊂ V , which implies that (
⋃N
i=0 f
i(Vy)) ∩ (
⋃N
i=0 f
i(Vx)) = ∅,
– orb−(x) ∩ (
⋃N
i=0 f
i(Vy)) = ∅, which implies that (
⋃N
i=0 f
i(Vy)) ∩ α(x) = ∅,
– V ′y ⊂ Vy satisfy Theorem 2.5 for the triple (f,U , N).
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Since x ≺UK y, there is a piece of orbit segment {w1, f(w1), · · · , f
n1(w1)} ⊂ UK , such
that w1 ∈ V ′x and f
n1(w1) ∈ V ′y . By the choice of Vy, one can see that w1 /∈ orb
−(x). Take
L = n0 + n1 +N . Then we take an integer m ∈ N.
The point z and the perturbation neighborhoods at z. Now take z ∈ α(x) such that z is
not a periodic point of f with period less than or equal to N . Then we have that y ≺V z.
By the fact that z ∈ α(x) and (
⋃N
i=0 f
i(Vy)) ∩ α(x) = ∅, we can take two neighborhoods
V ′z ⊂ Vz of z, such that the following properties are satisfied:
–
⋃N
i=0 f
i(Vz) ⊂ V , which implies that (
⋃N
i=0 f
i(Vz)) ∩ (
⋃N
i=0 f
i(Vx)) = ∅,
– (
⋃N
i=0 f
i(Vz)) ∩ (
⋃N
i=0 f
i(Vy)) = ∅,
– {w1, f(w1), · · · , fn1(w1)} ∩ (
⋃N
i=0 f
i(Vz)) = ∅,
– f−i(x) /∈
⋃N
i=0 f
i(Vz), for any 0 ≤ i ≤ n0 +m,
– V ′z ⊂ Vz satisfy Theorem 2.5 for the triple (f,U , N).
The connecting orbits from y to z and from z to x. Since y ≺V z, there is a piece of orbit
segment {w2, f(w2), · · · , fn2(w2)} ⊂ V , such that w2 ∈ V ′y and f
n2(w2) ∈ V ′z . By the choice
of Vy, we have that w2 /∈ orb−(x). By the choice of the neighborhood V , we have that
{w2, f(w2), · · · , fn2(w2)} ∩ (
⋃N
i=0 f
i(Vx)) = ∅.
Since z ∈ α(x), there is n3, such that f
−n3(x) ∈ V ′z . Since Vy ∩ orb
−(x) = ∅, we have
that {f−n3(x), f−n3+1(x), · · · , x} ∩ (
⋃N
i=0 f
i(Vy)) = ∅. Moreover, by the choice of Vz , we
have that n3 > n0 +m.
To sum up, we have obtained three pairwise disjoint perturbation neighborhoods
⋃N
i=0 f
i(Vx),⋃N
i=0 f
i(Vy) and
⋃N
i=0 f
i(Vz), and three pairwise disjoint pieces of orbit segment {w1, f(w1), · · · ,
fn1(w1)}, {w2, f(w2), · · · , f
n2(w2)} and {f
−n3(x), f−n3+1(x), · · · , x} that connect the per-
turbation neighborhoods one by one. Moreover, all these perturbation neighborhoods and
pieces of orbit segments are contained in the neighborhood UK of K, and each perturba-
tion neighborhood is disjoint with the piece of orbit segment that connects the other two
perturbation neighborhoods.
4.1.2 The connecting process
Now, by Theorem 2.5, we will do perturbations of f in U on the three pairwise dis-
joint neighborhoods
⋃N
i=0 f
i(Vx),
⋃N
i=0 f
i(Vy) and
⋃N
i=0 f
i(Vz). By Remarque 4.3 of [3] and
the Property (F), one can get a diffeomorphism in U with the composition of the three
perturbations.
The perturbation at x. The point f−n3(x) has a positive iterate x ∈ V ′x and the point
fn1(w1) has a negative iterate w1 ∈ V ′x. By Theorem 2.5, there is a diffeomorphism f1 ∈ U ,
such that:
– f1 coincides with f outside
⋃N
i=0 f
i(Vx),
– the point fn1(w1) is on the positive orbit of f
−n3(x) under f1.
Moreover, the piece of orbit segment {f−n3(x), f1(f−n3(x)), · · · fn1(w1)} under f1 satisfies
the following properties:
– it is contained in
⋃n3
i=0{f
−i(x)} ∪ (
⋃N−1
i=0 f
i(Vx)) ∪
⋃n1
i=0{f
i(w1)},
– it intersect Vx and has at most n0 + n1 points outside V , where n0 + n1 < L,
– it contains the piece of orbit segment {f−n0(x), f−n0−1(x), · · · , f−n0−m(x)} under f .
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We take a point p ∈ Vx ∩ {f−n3(x), f1(f−n3(x)), · · · fn1(w1)}, then the point fn1(w1) is on
the positive orbit of p and f−n3(x) is on the negative of p under f1.
The perturbation at y. By the above construction, f1 coincides with f in
⋃N
i=0 f
i(Vy).
Hence the piece of orbit {w2, f(w2), · · · , fn2(w2)} is not modified. Under the iterate of f1,
the point p has a positive iterate fn1(w1) ∈ V ′y and the point f
n2(w2) has a negative iterate
w2 ∈ V ′y . By Theorem 2.5, there is f2 ∈ U , such that:
– f2 coincides with f1 outside
⋃N
i=0 f
i(Vy), hence f2 coincides with f outside (
⋃N
i=0 f
i(Vx))∪
(
⋃N
i=0 f
i(Vy)),
– fn2(w2) is on the positive iterate of p under f2, and f
−n3(x) is on the negative of p
under f2,
– the piece of orbit segment {f−n3(x), f2(f−n3(x)), · · · , p, f2(p), · · · , fn2(w2)} under f2
has at most L = n0 + n1 +N points outside V ,
– the piece of orbit segment {f−n0(x), f−n0−1(x), · · · , f−n0−m(x)} under f is contained
in the piece of orbit segment {f−n3(x), f2(f−n3(x)), · · · , p, f2(p), · · · , fn2(w2)} under
f2.
The perturbation at z. By the above constructions, f2 coincides with f in
⋃N
i=0 f
i(Vz), and,
under the iterate of f2, the point p has a positive iterate f
n2(w2) ∈ V
′
z and a negative iterate
f−n3(x) ∈ V ′z . By Theorem 2.5, there is g ∈ U , such that:
– g coincides with f2 outside
⋃N
i=0 f
i(Vz), hence g coincides with f outside (
⋃N
i=0 f
i(Vx))∪
(
⋃N
i=0 f
i(Vy)) ∪ (
⋃N
i=0 f
i(Vz)),
– the point p ∈ Ux is a periodic point of g,
– the piece of orbit segment {f−n0(x), f−n0−1(x), · · · , f−n0−m(x)} under f is contained
in orb(p, g), hence orb(p, g) has at least m points contained in V ⊂ U ,
– orb(p, g) has at most L = n0 + n1 +N points outside V ⊂ U .
This finishes the proof of Proposition 1.1 in the non-periodic case.
4.2 The periodic case.
In this case, any point contained in α(x) is a periodic point with period less than or
equal to N . By the assumption that all periodic point of f is hyperbolic, we have that α(x)
is a finite set. Since α(x) is chain transitive, this gives the following claim.
Claim 4.1. In this case, α(x) is a hyperbolic periodic orbit orb(q), and x ∈ Wu(orb(q)).
4.2.1 Choice of points and connecting orbits
By Claim 4.1, we have that x ∈ Wu(orb(q)) \ {q} for a hyperbolic periodic point q. To
simplify the notations, we just assume that q is a hyperbolic fixed point of f , but the general
case is identical. Now U is a neighborhood of {q} = α(x).
The perturbation neighborhoods at x. We take two small neighborhoods V ′x ⊂ Vx ⊂ Ux of
x, such that the following properties are satisfied:
– q /∈
⋃N
i=0 f
i(Vx),
–
⋃N
i=0 f
i(Vx) ⊂ UK ,
– V ′x ⊂ Vx satisfy Theorem 2.5 for the triple (f,U , N).
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The neighborhood V and the point y. By the hyperbolicity of the fixed point q, there is a
neighborhood V of q, such that, if the positive orbit of a point is contained in V , then this
point is in W s(q). Moreover, we can assume V is small such that V ∩ (
⋃N
i=0 f
i(Vx)) = ∅ and
V ⊂ U . By the assumption, we have that x ⊣K q, hence by items 3 and 4 of Theorem 2.14,
we have that x ≺UK q. By Lemma 2.4, there is a point y ∈ V \ q, such that x ≺UK y ≺V q,
and orb+(y) ⊂ V . Then we can see that y ∈ W s(q). Moreover, since x /∈ V , we have that
y /∈ orb−(x).
The perturbation neighborhoods at y, the connecting orbit from x to y and the number L.
We take two neighborhoods V ′y ⊂ Vy of y, such that the followings are satisfied:
–
⋃N
i=0 f
i(Vy) ⊂ V \ orb−(x), which implies that (
⋃N
i=0 f
i(Vy)) ∩ (
⋃N
i=0 f
i(Vx)) = ∅,
– f j(y) /∈
⋃N
i=0 f
i(Vy), for any j ≥ N + 1,
– V ′y ⊂ Vy satisfy Theorem 2.5 for the triple (f,U , N).
Since x ≺UK y, there is a piece of orbit segment {w1, f(w1), · · · , f
n1(w1)} ⊂ UK , such
that w1 ∈ V ′x and f
n1(w1) ∈ V ′y . Since x ∈ W
u(p), there is an integer n0, such that
f−i(x) ∈ V for any i ≥ n0. By the fact that orb+(fN+1(y)) ∪ orb−(f−n0(x)) ⊂ V , and
V ∩ (
⋃N
i=0 f
i(Vx)) = ∅, we can see that the piece of orbit segment {w1, f(w1), · · · , f
n1(w1)}
is disjoint with orb+(fN+1(y)) ∪ orb−(f−n0(x)). Take L = n0 + n1 +N .
4.2.2 The connecting process: to get a transverse homoclinic point
Now we do the perturbations by Theorem 2.5 and get a homoclinic point of q contained
in Ux.
The perturbation at x. The point f−n0(x) has a positive iterate x ∈ V ′x and the point
fn1(w1) has a negative iterate w1 ∈ V ′x. By Theorem 2.5, there is a diffeomorphism f1 ∈ U ,
such that:
– f1 coincides with f outside
⋃N
i=0 f
i(Vx),
– fn1(w1) is on the positive orbit of f
−n0(x) under f1,
Then there is a point z ∈ Vx, such that fn1(w1) is on the positive orbit of z under f1
and f−n0(x) is on the negative orbit of z under f1. Assume that f
n1(w1) = f
m1
1 (z) and
f−n0(x) = f−m01 (z), we have that m1+m0 ≤ n1+n0+N = L. Moreover, the negative orbit
of f−n0(x) under f is still the negative orbit of f−n0(x) under f1, hence z ∈Wu(q, f1). Also,
by the fact that
⋃N
i=0 f
i(Vy) ⊂ V \ orb−(x), one can see (
⋃N
i=0 f
i(Vy)) ∩ orb−(z, f1) = ∅.
The perturbation at y. By the above construction, f1 coincides with f in
⋃N
i=0 f
i(Vy), and,
under the iterate of f1, the point z has a positive iterate f
m1
1 (p) = f
n1(w1) ∈ V ′y and the
point fN+1(y) has a negative iterate y ∈ V ′y . By Theorem 2.5, there is f2 ∈ U , such that:
– f2 coincides with f1 outside
⋃N
i=0 f
i(Vy), hence f2 coincides with f outside (
⋃N
i=0 f
i(Vx))∪
(
⋃N
i=0 f
i(Vy)),
– the point fN+1(y) is on the positive iterate of z under f2.
By the fact that (
⋃N
i=0 f
i(Vy))∩orb+(fN+1(y), f) = ∅, we can see that the positive orbit
of fN+1(y) under f is still the positive orbit of fN+1(y) under f2. Hence z ∈ W s(q, f2). Since
(
⋃N
i=0 f
i(Vy))∩orb−(z, f1) = ∅, we have that orb−(z, f1) = orb−(z, f2), hence z ∈ Wu(q, f2).
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Then the point z ∈W s(q, f2)∩Wu(q, f2) is a homoclinic point of the hyperbolic fixed point
q of f2.
By perturbing f2 to a diffeomorphism g ∈ U with an arbitrarily C1 small perturbation,
we can assume that z is a transverse homoclinic point of the hyperbolic fixed point q of g.
Moreover, the orbit of z under g is the same as that of f2, hence the number of points of
orb(z, g) \ V is no more than m1 +m0, hence no more than L.
4.2.3 Periodic orbits shadowing the orbit of a homoclinic point: end of the
proof
Now we have obtained a diffeomorphism g ∈ U , a hyperbolic fixed point q and a transverse
homoclinic point z ∈W s(q, g) ⋔Wu(q, g) whose orbit under g has at most L points outside
V . Then the set orb(z, g) ∪ {q} is a hyperbolic set. By a standard argument with the
λ-lemma and the Smale’s homoclinic theorem, for any integer m ∈ N, there is a periodic
point p ∈ Vx of g, such that orb(p, g) has at most L points outside V and has at least m
points inside V . The proof of Proposition 1.1 in the periodic case is finished by the fact that
V ⊂ U .
The proof of Proposition 1.1 is completed.
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