A variation-perturbation method for atomic and molecular interactions. II. The interaction potential and van der Waals molecule for Ne-HF J. Chem. Phys. 83, 2323 (1985 A variationally exact method of obtaining the rovibrational levels of triatomic potentials is presented. This LC-RAMP method derives from the close-coupling approach in body-fixed coordinates, but uses optimized Morse oscillator functions to give radial basis sets for both the diatomic and complex stretching coordinates. The method is suited to the nuclear dynamics of nonrigid molecules and atom-<liatom van der Waals complexes. A recent full interaction surface for HeHF is fitted and used for dynamical calculations. The binding energy of the complex increases slowly with HF vibrational excitation. Correlation between the HF and complex vibrational modes is found to be negligible.
I. INTRODUCTION
In a recent paper, 1 henceforth referred to as I, we developed a method for the solution of the rovibrational problem of "floppy" atom-diatom systems in bodyfixed coordinates. Implicit in I and other theorf'tical works on the bound states of van der Waals dimers 2 -8 is the assumption of separability between the (high frequency) vibrational mode(s) of the monomer (diatom) and the (low frequency) modes of the complex. This approximate separation is physically reasonable, but to our knowledge, has never been tested by full rovibrational calculations. Moreover, there must be some coupling between inter-and intramolecular modes in the dimer, but its magnitude and whether or not it stabilizes the dimer is still a matter for speculation. Furthermore, if calculations are to be performed on floppy triatomics it is necessary to have a method capable of treating all vibrational degrees of freedom.
Recently, Burton and Senff 9 have performed detailed ab initio calculations on the (H 2 )2 interaction potential. They obtained a van der Waals well deeper than those given by inverting a variety of empirical data and attributed this discrepancy to an increase in the vibrational zero point energy of the H2 monomers upon complex formation. They suggest that this could effectively raise the rigid monomer potential by about 4 cm-t • This effect can also be viewed as the destabilization of the dimer due to interaction with the monomer modes.
Much data on the bound states of van der Waals dimers have been obtained from combinations of dimer modes with monomer bands using infrared spectroscopy.l0,l1 Typically, the diatom stretch is excited and the transitions of the complex are observed as sidebands to this intense transition. This technique is particularly powerful for the complexes of homonuclear diatomics where the complex formation itself causes the monomer alpresent address: SERC Laboratory, Daresbury, Nr. Warrington, Cheshire, WA44AD, U. K.
band to become infrared active. In order to obtain information about the dimer potential from these infrared spectra, it is necessary to consider the effect of the monomer stretching coordinate. One approach is to fix the monomer bond lengths at suitable values. 11, 12 A more sophisticated treatment was used by Le Roy and Van Kranendonk 3 to invert the experimental data on H zrare gas dimers. They fitted potential functions to several Hz states (and isotopes) and thus were able to obtain potential energy surfaces (linearly) dependent on the Hz bond length. However, they took no account of the possible correlation between monomer and complex rovibrational modes.
In this work, we extend the method developed in I for triatomic systems to include all three possible normal modes, with no separation. The method presented can be used to give rovibrationallevels which are exact variational upper bounds, within the electronic BornOppenheimer approximation for the potential energy hypersurface. That is to say that the method does not depend on any perturbation like assumption that certain terms are small and therefore to be neglected.
The method is quite general for any triatomic system, but the coordinate system in which the Hamiltonian is expressed is specifically chosen to deal adequately with atom-diatom systems as close-coupled triatomics. Its form makes it particularly suitable, therefore, for considering atom-diatom van der Waals complexes and nonrigid systems of a similar kind, and in particular, for conSidering the vibration-rotation spectrum of HeHF. Rodwell, Sin Fai Lam, and Watts 13 have recently calculated an extensive grid of potential pOints for the HeHF system. In this paper, we fit this with an appropriate analytic form and use it for a series of bound state rovibrational calculations which test the coupling of the HF stretch to the other modes of the complex.
In the next section we summarize the method of I and generalize it to the full triatomic problem. In Sec. III we discuss some computational aspects of these ro-vibrational calculations. In particular, we focus on diagonalization which is the bottleneck in dynamical calculations based on secular matrices. Sections II and III present a general computational technique for solving the nonrigid triatomic dynamical problem.
In Sec. IV we fit the HeHF surface. In Sec. V we present rovibrational calculations on He-rigid HF, the HF monomer, and the full HeHF system. Section VI gives our conclusions.
II. METHOD
In paper I we derived a Hamiltonian for the interaction of an atom with a diatom in body-fixed coordinates (see Fig. 1 ). In that paper we showed that a suitable trial function was of the form In equation (1) In terms of this choice, the radial motion Hamiltonian in the present work differs slightly from that shown in I and is given below:
and (5) The only terms in the Hamiltonian that connect basis functions that differ in k are the last two terms in the last part of Eq. (3). These terms, which may be referred to as "Coriolis terms, " have generally been found to be small1.5.8.11 if the coordinate system has been chosen appropriately. If the Off-diagonal Coriolis terms can be neglected then the secular problem becomes diagonal in k and states which differ only in parity become degenerate. This results in considerable computational savings, since it allows the secular problem for J> 0 to be block factorized into 2J + 1 blocks with no block larger than for the J =0 case.
In paper I it was assumed that the diatomic variable r could be considered fixed, but in the present work this restriction is relaxed so that we work in a basis of products of radial functions (6) Thus %(r,R) is approximated by a linear combination of these products and thus the total trial function is a linear combination of radial and angular momentum function products, a type of function for which the acronym LC-RAMP was coined in a previous paper.
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It was found in I that Morse oscillatorlike functions 18 described the motion in the R coordinate very well. Such functions would also seem to be eminently suitable for the description of the diatom in the r coordinate too, and were used in this work. It is the tradition, as explained in I, to specify these function in terms of sets of three parameters and in the present work two such sets will be needed, and are denoted as (Dl> w1, R e ) and (Dz, Wz, r e ). Both sets are treated as adjustable for the purposes of basis set optimization. This makes it unnecessary to put artificial walls in the potential (see e. g., Ref. 20) , as explained in I.
As in I, the potential V is expanded in the form
V(R, r, e) = I:V).(R, r)P).(cos e)
).
( 7) and the matrix elements of the potential in Eq. (3) are independent of the parity of the angular functions. The integrals over the angular functions can be done analyUcaUyand expressed in terms of the Gaunt coeffiCients, just as in I.
The procedures used for evaluating the integrals are straightforward generalizations of those described in I. As in that paper, all numerical integrations were done using Gauss-Laguerre quadrature 21 and the Laguerre polynomials were as defined in Ref. 19 . The procedure was found to be just as satisfactory as it was found in I, even though the quadratures are, in the present case, all double quadratures.
III. COMPUTATIONAL CONSIDERATIONS
In traditional approaches 18 to the use of Eq. (3), the angular integration over the potential is completed and the resulting equations are regarded as a set of coupled differential equations. In the LC-RAMP approach it is computationally advantageous to perform the integrals over the radial variables in the potential first and to store the resulting, possibly long, list of integrals according to n j , n~ values for given A. The integrals can then be read back once, sequentially, for each angular block of the problem to complete the sum over A in Eq. (7) and obtain the matrix elements of the full potential. The other integrals in the problem can be dealt with exactly as described in I and there are no more problems in setting up the secular matrix than those described there. The two-dimensional Gauss-Laguerre quadrature scheme is computationally efficient and in the present case as in other LC -RAMP methods the major problems arise in diagonalizing the secular matrix.
In all LC -RAMP methods the size of the secular matrix generated provides a severe limitation on the problems that can be tackled since big secular problems must be solved by methods that involve the use of backing store (for instance tape or disk files). Although large secular problems are commonplace in CI calculations, the methods that have been developed in that context rely for their efficiency on the sparsity and diagonal dominance of the matrix. In the LC -RAMP approach, the matrices are not sparse, particularly if the full symmetry of the problem is used, and they are not generally dominated by their diagonal elements. There are certain special cases such as H2 -X systems (where X is a rare gasl.3 or !f2), where the matrices are diagonally dominant but they are too few to dictate a general choice of method. Furthermore, in CI calculations, one is usually interested only in the first one or two roots of the problem and the diagonalization methods used are efficient at this level. In LC -RAMP calculations, however, we are typically interested in the lowest ten or so roots and a CI diagonalization scheme may become very inefficient in these circumstances.
Mindful of these difficulties, we investigated four diagonalization procedures, all of which were designed to give the lowest k eigenvalues of an n dimensional symmetric matrix stored in triangular form. As a bench mark, we used the Householder tridiagonalization procedure followed by a bisected Sturm sequence. 23 We used this as bench mark because it is generally believed 24 • 25 to be the best method of solving the symmetric eigenvalue problem when the whole of the triangular matrix can be kept in fast store. The other three methods considered were the Shavitt-Raffenetti method of optimal relaxations 28 and two variants of the Lanczos procedure. 27 • 28 The Shavitt-Raffenetti method has found extensive use in CI calculations and its characteristics and properties are well described elsewhere. 29.30
The Lanczos algorithm transforms the matrix into tridiagonal form in a cyclic fashion which means that the matrix need not be retained in core. Analytically, n iterations give a tridiagonal matrix equivalent to that given by the Givens or Householder transformations. 28 However, there are two important differences. Firstly, if only a few eigenvectors are required, it is not normally necessary to perform all n steps of the Lanczos process. Secondly, in computer applications, the Lanczos vectors rapidly lose orthogonality; this led Wilkinson to comment "it is difficult to think of any reason why we should use Lanczos' method in preference to Householder' s. ,,31
There are ways of circumventing this numerical problem. The traditional method is explicitly to orthogonalize each Lanczos vector to the previous one as it is generated. We refer to this method as orthogonaHzed Lanczos; it has the disadvantage, especially for sparse matrices, that the orthogonalization can greatly increase the time taken per cycle. Paige 32 analyzed the loss of orthogonality and developed a procedure adapted to the linear dependency displayed by the nonorthogonalized vectors. We call this Paige-style Lanczos; it has the drawback that convervence in n cycles is no longer guaranteed. There are also Lanczos algorithms based on selective orthogonalization of the Lanczos vectors, 30 but for reasons that will become apparent, we did not consider these. Both Lanczos algorithms yield tridiagonal matrices, the eigenvalues (and vectors) of which were found with a Sturm sequence using bisection and inverse iteration. 33 Table I compares the performance of these diagonalization procedures on a 444 dimensional secular matrix (KCN with J= 1, P =0, see 1) , with k (the required number of eigenvectors) = 10. This matrix took only 22 s to construct. In each case, at least ten figure accuracy for the eigenvalues was obtained. This accuracy is necessary for rotational transitions, which, in the case of KCN, are the differences between energies differing in only the sixth or seventh figures.
The Householder tridiagonalization plus Sturm sequence required just over 10 min to diagonalize this matrix and 800 K bytes of fast storage. In contrast, the Shavitt-Raffenetti method used 50 min and only 80 K bytes. A striking feature of the iterative procedures is the number of cycles required to achieve convergence, which is an order of magnitude greater than the number needed for the large, diagonally dominant CI matrices. 30
The main difference between the Shavitt-Raffenetti and Lanczos processes ~s the time taken per cycle. Whilst the Lanczos algorithms perform only one vector matrix multiplication per cycle, independent of k, the Shavitt-Raffenetti method performs k such operations. Comparison between Paige-style and orthogonalized Lanczos processes shows that the reduced number of cycles required by the orthogonalized procedure more than compensates for the slight (average) increase in cycle time caused by the orthogonalization. Indeed, the orthogonalized Lanczos method proved to be faster in this case than the in Core diagonalization. Because the increase in cycle time due to orthogo.lalization was small, we did not consider it necessary to investigate the use of selective orthogonalization.
Finally, we tested the effect of the starting vectors on the rate of convergence. The effect was to be negligible, probably because of the large number of cycles required to achieve convergence. Starting vectors of type b (see Table I ) are generally favored as they allow all the matrix to be sampled immediately2B and we have used these in our implementation of the orthogonalized Lanczos procedure.
Our LC-RAMP method for triatomics is implemented as a general computer program with the followl.lg features: Radial basis functio,ls are set up using (Db WI, Re) and (D z , W2, re) as input parameters. The relevant M -point (M input) Gauss-Laguerre integration schemes are automatically generated and checked against analytic formulae for the sum of weights. 21 The angular basis set is taken as all functions for the selected J and p with j ..:; jmax (input); for homonuclear diatomics, problems with j odd or even are treated independently. Options allow all Coriolis interactions to be computed or k to be treated as a good quantum number. The secular matrix is either retained in core (if possible) or written to disk and a choice of in core (Householder) or iterative (orthogonalized Lanczos) diagonalization is available.
A full account of and a listing of the program has been prepared by one of us (JT) for publication. 34 In Sec. V we describe the application of the program to a calculation of the rovibrationallevels of He-HF, but first it is necessary to describe the fitting of the surface of This is done using a standard fitting procedure for the SCF interaction surfaces of closed shell species 3B ,39 and we show how this can be generalized to the full three-dimensional surface.
The first step in fitting the rigid rotor SCF potential is to partition between long and short range interactions where terms of order R-8 have been ignored. In Eqs. (10) aile is the dipole polarizability of He, for which a value 1. 38 a. u. was taken from the literature. The short range energy, defined as the difference between ySCF and the long range terms given above, was then fitted, allowing inaccuracies in the long range terms to be removed by the short range fitting. Damping of the long range terms, found necessary when the long range interactions are particularly strong, 39 was not deemed necessary in the region of interest (R > 3ao).
The short range energy was fitted by a modified Born-Mayer potential ~hort(Rh, exp ( t AXjR ' (11) using standard least squares fitting techniques. Points where the short range energy was less than 5x hartree were excluded from the fit. Table II gives the matrix of fit coefficients A.
The fitted potential plus dispersion terms reproduced the data on the region of van der Waals minima (Ref .  13 and Table IV ) with an average error of only 0.06 x 10-5 hartree compared with a minimum in the isotropic potential of -9. 32 x 10-5 or -20. 5 c m -1. The rigid rotor potential of Rodwell et al. was computed using a larger Gaussian basis set than their full potential; thus, the rigid rotor parts of these two potentials are not equivalent. Furthermore, their full potential only includes terms up to A = 6 in the Legendre expansion. As we show, the higher Legendre terms play an inSignificant role in the dynamics of the van der Waals molecule, partly because of the large HF rotational constant of about 20 cm-1 •
As a first step in fitting the full SCF potential, we repeated the fitting procedure described for each value of r for which calculations were performed. 13 This gave IlHF(r j ), 9 HF (r j ) andA(r j ) for r j =1.4827, 1.6027, 1. 7328, 1. 9180, and 2. 1032ao . Ten values of R between 3 and 10ao were used in the fits, the dipoles and quadrupoles being fitted to the interaction energies at R = 10.99ao· Next, the fit coefficients were expressed as Taylor (13)
The coefficients of the Taylor expansion were determined by a least squares fit using the five points with the constraint that the values for r =r. were exactly reproduced. This ensured a rigid rotor surface identical to the one which would have been obtained if only r = r. data had been used.
Initially, we followed Rodwell et al. and used terms up to e in the expansion. However, we found that surfaces fitted in this manner became extremely unstable only a short distance, less than O. 2ao, outside the range of r used in the fit. A fit up to r-was found to be much better behaved and only slightly less accurate.
When a surface is fitted to a Born-Mayer potential (11), if the coefficient of the highest power of R is negative, then the fitted potential tends to 0 as R tends to 00, as required. If the highest power of R is positive then the polynomial must have a turning point for some critical value of R beyond which the fit is no longer valid. 39 If this critical value occurs where V' har ! is essentially zero then the Born-Mayer potential can be set to zero beyond this point without error. For the cases A = 2 and A = 6 ill the present work, the critical value was found to be below 10ao, which was within the range of interest, unless v omr ! was fitted to a value of zero hartree) at R = 11ao. For R greater than this, any contribution from V"bort can be neglected. Table IV gives the coefficients of the short range interaction energy. These were obtained by fitting the difference YSCF (R, r l ) and v10DK(R,rj) given by the Taylor expansion of the permanent moments.
It is possible to express our potential in the form (14) Our fit accurately reproduces the cuts through the potential given by Finally, we note that to obtain the full HFHe potential energy hypersurface, it is necessary to add a potential for the separated HF molecule to the interaction surface discussed above. V. DYNAMICAL CALCULATIONS Dynamical calculations were first performed on the HeHF rigid rotor potential using the atom rigid diatom program of I. We optimized the radial R basis set for a calculation withj"; 10 and nl ,,; 5, giving a 66 dimensional secular problem for the only bound state withJ = O. Starting from Re =6. 5 cm"l, De =33 cm"l, and We =22 cm"l, values suggested by the potential, the energy was found to depend strongly only on Re for which a value of 8. 25ao was optimal. A check on the basis set convergence showed that the angular basis functions with j > 3 gave an insignificant lowering of the energy for all the bound states J =0, 1,2, and 3. This was found to be true for all the potentials tested, suggesting that the higher terms in the Legendre expansion of the potential hardly effect the van der Waals complex. The relatively large HF rotational constant (21. 1 cm"1 at r e = 1. 7328) means that the higher j states lie well above the j =0 states.
As increasing the radial basis beyond nl ~ 5 had little effect, a saturated basis was given by the optimized functions with nl;:; 5 andj;:;3. Table V shows all the bound states for the rigid rotor (large electronic basis set) potential (a) . Also shown are the results of the calculations on the full (smaller electronic basis set) potential (b) with r fixed at re and (r~, the average bond length of the HF ground vibrational state. While the results for the two potentials are similar, it is clear that the rigid rotor part of the full potential is Slightly more attractive than the simple rigid rotor potential.
Lengthening r from re = 1. 7328 to (r)o = 1. 7496 (see Table VI ) has two effects. Firstly, the increase in r lowers the HF rotational constant allowing increased mixing between j =0 and higher j basis functions. This effect can only increase the binding energy of the complex. Secondly, the increase in r allows a slightly different cut through the potential to be sampled. As the effect of stretching the diatomic bond is usually to lower Starting from re = 1. 73 28ao, We = 3950 cm"1, and De =40240 cm"l we minimized the sum of the energies of the lowest three vibrational states for a calculation with J =0. This gave an optimum basis set with re = 1. 7788ao, we = 3296.9 cm"l, and De = 39771 cm"l. Table VI compares the results obtained for the lowest three vibrational states of HF using this basis set with the exact result for the same potential (obtained by direct numerical integration of the Schrodinger equation 50 ) and the experimental values. While Ogilvie's potential gives vibrational spacings that are Slightly too large, our small optimized basis set reproduces the vibrational levels and rotational constants of the exact results for this potential very satisfactorily.
USing the two optimized basis sets we performed calculations on the full HeHF potential fitted in the previous section. We are interested not only in the four bound states of the potential, but also in states which are formed by the interaction of He with HF in a vibrationally excited state. Although these states are metastable relative to He and ground state HF, they are easily obtained from our calculations as the separation of HF vibrational states (-3950 cm"l) is much larger than the range spanned by the basis functions of the complex (-500 cm"I). Theoretical calculations have shown vibrational predissociation in van der Waals dimers to be slow. 52 Formally, the rigid diatom calculations can be viewed as a full three dimensional calculation with only one basis function, the unperturbed diatom wave function, in the r coordinate. This would be exactly so if we had used the correct vibrational averages over the potential or, more simply, over a potential expanded in the form of Eq. (14) as done by Le Roy and Van Kranendonk. 3 As we have only used vibrational averages of r-2 , in the rigid diatom calculation, the potential sampled is not strictly the same as that sampled by the full calculation. This effect is the one discussed by Burton and Senff. 9 Secondly, the rigid diatom calculations do not allow for the instantaneous (as opposed to time averaged) coupling between the diatom vibration and the modes of the complex. This effect, which can be regarded as inter-intra correlation, must be purely attractive and can only be represented by the full calculation. Table VII shows that both of the calculations predict the complexes of the vibrationally excited states to be more stable. The effect, about 0.1 cm-1 for ~IIHF = 1, is smaller than, but consistent with, the previously noted behavior.3 The differences between the rigid diatomic and full calculations are very small, suggesting that the inter-intra correlation effects which have always previously been ignored are indeed negligible compared with accuracy of the potential.
The use of the vibrationally averaged potential with a rigid rotor calculation thus gives results very similar (to within 0.02 cm-1 ) of the full calculation. In the language of Burton and Senff, 9 this means that the monomer zero point energy is unaffected by complex formation. This is in line with the experimental observation that monomer modes are shifted very little in the complex.
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VI. CONCLUSION
In this paper we have presented a method for performing ab initio rovibrational calculations on nonrigid triatomics. Within the usual assumptions of the variational prinCiple and Born-Oppenheimer approximation, this method is exact for the potential under consideration. The method is appropriate for floppy triatomics as well as atom-diatom collision complexes (van der Waals molecules) with no approximate separation of vibrational modes. It has been implemented as a fully documented computer program, 34 although the requirement of a potential energy surface prevents it being used as a black box.
In particular, we have investigated several techniques for diagonalizing the secular matrix as this is the bottleneck in any LC-RAMP method. We found the iterative orthogonalized Lanczos procedures 27 • 28 particularly appropriate for the secular matrices typically encounted in LC-RAMP calculations and have implemented this as an alternative to the standard in-core diagonalization procedure. 25
We have fitted the full ab initio HeHF potential energy surface 13 and used it to perform calculations which test the effect of fixing the HF bond length. The correlation between the HF vibrational coordinate and the complex modes, which has until now been neglected, was found to be small (less than 0.02 cm-1 ). The effects of vibrational excitation, which have sometimes been neglected, 11,12 were found to be somewhat larger (-0.1 cm-1 ), with complexes of the higher states being more stable. We found little evidence to suggest that the rigid monomer approximation used by experimentalists in inverting their data is a serious source of error. We would be surprised if this was the cause of the discrepancy between the empirical isotropic well depth of {H 2 )2 and that found ab initio by Burton and Senff. 9 Finally, we note that the major expense in ab initio rovibrational calculations such as those outlined in this paper is the potential energy surface. To obtain a reliable potential for a nonrigid molecule in three dimensions is a formidable task. Typically, the calculation of the electronic potential at one geometry is as computationally expensive as performing all the dynamical calculations.
