Abstract. We establish an existence result for semilinear elliptic problems with the associated functional not satisfying the Palais-Smale condition. The nonlinearity of our problem does not satisfy the Ambrosetti-Rabinowitz condition.
Introduction
Existence of solutions for the semilinear elliptic Dirichlet problem
where Ω is a bounded domain in R N , N ≥ 2, has been an object of intensive research in recent years. In general, there are two approaches used in the study of the problem. One is the variational method originated by Ambrosetti and Rabinowitz [1] . Besides geometrical assumptions on the associated functional of (1.1), they require the so-called Palais-Smale condition ((PS) condition for short). In the verification of the Palais-Smale condition, Ambrosetti and Rabinowitz introduced the following condition:
for |t| large, where θ ∈ (0, 1 2 ). There are some modifications [6] of this condition. However, it is difficult to remove the condition completely in obtaining existence results although it seems a technical condition. Another approach is topological methods. This requires the establishing of a priori bounds for eventual solutions of the problem. In [4] a strong restriction on the growth of f (x, u) at infinity with respect to u was required. Later this restriction was lifted in [7] , [10] . However, in both cases, a certain behavior of the nonlinearity f at infinity was necessary. In [10] the nonlinearities had to be essentially a power at infinity, while in [7] some sort of mild oscillation was allowed. A priori bounds are also obtained in [2] and [14] for nonlinearities as powers |t| p−2 t at infinity by using the information of the Morse index of the solutions.
In a recent work [8] , de Figueiredo and the author proved an existence result for (1.1). It allows that the nonlinearity f oscillates at infinity between powers t p , and then the associated functional may not satisfy the Palais-Smale condition. The arguments used in this work are a combination of variational methods with a use of the estimation of the Morse index in the blow-up method. In this work, lim inf t→+∞ f (x,t) t p > 0 is required. Our aim in this paper is to establish the existence of positive solutions and multiple solutions for problem (1.1) . Besides allowing f to oscillate, the limit lim inf t→+∞ f (x,t) t p may be zero. In this case, blow-up arguments in [8] will lead to a problem in the whole space which possibly has a solution. Then it fails to work. The type of hypotheses assumed here do not imply a (PS) condition. Also they do not fit in the conditions that imply a priori bounds. Suppose that f satisfies
and a positive bounded nonincreasing function h such that
for |t| ≥ T and x ∈ Ω. We may write f in the form
Condition (f2) implies h(x, t), h t (x, t)t+ph(x, t) are bounded and lim sup t→∞ h (x,t)t h(x,t)
≤ 0. (f3) There exists a bounded nonincreasing function h such that
and h (x, t)t → 0 as t → ∞. (f4) There exist a constant ν > 0 and 1 < q ≤ p such that
If h is bounded below by a positive constant or lim sup t→∞ h(x, t)t p−q is finite, the existence of positive solutions is a consequence of the result in [8] . But here we may allow h(x, t) to oscillate and to tend to zero as t goes to infinity. This case is exclusive in previous works.
Our result is concerned with the existence of a positive solution as well as existence of multiple solutions of problem (1.1).
We remark that conditions (f2) and (f3) imply that for some new constant C > 0,
So the nonlinearity f (t) is superlinear, but the ratio f (t)/t p is not required to converge at infinity. In general, the existence of a positive solution of (1.1) requires either that the domain Ω be convex, or more generally, that Ω have some special geometrical properties, or
t is monotone in t even in the case that f is independent of x. We do not need these conditions here. As an example, the function
for t > 0 with lower growth term g(x, t) as in the example in [8] satisfies our assumptions but they fit neither the Ambrosetti-Rabinowtz condition nor condition (f5) in [7] . In [18] Zou obtained some multiplicity results without the condition (1.2). However, he also assumed that
t is increasing in t. The method of proof of our results uses the "monotonicity trick" developed by M. Struwe [17] and L. Jeanjean [13] . Firstly, we consider the parametrized problem
Using the "monotonicity trick" we may find a solution of (1.4) for almost every λ ∈ [1, 2] ; next, we choose a sequence {λ n } such that λ n → 1 as n → ∞. If the corresponding solutions u n := u λn converge in H 1 0 (Ω), then we are done. The idea for proving the convergence of {u n } is to obtain an L ∞ -bound of {u n }. This involves an estimation of the Morse index Ind(u λ ) of u λ . It is well known that there exists a solution at the mountain-pass level with the Morse index less than or equal to 1 if the Palais-Smale condition is satisfied. However, it is not clear if the functional associated to (1.4) satisfies the Palais-Smale condition. We observe that we still have the Morse index Ind(u λ ) ≤ 1 in our case. The step of proving that {u n } is bounded involves an argument by contradiction, which leads to the question of existence of nontrivial solutions of certain problems in R N , or in half-spaces. Those questions are commonly called Liouville-type theorems. We will state Liouvilletype theorems in section 2. We also give a precise statement of abstract critical point theorems with the estimate of Morse indices of critical points in section 2. Theorem 1.1 is proved in section 3.
Preliminary results
Let X be a Banach space equipped with the norm · and ϕ be a C 1 functional on X. Consider a homotopy-stable family F of compact subsets of X with a closed boundary B (see [9] for the definition). Set
We say that {A n } ⊂ F is min-maxing for ϕ if lim n sup An ϕ = c(ϕ, F ), and we say that ϕ satisfies (P S) c along a sequence
, ∀λ ∈ Λ, where B(u) ≥ 0, for all u ∈ X and we assume either A(u) → +∞ or B(u) → +∞ as u → ∞ and
The following result is due to Jeanjean [13] . Proposition 2.1. For almost every λ ∈ Λ, there exists a bounded min-maxing sequence {A n } and a bounded sequence {v n } ⊂ X near {A n } such that
Next we state the multiplicity results.
We assume further that I λ maps bounded sets to bounded sets uniformly for λ ∈ [1, 2] and
where
Zou [18] proved the following result. 
Remark 2.1. The existence of bounded min-maxing sequences {A n } and {A k n } in Proposition 2.1 and Proposition 2.2 respectively is not explicitly stated in the Theorems in [13] and [18] , but it hides in the proofs there. 
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The Morse index of solutions of (2.1) is defined as the maximum dimension of the negative space corresponding to the spectral decomposition of the operator −(∆ + pQu p−1 ). The proof of Proposition 2.3 is essentially contained in [8] . For the reader's convenience, we sketch the proof.
Take
and then 
Proof. Suppose that the assertion is not true. Then for r 1 > 0, there exists R 1 > 2r 1 such that Φ (u)(φ r1,R1 u) 2 < 0 and for r 2 > 2R 1 , we may find R 2 > 2r 2 such that Φ (u)(φ r2,R2 u) 2 < 0. Then the supports of φ r1,R1 u and φ r2,R2 u are disjoint. So the Morse index of u is larger than or equal to 2. Iterating the argument, we may get a contradiction since the Morse index of u is supposed to be finite. The lemma is proved.
Proof of Proposition 2.3. By Lemma 2.1, there exists an r
Multiplying the equation by uφ 2 ro,R we obtain
From (2.2) and (2.3) it follows that (2.4)
Estimating the right side of (2.4), using the values of φ ro,R , we get
If N = 2, the assertion is immediately proved from (2.5), since u is bounded. If N ≥ 3, and we assume that R N |u| p+1 dx is not finite, we obtain (2.6) 
.
The proof of the main results
Let us consider the parametrized problem Proof. (i). Since f (x, 0) = 0 for every x ∈ Ω, and also using the maximum principle, we may assume, without loss of generality, that f (x, u) = f (x, 0) for all x ∈ Ω and u ≤ 0 to find a positive solution. Let J λ be the functional associated to problem (3.1):
By assumptions (f1), (f2), it follows that there exist positive constants
On the other hand, let λ 1 be the first eigenvalue of the operator −∆ with zero Dirichlet condition and φ 1 > 0 be the corresponding eigenfunction. Using (f4) then we have J λ (tφ 1 ) < 0 for t > 0 large. Therefore, by Proposition 2.1 for almost every λ ∈ [1, 2] there exists a bounded min-maxing sequence {A n } of the critical level c λ along which J λ satisfies the Palais-Smale condition. There also exists a bounded (P S) c λ -sequence {u n } of J λ near A n which in turn possesses a convergent subsequence. So for almost every λ ∈ [1, 2] , problem (3.1) has a positive solution u λ . Thus, Remark 2.2 or Theorem 2.10 of [15] implies that the Morse index ind(u λ ) of u λ is less than or equal to 1.
(ii). The proof of the existence part is the same as Lemma 3.1 in [18] . According to Remark 2.2, there exists a critical point u k (λ) of J λ corresponding to c k (λ) with the Morse index Ind(u k (λ)) ≤ k.
Taking λ n → 1, correspondingly, we have solutions u n := u λn and u k n := u k (λ n ) in Lemma 3.1 with respect to f ≥ 0 if t ≥ 0 and f is odd in t. The proof of Theorem 1.1 will be completed if we may prove that {u n } and {u k n } are uniformly bounded in n in the L ∞ -norm. Because this yields that {u n } and {u k n } are uniformly bounded in n in H 1 0 (Ω), so it follows in a standard way that there are subsequences converging strongly in H 1 0 (Ω) to solutions of (1.1). As in [18] , we may deduce that if u
In the rest of this paper, we will establish uniform L ∞ -bounds for {u n } and {u k n }. Let g be a smooth function. We consider the problem
where a, b are positive constants.
We have a Pohozaev's identity for (3.3).
Lemma 3.2. Let u be a solution of (3.3). Then, for any ball B R (0) ⊂ Ω we have
Proposition 3.1. Suppose u n is a solution of (3.1) with finite Morse index. Then there exists a constant C > 0 independent of n such that
Proof. We only consider the case N ≥ 3. The proof is similar for N = 2. We argue by contradiction. Suppose that there does not exist such a constant C. So we should have u n ∞ → ∞ as n → ∞.
We use a blow-up argument as follows. Let M n = max Ω |u n (x)| and let x n ∈ Ω be a maximum point of u n (x). We define
We may assume x n → x 0 ∈ Ω. There are two cases: x 0 ∈ Ω and x 0 ∈ ∂Ω.
By the interior L p -estimates, we have for all γ > 1:
By assumptions (f1)-(f4) we have
for n large. Therefore
Choosing γ > N, we obtain that {ũ n } is uniformly bounded in C 1,β (B R ), 0 < β < 1. By the interior Schauder estimates one has
Next we claim that
To do that we write
We then estimate I 1 by (f1), (f2) and (f4):
We use property (f2) of the function f to get (3.11)
Finally using (3.10) -(3.11) we obtain
which proves (3.8).
It follows then that
Using the Ascoli-Arzelà Theorem, (3.8) and (3.12), we obtain a subsequence ofũ n , still denoted byũ n , such that
, and (3.14)
In fact, for any x 0 ∈ ω, u(x 0 ) > 0 and there exists a constant δ = δ(u(x 0 )) > 0 such thatũ n (x 0 ) ≥ By (f3) we obtain
and there exist positive constants σ and γ such that σ ≤ Q(x) ≤ γ, ∀x ∈ B 1 2 R . Passing to the limit in (3.5) and using (3.13) and (3.14), we see that u satisfies
On the other hand, if x ∈ ω, by (f3) and L'Hospital's rule we have
By the diagonal process, one knows that (3.18) holds also in R N and it converges uniformly on compact sets of R N as n → ∞. Denote by Ind(p−σ, u) the Morse index of u with respect to the operator −∆−(p−σ)Q(x)|u| p−1 . The uniform convergence of u n to u on compact sets implies that the Morse index Ind(p − σ, u) of u is finite (see [2] or Lemma 6 of [16] ), and then Ind(p, u) is finite. Thus Proposition 2.1 yields that u L p+1 (R N ) and ∇u L p+1 (R N ) are finite. We claim that u ≡ 0. This is a contradiction because |u(0)| = 1. In fact, applying Lemma 3.2 to the equation (3.5) in the ball B R (0) for R > 0 fixed we obtain
where F (x, t) is the primitive of f (x, t). By (f2) we estimate
which tends to zero as n → ∞. Using a similar argument that leads to (3.8) we can prove that the C 0,α -norm of
in B R is uniformly bounded. Then its limit as n → ∞ exists. Using (f3) and L'Hospital's rule again as in (3.17) we obtain
uniformly in B R as n → ∞. Therefore, a use of Lebesgue's dominated convergence theorem for both the volume and the surface integrals gives Since u is a solution of (3.16), this implies u ≡ 0. This completes the proof. 
