Regression testing is an expensive testing process used to validate modified software and detect whether new faults have been introduced into previously tested code. To reduce the cost of regression testing, software testers may prioritize their test cases so that those which are more important, by some measure, are run earlier in the regression testing process. One goal of prioritization is to increase a test suite's rate of fault detection. Previous empirical studies have shown that several prioritization techniques can significantly improve rate of fault detection, but these studies have also shown that the effectiveness of these techniques varies considerably across various attributes of the program, test suites, and modifications being considered. This variation makes it difficult for a practitioner to choose an appropriate prioritization technique for a given testing scenario. To address this problem, we analyze the fault detection rates that result from applying several different prioritization techniques to several programs and modified versions. The results of our analyses provide insights into which types of prioritization techniques are and are not appropriate under specific testing scenarios, and the conditions under which they are or are not appropriate. Our analysis approach can also be used by other researchers or practitioners to determine the prioritization techniques appropriate to other workloads.
Introduction
As software evolves, test engineers regression test it to validate new features and detect whether new faults have been introduced into previously tested code. Regression testing is important, but also expensive, so many approaches for improving its costeffectiveness have been investigated. Among these approaches we find test case prioritization. Test case prioritization techniques help engineers execute regression tests in an order that achieves testing objectives earlier in the testing process. One testing objective involves rate of fault detection-a measure of how quickly a test order detects faults. An improved rate of fault detection can provide earlier feedback on the system under test, enable earlier debugging, and increase the likelihood that, if testing is prematurely halted, those test cases that offer the greatest fault detection ability in the available testing time will have been executed.
Numerous prioritization techniques have been described in the research literature (Elbaum et al., 2001b Jones and Harrold, 2001; Rothermel et al., 2001; Wong et al., 1997) . Studies Rothermel et al., 1999 Rothermel et al., , 2001 have shown that at least some of these techniques can significantly increase the rate of fault detection of test suites in comparison to the rates achieved by unordered or randomly ordered test suites. More recently, researchers at Microsoft (Srivastava and Thiagarajan, 2002) have applied prioritization to test suites for several multi-million line software systems, and found it highly efficient even on such large systems.
These early indications of potential are encouraging; however, studies have also shown that the rates of fault detection produced by prioritization techniques can vary significantly with several factors related to program attributes, change attributes, and test suite characteristics (Elbaum et al., 2001a (Elbaum et al., , 2003 . In several instances, techniques have not performed as expected. For example, one might expect that techniques that take into account the location of code changes would outperform techniques that simply consider test coverage without taking changes into account, and this expectation is implicit in the technique implemented at Microsoft (Srivastava and Thiagarajan, 2002) . In our empirical studies , however, we have often observed results contrary to this expectation. It is possible that engineers choosing to prioritize for both coverage and change attributes may actually achieve poorer rates of fault detection than if they prioritized just for coverage, or did not prioritize at all.
More generally, to use prioritization cost-effectively, practitioners must be able to assess which prioritization techniques are likely to be most effective in their particular testing scenarios, i.e., given their particular programs, test cases, and modifications. Toward this end, we might seek an algorithm which, given various metrics about programs, modifications, and test suites, calculates and recommends the technique most likely to succeed. The factors affecting prioritization success are, however, complex, and interact in complex ways (Elbaum et al., 2001a) . We do not possess sufficient empirical data to allow creation of such a general prediction algorithm, and the complexities of gathering such data are such that it may be years before it can be available. Moreover, even if we possessed a general prediction algorithm capable of distinguishing between existing prioritization techniques, such an algorithm might not extend to additional techniques that may be created.
In this paper, therefore, we pursue an alternative approach. Using data obtained from the application of several prioritization techniques to several substantial programs, we compare the performance of these prioritization techniques in terms of effectiveness, and show how the results of this comparison can be used, together with cost-benefit threshold information, to select a technique that is most likely to be cost-effective. We then show how an analysis strategy based on classification trees can be incorporated into this approach and used to improve the likelihood of selecting the most cost-effective technique.
Our results provide insight into the tradeoffs between techniques, and the conditions underlying those tradeoffs, relative to the programs, test suites, and modified programs that we examine. If these results generalize to other workloads, they could guide the informed selection of techniques by practitioners. More generally, however, the analysis strategy we use demonstrably improves the prioritization technique selection process, and can be used by researchers or practitioners to evaluate techniques in a manner appropriate to their own testing scenarios.
The rest of this article is organized as follows. Section 2 describes the test case prioritization problem in greater detail, presents a measure for assessing rate of fault detection and techniques for prioritizing test cases, and summarizes related work. Sec-tion 3 presents the details of our study, our results, and our approaches for selecting appropriate techniques. Section 4 presents further discussion of our results, and concludes. Rothermel et al. (2001) define the test case prioritization problem and describe several issues relevant to its solution; this section reviews the portions of that material that are necessary to understand this article.
Test case prioritization
The test case prioritization problem is defined as follows:
The Test Case Prioritization Problem: Given: T , a test suite; P T , the set of permutations of T ; and f , a function from P T to the real numbers. Problem:
Here, P T represents the set of all possible prioritizations (orderings) of T , and f is a function that, applied to any such ordering, yields an award value for that ordering. There are many possible goals for prioritization. In this article, we focus on increasing the likelihood of revealing faults earlier in the testing process. This goal can be described, informally, as one of improving a test suite's rate of fault detection. To quantify this goal, Rothermel et al. introduced a metric, (Rothermel et al., 2001 ) APFD, which measures the weighted average of the percentage of faults detected over the life of the suite. APFD values range from 0 to 100; higher numbers imply faster (better) fault detection rates.
Let T be a test suite containing n test cases, and let F be a set of m faults revealed by T . Let TF i be the first test case in ordering T of T which reveals fault i. The APFD for test suite T is given by the equation:
For example, consider a program with a test suite of five test cases, A through E, such that the program contains eight faults detected by those test cases, as shown by the table in Figure 1 (a). Consider two orders of these test cases, order T 1: A-B-C-D-E, and order T 2: C-E-B-A-D. Figures 1(b) and 1(c) show the percentages of faults detected versus the fraction of the test suite used, for these two orders, respectively. The area inside the inscribed rectangles (dashed boxes) represents the weighted percentage of faults detected over the corresponding fraction of the test suite. The solid lines connecting the corners of the inscribed rectangles interpolate the gain in the percentage of detected faults. The area under the curve thus represents the weighted average of the percentage of faults detected over the life of the test suite. Test order T 1 (Figure 1(b) ) produces an APFD of 50%, and test order T 2 (Figure 1(c) ) is a much "faster detecting" test order than T 1, (and in fact, an optimal order) with an APFD of 84.0%. 
Prioritization techniques
Numerous prioritization techniques have been described in the research literature (Elbaum et al., 2001b Jones and Harrold, 2001; Rothermel et al., 2001; Wong et al., 1997) . To date, most proposed techniques have been code-based, relying on information relating test cases to coverage of code elements, and a first dimension along which techniques can be distinguished is in terms of the type of code elements they consider. For example, test cases can be prioritized in terms of the number of code statements, basic blocks, or functions they executed on a previous version of the software. One technique for doing this, total function coverage prioritization, simply sorts the test cases in the order of the number of functions they cover, and if multiple test cases cover the same number of functions, orders these randomly.
A second dimension along which techniques can be distinguished involves the use of "feedback." When prioritizing test cases, having selected a particular test case as "next best," information about that test case can be used to re-evaluate the worth of test cases not yet chosen, prior to picking the next best test case. For example, additional function coverage prioritization iteratively selects a test case that yields the greatest function coverage, then adjusts the coverage information for remaining test cases to indicate their coverage of functions not yet covered, and then repeats this process until all functions coverable by at least one test case have been covered. At this point, the process is repeated on remaining test cases.
A third dimension along which techniques can be distinguished involves the use of other, non-coverage based, sources of information in prioritization. One such source of information pertains to modifications. For example, the amount of change undergone by a code element can be factored into prioritization, by weighting the elements covered using a fault index indicating an amount of change . Such a fault index can range from a complex metric incorporating various factors related to the possible incidence of regression faults , to a simple binary metric indicating "changed" or "not changed." Other types of information suggested in the literature (Elbaum et al., 2001b include test cost estimates, fault severity estimates, estimates of fault propagation probability, and usage statistics obtained through operational profiles; these can be used to adjust the weights given to specific classes of test cases or coverable elements.
Related work
In recent years, several researchers have addressed the test case prioritization problem and presented techniques for addressing it. Wong et al. (1997) suggest prioritizing test cases according to the criterion of "increasing cost per additional coverage." The authors restrict their attention to prioritization of the subset of test cases selected from a test suite by a safe regression test selection technique, and the selected test cases are only those test cases that reach modified code, but other test cases could be placed after these for later execution. Thus, this technique can be described as using feedback, modification information, and test cost information. Rothermel et al. (1999 Rothermel et al. ( , 2001 and Elbaum et al. (2001b Elbaum et al. ( , 2002 , in work summarized above, provide the first formal definition of the prioritization problem and present metrics for measuring the rate of fault detection of test suites. They define prioritization techniques including all of those described in Section 3.1, and present the results of several empirical studies of those techniques. Jones et al. (2001) describe a technique for prioritizing test cases for use with the modified condition/decision coverage (MCDC) criteria, this technique uses feedback, but no modification information. Srivastava and Thiagarajan (2002) present a technique for prioritizing test cases based on basic block coverage, using both feedback and change information. The technique also differs from previous techniques in that it computes flow graphs and coverage from binaries, and attempts to predict possible affects on control flow follow-ing from code modifications. The authors describe the application of this technique to several large systems at Microsoft, and provide data showing that the approach can be applied efficiently to those systems. The authors also provide data suggesting that their prioritized test case orders achieve coverage quickly, and can detect faults early; however, their studies do not compare their prioritized test suites to other test suites, so it is not possible to say whether the results represent an improvement in the rate of fault detection over those that would be obtained with other orderings. Kim and Porter (2002) present a technique, which they refer to as a "history-based prioritization," that utilizes information from previous testing cycles to select the test cases that must be executed for a new version of the program. This technique is not, however, a "prioritization technique" in the sense defined in the literature (and summarized earlier in this section), because it imposes no ordering on test cases-the characteristic essential to the definition of prioritization. Rather, the approach selects a subset of a test suite, using history information to determine which test cases should be selected, and is more accurately described as a "regression test selection technique" (Rothermel and Harrold, 1996) . Avritzer and Weyuker (1995) present techniques for generating test cases that apply to software that can be modeled by Markov chains, provided that operational profile data is available. Although the authors do not use the term "prioritization," their techniques generate test cases in an order that can cover a larger proportion of the software states most likely to be reached in the field earlier in testing, essentially, prioritizing the test cases in an order that increases the likelihood that faults more likely to be encountered in the field will be uncovered earlier in testing. Though not concerned with the prioritization of existing test cases for use in testing modified software, the approach provides an example of the application of prioritization in the case in which test suites are not available.
Among the papers described above, only a few (Elbaum et al., 2001b Rothermel et al., 1999 Rothermel et al., , 2001 ) report results of studies or experiments explicitly assessing the ability of prioritization techniques to improve rate of fault detection, relative to each other or to unprioritized test suites. As reported in Section 1, however, these studies show that technique effectiveness varies widely with a number of factors involving program, change characteristics, and test suite characteristics. None of the techniques investigated have proven uniformly superior to others in all situations. To make effective use of prioritization, practitioners require strategies for selecting the appropriate techniques. To date, no such strategies have been provided.
Empirical study
To assess whether, and under which conditions, specific code-based prioritization techniques are preferable to other techniques, and to examine approaches for making such assessments, we designed and performed an empirical study. We applied several prioritization techniques to test suites for several versions of several non-trivial programs, and measured the rates of fault detection of the resulting test suites. We then used this data to compare relative technique performance and investigate the factors affecting it, and provide strategies for selecting appropriate techniques. This section describes the techniques we selected, the subject programs and test suites we studied, and our results and findings.
Prioritization techniques
As target prioritization techniques, we choose four heuristics that have been previously described in the literature (Elbaum et al., 2001b; Rothermel et al., 2001 ) and investigated in empirical studies (Elbaum et al., 2001b Rothermel et al., 1999 Rothermel et al., , 2001 , that could easily be (or have already been) implemented by practitioners, and that allow us to examine two of the key dimensions of differences among techniques: the uses of feedback and information on modifications. (For simplicity and to facilitate comparison, we restricted our attention to function-coverage-based techniques.) The four techniques were: As a control technique, we also considered random orderings of test cases (random), which lets us determine whether the heuristics we examined obtained results better than might be obtained by chance.
Total function coverage prioritization (total

Subject programs and test suites
To reduce the likelihood that our results would be dependent on a specific set of programs, we used eight C programs with different characteristics as subjects. Table 1 lists these programs and some of their salient characteristics, including number of versions, number of non-comment, non-blank lines of code in the initial version, number and size of the test suites used, and average number of faults present in the versions.
The preparation of these subjects involved several activities including instrumentation of programs to measure coverage, standardization and automation of build processes, construction of oracles based on outputs of previous program versions, and scripts ranging from test harnesses to measurement computation scripts. We also performed test suite construction and fault seeding for most subjects, as follows.
Test suites. To conduct our study we required test cases for our programs. For empserver, flex, grep, gzip, make, sed, and xearth no test cases were available. To construct test cases representative of those that might be created in practice for these programs, we adapted a process defined initially by Hutchins et al. (1994) for their study of test adequacy criteria. We used the documentation on the programs, and the parameters and special effects we determined to be associated with each program, as informal specifications. We used these informal specifications, together with the category partition method and an implementation of the TSL tool (Balcer et al., 1989; Ostrand and Balcer, 1988) to construct a suite of test cases that exercise each parameter, special effect, and erroneous condition affecting program behavior. We then augmented those test suites with additional test cases to increase code coverage (measured at the statement level). We created these suites for the base versions of the programs; they served as regression suites for subsequent versions. Bash was somewhat different in that it had been released with test suites composed of test cases from previous versions and new test cases designed to validate added functionality. However, some of these suites also contained test cases that were obsolete for later versions of the system. Thus, we decided to use the test cases from release 2.0 of the system because most of these worked on all releases, and we updated this suite to test additional features (considering the reference documentation for Bash (Ramey and Fox, 1998) as an informal specification) and increase coverage of functions.
Faults. We wished to evaluate the performance of prioritization with respect to detection of regression faults, that is, faults created in a program version as a result of the modifications that produced that version. Such faults were not available with our subject programs; thus, to obtain them, we followed a procedure similar to one defined and employed in several previous studies of testing techniques (Hutchins et al., 1994; Wong et al., 1994 Wong et al., , 1995 , as follows. First, the two labs involved in the study recruited graduate and undergraduate students in computer science with at least two years of C programming experience. Then, the students thus recruited were instructed to insert faults that were as realistic as possible based on their experience, and that involved code deleted from, inserted into, or modified between the versions. To further direct their efforts, the fault seeders were given the following list of types of faults (adapted from the fault classification presented in (Nikora and Munson, 1998) Given ten potential faults seeded in each version of each program, we activated these faults individually, and executed the test suites for the programs to determine which faults could be revealed by which test cases. We excluded any potential faults that were not detected by any test cases: such faults are meaningless to our measures and have no bearing on results. We also excluded any faults that were detected by more than 25% of the test cases; our assumption was that such easily detected faults would be detected by engineers during their unit testing of modifications. The average number of faults remaining across all versions are reported in the rightmost column of Table 1 .
Results and findings
We applied each of our five prioritization techniques to each of our subject programs (for each applicable test suite), for each pair of sequential versions in turn. For each such application we computed the APFD of the resulting prioritized test suite with respect to the faults in the subsequent version. We also computed an approximate optimal APFD achievable for the given test suite and set of faults. 1 This process produced 56 APFD values, which are represented in the box-plots shown in Figure 2 . 2 The figure contains separate plots for each program and one plot summarizing "all programs" (bottom-right). Each plot contains a box showing the distribution of APFD scores for each of the five techniques, and the optimal APFD scores possible. Overall, the APFD results shown in Figure 2 are similar to those observed in previous studies (Elbaum et al., 2001b Rothermel et al., 1999 Rothermel et al., , 2001 . Techniques using feedback (addtl and addtl-diff) usually produced better prioritization results than random, and in some cases (e.g., flex) approximated optimal ordering. In contrast, the simplest prioritization technique, total, produced an average APFD lower than or equal to that produced by random. Considering the data for all subjects, we note that techniques without feedback tended to have lower APFD values and exhibit greater variance in APFD than techniques with feedback. We also found that the use of modification information (indicated by the -diff suffix) sometimes improved the total technique (e.g, on flex, gzip, sed, and xearth), but often caused the addtl technique to behave more poorly.
Figure 2 also shows the degree to which APFD values varied across subjects and versions. For example, on some subjects (e.g., gzip) there was large variance in APFD values for all techniques, while on others (e.g., make) APFD values were relatively consistent for all techniques. On still other subjects (e.g., flex), some techniques exhibited wide variance while others did not. The relative performances of techniques also differed across subjects; for example, on grep, the mean APFD value for addtl was 20 points greater than the mean APFD value for addtl-diff, while on gzip, the mean APFD value for addtl-diff was better than the mean APFD value for addtl.
Prioritization instances and cost-benefit thresholds.
A practitioner turning to Figure 2 for help in selecting a prioritization technique could easily be misled. For example, although total-diff's mean APFD was worse than random's mean APFD on most programs, on 56% of all individual applications total-diff was superior to random. In general, measures of central tendency such as the mean are appropriate to characterize an aspect of a distribution, but they do not provide a way to characterize how likely we are, in selecting a technique, to be correct in our selection.
A different strategy for assessing the tradeoffs between prioritization techniques, that does provide a way to characterize the likelihood of selecting a technique correctly, can be obtained by comparing the numbers of applications in which the performances of prioritization techniques differ. Toward this end, we define a prioritization instance as a single application of a given prioritization technique to a given version and test suite. To compare two prioritization techniques, as an initial strategy, we calculate the number of instances in which the first technique generates a higher APFD than the second.
When making this comparison, however, we also consider an additional factor. A difference in APFD of k% may or may not be practically important to a practitioner, depending on various cost factors associated with the practitioner's testing process . To assume that a "higher" APFD implies a better technique, independent of cost factors, is an oversimplification that may lead to inaccurate choices among techniques. Cost models for prioritization can be used to determine, for a given testing scenario, the amount of difference in APFD that may yield desirable practical benefits, by associating APFD differences with measurable attributes such as dollar costs. Without constraining our analysis to specific costs, however, we can analyze cost-benefits more generally by using an abstract notion of the amount of difference in APFD that we refer to as a cost-benefit threshold: a per- centage difference in APFD that must be exceeded in order for that APFD gain to be beneficial. Table 2 compares the performances of the techniques we investigated in our study in terms of prioritization instances, conditioned on several different cost-benefit thresholds. The table displays, for each pairwise technique comparison (one per row), the percentage of prioritization instances in which each technique was worth applying, across five cost-benefit threshold values (0%, 1%, 5%, 10%, and 25%). Within each comparison, for each cost-benefit threshold k, we list the percentages of prioritization instances in which the first technique of the two compared (the leftmost technique listed in column 2) produced an APFD value exceeding that of the second technique by k% or more, and thus, should be the preferred technique under threshold k. Put differently, the numbers contained in the table's cells under a given threshold k indicate the probability that the first technique would achieve an APFD k% better than the second technique, across the instances in which the techniques were applied.
The data in the table serves as the basis for a prioritization technique selection strategy (henceforth referred to as the basic instance-and-threshold strategy). For example, considering row 2, a practitioner can claim some confidence that benefits will be obtained, at low cost-benefit thresholds, by employing addtl rather than random, because such benefits were observed in 79% of the instances considered for threshold 0%, and 70% of the instances considered for threshold 1%. On the other hand, considering row 9, a practitioner expecting to obtain benefits by incorporating modification information into addtl stands more chances of being incorrect than correct, for all cost-benefit thresholds, and a practitioner choosing between total and random would select appropriately on more occasions by just choosing random.
The table also shows that, when the practitioner becomes more demanding with respect to cost-benefit threshold, the recommended technique changes. For example, (row 2), although addtl is preferable to random when thresholds are low (0% or 1%), as cost-benefit threshold reaches 5%; there is a larger probability that the use of feedback is not worthwhile. Also, at cost-benefit thresholds of 5% or higher, comparing random to any heuristic (rows 1, 2, 4, and 7), there are always more instances in which random is preferable.
It is also interesting to observe how the rates at which percentages change vary across comparisons. For example, the probability that addtl is preferable to total decreases more slowly, as threshold increases, than does the probability that addtl is preferable to random; this indicates a smoother transition between threshold levels.
Finally, although we cannot claim that the particular results presented in the table generalize to other programs, versions, and test suites, with further experimentation we hope to improve the generality of the information presented. Meanwhile, a practitioner could collect similar data on their own systems and employ the method just described to determine which techniques to employ on those systems in future regression testing efforts.
Improving technique selection using testing scenario characteristics.
The basic instance-and-threshold strategy for comparing and selecting prioritization techniques is based exclusively on comparisons of the APFD values achieved by two techniques, relative to a given cost-benefit threshold; it is simple and, our data shows, can be effective in some cases. In other cases, however, this strategy may not be helpful. For example, the table reveals that the chance of achieving higher APFDs by adding feedback to the total-diff technique (i.e., by using addtl-diff) is 50/50. That is, the practitioner can obtain the same level of certainty that they are choosing the best technique through a coin-toss.
Whether or not this strategy is effective, it seems possible that a second strategy considering the characteristics of the testing scenario (the particular program, modifications, and test suite involved), could increase the probability of choosing a technique correctly. We call this second strategy the enhanced instance-and-threshold strategy, and to investigate it we followed a two step process. First, we characterized the collected prioritization instances by computing a set of metrics related to testing scenarios. Second, we used these metrics to refine the guidelines for selecting techniques by building classification trees.
Classification trees and their application.
Classification trees have been used frequently in previous software engineering research. For example, classification trees have been used to classify modules as fault prone or not fault prone (Khoshgoftaar et al., 2002) and to predict components for which development effort is likely to be high (Porter and Selby, 1990; Selby and Porter, 1988) . In our context, we use classification trees to predict whether a certain testing scenario facilitates the use of a prioritization technique by measuring program, test suite, and change characteristics that hold for that particular scenario. Classification trees can help with this for several reasons. First, unlike more traditional statistical techniques, (e.g., discriminant analysis or analysis of variance) classification trees are not constrained by the underlying population distribution. Second, the hierarchical nature of classification trees makes them easy to interpret, which could facilitate their adoption by practitioners. Third, classification trees can be decomposed into a set of rules that make the decision process straightforward.
The generation of a classification tree starts from a set of observations that constitute a training or learning set for which a property that must be forecasted is known. For example, for the question of whether feedback is effective, the learning set must include, for each prioritization instance, whether feedback was beneficial or not. In addition, each prioritization instance has a set of associated values corresponding to a number of independent variables. The tree generation process begins by splitting the learning set (starting node) into two subgroups (child nodes). The method we used for splitting, CART (Classification and Regression Trees), uses an "exhaustive search for univariate splits" method for categorical predictor variables (Statsoft) , in which all possible splits for each predictor variable at each node are examined to find the split producing the largest improvement in goodness of fit. We employed the Gini goodness of fit measure, which reaches a value of zero when only one class is present at a node and reaches its maximum value when class sizes at the node are equal. The process is repeated recursively for each node until a stopping rule is reached.
Tree evaluation is commonly performed through misclassification rates. A portion of the cases are designated as belonging to the learning sample and the remaining cases are designated as belonging to the test sample. The predictive model defined by the tree can then be developed using the cases in the learning sample, and its predictive accuracy can be assessed using the cases in the test sample.
In our application of the approach, we used 25% of our observations as the test sample, which left 42 observations in the learning set. Also, to check the stability of the trees, we used v-random cross validation within the learning sample. This cross validation involved selecting five random subsamples of equal size from the learning sample and computing the classification tree of the specified size five times, each time omitting one of the subsamples from the computation and using that subsample as a test sample for cross-validation. Thus, each subsample was used four times in the learning sample and just once as the test sample.
In addition, we relied on the following facts while generating trees. First, since the prioritization techniques we examined are relatively simple, we assumed that their cost is equivalent. We also assumed the same misclassification cost, independent of the predicted outcome. Second, we assumed that the prior probability of a technique being successful is proportional to the percentage of observations in the learning set where that technique generated an APFD value greater than its counterpart (e.g., addtl is assumed to be successful in 70% of the scenarios for a 1% cost-benefit). Third, we allowed splitting on the predictor variables of the learning set to continue until each terminal node in the classification tree had no more than 25% misplaced scenarios (Fact/frac option in Statistica).
The independent variables we considered were obtained from previous studies (Elbaum et al., 2001a (Elbaum et al., , 2003 which identified and classified the sources of variation observed in the prioritization techniques's effectiveness. Those sources involve program, test suite and change characteristics. The resulting metric set (Table 3) is the result of a refinement process in which several of the originally proposed metrics were discarded based on their marginal contribution to the observed variation in APFD.
Results.
We generated classification trees for each pair of techniques compared (each row) in Table 2 , beginning with the pairs for which the application was successful in producing refinements (rows 1, 2, 3, 5, 8, and 10), and followed by the other pairs. (We generated trees only for the cost-benefit threshold of 1%. This choice was arbitrary and does not imply any loss of generality for the approach.) 1. total versus random. We begin by comparing total and random. Figure 3 presents the tree that results from applying the classification tree approach considering these two techniques. The tree starts with the top decision node (node "1"). Each node contains a histogram representing the frequency distribution of the techniques being compared (heights of the columns are proportional to the frequencies); the legend at upper left identifies the techniques to which the bars in the histograms correspond. Each node also contains a label indicating the dominant technique in that node (the one with higher values in the majority of scenarios). The root node, node 1, is split forming two new nodes; the text beneath the root node describes the rule determining the split. To split a node into two child nodes, the CART algorithm looked at all possible splits for all independent variables included in the analysis. To generate the tree used to classify total and random, the algorithm conducts a brute force approach considering each of the 42 observations and 8 variables for a total of 336 possible splits. To select a split criterion, the algorithm ranks the potential splitting rules based on how well they separate the classes contained in the parent node.
In Figure 3 this rule indicates that instances with AP_FET ≤ 35% are sent to node 2 and classified as cases in which random should be used, and instances with AP_FET values greater than 35% are assigned to node 3 and classified as cases in which total should be used. The values of 18 and 24 printed above nodes 2 and 3, respectively, indicate the number of cases sent to each of these two child nodes.
The tree indicates that total worked best on testing scenarios in which test cases executed relatively larger percentages of the functions in the system tested, leading to a higher probability of covering a changed function. On the other hand, total did not perform as well in scenarios in which test cases had smaller "footprints," where the probability of not executing a faulty function is accentuated.
We next employed the test set to assess tree accuracy. The results are presented in Table 4 . The rows in this table correspond to the technique predictions for the instances, and the columns indicate actual observed results. For example, in four test instances total was the best performer and this was correctly predicted, whereas in two instances our predictions were incorrect because random did better. Overall, we observe that with just one metric, the tree could discern with 100% accuracy the instances in which total would be preferable to random, and with 80% accuracy the instances in which total would not outperform random.
Recall that a practitioner following the guidelines given in Table 2 , at cost-benefit Misclassification rates 0/4 = 0% 2/10 = 20% threshold 1%, would discard total and employ no prioritization technique, missing an opportunity for improvement in 39% of the instances. Following the guidelines presented in the classification tree would increase the likelihood of selecting the appropriate prioritization technique. Utilizing the misclassification rates (MR) and prior probabilities (PP) from Table 2 , a practitioner employing the tree would select the appropriate technique in 88% of the instances:
2 addtl versus random. Figure 4 presents the classification tree that results from comparing addtl and random. This tree contains two splits. The first split is based on A_FSIZE, indicating that programs with average function size over 90 LOC are less likely to provide instances in which addtl is preferable to random. The second split employs the AN_CHOC metric with a value of 20, suggesting that functions in which Misclassification rates 0/10 = 0% 3/4 = 75% average change size is greater than 20 reduce the potential of addtl in comparison to random. Overall, programs with large functions or functions with many changes tend to constrain the power of addtl. This could be caused by the greedy nature of addtl and the fact that we employed it at the function coverage level. As such, even if a function has a lot of change or is large, addtl seeks to cover it once, which may delay exposure of faults. Table 5 assesses the accuracy of this tree. The misclassification rates indicate that, using the tree, we may over-predict the cases in which addtl will be preferable. Still, the guidelines from Table 2 (at cost-benefit level 1%) would lead a practitioner to choose addtl in all cases, missing an opportunity to do better in 30% of the instances in which random is at least as good as addtl. The refined strategy increases the likelihood of selecting the appropriate prioritization strategy to 78% of the cases (78% = (1 − 0) · 70% + (1 − .75) · 30%). Misclassification rates 1/9 = 11% 1/4 = 25% 3. addtl versus total. Figure 5 presents the classification tree that results from comparing addtl to total. This tree also contains two splits. AP_FET is again the first discriminator and, as in the preceding tree, smaller AP_FET values do not benefit total. We believe that the availability of test cases focusing on specific functionality (instead of exercising most of the system) are one determinant of whether feedback techniques prosper. Node 3 is split again into two nodes based on the P_CH_L metric. The tree indicates that more changes are likely to help feedback (assuming those changes are distributed). Table 6 indicates that in this case, misclassification occurs primarily due to overprediction on behalf of addtl on instances in which it does not provide gains. Still, a practitioner has much to gain by using just two metrics and the classification tree. Without using this information, addtl would be selected because it performs better than total 61% of the time. However, a practitioner employing the tree would select the appropriate technique in 85% of the instances (85% = (1−.11)·61%+(1−.20)·39%). Misclassification rates 2/7 = 29% 0/7 = 0% 5. total-diff versus total. Figure 6 presents the classification tree that results from comparing total-diff and total. This tree contains three splits. The first split is based on AP_FET, again indicating that higher percentages of functions executed per test do promote the effectiveness of total. Node three is split based on P_CH_L, indicating that total is more likely to be beneficial if the percentage of changed lines of code is less than 1%. The last split occurs on node five based on A_TESTS_CCHF. If the percentage of tests covering changed functions is less than or equal to 46%, then incorporation of diff information seems to be helpful. Intuitively, if the tests have a greater overlap covering changed functions, then total can potentially do as well as total-diff since the use of modification information does not add much value. Table 7 indicates that the tree mispredicted 29% of the instances in which total-diff was not beneficial, but was very accurate in identifying instances in which total-diff outperforms total. A practitioner employing this tree would need to compute three metrics. Such effort would be compensated for, however, with an 86% probability of selecting the appropriate technique (86% = (1 − .29) · 50% + (1 − 0) · 50%). Note that the probability of selecting the appropriate technique without using the tree was 50%.
addtl-diff versus total.
A practitioner trying to determine whether to incorporate both change information and feedback into total would employ the tree shown in Figure 7 . This tree has the same nodes and splitting metrics as the one introduced in Figure 6 . The misclassification rates from Table 8 indicate that a practitioner following this tree would have an 84% probability of selecting the appropriate technique for a given scenario (84% = (1 − .25) · 63% + (1 − 0) · 37%), as opposed to 63% without using the tree.
10. addtl-diff versus total-diff. The tree in Figure 8 concerns the situation in which a practitioner using modification information must decide whether or not to incorporate feedback. The figure indicates that with just one split based on the P_CH_INDEX Figure 8 . Classification tree for addtl-diff versus total-diff. Misclassification rates 0/6 = 0% 5/8 = 63% metric the leaf nodes are reached. Table 9 shows that this tree predicts addtl-diff to be preferable to total-diff innaccurately in several instances. Yet, a practitioner following this tree would have a 78% probability of choosing the appropriate technique (78% = (1−0)·41%+(1−.63)·59), which is greater than the 63% chance of choosing correctly without the tree.
Remaining cases. For four pairs of technique comparisons, classification trees did not provide additional selection power: total-diff versus random, total-diff versus addtl, addtl-diff versus random, and addtl-diff versus addtl. In these cases, no tree produced gains surpassing those that a practitioner could obtain by following Table 2 , and thus, trees were of no value. One possible reason for lack of effectiveness in classification trees in these four cases could be that the attributes we captured are not able to fully explain the differences in technique performance. Another possible reason is the limited number of observations available; more observations could improve our understanding and enable the creation of useful classification trees.
It is interesting to note, however, that all comparisons in which a tree could not be constructed involved a comparison with a technique using modification information. Modification information seems, in some cases, to add variability in a manner that we cannot predict. Such variability could be caused, for example, by the accuracy of the tools that determine modifications, or by the way in which modification information is combined with coverage information. Still, it seems that the usage of modification information is not always recommendable, and its success may be difficult to predict.
Discussion and conclusions
We have presented a study of five test case prioritization techniques applied across eight systems. Although previous studies of test case prioritization (Elbaum et al., 2001b Rothermel et al., 1999 Rothermel et al., , 2001 ) have been conducted, the set of subjects we have considered form the largest set of non-trivial programs employed to date to quantify the relative effectiveness of prioritization techniques at improving the rate of fault detection of test suites. 3 Our results regarding the effectiveness of the techniques confirm previous findings (Elbaum et al., 2001b Rothermel et al., 1999 Rothermel et al., , 2001 , among them the fact that the performance of test case prioritization techniques varies significantly with program attributes, change attributes, test suite characteristics, and their interaction.
These results support the search for strategies by which practitioners could choose appropriate prioritization techniques for their particular testing scenarios, and we have proposed two such strategies. The basic instance-and-threshold strategy, introduced in Section 3.3.1, recommends the technique that has been successful in the largest proportion of instances in the past, accounting for cost-benefit thresholds. The enhanced instance-and-threshold strategy, introduced in Section 3.3.2, adds into consideration the attributes of a particular testing scenario, using metrics to characterize scenarios, and employing classification trees to improve the likelihood of recommending the proper technique for each particular case.
The relative effectiveness of these two strategies for a cost-benefit threshold of 1% is summarized in Table 10 . Each row introduces the techniques being compared, the probability for recommending the appropriate technique for a given scenario under each strategy, and the gain generated by the enhanced strategy with respect to the basic strategy. For example, in the first row, we see that a practitioner employing the basic instance-and-threshold strategy would have a 61% likelihood of selecting the most effective technique. A practitioner using the enhanced strategy, however, would have an 88% likelihood of selecting the most effective strategy (at the cost of computing AP_FET and following the classification tree introduced in the previous section).
The effectiveness of these strategies on the workloads we considered demonstrates their viability for evaluating techniques in other scenarios introduced by researchers or practitioners. In particular, researchers or practitioners wishing to evaluate new techniques or scenarios should begin by considering the basic instance-and-threshold strategy, because this simpler approach may be sufficient for their particular scenarios. In the cases in which this approach does not lead to clear technique selections, and the enhanced strategy seems desirable, the process illustrated in this paper can be followed. It is best to begin, however, with simple, inexpensive metrics that seem likely to characterize the scenarios, and refine these metrics if gains achieved by classification trees are limited. In any case, the more data that is accumulated for use in classification, the better the result is likely to be. In this work we have assumed that the prioritization techniques examined have equivalent costs. For the relatively simple techniques we have considered, all operating at the level of function coverage and using binary "diff" decisions that could be retrieved from configuration management, this assumption seems reasonable. When seeking to extend these comparisons to other classes of techniques, however, this assumption would be less reasonable. Techniques that incorporate test cost or module criticality information, or those that operate at finer grained levels of coverage, present different cost-benefits tradeoffs. These tradeoffs can be modelled as described in , and related to cost-benefit thresholds, allowing comparisons of differing-cost techniques, but this approach needs to be investigated empirically.
The most pressing need for future work, however, involves additional studies of prioritization applied to a wider variety of programs, modified programs, test suites, and faults. Such studies could help us extend the generality of our conclusions about relative technique efficacy. Further data will also help us better understand the characteristics influencing cost-effectiveness, and help us further differentiate techniques through additional metrics and the classification tree approach. The need for such studies is particularly acute because software professionals are beginning to employ test case prioritization in practice (Srivastava and Thiagarajan, 2002) , and our results show that some of the expectations we might have about technique effectiveness (e.g., "adding modification information will improve rate of fault detection") can be incorrect. Practitioners relying on such expectations may actually, and unwittingly, be harming their test suites' rates of fault detection. Only through careful empirical work can we transform such unfounded and potentially problematic expectations into useful engineering strategies.
