In this work, we use probability groups, introduced by Harrison in 1979, as a tool to study a semisimple Hopf algebra H with a commutative character ring and prove that the algebra generalized by the dual probability group is the center Z (H) of H and the product of two class sums is an integral combination up to a factor of dim(H) −1 of the class sums of H. We classify all the 2-integral probability groups with 2 or 3 elements.
Introduction
In the character theory of finite groups, orthogonality relations are useful to decide whether a character is irreducible, to find the decomposition of a representation and so on. R. G. Larson [13] generalized the first orthogonality relation to Hopf algebra in 1971 . In 2010, M. Cohen and S. Westreich [2, 3] introduced the conjagacy classes and class sums for Hopf algebras, and then they [5] generalized the character table to semisimple Hopf algebras in 2014. An interesting result about class sums is that the product of two class sums is no longer an integral combination of class sums anymore, which differs from the group case.
A notion of probability group, which is introduced and developed by D. K. Harrison [10, 11] since 1979, is closely related to the representations of finite dimensional Hopf algebras. Harrison proved that all non-isomorphic irreducible characters of one semisimple Hopf algebra H form a probability group A(H) (see [11, Theorem 2.1] ). The relations among probability groups, probability subgroups and dual probability groups are also deduced. In this paper, we use these notions to study the characters of Hopf algebras. We recall the concept of probability groups in Section 2.
As all the finite dimensional left H-modules over a semisimple Hopf algebra H form a fusion category, it is natural to generalize Harrison's result to fusion categories. In Section 3, we prove that the set of all isomorphism classes of simple objects of a fusion category is a probability group equipped with a probability map, which is defined by the Frobenius-Perron dimension and fusion rules. Such a probability group is quasi-2-integral.
For a finite group G, we notice the fact thatÂ(kG), the dual of A(kG), is exactly the set of class sums of G. In section 4, using the notions of conjugacy classes and class sums, for a semisimple Hopf algebra H with a commutative character ring, we get the structure of A(H) and explicit expressions for the first and the second orthogonality relations over H.
In Section 5, we apply our results in Section 4 to quasitriangular Hopf algebras. For a finite dimensional semisimple quasitriangular Hopf algebra H over a field of characteristic zero, the Drinfeld double D(H) is also semisimple and A(H) is a probability subgroup of A(D(H)). M. Cohen and S. Westreich [4, Theorem 2.6] proved that the product of two class sums of H is an integral combination up to a factor of dim(H) −2 of the class sums of H, i.e.
where {C i | 1 ≤ i ≤ m} is the set of class sums of H and eachN k ij is a non-negative integer. In this section, we first prove that A(D(H)) ∼ =Â(D(H)), and then prove that the factor dim(H) −2 can be replaced by dim(H) −1 .
The last section is devoted to the structure of 2-integral probability groups with 2 or 3 elements. We prove that any 2-integral probability group with two elements must be isomorphic to A(kZ 2 ). And A(kZ 3 ), A(kS 3 ) are the only two types of 2-integral probability groups with three elements.
Throughout this paper, k denotes an algebraically closed field of characteristic zero. For an algebra A, Repr(A) is the finite dimensional left-module category, and Z(A) is the center of A.
Preliminaries

Hopf algebras and fusion categories.
A coalgebra (C, ∆, ε) over k is a k-vector space C with a comultiplication ∆ : C → C ⊗ C and a counit ε : C → k satisfying the following commuting diagrams: A bialgebra (B, M, u, ∆, ε) is a vector space B with both an algebra structure (B, M, u) and a coalgebra structure (B, ∆, ε), such that ∆ and ε are algebra maps. A Hopf algebra H is a bialgebra with an antipode S : H → H, which is the convolution inverse of the identity map in Hom k (H, H).
For a finite dimensional Hopf algebra H over a field of characteristic zero, by theorems of R. G. Larson and D. E. Radford [14, 15] , the following statements are equivalent:
For a quasitriangular Hopf algebra (H, R), by a result of V. G. Drinfeld [6] , there exists a surjective map Φ :
Furthermore, the Drinfeld double D(H) of any finite dimensional Hopf algebra H is quasitriangular with
are dual bases of H and H * respectively. By [18, Theorem 2.10], D(H) is factorizable with the isomorphism of vector spaces F :
A monoidal category is a quintuple (C, ⊗, a, 1, ι), where C is a category, ⊗ : C × C → C is a bifunctor called the tensor product bifunctor, a : (· ⊗ ·) ⊗ · → · ⊗ (· ⊗ ·) is a natural isomorphism called the associativity constraint, 1 ∈ C is an object of C, and ι : 1 ⊗ 1 → 1 is an isomorphism, subject to the pentagon axiom and the unit axiom.
A tensor category C over k is a locally finite k-linear abelian rigid monoidal category, in which the bifunctor ⊗ is bilinear on morphisms and End(1) ∼ = k. An example for tensor category is the representation category of a Hopf algebra. A fusion category is a semisimple tensor category with finitely many isomorphism classes of simple objects. Hence, the representation category of a finite dimensional semisimple Hopf algebra is a fusion category.
Probability groups.
We first recall some definitions and properties of probability groups introduced and developed by Harrison in [10, 11] . (2) for all a, b, c, d ∈ A,
there is an element 1 ∈ A such that for any a ∈ A,
for any a ∈ A, there exists a unique element a −1 ∈ A such that (E2.1.4) p(a · a −1 = 1) > 0,
for all a ∈ A, (E2.1.6) p(a · a −1 = 1) = p(a −1 · a = 1).
The map p is called a probability map over A.
Let A be a probability group. For a ∈ A, the size of a, denoted by s(a), is the reciprocal of p(a · a −1 = 1). When A is finite, (E2.1.6) follows from (E2.1.1)-(E2.1.5), which was proved in [10] , and the order of A, denoted by n(A), is defined as
Moreover, associated with any probability group A, a C-algebra C(A) can be defined as a C-vector space with the basis {a | a ∈ A}, in which the multiplication is Then P (X · Y = Z) is independent of the choice of a ∈ X and b ∈ Y , and (A//S, P ) is a probability group. Furthermore, n(S)n(A//S) = n(A).
Example 2.6. Let H = kS 3 . The irreducible characters of S 3 are listed as follows.
Thus A(H) = {χ 1 , χ 2 , χ 3 } is a probability group with the probability map
probability subgroup of A(H) and
Next are some definitions related to the dual of a probability group A.
Any functional f can be linearly extended to an algebra map from C(A) to C. HenceÂ corresponds to the set of all algebra maps from
Assume that A is abelian, then the algebra Map(A, C) of maps from A to C with component-wise addition and multiplication, i.e.
andÂ is a basis of Map(A, C).
So there exist uniquely defined complex numbersp θ (χ, ψ), θ, χ, ψ ∈Â, with
A is called dualizable ifp θ (χ, ψ) is a non-negative real number for all θ, χ, ψ ∈Â orp is a probability map overÂ. In this case,Â is called the dual probability group of A.
If S is a probability subgroup of A, then S ⊥ = {χ ∈Â | χ(s) = 1, ∀s ∈ S}. Define aug : A → C by aug(a) = 1 for all a ∈ A. Then an important result is Proposition 2.8 ([10, Proposition 2.10]). Let A be a finite abelian probability group. Define
Probability group over fusion categories
In this section, we will construct a probability group from a fusion category, which covers the cases in Example 2.2.
Given a fusion category C, the Grothendieck ring Gr(C) is the ring generated by the isomorphism classes {[X i ] | i = 1, · · · , m} of simple objects of C, where the multiplication is defined as
For simplify, we denote N k ij = [X i ⊗ X j : X k ]. Recall that the Frobenius-Perron dimension of X i ( [7, pp618] ) is defined to be the largest positive eigenvalue of the left multiplication matrix of [X i ] = (N k ij ) in Gr(C), denoted by FPdim(X i ).
Theorem 3.1. Let C be a fusion category. Let A(C) = {X 1 , X 2 , · · · , X m } be the set of all simple objects up to isomorphism. Then A(C) is a probability group with
Proof. We will check the conditions in Definition 2.1 one by one.
(1) By [7, Theorem 8.6] , FPdim is an algebra morphism from Gr(C) to R, and then we have
Therefore, (E2.1.1) holds, i.e. m k=1 p(X i · X j = X k ) = 1.
(2) (E2.1.2) holds since the associativity constraint is a natural isomorphism.
(3) Since the unit object 1 is also a simple object with FPdim(1) = 1 in C, then for
. So 1 is the unit element in A(C) and, without loss of generality, let X 1 = 1.
(4) By [8, Proposition 2.10.8 ], since a fusion category is a rigid monoidal category, for any X, Y, Z ∈ C,
Then the inverse of X i exists, which is X * i , denoted by X i * . 
ii * = 1, and then we have FPdim(X i ) = FPdim(X i * ) and (E2.1.5) holds.
.
So (E2.1.6) holds and the size of X i is FPdim 2 (X i ). As a conclusion, A(C) is a probability group with order
FPdim 2 (X i ) = FPdim(C).
By (E2.1.7), there exists an isomorphism
For convenience, we rewrite p(X i · X j = X k ) as p k (i, j). Note that each FPdim(X i ) is an algebraic integer, then we have
r is an algebraic integer, and Since 0 ≤ p(a · b = c) ≤ 1, we have the following lemma. Proof. If for any a ∈ A, p(a · a −1 = 1) = 1, then
is an integer by Definition 3.3 (2) . This implies that p(a · b = c) = 0 or 1. For any a, b ∈ A, since c p(a · b = c) = 1, there exists a unique c ∈ A such that p(a · b = c) = 1. Define a × b = c, and then (A, ×) is a group. Hence r = 1.
Suppose there is an element a ∈ A, such that p(a · a −1 = 1) < 1. Let b = a −1 , c = 1, and denote m = s(a) 1 r . We have p(a · a −1 = 1)m 2 is a positive integer since s(a) = s(a −1 ) = 1 p(a · a −1 = 1) > 1. Namely, m 2−r is a positive integer. However, m = s(a) 1 r > 1, which forces that r = 1 or 2.
Obviously, A(C) is quasi-2-integral.
Dual probability groups of Hopf algebras
In this section, we will focus onÂ(C), the dual of probability group A(C). A first step is to study it when C = Repr(kG) for a finite group G.
It is not hard to checkÂ(H) is a probability group.
On the other hand, let C 1 = {id}, C 2 = {(12), (23), (13)}, C 3 = {(123), (132)}, the three conjugacy classes in S 3 . Take c i = g∈C i g |C i | , and then by regarding
Therefore, we have the following proposition: 
In fact, for any g ∈ C l , χ i , χ j ∈ Γ(G),
Therefore c l ∈Â(kG) since x i = χ i χ i (1) .
On the other hand, m ≤ Â (kG) ≤ |A(kG)| = m,
By the definition of c i , C i = |C i |c i is the class sum of the conjugacy class C i . Hence, there exists a family of non-negative integers {N k ij | 1 ≤ i, j, k ≤ m} such that
Moreover, since kG is a semisimple algebra, let {e i } be all the primitive central idempotents of kG with χ j (e i ) = δ ij χ j (1), then {e i } forms a basis of Z(kG), where Z(kG) is the center of kG. Then for 1 ≤ l, i, j ≤ m,
It means
Hence, in kÂ(kG), the product c i · c j is exactly the product c i c j in Z(kG), and then we have
As a consequence,Â(kG) is a probability group with probability map
and kÂ(kG) = Z(kG).
To generalize Proposition 4.2 to Hopf case, let us recall the definition of conjugacy classes and class sums for Hopf algebra, which were introduced by M. Cohen and S. Westreich [2, 3] .
Let H be a semisimple Hopf algebra and Γ = {χ 1 , · · · , χ m }, the set of irreducible characters (up to isomorphism) of H. Let C(H) be the subalgebra of all cocommutative elements in H * , then it's well-known that C(H) ∼ = k ⊗ Z Gr(H). We denote by {E 1 , · · · , E m } the set of orthogonal central primitive idempotents of C(H). 
where d = dim(H). Define the conjugacy class C i by
which is the right coideal of H generated by C i . Remark 4.4. Since C(H) is S * -stable, if E is a central primitive idempotent in C(H), then so is S * (E). Therefore, for 1 ≤ i ≤ m, let i * be the number which satisfies E i * = S * (E i ).
Note that each C i is a right H-comodule via the coaction ' ∆' and a left H-module via the action '· ad ', where h · ad c = h (2) cS(h (1) ). Then, by [ 
are dual bases for C(H) and Z(H) respectively by [2, pp105] . 
Therefore, as a right H/K-comodule,
where c i is the image of c i under the natural coalgebra morphism
So each component kc i is a 1-dimensional right coideal of H/K. Hencec i is a group-like in H/K since ε(c i ) = 1.
It's clear that c i ∈ Z(H), and {c i } m i=1 forms a basis of Z(H). Furthermore, since c i is a group-like in H/K, then for any χ α , χ β ∈ Γ, (E4.6.1)
Let e i be the primitive central idempotents in H corresponding to the character χ i for Proof.Â(H) = {c 1 , c 2 , . . . , c m } is clear by (E4.6.1). Since for any χ α ∈ Γ and 1 ≤ i, j ≤ m,
Then the product c i · c j in kÂ(H) is exactly c i c j by the definition of c i · c j (E2.7.1). Therefore, kÂ(H) = Z(H). diag(a 1i , a 2i , . . . , a mi ),D i = diag(a i1 , a i2 , . . . , a im ), B i be the left multiplication matrix of χ i = χ i χ i (1) on C(H) andB i be the left multiplication matrix of c i on Z(H), then, by a general Verlinde formula for the fusion rules [2, Theorem 3.1, Theorem 3.8], we have 
Then, by Lemma 4.5,
By the uniqueness of decomposition of the direct sum, T i = ε(T i )c i . On the other hand,
then ε(T i ) = dim(C i ). Therefore, T i = C i . It's obvious to see 1 H ∈Â(H) since π(1) is a group-like element in H/K. Without lost of generality, let c 1 = 1. Let Λ ∈ H * and Λ, 1 = 1, then Λ, c i = δ 1i . By [20, Proposition 2], we have
Therefore,
Then we obtainp
, then Proposition 4.10. For 1 ≤ i ≤ m,ŝ(i) = dim(C i ).
By Proposition 2.8, we have the following orthogonality relations over H. . Let H be a semisimple Hopf algebra over an algebraically closed field k with char(k) = 0, {χ 1 , · · · , χ m } be all the irreducible characters of H, and {C 1 , · · · , C m } be all the conjugacy classes. Let E = (a i j ) be defined in (E4.6.2), then
Remark 4.12. (E4.11.1) can also be written as
When H = kG for a finite group G, since 
k ij C k and write E −1 = (n ij ). Then
and for 1 ≤ i, j, k ≤ m,
a li a lu a l * v χ 2 v (1) dim(C l ) dim(H) ,
a li a lj a l * k dim(C l ),
, and
a il a jl a k * l χ 2 l (1).
Special case: the Drinfeld double
In this section, we will study a special case -the Drinfeld double, and then deduce some properties for semisimple quasitriangular Hopf algebras.
If Proof. Recall that Repr(D(H)) is a modular category [1] , and there exists a matrixs = (s ij ) Since
we have a ij = s ij Ds 1i s 1j and E is symmetric. Proof. For C, there exists a ∈Â(D(H)) such thatŝ(a) = dim(C). Since φ :Â(D(H)) ≃ A(D(H)), then s(φ(a)) =ŝ(a) = dim(C). On the other hand, there exists χ ∈ Irr(D(H)) such that s(φ(a)) = χ 2 (1). Hence the result holds. 
Proof. Since a iα = s αi Ds 1α s 1i = Ds αi χ α (1)χ i (1) and a iα = a αi , m α=1 In this case, let j = i in (E5.4.1), then we have M. Cohen and S. Westreich [4] proved that the product of two class sums of H is an integral combination up to a factor of dim(H) −2 of the class sums of H. Here, by using probability groups, we have the following theorem:
Theorem 5.6. Let H be a finite dimensional semisimple quasitriangular Hopf algebra over an algebraically closed field k of characteristic zero and dim(H) = d, then the product of two class sums is an integral combination up to a factor of d −1 of the class sums of H, i.e.
. Before the proof, we introduce some notations and lemmas first:
• Irr(H) = {χ 1 , . . . , χ m }, • Irr(D(H)) = {χ i , . . . ,χ r },
• the class sums of D(H) are {Ĉ 1 , · · · ,Ĉ r },
Then we have
is a probability group with the probability map p,
is a probability group with the probability mapp,
is a probability group with the probability map P , and
is a probability group with the probability mapP .
Using the isomorphism of vector spaces
, without loss of generality, we assume thatχ i = Φ * (χ i ) for 1 ≤ i ≤ m andĈ j =χ j (1)F (χ j ) for 1 ≤ j ≤ r by [3, (15) ].
Let A i be the set of index j such thatĉ j | A(H) = c i . Since C i is a simple D(H)-module, the corresponding character is in Irr(D(H)). Let it beχ β(i) . 
Sinceχ β(i) is the character of C i , using the basis {ε k uv } for H, the dual basis {(ε k uv ) * } for H * and the index set F i in (E4.9.1). we have
Hence, by [16, Proposition 3.1], K i ∈ C i . As a result, by Lemma 4.5 ,
Therefore, for 1 ≤ j ≤ m, By Proposition 2.5 and Corollary 5.2, for all s ∈ A i , u ∈ A j , we have:
By Lemma 5.7, β(i) ∈ A i . Let s = β(i), u = β(j), then
which isN k ij . Remark 5.8. In the proof, if we take j = i * and u = s * , then dim(
2-integral probability groups with 2 or 3 elements
Recall that an r-integral probability group A (see = p(a · a −1 = 1)p(b · c = a −1 ).
Since s(a) = 1 p(a · a −1 = 1)
, the lemma holds. Proof. Let c = a in Lemma 6.1.
When |A| = 2, assume that A = {1, a} with s(a) = n 2 for some positive integer n. By Condition (**), p(a · a −1 = a)s(a) 1 2 ∈ Z, i.e. p(a · a −1 = a)s(a) 1 2 = (1 − 1 n 2 )n = n 2 − 1 n ∈ Z.
Hence n = 1 and A = A(kZ 2 ). When |A| = 3, assume that A = {1, a, b}. There are two cases: (1) a −1 = a, b −1 = b, and (2) a −1 = b.
CASE I: a −1 = a, b −1 = b. In this case, p(a · b = 1) = p(b · a = 1) = 0 by the uniqueness of inverse element. Let s(a) = n 2 1 , s(b) = n 2 2 for some positive integers n 1 , n 2 . By Lemma 6.2, the probability group is abelian.
Let p(a · a = a) = m 1 n 1 and p(b · b = b) = m 2 n 2 , where m 1 , m 2 ∈ Z ≥0 and m i ≤ n i (i = 1, 2).
By Condition (**), p(a · a = b)s(a)/s(b)
Thus there exists an integer k ∈ Z satisfying (n 1 − m 1 )n 1 + kn 2 = 1. As a result, (E6.3.1) gcd(n 1 , n 2 ) = 1. That is 1 = (n − 2m)n. Thus n = 1, and A = A(kZ 3 ). Proposition 6.3. There are only two types of 2-integral probability groups with 3 elements, A(kS 3 ) and A(kZ 3 ).
