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Abstract
We prove that the Abelian sandpile model on a random binary and binomial tree, as
introduced in [F. Redig, W. M. Ruszel, E. Saada, The Abelian sandpile model on a random
tree, J. Stat. Phys. 147, 653–677, (2012)], is not critical for all branching probabilities
p < 1; by estimating the tail of the annealed survival time of a random walk on the binary
tree with randomly placed traps, we obtain some more information about the exponential
tail of the avalanche radius. Next we study the sandpile model on Zd with some additional
dissipative sites: we provide examples and sufficient conditions for non-criticality; we also
make a connection with the parabolic Anderson model. Finally we initiate the study of the
sandpile model with both sources and sinks and give a sufficient condition for non-criticality
in the presence of a finite number of sources, using a connection with the homogeneous
pinning model.
1 Introduction
The Abelian sandpile model was introduced by [2] and [4] as a toy model displaying self-organized
criticality. This means that in the thermodynamic limit, the sandpile model has features of mod-
els of statistical physics at the critical point, such as power law decay of avalanches, but without
any fine-tuning of parameters. In short, an Abelian sandpile model is a discrete dynamical sys-
tem defined as follows. Assign to each vertex of some finite graph a discrete variable (number
of particles) representing a height, and call some special vertices sinks. At each time, we add
an extra particle to the system uniformly at random. If the resulting height exceeds a certain
threshold, then the vertex topples by distributing the particles among its neighbours. This
toppling can cause other vertices to topple which can lead to an avalanche. The self-organized
criticality comes into play in the fact that the avalanche distribution obeys in certain cases a
power-law. In order to stabilize, the sandpile model needs sinks, which in the standard setting
are associated with the boundary. On the contrary, if grains are lost upon toppling the bulk, we
call the model dissipative. It is well-known that this leads to non-criticality (i.e., exponential
decay of avalanche sizes). In this paper, we are interested in how much dissipation is needed in
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order to lose criticality. In the language of random walks, this amounts to create traps (asso-
ciated to dissipative sites) and the expected avalanche size corresponds to an expected survival
time, which depends on the configuration of traps. Second, we also introduce sites where upon
toppling mass is gained (source sites). In the random walk picture, this corresponds to branch-
ing and the combination of sources and sinks to random walk with branching and killing. We
associate non-criticality with finite expected avalanche size which then, in the setting of models
with sources and sinks, corresponds to the finite expected total mass, when the random walk
with killing and branching is started with unit mass.
In [24], we introduced the Abelian sandpile model on a random binary (or binomial) tree
and proved that in a small region of the supercritical regime of the associated branching process,
the model is not critical: that is, avalanche sizes decay exponentially. For the full Bethe lattice,
avalanche sizes decay as a power law (see [6]), and so it remained an open question whether the
absence of criticality persists in the whole supercritical regime, except for the degenerate case
of the full Bethe lattice. In the present paper, we study this question, thereby solving an open
issue of [24].
In relation to this problem, we also tackle the more general question: how much dissipation
can be added to the sandpile model in order to make it non-critical? Therefore we consider
various other settings and examples where we obtain criteria for non-criticality, such as Zd with
a (possible random) set of dissipative sites. Furthermore we also start the study of the sandpile
model with both sources and sinks. Assuming that the height variables do not grow indefinitely,
i.e., if the system is stabilizable, we show that a finite number of source sites surrounded by
enough dissipative sites produces a non-critical system. Even this at first sight intuitively obvious
fact turns out to be non-trivial to prove; indeed, in the presence of source sites, large deviations
come into play, and therefore, the simple intuition that the system is non-critical when there
are more dissipative sites than source sites is wrong. For example, the system with one source
site and all other sites “standard” is not stable.
The first result in this direction obtained in our paper also creates a link between the sandpile
and the parabolic Anderson model, which is a model of a random walk in a random potential
landscape where sites with negative potential are interpreted as killing and positive potential
as branching, (see [19] for an up-to-date introduction to this model): we show that the non-
criticality of the sandpile model with randomly placed sinks and sources is equivalent to the
finiteness of the first moment of the total mass in the corresponding parabolic Anderson model.
The source sites act as sites where the random walk (of the corresponding parabolic Ander-
son model) is branching, whereas the dissipative sites act as (possibly soft) traps. Therefore,
whether or not the expected total mass has a first moment is related to random walk local time
large deviation properties.
The rest of the paper is organized as follows. In section 2 we prove the exponential tail of the
probability of survival of a random walk on a q-ary tree with traps. In section 3 we apply this
result to prove non-criticality of the sandpile model on a random binomial tree and more general
supercritical branching processes with bounded offspring distribution. In section 4 we study the
sandpile model on Zd and prove, guided by examples, sufficient conditions for non-criticality
in the presence of dissipative sites. In section 5 we consider the model with sources and sinks
and prove a first result of non-criticality in that context, making use of a connection with the
homogeneous pinning model.
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2 Probability of survival of a random walk on the q-ary tree
with traps
In this section we consider a random walk on a q-ary tree with randomly placed traps and
prove that the probability of its survival decays exponentially. There is a large literature on the
probability of survival asymptotics for the walk on Zd, which is related to the large deviations
of the Wiener sausage (see e.g. [3] and [7]). Surprisingly, we could not find the corresponding
result for random walk on trees, although some results on trapped random walks on trees exist
(see e.g. [19]). Intuitively, the probability of survival should decay exponentially because the
random walk is strongly transient; hence, it has a range which typically grows linearly in the
number of steps. This intuition is exactly what we make rigorous in this section.
Consider a rooted infinite q-ary tree Tq with root o; i.e. each vertex x ∈ Tq different from
the root has degree q + 1, and the root has degree q.
For two vertices x, y ∈ Tq, we denote by d(x, y) the graph distance between x and y on Tq.
We place at every site x ∈ Tq a trap with probability px > 0, independently for different sites.
We call ω : Tq → {0, 1} a trap configuration. More precisely, we set ω(x) = 1 if x is a trap with
probability px, respectively ω(x) = 0 otherwise. Note that we allow the trapping probability to
depend on the location x.
Denote by (Sn)n≥0 a simple random walk on Tq. This random walk is killed upon hitting a
trap with probability 1, and we call T (ω) its survival time, i.e.,
T (ω) = inf{n ∈ N : ω(Sn) = 1}. (1)
We denote by Po(·) the annealed law, the joint probability of the random walk (Sn)n≥0 on Tq
starting at o together with the trap configuration ω conditioned on the root not being a trap,
and we denote by Eo(·) the corresponding expectation. We condition on the fact that the root
is not a trap in order to make the link to branching processes in Section 3. In Proposition 2.1
below, we prove that the probability of survival decays exponentially in the annealed setting.
This is in contrast to the analogous problem on Zd, where the optimal strategy to survive for a
long time is to stay for a long time in a trapless ball around the origin [19].
PROPOSITION 2.1. Assume that there exists p > 0 such that the trapping probabilities (px)x∈Tq
satisfy px > p for all x . Then there exists c = c(p, q) > 0 such that for all n
Po(T (ω) > n) ≤ e
−cn, (2)
and as a consequence all moments of T exist.
PROOF. We have S0 = o; call d(o, Sn) =: Xn. Then, (Xn)n≥0 is a one-dimensional random
walk making a +1 step with probability q/(q + 1) and a −1 step with probability 1/(q + 1),
reflected at the origin.
Let us denote by Rn(ω) the range of the random walk (Sn)n≥0, i.e., the number of points
visited before time n. Then we have that on the event {T (ω) > n}, all the points counted in
Rn(ω) should be trapless so that
Po(T (ω) > n) ≤ Eo((1 − p)
Rn(ω))
≤ Eo
(
(1− p)ǫn1l{Rn(ω)≥ǫn}
)
+Eo(1l{Rn(ω)<ǫn})
≤ (1− p)ǫn +Po(Rn(ω) < ǫn). (3)
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To estimate Po(Rn(ω) < ǫn), realize that if Xn ≥ ǫn then necessarily Rn(ω) ≥ ǫn. Hence if
Rn(ω) < ǫn, then also Xn < ǫn. Therefore, because the random walk (Xn)n≥0 has a drift
q
q + 1
−
1
q + 1
=
q − 1
q + 1
,
by applying the Chernoff bound for t > 0, we have
Po(Xn < ǫn) ≤ e
ǫnt
(
q
1 + q
e−t +
1
q + 1
et
)n
.
Choose
t :=
1
2
log
(
2q
1 + ǫ
− q
)
> 0
then there exists ǫ := ǫ(q) such that for all c < ǫ and all n we have that
Po(Rn(ω) < ǫn) ≤ Po(Xn < ǫn) ≤ e
−cn (4)
which, combined with (3), yields the claim.
Let us consider {Sn, 0 ≤ n ≤ T (ω)}, i.e. the random walk killed upon hitting a trap. First
note that for every given environment ω of traps, we can write the survival time T (ω) of the
random walk as
T (ω) =
∑
x∈Tq
T (ω)∑
n=0
1l{Sn=x}. (5)
We denote by Eωo (·) the quenched expectation over the random walk started at o with a fixed
trap configuration ω, and by E(·) the average over ω. We have by taking the expectation first
over the random walk and second over the traps,
Eo(T (ω)) = Eo
∑
x∈Tq
T (ω)∑
n=0
1l{Sn=x}
 = E
∑
x∈Tq
GT (ω)(o, x)
 , (6)
where
GT (ω)(o, x) = E
ω
o
T (ω)∑
n=0
1l{Sn=x}
 (7)
is the Green’s function of the random walk (Sn)n≥0 started at o, for a given trap configuration
ω.
The following annealed bound will be useful in Section 3 to estimate avalanche diameter of
the sandpile model.
PROPOSITION 2.2. There exists a constant C := C(p, q) > 0 such that
E
 ∑
x:d(0,x)>n
GT (ω)(o, x)
 ≤ e−Cn. (8)
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PROOF.
∑
x:d(0,x)>n
GT (ω)(o, x) =
∑
x:d(0,x)>n
E
ω
o
T (ω)∑
n=0
1l{Sn=x}
 (9)
=
∑
x:d(0,x)>n
E
ω
o
T (ω)∑
k=1
1l{Sk=x}1l{T (ω)>n}

= Eωo
1l{T (ω)>n} ∑
x:d(0,x)>n
T (ω)∑
k=1
1l{Sk=x}

≤ Eωo
(
1l{T (ω)>n}T (ω)
)
, (10)
where the first equality comes from (7) and the inequality from (5). As a consequence, taking
the expectation over all the trap configurations provides
E
 ∑
x:d(0,x)>n
GT (ω)(o, x)
 ≤ E (Eωo (T (ω)1l{T (ω)>n})) .
By using first Cauchy-Schwartz inequality then Proposition 2.1, we have for some C > 0,
Eo
(
T (ω)1l{T (ω)>n}
)
≤
√
Eo(T 2(ω))
√
Po(T (ω) > n) ≤ e
−Cn
and the claim follows.
3 The sandpile model on the random binomial tree
In this section, we will first describe how we can construct a realization of a Galton-Watson
branching process Tq starting from a single individual and having at most q descendants from
a realization of a q-ary tree Tq with some appropriate deletion, and second we will define the
sandpile model on this realization.
We identify any vertex x (apart from the root) of a q-ary tree Tq with a trap with probability
p > 0 and no trap with probability 1 − p (thus there is no dependency on the location x 6= o,
but the root o is trapless). This defines a trap configuration ω. If a vertex is a trap, then we
delete it, as well as all its descendants and the edge to its parent. Note that the remaining tree
is in distribution equal to a realization of a Galton-Watson branching process with offspring
distribution given by Bin(q, 1− p). We will refer to this tree as a random binomial tree with at
most q descendants. Remark that for this construction to hold we had to assume that the root
is not a trap.
We now consider a sandpile model on a fixed realization of the binomial tree. We first define
the model in finite volume and then give its infinite volume construction. Standard references
are [14, 15, 21] and [23].
For some n ∈ N, denote by Tqn = {x ∈ Tq : d(o, x) ≤ n} the random binomial tree with
root o up to generation n. We assign to each vertex x a height ηx ∈ N. A height configuration
η = (ηx)x∈Tqn is stable if for all sites x ∈ T
q
n, ηx ∈ {0, 1, 2, ..., q}; otherwise we call it unstable.
If a site x is unstable (i.e., if ηx > q), it topples: this means that it ejects q + 1 particles out
of which it redistributes one particle to each of its neighbours. If there exists particles ejected
that are not redistributed, then the site is said dissipative. Note that the root is always losing
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1 particle upon toppling. The effect of toppling of site x on the height configuration η at some
site y ∈ Tqn is given by
(Txη)y = ηy − (∆
T
q
n)x,y.
Here ∆T
q
n , the toppling matrix, is the discrete Laplacian with Dirichlet boundary conditions,
i.e.,
(∆T
q
n)x,y =

q + 1 if x = y ∈ Tqn
−1 if x ∼ y ∈ Tqn
0 otherwise,
(11)
where x ∼ y means d(x, y) = 1.
We denote by Ωn the set of stable configurations on T
q
n. We call y a boundary site of T
q
n
if d(o, y) = n. Note that in this model every site which has either non-maximal degree or is a
boundary site is dissipative. As a consequence, because not all vertices have maximal degree
with positive probability, there is a positive density of dissipative sites outside the boundary,
which intuitively should lead to a non-critical model. Note that this set-up, similar to what was
done in [24], is in contrast with the set-up of [18], where the random toppling matrix depends
on the realization of the tree in such a way that the only dissipative sites are the boundary sites,
so that the model there is critical.
A toppling at x ∈ Tqn in configuration η is called legal if ηx > q. A sequence of legal topplings
is a composition Txℓ ◦ . . .◦Tx1(η) such that for all k = 1, . . . , ℓ, we have xk ∈ T
q
n and the toppling
at xk is legal in Txk−1 ◦ . . . ◦ Tx1(η).
We denote by Sn the stabilization with toppling matrix (11), and by ax,n the addition
operator defined on Ωn via
ax,n(η) = Sn(η + δx), (12)
where δx denotes a unit mass at x and zero mass everywhere else. In other words, Sn(η+ δx) is
the unique stable configuration that arises from η + δx by a sequence of legal topplings. Notice
that both Sn and ax,n are quenched, i.e., for a given realization T
q of the random tree. Thus
the model is Abelian so that the stabilization does not depend on the toppling order and indeed
leads to a unique stable configuration. The set of recurrent configurations corresponding to the
addition operators ax,n is denoted by Rn. The unique measure µn on Ωn invariant under all
addition operators ax,n is the uniform measure on the set of recurrent configurations
µn =
1
|Rn|
∑
η∈Rn
δη .
By Theorem 3 of [16] an infinite volume sandpile measure µ = limn→∞ µn on T
q exists
because each tree in the wired uniform spanning forest on Tq has one end almost surely. See [20]
for the background on wired spanning forests. The one end property for Galton-Watson trees
with bounded degree distribution was proven in Theorem 7.2 in [1].
For µ-a.e. η, the addition operator
ax(η) = lim
n→∞
ax,n(η)
is well defined (see [14]), where with a small abuse of the notation we denoted by ax,n(η) the
concatenation of the addition operator applied in finite volume Tqn and the identity, i.e. fixing
η outside Tqn, that is ax,n(η) = ax,n(η||Tqn)η|(Tqn)c .
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Moreover, we have
ax(η) = η + δx −
∑
y∈Tq
(∆T
q
)x,yN(x, y, η), (13)
where N(x, y, η) denotes the number of topplings needed at y to stabilize η + δx, also known
as the odometer function, and ∆T
q
is defined analogously to (11), with Tqn replaced by Tq. We
then define the avalanche at x in configuration η by
Av(x, η) = {y : N(x, y, η) > 0}. (14)
Integrating (13) with respect to µ (we denote by Eµ the corresponding expectation), we obtain
Dhar’ s formula [5]:
Eµ(N(x, y, η)) = GTq (x, y), (15)
where GTq denotes the Green’s function of the Dirichlet random walk on T
q.
The latter is defined as follows: at every vertex x in Tq, except the root, the random walk
is killed with probability (q + 1 − deg(x))/(q + 1) and is moving to every neighbouring vertex
with probability 1/(q + 1). At the root, the Dirichlet random walk is killed with probability
(q − deg(o))/q and is moving to a descendant with probability 1/q.
By the identification between branching processes and q-ary trees with traps described at
the beginning of this section, the Green’s function GTq of the Dirichlet random walk on T
q is in
distribution equal to the Green’s function of the random walk on Tq killed upon hitting a trap
(for a given trap configuration ω, with trapping probabilities px = p for all x ∈ Tq, x 6= o, and
the root o is trapless), i.e. the Green’s function GT (ω) which is defined in (7) and estimated in
Proposition 2.2. We denote by PTq the distribution over the realizations of the binomial tree
and by ETq the corresponding expectation.
This leads to the following Theorem.
THEOREM 3.1. We have for all x ∈ Tq,
a) annealed exponential bound on the diameter of the avalanche: there is a constant c :=
c(q) > 0 such that
PTq(µ((diam(Av(x, η)) > n)) ≤ e
−cn (16)
b) and annealed finite expected avalanche size:
ETq(Eµ(|Av(x, η)|)) <∞. (17)
PROOF. In part a), notice that Markov’s inequality and Dhar’s formula give
µ(y ∈ Av(x, η)) = µ(N(x, y, η) ≥ 1)
≤ Eµ(N(x, y, η)) = GTq (x, y).
Hence
PTq (µ(diam(Av(x, η)) > n)) = PTq (µ (∃y : d(x, y) > n,Av(x, η) ∋ y))
≤ PTq
 ∑
y:d(x,y)>n, y∈Tq
µ(Av(x, η) ∋ y)

≤ ETq
 ∑
y:d(x,y)>n, y∈Tq
GTq (x, y)

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and the result follows by (8).
For part b), averaging over all tree realizations Tq, using the equality in distribution of
Green’s functions and (6), we get
ETq (Eµ(|Av(x, η)|)) = ETq
∑
y∈Tq
µ(y ∈ Av(x, η))

≤ ETq
∑
y∈Tq
GTq (x, y)

= E
∑
x∈Tq
GT (ω)(x, y)

= Ex(T (ω)),
which is finite as given in Proposition 2.1.
3.1 Other random trees
In this section we want to stress that Theorem 3.1 applies also to other related models, namely
the sandpile model on the random binary tree as in [24] and a general Galton-Watson tree with
bounded offspring distribution.
(i) In the random binary tree, each vertex has either 2 descendants with probability p or no
descendant with probability 1 − p. The Green’s function of the Dirichlet random walk on this
random binary tree can be then dominated by the Green’s function of a random walk on a full
binary tree with traps defined as follows. Each vertex of the full binary tree T2 is a trap with
probability p, independently of other vertices. The trap is effective with probability 2/3, i.e.,
the random walk is killed with probability 2/3 upon hitting a trap. Then the Green’s function
of the latter random walk is dominating the Green’s function of the Dirichlet random walk since
the traps are not perfect and the random walk can survive upon hitting a trap.
(ii) A non-homogeneous branching process Tq starts from a single individual. It has offspring
probabilities (px(k))k∈{0,..,q},x∈Tq to have 0, ..., q descendants (so they possibly depend on the
vertex x), such that px(k) > p > 0 uniformly in k and x. The Dirichlet’s random walk Green’s
function can be again dominated by a trapped random walk on the full q-ary tree Tq as follows.
Every vertex x ∈ Tq is a trap with probability 1− px(q). Upon hitting a trap, the random walk
is killed with probability 1/(q + 1).
4 The Abelian sandpile model with additional dissipative sites
on the lattice Zd
In this section, we consider the sandpile model on the lattice Zd and add to it dissipative sites.
More precisely, for the finite box
Λn := [−n, n]
d ∩ Zd, (18)
we consider the toppling matrix indexed by sites x, y ∈ Λn and additionally parametrized by
a set D ⊂ Zd (finite or infinite) of dissipative sites. We further denote Dn := D ∩ Λn and
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Dcn := D
c ∩ Λn,
∆Dnx,y =

−1 for x, y ∈ Λn, x ∼ y
2d+ 1 for x = y, x ∈ Dn
2d for x = y, x ∈ Dcn.
(19)
As before, we denote by Sn stabilization with toppling matrix (19) within Λn and Av(x, η) the
set of sites of Λn which have to be toppled at least once upon addition of one grain at x. If
D = ∅ then we will simply write ∆Dn = ∆Λn . Furthermore, we call µn the uniform measure on
recurrent configurations corresponding to the toppling matrix (19) and by µ as before the weak
limit
µ = lim
n→∞
µn,
which exists, see, for example, [13].
DEFINITION 4.1. We call the sandpile model with dissipative sites D on Zd non-critical if for
all x ∈ Zd
lim sup
n→∞
Eµn(|Av(x, η)|) <∞. (20)
Otherwise, we call it critical.
Whether the model is critical or not will of course depend on the choice of the set of dissipative
sites. Let us comment on Definition 4.1. The sandpile model was introduced as a toy model
displaying self-organized criticality, which is characterized by power-law behaviour of certain
quantities like the avalanche distribution or two-point correlation functions. It is known in the
mean-field setting [12] and on homogeneous trees [6] that we have the asymptotics
µn(|Av(0, η)| > k) ≈ k
−1/2, as k, n→∞. (21)
This is also conjectured to hold above the critical dimension d ≥ 5 [22]. A consequence of (21)
is
lim sup
n→∞
Eµn(|Av(x, η)|) =∞. (22)
Our definition is inspired by the analogous situation in percolation theory, where precisely at
criticality the cluster is finite with probability 1 and has infinite expectation, while in the sub-
critical regime it has finite expectation; see chapter 1 in [10]. We define the finiteness of the
avalanche cluster cardinality as the signature of non-criticality. In what follows, we will be
studying sufficient criteria on the set of dissipative sites ensuring that the model is no longer
critical.
We will first characterize non-criticality by the Green’s function associated to the toppling
matrix and give sufficient conditions. Let us denote Gn =
(
∆Dn
)−1
. Note that for any given
x ∈ Zd, there exists n0 such that for all n ≥ n0, x ∈ Λn, so that Gn(x, y) makes sense for y ∈ Z
d.
THEOREM 4.1. Consider a sandpile model on Λn with a set D ⊂ Z
d of dissipative sites. Then
the model is non-critical if either condition a) or b) is satisfied, and critical if condition c) is
satisfied:
a) For all x ∈ Zd
lim sup
n→∞
∑
y∈Λn
Gn(x, y) <∞. (23)
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b) For all x ∈ Zd, the infinite volume Green’s function G(x, y) = limn→∞Gn(x, y) exists.
Furthermore we have for all x ∈ Zd,∑
y∈Zd
G(x, y) <∞.
c) For all x ∈ Zd, limn→∞Gn(x, y) = G(x, y) is well-defined and there exists a dissipative
site z such that ∑
y∈Zd
G(z, y) =∞.
PROOF. This follows directly from the upper and lower bounds of Theorem 6.1 b) in [17].
Recall that as before we will use that there is a particular random walk associated to the
Green’s function, hence we can characterize non-criticality of the sandpile model via expected
values of survival times of a corresponding random walk. Theorem 4.2 below describes sufficient
conditions for non-criticality of the dissipative sandpile model in terms of corresponding random
walk estimates.
Given a set of dissipative sites D ⊂ Zd define a random walk X̂ = (X̂k)k∈N on Z
d starting at
some point x ∈ Zd as follows. If the random walk is at a non-dissipative site x, then it moves in
the next step to one of its neighbours with probability 1/(2d). In the other case, it moves to one
of its neighbours with probability 1/(2d + 1) or is killed with probability 1/(2d + 1). The simple
random walk on Zd will be denoted by X = (Xk)k∈N , X0 = x with corresponding expectation
Ex(·). Call
τx(D) = inf{k ≥ 1 : Xk ∈ D}
the hitting or return time of the simple random walk toD. We denote by lk(x) the corresponding
local time, i.e., the number of visits to x of the simple random walk before time k. The following
Theorem provides a number of sufficient conditions for non-criticality.
THEOREM 4.2. Let T̂ denote the survival time of the random walk (X̂k)k∈N defined above with
respect to some set of dissipative sites D ⊂ Zd. Then the model is non-critical if either of the
following conditions is satisfied:
a) For all x ∈ Zd, we have that Êx(T̂ ) <∞.
b) For all x ∈ Zd,
Ex
(
∞∑
k=0
∏
z∈D
(
2d
2d+ 1
)lk(z))
<∞.
c) |Dc| <∞.
d) D is such that there exists ϕ : N→ R such that
∑∞
k=0
(
2d
2d+1
)ϕ(k)
<∞ and for all x ∈ Zd
∞∑
k=0
Px (lk(D
c) ≥ k − ϕ(k)) <∞.
e) For all x ∈ Zd : Ex
(
supy∈Zd τy(D)
)
<∞.
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f) There exists a constant R > 0 such that
sup
x∈Zd
inf
y∈D
|x− y| = R+ 1 <∞,
i.e., every point in Zd is at most at distance R+ 1 from a point in D.
PROOF. a) For this proof, we introduce (X
Λn
t )t≥0, the continuous-time random walk in Λn
jumping at rate 2d, starting at x ∈ Λn and killed upon leaving Λn; we denote by E
Λn
x (·) the cor-
responding expectation; moreover we denote by X = (X t)t≥0 the continuous-time random walk
on Zd jumping at rate 2d, by E(·) the corresponding expectation and by lt(z) =
∫ t
0 1l{Xs=z}ds
the corresponding local time in z.
Let us fix the set of dissipative sites D and consider the associated toppling matrix ∆Dn
defined as in (19). Note that
Gn = (∆
Dn)−1
= (∆Λn + 1lDnId)
−1 =: (∆Λn + VDnId)
−1,
(24)
where Id denotes the identity matrix in Λn and VDn = 1lDn can be interpreted as a potential.
Finally fix x ∈ Zd and Λn for n large enough such that x ∈ Λn. In order to prove non-criticality:
by Theorem 4.1(a), we have to show that
lim sup
n→∞
∑
y∈Λn
Gn(x, y) <∞.
By the Feynman-Kac formula and using the exponential distribution of the jump times of the
continuous time random walk we can write
Gn(x, y) =
∫ ∞
0
(
e−t∆
Dn
)
x,y
dt
=
∫ ∞
0
E
Λn
x
(
e−
∫ t
0
VDn (X
Λn
s )ds1l
{X
Λn
t =y}
)
dt
≤
∫ ∞
0
Ex
(
e−
∫ t
0
VD(Xs)ds1l{Xt=y}
)
dt
=
∫ ∞
0
Ex
(
e−
∑
z∈D lt(z)1l{Xt=y}
)
dt
=
1
2d
Ex
(
∞∑
k=0
∏
z∈D
(
2d
2d+ 1
)lk(z)
1l{Xk=y}
)
. (25)
Then we have
Ex
[∏
z∈D
(
2d
2d+ 1
)lk(z)
1l{Xk=y}
]
= Êx
(
1l
{X̂k=y}
1l
{T̂>k}
)
. (26)
Summing over all y ∈ Zd gives∑
y∈Zd
∑
k∈N
Êx
(
1l{X̂k=y}1l{T̂>k}
)
=
∞∑
k=0
Êx
(
1l{T̂>k}
)
≤ Êx(T̂ ).
Therefore,
lim sup
n
∑
y∈Zd
Gn(x, y) ≤
1
2dEx
[∑∞
k=0
∏
z∈D
(
2d
2d+1
)lk(z)]
≤ 12d Êx(T̂ ). (27)
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The claim follows using Theorem 4.1 a).
b) Condition b) implies that the r.h.s. of (27) is finite and hence again the condition in Theorem
4.1 a) is satisfied.
c) We will show that condition c) implies condition b). It is enough to consider x = o. Call
lk(G) =
∑
x∈G lk(x) for G ⊂ Z
d. For some α ∈ (0, 1), we write
Eo
((
2d
2d+ 1
)lk(D))
= Eo
((
2d
2d+ 1
)lk(D)
1l{lk(D)>αk}
)
+ Eo
((
2d
2d+ 1
)lk(D)
1l{lk(D)≤αk}
)
≤
(
2d
2d+ 1
)αk
+ Eo
(
1l{lk(D)≤αk}
)
. (28)
It now suffices to estimate the probability Po (lk(D) ≤ αk) and show that it is summable in k.
Notice that because lk(D) + lk(D
c) = k this amounts to estimate the probability
Eo
(
1l{lk(Dc)≥(1−α)k)}
)
.
When Dc is finite, this is simple. We have the following bound on local time tails from Lemma
1 section 3 of [11]: there exist a, b > 0 such that for all δ > 0
Po
(
sup
x∈Zd
lk(x) > k
1/2+δ
)
≤ ae−bk
δ/2
.
As a consequence, using lk(D
c) < |Dc| supx∈Zd lk(x) we obtain for δ =
1
2 ,
Po (lk(D
c) ≥ (1 − α)k) ≤ P
(
sup
x∈Zd
lk(x) ≥
(1− α)k
|Dc|
)
≤ a′e−b
′k1/4 , (29)
which is summable in k. Non-criticality follows now from arguments in part a).
d) This follows from the proof in c) by replacing αk by ϕ(k).
e) Let us call T1, T2, ... the successive hitting times of the set D of the simple random walk X.
Every time that D is visited, the corresponding trapped walk X̂ is killed with probability 12d+1 .
The survival time T̂ of the killed walk X̂ starting from x is a sum,
T̂ ≤
N∑
i=1
τXTi (D),
where N is a geometric random variable with parameter 12d+1 , independent of the simple random
walk X. Therefore,
Êx(T̂ ) ≤ (2d+ 1)Ex
(
sup
y∈Zd
τy(D)
)
<∞,
then the claim follows from a).
f) Denote for x ∈ Zd the ball with radius R,
B(x,R) := {y ∈ Zd : |x− y| ≤ R}.
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Upon exiting B(x,R), there is a strictly positive probability that a point of D is hit. This prob-
ability is bounded from below by a number κR only depending on R. Indeed denote σB(x,R) the
exit time of B(x,R). Note that by translation invariance the distribution of σ does not depend
on x. Then we can choose κR = infz∈B(x,R) infy Pz(XσB(x,R) = y). If no point of D is hit upon
existing B(x,R), then start from the exit point and look at the exit time of the ball with radius
R from that point. We now see that from x the hitting time of D is bounded from above by a
geometric sum of exit times of balls of radius R of which the distribution does not depend on
x. Therefore the condition of item e) is satisfied.
REMARK 4.1. One can also perform the sum over y in the continuous-time expression appearing
in the third line of (25). This leads to the sufficient criterion of non-criticality∫ ∞
0
Ex
(
e−
∫ t
0 VD(Xs)ds
)
dt <∞ (30)
for all x ∈ Zd. Notice that this corresponds to the total mass in the parabolic Anderson model
[19], integrated over time. The parabolic Anderson model is a random walk model in a random
potential V . It also corresponds to the expected survival time of a continuous-time random walk
which is trapped at rate 1 on dissipative sites and moves to every neighboring site at rate one.
The sufficient conditions for non-criticality provided in items c) - f) of Theorem 4.2 are not
necessary. We provide two further examples illustrating critical versus non-critical behavior as
a function of the “size” of the set of dissipative sites which are not covered by items c) - f) of
Theorem 4.2.
(i) First, if we make all sites of the x-axis of the two-dimensional square lattice dissipative,
and all other sites ordinary, then the model is critical because the expected hitting time of
the x-axis of a two-dimensional simple random walk started from a point outside the x-axis is
infinite. By the same argument, if the set of dissipative sites is a lower dimensional subset of Zd
(such as a hyperplane intersected with Zd), the model is still critical.
(ii) As a second example, consider the sandpile model on Z2 where we put dissipative sites
on a sequence of horizontal lines y = 0, y = −r1, y = r1, y = −r2, y = r2, . . ., where the distances
rn form an increasing sequence such that the gaps rn+1 − rn diverge in the limit n→∞. Then
the expected survival time starting at the origin is bounded by
1
4
N∑
i=1
(ri+1 − ri)
2,
where N is an independent geometric random variable with success probability 1/(d + 1) (see
also the proof of Theorem 4.2 e). This can be seen from the fact that the expected hitting time
of the set {a, b} of simple random walk starting at x ∈ (a, b) is bounded by (b−a)2/4. Therefore,
as long as the sum
∞∑
k=0
(
d
d+ 1
)k
(rk+1 − rk)
2
is convergent, the model is non-critical. Indeed one can choose the distances between two
successive lines rk+1 − rk to grow faster than any polynomial in k. So this includes cases where
the set of dissipative sites does not have a positive density in Z2 and hence cases not covered by
the sufficient conditions provided in items c) - f) of Theorem 4.2.
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5 The Abelian avalanche model with sinks and sources
In this section, we study a model with sources and sinks. Sources will be sites where upon
toppling mass is gained, whereas sinks are sites where upon toppling mass is lost. To study
such a system, it is more convenient to work in the continuous-height setting and therefore
put ourselves in the context of the Abelian avalanche model (which was introduced in [8], then
studied in [17]), which is the natural continuous-height counterpart of the Abelian sandpile
model.
More precisely, we will consider a model which has dissipative sites in a set D ⊂ Zd and
source sites in a set S ⊂ Zd and in which the amount of mass transferred to neighbors upon
a toppling is governed by a parameter γ > 0, the amount of mass lost upon toppling a (bulk)
dissipative site is governed by a parameter α, and the amount of mass gained upon toppling
a source site is governed by a parameter β. This is what we call the Abelian avalanche model
with sources and sinks, with parameters (D,S, α, β, γ). Note that one can retrieve the Abelian
sandpile model from the Abelian avalanche model by γ, β → 0 as in [17].
To define such a model, we first put ourselves in finite volume, and we consider the following
toppling matrix indexed by sites x, y ∈ Λn = [−n, n]
d ∩ Zd, with Dn = D ∩ Λn, Sn = S ∩ Λn,
∆Dn,Sn,α,βx,y =

−γ for x, y ∈ Λn, x ∼ y
2dγ + α for x = y, x ∈ Dn
2dγ for x = y, x ∈ Λn \ (Dn ∩ Sn)
2dγ − β for x = y, x ∈ Sn.
(31)
This defines a continuous-height sandpile model, called the Abelian avalanche model with dissi-
pative sites in Dn and source sites in Sn. The interpretation of the toppling matrix is, as already
announced before, that a site is stable if its height is respectively below 2dγ for an “ordinary”
site x ∈ Λn \ (Dn ∪ Sn), below 2dγ + α for a dissipative site x ∈ Dn, and below 2d − β for a
source site x ∈ Sn.
Upon toppling of a site x ∈ Λn, a mass γ is transferred to each neighbor of x in Λn. This
means that upon toppling, for a dissipative site which is not on the boundary, mass α is lost,
whereas for a source site which is not on the boundary, mass β is gained.
For a height configuration η : Λn → [0,∞) we define as before Sn(η) to be its stabilization
according to the toppling matrix (31), provided η is stabilizable, i.e. provided there exists
a sequence of legal topplings with stable final result. If this is the case, then by the same
argument as in [23], stabilization is unique and well-defined. We therefore assume first that
D,S, α, β, γ are chosen in such a way that all η are stabilizable for the toppling matrix (31) for
all n ∈ N. We then say that the model with parameters (D,S, α, β, γ) is well-defined.
In that case, we are in the same setting as the standard Abelian avalanche model, i.e., there
exists a unique stationary measure µn which is the uniform measure on recurrent configurations
(i.e., configurations which are “burnable” – through the burning algorithm, see [17]) and we
have Dhar’s formula
En(N(x, y, η)) = Gn(x, y),
where Gn(x, y) is again (∆
Dn,Sn,α,β)−1x,y and where N(x, y, η) denotes the number of topplings
at y needed to stabilize η + δx. As before, we then define the infinite volume model to be
non-critical as in Definition 4.1. A sufficient condition for non-criticality is then (cf. (23))
lim sup
n→∞
∑
y∈Λn
Gn(x, y) <∞.
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In analogy with the “potential” VD defined in (24), in our setting, we define the potential
VD,S(x) =

+α if x ∈ D
0 if x ordinary
−β if x ∈ S.
(32)
In analogy with (30), we then have the following sufficient criterion of non-criticality of the
infinite-volume model with parameters (D,S, α, β, γ).
PROPOSITION 5.1. Provided the model with parameters (D,S, α, β, γ) is well-defined, it is non-
critical if for all x ∈ Zd we have∫ ∞
0
Eγ,x
(
e−
∫ t
0 VD,S(Xs)ds
)
dt <∞, (33)
where Eγ,x(·) is the expectation w.r.t. the continuous-time random walk (Xs)s≥0 with rate 2dγ
starting at x.
The expectation Eγ,x
(
e−
∫ t
0 VD,S(Xs)ds
)
can be interpreted as the total mass at time t > 0
starting from a unit mass at time zero which is splitting at rate β (in two unit masses) on source
sites and killed at rate α at dissipative sites, and besides is moving according to continuous-time
random walk at rate 2dγ. Notice that
Eγ,x
(
e−
∫ t
0 VD,S(Xs)ds
)
= Ex
(
e−
1
γ
∫ tγ
0 VD,S(Xs)ds
)
, (34)
where we remind the reader that E denoted the expectation w.r.t. the continuous time random
walk. We will look at a finite number of source sites and everywhere else dissipative sites, and
show that for γ large enough, the model is not critical.
THEOREM 5.1. Let S be finite and D := Zd \ S. Then for γ large enough, the sandpile model
with toppling matrix (31) is not critical.
PROOF. We start with a single source site at the origin, S = {o}. In that case we have using
(34)
Eγ,o
(
e−
∫ t
0 VD,S(Xs)ds
)
= Eo
(
e−αte
α+β
γ
ltγ({o})
)
(35)
where as before lt(G) =
∫ t
0 1l{Xs∈G} ds denotes the local time associated to the random walk
(Xs)s≥0. Denote
F (m) = lim
t→∞
1
t
logEo
(
em lt({o})
)
. (36)
Notice that this is exactly the free energy of the homogeneous pinning model; see [9]. The
homogeneous pinning model is a random polymer model which is penalized or rewarded upon
touching the site o. From [9] Theorem 2.10, we conclude that around m ≈ 0 the behavior is
F (m) = O(m2)
in d = 1, 3. In particular,
lim
m→0
1
m
F (m) = 0. (37)
Therefore,
Eo
(
e
α+β
γ
ltγ({o})
)
≈ e
(
tγF
(
α+β
γ
)
+o(t)
)
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by (37), and as γ →∞, we have
γF
(
α+ β
γ
)
→ 0 as γ →∞. (38)
As a consequence, the right hand side of (35) is integrable as a function of t for γ large enough.
In d = 2, (37) still holds. In d ≥ 4, F (m) = 0 for m ∈ [0,mc) with mc > 0; so also in that case
the rhs of (35) is integrable for γ large enough.
Finally, if we have a finite number of source sites S, then we need to estimate
Eo
(
e
α+β
γ
ltγ(S)
)
,
which by iteratively using Cauchy-Schwarz inequality can be estimated by
e
γtF
(
2n−1 α+β
γ
)
+o(t)
,
where n = |S| is the number of source sites. The result then follows again from (38) as before.
Acknowledgements. We thank MAP5 lab at Universite´ Paris Descartes and Delft Univer-
sity of Technology for financial support and hospitality.
References
[1] D. J. Aldous, R. Lyons, “Processes on unimodular random networks”, El. Jour. Prob. 12,
1454–1508, (2007).
[2] P. Bak, C. Tang, K. Wiesenfeld, “Self-organized criticality”, Phys. Rev. A 38, (3), 364–374,
(1988).
[3] J.D. Deuschel, D. Stroock, Large Deviations, Academic Press, (1989).
[4] D. Dhar, “Self-organized critical state of sandpile automaton models”, Phys. Rev. Lett. 64,
1613–1616, (1990).
[5] D. Dhar, “Theoretical studies of self-organized criticality”, Phys. A, 369, 29–70, (2006).
[6] D. Dhar, S.N. Majumdar, “Abelian sandpile model on the Bethe lattice”, J. Phys. A: Math.
Gen. 23, 4333–4350, (1990).
[7] M.D. Donsker, S.R.S. Varadhan, “On the number of distinct sites visited by a random
walk”, Comm. Pure Appl. Math. 32 (6), 721–747, (1979).
[8] A. Gabrielov, “ Abelian avalanches and Tutte polynomials”, Physica A 195, 253–274,
(1993).
[9] G. Giacomin, Disorder and Critical Phenomena Through Basic Probability Models, Springer
lecture notes in mathematics 2025, Springer (2011).
[10] G. Grimmett, Percolation, Grundl. Math. Wissens., 321, Springer (1999).
[11] F. Den Hollander, J. Naudts, F. Redig, “Long-time tails in a random diffusion model”, J.
Stat. Phys. 69, (3-4), 731–762, (1992).
16
[12] S. A. Janowsky, C. A. Laberge, “Exact solutions for a mean-field Abelian sandpile”, J.
Phys. A: Math. and Gen., 26 (19), (1993).
[13] A. A. Ja´rai, “Thermodynamic limit of the Abelian sandpile model on Zd”, Markov Proc.
Rel. Fields, 11, 313–336, (2005).
[14] A. A. Ja´rai, “Abelian Sandpiles: An Overview and Results on Certain Transitive Graphs”,
Markov Proc. Rel. Fields, 18, (1), 111–156, (2012).
[15] A. A. Ja´rai, “Sandpile models”, arXiv:1401.0354, (2014).
[16] A.A. Ja´rai, N. Werning, “Minimal configurations and sandpile measures”, Jour. Theor.
Prob., 27, 153–167, (2014).
[17] A. A. Ja´rai, F. Redig, E. Saada, “Approaching criticality via the zero dissipation limit in
the Abelian avalanche model”, J. Stat. Phys. 159, 1369–1407, (2015).
[18] A. A. Ja´rai, W. M. Ruszel, E. Saada, “Mean-field avalanche size exponent for sandpiles on
Galton-Watson trees”, Prob. Theo. Rel. Fields (2019).
[19] W. Ko¨nig. The parabolic Anderson model. Random walk in random potential. Birkha¨user
(2016).
[20] R. Lyons, Y. Peres. Probability on Trees and Networks. Cambridge University Press, Cam-
bridge (2017).
[21] C. Maes, F. Redig, E. Saada, “The Abelian sandpile model on an infinite tree”, Ann.
Probab. 30, 2081–2107, (2002).
[22] V. B. Priezzhev, “The upper critical dimension of the Abelian sandpile model”, J. Stat.
Phys. 98, (2000).
[23] F. Redig. Mathematical aspects of the Abelian sandpile model. Mathematical statistical
physics, Les Houches Summer School, pp. 657–729, Elsevier B. V., Amsterdam, (2006).
[24] F. Redig, W. M. Ruszel, E. Saada, “The Abelian sandpile model on a random tree”, J.
Stat. Phys. 147, 653–677, (2012).
17
