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Resumen
\Metodologa para el modelado y el analisis de ujos IP
multimedia: medidas de calidad"
El presente trabajo propone una metodologa para el modelado y el
analisis de ujos IP multimedia que se transportan mediante tecnologas
WiFi. Dicha metodologa tiene como objetivo la obtencion de modelos
de traco multimedia de manera experimental y generacion de traco en
entornos controlados de laboratorio para una aproximada reconstruccion de
los escenarios reales. Ademas, se propone la adaptacion de todo el proceso
a otros tipos de traco y la automatizacion de los mismos.
En primer lugar, para la realizacion del trabajo se describen algunas de
las herramientas mas utilizadas, y otras mas recientes, que permiten la
captura de datos, la gestion y generacion de traco, as como el procesado
de la informacion. Tambien se describen una serie de aplicaciones reales
escogidas en el presente trabajo, que generan los ujos IP con requerimientos
temporales entre los extremos de la comunicacion (voz, vdeo y streaming).
Por otro lado, dicha metodologa se pone a prueba para la construccion de
modelos de ujos IP de voz y vdeo, obteniendo resultados que permiten
generar el mismo traco sin la necesidad de la aplicacion. Tambien, se
utiliza para modelar las caractersticas del escenario. Como ejemplo se
realiza el modelado de un buer en un punto de acceso WiFi. En el se de-
terminan algunas de sus caractersticas tecnicas y funcionales mas relevantes.
Con dichos ujos se realizan medidas de calidad en cuanto a perdidas en
entornos 802:11, en diferentes escenarios inhalambricos reales. Estas medi-
das se comparan con los valores teoricos del protocolo de acceso al medio
utilizado por dicho estandar CSMA/CA (Carrier Sense Multiple Access
Collision Avoidance) para analizar el comportamiento real y encontrar las
posibles diferencias.
Al nal se plantean las conclusiones obtenidas y algunas de las lneas futuras
de investigacion que se relacionan con los fenomenos observados.
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1.1 Descripcion del problema
La creciente demanda de acceso a aplicaciones o servicios en entornos
de red, segun mencionan [3], [4] y [5], genera que las empresas y los
centros de investigacion tengan la necesidad de vericar la calidad de las
comunicaciones IP con la nalidad de poder tomar decisiones que permitan
implementar nuevos servicios o ampliar los ya existentes.
Por otro lado, los servicios que actualmente se brindan a traves de Internet
o en un entorno corporativo como lo son los sistemas de videoconferencia,
voz sobre IP o servicios de streaming [4] estan asociados a una serie de
protocolos que denen aspectos como el transporte, el tipo de codec que se
utiliza o los niveles de compresion de video o voz.
El conjunto de todas estas tecnicas que permiten brindar dichos servicios,
tiene un efecto importante en la manera en que la informacion se propaga
por la red. Por esto, es necesario conocer el comportamiento del traco en la
red, para poder hacer mediciones de calidad en cualquier enlace sin generar
un congestionamiento que degrade los servicios ya existentes, o bien, poder
valorar la incorporacion de un nuevo servicio a la red.
De tal manera, es necesario estudiar y seleccionar un conjunto de casos de
uso que resulten signicativos para la utilizacion de ujos IP multimedia
principalmente en aquellos que tengan requerimientos temporales entre
los extremos de la comunicacion, ya que este tipo de servicios tienen un
crecimiento importante en cuanto a la demanda por los usuarios.
Las universidades y departamentos de I+D tienen un interes especial en
poder modelar el traco procedente de ciertas aplicaciones [6], ya que
obteniendo los modelos correspondientes, estos se pueden reproducir, y con
esto, ser puestos a prueba en diferentes escenarios que permitan el analisis
del comportamiento del traco [7] y [8]. Ademas, en el desarrollo de nuevos
protocolos y tecnicas de transmision de datos es necesario realizar una gran
cantidad de pruebas con diferentes tipos de traco.
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Para que un protocolo o tecnica de cualquier ndole se incorpore de forma
operativa y permanente en una red, debe ser minuciosamente optimizado
y depurado. La mejor manera de lograr esto, es realizar todas las pruebas
en un entorno real, ya que de este modo se valorara todos lo efectos
introducidos por los equipos, los sistemas operativos, aplicaciones y los
protocolos utilizados [9]. Sin embargo, las pruebas en entornos reales dejan
de ser factibles cuando la cantidad de nodos crece a niveles comparables
con un entorno tpico de operacion de ciertas aplicaciones y los costes se
disparan notablemente.
Otra opcion que comunmente se utiliza en la simulacion de entornos de
redes, en este ambito se encuentran diversas aplicaciones que facilitan esta
labor, este es el caso de OPNET [10], NS-2 [11], Glomosim, entre otros.
Los simuladores presentan la ventaja que facilitan la realizacion de las
pruebas, la escalabilidad del sistema, ademas de garantizar de manera agil
la repetibilidad de las mismas, por otro lado, reducen enormemente los
costes. Sin embargo, presentan la desventaja del alto consumo de recursos
computacionales y que no toman en cuenta los sistemas operativos ni las
aplicaciones que se desean analizar.
Otra de las tecnicas a las que los investigadores recurren es a la emulacion
de entornos de red [12], [13] y [14]. En este caso se hace uso de maquinas
virtuales con sistemas operativos completos y las aplicaciones que se
deseen, por lo que el traco presenta los efectos del sistema operativo y las
aplicaciones utilizadas.
Queda claro que las medidas del traco, el desarrollo de protocolos y el
analisis de calidad en entornos de red es un contexto que manejan los
centros de investigacion de diferente manera, sin embargo, los procedimien-
tos empleados para el modelado y analisis en los deferentes entornos de
pruebas tienen mucho en comun, a pesar que la tecnica utilizada sea diferente.
Es por este motivo que surge la necesidad de una serie de procedimientos,
que contemplados en una metodologa, brinden los aspectos necesarios
para el modelado de diferentes tipos de traco, que permita el analisis
transparente de diversas aplicaciones y que sea facilmente adaptable a cada
una de las tecnicas utilizadas por los investigadores. Por otro lado, que
facilite, de manera sistematica, el analisis de la calidad de los enlaces de red
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y el impacto de la variacion del traco en ellos.
1.2 Objetivos
1. Obtener los procedimientos necesarios para la realizacion de medidas
en diferentes escenarios de red, que permitan modelar sus tecnologas
y las aplicaciones utilizadas.
2. Realizar medidas de traco de ujos IP en diferentes escenarios de red
comunmente utilizados por empresas y grupos de investigacion con la
nalidad de determinar su calidad.
3. Proponer una metodologa para modelar y analizar la calidad de ujos
IP con restricciones temporales en distintos escenarios de red.
1.3 Alcances y condiciones de trabajo
1.3.1 Alcances
El presente trabajo tiene como nalidad brindar una metodologa que
permita el analisis y modelado de ujos IP. Dicha metodologa facilitara a los
investigadores, la obtencion de medidas en entornos de red, ademas, se adapta
a diversas tecnicas y tecnologas comunmente utilizadas por departamentos
de investigacion.
1.3.2 Condiciones de trabajo
Las pruebas realizadas a lo largo de este trabajo se realizan con el objetivo
de demostrar la veracidad de la propuesta planteada, ademas, han ayudado
a depurar y corregir dicha propuesta.
El desarrollo de este trabajo se realiza en el Grupo de Tecnologas de las
Comunicaciones (GTC) de la Universidad de Zaragoza, por lo tanto, la
infraestructura, los equipos y las herramientas utilizadas se limitan a la
disponibilidad de las mismas, por parte de dicho grupo de investigadores.
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1.4 Estructura de la memoria
El presente trabajo consta de siete secciones, la primera describe el pro-
blema de estudio, plantea los objetivos del trabajo, los posibles alcances y el
entorno en el cual se desarrolla. La segunda seccion describe las principales
herramientas utilizadas para el analisis y la implementacion de las pruebas
realizadas.
Posteriormente, en la tercera seccion, se propone una metodologa para el
analisis y el modelado de ujos IP multimedia en tiempo real, de la cual
se extrae un procedimiento que se puede consultar en el apendice B. La
seccion cuatro y cinco muestra la obtencion de los modelos de VoIP, vdeo
de televigilancia, streaming y de buer utilizando la metodologa planteada.
La seccion seis presenta una serie de medidas que se pueden realizar en
diferentes escenarios de red para el analisis de la calidad utilizando los
modelos anteriormente obtenidos. En la seccion siete se presentan las
conclusiones y las futuras lneas de investigacion.
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1.5 Cronograma de actividades
Tabla 1: Cronograma de actividades.
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2 Herramientas para la implementacion y el
analisis
Aspectos como la repetibilidad y la exactitud estan estrechamente ligados
a los entornos de pruebas y de analisis cientco. Los investigadores tienen
la necesidad de reproducir de manera exible y escalable, diversos tipos de
pruebas para diferentes condiciones en entornos controlados que permitan el
analisis de los fenomenos estudiados, como mencionan algunos autores [9] y
[12].
Por esto es necesario escoger un conjunto de herramientas que permitan
facilitar la obtencion de resultados para su posterior analisis. Dichas
herramientas deben de ser seleccionadas con mucho cuidado ya que de ellas
dependera en cierta medida la exactitud de los datos obtenidos.
2.1 Herramientas de captura de datos
2.1.1 TCPDUM
TCPDUMP [15] es una herramienta para captura del traco que circula
por la red en tiempo real (de los paquetes transmitidos y recibidos en una
determinada interfaz de red). Dicha herramienta carece de interfaz graca,
esto lo convierte en una de las aplicaciones preferidas cuando se quiere usar
los mnimos recursos posibles [6], ademas, de ser idonea para la captura de
paquetes en forma desatendida, ya que se gestione por lnea de comandos.
Esta aplicacion se encuentra disponible para casi todos los sistemas
operativos (en Windows se llama WinDUMP), hace uso de la librera
libpcap en el casos se sistemas UNIX y winpcap para Windows, ademas,
es la encargada de las capturas de paquetes. Esta herramienta permite la
depuracion de la salida obtenida por medio de ltros, permitiendo ltrar
capturas de puerto especco, o ltrando por tipo de protocolo, direccion
origen o destino, en una interfaz en especco y otros.
2.1.2 Wireshark
Wireshark [16] es un programa de analisis, mantenido bajo licencia GNU
GPL (GNU General Public License), tambien hace uso de las mismas
Metodologa para el Modelado y el Analisis de Flujos IP Multimedia:
Medidas de Calidad
2 HERRAMIENTAS PARA LA IMPLEMENTACION Y EL ANALISIS13
libreras de captura de paquete de las que se utilizan en TCPDUMP,
dependiendo del sistema operativo. A diferencia de TCPDUMP, Wireshark
permite su gestion mediante una interfaz graca amigable con el usuario
sin la posibilidad de una gestion desatendida, ademas, posee funciones de
ltrado y analisis de traco. Es compatible con el formato de archivo que
utiliza TCPDUMP y reconoce una gran cantidad de protocolos.
Otra caracterstica interesante para los investigadores es que permite la
exportacion de los archivos de capturas a diferentes formatos de aplicaciones
orientadas al analisis matematico o de bases de datos, algo que puede resultar
util para realizar un analisis mas detallado, como por ejemplo, calculos de
retardos, MOS, estadsticas y otras magnitudes que se puedan extraer de la
captura de paquetes en la red.
2.2 Gestion y generacion de traco
2.2.1 TC y NETEM
TC permite la gestion del traco en una interfaz determinada [5], [14], [9] y
[12], limita el traco a un ancho de banda determinado haciendo una gestion
de colas, clases y ltros de manera que se controle la forma con la se enva o
reciben datos.
NETEM [17] Network Emulator es un emulador de red que esta contenido
en el kernel de linux a partir de la version 2.6.7, por lo que todas las
versiones actuales de linux poseen dicha aplicacion integrada. NETEM es
una extencion de TC (Trac Control), la herramienta de control de traco
de linux, la cual esta contenida en el paquete iproute2. NETEM permite
introducir retardos y perdidas sobre la transmision de paquetes en una
interfaz determinada [12].
2.2.2 JTG
El JTG (Jugi's Trac Generator) es un generador de traco IP gestionado
por lnea de comandos, desarrollado por la Universidad de Helsinki [18],
permite generar traco parametrico y reproducir traco a partir de archivos
con intervalos de tiempo y tama~nos de paquetes a enviar en cada intervalo
de tiempo [14]. Por otro lado, provee un receptor para recoger el traco, a
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partir del cual se pueden calcular estadsticas. El JTG incluye un programa
llamado jtg calc que a partir del log de paquetes recibidos realiza un analisis
estadstico de perdidas, retardos y jitter.
2.2.3 D-ITG
Otro generador de traco IP multiprotocolo, desarrollado por la Universidad
de Napoles, es el D-ITG [19]. Este generador tambien permite el analisis de
los datos enviados o recibidos, as como realizar capturas en ambos extremos
de la comunicacion, ademas, permite realizar medidas en un solo sentido
OWD (one-way-delay) y de ida y vuelta RTT (round-trip-time) [12] y [13].
Puede ser gestionado mediante lnea de comandos o por medio de GUI
(Graphical User Interface) que puede ser obtenida en la misma pagina web
del proyecto.
2.2.4 ETG
Recientemente, en el GTC (Grupo de Tecnologas de la Comunicacion)
de la Universidad de Zaragoza, grupo en el cual se desarrolla el presente
trabajo, se ha implementado una herramienta denominada ETG (E2E Trac
Generator) [20], inicialmente implementada para el analisis de enlaces en
el transporte de voz sobre IP y que actualmente se ha generalizado para
generar los de ujos IP del trabajo.
Esta herramienta permite calcular parametros objetivos (retardo, jitter, y
tasa de perdidas) y subjetivos de QoS (factor R, MOS). Se trata de una
herramienta capaz de realizar comunicaciones E2E entre usuarios mediante
el envo y recepcion de varias secuencias de rafagas de traco UDP. Permite
generar traco OWD y RTT, as como capturas en ambos puntos de la
comunicacion, ademas, mediante el analisis del traco recibido se obtienen
los parametros de retardo, perdidas y jitter, con los cuales podemos calcular
el factor R que determina el MOS para cada comunicacion.
Una ventaja de esta aplicacion es la facilidad que presenta para la
repetibilidad de la pruebas ya que contempla mecanismos que permiten la
automatizacion de ciertas funciones facilitando el trabajo a los investigadores,
como por ejemplo: cada ujo se podra reiterar cada cierto tiempo entre
una fecha y hora inicial y nal, generar traco equivalente al de diferentes
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servicios, permite el envo de paquetes a partir de un chero con los intervalos
de transmision de paquetes y el tama~no, permite emular comunicaciones
cuando los tiempos y tama~nos de paquete no son constantes y nos garantiza
poder repetir las pruebas en las mismas condiciones.
2.3 Virtualizacion
La virtualizacion presenta una serie de ventajas, para algunos autores [9],
[11] y [12], a la hora de realizar emulaciones de redes, dentro de ellas
destacan la reduccion de costes, espacio y recursos, ademas que permite una
administracion centralizada y simplicada por parte del investigador.
Por otro lado, en [21] se encuentra una descripcion de las principales
opciones de virtualizacion que algunos autores mencionan. En el ambito de
investigacion es necesario que las maquinas virtuales consuman la mnima
cantidad de recursos, que sean rapidas para poder adaptarse a cualquier
escenario de prueba y que sean lo mas cercano posible a una maquina real.
La interaccion entre los sistemas operativos, tanto antrion como huesped,
debe ser lo mas eciente posible para que el software que gestiona la
interaccion de cada huesped con el hardware no consuma recursos excesivos
para la ejecucion de ciertas instrucciones. En estos casos, es recomendable
utilizar entornos de paravirtualizacion, en este ambito, algunos autores [4],
[7] y [22] han desarrollado sus investigaciones emulando escenarios de red en
diversos contextos, para ello se han apoyado en Xen ya que en el grupo de
investigacion se utiliza este entorno de virtualizacion.
Xen presenta varias ventajas [23] frente a otro entornos de virtualizacion,
entre ellos VMware ESXi, Hyper-V y KVM. Uno de los aspectos que destaca
es que no hace utilizacion de drivers por lo que permite mantener aislados los
sistemas huesped, ademas, al mantener los sistemas huesped aislado brinda
cierto nivel de seguridad, as como los privilegios de acceso y la separacion
de los sistemas operativos.
2.4 Procesamiento matematico
La complejidad de algunas operaciones matematicas o la gran cantidad de
repeticiones de calculo necesarias para el procesado de cierta informacion
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hace necesario herramientas para este tipo de situaciones. Matlab es una
herramienta de software que ofrece un lenguaje de programacion (lenguaje
M) para este tipo de ambientes. Es desarrollado por MathWorks desde el
a~no 1984 y esta disponible para las plataformas Unix, Windows y Apple
Mac OS X.
A pesar de haber sido altamente difundido en universidades y centros de
investigacion y desarrollo en los ultimos a~nos, es un producto propietario de
MathWorks y por lo tanto sujeto a licencia. Sin embargo, existen alternativas
de libre distribucion y codigo abierto como GNU Octave y Scilab que tienen
buena compatibilidad con dicho lenguaje.
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3 Metodologa propuesta
3.1 Descripcion de la metodologa
La metodologa utilizada en las pruebas realizadas se resume en cinco fases
principales que se detallan a continuacion:
 Fase 1: Estudio teorico y planicacion de la prueba
 Fase 2: Acondicionamiento del entrono de pruebas
 Fase 3: Obtencion de resultados
 Fase 4: Analisis de resultados
 Fase 5: Presentacion de los resultados
Ademas, se puede revisar el apendice B que contiene un procedimiento de
tallado de las tareas realizadas para la obtencion de modelos de traco IP
para ujos multimedia.
3.1.1 Estudio teorico y planicacion de la prueba
La planicacion consiste en una etapa de adquisicion de informacion a cerca
del fenomeno que se desea analizar y de las herramienta y aplicaciones
involucradas en el proceso. En concreto, en esta fase inicial se debe obtener
toda la informacion del objeto de estudio que permita seleccionar cuales
aplicaciones se deben elegir para obtener modelos de diversos ujos IP.
Posteriormente, se debe realizar un listado de los elementos, dispositivo o
equipos necesarios para la implementacion de un escenario que involucre
todos los aspectos de una red real y su correspondiente topologa.
Dependiendo de los alcances y los objetivos de la investigacion sera necesario
realizar una segregacion de las tareas a realizar por grupos de trabajo,
detallando los objetivos especcos y las tareas a realizar, ademas, es
conveniente la elaboracion de un cronograma de actividades que permita
supervisar las actividades y tareas a realizar.
Por otro lado, las herramientas asociadas a la obtencion de datos, captura de
paquetes, as como, las relacionadas al analisis de la informacion deben ser
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bien especicadas, ya que en algunos casos pueden que no existan o deben
ser elaboradas por el investigador.
3.1.2 Acondicionamiento del entorno de pruebas
Unos de los aspectos mas importantes a tener en cuenta es que la persona
que realice las pruebas, debe tener un control total que permita la gestion
de todos los nodos involucrados en el escenario a utilizar, contar con los
privilegios administrativos correspondientes (administrador o root) segun el
sistemas operativos o de gestion utilizados, poder monitorizar los recursos
del sistema y la posibilidad de realizar los cambios necesarios cuando se
requieran.
La implementacion de la topologa planteado para realizar las pruebas sigue
un orden bastante logico, primero realizar la interconexion de los elementos
de manera apropiada y en funcion de la topologa planteada, seguidamente
ponerlos en marcha. Con los equipos en funcionamiento, se realizan las
conguraciones basicas de las interfaces de red que permitan la comunicacion
entre los diferentes nodos de la red y se comprueba el funcionamiento (con
el comando ping, por ejemplo). Cuando los elementos de red se pueden
comunicar, se realizan las conguraciones avanzadas (si es del caso) de las
interfaces de los equipos terminales, o bien, aspectos relacionados a tipos de
protocolo a utilizar, codecs, velocidades de transmision de datos, niveles de
compresion, entre otros.
En este punto, conviene realizar una monitorizacion de las interfaces
utilizadas y de los procesos que se encuentran activos, ya que con esta
informacion se pueden desactivar interfaces o eliminar procesos activos en
el sistema que consuman recursos y que no sean necesarios, ya que algunas
aplicaciones hacen un consumo de recursos mayor que otras (por ejemplo el
traco de voz frente al de streaming), si esto no se hace, podra generar que el
procesador no pueda entregar un paquete a la interfaz de red en el momento
en que la aplicacion lo solicite, generando un retardo en la transmision que no
corresponde a las caractersticas propias del traco que se este modelando.
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3.1.3 Obtencion de resultados
La mayora de las aplicaciones que brindan servicios IP deben ser congu-
radas en cierta medida, como por ejemplo, denir el tipo de protocolo que
se utilizara para la transmision en el caso de streaming, direccion destino
o broadcast, numero de puerto, entre otros. Todo este tipo de aspectos
deben ser congurados antes de la captura de datos. Se puede hacer una
prueba preliminar con la nalidad de comprobar el funcionamiento de todo
el sistema en ejecucion, si el sistema se ejecuta de manera normal se detiene
la aplicacion y se procede a la obtencion de resultados.
Antes de lanzar de nuevo la aplicacion para iniciar la captura de datos, se
debe ejecutar y congurar el snier (algun tipo de ltro, por ejemplo), es
conveniente que el snier sea un equipo externo a los nodos que intervienen
en la comunicacion con la nalidad de no cargar a dichos nodos con procesos
ajenos al funcionamiento normal, por otro lado, es necesario que el equipo
que realiza la captura de paquetes IP no inyecte traco a la red, que la
unica funcion que realice sea la de captura. Con todo esto preparado se
inicia la transmision de datos y se mantiene durante el tiempo que haya
sido planicado, al termino de dicho tiempo (o al nal de la transmision) se
detiene la aplicacion y luego se termina de realizar la captura de datos.
3.1.4 Analisis de resultados
Antes de realizar el analisis de los datos se debe corroborar que los paquetes
capturados corresponden con el traco que se deseaba obtener, ya que si
no es as, la prueba se debe repetir. Con la misma herramienta que se
realizo la captura de paquetes se puede hacer una revision rapida del traco
obtenido, vericando que los encabezados de los paquetes correspondan
con los protocolos utilizados por la aplicacion que se quiere modelar, por
ejemplo, que no se presente una gran cantidad de paquetes ICMP con avisos
que el puerto es inalcanzable o para el caso de una aplicacion de VoIP
deben tener una cabecera de transporte UDP y no TCP, lo mismo para
aplicaciones que utilicen RTP.
Aplicaciones como Wireshark y TCPDUMP permiten ciertos niveles de
analisis o estadsticas, incluso generan gracos estadsticos basicos en el caso
de Wireshark, pero es usual que para ciertos tipos de analisis se requieran
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herramientas mas especializadas que el mismo investigador deba construir o
adaptarlas a las ya existentes.
En este contexto, suele ser util exportar los archivos de capturas realizadas
a otro tipo de formato de archivo, por ejemplo archivos de texto, .csv,
.xml, entre otros, que pueden editados o manipulados por software como
hojas de calculo, matlab, octave, scilab y otro tipo de aplicaciones que
permiten un tratamiento matematico o de bases de datos mas exhaustivo.
Tambien se debe tener en cuenta que muchos grupos de investigacion a
nivel mundial ponen a disposicion ciertas herramienta que facilitan este
tipo de labores, claro esta, que esto depende del tipo de informacion que se
este manipulando, por lo que en la planicacion se debe de realizar dicha
busqueda con la relevancia del caso.
Una vez realizados los analisis correspondientes o modelo de traco segun
sea el caso, estos deben ser comparados, en la medida de los posible, con
resultados obtenido por otros investigadores que se hayan dedicado al estudio
del mismo fenomeno, o en su defecto, que hayan generado pruebas muy
parecidas, ya que la similitud entre dichos resultados dara evidencia de un
procedimiento acertado y resultados validos.
3.1.5 Presentacion de los resultados
La forma en que los resultados de una investigacion se presenta tiene un
impacto importante hacia las personas a las que va dirigidas, ademas, que una
buena manera de representar la informacion brinda a los lectores ideas claras
y faciles de entender. Para esto es necesario una seleccion de herramientas que
permitan la reproduccion de la documentacion, fotografas, gracos y demas
elementos asociados. A continuacion se comentan algunas de las principales
herramientas utilizadas en el presente trabajo:
 LATEX: Lenguaje que permite preparar automaticamente un docu-
mento de apariencia estandar y de alta calidad.
 LibreOce: Conjunto de aplicaciones de productividad omatica.
 PDFSam: Herramienta para dividir y fusionar documentos PDF.
 Bibus: Gestion de bases de datos de referencias bibliogracas.
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 Inkscape: Editor de imagenes y gracos vectoriales escalables.
 Gimp: Para edicion de fotos e imagenes generales.
 Dia: Editor de diagramas, gracos, diagramas de ujo, redes, etc.
 Planner: Gestor de proyectos, permite generar diagramas Gantt.
 Scilab: Herramienta matematica de alto nivel para el calculo
cientco.
 Octave: Herramienta de analisis matematico con comandos similares
a Matlab.
3.2 Adaptacion de la metodologa y automatizacion de
procesos
Si el entorno de pruebas es WiFi se debe realizar un escaneo de los canales
utilizados por las redes cercanas, con la nalidad de escoger un canal que
perciba la mnima interferencia de las celdas adyacentes, por lo que cualquier
otro tipo de entono de pruebas debe ser igualmente adaptado.
Para el caso de modelado de ujos IP multimedia, algunas herramientas
deben ser elaboradas para poder realizar el analisis deseado, por ejemplo,
en los anexos D.1 y D.2 se muestra un script que permite obtener ciertas
estadsticas como paquetes enviados, recibidos, tiempos entre paquetes,
tiempos entre rafagas, medias y desviaciones estandar para los valores
obtenido y gracos.
Por otro lado, los datos procedentes de cierta aplicaciones no suelen
ser compatibles con herramientas para el procesamientos de datos o la
manipulacion matematica, por esto, se deben de exportar o convertir a
formatos que permitan el reconocimiento de la informacion, este es el caso
de las capturas que se obtienen con TCPDUMP o Wireshark.
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4 Modelado de ujos IP multimedia
4.1 Aplicaciones multimedia
Para realizar un analisis de diversos tipos de ujos de datos multimedia es
necesario determinar y caracterizar los ujos IP de las aplicaciones que sean
representativas del uso que los usuarios o empresas dan a Internet, o bien.
En este ambito, destacan tres clases de aplicaciones: voz, video y datos [4]
y [8].
En este contexto, se encuentran aplicaciones de gran demanda por los
usuarios como la radio y la television [4], el auge que ha tenido la telefona
por Internet, debido a la reduccion de costes que esto conlleva y por otro
lado la gran cantidad de camaras de video, de las cuales hacen uso las
empresas con nes de seguridad (televigilancia), las cuales se han trasladado
al ambito residencial, incluso. A continuacion se describen algunas de dichas
aplicaciones utilizadas en el presente trabajo.
En el caso de voz se utiliza como gateway VoIP un equipo Linksys SPA 3102
en cada uno de los extremos de la comunicacion, cada uno con su respectivo
telefono convencional, para la interconexion de los dos nodos de red se
utiliza un hub 3COM SUPER STACK II con una velocidad de 100Mbps.
En las pruebas de vdeo para televigilancia realizadas en este trabajo se
utiliza una camara AXIS 2120 (un modelo dise~nado para exteriores), en
resumen, la camara captura imagenes en formato JPEG y las transmite a
razon de 25/30 tramas por segundo (PAL/NTSC) sobre una red con ancho
de banda de 10Mbps o 100Mbps respectivamente.
Para proveer los servicios de vdeo streaming se utiliza el reproductor
de multimedia VLC, la captura obtenida es de aproximadamente 180 s
de la pelcula \Sintel" [24], una pelcula de animacion 3D y de libre
distribucion. En la conguracion de la aplicacion de streaming se ha
desactivado la transcodicacion ya que consume mucho procesador, por lo
se reproduce en el receptor en el mismo formato del archivo original (MP4),
as el procesador no se satura y la calidad en la recepcion es muy buena,
ademas, se establece el uso de RTP y MPEG-TS (MPEG Transport Stream).
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Para una informacion mas detallada a cerca de las aplicaciones utilizadas, se
puede consultar el apendice C.
4.2 Obtencion de modelos para ujos IP multimedia
Para realizar las estimaciones del los modelos de traco en ujos multimedia
es necesario que el investigador tenga un control preciso del entorno de
pruebas, minimizando los posibles errores e interferencia que puedan
presentarse, dejando un escenario de pruebas que permita un desarrollo
uido a la aplicacion que se dese modelar.
En las pruebas que se presentan a continuacion, se ha seguido un orden
especco, para cada una de ellas, en la manipulacion de equipos y
herramientas para la gestion de los datos, los pasos seguidos se pueden
observar en el apendice B. Para procesar las capturas se han realizado
algunos scripts para la manipulacion de los datos y la obtencion de resultados
estadsticos, los cuales pueden observarse en el anexo D.
4.2.1 Modelo de VoIP
En la gura 1 se muestra el diagrama utilizado para realizar las pruebas con
la nalidad de obtener el modelo del traco en la transmision de voz sobre
IP.
Figura 1: Escenario utilizado para determinar el traco de voz.
Despues de la conguracion de los equipos se lanza el snier para poder
realizar la captura del traco, posteriormente, se realiza una llamada entre
los terminales, mediante el snier se realizan capturas de paquetes mientras
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la llamada esta en curso y se analizan los resultados de dichas capturas.
VoIP utiliza el protocolo RTP para la transmision de datos en tiempo real
y este se transporta por medio de UDP, la gura 21 permite comprobar la
utilizacion de los protocolos mencionados. Ademas, destaca en el analisis
de las capturas de paquetes realizadas, que la transmision de cada uno de
los paquetes tiene una distribucion constante (no se presentan rafagas de
paquetes), determinandose que cada terminal realiza el envo de paquetes
cada 20ms y que el contenido de datos de dichos paquetes corresponde con
el tipo de codec utilizado (G:729) y la cantidad de muestras que se denieron
en la conguracion de cada gateway.
Ademas, en la gura 2 se puede observar la variacion de la duracion
de cada paquete para el traco enviado y recibido de voz en funcion
del tiempo de transmision. Para las muestras tomadas en este caso se
presenta un tiempo medio de envo de paquetes de 20ms con una desviacion
estandar de 0:62ms. Cada conexion de este ujo tienen un consumo de an-
cho de banda a nivel IP BW = (608)=2010 3, lo que equivale a 24 Kbps.
Figura 2: Detalle del tiempo entre los inicios de cada paquete para el traco
de voz.
El modelo de la transmision de voz es relativamente sencillo y estable en
cuanto a tiempos y tama~nos ya que no presenta un comportamiento de
rafagas, o bien, puede verse como una sola. Representar un ujo IP de este
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tipo consiste en el envo de paquetes de 60 byte (incluyendo las cabeceras,
ver gura 21) cada 20ms con una desviacion estandar de 0:62ms, esto si se
utiliza el codec G:729 y una paquetizacion de dos muestras por paquete. En
el caso de que sea necesario el cambio del codec o la cantidad de muestras
por paquete, los cambios son sencillos de representar, se debe tener en
cuenta la frecuencia de muestreo denida en el nuevo codec utilizado y las
muestras que se deseen empaquetar se incluiran despues del encabezado
RTP (ver gura 21).
4.2.2 Modelo de video para televigilancia
En este caso, la obtencion del modelo de traco se realiza con un escenario
como se muestra en la gura 3. La estacion de trabajo puede tener acceso
a la camara IP (AXIS 2120) de manera remota por medio de un navegador
web tradicional, la camara utilizada puede ser congurada para un ancho de
banda de 1 o 2 Mbps, segun sea necesario dependiendo del enlace al que se
tenga acceso, el snier capturara paquetes durante la transmision de datos.
Figura 3: Escenario utilizado para determinar el traco de vdeo.
Para modelar este tipo de traco es necesario analizar aspectos mas detalla-
dos de la conguracion, ya que el comportamiento del ujo de datos diere
en funcion de la conguracion que permita el fabricante para este tipo de
aplicacion, uno de los factores que tienen relevancia en este caso es el factor
de compresion que se dena para la transmision (ver tabla 2). Ademas de
la inuencia en la calidad de la imagen percibida por el usuario, el nivel de
compresion que se dena afectara en forma directa el comportamiento del
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ujo de paquetes en la red. Por ultimo, otros aspectos se relacionan con el
tama~no de la imagen (en pixeles) y el ancho de banda denido en la camara.
El nivel de compresion dene el tama~no de la imagen (en bytes) que la
camara transmite en cada instante, cada imagen tiene un tama~no diferente
por lo que el ultimo paquete de cada rafaga, tendra un tama~no menor que los
demas, mientras que el resto seran de 1500 bytes, sin embargo, la cantidad
de paquetes se mantiene constante para cada caso (excepto en uno de ellos),
esto se aprecia en la tabla 2.
Resolucion Nivel de compresion Cantidad de paquetes
704576 pixeles 50 Kbytes 25
16 Kbytes 10
352288 pixeles 13 Kbytes 7  9
4 Kbytes 3
Tabla 2: Cantidad de paquetes por rafaga en funcion de la compresion para
camara.
El ujo de los paquetes se presenta en forma de rafagas para todos los casos
estudiados, cada rafaga transmite la cantidad de paquetes que el nivel de
compresion dene (ver tabla 2), esto se muestra en la gura 4, donde el
tiempo entre las llegadas de las rafagas es el lapso en el cual se transmite la
cantidad de paquetes; de forma analoga, existe un tiempo entre las llegadas
de cada paquete contenido en la rafaga que dene la diferencia entre los
inicios de cada paquete.
Figura 4: Relaciones de tiempos entre los inicios de cada paquete y de rafagas
para una compresion de 50 Kbytes.
Las capturas de datos se realizan para cada uno de los niveles de compresion
que se muestran en la tabla 2, por otro lado, se estudia el caso de baja
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compresion (50 Kbytes), ante cambios en el ancho de banda (permitido
por el fabricante) denido en la conguracion de la camara. En este caso
se analizan tres casos, estos se muestran en la tabla 3, el primero, sin
movimiento (Vdeo A), con poco (Vdeo B) y mucho movimiento (Vdeo C)
frente a la camara.
Trafico
Paquetes T iempo rafagas (ms)











42% 52% 11% 14:3% 4%
1 200  1300
Tabla 3: Resumen de los modelos obtenido para vdeo.
Figura 5: Detalle del tiempo entre los inicios de cada rafaga para una
compresion de 50 Kbytes.
En el caso donde no se presenta movimiento los diferentes tiempos entre
los inicios de las rafagas se mantienen en los valores que se muestran
(75ms, 110ms, 140ms aproximadamente), en los caso donde se presenta
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movimiento los tiempos entre inicios de las rafagas presentan mayores
variaciones, esto se aprecia mejor en las guras 6, 7 y 8.
Figura 6: Distribucion de rafagas en funcion de su duracion para una
compresion de 50 Kbytes sin movimiento.
Figura 7: Distribucion de rafagas en funcion de su duracion para una
compresion de 50 Kbytes con poco movimiento.
En la gura 5 se presentan los resultados correspondientes a la compresion
50 kbytes y poco movimiento, en dicha gura se observa la duracion entre
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los inicios de cada paquete, ademas, muestra las variaciones de los tiempos
entre los inicios de las rafagas denidos en valores de 80ms, 120ms, 150ms,
200ms y 240ms aproximadamente.
La distribucion en funcion de la duracion de cada rafaga se muestra en
las guras 6, 7 y 8. Dichos histogramas permiten visualizar una clara
agrupacion de la duracion entre los inicios de cada rafaga. Los tiempos entre
los inicios de cada paquete dependeran de la disponibilidad del procesador y
la velocidad del enlace, sin embargo, se ha observado en el 1:32% de los casos
para las transmisiones con movimiento moderado, que el ultimo paquete de
cada rafaga presenta una duracion de 40ms.
Figura 8: Distribucion de rafagas en funcion de su duracion para una
compresion de 50 Kbytes con mucho movimiento.
El traco de vdeo se caracteriza por una agrupacion de paquetes dentro de
un determinado rango de tiempo denido o rafaga. Para modelar el traco
de vdeo que transmite la camara se debe generar un archivo que tenga como
contenido los tama~nos y tiempos de transmision de cada paquete, segun la
probabilidad de que un paquete este contenido en un rafaga determinada
(ver guras 6, 7 y 8 y tabla 3), ya que dentro de las caractersticas analizadas
para este tipo de ujo, lo tama~nos de todos los paquetes no son iguales,
ademas, las variaciones en los tiempos entre rafagas son bastante amplias,
por lo que es necesario obtener una distribucion estadstica de dichos tiempos.
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En el apendice D.4 y en el D.5 se muestra como generar los archivos de texto
correspondientes a los modelos de vdeo para una compresion de 4Kbytes y
50Kbytes respectivamente. En resumen, se puede decir que dichos script
representan los histogramas de las rafagas de cada una de las capturas
correspondientes (ver guras 6, 7 y 8), ademas de los tama~nos y tiempos
entre los inicios de cada paquete.
4.2.3 Modelo de streaming
Para modelar el traco streaming se utiliza un escenario como el que de
presenta en la gura 9.
Figura 9: Escenario utilizado para determinar el traco streaming.
Analizando las capturas realizadas, se determina que el traco streaming no
tiene un comportamiento uniforme, las rafagas tienen grandes diferencias
en cuanto a los tiempos entre los inicios entre ellas, como se puede apreciar
en la gura 10. Las rafagas producidas durante la transmision presentan
variaciones en la duracion de las mismas, sin embargo, es claro que los
paquetes tienen un tama~no de 1370 bytes, las rafagas se caracterizan por
mantener un periodo de inactividad antes del inicio de la proxima rafaga, los
tiempos entre los inicios de rafagas dieren, sobrepasando en algunos hasta
1:5 s. El tama~no de los paquetes es el mismo en todos los casos, como era
de esperarse por el uso de Transport Stream, ya que cada stream elemental
tiene un tama~no jo de 188 bytes [25] y los paquetes IP deben contener
multiplos de estos, por lo tanto el mayor tama~no posible sera de 1370 bytes.
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Figura 10: Distribucion de traco transmitido por el servidor.
El modelo de streaming diere en buena medida de los dos casos anteriores,
este se caracteriza por una gran dispersion en cuanto a los tiempos entre
los inicios de las rafagas. Sin embargo, la reproduccion del traco se puede
realizar de manera similar que con el vdeo, generando un archivo similar
al mencionado anteriormente, pero cambiando en el script D.5 las rafagas
que se han denido y agregando nuevas rafagas y duraciones de rafagas
en funcion de la distribucion que se presenta en la gura 10, en este caso
se recomienda comparar los histogramas que representan la distribucion
de las rafagas generadas con las capturadas para corroborar que dichos
histogramas sean similares, como se muestra al nal de dicho script.
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5 Modelado del buer en un punto de acceso
5.1 Dimensionado de buer
Internet es un conjunto descentralizado de redes de comunicacion, de tal
manera que la arquitectura es bastante heterogenea. Los nodos de red
dieren en cuanto a capacidad, por mencionar un caso, las velocidades de
entrada y salida de un router pueden tener grandes diferentes, mientras
de manera interna, una red domestica, puede tener una velocidad de hasta
54 Mbps (con un punto de acceso WiFi), la conexion hacia su proveedor de
acceso a Internet puede ser de 8Mbps (caso comun en ADLS), el mismo caso
se presenta en la interconexion de grandes ISP (Internet Service Providers)
o en Puntos de Intercambio de Internet (Internet eXchange Point) con tasas
de velocidad mayores. Otro de los posibles escenario es la conexion entre dos
redes LAN de 100 Mbps por medio de un enlace inalambrico de 54 Mbps,
este caso se analizara con mayor detalle mas adelante.
Estas diferencias entre las velocidad de entrada y de salida producen cuellos
de botella donde se pueden producir perdidas de paquetes. Los router
utilizan buer para reducir las perdidas de paquetes absorbiendolos cuando
estos no pueden ser reenviados en ese preciso instante, tambien, se utilizan
como instrumentos que ayudan a mantener los enlaces con un alto grado de
utilizacion en casos de congestion.
Desde 1994, en [26] se propuso la denominada rule of thumb, la cual fue
aceptada por muchos investigadores, para establecer el tama~no de los
buer en los router. La idea principal era la utilizacion al 100% del ancho
de banda, asegurando una cantidad de paquetes almacenados que pueda
mantener ocupado el canal cuando inicie el descarte de paquetes, mientras,
TCP reacciona bajando la tasa de transmision.
Esta regla, se resume en la ecuacion 1, la cual dene el tama~no del buer,
B, como el producto del ancho de banda del enlace, C, por el retardo de ida
y vuelta, RTT .
B = C RTT (1)
La ecuacion 1 se obtuvo utilizando 8 ujos TCP en un enlace de 40 Mbps,
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que en la actualidad no son datos representativos del traco en una red, por
ejemplo, una capacidad de 40 Gbps, y un RTT de 250 ms, se obtendra un
tama~no del buer de 1:25 Gbytes que es un tama~no muy grande, ademas,
no se tomo en cuenta el caso de ujos con RTT diferentes.
En 2004, esta regla fue puesta en duda, por el llamado Stanford model [27],
que reduce el tama~no del buer, dividiendolo por la raz cuadrada del numero
N de ujos TCP, como se muestra en la ecuacion 2. Esto se debe a que la





Esta nueva aproximacion se realiza bajo el supuesto de que la duracion de
los ujos es larga y el numero de ujos es lo sucientemente grande como
para considerarlos asncronos e independientes. Usando esta aproximacion,
un router que gestione 10:000 ujos solamente necesitara 12:5 Mbytes de
tama~no de buer. A este modelo se ha denominado small buer [28].
Debido al modelo propuesto por [27] se generaron una serie de investiga-
ciones en este ambito. En [29] se propuso la utilizacion de buer todava
mas peque~nos, denominados tiny buer, que consideran que un tama~no
de entre 20 y 50 paquetes (que equivale a algunas decenas de Kbytes) es
suciente como para alcanzar una utilizacion de entre el 80% y el 90%.
Esto, basado en el hecho que los ujos no estan sincronizados y el traco no
presenta rafagas, sin embargo, muchos de los ujos IP en tiempo real son
denidos por un comportamiento de rafagas como por ejemplo el streaming
de vdeo, esto deja un poco de incertidumbre en cuanto a los modelos de
dimensionado de buers.
Por otro lado, son poco los trabajos realizados teniendo en cuenta servi-
cios de tiempo real, que es uno de los principales objetivos del presente
trabajo. En [1], [30] han considerado el traco combinado TCP y UDP en
buer peque~nos, descubriendo una region anomala (ver gura 11), en la que
las perdidas de paquetes de UDP crecen con el aumento del tama~no del buer.
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Figura 11: Perdidas en paquetes UDP en funcion del tama~nos de los buer
[1].
En [31] se presento una simulacion mediante NS2, con base en una topologa
en arbol con 18 nodos y enlaces de 50 Mbps de capacidad, que muestra las
variaciones de la perdida de paquetes en funcion del tama~no de los buer
para diferentes polticas de traco con la nalidad de mejorar el Stanford
model.
Ademas, se ha notado que no existen unidades homogeneas entre los autores
para referirse al tama~no de los buer, ya que es comun que se denan en
terminos de bytes, mientras que otros, lo hacen en paquetes, como se ha
notado en [32].
Esto eventualmente podra generar cierta variacion en el comportamiento,
en casos donde el tama~no de los paquetes no es el mismo, que es un caso
comun cuando se mezclan diversos servicios que producen en la red paquetes
de diferentes tama~nos, desde unas decenas de bytes, hasta llegar al MTU
maximo permitido por la red.
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5.2 Modelado de buer
La dimension del buer de un router no es un parametro que forma parte
de las especicaciones tecnicas que un fabricante brinde de forma abierta,
sin embargo, esta caracterstica de dise~no adquiere importancia en la
planicacion. Esto se debe a la relacion que existe entre la utilizacion de
un enlace y el tama~no del buer en un router, por un lado, una excesiva
cantidad de memoria generara un incremento signicativo en la latencia,
ademas de un coste importante, en el caso opuesto, muy poca memoria para
el buer producira un incremento en la perdida de paquetes por el router
en momentos de congestion.
Por esto, se ha planteado el escenario que se muestra en la gura 12, con el
se determinaran las caractersticas mas relevantes del buer en el punto de
acceso (AP1). Las estaciones de trabajo no poseen conexion inalambrica, se
conectan hacia los puntos de acceso por medio de un enlace de 100 Mbps,
con lo que se garantiza que la comunicacion entre las estaciones de trabajo
estara limitado solamente por el enlace inalambrico entre los puntos de
acceso.
Figura 12: Escenario utilizado para determinar las caractersticas del buer
en un punto de acceso WiFi.
Las pruebas realizadas consisten en el envo de paquetes desde la estacion de
trabajo 1 hacia la 2, asegurando que la tasa de transferencia es lo suciente-
mente alta para congestionar el enlace inalambrico. La captura de datos se
realiza con un tercer equipo (snier) en dos puntos de la red, en transmision
y en recepcion, de esta manera se asegura que las marcas de tiempo para
cada paquete sean establecidas con la misma base de tiempo. Las pruebas
se realizan para tres diferentes tama~nos de paquetes (300; 800 y 1300 bytes)
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y para diversos anchos de banda (1; 2; 5:5; 11; 24 y 54Mbps).
La idea principal es escoger y mantener la tasa de transmision con la nali-
dad de producir congestion en el enlace WiFi, con esto el buer se saturara
y por lo tanto, iniciara el descarte de paquetes por parte del router. Con este
escenario se podra estimar el tama~no del buer ; teniendo en cuenta que
un router solo puede enviar un paquete a la vez, los paquetes que lleguen a
dicho dispositivo mientras se enva uno de ellos, son almacenados en el buer.
Como se ha mencionado con anterioridad, el buer podra tener un tama~no
denido en numero de paquetes o bytes, para poder resolver esta interrogante
se realiza cada prueba con ujos de diferentes tama~nos de paquetes 300, 800
y 1300 bytes, de esta manera si el tama~no del buer es el mismo en los tres
casos, el tama~no estara denido en numero de paquetes, de lo contrario en
bytes.
La estimacion del tama~no se puede realizar de dos maneras diferentes, la
primera sera estimarlo a partir del retardo de un paquete en la transmision,
la segunda, estimando el numero de paquetes en cola en el momento que
un paquete llega al receptor. La gura 13 muestra la manera que se ha
seleccionado para determinar el tama~no del buer. Cada paquete posee una
marca de tiempo en el momento que es transmitido y otra cuando se recibe,
en concreto, se contara la cantidad de paquetes que no han llegado al receptor
en el periodo entre esos dos tiempos para cada uno de los paquetes.
Figura 13: Diagrama de tiempos para la obtencion del tama~no del buer.
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De forma experimental se ha determinado una tasa de transferencia de datos
y se ha utilizado para todas las pruebas realizadas, dicha tasa consiste en
el envo de paquetes cada 100 s, estos valores se mantienen para todas las
pruebas realizadas.
Figura 14: Ocupacion del buer de un router de acceso para un enlace de
54Mbps, 24Mbps y 11Mbps.
Al realizar las pruebas y analizar los resultados, claramente se ve que la
variacion del tama~no de los paquetes no afecta a la cantidad de paquetes que
el buer puede almacenar, es decir, para los ujos de 300, 800 y 1300 bytes se
ha estimado el mismo valor del tama~no del buer, por lo tanto, se demuestra
que el buer analizado tiene un tama~no maximo denido en paquetes sin
importar el tama~no de estos y se estima en una cantidad de 55 paquetes
como maximo. Al alcanzar el nivel de saturacion del buer, el router inicia
el proceso de descarte de paquetes, sin embargo, cuando el buer comienza
a vaciarse no se admite el ingreso de nuevos paquetes hasta que este al-
cance un valor de 30 paquetes en la cola como se aprecia en las guras 14 y 15.
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De esta manera se ha determinado que el buer analizado posee dos niveles
de umbral, uno de ellos dene el tama~no maximo de este, mientras que el
otro se utiliza para permitir de nuevo el llenado del buer. Por otro lado,
las variaciones del ancho de banda para cada tama~no de paquetes no tiene
efecto sobre dichos umbrales, es decir, el tama~no del buer es el mismo en
todo momento.
Figura 15: Ocupacion del buer de un router de acceso para un enlace de
5:5Mbps, 2Mbps y 1Mbps.
En las guras 14 y 15 se observa que la velocidad de llenado del buer es
mayor que la de vaciado en todos los casos, esto se debe a que los paquetes
llegan al router por medio de un enlace Ethernet a 100 Mbps, mientras que
el enlace de salida es donde se forma el cuello de botella ya que las tasas de
transferencia en 802:11 b=g son menores. Al comparar las pendientes de las
gracas mencionadas, para los diferentes anchos de banda, se observa que
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mientras mayor sea el ancho de banda, el tiempo de vaciado del buer es
menor, lo que supone que la latencia que experimentaran los paquetes sera
menor que en los casos donde el ancho de banda es mayor.
La velocidad de vaciado del buer presentan ligeras variaciones a menores
anchos de banda, sin embargo, cuando los puntos de acceso se conguran
para anchos de banda mas grandes el comportamiento diere un poco de
los demas casos, las velocidades de vaciado no se mantienen en valores
similares como se puede observar en la tabla 4, ademas, se han observado
casos donde el buer no cumple con los valores de umbral mencionados
anteriormente. Este comportamiento podra ser analizado mas en detalle
en futuras investigaciones.
54Mbps 24Mbps 11Mbps 5:5Mbps 2Mbps 1Mbps
T iempo (ms)
25:8 20:5 45:2 109:1 201:5 397:3
8:8 14:2 43:4 83 191:7 380:8
Paquetes
27 27 25 24 24 25
24 23 25 25 26 24
V elocidad (Mbps)
10:88 13:7 5:75 2:29 1:24 0:65
28:36 16:84 6 3:13 1:41 0:65
Tabla 4: Variaciones observadas en las velocidades de vaciado del buer en
los diferentes anchos de banda.
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6 Medidas de calidad
Acontinuacion se presentan una serie de medidas basadas en entornos
reales y con tecnologa WiFi. Las medidas consisten en valorar la cantidad de
conexiones que se pueden establecer sin perdidas de datos, en los escenarios
que se plantean mas adelante. Los ujos IP utilizados para las pruebas son
los modelos de voz y vdeo de televigilancia, que se han obtenido durante el
presente trabajo.
Las pruebas presentadas se realizan tratando de mantener un maximo
control de cada uno de los entornos de pruebas y de los equipos utilizados.
Por otro lado, se ha realizado un escaneo de las celdas WiFi adyacentes
que se encontraban operando a la hora de las pruebas, con la nalidad de
seleccionar el canal que presente la menor interferencia para realizar las prue-
bas. El procedimiento que se ha utilizado se puede consultar en el apendice B.
La generacion de traco se realiza con la herramienta ETG, ya que ha
sido desarrollada en el grupo de investigacion donde se realiza el presente
trabajo. Ademas, el traco generado es en todo momento UDP y en un solo
sentido (one way), esto se detalla en la seccion 6.5. La captura de paquetes
es gestionada por el generador de traco mencionado, el cual hace uso de
TCPDUMP con este n. Ademas se verica que cada una de las capturas sea
correcta. Para el analisis y procesamiento de la informacion se utiliza Matlab.
Con la nalidad de tener un valor de referencia con el cual comparar los
resultados obtenidos por las medidas, se ha realizado el calculo teorico de
la cantidad de conexiones que se pueden obtener en 802:11 en modo ad-hoc
para diferentes anchos de banda. La tabla 5 muestra los calculos obtenidos,
suponiendo un enlace en modo ad-hoc, para el traco en un solo sentido
(one way) y traco de ida y vuelta (round trip) en funcion del ancho de
banda (ver apendice C.4). Ademas, para cada caso se ha realizado el calculo
tomando como valores medios 0, 15:5 y 31 slots de backo, lo que generara
una cantidad de conexiones mnima, media y maxima, respectivamente. La
diferencia entre el traco de vdeo y voz se tienen en cuenta el ancho de
banda y el tama~no de las tramas.
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Minimo Medio Maximo Minimo Medio Maximo
V oz
1 5 7 8 11 14 17
2 7 10 14 15 20 29
5:5 9 13 24 19 27 48
11 10 15 30 20 31 60
24 10 16 34 21 33 68
54 11 17 37 22 34 74
Video
1 0 0 0 1 1 1
2 0 0 1 1 1 2
5:5 2 2 2 4 4 5
11 3 3 4 6 7 9
24 4 6 8 9 12 17
54 5 8 13 11 16 27
Tabla 5: Cantidad de conexiones de VoIP y video para diferentes anchos de
banda. Para el caso de voz, se utiliza codec G729 [2] para una paquetizacion
de dos muestras por paquete, para vdeo la longitud del paquete se estima
en 1500 bytes.
Figura 16: Cantidad de conexiones VoIP para un enlace WiFi en modo ad-
hoc en funcion del ancho de banda del canal con un backo de 15:5 slots.
La gura 16 muestra el crecimiento de la cantidad de ujos de voz en funcion
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del ancho de banda de un canal para un backo medio (15:5 slots). Es claro
el rapido crecimiento, hasta un punto que el aumento de las conexiones se
estabiliza. Por ejemplo, en el caso de un ancho de banda de 11Mbps se
alcanzan 15 conexiones, pero si se aumenta el ancho de banda hasta 54Mbps
(casi 5 veces mas) solo se ganan dos conexiones mas para el caso de round
trip.
6.1 Prueba en un enlace en modo ad-hoc
Para este caso se toman dos estaciones de trabajo con identicas caractersticas
de hardware y software. La conguracion de la red (ver gura 17) se
realiza por lnea de comando en cada una de las estaciones, se comprueba
el funcionamiento en modo ad-hoc y se realizan una serie de pruebas
preliminares.
Figura 17: Enlace WiFi entre dos estaciones de trabajo en modo ad-hoc.
Con el modelo obtenido en la seccion 4.2.1 se realizan pruebas de voz y
progresivamente se aumenta la cantidad de conexiones en cada una de las
pruebas hasta llegar al lmite maximo permitido; que para el caso de voz es
de 58 conexiones, por lo tanto, estos ujos tienen un consumo de ancho de
banda de BW = 58  (60  8)=20  10 3, lo que equivale a 1:392 Mbps.
En la conguracion de la tarjeta de red (802:11b=g), esta gestiona de forma
automatica la norma (b=g) y por lo tanto el ancho de banda. El numero de
conexiones obtenido supera la media, pero no el maximo permitido, como se
puede ver en la tabla 5.
Estos resultados suponen que el tiempo de backo ha sido menor al valor
medio esperado, o bien nulo, el protocolo de acceso al medio no hace uso del
backo o la cantidad de slot que ja es bastante peque~no.
Por otro lado, se realiza la misma prueba pero con traco de vdeo, el cual
fue obtenido en la seccion 4.2.2 y reproducido mediante el apendice D.4,
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para este caso se pudo obtener un maximo de 13 conexiones con la misma
conguracion y el ancho de banda sera BW = 13 (315008)=4010 3,
lo que equivale a 11:7 Mbps. El aumento de ancho de banda se debe a que
se usan tramas de mayor tama~no.
6.2 Prueba en el enlace entre el punto de acceso y una
estacion de trabajo
En la gura 18 se muestra la segunda prueba realizada, en el enlace
inalambrico entre un punto de acceso y una de las estaciones base. Las
medidas se basan en la premisa de que las posibles perdidas se presentaran
en el enlace inalambrico ya que la conexion entre el punto de acceso y la
otra estacion de trabajo tiene una capacidad muy superior.
La conguracion del punto de acceso se caracteriza por establecer una
velocidad maxima de 1Mbps en modo 802:11g (para el primer caso,
incrementandose en cada prueba), se inhabilita el modo CTS, el beacon
interval es de 100ms y se utiliza diversidad.
Figura 18: Enlace WiFi entre una estacion de trabajo y un punto de acceso.
Ademas, se realizan pruebas con 802:11b obteniendo los mismos resultados
para los casos donde los anchos de banda son los mismos que 802:11g
(11Mbps o menos). La tabla 6 muestra los resultados obtenidos en relacion
con los valores teoricos calculados con un backo medio (15:5 slots).
Los valores de voz obtenidos muestran que para los anchos de banda mayores
5:5Mbps (inclusive), la cantidad de conexiones supera las expectativas de
los valores medios, pero siempre dentro de las posibles lmites maximos.
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Ademas, los resultados son comparables, a pesar de tener un escenario
diferente, con otros estudios realizados por [5] y [12] en los que se obtienen




Minimo Medio Maximo Conexinoes BW (Mbps)
V oz
1 11 14 17 12 0:288
2 15 20 29 16 0:384
5:5 19 27 48 32 0:768
11 20 31 60 40 0:960
24 21 33 68 40 0:960
54 22 34 74 66 1:584
Video
1 1 1 1 0 0
2 1 1 2 1 0:9
5:5 4 4 5 4 3:6
11 6 7 9 8 7:2
24 9 12 17 11 9:9
54 11 16 27 13 11:7
Tabla 6: Cantidad de conexiones de VoIP y vdeo (one way) para diferentes
anchos de banda. Para el caso de voz, se utiliza codec G729 para una
paquetizacion de dos muestras por paquete, mientras que para vdeo se utiliza
el traco obtenido en el apendice D.4 y el escenario que se muestra en la gura
18. El ancho de banda experimental es a nivel IP.
Los resultados presentados en la table 6 son para el modelo de compresion
de 4Kbytes, dado que para el caso del modelo con una compresion baja
(50Kbytes) solamente permite una comunicacion, habiendo perdidas de
paquetes desde la segunda comunicacion.
Hay una clara diferencia en cuanto a como se aprovecha el ancho de banda
para los casos de vdeo y voz; el protocolo de acceso al medio es el que hace
que se penalicen mas los paquetes peque~nos que los de mayor tama~no, en
cuanto a ancho de banda, ya que los tiempos de DIFS, SIFS y el tiempo del
ACK se mantienen para todos los paquetes, as como el preambulo.
6.3 Prueba en el enlace entre dos puntos de acceso
La siguiente prueba se realiza en un escenario como se muestra en la
gura 19, en este caso cada estacion de trabajo se conecta con un punto
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de acceso diferente a traves de un enlace de 100 Mbps, dichos puntos de
acceso se comunican por medio de un enlace WiFi, las caractersticas de la
conguracion de los puntos de acceso se realiza de la misma manera que en
la prueba anterior para diferentes anchos de banda.




Minimo Medio Maximo Conexiones BW (Mbps)
V oz
1 11 14 17 15 0:360
2 15 20 29 28 0:672
5:5 19 27 48 47 1:128
11 20 31 60 56 1:344
24 21 33 68 67 1:608
54 22 34 74 68 1:632
Video
1 1 1 1 0 0
2 1 1 2 1 0:9
5:5 4 4 5 4 3:6
11 6 7 9 7 6:3
24 9 12 17 11 9:9
54 11 16 27 13 11:7
Tabla 7: Cantidad de conexiones de VoIP y vdeo (one way) para diferentes
anchos de banda. Para el caso de voz, se utiliza codec G729 para una
paquetizacion de dos muestras por paquete, mientras que para vdeo se utiliza
el traco obtenido en el apendice D.4 y el escenario que se muestra en la gura
19. El ancho de banda experimental es a nivel IP.
En este caso, se ha observado que la cantidad se ujos de voz que se han
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podido establecer en cada ancho de banda, es mayor que los obtenidos en la
prueba realizada anteriormente, como se puede observar en la tabla 8. Los re-
sultados se mantienen dentro del rango medio de slot de que se han asumido,
debido a las caractersticas del protocolo de acceso al medio. En el caso de
vdeo los valores se mantienen similares a los obtenidos en la prueba anterior.
6.4 Prueba entre dos estaciones de trabajo en modo
infraestructura
Esta prueba se realiza con dos estaciones de trabajo que se comunican por
medio de un punto de acceso en modo infraestructura. La diferencia en
este caso consiste en que ambas estaciones compartiran el medio por lo que
la misma trama que se transmite aparecera dos veces en el enlace WiFi,
la conguracion del punto de acceso es identica a los casos anteriores, el
escenario propuesto se muestra en la gura 20.
Figura 20: Enlace WiFi entre dos puntos de acceso en modo infraestructura.
En este caso se presentan mayores problemas ya que a la hora de repetir
las pruebas hay todava mas variaciones, es necesario una gran cantidad
de repeticiones para poder obtener valores ables en cuanto a sus valores
medios. Por otro lado, recordar que se ha sido exhaustivo en mitigar
los problemas de interferencias de las celdas adyacentes, sin embargo, los
problemas asociados a las colisiones de datos generan problemas en la
comunicacion, degradando la cantidad de conexiones que se pueden obtener
para cada ancho de banda en comparacion a las pruebas anteriores.
Metodologa para el Modelado y el Analisis de Flujos IP Multimedia:
Medidas de Calidad
6 MEDIDAS DE CALIDAD 47
Los datos que se muestran en la tabla 8 dieren en gran medida de los
obtenidos en las pruebas anteriores, tanto para las pruebas de voz como para
las de vdeo, encontrandose casos en los que la cantidad de conexiones se




Minimo Medio Maximo Conexiones BW (Mbps)
V oz
1 11 14 17 11 0:264
2 15 20 29 15 0:360
5:5 19 27 48 22 0:528
11 20 31 60 24 0:576
24 21 33 68 50 1:200
54 22 34 74 54 1:296
Video
1 1 1 1 0 0
2 1 1 2 1 0:9
5:5 4 4 5 3 2:7
11 6 7 9 5 4:5
24 9 12 17 8 7:2
54 11 16 27 7 6:3
Tabla 8: Cantidad de conexiones de VoIP y vdeo (one way) para diferentes
anchos de banda. Para el caso de voz, se utiliza codec G729 para una
paquetizacion de dos muestras por paquete, mientras que para vdeo se utiliza
el traco obtenido en el apendice D.4 y el escenario que se muestra en la gura
20. El ancho de banda experimental es a nivel IP.
6.5 Analisis de resultados
En primer lugar, los resultados obtenido para voz, se acercan mas a los
valores maximos teoricos que a los valores medios, esto se debe a que el
entorno de pruebas se ha maximizado con esta nalidad, se ha seleccionado
un canal que presente las mejores condiciones y se ha tratado de minimizar
los efectos de las interferencias, ademas, se he tratado que la ubicacion de
los equipos utilizados asegure un excelente nivel de potencia, superior al
95% en todos los casos, con el objetivo de poder valorar el ancho de banda
maximo en cada caso.
Por otro lado, a pesar que el numero de slots se genera de manera aleatoria
(dentro de ciertas condiciones), puede existir algun criterio dentro del
Metodologa para el Modelado y el Analisis de Flujos IP Multimedia:
Medidas de Calidad
6 MEDIDAS DE CALIDAD 48
manejo que realiza la tarjeta de red, que al existir un buen nivel de se~nal y
al no existir colisiones de datos con otras estaciones de trabajo, se reduzca
el tiempo de backo.
Como se pudo observar en 4.2.1, las comunicaciones de VoIP analizadas
anteriormente, se caracterizan por paquetes peque~nos, a esto se le suma
la gran cantidad de encabezado que se genera en la red, que se puede
calcular mediante la ecuacion 3, de ah se obtiene que el porcentaje de datos
transmitidos con respecto a todos los bits transmitidos, lo que corresponde
a un 21:27% en el caso de voz y un 95:21% para el de vdeo.
PorcentajeDatos =
Datos
Datos+RTP + UDP + IP +MAC
(3)
La relacion anterior en conjunto con el backo, son las grandes limitantes
de CSMA/CA en cuanto a la cantidad de conexiones que puedes ser
transportados por un canal determinado utilizando esta tecnica de acceso
al medio; por otro lado, el preambulo que se utilice (largo o corto) tambien
tiene un aporte signicativo, ademas, se debe tener en cuenta los tiempos
DIFS, SIFS y de ACK.
Los resultados obtenidos concuerdan con los valores teoricos calculados y
con ciertos autores [5] y [12], lo que valida el uso de la metodologa empleada
para realizar las pruebas en los distintos escenarios planteados. Ademas,
las herramientas utilizadas para la reproduccion del traco han tenido los
resultados esperados por lo que se recomienda su uso.
Para el caso de vdeo y voz el comportamiento de los ujos es similar en los
distintos escenarios, excepto en modo infraestructura ya que al compartir
las dos estaciones de trabajo el mismo medio, esto produce colisiones de
datos, que puede provocar un aumento en el backo.
Otro aspecto que es necesario dejar claro esta relacionado con el tipo de
traco y el sentido de los ujos IP analizados en esta seccion, esto se debe
en buena medida a la limitacion de tiempo para el desarrollo del presente
trabajo. Dejando planteado un analisis que contemple ambos sentidos de la
comunicacion para futuras investigaciones.
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Otro de los aspecto tenidos en cuenta a la hora de establecer las carac-
tersticas del traco utilizado en la realizacion de las medidas, viene dado
por el analisis de los modelos de traco obtenidos, por ejemplo, en el caso
del modelo de voz se pudo determinar que cada uno de los nodos enviaba
traco identico al nodo con el cual se comunicaba, de aqu que una de
las aproximaciones que se ineren sera que la cantidad de comunicaciones
posibles en ambos sentidos sera la mitad de las obtenidos en un solo sentido,
ademas, lo que se desea valorar en este caso es la cantidad de ujos posibles
sin perdidas. Sin embargo, si se deseara valorar el efecto real del traco en
ambos sentidos habra que transmitir desde las dos estaciones de trabajo,
traco con una distribucion similar a la utilizada.
En el caso de vdeo, el analisis del modelo obtenido (para una compresion
de 50Kbytes) presenta un 25% de los paquetes en sentido inverso, dichos
paquetes son del tipo ACK, ya que la transmision se realiza por medio de
TCP. Esta situacion se puede ser aproximada mediante traco UDP si se
supone que no hay perdidas, que es el caso de estudio en la realizacion
de las pruebas planteadas. Por otro lado, en futuras investigaciones, sera
interesante valorar el efecto del aumento de ujos en ambos sentidos del
enlace, para esto es necesario apoyarse en el script D.1 donde se obtienen
las caractersticas del traco en ambos sentidos de la comunicacion, de la
misma manera comentada con anterioridad sera necesario reproducir el
traco desde los dos equipos terminales segun el sentido del ujo de datos.
6.6 Recomendaciones para medidas en entornos vir-
tuales
La virtualizacion de escenarios de red presenta una serie de ventajas en
comparacion a la simulacion; el uso de entornos virtuales permite utilizar
un determinado sistema operativo y aplicaciones en forma directa, algo que
es util en los casos que estos tengan efecto sobre el traco analizado con
respecto al su de escenarios reales, por otros lado, presenta una reduccion
importante de costes cuando el numero de nodos se incrementa.
En el caso de hacer uso de este tipo de entorno para la realizacion de pruebas,
emulando entornos reales, se debe prestar especial cuidado a los dos primeros
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puntos de la metodologa planteada en este trabajo (ver apendice B). Para
construir un entorno de red virtual se debe seguir un orden logico de pasos
para poder representar de la mejor manera una red o parte de esta, por
ejemplo, se podra seguir un procedimiento como este:
1. Crear la maquina virtual o copiar una imagen a partir de una existente.
Usualmente en una ruta como la siguiente: /extra/ape/xen-gtc.
2. Adaptar el archivo de conguracion de cada maquina virtual, si es
del caso, agregar interfaces de red al dominio 0 y las demas que sean
necesarias. Usualmente en una ruta como la siguiente: /etc/xen.
3. Crear los hub virtuales que sean necesarios para la interconexion de la
red.
4. Arrancar las maquinas virtuales.
5. Congurar cada interfaz de red (direccion, mascara, etc.) si es
necesario.
6. Congurar aspectos avanzados como por ejemplo limitaciones de ancho
de banda, tipos de buer, entre otros.
Limitar el ancho de banda en una interfaz determinada es una manera de
emular un enlace fsico que puede transportar datos a cierta velocidad,
ya que los enlaces a traves de los hub virtuales estaran operando a una
velocidad determinada por el nivel de ocupacion del procesador, en linux
esto se puede realizar mediante el uso de TC y en el caso de ser nece-
sario la introduccion de perdidas y/o retardos se puede hacer uso de NETEM.
Los buer tambien pueden ser introducidos en este ambito, TC permite crear
disciplinas de colas (QDISCS ) para la gestion del traco. Las disciplinas de
colas que se encuentran denidas en TC son:
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Algunos de los buer sin clases (classless) como el [p/b]fo son una cola
fo (rst in rst out) donde el tama~no se puede denir en paquetes o bytes,
mientras otros como el red (Random Early Detection), denen dos umbrales,
el maximo se utiliza para determinar el punto de inicio del descarte de
paquetes, mientras que el mnimo ayuda a denir una banda (entre el
mnimo y el maximo) dentro de la cual los paquetes pueden ser descartados
de manera aleatorio con la probabilidad que se establezca.
Por otro lado, los buer con clases (classfull), se basan en jerarquas y
prioridades, como es el caso de CBQ donde dicha jerarqua se basa en el
ancho de banda, otro caso es el de PRIO, donde los ujos se clasican en
prioridades y se crean colas fo para cada prioridad y la cola con mayor
prioridad es la primera en ser seleccionada para el envo de paquetes, hasta
que dicha cola este vaca, se inicia el envo de paquetes de la siguiente cola
segun el orden de prioridad de cada cola.
En la seccion 5 se han encontrado las caractersticas necesarias para modelar
el buer de un punto de acceso en concreto con la nalidad de realizar
medidas, sin embargo, el comportamiento de dicho buer no forma parte
de las disciplinas de colas que el kernel de linux permite gestionar por el
momento. Ademas, por motivos del tiempo, no se ha podido realizar dicha
implementacion, quedando abierta una nueva lnea de investigacion en este
ambito.
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7 Conclusiones y lneas futuras de investi-
gacion
7.1 Conclusiones
La metodologa propuesta en la seccion 3 ha sido utilizada para la rea-
lizacion de todas las medidas planteadas en el presente trabajo, obteniendo
resultados que permitieron modelar diferentes tipos de ujos IP multimedia
y caractersticas funcionales de buer. El procedimiento utilizado se resume
en el apendice B.
La metodologa utilizada para el desarrollo de las pruebas presentadas en
este trabajo provee una tecnica para el analisis y modelado de ujos IP. Los
modelos as obtenidos, son representativos del comportamiento real de las
diversas aplicaciones analizadas.
Los modelos encontrados dieren entre s en cuanto al comportamiento
del traco segun el tipo de ujo. Para el caso de VoIP (con codec G:729)
presenta caractersticas muy estables en cuanto al envo y el tama~no de los
paquetes. Estas dos caractersticas son determinadas por la cantidad de
muestras que contenga cada paquete.
Sin embargo, el comportamiento en televigilancia y streaming presentan
distribuciones no uniformes. El modelo propuesto consiste en un envo de
rafagas de paquetes con tiempo entre rafagas y tama~no de las mismas dado
por una distribucion estadstica.
En cuanto al buer analizado, este posee dos niveles de umbral. Uno de
ellos dene el tama~no maximo (55 paquetes) a partir de este valor inicia
el descarte de paquetes, mientras que el otro, el mnimo (30 paquetes)
permite nuevamente el llenado del buer. Las pruebas se han realizado de
tal forma que la velocidad de llenado del buer sea mayor que la de vaciado
y as se consigue una situacion de congestion que permita su estudio. Las
velocidades de vaciado del buer varan para los diferentes anchos de banda
de WiFi. Se observa que al congurar el punto de acceso a velocidades altas,
dicha velocidad de vaciado presenta grandes variaciones (ver tabla 4). En
cuanto el ancho de banda de WiFi va disminuyendo se presentan algunas
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variaciones pero no tan relevantes como en los otros casos.
Las medidas realizadas en la seccion 6 para los cuatro escenarios planteados,
muestran la dependencia que tiene el proceso de backo del ancho de banda
util de un enlace inalambrico. El proceso de backo, a su vez, depende
de los posible problemas de interferencias, colisiones de datos en el medio
e incluso del fabricante. El ancho de banda obtenido a nivel IP para las
pruebas realizadas en dicha seccion, muestra que dadas las caractersticas
del protocolo de acceso al medio, las aplicaciones que generan paquetes
con tama~nos peque~nos transmitiran menor cantidad de bytes en un tiempo
determinado, en comparacion con aplicaciones que generen paquetes de
tama~nos mayores. Esto se debe a que los tiempos de DISF, SIFS y del
ACK se mantienen tanto para los paquetes grandes como para los de menor
tama~no, en cuyo caso se presentan perdidas de eciencia.
Por ultimo, las pruebas realizadas en modo infraestructura presentan una
menor cantidad de ujos posibles en los diferentes anchos de banda estudia-
dos, debido a que una trama estara presente en ambos sentidos del enlace.
Esto tambien sucedera cuando dos o mas estaciones acceden al mismo medio.
7.2 Lneas futuras de investigacion
Los escenarios planteados a lo largo del trabajo son casos de uso comun.
Sin embargo, en futuras investigaciones se puede ampliar el numero de
casos de uso con nuevos escenarios de red, estudio de diferentes buer tanto
en puntos de acceso como en router de acceso y otro tipo de aplicaciones,
por ejemplo videoconferencia. Ademas, se podra valorar los efectos en
ambientes con mayor nivel de interferencia.
Las medidas realizadas en el presente trabajo se basan en el analisis de
un sentido de la comunicacion. Se ha observado que algunos de los ujos
multimedia presentan paquetes en sentido inverso, por lo que se deja
planteado para una futura investigacion el analisis del traco en ambos
sentidos del enlace. Dicho estudio puede tomar como referencia los modelos
observados en el presente trabajo.
Por otro lado, la generacion de datos para el caso de vdeo se ha realizado
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mediante UDP, con base en la premisa de que no habra retransmisiones, ya
que las mediciones realizadas se basan en el numero de conexiones posibles
sin perdidas, y ademas, que no se ha generado el ujo de ACK en sentido
inverso. Por este motivo, sera importante complementar este trabajo con
una investigacion que valore el impacto del ujo de ACK en sentido inverso
para este tipo de traco.
En el presente trabajo se pudo determinar algunas de la caractersticas
tecnicas y funcionales del buer en un punto de acceso especco. Sin
embargo, el tiempo ha sido una limitacion para poder investigar aspectos
mas relacionados con el comportamiento de los buer ante diferentes tipos
de ujos IP en tiempo real y otros tipos de equipos y fabricantes.
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A Acronimos y terminos
A.1 Acromimos
GNU GPL (GNU General Public License)
NETEM Network Emulator es un emu-
lador de red.
TC (Trac Control)
JTG (Jugi's Trac Generator)




IAX (Inter-Asterisk eXchange protocol)
Hub Concentrador o ethernet hub, un dis-
positivo para compartir una red de datos o
de puertos USB de un ordenador.
IVR (Interative Voice Response)
NAT (Network Address Translation - Tra-
duccion de Direccion de Red) es un mecan-
ismo utilizado por enrutadores IP para in-
tercambiar paquetes entre dos redes
CCITT Consultative Committee for Inter-
national Telegraph and Telephone (Comite
Consultivo Internacional de Telefona y
Telegrafa)
H.323 Estandar de la ITU-T para voz y
videoconferencia interactiva en tiempo real
en redes de area local, LAN, e Internet.
IP Internet Protocol (Protocolo Internet)
ISP Internet Service Provider (Proveedor
de Servicios Internet, PSI)
ITU-T International Telecommunications
Union Telecommunications (Union Interna-
cional de Telecomunicaciones - Telecomuni-
caciones)
MOS Mean Opinion Score (Nota Media de
Resultado de Opinion)
QoS Quality of Service (Calidad de Servi-
cio)
RTP Real Time Protocol (Protocolo de
Tiempo Real)
SIP Session Initiation Protocol (Protocolo
de Inicio de Sesion)
TCP Transmission Control Protocol (Pro-
tocolo de Control de Transmision)
UDP User Datagram Protocol (Protocolo
de Datagramas de Usuario)
ICMP El Protocolo de Mensajes de Con-
trol de Internet o ICMP (por sus siglas de
Internet Control Message Protocol) es el
sub protocolo de control y noticacion de
errores del Protocolo de Internet (IP).
MPEG Moving Picture Experts Group (en
espa~nol Grupo de Expertos en Imagenes
Moviles), referido comunmente como
MPEG, es un grupo de trabajo del ISO/IEC
encargado de desarrollar estandares de cod-
icacion de audio y vdeo.
A.2 Terminos
codec Algoritmo software usado para com-
primir/descomprimir se~nales de voz o audio.
Se caracterizan por varios parametros como
la cantidad de bits, el tama~no de la trama
(frame), los retardos de proceso, etc. Al-
gunos ejemplos de codecs tpicos son G.711,
G.723.1, G.729 o G.726.
streaming consiste en la distribucion de
audio o video por Internet, esta palabra
hace referencia a una transmision en forma
continua
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gateway (pasarela). Dispositivo empleado
para conectar redes que usan diferentes pro-
tocolos de comunicacion de forma que la
informacion puede pasar de una a otra. En
VoIP existen dos tipos principales de pasare-
las: la Pasarela de Medios (Media Gate-
ways), para la conversion de datos (voz),
y la Pasarela de Se~nalizacion (Signalling
Gateway), para convertir informacion de
se~nalizacion.
jitter (variacion de retardo). Es un termino
que se reere al nivel de variacion de re-
tado que introduce una red. Una red con
variacion 0 tarda exactamente lo mismo
en transferir cada paquete de informacion,
mientras que una red con variacion de re-
tardo alta tarda mucho mas tiempo en en-
tregar algunos paquetes que en entregar
otros. La variacion de retardo es importante
cuando se enva audio o video, que deben
llegar a intervalos regulares si se quieren
evitar desajustes o sonidos inintelegibles.
snier un analizador de paquetes es un
programa de captura de las tramas de una
red de computadoras.
router (encaminador, enrutador). Dispos-
itivo que distribuye traco entre redes. La
decision sobre a donde enviar los datos se re-
aliza en base a informacion de nivel de red
y tablas de direccionamiento. Es el nodo
basico de una red IP.
VoIP Voice over IP (Voz sobre IP). Metodo
de envo de voz por redes de conmutacion
de paquetes utilizando TCP/IP, tales como
Internet.
Ancho de banda Capacidad de trans-
mision de datos que tiene un medio deter-
minado, generalmente cuanticado segun el
numero de bits que se transmiten en un se-
gundo.
root En sistemas operativos del tipo Unix,
root es el nombre convencional de la cuenta
de usuario que posee todos los derechos en
todos los modos (mono o multi usuario).
root es tambien llamado superusuario. Nor-
malmente esta es la cuenta de admin-
istrador.
broadcast transmision de un paquete que
sera recibido por todos los dispositivos en
una red. El Dominio de difusion,
CSMA/CA Carrier Sense, Multiple Ac-
cess, Collision Avoidance (acceso multiple
por deteccion de portadora con evasion de
colisiones) es un protocolo de control de re-
des de bajo nivel que permite que multiples
estaciones utilicen un mismo medio de
transmision. Cada equipo anuncia op-
cionalmente su intencion de transmitir antes
de hacerlo para evitar colisiones entre los
paquetes de datos (comunmente en redes
inalambricas, ya que estas no cuentan con
un modo practico para transmitir y recibir
simultaneamente).
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B Procedimiento para el modelado de ujos
IP multimedia
1. Estudio teorico y planicacion de la prueba.
(a) Recopilacion de informacion de fuentes primarias y secundarias.
(b) Analisis de la informacion.
(c) Reproduccion de ejemplos, simulaciones y similares.
(d) Seleccion de aplicaciones a modelar.
(e) Seleccion de equipamiento a utilizar.
(f) Seleccion de herramientas para la obtencion de datos.
(g) Seleccion de herramientas para el analisis de resultados.
(h) Asignacion de tareas a grupos de trabajo.
(i) Elaboracion de un cronograma de actividades.
2. Acondicionamiento del entorno de pruebas.
(a) Proveer un entorno de pruebas libre de ruido e interferencia.
(b) Realizar y comprobar conexiones fsicas de red.
(c) Puesta en marcha de equipos.
(d) Conguracion de parametros basicas de red.
(e) Comprobacion de enlaces de red.
(f) Conguracion avanzada de cada elemento de red.
(g) Monitorizar procesos activos y recursos.
(h) Eliminacion de procesos innecesarios en el sistema.
3. Obtencion de resultados.
(a) Lanzar aplicaciones a utilizar.
(b) Conguracion de la aplicaciones.
(c) Conguracion de herramientas para la obtencion de resultados
(d) Lanzar herramientas para la captura de datos.
(e) Iniciar la transmision.
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(f) Mantener activa transmision segun tiempo planicado.
(g) Terminar transmision.
(h) Terminar herramienta de obtencion de resultados.
4. Analisis de resultados.
(a) Vericar contenidos de resultados obtenidos.
(b) Construir herramientas o procedimientos que permitan adaptar
los resultados hacia las herramientas de analisis.
(c) Exportar resultados con formatos compatibles con las aplicaciones
de analisis.
(d) Aplicar herramientas de analisis.
(e) Vericar la correspondencia de los resultados obtenidos con los
protocolos involucrados.
5. Presentacion de resultados.
(a) Seleccion de las herramientas de elaboracion de documentos.
(b) Seleccion de las herramientas de elaboracion de graco y guras.
(c) Representar sntesis de resultados con herramientas para la
produccion de documentos cientcos.
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C Aplicaciones multimedia
C.1 Voz IP
El desarrollo de tecnologas de VoIP ha tenido una gran aceptacion por parte
de empresas que buscan una reduccion de costes para sus comunicaciones
de voz principalmente PYMES (Peque~nas y Medianas Empresas) [5] y [12].
VoIP permite la transmision de voz por medio de una red IP, como Internet,
consiste en la digitalizacion de la se~nales de voz por medio de un codec, por
otro lado, VoIP hace uso de diversos tipos de tecnicas para la se~nalizacion
de la llamada, no habiendo un protocolo denido en este ambito. Uno de
los protocolo utilizados con este n en SIP (Session Initiation Protocol),
ademas, se encuentran implementaciones con H.323 o IAX (Inter-Asterisk
eXchange protocol).
SIP es uno de los protocolo con mayor impacto en la implementacion de
ToIP (Telephony over IP) [5], [11], [13] y [12], dicho protocolo, se encarga
de la se~nalizacion extremo a extremo de la comunicacion, realiza los proced-
imientos necesarios para el establecimiento de la llamada, la modicacion
y la nalizacion de la comunicacion. Por otro lado, para la transmision de
datos en tiempo real, VoIP hace uso del protocolo RTP (Real-time Transport
Protocol), dicho protocolo se encarga del control de la transmision en las
sesiones de aplicaciones multimedia y utiliza como protocolo de transporte
UDP.
El dispositivo Linksys SPA 3102 es una pasarela de voz sobre IP hacia una
red telefonica convencional y viceversa, utiliza el protocolo SIP (Session
Initiation Protocol) para la se~nalizacion de la comunicacion, ademas, puede
ser congurado, con relativa facilidad, por medio de un menu IVR (Inter-
ative Voice Response) o mediante un servidor web desde cualquier navegador.
El menu IVR permite la conguracion basica del dispositivo, como lo es la
asignacion de direcciones IP a cada terminal. La conguracion avanzada
del gateway VoIP consiste en la asignacion de los parametros correspon-
dientes para las funcionalidades de enrutador y las asociadas a voz, esta
conguracion se realiza por medio de un navegador web. Dentro de los
aspectos mas relevantes de la conguracion destacan la utilizacion de SIP
como protocolo de se~nalizacion, la desactivacion de NAT (Network Address
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Translation) y demas funcionalidades de enrutamiento, por otro lado, en la
conguracion de audio se hace uso del codec G729 [2] y en la paquetizacion
se denen dos muestras por paquete, no se realiza supresion de silencio.
De los resultados se obtiene la gura 21, en la que se ha reconstruido la
distribucion de los encabezados de cada uno de los paquetes capturados.
Figura 21: Paquete VoIP transmitido por las estaciones.
C.2 Camaras de video sobre IP
Las camaras IP han tenido un impacto importante en mecanismos de
seguridad a nivel empresarial y residencial, este tipo de equipos permite
emitir video utilizando tecnicas de compresion de imagen a traves de miles
de kilometros utilizando TCP/IP. Dentro de sus funciones se encuentran
activacion mediante movimiento o sensores, control remoto, gestion a traves
de HTTP, entre otros.
Para las pruebas realizadas en este trabajo se utiliza una camara AXIS
2120 (un modelo dise~nado para exteriores), esta camara permite conectarse
a redes Ethernet y Fast Ethernet con relativa facilidad, posee detector
de movimientos, soporta protocolos como TCP/IP (Transmision Control
Protocol/Internet Protocol), SMTP (Simple Mail Transfer Protocol), HTTP
(Hypertext Transfer Protocol), entre otros. El formato de imagen es
JPEG (Joint Photographic Experts Group) y soporta diferentes niveles de
compresion.
En resumen, la camara captura imagenes en formato JPEG y las transmite
a razon de 25/30 tramas por segundo (PAL/NTSC) sobre una red con ancho
de banda de 10Mbps o 100Mbps respectivamente.
La distribucion de encabezados para un paquete de este tipo tiene la forma
que se muestra en la gura 22. A diferencia del caso anterior, el transporte
lo brinda TCP y la informacion esta contenida en un paquete HTTP.
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Figura 22: Paquete transmitido por la camara.
C.3 Video streaming
El crecimiento a nivel mundial en el acceso a Internet por parte de los
usuarios ha generado el desarrollo de diversas aplicaciones y nuevos modelos
de negocio dentro de los que se encuentran la radio y la television por
Internet (por mencionar algunos) [4] y [3]. Este tipo de servicios basa su
funcionamiento en la transmision streaming.
El streaming consiste en la distribucion de audio o video por Internet, esta
palabra hace referencia a una transmision en forma continua, sin interrup-
ciones y sin la necesidad de descargas previas. Para la implementacion de
este tipo de traco se ha escogido una aplicacion ampliamente difundida y
aceptada por los usuarios, como lo es VLC.
VLC media player [33] es un reproductor multimedia y framework multime-
dia libre y de codigo abierto desarrollado por el proyecto VideoLAN bajo la li-
cencia GNU GPL. Es un programa multiplataforma con versiones disponibles
para sistemas operativos como Microsoft Windows, GNU/Linux, Mac OS X,
BeOS, BSD y eComStation, entre otros. El reproductor es capaz de repro-
ducir muchos codecs y formatos de audio y video (dependiendo del sistema
operativo en el que opere), ademas de capacidad de streaming.
Figura 23: Reproductor de multimedia VLC.
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Para proveer los servicios de video streaming se utiliza el reproductor de
multimedia VLC, la captura obtenida es de aproximadamente 180 s de la
pelcula \Sintel" [24], una pelcula de animacion 3D y de libre distribucion.
Los resultados obtenidos muestran que los paquetes transmitidos tienen
una pila de protocolos como se muestra en la gura 10, dichos resultados
comprueban la conguracion que se establecio para la aplicacion, ya que
destaca el uso del protocolo RTP y el uso de UDP para el transporte, el cual
es de uso comun para aplicaciones en tiempo real. En la conguracion de la
aplicacion de streaming se ha desactivado la transcodicacion ya que consume
mucho procesador, por lo se reproduce en el receptor en el mismo formato
del archivo original (MP4), as el procesador no se satura y la calidad en la
recepcion es muy buena, ademas, se establece el uso de RTP y MPEG-TS
(MPEG Transport Stream).
Figura 24: Paquete transmitido por el servidor.
C.4 Analisis de calidad en entornos reales en modo
ad-hoc
Los sistemas 802:11 [34] poseen un protocolo de acceso al medio com-
partido denominado CSMA/CA (Carrier Sense Multiple Access Collision
Avoidance), el cual dene la manera en que los terminales comparten el
medio. Cuando una estacion quiere enviar una trama, verica el canal en el
que opera para detectar si existe una transmision en alguna otra estacion.
Cuando el canal queda libre, la estacion no transmite inmediatamente como
se puede observar en la gura 25, sino, que debe seguir esperando el canal
para asegurarse de que esta libre durante un perodo de tiempo DIFS (DCF
InterFrame Space), en ese momento puede transmitir una trama de datos.
Cuando una estacion recibe de manera correcta una trama, espera un tiempo
SIFS (Short Interframe Space) y manda la conrmacion de reconocimiento
(ACK). El SIFS tiene una duracion de (10s) mientras que el DIFS de
(52s).
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Es posible que terminado el DIFS, dos o mas estaciones quieran transmitir
al mismo tiempo, lo que provocara colisiones en el caso de haber varias
estaciones esperando transmitir. Por esto, se utilizan los slots de contencion
(con una duracion de 20s cada uno) o tambien denominado backo,
de tal manera, que cada estacion que quiere transmitir calcula en forma
aleatoria un valor de slots entre 0 y 31 y espera ese tiempo antes de transmitir.
Si aun as, se producen colisiones porque dos o mas estaciones han escogido
el mismo valor, el procedimiento se repite escogiendo un valor entre 0 y 63,
si continua habiendo colisiones se va aumentando la cantidad de slots hasta
un maximo de 1023. En el primer de los casos, el tiempo de backo medio
sin colisiones es de 15; 5 slots lo que corresponde a 310s.
Figura 25: Relacion temporal de una trama CSMA/CA.
Con las relaciones de tiempos de la gura 25 y conociendo la duracion de
transmision de los datos (segun el tipo de ujo IP multimedia, el cual tuvo
que ser modelado previamente) y el ACK (14 bytes) es posible determinar
la cantidad de ujos que se pueden establecer en un enlace, con un ancho
de banda determinado, en funcion de un determinado servicio. Lo primero
que debe realizarse es determinar la longitud del paquete como se muestra
en la ecuacion 4, notese que se ha agregado lo referente a la capa MAC de
802:11; despues se calcula el tiempo que un paquete debe esperar para poder
ser transmitido incluyendo el ACK como se muestra en la ecuacion 5.
l = 10m+RTP + UDP + IP +MACwifi (4)
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Ahora, se podra obtener la cantidad de conexiones posibles de voz como la
razon del tiempo que toman las m muestras con respecto al tiempo total
desde que se inicia la transmision de un paquete hasta el inicio del proximo
paquete como aparece en la ecuacion 6a (notese que se utiliza G729 lo que
corresponde al modelo obtenido en la seccion 4.2.1), sin embargo, el valor
obtenido en dicha ecuacion corresponde a conexiones en un solo sentido; si












Para el caso de otro tipo de ujo IP, como por ejemplo, el de vdeo, se puede







Es conveniente automatizar procesos repetitivos de calculo con la nalidad
de ahorrar tiempo en el analisis. En el apendice D se muestra el script D.3
donde se realiza el calculo de la cantidad de conexiones que se pueden es-
tablecer para un ancho de banda determinado en modo one way y round trip.
En el script D.3, as como en las ecuaciones anteriores, se puede apreciar
que ciertas variables destacan en dicho calculo, algunas de ellas son el ancho
de banda del canal, la cantidad de muestras por paquete, el preambulo y la
cantidad de slots del backo, este ultimo tiene un efecto signicativo debido
a su naturaleza aleatoria, ya que si la cantidad de slots aumenta causa una
reduccion en la cantidad de ujos IP que se pueden establecer en un canal
determinado para un mismo ancho de banda.




D.1 Script para el analisis de modelos para ujos de
voz y video
1 %% Ana l i s i s de datos de t r a f i c o
2
3 %% Cargar arch i vo s
4 clear a l l
5 voz=csvread ( voz . csv ) ;
6 camara 4=csvread ( camara 4 . csv ) ;
7 camara 13=csvread ( camara 13 . csv ) ;
8 camara 16=csvread ( camara 16 . csv ) ;
9 camara 50=csvread ( camara 50 . csv ) ;
10 v ideo s t r eaming=csvread ( v ideo s t r eaming . csv ) ;
11 umbral voz=0;
12 umbral camara 4 =0.032;
13 umbral camara 13 =0.04;
14 umbral camara 16 =0.1 ;
15 umbral camara 50 =0.1 ;
16
17 %% Def in i r arch ivo
18 datos=camara 50 ;
19 umbral=umbral camara 50 ;
20
21 %% Separar datos env iados y r e c i b i d o s
22 a=1;
23 b=1;
24 for i =1: length ( datos )
25 i f ( ( datos ( i ,3)==0) && ( datos ( i ,4)==1))
26 t env iado ( a)=datos ( i , 2 ) ;
27 a=a+1;
28 else





34 %% Tiempos ent re paquetes , medias y de s v i a c i on
35 t paquete env iado=zeros ( s ize ( t env iado ) ) ;
36 t p aqu e t e r e c i b i d o=zeros ( s ize ( t r e c i b i d o ) ) ;
37 for i =2: length ( t paquete env iado )
38 t paquete env iado ( i )=t env iado ( i )  t env iado ( i  1);
39 end
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40 for i =2: length ( t p aqu e t e r e c i b i d o )
41 t p aqu e t e r e c i b i d o ( i )= t r e c i b i d o ( i )  t r e c i b i d o ( i  1);
42 end
43 media paquetes env iados=mean( t paquete env iado ) ;
44 med ia paque t e s r e c i b ido s=mean( t p aqu e t e r e c i b i d o ) ;
45 de sv i a c i on s td paque t e s env i ado s=std ( t paquete env iado ) ;
46 d e s v i a c i o n s t d p aqu e t e s r e c i b i d o s=std ( t p aqu e t e r e c i b i d o ) ;
47
48 %% Tiempos ent re ra fagas , media y de s v i a c i on
49 c=1;
50 d=1;
51 for i =1: length ( t paquete env iado )
52 i f t paquete env iado ( i )>umbral




57 for i =1: length ( t p aqu e t e r e c i b i d o )
58 i f t p aqu e t e r e c i b i d o ( i )>umbral




63 media ra faga env iado=mean( t r a f a ga env i ado ) ;
64 med i a r a f a ga r e c i b i do=mean( t r a f a g a r e c i b i d o ) ;
65 de s v i a c i o n sd t r a f a g a env i ado=std ( t r a f a ga env i ado ) ;
66 d e s v i a c i o n s t d r a f a g a r e c i b i d o=std ( t r a f a g a r e c i b i d o ) ;
67
68 %% Tiempo en e l que se envio cada ra faga
69 e=1;
70 f =1;
71 for i =2: length ( datos )
72 i f ( ( datos ( i ,3)==0) && ( datos ( i ,4)==1) &&
73 ( ( datos ( i ,2)  datos ( i  1 ,2))>umbral ) )
74 t i empo ra faga env iado ( e)=datos ( i , 2 ) ;
75 e=e+1;
76 else
77 i f ( ( datos ( i ,3)==1) && ( datos ( i ,4)==0) &&
78 ( ( datos ( i ,2)  datos ( i  1 ,2))>umbral ) )
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85 %% Resumen e s t a d i s t i c o
86 media paquetes env iados
87 de sv i a c i on s td paque t e s env i ado s
88 med ia paque t e s r e c i b ido s
89 d e s v i a c i o n s t d p aqu e t e s r e c i b i d o s
90 media ra faga env iado
91 de s v i a c i o n sd t r a f a g a env i ado
92 med i a r a f a ga r e c i b i do
93 d e s v i a c i o n s t d r a f a g a r e c i b i d o
94 probab i l i dad paque t e s env i ado s=length ( t env iado )/ length ( datos )
95 p r obab i l i d ad paqu e t e s r e c i b i d o s=length ( t r e c i b i d o )/ length ( datos )
96 p robab i l i d ad r a f a ga s env i ada s=
97 length ( t r a f a ga env i ado )/ length ( t env iado )
98 p r ob ab i l i d a d r a f a g a s r e c i b i d a s=





104 f igure ( 1 ) ; plot ( t enviado , t paquete env iado , r ,
105 t r e c i b i d o , t paque t e r e c i b i do , b)
106 f igure ( 1 ) ; xlabel (Tiempo de t ransmis ion ( s ) )
107 f igure ( 1 ) ; ylabel ( Duracion de l paquete ( s ) )
108 f igure ( 1 ) ; t i t l e ( Var iac ion de l tiempo de paquetes para e l
109 t r a f i c o de voz )
110 f igure ( 1 ) ; legend ( Tra f i co enviado , Tra f i co r e c i b i d o )
111 f igure ( 2 ) ; hist ( t paquete env iado )
112 f igure ( 2 ) ; xlabel ( Duracion de l paquete ( s ) )
113 f igure ( 2 ) ; ylabel ( Cantidad de paquetes )
114 f igure ( 2 ) ; t i t l e ( D i s t r i buc i on de paquetes para e l t r a f i c o de voz )
115 f igure ( 2 ) ; legend ( Tra f i co enviado )
116 f igure ( 3 ) ; hist ( t p aqu e t e r e c i b i d o )
117 f igure ( 3 ) ; xlabel ( Duracion de l paquete ( s ) )
118 f igure ( 3 ) ; ylabel ( Cantidad de paquetes )
119 f igure ( 3 ) ; t i t l e ( D i s t r i buc i on de paquetes para e l t r a f i c o de voz )
120 f igure ( 3 ) ; legend ( Tra f i co r e c i b i d o )
121
122 % Camara 50
123 f igure ( 1 ) ; subplot ( 2 , 1 , 1 ) ; plot ( t enviado , t paquete env iado , r ,
124 t r e c i b i d o , t paque t e r e c i b i do , b)
125 f igure ( 1 ) ; subplot ( 2 , 1 , 1 ) ; xlabel (Tiempo de t ransmis ion ( s ) )
126 f igure ( 1 ) ; subplot ( 2 , 1 , 1 ) ; ylabel ( Duracion de l paquete ( s ) )
127 f igure ( 1 ) ; subplot ( 2 , 1 , 1 ) ; t i t l e ( Var iac ion de l a durac ion de
128 paquetes )
129 f igure ( 1 ) ; subplot ( 2 , 1 , 1 ) ; legend ( Tra f i co enviado , Tra f i co r e c i b i d o )
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130 f igure ( 1 ) ; subplot ( 2 , 1 , 2 ) ; plot ( t i empo ra faga env iado ,
131 t r a f a ga env i ado )
132 f igure ( 1 ) ; subplot ( 2 , 1 , 2 ) ; xlabel (Tiempo de t ransmis ion ( s ) )
133 f igure ( 1 ) ; subplot ( 2 , 1 , 2 ) ; ylabel ( Duracion de l a ra faga ( s ) )
134 f igure ( 1 ) ; subplot ( 2 , 1 , 2 ) ; t i t l e ( Var iac ion de l a durac ion de
135 r a f aga s )
136 f igure ( 1 ) ; subplot ( 2 , 1 , 2 ) ; legend ( Tra f i co enviado )
137 f igure ( 2 ) ; subplot ( 2 , 1 , 1 ) ; hist ( t paquete env iado )
138 f igure ( 2 ) ; subplot ( 2 , 1 , 1 ) ; xlabel ( Duracion de l paquete ( s ) )
139 f igure ( 2 ) ; subplot ( 2 , 1 , 1 ) ; ylabel ( Cantidad de paquetes )
140 f igure ( 2 ) ; subplot ( 2 , 1 , 1 ) ; t i t l e ( D i s t r i buc i on de paquetes enviados )
141 f igure ( 2 ) ; subplot ( 2 , 1 , 1 ) ; legend ( Tra f i co enviado )
142 f igure ( 2 ) ; subplot ( 2 , 1 , 2 ) ; hist ( t p aqu e t e r e c i b i d o )
143 f igure ( 2 ) ; subplot ( 2 , 1 , 2 ) ; xlabel ( Duracion de l paquete ( s ) )
144 f igure ( 2 ) ; subplot ( 2 , 1 , 2 ) ; ylabel ( Cantidad de paquetes )
145 f igure ( 2 ) ; subplot ( 2 , 1 , 2 ) ; t i t l e ( D i s t r i buc i on de paquetes r e c i b i d o s )
146 f igure ( 2 ) ; subplot ( 2 , 1 , 2 ) ; legend ( Tra f i co r e c i b i d o )
147
148 % Camara 16
149 f igure ( 1 ) ; bar ( t enviado , t paquete env iado , r ,
150 t r e c i b i d o , t paque t e r e c i b i do , b)
151 f igure ( 1 ) ; xlabel (Tiempo de t ransmis ion ( s ) )
152 f igure ( 1 ) ; ylabel ( Duracion de l paquete ( s ) )
153 f igure ( 1 ) ; t i t l e ( Var iac ion de l tiempo de paquetes para e l
154 t r a f i c o de camara 16 )
155 f igure ( 1 ) ; legend ( Tra f i co enviado , Tra f i co r e c i b i d o )
156 f igure ( 2 ) ; plot ( t i empo ra faga env iado , t r a f a ga env i ado )
157 f igure ( 2 ) ; xlabel (Tiempo de t ransmis ion ( s ) )
158 f igure ( 2 ) ; ylabel ( Duracion de l a ra faga ( s ) )
159 f igure ( 2 ) ; t i t l e ( Var iac ion de l tiempo ra f aga s para e l t r a f i c o
160 enviado de camara 16 )
161 f igure ( 2 ) ; legend ( Tra f i co enviado )
162 f igure ( 3 ) ; hist ( t paquete env iado )
163 f igure ( 3 ) ; xlabel ( Duracion de l paquete ( s ) )
164 f igure ( 3 ) ; ylabel ( Cantidad de paquetes )
165 f igure ( 3 ) ; t i t l e ( D i s t r i buc i on de paquetes para e l t r a f i c o de
166 camara 16 )
167 f igure ( 3 ) ; legend ( Tra f i co enviado )
168 f igure ( 4 ) ; hist ( t p aqu e t e r e c i b i d o )
169 f igure ( 4 ) ; xlabel ( Duracion de l paquete ( s ) )
170 f igure ( 4 ) ; ylabel ( Cantidad de paquetes )
171 f igure ( 4 ) ; t i t l e ( D i s t r i buc i on de paquetes para e l t r a f i c o
172 camara 16 )
173 f igure ( 4 ) ; legend ( Tra f i co enviado )
174
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175 % Camara 13
176 f igure ( 1 ) ; plot ( t enviado , t paquete env iado , r ,
177 t r e c i b i d o , t paque t e r e c i b i do , b)
178 f igure ( 1 ) ; xlabel (Tiempo de t ransmis ion ( s ) )
179 f igure ( 1 ) ; ylabel ( Duracion de l paquete ( s ) )
180 f igure ( 1 ) ; t i t l e ( Var iac ion de l tiempo de paquetes para e l t r a f i c o
181 de camara 13 )
182 f igure ( 1 ) ; legend ( Tra f i co enviado , Tra f i co r e c i b i d o )
183 f igure ( 2 ) ; plot ( t i empo ra faga env iado , t r a f a ga env i ado )
184 f igure ( 2 ) ; xlabel (Tiempo de t ransmis ion ( s ) )
185 f igure ( 2 ) ; ylabel ( Duracion de l a ra faga ( s ) )
186 f igure ( 2 ) ; t i t l e ( Var iac ion de l tiempo ra f aga s para e l t r a f i c o
187 enviado de camara 13 )
188 f igure ( 2 ) ; legend ( Tra f i co enviado )
189 f igure ( 3 ) ; hist ( t paquete env iado )
190 f igure ( 3 ) ; xlabel ( Duracion de l paquetes para e l t r a f i c o de
191 camara 13 )
192 f igure ( 3 ) ; ylabel ( Cantidad de paquetes )
193 f igure ( 3 ) ; t i t l e ( D i s t r i buc i on de paquetes para e l t r a f i c o de
194 camara 13 )
195 f igure ( 3 ) ; legend ( Tra f i co enviado )
196 f igure ( 4 ) ; hist ( t p aqu e t e r e c i b i d o )
197 f igure ( 4 ) ; xlabel ( Duracion de l paquete ( s ) )
198 f igure ( 4 ) ; ylabel ( Cantidad de paquetes )
199 f igure ( 4 ) ; t i t l e ( D i s t r i buc i on de paquetes para e l t r a f i c o
200 camara 13 )
201 f igure ( 4 ) ; legend ( Tra f i co r e c i b i d o )
202
203 % Camara 4
204 f igure ( 1 ) ; plot ( t enviado , t paquete env iado , r ,
205 t r e c i b i d o , t paque t e r e c i b i do , b)
206 f igure ( 1 ) ; xlabel (Tiempo de t ransmis ion ( s ) )
207 f igure ( 1 ) ; ylabel ( Duracion de l paquete ( s ) )
208 f igure ( 1 ) ; t i t l e ( Var iac ion de l tiempo de paquetes para e l t r a f i c o
209 de camara 4 )
210 f igure ( 1 ) ; legend ( Tra f i co enviado , Tra f i co r e c i b i d o )
211 f igure ( 2 ) ; plot ( t i empo ra faga env iado , t r a f a ga env i ado )
212 f igure ( 2 ) ; xlabel (Tiempo de t ransmis ion ( s ) )
213 f igure ( 2 ) ; ylabel ( Duracion de l a ra faga ( s ) )
214 f igure ( 2 ) ; t i t l e ( Var iac ion de l tiempo ra f aga s para e l t r a f i c o
215 enviado de camara 4 )
216 f igure ( 2 ) ; legend ( Tra f i co enviado )
217 f igure ( 3 ) ; hist ( t paquete env iado )
218 f igure ( 3 ) ; xlabel ( Duracion de l paquete ( s ) )
219 f igure ( 3 ) ; ylabel ( Cantidad de paquetes )
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220 f igure ( 3 ) ; t i t l e ( D i s t r i buc i on de paquetes para e l t r a f i c o de
221 camara 4 )
222 f igure ( 3 ) ; legend ( Tra f i co enviado )
223 f igure ( 4 ) ; hist ( t p aqu e t e r e c i b i d o )
224 f igure ( 4 ) ; xlabel ( Duracion de l paquete ( s ) )
225 f igure ( 4 ) ; ylabel ( Cantidad de paquetes )
226 f igure ( 4 ) ; t i t l e ( D i s t r i buc i on de paquetes para e l t r a f i c o
227 camara 4 )
228 f igure ( 4 ) ; legend ( Tra f i co r e c i b i d o )
D.2 Script para el analisis de modelos para ujos
streaming
1 %% Ana l i s i s de datos de t r a f i c o
2
3 clear a l l
4
5 %% Datos
6 voz=csvread ( voz . csv ) ;
7 camara 4=csvread ( camara 4 . csv ) ;
8 camara 13=csvread ( camara 13 . csv ) ;
9 camara 16=csvread ( camara 16 . csv ) ;
10 camara 50=csvread ( camara 50 . csv ) ;
11 v ideo s t r eaming=csvread ( s t reaming 3 . csv ) ;
12 umbral voz=0;
13 umbral camara 4 =0.035;
14 umbral camara 13 =0.035;
15 umbral camara 16 =0.1 ;
16 umbral camara 50 =0.1 ;
17 umbral streaming=20e 5;
18
19 %% Def in i r arch ivo
20 datos=v ideo s t r eaming ;
21 umbral=umbral streaming ;
22
23 %% Para streaming
24 i f datos==video s t r eaming
25 a=1;
26 for i =1: length ( datos )
27 i f ( ( datos ( i ,3)==0) && ( datos ( i ,4)==1))
28 t env iado ( a)=datos ( i , 2 ) ;
29 a=a+1;
30 end




32 t paquete env iado=zeros ( s ize ( t env iado ) ) ;
33 for i =2: length ( t paquete env iado )
34 t paquete env iado ( i )=t env iado ( i )  t env iado ( i  1);
35 end
36 c=1;
37 for i =1: length ( t paquete env iado )
38 i f t paquete env iado ( i )>umbral





44 for i =2: length ( datos )
45 i f ( ( datos ( i ,3)==0) && ( datos ( i ,4)==1) && ( ( datos ( i ,2) 
46 datos ( i  1 ,2))>umbral ) )




51 media paquetes env iados=mean( t paquete env iado )
52 de sv i a c i on s td paque t e s env i ado s=std ( t paquete env iado )
53 media ra faga env iado=mean( t r a f a ga env i ado )
54 de s v i a c i o n sd t r a f a g a env i ado=std ( t r a f a ga env i ado )
55 probab i l i dad paque t e s env i ado s=length ( t env iado )/
56 length ( datos )
57 p robab i l i d ad r a f a ga s env i ada s=length ( t r a f a ga env i ado )/
58 length ( t env iado )
59 end
60
61 %% Graf icos
62
63 % subp l o t (2 , 2 , [ 1 2 ] ) ; p l o t ( t env iado , t pa que t e env i ado )
64 % subp l o t (2 , 2 , [ 1 2 ] ) ; x l a b e l (Tiempo de transmis ion ( s ) )
65 % subp l o t (2 , 2 , [ 1 2 ] ) ; y l a b e l ( Duracion de l paquete ( s ) )
66 % subp l o t (2 , 2 , [ 1 2 ] ) ; t i t l e ( Variacion de l tiempo de paque tes para
67 e l t r a f i c o streaming )
68 % subp l o t (2 , 2 , [ 1 2 ] ) ; l e gend ( Traf ico enviado )
69 % subp l o t ( 2 , 2 , 1 ) ; p l o t ( t env iado , t pa que t e env i ado )
70 % subp l o t ( 2 , 2 , 1 ) ; x l a b e l (Tiempo de transmis ion ( s ) )
71 % subp l o t ( 2 , 2 , 1 ) ; y l a b e l ( Duracion de l paquete ( s ) )
72 % subp l o t ( 2 , 2 , 1 ) ; t i t l e ( Variacion de l tiempo de paque tes para
73 e l t r a f i c o streaming )
74 % subp l o t ( 2 , 2 , 1 ) ; l e gend ( Traf ico enviado )
75 f igure ( 5 ) ; subplot ( 2 , 2 , [ 1 2 ] ) ; s c a t t e r ( t i empo ra faga env iado ,
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76 t r a f a ga env i ado )
77 f igure ( 5 ) ; subplot ( 2 , 2 , [ 1 2 ] ) ; xlabel (Tiempo de t ransmis i on ( s ) )
78 f igure ( 5 ) ; subplot ( 2 , 2 , [ 1 2 ] ) ; ylabel ( Duracion de l a ra faga ( s ) )
79 f igure ( 5 ) ; subplot ( 2 , 2 , [ 1 2 ] ) ; t i t l e ( Var iac ion de l tiempo ra f aga s
80 para e l t r a f i c o enviado de streaming )
81 f igure ( 5 ) ; subplot ( 2 , 2 , [ 1 2 ] ) ; legend ( Tra f i co enviado )
82 % subp l o t ( 2 , 2 , 3 ) ; h i s t ( t pa que t e env i ado )
83 % subp l o t ( 2 , 2 , 3 ) ; x l a b e l ( Duracion de l paquete ( s ) )
84 % subp l o t ( 2 , 2 , 3 ) ; y l a b e l ( Cantidad de paque tes )
85 % subp l o t ( 2 , 2 , 3 ) ; t i t l e ( D i s t r i b u s i on de paque tes para e l
86 t r a f i c o streaming )
87 % subp l o t ( 2 , 2 , 3 ) ; l e gend ( Traf ico enviado )
88 f igure ( 5 ) ; subplot ( 2 , 2 , [ 3 4 ] ) ; hist ( t r a f a ga env i ado )
89 f igure ( 5 ) ; subplot ( 2 , 2 , [ 3 4 ] ) ; xlabel ( Duracion de l a ra faga ( s ) )
90 f igure ( 5 ) ; subplot ( 2 , 2 , [ 3 4 ] ) ; ylabel ( Cantidad de ra f aga s )
91 f igure ( 5 ) ; subplot ( 2 , 2 , [ 3 4 ] ) ; t i t l e ( D i s t r i bu s i on de ra f aga s para
92 e l t r a f i c o streaming )
93 f igure ( 5 ) ; subplot ( 2 , 2 , [ 3 4 ] ) ; legend ( Tra f i co enviado )
94
95 f igure ( 1 ) ; plot ( t enviado , t paquete env iado )
96 f igure ( 1 ) ; xlabel (Tiempo de t ransmis ion ( s ) )
97 f igure ( 1 ) ; ylabel ( Duracion de l paquete ( s ) )
98 f igure ( 1 ) ; t i t l e ( Var iac ion de l tiempo de paquetes para e l t r a f i c o
99 streaming )
100 f igure ( 1 ) ; legend ( Tra f i co enviado )
101 % f i g u r e ( 2 ) ; s c a t t e r ( t i empo ra faga env iado , t r a f a g a en v i a do )
102 % f i g u r e ( 2 ) ; x l a b e l (Tiempo de transmis ion ( s ) )
103 % f i g u r e ( 2 ) ; y l a b e l ( Duracion de l a ra faga ( s ) )
104 % f i g u r e ( 2 ) ; t i t l e ( Variacion de l tiempo ra fagas para e l t r a f i c o
105 enviado de streaming )
106 % f i g u r e ( 2 ) ; l egend ( Traf ico enviado )
107 % f i g u r e ( 3 ) ; h i s t ( t pa que t e env i ado )
108 % f i g u r e ( 3 ) ; x l a b e l ( Duracion de l paquete ( s ) )
109 % f i g u r e ( 3 ) ; y l a b e l ( Cantidad de paque tes )
110 % f i g u r e ( 3 ) ; t i t l e ( D i s t r i b u s i on de paque tes para e l t r a f i c o
111 streaming )
112 % f i g u r e ( 3 ) ; l egend ( Traf ico enviado )
113 % f i g u r e ( 4 ) ; h i s t ( t r a f a g a en v i a do )
114 % f i g u r e ( 4 ) ; x l a b e l ( Duracion de l paquete ( s ) )
115 % f i g u r e ( 4 ) ; y l a b e l ( Cantidad de paque tes )
116 % f i g u r e ( 4 ) ; t i t l e ( D i s t r i b u s i on de ra faga s para e l t r a f i c o
117 streaming )
118 % f i g u r e ( 4 ) ; l egend ( Traf ico enviado )
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D.3 Script para el calculo de cantidad de conexiones
1 %% Calcu lo de cant idad de conversac iones de ToIP que se pueden
2 %% e s t a b l e c e r en un determinado ancho de banda
3
4 %% Variab les , modi f i car segun sea e l caso
5 clear a l l ;
6 d i f s =52e 6;
7 s i f s =10e 6;
8 s l o t =1; % Backof f media 15 ,5 s l o t s
9 cp media=20e 6 s l o t ;
10 preamb=96e 6; % Corto , 2Mbps
11 %preamb=192e 6; % Largo , 1Mbps






18 mac wi f i =34;
19
20 %% Calcu lo s
21 for i =1:bw max
22 bw( i )= i ;
23 end
24 for i =1: length (bw)
25 % Longitud d e l paquete en b i t s
26 l =(m10+ ip+udp+rtp+mac wi f i )8 ;
27 t ack ( i )=(14(8/bw( i )))+preamb ;
28 % Tiempo de ACK medio s in c o l i c i o n e s
29 t ack media ( i )=cp media+d i f s+s i f s+t ack ( i ) ;
30 % Numero de conexiones en un sen t i do
31 num ow( i )=mg729 /( t ack media ( i )+preamb+( l /bw( i ) ) ) ;
32 % Numero de conexiones b i d i r e c c i o n a l e s
33 num rt ( i )=mg729 /(2 ( t ack media ( i )+preamb+( l /bw( i ) ) ) ) ;
34 end
35 f igure ( 1 ) ; plot (bw, num rt , b , bw, num ow , r )
36 f igure ( 1 ) ; xlabel (Ancho de banda (Hz ) )
37 f igure ( 1 ) ; ylabel (Numero de conex iones )
38 f igure ( 1 ) ; t i t l e ( Cantidad de conex iones de VoIP para un en lace
39 WiFi en modo ad hoc en func ion de l ancho de
40 banda de l cana l )
41 f igure ( 1 ) ; legend (Round t r ip , One way)
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D.4 Script para generar archivo del traco de vdeo
con una compresion de 4Kbytes
1 %% Generar tamanos y tiempos para 4K
2
3 clear a l l ;
4 close a l l ;
5
6 t o t a l p aque t e s =10000;
7
8 %% Creando datos
9 for i =1:3 : t o t a l p aque t e s
10 datos ( i ,1)=40000; % microsegundos
11 datos ( i ,2)=1472 ;
12 end
13
14 for i =2:3 : t o t a l p aque t e s
15 datos ( i ,1)=2000 ; % microsegundos
16 datos ( i ,2)=1472 ;
17 end
18
19 for i =3:3 : t o t a l p aque t e s
20 datos ( i ,1)=4000 ; % microsegundos
21 datos ( i ,2)=1472 ;
22 end
23
24 dlmwrite ( t r a f i c o e n v i a r 4 k . txt , datos , newline , pc , p r e c i s i on ,%.0 f ) ;
D.5 Script para generar archivo del traco de vdeo
con una compresion de 50Kbytes
1 %% Generador de arch ivo de tamanos y tiempos
2 %% Datos
3
4 clear a l l
5 close a l l
6
7 %format bank ;
8 paque t e s ra f aga =25;
9 t o t a l p aque t e s =10000;
10 r a f aga s =[80 23 ; 120 99 ; 160 171 ; 200 3 0 ] ;
11 po r c en t a j e r a f a g a s =[7.12 37 .77 90 .71 1 0 0 ] ;










19 c on t r a f 8 0 =1;
20 c on t r a f 1 20 =1;
21 c on t r a f 1 60 =1;
22 c on t r a f 2 00 =1;
23
24 %% Constru ir tamanos
25 for i =1: t o t a l p aque t e s
26 i f cont1==paque te s ra f aga
27 tamanos tiempos ( i ,1)= f loor ( random( uni f , 7 0 0 , 1 3 0 0 ) ) ;
28 cont1=1;
29 else





35 %% Constru ir t iempos
36 tamanos tiempos ( : , 2 )=0 ;
37 for j =1: t o t a l p aque t e s
38 i f tamanos tiempos ( j ,2)==0
39 for i =1: paque t e s ra f aga : t o t a l p aque t e s
40 %t i p o r a f a g a=f l o o r ( random( uni f , 0 , 1 00 ) ) ;
41 t i p o r a f a g a=uni f rnd ( 0 , 1 0 0 ) ;
42 i f tamanos tiempos ( i ,2)==0
43 i f t i po r a f aga<=po r c en t a j e r a f a g a s (1 )
44 misc=i ;
45 while cont2<=25
46 tamanos tiempos (misc ,2)=
47 random( uni f , 1 . 7 5 e 4 ,2.75 e 4);






54 i f t i po r a f aga<=po r c en t a j e r a f a g a s (2 )
55 misc=i ;
56 while cont3<=25
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57 tamanos tiempos (misc ,2)=
58 random( uni f , 1 . 7 5 e 4 ,2.75 e 4);






65 i f t i po r a f aga<=po r c en t a j e r a f a g a s (3 )
66 misc=i ;
67 while cont4<=25
68 tamanos tiempos (misc ,2)=
69 random( uni f , 1 . 7 5 e 4 ,2.75 e 4);






76 i f t i po r a f aga<=po r c en t a j e r a f a g a s (4 )
77 misc=i ;
78 while cont5<=25
79 tamanos tiempos (misc ,2)=
80 random( uni f , 1 . 7 5 e 4 ,2.75 e 4);














95 %% Calculando e l acumulado de tiempos
96 for i =1: t o t a l p aque t e s
97 i f i==1
98 tamanos tiempos ( i ,4)= tamanos tiempos ( i , 2 ) ;
99 else
100 tamanos tiempos ( i ,4)= tamanos tiempos ( i ,2)+
101 tamanos tiempos ( i  1 ,4) ;






105 %% Calculando tiempos en t re ra fagas
106 tamanos tiempos ( : , 3 )= tamanos tiempos ( : , 3 )  1 e 3;
107 for i =1: t o ta l paque t e s  1
108 i f tamanos tiempos ( i ,1)~= tamano paquete
109 tamanos tiempos ( i +1,2)=tamanos tiempos ( i +1,2)+




114 datos ( : , 2 )= tamanos tiempos ( : , 1 ) ;
115 datos ( : , 1 )= f loor ( tamanos tiempos ( : , 2 )  1 e6 ) ;
116 dlmwrite ( t r a f i c o e n v i a r . txt , datos , newline , pc , p r e c i s i on ,%.0 f ) ;
117
118 %% Para comparar l o s r e s u l t a d o s s imulados y l o s r e a l e s
119 f igure ( 1 ) ; bar ( r a f aga s ( : , 1 ) , r a f aga s ( : , 2 ) ) ;
120 f igure ( 2 ) ; hist ( tamanos tiempos ( 1 : t o ta l paque t e s , 3 ) ) ;
D.6 Script para el calculo del tama~no del buer
1 %% Determinar c a r a c t e r i s t i c a s d e l b u f f e r
2
3 clear a l l
4
5 %% Entrada de capturas
6 % In t e r f a z en minipc4 Tx
7 datos em1 54=csvread (54Mbps/ dato s captura bu f f e r em1 1300 . csv ) ;
8 % In t e r f a z en minipc3 Rx ( supone e l tiempo mas l a r go )
9 datos p5p1 54=csvread (54Mbps/ da to s cap tu ra bu f f e r p5p1 1300 . csv ) ;
10 % In t e r f a z en minipc4 Tx
11 datos em1 24=csvread (24Mbps/ dato s captura bu f f e r em1 1300 . csv ) ;
12 % In t e r f a z en minipc3 Rx ( supone e l tiempo mas l a r go )
13 datos p5p1 24=csvread (24Mbps/ da to s cap tu ra bu f f e r p5p1 1300 . csv ) ;
14 % In t e r f a z en minipc4 Tx
15 datos em1 11=csvread (11Mbps/ dato s captura bu f f e r em1 1300 . csv ) ;
16 % In t e r f a z en minipc3 Rx ( supone e l tiempo mas l a r go )
17 datos p5p1 11=csvread (11Mbps/ da to s cap tu ra bu f f e r p5p1 1300 . csv ) ;
18 % In t e r f a z en minipc4 Tx
19 datos em1 5=csvread ( 5 . 5Mbps/ dato s captura bu f f e r em1 1300 . csv ) ;
20 % In t e r f a z en minipc3 Rx ( supone e l tiempo mas l a r go )
21 datos p5p1 5=csvread ( 5 . 5Mbps/ da to s cap tu ra bu f f e r p5p1 1300 . csv ) ;
22 % In t e r f a z en minipc4 Tx
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23 datos em1 2=csvread (2Mbps/ dato s captura bu f f e r em1 1300 . csv ) ;
24 % In t e r f a z en minipc3 Rx ( supone e l tiempo mas l a r go )
25 datos p5p1 2=csvread (2Mbps/ da to s cap tu ra bu f f e r p5p1 1300 . csv ) ;
26 % In t e r f a z en minipc4 Tx
27 datos em1 1=csvread (1Mbps/ dato s captura bu f f e r em1 1300 . csv ) ;
28 % In t e r f a z en minipc3 Rx ( supone e l tiempo mas l a r go )
29 datos p5p1 1=csvread (1Mbps/ da to s cap tu ra bu f f e r p5p1 1300 . csv ) ;
30
31 %% Ana l i s i s de en lace de 54Mbps
32 % Crear matr iz de datos para l o s paque tes r e c i b i d o s
33 paque t e s i gua l e s =0;
34 for i =1: length ( datos p5p1 54 )
35 for j =1: length ( datos em1 54 )
36 i f ( datos em1 54 ( j ,1)==datos p5p1 54 ( i , 1 ) ) &&
37 ( datos em1 54 ( j ,2)==datos p5p1 54 ( i , 2 ) )
38 paque t e s i gua l e s=paque t e s i gua l e s +1;
39 % Id en t i f i c a d o r de conexion
40 datos 54 ( paque t e s i gua l e s ,1)= datos em1 54 ( j , 1 ) ;
41 % Id en t i f i c a d o r de paquete
42 datos 54 ( paque t e s i gua l e s ,2)= datos em1 54 ( j , 2 ) ;
43 % Tamano de paquete
44 datos 54 ( paque t e s i gua l e s ,3)= datos em1 54 ( j , 5 ) ;
45 % Tiempo de captura en Tx
46 datos 54 ( paque t e s i gua l e s ,4)= datos em1 54 ( j ,4) 
47 datos em1 54 ( 1 , 4 ) ;
48 % Tiempo de captura en Rx
49 datos 54 ( paque t e s i gua l e s ,5)= datos p5p1 54 ( i ,4) 
50 datos p5p1 54 ( 1 , 4 ) ;
51 % Retardo de l paquete
52 datos 54 ( paque t e s i gua l e s ,6)= datos p5p1 54 ( i ,4) 
53 datos em1 54 ( j , 4 ) ;





59 % Tamano de l b u f f e r
60 for i =1: length ( datos 54 )
61 s e gu i r =1;
62 for j =1: length ( datos 54 )
63 i f datos 54 ( i ,4)< datos 54 ( j , 5 ) && s egu i r==1
64 datos 54 ( i ,7)=abs ( i j ) ;
65 s e gu i r =0;
66 end
67 end





70 %% Ana l i s i s de en lace de 24Mbps
71 % Crear matr iz de datos para l o s paque tes r e c i b i d o s
72 paque t e s i gua l e s =0;
73 for i =1: length ( datos p5p1 24 )
74 for j =1: length ( datos em1 24 )
75 i f ( datos em1 24 ( j ,1)==datos p5p1 24 ( i , 1 ) ) &&
76 ( datos em1 24 ( j ,2)==datos p5p1 24 ( i , 2 ) )
77 paque t e s i gua l e s=paque t e s i gua l e s +1;
78 % Id en t i f i c a d o r de conexion
79 datos 24 ( paque t e s i gua l e s ,1)= datos em1 24 ( j , 1 ) ;
80 % Id en t i f i c a d o r de paquete
81 datos 24 ( paque t e s i gua l e s ,2)= datos em1 24 ( j , 2 ) ;
82 % Tamano de paquete
83 datos 24 ( paque t e s i gua l e s ,3)= datos em1 24 ( j , 5 ) ;
84 % Tiempo de captura en Tx
85 datos 24 ( paque t e s i gua l e s ,4)= datos em1 24 ( j ,4) 
86 datos em1 24 ( 1 , 4 ) ;
87 % Tiempo de captura en Rx
88 datos 24 ( paque t e s i gua l e s ,5)= datos p5p1 24 ( i ,4) 
89 datos p5p1 24 ( 1 , 4 ) ;
90 % Retardo de l paquete
91 datos 24 ( paque t e s i gua l e s ,6)= datos p5p1 24 ( i ,4) 
92 datos em1 24 ( j , 4 ) ;





98 % Tamano de l b u f f e r
99 for i =1: length ( datos 24 )
100 s e gu i r =1;
101 for j =1: length ( datos 24 )
102 i f datos 24 ( i ,4)< datos 24 ( j , 5 ) && s egu i r==1
103 datos 24 ( i ,7)=abs ( i j ) ;





109 %% Ana l i s i s de en lace de 11Mbps
110 % Crear matr iz de datos para l o s paque tes r e c i b i d o s
111 paque t e s i gua l e s =0;
112 for i =1: length ( datos p5p1 11 )
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113 for j =1: length ( datos em1 11 )
114 i f ( datos em1 11 ( j ,1)==datos p5p1 11 ( i , 1 ) ) &&
115 ( datos em1 11 ( j ,2)==datos p5p1 11 ( i , 2 ) )
116 paque t e s i gua l e s=paque t e s i gua l e s +1;
117 % Id en t i f i c a d o r de conexion
118 datos 11 ( paque t e s i gua l e s ,1)= datos em1 11 ( j , 1 ) ;
119 % Id en t i f i c a d o r de paquete
120 datos 11 ( paque t e s i gua l e s ,2)= datos em1 11 ( j , 2 ) ;
121 % Tamano de paquete
122 datos 11 ( paque t e s i gua l e s ,3)= datos em1 11 ( j , 5 ) ;
123 % Tiempo de captura en Tx
124 datos 11 ( paque t e s i gua l e s ,4)= datos em1 11 ( j ,4) 
125 datos em1 11 ( 1 , 4 ) ;
126 % Tiempo de captura en Rx
127 datos 11 ( paque t e s i gua l e s ,5)= datos p5p1 11 ( i ,4) 
128 datos p5p1 11 ( 1 , 4 ) ;
129 % Retardo de l paquete
130 datos 11 ( paque t e s i gua l e s ,6)= datos p5p1 11 ( i ,4) 
131 datos em1 11 ( j , 4 ) ;





137 % Tamano de l b u f f e r
138 for i =1: length ( datos 11 )
139 s e gu i r =1;
140 for j =1: length ( datos 11 )
141 i f datos 11 ( i ,4)< datos 11 ( j , 5 ) && s egu i r==1
142 datos 11 ( i ,7)=abs ( i j ) ;





148 %% Ana l i s i s de en lace de 5.5Mbps
149 % Crear matr iz de datos para l o s paque tes r e c i b i d o s
150 paque t e s i gua l e s =0;
151 for i =1: length ( datos p5p1 5 )
152 for j =1: length ( datos em1 5 )
153 i f ( datos em1 5 ( j ,1)==datos p5p1 5 ( i , 1 ) ) &&
154 ( datos em1 5 ( j ,2)==datos p5p1 5 ( i , 2 ) )
155 paque t e s i gua l e s=paque t e s i gua l e s +1;
156 % Id en t i f i c a d o r de conexion
157 datos 5 ( paque t e s i gua l e s ,1)= datos em1 5 ( j , 1 ) ;
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158 % Id en t i f i c a d o r de paquete
159 datos 5 ( paque t e s i gua l e s ,2)= datos em1 5 ( j , 2 ) ;
160 % Tamano de paquete
161 datos 5 ( paque t e s i gua l e s ,3)= datos em1 5 ( j , 5 ) ;
162 % Tiempo de captura en Tx
163 datos 5 ( paque t e s i gua l e s ,4)= datos em1 5 ( j ,4) 
164 datos em1 5 ( 1 , 4 ) ;
165 % Tiempo de captura en Rx
166 datos 5 ( paque t e s i gua l e s ,5)= datos p5p1 5 ( i ,4) 
167 datos p5p1 5 ( 1 , 4 ) ;
168 % Retardo de l paquete
169 datos 5 ( paque t e s i gua l e s ,6)= datos p5p1 5 ( i ,4) 
170 datos em1 5 ( j , 4 ) ;





176 % Tamano de l b u f f e r
177 for i =1: length ( datos 5 )
178 s e gu i r =1;
179 for j =1: length ( datos 5 )
180 i f datos 5 ( i ,4)< datos 5 ( j , 5 ) && s egu i r==1
181 datos 5 ( i ,7)=abs ( i j ) ;





187 %% Ana l i s i s de en lace de 2Mbps
188 % Crear matr iz de datos para l o s paque tes r e c i b i d o s
189 paque t e s i gua l e s =0;
190 for i =1: length ( datos p5p1 2 )
191 for j =1: length ( datos em1 2 )
192 i f ( datos em1 2 ( j ,1)==datos p5p1 2 ( i , 1 ) ) &&
193 ( datos em1 2 ( j ,2)==datos p5p1 2 ( i , 2 ) )
194 paque t e s i gua l e s=paque t e s i gua l e s +1;
195 % Id en t i f i c a d o r de conexion
196 datos 2 ( paque t e s i gua l e s ,1)= datos em1 2 ( j , 1 ) ;
197 % Id en t i f i c a d o r de paquete
198 datos 2 ( paque t e s i gua l e s ,2)= datos em1 2 ( j , 2 ) ;
199 % Tamano de paquete
200 datos 2 ( paque t e s i gua l e s ,3)= datos em1 2 ( j , 5 ) ;
201 % Tiempo de captura en Tx
202 datos 2 ( paque t e s i gua l e s ,4)= datos em1 2 ( j ,4) 
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203 datos em1 2 ( 1 , 4 ) ;
204 % Tiempo de captura en Rx
205 datos 2 ( paque t e s i gua l e s ,5)= datos p5p1 2 ( i ,4) 
206 datos p5p1 2 ( 1 , 4 ) ;
207 % Retardo de l paquete
208 datos 2 ( paque t e s i gua l e s ,6)= datos p5p1 2 ( i ,4) 
209 datos em1 2 ( j , 4 ) ;





215 % Tamano de l b u f f e r
216 for i =1: length ( datos 2 )
217 s e gu i r =1;
218 for j =1: length ( datos 2 )
219 i f datos 2 ( i ,4)< datos 2 ( j , 5 ) && s egu i r==1
220 datos 2 ( i ,7)=abs ( i j ) ;





226 %% Ana l i s i s de en lace de 1Mbps
227 % Crear matr iz de datos para l o s paque tes r e c i b i d o s
228 paque t e s i gua l e s =0;
229 for i =1: length ( datos p5p1 1 )
230 for j =1: length ( datos em1 1 )
231 i f ( datos em1 1 ( j ,1)==datos p5p1 1 ( i , 1 ) ) &&
232 ( datos em1 1 ( j ,2)==datos p5p1 1 ( i , 2 ) )
233 paque t e s i gua l e s=paque t e s i gua l e s +1;
234 % Id en t i f i c a d o r de conexion
235 datos 1 ( paque t e s i gua l e s ,1)= datos em1 1 ( j , 1 ) ;
236 % Id en t i f i c a d o r de paquete
237 datos 1 ( paque t e s i gua l e s ,2)= datos em1 1 ( j , 2 ) ;
238 % Tamano de paquete
239 datos 1 ( paque t e s i gua l e s ,3)= datos em1 1 ( j , 5 ) ;
240 % Tiempo de captura en Tx
241 datos 1 ( paque t e s i gua l e s ,4)= datos em1 1 ( j ,4) 
242 datos em1 1 ( 1 , 4 ) ;
243 % Tiempo de captura en Rx
244 datos 1 ( paque t e s i gua l e s ,5)= datos p5p1 1 ( i ,4) 
245 datos p5p1 1 ( 1 , 4 ) ;
246 % Retardo de l paquete
247 datos 1 ( paque t e s i gua l e s ,6)= datos p5p1 1 ( i ,4) 
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248 datos em1 1 ( j , 4 ) ;





254 % Tamano de l b u f f e r
255 for i =1: length ( datos 1 )
256 s e gu i r =1;
257 for j =1: length ( datos 1 )
258 i f datos 1 ( i ,4)< datos 1 ( j , 5 ) && s egu i r==1
259 datos 1 ( i ,7)=abs ( i j ) ;





265 %% Graf icas
266 f igure ( 1 ) ; subplot ( 3 , 1 , 1 ) ; plot ( datos 54 ( 1 : 1 14 , 4 ) , datos 54 ( 1 : 1 1 4 , 7 ) )
267 f igure ( 1 ) ; subplot ( 3 , 1 , 1 ) ; xlabel ( Re f e r enc i a de tiempo de l
268 procesador )
269 f igure ( 1 ) ; subplot ( 3 , 1 , 1 ) ; ylabel ( Ocupacion de l bu f f e r )
270 f igure ( 1 ) ; subplot ( 3 , 1 , 1 ) ; t i t l e ( Ocupacion de l bu f f e r de un
271 route r de acceso )
272 f igure ( 1 ) ; subplot ( 3 , 1 , 1 ) ; legend (54Mbps)
273
274 f igure ( 1 ) ; subplot ( 3 , 1 , 2 ) ; plot ( datos 24 ( 1 : 1 14 , 4 ) , datos 24 ( 1 : 1 1 4 , 7 ) )
275 f igure ( 1 ) ; subplot ( 3 , 1 , 2 ) ; xlabel ( Re f e r enc i a de tiempo de l
276 procesador )
277 f igure ( 1 ) ; subplot ( 3 , 1 , 2 ) ; ylabel ( Ocupacion de l bu f f e r )
278 f igure ( 1 ) ; subplot ( 3 , 1 , 2 ) ; t i t l e ( Ocupacion de l bu f f e r de un
279 route r de acceso )
280 f igure ( 1 ) ; subplot ( 3 , 1 , 2 ) ; legend (24Mbps)
281
282 f igure ( 1 ) ; subplot ( 3 , 1 , 3 ) ; plot ( datos 11 ( 1 : 1 14 , 4 ) , datos 11 ( 1 : 1 1 4 , 7 ) )
283 f igure ( 1 ) ; subplot ( 3 , 1 , 3 ) ; xlabel ( Re f e r enc i a de tiempo de l
284 procesador )
285 f igure ( 1 ) ; subplot ( 3 , 1 , 3 ) ; ylabel ( Ocupacion de l bu f f e r )
286 f igure ( 1 ) ; subplot ( 3 , 1 , 3 ) ; t i t l e ( Ocupacion de l bu f f e r de un
287 route r de acceso )
288 f igure ( 1 ) ; subplot ( 3 , 1 , 3 ) ; legend (11Mbps)
289
290 f igure ( 2 ) ; subplot ( 3 , 1 , 1 ) ; plot ( datos 5 ( 1 : 1 14 , 4 ) , datos 5 ( 1 : 1 1 4 , 7 ) )
291 f igure ( 2 ) ; subplot ( 3 , 1 , 1 ) ; xlabel ( Re f e r enc i a de tiempo de l
292 procesador )
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293 f igure ( 2 ) ; subplot ( 3 , 1 , 1 ) ; ylabel ( Ocupacion de l bu f f e r )
294 f igure ( 2 ) ; subplot ( 3 , 1 , 1 ) ; t i t l e ( Ocupacion de l bu f f e r de un
295 route r de acceso )
296 f igure ( 2 ) ; subplot ( 3 , 1 , 1 ) ; legend ( 5 . 5Mbps)
297
298 f igure ( 2 ) ; subplot ( 3 , 1 , 2 ) ; plot ( datos 2 ( 1 : 1 14 , 4 ) , datos 2 ( 1 : 1 1 4 , 7 ) )
299 f igure ( 2 ) ; subplot ( 3 , 1 , 2 ) ; xlabel ( Re f e r enc i a de tiempo de l
300 procesador )
301 f igure ( 2 ) ; subplot ( 3 , 1 , 2 ) ; ylabel ( Ocupacion de l bu f f e r )
302 f igure ( 2 ) ; subplot ( 3 , 1 , 2 ) ; t i t l e ( Ocupacion de l bu f f e r de un
303 route r de acceso )
304 f igure ( 2 ) ; subplot ( 3 , 1 , 2 ) ; legend (2Mbps)
305
306 f igure ( 2 ) ; subplot ( 3 , 1 , 3 ) ; plot ( datos 1 ( 1 : 1 14 , 4 ) , datos 1 ( 1 : 1 1 4 , 7 ) )
307 f igure ( 2 ) ; subplot ( 3 , 1 , 3 ) ; xlabel ( Re f e r enc i a de tiempo de l
308 procesador )
309 f igure ( 2 ) ; subplot ( 3 , 1 , 3 ) ; ylabel ( Ocupacion de l bu f f e r )
310 f igure ( 2 ) ; subplot ( 3 , 1 , 3 ) ; t i t l e ( Ocupacion de l bu f f e r de un
311 route r de acceso )
312 f igure ( 2 ) ; subplot ( 3 , 1 , 3 ) ; legend (1Mbps)
313
314 f igure ( 3 ) ; plot ( datos 54 ( 1 : 1 14 , 4 ) , datos 54 ( 1 : 1 14 , 7 ) ,
315 datos 24 ( 1 : 1 14 , 4 ) , datos 24 ( 1 : 1 14 , 7 ) , datos 11 ( 1 : 1 14 , 4 ) ,
316 datos 11 ( 1 : 1 14 , 7 ) , datos 5 ( 1 : 1 14 , 4 ) , datos 5 ( 1 : 1 14 , 7 ) ,
317 datos 2 ( 1 : 1 14 , 4 ) , datos 2 ( 1 : 1 14 , 7 ) , datos 1 ( 1 : 1 14 , 4 ) ,
318 datos 1 ( 1 : 1 1 4 , 7 ) )
319 f igure ( 3 ) ; xlabel ( Re f e r enc i a de tiempo de l procesador ( s ) )
320 f igure ( 3 ) ; ylabel ( Ocupacion de l bu f f e r )
321 f igure ( 3 ) ; t i t l e ( Ocupacion de l bu f f e r de un route r de acceso )
322 f igure ( 3 ) ; legend (54Mbps ,24Mbps ,11Mbps , 5 . 5Mbps , 2Mbps , 1Mbps)
323
324 f igure ( 4 ) ; plot ( datos 54 ( : , 4 ) , datos 54 ( : , 7 ) , datos 24 ( : , 4 ) ,
325 datos 24 ( : , 7 ) , datos 11 ( : , 4 ) , datos 11 ( : , 7 ) , datos 5 ( : , 4 ) ,
326 datos 5 ( : , 7 ) , datos 2 ( : , 4 ) , datos 2 ( : , 7 ) , datos 1 ( : , 4 ) ,
327 datos 1 ( : , 7 ) )
328 f igure ( 4 ) ; xlabel ( Re f e r enc i a de tiempo de l procesador ( s ) )
329 f igure ( 4 ) ; ylabel ( Ocupacion de l bu f f e r )
330 f igure ( 4 ) ; t i t l e ( Ocupacion de l bu f f e r de un route r de acceso )
331 f igure ( 4 ) ; legend (54Mbps ,24Mbps ,11Mbps , 5 . 5Mbps , 2Mbps , 1Mbps)
Metodologa para el Modelado y el Analisis de Flujos IP Multimedia:
Medidas de Calidad
