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Abstract
Suppose Eˆ is a spectrum obtained by the completion of a ring spectrum E at some ideal I of its
coe+cients E∗. We study the homology of the  spectrum representing Eˆ and show that the techniques
of coalgebraic algebra provide a language enabling a simple description of this homology and of the
homological view of the process of completion. Results are obtained for a wide range of connective
theories and the main examples of complete Landweber exact theories including that of Morava E
theory. ? 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction
This paper began with a desire to understand the spaces in the  spectrum representing a
complete cohomology theory such as Morava E theory, Baker’s supersingular completion of
elliptic cohomology, ÊllP, [2], or the In-adic completion, Ê(n), of the Johnson–Wilson theories
E(n), [4]. In the event, armed with the recent advances in ‘coalgebraic algebra’ [14,15], and
the results on homotopy inverse limits in [9], it was found that a systematic treatment of the
process of completion in the homology of  spectra could be established.
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Explicitly, this paper studies the following situation. Suppose E∗(−) is a ring valued, repre-
sentable cohomology theory [1], represented by the spaces in an  spectrum E∗; that is, for
any space X there is, for every n ∈ Z, a natural equivalence between En(X ) and [X;En], the
homotopy classes of maps from X to En. Suppose I is an ideal in the coe+cient ring E∗ and
suppose there is a representable E-module theory Eˆ
∗
(−)=[−; Eˆ∗] whose coe+cients Eˆ∗ are the
I -adic completion of E∗. We wish to understand the relationship, in particular the homological
relationship, between the  spectra E∗ and Eˆ∗.
We obtain a variety of results on this topic, but highlight two particular ones here. Throughout
this paper we denote by H∗(−) ordinary (singular) homology with coe+cients in the 8eld Fp.
Theorem I. Suppose E is a connective spectrum with E∗ a Noetherian ring without I torsion.
Then H∗(Eˆ∗)=H∗(E∗)[̂I ], the Fp[I ]-adic completion of the Fp[E∗] coalgebraic module H∗(E∗).
The notion of completion of a coalgebraic module is de8ned in detail in Section 3; see De8nition
3.5. Note however that the simplicity of the statement of this result relies on the language and
ideas of coalgebraic algebra [14], and, like the main result of [15], would not be possible
without it.
This theorem applies, for example, to the p-adic completion of most standard connective
cohomology theories E∗(−) whose coe+cients are p torsion free. It applies also to E = BP〈n〉
and I the invariant ideal In=(p; v1; : : : ; vn−1). An analagous result is also obtained for completions
of BP, though this fails the Noetherian hypothesis of the theorem as stated–the essential property
needed is that B̂P
∗
I is Iat over BP∗.
Theorem I is a special case of our Theorem 3.10; see Section 1:2 for details and discussion
of the hypotheses actually needed, and Section 5 for demonstration of their satisfaction in the
case stated above.
Our second main result concerns the algebra (∗-product) structure of the H∗(Eˆr) for individual
values of r.
Theorem II. Suppose the algebras H∗(Er) are polynomial for r even and exterior for r odd.
Then, under mild hypotheses on the nature of the ideal I , the same is true for H∗(Eˆr).
This result principally applies to Landweber exact spectra E and has application to the spectra
such as Morava E theory and the Ê(n), etc., mentioned above; a desire for such a result formed
one of our original motivations to examine these questions.
Theorem II is proved below as Theorem 3.11, and the hypotheses needed are those stated as
A and C in Section 1:2. See Section 4 for the application of this result to Morava E theory
and Ê(n).
There are in fact a number of reasons why one might wish to study complete  spectra.
There are many examples in the literature that demonstrate that interesting and useful spaces
arise in families of  spectra associated to cohomology theories with good properties—the use
of Eilenberg–Mac Lane spaces in homotopy theory is all pervasive—but examples of the use of
spaces in other  spectra include [3,5,7,8], etc. A number of  spectra are by now well studied,
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in particular we note among others the pioneering work of Ravenel and Wilson on MU and
BP [16] which gives the 8rst good example of the utility of the coalgebraic algebra approach.
However,  spectra representing complete spectra such as Morava E theory have been out of
reach until now.
Two particular applications of this work have recently arisen. For one, unstable Adams spec-
tral sequences based on a theory E∗(−) need information on the unstable algebra E∗(E∗); the
sequence of Bendersky et al. [5] uses the BP calculations of [16]. The more recent work of
Bendersky and Thompson [7] setting up a vn periodic version needs ideally (in order to compute
and control convergence) a vn periodic Landweber exact theory E∗(−) with both E∞ structure
and each E∗(Em) a free algebra. Apart from K-theory, the only candidate known at present to
satisfy the 8rst hypothesis is Morava E theory; this paper shows it satis8es the second hypoth-
esis as well and extends the applicability of [7] from v1 periodic calculations to all vn periodic
cases. See [6] for further details.
A second need to understand the homology of the  spectrum associated to a complete theory
follows from the work of Green and Schuster [11] on chromatic analogues of the Chern subring
of a 8nite group. The Chern subring Ch(G) of a group G is the subring of H ∗(BG) generated
by Chern classes of representations of G. This can be thought of in terms of the cohomology
image of certain maps BG → BU . Thinking of BU as the zeroth space in the  spectrum for
K-theory leads to the idea of possible analogues Chn(G) based on the spaces in the  spectrum
of a vn periodic theory. Green and Leary [10] give a complete description of the spectrum of
Ch(G), and the paper [11] oOers a conjectural theory for Chn(G) utilising the work of [13].
A proof of their conjecture needs a strong understanding of the homology of the  spectrum
used, which, in order to apply [13], must be a complete theory.
A range of work from Baker, Hopkins, Miller, Morava, their coworkers and others suggest
the pre-eminince of completed spectra in current homotopy theory. Many results seem only to
hold, or at least be provable at present, after completion and the incorporation of methods from
algebraic geometry and commutative algebra will presumably only increase this phenomenon.
Control over the structure of complete  spectra would seem now to be a necessary ingredient
for many potential future projects.
Finally, the results of this paper may be seen as a development of the programme set out in
[15] to establish how relations between representable homotopy functors directly correspond to
relations in the topology of their underlying representing spaces. It further underlines the key
role coalgebraic algebra plays in this enterprise.
1.1. Basic assumptions
We assume familiarity with the coalgebraic algebra framework begun in [16] and developed
in [14]. The basic philosophy that has developed concerning the homology of  spectra, such as
in [16,15] etc., is that the most appropriate algebraic language to discuss the mod p homology
of spaces with a given homotopy algebra structure is that of the same algebra structure in
the category of (graded, cocommutative) Fp coalgebras. To that end, in order to consider the
homology of homotopy limits of  spectra, we should expect to work with lim in the category
of Fp coalgebras; this is diOerent from lim in the category of Fp vector spaces and we refer to
[9] (Section 1 in particular) as our basic source for this construction.
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In brief, if {Cn; n ∈ N} is an inverse system of such coalgebras, let us write L for its limit
in the category of Fp vector spaces. Then L may well fail to be a coalgebra as the diago-
nal map L → L ⊗ L may fail to exist—in general it exists only as a map to a completion of
the tensor product L⊗ˆL. Instead limCn, the limit of the Cn’s in the category of coalgebras, is
de8ned as colimD where D runs over all vector subspaces (or alternatively over all 8nite
dimensional subspaces) of L which have a coproduct D → D ⊗ D making commute the
diagram
D −−→ D ⊗D 
L −−→ L⊗ˆL:
See [9] for further details, where it is also noted that lim is left exact and that if {Cn; n ∈ N}
is an inverse system of (commutative) coalgebraic groups (i.e., (commutative) Hopf algebras),
then limCn is naturally a (commutative) coalgebraic group. A trivial extension of this result
says that this is also the inverse limit of coalgebraic modules.
Without further mention, all the coalgebraic groups in this paper are (graded) commutative
and cocommutative, and all uses of lim refer to this limit in the category of Fp coalgebras. In
fact, we have a couple of instances in Section 2 where we need to use limit in the category of
Fp vector spaces; we shall use the notation vlim for this limit.
Remark 1.1. An illustrative example is as follows. Suppose A is a bipolynomial algebra [16],
and Ak is A with its algebra generators truncated at 8nite heights, strictly increasing with k. Then
lim Ak = A, as a coalgebraic group (and is not the power series algebra). Another example of
limits of coalgebraic modules, this time of coalgebraic modules of the form Fp[Mk], is discussed
in Section 2.
We also need some underlying assumptions on the theories E and ideals I considered and
notation for the various associated spectra.
Assume that E is a ring spectrum with an ideal I in the coe+cient ring E∗. Without further
mention we shall assume throughout that the I -adic topology on E∗ is HausdorO. Suppose there
is an E-module theory Eˆ whose coe+cients are the I -adic completion of E∗, and moreover that
there is a tower of E module spectra · · · → E=I k+1 → E=I k → · · · → E=I with (E=I k)∗ = E∗=I k .




We have families of compatible maps which we name as follows.
 :Er → Eˆr ;
k :Er → (E=Ik)r ;
k : Eˆr → (E=Ik)r ;
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inducing the obvious completion and quotients in homotopy. They 8t into commutative diagrams
We need three further assumptions on E and I to get the theory working well.
Hypotheses 1.2. A. Eˆ
∗
(−) is exact over E∗(−), i.e., Eˆ∗(X ) = Eˆ∗ ⊗E∗ E∗(X ) for 4nite com-
plexes X .
B. The intersection of the coalgebraic ideals limk{H∗(E∗) ◦ ([I k])} consists only of the
ground 4eld Fp = Fp[1] in each space grading.
C. The homology tower {H∗((E=Ik)∗); k = 1; 2; : : :} is Mittag–Le5er.
In fact, although we shall need all three assumptions for Theorem I of the introduction, Theorem
II, establishing the free algebra structure of certain examples, requires only assumptions A
and C.
Example 1.3. These three assumptions turn out not to be very restrictive. Discussing them
in turn, A is satis8ed in many instances and essentially just requires Eˆ
∗
to be Iat over E∗.
For example, it su+ces for E∗ to be Noetherian and have no I torsion, but there are many
non-Noetherian examples as well, including completions of BP.
Assumption B holds in many cases that can be checked directly. In general, it will hold if
E is a connective ring spectrum with 0(E)=Z(p) and we prove this for many of the standard
examples in Section 5.
The Mittag–LePer condition C holds if, for example, the homology groups H∗((E=Ik)r) are
all 8nite type for each r: this in turn will hold if E∗ is connective and of 8nite type by a
standard iterated Rothenberg–Steenrod spectral sequence argument. More generally, we would
like to apply the theory to examples such as E(n) with ideal In; the assumption holds here
too since, although the algebras H∗((E=Ik)r) are not 8nite type, they are of 8nite type over
the coalgebraic ring Fp[Z(p)[vn; v−1n ]] and the tower is a tower of Fp[Z(p)[vn; v−1n ]] coalgebraic
modules. (Equivalently, one can work with cyclically graded spaces, setting the unit vn to 1 in
the coe+cients, as in the calculations for K(n) in [17].)
2. Homology degree zero
We begin with some basic observations about H0. The de8nition of singular homology im-
mediately gives us
Proposition 2.1. H0(Eˆ∗)= Fp[Eˆ
∗
]= Fp[limE∗(E=Ik)∗]; where limE∗(E=Ik)∗ refers to the inverse
limit in the category of E∗ modules; i.e., the I -adic completion of E∗.
936 J.R. Hunton / Topology 41 (2002) 931–943
The following reformulation of this result is a good illustration of the remarks above on the
importance of understanding homology as taking values in Fp coalgebras, not Fp vector spaces.
Proposition 2.2. H0(Eˆ∗) is equivalent to limFp[(E=I k)∗], the limit of coalgebras; but this is not
the same as vlim Fp[(E=Ik)∗]; the limit as vector spaces.
Proof. It is easy to see that H0(Eˆ∗) = Fp[Eˆ
∗
] = vlim Fp[(E=Ik)∗]. For example, a basis of
H0 of a space X is given by maps ∗ → X , one for each path component of X , and hence
consists of elements projecting non-trivially on only a 8nite number of path components of X .
However, vlim Fp[(E=I k)∗] contains elements projecting non-trivially on an in8nite number of
path components of Eˆ∗.
Following this line further, let x ∈ vlim Fp[(E=I k)∗] be considered as a tower of elements (xk),






i ] where the w
k
i ∈ (E=I k)∗. Then
x lies in a 8nite dimensional subspace D of vlim Fp[(E=I k)∗] with coproduct D → D ⊗D if
and only if the numbers nk are bounded for all k. Hence any 8nite dimensional sub-coalgebra
of vlim Fp[(E=I k)∗] lies in a 8nite dimensional sub-coalgebra of the form Fp[Y ] for some 8nite
subset Y ⊂ Eˆ∗. Thus we can identify limFp[(E=I k)∗] with colimFp[Y] as Y runs over the
8nite subsets of Eˆ
∗
[9, (1:1)(a)]. But this is just colimH0(Y) =H0(Eˆ∗).
3. The main results
Recall the hypotheses on E and I set out at the end of Section 1.1. In fact, we shall only
require assumption B for the results of Corollaries 3.2 and 3.4 and Theorem 3.10 below. As-
sumptions A and C appear to be crucial and we implictly assume them throughout, generally
without further mention.
The exactness assumption A allows us to apply immediately the main result of [15]. We
obtain
Proposition 3.1. H∗(Eˆ∗) ∼= H∗(E∗)⊗Fp[E∗]Fp[Eˆ
∗
]. This equivalence is as both H∗(E∗) and Fp[Eˆ
∗
]
coalgebraic modules. If Eˆ is a ring spectrum with the natural map E → Eˆ a ring map, it is
as coalgebraic algebras.
Details of the coalgebraic module tensor product ⊗ can be found in [14]. Applying the homo-
logical algebra introduced there as well we arrive at
Corollary 3.2. Suppose E and I satisfy also assumption B. Then the map ∗ :H∗(E∗)→ H∗(Eˆ∗)
is a monomorphism.
Proof. We have exact sequences 0→ I k → E∗ → (E=I k)∗ → 0 which, by [14, Section 7], give
short exact sequences of Fp[E∗] coalgebraic modules
Fp → Fp[I k]→ Fp[E∗]→ Fp[(E=I k)∗]→ Fp:
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Fp[I k]→ H∗(E∗)→ H∗(E∗) ⊗
Fp[E∗]
Fp[(E=I k)∗]→ Fp:
We may identify the subcoalgebra of H∗(E∗) generated by the image of the left hand map as
the coalgebraic ideal H∗(E∗) ◦ ([I k]), giving a short exact sequence of coalgebras
Fp → H∗(E∗) ◦ ([I k])→ H∗(E∗)→ H∗(E∗) ⊗
Fp[E∗]
Fp[(E=I k)∗]→ Fp:







is monomorphic, but by Proposition 3.1 it factors through
H∗(E∗)
∗→H∗(Eˆ∗)
since each map in the tower factors through H∗(Eˆ∗). Hence ∗ is a monomorphism, as
claimed.
In the proof of the next result it will be convenient to work with the connected component
of the identity of each space; as usual we indicate this component of the space Er by E′r , etc.
This has the consequence that we need deal only with the homology in positive dimensions.
Homology in dimension 0 is covered by Section 2.
Proposition 3.3. H∗(Eˆ∗) = limH∗((E=Ik)∗) as Fp[Eˆ
∗
] coalgebraic modules.
Proof. The result for H0 is given by Proposition 2.2. For higher dimensions we decompose
spaces as (E=Ik)r = 0((E=Ik)r) × (E=Ik)′r and use the fact that H∗(0((E=Ik)r) × (E=Ik)′r) =
Fp[0((E=Ik)r)]⊗H∗((E=Ik)′r). It su+ces now to work with the connected components (E=Ik)′∗.
The proposition follows from the work of [9] (see Example 6:7 in particular) using the
Mittag–LePer assumption C to deduce the vanishing of the lim1 term. Note also that all the
spaces are simple and lim11((E=Ik)′r) = lim
10((E=Ik)r−1) = 0, since the {(E=I k)∗} form an
epimorphic system.
Corollary 3.4. Suppose E and I satisfy also assumption B. Then the intersection of the kernels
lim{ker k∗ :H∗(Er)→ H∗((E=Ik)r)} of the k∗ is trivial.
Proof. The sets ker k∗ are nested · · · ⊂ ker k+1∗ ⊂ ker k∗ ⊂ · · · . If x ∈ H∗(Er) lay in ker k∗ for
all k then by Proposition 3.3 it would lie in the kernel of ∗ :H∗(Er) → H∗(Eˆr). This would
contradict Corollary 3.2 unless x was zero.
We now de8ne HA∗ ((E=Ik)∗), an algebraic version of the coalgebraic module H∗((E=Ik)∗),
and use this to de8ne the coalgebraic module completion mentioned in the introduction.
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De%nition 3.5. Write HA∗ ((E=Ik)∗) for H∗(E∗)⊗Fp[E∗]Fp[E∗=I k], the coalgebraic module tensor
product; this can also be interpreted as the quotient of H∗(E∗) by the coalgebraic ideal H∗(E∗)◦
([I k]). Write H∗(E∗)[̂I ] for the limit (as Fp[E∗] coalgebraic modules) lim(HA∗ ((E=Ik)∗)).
By [15], in the case where E is Landweber exact, HA∗ ((E=Ik)∗)=HR∗ ((E=Ik)∗), the Ravenel–
















	 &k∗  k∗ 
H∗(E∗)
 k∗−−−−−→ HA∗ ((E=Ik)∗)
%k∗−−−−−→ H∗((E=Ik)∗):
(3.6)
The map &k∗ is induced by the projection Fp[Eˆ
∗
]→ Fp[(E=I k)∗]; the composite along the bottom
is the map k∗. (That both k∗ and k∗ factor through HA∗ ((E=Ik)∗) follows from the fact that both
are Fp[E∗] coalgebraic module maps and Fp[I k] lies in both their kernels.)
Proposition 3.7. There is an equivalence H∗(Eˆ∗)= lim(Im k∗) of coalgebraic modules induced
by the inclusions (k∗ : Im k∗ → H∗((E=Ik)∗).
Proof. As the projections E∗ → (E=I k)∗ and Eˆ∗ → (E=I k)∗ are both onto, basic coalgebraic
algebra [14] tells us that Fp[E∗] → Fp[(E=I k)∗] and Fp[Eˆ∗] → Fp[(E=I k)∗] are both onto. In
turn, right exactness of ⊗ tells us that both  k∗ and &k∗ map onto HA∗ ((E=Ik)∗). We deduce that
Im k∗ = Im k∗ = Im %k∗. We can thus factor the identity map on H∗(Eˆ∗) = limH∗((E=Ik)∗)
H∗(Eˆ∗) → lim(Im k∗) (∗→ lim(H∗((E=Ik)∗))
where (∗ is the map induced by the inclusions (k∗ : Im k∗ → H∗((E=Ik)∗). As lim is left exact,
(∗ is an isomorphism.
Theorem 3.8. There is a split short exact sequence of coalgebraic modules
0→ H∗(Eˆ∗) &∗→H∗(E∗)[̂I ] → lim1(H∗(Eˆ∗) ◦ ([I k]))→ 0:
Proof. Consider diagram (3.6). We obtain a commutative diagram of (towers of) short exact
sequences of coalgebras
0 −−→ ker &k∗ −−→ H∗(Eˆ∗)
&k∗−−→ HA∗ ((E=Ik)∗) −−→ 0 ∥∥∥  %k∗
0 −−→ ker k∗ −−→ H∗(Eˆ∗)
k∗−−→ Im k∗ = Im k∗ −−→ 0:
J.R. Hunton / Topology 41 (2002) 931–943 939
Taking limits and applying Proposition 3.7 we obtain the diagram
0 −−→ lim(ker &k∗) −−→ H∗(Eˆ∗) &∗−−→ H∗(E∗)[̂I ] −−→ lim1(ker &k∗) −−→ 0 ∥∥∥ %∗  
0 −−→ lim(ker k∗) −−→ H∗(Eˆ∗) = H∗(Eˆ∗) −−→ lim1(ker k∗) −−→ 0:
So lim(ker k∗) = lim
1(ker k∗) = 0 and hence lim(ker &k∗) = 0. The top line now gives the exact
sequence
0→ H∗(Eˆ∗) &∗→H∗(E∗)[̂I ] → lim1(ker&k∗)→ 0
while the vertical map %∗ = lim %k∗ :H∗(E∗)[̂I ] → H∗(Eˆ∗) provides the splitting. The theorem
follows by identifying ker &k∗ with the coalgebraic ideal H∗(Eˆ∗) ◦ ([I k]).
This argument, that lim(ker &k∗) = 0, has also shown
Corollary 3.9. The [I ]-adic topology on H∗(Eˆ∗) is Hausdor9.
We can now deduce the two main theorems stated in the introduction for a theory E satisfying
the relevant assumptions of Hypothesis 1:2.
Theorem 3.10. Suppose E and I satisfy all three assumptions of Hypothesis 1:2. If E∗ is of
4nite type then H∗(Eˆ∗)=H∗(E∗)[̂I ]; the Fp[I ]-adic completion of the Fp[E∗] coalgebraic module
H∗(E∗).
Proof. Essentially, we must prove that the lim1 term in the exact sequence of Theorem 3.8
vanishes. We do this by considering instead the kernel of the splitting map %∗. We know that
%∗ :H∗(E∗)[̂I ] → lim(Im k∗) is onto; by considering the limit of the short exact sequences
0→ ker %k∗ → HA∗ ((E=Ik)∗)
%k∗→ Im %k∗ = Im k∗ → 0
it su+ces to show that lim(ker %k∗) = 0. Consider the short exact sequence
0→ ker  k∗ → ker k∗ → ker %k∗ → 0:
We know by Corollary 3.4 that lim(ker k∗) = 0. If E∗ is 8nite type then standard coalgebraic
ring arguments show that H∗(Er) is 8nite type for each r and hence so also is each ker  k∗ .
Hence lim1(ker  k∗ ) = 0 and the result follows.
Theorem 3.11. Suppose E and I satisfy the assumptions A and C of Hypothesis 1:2. If H∗(Er)
is a polynomial algebra for r even and an exterior algebra for r odd; then the same is true
for H∗(Eˆr).
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Proof. This is a theorem about the Hopf algebra structure of H∗(Eˆr). Consider 8rst the case
where r is odd. It will su+ce to show that any 8nite set W ⊂ QH∗(Eˆr) of indecomposables
generate an exterior (Hopf) algebra since the Hopf algebra H∗(Eˆr) is the colimit of its 8nitely
generated subalgebras.
By Proposition 3.7, for su+ciently large k, the elements of W map to distinct elements of
Im k∗, and in fact generate a sub-Hopf algebra of Im k∗. But Imk∗ is itself a Hopf algebra and
a quotient of H∗(Er) which we are assuming to be exterior. Hence Im k∗ is exterior and in turn
so is the sub-Hopf algebra generated by W . This proves the result for odd r.
The result for even r now follows by a standard application of the homology Eilenberg–Moore
spectral sequence
CotorH∗(Eˆr)(Fp; Fp)⇒ H∗(Eˆr−1):
Remark 3.12. Another description of what is happening with the even spaces is as follows
(valid really only if we also make assumption B, but illustrative nevertheless). As H∗(Er) is
a polynomial algebra for such r then Im k∗ is a tensor product of polynomial and truncated
polynomial algebras for this space grading. (In fact, if p ∈ I then Im k∗ will be entirely
truncated polynomial.) If x ∈ H∗(Er) is a polynomial generator, then by Corollary 3.4 for
k su+ciently large 0 = k∗(x) ∈ H∗((E=Ik)r), though the subalgebra generated by k∗(x) may
be truncated, say at height pnk . However, Corollary 3.4 also tells us that every power of x
will eventually pass non-trivially to H∗((E=Ik)r) as k increases, and the tower of elements
(k∗(x)) ∈ lim(H∗((E=Ik)∗)) will have no 8nal truncation. We now have a situation akin to that
described in Remark 1.1: the limit of a tower of truncated polynomial algebras, with truncation
receding as one goes up the tower is itself polynomial.
4. The Landweber exact case
Let us consider the case where E is a small, Landweber exact theory of the sort considered in
the paper [12]; that is, we assume that the coe+cient ring E∗ is a free S module of countable
dimension for some subring S of Q and is concentrated in even dimensions. A number of
properties of the homology of such  spectra are proved in [12], in particular,
Theorem 4.1. For such a theory E;
(a) H∗(E∗) =HR∗ (E∗) =H∗(MU∗)⊗Fp[MU∗]Fp[E∗].
(b) H∗(Er) is a polynomial algebra if r is even and an exterior algebra if r is odd.
The arguments of [12] make strong use of the smallness condition on the coe+cients and do
not generalise. Property (a) is proved for arbitrary Landweber exact theories using completely
diOerent arguments in [15], and one of the motivations for the study of the questions in this
paper began as a desire to generalise property (b) in a similar manner for complete theories.
Extensive results on E∗(E∗) for an arbitrary Landweber exact theory, including a description
of its ∗ product structure and its modules of indecomposables and primitives, can be found in
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[6], working directly from [15]. However, the work of the previous section allows us to deduce
results concerning the completion of a Landweber exact theory, of which there are several
interesting examples, as mentioned in the introduction. We concentrate on the case E = E(n)
and I = In = (p; v1; : : : ; vn−1); the completed theory in this case is denoted Ê(n) [4]. Note that
Morava E theory may be obtained as essentially an In-adic completion of a free E(n) module
theory and so eOectively comes under this same example. Similar results can be obtained for
Baker’s completion ÊllP [2] of elliptic cohomology.
The free algebra structure of H∗(Ê(n)r) etc., will follow from Theorem 3.11 by applying
the theory developed directly to the case of E = E(n) and I = In, provided we check that the
assumptions A and C of Section 1:2 hold for these theories. Assumption A is certainly valid in
the case of E(n) and Ê(n), as noted in [4]. Assumption C holds, as already noted at the end of
Section 1:2, as the tower {H∗(E(n)=Ik∗)} is a tower of coalgebraic modules of 8nite type over
Fp[Z(p)[vn; v−1n ]]. This essentially corresponds to the fact that the ideal In is maximal.
The results of Propositions 3.1, 3.3 and 3.7, Theorems 3:8, 3:11 and Corollary 3.9 all now
hold for the case E = E(n); I = In. Theorem 3.11 and [12] together imply, for example,
Corollary 4.2. The algebras H∗(Ê(n)r) and H∗((En)r) (the rth space in Morava E theory) are
polynomial for r even and exterior for r odd.
It follows by standard spectral sequence arguments that the algebras E∗(Er) for these E=Ê(n)
or Morava E theory are also free; see, for example, [16] or [6]. As mentioned in the introduction,
this result is su+cient to construct the vn-periodic unstable Adams spectral sequence. See [6]
for further discussion and an alternative proof.
5. Condition B for connective spectra
We prove the following, establishing that the assumption B of Hypothesis 1:2 holds for a
large range of connective, p-local spectra. Note that by connective, we mean that Er = E−r is
non-zero only for r 6 0. Note also that this means the space Es is s − 1 connected if s¿ 0.
For simplicity we shall suppose the coe+cients E∗ are concentrated in even dimensions. The
ideal I of E∗ is unspeci8ed, but for ease of argument we shall suppose that if I contains any
non-trivial zero dimensional elements then these are generated by the single element p. If I
contains no zero dimensional elements then the proof is much simpler than that below.
Proposition 5.1. Suppose E is a connective ring spectrum with E0 = Z(p) satisfying the hy-
potheses just mentioned. Then the intersection of the coalgebraic ideals lim{H∗(E∗) ◦ ([I k])}
consists only of the ground 4eld Fp = Fp[1] in each space grading.
Proof. The result is immediate in homological degree zero, so we shall concentrate on Ht(E∗)
for t ¿ 0. Let x ∈ Ht(Er) be an element in lim{H∗(E∗) ◦ ([I k])}; thus for every k we can write
x as a sum of ∗-products of elements of the form xk ◦ [ck] where [ck] ∈ Fp[I k] with space
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grading −d and xk ∈ Ht(Er+d); note that d is non-negative because of the connectivity of E
and d= 0 only if ck ∈ Z(p).
Lemma 5.2. If y ∈ Ht(E∗) then y ◦ [pt] = 0.
Proof. By general coalgebraic module axioms (see [16]), as t ¿ 0 we know that y ◦ [p] ≡ 0
modulo decomposables, since we work over Fp. As each factor of the decomposables is of
dimension less than t the result follows by induction.
This limits the number of ◦-powers of [p] that can be extracted from each [ck], and implies
that d¿ 2(k − t). However, xk = 0 if its space grading r + d¿t by connectivity of E. Hence
no such xk can exist for k su+ciently large.
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