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Let 0 be an irrational number, and consider sequences of the form we = (&19),>, 
of points in the circle R/Z. By employing symmetry, we can show that the 
discrepancy D&o,) of the finite sequence (kf?),,,,, is determined by its behavior 
on the N arcs whose endpoints are i/3 and (N - 1 - i)e for 0 < i < N. We then use 
continued fraction methods to analyze its behavior on these arcs. The resulting 
expression for D&o,) has several consequences. First, we show that the 
discrepancies DN(wO) and D&o,) are closely related if u and r are equivalent 
irrationals; in particular, we prove the equality lim supN(ND,(w,)/log N) = 
lim supJND,(w,)/logN). Finally, we a tight asymptotic bound on 
D,(w,) when 0 has the special form 0 = ( - m)/2 for some positive integer 
m by showing that 
m 
ND&J lim sup ~ = I 4 w lie) N log N m 4 i0g( i/e) if m is even, if m is odd. 
1. INTRODUCTION 
Let S denote the circle R/Z with unit circumference; any sequence of real 
numbers o = (w~)~>~ can be viewed as a sequence of points in S. If U is a 
subset of S and N is a positive integer, define ‘the counting function 
A(U, N, w) to be the number of indices k in the range 0 <k < N with the 
property that wk, when viewed as a point in S, lies in U. In addition, let 
,@A N, a)= 
“‘u;vN. 0) _ n(v), 
(l-1) 
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where 1 denotes Lebesgue measure on S. Note that p as a function of its first 
argument is a countably additive signed measure on S, and that 
p(S, ZV, w) = 0. Then, if @ is a class of measurable subsets of S, we define 
DC(o), the discrepancy over P of the finite sequence (w~),,<~<~, by the 
relation 
The notion of discrepancy provides a metric for analyzing ‘how well 
distributed the points of w  are around S [5, Chap. 21. The two cases 
normally considered are the standard discrepancy D,,(W) =x((w) and the 
discrepancy at the origin D;(w) = m(o), where 
and 
CT= ([a,b)IO<a<b< 1) 
s,= {[O,a)lO <a< 1). 
The standard discrepancy D&B) seems (to this author, at least) to be the 
more natural of these two concepts. In support of this, note that D:(w) also 
gives the standard discrepancy, where Q denotes the class of all connected 
subsets of S. The inequality D&.c) < D:(U) is trivial; for the other 
inequality, consider the following table of facts: 
(i) p(0, N, u) = 0, 
(ii) p((a, b), ZV, 0) = ljrj P([a + s, b), N, w) forO<a<b<l, 
(iii) ~((a, b], N, w) = Iii p([a + E, b + E), ZV, w) for 0 < a < b < 1, 
(iv) p( [a, b), N a) = P([G b), N 0) forO<a<b,<l, 
(v) ~([a, b],N,w)=~omp([a,b+&),N,w). forO<a,<b<l 
These five cases cover all of the connected subsets of S which do not contain 
0. Since [p(S - U, N, w)] = (p(U, N, w)], we deduce that D&D) = D$$). 
From this, in turn, we can conclude that the standard discrepancy is 
invariant under shifts of the sequence modulo 1 [5, Exercises 2.9 and 2.10, 
p. 117; note that DN(fO) = D,(o)]. 
In this paper, we will investigate the standard discrepancy of sequences of 
the form w, = (kB),>, for irrational 8. 
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2. THE CONSEQUENCES OF SYMMETRY 
To exploit the circular symmetry of S, we can define a symmetric 
convention for naming the arcs of S. If x and y are any real numbers and x’ 
and y’ are their fractional parts, we define [x : y] 5 S by 
lx: ul= ]!$;,,x,) 
if x’ < y’, 
if x’>y’; 
that is, [x : y] names the arc obtained by moving around 5’ from x in the 
direction of increasing coordinate to y. We define the open arcs (x : y) 
analogously. I When x’ # y’, we also define the half-open arcs, but the 
notation [x : x) will be considered ambiguous, referring either to 0 or S. 
Fixing an integer N > 1 and sequence w, consider the measure 
p(U) = p( U, N, w). Since p(0) = p(S) = 0, the value p( [x : y)) is well defined 
for all x and y. Note, in fact, that p( [x : y)) t p( [ y : z)) = p( [x : z)) whether 
or not z is in [x : y). Similarly, for all w, x, y, and z, we have the 
transposition identity 
P([W : xl) t P([Y : zl) =p([w : z]) t P([Y : xl). (2.2) 
Now, let 3 denote the family of all arcs of the form [x : y]. An argument 
very close to that in Section 1 shows that the supremum DC(w) also gives 
the standard discrepancy, that is, that 
DN(W) = x”;,p IP(b : YDI. 
By the transposition identity (2.2), note that 
P([X :VI> + P([Y : xl> =m : xl) + P([Y : Yl) > 0. 
Hence, we can omit the absolute value, and write 
D&J) = x”y2s P([X : VI)* 
If the arc [x : y] does not contain any point of the sequence (w~),,<~<~, then 
p([x : y]) < 0. On the other hand, if [x : y] contains at least one wk, we 
increase p([x : y]) if anything by contracting the arc until its endpoints are 
both points of the sequence. Since N > 1, we thus have 
l&(W) = sup p( [Wi : WJ]). 
O<i,i<N 
(2.3) 
We are in particular interested in sequences of the form w, = (kO),ro. In 
this special case, we can restrict still further the class of arcs that must be 
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considered, by exploiting the mirror symmetry of the finite sequence 
Wo<k<N around the point (N- 1)8/2. This mirror symmetry implies that 
p([i/3 :jS])=p([(N- 1 -j)B: (N- 1 - i)B]) 
for every i and j. Invoking once again the transposition identity (2.2), we 
have 
2p([iB:jB])=p([iB: (N- 1 -i)e])+p([(N- 1 -j)B:.$]). 
We will call an arc critical if it is one of the N arcs of the form 
[i@ : (N - 1 - i)B] for 0 < i < N. Then, the contribution to the supremum in 
(2.3) of an arc [i8 : $1 is the arithmetic mean of the contributions from 
critical arcs. Hence, it will be sufficient to study the behavior of w, on 
critical arcs since we have 
D,(o,) = oll<pN me : (N - 1 - eel, N, q3). (2.4) 
This leads us in turn to the study of the quantities 
A([ie : je], i + j + 1, CO@), (2.5) 
which we now undertake. 
3. THE 0 NUMBER SYSTEM 
The geometric structure of the points k0 around S is intimately related to 
the simple continued fraction for 8. This correspondence has been explored 
from several points of view, often in papers dealing with issues related to the 
Three-Distance Theorem conjectured by H. Steinhaus; see, for example, [3, 
4, g-131. In this.paper, we will look at this correspondence in still another 
way, which has, perhaps, a certain concreteness to recommend it. 
Let 8 be an irrational number in the range 0 < B < 1, and let 
f3= 
1 
1 
be the simple continued fraction for 8. Define the sequences pk, qr, and rk 
for k > --I by the recurrences 
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p-1 = 1, po=Q Pk= mk-lpk-l + Pk-2 
q-,=0, 40= 1, qkEmk-lqk-l +qk-2 fork) I. (3.1) 
r-1=-, 1 r. = 8, rk=mk-lrk-l + rk-2 
Then, the fraction pk/qk = I/(mo + l/(ml + e.1 + l/(mk-J) e-e) are the 
convergents of 8, and we have the pqr-identity 
We note for reference that the quantity rk has the same sign as (-l)“, and 
that its magnitude (-l)krk = 1 rk converges monotonically to zero as k goes ( 
to infinity. 
In addition, define the continuant polynomials C,(x,, x2,..., x,) for n 2 0 
by 
C,( >= 1, C,(xJ = Xl 3 
(3.3) 
C,(x, 9 x2,..., X~)=XIC~--~(XZ,X~,...,X~) + Cnp2(X3, x4 ,..., x,) for n >, 2. 
These polynomials are symmetric in the sense that 
Cn(X1 3 x2 ,***, x,) = C,(X”, x,- 1 T..., x,). (3.4) 
For k > 1, we also have the special values 
qk = Ck(mO, ml v...v mk- 1), 
pk= Ck-l(ml, m29.-Ty ?k--lb 
(3.5) 
(3.6) 
more generally, for 0 < i Q j, we have the Cpq-formula 
C,&bm,+,,..., mj-,I= (-l)‘(pl-,9,-p~4,-,). (3.7) 
Now, let a = (ak)kho be an infinite sequence of nonnegative integers; we 
will call a a &sequence if a, < mk for all k ) 0, and, in addition, ak = mk for 
k > 1 implies a&, = 0. We are going to construct a number system out of f?- 
sequences, so we will call ak the kth digit of a, arid vite a = 9.. azal a,. If 
only a finite number of digits are specified, the rest are understood to be 
leading zeros. To reiterate, as a ranges over all &sequences, the kth digit a,, 
ranges over the interval [0, m,] with the proviso that the digit just to the 
right of an mk, if any, must be zero. 
We distinguish certain classes of &sequences as follows; for 0 < i < j, let 
Xj,,={aIak=OifOZ<k<iorkaj}, 
Y,,,=(a)a,=OifO<k<iork>j,anda,#m,}, 
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and for i > 0, let 
Note that X,,i can be viewed as the set of restrictions to the interval [i, j) of 
arbitrary e-sequences, while Yj,, contains the similar restrictions of those 19 
sequences in which a,- I # 0. We will use notations like sxi+i to refer to all 
sequences of the form Suj_luj_z I-+ ~~00 **a 0 for uj_,uj_z a-- ui 00 a*+ 0 in 
X,,i. With these notations, we have the X-partition 
the right Y-partition 
xj,i = yj,i v Yj,i+ 1 mi 3 (3.8) 
yj,i= U (3.9) 
l<S<l?li 
and the left Y-partition 
yJ.i= U ( SYj-l,i U mj-1 0 yj-*+i 
for j< co. (3.10) 
O<S<mj-1 
Inducing on j for each i in the left Y-partition (3.10), we can show for 
j < co the Y-enumeration formula 
card(Yj,i) = Cj-i(mj- 1, mj-2,..., ml). (3.11) 
In particular, by the C-symmetry condition (3.4) and the special value (39, 
we have card(Y,,o) = ql. But more is true. Let Q be the mapping from the set 
Y,,o to the nonnegative integers defined by 
Q(a)= x %qk* 
k>O 
Inducing on j with i = 0 in the left Y-partition (3.10) and invoking the q- 
recurrence (3.1), we can show that Q gives a one-to-one correspondence 
between Y,,o and [0, q,). Thus, if we let 8 = lJo<,<oo Y,,o, the function Q 
puts 8 into one-to-one correspondence with all the nonnegative integers. 
The mapping Q hence allows us to view the set 8 as a number system for 
the nonnegative integers. Note that the ordering which Q induces on 0 is 
precisely that lexicographic ordering in which the digits of high index are the 
most significant. In more details, if Q(j?) = Q(a) -!- 1, then a and /? will have 
one of the forms 
a =unun-, **a u2k+l m2k 0 m2,-,o “’ m2 0 (mom 1), 
P =a,,a,,.m, ‘** &k+, + 1) 0 0 0 o*‘* 0 0 0, 
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a = a,a,-,a,-, . . . a2k m2k-10m2k-30”‘m10y 
P=ana,-,a,-, .a. (a2k + 1) 0 0 0 0 ..b 0 0 
for k >, 0. 
In the particular case 0 = (6 - 1)/2 we have mk = 1 for all k >, 0, and 
the qk are the Fibonacci numbers. The O-number system in this special case 
is essentially the Fibonacci number system discovered by Zeckendorf [ 151. 
A quite different interpretation of &sequences arises from consideration of 
the function R mapping &sequences to the real numbers defined by 
R(a)= x akrk; 
k>O 
we will see shortly that this series converges absolutely for all @sequences a. 
First, note that the pqr-identity (3.2) implies, for a E 0, that 
R(a) = 0. Q(a) modulo 1. (3.12) 
Now, unlike the qk, the rk converge to zero as k grows. Therefore, 
invoking the r-recurrence (3.1), we find that 
ri-l =ri+l - miri 
= li+j - Mi+2ri+2 - Miri 
= t-1) C mt+zrri+w 
IS-0 
This demonstrates that the series for R(a) is always absolutely convergent. 
In fact, since rk has the same sign as (-l)k, we can conclude that the 
extremal elements of X,,j under the ordering induced by R are 
i 
. . . 0 
and 
mit4 0 mit2 0 m, %iYKCTS 
. * . mi+s 0 mit3 0 mitl 0 0000 *** 00; 
hence 
a EX,,i implies -(ri( < (-l)‘R(a)< )ri-I(. (3.13) 
If we consider Y,,, instead, we must replace mi by (mi - 1); thus 
aE Y,,i implies -~ri~<(-l)iR(a)<~ri-I~-(ri~. (3.14) 
DISCREPANCY OF THE SEQUENCE 145 
In particular, letting i = 0, we deduce that -B<R(a) ( 1 - 0 for all 
a E L,o. 
But the inequalities (3.13) and (3.14) have a more important consequence. 
Let a and /3 be @-sequences of the form 
a= . . . * .+2an+lanan-la,-l -.a a,a,, 
P= ..- bn+2bn+lbnan-,an-1 a.. a,a,, 
where a,, < b, . From (3.13) we know that 
-jrn+ll < (-l)“+‘R(a.. a,+,a,+,a,+, 00 .a. 0); 
furthermore, since b, > a,, implies 6, # 0, we can use (3.14) to deduce that 
Hence, we have 
(-1YVW)-R(a))>O. (3.15) 
Thus, the relative position of a and p in the ordering which R induces on 0- 
sequences is determined by the digit position of smallest index in which a 
and p differ. In fact, the R-ordering is precisely that lexicographic ordering 
which treats digits of low index as most significant and treats adjacent digit 
positions as having opposite sense. 
We could now show that the image of Y,+, under R is actually the entire 
circle S: that is, weighting the kth digit of &sequences by rk turns Y,,, into 
a positional number system for S. The nonnegative multiples of 8 are 
precisely the points whose representation terminates in this number system, 
that is, the points which correspond to e-sequences in 0. 
Note that the point -8= 1 - 8 in S has two representations in this 
system, . B. m,Om,Om,Oand ~~~Om,Om,O(m,-l).AnyotherpointinS 
which has two representation must be of the form R(a) = R(P) where a and 
p give equality in (3.15). The reader might like to verify that these points are 
exactly the points kB for k (-2; this demonstrates the inessential but 
interesting fact that the negative multiples of t9 are precisely the points in S 
which have two distinct representations. But the crucial fact for our purposes 
is that the geometric structure of the points of we = (kf?),>, around S is 
revealed by the interaction of the Q and R orderings on 0. 
A special case of the Three-Distance Theorem, which we will need subse- 
quently, states that the first q,, points of w0 divide the circle into qn - qn-, 
shorter arcs of length 1 r, _ I ) and q,- , longer arcs of length ) r,- ,I + 1 r,, I for 
n > 0. As a first example of an argument using the 0 number system, we can 
confirm this result. Since the first q,, integers [0, qn) correspond under Q to 
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Y tl.0’ we need to study the pairs of &sequences a, /3 in Y,,, which are 
adjacent in the R-ordering. It will be convenient to traverse the circle in the 
direction of increasing coordinate if r,, _ I > 0, but in the opposite direction if 
r n-1 < 0; name the appropriate direction LP~ _ 1, 
Now, let /I be the e-sequence in Y,,, which immediately follows a when 
the circle is traversed in direction G2,,-, . The simplest possibility is that a 
and p have the form 
lx, 
a= a,-, an-2 . ..a. 
p = (an-* + 1) q-2 *** a,, 
and thus the associated arc has length IT,-, (. Note that every pair a, /I will 
have this form, if the (n - I)st digit of /3 is not zero. Thus, q,, - qn-, such 
pairs exist, and they exactly account for the short arcs. 
When n = 0, there is only one arc, from a = 0 to p = 0; it is short, since 
1 r-, ( = 1. We will therefore say by convention that the pair a =/I = 0 has 
the above form when n = 0. 
The remaining arcs must have endpoints of the form 
I%-, 
a = a,-, anw2 .*. a0 
for n> 1, 
/3= 0 b,-,m.-b, 
and there will be qn- i of them. It only remains to show that they will all be 
long, that is, that they will have length ) rn-, 1 + ) t, I. It is easiest to show this 
by induction. The initial case n = 0 is trivial since there are no arcs of this 
second form. As we go from Y,,O to Y,, ,,0, each short arc will be divided 
Short Arc, n > 0 
Y&O, lg”-l 
0 (a,-, + l)a,-, ... a, 
Jr.1 
1 (a,-, + l)a,-, “‘OIJ ) 
lr,,-,I( ;I( “,. l)a’~2”*=o 
2 (a,-, + l)a,-* “‘a, ) 
Ir.1 
c ii 
\ 
0” I a, * “‘(10 
(m, - 1) (a,-, + l)o,-, . . . 4’ 
1 
? 
0 Q,-I a.-* “‘a, 
FIGURE 1 
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Long Arc, n) 1 
ym B-1 Y nc 1.0* M" 
0 Q,-,a,-,.~-a, 
FIGURE 2 
up as shown in Fig. 1 into (m, - 1) short arcs and one allegedly long arc; 
each long arc will be split as in Fig. 2 into m, short arcs and one allegedly 
long arc. The r-recurrence (3.1) then shows that the allegedly long arcs will 
have the correct lengths. 
4. A COUNTING THEOREM 
We now want to use the structure of the 0 number system to analyze the 
bahavior of CL+, on critical arcs; in particular, we want to compute the quan- 
tities A([iB : jS], i + j + 1, CO@) for all i and j. Rather than work directly with 
the function A(U, iV, CO@), however, we will consider a closely related 
counting function. If x and y are any real numbers with ( y - x 1 < 1, and P is 
a finite set of integers, let 
0 if x = y, 
m Y, P) = card{kIkEPandkBE [x:y)l if x < y, (4.1) 
-card{kIkEPandkBE [y:x)} if x > y, 
The function /B/ counts the multiples of 0 in the arc [@n(x, ,Y) : max(x, y)), 
while the order of x and y determines the sign of B. Note that, if we define 
P + k to be (j + k 1 j E P}, we have the rotation identity 
B(x, y, P) = B(x + k& y + k0, P + k) (4.2) 
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since we can go from one situation to the other by rotating the circle a 
distance of k0. Note also that we have the transitivity formula 
B(x, Y, P) + B(y, z, P) = B(x, z, P) (4.3) 
whenever max(x, y, z) - min(x, y, z) ( 1, so that the three terms make sense. 
We saw at the end of the previous section that the situation when 
P = [0, qn) was particularly simple. We now turn to Lemma 1, which 
contains a formula for B in this special case. This problem has been attacked 
in the literature by noting that the first qn multiples of 8 occur in the same 
order around S as the first qn multiples of pn/qn; this reduces the problem to 
solving certain module relations among integers [4, pp. 184-1881. Since it is 
about as easy for us to prove Lemma 1 straight from the 0 number system 
theory as it would be to translate the known results into our unusual context, 
we adopt the prior course. 
LEMMA 1. Fix n 20; then, for any &equences a =a,-,a,-, s.. a, and 
/I = b,-,b,-, s.s b, in YasO, we have 
BP (a), R Co), (0, qJ) = s (4 - a,)b,q, - Pkq.). 
k>O 
Proof: If y is a &sequence in 0, then R(y) lies in the open interval 
(-8, 1 - 8). Invoking transitivity (4.3), we conclude that it is sufficient to 
show that 
W-4 R(P), [o, Cl,,)) = 2: b,(&% - Pkqn)- 
k>O 
By transitivity (4.3) again, we can expand the left-hand side as 
B(O, NJ), [O, qn)) = \‘ 
O<Z?l 
B(R(b,-, bk-2 *a. b,), R&b,-, *-- bo), io,qn)). 
Now, let T, denote the kth term in this sum. If b, = 0, then T, will be zero as 
well. If 6, # 0, then Tk will have the same sign as rk, which we recall is the 
sign of (-l)k. 
To determine ( T,(, let 
‘i,,,, = {a E Yn,k+, I (-l)kR(a) < 01, 
y,‘,,,+, = ia E Yn,k+ I I (-l)kNa) > 01; 
in addition, interpret Y,,k + 2 as the null set if k = n - 1. Then, Fig. 3 depicts 
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Y n,k+Z mktl 0 b,-, b,-, .., b, 
y,,+ I 0 b,-, b,e, ... b, 
0 0 b km, b,-, ... b, 
y:,k+, 0 b,-, h-2 ...bo 
y;,,,, 1 b,-, h-2 ... bo 
0 1 6 k-, b,-, ‘.. b, 
Yn+.k+ I 1 bk-, bk-z... 4, 
yi,k+ I b, b,-, b,m, ... b, 
0 b, b,-, b,-, ... b, 
y;,k+, b, b,-,b,-, . ..bo 
T 
FIGURE 3 
the critical neighborhood of the circle. The quantity ) Tkj counts the points in 
one of the designated half-open intervals; therefore, we have 
Tk = (-l)kb,(l + card(Y;,,+,) + ‘=-d(Y;.,+ I)) 
= (-l)%, card(Y,,,+ *). 
Invoking the Y-enumeration formula (3.1 l), the C-symmetry condition (3.4), 
and the C&-formula (3.7), we conclude that 
T/c = (-l)kbk(-l)k+‘(pk% - Pd?k) 
=b,(Pnq, -Pkd* 
And now, without further ado, we have our first theorem. 
THEOREM 1. Let 6 be an irrational number with associated number 
system 0, and let Q(a) and Q(/?) be nonnegative integers whose expansions 
in the number system 0 are a = +. . a2 a, a, and p = - -. b, b, b,, respectively. 
Then, the number of multiples of 8 in S = R/Z of the form kB for 
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0 < k < Q(a) + Q(B) which lie in that half-open arc from Q(a)0 to Q@9 
which avoids -8 is given by IB(R(a),R(P), [0, Q(a) + Q(J?)])l, and we have 
WW)vNP), lo, Q(a)+ Q(B)l> 
= \‘ (-l)‘(b) - ai) + 
iT0 
x (bi - a,)(bj + aj)(p,qj - p,qj), 
O<i< j  
Proof: We will show by induction on n that the formula holds for all a 
and /3 in Y,,O. If n = 0, we must have a =fi = 0, and the formula holds 
trivially; this handles the initial case. Suppose now that a = a,- I a,,-, ..e a, 
andp=b,-,b,-, . .. b, are d-sequences in Yn,o, and consider the truth of the 
formula for the &sequences a,a = a,a,-, ..e a, and b,/3= b,b,-, ..a b, in 
Y n+ ,,. . We will abbreviate a,, and 6, as a and b, respectively. 
Let Z be the desired quantity 
Z = B(&za), WP), [O, Q@a) + QW)lh 
and define the sets of integers P, for 0 < k < a + b by 
Pk = 1% 4,) if O<k<a+b, 
P a+b= [@Q(a) + Q(P)]. 
Note that we have the partition 
10, Q(aa) + QWII = U (Pk + 4); 
O<k<atb 
z= k’ 
O<k?a+b 
B@(aa), R(bfl), Pk + kq,). 
Applying the rotation identity (4.2), we have 
z= k’ 
O<k'-;a+b 
B(R(a)+(a-k)r,,R(P)+(b-k)r,,P,). 
Since the e-sequences a, j3, aa, and bp all lie in 0, we know that the four 
real numbers R(a), A(P), R(a) + at-,,, and R(P) + br, all lie in the open 
interval (-9, 1 - 0). From this, we can check that, for any k in the range 
0 < k Q a + b, the four real numbers R(a), R(a) + (a - k) r,, R(B), and 
R(11) + (b - k) r,, will all lie in some interval of length less than one; that is, 
each of the six pairwise differences will be less than one in magnitude. 
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Therefore, we can employ the transitivity formula (4.3) to split up each term 
in the current sum for Z as follows, 
B(R(a) + (a -k) r,,W)+(b-k)r,,P,) 
= B@(a) + (a - k) r,, R(a), p/o + W(a), N/q, Pk) 
+ww,RCB)+ (b-k)r,,P,). 
This gives us Z = F + G + H, where 
F= \' 
Q<k<n+b 
B@(a) t (a - k) rn, R(a), Pk), 
G= \’ 
O<k<a+b 
B(R(a)9 R@>v pk)t 
Hz 1‘ 
O<k<o+b 
B(Rt,@, R@) + (b - k) ‘n, Pk)’ 
Of these three quantities, G is the easiest to handle since, by Lemma 1 and 
the inductive hypothesis, 
= ta + b, ,<Tcn tbi - al)(Pnqi - Pi4n) 
•I- 1 (-l)‘Cbf - ai) + “ tbi - ut)(bj + uj)(Pjqi - Pi4j)* 
06f<n O&<” 
Recalling that a, = a and 6, = b, we note that the first sum exactly 
corresponds to letting j= 12 in the final sum. Comparing the resulting 
formula for G with the statement of Theorem 1, we find that we will be done 
if we can demonstrate that F t H equals (-l)“(b - a). 
Let us next consider the terms with 0 < k < a t b in the sum for F. For 
these values of k, the set P, equals [0, q,). Thus, we can apply the special 
case of the Three-Distance Theorem dicussed in Section 3 to conclude that 
the nearest relevant neighbor to a on either side of a is at distance either 
~r,-,~or~r,-,~-t~r,,~. ButnotethatO<k<utbimplies 
I(~-k)r,l<I~,r,I <lr,-,I, (4.4) 
since both a and b are legitimate nth digits. Thus, the only multiple of B 
which could possibly be counted by the term 
W(a) + (a - k) rn, R(a), pk) for O<k<atb 
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is the point a itself. Hence, we can replace this term by 
We turn now to the remaining term in the sum for F, the term with 
k = a + b, which is 
Again, we want to take advantage of the fact that the arc involved is small in 
order to limit the set of multiples of 19 which must be considered. But in this 
case, it takes more work. First, note that y = 1 0 a, _ , n-2 ... a, must be a 
legitimate &sequence, no matter what the partial quotients of 13 are. Since 
Q(y) > Q(a) + Q(p), we deduce that 
IQ Q(a) + QWI E IO7 q,,+J; 
thus, at least we need only concern ourselves with &sequences in Y,,,,, . 
Secondly, note that R(a) - br, either coincides with R(a), or else precedes it 
when the circle is traversed in the G9,, direction. With these facts in mind, 
Fig. 4 depicts the relevant portion of the circle. The two cases labeled 
“short” and “long” correspond to the two possibilities for the structure of the 
arc from a to the preceding point in Yn,O, as shown in Figs. 1 and 2; indeed, 
Fig. 4 constitutes a refinement of those two earlier figures. 
Under the mapping Q, one unit in the tih digit position weighs qn, while a 
unit in the (n + 1)st digit position weighs qn+ 1 ; note that both of these quan- 
tities exceed both Q(a) and Q@). Hence, we can immediately conclude that 
all of the e-sequences in Fig, 4 except for the five marked by an asterisk are 
not mapped by Q into [0, Q(a) + Q(J)]. But, by inequality (4.4), the distance 
from R(a) back to R(a) - br, is less than ( I-~-, 1. Therefore, the only multiple 
of 0 which could possibly be counted by the term B@(a) - br,,, R(a), 
10, Q(a) + QWl> is a itself. This completes the case k = a t b and allows us 
to write 
F= \.‘ 
O<k<a+b 
W(a) + (a - k) my R(a), IQWD 
Now, the Mh term of this sum will contribute (-1) if R(a) t (a - k) I, > 
R(a), and 0 otherwise. Hence, we deduce that 
if r, > 0, 
if rn < 0. 
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A symmetric computation then shows that 
H= 
I 
b if t, > 0, 
a if r, < 0. 
And therefore, F + H = (- l)“(b - a) as required. 
5. A FORMULA FOR DISCREPANCY 
In this section, we will undertake the easier job of translating the result of 
Theorem 1 into a statement about discrepancy. Let a and p be o-sequences in 
0, and, for the remainder of this section, let N denote Q(a) + Q(J) + 1. 
First, we need to relate our two different counting functions A and B. 
Recalling their definitions, we note that 
furthermore, since N exceeds Q(J), we have in either case 
A@(a) : JW)], N, me> = 1 + A@(a) : N/3), N, qJ. 
We also note that 
Substituting into the definition of p in (1. I), we then have in either case 
p([R(a) : R(4)], N, me) = ’ ’ B(R(a)‘~‘)’ ‘OTN)) - VW - Wd). 
Ready for some elementary algebra? Let the kth digits of a and /.I be ak 
and b,, respectively; we will compute the value of Z where 
Z = N. p([R(a) : R(p)], N, we). 
From the above, we have Z = F + G, where 
F= 1 + W(a), R(P), 10, Q(a) + Q(P)]), 
G = -<Q(a) + Q(B) + 1 P(P) - R(a)). 
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In turn, we have by Theorem 1, 
where 
F= 1 + x (-l)*(bi-U,) + F, + F,, 
i>o 
F, = ~ (bi + Ui)(bi - ai)pjqi, 
O<i<i 
F, = ~ (bj + Uj)(bi - ai)(-piqj). 
O<i<i 
And, recalling that rk = Oq, - pk, we have 
G=R(a)-R(@)- 
c 
C (bj+uj)qj ’ ‘S (bi-ai)(dqi-pi) 
'>O ) ( ro 
=R(a)-R~)+'G,+G,tG,+G,+G,, 
where 
G, = x (bj + Uj)(bi - ai)(-@jqi), 
O<i<j 
G, = o gci tbj + a/>tbi - ai>t-eqjqi), 
G- 4- C tbj + uj)(bi - ui)Piqj, 
O</<i 
Now, F2 = -Gj, so those sums cancel. Interchanging i and j in G, and 
combining with G, gives 
G,+G,=2. c @j4 - ~j4wQ?,)~ 
O<i<i 
similarly, we have 
F, + G, = 2 ' C Cbjbl - uj"i)Pjqi* 
O<i</ 
Hence, we can write 
G, + G, + F, + G, = 2 . c (b,b, - u,u,)(-r,qr). 
O<l</ 
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Putting everything together, we have 
Z= 1 +R(a)-R(p)+ C (-l)i(bi-~,)+ x (cf-b:)qiri 
i>o i>O 
+ 2 1 (Uiaj - bibj) qirj. 
OCi<j 
We now rephrase this more cleanly as Theorem 2. 
THEOREM 2. Let Q(a) and Q(J) be nonnegative integers whose 
expansions in the number system 0 corresponding to an irrational 8 are 
a=..VaZalao andp= =.a b, b, b,, respectively. The arc [R(a) : R@)] of the 
circle S = R/Z, which goes from Q(a)0 in the direction of increasing coor- 
dinate to Q(/?)S, will be critical in the sense of Section 2 for the computation 
of the discrepancy D,(o,) when N = Q(a) + Q(j) + 1. Define the function 
I,U~ from the set 0 to the reals by 
v,(r)= x [ci(ri - (-l)i) + Cfqfri] + 2 * C CiCjqirj, 
i>O O<i<j 
where y= ..a czclco. Then, the contribution to the discrepancy D,(o,) of the 
arc [R(a)) : R@)] is determined by the relation 
N@(a) : RGa>l, NV we) = 1 + ulda) - wed6h 
and we hence have the formula 
ND,(o,) = max n&E8 (1 + w&4 - w,W. 
Q(a)+QC3)+1=N 
6. CONSEQUENCES FOR EQUIVALENT IRRATIONALS 
Unlikely as it might seem at first glance, the formula for discrepancy given 
in Theorem 2 is actually useful in some contexts. In this section, we will 
employ it to demonstrate the close connection that exists between the 
discrepancies of the sequences o, and CO, whenever CJ and r are equivalent 
irrationals. 
It will be convenient to work with the resealed function EN(w) where 
EN(m) = N - DN@) (6.1) 
rather than with DN(u) itself. Note that EN(m) is the maximum of a 
collection of quantities of the form A(U, N, w) - NA(U); this implies that 
PN, l(O) - EN( G 1. 
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More generally, we see that EN(o) as a function of N satisfies the Lipschitz 
condition 
P,(w) - E&l < Pf - W (6.2) 
We can compute from the discrepancy a one-dimensional measure v of 
evenness of distribution for sequences by defining 
J%(~) V(O) = limiup ~ = ND,(o) 
log N 
limEup 
1ogN * (6.3) 
Of course, many sequences w  will have V(W) = co. But in the reverse 
direction, Schmidt has shown that 
v(u) > 
1 
. = 0.0109... 
66 log 4 
for all sequences w  [5, pp. 107-109, 1151. The results of this section will 
imply that v(w,) = v(w,) whenever o and r are equivalent irrationals. 
Let us adopt the continued fraction notation 
[ I= 
1 
MO, ml, m,,... 1 * 
mo + 1 
m, + m, + ..+ 
Recall that two irrational numbers u and r in (0, 1) are called equivalent if 
there exist nonnegative integers i and j such that 
O= [SO,S~,S~,...,~~-~, m,, m,,m, ,... 1, 
r= [to, fl,t2,...,tj-l,mo,m,,m2 ,... I. 
We will first consider the special case of irrationals 0 and B’ in (0, 1) which 
have the form 
e=[ m,, m, , m, ,... 19 
p=-= 
1:e [’ , mo, m,, m2,... 1. 
Let pk, qk, rk, Q, R, and 0 be as defined in Section 3 for 13, and let p; , q; , 
& Q’, R’, and 0’ be the corresponding entities for 8. From the special 
values of the continuant polynomials in (3.5) and (3.6), we deduce the p’- 
formula 
Pi+, =qk for k>-1. (6.5) 
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The J-formula 
t-i+, = -@rk for k>--1 (6.6) 
holds for general k because it holds for k = -1 and k = 0. From these, we 
can compute the q’-formula 
4;+,= 
<,I + Pi+1 qk 
8' =FIrk for k>-1. (6.7) 
Now, if y= ... czcl c0 is a O-sequence in 0, then y0 = .a - c2cI c, 0 will be a 
8’-sequence in 0’; the p’, q’, and r’ formulas allow us to relate ye(y) to 
ye,(yO). In particular, we can calculate from Theorem 2 that 
We(Y) + YfYW) = “ [CiCri + r:+I) + Cf(qiri + S:+lrI+1)1 
ET0 
+2* 1 Cicj(Sirj + 4+ lr;+ 117 
O<i<j 
where the term containing (-l)i has cancelled completely. This simplifies 
when we observe that 
ri+ r{+, =ri-tYri=(l-@)ri, 
qirj+q:+,~+,=qirj-e’q:+,rj 
= rj(p:+ 1 - B’q;, L) = rj(-rj, ,) = f9’r,rj. 
Thus, we have 
ye(y) + ye,()JO) = (1 - @) \‘ Ciri + 8’ \‘ c:rf + 28 
i&O ,s 
x CrCjrirj 
OCi<j 
= (1 - el) R(y) + e’(R(y))2 ; 
in particular, since II?(y)\ < 1, we conclude that 
I Ye(Y) + w/YW>l < 1 
and hence that 
Y/e kQ = --We(Y) -I- O( 1). (6.8) 
We will need another approximation result in addition to Eq. (6.8). Let k 
be a fixed integer, and suppose that a and /? are &sequences in 0 of the form 
a= “’ ck+2ck+lckak-lak-2 ... a,, 
,ll=...c k+ZCk+L k k-l k-2"' cb b b,; 
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that is, a and /3 are identical except possibly for their rightmost k digits. 
Then, since 
2 Cjrj = O(l), 
.i>k 
we can see from the definition of ye that 
W&> = WOW + O(l)9 (6.9) 
where the constant implied by the latter 0( 1) depends upon 0 and k. The 
same holds, of course, for the function ‘I/~,. 
With Eqs. (6.8) and (6.9) as our ammunition, we now attempt relate the 
functions E,(q) and E,(wec). By Theorem 2 again, we have 
E,v(oo) = max (1.4E8 (1 + v/e(a) - wow)* 
Q(cz)+Qt/3) t I=N 
Fix one such pair a, /I; by Eq. (6.8), we have 
(1 + we(a) - wd.8)) = [l + wdP0) - wdaO)l + O(1). 
Letting M = Q’(a0) + Q’(J0) + 1, note that the expression in brackets 
appears in the maximization for 
E,(w) = max )J,6E8’ (1 + u/e,(r) - VW(4)~ 
Q'($tQ'(8,tl=M 
implying that 
(1 + ve(a) - vd.4) G EM(+) + O( 1). 
Invoking the q’-formula (6.7), we also find that 
M=l + x (ai+bi)q;+l=l + Q(a) + Q@> @ -N+-RGO) 
i>O 
and hence 
M=;+ O(1). 
From the Lipschitz condition (6.2), we then conclude that 
(1 + we(a) - w&9) G ENdwof) + O(l); 
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of course, the quantity N/0’ may not be an integer, but in light of the 
Lipschitz condition (6.2), there is no real problem if we are already 
tolerating an error of O(1). We could explicitly round N/0’ to the nearest 
integer, but that would needlessly complicate the formulas. 
Recalling that our choice of the pair a, /3 was arbitrary, we deduce that 
Our next task is to show the reverse inequality, and the proof is only slightly 
more complex. 
We begin as before, with 
E&A~w) = max y,see (1 + wdr> - we@)). 
Q’(y)+Q’C5,t l=M 
Fix one such pair y, 6, and let y = . . . c2 ci cO. It is not necessarily the case 
that c, = 0; also, it is not necessarily true that . . . c3 ca c, E 0 since we might 
have c, = m,. But by (6.9), we can replace y by b.. c4c3c2 0 0 and only 
effect vs,(y) by 0( 1). After performing this same operation on 6, the rest of 
the proof goes through as before, and we have 
Taken together, these inequalities show that 
EN(%) = Jc,,@d + O(l)* (6.10) 
Applying this result repeatedly then resolves the major issue of this section. 
THEOREM 3. Let EN(w) denote the quantity ND,(w) when N is an 
integer, and extend EN(o) to real values of N by linear interpolation. If u 
and 5 are equivalent irrational numbers, there exists a positive real constant 
c such that, for all N, 
Erv(~J = K&-G) f O(1). 
Proof: Apply Eq. (6.10) to each adjacent pair of irrationals in the 
sequence U= (So, S1 ,..., Si-1, M,, m, ,... 1, [Sl, S2 ,..., Si-l, m,, mi,...], [sz, 
s3 ,..., Si-1, m,, m,,...] ,..., [m,, m,,...], [tj-1, m,, m ,,... ] ,... ‘[to, ti ,... , fj-1, m,, 
m, ,...I = z. 
COROLLARY. If u and r are equivalent irrationais, then 
~(0,) = v(w,); that is, 
lim;up wv(~J = 1im;up w&4> 
log N 1ogN * 
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7. SPECIAL VALUES OF 0 
In this final section, we will attack the problem of using Theorem 2 to 
actually compute the quantity v(wO) for at least some special values of 8. 
The hardest part of this task is determining the maxima and minima of the 
function we. Indeed, this function is sufliciently complex that we will restrict 
rather severely the values of 0 which we will attempt to handle; after all, 
discretion is the better part of valor. In particular, we will consider only 
those irrationals 0 in (0, 1) which have constant partial quotients, that is, Q’s 
of the form 
0 = [m, m, m,...] = 
@Ci-m 
2 (7.1) 
for some positive integer m. 
Let 19 be an irrational of this special form. We will use 4 to denote the 
reciprocal of e, 
i=$= F m +4+m 2 , 9> 1. (7.2) 
We will also define the integers u and v by letting 
u2 
2’ 
m 
u=- 
2 
if m is even, 
m-l m+l 
u=-, 
2 
fJ=- 
2 
if m is odd. 
(7.3) 
Note that u + v = $ - I3 = m. We now embark upon a sequence of arguments 
aimed at showing that the e-sequences a which maximize and minimize 
we(a) consist essentially of repetitions of the four-digit string OuOv. 
First, the special form of 6 allows us to give explicit formulas for the 
sequences (qk) and (rk); we have, for k > -1, 
(7.4) 
and 
rk = -(-0)” + ‘. (7.5) 
Plugging these into the definition of we(v), where y = .I. c2c, c,,, and 
recalling that the ck are bounded by m gives us the &relation 
We(Y) = ( ) & f(r) + O(l), (7.6) 
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where f is the function defined by 
f(y)=~~~(-l)‘C,(d+B-C,)-2 C (-l)‘CjCje’-‘. (7.7) 
O<i<j 
Sincef(y0) = -f(y), it will be sufficient for us to concentrate on determining 
the maxima off. 
For technical reasons in some of the arguments that follow, it will be 
helpful to extend the argument y off by adding digits of negative index; this 
improves things by preventing y from having distinguished rightmost digits. 
To this end, if 6 = (d,),+ I is any sequence of integers in the range 
0 < d, < m, let 4 = y.6 represent the doubly infinite sequence 
c= *** z*z1zo.z~,z~2~ * * 
= -** C,C,C,.d~,d~, ***. 
We then extend f to these doubly infinite sequences by defining 
f(c) =f(y.d) = 2 (-l)izi(# + 8-- zi) - 2 s (-l)j~~z~,j-~. (7.8) 
i>O j>O 
-co<i<j 
Note that these right tails only change the value off by a constant; in 
particular, we have the f-tail approximation 
f(Y.4 =f(r) + O(1). (7.9) 
The notation “y.6” is meant to be suggestive of the standard decimal 
positional number system for the reals. Since we are interested in base 8 
instead, we will define (y.6), by the formula 
(WV, = (C)e = c z,ek* 
k 
(7.10) 
For example, note that we have the .E-relation 
(O.OlOlOl...), = e/m. (7.11) 
We will say that a doubly infinite sequence [ has the property Pj,, for 
-a,<i<j<a if 
(i) z,=O whenever k > j or k < i, 
(ii) Zk = 0 for all odd k, and (7.12) 
(iii) zi E {u, 21) if k is even and i Q k < j. 
Roughly speaking, the next two lemmas will show that the e-sequences 
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which maximize f possess the P,,o property. Note that a doubly infinite 
sequence 4 which has the property P,,-, satisfies the P-tail bound 
ue 
; = (.0u0u0u...), < (Igo < (.0v0v0v...), = ;. (7.13) 
LEMMA 2. Let m = 1. Then, the function f from Y2n,0 to the reals 
assumes its maximum for a B-sequence y E Y2n,0 which has property P2n,0. 
Proof: Since m = 1, we have u = 0 and u = 1, and thus condition (iii) of 
the Pzn,O property (7.12) holds trivially. It only remains to show that the odd 
digits of a maximum y will be 0. Well, suppose that cZk+ 1 is the leftmost odd- 
index digit of y which is not 0; then, we have 
where czk = cg = 0 since y E Y2n,0. Let y’ be the B-sequence obtained from y 
by changing cZk+, from 1 to 0. Then, from the definition (7.8) off, we have 
f(~)-f(~‘)=(-1)(~+e-1)-2(.c2k+20c2k+~o”’c2~-20)~ 
+ 2(.0 C2k-,CZk-2 “* c,c, o),. 
Since y E Y2,,o, the sequence of digits in the last term cannot have two 
adjacent ones. Hence, we make that term as large as possible if we make its 
odd-index digits one and the others zero. Therefore, 
f(y)-f(y’)< (1 -e-4)+ 2(.010101 . . . 010)~ 
< -2e+2e=o, 
and we deduce that the y which maximizes f will satisfy Pzn,*. 
The case of m > 2 is somewhat trickier. 
LEMMA 3. Let m > 2, and let 0.6 be any sequence which has property 
P ,,, _ oo. Then, the function which assigns to each e-sequence y in Yt,,O the 
value f (y.6) assumes its maximum for a B-sequence y which has property 
P 2n.O * 
Proof: In order to achieve a proof by induction, we will first generalize 
the claim as follows. Let 0.6 be any sequence with property Po,-oor and let t 
be any real number in the range 0 < t < 24. Then, consider the function g 
from yzn.0 to R defined by 
g(Y) = f(Y.4 - t * CYa9 9 
164 LYLE RAMSHAW 
where we use (.yS), to mean 82”(y.6),. We claim that the function g(y) will 
assume its maximum for some y which has property P2n,0. 
The initial case of the induction n = 0 is trivial since Yfl,* = {O}. 
Supposing that our claim holds for n, let aby be an element of Y2n+2:0: where 
Y E y2n.o represents the rightmost 2n digits. Appealing to the definmon off 
(7.8), we have the g-reduction formula 
g(aby) = f(f2by.b) - t * (.abycq, 
=f(y.6)-a($+e-u)+b(qih+e-b)+2abe 
+ 2(ue - ~J(.~s), - td - tbe2 - eQ(.ys), . (7.14) 
We would like to show that this expression is maximized over Y2n+Z,-, by an 
uby with property P2n+2.0. First, we will show that no maximizing 8- 
sequence uby can have b = 0. This will allow us to restrict our attention to 8- 
sequences in which b # 0, and hence a f m. Secondly, we will demonstrate 
for any fixed y in Y2n,0 with property Pzn,O that the function g(uby) for b # 0, 
a f m is maximized by either Ouy or Ovy. An invocation of the inductive 
hypothesis will then complete the job. 
In line with the above battle plan, we begin by considering the case b = 0. 
In this situation, the g-reduction formula (7.14) simplifies to 
g(uoy) =f(y.6) - u(d + e - U) + 2ae(.jd), - ute - 82t(.$), . 
Now, since y E Y2n,o and 6 has property P,, _ m, we conclude that (.$), is 
maximized when 
.y6= .~z~-L~2~-2~2~-3~*~-4 se* c,c2c,cod-,d-2d-3d-4 em* 
=. m 0 m 0 e-e mom0 0 v 0 v a.*. 
In particular, (.yS), < 1, and hence 
g(aoy) G 2ae - ute - ~(4 + e-a) + [f(y.s) - e2t(.yd)e]. 
Next, we apply the inductive hypothesis to the expression in brackets, and 
deduce that there exists a e-sequence y, E Y2n,0 which maximizes the 
bracketed expression, and which has property P,,,, ; then, we have 
g(uOy) Q 2ue - ute - ~(4 + e - U) tf(h .a) - e2t(.y, 61,. 
We can actually improve upon uOy as follows. Note that since m > 2, the 
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expression Ouy, will refer to a &sequence in Y,,,,,. From the g-reduction 
formula (7.14), we calculate 
dOv,) = f(u, -8 + VU + 0 - VI - WY, a3 
- tuez - 62t(.y, S), . 
Hence, we have 
g(Ouy,) - g(aOy) 2 u(b + e - u) - 2u(.y, a), - tve* 
-2ae+ate+a(~+e-a). 
Since y1 has property P2n,0 and 6 has property Po,-m, we can conclude from 
the P-tail bound (7.13) that (.yl S), < &?/VI. Also, note that 
a(# + 0 - a) - 2~0 = a(# - 6’ - a) = a(m - a) and is hence nonnegative. 
Since at0 > 0 and t < 2#, we conclude 
gm,) - dm) 2 44 + 0 - v) - y- - 2v2e 2vtI * 
Despite the fact that this latter expression looks complex, every quantity 
in it is merely a function of M. We would like to show that this function of M 
is positive for m > 2; that it is in principle elementary, but by no means easy. 
Note, however, that all the parameters involved can be expressed as rational 
functions of 0 once m is known to be either even or odd. And computer- 
based symbolic manipulation systems like MACSYMA [7] understand 
rantional functions very well, With MACSYMA’s help, we determine quite 
easily that this expression equals 
(6J - 1)(0 + 1)(382 - 1) 
462 
(02 - e - 1)(304 - e3 - 482 - e + 1) 
4(8 - l)(e + 1) 82 
if m is even, 
if m is odd. 
The first of these is positive for 8 in the range (0, .577), while the values of 0 
corresponding to m = 2,4,6,... all lie in the interval (0, fl - 1 ] = (0, .4 141. 
Similarly, the second of these is positive for 13 in the range (0, .393), while 
8’s corresponding to m = 3, 5, I,... all lie in the interval 
(0, (@- 3)/2] = (0, .303]. We can thus conclude that 
that is, we can always do better than to let b = 0. 
Parenthetically, the authors feels that this is an excellent example of the 
kind of situation in which computer-based systems can really help the 
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mathematician, even when the computer’s aid is not at all essential. Because 
I took advantage of MACSYMA’s ability to manipulate rational functions 
rapidly and accurately, I was able to test out various candidates for an 
inductive hypothesis much more conveniently than would have been the case 
had I performed the calculations by hand. Thus, MACSYMA aided me 
materially in the discovery of this proof. 
Returning to the proof of Lemma 3, we now begin the second step of our 
announced battle plan. Let yz be a fixed element of Yzn,O which has the 
PropeW P2n,09 and consider the value g(aby,) as a function of a and b, 
where a and b are integers in the ranges 0 < a < m - 1 and 1 < b < m. From 
the g-reduction formula (7.14), we know that g(aby,) is a quadratic function 
of a with positive leading coefficient. Hence, we will maximize g(aby,) by 
choosing either a = 0 or a = m - 1. 
Consider first the case a = 0, giving 
g(uby,) = g(Oby,) = b(# + 0 - b) - fbB* + f(y2 .S) - (e*t + 2b)(.y,6),; 
this is now a quadratic function of 6, and it achieves its maximum for real b 
at the point b,,,, where 
b max = 4 + ;- re2 - (.y* S), . 
Since 0 < t ,< 2d and by the P-tail bound (7.13), we find that 
‘-e ve<b,,,&!-%!!!~ - - 
2 m 2 m 
If m is even, we then find that 
Note that g(Oby,) will be maximized for integral b by the closest integer to 
b mar and that 0 < 1; we deduce that g(Oby,) < &Ouy,) = g(Ouy,) when m is 
even. When m is odd, we have 
this easily implies that the maximum of g(Oby,) for integral b will occur at 
either g(Ouy,) or g(Ovy,). Hence, whatever the parity of m, we have 
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Now, consider the case a = M - 1. We can show, in fact, that 
g((m - 1) by,) Q g(Ovy,). By the g-reduction formula (7.14), we have 
= u(q4 + 6 - u) + (m - l)@ + B - (m - 1)) - b(@ + 0 - b) 
- 2(m - 1) be - 2(v + (m - l)B)(.y,6), 
+ 2b(.y,6), + ef[m - i - ue + be]. 
Note that (m - 1 - u#) > 0, so the coeffkient of f is positive. By the P-tail 
bound (7.13), we have 
2b(.y, S), > 2b ff 
and 
-2(u + (m - 1)8)(.y, 6), > -2(fJ + (m - I)e) ;. 
Thus, 
mv*) - s((m - 1) w 
>u(#+B-u)+(m- l)(#+r3-(m- 1))-b(q)+0-b) 
-2(m-l)bB-2(v+(m-l)B);+Zb;. 
The right-hand side achieves its minimum for all real b at 
b = mfi-(m-2m2)6-2624 
Ill,” 2m 
Substituting this into the right-hand side, we arrive at a lower bound on 
g(W2) - g((m - 1) by,) which involves only functions of m. And 
MACSYMA again comes to our aid. Writing everything as a function of 8, 
this bound is 
-482-4e3-ez-4e+4 
4 
if m is even 
and 
-4e~-4e7-e6-4e5+188Q+14e3-1762-66+3 
4(8 - 1)‘(8 + 1)2 
if m is odd. 
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The former is positive for 0 in (0, .589), while the latter is positive for 8 in 
(0, .3 17). Since, as mentioned earlier, the relevant 13’s lie in the intervals 
(0, .414] and (0, .303], respectively, we conclude that 
g((m - 1) bY*) < mv,). 
Therefore, for any integers a in [O, m - l] and b in [ 1, m], and any yZ in 
Y 2n,0 with property Pzn,O, we have 
g(aby,) G maxWv2), g(W2)h 
which completes the second step of our battle plan. 
Let aby be the candidate e-sequence once again. By the first step of the 
proof, we may assume that b # 0, and hence a # m. Recall from the g- 
reduction formula (7.14) that we have 
,&by) = b(@ + 0 - b) - a(# + 0 - a) + 2abB - cd - tb6’* 
+ [f(g) - (e*t - 2ae + 2bj(.ys),]. 
Consider the expression in braces. Since b# 0, we have b-at?> 
1 -me= 8* > 0; also, since t < 24, we have e*t + 2b < 28+ 2m = 24 
Therefore, the expression in braces lies in the interval [0,29], and we can 
apply the inductive hypothesis to deduce the existence of a e-sequence yj 
with property P2n,0 which maximizes the quantity in brackets. And hence 
&by) G g(aby,). 
Finally, apply the second step of the proof with y2 replaced by y3 to 
conclude that 
Since both Ouy, and Ovy, are e-sequences in Y2n+ 2,0 with the property 
P 2n+2,0, we are done. 
Lemmas 2 and 3 have shown, roughly, that the maximum of f(y) for 
Y E Y2n.0 occurs at some y with property P2,,o. When m is even, the 8- 
sequence 
2n 
is the only e-sequence which possesses property P2n,0, and hence the 
maximization problem is solved. When m is odd, however, the question is 
still somewhat open. Since we can now restrict consideration to e-sequences 
with the Pzn,o property, the function f reduces in the odd case to the function 
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h in the following lemma (which can be viewed as a generalization of 
Lemma 2 in [2]). 
. 
LEMMA 4. Let m > 1 be odd, and suppose that <=x,x2 .a. x, is a string 
of integers in which each xi is either u or v. Let h(r) be thefunction defined 
b 
h(r) = h(x, x2 . . . x,) 
= x- xi(#+B-xi)- F1 l<z3l I<tYj<n 
2xixje2+i). 
Also, let t be a real variable, and define closed intervals in the reals I and J 
by 
z= [3&4,2 (u+f)], 
J= [2 (U+t),z]. 
Then, I and J are disjoint, and each of them is nonempty. In addition, the 
strings r of length n which maximize the quantity h(r) - t . (.QeZ are as given 
below, 
tEz tEJ 
n = 2k (vu)“- ‘vu (UV)k 
n=2k+l (VU)kV (uv)“v 
Proof. If we express all parameters in terms of 0, we find that 
I- 1-e-e* l-e-f?*+2e3 
-[ e-83 ’ 1 e-83 ’ 
J- i+e-P-283 1+8-e* 
-[ e- 83 ’ e-03 I ’ 
which shows that both intervals are nonempty. Also, since 
2 u+E ,<2(u+e)<qv)<2 L.+: 9 
( ) m ( ) 
(7.15) 
we conclude that I and J are disjoint. 
641/13/2 4 
170 LYLE RAMSHAW 
Furthermore, note that if c is in IV J, then 
24u m=2u+e2 vu ( 1 m < 2~ t e2t 
gzu+e2(z)=2 (u+$); 
thus, t in IV J implies 2u + 9% f I. Similarly, t in ZU J implies 
20 t 83 E J. 
We now proceed by induction on n, beginning with n = 1. When n = 1, 
there are two possible strings, and we have 
u = h(u) - t , (.u)02 = u(4 t e - 24) - te%, 
v = h(u) - t . (.u),~ = ~(4 t e - U) - te%. 
Now, the function x t-+ x(4 + B-x) - t$x achieves its maximum at the 
point 
m 2e- te2 
X 
4 t e- te2 
max = =- 2 2+ 2 * 
Since the second term is nonnegative for t E IV J, and recalling that 
u = (m - 1)/2 while u = (m + 1)/2, we conclude that V2 U, and the initial 
case is complete. 
Next, we will show that if our claim holds for n = 2k t 1, it will also hold 
for n t 1 = 2k + 2. Note that the candidate strings of length 2k t 2 can be 
writen either as ur or ZIP where l<l= 2k t 1. Now, we have 
u= h(u<) - t - (.u(),* 
= ~(4 + e - 24) - te*u t [h(g - (2~ t e2t)(.r)ez]; 
thus for any t E Z U J, we can apply the inductive hypothesis to conclude 
that U will be maximized when c = (VU)%. Thus, we have 
U max = h(u(uu)ku) - t * (.u(vu)ku),2. 
Similarly, we compute that 
v = h(@ - t . (.v& 
= o(4 + e 7 0) - te*v t [h(r) - (2~ + e%(.rhd, 
and hence 
V max = h(v(uu)ku) - t - (.V(UV)kV),*. 
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We now calculate 
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V max - ~nlax = ~(4 + e - U) - ~(4 + e - 24) - 24.(4%),, 
+ 2u(.u(uu)k),* + t[(.u(uu)ku)e2 - (.u(uu)ku),l] 
e(~ -e+e2-te)(i +Pk+2) 
= 
1+82 
(MACSYMA was helpful here as well.) Therefore, V,,,,, - U,,,,, = 0 when 
t= i-e+82 
e = 2(u + t9). 
Invoking inequality (7.15), we see that V,,, will exceed U,,,,, whenever t E 1, 
while U,,,,, will exceed V,,,,x for t E J; this completes this case of the 
inductive argument. 
The other case is similar; let UC and LJ~ be candidate strings of length 
2k + 1, so that [<I = 2k. Then, by induction, 
u = k(ulf) - t * (.&),.p 
= ~(4 + e - 24) - te54 + [k(c) - (214 + e*t)(.r),,] 
will be maximized by 4 = (VU)‘-‘UU, giving 
U max = k((uu)ku) - t * (.(zaQku). 
Similarly, we get V = k(ur) - t . (.u&, maximized by { = (a~)~, giving 
V max = k(u(zm)k) - t . (.v(uu)~). 
In this case, we do not even have to express everything in terms of 8; we can 
see that 
V max - ~lllax = 2u[ (.(uU)k)02 - (.(Uu)k),,] 
- t[(.(uU)ku),* - (.(Uu)ku>,*] 
= (2u - t)[(.(uU)k),* - (.(Uu)k),2]. 
Since the bracketed expression is positive, we can refer to inequality (7.15) 
and again conclude that V,,,,, > U,,, for t E I, while U,,,,, > V,,, for t E J. 
This completes the induction. 
Note that the correction term t . (.& which appears in Lemma 4 is 
bounded for t in IV J. When we also remember the f-tail approximation 
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(7.9), we can joyfully throw away the maze of technical details which have 
been hassling us, and simply conclude that, for any m > 1, 
max f(Y) =f((OuOu)“) + O(1) 
YE Y4,LO 
= f((OuOu)“.OuOuOuOu * a. ) + O( 1) 
=n(u(# + 6-u)+ u(# +e-u)- 2u(.ooououou *..)B 
- 2u(.ouououou ‘**)e] + O(1) 
y ((6 + e) + O(1) if m is even, 
ZZ 
if m is odd. 
We can write this more compactly if we define the special purpose notation 
E, by 
1 if m is even, 
E, = 
m*+3 
m2+4 
if m is odd. 
Then, we have 
“$y/f(Y) = y L(#J + 0) + O(1); 
n. 
and by @relation (7.6), we have 
,yjy, V,(Y) = ve((Ou Ou)“) + O( 1) = 7 E, + O( 1). n 
Sincef($) = -f(y), we also have 
Now, this level of knowledge about the maxima and minima of the 
function ye turns out to be sufficient for the computation of v(w~). Recall 
that 
E&-d u(0.1,) = lim;up -, 
log N 
. 
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where 
Since the sequence (qk) grows geometrically, and since changing N by a 
multiplicative constant only affects log N by an additive constant, we can 
also write 
~(0~) = lim sup 
max 
n 
It is trivially the case that 
and, from the above theory, we have 
1 + max w,(a) - Br$l W#) = we((~OvO)“) - Wo((ouov)“) + O( ‘1 
a E Yl”.,, 4”.” 
The factor of 2 in this last term is also washed out by the slow growth of the 
logarithm. Thus, we can deduce that 
u(0,) = lim sup 
( 
rime, + O(1) 
n b3(q4,) ) 
= lim 
( 
nmc, + O(1) 
n 4nlog#+O(l) 
We restate this result as Theorem 4. 
THEOREM 4. u 0 = (,/m~ - m)/2 for some positive integer m, and 
4 = l/e, then we have 
i 
m 
N. %44 = 4 1% $ 
ifm is even, 
v(oe) = 1im;up 
log N 
vrn is odd. 
(In fact, we have actually also demonstrated the slightly stronger fact that, 
for these values of 8, 
NQv(w,) < v(w,Wg N) + O(l).) 
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TABLE I. 
Van der Corput sequence 
1 
-=0.481... 
I 
3 log 2 
-=0.481... 
3 log 2 
w,for0=(& 1)/2,m= 1 1 = 
5 log(l/8) 
o*416.** 3 = 0.312... 
20 log( l/8) 
w,for0=&l,m=2 1 = 
2 lot4 l/e) 
0.567... 1 = 0.284... 
4 lot3( l/Q 
When Theorem 4 is added to other recent results, we find ‘that a fair 
amount is known about the discrepancies of a few sequences. Define v*(o) 
by 
v*(w) = limNsup ND,*(o) 
IogN ; 
then, a summary of some known values of D(W) and r*(o) is given in 
Table I. (For the results on the Van der Corput sequence, see [l] and [2]. 
The value of v*(wa) for m = 1 is credited to Y. Dupain [8], while v*(w,) for 
m = 2 comes from V. T. Sos and Dupain[8].) 
It is interesting to note that our analysis of o, is based upon a “digit 
reversal” structure similar to that used in defining the Van der Corput 
sequence. It might be possible to specify a more general “digit reversal” 
framework which would include both cases. 
The second column of Table I shows that we for m = 2 is actually better 
distributed in a v* sense than is oe for m = 1. This somewhat surprising fact 
can be viewed as additional evidence that the standard discrepancy is a more 
natural concept than the discrepancy at the origin. 
Finally, it is well known [5, p. 911 that 0; < D, Q 2D,*, and it follows 
that v* < v < 2v*. It is interesting to note that Table I includes both extremes 
of behavior. 
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