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Abstract
The paper deals with two-dimensional slow-fast systems and more specifically with multi-layer canard
cycles. These are canard cycles passing through n layers of fast orbits, with n  2. The canard cycles are
subject to n generic breaking mechanisms and we study the limit cycles that can be perturbed from the
generic canard cycles of codimension n. We prove that this study can be reduced to the investigation of the
fixed points of iterated translated power functions.
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1. Introduction
In [11] we have studied the relaxation oscillations that can be perturbed from canard cycles
with two breaking parameters, that we also called two-layer canard cycles. We want to refer to
the introduction of that paper for a detailed presentation of the notion of breaking mechanism,
breaking parameter and phase parameter that in this paper we will call layer parameter.
In this paper we want to generalize the study made in [11] to canard cycles with multiple
breaking mechanisms, i.e. canard cycles passing through two and more layers of fast orbits.
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Fig. 2. Canard cycle on a cylinder.
In Fig. 1 we show examples of canard cycles in the plane with respectively 2 (case (a)) and
3 (cases (b) and (c)) breaking mechanisms. We make an appropriate choice of sections Σi on
which the layer parameters, characterizing the different fast layers, can be defined, as well as
sections Tj on which, after blowing up in case of a turning point, the breaking parameter can be
defined.
In Fig. 2 we represent a canard cycle with 3 breaking parameters on a cylinder. Of course, for
realizing canard cycles as in Fig. 2, we not only need a singularity of Hopf type at each minimum
of the critical curve, but we also need singularities near the maxima that permit to change the
direction of the slow movement. [11] dealt with canard cycles as represented in Fig. 1(a).
As can be seen in Theorem 4.10 the results we obtain are for sure not an easy predictable
generalization of the results obtained in [11], but show the problem to be richer than could be
expected naively.
In [11], devoted to canard cycles appearing in Fig. 1(a), we have performed the study by
considering a map from
Σ1 ×Σ2 → T1 × T2
and systematically analyzed the stable singularities that such a map from a plane to a plane can
exhibit. The study depended on ε, for ε > 0 small, expliciting the relation with the relaxation
oscillations and their bifurcation in the vicinity of different canard cycles.
The systematic study depended on the codimension of these singularities, ending with the
most degenerate generic one of codimension 2.
We could of course try to mimic this approach and systematically study the stable singularities
of maps from
∏n
i=1 Σi →
∏n
i=1 Ti, in treating canard cycles with n breaking parameters and n
layer parameters. Seen the special nature of the maps Φ :
∏n
i=1 Σi →
∏n
i=1 Ti under considera-
tion this might be possible, but referring to the calculations in [11] quite cumbersome.
In fact in this paper we prefer to work directly near generic canard cycles that we believe to be
the most interesting ones with respect to the complexity of bifurcations of relaxation oscillations
that will occur in their vicinity. The exact conditions that we consider are direct generalizations
of the conditions encountered in [11], and which determine the generic codimension 2 canard
cycles with two breaking parameters.
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results that we want to prove in Section 2. Unlike in [11] we will not restrict to Liénard systems.
Without aiming at describing the most abstract setting that our methods could be applied to,
we will however treat a setting that not only permits an easy way to state the results, but is
sufficiently general to be applied to a large variety of problems, not only on the plane but also on
more general orientable and non-orientable surfaces.
2. Slow-fast systems and canard cycles
2.1. General slow-fast systems
We consider slow-fast systems Xλ,ε on a surface M (for instance R2 or a cylinder S1 × R)
depending on a local parameter (ε, λ) ∈ (R+ × Rp, (0,0)), i.e. defined for (ε, λ) ∈ [0, ε0) × W
where ε0 > 0 and W , a neighborhood of 0 ∈ Rp , are small enough. We will suppose that at each
point of the surface, one has a chart with coordinates (x, y) ∈ Ω , some neighborhood of 0 ∈ R2,
in which the system is written as a parameter family:{
x˙ = f (x, y,λ, ε),
y˙ = εg(x, y,λ, ε), (1)
where f,g are smooth functions on Ω × [0, ε0) × W . We suppose also that ∂f∂y (x, y,λ,0) = 0
everywhere on Ω × W , and that if (x, y,λ) is a point such that f (x, y,λ) = ∂f
∂x
(x, y,λ,0) = 0,
then ∂
2f
∂x2
(x, y,λ,0) = 0. This implies that for all λ ∈ W , the equation {f (x, y,λ,0) = 0} is
locally a graph: {y = ϕ(x,λ)} of a smooth function ϕ, and possible contact points with the
horizontal direction are quadratic.
These local assumptions imply that the singular set of the so-called layer system Xλ,0 is
a simple curve (a one-dimensional submanifold) Lλ in the surface M . This curve, called the
critical set of Xλ,0, does not need to be connected, nor even to be a graph when M = R2. The
orbits in M −Lλ are called fast orbits of Xλ,0. The local model (1) implies that these fast orbits,
which are regular curves in M − Lλ, have a well-defined direction limit at their limit points
on Lλ: they extend to define on M regular curves with (at most) quadratic tangency with Lλ. Let
Cλ be the set of these tangency points that we will call the contact points of the layer system.
Using again the local model (1) it is clear that the contact points are isolated in M .
The set Lλ −Cλ is a union of curves which, along connected subsets of Lλ, are in alternance,
(normally hyperbolically) attracting and (normally hyperbolically) repelling for Xλ,0. On Lλ −
Cλ one defines the slow dynamics equal to the limit, when ε → 0, of the restriction to the center
manifolds of the 3-dimensional (λ-dependent) system 1
ε
(Xλ,ε,0), that is obtained by adding
to (1) the equation ε˙ = 0. In a chart Ω of the local model and in the points where ∂f
∂x
= 0, one
can see locally Lλ −Cλ as a graph x = x(y,λ) and the slow dynamics is given by the differential
equation: y˙ = g(x(y,λ), y,λ,0); in terms of x it can be expressed as: x˙ = g(x,ϕ(x,λ),λ,0)
ϕ′(x,λ) (see
[5,6] for more details).
2.2. Some basic definitions
We are especially interested in periodic orbits that are close, in the Hausdorff sense, to the
limit periodic sets of the layer equation Xλ,0. These limit periodic sets consist of curves contained
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represents a simple closed curve. We call such a degenerate limit periodic set a slow-fast cycle,
and the connected curves of singularities are also called slow curves. Of course, each slow curve
in a slow-fast cycle is either attracting or repelling.
As the contact points are isolated and a limit periodic set is compact, each slow-fast cycle
contains just a finite number of slow curves, fast orbits and contact points. Near the most generic
contact points (points where in the model (1) the function g is non-zero), called jump points,
a periodic orbit of Xλ,ε , for ε > 0, staying close to an attracting slow curve for a while, can only
continue close to a fast orbit. For a precise definition of jump point and proof of the claim, we
can e.g. refer to [10].
A more degenerate contact point, a zero of the function g in the model (1), can permit in its
neighborhood periodic orbits of Xλ,ε that, after staying a while near an attracting slow curve,
continue by following a piece of a repelling slow curve. Such contact points are called turning
points (see e.g. [8] or [9] and also Fig. 2). Such orbits of Xλ,ε that, near a turning point, are close
to non-trivial pieces of both attracting and repelling slow curves are called canard solutions. It is
also possible to pass from a repelling slow curve to an attracting slow curve, by jumping from a
contact point to another contact point. This mechanism was studied in [10] in slow-fast Liénard
systems. In this spirit we call a slow-fast cycle a canard cycle if it contains both attracting and
repelling slow curves. The other slow-fast cycles are said to be common ones. Periodic orbits
of Xλ,ε that are in the Hausdorff sense, close to slow-fast cycles are called relaxation oscilla-
tions. We called them common (respectively canard) relaxation oscillations, if they are close to
a common (respectively canard) slow-fast cycle.
The papers [9,10] deal with multiple relaxation oscillations and their bifurcations near well-
chosen canard cycles in slow-fast Liénard systems. In these papers, the canard cycle near which
the bifurcation is studied, is produced by a single breaking mechanism: in [9], a Hopf breaking
mechanism, produced by the variation of a Hopf breaking parameter which pushes a singular
point of the slow dynamic through a contact point; in [10], a jump breaking mechanism produced
by the variation of the vertical distance (the jump breaking parameter) between two contact points
at the same level.
2.3. Multi-layer canard cycles
In [11], we studied the simultaneous occurrence of two mechanisms. In the present paper, we
want to generalize [11] in two directions. First, we consider canard cycles in general slow-fast
systems and not just for Liénard systems on R2. But essentially, we consider canard cycles on
which operate simultaneously n breaking parameters, for any number n  1 (papers [9,10] are
concerned with n = 1 and [11] with n = 2). These canard cycles will be called n-layer canard
cycles for a reason that will be explained below.
We will assume that the canard cycle Γ , existing at the parameter value λ = 0, is generic.
This means that all the contact points contained in Γ are quadratic. This property was supposed
to hold for all contact points in M but from now on, we will restrict to an arbitrary neighborhood
U of Γ and we just need the quadratic contact property for the contact points on Γ . We also
suppose that the slow dynamics has no zeros on the slow curves contained in Γ (occurrence of
such zeros are studied in [7]).
Let us give a more precise description of an n-layer canard cycle. This canard cycle contains
n breaking mechanisms, each of them at either a degenerate contact point c or along a fast orbit
γ jumping from a jump contact point pγ to another one qγ .
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generate means that g(0,0,0,0) = 0. We will suppose the generic condition: ∂g
∂x
(0,0,0,0) = 0.
We consider the function λ → g(0,0, λ,0) that we call the coincidence function of the Hopf
breaking mechanism. After rescaling it gives rise to the Hopf breaking parameter, as defined in
[11] (see also [9]), and whose definition we will repeat in Section 3.
Consider now the case of a jump mechanism. We choose a section T , transverse to the fast
jumping orbit γ . Let pλγ and qλγ be the contact points of Xλ,0 near pγ and qγ , respectively, for
λ near 0 (p0γ = pγ and q0γ = qγ ). For λ near 0, the fast orbit with α-limit pλγ cuts T a first
time at A(λ) and the fast orbit with ω-limit qλγ cuts T a first time (in reverse time) at B(λ). Let
a(λ) = B(λ) − A(λ) computed for a smooth chosen parametrization of T . The function a(λ)
is smooth and by assumption a(0) = 0. It will give rise to the jump breaking parameter (of the
breaking transition, see Section 3). We call it the coincidence function of the jump breaking
mechanism.
Now, let T 1, . . . ,Tn be the n breaking mechanisms which are labeled in the order compatible
with the orientation of Γ (each Ti is situated either at a degenerate contact point or at a fast orbit
between two jump points). At each Ti is associated a coincidence function ai(λ). We suppose
the generic condition:
The map λ → (a1(λ), . . . , an(λ)) has a maximum rank n at λ = λ0.
The orientation of Γ induces a cyclic order on the breaking mechanisms and related loci; we
denote them: T1, . . . ,Ti , . . . ,Tn, where i is a cyclic index which belongs to Z/nZ. We will often
write n instead of 0 and represent the elements of this cyclic group by {1, . . . , n} (and not by
{0, . . . , n− 1} as usual). This convention will be used all along the text.
In this paper we will only consider orbits staying sufficiently close to a given slow-fast cy-
cle. As such, the breaking mechanisms under consideration can be taken as isolated, and not
belonging to a larger breaking locus, like e.g. represented in Fig. 3.
These two generic breaking mechanisms express the only ways, in this paper, that an attracting
slow curve can be followed by a repelling slow curve, for the cyclic order.
In between two breaking mechanisms we suppose to have exactly one fast orbit (in the positive
direction) having both as α-limit and as ω-limit a point in L0 − C0. Of course such a fast orbit
has to belong to a 1-parameter family of fast orbits having both as α-limit and as ω-limit a point
in L0 −C0; we can call it a layer of fast orbits or fast layer.
Let us call this phenomenon the fast layer; it expresses the only way, in this paper, that a
repelling slow-fast curve can be followed by an attracting slow curve, for the cyclic order.
In between a fast layer and a breaking mechanism we admit that Γ consists of a union of
attracting slow curves and fast orbits (see Fig. 4). We will call this an attracting sequence.
A fast orbit in an attracting sequence necessarily has as α-limit a (jump) point in C0, while
we require that the ω-limit be situated in L0 −C0 (as in Fig. 4).
Fig. 3. Degenerated breaking mechanisms.
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We also require the same on Γ when we reverse time, implying similar conditions on a suc-
cession of repelling slow curves, as we have on a succession of attracting slow curves. The
related succession of repelling slow curves and intermediate fast orbits will be called a repelling
sequence.
We return now to the layer orbits. As described before, one has a unique layer orbit li in Γ , for
each i ∈ Z/nZ (see the convention for the index i introduced above). This layer orbit links the
repelling sequence Ri to the attracting sequence Ai+1. As we already observed, each li belongs
a 1-parameter family of such fast orbits (a fast layer), and as a consequence the canard cycle is
a member of an n-parameter family of similar canard cycles. To make this point more precise,
we consider a transverse section Σi to li , transverse to the field X0,0, for each i ∈ Z/nZ. Let ui
be a smooth regular parametrization of Σi , such that Σi ∩ li corresponds to ui = 0. We choose
the |ui | sufficiently small, let us say ui ∈ ]−β,β[ for some β > 0 small enough; we can replace
li by li (ui), the fast orbit passing through the point ui ∈ Σi (li = li (0)) (in what follows, we
will reduce each Σi to its part parametrized by ]−β,β[ and we will write indifferently ui ∈
Σi or ui ∈ ]−β,β[). So, we have an n-parameter family of canard cycles Γu, parametrized by
u = (u1, . . . , un) ∈ ]−β,β[n. The canard Γu is the one containing the fast layer orbits li (ui), for
i ∈ Z/nZ. To emphasize the dependence on ui , we will write ni(ui),mi(ui) for the end points
of the layer orbit li (ui), and also Ai(ui−1),Ri(ui) for the attracting and repelling sequences
associated to the transition Ti . Our initial canard cycle Γ is just Γ0. Parameters ui are called: the
layer parameters (in [11] they are called phase parameters because they parametrize the position
of the canard cycle in the phase space, now the surface M ; we however believe that the new name
is a better choice).
Remark 2.1. Let us notice that it is just the first slow curve of Ai(ui−1) which effectively depends
on the parameter ui−1. The other ones do not depend on the layer parameters because each of
them begins at the ω-limit of a fast orbit starting at a jump point of X0,0 and finishes also at a
jump point of X0,0 (see Fig. 4). We can make a similar remark for the sequence Ri(ui).
2.4. Examples of multi-layer canard cycles
We can first consider polynomial slow-fast Liénard systems. These systems are defined in R2
by a single equation (1) with f (x, y,λ, ε) = y − Fλ(x) and g(x, y,λ, ε) = gλ(x) where F and
g are polynomials in x and the coefficients depend smoothly on λ. In this case the critical set
for λ = 0, is the graph of the function F0. In Fig. 1 we show a possible n-layer canard cycle
with n − 1 Hopf transitions and one jump transition, for n = 2 or 3. There are general similar
examples of n-layer canard cycles for any n 2 where the function F0 is a Morse function with
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g0 has n − 1 simple zeros at the minima of F0 and that the fast dynamics jumps from the left
maximum to the right one.
It is possible to generalize somewhat the Liénard system by considering functions Fλ and
gλ that are T -periodic in the variable x, for some T > 0 (for example systems coming from
mechanics). In this case one supposes that the system is defined for (x, y) in the annulus S1 ×R,
with S1 = R/TZ. The critical set is then a circle around the annulus, which is the periodic
graph of F0. Putting a simple zero of g0 at each minimum of F0 we have n-layer canard cycles
contained in the side below the critical curve. Of course, we can put zeros at the maxima to obtain
canard cycles in the upper side. In Fig. 2 there is an example of a 3-layer canard cycle passing
through 3 minima of F0.
In the two examples above we can of course replace some of the Hopf mechanisms by jump
mechanisms (we need at least a zero of g0 on the part of the critical curve between the pair
of jump points associated to each jump mechanism). We can as well replace some minima by
maxima. Fig. 5 illustrates this possibility.
Fig. 5. Canard cycle passing through minima, maxima and jumps.
Fig. 6. Canard cycle passing through two connected components of the critical set.
Fig. 7. Canard cycle related to a closed connected component of the critical set.
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more general function f we can obtain a non-connected critical set and critical sets which are
not graphs. Fig. 6 shows a multi-layer canard cycle where some layers jump from one connected
component to another. In this example fλ(x, y) = (y−F 1λ (x))(y−F 2λ (x)) where F 10 (x) < F 20 (x)
for all x. In Fig. 7 we show an example of a multi-layer canard cycle whose layer equation has a
critical set which is a closed curve in R2. It is of course possible to combine these two types of
canard cycles.
More generally, it is easy to find examples of multi-layer canard cycles defined on arbitrary
surfaces. Examples can be constructed in a systematic way by gluing together systems (1) defined
on open sets of R2.
3. Equation of bifurcating limit cycles
We consider an n-layer canard cycle Γ for a general slow-fast system as defined in Sec-
tion 2. The slow-fast system Xλ,ε is considered for (λ, ε) near (0,0) ∈ Rp × R+, and is in
fact an unfolding of the layer equation X0,0. We recall that Γ imbeds in an n-parameter fam-
ily of similar n-layer canard cycles Γ(u1,...,un), with Γ = Γ0. We want to study the limit cycles
(also called relaxation oscillations in this context) which bifurcate from Γ when (λ, ε) is near
(0,0) ∈ Rp ×R+. We will only consider the case in which Γ0 has cylinders as tubular neighbor-
hoods, and not Möbius strips. Our techniques allow us to study the latter situation too, but for
simplicity in presentation we prefer not to do it in this paper.
The canard cycle is supposed to be generic, as defined above and in particular the coincidence
map
λ → (a1(λ), . . . , an(λ)) (2)
is supposed to have a maximal rank at λ = 0 (to be a submersion); this supposes that p  n.
From now on and to make the text simpler, we will suppose that the parameter λ is equal to the
parameter a = (a1, . . . , an), a condition that can always be supposed if n = p. The system is
then an unfolding Xa,ε , where (a, ε) is near (0,0) ∈ Rn × R+. In this case, let us notice that it
follows from the definition of the coincidence map that the family of canard cycles Γ(u1,...,un)
is defined for the value (a, ε) = (0,0) and then the canard family Γ(u1,...,un) and all the notions
which will be attached to it do not depend on extra parameters.
Remark 3.1. If p > n, we can make a local change of the parameter λ near 0 ∈ Rp , by a germ of
diffeomorphism at 0 ∈ Rp , such that the parameter λ is written λ = (a, ν), with ν ∈ (Rn−p,0).
The canard family and all the notions which will be attached to it depend then also on the para-
meter ν. But it is trivial to control this dependence: all the functions we will define are smooth
in ν. Then, one can consider ν as a mute parameter in the rest of this paper in order to extend the
results of this paper to the general case p > n.
Let us consider an open connected curve σ ⊂ L0 −C0 (open connected curve means that σ is
diffeomorphic to an open interval of R; it may happen that one or two ends of σ belongs to C0.
Along such a curve one can consider the slow divergence integral Int(σ ) as introduced in this
general context in [6].
The divergence integral is used along Xa,ε-orbits, for ε > 0, that stay Hausdorff-close to the
critical manifold of X0,0, more precisely close to segments in L0 − C0. It is known [5,8] that
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manifolds permits to define, in an intrinsic way, both
X0 = lim
(a,ε)→(0,0)
1
ε
Xa,ε (3)
called the slow vector field along L0 −C0 and
Int(γ ) = lim
(a,ε)→(0,0) ε
∫
γ(a,ε)
divXa,ε dt (4)
where the γ(a,ε) are Xa,ε-orbits approaching γ .
The assumptions in this paper allow to extend the definition of the slow divergence integral
to open segments ]s1, s2[ ⊂ L0 −C0 of which the end points are allowed to belong to C0. If σ is
a finite union of disjoint open segments contained in L0 − C0, one defines Int(σ ) as the sum of
integrals on each segment.
Remark 3.2. In the particular case of a slow-fast Liénard system on R2:
Xa,ε
{
x˙ = y − Fa(x),
y˙ = εga(x) (5)
and a curve σ , which projects on the interval ]x1, x2[ of the x-axis, one has the explicit expres-
sion:
Int(σ ) = −
x2∫
x1
1
g0(x)
(
dF0
dx
(x)
)2
dx.
Let us consider now the 2n integrals Ii,j (uj ), defined for i ∈ Z/nZ, j = i, i − 1:
Ii,i−1(ui−1) = Int
(
σ
(
Ai(ui−1)
))
, Ii,i (ui) = − Int
(
σ
(
Ri(ui)
))
where σ(Ai(ui−1)) is the union of the slow curves which constitute the attracting sequence
Ai(ui−1) and σ(Ri(ui)) is the union of the slow curves which constitute the repelling sequence
Ri(ui).
Remark 3.3. 1. These choices, and in particular the sign (−) in front of the second integral
(which is equivalent to reverse the sense of integration) are made such that each of these functions
is strictly negative for all ui−1, ui ∈ ]−β,β[.
2. As the contact points are generic (quadratic contact with the direction of the fast dynamics)
the integrals are proper at the end points and then the functions Ii,j are smooth. In fact, for
polynomial Liénard systems, the explicit formula (5) shows that these functions are rational in
this case.
3. It is clear that the derivative I ′i,j (uj ) = 0, for all uj ∈ ]−β,β[ and then that this derivative
has a constant sign, but depending on the case this sign may be positive or negative. Let us
consider a layer with layer variable uj and call m(uj ) the ω-limit of the fast orbit corresponding
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Let Ii,j (u) be the corresponding integral. Now, if the point m(uj ) moves towards p when uj
increases, one has that I ′i,j (uj ) < 0. If the point m(uj ) moves away from p when uj increases,
one has that I ′i,j (u) > 0. To illustrate this point, it suffices to look at the first example of 2.4,
related to Fig. 1, for instance. In this example, all the layer variables are oriented upward. It
follows from this that the two extreme integrals have a positive derivative and that the n − 2
intermediate ones have a negative derivative.
For each breaking mechanism Ti we choose one section Ti . In the case of a jump breaking
mechanism we have already explained in 2.3 how to choose such a section, transverse to the fast
orbit included in the breaking locus and we have defined a coincidence function whose value
is ai , because of the specific choice of parameters a = (a1, . . . , an) that we have made. From
now on and like in [11] we will call ai a breaking parameter of Ti . In 2.3 we have also defined
the coincidence function with as value ai , in the case of a Hopf breaking mechanism (recall that
this parameter expresses the displacement of a zero of the slow dynamics through the contact
point of the transition). It was explained in [8,9] for instance, how to find a section, transverse to
the blow-up half-sphere of the degenerate contact point (see also [11]). We define the rescaled
parameter: a¯i = ε−δai for some δ > 0 as the breaking parameter at the Hopf mechanism Ti (it
expresses a breaking evaluated along the section Ti). To keep the notations homogeneous, we
will also write a¯i for the breaking parameter at a jump breaking mechanism (i.e. we write ai = a¯i
for a jump breaking parameter). We globally write: a¯ = (a¯1, . . . , a¯n).
We recall now an important definition already introduced in [11]:
Definition 3.4. We say that a function f (z, ε), with z ∈ Rp for some p, is ε-regularly smooth
in z (or ε-regularly C∞ in z) if f is continuous and all partial derivatives of f with respect to z
exist and are continuous in (z, ε).
Remark 3.5. In this paper we will constantly work with functions that are ε-regularly smooth in
z with z equal to (u, a¯) or to a subset of it. As we will explain later on, the ε-regularly smooth
functions that we will encounter are in fact smooth functions in (u, ε¯, ε¯ log ε¯) with ε¯ = ε1/6.
We want now to give expressions for the transition maps for ε > 0, from the section Σi−1
to the section Ti , along the flow of Xa,ε , and from Σi to Ti along the flow of −Xa,ε (reversing
time).
It follows from previous papers [5,6,8–10], that there exist functions I˜i,j (uj , a¯, ε) which are
ε-regularly C∞ in (uj , a¯), such that
I˜i,j (uj ,0,0) = Ii,j (uj ) for i ∈ Z/nZ, j = i − 1, i,
and such that the transition maps have the following expressions:
(1) from Σi−1 to Ti :ui−1 → exp( I˜i,i−1(ui−1,a¯,ε)ε )+ fi,i−1(a¯, ε),
(2) from Σi to Ti :ui → exp( I˜i,i (ui ,a¯,ε)ε )+ fi,i(a¯, ε),
with fi,j functions that are ε-regularly smooth in a¯. By a change in the parameter: (a¯, ε) →
(ϕ(a¯, ε), ε), where ϕ(a¯, ε) is a family of a¯-diffeomorphisms ε-regularly smooth in a¯, we can
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difference:
fi,i−1(a¯, ε)− fi,i(a¯, ε) = a¯iFi(a¯, ε),
with a function Fi(a¯, ε) which is ε-regularly smooth in a¯ and such that Fi(0,0) = 0 (see [9,10]
for more details). This clearly implies the following system of n equations for the limit cycles:
exp
I˜i,i−1(ui−1, a¯, ε)
ε
− exp I˜i,i (ui, a¯, ε)
ε
= a¯iFi(a¯, ε) for i = 1, . . . , n. (6)
By construction, there is a relaxation oscillation cutting each section Σi at the point of coor-
dinate ui if and only if (u1, . . . , un) is a solution of the system of equations (6). As Fi(0,0) = 0
for i = 1, . . . , n, this system of equations can be written as
exp
I˜i,i−1(ui−1, a¯, ε)
ε
− exp I˜i,i (ui, a¯, ε)
ε
= a¯i for i = 1, . . . , n, (7)
with new functions I˜i,j which differ from the previous ones by terms of order O(ε), which are
ε-regularly C∞ in (u, a¯).
A problem is that the parameter a¯ also appears in the left-hand terms of the equations. But
one can solve this system in a¯ because the partial derivatives of the left-hand terms with respect
to a¯, are flat in ε. One can hence solve (7) to obtain a¯i = a¯i (u, ε) with i ∈ Z/nZ, such that
the functions a¯i (u, ε) have exactly the same form as the left-hand terms of (7) except that each
function I˜i,j is replaced by a function depending only on (uj , ε) and which is an ε-flat perturba-
tion of the previous one. We shall continue to call it I˜i,j (uj , ε). Let us remark that we still have
I˜i,j (uj ,0) = Ii,j (uj ). It is now natural to introduce the map Φ :∏ni=1 Σi →∏ni=1 Ti , defined
(in a neighborhood of u = 0) by
Φ :u →
{
a¯i = exp I˜i,i−1(ui−1, ε)
ε
− exp I˜i,i (ui, ε)
ε
}n
i=1
. (8)
We can see Φε as an ε-family of maps from a space Rn, with coordinates u in [−β,β]n,
to another space Rn, with coordinates a¯ near 0 ∈ Rn depending on a parameter ε. Since we
work in the neighborhood of some Γ0 having cylindrical tubular neighborhoods, the relaxation
oscillations are given by the equation {Φε(u) = a¯}: for each parameter values a¯, ε small enough,
the relaxation oscillations passing through the n layers are in 1-to-1 correspondence with the
points u in the counter-image: Φ−1ε (a¯).
In [11], we have made a complete study of the map Φε in the case n = 2. Under generic
assumptions it was proved, as expected, that the map Φε (for ε > 0 small enough), has only
generic Whitney singularities of a plane-to-plane map: a line of folds or a unique cusp point (in
a sufficiently small domain of the layer parameter).
It could be expected that under similar generic assumptions in the more general context
adopted here, one finds a similar result for any n, i.e. that the most degenerate possibility for
the bifurcation of a generic n-layer canard cycle of codimension n is given by an iterated fold
singularity, i.e. a singularity of type Σ1,...,1 in the terminology of Thom [19], Boardman [3],
Morin [14], generalizing the singularities of Whitney. This would correspond to the bifurcation
1340 F. Dumortier, R. Roussarie / J. Differential Equations 244 (2008) 1329–1358of n hyperbolic limit cycles from the canard cycles. In this paper we will not try to completely
generalize these results, but we content ourself to show that in a rescaled domain in the phase
space, the return map along a generic canard cycle of codimension n has a simple but unexpected
structure: it is a composition of translated power functions: ξ → α + ξ r . An interesting observa-
tion is that one can obtain more than a single generic singularity in the rescaled domain. Even
restricting to n = 3, in some generic situations can bifurcate 5 hyperbolic limit cycles from the
canard cycle and not just 4 as it could be expected. This means that one cannot generalize the
result of [11] when n 3, in a straightforward simple way.
4. Rescaling generic balanced canard cycles
4.1. Definitions and rescaling
We consider an n-layer canard cycle Γ as defined in Section 2, with a system of layer para-
meters u = (u1, . . . , un) ∈ ]−β,β[, such that Γ = Γ(0,...,0).
Definition 4.1. The canard cycle Γ is said to be balanced if the integrals Ii,j verify the following
conditions
Ii,i(0) = Ii,i−1(0) for i ∈ Z/nZ. (9)
A balanced canard cycle can be seen as a canard cycle of codimension at least n. To precise
this notion of codimension, we introduce now a genericity condition:
Definition 4.2. Let us suppose that Γ is a balanced canard cycle. Then it is said to be generic if
n∏
i=1
I ′i,i (0) =
n∏
i=1
I ′i,i−1(0). (10)
Lemma 4.3. Let us consider the map I :u → (Ii,i (ui)− Ii,i−1(ui−1))ni=1. Then
Jac(I )(u) = Det(dI)(u) =
n∏
i=1
I ′i,i (ui)−
n∏
i=1
I ′i,i−1(ui−1).
Proof. We expand the Jacobian determinant Jac(I )(u) along its first line. We obtain a sum of
two terms: I ′1,1(u1)M1(u)+(−1)nI ′1,n(un)M2(u) where M1(u) and M2(u) are the corresponding
(n− 1) × (n − 1)-minors. These two minors are triangular and their value is simply the product
of their diagonal terms. One finds:
M1(u) =
n∏
i=2
I ′i,i (ui) and M2(u) = (−1)n−1
n∏
i=2
I ′i,i−1(ui−1).
The result follows, taking in consideration that (−1)2n−1 = −1. 
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I (0) = 0. It results from Lemma 4.3 that the balanced canard cycle is generic if and only if the
I (u) has a maximum rank at u = 0. As a consequence one has the following result:
Lemma 4.4. Let us suppose that the canard cycle Γ is balanced and generic (the condi-
tions (9) and (10) are verified). Then there exists a continuous application: ε → u(ε) =
(u1(ε), . . . , un(ε)), with u(0) = 0 such that
I˜i,i
(
ui(ε), ε
)= I˜i,i−1(ui−1(ε), ε) (11)
for all ε > 0, small enough.
Proof. We introduce the map I˜ (u, ε) = (I˜i,i (ui, ε) − I˜i,i−1(ui−1, ε))ni=1. The system of equa-
tions (11) is equivalent to the vectorial equation in the unknown application u(ε):
I˜
(
u(ε), ε
)= 0. (12)
The components of the map I˜ (u, ε) being ε-regularly smooth in u, we can use the Implicit
Function Theorem to find a continuous application ε → u(ε) solving Eq. (12) with the initial
condition u(0) = 0 (as we have I˜ (u,0) = I (u), where I is the map introduced in Lemma 4.3,
Eq. (12) is verified for ε = 0). 
Remark 4.5. Following [5,10] the function u(ε) is smooth in (ε 16 , ε 16 log ε).
We can introduce now the rescaled layer variables:
Definition 4.6. Let us suppose that Γ is a generic balanced canard cycle and let u(ε) =
(u1(ε), . . . , un(ε)) be the application associated to it in Lemma 4.4. For each i = 1, . . . , n, the
rescaled layer variable Ui is defined by
ui = ui(ε)+ εUi,
where Ui ∈ [−Ki,Ki], with Ki > 0. The constants Ki can be chosen arbitrarily large, but must
verify the compatibility conditions (21) below. The choice of Ki defines a rescaled layer, close
to li , where li stands for the precise fast orbit at which Γ0 passes through the ith layer.
We introduce now the following continuous functions of ε:
I 0i (ε) = I˜i,i (ui(ε), ε) = I˜i,i−1
(
ui−1(ε), ε
)
,
I 1i,j (ε) = I ′i,j
(
uj (ε)
)
.
Let us notice that the functions I 1i,j (ε) are different from zero. Using these functions, we have
the following expansions for the functions I˜i,j :
I˜i,j (uj , ε) = I 0i (ε)+ εI 1i,j (ε)Uj
(
1 + εϕi,j (Uj , ε)
)
, (13)
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We take: a˜i = a¯i exp(− I
0
i (ε)
ε
). We will consider these new parameters a˜i as exponentially
rescaled parameters. As I 0i (ε)  −K for some K > 0, we can choose the parameters a˜i in an
arbitrarily large bounded interval, but verifying the compatibility conditions (21) below (the pa-
rameters a¯i themselves will belong to an ε-exponentially small interval). We can now look at the
map Φε from the rescaled variables (U1, . . . ,Un) with value in the rescaled breaking parameter
(a˜1, . . . , a˜n). Its ith component Li is given by
Li : a˜i = exp
(
I 1i,i (ε)Ui
(
1 + εϕi,i(Ui, ε)
))− exp(I 1i,i−1(ε)Ui−1(1 + εϕi,i−1(Ui−1, ε))).
To simplify this expression, we introduce new rescaled layer parameters:
Vi = expUi for i ∈ Z/nZ. (14)
These new variables are strictly positive. They can be chosen in the large intervals
[exp(−Ki), exp(Ki)] contained in R+.
To simplify the notation further, we also write:
I 1i,i (ε) = τi(ε), I 1i,i−1(ε) = νi−1(ε). (15)
The equation Li takes the form:
a˜i = V τi(ε)i exp
(
ετi(ε)ϕi,i (logVi, ε)
)− V νi−1(ε)i−1 exp(ενi−1(ε)ϕi,i−1(logVi−1, ε)),
which can be written:
Li : a˜i = V τi(ε)i
(
1 + εψi,i(Vi, ε)
)− V νi−1(ε)i−1 (1 + εψi,i−1(Vi−1, ε)), (16)
where the functions ψi,i(Vi, ε) and ψi,i−1(Vi−1, ε) are ε-regularly smooth in V = (V1, . . . , Vn),
because Vi  exp(−Ki) > 0 and Vi−1  exp(−Ki−1) > 0.
4.2. Return map as a composition of translated power functions
Let us write τi = τi(0), νi = νi(0) for i ∈ Z/nZ. The equation Li in (16) can be solved as a
map ϕi
ε,a˜i
from Vi−1 to Vi :
Lemma 4.7. Take Ki−1 > 0 and Ai−1 > 0, for i ∈ {1, . . . , n} (we will choose both Ki−1 and
Ai−1 large). Then, if ε is small enough (in function of the choice of Ki−1 and Ai−1), one can
solve the equation Li as an a˜i -parametrized map ϕiε(Vi−1, a˜i ):
ϕiε,a˜i
(·) = ϕiε(·, a˜i ) :Vi−1 → Vi =
(
a˜i + V νi−1i−1
) 1
τi + εθi−1(Vi−1, a˜i , ε), (17)
defined for (Vi−1, a˜i) in the domain
Di−1:
{
exp(−Ki−1) Vi−1  expKi−1,
exp(−Ai−1Ki−1) a˜i + V νi−1i−1  expAi−1Ki−1. (18)
The function θi−1(Vi−1, a˜i , ε) is ε-regularly smooth in (Vi−1, a˜i).
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F(ξ, ε) = ξ(1 + εψi,i(ξ 1τi , ε)).
Let us choose an interval I = [c, d] ⊂ ]0,+∞) such that
[
exp(−Ai−1Ki−1), expAi−1Ki−1
]⊂ ]c, d[.
There exists ε0 > 0 small enough such that ∂F∂ξ (ξ, ε) = 0 for all (ξ, ε) ∈ I × [0, ε0].
We can then inverse the function ξ → η = F(ξ, ε) for (ξ, ε) ∈ I × [0, ε0], giving
ξ = η + εG(η, ε), (19)
for some function G which is ε-regularly smooth in η. This function is defined for (η, ε) ∈
I ′ × [0, ε′0], where 0 < ε′0  ε0 and I ′ = [c′, d ′] is a neighborhood of [exp(−Ai−1Ki−1),
expAi−1Ki−1] contained in I .
From now on, we suppose that (Vi−1, a˜i) ∈Di−1.
As Di−1 is compact, one has that a˜i +V νi−1(ε)i−1 (1+εψi,i−1(Vi−1, ε)) ∈ I ′ if ε is small enough.
Then, using (16), we can replace ξ by V τi(ε)i and η by a˜i +V νi−1(ε)i−1 (1+εψi,i−1(Vi−1, ε)) in (19),
if ε is small enough. This gives
V
τi(ε)
i = a˜i + V νi−1(ε)i−1 + εθ1i−1(Vi−1, a˜i , ε),
for some function θ1i−1 which is ε-regularly smooth in (Vi−1, a˜i ).
As we have also that a˜i + V νi−1(ε)i−1  c′ > 0, if ε is small enough, we can write:
V
τi(ε)
i =
(
a˜i + V νi−1(ε)i−1
)(
1 + ε θ
1
i−1(Vi−1, a˜i , ε)
a˜i + V νi−1(ε)i−1
)
. (20)
Then, as the function θ
1
i−1(Vi−1,a˜i ,ε)
a˜i+V νi−1(ε)i−1
is ε-regularly smooth in (Vi−1, a˜i), one has that
1 + ε θ
1
i−1(Vi−1, a˜i , ε)
a˜i + V νi−1(ε)i−1
> 0
if ε is small enough and then
(
1 + ε θ
1
i−1(Vi−1, a˜i , ε)
a˜i + V νi−1(ε)i−1
) 1
τi (ε) = 1 + εθ2i−1(Vi−1, a˜i , ε),
for some function θ2i−1 which is ε-regularly smooth in (Vi−1, a˜i ).
It follows from (20), that we can write:
Vi =
(
a˜i + V νi−1(ε)
) 1
τi (ε) + εθ3i−1(Vi−1, a˜i , ε),i−1
1344 F. Dumortier, R. Roussarie / J. Differential Equations 244 (2008) 1329–1358where θ3i−1(Vi−1, a˜i , ε) = (a˜i +V νi−1(ε)i−1 )
1
τi (ε) θ2i−1(Vi−1, a˜i , ε) is ε-regularly smooth in (Vi−1, a˜i).
Finally, as τi(0) = τi = 0, νi(0) = νi = 0 and a˜i + V νi−1(ε)i−1 > c′ > 0, one has that
(
a˜i + V νi−1(ε)i−1
) 1
τi (ε) = (a˜i + V νi−1i−1 ) 1τi + εθ4i−1(Vi−1, a˜i , ε),
where θ4i−1(Vi−1, a˜i , ε) is ε-regularly smooth in (Vi−1, a˜i). Putting
θi−1(Vi−1, a˜i , ε) = θ3i−1(Vi−1, a˜i , ε)+ θ4i−1(Vi−1, a˜i , ε),
we obtain the formula (17) for ψi
ε,a˜i
, where (Vi−1, a˜i) ∈Di−1 and ε is small enough. 
We now want to compose the maps ϕiε , starting with ϕnε = ϕ0ε (we recall that the index i is
taken in Z/nZ). Let us a priori make an arbitrary choice of (A0, . . . ,An−1), as large as desired;
we will not precise this choice in the subsequent notations. Taking K0 = Kn arbitrarily large, we
will choose the Ki , verifying the compatibility conditions
ϕi0(Di−1) ⊂
]
exp(−Ki), exp(Ki)
[
for i ∈ {1, . . . , n− 1}. (21)
The choice of Ki is recursively possible because the function ϕi0 is strictly positive on the com-
pact domain Di−1 (for whatsoever choice of Ai−1) and moreover, in a way compatible with (21),
the Ki can be chosen arbitrarily large. Let us notice that we do not ask the condition for i = n and
it may happen that ] exp(−K0), exp(K0)[ does not contain ϕn0 (Dn−1). As the condition (21) uses
the open interval ] exp(−Ki), exp(Ki)[, this condition remains true for ϕiε , if ε is small enough.
Then, under the conditions (21), and for ε small enough, we can consider the composition:
ϕε,a˜(V0) = ϕnε,a˜n ◦ · · · ◦ ϕ1ε,a˜1(V0). (22)
For any ε > 0 small enough, this map ϕε,a˜ is clearly the return map at the point u0(ε) of the
section Σ0, written in the rescaled variable V0.
Look first at the limit ε = 0. It follows from Lemma 4.7 that for each i ∈ Z/nZ, one has:
ϕi0,a˜i (Vi−1) = (a˜i + V
νi−1
i−1 )
1
τi and then by composition (using index n instead of 0):
ϕ0,a˜ :Vn →
(
a˜n +
(
a˜n−1 +
(
a˜n−2 + · · · +
(
a˜1 + V νnn
) ν1
τ1
) · · ·) νn−1τn−1 ) 1τn .
To make this composition more clear, we replace Vn by the variable ξ = V τnn , with ξ ∈
[−|τn|Kn, |τn|Kn]. With the notations:
ri = νi−1
τi−1
and αi = a˜i (for i ∈ Z/nZ), and α = (α1, . . . , αn), (23)
the map ϕ0,α , keeping the same name, has the following expression in the variable ξ :
ϕ0,α : ξ → αn +
(
αn−1 +
( · · · + (α1 + ξ r1)r2) · · ·)rn . (24)
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given in 2.4. In the first example we consider a Liénard system with n−1 Hopf breaking mecha-
nisms at n− 1 minima of the critical set, and one jump breaking mechanism between 2 maxima.
The constants r1, rn corresponding to the two extreme layers are negative and the other ones are
positive. If we consider the second example of a Liénard system on the annulus, we see that the
constants are all positive. Then we have not a complete freedom in the choice of the sign of the
ri if we restrict to Liénard systems. But if we consider the third example of a slow-fast system on
the annulus, where the critical set has two connected components, we can consider canard cycles
where some layers jump from one connected component to the other. We can observe that in
this case the corresponding constant ri is negative. Inversely, if a layer jumps from a connected
component to itself, the corresponding constant is positive. Using this observation it is possible
to construct n-layer canard cycle on the annulus for which we have any circular distribution for
the sign of the constants ri . The unique restriction, imposed by the fact that ϕ0,α is a limit of
maps preserving the orientation (see below the precise formulation in Theorem 4.10), is that the
number of ri with a negative sign is even, or equivalently that:
∏
i ri > 0.
The map ϕ0,α appears as a composition of very simple functions:
Definition 4.9. A function φrρ : ξ → ρ + ξ r defined for ξ ∈ R+ and depending on the parameter
ρ ∈ R and the constant r ∈ R− {0} is called a translated power function.
To compose translated power maps like in (24), we have to precise a domain of definition.
Let us consider n translated power functions: ξ → αi + ξ ri , where i = 1, . . . , n. We will write
r = (r1, . . . , rn) and α = (α1, . . . , αn). A maximum (open) domain for the composition
φrα = φrnαn ◦ · · · ◦ φr1α1 (25)
of these maps is given by
Dr = {ξ > 0, φr1α1(ξ) = α1 + ξ r1 > 0, . . . , φrn−1αn−1 ◦ · · · ◦ φr1α1(ξ) > 0}, (26)
defined inside R+ ×Rn, which is the product of the space of the layer variable ξ by the space of
the parameter α. We consider r = (r1, . . . , rn) as a set of constants (to begin with, because we can
also consider them as parameters!). In fact, we have to remain at some distance of the boundary of
Dr because the function φrα , which is smooth in Dr , is in general not smooth or even not bounded
at some points of ∂Dr depending on whether the constant ri is an integer number or has a
positive sign (recall that we just ask that ri ∈ R−{0}). And indeed, the definition of compatibility
conditions (21) together with a choice of (A0, . . . ,An−1), defines a precise compact region inDr .
The single important point here is that this compact region can be chosen arbitrarily large. Then,
from now on, we content ourselves by choosing an arbitrarily large compact domain Drc ⊂Dr ;
we just ask that this domain cuts each layer line R+ × {α} along a closed interval of R+.
It is time now to return to the ε-dependence of the functions ϕiε,αi . Recall that we work in
the layer variable ξ , which is a rescaled variable for the section Σ0 = Σn. In a similar way, we
introduce the rescaled variable ξi = V τii for the section Σi (ξn = ξ0 = ξ). As a consequence of
Lemma 4.7, the map ϕiε,αi is written in the rescaled variables (using the notations αi, ri ):
ϕiε,α : ξi−1 → ξi = αi + ξ ri + εμi−1(ξi−1, αi, ε),i i−1
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ϕiε,αi : ξi−1 → ξi = φriαi (ξi−1)+ εμi−1(ξi−1, αi, ε), (27)
where μi−1(ξi−1, αi, ε) is ε-regularly smooth in (ξi−1, αi) in the domain {ξi−1 > 0}. We can
now formulate our principal result (in which we recall all the useful notations and make clear the
ε-dependence):
Theorem 4.10. Let us consider a generic balanced canard cycle Γ , with n layer sections Σi ,
i ∈ Z/nZ. These sections are parametrized by layer variables ui and Γ cuts each Σi at the point
of coordinate ui = 0. We recall that Ii,j (uj ), i ∈ Z/nZ, j = i, i − 1 ∈ Z/nZ, are the integrals
associated to the canard cycles cutting the layer sections. Then, there exist continuous functions
I 0i (ε), ui(ε), τi(ε), νi(ε) for i = 1, . . . , n, which verify:
I 0i (0) = Ii,i(0), ui(0) = 0, τi(0) = τi = I ′i,i (0), νi(0) = νi = I ′i,i−1(0)
for all i ∈ Z/nZ, with the following property. Let ξi be the rescaled variables related to the ui
by
ui = ui(ε)+ ε
τi(ε)
log ξi .
Taking ri = τi−1νi−1 , in the definition of the translated power functions given above, the return map
on Σn in the rescaled variable ξ = ξn, has the expression:
ϕε,α : ξ → φrnαn ◦ · · · ◦ φr1α1(ξ)+ εμ(ξ,α, ε), (28)
where αi = a¯i exp(− I
0
i (ε)
ε
) is the rescaling of the breaking parameters introduced in Section 3
and α = (α1, . . . , αn) (let us recall that one considers ε,α1, . . . , αn as independent parameters).
This formula is valid on an arbitrarily large compact domain Drc in the maximum domain Dr
defined in (26) (the larger we chooseDrc , the smaller we have to take ε), with a function μ(ξ,α, ε)
which is ε-regularly smooth in (ξ,α).
Proof. Let Drc be any compact domain in Dr . As explained above, one can express on Drc the
return map ϕε,α as the composition of the functions
ϕiε,αi (ξ) = φriαi (ξ)+ εμi−1(ξ,αi, ε),
where μi−1 is ε-regularly smooth in (ξ,αi) (see (27)). We have that
ϕε,α(ξ) = ϕnε,αn ◦ · · · ◦ ϕ1ε,α1 .
To obtain (28), we have to push the remainders εμi−1 outside the composition. This will be
obtained by an induction on n. For n = 1, we have nothing to prove. Let us suppose that the
result is already proved for the composition of the s first functions:
ϕsε,α ◦ · · · ◦ ϕ1ε,α (ξ) = φrsα ◦ · · · ◦ φr1α (ξ)+ εμ˜(ξ,α, ε), (29)s 1 s 1
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composition of the s + 1 first functions:
ϕs+1ε,αs+1 ◦ · · · ◦ ϕ1ε,α1(ξ) = φ
rs+1
αs+1
(
φrsαs ◦ · · · ◦ φr1α1(ξ)+ εμ˜(ξ,α, ε)
)
+ εμs
(
ϕsε,αs ◦ · · · ◦ ϕ1ε,α1(ξ),αs, ε
)
.
The term μs(ϕsε,αs ◦ · · · ◦ ϕ1ε,α1(ξ),αs, ε) is clearly ε-regularly smooth in (ξ,α). Then, it suffices
to consider φrs+1αs+1(φ
rs
αs ◦ · · · ◦φr1α1(ξ)+ εμ˜(ξ,α, ε)). The function φrsαs ◦ · · · ◦φr1α1(ξ) is smooth and
strictly positive on the compact set Drc , and then also its inverse: (φrs+1αs+1(φrsαs ◦ · · · ◦ φr1α1(ξ))−1.
We can write:
φ
rs+1
αs+1
(
φrsαs ◦ · · · ◦ φr1α1(ξ)+ εμ˜(ξ,α, ε)
)
= αs+1 +
(
φrsαs ◦ · · · ◦ φr1α1(ξ)+ εμ˜(ξ,α, ε)
)rs+1
= αs+1 +
(
φrsαs ◦ · · · ◦ φr1α1(ξ)
)rs+1(1 + εμ˜(ξ,α, ε)(φrsαs ◦ · · · ◦ φr1α1(ξ))−1)rs+1
= φrs+1αs+1 ◦ · · · ◦ φr1α1(ξ)+ εμˆ(ξ,α, ε),
for some function μˆ(ξ,α, ε) which is ε-regularly smooth in (ξ,α) (this function μˆ(ξ,α, ε) can
be obtained by using a Taylor formula with integral remainder). This finishes the proof of the
recurrence and as well the proof of the theorem. 
The limit cycles bifurcating from the canard cycle Γ inside the rescaled layer domain, are
in 1-to-1 correspondence with the fixed points of the return map ϕε,α . As a consequence of
Theorem 4.10 and under generic assumptions, these fixed points will be close to the ones of the
composition of translated power function φrα = φrnαn ◦ · · · ◦ φr1α1 :
Corollary 4.11. Let Γ be a generic balanced n-layer canard cycle associated to the constants
(r1, . . . , rn) with the condition:
∏
i ri = 1. Let us fix a compact domain Drc . Then
1. If the map ξ → φrα(ξ) is not equal to the identity map for any α, then the number of fixed
points of φrα(ξ) counted with their multiplicity has an upper bound Mr , independent of α.
Moreover, for ε small enough, the number of fixed points of the return map ϕε,α for any α, is
bounded by Mr : one can say that the canard cycle Γ has a finite cyclicity inside its rescaled
layer domain.
2. If the map ξ → φrα(ξ) is structurally stable onDrc , (in some Ck-topology) then for any ε small
enough, the return map has a bifurcation diagram smoothly conjugate to the one of φrα : more
precisely, there exists an ε-family of diffeomorphisms: Hε(α), which is ε-regularly smooth
in α, such that Hα sends the bifurcation diagram of φrα to the bifurcation diagram of ϕε,α ,
for each ε small enough.
Proof. On a domain Drc the map ξ → φrα(ξ) is real analytic. The existence of the upper bound
Mr easily follows from this. Now, as the ε-family ϕε,α converges towards φrα at any order of
differentiability for any fixed value of α, the number of fixed points of ϕε,α , is also finite and less
than Mr , for ε small enough (the uniformity of this condition on ε follows from the compacity
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definition of the structural stability and its basic properties that we recall below. 
Remark 4.12. In the first claim, one can find a finite upper bound Mr which is valid for the
whole maximum domain D (this gives a majorant for the upper bound on each Dc , independent
of the choice of Dc). Indeed φrα(ξ) − ξ is a fewnomial in ξ in the sense of Khovanskii [13]. As
a consequence of Khovanskii’s theory there exists a finite upper bound Mr for the number of
isolated zeros of φrα(ξ)− ξ on its natural domain of definition D and for each r ∈ Rn. Moreover,
there exists a uniform bound Mn = Sup{Mr | r ∈ Rn}, depending just on n. Using Khovanskii’s
theory, D. Panazzolo has shown that: Mn  2n(2n−1)(n + 1)2n [17]. In fact, using an algorithm
of derivation-division, D. Panazzolo has obtained in [17] a far more accurate bound, which is
unfortunately not explicit for general n. He nevertheless could show that M4  13, whereas
Khovanskii’s bound is of order ≈ 1014.
We recall the definition of structural stability used in Corollary 4.11. It is the structural sta-
bility in the sense of the weak smooth equivalence of families of diffeomorphisms of the line
as it was defined in [18] for instance. Here we use a mild generalization of the usual notion be-
cause in this paper, the domain of definition of the map depends on the parameter value. More
precisely, one considers smooth n-parameter families of 1-dimensional diffeomorphisms with an
n-parameter α. Each of these families f = fα(ξ) is defined for (ξ,α) ∈ Dfc in a neighborhood
of some compact domain in R × Rn; one also assumes that each layer line R × {α} cuts Dfc
along a closed interval dfα of R. Moreover one assumes that the family extends, as a family of
diffeomorphisms, on some open neighborhood D˜fc of Dfc such that each layer line R× {α} cuts
D˜fc along an open interval d˜fα of R (if α belongs to the projection of Dfc , then d˜fα is an open
interval, neighborhood of dfα in R). It is easy to verify that the families φrα(ξ) together with their
domain of definition Dc defined above, verify these properties.
Definition 4.13. 1. We say that two families as above: f = fα(ξ) and g = gα(ξ) are weakly
smooth-equivalent if there is a neighborhood D˜fc of Dfc as above and a smooth family of diffeo-
morphisms (Hα(ξ), h(α)), with h(α) a diffeomorphism of Rn, such that for each α contained in
the projection of D˜fc on the parameter space, the diffeomorphism Hα sends fixed points of fα
on d˜
f
α to fixed points of gh(α) on d˜gh(α), respecting their repelling or attracting nature. It implies
that the diffeomorphism ξ → fα(ξ) restricted to d˜fα is topologically conjugate to the diffeomor-
phism ξ → gh(α)(ξ) restricted to some neighborhood of dgh(α). The C0 conjugacy does however
not need to depend continuously on the parameter (see [1]). Moreover one assumes that h sends
the projection of D˜fc on the parameter space onto a neighborhood of the projection of Dgc .
2. We say that a family fα(ξ) is structurally stable on Dfc in the Ck-topology, if there exists
a neighborhood U of fα(ξ) in the Ck-topology such that each gα(ξ) in U is weakly smooth-
equivalent to fα(ξ).
The study of families fα(ξ) under weak smooth equivalence can be reduced to the study of
their displacement function Dfα (ξ) = fα(ξ) − ξ under right C∞ equivalence: if one can find
a smooth family (Hα(ξ), h(α)) such that Dgh(α)(Hα(ξ)) = Dfα (ξ), then clearly (Hα(ξ), h(α))
defines a weak smooth equivalence between fα(ξ) and gα(ξ). Remark that in studying the related
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function, hence using the notion of smooth contact equivalence (see [12]).
A necessary and sufficient condition for the structural stability of germs of families fα(ξ)
as above, can now easily be deduced from the Preparation Theorem. The local model for stable
germs with n parameters of 1-dimensional displacement functions fα(ξ) − ξ at ξ = 0 is the
general polynomial:
Pβ(ξ) = ξn+1 +
n∑
i=1
βiξ
i−1 with β = (β1, . . . , βn).
One says that the germ (f0,0) is a germ of codimension n and that the parameter β is versal.
This germ is called the generic saddle-node of codimension n (of 1-dimensional functions).
Considering fα(ξ) − ξ , one can also use terminology of catastrophy theory, and name it the
singular germ of type An (see [2]). We can also use: the fold catastrophy for n = 1, the cusp
catastrophy for n = 2, the swallow-tail catastrophy for n = 3 and so on.
Let us consider now global families of 1-dimensional diffeomorphisms as above. The neces-
sary and sufficient condition for structural stability of a family f = fα(ξ) is twofold:
1. The germ of fα(ξ) at each point (ξ0, λ0) in some neighborhood D˜fc is unfolded generically
by the parameter α − α0. This means that the codimension of the germ (fα0 , ξ0) is less than
n and that up to weak smooth equivalence one can factorize locally the family in the versal
polynomial unfolding. One then can define the singularities Σ1(f ), . . . ,Σn(f ) which are
submanifolds of D˜fc defining a stratification of this space. The codimension of Σi(f ) in this
space is equal to i + 1.
2. Each singularity Σi(f ) has a projection of maximum rank on the parameter space (the pro-
jection of each singularity is an immersion). These immersed projections Ci(f ) intersect
transversally and in particular have transverse self-intersections.
The proof of this necessary and sufficient condition is rather easy. Details can be found in [12].
It is also rather easy to prove that the structural stability is equivalent to the homotopic struc-
tural stability (to adopt a terminology used by Mather). One says that the family f is homotopic
structurally stable if in the above Definition 4.13, the diffeomorphism h in the parameter space is
given by a continuous map g → hg from U to the space of diffeomorphisms Diff(D˜fc ,R+ ×Rn)
(space with the C∞ topology on the compact subsets). From this follows the claim in Corol-
lary 4.11 that we can find a family Hε(α) which is ε-regularly smooth in the variable α.
Remark 4.14. It was proved by Mourtada in [15,16] that the return map for generic unfoldings of
a hyperbolic n-saddle polycycle can also be approximated by a composition of translated power
functions φrα : ξ → φrnαn ◦ · · · ◦ φr1α1(ξ), where the ri are given by the ratio of hyperbolicity at the
saddle points and the αi are the breaking parameters of the saddle connections. Nevertheless,
there are important differences between the two cases. In the case of the polycycle, the ri must
be positive. Second, the return map along the polycycle is a local perturbation of the map φrα
for ξ near 0 ∈ R+ and for α near 0 ∈ Rn. In the canard’s case the constants ri need not to be
positive. More important however is that the return map along the canard cycle (in the rescaled
layer variable and rescaled parameters) is a global perturbation as we can choose (ξ,α) in an
arbitrarily large compact domain Drc .
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hand, we can expect more richness of the bifurcation diagram and also more bifurcating limit
cycles.
5. Some preliminary results on compositions of translated power functions
In this paragraph, we will pass in review some easy to prove results about the fixed points of a
composition of translated power functions. As far as we know, no general results are known about
the dynamics generated by such functions. As pointed out in [17], it was proved in [4] that the
composition group generated by the translated power functions α + ξ r , with α ∈ R and r ∈ Q+0 ,
is the free product of the group of translations by the group of power functions ξ r , with r ∈ Q+0 .
One has to notice that the restriction to ξ > 0, and the other restrictions made in the definition
of the domain D (restriction made to assure that the maps are 1-dimensional diffeomorphisms),
bring our study completely outside the scope of iterations of non-invertible functions (iterations
of unimodal maps for instance).
Recall that we want to study the fixed points of a map φrα defined by (25), with r =
(r1, . . . , rn), α = (α1, . . . , αn). This map verifies the generic condition ∏i ri = 1, and the condi-
tion
∏
i ri > 0 because we suppose that Γ0 has cylindrical tubular neighborhoods, implying that
the Poincaré map, and hence also φrα is orientation preserving. We want to make the study on a
maximal domain D defined in (26), even if we later restrict to a compact sub-domain Dc to study
the ε-perturbations. The results we want to present are for n = 1,2 and 3. We will replace ξ by
x in our studies. In the last paragraph we will present some open problems for the general case.
5.1. Case n = 1
We consider the map family: ϕα :x → α+xr where the constant r > 0 is different from 1 and
the parameter α ∈ R. We find that ϕα has a degenerate fixed point x0 = r− 1r−1 for the parameter
value α0 = r− 1r−1 − r− rr−1 . As the second derivative of ϕα is nowhere zero, this fixed point is
of order 2, and clearly it is generically unfolded by the parameter α. We have a saddle-node (or
fold) bifurcation. For α = 0 one root is at the origin. Finally we have the following sequence of
bifurcations in the case r > 1 (the case r < 1 is completely similar):
1. For α < 0: one has a unique hyperbolic fixed point.
2. A second hyperbolic fixed point bifurcates from the origin when α = 0 and one has 2 hyper-
bolic fixed points for 0 < α < α0.
3. One has a generic saddle-node bifurcation at α = α0, when the 2 fixed points meet.
4. We have no fixed points when α > α0.
5.2. Case n = 2
To simplify, we write α2 = a, α1 = b and α = (a, b). The constants r = (r1, r2) verify:
r1r2 > 0 and r1r2 = 1 (but we can have r1 < 0 and r2 < 0).
We consider the map: ϕrα :x → a+(b+xr1)r2 . The domainD is equal toD = {(x, a, b) ∈ R3 |
x > 0, b + xr1 > 0}.
Consider the displacement function: δα(x) = ϕα(x) − x. The equation for the fixed points is:
{δα(x) = 0}. This defines a surface in D and the bifurcation set Σr of the family corresponds to
the critical set of the projection of this surface on the parameter space.
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Sr = {δrα(x) = (δrα)′(x) = 0}⊂D.
This gives
Sr :
{
a + (b + xr1)r2 − x = 0,
r1r2
(
b + xr1)r2−1xr1−1 = 1. (30)
Let us assume the generic conditions r1 = 1 and r2 = 1. These conditions are always verified
when r1 < 0, r2 < 0. Under these conditions the bifurcation set Σr is obtained by solving in (30)
a, b in function of x, the position of the double point. One obtains
Σr :
⎧⎨
⎩a = x − (r1r2)
r2
1−r2 x
r2
1−r1
r2−1 ,
b = −xr1 + (r1r2)
1
1−r2 x
1−r1
r2−1 .
(31)
First, we look at the behavior of the curve Σr when x → 0:
(a) If r1 < 0, r2 < 0 or if 1 < r1, r2 one has that b(x) → ∞. Then Σr is not adherent at (0,0).
(b) If 0 < r1 < 1 < r2 or 0 < r2 < 1 < r1 then (a(x), b(x)) → (0,0), hence Σr is adherent at
(0,0) and the tangent has a well-defined limit at this point.
We now look at the regular points of Σr . These points correspond to the generic fold points
of the family:
Proposition 5.1. Along the curve Σr and outside (0,0) the regular points given by ( ∂a
∂x
, ∂b
∂x
) =
(0,0), correspond to generic fold points given by δ = δ′ = 0 and δ′′ = 0.
Proof. Along the curve Σr given by (31): a = a(x), b = b(x) or equivalently by δ = δ′ = 0 one
has
∂a
∂x
= −r2
(
b + xr1)r2−1 ∂b
∂x
= −r−11 x1−r1
∂b
∂x
and
∂b
∂x
∂δ′
∂b
+ δ′′ = 0.
One also has
∂δ′
∂b
= r1r2(r2 − 1)
(
b + xr1)r2−2xr1−1 = (r1r2) 1r2−1 (r2 − 1)x r1−1r2−1 .
Then, for x > 0, one sees that: δ′′ = 0 ⇔ ∂a
∂x
= 0 ⇔ ∂b
∂x
= 0. 
We will see below that δ′′ = 0 for x > 0 and small. Then, in the cases covered by the point (b),
the curve Σr is, in the parameter space, a curve of generic fold points in a neighborhood of (0,0).
This result is in agreement with Cherkas’s result on the generic bifurcation of the 2-saddle loop;
also with Mourtada’s result in [16].
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generic condition δ′′′ = 0. As seen in Proposition 5.1, a singular point of codimension  2 for
the family can also be characterized as a singular point of the curve Σr . To obtain such points,
let us compute δ′′:
δ′′ = r1r2
(
b + xr1)r2−2xr1−2(r1(r2 − 1)xr1 + (r1 − 1)(b + xr1)).
As we assume x > 0, we have
δ′′ = 0 ⇔ r1(r2 − 1)xr1 + (r1 − 1)
(
b + xr1)= 0
and also
(r1r2 − 1)xr1 = (1 − r1)b.
Elimination of b between δ′ = 0 and δ′′ = 0 gives (using x = 0)
(r1r2 − 1)xr1 = (r1 − 1)xr1 + (1 − r1)(r1r2)
1
1−r2 x
1−r1
r2−1 ,
which gives
r1(r2 − 1)xr1 = (1 − r1)(r1r2)
1
1−r2 x
1−r1
r2−1
and finally
x
r1r2−1
r2−1 = 1 − r1
r1(r2 − 1) (r1r2)
1
1−r2 .
Then, we have a singular point on Σr if and only if r1(r2 − 1)(r1 − 1) < 0. It is always the
case if r1 < 0, r2 < 0, in agreement with [11]. It is also the case if 0 < r1 < 1 < r2. There is no
singular point if 1 < r1 < r2.
To obtain that such a singular point corresponds to a generic cusp point, we have to show that
δ′′′ = 0 at this point. To this end, it suffices to compute δ′′′ modulo δ′′ = 0. One has
1
r1r2
δ′′′ = r1xr1−2
(
b + xr1)r2−2(r2 − 1 + (r1 − 1)xr1−1),
giving that δ′′′ = 0 ⇔ xr1−1 = − r2−1
r1−1 .
If r1 < 0, r2 < 0 this condition is never fulfilled and then the singular point is always a generic
cusp point. This result is again in agreement with [11]. If 0 < r1 < 1 < r2, the cusp is generic if
and only if
(
r2 − 1
1 − r1
) 3−2r2+r1r2
r2−1
r
r2(1−r1)
r2−1
1 r
(1−r1)
r2−1
2 = 1. (32)
We can summarize the complete discussion in the following proposition:
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Proposition 5.2. Let us consider the family ϕrα under the generic condition r1 = 1, r2 = 1,
r1r2 = 1 (we also assume that r1r2 > 0) and denote by Σr the bifurcation curve as defined
in (31). Then:
1. If r1 < 0 and r2 < 0 the curve Σr contains one and only one singular point and it is a generic
cusp point. The other points on Σ are generic fold points and this curve does not contain the
origin in its adherence.
2. If 0 < r1 < 1 < r2 or 0 < r2 < 1 < r1, the curve Σr has one and only one singular point;
under the condition (32) it is a generic cusp point. The curve Σr parametrized by the position
x of the double singular point, tends to the origin when x → 0.
3. If r1, r2 > 1, the curve is a regular curve and all its points are generic fold points. This curve
does not contain the origin in its adherence.
The different possibilities for the bifurcation curve Σr are shown in Fig. 8.
5.3. Case n = 3
We will write α1 = c, α2 = b, α3 = a and α = (a, b, c). Then one considers the map
ϕrα(x) :x → a +
(
b + (c + xr1)r2)r3,
with the generic conditions: r1r2r3 = 1 and r1r2r3 > 0 for r = (r1, r2, r3). We will also assume
the generic conditions:
r1 = 1, r2 = 1, r3 = 1, r1r2 = 1, r1r3 = 1, r2r3 = 1.
Taking
δrα(x) = ϕrα(x)− x = a +
(
b + (c + xr1)r2)r3 − x,
we compute
(
δrα
)′
(x) = r1r2r3
(
b + (c + xr1)r2)r3−1(c + xr1)r2−1xr1−1 − 1.
1354 F. Dumortier, R. Roussarie / J. Differential Equations 244 (2008) 1329–1358We can solve {δrα = 0} as a function: a = ar(x, b, c) and {(δrα)′(x) = 0} as a function: b =
br(x, c). These functions are given by
{
ar(x, b, c) = −(b + (c + xr1)r2)r3 + x,
br(x, c) = (r1r2r3)−
1
r3−1
(
c + xr1) 1−r2r3−1 x 1−r1r3−1 − (c + xr1)r2 . (33)
The bifurcation set Σr in (a, b, c)-space is given as the singular surface parametrized by
(x, c) → (ar(x, br(x, c), c), br (x, c), c).
For each c, let Σrc be the curve defined by the functions ar, br in the (a, b)-plane. The bifurcation
set Σr is the union:
Σr =
⋃
c
Σrc × {c}.
Proposition 5.3. The bifurcation points of codimension  2 on Σrc , i.e. the points of Σrc
for which (δrα)′′(x) = 0, are the points (ar (x, br(x, c), c), br (x, c), c), where x is solution of
{ ∂br
∂x
(x, c) = 0}. These points are also the singular points of the curve Σrc .
Proof. The singular points on Σrc are given by
∂
∂x
(
ar
(·, br (·, c), c))(x) = ∂br
∂x
(x, c) = 0.
It is equivalent to write:
∂ar
∂x
(
x, br(x, c), c
)= ∂br
∂x
(x, c) = 0.
But the equation ∂ar
∂x
(x, br(x, c), c) = 0 is equivalent to (δrα)′(x) = 0, equation which is fulfilled
on Σrc by definition. Then the condition to be a critical point on Σc reduces to ∂b
r
∂x
(x, c) = 0. In-
versely, it is easy to verify that on Σrc , this condition ∂b
r
∂x
(x, c) = 0 is equivalent to the condition:
(δrα)
′′ = 0. 
We now want to give a more explicit expression for the roots of the equation ∂br
∂x
(x, c) = 0.
The derivative ∂br
∂x
(x, c) has the following expression:
(r1r2r3)
− 1
r3−1
(
c + xr1) 2−r2−r3r3−1 x 2−r1−r3r3−1 (r1 1 − r2
r3 − 1x
r1 + 1 − r1
r3 − 1
(
c + xr1))
− r1r2
(
c + xr1)r2−1xr1−1.
Then, the equation ∂br
∂x
(x, c) = 0 is equivalent to
r1(1 − r2)xr1 + (1 − r1)
(
c + xr1)− r1r2(r3 − 1)(r1r2r3) 1r3−1 (c + xr1) r2r3−1r3−1 x r1r3−1r3−1 = 0,
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(1 − r1)c + (1 − r1r2)xr1 − r1r2(r3 − 1)(r1r2r3)
1
r3−1
(
c + xr1) r2r3−1r3−1 x r1r3−1r3−1 = 0.
To simplify, we can put X = xr1 so that the above equation becomes:
Rrc(X) = (1 − r1)c + (1 − r1r2)X
− r1r2(r3 − 1)(r1r2r3)
1
r3−1 (c +X)
r2r3−1
r3−1 X
r1r3−1
r1(r3−1) = 0. (34)
It is easy to prove that a root of (34) is simple if and only if the corresponding singular point on
Σrc is a generic cusp point for the bifurcations of δrα . As c is changing, we obtain locally a line of
cusp singularities in the 3-dimensional parameter space. Moreover, at each generic saddle-node
bifurcation for the roots of Rrc(X) = 0 corresponds a generic codimension 3 bifurcation for δrα ,
i.e. a swallow-tail bifurcation in the 3-dimensional parameter space.
Using (34), it is possible to study numerically the bifurcation diagram. A partial numerical
study was made by D. Panazzolo (this study is briefly recalled in [17]). An interesting result that
he obtains is the following. For the values r1 = 53150 , r2 = 11150 , r3 = 2 and c = −0.012, one has a
curve Σrc with 3 generic cusp points. Two of them are organized in a triangle T inside the cusp
angle A associated to the third cusp point. There is a large difference of scale between the size
of the triangle T and the size of the cusp angle A in which the triangle is situated.
It is clear that one has 5 hyperbolic fixed points for the map ϕrα , when one takes c = −0.012
and (a, b) inside the triangle T . For instance, the values: a = −8,39 · 10−6, b = 0.0035836 give
a parameter inside T . For this parameter value, the 5 fixed points are located at:
x = 0.0186244333154,0.0215555855718,0.0297095440425,0.0356003528511
and x = 0.602543758620, respectively. We can notice that the four smaller values are contained
in an interval of length less than 0.017 and that the distance of this interval to the fifth value
is more than 0.566. Then, one has a cluster of 4 nearby points and an isolated fifth point at
some distance. The ratio between the size of the cluster and the last point is about 3 · 10−2. In
Fig. 9 we show the bifurcation diagram in the plane of the two parameters a, b and for the value
c = −0.012 (we have not respected the true values).
It is reasonable to think that the triangle T disappears in a swallow-tail bifurcation when the
parameter c changes sufficiently.
The very interesting observation in this example, is that the bifurcation diagram does not
globally reduce to a unique catastrophy bifurcation diagram as it is the case for n = 1,2. If it
were the case for n = 3, we would have a single swallow-tail bifurcation with just two curves
of cusps and producing at most 4 fixed points for φrα ; generic sections would cut the bifurcation
diagram along curves with at most two cusp points. In the example however we have sections
exhibiting 3 cusp points and in which we can have 5 fixed points.
6. Some open questions
The first questions concern the α-family φrα itself. Let us say that such a map is structurally
stable in the Ck-topology if there exists a sequence of compact domains Dp,p ∈ N, such that
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⋃
pDp = D and such that the α-family φrα is structurally stable on Dp for each p, in the Ck-
topology as defined in 4.13. Taking into account the characterization that we have given of the
structural stability in Section 4, it is natural to work in the Cn+1-topology, if we consider n-
parameter family. Now we can propose a first problem:
(1) Prove that for an open dense subset of values of the constant r = (r1, . . . , rn) in Rn, the
family φrα is stable in the Cn+1-topology.
Next comes a problem about the structurally stable families themselves:
(2) For each given n, describe the bifurcation diagrams of all structurally stable families.
As we have remarked at the end of Section 4, there exists an finite upper bound M(n) for the
number of the fixed points, which depends only on n, and Khovanskii’s theory gives a rough
majorant for M(n). Panazzolo in [17] has shown how to obtain a much more accurate bound for
M(n), but his bound is not explicit. It would be very interesting to find explicit estimates and,
if possible, also good minorants, i.e. examples with a number of fixed points that approaches as
much as possible the sharpest value of M(n):
(3) Find a good minorant m(n) for the maximum number of fixed points that exist in structurally
stable families with n parameters. Is it possible, for instance, to find such a value m(n) with
polynomial growth in n?
Other questions are about the relation between the slow-fast systems and the translated power
functions. In [11] we have made a study in the case n = 2 of the generic bifurcations near to the
whole layer domain (and not only, as in this paper, in a rescaled layer domain along a canard
cycle of codimension n). We can ask to make a similar study for any n:
(4) Given a generic family of n-layer canard cycles, study its complete bifurcation diagram.
F. Dumortier, R. Roussarie / J. Differential Equations 244 (2008) 1329–1358 1357Taking into account the numerical results mentioned above for n = 3, it is clear that the simple
result proved for n = 2 will not extend in a trivial way for n 3.
It seems clear enough that it is possible to realize any family φrα , by considering general
slow-fast systems. If we however want to restrict to Liénard systems in the plane then we have
following interesting problems:
(5) Given any degree d , what is the maximum number n(d) for which one can find a generic
balanced n(d)-layer canard cycle in a Liénard system of degree d? Moreover, what is the
n(d) such that it is possible to find such n(d)-layer canard cycle whose associated family of
translated power functions is structurally stable.
Of course we can ask the previous question for general Liénard systems, or just for classical
Liénard systems (with a second line reduced to y˙ = −εx). We can also combine the last two
questions: an answer to these two questions would provide examples of a canard cycle in a
system of degree d which bifurcates producing m(n(d)) limit cycles by perturbation.
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