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Abstract
We present a robust alternative to principal component analysis (PCA) — called elliptical
component analysis (ECA) — for analyzing high dimensional, elliptically distributed data. ECA
estimates the eigenspace of the covariance matrix of the elliptical data. To cope with heavy-
tailed elliptical distributions, a multivariate rank statistic is exploited. At the model-level,
we consider two settings: either that the leading eigenvectors of the covariance matrix are
non-sparse or that they are sparse. Methodologically, we propose ECA procedures for both
non-sparse and sparse settings. Theoretically, we provide both non-asymptotic and asymptotic
analyses quantifying the theoretical performances of ECA. In the non-sparse setting, we show
that ECA’s performance is highly related to the effective rank of the covariance matrix. In
the sparse setting, the results are twofold: (i) We show that the sparse ECA estimator based
on a combinatoric program attains the optimal rate of convergence; (ii) Based on some recent
developments in estimating sparse leading eigenvectors, we show that a computationally efficient
sparse ECA estimator attains the optimal rate of convergence under a suboptimal scaling.
Keyword: multivariate Kendall’s tau, elliptical component analysis, sparse principal component
analysis, optimality property, robust estimators, elliptical distribution.
1 Introduction
Principal component analysis (PCA) plays important roles in many different areas. For example, it
is one of the most useful techniques for data visualization in studying brain imaging data (Lindquist,
2008). This paper considers a problem closely related to PCA, namely estimating the leading
eigenvectors of the covariance matrix. LetX1, . . . ,Xn be n data points of a random vectorX ∈ Rd.
Denote Σ to be the covariance matrix of X, and u1, . . . ,um to be its top m leading eigenvectors.
We want to find û1, . . . , ûm that can estimate u1, . . . ,um accurately.
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This paper is focused on the high dimensional setting where the dimension d could be comparable
to, or even larger than, the sample size n, and the data could be heavy-tailed (especially, non-
Gaussian). A motivating example for considering such high dimensional non-Gaussian heavy-tailed
data is our study on functional magnetic resonance imaging (fMRI). In particular, in Section 6
we examine an fMRI data, with 116 regions of interest (ROIs), from the Autism Brian Imaging
Data Exchange (ABIDE) project containing 544 normal subjects. There, the dimension d = 116
is comparable to the sample size n = 544. In addition, Table 3 shows that the data we consider
cannot pass any normality test, and Figure 5 further indicates that the data are heavy-tailed.
In high dimensions, the performance of PCA, using the leading eigenvectors of the Pearson’s
sample covariance matrix, has been studied for subgaussian data. In particular, for any matrix
M ∈ Rd×d, letting Tr(M) and σi(M) be the trace and i-th largest singular value of M, Lounici
(2014) showed that PCA could be consistent when r∗(Σ) := Tr(Σ)/σ1(Σ) satisfies r∗(Σ) log d/n→
0. r∗(Σ) is referred to as the effective rank of Σ in the literature (Vershynin, 2010; Lounici, 2014).
When r∗(Σ) log d/n 6→ 0, PCA might not be consistent. The inconsistency phenomenon of PCA
in high dimensions has been pointed out by Johnstone and Lu (2009). In particular, they showed
that the angle between the PCA estimator and u1 may not converge to 0 if d/n → c for some
constant c > 0. To avoid this curse of dimensionality, certain types of sparsity assumptions are
needed. For example, in estimating the leading eigenvector u1 := (u11, . . . , u1d)
T , we may assume
that u1 is sparse, i.e., s := card({j : u1j 6= 0})  n. We call the setting that u1 is sparse the
“sparse setting” and the setting that u1 is not necessarily sparse the “non-sparse setting”.
In the sparse setting, different variants of sparse PCA methods have been proposed. For exam-
ple, d’Aspremont et al. (2007) proposed formulating a convex semidefinite program for calculating
the sparse leading eigenvectors. Jolliffe et al. (2003) and Zou et al. (2006) connected PCA to regres-
sion and proposed using lasso-type estimators for parameter estimation. Shen and Huang (2008)
and Witten et al. (2009) connected PCA to singular vector decomposition (SVD) and proposed
iterative algorithms for estimating the left and right singular vectors. Journe´e et al. (2010) and
Zhang and El Ghaoui (2011) proposed greedily searching the principal submatrices of the covari-
ance matrix. Ma (2013) and Yuan and Zhang (2013) proposed using modified versions of the power
method to estimate eigenvectors and principal subspaces.
Theoretical properties of these methods have been analyzed under both Gaussian and subgaus-
sian assumptions. On one hand, in terms of computationally efficient methods, under the spike
covariance Gaussian model, Amini and Wainwright (2009) showed the consistency in parameter
estimation and model selection for sparse PCA computed via the semidefinite program proposed in
d’Aspremont et al. (2007). Ma (2013) justified the use of a modified iterative thresholding method
in estimating principal subspaces. By exploiting a convex program using the Fantope projection
(Overton and Womersley, 1992; Dattorro, 2005), Vu et al. (2013) showed that there exist computa-
tionally efficient estimators that attain (under various settings) OP (s
√
log d/n) rate of convergence
for possibly non-spike model. In Section 5.1, we will discuss the Fantope projection in more detail.
On the other hand, there exists another line of research focusing on studying sparse PCA
conducted via combinatoric programs. For example, Vu and Lei (2012), Lounici (2013), and Vu and
Lei (2013) studied leading eigenvector and principal subspace estimation problems via exhaustively
searching over all submatrices. They showed that the optimal OP (
√
s log(ed/s)/n) (up to some
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other parameters of Σ) rate of convergence can be attained using this computationally expensive
approach. Such a global search was also studied in Cai et al. (2015), where they established the
upper and lower bounds in both covariance matrix and principal subspace estimations. Barriers
between the aforementioned statistically efficient method and computationally efficient methods
in sparse PCA was pointed out by Berthet and Rigollet (2013) using the principal component
detection problem. Such barriers were also studied in Ma and Wu (2015).
One limitation for the PCA and sparse PCA theories is that they rely heavily on the Gaussian
or subgaussian assumption. If the Gaussian assumption is correct, accurate estimation can be
expected, otherwise, the obtained result may be misleading. To relax the Gaussian assumption,
Han and Liu (2014) generalized the Gaussian to the semiparametric transelliptical family (called
the “meta-elliptical” in their paper) for modeling the data. The transelliptical family assumes
that, after unspecified increasing marginal transformations, the data are elliptically distributed.
By resorting to the marginal Kendall’s tau statistic, Han and Liu (2014) proposed a semipara-
metric alternative to scale-invariant PCA, named transelliptical component analysis (TCA), for
estimating the leading eigenvector of the latent generalized correlation matrix Σ0. In follow-up
works, Wegkamp and Zhao (2016) and Han and Liu (2016) showed that, under various settings,
(i) In the non-sparse case, TCA attains the OP (
√
r∗(Σ0) log d/n) rate of convergence in parame-
ter estimation, which is the same rate of convergence for PCA under the subgaussian assumption
(Lounici, 2014; Bunea and Xiao, 2015); (ii) In the sparse case, sparse TCA, formulated as a combi-
natoric program, can attain the optimal OP (
√
s log(ed/s)/n) rate of convergence under the “sign
subgaussian” condition. More recently, Vu et al. (2013) showed that, sparse TCA, via the Fantope
projection, can attain the OP (s
√
log d/n) rate of convergence.
Despite all these efforts, there are two remaining problems for the aforementioned works ex-
ploiting the marginal Kendall’s tau statistic. First, using marginal ranks, they can only estimate
the leading eigenvectors of the correlation matrix instead of the covariance matrix. Secondly, the
sign subgaussian condition is not easy to verify.
In this paper we show that, under the elliptical model and various settings (see Corollaries 3.1,
4.1, and Theorems 5.4 and 3.5 for details), the OP (
√
s log(ed/s)/n) rate of convergence for estimat-
ing the leading eigenvector of Σ can be attained without the need of sign subgaussian condition.
In particular, we present an alternative procedure, called elliptical component analysis (ECA), to
directly estimate the eigenvectors of Σ and treat the corresponding eigenvalues as nuisance param-
eters. ECA exploits the multivariate Kendall’s tau for estimating the eigenspace of Σ. When the
target parameter is sparse, the corresponding ECA procedure is called sparse ECA.
We show that (sparse) ECA, under various settings, has the following properties. (i) In the non-
sparse setting, ECA attains the efficient OP (
√
r∗(Σ) log d/n) rate of convergence. (ii) In the sparse
setting, sparse ECA, via a combinatoric program, attains the minimax optimal OP (
√
s log(ed/s)/n)
rate of convergence. (iii) In the sparse setting, sparse ECA, via a computationally efficient program
which combines the Fantope projection (Vu et al., 2013) and truncated power algorithm (Yuan and
Zhang, 2013), attains the optimal OP (
√
s log(ed/s)/n) rate of convergence under a suboptimal
scaling (s2 log d/n→ 0). Of note, for presentation clearness, the rates presented here omit a variety
of parameters regarding Σ and K. The readers should refer to Corollaries 3.1, 4.1, and Theorem
5.4 for accurate descriptions.
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Table 1: The illustration of the results in (sparse) PCA, (sparse) TCA, and (sparse) ECA for the
leading eigenvector estimation. Similar results also hold for principal subspace estimation. Here Σ
is the covariance matrix, Σ0 is the latent generalized correlation matrix, r∗(M) := Tr(M)/σ1(M)
represents the effective rank of M, “r.c.” stands for “rate of convergence”, “n-s setting” stands for
the “non-sparse setting”, “sparse setting 1” stands for the “sparse setting” where the estimation
procedure is conducted via a combinatoric program, “sparse setting 2” stands for the “sparse
setting” where the estimation procedure is conducted via combining the Fantope projection (Vu
et al., 2013) and the truncated power method (Yuan and Zhang, 2013). For presentation clearness,
the rates presented here omit a variety of parameters regarding Σ and K. The readers should refer
to Corollaries 3.1, 4.1, and Theorem 5.4 for accurate descriptions.
(sparse) PCA (sparse) TCA (sparse) ECA
working model: subgaussian family transelliptical family elliptical family
parameter of interest: eigenvectors of Σ eigenvectors of Σ0 eigenvectors of Σ
input statistics: Pearson’s covariance matrix Kendall’s tau multivariate Kendall’s tau
n-s setting (r.c.):
√
r∗(Σ) log d/n
√
r∗(Σ0) log d/n
√
r∗(Σ) log d/n
sparse setting 1 (r.c):
√
s log(ed/s)/n s
√
log d/n (general),
√
s log(ed/s)/n√
s log(ed/s)/n (sign subgaussian)
sparse setting 2 (r,c):
√
s log(ed/s)/n s
√
log d/n (general),
√
s log(ed/s)/n
given s2 log d/n→ 0 √s log(ed/s)/n (sign subgaussian) given s2 log d/n→ 0
given s2 log d/n→ 0
We compare (sparse) PCA, (sparse) TCA, and (sparse) ECA in Table 1.
1.1 Related Works
The multivariate Kendall’s tau statistic is first introduced in Choi and Marden (1998) for testing
independence and is further used in estimating low-dimensional covariance matrices (Visuri et al.,
2000; Oja, 2010) and principal components (Marden, 1999; Croux et al., 2002; Jackson and Chen,
2004). In particular, Marden (1999) showed that the population multivariate Kendall’s tau, K,
shares the same eigenspace as the covariance matrix Σ. Croux et al. (2002) illustrated the asymp-
totical efficiency of ECA compared to PCA for the Gaussian data when d = 2 and 3. Taskinen
et al. (2012) characterized the robustness and efficiency properties of ECA in low dimensions
Some related methods using multivariate rank-based statistics are discussed in Tyler (1982),
Tyler (1987), Taskinen et al. (2003), Oja and Randles (2004), Oja and Paindaveine (2005), Oja et al.
(2006), and Sirkia¨ et al. (2007). Theoretical analysis in low dimensions is provided in Hallin and
Paindaveine (2002b,a, 2004, 2005, 2006), Hallin et al. (2006, 2010, 2014), and some new extensions
to high dimensional settings are provided in Croux et al. (2013) and Feng (2015).
Our paper has significantly new contributions to high dimensional robust statistics literature.
Theoretically, we study the use of the multivariate Kendall’s tau in high dimensions, provide new
properties of the multivariate rank statistic, and characterize the performance of ECA in both
non-sparse and sparse settings. Computationally, we provide an efficient algorithm for conducting
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sparse ECA and highlight the “optimal rate, suboptimal scaling” phenomenon in understanding
the behavior of the proposed algorithm.
1.2 Notation
Let M = [Mjk] ∈ Rd×d be a symmetric matrix and v = (v1, ..., vd)T ∈ Rd be a vector. We denote
vI to be the subvector of v whose entries are indexed by a set I, and MI,J to be the submatrix of
M whose rows are indexed by I and columns are indexed by J . We denote supp(v) := {j : vj 6= 0}.
For 0 < q < ∞, we define the `q and `∞ vector norms as ‖v‖q := (
∑d
i=1 |vi|q)1/q and ‖v‖∞ :=
max1≤i≤d |vi|. We denote ‖v‖0 := card(supp(v)). We define the matrix entry-wise maximum value
and Frobenius norms as ‖M‖max := max{|Mij |} and ‖M‖F = (
∑
M2jk)
1/2. Let λj(M) be the
j-th largest eigenvalue of M. If there are ties, λj(M) is any one of the eigenvalues such that any
eigenvalue larger than it has rank smaller than j, and any eigenvalue smaller than it has rank larger
than j. Let uj(M) be any unit vector v such that v
TMv = λj(M). Without loss of generality,
we assume that the first nonzero entry of uj(M) is positive. We denote ‖M‖2 to be the spectral
norm of M and Sd−1 := {v ∈ Rd : ‖v‖2 = 1} to be the d-dimensional unit sphere. We define the
restricted spectral norm ‖M‖2,s := supv∈Sd−1,‖v‖0≤s |vTMv|, so for s = d, we have ‖M‖2,s = ‖M‖2.
We denote f(M) to be the matrix with entries [f(M)]jk = f(Mjk). We denote diag(M) to be the
diagonal matrix with the same diagonal entries as M. Let Id represent the d by d identity matrix.
For any two numbers a, b ∈ R, we denote a ∧ b := min{a, b} and a ∨ b := max{a, b}. For any two
sequences of positive numbers {an} and {bn}, we write an  bn if an = O(bn) and bn = O(an). We
write bn = Ω(an) if an = O(bn), and bn = Ω
o(an) if bn = Ω(an) and bn 6 an.
1.3 Paper Organization
The rest of this paper is organized as follows. In the next section, we briefly introduce the elliptical
distribution and review the marginal and multivariate Kendall’s tau statistics. In Section 3, in
the non-sparse setting, we propose the ECA method and study its theoretical performance. In
Section 4, in the sparse setting, we propose a sparse ECA method via a combinatoric program
and study its theoretical performance. A computationally efficient algorithm for conducting sparse
ECA is provided in Section 5. Experiments on both synthetic and brain imaging data are provided
in Section 6. More simulation results and all technical proofs are relegated to the supplementary
materials.
2 Background
This section briefly reviews the elliptical distribution, and marginal and multivariate Kendall’s tau
statistics. In the sequel, we denote X
d
= Y if random vectors X and Y have the same distribution.
2.1 Elliptical Distribution
The elliptical distribution is defined as follows. Let µ ∈ Rd and Σ ∈ Rd×d with rank(Σ) = q ≤ d.
A d-dimensional random vector X has an elliptical distribution, denoted by X ∼ ECd(µ,Σ, ξ), if
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it has a stochastic representation
X
d
= µ+ ξAU , (2.1)
where U is a uniform random vector on the unit sphere in Rq, ξ ≥ 0 is a scalar random variable
independent of U , and A ∈ Rd×q is a deterministic matrix satisfying AAT = Σ. Here Σ is
called the scatter matrix. In this paper, we only consider continuous elliptical distributions with
P(ξ = 0) = 0.
An equivalent definition of the elliptical distribution is through the characteristic function
exp(itTµ)ψ(tTΣt), where ψ is a properly defined characteristic function and i :=
√−1. ξ and
ψ are mutually determined. In this setting, we denote by X ∼ ECd(µ,Σ, ψ). The elliptical family
is closed under independent sums, and the marginal and conditional distributions of an elliptical
distribution are also elliptically distributed.
Compared to the Gaussian family, the elliptical family provides more flexibility in modeling
complex data. First, the elliptical family can model heavy-tail distributions (in contrast, Gaussian
is light-tailed with exponential tail bounds). Secondly, the elliptical family can be used to model
nontrivial tail dependence between variables (Hult and Lindskog, 2002), i.e., different variables tend
to go to extremes together (in contrast, Gaussian family can not capture any tail dependence). The
capability to handle heavy-tailed distributions and tail dependence is important for modeling many
datasets, including: (1) financial data (almost all the financial data are heavy-tailed with nontrivial
tail dependence (Rachev, 2003; Cˇizˇek et al., 2005)); (2) genomics data (Liu et al., 2003; Posekany
et al., 2011); (3) bioimaging data (Ruttimann et al., 1998).
In the sequel, we assume that Eξ2 <∞ so that the covariance matrix Cov(X) is well defined. For
model identifiability, we further assume that Eξ2 = q so that Cov(X) = Σ. Of note, the assumption
that the covariance matrix of X exists is added only for presentation clearness. In particular, the
follow-up theorems still hold without any requirement on the moments of ξ. Actually, ECA still
works even when Eξ = ∞ due to its construction (see, for example, Equation (2.6) and follow-up
discussions).
2.2 Marginal Rank-Based Estimators
In this section we briefly review the marginal rank-based estimator using the Kendall’s tau statistic.
This statistic plays a vital role in estimating the leading eigenvectors of the generalized correlation
matrix Σ0 in Han and Liu (2014). Letting X := (X1, . . . , Xd)
T ∈ Rd with X˜ := (X˜1, . . . , X˜d)T an
independent copy of X, the population Kendall’s tau statistic is defined as:
τ(Xj , Xk) := Cov(sign(Xj − X˜j), sign(Xk − X˜k)).
Let X1, . . . ,Xn ∈ Rd with Xi := (Xi1, . . . , Xid)T be n independent observations of X. The sample
Kendall’s tau statistic is defined as:
τ̂jk(X1, . . . ,Xn) :=
2
n(n− 1)
∑
1≤i<i′≤n
sign(Xij −Xi′j)sign(Xik −Xi′k).
It is easy to verify that Eτ̂jk(X1, . . . ,Xn) = τ(Xj , Xk). Let R̂ = [R̂jk] ∈ Rd×d, with R̂jk =
sin(pi2 τ̂jk(X1, . . . ,Xn)), be the Kendall’s tau correlation matrix. The marginal rank-based estimator
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θ˜1 used by TCA is obtained by plugging R̂ into the optimization formulation in Vu and Lei (2012).
When X ∼ ECd(µ,Σ, ξ) and under mild conditions, Han and Liu (2014) showed that
E| sin∠(θ˜1,u1(Σ0))| = O
(
s
√
log d
n
)
,
where s := ‖u1(Σ0)‖0 and Σ0 is the generalized correlation matrix of X. However, TCA is a
variant of the scale-invariant PCA and can only estimate the leading eigenvectors of the correlation
matrix. How, then, to estimate the leading eigenvector of the covariance matrix in high dimensional
elliptical models? A straightforward approach is to exploit a covariance matrix estimator Ŝ := [Ŝjk],
defined as
Ŝjk = R̂jk · σ̂j σ̂k, (2.2)
where {σ̂j}dj=1 are sample standard deviations. However, since the elliptical distribution can be
heavy-tailed, estimating the standard deviations is challenging and requires strong moment condi-
tions. In this paper, we solve this problem by resorting to the multivariate rank-based method.
2.3 Multivariate Kendall’s tau
LetX ∼ ECd(µ,Σ, ξ) and X˜ be an independent copy ofX. The population multivariate Kendall’s
tau matrix, denoted by K ∈ Rd×d, is defined as:
K := E
(
(X − X˜)(X − X˜)T
‖X − X˜‖22
)
. (2.3)
LetX1, . . . ,Xn ∈ Rd be n independent data points of a random vectorX ∼ ECd(µ,Σ, ξ). The def-
inition of the multivariate Kendall’s tau in (2.3) motivates the following sample version multivariate
Kendall’s tau estimator, which is a second-order U-statistic:
K̂ :=
2
n(n− 1)
∑
i′<i
(Xi −Xi′)(Xi −Xi′)T
‖Xi −Xi′‖22
. (2.4)
It is obvious that E(K̂) = K, and both K and K̂ are positive semidefinite (PSD) matrices of trace
1. Moreover, the kernel of the U-statistic kMK(·) : Rd × Rd → Rd×d,
kMK(Xi,Xi′) :=
(Xi −Xi′)(Xi −Xi′)T
‖Xi −Xi′‖22
, (2.5)
is bounded under the spectral norm, i.e., ‖kMK(·)‖2 ≤ 1. Intuitively, such a boundedness property
makes the U-statistic K̂ more amenable to theoretical analysis. Moreover, it is worth noting that
kMK(Xi,Xi′) is a distribution-free kernel, i.e., for any continuous X ∼ ECd(µ,Σ, ξ) with the
generating variable ξ,
kMK(Xi,Xi′)
d
= kMK(Zi,Zi′), (2.6)
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where Zi and Zi′ follow Z ∼ Nd(µ,Σ). This can be proved using the closedness of the elliptical
family under independent sums and the property that Z is a stochastic scaling of X (check Lemma
B.7 for details). Accordingly, as will be shown later, the convergence of K̂ to K does not depend
on the generating variable ξ, and hence K̂ enjoys the same distribution-free property as the Tyler’s
M estimator (Tyler, 1987). However, the multivariate Kendall’s tau can be directly extended to
analyze high dimensional data, while the Tyler’s M estimator cannot1.
The multivariate Kendall’s tau can be viewed as the covariance matrix of the self-normalized
data {(Xi−Xi′)/‖Xi−Xi′‖2}i>i′ . It is immediate to see that K is not identical or proportional to
the covariance matrix Σ of X. However, the following proposition, essentially coming from Marden
(1999) and Croux et al. (2002) (also explicitly stated as Theorem 4.4 in Oja (2010)), states that
the eigenspace of the multivariate Kendall’s tau statistic K is identical to the eigenspace of the
covariance matrix Σ. Its proof is given in the supplementary materials for completeness.
Proposition 2.1. Let X ∼ ECd(µ,Σ, ξ) be a continuous distribution and K be the population
multivariate Kendall’s tau statistic. Then if rank(Σ) = q, we have
λj(K) = E
(
λj(Σ)Y
2
j
λ1(Σ)Y 21 + . . .+ λq(Σ)Y
2
q
)
, (2.7)
where Y := (Y1, . . . , Yq)
T ∼ Nq(0, Iq) is a standard multivariate Gaussian distribution. In addition,
K and Σ share the same eigenspace with the same descending order of the eigenvalues.
Proposition 2.1 shows that, to recover the eigenspace of the covariance matrix Σ, we can resort
to recovering the eigenspace of K, which, as is discussed above, can be more efficiently estimated
using K̂.
Remark 2.2. Proposition 2.1 shows that the eigenspaces of K and Σ are identical and the eigen-
values of K only depend on the eigenvalues of Σ. Therefore, if we can theoretically calculate the
relationships between {λj(K)}dj=1 and {λj(Σ)}dj=1, we can recover Σ using K̂. When, for example,
λ1(Σ) = · · · = λq(Σ), this relationship is calculable. In particular, it can be shown (check, for
example, Section 3 in Bilodeau and Brenner (1999)) that
Y 2j
Y 21 + · · ·+ Y 2q
∼ Beta
(1
2
,
q − 1
2
)
, for j = 1, . . . , q,
where Beta(α, β) is the beta distribution with parameters α and β. Accordingly, λj(K) = E(Y 2j /(Y 21 +
· · ·+ Y 2q )) = 1/q. The general relationship between {λj(K)}dj=1 and {λj(Σ)}dj=1 is non-linear. For
example, when d = 2, Croux et al. (2002) showed that
λj(K) =
√
λj(Σ)√
λ1(Σ) +
√
λ2(Σ)
, for j = 1, 2.
1The Tyler’s M estimator cannot be directly applied to study high dimensional data because of both theoretical
and empirical reasons. Theoretically, to the authors’ knowledge, the sharpest sufficient condition to guarantee its
consistency still requires d = o(n1/2) (Duembgen, 1997). Empirically, our simulations show that Tyler’s M estimator
always fails to converge when d > n.
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3 ECA: Non-Sparse Setting
In this section we propose and study the ECA method in the non-sparse setting when λ1(Σ) is
distinct. In particular, we do not assume sparsity of u1(Σ). Without the sparsity assumption, we
propose to use the leading eigenvector u1(K̂) to estimate u1(K) = u1(Σ):
The ECA estimator : u1(K̂) (the leading eigenvector of K̂),
where K̂ is defined in (2.4). For notational simplicity, in the sequel we assume that the sample size
n is even. When n is odd, we can always use n− 1 data points without affecting the obtained rate
of convergence.
The approximation error of u1(K̂) to u1(K) is related to the convergence of K̂ to K under the
spectral norm via the Davis-Kahan inequality (Davis and Kahan, 1970; Wedin, 1972). In detail,
for any two vectors v1,v2 ∈ Rd, let sin∠(v1,v2) be the sine of the angle between v1 and v2, with
| sin∠(v1,v2)| :=
√
1− (vT1 v2)2.
The Davis-Kahan inequality states that the approximation error of u1(K̂) to u1(K) is controlled
by ‖K̂−K‖2 divided by the eigengap between λ1(K) and λ2(K):
| sin∠(u1(K̂),u1(K))| ≤ 2
λ1(K)− λ2(K)‖K̂−K‖2. (3.1)
Accordingly, to analyze the convergence rate of u1(K̂) to u1(K), we can focus on the convergence
rate of K̂ to K under the spectral norm. The next theorem shows that, for the elliptical distribution
family, the convergence rate of K̂ to K under the spectral norm is ‖K‖2
√
r∗(K) log d/n, where
r∗(K) = Tr(K)/λ1(K) is the effective rank of K and must be less than or equal to d.
Theorem 3.1. Let X1, . . . ,Xn be n independent observations of X ∼ ECd(µ,Σ, ξ). Let K̂ be
the sample version of the multivariate Kendall’s tau statistic defined in Equation (2.4). We have,
provided that n is sufficiently large such that
n ≥ 16
3
· (r∗(K) + 1)(log d+ log(1/α)), (3.2)
with probability larger than 1− α,
‖K̂−K‖2 ≤ ‖K‖2
√
16
3
· (r
∗(K) + 1)(log d+ log(1/α))
n
.
Remark 3.2. The scaling requirement on n in (3.2) is posed largely for presentation clearness. As
a matter of fact, we could withdraw this scaling condition by posing a different upper bound on
‖K̂ −K‖2. This is via employing a similar argument as in Wegkamp and Zhao (2016). However,
we note such a scaling requirement is necessary for proving ECA consistency in our analysis, and
was also enforced in the related literature (see, for example, Theorem 3.1 in Han and Liu (2016)).
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There is a vast literature on bounding the spectral norm of a random matrix (see, for example,
Vershynin (2010) and the references therein) and our proof relies on the matrix Bernstein inequality
proposed in Tropp (2012), with a generalization to U-statistics following similar arguments as in
Wegkamp and Zhao (2016) and Han and Liu (2016). We defer the proof to Section B.2.
Combining (3.1) and Theorem 3.1, we immediately have the following corollary, which charac-
terizes the explicit rate of convergence for | sin∠(u1(K̂),u1(K)|.
Corollary 3.1. Under the conditions of Theorem 3.1, provided that n is sufficiently large such
that
n ≥ 16
3
· (r∗(K) + 1)(log d+ log(1/α)),
we have, with probability larger than 1− α,
| sin∠(u1(K̂),u1(K))| ≤ 2λ1(K)
λ1(K)−λ2(K)
√
16
3
· (r
∗(K)+1)(log d+log(1/α))
n
.
Remark 3.3. Corollary 3.1 indicates that it is not necessary to require d/n → 0 for u1(K̂)
to be a consistent estimator of u1(K). For example, when λ2(K)/λ1(K) is upper bounded by an
absolute constant strictly smaller than 1, r∗(K) log d/n→ 0 is sufficient to make u1(K̂) a consistent
estimator of u1(K). Such an observation is consistent with the observations in the PCA theory
(Lounici, 2014; Bunea and Xiao, 2015). On the other hand, Theorem 4.1 in the next section provides
a rate of convergence OP (λ1(K)
√
d/n) for ‖K̂−K‖2. Therefore, the final rate of convergence for
ECA, under various settings, can be expressed as OP (
√
r∗(K) log d/n ∧√d/n).
Remark 3.4. We note that Theorem 3.1 can also help to quantify the subspace estimation error via
a variation of the Davis-Kahan inequality. In particular, let Pm(K̂) and Pm(K) be the projection
matrices onto the span of m leading eigenvectors of K̂ and K. Using Lemma 4.2 in Vu and Lei
(2013), we have
‖Pm(K̂)− Pm(K)‖F ≤ 2
√
2m
λm(K)− λm+1(K)‖K̂−K‖2, (3.3)
so that ‖Pm(K̂)− Pm(K)‖F can be controlled via a similar argument as in Corollary 3.1.
The above bounds are all related to the eigenvalues of K. The next theorem connects the eigen-
values of K to the eigenvalues of Σ, so that we can directly bound ‖K̂−K‖2 and | sin∠(u1(K̂),u1(K))|
using Σ. In the sequel, let’s denote r∗∗(Σ) := ‖Σ‖F/λ1(Σ) ≤
√
d to be the “second-order” effective
rank of the matrix Σ.
Theorem 3.5 (The upper and lower bounds of λj(K)). Letting X ∼ ECd(µ,Σ, ξ), we have
λj(K) ≥ λj(Σ)
Tr(Σ) + 4‖Σ‖F
√
log d+ 8‖Σ‖2 log d
(
1−
√
3
d2
)
,
and when Tr(Σ) > 4‖Σ‖F
√
log d,
λj(K) ≤ λj(Σ)
Tr(Σ)− 4‖Σ‖F
√
log d
+
1
d4
.
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Using Theorem 3.5 and recalling that the trace of K is always 1, we can replace r∗(K) by
(r∗(Σ)+4r∗∗(Σ)
√
log d+8 log d)·(1−√3d−2)−1 in Theorem 3.1. We also note that Theorem 3.5 can
help understand the scaling of λj(K) with regard to λj(Σ). Actually, when ‖Σ‖F log d = Tr(Σ)·o(1),
we have λj(K)  λj(Σ)/Tr(Σ), and accordingly, we can continue to write
λ1(K)
λ1(K)− λ2(K) 
λ1(Σ)
λ1(Σ)− λ2(Σ) .
In practice, ‖Σ‖F log d = Tr(Σ) ·o(1) is a mild condition. For example, when the condition number
of Σ is upper bounded by an absolute constant, we have Tr(Σ)  ‖Σ‖F ·
√
d.
For later purpose (see, for example, Theorem 5.3), sometimes we also need to connect the
elementwise maximum norm ‖K‖max to that of ‖Σ‖max. The next corollary gives such a connection.
Corollary 3.2 (The upper and lower bounds of ‖K‖max). Letting X ∼ ECd(µ,Σ, ξ), we have
‖K‖max ≥ ‖Σ‖max
Tr(Σ) + 4‖Σ‖F
√
log d+ 8‖Σ‖2 log d
(
1−
√
3
d2
)
,
and when Tr(Σ) > 4‖Σ‖F
√
log d,
‖K‖max ≤ ‖Σ‖max
Tr(Σ)− 4‖Σ‖F
√
log d
+
1
d4
.
4 Sparse ECA via a Combinatoric Program
We analyze the theoretical properties of ECA in the sparse setting, where we assume λ1(Σ) is
distinct and ‖u1(Σ)‖0 ≤ s < d∧n. In this section we study the ECA method using a combinatoric
program. For any matrix M ∈ Rd×d, we define the best s-sparse vector approximating u1(M) as
u1,s(M) := arg max
‖v‖0≤s,‖v‖2≤1
|vTMv|. (4.1)
We propose to estimate u1(Σ) = u1(K) via a combinatoric program:
Sparse ECA estimator via a combinatoric program : u1,s(K̂),
where K̂ is defined in (2.4). Under the sparse setting, by definition we have u1,s(K) = u1(K) =
u1(Σ). On the other hand, u1,s(K̂) can be calculated via a combinatoric program by exhaustively
searching over all s by s submatrices of K̂. This global search is not computationally efficient.
However, the result in quantifying the approximation error of u1,s(K̂) to u1(K) is of strong the-
oretical interest. Similar algorithms were also studied in Vu and Lei (2012), Lounici (2013), Vu
and Lei (2013), and Cai et al. (2015). Moreover, as will be seen in the next section, this will help
clarify that a computationally efficient sparse ECA algorithm can attain the same convergence rate,
though under a suboptimal scaling of (n, d, s).
In the following we study the performance of u1,s(K̂) in conducting sparse ECA. The approx-
imation error of u1,s(K̂) to u1(K) is connected to the approximation error of K̂ to K under the
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restricted spectral norm. This is due to the following Davis-Kahan type inequality provided in Vu
and Lei (2012):
| sin∠(u1,s(K̂),u1,s(K))| ≤ 2
λ1(K)− λ2(K)‖K̂−K‖2,2s. (4.2)
Accordingly, for studying | sin∠(u1,s(K̂),u1,s(K))|, we focus on studying the approximation
error ‖K̂ −K‖2,s. Before presenting the main results, we provide some extra notation. For any
random variable X ∈ R, we define the subgaussian (‖ · ‖ψ2) and sub-exponential norms (‖ · ‖ψ1) of
X as follows:
‖X‖ψ2 := sup
k≥1
k−1/2(E|X|k)1/k and ‖X‖ψ1 := sup
k≥1
k−1(E|X|k)1/k. (4.3)
Any d-dimensional random vector X ∈ Rd is said to be subgaussian distributed with the subgaus-
sian constant σ if
‖vTX‖ψ2 ≤ σ, for any v ∈ Sd−1.
Moreover, we define the self-normalized operator S(·) for any random vector to be
S(X) := (X − X˜)/‖X − X˜‖2 where X˜ is an independent copy of X. (4.4)
It is immediate that K = ES(X)S(X)T .
The next theorem provides a general result in quantifying the approximation error of K̂ to K
with regard to the restricted spectral norm.
Theorem 4.1. Let X1, . . . ,Xn be n observations of X ∼ ECd(µ,Σ, ξ). Let K̂ be the sample
version multivariate Kendall’s tau statistic defined in Equation (2.4). We have, when (s log(ed/s)+
log(1/α))/n→ 0, for n sufficiently large, with probability larger than 1− 2α,
‖K̂−K‖2,s ≤
(
sup
v∈Sd−1
2‖vTS(X)‖2ψ2 + ‖K‖2
)
· C0
√
s(3 + log(d/s)) + log(1/α)
n
,
for some absolute constant C0 > 0. Here supv∈Sd−1 ‖vTX‖ψ2 can be further written as
sup
v∈Sd−1
‖vTS(X)‖ψ2 = sup
v∈Sd−1
∥∥∥∥∑di=1 viλ1/2i (Σ)Yi√∑d
i=1 λi(Σ)Y
2
i
∥∥∥∥
ψ2
≤ 1, (4.5)
where v := (v1, . . . , vd)
T and (Y1, . . . , Yd)
T ∼ Nd(0, Id).
It is obvious that S(X) is subgaussian with variance proxy 1. However, typically, a sharper
upper bound can be obtained. The next theorem shows, under various settings, the upper bound
can be of the same order as 1/q, which is much smaller than 1. Combined with Theorem 4.1, these
results give an upper bound of ‖K̂−K‖2,s.
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Theorem 4.2. Let X1, . . . ,Xn be n observations of X ∼ ECd(µ,Σ, ξ) with rank(Σ) = q and
‖u1(Σ)‖0 ≤ s. Let K̂ be the sample version multivariate Kendall’s tau statistic defined in Equation
(2.4). We have,
sup
v∈Sd−1
‖vTS(X)‖ψ2 ≤
√
λ1(Σ)
λq(Σ)
· 2
q
∧ 1,
and accordingly, when (s log(ed/s) + log(1/α))/n→ 0, with probability at least 1− 2α,
‖K̂−K‖2,s ≤ C0
{(
4λ1(Σ)
qλq(Σ)
∧ 1
)
+ λ1(K)
}√
s(3 + log(d/s)) + log(1/α)
n
.
Similar to Theorem 3.1, we wish to show that ‖K̂−K‖2,s = OP (λ1(K)
√
s log(ed/s)/n). In the
following, we provide several examples such that supv ‖vTS(X)‖2ψ2 is of the same order as λ1(K),
so that, via Theorem 4.2, the desired rate is attained.
• Condition number controlled: Bickel and Levina (2008) considered the covariance ma-
trix model where the condition number of the covariance matrix Σ, λ1(Σ)/λd(Σ), is upper
bounded by an absolute constant. Under this condition, we have
sup
v
‖vTS(X)‖2ψ2  d−1,
and applying Theorem 3.5 we also have
λj(K)  λj(Σ)
Tr(Σ)
 d−1.
Accordingly, we conclude that supv ‖vTS(X)‖2ψ2 and λ1(K) are of the same order.
• Spike covariance model: Johnstone and Lu (2009) considered the following simple spike
covariance model:
Σ = βvvT + a2Id,
where β, a > 0 are two positive real numbers and v ∈ Sd−1. In this case, we have, when
β = o(da2/
√
log d) or β = Ω(da2),
sup
v
‖vTS(X)‖2ψ2 
β + a2
da2
∧ 1 and λ1(K)  β + a
2
β + da2
.
A simple calculation shows that supv ‖vTS(X)‖2ψ2 and λ1(K) are of the same order.
• Multi-Factor Model: Fan et al. (2008) considered a multi-factor model, which is also
related to the general spike covariance model (Ma, 2013):
Σ =
m∑
j=1
βjvjv
T
j + Σu,
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where we have β1 ≥ β2 ≥ · · · ≥ βm > 0, v1, . . . ,vm ∈ Sd−1 are orthogonal to each other,
and Σu is a diagonal matrix. For simplicity, we assume that Σu = a
2Id. When
∑
β2j =
o(d2a4/ log d), we have
sup
v
‖vTS(X)‖2ψ2 
β1 + a
2
da2
∧ 1 and λ1(K)  β1 + a
2∑m
j=1 βj + da
2
,
and supv ‖vTS(X)‖2ψ2 and λ1(K) are of the same order if, for example,
∑m
j=1 βj = O(da
2).
Equation (4.2) and Theorem 4.2 together give the following corollary, which quantifies the
convergence rate of the sparse ECA estimator calculated via the combinatoric program in (4.1).
Corollary 4.1. Under the condition of Theorem 4.2, if we have (s log(ed/s) + log(1/α))/n → 0,
for n sufficiently large, with probability larger than 1− 2α,
| sin∠(u1,s(K̂),u1,s(K))| ≤ 2C0(4λ1(Σ)/qλq(Σ) ∧ 1 + λ1(K))
λ1(K)− λ2(K) ·
√
2s(3 + log(d/2s)) + log(1/α)
n
.
Remark 4.3. The restricted spectral norm convergence result obtained in Theorem 4.2 is also ap-
plicable to analyzing principal subspace estimation accuracy. Following the notation in Vu and Lei
(2013), we define the principal subspace estimator to the space spanned by the top m eigenvectors
of any given matrix M ∈ Rd×d as
Um,s(M) := arg max
V∈Rd×m
〈
M,VVT
〉
, subject to
d∑
j=1
1I(Vj∗ 6= 0) ≤ s, (4.6)
where Vj∗ is the j-th row of M and the indicator function returns 0 if and only if Vj∗ = 0. We
then have
‖Um,s(K̂)Um,s(K̂)T −Um,s(K)Um,s(K)T ‖F ≤ 2
√
2m
λm(K)− λm+1(K) · ‖K̂−K‖2,2ms.
An explicit statement of the above inequality can be found in Wang et al. (2013).
5 Sparse ECA via a Computationally Efficient Program
There is a vast literature studying computationally efficient algorithms for estimating sparse u1(Σ).
In this section we focus on one such algorithm for conducting sparse ECA by combining the Fantope
projection (Vu et al., 2013) with the truncated power method (Yuan and Zhang, 2013).
5.1 Fantope Projection
In this section we first review the algorithm and theory developed in Vu et al. (2013) for sparse
subspace estimation, and then provide some new analysis in obtaining the sparse leading eigenvector
estimators.
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Let Πm := VmV
T
m where Vm is the combination of the m leading eigenvectors of K. It is well
known that Πm is the optimal rank-m projection onto K. Similarly as in (4.6), we define sΠ to be
the number of nonzero columns in Πm.
We then introduce the sparse principal subspace estimator Xm corresponding to the space
spanned by the first m leading eigenvectors of the multivariate Kendall’s tau matrix K̂. To induce
sparsity, Xm is defined to be the solution to the following convex program:
Xm := arg max
M∈Rd×d
〈
K̂,M
〉− λ∑
j,k
|Mjk|, subject to 0 M  Id and Tr(M) = m, (5.1)
where for any two matrices A,B ∈ Rd×d, A  B represents that B −A is positive semidefinite.
Here {M : 0 M  Id,Tr(M) = m} is a convex set called the Fantope. We then have the following
deterministic theorem to quantify the approximation error of Xm to Πm.
Theorem 5.1 (Vu et al. (2013)). If the tuning parameter λ in (5.1) satisfies that λ ≥ ‖K̂−K‖max,
we have
‖Xm −Πm‖F ≤ 4sΠλ
λm(K)− λm+1(K) ,
where we remind that sΠ is the number of nonzero columns in Πm.
It is easy to see that Xm is symmetric and the rank of Xm must be greater than or equal to
m, but is not necessarily exactly m. However, in various cases, dimension reduction for example, it
is desired to estimate the top m leading eigenvectors of Σ, or equivalently, to estimate an exactly
rank m projection matrix. Noticing that Xm is a real symmetric matrix, we propose to use the
following estimate X̂m ∈ Rd×d:
X̂m :=
∑
j≤m
uj(Xm)[uj(Xm)]
T . (5.2)
We then have the next theorem, which quantifies the distance between X̂m and Πm.
Theorem 5.2. If λ ≥ ‖K̂−K‖max, we have
‖X̂m −Πm‖F ≤ 4‖Xm −Πm‖F ≤ 16sΠλ
λm(K)− λm+1(K) .
5.2 A Computationally Efficient Algorithm
In this section we propose a computationally efficient algorithm to conduct sparse ECA via com-
bining the Fantope projection with the truncated power algorithm proposed in Yuan and Zhang
(2013). We focus on estimating the leading eigenvector of K since the rest can be iteratively
estimated using the deflation method (Mackey, 2008).
The main idea here is to exploit the Fantope projection for constructing a good initial parameter
for the truncated power algorithm and then perform iterative thresholding as in Yuan and Zhang
(2013). We call this the Fantope-truncated power algorithm, or FTPM, for abbreviation. Before
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proceeding to the main algorithm, we first introduce some extra notation. For any vector v ∈ Rd
and an index set J ⊂ {1, . . . , d}, we define the truncation function TRC(·, ·) to be
TRC(v, J) :=
(
v1 · 1I(1 ∈ J), . . . , vd · 1I(d ∈ J)
)T
, (5.3)
where 1I(·) is the indicator function. The initial parameter v(0), then, is the normalized vector
consisting of the largest entries in u1(X1), where X1 is calculated in (5.1):
v(0) = w0/‖w0‖2, where w0 = TRC(u1(X1), Jδ) and Jδ = {j : |(u1(X1))j | ≥ δ}. (5.4)
We have ‖v(0)‖0 = supp{j : |(u1(X1))j | > 0}. Algorithm 1 then provides the detailed FTPM
algorithm and the final FTPM estimator is denoted as ûFT1,k.
Algorithm 1 The FTPM algorithm. Within each iteration, a new sparse vector v(t) with ‖v(t)‖0 ≤
k is updated. The algorithm terminates when ‖v(t) − v(t−1)‖2 is less than a given threshold .
Algorithm: ûFT1,k(K̂)← FTPM(K̂, k, )
Initialize: X1 calculated by (5.1) with m = 1, v
(0) is calculated using (5.4), and t← 0
Repeat:
t← t+ 1
Xy ← K̂v(t−1)
If ‖Xt‖0 ≤ k, then v(t) = Xt/‖Xt‖2
Else, let At be the indices of the elements in Xt with the k largest absolute values
v(t) = TRC(Xt, At)/‖TRC(Xt, At)‖2
Until convergence: ‖v(t) − v(t−1)‖2 ≤ 
ûFT1,k(K̂)← v(t)
Output: ûFT1,k(K̂)
In the rest of this section we study the approximation accuracy of ûFT1,k to u1(K). Via observing
Theorems 5.1 and 5.2, it is immediate that the approximation accuracy of u1(X1) is related to
‖K̂−K‖max. The next theorem gives a nonasymptotic upper bound of ‖K̂−K‖max, and accordingly,
combined with Theorems 5.1 and 5.2, gives an upper bound on | sin∠(u1(X1),u1(K))|.
Theorem 5.3. Let X1, . . . ,Xn be n observations of X ∼ ECd(µ,Σ, ξ) with rank(Σ) = q and
‖u1(Σ)‖0 ≤ s. Let K̂ be the sample version multivariate Kendall’s tau statistic defined in Equation
(2.4). If (log d + log(1/α))/n → 0, we have there exists some positive absolute constant C1 such
that for sufficiently large n, with probability at least 1− α2,
‖K̂−K‖max ≤ C1
(8λ1(Σ)
qλq(Σ)
+ ‖K‖max
)√ log d+ log(1/α)
n
.
Accordingly, if
λ ≥ C1
(8λ1(Σ)
qλq(Σ)
+ ‖K‖max
)√ log d+ log(1/α)
n
, (5.5)
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we have, with probability at least 1− α2,
| sin∠(u1(X1),u1(K))| ≤ 8
√
2sλ
λ1(K)− λ2(K) .
Theorem 5.3 builds sufficient conditions under which u1(X1) is a consistent estimator of u1(K).
In multiple settings — the “condition number controlled”, “spike covariance model”, and “multi-
factor model” settings considered in Section 4 for example — when λ  λ1(K)
√
log d/n, we have
| sin∠(u1(X1),u1(K))| = OP (s
√
log d/n). This is summarized in the next corollary.
Corollary 5.1. Under the conditions of Theorem 5.3, if we further have λ1(Σ)/qλq(Σ) = O(λ1(K)),
‖Σ‖F log d = Tr(Σ) · o(1), λ2(Σ)/λ1(Σ) is upper bounded by an absolute constant less than 1, and
λ  λ1(K)
√
log d/n, then
| sin∠(u1(X1),u1(K))| = OP
(
s
√
log d
n
)
.
Corollary 5.1 is a direct consequence of Theorem 5.3 and Theorem 3.5, and its proof is omitted.
We then turn to study the estimation error of ûFT1,k(K̂). By examining Theorem 4 in Yuan and Zhang
(2013), for theoretical guarantee of fast rate of convergence, it is enough to show that (v(0))Tu1(K)
is lower bounded by an absolute constant larger than zero. In the next theorem, we show that,
under mild conditions, this is true with high probability, and accordingly we can exploit the result
in Yuan and Zhang (2013) to show that ûFT1,k(K̂) attains the same optimal convergence rate as that
of u1,s(K̂).
Theorem 5.4. Under the conditions of Corollary 5.1, let J0 := {j : |(u1(K))j | = Ω0(s log d/
√
n)}.
Set δ in (5.4) to be δ = C2s(log d)/
√
n for some positive absolute constant C2. If s
√
log d/n →
0, and ‖(u1(K))J0‖2 ≥ C3 > 0 is lower bounded by an absolute positive constant, then, with
probability tending to 1, ‖v(0)‖0 ≤ s and |(v(0))Tu1(K)| is lower bounded by C3/2. Accordingly
under the condition of Theorem 4 in Yuan and Zhang (2013), for k ≥ s, we have
| sin∠(ûFT1,k(K̂),u1(K))| = OP
(√(k + s) log d
n
)
.
Remark 5.5. Although a similar second step truncation is performed, the assumption that the
largest entries in u1(K) satisfy ‖(u1(K))J0‖2 ≥ C3 is much weaker than the assumption in Theorem
3.2 of Vu et al. (2013) because we allow a lot of entries in the leading eigenvector to be small and
not detectable. This is permissible since our aim is parameter estimation instead of guaranteeing
the model selection consistency.
Remark 5.6. In practice, we can adaptively select the tuning parameter k in Algorithm 1.
One possible way is to use the criterion of Yuan and Zhang (2013), selecting k that maximizes
(ûFT1,k(K̂))
T · K̂val · ûFT1,k(K̂), where K̂val is an independent empirical multivariate Kendall’s tau
statistic based on a separated sample set of the data. Yuan and Zhang (2013) showed that such a
heuristic performed quite well in applications.
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Remark 5.7. In Corollary 5.1 and Theorem 5.4, we assume that λ is in the same scale of
λ1(K)
√
log d/n. In practice, λ is a tuning parameter. Here we can select λ using similar data
driven estimation procedures as proposed in Lounici (2013) and Wegkamp and Zhao (2016). The
main idea is to replace the population quantities with their corresponding empirical versions in
(5.5). We conjecture that similar theoretical behaviors can be anticipated by the data driven way.
6 Numerical Experiments
In this section we use both synthetic and real data to investigate the empirical usefulness of ECA.
We use the FTPM algorithm described in Algorithm 1 for parameter estimation. To estimate more
than one leading eigenvectors, we exploit the deflation method proposed in Mackey (2008). Here
the cardinalities of the support sets of the leading eigenvectors are treated as tuning parameters.
The following three methods are considered:
• TP: Sparse PCA method on the Pearson’s sample covariance matrix;
• TCA: Transelliptical component analysis based on the transformed Kendall’s tau covariance
matrix shown in Equation (2.2);
• ECA: Elliptical component analysis based on the multivariate kendall’s tau matrix.
For fairness of comparison, TCA and TP also exploit the FTPM algorithm, while using the
Kendall’s tau covariance matrix and Pearson’s sample covariance matrix as the input matrix. The
tuning parameter λ in (5.1) is selected using the method discussed in Remark 5.7, and the truncation
value δ in (5.4) is selected such that ‖v(0)‖0 = s for the pre-specified sparsity level s.
6.1 Simulation Study
In this section, we conduct a simulation study to back up the theoretical results and further
investigate the empirical performance of ECA.
6.1.1 Dependence on Sample Size and Dimension
We first illustrate the dependence of the estimation accuracy of the sparse ECA estimator on the
triplet (n, d, s). We adopt the data generating schemes of Yuan and Zhang (2013) and Han and
Liu (2014). More specifically, we first create a covariance matrix Σ whose first two eigenvectors
vj := (vj1, . . . , vjd)
T are specified to be sparse:
v1j =
{
1√
10
1 ≤ j ≤ 10
0 otherwise
and v2j =
{
1√
10
11 ≤ j ≤ 20
0 otherwise
.
Then we let Σ be Σ = 5v1v
T
1 + 2v2v
T
2 + Id, where Id ∈ Rd×d is the identity matrix. We have
λ1(Σ) = 6, λ2(Σ) = 3, λ3(Σ) = . . . = λd(Σ) = 1. Using Σ as the covariance matrix, we generate n
data points from a Gaussian distribution or a multivariate-t distribution with degrees of freedom 3.
Here the dimension d varies from 64 to 256 and the sample size n varies from 10 to 500. Figure 1
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plots the averaged angle distances | sin∠(v˜1,v1)| between the sparse ECA estimate v˜1 and the true
parameter v1, for dimensions d = 64, 100, 256, over 1,000 replications. In each setting, s := ‖v1‖0
is fixed to be a constant s = 10.
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Figure 1: Simulation for two different distributions (normal and multivariate-t) with varying numbers of
dimension d and sample size n. Plots of averaged distances between the estimators and the true parameters
are conducted over 1,000 replications. (A) Normal distribution; (B) Multivariate-t distribution.
By examining the two curves in Figure 1 (A) and (B), the averaged distance between v1 and
v˜1 starts at almost zero (for sample size n large enough), and then transits to almost one as the
sample size decreases (in another word, 1/n increases simultaneously). Figure 1 shows that all
curves almost overlapped with each other when the averaged distances are plotted against log d/n.
This phenomenon confirms the results in Theorem 5.4. Consequently, the ratio n/ log d acts as an
effective sample size in controlling the prediction accuracy of the eigenvectors.
In the supplementary materials, we further provide results when s is set to be 5 and 20. There
one will see the conclusion drawn here still holds.
6.1.2 Estimating the Leading Eigenvector of the Covariance Matrix
We now focus on estimating the leading eigenvector of the covariance matrix Σ. The first three
rows in Table 2 list the simulation schemes of (n, d) and Σ. In detail, let ω1 > ω2 > ω3 = . . . = ωd
be the eigenvalues and v1, . . . ,vd be the eigenvectors of Σ with vj := (vj1, . . . , vjd)
T . The top m
leading eigenvectors v1, . . . ,vm of Σ are specified to be sparse such that sj := ‖vj‖0 is small and
vjk =
{
1/
√
sj , 1+
∑j−1
i=1 si ≤ k ≤
∑j
i=1 si,
0, otherwise.
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Table 2: Simulation schemes with different n, d and Σ. Here the eigenvalues of Σ are set to be
ω1 > . . . > ωm > ωm+1 = . . . = ωd and the top m leading eigenvectors v1, . . . ,vm of Σ are
specified to be sparse with sj := ‖vj‖0 and ujk = 1/√sj for k ∈ [1 +
∑j−1
i=1 si,
∑j
i=1 si] and zero
for all the others. Σ is generated as Σ =
∑m
j=1(ωj − ωd)vjvTj + ωdId. The column “Cardinalities”
shows the cardinality of the support set of {vj} in the form: “s1, s2, . . . , sm, ∗, ∗, . . .”. The column
“Eigenvalues” shows the eigenvalues of Σ in the form: “ω1, ω2, . . . , ωm, ωd, ωd, . . .”. In the first
three schemes, m is set to be 2; In the second three schemes, m is set to be 4.
Scheme n d Cardinalities Eigenvalues
Scheme 1 50 100 10, 10, ∗, ∗, . . . 6, 3, 1, 1, 1, 1, . . .
Scheme 2 100 100 10, 10, ∗, ∗ . . . 6, 3, 1, 1, 1, 1, . . .
Scheme 3 100 200 10, 10, ∗, ∗, . . . 6, 3, 1, 1, 1, 1, . . .
Scheme 4 50 100 10, 8, 6, 5, ∗, ∗, . . . 8, 4, 2, 1, 0.01, 0.01, . . .
Scheme 5 100 100 10, 8, 6, 5, ∗, ∗, . . . 8, 4, 2, 1, 0.01, 0.01, . . .
Scheme 6 100 200 10, 8, 6, 5, ∗, ∗, . . . 8, 4, 2, 1, 0.01, 0.01, . . .
Accordingly, Σ is generated as
Σ =
m∑
j=1
(ωj − ωd)vjvTj + ωdId.
Table 2 shows the cardinalities s1, . . . , sm and eigenvalues ω1, . . . , ωm and ωd. In this section we
set m = 2 (for the first three schemes) and m = 4 (for the later three schemes).
We consider the following four different elliptical distributions:
(Normal) X ∼ ECd(0,Σ, ξ1 ·
√
d/Eξ21) with ξ1
d
= χd. Here χd is the chi-distribution with
degrees of freedom d. For Y1, . . . , Yd
i.i.d.∼ N(0, 1),√
Y 21 + . . .+ Y
2
d
d
= χd.
In this setting, X follows a Gaussian distribution (Fang et al., 1990).
(Multivariate-t) X ∼ ECd(0,Σ, ξ2 ·
√
d/Eξ22) with ξ2
d
=
√
κξ∗1/ξ∗2 . Here ξ∗1
d
= χd and ξ
∗
2
d
= χκ
with κ ∈ Z+. In this setting, X follows a multivariate-t distribution with degrees of freedom κ
(Fang et al., 1990). Here we consider κ = 3.
(EC1) X ∼ ECd(0,Σ, ξ3) with ξ3 ∼ F (d, 1), i.e., ξ3 follows an F -distribution with degrees of
freedom d and 1. Here ξ3 has no finite mean. But ECA could still estimate the eigenvectors of the
scatter matrix and is thus robust.
(EC2)X ∼ ECd(0,Σ, ξ4·
√
d/Eξ24) with ξ4 ∼ Exp(1), i.e., ξ4 follows an exponential distribution
with the rate parameter 1.
We generate n data points according to the schemes 1 to 3 and the four distributions discussed
above 1,000 times each. To show the estimation accuracy, Figure 2 plots the averaged distances
between the estimate v̂1 and v1, defined as | sin∠(v̂1,v1)|, against the number of estimated nonzero
entries (defined as ‖v̂1‖0), for three different methods: TP,TCA, and ECA.
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Figure 2: Curves of averaged distances between the estimates and true parameters for different schemes
and distributions (normal, multivariate-t, EC1, and EC2, from top to bottom) using the FTPM algorithm.
Here we are interested in estimating the leading eigenvector. The horizontal-axis represents the cardinalities
of the estimates’ support sets and the vertical-axis represents the averaged distances.
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Figure 3: ROC curves for different methods in schemes 1 to 3 and different distributions (normal,
multivariate-t, EC1, and EC2, from top to bottom) using the FTPM algorithm. Here we are interested
in estimating the sparsity pattern of the leading eigenvector.
22
Table 3: Testing for normality of the ABIDE data. This table illustrates the number of voxels (out
of a total number 116) rejecting the null hypothesis of normality at the significance level of 0.05
with or without Bonferroni’s adjustment.
Critical value Kolmogorov-Smirnov Shapiro-Wilk Lilliefors
0.05 88 115 115
0.05/116 61 113 92
To show the feature selection results for estimating the support set of the leading eigenvector
v1, Figure 3 plots the false positive rates against the true positive rates for the three different
estimators under different schemes of (n, d),Σ, and different distributions.
Figure 2 shows that when the data are non-Gaussian but follow an elliptical distribution, ECA
consistently outperforms TCA and TP in estimation accuracy. Moreover, when the data are indeed
normal, there is no obvious difference between ECA and TP, indicating that ECA is a safe alternative
to sparse PCA within the elliptical family. Furthermore, Figure 3 verifies that, in term of feature
selection, the same conclusion can be drawn.
In the supplementary materials, we also provide results when the data are Cauchy distributed
and the same conclusion holds.
6.1.3 Estimating the Top m Leading Eigenvectors of the Covariance Matrix
Next, we focus on estimating the top m leading eigenvectors of the covariance matrix Σ. We
generate Σ in a similar way as in Section 6.1.2. We adopt the schemes 4 to 6 in Table 2 and the four
distributions discussed in Section 6.1.2. We consider the case m = 4. We use the iterative deflation
method and exploit the FTPM algorithm in each step to estimate the eigenvectors v1, . . . ,v4. The
tuning parameter remains the same in each iterative deflation step.
Parallel to the last section, Figure 4 plots the distances between the estimates v̂1, . . . , v̂4 and the
true parameters v1, . . . ,v4 against the numbers of estimated nonzero entries. Here the distance is
defined as
∑4
j=1 | sin∠(vj , v̂j)| and the number is defined as
∑4
j=1 ‖v̂j‖0. We see that the averaged
distance starts at 4, decreases first and then increases with the number of estimated nonzero entries.
The minimum is achieved when the number of nonzero entries is 40. The same conclusion drawn
in the last section holds here, indicating that ECA is a safe alternative to sparse PCA when the
data are elliptically distributed.
6.2 Brain Imaging Data Study
In this section we apply ECA and the other two methods to a brain imaging data obtained from the
Autism Brain Imaging Data Exchange (ABIDE) project (http://fcon_1000.projects.nitrc.
org/indi/abide/). The ABIDE project shares over 1,000 functional and structural scans for
individuals with and without autism. This dataset includes 1,043 subjects, of which 544 are the
controls and the rest are diagnosed with autism. Each subject is scanned at multiple time points,
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Figure 4: Curves of averaged distances between the estimates and true parameters for different methods in
schemes 4 to 6 and different distributions (normal, multivariate-t, EC1, and EC 2, from top to bottom) using
the FTPM algorithm. Here we are interested in estimating the top 4 leading eigenvectors. The horizontal-
axis represents the cardinalities of the estimates’ support sets and the vertical-axis represents the averaged
distances.
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Figure 5: Illustration of the symmetric and heavy-tailed properties of the brain imaging data. The estimated
cumulative distribution functions (CDF) of the marginal skewness based on the ABIDE data and four
simulated distributions are plotted against each other.
ranging from 72 to 290. The data were pre-processed for correcting motion and eliminating noise.
We refer to Di Martino et al. (2014) and Kang (2013) for more detail on data preprocessing
procedures.
Based on the 3D scans, we extract 116 regions that are of interest from the AAL atlas (Tzourio-
Mazoyer et al., 2002) and broadly cover the brain. This gives us 1,043 matrices, each with 116
columns and number of rows from 72 to 290. We then followed the idea in Eloyan et al. (2012)
and Han et al. (2013) to compress the information of each subject by taking the median of each
column for each matrix. In this study, we are interested in studying the control group. This gives
us a 544× 116 matrix.
First, we explore the obtained dataset to unveil several characteristics. In general, we find that
the observed data are non-Gaussian and marginally symmetric. We first illustrate the non-Gaussian
issue. Table 3 provides the results of marginal normality tests. Here we conduct the three marginal
normality tests at the significant level of 0.05. It is clear that at most 28 out of 116 voxels would
pass any of three normality test. Even with Bonferroni correction, over half the voxels fail to pass
any normality tests. This indicates that the imaging data are not Gaussian distributed.
We then show that the data are marginally symmetric. For this, we first calculate the marginal
skewness of each column in the data matrix. We then compare the empirical distribution function
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Figure 6: Plots of principal components 1 against 2, 1 against 3, 2 against 3 from top to bottom. The
methods used are TP, TCA and ECA. Here red dots represent the points with strong leverage influence.
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based on the marginal skewness values of the data matrix with that based on the simulated data
from the standard Gaussian (N(0, 1)), t distribution with degree freedom 3 (t(df = 3)), t distribution
with degree freedom 5 (t(df = 5)), and the exponential distribution with the rate parameter 1
(exp(1)). Here the first three distributions are symmetric and the exponential distribution is skewed
to the right. Figure 5 plots the five estimated distribution functions. We see that the distribution
function for the marginal skewness of the imaging data is very close to that of the t(df = 3)
distribution . This indicates that the data are marginally symmetric. Moreover, the distribution
function based on the imaging data is far away from that based on the Gaussian distribution,
indicating that the data can be heavy-tailed.
The above data exploration reveals that the ABIDE data are non-Gaussian, symmetric, and
heavy-tailed, which makes the elliptical distribution very appealing to model the data. We then
apply TP, TCA and ECA to this dataset. We extract the top three eigenvectors and set the tuning
parameter of the truncated power method to be 40. We project each pair of principal components
of the ABIDE data onto 2D plots, shown in Figure 6. Here the red dots represent the possible
outliers that have strong leverage influence. The leverage strength is defined as the diagonal values
of the hat matrix in the linear model by regressing the first principal component on the second one
(Neter et al., 1996). High leverage strength means that including these points will severely affect
the linear regression estimates applied to principal components of the data. A data point is said to
have strong leverage influence if its leverage strength is higher than a chosen threshold value. Here
we choose the threshold value to be 0.05(≈ 27/544).
It can be observed that there are points with strong leverage influence for both statistics learnt
by TP and TCA, while none for ECA. This implies that ECA has the potential to deliver better
results for inference based on the estimated principal components.
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ECA: High Dimensional Elliptical Component
Analysis in non-Gaussian Distributions
(Supplementary Appendix)
Fang Han∗ and Han Liu†
The supplementary materials provide more simulation results, as well as all technical proofs.
A More Simulation Results
This section provides more simulation results.
A.1 More Results in Section 6.1.1
Following the results in Section 6.1.1, we evaluate ECA’s dependence on sample size and dimension
with the sparsity values s = 5 and 20. Here all the nonzero entries in v1 and v2 are set to be equal
to 1/
√
s. All the other parameters remain same as in Section 6.1.1. The corresponding results are
put in Figures 1, and the conclusion drawn in Section 6.1.1 still holds here.
A.2 More Results in Section 6.1.2
Following the results in Section 6.1.2, we further evaluate the performance of ECA and its com-
petitors when the data are Cauchy distributed. In particular, we consider the following setting:
(Cauchy) X ∼ ECd(0,Σ, ξ2
√
d) with ξ2
d
= ξ∗1/ξ∗2 . Here ξ∗1
d
= χd and ξ
∗
2
d
= χ1.
All the other parameters remain same as in Schemes 1, 2, 3 in Section 6.1.2. Figures 2 and
3 illustrate the estimation and model selection efficiency of the competing methods. It could be
observed that ECA’s performance remains best. Actually, its advantage over TP and TCA is more
significant than that under the multivariate-t with the degree of freedom 3. This is as expected since
the model is even more heavy-tailed now. The results also, similar to the case EC1, empirically
verify that ECA works well even if the covariance matrix does not exist.
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Figure 1: Simulation for multivariate-t with varying numbers of dimension d and sample size n. Plots of
averaged distances between the estimators and the true parameters are conducted over 1,000 replications.
(A) Multivariate-t distribution with s = 5; (B) Multivariate-t distribution with s = 20.
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Figure 2: Curves of averaged distances between the estimates and true parameters for different schemes and
Cauchy distribution using the FTPM algorithm. Here we are interested in estimating the leading eigenvector.
The horizontal-axis represents the cardinalities of the estimates’ support sets and the vertical-axis represents
the averaged distances.
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Figure 3: ROC curves for different methods in schemes 1 to 3 and Cauchy distributions using the FTPM
algorithm. Here we ar interested in estimating the sparsity pattern of the leading eigenvector.
B Proofs
In this section we provide the proofs of results shown in Sections 2, 3, 4, and 5.
B.1 Proofs of Results in Section 2
This section proves Proposition 2.1. The proof summarizes the results in Marden (1999) and Croux
et al. (2002), and is provided only for completeness. In particular, we do not claim any original
contribution.
Lemma B.1. Let X ∼ ECd(µ,Σ, ξ) be a continuous random vector. We have
K = E
(
(X − X˜)(X − X˜)T
‖X − X˜‖22
)
= E
(
(X − µ)(X − µ)T
‖X − µ‖22
)
. (B.1)
Proof. By the equivalent definition of the elliptical distribution, there exists a characteristic function
ψ uniquely determined by ξ such that X ∼ ECd(µ,Σ, ψ) and X˜ ∼ ECd(µ,Σ, ψ). Let i :=
√−1.
Since X and X˜ are independent, we have E exp(itT (X − X˜)) = E exp(itTX)E exp(−itT X˜) =
ψ2(tTΣt), implying that X − X˜ ∼ ECd(0,Σ,ψ2). Again, by the equivalent definition of the
elliptical distribution, there exists a nonnegative random variable ξ′ uniquely determined by ψ2,
such that X − X˜ ∼ ECd(0,Σ, ξ′). Because X is continuous, we have P(ξ′ = 0) = 0. Therefore,
K = E
(
(X − X˜)(X − X˜)T
‖X − X˜‖22
)
= E
(
(ξ′AU)(ξ′AU)T
‖ξ′AU‖22
)
= E
(
(AU)(AU)T
‖AU‖22
)
= E
(
(ξAU)(ξAU)T
‖ξAU‖22
)
= E
(
(X − µ)(X − µ)T
‖X − µ‖22
)
.
This completes the proof.
Proof of Proposition 2.1. Using Lemma B.1, it is equivalent to consider K = E
(
(X−µ)(X−µ)T
‖X−µ‖22
)
.
Letting Ω := [u1(Σ), . . . ,ud(Σ)], uq+1(Σ) until ud(Σ) chosen to be orthogonal to u1(Σ),. . .,uq(Σ)
3
(which are also specified to be orthogonal to each other), we have
‖X − µ‖2 = ‖ΩT (X − µ)‖2.
This implies that
ΩT
X − µ
‖X − µ‖2 =
ΩT (X − µ)
‖ΩT (X − µ)‖2 =
Z
‖Z‖2 ,
where using the stochastic representation of X in Equation (2.1), we have Z = ΩTAU = DU
with D = (diag(
√
λ1(Σ), . . . ,
√
λq(Σ)),0)
T ∈ Rd×q. Therefore,
K = E
(X − µ)(X − µ)T
‖X − µ‖22
= Ω ·
[
E
(
ZZT
‖Z‖22
)]
·ΩT .
Secondly, we prove that E
(
ZZT
‖Z‖22
)
is a diagonal matrix. This is because, for any matrix P = diag(v),
where v = (v1, . . . , vd)
T satisfies that vj = 1 or −1 for j = 1, . . . , d, we have
P
Z
‖Z‖2 =
PZ
‖PZ‖2
d
=
Z
‖Z‖2 ⇒ E
(
ZZT
‖Z‖22
)
= P
[
E
(
ZZT
‖Z‖22
)]
P.
It holds if and only if E
(
ZZT
‖Z‖22
)
is a diagonal matrix.
To finish the proof, we need to show that the diagonals of E
(
ZZT
‖Z‖22
)
are decreasing. Reminding
that Z = DU , we have that
E
(
ZZT
‖Z‖22
)
= E
(
DUUTD
UTD2U
)
.
Letting U := (U1, . . . , Uq)
T , by algebra, for j = 1, . . . , q,[
E
(
ZZT
‖Z‖22
)]
jj
= E
(
λj(Σ)U
2
j
λ1(Σ)U21 + . . .+ λq(Σ)U
2
q
)
.
Actually, we have for any k < j,
λk(K)
λj(K)
=
E λk(Σ)U
2
k
λj(Σ)U2j+λk(Σ)U
2
k+E
E λj(Σ)U
2
j
λj(Σ)U2j+λk(Σ)U
2
k+E
<
E λk(Σ)U
2
k
λk(Σ)U
2
j+λk(Σ)U
2
k+E
E λj(Σ)U
2
j
λj(Σ)U2j+λj(Σ)U
2
k+E
=
E U
2
k
U2j+U
2
k+E/λk(Σ)
E U
2
k
U2j+U
2
k+E/λj(Σ)
< 1,
where we let E :=
∑
i 6∈{j,k} λi(Σ)U
2
i . This completes the proof.
B.2 Proofs of Results in Section 3
In this section we provide the proofs of Theorems 3.1 and 3.5. To prove Theorem 3.1, we exploit
the U-statistics version of the matrix Bernstein’s inequality (Tropp, 2012), which is given in the
following theorem.
4
Theorem B.2 (Matrix Bernstein’s inequality for U-statistics). Let k(·) : X × X → Rd×d be
a matrix value function. Let X1, . . . , Xn be n independent observations of an random variable
X ∈ X . Suppose that, for any i 6= i′ ∈ {1, . . . , n}, Ek(Xi, Xi′) exists and there exist two constants
R1, R2 > 0 such that
‖k(Xi, Xi′)− Ek(Xi, Xi′)‖2 ≤ R1 and ‖E{k(Xi, Xi′)− Ek(Xi, Xi′)}2‖2 ≤ R2. (B.2)
We then have
P
(∥∥∥ 1
(n2 )
∑
i<i′
k(Xi, Xi′)− Ek(X1, X2)
∥∥∥
2
≥ t
)
≤ d exp
(
− (n/4)t
2
R2 +R1t/3
)
≤

d · exp
(
− 3nt
2
16R2
)
, for t ≤ R2/R1;
d · exp
(
− 3nt
16R1
)
, for t > R2/R1.
Proof. The proof is the combination of the Hoeffding’s decoupling trick and the proof of the inde-
pendent matrix Bernstein’s inequality shown in Tropp (2012). A detailed analysis is given in the
proofs of Theorem 2.1 in Wegkamp and Zhao (2016) and Theorem 3.1 in Han and Liu (2016). We
refer to theirs for details.
With the matrix Bernstein inequality of U-statistics, we proceed to prove Theorem 3.1. This is
equivalent to calculating R1 and R2 in (B.2) for the particular U-statistics kMK defined in (2.5).
Proof of Theorem 3.1. Let’s first calculate the terms R1 and R2 in Theorem B.2 for the particular
kernel function
kMK(Xi,Xi′) :=
(Xi −Xi′)(Xi −Xi′)T
‖Xi −Xi′‖22
.
First, we have∥∥∥(Xi −Xi′)(Xi −Xi′)T‖Xi −Xi′‖22 −K
∥∥∥
2
≤
∥∥∥(Xi −Xi′)(Xi −Xi′)T‖Xi −Xi′‖22
∥∥∥
2
+ ‖K‖2 = 1 + ‖K‖2,
where in the last equality we use the fact that∥∥∥(Xi −Xi′)(Xi −Xi′)T‖Xi −Xi′‖22
∥∥∥
2
= Tr
((Xi −Xi′)(Xi −Xi′)T
‖Xi −Xi′‖22
)
= 1.
Secondly, by simple algebra, we have
‖E{kMK(Xi,Xi′)− EkMK(Xi,Xi′)}2‖2 ≤ ‖K‖2 + ‖K‖22.
Accordingly, applying R1 = 1 + ‖K‖2 and R2 = ‖K‖2 + ‖K‖22 to Theorem B.2, we have, for any
small enough t such that t ≤ (‖K‖2 + ‖K‖22)/(1 + ‖K‖2) = ‖K‖2,
P
(∥∥∥ 1
(n2 )
∑
i<i′
(Xi −Xi′)(Xi −Xi′)T
‖Xi −Xi′‖22
−K
∥∥∥
2
≥ t
)
≤ d exp
(
− 3nt
2
16(‖K‖2 + ‖K‖22)
)
.
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Setting
t =
√
16
3
· (‖K‖2 + ‖K‖
2
2)(log d+ log(1/α))
n
= ‖K‖2
√
16
3
· (1 + r
∗(K))(log d+ log(1/α))
n
,
we get the desired concentration result.
We then proceed to the proofs of Theorem 3.5 and Corollary 3.2, which exploit the results in
Proposition 2.1 and the concentration inequality of the quadratic terms of the Gaussian distribution.
Proof of Theorem 3.5. Using Proposition 2.1, the population multivariate Kendall’s tau statistic
K has, for j = 1, . . . , d,
λj(K) = E
( λj(Σ)Y 2j
λ1(Σ)Y 21 + · · ·+ λd(Σ)Y 2d
)
= E
(
Z2j∑d
i=1 Z
2
i
)
,
where (Z1, . . . , Zd)
T ∼ Nd(0,Λ). Here Λ is a diagonal matrix with Λjj = λj(Σ). Using Lemma
B.8 and the fact that 0 ≤ Z2j /(Z21 + · · · + Z2d) ≤ 1, by setting t = 4 log d, A = Z2j /
∑d
i=1 Z
2
i , and
recalling 1I(·) to be the indicator function, we have
EA = E
(
A 1I
( d∑
i=1
Z2i ≥ Tr(Σ)− 4‖Σ‖F
√
log d
))
+ E
(
A 1I
( d∑
i=1
Z2i < Tr(Σ)− 4‖Σ‖F
√
log d
))
≤ λj(Σ)
Tr(Σ)− 4‖Σ‖F
√
log d
+ P
( d∑
i=1
Z2i < Tr(Σ)− 4‖Σ‖F
√
log d
)
≤ λj(Σ)
Tr(Σ)− 4‖Σ‖F
√
log d
+
1
d4
.
Similarly, we have
EA =E
(
A 1I
( d∑
i=1
Z2i ≤ Tr(Σ) + 4‖Σ‖F
√
log d+ 8‖Σ‖2 log d
))
+ E
(
A 1I
( d∑
i=1
Z2i > Tr(Σ) + 4‖Σ‖F
√
log d+ 8‖Σ‖2 log d
))
≥ λj(Σ)
Tr(Σ) + 4‖Σ‖F
√
log d+ 8‖Σ‖2 log d
−
EZ2j 1I
(∑d
i=1 Z
2
i > Tr(Σ) + 4‖Σ‖F
√
log d+ 8‖Σ‖2 log d
)
Tr(Σ) + 4‖Σ‖F
√
log d+ 8‖Σ‖2 log d
.
For the above second term, by Cauchy-Swartz inequality, we have
EZ2j 1I
( d∑
i=1
Z2i > Tr(Σ) + 4‖Σ‖F
√
log d+ 8‖Σ‖2 log d
)
≤(EZ4j )1/2 ·
(
P
( d∑
i=1
Z2i > Tr(Σ) + 4‖Σ‖F
√
log d+ 8‖Σ‖2 log d
))1/2
≤
√
3λj(Σ) · d−2.
This completes the proof.
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Proof of Corollary 3.2. Noticing that
‖K‖max = E (Xj − µj)
2∑d
i=1(Xi − µi)2
where E(Xj − µj)2 = ‖Σ‖max and
∑d
i=1(Xi − µi)2 d=
∑d
i=1 Z
2
i , the proof is a line-by-line follow of
that of Theorem 3.5.
B.3 Proofs of Results in Section 4
In this section we provide the proof of Theorems 4.1 and 4.2.
B.3.1 Proof of Theorem 4.1
The proof of Theorem 4.1 is via combining the following two lemmas.
Lemma B.3. Remind that S(X) is the self-normalized version of X defined in (4.4) and K :=
ES(X)S(X)T is the multivariate Kendall’s tau statistic. Suppose that X ∼ ECd(µ,Σ, ξ) is
elliptically distributed. For any v ∈ Sd−1, suppose that
E exp
(
t
[
(vTS(X))2 − vTKv]) ≤ exp(ηt2), for t ≤ c0/√η, (B.3)
where η > 0 only depends on the eigenvalues of Σ and c0 is an absolute constant. We then have,
with probability no smaller than 1− 2α, for large enough n,
sup
v∈Sd−1∩B0(s)
∣∣∣vT (K̂−K)v∣∣∣ ≤ 2(8η)1/2√s(3 + log(d/s)) + log(1/α)
n
. (B.4)
Proof. This is a standard argument for sparse PCA, combined with the Hoefdding’s decoupling
trick. We defer the proof to the last section.
The next lemma calculates the exact value of η in Equation (B.3).
Lemma B.4. For any v = (v1, . . . , vd)
T ∈ Sd−1, Equation (B.3) holds with
η = sup
v∈Sd−1
2‖vTS(X)‖2ψ2 + ‖K‖2
and
sup
v∈Sd−1
∥∥vTS(X)∥∥
ψ2
= sup
v∈Sd−1
∥∥∥∥∑di=1 viλ1/2i (Σ)Yi√∑d
i=1 λi(Σ)Y
2
i
∥∥∥∥
ψ2
,
where (Y1, . . . , Yd)
T ∼ Nd(0, Id) is standard Gaussian.
Proof. The first assertion is a simple consequence of the relationship between the subgaussian
and sub-exponential distributions and the property of the sub-exponential distribution (check, for
example, Section 5.2 in Vershynin (2010)).
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We then focus on the second assertion. Remind that S(X) is defined as:
S(X) =
X − X˜
‖X − X˜‖2
d
=
X∗
‖X∗‖2
d
=
Z0
‖Z0‖2 ,
where X∗ ∼ ECd(0,Σ, ξ∗) for some random variable ξ∗ ≥ 0 with P(ξ∗ = 0) = 0 and Z0 ∼
Nd(0,Σ). Here the second equality is due to the fact that the summation of two independently and
identically distributed elliptical random vectors are elliptical distributed (see, for example, Lemma
1 in Lindskog et al. (2003) for a proof). The third equality holds because X∗ d= ξ′Z0 for some
random variable ξ′ ≥ 0 with P(ξ′ = 0) = 0. Accordingly, we have Z0/‖Z0‖2 d= S(X).
We write Σ = UΛUT to be the singular value decomposition of Σ, where Λ has diagonal
entries λ1(Σ), . . . , λd(Σ). Letting Z = (Z1, . . . , Zd)
T ∼ Nd(0,Λ) be Gaussian distributed, we have
Z0
d
= UZ and can continue to write
vTZ0
‖Z0‖2
d
=
wTZ
‖Z‖2
d
=
∑d
i=1wiλ
1/2
i (Σ)Yi√∑d
i=1 λi(Σ)Y
2
i
, (B.5)
where w = (w1, . . . , wd)
T = UTv, Y = (Y1, . . . , Yd)
T ∼ Nd(0, Id), and we have wTw = 1. Because
U is full rank, there is a one to one map between v and w, and hence taking supremum over v is
equivalent to taking supremum over w. This completes the proof.
B.3.2 Proof of Theorem 4.2
In this section we focus on the proof of Theorem 4.2. We aim at providing sharp subgaussian
constant of S(X).
Proof of Theorem 4.2. For any v ∈ Sd−1, it is enough to show that vTS(X) ∈ R is subgaussian
distributed with subgaussian norm uniformly bounded by
√
2λ1(Σ)/(qλq(Σ)). For notational sim-
plicity, with an abuse of notation, we let λi(Σ) be abbreviated as λi for i = 1, . . . , q.
For any p = 1, 2, . . . and v ∈ Sd−1, to show vTS(X) is subgaussian, following (B.5) in the proof
of Theorem 4.1, it is sufficient to bound its all higher moments:
E
(∣∣∣ vTZ0‖Z0‖2
∣∣∣)p = E(∣∣∣∣∑qi=1wiλ1/2i Yi√∑q
i=1 λiY
2
i
∣∣∣∣)p ≤ E(∣∣∣∣∑qi=1wi(λi/λq)1/2Yi√∑q
i=1 Y
2
i
∣∣∣∣)p, (B.6)
where w = (w1, . . . , wd)
T = UTv, Y = (Y1, . . . , Yq)
T ∼ Nq(0, Iq), and we have wTw = 1.
Next we prove that the rightest term at (B.6) reaches its maximum at w∗ = (1, 0, . . . , 0)T . To
this end, we adopt a standard technique in calculating the distribution of the quadratic ratio (see,
for example, Provost and Cheong (2000)). Let ζ(w) = (ζ1, . . . , ζq) with ζi = wi(λi/λq)
1/2. For any
constant c ≥ 0, we have
P
(∣∣∣ζ(w)TY‖Y ‖2
∣∣∣ > c) = P(Y T ζ(w)ζ(w)TY
Y TY
> c2
)
= P
(
Y T (ζ(w)ζ(w)T − c2Id)Y > 0
)
. (B.7)
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Then it is immediate to have
P
(
Y T (ζ(w)ζ(w)T − c2Id)Y > 0
)
= P
( q∑
j=1
ljY
2
j > 0
)
,
where l1 = ζ(w)
T ζ(w)− c2 and lj = −c2 for j = 2, . . . , q. This implies that
arg max
w∈Sd−1
P
(
Y T (ζ(w)ζ(w)T − c2Id)Y > 0
)
= arg max
w∈Sd−1
ζ(w)T ζ(w) = (1, 0, . . . , 0)T = w∗.
In other words, for any c > 0 and w ∈ Sd−1, we have
P
(∣∣∣ζ(w∗)TY‖Y ‖2
∣∣∣ > c) ≥ P(∣∣∣ζ(w)TY‖Y ‖2
∣∣∣ > c).
Then (B.6) further implies that
sup
v∈Sd−1
E
(∣∣∣ vTZ0‖Z0‖2
∣∣∣)p ≤ E(∣∣∣∣(λ1/λq)1/2Yi√∑q
i=1 Y
2
1
∣∣∣∣)p = (λ1/λq)p/2 · E( Y1√∑q
i=1 Y
2
i
)p
. (B.8)
In the end, combining (B.8) and Lemma B.9, we have
sup
v∈Sd−1
∥∥vTS(X)∥∥
ψ2
= sup
v∈Sd−1
∥∥∥ vTZ0‖Z0‖2
∥∥∥
ψ2
≤
√
λ1
λq
· 2
q
.
This completes the proof.
B.4 Proofs of Results in Section 5
In this section we provide the proofs of Theorems 5.2, 5.3, and 5.4.
B.4.1 Proof of Theorem 5.2
Theorem 5.2 is the direct consequence of the following lemma by setting A = Xm, C = X̂m, and
P = Πm.
Lemma B.5. For any positive semidefinite symmetric matrix A ∈ Rd×d (not necessarily satisfying
A  Id) and rank m projection matrix P, letting C =
∑m
j=1 uj(A)uj(A)
T , we have
‖C−P‖F ≤ 4‖A−P‖F.
Proof. We let  := ‖A−P‖F. We first define B :=
∑m
j=1 λj(A)uj(A)uj(A)
T to be the best rank
m approximation to A. By simple algebra, we have
‖A−B‖2F =
∑
j>m
(λj(A))
2,
9
and accordingly, using triangular inequality,
‖B−P‖F ≤ ‖A−B‖F + ‖A−P‖F =
(∑
j>m
(λj(A))
2
)1/2
+ .
Using Lemma B.10 and the fact that λj(P) = 0 for all j > m, we further have
∑
j>m
(λj(A))
2 ≤
d∑
j=1
(λj(A)− λj(P))2 ≤ ‖A−P‖2F = 2,
so that ‖B−P‖F ≤ 2. With a little abuse of notation, for j = 1, . . . , d, we write λj = λj(A) and
uj = uj(A) for simplicity. Therefore, we have
‖B−P‖2F =
〈 m∑
j=1
λjuju
T
j −P,
m∑
j=1
λjuju
T
j −P
〉
=
m∑
j=1
λ2j +m− 2
m∑
j=1
λju
T
j Puj ≤ 42.
This further implies that
m∑
j=1
(λ2j + 1)− 42 ≤ 2
m∑
j=1
λju
T
j Puj ≤ 2
m∑
j=1
λj ⇒
m∑
j=1
(1− λj)2 ≤ 42.
Noticing that, by the definition of B,
‖C−B‖2F =
m∑
j=1
(1− λj)2 ≤ 42,
we finally have
‖C−P‖F ≤ ‖B−P‖F + ‖C−B‖F ≤ 4.
This completes the proof.
B.4.2 Proof of Theorem 5.3
To prove Theorem 5.3, we first provide a general theorem, which quantifies the convergence rate of
a U-statistic estimate of the covariance matrix.
Theorem B.6 (Concentration inequality for U-statistics estimators of covariance matrix). Let
k1(·) : X × X → R and k2(·) : X × X → R be two real functions and X1, . . . , Xn be n ob-
servations of the random variable X ∈ X satisfying ‖ki(X1, X2)‖ψ2 ≤ K0 for i = 1, 2, and
τ2 := Ek1(X1, X2)k2(X1, X2). We then have,
P
( 1
(n2 )
∑
i<i′
k1(Xi, Xi′)k2(Xi, Xi′)− Ek1(Xi, Xi′)k2(Xi, Xi′) ≥ t
)
≤ exp
(
− nt
2
8C(4K20 + τ
2)2
)
,
for all t < 2Cc(4K20 + τ
2) and some generic constants C and c. When the two kernel functions
k1(·) and k2(·) are equal, the term 4K20 above can be further relaxed to be 2K20 .
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Proof. First, let’s calculate E exp(t· 1(n2 )
∑
i<i′ k1(Xi, Xi′)k2(Xi, Xi′)−τ2). Using a similar decoupling
technique as in Theorem B.2, we have
E exp
(
t
(n2 )
∑
i<i′
k1(Xi, Xi′)k2(Xi, Xi′)− Ek1(Xi, Xi′)k2(Xi, Xi′)
)
=
(
Ee
t
m
(k1(X1,X2)k2(X1,X2)−Ek1(X1,X2)k2(X1,X2))
)m
,
where m := n/2. We then have
‖k1(X1, X2)k2(X1, X2)‖ψ1 =
∥∥∥1
4
{(k1(X1, X2) + k2(X1, X2))2 − (k1(X1, X2)− k2(X1, X2))2}
∥∥∥
ψ1
≤ 1
4
∥∥(k1(X1, X2) + k2(X1, X2))2∥∥ψ1 + 14 ∥∥(k1(X1, X2)− k2(X1, X2))2∥∥ψ1 . (B.9)
Using Minkowski’s inequality, for any two random variables X,Y ∈ R, we have (E(X + Y )p)1/p ≤
(EXp)1/p + (EY p)1/p. Accordingly, we have ‖X + Y ‖ψ2 ≤ ‖X‖ψ2 + ‖Y ‖ψ2 . This implies that
‖k1(X1, X2)± k2(X1, X2)‖ψ2 ≤ ‖k1(X1, X2)‖ψ2 + ‖k2(X1, X2)‖ψ2 ≤ 2K0.
Therefore, using the relationship between ‖ · ‖ψ1 and ‖ · ‖ψ2 , we have∥∥(k1(X1, X2)± k2(X1, X2))2∥∥ψ1 ≤ 2(‖k1(X1, X2)± k2(X1, X2)‖ψ2)2 ≤ 8K20 .
This, combined with (B.9), implies that
‖k1(X1, X2)k2(X1, X2)‖ψ1 ≤ 4K20 . (B.10)
Accordingly, k1(X1, X2)k2(X1, X2)−Ek1(X1, X2)k2(X1, X2) is sub-exponential and has sub-exponential
norm
‖k1(X1, X2)k2(X1, X2)− Ek1(X1, X2)k2(X1, X2)‖ψ1 ≤ 4K20 + τ2.
We can then apply Lemma 5.15 in Vershynin (2010) to deduce that
E exp
( t
(n2 )
∑
i<i′
k1(Xi, Xi′)k2(Xi, Xi′)− τ2
)
≤ exp
(C(4K20 + τ2)2t2
m
)
, for
∣∣∣ t
m
∣∣∣ ≤ c/(4K20 + τ2),
where C and c are two absolute constants. We then use the Markov’s inequality to have the final
concentration inequality. This completes the proof of the first part.
Furthermore, when k1(·) = k2(·), we can improve the upper bound in (B.10) to be 2K20 . And
the whole proof still proceeds. This completes the proof of the second part.
Using Theorem B.6, we are now ready to prove Theorem 5.3.
Proof of Theorem 5.3. Using the result in Theorem 4.2, we have for any v ∈ Sd−1,
‖vTS(X)‖ψ2 ≤
√
λ1(Σ)
λq(Σ)
· 2
q
.
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In particular, for any j, k ∈ {1, . . . , d}, setting
k1(X1,X2) =
eTj (X1 −X2)
‖X1 −X2‖2 and k2(X1,X2) :=
eTk (X1 −X2)
‖X1 −X2‖2 ,
we have
‖ki(X1,X2)‖ψ2 ≤
√
λ1(Σ)
λq(Σ)
· 2
q
, for i = 1, 2.
Accordingly, using Theorem B.6, we have
P(|K̂jk −Kjk| ≥ t)≤exp
(
− nt
2
8C(8(λ1(Σ)/qλq(Σ)) + Kjk)2
)
, for t < 2Cc(8λ1(Σ)/qλq(Σ) + Kjk).
We then use the union bound to deduce that
P(‖K̂−K‖max ≥ t) ≤ d2 exp
(
− nt
2
8C(8λ1(Σ)/qλq(Σ) + ‖K‖max)2
)
,
which implies that, for large enough n, with probability larger than 1− α2,
‖K̂−K‖max ≤ 4
√
C
(8λ1(Σ)
qλq(Σ)
+ ‖K‖max
)√ log d+ log(1/α)
n
.
This completes the proof.
B.4.3 Proof of Theorem 5.4
Proof of Theorem 5.4. Without loss of generality, we assume that (u1(X1))
Tu1(K) ≥ 0. Using
Corollary 5.1, we have
‖u1(X1)− u1(K)‖∞ ≤ ‖u1(X1)− u1(K)‖2 = OP (s
√
log d/n).
It is then immediate that, with high probability, the support set of u1(X1), denoted as Ĵ , must
include J0 and belong to J1 := {j : |(u1(K))j | = Ω(s log d/
√
n)}, i.e.,
P(J0 ⊂ Ĵ ⊂ J1)→ 1, when n→∞.
Therefore, with high probability, ‖v(0)‖0 ≤ card(J1) ≤ s. Moreover, we have, for any j ∈ J0,
because s
√
log d/n = o(s log d/
√
n), we have
(u1(X1))j = (u1(K))j(1 + oP (1))
for j ∈ J0. Using the above result, we have
v(0) = TRC(u1(K), Ĵ)/‖TRC(u1(K), Ĵ)‖2 · (1 + oP (1)).
Accordingly, under the condition of Theorem 5.4, we have,
(v(0))Tu1(K) = ‖TRC(u1(K), Ĵ)‖2(1 + oP (1)) ≥ C3(1 + oP (1)),
and accordingly is asymptotically lower bounded by absolute constant. The rest can be proved by
using Theorem 4 in Yuan and Zhang (2013).
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B.5 Auxiliary Lemmas
In this section we provide the auxiliary lemmas. The first lemma shows that any elliptical distri-
bution is a random scaled version of the Gaussian.
Lemma B.7. Let X ∼ ECd(µ,Σ, ξ) be an elliptical distribution with Σ = AAT . It takes another
stochastic representation:
X
d
= µ+ ξZ/‖A†Z‖2,
where Z ∼ Nd(0,Σ), ξ ≥ 0 is independent of Z/‖A†Z‖2, and A† is the Moore-Penrose pseudoin-
verse of A.
Proof. Let X = µ + ξAU and q := rank(Σ) = rank(A) as in (2.1). Let U = /‖‖2 with a
standard normal vector  in Rq. Note that if A = V1DVT2 is the singular value decomposition of
A ∈ Rd×q with V1 ∈ Rd×q and D,V ∈ Rq×q, then A† = V2D−1VT1 . Since rank(A) = q, we have
A†A = Iq. Accordingly, let Z = A ∼ N(0,Σ). It follows that
X − µ = ξAU = ξZ/‖‖2 = ξZ/‖A†Z‖2.
The proof is complete.
The next lemma gives two Hanson-Wright type inequalities for the quadratic term of the Gaus-
sian distributed random vectors.
Lemma B.8. Let Z ∼ Nd(0,Σ) be a d-dimensional Gaussian distributed random vector. Then
for every t ≥ 0, we have
P(ZTZ − Tr(Σ) ≤ −2‖Σ‖F
√
t) ≤ exp(−t),
and
P(ZTZ − Tr(Σ) ≥ 2‖Σ‖F
√
t+ 2‖Σ‖2t) ≤ exp(−t).
Proof. Let UΛUT be the SVD decomposition of Σ. Then letting Y = (Y1, . . . , Yd)
T ∼ Nd(0, Id),
using the fact that UTY
d
= Y , we have
ZTZ
d
= Y TΣY = Y TUΛUTY
d
= Y TΛY =
∑
λj(Σ)Y
2
j .
The rest follows from Lemma 1 in Laurent and Massart (2000).
The next lemma shows that a simple version of the quadratic ratio under the Gaussian assump-
tion is subgaussian.
Lemma B.9. For Y = (Y1, . . . , Yq)
T ∼ Nq(0, Iq), we have∥∥∥ Yj√∑q
i=1 Y
2
i
∥∥∥
ψ2
≤
√
2
q
, for j = 1, . . . , d,
where we remind that the subgaussian norm ‖ · ‖ψ2 is defined in (4.3).
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Proof. It is known (see, for example, Chapter 3 in Bilodeau and Brenner (1999)) that
Y 21 /
q∑
i=1
Y 2i ∼ Beta
(1
2
,
q − 1
2
)
.
Accordingly, using the Jensen’s inequality and the property of the beta distribution, we have
E
( Y 21∑q
i=1 Y
2
i
)p/2 ≤ (E( Y 21∑q
i=1 Y
2
i
)p)1/2
=
(p−1∏
r=0
2r + 1
2r + q
)1/2
,
where the last equality is using the moment formula of the beta distribution (check, for example,
Page 36 in Gupta and Nadarajah (2004)). When q is even, using the Sterling’s inequality, we can
continue to write(p−1∏
r=0
2r + 1
2r + q
)1/2
=
( (2p− 1)!!
(2p+ q − 2)!!
)1/2 ≤ ( p!
(p+ (q − 2)/2)!
)1/2 ≤ ( pp+1/2e(q−2)/2
(p+ (q − 2)/2)p+(q−1)/2
)1/2
= pp/2+1/(2p) ·
( 1
(p+ (q − 2)/2)p ·
e(q−2)/2
(p+ (q − 2)/2)(q−1)/2
)1/2 ≤ pp/2/(p+ (q − 2)/2)p/2.
Accordingly, we have (
E
( Y 21∑
Y 2i
)p/2)1/p ≤ √p ·√1
q
.
Similarly, when q is odd, we have (E(Y 21 /
∑
Y 2i )
p/2)1/p ≤ √p · κU
√
1/(q − 1/2) ≤ √p ·√2/q. This
completes the proof.
The final lemma states a Wyel type inequality and is well known in the matrix perturbation
literature (check, for example, Equation (3.3.32) in Horn and Johnson (1991)).
Lemma B.10. For any positive semidefinite symmetric matrices A,B ∈ Rd×d (so that the eigen-
values and singular values are equal), we have
d∑
i=1
(λi(A)− λi(B))2 ≤ ‖A−B‖2F.
C The Proof of Lemma B.3
The proof of Lemma B.3 is shown in this section. The idea is to combine the proof of sparse PCA
(see, for example, Lounici (2013)) with the Hoeffding’s decoupling trick. We present the proof here
mainly for completedness.
Proof of Lemma B.3. Let a ∈ Z+ be an integer no smaller than 1 and Ja be any subset of {1, . . . , d}
with cardinality a. For any s-dimensional sphere Ss−1 equipped with Euclidean distance, we let N
be a subset of Ss−1 such that for any v ∈ Ss−1, there exists u ∈ N subject to ‖u− v‖2 ≤ . It is
known that the cardinal number of N has an upper bound: card(N) <
(
1 + 2
)s
. Let N1/4 be a
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(1/4)-net of Ss−1. We then have card(N1/4) is upper bounded by 9s. Moreover, for any symmetric
matrix M ∈ Rs×s, we have
sup
v∈Ss−1
|vTMv| ≤ 1
1− 2 supv∈N
|vTMv|, implying sup
v∈Ss−1
|vTMv| ≤ 2 sup
v∈N1/4
|vTMv|.
Let β > 0 be a quantity defined as β := (8η)1/2
√
s(3+log(d/s))+log(1/α)
n . By the union bound, we have
P
(
sup
b∈Ss−1
sup
Js⊂{1,··· ,d}
∣∣∣∣bT [K̂−K]Js,Jsb
∣∣∣∣>2β) ≤ P( sup
b∈N1/4
sup
Js⊂{1,··· ,d}
∣∣∣∣bT [K̂−K]Js,Jsb
∣∣∣∣>β)
≤9s
( d
s
)
P
(∣∣∣∣bT [K̂−K]Js,Jsb
∣∣∣∣ > (8η)1/2
√
s(3 + log(d/s)) + log(1/α)
n
, for any b and Js
)
.
Thus, if we can show that for any b ∈ Ss−1 and Js, we have
P
(∣∣∣bT [K̂−K]
Js,Js
b
∣∣∣ > t) ≤ 2e−nt2/(8η), (C.1)
for η defined in Equation (B.3). Then, using the bound (ds) < (ed/s)
s, we have
9s
( d
s
)
P
(∣∣∣bT [K̂−K]
Js,Js
b
∣∣∣ > (8η)1/2√s(3 + log(d/s)) + log(1/α)
n
, for any b and J
)
≤2 exp{s(1 + log 9− log(s)) + s log d− s(3 + log d− log s)− log(1/α)} ≤ 2α.
It shows that, with probability greater than 1− 2α, the bound in Equation (B.4) holds.
We now show that Equation (C.1) holds. For any t, we have
E exp
(
t · bT
[
K̂−K
]
Js,Js
b
)
= E exp
(
t · 1
(n2 )
∑
i<i′
bT
(
(Xi −Xi′)Js(Xi −Xi′)TJs
‖Xi −Xi′‖22
−KJs,Js
)
b
)
.
Let Sn represent the permutation group of {1, . . . , n}. For any σ ∈ Sn, let (i1, . . . , in) := σ(1, . . . , n)
represent a permuted series of {1, . . . , n} and O(σ) := {(i1, i2), (i3, i4), . . . , (in−1, in)}. In particular,
we denote O(σ0) := {(1, 2), (3, 4), . . . , (n− 1, n)}. By simple calculation,
E exp
(
t · 1
(n2 )
∑
i<i′
bT
((Xi −Xi′)Js(Xi −Xi′)TJs
‖Xi −Xi′‖22
−KJs,Js
)
b
)
=E exp
(
t · 1
card(Sn)
∑
σ∈Sn
2
n
∑
(i,i′)∈O(σ)
bT
((Xi −Xi′)Js(Xi −Xi′)TJs
‖Xi −Xi′‖22
−KJs,Js
)
b
)
≤ 1
card(Sn)
∑
σ∈Sn
E exp
(
t · 2
n
∑
(i,i′)∈O(σ)
bT
((Xi −Xi′)Js(Xi −Xi′)TJs
‖Xi −Xi′‖22
−KJs,Js
)
b
)
=E exp
(
t · 2
n
∑
(i,i′)∈O(σ0)
bT
((Xi −Xi′)Js(Xi −Xi′)TJs
‖Xi −Xi′‖22
−KJs,Js
)
b
)
, (C.2)
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where the inequality is due to the Jensen’s inequality.
Let m := n/2 and recall that X = (X1, . . . , Xd)
T ∈ Md(Σ, ξ, q, s;κL, κU ). Letting X˜ =
(X˜1, . . . , X˜d)
T be an independent copy of X, by Equation (B.3), we have that, for any t ∈ R and
v ∈ Sd−1,
E exp
(
t · vT
(
(X − X˜)(X − X˜)
‖X − X˜‖22
−K
)
v
)
≤ eηt2 .
In particular, letting vJs = b and vJCs = 0, we have
E exp
(
t · bT
(
(X − X˜)Js(X − X˜)TJs
‖X − X˜‖22
−KJs,Js
)
b
)
≤ eηt2 . (C.3)
Then we are able to continue Equation (C.2) as
E exp
(
t · 2
n
∑
(i,i′)∈O(σ0)
bT
(
(Xi −Xi′)Js(Xi −Xi′)TJs
‖Xi −Xi′‖22
−KJs,Js
)
b
)
=E exp
(
t
m
m∑
i=1
bT
(
(X2i −X2i−1)Js(X2i −X2i−1)TJs
‖X2i −X2i−1‖22
−KJs,Js
)
b
)
=
(
Ee
t
m
((bTS(X)Js )
2−bTKJs,Jsb)
)m ≤ eηt2/m, (C.4)
where by Equation (B.3), the last inequality holds for any |t/m| ≤ c/√η. Accordingly, choosing
t = βm/(2η), using the Markov inequality, we have
P
(
bT
[
K̂−K
]
Js,Js
b > β
)
≤ e−nβ2/(8η), for β ≤ 2c0√η. (C.5)
By symmetry, we have the same bound for P
(
bT
[
K̂ −K
]
Js,Js
b < −β
)
as in Equation (C.5).
Together, they give us Equation (C.1). This completes the proof.
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