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a b s t r a c t
In this work, we focus on the inverse problem associated with a DE: Given a target function
x, find a DE such that its solution x¯ is sufficiently close to x in the sup norm distance.
We extend the previous method for solving inverse problems for DEs using the Collage
Theorem along a new direction. We search for a set of coefficients that not only minimizes
the collage error but also maximizes the entropy. This approach is motivated by some
promising results for IFS and probabilities. In our new formulation, theminimization of the
collage error can be understood as a multi-criteria problem: two different and conflicting
criteria are considered, i.e., collage error and the entropy. In order to deal with this kind
of scenario we propose to scalarize the model, which reduces the multi-criteria program
to a single-criterion program by combining all objective functions with different trade-off
weights. Numerical examples confirm the sub-optimality of the Collage Theorem and we
show that, by adding the entropy term, we obtain a better approximation of the solution.
© 2012 Elsevier Ltd. All rights reserved.
1. Inverse problems for fixed point equations
Many inverse problems may be viewed in terms of the approximation of a target element x in a complete metric space
(X, d) by the fixed point x¯ of a contraction mapping T : X → X . In practical applications, from a family of contraction
mappings Tλ, λ ∈ Λ ⊂ Rn, one wishes to find the parameter λ¯ for which the approximation error d(x, x¯λ) is as small as
possible. Thanks to a simple consequence of Banach’s fixed point theorem known as the ‘‘Collage Theorem’’, most practical
methods of solving the inverse problem for fixed point equations seek to find an operator T for which the collage distance
d(x, Tx) is as small as possible.
Theorem 1 (‘‘Collage Theorem’’ [1]). Let (X, d) be a complete metric space and T : X → X a contraction mapping with contrac-
tion factor c ∈ [0, 1). Then for any x ∈ X,
d(x, x¯) ≤ 1
1− c d(x, Tx), (1)
where x¯ is the fixed point of T .
One now seeks a contraction mapping T that minimizes the so-called collage error d(x, Tx)—in other words, a mapping that
sends the target x as close as possible to itself. This is the essence of the method of collage coding which has been the basis
of most, if not all, fractal image coding and compression methods.
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2. Inverse problems for DEs investigated using the Collage Theorem
In [2–5], the authors showed how collage coding could be used to solve inverse problems for systems of differential
equations (deterministic or random) having the form
x˙(t) = f (t, x),
x(0) = x0, (2)
by reducing the problem to the corresponding Picard integral operator associated with it,
(Tx)(t) = x0 +
 t
0
f (s, x(s)) ds. (3)
Let us recall the basic results in the casewhere f belongs to L2. Let us consider the completemetric space C([−δ, δ]) endowed
with the usual d∞ metric and assume that f (t, x) is Lipschitz in the variable x, that is there exists a K ≥ 0 such that
|f (s, x1)− f (s, x2)| ≤ K |x1 − x2|, for all x1, x2 ∈ R. For simplicity we suppose that x ∈ R but the same consideration can be
developed for the case of several variables. Under these hypotheses, T is Lipschitz on the space C([−δ, δ] × [−M,M]) for
some δ andM > 0.
Theorem 2 ([2]). The function T satisfies
∥Tx− Ty∥2 ≤ c∥x− y∥2 (4)
for all x, y ∈ C([−δ, δ] × [−M,M]) where c = δK.
Now let δ′ > 0 be such that δ′K < 1. In order to solve the inverse problem for (3) we take the L2 expansion of the function
f . Let {φi} be a basis of functions in L2([−δ′, δ′] × [−M,M]) and consider
fλ(s, x) =
+∞
i=1
λiφi(s, x). (5)
Each sequence of coefficients λ = {λi}+∞i=1 then defines a Picard operator Tλ. Suppose further that each function φi(s, x) is
Lipschitz in xwith constants Ki.
Theorem 3 ([2]). Let K , λ ∈ ℓ2(R). Then
|fλ(s, x1)− fλ(s, x2)| ≤ ∥K∥2∥λ∥2|x1 − x2| (6)
for all s ∈ [−δ′, δ′] and x1, x2 ∈ [−M,M] where ∥K∥2 =
+∞
i=1 K
2
i
 1
2 and ∥λ∥2 =
+∞
i=1 λ
2
i
 1
2 .
Given a target solution x, we now seek to minimize the collage distance ∥x − Tλx∥2. The square of the collage distance
becomes
∆2(λ) = ∥x− Tλx∥22
=
 δ
−δ
x(t)− x0 −
 t
0
+∞
i=1
λiφi(s, x(s))ds

2
dt (7)
and the inverse problem can be formulated as
min
λ∈Λ ∆(λ), (8)
whereΛ = {λ ∈ ℓ2(R) : ∥λ∥2∥K∥2 < 1}. To solve this problem numerically, let us consider the first n terms of the L2 basis;
in this case the previous problem can be reduced to
min
λ∈Λ˜
∆˜2(λ) =
 δ
−δ
x(t)− x0 −
 t
0
n
i=1
λiφi(s, x(s))ds

2
dt, (9)
where Λ˜ = {λ ∈ Rn : ∥λ∥2∥K∥2 < 1}. This is a classical quadratic optimization problem which can be solved by means
of classical numerical methods. Let ∆˜nmin be the minimum value of ∆˜ over Λ˜. This is a non-increasing sequence of numbers
(depending on n) and as shown in [6] it is possible to show that lim infn→+∞ ∆˜nmin = 0. This states that the distance between
the target element and the unknown solution of the differential equation can be made arbitrary small.
For further discussion of the collage method and much related analysis, the reader is referred to [7].
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3. Collage error and entropy maximization
In this section, we introduce a second criterion for selecting the unknown parameters when solving the inverse problem
for DEs and this criterion incorporates a maximum entropy philosophy [8,9]. It is well known that in Bayesian probability
the principle of maximum entropy is an axiom, stating that the probability distribution which best represents the current state
of knowledge is the one with largest information theoretical entropy. This approach has already been successfully applied to
inverse problems for iterated function systems with probabilities [10]. The idea behind our approach is to improve the
approximation of the target by using a scalarization procedure to combine the criteria of maximum entropy and collage
distanceminimization. The usual Shannon entropy term takes the form pi ln(pi), where 0 < pi < 1;we adapt each unknown
parameter λi to this framework by constructing an entropy term of the form
 λiM  ln  λiM , where the value ofM > 0 is chosen
such that
 λiM  < 1.
Thus, we consider a multi-criteria optimization problem which involves the following two objective functions:
• f1(λ) = ∆˜2(λ) =
 δ
−δ
x(t)− x0 −  t0 ni=1 λiφi(s, x(s))ds2 dt
• f2(λ) =ni=1  λiM  ln  λiM 
where M is such that Λ˜ = {λ ∈ Rn : ∥λ∥2∥K∥2 ≤ C < 1} ⊂ BM(0) with BM(0) being the ball centered at the origin
with radiusM and C a fixed positive number strictly less than 1. The first criterion has been well explained in the previous
paragraph and expresses the collage distance between the target and the Picard operator applied to the target in terms
of the expansion. The second one is the negative of the classical definition of Shannon entropy although, of course, other
alternatives for the entropy functional could be considered. It seems quite natural to combine these two criteria in a unique
framework by scalarizing themulti-criteria problem through a trade-offweightη ∈ [0, 1]. This leads to the followingmodel:
min f1(λ)+ ηf2(λ) (10)
subject to λ ∈ Λ˜. The following Proposition 1 illustrates which kinds of relationships there are between optimal solutions
to Eq. (10) and optimal solutions to the collage minimization problem
min f1(λ) (11)
which corresponds to η = 0. Since Λ˜ is a compact set and f1 is a continuous function, then both Eqs. (11) and (10) admit a
global solution (the negative entropy f2 is a continuous strict convex function). Let λ0 be an optimal solution to Eq. (11) and
λη be an optimal solution to Eq. (10) for any fixed η ∈ [0, 1].
Proposition 1. The negative entropy obtains its maximum at λ0.
Proof. Since the feasible set is invariant, it is easy to prove that
f1(λ0) ≤ f1(λη) (12)
and
f1(λη)+ ηf2(λη) ≤ f1(λ0)+ ηf2(λ0) ≤ f1(λη)+ ηf2(λ0). (13)
The first and the last term of this chain of inequalities imply that
f2(λη) ≤ f2(λ0).  (14)
Recalling that f2 is the negative entropy, according to the maximum entropy principle, it looks reasonable to search for
solutions to Eq. (10)which provide better approximations than the classical collageminimization approach. In the Appendix
we provide a sufficient condition which analytically demonstrates that the approximation we obtain by adding the entropy
is better than the onewe have via the classical collage approach. In the following sectionwe list some numerical simulations
which show how the method works.
3.1. Numerical simulations
We present two examples which illustrate that allowing the entropy criterion to play a small role in the scalarized
problem (10) improves the error in the resulting approximation.
Example 1. In this numerical example we use the simple linear initial value problem
x˙(t) = 2+ 3x, x(0) = 0.5,
with solution
x(t) = −2
3
+ 7
6
e3t .
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Table 1
Results for Example 1 for different choices of η.
η ∆(λ) f2(λ) ER
0.000 0.0006982 −0.5391862 0.0172267
0.010 0.0006997 −0.5394967 0.0167919
0.013 0.0007008 −0.5395901 0.0167542
0.014 0.0007012 −0.5396213 0.0167519
Table 2
Results for Example 2 for different choices of η.
η ∆(λ) f2(λ) ER
0.0000 0.0008874 −0.3320031 0.0175538
0.0010 0.0008875 −0.3320320 0.0175423
0.0015 0.0008875 −0.3320464 0.0175458
0.0019 0.0008875 −0.3320580 0.0175532
We sample the solution at 21 uniformly spaced times in [0, 1], add normally distributed noise, and fit an eighth-degree
polynomial to the 21 data points, calling the resulting polynomial xtarget(t). The inverse problem is: Find an initial value
problem x˙(t) = gλ(x) = λ0 + λ1x, x(0) = x0, that admits xtarget(t) as an approximate solution. The parameters of the
problem are λ = (x0, λ0, λ1). The collage distance criterion is
f1(λ) = ∆˜2(λ) =
 1
0
xtarget(t)− x0 −  t
0

λ0 + λ1xtarget(s)

ds
2 dt.
When we setM = 25, the entropy criterion is
f2(λ) =
 x025
 ln  x025
+ λ025
 ln λ025
+ λ125
 ln λ125
 .
For chosen η, we seek to solve
min
x0,λ0,λ1
f1(λ)+ ηf2(λ).
We solve this nonlinear optimization problem by using the nonlinear program solver in Maple, NLPSolve. Finally, we use
the values obtained for x0, λ0, and λ1, solving the initial value problem y˙(t) = gλ(x), y(0) = x0, and measuring the L2 error
ER = d2(x, y) =
 1
0
(x(t)− y(t))2 dt
 1
2
.
The results are presented in Table 1. The first row of the table presents the case of minimizing the squared collage distance
only. The subsequent rows of the table give results for other choices of η, allowing the entropy criterion to play a role. We
see that the collage distance is higher in these rows, but that the true error in the L2 approximation of x(t) by y(t) is smaller.
Example 2. We repeat the procedure of Example 1, this time with the quadratic initial value problem
x˙(t) = x(1− x), x(0) = −0.5,
with solution
x(t) = 1
1− e−3t .
We construct xtarget(t) in the same manner and consider the same inverse problem, this time with gλ(x) = λ1x+ λ2x2. The
parameters of the problem are λ = (x0, λ1, λ2). We construct the collage distance and the entropy, again usingM = 25 in
the latter, arriving at the problem
min
x0,λ1,λ2
f1(λ)+ ηf2(λ)
for chosen η. Using Maple’s NLPSolve, we obtain parameter values, for which we solve the initial value problem y˙(t) =
gλ(x), y(0) = x0, so that we can measure the L2 error ER as in Example 1.
The results are presented in Table 2. The first rowof the table presents the case ofminimizing the squared collage distance
only, and the subsequent rows of the table give the entropy criterion some weight. Once again, we see that the collage
distance is higher in these latter rows, but that the true error in the L2 approximation of x(t) by y(t) is smaller.
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4. Conclusions
The calculations performed show that a kind of maximum entropy principle holds for inverse problems for DEs. We
have observed that the addition of an entropy term into the optimization problem yields better approximations to the true
solution without any reduction of the collage error.
Appendix
Here we again consider the classical collage minimization problem,
min f1(λ), (15)
and the collage minimization problem with entropy,
min f1(λ)+ ηf2(λ), (16)
both subject to λ ∈ Λ˜ = {λ ∈ Rn : ∥λ∥2∥K∥2 ≤ C < 1} and η ∈ [0, 1]. Let λ0 and λη be two optimal solutions to problems
(15) and (16), respectively.
Now consider the following function φ(λ) which measures an appropriately weighted distance between the squared
collage error f1(λ) and the squared approximation error ∥u− uλ∥2:
φ(λ) := f1(λ)− (1− C)2∥u− uλ∥2. (17)
Note that the Collage Theorem (Section 1) implies that φ(λ) ≥ 0 for any λ ∈ Λ.
We now show that if φ(λ) satisfies two appropriate conditions, then the approximation error associated with
Problem (16) is lower than its counterpart for Problem (15), i.e.,
∥u− uλη∥ ≤ ∥u− uλ0∥. (18)
The conditions to be satisfied by φ(λ) in this discussion are as follows:
1. φ(λ0) = 0.
2. There exists an η > 0 such that φ(λη) ≥ η[f2(λ0)− f2(λη)] ≥ 0.
A couple of remarks regarding these conditions are in order.
1. Condition 1 implies that the minimum possible value for the collage error ∆ for Problem (15) has been achieved,
according to the Collage Theorem.
2. Perhaps a better understanding of Condition 2 is achieved if it is rewritten as follows, using the fact that φ(λ0) = 0:
φ(λη)− φ(λ0) ≤ (−η)

f2(λη)− f2(λ0)
 ≥ 0. (19)
In other words, the net change in φ(λ) is related to the net change in f2(λ) in a rather special way, namely, a negative
proportionality. (From Eq. (14) in the main text, the quantity in the square brackets is negative.) Although this condition
is difficult to check because it requires the knowledge of λη – which is unknown – it is reasonable to think that this
condition may satisfied for small values of η. (Trivially, η[f2(λ0)− f2(λη)] → 0 as η→ 0.)
We now proceed with the derivation. The second condition on φ(λ) implies that
f1(λη)− (1− C)2∥u− uλη∥2 ≥ η[f2(λ0)− f2(λη)], (20)
which may be rearranged to yield
ηf2(λη)+ f1(λη)− (1− C)2∥u− uλη∥2 ≥ ηf2(λ0). (21)
Since λη is a global minimum of (16), it follows that
ηf2(λ0)+ f1(λ0)− (1− C)2∥u− uλη∥2 ≥ ηf2(λ0). (22)
This result implies that
f1(λ0) = (1− C)2∥u− uλ0∥2 ≥ (1− C)2∥u− uλη∥2, (23)
which yields the desired result in Eq. (18).
In summary, we have shown conditions on the ‘‘distance function’’ φ(λ) that imply that the approximation uλη obtained
by a minimization model with entropy, i.e., Eq. (16) is better than the approximation uλ0 obtained from the classical
minimization of the collage distance.
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