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Resumen: Presentamos SPLICR, una plataforma de sostenibilidad para corpus y
recursos lingu¨´ısticos basada en web. El sistema esta´ destinado a personas que tra-
bajan en el campo de la lingu¨´ıstica o de la lingu¨´ıstica computacional. Consiste en
una base de datos extensa para metadatos que puede ser explorada para buscar
recursos lingu¨´ısticos, que pudieran ser apropiados para las necesidades espec´ıficas
de una investigacio´n. SPLICR tambie´n ofrece una interfaz gra´fica, que permite a
los usuarios buscar y visualizar los corpus. El proyecto, en el que se ha desarollado
el sistema, aspira a archivar de modo sostenible aproximadamente sesenta recursos
lingu¨´ısticos, que han sido construidos mediante la colaboracio´n de tres centros de
investigacio´n. Nuestro proyecto tiene dos metas principales: (a) Procesar y archivar
recursos de forma sostenible, de manera que los recursos sigan siendo accesibles para
la comunidad cient´ıfica dentro de cinco, diez, o incluso veinte an˜os. (b) El permitir
a los investigadores buscar en los recursos tanto a nivel de metadatos como a nivel
de anotaciones lingu¨´ısticas. En te´rminos ma´s generales, nuestro objetivo es propor-
cionar soluciones que posibiliten la interoperabilidad, reutilizacio´n y sostenibilidad
de compilaciones heteroge´neas de recursos de lenguaje.
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Abstract:We present SPLICR, the Web-based Sustainability Platform for Linguis-
tic Corpora and Resources. The system is aimed at people who work in Linguistics
or Computational Linguistics: a comprehensive database of metadata records can be
explored in order to find language resources that could be appropriate for one’s spe-
cific research needs. SPLICR also provides a graphical interface that enables users
to query and to visualise corpora. The project in which the system is developed aims
at sustainably archiving the ca. 60 language resources that have been constructed
in three collaborative research centres. Our project has two primary goals: (a) To
process and to archive sustainably the resources so that they are still available to
the research community in five, ten, or even 20 years time. (b) To enable researchers
to query the resources both on the level of their metadata as well as on the level of
linguistic annotations. In more general terms, our goal is to enable solutions that
leverage the interoperability, reusability, and sustainability of heterogeneous collec-
tions of language resources.
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1. Introduction
This contribution presents SPLICR, the
Web-based Sustainability Platform for Lin-
guistic Corpora and Resources aimed at
people who work in Linguistics or Com-
putational Linguistics: a comprehensive
database of metadata records can be ex-
plored and searched in order to find language
resources that could be appropriate for one’s
specific research needs. SPLICR also pro-
vides a graphical interface that enables users
to query and to visualise corpora.
The project in which SPLICR is devel-
oped aims at sustainably archiving (Trils-
beek and Wittenburg, 2006) the language
resources that have been constructed or are
still work in progress in three collaborative
research centres. The groups in Tu¨bingen
(SFB 441: “Linguistic Data Structures”),
Hamburg (SFB 538: “Multilingualism”),
and Potsdam/Berlin (SFB 632: “Informa-
tion Structure”) built a total of 56 resources
– corpora and treebanks mostly. According
to estimates it took more than one hundred
person years to collect and to annotate these
datasets. Our project has two goals: (a) To
process and to sustainably archive the re-
sources so that they are still available to
the research community and other interested
parties in five, ten, or even 20 years time
(Schmidt et al., 2006). (b) To enable re-
searchers to query the resources both on the
level of their metadata as well as on the level
of linguistic annotations. In more general
terms, our main goal is to enable solutions
that leverage the interoperability, reusabil-
ity, and sustainability of a large collection of
heterogeneous language resources.
The remainder of this paper is structured
as follows: section 2 introduces our approach
to normalising corpus data (section 2.1) and
metadata records (section 2.2). SPLICR’s
architecture is described in section 3, al-
though we are only able to highlight selected
parts of the system due to space restrictions.
The staging area is briefly discussed in sec-
tion 3.1, while section 3.2 gives an overview
of our approach to representing knowledge
about linguistic annotation schemes using
ontologies. A third major component of the
system is the graphical corpus query and vi-
sualisation front-end (section 3.3). The arti-
cle ends with concluding remarks (section 4).
2. Data Normalisation and
Representation
One of the obstacles we are confronted
with is providing homogeneous means of ac-
cessing a large collection of diverse and com-
plex linguistic resources. For this purpose
we developed several custom tools in order
to normalise the corpora (section 2.1) and
their metadata records (section 2.2).
2.1. Normalisation of Linguistic
Resources
Language resources are usually built us-
ing XML-based languages nowadays (Ide et
al., 2000; Sperberg-McQueen and Burnard,
2002; Wo¨rner et al., 2006; Lehmberg and
Wo¨rner, 2007) and contain several con-
current annotation layers that correspond
to multiple levels of linguistic description
(e. g., part-of-speech, syntax, coreference).
Our approach includes the normalisation of
XML-annotated resources, e. g., for cases in
which corpora use PCDATA content to cap-
ture both primary data (i. e., the original
text or transcription) as well as annotation
information (e. g., POS tags). We use a set
of tools to ensure that only primary data is
encoded in PCDATA content and that all
annotations proper are encoded using XML
elements and attributes.
Another reason for the normalisation
procedure is that both hierarchical and
timeline-based corpora (Bird and Liberman,
2001; Schmidt, 2005) need to be transformed
into a common annotation approach, be-
cause we want our users to be able to query
both types of resources at the same time and
in a uniform way. Our approach (Dipper et
al., 2006; Schmidt et al., 2006; Wo¨rner et al.,
2006) can be compared to the NITE Object
Model (Carletta et al., 2003): we developed
tools that semiautomatically split hierarchi-
cally annotated corpora that typically con-
sist of a single XML document instance into
individual files, so that each file represents
the information related to a single annota-
tion layer (Witt et al., 2007; Rehm et al.,
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2008a); this approach also guarantees that
overlapping structures can be represented
straightforwardly. Timeline-based corpora
are also processed in order to separate graph
annotations. This approach enables us to
represent arbitrary types of XML-annotated
corpora as individual files, i. e., individual
XML element trees. These are encoded as
regular XML document instances, but, as a
single corpus comprises multiple files, there
is a need to go beyond the functionality of-
fered by typical XML tools to enable us to
process multiple files, as regular tools work
with single files only (Rehm et al., 2007a;
Rehm et al., 2008b).
2.2. Normalisation of Metadata
Records
The separation of the individual annota-
tion layers contained in a corpus has seri-
ous consequences with regard to legal issues
(Zimmermann and Lehmberg, 2007; Lehm-
berg et al., 2007a; Lehmberg et al., 2007b;
Lehmberg et al., 2008; Rehm et al., 2007b):
due to copyright and personal rights specifics
that usually apply to a corpus’s primary
data we provide a fine-grained access control
layer to regulate access by means of user ac-
counts and access roles. We have to be able
to explicitly specify that a certain user only
has access to the set of, say, six annotation
layers (in this example they might be avail-
able free of charge for research purposes) but
not to the primary data, because they might
be copyright-protected (Rehm et al., 2007b;
Rehm et al., 2007c).
Our generic metadata schema, eTEI, is
based on the TEI P4 header (Sperberg-
McQueen and Burnard, 2002) and extended
by a set of additional requirements. Both
eTEI records and the corpora are stored
in an XML database. The underlying as-
sumption is that XML-annotated datasets
are more sustainable than, for example, data
stored in a proprietary relational DBMS.
The main difference between eTEI and other
approaches is that the generic eTEI meta-
data schema, currently formalised as a sin-
gle document type definition (DTD), can be
applied to five different levels of description
(Trippel, 2004; Himmelmann, 2006). One
eTEI file contains information on one of the
following levels: (1) setting (recordings or
transcripts of spoken language, describes the
situation in which the speech or dialogue
took place); (2) raw data (e. g., a book, a
piece of paper, an audio or video recording of
a conversation etc.); (3) primary data (tran-
scribed speech, digital texts etc.); (4) an-
notations; (5) a corpus (consists of primary
data with one or more annotation levels).
We devised a workflow that helps users
edit eTEI records (Rehm et al., 2008a).
The workflow’s primary components are the
eTEI DTD and the Oxygen XML editor.
Based on structured annotations contained
in the DTD we can generate automatically
an empty XML document with embedded
documentation and a Schematron schema.
The Schematron specification can be used
to check whether all elements and attributes
instantiated in an eTEI document conform
to the current level of metadata description.
3. Architecture
The sustainability platform consists of a
front-end and a back-end. The front-end is
the user visible part and is realised using JSP
(Java Server Pages) and Ajax technology. It
runs in the user’s browser and provides func-
tions for searching and exploring metadata
records and corpus data. The back-end hosts
the JSP files and related data. It accesses
two different databases, the corpus database
and the system database, as well as a set
of ontologies and additional components.1
The corpus database is an XML database,
extended by the AnnoLab system (Eckart
and Teich, 2007), in which all resources and
metadata are stored. The system database
is a relational database that contains all data
about user accounts, resources (i. e., annota-
tion layers), resource groups (i. e., corpora)
and access rights. A specific user can only
access a specific resource if the permissions
for this user/resource tuple allow it.
1In the file vault area of the system, SPLICR con-
tains additional data about a resource, such as the
original corpus data files, PDF files that act as docu-
mentation, and transformation scripts, amongst oth-
ers. These additional files are available through the
user interface as well by providing access via HTTP.
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Figure 1: Resource normalisation and SPLICR’s staging area
The following subsections describe three
selected parts of SPLICR’s architecture: the
staging area (section 3.1), a set of ontologies
of linguistic annotations (section 3.2) and
the querying front-end (section 3.3).
3.1. Staging Area
A new resource is imported into the sus-
tainability platform by (remotely) copying
all corresponding files into the staging area
whose directory structure is defined in a
technical specification. Strict naming rules
apply for the processed files (see section 2)
and for the directories so that the whole di-
rectory tree can be traversed and processed
automatically. Each corpus contains a mani-
fest file, that is represented in a simple XML
format and that acts as a corpus inventory.
Manifest files are automatically generated
by the normalisation tools, their contents
are used by the GUI and by the import
and export tools. The importer traverses
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the staging area, checks, among others, the
data for consistency and imports the corpus
data and metadata records into the XML
database (we currently use eXist but are ex-
ploring several alternatives) using a REST-
style HTTP interface. At the same time,
new resource and resource group records as
well as permissions are set up in the system
database (MySQL). Permissions are chosen
based on the restrictions defined in metadata
records.
3.2. Ontologies of Linguistic
Annotation
The corpora that we process are marked
up using several different markup languages
and linguistic tag sets. As we want to
enable users to query multiple corpora at
the same time, we need to provide a uni-
fying view of the markup languages used
in the original resources. For this sustain-
able operationalisation of existing annota-
tion schemes we employ the ontologies of
linguistic annotation (OLiA) approach: we
built an OWL DL ontology that serves as
a terminological reference. This reference
model is based on the EAGLES recommen-
dations for morphosyntax, the general on-
tology for linguistic description (Farrar and
Langendoen, 2003), and the SFB632 annota-
tion standard (Dipper et al., 2007). It covers
reference specifications for word classes, and
morpho-syntax (Chiarcos, 2007), and is cur-
rently extended to syntax and information
structure. The reference model represents
a terminological backbone that different an-
notations are linked to and consists of three
components: a taxonomy of linguistic cat-
egories (OWL classes such as Noun, Com-
monNoun), a taxonomy of grammatical fea-
tures (OWL classes, e. g., Accusative), and
relations (OWL properties, e. g., hasCase).
An annotation model is an ontology that
represents one specific annotation scheme
(see figure 2). We built, among others, an-
notation models for the SFB632 annotation
format (Dipper et al., 2007) used in typolog-
ical research, TIGER/STTS (Schiller et al.,
1999; Brants et al., 2003), two tag sets for
Russian and five tag sets for English, e. g.,
Susanne (Sampson, 1995), and PTB (Mar-
Figure 2: The Susanne tag APPGf, its repre-
sentation within the annotation model and
linking with the reference model
cus et al., 1993). The linking between an-
notation models and the reference model is
specified in separate OWL files.
Any tag from an annotation model can be
retrieved from the reference model by a de-
scription in terms of OWL classes and prop-
erties. For this task, OntoClient was devel-
oped, a query preprocessor implemented in
Java that uses an OWL DL reasoner to re-
trieve the set of individuals that conform to
a particular description with regard to the
reference model. The OntoClient enables us
to use abstract linguistic concepts such as
Verb or Noun in a query. By means of an
XQuery extension function, these concepts
are expanded into the concrete tag names
used in the annotation schemes of the cor-
pora that are currently in the user’s focus.
3.3. The Corpus Query Front-End
As we cannot expect our target users
(i. e., linguists) to be proficient in XML
query languages such as XQuery, we provide
an intuitive user interface that generalises
from the underlying data structures and
querying methods actually used. The on-
tology of linguistic annotations (section 3.2)
provides abstract representations of linguis-
tic concepts (e. g., Noun, Verb, Preposition)
that may have a specific set of features;
operands can be used to glue together the
linguistic concepts by dragging and dropping
these graphical representations onto a spe-
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Figure 3: The front-end in tree fragment query mode (upper left), single-tree corpus browsing
mode (upper right) and multi-rooted tree display mode (below)
cific area of the screen, building a query step
by step. We collected a set of requirements
and functions that the front-end should have
(such as the ones briefly sketched at the be-
ginning of this section) by conducting in-
depth interviews with the staff members of
SFB 441 and by asking them to fill out a
questionnaire (Soehn et al., 2008).
The front-end is implemented in
JavaScript extended by the frameworks Pro-
totype (http://www.prototypejs.org) and
script.aculo.us (http://script.aculo.us).
One of its central components is a graphical
tree fragment query editor that supports
the processing of multi-layer annotations
and that interprets and translates graphical
queries into XQuery. The front-end commu-
nicates with the backend via Ajax, posting
XQuery requests to a servlet running on
the backend. The servlet responds with the
matches encoded in an XML format, which
is then interpreted by a variety of display
modules. Four different major display
modes are already implemented: plain text
view, XML view, graphical tree view and
timeline view.
The tree fragment query editor (figure 3)
involves dragging and dropping elements on
an assembly pane, so that queries can be
constructed in a step-by-step fashion. At
the moment, structural nodes can be com-
bined by dominance, precedence, and sec-
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ondary edge relations. The structures de-
fined by these graphs mirror the structures
to be found. Each node may contain one
or more conditions linked by boolean con-
nectives that help to refine the node classes
allowed in the structures. We plan to realise
a set of functions that can be roughly com-
pared to TIGERSearch’s feature set (Lezius,
2002) enhanced by our specific requirements,
i. e., multi-layer querying and query expan-
sion through ontologies.
4. Concluding Remarks and
Future Work
The research presented in this contribu-
tion is still work in progress. We want to
highlight some of the aspects that we plan
to realise by the end of 2008. While the cor-
pus normalisation and preprocessing phase
is, with only minor exceptions, finished, the
process of transforming the existing meta-
data records into the eTEI format was com-
pleted in June. Work on the querying en-
gine and integration of the XML database,
metadata exploration and on the graphical
visualisation and querying front-end (Rehm
et al., 2008b) as well as on the back-end is
ongoing; we plan to finish work on the first
prototype of the platform by September.
In addition we plan several extensions
and modifications for the eTEI schema.
Most notably, we plan to replace the cur-
rent DTD, based on TEI P4, with an XML
Schema description that is based on the cur-
rent version of the guidelines (P5) and re-
alised by means of an ODD (“one document
does it all”) specification. XML Schema has
better and more appropriate facilities for in-
cluding embedded documentation than the
rather simple and unstructured comments
available in DTDs. Another area that needs
further work is the query front-end that we
plan to upgrade and to enhance. In addi-
tion to a substantial overhaul of the interface
in order to improve its usability, we will in-
tegrate query templates and saved searches
that act like bookmarks in a web browser.
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