Time series constitute a challenging data type for machine learning algorithms, due to their highly variable lengths and sparse labeling in practice. In this paper, we tackle this challenge by proposing an unsupervised method to learn universal embeddings of time series. Unlike previous works, it is scalable with respect to their length and we demonstrate the quality, transferability and practicability of the learned representations with thorough experiments and comparisons. To this end, we combine an encoder based on causal dilated convolutions with a triplet loss employing time-based negative sampling, obtaining generalpurpose representations for variable length and multivariate time series.
Introduction
We investigate in this work the topic of unsupervised general-purpose representation learning for time series. In spite of the increasing amount of work about representation learning in fields like natural language processing (Young et al., 2018) or videos (Denton & Fergus, 2018; Denton & Birodkar, 2017; Sermanet et al., 2017; Villegas et al., 2017; Goroshin et al., 2015; Srivastava et al., 2015; Tran et al., 2015) , few articles explicitly deal with general-purpose representation learning for time series, and feature learning for time series without structural assumption on non-temporal data has received much less attention.
This problem is indeed challenging for various reasons. First, real-life time series are rarely or sparsely labeled. Therefore, unsupervised representation learning would be strongly preferred. Secondly, methods need to deliver compatible representations while allowing the input time series to have unequal lengths. Thirdly, scalability and efficiency both at training and inference time is crucial, in the sense Hence, we propose in the following an unsupervised method to learn general-purpose representations for multivariate time series that comply with the issues of varying and potentially high lengths of the studied time series. To this end, we adapt recognized deep learning tools and introduce a novel unsupervised loss. Our representations are computed by a deep convolutional neural network with dilated convolutions (Oord et al., 2016) , preferred to recurrent neural networks for their scalability to long sequences, and adapted so that its output is a fixed-length vector, independent of the variable length of the input time series. This network is then trained unsupervised, using the first specifically designed triplet loss in the literature of time series, taking advantage of the encoder resilience to time series of unequal lengths.
We assess the quality of the learned representations on various datasets to ensure their universality. In particular, we test how our representations can be used for classification tasks on the standard datasets in the time series literature, compiled in the UCR repository . We show that our representations are general and transferable, and that the induced classification performance of our method matches the state-of-the-art of non-ensemble supervised classification techniques. However, these standard datasets are limited, as they only contain short univariate time series 1 , whose lengths are constant across each dataset (except for a few ones). To overcome this limitation, we also evaluate our representations on the recently released UEA multivariate time series repository , as well as on a real-life dataset including very long time series, on which we demonstrate scalability, performance and generalization ability across different tasks beyond classification. This paper is organized as follows. Section 2 exposes previous works on unsupervised representation learning and deep architectures for time series in the literature. Section 3 details the architecture of the encoder, while Section 4 describes how the encoder is trained. Finally, Section 5 provides results of the experiments that we conducted to evaluate our method.
Related Work
To our knowledge, few recent works deal with unsupervised representation learning for time series. Hyvarinen & Morioka (2016) learn representations on evenly sized subdivisions of time series by learning to discriminate between those subdivisions from these representations. Lei et al. (2017) expose an unsupervised method designed so that the distances between learned representations mimic a standard distance (Dynamic Time Warping, DTW) between time series. Malhotra et al. (2017) design an encoder as a recurrent neural network, jointly trained with a decoder as a sequence-to-sequence model to reconstruct the input time series from its learned representation. Finally, Wu et al. (2018a) compute feature embeddings generated in the approximation of a carefully designed and efficient kernel.
However, these methods either are not scalable nor suited to long time series (due to the sequential nature of a recurrent network, or to the use of DTW with a quadratic complexity with respect to the input length), are tested on no or very few standard datasets, or do not provide sufficient comparison to assess the quality of the learned representations. Our model and analysis aim at overcoming these issues.
Deep convolutional neural networks have recently been used to handle time series in classification tasks (Cui et al., 2016; Wang et al., 2017) , showing competitive performance. Dilated convolutions, popularized by WaveNet (Oord et al., 2016) for audio generation, have been used to improve their performance and were shown to perform well as sequenceto-sequence models for time series forecasting (Bai et al., 2018) using an architecture that inspired ours. These works particularly show that dilated convolutions help to build networks for sequential tasks that are able to outperform recurrent neural networks in terms of both efficiency and performance.
Encoder Architecture
Our choice of architecture for the encoder network is motivated by three requirements:
• it must extract relevant information from time series;
• it needs to be time-and memory-efficient, both for training and testing;
• it has to allow variable-length inputs.
We present and explain this choice in this section.
Overall Idea and Dilated Convolutions
We choose to use deep convolutional neural networks with dilated convolutions to handle time series. Compared to recurrent neural networks, which are inherently designed for sequence-modeling tasks and thus sequential, these networks are efficient as they allow efficient parallelization on modern hardware such as GPUs. We create an adapted version of the causal sequence-to-sequence model introduced by Bai et al. (2018) for forecasting tasks, augmented by a global max pooling layer to squeeze the temporal dimension, and followed by a fully connected layer to output the final representation.
This causal model consists of stacks of exponentially dilated causal convolutions (see Figure 1 for an illustration). Each convolutional layer maps, using appropriate padding, a sequence to a sequence of the same length, such that the i-th element of the output sequence is computed using only values up until the i-th element of the input sequence, for all i; thus, it is called causal, since the output value corresponding to a given time step is not computed using future input values. If stacked, these convolutions shape a network which retains the same property. In order to increase the width of the receptive field for the computation of any sequence value while keeping an efficient and scalable architecture, stacked convolutional layers have an exponentially increasing dilation parameter.
We detail this architecture and its characteristics in the remaining of this section.
Description
A causal convolution C with kernel size k and dilation parameter d is defined in the one-dimensional case (the generalization to the multi-channel case is straightforward; we ignore it for the sake of clarity) as:
where (c i ) i∈ 0,k−1 are the convolution parameters. A fully connected causal convolution is retrieved when d = 1.
When d = 1, the computation of C (x) j is done using inputs elements placed at distances from x j that are multiples of d. By padding the input of C to the left with (k − 1) d elements, C becomes a causal convolution mapping a sequence to a sequence of the same length; in practice, we use zero-padding. From now on in this article, a causal convolution refers to the previous ensemble of a causal dilated convolution augmented with the previously described padding.
Following the recommendations of Bai et al. (2018) , we build each layer of our network to be the succession of a causal convolution, weight normalization (Salimans & Kingma, 2016) , leaky ReLU, another causal convolution with the same kernel size and dilation parameter as the first one, weight normalization and leaky ReLU, augmented with a residual connection from the input of the layer (see Figure 2a) . If the input and output sequences of the layer do not have the same dimension, the residual connection is done using an upsampling (or downsampling) convolution with kernel size 1 and dilation size 1. Notice that all operations in this layer are causal, thus this layer and the succession of such layers are also causal.
The final architecture of our encoder is then formed by a succession of a given number of layers with exponentially increasing dilation parameters (the i-th layer is given dilation parameter 2 i ) mapping the input sequence to a sequence of the same length in a causal manner, a global softmax pooling layer that squeezes the temporal dimension and aggregates all temporal information in a fixed-size vector (as proposed by Wang et al. (2017) in a supervised setting with full convolutions), and finally a fully-connected linear layer whose output, which is also fixed-length, is the output of the encoder. See Figure 2b for an illustration.
Further Motivation for Causal Dilated Convolutions
Efficiency. Besides their demonstrated efficiency on modern hardware, exponentially dilated convolutions have also been introduced to increase the ability of convolutional networks to better capture long-range dependencies by exponentially increasing the receptive field of the network at the same depth level of the network (Oord et al., 2016; Yu & Koltun, 2016; Bai et al., 2018) .
Additionally, using a causal convolutional network followed by a global max pooling layer can alleviate the disadvantage of not using recurrent networks at testing time. Indeed, recurrent networks can be used in an online fashion, thus saving memory and computation time during testing. In our architecture, adding an element to the input time series does not require to evaluate the whole network on the input, as it would be the case with non-causal convolutions: it suffices to compute its corresponding output in the causal network with the computation graph highlighted in Figure 1 , and update the outputs of the global max pooling and fully connected layers accordingly.
Performance. Recurrent networks are known to be subject to the issue of exploding and vanishing gradients, due to their recurrent nature (Goodfellow et al., 2016, Chapter 10.9) . While significant work has been done to tackle it and improve their ability to capture long-term dependencies, such as the LSTM (Hochreiter & Schmidhuber, 1997) , recurrent networks are still outperformed by convolutional networks on this aspect (Bai et al., 2018) .
On the specific domain of time series classification, which is an essential part of our experimental evaluation, deep neural networks have not shown significant results compared to the state of the art of the domain for a long time (Bagnall et al., 2017) , but have recently been successfully used thanks to convolutional networks (Cui et al., 2016; Wang et al., 2017) .
Unsupervised Training
We explain in this section how the previously presented network can be trained in an unsupervised fashion.
We choose to use a triplet loss, inspired by approaches used in the field of word representation learning with word2vec (Mikolov et al., 2013) , but also in other domains as well (Wang et al., 2014; Wu et al., 2018b) . The objective is to ensure that similar time series obtain similar representations, with no supervision to learn such similarity. The assumption made in word2vec is twofold. The representation of a word should be, on one hand, close to the one of its context (Goldberg & Levy, 2014) , i.e., the distribution of words which they have have been associated to in sentences, and, on the other hand, distant from the one of randomly chosen contexts, since they are probably different than the original word's context. The corresponding loss then pushes pairs of (word, context) and (word, random context) to be linearly separable. This technique is called negative sampling.
To adapt this principle to time series, we consider a random subseries 2 x ref of a given time series y i . Then, on one hand, its representation should be close to the one of any of its own subseries x pos (a positive example). On the other hand, if we consider another subseries x neg (a negative example) chosen at random (in the same time series if it is long enough, or in a different random time series y j if a dataset is available), then its representation should probably be distant from the one of x ref . See Figure 3 for an illustration. Following the comparison with word2vec, x pos corresponds to a word, x ref to its context, and x neg to a random context. The objective to be minimized corresponding to these choices, similarly to the one of word2vec with its shallow network replaced by a deep network f (., θ) with parameters θ, is:
where σ is the sigmoid function. This loss pushes the com- To improve the stability and convergence of the training procedure as well as the experimental results of our learned representations, we allow, as in word2vec, our loss to take into account several negative samples (x neg k ) k∈ 1,K , chosen independently at random:
In practice, we pick tuples x ref , x pos , (x neg k ) k∈ 1,K in the following manner. We iterate over the available dataset for a given number of epochs (given as hyperparameter). For each train time series z, the length of x pos is chosen uniformly at random in 1, size (z) ; then the size of x ref is chosen uniformly at random in size (x pos ) , size (z) , and x ref is chosen uniformly at random among all subseries of z of the chosen size. Similarly, x pos is chosen uniformly at random in x ref . The choice of (x neg k ) k∈ 1,K consists in simply choosing uniformly at random the time series which they will be drawn from, then their length, then picking them at random as well according to those chosen parameters. The generalization of this procedure to mini-batch training is straightforward, so we do not detail it.
The length of the negative examples can either be the same for all samples and equal to size (x pos ), or be chosen at random similarly to size (x pos ). The first case is suitable when all time series in the dataset have equal lengths, and speeds up the training procedure thanks to computation factorizations; the second case is only used when time series in the dataset do not have the same lengths, as we saw no other difference than time efficiency between the two cases in our experiments.
We highlight that this training procedure takes advantage of the ability of the chosen encoder to take as input time series of different lengths. By training the encoder on a range of input lengths going from one to the length of the longest time series in the training set, it becomes able to output meaningful representations regardless of the input length, as shown in Section 5.
This training procedure is interesting in that it is efficient enough to be run over long time series (see Section 5), thanks to the efficiency of the chosen architecture, and of the separability of the loss, on which a backpropagation per term can be performed to save memory. Moreover, it only requires to train an encoder network, while standard representations learning methods jointly train an encoder and decoder in an autoencoder framework, as done by Malhotra et al. (2017) , which induces a larger computational cost. As far as we know, this work is the first in the time series literature to propose a triplet loss for feature learning.
Experimental Results
We review in this section experiments conducted to investigate the relevance of the representations we learn. Code corresponding to these experiments is publicly available 3 .
Classification
We first assess the quality of our learned representations by using them for time series classification, on which we obtain close to state-of-the-art results. We also highlight the transferability of our representations.
PROTOCOL AND IMPLEMENTATION DETAILS
For each considered dataset with a train / test split, we unsupervisedly train an encoder using its train set. We then train an SVM with radial basis function kernel on top of the learned features using the training labels of the given dataset, and output the corresponding classification score on the test set. As our training procedure encourages representations of different time series to be separable, observing the classification performance of a simple SVM on these features is a good mean to check their quality.
We found that the number of negative samples to draw at each step of the encoder learning stage can have a significant impact on the performance of the encoder. E.g., for univariate time series classification, we trained for each dataset four encoders, one for each number of drawn negative samples K ∈ {1, 2, 5, 10}, and present results for each one of them. We also present a combined version, where all four pairs of encoders and SVMs are put together in a voting classifier, outputting the class that gets the majority of the predictions among the four classifiers. This enables our learned representations with different parameters to complement each other, and to remove some random noise in the classification scores.
We perform no hyperparameter optimization for the training of the encoder, except for the number of epochs which is dynamically tuned by an early stopping heuristic, only using the training labels as additional information. We use it for two reasons: as the same hyperparameters are used for all datasets, we chose the number of epochs to be large; early stopping then prevents overfitting due to this parameter and saves computation time. Note that, even if it introduces supervision in the encoder training, it is strictly equivalent to a more computationally demanding and fully unsupervised training, and remains optional, as discussed in the supplementary material, Section S1.2.
The full training process and hyperparameter choices are detailed in the supplementary material, Sections S1.1 and S2. We used Python 3 for implementation, with PyTorch 0.4.1 (Paszke et al., 2017) for neural networks and scikit-learn (Pedregosa et al., 2011) for SVMs. Each encoder was trained on a single Nvidia Titan Xp GPU with CUDA 9.0.
UNIVARIATE TIME SERIES
We present accuracy scores for all datasets of the new iteration of the UCR archive , which is a standard set of varied univariate datasets. We preprocess datasets of the archive that were not already normalized so that the set of time series values for each dataset has zero mean and unit variance.
We compare our scores to the ones of the four best classifiers of the state-of-the-art presented in Bagnall et al. (2017) 4 : COTE , ST , BOSS (Schäfer, 2015) and EE , on the first 85 datasets of the archive 5 . We also add DTW (which is a one-nearest neighbor classifier with DTW as metric) as a baseline to the comparison.
While DTW is an unsupervised method, the other ones are supervised. COTE is a powerful ensemble method using many classifiers on several representations of time series (such as Fourier); EE is a simpler ensemble method. ST and BOSS are supervised 6 as well: the former is based on shapelets and the latter is a dictionary-based classifier. Note that instead of reporting results for COTE, we report results for HIVE-COTE , which is a refinement of COTE and has been found to outperform it. HIVE-COTE assembles classifiers in a hierarchical voting structure to take advantage of their respective strengths. In particular, it includes ST, BOSS and EE in its ensemble, and is thus expected to outperform them.
Methods based on neural networks have emerged recently (Cui et al., 2016; Wang et al., 2017) and claim to achieve close to state-of-the-art performance, but, to our knowledge, there was no extensive study similar to Bagnall et al. (2017) comparing them in similar settings and in a reproducible manner. We provide a comparison of our method with the reported scores of FCN in Wang et al. (2017), who was only tested on half the old UCR archive, in the supplementary material, Section S3, Table S3 . We provide there as well comparisons with TimeNet (Malhotra et al., 2017) and RWS (Wu et al., 2018a) , which are two unsupervised methods also training a simple classifier on top the learned representations, and reporting their results on a few UCR datasets.
We report in Table 1 scores for only some UCR datasets, while scores for all datasets are reported in the supplementary material, Section S3.
Performance. For an overall analysis of the performance of our method, we show in Figure 4 the critical difference diagram of all compared methods, as in Bagnall et al. (2017) . It shows that our method is globally second-to-best, only duced yet. Nevertheless, we provide complete results for our method on these remaining datasets as well, in the supplementary material, Section S3, Table S4 , and only compare them to DTW. 6 While ST and BOSS also use ensembles of classifiers, these classifiers are simple and applied on a specifically-designed representation of the input. Thus we do not qualify them as ensemble.
beaten by HIVE-COTE and equivalent to ST. Thus, our unsupervised method beats several recognized supervised classification algorithms, and is only preceded by a powerful ensemble method, which was expected since it takes advantage of the numerous classifiers and data representation it uses. More details are presented in Figure 5 : the histogram of ranks shows that our method ranks first 22% of the time (versus 55% for HIVE-COTE and 25% for ST), and is in the top 3 60% of the time (versus 96% for HIVE-COTE and 66% for ST), while the boxplot shows that our method has second-to-best median regarding the ratio of accuracy over maximum achieved accuracy, behind HIVE-COTE and above ST. Its limitation comes from the fact that, for some datasets, it performs significantly worse than other methods: it corresponds to cases where our encoder could not uncover the differences between differently labeled time series, which is expected due to its unsupervised training. Overall, our method, while expectedly beaten by HIVE-COTE, matches the second-to-best studied supervised method, and in particular is at the level of the best performing method included in HIVE-COTE 7 .
Note that partial results also indicate that our method is beaten (on 68% out of 44 UCR datasets) by FCN, which are neural network trained for supervised classification, and thus expected to beat our neural network trained unsupervisedly (see the supplementary material, Section S3, Table S3 ). These results also indicate that our method consistently outperforms both unsupervised methods TimeNet and RWS (on, respectively, 13 and 9 out of 13 and 12 UCR datasets), showing its performance.
Transferability. We include in the comparisons the classification accuracy for each dataset of an SVM trained on this dataset using the representations computed by an encoder, which was trained on another dataset (FordA, with K = 5), to test the transferability of our representations.
We observe that the scores achieved by this SVM trained on transferred representations are close to the scores reported when the encoder is trained on the same dataset as the SVM, showing the transferability of our representations from a dataset to another, and from time series to other time series with different lengths. More generally, this transferability and the performance of simple classifiers on the representations we learn indicate that they are universal and easy to make use of.
MULTIVARIATE TIME SERIES
We tested our method on all 30 datasets of the newly released UEA archive . For each dataset, each dimension of the time series was preprocessed independently from the other dimensions by normalizing its mean and variance. Full accuracy scores are presented in the supplementary material, Section S4, Table S5 .
The UEA archive has been designed as a first attempt to provide a standard archive for multivariate time series classification such as the UCR one for univariate series. As it has only been released recently, we could not compare our method to state-of-the-art classifiers for multivariate time series. However, we provide a comparison with DTW D as baseline using results provided by Bagnall et al. (2018) . DTW D (dimension-Dependent DTW) is a possible extension of DTW in the multivariate setting, and is the best baseline studied by Bagnall et al. (2018) .
Overall, our method matches or outperforms DTW D on 72% of the UEA datasets, which indicates a good performance. As this archive is destined to grow and evolve in the future, and without further comparisons, no additional conclusion can be drawn.
Evaluation on Long Time Series
In this section, we show the applicability and scalability of our method on long time series without labeling for regression tasks, which could correspond to an industrial application.
The Individual Household Electric Power Consumption dataset from the UCI Machine Learning Repository (Dheeru & Karra Taniskidou, 2017) consists in a minute-averaged electricity consumption of a single household in France for four years. It thus corresponds to a single time series of length 2 075 259.
We split this time series into train (first 500 000 measurements, corresponding to approximately a year) and test (last 1 575 259 measurements), and normalize it to a zeromean and unit variance time series. The encoder, whose hyperparameters are detailed in the supplementary material (Section S2), is trained over the train time series on a single Nvidia Tesla P100 GPU in no more than a few hours, showing that our training procedure is scalable to long time series.
We consider the learned encoder, trained on a year-long time series, on two regression tasks involving two different input scales. We compute, for each time step of the time series, the representations of the last window corresponding to a day (1 440 measurements) and a quarter (12 · 7 · 1 440 measurements) 8 . An example of application of the day-long representations is shown on Figure 6 . The considered tasks consist in, for each time step, predicting the discrepancy of the mean value of the series during the next day (respectively, quarter) compared to the mean value of the previous day (respectively, quarter), given the representations computed on this day (respectively, quarter).
We consider simple linear regressors over the learned representations, trained on the train time series using gradient descent to minimize the mean squared error between the prediction and the target. We compare their final scores on the test time series to the ones of linear regressors taking as input the raw values of the last day (respectively, quarter), trained in a similar manner.
Results and execution times on a Nvidia Titan Xp GPU are presented in Table 2 . While regressors trained on our representations are slightly less performing than the ones trained on the raw time series values, they are trained much more efficiently, as they operate on small input sizes. Moreover, a single encoder trained with our procedure is able to output representations for different scales of input lengths that are helpful for other tasks than classification, corroborating their universality.
Conclusion
We presented an unsupervised general-purpose representation learning method for time series that is scalable and produces high-quality and easy-to-use embeddings. They are generated by an encoder formed by dilated convolutions that admits variable-length inputs, and trained with a novel triplet loss using adapted negative sampling for time series. The architecture of the encoder and the simplicity of the loss ensure the efficiency of the learned representations. Conducted experiments show that these representations are universal and can easily and efficiently be used for diverse tasks, especially for classification for which training SVMs on them produces close to state-of-the-art results in the domain, but also for regression. We leave as future work the applicability of our method to other tasks like forecasting, and the study of its impact if it were to be added in powerful ensemble methods. In these appendices, we provide our detailed training procedure for classification tasks, choices of hyperparameters, as well as the full experimental results of our method, compared to other concurrent methods. Section S1 explains and discusses the exact early stopping strategy and SVM training used for classification tasks, and discusses the importance of early stopping in the training of otherwise fully unsupervised representations. Secion S2 details the choices of hyperparameters in all presented experiments. Section S3 reports accuracy scores of all variants of our method on the whole UCR archive , as well as comparisons with concurrent methods, when available. Finally, Section S4 provides accuracy scores for our method on the whole UEA archive .
S1. Detailed Training for Classification Tasks

S1.1. SVM Training and Early Stopping
We perform no hyperparameter optimization on the architecture of our encoder, nor on the batch size or optimizer we use. We thus perform a single training procedure for each dataset and parameter K. The only parameters we dynamically tune are the number of epochs to train the encoder through an early stopping heuristic (stop training after a given number of epochs have been done without increasing a performance score and until a given number of epochs is reached, and keep the encoder corresponding to the best score), and the penalty C of the error term of the SVM.
In order to tune the latter and monitor a performance test which is not the train classification score for the early stopping criterion, we use as performance score a cross-validation score on the training set in the following manner. To choose a penalty for the SVM, we pick the one that achieves the best cross-validation mean classification score on the representations of the train set. The performance monitored at the end of each training epoch of the encoder is this cross-validation score for the best found SVM penalty, on the current representations of the train set. Note that if the train set or the number of training samples per class are too small, we do not use early stopping and choose a penalty C = ∞ for the SVM (which corresponds to no regularization).
This complex scheme is required because the avalaible UCR and UEA archive do not provide any additional validation set. Because lots of datasets are small, and to guarantee a fair comparison with concurrent methods which do not use any validation set, we designed the early stopping strategy to only use training labels.
S1.2. Early Stopping Discussion
With such an early stopping criterion, the entire method is then not fully unsupervised, because the labels are used to decide when to stop the learning procedure. This choice was mainly made to avoid having extra hyper-parameters to tune, and to save time on computation by avoiding a long training on some datasets. It does not change much the overall results, as it improves the accuracy on some datasets, but worsens them on some others. As an example, we provide in Figure S1 , the evolution of the test accuracy with respect to the number of epochs, showing that the stopping time is not optimal. Besides, the encoder can always be trained without label information (stopping after a certain number of epochs), or with very sparsely labeled time series.
Moreover, this encoder training augmented with this early stopping criterion is strictly equivalent to a more computationally demanding and fully unsupervised training. Indeed, consider the training of the encoder for a number of epochs equal to the maximal number of epochs under the early stopping procedure. If one records the weights of the encoder at the end of each epoch, then one could simulate the online early stopping heuristic in an offline fashion by iteratively computing the early stopping performance score, stopping when the early stopping conditions are met and retain the best set of weights. This way, the encoder training is fully unsupervised at the cost of longer and more complex training using the train labels. Note that exploratory experiments indicate that selecting the best performing set of weights over the whole number of epochs, instead of simulating early stopping, tends to give results similar to the ones obtained with early stopping. Test accuracy Figure S1 . Evolution of the test accuracy during the training of the representation on the CricketX dataset from the UCR archive (with K = 10), with respect to the number of completed epochs. The test labels were only used for monitoring purposes and the test accuracy was computed after each mini-batch optimization. The vertical line marks the epoch selected by the early stopping heuristic. Test accuracy clearly increases during training, and the early stopping heuristic is suboptimal on this dataset.
S1.3. Behavior of the Learned Representations through Training
The Risk R is defined as the expectation (taken over the random selection of the sequences {x ref , x pos , x neg }) of the loss defined in Equation (1). This risk may decrease if all the representations f (·, θ) are scaled by a positive large number. For example, if for some θ 0 , for (almost surely) any sequences {x ref ,
is a decreasing function of λ, thus λ could diverge to infinity in order to minimize the loss. In other words, the parameters in θ 0 corresponding to the last linear layer could be linearly scaled up, and representations would "explode" (their norm would always increase through training). Such a phenomenon is not observed in practice, as the mean representation Euclidean norm lies around 20. There are two possible explanations for that: either the condition above is not satisfied (more generally, the loss is not reduced by increasing the representations) or the use of the sigmoid function, that has vanishing gradients, results in an increase of the representations that is too slow to be observed, or negligible with respect to other weight updates during optimization.
S2. Hyperparameters
We train our models with the following parameters for time series classification:
• optimizer: Adam (Kingma & Ba, 2014) with learning rate α = 0.001 and decay rates β = (0.9, 0.999);
• SVM: penalty C ∈ 10 i | i ∈ −4, 4 ∪ {∞};
• encoder training:
number of negative samples: K ∈ {1, 2, 5, 10} for univariate time series, K ∈ {5, 10, 20} for multivariate ones; batch size: 10; maximum number of epochs: 400; number of epochs to wait without performance improvement for early stopping: 25;
• architecture:
number of channels in the intermediary layers of the causal network: 40; number of layers (depth of the causal network): 10, kernel size of all convolutions: 3; negative slope of the leaky ReLU: 0.01; number of output channels of the causal network (before max pooling): 320; dimension of the representations: 160.
For the Individual Household Electric Power Consumption dataset, changes are the following:
• number of negative samples: K = 10;
• batch size: 1;
• no early stopping;
• number of channels in the intermediary layers of the causal network: 30;
• number of output channels of the causal network (before max pooling): 160;
• dimension of the representations: 80.
S3. Univariate Time Series
Full results corresponding to the first 85 UCR datasets for our method are presented in Table S1, while comparisons  with DTW, ST, BOSS, HIVE-COTE and EE are shown in Table S2 , and comparisons with FCN, TimeNet and RWS are shown in Table S3 . Table S4 compiles the results of our method and of DTW S1 for the newest 43 UCR datasets (except DodgerLoopDay, DodgerLoopGame and DodgerLoopWeekend which contain missing values).
All UCR datasets are provided with a unique train / test split that we used in our experiments. Compared techniques (DTW, ST, BOSS, HIVE-COTE and EE) were also tested on 100 random train / test splits of these datasets by (Bagnall et al., 2017) to produce a very strong state-of-the-art evaluation, but we did not perform similar resamples as this is beyond the scope of this work and would require much more computations. Note that the scores for these methods used in this article are the ones corresponding to the original train / test split of the datasets.
As our method is based on random sampling, the reported scores may vary depending on the random seed. While we do not report standard deviation, the large number of tested datasets prevents large statiscal error in the global evaluation of our method. The order of magnitude of accuracy variation between different runs of the combined version of our method is around 0.01 (for instance, for five different runs, the corresponding standard variations for, respectively, datasets Mallat, DiatomSizeReduction, CricketX and UWaveGestureLibraryX are 0.004, 0.014, 0.019 and 0.004). S1 Taken from https://www.cs.ucr.edu/~eamonn/time_series_data_2018/. 
S4. Multivariate Time Series
Full results corresponding to the UEA archive datasets for our method as well as the ones of DTW D as reported by Bagnall et al. (2018) are presented in Table S5 , for the unique train / test split provided in the archive. 
