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Abstract
Reliable estimation of illuminant chromaticity is cru-
cial for simulating color constancy and for white balanc-
ing digital images. However, estimating illuminant chro-
maticity from a single image is an ill-posed task, in gen-
eral, and existing solutions typically employ a variety of as-
sumptions and heuristics. In this paper, we present a new,
physically-based, approach for estimating illuminant chro-
maticity from interreflections of light between diffuse sur-
faces. Our approach assumes that all of the direct illumi-
nation in the scene has the same chromaticity, and that at
least two areas where interreflections between Lambertian
surfaces occur may be detected in the image. No further
assumptions or restrictions on the illuminant chromaticty
or the shading in the scene are necessary. Our approach
is based on representing interreflections as lines in a spe-
cial 2D color space, and the chromaticity of the illuminant
is estimated from the approximate intersection between two
or more such lines.
Experimental results are reported on a dataset of illumi-
nation and surface reflectance spectra, as well as on real
images we captured. The results indicate that our approach
can yield state-of-the-art results when the interreflections
are significant enough to be captured by the camera.
1. Introduction
Illuminant chromaticity estimation is important for sim-
ulating the color constancy property of the human visual
system and for white balancing digital images. However,
recovering the chromaticity of an illuminant from a single
image is an ill-posed problem: since the reflectances of the
scene’s surfaces are not known, there is an inherent ambi-
guity that admits infinitely many solutions.
In practice, single image color constancy and white bal-
ance approaches typically rely on certain assumptions and
heuristics in order to estimate the illuminant chromaticity,
such as restricted gamuts, the gray world or the white patch
assumption, etc. [8]. Methods have also been proposed
that leverage the availability of multiple images, e.g., [16]
and/or specular highlights [18, 21].
In this paper, we propose a new, physically-based, ap-
proach for estimating illuminant chromaticity from diffuse
interreflections of light between pairs of nearby surfaces
in the scene. This approach works on a single image of
a scene assuming that all of the direct illumination in the
scene has the same chromaticity, and that two or more dif-
fuse interreflections are present and can be detected by the
camera’s sensor. No further arbitrary or unrealistic assump-
tions about the illuminant or the shading in the scene are
made. Our approach is applicable to scenes where no high-
lights are visible, or where highlights are visible but satu-
rated. Diffuse interreflections abound in real scenes, how-
ever their small relative magnitude makes them difficult to
capture. Nevertheless, with the emergence of new sensitive
cameras, such as the Modulo camera [22] with long expo-
sure, we expect that it would become feasible to capture
interreflections in just about any scene.
In an early work, Funt et al. [6] demonstrated the use-
fulness of interreflections for color constancy. They use
finite-dimensional linear models to model the illumination
and the surface reflectance spectra. The weights of these
linear models may be recovered from a sufficient number of
measurements in the vicinity of interreflections by solving
a non-linear system of equations. In contrast, our approach
does not make these assumptions, and recovers the chro-
maticity of the illuminant using a simple geometric compu-
tation in a 2D color space. The approach is shown to yield
good estimation accuracy on a test set of real images.
We first show that from a measurement of a pure inter-
reflection, we are able to resolve the reflectance-illuminant
ambiguity and correctly recover the color of the illuminant.
However, in real images, the light leaving a surface is a
combination of the reflection of direct and indirect illumina-
tion, and the relative magnitudes of these two components
are not known. This presents us with another ambiguity.
However, in areas where the indirect illumination is primar-
ily due to an interreflection, we are able to express all the
possible combinations of direct and indirect illumination
colors as a line in a special 2D chromaticity plane. Thus,
the illuminant chromaticity may be estimated by obtaining
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and intersecting two or more such lines.
Our approach assumes that all of the direct illumination
in the scene has the same chromaticity. We further assume
that it is possible to identify at least two surface pairs in the
scene, such that on both surfaces of each pair one can mea-
sure the reflection of direct illumination only, and on one
surface of each pair one can also measure the color result-
ing from the combined effect of direct and indirect illumina-
tion. We assume that on these surfaces the effect of indirect
illumination arriving after more than one bounce of light is
negligible. The automatic detection of the regions in which
these measurements are to be taken is outside the scope of
the current work.
The accuracy of the proposed approach is evaluated
through computer simulations that use a large dataset of
measured illuminant and reflectance spectra, as well as a se-
ries of photographs of a real scene, where the ground truth
illuminant chromaticity is obtained using a gray card.
2. Related Work
Computational color constancy is an important task in
computer vision and image processing, which has attracted
a considerable amount of research attention. A compre-
hensive survey can be found at [8]. Existing methods
can be roughly divided into 3 groups: low-level statistics-
based methods, learning-based methods and physically-
based methods.
Low-level statistics-based methods rely on heuristics
such as the Gray-World assumption [3], as well as many
other more sophisticated heuristics; such heuristics are
based on assumptions which do not always hold.
Learning-based methods leverage the availability of data
and harness machine learning algorithms to solve the prob-
lem. They require many images for training, but they
achieve state-of-the-art results, such as in [2]. Recently, Shi
et al. [17] presented a neural network which consists of two
sub-networks. The first network, HypNet (Hypotheses Net-
work), has two branches. This network learns to give two
estimates of the illuminant chromaticity. Each branch is
specialized in different settings, so they complement each
other. The second network, SelNet (Selection Network),
learns to decide which of the two hypotheses from HypNet
is more likely to be accurate. The authors report a signifi-
cant accuracy improvement, compared to previous work.
The physically-based approach presented by Shafer [9]
tries to find some physically-based hints for the illuminant
chromaticity, while avoiding making overly restrictive as-
sumptions. This approach includes the use of specular high-
lights as did Tan et al. [18] and Yoon et al. [21]. Both of the
above methods use physical models to derive straight lines
in some color space, which go through the illuminant chro-
maticity. These works provided inspiration for our work,
which also makes use of color lines. The main shortcom-
ing of these methods is that they are not always applicable:
specular highlights are not always present in the image, and
when they do appear, they are often clipped.
Another physically-based approach was introduced by
Finlayson et al. [4]. They assume the model of black-body
radiators to exploit the fact that all illuminant chromatici-
ties are located on the Planckian locus. Our method does
not assume anything about the illuminant chromaticity, so it
can work on illuminants which aren’t black-body radiators.
There are also methods, such as [16], which use multiple
images, and can work even in a scene with multiple illumi-
nants. Our approach assumes a single illuminant chromatic-
ity, but it is applicable to a single image.
Previous work on interreflection was done by Nayar et
al. [11, 12] who used interreflections in order to recover
shape. Funt et al. [6] use mutual interreflection to estimate
the illuminant spectrum rather than just its chromaticity as
we do. This method is based on the finite-dimensional lin-
ear model presented by Maloney [10], who pointed out the
fact that illumination and surface reflectance spectra can be
approximated with low dimensional linear spaces. But they
are limited by the approximation error of this approach.
Moreover, they assume that the illumination and the sur-
face reflectance spectra are a linear combination of only 3
basis functions. But recently Wug Oh et al. [20] claimed
that surface reflectances are 8-dimensional and illumination
spectra are 4-dimensional for outdoors and 6-dimensional
for indoors. Our method doesn’t assume anything about the
illumination and surfaces reflectance spectra, and also uses
a much simpler geometric computation, which does not re-
quire iteratively solving non-linear equations.
Funt and Drew [5] described a simple approach to ex-
tract the pure interreflection color. Their model assumes
that the colors reside on a plane in the RGB space, so all
that is needed in order to recover the interreflection color
is to intersect two planes. They use this idea to decompose
the image into direct and indirect illumination components.
Their work does not suggest to use the interreflection color
to derive the illuminant chromaticity, as we do here. Also
in real images, colors do not reside on a plane in the RGB
space, because of noise. Our method bypasses this compli-
cation by sampling multiple pixels to alleviate noise. An-
other restriction in this paper is that it requires mutual inter-
reflections between pairs of surfaces. Our method can work
with two or more unrelated interreflections.
3. Illuminant Chromaticity Estimation
In this section we describe our method for extracting illu-
minant chromaticity from interreflections. After describing
the image formation model, we first show how to obtain an
estimate of the illuminant chromaticity from a pure inter-
reflection. Next, we consider a more realistic model, where
the light reflected off a surface is due to a mixture of di-
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Figure 1. Interreflection between a pair of adjacent surfaces. Light
reflected from the distant parts of the two surfaces is mainly due to
direct illumination. Light reflected from the portion of R1 closer
to R2 is due to both direct and interreflected light.
rect illumination by the illuminant together with an indirect
component (a diffuse interreflection from a nearby surface).
We show that two or more such interreflections enable us to
estimate the illuminant chromaticity by intersecting lines in
a special 2D chromaticity plane.
3.1. Image formation model
Let L be the illuminant color, expressed as a 3D vector
in the RGB color space. Since, for our purposes, we are
interested only in the chromaticity of the illuminant rather
than its intensity, we can assume that the illuminant color L
is a unit vector.
Let R1 denote the diffuse reflectance color of a Lamber-
tian surface in the scene, also expressed as a 3D RGB vec-
tor. When the above surface is directly illuminated by the
illuminant, the reflected color may be expressed as α1R1L,
where R1L is a pointwise product, and α1 is a scalar that
bundles together all the factors that influence light inten-
sity such as shadowing, surface orientation, and illuminant
intensity (see Figure 1). Note that here we effectively as-
sume that the camera RGB sensor responses are Dirac delta
functions. We will show later that this assumption does not
introduce a significant error, for most real world illuminants
and surface reflectances.
Given two adjacent diffuse surfaces, whose reflectances
are given by R1 and R2, the light leaving the first surface
due to interreflection from the second one may be expressed
as αR1R2L, for some scalar α. In this work, we assume
that the interreflected component is significant mainly in the
vicinity of the contact between the two surfaces, and can
be considered negligible farther away. This is illustrated in
Figure 1.
3.2. Illuminant estimation from pure interreflection
Assume that for the above two surfaces we are able
to measure the directly reflected light from each of them,
α1R1L and α2R2L, as well as the interreflected light leav-
ing one of them, α3R1R2L. From these three measure-
ments, we are able to recover the illuminant chromaticity
by computing the ratio
α1R1L · α2R2L
α3R1R2L
=
α1α2L
α3
= βL, (1)
and normalizing the resulting vector βL. This is merely an
approximation, because equation (1) is expressed in a 3D
color space, rather than using the full illuminant and the
surface reflectance spectra, followed by a projection to the
RGB color space of the camera. However, the simulations
we performed on a data set of real world illuminant and sur-
face reflectance spectra shows this approximation is quite
precise, in most cases (see Section 4.1).
3.3. Illuminant estimation from a real image
In real images, we are not able to measure the inter-
reflected component directly, since the surfaces in the scene
reflect a combination of direct and indirect illumination.
The relative magnitudes of the two components in this com-
bination are not known. Thus, in order to use equation (1),
it would be necessary to decompose the color of a surface
into these two components. Such a decomposition is a chal-
lenging problem in itself, and there are some attempts to
solve it, for example using special illumination and multi-
ple images, see e.g., [13, 14, 15, 19]. In this work, instead
of trying to decompose the image, we leverage more than
one interreflection in order to overcome this ambiguity.
3.3.1 Color lines
Assume we have captured two adjacent surfaces under the
same illuminant L: α1R1L and α2R2L and a portion of the
first surface colored by an interreflection, in addition to the
direct illumination L: α3R1L+α4R1R2L, as illustrated in
Figure 1. From these observed quantities, we can compute
the following ratio:
C =
α3R1L+ α4R1R2L
α1R1L · α2R2L =
α3
α1α2
1
R2L
+
α4
α1α2
1
L
(2)
Note that C is a linear combination of two 3D vectors, 1R2L
and 1L , whose coefficients are not known to us. The pro-
jections of all the possible linear combinations of these two
vectors onto a plane in the 3D color space, say, the plane
r + g + b = 1, yields a straight line that contains the pro-
jections of 1R2L and
1
L . We omit the scalars here, since the
projection is invariant to multiplication by a scalar.
To conclude, although we are not able to measure the
pure interrecflection, we are able to measure 1R2L and C,
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Figure 2. All three lines are close to 1
L
(indicated by a green dot).
The geometric median (indicated by a double green circle) falls
on the intersection with the larger angle, which minimizes the sum
of distances to all three lines, rather than intersections with the
smaller angles, yielding a better estimate.
and project them onto the plane r + g + b = 1, thereby ob-
taining a line that is supposed to pass through the projection
of 1L on the same plane.
Next, suppose that we are able to identify at least two
areas containing an interreflected component, thereby ob-
taining two or more color lines, as described above. These
lines should all intersect at the projection of 1L . Thus, com-
puting their intersection and inverting the resulting coordi-
nates should yield the illuminant chromaticity L. In real im-
ages, however, the color lines do not all intersect at the same
point. There are multiple reasons for this, including noise,
indirect light coming from other surfaces in the scene, and
the use of 3D color vectors instead of continuous spectra in
equation (2). The estimation error could be further magni-
fied if angle between the color lines is small. We address
this issue by using a robust method, inspired by the geomet-
ric median, in order to estimate the intersection point.
3.3.2 Geometric median
Geometric median is the generalization of median to n di-
mensions (n = 2, in our case). Instead of real numbers, we
have points pi ∈ Rn, and the geometric median is defined
as the point q ∈ Rn which minimizes the sum of distances
to all the input points: q = argmin
x∈Rn
∑m
i=1 ‖pi − x‖2. In
the one dimensional case n = 1, this is just the ordinary
median.
It is well known that a median is more robust to outliers
than an average. In our case, outliers may arise in regions
which contain violations of our assumption that we can re-
liably measure the quantities in equation (2), or from a bad
pair of surface reflectance spectra (as discussed later, in Sec-
tion 4.1). In either case, an outlier would correspond to a
color line that does not pass near the projection of 1L . Thus
we adapt the notion of the geometric median to our setting.
Specifically, since we are dealing with straight lines, rather
than points, we search for the point q which minimizes the
sum of distances tom lines l1, . . . , lm, rather than to points:
q = argmin
x∈R2
m∑
i=1
d(li, x). (3)
Since the geometric median tries to minimize the sum of
distances to all the lines, it will inevitably fall on one of the
line intersections, except symmetric cases. This approach
handles well the case of lines with a small angle, and favors
lines with a larger angle, as demonstrated in Figure 2. Using
a least squares formulation, where we seek to minimize the
sum of the squares of the distances instead, is more sensitive
to outliers, and therefore geometric median overall achieves
better results, as can be seen in Table 1.
4. Experiments
4.1. Simulations
Estimating the illuminant chromaticity from a pure inter-
reflection, using equation (1) is an approximation, since it
is done in a 3D RGB space, rather than using the full illu-
minant and reflectance spectra. In order to test the accuracy
of this approximation we carried out a simulation. We used
the data set presented in [1], which contains the spectra of
102 illuminants, the reflectance spectra of 1995 materials
and the sensor response functions of the camera used in that
work. For each illumination spectrum in the dataset, we
randomly choose two reflectance spectra (not necessarily
different from each other), compute the point-wise multi-
plication of them with the illuminant spectrum, and project
to RGB using the camera response functions. Thus, we ob-
tain a large collection of triplets of RGB vectorsR1L,R2L,
and R1R2L. For each triplet, we use equation (1) to esti-
mate L and record the angular error [7] with respect to the
ground truth.
In total, we have sampled one million of random re-
flectance spectra pairs for each of the 102 illuminants in the
dataset. The mean angular error was 0.69◦ and the median
error was 0.37◦. The complete angular error distribution
is plotted in Figure 3, and numerical results are detailed in
Table 1.
Another simulation was carried out to test the accuracy
of the more practical, color-line based approach described
in Section 3.3. Data for this simulation was produced simi-
larly to the first simulation described above. Here, we also
randomly select α3 and α4 to produce the interreflection:
α3R1L+α4R1R2L, but in fact these values have no effect
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Figure 3. Distribution of the angular error of the pure interreflec-
tion method, simulated over million random pairs of reflectances
per illuminant. The mean error is 0.69◦ and the median error is
0.37◦.
on the color lines. Instead of sampling one interreflection
each time, in this simulation we sample multiple pairs of
reflectances, to form multiple color lines, and then compute
the geometric median in order to obtain the illuminant esti-
mation. Here, we have also experimented with least squares
as an alternative to the geometric median.
Simulations with only two interreflections in each exper-
iment can suffer from large errors, since a large error in any
one of the two color lines causes an error of roughly the
same magnitude in their intersection point. In addition, a
small angle between a pair of lines magnifies the error of
each color line. However, increasing the number of color
lines drastically reduces the error, and using five color lines
produces an average error that is smaller than the one that
can be obtained from a single pure interreflection. Specif-
ically, when using five randomly generated interreflections
(and using 105 experiments for each of the 102 illuminants),
the mean angular error is 0.60◦ and the median error is
0.36◦, as shown in Figure 4 and Table 1.
For reference, we also include in Table 1 the estimation
accuracy reported by Shi et al. [17] for their state-of-the-art
DS-Net method. Although this is not a direct comparison,
since Shi et al. use a dataset of real images, while we use
simulations, the significantly better accuracy of our simula-
tions leaves sufficient headroom for our method to achieve
better performance on suitable real images as well. This
hope for improved performance is further reinforced by the
results that we report below, in Section 4.2, for real images.
Figure 4. Distribution of the angular error of the color lines ap-
proach, over 105 experiments per illuminant. In each experiment
there are five random pairs of surface reflectances, and the geo-
metric median is used to estimate the illuminant chromaticity from
five color lines. The median error of 0.36◦ is similar to the pure
interreflection method.
4.2. Real images
We constructed a real scene in which two surfaces cast a
significant interreflection on each other, and photographed
this scene under different colored lights using the cam-
era of Nexus 5X. Linear (RAW format) RGB images were
recorded. The scene contains a professional gray card from
which the ground truth illuminant color may be recovered.
The images were captured in a room illuminated only by the
daylight coming through a window. We covered the window
with colored cellophanes in order to capture the same im-
age with different illuminant colors. The resulting images
are shown in Figure 6. We manually sampled patches in ar-
eas where both surfaces are close to each other, thus making
the interreflection significant. We also sampled patches in
the far ends of the surfaces, where interreflection are neg-
ligible (see the bottom right image in Figure 6). In order
to eliminate noise we chose patches with high intensity, but
we eliminated clipped pixels, and from each patch we com-
puted the median for each RGB channel, and that was the
sampled RGB vector provided to our method. The same
patch processing was applied when recovering the ground
truth illuminant color from the gray card.
The results are shown in Figure 7. We find that angu-
lar error below 1◦ seem imperceptible, in most cases, as
demonstrated by the green illuminant, where the estimation
error is 0.61◦. For the other illuminants the error is between
1◦ and 2◦.
In order to test the difference between geometric median
and least squares on real images, more than two interreflec-
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Figure 5. An example where four lines corresponding to four
interreflections, form a roughly symmetric arrangement near the
ground truth (green dot). The geometric median falls on one of the
intersection points (green circle), which corresponds to a slightly
smaller sum of distances than the other intersections. The least
squares estimate (blue circle) provides a better estimate in this
case.
tions are needed (in the case of two interreflections both ap-
proaches yield the same estimate, which is the intersection
of the two lines). There are additional interreflections in our
images, between the pink tissue paper and itself, as well as
between the yellow sticky note and itself. Using these addi-
tional interreflections did not improve the estimation accu-
racy when using the geometric median, but did reduce the
error when using least squares to find the point closest to the
color lines. This is shown in Figure 8. Thus, using four in-
terreflections, we are able to achieve an angular error below
1◦ in four out of the five images.
The better performance of the least squares method
does not necessarily contradict our simulations, because in
these simulations there were also some cases where the
least squares method was better than the geometric me-
dian. However, its performance was less accurate overall.
It seems to be the case that for the real images in Figure 6,
the ground truth happens to lie between fairly symmetric
color lines. While geometric median chooses one of the in-
tersection points, the least squares method yields an average
point in the middle which, in this case, happens to be closer
to the ground truth. This is depicted in Figure 5.
5. Discussion and Future Work
We assume that the interreflections that we use are be-
tween Lambertian surfaces. This is a reasonable assumption
in practice, as diffuse surfaces abound in real scenes. Fur-
thermore, when a significant specular reflection is present,
it might be easier to recover the illuminant color from spec-
Figure 6. Real images with color bleeding: The tissue paper and
the sticky notes reflect colored light upon each other and upon
themselves. The right bottom image is a copy of the middle bottom
image, that shows in black the patches that were used to sample the
surfaces. The patches used to sample the surface reflectances are
indicated by green circles, those which sampled the interreflection
caused by color bleed from the pink tissues are indicated by red
circles, and those caused by color bleeds from the yellow sticky
notes are indicated by the orange circles.
1.76° 1.02° 1.58° 0.61° 1.05° 
Figure 7. Illuminant color estimation from the real images in
Figure 6 using two dominant interreflections. The top row shows
the ground truth colors and the bottom row shows our estimates.
The angular errors are also reported.
ularities. If, on the other hand, the specular reflection is
insignificant, then we can neglect it, and treat the surface as
Lambertian.
Interreflections exist everywhere around us, however, we
usually do not notice them, and they are often too weak to
be reliably measured in a photograph. However, capturing
interreflections should become more feasible as cameras be-
come more sensitive. Specifically, this should be achievable
by the Modulo camera recently introduced by Zhao et al.
[22]. Ordinary HDR photos are limited in their capability
to capture interreflections, because interreflections are often
present in bright regions, and long exposure times saturate
the sensor in these regions. However, the Modulo camera is
6
Method Mean Median Trimean Best-25% Worst-25% 95th % Max Min
1 pure interreflection 0.6885◦ 0.3713◦ 0.4349◦ 0.0881◦ 1.8445◦ 2.4008◦ 35.1971◦ 0.00002◦
2 interreflections 3.76◦ 0.8207◦ 1.0283◦ 0.1761◦ 13.01◦ 11.54◦ 173.11◦ 0.00006◦
3 interreflections + GM 1.26◦ 0.5972◦ 0.6975◦ 0.1435◦ 3.57◦ 4.1◦ 165.97◦ 0.00007◦
4 interreflections + GM 0.8129◦ 0.4325◦ 0.4986◦ 0.1127◦ 2.19◦ 2.71◦ 164.15◦ 0.000017◦
5 interreflections + GM 0.6088◦ 0.3583◦ 0.4051◦ 0.0978◦ 1.56◦ 1.96◦ 151.04◦ 0.00004◦
10 interreflections + GM 0.2940◦ 0.2077◦ 0.2245◦ 0.0638◦ 0.6758◦ 0.8382◦ 8.15◦ 0.00012◦
3 interreflections + LS 1.18◦ 0.6037◦ 0.6890◦ 0.1574◦ 3.27◦ 3.67◦ 167.1◦ 0.0001◦
4 interreflections + LS 0.8675◦ 0.5458◦ 0.6062◦ 0.1523◦ 2.15◦ 2.64◦ 163.39◦ 0.00007◦
5 interreflections + LS 0.7477◦ 0.5058◦ 0.5540◦ 0.1479◦ 1.77◦ 2.19◦ 159.65◦ 0.00015◦
10 interreflections + LS 0.5342◦ 0.4104◦ 0.4367◦ 0.1337◦ 1.15◦ 1.4◦ 11.04◦ 0.00026◦
DS-Net[17] 1.90◦ 1.12◦ 1.33◦ 0.31◦ 4.84◦ 5.99◦ - -
Table 1. Results of our simulations. The top row reports the errors for illuminant estimation from a single pure interreflection, while the
following nine rows refer to the color line based approach with various numbers of color lines. The estimation was done both using the
geometric median (GM) and least squares (LS). For reference, the last row shows the estimation accuracy (on a dataset of real images)
reported for the state-of-the-art DS-Net method [17].
1.1646° 0.2446° 0.2811° 0.7472° 0.4857° 
Figure 8. Illuminant color estimation from the real images in
Figure 6 using four interreflections and the least-squares method
instead of geometric median. The top row shows the ground truth
colors and the bottom row shows our estimates. The angular errors
are also reported.
free from this limitation, so one can capture interreflections
by using either long exposure or wide aperture.
The weak magnitude of the interreflections actually sup-
ports the assumptions that we make in our approach. Their
magnitude decreases in inverse proportion to the square of
the distance between the two surfaces, making them very
local. This makes it possible for us to sample, on the same
surface, patches that contain an interreflected component,
as well as patches where this component is negligible. It
also justifies our decision to adopt the one-bounce model,
since the second bounce is even weaker than the first one.
The proposed method should in principle work with
other examples of surfaces which emit radiance to their lo-
cal neighborhood. This could be caused by either inter-
reflection, or by weak local light sources such as LEDs,
TVs or smartphone screens. But in the case of light sources,
there is a problem of clipping which should be handled first.
While it is unlikely for two random color lines to have
a small angle between them, it should be noted that in case
of two interreflections reflected from the same surface R2,
the lines will almost certainly have a very small angle be-
tween them, since according to Equation (2), both lines also
go through the point 1R2L . This means that the algorithm
should avoid the degenerate case of more than one inter-
reflection reflected from the same surface.
Future work should focus on automating the search for
interreflection in the scene. The output of the above search
could then be fed as input to the approach described in this
paper, yielding a fully automatic accurate method for illu-
minant chromaticity estimation. The robustness of the geo-
metric median to outliers could be valuable in this scenario,
as it will tolerate some amount of wrongly identified inter-
reflections in the image.
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