For 1 ≤ p ≤ ∞, the p -approximate solutions of A x = b are the minimizers of Ax − b p where · p is the p -norm. We consider the special case where the null space of A T is one-dimensional. Sample results: 
Introduction
Given A ∈ IR In particular, the 2 -approximate solutions are the least squares solutions, which have their advantages (nice analytical properties and efficient algorithms) as well as disadvantages (sensitivity to deviating observations, such as would result from experimental errors). Other p -norms used in (1.4) include the ∞ -norm (giving minimax or Chebyshev solutions) [8] and the 1 -norm, see e.g. [5] , [13] . However, for p = 1 and ∞ the objective function A x − b p is typically non-differentiable at the optimal solutions, making the latter hard to characterize and compute. For p = 2, the p -approximate solutions are in general computed iteratively, see e.g. [12] . Ben-Tal and Teboulle [3] showed that for A of full column-rank and 1 ≤ p < ∞, the p -approximate solutions of (1.1) lie in C = conv{ A −1 I * b I : I ∈ I }, the convex hull of the basic solutions (1.6). For p = ∞, there is an ∞ -approximate solution in C. These results were extended in [10] to general matrices.
If there is more than one solution (or approximate solution), we often select one of minimal p -norm, using not necessarily the same norm as in (1.4) . In particular, the selection p = 2 is natural in statistical applications, where x 2 is related to the variance of the estimate x. 2 } as a solution of the two-stage minimization problem :
The solution set of (1.9) is a closed convex set. Therefore x {p 1 } {p 2 } is unique for 1 < p 2 < ∞, since then the p -norm is strictly convex.
The case p 1 = p 2 = 2 is the easiest to handle and the one most thoroughly studied. The minimum 2 -norm least squares solution of A x = b is given in closed form as
{2} is a convex combination of the basic solutions (1.8) (see e.g. [11] , [4] , [1] ) 12) where the weights λ IJ are independent of b,
The corresponding result for the Moore-Penrose inverse of A is
where A
−1
IJ is an n × m matrix which has the inverse of A IJ in position (J, I), and zeros elsewhere.
In this paper we consider the case of p -norms, 1 ≤ p ≤ ∞.
• Residuals, and approximation errors are studied in § 2.
• In § 3 we consider the special case where A is an (n + 1) × n matrix of rank n. 
Residuals
If dim N (A) > 0, the p -approximate solutions of A x = b are not unique. However, for any A and 1 < p < ∞ the residual is unique: 
is a hyperplane of IR m . In fact The following theorem gives bounds for the error of p -approximations. For 1 ≤ p ≤ ∞, the conjugate q = q(p) is defined as customary by
and the limits
be any least squares solution of A x = b, and let
be the corresponding residual. Then
Proof. The upper bound is trivial, since r
{2}
is a residual, but not necessarily optimal. The lower bound is a consequence of the well-known duality theorem
where 1 ≤ p ≤ ∞ and q is the conjugate of p, see e.g. [6] , [7] . Note that the least squares residual r
is in N (A T ) by (2.3). Therefore the left hand side of (2.6) is not greater than the right hand side of (2.7).
2 Remark 2.2 The bounds (2.6) are useful since a least squares residual is readily available, i.e. r {2}
and (2.6) becomes
, it follows from Lemma 2.2(a) that the lower bounds in (2.6) and (2.9) are exact, namely
3 A is an (n + 1) × n matrix of rank n Throughout this section let A ∈ IR (n+1)×n n and b ∈ IR
n+1
. The basic solutions of Ax = b are
and their convex hull,
It follows from [3] that there exists a solution of (1.4) in C. In this section we give explicit formulae for the convex weights which turn out to be independent of b. An immediate consequence of the assumption that A is (n + 1) × n of rank n is that for each I ∈ I, the basic solution x I * = A −1 I * b I has a residual r I = r(x I * ) with n zeros in positions I. The remaining component of r I , denoted by I , shall now be given explicitly. 
Proof. This follows from
Another consequence of assuming A ∈ IR (n+1)×n n is that for any vector x which is a convex combination of the basic solutions,
the residual r(x) has components (µ I I ) . Therefore the problem of minimizing the p -norm of residuals of the vectors in (3.5) can be written as
with | I | given by (3.4), I ∈ I. This problem can be solved explicitly for all 1 ≤ p ≤ ∞: First the case p = 1. 6) and an optimal solution is x
where 
where
For p = 1 the optimization problem (P) can therefore be written as
and it has an optimal solution
The optimal basis L is independent of b and the solution is unique if and only
We now solve for 1 < p < ∞. In this case the solution is unique.
Theorem 3.2 Let A ∈ IR
(n+1)×n n , 1 < p < ∞ , and q be the conjugate (2.4) of p. Then 9) and the optimal solution is x
Proof. The solution is given by
The optimization problem (P) here becomes
The Kuhn-Tucker necessary and sufficient conditions for (3.12) are
for some constant c. The results (3.9) and (3.10)-(3.11) then follow immediately. 2
Remark 3.2 The weights µ (p)
I are independent of b.
Finally the case p = ∞: 13) and an optimal solution is x
Proof. By [3] , there is a solution x {∞} in C. Let
The optimization problem (P) here becomes min max
as optimal solution. 2
Remark 3.3 For p = ∞ the weights µ (∞) I
are again independent of b. It follows, e.g. [8, p. 42, Problems 6, 7] , that the solution is unique if and only if the Haar condition is satisfied, i.e., if every set of n rows of A is linearly independent.
Definition 3.1 For any
A ∈ IR (n+1)×n n define the matrix A {p} A {p} :=      A −1 L * if p = 1,
and L is selected in arg max
−1
I * is an n×(n+1) matrix with the inverse of A I * in position I, and zeros elsewhere.
where q is the conjugate of p.
Theorems 3.1-3.3 can be summarized as follows: (1.4) .
2
The following example shows that the conclusion does not hold for A ∈ IR (n+1)×k k with k < n .
Example 3.2 Let
The corresponding solutions of min Ax − b i 4 are
respectively. However
The matrix A Proof. Since A j → A , there is an index j 0 such that for any j ≥ j 0
I(A) ⊆ I(A j )
.
we need only consider terms (µ j )
I * for I ∈ I(A j )\I(A). For such I it follows from
where adj((A j ) I * ) is the adjoint of (A j ) I * . This completes the proof. Proof. Let x {p} be the solution of (1.4) as given by Theorems 3.2-3.3, and let {i} be the complement of I in {1, . . . , n + 1} . Then
The result then follows from Theorems 3.2-3.3. 2 The next example shows that Theorem 3.6 does not hold for p = 1, notwithstanding an assertion in [8, p. 40] which would imply that all the residuals have the same sign vectors for 1 ≤ p ≤ ∞ (or may be so chosen in the event of nonuniqueness).
Example 3.4 Let
2 , x {2} = 1, and their residuals
do not agree in sign.
Minimum 2 -norm p -approximate solutions
For A ∈ IR m×n m−1 and 1 < p < ∞ we can give explicit formulae for the solutions of min
The results require additional hypotheses for p = ∞ and p = 1 , see Theorem 4.1(b)-(c).
For any full-rank factorization A = CR , the problem (4.1) can be solved in stages
using the basic solutions (1.8) The weights λ IJ are
and of min
Proof. Let A = CR be any full-rank factorization of A. Then for any I ∈ I where
Then the solution of (4.3) is given by From Theorems 5.1-5.3 it follows that the p -approximate solutions can be computed as ordinary solutions of auxiliary linear equations, which are given in terms of the least-squares residual. We summarize these results as follows. [9] , [14] .
