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How should evolution and development build the brain to be capable of flexible and generative cognition? I wish to put forth a 'power-of-two'-based wiring logic that provides the basic computational principle in organizing the microarchitecture of cell assemblies that would readily enable knowledge and adaptive behaviors to emerge upon learning.
A divide-and-conquer strategy has thus far enabled neuroscientists to tackle many important questions about the brain. This has been accomplished via investigation of molecular and synaptic machineries or brain regions in great detail [1] [2] [3] [4] . As several major BRAIN initiatives are just now getting under way, perhaps this is the right time to ponder the question: Imagine if all the molecular and cellular parts were made available, what is the basic design principle that evolution and development should employ in constructing brains? Admittedly, it is entirely reasonable that neuroscientists may never solve this problem [5] . Yet, one can at least take a page from what architects or product-design engineers have routinely done -ask what the basic function of the structure or product is, then try to come up with the corresponding design blueprint to achieve it.
What is the central function of the brain? Humans and animals may encounter numerous events, objects, foods, and countless social interactions in a lifetime. As a result, the brain needs to cope with a world of uncertainties and infinite possibilities in order to survive and thrive. Therefore, the true mission of the brain is to discover relational patterns and knowledge about a complex, evolving world in the service of generating adaptive behavior.
With up to 30 000 synaptic connections per principal neuron and 8.6 Â 10 10 neurons in the human brain, attempts to establish general design principles via reconstruction of all anatomical connections (e.g., the 'connectome') will remain extremely challenging. The great variability in numbers of neurons and axonal/dendritic branching among individual brains and comparisons across species has already posed great obstacles. Currently, neuroscientists are unsure which biological details are crucial to the information processing capability of a brain and which can be safely abstracted away. This illustrates not only the complexity of the brain but also the need for a basic computational framework that would explain what the wiring logic of the brain is and how such connectivity would give rise to flexible and generative cognition.
Theoretically, the brain -as an information processing device -could potentially employ numerous connectomic strategies to carry out cognitive computing. For instance, it could use a 'one-to-one direct mapping' strategy, such as in some parts of the neuromuscular system [where information, (i), is matched to coding units, (n), or i = n]. At the other extreme end of the spectrum, the brain could use completely random wiring as a form of sparse code to register specific memories. However, overwhelming evidence demonstrates that this is not the case in real brains: experiments have demonstrated that connectivity is highly nonrandom [6] [7] [8] [9] [10] , and faulty wiring inevitably gives rise to developmental lethality, intellectual disability, and neurological disorders.
In the case of computers, they use the combinatorial binary coding scheme (i = 2 n ) in which 'n' is the number of transistors in an on-switch or off-switch state (1 or 0), whereas 'i' represents bits of information or input/output patterns ( Figure 1A ). This form of a power-of-two computer coding scheme offers immense storage capacity, but would be dynamically unstable in biological systems. Moreover, it lacks the intrinsic ability to discover conceptual knowledge.
Here, I wish to put forth a radically different wiring logic that provides the basic computational principle for organizing the microarchitecture of cell assemblies that can readily enable knowledge and adaptive behavior to emerge. The idea is based on what I term the power-oftwo, specific-to-general combinatorial connectivity logic. Namely, I suggest the brain at its microscale is made of preconfigured, conserved 'functional connectivity motifs' (FCMs) across its central circuits. Each FCM consists of principal projection neuron cliques receiving specific inputs, as well as other principal projection neuron cliques receiving progressively more convergent inputs that are comprehensively and combinatorially arranged. The total number of neuron cliques with distinct input convergences follows the formula of n = 2 i -1 [(i) is the number of distinct information inputs, and (n) is the number of neural cliques with all possible combinatorial connectivity patterns] ( Figure 1B) . In other words, each FCM is made of neural clique assemblies arranged from specific input-coding principle cell assemblies to sub-combinatorial and to general convergent input-coding cell assemblies. This 'power-of-two'-based, specific-to-general wiring logic has six basic properties or requirements, all of which should be subject to experimental inquiry.
First, as an evolutionarily conserved principle, this wiring logic should be implemented in many brain regions regardless of macroscale or mesoscale anatomical patterns, whether in the almond-shaped amygdala, the stratum of CA1 pyramidal cells, or the classic three-or six-layered cortex. This logic should also hold true for various animal species and for different cognitive computing (e.g., whether
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