Consider classical solutions u ∈ C 2 (R n ×(0, ∞))∩C(R n ×[0, ∞)) to the parabolic reaction diffusion equation
is a non-degenerate elliptic operator, g ∈ C(R n ) and the reaction term f converges to −∞ at a super-linear rate as u → ∞. We give a sharp minimal growth condition on f , independent of L, in order that there exist a universal, a priori upper bound for all solutions to the above Cauchy problem-that is, in order that there exist a finite function M(x, t) on R n × (0, ∞) such that u(x, t) ≤ M(x, t), for all solutions to the Cauchy problem. Assuming now in addition that f (x, 0) = 0, so that u ≡ 0 is a solution to the Cauchy problem, we show that under a similar growth condition, an intimate relationship exists between two seemingly disparate phenomena-namely, uniqueness for the Cauchy problem with initial data g = 0 and the nonexistence of unbounded, stationary solutions to the corresponding elliptic problem. We also give a generic condition for nonexistence of nontrivial stationary solutions.
1. Introduction and statement of results. Consider classical solutions u ∈ C 2 (R n × (0, ∞)) ∩ C(R n × [0, ∞)) to the parabolic reaction diffusion equation
, (x, t) ∈ R n × (0, ∞);
u(x, 0) = g(x) ≥ 0, x ∈ R n ;
with a i,j , b i ∈ C α (R n ) and {a i,j } strictly elliptic; that is, n i,j=1 a i,j (x)ν i ν j > 0, for all x ∈ R n and ν ∈ R n − {0}. We assume that g ∈ C(R n ). We require that the reaction term f be locally Lipschitz in x and in u and converge to −∞ at a super-linear rate as u → ∞, for each x ∈ R n . This latter requirement will be made more precise below.
Our first result is a sharp minimal growth condition on f , independent of L, in order that there exist a universal, a priori upper bound for all solutions to the Cauchy problem (1.1)-that is, in order that there exist a finite function M (x, t) on R n × (0, ∞) such that u(x, t) ≤ M (x, t), for all solutions to (1.1) . After this result, we will always assume that f (x, 0) = 0, so that u ≡ 0 is a solution to (1.1). We show that under a growth condition similar to the above one, an intimate relationship exists between two seemingly disparate phenomena-namely, uniqueness for the Cauchy problem (1.1) with initial data g = 0 and the nonexistence of unbounded, stationary solutions to the corresponding elliptic problem. We also give a generic condition for nonexistence of nontrivial stationary solutions.
For R > 0, define F R (u) = sup |x|≤R f (x, u).
We will always assume that (F-1) sup u>0 Theorem 1 and Example 1 below show that the following assumption on F R is a sharp condition for the existence of such a universal a priori upper bound, for all solutions to (1.1). Let log (n) x denote the n-th iterate of log x so that log (1) 
For each R > 0, there exist an m ≥ 0 and an ǫ > 0 such that
where by convention,
Remark. F R will satisfy (F-1) and
is bounded on compacts and γ is positive and bounded away from 0 on compacts.
Theorem 1. Assume that (F-1) and (F-2) hold. Then there exists a continuous function M (x, t) on R n × (0, ∞) such that every solution u to the Cauchy problem (1.1) satisfies u(x, t) ≤ M (x, t), for all x ∈ R n and all t ≥ 0.
The following example shows that condition (F-2) is sharp.
dx 2 and f (x, u) = −u (log u) 2 + log u , for u ≥ 1. Then for each l ∈ R, u l (x) = exp(exp(x + l)) solves (1.1) (as a stationary solution).
Since lim l→∞ u l (x) = ∞, there is no universal a priori upper bound for all nonnegative solutions of (1.1) for this choice of f . Alternatively, if we let f (x, u) = −u (log u) 2 (log log u) 2 + log u log log u , for u ≥ e, then u l (x) = exp(exp(exp(x + l))) solves (1.1). More generally, letting u l (x) denote the (m + 1)-th iterate of the exponent function with argument x + l, then Lu l + f (u l ) = 0, where the function
Remark. Consider the ordinary differential equation
where f is a Lipschitz function satisfying f (0) = 0 and lim u→∞ f (u) = −∞.
The unique solution v c to (1.2) satisfies v c ≥ 0 and is increasing as a function of its initial condition c. It is well-known and straight forward to show that
Thus, if the above integral is finite, v ∞ serves as a universal a priori upper bound for all solutions to (1.2), while if the above integral is infinite, there is no such finite function. In particular then, for the ordinary differential equation (1.2), a universal a priori upper bound on solutions exists when
Comparing this with Theorem 1 and Example 1, one sees that the introduction of spatial diffusion and drift slightly increases the minimal super-linearity threshold for the existence of a universal a priori upper bound.
Define now
and consider the spatially uniform versions of conditions (F-1) and (F-2):
= −∞, for some m ≥ 0 and some ǫ > 0.
Consider also the following condition:
f (x, u) = 0 and F (u) is locally Lipschitz.
Remark. F will satisfy (F-1 ′ ), (F-2 ′ ) and (F-3) if, for instance, f is as in the remark following (F-2) with V bounded and γ positive and bounded away from 0. 4
The above conditions turn out to be critical for certain other important phenomena.
Consider the associated elliptic equation corresponding to stationary solutions of (1.1):
We will sometimes need one of the following two technical conditions on f :
is locally Lipschitz, is negative for large u and satisfies
Remark. Note that if f (x, ·) is concave for each x ∈ R n and F satisfies (F-1 ′ ), (1.1) with initial data g = 0. By Theorem 2, with appropriate conditions on f , the existence of the latter is guaranteed by the existence of the former.
The next result gives conditions for uniqueness of the Cauchy problem (1.1) with initial data g = 0 and also for general initial data. Consider the following growth assumption on the coefficients of L:
for some C > 0.
is the only solution to the Cauchy problem (1.1) with initial data g = 0. If in addition, (F-4b) holds, then there is a unique solution to the Cauchy problem (1.1)
for each g ∈ C(R n ).
As immediate corollaries to Theorems 2 and 3, we obtain the following theorems. 6 We elaborate now on Theorems 3 and 4 and then on Theorem 5. We begin by
providing two examples which demonstrate that condition (L-1) is sharp for both Theorem 3 and Theorem 4.
3) possesses the unbounded solution u(x) = 1 + x 2 . By Theorem 2, it then follows that there exists a nontrivial solution to (1.1) with initial data g = 0.
for some ǫ > 0, then (1.3) possesses the unbounded solution u(x) = x 2 . By Theorem 2, it then follows that there exists a nontrivial solution to (1.1) with initial data g = 0. Remark. We emphasize that in the context of this paper, uniqueness for the 
For n = 1, the same result holds with the exponent 2 replaced by 1 + p. For n ≥ 3, this result goes back to [5] and [7] , and it is shown in [5] that in the case of existence there are in fact an infinite number of bounded solutions. The n-dimensional analog of Example 2 above shows that there is also an unbounded solution. For n = 1, 2, the above result were proven in [2] and later apppeared with a different proof in [3] (which also re-derives the result for n ≥ 3). Note that by Theorem 5, nonexistence of nontrivial solutions to (1.3) continues to hold for α in the above nonexistence range when the nonlinearity −u p is replaced by f (x, u) = −u(log(u + 1)) 2+ǫ or f (x, u) = −u(log(u + e)) 2 (log log(u + e)) 2+ǫ , etc., for some ǫ > 0. Also, note that when α is in the above existence range, then by Theorem 2, there is a nontrivial solution to the Cauchy problem u t = α∆u − u p with initial condition g = 0.
An open problem was mentioned after Example 3. We now discuss some more open problems suggested by the above results and make some informal conjectures.
Example 1 above shows that condition (F-2 ′ ) is sharp for Theorem 4. We don't believe that condition (F-2 ′ ) is sharp for Theorem 3. That is, we don't believe that the intimate connection between uniqueness for the Cauchy problem We also note that condition (F-2) in place of (F-2 ′ ) is not sufficient to insure uniqueness for the Cauchy problem (1.1). An example is given in the paragraph after next.
We believe that Theorem 2, and consequently Theorem 4, hold without the 2. Proof of Theorem 1. We begin with a standard maximum principle. Proposition 1. Let D ⊂ R n be a bounded domain and let 0 ≤ u 1 , u 2 ∈ C 2,1 (D × (0, ∞)) ∩ C(D × [0, ∞)) satisfy
and
Then
Thus, by the standard linear parabolic maximum principle, u 1 ≥ u 2 .
We record the following result, mentioned in the remark after Example 1. 
Proof. We omit the straight forward proof of this standard result.
We now give the proof of Theorem 1. It suffices to show that for some T 0 > 0 and each R > 0, there exists a continuous function M R (x, t) on {|x| < R} × (0, T 0 ] such that every solution u to (1.1) satisfies u(x, t) ≤ M R (x, t) < ∞, for |x| < R and t ∈ (0, T 0 ]. The reason it is enough to consider only t ∈ (0, T 0 ] is that if u(x, t) is a solution to (1.1), then u(x, T 0 + t) is a solution to (1.1) with the initial condition g(·) replaced by u(·, T 0 ).
We will assume that F R satisfies (F-2) with m = 0. At the end of the proof, we describe the simple change needed in the case that m ≥ 1. In particular then, there exists an ǫ > 0 and a u 0 > 1 such that
−Q(u) du < ∞, it follows from Lemma 1 that there exists a T 0 > 0 and a function v ∞ (t) satisfying
with l satisfying lǫ > 2. Finally, choose K so that exp(K) > u 0 and define
Since Q(u) is concave for u ≥ 1 and Q(1) = 0, it follows from the mean value
Using these facts along with (2.3), we obtain
We have (2.5)
The right hand side of (2.5) is bounded for |x| in any ball of radius less than R.
Furthermore, on the right hand side of (2.5), the dominating term as |x| → R is As we did in the proof of Theorem 1, we will assume that m = 0 in (F-2 ′ ). At the appropriate point in the proof, we describe the simple change needed in the case that m ≥ 1.
We first consider the case with initial condition g = 0. By conditions (F-2 ′ ) and (F-3), it follows that there exist C 0 , ǫ > 0 and M 0 > 1 such that
Fix R > 1 and T ∈ (0, ∞). Define
with l satisfying lǫ > 2, and define ψ R (x, t) = (φ R (x) − 1) exp(K(t + 1)), with K > 0. A direct calculation reveals that
where
We also have
We claim that for K sufficiently large and independent of R (but not independent
if ψ R (x, t) ≥ M 0 , for |x| < R and t ∈ (0, T ], for i = 1, 2, 3, 4, 5
From (3.1)-(3.4), it follows that for sufficiently large K, independent of R,
Since ψ R (x, 0) ≥ 0 and lim |x|→R ψ R (x, t) = ∞, it follows from (3.5) and the maximum principle in Proposition 1 that any solution u to (1.1) with initial condition g = 0 must satisfy the bound + 1) ), for |x| < R and t ∈ (0, T ].
Since It thus remains to prove (3.4) for K independent of R. We will prove (3.4) for W 1 . The proofs for W i , i ≥ 2, are similar. Consider first (3.4-a). We will always assume that K ≥ C 0 . Recall the definitions of φ R and ψ R . If ψ R (x, t) ≤ M 0 , then
In light of these observations, it follows that (3.4-a) will hold if
Or equivalently, if
Thus, we must show that the right hand side of (3.7) is bounded in R and x under the constraint 1+|x| 2 R 2 −|x| 2 ≤ L 0 . Substituting for W 1 in the right hand side of (3.7) and using the assumption that n i,j=1 a i,j (x)x i x j ≤ C(1 + |x| 2 )|x| 2 , one finds that it is enough to show that ( 1+|x| 2 R 2 −|x| 2 ) l−1 (R 2 +1) 2 |x| 2 (R 2 −|x| 2 ) 3 is bounded in R and x under the above constraint. Since ( 1+|x| 2 R 2 −|x| 2 ) l−1 is trivially bounded under the constraint, it remains only to consider (R 2 +1) 2 |x| 2 (R 2 −|x| 2 ) 3 . The constraint above is equivalent to the constraint |x| 2 ≤ L 0 R 2 −1 L 0 +1 . From this it is clear that under the constraint,
is bounded in R and x.
We now turn to (3.4-b) . The constraint ψ R (x, t) ≥ M 0 along with the condition
Note that c 0 depends on T , but not on R. Thus, under the constraint, we have
hold if we show that K can be picked independent of R and such that W 1 − 1 5 c 0 K − 1 5 c 0 (log φ R + log c 0 + K(t + 1)) 2+ǫ ≤ 0 holds under the constraint. We will always assume that K ≥ − log c 0 . Thus it suffices to show that W 1 − 1 5 c 0 (log φ R ) 2+ǫ is bounded from above under the constraint, independent of R. Substituting for φ R and W 1 and using the assumption
is bounded from above under the constraint, or equivalently, that
is bounded from above under the constraint.
We may assume that
, since otherwise it is clear that (3.8) holds. From this inequality and the assumption that lǫ > 2, it follows that (3.9)
Furthermore, the constraint ψ R ≥ M 0 guarantees that (3.10) 1 + |x| 2 R 2 − |x| 2 ≥ (log(1 + M 0 exp(−K(T + 1)))) 1 l ≡ γ 0 > 0, which can be written in the form
If |x| satisfies (3.11), then the right hand side of (3.9) is bounded. Therefore, in
are bounded. And by (3.10), the term ( R 2 −|x| 2 1+|x| 2 ) lǫ−2 is also bounded. This completes the proof of (3.8). We now turn to the case that the initial condition g is not equal to 0. We assume now in addition that condition (F-4b) is in effect. Fix R > 1 and T ∈ (0, ∞).
Let ψ R (x, t) be as in part (i), but corresponding to the function H appearing in condition (F-4b), rather than corresponding to the function F as in part (i).
In [3] , for the case f (x, u) = V (x)u − γ(x)u p , we showed that there exists a minimal solution u g to (1.1); that is, a solution u g with the property that u g (x, t) ≤ u(x, t), for any solution u to (1.1) with initial data g. In fact, the proofs there go through for general locally Lipschitz continuous f as long as a universal a priori upper bound exists. Thus, in light of Theorem 1, there exists a minimal solution u g .
(In fact, u g is obtained by taking the solution of (4.1) below and letting m → ∞.)
The first of the three terms on the right hand side of (3.12) is non-positive by the construction in part (i), the second term is non-positive because u g is a solution to (1.1), and the third term is non-positive by the definition of H in (F-4b). The argument used above for part (i) in the paragraph in which (3.5) appears then shows that any solution u to (1.1) must satisfy u(x, t) ≤ u g (x, t) + ψ R (x, t), for |x| < R and t ∈ (0, T ]. Letting R → ∞ and then T → ∞ as before shows that There exists a nonnegative solution U m,k ∈ C 2,1 (B 2m × (0, ∞)) ∩ C(B 2m × (0, ∞)) to the equation
where g m ≥ 0 is continuous and satisfies
(This construction is similar to the one in [3,equation (2.5)].) Also,
is a solution to (1.1) with initial condition g = 0.
(See the two paragraphs after equation (2.6) in [3] , ignoring equation (2.6) and the concept of a maximal solution that appears there.)
Consider (4.1) with m replaced by 2m, with the nonlinearity f replaced by G as in condition (F-4a), and with g = W . Denote the solution to this equation by u m .
We will show below that (4.4) W − u m ≤ U m,k , in B 3m 2 × [0, ∞), for k sufficiently large, depending on m.
Let v ∞ denote the solution to v ′ = G(v) with v ∞ (0) = ∞, as in Lemma 1-i (note that by condition (F-4a), G satisfies the requirement in Lemma 1-i). Since
Lipschitz, it follows from the uniqueness theorem for ordinary differential equations that v ∞ (t) > 0, for all t ≥ 0. Using these facts along with the fact that u m = 0 on ∂B 2m and the fact that v ∞ (0) = ∞, it follows from the maximum principle in Proposition 1 that (4.5) u m (x, t) ≤ v ∞ (t) in B 2m × (0, ∞).
Letting k → ∞ and then letting m → ∞, it follows from (4.3) that the right hand side of (4.4) converges to a solution U of (1.1) with initial data g = 0. By the uniqueness assumption, U = 0. Using this with (4.5) then gives (4.6) W (x) ≤ v ∞ (t) in R n × (0, ∞).
We now show that To see this, let v c be as in Lemma 1. Integrating, changing variables and letting c → ∞, we obtain
Letting t → ∞ in (4.8) and using the fact that G is locally Lipschitz proves (4.7).
The theorem now follows from (4.6) and (4.7).
It remains to prove (4.4). Let V = W − u m . We have We now show that for sufficiently large k, depending on m, (4.11) V (x, t) ≤ U m,k (x, t), on ∂B 3m 2 × [0, ∞). 20
Define Q(x) = l 2 − (m + 1 + l − |x|) 2 W (x), where l = 1 2 (m−1). Note that Q > 0 in the annulus A m+1,2m ≡ {m + 1 < |x| < 2m} and vanishes on ∂A m+1,2m . Clearly LQ + f (x, Q) is bounded in A m+1,2m × [0, ∞). Thus for k sufficiently large, we have LQ + f (x, Q) ≥ −ψ m,k in A m+1,2m × [0, T ]. Since Q(x) ≤ l 2 W (x) < m 2 W (x) = g m (x) = U m,k (x, 0) on A m+1,2m , and since Q vanishes on ∂A m+1,2m , it follows by the maximum principle in Proposition 1 that U m,k ≥ Q in A m+1,2m × [0, ∞), for k sufficiently large. Substituting |x| = 3m 2 in Q, we conclude that for m ≥ 4 and sufficiently large k, U m,k (x, t) ≥ Q(x) = (l 2 − 1 4 )W (x) > W (x) on ∂B 3m 2 × [0, ∞). This proves (4.11) since V ≤ W . In light of (4.9)-(4.11) and the fact that V (x, 0) = 0, (4.4) now follows from the maximum principle in Proposition 1.
