Abstract-Performing random walks in networks is a fundamental primitive that has found numerous applications in communication networks such as token management, load balancing, network topology discovery and construction, search, and peerto-peer membership management. While several such algorithms are ubiquitous, and use numerous random walk samples, the walks themselves have always been performed naively.
I. INTRODUCTION
Random walks play a central role in computer science, spanning a wide range of areas in both theory and practice. Algorithms in many different applications use random walks as an integral subroutine. Applications in communication networks include token management [20] , [5] , [10] , load balancing [21] , small-world routing [23] , search [31] , [1] , [9] , [17] , [26] , information propagation and gathering [6] , [22] , network topology construction [17] , [24] , [25] , checking expander [15] , constructing random spanning trees [7] , [4] , [3] , group communication in ad-hoc network [14] , gathering and dissemination of information over a network [2] , distributed construction of expander networks [24] , and peerto-peer membership management [16] , [32] . Random walks have also been used to provide uniform and efficient solutions to distributed control of dynamic networks [8] . For further references on applications of random walks to distributed computing and networks, see, e.g. [8] , [31] .
A key purpose of random walks in network applications is to perform node sampling. Random walk-based sampling is simple, local, and robust. Random walks also require little index or state maintenance which make them especially attractive to self-organizing dynamic networks such as Internet overlay and ad hoc wireless networks [8] , [31] . Previous work in [13] shows how to perform random walks optimally, i.e. inÕ( √ D) rounds. Their results (in [13] , [12] ) break past the inherent sequential nature of random walks and beat the naive round approach. However, their algorithm requires a large number of messages for every random walk. In this paper we present efficient distributed random walk sampling algorithms in networks that are significantly faster than the existing and naive approaches and at the same time achieve optimal message complexity. Our experimental results further show that our techniques perform very well in various network topologies. Moreover, the previous papers ( [13] , [12] ) only considered performing a single walk. Most applications, however, require several walks to be performed in a continuous manner. Our Contributions. 1. We introduce the problem of continuous processing of random walks. The objective is for a network to support a continuous sequence of random walk requests from various source nodes and perform node sampling to minimize round and message complexity for each request. 2. We present the first algorithm that is efficient in both round complexity as well as message complexity. Our technique and analysis presents almost-tight bounds on the message and round complexity in a widely used network congestion model. 3. We perform comprehensive experimental evaluation on numerous topological networks and highlight the effectiveness and efficiency of our algorithm. The experimental results corroborate the theoretical contributions and show that our random walk sampling algorithm performs very well on various metrics for all parameter ranges.
A. Distributed Network Model
We model the communication network as an undirected, unweighted, connected n-node graph G = (V, E). Every node has limited initial knowledge. Specifically, assume that each node is associated with a distinct identity number (e.g., its
The 31st Annual IEEE International Conference on Computer Communications: Mini-Conference 978-1-4673-0775-8/12/$31.00 ©2012 IEEEIP address). At the beginning of the computation, each node v accepts as input its own identity number and the identity numbers of its neighbors in G. The node may also accept some additional inputs as specified by the problem at hand. The nodes are allowed to communicate through the edges of the graph G. We assume that the communication occurs in synchronous rounds. We will use only small-sized messages. In particular, in each round, each node v is allowed to send a message of size O(log n) through each edge e = (v, u) that is adjacent to v. The message will arrive to u at the end of the current round. This is a widely used standard model to study distributed algorithms (e.g., see [29] , [28] ) and captures the bandwidth constraints inherent in real-world computer networks .
A well established concern with this model is that for simple operations, the entire network may spawn a large number of parallel messages in order to minimize rounds. Therefore, the goal is to design algorithms that have a low amortized message complexity and minimize the worst case round complexity, both simultaneously. Due to their conflicting nature, few algorithms perform well on both metrics. In this paper we present an algorithm that is near-optimal in terms of messages as well as rounds in parallel.
B. Related Work and Problem Statement
Applications and Related Work: Random walks have been used in a wide variety of applications in distributed networks as mentioned previously. We describe here some of the applications in more detail.
A nice application of random walks is in the design and analysis of expanders. Law and Siu [24] consider the problem of constructing expander graphs in a distributed fashion. Dolev and Tzachar [15] use random walks to check if a given graph is an expander. Broder [7] and Wilson [30] gave algorithms to generate random spanning trees using random walks and Broder's algorithm was later applied to the network setting by Bar-Ilan and Zernik [4] . Recently Goyal et al. [19] show how to construct an expander/sparsifier using random spanning trees. Random walks have been used by Ganesh et al. [16] on peer-to-peer membership management for gossip-based protocols. A variety of such applications can benefit using the random walk sampling techniques presented in this paper.
Notation and Problem Statement: The basic problem we address is the following. We are given an arbitrary undirected, unweighted, and connected n-node (vertex) network G = (V, E) and a random walk request length . The goal is to devise a distributed algorithm such that, the algorithm continuously accepts source node inputs s, and after each input, the algorithm performs a random walk of length and outputs the ID of a node v which is randomly picked according to the probability that it is the destination of a random walk of length starting at s. Throughout this paper, we assume the standard random walk: in each step, an edge is taken from the current node x with probability proportional to 1/deg(x) where deg(x) is the degree of x. Our goal is to output a true random sample from the -walk distribution starting from s. Once the sample has been output, a new request is issued to the algorithm, and this proceeds in a continual manner. The objective is to minimize the round complexity as well as the message complexity for each of these requests.
For clarity, observe that the following naive algorithm solves the above problem for a single request in O( ) rounds and O( ) messages: The walk of length is performed by sending a token for steps, picking a random neighbor with each step. Our goal is to perform such sampling with significantly less number of rounds. At the other extreme is the series of work [12] , [13] , [27] where the round complexity of this single random walk request was heavily optimized by a cleverer algorithm. We mention details about this below, but in essence they proposed an approach to perform this walk inÕ( √ D) rounds but in exchange incurred a message complexity of Ω(m √ ). We would like to improve the messages significantly from here. In particular, we would like the best of both these two extreme worlds, and also support continuous requests in the process.
The problem of performing just one walk was proposed in [12] (for short, this problem will simply be called Single Random Walk in this paper), wherein the first sublinear time distributed algorithm was provided, requiringÕ( 2/3 D 1/3 ) rounds (Õ hides polylog(n) factors); this improves over the naive O( ) algorithm when the walk is long compared to the diameter of the network.
The high-level idea used in theÕ( [12] is to "prepare" a few short walks in the beginning (executed in parallel) and then carefully stitch these walks together later as necessary. The algorithms in [13] use the same general approach as [12] but exploit certain key properties of random walks to design even faster sublinear time algorithms; in particular, they show how a random walk can be performed inÕ( √ D) rounds. It was then shown in [27] that these techniques are optimal in round complexity for performing a single random walk.
None of these papers considered message complexity though, and did not consider the problem of continuously processing random walk requests. Our current paper is the first to ask about amortized message complexity under this continuous framework and our algorithms continue to hold worst case optimality in round complexity as well.
II. THEORETICAL ANALYSIS OF ALGORITHMS

A. Algorithm descriptions
We first describe the algorithm for single random walk in [13] and then describe how to extend this idea for continuous random walks. The current algorithm is also randomized and we focus more on the message complexity. The highlevel idea for single random walk is to perform many short random walks in parallel and later stitch them together [12] , [13] . Then for multiple random walks we choose the source node randomly each time and perform single random walk using the same set of short length walks.
Our main algorithm for performing continuous random walk each of length is described in CONTINUOUS-RANDOM-WALK (we refer to the full version [11] for pseudocodes of all algorithms and subroutines). This algorithm uses other algorithms PRE-PROCESSING and SINGLE-RANDOM-WALK. The PRE-PROCESSING function is called only one time at the beginning of CONTINUOUS-RANDOM-WALK, to perform ηd(v) log n short walks of length λ from each vertex v; once these pre-processed short walks are insufficient to answer a single random walk request, only then is the pre-processing table reconstructed and the algorithm resumes answering single random walk requests accessing the short length walks from the new table. At the end of PRE-PROCESSING, each vertex knows the destination IDs of the short walks that it initiated.
B. Previous Results -Rounds and Messages
We first restate the main round complexity theory for SINGLE-RANDOM-WALK and also state the message complexity of this algorithm. We omit all proofs here due to space limitations. We include all the proofs in full version [11] .
Lemma II.1 (Theorem 2.5 in [13] ). For any , Algorithm SINGLE-RANDOM-WALK (cf. Theorem 2.5 in [13] ) solves the Single Random Walk Problem and, with probability at least 1 − We now analyze the round and message complexity for CONTINUOUS-RANDOM-WALK algorithm in the next two subsections. For simplified analysis, we use κ to denote the fraction of short walks of the pre-processing table that get used, before the algorithm fails and needs to rerun the preprocessing stage. In the following section, we actually present bounds on κ itself to arrive at the main theorem of this paper. To recall other notation, η v = ηdeg(v) log n is the number of short length walks pre-processed for each node v, λ is the length of these short walks, n is the number of nodes, m is the number of edges, and D is the diameter of the network. C. Round Complexity Lemma II.3. For any , Algorithm CONTINUOUS-RANDOM-WALK serves continuous random walk requests such that, with probability at least 1− 2 n , the total number of rounds used until PRE-PROCESSING needs to be invoked for a second time is O (λη log n + κmηD log n), where κ is the fraction of used short length walks from the preprocessing table.
Corollary II.4. The average number of rounds per random walk of length of CONTINUOUS-RANDOM-WALK is O κ ( log n m + κD λ ) with high probability.
D. Message Complexity
Lemma II.5. The message complexity of CONTINUOUS-RANDOM-WALK, until PRE-PROCESSING needs to be invoked for a second time, is O (ηλm log n + κmηD log n) where κ is fraction of used short length walks from the preprocessing table. Note that, in the above corollary, κ < 1 can be small, so that the bounds can become large. We show in the next section that κ is a constant and hence our bounds are almost optimal.
III. CONCENTRATION BOUNDS ON κ
The goal of this section is to present a lower bound on κ, the fraction of all short walks that get used before the algorithm fails to perform a random walk request, and needs to rerun the pre-processing stage. All the analysis in this section assumes that sources S in CONTINUOUS-RANDOM-WALK are sampled according to the degree distribution. While the algorithm CONTINUOUS-RANDOM-WALK remains meaningful otherwise also, our proofs crucially rely on this random sampling of sources. Obtaining similar theorems for more general sequence of sources in S remains an open question.
We now present the central theorem that lower bounds κ. We include the proof in full version [11] .
Theorem III.1. Given any graph G, if CONTINUOUS-RANDOM-WALK is invoked on = O(m) and the source nodes S are chosen randomly proportional to the node degrees, then the algorithm uses up at least κ = Ω(1) fraction of all short walks in PRE-PROCESSING table, before a request fails and a second call needs to be made to PRE-PROCESSING.
We now present the main theorem of this paper, which follows from the above bound on κ stated in Theorem III.1, and the message and round complexity bounds in terms of κ stated in Corollary II.8. Notice that this presents optimal round and message complexities simultaneously for every walk.
Theorem III.2. Algorithm CONTINUOUS-RANDOM-WALKS satisfies walk requests continuously and indefinitely such that the amortized message complexity per walk is O( + D), and, with high probability, every single walk request completes iñ
IV. EXPERIMENTS We have used the following five important graph generative models for experiments. Several of these have been used in other papers as well for random walk experiments, see for e.g. [18] . These graphs together cover a nice spectrum of fast mixing to slow mixing, uniform degrees to very skewed degrees, small diameter to large diameter, etc. thereby testing the algorithm in all the extreme cases as well as nice cases.
• Regular Expander: We worked on the most commonly studied random graph model of G(n, p). Here, each of the n(n−1)/2 edges occurs independently and randomly with probability p. We choose p as log n/n. This, with high probability, results in a regular expander graph.
• Two-tier topologies with clustering: First we construct four isolated roughly regular expanders, as mentioned above in G(n, p), of the same size -think of these as independent clusters. Then from each cluster we pick a small number of nodes and connect them using another G(n, p) -think of this as a tier-two cluster.
• Power-law graphs: In distributed settings, many important networks are known to have power-laws. We use the well known preferential attachment growth model to construct random power-law graphs.
• Random Geometric Graph: A random geometric graph is a random undirected graph drawn on a bounded region [0, 1) × [0, 1). It is generated by placing n vertices uniformly at random and independently on the region. Two vertices u and v are connected by an edge if and only if the distance between them is at most a threshold r. We choose r as (log n/n).
• Grid Graph: Consider a square grid graph ( √ n × √ n) which is a Cartesian product of two path graphs with √ n vertices on each. We compute and maintain a preprocessing table containing η v = ηdeg(v) log n short walks of length λ from each vertex v. We then check how many walks of length can be done using this table before we hit a node all of whose short walks have been exhausted. In particular, to analyze the round complexity, we conduct a set of experiments to evaluate κ, the number of rows of the PRE-PROCESSING table used before the algorithm fails (κ plotted on the y-axis). Similarly, for message complexity, we explicitly conduct a second set of plots that calculates the message complexity on the y-axis based on κ and D, the diameter of the network.
We perform experiments on each of the aforementioned graphs, and also by varying different parameters namely (a) length of the walk ( ), (b) number of nodes(n), (c) length of the short walk (λ), and (d) number of short η walks from each node. For each of these, we use certain default values when a specific parameter is being varied for a plot, while others are held constant. The default values we use are n = 10, 000, = n, η = 1, and λ = log n. We plot graphs by varying each of the parameters , n, λ, η. Each figure contains fives lines, one for each of the above network models: For each of these plot values, we perform ten different runs and then present the average value. A. Short walk utilization factor κ Varying [ Figure 1 (a)]: Here n is fixed at 10,000 and is varying as n 0.5 , n 0.6 , ..., n 1.2 ; λ is √ and η is log n. Here we see that at least 50% of the pre-processed short walk rows are used up. This utilization is even better for some of the graph topologies and reaches around 80%. Therefore, for the entire range of being small to very large, our algorithm performs extremely well: In particular, κ is a large constant The number of nodes n is varying between 1000 and 10,000. We see that in all of the graphs, the utilization of pre-processed short walks before the algorithm terminates is at least 60%. This shows our performance remains equally good.
We see that the used fraction of rows is increasing with the number of short length walk η. We see that even for small enough η of 1, on all graphs, the utilization κ on the y-axis is at least 60% of all the short walks get used. In this plot, we vary and note the message complexity of the algorithm CONTINUOUS-RANDOM-WALK, per random walk. For any walk the optimal number of messages would be itself. Notice that in our plot also, all the lines are very close to the x = y line, which is the optimal line. Therefore, the efficiency of CONTINUOUS-RANDOM-WALK amortized is almost the best possible. Varying n [ Figure 1 (f)]: In this plot as well, since we use the default value of = n, the best possibility is for the message complexity to be n, which corresponds to the x = y line. As η is increased between 0.25 and 4, we see that the message complexity reduces rapidly. It is expected that as the number of pre-processing rows are increased, the efficiency would improve and therefore message complexity also improves. This plots sharp decline, however, also suggests that just a small enough η is also sufficient to drastically bring down the message complexity close to optimal, regardless of what the graph topology is. Varying λ [ Figure 1 (h)]: This plot is very similar to that of varying η, here we see again that as λ is increased, the message complexity goes down rapidly. As expected, the message complexity is high initially, however, as λ is increased close to √ , the message complexity rapidly reduces, and improves the algorithm performance substantially. Summary of observed experiments: Our algorithm of CONTINUOUS-RANDOM-WALK achieves the best of both worlds by guaranteeing best-possible message and round complexity for different graph topologies. The experiments suggest that for a wide range of parameters, the algorithm is able to answer each SINGLE-RANDOM-WALK request in a continuous manner with very few messages or rounds. These results corroborate our theoretical guarantees and highlight the practicality of our technique.
