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Abstract
We investigate the behavior of equivariant and non-equivariant Hilbert space compression under group
constructions. Given the (equivariant or non-equivariant) Hilbert space compression of two groups, we find
bounds on the compression of their free product. We also investigate the case of HNN-extensions of a group
relative to a subgroup which is finite or of finite index.
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1. Introduction
Gromov introduced in [7] the notion of uniform embeddability of a metric space into a Hilbert
space. Since uniform embeddability is a quasi-isometric invariant and since the word length
metric on a finitely generated group is unique up to quasi-isometry, we obtain the notion of
uniformly embeddable finitely generated group. Gromov believed that such groups would satisfy
the Novikov conjecture [8]. Six years later, Yu showed that such groups satisfy the coarse Baum–
Connes conjecture [17], which is related to the Novikov conjecture. Together with Skandalis
and Tu, the Novikov conjecture for uniformly embeddable groups was eventually proven in [15].
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3586 D. Dreesen / Journal of Functional Analysis 261 (2011) 3585–3611Definition 1.1. A metric space (G,d) is uniformly embeddable in a Hilbert space, if there exist a
Hilbert space H, non-decreasing functions ρ−, ρ+ :R+ → R+ such that limt→∞ ρ−(t) = +∞,
and a map f :G → H, such that
ρ−
(
d(x, y)
)
 d
(
f (x), f (y)
)
 ρ+
(
d(x, y)
) ∀x, y ∈ G.
The map f is called a uniform embedding of G in H. It is called large-scale Lipschitz whenever
ρ+ can be taken of the form ρ+ : t → Ct + D for some C > 0, D  0. It is Lipschitz if we can
take D = 0.
Assume for a moment that (G,d) is a finitely generated group, equipped with the word length
metric (always relative to some finite symmetric generating subset). There is then a standard
result (see e.g. Proposition 2.9 in [9]), which shows that every uniform embedding f :G → H
is Lipschitz. On the other hand, one cannot always assume that ρ− is of the form ρ− : t →
(1/C)t − D for some C > 0, D  0. Indeed, the free group on two generators is uniformly
embeddable in a Hilbert space, but a theorem of Bourgain [2] implies that it cannot be quasi-
isometrically embedded in a Hilbert space.
More generally, fixing a uniform embedding f :G → H, Guentner and Kaminker [9] in-
troduced the notion of compression to measure how close this embedding is to being quasi-
isometric. More precisely, the compression of a uniform embedding f , denoted R(f ), is defined
as the supremum of all  ∈ [0,1] for which there exist C > 0, D  0 with the property that
d
(
f (x), f (y)
)
 (1/C)d(x, y) −D ∀x, y ∈ G.
Taking the supremum of R(f ) over all Hilbert spaces H and all uniform embeddings f :G → H,
we obtain the Hilbert space compression, or shortly, the compression of G. We say that a uniform
embedding f :G → H is G-equivariant if there exists an affine isometric action A from G on H
such that f (xy) = x ·A f (y) ∀x, y ∈ G. We obtain the equivariant Hilbert space compression
of G as the supremum of R(f ), taken over all Hilbert spaces H and all G-equivariant uniform
embeddings f :G → H. We remark that the (equivariant) compression is invariant under the
choice of finite symmetric generating subset.
The above definitions for (equivariant) compression generalize naturally from the case of
finitely generated groups equipped with the word length metric to the case of discrete groups
whose metric is induced by some length function (see Definition 2.2). In this case, it is no longer
true that uniform embeddings are always Lipschitz and so we demand this explicitly in the def-
inition for (equivariant) compression, i.e. we only take into account those (equivariant) uniform
embeddings which are Lipschitz.
It is known that for every α ∈ [0,1], there exists an infinite, finitely generated group with
compression α (see [1]). Much less is known about the range of values of the equivariant com-
pression. In fact, at the time of writing, the only known values for the equivariant compression
are 0, 1/2 and 12−21−k with k  1 (see also [12]).
In [9], Guentner and Kaminker prove that the compression of a direct product of two
groups G1 and G2 equals the minimum of the compressions of G1 and G2. Moreover, their
proof also holds in the equivariant case. In this article, we ask ourselves a similar question. Con-
cretely, given the (equivariant) Hilbert space compressions of groups G1 and G2, we ask what
can be said about the compression of the free product G1 ∗ G2 and what can be said about the
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cide to formulate them in this Introduction for the case of finitely generated groups equipped with
the word length metric relative to a finite symmetric generating subset. The first result below is
Corollary 2.5.
Theorem 1.2. Assume that G1 and G2 are finitely generated groups equipped with the word
length metric. Denoting their Hilbert space compressions by α1 and α2 respectively, the Hilbert
space compression α of the free product G = G1 ∗ G2, equipped with the word length metric,
satisfies
min(α1, α2,1/2) α min(α1, α2).
The result can be generalized for free products, amalgamated over finite groups, and for HNN-
extensions HNN(H,F, θ) = 〈H, t | t−1f t = θ(f ) ∀f ∈ F 〉 where F is a finite subgroup of H .
We refer the reader to the end of Section 2 for details.
In Section 3, we investigate the compression of an HNN-extension HNN(H,F, θ) where
both F and θ(F ) are finite index subgroups of H . We obtain the following bounds (see Corol-
lary 3.16).
Theorem 1.3. Consider G := HNN(H,F, θ) where both F and θ(F ) are finite index subgroups
of the finitely generated group H . Equip G with the word length distance d and H with the
induced metric din from G. Then,
α1/3 α  α1,
where α1 and α denote the Hilbert space compressions of (H,din) and (G,d) respectively.
Regarding the equivariant Hilbert space compression, we obtain the following results in Sec-
tions 4 and 5 (see Theorem 4.9 and Theorem 5.3 respectively).
Theorem 1.4. Let G1 and G2 be finitely generated groups equipped with the word length metric
and denote their equivariant Hilbert space compressions by α1 and α2 respectively. Denote G =
G1 ∗F G2 an amalgamated free product where F is a finite subgroup of both G1 and G2. If α
denotes the equivariant Hilbert space compression of G, when equipped with the word length
metric, then
1. α = 1 if F is of index 2 in both G1 and G2,
2. α = α1 when F = G2 and α = α2 when F = G1,
3. α = min(α1, α2,1/2) otherwise.
Although condition 2 above is rather trivial, we have added it for completeness. For HNN-
extensions over a finite group, we show
Theorem 1.5. Let H be a finitely generated group with equivariant Hilbert space compression α1
and let F be a finite subgroup of H . Denote G = HNN(H,F, θ) and equip it with the word length
metric. The equivariant Hilbert space compression α of G satisfies
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2. α = min(α1,1/2) otherwise.
Here, the first statement is rather trivial, but we have added it for completeness.
2. Hilbert space compression of a free product of groups
In the Introduction, we have only considered uniform embeddings of groups into Hilbert
spaces, i.e. into L2-spaces. By slightly modifying the definitions in the Introduction, one can
choose any p  1 and replace the class of L2-spaces by the class of Lp-spaces. This way, one de-
fines uniform embeddability into an Lp-space, equivariant and non-equivariant Lp-compression,
etc.
In order to investigate the behavior of compression under free products, we start with the
following general lemma.
Lemma 2.1. Let (X,d) be a uniformly discrete metric space, i.e. B := inf{d(x, y) | x, y ∈
X} > 0, which embeds uniformly into an Lp-space. If f :X → Lp is a map such that
(1/C)d(x, y) −D  ∥∥f (x)− f (y)∥∥
p
 Cd(x, y)+D
for some  > 0, C > 0, D  0 and ∀x, y ∈ X, then there exist f˜ :X → Lp ⊕p lp(X) and a real
number C > 0 such that
(1/C)d(x, y) 
∥∥f (x)− f (y)∥∥
p
 Cd(x, y) ∀x, y ∈ X. (1)
Proof. Define f˜ :X → Lp ⊕p lp(X), x → f (x)⊕ δx where δx is the Dirac function at x. Then
for every two distinct elements x, y of X, we have that
∥∥f˜ (x)− f˜ (y)∥∥p
p
= ∥∥f (x)− f (y)∥∥p
p
+ 2.
Therefore
∥∥f˜ (x)− f˜ (y)∥∥
p
 Cd(x, y)+D + 21/p 
(
C + D + 2
1/p
B
)
d(x, y),
and so we obtain an upper bound like the one in Eq. (1) by setting C = C + D+21/p
B
. With respect
to the lower bound, we obtain that
∥∥f˜ (x)− f˜ (y)∥∥
p
max
(
(1/C)d(x, y) −D,21/p).
When d(x, y)  2CD, then
∥∥f˜ (x)− f˜ (y)∥∥
p

(
1
d(x, y) + 1 d(x, y) −D
)
 (1/C)d(x, y),2C 2C
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∥∥f˜ (x)− f˜ (y)∥∥
p
 21/p  1 1
2CD
d(x, y).
Finally, putting C := max(2C,2CD,C + D+21/p
B
), we obtain
(1/C)d(x, y) 
∥∥f˜ (x)− f˜ (y)∥∥
p
 Cd(x, y) ∀x, y ∈ X. 
Definition 2.2. A length function l on a group G is a function l :G → R+ satisfying
1. ∀x ∈ G: l(x) = 0 ⇔ x = 1,
2. ∀x ∈ G: l(x) = l(x−1), and
3. ∀x, y ∈ G: l(xy) l(x)+ l(y).
A length function on G induces a metric on G by setting d(x, y) = l(x−1y) ∀x, y ∈ G. If G
is finitely generated and S is a finite symmetric generating subset for G, then we can define
the length of an element x ∈ G as the length of the shortest path between 1 and x on the Cayley
graph of (G,S). Here, the length of every edge is counted as 1. The so obtained length function is
called the word length function and the associated metric is called the word length distance on G
relative to S. The (equivariant) Lp-compression is invariant under the choice of finite symmetric
generating subset.
For groups, there is a standard definition for the free product. Analogously, given two metric
spaces (X1, d1), (X2, d2) and points x˜1 ∈ X1, x˜2 ∈ X2, we will now define the free product of
(X1, d1, x˜1) and (X2, d2, x˜2), denoted X1 ∗X2.
As a set, this space is equal to the collection of all words whose letters are alternately elements
from X1 \ {x˜1} and X2 \ {x˜2}. We also include the word x˜1 which we identify with x˜2 (the idea
being that x˜1 and x˜2 play the role of “the identity elements” of X1 and X2). In order to specify
that they are words, i.e. elements of X and not of X1 or X2, we will denote them by x˜wi . Two
elements x, y of (X1 ∗X2) \ {x˜w1 } can always be written in reduced form as
x = a1a2 . . . am,
y = b1b2 . . . bn, (2)
where m, n are natural numbers and where the ai , bj are elements of X1 \ {x˜1} unionsqX2 \ {x˜2} such
that no two consecutive elements ai , ai+1 or bj , bj+1 both belong to X1 or both belong to X2.
If i0 is the highest index such that a1, a2, . . . , ai0−1 and ai0 are equal to b1, b2, . . . , bi0−1 and bi0
respectively, then h := a1a2 . . . ai0 is called the common part of x and y. This way, we abbreviate
x = hgxx1x2 . . . xn,
y = hgyy1y2 . . . ym, (3)
where h is the common part of x and y (when i0 = 0, then no h occurs in the above formulas).
If gx ∈ X1 \ {x˜1}, and gy ∈ X2 \ {x˜2} (which can happen only if there is no h), then redefine
ym+1 := ym,ym := ym−1, . . . , y2 := y1, y1 := gy, gy := x˜1, in order that gx , gy both belong
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empty sums are zero, we define the distance between x and y by
n∑
i=1
d1,2(xi, x˜1,2)+ d1,2(gx, gy)+
m∑
j=1
d1,2(yj , x˜1,2), (4)
where d1,2 stands for d1 or d2 and x˜1,2 stands for x˜1 or x˜2 as appropriate.
The above definition is not random. Indeed, if X1 and X2 are finitely generated groups
equipped with the word length metric relative to finite symmetric generating subsets S and T
respectively, then the above definition gives the word length metric on X1 ∗ X2 relative to
S ∪ T .
We prove the following
Theorem 2.3. Assume that (X1, d1) and (X2, d2) are uniformly discrete metric spaces with
Lp-compressions given by α1 and α2 respectively. Choose elements x˜1 ∈ X1 and x˜2 ∈ X2. The
Lp-compression α of the free product X := (X1, d1, x˜1) ∗ (X2, d2, x˜2), equipped with the above
defined metric, satisfies
min(α1, α2,1/p) α min(α1, α2).
Remark 2.4. Part of the proof is based on Section 3 of [3], where given uniform embeddings of
groups G1 and G2 in a Hilbert space, an explicit uniform embedding of the free product G1 ∗G2
in a Hilbert space is constructed.
Proof of Theorem 2.3. It is not hard to find the desired upper bound for α since X1 and X2 are
metric subspaces of X and so α min(α1, α2).
Next, choose a number 0   < min(α1, α2,1/p) and let us take for each i ∈ {1,2} a map
fi :Xi → Lpi , where Lp1 and Lp2 are Lp-spaces, which maps the chosen element x˜i to 0 and such
that
∃C  1, ∀x, y ∈ Xi : (1/C)d(x, y) 
∥∥fi(x)− fi(y)∥∥p  Cd(x, y). (5)
If necessary, replace each Lpi by L
p
1 ⊕p Lp2 in order that we may assume that Lp1 = Lp2 . Write
Lp := Lp1 for short.
Denote by Wi (i = 1,2) the set of those elements of X whose expression as a reduced word
begins with an element of Xi (see Eq. (2)). Notice that W1 ∩ W2 is the singleton containing the
word x˜w1 . Define an L
p
-space Lp by
Lp =
(⊕
W1
Lp
)
⊕
(⊕
W2
Lp
)
,
where direct sums are lp-direct sums. Consider a map f :X → Lp defined as follows: set
f (x˜w1 ) = 0. Next, choose any element x ∈ X\{x˜w1 } and write it as a reduced word x = x1x2 . . . xn.
If x1 ∈ X1, then we define f (x) = f (x)1 ⊕p f (x)2 ∈ Lp by setting f (x)2 = 0 and
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⊕
h∈W1
(
f (x)1
)
h
where
(
f (x)1
)
h
=
⎧⎨
⎩
f1(x2k+1), ∃k  0 such that h = x1x2 . . . x2k,
f2(x2k), ∃k  1 such that h = x1x2 . . . x2k−1,
0 otherwise,
using the convention that an empty product corresponds to x˜w1 . In particular, (f (x)1)x˜w1 = f1(x1),
(f (x)1)x1 = f2(x2), (f (x)1)x1x2 = f1(x3), . . . . A similar formula is used when the reduced word
expression of x begins with an element of X2. Let us show that
(1/C)d(x, y) 
∥∥f (x)− f (y)∥∥
p
 Cd(x, y) for all x, y ∈ X.
Choose x, y ∈ G and write x = hgxx1x2 . . . xn and y = hgyy1y2 . . . ym as in (3). With the
convention that empty sums are 0, we obtain
∥∥f (x)− f (y)∥∥p
p
=
n∑
i=1
∥∥f1,2(xi)∥∥pp + ∥∥f1,2(gx)− f1,2(gy)∥∥pp +
m∑
j=1
∥∥f1,2(yj )∥∥pp.
By Eq. (5), we obtain the upper bound
∥∥f (x)− f (y)∥∥p
p

n∑
i=1
Cpd1,2(xi, x˜1,2)
p +Cpd1,2(gx, gy)p +
m∑
j=1
Cpd1,2(yj , x˜1,2)
p,
and making use of Eq. (4) and the fact that (ap + bp)1/p  a + b for all a, b 0, we obtain∥∥f (x)− f (x)∥∥
p
 Cd(x, y).
On the other hand, we have that
∥∥f (x)− f (y)∥∥p
p

n∑
i=1
(
1/Cp
)
d1,2(xi, x˜1,2)
p + (1/Cp)d1,2(gx, gy)p
+
m∑
j=1
(
1/Cp
)
d1,2(xi, x˜1,2)
p
and since ap + bp  (a + b)p for all a, b 0, we get that
∥∥f (x)− f (y)∥∥
p
 (1/C)
(
d(x, y)p
)1/p = (1/C)d(x, y),
which concludes the proof of the theorem. 
It is particularly interesting to notice that for p = 1, we obtain that the L1-compression of the
free product X1 ∗X2 equals the minimum of the L1-compressions of X1 and X2. Moreover, the
same result holds when we replace the class of L1-spaces, with a class C of Banach spaces which
is stable under l1-direct sum.
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relative to a finite symmetric generating subset, we obtain
Corollary 2.5. Assume that G1 and G2 are finitely generated groups equipped with the
word length metric. If we denote their Lp-compressions by α1 and α2 respectively, then the
Lp-compression α of the free product G = G1 ∗G2, when equipped with the word length metric,
satisfies
min(α1, α2,1/p) α min(α1, α2).
We end this section by a remark regarding the Lp-compression (p  1) of G1 ∗F G2 and
HNN(H,F ) where F is a finite subgroup and where G1, G2 and H are finitely generated groups.
Our claim is that the Lp-compressions of G1 ∗F G2 and HNN(H,F ) are equal to that of G1 ∗G2
and H ∗ Z respectively. We distinguish two cases. First, assume that G1, G2 and H are finite
(or more generally are hyperbolic). It follows from [11] that G1 ∗F G2, G1 ∗ G2, H ∗ Z and
HNN(H,F ) are also hyperbolic and thus all have Lp-compression 1 [16]. Secondly, assume that
at least one of G1 and G2 is infinite. Then our claim regarding amalgamated products follows
from Theorem 0.2 in [13], where it is shown that G1 ∗F G2 is quasi-isometric to G1 ∗G2. If H
is infinite, then our claim regarding HNN-extensions follows from the same result, where it is
proven that HNN(H,F ) and H ∗ Z are quasi-isometric for infinite H .
3. Hilbert space compression of an HNN-extension over a finite index subgroup
Before formulating the main result from this section, we will first elaborate on a different
characterization of uniform embeddability, stated by Dadarlat and Guentner [5].
Proposition 3.1. (See Proposition 2.1 from [5].) Let (X,d) be a metric space. Then X is uni-
formly embeddable in a Hilbert space if and only if for every R > 0 and  > 0 there exists
a Hilbert space valued map ξ :X → H, x → ξx , such that ‖ξx‖ = 1 for all x ∈ X and such that
1. sup{‖ξx − ξy‖: d(x, y)R, x, y ∈ X} ,
2. limS→∞ inf{‖ξx − ξy‖: d(x, y) S, x, y ∈ X} =
√
2.
One is allowed to replace the second condition by
lim
S→∞ sup
{∣∣〈ξx, ξy〉∣∣: d(x, y) S, x, y ∈ X}= 0.
Copying the first part of their proof word for word, one obtains more specifically the following
Lemma 3.2. Let (X,d) be a metric space that uniformly embeds into a Hilbert space. Assume
that F :X → H satisfies
∀x, y ∈ X: ρ−
(
d(x, y)
)

∥∥F(x)− F(y)∥∥ ρ+(d(x, y)),
where limt→∞(ρ−(t)) = +∞ and where ρ+ is a monotone increasing function. Then for ev-
ery R, > 0, there exists a Hilbert space H,R and a family of unit vectors (ξx)x∈X ⊂ H,R
(explicitly constructed) such that
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1 − 
2
2
) ρ+(d(x,y))2
ρ+(R)2  〈ξx, ξy〉
(
1 − 
2
2
) ρ−(d(x,y))2
ρ+(R)2
,
for all x, y ∈ X.
The following lemma follows from quantifying the second part of the proof of Proposition 3.1.
Lemma 3.3. Let (X,d) be a metric space, let p > 0 be a number and assume that there exists
r > 0 such that for each m ∈ N0 large enough (i.e. greater or equal to some arbitrary number δ),
we can find a collection of unit vectors (ξmx )x∈X in a Hilbert space Hm satisfying
1. ‖ηmx − ηmy ‖ 1m1/2+p provided d(x, y)Rm :=
√
m,
2. |〈ηmx , ηmy 〉| 1/2 whenever d(x, y) Sm := mr .
Then the compression of (X,d) is at least 12r .
If moreover, (X,d) is quasi-geodesic as a metric space, then it suffices to find vectors ηmx
satisfying the above conditions for Rm = ln(m) and the same conclusion holds.
Proof. Choose a base point x0 ∈ X and define f :X →⊕∞n=δ Hm by
f (x) = 1/2((ηδ(x)− ηδ(x0))⊕ (ηδ+1(x)− ηδ+1(x0))⊕ · · ·).
We show that f is well defined and
ρ−
(
d(x, y)
)

∥∥f (x)− f (y)∥∥ d(x, y)+B for all x, y ∈ X,
where B ∈ R+, ρ− = 1/2∑∞m=δ √m− δ + 1χ[Sm,Sm+1), and the χ[Sm,Sm+1) are the characteristic
functions of the sets [Sm,Sm+1).
Indeed, let x, y ∈ X. If m is such that √m− 1 d(x, y) < √m, we have
∥∥f (x)− f (y)∥∥2 = 1
4
∑
δim−1
∥∥ηi(x)− ηi(y)∥∥2 + 14
∑
im
∥∥ηi(x)− ηi(y)∥∥2
 (m− 1)+ (1/4)
∑
im
1
i1+2p
 d(x, y)2 +C
where C = (1/4)∑i1 1i1+2p < ∞.
If m is such that Sm  d(x, y) < Sm+1, we have
∥∥f (x)− f (y)∥∥2  1
4
∑
δim
∥∥ηi(x)− ηi(y)∥∥2  (m− δ + 1)/4 = ρ−(d(x, y))2.
It is clear that the compression of the uniform embedding f exceeds β whenever Sβm+1 √
m− δ + 1 for all m sufficiently large. This is true whenever β < 12r . Since the Hilbert space
compression is defined as a supremum, we obtain that the compression of (X,d) is at least 1 .2r
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quasi-geodesic, there is a standard result stating that every uniform embedding of X in a Hilbert
space is large-scale Lipschitz (see e.g. Proposition 2.9 in [9]). Therefore, it suffices in this case
to take Rm = ln(m). 
Construction 3.4. Let H be a group, equipped with some length function l1. Assume that
G := HNN(H,F, θ) where both F and θ(F ) are of finite index in H . There is a natural way to
equip G with a length function. Indeed, each element x ∈ HNN(H,F, θ) can be represented by
a collection of words (a1, t i1, a2, t i2, . . . , an−1, t in−1 , an) where n runs over the natural numbers,
where x = a1t i1a2t i2 · . . . · an, where the ai belong to H and where i1, i2, . . . , in−1 ∈ {1,−1}. We
define the length of such a word as the sum l1(an) +∑n−1j=1(l1(ai) + |ij |). We define the length
of x as the infimum of the lengths of all words representing x. It is easy to see that this defines
a length function on G.
Remark 3.5. If H is finitely generated and l1 is the word length metric relative to a finite sym-
metric generating subset S, then the above construction yields the word length metric on G,
relative to S ∪ {t, t−1}.
Modifying an idea of Dadarlat and Guentner (see the proof of Theorem 5.3 in [5]), we obtain
a lower bound on the Hilbert space compression of G.
Theorem 3.6. Let H be a group, equipped with a length function l1 and consider G :=
HNN(H,F, θ) where both F and θ(F ) are finite index subgroups of H . Equip G with the length
function l, defined in the above construction. Equip H with the induced length lin from G. Then,
α1/6 α  α1,
where α1 and α denote the Hilbert space compressions of (H, lin) and (G, l) respectively.
To prove the result, let us introduce some notations and definitions as in Sections 5 and 6
of [5]. Recall that a tree consists of a set V of vertices, a set E of edges and two endpoint
maps E → V , associating to each edge its endpoints. Every two vertices in a tree are connected
by a unique path without backtracking. Whenever two vertices v, v′ ∈ V are connected by an
edge, then we denote this edge by [v, v′], or equivalently by [v′, v], i.e. edges do not carry an
orientation.
A tree of metric spaces consists of families (Xv)v∈V and (Xe)e∈E of metric spaces and cor-
responding maps σe,v :Xe → Xv whenever v is an endpoint of e. The maps σe,v are called
structural maps, the spaces Xv are called vertex spaces and the sets Xe are called edge spaces.
We do not require that the structural maps are isometric embeddings.
Given an HNN-extension G := HNN(H,F, θ), we can use Bass–Serre theory to associate a
tree T to it as follows. As the set V of vertices we take G/H , the collection of left cosets of H
in G. As the set E of edges we take G/F , the left cosets of F in G. Given x ∈ G, the edge xF
connects xH and xtH .
Notice that the vertices and edges of the above tree are actually subsets of G, so we can
equip them as metric subspaces of G. Next, we can define structural maps σxF,xH :xF ↪→ xH
by inclusion and σxF,xtH :xF → xtH by xf → xf t = xtθ(f ). This way, we obtain a tree of
metric spaces which is called the tree of metric spaces associated to the HNN-extension G =
HNN(H,F, θ). Notice that the union of the vertex spaces equals G.
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ately that the distance d(x, y) in G equals
dT (xH,yH)+ inf
{
d(x0, x1)+ d(x2, x3)+ · · · + d(xp−1, xp)
}
,
where dT is the distance on the underlying Bass–Serre tree T (i.e. the number of edges in
the shortest path connecting xH and yH ) and where the infimum is taken over all sequences
x0, x1, . . . , xp , where p = 2dT (xH,yH)+ 1 and
• x = x0, y = xp ,
• x2k = x2k−1t or x2k = x2k−1t−1 for k = 1, . . . , dT (xH,yH),
• x2k , x2k+1 lie in the same coset of H for k = 0,1, . . . , dT (xH,yH).
Notation 3.8. For a given vertex v ∈ V , we denote by α(v) ∈ V the unique vertex such
that [v,α(v)] points towards the infinite geodesic H, tH, t2H, . . . . Here, just for this once,
[v,α(v)] was considered as an oriented edge. Given vertices v, v′ ∈ V , we denote by (k, l)
the unique pair of natural numbers such that αk(v) = αl(v′) and dT (v, v′) = k + l. Write
Yv = σ[v,α(v)],v(X[v,α(v)]) ⊂ Xv and remark that it is a left coset of F or θ(F ). Set fv =
σ[v,α(v)],α(v) ◦ σ−1[v,α(v)],v :Yv → Xα(v). Finally, let Z > 0 be a real number such that every right
coset of F and θ(F ) in H contains a representative whose length is strictly smaller than Z.
Definition 3.9. Given x0 ∈ G, an s-chain starting in x0 is a sequence x = (x0, x1, . . . , xs−1)
with xi ∈ Xαi(v) such that for each 0  i  s − 2 there exists xi ∈ Yαi (v) such that d(xi, xi) <
d(xi, Yαi(v))+ 1 and xi+1 = fαi(v)(xi).
If F were not of finite index in H and if (x0, x1) and (x′0, x′1) were 2-chains with x0, x′0 ∈ Xv
for some v ∈ V and d(x0, x′0) = n, then it is, apart from special cases, impossible to give esti-
mates on d(x1, x′1). Indeed, d(x0, Yv) could be very large but also very small, which makes it
hard to use the triangle inequality. In the same spirit, it is possible that x0 and x′0 are close to
each other but x0 and x0′ are very far away from each other. In our case, good estimates can be
made, since F and θ(F ) are of finite index in H (see the proofs of Lemmas 3.10 and 3.12 below).
Dadarlat and Guentner found bounds in a different way, namely by assuming that the structural
maps preserve distances. We will not work under this assumption, but still the upcoming lemmas
can be recognized as specific versions of Lemmas 6.1, 6.5, 6.6, 6.7 in [5].
Lemma 3.10. Assume that R is a strictly positive real number, let x0 ∈ Xv and x′0 ∈ Xv′ with
d(x0, x′0) < R and let k, l and Z be as in Notation 3.8. Then, any chains (x0, x1, . . . , xk),
(x′0, x′1, . . . , x′l ) are such that
max
{(
sup
0ik−1
d(xi, xi+1)
)
,
(
sup
0jl−1
d
(
x′j , x′j+1
))
, d
(
xk, x
′
l
)}
< (Z + 3)R.
Proof. If R < 1, then the statement is trivial since v = v′ and k = l = 0.
If R  1, then fix i ∈ {0,1, . . . , k−1}. Write vi = αi(v), denote e = [vi, α(vi)] and take a ∈ G
such that Xe = aF . This implies either that Xvi = aH and Xα(vi) = atH or that Xvi = atH and
Xα(v ) = aH . We only prove the second case, leaving the first case as an exercise to the reader.i
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some h ∈ H , take b a representative of θ(F )h whose length is smaller than Z. Then clearly
d(xi, xi+1) < d(xi, Yvi )+ 2 d(xi, xib−1)+ 2 <Z + 2 < (Z + 3)R.
Analogously, one proves that d(x′j , x′j+1) < Z + 2 < (Z + 3)R for j ∈ {0,1, . . . , l − 1}. For
the case i = k, we use the triangle inequality to get that
d
(
xk, x
′
l
)
< (Z + 2)(k + l)+R  (Z + 3)R. 
Notation 3.11. Given R > 0 and  > 0, choose and fix s, n ∈ N0 such that
√
2/s  
2(R + 1) , n (Z + 3)R. (6)
Next, using Lemma 3.2, find a Hilbert space H and unit vectors {ξ˜x | x ∈ H } ⊂ H satisfying
the conditions
sup
{‖ξ˜y − ξ˜y′ ‖: d(y, y′) n+ 2s(Z + 2)} 2(R + 1) , (7)
lim
S→∞ sup
{∣∣〈ξ˜y , ξ˜y′ 〉∣∣: d(y, y′) S}= 0. (8)
For each v ∈ V , denote Hv := H. Since G is the disjoint union of the vertex spaces Xv , we can
take unit vectors {ξx | x ∈ G} ⊂ H :=⊕v∈V Hv such that ξx ∈ Hv whenever x ∈ Xv and such
that
sup
{‖ξy − ξy′ ‖: d(y, y′) n+ 2s(Z + 2), y, y′ ∈ Xv, v ∈ V } 2(R + 1) , (9)
lim
S→∞ sup
{∣∣〈ξy, ξy′ 〉∣∣: d(y, y′) S, y, y′ ∈ Xv, v ∈ V }= 0. (10)
Finally, for every s-chain x = (x0, x1, . . . , xs−1), define the unit vector ηx ∈ H by
ηx =√1/s s−1∑
i=0
ξxi . (11)
Similarly, Dadarlat and Guentner [5] define unit vectors ηx (see their formula (30)), where
instead of simply summing the unit vectors ξxi , they define numbers ci and sum the weighted
vectors ciξxi . The numbers ci are introduced to take the distances between the consecutive ele-
ments xi , xi+1 into account. Since we assume that F and θ(F ) are of finite index in H , we can
discard them.
Our initial goal is to prove Proposition 3.15, namely that the vectors ηx satisfy properties
similar to those of Proposition 3.1.
Lemma 3.12. Let x = (x0, x1, . . . , xs−1) and x′ = (x′0, x′1, . . . , x′s−1) be s-chains starting in Xv .
If d(x0, x′ ) n, then ‖ηx − ηx′ ‖  .0 2(R+1)
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∥∥ηx − ηx′∥∥=
∥∥∥∥∥
√
1/s
s−1∑
i=0
(ξxi − ξx′i )
∥∥∥∥∥. (12)
Since by the triangle inequality d(xi, x′i ) n+ 2i(Z + 2) n+ 2s(Z + 2), we can bound (12)
by
sup
0is−1
‖ξxi − ξx′i‖ sup

‖ξy − ξy′ ‖ 2(R + 1) ,
where  = {(y, y′) | d(y, y′) n+ 2s(Z + 2), y, y′ ∈ Xv, v ∈ V }. 
Lemma 3.13. Let x = (x1, . . . , xs) and x′ = (x0, x′1, x′2, . . . , x′s−1) be s-chains with x0 ∈ Xv and
x1 ∈ Xα(v). If (x0, x1) is a 2-chain and d(x0, x1) n, then ‖ηx − ηx′ ‖ R+1 .
Proof. Denote x0 = f−1v (x1) and set x = (x0, x1, . . . , xs−1). Then
ηx = η(x1,x2,...,xs ) =√1/s
(
s−1∑
i=1
ξxi + ξxs
)
,
ηx = η(x0,x1,...,xs−1) =√1/s
(
ξx0 +
s−1∑
i=1
ξxi
)
.
Therefore,
∥∥ηx − ηx∥∥=√1/s‖ξx0 − ξxs‖ =√2/s  2(R + 1) ,
where the final inequality comes from the choice of s in Eq. (6). Since d(x0, x0) = d(x0, x1) −
1 n, we can apply Lemma 3.12 to the chains x′ and x to conclude that
∥∥ηx − ηx′∥∥ ∥∥ηx − ηx∥∥+ ∥∥ηx − ηx′∥∥ 
2(R + 1) +

2(R + 1) =

R + 1 . 
Lemma 3.14. For any 2 s-chains x = (x0, x1, . . . , xs−1) and x′ = (x′0, x′1, . . . , x′s−1),∣∣〈ηx, ηx′ 〉∣∣ sup{∣∣〈ξy, ξy′ 〉∣∣: y, y′ ∈ Xv, v ∈ T , d(y, y′) d(x0, x′0)− 2s(Z + 2)}.
Proof. Assume that x0 ∈ Xv˜ and x′0 ∈ Xv′ . As before, denote (k, l) the unique pair of natural
numbers such that dT (v˜, v′) = k + l and αk(v˜) = αl(v′). By symmetry, we will assume that
k  l. Further, we will assume that k < s, because k  s implies that 〈ηx, ηx′ 〉 = 0. We obtain by
definition that
〈
ηx, ηx
′ 〉= (1/s) s−k−1∑ 〈ξxk+i , ξx′l+i 〉.
i=0
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so
∣∣〈ηx, ηx′ 〉∣∣ sup
Ω
∣∣〈ξy, ξy′ 〉∣∣,
where Ω = {(y, y′): y, y′ ∈ Xv, v ∈ T , d(y, y′) d(x0, x′0)− 2s(Z + 2)}. 
Proposition 3.15. Given R > 0 and  > 0, let s and (ξx)x∈G be constructed as in Notation 3.11.
For each x0 ∈ G, choose and fix an s-chain x = (x0, x1, . . . , xs−1) and consider the correspond-
ing vector ηx = η(x0,x1,...,xs−1). Then
sup
{∥∥ηx − ηx′∥∥: d(x0, x′0)<R} , (13)
and
∣∣〈ηx, ηx′ 〉∣∣ sup{∣∣〈ξy, ξy′ 〉∣∣: y, y′ ∈ Xv, v ∈ V, d(y, y′) d(x0, x′0)− 2s(Z + 2)}. (14)
Proof. Condition (14) was proven in Lemma 3.14. To prove (13), let us choose x0, x′0 ∈ G such
that d(x0, x′0) < R. Choose any two s-chains x and x′ starting at x0 and x′0, respectively. We want
to prove that ‖ηx − ηx′ ‖ .
Therefore, let k and l be as before. Take chains (x0, x1, . . . , xk) and (x′0, x′1, . . . , x′l ). By
Lemma 3.10, we have that
max
{(
sup
0ik−1
d(xi, xi+1)
)
,
(
sup
0jl−1
d
(
x′j , x′j+1
))
, d
(
xk, x
′
l
)}
< (Z + 3)R  n,
where the last inequality follows from Eq. (6). Consequently, we can apply Lemma 3.12 and
Lemma 3.13 repeatedly to s-chains x(i) and x′(j) whose initial elements are xi , i = 0 . . . k
and x′j , j = 0 . . . l, respectively. We obtain
∥∥ηx − ηx′∥∥ k−1∑
i=0
∥∥ηx(i) − ηx(i+1)∥∥+ ∥∥ηx(k) − ηx′(l)∥∥+ l−1∑
j=0
∥∥ηx′(j) − ηx′(j+1)∥∥
 (k + l + 1)
R + 1  . 
We are now ready to conclude the proof of Theorem 3.6.
Proof of Theorem 3.6. Clearly α  α1 since (H,din) embeds isometrically in (G,d).
Conversely, assume that α1 > 0 and fix any real number 0 <p < α1. Next, choose C > 0 and
D  0 such that there exists a uniform embedding f of (H,din) in a Hilbert space satisfying
ρ−
(
din(x, y)
) := (1/C)din(x, y)α1−p −D  d(f (x), f (y)) Cdin(x, y)+D
:= ρ+
(
din(x, y)
)
,
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√
m and define nm = m1/2+p
and sm = m2+4p . Clearly then
nm  (Z + 3)Rm,
√
2/sm 
m
2(Rm + 1) , (15)
whenever m is larger than some natural number rp . Next, use Lemma 3.2 to find unit vectors
{ξy | y ∈ H } in some Hilbert space H such that
‖ξy − ξy′ ‖ m2(Rm + 1) =
1
2m1/2+p(
√
m+ 1) =: m
when d
(
y, y′
)
 nm + 2sm(Z + 2) := Rm.
We should denote these vectors by ξmy , but we drop the upper index to lighten notation. The so
obtained vectors also satisfy
∣∣〈ξy, ξy′ 〉∣∣
(
1 − 1
2
2m
) ρ−(d(y,y′))2
(CRm+D)2 =
(
1 − 1
2
2m
) ((1/C)d(y,y′)α1−p−D)2
(CRm+D)2
.
Therefore, |〈ξy, ξy′ 〉| 1/2 whenever
(
1 − 1
8m1+2p(
√
m+ 1)2
) ((1/C)d(y,y′)α1−p−D)2
(CRm+D)2  1/2,
and so whenever
((1/C)d(y, y′)α1−p −D)2
(CRm +D)2
 − ln(2)
ln(1 − 18m1+2p(√m+1)2 )
.
Using the fact that limm→∞ −1ln(1− 1
8m1+2p(√m+1)2 )
1
8m2+3p = 0, we see that for m larger than some
natural number r˜p , the above inequality is true if
d
(
y, y′
)α1−p √ln(2)8m2+3p(CRm +D)C +CD.
We conclude that for m larger than δ(p) := max(rp, r˜p), Eq. (15) holds and
∣∣〈ξy, ξy′ 〉∣∣ 1/2 whenever d(y, y′)m 3+6pα1−p .
Denote Sm = m
3+6p
α1−p
. For every x0, x′0 ∈ G and for every m ∈ N0 larger than δ(p), Proposi-
tion 3.15 gives vectors (ηxm), (ηx
′
m) ∈ H :=
⊕
v∈V H where x and x′ are sm-chains starting in x0
and x′0 respectively. Moreover,
sup
{∥∥ηxm − ηx′m∥∥: d(x0, x′ )<Rm} m0
3600 D. Dreesen / Journal of Functional Analysis 261 (2011) 3585–3611and ∣∣〈ηxm,ηx′m〉∣∣ 1/2 whenever d(x0, x′0) Sm + 2sm(Z + 2).
Denote S′m = Sm + 2sm(Z + 2), which is smaller than m
3+7p
α1−p when m is sufficiently large. By
Lemma 3.3, we see that the compression of G is at least α1/6. 
Corollary 3.16. Let H be a group, equipped with a length function l1 and let G be an HNN-
extension HNN(H,F, θ) where both F and θ(F ) are finite index subgroups of H . Equip G with
the length function l from Construction 3.4 and assume that (G, l) is quasi-geodesic as a metric
space (e.g. if H is finitely generated and l1 is the word length metric relative to a finite symmetric
generating subset). Equip H with the induced metric din from G. Then,
α1/3 α  α1,
where α1 and α denote the Hilbert space compressions of (H,din) and (G,d) respectively.
Proof. First, all of the previous lemmas stay valid. Then, instead of taking Rm = √m in the proof
above, we now take Rm = ln(m). This way, we get nm = mp and sm = m1+4p . Consequently,
m becomes equal to 12m1/2+p(ln(m)+1) . Going through the previous proof, exactly as before, we
obtain finally that Sm = m
3/2+6p
α1−p and by Lemma 3.3 for quasi-geodesic spaces, we obtain that the
compression of G is at least α1/3. 
4. Equivariant Hilbert space compression for a free product of groups
We now investigate the behavior of the equivariant Hilbert space compression under an amal-
gamated free product G := G1 ∗F G2, taken over a finite group F . Throughout this section, we
only deal with discrete groups G, and all of the length functions l under consideration will be
uniformly discrete, i.e. inf{l(x) | x ∈ G \ {1}} > 0.
In order to relate the equivariant compression of the amalgamated free product G = G1 ∗F G2
to the equivariant compressions of the factors G1 and G2, one needs a length function on G which
is somehow related to the length functions on G1 and G2. Similarly as in Section 2, we define
the length of a word in G1 ∗ G2, but because the product now is amalgamated, there is more
than 1 way to represent an element by a word in G1 ∗ G2. We define the length of an element
of G as the infimum of the lengths of all words representing the element (cf. Construction 3.4).
Specifically, we obtain
Construction 4.1. Assume that G1 and G2 are countable groups equipped with (always uni-
formly discrete) length functions l1 and l2 respectively. Each element x ∈ G can be represented
by a collection of words (a1, a2, a3, . . . , an) where n runs over the natural numbers, where
x =∏ni=1 ai and where the ai belong alternately to G1 and G2. We define the length of a word
as the sum l1(a1)+ l2(a2)+ l1(13)+· · ·+ l1,2(an) where l1,2 is l1 or l2 as appropriate. We define
the length of x as the minimum of the lengths of all words representing x.
Remark 4.2. If G1 and G2 are finitely generated groups equipped with the word length relative
to finite symmetric generating subsets S and T respectively, then the above construction equips
G1 ∗F G2 with the word length metric relative to S ∪ T .
D. Dreesen / Journal of Functional Analysis 261 (2011) 3585–3611 3601A major advantage of this construction is the following
Proposition 4.3. Let G1 and G2 be discrete groups, equipped with uniformly discrete length
functions, and equip G1 ∗F G2 with the length function from Construction 4.1. If F is finite, then
G1 and G2 embed bi-Lipschitzly into the amalgamated free product G1 ∗F G2.
Proof. Let us show that G1 embeds bi-Lipschitzly into G; the case of G2 is analogous. Denote
the length functions on G1 and G2 by l1 and l2 respectively and assume w.l.o.g. that inf(l1(x) |
x ∈ G1) 1 and inf(l2(x) | x ∈ G2) 1. Let l be the length function from Construction 4.1 and
also define the length l˜ of words in G1 ∗G2 as in Construction 4.1.
Clearly, l|G1  l1. Conversely, fix x ∈ G1 and choose a reduced word w = (s1, s2, . . . , sn) =
(x) in G1 ∗ G2 representing it. By a well-known analogue of Britton’s lemma for amalgamated
free products (see Theorem 11, 5.2 in [14]), there is at least one si which belongs to F . Take si
and merge it with its neighbor(s) to get a new word w1 containing strictly less letters. It is clear
that l˜(w1) l˜(w)+M where M = max(l(f ) | f ∈ F). We can now continue the same reasoning
over and over, each time obtaining a word with strictly less letters than the previous one. This can
be done at most l˜(w) times. One finally obtains the word (x) whose length is l1(x). We conclude
l1(x) l˜(w)+ l˜(w)M and so l|G1  l1  (M + 1)l|G1 . 
We proceed with some basic facts and some observations related to isometric actions of dis-
crete groups on Hilbert spaces.
4.1. On isometric actions
Any affine isometric action χ of a discrete group H on a Hilbert space H can be written as
χ(x)v = π(x)v + b(x) ∀v ∈ H, ∀x ∈ H,
where π :H → O(H) is a group homomorphism from H to the orthogonal group of H and
where b :H → H is a map satisfying the 1-cocycle identity, i.e.
b(xy) = π(x)(b(y))+ b(x) ∀x, y ∈ H.
We summarize some standard properties of 1-cocyles in the lemma below.
Lemma 4.4. Let H be a discrete group. Assume as above that χ is an affine isometric action
with associated 1-cocycle b :H → H. Then,
1. ‖b(x)− b(y)‖ = ‖b(y−1x)‖ ∀x, y ∈ H ,
2. if f :H → H is an H -equivariant map relative to χ and the left multiplication action by H
on itself, then the compression of b equals the compression of f , i.e. for a given r > 0, there
exist C,D > 0 such that 1
C
lH (x)
r − D  ‖f (x)‖, for all x ∈ H if and only if there exist
C′,D′ > 0 such that 1
C′ lH (x)
r −D′  ‖b(x)‖ for all x ∈ H .
Proof. We leave the proof as an exercise to the reader. 
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all x ∈ H , ψ(1) = 0, and
n∑
i=1
n∑
j=1
aiajψ
(
x−1i xj
)
 0,
for all n ∈ N0, x1, x2, . . . , xn ∈ H and all a1, a2, . . . , an ∈ R with ∑ni=1 ai = 0.
The proofs of the following results can be found in [10, p. 63] and [4, Lemma 6.2.1] respec-
tively.
Theorem 4.6. Assume that ψ :H → R+ is a conditionally negative definite function on a discrete
group H . There exists a real Hilbert space Hψ , an orthogonal representation πψ :H → O(H)
and a 1-cocycle bψ associated to πψ such that
ψ(x) = ∥∥bψ(x)∥∥2,
for every x ∈ H .
Conversely, if b is a 1-cocycle relative to some affine isometric action of H on a Hilbert space,
then the map ψ :x → ‖b(x)‖2 is conditionally negative definite.
Lemma 4.7. Let F be a finite subgroup of the discrete group H . If ψ is a conditionally negative
definite function on H , then there exists a conditionally negative definite function ψ ′ on H such
that
1. ψ ′ is F -bi-invariant (that is,
ψ ′
(
f xf ′
)= ψ ′(x) ∀x ∈ H, ∀f,f ′ ∈ F);
2. ψ ′(f ) = 0 ∀f ∈ F , and ψ ′(x) 1 for all x ∈ H \ F ;
3. ψ −ψ ′ is bounded.
Notice that from 2 in Lemma 4.4, Theorem 4.6 and 2, 3 of Lemma 4.7 (take F = {1}), it
follows that the equivariant compression of a group H is the supremum of all  ∈ [0,1] such that
there exist C > 0 and a 1-cocycle b, satisfying
(1/C)l(x) 
∥∥b(x)∥∥ Cl(x) ∀x ∈ H. (16)
In fact, together with Proposition 4.3, this is the only time that we will use the uniform discrete-
ness of the length functions. We need one more
Lemma 4.8. Denote H any discrete group equipped with some length function l and let F be a
finite normal subgroup of H . If we define the length of an element x of H/F as the minimum of
l(y) where y ∈ xF , then the equivariant Hilbert space compressions of H and H/F are equal.
Proof. Given a 1-cocycle b :H → H which is Lipschitz, we get a conditionally negative definite
map ψ :x → ‖b(x)‖2. By Lemma 4.7, there exists a conditionally negative definite function, ψ ′,
at bounded distance from ψ such that
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2. ψ ′(f ) = 0 ∀f ∈ F , and ψ ′(x) 1 for all x ∈ H \ F .
This implies that the map ψ ′ is in fact a conditionally negative definite function on H/F . The
1-cocycle b′ associated to ψ ′ by Theorem 4.6 has the same compression as b and is again a
Lipschitz map.
Conversely, starting with a Lipschitz 1-cocycle b′ :H/F → H, we obtain a conditionally neg-
ative definite function ψ ′(x) = ‖b′(x)‖2. Define ψ :H → R+ by setting ψ(x) = ψ ′(x). This
map is clearly conditionally negative definite and so Theorem 4.6 associates a 1-cocycle b to it.
It is clear that the compressions of b and b′ are again equal and that b is Lipschitz. 
4.2. Main result
Theorem 4.9. Let G1 and G2 be discrete groups equipped with uniformly discrete length func-
tions l1 and l2 respectively. Denote the equivariant Hilbert space compressions of G1 and G2
by α1 and α2 respectively. Denote G = G1 ∗F G2 an amalgamated free product where F is a fi-
nite subgroup of both G1 and G2 and equip G with a uniformly discrete length function as in
Construction 4.1. If α denotes the equivariant Hilbert space compression of G, then
1. α = 1 if F is of index 2 in both G1 and G2,
2. α = α1 if F = G2 and α = α2 if F = G1,
3. α = min(α1, α2,1/2) otherwise.
Proof. Let us first focus our attention to the easy case where F is of index 2 in both G1 and G2.
These assumptions imply that F is a normal subgroup of both G1 and G2 and so it is a normal
subgroup of G with quotient G1/F ∗G2/F = Z2 ∗ Z2. Lemma 4.8 implies that α = 1.
Case 2 follows from Proposition 4.3.
To prove 3, note that F is of index at least 3 in G1 or in G2 and that G1 = F = G2.
Assume that F is of index at least 3 in G2 and take x ∈ G1 \ F and y1, y2 ∈ G2 \ F
with y1F = y2F . A well-known analogue of Britton’s lemma for amalgamated free prod-
ucts (see Theorem 11, 5.1 in [14]), shows immediately that the group generated by SF2 ={(xy1)2, (xy1)−2, (xy2)2, (xy2)−2} generates the free group F2. It also shows that if you mul-
tiply an element of 〈SF2〉 ending on s ∈ SF2 by s1 ∈ SF2 \ {s−1}, that you go further away from
the vertex G1 in the Bass–Serre tree. By uniform discreteness of l1 and l2, this implies that
the subspace length on 〈SF2〉 < G is greater than a fixed multiple of the word length relative
to SF2 . Clearly, we have that the subspace metric on 〈SF2〉 < G is smaller than the word length
metric on 〈SF2〉 times max(l(s) | s ∈ SF2). We conclude that the equivariant compression of G
is bounded by that of 〈SF2〉 ∼= F2, namely 1/2. Using Proposition 4.3, we conclude finally that
α min(α1, α2,1/2).
Conversely, assume 0  < min(α1, α2,1/2). There exist C > 0 and conditionally negative
definite functions ψi :Gi → R+ for i ∈ {1,2}, such that
1. ψi is F -bi-invariant;
2. ψi(f ) = 0 ∀f ∈ F and ψi(x) 1 for all x ∈ Gi \ F ;
3. the 1-cocycle bi associated to ψi satisfies (1/C)li(g)  ‖bi(g)‖ Cli(g) ∀g ∈ Gi \ {F }.
Let R and S be sets of representatives for the left cosets of F in G1 and G2 respectively. Assume
1G ∈ R, 1G ∈ S and denote elements of R, S and F by αi , βj and f respectively.1 2
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x = α1β1α2β2 . . . αkβkf, (17)
where k is as small as possible and might be 0. In [4] (see the proof of Proposition 6.2.3), it is
shown that the map ψ :G → R+, defined by
ψ(x) =
k∑
i=1
ψ1(αi)+
k∑
j=1
ψ2(βj ),
is a conditionally negative definite function on G. Application of Theorem 4.6 gives an affine
isometric action of G on a Hilbert space H with 1-cocycle b satisfying ‖b(x)‖2 = ψ(x). Choose
x ∈ G, and write x = α1β1α2β2 . . . αlβlf in normal form as above. We obtain that
∥∥b(x)∥∥2 = ψ(x)
=
k∑
i=1
ψ1(αi)+
k∑
j=1
ψ2(βj )
=
k∑
i=1
∥∥b1(αi)∥∥2 + k∑
j=1
∥∥b2(βj )∥∥2.
Consequently,
∥∥b(x)∥∥ C
[
k∑
i=1
l1(αi)+
k∑
j=1
l2(βj )
]
. (18)
Abusing the word “length”, we now introduce lSB(x), the shortest blocklength of an element
x ∈ G \ F . By definition, it denotes the minimum of the lengths of all words representing x
which are of the form (γ1, δ1, γ2, . . . , γk, δk) where k is as in Eq. (17) and where the γi and δi
belong to G1 and G2 respectively. Take such a word, say (γ1, δ1, γ2, . . . , γk, δk), representing x.
It follows from Bass–Serre theory that γi ∈ FαiF and δi ∈ FβiF for all i ∈ {1,2, . . . , k}. Using
Eq. (18), we obtain
∥∥b(x)∥∥ C[lSB(x)+ 4Mk] C(4M
M ′
+ 1
)
lSB(x),
where M = max{li (c) | c ∈ C, i = 1,2} and M ′ = min(1,min{l1(γ ) | γ ∈ G1 \ {1}},min{l2(δ) |
δ ∈ G2 \ {1}}).
If B  1 is such that ∀g ∈ G1: l1(g)  Bl(g) and ∀g ∈ G2: l2(g)  Bl(g), then lSB  Bl.
Indeed, take a word (s1, s2, . . . , sm) representing x where the si belong alternately to G1 and G2.
This word gives a path in the Bass–Serre tree T , namely
G1 → s1G2 → s1s2G1 → ·· · .
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s1s2s3 . . . si−1G1. Then the sum
l1(s1)+ l2(s2)+ · · · + l2(si−1)+ l1(si) l(s1s2 . . . si)
 1
B
l1(s1s2 . . . si−1si),
since s1s2 . . . si ∈ G1. The next vertex is s1s2 . . . siG2, and again you can look at the last time that
this path passes through this vertex. Following the same reasoning, we obtain finally that
l1(s1)+ l2(s2)+ · · · + l1,2(sn) 1
B
lSB(x),
so that lSB  Bl. We conclude that
∥∥b(x)∥∥ (4M
M ′
+ 1
)
BCl(x) ∀x ∈ G,
and so b is Lipschitz.
Conversely, we have
∥∥b(x)∥∥2  l∑
i=1
(
1/C2
)
l1(αi)
2 +
l∑
j=1
(
1/C2
)
l2(βj )
2 .
Since ∀a, b ∈ R+: a2 + b2  (a + b)2 , we obtain
∥∥b(x)∥∥2  (1/C2)
(
l∑
i=1
l1(αi)+
l∑
j=1
l2(βj )
)2
.
Setting M = supf∈F {l(f )}, we obtain∥∥b(x)∥∥ (1/C)(l(x)− min(l(x),M))  (1/C′)l(x) −D′, (19)
for some C′ > 0, D′  0. It follows that the equivariant compression of G is also greater or equal
than min(α1, α2,1/2). 
5. Equivariant Hilbert space compression for HNN-extensions over finite groups
We continue by proving a similar result for HNN-extensions HNN(H,F, θ) where F is finite.
Throughout this section, all groups will be discrete. We put no assumption on the length func-
tion lH of H , but the length function on G must be that of Construction 3.4. We now obtain a
proposition similar to Proposition 4.3.
Proposition 5.1. Let G := HNN(H,F, θ) be an HNN-extension where F is finite. Then H em-
beds quasi-isometrically into G if G is equipped with the length function from Construction 3.4.
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tion 3.4 and l˜ the length of an element of H ∗Z as defined in Construction 3.4. Clearly l|H  lH .
Conversely, choose an element x ∈ H and represent it by a reduced word w in H ∗ Z. If w
contains more than one letter, then Britton’s lemma implies that it contains some relation of the
form t−1yt with y ∈ F or tyt−1 with y ∈ θ(F ). Replacing this relation by the corresponding
element of θ(F ) or F respectively and then reducing, we obtain a word w˜ in H ∗ Z such that
l˜(w˜)  l˜(w) + M where M equals max(l(z) | z ∈ F ∪ θ(F )). Continuing in this fashion, one
removes all the powers of t in less than l(w) steps and so lH  l(M + 1). This implies that
l|H  lH  (M + 1)l|H . 
The above lemma implies that the equivariant compression of H is an upper bound for the
equivariant compression of G. The proof of the following lemma is very basic and we leave it as
an exercise.
Lemma 5.2. Let v, w be vectors in a Hilbert space H. Then
‖v +w‖2  1
2
‖v‖2 − ‖w‖2.
Theorem 5.3. Let H be a discrete group equipped with a length function and denote its equiv-
ariant Hilbert space compression by α1. Assume that F is a finite subgroup of H . Equip
G := HNN(H,F, θ) with the length function from Construction 3.4. The equivariant Hilbert
space compression α of G := HNN(H,F, θ) satisfies
1. α = 1 whenever F = H ,
2. α = min(α1,1/2) otherwise.
The first claim follows trivially from Lemma 4.8, but we have added it for completeness.
Remark 5.4. Originally, we proved the above result under the additional assumption that
F ∪ θ(F ) generates a finite group, which is for example true if F is a finite normal subgroup
of H . We are thankful to Stefaan Vaes for explaining us how this assumption can be removed.
Instead of using conditionally negative definite maps, the main idea is to start from a 1-cocycle
on H and explicitly construct a 1-cocycle on G of which we estimate the compression.
Proof of Theorem 5.3. Since F = H = θ(F ), we can choose b ∈ H \ F and c ∈ H \ θ(F ).
Denote SF2 = {t−1b, (t−1b)−1, tc, (tc)−1}. Using simple Bass–Serre theory, one shows that the
subgroup 〈SF2〉 of G is free of order 2. Indeed, if you multiply an element s ∈ SF2 with an element
from SF2 \ {s−1}, you obtain a point outside H . So, if one multiplies a product of elements of SF2
ending on s ∈ SF2 by s1 ∈ SF2 \ {s−1}, then the step you take in the Bass–Serre tree brings you
further away from the vertex H . This shows that the subgroup 〈SF2〉 of G has no non-trivial
relations. Denoting the word length metric on F2 relative to SF2 by lF2 , one observes that for all
z ∈ 〈SF2〉 <G, the word length lF2(z) is equal to the length of the geodesic path from H to zH in
the Bass–Serre tree (where edges have length 1). This implies that lF2  l and it is easy to see that
l is smaller than max(l(t−1b), l(tc)) times lF2 . This shows that F2 embeds bi-Lipschitzly into G
and so α∗(G) α∗(F2) = 1/2. Together with the fact that H embeds quasi-isometrically into G,
we obtain that α∗(G)min(α∗(H),1/2). We now proceed to show that this upper bound is also
a lower bound.
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let b :H → H be a 1-cocycle for H with respect to an orthogonal representation π :H → O(H)
satisfying
1
C
lH (h)
 −D  ∥∥b(h)∥∥ ClH (h)+D,
for all h ∈ H , where C > 1 and D  0 are real numbers. We will construct a large-scale Lipschitz
1-cocycle bHNN and D′ > 0 such that
∥∥bHNN(x)∥∥ 14C l(x) −D′,
for all x ∈ G.
Denote by tZ ⊂ G the cyclic subgroup generated by the stable letter t . The action of tZ ×H
on G by left–right (inverse) multiplication is free. So, we can choose a map r :G → H such that
r(1) = 1 and r(tnxh) = r(x)h for all n ∈ Z, h ∈ H , x ∈ G. Define the corresponding 1-cocycle
ω :G × G/H → H by the formula ω(x, kH) = r(xk)r(k)−1 for all x, k ∈ G. Induce the repre-
sentation π to a representation of G, concretely given as
π˜ :G → O(l2(G/H)⊗ H): π˜ (x)(δkH ⊗ ξ) = δxkH ⊗ π(ω(x, kH))ξ,
for all x, k ∈ G, ξ ∈ H.
One checks that for all ξ ∈ H, we have
π˜(h)(δH ⊗ ξ) = δH ⊗ π(h)ξ for all h ∈ H,
π˜(f )(δtH ⊗ ξ) = δtH ⊗ π
(
θ(f )
)
ξ for all f ∈ F,
π˜(t)(δkH ⊗ ξ) = δtkH ⊗ ξ for all k ∈ G.
Using Lemma 4.7 and Theorem 4.6, we may assume that b(f ) = 0 for all f ∈ H . More-
over, if we restrict the affine action π + b to θ(F ), then a vector is fixed since θ(F ) is finite
(namely 1|θ(F )|
∑
f∈F b(θ(f )) := −ξ0 is fixed). We can thus find ξ0 ∈ H such that b(θ(f )) =
π(θ(f ))ξ0 − ξ0 for all f ∈ F . Define a 1-cocycle b˜ :G → l2(G/H)⊗ H relative to π˜ by
b˜(h) := δH ⊗ b(h) for all h ∈ H and b˜(t) := δtH ⊗ ξ0.
In order to check that b˜ is well defined, it suffices to check that the defining relation f t = tθ(f )
is respected. Now,
b˜(f )+ π˜(f )b˜(t) = 0 + π˜ (f )(δtH ⊗ ξ0) = δf tH ⊗ π
(
θ(f )
)
ξ0 = δtH ⊗ π
(
θ(f )
)
ξ0.
On the other hand,
b˜(t)+ π˜ (t)b˜(θ(f ))= δth ⊗ ξ0 + π˜(t)(δH ⊗ (π(θ(f ))ξ0 − ξ0))= δtH ⊗ π(θ(f ))ξ0.
This implies that b˜ extends to a well-defined 1-cocycle.
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is G/H . Let dT (g1H,g2H) be the tree distance between vertices g1H , g2H . It is known that,
on a tree, the distance is a conditionally negative definite kernel [10, Proposition 2 in §6.a] and
the corresponding 1-cocycle satisfies ‖bBS(x)‖ = √dT (H,xH) for all x ∈ G. We define bHNN
as the direct sum of b˜ and
√
E + 1bBS where E = 4‖ξ0‖2 + D2. In order to show that bHNN is
Lipschitz and has compression at least , we first investigate b˜.
Let x = h0tn1h1tn2 . . . hk be a reduced expression. By this we mean that n1, . . . , nk ∈ Z0,
h1, h2, . . . , hk−1 ∈ H \ {e} and finally the following two conditions hold: if ni > 0 and ni+1 < 0,
then hi /∈ θ(F ); if ni < 0 and ni+1 > 0, then hi /∈ F . The 1-cocycle equality for b˜ implies that
b˜(x) = b˜(h0)+ π˜(h0)
(
b˜
(
tn1
))+ π˜(h0tn1)(b˜(h1))+ π˜(h0tn1h1)(b˜(tn2))+ · · ·
+ π˜(h0tn1h1 . . . tnk )(b˜(hk)), (20)
b˜
(
tn
)= n∑
i=1
(δtiH ⊗ ξ0) for n > 0, (21)
and
b˜
(
tn
)= − 0∑
i=n+1
(δtiH ⊗ ξ0) for n < 0. (22)
View b˜(x) as a map from G/H to H. Then the value of b˜(x) in H equals b(h0) if n1 > 0.
If however, n1 < 0, then Eq. (22) implies that the value at H is b(h0) − π(h0)ξ0. For i  k,
denote xi = h0tn1h1 . . . tni . Similarly as above, one verifies that the value of b˜(x) at xiH equals
π(ω(xi,H))(b(hi)+ ηi), where ηi is defined as follows
ηi :=
⎧⎪⎪⎨
⎪⎪⎩
ξ0 if ni > 0 and ni+1 > 0,
ξ0 − π(hi)ξ0 if ni > 0 and ni+1 < 0,
−π(hi)ξ0 if ni < 0 and ni+1 < 0,
0 if ni < 0 and ni+1 > 0.
Further, the value at xihi tjH with j ∈ {1, . . . , ni − 1} if ni+1 > 0 (or j ∈ {−1,−2, . . . , ni + 1}
if ni+1 < 0) is equal to π(ω(xihi tj−1, tH)(ξ0)) (or π(ω(xihi tj+1, t−1H))(ξ0)).
Lemma 5.5. The 1-cocycle b˜HNN is Lipschitz.
Proof. Since b˜BS is Lipschitz, it suffices to show that b˜ is Lipschitz.
Let yi be the subword of x which contains only the first i letters, where letters are elements
of H ∪ {t, t−1} (x has k + 2 + |n1| + |n2| + · · · + |nk| such subwords). Since ‖ηi‖  2‖ξ0‖,
we see that the value of b˜(x) at xiH can be bounded by ‖b(hi)‖ + 2‖ξ0‖. Moreover, if yiH
differs from x0H,x1H,x2H, . . . , xkH , then the value at yiH can be bounded by ‖ξ0‖. Using
(a + b)2  2a2 + 2b2, we get that
∥∥b˜(x)∥∥2  (|n1| + |n2| + · · · + |nk|)‖ξ0‖2 + k∑(2∥∥b(hi)∥∥2 + 8‖ξ0‖2).
i=0
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contains less than
8(k + 1)+ |n1| + |n2| + · · · + |nk| 9
(
1 + |n1| + |n2| + · · · + |nk|
)
 18l(x)
times ‖ξ0‖2 and so
∥∥b˜(x)∥∥2  18‖ξ0‖2l(x)+ 2 k∑
i=0
(
2C2lH (hi)2 + 2D2
)

(
18‖ξ0‖2 + 8D2
)
l(x)+ 4C2
k∑
i=0
lH (hi)
2.
This implies
∥∥b˜(x)∥∥√18‖ξ0‖2 + 8D2l(x)+ 2C k∑
i=0
lH (hi).
Previously as before, we can introduce the shortest blocklength lSB(x) of x as the length
of a shortest reduced expression of x. Here, we look at a reduced expression as a word
and we emphasize that lSB is not a length function in the strict sense of Definition 2.2.
Since the above inequality is valid for every reduced expression, one immediately sees
that
∥∥b˜(x)∥∥ (√18‖ξ0‖2 + 8D2 + 2C)lSB(x).
Using the fact that (H, lH ) embeds bi-Lipschitzly into (G, l) (Lemma 6.2.5 in [6]), then as in the
proof of Theorem 4.9, one can conclude that b˜ is Lipschitz. 
Lemma 5.6. There exists D′ > 0 such that
∥∥bHNN(x)∥∥ 1
2
√
4C2 + 1 l(g)
r −D′,
for every x ∈ G.
Proof. We start by estimating ‖b˜(x)‖ from below.
∥∥b˜(x)∥∥2  k∑
i=0
∥∥b(hi)+ ηi∥∥2

k∑(
1/2
∥∥b(hi)∥∥2 − ‖ηi‖2)i=0
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(
1/2
k∑
i=0
∥∥b(hi)∥∥2
)
− 4(k + 1)‖ξ0‖2

(
1
4C2
k∑
i=0
lH (hi)
2
)
− (k + 1)(4‖ξ0‖2 +D2),
where the second and final inequality follow from Lemma 5.2. Recalling that bHNN is the direct
sum of b˜ and
√
E + 1bBS where E = 4‖ξ0‖2 +D2, we get that
∥∥bHNN(x)∥∥2 −E + 14C2
k∑
i=0
lH (hi)
2 +
k∑
i=1
|ni |
−E + 1
4C2
(
k∑
i=0
lH (hi)+
k∑
i=1
|ni |
)2
−E + 1
4C2
l(x)2 .
It follows that ‖bHNN(x)‖ 14C l(x) −D′, for some positive real number D′. 
The two lemmas above conclude the proof of Theorem 5.3. 
Acknowledgments
I thank Alain Valette for reading previous versions of the article, for interesting conversations
and for pointing out some open problems related to Hilbert space compression. I thank Paul Igodt
for encouragements during this work. I thank Nansen Petrosyan for interesting conversations.
I thank Stefaan Vaes for strengthening Theorem 5.3 and finally, I thank the referee for useful
remarks and a neatly arranged referee report.
References
[1] G. Arzhantseva, C. Drutu, M. Sapir, Compression functions of uniform embeddings of groups into Hilbert and
Banach spaces, J. Reine Angew. Math. 633 (2009) 213–235.
[2] J. Bourgain, On Lipschitz embedding of finite metric spaces in Hilbert space, Israel J. Math. 52 (1985) 46–52.
[3] X. Chen, M. Dadarlat, E. Guentner, G. Yu, Uniform embeddability and exactness of free products, J. Funct. Anal.
205 (1) (2003) 168–179.
[4] P.A. Cherix, M. Cowling, P. Jolissaint, P. Julg, A. Valette, Groups with the Haagerup Property, Progr. Math., vol. 197,
Birkhäuser, 2001.
[5] M. Dadarlat, E. Guentner, Constructions preserving Hilbert space uniform embeddability of discrete groups, Trans.
Amer. Math. Soc. 355 (8) (2003) 3253–3275.
[6] D. Dreesen, Equivariant and non-equivariant uniform embeddings into products and Hilbert spaces, PhD thesis at
K.U.Leuven campus Kortrijk and Université de Neuchâtel, 2011.
[7] M. Gromov, Geometric Group Theory, vol. 2: Asymptotic Invariants of Infinite Groups, proceedings of the sympo-
sium held at the Sussex University Brighton, July 1991, London Math. Soc. Lecture Note Ser., vol. 182, Cambridge
University Press, Cambridge, 1993, Zbl 0841.20039.
[8] M. Gromov, Problems (4) and (5), in: S. Ferry, A. Ranicki, J. Rosenberg (Eds.), Novikov Conjectures, Index
Theorems and Rigidity, vol. 1, in: London Math. Soc. Lecture Note Ser., vol. 226, Cambridge University Press,
Cambridge, 1995, Zbl 0829.00027.
D. Dreesen / Journal of Functional Analysis 261 (2011) 3585–3611 3611[9] E. Guentner, J. Kaminker, Exactness and uniform embeddability of discrete groups, J. Lond. Math. Soc. 70 (3)
(2004) 703–718.
[10] P. de la Harpe, A. Valette, La propriété (T) de Kazhdan pour les groupes localement compacts (avec un appendice
de Marc Burger), Astérisque, vol. 175, Société Mathématique de France, Paris, 1998.
[11] O. Kharlampovich, A. Myasnikov, Hyperbolic groups and free constructions, Trans. Amer. Math. Soc. 350 (2)
(1998) 571–613.
[12] A. Naor, Y. Peres, Embeddings of discrete groups and the speed of random walks, Int. Math. Res. Not. IMRN
(2008), Art. ID rnn 076.
[13] P. Papasoglu, K. Whyte, Quasi-isometries between groups with infinitely many ends, Comment. Math. Helv. 77 (1)
(2002) 133–144.
[14] J.P. Serre, Arbres, amalgames, SL2, Astérisque, vol. 2, Société Mathématique de France, Paris, 1977.
[15] G. Skandalis, J.L. Tu, G. Yu, Coarse Baum–Connes conjecture and groupoids, Topology 41 (2002) 807–834.
[16] R. Tessera, Asymptotic isoperimetry on groups and uniform embeddings into Banach spaces, Comment. Math.
Helv. 86 (3) (2011) 499–535, doi:10.4171/CMH/232.
[17] G. Yu, The coarse Baum–Connes conjecture for spaces which admit a uniform embedding into Hilbert space, Invent.
Math. 139 (1) (2001) 201–240.
