This paper presents a supervised classification method to accurately detect epileptic brain activity in real-time from electroencephalography (EEG) data. The proposed method has three main strengths: it has low computational cost, making it suitable for real-time implementation in EEG devices; it performs detection separately for each brain rhythm or EEG spectral band, following the current medical practices; and it can be trained with small datasets, which is key in clinical problems where there is limited annotated data available. This is in sharp contrast with modern approaches based on machine learning techniques, which achieve very high sensitivity and specificity but require large training sets with expert annotations that may not be available. The proposed method proceeds by first separating EEG signals into their five brain rhythms by using a wavelet filter bank. Each brain rhythm signal is then mapped to a low-dimensional manifold by using a generalized Gaussian statistical model; this dimensionality reduction step is computationally straightforward and greatly improves supervised classification performance in problems with little training data available. Finally, this is followed by parallel linear classifications on the statistical manifold to detect if the signals exhibit healthy or abnormal brain activity in each spectral band. The good performance of the proposed method is demonstrated with an application to paediatric neurology using 39 EEG recordings from the Children's Hospital Boston database, where it achieves an average sensitivity of 98%, specificity of 88%, and detection latency of 4 s, performing similarly to the best approaches from the literature.
1.

Introduction
Epilepsy is a disease that produces brain activity disorders [1] [2] [3] . Its diagnosis relies strongly on the analysis of electroencephalography (EEG) data, a non-invasive and widely available biomedical modality that allows neurologists to monitor abnormal activity and characterize its nature. In particular, neurologists analyze characteristic waveforms to localize and quantify the epileptogenic zone. These brain activity disorders can lead to epileptic seizures that have a sudden onset, spread quickly, and are very brief.
Epileptic seizure detection methods based on EEG signals stem from the observation that EEG signal descriptors allow discriminating between normal and abnormal brain activity. This practice originated half a century ago with works by Viglione et al. [4] , Liss et al. [5] , Ktonas et al. [6] and Gotman et al. [7] ; and continued with Iasemidis et al. [8, 9] mainly in the medical literature and by using analogue EEG devices. Later, as EEG systems adopted digital signal processing capacity, this stimulated the development of pattern recognition methods to detect and analyse abnormal brain activity automatically. A main practical advantage of EEG technology is that it is very economically accessible. This has significantly contributed to the wide adoption of EEG in developing countries (whereas other more advanced modalities, such as magnetoencephalography (MEG), are expensive and have not been widely adopted as a result).
There are currently a wide range of EEG signal processing methods to detect brain seizures accurately. Most methods use classification techniques from the supervised machine learning literature, such as support vector machines [10] [11] [12] and discriminant analysis [13] , and differ mainly in terms of their feature extraction methods and the features classification approaches. Many methods use time-frequency descriptors, either explicitly (e.g., short-term Fourier or wavelet representations) [14] [15] [16] [17] 11, 18, 19] , empirical mode decomposition [20] [21] [22] , or implicitly by learning neural networks [23] [24] [25] or by using component analysis or common spatial patterns (see for example [26] [27] [28] ). Some also use statistical descriptors such as signal entropy [17, 11, [29] [30] [31] or fractal dimension [32, 33] .
The main approaches from the state of the art are summarised in Table 1 , together with their detection performance on a test dataset. Observe that most modern methods perform remarkably well and achieve true positive rates (TPR) or sensitivities of the order of 95-99%, and true negative rates or specificities of the order of 85-95%, depending on the specific method and dataset considered. This good performance is achieved by using advanced signal processing techniques that are generally very computationally intensive. As a result, state-of-the-art detection methods cannot be incorporated into EEG devices to perform detection in real time. For example, the method [26] uses common spatial patterns that require estimating covariance matrices and performing singular value decompositions at each detection step. This limitation is motivating the development of detection methods that use cloud computing technology to perform detection on a high performance computing server that is accessed remotely (see for example [28] ). This strategy is potentially very interesting in some settings, but it would be difficult to implement in developing countries where many hospitals still have limited Internet access and poor IT infrastructure.
Another limitation of state-of-the-art methods is that they pull information from all spectral bands to improve detection performance [26] . While beneficial in terms of classification accuracy, this can be problematic in many clinical applications where the current practice is to detect seizures independently in each physiological spectral band or brain rhythm (these bands are specified in Section 2). Finally, state-of-the-art methods also rely increasingly on large training datasets, which is a drawback in clinical applications where there is limited annotated data available. Also, many existing methods use feature-based classification techniques, with a significant number of features in order to handle the inherent variability of such features.
This paper seeks to address these limitations of the existing methodology by developing an automatic EEG detection technique that has low computational cost, that performs detection independently in each brain rhythm following current clinical practice, and that can be trained with small datasets, with a detection performance that is similar to that of state-of-the-art algorithms. In contrast with existing methods, the proposed method adopts a model-based classification approach. Model-based classification has been used in various applications [34] [35] [36] . The idea is to capture the statistical properties of the signal using the parameters of a probabilistic model. This approach is interesting compared to featurebased classification, especially when features are numerous or exhibit large variability. It can be viewed as an interesting dimensionality reduction technique facing the curse of dimensionality and leading to low computational cost classification. Despite its interest, this approach has not been widely investigated in EEG signal processing. Precisely, our classification method is driven by a parametric statistical model that captures the statistical properties of the signals and their evolution in time, with the model parameters acting as classification features. This approach is an interesting alternative to the non-parametric features (e.g., signal power spectrum, variance, entropy, etc.) commonly used in the literature because the parametric structure of the model acts as a dimensionality reduction mechanism that regularizes the classification problem and consequently improves the stability and robustness of the classification, and which at the same time significantly reduces the associated computational cost. Despite its advantages, to the best of our knowledge this promising approach has not been investigated for EEG signal classification. Note however that statistical approaches have been successfully applied to other challenging EEG processing problems (see for example [37, 38] ).
The remainder of the paper is structured as follows. Section 2 introduces notation and specifies the detection problem considered. Section 3 presents the proposed method, with its three main steps detailed in Sections 3.1-3.3. Section 4 presents a range of experimental results with EEG recordings from the Children's Hospital Boston database and reports detection performance in terms of sensitivity, specificity, and latency. Advantages and limitations, Conclusions and perspectives for future work are finally reported in Sections 5 and 6 respectively. 2.
Problem statement
Let X 2 R MÂN denote a time-discretized EEG signal recorded by an array composed of M channels over a period of T seconds, and using a sampling period of T/N seconds. Each row of X is associated with one channel of the array and contains all the sampling points corresponding to the EEG signal recorded by that channel, whereas each column is associated with a sampling point and contains the vector signal acquired by the full array at that time instant. Moreover, to analyse the different frequency components of X, we denote by X d , X u , X a , X b , and X g the spectral components related to the d (0-4 Hz), u (4-8 Hz), a (8-16 Hz), b (16-32 Hz), and g (32-64 Hz) frequency bands. As mentioned previously, each of these bands is related to different neurological functions and is therefore associated with specific neurological disorders. This paper considers the problem of detecting epileptic seizure activity in EEG signals in real-time, and identifying the frequency bands where the seizure occurs. Formally, for any time instant n 2 {1, N}, define band-specific binary labels
, and z g (n) that take value 1 to indicate the presence of an epileptic seizure at their spectral band, and 0 to indicate normal activity. Given some expert annotated training data fX corresponding to short EEG recordings of healthy and epileptic seizure activity, we consider the supervised classification problem of estimating the values of
, and z g (n) in real-time as X is acquired by the EEG array. Similarly to [14] , because we are interested in clinical applications where this information is required in real-time, we focus on classifiers that have low computational complexity.
Proposed method
This section presents a new method to detect epileptic seizures in EEG signals and simultaneously identify the frequency bands where the seizure occurs. As mentioned previously, the main strengths of the methodology are that it can be trained with small training datasets, and that it is computationally very efficient and suitable for performing detection in real-time.
The proposed method has a pipeline structure composed of the following three steps: a filter bank that separates X into its X d , X u , X a , X b , and X g spectral components, followed by a statistical dimensionality reduction step that maps these components into a low-dimensional representation where pathological brain activity is easily detected, and finally a classification step based on a thresholding approach. This structure is summarised in the diagram in Fig. 1 .
3.1.
Spectral decomposition by wavelet filter bank
We use a Dauchebies (Db4) wavelet filter bank to separate X into the five spectral components X d , X u , X a , X b , and X g [51] (we use Db4 because it offers the number of vanishing moments that allow representing the signal with sufficient smoothness). Performing wavelet decomposition fits naturally the dyadic structure of the neurological spectral bands, and provides a computationally efficient filtering algorithm that can be implemented straightforwardly on real-time signal processing hardware. Because our data is acquired at a 256 Hz sampling rate, in our experiments we use a wavelet filter through treebased topology, with six scales. The upper five scales match with the spectral bands of interest (the remaining scale related to the 64-128 Hz band has very poor signal-to-noise ratio and is discarded). The output of this stage are 5 sets of wavelet coefficients V d , V u , V a , V b , V g (observe that this approach can be straightforwardly generalized to higher sampling rates by using or discarding any additional bands).
Statistical model of the spectral components
Designing a classifier to detect pathological brain activity directly from the EEG signals (or their wavelet representation) is very challenging due to the high-dimensionality of the data, and because it would require a large training set and a complex classification methodology. To detect abnormal brain activity with limited annotated training data, particularly in the context of classifiers with low computational complexity suitable for realtime implementations, it is necessary to map the EEG data to a meaningful compact representation that highlights the information able to discriminate normal and abnormal activities. A successful representation should also provide the low-dimensional structure and favorable regularity properties that enable a simple classification scheme, such as threshold-based methods.
Here we construct this representation by using a parametric statistical model to summarize the empirical distribution of the wavelet coefficients associated with each spectral band. Precisely, we adopt a sliding window approach and fit a parametric statistical model to the wavelet coefficients associated with the last 2 s of X. Because the signals we consider in our experiments are acquired with M = 23 channel array, the 2-s window corresponds respectively to the last 8192, 4096, 1024, 512 and 256 coefficients of V d , V u , V a , V b , and V g . We model each set of wavelet coefficients with zero-mean generalized Gaussian distribution (GGD) with density given by
where s 2 R þ is a scale parameter, t 2 R þ is a shape parameter that controls the density tail, and G Á ð Þ is the Gamma function (we estimate the values of s and t for each spectral band by maximum likelihood estimation, which we solve straightforwardly by using a Newton-Raphson algorithm [52] ). Therefore, at a given time point n, the P 13 j¼9 2 j ¼ 15872 wavelet coefficients corresponding to the 2-s window are mapped to a 10-dimen-
]. In addition to bringing significant dimensionality reduction, the experiments reported in Section 4 show that this approach maps each neurological spectral band onto a two-dimensional representation where seizures are easily discriminated and can be detected accurately with a linear classifier. From a EEG physics viewpoint, the parameters s(n) and t(n) capture the statistical distribution of the power of the EEG signal array at time n in each spectral band; s(n) measures the average power in each band, and t(n) the deviations of power from these average values [53] .
As mentioned previously, parametric approaches are regularized by their parametric structure and as a result they achieve good performance results with smaller datasets compared to non-parametric approaches. However, nonparametric strategies tend to be superior when a large amount of training data is available because they are more flexible and consequently can better exploit the information provided by the data (whereas parametric models are constrained by their structure and hence suffer from intrinsic estimation bias due to model misspecification). Similarly, over-parameterised strategies, e.g., machine learning techniques based on neural networks, also perform very well in data rich settings.
Finally, it is mentioning that we also considered other statistical models for the wavelet coefficients, namely the logistic, t-location scale, and symmetric a-stable distributions. We found that the generalized Gaussian model provided the best model-fit-to-data (we conducted these comparisons using real data from the Children's Hospital Boston database [54, 14] see results in Appendix A).
Seizure detection by linear discriminant analysis classification
The final stage of the proposed seizure detection pipeline is a classifier that labels the statistical parameters associated with each spectral band as seizure or non-seizure. Precisely, five independent two-parameter classifiers are used in parallel to classify the pairs [
, and [s g (n), t g (n)] generated by the statistical dimensionality reduction step. This allows to simultaneously identify seizure activity and the spectral bands where it occurs. For simplicity we use linear classifiers derived from a linear discriminant analysis. Precisely, we adopt a supervised approach where each classifier is band-specific and has been trained by performing a linear discriminant analysis on expert annotated data. We perform the discriminant analysis on an augmented vector ½s; t; n 2 R 3 , where n = s 2 G(3/t)/G(1/t) is a variance parameter. Including n in the discriminant analysis embeds (s, t) in a non-linear manifold in R 3 where a better linear classification is possible (note that n available for free as a by-product of the Newton-Raphson method that estimates s and t, hence this augmentation does not introduce any additional computational cost). The resulting linear classifiers are specified by three parameters (a, b, c) defining a plane that splits R 3 in two regions related to seizure and non-seizure events, and which essentially operate as a three-dimensional threshold for the triplets s, t, n. Lastly, similarly to the choice of the statistical model, it is possible to consider more advanced classifications schemes. However, such classifiers also involve more parameters and hence are more prone to over-fitting and more computationally expensive.
Experimental results
We now demonstrate the proposed methodology with experiments with real data and comparisons with other approaches from the literature. For the experiments we used data from the Children's Hospital Boston database [54] , previously considered in [14] , which consists of 36 EEG recordings from pediatric subjects with challenging seizures.
(The signals were acquired with a 23-channel array operating at a 256 Hz sampling rate). From this database, we used 13 seizure signals or epochs selected by an experienced neurologist, see Table 4 . These correspond to 13 seizure events from 9 different subjects, and are between 1 and 5 min long (the other data exhibited strong artifacts related to muscle activity and were discarded as a consequence). The neurologist annotated each signal to indicate the beginning and ending of the seizure epochs, which we use as ground truth. Moreover, for each seizure epoch, the neurologist also selected two adjacent nonseizure signal segments of the same length to represent challenging non-pathological brain activity. The resulting dataset consisted therefore of 39 signal segments related to 13 seizures and 26 non-seizure signals, and of variable length in the range of 1-5 min.
To illustrate the capacity of the statistical parameters s and t to discriminate seizure events and non-seizure signals, Fig. 2 shows scatter plots for each spectral band constructed using the signals in the database and the expert annotations (nonseizure signals are represented using blue circles and seizure signals using red crosses). Observe that this representation provides a very good linear discrimination of the seizure and non-seizure groups. In particular, one notices that the scale parameter s is particularly useful for discrimination (see also discrimination tests in Appendix B).
Moreover, to assess the performance of the proposed methodology, we adopted a supervised testing approach and used the 39 signal segments described above to train and test the method. Because the dataset is relatively small we used an exhaustive cross-validation technique based on a leave-one-out approach. Precisely, at each iteration of the cross-validation process we trained the 5 classifiers (each defined by 3 parameters) with data from 13 seizure signals and 26 non-seizure signals, and then assessed classification performance on the remaining 3 signals (these are 1 seizure and 2 nonseizure signals). In each iteration of the cross-validation process the classification performance was assessed by splitting the test signals into sequences of 2 s and classifying each sequence individually; these results were then used to assess classification performance. Precisely, we measure the method's true positive rate (TPR) or sensitivity, false positive rate (FPR), true negative rate (TNR) or specificity, and overall accuracy (ACC), expressed as the percentage of good classification. For each figure of merit we report the mean value and the standard deviation. These results are reported in Table 2 . We also report latency (time delay) between the annotated seizure onset and the detection by the method in Table 3 . We compare classification accuracy and latency with the state-ofthe-art methods [13, 26, 23] , which also report classification performance and latency for the Children's Hospital Boston database. We emphasise again that these state-of-the-art methods are significantly more computationally expensive than the proposed method. For example, [13] uses a thirdorder tensor discriminant analysis, [23] a stack of neural networks combined with a logistic classifier, and [26] computes singular value decompositions of covariance matrices at each detection step. Neither of these methods can be implemented in real-time in a standard EEG system as a consequence.
Observe from Table 2 that, despite the computational simplicity, the proposed method achieves an excellent sensitivity of the order of 97-99% for all spectral bands on the test dataset. This is close to the state-of-the-art performances of 98-100% reported in [13, 26, 23] for this dataset. Moreover, the specificity of the proposed method is approximately 90%. This is slightly bellow the 94% specificity of [13] (the works [26, 23] do not report specificity). However, notice Table 3 -Average latency between seizure onset and detection (in seconds), for the proposed method on each spectral band, and for the state-of-the-art methods [13, 26, 23] . that to achieve this higher specificity, the method [13] pulls together all spectral bands, and as a result it does not discriminate between seizures in different bands. Our method performs classification independently on each band because this is useful in clinical practice, at the expense of a slightly a lower specificity. Furthermore, observe from Table 3 that our method achieves an average latency of approximately 4 s for all spectral bands, outperforming the state-of-the-art methods [13, 23] and close to the fastest available method [26] . We emphasise at this point that all the latency values reported in the literature measure the delay of the detection algorithm offline, without taking into account any overhead related to the methods' computing times. Therefore, the fact that different methods achieve similar latency does not indicate that they have similar computational complexity.
Note that we do not report computing times for these experiments for two reasons. First, because we have conducted these proof-of-concept tests in MATLAB, and processing each 2-s EEG signal window required less than 50 ms. Second, because we do not have access to the implementations of [13, 26, 23] , and therefore the comparisons would not be fair. However, as explained previously, these methods clearly have a significantly higher computational complexity because of the sophisticated mathematical operations involved (e.g., third-order tensor discriminant analysis, singular value decompositions of covariance matrices, stacked neural networks, etc.). A real-time implementation of the proposed method is currently under development.
Finally, we emphase at this point that the sensitivity and specific values reported above are for the specific test dataset [54] , which is limited in many ways. To reliably determine the sensitivity and specificity of the method in a clinical setting it is necessary to conduct a thorough evaluation by using longterm and continuous EEG signals (see for example the protocols adopted in [55] ). A thorough evaluation of the performance of the proposed methods is a main perspective for future work.
Advantages and limitations of the proposed method
Through the use of a statistical model-based classification technique, the proposed method has three main advantages. First, it requires only estimating and classifying two scalar parameters allowing it to be implemented in dedicated real time hardware. Second, it can be trained using a reasonably small dataset due precisely to the fact that it used only two classification parameters. This contrasts with methods using a number of features that would require large training datasets. Third, it allows seizure detection simultaneously in the different brain rhythms, complying with current medical practices.
Nevertheless, the proposed method has three main limitations. First, due to the very high dynamics of epileptic signals, defining the sliding time-window and the overlap of epochs is difficult. Second, it needs defining regularization parameters for the training stage in order to take into consideration random peaks, noise and artefacts that might lead to false positives. Third, seizures have variable and dynamic offsets corresponding to the complex nature of different epilepsy types. As an example, when brain waves slow down, change from seizure to non-seizure is difficult to track and can generate classification errors.
Conclusions
This paper presented a new classification method to detect epileptic brain activity in EEG signals, with a focus on applications involving real-time constraints and small training datasets. An additional advantage of the method is that detection is performed independently for each brain rhythm, following the current medical practices. Detection is achieved by first separating the EEG signals into the five brain rhythms by using a wavelet decomposition, and then using a generalized Gaussian statistical model to map signals onto a lowdimensional representation where classification can be performed efficiently by linear discriminant analysis. Experiments with 39 signals from 9 patients of the Children's Hospital Boston database and comparisons with other approaches from the literature indicate that the method achieves a very good sensitivity and a good specificity. Future work will focus on a thorough evaluation of the proposed method in a pre-clinical setting, by using long-term and continuous EEG signals and the protocols presented in [55] .
Another important perspective consists in studying spatial EEG source location information to characterize the spatiotemporal patterns of epileptic activity. A real-time implementation of the proposed method on an EEG monitoring system is currently under development.
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Appendix A. Goodness-of-fit measures for the statistical models of the EEG wavelet coefficients
We assessed the goodness-of-fit of the generalized Gaussian model for the EEG wavelet coefficients V d , V u , V a , V b , V g by computing the Kolmogorov-Smirnov (KS) score [59] and the Cramer-von-Mises (CvM) score [60] . For comparison, we also computed the goodness-of-fit score for the following other two-parameter statistical models that are also commonly used to model wavelet coefficients: logistic, t-location scale, and alpha-stable distributions. Moreover, we computed the scores for each spectral band and by separating the data into seizure and non-seizure groups. The resulting scores are summarized in Tables 5 and 6 , which report respectively the mean and the standard deviation of the KS and the CvM scores. Observe that the generalized Gaussian distribution clearly provides the best model-fit-to-data.
Appendix B. Model based characterization
In order to use the parameters s and t as features to classify seizure and non-seizure EEG segments, we first propose to assess 
The variances of the distributions (2)- (5) 
The statistics of the T-test associated with (6) and (7) 
which is distributed according to a Student's t-distribution with n degrees of freedom, n ¼ 
The hypothesis H ðs j Þ 0 is rejected if jT ðs j Þ n j > T t . In this study, we chose a probability of false alarm t = 0.05. To assess the statis- for each brain rhythm j. A bi-variate T-test has also been designed for the pair (s j , t j ). Its results were not significant, therefore it is not reported here. In addition, to further support the statistical significance given by the pvalue, we calculated the Bayes factor indicator following the method proposed by [61] . This method establishes a correspondence between frequentist significance tests, such as the ones designed here, with Bayesian tests. As a result is allows one to equate the size of the classical hypothesis tests with evidence thresholds in Bayesian tests. Following this work (and assuming equal variances), we calculated the Bayes factor (BF) that provides the same evidence as the p-values given by our tests The total amount of EEG were n 1 = 26 non-seizure segments and n 2 = 13 seizure segments. Table 8 shows the T-scores, and their associated p-values and Bayes factors. The corresponding thresholds are shown. We observe that the t-scores (T sÁ n ) are all greater that the threshold (T t ). The corresponding pvalues ( p) are all lower than 0.01. The equivalent Bayes factors (BF) are also all greater than the threshold (BF t ). The H s 0 hypothesis is therefore rejected for all brain rhythms, with highly statistical significance according to the decision rules presented in Table 7 . The scale parameter s is a good marker to distinguish seizure and non-seizure EEG segments. Contrarily, t-scores for t are lower that the threshold, except for the Delta rhythm. The associated p-values are higher than 0.1. The Bayes factors are lower than the thresholds. Consequently, H t 0 hypothesis is accepted implying that t cannot discriminate seizure and non-seizure EEG segments. Based on these results, it becomes credible to classify EEG segments into two classes seizure and non-seizure based on the scale parameter of the GGD associated to their wavelet coefficients in each brain rhythm.
r e f e r e n c e s Table 8 -Results of the t-tests to assess the ability of s and t to discriminate separately seizure and non-seizure EEG segments. The H s 0 hypothesis is rejected for all rhythms, with highly statistical significant ( p < 0.01). These scores are supported by very high Bayes factors. Contrarily, H t 0 is accepted for all rhythms, except Delta. The associated p-values are largely greater than 0.1 with Bayes factors lower than the evidence threshold. We conclude that the scale parameter s is a marker to discriminate seizure and non-seizure with a high statistical significance. The shape parameter t is not a marker to discriminate seizures and non-seizures. 
