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Abstract
In this paper we fill a gap in previous works by proving the conjec-
tured formula for the classical entanglement-assisted capacity of quantum
channel with additive constraint (such as Bosonic Gaussian channel). The
main tools are the coding theorem for classical-quantum constrained chan-
nels and a finite dimensional approximation of the input density operators
for entanglement-assisted capacity. We also give sufficient conditions un-
der which suprema in the capacity formulas are achieved.
The formula for the entanglement-assisted capacity of a noisy quantum chan-
nel, expressing it as the maximum of mutual information over input states, was
obtained in [2], [3] for channels in finite dimensional Hilbert space. Alternative
proof was given in [4]. In [3], [5] the appropriately modified formula was also
applied to quantum Gaussian channels which are the most important example
of constrained channels in infinite dimensions. In this paper we fill the gap in
previous works by proving the conjectured formula (30). The main tools are the
coding theorem for classical-quantum constrained channels and a finite dimen-
sional approximation of the input density operators for entanglement-assisted
capacity. We also give sufficient conditions under which suprema in the capacity
formulas are achieved.
1. We first consider the case of classical-quantum (c-q) channel with infinite
alphabet X = {x}. For every x let Sx be a density operator in a Hilbert space
H (in general, infinite dimensional) with finite von Neumann entropy H(Sx).
The c-q channel is given by the mapping x→ Sx.
Let f(x) be a nonnegative nonconstant function defined on the input alpha-
bet. Passing to block coding, we put the additive constraint onto the input
words w = (x1, ..., xn) by asking
f(x1) + . . .+ f(xn) ≤ nE, (1)
where E is a positive constant. The classical capacity of such channels was
defined and computed in [6] under a condition of uniform boundedness of the
∗Work partially supported by INTAS grant 00-738.
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entropies H(Sx). This condition is not suitable for our purpose here, and by
using almost the same argument we can prove
Proposition 1. Denote by P the class of finite input distributions π = {πx}
on X satisfying ∑
x
πxf(x) ≤ E. (2)
We assume P is nonempty and impose the following condition onto the channel:
sup
π∈P
H
(∑
x
πxSx
)
<∞. (3)
The classical capacity of the channel x → Sx under the constraint (1) is finite
and given by
C = sup
π∈P
[
H
(∑
x
πxSx
)
−
∑
x
πxH (Sx)
]
. (4)
Let the input alphabet X be a locally compact subset of a separable metric
space (e. g. a closed finite dimensional manifold, or a discrete countable set,
in which case the integrals below should be understood as sums). Consider the
channel given by weakly continuous mapping x→ Sx from the input alphabet X
to the set of density operators in H (the weak continuity means continuity of all
matrix elements 〈ψ|Sx |φ〉;ψ, φ ∈ H). Note that according to [10] weak conver-
gence in the set of density operators is equivalent to the trace norm convergence.
For arbitrary Borel measure π on X we define
S¯π =
∫
X
Sxπ(dx). (5)
Because of the continuity of the function Sx the integral is well defined and
represents a density operator in H. Assuming that H(S¯π) <∞, we have
H(S¯π)−
∫
X
H(Sx)π(dx) =
∫
X
H(Sx; S¯π)π(dx) ≥ 0, (6)
where the functions H(Sx), H(Sx; S¯π) (H(·; ·) denotes the quantum relative en-
tropy) are nonnegative and lower semicontinuous [8], and hence the integrals
are well defined. We assume that the function f is Borel and consider the set
PB of Borel probability measures π on X satisfying∫
X
f(x)π(dx) ≤ E. (7)
Proposition 2. Let the function f be lower semicontinuous and tend to
infinity at infinity and let there exist a selfadjoint operator F satisfying
Tr exp (−βF ) <∞ for all β > 0, (8)
2
such that
f(x) ≥ TrSxF, x ∈ X . (9)
Then C is finite and
C = max
π∈PB
[
H(S¯π)−
∫
X
H(Sx)π(dx)
]
. (10)
Proof. The condition (8) implies that the spectrum of F is bounded from
below; for simplicity we assume that F ≥ 0 but the general case can be reduced
to that one. Then the right hand side of (9) is defined as in (13) below. Denoting
Sβ = [Tr exp (−βF )]−1 exp (−βF ) ,
we have
βTrS¯πF −H(S¯π) = H(S¯π;Sβ)− log Tr exp (−βF ) , (11)
whence, by using (9),
H(S¯π) ≤ βTrS¯πF + logTr exp (−βF ) ≤ βE + logTr exp (−βF ) ,
hence the condition (3) is fulfilled, C is finite and equal to (4). Under the
assumptions that the mapping x → Sx is weakly continuous, the function f is
lower semicontinuous and the condition (3) holds, it follows from Proposition 2
of [6] that
C = sup
π∈PB
[
H(S¯π)−
∫
X
H(Sx)π(dx)
]
, (12)
and we wish to prove that the supremum is attained.
In the set of all Borel probability measures on X we consider the topology
of weak convergence: the sequence π(l)(dx) weakly converges to π(dx) if∫
X
g(x)π(l)(dx)→
∫
X
g(x)π(dx)
for all bounded continuous functions g on X . Then one can show that the set PB
is compact, by using the general criterion [1]: a subset P ′ of Borel probability
measures on X is weakly relatively compact iff for any ε > 0 there is a compact
K ⊂ X such that π(X \K) ≤ ε for all π ∈ P ′. Then π(X \K) ≤ E/ infx∈X\K f(x)
for π ∈ PB, which can be made arbitrarily small.
The map π → S¯π is continuous in the weak operator topology, and hence, in
the trace norm topology. By using this fact we can prove that the function in the
squared brackets of (12) is upper semicontinuous and hence attains its maximum
on PB. Consider the first term in the formula (6). The quantum entropy is
lower semicontinuous, hence the function π → H(S¯π) is lower semicontinuous.
Let us show that it is upper semicontinuous and hence continuous on the set
PB. By (11), (9) we have
H(S¯π) ≥ lim sup
n→∞
H(S¯πn)− β lim sup
n→∞
TrS¯πnF ≥ lim sup
n→∞
H(S¯πn)− βE,
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for arbitrary sequence {πn} ∈ PB weakly converging to π. Letting β → 0, we
get the upper semicontinuity.
The second term in (6) is upper semicontinuous as the greatest lower bound
of continuous functions π → − ∫ g(x)π(dx), where g varies over bounded con-
tinuous functions satisfying 0 ≤ g(x) ≤ H(Sx), x ∈ X . Hence (6) is upper
semicontinuous and the statement follows. QED
2. Now let Φ be a (quantum-quantum) channel in a Hilbert space H, i. e. a
trace-preserving completely positive map on trace-class operators inH. We wish
to define the capacity of this channel under additive constraint at the input of
the channel. Let F be positive selfadjoint nonconstant (i. e. not a multiple of the
identity), in general unbounded operator inH, representing observable the mean
value of which is to be constrained (e. g. energy of the system). For arbitrary
density operator S with the spectral decomposition S =
∑∞
j=1 λj |ej〉〈ej | we
define
TrSF :=
∞∑
j=1
λj ||
√
Fej ||2 ≤ +∞, (13)
assuming ||√Fej || = +∞ if ej is not in the domain of
√
F . We impose the
analog of the condition (3):
sup
S:TrSF≤E
H(Φ[S]) <∞, (14)
where E is a positive constant.
For the channel Φ⊗n in H⊗n the corresponding observable is
F (n) = F ⊗ · · · ⊗ I + · · ·+ I ⊗ · · · ⊗ F.
We want the input states S(n) of the channel Φ⊗n satisfy the additive constraint
TrS(n)F (n) ≤ nE. (15)
Note that (14) implies similar property of the channel Φ⊗n :
sup
S(n):TrS(n)F (n)≤nE
H(Φ⊗n[S(n)]) <∞. (16)
Indeed, by subadditivity of quantum entropy with respect to tensor products,
H(Φ⊗n[S(n)]) ≤
n∑
k=1
H(Φ[S
(n)
k ]),
where S
(n)
k is the k-th partial state of S
(n). Also by concavity of the entropy
n∑
k=1
H(Φ[S
(n)
k ]) ≤ nH(Φ[S¯(n)]),
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where S¯(n) = 1
n
∑n
k=1 S
(n)
k . The inequality (15) can be rewritten as
1
n
n∑
k=1
TrS
(n)
k F = TrS¯
(n)F ≤ E,
which implies that
sup
S(n):TrS(n)F (n)≤nE
H(Φ⊗n[S(n)]) ≤ n sup
S:TrSF≤E
H(Φ[S]).
Definition. We call by code (Σ(n),M (n)) of length n and of size N the col-
lection Σ(n) = {S(n)w ;w = 1, . . . , N} of states satisfying (15 ), with an observable
M (n) = {M (n)j ; j = 0, 1, . . . , N} in H⊗n. The error probability for the code is
Pe(Σ
(n),M (n)) = max
w=1,...,N
{
1− TrΦ⊗n[S(n)w ]M (n)w
}
,
and the minimal error probability over all codes of the length n and the size N
is denoted pe(n,N). The classical capacity C(Φ) is the least upper bound of
the rates R for which lim infn→∞ pe(n, 2
nR) = 0.
Let us denote by S(n) the set of states in H⊗n satisfying (15), and by P(n)
the collection of couples
(
π(n),Σ(n)
)
, where π
(n)
w are probabilities for the states
S
(n)
w , satisfying
N∑
w=1
π(n)w TrS
(n)
w F
(n) ≤ nE. (17)
If a probability distribution π(n) = {π(n)w } on the input codewords S(n)w is
given, then using the transition probability p(j|w) = TrΦ⊗n[S(n)w ]M (n)j we can
find the joint distribution of input and output, compute the Shannon informa-
tion In(π(n),Σ(n),M (n)), and define the quantity
C¯(n)(Φ) = sup
(π(n),Σ(n))∈ P(n)
[
H
(∑
w
π(n)w Φ
⊗n[S(n)w ]
)
−
∑
w
π(n)w H
(
Φ⊗n[S(n)w ]
)]
.
If Σ(n) ⊂ S(n), then (π(n),Σ(n)) ∈ P(n), and
In(π(n),Σ(n),M (n)) ≤ C¯(n)(Φ), (18)
by the quantum entropy bound [6].
Proposition 3. Let the channel Φ satisfy the condition (14). Then the
classical capacity of this channel under the constraint (15) is finite and equals
to
C(Φ) = lim
n→∞
1
n
sup
π(n),Σ(n)⊂S(n),M(n)
In
(
π(n),Σ(n),M (n)
)
(19)
= lim
n→∞
1
n
C¯(n)(Φ). (20)
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Proof. Relation (19) follows from the classical coding theorem. Inequality
≤ in (20) follows then from (18). Let us show that
C(Φ) ≥ lim
n→∞
1
n
C¯(n)(Φ) ≡ C¯(Φ). (21)
Take R < C¯(Φ), then we can choose n0, probability distribution π
(n0) =
{π(n0)w } and collection of states Σ(n0) = {S(n0)w } inH⊗n0 such that (π(n0),Σ(n0)) ∈
P(n0) and
n0R < H
(∑
w
π(n0)w Φ
⊗n0 [S(n0)w ]
)
−
∑
w
π(n0)w H
(
Φ⊗n0 [S(n0)w ]
)
. (22)
Consider the c-q channel Φ˜ in H⊗n0 given by the formula
Φ˜[S] =
∑
w
Φ⊗n0 [Sw] 〈ew|Sew〉,
and define the constraint function for this channel as f(w) = TrS
(n0)
w F (n0). The
condition (16) implies
sup
π
H
(∑
w
πwΦ
⊗n0 [Sw]
)
<∞,
where the supremum is over the probability distributions π, satisfying∑
w
πwf(w) ≤ n0E. (23)
that is, the condition (3). By the Proposition 1, the capacity of Φ˜ is
C(Φ˜) = sup
π
{
H
(∑
w
πwΦ
⊗n0 [S(n0)w ]
)
−
∑
w
πwH(Φ
⊗n0 [S(n0)w ])
}
,
where the states are fixed and the supremum is over the probability distributions
π, satisfying (23). By (22) this is greater than n0R. Denoting p˜e(n,N) the
minimal error probability for Φ˜, we have
pe(nn0, 2
(nn0)R) ≤ p˜e(n, 2n(n0R)), (24)
since every code of size N for Φ˜ is also code of the same size for Φ. Indeed, if
w˜ = (w1, . . . , wn) is a codeword for Φ˜, it satisfies the constraint f(w1) + · · · +
f(wn) ≤ nn0E. Defining the state S(nn0)w˜ = S(n0)w1 ⊗ · · · ⊗ S(n0)wn , we see that this
is equivalent to TrS
(nn0)
w˜ F
(nn0) ≤ nn0E, that is to the constraint (15) for the
q-q channel Φ⊗nn0 . Thus having chosen R < C¯(Φ), we can make the right and
hence the left hand side of (24) tend to zero as n→∞. This proves (21). QED
These estimates rise questions, to which there is no answer at present.
One may ask whether the additivity C¯(n)(Φ) = nC¯(1)(Φ) holds, in which case
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C(Φ) = C¯(1)(Φ). This question looks even harder than the still unsettled addi-
tivity problem in the case of unconstrained inputs (see [7] for comments on this
problem). The quantity
C¯(1)(Φ) = sup∑
i
πiTrSiF≤E
[
H
(∑
i
πiΦ[Si]
)
−
∑
i
πiH (Φ[Si])
]
(25)
looks tractable, although even for the simplest quantum Gaussian channel (39)
there is only a natural conjecture about its value and the solution of the maxi-
mization problem (see Subsection 12.6.1 of [5]).
3. Let us now turn to the entanglement-assisted capacity. Consider the
following protocol of the classical information transmission through the channel
Φ. Systems A and B share an entangled (pure) state SAB. We assume that the
amount of entanglement is unlimited but finite i. e. H(SA) = H(SB) < ∞. A
does some encoding i→ Ei depending on a classical signal i with probabilities πi
and sends its part of this shared state through the channel Φ to B. Thus B gets
the states (Φ⊗IdB) [Si] , where Si = (Ei⊗IdB) [SAB] with probabilities πi and B
is trying to extract the maximum classical information by doing measurements
on these states. Now to enable block coding, all this picture should be applied to
the channel Φ⊗n. Then the signal states S
(n)
w transmitted through the channel
Φ⊗n ⊗ Id⊗nB have the special form
S(n)w = (E(n)w ⊗ Id⊗nB )
[
S
(n)
AB
]
, (26)
where S
(n)
AB is the pure entangled state for n copies of the system AB, satisfying
the condition H(S
(n)
B ) <∞, and w → E(n)w are the encodings for n copies of the
system A. We impose the constraint (15) onto the input states of the channel
Φ⊗n, which is equivalent to similar constraint for the channel Φ⊗n ⊗ Id⊗nB with
the constraint operators F
(n)
AB = F
(n) ⊗ I⊗nB . We denote by P(n)AB the collection
of couples (π(n),Σ(n)), where π(n) = {π(n)w } is the probability distribution and
Σ(n) = {S(n)w } is the collection of states of the form (26) satisfying the constraint
(17) with the operators F
(n)
AB . The classical capacity of this protocol will be
called entanglement-assisted classical capacity Cea(Φ) of the channel Φ under
the constraint (15).
Let S be a density operator such that both H(S) and H(Φ(S)) are finite,
then the quantum mutual information is
I(S,Φ) = H(S) +H(Φ(S))−H(S; Φ) (27)
where H(S; Φ) is the entropy exchange (see e. g. [5]). If the constraint operator
F satisfies (8), then H(S) is finite for all S satisfying TrSF ≤ E. Indeed, we
have
βTrSF −H(S) = H(S;Sβ)− logTr exp (−βF ) , (28)
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hence
H(S) ≤ βE + logTr exp (−βF ) . (29)
Proposition 4. Let Φ be a channel satisfying the condition (14) with the
operator F satisfying (8), then its entanglement-assisted classical capacity under
the constraint (15) is finite and equals to
Cea(Φ) = sup
S:TrSF≤E
I (S,Φ) . (30)
Proof. By a modification of the proof of Proposition 2, we have
Cea(Φ) = lim
n→∞
1
n
C(n)ea (Φ), (31)
where
C(n)ea (Φ) = sup
(π(n),Σ(n))∈ P(n)AB
[
H
(
N∑
w=1
π(n)w
(
Φ⊗n ⊗ Id⊗nB
)
[S(n)w ]
)
−
N∑
w=1
π(n)w H
((
Φ⊗n ⊗ Id⊗nB
)
[S(n)w ]
)]
. (32)
Note that all terms in squared brackets are finite because of the assumed finite-
ness of the entropy H(S
(n)
B ) and (14).
We first prove the inequality≤ in (30). By using (31), (32) and the inequality
(17) from [4] we obtain
Cea(Φ) ≤ lim
n→∞
1
n
sup
(π(n),Σ(n))∈P
(n)
AB
I
(
N∑
w=1
π(n)w TrBnS
(n)
w ,Φ
⊗n
)
.
The right hand side is less than or equal to
sup
S(n):TrS(n)F (n)≤nE
I
(
S(n),Φ⊗n
)
≡ I¯n(Φ).
But the sequence I¯n(Φ) is additive; it is sufficient to prove only
I¯n(Φ) ≤ nI¯1(Φ). (33)
Indeed, by subadditivity of quantum mutual information,
I
(
S(n),Φ⊗n
)
≤
n∑
j=1
I
(
S
(n)
j ,Φ
)
,
where S
(n)
j are the partial states, and by concavity,
n∑
j=1
I
(
S
(n)
j ,Φ
)
≤ n
n∑
j=1
I

 1
n
n∑
j=1
S
(n)
j ,Φ

 .
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But TrS(n)F (n) ≤ nE is equivalent to Tr
(
1
n
∑n
j=1 S
(n)
j
)
F ≤ E, hence (33)
follows. Thus
Cea(Φ) ≤ sup
S:TrSF≤E
I (S,Φ) . (34)
The proof of the converse inequality is based on the expression (32) and the
specific encoding protocol from [3], [4].
Since F is nonconstant operator, the image of the convex set of all density
operators under the map S → TrSF is an interval. Assume first that E is
not the minimal eigenvalue of F. Then there exist a real number E′ and a
density operator S in HA such that TrSF ≤ E′ < E. Let S =
∑∞
j=1 λj |ej〉〈ej |
be its spectral decomposition, and define Sd =
∑d
j=1 λ˜j |ej〉〈ej |, where λ˜j =(∑d
k=1 λk
)−1
λj . Then ‖S − Sd‖1 → 0 as d→∞, where ‖·‖1 is the trace norm.
Denote f(j) = ||√Fej||2, then
TrSdF =
d∑
j=1
λ˜jf(j) = E
′ + εd,
where εd → 0 as d → ∞. Now consider the density operator S⊗nd , denote by
Pn,δ its strongly typical projector [4] and let dn,δ = dimP
n,δ, S¯n,δd =
Pn,δ
dn,δ
. Due
to the strong typicality, we have similarly to the estimate at the bottom of p.
4329 in [4] ∣∣∣Tr(S¯n,δd − S⊗nd )F (n)∣∣∣ ≤ nδmax {f(j); j = 1, . . . , d} ,
whence
TrS¯n,δd F
(n) ≤ TrS⊗nd F (n) + nδmax {f(j); j = 1, . . . , d}
= n (E′ + εd + δmax {f(j); j = 1, . . . , d}) .
For every d large enough one can find δ0 such that the right hand side
is ≤ nE for δ ≤ δ0. Then using the expression (32) and the aforementioned
encoding protocol, we can prove similarly to [3] or to (7) in [4]:
C(n)ea (Φ) ≥ I
(
S¯n,δd ,Φ
⊗n
)
.
Indeed, take the classical signal to be transmitted as w = (α, β); α, β =
1, . . . , dn,δ with equal probabilities πw = 1/d
2
n,δ, the maximally entangled state
SAB = |ψAB〉〈ψAB | and the unitary encodings EwA [S] = WαβSW ∗αβ (see the
proof of Theorem in [4]). Such an encoding satisfies the input constraint be-
cause ∑
w
πwEwA [SAB] = S¯n,δd ⊗ S¯n,δd .
Thus for this protocol the condition
(
π(n),Σ(n)
) ∈ P(n)AB in (32) is equivalent to
TrS¯n,δd F
(n) ≤ nE.
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Passing to the limit n → ∞, δ → 0, and using the approximation argument
from [4] we obtain
Cea(Φ) = lim
n→∞
1
n
C(n)ea (Φ) ≥ I (Sd,Φ) ,
where TrSdF = E
′ + εd ≤ E. Finally, we pass to the limit d → ∞ and show
that
lim inf
d→∞
I (Sd,Φ) ≥ I (S,Φ) . (35)
To see it, we represent the mutual information as quantum relative entropy
I (S,Φ) = H ((Φ⊗ IdR) [|ψ〉〈ψ|] ; Φ [S]⊗ S) , (36)
where |ψ〉〈ψ| is a purification for S, R is a purifying system, and similarly for
I(Sd,Φ). If |ψ〉 =
∑∞
j=1
√
λj |ej〉 ⊗ |ej〉, then
|ψd〉 =
d∑
j=1
√
λ˜j |ej〉 ⊗ |ej〉
is a purification for Sd. We have ‖|ψ〉 − |ψd〉‖ → 0, and hence
‖|ψ〉〈ψ| − |ψd〉〈ψd|‖1 → 0 as d→∞,
therefore (35) follows from the lower semicontinuity of the relative entropy [8].
Thus we obtain
Cea(Φ) ≥ I (S,Φ) ,
where S is an arbitrary density operator with TrSF < E. This is easily extended
to operators with TrSF = E by approximating them with the operators Sǫ =
(1− ǫ)S + ǫ|e〉〈e|, where e is chosen such that 〈e|F |e〉 < E.
In case E is the minimal eigenvalue of F, the condition TrSF ≤ E amounts
to the fact that the support of S is contained in the spectral projection of F
corresponding to this minimal eigenvalue. The condition (8) implies that the
eigenvalues of F have finite multiplicity. Thus the support of S is fixed finite
dimensional subspace and we can take Sd = S. Then we can repeat the above
argument with the equality TrSF = E holding at each step. To sum up, we
have established
Cea(Φ) ≥ sup
S:TrSF≤E
I (S,Φ) ,
and thus the equality in (30). QED
Now we investigate the question when the supremum in the right hand side
of (30) is achieved.
Lemma. Let the spectrum of operator F consist of eigenvalues fn of finite
multiplicity and limn→∞ fn = +∞, then the set SE := {S : TrSF ≤ E} is
compact.
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Proof. Without loss of generality we assume that fn is monotonously in-
creasing and denote by Pn the finite dimensional projection onto the eigenspace
corresponding to the first n eigenvalues, then Pn ↑ I. By a general criterion, a
weakly closed subset S′ of density operators is weakly compact if and only if for
every ε > 0 there is a finite dimensional projection P such that TrS(I −P ) ≤ ε
for all S ∈ S′, see §III.9 of [9]. But according to [10], the weak conver-
gence of density operators is equivalent to their trace norm convergence. Since
fn+1(I − Pn) ≤ F, we have TrS(I − Pn) ≤ f−1n+1TrSF ≤ f−1n+1E for S ∈ SE ,
whence the lemma follows. QED
Notice that condition (8) implies that F satisfies the condition of the lemma.
Proposition 5. Let the constraint operator F satisfy the condition (8),
and let there exist a selfadjoint operator F˜ satisfying (8) such that Φ∗
[
F˜
]
≤ F,
where Φ∗ is the dual channel. Then
Cea(Φ) = max
S:TrSF≤E
I (S,Φ) . (37)
Proof. We shall treat separately each term in the formula (27). Notice that
quantum entropy is lower semicontinuous. Since the entropy exchange can be
represented as H(S; Φ) = H(ΦE [S]), where ΦE is a channel from the system
space HA to the environment space HE , it is also lower semicontinuous and thus
the last term in (27) is upper semicontinuous. Concerning the first term, it is
upper semicontinuous and hence continuous on the set SE = {S : TrSF ≤ E}
if the constraint operator F satisfies (8). The proof goes as follows: we have
βTrSnF −H(Sn) = H(Sn;Sβ)− logTr exp (−βF ) , (38)
and similarly for S instead of Sn. By using lower semicontinuity of the relative
entropy, we obtain
H(S) ≥ lim sup
n→∞
H(Sn)− β lim sup
n→∞
TrSnF.
For Sn ∈ SE the last term is ≥ −βE, which can be made arbitrarily small.
We can apply similar argument to the second term in (27) under the as-
sumption that there exists a selfadjoint operator F˜ satisfying ( 8) and such that
Φ∗
[
F˜
]
≤ F ; the relation (38) is then replaced with
βTrSnF −H(Φ [Sn]) ≥ H(Φ [Sn] ; S˜β)− logTr exp
(
−βF˜
)
,
where S˜β =
[
Tr exp
(
−βF˜
)]−1
exp
(
−βF˜
)
, and the proof goes in a similar
way. Moreover, this assumption implies also that the condition (14) and hence
(30) holds. Indeed, denoting Φ[S] = S′ and using (29) we have
sup
S:TrSF≤E
H(Φ[S]) ≤ sup
S′:TrS′F˜≤E
H(S′) ≤ βE + logTr exp
(
−βF˜
)
.
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QED
This set of conditions ensuring that the supremum in (30) is achieved, is
fulfilled for example in the case where Φ is a Bosonic Gaussian channel and F
is positive quadratic polynomial in canonical variables, e. g. energy operator
[5]. The simplest Gaussian channel ”quantum signal plus classical noise” is
described in the Heisenberg picture by the equation:
a→ a+ ξ, (39)
where a is the annihilation operator of the mode, and ξ is the classical complex
Gaussian random variable with zero mean and the variance N (the mean photon
number in the noise). The constraint is TrSa†a ≤ E, where S is the density op-
erator of the signal a. The gain of entanglement assistanceG = Cea (Φ) /C
(1) (Φ)
was computed in [3], [5]. In particular, when the signal mean photon number
E tends to zero while N > 0,
C(1) (Φ) ∼ E log
(
N + 1
N
)
, Cea (Φ) ∼ −E logE/(N + 1),
and G tends to infinity as − logE.
In this paper we were interested in the situation where all the entropy terms
entering the expressions for the capacities are finite, which was ensured by the
conditions (14), (8). Taking this as an approximation, one can obtain in the
general case expressions involving only relative entropy and thus unambiguously
defined with values in the range [0,+∞]. For unassisted capacities cf. [6], [11];
Cea(Φ) will be given by (30), where I (S,Φ) is defined as in (36).
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