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Abstract
In a 1995 paper, Hof, Knill and Simon obtain a sufficient combinatorial criterion on the
hull Ω of the potential of a discrete Schro¨dinger operator which guarantees purely singular
continuous spectrum on a generic subset of Ω. In part, this condition requires the existence
of infinitely many palindromic factors. In this same paper, they introduce the class P of
morphisms f : A∗ → B∗ of the form a 7→ pqa and ask whether every palindromic subshift
generated by a primitive substitution arises from morphisms of class P or by morphisms of
the form a 7→ qap where again p and qa are palindromes. In this paper we give a partial
affirmative answer to the question of Hof, Knill and Simon: we show that every rich primitive
substitutive subshift is generated by at most two morphisms each of which is conjugate to
a morphism of class P. More precisely, we show that every rich (or almost rich in the sense
of finite defect) primitive morphic word y ∈ Bω is of the form y = f(x) where f : A∗ → B∗
is conjugate to a morphism of class P, and where x is a rich word fixed by a primitive
substitution g : A∗ → A∗ conjugate to one in class P.
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1. Introduction
Let A be a finite non-empty set. Associated to each uniformly recurrent word w ∈ Aω,
is the subshift Ω = Ω(w) of all two-sided infinite words having the same factors as w. In
many interesting cases (including when w is a Sturmian word, or generated by a primitive
substitution), Ω(w) is a 1-dimensional quasicrystal modeled by a family of aperiodic words
which are locally indistinguishable. To each x ∈ Ω, one associates a discrete one-dimensional
Schro¨dinger operator Hx which acts in the Hilbert space H = ℓ
2(Z). If φ ∈ H, then Hxφ is
given by
(Hxφ)(n) = φ(n+ 1) + φ(n− 1) + f(xn)φ(n),
where the potential f : A→ R is any injective mapping. In case f is bounded, Hx becomes a
bounded self-adjoint operator. Given an initial state φ ∈ H, the Schro¨dinger time evolution
is given by φ(t) = exp(−itHx)φ, where exp(−itHx) is given by the spectral theorem. An
important question in connection with the conductivity of the given structure is whether
φ(t) spreads out in space, and if so, how fast. In this context, it is natural to consider the
spectral measure µφ associated with φ defined by
〈φ, (Hx − z)
−1φ〉 =
∫
R
dµφ(x)
x− z
for every z with Im z > 0.
Roughly speaking, the more continuous µφ, the faster the spreading of φ(t); compare, for
example, [BGT, Gu, Las].
In physical terms, the spectral properties of Hx determine the ”conductivity properties”
of the given structure. Roughly, if the spectrum is absolutely continuous, then the structure
behaves like a conductor, while in the case of pure point spectrum, it behaves like an insu-
lator. An intermediate spectral type, known as singular continuous spectrum, is expected to
give rise to intermediate transport properties. For periodic structures, singular continuous
spectra does not occur. However, for one-dimensional quasicrystals, this spectral type is
experimentally seen to be rather common. In[HKS], Hof, Knill and Simon give a sufficient
combinatorial criterion for purely singular continuous spectrum in terms of a strong palin-
dromicity property of the underlying word. More precisely, a word x ∈ AZ is said to be
strongly palindromic if there exist B > 0 and a sequence (ui)i≥1 of palindromic factors of
x centered at mi −→ +∞ such that e
Bmi/|ui| −→ 0. They then show that if x ∈ A
Z is
aperiodic and palindromic, meaning that x contains infinitely many distinct palindromes,
then its subshift contains uncountably many strongly palindromic words (see Proposition
2.1 in [HKS]). It follows from a result of Jitomirskaya and Simon in [JS] that if x is strongly
palindromic, then the spectrum of Hx is empty. They then deduce that if Ω is uniquely
ergodic and generated by an aperiodic palindromic word w, then the operator Hx has purely
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singular continuous spectrum for uncountably many x ∈ Ω. In this same paper they intro-
duce the class P of (non-erasing) morphisms f : A∗ → B∗ of the form a 7→ pqa where p, qa
are each palindromes. Morphisms in this class are said to be of class P. Actually in [HKS]
they consider only primitive substitutions in P. As was observed in [HKS], substitutions
in P generate palindromic subshifts. They also point out that substitutions of the form
a 7→ qap with p and qa palindromes also generate palindromic subshifts. Thus they extend
P to include also substitutions of the form f(a) = qap and remark:
Remark 1 (Hof, Knill, Simon, Remark 3 in [HKS]). We do not know whether all palindromic
subshifts generated by primitive substitutions arise from substitutions in this extended class.
Over the years this remark has evolved into what is now called the class P conjecture.
The first step in the evolution process, which is perhaps non consequential, was to convert
this remark into a question. The second step, which in our minds represents a significant
alteration, was to replace the entire subshift by a single element within the subshift which
is fixed by a primitive substitution. The third was to give a precise interpretation to “arise
from” as meaning “fixed by”. The fourth and final step was to call it a conjecture.
If we agree to focus on a single element of the subshift, then it is natural to widen the
class of possible morphisms. In fact, if x ∈ Aω is generated by a primitive substitution
f : A → A+ and each of the images f(a) for a ∈ A begins or ends in a common letter,
then one may conjugate each of the images by this common letter to obtain a new primitive
substitution which generates the same subshift as f. Hence if f is in class P, then this new
substitution need no longer be in class P although it, or some power of it, will have a
palindromic fixed point. For instance, Blondin Masse´ proved that the fixed point x of the
primitive substitution a 7→ abbab, b 7→ abb is palindromic, but that x itself is not fixed by
a primitive substitution in P (see Proposition 3.5 in [Lab1]). However this morphism is
conjugate to the class P morphism a 7→ bbaba, b 7→ bba. Thus it is reasonable to consider the
class P ′ of all morphisms f which are conjugate to some morphism in P. Let FP ′ denote
the set of all infinite words which are fixed by some primitive substitution in class P ′. Then
the original remark of Hof, Knill and Simon was reformulated in terms of the following
conjecture, called the class P conjecture:
Conjecture 1 (Blondin Masse´, Labbe´ in [Lab1]). If x is a palindromic word fixed by a
primitive substitution, then x ∈ FP ′.
Partial results in support of the conjecture were obtained by Allouche et al. in case x is
periodic (see [ABCD]) and by Tan in case x is a binary word (see [Tan]). Tan proves that if
x is a palindromic binary word fixed by a primitive substitution f, then f 2 ∈ P ′.
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Recently Labbe´ [Lab2] produced a counter-example to the class P conjecture on a ternary
alphabet. The counter-example is given by the fixed point
x = acabacacabacabacabacacabac · · ·
of the primitive substitution:
f : a 7→ ac, b 7→ acab, c 7→ ab.
He proves that x is palindromic but not in FP ′ (see [Lab2]). But let us remark that Labbe´’s
counter-example to the class P conjecture does not constitute a negative answer to the
original question (or remark) of Hof, Knill and Simon. In fact, it is readily verified that the
second shift
T 2(x) = abacacabacabacabacacabacabacacab · · ·
is the fixed point of the class P morphism:
g : a 7→ ab, b 7→ acac, c 7→ ac.
So the subshift generated by x is in fact generated by a morphism in class P. The morphism
g is closely related to the Toeplitz period-doubling word.
What is surprising is that Labbe´’s counter-example to the class P conjecture is not only
palindromic, but is as rich as possible in palindromes. More precisely, Droubay, Justin
and Pirillo observed that any finite word u has at most |u|+ 1 distinct palindromic factors
(including the empty word). Accordingly, an infinite word x is called rich if each factor u of
x has |u|+ 1 many distinct palindromic factors. It turns out that Labbe´’s counter-example
to the class P conjecture is a rich word. To see this, we observe that x is obtained from the
fixed point y of the morphism
τ : b 7→ ccb, c 7→ cb
by inserting the symbol a before every occurrence of each of the symbols b and c. It is readily
verified that τ = τ3τ2τ1 where τ1 : b 7→ c, c 7→ b, τ2 : b 7→ b, c 7→ cb and τ3 : b 7→ cb, c 7→ c,
and hence by Corollary 6.3 and Proposition 6.6 in [GJWZ] it follows that y is rich. Given
that y is rich, it now follows from Corollary 6.3 in [GJWZ] that x is rich.
We regard the class P conjecture as an attempt to explain how a fixed point of a primitive
substitution can contain infinitely many palindromes. Of course, a typical substitution does
not preserve palindromes, hence one would expect that a palindrome generating substitution
would have some particular inherent structure. In this paper, we give such an explanation in
case x is rich, or close to being rich. More precisely, the defect of a finite word u, defined by
D(u) = |u|+1−|Pal(u)|, is a measure of the extent to which u fails to be rich. The defect of a
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infinite word x is defined by D(x) = sup{D(u)|u is a prefix of x}. This quantity can be finite
or infinite, and an infinite word is rich if and only if its defect is equal to 0. Any infinite word
of finite defect is necessarily palindromic, but not conversely as is evidenced, for example,
by the Thue-Morse word. We show that if y has finite defect and is generated by a primitive
substitution, then there exists a morphism f ∈ P ′ and a rich word x ∈ FP ′ such that
y = f(x). Actually, our result is more general as it applies as well to all primitive morphic
words (i.e., morphic images of fixed points of primitive substitutions). More precisely:
Theorem 2. Let y be a primitive morphic word with finite defect. Then there exists a
morphism f ∈ P ′ and a rich word x ∈ FP ′ such that y = f(x).
In this respect, every primitive morphic word y with finite defect is generated by not one,
but two morphisms in P ′. The first which generates the fixed point x in Theorem 2 and
the second which maps x to y. Labbe´’s counter-example shows that even in the case of pure
primitive morphic rich words, one cannot hope to have y itself in FP ′. A key ingredient in
our proof is Durand’s characterization of primitive morphic words in terms of the finiteness
of the set of derived words build from first returns to prefixes (see [Du]). A second involves
a result of Balkova´ et al. in [BPS1] linking words having finite defect with rich words.
2. Preliminaries
Given a finite non-empty set A, we denote by A∗ the set of all finite words u = u1u2 · · ·un
with ui ∈ A. The quantity n is called the length of u and is denoted |u|. The empty word,
denoted ε, is the unique element in A∗ with |ε| = 0. We set A+ = A∗ − {ε}. For each
word v ∈ A+, let |u|v denote the number of occurrences of v in u. We denote by A
ω
the set of all one-sided infinite words x = x0x1x2 · · · with xi ∈ A. Given x ∈ A
ω, let
Fact+(x) = {xixi+1 · · ·xi+j | i, j ≥ 0} denote the set of all (non-empty) factors of x. Recall
that x is called recurrent if each factor u of x occurs an infinite number of times in x, and
uniformly recurrent if for each factor u of x there exists a positive integer n such that u
occurs at least once in every factor v of x with |v| ≥ n. An infinite word x is called periodic
if x = uω for some u ∈ A+, and is called ultimately periodic if x = vuω for some v ∈ A∗,
and u ∈ A+. The word x is called aperiodic if x is not ultimately periodic. Let x ∈ Aω and
u ∈ Fact+(x). A factor v of x is called a first return to u in x if vu ∈ Fact+(x), vu begins
and ends in u and |vu|u = 2. If v is a first return to u in x, then vu is called a complete first
return to u in x. We note that the two occurrences of u in vu may overlap. We denote by
Ru(x) the set of all first returns to u in x.
A function τ : A → A+ is called a substitution. A substitution τ extends by concate-
nation to a morphism from A∗ to A∗ and to a mapping from Aω to Aω, i.e., τ(a1a2 · · · ) =
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τ(a1)τ(a2) · · · . By abuse of notation we denote each of these extensions also by τ. A substi-
tution τ : A → A+ is primitive if there exists a positive integer N such that |τN(a)|b > 0
for all a, b ∈ A. A word x ∈ Aω is a called a fixed point of a substitution τ if τ(x) = x.
We say x ∈ Aω is pure primitive morphic if x is a fixed point of some primitive substitution
τ : A→ A+. A word y ∈ Bω (where B is a finite non-empty set) is called primitive morphic
if there exists a morphism f : A∗ → B∗ and a pure primitive morphic word x ∈ Aω with
y = f(x). It is readily verified that every primitive morphic word is uniformly recurrent.
In [Du], Durand obtains a nice characterization of primitive morphic words in terms of
so-called derived words. Let x ∈ Aω be uniformly recurrent. Then #Ru(x) < +∞ for each
u ∈ Fact+(x). Let u ∈ Pref(x) be a non-empty prefix of x. Then x induces a linear order on
Ru(x) as follows: given distinct v, v
′ ∈ Ru(x) we declare v < v
′ if the first occurrence of v in
x occurs prior to that of v′. Let Au(x) = {0, 1, . . . ,#Ru(x)−1}, and let fu : Au(x)→Ru(x)
denote the unique order preserving bijection. We can write x uniquely as a concatenation of
first returns to u, i.e., x = u1u2u3 · · · with ui ∈ Ru(x). Following [Du] we define the derived
word of x at u, denoted Du(x), as the infinite word with values in Au(x) given by
Du(x) = f
−1
u (u1)f
−1
u (u2)f
−1
u (u3) · · · .
For example, let
x = 01101001100101101001011001101001 · · ·
denote the Thue-Morse word fixed by the substitution 0 7→ 01, 1 7→ 10. It is readily verified
that R0(x) = {011, 01, 0}. So A0(x) = {0, 1, 2} and f0 : A0(x) → R0(x) is given by f0(0) =
011, f0(1) = 01, and f0(2) = 0. Writing x as a concatenation of first returns to 0 we find
x = (011)(01)(0)(011)(0)(01)(011)(01)(0)(01)(011)(0)(011)(01)(0) · · ·
and hence
D0(x) = 012021012102012 · · · .
It is readily verified that D0(x) is the well known Hall word.
The following result of Durand gives a characterization of primitive morphic words:
Theorem 2.1 (F. Durand, Theorem 2.5 in [Du]). A word x ∈ Aω is primitive morphic if
and only if the set {Du(x) | u ∈ Pref(x)} is finite.
Given a finite or infinite word u ∈ A∗ we denote by Pal(u) the set of all palindromic
factors of u (including the empty word). Droubay, Justin and Pirillo proved that any word
u ∈ A∗ has at most |u|+1 many distinct palindromic factors including the empty word (see
[DJP]). A finite word u is called rich if #Pal(u) = |u|+1. For instance aababbab is rich while
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aababbaa is not. An infinite word is called rich if all of its factors are rich. Rich words were
first introduced by Glen et al. in [GJWZ] and have been since studied in various papers.
The defect of a finite word u is defined by D(u) = |u| + 1 − |Pal(u)|. The defect of a
infinite word x is defined by D(x) = sup{D(u)|u is a prefix of x}. This quantity can be finite
or infinite. Thus an infinite word is rich if and only if its defect is equal to 0.
We will make use of the following result from [GJWZ] characterizing rich words according
to complete first returns.
Theorem 2.2 ([GJWZ], Theorem 2.14 and Remark 2.15.). An infinite word x ∈ Aω is
rich if and only if all complete first returns to any palindromic factor in x are themselves
palindromes.
A morphism f : A∗ → B∗ is said to be of class P if there exists a palindrome p ∈ B∗
and palindromes {qa}a∈A ⊂ B
∗ such that f(a) = pqa for each a ∈ A. Let P denote the set of
all morphisms of class P. One problem with class P morphisms is that they are not closed
under composition. For instance, the morphisms f : 0 7→ 0, 1 7→ 01 and g : 0 7→ 01, 1 7→ 011
are both in class P while the composition gf : 0 7→ 01, 1 7→ 01011 is not.
Two morphisms f, g : A∗ → B∗ are said to be conjugate if there exists u ∈ B∗ such
that either f(a)u = ug(a) for all a ∈ A, or uf(a) = g(a)u for all a ∈ A. For example, the
morphisms f : 0 7→ 001, 1 7→ 0010010010010 is conjugate to the morphism g : 0 7→ 010, 1 7→
0100100010010. In fact, taking u = 0010010, it is readily verified that f(a)u = ug(a) for
a ∈ {0, 1}. Let P ′ denote the set of all morphisms f : A∗ → B∗ conjugate to some morphism
in P. We shall now show that the class P ′ is closed under composition. For this we need
four lemmas the first of which is a basic combinatorial result of words:
Lemma 2.3 (Proposition 1.3.4 in Lothaire [Lot]). Let w1u = uw2 for words w1, w2, u ∈ A
∗.
Then there are words x and y such that w1 = xy, w2 = yx and u = (xy)
kx for some
non-negative k ≥ 0.
Lemma 2.4. Conjugation of morphisms is an equivalence relation.
Proof. Clearly conjugation of morphisms is both reflexive and symmetric by definition. For
transitivity, suppose f, g, h : A∗ → B∗ are such that f is conjugate to g, and g is conjugate
to h. We divide the proof to cases according to the two types in the definition of conjugacy.
Case 1: Suppose there exist u and v in B∗ such that f(a)u = ug(a) and g(a)v = vh(a) for
all a ∈ A. Then for all a ∈ A, we have f(a)uv = ug(a)v = uvh(a) and hence f is conjugate
to h.
Case 2: Suppose there exist u and v such that f(a)u = ug(a) and vg(a) = h(a)v for all
a ∈ A.
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We show first that u is a suffix of v, or v is a suffix of u. By Lemma 2.3, f(a)u = ug(a)
implies that f(a) = xy, g(a) = yx and u = (xy)kx for some x, y and k ≥ 0. Similarly,
vg(a) = h(a)v implies that g(a) = rs, h(a) = sr and v = (sr)ts for some r, s and t ≥ 0.
Now, g(a) = yx = rs, where by symmetry we can assume that y = rw and hence s = wx
for w ∈ A∗. Then u = (xrw)kx and v = (wxr)twx = w(xrw)tx and, indeed one is a suffix of
the other.
Without restriction we can assume that u is a suffix of v, say v = wu. Then we have
wf(a)u = wug(a) = vg(a) = h(a)v = h(a)wu,
and hence wf(a) = h(a)w for all a ∈ A. Hence f is conjugate to h.
The other two cases (Case 3: uf(a) = g(au) and vg(a) = h(a)v for all a ∈ A; Case 4:
uf(a) = g(a)u and g(a)v = vh(a) for all a ∈ A) are obtained from Cases 1 and 2 by
interchanging f and h and using the symmetry condition of conjugation.
The following lemma shows that the conjugation of morphisms is compatible with com-
position.
Lemma 2.5. Let f, f ′ : A∗ → B∗ and g, g′ : B∗ → C∗ be morphisms such that f is conjugate
to f ′ and g is conjugate to g′. Then the compositions gf and g′f ′ are conjugate.
Proof. Again we have cases to consider. Notice first that if h, h′ : A∗ → B∗ are any functions
that satisfy h(a)x = xh′(a) for all a ∈ A and some x ∈ B∗, then h(w)x = xh′(w) for all
w ∈ A∗.
Case 1: Suppose there exist u ∈ B∗ and v ∈ C∗ such that f(a)u = uf ′(a) and g(a)v = vg′(a)
for all a ∈ A. Then for all a ∈ A, we have
gf(a) · vg′(u) = vg′(f(a))g′(u) = vg′(f(a)u) = vg′(uf ′(a)) = vg′(u) · g′f ′(a),
and hence gf is conjugate to g′f ′.
Case 2: Suppose there exist u and v such that f(a)u = uf ′(a) and vg(a) = g′(a)v for all
a ∈ A. By Case 1, we have that gf ′ is conjugate to g′f . Also, gf is conjugate to gf ′, since
gf(a) · g(u) = g(f(a)u) = g(uf ′(a)) = g(u) · gf ′(a) and similarly g′f is conjugate to g′f ′.
Hence, by transitivity, gf is conjugate to g′f ′.
Again, the other two cases follow from the above cases.
Lemma 2.6. Let f : A∗ → B∗ and g : B∗ → C∗ be class P morphisms. Then the composition
gf is in P ′.
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Proof. Let f(a) = pua for all a ∈ A where p and each ua is a palindrome, and g(b) = qvb
for all b ∈ B where q and each va is a palindrome. If p is empty, then ua is nonempty, and
gf(a) = g(ua) = q ·q
−1g(ua) where q and q
−1g(ua) are palindromes for all a. If p is nonempty,
then gf(a) = g(pua) = g(p)g(ua) and gf is conjugate to h defined by h(a) = q
−1g(p) ·g(ua)q,
if ua is non-empty, and h(a) = q
−1g(p) if ua is empty. The words q
−1g(p) and g(ua)q are
palindromes, and hence h ∈ P, and gf ∈ P ′ as required.
Proposition 2.7. Class P ′ is closed under composition.
Proof. Suppose f : A∗ → B∗ and g : B∗ → C∗ are in P ′. Then there exist class P morphisms
f ′ : A∗ → B∗ and g′ : B∗ → C∗ with f conjugate to f ′ and g conjugate to g′. By Lemma 2.5,
the composition gf is conjugate to g′f ’ and, by Lemma 2.6, the composition g′f ′ is conjugate
to a class P morphism h. By transitivity in Lemma 2.4, gf is conjugate to h, and hence by
definition of P ′’, the composition gf is in P ′.
In [BPS1], Balkova´ et al. introduce a related class of morphisms, denoted Pret, defined
as follows: A morphism f : A∗ → B∗ is in Pret if there exists a palindrome p such that for
each a ∈ A we have that f(a)p is a palindrome, f(a)p begins and ends in p, |f(a)p|p = 2,
and f(a) 6= f(b) whenever a, b ∈ A with a 6= b. We call the palindrome p the marker. For
instance, the morphism f : 0 7→ 0, 1 7→ 01 is in P ∩ Pret. Here the marker is p = 0. In
contrast, the morphism f : 0 7→ 00, 1 7→ 01 is in P but not in Pret. While the morphism
f : 0 7→ 001, 1 7→ 0010 is in Pret (with marker p = 00100) but not in P. They show that:
Proposition 2.8 (Balkova´ et al., Proposition 5.4 in [BPS1]). Pret ⊂ P
′.
We note that while the definition of ”conjugacy” of two morphisms given in [BPS1] is
not the same as ours, their proof of Proposition 5.4 is consistent with our definition while
inconsistent with theirs. As it turns out, they intended for their definition to read the same
as ours [BPS2].
3. Primitive morphic words of finite defect
Let FP ′ denote the set of all infinite words x which are fixed by some primitive substi-
tution f ∈ P ′. We recall that the class P conjecture states that if y is a palindromic pure
primitive morphic word, then y ∈ FP ′. Labbe´’s counter-example in [Lab2] shows that the
conjecture as stated is false even if y is rich. Instead, we show:
Theorem 3.1. Let y ∈ Aω be a rich primitive morphic word. Then there exists a morphism
g ∈ P ′ and a rich word x ∈ FP ′ such that y = g(x).
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Proof. We can suppose without loss of generality that A contains the symbol 0, and that y
begins in 0. LetR0(y) denote the set of all first returns to 0 in y, A0(y) = {0, 1, . . . ,#R0(y)−
1}, and f0 : A0(y) → R0(y) be the unique order preserving bijection. Let f : A0(y)
∗ → A∗
be the morphism defined by f(a) = f0(a) ∈ R0(y) ⊂ A
+ for each a ∈ A0(y). Writing
y = u1u2u3 · · · with each ui ∈ R0(y), let D0(y) = f
−1
0 (u1)f
−1
0 (u2)f
−1
0 (u3) · · · denote the
derived word of y at the prefix 0. Thus f(D0(y)) = y.
The next three lemmas are stated in terms of the prefix 0 of y since they are needed only in
this special case. But in fact they hold for all palindromic prefixes u of y.
Lemma 3.2. The morphism f : A0(y)
∗ → A∗ is in P and thus in P ′.
Proof. Since y is rich, by Theorem 2.2 it follows that for each v ∈ R0(y) there is a palindrome
v′ ∈ A∗ (possibly empty) such that v = 0v′. Thus, for each a ∈ A, there exists a palindrome
va such that f(a) = f0(a) = 0va. Hence f ∈ P ⊂ P
′.
Lemma 3.3. D0(y) ∈ A0(y)
ω is rich and begins in 0.
Proof. Since f0 is order preserving, f
−1
0 (u1) = 0, whence D0(y) begins in 0. Let z be a
complete first return in D0(y) to a palindrome u ∈ Fact
+(D0(y)). By Lemma 3.2 we deduce
that f(u)0 is a palindromic factor of y and f(z)0 is a complete first return in y to f(u)0.
Since y is rich it follows from Theorem 2.2 that f(z)0 is a palindrome. By Lemma 3.2 and
item 3. in Remark 5.2 in [BPS1] we deduce that z is a palindrome, and hence D0(y) is rich
by Theorem 2.2.
Lemma 3.4. D0(y) is primitive morphic.
Proof. In item 5. of Proposition 2.6 of [Du], it is shown that every derived word of D0(y)
is also a derived word of y. Since y is primitive morphic, it follows from Theorem 2.1 that
y has only finitely many distinct derived words, and hence D0(y) has finitely many distinct
derived words, and hence by Theorem 2.1 D0(y) is primitive morphic.
Combining the three previous lemmas we deduce that if y ∈ Aω is a rich primitive morphic
word beginning in 0, then D0(y) ∈ A0(y)
ω is a rich primitive morphic word beginning in 0,
and if y = u1u2u3 · · · with ui ∈ R0(y), then D0(y) = f
−1(u1)f
−1(u2)f
−1(u3) · · · where
f : A0(y)
∗ → A∗ belongs to P ′.
Thus, we can inductively define a sequence of infinite words (Sn(y))n≥0 with values in
finite sets (An)n≥0 by S0(y) = y, and A0 = A, and for n ≥ 0 : Sn+1(y) = D0(Sn(y))
and An = A0(Sn(y)). Moreover, for each n ≥ 1 there exists a morphism gn : A
∗
n → A
∗
n−1
in P ′ such that writing Sn−1(y) = u1u2u3 · · · with ui ∈ R0(Sn−1(y)), we have Sn(y) =
10
g−1n (u1)g
−1
n (u2)g
−1
n (u3) · · · . In other words, the sequence (Sn(y))n≥0 is just the sequence of
iterated derived words of y corresponding each time to the prefix 0.
By Theorem 2.1 there exist 0 ≤ m < n such that Sm(y) = Sn(y). Let x = Sm(y). Let
h = gm+1gm · · · gn. Then h(x) = x and by the proof of Proposition 3.3 in [Du] we deduce that
h is a primitive substitution. By Proposition 2.7 the morphism h is in P ′. Thus x ∈ FP ′.
Finally let g = gmgm−1 · · · g1. Then y = g(x) and by Proposition 2.7 we deduce that g ∈ P
′
as required. This completes the proof of Theorem 3.1.
Corollary 3.5. Let z ∈ Aω be a primitive morphic word having finite defect. Then there
exists a morphism g ∈ P ′ and a rich word x ∈ FP ′ such that z = g(x).
Proof. In Theorem 5.5 in [BPS1], the authors show that if z ∈ Aω is a uniformly recurrent
word of finite defect, then there exists a rich word y ∈ Bω and a morphism f : B∗ → A∗
in Pret such that z = f(y). In the proof of the theorem, it is revealed that y is actually a
derived word of z. Thus, if z is primitive morphic, then by Theorem 2.1 so is y, and hence by
Theorem 3.1 there exists a rich word x ∈ FP ′ and a morphism h ∈ P ′ such that y = h(x).
Let g = fh. Then z = g(x) and by Proposition 2.7 and Proposition 2.8 we deduce that
g ∈ P ′.
We end with an illustration applied to Labbe´’s example. Let
y = acabacacabacabacabacacabac · · ·
be the fixed point of the morphism a 7→ ac, b 7→ acab, c 7→ ab. Then Ra(y) = {ac, ab}
and the derived word Da(y) ∈ {0, 1}
ω is the fixed point of the morphism 0 7→ 01, 1 7→ 001
which is clearly in P ′. Thus, setting x = Da(y), we have that x ∈ FP
′ and y = f(x) where
f : 0 7→ ac, 1 7→ ab is in P ′.
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