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We propose the implementation of an imaging telescope in combination with an inter-frequency
calibrator to measure the spectral shape of the microwave sky by exploiting the differences in the sky
intensity between multiple pairs of frequency channels. By jointly sampling the cosmological and
foreground parameters in a Bayesian framework for 600 instrument configurations, we determine the
minimum calibration accuracy required in order to obtain measurements of spectral distortions and
simultaneously measure spectral and spatial fluctuations of the CMB. We demonstrate the feasibility
of this technique for a CMB mission like PICO (Probe of Inflation and Cosmic Origins), and show
that a 10-σ measurement of the y-distortion along with a two orders of magnitude improvement
on the FIRAS (Far-Infrared Absolute Spectrophotometer) µ-distortion limit is feasible from this
technique. We argue that longer term applications may be envisaged at even higher sensitivity,
capable of attaining the µ-distortion that provide a robust prediction of the ΛCDM model and even
primordial recombination lines of hydrogen and helium, in the context of the ESA (European Space
Agency) Voyage 2035-2050 program.
PACS numbers: 98.80.-k, 98.80.Es, 98.70.Vc
I. INTRODUCTION
The first accurate measurements of the microwave sky
spectrum established its blackbody spectrum with a ther-
modynamic temperature 2.736 ± 0.017 K. [1], soon fol-
lowed by the hitherto unsurpassed Far-Infrared Abso-
lute Spectrophotometer (FIRAS) [2, 3], and later re-
calibrated with the Wilkinson Microwave Anisotropy
Probe (WMAP) [4] to obtain the current best-fit value
of the CMB thermodynamic temperature of 2.72548 ±
0.00057 [4], with no significant departure from a black-
body spectrum.
However, the standard Lambda Cold Dark Matter
(LCDM) model of cosmology predicts guaranteed dis-
tortions [5–9] in the blackbody spectrum of the CMB
due to several astrophysical and cosmological phenomena
over a vast range of redshifts. The dominant source of
late time (z < 1100) distortions in the framework of the
standard LCDM model of cosmology arises via Compton
scattering of the CMB photons [10] with the hot gas in
the intracluster medium (ICM) and intergalactic medium
(IGM) [11–14]. At early times (z > 1100), dissipation of
primordial acoustic waves [5, 15, 16] and the energy in-
jection due to recombinations of hydrogen and helium
[17, 18] are the primary sources of spectral distortions
in the CMB according to the standard model of cosmol-
ogy. Along with these effects, spectral distortions in the
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microwave sky can also originate from axions [19–21], de-
cay of particles [22, 23], primordial black holes [24], and
small-scale magnetic fields [25]. These distortions can be
variously classified on the basis of their spectral shapes
as y-type, µ-type, i-type (or residual r-type) [26], rela-
tivistic SZ [14], recombination lines [17, 18] and α-type
(axions) [19–21].
Injection of energy at different epochs of the early Uni-
verse leads to several of these spectral distortions. Injec-
tion of energy at z ≥ 2×106 does not lead to any spectral
distortion in the CMB blackbody spectrum as the inter-
actions between the charged particles and photons due
to bremsstrahlung and double Compton emission are ef-
ficient. Energy injection at a later epoch 5 × 104 ≤ z ≤
2×106, produces µ-type spectral distortion when Comp-
ton scattering distributes the injected energy, creating
a Bose-Einstein distribution with a chemical potential µ.
For z ≤ 5×104, the energy injection leads to y-distortions
in the CMB blackbody. As a result, measurement of
the spectral distortion signal is crucial for understanding
the thermal history of the Universe. From the various
sources of spectral distortions, we expect the strength of
the y-type and µ-type distortions to be 2× 10−6 [14] and
2 × 10−8 [27] respectively. FIRAS placed observational
upper bounds on the absolute value of y-type and µ-type
distortions at 2.5×10−5 and 3.3×10−4 at 95% confidence
level [2]. A CMB mission Primordial Inflation Explorer
(PIXIE) [28, 29] was recently reproposed to measure the
spectrum of the microwave sky using a Fourier-transform
spectrometer (FTS) with 400 frequency channels between
30- 6000 GHz, able to improve on FIRAS by some four
orders of magnitude but was not approved. A recent
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2analysis [30] has explored the requirements of an FTS to
detect different spectral distortion signals in the presence
of foreground contamination.
(a)
FIG. 1: A schemstic diagram showing the working
principle of the inter-frequency differential (IFD)
technique for a single pair of frequency channel working
at a central frequency ν with two frequency channels ν1
and ν2. The absolute calibrator known at a
temperature Tc with a calibration error δTc.
S = 1, C = 0 and S = 0, C = 1 indicates two modes of
operation when the sky signal and absolute calibrator
are shown to the detectors respectively.
We propose here a new method using an Inter-
Frequency Differential (IFD) technique to measure the
spectrum of the microwave sky without using a spectrom-
eter. CMB spectral distortions of known spectral shapes
can be measured from the differential measurement of
the sky intensity between two frequency channels at un-
precedented sensitivity by use of an imaging telescope
along with an onboard inter-frequency calibrator 1. A
schematic diagram of this concept is shown in Fig. 1.
We propose that in a particular sky direction, we can use
the differences in the sky intensity in multiple pairs of fre-
quency channels as an observable to characterize different
types of spectral distortions and foreground contamina-
tion.
To study the feasibility of this concept in the pres-
ence of astrophysical foregrounds, we apply a Bayesian
MCMC setup InCAS-MC (Instrument optimization for
Cosmological and Astrophysical Signal- MCMC) to ex-
plore different combinations of instrument parameters
such as the number of frequency channels Nc, the width
1 Calibration of the difference in intensity between a pair of fre-
quency channels with a calibrator of known spectrum.
of each channel ∆ν,and the relative accuracy of the cal-
ibrator ∆g and instrument noise ∆N . For the joint esti-
mation of six parameters (three cosmological and three
foreground), we find that the inter-frequency differential
(IFD) technique is capable of measuring y and µ distor-
tions at SNR > 3 with a number of frequency channels
Nc between 30 to 100 with an inter-frequency calibrator
error ∆g ≤ 10−9 and instrument noise ∆N ≤ 0.1 Jy/sr.
For a higher value of the instrument noise (or calibration
error), the measurement of µ = 2 × 10−8 becomes im-
possible, but a high SNR measurement of y = 2 × 10−6
is feasible. InCAS-MC is applicable to any other fore-
ground models to find the best instrument configuration
of an imager required to measure spectral distortion sig-
nals.
II. FORMALISM AND SET-UP OF THE IFD
TECHNIQUE
The central idea of the IFD technique is to use the
difference in the sky intensity between a pair of frequency
channels [31].
A. Measurement and calibration
The total power measured by a bolometric detector
in sky direction xˆ over a given frequency band can be
written as [32]
pi(xˆ) =
∫ ∞
0
dν w(νi,∆ν)IνAΩ , (1)
where Iν is the intensity at frequency ν, AΩ is the
etendue which is (c/ν)2 for a diffraction-limited CMB
experiment, and w(νi, ν) is the transmission function,
which we have chosen as
w(νi,∆ν) = 1 for νi −∆ν/2 < ν < νi + ∆ν/2,
= 0, otherwise.
(2)
The measured power in each frequency channel is then
subtracted from the adjacent frequency channel to obtain
the derivative signal (inter-frequency differential signal)
which we define as ∆pi(xˆ) = pi+1(xˆ)−pi(xˆ). The deriva-
tive signal ∆pi carries the information of the difference in
the power between two frequency channels with central
frequency νi+1 and νi. So for a total number of frequency
channels Nc, we have Nc/2 independent differential sig-
nals.
In order to convert this observed power into a meaning-
ful sky signal, we need to calibrate the observed deriva-
tive signal with a known inter-frequency calibrator. As
shown in Fig. 1, during the calibration mode, the gain
factor Gi needs to be calibrated for each frequency chan-
nels with an absolute calibrator of known temperature
Tc. The corresponding RMS error in the gain factor ∆G
3is going to be related to the error in the calibrator δTc
and the error in the output power δp by the relation
∆g ≡ ∆Gi
G
=
√(
δTc
Tc
)2
+
(
δpi
pi
)2
. (3)
One of the requirements of the IFD technique is to have
the same gain factor Gi = Gi+1 for the pair of frequency
channels which are used to calculate the derivative signal,
in order to reduce the contamination from the calibration
error. The corresponding calibrated derivative signal can
be written in terms of ∆pi as
di(xˆ) = G∆pi(xˆ) + ∆gG∆pi(xˆ). (4)
If the condition Gi = Gi+1 cannot be satisfied from an
instrument design, then the difference of the calibrated
signal needs to be estimated to apply the IFD technique.
In this case, the calibrated derivative signal becomes
di(xˆ) =Gi+1pi+1(xˆ)−Gipi(xˆ)
+ ∆gi+1Gi+1pi+1(xˆ)−∆giGipi(xˆ).
(5)
In this analysis, we consider the case with the same
gain factor Gi+1 = Gi for the pair of frequency channels
which are used to obtain the derivative signal and use
Eq.(4). If a future mission is unable to satisfy this crite-
rion, then the contribution to the covariance matrix from
the systematic uncertainty is going to increase. By using
Eq. (5) instead of Eq. (4) in the IFD setup, we estimate
the change in the variance for a fixed instrument noise
∆N and calibration error ∆g. The change in the variance
depends on the central value of the frequency channel νc
and also on the number of frequency channels Nc. For
the choices of instrument design suitable for making an
unbiased estimation of the spectral distortion signal (see
Sec. IV and Sec. V), we find that the maximum increase
in the variance is about 23% at the frequency channel
νc = 1000 GHz for the case with Nc = 100. The effect
on the variance reduces with the reduction in the value
of both νc and Nc.
The calibrated derivative signal di can be expressed as
a combination of the sky signal ∆si and instrument noise
ni as
di(xˆ) = ∆si(xˆ) + ∆g∆si(xˆ) + ni(xˆ) + ni+1(xˆ). (6)
Here, the contribution from the instrument noise [33]
arises from both the channels which are used to obtain
the differential signals. The sky-averaged derivative sig-
nal di =
∫
d2xˆdi(xˆ)/4pi can be written as
di = ∆si + ∆g∆si, (7)
where ∆si is the all-sky average differential signal
and the noise terms are expected to have zero mean∫
d2xˆ ni+1(xˆ) = 0. The calibration error acts as a source
of contamination to the actual sky signal and hence can
bias the inferred value of the signal. The corresponding
noise covariance matrix Σij for the derivative sky signal
can be written as
Σij =
(
(∆g)
2∆s2i +Ni +Ni+1
)
δij , (8)
where 〈ni(xˆ)nj(xˆ)〉 = Niδij is the instrument noise power
spectrum. Ni can be related to the corresponding inten-
sity noise by the relation (∆N )i =
√Ni/(AΩ∆ν(αf)),
where α is the detector absorptivity,  is the source emis-
sivity and f is the transmissivity of the optical system.
Each frequency channel is only used once to construct
the derivative signal. As a result, we do not introduce
any correlation between any pair of the derivative signals
and we can expect the covariance matrix to be diagonal.
Multiple use of the same frequency channels to construct
all possible difference signal can lead up to Nc(Nc− 1)/2
combinations with non-zero off-diagonal terms in the co-
variance matrix. The possibility of accessing all the com-
binations of the differential signal requires a stable gain
calibration for all the pairs, which may become difficult
to achieve for a large number of frequency channels over
a wide frequency range. In principle, one can implement
the IFD method for all frequency channels and use Eq.
(5) for the calibration. We will examine this aspect in a
future analysis.
B. Sky Signal: spectral distortion signals and
foreground models
The theoretical model of the IFD sky signal ∆si be-
tween a pair of frequency channels can be written as
∆si(xˆ) = Ii+1(xˆ)− Ii(xˆ), (9)
where Ii can be written in terms of the intensity of dif-
ferent components as [34]
Ii =
∫
dν w(νi,∆ν)AΩ
(
IBB|TCMB (ν) +
∆T
TCMB
I∆T + µIµ(ν)
+ yIy(ν) + Iother(ν) +AsyncIsync(ν) +ADustIDust(ν)
+ACIBICIB(ν) +AsdIsd(ν) +AffIff (ν)
)
,
(10)
where IBB|TCMB denotes the intensity of the CMB black-
body for TCMB = 2.725 K and I∆T is the intensity
due to the unknown part of the CMB sky temperature
∆T = T trueCMB − TCMB . Iµ and Iy denoted the distor-
tion due to µ and y-distortion. Iother denotes the dis-
tortion due to several other distortions due to relativis-
tic SZ, axion and i-type distortion. The astrophysical
signals such as synchrotron (Isync) radiation, warm dust
emission (IDust), the cosmic infrared background (ICIB),
spinning-dust (Isd), and free-free (Iff ) also emit brightly
in these frequency bands and hence act as a potential
sources of contamination for the cosmological signals.
4The frequency dependence of the sky intensity for dif-
ferent cosmological components is well known from the
underlying theory. This can be written as
IBB(ν) =
2(kTCMB)
3
c2h2
x3
(ex − 1) ,
I∆T (ν) =
2(kTCMB)
3
c2h2
x4ex
(ex − 1)2 ,
Iµ(ν) =
2(kTCMB)
3
c2h2
x3ex
(ex − 1)2
(
x
2.1923
− 1
)
,
Iy(ν) =
2(kTCMB)
3
c2h2
x4ex
(ex − 1)2
(
x coth
(
x/2
)− 4),
(11)
where x = hν/kTCMB and k is the Boltzmann constant.
The intensity of the foregrounds is not well known and de-
pends on several model parameters related to the physics
of the interstellar medium. The intensity of the fore-
grounds can be written in terms of the currently best
known value from the CMB experiments such as WMAP
[35] and Planck [36] as
IDust(ν) =
(
xβD+3D
exD − 1
)
, xD =
hν
kTD
, TD = 21K, βD = 1.55,
ICIB(ν) =
(
xβC+3C
exC − 1
)
, xC =
hν
kTC
, TC = 18.8K, βC = 0.86,
Isync(ν) =
(
ν0
ν
)αsync
ν0 = 100GHz, αsync = 0.82,
Iff(ν) = ν
2Te(1− e−τ ),
τ = 0.05468T−3/2e ν
−2
9 log(e
[5.96−√3pilog(ν9T−3/24 )] + e),
ν9 =
ν
GHz
, T4 = Te/10
4,
Isd(ν) =
fsd(ν.νp0/νp)
fsd(ν0.νp0/νp)
, νp0 = 30GHz, fsd = templates.
(12)
The IFD spectra for different cosmological signals and
foreground components are shown in Fig. 2 for Nc = 40
and ∆ν = 25 GHz using Eq. (6). We have taken the
fiducial values of the foreground parameters as Async =
288 Jy/sr, ADust = 1.3 MJy/sr and ACIB = 0.35 MJy/sr
[30].
III. LIKELIHOOD ANALYSIS
The feasibility of the IFD method to measure the spec-
tral distortion depends upon how robustly this technique
can estimate spectral distortion signals in the presence
of other foreground contaminations. The efficiency of
separating the spectral distortion signal from other fore-
grounds depends upon the choice of instrument param-
eters such as the smallest frequency channel νmin, the
largest frequency channel νmax, the bandwidth of each
channel ∆ν, the number of frequency channels Nc, cal-
ibrator noise ∆g and instrumental noise ∆N . Hence we
need to optimize the instrumental configuration.
We develop a Markov Chain Monte Carlo (MCMC)
setup InCAS-MC (Instrument optimization for Cos-
mological and Astrophysical Signal-MCMC) under a
Bayesian framework to find the feasible instrument con-
figurations which can make unbiased and high SNR
measurements of the spectral distortion signals in the
presence of astrophysical foregrounds. InCAS-MC can
be applied to more general foreground models to op-
timize instrumental configuration for a desired cosmo-
logical signal. For a particular choice of instrument
configuration, we obtain the joint posterior distribu-
tion P(Θ|d,Φ) of the spectral distortion and foreground
parameters in terms of the likelihood L(d|Θ,Φ) and
prior Π(Θ) by using Bayes’ theorem [37] P(Θ|d,Φ) =
L(d|Θ,Φ)Π(Θ), where Θ is the set of parameters re-
lated to spectral distortion and astrophysical foreground,
Φ denotes the set of instrument parameters such as
νmin, νmax,∆ν,Nc,∆N ,∆g.
We can express the likelihood, assumed to be Gaussian,
in terms of the data d and differential sky model ∆s as
L(d|Θ,Φ) =
exp
(
− 12 (d(Φ)−∆s)Σ−1(d(Φ)−∆s)†
)
√
(2pi)Nc/2|Σ| ,
(13)
where Σ is the covariance matrix mentioned in Eq. (8)
and depends on Φ = {Nc,∆g,∆N .∆ν, νmin, νmax}.
IV. RESULTS USING INCAS-MC FOR SIX
PARAMETERS
We have taken six cosmological and astrophysical fore-
ground parameters Θ = {µ, y,∆T,Async, ADust, ACIB}
with a flat prior. Instrumental parameters such as num-
ber of frequency channels Nc are varied from 10–500 in
steps of ten, and ∆g and ∆N are varied by a factor
of ten from 10−6–10−9 and 10–0.1 Jy/sr, respectively.
There are in all 600 = (50 × 4 × 3) instrument configu-
rations for which we have performed the MCMC analy-
sis. Other instrument parameters such as νmin and νmax
are kept fixed at 10 GHz and νmax = 1010 GHz respec-
tively. ∆ν is related to these parameters by the relation
∆ν = (νmax − νmin)/Nc.
We use the publicly available MCMC sampler emcee:
MCMC Hammer 2 [38] to sample the distribution of Θ.
We have chosen number of walkers (Nwalk=1000)
3 and
number of steps nstep = 10
4, discarding the first 2× 103
steps as the ‘burn-in’. The joint posterior distribution
2 http://dfm.io/emcee/current/
3 Nwalk is a parameter of the emcee code related to the chains of
the Metropolis-Hastings algorithm.
5FIG. 2: IFD spectrum of cosmological signals and astrophysical foregrounds for Nc = 40 and ∆ν = 25 GHz for
fiducial values µ = 2× 10−8, y = 2× 10−6, ∆T = 10−4 K, Async = 288 Jy/sr, ADust = 1.3 MJy/sr, ACIB = 0.35
MJy/sr.
∆N (Jy/sr) ∆g = 10
−7 ∆g = 10−8 ∆g = 10−9
- Nc bµ σµ by σy Nc bµ σµ by σy Nc bµ σµ by σy
10 20 125 102 13.2 34 20 131 102 9 33 30 127 102 16.3 26.3
1 110 3.7 18.9 8.9 6.7 40 3.6 15.6 1.44 3.4 40 5.3 15.6 0.79 3.3
0.1 480 13.9 4.8 5.7 2.1 120 3.4 3.5 0.46 0.76 40 0.5 2.1 0.03 0.38
TABLE I: Minimum error-bar σ and the corresponding bias b (both in the units of 10−9) in the inferred value of µ
and y distortions and number of frequency channels Nc for different values of instrument noise ∆N and calibration
error ∆g obtained using InCAS-MC.
of the Θi for one of the best instrument configurations
Nc = 40, ∆g = 10
−9 and ∆N = 0.1 Jy/sr for only six
parameters is shown in Fig. 3.
The posterior distributions in Fig. 3 indicate that
we can make reliable detections of the µ = 2 × 10−8,
y = 2 × 10−6 distortion with an SNR of 10 and 5 × 103
respectively. The mean of the posterior distribution re-
covers the injected value successfully and the bias in the
mean value is within 1–σ. We define a criterion to eval-
uate the choice of the instrument parameters
χ2 =
1
Np
Np∑
i,j=1
(θˆi − θ¯i)C−1θiθj (θˆj − θ¯j), (14)
where the sum runs over all the parameters (Np = 6 in
this analysis), θˆi is the mean value obtained from the
posterior distribution, θ¯i defines the true value of the pa-
rameter and C−1θiθj is the inverse of the covariance matrix
obtained from the MCMC samples. This quantity can
be chosen between [χ2min, 1] for an optimized choice of
instrument parameters. The variation of χ2 with Nc and
∆g are also shown in Fig. 3. This clearly indicates that
∆g ≤ 10−9 is the best scenario to measure µ = 2× 10−8
using the IFD method.
The variation of the bias (mean of the posterior- in-
jected signal) and error-bar on the cosmological and as-
trophysical parameters for different choices of instrument
configurations are shown in Fig. 4. We find from this
analysis that a large number of frequency channels (or
narrow frequency bandwidth ∆ν) can lead to large error
bars. This is mainly due to two reasons. Firstly, the
inter-frequency differential signal starts appearing to be
smoother and less informative as one goes to very narrow
frequency bands. Secondly, with the decrease in the value
of ∆ν, the total amount of power in each frequency band
reduces and makes the differential signal very small.
For the foreground parameters, we find ∆g = 10
−9,
∆N = 0.1 Jy/sr and 20 ≤ Nc ≤ 100 provides the best
6FIG. 3: Triangle plot: The posterior distribution of the cosmological and astrophysical foregrounds obtained using
the framework of InCAS-MC for νmin = 10 GHz, νmax = 1010 GHz, Nc = 40, ∆g = 10
−9 and ∆N = 0.1 Jy/sr. The
blue line denotes the injected value of the signals µ = 2× 10−8, y = 2× 10−6, ∆T = 10−4 K, Async = 1 (in units of
288 Jy/sr), ADust = 1 (in units of 1.3 MJy/sr), ACIB = 1 (in units of 0.35 MJy/sr) used in the analysis and the
contours are drawn for 1σ, 1.5σ and 2σ. In the upper right corner: we plot the value of χ2 defined in Eq. (14) for
∆N = 0.1 Jy/sr (in think red line). We have also plotted the value of the χ
2 for other values of ∆N .
scenarios to detect the spectral distortion signals, as can
be seen from red lines in Fig. 4. We summarize the per-
formance of different instrument configurations to detect
µ and y distortion signal in Table I by quantifying the
bias b in the mean value of the posterior with respect to
the true value and the corresponding error-bar σ. The
instrument configurations with minimum bias are consid-
ered as the best choices to measure spectral distortion of
CMB using the IFD technique.
V. FISHER ANALYSIS WITH EIGHT
FOREGROUND PARAMETERS AND THREE
SPECTRAL DISTORTION PARAMETERS
Our InCAS-MC analysis suggests that the posterior
shapes are very close to Gaussian. We can exploit this
fact to explore forecasts that include richer foreground
models with more parameters using a Fisher information
matrix approach. In order to show the ability of the IFD
technique to distinguish between the spectral distortion
signal and the astrophysical foregrounds, we have consid-
ered eight foreground parameters such as Async, ADust,
ACIB , αsync, βD, βC , TD, TC along with three cosmo-
logical parameters such as µ, y and ∆T to make a Fisher
estimate of the error-bar on the cosmological parameters
7FIG. 4: Bias and error bars in cosmological and astrophysical foreground signals for different numbers of frequency
channels Nc ≥ 20 and calibration errors ∆g = 10−8, ∆g = 10−9, for ∆N = 0.1Jy/sr, νmin = 10 GHz, νmax = 1010
GHz obtained using InCAS-MC.
using the relation
Fij = −
〈
∂2L
∂pi∂pj
〉
, (15)
where, pi denotes eight foreground parameters and three
cosmological parameters and L denotes the log likelihood
L = lnL, where the likelihood is given in Eq. (13). The
Fisher estimation is applied for the case with large num-
ber of parameters, in order to make efficient estimates of
the error bars for different instrument configurations.
For eleven parameters case, we cannot measure µ dis-
tortion for instrument noise below 2×10−2 Jy/sr (which
is about 100 times better than the capability of the PIXIE
design [29]). With an instrument noise of 0.01 Jy/sr
and considering a 10% prior on either Async or αsync,
we can make a more than 3-σ measurement of the pre-
dicted ΛCDM µ distortion signal. The 1-σ marginalized
error-bar on the µ and y parameters are obtained using
the Cramer-Rao bound σii = (F
−1/2)ii and are shown in
Fig. 5 as a function of the number of frequency chan-
nels. For the number of frequency channels below 30, we
are not able to make any measurement of the µ distor-
tion signal. We need at least 30 frequency channels to
reach a high SNR measurement of the fiducial value of
µ = 2× 10−8 [6, 7]. The joint 1-sigma and 2-σ contours
for all the eleven parameters are shown in Fig. 6.
A comparison between the IFD technique and the
Fourier transform spectrometer (FTS) can be made by
comparing our results with the results from Abitol et al.
[30]. In their analysis [30], they have shown the require-
ments for an FTS in order to distinguish between the
spectral distortion signals and foregrounds. They have
shown that more than a 3-σ measurement of the fiducial
value of the µ distortion is possible only for instrument
noise of order 0.01 Jy/sr. From the IFD technique, we
are also able to obtain a 6 − 9 σ measurement of the µ
distortion signal for the number of frequency channels
Nc ≥ 50 with similar instrument noise 0.01 Jy/sr. This
implies that the efficiency of the IFD technique is sim-
ilar to the standard FTS method in distinguishing be-
tween the spectral distortion signal and the foreground
contamination. However, the IFD technique provides an
additional advantage of combining the science cases for
both imager and spectrometer from a single instrumental
setup. This can be a substantial improvement in design-
ing a future mission and exploring the synergies between
8FIG. 5: The signal-to-noise ratio (SNR)(≡ (µ = 2× 10−8)/σµ and (y = 2× 10−6)/σy) for µ and y distortions are
shown as a function of the number of frequency channels Nc for the instrument noise ∆N = 0.01 Jy/sr and
calibration noise ∆g = 10
−9 after marginalizing over all the parameters with a 10% prior on the amplitude of the
synchrotron emission Async.
these two science goals. In reality, the foreground sig-
nals are going to require more complex models than the
ones we considered here. The statistical power from a
high resolution instrument with the capability to mea-
sure the sky spectrum can provide additional benefits to
methods that separate the cosmological and foreground
components.
We scrutinize the scope of the IFD technique for the in-
strument noise being considered for future CMB missions
such as Probe of Inflation and Cosmic Origins (PICO)
[39, 40]. Using an instrument noise of 10 Jy/sr and an ab-
solute calibrator with ∆g = 10
−6, we have shown the er-
ror bars for eleven parameters with number of frequency
channels Nc = 40 in Fig. 7. We have included a 30%
prior on the foreground parameter Async for this plot.
The variation of the SNR with the number of frequency
channels is shown in Fig. 8. If a 30% prior can be im-
posed on the value of the synchrotron amplitude Async,
then about a 5-σ measurement of the y-distortion is pos-
sible with only 20 frequency channels between 10− 1000
GHz. If an additional prior on the value of Async is not
possible, then we need about 50 frequency channels to
measure the y-distortion with an SNR of about ten. Both
the plots (Fig. 7 and Fig. 8) indicate that with PICO-like
instrument noise [39, 40], we can make a measurement of
the y-distortion at about 10-σ. The fiducial value of the
µ-distortion (µ = 2 × 10−8) cannot be measured with-
out orders of magnitude improvement in the calibrator
and instrument noise. But using the IFD technique, a
PICO-like mission can impose nearly two orders of mag-
nitude stronger constraints than the current bound on µ
from FIRAS [3]. Apart from these advantages , there are
also going to be additional gains of the IFD technique
for doing the science cases of an imager. A more detailed
study in the mission concept of PICO [39, 40] to explore
the IFD technique would be beneficial for obtaining both
imager and spectral distortion science goals.
VI. CHALLENGES IN THE IFD TECHNIQUE
AND ITS COMPARISON WITH AN FTS
In this section, we compare possible challenges for the
measurement of the spectral distortion signal via the IFD
methodology. We compare this with the the FTS method
for an experiment such as PIXIE [28, 29].
1. Detector sensitivity and instrument noise: The
noise of the bolometer detectors [33] are now lim-
ited by the photon noise, with the typical value of
the Noise Equivalent Power (NEP) of about few
× aW/√Hz for the frequency range of interest for
the CMB observations. The IFD technique can be
implemented with the currently available bolome-
ter detectors proposed for future CMB experiments
[39, 40] with a large number (∼ 103) of detectors.
We have shown in Sec. V that with currently fea-
sible instrument noise (such as proposed for PICO
[39, 40]), we can achieve a high SNR measurement
9FIG. 6: Triangle plot: The 1-σ and 2-σ contours using the Fisher analysis with a 10% prior on the amplitude of the
synchrotron parameter Async are shown for the case with number of frequency channels Nc = 50, calibration errors
∆g = 10
−9, instrument noise ∆N = 0.01 Jy/sr, with frequency range from νmin = 10 GHz, and νmax = 1010 GHz.
of the y signal. For the measurement of the fidu-
cial value (2 × 10−8) of µ-distortion with an SNR
of 10, we need to achieve lower noise, particularly
for the frequency channels below 200 GHz. One
of the possible ways to achieve lower instrument
noise is to go towards a measurement scheme with
multiple numbers of modes nm, rather than single
mode measurements. The number of modes de-
pends upon the etendue (AΩ) of the optical system
and the wavelength of the photon by the relation
nm = AΩ/λ
2. With an increase in the number of
modes, we can reduce the noise as 1/
√
nm. For
comparison with a mission using FTS, a measure-
ment of the µ = 2×10−8 with an SNR of three also
requires an instrument noise ∼ 0.01 Jy/sr, after
adding a 10% prior on the foreground parameters
related to the synchrotron emission [30]. The IFD
method is able to achieve an SNR (about 8 − 10)
with 10% prior on the Async parameter, even after
including the uncertainty from calibration errors
(see Fig. 5). The ability for an FTS instrument
design to achieve 0.01 Jy/sr is yet to be shown and
is beyond the reach of the PIXIE mission [28, 29].
Recently, the feasibility of reaching this noise level
has been discussed [9].
2. Absolute calibrator: Measurement of the spectral
distortion signals require an absolute blackbody
calibrator. The sensitivity of the calibrator decides
the measureability of the distortion signal and the
ability to remove the foreground contamination. As
shown in Sec. V of this paper, an imager with the
IFD technique can measure the y-distortion signal
at ∼ 10-σ with the use of an absolute calibrator
having an uncertainty ∆g = 10
−6. We expect a
similar accuracy for the absolute calibrator will also
be required for an instrument using the FTS tech-
nique.4
3. Number of frequency channels and band width:
The number of frequency channels required for the
IFD technique to distinguish between the signals
and the foregrounds is typically above 40, which
for equal bandwidth channels leads to a ∆ν ≤ 25
GHz for the frequency channels between 10 GHz
4 A direct comparison of the required accuracy of the absolute
blackbody calibrator for the IFD and FTS technique to distin-
guish the foreground contamination is not possible due to the
unavailability of the error analysis in any of the published pro-
posals of the spectral distortion experiment [28, 29].
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FIG. 7: Triangle plot: The 1-σ and 2-σ contours using the Fisher analysis are shown for the case with number of
frequency channels Nc = 40, calibration errors ∆g = 10
−6, and instrument noise ∆N = 10 Jy/sr, which is similar to
a future CMB mission such as PICO [39, 40]. We have used a 30% prior on the Async parameter for obtaining the
results.
to 1010 GHz. In the IFD technique, different val-
ues of the ∆ν can be chosen for different ranges
of frequencies. In the case of an FTS instrument,
the channel bandwidth is fixed for all the frequency
channels by the mirror stroke [28, 29], and cannot
be chosen separately for different frequency ranges.
4. Band pass filters: The band pass filters for each fre-
quency channel with a bandwidth ∆ν is required
for the IFD technique in order to select opera-
tional frequency. For negligible time variation of
the filters during the operational period of the mis-
sion, each frequency channel can be calibrated from
ground before the launch of the mission. Along
with the pre-mission characterization of the filters,
the bands can also be calibrated with the abso-
lute blackbody calibrator during the operation of
the mission. In order to implement the IFD tech-
nique, it is essential that the same setup of the de-
tectors and the filters see the sky as well as the
absolute blackbody calibrator in the same manner
throughout the mission. In this way, the modelling
of the observed sky signal is going to incorporate
the bandpass filter according to Eq. (10). For an
FTS [28, 29], the frequency bandpass depends upon
the fringe sampling and apodization, which can be
determined with the required accuracy.
5. Removal of foreground contamination: Foreground
contamination is one of the primary hurdles to over-
come in order to detect the spectral distortions in
the CMB blackbody. The strength of the fore-
ground contamination is stronger than the fidu-
cial value of the spectral distortion signals in all
of the frequency channels considered in this analy-
sis. The ability of the IFD technique to distinguish
the spectral distortion signal is feasible as long as
the spectral shapes of the foreground contamina-
tion and spectral distortion signals are different. It
is a challenge for both the FTS and the IFD tech-
niques to successfully remove the foregrounds in or-
der to measure the spectral distortion signal. As
we have discussed in Sec. V, the IFD technique is
capable of distinguishing spectral distortion signals
from foregrounds similar to those with an FTS.5
5 A detailed analysis showing the requirements for a FTS to dis-
tinguish between spectral distortion signals and foreground con-
tamination are shown by Abitol et al.[30].
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(a) Without prior on any parameters.
(b) With 30% prior in the amplitude of synchrotron emission Async.
FIG. 8: The signal-to-noise ratio (SNR)(≡ (µ = 2× 10−8)/σµ and (y = 2× 10−6)/σy) for µ and y distortions are
shown after marginalizing over all the parameters as a function of the number of frequency channels Nc for the
instrument noise ∆N = 10 Jy/sr and ∆g = 10
−6. The instrument noise is comparable with the instrument noise of
the proposal of a future CMB mission PICO [39, 40].
We show in Sec. V that for PICO-like instrument
noise, we can measure y-distortion signal with an
SNR of ten after marginalizing over all parameters
and without using any prior on any of these param-
eters.
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VII. CONCLUSIONS
One can measure guaranteed CMB spectral distor-
tions by using an imaging telescope along with an inter-
frequency calibrator. This method optimizes the inter-
frequency differential technique (difference of the sky in-
tensity between a pair of frequency channels) to explore
the shape of the different spectral distortion signals and
astrophysical foregrounds.
We applied the numerical setup InCAS-MC to 600 in-
strument configurations to obtain the joint posterior of
six spectral distortion and astrophysical foreground pa-
rameters. We demonstrate that the expected SNR can
be achieved for measuring hitherto unprecedented y and
µ distortions from an instrument with PICO-like noise,
if the proposed IFD technique can be implemented into
the PICO design. A PICO-like mission could make a
10-σ measurement of the expected y-distortion signal at
high angular resolution and impose constraints on the µ-
distortion some two orders of magnitude below the cur-
rent bounds from FIRAS [3].
More futuristically, but very much within current plan-
ning constraints, for example for the ESA Voyage 2035-
2050 program, 6 [9, 41] we show that a CMB imaging tele-
scope with instrument noise ∆N ≤ 0.1 Jy/sr and an inter-
frequency calibrator with calibration error ∆g ≤ 10−9
can make a robust and high SNR detection of the µ, y
distortion with a number of frequency channels 20–100.
For these instrument setups and foreground parameters,
we can make measurements of µ and y distortions with
1–σ error-bars of (a few) ×10−9 as shown in Table. I.
For 10 times larger errors in instrument noise, but with
the same ∆g, measurement of µ = 2 × 10−8 will not be
possible at more than 1.5–σ. But the y parameter can
be measured with high SNR (σy = 3.3× 10−9). We find
that for values of ∆g ≥ 10−9, the mean value of the in-
ferred signal will be biased for both µ and y. Our findings
for different instrument configurations are summarized in
Table I. Also for a more general foreground model, the
IFD technique can distinguish between the foregrounds
and spectral distortion signal. With an eleven parame-
ters Fisher analysis, we have shown that the µ distortion
can be distinguished from the synchrotron spectral αsync
index and amplitude Async for instrument noise below
0.02 Jy/sr. This finding is also similar to the results of
the analysis for an FTS [30]. We emphasize that we are
not suggesting here any technological means for obtain-
ing an inter-frequency calibration accuracy of 10−9. This
is beyond the scope of this paper, although we maintain
that this is an experimental option that should not be
foreclosed at this stage of CMB imaging telescope de-
sign. Nor do we hold any illusions about the simplicity
of the dust modelling that we have incorporated into our
forecasts. Improved models for foregrounds can surely
be incorporated into our scheme, especially with the aid
of new data from ongoing surveys such as C-BASS [42]
which will be beneficial to understand the synchrotron
emission. Our point is simply to show that if future
design studies enable implementation of improved cal-
ibration and foreground modelling beyond what is cur-
rently envisaged, then an imaging telescope with an inter-
frequency calibrator is capable of measuring CMB spectral
distortion signals at a level that is up to 5 orders of mag-
nitude more sensitive than FIRAS.
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