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The study of time delays and their inﬂuence on gene network dynamics is
the central topic of this thesis. Three different gene models with delay are stud-
ied:
(1) a single gene-mRNA-protein model
(2) a multiple gene network model
(3) a continuous gene network model
Chapters 2 and 3 present a brief introduction to the ﬁelds of gene regulatory
networks and delay differential equations, respectively. Previous results rele-
vant for this thesis are presented and a friendly overview with ﬁgures and ex-
amples is given. The purpose of these two chaptersis to presenta self-contained
introduction of the main ideas to the rest of the thesis.
Chapter 4presentsa linear andnonlinear analysis of(1)a single gene-mRNA-
protein system given by
˙ M = αm
 
1
1 +
￿
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!
− µm M
˙ P = αp M − µp P
The study of this model is divided into three cases:
Case 1: Perturbation Methods with Constant Delay
Case 2: Center Manifold Reduction with Constant Delay
Case 3: Perturbation Methods with State-Dependent DelayTheoretical proof that the model exhibits oscillatory behavior of mRNA and
protein expressions was found. The ﬁnal outcome results in closed form expres-
sions for the limit cycle amplitude and frequency of oscillation. An important
result of these ﬁndings is the theoretical evidence that delays can drive oscilla-
tions in gene activity.
Chapter 5 presents a study of a network model of N coupled gene units. This
analysis is the natural extension of a single-gene model by considering multiple
gene-mRNA-protein units interconnected. Two different cases are studied and
theoretical and numerical results are presented.
Chapter 6 presents a study of a continuous network model. The model takes
the form
˙ m = −µm +
Z 1
0
K(x − ¯ x)H(pd(¯ x))d¯ x
˙ p = m − µ p
where m = m(x,t), p = p(x,t), pd(¯ x) = p(¯ x,t − T), H is a Hill function, and
where K(x−¯ x) is a weighting function. We choose K(x−¯ x) in two different ways
K(x−¯ x) = 1 and K(x − ¯ x) = e−|x−¯ x| which we name uniform and exponential
weighting, respectively. Both of these cases are studied by either theoretical or
numerical analysis, and a detailed stability study of the steady states is given.
Closed form expressions for the critical delay Tcr and associated frequency ω
are found. Finally, conﬁrmation of our results are presented by discretizing the
continuous system into an N-dimensional system and showing that the discrete
results in Chapter 5 approach the continuous results as N→∞.BIOGRAPHICAL SKETCH
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xiiiCHAPTER 1
INTRODUCTION
Over the past few decades, mathematical modeling has been extensively
used to understand biological phenomena. For most physical systems, it has
been generally assumed that the behavior of the process depends only on the
present state. Although the latter has been veriﬁed for a large class of physi-
cal phenomena, many other processes involve time lags or delays [72, 94, 97,
108, 116]. Thus, modern modeling techniques use delay differential equations
(DDEs) as a powerful tool to capture the dynamics of these systems with delays
[24, 54, 57, 58, 80, 88, 99]. Unfortunately, the use of DDEs brings mathematical
complexity into their computational and theoretical study. Fortunately, over the
past decade, rapid advances in analytical results, new software tools, and reli-
ablenumericaltechniqueshave revivedinterestin DDEs[15,16,64,85,101,119].
One of the main purposes of this thesis is to provide constructive numerical
methods to analyze DDE models in the biological ﬁeld of gene regulatory net-
works.
1.1 Motivation
Themain motivation in designing accurate modelsof genenetworksistounder-
stand the underlying biological behavior and thus allow predictions of the net-
work’s dynamics. These predictions are then compared with experimental re-
sults and the model’s accuracy is conﬁrmed or a correction to the model is then
needed [31, 33, 89, 103]. Experimental biology has provided formal methods
for the modeling and simulation of gene network processes [4, 105, 107]. How-
ever, since most genetic systems involve multiple genes interconnected [106],
1an intuitive understanding of their dynamics is hard to obtain [76]. Fortunately,
powerful mathematical methods for modeling biochemical reactions have been
developed in the past century, especially in the context of metabolic processes
[104, 114].
Going back to early work by Goodwin [36] the end-product of a metabolic
pathway (protein) may inhibit the expression of a gene coding site for an en-
zyme (mRNA) that catalyzes a reaction in the pathway. This gives rise to inter-
esting dynamics involving a feedback mechanism of mRNA and protein con-
centrations. Although there are many formal methods to study gene networks
[40, 46, 47, 57], the most popular is through the use of dynamical systems, non-
linear ordinary differential equations (ODEs), and delay differential equations
(DDEs) [64, 68, 74, 92]. The differential equation approach captures the behav-
ior of the concentrations of mRNA, proteins, and other molecules by the use
of time-dependent variables [24, 93, 108]. In addition, ODE and DDE stud-
ies are complemented by simulation techniques to make behavioral predictions
[54, 55], as well as modeling techniques to construct the model from experimen-
tal data and knowledge on cellular molecular circuitry [20, 47, 68, 76, 89].
In this thesis we analyze several of these feedback inhibition models with
parameter-dependent DDEs. We will follow the standard dynamical system’s
approach, by ﬁnding ﬁrst the steady state solutions, followed by analyzing their
associated stability properties, and ﬁnally determining their possible bifurca-
tions. As we will see, the ﬁrst Hopf bifurcation is of particular importance for
a DDE because it will tell us how the biological system exhibits periodic re-
sponses due to the delay. This will lead us to interesting results regarding the
dependence of delay on the amplitude and frequency of oscillation.
21.2 Thesis Overview
The research presented in this thesis began with a beautiful DDE model pro-
posed by Monk in [72]:
˙ M = αm
 
1
1 +
￿
Pd
P0
￿n
!
− µm M (1.1)
˙ P = αp M − µp P (1.2)
where dots represent differentiation with respect to time t, and where M and
P represent concentrations of mRNA and protein, respectively. The subscript d
denotesa variablewhich isdelayedbytime T,thatis Pd = P(t−T),andthe model
constants are given as follows: αm is the rate at which mRNA is transcribed
in the absence of the associated protein, αp is the rate at which the protein is
produced from mRNA in the ribosome, µm and µp are the rates of degradation
of mRNA and of protein, respectively, P0 is a reference concentration of protein,
and n is a parameter (Hill constant). The graphical representation of this model
is given by Figure 1.1.
Figure 1.1: Feedback inhibition mechanism.
The biology of the feedback inhibition mechanism presented in Figure 1.1
may be described as follows: A gene is copied onto mRNA, which then diffuses
out of the nucleus and attaches to a ribosome. The ribosome then reads the
3mRNA and produces a protein, which then goes back into the nucleus where it
represses the transcription of its own gene. From a dynamical systems perspec-
tive, this process may result in steady state equilibrium, where concentrations
of messenger and protein are constant, or it may result in an oscillation.
Theanalysis of eqs.(1.1)and (1.2)beginswith astudy ofits dynamical behav-
ior when the delay is constant. Theoretical proof that this model exhibits oscil-
latory behavior of mRNA and protein expressions wasfound. Subsequently, we
assumed thatthe delay dependson the concentration of mRNA, andis therefore
state-dependent. Thus the study of this model is divided into three cases:
Case 1: Perturbation Methods with Constant Delay. Here we prove [108] that
the nondelayed system T=0 exhibits a stable steady state and then found a crit-
ical delay T = Tcr after which it becomes unstable due to a Hopf bifurcation.
Explicit closed form expressions for the critical delay and frequency are found.
Subsequently, nonlinear analysis (perturbations) on the full system yielded ap-
proximate expressions for the amplitude and frequency of oscillation.
Case 2: CenterManifold Reduction with ConstantDelay. We reformulateeqs.(1.1)
and (1.2) as an operator differential equation acting on function space, with the
result that an inﬁnite dimensional system was reduced to a two-dimensional in-
variant subspace where the limit cycle is born. This work extends our case 1 re-
sults by providing approximations of general motions, including the approach
(or slow ﬂow) to the periodic motion found previously [109].
Case 3: Perturbation Methods with State-Dependent Delay. This extends our
results even further for state-dependent delays T = T(p(t)). Biologically, this
implies that T depends on concentration of mRNA within the nucleus. Us-
4ing linear stability analysis, we prove that the steady state becomes unstable
and then use perturbations on the nonlinear system to ﬁnd expressions for the
amplitude and frequency of oscillation. Numerical analysis is used to conﬁrm
results [111].
The next step in this thesis is the natural extension of the single gene model
(1.1)-(1.2) by considering multiple gene mRNA-protein units interconnected.
See Figure 1.2.
Figure 1.2: Multiple gene mRNA-protein units for N=2.
The biological motivation of this part comes from gene regulatory networks.
In Figure 1.2, empty circles represent proteins coming back to the nucleus to
inhibit production of mRNA (black circles). The system is modeled so that all
proteins affect each mRNA production site. The model takes the form of a sys-
tem of ODEs coupled to DDEs (see Chapter 5 for more details).
The ﬁnal step in this thesis is the investigation of a continuous model of gene
expression in which the protein product of a given gene not only represses
its own mRNA production, but also represses the mRNA production of other
nearby genes. Mathematically, we tag a given gene with a variable x ∈ [0,1],
and generalize the system (1.1),(1.2) to be of the form:
˙ m = −µm +
Z 1
0
K(x − ¯ x)H(pd(¯ x))d¯ x (1.3)
˙ p = m − µ p (1.4)
5where m = m(x,t), p = p(x,t), pd(¯ x) = p(¯ x,t −T), H is a Hill function, and K(x− ¯ x)
is a weighting function. A signiﬁcant result in the study of eqs.(1.3) and (1.4) is
that the steady state is not a constant but a function of location x. Stability anal-
ysis reveals that the steady state is stable (for T=0) and further analysis gives
expressions for the critical value of delay when the network oscillates. We con-
ﬁrm our results by means of a numerical approximation for different N. Good
agreement was found with the continuous counterpart as N became large [111].
1.3 Organization of the Thesis
The following provides a summary of how the chapters in this dissertation are
organized.
Chapter 2 contains a friendly introduction to gene regulatory networks. It
covers the history and biological backgroundto some of the most relevant prob-
lems and discusses previous and current methods for analyzing them.
Chapter 3 is an introduction to the theory of delay-differential equations.
The primary target of this chapter is to give a friendly introduction of the ba-
sic mathematical theory behind the rest of thesis. The approach is focused on
giving the simplest possible explanations of the linear and nonlinear theory. Ex-
amples are presented throughout the chapter.
Chapter 4 looks at a single gene network. We present three different studies:
(1) perturbation methods for constant delay, (2) center manifold reduction for
constant delay, and (3) perturbation methods for state-dependent delay. Our
studies entail linear and nonlinear analysis along with numerical results.
6Chapter 5 presents a study of an N gene network system. This analysis is the
natural extension of the single gene network, obtained by interconnecting mul-
tiple gene units. Both linear and nonlinear analyses are given and the stability
of the steady state solutions and their bifurcations are analyzed.
Chapter 6 extends the discrete results from Chapter 5 to a continuous net-
work. In this chapter we study the steady state solutions and the stability of
two different models of a gene network with time delay. Both of these models
are characterized bya system of twocoupled equations: an ordinary differential
equation and a delay differential-integral equation.
We conclude in Chapter 7 by providing a summary of the thesis, giving ﬁnal
remarks on our investigations, and looking at some ideas for future work.
7CHAPTER 2
AN INTRODUCTION TO GENE REGULATORY NETWORKS
2.1 Gene Regulation
One of the greatest mysteries in modern science is gene regulation. Finding a
full description of how proteins within the cell regulate their own production
or the production of other proteins is still lacking. The difﬁculty comes from
ﬁnding the mechanisms that relate multiple biochemical processes inside the
cell. Unfortunately, most cellular processes involve many different molecules
interconnected. Thus the metabolism of a cell consists of many interlinked reac-
tions, in which products of one reaction will affectthe next. These reactions will
form a metabolic network where interlinked molecules can cross-talk and affect
different signaling cascades [6, 47, 105].
Gene regulation is mainly achieved by two cellular process: transcription
and translation. Transcription is the ﬁrst step in gene expression and it includes
the identical replication of a gene into messenger RNA (mRNA). The second
step is the translation process, where the information in the mRNA is trans-
lated into a protein with a speciﬁc amino acid sequence. The latter process is
accomplished by a well-known protein-manufacturing machine called a ribo-
some. Once the protein is created, it unbinds from the ribosome and carries out
its cellular function. From these processes mRNA and protein concentrations
arise naturally as the main intracellular regulatory agents for gene expression.
Thus, transcription and translation are the main processes by which a cell ex-
presses the instructions encoded in its genes. See Figure 2.1.
8Figure 2.1: Feedback Mechanism. Transcription and translation are the
main processes by which a cell expresses the instructions en-
coded in its genes.
There are several mechanisms that the cell uses to regulate the levels of
mRNA and protein concentrations. An example is the cell’s ability to increase
or decrease the concentration of enzymes that degrade proteins, that is, by hav-
ing more of these “protein killers” the cell can diminish the amount of proteins
present at a certain time. Another important regulatory mechanism is the cell’s
capacity to turn on and off the transcription process of a speciﬁc gene. The latter
can be accomplished by means of feedback inhibition, where the expression of
a gene is regulated by its own protein product (or by other proteins). This feed-
back mechanism arises when the protein returns to the nucleus and stops the
transcription of its own mRNA by binding to the gene’spromoter site. Previous
ﬁndings [62, 72] show that there are time delays associated with this feedback
mechanism. These delays arise naturally as transcriptional delays (time it takes
the gene to get copied into mRNA) and translational delays (time it takes the
ribosome to translate mRNA into protein). Furthermore, recent studies have
shown that it sufﬁces to consider only the transcriptional time delay to have
9an accurate dynamic model [62, 72, 108]. Some of these transcriptional delay
models can be represented by the following pair of equations:
dm
dt
= −µmm(t) + H (p(t − T)) (2.1)
dp
dt
= αp m(t)− µp p(t) (2.2)
where the time dependent variables are the mRNA concentration, m(t), and its
associated protein concentration, p(t), and where the constants µm and µp are
the decay rates of the mRNA and protein molecules, αp is the rate of produc-
tion of new protein molecules per mRNA molecule, and H(p(t − T)) is a Hill
function representing the rate of delayed production of new mRNA molecules.
In this thesis we will assume that H(p(t − T)) is a decreasing function of the
concentration of protein present at a previous time p(t − T), where T represents
the transcriptional time delay. Recent ﬁndings reveal how the dynamics of the
system depends on the model parameters [72, 108, 109, 110].
It is important to point out that, although mRNA transcription factors are
one ofthebeststudied generegulatorymechanisms, therearemanyothermech-
anisms of gene regulation that are not fully understood or (in some cases) have
not been tackled [2, 26, 47, 61]. These include cell signaling, mRNA splicing,
protein degradation, chromatin modiﬁcations, and other mechanisms of pro-
tein localization. Thus, although scientists have spent more than half a century
studying mRNA transcriptional regulation [17, 72, 108], an important goal for
future research would be to understand how the previous mechanisms affect or
govern the dynamics of gene regulatory networks.
102.2 Mathematical Models of Gene Regulatory Networks
Understanding the interactions between genes and their protein products is an
important part of experimental and theoretical biology. Recent experiments
[1, 6, 26, 34, 40, 90] and theoretical techniques [9, 68, 84, 108, 109, 117] have been
developed to understand the dynamics of gene regulatory networks. From a
theoretical point of view, the gene network structure is an abstraction of the
system’s chemical dynamics, and it includes how protein products affect the ex-
pression of other genes and their associated proteins. If the network involves
only a few genes then its dynamical behavior could be studied directly [30, 34].
On the other hand, if the network is formed of hundreds or thousands of genes
then its experimental or theoretical study may be highly difﬁcult [20, 74]. Nev-
ertheless, research trends show that the study of these complex dynamical net-
works is a natural step in genomic research [104].
Several mathematical models of gene regulatory networks have been devel-
oped over the last couple of decades (for an extensive review see [47, 54, 92,
88, 93]). Some of the most common modeling techniques involve the use of
graphs [18, 19, 58, 69], Boolean networks [16, 61, 78, 80], Bayesian networks
[5, 31], Petri nets [3, 32, 66], reverse engineering methods [27, 99], and coupled
differential equations (linear [55], nonlinear [24, 46, 71], partial [101], stochastic
[8, 38, 85, 98, 119], and delayed [8, 25, 29, 108]). As explained above, here we are
interested in models where the natural lags or delays play an important role in
the system’s dynamics [62, 72, 108, 109]. Since these delays arise naturally from
transcription, translation, degradation, and other cellular processes, then they
can be of the same order of the system’stime scale, and thustaking them into ac-
countcan potentially changethe system’sdynamics [59, 61, 80,90,104,105,108].
11The study of gene regulatory networks started in the 1960’s with Goodwin’s
oscillator model [36,37],which consists ofa negative feedbackloop within a sin-
gle gene expression pathway (see Figure 2.1). His theoretical studies validated
several biochemical experiments which showed the presence of regulatory se-
quences in the proximity of genes. In modern days, however, other interesting
(and more complex) gene regulatory models have been studied and validated
with experiments. Some of these include the Hes1 model and the p53-Mdm2
model. The following sections give a brief overview of these interesting and
important models.
2.2.1 The Goodwin Oscillator
One of the simplest models of an oscillator is the Goodwin oscillator [36, 37].
In a Goodwin oscillator a gene expresses a mRNA molecule that is then trans-
lated into a protein. The protein then acts as an inhibitor by creating another
“metabolic species” (see Figure 2.2) which then binds to the gene’s promoter
site and decreases production of mRNA. Interestingly, the Goodwin model does
not only exhibit oscillations, but it can correctly predict the response to stimuli
such as temperature, protein concentrations, and even light intensity [87]. Thus,
the applications of Goodwin’s work were not only restricted to gene expression
models. In fact, many biological phenomena that describe a feedback process
can be roughly modeled by Goodwin’s theoretical framework. Examples in our
daily life include our heart beat, temperature, and even our sleeping habits.
Another important application of Goodwin’s work is to the ﬁeld of circa-
dian rhythms. Since many physiological processes of living organisms are pe-
12Figure 2.2: Page 23, Chapter 4 in Goodwin’s “Temporal Organization in
Cells” [36].
13riodic, then developing a theoretical framework was an important and remark-
able achievement by Goodwin. Although he developed his framework for ge-
netic systems, he was also aware that his work had many applications to the
ﬁeld of biological clocks (see page 135 in [36]). The latter is important since
many interesting (and wellstudied) biological processes exhibitperiodic behav-
ior with periods of seconds, minutes, hours, and even days. Probably the most
important processes are those that oscillate with a 24 hour period [91]. These 24
hour periodic rhythms were ﬁrst observed by the French scientist Jean-Jacques
d’Ortous in 1729, but is wasn’t until 1959 that Franz Halberg [41] used the term
“circadian rhythms,” which comes from the Latin “circa” meaning “around”
and “diem” meaning “day”. This day-to-day periodicity has a profound impor-
tance in our lives and is responsible for many of our biological functions such as
body temperature, sleeping habits, regulation of the heart beat, breathing, and
even hormonal concentration changes [67] among others.
2.2.2 The Hes1 Network
The Hairy and Enhancer of Split 1 (aka HES1) is a human gene. The mRNA
associated to HES1 is conveniently called hes1 mRNA (lowercase) and its pro-
tein product is called Hes1, which serves as a transcriptional repressor for the
gene HES1. As described above in Section 2.2.1, the Hes1 network is another
example of a genetic clock. It has been previously shown [72, 108] that the two
hour oscillation period of this biological clock is driven by a time delay of about
15 minutes, which is associated to the transcription process. Thus, the Hes1 net-
work is an ideal candidate for modeling the two hour oscillation dynamics with
a system of delay differential equations. However, the two most interesting fea-
14tures of Hes1 that make it an ideal candidate for mathematical modeling are: (1)
hes1 mRNA andHes1 protein have shorthalf-lives of approximately 20 minutes
[72], and (2) Hes1 protein binds to the Hes1 promoter and represses transcrip-
tion. These two biological properties allow Hes1 protein to repress hes1 mRNA
transcription, followed immediately by a rapid degradation of the Hes1 protein.
The latter allows a “resetting” of the clock, by restarting the Hes1 transcription,
translation, and repression processes, which is what drives the two hour oscil-
lation. Thus, the importance of this model comes from it’s biological simplicity
and tractable mathematical model (see [72, 108, 118] for a full description of the
math model).
2.2.3 The p53 Network
A topic of great current interest in cancer biology is how cells respond to DNA
damage. The p53 protein is one of the main guardians that protect us against
these damages in our DNA [102, 114]. For example, if we were to stay too long
under the sun, p53 would soon know about it, and it would organize a mech-
anism to either repair the cell or kill it (if there is too much DNA damage).
Fortunately for us, high concentrations of p53 are down regulated by its nega-
tive complement Mdm2 [20, 59, 60], and because our body needs ﬁnely tuned
concentrations of these two antagonists, the cell’s natural mechanisms regulate
the concentrations of these two. After years of experimental research, molecu-
lar cell biologists have uncovered some of the basic (and wonderful) properties
that govern p53 dynamics. However, there is still much work to be done, es-
pecially in terms of a quantitative ‘systems’ approach to the problem, including
mathematical modeling and hypothesis testing.
15Exploring the dynamical properties of the p53-Mdm2 network is a recent
and important scientiﬁc endeavor. Developing mathematical models based on
properties of molecular circuitry and using novel modeling methods to con-
struct realistic versions of the p53 network is one of the main tasks that many
mathematical biologists are currently working on. By using smaller and sim-
pler modules [105] in the p53 signaling pathway and ﬁtting experimental data,
scientists are able to construct math models that capture the dynamics of the
p53-Mdm2 network. Previous observations [59, 103] on p53 dynamics show os-
cillations in its expression due to the negative feedbackbetweenp53 andMdm2.
In a breakthrough study by Lahav et al [59] they found that cells emit discrete
pulses of p53 with ﬁxed height and duration. Their main results suggest that
DNA damage activates p53 in a series of oscillations or pulses that continue
until the cell is repaired or apoptosis (suicide) is triggered. However, recent
ﬁndings [4] show that this feedback mechanism is insufﬁcient to explain the os-
cillatory behavior of p53 dynamics. All of these results show that there is still
much work to be done. This thesis contributes to such an endeavor, by provid-
ing a theoretical and numerical approach to studying these interesting models.
16CHAPTER 3
AN INTRODUCTION TO DELAY DIFFERENTIAL EQUATIONS
3.1 Introduction
The historical development of delay differential equations (DDEs) dates back to
the 1920’s when Volterra [115] investigated the predator-prey model in a par-
asite population with delay (time it took the infection to manifest within the
host). Unfortunately, the momentum on studying DDEs did not pick up un-
til half a century later, when Bellman and Cooke wrote the now classical book
“Differential Difference Equations” [7], which is now credited as the ﬁrst formal
study of DDEs. Subsequently, Jack Hale [42] pushed the study of DDEs to the
present level of depth, but it wasn’t until 1991 that Verduyn Lunel in collabora-
tion with Hale wrote the current “introductory” text on DDEs [44].
The use of ordinary and partial differential equations have played an impor-
tant role in the development of several scientiﬁc ﬁelds. However, it is becoming
clear that some of the simplest models cannot capture the rich variety of dy-
namics observed in these systems. Introducing time lags or delays into the con-
struction of some of these models is one possible approach of dealing with these
complexities. So, why do we care about learning and studying DDEs? From an
applications viewpoint, the use of delays in modeling many natural processes
is an important area of applied mathematics. Like it or not, time delays occur
very often in nature that to ignore them is to ignore reality. Thus DDE models
are becoming more common, appearing in many branches of biological model-
ing: infectious disease dynamics [21, 22], ecology [100], circadian rhythms [91],
epidemiology [23], tumor growth [113], and neural networks [12].
173.2 The Initial-Value Problem
Delay differential equations describe systems where the present state depends
on a past value or history of the system. The theory of DDEs is a nontrivial
generalization of the theory of ODEs. The generalization comes from the use
of functional analysis tools for the study and understanding of the inﬁnite di-
mensional spaces associated to DDEs. Unfortunately, most DDE results are too
technical for the biology community and their usage is currently limited. This
chapter serves as a friendly introduction to DDEs. We present step-by-step cal-
culations with examplesandbasictheory. Some ofour resultslack mathematical
rigorousness, but exemplify basic geometric and computational principles used
for the study of delayed models.
The simplest linear DDE has the form
˙ x(t) = Ax(t) + Bx(t − T) (3.1)
where A,B,T areconstants with T > 0and x scalar. One immediate question that
arises by looking at Eq.(3.1) is the following: what is the initial-value problem
for Eq.(3.1)? that is, what is the minimum amount of initial data that we need to
specify in order for Eq.(3.1) to deﬁne a well-posed initial-value problem?
The most logical (and correct) answer to the question above is that we need
to specify an initial function on the interval [−T,0]. Just as an ODE needs a single
point as initial condition, DDEs need a “history” function over the entire inter-
val [−T,0]. We refer to φ(t) as the initial condition function for Eq.(3.1). Notice
that when T = 0 the DDE reduces to an ODE, and only one point (t = 0) is
needed to specify an initial-value problem (IVP). Thus, we state the following
theorem without proof (see [44] for a complete statement and a detailed proof):
18Theorem 3.1 If φ is a given initial function on [−T,0], then there is a unique
function x(φ) deﬁned on [−T,∞] that coincides with φ on [−T,0] and satisﬁes
Eq.(3.1) for t ≥ 0.
Having deﬁnedthe IVPforEq.(3.1) wenowconsider the existence andunique-
ness question. As explained in [44], the main ideas of existence and uniqueness
for DDEs are a natural extension on the theory of ODEs, however, the notation
involves complicated proofs and technical lemmas using advanced theory of
functional analysis. Here we present a less rigorous (but friendlier) approach
known as the method of steps.
The method of steps is a powerful technique where a DDE of the form (3.1)
may be solved as a chain of coupled differential equations over successive in-
tervals. The idea of the method of steps is to solve iteratively the initial function
over each of these intervals andrestart on the next interval (being sure to reeval-
uate the function from the right to ﬁnd the appropriate constant). By reducing a
DDE to a series of ODEs, the method of steps allows us to use well-established
results for ODEs to verify existence and uniqueness of solutions for DDEs. A
simple example will elucidate the method:
Example. Let A = 0, B = −1, and φ(t) = 1 in Eq.(3.1). Then
˙ x(t) = − x(t − T) = − φ(t) = − 1 when t ∈ [0,T] (3.2)
which gives
x(t) = x1(t) = − t + C1 when t ∈ [0,T] (3.3)
and where we choose C1 = 1 so that φ(T) = 1 = x(0). Notice that the solution
found in Eq.(3.3) is only valid within the interval t ∈ [0,T], which is why we
denote the solution x(t) = x1(t) for t ∈ [0,T]. In general there will be a solution
19xj(t) for any interval [(j-1)T,jT]. For this example the ﬁrst three are given as
x0(t) = 1 , x1(t) = −t + 1 , x2(t) = −
t2
2
+ t − 1 (3.4)
for T = 2. The geometric representation of this example is provided in Figure
3.1 for A = 0, B = −1, T = 2, and φ(t) = 1.
Figure 3.1: Geometric representation using the method of steps for ˙ x =
−x(t − 2) when the initial function is given by φ(t) = 1.
3.3 The Characteristic Equation
The characteristic equation for a linear homogeneous constant coefﬁcient DDE
is obtained (as in the case for ODEs) by looking for nontrivial solutions of the
form x(t) = Ceλt. As an example consider Eq.(3.1), which has a nontrivial so-
lution of the form Ceλt if and only if λ − A − Be−λT = 0. This shows that, con-
trary to ODEs (which have polynomial characteristic equations), DDEs have
transcendental characteristic equations. The latter implies that the characteris-
tic equation of a DDE has inﬁnitely many roots, which yields an inﬁnite family
of linearly independent solutions to the DDE.
20Continuing our previous example:
Example. If A = 0 and B = −1 in Eq.(3.1) then assuming x(t) = Ceλt yields
˙ x = −x(t − T) ⇒ λ = − e
−λT. (3.5)
Notice when T = 0, Eq.(3.5) reduces to
˙ x = −x(t) ⇒ λ = − 1 (3.6)
which is the solution of the associated ODE. So, what happens to the the single
root at λ = −1 after T = ￿ > 0? By numerical simulations we can show that the
root at λ = −1 “breaks” into a complex conjugate pair. See Figure 3.2.
Figure 3.2: Roots of the characteristic equation when T = 0 and T > 0 for
Eq.(3.1) when A = 0 and B = −1. Notice that λ = −1 breaks into
a conjugate pair when T > 0.
From our previous example three interesting questions arise: (1) Can we
determine the location in the complex plain of all roots λ when T > 0? (2) Can
we determine if Re(λ)<0 ∀λ? (3) Can we show that the dynamics of the DDE
converge to the dynamics of the ODE as T → 0?
The answers to all three questions above are nontrivial. For question (1)
several numerical methods [10, 112] have proven to be useful, but a general
21theory is still not available. Questions (2) and (3) also lack a general proof for
families of equations. Thus the common approach is to study each DDE in a
case by case basis, just as is explained by Hale in [43] page 9. See Figure 3.3.
Figure 3.3: Page 9 of ‘Functional Differential Equations’ by Jack Hale [43].
22Before we move on to the nextsection on stability, weﬁrst generalize Eq.(3.1)
as follows:
Example. Suppose T1j and T0k, are ﬁnite constant delays so that Eq.(3.1) gener-
alizes to the multiple delayed version
˙ x(t) =
p X
j=1
Cj˙ x(t − T1j) +
q X
k=0
Bkx(t − T0k) (3.7)
where without loss of generality we assume
0 < T11 < ... < T1p (3.8)
0 = T00 < ... < T0q (3.9)
Cj ∈ R (j = 1,... , p) , and Bk ∈ R (k = 0,... ,q) (3.10)
Then the characteristic function D is given by
D(λ) = λ − λ
p X
j=1
Cje
−T1jλ −
q X
k=0
Bke
−T0jλ (3.11)
Notice that the latter example can be extended to Cj and Bk of the form of
n × n matrices and integrals. For a complete treatment on the subject we refer
the reader to Stepan’s “Retarded Dynamical Systems: Stability and Character-
istics Functions” [95]. The main results when Cj and Bk are integrals (better
known as bounded variations) are given in Figure 3.4. Notice that the terms
NFDE and RFDE refer to neutral functional differential equations and retarded
functional differential equations, respectively. By deﬁnition NFDEs describe a
system where the rate of change of the state, ˙ x(t), depends on the past state of
the system, x(t − T) and on its own past rate of change, ˙ x(t − T). Thus if any
Cj , 0 then Eq.(3.7) is an NFDE. On the other hand, RFDEs are only deﬁned by
the past state of the system, x(t − T). This would be the case when all Cj = 0 in
Eq.(3.7).
23Figure 3.4: Page 5 of ”Retarded Dynamical Systems” by Gabor Stepan.
NFDEs describe a system where the rate of change of the state,
˙ x(t), depends on the past state of the system, x(t−T), and on its
own past rate of change, ˙ x(t − T). RFDEs are only deﬁned by
the past state of the system, x(t − T).
3.4 Stability and Critical Delays
As in the case for ODEs, linear stability analysis for DDEs is also determined
by the roots of the characteristic equation. As seen in our previous section, the
characteristic equation of a DDE is, in general, a transcendental equation, and
hence has inﬁnitely many roots. In this section we discuss stability properties
of DDEs and their relationship to the main bifurcation parameter: the delay, T.
It is well known from dynamical systems theory that several stability crite-
rion can bedeﬁned forODEs. Similarly, forDDEsafewarealso knownandthey
include: Lyapunov’s criterion, Pontryagin criterion, Yesipovich-Svirskii crite-
rion, delay-decomposition criterion, Chebotarevcriterion, d-subdivision method,
Nyquist criterion, and many others (see [95] for an extensive overview). Here
we motivate a formal deﬁnition of stability by following Stepan’s criterion in
[95]:
24Deﬁnition. The trivial solution of Eq.(3.1) is exponentially asymptotically sta-
ble if there exists a scalar ￿ > 0 such that Re(λk) ≤ −￿ for all the zeros λk of the
corresponding characteristic equation.
An interesting featureof DDEsis thatthe delay, T, isthe main bifurcation pa-
rameter in the study of the roots of the characteristic equation. Being the roots
functions of the delay, the stability conditions for DDEs are usually deﬁned in
terms of the eigenvalue with maximum real part: λmax = λmax(T). This implies
that if the system is originally stable for T = 0 (where all Re(λk) < 0), then there
may exist a critical value of the delay, T = Tcr, when the ﬁrst root (or complex
conjugates) cross the imaginary axis, giving thus Re(λmax) = 0. We continue our
example used earlier to clarify the latter.
Example. We start by numerically integrating Eq.(3.1) above for A = 0 and
B = −1. We use Matlab’s dde23 and obtain Figure 3.5 as a result. The system is
originally stable when T is small, oscillates when T = π/2, and becomes unsta-
ble when T > π/2. The expression for Tcr can be easily found by setting λ = iω
into the characteristic equation (3.5):
λ + e
−λT = 0 ⇔ iω + e
−iωTcr = 0 (3.12)
⇔ cosωTcr = 0 , ω − sinωTcr = 0 (3.13)
⇔ ω = 1 , Tcr =
π
2
(3.14)
25Figure 3.5: Numerical integration using Matlab’s dde23 of ˙ x = −x(t−T) for
(a) T = 1.4, (b) T = π/2, and (c) T = 1.65
263.5 Nonlinear Investigations
The fundamental problem in the analysis of a nonlinear DDE is to ﬁnd the ap-
propriate bifurcation conditions for the stability of the trivial solution of the
associated linear system. If the relevant steady states of the original nonlinear
DDE are non trivial, then we may Taylor expand them about the equilibrium
solution to obtain a ﬁrst order approximation (also known as the linear varia-
tional equations). In this section we deal with the simplest possible situation, and
choose examples where only trivial solutions are studied. We point out, how-
ever, that we can always ﬁnd the associated linear variational equations if the
steady states were non trivial.
There are many nonlinear results in the literature for DDEs. For an extensive
summary we refer the reader to [28, 42, 43, 44, 95]. In this thesis however, we
will deal with mainly twononlinear theorems: (1)the Hopf bifurcation theorem,
and (2) the center manifold theorem. We point out that for DDEs with constant
delays most of the nonlinear results and theoremsextend naturally from regular
ODE theory. However, although the “ideas” are the same, the notation and
theory is highly technical. For the curious reader, we present theorems (1) and
(2) here from Diekmann et al [28]. See Figures 3.6 and 3.7 respectively.
In the following sections we deal with three nonlinear DDEs. All three ex-
hibit a Hopf bifurcation scenario in which an equilibrium point changes its sta-
bility due to a change in parameters,giving rise to the birth of a periodic motion
called a limit cycle. The most familiar setting in which this scenario occurs is the
27Figure 3.6: “Delay equations: functional-, complex-, and nonlinear analy-
sis” by Diekmann et al. [28]
Figure 3.7: “Delay equations: functional-, complex-, and nonlinear analy-
sis” by Diekmann et al. [28]
28phase plane of a pair of ﬁrst order ODEs (see for example [39, 82]):
dx
dt
= −y + µx + a1x
2 + a2xy + a3y
2 + b1x
3 + b2x
2y + b3xy
2 + b4y
3 (3.15)
dy
dt
= x + µy + c1x
2 + c2xy + c3y
2 + d1x
3 + d2x
2y + d3xy
2 + d4y
3 (3.16)
As µ passes through zero, a limit cycle is generically born. It can be written in
the approximate form:
x = Acosωt, y = Asinωt (3.17)
where ω = 1+O(µ),and where the amplitude A is given by the Hopf bifurcation
formula:
A
2 =
−8
S
µ (3.18)
where
S = 3d4 + d2 + 3b1 + b3 + 2a3c3 + a2(a1 + a3) − 2a1c1 − c2(c1 + c3) (3.19)
In Eq.(3.18), A is real so that A2 > 0, which means that µ must have the opposite
sign as S.
In the following sections we present a comparable formula for a class of ﬁrst
order nonlinear constant coefﬁcient DDEs. We start by presenting the linear
analysis followed by the nonlinear investigations.
293.6 Example 1:
˙ x = αx + βxd + a1x2 + a2xxd + a3x2
d + b1x3 + b2x2xd + b3xx2
d + b4x3
d
3.6.1 Linear Analysis: Stability and Critical Delays
We start this section by introducing the following ﬁrst order nonlinear constant
coefﬁcient DDE with quadratic and cubic nonlinearities:
dx
dt
= αx + βxd + a1x
2 + a2xxd + a3x
2
d + b1x
3 + b2x
2xd + b3xx
2
d + b4x
3
d (3.20)
where x = x(t) and xd = x(t − T). Here T is the delay. Associated with (3.20) is
the linear DDE
dx
dt
= αx + βxd (3.21)
We assume that (3.21) has a critical delay Tcr for which it exhibits a pair of pure
imaginary eigenvalues ±ωi corresponding to the solution
x = c1 cosωt + c2 sinωt (3.22)
Then for values of delay T which lie close to Tcr,
T = Tcr + µ, (3.23)
the nonlinear Eq.(3.20) may exhibit a periodic solution which can be written in
the approximate form:
x = Acosωt (3.24)
Thecritical delay, Tcr,maybeobtainedbysubstituting Eq.(3.24)into Eq.(3.21).
We equate to zero coefﬁcients of sin(ωt) and cos(ωt), and obtain the following
two equations:
β sin(ωTcr) = −ω, βcos(ωTcr) = −α (3.25)
30Squaring and adding these gives
ω =
p
β2 − α2 (3.26)
Substituting (3.26) into the second of (3.25), we obtain the desired relationship
between Tcr and α and β:
Tcr =
arccos
￿
−α
β
￿
p
β2 − α2
(3.27)
or equivalently
Tcr =
arctan
 
α √
β2−α2
!
p
β2 − α2
(3.28)
3.6.2 Nonlinear Analysis: Lindstedt’s Method
For the nonlinear analysis we use Lindstedt’s method. See [75, 81] for an intro-
duction on Lindstedt’s method. We begin by introducing a small parameter ￿
via the scaling
x = ￿u (3.29)
The detuning µ of Eq.(3.23) is scaled like ￿2:
T = Tcr + µ = Tcr + ￿
2ˆ µ (3.30)
Next we stretch time by replacing the independent variable t by τ, where
τ = Ωt (3.31)
This results in the following form of Eq.(3.20):
Ω
du
dτ
= αu + βud + ￿(a1u
2 + a2uud + a3u
2
d) + ￿
2(b1u
3 + b2u
2ud + b3uu
2
d + b4u
3
d) (3.32)
31where ud = u(τ−ΩT). We expand Ω in a power seriesin ￿, omitting the O(￿) term
for convenience, since it turns out to be zero:
Ω = ω + ￿
2k2 + ··· (3.33)
Next we expand the delay term ud:
ud = u(τ − ΩT) = u(τ − (ω + ￿
2k2 + ···)(Tcr + ￿
2ˆ µ)) (3.34)
= u(τ − ωTcr − ￿
2(k2Tcr + ωˆ µ) + ···) (3.35)
= u(τ − ωTcr) − ￿
2(k2Tcr + ωˆ µ) u
0(τ − ωTcr) + O(￿
3) (3.36)
Finally we expand u(τ) in a power series in ￿:
u(τ) = u0(τ) + ￿u1(τ) + ￿
2u2(τ) + ··· (3.37)
Substituting and collecting terms, we ﬁnd:
ω
du0
dτ
− αu0(τ) − βu0(τ − ωTcr) = 0 (3.38)
ω
du1
dτ
− αu1(τ) − βu1(τ − ωTcr) = a1u0(τ)
2 + a2u0(τ)u0(τ − ωTcr)
+a3u0(τ − ωTcr)
2 (3.39)
ω
du2
dτ
− αu2(τ) − βu2(τ − ωTcr) = ··· (3.40)
where ··· stands for terms in u0 and u1, omitted here for brevity. We take the
solution of the u0 equation as (cf. Eq.(3.22) above):
u0(τ) = ˆ Acos(τ) (3.41)
We substitute (3.41) into (3.39) and obtain the following expression for u1:
u1(τ) = m1 sin(2τ) + m2 cos(2τ) + m3 (3.42)
where m1 is given by the equation:
m1 = −
ˆ A2 (2a3 β + a2 β − 2a1 β − 2a3 α)
p
β2 − α2
2β (β + α) (5β − 4α)
(3.43)
32and where m2 and m3 are given by similar equations, omitted here for brevity.
In deriving (3.43), ω has been replaced by
p
β2 − α2 as in Eq.(3.26).
Next the expressions for u0 and u1, Eqs.(3.41),(3.42), are substituted into the
u2 equation, Eq.(3.40), and, after trigonometric simpliﬁcations have been per-
formed, the coefﬁcients of the resonant terms, sinτ and cosτ, are equated to
zero. This results in the following equation for A2:
A
2 =
P
Q
µ (3.44)
where
P = 4β
3 (β − α) (β + α)
2 (−5β + 4α) (3.45)
and where Q = Q0 + Q1Tcr is given by
Q0 = 5b3 β
5 + 15b1 β
5 − 15αb4 β
4 + αb3β
4 − 15αb2 β
4 + 3αb1 β
4 − 4a3
2 β
4
−9a2 a3 β
4 − 18a1 a3 β
4 − a2
2 β
4 − 9a1 a2 β
4 − 18a1
2 β
4 − 3α
2 b4 β
3
+6α
2 b3 β
3 − 3α
2 b2 β
3 − 12α
2b1 β
3 + 26a3
2 αβ
3 + 19a2 a3 αβ
3
+30a1 a3 αβ
3 + 11a2
2 αβ
3 + 33a1 a2 αβ
3 + 12a1
2 αβ
3 + 12α
3b4 β
2
+2α
3 b3 β
2 + 12α
3 b2 β
2 − 8a3
2 α
2β
2 − 32a2 a3 α
2β
2 − 12a1 a3 α
2β
2
−14a2
2 α
2β
2 − 18a1 a2 α
2β
2 − 8α
4 b3 β − 8a3
2 α
3β + 8a2 a3 α
3 β
+4a2
2 α
3β + 8a2 a3 α
4 (3.46)
and
33Q1 = 15b4 β
6 + 5b2 β
6 + 3αb4 β
5 − 15αb3 β
5 + αb2β
5
−15αb1β
5 − 22a3
2 β
5 − 7a2 a3β
5 − 14a1 a3 β
5 − 3a2
2 β
5
−7a1a2 β
5 − 4a1
2 β
5 − 12α
2b4 β
4 − 3α
2 b3 β
4 + 6α
2 b2 β
4
−3α
2b1 β
4 + 12a3
2 αβ
4 + 37a2 a3 αβ
4 + 30a1 a3αβ
4
+7a2
2 αβ
4 + 19a1 a2 αβ
4 + 18a1
2 αβ
4 + 12α
3b3 β
3
+2α
3b2 β
3 + 12α
3b1 β
3 + 4a3
2 α
2β
3 − 20a2 a3 α
2 β
3
−16a1a3 α
2 β
3 − 12a2
2 α
2 β
3 − 26a1 a2α
2 β
3 − 8a1
2 α
2β
3
−8α
4b2 β
2 − 4a2 a3 α
3β
2 + 8a2
2 α
3β
2 + 8a1 a2 α
3 β
2 (3.47)
In Eq.(3.44), A is real so that A2 > 0, which means that µ must have the
same sign as
P
Q. Also, note that A = ￿ ˆ A from Eqs.(3.24),(3.29),(3.41), and µ = ￿2ˆ µ
from Eq.(3.30). Thus, the perturbation method gives ˆ A2 as a function of ˆ µ, but
multiplication by ￿2 converts to a relation between A2 and µ.
We point out that Eq.(3.44) is the Hopf bifurcation formula for ﬁrst order
DDEs. Although the idea of using Lindstedt’s method on bifurcation problems
for DDEs goes back to a 1980 paper by Casal and Freedman [13], their work
provided the algorithm but not the Hopf bifurcation formula. Thus our com-
putational study [83] was the ﬁrst to provide such formula, and it is hoped that
having a general expression for the Hopf bifurcation will be a convenience for
researchers in the ﬁeld of DDEs.
343.7 Example 2
As an example, we consider the following DDE:
dx
dt
= −x − 2xd − xxd − x
3 (3.48)
This corresponds to the following parameter assignment in Eq.(3.20):
α = −1, β = −2, a1 = a3 = b2 = b3 = b4 = 0, a2 = b1 = −1 (3.49)
The associated linearized equation (3.21) is stable for zero delay. As the delay
T is increased, the origin ﬁrst becomes unstable when T = Tcr, where Eq.(3.27)
gives that
Tcr =
arccos
￿
−1
2
￿
√
3
=
2π
3
√
3
(3.50)
Substituting (3.49) and (3.50) into (3.44)-(3.47), we obtain:
A
2 =
648µ
40
√
3π + 171
= 1.667µ (3.51)
where we have set
T = Tcr + µ =
2π
3
√
3
+ µ = 1.2092 + µ (3.52)
Thus the origin is stable for µ < 0 and unstable for µ > 0. In order for A2 in (3.51)
to be positive, we require that µ > 0. Therefore the limit cycle is born out of
an unstable equilibrium point. Since the stability of the limit cycle must be the
opposite of the stability of the equilibrium point from which it is born, we may
conclude that the limit cycle is stable and that we have a supercritical Hopf. This
result is in agreement with numerical integration of Eq.(3.48).
353.8 Example 3
Asa second example, we consider the case in which the quantity Q in Eqs.(3.44)-
(3.47) is zero. In the context of the ODE system (3.15),(3.16) this case corre-
sponds to S=0 in Eq.(3.18) and has been discussed in [39], Section 7.1. To gen-
erate such an example for the DDE (3.20), we embed the previous example in a
one-parameter family of DDE’s:
dx
dt
= −x − 2xd − xxd − λx
3 (3.53)
and we choose λ so that Q=0 in Eq.(3.44). This leads to the following critical
value of λ:
λ = λcr =
4π + 3
√
3
18(2π + 3
√
3)
= 0.0859 (3.54)
Since this choice for λ leads to Q=0, Eq.(3.44) obviously cannot be used to
ﬁnd the limit cycle amplitude A. Instead we use Lindstedt’s method, maintain-
ing terms of O(￿4). The correct scalings in this case turn out to be (cf.Eqs.(3.30)
and (3.33)):
T = Tcr + µ =
2π
3
√
3
+ ￿
4ˆ µ (3.55)
Ω = ω + ￿
2k2 + ￿
4k4 + ··· (3.56)
We ﬁnd that the limit cycle amplitude A satisﬁes the equation:
A
4 = −Γµ (3.57)
whereweomit theclosed formexpression forΓandgiveinstead itsapproximate
value, Γ=620.477.
The analysis of this example has assumed that the parameter λ exactly takes
on the critical value given in Eq.(3.54). Let us consider a more robust model
which allows λ to be detuned:
36λ = λcr + Λ =
4π + 3
√
3
18(2π+ 3
√
3)
+ ￿
2 ˆ Λ (3.58)
Using Lindstedt’s method we obtain for this case the following equation on A:
A
4 + σΛA
2 + Γµ = 0 (3.59)
where we omit the closed form expression for σ and give instead its approxi-
mate value, σ=342.689. Eq.(3.59) can have 0,1, or 2 positive real roots for A, each
of which is a limit cycle in the original system. Thus the number of limit cycles
which are born in the Hopf bifurcation depends on the detuning coefﬁcients Λ
and µ. Elementary use of the quadratic formula and the requirement that A2 be
both real and positive gives the following results: If µ < 0 then there is one limit
cycle. If µ > 0 and σΛ < −2
p
Γµ then there are two limit cycles. If µ > 0 and
σΛ > −2
p
Γµ then there are no limit cycles.
3.9 Discussion
Thischapter presents some of the basiclinear andnonlinear properties of DDEs.
In example 1 we found an explicit formula for determining the radius of a limit
cycle which is born in a Hopf bifurcation in a class of ﬁrst order constant co-
efﬁcient DDEs. The derivation is accomplished using Lindstedt’s perturbation
method. Example 2 is a particular case of example 1 (with a user friendly DDE)
which is used to exhibit the usefulness of Eqs.(3.44)-(3.47). Example 3 presents
an example where Eq.(3.44) cannot be used to determine the radius of the limit
cycle. By including higher order terms and rescaling the system, we were able
to present the new regions where the limit cycle exists.
37Theidea of using Lindstedt’s method on bifurcation problemsfor DDEsgoes
back to a 1980 paper by Casal and Freedman [13]. That work provided the al-
gorithm but not the Hopf bifurcation formula. It is hoped that having a general
expression for the Hopf bifurcation, as in Eqs.(3.44)-(3.47), will be a convenience
for researchers in the ﬁeld of DDEs.
Another interesting feature about Lindstedt’s method is that although it is a
formal perturbation method, i.e., lacking a proof of convergence, we will see in
the following chapters that it gives the same results as the center manifold ap-
proach (which is difﬁcult to understand but has a much more rigorous mathe-
matical foundation). The center manifold approach has been described in many
places, for example [45, 11, 95, 56, 81], but it has not become widely used due
to its complicated and highly technical computational nature. Thus the main
advantage of the Hopf calculation using Lindstedt’s method is that it is simpler
to understand and easier to execute than the center manifold approach.
38CHAPTER 4
SINGLE GENE MODEL
4.1 Introduction
This chapter deals with a beautiful mathematical model of gene expression. The
model was ﬁrst studied by Monk in [72], where he gives some very interesting
biological consequences and compares his numerical ﬁndings with previous ex-
perimental results. The main motivation to study this particular model, comes
from its connection to the ﬁelds of delay differential equations and gene net-
works.
We start by explaining the biology behind the model: A gene, i.e. a section
of the DNA molecule, is copied (transcribed) onto messenger RNA (mRNA),
which diffuses out of the nucleus of the cell into the cytoplasm, where it enters
a subcellular structure called a ribosome. The genetic code is then read by the
ribosome, which yields a ﬁnal product in the form of a protein (this process is
called translation). For this particular model, the protein then diffuses back into
the nucleus where it represses the transcription of its own gene.
Dynamically speaking, this process may result in a steady state equilibrium,
in which the concentrations of mRNA and protein are constant, or it may result
in an oscillation. Oscillations in biological systems with delay have been dealt
with previously [64, 65, 70]. Mahaffy [64] studied a system in which concen-
trations of mRNA and cell repressor are analyzed by varying several parame-
ters, such as diffusivity and cell radii. Delay is introduced into the system and
the model is linearized to ﬁnd stability changes and associated critical delays
39which give rise to Hopf bifurcations. In a later study, Mahaffy et al [65] investi-
gated a transport mechanism in cells to obtain nutrients. Their model examined
how the change in diffusivities and cell radii caused biochemical oscillatory re-
sponses in the concentrations of the nutrients. Their model was reduced to a
system of DDEs and stability analysis was used to show that the system can
undergo Hopf bifurcations for certain parameter values. In a more recent study,
Mocek et al [70] studied biochemical systems with delay. They approximated
the DDE system with an ODE system by means of characterizing critical delays.
In all of the above studies, the presence of Hopf bifurcations was indicated
by the existence of a periodic solution of the associated linearized system. Thus,
although they present interesting numerical results, in this chapter we go be-
yond the linearized equations by considering nonlinear terms in our analysis.
By taking into account nonlinear effectswewereable topredict the stability, am-
plitude, and frequency of the resulting limit cycle, and show that the transition
between equilibrium and oscillation is a Hopf bifurcation.
The model takes the form of two equations, one an ordinary differential
equation (ODE) and the other a delayed differential equation (DDE). The delay
is due to an observed time lag in the transcription process. The time depen-
dent variables are M(t), which represents the concentration of mRNA, and P(t),
which represents the concentration of the associated protein repressor:
˙ M = αm
 
1
1 +
￿
P
P0
￿n
!
− µm M (4.1)
˙ P = αp M − µp P (4.2)
where dots representdifferentiation with respect to time t, and where the model
constants are given as in [72]: αm is the rate at which mRNA is transcribed in the
absence of the associated protein, αp is the rate at which the protein is produced
40from mRNA in the ribosome, µm and µp are the rates of degradation of mRNA
and of protein, respectively, P0 is a reference concentration of protein, and n is a
parameter.
As stated above, and conﬁrmed by laboratory experiments, it has been ob-
served that the dynamics of the gene copying process sometimes results in a
steady state equilibrium and others in an oscillation. However, it is easy to see
that the system (4.1) and (4.2) cannot support oscillations, as follows: Differenti-
ating (4.2) and substituting (4.1) into the result gives the second order equation:
¨ P + (µm + µp) ˙ P + F(P) = 0 (4.3)
where
F(P) = µmµpP −
αmαp
1 +
￿
P
P0
￿n (4.4)
Eq.(4.3) is a linearly damped oscillator with nonlinear conservative restoring
force F and as such cannot oscillate.
A naturalquestion arisesas tohow the model (4.1)-(4.2)can bechangedto be
more realistic so that it will oscillate. One possibility involves coupling a series
of such systems together. For example, Elowitz and Leibler [30] have shown
that three such systems (a “repressilator”) can be coupled in such a way as to
exhibit a periodic motion. Another approach involves introducing delay into
the model.
Sources of the delay include the time required for transcription and transla-
tion to occur (see Chapter 2). Monk [72] states that transcription has an average
delay time of about 10-20 min while translation delays are about 1-3 min. He
41very cleverly posits the following delayed version of Eqs.(4.1), (4.2):
˙ M = αm

       
1
1 +
￿
Pd
P0
￿n

        − µm M (4.5)
˙ P = αp M − µp P (4.6)
where the subscript d denotes a variable which is delayed by time T, that is,
Pd = P(t − T). In [73] it is shown that (4.5),(4.6) are equivalent to a system which
contains both transcriptional and translational delays.
4.2 Stability of Equilibrium
We begin by rescaling Eqs.(4.1) and (4.2). We set m = M
αm, p = P
αmαp, and p0 =
P0
αmαp,
giving:
˙ m =
1
1 +
￿
pd
p0
￿n − µm (4.7)
˙ p = m − µp (4.8)
Equilibrium points, (m∗, p∗), for (4.7) and (4.8) are found by setting ˙ m = 0 and
˙ p = 0
µm
∗ =
1
1 +
￿
p∗
p0
￿n (4.9)
m
∗ = µp
∗ (4.10)
Eliminating m∗ from Eqs. (4.9) and (4.10), we obtain an equation on p∗:
(p
∗)
n+1 + p
n
0 p
∗ −
pn
0
µ2 = 0. (4.11)
Nextwedeﬁneξ andηtobedeviations fromequilibrium: ξ=ξ(t)=m(t)-m∗, η=η(t)=
p(t)-p∗, and ηd=η(t-T). This results in the nonlinear system:
˙ ξ =
1
1 +
￿
ηd+p∗
p0
￿n − µ(m
∗ + ξ) (4.12)
˙ η = ξ − µη (4.13)
42Expanding for small values of ηd, eq.(4.12) becomes:
˙ ξ = −µξ − K ηd + H2 η
2
d + H3 η
3
d + ··· (4.14)
where K, H2 and H3 depend on p∗, p0, and n as follows:
K =
nβ
p∗(1 + β)2, where β =
 
p∗
p0
!n
(4.15)
H2 =
βn (βn − n + β + 1)
2 (β + 1)
3 p∗2 (4.16)
H3 = −
βn
￿
β2 n2 − 4βn2 + n2 + 3β2 n − 3n + 2β2 + 4β + 2
￿
6 (β + 1)
4 p∗3 (4.17)
Next we analyze the linearized system coming from Eqs.(4.14) and (4.13):
˙ ξ = −µξ − K ηd (4.18)
˙ η = ξ − µη (4.19)
Stability analysis of Eqs. (4.18) and (4.19) shows that for T=0 (no delay), the
equilibrium point (m∗, p∗) is a stable spiral. Increasing the delay, T, in the linear
system (4.18)-(4.19), will yield a critical delay, Tcr, such that for T>Tcr, (m∗, p∗)
will be unstable, giving rise to a Hopf bifurcation. For T=Tcr the system (4.18)-
(4.19) will exhibit a pair of pure imaginary eigenvalues ±ωi corresponding to
the solution
ξ(t) = Bcos(ωt + φ) (4.20)
η(t) = Acosωt (4.21)
where A and B are the amplitudes of the η(t) and ξ(t) oscillations, and where φ
is a phase angle. Note that we have chosen the phase of η(t) to be zero without
loss of generality. Then for values of delay T close to Tcr,
T = Tcr + ∆ (4.22)
43the nonlinear system (4.7)-(4.8) is expected to exhibit a periodic solution (a limit
cycle) which can be written in the approximate form of Eqs.(4.20) and (4.21).
Substituting Eqs.(4.20) and (4.21) into Eqs.(4.18) and (4.19) and solving for ω
and Tcr we obtain
ω =
p
K − µ2 (4.23)
Tcr =
arctan
￿2µ
√
K−µ2
K−2µ2
￿
p
K − µ2
(4.24)
where we have used the trig identities
sin(ωTcr) = −
2µ
p
K − µ2
K
(4.25)
cos(ωTcr) =
2µ2
K
− 1 (4.26)
4.3 Lindstedt’s Method
Inthis section wewilluse Lindstedt’s perturbationmethod[81,108]on Eqs.(4.14)
and (4.13) to ﬁnd an approximate expressions for the limit cycle amplitude and
frequency of oscillation. We begin by changing the ﬁrst order system into a
second order DDE. This results in the following form
¨ η + 2µ ˙ η + µ
2 η = −K ηd + H2 η
2
d + H3 η
3
d + ··· (4.27)
where K, H2 and H3 are deﬁned by Eqs.(4.15)-(4.17). Next we introduce a small
parameter ￿ via the scaling
η = ￿u (4.28)
The detuning ∆ of Eq. (4.22) is scaled like ￿2, ∆ = ￿2δ:
T = Tcr + ∆ = Tcr + ￿
2δ (4.29)
44Next we stretch time by replacing the independent variable t by τ, where
τ = Ωt (4.30)
and substitute Eqs.(4.28) and (4.30) into Eq.(4.27) to get
Ω
2 d2u
dτ2 + 2µΩ
du
dτ
+ µ
2 u = −K ud + ￿ H2 u
2
d + ￿
2 H3 u
3
d (4.31)
where ud = u(τ − ΩT). We expand Ω in a power series in ￿, omitting the O(￿) for
convenience, since it turns out to be zero:
Ω = ω + ￿
2k2 + ... (4.32)
Next we expand the delay term ud for small ￿
ud = u(τ − ΩT) = u(τ − (ω + ￿
2k2 + ...)(Tcr + ￿
2δ)) (4.33)
= u(τ − ωTcr − ￿
2(k2Tcr + ωδ) + ...) (4.34)
= u(τ − ωTcr) − ￿
2(k2Tcr + ωδ)u
0(τ − ωTcr) + O(￿
3) (4.35)
and expand u(τ) in a power series in ￿:
u(τ) = u0(τ) + ￿u1(τ) + ￿
2u2(τ) + ... (4.36)
Substituting Eqs.(4.32)-(4.36) into (4.31) and collecting ￿-like terms gives
ω
2d2u0
dτ2 + 2µω
du0
dτ
+ Ku0(τ − ωTcr) + µ
2u0 = 0 (4.37)
ω
2d2u1
dτ2 + 2µω
du1
dτ
+ Ku1(τ − ωTcr) + µ
2u1 = H2u
2
0(τ − ωTcr) (4.38)
ω
2d2u2
dτ2 + 2µω
du2
dτ
+ Ku2(τ − ωTcr) + µ
2u2 = ... (4.39)
where ... stands for terms in u0 and u1, omitted here for brevity. We take the
solution of the u0 equation as:
u0(τ) = ˆ Acosτ (4.40)
45where from Eqs.(4.21) and (4.28) we know A = ˆ A￿. Next we substitute (4.40) into
(4.38) and obtain the following expression for u1:
u1(τ) = m1 sin2τ + m2 cos2τ + m3 (4.41)
where m1 is given by the equation:
m1 = −
2 ˆ A2 H2 µ
p
K − µ2
￿
µ2 − K
￿ ￿
2µ2 − 3K
￿
K
￿
16µ6 − 39K µ4 + 18K2 µ2 + 9K3￿ (4.42)
and where m2 and m3 are given by similar equations, omitted here for brevity.
We substitute Eqs.(4.40) and (4.41) into (4.39), and, after trigonometric simpliﬁ-
cations have been performed, we equate to zero the coefﬁcients of the resonant
terms sinτ and cosτ. This yields the amplitude, A, of the limit cycle that was
born in the Hopf bifurcation:
A
2 =
P
Q
∆ (4.43)
where
P = −8K
2 ￿
µ
2 − K
￿ ￿
µ
2 + K
￿ ￿
16µ
6 − 39K µ
4 + 18K
2 µ
2 + 9K
3￿
(4.44)
Q = Q0 Tcr + Q1 (4.45)
and
Q0 = 48H3 K
2 µ
8 + 16H2
2 K µ
8 − 69H3 K
3 µ
6 + 32H2
2 K
2 µ
6 − 63H3 K
4 µ
4
−162H2
2 K
3 µ
4 + 81H3 K
5 µ
2 + 108H2
2 K
4 µ
2 + 27H3 K
6 + 30H2
2 K
5
(4.46)
Q1 = 96H3 K µ
9 + 64H2
2 µ
9 − 138H3 K
2 µ
7 − 16H2
2 K µ
7 − 126H3 K
3 µ
5
−308H2
2 K
2 µ
5 + 162H3 K
4 µ
3 + 296H2
2 K
3 µ
3 + 54H3 K
5 µ + 12H2
2 K
4 µ
(4.47)
Eq. (4.45) depends on µ, K, H2, H3, and Tcr. By using Eq. (4.24) we may express
(4.45) as a function of µ, K, H2, and H3 only. Removal of secular termsalso yields
46a value for the frequency shift k2, where, from Eq.(4.32), we have Ω = ω + ￿2k2:
k2 = −
R
Q
δ (4.48)
where Q is given by (4.45) and
R =
p
K − µ2 Q0 (4.49)
An expression for the amplitude B of the periodic solution for ξ(t) (see Eq.(4.20))
may be obtained directly from Eq.(4.13) by writing ξ = ˙ η+µη,where η ∼ Acosωt.
We ﬁnd:
B =
√
KA (4.50)
where K and A are given as in (4.15) and (4.43) respectively.
4.3.1 Numerical Example
Using the same parameter values as in [72]
µ = 0.03/min, p0 = 100, n = 5 (4.51)
we obtain
p
∗ = 145.9158, m
∗ = 4.3774 (4.52)
K = 3.9089 × 10
−3, H2 = 6.2778 × 10
−5 , H3 = −6.4101 × 10
−7 (4.53)
Tcr = 18.2470, w = 5.4854 × 10
−2 ,
2π
w
= 114.5432 (4.54)
Here the delay Tcr and the response period 2π/ω are given in minutes. Substi-
tuting (4.52)-(4.54) into (4.43)-(4.50) yields the following equations:
A = 27.0215
√
∆ (4.55)
k2 = −2.4512 × 10−3 δ (4.56)
B = 1.6894
√
∆ (4.57)
47Note that since Eq. (4.55) requires ∆ > 0 for the limit cycle to exist, and since
we saw in Eqs. (4.18) and (4.19) that the origin is unstable for T > Tcr, i.e. for
∆ > 0, we may conclude that the Hopf bifurcation is supercritical, i.e., the limit
cycle is stable.
We may also multiply Eq.(4.56) by ￿2 and substitute it into (4.32) to ﬁnd
Ω = 5.4854 × 10
−2 − 2.4512 × 10
−3 ∆ (4.58)
where ∆ = T − Tcr = T − 18.2470. Plotting the period,
2π
Ω, against the delay, T,
yields the graph shown in Figure 4.1. These results are in agreement with those
obtained by numerical integration of the original Eqs.(4.1) and (4.2) and with
those presented in [72].
Figure 4.1: Period of oscillation,
2π
Ω, plotted as a function of delay T, where
Ω is given by Eq.(4.58). The initiation of oscillation at T =
Tcr = 18.2470 is due to a supercritical Hopf bifurcation, and
is marked in the ﬁgure with a dot.
484.3.2 Effect of Changing Parameters
An advantage of the closed form approximate solutions presented in the previ-
ous analysis is that the effectof changes in parameters may be easily studied. In
this section we present a few results obtained from our solution.
Theequilibrium concentration p∗ isdeterminedbysolving Eq.(4.11) forgiven
values of µ, p0 and n. Figure 4.2 shows p∗ displayed as a function of µ for p0= 10,
50, 100 and 200. Here and in the following plots we follow [72] and take n = 5.
We note from Eq.(4.24) that the quantity K − 2µ2 must be non-negative in or-
der thatTcr > 0, thatis in order that parameterscorresponding to the Hopf bifur-
cation occur in a delay equation (if Tcr < 0 then we would have a future equation,
which is physically unreasonable). Figure 4.3 shows that this condition restricts
the values of degradation rate µ for a given value of reference concentration p0.
For values of µ which are greater than this critical value µcritical, the system will
not exhibit a Hopf bifurcation and no oscillation will result.
From Eq.(4.43) we see that the amplitude A of protein oscillation is the prod-
uct of
q
P
Q and
√
∆. Figure 4.4 displays
q
P
Q as a function of µ for p0= 10, 50, 100
and 200 and for n=5. Note that the maximum permissible value of µ depends
on p0 as shown in Figure 4.3.
Eqs.(4.32),(4.48),(4.49),(4.23) and (4.29) give that Ω = ω(1 −
Q0
Q ∆) where Ω is
the frequency of oscillation for delay T = Tcr + ∆, and ω is the frequency of
oscillation for delay T = Tcr. Figure 4.5 displays
Q0
Q as a function of µ for p0= 10,
50, 100 and 200 and for n=5. Note again that the maximum permissible value of
µ depends on p0 as shown in Figure 4.3.
49Figure 4.2: The equilibrium concentration p∗ displayed as a function of µ
for p0= 10, 50, 100 and 200 and for n=5.
Figure 4.3: Values of degradation rate µ which are greater than µcritical cor-
respond to negative values of Tcr and will prevent the system
from oscillating. Here µcritical is shown to depend on the refer-
ence concentration p0.
50Figure 4.4: Eq.(4.43) shows that the amplitude A of protein oscillation is
the product of
q
P
Q and
√
∆. Here
q
P
Q is displayed as a function
of µ for p0= 10, 50, 100 and 200 and for n=5.
Figure 4.5: Our solution gives that Ω = ω(1−
Q0
Q ∆) whereΩ is the frequency
of oscillation for delay T = Tcr + ∆ and ω is the frequency of
oscillation for delay T = Tcr. Here
Q0
Q is displayed as a function
of µ for p0= 10, 50, 100 and 200 and for n=5.
514.4 Center Manifold Analysis
The present section complements the previous by providing a center manifold
analysis (CMA). The advantage of the CMA is two-fold. First, it can be used,
together with an asymptotic method such as averaging, to provide approxima-
tions of general motions, including the approach to a periodic motion, in con-
trast to Lindstedt’s method, which approximates only the periodic motion it-
self. Second, the CMA is based on theorems [14] which place the results on a
valid mathematical basis, in contrast to the strictly formal asymptotic analysis
of Lindstedt’s method.
The idea of the CMA is to reduce the DDE system, which is inﬁnite dimen-
sional, to a two dimensional system by projecting the original dynamics onto
the eigenvectors corresponding to purely imaginary eigenvalues. The center
manifold is a two dimensional surface which is tangent to a two dimensional
plane (called the center subspace) which is generated by those two eigenvec-
tors (see Figure 4.6). The center manifold theorem (not proved here, cf.Figure
3.7 in [28]) guarantees the existence of a curved two dimensional subspace (the
center manifold) which is tangent to the ﬂat center subspace spanned by the
eigenvectors corresponding to those eigenvalues with zero real part. All solu-
tions starting sufﬁciently close to the equilibrium point will tend asymptotically
towards the center manifold. The stability of the equilibrium point in the full
nonlinear equations will be the same as its stability in the ﬂow on the center
manifold. Also, any bifurcations which occur in the neighborhood of the equi-
librium point on the center manifold are guaranteed to also occur in the full
nonlinear system. In particular, if a limit cycle is born on the center manifold,
then it will also be born in the full system.
52Figure 4.6: Geometric representation of the center manifold and center
subspace.
In order to accomplish the above, the DDE is reformulated as an evolution
equation on a function space. The idea here is that the initial condition for the
DDE consists of a function deﬁned on −T ≤ t ≤ 0. As t increases from zero we
may consider the piece of the solution lying in the time interval [−T + t,t] as
having evolved from the initial condition function. In order to avoid confusion,
the variable θ is used to identify a point in the interval [−T,0], whereupon x(t +
θ) will represent the piece of the solution which has evolved from the initial
condition function at time t. See Figure 4.7. Thus from the point of view of the
function space, t is a parameter, and it is θ which is the independent variable. To
emphasize this, we write:
xt(θ) = x(t + θ) (4.59)
Before we begin the center manifold analysis, we transform the DDE system
given by (4.13) and (4.14) into an operator differential equation which acts on a
function space consisting of continuously differentiable functions on [−T,0] (for
an extensive overview see [45, 95, 11, 56, 77, 81]):
˙ xt = Axt + F(xt) (4.60)
53Figure 4.7: Notice that now θ ∈ [−T,0] is considered as the independent
variable. From the point of view of the function space t is a
parameter.
where the column vector xt, the linear operator A, and the nonlinear operator F
are deﬁned as follows:
xt(θ) =

         
ξt
ηt

         
(θ) (4.61)
Axt(θ) =

      
      
d
dθxt(θ), θ ∈ [−Tcr,0)
Lxt(0) + Mxt(−Tcr), θ = 0
(4.62)
F(xt)(θ) =

      
      
0, θ ∈ [−Tcr,0)
f
￿
xt(0),xt(−Tcr)
￿
, θ = 0
(4.63)
The matrix L in Eq.(4.62) is associated with the linear nondelayed terms of
Eqs.(4.13) and (4.14). Similarly M is associated with the linear delayed terms. In
Eq.(4.63) f is associated with the nonlinear terms of (4.13)-(4.14). Thus for this
system L, M, and f become
54L =

         
−µ 0
1 −µ

         
(4.64)
M =

         
0 −K
0 0

         
(4.65)
f
￿
xt(0),xt(−Tcr)
￿
=

         
H2ηt(−Tcr)2 + H3ηt(−Tcr)3
0

         
(4.66)
Note that the original DDE system (4.13)-(4.14) appears as a boundary con-
dition at θ = 0. The ﬂow on the rest of the interval is based on the identity
∂xt(θ)
∂t =
∂xt(θ)
∂θ , which follows from Eq.(4.59).
The last piece of information we need is Tcr. As before, Tcr represents the
value of the delay T such that the characteristic equation of (4.13)-(4.14) has a
pair of pure imaginary roots ±iω. From our previous linear stability in Section
4.2 we have that Eqs.(4.24),(4.23) give the critical delay and critical frequency:
Tcr =
arctan
 
2µ
√
K−µ2
K−2µ2
!
p
K − µ2
ω =
p
K − µ2
4.4.1 Local Approximation
The center manifold reduction is based on the idea of writing the solution xt
as the sum of vectors lying in the center subspace spanned by the eigenvectors
s1 and s2 corresponding to the eigenvalues ±iω, and the rest of the solution, w,
which does not lie in the center subspace. See Figure 4.8.
55Figure 4.8: Geometricrepresentation of the center manifold, w, with eigen-
vectors s1 and s2, and two-dimensional projection y1-y2 of the
solution xt onto the center subspace.
Mathematically this is expressed as follows:
xt = y1s1 + y2s2 + w (4.67)
The eigenvectors s1 and s2 corresponding to the eigenvalues ±iω are calculated
as the solution of the four-dimensional ﬁrst order boundary value problem
d
dθ
s1(θ) = −ωs2(θ) (4.68)
d
dθ
s2(θ) = ωs1(θ) (4.69)
Ls1(0) + Ms1(−Tcr) = −ωs2(0) (4.70)
Ls2(0) + Ms2(−Tcr) = ωs1(0) (4.71)
Substituting Eqs.(4.64)-(4.66) and (4.23)-(4.26) into (4.68)-(4.71) yields
s1(θ) =

         
bω + aµ
a

         
cos(ωθ) +

         
bµ − aω
b

         
sin(ωθ) (4.72)
s2(θ) = −

         
bµ − aω
b

         
cos(ωθ) +

         
bω + aµ
a

         
sin(ωθ) (4.73)
56To simplify the latter equations, and without loss of generality, we take a = 1
and b = 0. Thus Eqs.(4.72) and (4.73) become
s1(θ) =

         
µ
1

         
cos(ωθ) −

         
ω
0

         
sin(ωθ) (4.74)
s2(θ) =

         
ω
0

         
cos(ωθ) +

         
µ
1

         
sin(ωθ) (4.75)
In order to ﬁnd the equations on y1(t) and y2(t), we need to project xt(θ) onto
the center subspace. In this system, projections are accomplished by means of a
bilinear form [56]:
< v,u >= v
∗(0)u(0)+
Z 0
−Tcr
v
∗(θ + Tcr)Mu(θ)dθ (4.76)
where u(θ) lies in the original function space, i.e. the space of continuously
differentiable functions deﬁned on [−Tcr,0], and where v(θ) lies in the adjoint
function space of continuously differentiable functions deﬁned on [0,Tcr].
To project onto the center subspace, we ﬁrst need to ﬁnd the adjoint eigen-
vectors: n1 andn2. Thesearedeterminedfrom asimilar boundaryvalue problem
as above
−
d
dθ
n1(θ) = ωn2(θ) (4.77)
−
d
dθ
n2(θ) = −ωn1(θ) (4.78)
L
∗n1(0) + M
∗n1(Tcr) = ωn2(0) (4.79)
L
∗n2(0) + M
∗n2(Tcr) = −ωn1(0) (4.80)
where L∗ and M∗ are the transposed matrices. We proceed as before and obtain
57n1(θ) =

         
c
cµ + dω

         
cos(ωθ) −

         
d
dµ − cω

         
sin(ωθ) (4.81)
n2(θ) =

         
d
dµ − cω

         
cos(ωθ) +

         
c
cµ + dω

         
sin(ωθ) (4.82)
Now we ﬁnd the constants c and d by taking into account the conditions of
orthonormality:
< ni,sj >=

      
      
0, if i , j
1, if i = j
(4.83)
where, from Eq.(4.76),
< ni,sj >= n
∗
i(0)sj(0) +
Z 0
−Tcr
n
∗
i(θ + Tcr)Msj(θ)dθ (4.84)
The calculation yields
n1(θ) = v1 cos(ωθ) − v2 sin(ωθ) (4.85)
n2(θ) = v2 cos(ωθ) + v1 sin(ωθ) (4.86)
where
v1 =
2
K C0

         
2µ2 Tcr − K Tcr + 2µ
µKTcr + 2K

         
(4.87)
v2 =
2
K C0

         
2 (µTcr + 1) ω
KTcr ω

         
(4.88)
C0 = KT
2
cr + 4µTcr + 4 (4.89)
Next we deﬁne the time dependent scalars
y1(t) = < n1,xt > (4.90)
y2(t) = < n2,xt > (4.91)
58where y1 and y2 are the coordinates of xt in the s1 and s2 directions, respectively.
Differentiating Eqs.(4.90) and (4.91) we obtain (cf. [81])
˙ y1 = ωy2 + h(y1,y2) (4.92)
˙ y2 = −ωy1 + g(y1,y2) (4.93)
where we let
h(y1,y2) = n
∗
1(0) f(xt(0),xt(−Tcr)) (4.94)
g(y1,y2) = n
∗
2(0) f(xt(0),xt(−Tcr)) (4.95)
The next step is to look for an approximate expression for the center manifold,
which is tangent to the y1-y2 plane at the origin (see Figure 4.8), and which may
be written in the following truncated form by neglecting third and higher order
terms (see Eq.(4.67)):
w(y1,y2)(θ) = m1(θ)y
2
1 + m2(θ)y1y2 + m3(θ)y
2
2 (4.96)
where the unknown vectors m1, m2, and m3 will be calculated by equating the
time-derivative of Eq.(4.96)
˙ w = −ωm2y
2
1 + 2ω(m1 − m3)y1y2 + ωm2y
2
2 (4.97)
and the time-derivative of Eq.(4.67)
˙ w = ˙ xt − ˙ y1s1 − ˙ y2s2 (4.98)
= Axt + F(xt)− < n1, ˙ xt > s1− < n2, ˙ xt > s2 (4.99)
= Aw + F(xt)− < n1,Fxt > s1(θ)− < n2,Fxt > s2(θ) (4.100)
59Before ﬁnding the mi’s wecalculate the nonlinear term < n1,Fxt > (see Eq.(4.76)):
< n1,Fxt > = n
∗
1(0) f(xt(0),xt(−Tcr)) (4.101)
= v
∗
1

         
H2η(−Tcr)2 + H3η(−Tcr)3
0

         
(4.102)
=
2H2
KC0
￿
2µ
2Tcr − KTcr + 2µ
￿￿
s12(−Tcr)y1 + s22(−Tcr)y2
￿2
+ h.o.t.
(4.103)
≈ C1(2µ
2 − K)
2y
2
1 + 4µωC1(2µ
2 − K)y1y2 − 4C1µ
2(µ
2 − K)y
2
2
(4.104)
where
η(−Tcr) = y1s12(−Tcr) + y2s22(−Tcr) + w2(−Tcr) (4.105)
and
C1 =
2H2(2µ2Tcr − KTcr + 2µ)
K3C0
(4.106)
In Eq.(4.105), s12 represents the second entry of the vector s1, and w2 represents
the second entry of the vector w, and so on. Similarly,
< n2,Fxt > ≈ C2(2µ
2 − K)
2y
2
1 + 4µωC2(2µ
2 − K)y1y2 − 4C2µ
2(µ
2 − K)y
2
2 (4.107)
where
C2 =
4ωH2(µTcr + 1)
K3C0
(4.108)
Now we equate Eqs.(4.97) and (4.100), substitute the expressions for A, F,
s1, s2, n1, and n2, and set the coefﬁcients of y2
1, y1y2, and y2
2 to zero to obtain the
following six-dimensional ﬁrst order boundary value problem:
60m
0
1 − (µ
2 − ω
2)
2(C1s1 + C2s2) = −ωm2 (4.109)
m
0
2 − 4µω(µ
2 − ω
2)(C1s1 + C2s2) = 2ω(m1 − m3) (4.110)
m
0
3 − 4ω
2µ
2(C1s1 + C2s2) = ωm2 (4.111)
Lm1(0) + Mm1(−Tcr) − (µ
2 − ω
2)
2(C1s1(0) + C2s2(0) +C3ˆ e) = −ωm2(0)
(4.112)
Lm2(0) + Mm2(−Tcr) − 4µω(µ
2 − ω
2)(C1s1(0) + C2s2(0) + C3ˆ e)
= 2ω(m1(0) − m3(0)) (4.113)
Lm3(0) + Mm3(−Tcr) − 4ω
2µ
2(C1s1(0) + C2s2(0) + C3ˆ e) = ωm2(0) (4.114)
where
C3 = −
H2
K2 (4.115)
ˆ e =

         
1
0

         
(4.116)
The solution to the BVP problem (4.109)-(4.114) is:
m1(θ) = u11 sin2ωθ + u12cos2ωθ + u13sinωθ + u14 cosωθ + u15 (4.117)
m2(θ) = u21 sin2ωθ + u22cos2ωθ + u23sinωθ + u24 cosωθ + u25 (4.118)
m3(θ) = u31 sin2ωθ + u32cos2ωθ + u33sinωθ + u34 cosωθ + u35 (4.119)
where the uij’s are given by Eqs.(4.123)-(4.132) and
C4 =
H2
K(16µ6 − 39Kµ4 + 18K2µ2 + 9K3)
(4.120)
C5 =
2H2
3C0K2 (4.121)
C6 =
H2
2(µ2 + K)
(4.122)
61u11 = −
1
2
u22 = −u31 = C4

         
−ω(12µ6 − 34Kµ4 + 27K2µ2 − 3K3)
2ω3µ(2µ2 − 3K)

         
(4.123)
u12 =
1
2
u21 = −u32 =
C4
2

         
µ(24µ6 − 80Kµ4 + 85K2µ2 − 27K3)
8µ6 − 24Kµ4 + 21K2µ2 − 3K3

         
(4.124)
u13 =
C5
Kω

         
K(4µ5Tcr − 8Kµ3Tcr + 5K2µTcr − 8µ4 + 8Kµ2 + 2K2)
8µ6Tcr − 12Kµ4Tcr + 6K2µ2Tcr − K3Tcr + 8µ5 − 16Kµ3 + 10K2µ

         
(4.125)
u14 = −
C5
K

         
K(4µ4Tcr + K2Tcr + 16µ3 − 8Kµ)
2(4µ5Tcr − 4Kµ3Tcr + 3K2µTcr + 4µ4 + K2)

         
(4.126)
u15 = u35 = C6

         
µ
1

         
(4.127)
u23 =
2C5
K

         
K(4µ4Tcr − 6Kµ2Tcr + K2Tcr − 8µ3 + 4Kµ)
2(4µ5Tcr − 4Kµ3Tcr + 4µ4 − 6Kµ2 + K2)

         
(4.128)
u24 =
2C5
Kω

         
K(4µ5Tcr − 2Kµ3Tcr − K2µTcr + 16µ4 − 16Kµ2 + 2K2)
8µ6Tcr − 12Kµ4Tcr + 6K2µ2Tcr − K3Tcr + 8µ5 − 4Kµ3 − 2K2µ

         
(4.129)
u25 =

         
0
0

         
(4.130)
u33 = −
2C5
Kω

         
K(2µ5Tcr − 4Kµ3Tcr + K2µTcr − 4µ4 + 4Kµ2 − 2K2)
4µ6Tcr − 6Kµ4Tcr + K3Tcr + 4µ5 − 8Kµ3 + 2K2µ

         
(4.131)
u34 =
2C5
K

         
K(2µ4Tcr − K2Tcr + 8µ3 − 4Kµ)
2(2µ5Tcr − 2Kµ3Tcr + 2µ4 − K2)

         
(4.132)
62The ﬂow on the center manifold is given by Eqs.(4.92) and (4.93), where we
can now evaluate the expressions forh(y1,y2) andg(y1,y2) given in Eqs.(4.94) and
(4.95) as follows:
h(y1,y2) =
C1K2
H2
 
H2 η(−Tcr)
2 + H3 η(−Tcr)
3
!
(4.133)
g(y1,y2) =
C2K2
H2
 
H2 η(−Tcr)
2 + H3 η(−Tcr)
3
!
(4.134)
where η(−Tcr) is given by Eq.(4.105). Note that η(−Tcr) involves our expression
for the center manifold, Eq.(4.96), which in turn uses the expressions (4.117)-
(4.122) and (4.123)-(4.132).
4.4.2 Averaging
The foregoing computation has permitted us to replace the inﬁnite dimensional
DDEproblem(4.13)-(4.14)bythetwodimensional ﬂow (4.92)-(4.93),whereh(y1,y2)
and g(y1,y2) are known and involve quadratic and cubic terms in y1 and y2 (to
the order of truncation to which we have been working). This two dimensional
system canbetreatedbytraditional methods suchasaveraging,twovariable ex-
pansion, or normal forms [39, 81]. The results can be most conveniently stated
in terms of polar coordinates:
y1 = rcosθ (4.135)
y2 = rsinθ (4.136)
By means of a near-identity transformation, the ﬂow (4.92)-(4.93) on the center
manifold may be shown to give the following approximate equations on r and
θ:
dr
dt
= Qr
3 + O(r
5),
dθ
dt
= ω + O(r
2) (4.137)
63We refer the reader to pp.154-156 in [39] where it is shown that Q is given by the
following expression:
16Q = h111+h122+g112+g222−
1
ω
￿
h12(h11+h22)−g12(g11+g22)−h11g11+h22g22
￿
(4.138)
wherethe subscripti representsa partial derivative with respecttoyi, andwhere
all terms are to be evaluated at y1=y2=0.
For the functions h and g in Eqs.(4.133) and (4.134), we obtain
Q = −
2ω2
C0P
￿
Q0Tcr + Q1
￿
(4.139)
where P, Q0, and Q1 are deﬁned as follows:
P = −8K
2 ￿
µ
2 − K
￿ ￿
µ
2 + K
￿ ￿
16µ
6 − 39K µ
4 + 18K
2 µ
2 + 9K
3￿
(4.140)
Q0 = 48H3 K
2 µ
8 + 16H2
2 K µ
8 − 69H3 K
3 µ
6 + 32H2
2 K
2 µ
6 − 63H3 K
4 µ
4
−162H2
2 K
3 µ
4 + 81H3 K
5 µ
2 + 108H2
2 K
4 µ
2 + 27H3 K
6 + 30H2
2 K
5
(4.141)
Q1 = 96H3 K µ
9 + 64H2
2 µ
9 − 138H3 K
2 µ
7 − 16H2
2 K µ
7 − 126H3 K
3 µ
5
−308H2
2 K
2 µ
5 + 162H3 K
4 µ
3 + 296H2
2 K
3 µ
3 + 54H3 K
5 µ + 12H2
2 K
4 µ
(4.142)
Theimportance ofthe result(4.139)isthat, from(4.137),thesign of Qdetermines
the stability of the origin.
4.4.3 Unfolding the Center
In this section we use the center manifold computation to approximate the am-
plitude of a periodic motion (a limit cycle) which is born as parameters change
64in the neighborhood of a center (i.e. in a Hopf bifurcation). The idea is to com-
pute the real part of the eigenvalues of the linear system due to a small change
in delay off of the critical delay Tcr. Let
T = Tcr + ∆, |∆| << Tcr (4.143)
and suppose the resulting eigenvalues are λ = R ± iΩ, where R and Ω have the
approximate expressions R = R1∆ and Ω = ω + ω1∆. Then Eqs.(4.92)-(4.93) will
take the approximate form
˙ y1 = Ry1 + Ωy2 + h(y1,y2) (4.144)
˙ y2 = Ry2 − Ωy1 + g(y1,y2) (4.145)
and Eq.(4.137) will be replaced by the approximation
dr
dt
= Rr + Qr
3 + O(r
5),
dθ
dt
= Ω + O(r
2) (4.146)
where the ﬁrst of (4.146) gives the limit cycle amplitude r as
r
2 = −
R
Q
(4.147)
In the case of the linearization of the system (4.13)-(4.14), we have
˙ ξ = −µξ − K ηd (4.148)
˙ η = ξ − µη (4.149)
which has solutions of the form
ξ = Be
λt (4.150)
η = Ae
λt (4.151)
Setting λ = R ± iΩ, we ﬁnd
(R + µ)
2 − Ω
2 = −K e
−RT cos(ΩT) (4.152)
2Ω(R + µ) = K e
−RT sin(ΩT) (4.153)
65Substituting Eq.(4.143) into (4.152),(4.153) and linearizing for small ∆, we obtain
R =
2ω2
KT2
cr + 4µTcr + 4
∆ (4.154)
Ω = ω −
ω(2µ + KTcr)
KT2
cr + 4µTcr + 4
∆ (4.155)
Finally, by substituting (4.154) and (4.139) into (4.147), we obtain the following
approximation for the limit cycle amplitude r:
r
2 =
P
Q0Tcr + Q1
∆ (4.156)
which agrees with the comparable result obtained in Section 4.3 by Lindstedt’s
method.
We point out that r found in Eq.(4.156) is equal to A found in Eq.(4.43). This
can be conﬁrmed by noticing that y1 and y2 are the coordinates of xt in the s1 and
s2 directions (see eqs.(4.90)-(4.91)). Thus small ξ and η implies small y1 and y2.
This shows that the inﬁnite dimensional center manifold, w, can be neglected
for small y1 and y2 (see eq.(4.96)). Hence by eqs.(4.61), (4.67), (4.74), and (4.75)
we obtain 
         
ξ(t)
η(t)

         
=

         
µ
1

         
y1 +

         
ω0
0

         
y2 (4.157)
Since the system (4.148)-(4.149) is linear, then the solution can be expressed as
ξ(t) = Bcos(ω1t + φ) (4.158)
η(t) = Acosω1t (4.159)
where A and B are the amplitudes of the η(t) and ξ(t) oscillations, and where φ is
a phase angle (see Eqs.(4.20) and (4.21) in Section 4.2). Substituting Eqs.(4.135),
(4.136) and (4.158), (4.159) into (4.157) yields
Bcos(ω1t + φ) = µrcosω1t + ω0rsinω1t (4.160)
Acosω1t = rcosω1t (4.161)
66Eq.(4.161) yields r=A and by eq.(4.156) we conﬁrm Eq.(4.43) in Section 4.3. In
addition, by expanding eq.(4.160) we obtain
Bcos(ω1t)cosφ − Bsin(ω1t)sinφ = µrcos(ω1t) + ω0rsin(ω1t) (4.162)
where by equating to zero the coefﬁcients of the sin(ω1t) and cos(ω1t) terms in
eq.(4.162), solving for sin
2 φ and cos2 φ , and adding these we obtain
B
2 = (µ
2 + ω
2
0)r
2 (4.163)
Since r=A for small y1, y2 and by Eq.(4.23) we conclude that B=
√
KA. The latter
conﬁrms Eq.(4.50) in Section 4.3.
The study presented in this section extends Section’s 4.3 Lindstedt’s method
analysis. The signiﬁcance of these calculations is to provide approximations of
generalmotions, including the approach to a periodic motion, given by Eqs.(4.92)
and (4.93). The latter is a generalization of Lindstedt’s method, which gives
Eq.(4.36), and thus approximates only the periodic motion itself.
In particular, the work in Section 4.3 based on Lindstedt’s method was un-
able to determine the stability of the origin at the bifurcation value T = Tcr. Us-
ing the same parameter values as in Section 4.3.1 we ﬁnd that (where µ = 0.03):
K = 3.9089 × 10
−3 (4.164)
H2 = 6.2778 × 10
−5 (4.165)
H3 = −6.4101 × 10
−7 (4.166)
using which we compute from Eq.(4.139) that Q = −1.100 × 10−6, which implies
that the zero solution is asymptotically stable for T=Tcr.
674.4.4 Summary
Due to the challenging technical nature of the previous analysis, we provide a
summary of the steps taken in our study. The ﬁrst step involves reformulating
the original DDE problem (4.5)-(4.6) as an operator differential equation (4.60),
followed by a cumbersome computational reduction of the inﬁnite dimensional
system to one of two dimensions (4.92)-(4.93). The second step is to choose
the delay T so that the linearized system possesses a pair of pure imaginary
eigenvalues. The center manifold theorem then guarantees that there exists a
curved two dimensional manifold which is tangent to the subspace spanned
by the eigenvectors corresponding to those eigenvalues with zero real part (see
Figure 4.8).
The third step is to solve for the eigenvectors s1 and s2, Eqs.(4.74)-(4.75),
which span a linear center subspace with coordinates y1 and y2. Then we look
for the curved center manifold, w(y1,y2), which is tangent to the y1-y2 plane at
the origin, in the form of a truncated power series, Eq.(4.96). The coefﬁcients
m1, m2 and m3 of this series are 2-vectors which satisfy the ODE’s (4.109)-(4.111)
with the boundary conditions (4.112)-(4.114). The resulting expressions for the
mi’s, Eqs.(4.117)-(4.119), were then used to allow the original nonlinear system
to be projected onto the center manifold, giving a two dimensional ﬂow on the
y1-y2 phase plane, Eqs.(4.92)-(4.93).
The ﬁnal step was to use averaging on the familiar form of Eqs.(4.92)-(4.93).
Thisallowed ustogetthe normalform equation (4.137),from which the stability
of the origin could be determined from the sign of Q. Moreover, by detuning
the delay T from the Hopf bifurcation value Tcr, we were able to generalize the
normal form (4.146), yielding the amplitude of the resulting limit cycle (4.156).
684.5 State Dependent Delay
As seen in previous chapters, we now fully understand oscillations in the sys-
tem (4.5), (4.6) when the delay is constant. In this section we extend our pre-
vious results to include delays which are state dependent, that is, where the
delay T depends on m, the concentration of mRNA. This effect is important in
systems where the mechanisms which transport the mRNA from the nucleus
to the cytoplasm become saturated. The previous argument motivates the use
of state-dependent delays, and it might be validated by the fact that the expres-
sion of many genesis estimated by measurementof the cellular concentration of
mRNA. Thus, in this chapter, we assume that the transcriptional delay will in-
crease with the concentration of mRNA. This leads us to propose the following
form for the state-dependent delay:
T = T0 + ¯ cM (4.167)
whereT0 and ¯ careparameters,andwhere M=M(t) isthe concentration of mRNA.
4.5.1 Linear Analysis
We start by rescaling Eqs.(4.5)-(4.6) by setting m =
M
αm, p =
P
αmαp, and p0 =
P0
αmαp:
˙ m =
1
1 +
￿
pd
p0
￿n − µm (4.168)
˙ p = m − µp (4.169)
Notice that Eq.(4.168) differs from Eq.(4.5) in that pd is given by
pd = p(t − T) = p(t − T0 − ¯ cM) = p(t − T0 − cm) (4.170)
where c = ¯ cαm.
69Equilibrium points, (m∗, p∗), for (4.168) and (4.169) are found by setting ˙ m = 0
and ˙ p = 0
µm
∗ =
1
1 +
￿
p∗
p0
￿n (4.171)
m
∗ = µp
∗ (4.172)
Solving Eqs.(4.171) and (4.172) for p∗ we get
(p
∗)
n+1 + p
n
0 p
∗ −
pn
0
µ2 = 0. (4.173)
Next we deﬁne ξ and η to be deviations from equilibrium: ξ=ξ(t)=m(t)-m∗,
η=η(t)=p(t)-p∗, and ηd=η(t-T). This results in the nonlinear system:
˙ ξ =
1
1 +
￿
ηd+p∗
p0
￿n − µ(m
∗ + ξ) (4.174)
˙ η = ξ − µη (4.175)
Expanding for small values of ηd, Eq.(4.174) becomes:
˙ ξ = −µξ − K ηd + H2 η
2
d + H3 η
3
d + ··· (4.176)
where K, H2 and H3 depend on p∗, p0, and n as in Eqs.(4.15)-(4.17).
Next we analyze the associated linear system coming from Eqs.(4.175) and
(4.176):
˙ ξ = −µξ − K ηd (4.177)
˙ η = ξ − µη (4.178)
Although Eq.(4.177) wouldbe linear forconstantdelay, it isnonlinear fora state-
dependent delay due to the term ηd:
ηd = η(t − T0 − cm) = η(t − T0 − cm
∗ − cξ) (4.179)
70where m∗ is the equilibrium value of m, related to the protein equilibrium p∗ by
Eq.(4.172). In order to linearize eq.(4.177), we must develop ηd in Eq.(4.179) in a
Taylor series for small values of ξ and η. We obtain
ηd = η(t − T0 − cm
∗) + nonlinear terms (4.180)
Thus the stability of the equilibrium point (m∗, p∗) will be determined by the
linearized system:
˙ ξ = −µξ − K η(t − T0 − cm
∗) (4.181)
˙ η = ξ − µη (4.182)
As seen in Section 4.2, stability analysis of Eqs.(4.181) and (4.182) shows that
for T = T0 + cm∗ = 0 (no delay), the equilibrium point (m∗, p∗) is a stable spiral.
Increasing the delay, T, in the linear system (4.181)-(4.182) will yield a critical
delay, Tcr, such that for T>Tcr, (m∗, p∗) will be unstable, giving rise to a Hopf
bifurcation. Thus, for T = T0 + cm∗ = Tcr the system (4.181),(4.182) will exhibit a
pair of pure imaginary eigenvalues ±ωi corresponding to the solution
ξ(t) = Bcos(ωt + φ) (4.183)
η(t) = Acosωt (4.184)
where A and B are the amplitudes of the η(t) and ξ(t) oscillations, and where φ
is a phase angle. Note that we have chosen the phase of η(t) to be zero without
loss of generality. Then for values of delay T close to Tcr,
T = Tcr + ∆ + cξ (4.185)
the nonlinear system (4.168)-(4.169) is expected to exhibit a periodic solution (a
limit cycle) which can be written in the approximate form of Eqs.(4.183), (4.184).
Substituting Eqs.(4.183) and (4.184) into Eqs.(4.181) and (4.182) and solving for
ω and Tcr we obtain Eqs.(4.23) and (4.24) respectively.
714.5.2 Lindstedt’sMethod
According to Stepan and Insperger [52, 53], linearized constant DDEs govern
the stability of an equilibrium solution of a state dependent delay equation
(SDDE). In this section we provide a new approach in understanding the non-
linear dynamics of an SDDE. We will use Lindstedt’s perturbation method to
investigate periodic solutions to the system (4.168),(4.169) in the case that the
delay depends on the state of the system as given by Eq.(4.167). We will follow
Section 4.3 for our analysis.
We begin by changing the ﬁrst order system into a second order SDDE. This
results in the following form
¨ η + 2µ ˙ η + µ
2 η = −K ηd + H2 η
2
d + H3 η
3
d + ··· (4.186)
where K, H2 and H3 are deﬁned by Eqs.(4.15)-(4.17) and where ηd is given by
Eq.(4.179). We eliminate the appearance of ξ in the expression for the delay in
Eq.(4.179) by using Eq.(4.178) and obtain:
ξ = ˙ η + µη (4.187)
Next we introduce a small parameter ￿ via the scaling
η = ￿u. (4.188)
Since the detuning ∆ of Eq.(4.185) is scaled like ￿2 then using Eq.(4.188) yields
T = Tcr + ∆ + cξ (4.189)
= Tcr + ∆ + c(˙ η + µη) (4.190)
= Tcr + ￿
2δ + c￿(˙ u + µu) (4.191)
Next we stretch time by replacing the independent variable t by τ, where
τ = Ωt (4.192)
72Substituting Eqs.(4.188) and (4.192) into Eq.(4.186) results in the following:
Ω
2 d2u
dτ2 + 2µΩ
du
dτ
+ µ
2u = −K ud + ￿ H2 u
2
d + ￿
2 H3 u
3
d (4.193)
where ud = u(τ − ΩT).
Next we expand Ω and ud in a power series in ￿. We start by expanding Ω,
omitting the O(￿) for convenience, since it turns out to be zero:
Ω = ω + ￿
2k2 + ... (4.194)
then we expand the delay term ud:
ud = u(τ − ΩT) (4.195)
= u(τ − Ω(Tcr + ￿
2δ + c￿(Ωu
0(τ) + µu(τ)))) (4.196)
= u(τ − ωTcr) +
￿[−cω(ωu
0(τ) + µu(τ))u
0(τ − ωTcr)] +
￿
2[
1
2
c
2ω
2(ωu
0(τ) + µu(τ))
2u
00(τ − ωTcr)
−(δω + k2Tcr)u
0(τ − ωTcr)] + O(￿
3) (4.197)
where primes represent differentiation with respect to τ. Now we expand u(τ)
in a power series in ￿:
u(τ) = u0(τ) + ￿u1(τ) + ￿
2u2(τ) + ... (4.198)
By substituting Eqs.(4.191), (4.194), (4.197), and (4.198) into (4.193) and collect-
ing terms, we obtain three equations on u0, u1 and u2. Each of these involves the
same linear differential-delay operator L:
L f ≡ ω
2d2f
dτ2 + 2µω
df
dτ
+ Kf(τ − ωTcr) + µ
2f (4.199)
73and they are given by
Lu0 = 0 (4.200)
Lu1 = H2 u
2
0(τ − ωTcr) +
cKω(ωu
0
0(τ) + µu0(τ))u
0
0(τ − ωTcr) (4.201)
Lu2 = ... (4.202)
where ... stands for terms in u0 and u1, omitted here for brevity. We take the
solution of the u0 equation as:
u0(τ) = ˆ Acosτ (4.203)
where from Eqs.(4.184) and (4.188) we know A = ˆ A￿. Next we substitute (4.203)
into (4.201) and obtain the following expression for u1:
u1(τ) = m1 sin2τ + m2 cos2τ + m3 (4.204)
where m1 is given by the equation:
m1 =
ˆ A2 µ
p
K − µ2 Φ
2K
￿
16µ6 − 39K µ4 + 18K2 µ2 + 9K3￿ (4.205)
and where
Φ = 4cK
2µ
4 − 8H2µ
4 − 11cK
3µ
2 + 20H2Kµ
2 + 9cK
4 − 12H2K
2 (4.206)
Asin Section 4.3, m2 andm3 areomitted hereforbrevity. Wesubstitute Eqs.(4.203)
and (4.204) into (4.202), and, after trigonometric simpliﬁcations have been per-
formed, we equate to zero the coefﬁcients of the resonant terms sinτ and cosτ.
This yields the amplitude, A, of the limit cycle that was born in the Hopf bifur-
cation:
A
2 =
P
Q
∆ (4.207)
74where
P = 16K
2 ￿
µ
4 − K
2￿
×
￿
16µ
6 − 39Kµ
4 + 18K
2µ
2 + 9K
3￿
(4.208)
Q = Q0 Tcr + Q1 (4.209)
and
Q0 = 32c
2 K
3 µ
12 − 62c
2 K
4 µ
10
+
￿
7c
2 K
5 + 140cH2 K
3 − 96H3 K
2 − 32H
2
2 K
￿
µ
8
+
￿
20c
2 K
6 − 428cH2 K
4 + 138H3 K
3 − 64H
2
2 K
2￿
µ
6
+
￿
−6c
2 K
7 + 396cH2 K
5 + 126H3 K
4 + 324H
2
2 K
3￿
µ
4
+
￿
42c
2 K
8 − 84cH2 K
6 − 162H3 K
5 − 216H
2
2 K
4￿
µ
2
−33c
2 K
9 − 24cH2 K
7 − 54H3 K
6 − 60H
2
2 K
5 (4.210)
Q1 = 96c
2 K
3 µ
11
+
￿
−354c
2 K
4 + 48cH2 K
2 − 192H3 K − 128H
2
2
￿
µ
9
+
￿
560c
2 K
5 − 172cH2 K
3 + 276H3 K
2 + 32H
2
2 K
￿
µ
7
+
￿
−556c
2 K
6 + 308cH2 K
4 + 252H3 K
3 + 616H
2
2 K
2￿
µ
5
+
￿
368c
2 K
7 − 340cH2 K
5 − 324H3 K
4 − 592H
2
2 K
3￿
µ
3
+
￿
−114c
2 K
8 + 156cH2 K
6 − 108H3 K
5 − 24H
2
2 K
4￿
µ (4.211)
Eq.(4.209) depends on µ, K, H2, H3, and Tcr. By using Eq.(4.24) we may ex-
press Eq.(4.209) as a function of µ, K, H2, and H3 only.
Removal of secular terms also yields a value for the frequency shift k2 (cf.
Eq.(4.194) above):
k2 = −
R
Q
δ (4.212)
where Q is given by (4.209) and
R =
p
K − µ2 Q0 (4.213)
75Anexpression fortheamplitude Bof theperiodic solution forξ(t)(seeEq.(4.183))
may be obtained directly from Eq.(4.175) by writing
ξ = ˙ η + µη , where η ∼ Acosωt (4.214)
This gives
B =
√
KA (4.215)
where K and A are given as in (4.15) and (4.207) respectively.
4.5.3 Numerical Example
Using the same parameter values as in Section 4.3.1 we have
µ = 0.03/min, p0 = 100, n = 5 (4.216)
which gives
p
∗ = 145.9158, m
∗ = 4.3774 (4.217)
K = 3.9089 × 10
−3 , H2 = 6.2778 × 10
−5 , H3 = −6.4101 × 10
−7 (4.218)
Tcr = 18.2470, ω = 5.4854 × 10
−2 ,
2π
ω
= 114.5432 (4.219)
Here the delay Tcr and the response period 2π/ω are given in minutes. Substi-
tuting (4.216)-(4.219) into (4.207)-(4.215) yields the following equations:
A =
27.0203
√
0.0544c2 − 0.05656c + 1.0
√
∆ (4.220)
k2 =
−8.39065 · 10−5 c2 − 4.00072 · 10−4 c − 0.00245
0.0544c2 − 0.05656c + 1.0
δ (4.221)
76Note that since Eq.(4.220) requires ∆ > 0 for the limit cycle to exist, and since
we saw in Eqs.(4.181) and (4.182) that the origin is unstable for T > Tcr, i.e. for
∆ > 0, we may conclude that the Hopf bifurcation is supercritical, i.e., the limit
cycle is stable.
Figure 4.9 shows a plot of p versus t for c = 1 and ∆ = 0.16 in which the re-
sults of the perturbation theory are compared to those of numerical simulation
in Matlab using the function ddesd.
Figure 4.9: Comparison of perturbation results (P) with those of numeri-
cal integration (N) for c=1 and ∆=0.16. The perturbation solu-
tion is p(t)=145.91+10.82cos(0.05438t). Since the system is au-
tonomous, the phase of the steady state solution is arbitrary,
which accounts for the difference in phase between the dis-
played solutions.
774.6 Conclusions
In this chapter we analyze a single gene-mRNA-protein model of gene tran-
scription and protein synthesis which has been previously presented in the bio-
logical literature [72]. The model takes the form of an ODE (ordinary differen-
tial equation) coupled to a DDE (delay differential equation), the state variables
being concentrations of messenger RNA and protein. Section 4.2 provides a lin-
ear stability analysis and gives a critical time delay beyond which a periodic
motion is born in a Hopf bifurcation. In Sections 4.3 and 4.4 we analyzed the
model when the delay is constant, and in Section 4.5 when the delay depends
on the state of the system.
The biological literature [20, 62, 72, 108] shows that long time behavior of
gene expression dynamics can consist of both stable equilibrium as well as peri-
odic behavior. In this chapter we have shown that the transition between these
states is due to a Hopf bifurcation. Our nonlinear analysis provides approxi-
mate expressions for the amplitude and frequency of the resulting limit cycle
as a function of the model parameters. In the case of constant delay, Figure 4.3
shows that the Hopf bifurcation may not occur if the rates of degradation µ are
too large. Also, inspection of Figure 4.4 shows that for a given detuning ∆ off of
the Hopf bifurcation, the amplitude of the oscillation depends on both p0 and µ.
We see that increasing p0 for a ﬁxed value of µ causes an increase in amplitude.
However, for a ﬁxed value of p0, the amplitude is largest for a certain optimal
value of µ. Figure 4.5 shows a similar behavior regarding the period of the oscil-
lation. For a ﬁxed value of p0 we see that the quantity
Q0
Q achieves a maximum
for a certain optimal value of µ. In this case the peak values of
Q0
Q correspond to
minimal values of frequency Ω and thus to maximal values for the period.
78InSection 4.4 weusecentermanifold theorytoanalyzethe samegene-mRNA-
protein model given by Eqs.(4.5) and (4.6). The highly technical analysis in-
volves reformulating the problem as an operator differential equation followed
by a cumbersome computational reduction of the inﬁnite dimensional system
into one of two dimensions. As explained in Section 4.4, in order to accomplish
such reduction, the delay T is chosen so that the linearized system possesses
a pair of pure imaginary eigenvalues as well as an inﬁnite number of eigen-
values with negative real parts. The center manifold theorem then guarantees
that there exists a curved two dimensional subspace center manifold which is
tangent to the subspace spanned by the eigenvectors corresponding to those
eigenvalues with zero real part, and which is invariant under the ﬂow gen-
erated by the nonlinear equations. The center manifold analysis extends the
study in Section 4.3 by providing approximations of general motions, including
the approach to a periodic motion. The center manifold reduction is thus a more
powerful method compared to Lindstedt’s method, which approximates only
the periodic motion itself. In particular, we were able to show that the origin is
asymptotically stable for the critical (bifurcation) value of the delay parameter.
In Section 4.5 we investigated the effect of state-dependency on delay by us-
ing a perturbation method valid in the neighborhood of a Hopf bifurcation. We
showed how Lindstedt’s method can be used to deal with state-dependent de-
lays. Figure 4.9 shows that the resulting approximate expressions for amplitude
and frequency of the steady state oscillation are in good agreement with those
obtained by numerical integration. On the other hand, Eqs.(4.220) and (4.221)
show that the effect of c on amplitude and frequency is small for O(1) values of
c.
79A ﬁnal thought on Lindstedt’s method is that although it is a formal pertur-
bation method, that is, lacking a proof of convergence, our experience is that it
gives the same results as the center manifold approach. However, as was seen
in Section 4.4, the center manifold procedure is much more complicated than
the Hopf calculation. Stepan refers to the center manifold calculation as “long
and tedious” ([95], p.112), and Campbell refers to it as “algebraically daunting”
([11], p.642). In [81], Chapter 14, 2 pages are spent explaining the application
of Lindstedt’s method to DDE’s, whereas 10 pages are required for explanation
of the center manifold approach. Thus the main advantage of using Lindstedt’s
method is that it is simpler to understand and easier to execute than the center
manifold reduction.
80CHAPTER 5
MULTIPLE GENE NETWORK MODEL
5.1 Introduction
Understanding the interactions between genes and their protein products is an
important part of experimental and theoretical biology. Recent experiments [34,
90] and theoretical techniques [68, 108, 109] have been developed to understand
the dynamics of gene regulatory networks. From a theoretical point of view, the
gene networkstructure is an abstraction of the system’schemical dynamics, and
it includes how protein products affect the expression of other genes and their
associated proteins. If the network involves only a few genesthen its dynamical
behavior could be studied directly [30, 34]. On the other hand, if the network is
formed of hundreds or thousands of genes then its experimental or theoretical
study may be highly difﬁcult [20, 74]. Nevertheless, research trends show that
the study of these networks is the next in genomic research.
Several mathematical models of gene regulatory networks have been devel-
oped over the last couple of decades (for an extensive review see [47, 54, 88]).
Some of the most common modeling techniques involve the use of graphs [58,
69], Boolean networks [16, 78, 80], Bayesian networks [31], Petri nets [32, 66],
reverse engineering methods [99], and coupled differential equations (linear
[55], nonlinear [24, 46, 71], partial [101], stochastic [38, 85, 119], and delayed
[8, 29, 108]). Here we are interested in models where the natural lags or delays
play an important role in the system’s dynamics [62, 72, 108, 109]. As explained
in Chapter 2, these delays arise naturally from transcription, translation, degra-
dation, and other cellular processes.
81Transcription and translation are the main processes by which a cell ex-
presses the instructions encoded in its genes. Transcription is the ﬁrst step in
gene expression and it includes the identical replication of a gene into mes-
senger RNA (mRNA). The second step is the translation process, where the
information in the mRNA is translated into a protein with a speciﬁc amino
acid sequence. The latter process is accomplished by a well-known protein-
manufacturing machine called a ribosome. Once the protein is created, it un-
binds from the ribosome and carries out its cellular function. From these pro-
cesses mRNA and protein concentrations arise naturally as the main intracellu-
lar regulatory agents for gene expression (see Figure 5.1).
Figure 5.1: Feedback inhibition mechanism. The gene is copied onto
mRNA, which then attaches to a ribosome and a protein is pro-
duced. The protein then diffuses back into the nucleus where
it represses the transcription of its own gene.
There are several mechanisms that the cell uses to regulate the levels of
mRNA and protein concentrations. An example is the cell’s ability to increase
or decrease the concentration of enzymes that degrade proteins (agents that de-
stroy proteins). Another important regulatory mechanism is the cell’s capacity
to turn on and off the transcription process of a speciﬁc gene. The latter can be
accomplished by means of feedback inhibition, where the expression of a gene
is regulated by its own protein product. This feedback mechanism arises when
82the protein product returns to the nucleus and stops the transcription of its own
mRNA by binding to the gene’s promoter site. Previous ﬁndings [62, 72] show
that there are time delays associated with this feedback mechanism. These de-
lays arise naturally as transcriptional delays (time it takes the gene to get copied
into mRNA) and translational delays (time it takes the ribosome to translate
mRNA into protein). Furthermore, recent studies [72] have shown that it suf-
ﬁcesto consider only the transcriptional time delay to havean accurate dynamic
model [62, 108]. These transcriptional delay models can be represented by the
following pair of equations:
dM
dt
= −µM M(t) + H (P(t − T)) (5.1)
dP
dt
= αP M(t) − µP P(t) (5.2)
where the time dependent variables are the mRNA concentration, M(t), and its
associated protein concentration, P(t), and where the constants µM and µP are
the decay rates of the mRNA and protein molecules, αP is the rate of production
of new protein molecules per mRNA molecule, and H(P(t − T)) is a Hill func-
tion representing the rate of delayed production of new mRNA molecules. We
assume that H(P(t − T)) is a decreasing function of the concentration of protein
present at a previous time P(t − T), where T represents the transcriptional time
delay.
In this chapter we will study the dynamics of two different models of a gene
network with time delay. Both of these models are characterized by a system
of coupled ODEs and DDEs. The ﬁrst model considers uniform weighting,
where each ribosome produces a given quantity of protein which is then shared
equally amongst all gene sites, that is, the protein produced will repress equally
(with equal strength) the production of all other mRNAs. The second model
83is characterized by an exponential weighting, where each protein product is
shared unequally, with nearby gene sites being repressed to a greater extent
than more distant genes. Both of these cases exhibit a steady state, which is
stable when there is no delay. Linear analysis then reveals that a critical de-
lay exists, where the steady state becomes unstable. Closed form expressions
for the critical delay Tcr and associated frequency ω are thus found. We then
present some nonlinear analysis results for both cases.
5.2 Geometric Representation and Hill Function Dependence
We start this section by deﬁning a more compact geometric notation for the
single gene model given by Figure 5.1. The left hand side of Figure 5.2 repre-
sents the same gene-mRNA-protein feedback loop as in Figure 5.1. Similarly,
the right hand side, represents the same phenomena, but in a more compact
notation. The black dot on the right side represents mRNA production and the
empty dot represents protein production. Since mRNA activates protein pro-
duction, which then represses mRNA, then the arrow (↑) represents activation
and the perpendicular symbol (⊥) represents repression.
By normalizing Eqs.(5.1) and (5.2) (m=M/αM, p=P/αMαP, and µP=µM=µ) we
obtain the expressions that govern the dynamics of the single gene system
dm
dt
= −µm + H (p(t − T)) (5.3)
dp
dt
= m − µ p (5.4)
84Figure 5.2: Compact notation for the mRNA-protein feedback loop for
the single gene. Both sides represent the same gene-mRNA-
protein feedback loop. The black dot on the right side repre-
sents mRNA production and the empty dot represents protein
production. Here the arrow (↑) represents activation and the
perpendicular symbol (⊥) represents repression.
Notice that the repression effect of the protein is captured by the Hill func-
tion. In other words, the production of mRNA, ˙ m, depends on how strong is the
repression effect of the protein which is given by H(p(t − T)). For the rest of this
thesis we will use the previous compact notation for the mRNA-protein system.
See Figure 5.3.
Figure 5.3: mRNA-protein feedback with associated differential equa-
tions.
855.2.1 Two Gene Network
We now extendthe single mRNA-protein system given byFigure 5.3 to a system
of two mRNA’s with associated proteins. This may be geometrically viewed as
in Figure 5.4.
Figure 5.4: Geometric representation of the two gene network system. The
protein product of the ﬁrst gene, p0, represses its own mRNA
production, m0, and the mRNA production of the second gene,
m1. Similarly for the second gene.
In this two gene system, the protein product of the ﬁrst gene, p0, not only
repressesitsown mRNA production, butit alsorepressesthe mRNA production
of the second gene. In a similar way, the protein product of the second gene also
affects the ﬁrst. The differential equation model of this two gene network is
given as follows
dmi
dt
= − µmi +
1 X
j=0
Gij H
￿
pj(t − T)
￿
(5.5)
dpi
dt
= mi − µ pi (5.6)
where i = 0,1 and where we have assumed for simplicity that the constants are
the same for both genes. There are a couple of interesting features about this
model of two coupled gene units:
First, notice thatthe onlycoupling betweenthe twodifferentgeneunits isthrough
the mRNA repression. Since the effectof repression is captured bythe Hill func-
86tion, then the total mRNA repressive effect on the ith gene will be given by the
sum of both Hill functions. This accounts for the sum on the RHS of Eq.(5.5).
The second interesting feature is the appearance of the Gij’s inside the sum in
Eq.(5.5). The biological meaning of these constants is related to the strength of
the protein repression effect of one gene over another. Suppose, for example,
that the effect of repression of gene zero is very strong over gene one, then G10
will be large. Similarly, if gene one (see Figure 5.4) had a very weak repression
effect over gene zero, then G01 would be small.
According to the two gene model given by Eqs.(5.5) and (5.6) we may con-
sider two different biological scenarios:
Case 1 (Uniform weighting): We characterize this case by the choice Gij=1/2.
Here each ribosome produces a given quantity of protein which is then shared
equally amongst the other two gene promoter sites (henceGij=1/2). For the Hill
function we choose the following equation (cf.Eq.(4.1)):
H(pj(t − T)) =
1
1 +
￿ pj(t−T)
p0j
￿n (5.7)
where p0j is a reference concentration of protein pj and n is the Hill coefﬁcient.
The resulting system from Eqs.(5.5)-(5.6) is of the form
dmi
dt
= − µmi +
1
2
1 X
j=0
1
1 +
￿ pj(t−T)
p0j
￿n (5.8)
dpi
dt
= mi − µ pi (5.9)
Case2 (Exponentialweighting): We characterizethiscase bythe choiceGij=e−|i−j|.
Here each protein product is shared unequally, with nearby gene promoter sites
being repressed to a greater extent than more distant ones. For mathematical
87simplicity we choose the Hill function of the form
H(pj(t − T)) = 1 − pj(t − T) + αp
3
j(t − T) (5.10)
which may be thought as an expansion of Eq.(5.7). The resulting system from
Eqs.(5.5)-(5.6) is of the form
dmi
dt
= − µmi +
1 X
j=0
e
−|i−j| ￿
1 − pj(t − T) + α p
3
j(t − T)
￿
(5.11)
dpi
dt
= mi − µ pi (5.12)
5.2.2 Multiple Gene Network
The previous arguments may be generalized for a multiple gene network with
N+1 gene units. The decision to use N+1 gene units (instead of N) comes from
labeling genes from zero to N (which gives a total of N+1 genes). This will be
convenient in Chapter 6 when we further generalize this argument to a contin-
uous network. The generalization of Figure 5.4 is given by Figure 5.5.
The N+1 gene network translates into a (2N+2)-dimensional system of cou-
pled DDEs (cf.(5.5)-(5.6)) as follows
dmi
dt
= − µmi +
N X
j=0
Gij H
￿
pj(t − T)
￿
(5.13)
dpi
dt
= mi − µ pi (5.14)
where i = 0,1,2,... ,N.
Asexplained previously, wemay consider twodifferentbiological scenarios:
uniform and exponential weighting. Both of these extend naturally from the
equations presented earlier as follows:
88Figure 5.5: Geometric representation for the N+1 coupled system.
Case1 (Uniformweighting): WechooseGij= 1
N+1 andaHill function asin Eq.(5.7)
(for i = 0,1,2,... ,N) giving thus the following system of equations:
dmi
dt
= − µmi +
1
N + 1
N X
j=0
1
1 +
￿
pj(t−T)
p0j
￿n (5.15)
dpi
dt
= mi − µ pi (5.16)
Case 2 (Exponential weighting): Here we chooseGij=exp
￿
−
|i−j|
N
￿
anda Hill func-
tion of the form in Eq.(5.10) with a resulting system of the form
dmi
dt
= − µmi +
1
N
N X
j=0
e
−|i−j|/N ￿
1 − pj(t − T) + α p
3
j(t − T)
￿
(5.17)
dpi
dt
= mi − µ pi (5.18)
for i = 0,1,2,... ,N.
895.3 Uniform Weighting: Multiple Gene Network
5.3.1 Linear Analysis
To start the analysis we set ˙ mi = ˙ pi = 0 in Eqs.(5.15), (5.16) and ﬁnd the equilib-
rium point (m∗
0,... ,m∗
N, p∗
0,... , p∗
N), which satisﬁes the following equations
µm
∗
i =
1
N + 1
N X
j=0
1
1 +
￿
p∗
j
pj0
￿n (5.19)
m
∗
i = µ p
∗
i (5.20)
We eliminate the m∗
i’s by substituting Eq.(5.20) into (5.19) and obtain
µ
2 p
∗
i =
1
N + 1
N X
j=0
1
1 +
￿
p∗
j
pj0
￿n (5.21)
Since Eq.(5.21) holds for any i=0,1,... N, then the sum on the RHS will be con-
stantandthus p∗
i=p∗ willalwaysbean equilibrium solution. Also, fromEq.(5.20)
we have m∗
i=m∗=µp∗. Thus, using Eq.(5.21), the algebraic equation on p∗ for the
steady state (µp∗,... ,µp∗, p∗,... , p∗) will be given by
µ
2 p
∗ −
1
N + 1
N X
j=0
pn
j0
pn
j0 + p∗ n = 0 (5.22)
which can be multiplied by the product (pn
00 + p∗ n)(pn
10 + p∗ n)···(pn
N0 + p∗ n), and
thus be made into a polynomial of degree n(N+1)+1. The latter may then be
solved numerically.
Next we deﬁne ξi and ηi to be deviations from equilibrium: ξi = mi − m∗,
ηi = pi − p∗. Substituting the latter into (5.15) and (5.16) yields
˙ ξi = −µ(ξi + m
∗) +
1
N + 1
N X
j=0
1
1 +
￿ηjd+p∗
pj0
￿n (5.23)
˙ ηi = ξi − µηi (5.24)
90Expanding for small ηjd Eq.(5.23) becomes
˙ ξi = −µξi +
1
N + 1

      
N X
j=0
Kj1ηjd +
N X
j=0
Kj2η
2
jd +
N X
j=0
Kj3η
3
jd + ...

       (5.25)
where the Taylor coefﬁcients, Kji, are given as follows
Kj1 = −
nβj
(1 + βj)2 p∗ , where βj =
 
p∗
pj0
!n
(5.26)
Kj2 =
nβj
￿
βj n − n + βj + 1
￿
2
￿
1 + βj
￿3
p∗2
(5.27)
Kj3 = −
nβj
￿
β2
j n2 − 4βj n2 + n2 + 3β2
j n − 3n + 2β2
j + 4βj + 2
￿
6
￿
1 + βj
￿4
p∗3
(5.28)
Now we prove that the steady state is stable when T = 0 (no delay) by
considering the (2N+2)-dimensional linearized system coming from Eqs.(5.24)-
(5.25):
˙ ξi = −µξi +
1
N + 1
N X
j=0
Kj1ηjd (5.29)
˙ ηi = ξi − µηi (5.30)
Using linear analysis [81, 96] the system (5.29)-(5.30) has the following (2N+2) ×
(2N+2) Jacobian at the origin:
J =

         
M K
I M

         
(5.31)
where I is the (N+1)×(N+1) identity matrix, M = −µI, and
K =
1
N + 1

                                   
K01 K11 ... KN−11 KN 1
K01 K11 ... KN−11 KN 1
. . . ...
. . .
K01 K11 ... KN−11 KN 1
K01 K11 ... KN−11 KN 1

                                   
(N+1)×(N+1)
(5.32)
91To ﬁnd the eigenvalues, λ, of the Jacobian, J, we use basic properties of the
determinant function on block matrices:
det

         
M − λI K
I M − λI

         
= det((M − λI)
2 − K) (5.33)
= det
￿
(µ + λ)
2I − K
￿
(5.34)
and equate to zero
det((µ + λ)
2I − K) = (λ + µ)
2N+2 det
 
1
(λ + µ)2K − I
!
= 0 (5.35)
Using Eq.(5.38) (derived in the claim below) on the last equality of Eq.(5.35) we
conclude that the eigenvalues are

   
   
−µ , − µ ±
v u t
1
N + 1
N X
j=0
Kj1

   
   
(5.36)
where µ>0 and since Kj1<0 ∀j then the square root term in Eq.(5.36) will be
imaginary and thus Re(λ)<0 for all λ. The latter shows that the origin is stable
for T = 0 (no delay).
Claim: If An is a square matrix of the form
An =

                                   
a1 a2 ... an−1 an
a1 a2 ... an−1 an
. . . ... . . .
a1 a2 ... an−1 an
a1 a2 ... an−1 an

                                   
n×n
(5.37)
then the following holds
det(kAn − I) = (−1)
n+1

      k
n X
j=1
aj − 1

       (5.38)
92Proof: We use induction on n. For n=1 the claim holds true. To prove the induc-
tive step we assume Eq.(5.38) holds for n and consider its n+1 version:
|kAn+1 − I| =
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
k

                           
an+1
An an+1
. . .
a1 a2 ... an+1

                           
− I
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
=
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿

                           
ka1 − 1 ka2 ... kan+1
ka1 ka2 − 1 ... kan+1
. . . ... . . .
ka1 ka2 ... kan+1 − 1

                           
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
Multiplying the last row by h = −kan+1/(kan+1 −1) and adding it to the rest of the
above n rows we obtain the following equivalent matrix
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿

                                   
ka1(h + 1) − 1 ka2(h + 1) ... kan(h + 1) 0
ka1(h + 1) ka2(h + 1) − 1 ... kan(h + 1) 0
. . .
. . . ... . . .
. . .
ka1(h + 1) ka2(h + 1) ... kan(h + 1) − 1 0
ka1 ka2 ... kan kan+1 − 1

                                   
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
(5.39)
which may be expanded by cofactors through the last column
(kan+1 − 1)
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿

                           
ka1(h + 1) − 1 ka2(h + 1) ... kan(h + 1)
ka1(h + 1) ka2(h + 1) − 1 ... kan(h + 1)
. . .
. . . ... . . .
ka1(h + 1) ka2(h + 1) ... kan(h + 1) − 1

                           
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
(5.40)
which by induction (i.e. using Eq.(5.38)) yields
|kAn+1 − I| = (kan+1 − 1)(−1)
n+1

      k(h + 1)
n X
j=1
aj − 1

       (5.41)
and by substituting h = −kan+1/(kan+1 − 1) we obtain
|kAn+1 − I| = (−1)
n+2

      k
n+1 X
j=1
aj − 1

       (5.42)
This proves our claim.
93Now that we know that the origin is stable for no delay, then the next step is
toﬁnd the critical delay, T=Tcr, wherethe bifurcation occurs andthe equilibrium
point, given by (5.22), loses its stability. We start by assuming solutions of the
form
ηi = Ai exp(λt) (5.43)
ξi = Biexp(λt) (5.44)
substitute them into (5.29)-(5.30)
(λ + µ) Bi =
e−λT
N + 1
N X
j=0
Kj1Aj (5.45)
(λ + µ)Ai = Bi (5.46)
eliminate Bi from (5.45)-(5.46), and set T=Tcr and λ=iω to obtain
Ai =
c
N + 1
N X
j=0
Kj1Aj (5.47)
where
c =
e−iωTcr
(iω + µ)2 ∈ C (5.48)
The N+1 algebraic equations (5.47) will have solutions if
det(cK − I) = 0 (5.49)
where K is given by Eq.(5.32). Using Eq.(5.49) on (5.38) we ﬁnd
c
N X
j=0
Kj1 = N + 1 (5.50)
which implies
Im(c) = 0 ⇔
(ω2 − µ2)sin(ωTcr) − 2ωµcos(ωTcr)
(µ2 + ω2)2 = 0 (5.51)
⇔ Tcr =
1
ω
arctan
￿ 2ωµ
ω2 − µ2
￿
(5.52)
94In addition, equating the real parts of Eq.(5.50) yields the critical frequency
Re(c)
N X
j=0
Kj1 = N + 1
⇔
(µ2 − ω2)cos(ωTcr) − 2ωµsin(ωTcr)
(µ2 + ω2)2
N X
j=0
Kj1 = N + 1 (5.53)
⇔ ω =
v u t
−µ2 −
1
N + 1
N X
j=0
Kj1 (5.54)
where we have used the trig identities
sin(ωTcr) = sin
 
arctan
 
2ωµ
ω2 − µ2
!!
=
2ωµ
ω2 + µ2 (5.55)
cos(ωTcr) = cos
 
arctan
 
2ωµ
ω2 − µ2
!!
=
ω2 − µ2
ω2 + µ2 (5.56)
Equation (5.52) is the critical delay, where the origin loses its stability, and
Eq.(5.54) is the critical frequency in terms of the Taylor coefﬁcients given by
Eq.(5.26).
5.3.2 Nonlinear Analysis
In this section we use Lindstedt’s perturbation method to ﬁnd closed form ap-
proximate expressions for the amplitude of the limit cycle born at the Hopf.
This will be accomplished by considering the full nonlinear system (5.24)-(5.25)
and perturbing off of the critical delay value, T=Tcr. We start by combining
Eqs.(5.24) and (5.25) into a second order DDE
¨ ηi + 2µ˙ ηi + µ
2ηi =
N X
j=0
Kj1
N + 1
ηjd +
N X
j=0
Kj2
N + 1
η
2
jd +
N X
j=0
Kj3
N + 1
η
3
jd + ... (5.57)
where Kj1, Kj2, and Kj3 are the Taylor coefﬁcients given by Eqs.(5.26)-(5.28), re-
spectively. Next we introduce a small parameter ￿ via the following scaling
ηi = ￿ui (5.58)
95where i = 0,1,... ,N. We stretch time by deﬁning a new independent variable
τ = Ωt (5.59)
and expand Ω in a power series in ￿ as follows
Ω = ω + ￿
2k2 + ... (5.60)
where we omit the O(￿) term since it turns out to be zero. We substitute (5.58)
and (5.59) into (5.57) to obtain
Ω
2 d2ui
dτ2 + 2µΩ
dui
dτ
+ µ
2ui −
N X
j=0
Kj1
N + 1
ujd =
￿
N X
j=0
Kj2
N + 1
u
2
jd + ￿
2
N X
j=0
Kj3
N + 1
u
3
jd + ... (5.61)
Next we introduce a small detuning, ∆, about the critical delay, Tcr,
T = Tcr + ∆ = Tcr + ￿
2δ (5.62)
where ∆ is scaled like ￿2. Substituting Eqs.(5.62) and (5.60) into ujd = uj(τ−ΩT)
and Taylor expanding about ￿=0 we obtain
ujd = uj(τ − ΩT) = uj(τ − ωTcr − ￿
2(k2Tcr + ωδ) + ...) (5.63)
= uj(τ − ωTcr) − ￿
2(k2Tcr + ωδ)u
0
j(τ − ωTcr) + ... (5.64)
Next we expand uj(τ) in a power series in ￿
uj(τ) = uj0(τ)+ ￿uj1(τ) + ￿
2uj2(τ) + ... (5.65)
and by substituting the latter and Eqs.(5.60) and (5.64) into (5.61), and collecting
like powers of ￿ we ﬁnd
96ω
2 d2ui0
dτ2 + 2µω
dui0
dτ
+ µ
2ui0 −
N X
j=0
Kj1
N + 1
uj0(τ − ωTcr) = 0 (5.66)
ω
2 d2ui1
dτ2 + 2µω
dui1
dτ
+ µ
2ui1 −
N X
j=0
Kj1
N + 1
uj1(τ − ωTcr) =
N X
j=0
Kj2
N + 1
u
2
j0(τ − ωTcr)
(5.67)
ω
2 d2ui2
dτ2 + 2µω
dui2
dτ
+ µ
2ui2 −
N X
j=0
Kj1
N + 1
uj2(τ − ωTcr) = ... (5.68)
where ... stands for terms in ui0 and ui1, omitted here for brevity.
We take the solutions, ui0, of the system (5.66) as
ui0(τ) = ˆ Acosτ (5.69)
where by Eq.(5.58) we know ηi0 = ￿ui0 = ￿ ˆ Acosτ = Acosτ. Next we substitute
(5.69) into (5.67) and obtain the following expression for ui1:
ui1(τ) = m1 sin2τ + m2 cos2τ + m3 (5.70)
where m1 is given by the equation:
m1 = −
2 ˆ A2 ˆ K2 µω3 ￿
2µ2 + 3 ˆ K1
￿
ˆ K1
￿
16µ6 + 39 ˆ K1 µ4 + 18 ˆ K2
1 µ2 − 9 ˆ K3
1
￿ (5.71)
where
ˆ K1 =
N X
j=0
Kj1
N + 1
, ˆ K2 =
N X
j=0
Kj2
N + 1
, and ˆ K3 =
N X
j=0
Kj3
N + 1
(5.72)
and where we omit the expressions for m2 and m3 for brevity.
Next we substitute Eqs.(5.69) and (5.70) into (5.68), and after trigonometric
simpliﬁcations have been performed, we equate to zero the coefﬁcients of the
resonant terms sinτ and cosτ. This yields the amplitude, A, of the limit cycle
that was born in the Hopf bifurcation:
A
2 =
P
Q
∆ (5.73)
97where
P = 8 ˆ K
2
1 ω
2 ￿
µ
2 − ˆ K1
￿ ￿
16µ
6 + 39 ˆ K1 µ
4 + 18 ˆ K
2
1 µ
2 − 9 ˆ K
3
1
￿
(5.74)
Q = Q0 Tcr + Q1 (5.75)
and
Q0 = 48 ˆ K3 ˆ K
2
1 µ
8 − 16 ˆ K
2
2 ˆ K1 µ
8 + 69 ˆ K3 ˆ K
3
1 µ
6 + 32 ˆ K
2
2 ˆ K
2
1 µ
6 − 63 ˆ K3 ˆ K
4
1 µ
4
+162 ˆ K
2
2 ˆ K
3
1 µ
4 − 81 ˆ K3 ˆ K
5
1 µ
2 + 108 ˆ K
2
2 ˆ K
4
1 µ
2 + 27 ˆ K3 ˆ K
6
1 − 30 ˆ K
2
2 ˆ K
5
1
(5.76)
Q1 = −96 ˆ K3 ˆ K1 µ
9 + 64 ˆ K
2
2 µ
9 − 138 ˆ K3 ˆ K
2
1 µ
7 + 16 ˆ K
2
2 ˆ K1 µ
7 + 126 ˆ K3 ˆ K
3
1 µ
5
−308 ˆ K
2
2 ˆ K
2
1 µ
5 + 162 ˆ K3 ˆ K
4
1 µ
3 − 296 ˆ K
2
2 ˆ K
3
1 µ
3 − 54 ˆ K3 ˆ K
5
1 µ + 12 ˆ K
2
2 ˆ K
4
1µ
(5.77)
and where the ˆ Ki’s are given by Eq.(5.72) and Eqs.(5.26)-(5.28).
Eq.(5.73) is the expression for the limit cycle amplitude. Notice that the ex-
pression for A found in this section is the generalization of the single gene am-
plitude found in Section 4.3 Eq.(4.43). Also notice that each gene unit behaves
identically at steady state. As we will see, this behavior is in contrast to the
exponential weighting case, where each gene unit has a different amplitude of
oscillation.
5.4 Exponential Weighting: Two Gene Network
In this section we analyze Case 2 (Exponential weighting) presented in Sec-
tion 5.2.1 Eqs.(5.11)-(5.12), where we choose Gij=e−|i−j|. In this case, each protein
product is shared unequally, with nearby gene promoter sites being repressed
98to a greater extent than more distant ones. We choose the Hill function as in
Eq.(5.10) and use the system (5.11)-(5.12) for our analysis.
5.4.1 Steady State Solutions
We begin our analysis by considering the following 4-dimensional system
˙ m0 = −µm0 + H(p0d) + e
−1H(p1d) , ˙ p0 = m0 − µp0 (5.78)
˙ m1 = −µm1 + e
−1H(p0d) + H(p1d) , ˙ p1 = m1 − µp1 (5.79)
with an associated geometric representation given by Figure 5.4 in Section 5.2.1.
The steady state will satisfy ˙ pi=˙ mi=0, pi=p∗
i, mi=m∗
i, which gives
µ
2p
∗
0 = H(p
∗
0) + e
−1H(p
∗
1) (5.80)
µ
2p
∗
1 = e
−1H(p
∗
0) + H(p
∗
1) (5.81)
and by using (5.10)
µ
2p
∗
0 =
￿
1 − p
∗
0 + αp
∗
0
3￿
+ e
−1 ￿
1 − p
∗
1 + αp
∗
1
3￿
(5.82)
µ
2p
∗
1 = e
−1 ￿
1 − p
∗
0 + αp
∗
0
3￿
+
￿
1 − p
∗
1 + αp
∗
1
3￿
(5.83)
Since Eqs.(5.82) and (5.83) are invariant (symmetric) p∗
0 ↔ p∗
1, then steady state
satisﬁes p∗ = p∗
0 = p∗
1 and Eq.(5.82) becomes
µ
2p
∗ =
 
1 +
1
e
!￿
1 − p
∗ + αp
∗ 3￿
(5.84)
which will give the steady state as a function of µ and α.
Asanexampleconsider µ = 0.2 andα = 0.01. UsingMacsyma’sroot by bisection
on Eq.(5.84) gives p∗ ≈ 0.98075. The latter agreeswith Matlab’sdde23 numerical
simulation of Eqs.(5.78)-(5.79) given in Figure 5.6.
99Figure 5.6: Matlab numerical simulation for Eqs.(5.78)-(5.79). Notice that
the steady state is approximately p∗=0.98075
5.4.2 Linear Stability Analysis
If ξi and ηi (i=0,1) are deviations from equilibrium ξi=mi-m∗ and ηi=pi-p∗, then
substitution into Eqs.(5.78)-(5.79) yields
˙ ξ0 = −µ(ξ0 + m
∗) + H(η0d + p
∗) + e
−1H(η1d + p
∗) , ˙ η0 = ξ0 − µη0 (5.85)
˙ ξ1 = −µ(ξ1 + m
∗) + e
−1H(η0d + p
∗) + H(η1d + p
∗) , ˙ η1 = ξ1 − µη1 (5.86)
which become
˙ ξ0 = −µξ0 +G(η0d) + e
−1G(η1d) , ˙ η0 = ξ0 − µη0 (5.87)
˙ ξ1 = −µξ1 + e
−1G(η0d) + G(η1d) , ˙ η1 = ξ1 − µη1 (5.88)
where
G(η) =
￿
−1 + 3αp
∗ 2￿
η + 3αp
∗η
2 + αη
3 (5.89)
100To ﬁnd the critical frequency, ωcr, and its associated critical delay, Tcr, we lin-
earize Eqs.(5.87)-(5.88) for small ηi to obtain
˙ ξ0 = −µξ0 +
￿
−1 + 3αp
∗ 2￿
η0d + e
−1 ￿
−1 + 3αp
∗ 2￿
η1d (5.90)
˙ η0 = ξ0 − µη0 (5.91)
˙ ξ1 = −µξ1 + e
−1 ￿
−1 + 3αp
∗ 2￿
η0d +
￿
−1 + 3αp
∗ 2￿
η1d (5.92)
˙ η1 = ξ1 − µη1 (5.93)
If ξi = Aieλt and ηi = Bieλt then Eqs.(5.90)-(5.93) become
(λ + µ)A0 =
￿
−1 + 3αp
∗ 2￿
B0e
−λT + e
−1 ￿
−1 + 3αp
∗ 2￿
B1e
−λT (5.94)
(λ + µ)B0 = A0 (5.95)
(λ + µ)A1 = e
−1 ￿
−1 + 3αp
∗ 2￿
B0e
−λT +
￿
−1 + 3αp
∗ 2￿
B1e
−λT (5.96)
(λ + µ)B1 = A1 (5.97)
which yields
−e
λT(λ + µ)
2B0 =
￿
1 − 3αp
∗ 2￿
B0 + e
−1 ￿
1 − 3αp
∗ 2￿
B1 (5.98)
−e
λT(λ + µ)
2B1 = e
−1 ￿
1 − 3αp
∗ 2￿
B0 +
￿
1 − 3αp
∗ 2￿
B1 (5.99)
The eigenvalue problem MB = rB given by
M =

         
￿
1 − 3αp∗ 2￿
e−1 ￿
1 − 3αp∗ 2￿
e−1 ￿
1 − 3αp∗ 2￿ ￿
1 − 3αp∗ 2￿

         
(5.100)
B =

         
B0
B1

         
(5.101)
r = −e
λT(λ + µ)
2 (5.102)
will have nontrivial solutions when
det(M − rI) = 0 ⇔
h￿
1 − 3αp
∗ 2￿
− r
i2
− e
−2 ￿
1 − 3αp
∗ 2￿2
= 0 (5.103)
⇔
￿
1 − 3αp
∗ 2￿
− r = ± e
−1 ￿
1 − 3αp
∗ 2￿
(5.104)
⇔ r =
￿
1 ± e
−1￿￿
1 − 3αp
∗ 2￿
(5.105)
101Now that r is known we have two cases:
(i) When T = 0 Eq.(5.102) gives
r = −(λ + µ)
2 ⇒ λ = −µ ±
√
−r (5.106)
If r > 0 then Re(λ) = −µ < 0 (for µ > 0) and the system has a stable steady state.
(ii) When T = Tcr and λ = iω, Eq.(5.102) becomes
r = − e
iωTcr(iω + µ)
2 (5.107)
which gives the two real equations
r = 2µω sinωTcr +
￿
ω
2 − µ
2￿
cosωTcr (5.108)
0 =
￿
ω
2 − µ
2￿
sinωTcr − 2µω cosωTcr (5.109)
Solving Eqs.(5.108),(5.109) for sinωTcr and cosωTcr we obtain
ω =
p
r − µ2 (5.110)
where we have used the trig identity sin
2 ωTcr + cos2 ωTcr = 1. Dividing the
expressions for sinωTcr and cosωTcr and solving for Tcr we also obtain
Tcr =
1
ω
arctan
 
2µω
ω2 − µ2
!
(5.111)
As before, we compare our results when µ = 0.2 and α = 0.01. Using
Eqs.(5.105) and (5.84) we obtain
r =
￿
1 ± e
−1￿￿
1 − 3(.01)(0.98075)
2￿
= 1.32841 or 0.61388 (5.112)
which gives
ωcr =
p
r − µ2 = 1.13508 or 0.75755 (5.113)
Tcr =
1
ω
arctan
 
2µω
ω2 − µ2
!
= 0.30731 or 0.68146 (5.114)
102which implies Tcr ≈ 0.30731 by taking the smallest Tcr in (5.114). To conﬁrm
our previous results we numerically integrate Eqs.(5.78)-(5.79) using Matlab’s
dde23. The numerical results give Tcr ≈ 0.3087 with an associated amplitude of
oscillation of approximately 1.6441 − 0.96291 = 0.68119, which comes from the
difference between the approximate maximum value of the amplitude (Figure
5.7) and the approximate value of the steady state (Figure 5.6).
Figure 5.7: Matlab numerical simulation for T = Tcr ≈ 0.3087. Notice that
the maximum value of oscillation is approximately 1.6441
5.4.3 Nonlinear Numerical Investigations
In this section we investigate the nonlinear behavior of Eqs.(5.78)-(5.79) close to
the Hopf when T = Tcr. We setT = Tcr+∆ and then repeatthe analysis presented
in Section 5.4.2 for various ∆ = T − Tcr. Using Matlab’s dde23 we obtain Figure
5.8, which contains the numerical integration results by plotting the amplitude
103curve for various∆. In Figure5.9 weshow the solution curvesforvarious points
in the detuning-amplitude plot.
Figure 5.8: Amplitude VS Detuning graph. The corresponding solution
curvesforeach point can be foundin Figure5.9. Theamplitude
is found by subtracting the largest value of p found in Figure
5.9 and p∗ found in Figure 5.6.
We point out that Figure 5.10 is the plot of the numerical integration results
for ∆ = 0.232 (see Figure 5.8 point “a9”). This is a limiting point where the be-
havior of the increasing amplitude changes. We hypothesize that an unknown
bifurcation could be taking place (e.g. homoclinic bifurcation). Another possi-
bility is that Matlab is not capable of numerically integrating the system when
the oscillations become arbitrarily large.
104Figure 5.9: Solutions p and m for detuning-amplitude plot in Figure 5.8.
105Figure 5.10: Solution curves when ∆ = 0.232.
5.5 Exponential Weighting: Multiple Gene Network
5.5.1 Steady State Solutions
Now we treat the multiple gene network with exponential weighting. We start
by ﬁnding the equilibrium solutions of the system (5.17),(5.18) where H(p) is
given by Eq.(5.10). Setting ˙ mi=˙ pi=0 in Eqs.(5.17) and (5.18) gives an equilibrium
point of the form (m∗
0,... ,m∗
N, p∗
0,... , p∗
N), which will satisfy the following equa-
tions
µ
2p
∗
i =
1
N
N X
j=0
e
−|i−j|/NH(p
∗
j) (5.115)
This (N+1)-dimensional system of equations may be solved numerically for dif-
ferent values of N, µ, and α.
106Continuing our previous numerical example when µ = 0.2 and α = 0.01 we
may use Macsyma’s root by bisection to obtain Table 5.1 and Figure 5.11, both
of which give a summary of our numerical results. Notice that the system is
symmetric, so p∗
j = p∗
N−j.
Table 5.1: Numerical results for µ = 0.2 and α = 0.01. The system is
symmetric and so the steady state, p∗, satisﬁes p∗
j = p∗
N−j.
N p∗ (where p∗
j = p∗
N−j)
1 p0=0.98075 (2 gene network)
2 p0=0.96281, p1=0.98662
3 p0=0.94847, p1=0.98378
4 p0=0.93714, p1=0.97885, p2=0.98565
5 p0=0.92822, p1=0.97310, p2=0.98434
7 p0=0.91538, p1=0.96146, p2=0.97863, p3=0.98432
15 p0=0.89269, p1=0.92878, p2=0.95139, p3=0.96550,
p4=0.97423, p5=0.97950, p6=0.98248, p7=0.98382
30 p0=0.88043, p1=0.90325, p2=0.92129, p3=0.93555,
p4=0.94680, p5=0.95568, p6=0.96268, p7=0.96817,
p8=0.97247, p9=0.97581, p10=0.97837, p11=0.98030,
p12=0.98170, p13=0.98265, p14=0.98320, p15=0.98338
107Figure 5.11: Steady state solutions for µ=0.2, α=0.01, and N=7, 15, and 30.
The approximate values for the steady states can be found in
Table 5.1.
In addition to the previous results, we may numerically integrate the origi-
nal system given by Eqs.(5.17) and (5.18) to obtain the equilibrium solutions p∗
and m∗ for different N. These may be obtained using Matlab’s dde23 by setting
T=0.001 and waiting until the solutions decay to their steady state. The Matlab
results for N=15 can be found in Figure 5.12 and for N=30 in Figure 5.13.
Notice that the approximate values found in Table 5.1 were obtained using
Macsyma’s root by bisection where as the results in Figures 5.12 and 5.13 were
found using Matlab. Both of these agree.
108Figure 5.12: Equilibrium solutions when N=15.
Figure 5.13: Equilibrium solutions when N=30.
1095.5.2 Linear Stability Analysis
Next we deﬁne ξi and ηi to be deviations from equilibrium: ξi=mi-m∗
i, ηi=pi-p∗
i.
Substituting these into (5.17) and (5.18) yields
˙ ξi = −µ(ξi + m
∗
i) +
1
N
N X
j=0
e
−|i−j|/NH(ηjd + p
∗
j) (5.116)
˙ ηi = ξi + m
∗
i − µ(ηi + p
∗
i) (5.117)
which become
˙ ξi = −µξi +
1
N
N X
j=0
e
−|i−j|/NG(ηjd) (5.118)
˙ ηi = ξi − µηi (5.119)
where
G(ηj) =
￿
−1 + 3αp
∗
j
2￿
ηj + 3αp
∗
j η
2
j + αη
3
j (5.120)
To ﬁnd the critical frequency, ωcr, and its associated critical delay, Tcr, we lin-
earize Eqs.(5.118)-(5.119) for small η to obtain
˙ ξi = −µξi −
1
N
N X
j=0
e
−|i−j|/N(1 − 3αp
∗
j
2)ηjd (5.121)
˙ ηi = ξi − µηi (5.122)
If ξi = Aieλt and ηi = Bieλt then Eqs.(5.121)-(5.122) become
−(λ + µ)Ai =
1
N
N X
j=0
e
−|i−j|/N(1 − 3αp
∗
j
2)Bje
−λT (5.123)
(λ + µ)Bi = Ai (5.124)
which yields
−Ne
λT(λ + µ)
2Bi =
N X
j=0
e
−|i−j|/N(1 − 3αp
∗
j
2)Bj (5.125)
110For nontrivial solutions, the system (5.125) must satisfy det(M − rI) = 0, where
M is the (N+1)×(N+1) symmetric matrix given by
M = [Mij] =
h
(1 − 3αp
∗
j
2)exp(−|i − j|/N)
i
(5.126)
and r is the associated eigenvalue given by
r = −Ne
λT(λ + µ)
2 (5.127)
Since M is a symmetric matrix, then all of its eigenvalues are real which means
r is real.
Continuing our example for µ = 0.2 and α = 0.01 we use the condition
det(M − rI) = 0 to obtain Table 5.2, which shows the numerical evaluation of
the eigenvalues r for different values of N.
Table 5.2: Numerical results for the eigenvalues, r, when µ = 0.2 and
α = 0.01
N r
1 1.32763
2 2.00107
3 2.70349
4 3.41340
5 4.12635
7 5.55626
15 11.29060
30 22.05340
111Now that r is known we have two cases:
(i) When T = 0 Eq.(5.127) gives
r = −N(λ + µ)
2 ⇒ λ = −µ ±
p
−r/N (5.128)
which for r > 0 gives Re(λ) = −µ < 0 (for µ > 0) and thus the system has a stable
steady state.
(ii) When T = Tcr and λ = iω, Eq.(5.127) becomes
r = − Ne
iωTcr(iω+ µ)
2 (5.129)
which gives the two real equations
r
N
= 2µω sinωTcr +
￿
ω
2 − µ
2￿
cosωTcr (5.130)
0 =
￿
ω
2 − µ
2￿
sinωTcr − 2µω cosωTcr (5.131)
As before, solving Eqs.(5.130),(5.131) for sinωTcr and cosωTcr gives
ω =
r
r
N
− µ2 (5.132)
and dividing the expressions for sinωTcr and cosωTcr and solving for Tcr we
obtain
Tcr =
1
ω
arctan
 
2µω
ω2 − µ2
!
(5.133)
We continue our example by setting µ = 0.2 and α = 0.01. Table 5.3 gives a
summary of the numerical results found for Tcr and ω for different values of N.
Notice that N=1 is the two gene network result found in Eqs.(5.113) and (5.114).
112Table 5.3: Numerical results for r, ω, and Tcr when µ = 0.2 and α = 0.01
N r ω Tcr
1 1.32763 1.13474 0.30749
2 2.00107 0.98007 0.41079
3 2.70349 0.92799 0.45749
4 3.41340 0.90186 0.48396
5 4.12635 0.88615 0.50099
7 5.55626 0.86819 0.52158
15 11.29060 0.84422 0.55108
30 22.05340 0.83373 0.56477
In addition to the previous results, another interesting ﬁnding is the asso-
ciated bifurcation mode shape of the oscillation. This can be obtained from
Eq.(5.125) by using the values µ = 0.2, α = 0.01, and the associated r for a given
N (cf. Table 5.2). In Figures 5.14, 5.15, and 5.16 we present our numerical results
for N=7, 15, and 30 respectively.
5.5.3 Nonlinear Numerical Analysis
In this section we generalize our results from Section 5.4.3 for the two gene
model. Here again we let ∆ = T − Tcr and repeat the analysis for various N.
The numerical integration results are summarized in Figure 5.17 where we have
plotted amplitude versus detuning about Tcr for N = 1, 7, 15, and 30.
113Figure 5.14: Bifurcation mode shape from linearized analysis when µ=0.2,
α=0.01,and N=7. Thevalues forthe steady statescan befound
in Table 5.1. The Bi’s can be found by solving Eq.(5.125).
Figure 5.15: Bifurcation mode shape from linear stability analysis when
µ=0.2, α=0.01, and N=15. See Table 5.1 for p∗.
114Figure 5.16: Bifurcation mode shape from linear analysis when µ=0.2,
α=0.01, and N=30. See Table 5.1 for the values of p∗
i’s and
Eq.(5.125) for Bi’s.
Extending our study of the single gene-mRNA-protein unit into a network
of N coupled gene units proved to be interesting and useful. Unlike the uni-
form weighting case, in the exponential weighting case, each protein product is
shared unequally. That is, the production of protein of one gene represses the
mRNA production of nearby gene sites to a greater extent than more distant
genes.
As in our previous analyses, we were able to prove that the system exhibits
a stable steady state when there is no delay. However, we highlight the fact that
(unlike the uniform case) the steady state is not constant, but rather it depends
on gene location. Interestingly, at the bifurcation delay (critical value when the
steady state becomes unstable) the associated bifurcation mode shape of the os-
cillation gives the amplitudes of oscillation at the different gene locations. Fur-
115Figure 5.17: Amplitude VS Detuning plot for N = 1, 7, 15, and 30.
thermore, the nonlinear numerical integration results imply that the amplitude
of oscillation at each gene site converges to a ﬁxed amplitude as N → ∞. This
can be conﬁrmed by our numerical results in Figure 5.17 where we have plotted
amplitude versus detuning about Tcr for N = 1, 7, 15, and 30.
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CONTINUOUS NETWORK MODEL
6.1 Introduction
In this chapter we will study a continuous network model. The model is charac-
terized by a system of two coupled equations: an ordinary differential equation
and a delay differential-integral equation. We will study twodifferentcases with
distinct integral kernels and Hill functions. The ﬁrst case considers uniform
weighting, where each ribosome produces a given quantity of protein which is
then shared equally amongst all gene sites. The second case is characterized by
an exponential weighting, whereeach protein product is shared unequally, with
nearby gene units being repressed to a greater extent than more distant genes.
Both of these cases (uniform and exponential) exhibit a steady state, which
is stable when there is no delay. Linear analysis then reveals that a critical de-
lay exists, where the steady state becomes unstable. Closed form expressions
for the critical delay Tcr and associated frequency ω are then found. Finally,
we conﬁrm our results for the exponential weighting case by discretizing the
continuous system into an N-dimensional system and showing that the discrete
system analysis (presented in Chapter 5) approach the continuous results as N
becomes large.
1176.2 From Discrete to Continuous
We start by presenting the continuous version of the discrete network model
(5.15)-(5.16) when there is uniform weighting (Case 1 in Section 5.2.2):
˙ m = − µm +
Z 1
0
1
1 +
￿
pd(¯ x)
p0(¯ x)
￿n d¯ x (6.1)
˙ p = m − µ p (6.2)
where m=m(x,t), p=p(x,t), pd(¯ x)=p(¯ x,t−T), and p0(¯ x) is a reference concentration
of protein at ¯ x. In Eqs.(6.1) and (6.2) we made the following approximations
mi → m(x) , pi → p(x) , and
N X
j=0
1
1 +
￿ pj(t−T)
p0j
￿n
1
N + 1
→
Z 1
0
1
1 +
￿
pd(¯ x)
p0(¯ x)
￿n d¯ x as N → ∞ (6.3)
The geometric representation of Eqs.(6.1),(6.2) is given by Figure 6.1, which
is the continuous version of Figure 5.5.
Figure 6.1: Geometric representation for the continuous model. Notice
that Figure 6.1 is the continuous version of the discrete geo-
metric representation for the N gene network given by Figure
5.5 in Section 5.2.2.
118Next we present the continuous version of the exponential weighting case
(Case 2 in Section 5.2.2), which was given by Eqs.(5.17) and (5.18) with α = 0:
˙ m = − µm +
Z 1
0
e
−|x−¯ x| ￿
1 − pd(¯ x)
￿
(6.4)
˙ p = m − µ p (6.5)
where as before we have assumed
mi → m(x) , pi → p(x) , and
N X
j=0
e
−|i−j|/N ￿
1 − pjd
￿ 1
N
→
Z 1
0
e
−|x−¯ x| ￿
1 − pd(¯ x)
￿
d¯ x as N → ∞ (6.6)
An important biological remarkaboutthe continuum model is that genesare
discrete (theyare organizedseparately along the DNA).Thusthe discrete model
is more realistic. Mathematically, however, we may approximate the discrete
system by assuming a “gene continuum” between genes and their associated
mRNA and protein products. Thus, although biological realism is sacriﬁced,
we are now able to transform the multidimensional DDE system (cf. Eqs.(5.17)-
(5.18))intoa more compactmathematical modelof twocoupledequations given
by(6.4)and(6.5). Notice that thelatter approach isnotan uncommon technique,
since it has been regularly used on studies of predator-prey models, epidemi-
ology, and population dynamics, all of which are inherently discrete biological
systems but which have been conveniently extended to continuous models for
their analysis.
1196.3 Mathematical Model
As explained in the previous section, we may tag a given gene with a variable
x ∈ [0,1], and generalize the system (5.13), and (5.14) to be of the form:
˙ m = −µm +
Z 1
0
G(x − ¯ x)H(pd(¯ x))d¯ x (6.7)
˙ p = m − µ p (6.8)
where m = m(x,t), p = p(x,t), pd(¯ x) = p(¯ x,t − T), and where the kernel, G(x − ¯ x),
and the Hill function, H(pd(¯ x)) are given by the following two cases:
Case 1 (Uniform weighting): Here we assume G(x − ¯ x) = 1. In this case each
ribosome produces a given quantity of protein which is then shared equally
amongst all gene sites. For the rate of production of mRNA H(pd(¯ x)) we choose
the following Hill function [72, 108]:
H(pd(¯ x)) =
1
1 +
￿
pd(¯ x)
p0(¯ x)
￿n (6.9)
where pd(¯ x) = p(¯ x,t − T) is the delayed protein concentration at location ¯ x, and
where p0(¯ x) is a referenceconcentration of protein at ¯ x, and n is a parameter. The
resulting system is of the form:
˙ m = −µm +
Z 1
0
1
1 +
￿
pd(¯ x)
p0(¯ x)
￿n d¯ x (6.10)
˙ p = m − µ p (6.11)
Case 2 (Exponential weighting with linear Hill function): This case is charac-
terized by the choice of the integral kernel G(x − ¯ x) = e−|x−¯ x|. Here each protein
product is shared unequally, with nearby gene sites being repressed to a greater
120extent than more distant ones. We choose the rate of production of mRNA
H(pd(¯ x)) to be given by the following function of pd (cf.Eq.(5.10)):
H(pd(¯ x)) = 1 − pd(¯ x) (6.12)
The resulting system is of the form:
˙ m = −µm +
Z 1
0
e
−|x−¯ x|(1 − pd(¯ x))d¯ x (6.13)
˙ p = m − µ p (6.14)
The following sections are organized as follows: In Section 6.4 we study the
nonlinear system with uniform weighting (6.10)-(6.11). We start by presenting
a study on the associated linear equations, and then we move to the nonlinear
analysis. We point out that the results found in Section 6.4 are the generaliza-
tions of the results found in Section 5.5, where the sums are extended to inte-
grals. In Section 6.5 we present the steady state and stability analysis for the
linear equations (6.13) and (6.14).
6.4 Uniform Weighting
6.4.1 Linear Analysis
In this section we consider the steady state behavior of the system (6.10),(6.11).
Setting ˙ p=˙ m=0 wesee that atsteady state m∗=µp∗ and p∗
d=p∗, wherea *represents
the steady state solution. Thus, at steady state, substituting Eq.(6.11) into (6.10)
gives
µ
2p
∗(x) =
Z 1
0
1
1 +
￿
p∗(¯ x)
p0(¯ x)
￿n d¯ x (6.15)
121Since the RHS of Eq.(6.15) is independent of x, we see that p∗(x)=p∗ is a constant.
Because of the difﬁculty in evaluating the integralin Eq.(6.15) for a generalfunc-
tion p0(¯ x), numerical integration is required in order to obtain an approximate
value for p∗. In order to illustrate the process we choose a tractable function
p0(¯ x) = 1 + ¯ x, together with n = 3 and µ = 0.2, in which case Eq.(6.15) gives
p∗ = 2.9876.
To study the stability of the steady state solution (m∗(x), p∗(x)) found above,
we set p(x,t)=p∗(x)+η(x,t) and m(x,t)=m∗(x)+ξ(x,t) and linearize the resulting
equations in η(x,t) and ξ(x,t). Since the steady state solution p∗ is constant in
x then Eqs.(6.10),(6.11) give
˙ ξ = − µξ −
Z 1
0
K1(¯ x)ηd(¯ x)d¯ x (6.16)
˙ η = ξ − µη (6.17)
where
K1(¯ x) =
nβ
(1 + β)2 p∗ , and β = β(¯ x) =
 
p∗
p0(¯ x)
!n
. (6.18)
Assuming solutions for ξ and η of the form
ξ(x,t) = A(x)e
λt , η(x,t) = B(x)e
λt (6.19)
substituting them into Eqs.(6.16) and (6.17), and solving for B(x) yields the fol-
lowing integral equation
r B(x) =
Z 1
0
K1(¯ x) B(¯ x)d¯ x (6.20)
where
r = −e
λT(λ + µ)
2 (6.21)
122To solve Eq.(6.20), we note that the RHS is independent of x, which tells us that
B(x)=B is constant. Eliminating B from Eq.(6.20), we obtain
r =
Z 1
0
K1(¯ x)d¯ x (6.22)
Here K1(¯ x) is given by Eq.(6.18), so that r is known. We are left with the problem
of determining λ from Eq.(6.21) when r is known. This problem is common to
both cases: the present case of uniform weighting as well as to the exponential
weighting case. To avoid repeating the treatment, we handle this problem in the
Appendix.
There are two important situations: (i) when T = 0, in which case λ determines
the stability of the system with no delay, and (ii) when T = Tcr, where the delay
Tcr corresponds to pure imaginary λ and corresponds to a change in stability.
(i) When T = 0, Eq.(6.87) in the Appendix gives
λ = −µ ±
s
−
Z 1
0
K1(¯ x)d¯ x (6.23)
which shows that the system with no delay is stable since K1(¯ x)>0 from (6.18).
(ii) When T = Tcr, Eqs.(6.92),(6.91) in the Appendix give
Tcr =
1
ω
arctan
￿ 2ωµ
ω2 − µ2
￿
(6.24)
ω =
s
−µ2 +
Z 1
0
K1(¯ x)d¯ x (6.25)
We continue the example given in the previous section, namely, p0(¯ x) = 1+ ¯ x,
n = 3 and µ = 0.2, which yielded the steady state p∗ = 2.9876. By substituting
Eq.(6.18) into (6.25) we obtain ω = 0.24977 which we substitute into (6.24) to
obtain the critical delay Tcr = 5.40638, where the steady state becomes unstable.
1236.4.2 Nonlinear Analysis
In this section we will study the full nonlinear system by using Lindstedt’s per-
turbation method. We start by combining Eqs.(6.10) and (6.11) into a second
order DDE and expanding for small ηd
¨ η + 2µ˙ η + µ
2η =
Z 1
0
K1(¯ x)ηd(¯ x)d¯ x +
Z 1
0
K2(¯ x)η
2
d(¯ x)d¯ x
+
Z 1
0
K3(¯ x)η
3
d(¯ x)d¯ x + ... (6.26)
where K1(¯ x), is given by Eq.(6.18) and K2(¯ x), and K3(¯ x) are the Taylor coefﬁcients
given by
K2(¯ x) =
nβj
￿
βj n − n + βj + 1
￿
2
￿
1 + βj
￿3
p∗2
, where βj =
 
p∗
p0(¯ x)
!n
(6.27)
K3(¯ x) = −
nβj
￿
β2
j n2 − 4βj n2 + n2 + 3β2
j n − 3n + 2β2
j + 4βj + 2
￿
6
￿
1 + βj
￿4
p∗3
(6.28)
Next we introduce a small parameter ￿ via the following scaling
η(x) = ￿u(x) (6.29)
stretch time by deﬁning a new independent variable
τ = Ωt (6.30)
and expand Ω in a power series in ￿ as follows
Ω = ω + ￿
2k2 + ... (6.31)
where we omit the O(￿) term since it turns out to be zero. We substitute (6.29)
and (6.30) into (6.26) to obtain
Ω
2 d2u
dτ2 + 2µΩ
du
dτ
+ µ
2u −
Z 1
0
K1(¯ x)ud(¯ x)d¯ x = (6.32)
￿
Z 1
0
K2(¯ x)u
2
d(¯ x)d¯ x + ￿
2
Z 1
0
K3(¯ x)u
3
d(¯ x) + ... (6.33)
124Next we introduce a small detuning, ∆, about the critical delay, Tcr,
T = Tcr + ∆ = Tcr + ￿
2δ (6.34)
where∆isscaledlike ￿2. Substituting Eqs.(6.34) and(6.31)intoud(¯ x) = u(τ−ΩT, ¯ x)
and Taylor expanding about ￿=0 we obtain
ud(¯ x) = u(τ − ΩT, ¯ x) = u(τ − ωTcr − ￿
2(k2Tcr + ωδ) + ..., ¯ x) (6.35)
= u(τ − ωTcr, ¯ x) − ￿
2(k2Tcr + ωδ)u
0(τ − ωTcr, ¯ x) + ... (6.36)
Next we expand u(τ, ¯ x) in a power series in ￿
u(τ,x) = u0(τ,x) + ￿u1(τ,x) + ￿
2u2(τ,x) + ... (6.37)
and by substituting the latter and Eqs.(6.31) and (6.36) into (6.33), and collecting
like powers of ￿ we ﬁnd
Lu0 = 0 (6.38)
Lu1 =
Z 1
0
K2(¯ x)u
2
0(τ − ωTcr, ¯ x)d¯ x (6.39)
Lu2 = ... (6.40)
where ... stands for terms in u0 and u1 (omitted here) and where Lf stands for
Lf = ω
2 d2f
dτ2 + 2µω
df
dτ
+ µ
2f −
Z 1
0
K1(¯ x)f(τ − ωTcr, ¯ x)d¯ x (6.41)
We take the solution, u0(τ,x), of the system (6.38) as
u0(τ,x) = ˆ Acosτ (6.42)
where by Eq.(6.29) we know η0(τ,x) = ￿u0(τ,x) = ￿ ˆ Acosτ = Acosτ. Next we
substitute (6.42) into (6.39) and obtain the following expression for u1:
u1(τ) = m1 sin2τ + m2 cos2τ + m3 (6.43)
125where m1 is given by the equation:
m1 = −
2 ˆ A2 ˆ K2 µω3 ￿
2µ2 + 3 ˆ K1
￿
ˆ K1
￿
16µ6 + 39 ˆ K1 µ4 + 18 ˆ K2
1 µ2 − 9 ˆ K3
1
￿ (6.44)
where
ˆ K1 =
Z 1
0
K1(¯ x)d¯ x , ˆ K2 =
Z 1
0
K2(¯ x)d¯ x , and ˆ K3 =
Z 1
0
K3(¯ x)d¯ x (6.45)
and where we omit the expressions for m2 and m3 for brevity. Next we sub-
stitute Eqs.(6.42) and (6.43) into (6.40), and after trigonometric simpliﬁcations
have been performed, we equate to zero the coefﬁcients of the resonant terms
sinτ and cosτ. This yields the amplitude, A, of the limit cycle that was born in
the Hopf bifurcation:
A
2 =
P
Q
∆ (6.46)
where
P = 8 ˆ K
2
1 ω
2 ￿
µ
2 − ˆ K1
￿ ￿
16µ
6 + 39 ˆ K1 µ
4 + 18 ˆ K
2
1 µ
2 − 9 ˆ K
3
1
￿
(6.47)
Q = Q0 Tcr + Q1 (6.48)
and
Q0 = 48 ˆ K3 ˆ K
2
1 µ
8 − 16 ˆ K
2
2 ˆ K1 µ
8 + 69 ˆ K3 ˆ K
3
1 µ
6 + 32 ˆ K
2
2 ˆ K
2
1 µ
6 − 63 ˆ K3 ˆ K
4
1 µ
4
+162 ˆ K
2
2 ˆ K
3
1 µ
4 − 81 ˆ K3 ˆ K
5
1 µ
2 + 108 ˆ K
2
2 ˆ K
4
1 µ
2 + 27 ˆ K3 ˆ K
6
1 − 30 ˆ K
2
2 ˆ K
5
1
(6.49)
Q1 = −96 ˆ K3 ˆ K1 µ
9 + 64 ˆ K
2
2 µ
9 − 138 ˆ K3 ˆ K
2
1 µ
7 + 16 ˆ K
2
2 ˆ K1 µ
7 + 126 ˆ K3 ˆ K
3
1 µ
5
−308 ˆ K
2
2 ˆ K
2
1 µ
5 + 162 ˆ K3 ˆ K
4
1 µ
3 − 296 ˆ K
2
2 ˆ K
3
1 µ
3 − 54 ˆ K3 ˆ K
5
1 µ + 12 ˆ K
2
2 ˆ K
4
1µ
(6.50)
and where the ˆ Ki’s are given by Eq.(6.45), which are the generalized versions
of Eq.(5.72) in Chapter 5. In addition, notice that Eqs.(6.46)-(6.50) are the same
expressions found in Section 5.3.2, with the difference that the Ki’s are now in-
tegrals instead of sums.
1266.5 Exponential Weighting
6.5.1 Steady State Solutions
In this section we consider the steady state behavior of the system (6.13),(6.14).
Setting ˙ p=˙ m=0 wesee that atsteady state m∗=µp∗ and p∗
d=p∗, wherea *represents
the steady state solution.
At steady state, Eqs.(6.13),(6.14) give
µ
2p
∗(x) =
Z 1
0
e
−|x−¯ x|H(p
∗(¯ x))d¯ x (6.51)
where H(p∗(¯ x)) = 1 − p∗(¯ x) and which may be written in the form:
µ
2p
∗(x) = e
−x
Z x
0
e
¯ xH(p
∗(¯ x))d¯ x + e
x
Z 1
x
e
−¯ xH(p
∗(¯ x))d¯ x (6.52)
Differentiating Eq.(6.52) twice [49] we obtain the equivalent second order ODE
for the steady state solution p∗=p∗(x):
d2p∗
dx2 − p
∗ = −
2
µ2H(p
∗) (6.53)
where the boundary conditions are given by
p
∗(0) =
1
µ2
Z 1
0
e
−¯ xH(p
∗(¯ x))d¯ x (6.54)
p
∗(1) =
1
eµ2
Z 1
0
e
¯ xH(p
∗(¯ x))d¯ x. (6.55)
For H(p∗(¯ x)) = 1 − p∗(¯ x), Eq.(6.53) becomes
d2p∗
dx2 − γ p
∗ = 1 − γ (6.56)
where
γ = 1 +
2
µ2 > 0 (6.57)
127Thus
p
∗(x) = c1 sinh
√
γ x + c2 cosh
√
γ x +
2
µ2γ
(6.58)
where c1 and c2 are determined by substituting Eq.(6.58) into (6.54) and (6.55):
c1 =
￿
1 − e
√
γ￿
K (6.59)
c2 =
￿
1 + e
√
γ￿
K (6.60)
where
K =
1 −
√
γ −
￿
1 +
√
γ
￿
e
√
γ
γ
h￿
µ2 √
γ + µ2 + 1
￿
e2
√
γ + µ2 √
γ − µ2 − 1
i (6.61)
For example, in the case that µ = 0.2, we obtain
p
∗(x) = 0.12040 sinh
√
51 x − 0.12059 cosh
√
51 x +
50
51
(6.62)
which we have plotted in Figure 6.2.
6.5.2 Stability of Steady State
To study the stability of the steady state solution (m∗(x), p∗(x)), we set p(x,t)=
p∗(x)+η(x,t) andm(x,t)=m∗(x)+ξ(x,t) andlinearize the resulting equationsin η(x,t)
and ξ(x,t). The latter gives the variational equations around the equilibrium so-
lution (m∗(x), p∗(x)) as follows
ξt = −µξ −
Z 1
0
e
−|x−¯ x| ηd(¯ x)d¯ x (6.63)
ηt = ξ − µη (6.64)
If ξ(x,t)=φ(x)eλt and η(x,t)=ψ(x)eλt then Eqs.(6.63) and (6.64) become
−e
λT (λ + µ)φ(x) =
Z 1
0
e
−|x−¯ x| ψ(¯ x)d¯ x (6.65)
(λ + µ)ψ(x) = φ(x) (6.66)
128Figure 6.2: Steady state for exponential weighting case when µ = 0.2. Here
we have plotted p∗(x) vs. x from Eq.(6.62).
Substituting Eq.(6.66) into (6.65) gives
rψ(x) =
Z 1
0
e
−|x−¯ x| ψ(¯ x)d¯ x (6.67)
where r is given by Eq.(6.84) in the Appendix. Next we transform the inte-
gral equation (6.67) to the following equivalent second order ODE [49] (as in
Eqs.(6.51)-(6.55))
d2ψ
dx2 +
 
2
r
− 1
!
ψ = 0 (6.68)
which will have solutions of the form
ψ(x) = c1 sin(ρx) + c2 cos(ρx) (6.69)
where c1 and c2 are constants and ρ =
q
2
r − 1.
129The endpoint boundary conditions of the second order ODE (6.68) are obtained
from Eq.(6.67) as follows
ψ(0) =
ρ2 + 1
2
Z 1
0
e
−¯ xψ(¯ x)d¯ x (6.70)
ψ(1) =
ρ2 + 1
2e
Z 1
0
e
¯ xψ(¯ x)d¯ x. (6.71)
Substituting Eq.(6.69) into (6.70) and (6.71) gives a system of equations on the
constants c1 and c2 which yields the following condition on ρ for nontrivial so-
lutions ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
ρ sinρ − cosρ − e −sinρ − ρ cosρ + eρ
eρ sinρ − e cosρ − 1 −e sinρ − eρ cosρ + ρ
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
= 0 (6.72)
or equivalently
￿
ρ
2 − 1
￿
sinρ − 2ρ cosρ = 0 (6.73)
Eq.(6.73) has an inﬁnite number of roots, the ﬁrst three of which are ρ = 1.30654,
3.67319, 6.58462, ··· which give the following corresponding values for r:
r =
2
1 + ρ2 = 0.73881, 0.13800, 0.04509, ··· (6.74)
In addition to the previous results we may also use Eq.(6.72) and Eq.(6.69) to
ﬁnd the following relationship
c2 = ρc1 (6.75)
which gives Figure 6.3 by choosing c1 = 1. Notice that by Eqs.(6.69) and (6.75)
the endpoint boundary condition is given by ψ(0) = c2 = ρ = 1.30654. This is
conﬁrmed by Figure 6.3.
130Figure 6.3: Bifurcation mode shape fromlinearized stability analysis. Here
we have plotted ψ(x) vs. x by using Eqs.(6.69) and (6.75) with
c1 = 1 and c2 = ρ = 1.30654
Now that we know r from Eq.(6.74), we may use the results in the Appendix
to determine stability of the steady state:
(i) When T = 0, Eq.(6.87) in the Appendix gives λ = −µ ±
√
−r which, in view of
the fact that all the values of r are positive (see Eq.(6.74)), shows that the system
with no delay is stable.
(ii) When T = Tcr, Eqs.(6.91) and (6.92) in the Appendix give expressions for ω
and Tcr. Since we are interested in the smallest value for Tcr, we take r = 0.73881,
which gives, for µ = 0.2, the values ω = 0.83595 and Tcr = 0.56184.
In order to check this result, we replace the continuous variables ξ(x,t) and
η(x,t) in Eqs.(6.63),(6.64) by a discrete set of N+1 variables ξi(t) and ηi(t) as in
131Chapter 5. This corresponds to a model of N+1 coupled gene units, and re-
places the integral in Eq.(6.63) by a sum of N+1 terms. As we now demonstrate,
analysis of this system shows that Tcr → 0.56184 as N goes to inﬁnity for µ = 0.2.
We start by discretizing the continuous system (6.63)-(6.64) into a (2N+2)-
dimensional system given by (cf. Eqs.(5.17)-(5.18))
˙ ξi = −µξi −
1
N + 1
N X
j=0
e
−|i−j|/N ηj(t − T) (6.76)
˙ ηi = ξi − µηi (6.77)
where i = 0,1,... ,N. Next we assume solutions of the form
ξi = φi e
λt (6.78)
ηi = ψi e
λt (6.79)
and substitute them into (6.76),(6.77) to obtain
−e
λT(λ + µ)φi =
1
N + 1
N X
j=0
e
−|i−j|/N ψj (6.80)
(λ + µ)ψi = φi (6.81)
eliminating φi we obtain
cψi =
N X
j=0
e
−|i−j|/N ψj (6.82)
where c = (N + 1)r and r is given by (6.84). For nontrivial solutions, the system
(6.82) of N+1 algebraic equations, must satisfy det(K − cI) = 0 where K is the
(N+1)×(N+1) matrix K=[Kij]=
￿
exp(−|i − j|/N)
￿
and c is its associated eigenvalue.
Since K is a symmetric matrix, all of its eigenvalues are real and thus c is a real
number. Numerical evaluation of these eigenvalues c shows that they are all
positive (see Table 6.1). The stability results for the steady state are summarized
as follows:
132(i) When T = 0, we see from Eq.(6.87) in the Appendix with r = c/(N + 1) that
the steady state in the system with no delay is stable.
(ii) When T = Tcr, we choose the smallest value of c for a given truncation size
N, and use Eqs.(6.91) and (6.92) in the Appendix to obtain values for ω and Tcr
where we take r = c/(N + 1). Table 6.1 shows results for µ = 0.2 for various
values of N.
Table 6.1: Numerical results for µ = 0.2
N c ω Tcr
1 1.3678 0.8024 0.6089
2 2.0612 0.8044 0.6059
3 2.7844 0.8100 0.5977
5 4.2494 0.8175 0.5870
7 5.7215 0.8216 0.5813
10 7.9338 0.8253 0.5761
15 11.6246 0.8285 0.5718
30 22.7034 0.8320 0.5671
50 37.4783 0.8336 0.5649
100 74.4173 0.8348 0.5634
200 148.2960 0.8353 0.5627
300 222.1740 0.8355 0.5623
1336.6 Conclusions
In thischapter weinvestigated the steady state solutions andstability oftwodif-
ferent versions of a continuous gene regulatory network model. In both cases
the model took the form of an ordinary differential equation coupled to a delay
differential-integral equation having time, t, and gene location, x, as indepen-
dent variables. These two versions were mainly deﬁned by the integral kernel
and Hill function as follows: (1) uniform weighting where the kernel G=1 and
the Hill function was given by Eq.(6.9), and (2) exponential weighting where
the kernel was of the form G(x, ¯ x)=exp(−|x − ¯ x|) and the associated Hill func-
tion given by Eq.(6.12). For the uniform weighting case we showed that the
steady state is not only constant in time but in space as well. This allowed us
to solve the associated eigenvalue problem and prove that the system is sta-
ble when there is no delay. Subsequently, we showed that the system becomes
unstable for a critical delay and found closed form expressions for the critical
delay, frequency, and amplitude of oscillation. For the exponential weighting
case we found that the steady state solution depends on gene location. This
was accomplished by transforming the steady state integral equation into a sec-
ond order differential equation. By solving the differential equation we found a
closed form expression for the x-dependent steady state. Stability analysis then
revealed that the nondelayed system is stable and expressions for the critical de-
lay and associated frequency were found. We conﬁrmed our results by means
of a numerical approximation where the continuous system was discretized,
which resulted in a multidimensional system with delay. Numerical evalua-
tions for different N were performed and good agreement was found with the
continuous counterpart as N became large.
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In Eqs.(6.20) and (6.67) we have the following eigenvalue problem
r f(x) =
Z 1
0
K(x, ¯ x)f(¯ x)d¯ x (6.83)
where K(x, ¯ x) is a symmetric integral kernel, f(x) is the eigenfunction, and r is the
associated eigenvalue given by
r = − e
λT(λ + µ)
2 (6.84)
Note that r is real since the RHS of (6.83) contains a symmetric kernel and thus
is a self-adjoint operator of the form
L(·) =
Z 1
0
K(x, ¯ x)(·)d¯ x (6.85)
which has real eigenvalues.
Now given r we wish to determine λ in two special situations: (i) when
T = 0, and (ii) when T = Tcr and λ is pure imaginary, corresponding to a change
in stability.
(i) When T = 0, Eq.(6.84) becomes
r = − (λ + µ)
2 (6.86)
and gives
λ = −µ ±
√
−r (6.87)
If r > 0 then the Re(λ) = −µ < 0 (for positive µ), and we have stability of the
system with no delay.
135(ii) When T = Tcr and λ = iω, Eq.(6.84) becomes
r = − e
iωTcr(iω + µ)
2 (6.88)
which gives the two real equations
r = 2µω sinωTcr +
￿
ω
2 − µ
2￿
cosωTcr (6.89)
0 =
￿
ω
2 − µ
2￿
sinωTcr − 2µω cosωTcr (6.90)
Solving Eqs.(6.89),(6.90)forsinωTcr andcosωTcr,andusing theidentity sin
2 +cos2=1
we obtain
ω =
p
r − µ2 (6.91)
Dividing the expressions for sinωTcr and cosωTcr and solving for Tcr we also
obtain
Tcr =
1
ω
arctan
 
2µω
ω2 − µ2
!
(6.92)
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CONCLUSIONS AND FUTURE WORK
7.1 Summary
This thesis deals with one of the greatest mysteries in modern science: gene reg-
ulation. It is our goal to ﬁnd a geometrical and dynamical description of how
proteins within the cell regulate their own production. Unfortunately, most
cellular processes involve many different molecules interconnected. Thus the
difﬁculty in understanding gene regulatory networks (GRNs) comes from ﬁnd-
ing the mechanisms that relate multiple biochemical processes inside the cell.
Furthermore, recent ﬁndings [62, 72, 108] show that there are time delays asso-
ciated with gene regulation. These delays arise naturally as transcriptional de-
lays (time it takes the gene to get copied into mRNA) and translational delays
(time it takes the ribosome to translate mRNA into protein). Incorporating these
time delays into the dynamics of these mathematical models is thus becoming
an important part of theoretical biology [4, 57, 104, 105].
In Chapter 4 we analyzed a single gene-mRNA-protein model. The model
takes the form of an ordinary differential equation coupled to a delay differen-
tial equation, the state variables being concentrations of messenger RNA and
protein. Section 4.2 provided a linear stability analysis and gave a critical time
delay beyond which a periodic motion was born in a Hopf bifurcation. In Sec-
tions 4.3 and 4.4 we analyzed the model when the delay is constant, and in
Section 4.5 when the delay depends on the state of the system.
137In Chapter 5 we studied the dynamics of two different GRN models with
multiple genes interconnected. Both of these models are characterized by a sys-
tem of coupled ODEs and DDEs. The ﬁrst model considers uniform weighting,
where each ribosome produces a given quantity of protein which is then shared
equally amongst all gene sites. The second model is characterized by an expo-
nential weighting, where each protein product is shared unequally, with nearby
gene sites being repressed to a greater extent than more distant genes. Both
of these cases exhibited a steady state, which is stable when there is no delay.
Linear and nonlinear analysis then reveal that a critical delay exists, where the
steady state becomes unstable and a limit cycle is born.
Chapter 6 presents a continuous network model, which is characterized by a
system of two coupled equations: an ordinary differential equation and a delay
differential-integral equation. Two different cases with distinct integral kernels
and Hill functions are studied. The ﬁrst case considers an integral kernel of the
form G(x, ¯ x) = 1 and the second case consider a kernel G(x, ¯ x) = exp(−|x − ¯ x|).
Both of these cases exhibited a steady state when there is no delay. Closed form
expressions for the critical delay (when the equilibrium becomes unstable) and
associated frequency are then found. Finally, we conﬁrmed our results for the
continuous exponential weighting case by discretizing the continuous system
into an N-dimensional system and showing that the discrete system analysis
(presented in Chapter 5) approaches the continuous results as N becomes large.
1387.2 Final Remarks
The biological literature [20, 62, 72, 108] shows that long time behavior of gene
expression dynamics can consist of both stable equilibrium as well as periodic
behavior. In this thesis we have shown (for several models with delays) that
the transition between these states is due to a Hopf bifurcation. Our linear and
nonlinear analyses provide expressions for the critical delays, amplitudes, and
frequency of oscillation as functions of the model parameters. In the case of
constant delay in Chapter 4, Figure 4.3 shows that the Hopf bifurcation may not
occur if the rates of degradation µ are too large. Also, inspection of Figure 4.4
shows that for a given detuning ∆ off of the Hopf bifurcation, the amplitude of
the oscillation depends on both p0 (initial protein concentration) and µ (protein
degradation rate). Inthismanner, theparameterstudy presentedin Section 4.3.2
gives a well-rounded description of how the dynamics of the system depends
on the biological constants.
The highly technical center manifold analysis presented in Section 4.4 pro-
vides a rigorous mathematical framework for the study of the inﬁnite dimen-
sional DDE system given by Eqs.(4.5) and (4.6). Since the center manifold the-
orem guarantees the existence of a curved two dimensional subspace, then the
local ﬂow about the steady state will be the same as the ﬂow generated by the
full nonlinear system. The center manifold analysis extended the study in Sec-
tion 4.3 by providing approximations of general motions (slow ﬂow), including
the periodic motion itself. In particular, using the center manifold results we
were able to show that the origin is asymptotically stable for the critical (bifur-
cation) value of the delay parameter.
139We point out that by using Lindstedt’s method (which is an approximation
method) we obtained the same results as the center manifold theorem (which
is based on a more rigorous mathematical foundation). However, as it can be
seen in Section 4.4, the center manifold procedure is much more complicated
than the Hopf calculation. In [81] (Chapter 14), 2 pages are spent explaining
the application of Lindstedt’s method to DDE’s, whereas 10 pages are required
for explanation of the center manifold approach. Thus the main advantage of
using Lindstedt’s method is that it is simpler to understand and easier to exe-
cute than the center manifold reduction. Furthermore, in Section 4.5 we inves-
tigated the effect of state-dependency on delay by using Lindstedt’s method on
the nonlinear system. We showed that Lindstedt’s method can be used to deal
with state-dependent delays and found the approximate expressions for ampli-
tude and frequency of the steady state oscillation, which are in good agreement
with those obtained by numerical integration (see Figure 4.9). Unfortunately,
a constructive method for the state dependent version of the center manifold
reduction is not available in the literature.
Extending our study of the single gene-mRNA-protein unit into a network
of N coupled geneunits provedto beinteresting anduseful. Both of the network
models were characterized by a system of coupled ODEs and DDEs. The cou-
pling between gene units was mainly given by the repression effect of one gene
over another. If the coupling is uniform (as in Case 1 in Section 5.2.2) then the
protein produced from each gene will repress equally (and with equal strength)
the production of all other mRNAs. In this case, our nonlinear results give an
expression for the amplitude of oscillation, Eq.(5.73), which turns out to be the
generalization of the single gene amplitude found in Section 4.3 Eq.(4.43). This
result means that each gene unit behaves identically at steady state. In particu-
140lar, the protein concentrations oscillate with the same amplitude (even though
they are all interconnected!). This behavior is in contrast to the exponential
weighting case, where each gene unit has a different amplitude of oscillation.
Unlike the uniform weighting case, in the exponential weighting case, each
protein product is shared unequally. That is, the production of protein of one
gene represses the mRNA production of nearby gene sites to a greater extent
than more distant genes. As in our previous analysis, we wereable to prove that
the system exhibits a stable steady state when there is no delay. However, we
highlight the fact that (unlike the uniform case) the steady state is not constant,
but rather it depends on gene location. In addition, another interesting result
at the bifurcation delay (critical value when the steady state becomes unstable)
is the associated bifurcation mode shape of the oscillation. Several bifurcation
mode shapes are given in Figures 5.14, 5.15, and 5.16 for N=7, 15, and 30 respec-
tively. The nonlinear numerical integration results are summarized in Figure
5.17 where we have plotted amplitude versus detuning about Tcr for N = 1, 7,
15, and 30.
Extending the multiple genenetworkanalysistoacontinuous networkstudy
is the goal of Chapter 6. An important biological remark about the continuum
model is that genes are physically discrete, that is, they are organized sepa-
rately along the DNA. Thusthe discrete model is more realistic. Mathematically,
however, we may approximate the discrete system by assuming a “gene contin-
uum” between genes and their associated mRNA and protein products. Thus,
although biological realism is sacriﬁced, we were able to transform the multidi-
mensional DDE system (cf. Eqs.(5.17)-(5.18)) into a more compact mathematical
model of two coupled equations given by (6.4) and (6.5). Notice that the latter
141approach is not an uncommon technique, since it has been regularly used on
studies of predator-prey models, epidemiology, and population dynamics, all
of which are inherently discrete biological systems but which have been conve-
niently extended to continuous models for their analyses.
The two continuous models take the form of an ordinary differential equa-
tion coupled to a delay differential-integral equation having time, t, andgene lo-
cation, x, as independent variables. For the uniform weighting case we showed
that the steady state is not only constant in time but in space as well. On the
other hand, for the exponential weighting case, we found that the steady state
solution depends on gene location. This was accomplished by transforming
the steady state integral equation into a second order differential equation. By
solving the differential equation we found a closed form expression for the x-
dependent steady state. Stability analysis then revealed that the nondelayed
system is stable and expressions for the critical delay and associated frequency
were found. We conﬁrmed our results by means of a numerical approximation
where the continuous system was discretized. Numerical evaluations for dif-
ferent N were performed and good agreement was found with the continuous
counterpart as N became large.
7.3 Future Work
The results presented in this thesis lay the groundwork for a good understand-
ing of the dynamics of DDEsand their applications to gene networks. However,
numerous directions for future investigations have emerged from this work.
Here we present several directions of future research which could be pursued:
142Bifurcation Analysis
In our study of the single gene model (cf.Eqs.(4.5) and (4.6) in Chapter 4), we
perturbed off of T = Tcr. However, there are other ways of setting up the per-
turbation analysis. From Eq.(4.27) we have:
¨ η + 2µ ˙ η + µ
2 η = − K ηd + H2 η
2
d + H3 η
3
d + ··· (7.1)
which for small µ, small T, and small η transforms into
¨ η + 2µ￿ ˙ η + µ
2 ￿
2η = − K ηd + ￿ H2 η
2
d + ￿
2 H3 η
3
d + ··· (7.2)
where ηd = η(t − ￿T). When ￿ = 0 we have
¨ η + K η = 0 (7.3)
where K is given by Eq.(4.15).
A few immediate questions arise: (1) what would slow ﬂow look like if we
perturb off of Eq.(7.3) using averaging? (2) Can we use computer software (e.g.
AUTO or BIFTOOL) to understand the slow ﬂow of the perturbed system?
In Chapter 4 we found conditions on Tcr for a periodic solution. However,
there may be other parameter combinations which also give pure imaginary
roots. For example, setting T = 0 and µ = 0 in Eq.(7.1) gives a periodic solution:
¨ η + K ηd = H2 η
2
d + H3 η
3
d + ··· (7.4)
However, if we allow µ and T to take small nonzero values, then we could ex-
pect to get two limit cycles in (7.1): one from our analysis in Chapter 4 and one
from (7.4). The use of AUTO or BIFTOOL would prove useful at this stage.
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What would happen if the delay becomes large compared to the system’s time
scale? Biologically this means that the time it takes the cell to produce mRNA is
very large compared to the rest of the processes. Mathematically we may deﬁne
the delay as T = 1/￿ and use Eq.(7.1) for our analysis. Preliminary numerical
integration results for T = 5000 using Matlab’s dde23 are given in Figure 7.1.
Figure 7.1: Numerical integration results using Matlab’s dde23 for large
delay.
The ﬁrst step in studying large time delays is to understand the square wave
response in Figure 7.1. It is clear that for small ￿ the outer layer (non-boundary
layer) will have one solution, which will probably be an iterative map. The
previous study has not been done before and it would be worth pursuing.
144State Dependent Delays
Following the investigations described in Section 4.5 we may extend our study
to more general state dependent delays. Two possibilities are
T = T0 + c1M(t) + c2P(t) (7.5)
T = T0 + c1M(t) + c2M(t)
2 (7.6)
where the delay in (7.5) includes the protein concentration P, and where the de-
lay in (7.6) includes quadratic terms of M(t). Possible questions to investigate
would include the existence of limit cycles: does the original limit cycle found
in Section 4.5 still exist if c2 , 0? does it stop existing for a certain critical c2?
Using Matlab’s ddesd would be a ﬁrst step in understanding the previous.
Nonlinear Hill Function
The results presented in Chapter 6 show how to deal with a delay differential-
integral equation. However, we could extend our analysis to include a more
complicated Hill function. The next step could be to study a system of the fol-
lowing form
˙ m = −µm +
Z 1
0
e
−|x−¯ x| ￿
1 − pd(¯ x) + αpd(¯ x)
3￿
d¯ x (7.7)
˙ p = m − µp (7.8)
where α could be a small number and deﬁned as α = ￿α1+￿2α2 for ￿<<1. Several
difﬁculties soon arise when working with the previous equations, for example,
the steady state solutions now become complicated to ﬁnd. If we set ˙ p=˙ m=0
then the steady state (m∗,p∗) satisﬁes m∗=µp∗, p∗
d=p∗, and the system (7.7)-(7.8)
can be combined to give
µ
2p
∗ =
Z 1
0
e
−|x−¯ x| ￿
1 − p
∗ + αp
∗ 3￿
d¯ x (7.9)
145By using the procedure presented in Chapter 6 Eq.(7.9) can be transformed into
the following ODE
d2p∗
dx2 −
 
1 +
2
µ2
!
p
∗ = −
2
µ2 − α
2
µ2 p
∗ 3 (7.10)
Finding the steady state solutions would entail solving the second order ODE
(7.10), which has a cubic nonlinearity. The latter has proven to be nontrivial.
Distributed Delays
Figure 7.2: Distributed delay diagram for ﬁve genes. This diagram shows
the extension ofthe system with “discrete” delaysinto asystem
with a “continuum” of delays.
According to Figure 7.2, future work in the area of distributed delays might
entail studying the system
˙ m = − µm +
Z T2
T1
1
1 +
￿
p(t−T)
p0
￿n dT (7.11)
˙ p = m − µ p (7.12)
where m = m(x,t) and p = p(x,t) and where the integral is over a continuum of
delays from one gene site to another.
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