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Determination of Time-Dependent Coefficients for a Weakly
Degenerate Heat Equation
M. J. Huntul1 and D. Lesnic2, *
Abstract: In this paper, we consider solving numerically for the first time inverse problems
of determining the time-dependent thermal diffusivity coefficient for a weakly degenerate
heat equation, which vanishes at the initial moment of time, and/or the convection
coefficient along with the temperature for a one-dimensional parabolic equation, from
some additional information about the process (the so-called over-determination
conditions). Although uniquely solvable these inverse problems are still ill-posed since
small changes in the input data can result in enormous changes in the output solution.
The finite difference method with the Crank-Nicolson scheme combined with the
nonlinear Tikhonov regularization are employed. The resulting minimization problem is
computationally solved using the MATLAB toolbox routine lsqnonlin. For both exact
and noisy input data, accurate and stable numerical results are obtained.
Keywords: Inverse problem, weakly degenerate heat equation, Tikhonov’s regularization.
Nomenclature
a(t)¼thermal diffusivity coefficient
ðajÞj¼1;N¼discretisation of the function a(t)
b(t)¼convection coefficient
ðbjÞj¼1;N¼discretisation of the function b(t)
f¼heat source
l¼length of slab
p¼percentage of noise
t¼time coordinate
u¼temperature
x¼space coordinate
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tj, xi¼finite-difference grid nodes
C0, C1, C2¼positive constants
Gi,j, Gi,0¼finite-difference quantities defined in (11) and (12), respectively
F1, F2, F3¼objective functionals defined in (23)-(25), respectively
G1¼Green’s function defined in (15)
H¼Heaviside function
M, N¼number of grids in the x−and t−directions, respectively
QT¼(0.l) × (0,T)
T¼final time of interest
Aa¼admissible set for a defined in (2)
E¼C2;1ðQTÞ \ C1;0ðQT Þ
α¼power of degeneracy
β¼regularization parameter
e1¼ðe1jÞj¼1;N ; e2¼ðe2jÞj¼1;N¼random variables defined in (26) and (28), respectively
φ¼initial temperature
μ1, μ2¼boundary temperatures
μ3¼heat flux at x=0
μ4¼mass/energy of the thermal system
σ1, σ2¼standard deviations defined in (27)
Δ x, Δt¼finite-difference steps
Ψ¼function defined in (13)
1 Introduction
Inverse problems concerning simultaneously determining several time-dependent
coefficients for non-degenerate partial differential equations with fixed or even moving
boundaries have been investigated in several works, see [Huntul and Lesnic (2017);
Huntul, Lesnic and Hussein (2017); Hussein, Lesnic and Ivanchov (2014); Hussein,
Lesnic, Ivanchov et al. (2016); Ivanchov and Pabyrivska (2001, 2002)], to mention only
a few. For instance, [Huntul, Lesnic and Hussein (2017)], have investigated the inverse
problems of simultaneous numerical reconstruction of time-dependent thermal
conductivity/convection/absorption coefficient from heat moments. Determination of
time-dependent coefficients and multiple free boundaries has been investigated [Huntul
and Lesnic (2017)]. However, only a few papers are concerned with weakly or strongly
degenerate parabolic equations [Hryntsiv (2009, 2011); Huzyk (2014, 2015, 2016);
Ivanchov and Saldina (2005); Saldina (2005); Vlasov (2014)]. These studies are
theoretical and they are important because they establish sufficient conditions for the
unique solvability of the time-dependent coefficient identification problems. However, no
numerical reconstruction has been attempted and it is the purpose of the present study to
numerically recover the unknown coefficients in a stable and accurate manner. Therefore,
in this paper inverse problems concerned with determining the time-dependent thermal
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diffusivity and convection coefficients for a weakly degenerate parabolic heat equation,
together with the temperature from over-determination data is, for the first time,
numerically solved. It is supposed that the thermal diffusivity coefficient vanishes at
the initial moment of time. Here we investigate the case of weakly degeneration where
the degeneracy is given by a time-dependent power law tα with α 2 (0,1). The case of
strong power law tα degeneration with α≥1 can also be investigated [Ivanchov and
Saldina (2006)].
The structure of the paper is as follows. The mathematical formulations of the inverse problems
are described in Section 2. In Section 3, the numerical solution of the direct problem is based on
finite difference method with the Crank-Nicolson scheme. The treatment for solving the
degenerate parabolic equation is discussed. The numerical solutions of the inverse problems
are obtained using the Tikhonov regularization method, as described in Section 4. The
numerical results for a few weak degenerate inverse problems are presented and discussed
in Section 5. Finally, the conclusions are presented in Section 6.
2 Mathematical formulations of the inverse problems
We consider the convection-diffusion equation in a finite slab of length l>0 over a time
duration T>0 satisfying the parabolic partial differential equation (PDE)
@u
@t
ðx; tÞ ¼ aðtÞ @
2u
@x2
ðx; tÞ þ bðtÞ @u
@x
ðx; tÞ þ f ðx; tÞ; ðx; tÞ 2 QT :¼ ð0; lÞ  ð0;TÞ; (1)
where u is the unknown temperature, f is a given heat source, and a and b are the time-dependent
thermal diffusivity and convection coefficients, respectively, which may be known or unknown.
For simplicity, we have assumed that no reaction term c(x,t)u(x,t) is present in (1). In non-
degenerate uniformly parabolic equations, the diffusivity a(t)≥a0>0 for all t 2 [0,T], for some
positive known constant a0. However, in certain porous media practical applications related
to clogging or sink-hole [Arbogast and Taicher (2016)], the diffusivity coefficient may
vanish, making the PDE (1) degenerate and non-uniformly parabolic. In this paper, we
consider such as a degeneracy and assume that the coefficient a belongs to the class
Aa :¼ a 2 C½0;T j aðtÞ > 0; t 2 ð0; T  and there exists the finite lim
t&0
aðtÞ
ta
> 0
 
; (2)
where α 2 (0,1) is the given degree of weakly power law degeneration. The case α≥1
corresponding to strong degeneration will be investigated in a separate work. Eq. (1) is
subjected to the initial condition
uðx; 0Þ ¼ ’ðxÞ; x 2 ½0; l; (3)
and the Dirichlet boundary conditions
uð0; tÞ ¼ l1ðtÞ; uðl; tÞ ¼ l2ðtÞ; t 2 ½0; T : (4)
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We next formulate three inverse problems with respect to whether the coefficients a(t) and/or
b(t) are known or unknown and state sufficient conditions for the uniqueness of solution.
Denote E :¼ C2;1ðQT Þ \ C1;0ðQT Þ.
2.1 Inverse problem 1 (IP1)
Assuming that the coefficient b(t) is known, we consider the inverse problem of determining
the pair ðaðtÞ; uðx; tÞÞ 2 Aa  E satisfying (1), (3), (4) and the additional heat flux
measurement
aðtÞ @u
@x
ð0; tÞ ¼ l3ðtÞ; t 2 ½0; T : (5)
We state the following uniqueness theorem, which is accommodated from [Ivanchov and
Saldina (2005); Saldina (2005)].
Theorem 2.1 Assume that the following conditions are satisfied:
(A) φ 2 C2[0,l], μ1, μ2 2 C1[0,T], b 2 C[0,T], f 2 C1;0ðQT Þ;
(B) μ3(t) ≠ 0 for all t 2 (0,T], and there exists the finite limt&0 l3ðtÞta 6¼ 0.
Then, the IP1 given by Eqs. (1), (3)-(5) cannot have more than one solution
ðaðtÞ; uðx; tÞÞ 2 Aa  E.
Condition (B) requires that the heat flux (5) does not vanish at any instant t 2 (0,T], but it
behaves like the power law degeneracy tα for small t. A two-dimensional variant of the IP1
has been considered theoretically [Vlasov (2014)], but its numerical simulation in the
context of our investigation is deferred to a future work.
2.2 Inverse problem 2 (IP2)
Assuming that the coefficient a(t) is known, we consider the inverse problem of determining
the pair ðbðtÞ; uðx; tÞÞ 2 C½0;T   E satisfying (1), (3), (4) and the additional mass
measurementZ l
0
uðx; tÞdx ¼ l4ðtÞ; t 2 ½0;T : (6)
We state the following uniqueness theorem, which is accommodated from [Hryntsiv
(2009)].
Theorem 2.2 Assume that the following conditions are satisfied:
(C) φ 2 C1[0,l], μ1, μ2 2 C1[0,T], f 2 C1;0ðQT Þ;
(D) μ1(t) − μ2(t) ≠ 0 for all t 2 [0,T].
Then, the IP2 given by Eqs. (1), (3), (4) and (6) cannot have more than one solution
ðbðtÞ; uðx; tÞÞ 2 C½0; T   E.
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2.3 Inverse problem 3 (IP3)
We consider the inverse problem of determining the triplet (a(t),b(t),u(x,t))
2 Aa  C½0;T   E satisfying (1), (3), (4) and the additional measurements (5) and (6).
We state the following uniqueness theorem, which is accommodated from [Huzyk (2014)].
Theorem 2.3 Let the assumptions (B) and (D) hold and assume also that the following
condition is satisfied:
(E) φ 2 C3[0,l], μ1, μ2 2 C1[0,T], f 2 C1;0ðQT Þ.
Then, the IP3 given by Eqs. (1), (3)-(6) cannot have more than one solution
ðaðtÞ; bðtÞ; uðx; tÞÞ 2 Aa  C½0; T   E.
The proofs of uniqueness Theorems 1-3 [Hryntsiv (2009); Huzyk (2014); Ivanchov and
Saldina (2005); Saldina (2005)] rely on Green’s functions and the theory of Volterra
integral equations of the second kind.
3 Numerical solution for the direct problem
The direct initial boundary value problem is given by Eqs. (1), (3) and (4), where aðtÞ 2 Aa,
b(t) 2 C[0,T], μ1(t) 2 C1[0,T], μ2(t) 2 C1[0,T], φ 2 C2[0,l] and f ðx; tÞ 2 C1;0ðQTÞ are known,
and the solution u(x,t) is to be determined together with the quantities of interest μ3(t) and
μ4(t). To achieve this, we use the finite-difference method (FDM) with the Crank-Nicolson
scheme, based on subdividing the solution domainQT=(0,l)×(0,T) intoM and N subintervals
of equal step lengths Δx and Δt, where Δx=l/M and Δt=T/N, respectively. At the node (i, j)
we denote u(xi, tj)=ui,j, where xi=iΔx, tj=jΔt, a(tj)=aj, b(tj)=bj, and f(xi,tj)=fi,j for i¼0;M and
j¼0;N . The initial and boundary conditions in Eqs. (3) and (4) are discretized as
ui;0 ¼ ’ðxiÞ; i ¼ 0;M ; u0;j ¼ l1ðtjÞ; uM ;j ¼ l2ðtjÞ; j ¼ 0;N : (7)
The expressions in Eqs. (5) and (6) are calculated using the following second-order forward
finite difference approximation formula and trapezoidal rule for integrals:
l3ðtjÞ ¼
4u1;j  u2;j  3u0;j
2ðDxÞ
 
aj; j ¼ 1;N : (8)
l4ðtjÞ ¼
l
2N
ðu0;j þ uM ;j þ 2
XM1
i¼1
ui;jÞ; j ¼ 1;N : (9)
Using the Crank-Nicolson scheme, we approximate (1) by
ui;jþ1  ui;j
Dt
¼ 1
2
ðGi;j þ Gi;jþ1Þ; i ¼ 1; ðM  1Þ; j ¼ 0; ðN  1Þ; (10)
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where
Gi;j ¼ aj uiþ1;j  2ui;j þ ui1;jðDxÞ2 þ bj
uiþ1;j  ui1;j
2ðDxÞ þ fi;j;
i ¼ 1; ðM  1Þ; j ¼ 1;N
(11)
and, because of the degeneracy at the initial time t=0, for j=0,
Gi;0 ¼ fi;0 þ b0’0ðxiÞ þðxiÞ; i ¼ 1; ðM  1Þ; (12)
where
ðxÞ :¼ lim
t&0
aðtÞ @
2u
@x2
ðx; tÞ: (13)
We are able to estimate the function Ψ(x) in (13), as follows. we know that
[Saldina (2005)],
@2u
@x2
ðx; tÞ ¼
Z l
0
G1ðx; t;n;0Þ’00ðnÞdnþ
Z t
0
@G1
@n
ðx; t;0;sÞ l01ðsÞ f ð0;sÞ bðsÞ
@u
@n
ð0;sÞ
 
 @G1
@n
ðx; t; l; sÞðl02ðsÞ  f ðl; sÞ  bðsÞ
@u
@n
ðl; sÞÞ

ds
Z t
0
Z l
0
@G1
@n
ðx; t; n; sÞð@f
@n
ðn; sÞ
þ bðsÞ @
2u
@n2
ðn; sÞÞdnds; ðx; tÞ 2 QT ; ð14Þ
where
G1ðx; t; n; sÞ ¼ Hðt  sÞ
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pðhðtÞ  hðsÞÞp
X1
n¼1
exp ðx nþ 2nlÞ
2
4ðhðtÞ  hðsÞÞ
 !"
 exp ðxþ nþ 2nlÞ
2
4ðhðtÞ  hðsÞÞ
 ! (15)
is the Green function for the equation ut=a(t)uxxwith Dirichlet boundary conditions,H is the
Heaviside function and hðtÞ¼R t0 aðsÞds. From [Ivanchov and Saldina (2005)], we also know
that when b≡0, then (14) simplifies as
@2u
@x2
ðx; tÞ ¼
Z l
0
G1ðx; t; n; 0Þ’00ðnÞdnþ
Z t
0
@G1
@n
ðx; t; 0; sÞðl10ðsÞ  f ð0; sÞÞ

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@G1
@n
ðx; t; l;sÞðl02ðsÞ f ðl;sÞÞ

ds
Z t
0
Z l
0
@G1
@n
ðx; t;n;sÞ@f
@n
ðn;sÞdnds; ðx; tÞ 2QT ; (16)
and we have the estimatesZ l
0
G1ðx; t; n; 0Þ’00ðnÞdn
				
				  jj’00jjL1ð0;lÞ; (17)
Z t
0
Z l
0
@G1
@n
ðx; t; n; sÞ @f
@n
ðn; sÞdnds
				
				  C0tð1aÞ=2; (18)
Z t
0
@G1
@n
ðx; t; 0; sÞðl10ðsÞ  f ð0; sÞÞds
				
				  C1ta ; (19)
Z t
0
@G1
@n
ðx; t; l; sÞðl20ðsÞ  f ðl; sÞÞds
				
				  C2ta ; (20)
for some positive constants C0, C1 and C2.
Away from t=0 the heat Eq. (1) is non-degenerate and it can be approximated as usual using
the Crank-Nicolson FDM given by (10) and (11), to read as follows:
 Ajþ1ui1;jþ1 þ ð1þ Bjþ1Þui;jþ1  Cjþ1uiþ1;jþ1
¼ Ajui1;j þ ð1 BjÞui;j þ Cjuiþ1;j þ Dt2 ðfi;j þ fi;jþ1Þ;
(21)
for i ¼ 1; ðM  1Þ; j ¼ 1; ðN  1Þ; where
Aj ¼ ðDtÞaj
2ðDxÞ2 
ðDtÞbj
4ðDxÞ2 ; Bj ¼
ðDtÞaj
ðDxÞ2 ; Cj ¼
ðDtÞaj
2ðDxÞ2 þ
ðDtÞbj
4ðDxÞ2 : (22)
4 Numerical solution for the inverse problems
We wish to obtain stable reconstructions of the unknown coefficients a(t) and/or b(t) together
with the temperature u(x,t), by minimizing the nonlinear Tikhonov regularization function
F1ðaÞ ¼
XN
j¼1
½ajuxð0; tjÞ  l3ðtjÞ2 þ b
XN
j¼1
a2j ; (23)
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or,
F2ðbÞ ¼
XN
j¼1
½
Z l
0
uðx; tjÞdx l4ðtjÞ2 þ b
XN
j¼1
b2j ; (24)
or,
F3ða; bÞ ¼
XN
j¼1
½ajuxð0; tjÞ  l3ðtjÞ2 þ
XN
j¼1
Z l
0
uðx; tjÞdx l4ðtjÞ
 2
þb
XN
j¼1
a2j þ
XN
j¼1
b2j
 !
;
(25)
respectively, where u solves (1), (3) and (4) for given a and b, and β≥0 is regularization
parameter to be prescribed. The minimization of F1, or F2, or F3 is performed using the
MATLAB toolbox routine lsqnonlin, which does not require the user to supply the
gradient of the objective function. This routine attempts to find the minimum of a sum of
squares by starting from a given initial guess. Furthermore, within lsqnonlin, we use the
Trust Region Reflective (TRR) algorithm [Coleman and Li (1996)], which is based on
the interior-reflective Newton method. In the numerical computation, we take the
parameters of the routine as follows:
• Maximum number of iterations, (MaxIter)=400.
• Maximum number of objective function evaluations, (MaxFunEvals)=105×(number of
variables).
• Termination tolerance on the function value, (TolFun)=10−20.
• Solution Tolerance, (SolTol)=10−20.
The IP1, IP2 and IP3 are solved subject to both exact and noisy measurements (5) and (6).
The noisy data are numerically simulated as follows:
lE13 ðtjÞ ¼ l3ðtjÞ þ e1j; le24 ðtjÞ ¼ l4ðtjÞ þ e2j; j ¼ 1;N ; (26)
where ε1j and ε2j are random variables generated from a Gaussian normal distribution with
mean zero and standard deviations σ1 and σ2 given by
r1 ¼ p max
t2½0;T 
jl3ðtÞj; r2 ¼ p max
t2½0;T 
jl4ðtÞj; (27)
where p represents the percentage of noise. We use the MATLAB function normrnd to
generate the random variables e1 ¼ ðe1jÞj¼1;N and e2 ¼ ðe2jÞj¼1;N as follows:
e1 ¼ normrndð0;r1;NÞ; e2 ¼ normrndð0; r2;NÞ: (28)
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5 Numerical results and discussion
In this section, we present examples for IP1, IP2 and IP3 in order to test the accuracy and
stability of the numerical methods introduced in Section 3 based on the FDM combined with
the minimization of the objective function F1, or F2, or F3, as described in Section 4.
Furthermore, we add noise to the input data (5) and (6) to simulate the real situation of
noisy measurements, by using Eqs. (26)-(28). To assess the accuracy of the approximate
solutions, we introduce the root mean square l2 − errors (rmse) defined as follows:
rmseðaÞ ¼ T
N
XN
j¼1
ðaNumericalðtjÞ  aExactðtjÞÞ2
" #1=2
; (29)
rmseðbÞ ¼ T
N
XN
j¼1
ðbNumericalðtjÞ  bExactðtjÞÞ2
" #1=2
: (30)
For simplicity, we take l=T=1 in all examples. We take the lower and upper simple bounds
for a(t) to be 0 and 102, and for b(t) to be −102 and 102, respectively. These bounds allow a
wide search range for the unknowns. In the FDM, we takeM=N=40. We also take α=0.5 as a
typical degree of weak power law degeneracy in (2). In what follows, the expressions (34),
(35) and (32) for the unknown quantities u(x,t), a(t) and/or b(t), respectively, represent
typical analytical examples based on which the accuracy and stability of the numerical
solutions can be tested/assessed. More complicated examples, fulfilling the assumptions
(A) and (B) of Theorem 2.1, are expected to behave similarly.
5.1 Examples 1.1 and 1.2 (for IP1)—Finding a(t) when b(t) is known
Example 1.1 Consider first the IP1 given by Eqs. (1), (3)-(5) with unknown thermal
diffusivity a(t), and input data
’ðxÞ ¼ x3 þ x; l1ðtÞ ¼ 0; l2ðtÞ ¼ 2et; f ðx; tÞ ¼ xetð1 t1=2 þ x2Þ; (31)
bðtÞ ¼ 0; (32)
l3ðtÞ ¼ t1=2et=6: (33)
One can observe that the assumptions (A) and (B) of Theorem 2.1 are satisfied and thus the
solution of IP1 is unique, if it exists. It can easily be checked by direct substitution that the
analytical solution for the temperature u(x,t) is
uðx; tÞ ¼ ðx3 þ xÞet; ðx; tÞ 2 QT (34)
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and for the thermal diffusivity a(t) is
aðtÞ ¼ t1=2=6; t 2 ½0; 1: (35)
We take the initial guess for a(t) as a0(t)=t/6 for t 2 (0,1], knowing that since a 2 Aa we
must have a(0)=0.
Before we attempt any finite-difference numerics it is important to calculate the function
Ψ(x) given by Eq. (13) since its value is needed in initiating the FDM time-marching
procedure in Eq. (12). With the data (31) and (32), Eqs. (2), (13) and (16)-(18) yield that
ðxÞ ¼  lim
t&0
aðtÞ
Z t
0
@G1
@n
ðx; t; 1; sÞess1=2ds: (36)
From (15), we obtain thatZ t
0
@G1
@n
ðx; t; 1; sÞess1=2ds
				
				
 1
2
ffiffiffi
p
p
Z t
0
ess1=2
ðhðtÞ  hðsÞÞ3=2
X1
n¼1
ðxþ 2nÞ exp  ðxþ 2nÞ
2
4ðhðtÞ  hðsÞÞ
 !
ds:
(37)
It is sufficient to estimate the term corresponding to n=0 in the above, because the
integration function remaining after eliminating the summand corresponding to n=0 has
no singularities [Ivanchov (2003)], and thus, when multiplied with a(t), it has the zero
limit as t a 0. Considering only the term corresponding to n=0 in (37) we obtain (after
dropping the constant 1=2
ffiffiffi
p
p
and using that eτ ≤ et ≤ eT ≤ e) that
I1 :¼
Z t
0
xs1=2
ðhðtÞ  hðsÞÞ3=2
exp  x
2
4ðhðtÞ  hðsÞÞ
 
ds
 C1
Z t
0
xs1=2
ðt3=2  s3=2Þ3=2
exp  x
2
C2ðt3=2  s3=2Þ
 
ds;
(38)
for some positive constants C1 and C2, where we have used the definition of
hðtÞ ¼ R t0 aðsÞds and that a 2 A1=2. Using the change of variable z ¼ x= ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiC2ðt3=2  s3=2Þp
in the integral on the right-hand side of (38) we obtain that
I1  43
ffiffiffiffiffi
C2
p
C1
Z 1
xffiffiffiffiffiffiffiffiffiffiffiffi
C2t3=2
p ez
2
dz  2
3
ffiffiffiffiffiffiffiffi
pC2
p
C1:
So, from (36)-(38), it follows that for example 1.1, we have Ψ(x) ≡ 0 in (12), (13) and (36).
We attempt to recover the unknown thermal diffusivity a(t) and the temperature u(x,t) for
exact input data, i.e., p=0 in (25), as well as for p 2 {1,2,3}% noisy data. The
unregularized objective function F1 given by (23) with β=0, as a function of the number
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of iterations, is plotted in Fig. 1. From this figure, it can be seen that the objective function F1
is rapidly decreasing to a very low value of O(10−25) in about 10 iterations (in less than 3
minutes CPU time). The related numerical results for the thermal diffusivity a(t) are
presented in Fig. 1. From this figure it can be seen that there is good agreement between
the numerical results and the analytical solution (35) for exact data, i.e., p=0, and
consistent with the errors in the input data for p>0. The numerical solution for the
thermal diffusivity converges to the analytical solution (35), as the percentage of noise p
decreases, with rmse(a) 2 {0.0001, 0.0044, 0.0088, 0.0132} for p 2 {0,1,2,3}%,
respectively.
Finally, Fig. 2 shows the absolute error between the exact solution (34) and the numerical
solutions for the temperature u(x,t) for various amounts of noise p 2 {0,1,2,3}%. From this
figure it can be seen that the numerical solution is stable and furthermore, its accuracy
improves as the noise level p decreases.
Example 1.2 Consider now a more complicated test example for the temperature u(x,t)
given by the oscillatory analytical solution
uðx; tÞ ¼
X3
n¼1
sinðnxÞ cosðntÞ; ðx; tÞ 2 QT ;
consisting of the superposition of three Fourier modes. This analytical solution generates the
following input data:
Number of iterations 
10-25
10-20
10-15
10-10
10-5
100
O
bje
cti
ve
 fu
nc
tio
n F
1
p=0
p=1%
p=2%
p=3%
t
0
00 2 4 6 8 10 10.2 0.4 0.6 0.8
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
a
(t)
exact solution
p=0
p=1%
p=2%
p=3%
initial guess
Figure 1: The unregularized objective function F1, as a function of the number of iterations,
and the solution for the thermal diffusivity a(t), for example 1.1
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’ðxÞ ¼
X3
n¼1
sinðnxÞ; l1ðtÞ ¼ 0; l2ðtÞ ¼
X3
n¼1
sinðnÞ cosðntÞ:
Also, with the expressions (32) and (35) for the coefficients b(t) and a(t), respectively, we
construct the source f(x,t) given by
f ðx; tÞ ¼
X3
n¼1
n sinðnxÞ n
ffiffi
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Figure 2: The absolute error between the exact (34) and numerical solutions for the
temperature u(x,t), for Example 1.1, with p 2 {0,1,2,3}% noise
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and the heat flux measurement (5) given by
l3ðtÞ ¼
ffiffi
t
p
6
X3
n¼1
n cosðntÞ:
In addition of being a more complicated test example than example 1.1, condition (B) in
Theorem 2.1 is only partially fulfilled since the above flux μ3(t) vanishes at a point in the
interval (0,1]. However, similarly as computed for example 1.1, we obtain that Ψ (x)≡0.
Analogous to Fig. 1, Fig. 3 presents the unregularized objective function F1 with β=0 and
the numerical results for the thermal diffusivity for various percentages of noise p
2 {0,1,2,3}%. It can be seen that a rapid decrease in the objective function F1 is realised
in about 10 iterations. Moreover, on comparing Figs. 1 and 3, it can be observed that the
numerical retrieved solutions for the more complicated example 1.2 is less stable than
that for example 1.1. However, this instability can be mitigated by including
regularization with β>0, as illustrated in the next subsections for the problems IP2 and IP3.
5.2 Example 2 (for IP2)—Finding b(t) when a(t) is known
Consider the IP2 given by Eqs. (1), (3), (4) and (6) with unknown convection coefficient
b(t), and input data (31), (35) and
l4ðtÞ ¼ 3et=4: (39)
One can remark that the assumptions (C) and (D) of Theorem 2.2 are satisfied and thus the
solution of IP2 is unique, if it exists. In fact, the analytical solution for the unknown
convection coefficient b(t) is given by (32) and for the temperature u(x,t) by (34).
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Figure 3: The unregularized objective function F1, as a function of the number of iterations,
and the solution for the thermal diffusivity a(t), for example 1.2
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Although the analytical solution (32) for b(t) is trivial, the numerical rmse(b) given by (30)
can still be calculated and is meaningful.
We take the initial guess for b(t) as b0(t) = t(1 − t) for t 2 (0,1], knowing that from (1) and
(13) we have that b(0) = (l01ð0Þ − Ψ(0) − f(0,0))/φ′(0). This parabolic-profile initial guess is
sufficiently far from the analytical solution (32).
We consider first the case where there is no noise (i.e., p=0) included in the input data μ4(t) in
(39). The objective function F2, as a function of the number of iterations is displayed in
Fig. 4. From this figure, it can be seen that the decreasing convergence of the objective
function F2 is very fast and is achieved in 5 iterations (in 2 minutes CPU time) to reach a
stationary value of O(10−29). The corresponding numerical results of the time-dependent
convection coefficient b(t) are depicted in Fig. 4 and accurate results of O(10−4) error can
be observed.
Next, we investigate the stability of the IP2 with respect to noise. We include p=1% noise to
the data (39) simulated numerically, via Eq. (26) for μ4(t). The rmse values (30) versus the
number for the unknown convection coefficient b(t) are presented in Fig. 5 with and without
regularization, versus the number of iterations. It can be seen that the rmse values settle
rapidly to a stationary value O(10−3) after 2 to 3 iterations when regularization is
included, but in case of no regularization they increase with the number of iterations, as
expected since the unregularized solution is unstable. In Fig. 6 and Tab. 1 we present the
unknown convection coefficient b(t) and the rmes(b) given by Eq. (30), the number of
iterations and computational time. It can be seen that the numerical results for the
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Figure 4: The objective function F2, as a function of the number of iterations, and the
solution for the convection coefficient b(t), for example 2, with no noise and no
regularization
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convection coefficient are unstable (highly oscillating and unbounded) if no regularization,
i.e., β=0, is employed, or even if β is too small such as 10−3. At the other extreme, if β is too
large this would penalise too much the solution norm resulting in an increased residual in the
functional (24) that is minimized. Clearly, one can observe the effect of the regularization
parameter β>0 in decreasing the oscillatory unstable behaviour of the convection
coefficient b(t). Overall, the numerical results obtained with β 2 {1,2} seem stable and
accurate, see Fig. 6 and Tab. 1. A further discussion on how the regularization parameter
can be chosen is explained later on in Section 6.
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Figure 5: The rmse values for the convection coefficient b(t), as functions of the number of
iterations, for example 2 with p=1% noise, with and without regularization
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Figure 6: The exact (32) and numerical solutions for the convection coefficient b(t), for
p=1% noise, without regularization β=0, and with regularization β 2 {0.1,1,2}, for example 2
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5.3 Example 3 (for IP3)—Finding a(t) and b(t) together
Consider the IP3 given by Eqs. (1), (3)-(6) with unknown coefficients a(t) and b(t), and input
data (31), (33) and (39). One can observe that the assumptions (B), (D) and (E) of Theorem
2.3 are satisfied and thus the solution of IP3 is unique. The analytical solution for the triplet
(u(x,t), a(t), b(t)) is given by Eqs. (34), (35) and (32), respectively.
We start first with the case of exact data, i.e., p=0. Fig. 7 illustrates the exact and numerical
coefficients a(t) and b(t) plotted after 6 iterations of minimization of the objective function
F3 in (25) without regularization, i.e., β=0. From this figure, it can be seen that a very good
Table 1: The rmse(b) values, number of iterations and computational time for p 2 {0,1%}
noise, with and without regularization, for example 2
p b rmse(b) Iter Time
0 0 2.5E-4 5 2 mins
1% 0 2.0557 9 3 mins
1% 103 0.3269 37 9 mins
1% 102 0.0812 34 7 mins
1% 101 0.0186 36 8 mins
1% 1 0.0039 37 9 mins
1% 2 0.0022 34 7 mins
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Figure 7: The exact ((35) and (32)) and numerical solutions for the thermal diffusivity a(t)
and the convection coefficient b(t), for example 3, with no noise and no regularization
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agreement between the numerical and analytical solutions are obtained with rmse(a)=2.8E-4
and rmse(b)=7.0E-4.
We next include p=1% in the input data (33) and (39). From the previous IP2 analysis, we
anticipate that regularization is needed in order to achieve stable and accurate results. The
numerical results for the thermal diffusivity a(t) and the convection coefficient b(t) for p=1%
noise are presented in Fig. 8. From this figure it can be seen that stable and reasonable
accurate numerical results are obtained for β 2 {10−2,10−1}.
6 Conclusions
This paper has presented the determination of time-dependent thermal diffusivity coefficient
and/or the convection coefficient for a weakly degenerate heat equation from heat flux
and/or mass/energy measurement/specification/over-determination. Three coefficient
identification problems (termed IP1, IP2 and IP3) have been investigated. The uniqueness
of solution holds under easy verifiable sufficient conditions on the input data, as proven
in the previous theoretical literature [Hryntsiv (2009); Huzyk (2014); Ivanchov and
Saldina (2005); Saldina (2005)], but without numerical realisation.
The resulting inverse problems have been reformulated as constrained regularized
minimization problems which were solved using the MATLAB optimization toolbox
routine lsqnonlin. The nonlinear Tikhonov regularization has been employed in order to
obtain stable and accurate results because the inverse problems under investigation are
ill-posed and sensitive to noise. The uncertainty analysis has been considered through the
random generation of noise in Eq. (26) in order to test the stability of the proposed
method and to stress the need of using regularization. The numerically obtained results
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Figure 8: The exact ((35) and (32)) and numerical solutions for the thermal diffusivity a(t)
and the convection coefficient b(t), with p=1% noise for example 3, with and without
regularization
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are stable and accurate. A complete statistical analysis which may include confidence/
credibility intervals for the retrieved coefficients is beyond the scope of the present paper
and is deferred to a future work.
The main difficulty in regularization when we solve the IP2 or IP3 is how to choose an
appropriate regularization parameter β which compromises between accuracy and
stability. However, one can use techniques, such as the L-curve method or Morozov’s
discrepancy principle, to find such a parameter, but in our work we have used trial and
error. As mentioned in Dennis et al. [Dennis, Dulikravich and Yoshimura (2004)], the
regularization parameter β is selected based on experience by first choosing a small value
and gradually increasing it until any numerical oscillations in the unknown coefficients
disappear. It would also be interesting the use of the time step Δt as a self-regularization
parameter [Joachimiak, Joachimiak, Cialkowski et al. (2019)], but this investigation is
deferred to a future work.
As this is the first investigation into numerically solving the IP1, IP2 and IP3, there are no
other studies/methods to compare our results with. However, we stress that when solving
parabolic PDEs which are degenerate at the initial time t=0, the numerical challenge is
how to calculate the function Ψ(x) in (13) in order to initiate, via (12), the time-marching
Crank-Nicolson FDM process. Another way could be to employ the backward FDM, but
this would ignore the degeneracy at t=0 altogether. Probably better and deferred to a
possible future work would be to employ the method of Green’s functions or the
boundary element method, after the transformation hðtÞ ¼ R t0 aðsÞds [Ivanchov and
Saldina (2005)].
We finally mention that more compelling calculations on an inverse source problem for
degenerate parabolic PDEs have recently been considered [Kamynin (2017, 2018);
Kamynin and Kostin (2018); Prilepko, Kamynin and Kostin (2018); Hussein, Lesnic,
Kamynin et al. (2019)]. Also, the reconstruction of time-dependent thermal diffusivity
and convection coefficients for a weakly or strongly degenerate heat equations with free
boundaries [Ivanchov and Hryntsiv (2009, 2010)], will be investigated in a future work.
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