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Abstract
In recent years, increasingly large datasets with two different sets of features
measured for each sample have become prevalent in many areas of biology. For
example, a recently developed method called Patch-seq provides single-cell RNA
sequencing data together with electrophysiological measurements of the same
neurons. However, the efficient and interpretable analysis of such paired data has
remained a challenge. As a tool for exploration and visualization of Patch-seq data,
we introduce neural networks with a two-dimensional bottleneck, trained to predict
electrophysiological measurements from gene expression. To make the model
biologically interpretable and perform gene selection, we enforce sparsity by using
a group lasso penalty, followed by pruning of the input units and subsequent fine-
tuning. We applied this method to a recent dataset with>1000 neurons from mouse
motor cortex and found that the resulting bottleneck model had the same predictive
performance as a full-rank linear model with much higher latent dimensionality.
Exploring the two-dimensional latent space in terms of neural types showed that
the nonlinear bottleneck approach led to much better visualizations and higher
biological interpretability.
1 Introduction
Recent years have seen the rise of high-throughput experimental methods (collectively called ‘omics’)
allowing to obtain an accurate account of the genome, epigenome, transcriptome, or proteome in
single cells [5]. Some of these techniques can be combined, yielding so called ‘multi-omic’ datasets
with measurements in multiple modalities obtained from the same set of cells [31]. In neuroscience, a
technique called Patch-seq [2, 3, 11, 9] allows obtaining electrophysiological recordings, anatomical
reconstructions and single-cell RNA sequencing in the same set of neurons (Figure 1a). Recently
collected large-scale datasets with >1,000 simultaneously profiled neurons allow tackling long-
standing questions about the molecular identity of physiologically and morphologically defined
neuron types [38, 17]. However, exploratory analysis and visualization of these datasets is hard, as
(i) the transcriptomic data are very high-dimensional with often thousands of measured genes and
(ii) the relationship between gene expression and e.g. electrophysiology can be highly non-linear.
In statistics and machine learning, datasets such as those obtained from Patch-seq are called ‘multi-
view’ [33, 29, 1, 25]. Most existing methods for exploratory analysis and visualization of such datasets
assume a linear relationship between data modalities [24]. Here, we develop sparse bottleneck neural
networks as a non-linear method to explore paired (i.e. two-view) data, designed to cope with the
high-dimensionality of the transcriptomic space and the non-linear relationships of the variables. We
propose visualization tools to efficiently explore the latent space and its relationship to the input
and output spaces. Such representations promise to yield more compact, biologically interpretable
low-dimensional visualizations of Patch-seq data and enable their efficient interpretation.
Preprint. Under review.
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Figure 1: (a) A schematic of Patch-seq experiment. A neuron is patch-clamped, its membrane
voltage is recorded in response to the current stimulation, and afterwards cell contents, usually
including the nucleus, are aspirated through the patching pipette. RNA sequencing yields a n× p
matrix X of gene read counts, where n is the number of patched cells and p is the number of genes.
Electrophysiological recordings can be summarized with various electrophysiological properties
(such as e.g. action potential width, membrane time constant, etc.) yielding a n× q matrix Y. (b) A
schematic of sparse reduced-rank regression [6, 24]. The mapping from x to y is a low-rank linear
function. Group lasso penalty on the first layer weights allows feature selection. (c) A schematic of
sparse bottleneck neural network, suggested here.
2 Related work
The core idea of the method developed in this paper is to build a predictive model y = f(x) = g(h(x))
with f : Rp → Rq being a composition of h : Rp → R2 and g : R2 → Rq. This way, the data
can be directly visualized in two dimensions as h(x). When all mappings are linear, this is called
reduced-rank regression (RRR) [21, 42], which is briefly reviewed below. Recently, it has been
suggested to use RRR for visualizing Patch-seq data [24] and this method has already been used
in several applied works [37, 38]. RRR has close relationships to other classical two-view linear
methods such as canonical correlation analysis (CCA) and partial least squares (PLS), which have
also been suggested for use in multi-omics data analysis [27, 28, 14, 15, 16, 35]. CCA and PLS treat
the two datasets symmetrically and hence do not conform to the f = g ◦ h framework (but a method
called ‘PLS regression’ does).
Note that the latent dimensionality has to be two (or, at most, three) in order to allow direct visualiza-
tion. We are only aware of one prior paper explicitly using this framework with neural networks: it
suggested ‘deep bottleneck classifiers’ as a tool for supervised dimensionality reduction [34]. The
novelty of our work is (a) to use deep bottleneck networks in a regression, instead of a classification,
setting; (b) to add group lasso penalty for feature selection; (c) to apply this framework to Patch-seq
neural data in order to extract biologically relevant information and produce biologically meaningful
two-dimensional visualisations; and (d) to use an ‘autoencoding decoder’ to invert the encoder for
visualization purposes.
In contrast, there is a large body of literature on autoencoders [19], which are bottleneck networks
that are trained to reconstruct the input x instead of predicting another vector y. Autoencoders can be
used for paired data analysis if they are ‘coupled’. Recent work suggested this approach for Patch-seq
data [12]. Note that coupled autoencoders are undirected models that treat two data modalities
symmetrically. Here we focus on directed models that explicitly predict y from x. This makes sense
for Patch-seq data, because the gene expression directly influences the electrophysiological phenotype
of a cell.
3 Sparse bottleneck neural networks
3.1 Reduced-rank regression
Recently, sparse reduced-rank regression [6] was proposed as a linear method to visualize Patch-seq
datasets [24]. In general, reduced-rank regression (RRR) [21, 42] is linear regression with a low-rank
constraint on the weight matrix. Its loss function can be written as
L = ‖Y −XWV>‖2, (1)
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where X and Y are centered predictor and response data matrices, and W and V both have r
columns, resulting in a rank-r weight matrix WV>. Here W and V are an encoder and a decoder,
respectively (Figure 1b), and they correspond to the functions h and g as defined above in Section 2.
Without loss of generality, it is convenient to require that V has orthogonal columns, i.e. V>V = I.
RRR can be directly solved by singular value decomposition (SVD), as can be seen by decomposing
its loss into the unconstrained least squares loss and the low-rank loss [24]. Regularization with a
ridge penalty still allows for the direct solution using SVD.
Sparse RRR [6] imposes a group lasso penalty [45] on the encoder coefficients:
L = ‖Y −XWV>‖2 + λ
p∑
i=1
‖Wi·‖2. (2)
Here
∑p
i=1‖Wi·‖2 =
∑p
i=1
√∑r
j=1W
2
ij is an `1 norm of `2 row norms. The group lasso encour-
ages the encoder W to have sparse rows (instead of sparse individual elements), performing feature
selection. It is possible to add a further ridge penalty, arriving at RRR with elastic net regularization
[24]. Sparse RRR (sRRR) is a bi-convex problem and can be solved by alternating steps: for fixed V,
the optimal decoder can be found using glmnet [10], while for fixed W, the problem reduces to a
Procrustes problem and can be solved using SVD [45, 24].
Lasso and elastic net penalties can sometimes lead to over-shrinkage [8, 46, 32] and a two-stage
procedure that re-fits the model using selected predictors can lead to a higher predictive performance
[8, 32, 7, 24]. In particular, ‘relaxed lasso’ [32] fits the lasso model with some regularization parameter
λ and then re-fits it using only selected predictors (i.e. predictors with non-zero coefficients) and
another, usually smaller, regularization parameter λ2. Here we used a ‘relaxed elastic net’ variant
that uses ridge penalty with the same regularization strength λ for the second-stage fit [24]. This way
there is only one hyperparameter to tune.
3.2 Bottleneck neural network
In sRRR, rank r = 2 for the latent space can be insufficient and higher latent dimensionality might
be required for better predictive performance. This makes visualization of the data in the latent space
cumbersome, as multiple pairs of latent dimensions need to be plotted against each other. If one
wants to keep the bottleneck dimensionality at two but achieve better predictive performance, the
linear encoder and decoder need to be replaced with nonlinear ones.
This suggests to use a bottleneck neural network (BNN) architecture (alloencoder) for this task
(Figure 1c). Here, the encoder and the decoder have two hidden nonlinear layers each. We used 512
and 128 units for the encoder, and 128 and 512 units for the decoder (smaller decoders worked worse,
even though the output dimensionality was only 16). We used exponential linear units for these
hidden layers, but kept the bottleneck layer and the output layer linear, to match the RRR model as
closely as possible (Figure 1b) and also because the response variables can take values in R and are
not necessarily constrained to be positive or to lie between 0 and 1. We used the mean squared error
(MSE) loss function. The model was implemented using Keras (version 2.2.4) and TensorFlow
(version 1.13.1) libraries in Python. We used a constant `2 penalty of 10−10 on all layers (including
bias units in all layers apart from the readout layer). We found that the model performance was
unaffected in a broad range of the penalty values (from 10−12 to 10−4).
3.3 Group lasso and pruning for feature selection
To enforce sparsity, we imposed the same group lasso penalty as above on the first layer weights. This
was implemented as a custom penalty in Keras. Linear models with lasso penalty allow for exact
solutions that converge to having entries which are exactly zero [10]. This is not the case for deep
learning models, where gradient descent will generally fluctuate around solutions with many small
but non-zero elements. Our strategy to achieve a genuinely sparse model was to (i) impose a strong
lasso penalty and train the network until convergence; then (ii) prune the input layer by only selecting
a pre-specified number of input units with the highest `2 row norms in the first layer, and deleting all
the other input units; and finally, (iii) fine-tune the resulting model with lasso penalty set to zero. This
procedure mimics the ‘relaxed’ elastic net procedure described above: the lasso-regularized model is
pruned and then fine-tuned without a lasso penalty.
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Figure 2: Linear and nonlinear sparse models, trained on the Patch-seq dataset. (a) Cross-validation
performance for the sparse reduced-rank regression depending on the lasso penalty that directly
affects the number of selected genes (horizontal axis). Ridge regularization was set to zero. We used
the ‘relaxed’ procedure, where models were re-fit using selected genes only. Lower line: rank 2;
upper line: full rank (rank 16). The dashed vertical line shows the performance with 25 genes. (b)
Training and validation cross-entropy of the pre-training phase, with lasso penalty set to 0.1. (c)
Training (dashed lines) and test (solid lines) R2 of the sparse bottleneck neural network (lasso penalty
0.1). Purple lines: no pre-training. Orange lines: with pre-training. Green lines: the bottom two
layers are frozen for 50 epochs after pre-training, then unfrozen for another 50 epochs. All models
were pruned to 25 input units at epoch 100 and trained for further 100 epochs. Horizontal lines show
maximum performances of rank-2 and rank-16 sparse RRR with 25 genes.
3.4 Training
We used the Adam optimizer [23] with learning rate 0.0001, which we found to perform better on
our dataset (possibly due to the relatively low sample sizes, see below). The default value 0.001
sometimes led to very noisy convergence, especially during pre-training (see below). All layers were
initialized using the glorot_uniform initializer [13], which is default in Keras. The batch size for
stochastic gradient descent was set to 32. It took ∼1 minute to train any of these models for the entire
250 epochs on NVIDIA Titan Xp.
3.5 Pre-training
We found that it was surprisingly difficult to train our quite simple architecture: using early stopping,
the best test-set performance without lasso penalty was below the test-set performance of rank-2 RRR
(Figure S1). We observed the same in a model with the bottleneck layer removed, so it was not the
presence of the bottleneck that made the training difficult.
We hypothesized that the difficulty of the training process could be due to the regression setting
with the MSE loss function, and experimented with pre-training in a classification setting with a
categorical cross-entropy loss. This approach was inspired by the usual practice for image-based
regression tasks to start with a convolutional neural network with weights trained for classification on
ImageNet and to fine-tune them on the task at hand [26]. Also, it has been shown that transferring
the weights from an initial task A to a target task B with subsequent fine-tuning can improve the
performance on task B compared to random weight initialization [44].
We used k-means clustering to cluster the whole dataset of n points into K clusters based on the
values of the response variables. We then replaced the output layer of our network with a K-element
softmax and trained the network to predict the cluster identity using the cross-entropy loss. This
can be seen as a coarse-grained prediction because the actual Y values were replaced by the cluster
identities. We used K = 20 for all experiments. We did pre-training for 50 epochs, and used the
resulting weights as a starting point for subsequent training with the original MSE loss. The output
layer (that was not pre-trained) was initialized using the default glorot_uniform initializer.1
1When training non-sparse models without lasso penalty (Figure S1), we held out 40% of the training set as
the validation set in order to perform early stopping and chose the training epoch that had the lowest unpenalized
cross-entropy validation loss. We used the weights obtained at that epoch as a starting point for subsequent
training with the original MSE loss. For sparse models, early stopping was not necessary, see below.
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A common advice in transfer learning is to hold the bottom layers frozen after the transfer (as
those are the most generalizable [44]), train the upper layers first and then unfreeze all layers for
fine-tuning [20]. We tried this procedure and held the bottom two layers frozen for the first 50 epochs,
and then trained the network with all layers unfrozen for another 50 epochs. In our experiments,
the performance was very similar for any number of frozen layers from two to five. We found it
advantageous to reduce the learning rate after unfreezing to 0.00005 (the same learning rate was also
used after pruning).
3.6 Model selection
The sample size of the Patch-seq dataset we used below is very moderate by deep learning standards
(n = 1213). Therefore, it was not possible to have a large test set, and evaluating performance on a
small test set would yield a noisy estimate. To mitigate this problem, we used 10-fold cross-validation
(CV). All models were fit 10 times on training sets containing 90% of the data and evaluated on the
remaining 10%. All performance curves shown in the paper are averages over the 10 folds. The
cross-validation folds were the same for all models.
We used R2 as the performance metric for the regression models, computed as
R2test = 1−
‖Ytest − f(Xtest)‖2
‖Ytest‖2 , (3)
where f(·) is the RRR or the BNN output and Xtest and Ytest were centered using the corresponding
training-set means. R2train was defined analogously. For linear models, this gives the standard
expression for the R2 (coefficient of determination).
3.7 Training on the entire dataset
We chose the best hyperparameters and optimisation approach based on the cross-validation results,
but for the purposes of visualization, we re-trained the chosen model using the entire dataset. We
then passed the whole dataset through the model to obtain the bottleneck representation, which we
used for visualizations. We used the same re-trained model to analyse which features were selected
into the sparse model.
3.8 Autoencoding decoder
To provide an interpretable visualization of the latent space, we used model predictions of the output
variables from the latent space. In the case of RRR, also the input variables can be easily ‘decoded’
from the latent space, as the linear mapping is invertible (using the pseudoinverse of W). To do the
same kind of visualization with the input variables selected after pruning, we trained an additional
‘autoencoding decoder’ from the latent space to the input variables (Figure 1c). This decoder had the
same architecture as the main decoder (128 and 512 hidden units in two layers) and was initialized
with the weights tuned to predict output variables, except for the last layer which was randomly
initialized. We used an additional 100 epochs to train it. We chose this sequential approach rather
than joint training of the ‘alloencoder’ and autoencoder because we wanted the latent space to only
show variability in X needed to predict Y.
4 Patch-seq application
We applied our sparse bottleneck neural network to a paired dataset from neuroscience obtained
using the Patch-seq technique [2, 3, 11, 9]. In this dataset, 1320 neurons from primary motor cortex
(MOp) of adult mice were electrophysiologically characterized using patch-clamp, before their RNA
was extracted and sequenced [38] (Figure 1a). The resulting data consisted of two matrices: first,
the 1320 × 42 184 matrix X of gene read counts of each cell and second, the 1320 × 28 matrix
Y containing electrophysiological features extracted for each cell. These include features such as
the action potential width or amplitude, or the membrane time constant. The 1320 neurons include
excitatory as well as inhibitory neurons and fully sample the diversity of neural cell types in the
cortex [38]. The goal of applying bottleneck neural networks in this context is to better understand
the relationship between the genes a neuron expresses and its electrophysiological properties.
5
We used the same standard [30] preprocessing steps as in the original publication [38]. Briefly, we
selected 16 well-behaved electrophysiological features (and log-transformed three of them), 1213
cells that passed the quality control and were assigned a transcriptomic type, and 1000 genes that
were most variable across this subset of cells. This reduced the X and Y data matrices for further
analysis down to 1213 × 1000 and 1213 × 16 respectively. The gene counts were transformed to
counts per million and then log2(x+1)-transformed. Then all features in X and Y were standardized
to have zero mean and unit variance.
5 Results
5.1 Predictive performance of the model
To have a measure of baseline performance, we first applied sparse RRR to the Patch-seq dataset.
Following [38], we tuned the lasso penalty to get 25 genes with non-zero coefficients. This target
number of genes is small enough for compact visualizations but big enough for good predictive
performance. We obtained a cross-validated R2 of 0.350 with rank r = 2, while the full-rank
model (equivalent to a standard multivariate glmnet fit with family mgaussian) achieved a cross-
validated R2 of 0.398 (Figure 2a). This difference in performance was not trivial: for example, the
third component (when sorted by variance explained) clearly separated the Vip and Sst interneuron
populations. In addition, one needed to use at least three components for a biologically meaningful
visualization [38].
Training our sBNN without pre-training yielded a cross-validated R2 of 0.379 (Figure 2, magenta
line), i.e. surpassed the linear model with the same latent dimensionality. This model was pruned
to the same target number of genes (25), to allow direct comparison with the linear model. Using
classification-based pre-training, the top performance rose to 0.394 (Figure 2c, orange line). Using
the freezing/unfreezing strategy brought only marginal further improvement (0.396; Figure 2c, orange
line). We found that the freezing/unfreezing training schedule was more important in the setting
without lasso penalty (Figure S1). Still, we used the training regime with freezing/unfreezing for all
subsequent visualizations and exploration.
We observed a curious effect when imposing our group lasso penalty: while the training and test
performance were initially both improving, after several epochs they both deteriorated rapidly
(Figure 2b and purple lines in 2c). This was not due to overfitting because the training performance
became worse as well. Instead, the shape of the performance curves suggests that the lasso penalty
‘began kicking in’, bringing the penalized MSE loss down while the unpenalized MSE loss went up.
After this initial rapid decrease, the test performance slowly improved again with further training.
Overall, this behavior was reminiscent of a phase transition in the gradient descent dynamics: in the
earlier epochs mainly the MSE (or cross-entropy) term was being optimized, while in the subsequent
epochs it was mainly the lasso penalty. We observed qualitatively the same phase transition when
using the normal (element-wise) lasso penalty as implemented in Keras, so it was not specific to the
group lasso penalty we used.
The strength of the lasso penalty played an important role (Figure S2). For low penalties such as
0.0001, the `2 weight norms for different input units before pruning were all large and of similar size
(Figure S2b), leading to arbitrary genes being selected after pruning and bad performance afterwards
(Figure S2a). Strong penalties (0.01–1.0) led to rapidly decaying weight norms (Figure S2b), similar
sets of genes being selected, and similar final performance (Figure S2a), with 0.1 penalty achieving
the highest performance. We used the 0.1 penalty for all models shown in Figure 2 and also in
Figure 3 below.
5.2 Gene selection
For biological interpretation, the set of genes selected into the pruned model is of central importance.
For each cross-validation fold, a slightly different set of genes could be selected [43]. To make a final
list, we used the standard approach and trained the same model on the entire dataset (see Section 3.7).
This led to the following 25 genes being selected, sorted by the `2 weight norms in descending order:
Sst, Vip, Pvalb, Gad1, Ndn, Gm49948, Lamp5, Tac2, Htr3a, Sparcl1, Ndst3, Kcnip2, Plch2, Col24a1,
Unc13c, Enpp2, Gabrd, Galnt14, Kcnc2, Elfn1, Dlx6os1, Gm11549, Cacna1e, Phactr1, Atp1a3.
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Figure 3: Latent space of the sparse BNN model (25 selected genes). (a) Autoencoder model fits
for nine genes corresponding to the nine highest `2 row norms. Model fits were computed for all
cells and the pyplot.tricontourf function was used to plot the contours on the triangulation. (b)
The latent space of the sparse BNN model; entire dataset. Colors correspond to transcriptomic types
and are taken from the original publication [38]. Red: Pvalb interneurons; yellow: Sst interneurons;
purple: Vip interneurons; salmon: Lamp5 interneurons; green/blue: excitatory neurons. (c) Model fits
for nine exemplary electrophysiological features. Plotted as in (a). (d, e, f) Same respective format as
in (a, b and c) but for the sparse RRR model.
Many genes in this list (such as Gad1, Sst or Pvalb) are well-known marker genes of specific neuronal
populations [40, 41, 18], while some other genes (such as Kcnip2 or Cacna1e) encode potassium (K+)
and calcium (Ca2+) ion channel proteins that are directly involved in action potential propagation.
This suggests that the selection is biologically meaningful. A caveat here is that rerunning the same
model generally yields a different set of selected genes, due to randomness in the initialization and
stochastic gradient descent optimization. As always in sparse models, there is a trade-off between
sparsity and model stability [43]. We trained the same model on the entire dataset nine more times
and found that for each of the 45 pairs of runs, on average 17 genes were selected by both of them.
Seven genes were always in common:
Pvalb, Sst, Gad1, Htr3a, Ndn, Tac2, Lamp5.
All seven are prominent marker genes of neuronal populations in the neocortex [40, 41, 18], suggesting
that the sBNN was able to do biologically meaningful feature selection.
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5.3 Visualization of paired data in the latent space
We used the sparse BNN model trained on the entire dataset to visualize the latent bottleneck
representation (Figure 3b). The resulting embedding neatly separated the five major groups of
neurons (excitatory neurons and Pvalb, Sst, Vip, and Lamp5 interneurons) that are known to have
distinct electrophysiological properties [38, 17]. Overlaying model predictions of electrophysiological
features on this embedding (Figure 3c) allows to show a compact summary of how individual features
vary across the latent space. This for example correctly suggested that in the Pvalb family all
transcriptomic types (different shades of red) are so called fast spiking neurons with high firing rates
and narrow action potentials, whereas e.g. in the Vip family different transcriptomic types (shades of
purple) have differing electrophysiological properties, even though they all tend to be characterized
by high input resistance, low rheobase and a propensity for rebound firing.
Similarly, overlaying model predictions (using the ‘autoencoding decoder’) of the selected genes
(Figure 3a) allowed visualizing how this small set of genes acts together to predict the whole range
of electrophysiological features. For example, Htr3a is a gene known to cause fast depolarizing
responses [22], and indeed our visualization highlighted its positive correlation with the input
resistance and negative correlation with the rheobase (Figure 3).
For comparison, we provide the same kind of visualization for the sparse RRR (Figure 3). Here
we used a pseudoinverse of the encoder matrix W instead of the ‘autoencoding decoder’. One
obvious shortcoming of this latent representation is that Vip (purple) and Sst (yellow) populations are
misleadingly overlapping, despite having very different gene expression and firing properties. Indeed,
it is only the third RRR component that separates these two groups of neurons [38]. As RRR is a
linear model, all model predictions are linear in the embedding space (Figure 3d,f), in contrast to the
non-linear surfaces that gene expression and electrophysiological parameters formed over the latent
space of the BNN (Figure 3a,c). Overall, the BNN provides a two-dimensional representation that is
biologically more meaningful and more readily interpretable than the linear RRR.
6 Discussion
Despite a large body of active research on deterministic as well as variational bottleneck autoencoders
and more general bottleneck architectures (sequence-to-sequence models, U-Nets [36], etc.), there
has not been much work on using bottleneck neural networks (BNNs) for data visualization. The
latent space in most commonly used architectures is much larger than two, and thus not designed to be
visualized directly. Here we suggest that a bottleneck network with two-dimensional bottleneck layer
can be used as a tool for explorative analysis and visualization of complex biological datasets. Using a
cutting edge Patch-seq neural dataset, we showed that sparse BNNs trained with a group lasso penalty
provide biologically meaningful and readily interpretable visualizations: all major subclasses of
cortical excitatory and inhibitory neurons can readily be distinguished in latent space, and candidate
marker genes as well as defining electrophysiological properties can readily be identified visually,
much better than in the latent space of comparable linear methods.
The dataset used in this manuscript is very large for Patch-seq but quite small by deep learning
standards, so it would be interesting to validate our method on larger datasets. A recent study
performed Patch-seq on 3700 neurons, but these data are not yet publicly available [17]. Multi-omics
data from other fields might soon be able to yield larger sample sizes, providing further interesting
use cases for our sBNN beyond neuroscience [4].
On a technical level, a possible extension of our method would be to use one input modality to
predict multiple output modalities. For example, transcriptomic data could be used to predict not
only electrophysiological but also anatomical properties of neurons [17, 38]. In addition, we noticed
that our sBNN achieved higher performance with a larger bottleneck (Figure S3, S4), suggesting that
it might be possible to achieve better prediction results with a two-dimensional bottleneck using a
different training approach.
Finally, our study raises an interesting question for future research: why does gradient descent on
the MSE loss function with the lasso penalty demonstrate rapid phase transitions (see Fig. 2), where
MSE is optimized first, followed by the group lasso penalty, and finally by the MSE optimization
again, without outside intervention? We believe that studying this question could yield interesting
insights into gradient descent dynamics.
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Broader Impact
The Patch-seq method is used in neuroscience to study multiple properties of neurons at the same
time. Such multimodal descriptions of neural properties are at the heart of initiatives such as the
Brain Initiative Cell Census project (https://biccn.org/), which aim to provide a comprehensive
census of all neural types in the mammalian brain as a resource to better understand degenerative
or developmental diseases of the nervous system. For example, common genes implicated in
schizophrenia have been mapped to transcriptomically defined neural types [39]. Tools such as the
sBNN developed here to reliably visualize complex Patch-seq datasets will aid the development
of a complete census of neural types across the nervous system and help identify types and neural
properties implicated in disease.
Obviously, the sBNN developed in our work can also be applied to other kinds of data, within
neuroscience and beyond. Whenever there is a nonlinear relationship between two multivariate de-
scriptions of the same set of samples, our framework can allow to perform feature selection, construct
a low-dimensional visualisation, and provide scientifically meaningful interpretation. We hope that
our framework will find its use for data analysis of paired datasets also outside of neuroscience (e.g.
[4]). Of course this includes the possibility that the method is also applied in sensitive topics, e.g.
when high-dimensional internet tracking data is related to political or societal believes.
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Figure S1: Linear and nonlinear dense models without lasso penalty, trained on the Patch-seq dataset.
(a) Cross-validation performance for the reduced-rank regression with ridge regularization. Lower
line: rank 2; upper line: full rank (rank 16). (b) Training and validation cross-entropy of the pre-
training phase. (c) Training (dashed lines) and test (solid lines) R2 of the bottleneck neural network.
Purple lines: no pre-training. Orange lines: with pre-training. Green lines: the bottom two layers
are frozen for 50 epochs after pre-training, then unfrozen for another 50 epochs. Horizontal lines
show maximum performances of rank-2 and rank-16 RRR. Maximal performance was achieved
after ∼3 epochs in each phase, and the network began overfitting with further training, with the
test performance monotonically decreasing and the training performance steadily growing. The
performance was not noticeably affected by the choice of the `2 penalty (at least in the 10−12–10−4
range) or by the number of frozen layers (in the 2–5 range).
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Figure S2: The effect of the lasso penalty. (a) Training (dashed lines) and test (solid lines) R2 of
the sparse bottleneck neural network, depending on the value of the lasso penalty (color-coded, see
legend). The bottom two layers are frozen for 50 epochs after pre-training, then unfrozen for another
50 epochs. All models were pruned to 25 input units at epoch 100 and trained for further 100 epochs.
Horizontal lines show maximum performances of rank-2 and rank-16 sparse RRR with 25 genes. (b)
The `2 norms of the first layer weights for each input units just before pruning, depending on the
value of the lasso penalty. These models were trained on the entire dataset (Section 3.7). Vertical axis
is on the log scale.
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Figure S3: Training (dashed lines) and test (solid lines) R2 of the sparse bottleneck neural network
(lasso penalty 0.1) with different amounts of nodes in the bottleneck. Horizontal lines show maximum
performances of rank-2 and rank-16 sparse RRR with 25 genes.
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Figure S4: Latent space of sparse BNN with 4 nodes in the bottleneck. This figure follows the format
of Figure 3, see there for details. (a) Autoencoder fits were computed from the original 4-dimensional
latent space. b We performed t-SNE (using scikit-learn implementation with PCA initialization)
on the latent 4-dimensional representation to create this 2D embedding. (c) Model fits were computed
from the original 4-dimensional latent space.
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