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1. Introduction 
Compactness properties, that is properties which although originally specified by an 
infinite number of conditions are actually specified by a finite subset of these conditions, 
are of crucial importance in mathematics. One such property has been revealed recently, 
namely that any system of equations (with a finite number of unknowns) is equivalent 
to one of its finite subsystems in a free monoid. 
Initially, this important property was stated by Ehrenfeucht in connection with formal 
languages, cf. [9]. Namely, he conjectured that for any set of words L over a finite 
alphabet C there exists a finite subset of L, say L’, such that to test whether any two 
morphisms h, g: C* 4 C* satisfy “h(x) = g(x) for all x in L” it is enough to do that 
on L’. It turned out, cf. [3], that this compactness property of languages is equivalent to 
the above compactness property of free monoids. A bit later, in [l] and [5], these prop- 
erties were shown to be true, essentially as a consequence of the Hilbert Rasis Theorem. 
Still another formulation of the above compactness result is as follows: Each inde- 
pendent system of equations (with a finite number of unknowns) over a free monoid is 
finite. Our goal here is to estimate the maximal size F(n) of such systems in terms of 
the number n of unknowns. We do this, not only in free monoids, but also in different 
semigroups and groups. 
It seems to us that there does not exist many results of this nature in the literature, 
and our hope is that this paper stimulates further research on this important field. 
Something, however, has been reported. First, in [13] it was shown that the above 
compactness property does not hold in all semigroups, in particular it does not hold in 
the monoid of all finite languages. Second, very recently in [6] another example, namely 
the bicyclic monoid, was discovered, as well as it was shown that the compactness 
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property does not hold in all groups. On the other hand, the property holds true in free 
groups, the proof being essentially the same as the one for free monoids, cf. [2,15]. It 
also holds true for all abelian semigroups, as can be concluded by Redei’s Theorem, 
cf. [4,16]. 
This paper is organized as follows. In Section 2 we fix our notions and notations 
as well as show some examples. In particular, we give an example of a semigroup, 
where the compactness property holds true, but the value of F is not finite even in the 
case n = 1. 
Section 3 is devoted to abelian semigroups. We recall that Redei’s Theorem implies 
the fact that each independent system of equations over an abelian semigroup is finite, 
for details cf. [6]. For finitely generated abelian groups we show the exact form of the 
function F which is linear on n. This however does not extend to abelian monoids. 
Indeed, we show that if a monoid is noncancellative F(n) has an exponential lower 
bound. Finally, we consider (abelian) semigroups generated by one element only and 
not containing the unit element. In this case we show that F(n) = O(nP) where p is 
a constant depending on the semigroup. 
Section 4 deals with finite semigroups. We first conclude that an easy upper bound 
for the number of independent equations in a finite monoid is exponential. Then we 
show that this upper bound is actually a lower bound as well, if the considered finite 
monoid is not a group. In finite groups both bounds are simultaneously either ex- 
ponential or polynomial, and we provide a complete characterization separating these 
cases. 
Finally, in Section 5 we consider free semigroups. In the case of free monoids a 
lower bound Q(n3) for F(n) was already shown in [ll]. Here we extend this result in 
two directions. First, we show that the same lower bound holds for free semigroups, 
too. Second we improve the lower bound for free monoids to Q(n4). We also conclude 
that the lower bound for free groups is much higher. An exponential lower bound 
follows from our considerations, and in [2] it is shown that it cannot be bounded by 
any function. Results of this section are connected to the well-known defect theorem 
for semigroups, cf. [14]. 
In the last section we summarize our results in a table, which also reveals many 
open problems. 
2. Preliminaries 
We are dealing with solutions of systems of equations in semigroups. We recall 
here only very few notions and notations, and refer for unexplained ones to [7,12]. 
Important free structures, free semigroups, monoids and groups generated by a (not 
necessarily finite) alphabet C are denoted by C+, Z* and Cc”), respectively. 
An equation with variables X = {xt ,x2,. . . ,xn} is a pair (u,u) E X+ x X+ ((24,~) E 
X* x X*), usually denoted by u = v. A solution of an equation in the semigroup 
S (monoid M) is a morphism h: X+ -+ S (h: X* -+ M) satisfying h(u) = h(u). 
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Consequently, a solution in S can be identified with a finite vector of elements of S. 
Systems of equations in S as well as their solutions are defined analogously. 
Two systems of equations are equivalent iff they have exactly the same solutions. 
Furthermore, a system is independent iff it is not equivalent to any of its finite proper 
subsystems. With these notions we define our central function F : N -+ N U { UB, x} 
as follows: 
F(n) = 
m, if there exists an infinite independent 
system of equations with n variables, 
UB, if there exist arbitrarily large independent 
systems of equations with n variables, but no 
infinite one, 
max{ ]Ej: E is an independent 
system of equations with n variables}, otherwise. 
Of course, the function F above depends on the semigroup S where equations are 
solved, so we replace F by Fs whenever necessary. Observe also that the range of F 
can be ordered in a natural way: For all n E N, II < UB < x. 
Remark. Our notion of an independent system of equations corresponds to the intuition 
in the case of finite systems: No equation can be omitted without changing the set of 
solutions. For infinite systems this is not true anymore. However, the word finite is 
needed in the definition in order to make the notion equivalent to the compactness 
property. Consequently it would be appropriate to call our notion of independent as 
locally independent. We do not do this since we concentrate on finite systems, and this 
distinction is not needed there. 
The following examples motivate our definition of F. 
Example 1. In the monoid of all finite languages with the concatenation as the oper- 
ation there exists an infinite independent system of equations, containing 4 unknowns, 
cf. [14]. Consequently, in this semigroup 
F(n) = 0~) for n34. 
Example 2. The exact form for the function F for free groups generated by at least 
two elements is F( 1) = 1, F(2) = 2, F(n) = UB for n > 3, cf. [2]. For free semigroups 
and free monoids F( 1) = 1, F(2) = 2 and F(n)< UB, for n 23, and the exact value 
of F(3) is not known. 
Example 3. Let S be a semigroup isomorphic to the additive structure of a field. Then 
we have 
F(n) = n for all n. (2) 
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Indeed, any equation over S can be viewed as a linear equation over a field, and 
because in a field there exist at most n independent linear equations of n variables. 
Example 4. Let S = {z : 3: z” = l}, that is S is the commutative monoid containing 
exactly complex roots of unity. We claim that, then, 
F(n) = UB for n2 1. (3) 
First, we note that F(n) < UB, since the monoid is abelian, cf. Section 3. Second, for 
a square-free natural number k with the prime decomposition k = ~1. . . pt define the 
system E of equations 
zkln = 1 for j = l,...,t. (4) 
It is independent, since if p is the kth primitive root of unity, then ~‘1” for a fixed j 
from 1 , . . . , t, satisfies the system E - {ej} but not ej, where ej denotes Eq. (4) for 
that fixed j. Note that here our semigroup S is a subgroup of the multiplicative group 
of a field. 
The following lemma dealing with general properties of the function F will be 
helpful. 
Lemma 1. Let S,, & be semigroups. Then 
and, moreover, if 5’1 is a subsemigroup of & then 
Proof. Clearly, each morphism h: X+ -+ SI x S2 can be written in the form 
h = (h,hz) = (nl(h),n2(h)), 
where rri and 712 are the projections of Si x S2 into Si and &, respectively. Con- 
sequently, the first inequality follows: A maximal independent system of equations 
in Si x & is not larger than the union of those for Si and S2. 
To prove the second claim we first note that if a system of equations is independent 
in a subsemigroup S{ of a semigroup Si it is independent in the whole semigroup, too. 
Consequently, it is enough to prove 
This, in turn, follows from the considerations similar to the first part of this proof. 
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3. Abelian semigroups 
In this section we consider independent systems of equations in abelian groups, 
monoids and, as a special case, one generator semigroups without a unit element. As 
mentioned earlier there is no infinite independent system of equations in an abelian 
semigroup. This result follows, for details cf. [6], from Redei’s Theorem. Each con- 
gruence of a finitely generated abelian monoid is finitely generated as a congruence. 
Theorem 2. Fs(n) < UB for any abelian semigroup S 
It is worth noticing that the semigroup itself in Theorem 2 need not be finitely generated 
- if only the number of unknowns is finite, 
On the other hand our Example 4 shows that the size of an independent system of 
equations in an abelian semigroup can be unbounded, even in the case of one variable 
if infinitely generated semigroups are allowed. For finitely generated groups we can 
say much more, as we next show. 
We recall now some basic notions and notations from the theory of groups. Let G 
be a group. We say that an element a of G is of order k iff k is the least nonnull 
natural number such that ak = 1 (or k = 0 if such a number does not exist). Denote 
by c(G) the set of prime numbers which are orders of elements of G. As usual, Z and 
Z, refer to the additive groups of integers and integers modulo n, respectively. Then 
the fundamental theorem of finitely generated abelian groups states, cf. [7]: 
Proposition 3. Every finitely generated abelian group is isomorphic to a jinite curte- 
sian product of groups of the form Z and ZPz, where p is a prime number. 
As an easy consequence of the above theorem we obtain an exact formula for the 
function F for finitely generated abelian groups: 
Theorem 4. F~(rz) = max(]c(G)l, 1) * n or each finitely generated abelian group G. ,f 
Proof. We start by proving that FG(n)> min(]c(G)I, UB) * n for every group G. Let 
c’(G) be any finite subset of c(G) and k = npEc,CGj p. Consider the following system 
of equations E with n variables x1,. . ,x,: 
xkip = 1 I for p E c’(G), i = l,..., n. (5) 
The system consists of Ic’(G)ln equations. Let e(i, p) be a fixed equation of (5). By 
the definition of c(G) there is an element a in G of order p, so that a” # 1 if p does 
not divide n. Now, the following evaluation of variables satisfies every equation in E 
except e( i, p): 
f 1 if j # i, 
xj = 
a otherwise. 
(6) 
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Finally, the system xi = 1 for 1 < i <n contains n independent equations in any semi- 
group, so that Fe(n) > max(min((c(G)I, UB), 1) *n. Now the lower bound follows from 
the finiteness of [c(G)1 in finitely generated groups. 
The reverse Fe(n) < max(Ic(G)I, 1) * n is a consequence of Lemma 1, Proposition 3 
and Theorem 2. Since Z,, is a subgroup of Z, for i <j and by Lemma 1, it is enough 
to prove that Z+(n) d n, Fzp,, (n) d n and F zxzp. (n) Gn. Further, by Lemma 1 the first two 
inequalities are consequences of the third one since Z and Z,. are subgroups of Z x Z,.. 
The last inequality can be proved as follows. By Theorem 2, it is enough to prove 
that any system E with n variables consisting of n+ 1 equations is dependent in Z x Z,. . 
Take the system E in Z,.. Any equation in an abelian group can be transformed to the 
form X7’ . ..Xn”” = 1 where ai E Z. It can be identified with a vector (al,. . . , M,) in Z”. 
Denote by ai the ith equation from E, and choose integers ci such that cy:i ciai = 0 
and at least one ci is not equal to zero. Clearly, we may assume that one of the ci’s, 
say cj, is not divisible by p. Since there is a number k such that kcj G 1 (modpa), 
that is rkcl = r for each r in Z,., E - {ej} is equivalent to E in Z,.. The same holds 
true in Z as well since cj # 0 so that E - {ej} is equivalent to E in Z x Z,.. 
A natural question arises whether Theorem 4 can be extended for finitely generated 
abelian monoids, or in a weaker form whether the function F is even polynomially 
bounded for finitely generated abelian monoids. The answer is negative: F can be poly- 
nomially bounded only for cancellative monoids. Recall that a monoid is cancellative 
whenever for every three elements a, b, c, if ab = ac or ba = ca then b = c. Let 
B(n,k) = (;). 
Theorem 5. FM(n) = Q(2”/J) n in any noncancellative monoid M. 
Proof. Let M be a noncancellative monoid. There exist three elements a, b, c in M 
such that either ba = ca and b # c or ab = ac and b # c. Without loss of generality 
assume the first possibility. For each k we construct systems Ek,” of B(n, k) equations 
with n +2 variables {x, y} U {XI , . . .,x,}. Let Sk,, be the family of all k-element subsets 
of the set {XI , . . . ,x,}. Then, the system Ek, ,, contains the following equations: 
X-G, . . .Xik = JXi, . . .Xik for {Xi, . .X&} E Sk,n. (7) 
To prove that the above system is independent in M, remove the equation e : Xxi, . . . 
Xik = JXil . . . Xik from it. The following evaluation of variables satisfies all equations 
in E,hn except e. 
1 
x = b, 
i 
if j E {ii,...,&}, 
y = C, Xj = 
a otherwise. 
Indeed, under this evaluation every equation in Ek,n - {e} is in form ba’ = ca’, where 
1 <i Q k, and they are satisfied, while the equation e is in form b = c and it is not 
satisfied. Since for k = [n/21, B(n, k) = Q(2n/fi) the result follows. 
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The simplest example of a noncancellative finite abelian monoid is the two-element 
monoid ({true, false}, OR) with false as the unit element. Note that this monoid is 
generated by one element true. 
The proof of Theorem 5 uses heavily the unit element. A natural question is whether 
the lemma can be extended to noncancellative semigroups. A negative answer to this 
question is given in Theorem 6. 
Denote by C,,,, where 7, m 3 1, the cyclic semigroup consisting of elements {a, a’, 
. . . . urtm-t} and satisfying a’ = &“‘, see [12] for details. Clearly, if r = 1 the 
semigroup C,, m is isomorphic to the group Z,, where a”’ is the unit element, and, if 
Y 22, then C,., is noncancellative. 
Theorem 6. Fc-,(n) = O(nr-‘) jbr r32. 
Proof. We start by proving that Fc,,, = f&n’-‘). Let Sk,,, be as in the proof of the 
previous lemma. We build a family E,, of systems of nB(n,r - 2) equations with 3n 
variables {zt . ..z.} u {r, . ..JJn} u (X1 . ..xn}. 
Z&, . . .xi,_, = ,ViXi, . .Xj,_-l 
for {xi, . .~i,_~} E S-2+ and il < i2.. . < ir-z, i = 1,. . ,n. 
Take an equation e : zixi, . . . xi,_> = YiXi, . . . Xi,_z from E,,. The following evaluation of 
variables satisfies every equation in E,, - {e} but not e: 
a 
Zj = 
ifjfi, 
a m+l otherwise, 
Under the above evaluation the equations from E,, - {e} are either trivial, if j # i, 
or of the form ami’a2kar-2-k = aa 2k a r-2-k for k 2 1. All of these are satisfied, since 
1 +2k+r-2-k3r for k31 and in C,,, a’+“’ = a” for all s > r. On the other hand 
the equation e is not satisfied under this evaluation since in C,,, am+‘ar-2 # say-2. 
Because E,, consists of n&n, r - 2) = O(n’-’ ) equations we are done. 
The proof of the identity Fe,,(n) = O(d-‘) goes as follows. Let E be a system of 
equations with n variables. We divide the system into three subsystems: E’ containing 
equations both sides of which are of length at most r - 1, E” containing equations 
both sides of which are of length at least r, and E”’ containing all other equations. It 
is enough to bound the size of independent subsystems of each of these three systems 
by O(n’-’ ). 
Consider the first subsystem E’. Since the semigroup C,,, is commutative, expres- 
sions which are on one of the sides of an equation from E’ are of the form xi’ .xi 
where ij 2 0. Let Ex be the set of all expressions of that form of length at most r - I. 
Then the number of expressions in Ex is equal to the number of n-tuples (iI,. . . , i,) E 
(Nu{O})” h’h w IC are solutions of the inequality il + . . + in <r - 1. This number is 
equal to B(n+r- l,r- 1) = O(n’-’ ). Let R be the identity relation on Ex. Clearly, this 
is an equivalence relation, and any equation of E’ identifies two equivalence classes. 
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For this new equivalence relation again any new equation, which is independent of 
those considered so far, identifies two equivalence classes. Consequently, the size of 
independent equations in E’ is bounded by JExl - 1, proving the first case. 
In order to deal with the system E” we recall that the subset {a’, . . . , umfr-1} of Cr,, 
forms a group isomorphic to Z,,, having arm as its unit element. Consequently we 
conclude from the following identity in Cr,,, 
X’1 . ..xi =(X~arm)i’...(x,a”)i~ for ii +...+i,>r, 
that a subsystem of E” is independent in C,>,, iff it is independent in Z,. By Theorem 4 
the size of an independent subsystem of E” is not greater than Ic(Z,)jn = O(n) = 
O(d-‘). 
Finally, consider the system E”‘. Clearly, we may assume that the expressions longer 
than r - 1 are on the left-hand side of the equations and the expressions shorter than r 
are on the right-hand sides of them. Define a transformation Y on a set of equalities 
S in the following way. If there exist two equations exp, = exp2, exp, = exp, in S 
and exp, is shorter than r we create a system S’ from equations of S by replacing the 
second equation by exp, = exp,. Then every equation in S has a corresponding one 
in S’. Clearly, one application of the transformation 5 to E”’ decreases the number 
of expressions of length shorter than r by 1. Therefore, after a finite number of the 
application of Y to E”’ we obtain a system in which every expression shorter than 
r occurs at most once. Denote by Si the set of such equations. The total number 
of equations in S1 is at most O(nr-‘). Both sides of other equations are longer than 
r - 1 and, as we have proved earlier, the size of an independent subsystem of such a 
system does not exceed Ic(Z,)In. Denote this system by &. Then the system S1 US2 is 
equivalent to the system E”‘, and consists of O(n’-‘) equations. The subsystem of E”’ 
which corresponds to Si U S2 is the subsystem we are looking for. 
4. Finite semigroups 
In this section we show that for finite monoids, the lower and upper bounds for the 
function F(n) are either both exponential or both polynomial. Moreover, we provide a 
complete characterization of those finite monoids for which the function is polynomially 
bounded. We start with a simple example showing that the upper bound for F is 
exponential. 
Example 5. Let S be a finite semigroup consisting of k elements and let E be a system 
of equations with n variables. We construct a subsystem E’ of E in the following way. 
For every evaluation of variables in S, we put to E’ an arbitrary equation from E 
which is not satisfied under this evaluation if such an equation exists. The system E’ 
is equivalent to E since under every evaluation of variables either both systems or 
none of them are satisfied. On the other hand, since there are k” different evaluations 
in S the system E’ contains at most k” = 2@(“) equations. 
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We know from the previous section that the function F is at least exponential for 
noncancellative monoids. Fortunately, every cancellative finite monoid is a group. In- 
deed, in any finite monoid for any element y there exist indices i and t with t 2 1 such 
that y’ = yi+‘, so that the cancellation property implies that y has the inverse y’-‘. 
Therefore we conclude from Example 5 and Theorem 5. 
Theorem 7. FM(~) = 2@(“) ifA4 is a finite monoid but not a group. 
Our next goal is to show that there are only very few finite groups for which the 
function F is polynomially bounded. Let G be a group and [x, y] = x-‘y-‘xy be the 
commutator of elements x and y. One of the properties of commutators we heavily 
use is that [1,x] = [x, l] = 1 for any element x of a group. Denote by Exp, the set of 
expressions on s arguments corresponding to all possible compositions of exactly s - 1 
commutators on these arguments. Clearly, every expression in Exp, corresponds to an 
s-argument function from G” to G. Denote by fexp the function corresponding to the 
expression exp. 
Theorem 8. Let G be a group such that there exist s, exp E Exp(, and s elements 
al,. . . ,a,y of G, such that feXP(al,. . .,a,) # 1. Then FG(2n)aB(n,s). 
Proof. Consider the system E with 2n variables {xr . . .xn,xl’ .. .x;‘}: 
exp(x,, . ..xiS)= 1 where {x1, . ..x.%} E S,,, and il < ... <i.?. (8) 
Let e: exp(xi, . .x;,) = 1 be a fixed equation of E and consider the following evaluation 
of variables: 
4 if j = i,, -I if j = i,, x, = 
1 otherwise. ‘j = otherwise. 
Since fe.+(al,. . , a,) # 1 the equation e is not satisfied, while each equation from 
E - {e} is satisfied because every equation in E - {e} contains a variable the value 
of which is 1. Since E consists of B(n,s) equations the result follows. 
Let G be a group. The subgroup generated by elements [xl, [. . . , [xs_ 1, x,] . . .]] where 
Xi E G is denoted here by y,G (yrG = G). Similarly, for each expression exps E Exp, 
denote by exl?FG a subgroup of G which is generated by elements fe.XP(xl,. ,_q) with 
xi E G. 
We say that G is a nilpotent group of class k if ~k+lG = { 1) and ykG # { 1). The 
above definition is equivalent to the standard definition of nilpotent groups, which is 
based on structural properties of G. Nilpotent groups of class 1 are exactly abelian 
groups. The following corollary is an easy consequence of Theorem 8 and the above 
definitions. 
Corollary 9. Let G be a group. If FG(~) = O(nk) where k is a constant then G is a 
nilpotent group of class at most k. If G is not a nilpotent group then FG(n) = 2”(“). 
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As we shall see in Lemma 12 nilpotent groups are the only ones among finite groups 
for which the function F is polynomial. In general it was shown in [2] and [6] that 
all nilpotent groups satisfy our compactness property. 
Nilpotent groups have many interesting properties. One of them is stated in the 
following lemma. 
Lemma 10. (1) expsG is a subgroup of y,G for every group G and every exp, E Exp,. 
(2) Zf G is a nilpotent group of class k then expk+lG = { 1) for expk+, E Expk+, 
Proof. The proof of point (1) is by induction on s using the fact that the group 
generated by elements [x, y] such that x E yiG and y E yjG is a subgroup of the group 
Y~+~G, see [7]. Point (2) is a simple consequence of point (1). 
For a prime number p, denote by Gp the set of elements of a group G whose orders 
are powers of p. The next proposition describes the structure of finite nilpotent groups, 
cf. [7]. 
Proposition 11. Let G be a finite nilpotent group and p be a prime number. Then 
G is isomorphic to a Cartesian product of its subgroups Gr. 
The proposition above is used in the proof of the following lemma which is a reverse 
of Corollary 9 for finite nilpotent groups. 
Lemma 12. Fe(n) = o(nk) if G is a finite nilpotent group of class k. 
Proof. By Proposition 11 and by Lemma 1, we may assume that the order of every 
element of G is a power of a prime p. 
Let E be a system of equations with n variables xi,. . . ,x,. Let Xi for n 2 i > 1 be 
new variables such that an evaluation of variable Xi equals the inverse of xi. Let 
Vl = {Xl )...) &}U{X ,,..., Tin}. We define sets of new variables V, for k >s 22 in the 
following way. Every variable v E V, corresponds to one expression exp E Exp, and s 
variables yl, . . . , ys E VI and an evaluation of v is always taken to be feXP(yl,. . . , ys). 
Since k is a constant, the cardinality of the set Exp, for s <k is constant and therefore 
IV,] = O(n’). Let V = Vi U V2.. . U &. Clearly, IV] = O(nk). Let < be the partial 
order on V such that if w E V, and v E V, and r < s then w < v. Since [x, y][y,x] = 1 
every variable v E V, has a dual V E V, the value of which is equal to the inverse of 
that of v. Let v E V, and w E V,. Since xy = yx[x, y] and [v, w] = 1 if r + s > k (by 
Lemma 10) we have VW = WV if r + s > k and VW = wvu for some variable u in K+s 
if Y + s< k. Note that this property defines commutativity rules in V. 
Consider now the system E with variables V. We construct a system E’ equivalent to 
E in the following way. Let E = {ej}jcJ. We take any minimal variable v according to 
the order < and its dual V. Clearly, v E Vi by the definition of <. Using commutativity 
rules in V, we move all the occurrences of v and I? to the beginning of both sides 
of equations in E. Since during this process we add only variables which are greater 
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than v and V the number of occurrences of II and c on each side of equation does not 
change. Since each variable in V has a dual in V we can move all v, and 2; to the 
left-hand sides of equations and the other variables to the right-hand sides of them. 
NOW, an equation ej can be written in the form ~~1 = expj where exp, is an expression 
which contains neither v nor V. 
Let o be a big enough number such that the order of any element in G divides p? 
For every element x of G we have x PO’ = 1, since every element in G is of order 
which divides pw. Let dj be the greatest common divisor of a, and pm. If (1, = p’” 
then ~“1 = 1 and the equation ej is equivalent to exe = 1. If dj < p”’ then the number 
Xi/d, is not divisible by p and we can find a number k, such that kj * (cci/d,) = 1 
(mod p”‘). Then for any evaluation of variables (v”/)~J = vd,, so that the equation e, is 
equivalent to vdJ = expjki. Let d, be the least among the numbers d,, for j E J. Since 
all dj’s are powers of p, d, divides each dJ and we can replace an equation e, for ,j # s 
by (exp,)k~*d,;~l\ = (expj)k. Now, variables v and i; do not occur in the new system E,y 
which is obtained from E by removing e, and replacing the ej’s as indicated above. 
By construction EF + e,y and E are equivalent. We put the equation e, to the system 
E’. Repeating the above procedure of removing variables to the system ES finally we 
obtain the system of trivial equations 1 = 1. Then the resulting system E’ and its 
corresponding subsystem of E are equivalent to E. Since the number of variables in 
V is bounded by O(nk) the result follows. 
As a consequence we obtain a full characterization of finite monoids for which the 
function F is a polynomial of a given degree. 
Theorem 13. Let M be u jinite monoid. 
FM(n) = @(nk) where k is a constant z#M is a nilpotent group qf’class k. 
FM(~) = 2@(“) $f’M is not a nilpotent group. 
5. Free semigroups 
In this section we look for lower bounds for the size of independent systems of 
equations, e.g. for F(n), in free structures, that is in free groups, free monoids and 
free semigroups. We start with groups. Clearly, the assumptions of Theorem 8 are 
satisfied for any s, in particular for Ls/2j, so that we obtain 
Theorem 14. F(2n) = 52(2”/fi) for free groups. 
A better lower bound is given in [2], namely that F(3) = UB. For monoids it 
was proved in [l l] that F(n) = Q(n3). Here, we improve this result using another 
construction. 
Theorem 15. F(n) = Q(n4) for free monoids. 
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Proof. Define X = {Y<,x~, ui Vi, Xi, Ci, &, Si, Ci, fii : i = 1,. . . , n} and consider the fol- 
lowing system of equations E: 
Clearly, /El = n4 and (X( = 10n. Denote the above equation by e(i,j, k, 1). We claim 
that E is independent in Z*. In other words that for any fixed quadruple (i’, j’, k’, I’) 
there exists a solution of E - {e(i’, j’, k’, I’)} which does not satisfy e(i’,j’, k’, 2’). Such 
a solution is obtained by fixing the values of unknowns as follows: 
ababa if t = if, ab if t = j’, 
Yt = xt = U* = vt = 
1 otherwise, 1 otherwise, 
Xt = ut = fit = 
a if t = k’, 
f, = 6, zzz & zzz 
ba if t = 1’, 
1 otherwise, 1 otherwise. 
Under the above evaluation for i # i’ equations from E - { e(i’, j’, k’, I’)} become trivial 
and for i = i’ they are of the form 
ababa (ab)k ak (ba)k = (ab)k ak (ba)k ababa, 
where k < 2, and they are satisfied while the equation e(i’,j’, k’, I’) is in the form 
ababa (ab)3 a3 (ba)3 = (ab)3 a3 (ba)3 ababa 
and it is not satisfied. 
Observe that the above uses heavily the fact that the monoid contains the unit ele- 
ment. Hence it cannot be generalized to free semigroups Pt. However, as a modifica- 
tion of a construction in [l l] we obtain 
Theorem 16. F(n) = Q(n3) for free semigroups. 
Proof. Define X = {yi,Xi, pi, vi, Wi : i = 1, . . . , n} and consider the following equations: 
xiujwkvjyi ~2 yiujwkvjxi for i,j,k = l,..., iz. (10) 
Then I.!?[ = n3 and (X( = 5n, so that it remains to prove that E is independent in C’. 
Let e(i’, j’, k’) be a fixed equation of E. The evaluation of the unknowns which satisfies 
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all equations in E except e(i’, j’, k’) is obtained as follows: 
b if t = i’, b2ab if t = i’, 
a:t = 
i otherwise, 
Yt = 
a i a otherwise, 
ba if t = j’, ba if t = j’, 
24t = 
I bab otherwise, 
vt = 
a otherwise. 
bab2 if t = k’, 
w* = 
b otherwise, 
Indeed under this evaluation the equations in E - {e(i’,j’, k’)} for i # i’ are trivial and 
for i == i’ they are in one of the following forms: 
b ba b ba b2ab=b2ab ba b ba b if j=j’,k#k’, 
hbabbab2ab=b2abbabbab ifj#j’,k#k’, 
b bab bab2 a b2ab = b2ab bab bab2 a b if j # j', k = k’, 
and they are satisfied while the equation e(i’, j’, k’) is in the form 
b ba bab2 ba b’ab = b2ab ba bab2 ba b 
and it is not satisfied. 
6. Concluding remarks 
We have studied the maximal size of independent systems of equations with n 
variables in various types of semigroups. We summarize our major observations in 
Table 1 which is divided into cases by conditionsfinite(infinitel free or generallabelian. 
In each entry a lower and upper estimate for F(n) are given in this order. 
A few explanatory comments on Table 1 are in order. First, ‘7”’ in some entries 
means that this bound is trivially the same as the corresponding other bound. Second, 
the meaning of contents of different columns is not the same. In the case of free 
structures the upper and lower bounds hold for all free structures. This is because our 
Table 1 
Boundaries for the function F in monoids and groups 
abelian groups 
abelian monoids 
groups 
monoids 
finite 
c(G) * n 
exp 
exp 
exp 
c(G)*n 
exp 
exp 
exp 
infinite free 
T UB T n 
T UB T n 
cc T L/B UB 
cc T iI4 UB 
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constructions do not depend on the number of generators (if it is at least two). The 
two other columns have to be understood in the way: the upper bound “for all” and 
the lower bound “for some”. 
Our results for finite monoids are sharper than indicated in Table 1. We proved that 
for finite monoids which are not groups the lower bound is exponential. Further, for 
finite groups it is always polynomially bounded or exponential, and we provided a full 
characterization when it is exponential. Moreover, in all these cases the lower bound 
matches with the upper one even in such a way that degrees of polynomials are the 
same. 
We have not presented any table for the case of semigroups (not containing the 
unit element). In this case it is much more difficult to find independent systems of 
equations, that is the lower bound. Our results are that a lower bound in the free case 
is Q(n3) and that the tight bounds for finite semigroups with only one generator are 
polynomial. 
We conclude this paper with two remarks. First, although the compactness property 
we have been considering is shared by both free monoids and free groups, the lower 
bounds we know for the maximal size of independent systems of equations are much 
larger for groups. The difference between free semigroups and free monoids is much 
smaller. 
Second, our compactness properties hold true also in the other extreme, namely in 
the case of commutative structures. Moreover, here there is no lower bound for the size 
of a maximal independent set of equations in general. In between these two extreme 
cases the property need not hold true. For monoids and semigroups this is illustrated 
in Example 1. For groups it was noted in [6] where it is also shown that the property 
fails even in two generator structures in all three cases. 
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