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Introduction
Contour tracking is challenged by cluttered environments and occlusions. The difficulty lies in the fact that the image measurements, which are used to infer the target, are not produced by the target alone, but jointly by the target and the clutter interference generated by the environment, while there are in general no easy ways to differentiate these two sources. This situation is more apparent and difficult when the contour is partially or completely occluded. Thus it is important to accommodate the interference models (e.g., background models and occlusion models) in tracking. In addition, since the image observations are the sources for both target and interference, naturally, it should be feasible to estimate the clutter interference as well as the interaction between the target and the environment, if modelled appropriately.
Learned background and clutter models [5, 15] can greatly alleviate the interference induced by stationary clutter. However, in many applications, the clutter presents nonstationary spatial characteristics, e.g., the degrees of clutter interference may vary in different image regions. Thus using different clutter and occlusion models according to different situations is more appropriate than using a fixed model. The question is how to automatically determine a suitable model to use. In addition, it is important for the tracker to have a mechanism of self-evaluation, e.g., evaluating the environment clutter interference, and knowing if the target is tracked, occluded or lost.
To approach to these questions, this paper presents a generative model approach that enables automatic switching among different image observation models for different clutter characteristics (and degrees of occlusion). Target tracking and tracker self-evaluation can be done simultaneously by inferring the hidden states of these generative models.
Specifically, a class of dynamic Bayesian networks are presented in the paper. In addition to the target dynamics, the models incorporate an hidden process that models the clutter and selects image observation models. In our formulation of contour tracking, the image observations are generated from a product of a Gaussian process and a nonstationary Poisson process. The Gaussian process represents the uncertainty of the model for the target contour, while the non-stationary Poisson process models the clutter from the environment.
Within the same framework, an additional hidden process for occlusions can also be incorporated in the generative models. Different degrees of occlusion are formulated as different weights in the linear mixture of the clutter observation and the joint target-clutter observation. By estimating the weighting process, we can easily infer the degrees of occlusion for evaluating the tracker.
Since the above dynamic Bayesian networks are densely connect graphical models, it is difficult to obtain analytical results for the probabilistic inference. Thus, we approximate the inference by sequential Monte Carol strategies.
The proposed generative model approach naturally combines different hidden factors, i.e., the target, the clutter and the occlusion. Thus, the tracking algorithms based on these models are robust with respect to non-stationary environments and occlusions. In addition, the inference of the hidden states of the clutter and occlusion provides more comprehensive information for online tracking evaluation.
The paper is organized as follows. Details of the image observation models for contours are presented in Section 3. Section 4 describes the dynamic Bayesian network for switching different clutter models. The occlusion model and the inferencing of occlusions can be found in Section 5. Section 6 reports a set of experiments for theses generative models, and a brief discussion is given in Section 7.
Previous Work
We denote the target state at time t by X t . The task of visual tracking is to infer X t based on all the observed image evidence Z t = {Z 1 , · · · , Z t }, where Z t is the image measurement (or observation) at time t, i.e., to estimate p(X t |Z t ). The tracking process can be viewed as the density propagation [2, 5] 
and it is governed by the dynamic model p(X t+1 |X t ) and the observation model p(Z t |X t ), since we have
Such a probabilistic dynamic system can be depicted graphically by a dynamic Bayesian network in Figure 1 . The tracking and identification problems have been well studied for the linear dynamic systems, and the Kalman filtering (KF) technique provides a closed form solution under the assumptions of linear dynamics, linear observations and Gaussian noise. Extended Kalman filters (EFK) can be derived by linearizing the nonlinear dynamics and observations if possible. To approach to the problem of random interference (clutter), the data association approaches have been investigated, e.g., the probabilistic data association filter (PDAF) [1] for tracking a single target in clutter and the joint probabilistic data association filter (JPDAF) [1] for tracking multiple targets. All of these methods imply that the detection (or search) of the target can be easily done, and the the positions of the detected targets are treated as the observations directly. Then, the Kalman innovation, the difference between the predicted observation and the true observation, can be obtained to calculate the Kalman gain to correct the state predictions.
Unfortunately, for contour tracking and many other visual tracking scenarios where the target is more complex and higher level than a point or a line segment, target detection in images is much more difficult than we can assume, since what we can detect directly from images are low-level image features rather than a target candidate itself.
Thus, a special difficulty for visual tracking roots in the matching between the target model (e.g., a parametric shape model) and the noisy image features (e.g., a set of edge points). The search for the target contour from noisy image features is generally quite difficult [3, 8] , especially when we need to maintain multiple hypotheses of the target for robust tracking. To alleviate this difficulty, we can embed the search for target candidates into a top-down process consisting of the motion prior prediction step and the observation likelihood correction step as in CONDENSATION [2, 5] , where the observation model p(Z t |X t ), which measures the likelihood of the image features, plays a critical role.
It is clear that the image observations are jointly produced by the target and the clutter from the environments. We can assume the presence of the clutter bear a Poisson process with parameter λ encoding the clutter density [1] . It is plausible to use a learned clutter model in calculating the image observation likelihood [12] . Having a clutter model would also allow the discrimination of the sources [11] , i.e., to tell if the image observation is generated by the target or the clutter a posteriori. Thus the knowledge of the background [14] and the foreground [16] would greatly enhance the robustness for tracking in clutter. To cope with occlusions explicitly, an exclusive principle for modelling the occlusion of multiple known contours has been proposed [12] .
However, the clutter interference may present nonstationary characteristics in different image regions, which prevents the tracker from using a single observation model with a preset clutter model. The following sections present a solution of switching multiple observation models for nonstationary clutter and occlusions based on a class of generative models.
The Observation Models
The calculation of the observation likelihood p(Z|X) is critical for contour tracking. Now, the first question we should answer is: what are the measurements Z for contours? or how to model p(Z|X) analytically?
We follow the idea of using a set of measurement lines to collect image features [2] , but end up with a slightly different answer. The length of the measurement line is L. For the i-th measurement line, where i = 1, · · · , n, we denote the predicted contour point position by x i , so that the contour is discretized by the set of {x i }. After applying 1-D edge detection along the measurement line, all the locations of the edge points {z However, different from [2] , the observation likelihood is not the joint probability of the positions of 
i }, since different measurement lines would have different numbers of such feature points and then the likelihoods for different contour hypotheses would not be comparable. On the other hand, since at most one of the {z k i } is produced by the target point x i , we should be concerned about its position. And the other feature points are associated with the clutter which are modelled by a Poisson process, thus we should be only concerned about their numbers instead of their actual positions. In this sense, the likelihoods calculated for different contour hypotheses can be compared. Therefore, the observations for calculating the likelihood consist of (a) the position of one edge point (which is not known yet), and (b) the number of detected feature points.
We assume that the detected feature points associated with the clutter distribute along the measurement line and bear a Poisson process N (m : λ), where m is the number of features. If m features are associated with clutter, then
where m(L) is the number of features along the measurement line, and C denotes the clutter.
We also assume the feature points associated with the target contour point x i is produced by a Gaussian distribution
where z is a feature point located inside W . We denote the features inside the window W by z i (W ) = {z
}. But at most one of these features should be associated with the target. We denote it by z * i (W ). Therefore, different from [2] , for the i-th measurement line, the observations Z i consist of the number of detected features m(L), and the location of the feature z * i in the window W , i.e.,
Since we can not determine which feature inside W should be associated with the target, we integrate all the possibilities. In addition, since accommodating the missing detection of the feature associated with the target can make the tracker more robust, we denote events:
is miss detected}, and ψ 1 = {z * i (W ) is detected}. Conditioned on ψ 0 , the likelihood is set as:
Similarly, the likelihood p(
where m(W ) and m(L) denote the number of detected features inside the window W and the measurement line L, respectively. Therefore,
Since we assume that the measurement lines are independent, the target observation models are:
Switching Observation Models
Since the feature detectors are unable to differentiate the associations of the detected image features, i.e., which features should be associated with the target and which should not, we face a situation where the observation likelihood models have to take both into account jointly, and the likelihood probability has to be conditioned on both target X and the clutter C. In our contour observation models, the clutter C is characterized by λ, the parameter of the Poisson process. Different λs reflect different clutter.
If the clutter C is spatially stationary, i.e., λ does not change too much, we can obviously treat λ as a fixed parameter and the observation model p(Z|X, C) reduces to p(Z|X : λ). The value of λ affects the likelihood and thus affects the posterior density p(X t |Z t ). Once a λ is preset by learning from training sequences [2] , the observation model reflects a class of backgrounds whose clutter can be characterized by the λ. However, we always encounter the situation where different regions of the environments generate different clutter, e.g., some part of the background is quite clean while other areas are rich in terms of image edges (See Figure 3) . It means that the clutter C is not spatially stationary. Presetting a single λ for the observation model would make the tracker sensitive to different backgrounds. We often observe that a discrete set of clutter models are good enough to capture complex environments. Thus, we need to have a mechanism to switch among different observation models for different clutter. For example, in our experiments, we train three clutter models (N β = 3): light (β = 1), medium (β = 2) and heavy (β = 3). Different values of λs are trained for different βs. Our scheme is shown in Figure 4 . Comparing with Figure 1 , the dynamic Bayesian network in Figure 4 introduces one more hidden Markov process {β t }, which switches different observation models according to different classes of clutter. In this approach, β t ∈ {1, · · · , N β } is a discrete variable to indicate which clutter model is selected. The different clutter models are learned from training sequences. (See Section 6.)
Based on the graphical model in Figure 4 , tracking becomes the propagation of p(X t , β t |Z t ), and we have
where
where p(X t+1 |X t ) describes the dynamic model of the target and p(β t+1 |β t ) stipulates the transition which is specified by a finite state machine T β , i.e.,
The structure of this densely connected graphical model in Figure 4 is complex for straightforward analytical inference. Thus, we approximate the probabilistic inference based on sequential Monte Carlo techniques [4, 9, 10] . The posterior density p(X t , β t |Z t ) is represented by a set of weighted particles {x
Then the estimateŝ X t andβ t are given by: Figure 4 is related to the coinference model [18] , since in both cases the observations are jointly determined by a set of factors. But our case does not involve as high dimensionality as the case in [18] . Certainly, the co-inference algorithm can apply here.
In our experiments, we found that each type of clutter is generally associated with a range of λ values instead of a fixed value. To make the switching more flexible, we should allow the uncertainties in λ t associated with β t , instead of keeping a set of fixed values. Since the change of the clutter could be dramatic, e.g., the target moves from a light clutter to a heavily cluttered region, we modelled it by a hidden Markov model {β t , λ t }, where β t is the discrete variable as before, but λ t is continuous and it is the output of β t . The graphical model for this HMM-driven observation model switch is illustrated in Figure 5 . The transition of β t trigs the switch of the observation models. The output of the HMM {β t , λ t } is the λ t , the parameter controlling the clutter observations. We model the output probability p(λ t |β t ) of the HMM as a Gaussian model.
Since the exact inference of such a Bayesian network in Figure 5 is difficult, we still approximate the inference by the sampling-based sequential Monte Carlo techniques. The algorithm of the HMM-driven observation model switching is elaborated in Figure 6 .
Our approach is also different from the idea of the mixed-state tracker [6, 13] , which switches among different motion models. To see the difference, a graphical representation of the mixed-state tracker can be illustrated in Figure 7 . Our approach is symmetric to the mixed-state approach by switching the observation models.
Inferring Occlusion
Is the observation likelihood uniquely determined once conditioned on the target state X t and the clutter model?
It is true if there is no occlusion. However, when the target is partially or fully occluded in the environment, the image observation likelihood has a different story, since the occluded part of the target becomes invisible and should not produce image features anymore. Thus, the occlusion introduces more hidden factors into the generative model for Generate {x
(a) sample the density of the target dynamics p(x t+1 |x t ) to produce x (n) t+1 ; (b) sample the transition density p(β t+1 |β t ) to produce β
3. Correction. Re-weight each particle by calculating the likelihood π
). Then normalize all the new weights so that To take the occlusion into account, we introduce an event decomposition: φ 0 = {z * i (W ) is invisible}, and
is the features associated with the target on the i-th measurement line. Thus, we can write the likelihood conditioned on occlusion:
Thus, the likelihood p(Z|X, C, O) conditioned on the occlusion O can be modelled as:
and 0 ≤ γ ≤ 1 models the degree of occlusion, e.g., γ = 0 means no occlusion, while γ = 1 means complete occlusion. The denominator W in Equation 12 is induced be- As a hidden factor, occlusion introduces another continuous Markov process {γ t } in the generative model as illustrated in Figure 8 , compared with the model in Figure 4 . Then, the observation should be conditioned on the occlusion γ t additionally, i.e., p (Z|X, β, γ) . A different γ switches to a different observation model according to a different degrees of occlusion. The dynamics for the process {γ t } is modelled by a Gaussian random walk, i.e.,
γ t > 1 (13) Given the complexity of the graphical model, the inference of occlusion is also approximated by sequential Monte Carlo. The algorithm is straightforward to augment the particle by one more variable γ t . The transition of γ t is sampled from p(γ t+1 |γ t ), and the estimate of γ t is approximated by:γ
The estimates of γ t would roughly reveal if the occlusion occurs (ends) and the degrees of occlusion. When the target is occluded, the tracker would be following the occluding environments, although some hypotheses for the occluded target can be kept based on its motion trajectories. During the occlusion, these hypotheses will become weaker and weaker, since no image evidence can be used to support the existence of the target, and the uncertainty of the occluded target increases and thus enlarges the search area for the target candidates. It eventually becomes a detection (or re-initialization) problem if the duration of occlusion is long. Therefore, occlusion can be viewed as a temporary loss track.
Inferencing Clutter
Contour tracking and clutter inferencing were handled by the method shown in Figure 5 and 6, i.e., the HMMdriven model switching. In our experiment, the scene consisted of three distinguishable types of clutter, each of which was parameterized by an individual Poisson distribution, then β t = k, k ∈ {1, 2, 3} indicated the switch of the kth clutter model with parameter λ k .
The parameters λ of these Poisson processes were learnt from a set of training images. A measurement line with length L was thrown to the images 20, 000 times, and the number of detected edge points on the line was collected each time. Then the k-means clustering was performed to learn the values of λ for three dominate clusters. The output density p(λ|β = k) was modelled by a Gaussian density G(λ :λ k , σ λk ) . These parameters were learnt from the clustering. Specifically,λ 1 = 0.01, σ λ1 = 0.002,λ 2 = 0.0824, σ λ2 = 0.01,λ 3 = 0.2144, σ λ3 = 0.05.
We used a finite state machine (FSM) to model the state transition p(β t+1 |β t ) of the switching process {β t }. The FSM parameters were manually set:
We tried different parameters for T β and found it was not sensitive and could tolerant large inaccuracy. That was the reason that we used manually set parameters. The results of using the HMM can be seen in the sequence named as "mclutter.mpg" 2 . Different βs are shown in different colors (G/B/R is for 1/2/3 respectively). Some sample frames are shown in Figure 10 . In this result, when the target was in a relatively clean background, the tracker gave an estimate ofβ t = 1 as expected. When the target moved to a region with medium clutter, the tracker automatically switched to an appropriate clutter model and showβ t = 2. Although the target visited the heavily cluttered regions less frequently than the other two, the switch to the model β t = 3 was still observed in our experiments. In addition, the recovered switch processes {β t } and {λ t } are shown in Figure 11 . We can see that the curves do reflect the clutter model transitions for different cluttered regions. We also compared this algorithm with the one without using the HMM. The transition of β t was modelled the same as Equation 15 . By allowing continuous λ t s, the method using HMM provided better tracking results than the one without, since the scene contained many small regions that can not be well represented by a fixed set of λs as in the method without the HMM.
This HMM-driven switching was also applied to another sequence "girl.mpg", which clearly showed that the switching of clutter models in different backgrounds, e.g., the door area and the blind window area. Sample images are shown in Figure 12. 
Inferencing Occlusion
The algorithm in Figure 8 was applied to infer the degrees of occlusion. Since the occlusion process {γ t } is a continuous process, the dynamics p(γ t+1 |γ t ) is modelled as in Equation 13 , and σ γ = 0.1.
The results can be seen in the two sequences named as "occlusion 1.mpg" and "occlusion 2.mpg". Some sample frames are shown in Figure 13 . Different colors show the starting and ending of occlusion (B/G/R shows γ from low to high). In addition, the recovered occlusion process {γ t } is shown in Figure 14 . We can see from Figure 14 the curve of γ t does reflect the evolution of the degrees of occlusion in the sequence where the target moves into, underneath and out from an occluding object, as expected in our theory.
On-line Tracking Evaluation
The algorithm in Figure 9 was applied to provide a rough on-line tracking evaluation, i.e., to tell whether or not the target is locked, partially occluded or lost. The parameters of the transition of {α t } were manually set: The result is in "eval.mpg". Some sample frames are shown in Figure 15 . Different colors show the status of a tracker. B/G/R represents α = 1/2/3. In addition, the recovered processes {α t } and {γ t } are shown in Figure 16 . 
Discussion and Conclusions
Since the detected image features are jointly produced by both the target and the environment, the observation likelihood model plays a key role in tracking. When the environment clutter presents different characteristics in different regions, using a single observation model is not appropriate. Taking into account of different clutter models and degrees of occlusion in the proposed models, more accurate tracking results have been achieved. Additionally, with the proposed dynamic Bayesian network models, the tracker begins to have a capacity of self-evaluation by estimating clutter interference and occlusions.
The generative model approaches have demonstrated their effectiveness in many applications such as video modelling [7] , examplar-based tracking [17] , etc. The learning tasks, i.e., identifying the model parameters, are challenging and computationally expensive. Our future work include the development of efficient learning algorithms for the generative models described in this paper.
