We introduce and study a matrix decomposition that is a common generalization of the singular value decomposition (SVD), cut decomposition, CUR decomposition, and others. For any given set of pairs P ⊆ R m ×R n and matrix A ∈ R m×n , we write A as a weighted sum of rank one matrices formed by some pairs in P . The resulting projection value decomposition (PVD) inherits several useful properties of the SVD; for example, the decomposition can be obtained by greedily peeling off rank one matrices, and the norm of the coefficients of the decomposition is the Frobenius norm of the matrix. Perhaps most interesting is that, in analogy with low-rank approximation from SVD, truncating the decomposition gives matrix approximations of small error.
Introduction
Matrix decompositions are, broadly, methods to write a matrix as a linear combination of rank one matrices in ways that reveals something about its structure. The most famous example is the singular value decomposition (SVD), where for a rank r matrix A ∈ R m×n we write
greedily choosing singular values {σ i } and singular vector pairs {(v i , w i )} to capture the most possible remaining mass of A. These choices then carry lots of well-known structural information about the matrix. One useful fact is that the first t terms in the sum give the best possible rank-t approximation to A in both the Frobenius norm and the spectral norm. This is fundamental in the area of lowrank approximation and has applications to principal component analysis (PCA), image processing, clustering, machine learning, etc. (see e.g., [6, 24] ). In some of these applications, what one really wants is an equation like (1) with restrictions on the values {v i }, {w i } can take. This arises commonly in PCA, for example, where the matrix A holds data that might come in a restricted form (the age field must be a nonnegative integer, etc). It is often desirable to have the {v i }, {w i } fit this form in order to be directly interpretable as data [30, 15] . The CUR decomposition [14, 25] addresses this in a specific way, essentially by requiring the {v i }s to be columns of A and the {w i }s to be rows, but it is also natural to consider a decomposition where {v i }, {w i } can be any plausible columns, rows of data. Another place that restricted {v i }, {w i } arise is in graph regularity and graph limits [28] , where the {v i }, {w i } must be binary to correspond to indicator vectors of cuts of a graph. A seminal work of Frieze and Kannan [18] introduced the corresponding cut decomposition. There are several other examples where particular {v i }, {w i } restrictions are useful (we will mention some later).
This paper abstracts the problem of decomposing matrices into a linear combination of rank one matrices drawn from an arbitrarily restricted domain. Our main result is that a natural analog of low-rank approximation holds in general in any restricted domain, even if that domain is nonlinear or discrete. With appropriate choices of domain, this fact simultaneously generalizes low-rank approximation, cut approximation, and others, and it gives a new version of the CUR approximation (with a different type of error guarantee than usual). Much like the SVD is behind low-rank approximation, and cut decomposition is behind cut approximation, our generalized low-rank approximation is proved via a new projection value decomposition (PVD) which simultaneously generalizes these and seems of independent interest. The PVD has many properties analogous to the SVD, including a notion of projection values that inherit some important properties of singular values.
Our main application comes by applying the PVD to the adjacency matrices of graphs, which yields new sparse versions of the weak [18] and Szemerédi [34] regularity lemmas for a new class of input graphs that we call "cut pseudorandom." Roughly, a graph is cut pseudorandom if the leading coefficients of the appropriate PVD are sufficiently small. Cut pseudorandomness helps unify and explain several important pseudorandomness concepts in prior work; in particular, we prove that L p upper regularity [7, 8] which is fundamental in the theory of graph limits, and an unnormalized version of low threshold rank [5, 21, 22, 23, 20] , a basic parameter in optimization, are both special cases. Thus we derive weak and strong (Szemerédi) regularity lemmas for these graph classes as corollaries; the weak ones were already known [7, 20] , but the strong ones are new.
The Projection Value Decomposition
The projection value decomposition (PVD) of a matrix A ∈ R m×n , with respect to a "pair set" P ⊆ R m × R n , is obtained by the following greedy process (see Section 1.1 for more formality): in each step we choose the pair (v, w) ∈ P maximizing the quantity v T Aw v 2 w 2 and then we remove the component of A with maximum Frobenius norm that can be expressed as a linear combination of the matrices {vw T }, for all pairs (v, w) chosen so far. The projection values {σ i } are the Frobenius norms of the removed components. The name comes from the fact that we can equivalently write the PVD by the equation
where Π P (A) is the projection of A onto the span of the rank 1 matrices made from pairs in P , and P (i) is the length i prefix of P with respect to the "greedy" ordering sketched above. The inner matrices in this sum all have rank 1, and the projection values are their Frobenius norms. We also note that it is natural to have Π P (A) on the left; P should be interpreted as a restriction of the domain, so matrices are only really defined up to their behavior on P .
In the special case P = R m × R n the PVD is exactly the SVD, and the projection values are the singular values, but in general it can be quite different when other pair sets are considered. Despite this, we show that several important properties of the SVD generalize to the PVD anyways: for example, the projection values are decreasing, and their L 2 norm is still exactly the Frobenius norm of the input matrix. In fact, it turns out that all the machinery used to get low-rank approximation via SVD generalizes to the PVD, allowing us to prove the following extension:
Then for any matrix A ∈ R m×n , nonnegative integer r, and k ≥ 2, letting ς r be the first r projection values and A ∈ R m×n the sum of the first r terms in the PVD, we have
is the so-called Schatten k-norm of A, which is the L k norm of its singular values. (In particular, this means A is a linear combination of ≤ r rank 1 matrices of the form vw T , (v, w) ∈ P .)
The main conceptual contribution of Theorem 1 is the use of restricted pair set P , which can be nonlinear or discrete (we emphasize that we are not assuming that it is a subspace of R m × R n ). Lowrank approximation by SVD corresponds exactly to the case P = R m × R n . Low-rank approximation has the guarantee that A has rank r; Theorem 1 uses the nonlinear generalization that A can be written as the sum of r outer products from the domain. Low-rank approximation also has the guarantee that A− A 2 is small; Theorem 1 uses the nonlinear generalization that A− A essentially has small operator norm over the given domain. Thus, relative to low-rank approximation, Theorem 1 can be viewed as a tradeoff of stronger constraints on A for a weaker approximation guarantee. Various choices of P (plus some light algebra) give the following approximation theorems as special cases: Corollary 2 (SVD). For any A ∈ R m×n , nonnegative integer r, and k ≥ 2, there is a rank r matrix A ∈ R m×n satisfying
Corollary 3 (CUR Decomposition).
For any A ∈ R m×n , nonnegative integer r, and k ≥ 2, there is A ∈ R m×n that is a linear combination of r outer products of a column of A and a row of A, such that
where c * , r * are the maximum lengths (L 2 norm) of a column, row in A and · ∞ denotes the maximum entry magnitude.
Corollary 4 (Cut Decomposition [18] ). For any A ∈ R m×n , nonnegative integer r, and positive odd integer k, there is A ∈ R m×n , formed as a linear combination of r cut matrices (which are constant on an S × T block and zero elsewhere), such that
where · is the cut norm, i.e.
In Section 3.2 we further observe that the PVD, and in particular an analog of Theorem 1, extends to tensors. This recovers an additional tensor decomposition theorem in [13] , which gives a polynomial time approximation scheme (PTAS) for certain maximum constraint satisfaction problems [13] .
Applications to Graph Regularity
A major application of the cut decomposition is to graph regularity, where the high-level goal is to approximate an arbitrary graph by the union of a few (bipartite) random graphs. The area was pioneered by a classic lemma of Szemerédi [34] , which guarantees the existence of a good approximation for any sufficiently dense input graph. This Szemerédi regularity lemma plays a fundamental role in modern combinatorics with many critical applications. It has also spawned a line of work on regularity lemmas themselves; notable examples include the weak regularity lemma of Frieze and Kannan [18] and the strong regularity lemma of Alon, Fischer, Krivelevich and Szegedy [2] , among others. These lie at the center of a deep mathematical theory of graph limits [3, 28] .
In their original forms these regularity lemmas are nontrivial only for dense graphs, meaning n-node graphs on Ω(n 2 ) edges. The subarea of sparse regularity tries to prove nontrivial extensions of these lemmas to sparse graphs on o(n 2 ) edges. There are usually lower bounds stating that no extension is possible that holds for every sparse graph, so instead the goal is to define broad classes of sparse graphs and prove regularity lemmas for these classes specifically. Most often these classes are defined by a statistic of the graph required to be "close" to its expectation in a random graph, and so sometimes these graph classes are considered pseudorandomness concepts.
Let us next describe these ideas in more formality. Let G = (V, E) be a graph and let Π = {V 1 , . . . , V q } be a partition of its vertices into q parts. We define two measures of "irregularity," which are essentially two different ways to quantify the amount the induced subgraphs between parts in Π look like random graphs. For vertex subsets S, T ⊆ V let e(S, T ) count the number of edges with one endpoint in S and the other in T , and let their density be d(S, T ) := e(S, T ) |S||T | .
We then define:
For now it is not too important exactly how to interpret these definitions, just that they are both the natural irregularity measure for various applications. Corresponding to these are two (known) regularity lemmas:
Theorem 5 (Weak Regularity Lemma [18] ). For any ε > 0 and n-node graph G = (V, E), there is a vertex partition Π into |Π| = 2 O(ε −2 ) parts satisfying weakirr(Π) ≤ εn 2 .
Theorem 6 (Szemerédi Regularity Lemma [34, 29] ). For any ε > 0 and n-node graph G = (V, E), there is a vertex partition Π into |Π| = tower(O(ε −2 )) parts 1 satisfying szémirr(Π) ≤ εn 2 .
For either type of irregularity, an easy counting argument shows that it is always ≤ |E| (for any vertex partition Π). Thus, the irregularity bounds of ≤ εn 2 promised by Theorems 5 and 6 are nontrivial only when |E| is basically quadratic in n to begin with. A version that is nontrivial for sparser graphs would need an improved irregularity control of ≤ ε|E|. To obtain this improvement, we propose the following pseudorandomness concept: Definition 1 (Cut Pseudorandomness). For an n-node graph G = (V, E) with adjacency matrix A, we say that G is (k, r, C) cut pseudorandom if, relative to P as all pairs of cut vectors in R n , the leading r projection values ς r := (σ 1 , . . . , σ r ) of A satisfy ς r k ≤ C |E| n .
We will usually omit the parameter C to mean that G is cut pseudorandom for some absolute constant C > 0 (not depending on k, r, n, or |E|).
With this, we prove two new results, which constitute our main applications of Theorem 1. As we will see presently, the first theorem recovers weak regularity lemmas in the literature for important special cases, while the second provides strong (Szemerédi) regularity which is novel and of interest even in the special cases.
Note the technical difference that weak regularity holds for (k, r) cut pseudorandom graphs, while strong regularity requires k = 2. Some basic examples of cut pseudorandom graphs include:
• An Erdös-Rényi random graph on Ω(n 1+1/k ) edges, for a positive integer k, is (k, r) cut pseudorandom (for any r, with very high probability).
• All graphs on Ω(n 2 ) edges are (2, r) cut pseudorandom.
• More generally, for any integer k, any graph on Ω(n 1+1/k ) edges with girth (shortest cycle length) > 2k is (k, r) cut pseudorandom. Such graphs are only known to exist for k ∈ {1, 2, 3, 5} [37, 36] ; it is a popular but unresolved Erdös conjecture that they exist for other k [16] . We note that any graph with girth > 2k can have only O(n 1+1/k ) edges (folklore), so these graphs would exist only in a narrow density range.
In all the above examples, the cut pseudorandomness condition is satisfied even for the full vector of projection values; in fact, more strongly, the Schatten k-norm of A is bounded by O(|E|/n). One way to see this is to observe that the sum of the 2k th powers of all singular values of the adjacency matrix of a graph is equal to the number of closed 2k-walks in the graph, and the latter can be bounded for random graphs as O(nd k + d 2k ) where d is the average degree. In what follows we will see sparse regularity theorems for more general graph classes where we will need to use the fact that it suffices to bound the norm of the first r projection values only (rather than the full vector of projection values). Let us give some more context on the intuitive meaning of cut pseudorandomness. For analogy, in low-rank approximation by the SVD, the quality of a rank-r approximation is controlled by the top singular value of A − A, which is exactly the (r + 1) th singular value σ r+1 of A. Instead of using σ r+1 directly, though, it is common (as in Corollary 2) to in turn control σ r+1 by observing that the singular values are decreasing, and therefore
Similarly, for cut approximation by the PVD, the quality of a length r approximation is controlled by the (r + 1) th projection value σ r+1 . These values are also decreasing, so again we can use
A (k, r) cut pseudorandom graphs is exactly one that admits this kind of L k -certificate on the r th projection value (to a certain quality). This obviously loses some generality, as there exist graphs where σ r+1 is suitably bounded but ς r+1 k is not. But in a way, that's our point: we go on to show that many important pseudorandomness concepts in prior work are special cases of cut pseudorandomness, even with this loss of generality. Thus we are able to unify this prior work with a single pseudorandomness concept while simultaneously clarifying its limitations. We also push it a bit further: for the two pseudorandomness concepts we will discuss, sparse weak regularity lemmas were known, but Theorem 8 gives sparse Szemerédi regularity lemmas, which are new and of interest.
One important pseudorandomness concept we will cover is L k upper regularity, developed in a pair of twin papers [7, 8] by Borgs, Chayes, Cohn, and Zhao:
is the overall fraction of possible edges that are present in G. As before, we will omit the parameter C to mean that C > 0 is an absolute constant.
The case k = ∞ (which amends the above "L k norm" of densities to a max in the usual way) was studied first by Kohayakawa [26] and Rödl (unpublished), who obtained a sparse Szemerédi regularity lemma for these graphs:
Many applications of the dense Szemerédi regularity lemma extend nicely to L ∞ upper regular graphs via this theorem (see surveys [19, 12] ). In particular, the application of graph limits inspired the generalized definition of L k upper regularity; Borgs et. al. [7, 8] layed out a comprehensive case that L k upper regular graphs are perhaps the natural class in which to conduct limit theories. This included a weak regularity lemma for these graphs:
Theorem 10 (Rephrased from [7, 8] ). For all ε > 0, k > 1, C > 0, there is η > 0 such that any (η, C) upper L k regular graph G has a vertex partition Π into |Π| = 2 ε −2 parts satisfying weakirr(Π) ≤ ε|E|.
We show:
Lemma 11. For every positive integer r and k > 1
This Theorems 7 and 8 both apply to this graph class; the former was known in [7] , while the latter was only known for k = ∞. A similar story holds for graphs of low threshold rank [5, 21, 22, 23, 20] , which are roughly those whose "normalized" adjacency matrix only has a few large eigenvalues. We will work with the following closely related definition:
This definition coincides with (normalized) threshold rank for degree-regular graphs, but differs a little for others (the name "threshold rank" makes much more sense in this normalized context, but we keep it for consistency). In [20] , Oveis Gharan and Trevisan prove a weak regularity lemma for graphs of low (normalized) threshold rank, which can be easily adapted to the unnormalized setting:
We show:
This recovers the above unnormalized weak regularity lemma of [20] , and implies a new Szemerédi regularity lemma for these graphs as well. An application of the weak regularity lemma in [20] is a PTAS for MAX-CUT in input graphs of low threshold rank. For this reason (and intrinsic reasons), it is useful to have algorithmic versions of these regularity lemmas, and accordingly, algorithmic versions of the PVD. This is nontrivial: in fact, as described above, the greedy ordering of the set of cut vectors would require one to solve (normalized) max cut on arbitrary matrices, which is NP-hard. However, we show that it can be done by setting up an appropriate relaxation of the PVD, and then using the fact that one can approximate MAX-CUT on matrices to a constant factor in polynomial time [4] .
Theorem 14. The graph partitions in the above regularity lemmas (Theorems 7 and 8), as well as matrix decompositions satisfying Corollaries 2, 3, and 4 can all be computed in polynomial time.
Other Related Work
Another important pseudorandomness concept is quasirandom graphs [11, 27] , which are defined by any one of a large class of equivalent graph properties, all shared by Erdös-Rényi random graphs. In their original form these properties require the graph in question to be dense, but there is an interesting line of ongoing work developing extensions to the sparse setting (e.g. [9, 10] ). In particular, in [1] the authors propose an extension of two properties to sparse graphs, show equivalence, and show that these properties imply a certain sparse regularity lemma. This regularity lemma uses a "normalized" measure of cut values, and thus it is not directly comparable to either of the weak or strong regularity lemmas mentioned earlier, but it is closer in spirit to the weak one. For more detail on the deep theory of quasirandom graphs and some other related pseudorandomness concepts, we refer to the survey [27] .
Another sparse Szemerédi-type regularity lemma was proved by Scott [32] , which remarkably holds for all sparse input graphs. To explain its relationship to our work and to the other lemmas mentioned here, we will need to back up a step in the exposition. The phrasing of the Szemerédi regularity lemma given in Theorem 6 is not the original one; rather, it is a recently-popular rephrasing due to [29] (see also [17] ) that is essentially equivalent to the original for dense graphs. Szemerédi's original phrasing is as follows. Let us say that a bipartite graph
between these parts is ε-regular. We then have:
Theorem 15 (Szemerédi Regularity Lemma, Original Phrasing [34] ). For any ε > 0 and any G = (V, E), there is an ε-regular partition Π of V into |Π| = O ε (1) parts such that the sizes of any two parts in Π differ by at most 1.
The parameter ε plays three roles in this theorem: it controls the sizes of the subsets |S|, |T | that are measured in a regular part, it controls the amount d(S, T ) can fluctuate from the average in a regular part, and it controls the number of parts allowed to be irregular. One could just as easily define (ε 1 , ε 2 , ε 3 )-regularity to disentangle these uses. This is in contrast to the phrasing in Theorem 6, in which ε only plays one role. Since the goal in sparse regularity is essentially to replace ε by εd(G), the sparse extension of the phrasing in Theorem 6 is unambiguous, but there are a few reasonable sparse extensions of the phrasing in Theorem 15 depending on which of these uses of ε are or aren't changed (this difference in ambiguity is perhaps a conceptual advantage of the phrasing in Theorem 6). Scott proved, quite surprisingly, that the second use (only) can be replaced for free: 32] ). The Szemerédi regularity lemma, as phrased in Theorem 15, continues to hold when (2) is replaced by
This gives a certain sparse regularity lemma, but the guarantee is weaker than the sparse version of Theorem 6. This is because one still allows εp 2 exceptional parts, and in principle one could hide most or all of the mass of the graph in these parts (unlike the dense setting, where the total hidden mass is easily controlled by a union bound). By contrast, Theorem 6 does not have exceptional parts in which to hide mass. Put another way, Theorem 16 cannot be naturally phrased using the irregularity measure szémirr; rather, it would use a different, more complex irregularity measure that involves selectively editing the graph first. In this way it may be more in line with the recent "approximate" regularity lemma of Moshkovitz and Shapira [31] .
Background
We start with some background terminology. For a matrix A ∈ R m×n , the Frobenius norm is
where again v is the singular values of A (so A F (2) = A F ). The cut norm of A is
as shorthand we will write this inner sum as
A cut vector is a nonzero vector with 0/1 entries, and a cut matrix is a matrix that is constant on an S × T block and zero elsewhere, i.e. it is the outer product of two cut vectors times a scalar. The spectral norm of A is
or equivalently it is the largest singular value of A.
The Projection Value Decomposition

The Basic PVD
Relative to a pair set P ⊆ R m × R n , we define the P -norm over matrices A ∈ R m×n as
For some choices of P this is technically only a seminorm since we can possibly have A P = 0, A = 0, but this is not really important. Homogeneity and the triangle inequality for this norm are easily verified (omitted). The projection of A ∈ R m×n onto P ⊆ R m × R n , written Π P (A), is the projection of A (as a vector in R m×n ) into the subspace
For an ordered pair set P ⊆ R m × R n , let P (j) denote the first j elements in the ordering. We define the greedy ordering of a pair set P ⊆ R m × R n inductively as follows: having determined P (j) , the next element is
To make this ordering uniquely defined, we should break ties in some canonical way, but for this paper it is not important how. In the following, unless explicitly stated otherwise we will assume that all pair sets are greedily ordered, and thus we reference subsets like P (j) directly. For A ∈ R m×n , P ⊆ R m ×R n , the projection values of A with respect to P are
for positive integers j. To phrase this as a matrix decomposition, we write
noting that the matrices in this sum are 1-dimensional, pairwise orthogonal, and the i th one can be phrased as a linear combination of outer products from the first i pairs in P . We now prove some useful properties of the PVD.
Lemma 17. For any A ∈ R m×n , P ⊆ R m × R n , the projection values of A are weakly decreasing.
Proof. We compute:
where the last inequality follows since p j was chosen over p j+1 in the previous round.
With this, since R m×n is an mn-dimensional space, it follows that only the first mn projection values can be nonzero (and indeed, there are examples where all of the first mn projection values are nonzero, e.g. when A has all nonzero entries and P holds pairs of standard basis vectors in R m , R n ). Thus in the sequel we consider the projection values to be only {σ 1 , . . . , σ mn } and not the following zeroes. This also means that only the first mn pairs in the greedy ordering of P are relevant; the ordering does not actually need to be computed beyond this. One way we will use projection values is to control the corresponding P -norm: Lemma 18. For any A ∈ R m×n , P ⊆ R m × R n , and positive integer j, we have
with equality when k = 2.
Proof. Let us start with the case k = 2. We have:
The inner matrices in this summation are pairwise orthogonal (in Frobenius inner product). Thus we continue
Now we turn to general k ≥ 2. Let v = (v 1 , . . . , v n ) be the singular values of A (we assume w.l.o.g. that n ≤ m), so the goal is to prove v k ≥ ς k . Since v 2 = ς 2 from the above argument, the vector v (padded with zeroes) is a rotation of ς in R mn . Moreover, a standard fact is that (for any t) the leading t terms of the SVD give the best rank t approximation of A, which means v t 2 ≥ ς t 2 for any index t, where v t , ς t denote the leading t singular, projection values. Since v, ς are sorted descendingly, it follows that there is an index t ≥ 1 such that v t > ς t and v t ′ = ς t ′ for all t ′ < t. We argue that this property (together with the fact that v is a rotation of ς) implies that v k ≥ ς k as desired. To see this, repeat the following process until ς = v: choose the last index z on which ς is nonzero, let t be the index as above, and rotate ς in the 2-dimensional subspace corresponding to indices t, z (thus preserving ς 2 ) until either ς t = v t or ς z = 0. Then increment t or decrement z accordingly, and repeat. Each step shrinks ς z while increasing ς t , and it preserves ς 2 , which thus weakly increases ς k (since ς z ≤ ς t ). Thus we transform ς into v while monotonically increasing ς k , and the lemma follows.
Let us generally write ς r = σ 1 , . . . , σ r for the vector of the leading r projection values. We then have the following truncation estimate for the projection value decomposition: Theorem 20. Let A ∈ R m×n , P ⊆ R m × R n , r a nonnegative integer, k ≥ 2, and let A = Π P (r) (A) ∈ R m×n (i.e. A is the sum of the leading r terms in the PVD). Then we have
Proof. The latter inequality is immediate from Lemma 19, so let us prove the former. We compute:
and the inequality now follows by taking the k th root of both sides.
In the next section, we will discuss some other interesting ways to control ς r+1 k besides by A F (k) as in Lemma 19 . For now, we mention that one recovers the usual low rank approximation theorem via SVD by plugging in k = 2 and P = R m × R n . One similarly recovers a version of CUR decomposition by plugging in P = C × R where C, R are the columns, rows of A respectively, or a version of cut decomposition by plugging in P as all pairs of cut vectors (this cut decomposition appears implicitly in the next section, but we will use Theorem 20 directly rather than writing down a corollary to make clear the role of the lemmas proved in this section).
Extension to Tensors
A tensor T ∈ R n1×n2×...ns is an s-dimensional array. It is often of interest to decompose a tensor into a small number of rank 1 tensors, i.e., outer products of vectors of the corresponding dimensionalities
While there is no direct analog of SVD for tensors (e.g., one cannot generally have orthogonality of the vectors u ′j i ), we observe that the PVD itself extends naturally. For a tensor T as above, define its Frobenius norm as 
Then for a set of s-tuples of vectors P ⊆ R n1 × . . . × R ns , we can define the P -norm of T as
The span of a set of tuples P is the span of the vector space of the rank 1 tensors formed by outer products of each tuple in P , and the projection of T to P is the projection to its span, denoted as Π P (T ). Then, analogous to matrices, for a given tensor T , we can define an ordering on the elements of P by greedily extracting rank 1 tensors with the highest P norm. Let the tuples in this ordering by p j , the span of the first j be P (j) so that
Then Lemmas 17 and 18 hold for tensors with no change in their proofs, and Lemma 19 holds in the case k = 2 as well (the trouble with k > 2 is just that we are not aware of a clear definition of · F (k) for tensors, since the SVD is not clearly defined). We thus get the following partial extension of Theorem 20:
Theorem 21. Let T ∈ R n1×...×ns , P ⊆ R n1 × . . . × R ns , r a nonnegative integer, k ≥ 2, and let T ∈ R n1×...ns = Π T P (r) (i.e. T is the sum of the leading r terms in the tensor PVD). Then we have
This extends only one of the two inequalities stated in Theorem 20; for k = 2 we can further write
This recovers the decomposition result of [13] for the case when P = R n1 × . . . × R ns , and (since the PVD is efficiently computable in this case) it thus recovers the application to getting a PTAS for MAX-k-CSP for core-dense matrices and tensors (we refer to [13] for details). One can also get analogs of cut decomposition and CUR decompositions for tensors by plugging in appropriate choices of P .
Applications to Graph Regularity
We will now show how to recover and extend graph regularity lemmas using the PVD. Recall the following definition from the intro:
Definition 4 (Cut Pseudorandomness). For an n-node graph G = (V, E) with adjacency matrix A, we say that G is (k, r, C) cut pseudorandom if, relative to P as all pairs of cut vectors in R n , the leading r projection values ς r := (σ 1 , . . . , σ r ) of A satisfy ς r k ≤ C |E| n .
Regularity Lemmas
We first give a weak regularity lemma, based on the following definition:
Definition 5 (Weak Irregularity [18] ). For G = (V, E) and a partition Π = {V i } of V , we define
(informally, this is the maximum amount a cut value changes in expectation if each bipartite subgraph G[V i , V j ] is replaced by a random bipartite graph of the same density).
We then prove:
Theorem 22 (Extended Weak Regularity Lemma [18] ). For any ε > 0, k ≥ 2, there is r = O ε −k such that for every (k, r) cut pseudorandom graph G = (V, E), there is a partition
Proof. Applying Theorem 20 to the adjacency matrix A with P as all pairs of cut vectors and r = ε −k , we have
where each C i is a cut matrix, so that
where the last equality follows by assumption that G is (k, r) cut pseudorandom. Note that
so combined with the above, we can write
Each C i is the outer product of two cut vectors, each giving a bipartition of the dimensions [n]. Take Π to be the common refinement of all bipartitions used in any C i , which thus has size
Now let S, T ⊆ V , and let I S , I T ∈ R n be their respective binary indicator vectors. We compute:
The theorem now follows by a constant-factor reparametrization of ε to remove the constant factor hidden in the O.
We now give a new Szemerédi-type regularity lemma, which is more technically involved. Recall:
Definition 6 (Szemerédi Irregularity (implicit in [34] , explicit in [29, 17] )). For G = (V, E) and a partition Π = {V i } of V , we define
Theorem 23. For any ε > 0, there is r = tower(O(ε −2 )) such that for every (2, r) cut pseudo-
Proof. This builds on a generally analytic approach to the Szemerédi regularity lemma; see e.g. [33, 29] . Apply Theorem 20 to A with P as all pairs of cut vectors in R m , R n , giving projection values {σ i }. Let Π be a vertex partition into p parts, let q be an integer, and let f an increasing function, all of which we will choose later in the proof (we will also choose r later). We then let A := Π P (q) (A) and A ′ := Π P (f (q)) (A) , so we can write
Our goal will be to control each of the three terms in this sum individually.
The First Term. To control the first term, we leverage our freedom to choose Π. Let Π be the common refinement of the bipartitions used in the pairs in P (q) , which thus has p ≤ 4 q parts. Note that A is then constant on the block corresponding to any pair of parts V i , V j ∈ Π. We thus have
is always zero, and so the first term in the sum is zero.
The Second Term. To control the second term A − A ′ (S, T ) in the sum, we will leverage our freedom to choose q and r. Let f (i) denote the function f iterated i times, and suppose we choose
Then by the pigeonhole principle there is 0
where this second expression comes from the assumption that G is (k, r) cut pseudorandom. We set q := f (i) (0) accordingly, and observe
. Then we compute:
Cauchy-Schwarz Inequality Thus, up to constant-factor reparametrizations of ε, the second term only contributes a fraction of the allowed irregularity.
The Third Term. Finally, to control the third term A − A ′ (S, T ) in the sum, we leverage our freedom to choose f . We compute:
This is a negligible fraction of the allowed irregularity, so long as we choose (say) f (q) ≥ 32 q . Note that this requires us to choose f to be exponential, and the second part sets q by O(ε −2 ) iterations of f , leading to the claimed tower-type size in |Π| and r.
Relationship to Previous Pseudorandomness Concepts
We now show a relationship between cut pseudorandomness and other previous pseudorandomness concepts. We start with upper regularity.
Lemma 24. For every positive integer r and k > 1, there is η = 2 O k (−r) such that any n-node graph
Proof. Let us start with the case k = 2. Let A be the adjacency matrix of G, and let
be the PVD of A with respect to P as all pairs of cut vectors in R n . We then have
F . Now, consider the vertex partition Π = {V i } that is the common refinement of all cut vectors used in P (r) (so |Π| = 2 O(r) ), and let Q be the set of pairs of cut vectors corresponding to parts in this partition. Choose η such that |Q| ≤ η −1 . We clearly have
and thus we continue
= O |E| 2 /n 2 and the lemma now follows by taking the square root of both sides. It is observed in [7] that L k ′ >k upper regularity is a strictly stronger condition than L k upper regularity, so this proof implicitly covers all k > 2. For 1 < k < 2, by Hölder's inequality a graph that is L k upper η-regular is L 2 upper poly k (η)-regular, and the lemma follows. Now we turn to graphs of low threshold rank.
Lemma 25. For any positive integer r, there is ε = O(r −1/2 ) such that any n-node graph G = (V, E) with unnormalized threshold rank t ε (G) = O(1) is (2, r) cut pseudorandom.
Proof. Let v r = (σ 1 , . . . , σ r ) be the leading r singular values. We have ς r 2 ≤ v r 2 , so it suffices to bound v r 2 . By definition we have
and so
By a union bound, we have
Thus, as long as we choose ε ≤ r −1/2 , we have
Combined with Theorems 22 and 23, these implies weak and strong regularity lemmas for these graph classes, recovering and extending the weak regularity lemmas of [7] , [20] and the strong regularity lemma of [26] .
A Functional PVD
Whether or not one can compute the PVD in polynomial time depends on the complexity of finding
for an input matrix A, which must be repeated up to mn times (with respect to changing A) to compute the relevant prefix of the greedy ordering of P . The complexity of this problem depends on the structure of P , of course, but let us discuss the runtime for the three decompositions mentioned in this paper. When P = R m × R n , corresponding to the SVD, this is easily computed as the top singular vector pair which can be found in matrix multiplication time. For the CUR decomposition, P has size |P | = O(mn), so there is a clear polynomial time maximization algorithm that brute forces over P . The most interesting case is the cut decomposition, where this maximization problem is generally NP-hard. Since one cannot compute an exact PVD here, we will develop an approximate PVD that is more amenable to approximating the maximizing pair. Let f : R m → [0, 1], g : R n → [0, 1], and for P ⊆ R m × R n let A P,f,g := max
The (f, g)-PVD of A ∈ R m×n with respect to P is then defined exactly as before, but with respect to the ordering of P where the (j + 1) th element is
With this, we have the following generalizations of the lemmas in Section 1.1. Let {σ i } be the projection values, and let (v i , w i ) be the i th projection pair in the above ordering of P .
Lemma 26. The quantity σ j f (v j )g(w j ) is non-increasing in j.
Lemma 27. For any positive integer j, we have σ j f (v j )g(w j ) ≥ A − Π P (j−1) (A) P,f,g .
Proof. We compute: = (f (v j )g(w j )) −1 A − Π P (j−1) (A) P,f,g and the lemma follows by rearranging.
Lemma 19 still holds without change, since its proof does not use anything about the ordering of P . Putting these together, we prove: Theorem 28. Let r be a nonnegative integer, k ≥ 2, and A = Π P (r) (A). Then we have
Proof. Again the latter inequality is immediate from Lemma 19, so we focus on the former one. We have:
A − A and now the theorem follows by taking the k th root of both sides.
Finally, let us say why this PVD formulation with f, g gives algorithmic versions of the results in this paper. Imagine for a second that we could compute efficiently the max cut of a matrix exactly (we can't, of course, it's NP-hard) -that is, given A ∈ R m×n , we can find arg max
S⊆[m],T ⊆[n]
|A(s, t)| .
Letting f (v) := v 2 √ m , g(w) := w 2 √ n , and taking P to be all pairs of cut vectors in R m , R n , we have A = A P,f,g √ mn and the corresponding PVD would then be efficiently computable. In particular, this gives
which is more in line with the phrasing used previously in this paper. But that said, since we can't compute max cuts exactly, we instead use the following result of Alon and Naor: There are now two valid ways to proceed. One reasonable approach is to define f, g as before, and then observe that Theorem 28 holds up to constant factors when the PVD ordering only chooses p j+1 =: (v, w) maximizing f (v)g(w) Π P (j) ∪{(v,w)} (A) − Π P (j) (A) F up to constant factors, as in Theorem 29. This does not require any major modifications to the above proofs. An alternate, more direct approach is to define the PVD ordering by repeatedly using Theorem 29 to find the next pair in P , and then define f, g as above, post-hoc, rescaled by a suitable constant on each chosen pair (and leaving the f, g values on all other pairs unchanged) to make the (j + 1) st chosen pair the true maximizer of the quantity f (v)g(w) Π P (j) ∪{(v,w)} (A) − Π P (j) (A) F .
Then one can apply the "exact" results of this section as stated above. More generally, this approach works whenever one has an approximation algorithm for finding a norm-maximizing pair.
