In a content-based image retrieval (CBIR) computer-aided detection and diagnosis (CADx) system which uses various characteristics to represent image content, low-level features has to be searched and extracted as many as possible from the mammography images, however, redundant features may be simultaneously extracted with discriminating features, furthermore, the performance and efficiency of the CAD scheme may be diminished significantly according to the too many input features. Therefore, in almost all of the feature-based mammography CAD systems, feature selection is an important step. The problems of the tradition genetic algorithm (GA) were examined. It always achieved different feature subsets by using GA for feature selection in different times. The reason of this phenomenon is analyzed as that the initial values for genes in GA are always generated randomly. The problem is that which one we could select? Motivated by it has mentioned above, a feature selection method which called Frequency-GA (F-GA) has been proposed. In this proposed method, GA was run n times, the terminate condition of each run is time deadline or number of iterations, and then n different feature sub-sets were achieved. Subsequently, the emergence frequencies of all features in feature set were counted. Ultimately, those features which have highest frequency were selected to form the ultimate feature sub-set. Experiments on Digital Database for Screening Mammography (DDSM) were carried out. The experimental results shows that compared with the traditional GA, by using the proposed F-GA, the same CAD system can achieve the better performance (i.e., ROC curve (Az value) from 0.8256±0.012 to 0.8556±0.011).
INTRODUCTION
Breast cancer is one of the leading and most common malignant tumors among women all over the world (Siegel, DeSantis and Jemal, 2014; Yi et al., 2014; Iskandarsyah et al., 2014; Cabuk et al., 2013; Chen et al., 2014) . From the table 1 in cancer statistics, 2014, it is found that About 62,570 cases of breast carcinoma in situ are expected to be newly diagnosed in 2014 in the United States. Breast, lung and bronchus, and colorectum are the 3 most commonly diagnosed types of cancer among women, almost accounting for one-half of all cases (Siegel, DeSantis and Jemal, 2014) . From annual report on status of cancer in China, 2010, we can find that breast cancer was the most common cancer in all areas with estimated new cases of 208,192 in females (Chen et al., 2014) . Early detention can reduce the stage at diagnosis, improving the odds of survival and cure, and enabling simpler but more cost-effective treatment potentially. Therefore, early detection of breast cancer is a key factor in prognosis and consequently plays a major role in reducing mortality (Schneble et al., 2014; Fallenberg et al., 2014) . Currently, a lot of imaging devices have been investigated and developed for early detection of breast cancer, such as ultrasound, magnetic resonance imaging (MRI) (Chandwani et al., 2014) , Xray mammography (Wang et al., 2014) and so on. Among of them, the X-ray mammography is generally acknowledged as one of the most effective and accurate method for early detection of breast cancer (Islam and Aziz, 2012) . However, because of the prevalence of the breast cancer in the target population, the subtle mammographic signs or dense breast tissue and others, mammography images is usually very complex, reading mammography images is a time-consume, difficult and error-prone task which always need to be interpreted by highly specialized radiologists. As lack of an adequate number of trained breast radiologists, computer-aided detection (CAD) based on computerized method is growing interested in computerized analysis of mammography images. Using CAD system can not only improve the efficiency but also improve performance of radiologists. A lot of studies have demonstrated mammogram CAD has a positive impact on early detection of breast cancer (Birdwell et al.,2001; Warren et al.,2000) .
In the last twenty years, many mammogram CAD systems have been investigated and developed for analyzing images in mammography screening. Those systems can be mainly categorized into two types: conventional CAD and CAD using content-based image retrieval (CBIR) approach. There are still a lot of unresolved issues which are needed to research. For example, the conventional CAD detection accuracy of masses is reported lower for calcifications. The majority of CAD-cued false-negative cancers associated with malignant (that are overlooked by radiologists in their originally image interpretation) are discarded by the radiologists as false-positive in the clinical environment (Petrick et al., 2002) . The reasons of those errors above are analyzed as that the traditional CAD usually operate as black boxes that provide diagnostic cues but not comprehensible decision and the relatively low performance of traditional CAD scheme in mass detection (Zheng, 2009 ). On the contrary, the new type of CAD system-CBIR CAD is easily explainable the reason behind the decision which is achieved from the system by using "visual aid", it can illustrate which images from a reference database were searched similar to the queried image, it can also show what extent similar between those reference images and the queried image and their biopsy verified outcomes. Therefore, CBIR CAD has been attracted more and more researchers (Zheng et al., 2007) .
The rest of this paper is organized as follows. Section 2 describes related work in feature selection method in CBIR mammographic CAD. The materials and methods proposed by this study are introduced in Section 3. Section 4 is the experimental result and evaluation. Section 5 is the conclusions.
RELATED WORKS
In a CBIR CAD scheme, a queried image (e.g., suspicious breast region or region of interest, ROI) is always identified and marked visually by radiologists or automatically detected by the conventional CAD. Once a suspicious image is needed to query, CBIR CAD searches a number of (i.e., n) the most similar reference ROIs and computes detection index (i.e., likelihood of being a true-positive mass or classification score) for the queried ROI in the prepared reference image database. Observer performance study demonstrated preliminary that using this "visual aid" tool could improve radiologist's performance as well as increase radiologist's confidence to accept CAD-cued results in their decision making (Zheng et al., 2007) .
For the moment, feature-based K-nearest neighbor (KNN) algorithms (Tao et al., 2007) and template matching based methods [18] are the two typical types of CBIR CAD for mammography images. In a study which reported by Xiao-Hui Wang et al., they carried out a set of experiment and evaluated, compared three CBIR methods (i.e., mutual information, Pearson's correlation and multi-feature KNN algorithm) on a publicly available image database (DDSM, Digital Database for Screening Mammography, University of South Florida). Their experimental results showed that CBIR CAD scheme using multi-feature KNN algorithm achieves significantly higher performance than those other two schemes based on template matching. Therefore, we will focus on the feature based CBIR scheme in this study. In a feature based CBIR mammography CAD, the content of a ROI is represented by various characteristics. In order to search and compare ROIs with various characteristics, the CAD system has to extract low-level features such as shape, texture features and so on, as many as possible from those mammography images. However, in this progress, redundant features may be extracted simultaneously with those discriminating features. Furthermore, too many input features may reduce the efficiency and performance of a scheme significantly (Bilska and Floyd, 2002) . It is a necessary to reduce the number of features for CAD schemes. For the time being, there are a lot of feature selection methods have been employed to achieve a satisfactory subset instead of the optimal subset in practical approaches for mammography CAD, such as genetic algorithms (GA), sequential forward selection and the related sequential feature selection approaches, stepwise linear discriminant analysis (SLDA) and principal component analysis (PAC) (Elter and Horsch, 2009 ) and so on. Among of them, GA is a very popular one in feature selection. Because of the initial values for genes in GA are always generated randomly, we usually achieve different feature subsets when running genetic algorithm (GA) for feature selection in different time. Which one of those feature subsets could be selected as the sub-optimal solution? Motivated by this, we proposed a method for feature selection which called F-GA (Frequency-GA). By using this method, we can achieve a more discriminating feature subset by conventional GA.
MATERIALS AND METHODS

The framework of the CBIR CAD scheme
In this study, a new features selection method which called F-GA has been proposed. To evaluate and test the proposed method, a CBIR CAD scheme based on multi-dimensional feature KNN algorithm was employed in experiments. The Figure 1 shows the CBIR CAD scheme based on multi-dimensional feature KNN algorithm. Figure 1 we can find that there are five steps in the CBIR CAD scheme: ROI segmentation, feature extraction and selection, query ROI based on CBIR approach and components such as reference database with feature description (each one of those images in reference database contains mammographic ROIs that depict masses of know truth or normal tissue and serves as a reference image). The process of using this scheme to query a ROI can be described as follows: once a ROI (i.e., suspicious mammographic region) is queried, the scheme shall compare it with all ROIs in the reference database based on their image content (i.e., image features) and search the n (i.e., n is a threshold value) most similar ROIs using CBIR approach. And then, the scheme uses a decision algorithm to combines effectively the similarity indices and known truth of the retrieved images. At last, a decision index (i.e., the likelihood score of the suspicious queried image being a positive region) with the set of n most similar reference image are display to users.
computing methods for similarity and decision index
We use Euclidean distance method to measure the similarity between a queried ROI (Xi) and each of reference ROI (Yj) in this study. The distance between the queried ROI (Xi) and one of the reference ROIs (Yj, j from 1 to m, m is the number of the ROIs in reference images database) can be computed as following equation 1: 
From the equation 2 we can find that if the distance ( , ) d X Y ij between two ROIs (i.e., ROI (Xi) and ROI (Yj)) is smaller, it means that they are more similar.
We employed leave-one-out sampling method on all of the experiments. Decision index (DI) which means the likelihood of the testing ROI been a truth positive region by using decision algorithm. In this study, DI was computed by using the equation 3.
Data set
For the time being, there are three commonly used publicly available databases: MIAS (Mammographic Image Analysis Society, MIAS) database (Ibrahim et al., 1997) , UCSF/LLNL(University of California, San Francisco and Lawrence Livermore National Laboratory, UCSF/LLNF) database (Matheus and Schiabel, 2011) and DDSM(Digital Database for Screening Mammography, DDSM) (Heath et al., 1998) . In this study, all of the mammograms were selected from DDSM. In this study, all of the mammograms used in this study were collected from (DDSM) which is widely used in a lot of CAD systems. There were altogether 2114 ROIs, which include 804 ROIs depict malignant mass regions and 1310 ROIs which are normal breast issue, were extracted from DDSM. To reduce computational complexity, mammograms were scaled down by a factor of eight (i.e., increasing each pixel size from 50  50 to 400  400 m  ). From statistics from these ROIs, there are several types of boundaries such as circumscribed, microlobulated, irregular to name a few. The destruction of the sizes of the selected mass regions is shown in Figure 2 . 
ROI segmentation
The segmentation of suspicious regions which contains potential masses is a crucial step in the multi-image feature-based K-nearest neighbor CBIR CAD scheme. The target of this step is to extract the mass contour from the lesion surrounding tissues and its results substantially affect the accuracy of subsequent computed image features (i.e., mass region size, the effective radius of the mass).
Over the past two decades, a lot of researchers have been attracted in automated segmentation of breast masses. Many segmentation methods have been investigated and developed (Timp and Karssemeijer, 2004; Yuan et al., 2007; Park, Pu and Zheng 2009 ). However, since the breast masses are always embedded and hidden in varied densities of parenchyma structures, accurately segmenting the suspicious region remains a difficult and challenge task. At the present, those segmentation methods can be divided into two main categories: region based and edge based. Multilayer topographic region-growing algorithm which proposed by Park et al is a typical approach of the first kind (Park, Pu and Zheng 2009 ). In the edge-based methods, activecontour models (Yuan et al., 2007) and dynamic programming techniques (Timp and Karssemeijer, 2004) are also very popular in mass segmentation. In this study, we implemented a vision of literature (Timp and Karssemeijer, 2004) and apply it on the CBIR scheme.
Feature extraction and computing method
To extract ROI features values more accurately, a ROI is divided into four regions based on the segmentation results: invalid region, target region, background region and other region. The illustration is detailed in figure 3 . From figure 3, we can find that: invalid region is the white region shown in Figure 3(b) . Target region is the gray-white region shown in Figure 3(c) . Background region is defined as the band region around the mass region (i.e., black-gray region, shown in Figure 3(d) ). Other region is the black region of Figure  3 The background region is a band region which is obtained by extending the suspicious masses contours from the center of ROI to all directions respectively with some distance.
A number of researchers have been proposed many techniques for the extraction of features, such as gray features, shape features, texture features and so on. Features based on frequency domain, for example, wavelet features, are also have investigated by other researcher. In this study, we totally extracted a set of 63 features was extracted for each ROI which include 26 gray features, 17 edge features and 20 texture features. . Flow-chart of the binary GA using in this study
The proposed feature selection method
Genetic algorithm is a type of evolutionary learning algorithm based on the principles of genetics and natural selection. It is always used as an optimization and search technique. A population which composed of many individuals is allowed to evolve under specified selection rules to achieve a state that maximizes the "fitness".
Flow-chart of a binary GA used in this study is described in Figure 4 . From the Figure 4 , we can find that GA uses the following steps:
In the Initialization of GA, the algorithm defines the optimization variables, the fitness function and selects the GA parameters. Then it generates initial population and decodes chromosomes in the step 2. Soon afterwards, it enters a loop. The loop will be ended until some criterion is met, such as the calculation time or the number of evolution times. There are three processes in modification step to create the next generation population by using 3 GA operators:
Crossover: in this process, by randomly selection a position in each parent and swapping them mutual, we will achieve two new individuals.
Mutation: in mutation step, a chromosome is randomly selected to change its value into the opposite. In this way, we also can achieve a new individual.
Replication: if there is no change, an individual is simply copied as one of the new generation individuals. In this study, F is denoted to represent the features space. In our proposed method, we run the traditional GA t times. As a consequence, we will obtain m feature sub-sets which named as F1, F2,…Ft. After then, emergence frequency of each feature which has been selected in F1, F2…Ft would be account. At last, those features which have highest frequency (i.e., p %, p is a threshold) were selected to form the ultimate feature subset, by doing so, we obtained a feature sub-set and applied it on the CBIR scheme which it has mentioned above.
EXPERIMENTAL RESULTS
By applying conventional GA and the proposed method, we performed a number of experiments to compare the performance of those methods. We run the conventional GA 30 times, and set a threshold as 50% and 60%. A part of experimental results are shown in Table 1 and Figure 5 .
According to the Table 1 and Figure 5 , we can found the proposed method achieve the better accuracy by compare with the results by using conventional GA method. Figure 5 . ROC curves of conventional GA and F-GA methods
DISCUSSIONS AND CONCLUSIONS
In a multi feature based KNN CBIR mammography CAD, all of the reference images (i.e., ROIs) in reference database are processed as points which located in a multi-dimensional feature space. To represent the content of ROIs more effectively and accurately, we have to extract a number of low-level features as many as possible. Therefore, when we obtain some highly significant features for the discrimination of mammographic lesions, but also obtain some features maybe lead to main difficulties that the number of features extracted is sometimes too large to support efficient images analysis, or those features are redundant or even irrelevant, which may diminish the performance of the CAD system. Exhausting all the available feature combinations in the search for the best feature subset is time-, cost-and computation-consuming, it is not practical in most situations because the number of possible subsets given N features is 2N-1(the empty set is excluded). Hence, automatic selection of a subset of features from a higher-dimensional feature vector is very critical for CAD schemes.
In this study, a method was proposed to improve the conventional GA method in feature selection. From those experimental results, we can find some poor values of Az which were achieved from convention GA. The reasons maybe analyzed as that the 63 dimensions of features are relative higher. Therefore, more binary bits are needed to represent a chromosome. However, when the dimensions of the chromosome are larger, the distribution of relative small dataset becomes increasingly sparse and it is more difficult to search for the ideal feature subset. In our proposed method, we select those features have higher frequency emergence in convention GA. This method can reduce the dimensions of feature set and eliminate those redundant or irreverent features as well as. Then we applied GA on those selected features, we will achieve a better performance by compared with conventional GA. The experimental results showed the effect of it, and it is also found easy to follow and implement.
