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Abs t rac t  
The Ames-Dryden F l i g h t  Research F a c i l i t y  
(DFRF) serves as t h e  s i t e  f o r  t h e  conduct o f  h igh-  
r i s k  f l i g h t  research on many one-of-a-kind t e s t  
veh ic les  l i k e  t h e  X-29A advanced technology demon- 
s t r a t o r ,  F-16 advanced f i g h t e r  technology i n teg ra -  
t i o n  (AFTI), AFTI F-111 miss ion  adapt ive  wing, 
and F-18 h i  gh-a1 pha research v e h i c l e  (HAKV) . 
Ames-Dryden i s  on a sec t i on  o f  t h e  h i s t o r i c  Muroc 
Range. The f a c i l i t y  i s  o r i en ted  toward t h e  t e s t -  
i n g  o f  high-performance a i r c r a f t ,  as shown by i t s  
p a r t  i n  the  development o f  t h e  X-series a i r c r a f t  .1 
Given t h e  cos t  o f  research f l i g h t  t e s t  and t h e  
complex i ty  o f  today 's  systems-driven a i r c r a f t ,  
an i n t e g r a t e d  se t  o f  ground support  exper imental  
f a c i l i t i e s  i s  a necess i ty ,  
search f l i g h t  t e s t  o f  h i y h l y  advanced t e s t  beds, 
t h e  DFKF i s  developing a network o f  f a c i l i t i e s  
t o  exped i te  the  a c q u i s i t i o n  and d i s t r i b u t i o n  o f  
f l i g h t  research da ta  t o  the  researcher. This ne t -  
work cons is t s  o f  an a r r a y  o f  exper imental  ground- 
based f a c i l i t i e s  and systems as nodes and t h e  nec- 
essary teleconununications paths t o  pass research 
da ta  and in fo rma t ion  between these f a c i l i t i e s .  
Th i s  paper presents a s ta tus  o f  t h e  c u r r e n t  ne t -  
work, an overview o f  c u r r e n t  developments, and a 
prospectus on f u t u r e  major enhancements. 
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I n t r o d u c t i o n  
With the advent o f  t e s t i n g  complex systems- 
d r i v e n  a i r c r a f t  l i k e  t h e  X-29A, the  need has 
become apparent f o r  a cost  e f f e c t i v e ,  s t a f f  e f f i -  
c i e n t ,  t e c h n o l o g i c a l l y  super io r  s e t  of i n t e g r a t e d  
ground-based exper imental  f a c i l i t i e s  t o  support  
t h e  r e a l  t ime and postmiss ion aspects o f  research 
f l i g h t  t e s t .  This support  i s  not  l i m i t e d  t o  t h e  
t e s t  s i t e  a t  which research f l i g h t  t e s t  i s  be ing 
conducted. The F l i g h t  Operations and Research 
D i r e c t o r a t e  (Code 0) o f  t h e  NASA Ames Research 
Center (ARC), headquartered a t  Edwards, C a l i -  
f o r n i a ,  has developed and i s  con t inu ing  t o  evolve 
a data network t o  meet t h e  f u l l  spectrum o f  re -  
quirements t o  support  research f l i g h t  t e s t .  The 
Code 0 data network (CODN) (Fig.  1) i s  a complex 
s e t  o f  ground-based exper imental  f a c i l i t i e s ,  serv- 
i n g  as nodes, and the  telecomnunicat ions paths 
i n te rconnec t ing  these nodes. 
t i e s  i nc luded  w i t h i n  the  network are (1) t h e  NASA 
Western Aeronaut ica l  Test Range (WATR), i n c l u d i n g  
s i t e s  a t  t h e  Ames Research Center, Dryden F l i g h t  
Research Faci  1 i t y  (DFRF) , Naval Auxi 1 i a r y  Landing 
F i e l d  (NALF) a t  Crows Landing, and t h e  c a p a b i l i t y  
o f  var ious mobi le s i tes;2 (2)  t he  Dryden Data 
Analys is  F a c i l i t y  ( c e n t r a l  computer complex); (3 )  
t h e  NASA In teg ra ted  Test F a c i l i t y ;  ( 4 )  t h e  NASA 
F l i g h t  Loads Research F a c i l i t y ;  and ( 5 )  t he  Dryden 
c a l i b r a t i o n  i n fo rma t ion  management system. These 
f a c i l i t i e s  are in terconnected by a se t  o f  data 
te lecomnunicat ions l i n k s  us ing  copper, f i b e r  op- 
t i c s ,  f r e e  a i r  and e x t r a t e r r e s t r i a l  l i n k s  us ing  
t h r e e  d i f f e r e n t  s a t e l  1 i t e  networks. 
Given the  eve r - i  ncreas i  ng cos t  o f  research 
f l i g h t  t e s t ,  t he  i nc reas ing  amount o f  f l i g h t  t e s t  
da ta  acqui red from complex systems-driven research 
a i r c r a f t ,  and t h e  need f o r  r a p i d  turnaround o f  
research data, t h e  design chal lenge f o r  a network 
t o  support  t h i s  environment i s  complex (Fig.  2). 
As the  amount o f  f l i g h t  research data acqui red 
onboard a research v e h i c l e  increases, t h e  need 
f o r  the researcher t o  look a t  more i n fo rma t ion  
and less  raw data a l s o  increases. To support  
programnat ic mi lestones and day-to-day research 
f l i g h t  operat ions,  t he  t ime requ i red  f o r  t h e  re -  
searcher t o  access t h e  research i n f o r m a t i o n  must 
decrease. 
evolved t o  s a t i s f y  these inve rse  r e l a t i o n s h i p s .  
Although not  covered d i r e c t l y ,  t h e  reader must 
be aware o f  t he  necessary c o n f i g u r a t i o n  c o n t r o l -  
management processes t h a t  accompany t h i s  approach 
t o  network development. Th is  paper presents the  
cu r ren t  s ta tus  o f  t he  CODN and a prospectus o f  
t h e  developments now underway o r  i n  t h e  plan- 
n i n g  stage. 
The major f a c i l i -  
The CODN has been, and i s  being, 
Real-Time Miss ion Support 
The phys ica l  f ront -end o f  t he  CODN i s  i n  the  
NASA WATR. Th is  f a c i l i t y  i s  responsib le  f o r  t h e  
rea l - t ime  a c q u i s i t i o n ,  processing, d i s p l a y  and 
d i s t r i b u t i o n . o f  f l i g h t  t e s t  data d u r i n g  a research 
mission.3 M u l t i p l e  te lemet ry  t r a c k i n g  systems, i n  
manual, autot rack o r  radar  s lave  mode, acqui re 
data i n  r e a l  t ime from research vehic les.  These 
systems and t h e i r  associated r a d i o  frequency (RF) 
subsystems d e l i v e r  t h e  f l i g h t  t e s t  data streams 
t o  the  rea l - t ime  processing systems i n  t h e  WATR 
miss ion c o n t r o l  centers (MCC). 
The cu r ren t  c o n f i g u r a t i o n  a l lows f o r  two 
simultaneous downlink streams from each research 
vehic le .  The downlink streams are l i m i t e d  t o  
1 megabit per  sec (Mbs)  per stream. The downl ink 
b i t  stream i s  t ime tagyed, compressed, converted 
t o  eny ineer ing u n i t s ,  l i m i t  checked, and p laced 
i n  a cu r ren t  values t a b l e  a t  a maximum r a t e  o f  
200,000 words per  sec per  stream. In fo rma t ion  i n  
t h e  cu r ren t  values t a b l e  i s  then a v a i l a b l e  t o  t h e  
rea l - t ime  processing system f o r  engineer ing com- 
pu ta t i ons  which are a l so  placed i n  t h e  c u r r e n t  
values tab le.  The c u r r e n t  values t a b l e  i s  cur-  
r e n t l y  conf igured f o r  4096 c a l i b r a t e d  parameters 
and 3200 parameters de r i ved  from t h e  c a l i b r a t e d  
parameters. 
data and computed data w i l l  be d e l i v e r e d  t o  t h e  
MCC v i a  a f i b e r  opt ic-based l o c a l  area network4 
(LAN) i n  the  Ethernet  Transmission Contro l  
P r o t o c o l / I n t e r n e t  Protocol  (TCP/IP). Unander 
and Sheldon4 p o i n t  ou t  many o f  t h e  des ign con- 
s i d e r a t i o n s  necessary f o r  a subsystem w i t h  the  
necessary performance requirements t o  meet r e a l  - 
t i m e  miss ion c o n t r o l  and moni tor ing.  Numerous 
d i s p l a y  devices i n  the  MCC ge t  requ i red  parameters 
f o r  d i s p l a y  i n  r e a l  t ime  from the  LAN. The cu r -  
r e n t  LAN operates a t  400 megahertz. A new LAN i s  
under development t h a t  w i l l  operate a t  1.7 g iga-  
her tz .  F igure 3 d e p i c t s  t h i s  process and some 
t y p i c a l  types o f  d i sp lays  a v a i l a b l e  i n  t h e  MCC. 
The computat ional  engine used f o r  r e a l - t i m e  
processing cons is t s  o f  a c l u s t e r  o f  t h r e e  Gould 
minicomputers (Gould E lec t ron i cs ,  Inc,, Cleveland, 
Ohio), t w o  32/6780s and a 32/9780, i n  a shared 
memory c o n f i g u r a t i o n  augmented by a macro ar i thme- 
t i c  processor (MAP) 300 a r ray  processor (CSP Inc., 
B i l l e r i c a ,  Massachusetts). Th is  c o n f i g u r a t i o n  i s  
c a l l e d  t h e  te lemetry- radar  a c q u i s i t i o n  and proc-  
ess ing system (TRAPS) and i s  designed f o r  f i x e d -  
base operat ions.  
TRAPS concept t h a t  i s  i n  t h e  evo lu t i ona ry  design 
and implementat ion process. F igu re  5 shows t h e  
TRAPS and i t s  i n t e r f a c e  t o  t h e  r e a l - t i m e  d i s p l a y  
subsystem i n  the  miss ion c o n t r o l  centers.  F ig -  
u re  6 shows a d e t a i l e d  view o f  t h e  TRAPS and 
i t s  assoc iated p e r i p h e r a l s  and i n t e r f a c e s .  
For  mobi le operat ions,  t h e  computat ional  en- 
gines are Motorola,  Inc.  (Phoenix, Ar izona) 68020 
based microprocessors, con f i gu red  i n  a board l e v e l  
d i s t r i b u t e d  process ing a r c h i t e c t u r e ,  c a l l e d  t h e  
p a r a l l e l  t e lemet ry  a c q u i s i t i o n  and process ing sys- 
tem (PTAPS). F igu re  7 d e p i c t s  a modular represen- 
t a t i o n  o f  t h e  PTAPS and i t s  corresponding i n t e r -  
faces and pe r iphe ra l s .  Mobi le  operat ions capab i l -  
i t y  p lays a v i t a l  p a r t  i n  research f l i g h t  t e s t  a t  
t h e  ARC. 
environments use t h i s  c a p a b i l i t y .  The WATR mobi le  
c o n f i g u r a t i o n  a l l ows  f o r  r a p i d  p r o t o t y p i n g  o f  new 
ground-based mon i to r i ng  and t e s t  eva lua t i on  tech-  
niques. Due t o  i t s  r e l a t i v e l y  smal l  s i z e  and ease 
o f  c o n f i y u r a t i o n  c o n t r o l ,  these new techniques can 
be r e a l i z e d  i n  a s h o r t  t ime and r e f i n e d  f o r  sub- 
sequent implementat ion i n  a more formal f ixed-base 
environment. 
hardware c o n f i g u r a t i o n  f o r  mobi le  operat ions.  The 
PTAPS i s  be ing i n s t a l l e d  i n  a new mobi le con f igu -  
r a t i o n 5  (Fig. 9). The c o n f i g u r a t i o n  and capab i l -  
i t y  o f  t h i s  implementat ion has been based on an 
assessment o f  NASA's requi  rementS f o r  aeronaut ics,  
sounding rockets,  bal loons, and low e a r t h  o r b i t e r s .  
Th is  composite o f  c a l i b r a t e d  down1 i n k  
F igu re  4 dep ic t s  the  c u r r e n t  
P r o j e c t s  r e q u i r i n g  spec ia l  operat ions 
F igure 8 shows t h e  c u r r e n t  PTAPS 
2 
F igu re  11 shows sample d i sp lays  f o r  space 
p o s i t i o n  data. The d i s p l a y s  are  generated on 
a S i l i c o n  Graphics, Inc. (Mountain View, C a l i -  
f o r n i a )  I R I S  system us ing  a so f tware  package 
known as rea l - t ime  i n t e r a c t i v e  map7 (RIM). Based 
on t h e  r e s u l t s  repo r ted  by Comperini and Hamnons, 
t h e  a d d i t i o n  o f  rea l - t ime  three-dimensional  d i s -  
p l a y s  i n  t h e  miss ion  c o n t r o l  cen te r  has increased 
da ta  u s a b i l i t y  and t h e  s a f e t y  f a c t o r s  necessary 
f o r  research f l i g h t  t es t .  
f rom t h e  TRAPS o r  PTAPS v i a  Ethernet and d i sp lays  
t h e  r e l a t i v e  p o s i t i o n  o f  t h e  t e s t  veh ic le  w i t h  
respec t  t o  t h e  ground. The user has t h e  capa- 
b i l i t y  t o  view t h e  t e s t  a r t i c l e  f rom t h e  ground, 
f rom an overhead view o r  f rom a chase plane. R I M  
con ta ins  many d i s p l a y  op t i ons  t h a t  t h e  user  may 
invoke w i t h  a mouse and keyboard i n  t h e  MCC. Op- 
t i o n s  i n c l u d e  t h e  i n s e r t i o n  o f  a three- instrument 
c o n t r o l  panel i n  t h e  lower l e f t -hand  corner  o f  t h e  
d i sp lay ,  an o p t i o n  t o  compute heading and elapsed 
t ime  t o  a se lec ted  po i 'n t  on t h e  ground, t h e  re -  
moval o f  d e t a i l  f ea tu res  f rom t h e  map, t h e  i n s e r -  
t i o n  o f  concen t r i c  c i r c l e s  around t h e  l o c a t i o n  o f  
t h e  t e s t  v e h i c l e  f o r  i n s t a n t  range determinat ions,  
t h e  s e l e c t i o n  of t h e  s i z e  o f  a w i r e  frame model o f  
t h e  t e s t  veh ic le ,  t h e  a c t i v a t i o n - d e a c t i v a t i o n  o f  
s p e c i f i c  t e s t  areas w i t h i n  t h e  t e s t  range, and t h e  
p r e d i c t  i on o f  m i  s s i  on speci f i c f 1 i ght  p a t  h i n f  orma- 
t i o n  f rom t h e  t r a c k i n g  radars and downl ink telem- 
e te red  data. The user can get a c o l o r  hardcopy 
o f  any combination o f  these op t ions  by press ing  
a button. 
o r  transparency. 
Downlink and computed research eng ineer ing  
da ta  i s  d isp layed v i a  numerous devices i n  t h e  
MCC. Alphanumeric d i sp lays  a re  a v a i l a b l e  f o r  
e i t h e r  d i s c r e t e  parameter d i s p l a y  o r  s c r o l l i n g  
parameter d i s p l a y  o r  bo th  on t h e  same cathode 
r a y  tube (CRT). Time h i s t o r y  and cross p l o t s  a re  
a v a i l a b l e  v i a  a so f tware  package known as t h e  mas- 
t e r  graphics i n t e r a c t i v e  console (MAGIC).8 Malone 
and Moore have repor ted  t h e  rea l - t ime  f l e x i b i l i t y  
necessary i n  today's modern miss ion  c o n t r o l  cen- 
t e r .  MAGIC a l lows t h e  researcher t o  mon i to r  and 
a l t e r  r e a l - t i m e  d i sp lays  based on t h e  r e s u l t s  ob- 
served d u r i n g  t h e  conduct o f  a research mission. 
The so f tware  package rece ives  data f rom t h e  TRAPS 
R I M  takes  i n fo rma t ion  
The hardcopy can be e i t h e r  paper 
Th is  c o n f i g u r a t i o n  was used f o r  aeronaut ics  sup- 
p o r t  i n  A p r i l  1988. It w i l l  be used f o r  low e a r t h  
o r b i t e r  support  i n  September 1988, us ing  a mob i le  
20 - f t  antenna t o  ensure t h e  necessary l i n k  margins 
f o r  t h e  rad ia ted  s i g n a l  f rom spacecraf t  l i k e  t h e  
Dynamics Exp lorer  (DE), So la r  Maximum Miss ion  
(SMM), and So lar  Mesospheric Exp lo rer  (SME). 
Mission Cont ro l  Center 
The miss ion  c o n t r o l  cen te r  (MCC) i s  where t h e  
r e s u l t s  o f  t h e  r e a l  t ime  computat ional  and d i s p l a y  
process come toge the r  (Fig. 10). Whether f i x e d  o r  
mobile, t h e  MCC must g i v e  t h e  researcher an i n t e r -  
a c t i v e  environment i n  which t o  conduct f l i g h t  
research. 
o f  research i n f o r m a t i o n  f o r  rea l - t ime  dec is ions  
must be i n  a form compat ib le w i t h  t h e  rea l - t ime  
d e c i s i o n  process.6 D isp lays  must coalesce t h e  
s u l t a n t  eng ineer ing  values computed from t h e  raw 
da ta  i n t o  an e a s i l y  recognizable,  readable form. 
Given t h e  l a r g e  amounts o f  data telem- 
e e te red  from today ' s  research veh ic le ,  t h e  d i s p l a y  
e l a r g e  amounts o f  raw telemetered da ta  and t h e  re -  
v i a  the  WATH LAN and d i s p l a y s  i t  i n  t h e  miss ion  
c o n t r o l  center.  The rea l - t ime  program i s  con- 
t r o l  l e d  by a keyboard and mouse on a S i  1 i c o n  
Graphics I R I S  system. F igu re  12 dep ic t s  a b r i e f  
s e l e c t i o n  o f  t h e  d i s p l a y s  p o s s i b l e  f rom t h e  MAGIC 
system. L i k e  t h e  R I M  sof tware package, t h e  user 
may get a c o l o r  hardcopy o f  t h e  d i s p l a y  on t h e  
screen by a s i n g l e  keystroke. 
i n fo rma t ion  t h a t  was downlinked from t h e  t e s t  
v e h i c l e  i s  t r a n s m i t t e d  t o  t h e  pos tmiss ion  analy-  
s i s  system. The f l i g h t  t e s t  da ta- in fo rmat ion  i s  
c o l l e c t e d  i n  r e a l  t ime  f o r  t h i s  t ransmission. 
C u r r e n t l y  t h e  da ta  i s  t r a n s f e r r e d  v i a  magnetic 
media and i s  u s u a l l y  ready f o r  ana lys i s  a t  t h e  
beg inn ing  o f  t h e  nex t  business day. 
face  i s  under development f o r  t h i s  t ransmiss ion  
v i a  a network t h a t  w i l l  a l l o w  f o r  t h e  da ta  t o  be 
ready be fo re  t h e  researchers can r e t u r n  t o  t h e i r  
normal work s t a t i o n s ,  approximately 10 minutes. 
Data w i l l  be t rans fe r red  t o  a f l i g h t  da ta  mass 
s to rage subsystem (FDMSS) (Fig. 13) a t  100 Mbs. 
The FDMSS w i l l  have t h e  capac i t y  t o  ho ld  >160 h r  
o f  f l i g h t  data o n - l i n e  f o r  t h e  researcher. Th is  
capac i t y  es t ima te  i s  based on a 1 Mbs downl ink 
r a t e  f rom each o f  t h e  research vehic les.  F l i g h t  
research da ta  i s  accessed upon user  request f rom 
t h e  FDMSS. 
l i m i t  checked and converted t o  eng ineer ing  un i t s .  
The research f l i g h t  data i s  now ready f o r  pos t -  
m iss ion  process ing  and ana lys is .  
A f t e r  complet ion o f  t h e  research mission, t h e  
A new i n t e r -  
I n  processing t h e  request, t h e  da ta  i s  
Postmission Ana lys is  System 
The pos tmiss ion  ana lys i s  system (PMAS) 
(Fig. 14) i s  centered i n  t h e  Data Ana lys is  F a c i l -  
i t y  (DAF) a t  DFRF. The PMAS has two pr imary  com- 
p u t a t i o n a l  subsystems, t h e  c a l i b r a t i o n  i n fo rma t ion  
management system ( C I M S )  and t h e  ELXSI 6400 cen- 
t r a l  p rocess ing  system (ELXSI, T r io logy ,  Ltd., San 
Jose, C a l i f o r n i a ) .  The C I M S  i s  a VAX 780 hosted 
system ( D i g i t a l  Equipment Corp., Maynard, Massa- 
chuse t t s )  used t o  wa in ta in ,  f o r  a r c h i v a l  as w e l l  
as ope ra t i ona l  purposes, a l l  o f  t h e  da ta  system 
a c q u i s i t i o n  formats and parameter c a l i b r a t i o n s  f o r  
a l l  research veh ic les  a t  DFRF. Raw c a l i b r a t e d  
i n f o r m a t i o n  i s  en tered  i n t o  t h e  CIMS. It supp l i es  
t h e  necessary c a l i b r a t i o n  i n f o r m a t i o n  f o r  bo th  
r e a l  time and pos tmiss ion  processing. The i n f o r -  
mat ion  r e s i d e n t  i n  C I M S  i s  s to red  i n  and r e t r i e v e d  
from a r e l a t i o n a l  da ta  base. The data base a l l ows  
f o r  t h e  s to raye  and access o f  a l l  f ace ts  o f  c a l i -  
b r a t i o n  in fo rmat ion .  
i n p u t s  r e l i e v e  many o f  t h e  e r r o r  prone func t i ons  
o f  c a l i b r a t i o n  handl ing.  The C I M S  i s  a node on a 
f i b e r  o p t i c  r i  ny t o  a1 1 ground-based exper imental  
f a c i l i t i e s  t h a t  w i l l  be discussed f u r t h e r .  
hea r t  o f  t h e  pos tmiss ion  process iny  and ana lys i s  
f u n c t i o n  a t  DFHF. The ELXSI i s  con f igu red  w i t h  
f o u r  c e n t r a l  processors and 48 megabytes o f  mem- 
ory.  Researchers a re  connected t o  t h e  ELXSI by 
e i t h e r  a low speed, 19.2 kbs LAN o r  by an i n t e r -  
mediate speed, 1 Mbs LAN. These l o c a l  area ne t -  
works w i l l  be discussed fu r the r .  The ELXSI i s  
used f o r  d e t a i l e d  eng ineer ing  a n a l y s i s  o f  t h e  
research f l i g h t  data. I t s  benchmark speed o f  
10 Whetstone m i l l i o n s  of i n s t r u c t i o n s  pe r  sec 
(MIPS) pe r  c e n t r a l  p rocess ing  u n i t  (CPU) makes 
i t  an i d e a l  computat ional  engine f o r  ana lys i s  o f  
l a r g e  numerical ,  s t r u c t u r a l ,  and aerodynamic prob- 
Sel f -check ing  menu t ype  
The ELXSI c e n t r a l  p rocess ing  system i s  t h e  
3 
lems. The ELXSI a l lows f o r  55 simultaneous users 
accessing v i a  t h e  low-speed LAN. 
LAN i s  p r i m a r i l y  used f o r  t h e  i n t e r a c t i v e  ana lys i s  
o f  research f l i g h t  data bases. 
speed LAN i s  a bus a r c h i t e c t u r e  and a l l ows  f o r  
numerous simultaneous users. The in te rmed ia te  
speed LAN i s  used t o  t r a n s f e r  bu lk  da ta  f rom re -  
search f l i g h t  data bases t o  advanced graphics 
workstat ions.  Current research f l i g h t  da ta  bases 
a r e  l a r g e l y  sequent ia l  i n  s t ruc tu re .  A study has 
been completed on t h e  advantages of evo lv ing  t o  
a r e l a t i o n a l  data base management s t r u c t u r e  f o r  
f l i g h t  data.9 Based on Smith 's f i nd ings ,  work 
on a r e l a t i o n a l  data base management system f o r  
f l i g h t  data hand l ing  w i l l  begin i n  t h e  summer 
o f  1988. As was po in ted  ou t  by P h i l l i p s ,  every 
da ta  p o i n t  needs t o  be a v a i l a b l e  t o  t h e  researcher 
t o  be "worked-up."lO The r e l a t i o n a l  da ta  base 
approach prov ides  t h e  researcher w i t h  a user 
f r i e n d l y  method t o  re fe rence and cross- 
re fe rence each da ta  po in t .  
The c a l i b r a t i o n  management i n fo rma t ion  system 
supp l i es  t h e  DFKF w i t h  a complete system o f  s o f t -  
ware, hardware, and procedures f o r  hand l ing  t h e  
c a l i b r a t i o n  and ins t rumen ta t i on  i n fo rma t ion  re -  
q u i r e d  f o r  research f l i g h t  t es t .  C a l i b r a t i o n  i n -  
fo rmat ion  cons is t s  o f  t h a t  which i s  unique t o  a 
p a r t i c u l a r  ins t rument  as w e l l  as i t s  implementa- 
t i o n  on any g iven research veh ic le .  C IMS t racks ,  
archives,  and a l l ows  f o r  t h e  maintenance o f  t h i s  
in fo rmat ion .  The process and data f l o w  f o r  t h e  
CIMS i s  dep ic ted  i n  Fig. 15. 
I The low-speed 
The in te rmed ia te  
Data Telecomnuni c a t  i ons  System 
The data telecommunications system o f  t h e  CODN 
(Fig. 16) i s  t h e  backbone o f  t h e  network by which 
t h e  nodes w i t h i n  t h e  network communicate wi th  each 
other. As was s t a t e d  e a r l i e r ,  t h e r e  a r e  two p r i -  
mary l o c a l  area networks t h a t  i n t e r l i n k  t h e  ground- 
based exper imental  f a c i l i t i e s  a t  Dryden. I n  addi-  
t i o n  t o  t h e  l o c a l  area networks, DFRF has access 
t o  th ree  separate e x t r a t e r r e s t r i a l  networks. 
The program support  communications network 
(PSCN) i s  a NASA-wide s a t e l l i t e  network used f o r  
a d m i n i s t r a t i v e  data t ransmission. DFRF serves as 
a West Coast gateway f o r  t h e  PSCN. Trunk l i n e s  
f rom t h e  J e t  Propuls ion Labora tory  i n  Pasadena, 
C a l i f o r n i a ,  Vandenburg A i r  Force Base, and o the r  
t a i l  c i r c u i t s  t o  NASA con t rac to rs  i n  southern 
C a l i f o r n i a  te rmina te  a t  DFRF f o r  t ransmiss ion  t o  
t h e  s a t e l l i t e .  
t e l e t y p e  communications, v ideo te leconferenc ing ,  
and b u l k  data t r a n s f e r  between PSCN nodes. 
The NASCOM in teg ra ted  system d i g i t a l  network 
(NISDN) i s  a t ime d i v i s i o n  m u l t i p l e  access (TDMA) 
s a t e l l i t e  network used f o r  rea l - t ime  miss ion  sup- 
por t .  
NISDN a t  Ames-Moffett, Ames-Dryden, and a t  NALF 
Crows Landing. The WATR i s  i n  t h e  process o f  ad- 
d i n g  a mob i le  NISDN e a r t h  s t a t i o n  t o  i t s  mob i le  
conf igura t ion .  Th is  network i s  used f o r  r e a l -  
t ime  miss ion  support  o f  bo th  t h e  aeronaut ics  and 
space program. 
A NASA communications (NASCOM) e a r t h  s t a t i o n  
a l s o  e x i s t s  a t  Dryden f o r  t h e  exc lus i ve  support  
o f  Nat ional  Space T ranspor ta t i on  System missions. 
The PSCN supports te lephone and 
I 
The CODN has th ree  f i x e d  nodes f o r  t h e  
I 
This network i s  used h e a v i l y  d u r i n g  s imu la t ions ,  
launch, on -o rb i t ,  and land ing  support  of Space 
S h u t t l e  missions. Data from t h e  o r b i t e r  i s  
acqu i red  wi th WATR te lemet ry  and rada r  t r a c k i n g  
systems and l i n k e d  t o  t h e  Kennedy Space Center 
(KSC) and t h e  Johnson Space Center (JSC) i n  r e a l  
t ime  o r  i n  pos tmiss ion  playback mode. The i n f o r -  
mat ion l i n k e d  t o  JSC and KSC can be e i t h e r  r e a l -  
t ime  da ta  f rom t h e  s h u t t l e  o r b i t e r ,  con f i gu red  by 
t h e  r e l a t i o n a l  da ta  base i n f o r m a t i o n  conta ined i n  
t h e  CIMS, o r  space p o s i t i o n  i n fo rma t ion  r e l a t i v e  
t o  a p a r t i c u l a r  m iss ion ' s  f l i g h t  p r o f i l e .  
telecommunicated by t h e  two l o c a l  area networks. 
The low-speed LAN i s  hosted on a ROLM d i g i t a l  
voice-data sw i t ch  (Rolm Corp., Santa Clara, C a l i -  
f o rn ia ) .  The sw i t ch  c u r r e n t l y  supports 300 user 
da ta  por ts .  
e i t h e r  by a ded ica ted  d i y i t a l  t e rm ina l  i n t e r f a c e  
( D T I )  o r  by convent ional  modem on a standard t e l e -  
phone l i n e ,  a l l o w i n g  f o r  access t o  t h e  system from 
remote loca t ions .  Outside access has necess i ta ted  
t h e  a d d i t i o n  o f  s e c u r i t y  procedures, hardware, and 
so f tware  t o  p revent  unauthor ized access. 
The in te rmed ia te  speed LAN i s  c u r r e n t l y  i n  a 
development phase. Three i n i t i a l  l i n e s  of a r i n g  
concept have been i n s t a l l e d  between t h e  C I M S  and 
t h e  WATR, C I M S  and t h e  ELXSI p rocess ing  system; 
t h e  ELXSI p rocess ing  system and t h e  s i m u l a t i o n  
f a c i l i t y  ( f u t u r e  ITF); and t h e  ELXSI p rocess ing  
system and user g raph ics  works ta t ions .  Th is  LAN 
uses f i b e r  o p t i c  l i n e s  and Ethernet  TCP/IP. Fu- 
t u r e  p lans  i n c l u d e  a r i n g  f o r  f a c i l i t y  bu l k  da ta  
t r a n s f e r  f o r  d i r e c t  miss ion  suppor t  and a r i n g  f o r  
researcher ana lys i s  data t r a n s f e r .  Th is  p o r t i o n  
o f  t he  CODN w i l l  evo lve  based on user  requirements 
and resource avai  l a b i  1 i ty. 
As a l ready  s t a t e d  i n t r a s i t e  da ta  a t  DFRF i s  
Users can i n t e r f a c e  t o  t h e  sw i t ch  
Concluding Remarks 
The CODN i s  a concept t h a t  w i l l  con t inue t o  
grow and evo lve  as research f l i g h t  t e s t  requ i re -  
ments change. Yardley po in ted  ou t  t h e  advantage 
o f  us ing  e v o l u t i o n a r y  development t o  s u s t a i n  a 
growing opera t i ona l  capabi l i ty.11 The CODN hard- 
ware and so f tware  w i l l  be pe r fec ted  over a sub- 
s t a n t i a l  p e r i o d  by opera t i ng  and mod i f y ing  it. 
The cos t  o f  research f l i g h t  t e s t  d i c t a t e s  t h a t  t h e  
maximum amount o f  da ta  pe r  f l i g h t  hour be d e l i v -  
ered t o  t h e  researcher i n  t h e  minimum amount o f  
time. A r e l i a b l e ,  f a s t ,  and e f f e c t i v e  network 
i s  a necess i ty  i n  today ' s  research f l i g h t  t e s t  
environment. Although t h e  network w i l l  grow, i t  
w i l l  grow i n  a c o n t r o l l e d  environment. Configu- 
r a t i o n  c o n t r o l  and management o f  a network f o r  
hand l i ng  t h i s  t y p e  o f  i n f o r m a t i o n  i s  a necess i t y  
t o  meet t h e  goals o f  r e l i a b i l i t y  and e f f e c t i v e -  
ness.12 Yergensen and Rhea have repo r ted  t h e  
necessary processes and p o t e n t i a l  p i t f a l l s .  The 
c a p a b i l i t y  t o  take  a network node t o  t h e  t e s t  s i t e  
i s  a l s o  an emerging necess i t y  f o r  research f l i g h t  
t e s t .  These f a c t o r s  and cons ide ra t i ons  have been, 
and w i l l  con t inue t o  be, emphasized i n  t h e  devel-  
opment and e v o l u t i o n  o f  t h e  CODN. 
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