Abstract: Let G = (V, E) be a connected graph and d(x, y) be the distance between the vertices x and y in G. A set of vertices W resolves a graph G if every vertex is uniquely determined by its vector of distances to the vertices in W. A metric dimension of G is the minimum cardinality of a resolving set of G and is denoted by dim(G). In this paper, Cycle, Path, Harary graphs and their rooted product as well as their connectivity are studied and their metric dimension is calculated. It is proven that metric dimension of some graphs is unbounded while the other graphs are constant, having three or four dimensions in certain cases.
Introduction
In a connected graph G(V, E), where V is the set of vertices and E is the set of edges, the distance d(u, v) between two vertices u, v ∈ V is the length of shortest path between them. Let W = {w 1 , w 2 , ..., w k } be an order set of vertices of G and let v be a vertex of G. The representation r(v|W) of v with respect to W is the k-tuple (d(v, w 1 ), d(v, w 2 ), d(v, w 3 ), ..., d(v, w k )}, where W is called a resolving set [1] or locating set [2] if every vertex of G is uniquely identified by its distances from the vertices of W, or equivalently, if distinct vertices of G have distinct representations with respect to W. A resolving set of minimum cardinality is called a basis for G and cardinality is the metric dimension of G, denoted by dim(G) [3] . The concept of resolving set and metric basis have previously appeared in the literature [4] [5] [6] .
For a given ordered set of vertices W = {w 1 , w 2 , ..., w k } of a graph G, the i th component of r(v|W) is 0 if and only if v = w i . Thus, to show that W is a resolving set it suffices to verify that r(x|W) = r(y|W) for each pair of distinct vertices x, y ∈ V(G) \ W.
Motivated by the problem of uniquely determining the location of an intruder in a network, the concept of metric dimension was introduced by Slater in [2, 7] and studied independently by Harary and Melter in [5] . Application of this invariant to the navigation of robots in networks are discussed in [8] and application to chemistry is discussed in [1] , while application to the problem of
The Rooted Product of Harary Graphs with Cycle Graph
Suppose C i 3 , 1 ≤ i ≤ n , C i 4 , 1 ≤ i ≤ n and C i 5 , 1 ≤ i ≤ n be n copies of C 3 , C 4 and C 5 having vertices {v j i , 1 ≤ i ≤ n, 1 ≤ j ≤ 3}, {v j i , 1 ≤ i ≤ n, 1 ≤ j ≤ 4} and {v j i , 1 ≤ i ≤ n, 1 ≤ j ≤ 5} respectively and {v 1 , v 2 , v 3 , ..., v n } be the set of vertices of H m,n . By definition of rooted product {v
will be sets of vertices of H m,n (C 3 ),H m,n (C 4 ) and H m,n (C 5 ) respectively with indices taken modulo n. After rooted product, it is considered that all the cycles share {v 1 i , 1 ≤ i ≤ n} with H m,n . More preciously, the graphs H m,n (C 3 ), H m,n (C 4 ) and H m,n (C 5 ) are the rooted product of Harary graphs H m,n by cycles C 3 , C 4 and C 5 respectively. Now we present our main results on metric dimension of H m,n (C 3 ), H m,n (C 4 ) and H m,n (C 5 ).
, then there exists a resolving set W of G 1 such that
To minimize the cardinality of W(G 1 ), we can say without loss of any generality:
This conclude the proof.
and W be a minimum resolving set of G 1 then |W(G 1 )| = n.
Proof. From Theorem 1, we have |W(G 1 )| n. Now to prove the reverse inequality, i.e., |W(G 1 )| ≤ n, we proceed as follows:
⇒ representation of all the vertices is unique if
In addition, from theorem 3,
Hence W = {v 2 i ; 1 ≤ i ≤ n} is the minimum resolving set of G 2 . This shows that |W(G 2 )| = n.
, then there exists a resolving set W of G 3 such that
To make the representation unique, we can say
Without loss of any generality we can assume that {v 2 i ; 1 
, by definition of resolving set.
The Rooted Product of Harary Graphs with Path Graph
The graph H 4,n (P m ) is the rooted product of Harary graph H 4,n by path P m , see Figure 2 . To construct the graph H 4,n (C 3 ) c we first construct rooted product of Harary graph H 4,n by cycle C 3 as shown in Figure 3a and then connect the remaining two vertices of each rooted C 3 with both neighboring C 3 as shown in Figure 3b .
The graphs H 4,n (P m ) and H 4,n (C 3 ) c are an important class of graphs, which can be used in the design of local area networks [18] . Now we present our main results on metric dimension of H 4,n (P m ) and H 4,n (C 3 ) c .To calculate metric dimension of H 4,n (C 3 ) c , H 4,n (P m ) and (P 2 × P k )(C 4 ) c we need the following result of khuller et al. [8] . The degree of each u and v is at most 3.
, where H 4,n be a 4-regular Harary graph with n ≥ 5 and C 3 is the cycle of length 3; then we have dim(G) = 3 when n ≡ 0, 1, 3(mod4) and dim(G) ≤ 4 otherwise. Proof. Case-I when n ≡ 0 (mod4) i.e., n = 4k, k ≥ 2 and k ∈ N.
be the resolving set of G then r(v 1 2 |W) = (1, 2, 1),
For n ≥ 16 let W = {v 2 1 , v 2 4 , v 2 2k+2 } be the resolving set of G then
Since distinct vertices have distinct representation, dim(G) ≤ 3 in this case. However, by Theorem 1 no two vertices can resolve G into distinct representation so dim(G) > 2. Hence dim(G) = 3.
Case-II when n ≡ 1 (mod4) i.e., n = 4k + 1, k ∈ N.
For n ≥ 9 let W = {v 2 1 , v 2 4 , v 1 2k+1 } be the resolving set of G then
Case-III when n ≡ 3 (mod4) i.e., n = 4k + 3, k ∈ N.
For n = 7 let W = {v 2 1 , v 2 6 , v 2 7 } be the resolving set of G then r(v 1 1 |W) = (1, 2, 2), For n ≥ 15 let W = {v 2 1 , v 2 6 , v 2 2k+5 } be the resolving set of G then
Since distinct vertices have distinct representation, dim(G) ≤ 3 in this case. However, by theorem 1 no two vertices can resolve G into distinct representation so dim(G) > 2.
Hence dim(G) = 3.
Case-IV when n ≡ 2(mod4) i.e., n = 4k + 2, k ∈ N.
For n = 6 let W 1 = {v 1 1 , v 2 1 , v 1 5 } be the subset of V(G) and r(v 1 2 |W 1 ) = (2, 1, 2),
For n = 10 let
This complete the proof.
Theorem 9. For G ∼ = H 4,n (P m ) where H 4,n be a 4-regular Harary graph with n ≥ 5 and P m is the path of length m − 1; then we have dim(G) = 3 when n ≡ 0, 2, 3(mod4) and dim(G) ≤ 4 otherwise.
Proof. Case-I when n ≡ 0(mod4) i.e., n = 4k, k ≥ 2 and k ∈ N.
Since distinct vertices have distinct representation, dim(G) ≤ 3 in this case. Now we prove that dim(G) = 2 when n ≡ 0(mod4). Since every vertex that lies on cycle has degree 5, by Theorem 1 we shall take the vertices on pendents uncommon to the cycle when |W| = 2. Without loss of generality we can say W = {v 2 1 , v 3 1 } and W = {v 2 1 , v 2 i }, 2 ≤ i ≤ 2k + 1 represent all possible cases in which |W| = 2 and in each case the following contradictions arise.
Case-II when n ≡ 2(mod4) i.e., n = 4k + 2, k ∈ N.
Since distinct vertices have distinct representation, dim(G) ≤ 3 in this case. Now we prove that dim(G) = 2 when n ≡ 2(mod4). Since every vertex lies that on cycle has degree 5, by theorem 1 we shall take the vertices on pendents uncommon to the cycle when |W| = 2. 
Case-III when n ≡ 3(mod4) i.e., n = 4k + 3, k ∈ N.
Since distinct vertices have distinct representation, dim(G) ≤ 3 in this case. Now we prove that dim(G) = 2 when n ≡ 2 (mod4). Since every vertex that lies on cycle has degree 5, by Theorem 1 we shall take the vertices on pendents uncommon to the cycle when |W| = 2. hence dim(G) = 3.
Case-IV when n ≡ 1(mod4) i.e., n = 4k + 1, k ∈ N. Let W = {v 1 1 , v 1 2 , v 1 2k+2 , v 1 2k+3 } be the resolving set of G then 
The Rooted Product of Ladder Graph with Cycle Graph
To construct the graph G ∼ = (P 2 × P k )(C 4 ) c we first construct rooted product of ladder graph (P 2 × P k ) by cycle C 4 as shown in Figure 4a and then connect each rooted C 4 with both neighboring C 4 as shown in Figure 4b . (a) The graph of (P 2 × P 5 )(C 4 ); (b) The graph of (P 2 × P 5 )(C 4 ) c .
Theorem 10. For G ∼ = (P 2 × P k )(C 4 ) c where C 4 be a cycle of length 4 and P k is the path of length k − 1; then we have dim(G) = 3.
Proof. When n = 2k, k ∈ N let W = {a 1 1 , a 1 k , a 1 n } be the resolving set of G then r(a 
