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B-Plane Targeting with the Spacecraft Trajectory Optimization Suite
Jared Graef
In interplanetary trajectory applications, it is common to design arrival trajectories
based on B-plane target values. This targeting scheme, B-plane targeting, allows for
specific target orbits to be obtained during mission design. A primary objective of
this work was to implement B-plane targeting into the Spacecraft Trajectory Opti-
mization Suite (STOpS). This work was based on the previous versions of STOpS
done by Fitzgerald and Sheehan, however STOpS was redeveloped from MATLAB
to python. This updated version of STOpS implements 3-dimensional computation,
departure and arrival orbital phase modeling with patched conics, B-plane targeting,
and a trajectory correction maneuver. The optimization process is done with three
evolutionary algorithms implemented in an island model paradigm.
The algorithms and the island model were successfully verified with known opti-
mization functions before being used in the orbital optimization cases. While the
algorithms and island model are not new to this work, they were altered in this
redevelopment of STOpS to closer relate to literature. This enhanced literature rela-
tion allows for easier comprehension of the both the formulation of the schemes and
the code itself. With a validated optimization scheme, STOpS is able to compute
near-optimal trajectories for numerous historical missions. New mission types were
also easily implemented and modeled with STOpS. A trajectory correction maneuver
was shown to further optimize the trajectories end conditions, when convergence was
reached. The result is a versatile optimization scheme that is highly customization
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This work is based on the previous work done to the Spacecraft Trajectory Opti-
mization Suite (STOpS) by Timothy Fitzgerald and Shane Sheehan [13][30]. STOpS
is an island model paradigm that utilizes evolutionary algorithms to determine near
optimal interplanetary spacecraft trajectories. Interplanetary trajectory models are
needed in the beginning of mission design to ensure a spacecraft is capable of reaching
and operating at its destination and throughout transit.
1.1 Paper Structure
This chapter continues forward to give the reader general knowledge on some of the
key concepts that this work relies on. The paper continues with Chapter 2 where
an overview of the evolutionary algorithms used in this work is provided. Following
this, the island model paradigm is described in Chapter 3. Chapter 4 outlines the
verification steps and outcomes of the algorithmic verification. Chapter 5 gives de-
tailed background on how the the orbital optimization schemes were developed which
leads directly into Chapter 6 where the results of these optimization schemes are pre-
sented. Finally, Chapter 7 concludes this paper. Multiple appendices are included in
this work which will provide various support details throughout. For readers inter-




This work assumes that there are no perturbing forces on a spacecraft and that the
orbital motion can be modeled by the two body equation shown in Eq. 1.1. The
value of µ in Eq. 1.1 depends on what the central body of attraction is. For instance,
if the spacecraft is in an Earth orbit, then µ would be the gravitational parameter
of the Earth. This no perturbing force assumption was also present in the previous
STOpS renditions by Sheehan and Fitzgerald [30][13].
r̈ = − µ
r3
r (1.1)
In reality, there are numerous forces acting on a spacecraft in orbit. This work only
uses the force of the primary body’s gravity and ignores other disturbance forces
such as solar radiation pressure, aerodynamic drag, n-body effects, oblateness effects,
magnetic torque and gravity gradient torque [29][34]. These forces are ignored because
they are magnitudes smaller than the force of gravity from the primary body, and an
accurate near optimal solution can be determined without such considerations [34].
A standard orbit can be defined using a position and a velocity vector, or by us-
ing classical orbital elements (COEs) [34]. For 3-dimensional orbits there are six
COEs that can be determined directly from the position and velocity vectors. Figure
1.1 shows a visual representation of the COEs in three dimensional space [11]. 2-
dimensional analysis is limited to the ecliptic plane and only four orbital elements are
used as inclination, i, and right angle of the ascending node, Ω, become undefined.
Previous renditions of STOpS were limited to two dimensions and the planets were
all assumed to be in the ecliptic plane [30][13]. This work models in 3-dimensional
space, allowing complete COE modeling and planetary orbits to be modeled out of
the ecliptic plane.
2
Figure 1.1: Classical Orbital Elements [11]
1.2.1 Impulsive and Non-Impulsive Maneuvers
Impulsive maneuvers are those in which the spacecraft changes its velocity magni-
tude instantaneously while keeping its position constant [11]. These maneuvers will
be considered as “high-thrust” maneuvers, and are what Fitzgerald modeled in the
initial STOpS formulation [13]. Sheehan modeled non-impulsive maneuvers which
utilize a thrust that is acting over a significant time interval [11][30]. Non-impulsive
maneuvers will be considered “low-thrust” maneuvers. High-thrust maneuvers typ-
ically result in burn durations of less than 1% of the total trajectory time, while
low-thrust maneuvers can have burn durations of greater than 50% of the trajectory
time. This is a huge computational difference, the low-thrust application requires
thrust magnitude and direction to be added to the 2-body equation from Eq. 1.1 as
shown in Eq. 1.3 where T is the engine thrust, m is the instantaneous mass of the
spacecraft, and u is the thruster direction unit vector [11][34]. In addition to change
in the acceleration term, the change in the spacecraft mass must also be tracked my
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means of Eq. 1.4 where Is is the engine specific impulse and g0 is Earth gravity at sea
level [11][34]. With advances in electric and other low-thrust propulsion technologies,
low-thrust trajectories are becoming of interest. Low-thrust propulsion systems tend
to be much smaller than their high-thrust counterparts and require less fuel, although
the power requirements are much higher. This size and fuel difference allows for low
thrust systems to be added to the growing community of CubeSat and ESPA class
satellites, if the power requirements of the system can be met. This work utilizes both
impulsive and non-impulsive thruster modeling for different stages of the trajectory.
Large chemical engines are typically used for injection and insertion maneuvers while
smaller engines are often used for course corrections.




r̈ = − µ
r3
r + aT (1.3)




There are numerous methods that can be used to model interplanetary trajectories.
This work focuses on patched conics with B-plane targeting. The patched conics
solution process can be broken into three steps; planetary departure, planetary arrival,
and heliocentric transfer [11]. Patched conics is used to combine these stages and B-
plane targeting is used within the computation of planetary arrival. The B-plane is
an imaginary plane defined using the spacecraft’s trajectory as well as the location
of the target body (refer to section 1.3.2).
4
1.3.1 Patched Conics
The patched conics method is a quick way to estimate ballistic interplanetary trajec-
tories [34]. Each phase is determined based on the central body during the phase of
flight. Considering an Earth-Mars trajectory, the trajectory phases would be Earth
departure, heliocentric transfer from Earth to Mars, and Martian arrival (consider
figure 5.2) [34]. In each phase, one bodies gravity dominates the motion, leading to
mission segments governed by two-body equations of motion as shown in Eq. 1.1.
The two-body equations of motion are proven to be sufficient to approximate each
phase of the transfer [34]. Analysis in patched conics begins with the heliocentric
cruise phase and then planetary departure and arrival phases are designed to meet
the condition of the heliocentric trajectory.
1.3.2 B-Plane Targeting
A useful mechanism for targeting particular hyperbolic passage is the B-plane [34].
In general, a spacecraft approaching a target planet will be on a hyperbolic orbit with
its periapse as the insertion point near the opposite side of, in this case, the planet [6].
The B-plane, also called the body plane, is an imaginary plane in space containing the
target body and is orthogonal to the incoming asymptote of the spacecraft’s approach
trajectory [34]. The relationship between the target insertion point (periapse) and
the spacecraft’s velocity is non-linear. However, the B-plane formulation allows for a
linear relationship to be modeled between that of the target B-vector and the current
spacecraft velocity vector [6]. Figure 1.2 illustrates the definitions of the B-plane and
the B-vector [5].
The B-vector points from the center of the target body to the point where the space-
craft would pierce the B-plane if the target body’s gravity did not influence the
5
Figure 1.2: Definition of B-vector and B-plane [5]
spacecraft’s trajectory [34]. This point on the B-plane will be considered the “Aim
Point”. The B-vector is oriented with the use of three unit vectors; Ŝ, T̂ and R̂. The
asymptote vector, Ŝ, lies in the trajectory frame and is parallel to the incoming hy-
perbolic asymptote, thus also parallel to the spacecrafts hyperbolic excess speed, v∞.
T̂ is defined in the target body’s ecliptic plane using the asymptote vector and the
planetary normal vector, K̂, by means of Eq. 1.5. K̂ is normal to the planet’s ecliptic
plane when modeling in the inertial frame, which this work does (K̂ = Ẑ = [0, 0, 1]T ).
Finally, R̂ completes the triad between T̂ and Ŝ [34]. It can be seen when modeling in
the inertial frame centered at the target body that R̂ is opposite that of the planetary







R̂ = Ŝ × T̂ (1.6)
B = BT T̂ +BRR̂ (1.7)
The B-vector can also be determined from orbital elements, namely eccentricity, e,
and angular momentum, h [7][5]. It is shown that the B-vector magnitude is the same
magnitude as that of the semi-minor axis of the incoming hyperbolic trajectory [34].
The B-vector can be described in terms of orbital elements by means of Eq. 1.8 [7][5].
This formulation relies on the definition of a unit vector normal to the orbital plane,
ĥ, and the asymptote vector, Ŝ. Ŝ can be expressed as a function of eccentricity, e,
and angular momentum, h, as shown in Eq. 1.10 [6]. More information about the
B-plane and corresponding B-vector can be found in section 5.4 as well as appendix
D.2.





















1.3.3 Trajectory Correction Maneuvers
Trajectory Correction Maneuvers (TCMs) are maneuvers that are done to correct
a trajectory’s flight path. Trajectories can be perturbed by perturbing forces or
the trajectories could deviate from the designed path due to aiming error during
7
engine firing. These errors are often made up for through the use of one or more
TCMs. Almost all previously flown interplanetary missions have used at least one
TCM of some sort to correct for trajectory deviations. This work implements a low-
thrust TCM upon arrival at the target planet in order to match exact B-vector target
values.This implementation of a TCM is a new functionality of STOpS. Missions
commonly use ‘Mid-course correction maneuvers’ which are TCMs that are done
during the heliocentric transfer phase.
1.4 Optimization
Optimization is common practice in mathematics. In general calculus, an optimal
solution (optimum) is found by taking the derivative of a known function and de-
termining the minima or maxima of this derivative [33]. However, with higher level
mathematics, this solution process breaks down. There are instances when the work-
ing function is unknown, no derivative exists, or there are numerous changing inputs.
The optimal solution is the absolute minimum or maximum (global optimum), de-
pending on the application [33]. An optimization suite needs to confirm that the
found solution is a global optimum, not a local optima. Using a local optimum may
give a good answer, but it will not be the best answer in the given workspace. The
function that is being optimized will be considered the cost function and the value of
that function at a given location will be considered the cost, fitness, or performance
typically denoted by J .
1.4.1 Orbital Trajectory Optimization
Spacecraft trajectory optimization can be stated as the determination of a trajectory
for a spacecraft that satisfies specific initial and terminal conditions [10]. Spacecraft
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optimization becomes a difficult optimization problem as the dynamical system is
non-linear, many trajectories include points of discontinuities (whether they are from
gravity assists, rocket staging, thrusting maneuvers, or coordinate transformations),
initial and terminal conditions may not be known explicitly (for example, the initial
and terminal conditions of an interplanetary mission depend on the planets location
at the departure and arrival time which are often optimized variables) [10]. There
is no single variable selected to be optimized for all orbital trajectories, the variable
selection is dependent on the mission parameters. A mission may require a trajec-
tory that utilizes the least amount of fuel, power, flight time, arrival position error,
departure position error, etc. It is important to understand what is desired from a
given mission before conducting any form of optimization.
1.5 Past Versions of STOpS
Both Sheehan’s and Fitzgerald’s STOpS operate from a celestial body’s sphere of
influence to another body’s sphere of influence (SOI), only modeling the heliocentric
transfer portion of the trajectory [30][13]. In addition, both of these works were
modeled in 2-dimensional space, assuming all planets were aligned with the ecliptic
plane. These previous renditions were each developed in MATLAB, and were each
separate code sets. Fitzgerald’s was the first installment to STOpS and his work was
focused on impulsive trajectories [13]. Sheehan’s work built upon Fitzgerald’s, and
low thrust optimization was added to STOpS [30]. Each of these versions utilized
an island model paradigm (refer to chapter 3) with the islands being evolutionary
algorithms (refer to chapter 2) [13][30]. Fitzgerald used four different evolutionary
algorithms; genetic algorithm, differential evolution, particle swarm optimization, and
ant colony optimization [13]. Sheehan limited the number of algorithms to three with
the conversion to low-thrust, keeping the genetic algorithm, differential evolution, and
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the particle swarm optimization [30]. Sheehan omitted the ant colony optimization
as it was not easily applicable to the low-thrust problem set [30].
This is just a brief overview of the past versions of STOpS. More information will be
provided throughout the paper. In general, this work builds upon the work done by
both Sheehan and Fitzgerald. B-plane modeling, departure and arrival orbital me-
chanics, 3-dimensional computation, and TCM capability had not been implemented
in STOpS before this work. The entire STOpS code base was reworked for opera-
tion in python script and throughout that process the algorithms and island model
were adjusted to closer relate to literature. The cost functions are also unique to
this work and multiple cost functions are used to support B-plane targeting and the
patched conics approach to interplanetary travel. The conversion to python script
was done to pave the way for STOpS to be released as an open-source optimization
package. As MATLAB is not openly available, a MATLAB suite cannot be considered
open-source.
1.6 Industry Used Optimization Suites
There are various software packages in existence that allow for full mission modeling
and orbital trajectory optimization. This section outlines a few of the key packages
used both by commercial and governmental entities. The information provided for
these packages is limited, as much of the information is proprietary. Many companies,
and government partners, have in-house software packages that are only available to
their employees. A comparison to STOpS is located at the end of this section.
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1.6.1 NASA Software Packages
Table 1.1 highlights some of NASA’s optimization and trajectory design packages.
Due to the success of NASA missions, NASA’s optimization and trajectory design
software packages are often treated as the gold standards. As NASA is a governmental
agency, many of the software packages are under governmental distribution control.
This typically limits the possible users to NASA centers, governmental contractors,
and universities when working under a US government purpose license [9].
Name Description Fidelity
GMAT General Mission Analysis Tool Varies
MALTO Mission Analysis Low-Thrust Optimization Medium
Copernicus




Trajectory optimization of the entire trajec-
tory
High
OTIS Optimal Trajectories by Implicit Simulation High
SNAP Spacecraft N-body Analysis Program High
Trajectory
Browser
NASA Ames Research Center’s Trajectory
Broswer (Web Based)
Low
Table 1.1: Common NASA Optimization and Trajectory Design Tools
The more available NASA packages are GMAT and the Trajectory Browser. GMAT is
an open source software system for space mission design [18]. GMAT was developed by
a team of NASA, private industry, public, and private contributors and is used for real-
world mission support, engineering studies, education, and public engagement [18].
GMAT has many mission design capabilities, but it requires much prior investigation
through numerous sections of documentation before a user knows how to start. This
documentation wall and general software complexity is a wall for users that desire
quick trade studies and mission design comparisons. As a complete mission modeler,
GMAT requires numerous inputs to run missions, many of these inputs are unknown
for spacecraft early in the development stage. In general the base knowledge required
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to operate GMAT competently is fairly high. The Trajectory Browser is a web based
tool that provides a search engine, a visualizer, and mission summaries for designing
trajectories to planets and small-bodies such as Near Earth Objects (NEOs) [17].
This tool is very limited, it only models heliocentric trajectories, but does support
limited gravity assist analysis. Further limitation include uncertainty in the ephemeris
fidelity, limited trajectory configurations, time space discretization, global constraints,
and design trades [17]. This tool seems like a good starting point for simple trade
studies on limiting ∆V , but becomes obsolete when incorporating complex mission
design parameters. It is also incapable of modeling low-thrust, continuous thrust, or
constant acceleration maneuvers [17].
Copernicus Trajectory Design and Optimization System and MALTO are commonly
used packages for quick mission design investigation. The Copernicus Project started
at the University of Texas at Austin in August 2001 [9]. The project received support
from NASA Johnson Space Center, NASA’s In Space Propulsion Program, and from
the Flight Dynamics Vehicle Branch of Goddard Spaceflight Center [9]. Copernicus is
a high fidelity tool that utilizes segments to piece together a desired mission trajectory
[23]. This package is able to model systems with multiple propulsion systems that can
be any thrust level and can even model wake and sleep cycles of crewed missions [23].
At the core of Copernicus is a real-time graphical user interface [23]. MALTO is a
medium fidelity tool intended to be used as a starting point for trajectory design [23].
MALTO is designed to be ran quicker and with fewer inputs than that of the higher
fidelity software packages [23]. This allows MALTO to be used primarily for running
trade studies with up to three independent variables [23]. The use cases for these
software packages is understood, but how the actual optimization occurs is unknown
due to the governmental distribution wall. Only general information on the packages
is available to the public.
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The remaining packages listed in table 1.1 are high fidelity packages that are each
designed for specific use cases. Mystic focuses on trajectory optimization of the entire
trajectory or mission [23]. Mystic uses a patented optimizer called “Static/Dynamic
Control” which was developed by Dr. Greg Whiffen [23]. The complete trajectory
optimization allows the algorithm to utilize gravity assists when they are beneficial
without explicit commands or inputs [23]. OTIS is designed to be used as a high
fidelity heliocentric analysis tool as well as a Earth-to-orbit analyses [23]. OTIS
allows for high fidelity modeling of propulsion systems which allows for subsystem
component sizing [23]. SNAP focuses primarily on planet-centered analyses [23].
SNAP is a high fidelity tool that allows for various types of pointing control laws to
determine fuel, time, and path requirements [23]. Simple heliocentric trajectories can
be done with SNAP, but other algorithmic system out perform SNAP in heliocentric
space [23].
Most of the NASA packages claim to use a sparse nonlinear optimizer (SNOPT)
and are created in Fortran with MATLAB as a secondary development tool [23].
The packages use different algorithm(s) such as impulsive ∆V segments, Static and
Dynamic time control functions, explicit integration for impulsive and finite-burn
∆V segments, implicit integration, and numerical integration [23]. More in depth
information into these algorithms is not often provided.
1.6.2 Other Software Packages
Outside the realm of NASA, there are still numerous software packages available for
orbital optimization. One of the most well know software packages used in industry
is System Tool Kit (STK). STK is an inclusive modeling environment used worldwide
by public and private sector organizations to model complex land, sea, air or space
systems and evaluate their performance in real or simulated time [3]. STK comes
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with a wide variety of add-ons that allow the users to concentrate on their specific
tasks. STK works in 3D space and utilizes accurate real time information for design,
testing and operation of satellites [3]. The large cost of this software is the largest
barrier to use. The behind the scenes of STK are also difficult to understand, the
tolerances and the process STK uses to determine solutions are often unknown.
Many Aerospace companies in the United States, and assumed internationally, have
in house optimization and trajectory design software packages. These companies will
often not need every component of the available software packages, so they create
in house software that focuses on the companies fields of interest. The information
of these packages is not typically made available to the public other than software
package names. Companies often compete in trajectory design missions, and it is
in these competitions that the functionality of the software packages developed by
companies and agencies is presented.
1.6.3 Comparison to STOpS
A variety of software packages were discussed. While these packages differ in fidelity
and functionality, there are common traits among the most popular packages. From
the information provided, most of these packages operate in 3-dimensional space
and can handle complete mission design. STOpS does not handle complete mission
design and only models the trajectory assuming a point mass spacecraft. In addition,
before this work STOpS operated only in 2-dimensional space. It does not seem as
if the NASA packages, or the other available software packages utilize evolutionary
algorithms. Most of the behind the scenes functionality of the packages is unknown,
but none of the packages point toward this functionality. B-Plane targeting is present
in at least GMAT and STK, the target parameters of the other packages is unknown
[18][3]. However, most NASA mission documentation includes B-vector target values
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so it can be assumed that the other NASA packages also utilize B-plane targeting in
some regard. Before this work B-plane targeting was not possible, in fact only the
heliocentric transfer phase was modeled. Gravity assists were possible in STOpS, but
this works STOpS conversion omitted gravity assists due to the complexity of the
additions already being added to the package. With B-plane targeting implemented,




This chapter is designed to provide a brief discussion on the evolutionary algorithms
present in this work. Fitzgerald’s STOpS utilized four evolutionary algorithms; the
genetic algorithm, differential evolution, particle swarm optimization, and ant colony
optimization [13]. When Sheehan created the low thrust STOpS, he omitted the ant
colony optimization from STOpS [30]. The ant colony algorithm originally created by
Fitzgerald relies on nodal points for the trajectory [13]. When using gravity assists,
the nodes can be defined as the planetary locations. However, nodal points are not
present when gravity assists are not modeled. This was the reason Sheehan originally
omitted ant colony optimization, and is the reason it is not included in this work either
[30]. This work uses the genetic algorithm, differential evolution, and particle swarm
optimization. These algorithms were present in both previous renditions of STOpS,
but were redeveloped in this work to be used in python script. The algorithmic
redevelopment was primarily based on the referenced texts cited by both Fitzgerald
and Sheehan [30][13]. Formulating the algorithms to be closer to literature allows
future users the ability to easily compare the source code of STOpS to the literature
for increased understanding. The interested reader is encouraged to refer to appendix
B for a detailed investigation in the parameters that flow in and out of each of these
algorithms, as this chapter will only provide an overview.
Almost all evolutionary algorithms work in the same way, they start with an initial
population of members, then through some sort of selection and mating method a
new population is created. This new population is used as the next generation in
the algorithm, and this process is repeated a set number of times. This allows the
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desirable traits from one generation’s members to be passed on to the members of the
next generation [27]. Evolutionary algorithms can be applied to almost any problem
set, all that changes is what information is contained in the members of the population
and the cost function. For sake of this work, it will be assumed that a population is
composed of nPop members, and each member is composed of nd parameters.
population = [member1,member2, . . . ,membernPop ]
memberi = xi = [parameter1, parameter2, . . . , parameternd ]
The algorithms themselves do not realize what they are optimizing and simple run
through there unique phases to determine a final solution. It can often times be
difficult to see how these algorithms can be used in different applications. In short,
the algorithms seek to find the optimal combination of parameters inside a single
member. These parameters can be anything from x and y coordinates to departure
dates and times of flight. It is within these parameters that what is being optimized
is determined.
2.1 Genetic Algorithm
A genetic algorithm is a search algorithm based on the mechanics of natural selection
and natural genetics [19]. This algorithm allows a population composed of many
members to evolve under specified selection rules to a state that optimizes a cost




During the selection phase of the genetic algorithm, a subset of the population is
selected and allowed to undergo the mating process. The selection method used is
key to ensure that enough of the workspace is searched to confirm the found solution
is the global optimum, and not a local optima. However, the method also needs to
allow for convergence and not just endless searching of the workspace. The genetic
algorithm in this work has multiple selection methods; tournament method, natural
selection, rank weighted random, cost weighted random, thresholding, and random
selection. Each of these selection methods were present in Sheehan’s STOpS, and
all but the tournament method were present in Fitzgerald’s work [30][13]. A feature
called elitism can be implemented in the selection methods, which allows the nElite
best solution(s) to automatically survive to the next generation. For sake of this work,
the selected members in the selection process will be referred to as parent members.
2.1.2 Mating
Mating occurs after the parents have been selected using a chosen selection method.
In general, two of the selected parent members are chosen at random to mate with
each other. These two parents will mate to form an offspring which will become a
member of the next generation. Due to the random selection from the pool of parent
members, some of the parent members could mate multiple times and others may
not mate at all [13]. It is for this reason that elitism can be implemented so that the
best solutions are not randomly discarded during the mating process [30]. Previously
in STOpS, two parents were used to create two offspring [30][13]. This process was
changed so that only one offspring was created at a time to encourage more searching
of the workspace by using more mating operations. In addition, elitism previously
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caused the elite members to skip mating entirely, as the elite members were not present
in the pool of parent members [30][13]. This was changed so that the elite members
are included in the pool of parent members while also automatically advancing to the
next generation.
2.1.2.1 Mutation
Once mating has occurred in the genetic algorithm, there is a chance for mutation.
Mutation can introduce traits not in the original population and keeps the genetic
algorithm from converging too fast [20]. Parameter mutation was implemented and
it causes a parameter to be replaced by a random value from within that parameter’s
defined limits. The mutation process has not changed significantly between this work
and the previous renditions of STOpS.
2.2 Differential Algorithm
Like other population based methods, differential evolution generates new members
that are perturbations of the previous generation’s members [27]. In differential
evolution, the mating process is considered mutation, this is not to be confused with
the genetic algorithms mutation process. Once mutations occurs, there is a selection
process to determine the members that will make up the next generation. The process
of differential evolution is mirrored when compared to that of the genetic algorithm.
2.2.1 Mutation and Recombination
In the mutation process, trial members are created. Trial members are each created
from the combination of three different population members from the initial popula-
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tion [27]. If the initial population is composed of nPop members, there will be nPop
trial members created during mutation. In recombination, these newly created trial
members are added to the initial population creating a trial population composed
on 2 × nPop members. The process of mutation and recombination saw no drastic
changes from what was previously done in STOpS [30][13]. The trial population is
synonymous to genetic algorithm’s population pool of parent members.
2.2.2 Selection Methods
The selection method acts upon the trial population Ptrial, and seeks to limit the
trial population to a size of nPop. The next generation will be composed on nPop
members, so half of the members must be eliminated from Ptrial during selection.
As forementioned, the trial population is synonymous to the parent members of the
genetic algorithm. This means that the selection process in differential evolution will
directly select members to make-up the next generation.
The same selection methods present previously in STOpS are all present in this
work; tournament method, natural selection, rank weighted random, cost weighted
random, and random selection [30][13]. Recall that the tournament method was
included in Sheehan’s work, but not Fitzgerald’s [30][13]. In addition, a new selection
method was included in this work which will be referred to as general selection. This
method was highlighted in literature for its simplicity, quick operation time, and
effectiveness [27]. In general selection, the ith trial members is directly compared to
the ith original population member and whichever performs better becomes the ith
member of the next generations population. This new selection method, as well as
the legacy selection methods, can utilize elitism to ensure the best members in the
trial population are not randomly discarded.
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2.3 Particle Swarm Optimization
This method is designed to mimic the way that bees search for flowers to pollinate,
and how the findings are communicated between other members of the hive [8]. The
algorithmic process of particle swarm optimization is different from other evolutionary
algorithms as it does not rely on generation advancement, but rather the advancement
of time. In other words, no new generations are created. Rather, the population
members move about the work space changing parameter values with time. The
parameter values of a population member are thought of as positional locations in nd-
dimensional space. To model positional changes with time, each population member
needs an associated velocity. The velocity will be the same dimensionality as that of
the population members, nd-dimensional.
There are seven pieces of information for each member in the population. This infor-
mation for the ith member of the population would be; the members current location
xi, the members current performance Ji, the members current velocity vi, the best
known location the member has encountered pi, the associated performance of the
best encountered location Jpi , the best location the member has received from its
informants gi, and the associated performance of the best informant Jgi . Each of
these variables plays a role in the way the position of the member will change. Eq.
2.1 shows how the velocity, and thus the position, of the ith member changes for each
time step.
vi = c1vi + c2(pi − xi) + c3(gi − xi) (2.1)
xi = xi + vi (2.2)
The way the confidence values present in Eq. 2.1, c1,2,3, are defined was changed in
this work to better match the process done in literature [8]. Originally, the confidence
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value c1 was set to a user specified value and the other confidence values, c2 and c3,
were selected randomly such that c2,3 ∈ [0, cmax] where cmax was a user defined value
[30][13]. It was found in literature that these confidence values can be related to each
other through an intermediate variable, ϕ, by means of Eq. 2.3 [8]. This relation
helps reduce the number of inputs into the algorithm and proved to have the same,









The particle swarm method is largely reliant on the communication of solutions among
members of the population. Each member will inform K randomly chosen members
from the population set of the best known cost value and associated position it has
encountered. This information link is symmetrical, so the informant is also informed
by the members it is informing. The way the informants are selected and the process
of sharing solutions was created anew in this work to better match the process outlined
in literature [8]. Algorithm 2.1 shows the process of selecting which members from
the population are selected as informants.
The number of informants needs to be carefully selected so that there is convergence
to the optimal solution. If too many informants are used, then it is more likely for
there to be convergence on a local minima, rather than the global minimum. This is
caused by numerous solutions being shared before members have sufficiently searched
the workspace. Alternatively, if too few informants are used than the motion in the
workspace will remain mostly random, and it is more likely to see no convergence.
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1 # re=a l l o c a t e informant in fo rmat ion f o r each i t e r a t i o n
2 a l l g ⇐ Null
3 f o r i in nPop :
4 f o r k in range (K) :
5 k = random (0 , nPop )
6 i f p [ k ] per forms b e t t e r than g [ i ]
7 g [ i ] ⇐ p [ k ] # update as bes t informant o f i
8 # symmetric in fo rmat ion l i n k s
9 i f p [ i ] per forms b e t t e r than g [ k ] :
10 g [ k ] ⇐ p [ i ] # update as bes t informant o f k
Algorithm 2.1: Informants for the Particle Swarm Optimization
Therefore, the number of informants needs to be small enough to promote exploration




The island model is a paradigm that can be applied to a broad family of optimization
processes. This model was present in the original version of STOpS and has remained
a central element of each version thereafter [13][30]. This work modified the island
model to better fit the formulations found in literature, but the core functionality
has not changed significantly [22]. Due to the restructuring of the island model,
detailed discussion of the island model formulation is included. The island model
paradigm can be used to form heterogeneous archipelagos of islands which use various
algorithms [22]. Solution sharing is present in the island model, considered migration,
which allows for algorithms to work collaboratively to find better solutions. In this
island model, an archipelago is defined as a collection of islands, where each island
is representative of a given optimization process, or more specific to this work, an
evolutionary algorithm [22]. An archipelago can be represented by a couple, A, as;
A = 〈I,T 〉 (3.1)
where I = 〈I1, I2, . . . , In〉 is the set of n islands in the archipelago and T is the mi-
gration topology of the archipelago [22].Each island contains all the information for a
given algorithm and the topology is a binary matrix that describes the interconnec-
tions of the islands within the archipelago. This binary interpretation of the topology
was previously present in STOpS [30][13]. The island model works through a speci-
fied number of migrations, nmig, which can be translated as the number of times each
island is to be executed, or each algorithm ran. This work uses series computation for
the island model, in which the islands are executed one after another. Series compu-
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tation has been used in past versions of STOpS as well, advances could be made by
converting the island model to operate in parallel [13][30]. Operating in series gives
the islands equal performance weights, as non series computation can cause a quick
algorithm to dwarf the slower algorithms in the island model not allowing them to
reach a solution [30]. After each island has been executed, the process is repeated
nmig times. In sequential runs of the island model, migration of solutions, solution
sharing, is conducted to increase the fidelity of the final solution and to make up for
algorithmic shortcomings. The shortcomings of the algorithms presented themselves
during verification which is discussed in chapter 4.
3.1 Island Structure
An island stores all of the relevant information for a given algorithm. The ith island
can be described by a quadruple as;
Ii = 〈Ai,Pi,Si,Ri〉 (3.2)
where Ai is the optimization algorithm with all associated settings, Pi = 〈Pi, Ji〉 is
a couple that includes the population and associated cost values, and Si and Ri are
the selection and replacement settings of the island’s migration policies respectively
[22].
3.1.1 Migration Selection Policy
The selection process is conducted after a given island has had the opportunity to
create its final generation of population members, considered solution members. This
policy defines the method used to select a subset of the island’s solution members that
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will be shared with other islands in the archipelago. This process can be considered
analogous to the selection options for the genetic and differential evolution algorithms.
The island model has five implemented selection policies; tournament, natural, rank
weighted, cost weighted, and random selection. Previous work on STOpS included
threshold selection and did not include the tournament method [30]. Threshold se-
lection was discarded in this work as it proves to be an ineffective selection method.
Tournament selection was added as it was found to be a very powerful selection
method when implemented with the evolutionary algorithms [30]. It is recommended
that only a small subset of an islands final population is selected for sharing. Once
the subset of selected members has been selected, the subset is shared throughout the
archipelago based on the interconnections defined by the topology.
3.1.2 Migration Replacement Policy
The replacement policy is enacted during the initialization of a given island after the
island has already ran a complete execution independently. The island must have a
previous execution because in order to select and share solutions, solution members
must have already been found. The initialization of each island starts with generating
a random population of members, the replacement policy replaces a subset of these
randomly generated members with solution members shared from other islands. This
allows the island to start with information in its initial population that already per-
forms as desired. Therefore, with elitism implemented in the island algorithms, an
island can only improve upon the information it received during replacement. There
are six replacement policies: tournament, natural, rank weighted, cost weighted, all,
and random replacement. These replacement policies are different from what was
previously done in STOpS, as the threshold selection method was omitted and the
tournament replacement policy was added. These replacement policies are imple-
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mented in the same fashion as those of selection. The replacement policy of the ith
island is itself modeled by a couple as:
Ri = 〈Ri,PRi〉. (3.3)
in which Ri holds the policy settings and PRi contains a pool of members, with their
associated cost values, that the ith island has received from the other islands in the
archipelago [22]. The replacement policy conducts replacement pulling members from
this pool, PRi .
3.2 Topology
Topology is the term used in reference to the layout and interconnections of the islands
in a given archipelago. Figure 3.1 showcases some common topology diagrams [22].
Not clearly outlined in the figure, is that islands can share information with other
islands, but also with themselves, and that the links between islands may be 1-way or
symmetrical. Different topologies may work better for certain problems, however, the
ideal topology is often difficult to determine [13]. In general, the more connections and
islands in a topology, the higher the chance of obtaining the best solution. Including
many islands and interconnections will require a lot of computing power, and in turn
a lot of computation time. While computation time is not always a critical factor, it
can be beneficial to simplify the archipelago as much as possible so that there is no
waste of computing power.
This work utilizes a binary topology matrix which defines the connections between
islands. Each matrix row represents islands that are being sent information, while
each column represents which islands information is being received from. Figure 3.2
illustrates this point for a given archipelago of five islands and highlights the receivers
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Figure 3.1: Common Migration Topologies [22]
and senders of Island 2. This topology matrix shows that Island 2 would share
solution with Islands 2, 3 and 4, and would receive solutions from Islands 2 and 4.
Figure 3.3 shows a visual representation of a three island archipelago with illustrated
connections, in reference to the topology matrix also present. Furthermore, consider
figure 3.4 which showcases the +1+2 ring, +1+2+3 ring, and the fully connected
topologies in their binary matrix form for a given archipelago of six islands. Each of
these topology configurations assumes that each island is sharing information with
itself, and that the sharing links are 1-directional, not symmetric. These binary
representations are based on the topologies shown in figure 3.1.
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Figure 3.2: Binary Topology Matrix Highlighting Island 2 Connections
1 1 10 1 0
1 1 0

Figure 3.3: Visual and Matrix Island Model Topology Example
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The algorithms present in this work are not new to STOpS, however they were remade
in python script and this conversion requires the verification process to be repeated.
The algorithms were initially verified in Fitzgerald’s works, and no verification was
included in Sheehan’s as they were able to use the previous verification done by
Fitzgerald [13][30]. It is important when working with new optimization schemes
that the scheme is verified using known functions before being applied to upper level
computations. Comparing against functions with known solutions gives insight into
the advantages and disadvantages of various schemes. Functions like Ackley’s or
Griewank’s have many local minima with only one global minimum and test a schemes
ability to search the defined workspace in order to find the global optimum, rather
than settling in a local optima [32]. The Rosenbrock function has a global minimum
in a very shallow ’valley’ that lies between steep walls and tests a schemes ability
to locate a global optimum in an environment of minimal performance change [32].
There are a variety of other functions used for optimization that can test a schemes
ability when faced with many local minima, bowl, plate, or valley shaped behaviors,
steep ridges and drops, etc [32].
The evolutionary algorithms created for this work were verified using Ackley’s, Griewank’s
and Rosenbrock’s functions. These functions are d-dimensional with non-intuitive
outputs and can be hard to visualize and understand. The 2-dimensional versions
of these functions are present in figures 4.1, 4.2, and 4.3 based on Eq. 4.2, 4.3 and
4.4 respectively. With d-dimensional functions, the number of dimensions chosen has
a drastic effect on the difficulty of the function. The higher the dimensionality, the
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more difficult it will be to obtain a solution. For this reason it is beneficial if a cost
function is created with minimal cost parameters. Each of the test functions has a
minimum value of zero, and this work considers a value less than or equal to 10−5 to
be successful.
Surface Plot Contour Plot
Figure 4.1: Visualization of 2-dimensional Ackley’s Function
Surface Plot Contour Plot
Figure 4.2: Visualization of 2-dimensional Griewank’s Function
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Surface Plot Contour Plot
Figure 4.3: Visualization of 2-dimensional Rosenbrock Function
x = [x1, x2, . . . , xd] (4.1)

































100(xi+1 − x2i )2 + (xi − 1)2
)
(4.4)
Due to the large number of generated plots and collected verification data, not all
information is present in this chapter. Largely, this chapter will focus on the visual-
ization of Ackley’s function, with results from Griewank’s and Rosenbrock’s functions
included throughout. Appendix C includes more plots and information in regards to
the verification process. As only an overview of the algorithms was provided in the
body of this work, some of the variable flows will be presented in this chapter that
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were not previously described, refer to appendix B for detailed discussion on the
evolutionary algorithm formulations.
4.1 Genetic Algorithm
The options for the genetic algorithm are shown in figure 4.4 where the options are
collected in three categories: general settings, selection method, and method settings.
There are a total of six different ways the genetic algorithm can be ran, solely based
on which selection method is chosen. The numerical values used in the general and
method settings will have a great affect on the outcome of the scheme, which leaves
truly infinite setting combination possibilities.
Figure 4.4: Flowchart Visualization of the Genetic Algorithm’s Settings
Testing the algorithm becomes difficult as there are so many changing values. It is
desired to understand the effect of each of the general setting parameters, and even
those of the method settings. However, if the effect of population size is to be tested,
determining what values the other parameters should hold is important. There are
suggested parameters to use in literature, but the suggested parameters change based
on the cost functions being evaluated [20]. What this leads to is creating variable
conditions on a ’best guess’ case. For the sake of verification, the method settings
will be functions of the general settings, so their effect is constant regardless of the
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general settings being used. This allows the effect of changing the general settings
to be investigated more easily. The threshold and random selection methods are not
covered in this section which leaves three method settings which are defined based on
the population size as shown in table 4.1 based on values found in literature [20][19].
With these values defined, the effect of the general settings can be investigated.





Figure 4.5 shows the cost convergence of the genetic algorithm for the 2-dimensional
Ackley’s function. These plots were generated using the tournament selection method,
mating and mutation probabilities of 80 and 5% respectively, and a population size of
100. This figure was only created for visualization purposes to illustrate the motion of
the members through generations. It can be seen that the members are scatted in the
first generation as the location of the members is randomly initialized. By generation
four the members are beginning to converge near the global optimum of zero at (0, 0).
Two generations later, the majority of the population members are near the global
optimum and by generation 20 there is almost complete convergence. Recall that
mutation occurs on a parameter basis for the genetic algorithm, this effect can be
seen by members solely traveling along the x and y-axis in later generations. This is
due to the fact that is is much less likely for mutation to cause both parameters of a
given member to mutate.
Understanding the convergence of the genetic algorithm allows for more specific pa-
rameter testing to occur. It is known in literature that the mating probability should
be kept relatively high, and the mutation probability relatively low [20]. What rel-
atively means in this context is hard to define. For that reason surface plots were
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Generation 1 Generation 4
Generation 6 Generation 20
Figure 4.5: Genetic Algorithm Convergence
created to showcase the effect of mating and mutation percentages and the obtained
cost value. Figure 4.6 shows the cost convergence regions of the 5-dimensional Ack-
ley’s function when using the natural selection method with a population size of 100
and with 75 generations. There were two separate grids created and tested, the fist
grid was 10×10 spanning mating and mutation percentages from 0-100% each. Each
point on the grid represents the average of three algorithmic runs with that locations
associated settings. After the 10 × 10 grid computation, a 25 × 25 grid was defined
in order to get more information from the portion of the 10 × 10 grid that showed
minimum cost values, again each point on this grid is the average of three algorithmic
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runs. Table 4.2 shows the ranges where the minimum cost values were obtained for
each selection method, using the same general and method settings.
Figure 4.6: Effect of Mating and Mutation Probabilities on the Genetic
Algorithm when using Natural Selection
Table 4.2: The Genetic Algorithm’s Minimum Cost Ranges of Mating and
Mutation Probabilities
Selection Ackley’s Griewank’s Rosenbrock’s
Method pMate pMutate pMate pMutate pMate pMutate
Tournament 0-100 0-30 10-100 0-25 60-100 0-15
Natural 50-100 0-12.5 10-100 0-17.5 40-100 0-12.5
Rank Weighted 30-100 2.5-10 10-100 0-25 20-100 2.5-10
Cost Weighted 40-100 2.5-12.5 10-100 0-15 40-80 0-10
Suggested 30-100 1.25-16.25 10-100 0-20.625 40-95 .625-9.4
From these results it can be seen that there is some variety of what mating and
mutation probabilities should be used for each selection method and the cost function
being used. However, it can also be seen that there is some overlap in the ranges so
that a global recommendation for the mating and mutation probabilities was selected
as 80 and 5% respectively. With these trends analyzed, the effects of population size
and number of generations could be investigated.
Performance surface plots were made with population size ranging from 75 to 250, and
the number of generations ranging from 50 to 125. For these algorithmic evaluations,
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the mating and mutation probabilities were held constant at the global recommended
values of 80 and 5% respectively. The grid for the surface plot was a 25 × 25 grid,
and each point represents the rate of failure for the algorithm at those settings. To
obtain this failure rate, the genetic algorithm was ran 100 times per grid location so
that a failure rate could be determined to an order of 1%. Recall that a success is a
cost value less than or equal to 10−5, and it only requires a single solution member
of the final population to obtain this value. Figure 4.7 shows the failure rate of the
tournament selection method. Furthermore, table 4.3 shows a summary of all the
success percentages for the differing selection methods.
Figure 4.7: Failure Rate of Genetic Algorithm Selection Methods
Table 4.3: Minimum Failure Rate Regions for Genetic Algorithm Selection
Methods in 5D
Selection Ackley’s Griewank’s Rosenbrock’s
Method nPop nGen nPop nGen nPop nGen
Tournament 240+ 80+ 240+ 80+ * *
Natural 240+ * 220+ 80+ * *
Rank Weighted 230+ * 220+ 120+ * *
Cost Weighted 200+ 110+ * * * *
*No significant changes present over domain
It is shown that the genetic algorithm finds it hard to converge to the global optimum
in many cases. It seems as if the population size has a much greater impact than
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that of the number of generations. On the other hand, the rank weighted selection
method found the number of generations to have a strong effect when working with
Griewank’s function. From these results suggested parameter values can be deter-
mined for each selection method. These suggested values are listed in table 4.4. It
is globally recommended to use the tournament selection method with its associated
variable values at it was shown to have the largest region of the lowest failure rates.
Table 4.4: Genetic Algorithm Performance Variables
Selection Method pMate pMutate nPop nGen
Tournament 0-100 0-30 240+ 80+
Natural 50-100 0-12.5 240+ 80+
Rank Weighted 30-100 2.5-10 230+ 100+
Cost Weighted 40-100 2.5-12.5 200+ 100+
The genetic algorithm is able to minimize the cost toward a solution, but will com-
monly not reach a global minimum value. The number of population members was
shown to have a greater impact to convergence than that of the number of genera-
tions, but at a point the increase in computation time and complexity is not worth
the small increase in convergence rate. The large number of population members and
generations leads to numerous cost function evaluations.
4.2 Differential Evolution
The differential evolution algorithm’s options rely on the selection, base vector selec-
tion, and the scale factor methods. These options, and others, can be seen in figure
4.8. The differential evolution algorithm in this work can be ran in 54 different com-
binations. This comes from there being six selection methods, three base member
selection methods, and three scale factor methods. Having this many options makes
it difficult for each combination to be tested rigorously. In addition, as with the ge-
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netic algorithm, this number does not account for numerical values, as this leads to
infinite combination possibilities.
Figure 4.8: Flowchart Visualization of the Differential Evolution’s Settings
Figure 4.9 shows the convergence trends of the differential evolution algorithm. These
plots were made for visualization purposes and it can be seen that the majority of
the population members trend toward the global optimum rather quickly. Once at
this optimum, the algorithm finds it difficult to continue search of the workspace,
but this is only a real issue if the point the members have settled to is not the
global optimum. These plots were created using tournament selection, best-blend
base member selection, and the jitter scale factor method with a population size of
100 and a crossover percentage of 80%.
With the convergence process understood, the effect of changing parameters could be
analyzed. Unlike the genetic algorithm, most of the options for this algorithm are
method based, there are less numerical differences. The first verification step was
done to understand the effect of the base member selection and scale factor method
had on the convergence rate of the algorithm. To do this, a set population size of 100
was used and the algorithm was ran for as many generation as necessary to obtain a
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Figure 4.9: Particle Swarm Optimization Convergence
cost value of 10−5 or less, while using the tournament selection method. Similar to the
process of the genetic algorithm, the method settings are functions of the population
size. The number of elite members and the tournament size are defined in the same
fashion as shown in table 4.1, but nKeep is undefined in differential evolution. In
addition, literature points toward using a crossover percentage value of 80%, thus
a value of 80% was used and held constant throughout the tests [27]. With these
values, figures 4.10, 4.11, and 4.12 were created showcasing the 5-dimensional cost
output of Ackley’s function while using tournament selection. These figures showcase
the effect of the scale factor selection for each of the base member selection options.
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Points of interest include the rate of convergence of the scheme, and the effectiveness
of searching the workspace. Overall the results seen coincide with the results seen in
literature [13][27].
Figure 4.10: Scale Factor Method with Best Base Member Selection
Figure 4.11: Scale Factor Method with Random Base Member Selection
The jitter and dither scale methods out performed the constant scale method and
had very similar results. These two methods performed about the same with random
scale factor selection, jitter outperformed dither in best base member selection, and
dither slightly outperformed jitter in best-random blend member selection. It is clear
that the random base member selection is not as effective as that of the best and best-
random blend selection methods. However, the random element in the base member
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Figure 4.12: Scale Factor Method with Best-Random Blend Base Member
Selection
selection does allow for greater workspace searching, and still leads to convergence of
a solution. This could prove to be a useful method in complex cost function models,
as it ensures the solution reached is a global optimum rather than settling quickly
to a possible local optima. These figures show that when using tournament selection
the best combination would be best base member selection with the jitter scale factor
method.
With the relationship between the base member selection and the scale factor method
better understood, the effect of population size and generations could be analyzed.
This analysis is done in a similar fashion to that of the genetic algorithm, creating
a 25 × 25 grid and determining the failure rate of the algorithm on the order of
1%. For the differential evolution the population was ranged from 10 to 60 and the
number of generations were ranged from 25 to 100. Already it can be seen that this
range is lower than that of the genetic algorithm, which shows that this algorithm
has a quicker convergence rate. Figure 4.13 shows the failure rate of the differential
evolution when using the tournament selection method, the best-random blend base
member selection, and the jitter scale factor method. In addition, table 4.5 highlights
areas of interest for different selection methods.
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Figure 4.13: Effect of Population Size and Generation Count on Differen-
tial Evolution
Table 4.5: Differential Evolution Performance Variables for Differeing
Scale Factor Methods
Utilizing the Best Base Member Selection for 5-dimensional Ackley’s Function
pCross = 80%, F ∈ (0.4, 0.8) or F = 0.5
Selection Jitter Dither Constant
Method nPop nGen nPop nGen nPop nGen
Tournament 41+ 50+ 42+ 50+ 50+ 68+
Natural 30+ 58+ 31+ 62+ 37+ 50+
Rank Weighted 55+ 58+ 55+ 65+ 50+ 62+
Cost Weighted 42+ 80-100 45+ 75-95 50+ 60+
General 25+ 75+ 25+ 75+ 30+ 58+
For the differential evolution, it is found that better performance occurs with greater
population size and greater number if generations. Compared to the genetic algo-
rithm, less population members and less generations allow differential evolution to
reach cost convergence of the same order. This shows that the differential evolution
is capable of reaching a solution with the same fidelity of the genetic algorithm, but
with less function executions. Typically the function executions are the most compu-
tationally taxing portion of a optimization scheme, so limiting the amount of function
executions helps limit the operation time of the scheme.
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4.3 Particle Swarm Optimization
Unlike the genetic and differential evolution algorithms, the options for the particle
swarm optimization are solely based on numerical values. This is due to the fact that
there is no selection criteria when running the particle swarm.There are four main
numerical settings; population size, time span, number of informants, and confidence
values. Figure 4.14 shows the convergence of the particle swarm optimization at var-
ious time steps for Ackley’s function. Unlike the other algorithms, all the members
of the population will not converge to the minimum value. Rather, there is a ’swarm-
ing’ effect that causes the direction of travel of the particles to cross the minimum
repeatedly as time progresses. With each time step it is not guaranteed that the best
known cost value will improve, it sometimes takes multiple time steps to see cost im-
provement. As soon as a new best location is known, the location is remembered and
the other members of the population will trend toward the new best known location,
leading to the swarming behavior.
Understanding the way the algorithm converges, the effect of changing parameters
can be investigated. Based on literature, the parameters that have the most impact
on the output are the population size and the confidence value ϕ [8]. The number
of informants and the time span will be held constant during verification at three
and 100 respectively. With these variable limitations, surface plots could be made to
determine the failure rates at different settings. For these surface plots a 25× 25 grid
was used and each location was ran 100 times in order to get a failure rate on the
order of 1%. Figure 4.15 shows the failure rates of the particle swarm for Ackley’s
and Rosenbrock’s functions each modeled as 5-dimensional.
Interesting behavior is present in the figure for Rosenbrock’s function. Firstly, it can
be seen that it was difficult for the algorithm to find a solution of the desired order
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Figure 4.14: Particle Swarm Optimization Convergence
of magnitude. The interesting behavior comes from the fact that at a certain point
having a larger population actually increases the failure rate. This is unexpected
and the behavior intuitively should show the opposite trend, having more population
members should allow for the solution to be easier to find. The issue with larger
populations should only be a waste of computation power and time. However, the
reason for this behavior in Rosenbrock’s function is most likely due to the behavior of
the ’randomness’ that is present in the algorithm [8]. The ’random’ functionality in
python is only pseudo-random which can cause skewing in precision calculations, like
those of difficult cost functions [8]. The vast majority of the time this issue proves
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Ackley’s Function Rosenbrock’s Function
Figure 4.15: Particle Swarm Optimization Failure Rates
to be of ill-importance, especially if the algorithm is to be implemented in the island
model. Table 4.6 shows a summary for the performance values of the particle swarm at
various settings. No solution was achievable when using Griewank’s function, within
the limits of this test. Larger population bounds were also tested, but convergence
to the global minimum was still not seen. The recommended values are solely based
on the results from Ackley’s and Rosenbrock’s functions.
Table 4.6: Particle Swarm Optimization Performance
Function Population Size ϕ
Ackley’s ≥ 20 ≥ 2.05
Rosenbrock’s 30− 40 ≥ 2.15
Griewank’s * *
Suggested ≥ 30 ≈ 2.15
*No significant changes present over domain
4.4 Island Model Paradigm
The effect of the implementation of the evolutionary algorithm into the island model
presents an interesting verification problem. The island model itself has numerous
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operating inputs and when coupled with any of the algorithms possible inputs the sys-
tem has dozens of changing inputs. Consider for instance, an island model composing
of only two islands, each of which are the genetic algorithm. Each island can oper-
ate with any settings of its associated algorithm. Thus, with two genetic algorithm
islands, there are 62 or 36 different algorithmic pairing options. This is in relation
to the simplest form of the island model and assumes the topology is full sharing.
Allowing each island to be any algorithm, then the options become (6 × 54 × 1)2 or
104, 976 different algorithmic pairing options. Already this number has become too
large to enable testing of each configuration. And this is with two islands, increasing
to three islands leads to 34, 012, 224 pairings, and four leads to 11, 019, 960, 576. It
should also be noted that this is only looking at the algorithmic options within the
islands. The island model itself has selection and replacement policies that can vary.
From a computational stand point, there are near infinite combinations the island
model can be ran with the evolutionary algorithms as islands.
Luckily, the benefit of the island model can be clearly expressed when looking at the
failure percentages of the islands. When running nmig migrations of a single island
model, the rate of failure becomes r
nmig
fail . With this, even a node with a failure rate
of 50% can lead to a success rate of more than 95% after five migrations [8]. This
shows that repeated computation is able to reduce the failure rate of the algorithms.
Due to solution sharing among islands utilizing different evolutionary algorithms,
the solution sharing process can limit the failure rate in sections that an algorithm
may struggle with on its own. With more islands the required migrations is reduced
because the islands work together to lower the failure rates of themselves and that
of the overall island model. As long as elitism is implemented in the islands during
migrational selection and replacement, each migration can only create equal to or
better performing results than that of the previous migrations.
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4.5 Summary
A lot of information has been presented in this chapter. Verification was conducted for
two reasons; to ensure the algorithms were capable of convergence, and to determine
standard operating parameters for the algorithms. As each algorithm showed unique
convergence characteristics. Table 4.7 shows the suggested values for each of the
algorithms. These suggestions are based on convergence performance as well as the
number of function evaluations. These suggested values are the standard values that
are implemented in the source code of STOpS. The user has the capability to change
the parameter values and selection methods to whatever is desired, but defining them
is unnecessary if the suggested parameters are to be used. Refer to appendix A for
more detailed discussion on setting custom algorithmic parameter values in STOpS.
Table 4.7: Suggested Evolutionary Algorithm Parameter Values
Genetic Algorithm*
Method nPop ngen pMate pMutate TSize nElite nKeep
Tournament 100 75 80% 5% 25 5 50
Differential Evolution
Method nPop ngen base scale F pCross
General 50 75 Blend Jitter ∈ [0.4, 0.8] 80%
Particle Swarm Optimization
nPop tspan ϕ K
30 75 2.15 3
*Parameters provided for Genetic Algorithm will rarely converge on their own, but
encourage searching of the workspace
With the algorithm parameters set, the island model can be investigated. As each al-
gorithm performs differently, it is desired to utilize the functionality of each algorithm
in the island model. Thus a simple archipelago of three islands is suggested with each
island representing a different evolutionary algorithm with the associated suggested
parameter values. A three island archipelago is chosen so that each algorithms solu-
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tions have the same weight. For instance, if a four island archipelago was used with
the fourth island being the genetic algorithm than the genetic algorithm outweighs
the other algorithms as it is responsible for 50% of the islands computation. The
topology of this archipelago is set to allow complete solution sharing, and the process
is chosen to repeat three times. Allowing complete solution sharing ensures that each
island is able to receive information from each other island. This way, again, the is-
lands are equally weighted. Using three migrations allows failure percentages of 50%
to lead to success percentages of near 90% once the migrations are complete. With
solution sharing from other islands, the stated success percentage is expected to be
higher. The island models selection criteria was chosen to be tournament selection
with the five best members from each island being selected utilizing a tournament
size of 10 members. The replacement policy is set to utilize natural selection and
will implement the five best performing members of those shared with the island into
the next initialization of the island. The selection and replacement policies are held
constant across the islands. This suggested archipelago will be used in chapter 6
when the results of the orbital test cases are presented. It should be noted that an
archipelago of any size could be used and will still create a near optimal solution,




This work is divided into three major steps; (1) Heliocentric Transfer Optimization,
(2) Planetary Arrival Optimization, and (3) Trajectory Correction Maneuver at Ar-
rival. A final step is done at departure for the sake of patched conics, but the departure
phase is not optimized so it is simply a matter of selecting a launch site that works
with the required orbital parameters. Thus, the departure stage is not considered a
major, or critical, step of this work. The cost functions and formulations present in
this chapter were not been present in any previous versions of STOpS [13][30].
5.1 Reference Frames
When dealing with orbital mechanics, or any system, it is important to first under-
stand the frame, or frames, of reference in the system. Figure 5.1 shows the coordinate
system used in this work, considered the J2000 frame. This frame is in relation to the
coordinate system of the Jet Propulsion Laboratory (JPL) data sets that are used in
this work and discussed in a subsequent section [28]. These data sets are in support
of SPICE, a resource from NASA’s Navigation and Ancillary Information Facility
(NAIF). For the context of SPICE, the J2000 Frame is considered consistent with
the ICRF frame [2]. As this work includes three different phases where the space-
craft is being acted upon by different primary bodies, the coordinate systems change
throughout the trajectory. In the departure and arrival stages, the spacecraft trajec-
tory is modeled using the inertial frame of reference of the respective planet until the
spacecraft exits the SOI. While in the heliocentric transfer phase, and thus outside
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any planetary SOI, the solar inertial frame is used. These frames are illustrated for
an Earth to Mars transfer in figure 5.2. The x-axis points in the same direction for
each coordinate system, toward that of the vernal equinox, .
Figure 5.1: J2000 Frame of the Earth and Sun
To convert from the heliocentric inertial frame to a planetary inertial frame, a princi-
pal rotation is done. This rotation is about the x-axis, the  direction. The angular
rotation, φ, is based on the inclination and obliquity to orbit of each planet. Eq. 5.1
shows the general form of a principal axis rotation about the x-axis [29]. Table 5.1





0 − sin(φ) cos(φ)
 (5.1)
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Figure 5.2: Differing Reference Frames Throughout Patched Conics
5.2 Variable Set-Up
Each planet has an associated planetary symbol to be used as shorthand in calcu-
lations and formulations. Table 5.2 has the planetary symbols which will almost
exclusively be used in subscripts. For instance, the position vector from Earth with
respect to the sun would be r&→ or simply r&. When variables are in relation to
the sun, the subscripts will be even further simplified by dropping the subscript .
Thus making the position vector of the Earth relative to the sun r&.
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Table 5.1: Planetary Inclination and Obliquity to Orbit [12]
Planet Mercury Venus Earth Mars
Obliquity 0.01◦ 177.4◦ 23.45◦ 25.19◦
Inclination 7.0◦ 3.4◦ 0.0◦ 1.9◦
Planet Jupiter Saturn Uranus Neptune
Obliquity 3.13◦ 26.73◦ 97.97◦ 28.32◦
Inclination 1.3◦ 2.5◦ 0.8◦ 1.8◦
Table 5.2: Planetary Symbols
Sun Mercury Venus Earth Mars
 '  & 
Jupiter Saturn Uranus Neptune Pluto
X Y Z [ \
5.2.1 Planetary Ephemeris
Planetary ephemeris data is obtained from the de432s.bsp file from the Planetary
Data System Navigation Node [2]. The .bsp data files are designed to work with
NASA SPICE software, but is read into python with the use of the jplephem library
[2][28]. There are multiple .bsp files to choose from in this library ranging from
10MB up to 1.7GB in size [2]. The difference between the data sets is primarily the
date range that they cover, among other small fidelity variations. Overall, these data
sets provide the location of the inner planets with sub-kilometer accuracy, Jupiter
and Saturn within tens of kilometers, and the outer planets within thousands of
kilometers. The de432s.bsp, or DE432, was selected for this work as it is only 10MB
and coves the years between 1950 and 2050 [14][15]. DE432 is an updated version
of the DE430 ephemeris, and provides a better model for Pluto, as this data set was
designed for the New Horizons Project [14]. There are other subtle differences, but
most noteworthy is the size of DE432 is only 10MB while DE430 is 114MB. The size
of DE430 becomes an issue when the STOpS library is incorporated with GitHub, as
this exceeds GitHub’s single file size limit [21].
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The ephemeris data is presented in relation to the planetary and solar system barycen-
ters. This means that the position between a planet and the sun, r& for example, is
not directly provided by DE432. Rather, all planetary information is provided based
on the planetary system’s barycenter in relation to the solar system’s barycenter.
The barycenter of a system is considered the center of mass, figure 5.3 shows the
barycenter of the Earth system and how the Earth and Moon orbit this barycenter
with time. If the location of a planet is desired in relation to the sun, a simple process
must be followed as in Eq. 5.2 which outlines the process to obtain r&. Symbolically,
the barycenter of a planetary system is denoted with a subscript B on the planetary
symbol, and the solar system barycenter is simply denoted as the subscript SSB. The
Earth system is the only system in the ephemeris data sets that has an accommo-
dating location for the planet in relation to the planetary system’s barycenter. The
barycenter of all planetary systems is close to that of the center of the planet, due to
the fact that the planets have substantially larger mass than that of their moon or
moons. This work assumes that the provided information of the barycenter can be
approximated as the center of the planet, that is, rB ≈ r (while Mars was given
as an example, this assumption is made for all planets, including Earth). Therefore,
Eq. 5.3 can be used as a replacement to Eq. 5.2 to determine planetary information
relative to the sun.
r& = (r&BSSB − rSSB︸ ︷︷ ︸
r
&B
) + r&&B (5.2)
r& = r&BSSB − rSSB (5.3)
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Figure 5.3: Earth-Moon System Barycenter
5.3 Orbital Optimization
There are a few major assumptions made for each portion of the optimization process.
Generally, it is assumed that the spacecraft has a thruster that will be modeled as
an impulsive thruster for planetary departure and planetary insertion. In addition,
it is assumed that the apse line positioning is not defined and departure and arrival
maneuvers are each done at periapse, so the apse line definition is a consequence
of the optimization process. Finally, perturbational effects and those of thrust and
thrust direction error are ignored leaving a two-body dynamical system as modeled
by Eq. 1.1 or Eq. 1.3 when appropriate.
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5.3.1 Heliocentric Transfer
The first optimization step in this work uses a cost function for the heliocentric
transfer phase based on a Lambert’s problem. For Lambert’s problems, two position
vectors and the time of flight between each position are known, but the orbit between
the endpoints is unknown [34]. In the context of this work, the location of the planets
are known, as well as the time of flight between them, but the exact trajectory
is unknown. The solution process provides velocity vectors at each of the positional
endpoint allowing a ∆V to be determined. In interplanetary work, Lambert’s problem
operates from departure planet SOI to arrival planet SOI. Let the calculated departure
and arrival spacecraft velocities from the Lambert’s problem be denoted as vD s/c and
vA s/c respectively. These velocities are heliocentric satellite velocities and can be used
to determine the hyperbolic excess velocity, v∞, at departure and arrival as shown
in Eq. 5.4 and 5.5. The velocities of the departure and arrival celestial bodies are
denoted as vD CB and vA CB respectively.
vD∞ = vD s/c − vD CB (5.4)
vA∞ = vA s/c − vA CB (5.5)
The cost function minimizes the difference between the departure and arrival v∞
compared to target values. Throughout the coming formulation, the subscript tar
denotes target values. The target arrival vA∞ can be determined from the target
arrival hyperbolic eccentricity and the target insertion point, or periapsis, by means
of Eq. 5.6. The target departure vD∞ is determined based on what the value would be
for an interplanetary Hohmann transfer. This value can be determined using Eq. 5.7
[11]. In Eq. 5.7, it is assumed that all planets are co-linear and are in circular orbits
with a radius value of the planets semi-major axis where aD and aA refer to the semi-
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major axis of the departure and arrival planetary orbits respectively. This assumption














This cost function is 2-dimensional and it seeks to optimize the departure date and the
time of flight between planets which will lead to the minimum difference between the
v∞ magnitudes of departure and arrival obtained, and those of the target parameters.
In order to compare cost values to each other, they must be normalized based on
associated target tolerance values. Let the target tolerances be denoted as tolD and
tolA for departure and arrival v∞ respectively. With the tolerance and target values
defined Eq. 5.10 can be used to determine the total cost of a members performance.
The tolerance, tolD, should be defined looser than that of tolA because the departure
v∞ is being compared to the minimum value of ∆V to leave the departure planet
using a Hohmann transfer. It is often not desired to be on such a trajectory, as it
is departure date and time of flight limiting. It is still desired to minimize the value
of vD∞ however, as it will lead to a trajectory requiring less total fuel. Thus, the









Jtot = JD + JA (5.10)
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5.3.2 Planetary Arrival
The heliocentric transfer optimization provides an optimal vA∞ vector in the helio-
centric frame of reference. The first step is to use the rotation matrix in Eq. 5.1
to convert the vA∞ vector to be in the planetary frame of reference [29]. There are
infinite possibilities for the shape of the incoming hyperbolic trajectory, as the only
restriction is that the incoming velocity vector must be parallel to that of vA∞ [11].
A set of these possibilities are shown in figure 5.4, which shows a surface revolution of
possible incoming hyperbolas for a given periapse magnitude [11]. These possibilities
are all rotated about the line S − S which is parallel to vA∞ as well as the incoming
asymptote of the hyperbolic trajectories defined by Ŝ (Eq. 1.10). There is a locus of
possible periapsis locations for a given periapse magnitude, rp. This locus creates a
circle which is representative of the base of a cone with vertex at the center of the
planet and a radius of rpsin(β) where β is the supplementary angle β = cos
−1(e−1)
[11].
The choice of periapse magnitude impacts the shape of the hyperbolic trajectory, in
general a smaller periapsis will relate to a smaller hyperbolic eccentricity value. Figure
5.5 shows a family of approach hyperbolas that all have the same v∞, but different
periapse values and thus different aiming radii, ∆ [11]. The aiming radius, ∆, is
the same magnitude as the B-vector, B, and the semi-minor axis of the hyperbolic
trajectory [11][34]. For a given periapse, the eccentricity can be determined by means
of Eq. 5.11, where µA is that of the arrival planet [11].






To select one of the infinite incoming possibilities, the periapse radius vector must be
defined. The geometry of this definition becomes complication in inertial space, so a
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Figure 5.4: Locus of Approach Hyperbolas [11]
transitional frame was developed for this work where the periapse radius vector can





the inertial frame as FI =
[
X̂, Ŷ , Ẑ
]
. Two principle rotations must be conducted to
obtain a rotation matrix between the inertial frame and this transitional frame. The
inertial axes are first rotated about the Ẑ-axis followed by a rotation about the new
intermediate x̂-axis, as shown in Eq. 5.12 [29]. The angular values of these rotations
is determined from the inertial representation of the incoming asymptote vector,
Ŝ = [Sx, Sy, Sz]. Because the locus of periapses is centered along the asymptote
vector, the objective of the rotation matrix was to align an axis of the transitional
frame with Ŝ. The rotation sequence presented aligns the transitional ĵ axis with
the Ŝ direction. A visual representation of the transitional and inertial frames is
presented in figure 5.6. Note that the rotation matrix from Eq. 5.12 will transform
a vector from the inertial to the transitional frame, most uses of this rotation matrix
will want to transfer a vector from the transitional to the inertial frame which is
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Figure 5.5: Family of Approach Hyperbolas with Differing Periapse Mag-
nitudes [11]














































This rotation matrix and a given periapse magnitude can then be used to determine
a periapse radius vector in the inertial frame as,








rp is now a function of the angle α which is defined to be positive clockwise about
the ĵ-axis of the transitional frame. Thus α = 0 points in the positive transitional
î-axis and α = π/2 points in the positive transitional k̂-axis. This is a consequence of
the rotation sequence used in which the ĵ-axis became aligned with the Ŝ direction.
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Again, figure 5.6 showcases these geometry relations for reference. With the periapse
vector known, the orbit normal vector, n̂ can be determined with Eq. 5.14.





With these parameters, the cost function can be implemented to determine the best
performing incoming trajectory. This is done through B-plane targeting and is based
on the angle α and a periapse radius magnitude. For a given α and rp, Eq. 5.13 and
5.14 are used to determine the periapse position vector and the orbit normal. Then
Eq. 5.15 through 5.22 can be used to determine the B-plane value of the incoming
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hyperbola [34]. Recall that K̂ is the planetary z-axis (equivalent to Ẑ), or [0, 0, 1]T .










R̂ = Ŝ × T̂ (5.18)
B = b(Ŝ × n̂) (5.19)
BT = B · T̂ (5.20)
BR = B · R̂ (5.21)
Bcalc = [BT , BR]
T (5.22)
The total cost consists of the error in the B-plane as well as that of the hyperbolic
eccentricity. These values are computed against given tolerances similar to that of Eq.
5.10. The B-plane error is the norm of the difference in the current B-plane values
and that of the target B-plane, Btar = [BTtar , BRtar ]. Similarly the eccentricity error is
simply the difference between the determined eccentricity and the target eccentricity.
The total cost is shown in Eq. 5.26. It can be seen that this optimization step is
itself 2-dimensional like that of the heliocentric optimization. In this case the values
being optimized are the angle α and the periapse magnitude rp.









Jtot = JB + Je (5.26)
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5.3.2.1 Determining Target Values
The target B-plane values may not be directly defined. In this case they must be
determined before the optimization process is started. When determining the target
values the vA∞ direction is kept the same, thus Ŝ remains, but the magnitude is varied
to the ideal value. This is done by setting the eccentricity and periapse values to their
associated target values. The angular momentum can then be determined with Eq.
5.27 and with the angular momentum, the ideal v∞ magnitude can be determined by
means of Eq. 5.28.
h =
√





e2 − 1 (5.28)
With the new v∞ magnitude, an α value can be determined from a target inclination
value by means of Eq. 5.29 (derivation presented in Appendix D.1). Then Eq. 5.13
through Eq. 5.22 can be used to determine the target B-plane values, Btar, using the
calculated target values and the target periapse magnitude.
α = cos−1
 cos(i)√
(Rxy11Ŝy −Rxy21Ŝx)2 + (Rxy13Ŝy −Rxy23Ŝx)2
 (5.29)
A problem can arise when using Eq. 5.29, because the geometry of the problem limits
the possible inclinations. If the target inclination is outside of these bounds, then the
nearest boundary value for inclination will be used, whether that is the minimum
or maximum value. The minimum and maximum inclinations can be determined by
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means of Eq. 5.30 and 5.31 respectively.
imin = cos
−1 (R11Sy −R21Sx) (5.30)
imax = cos
−1 (R21Sx −R11Sy) (5.31)
5.3.3 Planetary Departure
While not optimized, information regarding planetary departure is listed. Similar
to the information outlined in the arrival optimization, there are infinite departure
hyperbolas that meet the requirements of vD∞. Figure 5.7 shows these infinite possi-
bilities along with the locus of injection points, or periapsis for departure trajectories
with a given rp [11]. Instead of conducting any optimization, a random inclination
value is chosen between the limits of the geometry based on Eq. 5.29. Each orbit will
require the same ∆V to reach vD ∞, the only change would be in the launch phase,
which is not modeled in this work. The launch site would further limit the inclination
of the departure trajectory simply based on the latitude of the launch site and other
safety limitations.
5.4 Trajectory Correction Maneuver
A trajectory correction maneuver (TCM) can be implemented at the arrival planet
in order to achieve a specific B-plane target value and a specific eccentricity value.
Hitting a target eccentricity forces the trajectory toward the target rp value as well.
The arrival optimization does target the B-plane target values, but due to the possible
error in the vA∞ the B-plane values and eccentricity may still deviate from the target
values. A Lyapunov control law is used, in which a series of additional assumptions
are made; (1) TCM starts within the SOI of the arrival planet, (2) a low thrust engine
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Figure 5.7: Locus of Departure Hyperbolas [11]
is being used for the TCM, but another impulsive engine will be used for planetary
capture, (3) thrust direction is the only control parameter, thrust magnitude is held
constant. The assumptions previously listed in this work are held true during the










where k1 and k2 are positive gain parameters and δB and δe are the difference in
calculated and target B-plane and eccentricity values respectively [7][5]. It proves



















where K1, K2, and K3 are support variables defined as follows;
K1 = (Ŝ × K̂)T (Ŝ × K̂) = ŜT [K̂×]T [K̂×]Ŝ (5.35)
K2 = Ŝ × h (5.36)
K3 = Ŝ × (Ŝ × K̂) (5.37)
where superscript × refers to the skew matrix where [x×] is the skew-matrix of x =







In order to determine the time derivative of the Lyapunov function, and thus derive
the control law, the time derivatives of the B-plane parameters must be determined
[7][5]. The chain rule is used to determine the time derivative based on the time
derivative of the orbital elements as seen in Eq. 5.39 and 5.40 [7][5] (see appendix



















































where aT is the low thrust acceleration magnitude defined as T/m and u is the control
parameter, the thruster direction [7][5]. Ξ and Θ are defined as;
Ξ =
























5.4.1 State Vector Formulation
The control law is dependent on the spacecraft position, velocity, eccentricity, and
angular momentum vectors, as well as the orbital energy, the B-plane values, the
Lyapunov function value, and the instantaneous spacecraft mass. A state vector
is formed to be used in the control law through a Runge Kutta variable time step
solver. There are a few additional calculations that must be done to initialize the
TCM after the arrival optimization phase. The arrival optimization should provide
the information for a near optimal hyperbolic arrival trajectory. In order to initialize
the TCM, the forementioned variables must have initial conditions. This will be done
through the computation of classical orbital elements. The angular momentum and
eccentricity vectors, as well as the inclination, are easy to determine with Eq. 5.46
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through 5.48. These elements will define the shape of the orbit.
i = cos−1(n̂z) (5.46)





In order to determine the orientation of the orbit, Ω and ω need to be determined.
These can be determined by computing the nodal line, or the line of intersection be-
tween the planetary equatorial frame and the orbital plane as shown in Eq. 5.49. With








cos−1(N̂x) if N̂y ≥ 0













if rpz < 0
. (5.51)
The location on the orbit, θ, must be defined before position and velocity vectors can
be determined. As these vectors are being computed to initialize the TCM, θ should
correspond with the location the TCM will be starting. The user has two options
to set the starting point; (1) define a position magnitude or (2) define an angular θ
start point. It is suggested to use a position magnitude in relation to the planetary
SOI. For example, rstart = 0.9 ∗ rCB SOI would make the TCM start at a position
magnitude 90% of the SOI of the arrival body. Eq. 5.52 can be used to determine
θ from a given position magnitude based on the general form of the orbit equation
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The orbit is now fully defined, and the spacecraft position and velocity vectors can
be computed from the orbital elements through traditional means.
h, i,Ω, e, ω, θ −→ r,v
In addition, a clause was placed on the Lyapunov value, L. Traditionally, the control
law will continue until the Lyapunov value reaches a value of zero, or until the time
duration is met. For this work, a target L value was used based on what target errors
the user will allow for the B-plane and eccentricity errors. This new Lyapunov value
L′ is shown in Eq. 5.54. Here the target values are in the appropriate units, for
instance a δBtar value could be 1, meaning the B-plane magnitude should be within
1km of the target value. Therefore the control law is complete once L′ reaches a
value of zero or until the time duration is met. This clause saves a lot of computation
















To investigate the functionality of STOpS when utilizing the orbital cost functions,
test cases with known near optimal solutions were required. Historical interplanetary
missions were used as test cases as these missions utilized near optimal trajectories.
If STOpS was able to create a trajectory path with similar parameters to that of
these historical missions, the software is considered to successfully optimize the or-
bital paths. This software has many limitations as it currently stands, and thus the
optimized values from this package will not be true optimal, as there have been as-
sumptions made throughout the formulations. One of the primary limitations is that
this work does not currently have the ability to model gravity assists. This limits
the amount of historical missions as many missions use gravity assist maneuvers to
reach other planetary bodies. When conducting gravity assists, the path from planet
A to B may not be at optimum because the mission continues to planet C, changing
the mission trajectory requirements. With this said, fly-by trajectories can still be
modeled by STOpS. This limitation leaves three planetary bodies that have been
visited without the use of gravity assists; Venus, Mars and Jupiter. Even with this
limitation, there are still numerous missions to choose from, done by space agencies
around the world. For simplicity, only NASA missions were investigated and used as
test cases as information is widely available and there are still numerous mission to
choose from.
In addition to these historical test missions, other mission plans are presented to
showcase the greater functionality of STOpS. The custom missions are designed as if
STOpS was being used for trade study purposes for future mission feasibility. Thus,
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the data ranges of the custom missions are set in the near future. Unlike the test
missions that had information on target parameters, these created missions operate
with limited input information. This is done to showcase the functionality of STOpS
when the user provides minimal target parameters and other variable inputs. For
instance, the user would need an in depth knowledge of B-plane development to
provide STOpS with target B-plane values. This limits the usability of this software
package to a niche subset of the general population. To allow for a broader user base,
STOpS has built in mission modeling assumptions that allows a user with minimal
orbital knowledge to still run the software competently.
This chapter is presented as a brief discussion of some of the results that STOpS is
able to produce. Unless otherwise stated, the standard algorithm and island model
parameters outlined in section 5.3.2.1 are used for these missions.
6.1 Historical Missions
Three historical missions are discussed in this section. Each of these missions were
flyby trajectories, but did not continue on to any other target bodies. In addition, each
of these missions were the first successful missions in regards to their corresponding
target planets. The missions were chosen due to the historical significance each of
them had on the further development of space travel.
6.1.1 Mariner 2
Venus is the second planet from the sun in the solar system, which makes it Earth’s
planetary neighbor. It is a desolate place, and a very unfriendly planet to the likings
of humans. This however, is only known due to the space exploration and ground
71
observations that have been done targeting Venus. More often than not, Venus is
visited as a “gas station”, allowing spacecraft to perform gravity assist maneuvers to
reach the outer planets and beyond. The Mariner 2 mission was a flyby trajectory
about Venus and was part of the first interplanetary missions launched by NASA. This
mission specifically utilized B-plane targeting and the target values are presented in
table 6.1 [24].
Table 6.1: Mariner 2 Mission Parameters [24]
Launch Flight Time BT [km] BR [km] rp[km]
July 10 - Sept. 15, 1962 92-149 days -29,545 5,210 20,000
For STOpS target parameters, the B-plane values and the arrival hyperbolic eccentric-
ity are desired as inputs. For this mission the available parameters are the B-vector,
and the hyperbolic periapse radius. For compliance with STOpS, some preliminary
calculations are necessary to obtain a target eccentricity. Recall figure 5.5 which
shows a family of hyperbolic trajectories based on an aiming radius ∆ [11]. It goes
to show that ∆ has the same value as that of the semi-minor axis, and thus the same
value as the magnitude of the B-vector. With this, Eq. 6.1 could be rearranged to
the form of Eq. 6.2, which allows for the target arrival v∞ to be determined. This
value can then be used to determine the semi-major axis and finally the hyperbolic
eccentricity as shown in Eq. 6.4. A target eccentricity value of 2.6 is found for the
Mariner 2 mission.
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The numerical results can be seen in table 6.2. These results coincide with those of the
target Mariner 2 mission parameters, but differ from the actual mission values. This
is because the results from STOpS gives a trajectory that better accomplishes the
target parameters than that of the actual Mariner 2 mission. This is not surprising
as STOpS uses assumptions that were not present in the actual mission, but these
results are re-assuring as the departure date and time of flight are very similar to
the actual mission, and the arrival periapse and hyperbolic eccentricity have minimal
error in relation to the target values.
Table 6.2: STOpS Mariner 2 Mission Results
Departure TOF BT BR rp e
(Date) [days] [km] [km] [km] [/]
Actual Aug. 27, 1962 109 -41,481 29,244 40,954 4.732749
STOpS Aug. 26, 1962 115.0 -29,545.0 5,210.0 20,080.845 2.6233
This mission optimization led to a departure v∞ value of 3.028 km/s, compared to the
Hohmann transfer value of 2.495 km/s [34]. In order to reach this velocity from a near
circular parking orbit of 200km, a mission ∆V of 4.64 km/s is required. After three
migration, the genetic algorithm island was the algorithm responsible for finding
the optimized heliocentric and arrival trajectories. However, in the first migration
of the heliocentric optimization, if was the differential evolution island that found
the optimal solution. This points toward the fact that solution sharing allowed the
genetic algorithm to build on the work of the other algorithms leading to a more
optimal solution.
6.1.2 Mariner 4
By far Mars has received the most space traffic through flybys, gravitational assists,
atmospheric entries, landers, rovers and more recently the MarCO CubeSat flybys.
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The Mariner 4 mission supplied the first ever photos of another planet from space.
This was a huge feat and a great success of the early American space program [25].
The success of this mission led to Mariner 5, a backup to Mariner 4, being used for
a mission to Venus rather than heading to Mars to obtain the information Mariner 4
was to obtained, had the mission been a failure [25]. Table 6.3 showcases the target
arrival parameters of the Mariner 4 mission to Mars [25].
Table 6.3: Mariner 4 Target Parameters [25]
Departure TOF rp BT BR e
(Date) [days] [km] [km] [km] [/]
Nov. 4, 1964 257 10,000 5,071.42 -10,875.69 5.5454
The numerical results can be seen in table 6.4. These results align closely with the
actual mission parameters. Similar to the Mariner 2 mission, STOpS was able to
better match the arrival parameters. Again, this signifies that assumptions made
during the STOpS formulation allow for easier trajectory modeling.
Table 6.4: STOpS Mariner 4 Mission Results
Departure TOF BT BR rp e
(Date) [days] [km] [km] [km] [/]
Actual Nov. 28, 1964 228.45 7068.8 -12,123.4 12,009 6.4302
STOpS Nov. 10, 1964 245.0 5,071.42 -10,875.69 9938.25 5.3673
For this Earth to Mars trajectory, a departure v∞ value of 3.656 km/s was found to be
the optimal value. This value is 0.711 km/s greater than the Hohmann transfer value
of 2.945 km/s [34]. Utilizing a 200 km parking orbit, the mission required a total
∆V of 3.796 km/s. For this mission the genetic algorithm island found the optimal
heliocentric transfer trajectory, and the differential evolution island was responsible
for finding the optimal arrival trajectory. There was more trading between islands
during this mission than was present in the Mariner 2 mission. For the heliocentric
optimization, the particle swarm optimization island produced the optimal solution
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for the first migration, and the genetic algorithm was able to further optimize the
solution in the second and third migrations. For the arrival trajectory, the genetic
algorithm found the optimal solution in the first migration and the differential evolu-
tion was able to find a better solution during the second and third migrations. Seeing
different islands produce better results after migrations points toward the algorithms
abilities to further optimize the original solution based on the solution sharing present
in the island model.
6.1.3 Pioneer 10
Jupiter, the largest planet in the solar system. This gas giant has been of interest
to astronomers for centuries. Through observations it has been determined the the
Jovian system has over 75 moons, 53 or which are named, and another 26 are awaiting
official names [26]. New moons have been discovered as recently as 2017 [26]. The
Pioneer 10 spacecraft was the first spacecraft to visit the asteroid belt, leave the
inner planets in general, and the first spacecraft to visit Jupiter. After Jupiter, the
spacecraft continued on a path toward exiting the solar system. Pioneer 10 was
the most remote object ever made by humankind through most of its mission, until
Voyager 1 caught up to the Pioneer 10 in radial distance in 1998. The target trajectory
parameters are present in table 6.5 [16]. Specific information about the trajectory
design and other features of the Pioneer 10 mission were difficult to find, as the
attention is placed on the numerous scientific accomplishments and advances of this
mission instead. However, enough information was found that meaningful comparison
can still be made.
Table 6.5: Pioneer 10 Target Parameters [16]
Departure TOF rp BT BR e
(Date) [days] [km] [km] [km] [/]
Mar. 3, 1972 640 214,470 209,200 838,900 1.1311
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The numerical results can be seen in table 6.6. The values obtained are close to
the mission values, but the periapse and eccentricity do differ slightly. The results
of this mission are closer than that of the Mariner 2 and the Mariner 4 missions.
This behavior is expected to be because of the large distance between Earth and
Jupiter. The further you travel for the mission it seems like the easier it is for the
optimization process to find a solution. The flown mission utilized multiple course
correction maneuvers to reach Jupiter. These maneuvers are what accounts for the
differences that are seen and may also be the reason the actual mission took a little
longer to reach Jupiter. The actual mission was also able to use the gravity influence
of some of Jupiter’s many moons to assist their trajectory [16]. It goes to show again,
that STOpS was able to create a mission model that better fit the initial mission
goals than that of the actual mission performance.
Table 6.6: STOpS Pioneer 10 Mission Results
Departure TOF BT BR rp e
(Date) [days] [km] [km] [km] [/]
Actual Mar. 3, 1972 641 208,672 837,285 201,844 1.1158
STOpS Mar. 5, 1972 639 209,200 838,900 212,940 1.1292
The mission parameters from STOpS determine a departure v∞ value of 9.222 km/s
compared to the Hohmann value of 8.793 km/s [34]. The genetic algorithm island was
ultimately responsible for finding the optimal trajectories for both the heliocentric
and the arrival trajectories. However, the differential evolution island found the best
trajectory models for the heliocentric transfer during the first and second migration.
The genetic algorithm was able to find a trajectory that slightly out performed these
previous values during the third migration. The arrival optimization process did
not get any better after the first migration. During the first migration the genetic
algorithm found a near optimal solution and throughout the next two migration there
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was no other trajectory design found that out performed the trajectory from the first
migration.
6.1.4 Summary
Each algorithm was able to outperform the other two algorithms in the island model
during at least one migration. The genetic algorithm appears to be able to converge to
a better solution when dealing with the orbital cost functions compared to the other
two algorithms. This is interesting as the particle swarm and the differential evolution
algorithms both out performed the genetic algorithm throughout verification against
known optimization functions. As the behavior of the orbital cost functions is hard to
quantify, the results here suggest that the behavior is neither many local minima or
regions of minimal performance change. Had a known function with similar behavior
to the orbital optimization been used in verification, the genetic algorithm may have
shown better performance.
The island model proved to make a meaningful impact in the analysis. It was seen
that the algorithms were typically able to find further optimized trajectories with
each migration. This behavior was expected and is re-assuring to see as there was no
real way to verify the island model independently. STOpS was able to create better
than flown trajectories for each historical mission tested. This points toward the
difference in optimization and in actual flight as there is always error and perturbing
forces in flight, that is not modeled in this work.
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6.2 Other Mission Models
Aside from the historical NASA missions tested, other missions models were desired
to show the greater functionality of STOpS and the variety of input parameters the
software can use. As previously mentioned, this work does not incorporate gravity
assists, so each trajectory that STOpS produces will be a direct injection. For these
custom missions, as they were not flown in the past each mission uses future dates
for departure, so that they could be thought of as feasible future missions.
6.2.1 Mars to Earth Return Trajectory
To show that STOpS is able to work with any planetary departure and arrival bod-
ies, a future return mission was designed to bring a spacecraft from low martian
orbit to a low Earth orbit. While there is nothing to compare the results directly
with, the numerical results themselves point toward optimization from and intuition
stand point. Table 6.7 shows the target values and the values obtained by STOpS.
Through this mission development, it was found that it is computationally difficult to
conduct a sun-ward transfer with any eccentricity target value less than 2.0. Target
eccentricities near 1 were used initially, but convergence was challenging. This led to
STOpS adopting a standard eccentricity target of 2.0 whenever a sun-ward trajectory
is being ran without an otherwise specified eccentricity value. This mission utilized
a departure window of Jan 1, 2030 to Jan 1, 2032 with time of flight varying from
120 to 335 days. The target parameters in table 6.7 were determined by the process
described in section 5.3.2.1.
This mission was ran with minimal inputs; no target B-plane parameters were directly
supplied, no arrival orbit inclination was provided, and no target arrival hyperbolic
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Table 6.7: Martian Return Trajectory Parameters
BT∗ BR∗ rp e ∗ ∗
[km] [km] [km] [/]
Target 11,913.05 0.0 6,873 2.0
STOpS 11,913.04 0.0 6,877.93 2.0
*Calculated values based on minimizing Earth arrival orbit
** Standard value for sunward trajectories
eccentricity. Only the tolerances for each optimized parameter were supplied as well
as the initial and final parking orbit parameters. Recall that STOpS does not allow
for apse line inputs, so the only parking orbit parameters supplied were periapse
radius and eccentricity. It goes to show that a user with minimal knowledge on
the interplanetary orbital optimization process can still create and run missions, and
STOpS will fill in the blanks. In this case, STOpS automatically assumed an arrival
hyperbolic eccentricity value of 2.0 while also minimizing arrival orbit inclination. As
previously mentioned, the target B-plane values were determined through the process
presented in section 5.3.2.1.
For this Martian return trajectory, the Hohmann v∞ was found to be 2.648 km/s.
STOpS determined a near optimal trajectory with a departure date of Nov. 3, 2030
with an associated departure v∞ of 2.683 km/s. Both the heliocentric and arrival
trajectory optimal solutions were found by the same islands. In the first migration of
each optimization process, the differential evolution island was able to find the optimal
solution. After this first migration the genetic algorithm found better solutions in the
second and third migrations for both the heliocentric and arrival trajectories. There
was minimal performance change between the second and third migrations.
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6.2.2 Mars to Venus Trajectory
Due to the fact humanity resides on Earth, our space travel is centralized around it.
This limitation however, does not exist in the STOpS software. STOpS allows travel
between any two planets. To prove this concept, but to stay in the realm of feasibility,
a trajectory was designed for a spacecraft departing Mars and arriving at Venus. Of
all the planets, there is the greatest chance of humanities presence reaching out to
Mars, where space agencies themselves could one day originate. The Mars to Venus
orbit was conducted for departure dates ranging from January 1, 2045, to January
1, 2047. This time span gives humanity 25 years to have a large enough presence on
Mars to create a space agency capable of Venetian travel. Minimal target values were
provided to STOpS for this trajectory. Only the departure and arrival parking orbits
were defined, and the arrival orbits inclination was to be at the maximum allowable
by the geometry of the problem. Table 6.8 shows the target parameters as well as the
values found utilizing STOpS. For this trajectory, a value of 4.768 km/s was found
Table 6.8: Mars to Venus Transfer
BT∗ BR∗ rp e ∗ ∗
[km] [km] [km] [/]
Target -11,348.4 0.0 6,552 2.0
STOpS -11,348.397 0.0 6,552.0 2.0
*Calculated values based on maximizing Venus arrival orbit
** Standard value for sunward trajectories
to be the departure v∞ for a Hohmann transfer between Mars and Venus. STOpS
produced a trajectory that utilized 4.768 km/s as departure v∞ which shows that
STOpS most likely converged to a Hohmann transfer that exists in the departure
window provided. This is encouraging to the functionality of STOpS because if a
Hohmann transfer exists in the search domain, it is known to be the best solution
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and STOpS should converge to such a trajectory. The departure date was found to
be September 14, 2045 with 215 days of flight.
During the first migration of the heliocentric and arrival trajectory optimization, the
differential evolution was the island able to find the best performing solution. The
second migration of each optimization sequence showed that the genetic algorithm
island was able to further optimize the outcome from the differential evolution island
during the first migration. The final solution of the heliocentric transfer optimization
was found by the differential evolution island and the arrival trajectory solution was
again found by the genetic algorithm island.
6.2.3 Saturn Orbiter
Saturn has not before been visited with a direct inject trajectory. However, STOpS
is capable of modeling any trajectory between the planets and thus a direct inject
trajectory from Earth to Saturn was desired. The mission was designed to leave Earth
at some point during 2021 with times of flight ranging from three to seven years. The
determined target parameters and the results from STOpS are shown in table 6.9.
It was found that a direct Saturn orbiter mission would require around 13.5km/s of
total ∆V . This is a substantial amount of ∆V which enforces the reasons that gravity
assists have been used to reach the outer planets. STOpS was able to meet the target
parameters.
The Hohmann transfer v∞ was found to be 10.297 km/s compared the the optimal
v∞ value of 11.209 km/s found by STOpS. This shows that there was not a Hohmann
transfer available in the departure window. STOpS created a trajectory model that
departed Earth on April 5, 2021 and took 1,442 days to arrive, or nearly 4 years. The
particle swarm optimization found the best solution for the heliocentric trajectory
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Table 6.9: Direct Earth to Saturn Trajectory with Capture
BT∗ BR∗ rp e ∗ ∗
[km] [km] [km] [/]
Target -278,483.12 0.0 60,770 1.1
STOpS -278,483.13 0.0 60,771.57 1.1
*Calculated values based on maximizing Saturn arrival orbit
** Standard value for outward trajectories
during the first migration. The differential evolution island and the genetic algorithm
island found the optimized trajectory values of migrations two and three respectively.
For the arrival trajectory, the differential evolution island found the best solution in
the first migration and the genetic algorithm island further optimized this solution in
both the second and third migrations.
6.2.4 Summary
The target parameters determined by STOpS are easier for STOpS to converge to
than those of the historical missions. This is likely due to the fact that the target
parameters are determined through simplified geometry relations and provides a well
defined work space. Furthermore, the eccentricity target values were designed based
on the functionality seen in STOpS during the historical mission modeling, choos-
ing values that were easier for the process to converge to. Similar to the historical
missions, each island was able to produce the best results for at least one migra-
tion. Although the differential evolution and the genetic algorithm out performed the
particle swarm optimization again.
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6.3 TCM Correction Factors
Up to this point, the mission parameters have been provided without the use of the
TCM created for this work. Due to the assumptions made throughout the devel-
opment of this package, the trajectory parameters at the arrival planet are already
nearly optimal when compared to the mission target values. In essence, the heliocen-
tric and arrival optimizations stages worked well enough on their own to not require
the functionality the TCM provides. It was still however desired to utilize the TCM
in some fashion. As the TCM is designed to correct for errors in the trajectory, error
was simply added to the arrival parameters after the arrival optimization stage.
Recall that the TCM formulation is based on the Lyapunov function value, L, and an
associated target value, Ltar. Ltar was defined by means of Eq. 5.54 based on target
B-vector magnitude and eccentricity errors. Effectively the Lyapunov control function
would minimize until the obtained value L was within some tolerance value of the
target value Ltar. Because the heliocentric and arrival optimization steps provided
an arrival trajectory very near to the desired target values, the initial L value was
often already within the specified tolerance of Ltar and the TCM was complete before
it was ran. Or at least, this is how the standard TCM operation was conducted.
Once this conclusion was found, two additional TCM operation modes were added to
STOpS; adaptive and error. The TCM can still be ran in its initial formulation, but
often times this leads to very short duration TCMs and no meaningful performance
increase.
The adaptive TCM method systematically reduces the target B-vector magnitude
and eccentricity target values, effectively decreasing the value of Ltar. Decreasing
Ltar would create an arrival trajectory that closer fits the target values by reducing
the error even further. This process was done by halving the original Ltar value
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until the initial L value was greater than Ltar by an order of magnitude. With this
implementation the TCM would often run, but only for very short time durations as
it did not take very long for the TCM to converge to the new tolerance values. This
led to minimal increase in the fidelity of the arrival trajectory.
In the error TCM operation, user defined positional and velocity error is added to the
initial arrival trajectory. Recall section 5.4.1 which outlines the state vector formula-
tion during TCM initialization. This process creates a starting position and velocity
vector, r and v respectively. These position and velocity vectors are perturbed by
means of Eq. 6.5 and 6.6 in this new TCM implementation where αr,v ∈ rand(0, 2π)
and βr,v ∈ rand(0, pi). With the new perturbed position and velocity vectors the
initialization of the TCM can continue. This process often drastically altered the
starting value of L, making the TCM necessary in order to reach the Ltar value. The
user defined errors must be carefully selected as even small errors can create large
perturbations.













The standard, adaptive, and error TCM methods were applied to the Mariner 4
trajectory in an attempt to utilize the functionality of the TCM. Table 6.10 shows
the arrival hyperbolic COEs as determined in the arrival optimization step. The TCM
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began operation when the spacecraft was at a distance equal to 95% of the SOI of
Mars.
Table 6.10: Initial Mariner 2 COEs
h [km3/s2] i [deg] Ω [deg] e ω [deg]
52,059.02 65.13 10.04 5.3672 96.86
The Mariner 4 spacecraft had a target mass of 575lb (260kg) and a engine capable of
supplying 50lb (220N) of thrust with a vacuum specific impulse of 236s [25]. As the
TCM is designed to work with low thrust engines, the engine parameters were adjusted
to have a thrust of 160mN and a specific impulse of 1500s. These values are based on
utilizing four BHT-600 hall effect thrusters which have a technology readiness level
of 6 [1]. Utilizing the original engine specifications over powered the TCM causing
small convergence times and oscillatory activity due to the instantaneous pointing
direction changes. To further encourage the use of the TCM, the archipelago operated
without solution sharing, and thus zero migrations. Recall that having less migrations
and preventing solution sharing is expected to create worse results to that of a full
archipelago with migrations. Table 6.11 shows the results from the standard TCM
operation. In this instance, the adaptive TCM method had no effect as the mission
tolerance values of 10 meters for B-vector error and 0.01 for eccentricity error were
tight enough that the arrival optimization was unable to reach a value of L − Ltar
within the specified global TCM tolerance value. The initial B-vector magnitude and
eccentricity errors are also present in table 6.11. This table shows that the arrival
optimization step does a better job of converging to the target B-vector values than it
does to the target eccentricity value. The results also showed that in order to correct
for the eccentricity error, the B-vector magnitude error had to increase.
The error TCM method was also implemented in which the position was offset by
200km and the velocity was altered by 1m/s. These alterations are similar to those
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Table 6.11: Standard TCM Applied to Mariner 4 Mission
hf [km
3/s2] if [deg] Ωf [deg] ef ωf [deg]
52,446.74 65.13 10.05 5.4446 96.71
δB0 [cm] δe0 δBf [km] δef tf [hrs]
3.76 -0.0872 0.418 -0.0099 14.11
present in literature [5][6][7]. With these relatively small errors, a perturbed trajectory
was created. However, even with small positional and velocity errors implemented,
the trajectory was perturbed to the point where STOpS timed out due to memory
allocation before a solution could be reached. This is expected to be due to the
trade between B-vector error and eccentricity error. Typically the B-vector starts
with less error than the eccentricity, but the control law finds it difficult to correct
the eccentricity without adding error to the B-vector. This process of trading error
from the eccentricity to the B-vector created undesirable behavior that the TCM
control law was unable to model effectively. The literature that supports the TCM
don’t model the trajectory getting to the target planet and begins the modeling once
the spacecraft is already within sphere of influence of the target body [5][6][7]. This
allowed the trajectory to be modeled specifically for the TCM operation. Modeling
the heliocentric portion of the trajectory and forcing the arrival trajectory to conform
with the outcome of the heliocentric trajectory misbalanced the error in the system.
Had the B-vector error and the eccentricity error started with similar magnitudes,




STOpS was successfully updated and converted to python script. Although this ver-
sion of STOpS lost the capability of gravity assists, it now models trajectories in
3-dimensional space, utilizes patched conics to model departure and arrival phase of
interplanetary travel, and utilizes multiple cost function to ultimately target a B-
vector values for specific approach geometry, all in python script. Three evolutionary
algorithms were redeveloped for this work, and were verified through a rigorous brute
force verification process. With the evolutionary algorithms verified, the island model
was investigated and a suggested standard island archipelago was created. Nearly all
the settings for the algorithms and the optimization steps in this work are customiz-
able, but the user is presented with a simplistic format for running STOpS so that the
abundance of input options are not overwhelming or confusing to a new user. Once
a user is comfortable with the general settings, algorithmic settings may be altered
with ease through the use of dictionaries in the initialization of the software.
The software package was verified with the use of historically interesting missions
conducted by NASA to Venus, Mars, and Jupiter. The results of STOpS coincided
with the mission parameters that were used in these missions. In addition to these
standard mission sets, other missions were modeled to showcase the greater function-
ality of STOpS. Unique future missions were created to show how a return trajectory
could be modeled in STOpS from Mars to Earth, or how a Venus exploration mis-
sion could be modeled with Mars as the spacecraft departure planet. It was found
through these missions that the TCM implementation does not always work. If the
initial values are too far from the target parameters, the TCM will not converge in
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the time it takes the spacecraft to reach periapse, or STOpS will time out due to
memory errors before a solution is reached. Alternatively, if the initial values are too
close to the target values then the TCM is not adding any functionality to STOpS.
7.1 Future Work
The logical starting point for future work is to re-implement gravity assist modeling,
both powered and unpowered, utilizing the B-plane targeting for accurate flyby tra-
jectories. This addition would allow all past interplanetary missions to be modeled
and would make the software package more desirable. The idea of gravity assists is
simple, but the addition of the computation can prove difficult as there is a non-linear
relationship between the flight times and the amount of fuel required for the trajec-
tory. The work done on STOpS prior to this release could prove a helpful starting
point [13][30]. With the addition of gravity assists, the ant colony optimization could
be investigated and re-implemented as well.
An interesting addition would be the ability to add other target bodies to the software.
STOpS is currently limited to missions between planets, but planetary systems could
be modeled better and their moons could be added so that trajectories to other
planetary moons could be modeled. A similar addition would be the ability to target
specific locations in the solar system, for instance a solar orbit that is halfway between
that of Earth and Mars. Or possibly the addition of the dwarf planets in the asteroid
belt, near Earth asteroids, comets, etc. There are a lot of interesting locations in
the solar system outside of planetary spheres of influence. This addition would allow
for interesting trajectory designs and would allow past asteroid and planetary moon
missions to be modeled and used to validate this addition.
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This work was based on the principle of patched conics. While patched conics has
been proven to be a good estimate for interplanetary travel, a continuous model could
prove itself useful. Having a continuous model would require at least the effect of n-
bodies on a spacecraft because the transition from departure body SOI to that of
the sun would be desired to be a smooth transition rather than the jarring transition
present in patched conics. A continuous model could allow for the addition of other
perturbational forces, and allow for mid-course correction maneuvers.
Attitude dynamics could be modeled in STOpS, especially during any thrusting ma-
neuvers. Modeling the spacecraft attitude and thruster angle would allow for inter-
esting error margins to be investigated and would allow for various control laws to
be implemented. Momentum gyros, reaction wheels, reaction control thrusters and,
magnetorquers could be implemented for spacecraft control. This adds a unique layer
to STOpS, and makes the software package more of a complete mission modeling soft-
ware, rather than a limited trajectory design tool. This addition could easily prove
itself to be the most complicated and difficult to implement, and would most likely
need to be done once the forementioned additions have been added to STOpS.
The TCM was limited to the arrival planet SOI. This control law could be altered
to work as a true mid-course correction maneuver and multiple maneuvers could
be added to a given trajectory. The TCM did not perform as well as desired in this
work, in both converge and computation time. There are other methods for correction
maneuvers that could be investigated and implemented.
Finally, this work utilized impulsive maneuvers for departure and capture. Contin-
uous thrust maneuvers could be added and the work done by Sheehan would prove
a great starting point [30]. If STOpS was able to model both impulsive and non-
impulsive trajectories, the software package would be more desirable for users inter-
ested in interplanetary optimization.
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This section outlines the various ways that the STOpS program can be used. While
this documentation is designed to be a complete discussion of the code set, it is
possible that the code package can be ran in other configurations not described in
this guide. This guide is broken into four sections with the first outlining installation
of the package. The remaining three sections progressively go into more detail of the
core operation of STOpS and the Island Model optimization scheme at its core.
A.1 Installation of STOpS Repository
This version of STOpS is on a private repository on GitHub. To request access
please contact the author, Jared Graef, or the thesis committee chair, Dr. Kira
Abercromby. Once STOpS has been obtained and is on the local device, any code
editor that supports python 3.7 can be used. This work was created using Spyder,
an Anaconda package which is the recommended editor for those new to python, but
familiar with MATLAB. The Spyder UI and functionality is very similar to that of
MATLAB.
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A.1.1 Required Python Libraries
There are standard libraries that are used in this work. The libraries are not loaded
into STOpS in their entirety, rather the necessary functionality from these libraries
are imported directly. A complete list of necessary libraries and the functionality
from these libraries is provided. Before STOpS can be ran, these libraries must be
present on the users device.
1. numpy: ones, zeros, argsort, delete, linspace, Inf, subtract, cross, dot, outer,
eye, mean, array, transpose, linalg.norm
2. scipy: integrate.solve ivp
3. math: sqrt, cos, pi, exp, sin, acos, atanh, sinh, tan, asin, atan, cosh
4. random: uniform, choices, sample, random
5. matplotlib: pyplot, mpl toolkits.mplot3d




All functionality is included in a single file, which can be difficult to navigate. There
are numerous sections in the work which are separated using the same formatting
so that a user may search the file for a specific section related to the users current
interest. The format of these sections is shown in figure A.1. There are nine sections
in the STOpS library; NECESSARY IMPORTS FROM STD. LIBRARIES, CORE, PRESET
95
MISSIONS, ARCHIPELAGO, ISLAND, ALGORITHMS, COST FUNCTIONS, PLOTTING, and
SUPPORT FUNCTIONS. Each of these sections are formatted the same way as described
in figure A.1. The sections were developed as separate files, but it was desirable to
have all functionality in a single script file for ease of downloading and operation.
Figure A.1: Code Section Formatting
A.2 Running STOpS
There is a simple core function to STOpS simply defined as run(). There are as-
sociated inputs to run custom missions, custom island model settings, custom algo-
rithmic settings, etc. However, if no inputs are provided to run() STOpS will utilize
the settings from a standard preset mission and island model formulation. To run
the standard preset mission without providing any inputs, the user would include the
lines of code present in the snipet below.
1 import STOpS
2 data ,mission = STOpS.run()
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There are two output variables from STOpS.run(); data and mission. Each of these
outputs are dictionaries. data includes all information in reference to the outcome
of the execution. mission includes the relevant mission parameters that were used
as inputs to run the optimization scheme. An excel file is included in the GitHub
repository which outlines the variables of numerous key parameters found throughout
the code. Figures A.2 and A.3 include the variable breakdown for data and mission
respectively, taken directly from the forementioned excel file.
A.2.1 Running Preset Missions
There are numerous preset missions in the STOpS repository that can easily be ran
with a single additional line of code as shown in the coming snipet. The majority of
the presets are historical missions specifically done by NASA that were used to val-
idate the functionality of the STOpS algorithm. These presets include; the Mariner
2 mission to Venus (mariner2()), the Mariner 4 mission to Mars (mariner4()),
the Pioneer 10 mission to Jupiter (pioneer10()), a mock martian return mission
set in the early 2030’s (marsReturn()), a Mars to Venus mission set in the mid
2040’s (mars2venus()), and an Earth to Saturn transfer set in the early 2020’s
(earth2saturn()). Each of these missions can be ran with the addition of a sin-
gle line of code before the primary function call.
1 import STOpS
2 mission = STOpS.presets.mariner4 ()
3 data ,mission = STOpS.run(mission = mission)
A.2.2 Defining Mission Parameters
There are a lot of mission parameters that are used as inputs to the core STOpS
function. As stated in the forementioned section, there are numerous built in preset
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Figure A.2: data Variable Breakdown
missions that can be ran. But the code package is not limited to just these preset
missions, as the user can create custom missions for one off computations, or create
additional custom preset missions. In order to run a user defined mission, the user
must provide variable inputs for each of the required mission parameters (recall figure
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Figure A.3: mission Variable Breakdown
A.3). These declarations are done simply above the primary function call in the script
being used to run STOpS. The following snipet shows the formulation of a mission
to Mars. In fact, these parameters are exactly those used in the mariner4 preset
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mission, but the mission is being defined in script rather than being pulled from the
presets.
1 # define mission
2 mission = {}
3 mission['Start '] = {
4 'Planet ': 3,
5 'Departure ': [datetime (2020 , 1, 1), datetime (2021 , 1, 1)],
6 'Orbit ':{'per':300+ planetConstant (3,'r'),'ecc':0.005 ,
7 'inc':20*pi /180} }
8 mission['End'] = {
9 'Planet ': 4,
10 'Arrival ': [datetime (2020 , 8, 1), datetime (2021 , 12, 1)],
11 'Orbit ': { 'per': 200+ planetConstant (4,'r'),'ecc':0.25 } }
12 mission['TCM'] = {
13 'Thrust ': 1, # [N]
14 'Isp': 3000, # [s]
15 'sc Mass': 100, # [kg]
16 'k1':1,
17 'k2':10000 ,
18 'tar': { 'BT':None , 'BR':None , 'e':1.25 },
19 'tol':{ 'B':1, 'e':.075 },
20 'R Start ': 0.95* planetConstant (4,'SOI') }
21 mission['Cost'] = { 'Heliocentric ': {}, 'Arrival ': {} }
22 mission['Cost']['Arrival '] = {
23 'tar': { 'BT':None , 'BR':None , 'e':1.25 },
24 'tol':{ 'B':.1, 'e':.01 },
25 'misc': {},
26 'Limits ': costLimits('arrival ',mission) }
27 mission['Cost']['Heliocentric '] = {
28 'tar': { 'dep': helioHohmann(mission),
29 'arr':vinfArrival(mission) },
30 'tol': { 'dep':.1,'arr': .01},
31 'Limits ': costLimits('heliocentric ',mission) }
32
33 data ,mission = STOpS.run(mission = mission)
A.3 Customizing Island Model Layout
With the ability to create and run custom missions, the user may want to adjust the
island model scheme as well. This customization requires a little deeper investigation
than that of the custom mission settings. The island model is a combination of a lot
of algorithmic and other settings and creating an island model without the necessary
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base knowledge can prove difficult. The user is recommended to refer to the body of
the thesis for information on variable parameters and island model execution. Recall
that, in this work, the island model can be defined using an archipelago which is mod-
eled as a collection of islands, where each island is representative of an evolutionary
algorithm with some associated algorithmic settings. The archipelago is modeled by
a couple, A, as;
A = 〈I,T 〉 (A.1)
Where I = 〈I1, I2, . . . , In〉 is the set of islands in the archipelago and T is the mi-
gration topology of the archipelago. This work utilizes a generic binary topology
matrix that is a square matrix with dimensions associated with the number of is-
lands in the archipelago. The majority of the settings are found within the islands,
I = 〈I1, I2, . . . , In〉. Again, recall that each island can be defined by a quadruple as;
Ii = 〈Ai,Pi,Si,Ri〉 (A.2)
where Ai is the optimization algorithm with all associated settings, Pi = 〈Pi, Ji〉 is
a couple that includes the population and associated cost values, and Si and Ri are
the selection and replacement policies of the island’s migration policy respectively.
These variables are scripted as close to this context in the STOpS archipelago by;
1 A = { 'I':I, 'T': T }
where the variable which houses the information for the islands is defined as;
1 I = { 'A':alg , 'P': { 'pop':[], 'J': [] }, 'R':R, 'S':S }
The variable T is simply an n × n array where n is the number of islands in the
archipelago. Notice that in the definition of I, each variable is itself another dic-
tionary of options. The algorithm, alg, variable will be discussed in section A.4.
101
The replacement and selection settings are held in the dictionary variables R and S
respectively. R has n integer keys which each refer to a specific islands replacement
policies. The same is true for S. Recall that each island can have unique replacement
and selection policies. Figures A.4 and A.5 show the variable breakdown of the re-
placement and selection policies respectively. Algorithmically these dictionaries can
be scripted as;
1 R = {}
2 for i in range(nIsl): # No. of Islands
3 R[i] = {'kind': kind , 'nRep': nRep , 'nElite ': nElite , 'Tsize ':
TSize , 'pop': [], 'J': [] }
4 S = {}
5 for i in range(nIsl): # No. of Islands
6 S[i] = {'kind': klind , 'nSel': nSel , 'nElite ': nElite , 'Tsize ':
TSize }
Figure A.4: R Variable Breakdown
Figure A.5: S Variable Breakdown
If the user wanted to create custom replacement and selection policies, the method
shown in the coming snipet1 should be used. In this snipet, it is assumed that there
were two islands in the archipelago and it can be seen that no mission was provided.
In addition, ’TSize’ was not defined in S, nor was S[1] defined. This was done
1This snipet assumes that the variable Isl was previously defined.
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to showcase the ability of STOpS to use partial information. The standard preset
mission would be utilized in this case. In addition, STOpS would recognize that only
one selection policy was provided and would notify the user that the same selection
policy provided would be used for each island. This is included so that if the user has
multiple islands that are desired to have the same replacement or selection options,
the options only need to be defined once, allowing STOpS to fill in the blanks behind
the scenes.
1 R = {} #define replacement settings
2 R[0] = { 'kind': 'tournament ', 'nRep':10, 'nElite ':2,'TSize ':15 }
3 R[1] = { 'kind': 'rank', 'nRep':10, 'nElite ':2,'TSize ':None }
4
5 S = {} # define selection settings
6 S[0] = { 'kind': 'cost', 'nSel':5, 'nElite ':1 }
7
8 T = [ [1,1],[0,1] ] # defiine topology matrix
9
10 data ,mission = STOpS.run( Isl=Isl , rep=R, sel=S, top = T )
A.4 Customizing Algorithmic Settings
STOpS currently has three evolutionary algorithms that are available for use in the
Island Model. A given island can be any of these evolutionary algorithms and can
have any of that algorithms associated settings. Recall that each of the algorithms
has multiple settings that they can be ran with. This leads to the ability to use the
same algorithm for multiple islands, but have different algorithmic settings so they
are still unique from each other computationally. Or, each island can be different
algorithms. There are millions of different combinations of algorithms and setting,
and that only includes the options up to three islands. A singular island’s algorithm is
itself a dictionary Isl. The algorithmic portion of the island is created using a custom
python class Island, which takes a short hand string algorithm call out as well as
any associated options as inputs. The call outs for the algorithms are "GA", "DE",
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and "PSO" for the genetic algorithm, differential evolution, and the particle swarm
optimization respectively. With a string identifier, the Island class will populate
itself with the necessary parameters for the associated algorithm. For instance, the
user can create an island in reference to the genetic algorithm by means of;
1 GA = STOpS.Island('GA')
This code would create an island class variable GA, that utilizes the standard algorithm
settings for the genetic algorithm. To change the actual algorithmic settings, an
options dictionary needs to be defined similar to that of the replacement and selection
policies of the archipelago. The options vary based on which algorithm is being used,
figures A.6, A.7, and A.8 show the options for the genetic algorithm, differential
evolution, and particle swarm optimization respectively. In addition, the coming
snipet shows how a user could define an island class variable that is representative of
a genetic algorithm with custom option settings.
Figure A.6: Genetic Algorithm Options Breakdown
Figure A.7: Differential Evolution Options Breakdown
To create an assortment of different islands, the code shown in the coming code snipet
must be repeated for each island the user wishes to define. Once all the islands are
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Figure A.8: Particle Swarm Optimization Options Breakdown
1 # define genetic algorithm options
2 opts = { 'sel': 'tournament ', 'nKeep ': 50, 'nElite ': 5, 'TSize ': 20,
'pop': 100, 'gen': 75, 'pMate ': .8, 'pMutate ': .05 }
3
4 #create island type variable
5 GA = STOpS.Island('GA',opts)
defined, they are combined in an integer pointed dictionary to be fed into the core
STOpS function. The last snipet shows how this procedure could be completed for
a custom archipelago made up of four islands. Seems how only information about
the islands is being passed into the run() function, STOpS would assume a standard




3 # define genetic algorithm options and create island
4 opts = { 'sel': 'tournament ', 'nKeep ': 50, 'nElite ': 5, 'TSize ': 20,
'pop': 100, 'gen': 75, 'pMate ': .8, 'pMutate ': .05 }
5 GA = STOpS.Island('GA',opts)
6 # define differential evolution options and create island
7 opts = { 'sel': 'rank', 'nElite ': 5, 'pop': 75, 'gen': 50, 'pCross ':
.85, 'base': 'blend ', 'scale ': 'jitter ', 'F': [.4 ,.9] }
8 DE1 = STOpS.Island('DE',opts)
9 # define differential evolution options and create island
10 opts = { 'sel': 'general ', 'nElite ': 5, 'pop': 80, 'gen': 60, '
pCross ': .9, 'base': 'random ', 'scale ': 'constant ', 'F': .5 }
11 DE2 = STOpS.Island('DE',opts)
12 # define particle swarm options and create island
13 opts = { 'pop': 60, 'tspan ': 40, 'vMax': 0.5, 'K': 3, 'phi': 2.15 }
14 PSO = STOpS.Island('PSO',opts)
15
16 Isl = { 0: GA , 1: DE1 , 2: DE2 , 3: PSO }




This appendix goes into much more detail than the chapter on evolutionary algorithms
present in the main body of this work. Some of the material will be mirrored to that
of what is present in the main body.
Recall that almost all evolutionary algorithms work in the same way, they start with
an initial population of members, then through some sort of selection and mating
method a new population is created. This new population is used as the next gen-
eration in the algorithm, and this process is repeated a set number of times. This
allows the desirable traits from one generation’s members to be passed on to the mem-
bers of the next generation [27]. Evolutionary algorithms can be applied to almost
any problem set, all that changes is what information is contained in the members
of the population and the cost function. For sake of this work, it will be assumed
that a population is composed of nPop members, and each member is composed of nd
parameters.
population = [member1,member2, . . . ,membernPop ]
memberi = xi = [parameter1, parameter2, . . . , parameternd ]
B.1 Genetic Algorithm
There are two general forms of the genetic algorithm; continuous and binary. A
continuous genetic algorithm was developed for this work due to the fact it requires
less storage space, can more accurately represent continuous parameters, and often
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provides a more accurate representation of the cost function itself [20]. There are two
primary steps in the algorithm; selection and mating of members.
B.1.1 Selection Methods
During the selection phase of the genetic algorithm, a subset of the population is
selected and allowed to undergo the mating process. The selection method used is key
to ensure that enough of the workspace is searched to confirm the found solution is the
global optimum, and not a local optima. However, the method also needs to allow for
convergence and not just endless searching of the workspace. The genetic algorithm
in this work has multiple selection methods; tournament method, natural selection,
rank weighted random, cost weighted random, thresholding, and random selection.
Each of these selection methods were present in Sheehan’s STOpS, and all but the
tournament method were present in Fitzgerald’s work [30][13]. Random selection and
the thresholding selection method have proved to be ineffective at reaching a solution,
and detailed discussion on these selection methods has been omitted from this work.
These methods are still included in the source code, and the interested reader is
encouraged to refer to either Sheehan or Fitzgerald’s works for more information
[30][13]. A feature called elitism can be implemented in the selection methods, which
allows the nElite best solution(s) to automatically survive to the next generation. For
sake of this work, the selected members in the selection process will be referred to as
parents.
B.1.1.1 Tournament Method
A subspace of the population with Tsize members is created and the member in this
subspace with the best cost value is selected as a parent [30]. Once a member has been
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selected it is removed form the population set to prevent it from competing in another
tournament. This process is repeated until nKeep parents are selected. The subspace
size, Tsize, should be smaller than the difference between nPop and nKeep. Having
this restriction on the tournament subspace size guarantees that each tournament
conducted has the same number of members. Elitism may be implemented.
B.1.1.2 Natural Selection
The nKeep members with the lowest cost are selected as parents. This method is very
popular, simple, effective, and widely used in literature [19][20].
B.1.1.3 Rank Weighted Random
Each member in the population is given a probability of selection based on the mem-
ber’s rank. For example, the member with the best cost would be given a rank of
1st and the highest probability of being selected as a parent. Eq. B.1 shows how
the probability, Pi, is defined for the i
th member of the population, popi [30]. The
population must be sorted based on cost from high to low, that is, the member with
the lowest corresponding cost should have an index value of i = nPop−1. Parents are
selected using a weighted random that accounts for the member’s probability factors.
This gives even the worst performing members a small chance of selection. Giving
the worst performing members a chance to be selected as parents encourages more
searching of the workspace. This additional searching helps prevent the algorithm
from converging too soon, which increases the likelihood that the solution converged






B.1.1.4 Cost Weighted Random
Similar to rank weighted random, each member in the population is given a probability
of selection. The probability is based on the member’s cost. Having the probability
based on cost creates a non-linear distribution that could limit the exploring of the
workspace. Eq. B.2 shows how the probability, Pi, is defined for a given member of
the population. Parents are selected with a weighted random that accounts for the
probability factors. This grants even the worst members a small chance of selection.
Elitism may be implemented.
Pi =
Jmax − Ji∑nPop−nElite
j=1 Jmax − Jj
(B.2)
B.1.2 Mating
Mating occurs after the parents have been selected using a chosen selection method.
In general, two of the selected parent members are chosen at random to mate with
each other. These two parents will mate to form an offspring which will become a
member of the next generation. Due to the random selection from the pool of parent
members, some of the parent members could mate multiple times and others may
not mate at all [13]. It is for this reason that elitism can be implemented so that the
best solutions are not randomly discarded during the mating process [30]. The elite
members are also allowed to partake in the mating process, not just pass directly
into the next generation. This work uses a modified continuous mating method [20].
This method uses blending to produce an offspring based on a random number factor,
β ∈ [0, 1]. Mating is dependent on the mating probability, pMate, and is done at a
parameter level. For example, if the parents have 10 parameters and a 90% mating
percentage is being used (pMate = 0.9), only nine of the parameters are expected to
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undergo mating. The offspring is pre-allocated as the first chosen parent to ensure
that is mating doesn’t occur there are no undefined parameters in an offspring. This
process can be seen in algorithm B.1. A downside to this method is that the offspring
will be within the values of the two parents. This could limit the ability for the
algorithm to search the workspace [30].
1 f o r i in nPop :
2 parent 1 = parents [ random∈ [ 0 ,nKeep=1]]
3 parent 2 = parents [ random∈ [ 0 ,nKeep=1]]
4 o f f s p r i n g i = parent 1
5 i f random∈ [0, 1] ≤ pMate :
6 β = random ∈ [0, 1]
7 o f f s p r i n g i = β∗parent 1 + (1− β)∗parent 2
Algorithm B.1: Genetic Algorithm Continuous Mating [20][30]
There is a chance that the mating process causes parameter values that are outside
of the specified limits on the parameter. If this occurs the parameter in question
will adopt the closest limit. For instance, if the parameter value is greater than the
maximum parameter value limit the parameter value is set to the maximum limit
itself. This prevents the offspring from residing outside the given search space.
B.1.2.1 Mutation
Once mating has occurred in the genetic algorithm, there is a chance for mutation.
Mutation can introduce traits not in the original population and keeps the genetic
algorithm from converging too fast [20]. Parameter mutation was implemented and
it causes a parameter to be replaced by a random value from within that parameter’s
defined limits. Similar to the mating method, each parameter is individually tested
for mutation. Algorithm B.2 shows how mutation occurs on a given offspring with a
mutation probability of pMutate.
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1 f o r i in nPop :
2 f o r j in nd :
3 i f random ∈ [0, 1] ≤ pMutate :
4 o f f s p r i n g i [ j ] = uniform ( l i m i t jmin , l i m i t jmax )
Algorithm B.2: Genetic Algorithm Mutation
B.2 Differential Algorithm
In differential evolution, the mating process is considered mutation, this is not to
be confused with the genetic algorithms mutation process. Assuming an initial pop-
ulation, P0, starts with nPop members, the mutation process will create nPop trial
members [27]. The trial members are then combined with P0 to form a trial pop-
ulation of 2 · nPop members. These trial members are created through the use of a
mutant member and some crossover percentage pCross. The trial population is limited
through the differential evolution’s selection method back to nPop members which will
be considered the next generation. While this process is a little more conceptually
challenging than the genetic algorithm, its effectiveness has proven just as strong, if
not stronger, than that of the genetic algorithm.
B.2.1 Mutation and Recombination
Mutation is the process in which nPop trial members are created from the original
population and that of a mutant population. Vector math is used in this formulation
where each member is treated as a 1×nd row vector. In literature, the term ”vector”
is used in place of ”member” to highlight the mathematical formulations [27]. This
work continues to use the term ”member” to highlight relationships between the
different algorithms and to maintain continuity. To begin, a mutant member is created
from three different population members; a base member and two randomly selected
members. The base member selection has its own criteria and will be covered in the
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subsequent section. Once a mutant member is created, a crossover probability is used
on each parameter between the recently created mutant member and a member from
the original population. This creates a new member, which is a combination of the
mutant and original population member, that is now considered a trial member. This
process is repeated nPop times to create nPop trial members. These members are then
added to the original population to create a trial population Ptrial composed of 2 ·nPop
members. This process of mutation and recombination from the initial population to
the trial population is illustrated in algorithm B.3.
1 f o r i in nPop :
2 # determine mutant member νi
3 xb = { Base Member S e l e c t i o n }
4 xk1 = random ∈ [ 0 , nPop=1] 6= i , b
5 xk2 = random ∈ [ 0 , nPop=1] 6= i , b , k1
6 F = { Sca l e Factor S e l e c t i o n }
7 νi = xb + F·( xk1 = xk2 )
8
9 # determine t r i a l member ui through c r o s s o v e r
10 f o r j in nd :
11 i f random ∈ ( 0 , 1 ) ≤ pCross
12 ui [ j ] = νi [ j ]
13 e l s e :
14 ui [ j ] = xi [ j ]
15
16 Ptrial = [ x1 , x2 , · · · , xnPop , u1 , u2 , · · · , unPop ]
Algorithm B.3: Differential Evolution Mating and Recombination
B.2.1.1 Base Member Selection
The base member xb can be determined by one of three methods; random, best so far,
or random-best blend. Random selection simply chooses a new base member from the
original population at random for each mutant member. Best so far selection chooses
the member in the population with the lowest associated cost as the base member, this
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base member is held constant within a given generation. Random-best blend selection
uses linear interpolation to create a member that is between the member with the
lowest cost and a randomly selected member. A random number, random ∈ (0, 1), is
used to determine at what point on the linear interpolated line the member will be
generated for each mutant when the blend method is used. The base member must be
unique from both of the randomly selected members xk1 and xk2 . When random-best
blend is used xb is always unique from xk1 and xk2 because xb does not directly relate
to a member from the population.
B.2.1.2 Scale Factor Selection
There are many methods to determine the value of the scale factor, this work included
constant, dither, and jitter [30][27]. Constant selection relies on a defined scaling
factor, and this value is used for every generation. Dither selection randomly selects
a value, between defined limits, and uses this value for a given generation, a new
value is selected for each generation thereafter. Jitter uses a new randomly generated
value, between defined limits, for each mutant member in each generation. The scale
factor shall be a real and positive value F ∈ (0, 1+] that is seldom greater than 1 [27].
B.2.2 Selection Methods
The selection method acts upon the trial population Ptrial. The next generation will
be composed on nPop members, so half of the members must be eliminated from
Ptrial during selection. The selection methods are the same as those of the genetic
algorithm, however thresholding is not used, and a method specific to differential
evolution general is implemented [27]. This general scheme can be seen as part of
algorithm B.4. The difference between these selection methods and those of the
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genetic algorithm is that nKeep is effectively a constant value of nPop in differential
evolution. This is due to the fact that the population size is doubled in the creation
of the trial population, and the next generation needs to be reduced back to nPop
members. Elitism can be implemented to ensure that the best solution(s) are not lost
in the selection phase.
1 i f s e l e c t i o n method = gene ra l :
2 f o r i in nPop :
3 i f J (ui ) ≤ J ( xi ) :
4 Pnewi = ui
5 e l s e :
6 Pnewi = xi
7 e l s e :
8 Pnew = { S e l e c t i o n Method : Ptrial → Pnew }
Algorithm B.4: Differential Evolution Selection
B.3 Particle Swarm Optimization
This method is designed to mimic the way that bees search for flowers to pollinate,
and how the findings are communicated between other bees of the hive. This commu-
nication is core to the particle swarm algorithm and is conducted through the use of
informant members. Similar to almost all stochastic iterative algorithms, a random
initial population is created. The members that make up this population are thought
of as positions. Thus each member is representative of a coordinates in nd-dimensional
space. In addition to the standard members, a velocity of nd-dimensionality is de-
termined for each member. This method does not include any selection criteria or
generation advancement. Rather, the members move within the workspace for a set
time span based on a changing velocity term. This velocity has parameter limits equal
to some fraction, α (typically α = 0.5), of the parameters standard limits, as shown
in Eq. B.3 [8]. A member’s movement through space due to the velocity should guide
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the member toward the optimal solution.
vlim = [α(xlimmin − xlimmax), α(xlimmax − xlimmin)] (B.3)
It is important to define a few variables before advancing the particle swarm formu-
lation: the number of informants K; the ith population member xi; the i
th member’s
velocity vi; the best position that the i
th member has found up to this point pi;
and the best position found by the ith member’s best informant gi. The informants
will be discussed in detail in the forthcoming section. Understanding these variable
definitions, algorithm B.5 shows how the velocity changes and the effect it has on a
member. The method depends on three confidence values; c1, c2 and c3. Traditionally,
c1 would be explicitly defined and held constant for each member in the population
while c2 and c3 would be randomly selected from some interval c1, c2 ∈ [0, cmax] and
be redefined for each parameter. However, it has been shown to that making the two
confidence coefficients (c1 and cmax) dependent provides good convergence [8]. This
dependency is shown in Eq. B.4 through the use of a variable ϕ [8]. Due to the fact
that c1 should be greater than 1, the value of ϕ should be no less than 2.01 [8].
1 { Informants Share In format ion }
2 f o r i in nPop :
3 vi = c1vi + c2 (pi = xi ) + c3 ( gi = xi )
4 xi = xi + vi










The updated values of xi could cause parameters of the member to be outside of the
parameter variable limits. When this occurrence has happened in previous algorithms,
the value of the out of bounds parameter was set to that of the nearest boundary
condition. This process is not sufficient for particle swarm as the velocity would
commonly cause the parameter to exit the workspace again on the next time step.
This would cause the parameter to be ’stuck’ at the border [8]. Instead, the parameter
value and the associated velocity are altered. The method implemented in this work
for some parameter xi[j] that falls outside of the specified limits is to replace the
associated velocity, vi[j], with its negative and the parameter with the closest border
value as shown in Eq. B.5 [8].
xi[j] /∈ [ xmin[j], xmax[j] ]⇒

vi[j] = −vi[j]
xi[j] = xmin[j] if xi[j] < xmin[j]
xi[j] = xmax[j] if xi[j] > xmax[j]
(B.5)
B.3.1 Informants
The particle swarm method is largely reliant on the communication of solutions among
members of the population. Each member will inform K randomly chosen members
from the population set of the best known cost value and associated member it has
encountered. This information link is symmetrical, so the informant is also informed
by the members it is informing.
The number of informants needs to be carefully selected so that there is convergence
to the optimal solution. If too many informants are used, then it is more likely for
there to be convergence on a local minima, rather than the global minimum. This is
caused by numerous solutions being shared before members have sufficiently searched
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1 # re=a l l o c a t e informant in fo rmat ion f o r each i t e r a t i o n
2 a l l g ⇐ Null
3 f o r i in nPop :
4 f o r k in range (K) :
5 k = random (0 , nPop )
6 i f p [ k ] per forms b e t t e r than g [ i ]
7 g [ i ] ⇐ p [ k ] # update as bes t informant o f i
8 # symmetric in fo rmat ion l i n k s
9 i f p [ i ] per forms b e t t e r than g [ k ] :
10 g [ k ] ⇐ p [ i ] # update as bes t informant o f k
11
12 { Determine New Ve loc i ty and Update Member }
Algorithm B.6: Informants for the Particle Swarm Optimization
the workspace. Alternatively, if too few informants are used than the motion in the
workspace will remain mostly random, and it is more likely to see no convergence.
Therefore, the number of informants needs to be small enough to promote exploration




This appendix provides support information for the verification of the evolutionary
algorithms. This appendix is composed of tabulated results, where the tabular values
were taken from plots generated from the algorithms. Chapter 4 includes the discus-
sion for these results, only the tabulated resutls and limited discussion are present
here.
C.1 Genetic Algorithm
All tabulated results are present in chapter 4. The plots are included within the
python library, but are not included here as the plots provide litle additional infor-
mation compared to that of the tabulated results. For reference, the tabulted results
are included in tables C.1 and C.2.
Table C.1: The Genetic Algorithm’s Minimum Cost Ranges of Mating and
Mutation Probabilities
Selection Ackley’s Griewank’s Rosenbrock’s
Method pMate pMutate pMate pMutate pMate pMutate
Tournament 0-100 0-30 10-100 0-25 60-100 0-15
Natural 50-100 0-12.5 10-100 0-17.5 40-100 0-12.5
Rank Weighted 30-100 2.5-10 10-100 0-25 20-100 2.5-10
Cost Weighted 40-100 2.5-12.5 10-100 0-15 40-80 0-10
Suggested 30-100 1.25-16.25 10-100 0-20.625 40-95 .625-9.4
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Table C.2: Minimum Failure Rate Regions for Genetic Algorithm Selection
Methods in 5D
Selection Ackley’s Griewank’s Rosenbrock’s
Method nPop nGen nPop nGen nPop nGen
Tournament 240+ 80+ 240+ 80+ * *
Natural 240+ * 220+ 80+ * *
Rank Weighted 230+ * 220+ 120+ * *
Cost Weighted 200+ 110+ * * * *
*No significant changes present over domain
C.2 Differential Evolution
Due to the larger number of setting in differential evolution, all the tabulated resutls
were not presented in chapter 4. As such, the tabulated results are shown in tables
C.3 through C.8.
C.2.1 Differential Evolution: Ackley’s Function Performance
Table C.3: Differential Evolution Best Base Member Selection
Utilizing 5-dimensional Ackley’s Function, pCross = 80%, F ∈ (0.4, 0.8) or F = 0.5
Selection Jitter Dither Constant
Method nPop nGen nPop nGen nPop nGen
Tournament 41+ 50+ 42+ 50+ 50+ 68+
Natural 30+ 58+ 31+ 62+ 37+ 50+
Rank Weighted 55+ 58+ 55+ 65+ 50+ 62+
Cost Weighted 42+ 80-100 45+ 75-95 50+ 60+
General 25+ 75+ 25+ 75+ 30+ 58+
C.2.2 Differential Evolution: Griewank’s Function Performance
There was no solution reached within the set domain for Griewank’s function, regard-
less of which selection method, base member selection method, or scale factor method
was used. Griewank’s function is particularly difficult to obtian a solution vlaue of
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Table C.4: Differential Evolution Blend Base Member Selection
Utilizing 5-dimensional Ackley’s Function, pCross = 80%, F ∈ (0.4, 0.8) or F = 0.5
Selection Jitter Dither Constant
Method nPop nGen nPop nGen nPop nGen
Tournament 38+ 58+ 37+ 59+ 43+ 50+
Natural 25+ 72+ 25+ 74+ 32+ 58+
Rank Weighted 37+ 66+ 43+ 65+ 43+ 59+
Cost Weighted 42+ 82+ 40+ 85+ 40+ 70+
General 20+ 92+ 22+ 95+ 22+ 75+
Table C.5: Differential Evolution Random Base Member Selection
Utilizing 5-dimensional Ackley’s Function, pCross = 80%, F ∈ (0.4, 0.8) or F = 0.5
Selection Jitter Dither Constant
Method nPop nGen nPop nGen nPop nGen
Tournament 35+ 88+ 35+ 88+ 40+ 80+
Natural * * * * 20-45* 97+*
Rank Weighted 50+ 99+ 30+ 99+ 40+ 97+
Cost Weighted * * * * * *
General * * * * * *
*No significant changes present over domain
the target tolerance, and it is not unexpected that the algorithm was unable to do
so. Convergence is still seen toward the solution with differential evolution, just not
to within the target value of 10−5.
C.2.3 Differential Evolution: Rosenbrock’s Function Performance
Table C.6: Differential Evolution Best Base Member Selection
Utilizing 5-dimensional Rosenbrock’s Function,
pCross = 80%, F ∈ (0.4, 0.8) or F = 0.5
Selection Jitter Dither Constant
Method nPop nGen nPop nGen nPop nGen
Tournament 59+ 50+ 57+ 65+ 60+ 40+
Natural 55+ 41+ 72+ 52+ 60+ 40+
Rank Weighted 53+ 64+ 56+ 50+ 58+ 65+
Cost Weighted 48+ 80+ 42+ 72+ 55+ 55+
General 30+ 59+ 32+ 59+ 42+ 55+
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Table C.7: Differential Evolution Blend Base Member Selection
Utilizing 5-dimensional Rosenbrock’s Function,
pCross = 80%, F ∈ (0.4, 0.8) or F = 0.5
Selection Jitter Dither Constant
Method nPop nGen nPop nGen nPop nGen
Tournament 59+ 68+ 58+ 62+ 60+ 30+
Natural 58+ 55+ 50+ 60+ 60+ 40+
Rank Weighted 55+ 82+ 58+ 70+ 60+ 65+
Cost Weighted 50+ 99+ 50+ 99+ 55+ 94+
General 29+ 74+ 29+ 75+ 42+ 60+
Table C.8: Differential Evolution Random Base Member Selection
Utilizing 5-dimensional Rosenbrock’s Function,
pCross = 80%, F ∈ (0.4, 0.8) or F = 0.5
Selection Jitter Dither Constant
Method nPop nGen nPop nGen nPop nGen
Tournament 58+ 75+ 58+ 65+ 58+ 98+
Natural 30+ 99+ 55+ 99+ 50+ 90+
Rank Weighted 59+ 99+ 60+ 100+ 60+ 80+
Cost Weighted * * * * * *
General * * * * * *
*No significant changes present over domain
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Appendix D
OPTIMIZATION AND CONTROL SUPPORT
Additional equations and derivations are presented to help aid further advancement
and development of STOpS.
D.1 Inclination and α Relation
During the arrival stage of the optimization process, there is a transitional frame
created and an angle, α is defined in this frame. In order for the user to supply a target



































rpcos(β)Sx + rpsin(β)(R11cos(α) +R13sin(α))
rpcos(β)Sy + rpsin(β)(R21cos(α) +R23sin(α))







cos(i) = −(R21Sxcos(α)−R11Sycos(α) +R23Sxsin(α)−R13Sysin(α)) (D.10)
cos(i) = (R11Sy −R21Sx)cos(α) + (R13Sy −R23Sx)sin(α) (D.11)
Variable Reduction...
a = R11Sy −R21Sx (D.12)
b = R13Sy −R23Sx (D.13)











c = (a)cos(α) + (b)sin(α) (D.17)
c√
a2 + b2
= Acos(α) +Bsin(α) (D.18)
Noticing A2 +B2 = 1, Let A = sin(δ) and B = cos(δ).
c√
a2 + b2
















(R11Sy −R21Sx)2 + (R13Sy −R23Sx)2
)
(D.22)
D.2 TCM Control Law
This section outlines the analytical expressions required to implement the TCM con-







































Before providing the analytical expressions for the terms in Eq. D.23 and D.24, some
































































+ [(Ŝ × K̂)×]T ∂Ŝ
∂h
(D.32)

































































































































Recall that r is the orbital position vector, v is the orbital velocity vector, aT is the
thrust acceleration magnitude, u is the thruster direction and the control variable,
and and that Γ is defined in Eq. 5.44. Thus the analytical expressions provided can
be implemented in a control algorithm. For control law stability analysis refer to the
literature [6][7][5].
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