For γ > 0, we are interested in blow up solutions u ∈ C + (B) of the fractional problem in the unit ball B
Introduction
Let N ≥ 3, 0 < α < 2 and let (X t ) t≥0 be the standard α-stable process in R N . It is determined by its characteristic function which takes the form
where E x is the expectation with respect to the distribution P x of the process starting from x ∈ R N . It is a discontinuous Markov process and give rise to equations with the fractional Laplacian ∆ α 2 . Nonlocal operators such as ∆ α 2 naturally arise in population dynamics, continuum mechanics, game theory and some other fields, we quote for instance [2, 21, 30, 32, 36, 37] , one can see also [11] for broader discussion.
In the classical setting, i.e. for α = 2, one of the most commonly considered equations in the literature is the following:
where B is the unit ball of R N and ϕ : [0, ∞[→ R is a some nonnegative nondecreasing function. Such equations appear naturally in several interesting contexts including in the random systems of branching particles [20, 29] . Solutions of (2) verifying lim x→∂B u(x) = ∞ are called large solutions or blow up (boundary) solutions. Merely for the sake of completeness, we shall recall the pioneering work of [26] and [33] . They proved independently that a necessary and sufficient condition for the existence of a large solution to (2) , where ϕ is a positive nondecreasing function, is
that in the case of ϕ(u) = u γ , means γ > 1. The aim of the paper is to study (2) substituting the classical Laplacian by one of its fractional powers. Our consideration is motivated by the natural question whether the classical results (particularly the Keller-Osserman condition) in this field may be extended to nonlocal operators.
The behavior of α-harmonic functions contrasts, in some respects, with the one of the classical harmonic functions. Indeed, due to the jumping nature of the α-stable process, roughly speaking, at the exit time one could end up anywhere outside the domain. Put differently, the process typically leaves domains by jumping to the interior of its complement while the continuous paths of Brownian motion leave domains by hitting the boundary. This spans the existence of positive harmonic functions on B blowing up at the boundary. Such functions are called singular α-harmonic functions and they are harmonic for the stable process (X B t ) t≥0 killed on leaving B. In the Brownian motion case, such functions do not exist due to the Fatou theorem and nontangentiel convergence of positive harmonic functions [3, 19, 38] . In this sense, the Martin kernel M |x − y| N ν(dy) ; x ∈ B provides a one-to-one correspondence between positive Random measures ν on ∂B and positive α-harmonic functions on B which supports the fact that singular α-harmonic functions constitute, in some respects, the appropriate class of "harmonic functions". Nevertheless, the usual probabilistic interpretation of singular α-harmonic functions on B as solutions of Dirichlet problem is no longer true. The interested reader is referred to [16, Teorem 3.18] where the authors provide some probabilistic interpretation of these functions. In particular, Here, σ denotes the surface area measure on ∂B and δ(x) := 1 − |x| is the Euclidean distance from x to the boundary ∂B. This entitles us to study the following appropriate reformulated semilinear Dirichlet problem associated to ∆ α 2 in B taking in account the aspects raised above.
where γ > 0 and g is a nonnegative continuous function on ∂B. It is worth noting that solutions of this problem explode on the boundary at the same rate than δ α 2 −1 while if we take α = 2 they don't. That is why solutions to the problem (3), behaving like the singular α-harmonic function M α B 1, in some respects, are not blow up solutions in the strict sens of the word. We rather call them "moderate blow up solutions". In this spirit, we shall consider a second semilinear Dirichlet problem
where γ > 0 as before and we shall call its solutions by "blow up solutions". Note that they explode on the boundary even for α = 2. In other words, such solutions, are somehow the ones that "large solution" (or "blow up solution") are in the classical setting.
Recently, a growing and renewed attention is paying to existence of boundary blow up solutions to equations involving fractional powers of the Laplacian in bounded domains. Among the works, we quote [1, 12, 13, 23] (the list is remotely incomplete). In [13] , authors proved the existence of a real τ 0 (α) ∈] − 1, 0[ such that for
the problem (1) admits a solution u verifying
Let us emphasize from the very beginning that (5) turns out to be nearly optimal and it will appear also in our work even though our treated problem is slightly different and the notion of solution is not the same. Indeed, as we will precise later, we deal with distributional solutions (those satisfying the equation when integrated against a suitable set of test functions) and not with viscosity solutions (i.e. every smooth function touching from below or above the continuous solution is required to be a supersolution or a subsolution) as the case in [23] or in [13] . We shall not elaborate further on this but we just want to retain that for fractional equations, the notion of weak solution implies the one of viscosity solution [34] . Let us now describe the main results of this paper more precisely and at the same time give the outline. We first record some tools of potential theory pertaining to the killed process. Next, we prove some technical lemmas and in particular, we take a closer look at the potential
. We shall afterwards characterise nonnegative solutions to problem (3), in the case where 0 < γ < 
Then, we shall use the previous material to establish our first main result. More specifically, for every nontrivial boundary datum g ∈ C + (∂B), we prove that problem (3) admits a nonnegative solution u ∈ C(B) if and only if 0 < γ < 2+α 2−α and that the solution is unique. The last section will be devoted to the problem (4). Namely we divide the real half-line into four intervals. We prove that problem (4) has a nonnegative solution u ∈ C(B) for 1 + α < γ < 2+α 2−α and that it has no solution for 0 < γ < 1 + . It is worth noting that the classical Keller-Osserman condition can not been fundamentally readopted in the framework of fractional Laplacian, else, taking α = 2, we obtain that (4) has no solution for γ < 2, which is not consistent with the Brownian motion case, because as we recalled above, this problem admits a solution for every γ ≥ 1 and hence for 1 ≤ γ < 2. In other words, the classical Keller-Osserman condition is no longer the range where large solutions exist or do not exist.
Motivated by the considerable advances on extending potential-theoretic properties of Brownian motion to symmetric stable process [7] [8] [9] [10] [15] [16] [17] 27] , there is often an interesting natural generalization of classical results. This work hopefully allows us to better understand how the nonlocal character and the jumping nature of stable processes influences the boundary behavior of solutions. We would like to point out that the approach which we follow is based essentially on some analytic tools from potential theory and it is completely different from that used in [13] . In this paper we do not use probabilistic techniques in an essential way, keeping them only for interpretation.
Preliminaries
For every subset F of R N , let B(F ) be the set of all Borel measurable functions on F and let C(F ) be the set of all continuous real-valued functions on F. If G is a set of numerical functions then G + (respectively G b ) will denote the class of all functions in G which are nonnegative (respectively bounded). C k (F ) is the class of all functions that are k times continuously differentiable on F. The uniform norm will be denoted by · .
For every subset A of R N we denote its complement by A c = R N \A, its closure by A and its Euclidean boundary by ∂A = A ∩ A c .
For two nonnegative functions f and g, the notation f ≈ g means that there are positive constants c 1 and c 2 such that c 1 g(x) ≤ f (x) ≤ c 2 g(x) in the common domain of definition for f and g. 
where F(f )(ξ) = R N e −2πiy·ξ f (y)dy up a constant. It does not act by pointwise differentiation but by a global integration with respect to a singular kernel: for every Borel function u for which the integral exists,
in such a way the nonlocal character is emphasized. Here the constant c N,α is depending only on N and α :
). The natural space that we are going to use is a weighted L 1 -space:
In this space, we can define ∆ α 2 as a distribution by
where
is the set of all infinitely differentiable functions on R N with compact support. In probabilistic terms, the fractional operator ∆ α 2 is the infinitesimal generator of α-stable processes which constitute an important class of discontinuous Markov processes and which are widely used in several areas such as mathematical finance, probability, and physics. For more applications and a more complete account on the literature one can see the survey [25] .
We denote by (Ω, X t , P x ) the standard rotation invariant α-stable R N -valued Lévy process (homogeneous with independent increment and right continuous sample paths). As usual, E
x is the expectation with respect to the distribution P x of the process starting from x ∈ R N . For the sake of brevity, we will refer to this process by "symmetric α-stable process". The limiting classical case α = 2 corresponds to the Brownian motion with Laplacian ∆ = 
Unlike the Brownian motion case, there are two different kinds of harmonicity with respect to symmetric α-stable process: function which are harmonic in D with respect to the process X and functions which are harmonic in D with respect to the killed process X D . The precise definitions are as follows.
Definition 2.1. Let u ∈ L α be a Borel measurable locally integrable function on R N .
We say that
c , we say that u is singular α-harmonic.
2. The function u is said to be α-superharmonic in D if f is lower semi continuous and
for every bounded open set U with closure U contained in D. 3. The following minimum principle for α-superharmonic functions holds [35] . If u is lower semi continuous on
The function u is called α-harmonic with respect to
1,1 -domains and domains satisfying the exterior cone condition are regular). In this case each function f,
Note that f must be defined on all D c because the data have to take into account the nonlocal character of the operator. For every x ∈ D, the α-harmonic measure relative to x and D, which will be denoted by H 
The density K α Br of the α-harmonic measure for a ball B r of center 0 and radius r is given by an explicit formula
where c
is defined for every Borel measurable function f for which the following identity exists, by
we suppose further that D is regular . The proof of these elementary properties follows the line of the corresponding one for the Laplacian performed in [4] or [18] . On the other hand, for
in the distributional sense ( 
We shall record some well known facts of the Green function. G 
The Green function of the whole space R N , which is also called Riesz kernel, is given explicitly by
Also, the explicit formula for the Green function of a ball B r of center 0 and radius r is well known:
, and the following scaling property holds
Let D be a bounded C 1,1 domain in R N . We denote by δ(x) := inf z∈∂D |x − z| the Euclidean distance from x ∈ D to the boundary of D. For convenience, we shall set δ(x) = 0 for x ∈ D c . The following sharp estimates on the Green function are established in [17] .
Here and in the sequel, the letter c with or without subscripts, signifies a positive constant which may change from one location to another (even in the same ligne) depending only on N and α but eventually on another variable which will be specified in the context.
Some Technical lemmas
In this section, we shall give two preparatory technical lemmas but each of them turns out to be useful in itself. The first one provides an approximation for the fractional Laplacian value of some important subfamily of functions. The second one gives some useful properties for the potential G α B (δ −λ ). In the proof of the following lemma we will make use of the Gaussian hypergeometric function. We do not know one reference for all its basic properties but most of the material useful to our purposes can be found in [22, 24, 31] .
Proof. For every 0 < t < 1, let B t denotes the ball of R N of center 0 and radius t. For every x ∈ B, we denote v(x) := ∆ α 2 u(x). We first claim that, for every 0 < t < 1 and every
and in particular,
In fact, using the integral expression of ∆ α 2 u, it is not hard to see that v is locally bounded on B. Thus, it follows from (7) that ∆ α 2 G α Bt (v) = −v on B t and lim x→z G α Bt (v)(x) = 0 for every z ∈ ∂B t . This yields that the function h defined on R N by h(x) = u(x)+G Bt (v)(x) is α-harmonic in B t and satisfies h = u on B c t . Therefore, h = H Bt u on B t as desired. By (6) and using the spherical coordinates, for every 0 < t < 1, we get
where C(α, β) is a positive constant. Equalities (15) and (16) are obtained, respectively, by formula (3.228) in [24] (or (33) page 250 in [22] ) and by the Euler transformation of the Gaussian hypergeometric function F (a, b, c, ·). On the other hand, it follows from (8) that, for |y| < 1,
where the equality (17) can be deduced from formula (3.7) in [31] . Then, using the scaling property (9) and the spherical coordinates, we obtain
where C(α) is a positive constant. Here, we identify v(|y|) with v(y) since v is radially symmetric on B. So, the equation (14) can be rewritten in the following equivalent form
where ϕ(t) := H Bt u(0) − u(0) and
taking in account that H Bt u(0) → u(0) as t → 0, we can extend ϕ continuously by setting ϕ(0) = 0. So, by a standard fractional calculus, we can express ψ in terms of ϕ in (18) as follows
Next, using (16) and the fact that (z∂ z + c).F (a, b, c + 1, z) = c F (a, b, c, z), we easily obtain
Plugging (21) into (20), we get
Multiplying (22) by t N −1 , differentiating with respect to t, and combining this together with (19) ,
By Euler transformation we get
Hence, the fact that the function φ is (strictly) positive and continuous on the closed interval [0, 1] complete the proof.
Using the fact that min(s, t) ≈ s t s+t for s, t > 0, it follows from (10) that
Hence, for every x, y ∈ B such that |x − y| ≥ r we have
and consider the function h defined on B by
Then h satisfies the following properties.
(a) h(x) < ∞ for every x ∈ B.
(b) h is continuous on B.
Proof. We prove all the assertions step by step.
(a) Let x ∈ B and let r > 0 be small enough so that B(x, r) ⊂ B. Using (11) and then splitting integral into two pieces we obtain
For y ∈ B(x, r) it is clear that δ(y) ≥ δ(x) − r and hence
, and w(x) = 1 otherwise. Now, for every y ∈ B\B(x, r), |x − y| > r and then, noting that δ(y) = 1 − |y| , we have
, which is finite since λ < 1 + α 2 and hence the first assertion holds.
(b) Let x 0 ∈ B and r > 0 so that B(x 0 , 2r) ⊂ B. Let x such that |x − x 0 | < r. We break up h into two pieces
The approach is as follows. We check that |h 1 (x) − h 1 (x 0 )| can be made arbitrarily small with a suitably chosen r > 0 and that |h 2 (x) − h 2 (x 0 )| → 0 as |x − x 0 | → 0 for this choose of r. For every y ∈ B(x 0 , 2r), δ(y) ≥ δ(x 0 ) − 2r. Thus, by (10), we have
Then, recalling that m(B(x 0 , 2r)) = c(2r) N , we obtain
It is clear that the last term is arbitrarily small for a careful choose of r > 0. Now, having chosen r, let us turn to the second addend h 2 . For every y ∈ B\B(x 0 , 2r) and every x ∈ B(x 0 , r), we have |x − y| > r and |x 0 − y| > r. Then it follows from (23) that
Noting that δ(y) = 1 − |y| and that λ < 1 + α 2
, we get
Hence, by dominated convergence theorem,
We can now conclude that h is continuous at x 0 .
(c) For every − α 2
, applying G α B on both sides of (13) and noting that δ(x) ≈ 1 − |x| 2 we immediately obtain
that is, for every
Now choose λ such that max(
Moderate blow up solutions
For γ > 0, we consider the following fractional equation
Before we carry on, we make precise the notion of solution that we use in this paper. By a solution of the Eq. (24) in a open set U ⊂ R N , we shall mean every real-valued nonnegative function u ∈ C(U ) ∩ L α such that
holds for every nonnegative function ϕ belonging to the space C ∞ c (U ). We first quote from [5] the following lemma which states a straightforward and useful fact. 
Proof. Define w = u − v. Arguing by contradiction, wa assume that the open set
is not empty. We get immediately that ∆ α 2 w ≤ (u γ − v γ ) ≤ 0 in U , this amounts to say that w is α-superharmonic in U. Furthermore, we have w ≥ 0 on D c . Therefore, w ≥ 0 in U by the minimum principle for α-superharmonic functions (Remark 2.2 (c)) and this yields a contradiction. Consequently, U = ∅ and hence u ≥ v in D.
It should be noticed that the comparison principle as stated in the above lemma become more or less a classical result and it is widely used in the literature ( [5, 14] ...). Also, as we alluded to before, the minimum principle and comparison results require information on the solutions in the whole complement of the domain and not only at the boundary, consistently with the nonlocal character of the operator ∆ 
As a matter of fact, the continuity of f in the whole complement of D is not vital for the existence of a solution u ∈ C(D) but it guarantees rather the continuity of the solution in the whole space R N and this is not important for our purposes. In this context, we need only to assume that
In the following proposition, we would like to prove the existence of a solution u ∈ C + (D) to the same problem but dropping the boundedness of the boundary datum f, thus extending the result in [5] . 
Proof. For every n ≥ 1, put f n = min(f, n).
Then, as mentioned above, there exists a nonnegative function u n ∈ C + (D) solution to the problem (25) with boundary datum f n instead of f. Furthermore, by Lemma 4.1,
On account of the comparison principle, (u n ) is nondecreasing. If we put u := sup n u n then obviously, u ≥ 0. On the other hand, letting n tend to ∞ in (26), we obtain
We readily observe that u is bounded on D by sup x∈D H α D f (x) and thereby u γ is also bounded on D. This yields that G α D (u γ ) ∈ C 0 (D), the subclass of C(D) consisting of functions which vanish continuously on ∂D. Then, from (27), we immediately deduce that u ∈ C(D) and that u = f on D c . Using (7), we also deduce from (27) that ∆ 
, for x ∈ D and z ∈ ∂D, and it has properties similar to those of the Martin kernel with respect to the killed Brownian motion [8] : the mapping
is a positive singular α-harmonic in D and for every z, w ∈ ∂D such that z = w we have lim x→w M α D (x, z) = 0. It is proved also that the formula
realizes a one-to-one correspondence between nonnegative singular α-harmonic functions on D and positive Radon measures on ∂D. The Martin kernel of the unit ball B is given explicitly by
For every nonnegative continuous function g on ∂B, we denote
where σ is the surface area measure on ∂B. An elementary calculation leads to the following estimates.
Furthermore, it follows from [27, Theorem 3.18] that M α B g is the unique positive solution h of the following boundary value problem:
For g ∈ C + (∂B), we shall investigate the existence and the uniqueness of a solution to the following problem:
Clearly, solutions of this problem explode at the boundary. The explosion is driven by the function g and the explosion rate has to be controlled by δ(x)
To put on readiness, we shall give a useful characterization of solutions to problem (30) in terms of the Green operator and the Martin kernel. This characterization will be the key ingredient to prove the uniqueness as it is stated in the forthcoming main theorem. (29), it will be sufficient to show that w is also a solution of this problem. Taking in account that, for every z ∈ ∂B, lim x→z δ 
, it follows from assertion (a) in Lemma 3.2 that G α B (u γ )(x) < ∞ which yields, using (7) , that ∆ 
Then, in view of the assertion (c) in Lemma 3.2, we obtain
This entails that
Now it remains to prove that u is continuous in B.
Obviously, v is nonnegative and
By the assertion (b) in Lemma 3.2, G 
Moreover,
For every n ≥ 2, we readily observe that u n ≤ M α B g which yields using Lemma 4.2 that u n+1 ≤ u n . Denote u = inf n u n . On account of (28), for every x, y ∈ R N we have
Bearing in mind the hypothesis 0 < γ < Thus, by the dominated convergence theorem,
Consequently, by letting n tend to ∞ in (31), we obtain
and hence u is a nonnegative solution to problem (30) in virtue of Proposition 4.4.
Let us now prove the uniqueness. Let u and v be tow solutions of the problem (30) . We denote w := u − v and h the nonnegative function defined on B by
Since, by proposition 4.
, we immediately deduce that w+G 
Bt u(0). Thus, letting t tend to 1, we obtain
On the other hand, let z ∈ ∂B such that g(z) > 0. Since, by hypothesis,
, there exist r, η > 0 small enough such that
Then, using (12), we get
contradicting (32) . Hence, problem (30) has no solution.
Blow up solutions
For γ > 0, we shall investigate the existence of a nonnegative solution of the following problem:
More precisely, we divide the positive real half line into different intervals, where (33) admits no solutions and at least one solution. In the later case, we give a simple equivalent to the solution. Our proof does not require heavy computations. We would point out that solutions to problem (33) are relatively with coarse singularity at the boundary and hence, they are, in some respects, the fractional counterpart of large solutions in the classical case α = 2. . It is obvious that β satisfies 1 − α 2 < β < 1. Let ϑ be the function defined on R N as follows.
ϑ(x) = 1 (1 − |x| 2 ) β if |x| < 1 and ϑ(x) = 0 if |x| ≥ 1.
Then, by Lemma 3.1, there exists some constant C > 1 such that, for every x ∈ B,
Let K > 1 be so that C = K γ−1 and consider the functions v := K ϑ and w := Put u := inf n u n , then we immediately deduce from these inequalities that u ∈ L α , u = 0 on B c , u satisfies (34) and that lim x→z∈∂B δ(x) 1− α 2 u(x) = ∞ for every z ∈ ∂B. So, it remains to prove that u ∈ C(B) and ∆ Obviously, h is singular α-harmonic in B since, by (7), ∆ , the problem (33) has no nonnegative solution.
The restriction "γ > α +1" seems to be technical but nearly optimal for the existence of solutions to problem (33) . We remember that this exponent "α + 1" appeared in [13] too. On the other hand, taking α = 2, in virtue of Theorem 5.1, there exists no solution to problem (33) for 0 < γ < 2 and this is not consistent with the classical KellerOsserman condition. In fact, it is well known that, in the old Laplacian case and taking in account the Keller-Osserman condition, (large) solutions exist for every γ > 1 and hence for 1 < γ < 2. Put differently, the classical Keller-Osserman condition, in the fractional setting, constitute no longer the appropriate range where large solutions exists or do not exist as in the Laplacian framework.
