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Al~ract--We consider linear feasibility problems in the "standard" form Ax = b, I ~< x ~< u. The successive 
orthogonal projections method may be used for solving this problem using sparse orthogonal fac- 
torizations techniques for computing the projections on Ax = b. We introduce an acceleration technique 
in order to speed up the (generally slow) convergence of the method. We present some numerical 
experiments. 
1. INTRODUCTION 
Many practical situations require the solution of large-scale linear feasibility problems: 
Find x ~ R q, such that 
Al x ~< bl, 
A2X = b: ,  
l~<x~<u. (1) 
In fact, the feasibility phase of primal algorithms for solving linearly constrained optimization 
problems [1, 2] is a problem of type (1). Generally, simplex-like techniques [1-4] are used to find 
the solution of (1). However, the existence of problems in which the matrix of constraints i sparse 
but with no special structure pattern, encouraged the development of row-action (projection) 
methods for handling this situation [5-13]. 
The main feature of row-action methods is that they are iterative procedures which, without 
making any changes in the original matrix, use their rows, one row at a time. Generalizations and 
improvements of row-action methods received substantial attention in the last years [9, 13-21]. 
The speed of convergence of most row-action methods is very low, and therefore, they are not 
considered to be competitive with simplex-like techniques, in the situation in which these techniques 
are applicable. 
There exist several ways to improve the efficiency of projection methods without destroying their 
main characteristics. One of them is to project onto blocks of constraints instead of individual 
constraints [15,22]. However, a close formula for projecting onto a set defined by several 
inequality constraints does not exist. This difficulty leads to a formulation "with slack variables" 
of the problem: 
Find x ~ R ~, such that 
Ax -- b, 
i ~< x ~< u, (2) 
which, of course, is equivalent to (1), if A, x, 1, u are defined in a proper way. 
Moreover, recent research on least-squares methods and other algorithms which need the 
calculation of projections [23-28] led to a notable improvement of techniques for computing 
projections on linear manifolds. In this line, symbolic factorization schemes permit to obtain the 
structure of the Choleski factorization of AA T previously to computing it [24-26]. A row-action- 
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type method based on block-projections on the two sets defined in (2) may have some advantages 
over simplex-like techniques for large-scale linear feasibility problems. First, the code which 
implements a method of that class is rather simple, in comparison with advanced simplex 
algorithms. Second, the storage used by the whole calculation is known in advance, that is, fill-in 
doesn't depend on numerical computations. Because of these reasons, such a method should be 
very suitable for implementation i  a microcomputer nvironment. 
However, the speed of convergence of block-projection method is still expected to be very low. 
As a consequence, some authors proposed acceleration procedures (for linear and nonlinear 
systems) [18, 21]. In this paper we propose a highly opportunistic acceleration device for the 
application of a block-projection method to (2). We present a limited but very encouraging set of 
numerical experiments. Finally, we suggest a related scheme to handle general linear programming 
problems. 
2. THE PROPOSED METHOD 
Let A be a real, full-rank, m × n matrix, m ~< n, b ~ R", i, u ~ R". We consider the linear feasibility 
problem in the form (2). 
Suppose A is stored columnwise. We obtain the columnwise structure of the lower-triangular 
matrix L such that AA T = LL T using a symbolic manipulation scheme [24]. (In some situations, a
columnwise structure which contains the structure of L may be obtained by direct inspection of 
the structure of A.) Then, matrix L is obtained using the scheme of [24]. 
Let x ° be an arbitrary initial point l~<x °<~u,~,E2,~3 small positive numbers, 
0 < t < 1 (t ~ 0.1), 0 < r < 2. Given x k, the kth approximation to a solution of (2), we obtain x TM 
as follows: 
Algorithm 2.1 
Step l - -Compute Fk = Ax k -  b. If II Fk II ~ < ~, declare "Convergence of Type 0" and stop. 
Otherwise let sk be such that the absolute value off~ k(the sth component of Fk) equals 
II Fk II~- 
Step 2 - - I l k  =0,  or Sk~Sk-~, or I~kl~> 1, or [~k--~k-ll > t, with ~k=f~k/f~k_~) go to Step 5. 
Step 3--(Acceleration Step). Set 
X k ~'- (X k - -  OlkXk- I ) / (1  - -  O~k). (3)  
Substitute xk for its projection on the prisma ! ~< x ~< u 
( fo r i= l  ton,  
if x~ > u~., x~ ~ ui 
if x~ </~, x~ ~ li). 
Step 4--Recalculate Fk, sk. 
Step 5--(Projection on the linear manifold) 
y ~ x k _ AT(LLT) - IF k. 
Step 6--Set z - - the projection of y on the prisma ! ~< x ~< u. 
Set m = y + r(z - y), and 
xk+~ the projection of oJ on the prisma. 
If, for all i = 1 . . . . .  n, 
IX TM --  xkl  ~ ~2[xkl "4- ~3' 
then declare "Convergence of Type 1" and stop. Otherwise, k ~ k + 1. Go to Step 1. 
Let us explain the motivation of the Acceleration Step 3. We know, from [29], that a geometric 
rate of convergence is expected for the (nonaccelerated) successive orthogonal projections method. 
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Now, at the final stages of a convergent SOP sequence, we expected that projections on inequality 
constraints involve only those constraints which are active at the limit point x*. Therefore, at those 
stages, a SOP method tends to take the form x k - x* = G(x k- ~ - x*), for a suitably defined matrix. 
Thus, following [18, 30], we expect hat 
x k -  x* ~ ~(x  k-~ - x*), a < I (4) 
(observe that the empirical observation of (4) led Wainwright [21] to propose an acceleration 
scheme for linear systems). 
Now, if (4) holds, the following approximate equalities will also hold: 
Axk+ 1 __ b ~ a(Ax  k - b)  ~ ~2(Axk-1  _ b).  (5) 
But, from (5), we may "deduce" that: 
1 > a ~ II A xk+t - b [I ~/II Axk -- b I[ ~ ~ II Ax k - b I[ ~o/II Ax k-I - b II oo 
and that the maximum-modulus component of Ax k -  b is the same at consecutive iterations. 
The observations above justify the tests performed in Step 2 of the algorithm. If these tests are 
satisfied, we judge that, in fact, the approximate equality (4) holds. Therefore, we perform the 
classical acceleration Step 3. 
Convergence onsiderations 
If the set defined by (2) is nonempty, we know, from [29] that the sequence (x k) converges to 
a point of this set, when (x k) is generated by the nonaccelerated version of the method. Algorithm 
2.1 may be suitably modified in order that such a result hold also for the accelerated version. One 
of the possible modifications i the following: 
Let p be a positive integer, 0 < 0 < 1. Set 1~0 = F0. For every k, multiple of p, test the inequality: 
II Fk II ~ 0 II Pk-p II. (6) 
If (6) holds, set l~k = Fk, and continue. If (6) does not hold, set 1~ k= Fk_p and eliminate the 
acceleration steps for the next p iterations. 
It is easy to see that, in this way, we guarantee that lim Fk = 0. Thus, every accumulation point 
of (x k) is a feasible point of (2). That is, the algorithm will finish with a "Convergence of Type 
0" diagnostic. 
If the feasible region (2) is empty, the results in [29] guarantee that the nonaccelerated algorithm 
converges to a point in the prisma, which, or course, does not satisfy Ax = b. Clearly, with the 
acceleration procedure and the modification above, the algorithm will keep this property. In fact, 
after a finite number of iterations the inequality (6) will no longer hold, and, therefore, the 
algorithm will behave as the nonaccelerated version. 
3. NUMERICAL EXPERIMENTS 
Consider the following linear programming problem, which arises from a deterministic gener- 
ation load scheduling application (see [31]). 
Maximize 
Z : ~ X i 
i=n-- 5 
s.t. Ax=b 
I~x~u,  
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where 
A_,_ 
C = 
B= 
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C - I  
B 0 I 
I C - I  
- I  B 0 I 
I C - I  
- I  B 0 I 
-1 1 
1 1 
1 1 
1 1 
1 1 
1 1 
-1 --1 1 1 
--1 --1 1 
--1 --1 1 -1  -1  
1 1 -1  
1 1 
11 =(324, 0, 1314.144, 0, 1796.256, 0, 3628.8, 0, 1249.344, 0, 1184.544, 0, 0, 0, 0, 0, 0, 0, 2000, 
3350, 7000, 12,743, 4400, 900), 
ul = (2151.36, 103°, 8755.776, 103°, 11,982.816, 103°, 22,830.336, 103°, 8335.872, 103°, 8125.92, 103°, 
103°, 103°, 103°, 103°, 103°, 103°, 5000, 17,027, 12,500, 21,166, 11,000, 6150), 
I = (11, Ii . . . .  , ll), 
u = (u l ,  u , , . . . ,  u , )  
n = 2304. 
rn = 1152. 
We ran this test using the well known simplex-like algorithm MINOS [32, 33] using the VAX-785 
of the State University at Campinas. It took 510CPU seconds to obtain a solution, where 
z = 72,843. Only the Phase 1 (Feasibility Phase) of the algorithm used 500 CPU seconds and 1633 
iterations. 
Then, we considered the following related feasibility problem: 
Find (x, z) such that 
Ax=b,  n=2304,  m=1152,  
Xi - -  2 =0, 
i f f in- -  5 
I~<x~<u,  
72,843 ~< z ~< 103°. (7) 
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Table 1 Table 2 
r r 
t I 1.15 1.5 t I 1,15 1.5 
-0  3172, 1724 2756, 1503 1850, 1015 -0  131,86t 123, 81 96, 68 
0.01 ? 77, 59 120, 82 0.01 36, 37 23, 30 33, 35 
0.1 112, 79 75, 58 273, 167 0.1 28, 32 34, 36 18, 28 
?ll F, I[ ® reached the value 0.015625 at iteration 131 and couldn't ?Convergence of type 1, [[ F II = 0.0206. 
improve it in 500 iterations. 
We ran Algorithm 2.1 with x ° = (0 . . . . .  0), p = *, E~ -- 10 -2, E2 = 10 -6, and different values for 
r and t. The results are shown in Table 1. The pair (k, s) means that the method converged using 
k iterations and s seconds of CPU time. 
Replacing the constraint (7) by the less restrictive 
0 ~ Z ~ 10 3°, 
we obtain a problem which is closer to the Feasibility Phase of the simplex method when applied 
to this problem. In this case, we obtain the results which are shown in Table 2. 
The last set of experiments with this problem involves an infeasible problem. The constraint (7) 
was replaced by 
80,000 ~< z ~< 1030 (8) 
With r = 1, the three versions of Algorithm 2.1 converged (in 15, 11 and 8 iterations respectively) 
to a point where [I F, II oo --7157, and the most violated constraint was the last one. The fact that 
the difference between 80,000 and 7157 is precisely 72,843, the value of the objective function at 
a solution point of the initial problem, is quite suggestive. 
In fact, consider an LP problem of the form: 
maximize crx 
s.t. Ax = b 
l~<x~<u, (9) 
and suppose that the following feasibility problem: 
Ax -- b, 
cTx ~ g, 
l~<x~u, 
z/> z0, (10) 
is infeasible, and that the SOP method (with r = 1) converges to the point (x*, z0), when applied 
to (8). Moreover, suppose that the only constraint violated by (x*, z0) is precisely erx = z. It follows 
that (x*, cTx *) is a solution of the problem: 
Ax --- b, 
eTx  ~ Z, 
l~<x~<u, 
z >~crx *.
But (x*, zo) should be the point on the prisma which is closest to the manifold defined by 
Ax = b, eTx = Z. Therefore, a point (i, z0) in the prisma such that eTi > cTx * is unlikely to occur. 
The observations and experiments led us to the formulation of the following heuristic strategy 
for solving (9): 
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Algorithm 3.1 
Consider the problem (9). Suppose that it is known that eTx < Cl for all x belonging to the feasible 
set. Let ~/be a (small) positive number. Set c2 = c~. 
Step 1--Apply Algorithm 2.1 to the problem 
Ax = b 
l~<x~<u. 
If a solution is found, let us call it x j. Set c3 = eTx t. Otherwise, stop (problem infeasible). 
Step 2--Apply Algorithm 2.1 (r = 1) to the problem (10) with z0 = c2, using x I as the initial 
point. Suppose that the sequence generated by the algorithm converges to (x*, z*). We 
consider four possibilities: 
(i) If (x*, z*) is feasible and c2/> c~ - t/, stop. 
(ii) If (x*,z*) is feasible but c2<c~-~l, set c3.-c2, c~(c~+c2)/2 and repeat 
Step 2. 
(iii) If z* >eTx *, set CI~C 2, c2~max{eTx *, (c2+ Ca)/2} and repeat Step 2. 
(iv) If (x*, z*) is infeasible, but eTx * ,~ Z *, then set cl ,,-- c2, c2 ~ (c2 + c3)/2, and repeat 
Step 2. 
With this algorithm, we expect o obtain a point where cTx assumes its maximum possible value 
up to an accuracy q. We also expect hat the possibility (iv) is unlikely to occur. However, we don't 
have a theoretical justification for this assertion. 
We ran Algorithm 3.1 with the following low-dimensional problem [6]: 
maximize 3xt + x2 
s.t. x~ + 2x2 <~ 3, 
2x~ + x2 ~< 3, 
2x~ + 4X 2 ~< 6, 
4Xl + 2X2 ~< 6, 
2xt + 2x2 ~< 4. 
Brocklehurst and Dennis [6] report that Algorithm 350 of ACM [3] the stable LU-type 
implementation of simplex method of Barrels and Golub, "iterated indefinitely" when applied to 
this problem. We used Algorithm 3.1 beginning with c~ = 100. The progress of the algorithm is 
shown in Table 3. 
4. CONCLUSIONS 
In this paper we introduced a new acceleration procedure for the successive orthogonal 
projection (SOP) method applied to finear feasibility problems. The method behaved quite welt in 
some large scale real life problems. We outlined an algorithm, based in the iterative use of the 
Table 3 
Type of 
Step Iterations conver ence c~ c2 
I I 
2 7 
3 10 
4 8 
5 7 
6 6 
7 5 
8 5 
9 4 
l0 4 
I1 I 
-- -1000  
I00 I00 
I00 28.88414 
28.88414 I 1.00476 
I 1.00476 6.509675 
6.509675 5.379556 
5.379556 5.1)954326 
5.0954346 5.024004 
5.024004 5.00603755 
5.00603755 5.001522379 
5.001522379 5.000383692 
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previous one, for handling general large scale LP problems. Some questions concerning thl~ 
algorithm, as well as its possible improvements, are to be answered in future research. 
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