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Behavioural, psychophysiological and neuroimaging studies reveal a 
prioritisation for emotional material in a variety of cognitive tasks. Although emotion 
is comprised of two dimensions (valence and arousal), previous research using verbal 
materials has mostly focused on valence, while controlling level of arousal. The aim 
of the present study is to investigate the effects of valence and arousal on lexical 
decision (LD) by manipulating both dimensions while controlling correlated 
psycholinguistic variables (e.g., word length, frequency, imageability). Results 
showed that valence and arousal affect word recognition in an interactive way: LD 
latencies are slower for positive high-arousal and negative low-arousal words 
compared to positive low-arousal and negative high-arousal words, in line with an 
approach-withdrawal tendency model. Furthermore, principal component analysis 
(PCA) on the latencies revealed a unique contribution of a distinct cluster of emotion 
variables, independent of lexico-semantic variables, to explaining written word 
recognition. We conclude that the dimensions of valence and arousal both need to be 
taken into account in studies of emotion word processing as they have an interactive 
relationship. 
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Introduction 
Emotion is generally characterised as a two-dimensional construct: emotional 
valence describes the extent to which an emotion is positive or negative whereas 
emotional arousal refers to its intensity i.e., whether an emotion is exciting/agitating 
or calming/sedating (Feldman Barrett & Russell, 1998). Typically, more valenced 
(positive or negative) stimuli are also more arousing (Bradley & Lang, 1999) and 
stimuli with a negative valence are rated higher in arousal than stimuli with a positive 
valence (e.g., Citron, Weekes, & Ferstl, in press). We know emotion has an impact on 
cognitive and language processing. For example, the emotional content of verbal 
material affects behavioural performance in a variety of tasks (e.g., Algom, Chajut, & 
Lev, 2004; Larsen, Mercer, & Balota, 2006; Nasrallah, Carmel, & Lavie, 2009), and 
this is reflected in psychophysiological and hemodynamic brain activity (Citron, 
2012).  
 
Effects of emotional valence on written word processing 
A large body of research investigating the contribution of emotion to written 
word processing has focused on valence. For example, in the emotional Stroop task 
participants are required to name the colour of the font in which negative, neutral and 
(sometimes) positive words are written. Slower responding to negative words is 
usually observed (e.g., Algom et al., 2004; Kahan & Hely, 2008) and this effect has 
been interpreted as support for the automatic vigilance hypothesis (Pratto & John, 
1991). The automatic vigilance hypothesis assumes that negative stimuli capture and 
hold attention due to their potentially threatening nature. Therefore, fewer resources 
are available for the cognitive task at hand and performance will be slower for items 
with a negative valence compared to positive or neutral stimuli. Slower responding to 
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negative words has also been reported in lexical decision (LD) tasks (Algom et al., 
2004; Estes & Verges, 2008) and more errors are observed in response to negative 
words in emotional judgement tasks (emotional vs. neutral, Nasrallah et al., 2009). 
One methodological problem with prior studies reporting effects of emotional 
valence and arousal on written word recognition is that dimensions of emotion on one 
hand, and lexico-semantic variables, such as word frequency, imageability and age of 
acquisition, on the other, are not independent but often correlated. If putative effects 
of emotion variables are merely a consequence of multi-collinearity with such 
variables, then the theoretical importance of emotion effects is dubious. Larsen et al. 
(2006) addressed this issue by re-analysing data from 32 studies investigating the 
emotional Stroop effect and showed that, after controlling for differences between 
conditions in correlated variables (word frequency, length and orthographic 
neighbourhood measures), the assumed processing cost for negative words 
disappeared (see also Kousta, Vinson, & Vigliocco, 2009 for the control of additional 
variables). Furthermore, few previous studies have investigated effects of emotional 
valence by controlling for the level of arousal as well as psycholinguistic variables 
and by presenting emotional and neutral words in a randomly mixed order. 
Interestingly, Algom et al. (2004) reported that slower responding to negative words 
disappears with random presentation, which prevents carryover effects between 
emotional words, previously obtained with block designs (e.g., Nasrallah et al., 2009). 
Studies using well controlled stimuli, randomised presentation and tasks that do not 
require any explicit evaluation of the emotional content of stimuli (LD, structural or 
semantic judgement tasks) show no difference in performance between positive and 
negative words, although such words are identified more quickly and accurately when 
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compared to neutral words (e.g., Kanske & Kotz, 2007; Kousta et al., 2009; Schacht 
& Sommer, 2009; Scott, O'Donnell, Leuthold, & Sereno, 2009).  
The processing advantage obtained for emotional words over neutral words - 
henceforth called the emotionality effect - can be reconciled with emotional Stroop 
effects showing slower responses for negative than positive words if we consider the 
results of McKenna and Sharma (2004). They showed that a pseudo randomisation of 
trials in emotional Stroop tasks reversed the direction of the emotionality effect seen 
using block designs. However, it is not known if emotionality interacts with arousal 
when variables are manipulated in a fully randomised experimental design using an 
implicit processing task (the LD task). 
 
How do arousal and valence affect written word processing? 
Robinson, Storbeck, Meier and Kirkeby (2004) proposed a model of emotion 
processing with assumptions based on the combined effects of emotional valence and 
arousal. According to this model, stimuli with negative valence (e.g., fake) or with 
high arousal (e.g., a loud noise) elicit a withdrawal orientation because they represent 
a possible threat, whereas stimuli with positive valence (e.g., cake) or low arousal 
(e.g., a newsletter) elicit approach because they are perceived as safe. Robinson et al. 
assume that these two orientations are initiated independently at a pre-attentive level 
and are subsequently integrated to evaluate stimuli for further action. According to 
this model, positive low-arousal and negative high-arousal stimuli should be easier to 
process because they elicit congruent orientations toward an object in the environment 
(approach and withdrawal, respectively), whereas difficulty of integration will arise 
for positive high-arousal and negative low-arousal stimuli, which elicit conflicting 
approach-withdrawal tendencies. Robinson et al. provide empirical support for their 
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assumptions: in a series of experiments using emotional pictures, written words and 
tasks requiring explicit emotional evaluation, behavioural responses were slower if 
stimuli elicited conflicting tendencies. Robinson et al.’s model thus allows interactive 
effects of arousal and valence on written word recognition and indeed predicts such an 
interaction with greatest processing costs for positive high-arousal and negative low-
arousal stimuli. 
Recently, a few studies have further investigated the effects of both emotional 
variables on word processing. Evidence of an interaction between valence and arousal 
in word recognition was reported by Larsen, Mercer, Balota and Strube (2008). In 
their study, arousal modulated speed of access to negative word representations. 
Specifically, LD performance for negative low-arousal words was slower than 
negative high-arousal and positive (high or low-arousal) words. Hofmann, Kuchinke, 
Tamm, Võ and Jacobs (2009) similarly report faster LD for negative high-arousal 
words compared to negative low-arousal and neutral words, and faster LD to positive 
low-arousal than neutral words. Further, Bayer, Sommer and Schacht (2012) report 
slower LD latencies to negative low-arousal words compared to negative high-arousal 
as well as positive low-arousal and neutral low-arousal words. However, despite the 
expectation derived from the Robinson et al. model, not all studies find an interaction 
between emotion dimensions in written word recognition. Some studies report that 
emotional valence is a stronger predictor than emotional arousal of LD performance 
and naming latency (Estes & Adelman, 2008; Kousta et al., 2009). 
 
The present study 
Our first aim was to explore the effects of valence and arousal on single word 
processing and to test predictions from Robinson’s model by manipulating both 
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variables in a LD task, while controlling over correlated lexico-semantic variables. In 
contrast to Larsen et al. (2008) and Kousta et al. (2009), we selected stimuli from our 
own dataset (Citron et al., in press) based on homogeneous rating instructions i.e., 
using exactly the same procedures for rating affective variables and lexico-semantic 
properties. Our second aim was to determine if emotion constrains LD performance 
beyond other word properties. We expected affective word properties to predict LD 
performance, beyond other lexico-semantic properties. Furthermore, we predicted 
faster LD for valenced (negative and positive) words compared to neutral words as 
well as an interaction between emotional valence and arousal, with slower LD in 




Forty-three native speakers of English from the University of Sussex (25 
women, age range: 19-36 years, M = 23.63, SD = 4.89) performed a LD task. 
Participants were right-handed, with normal or corrected-to-normal vision, and had 
had no learning disability. Volunteers were either given course credits or paid £5. 
 
Materials 
One hundred and fifty words were selected from the SAWL norms (Citron et 
al., in press), containing ratings for critical affective features - emotional valence, 
arousal - and lexico-semantic features - familiarity, age of acquisition (AoA), 
imageability. Ratings were collected using a 7-point Likert scales: valence ranged 
from -3 (very negative) to +3 (very positive); arousal, familiarity and imageability 
were scaled from 1 (not at all) to 7 (very high); for AoA, age ranges in years were 
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given: 0-2, 2-4, 4-6, 6-9, 9-12, 12-16, older than 16, subsequently re-coded in 1-to-7 
points. Length in letters, phonemes and syllables, frequency of use (spoken and 
written) as well as orthographic neighbourhood size (N-size) and orthographic 
neighbourhood frequency (N-frequency) values were taken from other databases 
(please refer to Citron et al., in press). 
To determine the effects of emotion variables, the constructs “Emotionality” 
will refer to the comparison of positive, negative and neutral words and “Valence” 
will refer to the comparison of positive and negative stimuli only. Emotionality was 
manipulated by selecting 50 positive (M = 1.74, SD = 0.36), 50 negative (M = -1.51, 
SD = 0.34) and 50 neutral words (M = 0.23, SD = 0.42), matched for all length 
measures, N-size, N-frequency, word frequency (Log10), rated AoA and imageability 
(Fs(2,147) < 1.66). Words spanned all grammatical categories (nouns, adjectives, 
verbs and mixed categories). Each condition contained emotion-denoting words (e.g., 
happy, sad) as well as other valenced words (e.g., flower, rain). Positive and negative 
words were matched for arousal (t(98) = -.98, ns) and were both higher in arousal 
than neutral words (See Table 1 for descriptive statistics). As familiarity ratings were 
biased towards positive words in Citron et al.’s (in press) norms, this variable was not 
considered for the design of experimental conditions, but was included in additional 
analyses to exclude this possible bias (please refer to the Data Analysis Section). 
Arousal was manipulated within valenced words, with half of the positive and 
negative words being high, and half low in arousal (F(1,96) = 168.19, p < .001), 
resulting in 4 conditions. The mean arousal level of high-arousal words was matched 
between positive and negative valenced words, as well as the mean arousal level of 
low-arousal words (F(1,96) = 0.09, ns). Nevertheless, high-arousal valenced words 
were more positive or negative than low-arousal valenced words (ts(48) > 2.79 ps < 
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.008). Stimuli could be matched for all lexical properties described above (Fs(3,96) < 
1.57), except rated imageability F(3,96) = 18.39, p < .001, which was higher for high-
arousal words. This was expected because arousal and imageability are highly 
correlated (see Citron et al., in press). Due to the potential impact of this unavoidable 
confound, the indirect effect of imageability was controlled in all analyses of valence 
by arousal only. 
 One hundred and fifty non-words were selected from the ARC Nonword 
Database (Rastle, Harrington, & Coltheart, 2002). Stimuli length ranged between 4-
10 letters and 3-8 phonemes. More than half the items (53%) were word-like (i.e., 
they follow the orthographic and phonological rules of English). Words and non-
words were matched for number of letters t(289.22) = 1.51, ns and phonemes t(298) = 
0.55, ns. 
 
(Table 1 about here) 
 
Procedure 
The experiment was programmed with E-Prime software. Participants were 
seated in front of a computer monitor at a distance of approximately 70 cm. The 
stimuli were presented in the centre of the screen in non-capitalized white letters on a 
black background (24-point Courier font). Two letters subtended 1° of visual angle. 
Participants were required to read letter strings and to decide whether they 
were English words or not, as accurately and as quickly as possible. A response box 
with two buttons corresponding to “yes/no” answers was provided and configuration 
was counterbalanced across participants. At the start of each trial, a fixation cross 
appeared in the centre for 800 ms, followed by a letter string, which remained until 
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participants made the LD. No time limit for the response was given. The screen was 
then blank for 1000 ms; after that a new trial would start. 
A 10-trial practice block was followed by 6 experimental blocks, each one 
divided in 2 sessions, with a short break in between; 150 words and non-words were 
intermixed. Each block contained 25 words and 25 non-words, and an almost equal 
amount of positive, negative and neutral words. Block order and word order within 
blocks were randomised across participants. Reaction times (RTs) and accuracy to 
each item were recorded. The experiment lasted approximately 30 minutes. 
Data analysis 
Effects of emotionality and valence by arousal. For each participant, 
outlying RTs exceeding +/-3 SDs above the participant’s mean RT, as well as 
incorrect trials, were excluded from the analysis. Mean RTs, mean accuracy rates and 
SDs for each participant and each condition, as well as for each stimulus, were 
calculated. As a standard procedure in psycholinguistic research, we performed all 
inferential statistical analyses by participant and by item, in order to consider both 
sources of variability (Clark, 1973). The results of the analyses by item should 
confirm those obtained in the analyses by participant and allow generalisation of the 
findings on the specific word sample to a broader set of words (i.e., the language 
lexicon). Nevertheless, given the large number of variables that influence word 
recognition (length, frequency, imageability, etc.), item analyses tend to show less 
significant or weaker effects than the participant analyses. Discrepancies between 
participant and item analyses will index non-robust effects. On the other hand, 
confirmation of the findings through careful control for possibly confounding 
variables and replication within subgroups of participants will strengthen the 
reliability of the findings. 
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 The following analyses by participant (indexed by a subscripted 1) and by 
item (subscripted 2) were conducted: t-tests comparing words and non-words; 
ANOVAs on the 150 words with factor Emotionality (neutral, positive, negative) and 
on the 100 valenced words with factors Valence (positive, negative) x Arousal (high, 
low). In the latter design, imageability was controlled in the analysis by participant by 
first regressing raw RTs and accuracy rates for each participant on to item 
imageability ratings, and then by using the resulting standardised residuals as the 
dependent variable; in the analysis by item, imageability was used as a covariate. 
Imageability was not controlled in the emotionality design because it was 
successfully matched in the manipulation; in this way, we avoided unnecessary 
removal of variance from the data. 
Indirect effects of familiarity and self-reference. Citron et al. (in press) 
reported that positive words tend to be rated as more familiar overall and attributed 
this correlation to a response bias, similar to the one reported by Lewis, Critchley, 
Rotshtein and Dolan (2007) in a self-referential task: participants categorised positive 
words more often as referring to themselves than negative words. On the other hand, 
the correlation between familiarity and valence might be due to the specific stimulus 
selection in the norming study (Citron et al., in press). In order to explore this issue, 
we decided to control familiarity and self-reference, using fresh ratings for the latter 
feature1. Ratings for both variables were compared across emotionality conditions 
and a correlation was computed. In order to investigate whether the pattern of results 
holds after removal of the apparent bias, the analyses of emotionality were repeated 
                                                 
1
 69 participants (64 women), aged 18-34 years (M = 19.64; SD = 2.19) were instructed to rate “how 
much does each of the following words describe yourself” on a scale from 1 (not at all) to 7 (very 
much). All 150 words and some fillers were rated. 
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by partialling out the effects of familiarity and self-reference, using the procedure 
described for excluding the effects of imageability. Analyses of valence by arousal 
were also repeated by partialling out potential effects of familiarity and self-reference, 
along with imageability.  
Post-hoc analyses of gender differences in emotion processing. Several 
studies have reported gender differences in emotion processing including enhanced 
processing of negative pictures by women when compared to men (Kemp, Silberstein, 
Armstrong, & Nathan, 2004), greater accuracy and sensitivity in labelling emotional 
facial expressions (Montagne, Kessels, Frigerio, de Haan, & Perrett, 2005), as well as 
higher accuracy and stronger BOLD response in detecting the congruency between 
emotional speech prosody and word valence (Schirmer, Zysset, Kotz, & von Cramon, 
2004). Other studies report no gender differences in the ratings for affective content of 
written words (Bauer & Altarriba, 2008). To date, no study has investigated the effect 
of gender on written emotion word processing. Therefore, we repeated the analyses by 
participant described above by including the between-subjects factor Gender and we 
computed RTs and accuracy rates for female and male groups separately performing 
analyses by items again. Given evidence that women are usually more risk-avoidant 
than men (see Eckel & Grossman, 2002 for a review) and generally more sensitive to 
emotional information, we wondered whether the pattern of results will differ for men 
and women. 
Contribution of emotional variables to predicting LD latencies. Given that 
measures of length, as well as emotionality and arousal, were highly correlated with 
each other (rs > 0.75), a principal component analysis (PCA) was first performed on 
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all 300 words using our norms and 50 additional items2 to extract the latent factors 
from all lexico-semantic and affective variables and to minimise any collinearity in 
the subsequent multiple regression analysis. A stepwise multiple regression analysis 
was conducted to investigate whether affective features contribute to predicting the 
mean LD latency for each word, beyond lexico-semantic features. 
Results 
Mean LD accuracy overall was high M = 97%, standard error (SE) = 0.3%. 
Words were recognised significantly faster (t1(42) = 3.47, p = .001; t2(257.97)3 = 
12.64, p < .0001) and more accurately (t1(42) = 2.54, p = .015; t2(223.67) = 4.13, p < 
.0001) than non-words (see Table 2a). 
 
Emotionality 
Analysis of RTs showed a main effect of emotionality in the participant 
analysis only (F1(2,84) = 5.92, p = .004; F2(2,147) = 2.09, ns). Pair-wise comparisons 
revealed faster RTs for valenced words compared to neutral words in both analyses 
(F1(1,42) = 9.21, p = .004; t2(147) = 1.98, p = .049), but no difference between 
positive and negative words (F1(1,42) = 1.46, ns; t2(147) = 0.50, ns). There was also a 
significant effect of emotionality on accuracy (F1(2,84) = 9.27, p < .0001; F2(2,147) = 
4.36, p = .014), with more correct responses to positive words compared to negative 
and neutral words (F1(1,42) = 20.34, p < .0001; t2(147) = 2.94, p = .004) and no 
difference between negative and neutral words (F1(1,42) = 0.05, ns; t2(147) = 0.24, 
ns; see Table 2a).  
(Table 2 about here) 
 
                                                 
2
 Ratings for 50 more items were additionally collected and then included in the PCA because 
increasing the number of items is beneficial for this analysis. 
3
 t-values and degrees of freedom for non-homogeneous variance are reported. 
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Emotional valence and arousal 
In the imageability-corrected ANOVAs4, no significant main effects of 
valence or arousal on the residuals of the RTs were found (both Fs1(1,42) < 0.30, ns; 
Fs2(1,95) < 0.24, ns). A significant interaction between valence and arousal (cf. 
Figure 1a) showed larger absolute mean residual values in response to positive high-
arousal (PH) and negative high-arousal (NL) words compared to positive low-arousal 
(PL) and negative high-arousal (NH) words in the participant analysis only, indicative 
of slower RTs for the former conditions (F1(1,42) = 6.05, p = .018; F2(1,95) = 0.89, 
ns). 
Accuracy results showed an arousal effect in the participant analysis only 
(F1(1,42) = 13.18, p = .001; F2(1,95) = 0.40, ns), with a larger absolute mean residual 
value for high-arousal words, indicating higher accuracy. A valence effect was found 
in the item analysis only (F1(1,42) = 1.22, ns; F2(1,95) = 5.68, p = .019), with higher 
accuracy for positive words (see Table 2a). No interaction was found (F1(1,42) = 
1.72, ns; F2(1,95) = 0.53, ns). 
 
Indirect effects of familiarity and self-reference 
We found that positive words were significantly more familiar than negative 
and neutral words (t(147) = 4.33, p < .0001; see Table 2b). Furthermore, self-
                                                 
4
 When imageability is not controlled in the analyses, a main effect of arousal (confounded with 
imageability) is obtained in the RTs (F1(1,42) = 29.41, p < .001; F2(1,99) = 8.33, p = .005), whereby 
highly arousing and imageable words are responded to faster, in line with the typical imageability 
effect (e.g., Bird, Franklin, & Howard, 2001; Paivio, Yuille, & Madigan, 1968). Please refer to Table 
2a for the descriptive statistics. A significant interaction is found in the analysis by participant only 
(F1(1,42) = 5.75, p = .021; F2(1,99) = 1.25, ns) whereby the arousal/imageability effect is larger for 
negative words. No effect of valence is observed. Accuracy rates show significantly higher accuracy 
for positive words (F1(1,42) = 16.08, p < .001; F2(1,99) = 6.15, p = .015) and for highly 
arousing/imageable words only in the analysis by participant (F1(1,42) = 5.07, p = .030; F2(1,99) = 
2.21, ns), but no interaction (F1(1,42) = 1.02, ns; F2(1,99) = 0.43, ns). Overall, these results show 
typical imageability effects and no apparent influence of imageability on valence, as previously 
reported by Kanske and Kotz (2007). We therefore conclude that the control of this variable in the main 
analyses helped us to partial out possibly confounding effects without hiding any interesting combined 
effecs between emotional variables and imageability. 
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reference was correlated with familiarity (r = 0.62, p < .0001): positive words were 
rated as significantly more self-referential than negative and neutral words (t(147) = 
10.81, p < .0001). 
After partialling out effects of these variables, no main effect of emotionality 
was found in the mean residuals of both RTs and accuracy rates (both Fs1(2,84) < 
0.74, ns; Fs2(2,145) < 0.82, ns). In the valence by arousal design, no main effects of 
valence or arousal on the mean residuals of the RTs were found (both Fs1(1,42) < 
0.41, ns; Fs2(2,145) < 1.49, ns). Importantly, a significant interaction between valence 
and arousal was found in both participant and item analyses (F1(1,42) = 9.04, p = 
.004; F2(1,93) = 4.36, p = .039): absolute mean residuals of the RTs were larger, i.e., 
RTs were slower, to PH and NL words than to PL and NH words (see Figure 1a). The 
mean residuals of the accuracy rates confirmed a significant effect of arousal only in 
the participant analysis (F1(1,42) = 8.73, p = .005; F2(1,93) = 0.35, ns) and no other 
effects or interactions (both Fs1(1,42) < 2.06, ns; Fs2(1,93) < 2.53, ns). 
 
(Figure 1 about here) 
 
Post-hoc analyses of gender differences in emotion processing 
Emotionality by gender. The main effects of emotionality on RTs F1(2,82) = 
6.16, p = .003) and accuracy rates (F1(2,82) = 8.77, p < .0001) were confirmed in the 
analyses by participant, i.e., valenced words were responded to faster than neutral 
ones (F1(1,41) = 9.01, p = .005) and positive words more accurately than negative and 
neutral ones (F1(1,41) = 19.14, p < .0001). No main effects of gender (Fs1(1,41) < 
0.13, ns) and no interactions between emotionality and gender (Fs1(2,82) < 0.92, ns) 
were found. Finally, the item analyses for the two gender groups revealed only a trend 
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toward an emotionality effect in the male RTs in the direction mentioned above (F2 
(2,147) = 2.56, p = .081; all other Fs2 (2,147) < 1.52, ns). 
As in previous analyses, the effects of emotionality on RTs and accuracy 
disappeared after partialling out the effects of familiarity and self-reference (both 
Fs1(2,82) < 0.88, ns). Further, no effects of gender (both Fs1(1,41) < 0.12, ns) or 
interactions (Fs1(2,82) < 0.49, ns) were found. Finally, in the analysis by item no 
significant effects were found within either gender (all Fs2(2,147) < 1.75, ns). 
Valence by arousal by gender. In the imageability-corrected ANOVA, 
analysis by participant, the significant interaction between valence and arousal on the 
residuals of the RTs was confirmed (F1(1,41) = 5.31, p = .026): PH and NL words 
were responded to more slowly than PL and NH words. No main effect of valence, 
arousal or gender was found (all Fs1(1,41) < 0.31, ns) and no other interactions were 
significant (Fs1(1,41) < 1.06, ns). The main effect of arousal on the residuals of the 
accuracy rates was also confirmed in the analysis by participant (F1(1,41) = 12.02, p = 
.001), along with no effect of valence (F1(1,41) = 1.90, ns). Further, no main effect of 
gender (F1(1,41) = 0.08, ns) and no interactions were found (all Fs1(1,41) < 2.65, ns). 
When comparing gender groups, no main effects and no interaction were observed in 
either RTs or accuracy rates (all Fs2(1,95) < 1.56, ns). 
After partialling out the effects of familiarity, self-reference and imageability, 
the significant interaction between valence and arousal on the residuals of the RTs 
was once again confirmed (F1(1,41) = 7.94, p = .007); the same interactive pattern 
was observed for female and male participants separately (see Figure 1b and 1c), but 
did not reach standard levels of significance (Women: F2(1,93) = 3.54, p = .063; 
Men: F2(1,93) = 2.79, p = .098), apparently because of loss of statistical power. No 
main effects of valence, arousal or gender (Fs1 (1,41) < 0.24, ns) and no other 
Arousal and valence interaction 
 18
significant interactions were found (Fs1(1,41) < 1.24, ns). The mean residuals of the 
accuracy rates confirmed a significant effect of arousal in the participant analysis 
(F1(1,41) = 7.92, p = .007), no effect of gender (F1 (1,41) = 0.11, ns) and no other 
effects or interactions (all Fs1(1,41) < 2.50, ns). No significant effects were found 
within either gender (all Fs2(1,93) < 2.14, ns). 
Contribution of emotional variables to predicting LD latencies 
In order to minimise collinearity among predictors of LD latency, 11 variables 
were entered into a PCA: emotionality, arousal, familiarity, AoA, imageability, log-
frequency, length in letters, phonemes and syllables, N-size, N-frequency5. Four 
factors with eigenvalues > 0.9 emerged, as shown in Table 3 (a, b). All length and 
neighbourhood measures loaded on the first factor, which accounted for 42.1% of the 
variance. Log-frequency, familiarity and AoA loaded on the second factor (16.4% of 
variance). The two emotion measures loaded on the third factor (12.8% of variance). 
Finally, imageability loaded heavily on the fourth factor, together with AoA and 
length in phonemes (8.3% of variance). 
These results show that affective variables cluster together and are distinct 
from lexico-semantic variables. Not surprisingly, AoA loaded on both lexical and 
semantic factors with approximately equal weight; this variable is in fact considered 
partly lexical and partly semantic (c.f. Juhasz, 2005 ).  
In the multiple regression analysis, lexico-semantic factors were entered as 
predictors in a first step, followed by the emotion factor. They were all significant 
predictors. As shown in Table 3c, the lexical factors accounted for an equal amount of 
variance, followed by smaller contributions of semantic and emotional factors. 
(Table 3 about here) 
                                                 
5
 Self-reference could not be included in the PCA as ratings for this variable were collected post-hoc 
only for the 150 items used in the study. Therefore, we have no values for the 350 items on which the 
PCA was based. 
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Discussion 
As expected, we found that emotion word properties predict LD performance, 
over and above lexico-semantic properties. In particular, the results showed that 
valenced words have a processing advantage over neutral words as predicted. This 
finding supports the claim that emotional stimuli are processed independently of 
valence (positive or negative) as in other studies using tasks that do not require an 
explicit emotional evaluation (e.g., Kanske & Kotz, 2007; Kousta et al., 2009). 
Although our results are not compatible with models of emotion word processing that 
assume a difference for positive and negative words (Pratto & John, 1991), the results 
do endorse a construct of emotionality effects on performance. 
Our results also suggest that valence and arousal affect word recognition in an 
interactive manner, supporting Robinson et al.’s (2004) model. Our study extends 
previous work however because both emotion dimensions were manipulated and 
different arousal levels were compared within all valenced words. The present results 
are in line with the study by Larsen et al. (2008) based on a larger dataset, showing 
slower LD performance for negative low-arousal words than for negative high-arousal 
and positive words, thus strengthening the view that valence is modulated by arousal 
during LD. However, in contrast to Larsen et al. (2008) and also Kousta et al. (2009), 
ratings of word properties in the present experiment were selected from a single 
corpus, characterised by homogeneous instructions, i.e., the same standard procedures 
for rating affective as well as other lexico-semantic properties were used. 
Accuracy results showed a different pattern compared to RTs: recognition of 
positive words was more accurate than negative and neutral words. Given the high 
accuracy usually obtained with an LD task, even slight differences among conditions 
become statistically significant but are not necessarily meaningful. Nevertheless, this 
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difference is in line with previous studies (e.g., Schacht & Sommer, 2009) and could 
be accounted for by the proposal that positive concepts are better interconnected in the 
mental lexicon than negative ones (Ashby, Isen, & Turken, 1999). This bias is only 
reflected in accuracy measures, probably because RTs to negative stimuli need to be 
equally fast, due to their threatening nature. Another possible interpretation is that the 
positive words used were perceived by participants as more relevant to themselves 
than negative and neutral words, in line with observed rating biases (Citron et al., in 
press; Lewis et al., 2007). 
When effects of familiarity and self-reference were removed statistically, the 
effects of emotionality in LD performance disappeared. This was possibly due to the 
fact that the emotionality effect was driven by responses to positive words. A self-
relevance effect independent of valence was reported by Wentura, Rothermund and 
Bak (2000), suggesting that perceived relevance might play a role beyond emotional 
variables. 
Importantly, the valence by arousal interaction was confirmed and further 
supported by participant and item analyses after removing the effects of familiarity 
and self-reference. These variables affect the item source of variability and the fact 
that the results are confirmed also in the item analysis, after control for these possibly 
confounding factors, makes our findings more robust. The interaction suggests that 
manipulating both dimensions provides a more precise and robust window on word 
processing. In addition, our stimuli were not extreme in arousal: we avoided very 
highly arousing negative words (e.g., war, rape) and taboo words because they are 
difficult to match for arousal with positive words, indeed negative words tend to be 
higher in arousal (Citron et al., in press). Therefore, effects of emotionality may be 
limited to very intense stimuli (although the interaction held after additional control). 
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The post-hoc analyses showed no obvious difference in the effects of 
emotional variables on word recognition across genders and no interaction of gender 
with emotional variables (in line with Bauer & Altarriba, 2008). Rather, the pattern of 
results mirrors the ones found in the original analyses, lending further support to our 
crucial interaction between valence and arousal dimensions. 
We identified effects of affective variables on written word recognition by 
controlling a wide range of lexico-semantic variables. Nevertheless, since affective 
and lexico-semantic variables correlate in complex ways, it is difficult to estimate the 
stability of our results. Replication of this study with different sets of words and a 
different participant sample, ideally in a different language, is therefore needed. In 
order to strengthen our results, the same pattern should be obtained through 
orthogonal manipulation of valence and arousal, i.e. high and low-arousal words 
should not differ in absolute valence, which was the case in the present study. Further, 
the gender imbalance in the SAWL norms (Citron et al., in press), as well as in the 
ratings collected for self-reference, are not ideal in terms of their generalisation to 
other populations. Finally, the results need to be replicated with words belonging to 
the same grammatical category, and not to different categories as in our study, since 
grammatical class is known to affect processing of emotion words (Schacht & 
Sommer, 2009). 
Future work can address the time course of the arousal by valence interaction 
by means of neurophysiological measures such as event-related potentials (ERPs) and 
provide further testing of Robinson et al. (2004)’s model, which predicts early 
implicit integration of each emotional dimension. Some ERP studies have addressed 
similar issues: one study found interactive effects of emotional variables in early ERP 
components assumed to index implicit processing stages (Hofmann et al., 2009), 
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whereas another study found an effect of arousal using only negative words on later 
components, indexing more controlled and explicit processing stages (Bayer, 
Sommer, & Schacht, 2010); a third study orthogonally manipulated valence and 
arousal and reported distinct electrophysiological effects of these variables, but no 
interaction (Bayer et al., 2012), possibly because their stimuli were all relatively low 
in arousal. 
Conclusions 
Our study showed a clear distinction between affective and lexico-semantic 
variables and an independent contribution from affective variables to predicting word 
recognition. Emotion words are processed faster than neutral words and an advantage 
in accuracy for positive over negative and neutral words is reported. Valence and 
arousal dimensions affect word recognition interactively, in line with an implicit 
approach-withdrawal emotion processing framework proposed by Robinson et al. 
(2004): Positive, high-arousal and negative low-arousal words elicit conflicting 
approach-withdrawal tendencies and so are processed more slowly than positive low-
arousal and negative high-arousal words, which elicit congruent approach and 
withdrawal tendencies, respectively. We contend that both valence and arousal need 
to be taken into account in studies of emotion word processing because they have an 
interactive relationship. Furthermore, careful control over correlated lexico-semantic 
variables must be exerted in future studies. 
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Descriptive statistics for affective, lexical and semantic features of the stimuli. Mean, minimum and maximum scores for each condition are 









(a) Descriptive statistics of RTs and accuracy rates for Lexicality (words vs. non-
words), Emotionality and Valence by Arousal designs (analysis by items). PH = 
positive high-arousal, PL = positive low-arousal, NH = negative high-arousal, NL = 
negative low-arousal; (b) Descriptive statistics of familiarity and self-reference ratings 
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Table 3. 
(a) Factor score coefficients; (b) Rotated component matrix; (c) Regression of factor 














Figure 1. Lexical decision times as a function of Valence and Arousal. (a) Here are 
shown the estimated marginal means and SEs of the RTs, corrected for familiarity, 
self-reference and imageability (analysis by item): (a) for the full participant sample; 
(b) for women only; (c) for men only. 
 
 
