The Douglas-Rachford algorithm (DRA) is a powerful optimization method for minimizing the sum of two convex (not necessarily smooth) functions. The vast majority of previous research dealt with the case when the sum has at least one minimizer. In the absence of minimizers, it was recently shown that for the case of two indicator functions, the DRA converges to a best approximation solution. In this paper, we present a new convergence result on the the DRA applied to the problem of minimizing a convex function subject to a linear constraint. Indeed, a normal solution may be found even when the domain of the objective function and the linear subspace constraint have no point in common. As an important application, a new parallel splitting result is provided. We also illustrate our results through various examples.
Introduction
Throughout, we assume that X is a finite-dimensional real Hilbert space,
with inner product ·, · : X × X → R and induced norm · . We furthermore assume that U is a linear subspace of X (2) and so U is closed; and that g : X → ]−∞, +∞] is convex, lower semicontinuous, and proper.
Our aim is to discuss the behaviour of the Douglas-Rachford algorithm [13] applied to solving the optimization problem minimize
Note that we do not assume a priori that (4) has a solution. Given any starting point x 0 ∈ X, the Douglas-Rachford algorithm generates the so-called governing sequence
where
is the Douglas-Rachford operator, P U is the projector of U, P g is the proximal mapping of the function g, and R U = 2P U − Id = P U − P U ⊥ is the reflector of U. The basic convergence result, due to Lions and Mercier (see [18] and also [14] ), guarantees that the shadow sequence (P U T n x 0 ) n∈N (7) converges to a solution of (4) provided that (N U + ∂g) −1 (0) = ∅.
To deal with the potential lack of solutions of (4), we define the v = P ran (Id −T) (0).
This vector is well defined because ran (Id −T) is convex, closed, and trivially nonempty. We now assume that the so-called normal problem corresponding to (4) , which asks to find a zero of the operator −v + N U + ∂g(· − v), admits at least one normal solution (see [7, Definition 3.7] ):
We also assume throughout that
which is a rather mild constraint qualification that is satisfied, for instance, if g has minimizers.
Note that if (4) has a solution and ∂(ι U + g) = N U + ∂g, then v = 0 and Z = argmin(ι U + g). Our main result (see Theorem 5.1 below) can now be concisely stated as follows: Under the above assumptions, which we assume for the rest of the paper, we have
This is a completely new (and very beautiful) variant of the classical result! It reveals the DouglasRachford algorithm to be a method for solving the following bilevel optimization problem: first, obtain the gap vector between U = dom ι U and dom g. This level is purely geometrical, depending on the sets U and dom g, and revealing the minimal displacement vector v. Secondly, if v = 0, rather than minimizing the original ι U + g which would be +∞, we then instead minimize the minimal perturbation function ι U + g(· − v). This has profound consequences for minimizing the sum of convex function by using a product space technique; in fact, real world applications inspired this research (see last section).
The remainder of this paper is organized as follows. In Section 2 we review known facts and present new auxiliary results that are needed in the main analysis. Section 3 presents new descriptions of the minimal displacement vector and the set of minimizers which are crucial in the convergence proofs. The building blocks of our analysis and the main result are presented in Sections 4 and 5 respectively. In the final Section 6, we provide a useful application of our theory to describe the behaviour of a parallel splitting method.
We employ standard notation from convex analysis and optimization as can be found, e.g., in [4] and [20] .
Known and new auxiliary results
Because Z = ∅ (see (9) ), the generalized fixed point set introduced in [7] is very well behaved in the sense that
is convex, closed, and nonempty.
The Douglas-Rachford operator T defined in (6) enjoys the following nice properties which also underline the importance of F for understanding the Douglas-Rachford algorithm:
the sequence (nv + T n x) n∈N is Fejér monotone with respect to F, i.e.,
and the limit lim
exists. Before we proceed, we recall the following useful fact that will be used in the sequel.
Fact 2.2. Let U be a linear subspace of X and let C be a nonempty closed convex subset of X. Set w = P U−C (0) and let x ∈ X. Then w = lim n→∞ (P U − Id)(
Proof. See [1, Corollary 4.6].
Proposition 2.3. Let C 1 and C 2 be nonempty closed convex subsets of X, and set S 1 = U − C 1 and
Then the following hold:
Hence, y ∈ C 1 − U = S 1 and the claim follows. (iii): Proceed similar to the proof of (ii). (iv): Indeed, note that by (i) we have
The following simple result, which relies on the assumption that U is a linear subspace, will be useful later. Lemma 2.4. Let C be a nonempty closed convex subset of U. Then
Proof. Let x ∈ X and let c ∈ C ⊆ U. Then P C P U x ∈ C and
and we are done.
We now turn to the minimization of a convex function subject to a linear constraint. 
and
On the other hand, because y is a minimizer of ι U + h, we learn from (i) that
Altogether,
Therefore, x * ∈ ∂h(y).
Example 2.6. Suppose that X = R, that U = {0}, and that h(
Remark 2.7. Let h : X → ]−∞, +∞] be a proper lower semicontinuous convex function. Then Lemma 2.5 implies that the set-valued operator
is constant.
Remark 2.8. A careful look at the proofs of Proposition 2.3, Lemma 2.4, Lemma 2.5 and Remark 2.7 reveals that the conclusions of these results hold true in infinite-dimensional real Hilbert spaces.

New static results
We start with a useful description of the minimal displacement vector v.
Hence v = P U−dom g (0) and, by Fact 2.2 applied with C replaced by dom g, we conclude that
We now turn towards alternative descriptions of the set Z of normal solutions, defined in (9). In passing, we mention that the next result is true even if Z = ∅.
which proves (28), (29a), and (29b). Turning to (29c), let x ∈ zer(N U + ∂g(· − v)). On the one hand,
Finally, (29d) and (29e) are obvious.
Example 3.3 (linear-convex feasibility). Suppose that g = ι W , where W is a nonempty closed convex subset of X. Then v
a result that is well known (see [5] ).
We are now ready for our first main result which provides a useful description of Z:
Because Z is nonempty, we have
Proof. Proposition 3.2 yields the inclusions
Therefore, by using again (28), we obtain y ∈ Z.
Here is an example of a case where Z = ∅. 
The underlying assumption that Z be nonempty (see (9) ) in Theorem 3.4 is critical:
Example 3.6. Suppose that X = R 2 , that U = {0} × R and that g is the Rockafellar function defined by
(see [20, Example on page 218]). Then v = 0 and it follows from [19, Example 7.5] 
Proof. Clearly we have 
which proves the claim that Z = ∅. Finally, using (33), we see that argmin(
, 1] and the conclusion follows. When X = R, then we obtain the following positive result, which holds even when Z = ∅:
More precisely, exactly one of the following cases holds:
Proof. Denote the right side of (35) by R. It is clear from Proposition 3.2 that Z ⊆ R. Now let x ∈ R. On the one hand,
On the other hand, x ∈ dom ∂ι U ∩ dom ∂g(· − v). By the sum rule for the real line, we have
Altogether, 0 ∈ ∂ι U (x) + ∂g(x − v) and thus x ∈ Z by Proposition 3.2. The remaining statements follow readily.
The previous results make it tempting to conjecture that when X = R and Z = ∅, then we have argmin(ι U + g(· − v)) = ∅. Unfortunately, this conjecture is false:
We conclude this section with another useful consequence of (26): Proposition 3.9. We have Z = P U (F) and
Proof. 
New dynamic results
Recall that
We start with a result that provides some information on the shadow sequence (P U T n x) n∈N . (In passing, we note that only item (v) requires that Z be nonempty.) Lemma 4.1. Let x ∈ X. Then the following hold:
The sequences (nv + T n x) n∈N , (P U T n x) n∈N , and (P g R U T n x) n∈N are bounded.
Proof. (i):
Clear from the definition of T, (16) and (26). (ii): Apply P U to (i). (iii): Apply P U ⊥ to (i). (iv): On the one hand, (T n x − T n+1 x) + P g R U T n x = P U T n x ∈ U On the other hand, P g R U T n x ∈ dom ∂g ⊆ dom g. Altogether, combined with (i), we obtained the desired result. (v): By Fact 2.1 and (12), the sequence (nv + T n x) n∈N is Fejér monotone with respect to F = ∅, hence it is bounded. Therefore, (P U T n x) n∈N = (P U (nv + T n x)) n∈N is also bounded. The boundedness of (P g R U T n x) n∈N follows from (i). 
Note that Proposition 3.2 yields that
Proof. The characterization of the prox operator P g gives
We also have
Now write y = u − v, where u ∈ U. Then, using also the identity in Lemma 4.1(iii) to derive (44e), we have
Therefore, substituting (43) and (44) into (42), we obtain
which completes the proof.
We are now able to locate cluster points of the shadow sequence (P U T n x) n∈N :
and for every n ∈ N, we have
Moreover, the sequence
x)) n∈N is bounded, all its cluster points are minimizers of ι
Finally, the sequence
(P U T n x) n∈N is bounded and all its cluster points are minimizers of ι
Setting
we see that (47) is a consequence of Lemma 4.2, (52) and (53).
By Lemma 4.1(v), (P g R U T n x) n∈N is bounded. Let c be a cluster point of (P g R U T n x) n∈N , say P g R U T k n x → c. Lemma 4.1(i) implies that
The lower semicontinuity of g now yields
Combining with (56), we deduce that
Now choosing y so that g(y) is as close to µ as we like, we deduce from (58) and (60) that
Hence c is a minimizer of ι U−v + g. Because c was an arbitrary cluster point of (P g R U T n x) n∈N , we obtain through a simple proof by contradiction that
i.e., (49) holds.
Next, (57) with y = c yields µ = g(c) ≥ µ + lim α n ≥ µ + lim α n ≥ µ. Thus α n → 0 and (50) follows.
Finally, (51) follows from (48) and Lemma 4.1(i).
Remark 4.4. Note that (50) is equivalent to n
On the other hand, (14) and (15) 
The main result
We are now ready for the main result.
Theorem 5.1 (main result)
. Let x ∈ X and set y = lim n→∞ P F (nv + T n x). Then
Proof. First, y is well defined by Fact 2.1. Because P U is continuous, we have
On the other hand, P U P F = P Z = P Z P U by (38) and (19) . Invoking the fact that v ∈ U ⊥ (see (26)), we conclude altogether that
Recall from (51) and (32) that (P U T n x) n∈N is bounded and that all its cluster points lie in
Combining with (65), we deduce that z = P U y. Hence every cluster point of (P U T n x) n∈N coincides with P U y. In view of the boundedness of (P U T n x) n∈N , we obtain (63). The remainder follows from Lemma 4.1(i) and (49). 
Example 5.2 (linear-convex feasibility). Suppose that g = ι W , where W is a nonempty closed convex subset of X such that
On the other hand, dom ∂g * is a dense subset of dom g * . Hence dom ∂g * = dom g * = u * + U ⊥ and thus ran 
as claimed. (viii): Using (6) and (vii), we obtain 
Minimizing the sum of finitely many functions
In this section we assume that m ∈ {2, 3, . . .}, that I = {1, 2, . . . , m}, and that g i : X → ]−∞, +∞] is convex, lower semicontinuous, and proper,
for every i ∈ I. Furthermore, we set (see also [4] and [12] )
(67) (ii) g * = i∈I g * i .
(iii) ∂g = × i∈I ∂g i .
(iv) P ∆ x = j 1 m ∑ i∈I x i .
(v) P g = × i∈I P g i .
(vi) ∆ ⊥ = u ∈ X ∑ i∈I u i = 0 . (∀i ∈ I) x n+1,i = x n,i − x n + P g i (2x n − x n,i ), (73a)
Then x n → x ∈ argmin ∑ i∈I g i (· − v i ) .
Proof. Combine Theorem 6.6 and Proposition 6.4 items (v), (iv), and (v) in view of (69). (∀i ∈ I J) x n+1,i = x n,i − x n + P g i (2x n − x n,i ), (75a) (∀i ∈ J) x n+1,i = x n,i − x n + P C i (2x n − x n,i ), 
In particular, if ∩ i∈J C i = ∅, then L C = ∩ i∈J C i = ∅ and x is a solution of (74).
Proof. Suppose that g i = f i , if i ∈ I J; and g i = ι C i , if i ∈ J, and observe that (74) reduces to minimize ∑ i∈I g i (x).
Note that combining (73) and [4, Example 23.4] yields (75). It follows from Proposition 6.5 that (∀i ∈ I J) v i = 0. Consequently, zer ∑ i∈I ∂g i (· − v i ) = zer ∑ i∈I J ∂ f i + ∑ i∈J N C i (· − v i ) = ∅, and by Corollary 6.7 we have x n → x ∈ X, and x ∈ zer ∑ i∈I J ∂ f i + ∑ i∈J N C i (· − v i ) . Finally, using Proposition 6.4(vi), (∃u ∈ X) −u ∈ ∑ i∈I J ∂ f i (x) = ∂(∑ i∈I J f i )(x) and u ∈ ∑ i∈J
Therefore, x solves (76).
