It is shown that the energy levels of the one-dimensional nonlinear Schr odinger, or Gross-Pitaevskii, equation with the homogeneous trap potential x 2p , p 1, obey an approximate scaling law and as a consequence the energy increases approximately linearly with the quantum number. Moreover, for a quadratic trap, p = 1, the rate of increase of energy with the quantum number is independent of the nonlinearity: this prediction is con rmed with numerical calculations. It is also shown that the energy levels computed using a variational approximation do not satisfy this scaling law.
Introduction
The Bose-Einstein condensate is described, approximately, b y a mean-eld approximation, see for example Friedrich (1998) , that gives the Gross-Pitaevskii equation. In the one-dimensional problem considered here this equation takes the form, 
where x is the spatial coordinate, the atomic mass of the atoms comprising the condensate, ! the classical frequency of a single atom in the trap potential. The nonlinear parameter A results from the use of a mean-eld approximation to describe the particle interactions and is de ned in terms of fundamental constants, A = 4 h 2 0 N= where 0 is the scattering length and N the e ective density o f atoms along the condensate axis. In most experimental circumstances the nonlinear constant A is large so perturbation methods are of little value. For the ground state, because the wave function varies relatively slowly and because the nonlinearity i s large the Thomas-Fermi approximations, equation 11 below, provides a reasonable approximation to both the energy level and the wave function. For excited states no such simple approximation seems to be available. Yabulov et al (1997) have derived a re-normalised perturbation theory that gives approximate energy levels and wave functions, but we s h o w in section 5 that this method seems to provide a poor estimate of the excited energy levels.
In this paper we show that the energy levels satisfy a simple approximate scaling law and consequently that they are given approximately by the simple formula, E n (A) = 1 2 3 2 A! p 2=3 + 7 32 ! hn:
The rst term is just the Thomas-Fermi estimate of the ground state energy, obtained by neglecting the kinetic energy term. The second term is the dominant correction and is linear in n independent o f A. W e s h o w also that the latter behaviour is a consequence of the particular form of the trap potential.
Theory
The eigenvalues of equation 1, E n (A), n = 0 1 2 , are those values of E for which y(x) satisfy the boundary conditions jyj ! 0 a s jxj ! 1 and the normalisation
For real eigenvalues we m a y assume y(x) t o b e r e a l . Two of the four independent parameters in this equation may be removed by rescaling x and y and ensuring that the normalisation conditions is invariant, 
and treating x as the`time' we m a y i n terpret equation 1 as that of a classical particle of unit mass moving in a time-dependent potential, V (y x). Conventional methods of classical dynamics provide a means of estimating the eigenvalues. The potential V (y x) is stationary at y = 0 and this is a minimum for times x < x 0 = p 2E=! and for these times there are also maxima a t y 2 = y m (x) 2 = E(x)=A: For larger times, when E(x) < 0, there is only a maximum at y = 0. Hence quasiperiodic motion is possible for small times but for larger times almost all orbits diverge as jxj ! 1 : for every E > 0, however, there are initial conditions for which y(x) ! 0 a s x ! 1 .
To be speci c consider the even solution with initial conditions y(0) = a > 0 a n d y 0 ( 0 ) = 0 . F or small a and large enough E this orbit will oscillate in the potential well until the barrier at y = y m (x) i s l o w enough for the orbit to either escape or to ride on the barrier top and eventually to zero: most orbits escape to in nity. Examples of these types of orbit are shown in the following gure. Here E = 1 5 :0810, A = 100, ! = 1 and a = a 1 = 0 :23975967 and a = a 1 0:0000001 the converged solution is not normalised. This gure shows that the required solutions with y(x) ! 0 a s jxj ! 1 comprise a quasi-periodic part, for jxj < x t where x t is de ned in equation 9 below, and a monotonically decreasing segment f o r jxj > x t . It also shows that the distance between nodes is almost constant: reasons for this are discussed later.
Consider the oscillatory region. When E =constant it follows from the de nition of the Jacobi elliptic function that the odd and even solutions are, respectively 
When E is constant the action of the above oscillatory solution may be written in the form
where E(k) is the complete elliptic integral of the second kind, and is not to be confused with the energy. F or each E there is bound motion if 0 < A a 2 < E and as k increases from zero to unity F(k) decreases from 1 to 4 p 2=(3 ) ' 0:6. The action is bounded by 0 I I s , w h e r e I s is the action of the bound, non-periodic motion on the separatrix, where Aa 2 = E (k = 1 ) ,
Now consider the e ect of E decreasing, but changing little during one period of the unperturbed motion. The principle of adiabatic invariance (Percival and Richards, 1982, chapter 9) shows that the action is almost invariant. The separatrix action, however, is not constant and decreases to zero at x = x 0 where !x 0 = p 2E. All orbits cease to oscillate before this time and if the change in E is su ciently slow this change occurs when the action equals the separatrix action. If x t is this time it is given by the solution of
where the action is evaluated at E, the initial value of E. Adiabatic invariance shows that the solution oscillates with a local period, T, g i v en by equation 6, which depends upon x. H o wever, the period although singular at E(x) = Aa 2 , does not change signi cantly until E(x) is close to Aa 2 , s o t h e n o d e s o f t h e w ave function are almost equally spaced.
The quantum number, n, that labels the state is the number of zeros in the eigenfunction. The ground state, n = 0, has no zeros: the rst excited state is odd and has one zero at the origin and the second excited state is even and has two zeros. Thus the oscillatory parts of the solution are represented by orbits that encircle the phase-space origin (n + 1 ) =4 times before approaching the origin almost parallel to the y 0 -axis. There are n=4 oscillations in the interval 0 x x t so we h a ve t h e approximate relation x t = nT=4. For later use it is convenient t o i n troduce the scaled variables N = 2 !n E = E N and z = 2E Aa 2 2 in terms of which k 2 = 1 =(z ; 1) and the quantisation condition becomes
For large z, g(z) = 1 + 3 4z
+ O(z ;2 ). Finally, w e n e e d a n a p p r o ximation to the motion for x > x t . T h e v alue of y(x t ) must be close to the barrier height, y(x t ) ' y m (x t ): if y(x t ) y m (x t ) the orbit would complete another 1 2 period and if y(x t ) > y m (x t ) i t w ould escape. But if y(x t ) ' y m (x t ) the required subsequent orbit is approximated by expanding about the point in phase space that follows the potential maximum, b y making the canonical transformation y = Q + y m (x) dy dx = P + dy m dx and expanding the equations of motion to second-order. Then if x 0 > 0 is the time E(x 0 ) = 0 for x t < x < x 0 the equations of motion are dQ dx = P dP
These equations may b e s o l v ed numerically and it is seen that Q(x) remains small provided both jP(x t )j and jE(x t )Q(x t ) ; y 00 m (x t )j are small or zero. As x ! x 0 the solution diverges. However, over the interval of interest this expansion shows that an approximate solution is
This is, of course, the standard Thomas-Fermi approximation, obtained from equation 1 by ignoring the kinetic energy term. Some idea of the accuracy of the approximations 5 and 11 is given in the next gure comparing these with an exact solution. In this case E = 1 5 , A = 1 0 0 w h i c h gives a = 0 :23976 and x t = 2 :7272. In the next section we use equations 3, 8 and 5 to approximate the eigenvalues of equation 1 and to obtain an approximate scaling law.
3 An approximate scaling law
Here we show that the approximations described above m a y be used to derive an approximate scaling law relating the energy, E, q u a n tum numbern and the nonlinearity parameter A by the single equation,
for some function H. A consequence of this is that the energy levels behave l i k e those of the linear oscillator in that the di erence E n+1 (A) ; E n (A) is almost indepenent of n and also of A. In order to derive this relation we rst express z in terms of E using the adiabatic and the quantisation conditions, equations 9 and 10 respectively. These equations may be combined to give 2 
The rst of these integrals may b e e v aluated using relations given in 
Since k 2 = 1 =(z ; 1) and z is a function of E through equation 13, the right h a n d side of this equation depends only upon E. T h us E is a function only of the variable !AN ;3=2 , w h i c h is the scaling law 1 2 . This analysis can be carried further with more approximations, but rst we s h o w the graph of the ratio R(E) = 3A! 2N 3=2 1 (2E) 3=2 ( 17) which is seen from equation 16, and the fact that z ! 2, tends to unity a s E ! 1 . and that z changes relatively slowly with E. T h us a simple approximation to this ratio is given by setting z equal to its asymptotic value, z = 2, to give R(E) ' R 1 (E) = 1 ; 21 32E : The graph of 100(R(E) ; R 1 (E)) is shown in gure 4 and this demonstrates the accuracy of this simple approximation.
On using R 1 to approximate R(E) in equation 16 and rearranging the equation we obtain E n (A) = 1 2 3A! 2 2=3 + 7 32 !n+ higher order terms: (19) The rst term in this equation is just the Thomas Fermi approximation, which follows from the normalisation condition, equation 14, by setting x t = 0. The second term increases linearly with n and, because the trap potential quadratic, is independent o f A. Higher-order corrections come from the expansion about the asymptotic value of z and are complicated and not warranted because of other approximations made.
The scaling law 12 exists because the trap potential is homogeneous in x, s o the adiabatic condition 9 may be expressed in terms of only two v ariables. 
It is also clear from equations 26 that E=N depends only upon the variable z = AI n =((2n + 1 ) h 2 n p !), which is di erent from the scaling law d e r i v ed in the previous section.
Numerical results
In this section we compare the behaviour of the energy levels of equation 1, computed numerically, with the predictions of the above formula, equations 19 and 26.
One method of numerically solving equation 1 is to perform a two-dimensional search i n t h e ( a E) plane, where E is the energy and for even solutions y(0) = a > 0 and for odd solutions y 0 (0) = a > 0. These solutions must a) satisfy the quantisation condition, b) tend to zero as x ! 1 and c) satisfy the normalisation condition. This approximation has two free parameters, a and E, w h i c h w ere varied using the Marquardt algorithm to nd values that simultaneously satis ed the normalisation condition 3 and the quantisation condition 10. For A = 200 this crude approximation gives a relative error of less than 1% for the ground state and 5% for the 16 th energy level.
In the second stage of the calculation we use the energy E found above a n d v ary a t o n d a v alue at which jy(x f )j < , for some small and where x f = 1 :25x 0 . T h i s was achieved using a shooting algorithm that that varied a according to the value of y(x f ). The solution obtained in this manner is not normalised, but we nd that for small changes in E, R xf 0 dx y(x) 2 depends approximately linearly on E so it is possible to interpolate the energy to obtain values of (a E) t h a t g i v e a correctly normalised solutions.
In the following table are shown energy levels for A = 100 and 200. The exact numerical values are well approximated by the straight lines E n ' 14:04+ 0:66n and E n ' 22:40 + 0:74n, f o r A = 100 and 200 respectively, and the gradient o f t h e s e lines is close to that predicted by equation 19. The energy levels of the variational method do not behave in this manner, particularly for large A, a n d w e conclude that the excited energy levels given by the re-normalised perturbation method used by Yukalov et al (1997) We h a ve shown that the energy levels E n of the Gross-Pitaevskii equation 1 satisfy the approximate scaling law 12, which relates the variables E n ! A in a single equation, which leads to the approximate energy levels 2. We h a ve s h o wn that other homogeneous trap potentials lead to similar scaling laws but only the energy levels of the quadratic trap have a coe cient o f n that is independent of the nonlinear constant, see equation 20. It is also shown that the energy levels of the re-normalised perturbation method of Yukalov et al (1997) are equivalent to a simple variational method and do not satisfy the scaling law derived here.
The method used to derive these results involves interpreting the Gross-Pitaevskii equation as a mechanical system with a slowly varying potential, so that the idea of adiabatic invariance can be used. With this equivalence the spatial coordinate becomes the time, so the generalisation to the 2d-o r 3 d Gross-Pitaevskii equation is not apparent. For symmetric, many dimensional systems, however a similar approach may be possible though there are some problems with singularities at the origin that need to be resolved.
