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1. INTRoOUCTI~N 
Consider the problem 
(1) 
-Au=up, u>OinQ (1.1) 
u=o on dSZ, 
in which 52 is a bounded, star-shaped omain in [WN with smooth boundary 
X6?. It is well known that if N> 2 the character of this problem changes 
when the exponent p passes through the critical Sobolev exponent 
N+2 
p=N-2’ 
If p < (N + 2)/(N - 2), then Problem I always has a solution, whatever the 
domain Q [ 11, 143, whilst if p > (N f 2)/(N - 2) it has no solution for any 
(star-shaped) domain [13]. 
Recently, considerable interest has grown around problems like (I) in 
which the right hand side up is replaced by a perturbation f(u) of the pure 
power, such as 
f(u) = Au” + up, 
where 1 E Iw and 0 < q < p. The dichotomy above at p = (N + 2)/(N - 2) 
may then be resolved by means of the additional parameters 1 and q 
[2-7, 121. For a review of recent results we refer to [S]. 
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In this paper we do not change the right hand side of (1.1) but study in 
detail what happens to the solution of Problem I if p approaches the 
critical value from below. Thus we set 
N+2 
P=m-E’ &>O 
and let E tend to zero. For D we choose a ball 
SZ=B,= (x~@?x<R}, R > 0. 
Solutions are then known to possess radial symmetry [lo], and we can use 
ODE arguments to obtain precise asymptotic estimates as E + 0. 
For each E > 0 and R >O, Problem I has a solution [14], which, by a 
simple scaling argument, can be shown to be unique. We shall often denote 
it by u(x, E). 
We state our principal results in two theorems, the first dealing with the 
behaviour of the value of u at the center of the ball and the second with the 
shape of u away from the center, as E + 0. 
THEOREM A. Let u(x, E) be the solution of Problem I in which Q = B,. 
Then 
lim Eu*(O, E) = 
E-0 
-& {N(N-2)}‘N-2”2 &$&2&. 
In particular, when N = 3, we have 
J lim &u’(O, E) = 32 4. f . 
E’O 
Here r denotes the gamma function. 
For the problem 
(P) 
Llu+I(u+uP)=O, ua0in B, 
ec=o on lJB, 
an analogous situation arises when N = 3 and L = n2/4. Problem P then 
possesses a solution whenever p < 5, but not when p = 5. For this problem 
it was recently shown by formal methods (matched asymptotic expansions) 
[7] that 
~~(0, E) -, 96 as E +O. 
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According to Theorem A, the solution u(., E) of Problem I develops a 
singularity at the origin when E + 0. Its behaviour away from the origin is 
described in the next theorem. 
THEOREM B. Let u(x, E) be the solution of Problem Z in which 52 = B,. 
Then, for every x # 0, 
lim &-‘!z~(X,&)=~N~N~2)i?(N_a)h/4 TV/2 1 
E-0 {WV} “* 
In particular, when N = 3, we have 
lim E”2~(r,c)=~31i4(n/2)‘/2 
E’O 
Note that according to Theorem B 
24(x, E) = O(E112) as s-0 
for every x # 0. 
The proofs of Theorems A and B are given in the setting of 
Emden-Fowler theory [8,9]. Because the solutions of (I) are radially 
symmetric, we can set u = u(r), r = 1x1 and write (I) as 
N-l 
u”+- 24’ + up = 0, u>O for O<r<R 
r 
u’(0) = 0, u(R) = 0. 
Proceeding as in [2], we make one further transformation and set 
t = (N- 2)N-2r2-NN, y(t) = 4r). 
This yields the problem 
(II) 
y” + t -“y” = 0, Y>O for T<t<co 
Y(T)=O, y’(t) + 0 as t-boo 
involving the classical Emden-Fowler equation with 
k=2 
N-l 
N-2’ 
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and T = {(N- 2)/R}N-2. The critical exponent can now be expressed as 
N+2 
==2k-3. 
After deriving some preliminary results about Problem II in Section 2, 
we prove two theorems comparable to, respectively, Theorems A and B in 
Sections 3 and 4. These results are of independent interest in the context of 
Emden-Fowler theory. 
2. PRELIMINARY RESULTS 
Consider the problem 
I 
y”+t-kyL0 t<oO WI) 
lim y(t) = y, 
I--t@2 
(2.1) 
where y > 0, k > 2, and 
p=2k-3-E. 
Since k > 2, this problem has, for every y > 0, a unique solution, which we 
denote by y(t, y). Define 
T(y) = inf{ t > 0: y(., y) > 0 on (t, oo)}. 
As we saw in [2], T(y) > 0 for every y > 0 whenever E > 0. In fact, we have 
T(y)=y(P-‘)/(k-*) T(l). 
Thus, given any T > 0, still assuming that E > 0, there exists a unique y > 0 
such that y(t, y) is a solution of Problem II. 
We begin with an upper and a lower bound for y(t, y). 
LEMMA 1. Suppose E > 0. Then 
At, Y) -(4 Y) for T(y)<t<co, 
where 
(2.2) 
For the proof we refer to [2], 
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Remark. The function z(t, y) is the solution of the problem 
Z~,+f-ky-~Z2k-3=~ 
Q<t<Gc 
lim z(t, y) = y. 
(2.3) 
,-CC 
Throughout this paper, z plays an important role. For convenience we 
listed a number of properties of z in the Appendix. 
Set 
(2.4) 
where k,=(k-1) “(k-22). Then for any a > 0, 
z(@Te, Y) = C,Y, 
where 
‘a = (1 + oLk:2)I,(k-2)’ 
LEMMA 2. Let a > 0. Then for any t > UT,, 
Y(C Y) 2 z(t, Y)(l -A&), 
where d, = ( 1 - c,)/cz +‘. 
Proof If we integrate Eq. (2.1) twice, we obtain 
y(t)=y-y (S-t)S-kyqS)dS. 
I 
Hence, by Lemma 1, 
y(t)>y-j- (~-t)s-~z~(s)ds. 
f 
Similarly, if we integrate the equation (2.3) for z twice, we obtain 
z(t)=y-j- (s-r)s-kypEz2k-3(.s)ds. 
f 
Subtracting it from (2.7) we arrive at the bound 
(2.5) 
(2.6) 
(2.7) 
y(r)>z(t)-j-tm (s-~)s-~z~~--(s){z-~(s)-~--} ds. (2.8) 
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By the mean value theorem we can write 
p-y-y z&&-8 Iz-y( Zd6<Y. 
Hence, in view of (2.5), 
Iz-“(t)-y-“16E(C,y)-‘-Ey 
=EC-1-& --E 
a Y if crT,<t<oO. 
Using this bound in (2.8) we find that 
At) > z(t) -+& y (s- 2) s-ky-eZ2k-3(S) ds 
I I 
as long as t > UT,. But, by (2.5), 
(2.9) 
Y = c,‘z(c~TJ f CC,‘Z(I) if t>aT,. 
Hence we may deduce from (2.9) that 
which is the bound we set out to prove. 
We now return to Problem II. We fix T, denote the solution by y(t), and 
write 
emphasising the dependence of y on E. Lemma 3 gives us our first result 
about y(s) as E -+ 0. 
LEMMA 3. lim,,, y(e) = co. 
Proof. Suppose, to the contrary, that there exists a sequence {Ed}, 
E, -+ co as n + co, and a number M> 0 such that Y(E,) < A4 for all n > 1. 
Then it is possible to choose a number a > 0 such that 
~T~.=~lkl’{y(~,)}~~(~nl(~--))~ T for all n. 
This means by Lemma 2 that 
0’46 Y(hJ)(l -bJ 
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for all n > 1. For n sufficiently large, the right hand side becomes positive, 
yielding a contradiction. 
We conclude this section with a lemma in which we express two 
integrals, which we shall meet in the next section, in terms of incomplete 
beta functions 
B(~,u,b)=~mx”-‘(l+X)-“-~dx (2.10) 
t 
with appropriate positive parameters a and b [ 11. 
Note that 
B(0, a, b) = r(a) r(b) 
r(a + b) 
(2.11) 
LEMMA 4. Suppose k > 2, p = 2k - 3 -E, and E < k - 2. Then 
(i) f O” spkzp(s, y) ds= k,k*y-l+‘B(q 1 -v, k2) I 
m 
(ii) 
s 
s-kzp+1(~,~)d~=k,k2~YB(~,k2-v,kZ), 
, 
where 
v = E/(k - 2), 
and 
k, = (k- l)1’(k--2), k2=(k-l)/(k-2) 
T = (t/T,)k-2. 
The proof is given in the Appendix. 
3. PROOF OF THEOREM A 
Observe that if U(X, E) is the solution of Problem I, with Q = B,, then 
U@, E) = Y(E) 
if R=(N-2)T- 1’(N-2). Thus we need to estimate how Y(E) tends to 
infinity as E tends to zero. 
As in C2-43, where we obtained asymptotic estimates for T(y) as y + co, 
505/70/3-5 
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the basic ingredient in the proof of Theorem A will be the Pohozaev 
functional 
P+l 
H(t)=ty’2-yy’+2t’-kL’ 
p+l’ 
If y(t) is a solution of Eq. (2.1), then 
H’(f)= -E t-kyp+‘(t) 
p+l 
and, because y(t) = o(t’ -“) as t + 00 121, 
lim H(t)=O. 
t--rm 
Thus, since 
H(T) = Ty’2( T), 
integration of (3.2) over (T, 00) yields the identity 
TY’~(T)=+-~ t-‘y’+‘(t)d~, 
p+l T 
In the following two lemmas we shall obtain sharp estimates for both sides 
of (3.3) as E + 0. Equating these estimates then yields the desired result. 
LEMMA 5. lim, +0 y ‘-(E’(k-2))y’(T, y)=k,, where y=y(&). 
Proof: Integration of Eq. (2.1) over (T, co) yields 
Y’(T)=]; trkyP(t) dt 
s 
cc < trkzp(t) dt, 
T 
(3.4) 
where we have used Lemma 1. Hence, by Lemma 4 
y’p”y’(T)<k,k2B((T/T,)k-2, l-v,k,) 
+ k,k,B(O, 1, k2) as .s+O 
because T, + cc as E -+ 0 by Lemma 3. By (2.11) and the fact that 
I’(x + 1) = S(x), we have 
k,k,B(O, l,k,)=k,k,/k,=k,. (3.5) 
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Therefore 
lim sup y ‘-“y’(T)<k,. 
E’O 
(3.6) 
Next, we shall show that 
liminfyr-“y’(T)&k,-6 (3.7) E-0 
for any 6 > 0. Clearly this will complete the proof of Lemma 5. 
Choose a > 0 and write (3.4) as 
y”y’(T)=y”(j;Tz+j;pyqf)df 
= J,(‘% a) + JZ(&, a), (3.8) 
where we choose E so small that T < UT, (see Lemma 3). By Lemma 1, we 
can estimate .I, by 
J,(&,a)Gy’-’ j:; t-%‘(t)dt. 
Hence, because 
z(t) G (Y/T& for t>O (3.9) 
according to Lemma Al of the Appendix, 
kk-1 
=k-‘2-Ea 
k-2-E (3.10) 
if E < k - 2. 
To obtain a lower bound for J2, we use the lower bound for y on 
[ET,, 00) given in Lemma 2. This yields 
J2(c, a)>yrP”(l -d,c)P Jhmr trkzp(t) dt 
= (1 -d,E)Pk,k2B(ik--2, 1 -v, k2) (3.11) 
if E < k - 2. 
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We now return to (3.8). In view of the bounds (3.10) and (3.11) obtained 
for, respectively, J, and J,, we conclude that 
where L, =k’;-‘/(k-- 2). By (3.5) and the definition of the beta function B 
k,k,B(&*, l,k,)+k, as ~140. 
Hence, given any 6 > 0, we can choose a number c1> 0 such that (3.7) is 
satisfied. 
This completes the proof. 
Having estimated the left hand side of (3.3), we now return to the right 
hand side. It involves the integral 
I(4=j: t-“yp+ ‘(t, Y(E)) dt. 
LEMMA 6. lim, _ 0 y - “+*)Z(E) = k,k,( {Z(k2)}*/Z(2k2)), where y = Y(E). 
Proof: Clearly, by Lemmas 1 and 4, 
y-‘Z(~)<y-‘1; trkzp+‘(t)dr 
=k,k,B((T/T$-*, k2-V, k2). 
Hence, since T, + co as E + 0 by Lemma 3, we find that 
lim sup y-“Z(E) d k,k,B(O, k,, k,) 
E’O 
(3.12) 
by (2.11). 
To estimate Z(E) from below we proceed as in the proof of the previous 
lemma. Choosing an arbitrary positive number CI and E so small that 
T < aT,, we split the interval of integration at aT, : 
= J3(c, a) + J4(&, a). (3.13) 
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As before, we conclude from Lemmas 1 and 4 
for z that 
and the upper bound (3.9) 
kk-1 
=,&eEa 
k-1-e (3.14) 
provided E < k - 1. 
The second integral in (3.13) is bounded below again by means of 
Lemma 2. This yields 
J4(E,a)>Y-Y(1-dd,C)p+1 O” trkzp+‘(t)dt 
s ET, 
=(l-d,~)~+‘k,k~B(~r~-~,k~-v,k~). (3.15) 
When we put the two bounds, (3.14) and (3.15), into (3.13) and let E 
tend to zero, keeping a fixed, we end up with 
liminfy-“Z(s)>k1kzZ?(akP2,k2,k2)-L2akP’, 
&+O 
where L, = k’;- ‘/(k - 1). Thus, for any positive number 6, we can ensure, 
by taking a sufficiently small, that 
The limit we 
fact that 6 may 
lim inf y-“Z(s) > k, k,B(O, k2, k,) - 6. E’O (3.16) 
wished to prove now follows from (3.12), (3.16), and the 
be chosen arbitrarily small. 
We are now ready to return to (3.3). We can write it as 
If we now let E + 0 and use Lemmas 5 and 6 we obtain the following limit. 
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LEMMA 7. 
lim ey 2~c&lck--2))(E)=2(k-2)k, =(2kJ T. 
E--t0 P-‘OW~* 
The exponent 2 - (&/(k-2))=2 - v in (3.17) may be replaced by 2, 
because 
lim y” = 1. (3.18) 
E’O 
To see this, note that (3.17) implies that 
Y 2-v<C/& (E small) 
for some constant C. Therefore 
log y” = v log y < +& l%(C/&). 
This means that 
logy” -+ 0 as e-+0 
and (3.18) follows. 
Thus we have proved the following asymptotic estimate. 
THEOREM 1. Let y(t) be the solution of Problem ZZ in which 
p=2k-3-E (E>O) andlet 
Y(E)= lim y(t). 
f-m 
Then 
lim q’(s) = 2(k - 2)k, WW 
E’O W412 T’ 
k, = (k- l)ll(k-*) and k,=(k- l)/(k-2). 
If y(t) is the solution of Problem II, then 
~(r)=y((N-22)~-~r~~~) 
is the solution of Problem I in B,, when 
R= (j&2)T-‘kp2). 
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Thus, since 
Theorem 1 yields the limit 
lim .su2(0, a) = A 
E’O 
{N(N-2))‘N-2”2 Ir;;;j,2&, 
which is the content of Theorem A. 
4. PROOF OF THEOREM B 
As a first observation, we note from Lemmas 1 and Al of the Appendix 
that 
Y(t,Y)<z(t,y)<k,y-‘+“t for t > T. (4.1) 
Hence, by Theorem 1, for every fixed t > T: 
y(t, Y(E)) = w-“2) as E + 0. 
If we allow t to tend to infinity as E + 0, we obtain the following upper 
bound. 
LEMMA 8. For every M > 0 and /I E (0, i), 
lim sup{ y(t, Y(E)): T-c t <ME-~} = 0. 
E’O 
To obtain information about the limiting form of y(t, y) as E + 0 or y + co, 
we are led by Lemma 5 to multiply y be the weight factor y1 - “, because 
Y’-Y(W+k, as y-co. (4.2) 
In the next lemma we show that (4.2) continues to be true for values of 
t > T, provided 
where e may be any number less than 2. 
LEMMA 9. Let A4 > 0 and 0 < o < 2. Then 
limsup{ly’P”y’(t)-k,l: T<t<My”}=O. 
s-0 
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Proof By Lemma 5, and the concavity of y, 
lim sup y ‘-“y’(t,y)<k, (4.3) 
E--r0 
for all t > T. 
To obtain a lower bound for y’, we also use the concavity of y. Thus, for 
any t>Tand any t,>t 
y’(t) ’ 
Y(to) - y(t) 1 
t -t ‘t, IYOo)-Y(d). 
0 
Hence, Lemma 1, 
,l~“y,(t)>Y’-‘Y(to) Yl-“zw t -~ .-. 
t0 t to 
(4.4) 
For to we choose aT,, a>O. 
t = O(y”), 0 < c < 2, and hence 
t/aT, -+ 0 
By Lemma 2, 
This is possible since by assumption 
as y-+co. (4.5) 
=k,(l +ak-*)-“(kP2)(1 -d,E). (4.6) 
Thus, we conclude from (4.4)-(4.6) that 
where 6(a) + 0 as a + 0. Since we may choose 01 arbitrarily small, this 
means that 
liy+$fy’-‘y’(t)>/k,. (4.7) 
Together, (4.3) and (4.7) yield the desired limit. 
Lemma 9 at once implies the following limit theorem for y(t, y). 
THEOREM 2. Let y(t) be the solution of Problem ZZ in which 
p=2k-3-q and let 
lim y(t) = Y(E). 
,-CC 
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Then 
lim E-“*y(f, ~(s))=kr{A(k, T)}-“*(t- T), 
Ed0 
where 
A(k, T)=2(k-2)k, 
Wkd 
U+W* T 
and 
k, = (k- l)‘l(k-2), k2=(k- l)/(k-2). 
The convergence is uniform on bounded intervals. 
For the solution u(x, E) of Problem I this means that as E --f 0 
1 
E - “%(X, E) + K(N, R) - - - (4N-2 $2 
uniformly on annuli p d x d R, where 
This is the content of Theorem B. 
APPENDIX 
For convenience we list some properties of the function 
z(t,y)=yt t*-‘+&P-l 
( ) 
-l/(k-2) 
7 
where 
p=2k-3-E, E > 0, 
(AlI 
which first appears in Lemma 1 and thereafter plays an important r6le in 
the estimates. As noted before, z is the solution of the equation 
Zu+f-ky-~Z2k-330 
o<t<co, 
which has the property 
lim z(t, y) = y. 
,+CC 
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We shall use the following notation: 
k, = OJ- l)‘“k-a, k2=(k-l)/(k-2) 
v = &/(k - 2) 
and 
LEMMA Al. Bounds for z and z’ are 
(i) O<y’-‘z(t,y)<k,t for t>O; 
(ii) y’-“z’(t, y) < k, for t>o; 
(iii) z(t, y) 3 c,y(t/aT,) for O<t<aT,, 
where 
c,=cl(l+o! ) ) k-2 -l/(k-2) tl > 0. 
The bounds (i)-(iii) are all readily obtained from the explicit expression 
(Al) for z. 
In the following lemma we use the incomplete beta function 
I 
00 
B(t’, a, b) = ~“~‘(1 +x)-“-~ dx a, b > 0. (42) 5 
LEMMA A2. Let r E R. Then 
s 
cc 
~-~z~(s,y)ds=k,k~f’B (A3) 
, 
where o=r-2k+2+v(k-1). 
ProoJ Inserting the expression (Al) for z into the integral, we obtain 
s m s-“z~(s)ds+j-m s-k r(Sk-*+ Tf2)--r/(k-*)& (~44) I I 
If we now make the change of variable x = (.s/T,)~-*, we can write the 
integral on the right of (A4) as 
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where 
r-k+ 1 
‘= k-2 and 
))=k-l 
k-2’ 
Note that 
1 TI-k-kf-l 
fk-2 & k-2’ 
r-(k-1)(2-v) = k,k2y”. 
Thus, substitution of (A5) in (A4) yields the desired expression. 
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