Abstract-In this paper, we study the problem of channel simulation via interactive communication, known as the coordination capacity, in a two-terminal network. We assume that two terminals observe i.i.d. copies of two random variables and would like to generate i.i.d. copies of two other random variables jointly distributed with the observed random variables. The terminals are provided with two-way communication links, and shared common randomness, all at limited rates. Two special cases of this problem are the interactive function computation studied by Ma and Ishwar, and the tradeoff curve between one-way communication and shared randomness studied by Cuff. The latter work had inspired Gohari and Anantharam to study the general problem of channel simulation via interactive communication stated above. However only inner and outer bounds for the special case of no shared randomness were obtained in their work. In this paper we settle this problem by providing an exact computable characterization of the multiround problem. To show this we employ the technique of "output statistics of random binning" that has been recently developed by the authors.
I. INTRODUCTION
The minimum amount of interaction needed to create dependent random variables is an operational way to quantify the correlation among random variables. Wyner considered the problem of remote reconstruction of two dependent random variables by two terminals which are provided with shared randomness at a limited rate [1] . He used this approach to measure the intrinsic common randomness between two random variables. An alternative characterization of Wyner's common information as an extreme point of a channel simulation problem was provided in [2] . In this setup, a terminal who observes i.i.d. copies of X sends a message at rate R 1 to a remote random number generator (decoder) that produces i.i.d. copies of another random variable Y that is jointly distributed with X. The total variation distance between the achieved joint distribution and the i.i.d. distribution induced by passing X through a DMC channel p(y|x) should be negligible. In other words, the generated distribution and the i.i.d. distribution should be statistically indistinguishable. Shared common randomness exists between the two parties at a limited rate R 0 . Cuff found the tradeoff between R 0 and R 1 showing that when R 0 = 0 the minimum admissible rate for R 1 is the Wyner's common information; and when R 0 = ∞, the minimum admissible rate for R 1 is the mutual information between X and Y (this special case was already shown in [?] ).
This setup was generalized in [3] by assuming that two terminals have access to i.i.d. copies of X 1 Fig. 1 ). They can use up these two resources in r rounds of interactive communications as they wish (i.e. we only impose the constraint that i odd H(C i ) is less than or equal to nR 12 where H(C i ) is the entropy of the message sent from terminal 1 to terminal 2 at round i; a similar statement holds for R 21 ). Inner and outer bounds on R 12 and R 21 were derived in the special case of no shared common randomness [3] . In this paper we completely solve this problem under both the strong and empirical coordination models. Strong coordination demands a total variation converging to zero. On the other hand, empirical coordination only demands closeness of the empirical distribution of the generated random variables and the i.i.d. ones [4] (See Section II for a detailed description of these two models). Our result relates to the literature of coordinating distributed controllers to carry out some joint action (see e.g. [4] ) since the generated random variables can be thought of as coordinated actions. Also, our result relates to the problem of finding the communication cost of simulating non-local correlations in quantum information theory. See [10] . This paper is organized as follows: in the next subsection we describe the main proof technique at an intuitive level. In Section II we define the problem and in Section III we state the main results followed by proofs in Sections IV and V.
Notation: In this paper, we use X S to denote (X j : j ∈ S). We use p U A to denote the uniform distribution over the set A and p(x n ) to denote the i.i.d. pmf
, unless otherwise stated. The total variation between two pmf's p and q on the same alphabet X , is denoted by p(x) − q(x) 1 .
When a pmf itself is random, we use capital letter, e.g. P X . In the intuitive discussion of the proofs we use P X ≈ Q X when E P X − Q X 1 is small.
A. Description of the proof technique
Our proof is based on the technique of "output statistics of random binning" (OSRB) that has been recently developed in [9] . To explain the technique we begin by describing the resolvability lemma used by Cuff [2, Lemma 6.1], and originally proved by Wyner. We report this lemma in a slightly different form that suits our purpose. Although we do not use this lemma in this work, since it is very central to the achievability proof of [2] , we illustrate how this lemma can be proved using the OSRB approach.
To discuss the resolvability lemma of [2, Lemma 6.1], let us fix some p(x, y). Roughly speaking the lemma states that one can find 2 nR sequences in X n , namely
, such that if we choose one of these sequences at random and pass it through the DMC channel p(y|x) we get an output sequence that is almost i.i.d. according to p(y), as long as R > I(X; Y ). We can restate this lemma by letting M to be a random variable whose alphabet is M = [1 : 2 nI(X;Y ) ], and assuming that X n (M ) is transmitted over the DMC channel q(y|x). To prove this lemma in the traditional way one would construct a random codebook parametrized by a random variable B. Every choice of B = b corresponds to a particular codebook (particular set of sequences in the X n space). The probability distribution imposed on the Y n space depends on the value of B, which is itself random. Therefore we use the capital letter P Y n to denote the random p.m.f. induced on Y n , by the random codebook. To show the above lemma one would need to show that the expected value of the total variation distance between the probability measure y n → P (y n ) and the i.i.d. distribution is small. Therefore there exists B = b where the total variation distance is small. Indeed this is the way that Cuff proves this lemma in [6, Lemma 19] .
To illustrate the proof of this lemma using the OSRB approach, one would need to start from n i.i.d. copies of X n and Y n from the given p(x, y). Random variables B and M are identified as random binnings of X n at rates 2 nR and 2 nR respectively. Note the conceptual change is in starting from the i.i.d. distribution and then defining B as a function of X n . It is proved that ifR < H(X|Y ), B is almost independent of Y n . Therefore, for almost any choice of
. On the other hand, ifR + R > H(X), X
n will be a function of (M, B) with high probability by the Slepian-Wolf. We are interpreting B and M as two messages coming from two encoders both observing X n . These imply that one can find B = b such that the conditional law y n → p(y n |B = b) is close to the i.i.d. distribution, and at the same time X n is almost a function of M conditioned on B = b. All the approximations in this intuitive argument can be made accurate.
The crucial departure from the traditional argument was our treatment of random variable B. As discussed in [9] , the randomness in generating a random codebook is generally conceived of a common randomness shared among the terminals in a problem. However, we are changing the order by first generating i.i.d. distributions and then treating B as a random binning on this product i.i.d. space.
II. PROBLEM STATEMENT
Two terminals observe i.i.d. copies of sources X 1 , X 2 (taking values in finite sets X 1 and X 2 and having a joint pmf q(x 1 , x 2 )) respectively. A random variable ω which is independent of X n [1:2] = X n 1 X n 2 and is uniformly distributed over [1 : 2 nR0 ] represents the common randomness provided to the terminals. Given an arbitrary r ∈ N, an (n, R 0 , R 12 , R 21 ) channel simulation code for simulating a channel with r interactive rounds of communications, consists of
• a set of r randomized encodings specified with the conditional pmf'sp enc1 (c i |c
Definition 1: Given a channel with transition probability q(y [1:2] |x [1:2] ), a rate tuple (R 0 , R 12 , R 21 ) is said to be achievable if there exists a sequence of (n, R 0 , R 12 , R 21 ) channel simulation codes, such that the total variation between the probabilityp(y repetitions of the desired pmf q(y [1:2] |x [1:2] )q(x [1:2] ) vanishes as n goes to infinity, that is
Definition 2: The simulation rate region is the closure of all the achievable rate tuples (R 0 , R 12 , R 21 ).
Remark 1: In the special case r = 1, Y 1 = X 2 = ∅, our problem reduces to the one considered by Cuff in [2] .
Remark 2: Observe that if :2] ) are deterministic functions, the total variation constraint of eq. (1) reduces to
Thus our problem reduces to the problem of interactive function computation considered in [5] .
Definition 3 (Empirical coordination [4] ): Assume that instead of simulating the channel q(y [1:2] |x [1:2] ), the demand is to find encoders and decoders such that the output sequences Y n [1:2] are jointly typical with the inputs X n [1 :2] , with high probability. In this case, condition (1) should be replaced by the following condition:
is the empirical distribution of the pair
) induced by the chosen code. Remark 3: It can be shown that if a sequence of codes satisfies the channel simulation condition (1), then it also satisfies the empirical coordination constraint (2) . On the other hand it was shown in [4, Theorem 2] that the empirical rate region does not depend on the amount of common randomness, that is, if (R 0 , R 12 , R 21 ) is achievable for empirical coordination, then (0, R 12 , R 21 ) is also achievable. These two facts imply that the achievability of a pair of (R 12 , R 21 ) for empirical coordination can be proved indirectly through the achievability proof for channel simulation in the presence of an unlimited common randomness. In [4] , it was conjectured that this relation is two-sided, i.e. the rate regions for empirical coordination and channel simulation with unlimited common randomness are equal.
III. MAIN RESULTS

Theorem 1:
The simulation rate region is the set S(r) of all non-negative rate tuples (R 0 , R 12 , R 21 ), for which there exists p(f 1 , · · · , f r , x [1:2] , y [1:2] ) ∈ T (r) such that
where T (r) is the set of p(f 1 , · · · , f r , x [1:2] , y [1:2] ) satisfying
Use of Caratheodory Theorem makes the region computable.
Remark 4: Note that the above region is not symmetric since we have a finite r rounds of communication and the first party starts the communication. The region will become symmetric for infinite rounds of communication (i.e. r → ∞). See [10] for a discussion on the form of the region where we highlight the role of the first round of communication.
Corollary 1 (Interactive function computation [5] ): Assume that the desired channel is deterministic, that is, :2] ) and Y 2 = f 2 (X [1:2] ). Setting R 0 = 0 in Theorem 1 gives the following full characterization of the rate region of reliable interactive computation,
Theorem 2 (Empirical coordination):
The empirical coordination rate region is the set of all non-negative rate pairs (R 12 , R 21 ), for which there exists p(f 1 , · · · , f r , x [1:2] , y [1:2] ) ∈ T (r) (defined in Theorem 1) such that
The achievability comes from setting R 0 = ∞ in Theorem 1. See [10] for the converse.
Remark 5:
Interactive empirical coordination is related to the problem of interactive lossy source coding solved by Kaspi in [8] . The above theorem in conjunction with [6, Theorem 9] provides an alternative proof for that result. 
IV. PROOF OF THE ACHIEVABILITY
A. Review of the output statistics of random binning
P (x n [1:T ] , y n , b [1:T ] ) = p(x n [1:T ] , y n ) T t=1 1{B t (x n t ) = b t }.
Theorem 3 ([9]): If for each S ⊆ [1 : T ], the following constraint holds
then as n goes to infinity, we have
B. Outline of the achievability proof
In this section we use a combination of the Slepian-Wolf theorem and Theorem 3 to illustrate the proof of Theorem 1; see [10] for a rigorous proof.
The proof is divided into three parts. In the first part we introduce two protocols each of which induces a pmf on a certain set of r.v.'s. The first protocol has the desired i.i. ) but leads to no concrete coding algorithm. However the second protocol is suitable for construction of a code, with one exception: the second protocol is assisted with an extra common randomness that does not really exist in the model. In the second part we find constraints on R 0 , R 12 , R 21 implying that these two induced distributions are almost identical. In the third part of the proof, we eliminate the extra common randomness given to the second protocol without disturbing the pmf induced on the desired random variables (X 
Part (1) of the proof:
Take an arbitrary p(f [1:r] x [1:2] y [1:2] ) ∈ T (r). We define two protocols each of which induces a joint distribution on random variables that are defined during the protocol.
Protocol A. Let (F 
Random Binning: Consider the following random binning:
• To each sequence f n 1 , assign uniformly and independently three bin indices
, assign uniformly and independently two bin indices b i ∈ [1 :
The random 1 pmf induced by the random binning, denoted by P , can be expressed as follows:
where (i) 2 := i mod 2 and ω 1 = ω, and ω i is a constant variable for i ≥ 2. Protocol B. In this protocol we assume that the terminals have access to the shared randomness B [1:r] where B [1:r] are mutually independent r.v.'s and uniformly distributed on 
• Assume that the estimation of f n 1 at the end of the first round is correct. In the second round, knowing . This procedure is repeated interactively for i ∈ [3 : r] . Thus, at the end of the round r, both terminals obtain an accurate 1 The pmf is random due to the random binning assignment in the protocol.
estimate
To simplify the discussion we assume that the Slepian-Wolf decoders succeed with probability exactly one (and not close to one discussed in the rigorous proof in [10] ).
The random pmf induced by the protocol, denoted byP , factors as
Part (2) of the proof: Sufficient conditions that make the induced pmfs approximately the same: To find the constraints that imply that the pmfP is close to the pmf P in total variation distance, we start with P and make it close toP in a few steps. The first step is to note that (b i , ω i ) can be interpreted as a bin index of f n [1:i] . Then substituting T = 1,
then we have
). In particular, we have
Substituting this in (8) gives us the desired equation [1:r] , k [1:r] , ω, y n [1:2] ). Using a simple lemma about total variation distance that is provided in [6, Lemma 16], we can deduce the same approximation as above over the marginalŝ
In particular, the marginal pmf of (X Part (3) of the proof: In the protocol we assumed that the terminals have access to a shared randomness B [1:r] which is not present in the model. To get rid of the shared randomness B [1:r] , we would like to condition on a particular instance of B [1:r] = b [1:r] . In this case, the induced pmfP (x [1:r] ) is also close to the desired distribution. To obtain the independence, we again use Theorem 3 where we substitute T = r, X i = F [1:i] and Y = X [1:2] Y [1:2] to get the following sufficient condition:
We have found all the necessary constraints on the size of the bins for the protocol to work. Finally, eliminating (R 1 , · · · ,R r ) from the inequalities (9)-(13) gives rise to the constraints given in the statement of the problem. This completes the proof of the achievability of Theorem 1.
V. PROOF OF THE CONVERSE
Let (R 0 , R 12 , R 21 ) be an achievable rate tuple for r rounds of communications. Then, for any < 
A. Mutual information bounds
The following lemmas which are consequences of a generalized version of Lemma 2.7 of [7] , will be useful throughout the proof of the converse.
Lemma 1: For any discrete random variables W n and Z whose joint pmf satisfies 
B. Proof of converse
Take a random variable Q uniform on [1 : n] and independent of all other random variables. Define
In the first step of the proof, we show the Markov chain conditions given in the definition of T (r) are satisfied by this choice of auxiliary r.v.'s (see [10] for a rigorous proof). Also, we observe that p(x [1:2] , y [1:2] ) − q(x [1:2] , y [1:2] 
where (14) follows from the Markov chain C i −ωC [1: 
where g( ) := 4 log(
), (a) is a result of Lemma 1, (b) follows from the Lemma 2 and the last inequality is a result of [6, Lemma 21] . The proof for other inequalities is similar and is omitted here. The last step is to let converge to zero. See [10] for details.
