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Abstract
An individual sequence of real numbers is memoryless if no continuous Markov pre-
diction scheme of finite order can outperform the best constant predictor under the
squared loss. It is established that memoryless sequences satisfy an elementary law
of large numbers, and sliding-block versions of Hoeffding’s inequality and the central
limit theorem. It is further established that memoryless binary sequences have conver-
gent sample averages of every order, and that their limiting distributions are Bernoulli.
Several examples and sources of memoryless sequences are given, and it is shown how
memoryless binary sequences may be constructed from aggregating methods for sequen-
tial prediction.
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1 Introduction
Sequences of independent, identically distributed random variables occupy a central place
in information theory, probability, and statistics. In applications where such sequences are
required, for example in cryptography or numerical simulations, they are typically replaced
by deterministic individual sequences (termed pseudo-random) that nevertheless exhibit
some sort of random behavior. (c.f. [15]). In general, what constitutes appropriate random
behavior will depend on the application and on the judgement of the researcher.
One way to assess the random behavior of an individual sequence is through prediction.
Independent tosses of a fair coin are a worst case scenario for sequential prediction schemes,
as the past outcomes of the tosses provide no information about future tosses. Thus one
desirable property of an individual pseudo-random sequence is that its values cannot cannot
be predicted by a reasonably rich family of prediction schemes. Of course, independent coin
tosses also obey the law of large numbers and the central limit theorem, and we might wish
an individual sequence to have some properties of this sort too. The goal of this paper is to
show that, in fact, unpredictable sequences share some of the statistical properties of truly
random ones.
Consider a standard version of the sequential prediction problem, in which a fixed, non-
random, sequence of numbers is revealed, one at a time, to a forecaster. At each stage the
forecaster predicts the next number in the sequence from those she has already observed.
When the next number is revealed, the forecaster suffers a loss equal to the squared difference
between her prediction and the revealed number. (The squared loss is also known as the
Brier score in this context.) Now consider a forecaster whose predictions at each time are
obtained by applying a fixed, bounded continuous function of finitely many arguments to
the previous values of the sequence. If no such Markov forecaster can outperform the best
constant prediction scheme, in terms of long run average loss, then we define the individual
sequence of observations to be memoryless. Independent, identically distributed random
variables provide a canonical model for memoryless sequences, and it is natural to ask if
individual memoryless sequences share some of the asymptotic properties of purely random
ones. We provide affirmative answers to several questions of this sort.
1.1 Memoryless Sequences
We now give a more formal account of memoryless sequences. Let x = x1, x2, . . . be an
individual sequence of real numbers. Following standard notation, let xji = xi, xi+1, . . . , xj
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when i ≤ j. For each k ≥ 1 let Ck = Cb(Rk) be the family of bounded continuous functions
g : Rk → R, and let C0 be the family of constant functions. To each function g ∈ Ck there







0 if j ≤ k
g(xj−1j−k) if j > k
. (1)
For each t ≥ k + 1, Fg predicts xt by g(xt−1t−k). As the value of Fg does not depend on side
information or randomization, the scheme Fg represents a deterministic strategy for the
sequential prediction of x. Following standard terminology, Fg will be called a (continuous)
Markov prediction scheme of order k. Markov prediction schemes of various sorts have
received considerable attention in the literature. Markov predictors for binary sequences
under Hamming loss were considered by Cover and Shenhar [9]. Connections between finite
state and Markov schemes for the prediction of binary processes are studied by Feder,
Merhav and Gutman [18]; see also the survey [28]. Markov schemes also play a role in the
prediction of ergodic processes, see e.g. [32, 1, 30] and the references therein.
We restrict our attention to the ordinary squared loss, and our results rely in part on
its numerical properties. (The question of whether results like those obtained here hold for
general loss functions is open.) If a Markov prediction scheme Fg is applied successively to
the first n terms of x, then its average cumulative loss is given by




















If g is identically equal to a constant a, we will write Ln(a) and Ln(a,x) for the average
loss of Fg on x
n
1 .
In order to compare the long-run average performance of two Markov prediction schemes
Fg and Fh, of possibly different orders, it is natural to consider the asymptotic behavior of
Ln(h) − Ln(g). Let us say that h is as good as g if lim infn(Ln(g) − Ln(h)) ≥ 0, in which
case the average cumulative loss of g is, asymptotically, bounded below by the average
cumulative loss of h. For more on this notion of comparative performance see [19, 13, 1]
and the references therein.
Definition: A sequence x is memoryless if there exists a constant c ∈ R such that
lim inf
n→∞
[Ln(g,x) − Ln(c,x)] ≥ 0 (2)
for every k ≥ 0 and every g ∈ Ck. Neither Ln(g,x) nor Ln(c,x) is assumed to converge in
the limit of increasing n.
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By definition, a sequence is memoryless if the best constant prediction scheme is as
good as any continuous Markov prediction scheme of finite order. Put another way, no
continuous function of finitely many arguments can outperform the scheme that ignores the
past and always predicts the next value of x by c. In this sense, a memoryless sequence is
unpredictable by any finite state Markov predictor. One may also view (2) as a sequence
(indexed by k) of asymptotic tests for a potential pseudo-random sequence x.
The comparative measure used to define memoryless sequences is somewhat weak, as
it involves only long run average loss. More stringent comparative performance measures
(c.f. [13, 34, 35]) would give rise to a smaller class of sequences with different asymptotic
properties; these variants will be explored in subsequent work.
Remark: It can readily be shown that a bounded sequence x is memoryless if and only if


















for every bounded function g : R∞ → R that is continuous with respect to the usual product
topology on R∞. For bounded sequences, there is no loss of generality in considering
continuous predictors with finitely many arguments.
1.2 Markov Sequences
It is possible to extend the notion of memoryless sequence to account for sequences with
Markov structure. Define x to be k’th order Markov if k is the least integer l ≥ 0 for which
there exists h ∈ Cl such that
lim inf
n→∞
[Ln(g,x) − Ln(h,x)] ≥ 0
for every g ∈ ∪r≥0Cr. If such an optimal predictor exists, it can be shown that the residual
sequence y = {yi = xi − h(xi−1i−k) : i ≥ k + 1} is memoryless with c = 0, and the results of
the paper will apply to y.
1.3 Overview of Some Related Work
Numerous examples of sequential prediction problems for stationary and more general pro-
cesses can be found in the literature; see for example [32, 1, 34, 28] and the references
therein. An account of stochastic and non-stochastic sequential decision problems, and
their relation to calibration and foundational questions in Statistics, can be found in the
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work of Dawid [11, 12, 13]. Merhav and Feder [28] give an overview of prediction from
individual sequences.
While there are so-called “universal” prediction schemes for the family of stationary
ergodic processes taking values in a given finite set [32], or satisfying suitable moment
conditions [1, 2, 21, 30], no such schemes exist for individual sequences. In the latter
context, attention shifts from absolute to comparative measures of performance. A central
problem in the comparative framework is how to construct a single scheme that competes
favorably with every scheme in a given family F on every individual sequence. In many
cases, this may be accomplished by suitably combining, or aggregating, the decisions of
the individual schemes in F . Representative work on aggregating methods for a variety of
settings and loss functions, and further references, can be found in [32, 39, 26, 7, 6, 22].
Foster and Vohra [20] give an account of the aggregating problem and its history. Cesa-
Bianchi and Lugosi [4, 5] have applied probabilistic techniques to the analysis of regret
bounds for individual sequences.
Dawid and Vovk [14] describe a game theoretic approach to probability they call the
“prequential framework”. They establish game theoretic generalizations of several classical
results, including the martingale law of large numbers, the central limit theorem, and the
law of the iterated logarithm. While their results apply to individual sequences of moves
made in a three-player game, they do not identify or characterize particular sequences
with stochastic properties. Vovk [40] establishes similar results in a related game theoretic
setting. We describe these results in more detail. Consider a perfect information game,
where the t’th round of play proceeds sequentially as follows: an expert issues a forecast
et ∈ [0, 1], a learner issues a forecast lt ∈ [0, 1], and a third player (termed “nature”) reveals
a value ωt ∈ [0, 1]. The numbers chosen by the expert, forecaster, and nature can depend
on all the prior values in the game. The predictive performance of the expert and learner is
judged by their cumulative squared or logarithmic loss. It is shown in [40] that under either
loss the learner has a strategy ensuring that, for every sequence of moves by the expert
and nature, either the difference between his cumulative loss and that of the expert tends
to minus infinity, or n−1
∑n
i=1(et − wt) → 0. In other words, if the expert’s predictions
do not match the revealed sequence, the learner’s predictions will be superior to those of
the expert. As a corollary of this result, one obtains the standard martingale law of large
numbers. A similar result is established for the law of the iterated logarithm.
There is a large body of literature on the definition and characterization of random
individual sequences, beginning with work of Von Mises [29], and continuing with work of
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Kolmogorov [24], Martin-Löf [27], and others. An account of this work can be found in
the survey [37], see also [42, 43]. In this context, Vovk [38, 40] establishes a law of large
numbers and a law of the iterated logarithm for binary sequences with maximal algorithmic
complexity (see Section 2.3 for further discussion). Ryabko [33] considers some connections
between effective prediction, Kolmogorov complexity, and Hausdorff dimension. V’yugin
[41] establishes an ergodic theorem for Martin-Löf random (typical) individual sequences
when the relevant measure, transformation, and test function are all computable.
1.4 Outline
The next Section describes the principal results of the paper. An an elementary law of large
numbers for memoryless sequences is presented in Section 2.1. It is shown in Section 2.2
that binary memoryless sequences have convergent relative frequencies of every order, and
that for each fixed order the limiting measures are Bernoulli. Some connections between
memoryless and incompressible sequences are also discussed. Additional stochastic proper-
ties of memoryless sequences are presented in Section 2.3, including sliding block versions
of the central limit theorem and Hoeffding’s inequality. Several examples of memoryless
sequences, and a construction of memoryless binary sequences from aggregating methods
for sequential prediction, are given in Section 3. Proofs of the principal results are given in
Section 4
2 Overview of Principal Results
2.1 A Law of Large Numbers
Our first result shows that the constant c appearing in (2) is unique.
Lemma 1 If x is memoryless, then the optimal constant predictor c is unique.
Definition: If x is memoryless, let c(x) be the (unique) centering constant satisfying (2).
Note that c(αx + β) = α c(x) + β for α, β ∈ R, where αx + β = αx1 + β, αx2 + β, . . ..
Memoryless sequences satisfy an elementary law of large numbers, in which the centering
constant plays the role of an expectation.
Proposition 1 If x is memoryless, then n−1
∑n
i=1 xi → c(x)
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On the other hand, the law of large numbers may not hold for continuous functions of
the elements of x. Here is a simple example. Let X1,X2, . . . be i.i.d. with P{Xi = 1} =
P{Xi = −1} = 1/2. For j ≥ 0 define Yi = Xi when 2j ≤ i < 2j+1 and j is even, and Yi = 0
otherwise. Then, with probability one, Y1, Y2, . . . is memoryless but Y
2
i fails to converge.
(For a deterministic example, we may replace {Yi} by a translated version of one of the
memoryless binary sequences described in Section 3.2.)
2.2 Memoryless Binary Sequences
A binary sequences x = x1, x2, . . . ∈ {0, 1} is memoryless if there exists a constant c ∈ [0, 1]
such that (2) holds for every k ≥ 1 and every function g : {0, 1}k → [0, 1]. In contrast
with the real-valued case, memoryless binary sequences have weakly convergent empirical
distributions of every finite order, and the weak limit of the m-dimensional distributions is
a Bernoulli measure with p = c(x).
Theorem 1 If x is a memoryless binary sequence with c(x) = p, then for every m ≥ 1 and


















pbj (1 − p)1−bj .
The conclusion of Theorem 1 applies to any memoryless sequence taking values in a
two-element set. The example following Proposition 1 shows that Theorem 1 may fail for
sequences taking values in the set {−1, 0,+1}.
2.2.1 Connections with Finite-State Complexity and Compressibility
Memoryless binary sequences have direct connections with the the theories of finite state
complexity, compressibility, and predictability. Ziv [44] defined a notion of finite state
complexity for an individual sequence with values in a finite alphabet, and established
the central role of this quantity in fixed-rate coding theorems for individual sequences.
We briefly recall his definition for binary sequences. Fix x = x1, x2, . . . with xi ∈ {0, 1}.
Let hk(x) = k
−1 log2 Nk(x), where Nk(x) ≤ 2k is the number of distinct binary k-blocks
appearing in x, and define h(x) = limk hk(x). For δ > 0, let Hδ(x) be the infimum of h(y)




yi} < δ. The finite state complexity of x is defined by H(x) = limδ→0 Hδ(x), and always
lies between zero and one. By a straightforward modification of the proof of Theorem 5 in
[44], one may establish the following result.
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Proposition 2 If x is a memoryless binary sequence with c(x) = p then H(x) = −p log p−
(1 − p) log(1 − p) is the ordinary binary entropy of p.
Ziv and Lempel [45] defined a related notion of finite state compressibility for individual
sequences, and studied its connection with variable rate coding of individual sequences (see
also [17]). Like the complexity H(x), the compressibility ρ(x) of a binary sequence x is
between zero and one. It follows immediately from Theorem 3 of [45] that a memoryless
binary sequence x with c(x) = p has compressibility ρ(x) equal to the binary entropy of p.
Memoryless binary sequences with c(x) = 1/2 play a distinguished role, analogous to
that of a sequence of fair coin flips. If x is such a sequence, then H(x) = ρ(x) = 1, the
maximum possible value. Moreover, as shown in [18], the finite-state predictability π(x) of
x is also maximized, and equal to 1/2. It follows that no finite-state prediction scheme for
x can do better under the Hamming loss than the simple scheme that always predicts 0,
regardless of the past values of the sequence.
2.3 Sliding Block Central Limit Theorem
Here we present a sliding block central limit theorem for memoryless sequences. In order to
establish this result for an unbounded sequence x, we need to impose moment conditions
on its entries.








|xi|t < ∞ (3)
and an empirical moment of order t+ if







|xi|tφ(|xi|) < ∞ (4)
for some strictly increasing continuous function φ such that φ(u) → ∞ as u → ∞.
Condition (3) is equivalent to lim supn n
−1
∑n
i=1 |xi|t < ∞, and is implied by the conver-
gence of n−1
∑n
i=1 |xi|t to a finite constant. Similar remarks apply to (4). Clearly, bounded
sequences have empirical moments of every order.


















Note that η(n,m)(A) depends only on x1, . . . , xn+m. Let ρ(·; ·) be any metric for probability
distributions on (R,B) that is compatible with weak convergence, i.e., νn ⇒ ν if and only
if ρ(νn; ν) → 0. One example is the Prohorov metric,
ρ(ν; η) = inf{ǫ > 0 s.t. ν(A) ≤ η(Aǫ) for every A ∈ B},
where Aǫ = {u : |u − v| < ǫ for some v ∈ A} is the ǫ-blow-up of A. (See Chapter 11 of [16]
for more details.) Let N (α, σ2) denote a normal distribution with mean α and variance σ2.
Theorem 2 Let x be an individual numerical sequence having an empirical moment of






ρ( η(n,m) ; N (α, σ2) ) = 0.
where σ2 = c((x−α)2). Equivalently, for every ǫ > 0 there exists a block length m0 (depend-
ing on ǫ) and sample size n0 (depending on ǫ and m0) such that ρ( η(n,m0), N (α, σ2) ) < ǫ
for each n ≥ n0.
Remark: Theorem 2 is expressed in terms of double limits: the first is taken as the number
n of sliding blocks increases, and the second is taken with increasing block size m. The
first limit accounts for the stochastic behavior of the sequence, essentially replacing the
m-dimensional distribution of a random sequence with the limiting empirical distribution
of the m blocks of x. The second limit corresponds to increasing sample size.
Vovk [38] established a law of the iterative logarithm for binary sequences x such that
K(xn1 ) = n + O(1), where K(x
n
1 ) denotes the Kolmogorov complexity (c.f. [10]) of the
sequence x1, . . . , xn. Sequences of this sort are called Kolmogorov random; by definition,
the complexity of their prefixes grow at the largest possible rate. A related result, under
a different notion of complexity, is given in [40]. In general, being Kolmogorov random
is a stronger condition than being memoryless. To see this, consider the Champernowne
sequence x∗, obtained by concatenating the binary representations of the successive integers
0, 1, 2, . . .. We argue in Section 3.2 below that x∗ is memoryless. On the other hand, as
was noted in [44], K(x∗1, . . . , x
∗
n) = O(1), so that x
∗ is far from being Kolmogorov random.
This distinction between Kolmogorov random and memoryless sequences arises from the
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fact that memoryless sequences need only be “complex” with respect to continuous finite-
order Markov schemes; they may be easy to predict if we allow any computable prediction
scheme.
Arguments like those for Theorem 2 may also be used to derive a sliding block version
of Hoeffding’s inequality for sums of bounded independent random variables.




































3 Examples of Memoryless Sequences
3.1 Sample Paths of Random Sequences
The most natural source of memoryless sequences are the sample paths of bounded martin-
gale differences. The following well known stability result is an immediate consequence of
Hoeffding’s inequality [23].
Lemma A If Y1, Y2, . . . is a bounded martingale difference sequence, then n
−1
∑n
i=1 Yi → 0
with probability one.
Proposition 4 If X = X1,X2, . . . is a bounded martingale difference sequence, then ω-
almost every trajectory x = X(ω) is a memoryless sequence with c(x) = 0.
We remark that the process X in Proposition 4 need not be stationary. Under suitable
integrability conditions, one may establish analogous results for unbounded sequences using
extensions of Lemma A such as those in [36, 1].
3.2 Non-Random Examples
Proposition 4 is non-constructive, and its conclusion is restricted to “typical” sample paths,
which cannot be identified in a finitary fashion. One would evidently like to exhibit spe-
cific memoryless sequences in a way that does not rely on a prior stochastic process. A
canonical example of this latter sort is the binary sequence x∗ formed by concatenating,
in order, the standard binary representations of the non-negative integers 0, 1, 2, 3, ..., i.e.
x∗ = 011011100101.... In [8], Champernowne showed that the sequence 012345... is base-10
normal; a straightforward modification of his argument shows that the limiting relative
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frequency of any binary m-block in x∗ is equal to 2−m, and the memoryless property of
x∗ easily follows. As a corollary, we deduce that x∗ also satisfies the sliding block CLT
and Hoeffding inequality. A discussion of the compressibility and other coding-theoretic
properties of x∗ can be found in [44, 45]. Lehrer [25] gives a general method of construct-
ing individual sequences that are normal (generic) for a given finite or countable alphabet
stochastic process. For the simple case of a Bernoulli process with success probability p, his
construction provides further examples of memoryless sequences.
For additional non-random examples of memoryless sequences, we turn to aggregating
methods for sequential prediction schemes. Recall that aggregating methods combine, or
aggregate, the forecasts of a family of prediction schemes to produce a single prediction
scheme that competes favorably with every scheme in the family. Here it is shown how
aggregating methods can be used to construct a memoryless binary sequence. The essential
idea of the construction is this: if an individual sequence cannot be reliably predicted by
an aggregate scheme, then it cannot be reliably predicted by any expert in the family.
For the purposes of constructing binary sequences we may, without loss of generality,
restrict our attention to families Dk, k ≥ 1, consisting of functions h : {0, 1}k → [0, 1]. Let
Dok ⊆ Dk be the countable sub-family consisting of functions taking values in the rational
numbers. The next result follows immediately from existing results (c.f. [19]) on aggregating
prediction schemes.














for every h ∈ ∪k≥1Dok and every sequence x ∈ {0, 1}∞.
Remark: It is clear from the definition of Dok that, in fact, (5) holds for every h ∈ ∪k≥1Dk.
Thus the asymptotic loss of the prediction scheme H is no worse than the asymptotic loss of
any finite state Markov prediction scheme. It should be noted that H itself is not Markov:
for each t ≥ 1, the prediction H(xt1) will depend on the entire past x1, . . . , xt.
Using H, define an individual sequence x ∈ {0, 1}∞ recursively as follows. Let x1 = 0,





0 if H(xt−11 ) > 1/2
1 if H(xt−11 ) ≤ 1/2
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It then follows from (5) that lim infn[Ln(h,x)−Ln(1/2,x)] ≥ 0 for every h ∈ ∪k≥1Dk. Thus
x is memoryless, with c(x) = 1/2.
4 Proofs of Principal Results
4.1 Uniqueness of c
Lemma 1 If x is memoryless, then the optimal constant predictor c appearing in (2) is
unique.
Proof: If c1 and c2 satisfy (2) for some memoryless sequence x, then
0 ≤ lim inf
n→∞
[Ln(c1) − Ln(c2)] ≤ lim sup
n→∞
[Ln(c1) − Ln(c2)]
= − lim inf
n→∞
[Ln(c2) − Ln(c1)] ≤ 0.
Thus Ln(c1)−Ln(c2) → 0 as n → ∞. Let c = (c1 + c2)/2. An elementary calculation shows
that Ln(c) = Ln(c1)/2 + Ln(c2)/2 − (c1 − c2)2/4, and therefore
Ln(c) − Ln(c1) =
1
2




It then follows from the optimality of c1 that
0 ≤ lim inf
n→∞




from which we conclude that c1 = c2.
The following elementary lemma provides a connection between memoryless sequences
and martingale differences (see Proposition 3 below). We give a proof for completeness.
Lemma 2 Let x be any real valued sequence and let Y ⊆ R∞ be any family of bounded
sequences that is closed under scaler multiplication, i.e., if y ∈ Y then αy ∈ Y for every

















≥ 0 for every y ∈ Y (6)






xi yi → 0 for every y ∈ Y. (7)
11
Proof: Note that (xi − yi)2 − x2i = y2i − 2xi yi, so clearly (7) implies (6). Suppose that
n−1
∑n


























































≤ α2 ||y||2∞ − 2αδ.
The last term above is negative if 0 < α < 2δ/||y||2∞, and therefore (6) fails to hold.
Proposition 1 If x is memoryless, then n−1
∑n
i=1 xi → c(x).
Proof: Immediate from Lemma 2.
4.2 Empirical Measures and Weak Convergence
Every individual sequence x is naturally associated with a family of empirical measures,
and the stochastic properties of the sequence are determined by the limiting behavior of
these measures with increasing sample size. For n, k ≥ 1 define the n-sample, k-dimensional







I{(xi+1, . . . , xi+k) ∈ A} A ⊆ Rk
We will make use of some basic definitions and results from the standard theory of
weak convergence for random vectors. We recall a few key definitions below, and refer
the interested reader to [16, 3] for more details. A sequence {νn : n ≥ 1} of probability
measures on Rk is said to converge weakly to a limiting probability measure ν, written




g dν for every g ∈ Ck. (In what follows, {νn} will most often
be the k-dimensional empirical measures of a given sequence x, or a subsequence of these
measures.) Likewise, a sequence of random vectors X1,X2, . . . ∈ Rk converges weakly to X
if Eg(Xn) → Eg(X) for every g ∈ Ck. To every measure ν on Rk there correspond random
variables X1, . . . ,Xk defined on some underlying probability space and having ν as their
joint distribution; in this case we will write νn ⇒ ν equivalently as νn ⇒ (X1, . . . ,Xk).
A sequence {νn : n ≥ 1} of probability measures on Rk is said to be (uniformly)
tight if for every ǫ > 0 there is a compact set K ⊆ Rk such that supn≥1 ν(Kc) ≤ ǫ.
12
Prohorov’s theorem states that {νn} is tight if and only if every subsequence {νnk} has a
further subsequence {νmk} that is weakly convergent. Note that tightness of the empirical
measures {µn,1} implies tightness of {µn,k} for each k ≥ 1. A sequence x is bounded if
||x||∞ = supi≥1 |xi| < ∞. The empirical measures of a bounded sequence are automatically
tight.
4.3 Memoryless Sequences and Martingale Differences
Lemma 3 Let x be an individual sequence having an empirical moment of order 1+. Then
the following are equivalent.
(a) x is memoryless and c(x) = 0.





(c) For m ≥ 1 every weak limit X1, . . . ,Xm of {µn,m : n ≥ 1} is a stationary
martingale difference sequence.
Proof: Let Y be the set of sequences y = y1, y2, . . . such that y1 = · · · = ym = 0 and
yj = g(x
j−1
j−m) for j > m and some fixed g ∈ Cm. Then (b) follows from (a) using Lemma 2
and the memoryless property of x.
Suppose that (b) holds and that µnk,m ⇒ (X1, . . . ,Xm). Then for each s, j ≥ 1 with
s + j ≤ m, and every g ∈ Cj ,















g(xi+1, . . . , xi+j+1) = Eg(X1, . . . ,Xj+1).
It follows that (Xs, . . . ,Xs+j) has the same joint distribution as (X1, . . . ,Xj+1), and as
this is true for each choice of s, j above, X1, . . . ,Xm is stationary. To establish the mar-
tingale difference property, let (X1,k, . . . ,Xm,k) ∼ µnk,m. Fix 1 ≤ j < m and g ∈ Cj.
Then g(X1,k, . . . ,Xj,k)Xj+1,k ⇒ g(X1, . . . ,Xj)Xj+1 by the continuous mapping theorem,
and the 1+ empirical moment condition ensures that the convergent sequence is uniformly
integrable. Therefore, (b) implies that
Eg(X1, . . . ,Xj)Xj+1 = lim
k









Suppose now that f : Rj → [0, 1] is any measurable function and let g1, g2, . . . ∈ Cj be
continuous functions with values in [0, 1] such that gk(X
j
1) → f(Xj1) with probability one.
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Using (8) we find that
|Ef(Xj1)Xj+1| = |Ef(Xj1)Xj+1 − Egk(Xj1)Xj+1| ≤ E[ |Xj+1| |f(Xj1) − gk(Xj1)| ]
The last term above tends to zero as k → ∞ by the dominated convergence theorem. It
follows that EXj+1IA = 0 for every event A in the sigma-field generated by X1, . . . ,Xj ,
and consequently E[Xj+1 |Xj1 ] = 0. That (c) implies (a) may be established by similar
methods, but as this will not be needed in what follows, we omit the proof.
4.4 Binary Sequences
Theorem 1 If x is a memoryless binary sequence with c(x) = p, then for every m ≥ 1


















pbj (1 − p)1−bj .
Proof: By a routine tightness argument, it suffices to show that for each m ≥ 1 every weak
limit X1, . . . ,Xm of {µn,m : n ≥ 1} is a Bernoulli sequence with parameter p. To this end,
note that Xj ∈ {0, 1} with probability one. By Lemma 3,
P (Xj = 1 | Xj−11 ) = E(Xj | X
j−1
1 ) = c(x) = p,
and therefore P (Xj = 0 | Xj−11 ) = (1−p). The result follows by an application of the chain
rule for probabilities.
4.5 Sliding Block Central Limit Theorem
Theorem 2 Let x be an individual numerical sequence having an empirical moment of






ρ( η(n,m) ; N (α, σ2) ) = 0. (9)
where σ2 = c((x − α)2).
Proof: By considering the shifted sequence (x − α), we may assume that c(x) = 0. For
each m ≥ 1 select a subsequence {nj}, depending on m, such that
lim
j→∞
ρ( η(nj ,m); N (0, σ2) ) = lim sup
n→∞
ρ( η(n,m); N (0, σ2) ),
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and such that the m-dimensional empirical measures {µnj ,m : j ≥ 1} converge weakly to a
jointly distributed sequence (X1,m, . . . ,Xm,m). Let Sm = m
−1/2(X1,m + · · · + Xm,m). By
definition,
ρ(Sm; N (0, σ2) ) = lim sup
n→∞
ρ( η(n,m); N (0, σ2) ),
so it suffices to show that Sm ⇒ N (0, σ2) as m → ∞. By Lemma 3, X1,m, . . . ,Xm,m is a
stationary martingale difference sequence. The desired weak convergence of Sm will follow
from the standard martingale central limit theorem (see Chapter 8 in Pollard [31]) if one






E(X2j,m |X1,m, . . . ,Xj−1,m) → σ2 in probability (10)








mǫ} |X1,m, . . . ,Xj−1,m) → 0 in probability. (11)
These relations are established below.
Let {om(1) : m ≥ 1} denote any sequence of constants tending to zero as m tends to
















and (11) follows. Now let λ1 < λ2 < · · · be any sequence of constants such that λm =
o(m1/4) and λm → ∞. Fix m ≥ 1 and define X̃j,m = Xj,m I{|Xj,m| ≤ λm}. Let Sj,m denote




































































































By arguments like that for (12), Am, Cm ≤ E(X21,mI{|X1,m| > λm}) = om(1). As for Bm,

























































Let S ′j,m denote the sigma field generated by X21,m, . . . ,X2j,m. An argument analogous








































Since X21,m − σ2, . . . ,X2m,m − σ2 is a martingale difference sequence, the second term above
is identically zero. Together, the last two displays imply (10).
The proof of Proposition 3 is similar to that of Theorem 2 and is ommitted.
4.6 Sample Paths of Martingale Differences
Proposition 4 If X = X1,X2, . . . is a bounded martingale difference sequence, then
ω-almost every trajectory x = X(ω) is a memoryless sequence with c(x) = 0.
Proof: Fix b < ∞ such that P (Xi ∈ [−b, b]) = 1. Let Ck(b) be the family of continuous
functions g : [−b, b]k → R. As [−b, b] is compact, Ck(b) contains a countable subfamily Cok(b)




i+1 )Xi+k+1 → 0
with probability one for every g ∈ ∪kCok(b), and therefore every g ∈ ∪kCk(b). The result
follows from Lemma 3.
4.7 Tightness and Empirical Moments
Here we establish two technical results that provide a connection between tightness and
empirical moments.
Lemma 4 If x has an empirical moment of order 0+, then the empirical measures {µn,k}
are tight for each k ≥ 1.
Proof: It suffices to show that {µn,1} are tight. If (4) holds with s = 0, then for fixed a > 0
















Thus supn µn,1([−a, a]c) ≤ γ(0, φ)/φ(a), which tends to zero as a tends to infinity.
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Lemma 5 Let x be an individual sequence having an empirical moment of order 1+ with
(continuous) growth function φ. If Xn ∼ µn,1 for n ≥ 1, then {Xn} and {|Xn|φ1/2(|Xn|)}
are uniformly integrable, and every weak limit X of {Xn} satisfies E|X|φ1/2(|X|) ≤ γ(1, φ1/2).
Proof: For each n ≥ 1 and a > 0,






|xi|φ1/2(|xi|)I{|xi| > a} ≤
γ(1, φ)
φ1/2(a)
which tends to zero uniformly in n as a tends to infinity. This establishes the second claim
above; the first follows similarly. If Xnk ⇒ X then |Xnk |φ1/2(|Xnk |) ⇒ |X|φ1/2(|X|) by the




E|Xnk |φ1/2(|Xnk |) ≤ γ(1, φ1/2),
which is finite by assumption.
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