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We consider a strongly interacting quantum dot connected to two leads held at quite different
temperatures. Our aim is to study the behavior of the Kondo effect in the presence of large thermal
biases. We use three different approaches, namely, a perturbation formalism based on the Kondo
Hamiltonian, a slave-boson mean-field theory for the Anderson model at large charging energies and
a truncated equation-of-motion approach beyond the Hartree-Fock approximation. The two former
formalisms yield a suppression of the Kondo peak for thermal gradients above the Kondo temper-
ature, showing a remarkably good agreement despite their different ranges of validity. The third
technique allows us to analyze the full density of states within a wide range of energies. Additionally,
we have investigated the quantum transport properties (electric current and thermocurrent) beyond
linear response. In the voltage-driven case, we reproduce the split differential conductance due to
the presence of different electrochemical potentials. In the temperature-driven case, we observe a
strongly nonlinear thermocurrent as a function of the applied thermal gradient. Depending on the
parameters, we can find nontrivial zeros in the electric current for finite values of the temperature
bias. Importantly, these thermocurrent zeros yield direct access to the system’s characteristic energy
scales (Kondo temperature and charging energy).
PACS numbers: 73.23.-b, 73.50.Lw, 73.63.Kv, 73.50.Fq
I. INTRODUCTION
The Kondo effect is a paradigmatic example of strong
many-body physics in condensed matter [1]. Although
this effect was firstly observed in metals with magnetic
impurities, quantum dots (QDs) offer new possibilites
for the manipulation of such many-body states owing
to the tunability of the relevant parameters that con-
trol the physics of the problem. Since the discovery of
the Kondo effect in semiconductor QD systems [2–6], in-
terest has been spurred both experimentally and theo-
retically during the last decades. A prototypical setup
showing Kondo physics consists of a QD (an artificial
quantum impurity) connected to two reservoirs at tem-
perature T lower than a characteristic temperature scale
dubbed Kondo temperature TK0. At such low temper-
ature, the electric transport becomes highly correlated
and the QD magnetic moment becomes screened by the
electrons in the leads. A many-body singlet between the
conducting and the localized electrons forms due to an-
tiferromagnetic correlations originated from higher order
spin-flip tunneling processes. At equilibrium, these cor-
relations generate a sharp resonance in the local density
of states around the Fermi energy εF whose width is of
the order of kBTK0 [7–9]. Importantly, the Kondo tem-
perature depends highly on the system parameters, i.e.,
the position of the QD level relative to the Fermi energy,
εd − εF , the charging energy of the electrons inside the
dot U and the tunnel amplitude coupling to the reser-
voirs Vαk (where α labels the lead connected to the dot
and k the electronic wave number). When a voltage bias
is applied between the left and right contacts, a current is
driven through the QD. In this situation, the differential
conductance shows a peak that mimics the Kondo reso-
nance (zero bias anomaly or Abrikosov-Suhl resonance)
[10]. For applied voltages of the order of kBTK0/e, the
peak splits and a strong dephasing destroys the Kondo
resonance [11].
Temperature gradients can in turn induce an electrical
current (i.e., a thermocurrent). Although an increasing
background temperature clearly results in a destruction
of the Kondo many-body singlet [1], much less is known
on the effect of a thermal bias. A straightforward conse-
quence is the generation of thermoelectric effects, which
are essential for designing reliable devices able to convert
waste heat into useful electric work [12]. Since minia-
turization progress has led to better performances [13],
it is interesting to investigate thermopower in quantum
dots. In fact, the thermopower turns out to be more sen-
sitive than the conductance as a function of the gate volt-
age (linear response) [14, 15]. In the nonlinear regime of
transport, Ref. [16] observed a sign change in the ther-
movoltage Vth with the applied thermal bias θ. More
recently, Svensson et al. [17] found analogous nonlinear
effects in Vth for nanowire QDs. The latter experiments
where theoretically addressed by two of us [18] in which
the emergence of highly nonlinear effects in the ther-
mocurrent I(θ) and thermovoltage Vth nicely agreed with
the experimental results. A Hartree-Fock scheme using
nonequilibrium Green’s functions within the equation-
of-motion formalism was employed to model the ther-
moelectric transport in the Coulomb blockade regime.
The origin of nonlinear thermocurrents and thermovolt-
ages is related to a change in the direction of the electri-
cal flow due to the different QD resonance contributions.
As a consequence, the differential thermoelectric conduc-
tance plots present a butterfly shape. Later on, Svilans
et al. [19] reported similar experimental findings.
The purpose of this work is to go beyond the Coulomb
blockade regime of previous works and to thoroughly in-
vestigate the nonlinear thermoelectric properties of quan-
tum dots in the Kondo regime. Our first aim is to de-
ar
X
iv
:1
70
2.
07
55
0v
2 
 [c
on
d-
ma
t.m
es
-h
all
]  
1 S
ep
 20
17
2termine the fate of the Kondo effect upon application of
a thermal gradient. In particular, we will discuss how
the position of the Kondo peak and its width get modi-
fied due to thermal biases. We address this problem by
employing different theoretical approaches: nonequilib-
rium Green’s function formalism (NEGF) with higher-
order equation of motion (EOM), slave-boson mean-field
theory (SBMFT) and perturbative approach. These
schemes encompass the whole range of temperatures, well
below the Kondo temperature and for temperatures of
the order or higher than TK0. We compare the different
approximations and study their range of validity. Impor-
tantly, we predict that the Kondo resonance is destroyed
when the thermal bias θ is sufficiently strong. This re-
sult is obtained using both perturbative and SBMFT ap-
proaches. Further, we are able to give a fully analyti-
cal expression for the Kondo quench within perturbation
theory. Our second aim is to analyze the transport prop-
erties of the system driven out of the equilibrium with
both voltage and thermal biases and to examine the cur-
rent behavior for arbitrary values of θ. Our main finding
in this case is a strong nonlinear behavior in the EOM
current characteristics due to the existence of the Kondo
resonance and the single-particle peaks. This is a relevant
result because it would allow to experimentally measure
the system’s energy scales from the nontrivial zeros of
the current.
Despite the fact that nonlinear thermoelectrics [20] in
Kondo-correlated systems is quite a new topic, there
is already a number of interesting results in the last
years. Most of them are focused on the study of the
Seebeck coefficient S = Vth/θ employing a large vari-
ety of methods: nonperturbative resonant tunneling ap-
proximation [21], second-order perturbation theory for
the onsite Coulomb interaction [22], slave-boson non-
crossing approximation (NCA) [23], generalized Keldysh-
based NCA [24], nonequilibrium Green’s functions be-
yond Hartree-Fock [25], quantum [26] and auxiliary [27]
master equation approaches and dual fermions renormal-
ized perturbation theory [28]. In the linear regime, ex-
perimental evidence of the influence of the Kondo effect
in the thermopower of a QD was reported in Ref. [29].
Thermopower and strong correlations are the subject of
Refs. [30, 31]. The Seebeck coefficient of an Aharanov-
Bohm interferometer with an embedded QD shows mod-
ulated sign and magnitude [32]. When coupled to ferro-
magnetic leads, the quantum dot exhibits spin-dependent
thermopowers [33, 34]. Double quantum dots support-
ing molecular states are believed to display enhanced
thermoelectric power [35]. The spin Seebeck coefficient,
which measures the spin current generated in response
to a thermal gradient, shows interesting features when
many-body interactions are taken into account [36–38].
It turns out that the thermopower is a reliable probe of
correlations in QD systems with SU(4) Kondo symme-
try [39]. Kondo physics is able to boost the power output
and efficiency [24, 40]. The effect of spin-orbit coupling
of the Rashba type is treated in Ref. [41]. Finally, we
FIG. 1. (Color online) Sketch of the quantum dot system
under the influence of a voltage (µL − µR) and temperature
gradient (θ) applied between the two reservoirs. The sys-
tem consists of two reservoirs (left L and right R) connected
through tunnel barriers (with tunneling amplitudes Vαk) to
an interacting quantum dot acting as an artificial quantum
impurity (green arrow).
briefly mention exciting topics where thermoelectrics in
Kondo artificial impurities play a significant role: relax-
ation dynamics [42], orbital degrees of freedom [43, 44],
universal ac thermopower [45], hybrid devices connected
to ferromagnetic and superconducting leads [46], assisted
hopping [47] and different configurations such as paral-
lel [48] or side coupled double QDs [49].
Our paper is organized as follows. In Sec. II we
describe our model Hamiltonian. We then present in
Sec. III a perturbative analysis for the case where a ther-
mal gradient is applied across a two-terminal quantum
dot. In Sec. IV we employ the slave-boson mean-field
theory and investigate how the width and position of
the Kondo peak are modified under voltage and ther-
mal bias. We compute the thermoelectric current when
Kondo correlations are present. We treat the high and
moderate temperature regimes by using the equation-of-
motion approach in Sec. V. We consider the limit of large
Coulomb repulsion and analyze the nonlinear transport
for large voltages and thermal biases. Finally, we sum-
marize our main findings in Sec. VI.
II. MODEL HAMILTONIAN
The setup under consideration is described by the
single-impurity Anderson Hamiltonian [50]. It describes
the localized quantum dot level connected by tunnel-
ing barriers to two electronic reservoirs denoted with
α = {L,R}. Each reservoir has an electrochemical po-
tential µα = εF + eVα and a temperature Tα = T + θα. We
hereafter consider that the left contact is held at a higher
temperature than the right electrode (θL = θ, θR = 0 as
in Fig. 1). Furthermore, we take εF = 0 as the reference
energy and symmetric electric bias VL = −VR = V /2.
The total Hamiltonian is the sum of the following con-
3tributions:
H =Hleads +Hdot +Htun . (1)
The reservoir Hamiltonian reads
Hleads = ∑
αkσ
εαkC
†
αkσCαkσ , (2)
where εαk is the energy dispersion relation for the α lead.
Here, C†αkσ (Cαkσ) corresponds to the creation (annihi-
lation) operator of an electron in the α lead with wave
number k and spin σ = {↑, ↓}. The quantum dot system
reads
Hdot =∑
σ
εdd
†
σdσ +Ud†↑d↑d†↓d↓ , (3)
where the localized energy level is εd and the charging
energy is U . The tunnel Hamiltonian is represented as
Htun = ∑
αkσ
VαkC†αkσdσ +H.c. (4)
Here, Vαk are the tunneling amplitudes.
III. PERTURBATIVE APPROACH
For the perturbative analysis, it is advantageous to re-
sort to the Kondo Hamiltonian by means of a Schrieffer-
Wolff transformation [1]. We remark that this Hamilto-
nian equivalence is only valid for the deep Kondo regime.
Then, the Kondo Hamiltonian is HK =H0 +H1, where
H0 = ∑
αkσ
εαkC
†
αkσCαkσ , (5)
and
H1 = ∑
αkσβqs
Jαβ(t)xσsC†αkσCβqs , (6)
where β = {L,R} is a lead index and xσs = δσs/4 + Sˆlslσs
is defined in terms of the quantum dot (Sl, l = x, y, z)
and lead (sl) spin operators, respectively. The Kondo
coupling,
Jαβ(t) = J (0)αβ exp(− ieh̵ [Vα − Vβ]t) , (7)
depends on the voltage difference between the two reser-
voirs with J (0)αβ = −VαVβU/[εd(U +εd)] (in this approach
the k dependence of the tunneling amplitudes is ne-
glected).
We calculate the electrical conductance in perturbation
theory up to third order in the Kondo coupling (H1)
[51, 52]. To do so, we first consider the expected value of
the current operator,
I = ⟨S(−∞,0)Iˆ(0)S(−∞,0)⟩, (8)
with S(−∞,0) the S matrix given in terms of the per-
turbation H1,
S(−∞,0) = Tˆ ∫ 0−∞H1(τ)dτ . (9)
Here, Tˆ is the time-ordered operator. The explicit ex-
pression for the α-current operator stems from the time
derivative of the occupation number operator at lead α,
Iˆα = −e∑kσ ∂t(C†αkσCαkσ). After a few algebraic manip-
ulations, we arrive at
Iˆ(t) = ie
h̵
∑
kqσs
(JLR(t)xσsC†LkσCRqs −H.c.) . (10)
The calculation of Eq. (8) up to third order in the Kondo
coupling by using Eq. (9) and Eq. (10) requires a lengthy
algebra that is discussed in detail in Appendix A. After
calculating the current expectation value, it is straight-
forward to obtain the expression for the electrical con-
ductance G ≡ dI/dV with V = VL − VR. We find
G = −3e2pi
4h̵
ν2 [J (0)LR ]2 (1 − ν2 (J (0)LL +J (0)RR) ln ∣k2BTLTRD20 ∣)−e2pi
4h̵
ν2 [JLR]2 . (11)
Here, D0 = √−εd(U + εd) is the effective bandwidth, and
ν is the density of states of the leads, which we assume
flat (wide band limit). The conductance G has two con-
tributions: the exchange cotunneling and the regular co-
tunneling terms [first and second lines in Eq. (11), respec-
tively]. Notice that the logarithmic divergence contains
the product of the reservoir temperatures. If we do not
consider thermal gradients, our expression reduces to the
conductance obtained in Ref. [52].
The Kondo temperature is defined as the temperature
at which the second order contribution in Eq. (11) dom-
inates over the first term. When there is neither thermal
nor voltage biases applied to our system, we recover the
usual Kondo temperature [53]
kBTK0 =D0 exp [piεd(U + εd)
UΓ
] . (12)
Here Γ = ΓL + ΓR is the total level broadening due to
tunneling, with Γα = piν∣Vα∣2, which we take as a constant
parameter.
In the presence of a temperature bias, we substitute
TL = T +θ and TR = T in Eq. (11). Therefore, the Kondo
temperature becomes
TK(θ) =
¿ÁÁÀ(θ
2
)2 + T 2K0 − θ2 . (13)
This is a central result of our paper. It yields the Kondo
temperature as a function of the thermal gradient across
a QD. This TK should be understood as the energy scale
at which the perturbative expansion fails in the presence
4of a thermal gradient. It should not be confused with
TK0, which depends on QD intrinsic parameters.
Equation (13) dictates that TK decreases as θ increases
and eventually vanishes for very high values of the tem-
perature bias. Our perturbative approach thus shows
that a large thermal gradient kills the Kondo effect. How-
ever, Kondo correlations can survive for small values of
θ. These findings are illustrated in Fig. 2 (see solid
blue curve). Here, the normalized Kondo temperature
TK/TK0 is displayed as a function of θ. We plot the
Kondo temperature in a logarithmic scale for clarity. We
observe that for small θ values the Kondo temperature
stays roughly constant (Kondo regime) until θ becomes
close to TK0, where TK drops quickly (scaling region)
and then vanishes monotonically (Kondo quench).
IV. SLAVE-BOSON MEAN-FIELD THEORY
The perturbative approach presented above is only
suitable for background temperatures higher than TK0
because at low temperature the logarithmic dependence
shown in Eq. (11) dominates and diverges. In order to
extend our analysis toward the low temperature regime,
we now analyze the same setup (a quantum impurity in
the presence of large temperature biases) within slave-
boson mean-field theory (SBMFT). Certainly, different
formalisms are able to explain the Fermi liquid regime
(e.g., renormalized perturbation theory [54, 55]). How-
ever, we choose to use SBMFT because it gives accurate
results in the limit T → 0.
Let us consider the Anderson Hamiltonian description
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FIG. 2. (Color online). Normalized Kondo temperature
TK/TK0 as a function of the thermal gradient θ/TK0 ap-
plied to a two-terminal quantum dot when TL = T + θ, and
TR = T . Blue line corresponds to the perturbative analy-
sis result whereas orange line shows the Kondo temperature
[Γ˜ = kBTK derived from Eq. (25)] derived from slave boson
mean-field theory. Here, TK0 = TK(0) is defined as the intrin-
sic Kondo temperature.
[Eq. (1)] in the limit U → ∞. This limit gives the
correct low temperature behavior for the deep Kondo
regime [56]. In the slave-boson formalism [1] the dot
operator dσ = b†fσ is replaced by the product of a pseud-
ofermion operator fσ and a boson field operator b
†. When
an electron with spin σ is annihilated in the dot a vac-
uum state is created, which is represented by the boson
creation operator b† and the pseudofermion annihilation
operator fσ. Then, the tunneling Hamiltonian becomes
Htun = ∑
αkσ
VαkC†αkσb†fσ +H.c. (14)
To properly carry out the perturbation theory usingHtun
as a perturbation term, we need to rescale the tunneling
amplitudes as Vαk → V˜αk ≡ Vαk/√N with N representing
the angular momentum degeneracy. The perturbation
theory is done in the parameter 1/N . Strictly when N →∞ the perturbation theory leads to exact results [56].
We impose the condition U → ∞ by adding a Lagrange
multiplier λ to the Hamiltonian as
HLag = λ(b†b +∑
σ
f †σfσ − 1) . (15)
This term ensures that the Hilbert space does not con-
tains the double occupancy dot state.
Next, we consider the mean-field solution of the Hamil-
tonian. This corresponds to the lowest order in the large-
N expansion. Then, the boson operator is replaced with
its mean value ⟨b⟩ = b˜, b˜ being a c-number. This way,
charge fluctuations are completely screened out. This
assumption is valid as long as T < TK0 and the dot level
lies within the Kondo regime (Fermi liquid fixed point).
Our goal is then to derive the mean-field equations for
both the expectation value of b and the Lagrange multi-
plier. We first determine the equation of motion for b˜ in
the stationary limit,∑
αkσ
V˜αkG<fσ,αkσ(t, t) = −iNλ∣˜b∣2/h̵ , (16)
where G<fσ,αkσ(t, t′) = −(i/h̵)⟨C†αkσ(t′)fσ(t)⟩ is the lesser
Green’s function of the tunneling process [57]. The sec-
ond mean-field equation is directly the equation for the
Lagrange multiplier that imposes the closure relation for
the restricted Hilbert space [Eq. (15)] in terms of the
mean-field value of the boson operator∑
σ
G<fσ,fσ(t, t) = i(1 −N ∣˜b∣2)/h̵ , (17)
where G<fσ,fσ(t, t′) = −(i/h̵)⟨f †σ(t′)fσ(t)⟩ is the dot
pseudofermion lesser Green’s function. The two nonlin-
ear equations, Eqs. (16) and (17), need to be solved self-
consistently. By combining Eqs. (16) and (17) in a single
complex equation and resorting to the Fourier space one
gets
2
pi
∫ D−D dω F(ω)ω − ε˜d + iΓ˜ = (εd − ε˜d)NΓ − i(1 −N Γ˜Γ) ,(18)
5where ε˜d = εd + λ is the renormalized dot level position
due to Kondo correlations, Γ˜ = ∣˜b∣2Γ is the tunnel hy-
bridization also renormalized by Kondo correlations, andF(ω) is a nonequilibrium distribution function [58]
F(ω) =∑
α
Γαfα(ω)
Γ
. (19)
Here, fα(ω) = 1/[1 + exp{(ω − µα)/(kBTα)}] is the
Fermi-Dirac function of lead α. Once the two mean-field
parameters are determined, we are in a position to com-
pute the QD spectral function
ρdσ(ω) = − ∣˜b∣2
pi
Im[Grfσ,fσ(ω)] , (20)
where Grfσ,fσ(t, t′) = − ih̵θ(t − t′)⟨[f †σ(t′), fσ(t)]+⟩ is the
pseudofermion retarded Green’s function in terms of[. . .]+, the anticommutator of two operators. Calculating
the equation of motion for this Green’s function, we find
a closed system of equations that gives
ρdσ(ω) = ∣˜b∣2
pi
Γ˜(ω − ε˜d)2 + Γ˜2 . (21)
Usually the Kondo resonance is pinned at the Fermi en-
ergy. Then, ε˜d ≈ εF , leading to the Kondo resonance.
The peak width is given by Γ˜. We remark that Eq. (21)
obeys the Friedel sum rule, piΓρdσ(ε˜d) = 1, even though
the energy integration is not able give the full occupa-
tion since SBMFT does not capture the single-particle
peaks. SBMFT only describes the Kondo peak properly,
which nevertheless suffices for our purpose of analyzing
the Kondo temperature, as we next discuss.
A. Kondo resonance
Let us determine how small electrical and thermal bi-
ases modify the Kondo resonance within SBMFT. To ob-
tain analytical results we consider ∣εd∣ ≫ ε˜d (deep Kondo
regime) together with ∣˜b∣2 ≪ 1 (Fermi liquid). We de-
note the width of the Kondo resonance with kBTK ≡ Γ˜.
Whereas the Kondo temperature TK found in Eq. (13) is
identified as the energy scale where perturbation theory
breaks down in the presence of external biases, here we
can interpret kBTK as the energy associated to the width
of the Kondo peak, which also depends on the external
biases. Of course, at equilibrium and for T = 0 we re-
cover the intrinsic Kondo temperature given by Eq. (12)
for U →∞:
kBTK0 ≡ Γ˜(θ = 0) =De−pi∣εd∣/Γ , (22)
which depends on the QD parameters and the lead band-
width D.
Our objective now is to examine the behavior of
kBTK ≡ Γ˜ as a function of voltage and temperature shifts.
In the voltage-driven case, but still T = 0, the nonequi-
librium distribution function appearing in Eq. (18) plays
a fundamental role when Γ˜ is computed as a function
of the voltage bias. In such case, the distribution func-
tion becomes a doubly stepped function depending on the
voltage of the leads. Hence, one arrives at the following
expressions:
Γ˜(V )ε˜d = 0 , (23)
ε˜2d − (eV2 )2 − [Γ˜(V )]2 = −(kBTK0)2 . (24)
Remarkably, when eV approaches 2kBTK0 the width of
the Kondo peak drops to zero whereas ε˜d ≈ 0 due to
the fact that b˜ → 0 and λ = −εd. Then, at exactly
eV = 2kBTK0 a phase transition occurs and the renor-
malized dot level position undergoes a bifurcation. Such
a bifurcation indicates that the Kondo resonance splits
due to the presence of the electrical bias. This result
agrees with the calculations made in Refs. [59, 60] and
the experimental result shown in Ref. [10]. We note that
SBMFT is valid for voltages smaller than 2kBTK0 since
the predicted phase transition is in reality a crossover.
We present in Fig. 3 our numerical results for Eq. (18)
in the voltage-driven case and T = 0. We observe that
the numerical result nicely fits the analytical result found
in Eq. (24), especially for the deep Kondo regime (see
the case for εd = −3.5Γ). The phase transition occurs
when eV = 2kBTK0, at which point the splitting of
the Kondo resonance takes place [Fig. 3(a)]. When the
dot level approaches towards the mixed-valence regime
(εd ≃ −Γ), charge fluctuations become important and the
phase transition occurs at much lower voltage bias values.
As expected, the Kondo resonance becomes narrower as
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FIG. 3. Position of the SBMFT (a) renormalized energy level
ε˜d and (b) width Γ˜ as a function of the applied voltage for
different dot level positions. The case εd = −3.5Γ agrees with
the analytical result given by Eq. (24). Parameters: D =
100Γ, kBT = 0 and ΓL = ΓR = Γ/2.
6voltage grows [Fig. 3(b)].
For the temperature-driven, case an analytical treat-
ment can also be performed, leading to the result
∑
α
Γα
Γ
[log ∣2pikBTα
D
∣ + ψ(1
2
+ iε˜d + Γ˜
2pikBTα
)] = piNεd
2Γ
,
(25)
where ψ(x) denotes the digamma function. By expand-
ing the digamma function around T = 0 we find the
leading-order contribution Γ˜ within a temperature gra-
dient expansion. This amounts to considering a Som-
merfeld expansion in the integral of Eq. (18). However,
we need to calculate the second order term to get a de-
pendence of Γ˜ on the thermal gradient ,
ε˜d = 0 , (26)
Γ˜ = kBTK0e−pi212 T2L+T2R(TK0)2 . (27)
The solution of the mean-field equations demonstrates
that a thermal gradient, in contrast to a voltage bias,
does not cause any Kondo splitting but merely renor-
malizes the Kondo resonance width. This renormaliza-
tion is a decreasing function of the thermal bias θ. We
stress that this approximation is in principle valid only
for low temperatures TL, TR ≪ TK0 for which SBMFT
can be applied (see the inset of Fig. 4). Still, we arrive
at the same conclusion as in the perturbation scheme of
the previous section: a thermal bias gradually destroys
the Kondo effect. The narrowing of the Abrikosov-Suhl
resonance is the smoking gun of this quenching.
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ΓL = ΓR = Γ/2.
1.5 1.0 0.5 0.0 0.5 1.0 1.5
eV/kBTK0
0.4
0.2
0.0
0.2
0.4
I(
V
)
(e
k
B
T
K
0
/
)
εd = − 3. 9Γ
εd = − 2. 4Γ
εd = − 1. 9Γ
1 0 1
eV/kBTK0
2
0
2
G
(V
)
(e
2
/
h
)
FIG. 5. Current-voltage characteristics of a single level quan-
tum dot in the Kondo regime using slave-boson mean-field
theory for different values of the gate voltage (level position).
(Inset) Differential conductance of the quantum dot as a func-
tion of the applied voltage. Parameters: D = 100Γ, kBT = 0,
and ΓL = ΓR = Γ/2
Our numerical results for θ > 0 are displayed in Fig. 4.
Importantly, our analytical results agree well with the nu-
merical curves provided we are in the deep Kondo regime
(εd = −3.5Γ). Thus, as long as εd enters the mixed-
valence regime, we find departures from the analytical
calculation, as expected. We observe three distinct re-
gions for the Γ˜(θ) curves depending on the θ value. Thus,
for a low temperature bias θ ≪ 0.1TK0 the renormalized
parameters remains almost unaffected. With increasing
θ as 0.1TK0 < θ < 10TK0 the width of the Kondo peak
decays exponentially and eventually drops to zero.
Surprisingly, the agreement between our perturbative
analysis and the SBMFT result illustrated in Fig. 2 is
quite good. In both cases, we find a decrease of the bind-
ing energy of the many-body Kondo singlet as a function
of the thermal bias. Notice that such agreement between
both approaches holds even when the considered θ val-
ues are away from the range of validity for the SBMFT
(θ small compared to TK0) and the perturbative analysis
(θ large compared to TK0), which further supports the
robustness of our main conclusion.
B. Transport properties
Once the renormalized parameters are determined for a
thermoelectric configuration the electrical current can be
readily computed. We recall that the current is defined as
the time derivative of the occupation of one of the leads
Iα = −e∑kσ ∂t⟨C†αkσCαkσ⟩. Using the current conserva-
tion condition for steady-state currents (I ≡ IL = −IR)
7and considering the wide band limit, the current reads
I = − e
h
∫ ∞−∞ dω∑σ 4ΓLΓRΓ Im[Grσ,σ(ω)][fL(ω) − fR(ω)] ,
(28)
where Grσ,σ(t, t′) = − ih̵θ(t− t′)⟨[d†σ(t′), dσ(t)]+⟩ is the QD
retarded Green’s function. Following the same procedure
as above and performing the integration, one arrives at
I = I0Im [ψ (1
2
+ i(ε˜d − µR) + Γ˜
2pikBTR
) − ψ (1
2
+ i(ε˜d − µL) + Γ˜
2pikBTL
)] ,
(29)
where I0 = (8eΓLΓR)/(hΓ). In Fig. 5, the I-V character-
istic curves are shown for different dot gate positions. At
very low voltages the current is linear with the bias volt-
age as expected. From the I-V curve it is easy to obtain
the differential conductance which at zero bias can reach
its maximum value (see the inset of Fig. 5).
In Fig. 6 we show the results for the electrical cur-
rent when a temperature shift is applied for different dot
gate positions. We observe that the thermocurrent at-
tains higher values for dot level positions that are away
from the deep Kondo regime, a regime in which electron-
hole symmetry breaking is more prominent. If we express
the current as I ≃ L1θ + L2θ2, particle-hole symmetry is
responsible for vanishing thermoelectric conductance in
linear response (L1 ≃ 0) since the transmission probabil-
ity does not change significantly with the temperature
bias. Then, the leading order at low thermal shifts is
given by
L2 = 4pi2ek2B
3h
Γ˜LΓ˜R
ε˜d
ε˜2d + Γ˜2 . (30)
Remarkably, the sign of L2 in Eq. (30) depends on the
renormalized dot level position. Thus we observe that
deep in the Kondo regime (ε˜d ≃ 0) the thermoelectric
current is vanishingly small, even beyond linear response.
This is better seen in the inset in Fig. 6, which depicts
the nonlinear thermoelectric conductance L = dI/dθ. The
blue curve corresponds to the Kondo limit, which devi-
ates little from the zero value. When the dot level shifts
to higher energies closer to the Fermi energy the thermo-
electric conductance behavior is more interesting. For
instance, it shows a maximum value for small values of θ
and then changes its sign. The maximal L grows as the
dot gate position enters the mixed-valence regime due to
the lack of electron-hole symmetry. The change of sign
occurs at thermal biases of the order of the Kondo tem-
perature because for larger values of θ the thermocurrent
starts to decrease due to the quench of the Kondo effect
(main panel of Fig. 6).
V. EQUATION-OF-MOTION TECHNIQUE
In this section, we address the thermoelectric transport
in the Anderson model [Eq. (1)] for the case of moderate
temperatures. In Sec. III, we have employed the per-
turbative analysis, which is also suitable for high tem-
peratures, to derive the Kondo temperature TK(θ) for
a finite temperature shift. However, perturbation the-
ory does not allow us to access dynamical quantities like
the local density of states. Therefore, in this section we
propose an equation-of-motion (EOM) scheme that per-
mits to study the role of single-particle peaks in addition
to the Kondo resonance. In particular, we will be able
to study the impact of the different resonances in the
nonlinear transport regime. The EOM method aims at
obtaining the retarded Green’s function of the dot Grσ,σ
within the Keldysh formalism [57, 61, 62]. We find (the
full calculation of Grσ,σ is included in Appendix B)
Grσ,σ(ω) = 1 − ⟨n˜σ¯⟩ω − εd −Σ0 +UΣ1/[ω − εd −U −Σ0 −Σ3]+ ⟨n˜σ¯⟩
ω − εd −Σ0 −U −UΣ2/[ω − εd −Σ0 −Σ3] ,
(31)
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FIG. 6. Thermocurrent as a function the thermal gradient θ of
a single level quantum dot in the Kondo regime using slave-
boson mean-field theory for different values of the dot gate
position. Inset: thermoelectric conductance as a function of
the thermal bias for the same dot gate positions. Parameters:
D = 100Γ, kBT = 0, and ΓL = ΓR = Γ/2
8where ω → ω + i0+, σ¯ denotes the spin opposite to σ and
Σ0 =∑
αk
∣Vαk ∣2
ω − εαk , (32)
Σ1 =∑
αk
V∗αk
ω − εαk
⎡⎢⎢⎢⎢⎣∑βq(Vβq⟨C†βqσ¯Cαkσ¯⟩ −Σ0⟨d†σ¯Cαkσ¯⟩)
⎤⎥⎥⎥⎥⎦
+∑
αk
Vαk−ω1 + εαk
⎡⎢⎢⎢⎢⎣∑βq(V∗βq⟨C†αkσ¯Cβqσ¯⟩+Σ0⟨C†αkσ¯dσ¯⟩)] , (33)
Σ2 = Σ3 −Σ1, (34)
Σ3 =∑
αk
[ ∣Vαk ∣2
ω − εαk + ∣Vαk ∣2εαk − ω1 ] , (35)
⟨n˜σ¯⟩ = ⟨nσ¯⟩ +∑
αk
V∗αk
ω − εαk ⟨d†σ¯Cαkσ¯⟩+∑
αk
Vαk
ω1 − εαk ⟨C†αkσ¯dσ¯⟩, (36)
with ω1 = −ω + 2εd + U . Here, Σ0 is the tunnel-
ing self-energy which in the wide-band limit is approx-
imated as Σ0 ≈ Λ(ω) − iΓ where Λ(ω) is the prin-
cipal value of Σ0. Σi (i = 1,2,3) are additional
self-energies which depend on the expectation values⟨d†σ¯Cαkσ¯⟩ and ⟨C†βqσ¯Cαkσ¯⟩. In Ref. [62], Meir et al. as-
sume ⟨C†βqσ¯Cαkσ¯⟩ ≈ fα(ω)δαβδkqδσs and ⟨d†σ¯Cαkσ¯⟩ ≈
0. Nevertheless, in general the expectation values are
functions of the lesser Green’s function G< that should
be calculated with the help of a modified fluctuation-
dissipation theorem [58] to account for the nonequilib-
rium situation
⟨A†B⟩ = − 1
2pii
∫ dωF(ω)(⟪B,A†⟫r − ⟪B,A†⟫a), (37)
where the function F(ω) is the effective non-equilibrium
distribution function of the system [Eq. (19)] and⟪B,A†⟫r,a is the Fourier transform of the retarded
(advanced) correlator ⟪B(t),A†(t′)⟫r,a = − i
h̵
θ(t ∓
t′)⟨[A†(t′),B(t)]+⟩, A and B being two arbitrary second-
quantization operators. Finally, Eq. (36) depends on the
occupation of the quantum dot ⟨nσ¯⟩ and is calculated
self-consistently from
⟨nσ⟩ = 1
2pii
∫ dω G<σ,σ(ω) . (38)
Employing Eq. (37), we write the lesser dot Green func-
tion as G<σ,σ(ω) = −2iF(ω)Im[Grσ,σ(ω)].
A. Infinite Coulomb interaction
When U is very large (U → ∞), we immediately see
that both Σ2 and Σ3 drop from Eq. (31). Therefore, the
dot Green’s function reads
Grσ,σ(ω) = 1 − ⟨n˜σ¯⟩ω − εd −Σ0 −Σ1 , (39)
with
Σ1 =∑
αk
V∗αk
ω − εαk
⎡⎢⎢⎢⎢⎣∑βq(Vβq⟨C†βqσ¯Cαkσ¯⟩ −Σ0⟨d†σ¯Cαkσ¯⟩)
⎤⎥⎥⎥⎥⎦ ,
(40)
⟨n˜σ¯⟩ = ⟨nσ¯⟩ +∑
αk
V∗αk
ω − εαk ⟨d†σ¯Cαkσ¯⟩ , (41)
The expectation values ⟨C†βqσ¯Cαkσ¯⟩ and ⟨d†σ¯Cαkσ¯⟩ in
Eq. (40) and (41) are evaluated using Eq. (37). We next
follow Ref. 63, which discusses a decoupling scheme for
solving the set of EOM. By doing this, Eqs. (40) and (41)
respectively become
Σ1(ω) = − iΓ
2
+X (ω)[1 + 2iΓGaσ¯,σ¯(ω)]Γ, (42)⟨n˜σ¯⟩ = ⟨nσ¯⟩ + ΓGaσ¯,σ¯(ω)X (ω), (43)
where X (ω) = ∑α ΓαXα(ω)/Γ and Xα is defined as
Xα(ω) = ∫ D−D dω′pi fα(ω′) − 1/2ω − ω′ + i0+= 1
pi
[1
2
ln
D2 − ω2(2pikBTα)2 − ψ(12 − i(ω − µα)2pikBTα )] .(44)
Due to the digamma function, Eq. (44) contains logarith-
mic divergences that are responsible for the emergence of
the Kondo singularity. Finally, the QD retarded Green’s
function takes the form
Grσ,σ(ω) = g(ω) [δnσ + iQ(ω)X ∗(ω)] , (45)
with
g(ω) = 1
ω − εd −Λ + i3Γ/2 , (46)
Q(ω) = S(ω) −√S2(ω) + ∣X (ω)∣2 (3
2
δnσ − δn2σ), (47)
S(ω) = z2 + 9
16
− zRe[X (ω)] + (δnσ − 3
4
) Im[X (ω)],(48)
where δnσ = 1 − ⟨nσ⟩ and z = (ω − εd − Λ)/2Γ. Equation
(45) has two different terms. The first term in the right-
hand side depends only on δnσ and is responsible for the
dot mean-field resonance. The second term is responsible
for the Kondo singularity that becomes prominent for
T < TK0.
Once we have determined the retarded dot Green’s
function, we can analyze the behavior of the local density
of states. First, we estimate the intrinsic Kondo temper-
ature from Haldane’s formula [53]
TK0 = √DΓe−pi∣εd∣/2Γ . (49)
As expected, a Kondo peak is visible in the spectral func-
tion ρd(ω) = ∑σ ρdσ(ω) defined as
ρdσ = − 1
pi
Im[Grσ,σ(ω)] . (50)
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FIG. 7. (a) Nonequilibrium infinite-U quantum dot spec-
tral density of states for different eV values. Inset: Detail
of the density of states around the Fermi energy (εF = 0). (b)
Nonequilibrium infinite-U quantum dot spectral density of
states for different thermal gradients. The background tem-
perature is set at T = 0.024TK0. Inset: Detail of the den-
sity of states around the Fermi energy (εF = 0). Parameters:
εd = −3.5Γ, D = 100Γ, T = 0.024TK0.
This narrow resonance will survive as long as T < TK0
and, by increasing T , smears out until it completely dis-
appears [63].
The impact of voltage and temperature biases on the
spectral function is illustrated in Fig. 7. First, for the
voltage-driven case the Kondo resonance becomes split
with resonances ω ≈ ±eV /2 [Fig. 7(a)], as experimen-
tally observed [10]. Yet, the employed EOM scheme does
not capture the dephasing effect generated by the voltage
shift. A combination of EOM using the dot occupation
computed with the non-crossing approximation has been
proposed to amend the lack of dephasing when a voltage
is considered [11, 58, 64]. For the temperature-driven
case, we recall our thermal configuration in which only
the left contact is heated, TL = T + θ, whereas the right
reservoir is kept at the background temperature, TR = T .
Our results are depicted in Fig. 7(b). As expected, the
main effect of the thermal gradient is to smear out the
Kondo singularity. However, a further increase of the
temperature difference does not cause the Kondo peak
to vanish even for θ ≫ TK0 [see Fig. 7(b)]. This can be
understood as follows. The Kondo resonance in EOM
arises from the sharp character of the Fermi function.
In this case, even though one of the Fermi functions be-
comes sufficiently smooth as θ increases, the other con-
tact Fermi function remains sharp for a low background
temperature. As a consequence, even if θ grows consid-
erably the Kondo peak is never totally quenched. This
behavior is an artifact of the EOM approach since it does
not account for dephasing processes as we earlier pointed
out. However, this method gives the correct behavior
at low θ: a thermal bias does not split the Kondo reso-
nance but gradually destroys the peak, in agreement with
the perturbative approach and the mean-field slave-boson
theory.
B. Finite Coulomb interaction
In this section, we generalize our previous findings to
the case where the Coulomb interaction is finite. In this
case, Eqs. (33), (35) and (36) take the following forms
Σ1 = −iΓ + ΓX (ω)[1 + 2iΓGaσ¯,σ¯(ω)]−ΓX ∗(ω1)[1 + 2iΓGrσ¯,σ¯(ω1)], (51)
Σ3 = Λ(ω) +Λ(ω1) − 2iΓ, (52)⟨n˜σ¯⟩ = ⟨nσ¯⟩ + Γ[Gaσ¯,σ¯(ω)X (ω)−Grσ¯,σ¯(ω1)X (ω1)] . (53)
Note that now the retarded Green’s function depends re-
cursively on itself, which makes the decoupling scheme a
highly nontrivial task. In order to make further progress
we consider a finite but large U interaction. Hence, we
can safely neglect Gr(ω1) and find an explicit expression
for the following retarded Green’s function
Grσ,σ(ω) = gu(ω) [δnu + iQu(ω)X ∗u (ω) ] , (54)
The quantities entering in Eq. (54) depend on the func-
tion u(ω) = U/(Σ0 +Σ3 + εd +U − ω):Xu(ω) = u(ω)X (ω), (55)
gu(ω) = 1
2Γ(z + i(1 + u)/2 + X¯u) , (56)
Qu(ω) = Su − (S2u − ∣X ∗u δnu∣2+∣Xu∣2 [δnuh1(ω) − 2Im[δnu]h2(ω)])1/2 ,(57)
Su(ω) = z2 + ∣1 + u∣2
4
− Im[X¯u(1 + u)]
2
+ ∣X¯u∣2
4−zRe[Xu] − Im[Xu(1 + u∗)]
2
− Re[XuX¯u]
2+Im[Xuδn∗u] − zIm[u] + zRe[X¯u], (58)
where the bar indicates that the function is to be com-
puted as f¯ ≡ f(ω1). In Eq. (57) we have defined the
functions h1(ω) = −Im[X¯u] + 1 +Re[u], h2(ω) = z + i(1 +
u)/2 + X¯ ∗u /2 and δnu = 1 − u(ω)⟨nσ⟩.
Figure 8 shows our results for the dot spectral den-
sity [Eq. (50)] at high background temperatures. As
expected, the dot DOS consists of two mean-field reso-
nances, one centered at ω = εd and another at ω = εd +U
and the Kondo singularity at ω ≈ 0. For these results we
take into account a modified Kondo temperature for a
system with finite U [1]
TK0 ≈ √2ΓU exp{−pi∣εd∣(U + εd)
2ΓU
}. (59)
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FIG. 8. Finite-U quantum dot spectral density at equilib-
rium for different background temperatures. Parameters:
εd = −3.5Γ, D = 100Γ, U = 20Γ. Insets: (a) Detail of the
dot spectral density of states around the Fermi energy. (b)
Height of the Kondo peak as a function of the background
temperature.
We observe in Fig. 8 that the Kondo peak is quenched
as long as the background temperature surpasses the
Kondo temperature, as expected. Additionally, the in-
set of Fig. 8 shows the amplitude of the Kondo peak as
a function of T . This result confirms the fact that a high
temperature destroys the Kondo singularity as long as
T > TK0 even when we consider finite charging energies.
We have also extended our study of the dot DOS for finite
U to the nonequilibrum case by considering the influence
of a voltage and temperature gradient. We observe quali-
tatively similar results (not shown here) as those obtained
for the infinite U case [Fig. 7]. We find that given voltage
leads to a Kondo peak splitting whereas a temperature
gradient smears out the Kondo singularity.
C. Voltage-driven transport
We proceed to the transport properties of the system.
We calculate the current from Eq. (28) using Eq. (54).
The integrals over energy of the self-consistent calcula-
tion are now solved numerically. Figure 9 shows the I–V
characteristic for different dot gate positions. The data
display a staircase-like behavior where the step transi-
tions take place whenever the bias voltage aligns with
the dot resonances. By direct differentiation, we find
the differential conductance curves shown in the inset of
Fig. 9. Here, when εd < −Γ we find five different peaks,
four located when the mean field resonances aligns with
the electrochemical potential of the leads [eV ≈ ±2εd and
eV ≈ ±2(εd +U)] and the Kondo zero bias anomaly cen-
tered at equilibrium (V = 0). Whenever a resonance
occurs the I-V has a visible jump. Our calculation is
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FIG. 9. I-V characteristics at different dot level positions.
(Inset) Differential electric condutance vs voltage bias for the
given values of the energy level. Parameters: D = 100Γ, kBT =
0.0001Γ, U = 20Γ, and ΓL = ΓR = Γ/2.
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FIG. 10. Thermocurrent vs the thermal gradient for different
dot gate positions. (Inset) Detail of the thermocurrent at
low thermal gradients. Parameters: U = 20Γ, D = 100Γ,
kBT = 0.01Γ, and ΓL = ΓR = Γ/2
performed at finite temperature. Therefore, the Kondo
peak is apparent in the differential conductance only for
sufficiently negative dot gate positions.
D. Temperature-driven transport
We consider now the thermoelectric response of the
electrical current in Fig. 10. The thermocurrent I(θ)
is calculated for the thermal configuration sketched in
Fig. 1. Depending on the energy level εd we find different
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regions where the thermocurrent behaves distinctively: if
εd > 0 or εd + U < 0 we find that the dot resonances are
either above (empty orbital regime) or below (full orbital
regime) the Fermi energy. Then, for these dot gate po-
sitions the thermocurrent either decreases or increases
monotonously (e.g., in Fig. 10 for εd = −20Γ). Other-
wise, when 0 > εd > −U the Ith(θ) curves change sign.
Notably, the nontrivial zeros occur at different energy
scales determined by either spin fluctuations (kBTK0),
see inset of Fig. 10, or charge fluctuations (U). See, e.g.,
the case εd = −Γ with a nontrivial zero at around kBθ = Γ
and another zero at around kBθ = 10Γ. Notice that for
very negative dot gate positions the nontrivial zero of the
thermoelectric current associated with the Kondo scale
may not occur due to the fact that for those level val-
ues the Kondo temperature is exceedingly small and one
has T > TK0. The nontrivial zeros can be explained with
the aid of an energy diagram. In Fig. 11 (top panel)
we reproduce I(θ) for εd = −Γ and plot the dot config-
urations in the bottom panel for three points indicated
above. The QD shows three resonances located approx-
imately at ω ≈ εd, ω ≈ εd + U (single-particle peaks),
and the Kondo peak at ω ≃ εF = 0. In the very low-
temperature regime, the only open transport channel is
due to the Kondo resonance through which electrons flow
between both leads. Away from the particle-hole symme-
try point, the Kondo peak becomes asymmetric and lies
slightly above εF . Then, if we heat the left reservoir up,
electrons tend to flow from the left to the right side (case
A of Fig. 11). Increasing θ, the single-particle resonance
at εd starts to contribute to the current flow but in the
opposite direction and eventually it dominates over the
Kondo resonance. In between (case B), for a given value
of θ the current vanishes. Further increasing of θ opens
the higher single-particle resonance at εd + U , which fa-
vors electron tunneling from left to right, i.e., opposite
to the previous current flow. As a consequence, an addi-
tional sign change of the thermoelectrical current takes
place (case C).
VI. CONCLUSIONS
In closing, we have examined the nonequilibrium ther-
moelectric effects of a correlated quantum dot connected
to two electronic reservoirs. We have employed differ-
ent theoretical approximations with different ranges of
validity. As a first attempt, we have applied the pertur-
bative analysis to the Kondo Hamiltonian when a ther-
mal and a voltage bias is present. Interestingly, we find
that the Kondo temperature decreases monotonically in
the presence of a thermal gradient when one reservoir is
heated. At very low temperatures, we have employed the
infinite-U slave-boson mean-field theory suitable for the
Fermi liquid regime. Here, we obtain a very good agree-
ment with the perturbative results for the behavior of TK
when a thermal shift is considered. Finally, in order to
investigate the density of states in the high and moder-
ate temperature regime we have applied the equation-of-
motion scheme to our setup. By using this approach we
are able to capture both Coulomb blockade and Kondo
physics. We consider both infinite and finite charging
energies. We observe that the Kondo peak splits under
the action of a voltage bias. In the case of a thermal
gradient, the Kondo peak decreases slowly. Finally, we
have analyzed both the I–V characteristic and the ther-
moelectric current. For the latter we find the existence of
nontrivial zeros at two distinct energy scales (kBθ), each
associated with Kondo correlations and charge fluctua-
tions. We explain the existence of these nontrivial zeros
due to a change of the flow caused by the contribution of
the different resonances as long as θ grows.
Admittedly, our employed methods have a limited
range of validity. For instance, none of them properly
captures dephasing, which should play a significant role
for finite voltage and temperature biases, as pointed out
in Sec. V. In the presence of dephasing, the strongly cor-
related Kondo state lacks full coherence and the peak
conductance then decreases. One possibility to fix this
issue is to attach a fictitious voltage probe that mim-
ics dephasing processes in the dot [65]. We expect a
stronger quenching of the Kondo resonance. However,
further work is needed to investigate dephasing effects
from more microscopic models.
Our work contributes to the understanding of the fate
of the Kondo effect in thermally driven quantum dots far
from equilibrium. We have provided key theoretical pre-
dictions that might be experimentally tested with present
transport techniques.
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Appendix A: Calculation of the conductance
The goal of this appendix is to find an expression for
the electrical conductance using the expectation value of
Eq. (8). We start our calculation performing a pertur-
bation expansion around the coupling constant J (0)αβ (see
Ref. [52]). To first order in perturbation theory, the elec-
trical current is absent ⟨Iˆ(0)⟩ = 0. Therefore, we need
to start at second order where the current, after some
algebraic manipulations, takes the form
I(2) = (− 2
h̵
)∑⃗
αβ⃗
J (0)αβ Im[∫ 0−∞ dte− ieh̵ (Vα−Vβ)t
× ⟨T¯ [xσsC†α⃗Cβ⃗ Iˆ(0)]⟩] , (A1)
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FIG. 11. (Top) Thermocurrent vs θ for εd = −Γ as taken from Fig. 10. Bottom: Energy diagram corresponding to the current
states marked in the upper panel. Red (blue) line indicates the Fermi-Dirac function of the left (right) reservoir where orange
curve corresponds to the spectral function for the three points (A, B and C) indicated in the top panel. εd is indicated with a
black line. Dashed lines corresponds to the εF = 0 and εd +U energies. Finally, the arrows show the direction and intensity of
the electronic flow through the corresponding resonance.
where T¯ is the anti-time-ordering operator. To make the
notation more compact, we have defined in Eq. (A1) the
sets α⃗ ≡ {α, k, σ} and β⃗ ≡ {β, q, s}. Inserting Eq. (10) into
Eq. (A1) and applying Wick’s theorem to the expectation
values, the electrical current turns out to be
I(2) = −2e [J (0)LR ]2 ( ∑
σ1σ2
⟨T¯ [xσ1σ2xσ2σ1]⟩)∑
α
(1 − 2δαR)
×∫ 0−∞ dtRe⎡⎢⎢⎢⎣∑k1k2 e− ieh̵ (Vα−Vα¯)tgt¯αk1(0, t)gt¯α¯k2(0, t)
⎤⎥⎥⎥⎦ ,
(A2)
where gt¯αk1(t1, t2) is the anti-time-ordered Green’s func-
tion of the free electrons in lead α. It reads
gt¯αk1(t1, t2) = − ih̵ e− ih̵ εαk1(t1−t2) [θ(t2 − t1) − fα(εαk1)] .
(A3)
Using the identity ∑σ1σ2⟨T¯ [xσ1σ2xσ2σ1]⟩ = 1/2, substi-
tuting Eq. (A3) into Eq. (A2) and solving the integral in
time and in ki, we find
I(2) = −e2pi
h̵
ν2 [J (0)LR ]2 V . (A4)
Therefore, the second-order conductance term becomes
constant independently of temperature. Hence we need
to compute the third order in perturbation theory:
I(3) = − 1
h̵2
∑⃗
αiβ⃗i
J (0)α1β1J (0)α2β2Re[∫ 0−∞ dt2 ∫ 0−∞ dt1e− ieh̵ (Vα1−Vβ1)t1e− ieh̵ (Vα2−Vβ2)t2⟨T¯ [xσ1s1C†α⃗1Cβ⃗1xσ2s2C†α⃗2Cβ⃗2 Iˆ(0)]⟩]
+ 1
h̵2
∑⃗
αiβ⃗i
J (0)α1β1J (0)α2β2Re[∫ 0−∞ dt2 ∫ 0−∞ dt1e− ieh̵ (Vα1−Vβ1)t1e− ieh̵ (Vα2−Vβ2)t2⟨xσ1s1C†α⃗1Cβ⃗1 Iˆ(0)xσ2s2C†α⃗2Cβ⃗2⟩] . (A5)
Now, we separate both terms in the right hand side of Eq. (A5) as I(3a) and I(3b). We proceed in the same way as
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the second order and apply Wick’s theorem. After lenghty but straightforward algebra, we find
I(3a) = e∑
αβ
[J (0)LR ]2J (0)αα (∑
σi
⟨T¯ [xσ1σ2(t1)xσ2σ3(t2)xσ3σ1(0)]⟩ + ⟨T¯ [xσ1σ2(t2)xσ3σ1(t1)xσ2σ3(0)]⟩) (1 − 2δβL)
× ∫ 0−∞ dt1 ∫ 0−∞ dt2Re⎡⎢⎢⎢⎣∑ki e− ieh̵ (Vβ−Vα)t1e− ieh̵ (Vα−Vβ¯)t2gt¯βk1(0, t1)gt¯αk2(t1, t2)gt¯β¯k3(t2,0)
⎤⎥⎥⎥⎦ , (A6)
I(3b) = −e∑
αβ
[J (0)LR ]2J (0)αα (∑
σi
⟨xσ1σ2xσ2σ3xσ3σ1⟩)∫ 0−∞ dt1 ∫ 0−∞ dt2(1 − 2δβL)Re
⎡⎢⎢⎢⎢⎣∑{ki} e− ieh̵ (Vα−Vβ¯)t1e− ieh̵ (Vβ−Vα)t2× g>βk1(0, t2)g<αk2(t2, t1)g>¯βk3(t1,0)] − e∑
αβ
[J (0)LR ]2J (0)αα (∑
σi
⟨xσ1σ2xσ3σ1xσ2σ3⟩)
× ∫ 0−∞ dt1 ∫ 0−∞ dt2(1 − 2δβR)Re⎡⎢⎢⎢⎣∑ki e− ieh̵ (Vβ−Vα)t1e− ieh̵ (Vα−Vβ¯)t2g<βk1(0, t1)g>αk2(t1, t2)g<¯βk3(t2,0)
⎤⎥⎥⎥⎦ , (A7)
where g<αk and g>αk are the lesser and greater Green’s function for electrons on lead α. The spin expectation values
of Eq. (A6) depends on the time ordering and yield 5/8+ (3/8)sgn(t2 − t1), with sgn(t) the sign function. Meanwhile,
the terms in Eq. (A7) are independent of time and the spin expectation values are thus 1/8 and 1/2, respectively.
Substituting these values and the definition of the Green’s function in Eq. (A3),
g<αkσ(t1, t2) = ih̵ e− ih̵ εαk(t1−t2)fα(εαk) , (A8)
g>αkσ(t1, t2) = − ih̵ e− ih̵ εαk(t1−t2)(1 − fα(εαk)) , (A9)
the current up to third order reads
I(3) = e
8h̵3
∑
αβ
[J (0)LR ]2J (0)αα (1 − 2δβL)∫ 0−∞ dt1 ∫ 0−∞ dt2 {(5 − 3sgn(t2 − t1))
× Im⎡⎢⎢⎢⎣∑ki e− ih̵ [εαk2−εβk1+e(Vβ−Vα)]t1e− ih̵ [εβ¯k3−εαk2+e(Vα−Vβ¯)]t2fβ(εβk1)(θ(t2 − t1) − fα(εαk2))(1 − fβ¯(εβ¯k3))
⎤⎥⎥⎥⎦
− Im⎡⎢⎢⎢⎣∑ki e− ih̵ [εαk2−εβk1+e(Vβ−Vα)]t1e− ih̵ [εβ¯k3−εαk2+e(Vα−Vβ¯)]t2 (fα(εαk2) − fβ(εβk1)fα(εαk2) − fβ¯(εβ¯k3)fα(εαk2)− 4fβ¯(εβ¯k3)fβ(εβk1) + 5fβ¯(εβ¯k3)fα(εαk2)fβ(εβk1))]} . (A10)
We next combine the Fermi functions of Eq. (A10) and perform the sums over the wavenumbers ki by transforming
them into integrals. We solve the resulting integrals by performing the Fourier transform of the Fermi function:
∫ ∞−∞ dω e−iωt1 + eh̵ω/kBT = piisinh pikBtT
h̵
. (A11)
Then, the current becomes
I(3) = −epi3
8h̵2
ν3 [J (0)LR ]2∑
αβ
J (0)αα (1 − 2δβL)∫ 0−∞ dt [3Bsββ¯(t) −Bsβα(t) +Bsαβ¯(t)]
−epi3
8h̵2
ν3 [J (0)LR ]2∑
αβ
J (0)αα (1 − 2δβL)Re[∫ 0−∞ dt2e− ieh̵ (Vα−Vβ¯)t2 ∫ 0−∞ dt1e− ieh̵ (Vβ−Vα)t1Tsβαβ¯(t1, t2)] , (A12)
where we define the functions
Bsαγ(t) = sin [e(Vα−Vγ)t/h̵]βαβγ sinh pitβαh̵ sinh pitβγh̵ , (A13)
Tsαγδ(t1, t2) = sgn(t2 − t1)
βαβγβδ sinh
pit1
βαh̵
sinh pi(t1−t2)
βγ h̵
sinh pit2
βδh̵
, (A14)
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with βα = 1/kBTα the inverse temperature of lead α. Finally, after solving the sum over α and β we obtain
I(3) = 3epi3
4h̵2
ν3 [J (0)LR ]2 (J (0)LL +J (0)RR)
× ∫ 0−∞ dt sin (eV t/h̵)βLβR sinh pitβLh̵ sinh pitβRh̵ . (A15)
Once we have the third order term, we are interested in the linear conductance G = ∂I/∂V ∣V =0, which defines the
height of the Kondo resonance. Applying the voltage derivative to Eq. (A4) and Eq. (A15) the conductance is given
by
G = −e2pi
h̵
ν2 [J (0)LR ]2 + 3e2pi34h̵3 ν3 [J (0)LR ]2 (J (0)LL +J (0)RR)× ∫ 0−∞ dt tβLβR sinh pitβLh̵ sinh pitβRh̵ +D−20 . (A16)
We note that we have added the energy bandwidth D0 = √−εd(U + εd) to the integral in order to find a convergent
solution. Additionally, we need to assume that the minimum time of the integral in Eq. (A16) is related to the
temperatures as τ ≈ h̵√βLβR. These assumptions yield Eq. (11).
Appendix B: Equation of motion beyond Hartree-Fock
The aim of this appendix is to give more details of the equation-of-motion calculation yielding Eq. (31). Firstly,
we compute the equation of motion for the retarded Green’s function(ih̵∂t − εd)Grσ,σ(t, t′) = δ(t − t′) +∑
αk
VαkGrαkσ,σ +U⟪dσnσ¯, d†σ⟫ . (B1)
Equation (B1) depends on ⟪dσnσ¯, d†σ⟫, which is a higher-order correlator. Considering that U ≫ kBT,Γ we calculate
the equation of motion for ⟪dσnσ¯, d†σ⟫,(ih̵∂t − εd −U)⟪dσnσ¯, d†σ⟫ = ⟨nσ¯⟩δ(t − t′) +∑
αk
V∗αk [⟪Cαkσnσ¯, d†σ⟫ + ⟪dσd†σ¯Cαkσ¯, d†σ⟫] −∑
αk
Vαk⟪dσC†αkσ¯dσ¯, d†σ⟫.(B2)
At this point, if we determine the EOM of ⟪Cαkσnσ¯, d†σ⟫ and neglect the contributions of the correlators⟪dσd†σ¯Cαkσ¯, d†σ⟫, ⟪dσC†αkσ¯dσ¯, d†σ⟫, ⟪CαkσC†βqσ¯dσ¯, d†σ⟫ and ⟪Cαkσd†σ¯Cβqσ¯, d†σ⟫ we arrive at the two peak solution that
has been widely investigated [66]. However, our interest for the moment is to take a step further and include Kondo
correlations. We follow the calculation of Lacroix [67] and Kashcheyevs et al. [68] and extend the EOM scheme by
computing the evolution of these higher-order correlators:(ih̵∂t − εαk)⟪Cαkσnσ¯, d†σ⟫ = Vαk⟪dσnσ¯, d†σ⟫ +∑
βq
[V∗βq⟪Cαkσd†σ¯Cβqσ¯, d†σ⟫ − Vβq⟪CαkσC†βqσ¯dσ¯, d†σ⟫] , (B3)
(ih̵∂t − εαk)⟪dσd†σ¯Cαkσ¯, d†σ⟫ = ⟨d†σ¯Cαkσ¯⟩δ(t − t′) + Vαk⟪dσnσ¯, d†σ⟫+∑
βq
[V∗βq⟪Cβqσd†σ¯Cαkσ¯, d†σ⟫ − Vβq⟪dσC†βqσ¯Cαkσ¯, d†σ⟫] , (B4)
(ih̵∂t + δεαk)⟪dσC†αkσ¯dσ¯, d†σ⟫ = ⟨C†αkσ¯dσ¯⟩δ(t − t′) − V∗αk⟪dσnσ¯, d†σ⟫ ++∑
βq
Vβq [⟪CβqσC†αkσ¯dσ¯, d†σ⟫ + ⟪dσC†αkσ¯Cβqσ¯, d†σ⟫] , (B5)
where δεαk = εαk − 2εd − U . New higher-order correlators are generated in the process. Then, in order to obtain a
solvable system of differential equations, we consider the approximation proposed by Mattis [68, 69]:⟪A†BC,D†⟫ ≈ ⟨A†B⟩⟪C,D†⟫ − ⟨A†C⟩⟪B,D†⟫ . (B6)
Therefore, after applying Eq. (B6) to Eqs. (B3), (B4) and (B5), the system of equations can be closed. In the Fourier
space, we end up with Eq. (31).
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