A subspace V of L 2 (R) is called shift-invariant if it is the closed linear span of integershifted copies of a single function.
Introduction
Most modern signal processing methods can be described as data processing of sample values f (λ k ) of an analyzed function f with some non-discrete domain, such as R. Even if the sampling points are meant to be regularly distributed, say, λ k = x 0 + k with k ∈ Z, practical restrictions, such as imperfect clocks (for other examples, see
2 ) may introduce a jitter error δ k def = λ k − (x 0 + k). Two important questions arise: For "how large" δ k can f be reconstructed from the sample values f (λ k ), and is there a practically useful method for doing this? We will mainly target the first of these questions. To be more precise, using basic definitions and properties of frames and Riesz bases (described with further references in pages 71-72 of the second author's doctoral thesis 8 ), we propose a method for analysis of sampling in so-called shift-invariant spaces V ⊆ L 2 (R) with the following properties: We denote the functions q x reproducing kernels and call the corresponding V a reproducing kernel Hilbert space. For such spaces, there are several papers (such as 4, 5, 14, 15, 23, 24 ) with sampling results of the following type (or less general): Given ϕ, can we find a translation x 0 and an upper bound δ such that
for some sequence (s λ k ) in V , and either λ k = x 0 + k + δ k and sup k∈Z |δ k | < δ (irregular sampling), (1.3b) or all δ k = 0 (regular sampling)? For numerical stability (in the sense of a finite condition number) of the analysis mapping f → (f (λ k )), (s λ k ) must at least be a frame for V (see page 17 of 8 ). In fact, if (q λ k ) is a frame for V with dual frame ( q λ k ), then the reconstruction formula (1.3a) holds with s λ k = q λ k , since then the sample values f (λ k ) coincide with the minimum l 2 -norm 8, 25 frame series expansion coefficients f, q λ k . Finally, for (q λ k ) to also have a numerically stable synthesis mapping T q : (f (λ k )) → f , (q λ k ) must be a Riesz basis for V (see page 20 of 8 ). The Riesz basis property is not necessarily an advantage, however. Without it, the stability of T q (as a mapping from l 2 to V ) is lost because the sample values f (λ k ) are restricted to a strict (minimum l 2 -norm) subspace U of l 2 . However, with T q restricted to this space we get the numerical stability back and in communications applications with the transmitted data stored in the coefficients, an orthonormal projection of the sample values to U in the receiver will provide stability against noise and other additive errors. (See also Remark 3.3.) In the remaining paper, we mainly consider Riesz basis reproducing kernels. Frame reproducing kernels and extensions to (weighted) L p (R d )-spaces are used in 1,2,10 for the study of irregular sampling that is not caused by jitter errors.
Example 1.1. The probably oldest and most well-known example is the Shan-non sampling theorem, which follows when ϕ(t) = sin(πωt)/(πt) def = sinc ω (t) and,
(see, e.g., 7, 14, 23 ). In fact, V is a reproducing kernel Hilbert space with reproducing kernel q x = sinc ω (· − x). This follows from an application of the Plancherel theorem to the inverse Fourier transform of f : For a.e. x ∈ R, is a Riesz basis for V (see, e.g., 9, 21, 25 ).
After some mathematical preliminaries in Section 2, the main results follow in Section 3, where we derive a method for analysis of problems related to reconstruction formulas f = k∈Z f (λ k ) q λ k . Crucial to our approach is that we investigate the equivalent problem of whether a certain doubly infinite matrix defines an invertible mapping of l 2 onto l 2 . This matrix consists of sample values of ϕ, so we can use simple interpolation estimates to obtain invertibility conditions of the type
From this we get an immediate suggestion of how to choose x 0 , as well as some new results and relatively simple proofs of previously known results. For example, we show that if the reconstruction formula (1.3) holds when all δ k = 0, then it holds also for some δ > 0. In particular, we use this to prove the existence of such an irregular sampling reconstruction formula for every B-spline wavelet. We do also show, for example, that if (q x 0 +k ) is a frame, then it is a Riesz basis.
Notation: Throughout the paper we consider functions defined on R and sequences with index set Z. Thus we often use shorthand notation like (a k ) k , (a k ) or L 2 instead of (a k ) k∈Z and L 2 (R).
Preliminaries
Since every f ∈ L 2 is an equivalence class of functions that pairwise coincide almost everywhere, notions like continuity and pointwise evaluation make sense only when applied to fixed representatives f * ∈ f of f (for example in (2.6)). Thus we will need a rule for which representative to choose: Note therefore that ϕ always will be given by a predefined representative ϕ * , which we assume (without loss of generality) to be defined on all of R. Thus, from now on and for all f ∈ V we will always consider either f or the representative
Under the decay assumption ϕ ∈ W (L ∞ , l 2 ), the Cauchy-Schwarz inequality ensure pointwise convergence to f * , which coincide with the corresponding L 2 -limit almost everywhere (by Theorem 3.12 in 16 ), so f * is indeed a representative of f . It will usually be apparent from the context whether we refer to f or f * , so for brevity we usually write f as shorthand notation for f * . 
Moreover, for all x ∈ R, unconditional convergence holds for
It follows that q x is a reproducing kernel, that is, (with notation from (2.5))
Proof. It follows from the definition of ( ϕ k ) k∈Z (showed with a repeated use of the (generalized) Parseval identity in the proof of Theorem 2 in
Hence, by (2.10) and the argument following (2.5), (2.7) converges pointwise to a limit that coincides almost everywhere with the L 2 -limit and this convergence is unconditional since ( ϕ k ) is a Riesz basis for V . 8 Next, for finite K ⊂ Z, (2.11), the Lebesgue dominated convergence theorem and (2.5) show that for all
with convergence both pointwise and in L 2 . This proves (2.8). Next, by (2.7) and the Riesz basis definition
which proves (2.9), (2.6) and the uniform convergence in (2.
is proved by Aldroubi and Gröchenig.
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Remark 2.2. The explicit formula (2.7), requires knowledge of ϕ, which sometimes can be cumbersome to compute. However, in the remaining paper, we will only need Lemma 2.1 for checking the existence of the reproducing kernel (which is unique in V by the Riesz representation theorem).
Example 2.1 (Spline wavelets).
A B-spline scaling function ϕ = B n of degree n is defined as follows: 
Lemma 2.2 (Matrix representation). Suppose that (ϕ k ) is a Riesz basis for a separable Hilbert space H and denote with r = (r k ) an arbitrary sequence in H. Let L and Φ be the linear mapping and the doubly infinite matrix defined by
Then the following statements are equivalent:
Proof. It is well-known (see pages 176 and 26 in
For f = |n|≤N a n ϕ n and
ϕ on a dense subset of H and thus, since T ϕ , T ϕ ∈ G(l 2 , H), also on all of H. Consequently, (2.14b) ⇔ (2.14c) and the proof is complete.
For regular sampling, we will need the following lemma, which also can be generalized to necessary and sufficient conditions for a frame (or Riesz basis) recon-
, V and q x as in Lemma 2.1 and for arbitrary x 0 ∈ R, we define the multiplicative operator M :
Then, for some A, B ∈ R + , it follows that
Thus m is a well- 
]). Let g(ξ)
def = |n|≤N a n e i2πnξ and denote with Φ 0 the matrix
By proceeding as in the proof of Lemma 2.2 and using (2.8), we get
Thus (2.17) follows from Lemma 2.2 with r k = q k , A −1 = M −1 and B = M .
Main results
We will now propose a technique for finding x 0 and δ such that
where (q λ k ) is a reproducing kernel Riesz basis for V ,
Given that Lemma 2.1 applies, the reconstruction (3.20) holds if (q λ k ) is a Riesz basis, or equivalently (via Lemma 2.2 with
, where
For any Λ ∈ G(l 2 ) (possibly depending on (δ k )), a sufficient condition for (ΛΦ and thus also) Φ to be invertible is that I − ΛΦ < 1. For simplicity, we will choose a diagonal matrix Λ with kth entry a k and use a simple interpolation estimate of the norm. (Other choices, such as Λ = Φ −1 0 may however be useful for some particular choices of ϕ.) This gives Theorem 3.1, which contain the key results of this paper: Condition (i) is the simplest one. The simplicity is in itself an important strength, which sometimes makes (i) easy to use and intuitively appealing (see Remark 3.1 and Theorem 3.2). Condition (i) is a special case of the more technical condition (ii), which follows from setting all a k = a = 0 in Λ. Condition (iii), finally, follows by setting a k = 1/(Φ) k,k . The main reason for this choice of Λ is that since ΛΦ has ones on the diagonal, it seems likely that I − ΛΦ < I − Φ . A careful comparison of conditions (ii) and (iii) would be interesting, but is out of the scope of this article. We will see, however, that condition (iii) gives larger upper bounds δ when applied to B-splines in Example 3.1. 
(ii ) A more general condition (which includes (i) as a special case) is that α > 0 and
for some a ∈ R \ {0} and with
If (3.24) holds for some a = 0, then the smallest possible left-hand side is obtained for some a ∈ [1/β 0 , 1/α] (depending on ϕ and δ). (iii ) Yet another sufficient condition for (3.20a) to hold is that
Proof. As explained after (3.21), we need to find x 0 and δ such that
for some diagonal matrix Λ with kth entry a k , 1/ Λ −1 = inf k |a k | > 0 and Λ = sup k |a k | < ∞. We estimate the norm with a special case of the Riesz interpolation theorem that was first proved by Schur 3, 18 and is based on the observation that according to the Cauchy-Schwarz inequality,
Consequently,
where B(B 1 , B 2 ) denotes the set of linear bounded operators f : B 1 → B 2 . In particular, it follows from (3.20b) and (3.21) that
(ii): Set all a k = a ∈ R \ {0} in (3.29). In this special case, we will now explicitly compute smallest upper bounds A(a) and B(a) such that
In fact, for any ε > 0 we see from (3.25) that we can explicitly choose (δ k ) and l such that |B l (Λ, (δ k )) − B(a)| < ε/2 for the (smallest) upper bound
of the second factor in (3.29). Then we can pick L = 0 so that β L < ε/2 and change δ L so that (iii): Contrary to (ii), we do now use our freedom to let a k depend on (δ n ). Thereby we lose some simplicity (we can no longer first compute the suprema and then minimize the resulting expression), but a clever choice of a k s might make I − ΛΦ smaller and allow for a larger δ. Thus we insert a k = 1/(Φ) k,k , in (3.29), which then becomes equal to (3.26) . This concludes the proof.
Remark 3.1. It is intuitively clear from (3.23) that x 0 should be chosen so that ϕ is as large as possible "near x 0 " and small "near x 0 + k", k ∈ Z \ {0}. Hence it seems likely that for "reasonably fast decaying" ϕ, a nearly optimal δ occurs for some x 0 ≈ x max , such that (assuming the supremum to be attained)
This importance of x 0 was first discovered by Janssen 12 , who showed that a translation x 0 is required to get sampling theorems of the type (3.20) for B-spline scaling functions of degree 2. This observation can be used as a rule of thumb, for example, in wavelet prefiltering, which can be described as a multiplication of input sample values with (Φ * ) −1 , where Φ * is the conjugate transpose of Φ. In a forthcoming paper 6 , we compare different approximations of (Φ * ) −1 for a large number of wavelets and find that x 0 = x max usually gives reasonably small approximation errors, but for that particular application, an experimentally found optimal x max turned out to give clear further improvements.
Remark 3.2. One way to further sharpen the conditions of Theorem 3.1 is to replace the condition I − ΛΦ < 1 with the sharper sufficient (but still not necessary) invertibility condition that (for some given Λ)
which also can be shown to give a Neumann series expansion of (ΛΦ) −1 . The difficulty in this last approach is that it can be complicated to compute (I − ΛΦ) n for large n, except for some rare special case (such as in the proof of Theorem 3.3).
Another immediate generalization (allowing for complex-valued ϕ but not needed here) is to replace the assumption α > 0 in (ii) with sup |x−x 0 |≤δ |1 − aϕ(x 0 + x)| < 1 and an appropriately modified function γ.
and if (q x0+k ) k∈Z is a frame, then it is a Riesz basis.
Proof. Note first that since ϕ ∈ W (L ∞ , l 1 ), the Schur interpolation estimate (3.28) implies that Φ ∈ B(l 2 , l 2 ). This guarantees the existence of the Hilbert-adjoint operator Φ * ∈ B(l 2 , l 2 ) (which is represented by the conjugate transpose of the matrix Φ). Thus Lemma 2.1 gives that for any
(3.37) By inserting (3.37) in the frame definition (3.39) and recalling that the synthesis mapping T ϕ : a → f = k∈Z a k ϕ k is boundedly invertible, we get that
Now suppose that (q k ) k∈Z is a frame for V . For the corresponding regular sampling matrix Φ 0 (defined in (2.18)), it follows from a substitution
that is, Φ 0 is normal, so it follows from (3.40) that Remark 3.3. As first noted in a different context in the Introduction, we see again from (3.37) and (3.40) that the sample value sequences are restricted to some (minimum l 2 -norm) subset U ⊆ l 2 of coefficients, for which Φ * ∈ G(l 2 , U ). We also know from Lemma 2.2 that U is a strict subspace if and only if (q λ k ) is a frame but not a Riesz basis. We see also that in practical applications, the previously discussed stability against perturbed sample values via orthogonal projection on U can be performed, e.g., by applying the pseudoinverse 19 of Φ * in (3.37) to compute an estimate of a from the sample values f (λ k ). A closer study of this is out of the scope of this paper. Note, however, that non-Riesz basis frames also have the advantage of an inherent redundancy, which makes it possible to reconstruct the sampled signal also if some sample values are lost. Proof. According to Lemma 2.2 and our assumptions, Φ 0 ∈ G(l 2 ), where Φ 0 is the regular sampling matrix (2.18). We will now show that the mapping
is continuous. Since the set of invertible elements in a Banach algebra is open, this continuity immediately implies that Φ ∈ G(l 2 ) (and thus (3.20a) holds) also for all δ in some neighborhood of 0. Thus it only remains to prove the claimed continuity:
, the Schur interpolation (3.28) gives that
For ε > 0 and
Since ϕ is uniformly continuous on [−( 2N + 1) ) in the given summation interval. Hence Φ 0 − Φ < ε 2 and (3.42) is continuous. This concludes the proof. 14 , who worked in a slightly less general setting and with the more restrictive conditions (δ k ) l 2 < δ or all δ k = δ. Chen, Itoh and Shiki 4 generalized these result to biorthogonal bases and (δ k ) l ∞ < δ, but with a longer and more technical proof than ours. Sun and Zhou 22 also prove a related result. Proof. By Theorem 3.2, we only need to prove the reconstruction formula (3.20) for λ k = x 0 + k, which is trivial for the Haar scaling function ϕ = B 0 . Thus, let ϕ = B n with n ≥ 1, and with B n defined in Example 2.1. The reconstruction formula holds if (q x0+k ) is a Riesz basis or equivalently, by (2.17), if
Remark 3.4. Theorem 3.2 is a generalization of results first proved by Liu and Walter
With x max defined in (3.35), it follows immediately from the definition of B n that x max = (n + 1)/2 and that
(3.45) We claim (and prove below) that for x 0 = x max , the Poisson summation formula 
Now it only remains to confirm the second equality in (3.46). One way to do this is to apply the Poisson summation formula (e.g., as in 13 and with f (x) = B n (x + x 0 )e −i2πξx ). Perhaps more natural in this case is to simply compute the Fourier series coefficients of the right-hand side series (using the fact that the series is 1-periodic, uniformly convergent and has uniformly bounded partial sums). (3.20) ) if δ satisfy one of the following inequalities (which are polynomial inequalities in δ when δ ≤ 1/2):
Proof. It follows from our definition of B n (see, e.g., Section 4.2 in 11 ) that for x 0 = (n + 1)/2, B n (· + x 0 ) is positive, symmetric, decreasing on R + , supp B n = [0, n + 1] and
The last property also holds for orthonormal wavelets (by the well-known property (Theorem 1.7 in 11 ) R ϕ j,k (x) dx = ϕ(0) = 1), but the others are special properties of B-spline wavelets.
(ii): According to condition (ii) of Theorem 3.1, we need to find δ such that A(a)B(a) < 1, where
(3.49) We compute A by using the inverse Fourier transform of B n (given by (3.45)), setting x 0 = (n+1)/2, and noticing that the odd part of the integrand vanishes:
Now set a = 1 and use (3.48):
(3.50) Next, note that a = 1 < 2/(α + β 0 ) (this follows from the definition of B n via induction), so that
Thus (and once again using the symmetry and decreasing properties of B n around x 0 ), for any integer N ≥ −x 0 + δ + n + 1, we get
where the last equality follows from the fact that
(cos(πξ(2k − 1)) − cos(πξ(2k + 1))) = sin(2πξδ) sin(πξ) (cos(πξ) − cos((2N + 1)πξ)).
When the Parseval relation is applied to (3.53), it follows that the integral resulting from the last term vanishes, and 2 ) we need to compute the factors
so that the inequality AB < 1 becomes
which after a straightforward simplification gives condition (iii). 
. They did also show that the reconstruction formula holds for δ = 1/2 under the restriction that all δ k have the same sign. Then they claimed (without proof) that this restriction can be removed. In our next theorem, we prove that this claim is correct. Moreover, our proof is different from that of Liu and Walter also for the special cases they proved. Our proof is based on the sharpened version of Theorem 3.1 that we described in Remark 3.2. 
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For k = 1, we see from (3.56) that each column contain exactly one nonzero element (either above or below the main diagonal, depending on the sign of each δ l ). It follows that sup
is attained for some matrix T that consists of (finite or (half-or doubly) infinite) submatrices with the following simple structure and with the main diagonal indicated with boldface printing: 
as k → ∞, where denotes convergence from below. In other words, for any δ def = sup l |δ l | < 1/2 (and thus also for δ = 1/2), it follows that δ < 1 and, for some k ∈ Z, T 2 k B(l2,l2) < 1 so that Φ ∈ G(l 2 ) (and Φ −1 can be computed, e.g., with a Neumann series expansion). This concludes our proof.
