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Abstract 
What is the minimum number of cuts needed to divide a cake among IZ players so that each 
player receives at least l/n of the whole cake? The simple “one cuts - the other chooses” shows 
that one cut suffices for 2 players. It was previously known that 3 players require 3 cuts and 
4 players require 4 cuts with only upper bounds available for n > 4. Algorithms using 6 cuts 
for 5 players and 8 cuts for 6 players are discussed, which lower the previously known upper 
bounds. Moreover, it is shown that 6 cuts is the best possible for 5 players. 
The problem of cutting a “cake” so that each one of the n players PI, P2,. . . , P, 
receives a fair share has produced a fairly extensive literature and is still the subject of 
considerable attention. There are numerous variations with respect to what is allowed 
as a “cut” and what is meant by “fair share”. Approaches range from existence proofs 
using rather deep measure theory to completely elementary combinatorial algorithms. 
We will concentrate on the latter approach, specifically as it pertains to how many cuts 
are needed to satisfy n players. When Steinhaus first introduced the subject of cake 
cutting he comments “interesting mathematical problems arise if we arc to determine 
the minimal number of cuts necessary for fair division” [5]. 
Although there are a number of possible interpretations of what is meant by a “fair 
share” we will use the original meaning, namely, that each Pi believes according to 
his own measure that he receives at least l/n of the cake. The cake can be thought 
of as a compact subset of some Euclidean space such as E3. Each player P; has an 
additive probability measure pi and is able to cut any given piece of cake into two 
smaller pieces of any specified sizes provided they add up to the measure of the whole 
piece. 
There are two commonly used types of cuts. Cuts requiring some kind of “moving 
knife” such as found in [2, 61 will be called continuous algorithms. Since a fair division 
can be accomplished by the moving knife in only n - 1 cuts, the interesting questions 
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concerning the number of cuts arise in the case of discrete algorithms. In discrete 
algorithms, each cut is made by a single player according to his measure alone. In 
particular this means that if 4 cuts piece A into subpieces B and C then vj(B) and 
,Q(C) may be specified in the instructions given by the algorithm, but the values ~_lj(B) 
and ,Uj(C) for j # i can be any nonnegative numbers such that pj(B) + pj(C) = /Lj(A). 
This observation will be critical as we go along. 
Let F(n) be the minimum number of cuts needed by any discrete algorithm which 
guarantees all n players at least a I/n share. For IZ = 2 the simplest algorithm where 
PI cuts the whole cake into 2 pieces and P2 chooses one of these pieces, shows that 
F(2) = 1. 
In [lo] Even and Paz show that for n > 2, F(n) > n - 1. It is not difficult to find 
algorithms for 3 players requiring only 3 cuts, so F(3) = 3. In the same paper Even 
and Paz give a very clever algorithm for 4 players requiring only 4 cuts, so F(4) = 4. 
In what follows we will show that F(5) = 6 and F(6) < 8. 
Although all of the arguments are entirely elementary, there are some subtle details 
and potentially a large number of cases and subcases, etc. In order to cut down the 
number of such cases we will introduce some notations and definitions. 
The whole cake is denoted by X. Pieces of cake will be A, B, C,. . . . We will use 
ai to represent pi(A), bj for pj(B), etc. Greek letters a, p,. . . will represent blocks of 
several values such as ul,a2,a3, etc. 
Suppose PI is instructed to cut a piece A so that p*(A) = al is some given value. 
Although the other players will not in general agree with PI as to the value of piece A 
we will call the value ai the nominal value of A. If pz(A) 3 al we will write u2 = +. 
Similarly, if pz(A) < al write uz = -. The case p*(A) = al will be represented by 
an = symbol. Thus the symbol + indicates a player is willing to accept a piece at its 
nominal value. 
We will frequently use without loss of generality (w.1.o.g.) arguments. When a player 
first cuts the whole cake X, since all of the players play an equivalent roll at this stage 
we may assume w.1.o.g. that PI is the cutter. However, at another stage when piece A 
is cut where ,ul(A) # pz(A) the cases where P, cuts must be handled separately from 
the case where P2 cuts. 
The following algorithm shows that F(5) < 6. 
Five Player Algorithm 
Cut 1: PI cuts X into pieces A and B of size z and 2, respectively. 
A B 
p, = = 
p2 - ps ff P 
where cI = a2 a3 a4 as and p = 62 b3 b4 b5. 
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The algorithm proceeds depending on how many players accept piece A as being 
worth at least !. 
Case (i): Suppose exactly three of the players PI, PJ, Pa, P5 accept A. Then MJ. 1.0.~. 
we may assume that the three players are P2, Pj, P4. Here after, we will simply write 
MJ. 1. o.g. 3 = + + +- to represent the previous statement. Also, note that SI = + + +- 
implies p = - - -+. We now give piece A to players 2, 3 and 4 and give piece B to 
players 1 and 5 to divide equally in both situations. Since F(2) = 1 and F(3) = 3, at 
most 1 + 1 + 3 = 5 cuts are used. 
Case (ii): If w.1.o.g. LX = + + -- (and b = - - ++), give A to players 1, 2 and 
3 and give B to players 4 and 5. Again at most 5 cuts are used. 
Case (iii): If x = + + ++ (and p = - - --) then 
Cut 2: PI cuts B into pieces C and D both of size i. 
If any of P,,Ps, P4,P5 accept either C or D, w.1.o.g. c2 = +. Then give C to P2, D 
to 9, and A to P3, P4,P5. At most 5 cuts are used. 
Otherwise all c, and d, are - for 2 < i < 5. Hence, we can give C to PI and AU D 
to P2 - Ps. Since ~2, cs, ~4, cs are all -, players P2 - Ps all accept A U D as $. At most 
6 cuts are used since F(4) = 4. 
Case (iv): With a little care the cases r = - - -- and a = + - -- can be done 
simultaneously. Note that b3, b4, bS are all -+ in either event. 
Cut 2: PI cuts A into pieces E and F of sizes $ and i, respectively. 
E F 
p, = = 
P2 - Ps “u 6 
If 6 = - - --, give F to PI and B U E to 9 - Ps who all accept B U E as $. At 
most 6 cuts are used. 
Similarly, if 6 contains exactly one +, give F to this player and B U E to the other 
four. (We do not phrase this as a w.1.o.g. argument since the players P2 - Ps are not 
completely symmetric.) 
Hence we may assume that 6 contains at least two f. 
Cut 3: PI cuts E into pieces G and H each of size $. Note that everyone must 
accept either B U G or F U H, and recall that b3, b4,bs are all +. 
CLLY~ (iv-a). If at least two of P2 - Ps accept F U H give F U H to them (if possible 
include P2 as one of the two). Give G to PI and B to the remaining two players. In 
the single exceptional case where P2 accepts neither F U H nor B, he can be given 
piece G and PI is now one of the players sharing B. At most 5 cuts are used. 
Ctzse (iv-b). If exactly one of P2 - Ps accepts F U H, that player must accept either 
F or H, P, can be given the other of F or H and B U G is given to the other three 
players. At most 6 cuts are used. 
Case (iv-c). If none of P2 - Ps accepts F U H then all must accept B U G. 
Recall that at least two players among P2 - Ps accept F, so we can give F to one 
of them, give H to 9, and give B U G to the other 3. At most 6 cuts are used. 
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This completes the algorithm which shows that F(5) < 6 since at most 6 cuts were 
used in any case. A little later we will show that it is impossible always to satisfy 5 
players using only 5 cuts and so F(5) = 6. A similar algorithm (which is sketched in 
the appendix) shows F(6) < 8. It is not known yet whether this bound is sharp or not. 
Comparing these bounds with what is known for general n is instructive. At this 
time, the best bounds for F(n) are approximately n logn. Specifically, if 2’ ,< n < 2’+’ 
then the bound F(n) d nr is given in [l]. With a little more care this can be re- 
duced to F(n) d nr - 2’+’ + n + 1 [3]. For say n = 9, the former gives F(9) < 27 
and the latter F(9) < 21. Since these bounds are established recursively from smaller 
values of n they can be improved by what we now know for these smaller val- 
ues. The recurrence used is F(n) < n - 1 + F( in/21 ) + F( /‘n/21) where 1 1 and 
[ 1 denote the floor and ceiling functions, respectively. Thus, F(9) < 8 + F(4) + 
F(5) = 8 + 4 + 6 = 18. Of course, the estimate F(n) < n - 1 + F( Ln/2] ) + F( [n/21) 
is only an upper bound. Applying it to n = 5 we would get F(5) < 4 + F(2) + 
F(3) = 4 f 1 + 3 = 8, whereas we know F(5) = 6. A so far unanswered ques- 
tion is whether F(n) grows linearly or more like n log n. Another interesting question 
is whether F(n) < F(n + 1) for all n. Although this seems likely, I know of no 
proof yet. 
In proving a lower bound on F(n) we must somehow show that no algorithm is 
possible using some specific number of cuts. In some ways this is more difficult since 
at each stage an algorithm will ask some player (we do not know who) to cut some 
piece (we do not know which one) into subpieces of a certain size (we do not what 
size). Since we have to eliminate all possibilities we are in danger of multiplying the 
number of cases beyond practicality. In order to prevent this from happening we use 
the following strategy. 
Suppose an algorithm instructs PI to cut the cake X into pieces A and B of values al 
and 61, respectively. Since the algorithm must work for every admissible evaluation of 
A and B by P2, . . . , P, we can use an adversary argument where the adversary specifies 
these values - presumably in a way which is hard for the algorithm. In addition we 
will give specific values a; and b; for ,u~(A) and ,ul(B) which actually make it easy for 
the algorithm. We do this by relaxing the condition al + bl = p(X) = 1, so that if the 
algorithm works for some admissible al and 61 it will also work for a; and 6;. Since 
we may assume w.1.o.g. that A is the smaller piece, al < i, bl < 1 and al + bl = 1. 
If the algorithm can give PI a satisfactory share from pieces A and B actually worth 
al < i and bl < 1 to PI, it would also give PI a satisfactory share if the pieces A 
and B were worth LJ; = : and b; = 1. Of course LZ; + b; > 1, but using these larger 
values cannot prevent a valid algorithm from working, and allows us to consider a 
small number of cases. 
We will now see how these observations can be used. First we prove the following 
useful lemma. 
Lemma. Suppose fi and Pj are each to receive a single subpiece of A, say Ai and 
Aj respectively. Furthermore, suppose that it is required that ,Ui(Ai) 3 r > 0 and 
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uj(Aj) 3 s > 0. If pi(A) = ai < 2r then no algorithm can be guaranteed to accomplish 
this task. 
Proof. The key is that P, and PI each receive a single subpiece of A. The piece may 
be cut many times by many players, but only smaller subpieces result. 
Suppose someone other than fi cuts A into B U C. Then since Pi may evaluate 
b, = c, = iai < r, P can never be satisfied with a single subpiece. 
Now suppose P, cuts A into B U C. Since a; < 2r, w.1.o.g. c; < r so only B or 
possibly subpieces of B can satisfy Pi. Then since E’i may evaluate cj = is, only B or 
possibly subpieces of B can satisfy Pj. 
Hence, we are back where we started, except we must work with B rather than A. 
Thus no finite algorithm can produce the desired pieces. (Actually, since B is smaller 
to Pi than A by the amount is, after a finite number of steps the remaining piece is 
to0 small for Pj). 0 
We illustrate the use of this Lemma by proving the following theorem first found 
in [l]. 
Theorem 1. For n > 3 there is no discrete algorithm for n players using only n - 1 
cuts. 
Proof. If n > 3, w.1.o.g. P,, cuts first into subpieces A and B and ai = (n - 1)/n + 
E, b, = l/n - E for 1 < i < n - 1, where E = 3/n(n - 3)(2n - 1). Since each player 
receives exactly one piece, and B does not satisfy any of PI - P,_I, they must all 
share A. 
Continuing in this way, eventually 4, Pl, P3 must share some piece C where c, = 
3/n + (n - 3)~ = 6/(2n - 1). (If n = 3 we begin with all ci = 1.) Now, w.1.o.g. Pj cuts 
C into D U E and d, = e, = 3/(2n - 1) for i = 1,2. Now some 2 players, including at 
least one of PI or P2, must share one of the pieces D or E using only one more cut. 
This is impossible by the Lemma since 3/(2n - 1) < 2/n. 0 
We now see what happens when 5 players are limited to 5 cuts. When the 6 pieces 
are given to the players, one player will receive 2 pieces and the others exactly 1 piece. 
Theorem 2. There is no discrete algorithm for 5 players using only 5 cuts. 
Proof. W.1.o.g. PI cuts X into A U B where the following evaluations hold: 
(1) 
If and when B is ever cut again, we have two cases depending on whether the cutter 
is PI or someone else. 
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If P, cuts B into B1 U BZ then suppose 
BI B2 
PI ; 1 
If w.1.o.g. P2 cuts B into B1 U B2 then suppose 
Pa) 
(2b) 
If and when A is ever cut again, w.1.o.g. PI cuts into pieces Al U AZ. (Everyone 
evaluates A as f and the numbers we use are completely general for the cutter. The 
values on subpieces of A are independent of the values on subpieces of B.) 
AI A2 
2 
fi 3 3 
2 I 
Pa) 
p2 + 5. 
Since Al and A2 are equivalent pieces to everyone, if and when either of them is 
cut again, w.1.o.g. we have: 
If PI cuts A2 into A3 U Ad: 
AI A3 A4 
fi 2 2 2 
3 5 5 
P2 -Ps + ; ;. 
If w.1.o.g. P2 cuts A2 into A3 U Aq: 
AI A3 A4 
9 3 ; t 
2 
P2 f ; ; 
P3 -P5 f i t. 
(3b) 
(3c) 
Consider the 4 players (we do not know which 4) who receive a single piece. Either 
(I) at least 2 get a subpiece of B or (II) at least 3 get a subpiece of A. 
Case I: At least 2 subpieces of B are given to different players who evaluate them 
as at least f . 
In (2a) none of players 4 - Pj can be satisfied with B1 or B2 or any subpiece of 
them. Hence, only 1 player namely PI can be satisfied. 
In (2b) no one accepts B2 so 2 players must be satisfied with subpieces of B,. This 
is impossible by the Lemma, since at least one of these players thinks B1 is worth 
< $ 
Case II: At least 3 subpieces of A are given to different players who evaluate them 
as at least i. 
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In (3b) neither A3 nor A4 satisfy any of the players Pz - PS so at least 2 of these 
players must be satisfied with a single subpiece of Al. This is impossible by the Lemma. 
In (3~) no one accepts A4 so at least 2 players must be satisfied with a single 
subpiece of Al or As. This is impossible by the Lemma. 
Thus we have established that F(5) = 6. As n grows larger it appears increasingly 
difficult to find the exact value of F(n). q 
Appendix A 
For completeness we will sketch the algorithm which shows F(6) G 8. 
Cut 1: Pl cuts X into pieces A and B of sizes i each. W.1.o.g. at least 3 players 
accept A. The case where exactly 3 accept A and the other 2 accept B is trivial. 
The cases where all 5 accept A and where one player, say P2 does not accept A are 
essentially identical. 
Cut 2: PI cuts B into pieces C and D of sizes i and i. If none of the players 
P2 - Pe accepts C then give C to PI and let Pz - P6 share A U D. Sharing A U D requires 
F(5) I= 6 cuts, so a total of 8 cuts are used. 
Hence, cj = + for some j, 2 < j < 6. 
Cut 3: PI cuts D into pieces E and F of sizes i each. 
Everyone must accept either A U E or C U F. If all five of P2 - P6 accept A U E, give 
C to Pi, give F to PI and give A U E to the other four. 
If only four of P2 - PS accept A U E let them share A U E. The fifth must accept 
either C or F and gets that piece while PI gets the other. 
Finally, if at most three of P2 - Ps accept A U E, then some two accept C U F. Give 
C U F to these two (include P2 if possible), give E to PI (or P2 if possible), and A to 
the other three. (Note that P2 never gets A when a2 = -.) At most 7 cuts are used. 
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