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a b s t r a c t
Quality standards impose increasingly stringent requirements and constraints on quality
of service attributes and measures. As a consequence, aspects, phenomena, and behaviors,
hitherto approximated or neglected, have to be taken into account in quantitative
assessment in order to provide adequate measures satisfying smaller and smaller
confidence intervals and tolerances.With specific regards to reliability and availability, this
means that interferences and dependencies involving the components of a system can no
longer be neglected. Therefore, in order to support such a trend, specific techniques and
tools are required to adequately deal with dynamic aspects in reliability and availability
assessment.
The main goal of this paper is to demonstrate how state–space based techniques can
satisfy such a demand. For this purpose some examples of specific dynamic reliability
behaviors, such as common cause failure and load sharing, are considered applying
state–space based techniques to study the corresponding reliability models. Different
repair policies in availability contexts are also explored. Both Markovian and non-
Markovian models are studied via phase type expansion and renewal theory in order to
adequately represent and evaluate the considered dynamic reliability aspects in case of
generally distributed lifetimes and times to repair.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
The primary goal of technological progress is to improve the quality of life. This is reflected in the new standards
that specify tighter and tighter constraints on technical requirements. Often, some of these are related to reliability and
availability, properties that are of fundamental importance especially in safety critical systems.
Nevertheless, the impacts of reliability on our lives, risks, and challenges are often not well understood (under- or over-
estimated). In particular, we refer to phenomena due to dependencies or interferences, aspects conventionally grouped
under the category of dynamic reliability behaviors and often approximated or neglected. In order to improve the situation,
it is therefore necessary to provide innovative techniques and tools able to adequately evaluate such aspects.
From a system reliability perspective, it is actually possible for a component/subsystem to depend on or to influence
other components/subsystems within the system. Examples of such dynamic behaviors are: load sharing, restricted shared
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repair facilities, standby redundancy policies, on demand, cascade, common cause and commonmode failures, aging effects,
and so on.
In particular, aging is one of the most important aspect to take into account in reliability and availability assessments.
In fact, the age or wear out of a component, subsystem, and/or system (hereinafter just system) can significantly affect the
system reliability and availability and therefore it should be adequately taken into account.
For example, aging phenomena are very relevant in the software context. Smooth performance degradation has also
been called software aging and is a consequence of the exhaustion of system resources, such as system memory or kernel
structures, invalid pointers, the accumulation of round off errors, database deadlocks, and the contention for a pool of limited
software resources. Examples of operating system related faults are invalid allocation or deallocation ofmemory, kernel data
corruption, and incorrect or sub-optimal kernel resource management [1–4]. Performance, reliability and availability of the
software decaywhile the software is being used, thus the age of the software influences its behavior. The techniques exposed
in this paper can be used to also model software aging phenomena but are not limited to it.
Several approaches have been used in order to represent and evaluate dynamic/aging-related aspects in reliability
and availability. With regards to analytic models, different types can be distinguished depending on the nature of their
constitutive elements and solution techniques. The models that are considered in this paper are based on state–space
methods due to their flexibility and power in capturing dependence conditions in the system [5–7]. The state–space
approach is a very general approach and can handle more cases in dependability and performance modeling than any other
analytic method [8]. The method proceeds by the enumeration of the system states, that is, a collection of variables, the
values of which define the state of the system at a given point in time.
Stochasticmodels are usually themethod of choicewhenmodeling dependability since phenomena involving significant
uncertainties and unpredictable variability (inherent in the system or in its inputs) frequently need to be represented.
Through the probabilistic approach, the repercussions of such uncertainties in the model solution can be clearly shown.
Stochastic models can be further classified asMarkovian or non-Markovian. This distinction is based on the joint distribution
of the underlying stochastic process and is explored in the remainder of this paper.
Markov models allow the solution of stochastic problems enjoying the Markov property: the probability of any particular
future behavior of the process, when its current state is known exactly, is not altered by additional knowledge concerning its
past behavior. A wide range of real dependability and performance modeling problems are captured by the class of Markov
models, even though some important aspects of system behavior cannot be easily represented. The common characteristic
of such uncovered aspects is that the Markov property is not valid (if valid at all) at all time instants.
The most commonly used stochastic model for performance and reliability analysis is the homogeneous continuous time
Markov chain (HCTMC) which assumes, applying the Markov property, that rates associated with events (e.g., inter arrivals,
service completions, failures, repairs) are all constant in time and that resulting time random variables are exponentially
distributed. It covers a wide range of real-world dependability and performance modeling problems. However, in case of
time-dependent rates, non-exponential distributions, aging effects, etc., they cannot be used. Some of such aspects can be
captured by non-homogeneous continuous time Markov chain (NHCTMC). Indeed, although NHCTMCs allow us to represent
time-variant rates, they are not able to cover or model regeneration/renewal behaviors, since all such rates are only allowed
to depend on a unique global clock [9–11]. Otherwise, non-Markovianmodels need to be used.
In this paper, focus is on the reliability and availability modeling and evaluation of dynamic, dependent, aging-related
aspects through state spacemodels.More specifically, somedynamic reliability behaviors, such as the common cause failure,
the fault coverage, the load sharing, are identified, proposing state–space model-based solutions to provide the measures
required for the evaluation. Also different dynamic maintenance related aspects as repair policies and single repair facility
problems have been addressed. In all the state–space models adopted system aging is taken into account. Due to their high
power and flexibility, such techniques allow us to model and consequently analytically evaluate any kind of dependability
behavior, both static and dynamic. Our goal is to show the feasibility and the effectiveness of state–space methods in the
reliability and availability evaluation of general but realistic examples, thus providing awide overview of state–space-based
techniques and of their applications to a significant selection of dynamic reliability and availability problems. In this way,
we provide guidelines for the effective application of non-homogeneousMarkovian and non-Markovian state–spacemodels
in some specific reliability and availability analyses, addressing different dynamic/aging-related aspects.
In literature, there are several attempts of using state–space models in the reliability analysis of fault-tolerant
systems [12–15]. The main contribution of this paper with regards to the state of the art is to consider several dynamic
aspects altogether, relaxing the exponential assumption, in order to study in depth the impact of multiple dependent-
dynamic behaviors in system reliability/availability. To this purpose, a practical tone is used, explaining the techniques
through specific examples of dynamic reliability/availability problemswith the aimof providing a reference for practitioners
who may want to address similar problems.
Thus, in Section 2, some basic concepts on analytical, renewal theory and state–space techniques are introduced, also
discussing related work. In Section 3, fault coverage is analyzed, evaluating a specific example through NHCTMC and semi-
Markov processes. Then, in Section 4, the focus is on multiple failure modes and repair policies, discussing two examples of
concurrent failure modes and common cause failures with replacement and minimal repair, using SMP and phase-type
HCTMC. In Section 5, an example of a two-component system with load sharing is proposed, evaluating its availability
considering a single repair facility through Markov regenerative processes. A guideline on the use of the techniques and the
models proposed in the paper is provided in Section 6. Section 7 closes the paper with some final remarks.
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2. State–space models in reliability and availability
The time to failure distribution plays one of the most significant roles in dependability modeling. The failure distribution
is defined on the length of lifetime of a device. The modes of failure for the system in consideration strongly affect the
choice of failure distribution. Ideally, the failure distribution should be estimated by statistical samples of failure times
collected from experiments. In general, failure rate functions can be characterized by aging properties. Typically, there are
three classes: increasing, decreasing, and constant failure rates which are abbreviated as IFR, DFR and CFR, respectively.
The IFR property means that a failure rate function is increasing in age t , and represents age-related degradation and wear
out failures. The DFR property, which has a decreasing failure rate function of time, results from early failures. The CFR
property represents a random failure with a constant failure rate. In the reliability engineering, a bathtub curve is also
used as an expression of the lifetime of a device, which consists of three periods in which failure rates are DFR, CFR and
IFR, respectively. The CFR property leads to exponentially distributed time to failure while IFR and DFR properties to non-
exponential distributions. Other types of failure rate functions are also possible as a result of IFR, DFR and CFR mixing.
Markov models have often been used for software and hardware performance and dependability assessment. Reasons
for the popularity of Markov models include the ability to capture various dependencies, the equal ease with which steady-
state, transient, and cumulative transient measures can be computed, and the extension to Markov rewardmodels useful in
performability analysis [16]. For example, Markov modeling is quite useful when modeling systems with dependent failure
and repair modes as well as when components behave in a statistically-independent manner. Furthermore, it can handle
the modeling of multi-state devices and common cause failures without any conceptual difficulty.
The Markov property combined with time-homogeneity property make the transition time in HCTMC exponentially
distributed, thus restricting their applicability. By relaxing theHCTMC time-homogeneity assumptionNHCTMCare obtained.
Since a NHCTMC process evolves by following a unique global clock, only reliability problems have been addressed in this
way, such as, for example: software reliability growth and some cases of software aging [17–21].
2.1. Renewal theory
In order to represent repair policies it is necessary to introduce the concept of renewal. A set of techniques that proved
themselves to be very powerful for the solution of non-Markovianmodels is based on concepts grouped under the umbrella
ofMarkov renewal theory [22,23], a collective name that includesMarkov Renewal Sequences (MRSs), and two other important
classes of stochastic processeswith embeddedMRS, named Semi-Markov Processes (SMPs) andMarkov Regenerative Processes
(MRGP). Semi-Markov process (SMP) is a generalization of both continuous and discrete time Markov chains which permits
arbitrary sojourn time distribution functions, possibly depending on both the current state and on the state to be visited
next.
A stochastic process is called regenerative [24] if there exist time points at which the process probabilistically restarts
itself. In an MRGP, the sequence of its regeneration points identify a renewal sequence, the embedded renewal sequence. So,
at each renewal epoch or regeneration point, the process restarts from scratch, or, equivalently, it is independent from its
past, i.e., the stochastic behavior from such regeneration points is the same the process had from t = 0. This means that an
MRGP does not have the Markov property in general, but there is a sequence of embedded time points (S0, S1, . . . , Sn, . . .)
such that the states (X0, X1, . . . , Xn, . . .) of the process at these points satisfy the Markov property.
Renewal theory has been widely applied to the dependability context. Some references for the application of Markov
renewal theory in the solution of reliability/availability models can be found in [25–32].
One of the most widely and successfully state–space model adopted in reliability and availability evaluations of non-
Markovian systems is SMP. A good reference on the topic is [33]. It proposesmany examples which aid in the understanding
of the theory and shows how to apply this latter to concrete physical situations such as: three-state systems, systems
with mixed constant repair time, systems with multi-phase repair, systems with non-regenerative states, two-component
systemswith cold standby,maintenance, andMarkov renewal shockmodels. Janssen andManca [34] provide a complete and
self-contained presentation of semi-Markov models dealing with a larger context that also includes reliability, proposing
an interesting semi-Markov model for maintenance systems applied to a classical example given in [35] regarding two
machines (computers in the original example) working in parallel, extended with non-exponential distributions.
In [36] the authors discuss some techniques for evaluating and optimizing the reliability of multi-state systems. They
propose several interesting application of SMP to the reliability assessment in order to relax the Markov assumption. The
work described in [37] deals with semi-Markov models of repairable systems focusing on the system’s interval reliability.
An interesting analysis technique is proposed evaluating both the transient and the steady state interval availability based
on the Laplace transform domain. Csenki [38] further extends and specifies the technique, introducing two quantities, the
joint reliability and availability as the probability for the system to be reliable/available at the two time instants. Such a
technique is then applied to power transmission lines in a two-state fluctuating environment. An SMP is also exploited in
the evaluation of a non-Markovian UPS system availability in [39]. A similar model, further extending and better specifying
the storage model, has been evaluated in [40]. An interesting application of SMP in reliability modeling is [41], in which the
author obtains the reliability of an object with semi-Markov failure rate through a system of renewal equations.
More recently, MRGPs have been used in reliability and availability evaluation. Some examples concerning the reliability
analysis of power plants and other fault-tolerant systems can be found in [12–15]. Non-Markovian modeling has also been
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applied in software reliability context. In [42], the authors evaluate an analytical model of a software system employing
inspection-based preventive maintenance, through a MRGP with a subordinated semi-Markov reward process. In [43],
rejuvenation is modeled in a redundant computer system via a SMP in order to counteract software aging. Several different
configurations are evaluated in terms of availability by varying the rejuvenation policies. Another application of MRGP
modeling and analysis can be found in [44], where the availability of Internet-based services perceived by aWeb user, which
capture the interactions between the service facility and the user is evaluated, also investigating two different online service
scenarios: single-user-single-host and single-user-multiple-host. In [45], the authors address the analytical dependability
evaluation of phase mission systems by proposing a new methodology for their modeling and evaluation. Even though the
technique is based on a Markov regenerative stochastic Petri net (MRSPN) approach, the solution of the resulting model
is developed by the specialization of the MRGP theory. A phase mission system example has been used throughout the
paper to exercise the MRSPN approach in the modeling and evaluation of such systems. Further work on phase mission
systems modeling by MRGP is in [46] where the authors address the mission reliability analysis of such kinds of systems by
deriving several efficient formulations for intra-phase behavior analysis and inter-phase behavior analysis, allowing random
phasedurations, non-exponentially distributed repair activities, anddifferent repair policies. Twoexamples of phasemission
systems have been used throughout the paper to exercise the approach, modeled by MRGP and therefore analyzed in order
to evaluate the design parameters, such as failure rate, repair time, and redundancy level, and to study the effects that the
variation of the system running time has on the mission reliability. Several other examples and applications of MRGP in the
dependability context and their solution by the SHARPE tool [7] can be found in [47].
2.2. Markovianization techniques
A different approach used by several authors in order to model and evaluate the system dependability is to
transform/approximate, under specific assumptions, a non-Markovian model into a Markovian model. In [48], the author
develops semi-Markovian models for systems undergoing periodic, random and generally distributed tests and subsequent
repair, thus obtaining equivalent Markovian models for a number of special but frequently met cases in order to solve the
former and substantially reducing both the computer storage and time requirements. Thework described in [49] presents an
analytical approach for the dependability evaluation of non-Markovian discrete state systems with multiple components,
containing both stochastic and deterministic processes. In particular, the approach they developed is well suited for the
dependability assessment of the so-called failure delayed systems, i.e., systems where the failures do not have immediate
consequences for the users. The evaluation technique applied to the non-Markovian model, defines a three-step procedure:
firstly, the analytical expressions for the relevant dependability indices are derived; then, those expressions are reduced to a
canonical form by a set of transformations, obtaining Markovian statements; finally, the expressions are evaluated through
the application of a symbolic algorithm.
A similar idea has been applied in a more general and systematic way by phase type expansion (PH) [50,51]. The method
consists in representing a non-exponentially distributed state sojourn time by a combination of stages each of which is
exponentially distributed. The whole process becomes a homogeneous Markov chain provided that the description of the
system-state contains the information as to which stage of the component state duration has been reached. The division
into stages is an operational device and may not necessarily have any physical significance, and any distribution with a
rational Laplace transform can, in principle, be represented exactly by a phase type expansion. The major advantage of
phase type expansion is that, once a proper stage combination has been found to represent or approximate a distribution,
the resulting homogeneous Markov chain model can be solved even in fairly complex models. By contrast, the application
of supplementary variables, semi-Markov processes or Markov regenerative models is very limited in practical problems.
Phase type expansions have been directly used to model and evaluate the reliability/availability of non-Markovian
systems. For example, a repairable two-component system with a shared repairman is studied in depth in [52], by
characterizing phase-type sojourn time distributions. A similar idea, adapted to the discrete time domain is applied in [53],
where a standby system is investigated by discrete phase type, and then both combined into [54], where the reliability of a
repairable cold-standby system with phase-type distributions is investigated.
Each of the above referred works focus on a specific problem, proposing a specific solution for it based on state–space
models. In this work, the focus is instead put on a class of problems categorized as dynamic reliability and availability, trying
to identify and to provide the guidelines for addressing them through state space based techniques. In particular, the main
goal of the paper is to address practitioners, through examples, in the selection of the state–space model and technique to
apply according to the problem to be solved.
One of the most interesting contribution of this work to the state of the art is to take into account different dynamic
aspects all together, mixing dynamic reliability behaviors, e.g., standby redundancy, common cause failure, fault coverage
models, with dynamic availability aspects and behaviors such as minimal repair, limited shared repair facilities, and so on.
3. Imperfect coverage
The coverage factor is one of the most important aspect to take into account in design, management, and evaluation
of fault-tolerant systems. This represents the probability of successfully recovering from a fault given that the fault has
occurred [55]. Since fault coverage is neither a static behavior nor a structural relationship among the components of a
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Fig. 1. Imperfect coverage model.
system, it is considered and therefore represented as a dynamic reliability aspect of primary importance in system reliability
and availability evaluations.
In order to show how state–space models can adequately represent imperfect coverage together with non-exponential
time to failure distributions the reliability of a two-component systemwith imperfect coverage is investigated. Assume that
one component is initially active while the other component is in a cold standby spare status. The failure rate of the initially
active component is a time-dependent function, λ(t). We will assume the Weibull case in the example. The failure rate of
the second component is initially 0 until it is activated. At that time its failure rate has a time-independent value λ2.
The model is shown in Fig. 1. In state 2 if the active component fails, with probability c the component failure is covered
and the system enters state 1 thus activating the spare, with probability 1 − c the failure is not covered, and the system
enters the down state 0. c can be considered as the switch probability per request of the standby system switching device,
i.e., the probability the switch performs the switching when requested to do so. In state 1, the failed component is being
repaired with rate µ. In the meantime, with rate λ2 the spare component may fail and the system enters down state 0.
Two repair strategies are considered:
i. minimal, implementing an ‘‘as-bad-as-old’’ policy, i.e., after repair the failed primary component is resumed in the
condition immediately before the failure, while the spare returns to the cold standby status;
ii. replacement, implementing an ‘‘as-good-as-new’’ policy, i.e., the primary component is replaced or is properly repaired
in order that it is resumed as a new one; the original spare still return to the cold standby.
In the first case, if the repair rate is much higher than the failure rate, the down time can be neglected and therefore the
state–space model can be approximated by an NHCTMC, assuming the transition rate from state 2 to state 1 only depends
on the global clock not considering the repair time. In the second case, the repair event corresponds to a renewal and thus
the transition rate from state 2 to 1 depends on the local time elapsed since the regeneration point, i.e., the time spent in
the state 2 after repair. In such a case the model is an SMP.
3.1. Non-homogeneous CTMC
For the NHCTMC case, the piecewise constant approximation technique can be used for its solution. In order to get the
transient reliability at time t0, the interval [0, t0] is divided into many small steps of length δ, in total n + 1 steps with
n = ⌈t0/δ⌉ (n if t0 is multiple of δ). Thus, the model can be treated as an HCTMC in each step i = 0, . . . , n, i.e., failure rates
are assumed constant λ(i) = α
β
( iδ
β
)α−1 for any t ∈ [iδ, (i+ 1)δ], where α is the shape parameter and β is the scale parameter
of the Weibull distribution F(t) = 1− e−(t/β)α .
In the numerical solution of the state–spacemodel of Fig. 1, we assume λ2 = 0.03,µ = 2, c = 0.9, β = 1.5, and α = 2.5.
The results obtained by analyzing the NHCTMC model are shown in Fig. 2(b), compared against the SMP ones. Such results
are discussed in the next subsection.
3.2. Semi-Markov process
If, due to a repair of the failed component from a covered failure, the system restarts from scratch, state 2 is a rejuvenation
state and the state–space model of Fig. 1 is an SMP. In order to analyze the system reliability as function of time, the PH
expansion approach proposed in [56] is used. According to this, the Weibull distribution F(t) characterizing the transitions
outgoing from state 2 is approximated by an r-stage Erlang distribution. In this way, since the Weibull distribution for
α = 2.5, β = 1.5 is IFR, the number of stages r is
r = r
2
1
r2 − r21
rounded to the nearest integer, while the rate parameter λ of the Erlang distribution is
λ = r
βr1
where r1 = Γ ( α+1α ), r2 = Γ ( α+2α ).
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(a) Erlang vs. Weibull pdf. (b) Results.
Fig. 2. PH approximation of the Weibull pdf (a) and comparison among the NHCTMC vs. SMP imperfect coverage model analysis results (b).
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Fig. 3. State–space model of a power supply system with two types of outages.
By substitutingα = 2.5, β = 1.5 in the above formulas, we obtain r = 5, λ = 4.1035. As shown in Fig. 2(a), the resulting
Erlang distribution is very close to the original Weibull distribution. The results obtained by evaluating the PH expanded
CTMC corresponding to the SMP against the NHCTMC ones are shown in Fig. 2(b). They plot the reliability function in time,
i.e., the probability to be in state 1 or 2. It can be observed that, since the Weibull CDF considered is IFR, the reliability trend
of the NHCTMC is always lower than the SMP one, due to the renewal in state 2. This simply shows that minimal repair is
less effective in this case. We could incorporate a rate of minimal repair as compared with replacement and recompute but
we leave that as an exercise. In fact it may not be a bad idea to consider a lower value of µ in the SMP model to reflect a
longer time it takes to carry out ‘‘maximal’’ repair.
4. Multiple failure modes
In this section, two very common reliability behaviors, usually categorized as dynamic, are investigated. Different causes
or modes of failures can be identified for a component, subsystem or system, which, moreover, can be both independent
or dependent. In the latter case, it is necessary to take recourse to the dynamic reliability approach for evaluating the
system reliability. Common cause failures belong to the class of multiple-dependent failures and therefore require specific
investigation techniques such as state–space models. In the following, two examples of multiple failure and common cause
failure are proposed and discussed, in Sections 4.1 and 4.2, respectively, showing how to use stochastic processes in their
evaluation.
4.1. Multiple concurrent failure
Consider the model of a system with two types of outages depicted in Fig. 3. It contains three states: 0 is the operational
state, while 1 and 2 are two outage states. Fi(t), i = 1, 2, is the failure time distribution of entering state i, if the other
transition outgoing from state 0 is disabled. Gi(t), i = 1, 2 is the repair time distribution when the system is in the outage
state i. The goal is to calculate the steady-state availability of the system.
First, the steady state probability vector is calculated using Markov renewal theory. To this purpose, the embedded
discrete time Markov chain of such SMP needs to be determined. Let the transition time from state 0 to state 1 and to
state 2 be represented by the L1 and L2 random variables (r.v.), respectively. The global kernel K(t) is as follows: 0 K01(t) K02(t)
K10(t) 0 0
K20(t) 0 0

where:
K01(t) = Pr{L1 ≤ t ∧ L2 > L1} =
 t
0
(1− F2(u))dF1(u),
K02(t) = Pr{L2 ≤ t ∧ L1 > L2} =
 t
0
(1− F1(u))dF2(u),
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Table 1
Parameters of the example.
α1 β1 α2 β2 T1 T2
2 2000 0.75 10,000 1 2
K10(t) = G1(t),
K20(t) = G2(t),
and the transition probability matrix for the embedded Markov chain is:
P = K(∞) =
0 η 1− η
1 0 0
1 0 0

where η = ∞0 (1− F2(u))dF1(u). Solving v = vPwith v0 + v1 + v2 = 1, we have
v0 = 12 , v1 =
η
2
, v2 = 1− η2 .
For the sojourn time distribution:
H0(t) = Pr{L1 ≤ t ∨ L2 ≤ t} = 1− [1− F1(t)][1− F2(t)] = F1(t)+ F2(t)− F1(t)F2(t),
H1(t) = G1(t), H2(t) = G2(t)
while the mean sojourn time at state i is
hi =
 ∞
0
[1− Hi(t)]dt.
The steady-state probability vector π = (π0, π1, π2) can be written as:
πi = vihi2
k=0
vkhk
, i = 0, 1, 2.
Now, if L1 and L2 are assumed to be distributed according to a Weibull distribution 1 − e−(t/β)α and the repair times from
both states 1 and 2 are deterministic, i.e.:
F1(t) = 1− e−(t/β1)α1 , F2(t) = 1− e−(t/β2)α2 , G1(t) =

0, t < T1
1, t ≥ T1 , G2(t) =

0, t < T2
1, t ≥ T2
we have:
η = α1
β1
 ∞
0
e−(t/β2)
α2

t
β1
α1−1
e−(t/β1)
α1 dt, h0 =
 ∞
0
e−(t/β1)
α1−(t/β2)α2 dt, h1 = T1, h2 = T2.
Since the steady state availability A∞ corresponds to the probability to be in state 0 or π0, then: A∞ = π0 = v0h02
k=0 vkhk
=
h0
h0+ηT1+(1−η)T2 . By substituting the parameters values summarized in Table 1 in the above formula and numerically solving
the integrals through the Mathematica R⃝tool [57], we obtain: η = 0.770941, h0 = 1483.42 A∞ = 0.999172. Therefore, the
system, considering the parameters shown in Table 1, ensures a three nines steady state availability.
4.2. Common cause failure and repair
The state models reported in Fig. 4(a) and (b) represent a system composed of two redundant components. Such
components fail autonomously but,with probability q, a commoncause failure can trigger the failure of the other component.
In the model shown in Fig. 4(a), a repair is performed only if both components are failed, replacing them with two
‘‘as-good-as-new’’ components. The model of Fig. 4(b) implements a more complex repair strategy, by coupling to the
components replacement (if both are failed) a minimal repair policy if only a component fails. More specifically, if a
component fails while the other is still operating (common cause failure not triggered), it is separately ‘‘minimally’’ repaired;
if both components have failed, they are replaced with two as-good-as-new components. Components are assumed to be
hot swappable, i.e., a failed component can be (minimally) repaired without affecting the operation of the other component.
Therefore, a minimal repair of a component can be performed on-line while the other component is working without
stopping the system.
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(a) Without minimal repair. (b) With minimal repair. (c) ACPH(2).
(d) Erlang CPH.
Fig. 4. System state models, canonical form representation of a second order acyclic CPH (ACPH(2)) and Erlang CPH.
The two components, namely A and B, are characterized by non-exponentially distributed time to failure r.v. or, as
reported in the state models of Fig. 4(a) and (b), by time-varying failure rates (λA(t) and λB(t), respectively). The time
to repair/replacement are assumed to be exponentially distributed with rates µA and µB in case of minimal repairs and
µR in case of replacement. Since the time to replace a component is realistically greater than the time to repair, we have:
µR < µA, µB, often µR ≪ µA, µB.
In the models of Fig. 4(a) and (b), four states are identified for the system: state 2 represents two operating components,
states 1A and 1B characterize only one working component (A or B respectively), and state 0 represents the system failure
(both components are failed). If a component fails and the common cause failure is not triggered, the other component
continues to work, keeping its history on age and wear out. In the meanwhile, the first (failed) component can beminimally
repaired, and the system comes back to the initial state 2, or the other component fails, and the system jumps into the
unavailable state 0. A minimal repair restores the component to the condition (age and wear out) it had immediately before
its failure.
First, consider the no minimal repair model shown in Fig. 4(a). Even in this case the model is not an SMP because the
entries into states 1A and 1B are not regeneration points since the age of the non-failed component is measured from the
time of last entry into state 2. State 0 and 2 are regeneration points and thus the model is an MRGP.
Next, consider the inclusion of minimal repair that restores the failed component to its age prior to failure, shown in
Fig. 4(b). Since the time to repair is negligible compared to the time to failure, both components have essentially the same
age. In any case, entry in state 2 is no longer a regeneration point. However, entry in state 0 is still a regeneration point.
The model (in both cases) can be solved by using the PH expansion approach. It is therefore necessary to expand each
timed distribution by means of the corresponding phase type distribution, obtaining a more complex CTMC. For the sake of
clarity, in order to reduce the complexity of such CTMC, the simple 2-stage acyclic phase type template (ACPH(2)) shown in
Fig. 4(c) is chosen for approximating the non-exponential distributions of the original state models.
In order to obtain the ACPH(2) expanded CTMC, the technique proposed in [58] is used. Since the applicability of such a
technique is restricted to distributions satisfying specific analytic bounds, it is necessary to verifywhether it can be applied to
the non-exponential distributions of A and B, characterized by λA(t) and λB(t) failure rates, respectively. These are assumed
to beWeibull distributions, and so:λA(t) = αAβA ( tβA )αA−1 andλB(t) =
αB
βB
( t
βB
)αB−1. To better explain the underlined technique,
we also assume that one of the two components (A) has increasing failure rate (IFR) (αA = 1.5) and the other has decreasing
failure rate (DFR) (αB = 0.5). This assumption is not very realistic, but it allows us to explain how to deal with both IFR and
DFR Weibull distributions. The scale parameter is the same in both cases: βA = βB = 1.5.
The selected technique [58] uses a moment matchingmethod based on the first three non-central moments:m1 = E[X],
m2 = E[X2] andm3 = E[X3]. The generic nth non-central momentmn of a Weibull Cdf associated to the XW r.v. is:
mn = E[XnW ] = βnΓ

α + n
α

.
The bounds are expressed in terms of both the first three moments and the squared coefficient of variation C2[X] = m2
m21
− 1
as follows:
i. 0 < m1 <∞,
ii. 0.5 ≤ C2[X] ≤ ∞,
iii.

0.5 ≤ C2[X] ≤ 1, 3m31(3C2[X] − 1+
√
2(1− C2[X]) 32 ) ≤ m3 ≤ 6m31C2[X];
C2[X] > 1, 3
2
m31(3C
2[X] + 1)2 ≤ m3 <∞.
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Table 2
Parameters of the ACPH(2) approximations.
Comp. Input parameters Calculated parameters
α β µ m1 m2 m3 Bound C2[X] h λ1 λ2 p
A 0.5 1.5 10 3 54 2430 1458 5 (3, 2, 6) 0.0612 0.6055 0.0825
B 1.5 1.5 10 1.354 2.679 6.75 93,313 0.46 – – - –
(a) Without minimal repair. (b) With minimal repair.
Fig. 5. ACPH(2)-CTMC approximation of the original state models.
The phase type distribution thus obtained has the form of the one depicted in Fig. 4(c). This is a canonical representation of
an acyclic continuous PH of order 2 (ACPH(2)) with CTMC-PH generator matrix:
Q =
−λ1 λ1
0 λ2

while the initial probability vector is α = (p, 1− p), where 0 < λ1 ≤ λ2.
Once the applicability of the method is verified, it is necessary to calculate the ACPH(2) parameters p, λ1 and λ2. To this
purpose, we first compute h1, h2 and h3 as follows:
h1 = m1; h2 = C2[X] − 1; h3 = m3
6m31
− m
2
2
4m41
and from these we obtain
if h2 ≥ 0(C2[X] ≥ 1)⇒

λi =
h3 + h22 + h2 ∓

(h3 + h22 + h2)2 − 4h2h3
2h1h3
, i = 1, 2;
p =
−h3 − h22 + h2 +

(h3 + h22 + h2)2 − 4h2h3
h3 + h22 + h2 +

(h3 + h22 + h2)2 − 4h2h3
,
if h2 < 0(C2[X] < 1)⇒

λi =
h3 + h22 + h2 ±

(h3 + h22 + h2)2 − 4h2h3
2h1h3
, i = 1, 2;
p =
h3 + h22 − h2 +

(h3 + h22 + h2)2 − 4h2h3
−h3 − h22 + h2 +

(h3 + h22 + h2)2 − 4h2h3
.
First, in order to apply the underlined technique to the models of Fig. 4(a) and (b), the three conditions specified above
need to be verified. The values corresponding to the Weibull Cdf of both A and B components are reported in Table 2.
For component A, since m1 = 3 > 0, C2[X] > 1 > 0.5 and Bound = 32m31(3C2[X] + 1)2 ≤ m3 < ∞, all the
conditions are satisfied and the values reported in the right part of Table 2 are obtained. In the case of component B, we
have m1 = 1.354 > 0 but C2[X] = 0.46 < 0.5 and therefore the technique of [58] cannot be applied. We can instead
apply the technique described in [56] thus obtaining an r-stage Erlang distribution as done in Section 3.2. By substituting
α = 1.5, β = 1.5 in the specific formulas we obtain r = ⌊2.17⌋ = 2, λ = 1.602. The resulting PH is therefore a 2-stage
Erlang that can also be considered as an ACPH(2)which λ1 = λ2 = λ and p = 1.
The CTMC thus obtained by approximating PHs the original state–space models of Fig. 4(a) and (b) are depicted in
Fig. 5(a) and (b), respectively. These include the modeling of the competitions between the components affecting state 2
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Fig. 6. Comparison between the instantaneous availability of the two configurations without and with minimal repair.
of the original state model. Each component time to failure distribution is represented by an ACPH(2) as the one shown in
Fig. 4(c). The labels 2/i, j, with i, j = 1, 2, represent all the possible combinations among the phases of the two ACPH(2), in
total 4. The first index identifies the phase reached by component A, while the second index the phase reached by B. So, for
example, 2/1, 1 is the state of both the components in the first phase of the corresponding ACPH(2), 2/1, 2 is the state in
which component A is in the first phase and component B is in the second phase of the corresponding ACPH(2) failure time
distribution, and so on.
In the CTMC of Fig. 5, if a component fails, with probability q its failure is propagated to the other component and the
system jumps to state 0. Otherwise, the still working component keeps the system available. In the transition from state
2 to a state 1∗ (any state characterized by one working component, i.e., 1A and 1B), the age of the working component is
preserved by saving the phase it reaches before the failure of the other component. And so, from state 2/2, 1, if A fails, the
state 1B/1 is reached, or vice versa, from 2/1, 2, when B fails, 1A/1 is reached, and from 2/2, 2 both 1B/2 and 1A/2 can be
reached following up the failure of A or B, respectively.
Moreover, in the CTMC of Fig. 5(b), a minimal repair from states 1∗ also saves the phase reached by the still working
component, also restoring the repaired component to the condition assumed immediately before its failure, the last phase,
phase 2 for ACPH(2). Therefore, a minimal repair from state 1B/1 (or 1A/1) transitions to state 2/2, 1 (2/1, 2 for 1A/1) when
A (B in the other case) is minimally repaired. Following the same reasoning, a minimal repair from the second phase 1 ∗ /2
always transitions to state 2/2, 2. This strictly regards the model with minimal repair, in fact, in the CTMC of Fig. 5(a), there
are no transitions that take back from a single failure, from states 1∗, to the fully operating state 2.
When both components fail, the system becomes unavailable (state 0). In such a case both components are replaced and
the system is regenerated. Such regeneration, in the PH expanded CTMC, corresponds to the transitions from state 0 to the
expanded states 2/1, 1, with probability p, and 2/2, 1 with probability 1− p.
From the PH expanded CTMC of Fig. 5, the instantaneous system availability is obtained, given: λA1 = 0.0612, λA2 =
0.6055, λB = 1.602, µA = µB = 10, µR = 30, p = 0.0825, q = 0.1. Assuming both components initially operating,
the initial probability is 0 for all the states except for states 2/1, 1 and 2/2, 1 whose initial probabilities are p = 0.0825
and 1− p = 0.9175, respectively, corresponding to the initial configuration of the CPH representing the A failure CDF. The
results obtained using the SHARPE package are plotted in Fig. 6. As expected, it can be observed that the system also adopts
a minimal repair strategy (Repl.+Min. Repair) is more available than the one only applying the replacement strategy (Only
Repl.). The difference is amplified in the transient while in the steady state the two trends are closer. More specifically, the
system applying the replacement policy reaches a steady state availability A∞ = 0, 9896 after about 40 h, while the system
with both replacement and minimal repair ensures a two nines steady state availability (A∞ = 0, 9914), reached after a
shorter transient of about 2–3 h.
5. Load sharing and single repair facility
In this section, focus is mainly put on another important dynamic reliability aspect related to the effects and the impact
of load sharing among components into the system reliability and availability. Moreover, here we also investigate the
well-known single repair facility problem, starting from the system evaluated in Section 4.2. In particular, we consider the
configuration without minimal repair, in which the failed components are only replaced, introducing the further restriction
of a shared single repair facility. The replacement is fulfilled in a FCFS policy: when the repair facility is busy and a second
failure occurs, the second component to fail waits in a repair queue until the first component is put back into service. Let us
now consider the components’ lifetime exponentially distributed with respective rates λA and λB, and their time-to-repair
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Fig. 7. MRGP representing the parallel system with single repair facility.
generally distributed with functions GA(t) and GB(t), respectively. Also in this case a common cause failure involving both
components can occur with probability q. The load sharing is represented by exploiting proportional hazard models but,
since the two components are different, two different dependence parameters for them need to be specified, proportionally
weighting their mutual impact: δA and δB.
The state–spacemodel representing the overall system is depicted in Fig. 7. In order to take into account the single repair
facility, we resort to an MRGP, graphically characterized by the square representing non-renewal states 4 and 5, and also by
differentiating the arcs as dashed, thin and thick. In such MRGP, dashed arcs represent concurrent transitions. A transition
tr is said to be concurrent with respect to another transition tr ′ if both tr and tr ′ can occur in a given state i and the firing
of tr does not disables tr ′. Otherwise, tr is said to be competitive with tr ′, and is represented by a thick arc. Exponential
competitive transitions are instead represented by thin arcs.
To explain the MRGPmodel, let us define the stochastic process Z = {Z(t); t ∈ R+} representing the system state at any
instant t ≥ 0, where:
Z(t) =

2, if both components are working at time t ≥ 0, sharing the workload;
1, if component A is being repaired while B is working on the whole load at time t ≥ 0;
3, if component B is being repaired while A is working on the whole load at time t ≥ 0;
4, if component A is being repaired while B is waiting for repair at time t ≥ 0, or due to a common
cause failure, in which the repairman randomly selects component A is the first to be repaired;
5, if component B is being repaired while A is waiting for repair at time t ≥ 0, or due to a common
cause failure, in which the repairman randomly selects component B is the first to be repaired.
Let us assume that, in states 4 and 5, the repairman randomly chooses the first component to repair, and so the probabilities
to select A or B are 0.5. The system is in state 2 if both Aand B are up (and the repairman is free). Component A can fail at the
rate δAλA, since it is in load sharing with B (which rate is δBλB), reaching state 1. This will take the repairman some time to
repair, distributed according to the GA(t) Cdf to bring the system back to state 2. If component B goes down during repair
time of component A, the system jumps to state 4, while the repair action on component A continues. Once Ais repaired, and
B is still down, the system is in state 3. B is repaired with a repair duration generally distributed with Cdf GB(t), but A can
fail again in the mean time, moving the system to state 5.
As shown in Fig. 7, exponentially distributed transitions from state 1 to state 4 and from state 3 to state 5 are concurrent,
since the firings of these two transitions do not disable the generally distributed transition representing the corresponding
failed component under repair. Such transitions do not characterize Markov regeneration epochs since they occur while
non-exponentially distributed transitions are enabled. Thus, the stochastic process Z is an MRGP whose embedded Markov
chain (EMC) is identified by states 1–3, while states 4 and 5 do not belong to the EMC since they are non-renewal states
therefore represented by squares.
Once theMRGP has been identified, the next step is the construction of both the global and the local kernel matrices K(t)
and E(t). By observing the MRGP of Fig. 7, the structure of the global kernel matrix K(t) can be identified as:
K(t) =
 0 K1,2(t) K1,3(t)
K2,1(t) 0 K2,3(t)
K3,1(t) K3,2(t) 0

.
To compute the elements of K(t), let us start from the first row going down. The process of determining elements K1,2 and
K1,3 is quite alike, so only the computation of K1,2 is shown. Let RA, RB be the times to repair and LA, LB the times to failure
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r.v. of A and B, respectively. In order to compute K1,2, the following approach is applied:
K1,2(t) = Pr{Z(S1) = 2, S1 ≤ t|Z(0) = 1}
= Pr{‘‘repair of A has finished at t and B did not fail during the repair of A’’}
= Pr{RA ≤ t ∧ LB > RA} =
 t
0
Pr{LB > u}dGA(u) =
 t
0
e−λBudGA(u).
Following a similar reasoning, we obtain K2,1.
There are two ways of reaching state 1 from 2: the first is if A fails before B, the second is if a common cause failure
occurs and the repairman chooses to first repair A and completes such a repair action. The two events are independent so
the corresponding probabilities can be added. In analytical terms, we have:
K2,1(t) = Pr{Z(S1) = 1, S1 ≤ t|Z(0) = 2}
= Pr{(LA ≤ t ∧ LB > LA) ∨ (RA ≤ t ∧ (LA = LB) ≤ RA)}
= (1− q)
 t
0
eδBλBud(1− eδAλAu)− 1
2
q
 t
0
e−qδBλBuGA(t − u)d(1− e−qδAλAu)
− 1
2
q
 t
0
e−qδAλAuGA(t − u)d(1− e−qδBλBu)
= (1− q)δAλA
 t
0
e(δAλA+δBλB)udu− 1
2
q(δAλA + δBλB)
 t
0
e(δAλA+δBλB)uGA(t − u)du.
The computation of K2,3 is analogous: it can be obtained by exchanging A and B in the previous formula. The third row is
completely symmetrical to the first, so the corresponding elements can be obtained by this latter exchanging the subscripts.
Then, the global kernel matrix K(t) is:
K(t) =

0
 t
0 e
−λBudGA(u)
 t
0 (1− e−λBu)dGA(u)
(1− q)δAλA
 t
0 e
λLSudu− 0 (1− q)δBλB
 t
0 e
λLSudu−
− 12qλLS
 t
0 e
λLSuGA(t − u)du − 12qλLS
 t
0 e
λLSuGB(t − u)du t
0 (1− e−λAu)dGB(u)
 t
0 e
−λAudGB(u) 0

where λLS = (δAλA + δBλB).
Once K(t) is specified, the local kernel matrix E(t) has to be computed. Since a Markov regenerative process can change
states between two consecutive Markov regeneration epochs, these changes need to be captured through the E(t)matrix.
Moreover, the cardinality of Z can be greater than the EMC state–space one and thus, in general, E(t) is a rectangular matrix.
In fact, in the example, the EMC has only 3 states while the system has 5 possible states. By a careful examination of the
MRGP of Fig. 7, the structure of E(t) is:
E(t) =
E1,1(t) 0 0 E1,4(t) 0
0 E2,2(t) 0 E2,4(t) E2,5(t)
0 0 E3,3(t) 0 E3,5(t)

.
In defining E(t), let us start from its square sub-matrix E1(t) = [Ei,j(t)] with i, j = 1, . . . , 3. This is a diagonal matrix, only
Ei,i(t)with i = 1, . . . , 3 are non-zero elements. E1,1(t) represents the probability of remaining in state 1 until a given time
t , i.e., the probability that the repair of A is not finished at t and B has not failed till t:
E1,1(t) = Pr{Z(t) = 1, S1 > t|Z(0) = 2} = Pr{RA ≤ t ∧ LB > t}
= Pr{RA ≤ t}Pr{LB > t} = [1− GA(t)]e−λBt
since the two events are independent. E2,2(t) is the probability of remaining in state 2 until t , so the probability that a
common cause failure cannot occur until t , and so: E2,2(t) = (1−q)e−(δAλA+δBλB)t . In the sameway as in E1,1(t), we determine
E3,3(t) = [1 − GB(t)]e−λAt . Element E1,4(t) is obtained as the probability of having a failure of component B before t while
the repair of A is not finished before t , follows that E1,4(t) = [1 − GA(t)](1 − e−λBt). Applying the same reasoning to the
other elements of E(t), we have:
E(t) =
GA(t)e−λBt 0 0 GA(t)(1− e−λBt) 00 (1− q)e−λLS t 0 q/2e−λLS t q/2e−λLS t
0 0 GB(t)e−λAt 0 GB(t)(1− e−λAt)

where: G∗(t) = [1− G∗(t)]with ∗ = A, B, and λLS = (δAλA + δBλB) as above.
Once both the kernel matrices K(t) and E(t) are specified the model could be analyzed. The solution is obtained by
analyzing the Markov renewal equation. A closed form solution of this equation is often really hard to obtain, and hence it
is necessary to use numerical algorithms to solve it. A good alternative could be to consider the Laplace–Steltjes transform
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Table 3
Parameters of the system MRGP model.
Component λ δ 1/µ
A 0.002 0.3 0.1
B 0.01 0.6 0.1
Fig. 8. Steady state availability of the parallel system varying q.
domain, where the Markov renewal equation is translated into a linear system. These techniques are able to make both
transient and steady state evaluations.
If only the steady state is necessary, the simpler technique proposed in [59] can be used. It has also been implemented in
SHARPE [47]. In our case study, we wish to evaluate the impact of the common cause failures on the system, parameterizing
the analysis of the corresponding model by varying q. Therefore we use SHARPE in order to evaluate the MRGP steady state
availability to study the effect of q.
Let us assume a deterministic time to repair distribution: GA(t) = u(t − 1/µA) and GB(t) = u(t − 1/µB). Table 3
summarizes the numerical values of the parameters used in computation, times are expressed in hours, while rates in
hours−1. By these values, we consider the component A more reliable than B, since this latter has a lower failure rate, but
on the other hand we also consider Bmore powerful than A, because the load sharing has a stronger impact in component
A, that is more sensitive to the workload changes.
By analyzing the MRGP for such numerical values, the graph depicted in Fig. 8 is obtained. It shows how the steady state
availability (A∞) of the system varies by changing the common cause failure probability q. By the graph it is possible to
observe a clear linear trend of the A∞ with respect to q. The steady state availability of the system goes from the maximum
A∞ = 0.999687913 if no common cause failure are considered (q = 0), to the minimum of A∞ = 0.963846678 reached in
case the two components always fail together (q = 1).
6. Guidelines and discussion
Starting from the examples evaluated in the previous sections, some system reliability and availability state–space
modeling guidelines can be derived. Such guidelines are summarized in Fig. 9, which reports a flowchart with questions
and answers that we believe can be useful to the reader in selecting the right model with respect to the particular system
under analysis and its characteristics in terms of events. Specifically, if both failure and repair events are characterized by
time-independent rates, the simplest state–space model that can be used is of course the HCTMC. If failure rates are time
dependent but all components have the same global clock then the use of NHCTMC is appropriate. If non-exponentially
distributed events are present but only one event is enabled per system state then the simpler model that can be used is an
SMP. In the case of more than one event enabled per system state an MRGP can be used if at most one of the these events
has generally distributed time while all others have exponentially distributed time. The more general technique discussed
here is the PH one that can be used when the above restrictions are not satisfied.
From another perspective, NHCTMC can be usedwhen no regeneration states are present, so they aremainly exploited in
reliability problems. Renewal processes allow regeneration states and therefore they can deal with availability and generic
repair policies. SMP cannot manage concurrency among generally distributed events and therefore their application in
dynamic reliability/availability is limited. MRGPs can overcome such a limitation to some extent and can be used in a wider
range of problems. A good alternative could be the phase type expansion since this is a very generic framework that has
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Fig. 9. System reliability/availability modeling guidelines flowchart.
also greater applicability than MRGP, although PH-based techniques are particularly subjected to the state–space explosion
problem. Such a problem can be somewhat alleviated via Kronecker algebra-based methods [60,61].
7. Conclusions
In this paper, we apply analytical techniques to the modeling and the evaluation of dynamic reliability and availability
of systems with non-exponential distributions. Such techniques belong to the class of the state–space methods, i.e., of the
models based on the identification and on the enumeration of the states a system can assume.
Such discrete state–space models usually fit the requirements of a system for its dependability evaluation. As
demonstrated by the examples proposed and studied in depth, both static and dynamic dependability behaviors can be
dealt with by state–space models due to their high power and flexibility.
In thisway, the papermakes a general overview of the approaches, providing a detailed survey on state–space techniques
andmethodologies. Its main merit is to provide proof of the applicability of such methods and techniques by applying them
to the dependability evaluation of general but realistic examples, in order to cover several dynamic aspects and behaviors in
reliability and availability contexts. The examples have been investigated with the hope that more people make effectively
use of such techniques. Guidelines and rules for the application of such models are also provided.
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