In some signal reconstruction problems, the observation equations can be used as a priori information for selecting the best combination of observations before acquiring them. In this paper, we de ne a selection criterion and propose e cient methods for optimizing the criterion with respect to the combination of observations. Our examples illustrate the value of optimized sampling using the proposed methods.
I. Introduction
Signal reconstruction uses measurements in one domain to estimate parameters or distributions in another domain. A common approach to the signal reconstruction problem is to model the observed signal y as a linear transformation of x observed in the presence of additive noise; that is, y = Ax + u ; (1) where u is additive noise, and A 2 C m n (m n) is full rank. For this problem, the goal is to reconstruct a good estimate of x given the observed signal y.
In many applications, the relationship between the observation y i and the original signal x | the ith row of A | is known a priori. However, the number of observations of the elements of y that can be made is often limited since they may be expensive, time-consuming, or even dangerous for some applications. This limitation exists in computed tomography, magnetic resonance imaging (MRI), and magnetic resonance spectroscopic imaging 1, 2]. We would like to select the limited set of observations that will yield the best possible reconstruction of x, using the known mapping from the original signal to the observations being considered to make the selection. This problem is equivalent to choosing rows for A that correspond to the best set of observations y. Once the best combination of observations is determined, the available resources can be devoted to acquiring only those observations.
Although aspects of this problem have been addressed for speci c applications 3{7], we have not found the problem as a whole addressed for the general category of signal reconstruction. A related problem has been addressed in the statistics literature on optimal experiment design 8]. However, the goals and constraints of signal reconstruction di er somewhat from that of experiment design. In experiment design, one is typically concerned with obtaining good predictions rather than good regression parameters. Furthermore, optimal design usually assumes either total freedom in the choice of A or freedom within the con nes of a speci c regression model | for example, a polynomial model.
We pose observation selection as a problem of candidate selection. We consider a candidate set of observations fy i k : k = 1; : : :; Mg, where M > m. The problem then is to nd a combination of m out of M observations by minimizing an appropriate criterion based on the rows of A corresponding to the candidate observations. This general formulation of the problem allows us to address many applications of observation selection. To solve this problem, we must rst de ne an appropriate criterion in terms of the candidate matrix A. 
for an appropriate choice of A. However, since we do not know u, we must settle for some other measure upon which to base our choice. Therefore, we assume that u is zero-mean unit variance white noise and take the expected value of (3 
where k k F represents the Frobenius norm (F-norm). (Note that this criterion is proportional to the expected value of (3) regardless of the variance of u.)
III. Optimization Strategy
Unfortunately, a simple de nition of the minimization criterion is not su cient to solve the problem. We know of no method for optimizing this criterion without considering either explicitly or implicitly all possible combinations of rows. Thus, we must also deal with a combinatoric problem if all possible combinations of m of M rows are evaluated. For example, suppose that we want to choose the best 10 of 30 rows. In this case we must evaluate the criterion for over 30,000,000 combinations if exhaustive search is used! Clearly, exhaustive search is impractical even for problems of moderate size. Rather than using exhaustive search, we consider two methods used in pattern recognition for large-scale feature selection | sequential backward selection (SBS) 9] and branch-and-bound (B&B) 10]. The B&B algorithm is optimal and more e cient than exhaustive search, but it is signi cantly more complex than the SBS algorithm. Even though the SBS algorithm is suboptimal, in general it still performs quite well, as we will demonstrate in Section IV, and may be the preferred algorithm for applications involving a large number of rows.
A. Sequential Backward Selection
The idea behind SBS is to sequentially eliminate one row at a time from the candidate set until m rows remain. First, we form an A matrix from all M candidate rows. Then we determine the row that when deleted from A has the least adverse a ect on the signal reconstruction performance (i.e., best value of the criterion). Once the worst row has been eliminated, we follow the same procedure with a new A containing M ? 1 candidate rows. We continue the process until we are left with an A matrix containing m rows as desired. These rows represent the choice of observations to be made.
The SBS approach is suboptimal in the sense that it is not guaranteed to nd the combination that minimizes the criterion, since the algorithm has no ability to backtrack; that is, once an observation (row) is removed from the set, it cannot be added at a later stage. This early commitment to delete an observation overlooks many combinations of observations that might perform better than the selected set. However, the fact that SBS does not backtrack signi cantly prunes the search space, and the algorithm generally provides near-optimal results.
In addition to the pruning of the search space, the SBS approach facilitates a sequential update of the criterion without having to compute it explicitly for each combination of rows 11]. This provides a signi cant computational savings. If A is a sparse matrix | which is often the case in signal reconstruction applications | it may be possible to reduce the computation and storage requirements even more.
For the expected value criterion in (4), we need to evaluate trace (A H A) ? 
At each row elimination step, the term trace (A H A) ?1 on the right-hand side of (6) 
The row yielding the lowest value for this term should be eliminated. That is, we eliminate the row for which the expected value increases the least in its absence. The primary drawback to this approach as stated is that it requires computation and storage of the initial inverse matrix (A H A) ?1 . Subsequent inverses can be computed e ciently using the matrix update formula in (5); however, one must still store the inverse matrix at the current step. In many applications, A has a sparse matrix representation. Unfortunately, sparsity is generally destroyed by the inversion process. The B&B algorithm is an optimal search method in which all possible subsets of k out of N rows of the matrix A are implicitly inspected without exhaustive search. The algorithm has its roots in integer programming problems 12] and was applied to the feature selection problem in pattern recognition by Narendra and Fukunaga 10] . For the observation selection problem, the B&B algorithm can be used to e ciently organize the search process so that the enumeration of many candidate rows of the A matrix can be avoided without undermining the optimality of the observation selection process. The algorithm is a top down search starting with the complete set of possible rows as the top node. The successive levels below the top node are branched to by removing one of the rows from the complete set for each level in depth. Each level is represented by X i , where i is the number of remaining rows (see Figure 1) . The number of sets at any level in the tree is determined by a uniqueness rule, which ensures that every possible candidate subset is only enumerated once 13]. (The gure does not necessarily show all possible nodes for each level.)
For the B&B algorithm to be optimal, the evaluation criterion must be monotonic. The monotonicity property requires that for nested sets of rows, X 1 ; X 2 ; :::; X k , the criterion functional J satisfy
Suppose that some branches of a solution tree have already been explored to the nal depth of search, and that the criterion function for the current best set of rows, X d , equals J , that is,
Now consider a node at the l th level (l > d) of an unexplored section of the tree where the value of the criterion functional is greater than the threshold J , i.e., J(X l ) > J :
Due to the monotonicity property, it is not necessary to evaluate the sets of rows corresponding to the subtree branching from this node, since all these sets will be inferior to the current best set. In Figure 1 , if A is such a node at the lth level, then 6 candidate sets do not need to be evaluated. This pruning results in considerable savings because only a fraction of all sets needs to be evaluated. Since the B&B algorithm is only applicable if the criterion that is used is monotonic, we explore this issue rst for the expected value criterion: 
(If the equality in (9) holds, then the inverse of the matrix does not exist with row i removed.)
This argument can be used as each row is eliminated to show that the criterion always increases.
IV. Experiments
To demonstrate the potential of observation selection in an actual application, we generated a simple simulation example. This example is analogous to 2-D and 3-D reconstruction in magnetic resonance spectroscopic imaging (MRSI), where region of support information is available from a proton density scout image 1,2]. We considered a 28-point one-dimensional signal. A region of support given by points (0; : : :; 7; 8; 9; 20; : : :; 24) was assumed to be known a priori. In MRI, such a region of support may be derived from the known characteristics of the object being imaged. MRI data acquisition involves acquiring samples in the spatial frequency domain. The original A matrix therefore represents a transformation of the signal from the spatial domain to the frequency domain; that is, each row of A corresponds to a Fourier transform of the signal evaluated at a particular frequency location. We assumed noise with unit variance at each frequency-domain sample.
The region of support given implies that there are 15 free variables, corresponding to the 15 unknown values in the region of support. Ideally, then, we should be able to solve for these values by taking only 15 frequency-domain samples. We investigated the e ect of equally spaced sampling versus SBS and B&B sampling. \Equally spaced sampling" refers to sampling in equal intervals in the frequency domain over the continuous frequency range (? T ; T ], where T is the sample spacing in the spatial domain. (Note that this describes the entire frequency range assuming that the original signal is sampled without aliasing.) Sampling the frequency domain with equal spacing is a simple heuristic approach that has intuitive appeal. . It is easy to see that at least two of the 15 columns of the matrix will always be identical when N 24, while the rest are orthogonal. Consider, for example, the 24 15 case. The 1st and the 15th columns will both be all 1's. Thus, A H A is singular.
To demonstrate the power of the SBS algorithm, we chose samples from a set of 28 equally spaced candidate samples. The plot (dotted line) shows MSE as the number of optimized samples is decreased. Note that for the proposed technique MSE increases slowly and predictably as the number of optimally selected samples decreases.
We also optimized the selection criterion using B&B. B&B found a combination of samples yielding an MSE of 1.9073, as opposed to 2.0421 for SBS. This illustrates the suboptimality of the SBS algorithm. However, the price paid for the optimal solution was substantial. Whereas the SBS solution required about one second on a Sun SPARC 10, the B&B solution required several days! Whether B&B is worth this computational e ort in a particular application depends on the cost of acquiring each sample as well as the number of observations to be considered.
V. Conclusions
The experiments illustrate two points: (1) Choosing the observations using a matrix-based optimality criterion rather than by a simple heuristic method | such as equally spaced sampling in some domain | may improve the noise sensitivity of the reconstruction dramatically, and (2) the SBS algorithm works quite well. SBS yielded an MSE that was only 7% higher than optimal and with a computational cost orders of magnitude less than B&B. While the example presented is only a single anecdotal case, it illustrates that observation selection may in some circumstances improve the results considerably.
Criterion-based observation selection has the potential to improve signal reconstructions signi cantly beyond simple heuristic selection schemes. We have shown that the MSE criterion increases monotonically as samples are eliminated, thus allowing the use of B&B to nd the optimal combination. However, the speed and performance of the suboptimal SBS scheme relative to B&B makes it an attractive alternative for large-scale observation selection problems. 
