Causation relations are a pervasive feature of human language. Despite this, the automatic acquisition of causal information in text has proved to be a difficult task in NLP. This paper provides a method for the automatic detection and extraction of causal relations. We also present an inductive learning approach to the automatic discovery of lexical and semantic constraints necessary in the disambiguation of causal relations that are then used in question answering. We devised a classification of causal questions and tested the procedure on a QA system.
Introduction
The automatic detection of semantic information in English texts is a very difficult task, as English is highly ambiguous. However, there are many applications which can greatly benefit from in depth semantic analysis of text. Question Answering is one of them.
An important semantic relation for many applications is the causation relation. Although many computational linguists focused their attention on this semantic relation, they used hand-coded patterns to extract causation information from text.
This work has been motivated by our desire to analyze cause-effect questions that are currently beyond the state-of-the-art in QA technology. This paper provides an inductive learning approach to the automatic discovery of lexical and semantic constraints necessary in the disambiguation of verbal causal relations. After a brief review of the previous work in Computational Linguistics on causation in section 2, we present in section 3 a classification of lexico-syntactic patterns that are used to express causation in English texts and show the difficulties involved in the automatic detection and extraction of these patterns. A method for automatic detection of causation patterns and validation of ambiguous verbal lexico-syntactic patterns referring to causation is proposed in section 4. Results are discussed in section 5, and in section 6 the application of causal relations in Question Answering is demonstrated.
Previous Work in Computational Linguistics
Computational linguists have tried to tackle the notion of causality in natural language focusing on lexical and semantic constructions that can express this relation. Many previous studies have attempted to extract implicit inter-sentential cause-effect relations from text using knowledge-based inferences (Joskowiscz et al. 1989) , (Kaplan 1991) . These studies were based on hand-coded, domain-specific knowledge bases difficult to scale up for realistic applications. More recently, other researchers (Garcia 1997) , (Khoo et al. 2000) used linguistic patterns to identify explicit causation relations in text without any knowledge-based inference. Garcia used French texts to capture causation relationships through linguistic indicators organized in a semantic model which classifies causative verbal patterns. She found 25 causal relations with an approach based on the "Force Dynamics" of Leonard Talmy claiming a precision of 85%.
Khoo at al. used predefined verbal linguistic patterns to extract cause-effect information from business and medical newspaper texts. They presented a simple computational method based on a set of partially parsed linguistic patterns that usually indicate the presence of a causal relationship. The relationships were determined by exact matching on text with a precision of about 68%.
How are causation relations expressed in English?
Any causative construction involves two components, the cause and its effect. For example: "The bus fails to turn up. As a result, I am late for a meeting". (Comrie 1981) Here the cause is represented by the bus's failing to turn up, and the effect by my being late for the meeting.
In English, the causative constructions can be explicit or implicit. Usually, explicit causation patterns can contain relevant keywords such as cause, effect, consequence, but also ambiguous ones such as generate, induce, etc. The implicit causative constructions are more complex, involving inference based on semantic analysis and background knowledge. The English language provides a multitude of cause-effect expressions that are very productive. In this paper we focus on explicit but ambiguous verbal causation patterns and provide a detailed computational analysis. A list of other causation expressions were presented in detail elsewhere (Girju 2002) .
Causation verbs
Many linguists focused their attention on causative verbal constructions that can be classified based on a lexical decomposition. This decomposition builds a taxonomy of causative verbs according to whether they define only the causal link or the causal link plus other components of the two entities that are causally related (Nedjalkov and Silnickij 1969): 1. Simple causatives (cause, lead to, bring about, generate, make, force, allow, etc.) Here the linking verb refers only to the causal link, being synonymous with the verb cause. E.g., "Earthquakes generate tidal waves." 2. Resultative causatives (kill, melt, dry, etc.) These verbs refer to the causal link plus a part of the resulting situation.
3. Instrumental causatives (poison (killing by poisoning), hang, punch, clean, etc.) These causatives express a part of the causing event as well as the result.
Automatic detection of causation relationships
In this section we describe a method for automatic detection of lexico-syntactic patterns that express causation.
The algorithm consists of two major procedures. The first procedure discovers lexico-syntactic patterns that can express the causation relation, and the second procedure presents an inductive learning approach to the automatic detection of syntactic and semantic constraints on the constituent components.
Automatic discovery of lexico-syntactic patterns referring to causation
One of the most frequent explicit intra-sentential patterns that can express causation is
. In this paper we focus on this kind of patterns, where the verb is a simple causative.
In order to catch the most frequently used lexicosyntactic patterns referring to causation, we used the following procedure (Hearst 1998): Discovery of lexico-syntactic patterns: Input: semantic relation R Output: lexico-syntactic patterns expressing R STEP 1. Pick a semantic relation R (in this paper, CAUSATION) STEP 2. Pick a pair of noun phrases ¦ , " ! among which R holds.
Since CAUSE-TO is one of the semantic relations explicitly used in WordNet, this is an excellent resource for picking ¦ and " !
. The CAUSE-TO relation is a transitive relation between verb synsets. For example, in WordNet the second sense of the verb develop is "causes to grow". Although WordNet contains numerous causation relationships between nouns that are always true, they are not directly mentioned. One way to determine such relationships is to look for all patterns
that occur between a noun entry and another noun in the corresponding gloss definition. One such example is the causation relationship between bonyness¡ and starvation¡ . The gloss of bonyness (#1/1)¡ is (extreme leanness (usually caused by starvation or disease)).
WordNet 1.7 contains 429 such relations linking nouns from different domains, the most frequent being medicine (about 58.28%).
STEP 3. Extract lexico-syntactic patterns that link the two selected noun phrases by searching a collection of texts.
For each pair of causation nouns determined above, search the Internet or any other collection of documents and retain only the sentences containing the pair. From these sentences, determine automatically all the patterns
The result is a list of verbs/verbal expressions that refer to causation (see Table 1 ). Some of these verbs are always referring to causation, but most of them are ambiguous, as they express a causation relation only in a particular context and only between specific pairs of nouns. For example,
. In most cases, the verb produce has the sense of manufacture, and only in some particular contexts it refers to causation.
In this approach, the acquisition of linguistic patterns is done automatically, as the pattern is predefined (
). As described in the next subsections, the relationships are disambiguated and only those referring to causation are retained.
Learning Syntactic and Semantic Constraints for causal relation
The learning procedure proposed here is supervised, for the learning algorithm is provided with a set of inputs along with the corresponding set of correct outputs. Based on a set of positive and negative causal training examples provided and annotated by the user, the algorithm creates a decision tree and a set of rules that classify new data. The rules produce constraints on the noun constituents of the lexical patterns.
For the discovery of the semantic constraints we used C4.5 decision tree learning (Quinlan 1999) . The learned function is represented by a decision tree, or a set of if-then rules. The decision tree learning searches a complete hypothesis space from simple to complex hypotheses until it finds a hypothesis consistent with the data. Its bias is a preference for the shorter tree that places high information gain attributes closer to the root.
The error in the training examples can be overcome by using different training and a test corpora, or by cross-validation techniques.
C4.5 receives in general two input files, the NAMES file defining the names of the attributes, attribute values and classes, and the DATA file containing the examples.
Preprocessing Causal Lexico-Syntactic Patterns
Since a part of our constraint learning procedure is based on the semantic information provided by WordNet, we need to preprocess the noun phrases (NPs) extracted and identify the cause and the effect. For each NP we keep only the largest word sequence (from left to right) that is defined in WordNet as a concept.
For example, from the noun phrase "a 7.1 magnitude earthquake" the procedure retains only "earthquake", as it is the WordNet concept with the largest number of words in the noun phrase.
We did not consider those noun phrases in which the head word had other part of speech than noun.
Building the Training Corpus and the Test Corpus
In order to learn the constraints, we used the LA TIMES section of the TREC 9 text collection. For each of the 60 verbs generated with the procedure described in section 4.1, we searched the text collection and retained 120 sentences containing the verb. Thus, a training corpus "A" of 6,000 sentences, and respectively, a test corpus of 1,200 sentences were automatically created. Each sentence in these corpora was then parsed using the syntactic parser developed by Charniak (Charniak 1999) .
Focusing only on the sentences containing relations indicated by the pattern considered, we manually annotated all instances matched by the pattern as referring to causation or not. Using the training corpus, the system extracted 6,523 relationships of the type
, from which 2,101 were Table 1 : Ambiguous causation verbs detected with the procedure described in section 4.1.
causal relations, while 4,422 were not.
Selecting features
The next step consists of detecting the constraints necessary on nouns and verb for the pattern
such that the lexico-syntactic pattern indicates a causation relationship.
The basic idea we employ here is that only some categories of noun phrases can be associated with a causation link. According to the philosophy researcher Jaegwon Kim (Kim 1993) , any discussion of causation implies an ontological framework of entities among which causal relations are to hold, and also "an accompanying logical and semantical framework in which these entities can be talked about". He argues that the entities that represent either causes or effects are often events, but also conditions, states, phenomena, processes, and sometimes even facts, and that coherent causal talk is possible only within a coherent ontological framework of such states of affairs.
Many researchers ( (Blaheta and Charniak 2000) , (Gildea and Jurafsky 2000) , showed that lexical and syntactic information is very useful for predicateargument recognition tasks, such as semantic roles. However, lexical and syntactic information alone is not sufficient for the detection of complex semantic relations, such as CAUSE.
Based on these considerents and on our observations of the English texts, we selected a list of 19 features which are divided here into two categories: lexical and semantic features.
The lexical feature is represented by the causation verb in the pattern considered. As verb senses in WordNet are fine grained providing a large list of semantic hierarchies the verb can belong to, we decided to use only the lexical information the verb provides. The values of this feature are represented by the 60 verbs detected with the procedure described in section 4.1. This feature is very important, as our intention here is to capture the semantic information brought by the verb in combination with the subject and object noun phrases that attach to it.
As we don't use word sense disambiguation to disambiguate each noun phrase in context, we have to take into consideration all the WordNet semantic hierarchies they belong to according to each sense. For each noun phrase representing the cause, and respectively the effect, we used as semantic features the 9 noun hierarchies in WordNet: entity, psychological feature, abstraction, state, event, act, group, possession, and phenomenon. Each feature is true if it is one of the semantic classes the noun phrase can belong to, and false otherwise. For instance, the initial example becomes f, f, f, f, f, f, f, f, t, generate, f, f, f, f, f, t, f, f, f, yes , as the noun phrase earthquake belongs only to the phenomenon¡ noun hierarchy and the noun phrase Tsunami is only in the event¡ noun hierarchy in WordNet.
Learning Algorithm
Step 2. Learning constraints from training examples For the examples in the generalized training corpus (those that are either positive or negative), constraints are determined using C4.5. In this context, the features are the characteristics that distinguish the causal relation, and the values of the features are either specific words (e.g., the verb) or their WordNet corresponding semantic classes (the furthest ancestors in WordNet of the corresponding concept).
On this training corpus we applied C4.5 using a 10-fold cross validation. The output is represented by 10 sets of rules generated from the positive and negative examples.
The rules in each set were ranked according to their frequency of occurrence and average accuracy obtained for that particular set. In order to use the best rules, we decided to keep only the ones that had a frequency above a threshold (occur in at least 7 of the 10 sets of rules) and with an average accuracy greater than 60 . Table 2 summarizes the constraints learned by the program.
The Constraints
As we can notice, the constraints combine information about the semantic classes of the noun phrases representing the cause and effect with the lexical information about the verb.
Results
To validate the constraints for extracting causal relations, we used the test corpus "B".
For each head of the noun phrases in the CAUSE and EFFECT positions, the system determined automatically the most general subsumers in WordNet for each sense. The test corpus contained 683 relationships of the type
, from which only 115 were causal patterns. The results provided by the causal relation discovery procedure were validated by a human annotator.
Let us define the precision and recall performance metrics in this context.
system retrieved 138 relations, of which 102 were causal relations and 36 were non-causal relations, yielding a precision of 73.91% and a recall of 88.69%. Table 3 shows the results obtained for the pattern considered.
However, there were other 38 causal relations found in the corpus, expressed by other than the lexico-syntactic pattern considered in this paper, Table 2 : The list of constrains accompanied by examples (! means "is not", 1 means "Is a causal relation,", 0 means "Is not a causal relation", and * means anything) yielding a global causal relation coverage (recall) of 66.6 [102/115+38].
The errors are explained mostly by the fact that the causal pattern is very ambiguous. This lexicosyntactic pattern encode numerous relations which are very difficult to disambiguate based only on the list of connectors.
The errors were also caused by the incorrect parsing of noun phrases, the use of the rules with smaller accuracy (e.g. 63 ), and the lack of named entities recognition in WordNet (e.g., names of people, places, etc.).
Some of the factors that contributed a lot to the precision and recall results were the size and the accuracy of the positive and negative examples in the training corpus. For this experiment we used only a fairly small training corpus of 6,523 examples.
Importance and application of causal relations in Question Answering
Causation relationships are very pervasive, but most of the time they are ambiguous or implicit. The degree of ambiguity of these relations varies with the semantic possibilities of interpretation of the constituent syntactic terms. This disambiguation proves to be very useful for applications like Question Answering. how (how causation adj ), and why. However, an analysis of these question types alone is not sufficient for causation, another classification criteria being required. Based on our observation of causeeffect questions, we propose the following question classes based on their ambiguity:
Explicit causation questions
The question contains explicit unambiguous keywords that define the type of relation, and determines the semantic type of the question (e.g., effect, cause, consequence, etc.) "What are the causes of lung cancer?" "Name the effects of radiation on health." "Which were the consequences of Mt. Saint Elena eruption on fish?" 2. Ambiguous (semi-explicit) causation questions The question contains explicit but ambiguous keywords that refer to the causation relation. Once disambiguated, they help in the detection of the semantic type of the question (e.g., lead to, produce, generate, trigger, create, etc The algorithm for automatic extraction of causation relations presented in section 4 was tested on a list of 50 natural language causation questions (50 explicit and 50 ambiguous) using a state-ofthe-art Question Answering system (Harabagiu et al. 2001 ). The questions were representative for the first two categories of causation questions presented above, namely explicit and ambiguous causation questions. We selected for this purpose the TREC9 text collection and we (semi-automatically) searched it for 50 distinct relationships of the type
, where the verb was one of the 60 causal verbs considered. For each such relationship we formulated a cause-effect question of the first two types presented above. We also made sure each question had the answer in the documents generated by the IR module. Table 4 shows two examples of questions from each class. We also considered as good answer any other correct answer different from the one represented by the causal pattern. However these answers were not taken into consideration in the precision calculation of the QA system with the causation module included. The rational was that we wanted to measure only the contribution of the causal relations method. The 50 questions were tested on the QA system with (61% precision) and without (36% precision) the causation module included, with a gain in precision of 25%.
Discussion and Conclusions
The approach presented in this paper for the detection and validation of causation patterns is a novel one. Other authors (Khoo et al. 2000) restricted their text corpus to a medical/business database and used hand-coded causation patterns that were mostly unambiguous. Our method discovers automatically generally applicable lexico-syntactic patterns referring to causation and disambiguates the causation relationships obtained from the pattern application on 
