Abstract-In this paper, a class of nonholonomic chained systems is first converted into two subsystems, and then an explicit exponential decaying term is introduced into the input of the first subsystem to guarantee its controllability. After a state-scaling transformation, a model predictive control (MPC) scheme is proposed for the nonholonomic chained systems. The proposed MPC scheme employs a general projection neural network (GPN) to iteratively solve a quadratic programming (QP) problem over a finite receding horizon. The GPN employed in this paper is proved to be stable in the sense of Lyapunov, and its global convergence to the optimal solution is guaranteed for the reformulated QP. A simulation study is performed to show stable and convergent control performance under the proposed method, irrespective of whether the control input u 1 vanishes or not.
which have restricted mobility, even though such systems are controllable [1] . In recent years, a series of control designs have been developed and are able to convert the practical nonholonomic systems into some canonical forms with appropriate state and input transformations, so that various feedback strategies can more easily applied. The chained form used in [2] and the power form used in [3] are some typical forms of nonholonomic systems. As we know from the above mentioned works, nonlinear systems subject to nonholonomic velocity constraints are convertible to a chained form using certain coordinate transformations. There are many mechanical examples, such as the rigid flying vehicle with two torque actuators, the vertical rolling wheel, the knife edge, cars towing several trailers, as well as tricycle-type mobile robots [4] [5] [6] . However, refer to the theorem of Brockett, stationary continuous state feedback does not have the ability to stabilize this class of chained system, even though it is controllable. Therefore, these existing methodologies and the theory of smooth nonlinear control cannot be applied on those systems directly, even though they are well-developed.
Methods using the time-varying feedback and/or discontinuous controls are developed in [7] [8] [9] [10] [11] [12] [13] [14] to stabilize the typical forms of nonholonomic systems, and we can classify the above work as follows: 1) time-varying stabilization [7] , [8] ; 2) discontinuous time-invariant stabilization [9] [10] [11] [12] ; and 3) hybrid stabilization [13] , [14] .
In [15] , it is emphasized that one important problem to consider for chained nonholonomic systems is the appearance of the controller singularity when the input u 1 → 0. To avoid this problem, the system needs to be transformed, and the σ -process was proposed through a kind of discontinuous switching control method. In [16] , control design using irregular feedback linearization was studied for the nonholonomic chained systems. In [17] , steering control of a class of nonholonomic mobile robots was studied. It should be noted that the feedback stabilization employed in the above works was piece-wise constant and state-dependent. Wang et al. [15] proposed a neural network-based adaptive control to stabilize the nonholonomic systems in chained form with strong drift nonlinearities as well as unknown virtual control coefficients. For a class of nonholonomic chained systems, adaptive state and output feedback control scheme was studied in [18] to overcome the drift nonlinearity and parametric uncertainties of such systems. Wu et al. [19] developed a nonlinear switching law applying the full states feedback for a category of nonlinear 2168-2216 c 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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uncertainties nonholonomic systems. Owing to the difficulty of global feedback linearization for the chained systems, the local feedback has to be utilized, for example, σ -process. However, singularity manifold exists in any neighborhood around the origin. A possible solution to overcome the difficulties is to find a singularity-free transformation in a global domain, such that the chained system can be converted into a controllable linear system, and in the transformed domain, a controller can be designed. This paper focuses on the development of a continuous control combining model predictive method for controlling a class of nonholonomic chained systems, steering the system states from an arbitrary initial condition to the desired values. Therefore, a novel model predictive control (MPC) strategy is proposed, which is based on a nonlinear design of dynamic control u 1 . Based on a global state scaling transformation, the system consists of a time-varying part with a controllable linear nominal system. Finally, we can synthesize the control inputs u 1 and u 2 by using the model predictive design approach. With respect to the carefully designed performance index, the control inputs u 1 and u 2 have been both optimized. In addition, u 1 incorporated a category of memory function, to render the controls in pure-feedback form, and this controller does not rely on the system's initial conditions.
It is well known that MPC is a powerful tool for numerous mechanical systems [20] [21] [22] [23] . MPC includes both planning and control, and it conducts online optimization of an objective function through an input-output predictor model over a finite horizon in the near future. At each sampling time, using the current state as well as the initial one, we can optimize the objective function and obtain the solution. Then, we calculate repeatedly during the next sampling time interval, and concurrently the information of the system states has been updated with the solution obtained in the previous interval. Finally, we can get a sequence of control inputs at each sampling interval. However, due to high dimensionality and large computational load for optimization, the traditional MPC methods are hard to be applied to the fast-changing systems, when reduced computational time is required. Fortunately, neural network optimization emerges as a promising approach for dealing with heavy online computational burden. There are a number of works in which neural networks are applied for constrained optimization problems for real-time applications [24] , [25] . In [25] , for the multilegged robot, a control approach using primal dual neural-network is developed, with consideration of both the ground contact forces for each leg and the physical limit of the joint torques. In this manner, it turns the ground contact force problem into a complicated optimization problem, which subjects to not only equality constraints but also inequality constraints. For the linear MPC, a three-layer neural network is implemented in [29] to get the exact optimal solution.
MPC has been used for nonholonomic systems in [20] [21] [22] [23] . But these works focus on trajectory tracking control using MPC, and in comparison with trajectory tracking, the stabilization of nonholonomic systems is much more challenging. To our knowledge, there are few results on MPC of nonholonomic systems using neural network optimization. This paper focuses on MPC of nonholonomic systems. Through system augmentation with some auxiliary state(s), exponentially stabilizing a nonholonomic system can be easily realized by smooth time-varying controls using MPC. When compared with continuous and discontinuous time-varying control approaches, the proposed control is able to simplify the design procedure and overcome the discontinuity problem of the pure-state feedback approaches.
This paper proposes an MPC strategy incorporating general projection neural network (GPN) optimization for the typical nonholonomic chained system. Applying state-scaling transformation, the controllability of the chained systems can be regained. The control is converted into a pure feedback and is independent of the system's initial conditions. MPC approach is iteratively transformed as a constrained quadratic programming (QP), and it is then solved using a linear variable inequality-based GPN over a finite receding horizon, to solve the heavy computational load problem associated with MPC control approach. The employed GPN is able to make the cost function of MPC converge to optimal values of the formulated constrained QP. Extensive simulation studies are performed to verify the effectiveness and performance of this synthetic MPC approaches on the nonholonomic chained system.
II. TRANSFORMATION OF CHAINED SYSTEM
After appropriate state and input transformations, many mechanical systems like the wheeled robot, unicycle mobile robots or UAVs with fixed wings can be turned into chained form [28] . Consider a chained system with two inputs
(1)
In the above system, x = [x 1 , x 2 , x 3 , . . . , x n ] ∈ R n represents the state of the chained system.
Considering the system (1), we can transform it into two subsystems asẋ
where
is the state of the subsystem (3), and we have
where A ∈ R (n−1)×(n−1) and B ∈ R (n−1) . For the first subsystem in (2), we can see that it is simply an integrator and can be easily stabilized. The second subsystem in (3) is difficult to regulate because in the neighborhood of its origin, the linear controllability does not hold for the nonholonomic chained systems, and the feedback control of continuous state is incapable of stabilizing the chained system because of its nonlinear characteristics. When the system initial state happens to fall in the singular manifold, i.e., x 1 (0) = 0, then the corresponding control u 1 = 0, and will make the states of subsystem (3) uncontrollable. To solve this problem, we should make the system out of singular manifold. To realize this objective, we add an exponential decaying term to delay the input u 1 approaching 0 and to keep subsystem (3) controllable. Consequently, we can design a control input u 1 of subsystem (2) as follows:
where λ and α are positive constants representing the weights of the additional term. u * 1 is the optimal input vector, and its design will be discussed in the next section. Obviously, if the optimal input u * 1 is convergent, u 1 will be convergent and subsystem (2) is stable.
Remark 1: The optimal control input u * 1 in (4) should be convergent, and the peak value of actual control input u 1 will be affected by the parameter λ, which should be chosen appropriately to guarantee that u 1 satisfies its constraint. On the other hand, the parameter α will affect the decay time of λe −αt and thus u 1 . Therefore, the value of α should be chose properly to delay the input u 1 approaching 0 such that the controllability of subsystem (3) hold. The value of α is to be chosen by the designer's experience and is typically set as a positive number less than 1.
For subsystem (3), we utilize a linear transformation
when z(t 0 ) = 0, the states of system (5) are stabilized, while when ||z(t 0 )|| = 0, for i = 1, . . . , n − 2, the new dynamic equation can be written aṡ
and for i = n−1, we have ξ i = z i , andξ n−1 = u 2 . Consequently, the subsystem (5) can be rewritten into a new equation aṡ
Then, the two subsystems (2) and (7) can be represented in the following single-input form:
III. MPC SCHEME Consider a general discrete-time nonlinear affine system represented as follows:
subject to the following constraints:
where x ∈ R 2n represents the state vector; u ∈ R m represents the input control vector; while f (·) ∈ R 2n and g(·) ∈ R 2n×m represent assumed nonlinear continuous functions; f (0) = 0, the compact sets X ∈ R 2n and U ∈ R m comprise their origin in the interiors; N u represents the control horizon while N represents the prediction horizon, respectively, and 1 ≤ N and 0 ≤ N u ≤ N. Let us consider applying MPC to make the state of system (10) converge to the origin. When compared with other control strategies, MPC method solves an optimization problem online iteratively. The optimal input vector will be obtained by optimizing a defined cost function at each sampling point. Typically, The cost function for MPC can be defined as follows:
where P(x, u) is the stage cost satisfying P(0, 0) = 0 and P(x, u) ≥ c(|x, u|) 2 is the cost at the end of the control. Theoretically, an infinite prediction and control horizon, i.e., N = N u = ∞, in stage cost P is desired for guaranteed stability. Therefore, around neighborhood of origin , the terminal cost F(x(k + N)) and the terminal constraint x(K + N) ∈ are combined to the optimization problem of MPC to make the closed-loop performance of the system better. By ignoring terminal constraint and terminal region, we can define a standard quadratic form of J (x, u) as
In the above quadratic form, Q and R represent appropriate dimensional weighting matrices; x(k+j|k) denotes the predicted future state and theũ(k + j|k) denotes the increment of system input, i.e.,ũ(k+j|k) = u(k+j|k)−u(k−1+j|k). For system (10), using the cost function (14), we can formulate a quadratic optimization problem, the optimal solution of which can be easily obtained.
Now we consider the system (1) and divide it into two subsystems (8) and (9); these subsystems can be transformed into the discrete-time form using the zero-order hold (ZOH) discretization approach [34] with sampling period T.
Remark 2: Discretization is inevitable for digital realization of the control system. A discrete equivalent must be found either for the controller or for the system, and in this paper, we choose the latter. ZOH is the most widely used discretization method because of its simplicity. When the sampling time is sufficiently small, the discretization error of ZOH can be ignored in practice.
The discrete forms of subsystems (8) and (9) can be represented as follows:
subject to constraints (20) where the inequalities are defined elementwise and remain same for the rest of this paper,
T is the state vector, the constraint represent the practical control and physical limits, and
where t represents the sampling period. Define the following vectors:
Considering the similarity of these two subsystems, we can discuss them in a similar manner. Let us define vector [x 1 ,x 2 ] = [x 1 ,ξ ], then for i = 1, 2, the predicted output of two subsystems can be discussed in the same manner as follows:
where − 1)) . . .
. . .
Hence, the original optimization objective (14) subject to constraints (17)- (20) becomes
subject to
Then, the optimization objective function (26) can be reformulated as two QP problems, for i = 1, 2
ū i (27) subject to
where the coefficients of the two problems are 
IV. GPN OPTIMIZATION
For MPC, we propose a unified QP formulation (25) and it is necessary to seek an efficient online method to solve the QP problem.
Theorem 1: According to [30] , a QP specified in (27) and (28) is equivalent to the following linear variational inequalities problem, i.e., to find a vector ū ∈ R N u such that: Inspired by [33] , a one-layer structure recurrent neural network (RNN) which is called the GPN is proposed for solving this QP problem (27) . The neural network's dynamic equation is expressed as
whereȳ ∈ R N u is the state vector of the above equation; P is the projection operator and F( ū) and G( ū) are two vector-valued and continuously differentiable functions; γ is a positive constant and is a scaling matrix. The neural network structure is shown in Fig. 1 , where i represents the ith row of the scaling matrix . This neural network consists of N u integrators, 2N u summators, N u processors of projection operator P (·), and N u processors of vector-valued function F(ȳ) and G(ȳ) [33] . Similarly to [30] , according to the piecewise formulation, we define two vector-valued functions,
where ψ + represent the pseudo-inverse of ψ. Finally, we get the linear equation
In this equation, y ∈ R N u is the state vector and the projection operator P (·) is defined as
and the upper/lower bounds are ε − = l and ε + = h. This GPN has totally N u neurons, and the performance of this neural network method has been discussed and analyzed in [33] . Using this method, the optimal solution of QP problem (27) is of Lyapunov stability and globally exponentially convergence performance. Therefore, the MPC for the chained nonholonomic systems (1) based on this RNN method is summarized as follows.
1) Let k = 1. Choose the period t and the terminal time T, the prediction horizon N as well as the control horizon N u , the weight matrices Q and R, and the control parameters λ and α. 2) Divide the chained nonholonomic systems (1) into two subsystems (8) and (9), and then transform their optimization problems into QP form (27) .
and choose the upper/ lower bounds l i , h i for the neural network optimization. 3) Use the GPN method to solve (30) of the first subsystem (8) and obtain its optimal control increment vector ū 1 (k). Only the first term of ū 1 (k) is taken to calculate the u * 1 (k + 1) then use (4) to obtain the u 1 (k + 1). 4) In the same manner as in step 3), calculate the control input u 2 (k + 1) of (9). 5) Calculating x 1 (k+1) and ξ(k+1), and transforming ξ(k+
we can obtain the state x(k + 1) of the chained nonholonomic systems (1). 6) If the terminal time has not been reached, i.e., k < T, set k+1 and then go to step 2); otherwise, end the procedure. Remark 3: To solve QP (27) and (28), a traditional sequential quadratic programming (SQP) method using gradient descent methods can be adopted, in which the computational complexity requires repeatedly calculating the Hessian matrix to solve a QP [31] , [36] , [37] , for example, the MATLAB optimization routines "QUADPROG" or "LINPROG" function. Let M = 3N u +2N, and consider the time-varying nature of QP (27) and (28), traditional QP solution needs O(M 4 ) operations for its online computation requirement and it is impossible to be conducted online for mobile robot systems, due to inefficient numerical algorithm, while the proposed GPN methods contain N u integrators, 4 * (3N u + 2N ) additions/subtractions, 3N u * (3N u + 2N) ) multiplications, and 3N u + 2N limiteroperations per iteration, so the GPN has O(M 2 ) operations. When compared with the computational complexity, we can see that the proposed approach can reduce the computational cost.
V. SIMULATION STUDIES
In this section, simulation studies are performed to illustrate the performance of the MPC for the chained nonholonomic 
A. Simulation Results Using GPN Method
At first, the performance of using the GPN is shown. Fig. 2 shows that the MPC based on recurrent neural network can control the chained nonholonomic system successfully, all the states can be stable. Fig. 3 shows the increment input of the chained system, which gain from GPN, and Fig. 4 represents (2) is of singular manifold. Fig. 5 shows that the control method can also control the chained nonholonomic system successfully, and the states which start from the original point can be stabled, after finite time. Fig. 6 shows the increment input, and Fig. 7 represents the input u 1 after transformation (4).
B. Simulation Results Using Function QUADPROG
It is well known that the MATLAB function QUADPROG can be used to solve QP problem. The function can be expressed as follows: (32) where lb i and ub i represent the upper/lower bounds of ū i . For comparison, the parameters in this simulation are the same as case 1 in Section V-A. Fig. 8 shows the states of the chained nonholonomic system, which use the function QUADPROG to solve (27) ; from this figure, we can see that in the first 5 s the state x 2 of subsystem (9) becomes too large and the insider-figure shows that during the time 40-80 s, the states of chained nonholonomic system have not converged to origin yet. Figs. 9 and 10 show the increment input and the input u 1 after transformation (4), the control inputs increase too large to be implemented in the actual applications.
From Figs. 8-10 , we see that the function QUADPROG is inappropriate for solving (27) in this paper and the GPN method has much better performance than in terms of efficiency and effectiveness. Using the GPN method, we can actually reduce the computational time than using the function QUADPROG. Therefore, it is more appropriate to choose the GPN method for the QP problem of chained nonholonomic systems.
VI. CONCLUSION
In this paper, we have proposed a new method to stabilize nonholonomic chained systems. First, we reorganize the nonholonomic chained systems into two subsystems. To avoid the appearance of the controller singularity when the input u 1 → 0, an exponential decaying term is combined with the control input to delay the u 1 approaching 0. A linear transformation has been applied on the second subsystem through state scaling transformation. Second, we employ MPC for control design to stabilize two subsystems, the GPN over a finite receding horizon is used to solve the QP problem derived from MPC. Rigorous proof has been presented to show Lyapunov stability and global convergence to the exact optimal solutions of reformulated convex programming problems. Finally, the simulation results demonstrated that the proposed hybrid method can successfully stabilize the nonholonomic chained systems with better performance in comparison with MATLAB built-in optimization function. However, only the velocity level control has been solved in the current paper. In the future work, neural network and fuzzy system approximation based uncertainty compensation (see [38] [39] [40] [41] ) would be investigated together with MPC for uncertain nonlinear dynamical nonholonomic systems.
APPENDIX
Proof of Theorem 1 Consider of the Lagrangian dual problem of (27) , (28) L( ū, ε, η) = ε
where for m = 1 or m = n − 1, ε ∈ R 3N u +2mN , η ∈ = {ε ∈ R 3N u +2mN |l ε h}, and the function L( ū, ε, η) is convex.
From [31] , we see that ū * is an optimal solution of (27) if and only if there exist ε * and η * satisfying the following inequalities according to the theorem of the saddle point:
We can turn (33) into the following form:
∀ ū ∈ R N u , ε ∈ R 3N u +2mN , η ∈ . From (35), we can get that
then E ū * = η * and
where f ( ū) = −ε T (E ū) + c T ū + 1/2 ū T W ū, if there exist ū which satisfy f ( ū ) − f ( ū * ) < 0, and is obviously contradictive with the case η * = η. So for ū ∈ R N u , we have
According to the projection formulation developed in [32] , the above inequality can be equivalently transformed as follows:
On the other hand, (38) represents that the gradient of f ( ū * ) must vanish, so
Thus, if and only if there exists ( ū * , η * , ε * ) satisfying the following condition:
that ū * is an optimal solution of (27) , (28) . After some substituting and transforming, we can obtain
Therefore, we can obtain the optimal solution ū * , if there is a ε * which satisfies that
then, we obtain the equation below
where φ = EW −1 E T ; ψ = W −1 ; β = −W −1 c; ρ = −EW −1 c. By solving piecewise equation (44), the optimal solution ū * of the problem (27) can be obtained. ū * = ψε * + β. This completes the result.
