In this paper, we have used the distributed mean value analysis (DMVA) technique with the help of random observe property (ROP) and palm probabilities to improve the network queuing system throughput. In such networks, where finding the complete communication path from source to destination, especially when these nodes are not in the same region while sending data between two nodes. So, an algorithm is developed for single and multi-server centers which give more interesting and successful results. The network is designed by a closed queuing network model and we will use mean value analysis to determine the network throughput (β) for its different values. For certain chosen values of parameters involved in this model, we found that the maximum network throughput for 0.7 β ≥ remains consistent in a single server case, while in multi-server case for 0.5 β ≥ throughput surpass the Marko chain queuing system.
Included in the Quality of Service Internetwork architecture is a discipline sometimes called queue management. Queuing is a technique used in internetwork devices such as routers or switches during periods of congestion. Packets are held in the queues for subsequent processing. After being processed by the router, the packets are then sent to their destination based on priority.
In the queuing network, the traditional approach to find the solution is using characteristics of a continuous time markov chain to formulate a system of balance equation for the joint probability distribution of the system state. The solution of the balance equations, for certain classes of networks such as Jackson networks and Gordon-Newell networks is in the form of a product of simple terms, see [6] . In general, the joint probability is not so simple and sometime it is inefficient to pursue. If we only interested in the average performance measure such as average waiting time, average response time or network throughput, we do not need the steady-state probabilities of the queue length distributions. In this stage, we will use an approach so called mean value analysis. The algorithm for this approach works directly to the desired statistics and has been developed and applied to the analysis of queuing networks, for example see [7] . The mean value analysis is based on the probability distribution of a job at the moment it switches from one queue at a server to another and the steady state probability distribution of jobs with one job less. This relation is known as arrival theorem for closed queuing networks. In a closed queuing network, the bottleneck is the queue with the highest service demand per passage.
Using the arrival theorem, if a job move from queue i to queue j in a closed queuing networks with K jobs in it, will find on average ( )
With this result and assuming that a job is served in a first come first served basis, a relation between the average performance measure in this network with K jobs and 1 K − job can be performed recursively.
Proposed Mechanism
Mean value analysis depends on the mean queue size and mean waiting time. This equation applied to each routing chain and separately to each service center will furnish the set of equations which will easily solved numerically. The proposed algorithm is simple and avoid overflow, underflow actions which may arise with traditional algorithms. All mean values in the algorithm are calculated in a parallel manner. Thus memory requirement is higher than the previous ones, but new mechanism is relatively faster in multi-server scenarios.
We have considered the closed multi-chain queuing system which has the product form solution. Suppose C is a routing chain and S is a service center. Each chain contains a fixed number of customers who processed through subset of services using Markov chain technique, while service providers adopt one of the following mechanisms. 1) FIFO: customers are serviced in order of arrival, and multi-servers can be used.
2) Priority Queuing: customers are serviced according to the traffic categorization.
3) WFQ (Weighted Fair Queuing): gives low-volume traffic flows preferential treatment and allows higher-volume traffic flows to obtain equity in the remaining amount of queuing capacity. WFQ tries to sort and interleave traffic by flow and then queues the traffic according to the volume of traffic in the flow. 4) PS: Customers are served in parallel by a single server. 5) LCFSPR: customers are served in reverse order of arrival by a single server, (Last come first served preemptive resume).
Now we assume that all the servers have constant service rate using multiple FCFS service centers starting with the following consequences, which relates mean waiting time 
The above equations applicable for recursive analysis of mean queuing size, meat waiting time and system throughput. The initial point can be set as, 
Mathematical Model
Our model is defined on a one-dimensional closed system consisting of M cells i.e. Figure 1. A closed queuing network model is justified for steady state conditions. In steady state, for a single-entry and single-exit lane, the traffic flow into the system will be equal to the traffic flow out of the system. We approximate this as a closed system where the number of vehicles remains the same. Each cell can either be empty or occupied by one vehicle. To start with, we assume vehicles of identical size. Since the system is closed, the number of vehicles remains constant, say equal to N . Thus the system density can be defined as N M ρ = . Hereon, this model will be referred to as the Path Cell Network model. A vehicle moves from the first to the second and so on to the th M cell and then back to the first cell. It is apparent that the system has attributes of a queuing system with FIFO discipline. In the past, the general modeling of traffic using Queuing Theory has been macroscopic, but here instead of treating the whole closed link as a single queue, we consider it as a network of queues. The Path Cell Network model at first appears to be a cumbersome one as each cell has limited space and, therefore, each queue in the network limited buffer space. But, our task can be made much easier by our definition of the servers. The exact working of the model is as follows:
Being a single lane model each vehicle moves to the next cell if empty or waits, and then moves when the vehicle ahead vacates the cell. Thus there can only be two configurations for a particular vehicle: either the cell ahead is empty or occupied. We say a vehicle is in service when the cell ahead is empty and "waiting" if it is occupied.
( )
In effect, each empty cell acts as a server, and at any point in time there are always M N − servers in the system that keeps changing their positions. These dynamic cells act as servers to M N − queues in the system that together form a closed network. The number of waiting units in each queue can be counted as the total number of vehicles between the empty cell and the one empty behind it. Thus if there are two consecutive empty cells, both act as servers with one of them having zero queue size. Service in each queue is assumed to be exponential, and for the basic Path Cell Network model, assuming identical vehicles, the service rate of each vehicle is also taken to be the same. As the service is exponential, from the Poisson-in-Poisson-out property inter-arrival times at each queue are also exponential.
The model we claim can be mapped onto a cyclic Jackson network with M N − cells and N customers. Thus, effectively, a path segment with very limited buffer space at each queue is mapped onto a well-known cyclic queuing network with buffer space of size N.
The results of a cyclic Jackson network are well known. A state is indicated by 1 2 3 , where
k indicates the number of units at each stage of the closed queuing network. The probability of being in a state 1 , 0, 0, 0
while, ( )
In this case we have consider the service rate and probability at each node and stage is same and equal to the inverse of the number of ways of selecting N out of 1 N k + − places as customers and remaining 1 k − places being the partitions, it is calculated as ( )
here throughput j α of the network can be calculated as
where ( )
is simply the number of ways of selecting N out of the last 2 N k + − places as customers, the first place being a partition 
After scaling, throughput becomes
The algorithm starts with an empty network (zero customers), then increases the number of customers by 1 until it reaches the desired number of customers of chain r .
The average waiting time in this closed queuing network and the average response time per visit are given by the following formulas:
( ) ( ) ( )
where, i s is the service time, and i w is waiting time. To obtain the average response time per passage, the above equation can be obtained by each time visit ratio as ( ) ( ) ( )
where, i p is response time and i v is each time visit. The expected number of jobs in queue I is given by little's formula [6] as.
Case Studies
Now we have to implement our model in single and multi-server scenarios to calculate throughput and mean waiting time. Step 2: Main Loop, same as in single server case.
Step 3: Additional Corollary for Multi-servers.
Simulation Results & Discussion
The network bottleneck is the fast server. For 0.7 β > the fast server is also the network bottleneck, but when 0.7 β < , the network bottleneck is the slow server. The determination of network throughput for different values of β is calculated recursively. Every job arrives at server serve immediately (FCFS). Figure 2 shows the plot between β and network throughput and clearly shows the difference between two schemes with consistence behavior. our proposed scheme performance increases in terms of Mbps which remain consistent. So in multi-server case for every value of 0.5 β ≥ the queuing systems performs well. After deep analysis on other resulted files created after simulation, we have seen that size of packet is also increases as throughput increase which also help in improving system overall performance. Figure 4 shows queuing system mean waiting time which increases as usual as the number of customer in chain increases. But still our proposed model is somehow better while comparing with other.
This means waiting time also one of the main objectives of my future work. To define and construct a model in which mean waiting system decreases as the number of customers increases by implementing some grid computing functionalities. Also developing a queuing network model for multi-hop wireless ad hoc networks keeping same objectives, used diffusion approximation to evaluate average delay and maximum achievable per-node throughput. Extend analysis to many to one case, taking deterministic routing into account. 
