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FINITE-GAP SOLUTIONS OF THE SINE-GORDON EQUATION
V.P. KOTLYAROV
Abstract. This paper contains first results on the finite-gap integration of the Sine-
Gordon equation. They were published on Russian in 1976. The papers [9], [11], [20]
have been rewritten in the English language with small modifications for a convenience.
Such a translation was made due to requests of some interested readers.
In those papers, the method of constructing of the finite-gap solutions of the equation
utt − uxx + sinu = 0 was proposed. The explicit formulae were obtained for these
solutions. The formulae are constructed in terms of θ-functions and they are analogous
to the formulae obtained by A.R.Its and V.B.Matveev [4], B.A.Dubrovin and S.P.Novikov
[5] for periodic and almost periodic solutions to the Korteweg de Vries equation.
This reprint on English language is dedicated to the memory of V.A. Kozel
1. Introduction
V.A.Marchenko [1] and S.P.Novikov [2] have developed two different approaches to solv-
ing of the periodic problem for the Korteweg de Vries equation. Their results have generated
a series of papers devoted to the periodic problem (see review [3]). In particular, papers
written by A.R.Its and V.B.Matveev [4], B.A.Dubrovin and S.P.Novikov [5], A.R.Its [6] have
presented explicit formulae for the so called finite-gap (periodic and almost periodic) solu-
tions of KdV equation and nonlinear Schro¨dinger equation. These formulae were obtained
using results and ideas of N.I. Akhiezer [7] relating to inverse problems for the Hill operator.
In all these papers an essential role have played the self-adjointness of corresponding inverse
problems.
A lot of interesting problems for nonlinear equations are connected with not selfadjoint
Lax operators. Unfortunately, the solvability of a periodic inverse problem is unknown for
not selfadjoint operators. Therefore in the not selfadjoint case, we use another approach
where not using spectral theory of the corresponding operators. This approach uses the
method from the paper [1]. This method allows to describe finite-gap solutions with the
help of autonomous nonlinear ODEs (sf.[9], [10]). On another hand, our approach uses ideas
of papers [4], [8] for an integration of such type autonomous nonlinear ODEs as well as
deducing the explicit formulae.
In this paper we give complete results obtained by this way for the Sine-Gordon equation:
(1.1) utt − uxx + sinu = 0.
The main results are published in [9], [11]. The same approach have been used in [10], [12] for
nonlinear Schro¨dinger equation. It is necessary to emphasize that I.M. Krichever [13], [14]
has proposed an algebraic geometry method for a construction finite-gap solutions of those
nonlinear equations which appeared in the scheme of V.E. Zakharov and A.B. Shabat [15].
For equation (1.1) a modification of the Krichever method was done by A.R. Its. Derived by
A.R.Its formulae are coincided with our formulae deduced earlier in [11]. The authors bring
their appreciation to A.R.Its and I.M.Krichever which have provided us the opportunity to
know the results before their publication.
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2. Finite-gap potentials
As it is known [16], the inverse scattering method is associated with a pair of the Lax
linear operators Lˆ and Mˆ such that the formal equality Lˆt = [Lˆ, Mˆ ] = LˆMˆ − MˆLˆ generates
a nonlinear equation. In the case of the Sine-Gordone equation (1.1) operator Lˆ has the
form:
(2.1) Lˆ = I
d
dx
+ V (x, t), I =
(
J 0
0 0
)
, V +
(
A C
C 0
)
J =
(
0 −1
1 0
)
, A =
i
4
(
0 w
w 0
)
, C =
1
4
(
eiv/2 0
0 e−iv/2
)
,
where v = v(x, t) and w = w(x, t) are arbitrary complex-valued functions.
Let four dimensional vector function ϕ(x) is a solution of equation Lϕ = λϕ with an
arbitrary complex number λ 6= 0. Here and below in this section potential V depends on x
only. In view of the degeneration of operator L this equation is equivalent to the following
one:
(2.2) Lψ := Jψ′ +Aψ +
1
λ
Hψ = λψ, λ 6= 0,
where H = C2, and ψ = ψ(x) is two dimensional vector function. If we put B := λJ−JA−
1
λJH , then equation (2.2) takes the form:
(2.3) ψ′ = −Bψ
Definition. Matrix valued function V (x) is called a finite-gap potential of the operator L,
if the matrix equation
(2.4) Ψ′x = [Ψ, B], [Ψ, B] = ΨB −BΨ
has a nontrivial solution such that Ψ is a matrix polynomial with the zero trace (SpΨ = 0).
Such a definition does not use the periodicity of matrix V (x). In the periodic case it is
equivalent to the definition from the paper [10] for the Dirac operator. It is also equivalent
to the necessary and sufficient conditions for the Sturm-Liouville operator to be finite-gap
[4], i.e. when the absolutely continuous spectrum of the operator consists from finite number
of closed intervals on the real axis.
To understand this definition let us use results from [9]. Let v(x, y, t) and w(x, y, t) be
smooth complex-valued functions for all x, y, t ∈ R. Let vector ψ = ψ(x, λ, y, t) be a solution
of equation (2.2) with the matrices A and H given by w := w(x, y, t) and v := v(x, y, t), and
λ is an arbitrary nonzero complex number. In connection with equation (2.2) we introduce
a set of operators:
(2.5) Mk = Dk +Bk(x, λ, y, t), k = 1, 2 Bk =
(
iw4 −λ+ (−1)
k
16λ e
−iv
λ− (−1)k16λ eiv −iw4
)
,
where D1 and D2 are differentiations with respect to t and y. Then it is easy to verify that
the following equality
(2.6) LMkψ − λMkψ = (Sk + 1
λ
Vk)ψ
FINITE-GAP SOLUTIONS OF THE SINE-GORDON EQUATION 3
is fulfilled for any solution ψ of the equation (2.2). The matrices Sk and Vk have the form:
S1 =−D1A+A′x + 2(HJ − JH),
V1 =−D1H −H ′x − 2(HJA−AJH),
S2 =−D2A+A′x,
V2 =−D2H +H ′x.
Equality (2.6) together with (2.1) show that the operator M1 (and M2) transforms the
solution ψ of equation (2.2) into a solution of the same equation (2.1) iff the functions
v(x, y, t) and w(x, y, t) satisfy the system of equations:
(2.7) w′t − w′x + sin v = 0, v′t + v′x − w = 0
(and
(2.8) w′x − w′y = 0, v′x − v′y = 0.)
The system (2.7) is equivalent to the sine-Gordon equation (1.1) for the function v(x, y, t),
where y is a parameter while the equations (2.8) give that
v(x, y, t) = v0(x+ y, t), w(x, y, t) = w0(x+ y, t),
where v0 and w0 are some smooth functions. On the other hand, if u(x, t) (x, t ∈ R) satisfies
(1.1) then the function u(x+ y, t) solves equation (1.1) for all y ∈ R. Let us put
(2.9) v(x, y, t) = u(x+ y, t), w(x, y, t) = u′t(x+ y, t) + u
′
x(x+ y, t)
This pair of functions satisfy (2.7), (2.8) simultaneously. Therefore, the both of operators
M1, M2 transform the solution of (2.2) into a solution of the same equation (2.2).
Introduce now the fundamental matrix of equation (2.2) in such a way that
Ψ(x, y, t, λ) =
(
ψ11(x, y, t, λ) ψ12(x, y, t, λ)
ψ21(x, y, t, λ) ψ22(x, y, t, λ)
)
, Ψ(x, y, t, λ)|x=0 ≡ I
Theorem 2.1. Let u(x, t) (x, t ∈ R) be a solution of (1.1).Then, for all x, y, t ∈ R, the
fundamental matrix of equation (2.2) satisfies the following equations:
(2.10) DkΨ = ΨAk(y, t, λ)−Ak(x+ y, t, λ)Ψ, k = 1, 2,
where Ak(x + y, t, λ) = Bk(x, y, t, λ) = Bk(0, x + y, t, λ) are defined by (2.5) with v and w
from (2.9).
Proof. Any solution of equation (2.2) is represented as Ψ(x, y, t, λ)ψ0, where ψ0 is an initial
condition. As u satisfies equation (1.1), then Mk transforms the solution of equation(2.2)
into another one’s. Hence vectors MkΨ(x, y, t, λ)ψ0 (k = 1, 2) is also a solution of the same
equation and
MkΨ(x, y, t, λ)ψ0 = Ψ(x, y, t, λ){MkΨ(x, y, t, λ)ψ0}|x=0.
Since {MkΨ(x, y, t, λ)ψ0}|x=0 = {Mk}|x=0Ψ(0, y, t, λ)ψ0 = Bk(0, y, t, λ)ψ0 then {MkΨ −
ΨBk(0, y, t, λ)}ψ0 = 0 and, due to the arbitrariness of ψ0, one find that
MkΨ(x, y, t, λ)−Ψ(x, y, t, λ)Bk(0, y, t, λ) = 0.
The last equality is the matrix equation (2.10). 
Corollary 2.1. Let u(x, t) (u(x + l, t) = u(x, t)) is a periodic solution of (1.1). Then
equations (2.3), (2.9), (2.10) give Ak(y + l, t, λ) = Ak(y, t, λ) and
(2.11) DkΨˆ = ΨˆAk(y, t, λ)−Ak(y, t, λ)Ψˆ, k = 1, 2,
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where Ψˆ(y, t, λ) := Ψ(l, y, t, λ) is the monodromy matrix of equation (2.2). Moreover, if
we put y = x and k = 2 then equation (2.11) coincides with equation (2.4) which defines
finite-gap potentials.
Now we return to the finite-gap potentials. Let ψik (i, k = 1, 2) be entries of the matrix
Ψ. Then matrix equation (2.4) is equivalent to the following system of differential equations:
if ′ =
(
λ− e
iu
16λ
)
ψ +
(
λ− e
−iu
16λ
)
ϕ,
iψ′ =
w
2
ψ + 2
(
λ− e
−iu
16λ
)
f,(2.12)
iϕ′ =− w
2
ϕ+ 2
(
λ− e
iu
16λ
)
f,
g′ =0,
where 2g := ψ11 + ψ22 and 2if := ψ11 − ψ22, ψ := ψ12, ϕ := ψ21. Prime ′ denote the
differentiation with respect to x. It is obviously that any matrix, which is polynomial in λ
and satisfies equation (2.4), uniquely defines a polynomial solution of the system (2.12) and
vice versa.
Following to [9] we look for a polynomial solution of the system (2.12) in the form:
(2.13) f =
N1∑
k=1
fkλ
2k−1, ψ =
N2∑
k=0
ψkλ
2k, ϕ =
N3∑
k=0
ϕkλ
2k.
The necessary and sufficient conditions for polynomials (2.13) to be a solution of (2.12) are
as follows:
• N1 = N2 = N3 = N, N = 0, 1, 2, 3, . . .;
• ψN = −ϕN is independent on x;
• eiuψ0 + ϕ0e−iu = 0;
• w = −4 fN
ψN
;
• polynomial coefficients are satisfy the nonlinear autonomous system of differential
equations:
if ′m =ψm−1 + ϕm−1 −
ψ0ϕm − ϕ0ψm
16
√−ψ0ϕ0
iψ′m =2fm −
ψ0fm+1
8
√−ψ0ϕ0
− 2fNψm
ψN
, m = 0, 1, . . . , N(2.14)
iϕ′m =2fm +
ϕ0fm+1
8
√−ψ0ϕ0
+
2fNϕm
ψN
.
Any solution of the system (2.14) generates the matrix polynomial solution Ψ of (2.4). Such
solution satisfies the symmetry property:
(2.15) σ3Ψ(x,−λ)σ3 = −Ψ(x, λ), σ3 =
(
1 0
0 −1
)
.
Thus, necessary and sufficient conditions ( pointed above) give a complete description of all
finite-gap potentials, i.e. when equation (2.4) has a polynomial in λ solution of the form
(2.13). It is easy to prove that other finite-gap potentials do not exist. Indeed, let V (x) be
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an arbitrary, finite-gap potential. Then by the definition (2.4) there exists a polynomial in
λ solution Ψ(x, λ). In view of the symmetry property
σ3B(x,−λ)σ3 = B(x, λ),
the polynomial σ3Ψ(x,−λ)σ3 is also a solution of (2.4). Hence the matrix Ψ(x, λ) −
σ3Ψ(x,−λ)σ3 is a polynomial solution of (2.4) which satisfies the symmetry property (2.15).
The above consideration lead to a more precise definition.
Definition. Matrix V (x) is called N-gap potential if equation (2.4) has a polynomial in λ
solution of the form (2.13), where N1 = N2 = N3 = N and, at the same time, there does
not exist a polynomial in λ solution of the degree is less than N .
The mentioned above necessary and sufficient conditions allow to describe the set of
finite-gap potentials V (x) of the operator L, and also to find all such potentials by solving
autonomous system (2.14).
3. Autonomous systems and sine-Gordon equation
In this section we show that the systems of equations (2.11) k = 1, 2 generate some
nonlinear autonomous equations, which lead to a solution of the Sine-Gordon equation (1.1).
Let coefficients u and w of equations (2.11) k = 1, 2 are completely arbitrary, i.e. we will
consider the next system of equations:
if˙ =
(
λ+
eiu
16λ
)
ψ +
(
λ+
e−iu
16λ
)
ϕ,
iψ˙ =
w
2
ψ + 2
(
λ+
e−iu
16λ
)
f,(3.1)
iϕ˙ =− w
2
ϕ+ 2
(
λ+
eiu
16λ
)
f
and
if ′ =
(
λ− e
iu
16λ
)
ψ +
(
λ− e
−iu
16λ
)
ϕ,
iψ′ =
w
2
ψ + 2
(
λ− e
−iu
16λ
)
f,(3.2)
iϕ′ =− w
2
ϕ+ 2
(
λ− e
iu
16λ
)
f
where u = u(x, t), w = w(x, t) are some arbitrary complex valued functions, and the dot and
prime mean differentiation in t and x respectively (from here and below we use x instead of
y).
First of all we emphasize that the both of system has the conservation law:
(3.3) f2(x, t, λ) − ψ(x, t, zλ)ϕ(x, t, λ) ≡ P (λ), λ ∈ C,
where P (λ) is defined by initial conditions. If f, ψ, ϕ satisfy (3.1) and (3.2) simultaneously,
then P (λ) is independent on t and x. Below we consider the case when u,w are unknown
functions. In this case the systems of equations are underdetermined (not closed). However,
we can make them to be closed. To this end, let us seek polynomial in λ solutions of these
systems. It is easy to analyze that polynomial solution must be of the form:
(3.4)
f(x, t, λ) =
N∑
j=1
fj(x, t)λ
2j−1, ψ(x, t, λ) =
N∑
j=0
ψj(x, t)λ
2j , ϕ(x, t, λ) =
N∑
j=0
ϕj(x, t)λ
2j .
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Let us put f0 = 0 and fj , ψl, ϕm are equal zero when j, l,m < 0 and j, l,m > N . Then we
have algebraic relations:
ψN + ϕN =0,
eiuψ0 + e
−iuϕ0 =0,
4fN − wϕN =0,
4fN + wψN =0.
The last relations give unknown functions:
(3.5) e−iu =
ψ0√−ψ0ϕ0
, w = 4
fN
ϕN
= −4 fN
ψN
,
System (3.1) transforms into the system of equations on polynomial coefficients:
if˙m =ψm−1 + ϕm−1 +
ψ0ϕm − ϕ0ψm
16
√−ψ0ϕ0
iψ˙m =2fm − ψ0fm+1
8
√−ψ0ϕ0
− 2fNψm
ψN
, m = 0, 1, . . . , N(3.6)
iϕ˙m =2fm +
ϕ0fm+1
8
√−ψ0ϕ0
+
2fNϕm
ψN
.
Moreover, the second and third equations of system (3.6) gives that ψN and ϕN is indepen-
dent on t. The conservation law (3.3) give that the quantity ψ0ϕ0 = P (0) is also constant
value. Substituting eiu, e−iu, w into (3.1) we obtain the autonomous system of ODEs:
(3.7) y˙j = Fj(y0, y1, . . . , yM ), j = 0, 1, . . . ,M, M = 3N + 2,
where yj = fj (1 ≤ j ≤ N), yN+j = ψj (0 ≤ j ≤ N), y2N+1+j = ϕj (0 ≤ j ≤ N), and
the right hand sides Fj are at most the second degree polynomials on y0, y1, . . . , yM (since
denominators of Fj are constant values).
In polynomial coefficients the system (3.2) is written in the form:
if ′m =ψm−1 + ϕm−1 −
ψ0ϕm − ϕ0ψm
16
√−ψ0ϕ0
iψ′m =2fm −
ψ0fm+1
8
√−ψ0ϕ0
− 2fNψm
ψN
, m = 0, 1, . . . , N(3.8)
iϕ′m =2fm +
ϕ0fm+1
8
√−ψ0ϕ0
+
2fNϕm
ψN
.
The function u and w are found by the same formulas (3.5) as before. Again we have that
ψN = −ϕN and ψ0ϕ0 are independent on x. After the elimination of u and w these equations
are also written in the form of autonomous system of ODEs:
(3.9) y′j = Φj(y0, y1, . . . , yM ), j = 0, 1, . . . ,M, M = 3N + 2,
where Φj are at most the second degree polynomials on y0, y1, . . . , yM . Let us note that
without loss of a generality we can put: ψN = −ϕN = 1.
Thus, the requirement of the existence of the polynomial in z solution to systems (3.1) and
(3.2) defines uniquely the functions eiu, e−iu, w through solutions of autonomous systems
(3.7) and (3.9). On the other hand, if fj, ψl and ϕm are a solution of autonomous systems
(3.7), (3.9), and eiu, e−iu, w are the function constructed by (3.5) then polynomials (3.4)
are a solution of systems (3.1), (3.2). In what follows the system (3.6), (3.8) together with
(3.5), and the system (3.7), (3.9) are identified.
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It is well known that necessary and sufficient conditions for the systems (3.7), (3.9) to be
compatible are the following ones:
(3.10)
N∑
j=0
(
∂Fj
∂ym
Φm − ∂Φj
∂ym
Fm
)
= 0, j = 0, 1, . . . ,M.
The direct calculation shows that compatibility conditions (3.10) are fulfilled.
Theorem 3.1. Let fj(x, t), ψl(x, t), ϕm(x, t) be a compatible local solution of autonomous
system (3.7), (3.9). Then, functions u(x, t) and w(x, t) defined by (3.5) are a local infinitely
differentiable in x and t solution of the following nonlinear equations:
u˙+ u′ − w = 0, w˙ − w′ + sinu = 0,
Proof. Since right hand sides Fj(y0, y1, . . . , yM ) and Φj(y0, y1, . . . , yM ) of systems (3.7),
(3.9) are infinitely differentiable in y0, y1, . . . , yM then their solutions are also infinitely
differentiable in t and x. Systems (3.6), (3.8) give:
i(f˙N − f ′N ) =−
(ψ0 + ϕ0)ψN
8
√−ψ0ϕ0
,(3.11)
i(ψ˙0 + ψ
′
N ) =− 4fNψ0(3.12)
Since
fN = −wψN
4
, e−iu =
ψ0√−ψ0ϕ0
then we have
w˙ − w′ + sinu = 0, u˙+ u′ − w = 0.
As u and w are smooth then last equations are equivalent to the SG equation (1.1):
u¨− u′′ + sinu = 0.

Under some conditions systems (3.6), (3.8) have a global solution.
Lemma 3.1. Let initial conditions satisfy the symmetry properties:
(3.13) fj = f¯j, ϕj = −ψ¯j .
Then system (3.6), as well as the system (3.8), has a solution defined for all t ∈ R or x ∈ R
respectively. The solution is uniformly bounded and possesses the same property (3.13) for
all t and x.
Proof. The proof will be done for system (3.6). We first show that the symmetry property
is conserved for all t. Indeed, let fj(t), ψl(t), ϕm(t) be the solution of (3.6). Consider a new
functions: fˆj(t) = f¯j(t), ψˆl(t) = −ϕ¯l(t), ϕˆm(t) = −ψ¯m(t). After complex conjugation of
system (3.6) it is easy to see that fˆj(t), ψˆl(t), ϕˆm(t) satisfy (3.6). Under condition t = t0,
in view of (3.13), these two sets of functions are coincide. Then the uniqueness theorem for
ODEs gives that they are coincide for all t. Further, the existence theorem for ODEs gives
the local solution of (3.6), which inherits the symmetry properties (3.13). In turn these
properties lead to the uniform boundedness of the solution and, hence, the solution has an
extension for all t ∈ R.
The uniform boundedness is a consequence of the conservation law (3.3):
(3.14) P (λ) ≡ f2(λ, t)− ψ(λ, t)ϕ(λ, t),
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where polynomials f, ψ, ϕ are constructed by fj(t), ψl(t), ϕm(t). In view of (3.13), f(λ, t) =
f(λ¯, t) and ϕ(λ, t) = −ψ(λ¯, t). Hence P (λ) = P (λ¯). Therefore the polynomial P (λ) can be
factorized:
P (λ) = P+(λ)P−(λ),
where P+(λ) is a polynomial of 2N -th degree. Its zeroes are located in the closed upper half
plane. The second polynomial is the complex conjugated to the first one: P−(λ) = P
+
(λ¯).
For real λ conservation law (3.14) takes the form
f2(λ, t) + |ψ(λ, t)|2 ≡ |P+(λ)|2.
Hence
|f(λ, t)| ≤ |P+(λ)|, |ψ(λ, t)| = |ϕ(λ, t)| ≤ |P+(λ)|, λ ∈ R.
By using Bernstein inequalities [17] we find∣∣∣∣∂mf(λ, t)∂λm
∣∣∣∣ ≤
∣∣∣∣dmP+(λ)dλm
∣∣∣∣ , m = 1, 2, . . . , z ∈ R.
Choosing m = 0, 1, 2, . . . , N and z = 0 we obtain
|fm(t)| ≤ |P+m |, |ψm(t)| = |ϕm(t)| ≤ |P+m |,
where P+m m = 1, 2, . . . , N are coefficients of the polynomial P
+(λ), which uniquely defined
by initial conditions of the corresponding autonomous system. The analogous proof occurs
for the system (3.8). 
Corollary 3.1. If initial conditions for the systems (3.6) and (3.8) possess properties (3.13)
then there exists the compatible, global, infinitely differentiable and bounded solution fˆj(t) =
f¯j(t), ψˆl(t) = −¯ˆϕl(t), ϕˆm(t) = −ψ¯m(t). Moreover, the function
u(x, t) = − argψ0(x, t)
is a real global (x, t ∈ R) and smooth solution of the Sine-Gordon nonlinear equation (1.1).
Proof. Indeed, due to the symmetry properties,
u(x, t) = i ln
ψ0(x, t)√−ψ0ϕ0
= i ln
ψ0(x, t)√
|ψ0|2
.
The conservation law (3.14) give that |ψ0(x, t)|2 = −ψ0(x, t)ϕ0(x, t) = |ψ0|2 = P (0). Hence
|ψ0(x, t)| = |ψ0| for all x and t. Therefore
u(x, t) = i ln
∣∣∣∣ψ0(x, t)|ψ0|
∣∣∣∣− argψ0(x, t) = − argψ0(x, t)
is a solution of the Sine-Gordon nonlinear equation (1.1). 
Thus it is proved that any compatible solution of the autonomous systems (3.6) and
(3.8) generates by (3.5) one-parameter (in t) set of the finite-gap potentials V (x, t) of the
Lax operator L. We call the corresponding function u(x, t) as a finite-gap solution of the
Sine-Gordon equation.
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4. Abel map and Jacobi inversion problem
Since ψN and ϕN are independent on x an t we put ψN = −ϕN = 1 without loss of
generality. Then polynomial ψ(x, t, λ) has the form:
ψ(x, t, λ) =
N∏
j=1
(λ− λj)(λ + λj)
and hence ψ0(x, t) = (−1)N
N∏
j=1
µj(x, t), µj(x, t) := λ
2
j(x, t). If we put λ
2 = z then, leaving
the same notation for polynomial P ,
P (z) =
2N∑
j=0
pkz
2k,
we find
(4.1) u(x, t) = i ln


(−1)N
N∏
j=1
µj(x, t)
√
p0

 .
Introduce now new functions ψˆ and fˆ such that
ψˆ(x, t, z)|z=λ2 ≡ ψ(x, t, λ), fˆ(x, t, z)|z=λ2 ≡ λf(x, t, λ).
Then the systems (3.1) and (3.2) take the form
(4.2) iDkψˆ = 2

1−
(−1)k+N
N∏
j=1
µj(x, t)
16z
√
p0

 fˆ + w2 ψˆ, k = 1, 2,
where D1 and D2 are differentiations with respect to t and x. These equations are equivalent
to
iDk ln ψˆ = 2

1−
(−1)k+N
N∏
j=1
µj(x, t)
16z
√
p0

 fˆψˆ +
w
2
, k = 1, 2.
The multiplication on z − µl and passage to the limit, as z → µl, give
Dkµl = 2i

1− (−1)k+N
16
√
p0
∏
j 6=l
µj(x, t)

 fˆ(x, t, µl)∏
j 6=l
(µl − µj)
Take into account that fˆ(x, t, µl) =
√
µlP (µl) we finally obtain
(4.3) Dkµl = 2i

1− (−1)k+N
16
√
p0
∏
j 6=l
µj(x, t)

 √µlP (µl)∏
j 6=l
(µl − µj) , k = 1, 2; l = 1, 2, . . . , N
We have supposed here that polynomial ψˆ has simple zeroes. In general, they remain simple
for small x and t, if inequalities µl(0, 0) 6= µj(0, 0) took place at the origin. The symmetry
conditions
f(x, t, λ) = f(x, t, λ¯), ϕ(x, t, λ) = −ψ(x, t, λ¯)
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mean that P (z) (z = λ2) is positive on the real line and, hence, zeroes of P (z) form the
conjugated pairs of points on the complex plane and/or the even number of them lies on the
negative half line.
Systems (4.3) are integrated by the known Abel map [8]. To this end the systems must
be considered on the hyper-elliptic Riemann surface R of the function
√
zP (z). Initial data
µ1(0, 0), µ2(0, 0), . . . , µN (0, 0), as points are belonging to R, are defined in such a way that
√
µj(0, 0)P (µj(0, 0)) =
N∑
l=1
fl(0, 0)µ
l
j(0, 0).
Let Ej (j = 1, 2, . . . , 2N) be zeroes of polynomial P (z). Consider a realization of the
Riemann surface R as two-sheet covering of the complex plane. The sheets are merged
along of disjoint intervals [E2j−1, E2j ] j = 1, 2, . . . , N and the positive ray [0,∞). We
choose the cycle aj in such a way that the corresponding curve lies on the upper sheet of R
and encloses interval [E2j−1, E2j ]. The cycle bj starts on the upper bank of [E2j−1, E2j ] goes
along the upper sheet to the ray [0,∞) and returns along the lower sheet to the starting
point. We choose also the fixed orientation of the cycles.
Introduce on R basis {ωj(z)}|Nj=1 of Abelian integrals of the first kind:
ωj(z) =
z∫
∞
h(s)ds√
sP (s)
, hj(s) =
N−1∑
l=0
cljs
l, j = 1, 2, . . . , N.
They are normalized by conditions:∫
aj
dωl(z) = δjl, j, l = 1, 2, . . . , N.
Then the Abel map has the form:
(4.4) νj(x, t) =
N∑
l=1
ωj(µl(x, t)).
Substitution (4.4) into equations (4.3) gives next equations for νj(j = 1, 2, . . . , N):
Dkνj(x, t) = 2i
N−1∑
i=0
cij
N∑
n=1
µin∏
l 6=n
(µn − µl)

1− (−1)k+N
16
√
p0
∏
l 6=n
µj(x, t)

 k = 1, 2.
It is easy to see that expression
N∑
n=1
µin∏
l 6=n
(µn−µl) can be written as
N∑
n=1
µin∏
l 6=n
(µn − µl) =
N∑
n=1
resz=µn
zi
N∏
l=1
(z − µl)
.
Then the theory of residues gives
N∑
n=1
µin∏
l 6=n
(µn − µl) =


(−1)N+1∏
l 6=n
µl
, i = −1
0, 0 ≤ i < N − 1
1, i = N − 1.
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and we finally have
Dkνj(x, t) = 2i
(
cN−1j +
(−1)k
16
√
p0
c0j
)
.
Hence
νj(x, t) = αjx+ βjt+ νj(0, 0),
where
αj = 2i
(
cN−1j +
c0j
16
√
p0
)
, βj = 2i
(
cN−1j − c0j
16
√
p0
)
.
Thus we came to the Jacobi inversion problem: find the functions µj in such a way that
they satisfy equation
(4.5)
N∑
n=1
ωj(µn(x, t)) = αjx+ βjt+
N∑
n=1
ωj(µn(0, 0))
as the points of the Riemann surface R, i.e. the equality have to fulfill by modulus of periods
of the Abelian integrals.
The application of methods from [18] to the inversion problem (4.5) gives an explicit
formula for the function
N∑
n=1
lnµn(x, t) in terms of the theta-functions. Then, in the agree-
ment with (4.1), we obtain the representation for the finite-gap solution of the Sine-Gordon
equation (1.1).
Let Bij be the entries of the matrix of the B-periods of the basis {ωj(z)}. Let us consider
theta function
ϑ(~u) =
∑
~m∈ZN
exp

πi N∑
ij=1
Bijmimj + 2πi
N∑
j=1
mjuj

 ,
where the summation is made over all integers m1,m2, . . . ,mN . Denote by Rˆ the cut
Riemann surface R over a-cycles and introduce the Riemann theta function:
(4.6) Θ(z) = ϑ(e1 − ω1(z), e2 − ω2(z), . . . , eN − ωN(z)),
where
(4.7) ej = αjx+ βjt+ γj , γj =
N∑
n=1
ωj(µn(0, 0)) +
1
2
N∑
i=1
Bij − j
2
.
It is known that function Θ(z) is regular (analytic) on Rˆ, and its zeroes solves the Jacobi
inversion problem (4.5) or, by other words, the zeroes of Θ(z) coincide with points µj(x, t).
We have supposed that polynomial ψˆ(0, 0, z) has simple zeroes. It means that all µj(0, 0)
are different and hence µj(x, t) are also different for sufficiently small x and t. Therefore,
among the points µj(x, t), there are no conjugated pairs. In turn it means that the Riemann
theta function is not trivial, i.e. Θ(z) 6= 0. (We remind that the conjugated pair of points
on the Riemann surface R is such that projections of the points on the complex plane are
the same, but the points lie on the different sheets of R).
Now we consider the function ln z, which is the normalized Abelian integral of the third
kind on the Riemann surface R with poles at the points 0 and ∞ and residues ±2, since
local variables are τ0 =
√
z and τ∞ = 1/
√
z. Its b-periods are equal to 2πi or −2πi in a
dependence of the orientations of cycles. We cut Rˆ along a curve S which connects the
points 0 and ∞ in such a way that this curve does not intersect a and b-cycles and passes
away from the set of points {µ1(0, 0), µ2(0, 0), . . . , µN (0, 0)}. Then in the domain Rˆ \ S we
chose the single valued branch of ln z by fixing its argument. Let S+ (S−) be the left (right)
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bank of the cut S when one passes from 0 to ∞. For sufficiently small ε > 0 and 1/r > 0
consider the closed contour
Γεr = S
+
εr ∪Or ∪ S−εr ∪Oε,
where S±εr = {z ∈ S± : ε < |z| < r} and Oε = {z : |z| = ε}, Or = {z : |z| = r}. Then
residues theorem gives
1
2πi

∫
∂Rˆ
ln z d lnΘ(z) +
∫
Γεr
ln z d lnΘ(z)

 = N∑
j=1
lnµj(x, t),
where ∂Rˆ is the boundary of the domain Rˆ. We can evaluate the left hand side using known
formulas for jumps of the Abelian integrals of the third kind and boundary relations or the
Riemann theta function.
To do so let us put σ2j = 1 j = 1, 2, . . . , N and 2πiσj be b-periods of ln z. Then, using
well-known formulas for jumps of ωj(z) and properties of the theta function, we find∫
∂Rˆ
ln z d lnΘ(z) =
=
N∑
j=1

∫
aj
ln z d lnΘ(z)−
∫
aj
(ln z + 2πiσj) d ln Θ(z) + 2πi
∫
aj
(ln z + 2πiσj) dωj(z)

 ,
i.e.
1
2πi
∫
∂Rˆ
ln z d lnΘ(z) =
N∑
j=1
∫
aj
ln z dωj(z) + 2πi
N∑
j=1
σjmj =
N∑
j=1
∫
aj
ln z dωj(z) + 2πik,
where mj and k are some integer. Taking into account that the function Θ(z) is continuous
for z ∈ S and relation
ln z|z∈S− − ln z|z∈S+ = 4πi,
we can write
1
2πi
∫
Γεr
ln z d lnΘ(z) = −2
∫
S+εr
d lnΘ(z)+
+
1
πi
∫
|τ |=√ε
ln τ d lnΘ0(τ) − 1
πi
∫
|τ |=1/√r
ln τ d lnΘ∞(τ),
where Θ0(τ) and Θ∞(τ) are elements of the function Θ(z) in neighborhoods of points 0 and
∞ on R. Since Θ(z) is regular everywhere on R and does not equal to zero at the points 0
and ∞, then the integrals over |τ | = √ε and |τ | = 1/√r tend to zero as ε → 0 and r → 0.
Hence
(4.8)
N∑
j=1
lnµj(x, t) = 2 ln
Θ(0)
Θ(∞) +
N∑
j=1
∫
aj
ln z dωj(z) + 2kπi.
At the infinity we have that all ωj(z) vanish while at the origin ωj(0) = σj/2. The last
follows from the Riemann relations [18]:
2πiωj(0) = 2πi
0∫
∞
dω(z) =
1
2
∫
aj
d ln z = πiσj .
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Since θ(~u) is 1-periodic for any variable uj then formulas (4.1), (4.6), (4.7), (4.8) give the
final formula for the finite-gap solution of the Sine-Gordon equation:
(4.9) u(x, t) = 2i ln
θ(~αx+ ~βt+ ~γ + ~δ)
θ(~αx+ ~βt+ ~γ)
+ C + 2kπ, k ∈ Z,
where ~δ = (1/2, 1/2, . . . , 1/2), and
C = i

 N∑
j=1
∫
aj
ln z dωj(z)− ln(−1)N√p0

 .
Later it was shown by A.R.Its [19] that C = 0. Thus we prove
Theorem 4.1. Let pairwise distinct complex numbers Ej (j = 1, 2, . . . , 2N) and µ
0
l :=
µl(0, 0) (l = 1, 2, . . . , N) be given. Let there exists such a polynomial f(z) with real coeffi-
cients that
(4.10)
2N∏
j=1
(z − Ej)−
N∏
l=1
(z − µ0l )(z − µ0l ) = zf2(z).
Then defined by (4.9) the function u(x, t) is a real, finite-gap, infinitely differentiable for all
x and t solution of the Sine-Gordon equation (1.1).
Remark 4.1. In general, formula (4.9) is true for complex valued solutions of (1.1). Poly-
nomial relation (4.10) gives necessary and sufficient conditions for the function (4.9) to be
real solution of the Sine-Gordon equation.
Remark 4.2. It is easy to see that solution (4.9) depends in fact on ξ = (x + t)/2 and
η = (x − t)/2. Therefore the function v(ξ, η) = u(ξ + η, ξ − η) is a solution of the Sine-
Gordon equation in light-cone variables:
vξη = sin v.
Now we return to the finite-gap potentials of the L-operator. Such a potentials are
generated by exp(iu(x, t)/2) and w(x, t). We have obtained the following representations:
eiu(x.t)/2 =
θ(~αx+ ~βt+ ~γ)
θ(~αx+ ~βt+ ~γ + ~δ)
eiC/2(−1)k, k = 1, 2;
w(x, t) = 2i
(
∂
∂x
+
∂
∂t
)
ln
θ(~αx+ ~βt+ ~γ + ~δ)
θ(~αx+ ~βt+ ~γ)
,
where t must be viewed as a parameter. The properties of the theta function and the results,
obtained above, show that exp(iu(x, t)/2) and w(x, t) are bounded and almost periodic
functions in x and t.
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