With the development of society, people have a higher demand for the work environment. It has aroused extensive attention of enterprises. One of the most important demands for workers is to have enough rest time to regain strength and energy during the working day. In this paper, a comprehensive mathematical model is established for the multi-objective flexible job-shop scheduling problem with flexible rest time (MOFJSP-FRT). Then a hybrid multi-objective evolutionary algorithm (MOEA) with heuristic adjustment strategies and variable neighborhood search (VNS), named HMOEAV, is proposed to solve the MOFJSP-FRT with the objectives to minimize the makespan and the machines loads balancing simultaneously. In the proposed hybrid algorithm, the machine-based encoding scheme is designed to improve search effectiveness by reducing computational complexity. Two heuristic adjustment strategies considering both the problem characteristics and the objective features are employed to initialize a high-quality population. To adequately emphasize the local exploitation ability of MOEA, VNS is incorporated into it. The non-dominated solutions got by MOEA are the initial solutions for VNS, in which three types of neighborhood structures according to problem structures are designed. The practical case in a steel structure enterprise is carried out to demonstrate the effectiveness of the proposed model and hybrid algorithm. The influences of rest time length on the MOFJSP-FRT are analyzed to give enterprises new insights to improve the scheduling efficiency while ensuring that employees have enough time to rest.
idle operators due to lack of enough scheduling flexibility. Therefore, flexible rest time (FRT), i.e. the operators are allowed to have a rest during the available rest time range, is proposed to overcome the shortcomings of fixed rest time. Besides, the performance of the solutions for FJSP cannot be completely observed only by a single objective in the real-world. Therefore, a research for the multi-objective FJSP considering FRT (MOFJSP-FRT) has high applications in the manufacturing units.
The MOFJSP-FRT can be considered as an extension of the resource-constrained FJSP (RC-FJSP), which has been studied for decades. Existing studies about RC-FJSP are mainly focused on the accessibility of the machines. Reference [8] researched into robust scheduling multi-objective FJSP with random machine breakdowns, and two surrogate measures for robustness were developed. One was for machine breakdown and the other was for the location of float times and machine breakdown at the same time. Reference [9] addressed the job-shop scheduling problem in which the machines are not available during the whole planning horizon, and machines may be unavailable during certain periods for different reasons, such as failures or unexpected quality control problems. Reference [10] researched robust and stable scheduling for FJSP with random machine breakdowns using a two-stage hybrid genetic algorithm. The first stage considered general FJSP while the second stage is for machine breakdown in the decoding space. Reference [11] presented the study of the FJSP under machine breakdowns, unplanned events, and unforeseen incidents that can happen at any time. Reference [12] investigated a scheduling problem in a FJSP with maintenance considerations where each operation can be processed by a machine out of a set of capable machines. Jobs may have alternative routes. Machine failure rates are assumed to be time-varying, and the failure rate of a machine is variable when environmental situations change significantly. In addition to considering the availability of the machine, some literatures take into account the impact of employees on resource-constrained scheduling problem. It is primarily about the processing capacity of employees. Reference [13] studied the job-shop scheduling problem with operators is an extension of the classic job-shop problems in which operation must be assisted by one of a limited set of human operators. Reference [14] addressed a ternary-integration scheduling problem that incorporates employee timetabling into the scheduling of machines and transporters in a job-shop environment with a finite number of heterogeneous transporters where the objective is to minimize the completion time of all jobs. Reference [15] studied the dual resource-constrained Job Shop Scheduling Problem, in which workers have different operation skills and proficiency. Therefore, each job's actual processing time and cost are not only affected by the machine capacity, but also the worker efficiency. From the literatures review above, we can see that existing studies about RC-FJSP are mainly focused on the accessibility of the machines and the processing capacity of employees. But those studies seldom consider the rest time even though it is a crucial factor affecting the scheduling efficiency. The MOFJSP considering FRT makes the problem more complicated, and traditional models will no longer be suitable for solving this problem. Thus, a study on the MOFJSP-FRT has high theoretical significance in the manufacturing units.
Multi-objective evolutionary algorithm (MOEA) has been recognized to be well suited for multi-objective optimization problems due to its capability to evolve a set of solutions simultaneously in one run. Due to its efficiency, various studies about solving MOFJSP with MOEA have been published in recent years. Reference [16] presented a hybrid MOEA based on NSGA-II and NRGA, which was applied to combine the improvement of makespan and stability simultaneously. A simulation approach is used to evaluate the state and condition of the machine breakdowns. Reference [17] developed a MOEA based on the natural immune system and entropy concept for solving FJSP. Reference [18] proposed an MOEA-based rescheduling method to regenerate new schedules in respond to random events in dynamic flexible job shops. Reference [19] developed a MOEA which used effective genetic operators and maintained population diversity for solving the MOFJSP. The MOEA can gain solutions quickly as a powerful and frequently used evolutionary procedure. However, it has a shortcoming during the evolving process, i.e. premature convergence. It means that MOEA could be trapped in a local optimal before the full exploration of whole feasible solutions was done. The hybridization of MOEA with other heuristics local search procedure is a successful mechanism to overcome this shortcoming, which is capable to sufficiently diversify the search space.
Variable neighborhood search (VNS) is a popular metaheuristic algorithm first proposed in reference [20] . Thanks to its advantages of less parameters and simple programming, it has been successfully adapted for various types of problems, such as network design [21] , continuous optimization [22] , and vehicle routing [23] , [24] . It also has been extensively applied in shop scheduling problem [25] [26] [27] [28] [29] . The basic idea of VNS is systematic change, both in the descent to search for local optimum and in the perturbation to escape from valleys. It can diversify the search toward the better solution and enhance the local search process.
Taking into account the weakness of MOEA about poor local search capacity aforementioned, VNS is embedded into MOEA as a local search to improve the quality of the solutions found by the MOEA at each generation. Reference [30] proposed a hybrid algorithm combining the use of the MOEA of a well-known Pareto-based NSGA-II technique with a novel VNS strategy to solve the political redistricting problem. Reference [31] proposed a new MOEA based on the VNS is proposed to solve the path planning problem in mobile robotics. Reference [32] put forward an adaptive VNS based on NSGA-II to solve multi-objective facility layout problems with unequal area facilities.
Inspired by the successful hybrid strategies and applications in foregoing research, in this paper we propose a hybrid MOEA with heuristic adjustment strategies (improved MOEA, IMOEA) and VNS, named HMOEAV to solve the MOFJSP-FRT. To the best of our knowledge, this is the first study on the MOFJSP-FRT. The contributions of this work lie as follows: (1) a problem related to MOFJSP with FRT is developed, and the available rest time range and start-stop of FRT are studied; (2) in the proposed hybrid algorithm, the machine-based encoding scheme is proposed to improve search efficiency. Two heuristic adjustment strategies considering both the problem characteristics and the objective features are employed to initialize a high-quality population. Three types of neighborhood structures according to problem structures are incorporated into the IMOEA to adequately emphasize the local exploitation ability; (3) the influences of rest time length on the MOFJSP-FRT are analyzed to give enterprises new insights to improve the scheduling efficiency while ensuring that operators have enough time to rest.
The remaining parts of this paper are organized as follows: The MOFJSP-FRT is described in Section II, and the proposed mathematical model for the MOFJSP-FRT is presented in Section III. In Section IV, the available rest time range and start-stop of FRT are studied. The HMOEAV which combines IMOEA and VNS is proposed for solving MOFJSP-FRT. The discussion and analysis of numerical experiments are given in Section V. Finally, conclusions and directions for future research are drawn in Section VI.
II. PROBLEM DESCRIPTION
Most existing researches assume that operators are continuously available during the scheduling of operations and disregard the resting constraints, which are unrealistic in realworld production. In practical production, enterprises usually arrange fixed rest time at noon for operators to rest. But if an operation cannot be finished before the fixed rest time, the corresponding operator has to process it after the rest time. It makes the machines and operators in an idle state. Therefore, the FRT is proposed to solve the problem above. For convenience and intuition, the following example is presented to illustrate the FRT. Considering a FJSP with 2-job (each contains four processes) and 1-machine, in which the fixed rest time is 11:30-12:00. The processing information is shown in Table 1 . The scheduling objective is to minimize the makespan. Disregarding the rest time, the Gantt chart of optimum processing scheme is as Fig. 1(a) . Using the ideal processing scheme directly in practical production, the Gantt chart of processing scheme is as Fig. 1(b) . Considering the fixed rest time, the Gantt chart of the optimum processing scheme is as Fig. 1(c) . Fig. 1 (a) depicts the Gantt chart of optimum processing scheme disregarding the resting constraints. The makespan is smaller than other scheduling strategies, but such practice is inconsistent with the actual production situation and lacks of application value. Fig. 1(b) shows the Gantt chart of processing scheme which directly employs the ideal processing scheme in practical production. Since operation O 13 cannot be finished before the fixed rest time (11:30) , the operator has to process it after the rest time (12:00). The green part indicates the time during which the operator is idle due to the delayed processing. We can see that such practice reduces the utilization rate of the machines and operators. Fig. 1 (c) depicts the Gantt chart of optimum processing scheme considering the fixed rest time. All operations can be finished before 16:20 under such practice. Even though the makespan of Fig. 1 (c) is smaller than Fig. 1(b) , the machines and operators being idle still exists due to lacking of enough scheduling flexibility.
According to the processing tasks, we consider FJSP with FRT to overcome the shortcomings of the three scheduling practices above.
Considering a FJSP with an available rest time range (11:30-14:00), during which the operators are allowed to have a 30-minute FRT. The optimum processing scheme is as Fig. 1(d) . As shown in it, all the operations can be completed before 16:10 by following the FRT. The makespan of Fig. 1(d) is smaller than Fig. 1 (b) and Fig. 1(c) . We can see that considering FRT can not only improve the scheduling efficiency of the enterprises but also can make sure that the operators have sufficient rest time. Under the practice of considering FRT, the processing information of all jobs, the rest time length, and the available rest time range are needed to determine the execution mode of each job and the rest time of each operator.
For further exploration, we design the scheduling model of MOFJSP-FRT based on MOFJSP.
III. SCHEDULING MODEL OF MOFJSP-FRT
The MOFJSP-FRT can be stated as a set of n jobs J = {J 1 , J 2 , . . . , J n }, which are received from market customers. VOLUME 7, 2019 Each job i contains a sequence of operations. Each operation O ij (i = 1, 2, . . . , n ; j = 1, 2, . . . , n i ) of job i can be processed on any machine among a subset M ij ∈ M of eligible machines. Each operator has a τ -minute FRT during the available rest time range [T fu , T fd ]. Three kinds of decisions should be made in the MOFJSP-FRT: (1) determine which jobs are assigned to which industrial machines; (2) find the sequence of the jobs processing assigned to each machine;
(3) decide the rest time of each operator.
The following assumptions are made for MOFJSP-FRT:
• During the available rest time range at noon, each operator has a τ -minute FRT which cannot be interrupted.
• Each machine is assigned to an operator, and no operation can be initiated unless the operator is present.
• The machines are capable to process only one operation at a time, and each operation should only be processed by just one machine at a time.
• All jobs are available at the start of the planning horizon.
• The transportation time between machines is negligible.
• The preemption is not allowed for the operations.
• The received jobs are not permitted to be canceled during the processing. To formulate the introduced problem, the following notations are employed in the proposed mathematical model. The completion time of all operations of job i TF k The workload of machine k X ijk A binary variable which equals 1 if machine k is selected for the operation O ij and 0, otherwise F ijk A binary variable which equals 1 if the operator corresponding to O ij has rested during the available rest time range and 0, otherwise Y ijl A binary variable which equals 1 if the process j of job i belongs to a type of operation l and 0, otherwise y ihk A binary variable which equals 1 if operation O ij 1 is scheduled earlier than operation O hj 2 on machine k and 0, otherwise
The mathematical model of the problem is presented as follows.
The objective functions are to minimize the makespan and the machine loads balancing, which can be denoted by f 1 and f 2 respectively. Equations (3)-(6) are constraints of operations: Equation (3) ensures that an operation can only be processed on one machine; Equation (4) provides the condition that processes of job i and job h on machine k do not have any overlap with each other; Equation (5) indicates that all operations have been assigned; Equation (6) ensures that each processing task only belongs to one type of operation. Equations (7)-(8) are constraints about processing time: Equation (7) indicates that the next process of a job can only begin after the present one is completed; Equation (8) states that E ijk equals the sum of the starting time and processing time of each operation. Equation (9) ensures that each operator has enough time to rest. Equation (10) provides the reference of the available rest time range.
IV. SOLUTION METHODOLOGY A. THE AVAILABLE REST TIME RANGE AND STRAT-STOP OF FRT
Based on the scheduling model of MOFJSP-FRT above, the determination of the available rest time range and the start-stop of FRT are described as follows.
1) THE BOUND OF THE AVAILABLE REST TIME RANGE
To determine the bound of the available rest time range, the following aspects should be considered: 1) max T ijk +τ , ensure that after the operation with the longest processing time is finished during the available rest time range, the corresponding operator still have enough time to rest; 2) consider the business hours of the enterprise restaurant.
In summary, the enterprise can determine the bound of the available rest time range refer to the two aspects above and constraints (10).
2) THE STRAT-STOP OF FRT
To determine the start-stop of FRT, three aspects should be considered: the constraints between the processes of one job, the processing time of a certain operation and the rest time length. For convenience and intuition, three kinds of situations considering the three aspects above are displayed in Fig. 2 . Situation 1: There is no processing task near the upper bound of the available rest time range (T fu ), the operator begins to rest at T fu .The mathematical formula is expressed as Equation (11).
Situation 2: There is a processing task near the T fu , The start-stop of FRT includes two situations: Situation 2.1: After the operation being finished, there is still enough time for the operator to rest. In other words, the end of the operator's rest time is before the lower bound of the available rest time range (T fd ). The mathematical formula is expressed as Equation (12).
Situation 2.2: After the operation being finished, there is no enough time for the operator to rest. In other words, the end of the operator's rest time is beyond T fd . In this situation, the operator begins to rest at T fu and continues to process the operation after the rest time. The mathematical formula is expressed as Equation (13).
In this paper, a hybrid algorithm (HMOEAV) is designed based on a combination of IMOEA and VNS. IMOEA is designed as the global search strategy to rapidly improve the convergence and distribution performances towards the center and edge regions of pareto frontier, and then VNS is executed as the local search mechanism to finely tune the search directions to many areas of pareto frontier. The framework of HMOEAV is shown in Fig. 3 . The specific descriptions of the IMOEA and VNS are illustrated in the following subsections separately.
C. THE PROCEDURE OF IMOEA
IMOEA, the enhanced version of NSGA-II [33] , includes the same type of NSGAII's operators. The basic idea of the NSGA-II is as follows: first, initialize population and evaluate the population. Then, execute crossover and mutation. Next, evaluate the individuals, combine the parent and the offspring populations. Finally, select the individuals into the next generation based on the non-dominated sorting and the crowding distance. Repeat until the termination condition is satisfied.
To improve the performance of the NSGA-II, some improvements are proposed. As follows, machine-based decoding operator and other improved operators of IMOEA are introduced.
1) MACHINE-BASED ENCODING SCHEME
An appropriate encoding plays an important role in enhancing the search effectiveness of any evolutionary algorithms [34] . As shown in Fig. 4(a) , the structure of the chromosome employed in many papers consists of two components for FJSP [35] , [36] . The first component represents the sequence of operations to be processed while the other contains the list of machines employed in processing the operations in the first component. This structure can describe the problem clearly and conveniently, but the binary-coded increases the computational complexity and reduce the search speed during the evolution (such as crossover and mutation).
Based on the analysis of the approach from the literature above, we design an improved chromosome representation to increase the search speed according to the problem structure. The improved chromosome only contains the machine selection component. Each chromosome consists of n × max {n i } numbers and each number corresponding to a job occurs max {n i } times.
For jobs with the same number of processes, an intuitive example is shown in Fig. 4(b) .
For jobs with different number of processes, virtual process is proposed. For convenience and intuition, Fig. 5 is presented to illustrate this situation. The problem background is the same as Fig. 4(b) , except job-1 only has two processes. We assume that job-1 has a virtual process, which do not take any processing time.
2) HEURISTIC ADJUSTMENT STRATEGIES FOR POPULATION INITIALIZATION
As has been approved by many articles, initial solutions play a key role in converging to the better final solution in any evolutionary algorithms [37] . Within recent years, the majority of researches generated initial solutions randomly. But the quality of the initial population cannot be guaranteed. For some large manufacturing companies, all processing tasks of one project often cannot be finished in one day. If the operators continue to work according to the scheduled plan, the operations cannot be finished before operators get off work, which has to leave the operations to the next day. It reduces the utilization rate of machines and operators. Therefore, heuristic adjustment strategies are proposed based on the upper situation to improve the quality of the initial population. The following examples are presented to illustrate the contribution of heuristic adjustment strategies.
Considering a FJSP with 4-job (each contains five processes) and 5-machine, the scheduling objective is to minimize makespan. In the FJSP, the available rest time range is 11:30-14:00. During the time operators are allowed to have a 30-minute FRT. Besides, the operators' off-duty time is 17:00. A Gantt chart of the scheduling scheme considering operators' off-hours constraint is shown in Fig. 6 . As shown in Fig. 6 , if operations O 15 and O 45 are adjusted to Position1 and Position2 separately in M 1 and M 3 , they can be finished in advance before 17:00. It indicates that such adjustment strategy can improve the quality of the initial solutions.
In this paper, we design two heuristic adjustment strategies to improve the quality of the initial solutions based on delayed processing. The delayed processing and two heuristic adjustment strategies are described below.
a: DELAYED PROCESSING (DP)
The delayed processing means that if an operation cannot be finished before the operator gets off work (17:00), then it has to be processed the next day. For convenience and intuition, the following scheduling case is presented to illustrate DP. The scheduling background is the same as Fig. 6 , and it is shown in Fig. 7 . Fig. 7 explains the thought of DP. If the operators continue to process operation O 15 and O 45 after O 14 and O 25 are finished on M 4 and M 5 respectively according to the scheduling plan, the corresponding operations cannot be finished before 17:00. In this situation, the operators have to process the operations the next day. It can be seen that DP reduces the utilization rate of the machines and operators.
To overcome the shortcomings of DP and improve the quality of the initial solutions, two heuristic adjustment strategies: minimal f 1 priority (P1) and minimal f 2 priority (P2) are designed as follows. The strategy means that if an operation cannot be finished before the operator gets off work (17:00), then choose the adjusted plan with minimal f 1 . For convenience and intuition, the following scheduling case is presented to illustrate this adjustment strategy. The scheduling background is the same as Fig. 6 .
According to the established scheduling plan, each machine may be in two states at 17:00 in Fig. 7 .State 1: idle state, such as the machines M 1 , M 2 , and M 3 .State 2: processing state, such as the machines M 4 and M 5 . To improve the utilization rate of the machines and operators, the operations in State 2 should be adjusted as much as possible to be completed on the same day.
Two parts of this heuristic adjustment strategy based on minimal f 1 priority are shown in Fig. 8 . • Operations adjustment between State 2 (S1): Take S1 in Fig. 8 Fig. 6 . To sum up, P1 makes it possible for the operations in State 2 can be completed in advance. It can not only increase the utilization rate of the machines and operators but also improve the value of f 1 and the quality of the initial population. If an operation cannot be finished before the operator gets off work (17:00), choose the adjusted plan based on P2 with minimal f 2 . The adjustment strategies of P2 are the same as P1 except the adjustment target is different, which is the machines load balancing (minimal f 2 ) in one day. A brief description of the steps of P2 are as follows:
Step 1: Evaluate the states of the machines at 17:00.
Step 2: Adjust operations according to S1 and S2 in P1.
Step 3: Choose the adjusted plan with minimal f 2 .
3) DECODING OPERATOR
A decoding mechanism is applied to evaluate the objectives of all chromosomes in the initial population. It is easy to get further information about every gene based on the machine-based encoding operator, such as corresponding processing time. The pseudo code of the decoding operator is given in Procedure1.
As described in Procedure1, the decoding process contains two parts: Decoding of operations locates out of range of the available rest time (Part I); Decoding of FRT, operations locate near the upper bound of available rest time range, and operations locate within the available rest time range (Part II). The first two parts of Part II have been described in Subsection IV-A, so Part II mainly introduces the decoding of operations. The decoding operator is shown in Fig. 9 .
4) CROSSOVER OPERATOR
The goal of the crossover is to obtain better chromosomes to improve the result by exchanging information contained in the current good ones. Based on machine-based encoding operator, we carry out two kinds of crossover operators [38] in our work: the two-point crossover [39] and the uniform crossover [40] . The hybrid crossover operator only changes same alleles, while their location in each individual and their preceding constraints are not changed. Therefore, the individuals after crossover are also feasible. Two kinds of crossover operators are selected randomly. The hybrid operator is shown in Fig. 10 .
5) MUTATION OPERATOR
Mutation introduces some extra variability into the population to enhance the diversity of it. Usually, the mutation VOLUME 7, 2019 Procedure 1 Decoding Operator 1: Initialize IMOEA parameters 2: Select a Chrom from initial population 3: Evaluate Chrom 4: For i ← 1 to max {n i } do 5: Select the process i corresponding gene from Chrom 6: For j ← 1 to n do /* n: total number of jobs */ 7: //Decoding of operations that locate out the available rest time range T fu , T fd // 8:
Evaluate the Totaltime(k): the processing time of operation O ij on machine k 9: t 1 ← Mtime(k) /* Mtime: the time matrix that machines can start working */ 10:
If Ttime(j) > t 1 /* Ttime: the time matrix that operations can start to be processed */ 11: Situation 2: t 1 ← E ijk , t 2 ← t 1 + Totaltime /* dm: the m-th days of processing */ 17:
else 20:
T bs ← T fu + 24 * (dm − 1), T be ← T bs + τ 21: and Mtime(k)<=T fu + 24 * (dm − 1) 26:
If E i(j−1)k < T fu + τ + 24 * (dm − 1) 27: is applied with small probability. Large probability may destroy the good chromosomes. Due to the application of the machine-based encoding operator, sequence reversing and mutations swapping are inappropriate. the mutation operator [41] is described as follows: Step 1: Select one individual from the population according to the mutation probability.
Step 2: Read the chromosome of the individual from left to right and generate the number of the mutation processes and the corresponding positions.
Step 3: For each mutation position, replace the machine of it with one of the machines from the available machines set.
The mutation operator is shown in Fig. 11 .
6) THE DISTURBED POPULATION
For the FJSP, the solution space is not continuous, and the same individual is easy to be generated in the evolution process so that the population is easy to fall into the local optimum. Therefore, it is necessary to eliminate the same individuals in the first n (n = 5 in this paper)layers after the rapid non-dominated sorting is done, then add the disturbed population to increase the diversity of the population. The specific steps are as follows:
Step 1: Execute rapid non-dominated sorting of the mutated population whose number is Popsize, then eliminate the same individuals in the first n layers. After then the number of population becomes Epop. Step 2: Determine whether the termination condition is reached. If yes, output the updated population. Otherwise, go to Step 3.
Step 3: Add the disturbed population generated randomly whose number is Popsize − Epop to the population in Step 1, then go to Step 1.
7) HYBRID SELECTION OPERATOR
The selection operator of an evolutional algorithm is to choose the relatively superior individuals according to the objectives. The binary tournament selection operator is a typical selection operator [36] , which can help the population to globally optimize. As the population evolves, the population's genes tend to be similar. If only using the tournament selection operator, the population may produce large number of identical individuals. It is not conducive to increase the diversity of the population. The rank-based selection operator based on the non-dominated level and the crowding distance helps the population to search the ideal pareto solution. It is applied to accelerate the convergence and improve the local search ability of the population. Therefore, this paper adopts the hybrid selection mechanism based on binary tournament selection operator and the rank-based selection operator to balance the global search and local search ability of the population. We conduct experiments that employ the two operators separately to compare with the strategy of combining them, and find that the hybrid selection operator works best.
• The binary tournament selection operator
Step 1: If the number of the individuals with the minimal non-dominated level (num1) exceeds the population size Popsize, select Popsize individuals according to the binary tournament selection method in Step 2. Otherwise, select the individuals with the minimal non-dominated level directly to the next generation and the individual gap between Popsize and num1 is selected in Step 3.
Step 2: Select two individuals from num1. If the non-dominated levels of them are different, select the one with a smaller non-dominated level. Otherwise, select the one with a bigger crowding distance. Repeat until the Popsize is reached, end.
Step 3: Select two individuals from the sorted population. If the non-dominated levels of them are different, select the one with a smaller non-dominated level. Otherwise, select the one with a bigger crowding distance. Repeat until the num2 (num2 = Popsize − num1) is reached.
Step 4: Combine the pareto individuals (num1) and the individuals selected in Step 3(num2) to form the next generation.
• The rank-based selection operator The rank-based selection operator is mainly based on the nondominated level and the crowding distance.
Step 1: Evaluate how many non-dominated levels are required at least to reach the scale of initial population. Assume that the first N 1 levels are required. The number of the individuals in the first N 1 − 1 levels is num3, which will all be selected directly into the next generation.
Step 2: The former num4 (num4 = Popsize-num3) individuals are selected into the next generation according to the crowding distance of the individuals in the N 1 level.
The selection operator is chosen in different stages of generations. In the initial stage (first IR × Maxgen generations, IR = 0.5 in the paper), the binary tournament selection operator is selected to sufficiently diversify the search space. In the next stage (next (1-IR)×Maxgen generations), the rankbased selection operator is chosen to enhance the local search process and move toward the ideal pareto front.
D. LOCAL SEARCH BASED ON VNS 1) THE PRESENTATION OF VNS
The power of the VNS is built on the combination of deterministic and stochastic neighborhood changes, which accelerates both the descent to the approximate optimal solutions and the escape from the local optimal solutions. VNS algorithm starts to search with one initial solution and generally this solution is determined randomly. But in this paper, a set of non-dominated solutions got by IMOEA is selected as an initial solution for VNS. In this way, the VNS algorithm starts with a better solution than a random one. Let x be a nondominated solution and N ζ , ζ = 1, 2, . . . , ζ max be a finite set of pre-selected neighborhood structures. N ζ (x) denote the set of all solutions in the ζ − th neighborhood of x. The description of VNS is presented in Procedure 2.
2) THE NEIGHBORHOOD STRUCTURES FOR VNS
A set of different neighborhood structures is an integral part of the VNS-based algorithm. A genuine VNS approach should enjoy more than one neighborhood structure so that it has sufficient potential to escape from local optima. To avoid spending too much time, it is also not suggested to introduce excessive neighborhood structures. The usual number of diverse neighborhood structures in several successful applications of VNS to production scheduling is three [42] , which it is same number of neighborhoods in this paper of VNS (ζ max = 3).
Procedure 2
The Presentation of VNS 1: Initialize VNS parameters 2: Select a non-dominated solution from non-dominated solutions got by IMOEA 3: Select the set of neighborhood structures {N ξ , ξ = 1, 2, . . . , ξ max } 4: Determine a stopping condition / * Each non-dominated solution executes N n times * / 5: Find an initial solution x 0 . Set x ← x 0 6: Repeat the following steps 7: Set ξ ← 1 8: Repeat the following steps 9: Generate a non-dominated solution x from the ξ -th neighborhood of x (x selected from N (x)) / * The shaking phase * / Set ξ ← ξ + 1 15: end 16: Until ξ > ξ max 17: Until the stopping condition is satisfied 18: Output the final non-dominated solutions
The neighborhood structure is typically delineated as the technique of transforming the incumbent solution into one of its neighbors. There are, in general, two options of determining the neighborhood structures available for the VNS algorithms under development: One is to select among the conventional neighborhood structures that have been validated to be effective in previous studies. The other one is to define novel ones by making the best use of known features and optimal properties of the addressed problem.
In this paper, three novel neighborhood structures considering the addressed problem and encoding features are defined to produce new joint decision solutions. Two of them are associated with the crossover operator, and the other is based on the mutation operator. The description of neighborhood structures is as follows.
• Neighborhood structure 1 As shown in Fig. 12 , select K 1 individuals from nondominated solutions and K 2 positions in the gene sequences based on the uniform crossover. The genes located in the selected K 2 positions constitute different permutations among K 1 individuals. Different neighbor individuals are obtained.
• Neighborhood structure 2 As shown in Fig. 13 , select K 1 individuals from nondominated solutions and two positions in the gene sequences based on the two-point crossover. The genes between the two positions in the initial solution are sequentially substituted by the corresponding genes in the K 1 non-dominated solutions. Different neighborhood individuals are obtained. • Neighborhood structure 3 As shown in Fig. 14, generate the number of the mutation processes and the corresponding positions based on the mutation operator. Select the machine from the available machines set and assign it to the mutation position. Different neighbor individuals are obtained. 
V. CASE STUDY
The performances of our proposed mathematical model and hybrid algorithm are investigated in this section. Here, we discuss and analyze a real-life numerical example of a steel structure enterprise. We consider eight production jobs andsix industrial machines (M 1 , M 2 , M 3 , M 4 , M 5 , and M 6 ). Table 2 presents the features of this example including capable machines for each process and processing time. ''-'' in Table 2 means inapplicable, i.e. the corresponding process cannot be processed on the indicated machine.
In addition, the enterprise carries out a single-shift working system. The working time is 8 hours: from 8:30 to 17:00, and during which the fixed rest time range is 12:30-13:00. According to Subsection IV-A, the available rest time range is 11:30-14:00 if the enterprise executes FRT. Operators are allowed to have a 30-minute FRT during 11:30-14:00. All algorithms are implemented in the AMD A10-7400P Radeon R6 computer with 8GB RAM, and coded in the MATLAB R2018a.
A. PARAMETERS SETTING OF PROPOSED HMOEAV
The Taguchi method [43] is used to calibrate the parameters of the proposed algorithm. This method that is designed based on orthogonal arrays can be used efficiently as an alternative for the full factorial experimental design to investigate a group of factors. Meanwhile, each of these factors takes many different levels. The levels of the parameters can be determined according to existing researches [44] , [45] . We apply parameters setting for five significant factors each in four levels illustrated in Table 3 . The orthogonal array L16 (4 5 ) design is selected to execute the experiments. To evaluate the performance of the algorithm, the following measure is used [45] .
where n and Y are the number of orthogonal arrays and the response values respectively. Each combination runs 10 times and the average response is calculated. Since multi-objective metrics are the foundation of evaluating the performance of the multi-objective algorithms, the metric developed by [46] is used in this paper. The main advantage of using it as the response of the Taguchi method is to consider two significant measures including diversity and conversion. The response is calculated using the following equation:
where MID is used to consider convergence and DM is used to consider diversity, they are described in [44] , [45] . The Minitab19 is used to obtain the S/N ratio for the proposed algorithm. The orthogonal arrays of these designs along with the experimental results are presented in Table 4 . The mean of response and related S/N ratios of the proposed HMOEAV is shown in Fig. 15 and Fig. 16 separately. The optimal levels of five parameters are Level 2, Level 2, Level 4, Level 4, and Level 4 respectively.
B. COMPARISON OF THE MODELS BASED ON BETWEEN FRT AND FIXED REST TIME
We compare the scheduling model considering FRT (M1) with the traditional model considering fixed rest time (M2) to demonstrate the effectiveness of M1. M1 and M2 are described as follows:
M1: Operators have a 30-minute FRT during the available rest time range 11:30-14:00. The determination of the startstop of FRT has been described in Subsection IV-A.
M2: Operators have a 30-minute rest time during the fixed rest time12:30-13:00. If an operation cannot be finished before the fixed rest time, the corresponding operator has to process it after the rest time.
M1 and M2 are solved by the proposed HMOEAV. Due to the nature of heuristic methods, the algorithm randomly runs 10 times for each model. The corresponding performance parameters which contain the minimum (Min) and average (Ave) values of f 1 and f 2 are recorded in Table 5 .
As revealed in Table 5 , the optimization rate value of f 1 and f 2 about Min and Ave are 4.90%, 4.03%, 7.72%, and 5.36% respectively. It shows that the scheduling model based on M1 achieves the best results in general. Furthermore, the minimum value of f 1 obtained by M1 is 30-minute less than M2. It means that the scheduling strategy of FRT can effectively improve the processing efficiency. The minimum value of f 2 obtained by M1 is smaller than M2, which means that the scheduling strategy of FRT is more effective for balancing the use of the machine. What's more, the optimization rate of the number of non-dominated solutions is 40.00%, which indicates that the diversity of solutions obtained by M1 is better than M2.
To further display the superiority of M1, the Gantt chart of M1 and M2 with the Min f 1 is shown in Fig. 17 .
C. EVALUATION OF THE PROPOSED HMOEAV
In this subsection, two experiments are conducted to evaluate the performances of HMOEAV to solve MOFJSP-FRT. In the first experiment, we compare the quality of the initial population generated based on the heuristic adjustment strategy with the quality of the initial population generated randomly to verify the effectiveness of the proposed heuristic strategies. In the second experiment, we compare the performances of HMOEAV with the other four popular algorithms to show the advantages of HMOEAV.
1) COMPARE THE QUALITY OF THE INITIAL SOLUTION PRODUCED BY TWO METHODS
To investigate the effect of heuristic adjustment strategies (HAS) to generate initial population, two methods which are respectively recorded as method A and method B are adopted. The method A means that initial population is generated randomly, and method B means that initial population is generated based on HAS. The algorithm runs 10 times randomly, and the corresponding performance parameters which contain the Min and Ave values of f 1 and f 2 are recorded in Table 6 . Table 6 shows the comparative results obtained by method A and method B. As shown in Table 6 , the quality of the initial population obtained by method B is better than method A in general. Furthermore, the Min and Ave values of f 1 achieve the optimal value 8 and 9 times in 10 runs respectively. It shows that the quality of the initial population obtained by method B has been significant improved. In addition, The Min and Ave values of f 2 achieve the best value 2 and 10 times in 10 runs respectively. It indicates that the overall population distribution is closer to the ideal pareto frontier, and there is also some improvement in the optimal value. Therefore, we can conclude that method B can improve the quality and the distribution of the initial population in the solution space.
To further verify the effect of the population initialization methods on the quality of the solutions obtained by HMOEAV, the convergence speed of HMOEAV is tested based on the Min value of f 1 . The results are represented in Fig. 18.   FIGURE 18 . Decreasing of the f 1 as evolution. Fig. 18 shows how the minimum value of f 1 changes as the population evolves. The convergence speed and quality of solutions based on method B are better than method A.
Combining the results of Table 6 and Fig. 18 , we can conclude that method B can improve the quality of the initial solutions and the solutions obtained by HMOEAV.
2) COMPARE HMOEAV WITH OTHER ALGORITHMS
In this subsection, four classical algorithms: IMOEA, MOEA/D, SPEA-II [47] , and NPGA [48] , are employed as comparison algorithms to verify the effectiveness of the proposed algorithm. The encoding operator and the population initialization method of MOEA/D, SPEA-II, and NPGA are the same as HMOEAV. The crossover and mutation operator in [38] are used in MOEA/D, SPEA-II, and NPGA. The Taguchi method described in Subsection V-A is used to calibrate the parameters of all the algorithms. The final configuration of parameters is given in Table 7 .
Each algorithm runs 10 times randomly. The corresponding performance parameters are recorded in Table 8 . The pareto frontier obtained by the five algorithms is shown in Fig. 19 . Table 8 shows the results of all the algorithms. It can be observed that the HMOEAV outperforms other algorithms in terms of f 1 , f 2 and the number of non-dominated solutions. It indicates that the solutions obtained by HMOEAV are closer to the ideal pareto frontier and the diversity of solutions is better than the other four algorithms. The running time of HMOEAV is slightly longer than IMOEA and MOEA/D, which is reasonable because VNS add a small amount of computation. As a whole, the HMOEAV has an overwhelming advantage on the performance parameters. This can be sufficient to show that HMOEAV is more efficient than other four algorithms in solving MOFJSP-FRT. To further compare the quality of the solutions between the five algorithms, three performance metrics are adopted to evaluate the convergence and distribution of solutions sets [49] : the inverse generational distance (IGD), the number of non-dominated solutions (N d ), and the error ratio (ER).
Each algorithm runs 10 times randomly, and the corresponding performance parameters metrics are recorded in Table 9 . As described in Table 9 , the Ave values of IGD, Nd, and ER of HMOEAV are the best among all the algorithms. It indicates that the convergence and distribution of solutions sets obtained by HMOEAV are the best. Furthermore, the HMOEAV achieves 9 optional values in 10 runs about IGD. It shows that the solutions obtained by HMOEAV are the closest to the real solutions, and have a better quality than solutions obtained by the other four algorithms. What's more, it is obvious that HMOEAV also performs best about the other two metrics in most times. Combining with the results of Table 8 and Fig. 19 , we can conclude that HMOEAV is the most efficient algorithm among the five algorithms to solve MOFJSP-FRT. 
D. THE INFLUENCES OF REST TIME LENGTH ON MOFJSP-FRT
The optimization objectives of MOFJSP-FRT are significantly affected by the rest time length (τ ). In this subsection, we set up five experiments to analyze the influences of τ on MOFJSP-FRT, in which the value of τ is 30min, 45min, 60min, 75min, and 90min respectively. The available rest time range is 11:30-14:00. The algorithm of each experiment runs 10 times randomly. The minimum values of f 1 and f 2 in 10 runs under different τ are shown in Fig. 20 .
As shown in Fig. 20 , f 1 increases gradually with the increase of τ while f 2 presents a fluctuating situation. The reason is that the increase of τ will inevitably lead to the reduction of f 1 . The results indicate that τ has significantly different effects on f 1 and f 2 . Enterprises can adjust τ according to their specific scheduling requirements.
VI. CONCLUSION AND FUTURE WORK
Most existing researches in the field of job scheduling disregard the rest time of operators. In order to contribute the literature, this paper presents a MOFJST considering FRT. MOFJSP-FRT is investigated to minimize the makespan and the machines loads balancing simultaneously. A new intelligent algorithm, i.e. HMOEAV, is put forward to search the optimal solutions. A practical case in a steel structure enterprise is provided to demonstrated the effectiveness of the proposed model and hybrid algorithm, and the influences of rest time length on the MOFJSP-FRT are analyzed. Some conclusions are as follows:
(1) Compared with the traditional model considering fixed rest time, the MOFJSP considering FRT can gain better scheduling performances. It shows that FRT is more practical for enterprises.
(2) HMOEAV can obtain solutions more closely to the pareto frontier compared with the other four popular multi-objective algorithms. In addition, HMOEAV has significant advantage in diversity.
(3) The τ has significant effect on the MOFJSP's performances. The results give enterprises new insights to improve scheduling efficiency. Enterprises can adjust τ according to their specific scheduling requirements.
The above findings lay a sound foundation for the optimal design and operation of scheduling system. Ultimately it is helpful to improve the productivity of operators and embody the humanistic care of enterprises. The MOPFJSP-FRT model could be applied to large equipment manufacturers with long processing time for operations and tight processing tasks. It makes the scheduling scheme more flexible and effectively improve scheduling efficiency compared to consider fixed rest time.
It is assumed that some important parameters in the scheduling system: neglect the transportation time of operations between machines; dynamic events such as machine breakdowns and changes in processing time are ignored. However, those assumptions are not always consistent with the reality, which might lead to a possible gap between the model and the actual system. Apart from IMOEA and VNS algorithm, various evolutionary algorithms have been proposed. Therefore, different combinations among them can be attempted, improved and innovative evolutionary algorithms are also open topic. In addition, only single rest period, i.e. have a rest time only at noon, is considered in this study.
In the future, multi-rest periods can be taken into accounted to obtain more general model.
