Modeling by paraxial extrapolators is applicable to wave-propagation problems in which most of the energy is traveling within a restricted angular cone about a principal axis of the problem. Using this technique, frequency-domain finite-difference solutions accurate for propagation angles out to 60" are readily generated for both two-dimensional (2-D) and three-dimensional The chief advantages of the paraxial approach are (1) active storage is reduced by one dimension compared to solutions which must track both forwardscattered and backscattered waves simultaneously; thus, realistic 3-D problems can fit on today' s computers, (2) the decomposition in frequency allows the technique to be implemented on highly parallel machines, (3) attenuation can be modeled as an arbitrary function of frequency, and (4) only a small number of frequencies are needed to produce movie-like time slices.
To address this problem, we present an approximate of seismic wave propagation was first introduced by Claerbout (1970). Since then, this technique has been extensively developed for the migration of seismic reflection data (e.g., Claerbout, 1985) . Other applications of the extrapolators include their adaptation for use as absorbing boundary conditions in FD simulations (Clayton and Engquist, 1977) . The paraxial operators correctly model waves traveling within an angular cone centered about a particular axis of the problem. For example, surface waves can be modeled with horizontal extrapolators, while precritical reflections can be modeled with vertical extrapolation. These operators are usually referred to by the extent of their angular accuracy.
The most commonly known paraxial systems are the 15" and 45" approximations. However, an operator which is accurate to 60" can be obtained simply by modifying the coefficients in the 45" approximation.
To set up the paraxial system, we first arrange the equations of motion into a first-order extrapolation system. In doing this, we effectively reduce the computer memory requirements needed to calculate the solution by one spatial dimension compared to the complete methods. This reduction enables us to generate solutions to 3-D problems simply by extrapolating the wave field through the model on a 2-D plane with the end result that storage requirements are rarely a limiting factor when using this technique on large 2-D or 3-D problems.
In the next section, we derive the general form of the extrapolation system for 3-D problems. This derivation is followed by a discussion of the paraxial approximation and the implementation of the resulting numerical system, including the incorporation of sources and scattering effects, for both 2-D and 3-D models. Our formulation is developed in the temporal frequency domain; some advantages of using this domain are also discussed. Finally, we present some examples of the application of our technique to various seismic problems. Using equation (2) to extrapolate wave fields through heterogeneous media presents a problem because this system is complete and propagates both forward and backscattered wave fields simultaneously. Thus, in order to start the extrapolation process, we need to specify the entire wave field (forward and backscattered energy) for all time along one boundary of the model. This is problematic in modeling exercises, since we generally have a priori information only about the source and not about energy which has propagated through the region to be modeled. For this reason, we need to find an alternative formulation of the extrapolation system.
Our approach is to start from equation (2) and form a new set of decoupled paraxial extrapolators. The advantage of this method is that the propagation aspects of the new system are well understood and all that remains is to incorporate the effects of scattering.
Decoupling the first-order system
To form a set of paraxial extrapolators for equation (2), the 4 matrix is decomposed into its eigenvalue and eigenvector representation. That is, 
Expressions like relation (15) are usually derived by assuming a homogeneous medium and performing the expansion in the wavenumber-frequency domain. For our purposes, however, we must take care to ensure that relation (15) provides a reasonable approximation to the exact operator for laterally varying media as well. Clearly, this expression reduces to the proper formulation for the homogeneous case; furthermore, since it is a local operator, the expression is also appropriate within locally homogeneous regions of heterogeneous models. The main question remaining then is how well this operator matches the correct reflection and transmission coefficients as the wave field is propagated across a lateral boundary between different types of media. Answering this question directly is difficult because the exact operator does not have a simple analytic representation. However, we can obtain an idea of the order of accuracy by comparing the square of the exact operator with the square of the approximate operator. Here, the square of an operator is defined as the operator applied to itself.
From equation (14), we have for the exact operator (recalling that 11 is not a function of z)
The propagation aspects of the forward and backscattered waves of this system are now decoupled. They remained coupled through the scattering matrix 5, which is nonzero only at points where the medium changes. We will treat the scattering as if it were a pseudosource. First, however, approximations for the A operator are presented.
THE PROPAGATION MATRIX
If we neglect for a moment the real sources of equation (10) 
where < = wAzi27~ and P.j' = qf(x, y, z = z,, , 0). We want to solve this equation for the wave field P,/"' ; however, since the operators in equation (18) Discretizing the X-and y-axes and approximating the differential operators with difference operators results in a system of N2 simultaneous equations, where N is the number of grid points in either the x or y direction. Even with the most efficient solution algorithms, processing this system of equations requires a computational effort proportional to N3. In addition, these operations must be performed for each frequency component at each depth step, a procedure far too costly for most practical applications. The traditional method to circumvent this problem is to approximate equation (20) with a system in which the operators that depend on D,? have been split from those which depend on 0: . We follow a similar approach which is outlined below.
First let us rewrite equation (20) 
(23) v
In the remainder of this discussion, the system described by equation (20) is referred to as the unsplit-operator system and that given by equation (23) Discretizing the X-and y-axes and using second-order finitedifference approximations for D: and 0: reduces equations (24a) and (24~) into tridiagonal matrix' systems for which solutions are easily generated (e.g., Claerbout, 1985, p. 98) .
Using these equations, the computational sequence to extrapolate the wave field one step in z would proceed as follows: (1) It should also be noted that the implementation of the above steps is performed easily in a parallel or vector processing environment. This is trivial for steps (1) and (3). For step (2), note that the application of equation (24a) is independent of y in the sense that the solution along the x strip at yi does not depend on the solution at yJmI, ~j+, or at any other value of y. Likewise, in step (4) the application of equation (24~) 
The phase-correction filter
If we can derive a filter with a phase operator given by equation (27) and can apply it to the system (23) at each extrapolation step, we can effectively remove the azimuthal anisotropy of the extrapolation system. In order to derive the desired filter, let us define +d = tan-' (~73).
Im (F) ai = Re (F)' (28)
where F is the filter that we desire. Approximating tan-' (a;) = a, in equations (26) and (28) and then using these equations in equation (27) 
Applying the phase-correction filter of equation (30) to the split-operator system does a good job in reducing the anisotropy of the extrapolation operator as demonstrated in Figure I , curve B. This plot is the same as curve A, except that the phase of the split operator has been modified by the phase correction filter. Even with the first-order approximation, the phase difference is less than one percent for propagation angles out to 45". Taking higher order terms in (l3 gives a better match to the phase of the original operator; however, taking higher order terms also increases the cost to implement the system. As it turns out, there is a much simpler way to achieve better accuracy. By redefining F as F = I -i4~,, $Kf K,2.
(31) where E(, is an adjustable parameter, we can extend the accuracy of this filter to cover a wider range of propagation angles. This increased accuracy is shown in Figure 1 , curve C. Here we have the same phase comparison as before except that we have used the filter given by equation (31) with F() = I .5. In this case, the phase difference is less than one percent for propagation angles out to and beyond 60".
Stability considerations
Using the phase-correction filter as defined by equation 
where 9 is the spatial domain operator corresponding to filter (32), Pj ' +' is the extrapolated wave field calculated from equations (24), and 9, ' +' is the phase-corrected wave field.
For laterally varying media, we simply let v -+ u(x, y) in the filter %. Although this substitution neglects the issue of operator ordering, it is still appropriate, since the phasecorrection filter is only a first-order correction to the extrapolation system. Further modifications to the filter result, in general, in a more complicated system to implement.
Applying this operator to the extrapolation process produces excellent results. Here, we compare calculations performed with and without the phase-correction operator. In both cases, the output is viewed as a time slice on a plane located 20 grid points away from the source point (Figure 2) . The geometry of the model is such that at this time the energy arriving in this plane is propagating at an angle of about 60" with respect to the extrapolation direction. The first panel (Figure 3a) was computed without the phasecorrection operator and exhibits a characteristic diamond shape indicative of the azimuthal variation in accuracy which is inherent to the split-operator system. The second calculation (Figure 3b) evident from Figure 4 that the paraxial solution does well for propagating angles out to about 60". Beyond this point, the solution becomes less accurate with increasing dip and the wavefront actually curls back under itself, producing a secondary arrival. This secondary cusp-like arrival is an artifact arising from energy propagating in the region (K.: + Kz) > 1. Although the secondary wavefront has a slower group velocity than the main wavefront, it can produce arrivals which interfere with energy of interest and results in a solution which is both confusing and difficult to interpret. In order to prevent this situation from occurring. the energy in this region needs to be suppressed. Fortunately, suppression can be realized using the same filtering technique described in the previous section. Each of the damping terms in the phase-correction filter (32) also acts as a dip filter which strongly suppresses energy in the region 
Boundary conditions
We consider three types of boundary conditions to be applied along the edges of the model grid: (I) zero value (to represent a free surface). (2) zero slope (to represent a plane of symmetry), and (3) absorbing (to represent an infinite medium). Since the paraxial system is first order along the z-axis (extrapolation direction), any of the above conditions can be specified exactly for boundaries perpendicular to this axis. For the I and y dimensions, the boundary conditions must be applied when solving the tridiagonal matrix systems at each extrapolation step. In this case, exact representations of conditions (I) and (2) By casting the extrapolation system in the frequency domain, we have the opportunity to apply weighting functions to the individual frequency components while the solution is being calculated. Frequency-domain representation allows for the implementation of various types of filters to the wave field and also allows us to model attenuation and viscoelastic effects as an arbitrary function of frequency.
Another advantage of formulating the extrapolation equations in the frequency domain is that solutions can be calculated for each frequency component independently, making the system highly suitable for implementation on parallel or vector processing computers. In this type of configuration, the solutions for a number of different frequencies can be generated simultaneously on separate processors or in sequence on a vector processor.
time slices and movies from a limited number of frequencies
The production of time slices and movies is quite efficient for the paraxial operators because they are cast in the frequency domain. The trick is to arrange for the source to emit a source pulse periodically. If, for display purposes, a source wavelet that is a single cycle of a sinusoid is adequate, representing the source requires just a small number of frequencies.
To demonstrate this, consider a simple pulsating source function. The source emits a sinusoidal wavelet of width T every no seconds. The initial pulse is shifted (I seconds from t = 0. A mathematical description of this source is given by s(t) = to the omission of the higher order scattering effects in the PE results (e.g., the wavefront labeled A at t = 0.72 s in the FD result is not present in the PE calculation). Other differences can be attributed to artifacts arising from the presence of evanescent energy in the PE calculation (e.g., the wavefront labeled B at t = 0.52 s in the reverse sweep of the PE result). These artifacts are usually not significant and in most cases can be easily identified.
Comparing the seismograms in Figure 9 , we again see a very good overall agreement between the two techniques. In particular, the results from the two methods computed at receiver locations nos. 1, 4, and 5 agree very well with one another in timing, phase, and amplitude. Note that for this comparison, both sets of results have been transformed to mimic point-source calculations. At receiver location no. 2, the PE result does not do so well in matching the arrivals predicted by the FD result because most of the energy arriving at this location is propagating at about 85" with respect to the extrapolation direction. Since the paraxial approximation is only accurate out to 60", we would not expect it to model this energy correctly. As indicated in this comparison, waves which are propagating at angles outside the range of validity of the paraxial approximation are still modeled, although they travel at a group velocity which is slower than the correct value. If we were interested in modeling this energy more accurately, we could rotate the PE grid by 90" and then extrapolate the solution horizontally. wavefront A in Figure 8 . Moving on to the result at location no. 3, we see that the timing and phase of the two calculations agree quite well; however, the amplitude of the PE result is significantly smaller than that predicted by the FD calculation. Energy arriving at this station propagates across the overlying layer boundary with an incidence angle between 35" and 40". Since the velocity and density increase at this interface, the transmission coefficient grows as the angle of incidence is increased. However, as discussed previously, we have approximated the transmission coefficient with its value at normal incidence and, consequently, Unfortunately there is no way to account for this scattering phenomenon in the 2-D calculation. In order to produce similar results using a 2-D model, we would need to alter the media parameters and possibly change the geometry of the basin a\ well. Either of these choices would result in an incorrect interpretation of the structure for this experiment.
CONCLUSIONS
!n this-paper we have presented an approximate numerical technique in which acoustic waves are modeled using a system of paraxial extrapolators. The technique is developed by casting the equations of motion into the frequency domain and then formulating them as a first-order spatial extrapolation system. This approach is attractive because it requires significantly less computer memory as compared to more complete methods such as conventional time-domain finite-difference calculations. In fact, when using the paraxial method for large 2-D and 3-D problems, the model size is determined primarily by the time required to perform the necessary computations rather than being restricted by memory availability and/or accessibility.
To obtain an estimate of the computational requirements of the paraxial method, we consider the following comparison. Performing an explicit fourth-order time-domain finitedifference calculation of a constant-density 3-D model requires on the order of 50 floating point operations (fpo) per grid point per time step. For the same model, one pass of the paraxial method (including the phase correction operator) requires about 500 fpo per grid point per frequency. However, the number of time steps needed for the finite-difference calculation is typically an order of magnitude greater than the number of frequencies needed for the paraxial calculation. From this, we conclude that both methods generally require the same order of operations to compute a given solution.
Obviously, to model problems in which the effects of higher order scattering are important requires more than one pass with the paraxial technique; however, the cost of added passes increases only linearly with the number of passes performed. Furthermore, the explicit separation of the wave field into its forward-scattered and backscattered components as provided by the paraxial method is desirable and, in fact, sometimes nec,essary in the study of many wavepropagation problems. 
