A general method to obtain strong laws of large numbers is studied. The method is based on abstract Hájek-Rényi type maximal inequalities. The rate of convergence in the law of large numbers is also considered. Some applications for weakly dependent sequences are given.
Introduction
Hájek and Rényi (1955) proved the following inequality.
Let X 1 , . . . , X n be independent random variables with zero mean values and finite variances EX 2 k = σ 2 k , k = 1, . . . , n. Denote by S k = X 1 + · · · + X k , k = 1, . . . , n, the partial sums. Let β 1 , . . . , β n be a non-decreasing sequence of positive numbers. Then for any ε > 0 and for any m with 1 ≤ m ≤ n we have In Hájek-Rényi (1955) this inequality was used to obtain strong laws of large numbers (SLLN). Hájek-Rényi type inequalities were proved for arbitrary random variables by Kounias and Weng (1969) and by Szynal (1973) , for independent random variables by Bickel (1970) , for martingales by Chow (1960) . Later on Hájek-Rényi type maximal inequalities were obtained for partial sums of certain dependent random variables. After a Hájek-Rényi type inequality is obtained the proof of the strong law of large numbers becomes a standard task.
In Fazekas and Klesov (2000) it was shown that a Hájek-Rényi type maximal inequality for moments is always a consequence of an appropriate Kolmogorov type maximal inequality. Moreover, the Hájek-Rényi type maximal inequality automatically implies the strong law of large numbers. The most important is that no restriction is assumed on the dependence structure of the random variables.
In Tómács-Líbor (2006) an abstract Hájek-Rényi type inequality is presented for the probability and it is shown that a Kolmogorov type inequality always implies an appropriate SLLN. The framework is similar to the one in Fazekas-Klesov (2000) .
The methods used in Fazekas-Klesov (2000) and Tómács-Líbor (2006) are known for the specialists. However, it is worth to present the general forms of the SLLN. Those explicit forms enable us to give unified proofs for the existing SLLN's, to improve them, and to find new ones. Moreover, using the general approach, some results on the rate of convergence in the SLLN can be obtained (Hu-Hu (2006) ).
A survey of the known versions of the Kolmogorov and Hájek-Rényi inequalities shows that most of them can be inserted into a few standard classes. In the present paper we list some abstract versions of the Kolmogorov and Hájek-Rényi inequalities. Then we find their general relationships. We shall see that a Hájek-Rényi inequality is always a consequence of the appropriate Kolmogorov inequality. Then we shall show that they automatically imply strong laws of large numbers.
We shall show that several Hájek-Rényi type inequalities and SLLN's can be inserted into the framework of our general theory. We shall mention results e.g. on martingales, mixingales, ̺-mixing sequences, sequences with superadditive momentum structure, associated sequences, (asymptotically almost) negatively associated sequences, and demimartingales.
The original version of the present paper was presented at Seminar on Stability Problems for Stochastic Models, Sovata-Bay (Romania), 2006. The manuscript was presented on the author's home page (see Fazekas (2006) ). However, the results became known for certain group of specialist (e.g. cited by Wang-Hu-Shen-Ling (2008) and Wang-Hu-ShenYang (2010)). Now we supplement the original version with a new section (Section 7) and update the list of references.
We shall use the following notation. X 1 , X 2 , . . . , will denote a sequence of random variables defined on a fixed probability space. The partial sums of the random variables will be S n = n i=1 X i for n ≥ 1 and S 0 = 0. A sequence {b n } will be called non-decreasing
Hájek-Rényi type maximal inequalities for moments
We start with the abstract Kolmogorov type and Hájek-Rényi type maximal inequalities for moments. Definition 2.1. We say that the random variables X 1 , . . . , X n satisfy the first Kolmogorov type maximal inequality for moments, if for each m with 1
where α 1 , . . . , α n are non-negative numbers, r > 0, and K > 0.
Definition 2.2. We say that the random variables X 1 , . . . , X n satisfy the first Hájek-Rényi type maximal inequality for moments, if
where β 1 , . . . , β n is a non-decreasing sequence of positive numbers, α 1 , . . . , α n are nonnegative numbers, r > 0, and C > 0. Here and in what follows we mean that the Hájek-Rényi type maximal inequality is valid with the same parameters n, α 1 , . . . , α n , r > 0 as the appropriate Kolmogorov's inequality and for arbitrary non-decreasing sequences β 1 , . . . , β n of positive numbers. Moreover, C may depend on K and r only.
The above result allows us to obtain an abstract form of the strong law of large numbers.
Theorem 2.2. (Theorem 2.1 in Fazekas-Klesov (2000) .) Let X 1 , X 2 , . . . be a sequence of random variables. Let the non-negative numbers α 1 , α 2 , . . . , r > 0, and K > 0 be fixed. Assume that for each m ≥ 1 the first Kolmogorov type maximal inequality (2.1) for moments is satisfied. Let b 1 , b 2 , . . . be a non-decreasing unbounded sequence of positive numbers. If
Proof. The proof in Fazekas-Klesov (2000) is based on a theorem of Dini (see Lemma 3.1 below). Actually it suffices to apply Lemma 2.1 below which is a simple consequence of Dini's theorem. Let {β n } be a sequence satisfying the properties given in Lemma 2.1. Then apply Theorem 2.1.
Lemma 2.1. Let {b k } be a non-decreasing unbounded sequence of positive numbers. Let {α k } be a sequence of non-negative numbers, with To obtain the usual (i.e. a more general than (2.2)) Hájek-Rényi type inequality for the moments, we need the following definition of the Kolmogorov inequality. Definition 2.3. We say that the random variables X 1 , . . . , X n satisfy the second Kolmogorov type maximal inequality for moments, if for each fixed k, m with 1
Definition 2.4. We say that the random variables X 1 , . . . , X n satisfy the second Hájek-Rényi type maximal inequality for moments, if for each fixed m with 1
where β 1 , . . . , β n is a non-decreasing sequence of positive numbers, α 1 , . . . , α n are nonnegative numbers, r > 0, and C > 0.
Theorem 2.3. Let the random variables X 1 , . . . , X n be fixed. If the second Kolmogorov type maximal inequality (2.7) for moments is satisfied, then the second Hájek-Rényi type maximal inequality (2.8) for moments is satisfied with C = 4D r K, where D r = 1 for 0 < r ≤ 1, and D r = 2 r−1 for r ≥ 1.
Proof. By the C r -inequality and (2.2),
A popular way to obtain the SLLN is the following application of the second Hájek-Rényi type maximal inequality. 
By the Kronecker lemma, the above expression converges to 0, as m → ∞.
Applications of the moment inequalities
Some basic inequalities A Kolmogorov type inequality is the starting point of each application of our main theorem. Doob's inequalities for martingales (in particular for independent random variables) are well-known.
Qi-Man Shao (2000) proved a comparison theorem for moment inequalities between negatively associated and independent random variables. The family of random variables X 1 , X 2 , . . . is called negatively associated if for any pair of finite disjoint subsets A 1 and
whenever f 1 and f 2 are coordinate-wise increasing and the above covariance exists. By Qi-Man Shao (2000), Theorem 1, we have the following. If the family of random variables X 1 , X 2 , . . . is negatively associated, the random variables X * 1 , X * 2 , . . . are independent such that X * i and X i have the same distribution for each i = 1, . . . , n, and f is a nondecreasing convex real function, then
whenever the right hand side exists. The general inequality (3.1) implies the following Kolmogorov type inequalities for negatively associated zero mean random variables X 1 , . . . , X n (see Qi-Man Shao (2000), Theorem 2).
(See also Su, Zhao, and Wang (1997).) Inequality (3.2) was obtained by Matu la (1992) for p = 2.
Kuczmaszewska (2005) obtained for negatively associated zero mean random variables X 1 , . . . , X n the following inequality.
Let {X n , n ≥ 1} be a sequence of random variables. Let ρ(n) be its KolmogorovRozanov mixing coefficient, that is,
where L j i is the space of square integrable random variables that are measurable with respect to the σ-field F j i generated by X i , . . . , X j . In the case j = ∞ the σ-field F ∞ i is supposed to be generated by the random variables X i , X i+1 , . . . . A sequence of random variables is said to be ̺-mixing if its Kolmogorov-Rozanov mixing coefficient ̺(n) tends to zero, as n → ∞.
Using ̺(n), Shao (1995) proved the following result: if q ≥ 2 and EX n = 0, E|X n | q < ∞, n ≥ 1, then there exists a constant θ depending only on q and {̺(n)} such that
The simplest case of this inequality is presented by q = 2. Indeed, for q = 2 we have
Proofs of SLLN's There are several methods to obtain SLLN's. Our method described in the previous section is known for specialists. However, it is worth to fix explicitly the conditions like we did in Theorem 2.2 because it helps to handle some difficult particular cases. In Fazekas-Klesov (2000) the general SLLN was applied among others to prove BrunkProkhorov (see Brunk (1948) , Prokhorov (1950) (2006) obtained some results concerning the rate of convergence in the SLLN. They followed the approach described in Fazekas-Klesov (2000) but they utilized the full strength of Dini's theorem. 
where
δ is an arbitrary number with 0 < δ < 1.
We remark that lim n→∞ βn bn = 0 in the above theorem. This theorem was used to obtain convergence rates in SLLN's for random variables satisfying certain dependence conditions. We list those cases where the SLLN was obtained in Fazekas-Klesov (2000) while the rate of convergence in Hu-Hu (2006) . 
Moreover, for any 0 < δ < 1/2
4 Hájek-Rényi type maximal inequalities for the probability
We start with the abstract Kolmogorov type and Hájek-Rényi type maximal inequalities for the probability.
Definition 4.1. We say that the random variables X 1 , . . . , X n satisfy the first Kolmogorov type maximal inequality for the probability, if for each m with 1 ≤ m ≤ n
Definition 4.2. We say that the random variables X 1 , . . . , X n satisfy the first Hájek-Rényi type maximal inequality for the probability, if
where β 1 , . . . , β n is a non-decreasing sequence of positive numbers, α 1 , . . . , α n are nonnegative numbers, r > 0, and C > 0. . . , X n be fixed. If the first Kolmogorov type maximal inequality (4.1) for the probability is satisfied, then the first Hájek-Rényi type maximal inequality (4.2) for the probability is satisfied with C = 4K.
The above result allows us to obtain an abstract form of the strong law of large numbers. To obtain the usual (i.e. of the shape of (1.1)) Hájek-Rényi type inequality for the probability, we need the following definition of the Kolmogorov inequality. Definition 4.3. We say that the random variables X 1 , . . . , X n satisfy the second Kolmogorov type maximal inequality for the probability, if for each fixed k, m with 1
The shape of the following inequality is the same as that of the original Hájek-Rényi type inequality (1.1). Definition 4.4. We say that the random variables X 1 , . . . , X n satisfy the second Hájek-Rényi type maximal inequality for the probability, if for each fixed m with 1 ≤ m ≤ n P max
for any ε > 0 (4.6) where β 1 , . . . , β n is a non-decreasing sequence of positive numbers, α 1 , . . . , α n are nonnegative numbers, r > 0, and C > 0.
Theorem 4.3. Let the random variables X 1 , . . . , X n be fixed. If the second Kolmogorov type maximal inequality (4.5) for the probability is satisfied, then the second Hájek-Rényi type maximal inequality (4.6) for the probability is satisfied with
Proof. Let 0 < a < 1. Then, by (4.2),
We show that by applying the second Hájek-Rényi type maximal inequality we can prove the SLLN.
Second proof of Theorem 4.2 if the second Kolmogorov type maximal inequality for the probability is satisfied. By Theorem 4.3,
As m → ∞, the above expression converges to 0. Finally, we remark that, by Markov's inequality, a Kolmogorov (or a Hájek-Rényi) type inequality for moments always implies an appropriate inequality for probability.
Applications of the probability inequalities
Some classical Hájek-Rényi type maximal inequalities Most of the classical Hájek-Rényi type inequalities were proved by direct methods. Below we list some known results and point out how can we insert them into our general framework. However, by our general method, we can reproduce the Hájek-Rényi type inequalities up to an absolute constant multiplier.
First we remark that in Hájek-Rényi (1955) a direct proof is given for inequality (1.1) if the random variables are independent. Now we see that the original Hájek-Rényi inequality is a consequence of the original Kolmogorov inequality (up to constant multiplier C = 9).
Another classical Hájek-Rényi type inequality was proved by Chow (1960) for submartingales. We can see that it is a consequence of Doob's inequality (up to a constant).
Kounias and Weng (1969) proved the following Hájek-Rényi type inequality for arbitrary random variables (i.e. without assuming any dependence condition). Let X 1 , . . . , X n be random variables. Let r > 0 be fixed. Let the moments v i = E|X i | r be finite for each i. Let s = 1 if 0 < r ≤ 1 and s = r if r > 1. Then
where β 1 , . . . , β n is an arbitrary non-decreasing sequence of positive numbers. This inequality is of type (4.2) for r ≤ 1. But for r > 1 it seems to be different of type (4.2). However, we shall see that it can be inserted into our framework for r > 1, too. The appropriate Kolmogorov type inequality is of the form (4.1) with
So in this case (4.2) implies (5.1) up to a multiplier 4.
Szynal (1973) obtained the following Hájek-Rényi type inequality for arbitrary random variables (i.e. without assuming independence and moment conditions). Let X 1 , . . . , X n be arbitrary random variables. Let r > 0 be fixed. Let s = 1 if 0 < r ≤ 1 and s = r if r > 1. Then
2) for any ε > 0 where β 1 , . . . , β n is an arbitrary non-decreasing sequence of positive numbers. It seems that (5.2) can not be inserted into the framework of our main theorem.
Bickel ( = 0 a.s., moreover
where β n is defined in Theorem 3.1.
This theorem can be used to obtain convergence rates in the SLLN for random variables satisfying certain dependence conditions.
Alternative proofs for SLLN's and rates of convergences
Here we show that the general theorems on the SLLN's and on the rates of convergences in them can be applied for sequences with certain dependence properties.
Chandra and Ghosal (1996) obtained a Kolmogorov type inequality and a MarcinkiewiczZygmund type SLLN for asymptotically almost negatively associated (AANA) random variables.
The sequence X 1 , X 2 , . . . is called AANA if there exists a non-negative sequence q n → 0 such that
for all m, k ≥ 1 and for all coordinatewise increasing continuous functions f and g whenever the right hand side of the above inequality is finite. The negatively associated (in particular the independent) sequences are AANA. The Kolmogorov type inequality for AANA sequences is the following. 
for any ε > 0. We mention that negatively associated sequences are AANA. In the special case of negatively associated sequences, the Kolmogorov inequality was obtained by Matu la (1992), the Hájek-Rényi type inequality and the SLLN by Liu, Gan and Chen (1999), while the rate of convergence in the SLLN by Hu and Hu (2006).
Christofides (2000) obtained a Hájek-Rényi type inequality for demisubmartingales. Let S 1 , S 2 , . . . be a sequence of random variables with finite expectation. If
for any coordinatewise non-decreasing function f such that the above expectation is defined, then {S j } j≥1 is called a demimartingale. If, in addition, the function f in (5.5) is assumed to be non-negative, then the sequence {S j } j≥1 is called a demisubmartingale (see Newman and Wright (1982) ). We remark that if we omit that the function f is non-decreasing, then (5.5) is equivalent that {S j } j≥1 is a martingale.
Christofides (2000), Theorem 2.1 is the following Hájek-Rényi type inequality for demisubmartingales. Let S 0 , S 1 , S 2 , . . . be a demisubmartingale with S 0 = 0, β 1 , β 2 , . . . a non-decreasing sequence of positive numbers, then
where S + l denotes the positive part of S l . Using this inequality, an SLLN can be obtained for demimartingales (Christofides (2000) , Theorem 2.2). Now we can see that our general theorems immediately imply the SLLN from the Kolmogorov type inequality, moreover the rate of convergence in the SLLN.
The sequence of partial sums of zero mean associated random variables is a demimartingale. We mention that for associated random variables Kolmogorov type inequalities were obtained by Newman and Wright (1982) and by Matu la (1996) . From those inequalities Matu la (1996) and Hu-Hu (2006) obtained the SLLN and the rate of convergence in the SLLN, respectively. We see that the later theorems are covered by our general method.
A Marcinkiewicz-Zygmund type SLLN
In this section we present an abstract Marcinkiewicz-Zygmund type SLLN, i.e. an SLLN without any dependence condition. We shall use the following notation. Let X 1 , X 2 , . . . be a sequence of random variables. Let
denote the truncated variables. Moreover, let
Consider the conditions
Theorem 6.1. Let X 1 , X 2 , . . . be a sequence of random variables, S n = X 1 + · · · + X n , n = 1, 2, . . . , S 0 = 0. Let 0 < p < 2. Assume that condition (6.1) is satisfied. Moreover, for 1 ≤ p < 2, assume that EX k = 0 (k = 1, 2, . . . ) and there exists a K < ∞ such that for any n ≥ 1
Proof. The proof of this theorem is similar to that of Theorem 2 in Chandra-Ghosal (1996).
Further results
General strong laws of large numbers First we mention a well-known result of Serfling (see Theorem 2.4.1 in Stout (1974) ). Let X 1 , . . . , X n be random variables and let F a,n denote the joint distribution function of X a+1 , . . . , X a+n . Assume that g is a real function such that g(F a,k )+g(F a+k,m ) ≤ g(F a,k+m ) for all 1 ≤ k < k + m and a ≥ 0. If
for all n ≥ 1 and a ≥ 0, then
for all n ≥ 1 and a ≥ 0. Sung (2008) studies a sequence of random variables without assuming any known weak dependence condition. The conditions used in the paper are in terms of the covariances of the random variables. Applying Serfling's inequality (7.1), first a Kolmogorov type maximal inequality for the moments is proved. Then two general SLLN's are obtained, the second one rests on our Theorem 2.2.
In Shen-Yang-Hu (2013) a general Kolmogorov type inequality for the moments is considered, that is
for all n ≥ m ≥ 1, where the constant K is independent of n and m. Two general SLLN's are proved in the case when the truncated and normalized random variables satisfy condition (7.2). Then a Marcinkiewicz SLLN is obtained when the random variables themselves obey (7.2) . The proof of the Marcinkiewicz SLLN is based on Theorem 3.1.
Yang-Su-Yu (2008) Assume that for any ε > 0,
The authors claim that their conditions in certain interesting cases are more general than the ones in Theorem 2.2.
Results for weakly dependent sequences Wang-Hu-Shen-Yang (2010) studied ψ-mixing sequences. Applying an inequality of Shao (1993) , they obtained the following Rosenthal type inequality. Let X 1 , X 2 , . . . be a ψ-mixing sequence of random variables with mixing coefficient ψ(n) satisfying ∞ n=1 ψ(n) < ∞. Let q ≥ 2 and assume that E|X n | q < ∞, EX n = 0 for any n ≥ 1. Then there exists a constant c depending only on q and ψ(.) such that
Applying the method of Fazekas (2006) and the above inequality with q = 2, Wang-HuShen-Yang (2010) obtained Hájek-Rényi type inequalities and SLLN's. Yang-Shen-Hu-Wang (2012) studied mixingales and pairwise negatively quadrant dependent (NQD) sequences. First they obtained Kolmogorov type maximal inequalities for moments. To this end, for NQD sequences, they applied Serfling's inequality (7.1). Then they derived Hájek-Rényi type inequalities for the probabilities and SLLN's similar to Theorem 3.1. To prove the Hájek-Rényi type inequalities they applied similar calculations as the ones in Fazekas-Klesov (2000) . However, the consideration of the present paper show, that the Hájek-Rényi type inequalities are always consequences of the appropriate Kolmogorov inequalities.
Hu-Li-Yang-Wang (2011) studied linear, ϕ-mixing, and linearly negative quadrant dependent (LNQD) sequences. First, using the Longnecker-Serfling (see Longnecker-Serfling (1977) ) method, they obtained Kolmogorov type maximal inequalities from known moment inequalities. From the maximal inequalities then they derived Hájek-Rényi type inequalities and SLLN's. Now, we see that using our general framework, the proofs of the Hájek-Rényi inequalities are standard.
Wang-Hu-Li-Yang (2011) improved the results of Kim, Ko and Lee (2004) for AANA sequences. They started with a Kolmogorov type maximal inequality for moments and derived Hájek-Rényi type inequalities for the probabilities and SLLN's. We can see that our general method offers similar Hájek-Rényi type inequalities.
The random variables X 1 , X 2 , . . . , X n are said to be negatively orthant dependent (NOD), if Then the following statements hold. If the sequence {β n , n ≥ 1} is bounded, then S n /β n is almost surely bounded. If the sequence {β n , n ≥ 1} is unbounded, then S n /β n converges almost surely to 0.
We remark that lim n→∞ βn bn = 0. Therefore in the above theorem at each case lim n→∞ Sn bn = 0 a.s. The above theorem with ϕ(x) = |x| δ (0 < δ < 1) gives Theorem 3.1.
A version of Theorem 7.1 was proved by Tómács (2007) when instead of the moment inequality (2.1) the probability inequality (4.1) was assumed.
