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Abstract: This research is in response to the question of which aspects of package design are more
relevant to consumers, when purchasing educational toys. Neuromarketing techniques are used,
and we propose a methodology for predicting which areas attract the attention of potential customers.
The aim of the present study was to propose a model that optimizes the communication design
of educational toys’ packaging. The data extracted from the experiments was studied using new
analytical models, based on machine learning techniques, to predict which area of packaging is
observed in the first instance and which areas are never the focus of attention of potential customers.
The results suggest that the most important elements are the graphic details of the packaging and the
methodology fully analyzes and segments these areas, according to social circumstance and which
consumer type is observing the packaging.
Keywords: packaging; design; toy; neuromarketing; eye tracking; machine learning; predictive
models; consumers; methodology; communication
1. Introduction
A toy is a creation designed to stimulate and accompany a game (Espinosa 2018). It can be artisanal
or industrial and it stimulates childrens’ imagination, language, memory, creativity, movement, etc.,
according to their age and needs. Consequently, a toy turns children into protagonists (AIJU 2019),
improving the expression of their feelings, promoting positive aspects of their personality, providing
learning, and helping them to grow (Peris-Ortiz et al. 2018). A game offers children the possibility of
representing the world around them and their social values, by imitating or copying what they see and
live in their daily lives. The child interrelates a game with their environment and previous experiences
(Martínez-Sanz 2012), which allows the child to reinforce their self-image, express feelings, fears, and
concerns, as well as use the game as a way to resolve conflicts (Espinosa 2018).
Design is a creative act (T. B. Lawrence and Phillips 2002) that defines objects (Bloch 1995),
by working with the intangible to create meaning at different cultural levels (AEFJ 2019; Starks 2014).
There is a risk of standardization (Lucˇic´ et al. 2019), an aspect that allows the designer to operate
without compromising sensitivity and creativity.
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A toy is considered to be a cultural product (Jones et al. 2015) which reinforces real-life concepts.
(AIJU 2019). Signs used in the design of a toy have significant meaning, which promote the interpretation
of a toy and, in this way, children represent images, characters, and scenes from the real world, as well as
interact with their fantasies or other children. In turn, a toy promotes physical and social competence;
additionally, the child better understands their world by exploring the properties of the toy. A toy also
promotes physical and mental exercise, since it stimulates the imagination.
The selection of toys by adults sets the trend in consumption. Packaging is a fundamental part of
a product that produces communication and sales, in addition to ensuring a product arrives in optimal
condition. (American Marketing Asociation 2013). Packaging, as an element, is designed and has
become a useful means to protect the product. In addition, it has a visual function (Nancarrow et al.
1998), it communicates silently (Tur-Viñes et al. 2014), and mainly fulfils the following three functions
(Lamb 2008): product protection (breakage, light, temperature, etc.); product promotion (differentiation
from competitors and association with the brand by design, colors, shapes, and materials); and ease
of product management (storage, use, and disposal). Packaging uses visual grammar as a way of
organizing signifiers and meanings, and form as a basic visual element, which become important when
used together (Vilchis 2008).
The toy sector has become increasingly concerned about the packaging that surrounds toys
(Soluciones-Packaging 2016), since it plays a fundamental role in the toys. In addition to protecting
products (many of them delicate and with small parts), packaging plays a fundamental role
in communicating its value and philosophy to parents and children (K. Lawrence et al. 2015).
Toy packaging must be efficient, cost-effective, and should facilitate, as much as possible, both protection
of a product and attraction to a product on shelves.
The choice of the game or toy must consider the transmission of social values, to promote
social relationships (Espinosa 2018). An educational toy stimulates intellectual development through
reasoning, attention, imagination and creativity, and mastery of language. It is an attractive resource
to reinforce children’s formal content learning, such as numbers and letters, and it helps children
acquire values such as respect and tolerance towards people, norms and rules, and the promotion of
socialization (Luévano Torres 2013). A game is a tool through which many questions can be explained
and answered (AIJU 2019). Examples of educational games include simple scientific experiments;
puzzles; creative games; games that help you learn geography, history, science, etc.; as well as interactive
games on electronic devices (book games, math and reading games, music games, memory and logic
games, pattern recognition, games that work on social and emotional skills, applications that help you
learn geography, history, science, etc., and the electronic version of creative puzzles or games).
An educational toy has a different utility approach than other toys, where the different variables are
work, in addition to leisure, and therefore it is interesting to know the information processing in making
purchasing decisions. The analysis of consumer behavior in relation to products whose purchase
decisions involve emotional aspects, requires using neuromarketing techniques and generating a large
amount of data for analysis that, until now, is processed using software for each technology and basic
statistics (Juarez et al. 2020; Mañas-Viniegra et al. 2020). However, when it comes to tackling complex
analytical problems, the scientific community is openly committed to the data-driven approach,
which generates predictive models, solely from the data itself, especially suitable to be integrated into
decision support systems (DSS) (Provost and Fawcett 2013).
The application of machine learning techniques in the field of eye tracking studies where there
is a very high dispersion of the data, produced by the heterogeneity of the users under study,
with apparently arbitrary behaviours, and therefore more difficult to predict, leads to a specific
preprocessing of experimental data, in order to subsequently be able to apply discrete predictive
techniques with greater tolerance to prediction error.
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2. Results
2.1. Results Interpretation from Neuromarketing Approach
After showing each product (image) separately on a screen for 30 s (estimated time so the details
of interest can be seen, as it is not possible to open the toy), biometric eye tracking was used, with the
aim of simulating a consumer’s experience when taking product 1 or 2 from store shelves. Figure 1
shows areas of interest (AOI) of the Educa packaging design.
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Once the areas of interest (AOI) were identified, which in this case corresponded to the Educa
brand packaging (a total of seven areas of interest), the software allowed us to draw conclusions drawn
regarding the attention of users (Table 1).
Table 1. Information from the set of users, about areas of interest of the Educa toy, using eye tracking.
Source: Prepared by the authors.
AOI
Name
AOI
Start (s)
AOI
Duration
(sec—U =
User
Controlled)
Viewers
(#)
Total
Viewers
(#)
Ave
Time to
1st
View
(s)
Ave
Time
Viewed
(s)
Ave
Time
Viewed
(%)
Ave
Fixations
(#)
Revisitors
(#)
AOI 0 0 30 22 25 7.63 1.79 5.97 6.09 20
AOI 1 0 30 24 25 5.67 5.04 16.80 15.17 24
AOI 2 0 30 22 25 12.82 0.44 1.47 2.18 9
AOI 3 0 30 14 25 9.30 0.68 2.26 2.78 9
AOI 4 0 30 23 25 5.49 0.73 2.45 4.39 18
AOI 5 0 30 23 25 2.68 1.99 6.66 10.48 23
AOI 6 0 30 24 25 1.05 7.85 26.17 25.54 24
The following conclusions can be drawn from this summary:
In the Educa packaging, the specification of the themes on the cover (AOI 1) draws much attention.
In addition, viewers look at the recommended age (AOI 3). Not much attention is paid to the brand or
the name of the game (AOI 2 and 5). Product image stands out (AOI 6). A priori, the concepts that
attract the most attention are the child’s hands and the play setting (background image) on the cover of
the Educa packaging, together with the specification of the themes. The first thing observed by users is
the product (AOI 6), with a time of 1.05 s, shown by almost 100% of users, and a number of fixations of
25.5. The number of times the user looks at that area again is 6.4 and the most revisited by the user is
area AOI 5, with 7.0 revisits.
Figure 3 shows areas of interest (AOI) of the Diset packaging design.
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Figure 3. Product 02. Image of the Diset packaging with its areas of interest (AOI). Source: Prepared by
the authors.
Some of the conclusions that can be drawn in this case are that the data is shown without
differentiating the gender, overlapping the information of each individual heat map (Figure 4)
corresponding to each user, and using the tea ’s own software (sum of dedication times to each
region of the image, nerating a new ad ed heat ). The param ters configured for this type of
repres ntation, f r all analysis work, were the fol o i
• Gaze (accumulated time displayed), 30 s;
• Size (focus representation size), 35%;
• Transparency (level of transparency of the representation), 40%.
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Once the areas of interest (AOI) were identified, which in this case corresponded to the Diset
brand packaging (a total of seven areas of interest), the software allowed us to draw conclusions
regarding the attention of users (Table 2):
Table 2. Information from the set of users, about areas of interest of the Diset toy, using eye tracking.
Source: Prepared by the authors.
AOI
Name
AOI
Start
(sec)
AOI
Duration
(sec—U =
ser
Controlled)
Viewers
(#)
Total
Viewers
(#)
Ave
Time to
1st
View
(s)
Ave
Time
Viewed
(s)
Ave
Time
Viewed
(%)
Ave
Fixations
(#)
Revisitors
(#)
AOI 0 0 30 23 25 3.22 3.82 12.75 11.69 23
AOI 1 0 30 25 25 6.50 2.08 6.94 6.04 22
AOI 2 0 30 18 25 9.04 0.59 1.96 2.94 14
AOI 3 0 30 22 25 9.68 1.24 4.12 3.77 15
AOI 4 0 30 23 25 6.38 1.24 4.14 6.04 20
AOI 5 0 30 23 25 2.42 1.56 5.20 7.69 23
AOI 6 0 30 25 25 0.42 16.21 54.03 52.08 25
The following conclusions can be drawn from this summary:
In the Diset packaging, the specification of the number of topics and questions/answers on the
cover (AOI 0) is very striking. In addition, users looked at the message “when you hit...” (AOI 1) and
the product reference (AOI 5). Not much attention is paid to the brand, the recommended age, or the
name of the game (AOI 2, 3, and 4). What is most striking, with more than 50% of the observation time,
is the image of the product (AOI 6). A priori, the concepts that attract the most attention are the game
setting (background image) of the Diset cover, along with the specification of the number of topics
and questions. The first thing that users see is the image of the product (AOI 6), with a time of 0.42 s,
shown by 100% of users and a number of fixations of 54.1. The number of times the user looks at the
area again is 10.2, and it is the most revisited. These data are far superior to the Educa equivalents.
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2.2. Computational Experiment in the Educational Toy Industry
Preprocessing Procedure
If we assume that the variable Time to 1st View (sec) explains when a certain area catches our
attention, we could say that Area 6 (game image) captures the attention of most users from second 0,
while Area 2 (game brand) can be visualized up to the 30th second of the observation (Figure 5).
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Observing the values that the variable Time to 1st View (sec) takes according to the user (Figure 6),
we can see that these are very dispersed, although they have similar averages. That is, in the study,
there are people who took very little time to see all the areas and others who needed more seconds to
visualize one in particular, or several of them. Outliers for each user mostly come from Area 2 and
some from Area 3 (child’s age).
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Comparing the values that the variable takes according to the brand of the game (Figure 7), it can
be seen that the time it takes 75% of users to see the areas of the Diset brand is less than that of Educa,
which may mean a more easily seen design or more interest in certain areas, although it takes very
little time to move from one area to another. In order to draw conclusions, a systematic study of the
Time Viewed (sec) variable is required.
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Carrying out a similar analysis of the variable, to see the differences in the values according to
gender (Figure 8), personal situation (Figure 9), and the number of children (Figure 10), no significant
differences were seen between them, taking into account the sample bias (in the sample we have only
42 values from individuals who live as a “couple” as compared with 280 instances of “married”.
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Finally, Figure 11 shows the distribution of the variable is studied without considering other
factors. In this ca e, it is ob erved that he outli e, for the most part, fr m Are 2 d also from
the Educa brand. It is known tha these data can egatively affect the sub t t dy. Therefore, the
initial sample and the sample without outliers are analysed in parallel.
In the same way, other variables of interest, i.e., time viewed (sec), fixations (#), and revisits (#)
are analysed.
For the subsequent classification study, as this type of method requires, the already discretized
objective variables must be available. The discretize function and the “frequency” method are used to
separate the data into intervals according to the frequency of the values that belong to it. The number
of sections (breaks) used for the discretization of each variable has been achieved by progressively
increasing the number of sections. Then, the chosen number of breaks is the one that achieves a greater
agreement between the model and the probability of being correct if a fully “random” distribution
was followed.
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2.3. Feature Selection Depending on Target Variable
The selection of variables to incorporate in the predictive models is a process of key importance in
the proposed methodology, since not all explanatory variables are highly correlated with the variable
to be predicted (nor are they to the same extent).
In addition, the automatic feature selection process becomes especially relevant in problems
where there is a sample with few records, compared to the number of variables measured in each
record, as is the case at hand, as confirmed in (Derno court et al. 2014). To appr ach this task, there
are different methods t carry out the selection of relevant characteristics. One of the most widely
used is the support vector machine (SVM) (Chapelle et al. 2002). Another is the principal component
analysis (PCA) method, which has also undergone interesting updates from the applied point of view
(Peres-Neto et al. 2005).
I t is study, the variable ranking method (Repository 2020) is used to select the most relevant
variables, on each of the possible target variables.
Below is the variable ranking for the target variable fixations. The rest of the rankings can
be consulted in the Appendix A (before the References section), where it can be seen that the
set of significant variables is not always the same, nor do they occupy the same positions in the
different rankings.
If the variables that most influence the objective variable fixations are analyzed, the results shown
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This data shows that the number of fixations in a given area is mainly conditioned by the area in
question, thus, it depends on the user, his personal situation, and later the brand of the game.
Eliminating the outliers of the variable the results shown in Figure 13 are obtained.
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2.4. Generating Predictive Classification Models
There are different techniques for modeling or predicting categorical variables (variables that are
either originally discrete in nature or are discretized). The most used technique is Classification Trees,
where the main references are the ID3 algorithm (J. R. M. l. Quinlan 1986) and its different evolutions,
such as C4.5 (J. R. Quinlan 2014), which incorporates a series of improvements, such as, for example,
the possibility of dealing with numerical values among the explanatory variables. Another reference
in the literature is the CART algorithm (Breiman et al. 1984), which is capable of carrying out both
classification (on a categorical objective variable) and regression (on a numerical objective variable)
tasks. In the case at hand, and after trying different classifiers, the authors have opted for RPart
(an implementation of CART) from the R “rpart” library, which provides accurate predictive models
and fairly easy interpretation.
Taking the Time Viewed objective variable as an example, and using the complete sample of the
data, a tree has been obtained with an accuracy of 60.95% versus 54.84% of the model generated from
the sample without outliers. In other words, the elimination of outliers does not improve precision,
due to the small sample size.
Figure 14 shows that the relevant variable when predicting the viewing time of an area is the area
itself, due to its very different natures and sizes. If the area is AOI 6, then the maximum possible time
is displayed with the probability of 89%. If the area is AOI 0, AOI 1, or AOI 5, then, the viewing time
depends on the age of the child. In the case that the child is 11 years old or older, the areas with the
probability of 100% is not displayed. In the case that the child is less than 11 years old, the areas are
displayed during an interval of 1.96 to 4.3 s.
Each node contains the following information: in the first row, the range of the target variable;
in the second row, the probability of occurrence of each value of the objective variable (.41 means 41%);
and the third row contains the total percentage of the sample that accumulates in that node.
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Figure 14. Tree on the complete sample, to predict Time Viewed. Source: Prepared by the authors.
Similarly, the decision tree using the sample can be interpreted, eliminating from it the outliers
of the Time Viewed variable. In this case, it is observed that a new factor comes into play, which is
the brand of the game and that the age of the child changes from 11 to 9 years of age, as shown in
Figure 15 below.
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The same analysis was carried out on the remaining target variables and an im rovement in the
prediction of the values of the Time to 1st View (sec) var able by 1% was obtained, using the sample
witho outliers. Again, it is verified that inclusion or not of the outliers does not cause great changes
in the precision achieved.
2.5. Comparison of Classification Models
The variables of interest that appear the most in each experiment are AOI (logically) and also Age
1 (the age of the oldest son). The ages of the other children are not relevant in any of the experiments.
In addition, depending on the variable to be predicted, other explanatory variables could come into
play, such as Media Name, which is relevant for predicting Time Viewed (without outliers) and Revisits
(from full sample).
In general, the accuracies achieved in each model are high enough, taking into account that the
target variables were discretized in several sections. This is reflected in the kappa index. However,
considering outliers in the sample sometimes improves precision and sometimes does not. It follows
that it is necessary to carry out both models (with and without outliers) in each case.
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Of all the target variables in the problem, the one that can be predicted with greater precision is
Revisits with an average precision close to 64%.
However, although accuracy is the one most frequently referred to, it is not the only metric of
predictive models. In formal terms, accuracy is the percentage of correctly classified instances out of
all instances and kappa or Cohen’s kappa is better thought of as classification accuracy, except that
it is normalized at the baseline of random chance on the dataset. The confidence interval (95% CI)
represents the precision segment in which there is a 95% probability of predicting correctly. Finally,
information rate is the precision that can be achieved by always predicting the one with the highest
probability type, or the interval in this case.
Furthermore, from a qualitative point of view, the models must be interpreted with their
corresponding confusion matrices, which accumulate the well-classified instances on the diagonal and,
outside of this, we can see how and where the errors of each predictive model accumulate.
Returning to the previous example of a prediction model for the fixations variable, the following
confusion matrix is obtained (Figure 16). The cells on the diagonal of the matrix show the number of
results that were classified correctly, while the cells that are outside the diagonal are those that were
classified incorrectly.
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The confusion matrix in the previous figure (Figure 16) shows that 11 instances of the interval [0.2]
were correctly classified and the following were incorrectly classified (framed in red): 7 of the interval
[0.2] as if they were of the interval [2.4]; 0 as [4.8], 1 as [8.15] and 1 as [15.72]. Thus, the diagonal
represents the prediction success of each type, and outside the diagonal the corresponding prediction
errors are represented. It can be seen that the largest error is made by predicting the interval from 4 to
8 s, when it is classified as the interval from 8 to 15. However, this interval is the one with the most
errors and the least hits (16 instances classified incorrectly versus 5 correct ones).
Figure 17 shows a comparative summary of the results of the computational experiment carried
out (results models for each target variable and for each type of sample collected).
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3. Discussion
The first part of this study analyzes the intersection between consumer behaviour and packaging
design for an educational toy (Sv nes et al. 2010), analyzing th efficiency of actual packaging for two
educati n l toys which are compet nce.
Fr m the neuromark ting oint of view, the application of biometrics (neuromarketing analysis)
(Ohme et al. 2011), it is worth highlighting that Diset’s packaging stands out at the lev l of attraction
and int rest as compared with Educa, but with few significant differe ces, due to th similari y of the
design. By gender, mal consumers (33%) focus on the game i sel (the template shown on the cover of
the package) and the word “English” (game refere ce). Wo n also focus atten ion on the am of the
gam (from Diset) and the brand (Educa).
The packaging of the Educa game leads, in general, to the fixation on the image of the game
(the templ te shown and the child’s hands), on th themes (s own graphically) and the recom nded
age. By gender, men also look at the number of questions, compared to women, who look at the game
reference (“English”). The recomm nded age and theme are key in choosing a educational toy, in that
order (Rundh 2009). This makes education l toys a concern for the devel pment of the hild, both their
own, and those of family and friend . In general, he desig s are similar and conv y similar levels,
ut Diset’s seems more complete at the level of detail aimed at the child and Educ ’s at a higher level
of knowledge and focus on learning. The greater number of topics and qu stions in Diset le ds he
consumer to be willing to pay more, i addit on to a higher quality percept on (Velasco et al. 2014).
From the analytics and application of mach e learning models (Vellido e al. 2012), the conclusions
reached indicate that the classification models provide quite good precision (Alm et al. 2005) when
predicting variables that, although being umerical in nature, the context of the pr blem suggests that
they be treat d by segmen s to facilitate strategic decision making in packaging (Calver 2004). In a
relatively small sample, where the percentage of outliers does not exceed 10%, the inclusion o not of
these for t e generation of the pr dictive m del, h s a variable incidence, nd therefore it is necessary
to evaluate the possibility of including t m or not in the study of each objective variabl .
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During the eye tracking experiment (Ungureanu et al. 2017), the set of variables (and their
relative weights) that help to predict the target variables, can change significantly, depending on the
target variable chosen in each case. Some of the experiment times can be predicted more accurately
than others.
The need to evaluate the inclusion or not of outliers (John 1995), the convenience of discretizing
the numerical variables in order to obtain classification models from which to make decisions, together
with the fact that the relative weights of the explanatory variables cannot be established a priori
for each objective variable, confirm that the data-driven approach is perfectly suited to predictive
neuromarketing contexts where the samples have a high dispersion in their values, depending on each
specific sample to be analysed.
This methodology could be extrapolated to other types of products (with an emotional component,
to apply neuromarketing biometrics) and even to other types of activities.
4. Materials and Methods
The aim of this research was to determine, through neuromarketing techniques, the cognitive
perception that Spanish parents, between 35 and 45 years old, with children between 4 and 8 years
old, have regarding the elements contemplated in the design of toy packaging that is educational and
age appropriate for your children. To do this, we used neuromarketing techniques that allowed us to
analyse the attention of the subjects to the stimuli (eye tracking). Additionally, the data extracted from
these experiments was studied using new analytical models based on machine learning techniques,
capable of adapting to the context and establishing behavioural patterns that allowed the researcher
to more efficiently identify the key aspects, because not all variables in the eye tracking experiment
intervene with the same importance in the different target variables, helping to make decisions in the
design of packaging toys.
4.1. Objectives
This research work aimed to help answer the question of which aspects are more relevant for
consumers in purchasing educational toys, which will obviously be quite different from products more
focused simply on leisure. This empirical research focused on an educational toy distributed in Spain
by Educa brand (Conector family, reference “I learn English”), which was the brand’s best seller in
this market area, and analysed how consumers made decisions regarding their choice in relation to
other products designed by competitors. The study looked at customer reactions when looking at the
products, generated by different aspects of product design and its influence on choice.
The main objective of the research was to analyse the attention of parents towards the projection of
images of the packaging of educational toys aimed at children between 4 and 8 years old, and proposed
a methodology to predict which area of an advertisement was going to be observed in the first instance
and which areas were never the focus of attention of potential customers. The methodology fully
analysed and segmented these areas, according to social circumstance and which family member
was observing.
The specific objectives are as follows:
• Analyze the attention generated by the different elements of the packaging of an educational toy
(comparison with 2 similar products of competing brands) between parents;
• Analyze and segment the areas, according to social circumstance and which family member
is observing;
• Determine what differences there are between parents, according to gender;
• Analyze the attention of the different elements generated in the parents, according to the
purchase intention.
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4.2. Research Instrument
Advances in neuroscience applied to traditional marketing have allowed the creation of a new
discipline (neuromarketing) based on a deeper understanding of human behaviour as a consumer.
Reimann (Reimann et al. 2011) formally defined consumer neuroscience as the study of neural
conditions and the processes underlying consumption, their psychological significance, and their
consequences for behaviour. As a result of combining neuroscience with marketing, neuromarketing
emerges as a relatively new research discipline. Leveraging advances in technology, this new field
goes beyond traditional quantitative and qualitative research tools and focuses on consumers’ brain
reactions to marketing stimuli.
Ariely (Ariely and Berns 2010) stated that the main objective of marketing was to help link products
and people. Neuromarketing research aims to connect activity in the neural system with consumer
behaviour, and has a wide variety of applications for brands, products, packaging, advertising,
and marketing, such that retailers are able to determine the intention to buy, the level of novelty,
and awareness or triggered emotions. Butler (Butler 2008) proposed a neuromarketing research model
which interconnected marketing researchers, practitioners, and other stakeholders, and stated that
more research was needed to establish its academic relevance.
It is possible to consider that neuromarketing is the conjunction of neuroscience and marketing,
with the aim of evaluating the conscious and unconscious mental states of consumers. This in turn
allows marketing strategies to be designed which are more guaranteed to succeed, since these are
addressed from a real and deep knowledge of how different stimuli act on the brain and how they
influence behaviour and decision making.
Consequently, neuromarketing is the marketing of the 21st century. Marketing concepts have not
become obsolete, but rather that we have to work with the concepts that both disciplines provide in a
holistic way and learn to apply them according to the context, objectives, and market strategies proposed.
According to classic assumption, consumers in their decision-making process consider all the
possible alternatives in the market and select the one that maximizes «marginal profit». This assumption
is no longer valid, according to Daniel Kahneman (Kahneman 2002), psychologist and Nobel Prize
winner in Economics in 2002. Neurosciences have shown that 97% of our decisions are unconscious.
According to ESOMAR (ESOMAR 2017), International Association for Market Research and
Opinion Studies, and Innerscope (Innerscope 2017), the 10 most used techniques in market research
from neuroscience can be classified into the following 3 categories:
Psychometric IAT (Implicit Association Tests);
Biometrics FACS (facial coding), ET (eye tracking), HR (heartbeat), EDA-SCR or GSR (galvanic
skin response), respiration patterns (motion, respiratory rate, and (VPA) voice pitch analyses);
Neurometric EEG/SST (electroencephalography/steady state tomography) and fMRI (functional
magnetic resonance imaging).
These technologies developed from neuroscience are known under the name of psychometric,
biometric, or neurometric tools depending on the applied technology. They allow the unconscious
processes of the consumer’s mind to be identified and measured through the development of
experiments (mostly in the laboratory).
Regarding the different “approaches” to tackle complex analytical problems, for some time now,
the scientific community has openly opted for the “data-driven” approach, which generates predictive
models, solely from the data itself. This approach is fundamentally different from the model-driven
approach, which is based on mathematical, physical, or economic equations that explain and define in
advance the behaviour of the system. The data-driven approach has proven particularly well suited to
be integrated into decision support systems (DSS) (Provost and Fawcett 2013).
Furthermore, regarding the case study presented in this paper, the industrial field is a clear
example of how the data-driven approach offers (by itself, or in combination with model-driven
techniques) ideal solutions to analytical problems in any of the aspects of industrial processes, and is
able to find data-based solutions for problems as different as anticipating mechanical (Li et al. 2019) or
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electronic (Li et al. 2019) failures in production, in simulation processes for remanufacturing (Goodall
et al. 2019), in complex assembly tasks in automobile plants (Wang et al. 2011), or even to predict
retailer/wholesaler behaviour (Radac and Precup 2015).
In neuromarketing, the true importance of data analysis using brain metrics (EEGs) has already
been confirmed in (Hakim and Levy 2019). The literature offers examples of very different analytical
techniques. It is common to find classical statistical techniques such as component analysis from
ANOVA for the prediction of consumption preferences (Goto et al. 2019), or the use of Naive Bayes to
predict the acquisition of products (Taqwa et al. 2015). Since 2016, it has become increasingly frequent
that studies on EEG data on neuromarketing (in general) and on advertisement scoring (in particular)
have begun to incorporate predictive machine learning techniques, such as SVM in combination with
random forest classifiers (Libert and Hulle 2019), C4.5 classifier together with ANN (Morillo et al. 2016)
or SVM (Wei et al. 2018).
Regarding the data from eye tracking experiments, there are a range of studies (Stark et al. 1962)
that have shown the importance of being able to predict where and how the human eye will focus
attention. From 2016, the literature offers some examples where the use of predictive machine learning
techniques is verified, such as the case of ANN together with time series analysis on patterns in online
advertisements or the use of hidden Markov models on AOIs in cases of prediction of attention in
augmented reality contexts (Pierdicca et al. 2018).
Big data has revolutionized decision making in many fields. The handling of a large amount
of data, to analyze certain behaviours, is improving processes (Marín-Marín et al. 2019). Big-data
analytics is gaining substantial attention, due to its contribution to the business strategy determination
process and providing valuable information for the design and development of service innovation
(Thuethongchai et al. 2020). Technology has allowed online sellers to make real-time price changes of
high magnitude and proximity (Victor et al. 2018).
The incorporation of information and communication technologies to education allows us to
collect information on the teaching and learning process (Ruiz-Palmero et al. 2020), showing the
importance of being able to forecast consumer trends, and then present an evaluation of prognosis
(Silva et al. 2019).
This article addresses the application of machine learning techniques in the eye tracking field,
where there is a very high dispersion of data, produced by the heterogeneity of the users under study,
with apparently arbitrary behaviour, which is difficult to predict. This leads to specific preprocessing
of the experimental data, before applying discrete predictive techniques with greater tolerance to
prediction error. Using confusion matrices, it is possible to measure where the hits and misses of our
predictive model converge.
4.3. Sample
In the present research, the sample consisted of men and women, according to the indications
of the manufacturer Educa, from current consumer data. A total of 30 people (33% men and 66%
women) participated randomly and voluntarily as study subjects after meeting the requirements of
being parents, aged between 35 and 45 with children of ages between 4 and 8 years old. Alicante
(Spain) was chosen for the sample due to its status as a provincial capital. The sample size (consisting
of 10 men and 20 women) was adequate for a neuromarketing study (Cuesta-Cambra et al. 2017;
Juarez et al. 2020; Mañas-Viniegra et al. 2020; Mengual-Recuerda et al. 2020). After carrying out
the empirical study, 5 users (all belonging to the female gender) were discarded, leaving 25 users
(10 men and 15 women). The sample size was sufficient to be able to proceed to the study due to its
representativeness, with unbiased and accurate standard errors (Maas and Hox 2005).
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4.4. Data Collection and Analysis
The research phase with packaging was performed using the eye tracker model Gazepoint GP3HD,
with a 150 Hz sampling rate. For data collection, Gazepoint Analysis UX Edition v.5.3.0 software
was used.
The statistical analysis of the data was performed with the R software, v.3.6.3. The common
elements (stimuli) between both packages were defined (Figure 18). Subjects were exposed to 2
packages containing 7 stimuli each, comparable to each other. The stimulus 02 of each brand is free
(not equivalent). Each package had a maximum time limit of 30 s, with 3 s of separation between
stimuli, to prioritize the areas of interest that captured the most attention (Añaños-Carrasco 2015).
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4.5. Dataset
This study begins with two data sources. The first is the data obtained in eye tracking and consists
of 350 records and the following 16 columns (variables): Media ID, Media Name, Media Duration
(sec—U = UserControlled), AOI ID, AOI Name, AOI Start, AOI Duration (sec—U = UserControlled),
User ID, User Name, User Gender, User Age, Time to 1st View (sec), Time Viewed (sec), Time Viewed
(%), Fixations (#) and Revisits (#).
The second data source refers to the users who participated in the study and consists of 25 records
and 8 columns that show their social situation (sex, personal situation, number of children, age, etc.).
These tables were cross-referenced in order to explain the data obtained by eye tracking, together
with the characteristics of each individual.
After eliminating the redundant, empty, and repeated variables, and after assigning a suitable
format to the remainder, a dataset of 13 columns and 350 rows was obtained.
In the Figure 19 we can see the result of the reduction of columns (the type of each variable and its
basic descriptive statistics.
Subsequently, an exhaustive study was carried out on this data, in which it was important to
look at the distribution of the following variables that we were interested in predicting (target or class
variables, framed in red): Time to 1st View (sec), Time Viewed (sec), Fixations (#), Revisits (#) and their
behaviour according to the antecedent or explanatory variables (framed in green): Media Name, AOI
Name, User Name, User Gender, Personal situation, Number of children, Age 1, Age 2, Age 3.
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4.6. Analysis Methodology
The data collected by observations on 25 users were subjected to preprocessing, detecting
anomalous values (outliers), which allowed different subsamples of data to be generated based on
their distributions. The original sample and each of the subsamples was subjected to the same process,
which consisted of the following:
• selection of the target variable (variable to be predicted);
• detection of the most relevant variables on the chosen target variable;
• generation of predictive models for classifying the target variable with the most influential
variables in each case.
The different predictive models were compared with each other, in order to conclude which
variables were the ones that best predicted certain objectives and what degree of precision could be
obtained in predicting one or the other.
In the field of classification problems (predictions of discrete variables), the data science
methodology is often based on CRISP-DM model (Chapman and Clinton 1999), that includes
preprocessing phases (for cleaning and suitability of the dataset), selection of the most relevant
attributes (for the construction of the model), and generation of classification models (with their
corresponding details). After evaluating the models, it is common to allow a return to the attribute
selection phase. This scheme has been applied in several studies, with slight variations (Liu and Han
2002; Rabasa and Heavin 2020), An outline of such a methodology, assumed on this paper, is shown in
Figure 20.
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Figure 21 shows such a general methodology ad pted to this specific problem.
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focused on the most significan cases of each stage, leaving all the others appropriate y described in
the Appe dix A, before the References s ction.
5. Conclusions
This study has revealed the packaging design most observed aspects in the consumption of
educational toys, the perception of the value of the brand and product through packaging, and the
projection on the children’s entertainment based on packaging design. It has also allowed the authors
to compare the perception/coding of each container by men and women, identify the level of visual
attraction (time spent) towards the product and the brand, and the levels of educational value of
each container, perceived by the customer objective (Enax et al. 2015). The application of machine
learning models provides a tight approximation in the prediction of the variables and, even though
they are numerical in nature, the context of the problem suggests that they be treated using segments
to facilitate strategic decision making in the design of the packaging.
This research has contributed to the change taking place in the scientific literature on the design of
educational toy packaging and the models used to analyze consumer behaviour (Enax et al. 2015),
based on the data extracted from the neuromarketing analysis. The recommendations drawn from
research on the design of educational toy packaging aim to improve graphically those elements that
really attract consumer attention. The analysis draws several conclusions that would help improve
the perception of the toy. The need to evaluate the inclusion or not of outliers (Hawkins 1980),
the convenience of discretizing the numerical variables in order to obtain classification models from
which to make decisions, together with the fact that the relative weights of the explanatory variables
cannot be established a priori for each objective variable, confirms that the data-driven approach is
perfectly suited to predictive neuromarketing contexts where the samples have a high dispersion in
their values, depending on each specific sample to be analyzed. It is i portant to focus attention and
explain the skills improved by the child’s play, the age at which it is recommended to use, and eliminate
the remaining texts used.
Finally, this study revealed that the knowledge of consumers’ conscious and unconscious mental
states allows the packaging design of educational toys to be much more efficient. By taking into
account that consumer habits change, organizations must design proposals for each contact they make
with their consumers, through all the aspects that accompany the brand, to achieve a greater perception
of these creative products.
From the data science approach, the proposed methodology (originally based on CRISP-DM) has
been successfully adapted to the specific problem of user’s preferences classification on a short life
data sample. The classification techniques are absolutely dependent on the numeric target variables
Soc. Sci. 2020, 9, 162 20 of 23
discretization (on the preprocessing phase), and therefore this process must be specially adjusted in
every case.
As supervised learning methods are involved, classification techniques such as the one proposed
in this research achieve better precision ratios with larger training samples. In this sense, the authors
have begun to launch other neuromarketing experiments in haute cuisine presentation, footwear
packaging (and store decoration), food distribution in supermarkets, and football team store decoration,
where the experiments report perfectly analyzable samples with slight adaptations of this data
science methodology.
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Appendix A
1. Descriptive statistics
1.2. Study of the variable Time Viewed (sec)
1.3. Study of the variable Fixations (#)
1.4. Study of the variable Revisits (#)
2. Feature selection
2.1. Study of the variable Time to 1st View (sec)
2.2. Study of the variable Time Viewed (sec)
2.3. Study of the variable Fixations (#)
2.4. Study of the variable Revisits (#)
3. Classification models
3.1. Study of the variable Time to 1st View (sec)
3.2. Study of the variable Time Viewed (sec)
3.3. Study of the variable Fixations (#)
3.4. Study of the variable Revisits (#)
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