Abstract-In selective repeat automatic repeat request (SR-ARQ) used by a transmitter-receiver pair, data packets correctly received by the receiver need to be delivered to its upper-layer protocol in the same order as they arrived at the transmitter from its upper-layer protocol. In this paper, we propose a novel discrete-time priority queueing network to model SR-ARQ, and study the performance of the resequencing buffer in terms of the mean packet resequencing delay when packets arrive to the network according to a Bernoulli process. Based on the stationary probability distribution of an embedded Markov chain, we derive an explicit expression for the mean packet resequencing delay. Numerical and simulation results of the mean resequencing delay are presented and some performance trends are discussed. This paper presents an analytic framework for accurately computing the mean packet resequencing delay caused by packet retransmission in data communication networks. The proposed discretetime priority queueing network model is expected to be used for performance analysis of ARQ protocols with a more general packet arrival process.
I. INTRODUCTION
In packet data networks, it often happens that packets (data units transmitted between a transmitter and a receiver), when they arrive at the receiver, are mis-ordered (i.e., in a different order of their arriving at the transmitter from its upperlayer protocol) mainly due to the following two reasons. The transmitter-receiver pair is connected over multiple channels (or routes) and a packet transmitted over one channel, before it arrives at the receiver, experiences a time delay that may be different from that over another channel. Packets can be lost or erroneously received due to the channel noise, in which case they need to be retransmitted to achieve error-free data transmission via a retransmission scheme, such as the selective repeat automatic repeat request protocol (SR-ARQ), which causes packets to arrive out-of-order at the receiver as well. When it is required by a receiver's application, such as the TCP protocol, that packets have to be delivered to the application in the same order as they arrived at the transmitter from its upper-layer protocol, referred to as in-sequence delivery, the receiver buffers mis-ordered packets in a resequencing buffer, re-sequences them repeatedly, and delivers packets in the order of their arriving at the transmitter. This process is referred to as packet resequencing. The study of packet resequencing is important in the network performance point of view. The reader is referred to [1] for some network implications related to packet resequencing.
In the literature, packet resequencing analysis, often in terms of the packet delay and/or the resequencing buffer length, has been conducted based on one of the mis-ordering causes described above. For instance, studies in [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] conducted resequencing analysis by considering packet mis-ordering caused by multi-route transmission (including parallel processing), while studies in [9] , [10] , [11] , [12] , [13] , [14] , [15] , [16] , [17] , [18] , [19] considered packet mis-ordering caused by retransmission of packets. The study in this paper belongs to the second group.
Automatic repeat request (ARQ) corrects erroneously received packets through retransmission. SR-ARQ, one of these classical ARQ protocols developed, has been widely used in wireless packet data networks (e.g., [20] and [21] ) thanks to its higher efficiency. In SR-ARQ, the transmitter sends packets continuously, while the receiver generates either a negative acknowledgement (NACK) or a positive acknowledgement (ACK) for each received packet and sends it over a feedback channel. Once an NACK arrives at the transmitter, the transmitter retransmits the negatively acknowledged packet without re-sending the transmitted packets following it. To preserve the original order of packets arriving at the transmitter from its upper-layer protocol, a resequencing buffer is provided at the receiver to store the mis-ordered packets (i.e., correctly received packets that could not be delivered to a receiver's application).
There are several studies on packet resequencing for SR-ARQ in the literature. In [15] and [18] , the resequencing delay and the length of the resequencing buffer were investigated for channels with time-invariant error rates under a heavy traffic condition (i.e., the transmitter has an infinite supply of packets to transmit). With the same traffic condition, an approximated mean resequencing delay of a packet was obtained for an onoff Markov channel model in [11] . In [9] and [10] , the global delay experienced by a packet, or the sum of the resequencing delay (i.e., the delay portion of packet in the resequencing buffer among the overall packet delay), transmission delay and queueing delay of the packet, was investigated under a more general traffic assumption (e.g., the Bernoulli process). In summary, analysis of the resequencing delay has only been performed under the heavy traffic condition.
The study in this paper is a complement to previous studies on packet resequencing in SR-ARQ done in the literature. Specifically, we consider a more general traffic assumption, i.e., a Bernoulli arrival process, and analyze the mean resequencing delay of a packet. To do this, we propose a new discrete-time priority queueing network to model SR-ARQ, from which an embedded Markov chain of the quasi-birthdeath (QBD) structure is constructed. We identify the stability condition of the Markov chain, based on which the stationary distribution function the Markov chain is given by the matrixgeometric form and can be easily computed numerically. With the computable stationary distribution function, we obtain an explicit expression of the mean resequencing delay of a packet. Numerical results are then presented, and some performance trends of SR-ARQ are observed. We make comparisons between our analytical results, under the assumption that an infinite number of retransmissions is allowed for a packet, and simulation results when a finite maximum number of retransmissions is assumed. The main contribution of this study is that a novel discrete-time priority queueing network model, in which a more general traffic model (e.g., the Bernoulli process) is considered, is proposed for modeling SR-ARQ. An explicit analytic expression of the mean packet resequencing delay is obtained. The overall analytic method developed in this paper can be regarded as a framework for accurately computing the mean packet resequencing delay in ARQ protocols with a general packet arrival process.
The rest of the paper is organized as follows. In Section II, we describe a discrete-time priority queueing network for modeling SR-ARQ and construct a Markov chain of the QBD structure. An explicit expression of the mean resequencing delay of a packet in the system equilibrium regime is derived in Section III. Numerical and simulation results are presented and discussed in Section IV, followed by concluding remarks in Section V.
II. THE MODEL
In this section, a queueing network model for SR-ARQ is proposed, from which an embedded Markov chain in the system is constructed.
A general model of a resequencing network followed by a G/G/1 queue, illustrated in Fig. 1 , was proposed by Baccelli [22] . This model is composed of three parts: a disordering network, a resequencing buffer (RB), and a G/G/1 queue. Packets arriving at the disordering network are numbered in a numerical sequence. In order to make packets have the same order as they arrived at the disordering network before entering the G/G/1 queue, a resequencing buffer, which sends only packets with "eligibility" [23] to the G/G/1 queue, is allocated in between the disordering network and the G/G/1 queue.
A. Priority Queueing Network Model for SR-ARQ
A priority queueing network, which corresponds to a specific disordering network in Fig. 1 and is followed by the resequencing buffer, is illustrated in Fig. 2 . In the priority According to the definition of the model, the size of q 2 is not an issue, as seen from detailed discussions in the following paragraph. We assume time is slotted with one unit (or slot) equal to the transmission time of a packet. New packets, which are numbered by C 1 , C 2 , · · · based on their arriving order, arrive at q 1 according to a Bernoulli arrival process with parameter b ∈ (0, 1). The service times of all servers are deterministic with one slot for server 1 of subsystem 1 and m slots (representing the round trip time (RTT) for a packet) for each server of subsystem 2. Server 1 of subsystem 1 serves packets in both q 1 and q 2 , with higher service priority for packets in q 2 over those in q 1 . It starts serving a packet at the beginning of a time slot after possible arrivals at q 1 and q 2 , which also occur at the very beginning of the time slot. At the end of that time slot, the served packet at server 1 enters either subsystem 2 with probability p ∈ (0, 1) (representing the packet error rate of channels) or RB with probability 1 − p, independent of its history and other packets. If, at the end of a time slot, there is a packet that enters subsystem 2 for its first time, it enters one of the empty servers of subsystem 2 uniformly. After the packet is served by that server for m slots, it enters q 2 waiting for service by server 1 at the beginning of the next corresponding slot. If a packet enters subsystem 2 more than once, it enters the same server of subsystem 2 as the one that it entered last time. Packet C n leaves RB if and only if all packets C k for k < n have left RB. The time that a packet has to wait in RB for its delivery is referred to as the resequencing delay of the packet. We note that there is at most one (possibly zero) packet that enters subsystem 2 from server 1 of subsystem 1 in a slot. Since all servers of subsystem 2 have the same fixed service time (m slots), we observe that: (1) there are at most (m + 1) busy servers of subsystem 2 serving packets at the end of each time slot; (2) there is at most one (possibly zero) packet that enters q 2 in a slot. The first observation explains why we use a finite number of parallel servers in Fig. 2 to model a fixed time delay that an erroneous packet experiences. Due to the second observation and the assumption that packets in q 2 have a higher service priority over these in q 1 , a packet in q 2 receives service during the same time slot as it enters q 2 . Therefore, the waiting time of a packet at q 2 is zero.
B. Embedded Markov Chain and Stationary Distribution
We assume, at time zero, the system is empty. For each t ≥ 1, at the end of slot [t − 1, t) after a possible arrival and departure, we define the following random variables.
1) Q t is the number of packets waiting at q 1 .
2) S (i)
t is the number of elapsed time slots of the packet in the i th server of subsystem 2 and is defined to be −1 if there is no packet being served in the i th server of subsystem 2, where
, and,
The stochastic process {X t : t ≥ 0} is a Markov chain (MC) with the state space
where N = {0, 1, · · · } and
We define an S-valued random vector
for each t ≥ 0, from which X t = (Q t , S t ), for each t ≥ 0. We let s be the size of the set S (i.e., |S| = s). Then the transition probability matrix of the MC {X t : t ≥ 0} is of the quasi-birth-death (QBD) form given by
where A 2 , A 1 , A 0 , B 1 , B 0 are all s × s square matrices. These blocks of P can be directly obtained according to the model description, which are omitted here. From the system setup, the Markov chain {X t : t ≥ 0} is irreducible and aperiodic. We can prove that the Markov chain is positive recurrent if and only if b + p < 1. (We omit the proof here since it is also clear intuitively.) In the following, we assume that the Markov chain {X t : t ≥ 0} is irreducible, aperiodic, and positive recurrent (i.e., ergodic).
We define sub-vectors π π π s0 = (π (s0,s s s) : s s s ∈ S) for s 0 ≥ 0, and denote by Π = (π π π 0 , π π π 1 , · · · ) the stationary distribution of the Markov chain {X t : t ≥ 0}. Then the limiting probability mass π π π s0 is of the matrix-geometric form [24] and given by
for two s × s square matrices K and R. To compute the matrices K and R, we use the logarithmic reduction algorithm [24] described as follows. We use I to represent the identity matrix of size s × s and e to represent the column vector of s ones.
After computing the matrices K and G, the sub-vector π π π 0 in (4) is the unique solution to the system
III. ANALYSIS OF MEAN RESEQUENCING DELAY
In the equilibrium regime, we consider an arbitrary packet C * , and define the following random variables associated with C * .
• T is the resequencing delay of C * .
• N is the number of times that C * goes through subsystem 2 before entering RB.
The probability mass function of N is,
To analyze the mean resequencing delay E[T ] of C * , we investigate the probability of X t = (s 0 , s) given that N = n and then the expectation E[T ] given that N = n and X t = (s 0 , s)], from which we obtain an expression of E[T ].
A. Conditional Probability
The conditional probability P[X t = (s 0 , s) | N = n] can be interpreted as the stationary probability that the departure of C * from subsystem 1 to RB leaves behind the system state X t in a fixed state (s 0 , s) = (s 0 , s 1 , · · · , s m+1 ) ∈ E given that C * goes through subsystem 2 n times with n ≥ 0. We define a constant c = (s0,s s s)∈E:s0≥1; max
and, given a vector s = (s 1 , · · · , s m+1 ) ∈ S,
for each i = 1, · · · , m+1. Then, we have the following results on P[X t = (s 0 , s) | N = n] in the system steady state.
where
Proof: Without loss of generality, assume the Markov chain {X t : t ≥ 0} is stationary at t = 0. For a fixed state (s 0 , s) ∈ E, define two stochastic processes U = {U t : t = 1, 2, · · · } and D = {D t : t = 1, 2, · · · }, where U t and D t are both {0, 1}-valued random variables defined, respectively, by
and
, if, at the end of t th slot, there is a packet that finishes its first-time service at server 1 and leaves for RB 0, otherwise
for each t ≥ 1. The indicator function in (11) is defined by
otherwise.
The value of U t determines if the state (s 0 , s) is "seen" by the first-time departure of a packet of interest from subsystem 1 in slot t. For each t ≥ 1, we define the following averages,
U D t is the proportion of packets that complete service at server 1 but never go through subsystem 2 leaving behind the network in the state (s 0 , s) up to slot t. Therefore,
with probability 1. In the following we find the limit of U D t as t → ∞. We define Y t = (X t−1 , X t ) for each t ≥ 1. Then the process {Y t : t ≥ 1} is a Markov chain with the state space
where P (r0,r),(r 0 ,r ) represents the one-step transition probability from (r 0 , r) to (r 0 , r ). Due to the ergodicity of the Markov chain {X t : t ≥ 0}, the Markov chain {Y t : t ≥ 1} is also ergodic [25] with the stationary distribution
By the ergodic theorem of Markov chains [25] ,
with probability 1. By the definition of the function g in (12),
(r0,r r r)∈E:r0≥1; max 1≤i≤m+1 ri<m π (r0,r r r) .
Therefore, as t → ∞,
(r0,r r r)∈E:r0≥1; max 1≤i≤m+1 ri<m π (r0,r r r) , w.p. 1.
For each t ≥ 1,
which follows, 
By the transition probability matrix P, (r0,r r r)∈E:r0≥1; max 1≤i≤m+1 ri<m P (r0,r r r),(s0,s s s) π (r0,r r r)
and, as t → ∞, w.p. 1,
(16), and (19), the result in Lemma 1 is obtained.
Lemma 2: For a state
in E and an integer n ≥ 1,
Proof: For each t ≥ 1, we redefine D t as
, if, at the end of t th time slot, a packet finishes its first-time service at server 1 and will go through subsystem 2 for n times 0, otherwise
and U t is defined in the same way as in (11) . Using a similar argument for deriving (16), we have, as t → ∞,
where c is a constant defined in (7). For each t ≥ 1,
Then,
Moreover, if s j = 0 for some j = 1, · · · , m + 1,
(r0,r r r)∈E:r0≥1; max
where s s s is defined (22) . The lemma is proved by (20), (24) and (27).
B. Conditional Expectation
Lemma 3: For a fixed state (s 0 , s) ∈ E, the conditional expectation E[T | N = 0, X t = (s 0 , −1)] = 0, and if s = −1 (i.e., s j = −1 for some j = 1, · · · , m + 1),
Proof: It is clear that
for all s 0 ≥ 0. Given that X t = (s 0 , s 1 , · · · , s m+1 ) where s j = −1 for some j = 1, · · · , m + 1, there is one or more packets in subsystem 2 when C * finishes service in subsystem 1 for the first time. Among these packets in subsystem 2 we denote by C l the last packet that leaves for RB, and T C l the remaining time of C l until it leaves for RB. Then,
There are h = m+1 i=1 I {si>0} nonempty servers in subsystem 2, which are assumed, without loss of generality, to be servers 1 to h. For j = 1, · · · , h, we define M j to be the remaining number of times of the packet in the j th server re-entering subsystem 2. M 1 , · · · , M h are independent random variables with probability mass function
and,
By the definition of T C l ,
Since,
which is proved to be convergent by the ratio test,
Therefore, from (33),
Equation (28) Lemma 4: Let n ≥ 1, and (s 0 , s) ∈ E such that s j = 0 for some j = 1, · · · , m + 1. Then, E [T | N = n, X t = (s 0 , s)] = 0 if s j = −1 for all j = j, and,
Proof: The proof is similar to that of Lemma 3 and omitted here.
C. Mean Resequencing Delay E[T ]
By conditioning on {N = n} and {X t = (s 0 , s)}, we have,
where E is defined in (2) . After applying Lemma 1 -Lemma 4 to the last equality, we obtain the mean resequencing delay of an arbitrary packet C * in the equilibrium regime as given in the following.
Theorem 5:
where, s , s , f 0 (s), and f n (s), are defined in (10), (22) , (28), and (35), respectively.
IV. NUMERICAL AND SIMULATION RESULTS
In this section, numerical examples based on our analytical result (36) and simulation results on the model with a finite maximum allowable number of retransmissions for each packet are presented and compared.
Numerical examples of (36) are illustrated in Fig. 3 and Fig. 4. In Fig. 3 , the arrival parameter b is fixed to be 0.75 and the mean resequencing delay E[T ] is computed by varying values of p and m. From Fig. 3 , we observe that E[T ] increases almost linearly with respect to the error rate p for each value of m. Moreover, the larger the value of m, the faster the mean resequencing delay increases. The mean resequencing delay when m = 8 is plotted in Fig. 4 for various values of p and b. As we can expect, E[T ] increases with either p or b. However, it increases with respect to p (for fixed b) much faster than with respect to b (for fixed p), which implies that the traffic arrival rate b has a lower impact on the mean resequencing delay than the error rate p does. This observation corroborates the result that the mean resequencing delay is somehow insensitive to the traffic intensity made by the authors of [11] using simulation analysis. In an SR-ARQ reliable network system (e.g., the radio link control protocol [20] or the radio link protocol [21] ), a finite integer number k representing the maximum number of retransmissions for a packet is specified. The value of k is often set to be no less than 3. We simulate the model by adding this restriction, and find the average of all simulated resequencing times when the system steady state is reached. Simulated results and numerical values are plotted in Fig. 5 , in which m = 8. We observe that the numerical results are close to the simulation results with the relative difference no larger than 6%. 
V. CONCLUSION
We proposed a discrete-time priority queueing network to model SR-ARQ, and conducted analysis of mean packet resequencing delay. Instead of the heavy incoming traffic condition assumed in most previous studies, a Bernoulli process was considered as the packet arrival process in the model. Based on the stationary probability function of an embedded Markov chain, an explicit expression of the mean packet resequencing delay was derived. Numerical examples of the mean resequencing delay showed that it increases with the round trip time of a packet as well as with the traffic arrival rate and the packet error rate, even though the packet error rate has a more severe impact on the mean resequencing delay than the traffic arrival rate does. Simulation results illustrated that the derived result of the mean resequencing delay can efficiently approximate the mean resequencing delay in a SR-ARQ reliable network protocol where a finite maximum allowable number of retransmissions for a packet is assumed. The analytic method developed in this paper provided us a framework for accurately conducting resequencing analysis of ARQ protocols when a general packet arrival process is considered.
