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Abstract- -Open onlinear systems are capable of self-organization both in space and time. They 
surprise us by their inexhaustible and sometimes nonintuitive variety of structures with different 
shapes and functions that nonetheless possess acertain dynamical universality. Representing a eneral 
phenomenological model for symmetry-breaking morphogenesls, the Rashevsky-Turlng theory claims 
for the most convenient prototype of many different synergetic systems in nature. The simplest 
version of Turing's model can be realized by a two-cellular symmetrical reaction-diffusion system, 
consisting of cross-inhlbitorily coupled, potentially oscillating two-variable subsystems (4-D flow). We 
numerically analyze the self-organizing cooperative processes of symmetry-breaking nonequilibrium 
phase transitions under parametric change of the diffusive coupling among the two compartments. 
The model-immanent spatio-temporal correlation behavior is eventually interpreted in terms of an 
exemplary semiconductor experiment, involving the concrete physical mechanisms ofnonlinear charge 
carrier dynamics. 
1. INTRODUCTORY REMARKS 
The complex dynamics of natural systems driven away from thermodynamical equilibrium by 
a flux of matter or energy can traditionally be described by partial differential equations. In 
the vicinity of critical points, however, certain systems exhibit complexity that is no worse than 
that of a few coupled nonlinear ordinary differential equations. Accordingly, the spontaneous 
self-organization of spatial, temporal, or functional structures is dominated by a few collective 
degrees of freedom, often called order parameters (for an overview, see Haken [1,2]). Systems 
undergoing such nonequilibrium phase transitions show universal behavior insofar as the evolution 
equations for suitably defined order parameters possess a mathematical structure which is, to a 
great extent, independent of the concrete system under consideration. As a consequence, these 
equations apply to quite different systems. 
A variety of such open nonlinear dynamical systems has been studied extensively as part of 
the effort to understand the onset of low-dimensional chaos. In dynamics, chaos means that the 
solutions of dynamical systems depend extremely sensitively upon the initial conditions. Nearby 
trajectories diverge exponentially, and, thus, long-range predictability is lost. The fact that 
complex behavior of this type (termed eterministically complex) is possible in "simple" systems 
of nonlinear ordinary differential equations is important. It means that dynamical complexity 
does not necessarily stem from the involvement of many dynamical variables. (Of course, complex 
behavior can appear in a highly complicated system with many degrees of freedom.) It can happen 
that, upon displacing a system far from equilibrium, only a few of its modes become unstable 
and develop interesting nonlinear dynamics on "slow" macroscopic time scales. All other modes 
are dynamically irrelevant and are enslaved by a few relevant modes. This is the regime in which 
a few ordinary differential equations can accurately describe the global system dynamics. 
The author is grateful to many colleagues and friends, expressly Otto E. RSsder, Brigitte RShricht, Jo~him 
Pelnke, and Michael Klein, for continuous encouragement and support. 
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According to the fundamental s aving principle applicable to multi-component synergetic sys- 
tems, we consider a simple two-cellular eaction-diffusion model derived from the well-known 
Rashevsky-Turing (RT) theory of morphogenesis [3-6]. This prototype bifurcation theory was 
originally designed to account for a qualitative understanding of the spontaneous occurrence of 
differentiation i multi-cellular systems based on identical, individually stable cells. Assuming a 
symmetrically built, homogeneous reaction system, symmetry-breaking RT behavior implies an 
evocation of instability of the symmetrical steady state under a parametric hange. Following 
the original Turing reaction-diffusion-transport equations as the first concrete dynamical model 
of biological morphogenesis, several more examples have been described in the literature. The 
well-known Prigogine-Nicolis Brusselator [7,8] as well as the Gierer-Meinhardt equations [9,10] 
are of the same type, providing concrete models of chemical reaction kinetics and biological hydra 
morphogenesis, respectively. Based on a version of the original RT system, P~ssler and Seelig [11] 
and later RSssler [12] discussed a two-compartment chemical reaction-diffusion model capable of 
eliciting bistable flip-flop behavior and bichaotic-type morphogenesis. Thereafter, Billing and 
Hunding [13] investigated analytically the spontaneous formation of spatial Turing structures 
as they appear by changing distinct control parameters. Detailed numerical analysis of the un- 
derlying bifurcation behavior towards turbulent flow was given by Hunding [14] and Kennedy 
and Aris [15]. Very recently, the same system has further been introduced into physics [16] and 
biochemistry [17]. Apparently, Turing-type quations represent a general dynamical model for 
many synergetic systems in nature. 
In the following, we present numerical evidence of symmetry-breaking phase transitions from 
phase-locked coherent o phase-lagged differentiated behavior for the simple prototype version 
of a two-cellular, diffusively coupled RT model. The underlying spatk>-temporal correlation 
between the two compartments of the evocated system flow is analyzed in detail on the way from 
stable steady state to apparently chaotic differentiation. Finally, we give a concrete physical 
interpretation of the model ingredients in terms of nonlinear transport phenomena observed 
experimentally in a synergetic semiconductor system. 
2. FUNDAMENTALS OF THE MODEL CONSIDERED 
As the essential behavioral characteristic of RT systems, breakdown of symmetry can in the 
simplest case be realized by a two-cellular symmetrical morphogenetic system consisting of cross- 
inhibitorily coupled, potentially oscillating two-variable subsystems (4-D flow). The reaction 
scheme of such a simple RT system is sketched in Figure 1. The two morphogens A are self- 
inhibiting via B and, to a less extent, cross-inhibiting each other via the symmetrical coupling 
between the two morphogens B. The excess of self-inhibition within each cell over the cress- 
inhibition generated by the other cell is compensated by a path of self-activation, amely auto- 
catalysis of A, which is not mediated through diffusion to the other side. The effects of constant 
pools and reaction partners are comprised in the effective rate constants K1,. . . ,  Ks. Following 
the argumentation i troduced by RSssler [12], the system of Figure 1 can be described under 
the assumption of a Michaelis-Menten-type kinetics by the following set of simultaneous ordinary 
differential equations: 
a 
5 = (K1 - Ks )a  - K2ba----~-  -4- K5 
= K3a - K4b + D(b' - b) 
b' - K3a' - K4b' + D(b - b') (1) 
a t 
h I = (K1 - K3)a I - K2b / a' + K + Ks .  
Here a, b, a', b ~ denote the concentration of the two morphogens A and B in compartment 1 
(unprimed) and 2 (primed), respectively. D is the diffusion coefficient for the morphogen B, and 
K represents he phenomenological Michaelis-Menten constant. We note that the above quations 
presuppose isothermy, homogeneity in either compartment, and fast relaxation of intermediate 
products as usual. Compared to Turing's original model [6], the present system is simplified first 
by omitting the constant influx to the second variable, second by setting the diffusion coefficient 
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Figure I. Reaction scheme of the Turing model considered. Dashed arrows indicate 
catalytic rate control. Constant pools (sources and sinks) are omitted. 
for the less diffusible first substance qual to zero, and third by replacing the switching-type 
nonlinearity through a chemically more convenient Michaelis-Menten term [12]. 
An already satisfactory understanding of the two-compartment structure of the 4-D flow de- 
scribed in Equation (1) could be achieved by reaching a "contracted" three-variable analog with 
the diffusion coefficient D set equal to infinity. It turned out that this brute contraction procedure 
is fully compatible with the preservation of the qualitative properties of the initial 4-D flow-- 
namely the spontaneous occurrence of evocation behavior in the homogeneous reaction system 
and the existence of a certain delay in the inner dynamics of each subsystem [12]. Motivated by 
the numerical evidence of a rich catalog of chaos-generating possibilities inherent to Equation (1), 
we looked at the spatio-temporal coherence between the two oscillatory subsystems, developing 
during breakdown of symmetry under variation of the control parameter D. The numerical sim- 
ulation was performed on a DEC MICROVAX II computer with peripherals, using a standard 
Runge-Kutta-Merson integration routine. 
3. NUMERICAL EVIDENCE OF 
SYMMETRY-BREAKING PHASE TRANSITIONS 
Figure 2 gives the oscillatory behavior of the four variables in Equation (i) for the following 
set of parameter values: D = 4, K = 0.03, KI = 10.8,/{2 = Ka = 6,/{4 = 3, and K5 = 1. The 
initial conditions of the morphogen concentrations were chosen as follows: a(0) = 0.75, b(0) = 
b'(0) - 0.6, and a'(0) - 0.005. The temporal profiles a(t), b(t), b'(t), and a'(t) are displayed 
from to = 0 up to tena = 600 arbitrary time units. From Figure 2 one clearly recognizes the 
symmetrical stationary state of the two-cellular reaction-diffusion system characterized byphase- 
locked periodic oscillations of all four variables (phase states indicated by arrows at t = 400). Note 
that each variable oscillates with the same constant frequency and amplitude, instantaneously 
after the transients have died out. Moreover, the corresponding variables a and a e as well as 
b and b ~ then always have the same momentary morphogen concentration, regardless of the 
asymmetrical initial conditions chosen. 
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Figure 2. Phase-locked periodic flow of the 4-D model  sys tem at the diffusion pa- 
rameter  D = 4. Details are given in the text. 
On the way to the contracted three-variable system mentioned above, the control parameter 
D is gradually increased, ever and again starting from its initial value D = 4 (with all other 
parameter values and the initial conditions of the variables kept constant). We then study the 
temporal development of the system variables, beginning just at the moment where the parameter 
change becomes effective. Under variation of the diffusion coefficient o the value D = 5, the 
formerly stable symmetrical state of periodically oscillating subsystems turns into a new stable 
asymmetrical state of nonoscillatory fixed point behavior. As can be seen from the corresponding 
time course of the variables in Figure 3, the underlying symmetry-breaking phase transition to 
the final steady state of different constant morphogen concentrations is accomplished via damped 
oscillatory transients of somewhat slower frequency. Within this transition region, the phase of 
variable a is shifted by a half period relative to the nearly coherent phase of the other variables 
(phase states indicated by arrows at t = 300). We further point out that during breakdown 
of symmetry the more or less dominant variables imply change their roles under symmetrical 
alteration of the initial conditions. 
Upon increasing the control parameter f om the initial value D = 4 up to D = 6, we now have 
an earlier transition between two different stable limit cycles, the time behavior of which is plotted 
in Figure 4. Again starting from the originally phase-locked (symmetrical) periodic flow, we end 
up in a new stationary state of phase-lagged (asymmetrical) oscillations (phase states indicated 
by arrows at t = 300), developed from the reminiscent oscillatory form of the damped transients 
in Figure 3. Obviously, the final asymmetrical state has bifurcated from a stable fixed point 
to a limit cycle with almost constant amplitude. If the diffusion coefficient is further increased 
to the value D = 12, the characteristic attractor of the evocated system undergoes a structural 
change from the above stable limit cycle to an apparently nonperiodic flow. The time behavior 
of the four variables in Figure 5 clearly displays the irregularly recurring differentiation between 
the two main variables a and a ~, characterized by an alternating sequence of symmetrical nd 
asymmetrical oscillations. Such complex behavior intimates a sort of screw-type chaos similar to 
that described by R6ssler [12]. Detailed numerical analysis of the underlying bifurcation towards 
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Figure 3. Symmetry-breaking transition from phase-locked periodic flow via phase- 
lagged oscillatory transients to steady state nonoscillatory flow of the 4-D model 
system obtained by increasing the diffusion parameter to D = 5. Details are given 
in the text.  
turbulent flow as a function of distinct control parameters was performed by Hunding [14] and 
Kennedy and Aris [15]. 
In order to provide more quantitative information on the spatio-temporal coherence between 
the two subsystems during the above transition from the symmetrical state of a phase-locked peri- 
odic oscillation to symmetry-breaking structures of phase-lagged transient, periodic, and chaotic 
oscillations, we have calculated the correlation coefficient C¢o of the two activator variables a and 
a' as a function of the diffusion coefficient (see Figure 6). For that purpose, the corresponding 
time traces a(t) and a'(t) were analyzed over an extended interval of 1000 time units. The onset 
of symmetry breakdown is sharply defined by an abrupt decrease of the correlation coefficient 
at the critical coupling parameter D = 4.5. Below this threshold value we always have a linear 
correlation (Coo = +1.0) between the two activator variables, thus indicating a stable symmetri- 
cal state of phase locking (cf. Figure 2). The degree of anticorrelation (C¢o = -0.35) obtained 
throughout the region beyond the diffusion threshold is influenced by the counteracting contri- 
butions of asymmetrical phase-lagged and symmetrical phase-locked oscillations, the latter being 
generally present in the signal traces analyzed (cf. Figures 3-5). 
The structural change of the characteristic attractor during breakdown of symmetry can be 
simply visualized by plotting 2-D phase portraits of the dominant activator variables a versus a'. 
Figure 7 gives a sequence of phase plots recorded for distinct coupling parameters. The projection 
of the trajectorial f ow in part (a) corresponds to the symmetrical oscillation of Figure 2 (control 
parameter D = 4). Hereto the correlation coefficient was calculated exactly to C¢o -- 0.9986 
(cf. Figure 6). This coherent state remains table up to D = 4.5 (C¢o = 0.9975). Above this 
critical coupling parameter, symmetry breakdown occurs after finite time periods, the duration of 
which becomes horter with increasing diffusion coefficient (cf. Figures 3-5). Figure 7b displays 
the transition from the above symmetrical limit cycle to an asymmetrical fixed point (a = 0.04, 
a' = 0.38) via damped oscillatory transients (D = 4.55, Coo = 0.2118). At a slightly increased 
control parameter (D = 5.0), we found similar transition behavior (Figure 7c) with the only 
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Figure 4. Symmetry-breaking transition from phase-locked to phase-lagged periodic 
flow of the 4-D model system obtained by increasing the diffusion parameter to 
D = 6. Details are given in the text. 
difference that breakdown of symmetry sets in earlier (see also the corresponding time traces in 
Figure 3). Thus, the correlation coefficient reduces to Coo = -0.3196. Subfigures 7d-f indicate the 
bifurcation scenario f the resulting asymmetrical state from the above transient o periodic (d) 
and chaotic (f) oscillations (corresponding to Figures 4 and 5, respectively) via period doubling 
(e), obtained by increasing D from 6 to 12 (again with all other parameter values and the initial 
conditions kept constant). As already outlined in Figure 6, the correlation coefficient remains 
constant within small fluctuations (Coo = -0.35-4-0.03) in the overcritical parameter region 
investigated (5 < D <_ 20). 
Finally, we emphasize that the apparently nonperiodic flow of Figure 7f ends up with a sort 
of screw-type bichac6-two screw-type chaotic regimes eparated by a symmetrical saddle-limit 
cycle-as described by RSssler [12]. It is evident hat, whenever the trajectory returns towards 
the neighborhood of the symmetrical unstable limit cycle from the side and below, it is going to 
be pushed away again. Moreover, whenever the trajectory remains in the neighborhood of the 
symmetry axis for a while, there is a chance that the state of the system is spontaneously pushed 
over towards the other side (see [12], Figure 4). Such a kind of turbulent morphogenesis in 4~D 
state space admits 3-D cross sections of the generalized horseshoe type (cf. [12,15,18]. 
4. APPLICATION TO SEMICONDUCTOR PHYSICS 
Since the above self-organizing cooperative processes appear to reflect a general property of 
real synergetic systems, let Us now see whether ecent experimental investigations on spatio- 
temporal nonlinear transport phenomena in the avalanche breakdown regime of current-carrying 
semiconductors [19-24] can be interpreted in terms of the main behavioral characteristics of the 
RT reaction-diffusion model. Our experimental semiconductor system consists of a single homo- 
geneously p-doped germanium crystal, electrically driven into the post-breakdown region due to 
impurity impact ionization at liquid-helium temperatures [25]. Spatially separated and coupled 
sample subsystems are realized by means of an appropriate arrangement ofohmic contact probes, 
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Figure 6. Correlation coefficient of the activator variables in the 4-D model system 
versus diffusion parameter. Details are given in the text. 
dividing the semiconductor into different parts which by themselves show nonlinear dynamical 
behavior [26]. 
The dynamical possibilities of semiconductor current ransport include the spontaneous forma- 
tion of a rich variety of both spatial and temporal dissipative structures. Experimental evidence 
of analogous ymmetry-breaking nonequilibrium phase transitions and chaotic scenarios (with 
an according parameter dependence of the correlation coefficient) suggests a reaction scheme for 
the semiconductor system qualitatively similar to that of the phenomenological T ring model 
indicated in Figure 1. Involving the concrete physical mechanism of impurity impact ioniza- 
tion coupled with energy relaxation and energy exchange of hot charge carriers through emitted 
phonons [27,28] (for an overview, see also Sch611 [29]), the two morphogens A (activator) and 
B (inhibitor) of the present tT model can be interpreted as the number density of moving 
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Figure 7. Symmetry-breaking transition from phase-locked periodic flow (a) towards 
phase-lagged transient (b,c), periodic (d,e), and chaotic flow (f) of the 4-D model 
system obtained at the diffusion parameters: (a) D = 4; (b) D = 4.55; (e) D = 5; 
(d) D = 6; (e) D = 8; (f) D = 12. Details are given in the text. 
charge carriers (reflected in the electric current) and the mean energy per carrier, respectively. 
As discussed elsewhere [30] in detail, the effective rate constants K1, K2, and Ks give a linear 
approximation of impact ionization, optical phonon scattering, and recombination probabilities 
of the charge carriers, respectively. The Michaelis-Menten constant K reveals the characteris- 
tic energy value of optical phonon emission. The rate constant K4 describes the heat transfer 
into the liquid-helium bath, whereas K5 is referable to the electric power input regulated by the 
applied voltage bias. Diffusive coupling between the two electronic subsystems (coei~cient D) 
is effected through energy exchange via acoustical phonons emitted by the hot carriers. The 
long-range phonon propagation benefits from the large lattice heat conductivity of germanium. 
We note, however, that the rather complicated nonlinear behavior of the autocatalytic mpact 
ionization and inhibiting optical phonon scattering process of the charge carriers can be only 
roughly approximated with the simple kinetics of the activator model variable. Clearly, the de- 
velopment of a theoretical model for the detailed understanding of carrier transport phenomena 
in semiconductor physics till represents a challenging task. 
5. SUMMARY AND CONCLUSION 
Based on the well-established Rashevsky-Turing theory of morphogenesis, a two-compartment 
reaction-diffusion model consisting of cross-inhibitorily coupled, potentially oscillating two- 
variable subsystems (4-D flow) has been reported, the dynamics of which can be described by 
a few coupled nonlinear ordinary differential equations. We have focused on the evocation of 
symmetry-breaking stabilities developing from an originally symmetrical stationary state un- 
der parametric change of the diffusive coupling. The spatio-temporal correlation behavior of the 
evocated system flow is analyzed on the way from stable steady state towards irregularly recur- 
ring differentiation. The model ingredients are finally projected onto the dynamical possibilities 
of a nonequilibrium semiconductor experiment. 
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Reflecting general behavioral characteristics of many different synergetie systems in nature, the 
well-known Turing equation from chemical systems theory (Equation (1)) turns out to possess a 
certain dynamical universality. Nevertheless, the specific significance of turbulent morphogenesis 
for self-differentiating biological processes is lately under controversial discussion. The still open 
question arises whether chaos is a pathological or even a necessary element in the formation and 
functioning of living organisms. 
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