Let (M n , g) be a smooth compact Riemannian manifold with boundary ∂M = ∅. In this article we discuss the first positive eigenvalue of the Stekloff eigenvalue problem
Introduction.
Let (M n , g) be a smooth compact Riemannian manifold with boundary ∂M = ∅. In local coordinates (x 1 , x 2 , . . . , x n ), the Riemannian metric is given by
and the the Laplace operator is defined by
where (g ij ) = (g ij ) −1 and g = det(g ij ). We consider the following Stekloff eigenvalue problem:
where q(x) is a C 2 function defined on M, ∂ν g is the normal derivative with respect to the unit outward normal vector on the boundary ∂M. More specifically, we shall find a lower estimate for the first eigenvalue of the problem (1.1) in terms of the dimension of M, the geometrical data of M and ∂M, and the potential function q. Problem (1.1) is known as the Stekloff problem as Stekloff first studied it for bounded plane domains with potential function q ≡ 0, and he found applications in physics. Also, it is important because the set of eigenvalues for the Stekloff problem is the same as the set of eigenvalues of the wellknown Dirichlet-Neumann map. Also, it is well-known that when metrics on manifolds with boundary are conformally deformed, the sign of the Sobolev quotient Q(M ) and Sobolev trace quotient Q(M, ∂M ) of the manifold M are important conformal invariants and they can be characterized by the sign of the first eigenvalue of the problems (see [E] )
on ∂M,
respectively, where L = ∆ g − (n−2)/4(n−1) R g is the conformal Laplacian, B = (∂/∂ν g ) + (n − 2)/2 h g is the boundary operator, h g denotes mean curvature of the boundary ∂M with respect to ν g , and R g denotes the scalar curvature on M. Hence, it is natural to study the first eigenvalue of the associated equation (1.1) without the functions R g and h g . From the analysis viewpoint, this problem closely corresponds to the study of the following Neumann eigenvalue. It is well known that the first nonzero Neumann eigenvalue of the Laplacian on M will provide an optimal upper estimate for the Poincaré constant and it is important from an analysis viewpoint to prove the Poincaré inequality on the manifold M. Therefore, it is interesting to find a positive lower estimate of the first nonzero eigenvalue, and this has been studied extensively by many authors. We will simply refer the reader to [B] , [Ch] , [C] , [C-L] , [W] for further references. Analogously, it is also interesting whether one may obtain a positive estimate for the lower bound of the first eigenvalue of the problem (1.1). In a recent paper [E] , Escobar generalized problem (1.1) with q ≡ 0 to a compact manifold (M n , g) with boundary ∂M. In the two-dimensional case, if M has nonnegative Gaussian curvature and the geodesic curvature k g of ∂M satisfies k g ≥ k 0 > 0, then he proved that the first nonzero eigenvalue λ 1 of the Stekloff problem satisfies λ 1 ≥ k 0 . Also, he proved that the equality holds only for the Euclidean ball of radius k −1 0 . In higher dimensional cases, if M has non-negative Ricci curvature then he proved that λ 1 > k 0 2 , where k 0 > 0 is a lower bound for the second fundamental form elements of the boundary. However, the lower bounds in the paper [E] will become zero if one only assumes nonnegative geodesic curvature on the boundary for dimension two case or nonnegative second fundamental form elements on the boundary for higher dimension case.
From the interests of analysis, we shall try to obtain a positive lower bound for λ 1 of the Stekloff problem on a more general class of manifolds. In particular, we shall follow a similar gradient estimate argument as in [C] and [W] to prove a quantitative generalization of some results in [E] . 
and they can be explicitly computed.
Remark. We shall choose the radius R < 1 of the interior rolling ball to satisfy the following inequalities 
where C 17 is a positive constant depending only on n and it can be explicitly computed as in (3.15).
Main Lemma.
We recall the following definition from [C] .
Definition 2.1. ∂M is said to satisfy the "interior rolling R-ball" condition if for each point p ∈ ∂M there is a geodesic ball B q R 2 , centered at q ∈ M with radius
We may modify a gradient estimate method as in [C] and [W] to prove our main lemma for a positive solution of the problem (1.1). In our case, we need to define two functions on M by φ(
where r(x) denotes the distance from x ∈ M to ∂M and ϕ(r) and Ψ (r) are nonnegative smooth functions defined on [0, ∞) such that
Equation (1.1) for u is transformed into the following equation for w.
Lemma 2.2. Let (M n , g) be as in Theorem 1.1. Normalize w such that 1 = sup w. For a constant β > 1, we consider the function
Assume that F (x 0 ) = max x∈M F (x), and choose R small, we have
where δ > 0 is any constant, and
Proof. The proof we give may be divided into the following steps.
(1) In
Step (1), we determine the location of the maximum point of x 0 by using a maximum principle. (2) In Step (2), we apply the maximum principle to obtain an inequality
Step (3), we shall find estimates of b and c which lead to an estimate of F (x 0 ).
Step (1). The point x 0 is either a boundary point or an interior point of M. Suppose that x 0 ∈ ∂M, we let {e i } be a local orthonormal frame field of M n such that e n = ∂ ∂ν on ∂M. If we let h ij denote the second fundamental form elements of ∂M, then
which is a contradiction, as we may choose R to be smaller than 1. Hence F (x) cannot attain its maximum at the boundary point. Therefore x 0 has to be an interior point of M.
Step (2). Since F attains its maximum value at an point x 0 , we have
We may choose an orthonormal frame field {e i } near x 0 such that w 1 (x 0 ) = |∇w|(x 0 ). Note that |∇w|(x 0 ) = 0, otherwise F (x) = F (x 0 ) = 0 for all x ∈ M which is a contradiction.
At x 0 , Equation (2.8) implies that
for each j = 1, . . . , n. Therefore, at x 0 , we have (2.12)
for j = 1.
Using the Ricci identity, w ijk −w ikj = n l=1 w l R lijk and a direct calculation, we get
Substituting (2.13) into (2.11) and using a direct calculation, we have
Using (2.5), we have
Using (2.12), and the inequality x 2 + y 2 ≥ 2xy, it is easy to see that
Putting these into the above, we have
To prove our claim, we shall find an inequality for F (x 0 ) of the form
where a > 0, b, c are nonnegative constants. To obtain the quadratic term of F (x 0 ) with positive coefficient, we observe that Cauchy-Schwarz inequality implies that n i,j=2
Using (2.5), (2.12), and the inequality (x+y) 2 ≥ 1 2 x 2 −y 2 , the above becomes
Using the inequality (x + y) 2 ≥ 2(n−1) 2n−1 x 2 − 2(n − 1)y 2 , the above becomes
Using (2.5), and the inequality 2(x 2 + y 2 ) ≥ (x + y) 2 , we get
Substituting (2.15) into (2.14), we get
where δ is any positive constant. In order to see that we have almost obtained the desired inequality for F (x 0 ), we shall simplify the notations by setting
Also, note that if we set α = w β−w , then we have
Multiplying (2.16) through by (1 + ψ) 4 (β − w) 2 and using (2.17)-(2.19), we obtain
Step (3). In this step, we shall give estimates on θ(1+ψ) 2 and γ(1+ψ) 4 α 2 in (2.20). The inequality (2.20) implies that we have
In order to prove our claim, we shall estimate each term in (2.17) and (2.18) of θ and γ, respectively. Since p = −q +|∇f | 2 −∆f and f = log(1+φ(r(x))), we shall need to estimate ∆r and |∇∆r| near the boundary ∂M if we want to estimate the term |∇p| in γ. Here, we shall first derive some estimates for ∆r and |∇∆r|. Let {e 1 , . . . , e n } be an orthonormal frame fields of M n in a neighborhood
, where ν is the unit outward normal vector to ∂M. For any x ∈ ∂M × {r}, where ∂M × {r} = {x ∈ ∂M (R)|r(x) = r}, we have r n = 1, and r a = 0 for a = 1, . . . , n − 1. When R is sufficiently small, we may write each point x ∈ ∂M (R) as x = (y, r), where y ∈ ∂M and dist (x, y) = r(x). A direct calculation shows that r na = 0, r nn = 0, r aa = −h aa for a = 1, . . . , n − 1, where h aa is a second fundamental form element of ∂M × {r}. To estimate |∇∆r|, it suffices to obtain estimates of |e n (∆r)| and |e a (∆r)| for a = 1, . . . , n − 1. Differentiating r aa in the direction of e n yields e n (r aa ) = r aan − Let K R andK R denote the upper bounds of the radial curvatures and of the absolute value of covariant derivatives of radial curvatures, respectively, in ∂M (R), i.e.,
Since the boundary ∂M satisfies the "interior rolling R−ball" condition, its second fundamental form element II is bounded from above by 1 R and is bounded from below by hypothesis. We shall follow an index comparison theorem [Wa] to obtain estimates on r aa for a = 1, . . . , n − 1. To apply it, we choose R small as in [C] such that
Using an index comparison theorem, we have
and if we set κ = (n − 1)K + (n − 2)K R we have
for a = 1, . . . , n − 1. Hence, we have
Combining (2.22), (2.24), and (2.25), we have
Differentiating (2.23), we get
for b = 1, . . . , n − 1. We may assume that r aa for a = 1, . . . , n − 1 denotes an eigenvalue for the Hessian of r. Differentiating (2.28) with respect to r and solving the first order differential equation
we have
Combining (2.26) and (2.29), we have
We are now ready to give estimates for θ, γ in (2.17) and (2.18). Note that it suffices to find estimates for terms |∇ψ| = Ψ , ∆ψ, |∇f | 2 = |∇ log(1 + φ)| 2 , f jj , p = −q + |∇f | 2 − ∆f, and |∇p|. In the following, we shall give an estimate for each of these terms. From the definition of ψ and (2.24), it is easy to see that
. For the terms |∇f | 2 = |∇ log(1 + φ)| 2 and f jj , we apply (2.24), (2.25) to obtain
For the term p = −q + |∇f | 2 − ∆f, we use (2.32)-(2.35) to get
Combining (2.36), (2.37), we get that
For the term |∇p|, we note that
Hence, we use (2.26)and (2.30) to get
Note that each constant C 7 , . . . , C 11 contains a factor λ 1 . Combining estimates (2.24)-(2.26) and (2.30)-(2.39), we have estimates for θ and γ.
Finally, we may substitute (2.40), (2.41) into (2.21) to obtain
This completes the proof of Lemma 2.2.
Proof.
In this section, we shall utilize Lemma 2.2 to give a proof to Theorem 1.1, 1.3 and Corollary 1.2, 1.4.
Proof of Theorem 1.1. Using (2.7), we have
Let x 1 , x 2 be two points in M such that w(x 1 ) = 0, w(x 2 ) = sup w = 1, and let γ ⊂ M be a minimal geodesic joining from x 1 to x 2 . Then we have
where d denotes the diameter of M. Recall that constants C 1 , . . . , C 6 do not depend on λ 1 . We shall group them together. Hence, we have
Multiplying (3.3) through by
β−1 β , we have
To finish the proof, we shall estimate constants C 7 , . . . , C 11 in terms of λ 1 .
Since we have either λ 1 ≥ λ 3 1 or λ 3 1 ≥ λ 1 , we define a to be the number such
Using the definitions of the constants C 7 , . . . , C 11 in Lemma 2.2, we have
Substituting these into (3.4), we get This completes the proof of Theorem 1.1.
The proof for Corollary 1.2 is immediate by setting q = 0 in (3.10).
Proof of Theorem 1.3. In this case q = −η 1 λ 1 = 0, then we have φ(x) ≡ f (x) ≡ 0. Hence, the proof of Lemma 2.2 will be simplified by setting constants C 7 , . . . , C 11 , and δ to be zero. Then (3.2) will take the form log β β − 1 ≤ (1 + H) 2(n − 1)C 12 + 2(n − 1)C 13 β − 1 When the Ricci curvature is nonnegative, the boundary is convex, q = −η 1 , and λ = 0, it is easy to see that C 5 = C 6 = 0 and K = H = 0. Therefore, one may apply (3.12) to obtain 
