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Abstract 
The minimum vertex cover problem is a basic combinatorial optimization problem. Given an undirected graph the objective is to 
determine a subset of the vertices which covers all edges such that the number of the vertices in the subset is minimized. In the 
paper, based on Dijkstra algorithm, an approximation algorithm is obtained for the minimum vertex cover problem. In the 
process of getting a vertex cover, the maximum value of shortest paths is considered as a standard, and some criteria are defined. 
The time complex of the Algorithm is 3( )O n , where n  is the number of vertices in a graph. In the end, an example is given to 
illustrate the process and the validity of the Algorithm. 
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1. Introduction 
The minimum vertex cover problem is one of fundamental NP-hard problems in the combinatorial optimization 
[11], and it has received a lot of attention these last decades. To find a minimum vertex cover is very difficult, but to 
find an alternative is easier. So, many approximation algorithms have been proposed to construct vertex cover in 
different ways. Such an algorithm must have a polynomial time complexity and must return a solution. And the 
running time and the quality of the solution are considered to evaluate an approximation algorithm. The quality is 
traditionally measured in terms of approximation ratio of the solution and the optimal one.  The best constant 
approximation ratio known is 2, and this is the best-known worst-case one [8]. Approximation ratio is not 
necessarily a constant. If approximation ratio is small, the quality is good. There are several works have been 
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devoted to this subject [10, 14, 20] .   
In order to get an approximation algorithm, many methods have been proposed, including direct algorithms, 
parameterized algorithms, and intelligent algorithms, etc.. 
For direct algorithms, there are the Maximum Degree Greedy algorithm [7], the Depth First Search (DFS) 
algorithm [16], the Edge Deletion (ED) algorithm [12], the ListLeft (LL) algorithm [1], the ListRight (LR) 
algorithm [9], the Iterated Local Search algorithm [21] and etc.. Some improvements for classical algorithms and 
calculation techniques are used in the algorithms mentioned above. 
For a graph G  and a given parameter k , the parameterized vertex cover problem is to get a vertex cover of G  
with at most k  vertices [3]. In 2001, Chen and Kanj introduced some new properties and techniques for the vertex 
cover problem, and obtained an improved algorithm with time complexity (1.2852 )kO kn [4]. Exponential 
algorithms have also been proposed [5,6,15], among which the best running time is 4(1.2745 )kO k kn  [5]. In 2010, 
Chen etc. presented an algorithm with running time bounded by (1.2738 )kO kn , which is a significant 
improvement over the previous polynomial algorithms [3]. 
For intelligent algorithm, Singh etc. proposed a hybrid approach for the problem combining with Steady-state 
Genetic algorithm and Greedy Heuristic [17]. Xu etc. presented an efficient Simulated Annealing algorithm and 
simulated on several benchmark graphs [22]. Stefan etc. applied a modified Reactive Tabu Search Approach with 
Simulated Annealing for the minimum weight vertex cover problem [19]. Harsh applied the theory of Natural 
Selection via Genetic algorithms for solving the problem [2]. Ant Colony Optimization algorithm is also used to 
discuss the problem [13, 18]. 
In this paper, we propose an approximation algorithm for the minimum vertex cover problem based on Dijkstra 
algorithm. There is no restriction on graph and degree of vertex. Some simple techniques are introduced for 
computing. The maximum value of shortest paths is considered as a standard for getting a vertex cover, and some 
criteria are defined. The time complex of the Algorithm is 3( )O n , where n  is the vertex number of a graph. In the 
end, an example is given to illustrate the process and the validity of the Algorithm. 
2. The Algorithm 
Let ( , )G V E  be a graph, where V  is the set of vertices and E  is the set of edges. A vertex cover S  is a subset 
of V  such that each edge has at least one ends in S . A minimum vertex cover of G  is one subset of V  in which 
the number of vertices is minimized. In this paper, we concern with undirected and connected plane graphs. If G  is 
disconnected, each components would be discussed separately.  
Label all vertices of G , and let an arbitrary vertex be the initial point denoted by 1u . Now we have set 1{ }S u , 
subgraph H G S  , allowed set {the isolated vertices of }L V S H       . 
Assume we already have the set 1 2 1{ , , , , }i iS u u u u }  . If subgraph H  are consist of isolated vertices, then S  is 
a vertex cover of G . Because in graph G  there is no edge with two ends in H . Now the edge set E  is partitioned 
into two sets 1E  and 2E  with 1 2E E E  , where the edges of 1E  have one endpoint in S , the edges of 2E  have 
both endpoints in S . Now each edge of G  has at least one ends in set S , so S  is a vertex cover of G .  
If there are complete graphs or circles or paths in the connected components of H , incorporate their 
corresponding minimum covers into the set S  separately, and put all adjacent vertices of leaves into the set S  also. 
If iu  is an isolated vertex in 1 2 1{ , , , }iH G u u u   " , then let 1iu   be an arbitrary vertex of L  and 1{ }iS S u   . 
Otherwise, by using Dijkstra algorithm in subgraph 1 2 1{ , , , }iH G u u u   " , we can get the shortest distances 
( )
iu v






Then according to the two cases below to get a vertex cover of G . 
Case 1: 1d !  
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Let { | 1, }
iu v
T v d d v L    , which is a set containing the vertices with the distance of 1d   from iu  to them. 
According to the following criteria, we will get the vertex 1iu  . 
Delete each vertex of set T  separately in subgraph H . Let 1iu   be the vertex which has the minimum connected 
component increase after deleting, and the count of connected components does not include the isolated vertices.  
If they have the same increase of connected components, then let 1iu   be the vertex with maximum degree in H . 
If there is only one vertex in T , then let it be 1iu  . 
If the conditions of all vertices in T  are the same after deleting, then let 1iu   be the one with the minimum label.  
Let 1{ }iS S u   , and repeat the process above. 
Case 2: 1d   
It is obviously that iu  is adjacent to each vertex of set L . If 1 2{ , , , }iH G S G u u u    "  is the disjoint union 
of complete graphs or circles or paths, then it is easy to get a minimum vertex cover of H . So we obtain a vertex 
cover of G . Otherwise, let 1iu   be the vertex with the maximum degree, or the minimum label if they have same 
degree in 1 2 1{ , , , , }i iH G S G u u u u    " . Now let 1{ }iS S u   , and repeat the process above. 
Now list the specific steps of the Algorithm below. 
The Algorithm    
Step 1. Initialization: initialize the node labels and 1{ }S u , L   , T   . 
Step 2. 1 2{ , , , }iS u u u "  
If subgraph H G S   are consist of isolated vertices, then stop the Algorithm. 
      If there are complete graphs or circles or paths in the connected components of H , then incorporate 
their corresponding minimum cover into the set S  separately, and put all adjacent vertices of leaves into the set 
S  also. Go to Step 2 and still use the vertex iu  to search. 
Otherwise, go to Step 3. 
Step 3. Let 1 2 1{ , , , }iH G u u u   "  and {the isolated vertices of }L V S H       .  
      If iu  is an isolated vertex in H , then let 1iu   be an arbitrary vertex of L . 1{ }iS S u   , go to Step 2. 
      Else invoke Dijkstra algorithm to get the shortest distances ( )
iu v
d v L  in H  and compute maximum 
value d . Go to Step 4. 
Step 4. If 1d ! , go to Step 5, else Step 6. 
Step 5. let { | 1, }
iu v
T v d d v L    , then according to Case 1 in the text to select 1iu  . let 1{ }iS S u    
and go to Step 2. 
Step 6. If subgraph 1 2{ , , , }iH G S G u u u    "  are the disjoint union of complete graphs or circles or 
paths, then a minimum vertex cover of H  is obtained and stop the Algorithm.  
Otherwise, let 1iu   be the vertex with the maximum degree, or with the minimum label if they have same 
degree in H . Let 1{ }iS S u    and go to Step 2. Ƒ 
Proposition 1. Set S  is a vertex cover of graph G  at the end of the Algorithm. 
Proof. Assume that S  is not a vertex cover of G  at the end of the Algorithm. Let H G S  , then there is at 
least one edge whose two ends are not in the S . According to stop conditions of the Algorithm at Step 2 and Step 6, 
H  are consist of isolated vertices, or the disjoint union of complete graphs or circles or paths, but H  is neither. So 
according to the performance of the Algorithm, the Algorithm should not be ended. This is a contradictory, then the 
result is proved. Ƒ 
Proposition 2. The time complexity of the Algorithm is at most 3( )O n . 
Proof: We just to count the number of operations in each step. In Step 1, 3n   assignments are needed. In Step 2, 
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there are at least 2n  comparisons to judge whether H  are consist of isolated vertices by using the adjacent matrix of 
H . There are at most 2n  comparisons to judge whether H  are the disjoint union of complete graphs or circles or 
paths. Add up the entries of each line in adjacent matrix to judge whether there are one-degree vertices, then at most 
2n n  additions and n  comparisons are generated. In step 3, the time complexity of Dijkstra algorithm is 2( )O n , 
and to get the maximum d  generate 1n   comparisons. In Step 5, there are 1n   comparisons to get set T , and 
2( 1)n   comparisons to obtain vertex 1iu  . In Step 6, there are 
2 1n n   comparisons. Therefore, the total time 
complexity of the Algorithm is about 2 3 2[( 1) (4 5 5)] ( ) 4O n n n O n b ac u   |   by approximating and simplifying 
the calculationƑ 
3. Example 
Now we use the example given in Fig. 1 to illustrate the concrete process of the Algorithm, where the weight of 
each edge is assigned 1. 
Step 1. Initializing the node labels, and let 6{ }S v , L T   . 
























Fig. 1. Graph G  
 
Step 3. Allowed set  
6 8 2{the isolated vertices of } { , } { } { , 2,6,8}iL V S H V v v v v i           z .  
Invoking Dijkstra algorithm to get the shortest distance 6, jd  from 6v  to each vertex of L , which are listed in 
Table 1, and we get 5d  . Go to Step 4. 
Step 4. 1d ! , go to Step 5.    
Table 1. The shortest distances from 6v  to each vertex of L  
6, jd  1v  3v  4v  5v  7v  9v  10v  11v  12v  13v  14v  
17v  1 2 3 2 1 4 2 1 3 2 2 
 
6, jd  15v  16v  17v  18v  19v  20v  21v  22v  23v  24v  25v  
17v  3 2 4 3 3 3 4 4 4 5 4 
Step 5. 9 17 21 22 23 25{ , , , , , }T v v v v v v . The number of connected components are same after deleting each vertex of 
T . Vertex 17v  meets the requirements, then 6 8 17{ , , }S v v v . Go to Step 2 
184   Jingrong Chen et al. /  Procedia Engineering  137 ( 2016 )  180 – 185 
Step 2. Vertex 24v  is a leafage in H G S  , then 6 8 17 21{ , , , }S v v v v  and go to Step 3. 
Step 3. Allowed set  
{the isolated vertices of } { , 2,6,8,17, 21, 24}iL V S H v i        z .  
Invoking Dijkstra algorithm to get the shortest distance 17, jd  from 17v  to each vertex of L , which are listed in 
Table 2, and we get 5d  .  
Repeat the above steps until the Algorithm is stopped. 
Table 2. The shortest distances from 17v  to each vertex of L  
17, jd  1v  3v  4v  5v  7v  7v  10v  11v  12v  13v  
17v  4 3 2 4 3 1 2 4 1 2 
 
17, jd  14v  15v  16v  18v  19v  20v  22v  23v  25v   
17v  4 1 3 3 4 4 5 4 5  
In Table 3, we list several vertex covers of G  with different vertices as initial points which are selected 
arbitrarily. Set 24S  has the minimum vertices, so let it be a vertex cover of G . And we also find that a couple of 
vertices, such as 1v , 2v , 4v , 10v  etc., exist only in one vertex cover. So let them be the initial point separately to get 
vertex cover of G , which are listed in Table 4. The number of vertex cover sets are all 15, so different initial points 
can get good results. 
Table 3. Computational results 
Initial points Vertex cover set Number of vertex  
2v  2 1 2 3 4 7 8 11 12 15 16 17 18 19 20 21 25{ , , , , , , , , , , , , , , , }S v v v v v v v v v v v v v v v v  16 
3v  3 3 5 6 8 9 10 11 12 13 14 17 18 19 20 21 25{ , , , , , , , , , , , , , , , }S v v v v v v v v v v v v v v v v  16 
6v  6 3 5 6 7 8 9 11 12 15 16 17 18 19 20 21 25{ , , , , , , , , , , , , , , , }S v v v v v v v v v v v v v v v v  16 
9v  9 3 5 6 7 8 9 12 14 15 16 17 18 19 20 21 25{ , , , , , , , , , , , , , , , }S v v v v v v v v v v v v v v v v  16 
14v  14 3 5 6 7 8 9 12 14 15 16 17 18 20 21 22 25{ , , , , , , , , , , , , , , , }S v v v v v v v v v v v v v v v v  16 
24v  24 3 5 6 7 8 9 12 14 15 16 18 20 22 23 24{ , , , , , , , , , , , , , , }S v v v v v v v v v v v v v v v  15 
Table 4. Computational results 
Initial points Vertex cover set Number of vertex  
1v  1 1 3 6 7 8 9 12 14 15 16 17 18 21 22 25{ , , , , , , , , , , , , , , }S v v v v v v v v v v v v v v v  15 
4v  4 3 4 5 6 7 8 12 13 14 16 17 20 21 22 23{ , , , , , , , , , , , , , , }S v v v v v v v v v v v v v v v  15 
10v  10 3 4 5 6 8 9 10 11 13 14 17 20 21 22 23{ , , , , , , , , , , , , , , }S v v v v v v v v v v v v v v v  15 
4. Conclusion 
In this paper, we have proposed an approximation algorithm for the minimum vertex cover problem based on 
Dijkstra algorithm. The Algorithm is easy to implement, and there is no special requirement on the degree of 
vertices. We get different vertex covers with different initial points, so it would be good to pick up a couple of 
points to get different results. If we make each vertex of G  as an initial point, then n  vertex covers would be 
obtained. Select the set with the least vertices as an approximation minimum vertex cover of G . So the time 
complex of the Algorithm would be at most 4( )O n . 
In future, we would investigate the minimum weight vertex cover problem. Because the longest shortest-path is 
used as a standard in the Algorithm, the results would be different for the graph with weighted edges. Furthermore, 
we will study the problem in which both edges and vertices are weighted. 
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