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Introduction
Recent technological advances in microfabrication of
high-density multi-electrode arrays (MEA) permitted
simultaneous recording of a few hundreds of neurons,
and thus paved the way to investigate the dynamics of dis-
tributed neural circuits. Identifying functional connectiv-
ity between these simultaneously recorded neurons is
important to understand how the brain orchestrates infor-
mation processing when performing complex motor
tasks.
There has been substantial amount of work geared
towards inferring functional connectivity between cortical
neurons. Partial correlation analysis and partial spectral
coherence are among the known methods to achieve such
objective. They are, however, based on the assumption
that the recorded neurons are linearly correlated. In this
paper, we demonstrate the utility of Dynamic Bayesian
Network (DBN) in inferring this functional connectivity.
Based on a conditional dependence on the neuron's par-
ent history, DBN can be used to infer causal relationships
between neurons without assuming linearity. DBN can
also discriminate between direct and indirect connections
that may exist between any pair-wise neurons.
Methods
Two models were used to simulate firing patterns of spik-
ing neurons. The first was an inhomogeneous Poisson
model where the firing probability of a given neuron
depended on the background rate, an extrinsic covariate,
and the neuron's own firing history and that of other neu-
rons connected to it. By systematically varying the synap-
tic strength with other neurons, the model accounted for
the discharge variability typically observed in real cortical
neurons. The second model was a leaky integrate-and-fire
(LIF) in which variations in neuronal biophysical proper-
ties such as the membrane potential and synaptic delays
could be incorporated.
Results
The results demonstrate that DBN can correctly infer all
the connections in networks of 16 neurons with both exci-
tatory and inhibitory synapses. We also investigated the
performance when two different types of inputs were
present: a continuous external stimulus and a discrete
input from an unobserved pre-synaptic neuron. In both
cases, DBN correctly inferred bi-directional connections
between pairs of neurons receiving the same input.
We also investigated the effect of varying biophysical
properties on the accuracy in the LIF model. We observed
that a mismatch between the chosen spike trains' bin
width and the synaptic delay leads to degraded perform-
ance. Adjusting the sampling bin width based on known
physiological characteristics of the brain area under study
can overcome this problem.
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