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Abstract
We study in this work properties of a combinatorial expansion of the classical Eulerian polynomial An(t),
including the recurrence relation and the exponential generating function for the expansion coefficients.
Analogous results for the Eulerian polynomials of types B and D are also obtained. The expansions ob-
tained enable us to readily deduce the symmetry, unimodality, and alternating behavior at t = −1 of the
corresponding Eulerian polynomials, where the latter property settles the Charney–Davis conjecture for
the Coxeter complexes of types A, B and D with combinatorial interpretations given to the corresponding
Charney–Davis quantities.
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1. Introduction
The classical Eulerian polynomial An(t) admits several expansions in terms of different poly-
nomial bases, with the expansion coefficients having a certain combinatorial interpretation. One
representative example is the Frobenius formula
An(t) =
n∑
k=0
k!S(n, k)tk(1 − t)n−k,
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of an n-set into k nonempty blocks.
A less well-known expansion is the following:
An(t) =
(n+1)/2∑
s=1
an,s t
s(1 + t)n+1−2s , (1)
for some positive integers an,s , which had been considered by various authors, including Foata
and Schützenberger [11, Théorème 5.6], and Shapiro, Woan and Getu [20, Proposition 4]. See
Theorem 3.2 below for a more precise statement. This expansion enables us to readily deduce
certain properties of An(t), symmetry, unimodality, and alternating behavior of An(−1), to name
a few.
Ordinary and/or q-generalizations of the type A results to types B and D cases have been
pursued by several authors. See, e.g., [1,5,7,9]. The types B and D versions of (1) appeared
rather recently. For instance, by considering the type B peak algebra, Petersen [16] obtained a
type B version of (1); Stembridge [24] later considered the more general problem of the existence
of expansions like (1) in the context of P -partitions associated with an arbitrary root system and
obtained certain flag h-polynomials which specialize to give types B and D versions of (1).
This work grew out of the present author’s attempt to settle Brenti’s conjecture [5, Conjec-
ture 5.1] that the type D Eulerian polynomials have only real zeros. The goal of this work is
simple: studying the type A case further and obtaining the types B and D expansions by fol-
lowing the combinatorial approach of Shapiro–Woan–Getu. The resulting expansions not only
yield alternate proofs of symmetry and unimodality, but also provide useful information on the
alternating behavior at t = −1, of the concerned Eulerian polynomials.
The organization of this paper is as follows. In Section 2, we collect certain notations and
preliminary results which will be used in the subsequent sections. In Section 3, we prove certain
properties of an,k which are not found in [20]. In Section 4, we introduce the type B slides and
obtain results analogous to their type A counterparts. In Section 5, we study certain polynomials
arising from relations between the generating functions of types A and B expansion coefficients.
In Section 6, we consider the type D analogue of Sections 3 and 4. In Section 7, we point out
the connections between the combinatorial expansions considered in preceding sections with the
Charney–Davis conjecture. We conclude the present work by some remarks in the final section.
2. Notations and preliminaries
We collect some definitions and notations that will be used in the rest of this paper.
Let N and Q denote, as usual, the set of nonnegative integers and rational numbers, respec-
tively. Let m,n ∈ N. Denote by [m,n] the interval of integers {m,m + 1, . . . , n}. For simplicity,
we write [n] to mean [1, n], and n¯ to mean −n.
Let S be a finite set. Denote by #S the cardinality of S.
Denote by Sn the symmetric group of degree n, which is a Coxeter group of type A with the
set of generators {s1, . . . , sn−1}, where si = (i, i + 1) is the simple transposition exchanging i
and i + 1, i = 1,2, . . . , n − 1. Every element σ of Sn can be represented by a word σ1 · · ·σn,
where σi = σ(i), i = 1,2, . . . , n. This one-line representation of permutations also applies in
the case of signed permutations to be discussed shortly. An element σ = σ1 · · ·σn ∈Sn is said
to have an A-descent at position i ∈ [n − 1] if σi > σi+1. The number of A-descents is defined
C.-O. Chow / Advances in Applied Mathematics 41 (2008) 133–157 135by desA(σ ) := #{i ∈ [n − 1]: σi > σi+1}. The classical Eulerian polynomial An(t) enumerates
the elements of Sn according to their number of increasing runs, which is equal to one plus the
number of A-descents,
An(t) :=
∑
σ∈Sn
tdesA(σ )+1 =
n∑
k=1
An,kt
k,
where An,k := #{σ ∈Sn: desA(σ ) = k − 1} are the classical Eulerian numbers. It is well known
that An(t) satisfies the following recurrence:
An(t) = ntAn−1(t)+ t (1 − t)A′n−1(t). (2)
For other properties of An(t), see, e.g., [21].
Denote by Bn the hyperoctahedral group of rank n, which is a Coxeter group of type B
with a set of generators {s0, s1, . . . , sn−1}, where s0 = (1,−1) is the sign change, and si , i =
1,2, . . . , n − 1, are simple transpositions as in the case of Sn. Elements σ of Bn are signed
permutations of the set [n]∪{−1,−2, . . . ,−n} with the property that σ(−i) = −σ(i) for i ∈ [n].
Given σ = σ1 · · ·σn, τ = τ1 · · · τn ∈ Bn, we let στ = (στ)1 · · · (στ)n, where (στ)i = σ(τi) =
(sgn τi)σ (|τi |) (signed composition), i = 1,2, . . . , n. An element σ = σ1 · · ·σn of Bn is said to
have a B-descent at position i ∈ [0, n−1] if σi > σi+1, where σ0 := 0. The number of B-descents
is defined by desB(σ ) := #{i ∈ [0, n − 1]: σi > σi+1}. The type B Eulerian polynomial Bn(t) is
then defined by
Bn(t) =
∑
σ∈Bn
tdesB(σ ) =
n∑
k=0
Bn,kt
k,
where Bn,k := #{σ ∈ Bn: desB(σ ) = k} are the type B Eulerian numbers. For the properties of
Bn(t), see, e.g., [9, Corollary 3.9] or [5, Theorem 3.4 at q = 1].
Denote by Dn be the group of even-signed permutations, which is a Coxeter group of type D
of rank n, generated by {s˜0, s1, . . . , sn−1}, where si are simple transpositions as in the case ofSn,
and s˜0 = (1 2¯) is the even sign change. Elements σ = σ1 · · ·σn of Dn are elements of Bn with an
even number of σi < 0. It is well known that Dn forms a subgroup of Bn of index 2. An element
σ = σ1 · · ·σn ∈ Dn is said to have a D-descent at position i ∈ [0, n − 1] if σi > σi+1, where
σ0 := σ¯2. The number of D-descents is defined by desD(σ) := #{i ∈ [0, n − 1]: σi > σi+1}. The
type D Eulerian polynomial Dn(t) is defined by
Dn(t) :=
∑
σ∈Dn
tdesD(σ) =
n∑
k=0
Dn,kt
k,
where Dn,k := #{σ ∈ Dn: desD(σ) = k} are the type D Eulerian numbers. For the properties of
Dn(t), see, e.g., [5, Section 4 with q = 1] and [7].
A sequence {a0, a1, . . . , ad} of real numbers is called log-concave if ai−1ai+1  a2i for i =
1,2, . . . , d − 1. It is unimodal if there exists an index 0  j  d such that ai  ai+1 for i =
0,1, . . . , j − 1 and ai  ai+1 for i = j, j + 1, . . . , d − 1. It has no internal zeros if there are not
three indices 0 i < j < k  d such that ai, ak = 0 but aj = 0. It is symmetric if ai = ad−i for
i = 0, . . . , d/2. It is a Pólya frequency sequence of order r (or a PFr sequence) if any minor
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if k < 0 or k > d) is nonnegative. It is a Pólya frequency sequence of infinite order (or a PF
sequence) if it is a PFr sequence for all r  1.
It is clear that a positive sequence {ai} is PF1, and a log-concave (which is also unimodal and
internal-zero free) sequence {ai} is PF2.
A polynomial
∑d
i=0 aixi is symmetric (respectively, unimodal, log-concave, with no internal
zeros) if the sequence {a0, a1, . . . , ad} has the corresponding property. If p(x) is a symmet-
ric unimodal polynomial, then its center of symmetry C(p) = (deg(p) + mult(0,p))/2, where
mult(0,p) is the multiplicity of 0 as a zero of p. If we write p(x) = xnp(x−1), then C(p) = n/2.
An important result concerning PF sequences and polynomials having only real zeros is the
following [3, Theorem 2.2.4].
Theorem 2.1 (Aissen–Schoenberg–Whitney). Let A(x) =∑di=0 aixi be a polynomial with non-
negative coefficients. Then A(x) has only real zeros if and only if {a0, . . . , ad} is a PF sequence.
We need some notations from [13] concerning the zeros of polynomials. Suppose that p,q ∈
R[x] both have only real zeros (in other words, both p and q are real-rooted), that those of p
are ξ1  · · ·  ξn, and that those of q are θ1  · · ·  θm. We say that p interlaces q if degq =
1 + degp and the zeros of p and q satisfy
θ1  ξ1  θ2  · · · ξn  θn+1.
We also say that p alternates left of q if degp = degq and the zeros of p and q satisfy
ξ1  θ1  ξ2  · · · ξn  θn.
Let W be one of the permutation groups Sn, Bn, and Dn. An element σ = σ1 · · ·σn of W is
alternating (respectively, reverse alternating) if σ1 > σ2 < σ3 > σ4 < · · · (respectively, σ1 < σ2 >
σ3 < σ4 > · · ·). It is easily established that alternating and reverse alternating elements of W are
equinumerous. Denote by En, EBn , and EDn the number of alternating elements in Sn, Bn, and
Dn, respectively. It is well known that, in the type A case, En is called the nth Euler number. The
exponential generating functions of En, EBn and EDn are
∑
n0
En
xn
n! = tanx + secx,
∑
n0
EBn
xn
n! = tan 2x + sec 2x,
∑
n0
EDn
xn
n! =
tan 2x + sec 2x + 1
2
,
of which the first is classical [2], and the remaining ones were explicitly computed recently [8].
The second generating function above also appeared in [25] as the generating function of al-
ternating indexed permutations. A comparison of coefficients of xn yields that EBn = 2nEn and
ED = 1EB .n 2 n
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In this section, we study properties of the type A expansion further. Let us first recall the
definition of slides. Let σ = σ1 · · ·σn ∈ Sn and consider σ0σ1 · · ·σn, where σ0 := ∞. Put as-
terisks at each end and also between σi and σi+1 whenever σi < σi+1. A type A slide is any
segment between asterisks of length at least 2. In other words, a type A slide of σ is any decreas-
ing run of σ0σ1 · · ·σn of length at least 2. For example, for the permutation 357168942 ∈ S9,
∗∞3 ∗ 5 ∗ 71 ∗ 6 ∗ 8 ∗ 942∗ so that it has three slides, namely, ∞3, 71 and 942.
Let wA(n, k, s) := {σ ∈ Sn: σ has k increasing runs and s slides}, wA(n, s) := wA(n, s, s),
an,k,s := #wA(n, k, s) and an,s := #wA(n, s). It follows that every slide of an element σ of
wA(n, s) must be of length exactly 2.
Note that the numbers an,s are the sequence A101280 in the Online Encyclopedia of Integer
Sequences (OEIS).
Proposition 3.1. We have an,k,s =
(
n+1−2s
k−s
)
an,s and An,k =∑1sk (n+1−2sk−s )an,s, where 1 
s  k  n.
Proof. See [20, Proposition 2] for a proof of the first assertion. The second assertion follows
upon summing an,k,s =
(
n+1−2s
k−s
)
an,s over 1 s  k. 
Theorem 3.2. For n 1,
An(t) =
(n+1)/2∑
s=1
an,s t
s(1 + t)n+1−2s , (3)
where an,s is the number of elements of Sn with s increasing runs and s slides.
Proof. Using Proposition 3.1, and noting An,k = An,n−k+1 and
(
n+1−2s
k−s
)= ( n+1−2s
n+1−k−s
)
, we have
(n+1)/2∑
s=1
an,s t
s(1 + t)n+1−2s
=
(n+1)/2∑
s=1
n+1−s∑
k=s
(
n+ 1 − 2s
k − s
)
an,s t
k
=
(n+1)/2∑
k=1
tk
k∑
s=1
(
n+ 1 − 2s
k − s
)
an,s +
n∑
k=(n+1)/2+1
tk
n+1−k∑
s=1
(
n+ 1 − 2s
k − s
)
an,s
=
(n+1)/2∑
k=1
An,kt
k +
n∑
k=(n+1)/2+1
An,n+1−ktk
= An(t),
as desired. 
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mials each of which has center of symmetry at (n + 1)/2, which, as observed by Gessel [15],
yields a “combinatorial” proof of the symmetry and unimodality of An(t). See [14] for alter-
nate combinatorial proofs of these two properties. Yet another symmetric unimodal expansion of
An(t) has been considered in [4, Proposition 4] and [22, Section 2], and has been given proofs
of elementary and combinatorial nature, respectively.
Corollary 3.3. For n 1, we have
sgnAn(−1) =
{
(−1)(n+1)/2 if n is odd,
0 if n is even.
In particular, the zero t = −1 is simple for n even.
Proof. Since n+1−2(n+1)/2 = 0 (respectively, 1) if n is odd (respectively, even), it follows
that An(−1) = an,(n+1)/2(−1)(n+1)/2 if n is odd, and is 0 if n is even. For n even, (n+ 1)/2 =
n/2 so that An(t) = an,n/2tn/2(1 + t) + (1 + t)3p(t) for some polynomial p(t). Differentiation
then yields that A′n(t) = an,n/2tn/2 + (1 + t)q(t) for some polynomial q(t). Setting t = −1, we
have A′n(−1) = (−1)n/2an,n/2 = 0, and the simplicity of the zero t = −1 follows. 
We now define a polynomial an(t) :=∑s1 an,s t s , where n 1. It is clear that for each n 1,
an(t) is a polynomial in t of degree (n + 1)/2 and without constant term. The first six an(t)’s
are given as follows:
a1(t) = t,
a2(t) = t,
a3(t) = t + 2t2,
a4(t) = t + 8t2,
a5(t) = t + 22t2 + 16t3,
a6(t) = t + 52t2 + 136t3.
Proposition 3.4. The following recurrence relations hold:
(i) an(t) = 2ntan−1(t)+ t (1 − 4t)a′n−1(t);
(ii) an,s = san−1,s + 2(n− 2s + 2)an−1,s−1.
Proof. Since An−1(t) = (1 + t)nan−1(t/(1 + t)2), differentiation yields A′n−1(t) = n(1 +
t)n−1an−1(t/(1 + t)2) + (1 + t)n−3(1 − t)a′n−1(t/(1 + t)2). Substituting these two expressions
into (2) and simplifying, we have that
an
(
t
(1 + t)2
)
= 2nt
(1 + t)2 an−1
(
t
(1 + t)2
)
+ t
(1 + t)2
(
1 − 4t
(1 + t)2
)
a′n−1
(
t
(1 + t)2
)
,
which, after the replacement t/(1 + t)2 → t , becomes (i). Extracting the coefficient of t s in (i),
we have (ii). 
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lowing partial differential equation:
t (4t − 1)∂a
∂t
+ (1 − 2xt) ∂a
∂x
= 2ta − t (4)
in Q[t]x and whose solution is
a(x, t) =
√
4t − 1 cos( x2
√
4t − 1 )+ (2t − 1) sin( x2
√
4t − 1 )√
4t − 1 cos( x2
√
4t − 1 )− sin( x2
√
4t − 1 ) . (5)
Proof. Multiplying Proposition 3.4(i) by xn−1/(n − 1)! followed by summing over n, (4) fol-
lows. We solve (4) by the method of characteristics [10]. We first solve for the characteristic
x = x(t;A), which satisfies
dx
dt
= 1 − 2xt
t (4t − 1) ,
where A is the constant of integration. By a standard procedure for solving linear first-order
ODE, the characteristic is found to be
A =
√
4t − 1 − tan( x2
√
4t − 1 )
1 + √4t − 1 tan( x2
√
4t − 1 ) . (6)
Equation (4) now becomes the following linear first order ODE,
t (4t − 1)da
dt
= 2ta − t,
whose solution is
a√
4t − 1 =
1
2
√
4t − 1 + f (A), (7)
where f is an arbitrary function. Substituting (6) into (7), we obtain the general solution of (4),
namely,
a(x, t) = 1
2
+ √4t − 1f
( √4t − 1 − tan( x2 √4t − 1 )
1 + √4t − 1 tan( x2
√
4t − 1 )
)
. (8)
The initial condition a(0, t) = 1 then forces f (t) = 1/(2t). Reporting f back in (8), and after
some algebra, (5) follows. 
Alternatively, we can consider the exponential generating function of An(t), namely,
∑
An(t)
xn
n! =
1 − t
1 − tex(1−t) − 1 =
t (ex(1−t) − 1)
1 − tex(1−t) , (9)n1
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An(t) = (1 + t)n+1an
(
t
(1 + t)2
)
, n 1. (10)
Letting y = t/(1 + t)2 and requiring y = 0 ⇔ t = 0, we can solve for t in terms of y, obtaining
t = 1 − 2y −
√
1 − 4y
2y
. (11)
Substituting (10) into (9), we get
1 +
∑
n1
an(y)
xn
n! = 1 +
1
(1 + t)
∑
n1
An(t)
[x/(1 + t)]n
n!
= 1 + t (e
x(1−t)/(1+t) − 1)
(1 + t)(1 − tex(1−t)/(1+t))
= 1 − t
2ex(1−t)/(1+t)
(1 + t)(1 − tex(1−t)/(1+t)) , (12)
where t is given by (11). It is a straightforward, albeit tedious, exercise of algebra to show that
(12) is equal to a(x, y); the details are left to the interested readers.
Theorem 3.6. For n 1, the polynomial an(t) has only simple nonpositive real zeros.
Proof. Consider the function
Ψ (t) := t/(1 + t)2, where t ∈ (−1,0].
Since Ψ (0) = 0, limt→−1+ Ψ (t) = −∞, and Ψ ′(t) = (1 − t)/(1 + t)3 > 0 for −1 < t < 0, Ψ is
a bijective correspondence between (−1,0] and (−∞,0]. Since (−1,0] contains (n− 1)/2 +
1 = (n + 1)/2 simple zeros of An(t) = (1 + t)n+1an(Ψ (t)), the bijectivity of Ψ implies that
(−∞,0] contains (n + 1)/2 simple zeros of an(t), as desired. 
Let tAn,1 < · · · < tAn,n−1 < tAn,n = 0 be the zeros of An(t). We see from the preceding proof that
the zeros of An(t) in (−1,0], namely,
tAn,(n+1)/2+1, t
A
n,(n+1)/2+2, . . . , t
A
n,n−1, tAn,n = 0
correspond to the zeros tan,1, t
a
n,2, . . . , t
a
n,(n+1)/2−1, t
a
n,(n+1)/2 = 0 of an(t), respectively. Note
that (n + 1)/2 = n/2 (respectively, n/2 + 1) if n is even (respectively, odd). Since
t−1An−1(t) interlaces t−1An(t), when n is even, we have
tAn−1,n/2+1 < tAn,(n+1)/2+1 < t
A
n−1,n/2+2 < · · · < tAn,n−2 < tAn−1,n−2 < tAn,n−1 < 0
which corresponds to
ta < ta < ta < · · · < ta < ta < ta < 0,n−1,1 n,1 n−1,2 n,(n+1)/2−2 n−1,n/2−1 n,(n+1)/2−1
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tAn,(n+1)/2+1 < t
A
n−1,n/2+1 < tAn,(n+1)/2+2 < · · · < tAn,n−2 < tAn−1,n−2 < tAn,n−1 < 0
which corresponds to
tan,1 < t
a
n−1,1 < t
a
n,2 < · · · < tan,(n+1)/2−2 < tan−1,n/2−1 < tan,(n+1)/2−1 < 0,
i.e., t−1an−1(t) interlaces t−1an(t). It is convenient to express these interlacing/alternating con-
ditions in terms of evaluations of an−1(t) at the zeros of an(t):
sgnan−1
(
tan,j
)= (−1)(n+1)/2−j , j = 1,2, . . . ,⌊(n + 1)/2⌋− 1, (13)
where tan,1 < · · · < tan,(n+1)/2−1 < tan,(n+1)/2 = 0 are the zeros of an(t).
Corollary 3.7. For n 1, the sequence {an,1, an,2, . . . , an,(n+1)/2} is a PF sequence. In partic-
ular, it is unimodal and log-concave.
Proof. Immediate from Theorems 2.1 and 3.6. 
It is easy to see that wA(n,1) contains the identity permutation 12 · · · (n − 1)n only, and that
wA(n, (n+ 1)/2) contains the permutation 13254 · · ·n(n − 1) (respectively, 13254 · · · (n− 1)
(n − 2)n) if n is odd (respectively, even), so that an,1, an,(n+1)/2 > 0. The unimodality then
implies that an,s > 0 for s = 1,2, . . . , (n + 1)/2.
4. The type B expansion
We study in the present section the type B analogue of the preceding section. Towards this
end, we first introduce slides of type B , as follows. Let σ = σ1 · · ·σn ∈ Bn. Put asterisks at
each end and also between σi and σi+1 whenever |σi | < |σi+1|. A type B slide is any segment
between asterisks of length at least 2. In other words, a type B slide of σ is any decreasing run
of |σ1| · · · |σn| of length at least 2. For example, for the signed permutation 35¯71¯6¯894¯2 ∈ B9,
∗3 ∗ 5¯ ∗ 71¯ ∗ 6¯ ∗ 8 ∗ 94¯2∗ so that it has two slides, namely, 71¯ and 94¯2.
We first record a trivial, but useful, lemma.
Lemma 4.1. Let m 2 and x1, . . . , xm be integers.
(a) If |x1| > · · · > |xm| and x1 < · · · < xm, then x1 < · · · < xm−1 < 0.
(b) If |x1| > · · · > |xm| and x1 > · · · > xm, then x1 > · · · > xm−1 > 0.
Proof. (a) If xm−1 > 0, then we have |xm−1| > |xm| and 0 < xm−1 < xm, which are inconsistent.
Consequently, x1 < · · · < xm−1 < 0.
Part (b) follows from an application of (a) to −x1, . . . ,−xm. 
Now let σ = σ1 · · ·σn ∈ Bn have s slides and k descents.
Lemma 4.2. If σi+1 · · ·σi+l is a slide of σ, where i  0 and l  2, then σj > σj+1 for some
i  j < i + l.
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σi+l . Applying Lemma 4.1(a) to |σi+1| > · · · > |σi+l | and σi+1 < · · · < σi+l yields that σi+1 <
· · · < σi+l−1 < 0. But then we have σi < σi+1 < 0 and |σi | < |σi+1|, which are inconsistent. For
i = 0, we have |σ1| > · · · > |σl | and 0 < σ1 < · · · < σl , which are also inconsistent. 
Corollary 4.3. We have s  k.
Proposition 4.4. Let σ = σ1 · · ·σn ∈ Bn have s slides and s descents. If σi+1 · · ·σi+l is a slide
of σ, where i  0 and l  2, then exactly one of i and i + 1 is a descent.
Proof. Since σ = σ1 · · ·σn has equal number of slides and descents, by Lemma 4.2, there is
exactly one j such that i  j < i + l and σj > σj+1. If j > i + 1, then we have |σi | < |σi+1| >
· · · > |σj | > |σj+1| > · · · > |σi+l | and σi < σi+1 < · · · < σj > σj+1 < · · · < σi+l . Applying
Lemma 4.2(a) to |σi+1| > · · · > |σj | and σi+1 < · · · < σj , we get σi+1 < · · · < σj−1 < 0. But
then we have |σi | < |σi+1| and σi < σi+1 < 0, which are inconsistent. 
Let wB(n, k, s) := #{σ ∈ Bn: σ has k descents and s slides}, wB(n, s) := wB(n, s, s),
bn,k,s := #wB(n, k, s) and bn,s := #wB(n, s).
Proposition 4.5. We have bn,k,s =
(
n−2s
k−s
)
bn,s .
Proof. Let σ = σ1 · · ·σn ∈ wB(n, s) and σij+1 · · ·σij+lj , j = 1,2, . . . , s, be the slides of σ . We
first show that the number of descents remains unchanged under the sign change of σij+1 and
σij+lj . By virtue of Lemma 4.2, exactly one of ij and ij + 1 is a descent. For the sign change of
σij+1, there are two possibilities:
(i) if |σij | < |σij+1| > |σij+2| and σij > σij+1 < σij+2, then by Lemma 4.1, σij+1 < 0 so that
σij < σ¯ij+1 > σij+2;
(ii) if |σij | < |σij+1| > |σij+2| and σij < σij+1 > σij+2, then by Lemma 4.1, σij+1 > 0 so that
σij > σ¯ij+1 < σij+2;
for the sign change of σij+lj , by Lemma 4.2, ij + lj − 1 is possibly a descent if lj = 2, so is
ij + lj if σij+lj+1 is the first letter of a slide, there are four possibilities:
(iii) if |σij+lj−1| > |σij+lj | < |σij+lj+1| and σij+lj−1 < σij+lj > σij+lj+1, then by Lemma 4.1,
σij+lj−1 < 0 and σij+lj+1 < 0 so that σij+lj−1 < σ¯ij+lj > σij+lj+1;
(iv) if |σij+lj−1| > |σij+lj | < |σij+lj+1| and σij+lj−1 < σij+lj < σij+lj+1, then by Lemma 4.1,
σij+lj−1 < 0 and σij+lj+1 > 0 so that σij+lj−1 < σ¯ij+lj < σij+lj+1;
(v) if |σij+lj−1| > |σij+lj | < |σij+lj+1| and σij+lj−1 > σij+lj > σij+lj+1, then by Lemma 4.1,
σij+lj−1 > 0 and σij+lj+1 < 0 so that σij+lj−1 > σ¯ij+lj > σij+lj+1;
(vi) if |σij+lj−1| > |σij+lj | < |σij+lj+1| and σij+lj−1 > σij+lj < σij+lj+1, then by Lemma 4.1,
σij+lj−1 > 0 and σij+lj+1 > 0 so that σij+lj−1 > σ¯ij+lj < σij+lj+1.
We now show that the number of descents increases by 1 under the sign change of σi with
i ∈ [n] \⋃s {ij + 1, ij + lj }. There are four possibilities:j=1
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letter of the slide of which σi is a letter, i−1 is possibly a descent so that σi−1 ≷ σi < σi+1;
by Lemma 4.1, σi−1 ≷ 0 and σi < 0 so that σi−1 ≷ σ¯i > σi+1;
(viii) if i /∈ {1, n} and σi is not a letter of any slide, then |σi−1| < |σi | < |σi+1|; since σi+1 can be
the first letter of a slide, i is possibly a descent so that σi−1 < σi ≷ σi+1; by Lemma 4.1,
σi > 0 and σi+1 ≶ 0 so that σi−1 > σ¯i ≷ σi+1;
(ix) if i = n and σn is not a letter of any slide, then |σn−1| < |σn| and σn−1 < σn; by Lemma 4.1,
σn > 0 so that σn−1 > σ¯n;
(x) if i = 1 and σ1 is not a letter of any slide, then |σ1| < |σ2| and 0 is not a descent; since σ2
can be the first letter of a slide, 1 is possibly a descent so that 0 < σ1 ≷ σ2; by Lemma 4.1,
0≷ σ2 so that 0 > σ¯1 ≷ σ2.
To get a signed permutation with k descents and s slides from σ , there are
(
n−2s
k−s
)
ways of choos-
ing k − s letters of σ , with indices in [n] \⋃sj=1{ij + 1, ij + lj }, for changing signs. Thus,
bn,k,s =
(
n−2s
k−s
)
bn,s follows. 
The proofs of remaining results in this section, being similar to their type A counterparts, are
omitted.
Corollary 4.6. For 0 k  n, Bn,k =∑0sk (n−2sk−s )bn,s .
Theorem 4.7. For n 1,
Bn(t) =
n/2∑
s=0
bn,s t
s(1 + t)n−2s ,
where bn,s is the number of elements of Bn with s descents and s slides.
Corollary 4.8. For n 1, we have
sgnBn(−1) =
{
0 if n odd,
(−1)n/2 if n even.
In particular, the zero t = −1 is simple for n odd.
Now define bn(t) :=∑s0 bn,s t s , n  1. It is clear that for each n  1, degbn(t) = n/2.
The first six bn(t)’s are listed below.
b1(t) = 1,
b2(t) = 1 + 4t,
b3(t) = 1 + 20t,
b4(t) = 1 + 72t + 80t2,
b5(t) = 1 + 232t + 976t2,
b6(t) = 1 + 716t + 7664t2 + 3904t3.
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appear as the sequence A008971, and the polynomials b˜n(t) := bn(t/4) have integer coefficients
and have the property that b˜n(1) = n!.
Proposition 4.9. The following recurrence relations hold.
(i) bn(t) = [4(n− 1)t + 1]bn−1(t)+ 2t (1 − 4t)b′n−1(t);
(ii) bn,s = (2s + 1)bn−1,s + 4(n + 1 − 2s)bn−1,s−1.
Proposition 4.10. The formal power series b = b(x, t) := 1 +∑n1 bn(t)xn/n! satisfies the
PDE
2t (4t − 1)∂b
∂t
+ (1 − 4xt) ∂b
∂x
= b (14)
in Q[t]x and whose solution is
b(x, t) =
√
4t − 1√
4t − 1 cos(x√4t − 1 )− sin(x√4t − 1 ) . (15)
Alternatively, we can consider the exponential generating function of Bn(t),
∑
n0
Bn(t)
xn
n! =
(1 − t)ex(1−t)
1 − te2x(1−t) ,
and the relation between Bn(t) and bn(t),
Bn(t) = (1 + t)nbn
(
t
(1 + t)2
)
, n 0,
and proceed as in the type A case, to obtain
∑
n0
bn(y)
xn
n! =
∑
n0
Bn(t)
[x/(1 + t)]n
n!
= (1 − t)e
x(1−t)/(1+t)
1 − te2x(1−t)/(1+t) ,
which, after some algebra, becomes b(x, y), where y = t/(1 + t)2 and t is given by (11).
Theorem 4.11. For n 2, the polynomial bn(t) has only simple real zeros.
Since Bn−1(t) interlaces Bn(t), by consideration similar to that following the proof of Theo-
rem 3.6, we have that bn−1(t) alternates left of (respectively, interlaces) bn(t) when n is odd
(respectively, even). In terms of evaluations of bn−1(t) at the zeros of bn(t), these interlac-
ing/alternating conditions become
sgnbn−1
(
tb
)= (−1)n/2−j , j = 1,2, . . . , n/2,n,j
C.-O. Chow / Advances in Applied Mathematics 41 (2008) 133–157 145where tbn,1 < t
b
n,2 < · · · < tbn,n/2 < 0 are the zeros of bn(t).
Corollary 4.12. For n 1, the sequence {bn,0, bn,1, . . . , bn,n/2} is a PF sequence. In particular,
it is unimodal and log-concave.
It is easy to see that wB(n,0) contains the identity permutation 12 · · · (n − 1)n only, and
that wB(n, n/2) contains the signed permutation 2143 · · ·n(n− 1) (respectively, 2143 · · · (n−
1)(n − 2)n) if n is even (respectively, odd), so that bn,0, bn,n/2 > 0. The unimodality then
implies that bn,s > 0 for s = 0,1, . . . , n/2.
5. Relations between types A and B expansions
We proved in previous sections that an−1(t) (respectively, bn−1(t)) alternates left of or in-
terlaces an(t) (respectively, bn(t)) depending on the parity of n. These alternating/interlacing
properties of an(t) and bn(t) enable us to prove that certain convolution sums involving an(t)
and bn(t) are real-rooted.
Proposition 5.1. We have
(i) t[b(x, t)]2 = [a(2x, t)]2 − a(2x, t)+ t;
(ii) ∂b(x,t)
∂x
= b(x, t)[2a(2x, t)− 1];
(iii) ∂a(2x,t)
∂x
= 2t[b(x, t)]2.
Proof. Rewriting (5) and (15) as
a(2x, t)− 1
2t
= tan(x
√
4t − 1 )√
4t − 1 − tan(x√4t − 1 ) ,
a(2x, t)+ 2t − 1
2t
√
4t − 1 =
1√
4t − 1 − tan(x√4t − 1 ) ,
b(x, t)√
4t − 1 =
sec(x
√
4t − 1 )√
4t − 1 − tan(x√4t − 1 ) ,
(i) then follows from the identity sec2 z − tan2 z = 1. It is straightforward to see that
2a(2x, t)− 1 =
√
4t − 1 cos(x√4t − 1 )+ (4t − 1) sin(x√4t − 1 )√
4t − 1 cos(x√4t − 1 )− sin(x√4t − 1 ) ,
so that
∂b(x, t)
∂x
=
√
4t − 1[√4t − 1 cos(x√4t − 1 ) + (4t − 1) sin(x√4t − 1 )]
[√4t − 1 cos(x√4t − 1 )− sin(x√4t − 1 )]2
= b(x, t)[2a(2x, t)− 1],
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∂a(2x, t)
∂x
= 2t (4t − 1)[√4t − 1 cos(x√4t − 1 )− sin(x√4t − 1 )]2 . 
Note that Proposition 5.1(i) and (iii) imply that a = a(x, t) satisfies the following Riccati-type
differential equation:
∂a
∂x
= t − a + a2
in Q[t]x.
Corollary 5.2. For n 1,
(i) t∑nk=0 (nk)bk(t)bn−k(t) = 2n∑nk=0 (nk)ak(t)an−k(t)− 2nan(t);
(ii) bn+1(t) =∑nk=0 (nk)2k+1ak(t)bn−k(t)− bn(t);
(iii) 2nan+1(t) = t∑nk=0 (nk)bk(t)bn−k(t);
(iv) an+1(t) =∑nk=0 (nk)ak(t)an−k(t)− an(t).
Proof. (i)–(iii) follow upon equating coefficients of xn in Proposition 5.1(i)–(iii). (iv) is a direct
consequence of (i) and (iii). 
See [11, p. 70], [5, Theorem 3.6 at q = 1] and [9, Theorem 4.4 at q = 1] for proofs of similar
relations for the Eulerian polynomials of types A and B .
For n 2, define aan(t) :=∑nk=0 (nk)ak(t)an−k(t), abn(t) :=∑nk=0 (nk)2k+1ak(t)bn−k(t) and
bbn(t) :=∑nk=0 (nk)bk(t)bn−k(t).
Theorem 5.3. For n 2, the polynomials aan(t), abn(t) and bbn(t) have only simple real zeros.
Proof. We first prove that aan(t) is real-rooted. Let tan+1,1 < · · · < tan+1,(n+2)/2 = 0 be the zeros
of an+1(t). Define also tan+1,0 := −∞. From Corollary 5.2(iv), we have
an
(
tan+1,j
)=
n∑
k=0
(
n
k
)
ak
(
tan+1,j
)
an−k
(
tan+1,j
)= aan(tan+1,j ),
where j = 1,2, . . . , (n+ 2)/2. By (13), we have that sgnan(tan+1,j ) = (−1)(n+2)/2−j , where
j = 1,2, . . . , (n+ 2)/2− 1. Since degaan(t) = (n+ 2)/2, sgnaan(tan+1,0) = (−1)(n+2)/2.
It follows from the intermediate-value theorem that there is taan,j ∈ (tan+1,j , tan+1,j+1) for which
aan(t
aa
n,j ) = 0, where j = 0,1, . . . , (n + 2)/2 − 2. It is clear that aan(0) = 0. This finishes the
proof of aan(t) being simply real-rooted.
It is clear from Corollary 5.2(iii) and Theorem 3.6 that bbn(t) = 2nt−1an+1(t) is simply real-
rooted. That abn(t) being simply real-rooted can be proved by considering Corollary 5.2(ii) at
t = tbn+1,j , the zeros of bn+1(t); details of the proof are left to the readers. 
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In this section, we introduce type D slides and obtain results analogous to their type B coun-
terparts given in Section 4.
Let σ = σ1 · · ·σn ∈ Dn. Put asterisks at each end and
between σi and σi+1 if i  3 and |σi | < |σi+1|,
between σ1 and σ2 and between σ2 and σ3 if max(|σ1|, |σ2|) < |σ3|,
between σ2 and σ3 if |σ2| < |σ3| < |σ1|,
between σ1 and σ2 otherwise (i.e., |σ3| < |σ2|).
A type D slide is any segment between asterisks of length at least 2.
For example, for the even-signed permutation 37¯56¯189¯4¯2 ∈ D9, ∗3∗ 7¯5∗ 6¯1∗8∗ 9¯4¯2∗ so that
it has three slides, namely, 7¯5, 6¯1 and 9¯4¯2.
It is clear from the definition that the slide structure of σ = σ1 · · ·σn ∈ Dn is invariant under
sign changes of σj , j = 1,2, . . . , n. Comparing the definitions of types B and D slides reveals
that the type D slide structure of σ3 · · ·σn is determined by the same rule as in the type B case.
On the other hand, σ1 and σ2 jointly determine the descent structure of σ at positions 0 and 1,
which accounts for the peculiarity of the type D descent theory. Before proceeding further, let us
look at the descent structure of σ = σ1 · · ·σn ∈ Dn at positions 0 and 1 more closely.
Observation 6.1. One of the following holds.
(a) 1 but not 0 is a descent of σ ⇔ |σ2| < σ1;
(b) 0 but not 1 is a descent of σ ⇔ |σ2| < −σ1;
(c) both 0 and 1 are descents of σ ⇔ |σ1| < −σ2;
(d) neither 0 nor 1 is a descent of σ ⇔ |σ1| < σ2.
It is clear that changing the sign of σ1 switches between cases (a) and (b), and that changing
the sign of σ2 switches between cases (c) and (d).
Now let σ = σ1 · · ·σn ∈ Dn have s slides and k descents.
Lemma 6.2. If σi+1 · · ·σi+l is a slide of σ, where i  0 and l  2, then σj > σj+1 for some
i  j < i + l if i = 1, and for some i − 1 j < i + l if i = 1.
Proof. Suppose not. Then σi < σi+1 < · · · < σi+1. There are three cases to consider.
(i) If i = 0, then l = 2 and |σ2| < |σ3| < |σ1|. By assumption, neither 0 nor 1 is a descent of σ
so that by Observation 6.1(d), |σ1| < σ2.
(ii) If i  2, then |σi | < |σi+1| > · · · > |σi+l |. By Lemma 4.1, |σi | < |σi+1| and σi < σi+1 imply
that σi+1 > 0, whereas |σi+1| > · · · > |σi+l | and σi+1 < · · · < σi+l imply that σi+1 < 0.
The contradictions in cases (i) and (ii) yield the assertion of the i = 1 case.
(iii) If i = 1, then |σ3| < |σ2|. By Lemma 4.1, |σ2| > |σ3| > · · · > |σl+1| and σ2 < σ3 < · · · <
σl+1 imply that σ2 < 0. If |σ1| < |σ2|, then |σ1| < |σ2| = −σ2 so that by Observation 6.1(c),
both 0 and 1 are descents of σ , contrary to our assumption that 1 is not a descent of σ . If
|σ2| < |σ1|, then by Lemma 4.1, σ1 < σ2 and |σ1| > |σ2| imply that σ1 < 0 so that |σ2| <
|σ1| = −σ1, forcing 0 but not 1 is a descent of σ , by Observation 6.1(b).
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Corollary 6.3. We have s  k.
Proposition 6.4. Let σ = σ1 · · ·σn ∈ Dn have s slides and s descents. If σi+1 · · ·σi+l is a slide
of σ, where i  0 and l  2, then exactly one of i and i + 1 (respectively, and i − 1) is a descent
of σ if i = 1 (respectively, i = 1).
Proof. By Lemma 6.2, exactly one descent is associated with each slide of σ . The case i  2
follows from the same arguments as in the proof of Proposition 4.4. The case i = 0 follows from
|σ2| < |σ3| < |σ1| and Observation 6.1(a)–(b). These two cases together yield the assertion of
the i = 1 case. For the remaining i = 1 case, the proof of Lemma 6.2 actually shows that 0 is a
descent if none of 1,2, . . . , l is. By contraposition, exactly one of 1,2, . . . , l, say j , is a descent
if 0 is not. If j = 1 then we are done. Otherwise, j > 1. Since neither 0 nor 1 is a descent, by
Observation 6.1(d), |σ1| < σ2 = |σ2| so that σ2 > 0. We also have σ2 < · · · < σj > σj+1 < · · · <
σl+1 and |σ2| > |σ3| > · · · > |σj | > |σj+1| > · · · > |σl+1|. By Lemma 4.1, σ2 < · · · < σj−1 < 0,
which is consistent with σ2 > 0 if and only if j = 2. 
Let wD(n, k, s) := {σ ∈ Dn: σ has k descents and s slides}, wD(n, s) := wD(n, s, s), dn,k,s :=
#wD(n, k, s) and dn,s := #wD(n, s).
Lemma 6.5. Let 0  s  n/2 and σ = σ1σ2 · · ·σn ∈ wD(n, s) with max(|σ1|, |σ2|) < |σ3|
and let σˇ := σ1σ¯2σ3 · · ·σn. Then σˇ ∈ Bn \ Dn has s slides, desD(σˇ ) = s + 2 and satisfies
max(|σˇ1|, |σˇ2|) < |σˇ3|.
Proof. We shall denote by σˇi the ith letter of σˇ , i.e., σˇ2 = σ¯2 and σˇi = σi if i = 2. It is clear
that σˇ ∈ Bn \Dn and that max(|σˇ1|, |σˇ2|) < |σˇ3|. Since the slide structure is invariant under sign
changes of letters, σˇ has s slide. It remains to show that desD(σˇ ) = s+2. Since max(|σ1|, |σ2|) <
|σ3|, ∗σ1 ∗σ2 ∗σ3 · · ·σn∗ ⇔ neither 0 nor 1 is a descent of σ ⇔ |σ1| < σ2 ⇔ |σ1| < −σ¯2 ⇔ both
0 and 1 are descents of σˇ by Observation 6.1(c). It remains to show that σ2 ≷ σ3 ⇔ σ¯2 ≷ σ3. By
Lemma 4.1, |σ2| < |σ3| and σ2 ≷ σ3 imply that σ3 ≶ 0 so that σ¯2 ≷ σ3. 
Lemma 6.6. Let 0  s  n/2 and σ = σ1σ2 · · ·σn ∈ wD(n, s) with max(|σ1|, |σ2|) < |σ3|.
Then both σ˜ := σ¯2σ¯1σ3 · · ·σn and σˆ := σ2σ1σ3 · · ·σn ∈ wD(n, s + 1, s), and τ = τ1 · · · τn ∈
{σ˜ , σˆ } satisfies max(|τ1|, |τ2|) < |τ3|.
Proof. We only prove the assertions for σ˜ ; those for σˆ readily follow from similar reasonings.
We shall denote by σ˜i the ith letter of σ˜ , i.e., σ˜1 = σ¯2, σ˜2 = σ¯1 and σ˜i = σi for i = 3, . . . , n.
It is clear that σ˜ satisfies max(|σ˜1|, |σ˜2|) < |σ˜3|, and that those descents i  3 of σ remain
to be descents of σ˜ . By Lemma 6.2, exactly one descent is associated with each slide of σ .
Since max(|σ1|, |σ2|) < |σ3|, ∗σ1 ∗ σ2 ∗ σ3 · · ·σn∗ ⇔ neither 0 nor 1 is a descent of σ ⇔ |σ1| <
σ2 ⇔ |σ¯1| < −σ¯2 ⇔ 0, but not 1, is a descent of σ˜ . It remains to show σ2 ≶ σ3 ⇔ σ¯1 ≶ σ3. By
Lemma 4.1, |σ2| < |σ3| and σ2 ≶ σ3 ⇔ σ3 ≷ 0 (which together with |σ1| < |σ3|) ⇔ σ¯1 ≶ σ3.
Thus, σ˜ ∈ wD(n, s + 1, s). 
Thus, to every σ ∈ wD(n, s) satisfying max(|σ1|, |σ2|) < |σ3| is associated three signed per-
mutations of s slides, namely, σˇ , σ˜ and σˆ having s + 2, s + 1 and s + 1 descents, respectively,
and satisfying max(|τ1|, |τ2|) < |τ3|, where τ = τ1 · · · τn ∈ {σˇ , σ˜ , σˆ }.
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(
n−2s
k−s
)
dn,s .
Proof. Let σ = σ1 · · ·σn ∈ wD(n, s) and let σij+1 · · ·σij+lj , j = 1,2, . . . , s, be the slides of σ .
Since the type D slide structure of σ3 · · ·σn is determined by the same rule as in the type B case
and is invariant under sign changes of σi , Proposition 4.5 applies to σ3 · · ·σn. It remains to figure
out the change in the number of descents under the sign change of the first two letters of σ , and
to devise ways of obtaining even-signed permutations with k descents. There are three cases to
consider.
(I) If i1  2, then ∗σ1 ∗ σ2 ∗ σ3 · · ·σn∗ so that max(|σ1|, |σ2|) < |σ3|. By Proposition 6.4,
neither 0 nor 1 is a descent of σ so that by Observation 6.1(d), |σ1| < σ2, which continues to
hold under the sign change of σ1. If we change the sign of σ2, then we get σˇ , which has s + 2
descents; if we swap the first two letters, we get σˆ , which has s + 1 descents; if we swap and
change the signs of the first two letters, we get σ˜ , which has s+1 descents. To get an even-signed
permutation with k descents, we change the signs of k − s letters σi with i ∈ [3, n] \⋃sj=1{ij +
1, ij + lj } (and of σ1 if necessary so as to render the resulting permutation even-signed), or change
the signs of k − s − 2 letters σˇi with i ∈ [3, n] \⋃sj=1{ij + 1, ij + lj } (and of σˇ1 if necessary), or
change the signs of k − s − 1 letters σ˜i (respectively, σˆi ) with i ∈ [3, n] \⋃sj=1{ij + 1, ij + lj }
(and of σ˜2 (respectively, σˆ2) if necessary), which can be done in
(
n − 2s − 2
k − s
)
+
(
n− 2s − 2
k − s − 2
)
+ 2
(
n− 2s − 2
k − s − 1
)
=
(
n− 2s
k − s
)
ways.
(II) If i1 = 0, then ∗σ1σ2 ∗ σ3 · · ·σn∗ so that |σ2| < |σ3| < |σ1|. By Proposition 6.4, exactly
one of 0 and 1 is a descent of σ so that by Observation 6.1(a)–(b), either |σ2| < σ1 or |σ2| < −σ1
holds, which is invariant under the sign changes of σ2. To get an even-signed permutation with k
descents, we change the signs of k − s letters σi with i ∈ [n] \⋃sj=1{ij + 1, ij + lj } (and of σ2
if necessary), which can be done in (n−2s
k−s
)
ways.
(III) If i1 = 1, then ∗σ1 ∗ σ2 · · ·σl1+1 ∗ · · · so that |σ3| < |σ2|. By Proposition 6.4, 0 is not a
descent, and exactly one of 1 and 2 is a descent, of σ , i.e., either (a) −σ2 < σ1 > σ2 < σ3 or
(b) −σ2 < σ1 < σ2 > σ3.
(a) Since 1 but not 0 is a descent of σ , by Observation 6.1(a), |σ2| < σ1 so that σ1 > 0. Changing
the sign of σ1 switches between Observation 6.1(a) and (b) so that the number of descents
remains unchanged. By Lemma 4.1, |σ2| > |σ3| and σ2 < σ3 imply that σ2 < 0 so that −σ¯2 <
σ1 > σ¯2 > σ3.
(b) Since neither 0 nor 1 is a descent of σ , by Observation 6.1(d), |σ1| < σ2 (which is invariant
under the sign change of σ1) so that σ2 > 0. Also, by Lemma 4.1, |σ2| > |σ3| and σ2 > σ3
imply that σ2 > 0 so that −σ¯2 > σ1 > σ¯2 < σ3.
We see that in both cases (a) and (b), the number of descents increases by 1 under sign change
of σ2, and remains unchanged under the sign change of σ1. To get an even-signed permutation
with k descents, we change the signs of k− s letters σi with i ∈ ([3, n] \⋃sj=1{ij + 1, ij + lj })∪
{2} (and of σ1 if necessary), which can be done in
(
n−2s
k−s
)
ways. 
Corollary 6.8. For 0 k  n, Dn,k =∑0sk (n−2sk−s )dn,s .
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Dn(t) =
n/2∑
s=0
dn,s t
s(1 + t)n−2s ,
where dn,s is the number of elements of Dn with s descents and s slides.
Corollary 6.10. For n 3, we have
sgnDn(−1) =
{
0 if n odd,
(−1)n/2 if n even.
In particular, the zero t = −1 is simple for n odd.
It is immediate from Theorem 6.9 that Dn(t) is symmetric and unimodal. Now define dn(t) :=∑
s0 dn,s t
s
, n  3. It is clear that for each n  3, degdn(t) = n/2. The first six nontrivial
dn(t)’s are as follows:
d3(t) = 1 + 8t,
d4(t) = 1 + 40t + 16t2,
d5(t) = 1 + 152t + 336t2,
d6(t) = 1 + 524t + 3440t2 + 832t3,
d7(t) = 1 + 1724t + 26480t2 + 27712t3,
d8(t) = 1 + 5520t + 175584t2 + 480512t3 + 76032t4.
Recall that, for n 1, the Eulerian polynomials An(t), Bn(t) and Dn(t) are related by
Dn(t) = Bn(t)− n2n−1An−1(t),
which was first observed by Stembridge [23, Lemma 9.1], later by Brenti [5, Corollary 4.8], and
also follows from a result of Reiner [17, Theorem 4.2]. Replacing the Eulerian polynomials by
their expansions, we have,
∑
s0
dn,s t
s(1 + t)n−2s =
∑
s0
(
bn,s − n2n−1an−1,s
)
t s(1 + t)n−2s ,
so that
dn,s = bn,s − n2n−1an−1,s , (16)
where s  0 and n  3. We define dn(t) :=∑s0 dn,s t s , for n  3. The next proposition is an
immediate consequence of (16).
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dn(t) = bn(t)− n2n−1an−1(t). (17)
Define the exponential generating function d(x, t) := ∑n0 dn(t)xn/n!, where d0(t) := 1,
d1(t) := 0 and d2(t) := 1. With these choices of di(t), 0 i  2, (17) now holds for all n 0.
Theorem 6.12. We have
d(x, t) = b(x, t)− xa(2x, t)
=
√
4t − 1 − x(√4t − 1 cos(x√4t − 1 )+ (2t − 1) sin(x√4t − 1 ))√
4t − 1 cos(x√4t − 1 )− sin(x√4t − 1 ) .
Lemma 6.13. The formal power series a˜(x, t) = a(2x, t) satisfies the PDE
2t (4t − 1)∂a˜
∂t
+ (1 − 4xt) ∂a˜
∂x
= 4t a˜ − 2t (18)
in Q[t]x.
Proof. Let y = 2x. Differentiating a˜(x, t) = a(y, t), we have
∂a˜
∂x
= 2∂a
∂y
,
∂a˜
∂t
= ∂a
∂t
. (19)
Substituting (19) into (4), (18) follows. 
Note that the partial differential operator on the left-hand side of (14) is identical to that for
b(x, t).
Proposition 6.14. The following hold:
(i) The formal power series d = d(x, t) satisfies the PDE
4t2(1 − 4t)2(x − 1)∂
2d
∂t2
+ 4t (1 − 4t)(1 − 4tx)(1 − x) ∂
2d
∂t∂x
+ (1 − 4tx)2(x − 1)∂
2d
∂x2
+ 2t (4t − 1)(2 − 12t − 3x + 16tx)∂d
∂t
+ [8t − (1 + 12t)x + 4t (3 − 4t)x2]∂d
∂x
+ (1 − 4t)d
= −4t + 8xt + 2t (4t − 3)x2 (20)
in Q[t]x.
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dn+2(t) =
[
n+ 8(n+ 1)t]dn+1(t) + 4t (1 − 4t)d ′n+1(t)
+ [(1 − n)− 4(1 + n + 2n2)t + 16n(1 − n)t2]dn(t)
− 4t (1 − 4t)[(n+ 1)+ 2(2n− 3)t]d ′n(t)− 4t2(1 − 4t)2d ′′n (t)
+ 4n(n− 1)t[3 + 4(n− 3)t]dn−1(t) + 2nt (1 − 4t)[3 + 8(n − 3)t]d ′n−1(t)
+ 4nt2(1 − 4t)2d ′′n−1(t)+ n!δn(t), (21)
where δn(t) =
⎧⎪⎨
⎪⎩
0 if n 3,
2t (3 − 4t) if n = 2,
−8t if n = 1,
4t if n = 0.
(iii) The sequence {dn,s} satisfies the recurrence
dn+2,s = (4s + n)dn+1,s + 8(n − 2s + 3)dn+1,s−1
+ [(1 − 2s)(1 + 2s) − n(1 + 4s)]dn,s
+ 4[2(s − 1)(4s − 3)− (1 + n+ 2n2)]dn,s−1
+ 16[n(1 − n)+ 2(s − 2)(2n − 2s + 3)]dn,s−2
+ 2ns(2s + 1)dn−1,s + 4n
[
3(n− 1)+ 2(s − 1)(2n − 4s − 1)]dn−1,s−1
+ 16[(n − 1)(n − 3)+ 4(s − 2)(s − n)]dn−1,s−2
+ n![2δn,2(3δs,1 − 4δs,2)− 8δn,1δs,1 + 4δn,0δs,1], (22)
where δi,j is the Kronecker delta, which is equal to 1 if i = j and 0, otherwise.
Proof. For simplicity, we let ∂ = 2t (4t − 1)∂t + (1 − 4xt)∂x . Using Proposition 4.10,
Lemma 6.13, and Theorem 6.12, we have
∂d(x, t) = d(x, t)+ (x − 1)a˜(x, t)+ 2xt, (23)
and
∂2d(x, t) = d(x, t)+ (x − 4t)a˜(x, t) + 4t − 4xt (1 − 2t). (24)
Eliminating a˜(x, t) from (23) and (24), we have
(x − 1)∂2d(x, t)− (x − 4t)∂d(x, t) = (4t − 1)d(x, t)− 4t + 8xt + 2t (4t − 3)x2.
Expanding ∂2 and collecting terms, (i) follows. Extract the coefficients of xn in (20), we get (ii).
Extract the coefficients of t s in (21), we get (iii). 
Extensive computer evidence supports the following conjecture.
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Conjecture 6.15, if proved, would imply the following, of which (iii) is [5, Conjecture 5.1].
Theorem 6.16. For n 3,
(i) the polynomial dn(t) has only simple real zeros;
(ii) the sequence {dn,0, dn,1, . . . , dn,n/2} is a PF sequence. In particular, it is unimodal and
log-concave;
(iii) the type D Eulerian polynomial Dn(t) has only simple real zeros.
Proof. (i) Let tan−1,1 < · · · < tan−1,n/2−1 < tan−1,n/2 = 0 and tbn,1 < · · · < tbn,n/2 < 0 be the
simple real zeros of an−1(t) and bn(t), respectively. Let also tan−1,0 := −∞. Since dn(t) is of
degree n/2 and with positive leading coefficient, sgndn(tan−1,0) = (−1)n/2. Conjecture 6.15
implies that
tbn,1 < t
a
n−1,1 < t
b
n,2 < t
a
n−1,2 < · · · < tbn,n/2 < tan−1,n/2 = 0.
For i = 1,2, . . . , n/2, since tan−1,i ∈ (tbn,i , tbn,i+1), sgnb(tan−1,i ) = (−1)n/2−i so that
sgndn
(
tan−1,i
)= sgnbn(tan−1,i)= (−1)n/2−i;
also since tbn,i ∈ (tan−1,i−1, tan−1,i ), sgnan−1(tbn,i ) = (−1)n/2−i+1 so that
sgndn
(
tbn,i
)= sgn−n2n−1an−1(tbn,i)= (−1)n/2−i .
It follows from the intermediate-value theorem that there exists tdn,i ∈ (tan−1,i−1, tbn,i) such that
dn(t
d
n,i) = 0 for i = 1,2, . . . , n/2.
(ii) Combine (i) and Theorem 2.1.
(iii) Since (−∞,0] contains the n/2 simple real zeros tdn,1 < · · · < tdn,n/2 < 0 of
dn(t) and Dn(t) = (1 + t)ndn(Ψ (t)), where Ψ (t) = t/(1 + t)2 is the bijection sending
(−1,0] onto (−∞,0] as in the proof of Theorem 3.6, it follows that Dn(Ψ−1(tdn,i)) = (1 +
Ψ−1(tdn,i))ndn(t
d
n,i) = 0 for i = 1,2, . . . , n/2, accounting for the n/2 simple real zeros of
Dn(t) in (−1,0). Reciprocity of zeros then furnishes another n/2 simple real zeros of Dn(t)
in (−∞,−1). Taking into account the zero t = −1 when n is odd, Dn(t) has altogether n simple
real zeros. 
It is easy to see that wD(n,0) consists of the identity permutation 12 · · · (n−1)n only, and that
wD(n, n/2) contains the even-signed permutation 2143 · · ·n(n−1) (respectively, 2143 · · · (n−
1)(n − 2)n) if n is even (respectively, odd), so that dn,0, dn,n/2 > 0. The unimodality then
implies that dn,s > 0 for s = 0,1, . . . , n/2.
7. Connections with the Charney–Davis conjecture
We explore in this section connections between the expansions of Eulerian polynomials con-
sidered in previous sections and a conjecture of Charney and Davis.
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and B ⊆ A then B ∈ Δ. We call the elements of Δ the faces of Δ. For S ∈ Δ, the dimension
of S is dimS := #S − 1. The dimension of Δ is dimΔ := maxA∈Δ dimA. Given a simplicial
complex Δ of dimension d − 1 we let fi−1(Δ) := #{A ∈ Δ: #A = i}, for i = 0,1, . . . , d , and
call f (Δ) := (f−1(Δ),f0(Δ), . . . , fd−1(Δ)) the f -vector of Δ. We then define the h-vector
of Δ, h(Δ) := (h0(Δ),h1(Δ), . . . , hd(Δ)), by letting
d∑
i=0
hi(Δ)t
d−i :=
d∑
i=0
fi−1(Δ)(t − 1)d−i ,
where the polynomial on the left is the h-polynomial h(Δ, t) of Δ.
For a finite Coxeter system (W,S), we denote by Δ(W,S) the associated Coxeter complex,
and h(Δ(W,S), t) the corresponding h-polynomial.
Charney and Davis, in settling the Hopf conjecture concerning the Euler characteristics of
certain manifolds, were led to a conjecture [6, Conjecture D] concerning the alternating behavior
of the associated h-polynomials at t = −1.
Conjecture 7.1 (Charney–Davis). When Δ is a flag simplicial homology (d − 1)-sphere and d
is even, then (−1)d/2h(Δ,−1) 0.
Reiner, Stanton and Welker [19] have termed (−1)d/2h(Δ,−1) the Charney–Davis quantity.
Proofs of certain cases of Conjecture 7.1 have already been given in [18], whereas the computa-
tion of Charney–Davis quantities for certain classes of graded posets was pursued in [19].
Since the h-polynomial h(Δ(W,S), t) of a finite Coxeter system (W,S) coincides with the
associated Eulerian polynomial, the expansions of Eulerian polynomials considered here enable
us to give alternate proofs of Conjecture 7.1 when Δ are the Coxeter complexes of types A, B
and D. More precisely, Corollaries 3.3, 4.8, and 6.10 express that Conjecture 7.1 holds in these
cases, respectively.
Recently, in a study of the Real Root Conjecture, Gal [12] considered the expansion of the
h-polynomial h(Δ, t) of a generalized homology sphere (GHS) (also called Gorenstein∗ com-
plex) Δ in the polynomial basis {t s(1 + t)degh−2s : s = 0,1,2, . . . , (degh)/2}, that is,
h(Δ, t) = (1 + t)deghγ
(
Δ,
t
(1 + t)2
)
,
for some polynomial γ (Δ, t), which was termed by Gal the γ -polynomial of Δ. Comparing this
expansion with those of An(t), Bn(t) and Dn(t) considered in this work, we see that the polyno-
mials an(t), bn(t) and dn(t) are the corresponding γ -polynomials for the Coxeter complexes of
types A, B and D, respectively.
In the types A and B cases with n even, the Charney–Davis quantities an−1,n/2 and bn,n/2 are
related to the Euler numbers of types A and B . As noted in [20], for n even, σ = σ1 · · ·σn−1 ∈
wA(n − 1, n/2) if and only if
σ1 < σ2 > σ3 < · · · < σn−2 > σn−1,
i.e., σ is reverse alternating. It follows that an−1,n/2 = En−1, the (n − 1)st Euler number.
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Proof. Let σ = σ1 · · ·σn ∈ wB(n,n/2). Since σ has n/2 slides each of which is of length at
least 2, it follows that each slide of σ is of length exactly 2, i.e.,
|σ1| > |σ2| < |σ3| > |σ4| < · · · < |σn−1| > |σn|, (25)
which can be written succinctly as
|σ2i−2| < |σ2i−1| > |σ2i |, i = 1,2, . . . , n/2, (26)
where σ0 := 0. There are En choices for |σ1| · · · |σn|. Note that the chain of inequalities (25) is
invariant under sign changes of σj . It remains to show that each σj may have arbitrary signs.
For i = 1,2, . . . , n/2, by Proposition 4.4, exactly one of 2i − 2 and 2i − 1 is a descent so that
together with (26), we have
σ2i−2 ≶ σ2i−1 ≷ σ2i ⇔ σ2i−1 ≷ 0, (27)
and σ2i can be positive or negative. Thus, there are 2n choices for the signs of σj . Hence the
result. 
Although bn,n/2 = EBn when n even, elements of wB(n,n/2) need not be alternating. It would
be interesting to find a bijection sending wB(n,n/2) onto the set of alternating elements of Bn.
Given that an−1,n/2 = En−1 and bn,n/2 = 2nEn, it follows from (15) that dn,n/2 = 2nEn −
n2n−1En−1. By constructing an injection sending alternating elements of Sn−1 into alternating
or reverse alternating elements of Sn, Reiner and Welker [18] established the non-negativity of
the type D Charney–Davis quantity dn,n/2. The combinatorial interpretation of {dn,s} demon-
strated in this work gives an alternate proof of the non-negativity of dn,n/2. Since the Charney–
Davis quantities are equal to the Euler numbers in types A and B cases, it is tempting to
“extrapolate” this equality to the type D case. The data ED4 = 20 and d4,2 = 16, however, dis-
prove this extrapolation. Thanks to the definition of type D slides, dn,n/2 can be characterized,
as follows.
Proposition 7.3. For even n 4, we have dn,n/2 = 2n−1Fn, where Fn is the number of alternat-
ing permutations τ = τ1 · · · τn ∈Sn satisfying τ2 < τ3 < τ1.
Proof. Let σ = σ1 · · ·σn ∈ wD(n,n/2). Since σ has n/2 slides each of which is of length at
least 2, it follows that each slide of σ is of length exactly 2, i.e.,
|σ2| < |σ3| < |σ1| and |σ3| > |σ4| < |σ5| > · · · < |σn−1| > |σn|.
Let τi = |σi |, i = 1,2, . . . , n, and τ = τ1 · · · τn. Then τ is an alternating element ofSn satisfying
τ2 < τ3 < τ1. To finish the proof, it suffices to show that σj may have arbitrary even-sign patterns.
Since a descent is associated with each slide, exactly one of 0 and 1 is a descent of σ so that
|σ2| < ±σ1, i.e., |σ2| < |σ1|, a condition which holds for σ and is invariant under the sign change
of σ1 and σ2. For descents other than 0 or 1, (27) holds with i = 2,3, . . . , n/2. So, we are
done. 
156 C.-O. Chow / Advances in Applied Mathematics 41 (2008) 133–157Corollary 7.4. For even n 4, we have 2En = nEn−1 + Fn.
Proof. By virtue of (16), an−1,n/2 = En−1, Propositions 7.2 and 7.3, we have
2n−1Fn = dn,n/2 = bn,n/2 − n2n−1an−1,n/2 = 2nEn − n2n−1En−1.
Cancelling the common factor 2n−1 and rearranging terms, the corollary follows. 
8. Concluding remark
Gasharov [14] remarked that an,s is the number of increasing binary trees on n vertices with
exactly s leaves and no vertices with left children only, which, as observed by Gessel, can be
proved combinatorially by using a representation of permutations as increasing binary trees (see,
e.g., [21, pp. 23–24]). Given this combinatorial interpretation of an,s , it would be interesting to
have similar interpretations for bn,s and dn,s in terms of binary tree representations of elements
of Bn and Dn.
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