This technical note presents a set of continuous-time distributed algorithms that solve unconstrained, separable, convex optimization problems over undirected networks with fixed topologies. The algorithms are developed using a Lyapunov function candidate that exploits convexity, and are called Zero-Gradient-Sum (ZGS) algorithms as they yield nonlinear networked dynamical systems that evolve invariantly on a zero-gradient-sum manifold and converge asymptotically to the unknown optimizer. We also describe a systematic way to construct ZGS algorithms, show that a subset of them actually converge exponentially, and obtain lower and upper bounds on their convergence rates in terms of the network topologies, problem characteristics, and algorithm parameters, including the algebraic connectivity, Laplacian spectral radius, and function curvatures. The findings of this technical note may be regarded as a natural generalization of several well-known algorithms and results for distributed consensus, to distributed convex optimization.
I. INTRODUCTION
This technical note addresses the problem of solving an unconstrained, separable, convex optimization problem over an N-node multi-hop network, where each node i observes a convex function f i , and all the N nodes wish to determine an optimizer x 3 that minimizes the sum of the fi's, i.e.,
x 3 
The problem (1) arises in many emerging and future applications of multi-agent systems and wired/wireless/social networks, where agents or nodes often need to collaborate in order to jointly accomplish sophisticated tasks in decentralized and optimal fashions [1] . To date, a family of discrete-time subgradient algorithms, aimed at solving problem (1) under general convexity assumptions, have been reported in the literature. These subgradient algorithms may be roughly classified into two groups. The first group of algorithms [1] - [4] are incremental in nature, relying on the passing of an estimate of x 3 around the network to operate. The second group of algorithms [5] - [7] are non-incremental, relying instead on a combination of subgradient updates and linear consensus iterations to operate, although gossip-based updates have also been considered [8] . For each of these algorithms, a number of convergence properties have been established, including the resulting error bounds, asymptotic convergence, and convergence rates.
In [9] , we introduced two gossip-style, distributed asynchronous algorithms, referred to as Pairwise Equalizing (PE) and Pairwise Bisectioning (PB), which solve the scalar version of problem (1) , in a manner that is fundamentally different from the aforementioned subgradient algorithms (e.g., PE and PB do not try to move along the gradient, nor do they require the notion of a stepsize). In [10] , we showed Manuscript that the two basic ideas behind PE-namely, the conservation of a certain gradient sum at zero and the use of a convexity-inspired Lyapunov function-can be extended, leading to Controlled Hopwise Equalizing (CHE), a distributed asynchronous algorithm that allows individual nodes to use potential drops in the value of the Lyapunov function to control, on their own, when to initiate an iteration, so that problem (1) may be solved efficiently. In both the papers [9] , [10] , problem (1) was studied in a discrete-time, asynchronous setting, and only the scalar version of it was considered. In this technical note, we address problem (1) from a continuoustime and multi-dimensional standpoint, building upon the two basic ideas behind PE. Specifically, assuming that each f i in (1) is twice continuously differentiable and strongly convex and using the same Lyapunov function candidate as the one for PE and CHE, we first derive a family of continuous-time distributed algorithms called Zero-Gradient-Sum (ZGS) algorithms, with which the states of the resulting nonlinear networked dynamical systems slide along an invariant, zero-gradient-sum manifold and converge asymptotically to the unknown minimizer x 3 in (1). We then describe a systematic way to construct ZGS algorithms and prove that a subset of them are exponentially convergent. For this subset of algorithms, we also obtain lower and upper bounds on their convergence rates as functions of the network topologies, problem characteristics, and algorithm parameters, including the algebraic connectivity, Laplacian spectral radius, and curvatures of the f i 's. As another contribution of this technical note, we show that some of the existing continuous-time distributed consensus algorithms (e.g., [11] - [16] ) are special cases of ZGS algorithms and are, interestingly, just a slight modification away from solving any problem of the form (1) . In addition, the well-known result from [12] , which says that the convergence rate of a linear consensus algorithm is characterized by the algebraic connectivity of the underlying graph, is a special case of Theorem 2 here.
II. PRELIMINARIES
A twice continuously differentiable function f : n ! is locally strongly convex if for any convex and compact set D n , there exists a constant > 0 such that the following equivalent conditions hold [17] , [18] : f(y) 0 f(x) 0 rf(x) T (y 0 x) 2 ky 0 xk 2 ; 8 x; y 2 D (2) (rf(y) 0 rf(x)) T (y 0 x) ky 0 xk 2 ; 8 x; y 2 D
where k1k denotes the Euclidean norm, rf : n ! n is the gradient of f, r 2 f : n ! n2n is the Hessian of f, In 2 n2n is the identity matrix, and denotes matrix inequality (i.e., A B means A 0 B is a positive semidefinite matrix). The function f is strongly convex if there exists a constant > 0 such that the equivalent conditions (2)-(4) hold for D = n , in which case is called the convexity parameter of f [18] . Finally, for any twice continuously differentiable function f : n ! , any convex set D n , and any constant 2 > 0, the following conditions are equivalent [18] , [19] :
f(y) 0 f(x) 0 rf(x) T (y 0 x) 2 2 ky 0 xk 2 ; 8 x; y 2 D (5) (rf(y) 0 rf(x)) T (y 0 x) 2ky 0 xk 2 ; 8 x; y 2 D (6) r 2 f(x) 2In; 8 x 2 D: 
where the objective function F : n ! is defined as F(x) = i2V fi(x). The proposition below shows that F has a unique minimizer x 3 2 n , so that problem (8) is well-posed:
Proposition 1: With Assumption 1, there exists a unique x 3 2 n such that F(x 3 ) F(x)8 x 2 n and rF(x 3 ) = 0.
Proof: See Theorem 6 in [20] . Given the above network and problem, the aim of this technical note is to devise a continuous-time distributed algorithm of the form _ x i (t) = ' i (x i (t); x N (t); f i ; f N ); 8 t 0; 8 i 2 V (9) x i (0) = i (f i ;f N ); 8 i 2 V
where t 0 denotes time; xi(t) 2 n is a state representing node i's estimate of the unknown minimizer x 3 at time t; x N (t) = (x j (t)) j2N 2 njN j is a vector obtained by stacking xj(t)8 j 2 Ni; fN = (fj)j2N : n ! jN j is a function obtained by stacking f j 8 j 2 N i ; ' i : n 2 njN j ! n is a locally Lipschitz function of x i (t) and x N (t) governing the dynamics of x i (t), whose definition may depend on fi and fN ; i 2 n is a constant determining the initial state x i (0), whose value may depend on f i and f N ; j 1 j denotes the cardinality of a set; and x i (t), f i , ' i , and i are maintained in node i's local memory. The goal of the algorithm (9) and (10) is to steer all the estimates x i (t)'s asymptotically (or, better yet, exponentially) to the unknown x 3 , i.e., lim t!1 x i (t) = x 3 ; 8 i 2 V
enabling all the nodes to cooperatively solve problem (8) . Note that to realize (9) and (10), for each i 2 V, every node j 2 Ni must send node i its xj(t) at each time t if 'i does depend on xj(t), and its fj at time t = 0 if ' i or i does depend on f j . Remark 1: As it turns out and will be shown in Section IV, each 'i and i in (9) and (10) do not have to depend on f N , so that the nodes do not have to exchange their f i 's. We note that the algorithm PB in [9] also exhibits this feature, but the algorithms PE in [9] and CHE in [10] do not.
IV. ZERO-GRADIENT-SUM ALGORITHMS
In this section, we develop a family of algorithms that achieve the stated goal. To facilitate the development, we let x 3 = (x 3 ;x 3 ; . . . ;x 3 ) 2 nN and x = (x1; x2; . . . ;xN) 2 nN denote the minimizer and state vectors, respectively, and write the latter as x(t) = (x 1 (t); x 2 (t); . . . ;x N (t)) when we wish to emphasize time or view it as a state trajectory.
Consider a Lyapunov function candidate V : nN ! , defined in terms of the observed f i 's as
fi(x 3 ) 0 fi(xi) 0 rfi(xi) T (x 3 0 xi): (12) Notice that V in (12) is continuously differentiable because of Assumption 1, and that it satisfies V (x 3 ) = 0. Moreover, V is positive definite with respect to x 3 and is radially unbounded, which can be seen by noting that Assumption 1 and the first-order strong convexity condition (2) imply
and (13) in turn implies V (x) > 0 8 x 6 = x 3 and V (x) ! 1 as kxk ! 1. Therefore, V in (12) is a legitimate Lyapunov function candidate, which may be used to derive algorithms that ensure (11) .
Taking the time derivative of V along the state trajectory x(t) of the system (9) and calling it _
x N (t); f i ; f N ); 8 t 0: (14) Due to Assumption 1 and to each ' i being locally Lipschitz, _ V in (14) is continuous. In addition, it yields _ (15) the system (9) would have a unique equilibrium point at x 3 , which by the Barbashin-Krasovskii theorem [21] would be globally asymptotically stable. Consequently, regardless of how the constants i 8 i 2 V in (10) are chosen, the goal (11) would be accomplished.
As it follows from the above, the challenge lies in finding 'i8 i 2 V, which collectively satisfy (15) . Such ' i 's, however, may be difficult to construct because x 3 in (15) is unknown to any of the nodes, i.e., x 3 depends on every fi via (8), but 'i maintained by each node i 2 V can only depend on f i and f N . As a result, one cannot let the ' i 's depend on x 3 , such as letting ' i (x i ; x N ; f i ; f N ) = x 3 0 x i 8 i 2 V, even though this particular choice guarantees (15) (since each r 2 fi(xi) is positive definite, by (4)). Given that the required ' i 's are not readily apparent, instead of searching for them, below we present an alternative approach toward the goal (11) , which uses the same V and _ V as in (12) and (14), but demands neither local nor global asymptotic stability.
To state the approach, we first introduce two definitions: let A nN represent the agreement set and M nN represent the zerogradient-sum manifold, defined respectively as A = f(y 1 ;y 2 ; . . . ;y N ) 2 nN : y 1 = y 2 = 111 = y N g (16) M = f(y 1 ;y 2 ; . . . ;y N ) 2 nN : i2V rf i (y i ) = 0g (17) so that x 2 A if and only if all the x i 's agree, and x 2 M if and only if the sum of all the gradients rfi's, evaluated respectively at the xi's, is zero. Notice from (16) that x 3 2 A, from (17) and Proposition 1 that x 3 2 M, and from all of them that x 2 A \ M ) x = x 3 . Thus, A\M = fx 3 g. Also note from the continuity of each rfi that M is closed and from the Implicit Function Theorem and the nonsingularity of each r 2 f i (x) 8 x 2 n that M is indeed a manifold of dimension n(N 0 1).
Having introduced A and M, we now describe the approach, which is based on the following recognition: to attain the goal (11), condition (15)-which ensures that every trajectory x(t) goes to x 3 -is sufficient but not necessary. Rather, all that is needed is a single trajectory x(t), along which _ V (x(t)) 0 8 t 0 and lim t!1 V (x(t)) = 0, since the latter implies (11) . Recognizing this, we next derive three conditions on the ' i 's and i 's in (9) and (10) that produce such a trajectory. Assume, for a moment, that the i 's dictating the initial state
x(0) have been decided, so that we may focus on the 'i's that shape the trajectory x(t) leaving x(0). Observe that _ V in (14) takes the form _ V (x(t)) = 8 1 (x(t)) 0 x 3T 8 2 (x(t)) 8 t 0, where 8 1 : nN ! and 82 : nN ! n . Thus, the unknown x 3 -which may undesirably affect the sign of _ V (x(t))-can be eliminated by setting 8 2 (x) = 0 8 x 2 nN , i.e., by forcing the ' i 's to satisfy
With this first condition (18) , _ V becomes free of x 3 , reducing to
Next, notice that whenever x(t) is in the agreement set A, due to (16) and (18)
there is no such restriction. Hence, any time (20) With this additional, second condition (20) , no matter what x 3 is, while (11), the continuity of each rf i , and Proposition 1 imply
The former says that by making the ' i 's satisfy (18) , the gradient sum i2V rf i (x i (t)) along x(t) would remain constant over time, while the latter says that to achieve limt!1 V (x(t)) = 0 or equivalently (11) , this constant sum must be zero, i.e., i2V rf i (x i (t)) = 0 8 t 0. Therefore, in view of (10), the i 's must be such that
yielding the third and final condition. By imposing algebraic constraints on the 'i's and i's, conditions (18), (20) , and (21) characterize a family of algorithms. This family of algorithms share a number of properties, including one that has a nice geometric interpretation: observe from (21), (10) , and (17) that x(0) 2 M and further from (9) and (18) that x(t) 2 M 8 t > 0.
Thus, every algorithm in the family produces a nonlinear networked dynamical system, whose trajectory x(t) begins on, and slides along, the zero-gradient-sum manifold M, making M a positively invariant set. Due to this geometric interpretation, these algorithms are referred to as follows:
Definition 1: A continuous-time distributed algorithm of the form (9) and (10) is said to be a Zero-Gradient-Sum (ZGS) algorithm if ' i 8 i 2 V are locally Lipschitz and satisfy (18) and (20) , and i 8 i 2 V satisfy (21) .
The following theorem lists the properties shared by ZGS algorithms, showing that every one of them is capable of asymptotically driving x(t) to x 3 , solving problem (8):
Theorem 1: Consider the network modeled in Section III and the use of a ZGS algorithm described in Definition 1. Suppose Assumption 1 holds. Then: (i) there exists a unique solution x(t) 8 t 0 to (9) and (10) (11) holds.
Proof: Since ' i 8 i 2 V are locally Lipschitz, to prove (i) it suffices to show that every solution x(t) of (9) and (10) lies entirely in a compact subset of nN . To this end, let B(x 3 ; r) nN denote the closed-ball of radius r 2 [0; 1) centered at x 3 , i.e., B(x 3 ; r) = fy 2 nN : ky 0 x 3 k rg. Note from (14), (18) , and
Statement (ii) has been proven in the paragraph before Definition 1.
To verify (iii), notice again from (14), (18) , and (20) that _ V (x(t)) = 0 if and only if x(t) 2 A. Due to (ii) and to A \ M = fx 3 g shown earlier, (iii) holds. To prove (iv) and (v), we will apply LaSalle's invariance principle from Theorem 4.4 in [21] to the dynamics (9) . (12) is continuous and satisfies (13) . Also note from (17), (9) , and (18) that M is positively invariant, and from (14) Having established Theorem 1, we now present a systematic way to construct ZGS algorithms. First, to find i's that meet condition (21) , consider the following proposition, which shows that each f i has a unique minimizer x 3 i 2 n : Proposition 2: With Assumption 1, for each i 2 V, there exists a unique x 3 i 2 n such that f i (x 3 i ) f i (x) 8 x 2 n and rf i (x 3 i ) = 0.
Proof: See Theorem 6 in [20] . Proposition 2 implies that i2V rf i (x 3 i ) = 0. Hence, (21) can be met by simply letting
which is permissible since every x 3 i in (22) depends just on f i . It follows that each node i 2 V must solve a "local" convex optimization problem min x2 f i (x) for x 3 i before time t = 0, in order to execute (10) and (22). We note, however, that (22) is sufficient for ensuring (21) but not necessary.
Next, to generate locally Lipschitz ' i 's that ensure conditions (18) and (20) , notice that each 'i is premultiplied by r 2 fi(xi), which is nonsingular 8 x i 2 n . Therefore, the impact of each r 2 f i (x i ) can be absorbed by setting
where i : n 2 njN j ! n is a locally Lipschitz function of xi and x N maintained by node i. For each i 2 V, because r 2 f i is locally Lipschitz (due to Assumption 1) and the determinant of r 2 f i (x i ) for every xi 2 n is no less than a positive constant n i (due further to (4)), the mapping (r 2 f i (1)) 01 : n ! n2n in (23) is locally Lipschitz.
Thus, as long as the i 's are locally Lipschitz, so would the resulting 'i's, fulfilling the requirement. With (23), the dynamics (9) become _ x i (t) = (r 2 f i (x i (t))) 01 2 i (x i (t); x N (t); f i ; f N ); 8 t 0; 8 i 2 V (24) and conditions (18) and (20) 
Because the graph G is connected, for any x 2 nN 0 A, there exist i 2 V and j 2 N i such that x i 0 x j in (30) is nonzero. Hence, (26) can be guaranteed by requiring the ij's to also satisfy (y 0 z) T ij (y; z; f i ; f j ) < 0; 8 i 2 V; 8 j 2N i ; 8 y; z 2 n ; y 6 = z: (31) Note that if (29) holds, then ij satisfies the inequality in (31) if and only if ji does. Therefore, every pair of neighboring nodes i, j 2 V need only minimal coordination before time t = 0 to realize the dynamics (28): only one of them, say, node i, needs to construct a ij that satisfies the inequality in (31), and the other, i.e., node j, only needs to make sure that ji = 0 ij . Examples 1 and 2 below illustrate two concrete ways to construct ij's that obey (29) and (31): Example 1: Let ij (y; z; f i ; f j )=( ij1 (y 1 ; z 1 ); ij2 (y 2 ; z 2 ); . . . ; ijn (y n ; z n )) 8 i 2 V 8 j 2 N i 8 y = (y 1 ; y 2 ; . . . ; y n ) 2 n 8 z =(z1; z2; . . . ; zn) 2 n , where each ij`: 2 ! can be any locally Lipschitz function satisfying ij`( y`; z`) = 0 ji`( z`; y`) and (y`0 z`) ij`( y`; z`) < 0 8 y`6 = z`(e.g., ij`( y`; z`) = tanh(z`0 y`) or ij`( y`; z`) = 0 ji`( z`; y`) = (z`0 y`)=(1 + y 2 )). Then, (29) and (31) hold.
Example 2: Let ij (y; z; f i ; f j ) = rg fi;jg (z) 0 rg fi;jg (y) 8 i 2 V 8 j 2 N i 8 y; z 2 n , where each g fi;jg : n ! can be any twice continuously differentiable and locally strongly convex function associated with link fi; jg 2 E (e.g., g fi;jg (y) = (1=2)y T A fi;jg y where A fi;jg 2 n2n is any symmetric positive definite matrix, or a ij (x j (t) 0 x i (t)); 8 t 0; 8 i 2 V with symmetric parameters a ij = a ji > 0 8fi; jg 2 E and arbitrary initial states x i (0) = y i 8 i 2 V, studied in [12] - [14] , [16] . By Definition 1 and Theorem 1, this algorithm is a ZGS algorithm that solves problem (8) for f i (x) = (1=2)(x 0 y i ) 2 8 i 2 V. Moreover, the algorithm is only a Hessian inverse and an initial condition away (i.e., _ xi(t) = (r 2 fi(xi(t))) 01 j2N aij(xj(t) 0 xi(t)) with x i (0) = x 3 i ) from solving any convex optimization problem of the form (8) for any n 1. Note that the same can be said about the scalar nonlinear consensus protocol in [11] . 
V. CONVERGENCE RATE ANALYSIS
In this section, we derive lower and upper bounds on the exponential convergence rates of the ZGS algorithms described in (28) and Example 2, i.e., _ x i (t) = (r 2 f i (x i (t))) 01 j2N rg fi;jg (x j (t)) 0 rg fi;jg (x i (t)); 8 t 0; 8 i 2 V In addition, let
where conv denotes the convex hull. Then, it follows from Assumption 1, (2), (12) , and (iii) in Theorem 1 that C i 8 i 2 V are compact, C is convex and compact, and
x i (t); x 3 2 C i C; 8 t 0; 8 i 2 V:
For each i 2 V, due to Assumption 1, (4), and C being compact, there exists a 2 i i such that r 2 fi(x) 2iIn; 8 x 2 C:
Moreover, for each fi; jg 2 E, due to (3), g fi;jg being locally strongly convex, and C being convex and compact, there exists a fi;jg > 0 such that (rg fi;jg (y) 0 rg fi;jg (x)) T (y 0 x) fi;jg ky 0 xk 2 ; 8 x; y 2 C: (35) Furthermore, for each fi; jg 2 E, due to (3), (4), (35), r 2 g fi;jg being continuous, and C being convex and compact, there exists a 0 fi;jg fi;jg such that r 2 g fi;jg (x) 0 fi;jg I n ; 8 x 2 C:
(36)
Observe that the constants 2 i 's, fi;jg 's, and 0 fi;jg 's-unlike the convexity parameters i 's-depend on the initial state x(0) via the sets C and Ci's 2 . Thus, the convergence rate results obtained below are dependent on x(0) in general. One exception is the case where the f i 's and g fi;jg 's are quadratic functions, for which the i 's, 2 i 's, fi;jg 's, and 0 fi;jg 's may be taken as the smallest and largest eigenvalues of the Hessians of the f i 's and g fi;jg 's, respectively, independent of x(0).
Finally, for convenience, let = min i2V i , 2 = max i2V 2 i , = min fi;jg2E fi;jg , and 0 = max fi;jg2E 0 fi;jg .
The following theorem establishes the exponential convergence of the ZGS algorithms (32) and provides a lower bound on their convergence rates, that they can do no worse than:
Theorem 2: Consider the network modeled in Section III and the use of a ZGS algorithm described in (32). Suppose Assumption 1 holds. Then, V (x(t)) V (x(0))e 0t ; 8 t 0 (37) otherwise.
(40)
Proof: Let (t) = (1=N ) j2V x j (t) 8 t 0. Due to (33) and the convexity of C, (t) 2 C. Moreover, by Proposition 1, i2V f i (x 3 ) = F (x 3 ) F ((t)) = i2V f i ((t)). Observe from (17) and (ii) in Theorem 1 that i2V rf i (x i (t)) = 0. Thus, from (12), 2 Due to their dependency on x(0), strictly speaking the constants should be written as 2 (x(0))'s, (x(0))'s, and 0 (x(0))'s. For notational simplicity however, we suppress this dependency in the sequel.
V (x(t)) i2V fi((t)) 0 fi(xi(t)) 0 rfi(xi(t)) T ((t) 0 xi(t)).
It follows from (5), (7) , (34), (33), and (39) that V (x(t)) i2V 2 i 2 kxi(t) 0 which is positive and satisfies P Q. Therefore, (P I n ) Q I n . This, along with (41) and (43), implies V (x(t)) 0 _ V (x(t)), i.e., (37). Finally, due to (2), (12), (37), (34), (7) , (5) , and (33), i2V ( i =2)kx i (t) 0 x 3 k 2 V (x(t)) V (x(0))e 0t i2V (2 i =2)kx i (0) 0 x 3 k 2 e 0t , i.e., (38) holds.
The lower bound in Theorem 2 can be calculated according to its proof: is the smallest eigenvalue of P 01=2 Q P 01=2 . The corollary below gives another lower bound, which is not as tight as but is explicit in the algebraic connectivity 2 > 0 of the graph G: Let W 2 N2N contain N orthonormal eigenvectors of L G in its columns. Then, W T L G W and W T L G W are diagonal matrices similar to L G and LG, and both contain the eigenvalue 0 in the same diagonal position. Hence, 2 W T L G W NW T L G W , so that 2 L G NL G . Applying this inequality to (46) and (47), we get (2=2) 2 V (x(t)) 0 _ V (x(t)), i.e., (44). Finally, (45) follows from (44) the same way (38) does from (37).
Notice that in the special case where n = 1, f i (x) = (1=2)(x 0 x 3 i ) 2 8 i 2 V, and g fi;jg (x) = (1=2)x 2 8 fi; jg 2 E, we may let the i 's, 2 i 's, and fi;jg 's all be 1. In this case, Theorem 2 and Corollary 1 both yield kx(t) 0 x 3 k kx(0) 0 x 3 ke 0 t 8 t 0, which coincides with the well-known convergence rate result for the linear consensus algorithm _ x i (t) = j2N x j (t) 0 x i (t)8 t 0 8 i 2 V, reported in [12] . Hence, Theorem 2 and Corollary 1 may be regarded as a generalization of such a result for distributed consensus, to distributed convex optimization. The next theorem looks at the performance of the ZGS algorithms (32) from the other end, providing an upper bound on their exponential convergence rates that mirrors Theorem 2:
Theorem 3: Consider the network modeled in Section III and the use of a ZGS algorithm described in (32). Suppose Assumption 1 holds. Then, V (x(t)) V (x(0))e 0t ; 8 t 0 (50)
Proof: From (2) and (12), V (x(t)) i2V ( i =2)kx i (t) 0 x 3 k 2 = (x(t) 0 x 3 ) T (P In)(x(t) 0 x 3 ) 8 t 0. From (42), (36), (7) , (6), (33), and (50), 0 _ V (x(t)) (1=2) i2V j2N 0 fi;jg kxj(t) 0 xi(t)k 2 =(1=2) i2V j2N 0 fi;jg k(xj(t) 0
Like Q in (40),Q in (50) is symmetric positive semidefinite with exactly one eigenvalue at 0. Thus, so isP 01=2QP 01=2 , wherẽ P 1=2 = diag 1 =2; 2 =2; . . . ; N =2 is the square root ofP . Since = inff" 2 : "P Qg and 8 " 2 , "P Q , "IN P 01=2QP 01=2 , is the largest eigenvalue ofP 01=2QP 01=2 which is positive and such thatP Q. Therefore, V (x(t)) 0 _ V (x(t)), proving (48). Finally, from (12), (34), (7), (5), (33), (48), and (2), we get (49).
In contrast to , the upper bound in Theorem 3 is the largest eigenvalue ofP 01=2QP 01=2 . The next corollary is to Theorem 3 as Corollary 1 is to Theorem 2, giving another upper bound that is not as tight as but is explicit in the spectral radius N > 0 of the graph Laplacian
LG: V (x(t)) V (x(0))e 0(20=) t ; 8 t 0 Proof: From the proof of Theorem 3, 8 t 0, we have V (x(t)) i2V =2kx i (t) 0 x 3 k 2 = =2kx(t) 0 x 3 k 2 and 0 _ V (x(t)) (1=2) i2V j2N 0k(xj(t) 0 x 3 ) 0 (xi(t) 0 x 3 )k 2 =0(x(t) 0 x 3 ) T (L G I n )(x(t) 0 x 3 ) 0 N kx(t) 0 x 3 k 2 . Consequently, (20=)NV (x(t)) 0 _ V (x(t)), implying that (51) and (52) hold.
Note that for the special case below Corollary 1, we may let the 0 fi;jg 's be 1, so that Theorem 3 and Corollary 2 both lead to kx(t) 0 x 3 k kx(0) 0 x 3 ke 0 t 8 t 0, which is again known. Finally, note that the above analysis provides a framework for studying the interplay among network topologies (i.e., V and E), problem characteristics (i.e., the f i 's, i 's, and 2 i 's), and ZGS algorithm parameters (i.e., the g fi;jg 's, fi;jg 's, and 0 fi;jg 's), which may be worthy of further research.
VI. CONCLUSION
In this technical note, using a convexity-based Lyapunov function candidate, we have developed a set of continuous-time ZGS algorithms, which solve a class of distributed convex optimization problems over networks. We have established the asymptotic and exponential convergence of these algorithms and derived lower and upper bounds on their convergence rates. We have also shown that the ZGS algorithms for distributed convex optimization are closely related to the basic algorithms for distributed consensus, suggesting that the former may be extended in a number of directions just like the latter were, in ways that possibly parallel the latter.
I. INTRODUCTION
Model Predictive Control (MPC) designates a family of optimization-based control strategies whose control actions are computed at each time instant by minimizing a cost function subject to a set of prescribed constraints which take the future state predictions into account. Well known limitations of actual robust MPC schemes, mostly based on worst-case min-max optimization and quadratic stabilization, makes it realistic the undertaking of research initiatives aimed at improving the performance by reducing the conservativeness [1] . One facet of the problem is how to maximally enlarge the domains of attraction, i.e., the set of initial states whose regulated trajectories are guaranteed to converge asymptotically to a desired equilibrium without constraint violations. For this problem, the solutions proposed in [1] , [2] exhibit a satisfactory level of performance only under restrictive operative conditions. Early methods for achieving larger domains of attraction within the quadratic stabilization paradigm, e.g., [3] , were based on the introduction of additional degrees of freedom into the traditional stabilizing state-feedback control laws and on the use of ellipsoidal set projection techniques.
In the last decade, starting e.g., from [4] , less conservative stability conditions for robust analysis/synthesis problems have been derived by the introduction of the class of Linearly Parameter Dependent Lyapunov functions (see [4] , [5] ). The closed-loop performance improvements [6] were remarkable. However, they were achieved at the price of an increased number of LMI conditions to jointly be satisfied w.r.t. those deriving form the use of classical quadratic Lyapunov functions. One of the first attempts of exploiting such a kind of techniques in the MPC literature goes back to the works [7] and [8] , where receding horizon control schemes for uncertain polytopic discrete-time plants subject to input and state constraints were presented. Similar results for LPV systems have been proposed in [9] and [10] . There, a linearly scheduled state-feedback control law is computed at each time instant by solving an optimization problem derived by considering a linearly parameter dependent Lyapunov function. As pointed out in [11] , the LMI conditions pertaining to this MPC strategy are capable to significantly reduce the intrinsic conservativeness of earlier solutions (see [12] , [13] and references therein). More recently, in [14] , the use of special classes of Nonlinearly Parameter Dependent Lyapunov Functions (NPDLF) was shown to be instrumental to the achievement of more efficient convex stabilizability conditions than those derived from the class of Linearly Parameter Dependent Lyapunov Functions. Corresponding classes of stabilizing Nonlinearly Parameter Dependent linear state-feedback control laws were also determined.
In this technical note we will introduce a novel Receding Horizon Control scheme for constrained LPV systems which fully exploits the NPDLF-based approach introduced in [14] . Up to our best acknowledge, this is the first attempt to use the classes of NPLDF proposed in [14] within the MPC context for LPV systems which, as clearly remarked in the final numerical example, give rise to remarkable conservativeness reduction w.r.t. existing approaches, e.g., see [9] and [13] . The proposed RHC strategy computes on-line at each time instant a new scheduled state-feedback gain on the basis of the actual state and fully exploits the measured scheduling parameter in the command computation. Beside its own relevance, this strategy represents a fundamental preliminary step in the development of more elaborate MPC schemes, e.g., as those based on ideas from [3] , [11] , [15] and [12] .
This technical note is organized as follows. In Section II, the system setting is described and the control design problem formulated. In Section III, a novel constrained state-feedback control synthesis method is proposed which exploits the special classes of NPDLF introduced in [14] . In Section IV, a receding horizon control strategy is presented, which makes use of the derivations achieved in Section III, and its feasibility and stability properties proved. Section V reports numerical comparisons w.r.t. pre-existing methods which allow one to draw out conclusions on the performance improvements potentially achievable. Finally, some conclusions end the technical note.
Notation: Given a matrix X 2 IR n2n ; we will denote with (X) ii ;i = 1; . . . ;n; its i-th diagonal entry. Given a vector r 2 IR n ; we will denote with (r) i its i-th entry. Given a symmetric matrix P = P T 2 IR n2n , the inequality P > 0 (P 0) denotes matrix
