Bandpass sampling (BPS) is a widely used technique where one samples a bandpass-filtered signal at a sampling rate below its Nyquist rate (twice the upper cutoff frequency). For a BPS time-interleaved ADC (TIADC), its dynamic range is subject to the frequency-dependent mismatches generally introduced by the differences of process, supply voltage and temperature between constituent ADCs. This paper proposes a calibration method for frequency-dependent mismatches in BPS TIADCs.
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Introduction
Bandpass sampling (BPS) refers to a technique where one can sample a bandlimited signal at rates below its Nyquist rate while is still capable of reconstructing the signal. BPS technique is widely applied in radar and telecommunication equipments. BPS ADCs can substitute the analog mixer devices in software radio receivers which performing the frequency downconversion while sampling signals [1] .
However, combining the BPS technique with time-interleaved analog-todigital converters (TIADCs) introduces numerous challenges in wide-band sampling systems. The mismatches between sub-ADCs will induce undesired components in TIADC's output spectrum, which inevitably decimates the dynamic performance and effective number of bits (ENOB).
The state-of-the-art literatures shed much light on the mitigation of mismatches in lowpass sampling (LPS) TIADCs [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12] . But few researchers strive to address the mismatches in BPS TIADCs. Calibration methods for timing mismatches in BPS TIADCs were covered in [1, 13, 14] , among others. In broadband applications, the influence of input frequency on the mismatches parameters has to be considered. [15] developed models for bandwidth mismatches in BPS TIADCs. Frequency-dependent mismatches include frequency response mismatches and frequency-dependent nonlinearity mismatches which are introduced due to the imperfection of analog front-end circuits. A joint blind calibration method was proposed for frequency-dependent mismatches in two-channel LPS TIADCs in [16] . Nonetheless, there is a lack of calibration method for frequency-dependent mismatches in BPS TIADCs. This paper proposes a calibration method for frequency-dependent mismatches in BPS TIADCs. The frequency-dependent mismatches error model for LPS TIADCs in [16] is modified to adapt to BPS TIADCs. Least square (LS) algorithm is employed to identify the mismatches parameters in the foreground. Equalization is used to eliminate the linear distortion to get better error reconstruction. The imperfection is alleviated by removing the reconstructed error from output samples.
The outline of the remaining paper is organized as follows. In Section 2, we propose the improved error model.
The calibration algorithm is formulated in Section 3, Section 4 presents the simulations to verify the performance of the proposed method. Section 5 gives the conclusions of our work. 
Analysis of frequency dependent mismatches
In an M -channel BPS TIADC, the input analog signal x(t) lies in the gth Nyquist band (NB) with g > 1. Considering the frequency-dependent mismatches, a BPS TIADC's output samples can be modeled as [16] 
where e f [n] represents the error introduced by the frequency response nonideality of every single channel and the frequency response mismatches between channels, whereas e n [n] is the error introduced by the frequency-dependent nonlinearity of every single channel and the frequency-dependent nonlinearity mismatches between channels. The term e f [n] can be approximated by Taylor's series as
where
, and r n,p = r n+M,p is the frequency response coefficients for the n-th channel and the p-th differential order. Meanwhile, the term e n [n] is expressed as
where x (1) [n] is the first order differential of x[n], and a n,l = a n+M,l is the nonlinearity coefficient for the n-th channel and the l-th level nonlinearity. Under the circumstance of BPS, the TIADC's output spectrum is in fact the first NB mirror of the original input spectrum. Therefore, the input signal's differential is different from that in a LPS scenario. According to which NB the original signal locates (namely g), the discrete-time 1st order differential sample is denoted as [1, 17] 
is the UIR of a Hilbert filter, and f S is the sampling frequency. Moreover,
To gain more insight into the influence rendered by the frequency-dependent mismatches, we shall examine the TIADC's output in the frequency domain. The output spectrum of a BPS TIADC is written as
where X(e jω ) is the input spectrum, E f (e jω ) indicates the spurs stemming from the frequency response nonideality of every single channel and the frequency response mismatches between channels, meanwhile E n (e jω ) signifies the components resulted from the frequency-dependent nonlinearity of every single channel and the frequency-dependent nonlinearity mismatches between channels. The term E f (e jω ) can be expanded as
where ⃗ X p is expressed as
while the discrete Fourier transform (DFT) matrix reads
and the time-dependent frequency response mismatches coefficients are indicated by
The term E n (e jω ) are developed as
where X (1) (jω) signifies the input signal's first order differential, and the time-dependent nonlinear mismatch parameters are
As is described in the convolution theorem, the l-th power of input signal in time domain is equivalent to the l-fold convolution of itself in frequency domain, so
To free the coefficients r n,p and a n,l from the dependence on the time instant n, we leverage binary Hadamard transform as illustrated by [18, 19] . Denoting the Hadamard matrix of order M as F M , the frequency response nonideality/frequency response mismatches-induced spectrum is then redeveloped as
is the time-independent frequency response mismatches coefficient. By exploiting the Hadamard matrix F M , the nonlinearity induced error is written as
is the nonlinear mismatch coefficient. Ultimately the TIADC's output sample can be expressed as
It is noteworthy that (19) when k = 0 is the linear distortion of the input signal which overlaps the input signal in the frequency domain and the remaining part of this term signifies the error resulted from the frequency response mismatches.
Calibration algorithm
The calibration is composed of three stages: coefficients estimation, equalization and error compensation.
In this section, a foreground estimation method is demonstrated, and then the principle of equalization is elaborated, and at last a structure for mismatches compensation is proposed.
Foreground coefficients estimation
We employ a foreground identification strategy here to estimate the coefficients s k,p and c k,l in Eq. (19) , which means the estimation must be conducted before normal use. To achieve this goal, a known training signal will be fed into the TIADC and one can determine the coefficients using least square method (LS).
Denoting the vector of the n most recent output samples as
the vector of the n most recent input samples as
the input signal's p-th order differentials modulated by Hadamard sequence as
then the frequency response nonideality/frequency response mismatches-induced spurs matrix reads
Denoting
, the input signal's l-th order frequency-dependent nonlinearity modulated by Hadamard sequence is written as
then the frequency-dependent nonlinearity/frequency-dependent nonlinearity mismatches-incurred spurs matrix is expressed as
At last, Eq. (19) is rewritten in matrix form
where the original signal and the distortion branches are combined in one matrix X, namely,
with the subscripts indicate the distortion sources, and the mismatches coefficients are collaborated following scalar '1' in the column vector ⃗ b
Because the matrix X is not square, one cannot solve the linear equation system of Eq. (26). But by leveraging pseudo-inverse matrix, the minimum norm solution can be found like
Two conditions must be satisfied by the training signal. One is that the signal's length should be longer than M (P + L − 1) which is the quantity of the unknowns. The other is that the signal must contain as many frequency components as possible to guarantee ample information for almost an entire NB.
Equalization
In the practical applications, the signal receiver has no priori information of the input signal, therefore the approximation process is required. In order to achieve a high accuracy, equalization is applied before error compensation.
Equalization is an extensively adopted technique in telecommunication to render the frequency response of a channel flat from end to end, thus cancelling out phase delay and magnitude difference between various frequency components. As far as Eq. (19) is concerned, equalization means filtering out the linear distortion term. So the equalized signal reads
whereŝ 0,p is the estimate of s 0,p (s k,p when k = 0). The block diagram of the equalization is depicted in Fig. 1 . The block H DB (e jω ) indicates the filter whose UIR is described in Eq. (5).
Fig. 1. Block diagram of the linear distortion equalization

Mismatches compensation structure
Since the mismatches coefficients can be identified by Eq. (29), one can reconstruct the aliasing mismatches components in the light of Eq. (19) . But the input signal's explicit information is usually unavailable in the normal operation. Under this circumstance, the input signal x[n] is approximated by the TIADC output y[n] as in many methods. It is feasible because the power of the error is much smaller than the power of the input signal after the equalization is carried out. Thus, the reconstructed error can be expressed aŝ
whereŝ k,p andĉ k,l are the estimates of s k,p and c k,l . By subtracting the aliasing components from the output, one can obtain the compensated output sample as
The corresponding compensation structure is pictured in Fig. 2 . BHT block refers to
, and BHT * indicates
in Eq. (31). FRM, FDN and FDNM are short for frequency response mismatch, frequency-dependent nonlinearity and frequency-dependent nonlinearity mismatches respectively. Assume the differentiator described by Eq. (5) is implemented by K DB order FIR filter. To compensate one sample, P (K DB + 1) + 2L − 2 multipliers and 2M + P (K DB + 1) + L − 3 adders are needed. It is worth noting that the modulation of T k [n] is implemented by changing the sign ofŝ k,p andĉ k,l rather than multiplication.
Simulation results
In this section, numerical simulations are performed to evaluate the performance of the proposed technique in this paper via MATLAB R ⃝ . In the following examples, some common settings are adopted. A 12-bit 4-channel TIADC model is employed. The frequency response nonideality for constituent channels are simulated by first-order RC filters whose cutoff frequencies, together with the 2nd and 3rd-order nonlinearity coefficients are presented in Table I . For notational convenience, the "frequency" mentioned below is referred to as the angular frequency in the digital domain 3 . Note: "ωn" means the cutoff angular frequencies of the first-order RC filters.
Example 1: In this example, a 6-tone sinusoidal input signal in the 2nd NB is tested. The frequency components are uniformly distributed from 1.025π rad/sample to 1.925π rad/sample. A 11-tone sinusoidal comprising 2 13 samples serves as the training signal whose frequency components are uniformly spaced from 1.025π rad/sample to 1.825π rad/sample. The differentiator is implemented by a 40-order Type-III FIR filter, and the Hilbert filter is implemented by a 50-order Type-III FIR filter. The Taylor approximation's highest order P is set as 3.
The output spectra without and with calibration are demonstrated in Fig. 3 . As can be seen from the figure, the spurious components induced by frequency response mismatches/frequency-dependent nonlinearity/frequency-dependent nonlinearity mismatches spread all over the entire band. The signal-to-noise-and-distortion ratio (SNDR) and spurious-free dynamic range (SFDR) before calibration are 43.52 dB and 42.01 dB, while after calibration they are enhanced to 63.14 dB and 66.60 dB respectively.
Some spurious components still exist because we approximate the input samples by the output samples in Eq. (30) and (31). The performance will be further improved if the cascaded calibration structure proposed in [16] is adopted. Fig. 3 . Output spectra of a signal in the 2nd NB (a) before and (b) after calibration.
Example 2: To further demonstrate the versatility of the proposed approach for other NBs, a 6-tone sinusoidal input signal in the 3rd NB is employed here. The frequency components of the input signal are uniformly distributed from 2.025π rad/sample to 2.925π rad/sample. A 11-tone sinusoidal acts as the training signal whose frequency components are evenly spaced from 2.025π rad/sample to 2.825π rad/sample. Other parameters are identical to those in Example 1. Fig. 4 depicts the output spectra without and with calibration. It is demonstrated that the SNDR and SFDR before calibration are 39.32 dB and 38.49 dB, while after calibration they are enhanced to 59.86 dB and 63.51 dB respectively.
With an eye towards probing the method's performance in other NBs, more simulations are conducted as demonstrated in Fig. 6 . For signals in higher NBs, the TIADC's performance degrades apparently due to the limited Example 3: To find the proper training signal's length and Taylor approximation's order, several groups of training signal provided in Example 1 with different lengths are fed into the TIADC, and the variable P is set as 2, 3 and 4 separately. The SNDR improvement corresponding to different training signal's lengths and P s is depicted in Fig. 5 . The SNDR is increasingly promoted as the training signal extends until the length reaches 2 13 , and then the SNDR remains almost still after that. Moreover, when the training signal's length reaches 2 13 , the P = 3 and P = 4 case make little difference in the proliferation of the TIADC's effective resolution, but they are better than P = 2 case. In this manner, a training signal consisting of 2 13 samples and 3 order Taylor approximation can meet the requirement. 
Conclusion
This paper introduces a foreground calibration method for frequency-dependent mismatches in BPS TIADCs. The error model is established by leveraging BHT, differentiator and Hilbert transform. A mismatch compensation structure and a foreground mismatch parameter identification method are proposed based on the error model. The simulation results prove that our method provide a good solution for improving the ENOB and dynamic range of TIADC systems in BPS application. For a signal in the 3rd NB, the SNDR and SFDR improvement are 20.54 dB and 25.02 dB respectively. The proper length of training signals is 2 13 and the proper order of the Taylor approximation is 3. The proper order of differentiator and Hilbert filter is 40 and 50 respectively.
