The nature and complexity of software have changed significantly in the last few decades. With the easy availability of computing power, deeper and broader applications are made. It has been extremely necessary to produce good quality software with high precession of reliability right in the first place. Olden day"s software errors and bugs were fixed at a later stage in the software development. Today to produce high quality reliable software and to keep a specific time schedule is a big challenge. To cope up the challenge many concepts, methodology and practices of software engineering have been evolved for developing reliable software. Better methods of controlling the process of software production are underway. One of such methods to assess the software reliability is using control charts. In this paper we proposed an NHPP based control mechanism by using order statistics with cumulative quantity between observations of failure data using mean value function of exponential distribution.
INTRODUCTION
As computer applications became more diverse and spread through almost every area of everyday life, reliability became a very important characteristic for software, since it is a matter of economy. To produce a software having reliability, it is necessary to measure and control its reliability. To do this, a number of models have been developed; new models try to make better predictions. Software reliability represents a user oriented view of software quality. It relates directly to operation rather than design of the program, and hence it is dynamic. For this reason software reliability is interested in failures occurrence and not faults in a program
Software reliability Modeling
The probability that a given program will work as intended by the user, i.e., without failures in a specified environment and for a specified duration can be termed as software reliability [1] [2] . The aim of software engineer is to increase this probability and make it one if possible. To do this one must measure the reliability of the software. A commonly used approach for measuring software reliability is by using an analytical model whose parameters are generally estimated from available data on software failures. Reliability quantities have been defined with respect to time, although it is possible to define them with respect to other variables. We have taken inter failures time data of Musa(1975) which are random values. In reliability study there are two characteristics of a random process: 1) the probability distribution of the random variables, i.e., Poisson and 2) the variation of the process with time. A random process whose probability distribution varies with time is called non homogeneous. For the random process for time variation we can define two functions, the mean value function m(t), as the average cumulative failures associated with each time point and the failure intensity function as the rate of change of mean value function. When there are changes in the software i.e. software corrections occur it is called non homogeneous process.
Let M(t) be the random process representing the number of failures experienced by time t, then the mean value function is defined by . i.e. the expected number of failures at time t. the failure intensity function of the process is the instantaneous rate of change of the expected number of failures with respect to time or . [3] 2. ORDERED STATISTICS Let X denote a continuous random variable with Probability Density Function (PDF) f(x) and Cumulative Distribution Function (CDF) F(x), and let (X 1 , X 2 , …, X n ) denote a random sample of size n drawn on X. The original sample observations may be unordered with respect to magnitude. A transformation is required to produce a corresponding ordered sample. Let (X 1 , X 2 , …, X n ) denote the ordered random sample such that X 1 < X 2 < … < X n ; then (X 1 , X 2 , …, X n ) are collectively known as the order statistics derived from the parent X. The various distributional characteristics can be known from Balakrishnan and Cohen [4] . The inter-failure time data represent the time lapse between every two consecutive failures. On the other hand if a reasonable waiting time for failures is not a serious problem, we can group the inter-failure time data into non overlapping successive sub groups of size 4 or 5 and add the failure times within each sub group. For instance if a data of 100 inter-failure times are available we can group them into 20 disjoint subgroups of size 5. The sum total in each subgroup would denote the time lapse between every 5 th order statistics in a sample of size 5. In general for inter-failure data of size "n", if r (any natural no) less than "n" and preferably a factor n, we can conveniently divide the data into "k" disjoint subgroups (k=n/r) and the cumulative total in each subgroup indicate the time between every r th failure. The probability distribution of such a time lapse would be that of the r th ordered statistics in a subgroup of size r, which would be equal to r th power of the distribution function of the original variable m (t).The whole process involves the mathematical model of the mean value function and knowledge about its parameters. If the parameters are known they can be taken as they are for the further analysis, if the parameters are not know they have to be estimated using a sample data by any admissible, efficient method of distribution. This is essential because the control limits depend on mean value function, which intern depends on the parameters. If software failures are quite frequent keeping track of inter-failure is tedious. If failures are more frequent order statistics are preferable. [5] 
Model Description
Considering failure detection as a non homogenous Poisson process with an exponentially decaying rate function, the expected number of failures observed by time t is given by ) and the failure rate by . To calculate the parameter values and control limits using Order Statistics approach, we considered exponential distribution [8] . The mean value function of exponential distribution is In order to group the inter-failure time data into non overlapping successive sub groups of size r the mean value function can be written as
The likelihood function L can be written as 
Parameter estimation and Control limits
Parameter estimation is a statistical method trying to estimate parameters based on inter failures time data which is based on ordered statistics. For the given observations using equations 2.2.8 and 2.2.9 the parameters "a" and "b" are computed by using the popular Newton Rapson method A program written in C was used for this purpose. [3] Based on the time between failures data given in Table- 1, we compute the software failure process through mean value control chart. We use cumulative time between failures data for software reliability monitoring through SPC. The parameters obtained from Goel-Okumoto model applied on the given time domain data are as follows: 
STATISTICAL PROCESS CONTROL
Statistical process control is the application of statistical methods to provide the information necessary to continuously control or improve processes throughout the entire lifecycle of a product [7] . SPC techniques help to locate trends, cycles, and irregularities within the development process and provide clues about how well the process meets specifications or requirements. They are tools for measuring and understanding process variation and distinguishing between random inherent variations and significant deviations so that correct decisions can be made about whether to make changes to the process or product. One of such primary statistical technique used to assess process variation is the control chart. [8] 
Control Chart
The control chart displays sequential process measurements relative to the overall process average and control limits. The upper and lower control limits establish the boundaries of normal variation for the process being measured. Variation within control limits is attributable to random or chance causes, while variation beyond control limits indicates a process change due to causes other than chance, a condition that may require investigation. [7] The upper control limit (UCL) and lower control limit (LCL) give the boundaries within which observed fluctuations are typical and acceptable There are many different types of control charts, pn, p, c, etc., [8] , [9] , [10] 
Developing Control Chart
Given the n inter-failure data the values of m(t) at T c , T u , T L and at the given n inter-failure times are calculated. Then successive differences of m(t)"s are taken, which leads to n-1 values. The graph with the said inter-failure times 1 to n-1 on X-axis, the n-1 values of successive differences m(t)"s on Y-axis, and the 3 control lines parallel to X-axis at m(T L ), m(T U ), m(T C ) respectively constitutes mean value chart to assess the software failure phenomena on the basis of the given inter-failures time data.
Illustration
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CONCLUSION
The Mean value charts of Fig 1 and 2 have shown out of control signals i.e. below LCL. By observing Mean value charts, we identified that failures situation is detected at an early stages. The early detection of software failure will improve the software reliability. When the control signals are below LCL, it is likely that there are assignable causes leading to significant process deterioration and it should be investigated. Hence, we conclude that our control mechanism proposed in this chapter giving a positive recommendation for its use to estimate whether the process is in control or out of control.
