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Abstract
While many statistical models and methods are now available for network analysis, resampling
network data remains a challenging problem. Cross-validation is a useful general tool for model
selection and parameter tuning, but is not directly applicable to networks since splitting network
nodes into groups requires deleting edges and destroys some of the network structure. Here we propose
a new network resampling strategy based on splitting node pairs rather than nodes applicable to cross-
validation for a wide range of network model selection tasks. We provide a theoretical justification for
our method in a general setting and examples of how our method can be used in specific network model
selection and parameter tuning tasks. Numerical results on simulated networks and on a citation
network of statisticians show that this cross-validation approach works well for model selection.
1 Introduction
Statistical methods for analyzing networks have received a lot of attention because of their wide-ranging
applications in areas such as sociology, physics, biology and medical sciences. Statistical network mod-
els provide a principled approach to extracting salient information about the network structure while
filtering out the noise. Perhaps the simplest statistical network model is the famous Erdo¨s-Renyi model
[Erdo¨s and Re´nyi, 1960], which served as a building block for a large body of more complex models,
including the stochastic block model (SBM) [Holland et al., 1983], the degree-corrected stochastic block
model (DCSBM) [Karrer and Newman, 2011], the mixed membership block model [Airoldi et al., 2008],
and the latent space model [Hoff et al., 2002], to name a few.
While there has been plenty of work on models for networks and algorithms for fitting them, inference
for these models is commonly lacking, making it hard to take advantage of the full power of statistical
modeling. Data splitting methods provide a general, simple, and relatively model-free inference frame-
work and are commonly used in modern statistics, with cross-validation (CV) being the tool of choice
for many model selection and parameter tuning tasks. For networks, both tasks are important – while
there are plenty of models to choose from, it is a lot less clear how to select the best model for the data,
and how to choose tuning parameters for the selected model, which is often necessary in order to fit
it. In classical settings where the data points are assumed to be an i.i.d. sample, cross-validation works
by splitting the data into multiple parts (folds), holding out one fold at a time as a test set, fitting
the model on the remaining folds and computing its error on the held-out fold, and finally averaging
the errors across all folds to obtain the cross-validation error. The model or the tuning parameter is
then chosen to minimize this error. To explain the challenge of applying this idea to networks, we first
introduce a probabilistic framework.
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Let V = {1, 2, · · · , n} =: [n] denote the node set of a network, and let A be its n× n adjacency matrix,
where Aij = 1 if there is an edge from node i to node j and 0 otherwise. We view the elements of A
as realizations of independent Bernoulli variables, with EA = M , where M is a matrix of probabilities.
For undirected networks, Aji = Aij , thus both A and M are symmetric matrices. We further assume
the unique edges Aij , i < j are independent Bernoulli variables. The general network analysis task is
to estimate M from the data A, under various structural assumptions we might make to address the
difficulty of having a single realization of A.
To perform cross-validation on networks, one has to decide how to split the data contained in A, and
how to treat the resulting partial data which is no longer a complete network. To the best of our
knowledge, there is little work available on the topic. Cross-validation was used by Hoff [2008] under a
particular latent space model, and Chen and Lei [2018] proposed a novel cross-validation strategy for
model selection under the stochastic block model and its variants. In this paper, we do not assume
a specific model for the network, but instead make a more general structural assumption of M being
approximately low rank, which holds for most popular network models. We propose a new general edge
cross-validation (ECV) strategy for networks, splitting node pairs rather than nodes into different folds,
a natural yet crucial choice. Treating the network after removing the entries of A for some node pairs
as a partially observed network, we apply low rank matrix completion to “complete” the network and
then fit the relevant model. This reconstructed network has the same rate of concentration around the
true model as the full network adjacency matrix, allowing for valid analysis. Our method is valid for
directed and undirected, binary and weighted networks. As concrete examples, we show how ECV can
be applied to determine the latent space dimension of random dot product graph models, select between
block model variants, tune regularization for spectral clustering, and tune neighborhood smoothing for
graphon models.
The rest of the paper is organized as follows. Section 2 introduces the new general edge-based cross-
validation algorithm ECV and establishes a general error bound for it. Section 3 develops the application
of ECV to several specific network model selection and parameter tuning tasks. Section 4 presents ex-
tensive simulation studies of ECV and its competitors for the tasks from Section 3. Section 5 presents
an application to a statisticians’ citation network, and Section 6 concludes with discussion. Our sup-
plementary material contains proofs and additional numerical results.
2 The edge cross-validation (ECV) algorithm
2.1 Notation and model
For simplicity of presentation, we derive everything for binary networks, but it will be clear that our
framework is directly applicable to weighted networks, which are prevalent in practice, and in fact the
application in Section 5 is to a weighted network.
Recall n is the number of nodes and A is the n× n adjacency matrix. Let D = diag(d1, d2, · · · , dn) be
the diagonal matrix with node degrees di =
∑
j Aij on the diagonal. The (normalized) Laplacian of a
network is defined as L = D−1/2AD−1/2. Finally, we write In for the n× n identity matrix and 1n for
n × 1 column vector of ones, suppressing the dependence on n when it is clear from the context. For
any matrix M , we use ‖M‖ to denote its spectral norm and ‖M‖F to denote its Frobenius norm.
Throughout the paper, we follow the widely used inhomogeneous Erdo¨s-Renyi model (IERM) for net-
works. Specifically, we assume that there exists an n× n matrix of probabilities M such that the Aij ’s
are independent Bernoulli variables with P(Aij = 1) = Mij , and the model assumptions will be reflected
in the structure of M . With no assumptions on M , inference is impossible since we only have one
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observation. On the other hand, we would like to avoid assuming a specific parametric model, since
choosing the (type of) model is one of the primary applications of cross-validation. As a compromise,
we make a generic structural assumption on M , assuming it is low rank, which holds for many popular
network models. Consider the following examples:
The random dot product graph model (RDPG). The RDPG [Young and Scheinerman, 2007] is a
general low-rank network model and a special case of the latent space model. RDPG assumes each node
of the network is associated with a latent K-dimensional vector Zi ∈ RK , and Mij = ZTi Zj . RDPG has
been successfully applied to a number of network problems [Sussman et al., 2014, Tang et al., 2017] and
its limiting behaviors can also be studied [Tang and Priebe, 2018]. More details can be found in the
review paper Athreya et al. [2017].
The stochastic block model (SBM) and its generalizations. The SBM is perhaps the most
widely used undirected network model with communities. The SBM assumes that M = ZBZT where
B ∈ [0, 1]K×K is a symmetric probability matrix and Z ∈ {0, 1}n×K has exactly one “1” in each row,
with Zik = 1 if node i belongs to community k. Let c = (c1, · · · , cn) be the vector of node membership
labels with ci taking values in {1, . . . ,K}. The SBM assumes P (Aij = 1) = Bcicj , that is, the probability
of edge between two nodes depends only on the communities they belong to. One of the commonly
pointed out limitations of the SBM is that it forces equal expected degrees for all the nodes in the
same community, therefore ruling out “hubs”. The degree corrected stochastic block model (DCSBM)
corrects this by allowing nodes to have individual “degree parameters” θi associated with each node i,
and models P (Aij = 1) = θiθjBcicj . The DCSBM needs a constraint to ensure identifiability, and here
we use the constraint
∑
ci=k
θi = 1 for each k, proposed in the original paper [Karrer and Newman,
2011]. Both the SBM and the DCSBM result in the probability matrix M of rank K. There are other
low rank variants of the SBM, for example the mixed membership block model proposed by Airoldi et al.
[2008] where P = ΓBΓ with Γ ∈ Rn×K and each row of Γ is generated from a Dirichlet distribution.
For a review of recent developments on this class of models, see Abbe [2018].
Graphon models. The Aldous-Hoover representation says that the probability matrix of any ex-
changeable random graph can be written as Mij = f(ξi, ξj) for ξi, i ∈ [n] independent uniform random
variables on [0, 1] and a function f : [0, 1] × [0, 1] → [0, 1] symmetric in its two arguments, determined
up to a measure-preserving transformation [Aldous, 1981, Diaconis and Janson, 2007]. There is a sub-
stantial literature on estimating the function f , called the graphon, under various assumptions [Wolfe
and Olhede, 2013, Choi and Wolfe, 2014, Gao et al., 2015]. Though M is random under this general
framework, the IERM still applies conditional on M , and thus our ECV method is applicable condition-
ally. Graphon models typically do not assume a low rank M , enforcing certain smoothness assumptions
on f instead. Fortunately, when these smoothness assumptions apply, the corresponding matrix M can
typically be approximated reasonably well by a low rank matrix [Chatterjee, 2015, Zhang et al., 2017].
In this setting, our ECV procedure works with the best low rank approximation to the model; see details
in Section 4.3).
2.2 The ECV procedure
For notational simplicity, we only present the algorithm for directed networks; the only modification
needed for undirected networks is treating node pairs (i, j) and (j, i) as one pair. The key insight of
ECV is to split node pairs rather than nodes, resulting in a partially observed network. We randomly
sample node pairs (regardless of the value of Aij) with a fixed probability 1 − p to be in the held-out
set. By exchangeable model assumption, the values of A corresponding to held-out node pairs are
independent of those corresponding to the rest. The leftover training network now has missing edge
values, which means many models and methods cannot be applied to it directly. Our next step is to
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reconstruct a “complete” network Aˆ from the training node pairs. Fortunately, the missing entries are
missing completely at random by construction, and this is the classic setting for matrix completion. Any
low-rank based matrix completion algorithm can now be used to fill in the missing entries, for example
Candes and Plan [2010], Davenport et al. [2014]. We postpone the algorithm details to Section 2.3.
Once we complete Aˆ through matrix completion, we can fit the candidate models on Aˆ and evaluate the
relevant loss on the held-out entries of A, just as in standard cross-validation. There may be more than
one way to evaluate the loss on the held-out set if the loss function itself is designed for binary input;
we will elaborate on this in examples in Section 3. The general algorithm is summarized as Algorithm 1
below. We present the version with many random splits into training and test pairs, but it is obviously
applicable to K-fold cross-validation if the computational cost of many random splits is prohibitive.
Algorithm 1 (The general ECV procedure). Input: an adjacency matrix A, a loss function L, a set
C of Q candidate models or tuning parameter values to select from, the training proportion p, and the
number of replications N .
1. For m = 1, . . . , N
(a) Randomly choose a subset of node pairs Ω ⊂ V × V, by selecting each pair independently
with probability p.
(b) Apply a low-rank matrix completion algorithm to (A,Ω) to obtain Aˆ.
(c) For each of the candidate models q = 1, . . . , Q, fit the model on Aˆ, and evaluate its loss
L
(m)
q by averaging the loss function L with the estimated parameters over the held-out set
Aij , (i, j) ∈ Ωc.
2. Let Lq =
1
N
∑N
m=1 L
(m)
q and return qˆ = argminqLq (the best model from set C).
The two crucial parts of ECV are splitting node pairs at random and applying low-rank matrix com-
pletion to obtain a full matrix Aˆ. While we focus on cross-validation for model selection in this paper,
it is clear that the exact same procedure can be used to create a bootstrap sample from A, of networks
of the same size, which can be viewed as independent noisy versions of A.
2.3 Network recovery by matrix completion
There are many algorithms that can be used to recover Aˆ from the training pairs. Define operator
PΩ : Rn×n → Rn×n by (PΩA)ij = AijI{(i, j) ∈ Ω}, replacing held-out entries by zeros. A generic
low-rank matrix completion procedure solves the problem
min
W
F (PΩW,PΩA) subject to rank(W ) ≤ K (1)
where K is the rank constraint and F is a loss function measuring the discrepancy between W and A on
entries in Ω, for example, sum of squared errors or binomial deviance. Since the problem is non-convex
due to the rank constraint, many computationally feasible variants of (1) have been proposed for use in
practice, obtained via convex relaxation and/or problem reformulation. While any such method can be
used in ECV, for concreteness we follow the singular value thresholding procedure to construct a low
rank approximation
Aˆ = SH
(
1
p
PΩA,K
)
, (2)
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where SH(B,K) denotes rank K truncated SVD of a matrix B. That is, if the SVD of B is B = UDV
T
where D = diag(σ1, σ2, · · · , σn), σ1 ≥ σ2 · · · ≥ σn ≥ 0, then SH(B,K) = UDKV T , where DK =
diag(σ1, σ2, · · · , σK , 0, · · · , 0).
This matrix completion procedure is similar to the universal singular value thresholding (USVT) method
of Chatterjee [2015], except we fix K and always use top K eigenvalues and USVT uses a universal
constant to threshold σ’s. This method is computationally efficient as it only requires a partial SVD of
the adjacency matrix with held-out entries replaced by zeros, which is typically sparse. It runs easily
on a network of size 104−105 on a laptop. There are more involved matrix completion algorithms, such
as, for example, Keshavan et al. [2009] and Mazumder et al. [2010], which may sometimes give better
accuracy. One can choose a more sophisticated method if the size of the network allows, but considering
completion accuracy is not the ultimate goal here, since we expect and in fact need noisy versions of
A, it may not be worth the extra computational cost: we tried the iterative method which appears as
a primal version of the hardImpute algorithm in Mazumder et al. [2010], and while it improves matrix
completion accuracy itself, the improvement in the model selection task is very small.
One could also consider binary rather than general matrix completion methods, also known as 1-bit
matrix completion [Davenport et al., 2014, Cai and Zhou, 2013, Bhaskar and Javanmard, 2015], which
are in fact more appropriate since A is a binary matrix. However, 1-bit matrix completion methods are
generally much more computationally demanding than the Frobenius norm-based completion. For the
rest of this paper, we use non-binary completion, which can also be thought of as estimating EA, using
truncated SVD (2) because of its low computational cost.
It remains to specify the rank K. In some situations, K itself is directly associated with the model to be
selected, and thus there is an obvious choice, as in problems in Sections 3.1 and 3.3. In other situations,
such as the graphon estimation problem in Section 3.4, K is not directly available, so we simply add
K as an extra model selection parameter; see Section 3.1. One can also avoid selecting a K entirely by
using the universal threshold proposed for USVT by Chatterjee [2015], but in practice we found this
leads to lower model selection accuracy.
Remark 1. If an upper bound on ‖M‖∞ is available, say ‖M‖∞ ≤ d¯/n, where ‖M‖∞ = maxij |Mij |,
an improved estimator A˜ can be obtained by truncating the entries of Aˆ onto the interval [0, d¯/n], as in
Chatterjee [2015]. A trivial option of truncating to the interval [0, 1] is always available, ensuring A˜ is a
better estimator of M in Frobenius norm than Aˆ. We did not observe any substantial improvement in
model selection performance from truncation, however. In some applications, a binary adjacency matrix
may be required for subsequent model fitting; if that is the case, a binary matrix can be obtained from
A˜ by using one of the standard link prediction methods, for example, by thresholding at 0.5
Remark 2. An alternative to matrix completion is to simply replace all of the held-out entries by
zeros and use the resulting matrix A0 for model estimation. The resulting model estimate Mˆ0 of the
probability matrix EA0 is a biased estimator of M , but since we know the sampling probability p, we
can remove this bias by setting Mˆ∗ = Mˆ0/p as in Chatterjee [2015] and Gao et al. [2016], then use Mˆ∗
for prediction and calculating the cross-validation error. This method is valid as long as the adjacency
matrix is binary and probably the simplest of all (though, surprisingly, we did not find any explicit
references to this in the literature). In particular, for the stochastic block model it is equivalent to our
general ECV procedure when using (2) for matrix completion. However, in applications beyond block
models these two approaches will give different results, and we have empirically observed that ECV
with matrix completion works better and is much more robust to the choice of p. Moreover, filling in
zeros instead of doing matrix completion does not work for weighted networks, since that would clearly
change the weight distribution which cannot be fixed by a simple rescaling by p. We do not pursue this
version further.
5
2.4 Theoretical justification
Intuitively, ECV should be valid as long as Aˆ reflects relevant properties of the true underlying model.
The following theorem formalizes this intuition. We make two assumptions:
Assumption A1. rank(M) = K.
Assumption A2. maxijMij ≤ d/n for some positive d.
Assumption A2 can be satisfied trivially by setting d = n. However, in many network models the
entries of M are assumed to be o(1) in order to avoid a dense graph, and our bounds can be improved
if additional information about d is available.
Theorem 1. Let M be a probability matrix satisfying A1 and A2. Let A be an adjacency matrix
with edges sampled independently and E(A) = M . Let Ω be an index matrix for a set of node pairs
selected independently with probability p ≥ C1 log n/n for some absolute constant C1, with Ωij = 1 if
the node pair (i, j) are selected and 0 otherwise. If d ≥ C2 log(n) for some absolute constant C2, then
with probability at least 1− 3n−δ for some δ > 0, the completed matrix Aˆ defined in (2) satisfies
‖Aˆ−M‖ ≤ C˜ max
(√
Kd2
np
,
√
d
p
,
√
log n
p
)
(3)
where C˜ = C˜(δ, C1, C2) is a constant that only depends on C1, C2 and δ. This also implies
‖Aˆ−M‖2F
n2
≤ C˜
2
2
max
(
K2d2
n3p
,
Kd
n2p
,
K log n
n2p2
)
. (4)
This theorem holds for both directed and undirected networks. Next, we compare Theorem 1 with
known rates for previously studied network problems. Again, we set p to be a constant, so the spectral
norm error bound (3), taking into account the assumption d ≥ C2 log n, becomes
‖Aˆ−M‖ ≤ C˜ max
(√
Kd
n
, 1
)√
d . (5)
The bound (5) implies the rate of concentration of Aˆ around M is the same as the concentration of
the full adjacency matrix A around its expectation [Lei and Rinaldo, 2014, Chin et al., 2015, Le et al.,
2017], as long as Kdn ≤ 1. The sparser the network, the weaker our requirement for K. For instance,
when the network is moderately sparse with d = O(log n), we only need K ≤ (n/ log n). This may seem
counter-intuitive but this happens because the dependence on K in the bound comes entirely from M
itself. A sparse network means that most entries of M are very small, thus replacing the missing entries
in A with zeros does not contribute much to the overall error and the requirement on K can be less
stringent. While for sparse networks the estimator is noisier, the noise bounds have the same order
for the complete and the incomplete networks (when p is a constant), and thus the two concentration
bounds still match.
Theorem 1 essentially indicates ‖Aˆ−M‖ ≈ ‖A−M‖ if we assume Kd ≤ n. Thus in the sense of
concentration in spectral norm, we can treat Aˆ as a network sampled from the same model. Under
many specific models, such concentration of Aˆ is sufficient to ensure model estimation consistency at
the same rate as can be obtained from using the original matrix A and also gives good properties about
model selection. (see Theorem 2 and Theorem 3.)
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3 Examples of ECV for model selection
3.1 Model-free rank estimators
The rank constraint for the matrix completion problem is typically unknown, and in practice we need to
choose or estimate it in order to apply ECV. When the true model is a generic low-rank model such as
RDPG, selecting K is essentially selecting its latent space dimension. Rank selection for a general low-
rank matrix (not a network) by cross-validation has been studied by Owen et al. [2009] and Kanagal and
Sindhwani [2010]. They split the matrix by blocks or multiple blocks instead of by individual entries, and
evaluated performance on the task of non-negative matrix factorization, a completely different setting
from ours. More generally, selection of K can itself be treated as a model selection problem, since the
completed matrix Aˆ itself is a low rank approximation to the unknown underlying probability matrix
M .
To select K, we will need to compare Aˆ to A in some way. One natural approach is to directly compare
the values of Aˆ and A on the held-out entries. For instance, we can use the sum of squared errors,
SSE =
∑
(i,j)∈Ωc(Aij− Aˆij)2, or alternatively compute the binomial deviance (when A is binary) on this
set, and pick the value of K to minimize it. In this setting, the ECV can be seen as a network analogy
of the tuning strategy of Mazumder et al. [2010].
Another possibility is to consider how well Mˆ performs on predicting links (for unweighted networks).
We can predict A˜ij = I{Aˆij > c} for all entries in the hold-out set Ωc for a threshold c, and vary c to
obtain a sequence of link prediction results. A common measure of prediction performance is the area
under the ROC curve (AUC), which compares false positive rates to true positive rates for all values
of c, with perfect prediction corresponding to AUC of 1, and random guessing to 0.5. We can then
select the K to maximize the AUC. In practice, we have observed that both the imputation error and
the AUC work well in general rank estimation tasks. For block models, they perform comparably to
likelihood-based methods most of the time.
In rank selection in general, the model of rank K is a special case of the model with rank K + 1, and
while the former is preferable for parsimony, they will give very similar model fits (unless overfitting
occurs). A reasonable goal for model selection in this situation is to guarantee the selected rank is not
under-selected; the same guarantee was provided by Chen and Lei [2018]. The lack of protection against
over-selection is a known issue for cross-validation in many problems and has been rigorously shown for
regression [Shao, 1993, Zhang, 1993, Yang et al., 2007, Lei, 2017] whenever the training proportion is
non-vanishing.
Assumption A3. Assume P = ρnP
0 where P 0 = UΣ0UT is a probability matrix, Σ0 = diag(λ01, · · · , λ0K)
is the diagonal matrix of non-increasing eigenvalues, and U = (U1, U2, · · · , UK) contains the correspond-
ing eigenvectors. Assume there exists a positive constant ψ1 such that
n
ψ1
≤ λ0K ≤ λ01 ≤ ψ1n and the
minimum gap between any two distinct eigenvalues is at least n2ψ1 . Also, assume maxi∈[n]
∑
j∈[n] P
0
ij ≥
ψ2nmaxij P
0
ij for some positive constant ψ2, i.e., the values of P
0 are all of similar magnitude.
With this parameterization, the expected node degree is bounded by λn = nρn.
We will need to define matrix coherence, a concept widely used in the matrix completion literature
[Cande`s and Recht, 2009]. Under the parameterization of A3, the coherence of P is defined as
µ(P ) = max
i∈[n]
n
K
‖UTei‖2 = n
K
‖U‖22,∞.
There is a large class of natural matrices satisfying µ(P ) = O(1) [Cande`s and Recht, 2009, Cande`s and
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Tao, 2010], which is believed to be the necessary condition for matrix completion to work well under
the uniform missing mechanism [Chen et al., 2015]. Therefore we will also assume µ(P ) to be bounded,
though in our context this assumption can be relaxed at the cost of a stronger condition on the network
density.
Assumption A4 (Incoherence). Under A3, assume the coherence of P 0 is bounded with µ(P 0) ≤ a
for some constant a > 1.
It is easy to verify that in the special case of the SBM with a positive semi-definite probability matrix
and non-vanishing communities, both A3 and A4 are satisfied.
Theorem 2 (ECV under the RDPG). Assume A is generated from an RDPG model satisfying A3 and
A4, with latent space dimension K. Let Kˆ be the output of ECV described in Section 3.1. If the sum
of squared errors is used as the loss and the expected degree satisfies λn
n1/3 log4/3 n
→∞,
P(Kˆ < K)→ 0.
To the best of our knowledge, Theorem 2 gives the first model selection guarantee under the RDPG.
3.2 Model selection for block models
Next we apply ECV to model selection under the SBM and the DCSBM (referred to as block models
for conciseness). The choice of fitting method is not crucial for model selection, and many consistent
methods are now available for fitting both the SBM and DCSBM [Karrer and Newman, 2011, Zhao
et al., 2012, Bickel et al., 2013, Amini et al., 2013]. Here we use one of the simplest, fastest, and most
common methods, spectral clustering on the Laplacian L = D1/2AD1/2, where D is the diagonal matrix
of node degrees. For the SBM, spectral clustering takes K leading eigenvectors of L, arranged in a n×K
matrix U , and applies the K-means clustering algorithm to the rows of U to obtain cluster assignments
for the n nodes. For the DCSBM, the rows are normalized first, and then the same algorithm applies.
Spectral clustering enjoys asymptotic consistency under the SBM when the average degree grows at
least as fast as log n [Rohe et al., 2011, Lei and Rinaldo, 2014, Sarkar et al., 2015]. The possibility of
strong consistency for spectral clustering was recently discussed by Eldridge et al. [2017], Abbe et al.
[2017] and Su et al. [2017]. Variants of spectral clustering are consistent under the DCSBM, for example,
spherical spectral clustering [Qin and Rohe, 2013, Lei and Rinaldo, 2014] and the SCORE method [Jin,
2015].
Since both the SBM and the DCSBM are undirected network models, we use the undirected ECV,
selecting edges at random from pairs (i, j) with i < j, and including the pair (j, i) whenever (i, j)
is selected. Once node memberships are estimated, the other parameters are easy to estimate by
conditioning on node labels, for example by the MLE evaluated on the available node pairs. Let
Cˆk = {i : (i, j) ∈ Ω, cˆi = k} be the estimated member sets for each group k = 1, . . . ,K. Then we can
estimate the entries of the probability matrix B as
Bˆkl =
∑
(i,j)∈ΩAij1(cˆi = k, cˆj = l)
nˆΩkl
(6)
where
nˆΩkl =
{
|(i, j) ∈ Ω : cˆi = k, cˆj = l| if k 6= l
|(i, j) ∈ Ω : i < j, cˆi = cˆj = k| if k = l.
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Under the DCSBM, the probability matrix can be estimated similarly as in Karrer and Newman [2011],
Zhao et al. [2012] and Joseph and Yu [2016] via the Poisson approximation, letting
Oˆ∗kl =
∑
(i,j)∈Ω
Aij1(cˆi = k, cˆj = l) and setting θˆi =
∑
j:(i,j)∈ΩAij∑K
k=1 Oˆ
∗
cˆi,k
, Pˆij = θˆiθˆjOˆ
∗
cˆicˆj
/p .
The probability estimate Pˆ is scaled by p to reflect missing edges, which makes it slightly different
from the estimator for the fully observed DCSBM [Karrer and Newman, 2011]. This rescaling happens
automatically in the SBM estimator (6) since the sums in both the numerator and the denominator
range over Ω only. Finally, the loss function can again be the sum of squared errors or binomial deviance;
we found that the L2 loss works slightly better in practice for the block models.
The model selection task here includes the choice of the SBM vs. the DCSBM and the choice of K.
Suppose we consider the number of communities ranging from 1 to Kmax. The candidate set of models
in Algorithm 1 is then C = {SBM-K,DCSBM-K, K = 1, . . . ,Kmax} where the number after the model
name is the number of communities. The ECV algorithm for this task is presented next, as Algorithm 2.
Algorithm 2. Input: an adjacency matrix A, the largest number of communities to consider Kmax,
the training proportion p, and the number of replications N .
1. For m = 1, . . . , N
(a) Randomly choose a subset of node pairs Ω, selecting each pair (i, j), i < j independently
with probability p, and adding (j, i) if (i, j) is selected.
(b) For K = 1, . . . ,Kmax,
i. Apply matrix completion to (A,Ω) with rank constraint K to obtain AˆK .
ii. Run spectral clustering on AˆK to obtain the estimated SBM membership vector cˆ
(m)
1,K ,
and spherical spectral clustering to obtain the estimated DCSBM cˆ
(m)
2,K .
iii. Estimate the two models’ probability matrices Mˆ
(m)
1,K , Mˆ
(m)
2,K based on cˆ
(m)
1,K , cˆ
(m)
2,K and
evaluate the corresponding losses L
(m)
q,K , q = 1, 2 by applying the loss function L with the
estimated parameters to Aij , (i, j) ∈ Ωc.
2. Let Lq,K =
1
N
∑N
m=1 L
(m)
q,K . Return (qˆ, Kˆ) = arg minq=1,2 minK=1,...,Kmax Lq,K as the best model
(with qˆ = 1 indicating SBM and qˆ = 2 indicating DCSBM).
As a special case, one can also consider the task of just choosing K under a specific model (the SBM
or the DCSBM), for which there are many methods [Latouche et al., 2012, McDaid et al., 2013, Bickel
and Sarkar, 2016, Lei, 2016, Saldana et al., 2017, Wang and Bickel, 2017, Chen and Lei, 2018, Le and
Levina, 2015]. In particular, Theorem 1 can be modified (see Proposition 1 and 2 in Supplementary
Material) to show that the parametric ECV (Algorithm 2) achieves one-sided consistency of choosing
K under the SBM, under the following standard SBM assumption:
Assumption A5. The probability matrix B(n) = ρnB0, where B0 is a fixed K×K symmetric nonsingu-
lar matrix with all entries in [0, 1] and K is fixed (and therefore the expected node degree is λn = nρn).
There exists a constant γ > 0 such that mink nk > γn where nk = |{i : ci = k}|.
Theorem 3 (Consistency under the SBM). Let A be the adjacency matrix of a network generated from
the SBM satisfying A5 and assume λn/ log n → ∞. Let Kˆ be the selected number of communities by
using Algorithm 2 with the L2 loss. Then we have
P(Kˆ < K)→ 0.
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If we assume λn/n
2/3 → ∞ and all entries of B0 are positive, then the same result also holds for the
binomial deviance loss.
The theorem requires a stronger assumption for the binomial deviance result than it does for the L2
loss. While these conditions may not be tight, empirically the L2 loss performs better as well (see
Section 4 and Supplementary Material B.2), which may intuitively be explained by the instability of
binomial deviance near 0. Just like in our RDPG result and the result of Chen and Lei [2018], we
have a one-sided guarantee, but the assumption on the expected degree is much weaker than that of
Theorem 2. This is a natural trade-off of better rates under a parametric version of the ECV against
making additional model assumptions.
3.3 Parameter tuning in regularized spectral clustering
Regularized spectral clustering has been proposed to improve performance of spectral clustering in sparse
networks, but regularization itself frequently depends on a tuning parameter that has to be selected
correctly in order to achieve the improvement. Several different regularizations have been proposed and
analyzed [Chaudhuri et al., 2012, Amini et al., 2013]. ECV can be used to tune all of them, but for
concreteness here we focus on the proposal by Amini et al. [2013], which replaces the usual normalized
graph Laplacian L = D−1/2AD−1/2, where D is the diagonal matrix of node degrees, by the Laplacian
computed from the regularized adjacency matrix
Aτ = A+ τ
dˆ
n
11T (7)
where dˆ is the average node degree and τ is a tuning parameter, typically within [0, 1]. The scale of the
multiplier is motivated by theoretical results under the SBM [Gao et al., 2017, Le et al., 2017]. This
regularization is known to improve concentration [Le et al., 2017], but also the larger τ is, the more
noise it adds, and thus we aim to select the best value of τ that balances these two effects. Joseph and
Yu [2016] proposed a data-driven way to select τ called DKest based on theoretical bounds obtained
under the SBM and the DCSBM. Using ECV is an alternative general data-driven way of selecting τ
which does not rely on model assumptions.
Choosing a good τ is expected to give good clustering accuracy, defined as proportion of correctly
clustered nodes under the best cluster matching permutation,
max
cˆp∈perm(cˆ)
|{i ∈ [n], cˆpi = ci}|/n.
We can directly use Algorithm 1 with the candidate set C being a grid of τ values and the matrix
completion procedure applied to regularized partial adjacency matrices for each τ , as long as we can
specify a loss function. Ideally, we would prefer a model-free loss function, applicable even when the
block model does not hold. In general, choosing a loss function for cross-validation in clustering is
difficult. While there is some work in the classical clustering setting [Tibshirani et al., 2001, Sugar and
James, 2003, Tibshirani and Walther, 2005], it has not been discussed much in the network setting,
and the loss function we propose next, one of a number of reasonable options, may be of independent
interest.
For any cluster label vector c, the set of node pairs V×V will be divided into K(K+1)/2 classes defined
by H(i, j) = (ci, cj). We treat each H(i, j) as an unordered pair, since the network is undirected in
spectral clustering. To compare two vectors of labels c1 and c2, we can compare their corresponding
partitions H1 and H2 by computing co-clustering difference (CCD) or normalized mutual information
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(NMI) between them [Yao, 2003]. For instance, the co-clustering matrix for H1 is defined to be the
n2×n2 matrix G1 such that G1,(j−1)n+i,(q−1)n+p = I{H1(i, j) = H1(p, q)}, reflecting whether or not two
edges are in the same partition of H1. Then the CCD between H1 and H2 is defined as the squared
Frobenius norm of the difference between the two co-clustering matrices
CCD(H1, H2) = ‖G1 −G2‖2F /2.
We apply this measure to choose the tuning parameter τ as follows: for each split m = 1, 2, · · · , N
of ECV and each candidate value of τ , we complete the adjacency matrix after removing the held-out
entries and estimate cluster labels cˆ
(m)
τ and the corresponding Hˆ
(m)
τ by regularized spectral clustering on
the completed matrix with the candidate value of τ . We also compute Hˆτ , the partition corresponding
to regularized spectral clustering on the full adjacency matrix with the same value of τ . Then we choose
τ by comparing these partitions constrained to the held-out set,
τˆ = arg min
τ∈C
N∑
m=1
CCD(Hˆ
(m)
τ,Ωcm
, Hˆτ,Ωcm).
Intuitively, if τ is a good value, the label vectors that generate Hˆ
(m)
τ,Ωcm
and Hˆτ,Ωcm should both be close
to the truth, and so the co-clustering matrices should be similar; if τ is a bad choice, then both label
vectors will contain more errors, likely to be non-matching, and the corresponding CCD will be larger.
3.4 Parameter tuning in graphon estimation
Graphon (or probability matrix) estimation is another general task which often relies on tuning pa-
rameters that can be determined by cross-validation. Zhang et al. [2017] proposed a method called
“neighborhood smoothing” to estimate M instead of f under the assumption that f is a piecewise Lip-
schitz function, avoiding the measure-preserving transformation ambiguity. They showed their method
achieves a nearly optimal rate while requiring only polynomial complexity for computation (optimal
methods are exponential). The method depends on a tuning parameter h which controls the degree of
smoothing. The theory suggests h = τ
√
logn
n for a constant τ .
This is a setting where we have no reason to assume a known rank of the true probability matrix and
M does not have to be low rank. However, for a smooth graphon function a low rank matrix can
approximate M reasonably well [Chatterjee, 2015]. The ECV procedure under the graphon model now
has to select the best rank for its internal matrix completion step. Specifically, in each split, we can
run the rank estimation procedure discussed in Section 3.1 to estimate the best rank for approximation
and the corresponding Aˆ as the input for the neighborhood smoothing algorithm. The selected tuning
parameter is again the one minimizing the average prediction error.
3.5 Stability selection
Stability selection [Meinshausen and Bu¨hlmann, 2010] was proposed as a general method to reduce noise
by repeating model selection many times over random splits of the data and keeping only the features
that are selected in the majority of splits; any cross-validation procedure can benefit from stability
selection since it relies on random data splits. An additional benefit of stability selection in our context
is increased robustness to the choice of p and N (see Supplementary Material B.4). Chen and Lei
[2018] applied this idea to NCV as well, repeating the procedure multiple times and choosing the most
frequently selected model. We use the same strategy for ECV (and NCV in comparisons), choosing the
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model selected most frequently out of 20 replications. When we need to select a numerical parameter
rather than a model, we can also average the values selected over the 20 replications (and round to an
integer if needed, say for the number of communities). Overall, picking the most frequent selection is
more robust to different tasks, though picking the average may work better in some situations. More
details are given in Section 4.
4 Numerical performance evaluation
In this section, we use extensive simulation studies to evaluate performance of ECV for the tasks
discussed in Section 3: model selection for block models (SBM vs DCSBM and the choice of K),
tuning regularized spectral clustering and tuning neighborhood smoothing for graphon estimation. The
simulation study for estimating rank for a general low-rank network model is included in appendix.
The two internal parameters we need to set for the ECV are the selection probability p and the number of
repetitionsN . Our numerical experiments suggest (see Supplementary Material B.4) that the accuracy is
stable for p ∈ (0.85, 1) and the choice of N does not have much effect after applying stability selection.
In all of our examples, we take p = 0.9 and N = 3, for a fair comparison with the recommended
configuration for the NCV method of Chen and Lei [2018] under block models. This configuration
seems to work well in all settings.
4.1 Model selection under block models
Following Chen and Lei [2018], we evaluate performance under the block models on choosing both
the model (SBM vs. DCSBM) and the number of communities K simultaneously. The setting for all
simulated networks in this section is as follows. For the DCSBM, we first sample 300 values from the
power law distribution with the lower bound 1 and scaling parameter 5, and then set the node degree
parameters θi, i = 1, · · · , n by randomly and independently choosing one of these 300 values. For the
SBM, we set θi = 1 for all i. Let pi ∝ (1, 2t, · · · ,Kt) be the proportions of nodes in the K communities;
t controls the size balance (when t = 0 the communities have equal sizes). Let B0 = (1 − β)I + β11T
and B ∝ ΘB0Θ, so that β is the out-in ratio (the ratio of between-block probability and within-block
probability of edge). The scaling is selected so that the average node degree is λ. We consider several
combinations of size and the number of communities: (n = 600,K = 3), (n = 600,K = 5) and
(n = 1200,K = 5). For each configuration, we then vary three aspects of the model:
1. Sparsity: set the expected average degree λ to 15, 20, 30, or 40, fixing t = 0 and β = 0.2.
2. Community size: set t to 0, 0.25, 0.5, or 1, fixing λ = 40 and β = 0.2.
3. Out-in ratio: set β to 0, 0.25, or 0.5, fixing λ = 40 and t = 0.
All results are based on 200 replications. The four methods compared on this task are ECV with L2 loss
(ECV-l2), the stable version of ECV where the most frequent selection of 20 independent repetitions
of ECV-l2 is returned (ECV-l2-mode), and the corresponding versions of the NCV procedure (NCV-l2,
NCV-l2-mode). We only show the results from using the L2 loss for model selection since we observed it
works better than binomial deviance for both ECV and NCV. The performance using binomial deviance
as loss can be found in Supplementary Material B.2.
Table 1 shows the fraction (out of the 200 replications) of times the correct model was selected when the
true model is the DCSBM. Over all settings, stability selection improves performance as long as cross-
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validation is working reasonably well to start with. This is expected, since stability selection is only a
variance reduction step, and it cannot help if the original procedure is not working. The NCV works well
in easier settings (smaller number of communities, denser networks, more balanced communities, smaller
out-in ratio). As the problem becomes harder, the NCV quickly loses accuracy on model selection. The
ECV gives better selection than NCV in all cases, and in harder settings the difference is very large.
For instance, when K = 5, n = 1200, λ = 30, β = 0.2 with balanced communities, NCV completely fails
(0% correct) while ECV gives the correct answer 100% of the time. In appendix, we include the result
from the experiment with the SBM as the underlying truth and the message is still the same.
Table 1: Overall model selection by ECV and NCV (fraction correct out of 200 replications). The true model is
the DCSBM.
K n λ t β ECV-l2 ECV-l2-mode NCV-l2 NCV-l2-mode
3 600
15 0 0.2 0.73 0.87 0.00 0.00
20 0 0.2 0.97 0.99 0.02 0.00
30 0 0.2 1.00 1.00 0.43 0.40
40 0 0.2 1.00 1.00 0.88 0.98
5 600
15 0 0.2 0.49 0.58 0.00 0.00
20 0 0.2 0.90 0.95 0.00 0.00
30 0 0.2 0.99 1.00 0.05 0.01
40 0 0.2 0.99 1.00 0.27 0.24
5 1200
15 0 0.2 0.67 0.76 0.00 0.00
20 0 0.2 0.99 0.99 0.00 0.00
30 0 0.2 1.00 1.00 0.04 0.00
40 0 0.2 1.00 1.00 0.41 0.33
3 600
40 0 0.2 1.00 1.00 0.88 0.98
40 0.25 0.2 1.00 1.00 0.90 0.97
40 0.5 0.2 1.00 1.00 0.92 0.97
40 1 0.2 0.70 0.79 0.42 0.46
5 600
40 0 0.2 0.99 1.00 0.27 0.24
40 0.25 0.2 0.98 1.00 0.28 0.29
40 0.5 0.2 0.77 0.79 0.18 0.17
40 1 0.2 0.11 0.06 0.05 0.00
5 1200
40 0 0.2 1.00 1.00 0.41 0.33
40 0.25 0.2 1.00 1.00 0.44 0.39
40 0.5 0.2 0.81 0.83 0.21 0.16
40 1 0.2 0.10 0.06 0.00 0.06
3 600
40 0 0.1 1.00 1.00 0.99 1.00
40 0 0.2 1.00 1.00 0.88 0.98
40 0 0.5 0.95 0.97 0.00 0.00
5 600
40 0 0.1 1.00 1.00 0.79 0.96
40 0 0.2 0.99 1.00 0.27 0.24
40 0 0.5 0.00 0.00 0.00 0.00
5 1200
40 0 0.1 1.00 1.00 0.90 0.99
40 0 0.2 1.00 1.00 0.41 0.33
40 0 0.5 0.00 0.00 0.00 0.00
Another popular model selection problem under the block models is the selection of number of commu-
nities, assuming the true model (SBM or DCSBM) is known. We have extensive simulation experiments
on this task by comparing the ECV with the NCV and a few other model-based methods [Wang and
Bickel, 2017, Saldana et al., 2017, Le and Levina, 2015]. The details are included in appendix due to the
limit of space. Between the two cross-validation methods, the ECV is again a clear winner compared to
the NCV. However, the model-based methods are overall more effective than cross-validation methods
as expected.
4.2 Tuning regularized spectral clustering
Another application of ECV discussed in Section 3.3 is choosing the tuning parameter for regularized
spectral clustering. We test the ECV on this task on networks generated from the DCSBM under
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the setting described in Section 4.1, with n = 600, K = 3, a power law distribution for θi, balanced
community sizes pi = (1/3, 1/3, 1/3), out-in ratio β = 0.2, and average degree λ = 5, since regularization
is generally only relevant when the network is sparse. The candidate set for the tuning parameter τ
is C = {0.1, 0.2, · · · , 1.9, 2}. Without regularization, at this level of sparsity spectral clustering works
very poorly. We use the ECV procedure described in Section 3.3 as well as its two stabilized versions
to select τ . We also report the accuracy for each fixed value of τ in C as well as the DKest estimator of
τ proposed by Joseph and Yu [2016].
In the sparse setting, spectral clustering may occasionally suffer from bad local optima found by K-
means. Thus we report the median clustering accuracy out of 200 replications, as well as its 95%
confidence interval calculated by bootstrap. Figure 1 shows the confidences intervals for the median
accuracy of regularized spectral clustering for all tuning strategies out of 200. Without regularization,
the clustering accuracy is below 0.5 (not shown). The accuracy jumps up with regularization for small τ
values, and decreases slowly as τ increases. All data-driven methods give close to optimal performance,
with DKest and ECV-avg giving the best result, closely followed by ECV without stability selection
and ECV-mode. Again, considering that DKest is a model-based method designed specifically for this
purpose, and ECV is a generic tuning method, this is a good result for the ECV.
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Figure 1: The median clustering accuracy for different fixed values of τ and for DKest and ECV tuning. The true
model is DCSBM with n = 600, K = 3, λ = 5, β = 0.2 and t = 0.
4.3 Tuning nonparametric graphon estimation
In this example, we demonstrate the performance of ECV in tuning the neighborhood smoothing esti-
mation for a graphon model. As discussed before, the theory in Zhang et al. [2017] suggests h = τ
√
logn
n
for a constant τ , but does not give any information about the value for τ . As we show next, the choice
of τ matters in practice and ECV can be used to pick a good value.
The tuning procedure is very stable for the graphon problem and stability selection is unnecessary.
Figure 2 shows the tuning results for two graphon examples taken from Zhang et al. [2017], both for
networks with n = 500 nodes. Graphon 1 is a block model (though this information is never used), which
is a piecewise constant function, and M is low rank. Graphon 2 is a smoothly varying function which
is not low rank; see Zhang et al. [2017] for more details. The errors are pictured as the median over
200 replications with a 95% confidence interval (calculated by bootstrap) of the normalized Frobenius
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error ‖Mˆ −M‖F /‖M‖F . For Graphon 1, which is low rank, the ECV works extremely well and picks
the best τ from the candidate set most of the time. For Graphon 2, which is not low rank and therefore
more challenging for a procedure based on a low-rank approximation, the ECV does not always choose
the very best τ , but still achieves a fairly competitive error rate by successfully avoiding the “bad” range
of τ . This example illustrates that the choice of constant can lead to a big difference in estimation error,
and the ECV is successful at choosing it.
(a) Graphon 1 heatmap (b) Graphon 2 heatmap
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Figure 2: Parameter tuning for piecewise constant graphon estimation.
5 Community detection in a statistician citation network
In this section, we demonstrate model selection by ECV on a publicly available dataset compiled by
Ji and Jin [2016]. This dataset contains information (title, author, year, citations and DOI) about all
papers published between 2003 and 2012 in four top statistics journals (Annals of Statistics, Biometrika,
Journal of the American Statistical Association – Theory and Methods, and Journal of the Royal
Statistical Society Series B), which involves 3607 authors and 3248 papers in total. This dataset was
carefully curated by Ji and Jin [2016] to resolve name ambiguities and is relatively interpretable, at
least to statisticians.
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Figure 3: The core of statistician citation network. The network has 706 nodes with node citation count (ignoring
directions) ranging from 15 to 703. The nodes sizes and colors indicate the citation counts and the nodes with
larger citation counts are larger and darker.
The citations of all the papers are available so we can construct the citation network between authors (as
well as papers, but here we focus on authors as we are looking for research communities of people). We
thus construct a weighted undirected network between authors, where the weight is the total number
of their mutual citations. The largest connected component of the network contains 2654 authors.
Thresholding the weight to binary resulted in all methods for estimating K selecting an unrealistically
large and uninterpretable value, suggesting the network is too complex to be adequately described by a
binary block model. Since the weights are available and contain much more information than just the
presence of an edge, we analyze the weighted network instead; seamlessly switching between binary and
weighted networks is a strength of ECV. Many real world networks display a core-periphery structure,
and citation networks especially are likely to have this form. We focus on analyzing the core of the
citation network, extracting it following the procedure proposed by Wang and Rohe [2016]: delete nodes
with less than 15 mutual citations and their corresponding edges, and repeat until the network no longer
changes. This results in a network with 706 authors shown in Figure 3. The individual node citation
count ranges from 15 to 703 with a median 30.
Block models are not defined for weighted networks, but the Laplacian is still well-defined and so the
spectral clustering algorithm for community detection can be applied. The model-free version ECV-
SSE can be used to determine the number of communities. We apply the ECV-SSE procedure with
p = 0.9 and N = 3 and repeat it 200 times, with the candidate values for K from 1 to 50. The stable
version ECV-SSE-mode selects K = 20. We also used ECV to tune the regularization parameter for
spectral clustering, as described in Section 3.3. It turns out the regularization does make the result
more interpretable.
We list the 20 communities in Table 2, with each community represented by 10 authors with the largest
number of citations, along with subjective and tentative names we assigned to these communities. Note
that the names are assigned based on the majority of authors’ interests or area of contributions, and
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that it is based exclusively on data collected in the period 2003-2012, so people who have worked on
many topics over many years tend to appear under the topic they devoted the most attention to in
that time period. Many communities can be easily identified by their common research interests; high-
dimensional inference, a topic that many people published on in that period of time, is subdivided
into several sub-communities that are in themselves interpretable (communities 1, 2, 4, 5, 10, 12, 15).
Overall, these groups are fairly easily interpretable to those familiar with the statistics literature of this
decade.
Table 2: The 10 authors with largest total citation numbers (ignoring the direction) within 20 communities, as
well as the community interpretations. The communities are ordered by size and authors within a community are
ordered by mutual citation count.
Interpretation [size] Authors
1 high-dimensional inference
(multiple testing, machine
learning) [57]
T Tony Cai, Jiashun Jin, Larry Wasserman, Christopher Genovese, Bradley Efron,
John D Storey, David L Donoho, Yoav Benjamini, Jonathan E Taylor, Joseph P
Romano
2 high-dimensional inference
(sparse penalties) [53]
Hui Zou, Ming Yuan, Yi Lin, Trevor J Hastie, Robert J Tibshirani, Xiaotong Shen,
Jinchi Lv, Gareth M James, Hongzhe Li, Peter Radchenko
3 functional data analysis [52] Hans-Georg Muller, Jane-Ling Wang, Fang Yao, Yehua Li, Ciprian M Crainiceanu,
Jeng-Min Chiou, Alois Kneip, Hulin Wu, Piotr Kokoszka, Tailen Hsing
4 high-dimensional inference
(theory and sparsity) [45]
Peter Buhlmann, Nicolai Meinshausen, Cun-Hui Zhang, Alexandre B Tsybakov, Em-
manuel J Candes, Terence Tao, Marten H Wegkamp, Bin Yu, Florentina Bunea,
Martin J Wainwright
5 high-dimensional covariance
estimation [43]
Peter J Bickel, Ji Zhu, Elizaveta Levina, Jianhua Z Huang, Mohsen Pourahmadi,
Clifford Lam, Wei Biao Wu, Adam J Rothman, Weidong Liu, Linxu Liu
6 Bayesian machine learning [41] David Dunson, Alan E Gelfand, Abel Rodriguez, Michael I Jordan, Peter Muller,
Gareth Roberts, Gary L Rosner, Omiros Papaspiliopoulos, Steven N MacEachern,
Ju-Hyun Park
7 spatial statistics [41] Tilmann Gneiting, Marc G Genton, Sudipto Banerjee, Adrian E Raftery, Haavard
Rue, Andrew O Finley, Bo Li, Michael L Stein, Nicolas Chopin, Hao Zhang
8 biostatistics (machine learn-
ing) [40]
Donglin Zeng, Dan Yu Lin, Michael R Kosorok, Jason P Fine, Jing Qin, Guosheng
Yin, Guang Cheng, Yi Li, Kani Chen, Yu Shen
9 suffiicent dimension reduction
[39]
Lixing Zhu, R Dennis Cook, Bing Li, Chih-Ling Tsai, Liping Zhu, Yingcun Xia, Lexin
Li, Liqiang Ni, Francesca Chiaromonte, Liugen Xue
10 high-dimensional inference
(penalized methods) [38]
Jianqing Fan, Runze Li, Hansheng Wang, Jian Huang, Heng Peng, Song Xi Chen,
Chenlei Leng, Shuangge Ma, Xuming He, Wenyang Zhang
11 Bayesian (general) [33] Jeffrey S Morris, James O Berger, Carlos M Carvalho, James G Scott, Hemant Ish-
waran, Marina Vannucci, Philip J Brown, J Sunil Rao, Mike West, Nicholas G Polson
12 high-dimensional theory and
wavelets [33]
Iain M Johnstone, Bernard W Silverman, Felix Abramovich, Ian L Dryden, Do-
minique Picard, Richard Nickl, Holger Dette, Marianna Pensky, Piotr Fryzlewicz,
Theofanis Sapatinas
13 mixed (causality + theory +
Bayesian) [32]
James R Robins, Christian P Robert, Paul Fearnhead, Gilles Blanchard, Zhiqiang
Tan, Stijn Vansteelandt, Nancy Reid, Jae Kwang Kim, Tyler J VanderWeele, Scott
A Sisson
14 semiparametrics and nonpara-
metrics [28]
Hua Liang, Naisyin Wang, Joel L Horowitz, Xihong Lin, Enno Mammen, Arnab
Maity, Byeong U Park, Wolfgang Karl Hardle, Jianhui Zhou, Zongwu Cai
15 high-dimensional inference
(machine learning) [27]
Hao Helen Zhang, J S Marron, Yufeng Liu, Yichao Wu, Jeongyoun Ahn, Wing Hung
Wong, Peter L Bartlett, Michael J Todd, Amnon Neeman, Jon D McAuliffe
16 semiparametrics [24] Peter Hall, Raymond J Carroll, Yanyuan Ma, Aurore Delaigle, Gerda Claeskens,
David Ruppert, Alexander Meister, Huixia Judy Wang, Nilanjan Chatterjee, Anas-
tasios A Tsiatis
17 mixed (causality + financial)
[22]
Qiwei Yao, Paul R Rosenbaum, Yacine Ait-Sahalia, Yazhen Wang, Marc Hallin,
Dylan S Small, Davy Paindaveine, Jian Zou, Per Aslak Mykland, Jean Jacod
18 biostatistics (survival, clinical
trials) [22]
L J Wei, Lu Tian, Tianxi Cai, Zhiliang Ying, Zhezhen Jin, Peter X-K Song, Hui Li,
Bin Nan, Hajime Uno, Jun S Liu
19 biostatistics - genomics [21] Joseph G Ibrahim, Hongtu Zhu, Jiahua Chen, Amy H Herring, Heping Zhang, Ming-
Hui Chen, Stuart R Lipsitz, Denis Heng-Yan Leung, Weili Lin, Armin Schwartzman
20 Bayesian (nonparametrics) [15] Subhashis Ghosal, Igor Prunster, Antonio Lijoi, Stephen G Walker, Aad van der
Vaart, Anindya Roy, Judith Rousseau, J H van Zanten, Richard Samworth, Aad W
van der Vaart
17
6 Discussion
We have proposed a general framework for resampling networks based on, in a nutshell, leaving out
adjacency matrix entries at random and using matrix completion to fill them back in before proceeding
with the task at hand for the training data. While for specific problems such as selecting the number
of communities under the block models there are existing methods that work well, our proposal has
the advantage of being general and competitive with specialized methods across the board. It relies
on an approximately low rank assumption which we know to be reasonable for many real networks.
However, if another structural assumption makes more sense for a given dataset, one can always replace
the matrix completion method with something more appropriate for the situation, while the general
principle remains the same.
The general scheme of leaving out entries at random followed by matrix completion may be useful for
other resampling-based methods. In particular, an interesting future direction we plan to investigate is
whether this strategy can be used to create something akin to bootstrap samples from a single network
realization. The answer will undoubtedly depend on the inference question that is being addressed with
bootstrap, and we anticipate that at least in some cases the answer will be positive.
Another direction we did not explore in this paper is cross-validation under alternatives to the inhomo-
geneous Erdo¨s-Renyi model, such as Crane and Dempsey [2018] or Lauritzen et al. [2018]. ECV may
also be modified for the setting where additional node features are available [Li et al., 2016, Newman
and Clauset, 2016]. We leave these questions for future work.
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A Proofs
We start with additional notation. For any vector x, we use ‖x‖ to denote its Euclidean norm.
We denote the singular values of a matrix M by σ1(M) ≥ σ2(M) ≥ · · ·σK(M) > σK+1(M) =
σK+2(M) · · ·σn(M) = 0, where K = rank(M). Recall the Frobenius norm ‖M‖F is defined by ‖M‖2F =∑
ijM
2
ij =
∑
i σi(M)
2, the spectral norm ‖M‖ = σ1(M), the infinity norm ‖M‖∞ = maxij |Mij |, and
the nuclear norm ‖M‖∗ =
∑
i σi(M) be the nuclear norm. In addition, the max norm of M [Srebro and
Shraibman, 2005] is defined as
‖M‖max = min
M=UV T
max(‖U‖22,∞, ‖V ‖22,∞),
where ‖U‖2,∞ = maxi(
∑
j U
2
ij)
1/2.
We will need the following well-known inequalities:
‖M‖ ≤ ‖M‖F ≤
√
K‖M‖, (8)
‖M‖F ≤ ‖M‖∗ ≤
√
K‖M‖F (9)
|tr(MT1 M2)| ≤ ‖M1‖‖M2‖∗ (10)
max(‖MT ‖2,∞, ‖M‖2,∞) ≤ ‖M‖ (11)
‖M‖max ≤
√
K‖M‖∞. (12)
Relationship (10), which holds for any two matrices M1, M2 with matching dimensions, is called norm
duality for the spectral norm and the nuclear norm [Boyd and Vandenberghe, 2004]. Relationship (12)
can be found in Srebro and Shraibman [2005]. The last one we need is the variational property of
spectral norm:
‖M‖ = max
x,y∈Rn:‖x‖=‖y‖=1
yTMx. (13)
A.1 Proof of Theorem 1
Our proof will rely on a concentration result for the adjacency matrix. To the best of our knowledge,
Lemma 1 stated next is the best concentration bound currently available, proved by Lei and Rinaldo
[2014]. The same concentration was also obtained by Chin et al. [2015] and Le et al. [2017].
Lemma 1. Let A be the adjacency matrix of a random graph on n nodes with independent edges. Set
E(A) = P = [pij ]n×n and assume that nmaxij pij ≤ d for d ≥ C0 log n and C0 > 0. Then for any δ > 0,
there exists a constant C = C(δ, C0) such that
‖A− P‖ ≤ C
√
d
with probability at least 1− n−δ.
Another tool we need is the discrepancy between a bounded matrix and its partially observed version
given in Lemma 2, which can be viewed as a generalization of Theorem 4.1 of Bhojanapalli and Jain
[2014] and Lemma 6.4 of Bhaskar and Javanmard [2015] to the more realistic uniform missing mechanism
in the matrix completion problem. Let G ∈ Rn×n be the indicator matrix associated with the hold-
out set Ω, such that if (i, j) ∈ Ω, Gij = 0 and otherwise Gij = 1. Note that under the uniform
missing mechanism, G can be viewed as an adjacency matrix of an Erdo¨s-Renyi random graph where
all edges appear independently with probability p. Note that PΩA = A ◦ G where ◦ is the Hadamard
(element-wise) matrix product.
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Lemma 2. Let G an adjacency matrix of an Erdo¨s-Renyi graph with the probability of edge p ≥
C1 log n/n for a constant C1. Then for any δ > 0, with probability at least 1 − n−δ, the following
relationship holds for any Z ∈ Rn×n with rank(Z) ≤ K∥∥∥∥1pZ ◦G− Z
∥∥∥∥ ≤ 2C
√
nK
p
‖Z‖∞
where C = C(δ, C1) is the constant from Lemma 1 that only depends on δ and C1.
Proof of Lemma 2. Let Z = UV T , where U ∈ Rn×K and V ∈ Rn×K are the matrices that achieve the
minimum in the definition of ‖Z‖max. Denote the `th column of U by U·` and the `th row by U`·.
Given any unit vectors x,y ∈ Rn, we have
yT
(
1
p
Z ◦G− Z
)
x =
∑
`
[
1
p
yT (U·`V T·` ) ◦Gx− (yTU·`)(xTV·`)
]
=
∑
`
[
1
p
(y ◦ U·`)TG(x ◦ V·`)− (yTU·`)(xTV·`)
]
. (14)
Let 1˜ = 1n/
√
n be the constant unit vector. For any 1 ≤ ` ≤ n, let y ◦U·` = α`1˜+ β`1˜`⊥ in which 1˜`⊥ is
a vector that is orthogonal to 1˜. It is easy to check that
α` = (y ◦ U·`)T 1˜ = 1√
n
yTU·`.
Similarly, we also have
(x ◦ V·`)T 1˜ = 1√
n
xTV·`.
Let G¯ = p11T be the expectation of G with respect to the missing mechanism. Then
(y ◦ U·`)TG(x ◦ V·`) = 1√
n
(yTU·`)1˜TG(x ◦ V·`) + β`1˜` T⊥ G(x ◦ V·`)
=
1√
n
(yTU·`)1˜T G¯(x ◦ V·`) + 1√
n
(yTU·`)1˜T (G− G¯)(x ◦ V·`) + β`1˜` T⊥ G(x ◦ V·`) . (15)
Notice that 1˜T G¯ = np1˜T , and therefore
1√
n
(yTU·`)1˜T G¯(x ◦ V·`) = np√
n
(yTU·`)1˜T (x ◦ V·`) . = p(yTU·`)(xTV·`)
Further, since G¯1˜`⊥ = 0 for any `, we can rewrite (15) as
(y ◦ U·`)TG(x ◦ V·`) = p(yTU·`)(xTV·`)
+
1√
n
(yTU·`)1˜T (G− G¯)(x ◦ V·`) + β`1˜` T⊥ (G− G¯)(x ◦ V·`) . (16)
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Substituting (16) into (14) and applying (13) and the Cauchy-Schwarz inequality leads to
yT (
1
p
PΩZ − Z)x = 1
p
∑
`
[
1√
n
(yTU·`)1˜T (G− G¯)(x ◦ V·`) + β`1˜` T⊥ (G− G¯)(x ◦ V·`)
]
≤ 1
p
‖G− G¯‖
[∑
`
1√
n
|yTU·`|‖x ◦ V·`‖+
∑
`
|β`|‖x ◦ V·`‖
]
≤ 1
p
‖G− G¯‖
[
1√
n
√∑
`
(yTU·`)2
√∑
`
‖x ◦ V·`‖2 +
√∑
`
β2`
√∑
`
‖x ◦ V·`‖2
]
. (17)
Using Cauchy-Schwarz inequality, the definition of max norm and the relationship (12), we get∑
`
(yTU·`)2 ≤
∑
`
‖y‖2‖U·`‖2 = ‖U‖2F ≤ n‖U‖22,∞ ≤ n‖Z‖max ≤ n
√
K‖Z‖∞ . (18)
Similarly, ∑
`
β2` =
∑
`
(1˜` T⊥ (y ◦ U·`))2 ≤
∑
`
‖y ◦ U·`‖2
=
∑
`
∑
i
y2i U
2
il ≤ ‖U‖22,∞
∑
i
y2i ≤ ‖Z‖max ≤
√
K‖Z‖∞. (19)
We also have ∑
`
‖x ◦ V·`‖2 ≤
√
K‖Z‖∞. (20)
Combining (18), (19) and (20) with (17), we get
yT (
1
p
PΩZ − Z)x ≤ 2
√
K
p
‖G− G¯‖‖Z‖∞. (21)
From (13), we have
‖1
p
PΩZ − Z‖ = sup
‖x‖=‖y‖=1
yT (
1
p
PΩZ − Z)x ≤ 2
√
K
p
‖G− G¯‖‖Z‖∞.
Finally, Lemma 1 implies
‖G− G¯‖ ≤ C(δ, C1)√pn (22)
with probability at least 1− n−δ defined in Lemma 1. Therefore, with probability at least 1− n−δ,
‖1
p
PΩZ − Z‖ ≤ 2C(δ, C1)
√
nK
p
‖Z‖∞.
The following lemma is from Klopp [2015]; see also Corollary 3.3 of Bandeira and van Handel [2016] for
a more general result.
Lemma 3 (Proposition 13 of [Klopp, 2015]). Let X be an n × n matrix with each entry Xij being
independent and bounded random variables, such that maxij |Xij | ≤ σ with probability 1. Then for any
24
δ > 0,
‖X‖ ≤ C ′max(σ1, σ2,
√
log n)
in which C ′ = C ′(σ, δ) is a constant that only depends on δ and σ,
σ1 = max
i
√
E
∑
j
X2ij , σ2 = maxj
√
E
∑
i
X2ij .
Proof of Theorem 1. Our proof is valid regardless of whether the network is directed, as Lemma 1 holds
for both directed and undirected networks. So we ignore the fact that M can be symmetric. Let
W = A−M , so EW = 0. It is known that
SH
(
1
p
PΩA,K
)
= argminM :rank(M)≤K‖
1
p
PΩA−M‖. (23)
Therefore, we have
‖Aˆ−M‖ = ‖Aˆ− 1
p
PΩA+
1
p
PΩA−M‖
≤ ‖1
p
PΩA− Aˆ‖+ ‖1
p
PΩA−M‖ ≤ 2‖1
p
PΩA−M‖
≤ 2‖1
p
PΩM −M + 1
p
PΩW‖ ≤ 2‖1
p
PΩM −M‖+ 2
p
‖PΩW‖
= 2‖1
p
G ◦M −M‖+ 2
p
‖G ◦W‖ := I + II.
Since rank(M) ≤ K, by Lemma 2, we have
I ≤ 4C(δ, C1)
√
nK
p
‖Z‖∞ ≤ 4C(δ, C1)
√
Kd2
np
(24)
with probability at least 1− n−δ for any δ > 0.
We want to apply the result of Lemma 3 to control II, by conditioning on W . Notice that (G ◦W )ij =
ηijWij where ηij ∼ B(p). Clearly we can set σ = 1 in the lemma. Also,
σ1 = max
i
√
E(
∑
j
η2ijW
2
ij |W ) = maxi
√∑
j
W 2ijE(η2ij |W )
= max
i
√
p
√∑
j
W 2ij = maxi
√
p
√
‖Wi·‖22
=
√
p
√
‖W‖22,∞ ≤
√
p‖W‖
in which the last inequality comes from (11). Similarly, we have
σ2 = max
j
√
E(
∑
i
η2ijW
2
ij |W ) ≤
√
p‖W‖.
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Now by Lemma 3, we know that given W ,
II = 2
p
‖G ◦W‖ ≤ 2
p
C ′(δ)(
√
p‖W‖ ∨
√
log n) (25)
with probability at least 1− n−δ where C ′(δ) is the C ′(1, δ) in Lemma 3.
Finally, applying Lemma 1 to (25), we have for any δ2, δ3 > 0
II ≤ 2
p
C ′(δ) max(C(δ, C2)
√
p
√
d,
√
log n) ≤ C ′′(δ, C2)max(
√
pd,
√
log n)
p
(26)
with probability at least 1− 2n−δ where C ′′(δ, C2) = 2C ′(δ) max(C(δ, C2), 1).
Combining (24) and (26) gives
‖Aˆ−M‖ ≤ I + II ≤ C˜ max(
√
Kd2
np
,
√
d
p
,
√
log n
p
)
with probability at least 1− 3n−δ where C˜(δ, C1, C2) = 4C(δ, C1) + C ′′(δ, C2).
The bound about Frobenius norm (4) directly comes from (8) since rank(Aˆ−M) ≤ 2K.
A.2 Proofs for block models
We first proceed to show the community detection result based on each ECV split of Algorithm 2. Many
different versions of K-means can be used in spectral clustering. Here we state the result for the version
of K-means used by Lei and Rinaldo [2014].
Proposition 1 (Community recovery for each ECV split under the SBM). Let A be the adjacency
matrix of a network generated from a SBM satisfying A5 with K blocks, and M = EA. Let Aˆ be the
recovered adjacency matrix in (2). Assume the expected node degree λn ≥ C log(n). Let cˆ be the
output of spectral clustering on Aˆ. Then cˆ coincides with the true c on all but O(nλ−1n ) nodes within
each of the K communities (up to a permutation of block labels), with probability tending to one.
To state an analogous result for the DCSBM, we need one more standard assumption on the degree
parameters, similar to Jin [2015], Lei and Rinaldo [2014], Chen and Lei [2018].
Assumption A6. mini θi ≥ θ0 for some constant θ0 > 0 and
∑
i:ci=k
θi = 1 for all k ∈ [K].
Proposition 2 (Community recovery for each ECV split under the DCSBM). Let A be an adjacency
matrix from a DCSBM satisfying A5 and A6 with K blocks, and M = EA. Let Aˆ be the recovered
adjacency matrix in (2). Assume the expected node degree λn ≥ C log(n). Let cˆ be the output of
spherical spectral clustering on Aˆ. Then cˆ coincides with the true c on all but O(nλ
−1/2
n ) nodes within
each of the K communities (up to a permutation of block labels), with probability tending to one.
Proof of Proposition 1 and 2. A direct consequence of Theorem 1 is the concentration bound
‖Aˆ−M‖ ≤ C
√
d
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with high probability. Then the conclusion of Proposition 1 can be proved following the strategy of
Corollary 3.2 of Lei and Rinaldo [2014]. The same concentration bound also holds for DCSBM. To prove
Proposition 2, recall that nk = |{i : ci = k}|. Following Lei and Rinaldo [2014], define θk = {θi}ci=k
and
νk =
1
n2k
∑
i:ci=k
‖θk‖2
θ2i
.
Let n˜k = ‖θk‖2 be the “effective size” of the kth community. Under A6, we have
νk ≤ 1
n2k
∑
i:ci=k
nk
θ20
=
1
θ20
.
Furthermore, when A5 and A6 hold, we have∑
k n
2
kν
2
k
mink n˜
2
k
≤
∑
k n
2
kν
2
k
mink n
2
kθ
4
0
≤
∑
k n
2
k
γ2θ80
≤ K
γ2θ80
= O(1). (27)
Proposition 2 can then be proved by following the proof of Corollary 4.3 of Lei and Rinaldo [2014] and
applying (27).
Next we prove model selection consistency. For a true community label vector c, define Gk = {i : ci = k},
and similarly let Gˆk be communities corresponding to an estimated label vector cˆ. For any cˆ for which
the number of communities is smaller than the true K, we have the following basic observation.
Lemma 4. Assume the network is drawn from the SBM with K communities satisfying assumption A5,
and consider one split of ECV. Suppose we cluster the nodes into K ′ communities, where K ′ < K. Define
Ik1k2 = (Gk1 ×Gk2)∩Ωc and Iˆk1k2 = (Gˆk1 × Gˆk2)∩Ωc. Then with probability tending to 1, there must
exist l1, l2, l3 ∈ [K] and k1, k2 ∈ [K ′] such that
1. |Iˆk1k2 ∩ Il1l2 | ≥ c˜n2
2. |Iˆk1k2 ∩ Il1l3 | ≥ c˜n2
3. B0,(l1l2) 6= B0,(l1l3) where B0,(ij) denotes the (i, j)-th element of B0.
Proof. We first prove a uniform bound on the test sample size in any partition of communities with
size at least γnK , where γ is the constant in A5. Consider two subsets Si ⊂ Gi and Sj ⊂ Gj with
|Si| = nSi ≥ γnK and |Sj | = nSj ≥ γnK . Without loss of generality, assume i 6= j; otherwise the bound
is only different by a factor of 2. We know that the cardinality of the test set within Si × Sj , given by
|(Si × Sj) ∩ Ωc|, is Binomial(nSinSj , 1− p).
Thus by Hoeffding’s inequality, we have
P(|(Si × Sj) ∩ Ωc| ≥ γ
2n2(1− p)
2K2
) ≥ P(|(Si × Sj) ∩ Ωc| ≥ nSinSj (1− p)
2
)
≥ 1− 2 exp(−cH
4
n2Sin
2
Sj (1− p)2) ≥ 1− 2 exp(−
cHγ
2n4(1− p)2
4K2
)
where cH is an absolute constant from Hoeffding’s inequality. Taking c˜ =
γ2(1−p)
2K2
gives
P(|(Si × Sj) ∩ T | ≥ c˜n2) ≥ 1− 2 exp(−2cH c˜n4).
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To obtain a uniform bound for all i, j ∈ [K] and all subsets satisfying |Si| = nSi ≥ γnK and |Sj | = nSj ≥
γn
K , we apply the union bound across all such sets. The number of terms in the sum is bounded above
by
K2
∑
n1,n2∈[ γnK ,(1−Kγ)n]
(
n
n1
)(
n
n2
)
.
By Sterling’s approximation, when n1 = ω(n) is true,
(
n
n1
)
= Θ(2`dev(n1/n)n) where `dev is the binomial
deviance. Thus the number of terms can be bounded by 2K2n222c
′n, where c′ is a constant depending
on K and γ. Thus by the union bound, with probability at least 1− 4K2n222c′n exp(−2cH c˜n4)→ 1, for
any i, j ∈ [K] and Si ⊂ Gi and Sj ⊂ Gj with |Si| = nSi ≥ γnK and |Sj | = nSj ≥ γnK , we have
|(Si × Sj) ∩ Ωc| ≥ c˜n2.
Now, for each k ∈ [K], there must exist kˆ ∈ [K ′] such that
|Gk ∩ Gˆkˆ| ≥
|Gk|
K ′
≥ γn
K
.
By the pigeonhole principle, there must exist l2, l3 such that lˆ2 = lˆ3, and in this case we set k2 = lˆ2.
Since no two rows of B0 are identical, we know there exists l1 such that B0,l1l3 6= B0,l1l2 and we set
k1 = lˆ1. These l1, l2, l3 and k1, k2 satisfy the claim of the Lemma.
Proof of Theorem 3. We prove the result for one random ECV split, since the number of splits is finite
and if the conclusion holds for each one with probability tending to 1, it trivially holds for the intersection
of events as well. We follow a strategy similar to Chen and Lei [2018]. We start from deriving an upper
bound on the prediction loss for K ′ = K, with respect to an oracle. Then we derive a lower bound on the
prediction loss when K ′ < K and show that asymptotically the latter bound is larger. A key ingredient
in the proof is independence of the test entries from the training entries (and thus cˆ), conditional on
the data. This allows us to condition on the event in Proposition 1 for the test entries.
Recall B = ρnB0 (we suppress n for clarity). Consider the loss function
L(A,K) =
∑
(i,j)∈Ωc
`(Aij , Bˆcˆi,cˆj )
and the oracle loss based on the true model,
L0(A,K) =
∑
(i,j)∈Ωc
`(Aij , Bci,cj )
where `(x, y) is the entrywise loss function, with is either the L2 loss,
`(x, y) = (x− y)2
or the binomial deviance loss (with y > 0),
`(x, y) = −x log(y)− (1− x) log(1− y).
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n/λn
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Qk1,k2,k1,k2
Qk1,k2,·,·
Q·,·,k1,k2
Figure 4: Intersecting sets Qk1,k2,·,· and Q·,·,k1,k2 .
Next, we define several sets of entries:
Tk1,k2,l1,l2 = {(i, j) ∈ Ωc : ci = l1, cˆi = k1, cj = l2, cˆj = k2},
Uk1,k2,l1,l2 = {(i, j) ∈ Ω : ci = l1, cˆi = k1, cj = l2, cˆj = k2},
Qk1,k2,l1,l2 = {(i, j) : ci = l1, cˆi = k1, cj = l2, cˆj = k2}
Let Tk1,k2,·,· = ∪l1,l2Tk1,k2,l1,l2 be the union taken over the first two indices, and similarly define T·,·,l1,l2 ,
Uk1,k2,·,· and Qk1,k2,·,·.
Case 1: K ′ = K. First we bound the error in estimation of B(Proposition 1). Under the conditions
of Proposition 1, the mislabeled proportion in each community is at most of the order of 1λn where
λn = nρn. The resulting relationship between Qk1,k2,·,· and Q·,·,k1,k2 is shown in Figure 4. In particular,
for each k ∈ [K], we have |Gˆk∆Gk| = OP (n/λn), and |nˆk − nk| = OP (n/λn). This implies that for any
k1, k2 ∈ [K], the symmetric difference
(Qk1,k2,·,·)∆(Q·,·,k1,k2) = OP
(
n2
λn
)
.
Finally, we have
Uk1,k2,·,· = Qk1,k2,·,· ∩ Ω = [(Q·,·,k1,k2 ∩ Ω) / ((Q·,·,k1,k2/Qk1,k2,·,·) ∩ Ω)]
∪ [((Qk1,k2,·,·/Q·,·,k1,k2) ∩ Ω)] .
Therefore
|Uk1,k2,·,·| ≥ | (Q·,·,k1,k2 ∩ Ω) / ((Q·,·,k1,k2/Qk1,k2,·,·) ∩ Ω) |
≥ |Q·,·,k1,k2 ∩ Ω| − |Q·,·,k1,k2/Qk1,k2,·,·| ≥ cn2.
for some constant c.
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Then by Bernstein inequality, for k1 6= k2, we have
|Bˆk1k2 −Bk1k2 | = |
∑
Uk1,k2,·,·
Aij
|Uk1,k2,·,·|
−Bk1k2 |
≤ |Uk1,k2,k1,k2 ||Uk1,k2,·,·|
|
∑
Uk1,k2,k1,k2
Aij
|Uk1,k2,k1,k2 |
−Bk1k2 |+ |(1−
|Uk1,k2,k1,k2 |
|Uk1,k2,·,·|
)Bk1k2 |
+
|Uk1,k2,·,·/Uk1,k2,k1,k2 |
|Uk1,k2,·,·|
|
∑
Uk1,k2,·,·/Uk1,k2,k1,k2
Aij
|Uk1,k2,·,·/Uk1,k2,k1,k2 |
|
≤ OP (
√
ρn
n2
) +OP (
1
λn
)OP (ρn) +OP (
1
λn
)OP (ρn) = OP (
1
n
). (28)
For k1 = k2, Bˆk1k2 is the average over Uk1,k2,·,· ∩ {(i, j) : i < j} which makes both its denominator and
nominator half of those in (28), and the same concentration holds.
Now comparing L and L0, we have
L(A,K)− L0(A,K) =
∑
k1,k2,l1,l2
∑
(i,j)∈Tk1,k2,l1,l2
[`(Aij , Bˆk1k2)− `(Aij , Bl1l2)]
=
∑
k1,k2
∑
(i,j)∈Tk1,k2,k1,k2
[`(Aij , Bˆk1k2)− `(Aij , Bk1k2)]
+
∑
(k1,k2) 6=(l1,l2)
∑
(i,j)∈Tk1,k2,l1,l2
[`(Aij , Bˆk1k2)− `(Aij , Bl1l2)] (29)
:= I + II.
For the L2 loss `(x, y) = (x− y)2, we have
|`(x, y1)− `(x, y2)| = |(2x− y1 − y2)(y2 − y1)| ≤ 2(|x|+ |y2|+ |y1 − y2|)|y1 − y2|.
Thus we have
|I| ≤
∑
k1,k2
∑
(i,j)∈Tk1,k2,k1,k2
2|Bˆk1k2 −Bk1k2 |(Aij +Bk1k2 + |Bˆk1k2 −Bk1k2 |)
≤ OP
(
1
n
n2ρn
)
+OP
(
1
n
n2ρn
)
+OP
(
(
1
n
)2n2
)
= OP (nρn); (30)
|II| ≤
∑
(k1,k2)6=(l1,l2)
∑
(i,j)∈Tk1,k2,l1,l2
(2Aij + Bˆk1k2 +Bl1l2)(Bˆk1k2 +Bl1l2)
=
∑
(k1,k2) 6=(l1,l2)
∑
(i,j)∈Tk1,k2,l1,l2
(2Aij +Bk1k2 +Bl1l2 + (Bˆk1k2 −Bk1k2))(Bk1k2 +Bl1l2 + (Bˆk1k2 −Bk1k2))
= OP (
n2
nρn
ρ2n) = OP (nρn).
Combining these, we have, for the L2 loss,
L(A,K) ≤ L0(A,K) +OP (nρn). (31)
For the binomial deviance loss, we need an additional condition since log y is unbounded when y is
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approaching 0. We assume all entries of B0 are positive and n is sufficiently large so that for all k1, k2
|Bˆk1k2 −Bk1k2 | < Bk1k2/2 < 1/6 (32)
under the current event of (28), where the 1/6 can be replaced by any other positive constant.
Applying the inequality
| log y1 − log y2| ≤ |y1 − y2|
min(y1, y2)
(33)
we have
|`(x, y1)− `(x, y2)| ≤ x |y1 − y2|
min(y1, y2)
+ (1− x) |y1 − y2|
1−max(y1, y2) . (34)
This gives
|I| ≤
∑
k1,k2
∑
(i,j)∈Tk1,k2,k1,k2
[
Aij
|Bˆk1k2 −Bk1k2 |
min(Bˆk1k2 , Bk1k2)
+ (1−Aij) |Bˆk1k2 −Bk1k2 |
1−max(Bˆk1k2 , Bk1k2)
]
≤
∑
k1,k2
∑
(i,j)∈Tk1,k2,k1,k2
[
Aij
|Bˆk1k2 −Bk1k2 |
1/2Bk1k2
+ (1−Aij) |Bˆk1k2 −Bk1k2 |
1− 3/2Bk1k2
]
≤
∑
k1,k2
∑
(i,j)∈Tk1,k2,k1,k2
[
2|Bˆk1k2 −Bk1k2 |
Aij
Bk1k2
+ 2(1−Aij)|Bˆk1k2 −Bk1k2 |
]
= OP
(
1
n
)
OP (n
2) = OP (n). (35)
Moreover, under the assumption in (32) and setting y2 = 1 in (33), we have
| log(Bˆk1k2)| ≤
∣∣∣∣log(12Bk1k2
)∣∣∣∣ ≤ ∣∣∣∣log(12ρnB0,min
)∣∣∣∣ ≤ 1− 12ρnB0,min1
2ρnB0,min
≤ c′ 1
ρn
,
| log(Bk1k2)| ≤ | log(ρnB0,min)| ≤
1− ρnB0,min
ρnB0,min
≤ c′ 1
ρn
,
| log(1− Bˆk1k2)| ≤ | log(1/3)|, | log(1−Bk1k2)| ≤ | log(2/3)|
where B0,min = mink1,k2 B0. Therefore,
|II| ≤
∑
(k1,k2)6=(l1,l2)
∑
Tk1,k2,l1,l2
[
Aij(| log(Bˆk1k2)|+ | log(Bk1k2)|)
+(1−Aij)(| log(1− Bˆk1k2)|+ | log(1−Bk1k2)|)
]
≤
∑
(k1,k2)6=(l1,l2)
∑
Tk1,k2,l1,l2
[
c′Aij/ρn + (1−Aij)(| log(1/3)|+ | log(2/3)|)
]
= OP (
n
ρn
).
Therefore, for binomial deviance we also have
L(A,K) ≤ L0(A,K) +OP (n/ρn). (36)
Case 2: K ′ < K. Without loss of generality, assume the k1, k2 and l1, l2, l3 in Lemma 4 are 1, 2 and
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1, 2, 3 respectively. We have
L(A,K ′)− L0(A,K) =
∑
k1,k2,l1,l2
∑
(i,j)∈Tk1,k2,l1,l2
[`(Aij , Pˆij)− `(Aij , Bl1l2)]
=
∑
(i,j)∈T1,2,1,2
[`(Aij , Bˆ12)− `(Aij , B12)] +
∑
(i,j)∈T1,2,1,3
[`(Aij , Bˆ12)− `(Aij , B13)]
+
∑
(k1,k2,l1,l2)/∈{(1,2,1,2),(1,2,1,3)}
∑
(i,j)∈Tk1,k2,l1,l2
[`(Aij , Pˆij)− `(Aij , Bl1l2)] (37)
For both the L2 and the binomial deviance losses and any index set T , the function of the form
f(p) =
∑
(i,j)∈T
`(Aij , p)
is always minimized when p = 1|T |
∑
(i,j)∈T Aij . Applying this in (37) and taking the first two terms
together, we have
L(A,K ′)− L0(A,K) ≥
∑
(i,j)∈T1,2,1,2
[`(Aij , pˆ)− `(Aij , B12)] +
∑
(i,j)∈T1,2,1,3
[`(Aij , pˆ)− `(Aij , B13)]
+
∑
(k1,k2,l1,l2)/∈{(1,2,1,2),(1,2,1,3)}
∑
(i,j)∈Tk1,k2,l1,l2
[`(Aij , pˆk1,k2,l1,l2)− `(Aij , Bl1l2)] (38)
:= III + IV + V,
where pˆ is the average of Aij over T1,2,1,2 ∪ T1,2,1,3 and pˆk1,k2,l1,l2 is the average of Aij over Tk1,k2,l1,l2 .
Note that pˆ = tpˆ1 + (1 − t)pˆ2, where pˆ1 = pˆ1,2,1,2 and pˆ2 = pˆ1,2,1,3 and t = |T1,2,1,2||T1,2,1,2|+|T1,2,1,3| for which
|T1,2,1,3| ∼ |T1,2,1,2| by Lemma 4. Similarly, p1 = B12 and p2 = B13.
We now proceed to bound term III. Define f(x, p) = ∑(i,j)∈T1,2,1,2 `(Aij , p) for any p in the domain of
y, where x = {Aij}T1,2,1,2 in any order. We can write III as
III = f(x, tpˆ1 + (1− t)pˆ2)− f(x, p1).
By Lemma 5, for the squared loss we have
f(x, λpˆ1 + (1− t)pˆ2) ≥ f(x, pˆ1) + m
2
(1− t)2|pˆ1 − pˆ2|2. (39)
where m = 2|T1,2,1,2|. For the binomial deviance, as long as p > 0, (39) is also true when
m = |T1,2,1,2|
(
pˆ1
[1− 1
1+δ1/3
]2
+
1− pˆ1
[ 1
1+δ1/3
]2
)
and δ = pˆ11−pˆ1 . It is easy to see that m = ΘP (|T1,2,1,2|) as well.
From (39), we have
f(x, tpˆ1 + (1− t)pˆ2)− f(x, p1) ≥ m
2
(1− t)2|pˆ1 − pˆ2|2 + f(x, pˆ1)− f(x, p1)
and it always holds that
|pˆ1 − pˆ2| ≥ |p1 − p2| − |pˆ1 − p1| − |pˆ2 − p2|.
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From Lemma 4, we have N = |T1,2,1,2| ≥ τK′n2 for some constant τK′ . Therefore, |pˆ1− p1| and |pˆ2− p2|
are upper bounded by OP (
√
ρn
n2
) by Bernstein’s inequality, and we have
|pˆ1 − pˆ2| ≥ |p1 − p2| −OP (
√
ρn
n2
) ≥ cK′ρn
for some constant cK′ .
We still need a lower bound on f(x, pˆ1)− f(x, p1). Note that the sameterm in I from (29) is controlled
similarly to (30) and (35) under the L2 loss and the binomial deviance, respectively. The only difference
is the bound on |pˆ1 − p1| is now OP (
√
ρn
n2
). Specifically, for the L2 loss, we have
|f(x, pˆ1)− f(x, p1)| = OP (nρ3/2n ), (40)
and for the binomial deviance
|f(x, pˆ1)− f(x, p1)| = OP (n√ρn). (41)
Combining all of the above gives
III = f(x, tpˆ1 + (1− t)pˆ2)− f(x, p1) = ωP (n2ρ2n) (42)
for the L2 loss, which also holds for the binomial deviance as long as ρ
−1
n = o(n
2/3). Term IV can be
bounded in exactly the same way.
The remaining term V is negative. For the L2 loss, we have
V =
∑
(k1,k2,l1,l2)/∈{(1,2,1,2),(1,2,1,3)}
∑
(i,j)∈Tk1,k2,l1,l2
[(Aij − pˆk1,k2,l1,l2)2 − (Aij −Bl1l2)2]
= −
∑
(k1,k2,l1,l2)/∈{(1,2,1,2),(1,2,1,3)}
|Tk1,k2,l1,l2 |(pˆk1,k2,l1,l2 −Bl1l2)2 ≥ −OP (ρn).
For the binomial deviance, using the same inequalities as (35) (but here |Tk1,k2,l1,l2 | can be of a lower
order than n2), we get
V ≥ −
∑
(k1,k2,l1,l2)/∈{(1,2,1,2),(1,2,1,3)}
∑
(i,j)∈Tk1,k2,k1,k2
[
2Aij
|Bˆk1k2 −Bk1k2 |
Bk1k2
+ 2(1−Aij)|Bˆk1k2 −Bk1k2 |
]
≥ OP (−
∑
(k1,k2,l1,l2)/∈{(1,2,1,2),(1,2,1,3)}
√
ρn|Tk1,k2,k1,k2 |) ≥ −OP (
√
ρnn2).
Combining the bounds and ignoring smaller order terms, with high probability we have, for the L2 loss
L(A,K ′) ≥ L0(A,K) + cn2ρ2n (43)
where c is a constant. This bound is also true with the additional requirement of ρ−1n = o(n2/3) for the
binomial deviance.
Finally, combining (31) and (43), for the L2 loss we have
L(A,K ′) ≥ L0(A,K) + ΘP (n2ρ2n) ≥ L(A,K) + ΘP (n2ρ2n)−OP (nρn).
and therefore P(L(A,K ′) > L(A,K))→ 1.
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Similarly, by comparing (36) and (43), for the binomial deviance
L(A,K ′) ≥ L0(A,K) + ΘP (n2ρ2n) ≥ L(A,K) + ΘP (n2ρ2n)−OP (n/ρn),
and the same conclusion holds as long as ρ−1n = o(n1/3).
Lemma 5. Let x = (x1, x2, · · · , xN ) be an N -dimensional binary vector and f(x, y) =
∑N
i=1 `(xi, y) for
a function ` : R2+ → R. For `(x, y) = (x− y)2, we have
f(x, y) ≥ f(x, x¯) +N(y − x¯)2
and for `(x, y) = −x log(y)− (1− x) log(1− y), we have
f(x, y) ≥ f(x, x¯) + 1
2
N
(
x¯
[1− 1
1+δ1/3
]2
+
1− x¯
[ 1
1+δ1/3
]2
)
(y − x¯)2
where x¯ = 1N
∑N
i=1 xi and δ =
x¯
1−x¯ .
Proof of Lemma 5. For both losses, f is strongly convex in y and achieves its minimum at y = x¯. Strong
convexity implies (Ch. 9 of Boyd and Vandenberghe [2004])
f(x, y) ≥ f(x, x¯) + m
2
(y − x¯)2, (44)
where m is a constant such that
∂2f(x, y)
∂y2
≥ m
for all y in its domain. For the L2 loss, it is easy to see that m = 2N . For the binomial deviance, as
long as y > 0,
∂2f(x, y)
∂y2
= N
(
x¯
y2
+
1− x¯
(1− y)2
)
,
which is minimized at y∗ such that ( y
∗
1−y∗ )
3 = x¯1−x¯ = δ. Thus we have
∂2L(x, p)
∂p2
≥ m := N
(
x¯
[1− 1
1+δ1/3
]2
+
1− x¯
[ 1
1+δ1/3
]2
)
.
A.3 Proof of Theorem 2
To prove Theorem 2, we need two results published elsewhere, with slight modifications. The first is a
result on concentration of the spectral embedding adapted from Athreya et al. [2017].
Lemma 6. Assume the network A is from an RDPG model with latent space dimension K satisfying A3
and let the sampling proportion p in ECV be a fixed constant. Assume all the conditions of Theorem 1
and that K is a fixed constant. Let P = UΣUT be the eigen-decomposition of P with eigenvalues in
non-increasing order, and let Uˆ ΣˆUˆT be the eigen-decomposition of Aˆ defined in (2). Let X = UΣ1/2
and Xˆ = Uˆ Σˆ1/2. Then there exists an orthogonal transformation W ∈ Rn×n such that
P
(
max
i∈[n]
‖Xˆi· −WXi·‖ ≤ C˜ log
2 n√
nρn
)
→ 1
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where Xi· is the i-th row of matrix X and C˜ is a constant depending on C in Lemma 1, K and ψ1 and
ψ2 in A3.
Proof. This follows from Theorem 26 of Athreya et al. [2017] by noting the spectrum of Aˆ overlaps with
1
pPΩA and concentration in the form of Lemma 1 holds under the assumption of A3.
The second result is an entry-wise concentration bound on the empirical eigenvectors obtained by using
several tools of Eldridge et al. [2017].
Lemma 7 (Theorem 17 of Eldridge et al. [2017]). Let X be an n× n symmetric random matrix such
that EXij = 0, E|Xij |p ≤ 1n for all i, j ∈ [n] and p ≥ 2, and all of its entries on and above the diagonals
are independent. Let u be an n-vector with ‖u‖∞ = 1. For constants ξ > 1 and 0 < κ < 1, with
probability at least 1− n− 14 (logµ n)ξ−1(logµ e)−ξ , where µ = 2κ+1 ,
‖Xpu‖∞ < logpξ n for all p ≤ κ
8
logξ n.
Lemma 8 (Corrected version of Theorem 9 of Eldridge et al. [2017]). Assume A = P + H where
P ∈ Rn×n and H ∈ Rn×n are symmetric matrices with rankP = K. Let λ1 ≥ λ2 · · · ≥ λK > 0 be the
eigenvalues of P and let λˆk be the eigenvalues of A. For any s ∈ [n], let Λs = {i : λi = λs}, ds = |Λs|
and define the gap as δs = mini/∈Λs |λs − λi|. Let ∆−1s,t = min{di/δi}i∈{s,t}. Define λ∗t = |λt| − ‖H‖. For
any t ∈ [n], if ‖H‖ < λt/2, there exist eigenvectors u1, · · · , uK of P corresponding to λ1, · · · , λK and
eigenvectors uˆ1, · · · , uˆK of A corresponding to λˆ1, · · · , λˆK such that for all j ∈ [n]:
|(uˆt − ut)j | ≤|ut,j |
(
8dt[
‖H‖
δt
]2 +
‖H‖
λ∗t
)
+
( |λt|
λ∗t
)
ζj(ut;H,λt)
+
2
√
2‖H‖
λ∗t
∑
s 6=t
|λs|
∆s,t
[|us,j |+ ζj(us;H,λt)]
where ζ(u;H,λ) is a n-vector defined for any vector u ∈ Rn, symmetric matrix H ∈ Rn×n and scalar λ
with its j-th entry given by
ζj(u;H,λ) =
∣∣∣∣∣∣
∑
p≥1
(
2H
λ
)pu

j
∣∣∣∣∣∣ .
In particular, the eigenvectors {uk}Kk=1 and {uˆk}Kk=1 are unique up to an orthogonal transformation for
those with eigenvalue multiplicity larger than 1.
The correction is the new condition ‖H‖ < λt/2 in Lemma 8 which was not in the original statement
of the result in Eldridge et al. [2017]; they used ‖H‖ < λt implicitly but that was not enough (see their
formula (10)).
We are now ready to introduce the following lemma about the concentration of adjacency matrix eigen-
vectors in `∞ norm whose proof is given after the proof of Theorem 2. It is an extension of Theorem
3 in Eldridge et al. [2017] to the RDPG setting to give the entrywise concentration of eigenvectors for
the RDPG. Notice that entrywise bound can also be obtained by directly using Lemma 6 but Lemma 9
gives a better result.
Lemma 9. Assume A is generated from the RDPG with latent space dimension K satisfying A3 and
µ(P ) ≤ t2n. Let λ1 ≥ λK · · · ,≥ λK > 0 be the eigenvalues of P and let λˆk be the eigenvalues of A. If for
some ξ > 1, log
2ξ n
nρn
= o(1), then there exist eigenvectors u1, · · · , uK of P corresponding to λ1, · · · , λK
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and eigenvectors uˆ1, · · · , uˆK of A corresponding to λˆ1, · · · , λˆK as well as positive constants C1, C2 such
that
‖uˆK − uK‖∞ ≤ C1 tn log
ξ n
n
√
ρn
(45)
with probability at least 1−2n−δ, where C1 depend on K and ψ1 in A3 while C and δ are the constants
in Lemma 1. In particular, such eigenvectors are unique up to an orthogonal transformation for the
part with eigenvalue multiplicity larger than 1.
Next lemma shows that the assumption we make on the eigenvalues of P under the RDPG ensures the
model is sufficiently distinguishable from its lower rank version on a significant proportion of entries.
Lemma 10. Under the conditions of Theorem 2, let R(q) = P 0 − P 0q for q ≤ K where P 0q is the rank-q
truncated SVD of P 0. Then for any q < K, there exists constants ψ
(q)
3 > 0 and κ > 0 such that
|∆q| :=
∣∣∣{(i, j) : i ≤ j, |R(q)ij | ≥ ψ(q)3 }∣∣∣ ≥ κn2. (46)
Proof of Lemma 10. From the bounded coherence, we have
|R(q)ij | =|
K∑
k=q+1
λ0kU
T
i,(q+1):KUj,(q+1):K | ≤
K∑
k=q+1
λ0k|UTi,(q+1):KUj,(q+1):K |
≤
K∑
k=q+1
λ0k‖Ui,(q+1):K‖‖Uj,(q+1):K‖ ≤ ψn
K
n
a ≤ ψKa.
The lemma follows from the fact that
∑
i,j |R(q)ij |2 = ‖R(q)‖2F =
∑K
k=q+1(λ
0
k)
2 ≥ (K−q)n2
ψ2
.
Proof of Theorem 2. We use a strategy similar to the proof of Theorem 3. Again, we consider one
random ECV split and condition on the training data and the splitting index, and aim to show that
L(A,K ′) > L(A,K) with probability tending to 1 for K ′ < K. For simplicity, we also condition on
the events of Lemma 6 and Lemma 9, which happen with probability tending to 1. The key argument
is again based on independence of training and validation data. Define the loss and the oracle loss
respectively as
L(A,K) =
∑
(i,j)∈Ωc
`(Aij , Pˆij), L0(A,K) =
∑
(i,j)∈Ωc
`(Aij , Pij),
where `(x, y) = (x− y)2.
Under the RDPG model, we have Pij = X
T
i·Xj· = X˜
T
i· X˜j· and Pˆij = Xˆ
T
i· Xˆj·, where X and Xˆ are defined
in Lemma 6, have rank K and K ′ respectivel, and X˜ = WX with the W from Lemma 6.
Case 1: K ′ = K. In this situation, we have
|Pˆij − Pij | = |XˆTi· Xˆj· −XTi·Xj·| = |XˆTi· Xˆj· − X˜Ti· X˜j·|
≤ ‖Xˆj· − X˜j·‖‖Xˆi·‖+ ‖Xˆi· − X˜i·‖‖X˜j·‖
≤ ‖Xˆj· − X˜j·‖(‖X˜i·‖+ ‖Xˆi· − X˜i·‖) + ‖Xˆi· − X˜i·‖‖X˜j·‖
= ‖Xˆj· − X˜j·‖(‖Xi·‖+ ‖Xˆi· − X˜i·‖) + ‖Xˆi· − X˜i·‖‖Xj·‖ (47)
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By Lemma 6 and the coherence assumption,
max
ij
|Pˆij − Pij | = O
((
µ(P 0)
K
n
)1/2 log2 n√
nρn
)
= O
(
log2 n
n
√
ρn
)
. (48)
Applying Bernstein’s inequality to the test entries, we have
|L(A,K)−L0(A,K)| = |
∑
(i,j)∈Ωc
`(Aij , Pˆij)− `(Aij , Pij)| ≤
∑
(i,j)∈Ωc
|Pˆij − Pij |(2Aij + Pˆij + Pij)
≤
∑
(i,j)∈Ωc
max
ij
|Pˆij − Pij |(2Aij + 2Pij + max
ij
|Pˆij − Pij |)
= OP
(
log2 n
n
√
ρn
|Ωc|ρn
)
= OP (n
√
ρn log
2 n), (49)
and therefore
L(A,K) = L0(A,K) +OP (n
√
ρn log
2 n). (50)
Case 2: K ′ = K−1. In a slight abuse of notation, we use Xˆ(K−1) to denote the K−1-dimensional em-
pirical spectral embedding vectors, so that Pˆ (K−1) = Xˆ(K−1)(Xˆ(K−1))T , while Xˆ and Pˆ = Xˆ(K)(Xˆ(K))T
are the K-dimensional embedding and the corresponding estimate of P . We have
|Pˆ (K−1)ij − Pij | = |Xˆ(K−1)Ti· Xˆ(K−1)j· −XTi·Xj·| = |XˆTi· Xˆj· −XTi·Xj· − XˆiKXˆjK |
≥ |XˆiKXˆjK | − |XˆTi· Xˆj· −XTi·Xj·|. (51)
The second term is the same as in (48). To lower bound the first term, note
|XˆiKXˆjK | ≥ |XiKXjK | − |XˆiKXˆjK −XiKXjK |.
We first bound |XˆiKXˆjK −XiKXjK |:
|XˆiK −XiK | = |
√
λˆK uˆiK −
√
λKuiK | ≤ |
√
λˆK −
√
λK ||uˆiK |+
√
λK |uˆiK − uiK |
≤ |
√
λˆK −
√
λK |(|uˆiK |+ |uˆiK − uiK |) +
√
λK |uˆiK − uiK |
≤ |λˆK − λK |√
λK
(‖uK‖∞ + ‖uˆK − uK‖∞) +
√
λK‖uˆK − uK‖∞
where the last inequality follows from
|√x−√y| ≤ |x− y|
2
√
min(x, y)
and the fact that λˆK > λK/2 for n sufficiently large by assumption. We will use Lemma 9 to control
this term. Though Lemma 9 only gives the result up to an orthogonal transformation, we only need
to bound the inner product between two rows of the eigenvector matrix, which is invariant under such
orthogonal transformations. Thus without loss of generality, we can assume the eigenvectors U and
Uˆ are the ones in the conclusion of Lemma 9. Applying A3 and Lemma 9 and dropping higher-order
terms, we have
|XˆiK −XiK | ≤ 2Cψ1C1
√
a logξ n
n
√
ρn
+ C1
√
ψ1
√
a logξ n√
n
≤ 2C1
√
ψ1
√
a
logξ n√
n
. (52)
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Therefore,
|XˆiKXˆjK −XiKXjK | ≤ |XˆiK −XiK ||XˆjK |+ |XˆjK −XjK ||XiK |
≤ |XˆiK −XiK ||XjK |+ |XˆiK −XiK ||XˆjK −XjK |+ |XˆjK −XjK ||XiK |
≤ 6C1
√
ψ1
√
a
logξ n√
n
max
i
|XiK | ≤ 6C1ψ1
√
Ka
√
ρn log
ξ n√
n
. (53)
Now for any (i, j) ∈ ∆K−1, by Lemma 10, we have
|XˆiKXˆjK | ≥ |XiKXjK | − |XˆiKXˆjK −XiKXjK | ≥ ψ
(q)2
3 ρn
ψ1
− 6C1ψ1
√
Ka
√
ρn log
ξ n√
n
≥ ψ
(q)2
3 ρn
2ψ1
(54)
in which the last inequality holds for n sufficiently large when log2ξ n = o(nρn), as assumed. Combining
(48) and (54) in (51), we have that for any (i, j) ∈ ∆K−1
min
ij
|Pˆ (K−1)ij − Pij | ≥ Θ(ρn −
log2 n
n
√
ρn
) = Θ(ρn) , (55)
as long as n1/3 log4/3 n = o(nρn), and
E(L(A,K − 1)− L0(A,K)) =
∑
(i,j)∈Ωc
E(`(Aij , Pˆ
(K−1)
ij )− `(Aij , Pij)) =
∑
(i,j)∈Ωc
(Pˆ
(K−1)
ij − Pij)2
where the expectation is taken over the test entries. Using the same argument as in Lemma 4 implies
that |∆K−1 ∩ Ωc| = ΘP (n2). Therefore, by Hoeffding’s inequality
L(A,K − 1)− L0(A,K) ≥ 1
2
E(L(A,K − 1)− L0(A,K)) = 1
2
∑
(i,j)∈Ωc
(Pˆ
(K−1)
ij − Pij)2
≥ 1
2
∑
(i,j)∈Ωc∩∆K−1
(Pˆ
(K−1)
ij − Pij)2 ≥ ΘP (n2ρ2n) (56)
with probability tending to 1. Comparing (50) and (56), we get
P(L(A,K − 1) > L(A,K))→ 1
as long as n1/3 log4/3 n = o(nρn).
Case 3: K ′ < K − 1. This case is essentially the same as Case 2. The only difference is that instead
of (51), we now need
|Pˆij − Pij | ≥ |
∑
K′<q≤K
XˆiqXˆjq| − |XˆTi· Xˆj· −XTi·Xj·|.
We have
|
∑
K′<q≤K
XˆiqXˆjq| ≥ |
∑
K′<q≤K
XiqXjq| −
∑
K′<q≤K
|XˆiqXˆjq −XiqXjq|
= |ρnR(K
′)
ij | −
∑
K′<q≤K
|XˆiqXˆjq −XiqXjq|.
The lower bound for the first term is available from Lemma 10 up to the order of K −K ′. Each of the
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remaining terms can be controlled as in (53). Thus we get the same bound as in Case 2 andP(L(A,K ′) >
L(A,K))→ 1. Combining all three cases, we have shown that P(Kˆ < K)→ 0.
Proof of Lemma 9. Let {uk} and {uˆk} be the eigenvectors from the conclusion of Lemma 8. Define
Zk = ‖
∑
p≥1
(2H/λK)
puk‖∞, k ∈ [K]
if all the series in the definition are finite, and Zk = ∞ if the series diverge for any component. Our
goal is to bound Zk. For any 1 ≤ k ≤ K and 1 ≤ l ≤ n,
|(
∑
p≥1
(2H/λK)
puk)l| ≤
∑
p≥1
|(2H/λK)puk)l| =
∑
p≥1
|( 2γ
λK
· H
γ
)puk)l|
=
∑
1≤p≤κ
8
(logξ n)
|[( 2γ
λK
· H
γ
)puk]l|+
∑
p>κ
8
(logξ n)
|[(2H
λK
)puk]l|
= ‖uk‖∞
∑
1≤p≤κ
8
(logξ n)
|[( 2γ
λK
· H
γ
)p
uk
‖uk‖∞ ]l|+
∑
p>κ
8
(logξ n)
|[(2H
λK
)puk]l| (57)
where the constant ξ is defined in Lemma 7, κ ∈ (0, 1) is a constant, and γ depends on n and ρn. To
apply Lemma 7, we need to select a γ to ensure E|Hij/γ|p ≤ 1/n. Since Hij ≤ 1, as long as γ > 1, for
all p ≥ 2
E|Hij/γ|p ≤ E|Hij/γ|2 = Pij(1− Pij)
γ2
≤ maxij Pij
γ2
≤ ρn
γ2
.
Setting γ =
√
nρn, we have E|Hij/γ|p ≤ 1n for all i, j ∈ [n] and p ≥ 2.
Now define events
Ek =
{
‖(H
γ
)p
uk
‖uk‖∞ ‖∞ < (log n)
pξ, for all p ≤ κ
8
(logξ n)
}
, k = 1, 2, · · · ,K,
and
E0 = {‖H‖ ≤ C√nρn} ,
where C is the constant from Lemma 1. By Lemmas 7 and 1, we have
P(∩Kk=0Ek) ≥ 1−Kn−
1
4
(logµ n)
ξ−1(logµ e)−ξ − n−δ.
Under the event ∩Kk=0Ek, for any k ∈ [K] and l ∈ [n],∑
1≤p≤κ
8
(logξ n)
|( 2γ
λK
· H
γ
)p
uk
‖uk‖∞ )l| ≤
∑
1≤p≤κ
8
(logξ n)
(
2γ
λK
logξ n)p =
∑
1≤p≤κ
8
(logξ n)
(
2
√
nρn
λK
logξ n)p
≤
∑
1≤p≤κ
8
(logξ n)
(
2
√
nρn
nρn
ψ1
logξ n)p =
∑
1≤p≤κ
8
(logξ n)
(
2ψ1√
nρn
logξ n)p.
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Under the condition log
2ξ n
nρn
= o(1), for sufficiently large n, we have 2ψ1√nρn log
ξ n < 1/2. Therefore
‖uk‖∞
∑
1≤p≤κ
8
(logξ n)
|( 2γ
λK
· H
γ
)p
uk
‖uk‖∞ )l| ≤ 4ψ1
logξ n√
nρn
‖uk‖∞. (58)
On the other hand, for the second term in (57), we have∑
p>κ
8
(logξ n)
|[(2H
λK
)puk]l| ≤
∑
p>κ
8
(logξ n)
‖(2H
λK
)puk‖∞ ≤
∑
p>κ
8
(logξ n)
‖(2H
λK
)puk‖2
≤
∑
p≥dκ
8
(logξ n)e
‖(2H
λK
)p‖ =
∑
p≥dκ
8
(logξ n)e
‖2H‖p
λpK
.
Under the event ∩Kk=0Ek, we have ‖2H‖ ≤ 2C
√
nρn <
1
2
nρn
ψ1
< 12λK for sufficiently large n, which gives∑
p>κ
8
(logξ n)
|[(2H
λK
)puk]l| ≤
∑
p≥dκ
8
(logξ n)e
(
2Cψ1√
nρn
)p ≤ 2( 2Cψ1√
nρn
)d
κ
8
(logξ n)e ≤ 2( 2Cψ1√
nρn
)
κ
8
(logξ n). (59)
Combining (57), (58) and (59), under the event ∩Kk=0Ek, we have
Zk ≤ 4ψ1 log
ξ n√
nρn
‖uk‖∞ + 2( 2Cψ1√
nρn
)
κ
8
(logξ n), k ∈ [K].
The second term is dominated by the first, so for sufficiently large n
Zk ≤ 8ψ1 log
ξ n√
nρn
‖uk‖∞, k ∈ [K]. (60)
Since ds ≤ K and δs = Θ(nρn) so A3 and Lemma 8 give
‖uˆK − uK‖∞ ≤ ‖uK‖∞
(
8dK(
‖H‖
δK
)2 +
2‖H‖
λK
)
+ ZK +
4
√
2‖H‖
λK
∑
1≤s<K
λs min(
ds
δs
,
dK
δK
) (‖us‖∞ + Zs)
≤ ‖uK‖∞
(
8K(
2Cψ1
√
nρn
nρn
)2 +
2Cψ1
√
nρn
nρn
)
+ 16ψ1
logξ n√
nρn
‖uk‖∞
+
4
√
2Cψ1
√
nρn
nρn
(K − 1)
(
2ψ21Knρn
nρn
( max
1≤k≤K
‖uk‖∞ + 8ψ1 log
ξ n√
nρn
max
1≤k≤K
‖uk‖∞)
)
≤ max
1≤k≤K
‖uk‖∞ · 32ψ1 log
ξ n√
nρn
for sufficiently large n. Therefore, from max1≤k≤K ‖uk‖∞ ≤ ‖U‖2,∞ ≤
√
K
n µ(P ) ≤
√
Ktn√
n
, we get
‖uˆK − uK‖∞ ≤ 32ψ1
√
Ktn log
ξ n
n
√
ρn
.
Finally, taking C1 = 32ψ1
√
K gives the result under the event ∩Kk=0Ek, which for sufficiently large n,
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happens with probability at least
1−Kn− 14 (logµ n)ξ−1(logµ e)−ξ − n−δ ≥ 1− 2n−δ.
B Additional empirical results for model selection
B.1 Rank estimation for general directed networks
Here we test ECV on the task of selecting the best rank for a directed network model. There are
no obvious competitors for this task, since the NCV is designed for the block model family. Assume
M = XY T where X,Y ∈ Rn×K are such that Mij ∈ [0, 1]. This can be viewed as a directed random
dot product graph model [Young and Scheinerman, 2007], with K being the dimension of its latent
space. We can use the ECV with either the AUC loss or the SSE loss for model selection here, and with
either of the two stability selection methods (average or mode). In simulations, we generate two n×K
matrices S1 and S2 with each element drawn independently from the uniform distribution on (0, 1), and
set P = S1S
T
2 . We then normalize to [0, 1] by setting M = (maxi,j Pij)
−1P and generate the network
adjacency matrix A with independent Bernoulli edges and EA = P .
We fix K = 3 or K = 5 and vary the number of nodes n. The candidate set is K ∈ {1, 2, · · · , 8}. Table 3
shows the distribution of estimated Kˆ under various settings. When the sample size is sufficiently large,
all versions of ECV can estimate K well. The AUC-based ECV is always more accurate that the SSE-
based ECV, and works better for smaller sample sizes. The estimation is already quite stable for this
task so stability selection does not offer much improvement.
B.2 Additional model selection results under the block models
Table 4 shows the counterpart of the results in Table 1 under the SBM as the true model. The task is
easier under the SBM as the model is simpler, but the general pattern is very similar to the DCSBM
setting. Stability selection clearly improves performance and the ECV performs better than the NCV
overall.
As discussed in the paper, we can use both the L2 loss and the binomial deviance as the loss function.
Empirically we found the L2 loss gives better results, shown in Section 4. For completeness, we include
the results for the binomial deviance for both ECV (ECV-dev) and NCV (NCV-dev) in Table 5 (when
the true model is the DCSBM) and Table 6 (when the true model is the SBM). The pattern is the same
as for the L2 loss; both methods benefit from stability selection and ECV always dominates NCV. The
difference between the two methods is very large under the DCSBM and smaller under the SBM.
B.3 Selecting the number of communities
When the type of a block model (SBM or DCSBM) is known or assumed, there are multiple methods
available for selecting the number of communities K, which can be benchmarked against cross-validation
methods. For this task, we compare the previously mentioned ECV-l2, NCV-l2, and the model-free ECV
with the SSE and the AUC as loss functions, described in Section 3.1 (ECV-SSE and ECV-AUC), with
two versions of stability selection (average or mode). We include two additional methods designed
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Table 3: Frequency of estimated rank values for directed RDPG in 200 replications.
K n method Kˆ: 1 2 3 4 5 6 7 8
3 600
ECV-AUC 42 61 97 - - - - -
ECV-AUC-mode 40 61 99 - - - - -
ECV-AUC-avg 42 61 97 - - - - -
ECV-SSE 144 42 14 - - - - -
ECV-SSE-mode 157 39 4 - - - - -
ECV-SSE-avg 144 55 1 - - - - -
3 750
ECV-AUC - 1 199 - - - - -
ECV-AUC-mode - 1 199 - - - - -
ECV-AUC-avg - 1 199 - - - - -
ECV-SSE 11 59 130 - - - - -
ECV-SSE-mode 6 52 142 - - - - -
ECV-SSE-avg 5 67 128 - - - - -
3 900
ECV-AUC - - 3 - - - - -
ECV-AUC-mode - - 3 - - - - -
ECV-AUC-avg - - 3 - - - - -
ECV-SSE - 4 196 - - - - -
ECV-SSE-mode - 2 198 - - - - -
ECV-SSE-avg - 2 198 - - - - -
5 1500
ECV-AUC 39 20 26 33 82 - - -
ECV-AUC-mode 31 20 28 33 88 - - -
ECV-AUC-avg 39 20 26 33 82 - - -
ECV-SSE 133 34 20 11 2 - - -
ECV-SSE-mode 134 39 13 10 4 - - -
ECV-SSE-avg 117 52 18 13 - - - -
5 1800
ECV-AUC - - 1 3 196 - - -
ECV-AUC-mode - - 1 3 196 - - -
ECV-AUC-avg - - 1 3 196 - - -
ECV-SSE 10 10 29 46 105 - - -
ECV-SSE-mode 9 9 31 28 123 - -
ECV-SSE-avg 4 13 30 47 106 - - -
5 2000
ECV-AUC - - - - 200 - - -
ECV-AUC-mode - - - - 200 - - -
ECV-AUC-avg - - - - 200 - - -
ECV-SSE - - 5 14 181 - - -
ECV-SSE-mode - - 6 11 183 - -
ECV-SSE-avg - - 5 17 178 - - -
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Table 4: Overall correct model selection rate by ECV and NCV (out of 200 replications). The true model is the
SBM.
K n λ t β ECV-l2 ECV-l2-mode NCV-l2 NCV-l2-mode
3 600
15 0 0.2 1.00 1.00 0.99 1.00
20 0 0.2 1.00 1.00 1.00 1.00
30 0 0.2 1.00 1.00 0.99 1.00
40 0 0.2 1.00 1.00 1.00 1.00
5 600
15 0 0.2 0.81 0.88 0.71 0.86
20 0 0.2 1.00 1.00 0.98 1.00
30 0 0.2 1.00 1.00 0.98 1.00
40 0 0.2 0.99 1.00 0.98 1.00
5 1200
15 0 0.2 0.98 0.98 0.91 0.96
20 0 0.2 1.00 1.00 0.99 1.00
30 0 0.2 1.00 1.00 0.96 1.00
40 0 0.2 1.00 1.00 0.97 1.00
3 600
40 0 0.2 1.00 1.00 1.00 1.00
40 0.25 0.2 1.00 1.00 0.99 1.00
40 0.5 0.2 1.00 1.00 0.97 1.00
40 1 0.2 0.73 0.76 0.34 0.43
5 600
40 0 0.2 0.99 1.00 0.98 1.00
40 0.25 0.2 1.00 1.00 0.95 1.00
40 0.5 0.2 0.82 0.86 0.64 0.78
40 1 0.2 0.06 0.01 0.17 0.10
5 1200
40 0 0.2 1.00 1.00 0.97 1.00
40 0.25 0.2 1.00 1.00 0.98 1.00
40 0.5 0.2 0.93 0.94 0.73 0.89
40 1 0.2 0.01 0.01 0.21 0.06
3 600
40 0 0.1 1.00 1.00 0.98 1.00
40 0 0.2 1.00 1.00 1.00 1.00
40 0 0.5 0.92 0.96 0.83 0.96
5 600
40 0 0.1 0.99 1.00 0.97 1.00
40 0 0.2 0.99 1.00 0.98 1.00
40 0 0.5 0.00 0.00 0.00 0.00
5 1200
40 0 0.1 1.00 1.00 0.98 1.00
40 0 0.2 1.00 1.00 0.97 1.00
40 0 0.5 0.00 0.00 0.00 0.00
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Table 5: Overall correct selection rate of ECV and NCV in 200 replications when binomial deviance is used as
the loss function. The true model is the DCSBM.
K n λ t β ECV-dev ECV-dev-mode NCV-dev NCV-dev-mode
3 600
15 0 0.2 0.47 0.45 0.00 0.00
20 0 0.2 0.89 0.96 0.00 0.00
30 0 0.2 1.00 1.00 0.26 0.14
40 0 0.2 1.00 1.00 0.84 0.96
5 600
15 0 0.2 0.34 0.40 0.00 0.00
20 0 0.2 0.82 0.93 0.00 0.00
30 0 0.2 0.97 1.00 0.01 0.00
40 0 0.2 0.99 1.00 0.13 0.10
5 1200
15 0 0.2 0.45 0.53 0.00 0.00
20 0 0.2 0.94 0.98 0.00 0.00
30 0 0.2 1.00 1.00 0.00 0.00
40 0 0.2 1.00 1.00 0.23 0.15
3 600
40 0 0.2 1.00 1.00 0.86 0.95
40 0.25 0.2 1.00 1.00 0.89 0.94
40 0.5 0.2 1.00 1.00 0.89 0.95
40 1 0.2 0.64 0.71 0.29 0.41
5 600
40 0 0.2 0.97 1.00 0.16 0.10
40 0.25 0.2 0.98 1.00 0.12 0.09
40 0.5 0.2 0.72 0.79 0.07 0.04
40 1 0.2 0.12 0.07 0.07 0.03
5 1200
40 0 0.2 1.00 1.00 0.21 0.17
40 0.25 0.2 1.00 1.00 0.21 0.15
40 0.5 0.2 0.81 0.82 0.09 0.04
40 1 0.2 0.09 0.07 0.02 0.01
3 600
40 0 0.1 1.00 1.00 0.99 1.00
40 0 0.2 1.00 1.00 0.85 0.96
40 0 0.5 0.96 0.97 0.00 0.00
5 600
40 0 0.1 0.99 1.00 0.59 0.82
40 0 0.2 0.98 1.00 0.18 0.10
40 0 0.5 0.00 0.00 0.00 0.00
5 1200
40 0 0.1 1.00 1.00 0.93 1.00
40 0 0.2 0.99 1.00 0.22 0.15
40 0 0.5 0.00 0.00 0.00 0.00
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Table 6: Overall correct selection rate of ECV and NCV in 200 replications when binomial deviance is used as
the loss function. The true model is the SBM.
K n λ t β ECV-dev ECV-dev-mode NCV-dev NCV-dev-mode
3 600
15 0 0.2 1.00 1.00 0.98 1.00
20 0 0.2 1.00 1.00 0.99 1.00
30 0 0.2 1.00 1.00 0.99 1.00
40 0 0.2 1.00 1.00 0.99 1.00
5 600
15 0 0.2 0.82 0.89 0.71 0.87
20 0 0.2 0.99 1.00 0.97 1.00
30 0 0.2 0.99 1.00 0.98 1.00
40 0 0.2 1.00 1.00 0.97 1.00
5 1200
15 0 0.2 0.97 0.98 0.92 0.96
20 0 0.2 1.00 1.00 1.00 1.00
30 0 0.2 1.00 1.00 0.96 1.00
40 0 0.2 1.00 1.00 0.96 1.00
3 600
40 0 0.2 1.00 1.00 1.00 1.00
40 0.25 0.2 1.00 1.00 0.99 1.00
40 0.5 0.2 1.00 1.00 0.95 1.00
40 1 0.2 0.67 0.73 0.26 0.38
5 600
40 0 0.2 0.99 1.00 0.94 1.00
40 0.25 0.2 1.00 1.00 0.95 1.00
40 0.5 0.2 0.80 0.86 0.58 0.74
40 1 0.2 0.12 0.04 0.21 0.12
5 1200
40 0 0.2 1.00 1.00 0.97 1.00
40 0.25 0.2 1.00 1.00 0.96 1.00
40 0.5 0.2 0.93 0.94 0.68 0.84
40 1 0.2 0.05 0.01 0.23 0.11
3 600
40 0 0.1 1.00 1.00 0.98 1.00
40 0 0.2 1.00 1.00 0.99 1.00
40 0 0.5 0.94 0.97 0.85 0.97
5 600
40 0 0.1 0.99 1.00 0.96 1.00
40 0 0.2 0.99 1.00 0.93 1.00
40 0 0.5 0.00 0.00 0.00 0.00
5 1200
40 0 0.1 1.00 1.00 0.97 1.00
40 0 0.2 1.00 1.00 0.97 1.00
40 0 0.5 0.00 0.00 0.00 0.00
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Table 7: The rate of correctly estimating the number of communities (out of 200 replications) when varying the
network average degree and fixing t = 0, β = 0.2. The true model is the DCSBM.
Setting ECV-l2 NCV-l2 ECV-AUC ECV-SSE
K n λ mode avg mode avg mode avg mode avg
3 600
15 0.99 1.00 1.00 0.82 0.99 0.94 0.99 1.00 1.00 0.99 1.00 1.00
20 1.00 1.00 1.00 0.98 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
30 1.00 1.00 1.00 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
40 1.00 1.00 1.00 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
5 600
15 0.57 0.60 0.72 0.01 0.00 0.00 0.55 0.59 0.68 0.33 0.34 0.68
20 0.92 0.95 0.96 0.43 0.67 0.36 0.93 0.96 0.99 0.86 0.91 0.99
30 0.99 1.00 1.00 0.76 0.99 0.91 1.00 1.00 1.00 1.00 1.00 1.00
40 0.99 1.00 1.00 0.76 0.98 0.89 1.00 1.00 1.00 1.00 1.00 1.00
5 1200
15 0.74 0.79 0.85 0.01 0.00 0.00 0.73 0.79 0.83 0.22 0.26 0.83
20 0.99 0.99 1.00 0.76 0.95 0.67 0.98 0.99 0.99 0.94 0.97 0.99
30 1.00 1.00 1.00 0.98 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
40 1.00 1.00 1.00 0.96 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
specifically for choosing K under block models, which we would expect to be at least as accurate as
cross-validation considering that they use the true model and cross-validation does not. The method
of Wang and Bickel [2017] is a BIC-type criterion (LR-BIC) based on an asymptotic analysis of the
likelihood ratio statistic. Another BIC-type method proposed by Saldana et al. [2017] is based on the
composite likelihood (CL-BIC) but it is computationally infeasible for networks with more than 1000
nodes (using the implementation on the authors’ website) and it was less accurate than LR-BIC in our
experiments on smaller networks, so we omitted it from comparisons. From the class of eigenvalues-
based methods proposed by Le and Levina [2015], we include the best-performing variant based on the
Bethe-Hessian matrix with moment correction (BHmc). Due to the large number of methods, we first
compare just the cross-validation methods, ECV-l2, NCV-l2, ECV-AUC, ECV-SSE, and their stabilized
versions, and then we compare the best of the cross-validation methods with the other two. Only the
results under the DCSBM as the true model are included but the results are similar when the true
model is the SBM.
Table 7 shows the comparison between the cross-validation methods when we vary the average network
degree with fixed β = 0.2 and balanced communities. Both stability selection methods improve the
accuracy of ECV, and the average is better for all versions of the ECV. On the other hand, for NCV
the most frequently selected K is typically more accurate than the rounded average. Further, all the
variants of the ECV work as well as or better than NCV in all configurations. For example, when
n = 1200,K = 5, λ = 15, the ECV accuracy is in the range 0.83-0.85, while the NCV completely fails.
The model-free ECV-AUC is similar to ECV-l2 on this task, but it cannot be used to select between
the SBM and the DCSBM. The ECV-SSE version is slightly inferior but still works much better than
NCV.
Tables 8 and 9 compare the same methods when we vary t fixing λ and β, and vary β while fixing λ
and t, respectively. The pattern is very similar to Table 7.
Next, we compare the best of cross-validation methods (ECV-l2-avg, NCV-l2-mode, ECV-AUC-avg)
with the model-based methods LR-BIC and BHmc, with results shown in Table 10. The LR-BIC and
BHmc perform perfectly most of the time, and outperform cross-validation when K is large and the
network is sparse (harder settings). This is expected since cross-validation is a general method and the
other two rely on the true model; they also cannot be applied to any other tasks. It is also not clear how
they behave under model misspecification (important given that in the real world not many networks
follow exactly the SBM or the DCSBM), while cross-validation can still be expected to give reasonable
results; in particular, the ECV selection can be interpreted as the optimal model from the block model
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Table 8: The rate of correctly estimating the number of communities (out of 200 replications) when varying t and
fixing λ = 40, β = 0.2. The true model is the DCSBM.
Setting ECV-l2 NCV-l2 ECV-AUC ECV-SSE
K n t mode avg mode avg mode avg mode avg
3 600
0 1.00 1.00 1.00 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
0.25 1.00 1.00 1.00 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
0.5 1.00 1.00 1.00 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
1 0.70 0.79 0.67 0.49 0.48 0.49 0.85 0.86 0.90 0.82 0.83 0.90
5 600
0 0.99 1.00 1.00 0.76 0.98 0.89 1.00 1.00 1.00 1.00 1.00 1.00
0.25 0.98 1.00 1.00 0.64 0.95 0.84 1.00 1.00 1.00 1.00 1.00 1.00
0.5 0.77 0.80 0.80 0.36 0.55 0.70 0.80 0.80 0.83 0.74 0.77 0.83
1 0.11 0.06 0.07 0.06 0.01 0.01 0.03 0.01 0.01 0.01 0.00 0.01
5 1200
0 1.00 1.00 1.00 0.96 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
0.25 1.00 1.00 1.00 0.97 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
0.5 0.81 0.83 0.83 0.60 0.64 0.66 0.86 0.89 0.91 0.74 0.74 0.91
1 0.10 0.06 0.07 0.01 0.00 0.00 0.04 0.01 0.01 0.00 0.00 0.01
Table 9: The rate of correctly estimating the number of communities (out of 200 replications) when varying β
and fixing λ = 40, t = 0. The true model is the DCSBM.
Setting ECV-l2 NCV-l2 ECV-AUC ECV-SSE
K n β mode avg mode avg mode avg mode avg
3 600
0.1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
0.2 1.00 1.00 1.00 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
0.5 0.96 1.00 1.00 0.00 0.00 0.00 0.96 1.00 1.00 0.12 0.16 1.00
5 600
0.1 1.00 1.00 1.00 0.85 1.00 0.99 0.98 1.00 0.99 1.00 1.00 0.99
0.2 0.99 1.00 1.00 0.76 0.98 0.89 1.00 1.00 1.00 1.00 1.00 1.00
0.5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 1200
0.1 1.00 1.00 1.00 0.95 1.00 1.00 0.99 1.00 1.00 1.00 1.00 1.00
0.2 1.00 1.00 1.00 0.96 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
0.5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table 10: The rate of correctly estimating the number of communities (out of 200 replications) for the best variant
of each method. The true model is the DCSBM.
Setting Method
K n λ t β ECV-l2-avg NCV-l2-mode ECV-AUC-avg LR-BIC BHmc
3 600
15 0 0.2 1.00 0.99 1.00 1.00 1.00
20 0 0.2 1.00 1.00 1.00 1.00 1.00
30 0 0.2 1.00 1.00 1.00 1.00 1.00
40 0 0.2 1.00 1.00 1.00 1.00 1.00
5 600
15 0 0.2 0.72 0.00 0.59 1.00 1.00
20 0 0.2 0.96 0.67 0.96 1.00 1.00
30 0 0.2 1.00 0.99 1.00 1.00 1.00
40 0 0.2 1.00 0.98 1.00 1.00 1.00
5 1200
15 0 0.2 0.85 0.00 0.79 1.00 1.00
20 0 0.2 1.00 0.95 0.99 1.00 1.00
30 0 0.2 1.00 1.00 1.00 1.00 1.00
40 0 0.2 1.00 1.00 1.00 1.00 1.00
3 600
40 0 0.2 1.00 1.00 1.00 1.00 1.00
40 0.25 0.2 1.00 1.00 1.00 1.00 1.00
40 0.5 0.2 1.00 1.00 1.00 1.00 1.00
40 1 0.2 0.67 0.48 0.86 1.00 1.00
5 600
40 0 0.2 1.00 0.98 1.00 1.00 1.00
40 0.25 0.2 1.00 0.95 1.00 1.00 1.00
40 0.5 0.2 0.80 0.55 0.80 1.00 0.99
40 1 0.2 0.07 0.01 0.01 0.46 0.10
5 1200
40 0 0.2 1.00 1.00 1.00 1.00 1.00
40 0.25 0.2 1.00 1.00 1.00 1.00 1.00
40 0.5 0.2 0.83 0.64 0.89 1.00 1.00
40 1 0.2 0.07 0.00 0.01 0.45 0.12
3 600
40 0 0.1 1.00 1.00 1.00 1.00 1.00
40 0 0.2 1.00 1.00 1.00 1.00 1.00
40 0 0.5 0.98 0.00 0.96 1.00 1.00
5 600
40 0 0.1 1.00 1.00 1.00 1.00 1.00
40 0 0.2 1.00 0.98 1.00 1.00 1.00
40 0 0.5 0.00 0.00 0.00 0.00 0.00
5 1200
40 0 0.1 1.00 1.00 1.00 1.00 1.00
40 0 0.2 1.00 1.00 1.00 1.00 1.00
40 0 0.5 0.00 0.00 0.00 0.00 0.00
family in terms of link prediction for the observed network.
Table 10 in the paper shows the accuracy of selecting K from multiple methods under the DCSBM,
and results under the SBM are given in Table 11 below. The pattern is similar, except ECV-AUC has a
problem with perfectly separated communities (β = 0, an unrealistic scenario, presumably due to many
ties affecting the AUC). LR-BIC is more robust than BHmc to unbalanced community sizes but is the
most vulnerable of all methods to high out-in ratio.
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Table 11: The correct rate for estimating the number of communities in 200 replications from the best variant of
each method. The underlying true model is SBM.
Configurations Method
K n λ t β ECV-l2-avg NCV-l2-mode ECV-AUC-avg LR-BIC BHmc
3 600
15 0 0.2 1.00 1.00 1.00 1.00 1.00
20 0 0.2 1.00 1.00 1.00 1.00 0.99
30 0 0.2 1.00 1.00 1.00 1.00 1.00
40 0 0.2 1.00 1.00 1.00 1.00 1.00
5 600
15 0 0.2 0.89 0.86 0.89 0.99 1.00
20 0 0.2 1.00 1.00 1.00 1.00 1.00
30 0 0.2 1.00 1.00 1.00 1.00 1.00
40 0 0.2 1.00 1.00 0.99 1.00 1.00
5 1200
15 0 0.2 0.98 0.96 0.99 1.00 1.00
20 0 0.2 1.00 1.00 1.00 1.00 1.00
30 0 0.2 1.00 1.00 1.00 1.00 1.00
40 0 0.2 1.00 1.00 1.00 1.00 1.00
3 600
40 0 0.2 1.00 1.00 1.00 1.00 1.00
40 0.25 0.2 1.00 1.00 1.00 1.00 1.00
40 0.5 0.2 1.00 1.00 1.00 1.00 1.00
40 1 0.2 0.72 0.44 0.85 1.00 1.00
5 600
40 0 0.2 1.00 1.00 0.98 1.00 1.00
40 0.25 0.2 1.00 1.00 1.00 1.00 1.00
40 0.5 0.2 0.86 0.78 0.88 1.00 0.99
40 1 0.2 0.05 0.10 0.01 0.72 0.05
5 1200
40 0 0.2 1.00 1.00 1.00 1.00 1.00
40 0.25 0.2 1.00 1.00 1.00 1.00 1.00
40 0.5 0.2 0.95 0.89 0.96 1.00 1.00
40 1 0.2 0.03 0.06 0.01 0.79 0.07
3 600
40 0 0.1 1.00 1.00 0.93 1.00 1.00
40 0 0.2 1.00 1.00 1.00 1.00 1.00
40 0 0.5 0.95 0.96 1.00 0.82 1.00
5 600
40 0 0.1 1.00 1.00 0.76 1.00 1.00
40 0 0.2 1.00 1.00 0.99 1.00 1.00
40 0 0.5 0.00 0.00 0.05 0.00 0.00
5 1200
40 0 0.1 1.00 1.00 0.88 1.00 1.00
40 0 0.2 1.00 1.00 1.00 1.00 1.00
40 0 0.5 0.00 0.00 0.04 0.00 0.00
B.4 The impact of training proportion p and replication number N
This simulation study illustrates the impact of p and N on the performance of ECV for the block model
selection task in Section 4.1. The true model is the DCSBM with K = 3 equal-sized communities,
n = 600, average degree 15, and the out-in ratio 0.2. The results are averaged over 200 replications.
Figures 5 and 6 show the effects of varying p and N on model selection and estimation of K, respectively.
Clearly, a small p will not produce enough data to fit the model accurately. A very large p is also not
ideal since the test set will be very small. The larger the number of replications N , the better in
general. The stability selection step makes our procedure much more robust to the choice of p and N ,
with similar performance for p > 0.85 and all values of N considered. In all our examples in the paper,
we use p = 0.9, N = 3.
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Figure 5: The rate of correctly selecting between the SBM and the DCSBM as a function of p and N .
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Figure 6: The rate of correctly selecting K under the true model as a function of p and N .
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