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A NEW GRAPH INVARIANT ARISES IN TORIC
TOPOLOGY
SUYOUNG CHOI AND HANCHUL PARK
Abstract. In this paper, we introduce new combinatorial invariants
of any finite simple graph, which arise in toric topology. We compute
the i-th (rational) Betti number and Euler characteristic of the real
toric variety associated to a graph associahedron PB(G). They can be
calculated by a purely combinatorial method (in terms of graphs) and
are named ai(G) and b(G), respectively. To our surprise, for specific
families of the graph G, our invariants are deeply related to well-known
combinatorial sequences such as the Catalan numbers and Euler zigzag
numbers.
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1. Introduction
For a finite simple graph G, we define a graph invariant called the signed
a-number of G, written as sa(G), as follows:
• sa(G) is the product of signed a-numbers of connected components
of G. In particular, sa(∅) = 1.
• sa(G) = 0 if G has odd order.
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• If G is a connected graph of even order, then sa(G) is given by
minus the sum of signed a-numbers of all induced subgraphs of G
other than G itself.
The a-number of G, written as a(G), is defined by the absolute value of
sa(G). The i-th a-number of G, ai(G), is the sum of a-numbers of induced
subgraphs of G of order 2i. The total a-number b(G) is the sum of signed
a-numbers of every induced subgraphs of G. In Section 2, we compute these
invariants for specific classes of graphs and present tables for them.
These numerical invariants are derived from certain topological invariants
of real toric manifolds, which are one of important objects in toric topology.
A toric variety of complex dimension n is a normal algebraic variety over the
complex field C with an effective algebraic action of (C∗)n having an open
dense orbit, where C∗ = C \ {0}. A compact non-singular toric variety is
called a toric manifold; the subset consisting of points with real coordinates
is called a real toric manifold.
A simple polytope Pn is called a Delzant polytope if for each vertex p of
Pn, the outward normal vectors of the facets containing p can be chosen to
make up an integral basis for Zn. Note that the normal fan of a Delzant
polytope is a complete non-singular fan and thus defines a toric manifold by
the fundamental theorem of toric geometry.
There is an interesting family of Delzant polytopes called nestohedra in-
troduced in [14]. Let us define some terminology. A building set B on a
finite set S is a collection of nonempty subsets of S such that
(1) B contains all singletons {i}, i ∈ S,
(2) if I, J ∈ B and I ∩ J 6= ∅, then I ∪ J ∈ B.
Let B be a building set on [n + 1] = {1, . . . , n + 1}. For I ⊂ [n+ 1], let ∆I
be the simplex given by the convex hull of points ei, i ∈ I, where ei is the
i-th coordinate vector. Then define the nestohedron PB as the Minkowski
sum of simplices
PB =
∑
I∈B
∆I .
See [15] or Section 3.2 for details. It is well-known that every nestohedron is
a Delzant polytope (for example, see [14, Proposition 7.10]). If G is a graph
and B = B(G) is a building set whose elements are obtained from connected
induced subgraphs of G, then PB(G) is called a graph associahedron. The no-
tion of graph associahedra was introduced in [2] motivated by [6]. The class
of graph associahedra includes some important families of simple polytopes,
such as permutohedra Pen, associahedra Asn (or Stasheff polytopes), cyclo-
hedra Cyn (or Bott-Taubes polytopes) and stellohedra Stn, corresponding
to the complete graphs Kn+1, the path graphs Pn+1, the circle graphs Cn+1,
and the star graphs K1,n with n + 1 vertices respectively. Note that star
graph K1,n is a special kind of complete bipartite graphs Km,n.
Since nestohedra are Delzant polytopes, we have a toric manifold associ-
ated to the graph associahedron PB(G) which is denoted by MC(B(G)). Its
real toric manifold is written as MR(B(G)). In the toric manifold case, one
can use the famous results of Jurkiewicz [11] and Danilov [3] to compute the
cohomology ring. In particular, the Betti numbers are given by the h-vector
of PB(G), which is a combinatorial invariant determined by number of faces
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of the polytope. So the problem to find the Betti numbers of MC(B(G)) re-
duces to that of computing h-vectors of the graph associahedron PB(G). See
[15]. In this paper, we focus on the real toric manifold MR(B(G)) =:M(G).
In this case, the theorem of Davis-Januszkiewicz [5, Theorem 4.14] tells
only about Z2-coefficient version H
∗(M(G);Z2). Thus, we want to compute
rational Betti numbers of M(G). Hereby we present the main result:
Theorem 1.1. Let G be a graph (not necessarily connected). Then the
rational Betti numbers βi(M(G)) and the Euler characteristic χ(M(G)) of
M(G) are
βi(M(G)) = ai(G) and χ(M(G)) = b(G).
Remark 1.2. By a result of Davis-Januskiewicz [5], the Z2-Betti numbers
of MR(B(G)) is equal to the Q-Betti numbers of MC(B(G)), which is given
by the h-vector of PB(G) as mentioned above. Since the Euler characteristic
can be calculated using any coefficient field [9, Exercise 3A.1], one concludes
that b(G) also can be obtained from the h-vector of PB(G). See Remark 2.3
for details.
An amazing formula by Suciu and Trevisan [19] to calculate rational Betti
number of any real toric manifold is one of the key tools in the proof of
Theorem 1.1. As immediate consequence, we obtain the following corollary.
Corollary 1.3. If G = Kn+1 is a complete graph, then
βi(M(G)) = ai(Kn+1) =
(
n+ 1
2i
)
A2i
and
χ(M(G)) = b(Kn+1) =
{
0, if n is odd;
(−1)
n
2An+1, if n is even,
where Ak is the k-th Euler zigzag number.
The toric variety MC(B(Kn+1)) is known as a Hessenberg variety [7] and
its real versionM(Kn+1) is also well-studied. In particular, its rational Betti
numbers have already been computed by Henderson [10, Corollary 1.3] using
a geometrical approach. After that, Suciu [20] also computed it using his
own method. We remark that our result can be regarded as a generalization
of Suciu’s.
Corollary 1.4. If G = Pn+1 is a path graph, then
βi(M(G)) = ai(Pn+1) =
(
n+ 1
i
)
−
(
n+ 1
i− 1
)
for 1 ≤ i ≤ ⌊n+12 ⌋ and
χ(M(G)) = b(Pn+1) =
{
0, if n is odd;
(−1)
n
2 Cn
2
, if n is even,
where Ck =
1
k+1
(
2k
k
)
is the k-th Catalan number.
One can find the list of combinatorial interpretations of Cn developed by
R. Stanley at http://www-math.mit.edu/~rstan/ec/. It is noted that
an(P2n) = |b(P2n+1)| is the n-th Catalan number Cn. Since ai(G) and b(G)
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are calculated in a purely combinatorial way, this result has been included
recently in Stanley’s list as a new combinatorial interpretation of the Catalan
numbers (see [18, C.6C]).
Corollary 1.5. If G = Cn+1 is a cycle graph, then
βi(M(G)) = ai(Cn+1) =
{ (n+1
i
)
, if 2i < n+ 1;
1
2
(2i
i
)
, if 2i = n+ 1.
and
χ(M(G)) = b(Cn+1) =
{
0, if n is odd;
(−1)
n
2
(
n
n/2
)
, if n is even.
Corollary 1.6. If G = K1,n is a star graph, then
βi(M(G)) = ai(K1,n) =
(
n
2i− 1
)
A2i−1
for i ≥ 1 and
χ(M(G)) = b(K1,n) =
{
0, if n is odd;
(−1)
n
2An, if n is even,
where Ak is the k-th Euler zigzag number.
This paper is organized as follows. In Section 2, we define our graph in-
variants containing the signed and unsigned a-numbers, the i-th a-numbers,
and the total a-numbers. Furthermore, we compute them for specific classes
of graphs such as Pn, Cn, Kn, and K1,n−1, and give tables for them. In
Section 3, we recall the definition of small covers and introduce the formula
of Suciu-Trevisan. We also review nestohedra and graph associahedra. In
Section 4, we introduce the simplicial complex KevenG whose topology is es-
sential to the computation. We also introduce a subdivision of KevenG that
is shellable, which implies KevenG is homotopy equivalent to a wedge sum of
spheres of the same dimension. Finally, in Section 5, we prove Theorem 1.1.
2. a-numbers: definition and examples
Throughout this paper, every graph is assumed to be finite, undirected,
and simple. We start by defining our invariant, called the a-number. For
a graph G, the set of vertices and edges are denoted by V (G) and E(G),
respectively.
Definition 2.1. Let G be a graph. The signed a-number of G, or sa(G), is
defined recursively by the following conditions:
• sa(G) =
∏ℓ
i=1 sa(Gi) if G1, . . . , Gℓ are components of G. In partic-
ular, sa(∅) = 1.
• If G is connected, then:
(2.1) sa(G) =
 −
∑
I(V (G)
sa(G|I), if G has even order;
0, otherwise,
where G|I is the full subgraph of G induced by I, i.e., V (G|I) = I
and E(G|I ) = {{v,w} ∈ E(G) | v,w ∈ I}.
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The a-number or unsigned a-number of G, denoted by a(G), is the ab-
solute value of sa(G). The i-th a-number of G or ai(G) is defined by the
sum
ai(G) :=
∑
I⊆V (G)
|I|=2i
a(G|I).
Note that a1(G) is the number of edges of G.
The total a-number of G, or b(G), is the whole sum of signed a-numbers
of all induced subgraphs, that is
b(G) :=
∑
I⊆V (G)
sa(G|I).
Remark 2.2. Even though it seems nontrivial from the definition, the re-
lation
sa(G) = (−1)|
V (G)
2
|a(G)
holds. As we shall see in the proof of Theorem 1.1, this is an obvious fact
from topological viewpoint. Assuming this relation, it is easy to see that
b(G) =
⌊
V (G)
2
⌋∑
i=0
(−1)iai(G).
Remark 2.3. As we have seen in Remark 1.2, b(G) can be computed from
the h-vector of PB(G). More precisely, when G is a graph with 2k+1 vertices,
the following
b(G) = f(G,−2) = h(G,−1) = (−1)k × coeff of tk in γ(G, t)
holds where f(G, t), h(G, t), γ(G, t) denote the f -, h-, γ-polynomials of the
polytope PB(G). This can be proven by checking that b(G) satisfies the
recurrence relations of [14, Theorem 7.11].
Remark 2.4. If G is a connected graph with 2n vertices, n ≥ 1, then
an(G) = a(G) and b(G) = 0. Therefore, if b(G) is nonzero, then G has odd
order.
The rest of this section is devoted to calculating a-numbers of some impor-
tant examples of graphs, such as path graphs, complete graphs, star graphs,
and cycle graphs.
Theorem 2.5. Let G = Pn be the path graph with n vertices. Then
sa(P2n) = (−1)
n 1
n+ 1
(
2n
n
)
is the n-th Catalan number up to sign. More generally the following holds:
ai(Pn) =
(
n
i
)
−
(
n
i− 1
)
for 1 ≤ i ≤ ⌊n2 ⌋.
Proof. First, we verify the first formula. Put G = P2n and assume that
V (G) = [2n] = {1, . . . , 2n} and the edges are of the form {k, k + 1}, 1 ≤
k ≤ 2n−1. To compute sa(P2n) we must check out every induced subgraph
of G whose signed a-number is nonzero. Pick two vertices of G, named v
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and w. We can assume that 1 ≤ v < w ≤ 2n. Let I ⊆ [2n] be a subset of
[2n] and suppose that v and w are the first two vertices of G which are not
contained in I, that is, {1, 2, . . . , v − 1, v + 1, v + 2, . . . , w − 2, w − 1} ⊂ I
and v,w /∈ I.
Now, consider the sum of signed a-numbers of G|I for I satisfying the
above conditions, denoted by S(v,w). Observe that S(v,w) = sa(Pv−1) ·
sa(Pw−v−1) · b(P2n−w). We only need to consider the cases v is odd and
w is even. Then 2n − w is even and b(P2n−w) is zero unless w = 2n. In
conclusion, summing S(v,w) whenever v is odd and w = 2n gives us the
result
−sa(P2n) = sa(P0)sa(P2n−2) + sa(P2)sa(P2n−4) + · · ·+ sa(P2n−2)sa(P0),
which is the famous recurrence relation for the Catalan number (except the
signs). Therefore the first part of the theorem is proven.
For the second part, assume that V (Pn) = [n] = {1, . . . , n} and the edges
are of the form {k, k + 1}, 1 ≤ k ≤ n − 1. Suppose X = {x1, . . . , xi} be
a subset of [n]. Define X¯ = {x1, . . . , xi, x
′
1, . . . , x
′
i} ⊂ Z be the unique set
satisfying the following conditions:
(1) |X¯| = 2i.
(2) If k is an integer between xa and x
′
a, then k ∈ X¯.
(3) x′a < xa for all 1 ≤ a ≤ i.
Let Ai be the set of subsets of [n] with cardinality i. Then |Ai| =
(n
i
)
. Let
Bi be the set of X ∈ Ai such that the minimum of X¯ is non-positive. We
claim that |Bi| =
(
n
i−1
)
. To prove it, we give a one-to-one correspondence
from Bi to Ai−1. Suppose X = {x1, . . . , xi} ∈ Ai and x1 < · · · < xi. Then
X ∈ Bi if and only if xj ≤ 2j−1 for some j. Actually the equality holds since
if xj < 2j− 1, then xj−1 ≤ 2j− 3 = 2(j − 1)− 1 and we could assume j was
minimal. So, let j be the minimal index such that xj = 2j − 1. Now define
f : Bi → Ai−1 by f(X) = (X \ [2j − 1]) ∪ ([2j − 1] \X). Now, we consider
the inverse of f , say g. Suppose Y ∈ Ai−1. If 1 /∈ Y , then g(Y ) = Y ∪ {1}.
If 1 ∈ Y and Y does not contain any of 2 or 3, then g(Y ) = Y ∪{2, 3} \ {1}.
In general, there is a j such that |Y ∩ [2j − 1]| = j − 1. Take the minimal j
and define g(Y ) := (Y \ [2j − 1]) ∪ ([2j − 1] \ Y ). It is an easy exercise to
show that g is well-defined and g = f−1. Note that if |Y ∩ [2j − 1]| = j − 1
and 2j − 1 ∈ Y ∩ [2j − 1], then Y ∩ [2j − 2] has j − 2 elements and j cannot
be minimal no matter whether Y contains 2j − 2 or not.
Now we consider the elements of Ai \Bi. For any I ∈ Ai \Bi, the induced
subgraph Pn|I¯ has no component of odd order. We claim that a(Pn|I¯) is
equal to the number of J ’s such that J¯ = I¯ . It is enough to check it for the
case that GI¯ is connected. That is, we should count the number of J ’s such
that I¯ = J¯ when I¯ = [2k] for some k. But it is exactly the k-th Catalan
number. To show it, for example, consider the function t : I¯ → {(, )} such
that
t(x) =
{
(, if x /∈ J ;
), if x ∈ J .
Recall that the k-th Catalan number counts the number of correct expres-
sions of k pairs of parentheses. Since we already have shown that a(P2k) is
the k-th Catalan number, the claim is proven, completing the proof. 
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ai(Pn) i = 0 1 2 3 4 5
n = 0 1
1 1
2 1 1
3 1 2
4 1 3 2
5 1 4 5
6 1 5 9 5
7 1 6 14 14
8 1 7 20 28 14
9 1 8 27 48 42
10 1 9 35 75 90 42
Table 1. Values of ai(Pn) make up a Catalan triangle.
The bisequence ai(Pn) turns out to be the famous Catalan triangle, A008315
of [13]. See Table 1.
Theorem 2.6. Let G = Cn be the cycle graph with n vertices. Then
sa(C2n) = (−1)
n
(
2n− 1
n− 1
)
= (−1)n
1
2
(
2n
n
)
,
i.e., it is the half of the n-th central binomial coefficient up to sign. Moreover,
ai(Cn) =
(
n
i
)
if i < n2 .
Proof. As in the proof of the previous theorem, we may show that ai(Cn) =(n
i
)
if i < n2 . Indeed, noticing that G|X¯ is a proper subgraph of G, every-
thing works the same way, except that x′a should be in counterclockwise (or
clockwise) direction when seen from xa in G|X¯ .
So we are left with computing sa(C2n). We assume the vertices are named
1, 2, . . . , 2n, and the edges connect j and j + 1 mod 2n. First, if we do not
choose the vertex 1, consider this condition: we do not choose 1 and j and
we choose every vertices 2, 3, . . . , j − 1. We freely choose or not the vertices
j + 1, j + 2, . . . , 2n. Each choice gives a subset I of the vertex set. For
fixed j, we can compute the sum of a-numbers on C2n|I for I satisfying
above condition. Similarly to the previous theorem, only the case j = 2n
is nontrivial. If we do choose 1, we have two vertices a and b such that
1 < a < b ≤ 2n and 1, 2, . . . , a− 1 and b+ 1, b + 2, . . . , 2n are chosen and a
and b are not chosen. Then we have nontrivial contributions only if a and b
are adjacent, i.e., b = a+ 1, 2 ≤ a ≤ 2n− 1. Therefore we have
sa(C2n) = −(2n − 1)sa(P2n−2) = −(2n− 1) · (−1)
n−1 1
n
(
2n− 2
n− 1
)
= (−1)n
(
2n− 1
n
)
.

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ai(Cn) i = 0 1 2 3 4 5
n = 0 1
1 1
2 1 1
3 1 3
4 1 4 3
5 1 5 10
6 1 6 15 10
7 1 7 21 35
8 1 8 28 56 35
9 1 9 36 84 126
10 1 10 45 120 210 126
Table 2. Values of ai(Cn).
The bisequence ai(Cn) makes ‘half’ of Pascal’s triangle or A008314 of [13].
See Table 2.
Definition 2.7. Let {An} be the sequence given by
sec x+ tan x =
∞∑
n=0
An
xn
n!
.
The numbers An are known as Euler zigzag numbers. The numbers A2i with
even indices are called secant numbers and A2i+1 with odd ones are tangent
numbers.
A permutation σ of [n] is called alternating if σ(2i − 1) < σ(2i) and
σ(2j) > σ(2j +1) for all i and j. In fact, the Euler zigzag number An is the
number of alternating permutations of [n].
Theorem 2.8. Let G = Kn be the complete graph with n vertices. Then
sa(K2n) = (−1)
nA2n,
where A2n is the secant number. In general,
ai(Kn) =
(
n
2i
)
A2i.
Proof. We have a recurrence relation
(2.2)
(
2n
0
)
sa(K0) +
(
2n
2
)
sa(K2) + . . .+
(
2n
2n
)
sa(K2n) = 0
if n ≥ 1. Let us write sa(K2i) =: X2i and F (x) be the formal series
F (x) =
∞∑
i=0
|X2i|
x2i
(2i)!
.
Then
F (x) · cos x =
(
∞∑
i=0
(−1)iX2i
x2i
(2i)!
) ∞∑
j=0
(−1)j
x2j
(2j)!

is equal to 1 using the recurrence relation above and the fact X0 = 1. Hence
F (x) = sec x and it is done. 
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ai(Kn) i = 0 1 2 3 4
n = 0 1
1 1
2 1 1
3 1 3
4 1 6 5
5 1 10 25
6 1 15 75 61
7 1 21 175 427
8 1 28 350 1708 1385
Table 3. Values of ai(Kn).
ai(K1,n−1) i = 0 1 2 3 4
n = 0 1
1 1
2 1 1
3 1 2
4 1 3 2
5 1 4 8
6 1 5 20 16
7 1 6 40 96
8 1 7 70 336 272
Table 4. Values of ai(K1,n−1).
Theorem 2.9. Let G = K1,n−1 be the star graph with n vertices for n ≥ 1.
Then
sa(K1,2n−1) = (−1)
nA2n−1,
where A2n−1 is the tangent number. Moreover,
ai(K1,n−1) =
(
n− 1
2i− 1
)
A2i−1
for i ≥ 1.
Proof. The proof is almost identical to that of Theorem 2.8. In this case the
recurrence relation is
sa(∅) +
n∑
j=1
(
2n− 1
2j − 1
)
sa(K1,2j−1) = 0,
if n ≥ 1. Write Y2i−1 = sa(K1,2i−1) and let F (x) be the formal series
F (x) =
∞∑
i=1
(−1)iY2i−1
x2i−1
(2i− 1)!
.
It is enough to show that F (x) = tan x. Just calculate F (x) ·cos x and check
that it becomes sinx. 
Table 3 and Table 4 describe i-th a-numbers of Kn and K1,n−1, respec-
tively. Especially, Table 3 is the unsigned version of A153641 of [13], which
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is nonzero coefficients of the Swiss-Knife polynomials which can be used to
compute secant numbers, tangent numbers or Bernoulli numbers.
Remark 2.10. There is a combinatorial way to prove Theorem 2.8 using
(2.2). See the second proof of [17, Theorem 1.1] for example. Theorem 2.9
also can be proved in similar way.
Remark 2.11. It can be shown that the total a-numbers of our examples
are given by
b(P2n+1) = (−1)
n 1
n+ 1
(
2n
n
)
,
b(C2n+1) = (−1)
n
(
2n
n
)
,
b(K2n+1) = (−1)
nA2n+1, and
b(K1,2n) = (−1)
nA2n.
These identities certainly can be proven using ai(G). On the other hand,
they indeed can be deduced by h-vectors of P2n+1, C2n+1,K2n+1, and K1,2n,
which are excellently described in [15, Section 11].
3. Preliminaries
3.1. Real toric manifolds and their rational homology: Suciu-Trevisan
formula. Returning to topology, we need some notions from toric geometry
and toric topology. A small cover, introduced by Davis-Januszkiewicz in [5],
is a topological analogue of a real toric manifold. An n-dimensional closed
smooth manifold M is called a small cover over P if it has a group action of
Zn2 locally isomorphic to the standard representation of Z
n
2 on R
n, and the
orbit space M/Zn2 can be identified with a simple polytope P of dimension
n. Let P be a simple polytope with the facet set F . Associated to a small
cover over P , there is a homomorphism λ : F → Zn2 , where λ specifies an
isotropy subgroup for each facet. We call it a characteristic function of the
small cover.
Suciu and Trevisan [19] have established a formula to compute the rational
homology of a small cover as following. Let P be a simple polytope of
dimension n and M a small cover over P with the characteristic function
λ. Let F = {F1, . . . , Fm} be the set of facets of P . Then the characteristic
function λ : F → Zn2 can be regarded as a Z2-matrix of size n ×m, called
the characteristic matrix. For each subset S of [n] = {1, . . . , n}, write λS =∑
i∈S λi, where λi is the i-th row of λ. For such S we define PS be the union
of facets Fj such that the j-th entry of λS is nonzero.
Theorem 3.1. [21, 19] Let M be a small cover over a simple polytope P of
dimension n. Then the (rational) Betti number of M is given by
βi(M) =
∑
S⊆[n]
rankQ H˜i−1(PS ;Q).
We remark that every Delzant polytope P corresponds a real toric man-
ifold which is also a small cover over P , hence Theorem 3.1 is applicable.
The characteristic function is determined by the primitive outward normal
vector to each facet of P .
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3.2. Building sets, nestohedra, and graph associahedra. From now
on, we talk about the motivation of defining a-numbers for graphs. As we
mentioned in Introduction, a-numbers become the rational Betti numbers of
real toric manifolds arising from the specific polytope associated to a simple
graph. In this section, we briefly review about the graph associahedra. See
[14] for details.
Definition 3.2. A building set B on a finite set S is a collection of nonempty
subsets of S such that
(1) B contains all singletons {i}, i ∈ S,
(2) if I, J ∈ B and I ∩ J 6= ∅, then I ∪ J ∈ B.
If B contains the whole set S, then B is called connected.
Example 3.3. Let G be a finite (simple) graph with the vertex set S. The
graphical building set B(G) is defined by
B(G) = {J ⊆ S | G|J is connected},
where G|J is the induced subgraph of G on J . It is obvious that B(G) is a
building set. A building set B(G) is connected if and only if G is a connected
graph.
For a building set B, we can assign a simple polytope called a nestohedron:
Definition 3.4. Let B be a building set on [n + 1] = {1, . . . , n + 1}. For
I ⊂ [n + 1], let ∆I be the simplex given by the convex hull of points ei,
i ∈ I, where ei is the i-th coordinate vector. Then define the nestohedron
PB as the Minkowski sum of simplices
PB =
∑
I∈B
∆I .
If B = B(G) is a graphical building set, PB(G) is called a graph associahedron.
If B is not connected, then the nestohedron PB is simply a Cartesian
product of the nestohedra corresponding to the maximal elements in B.
See [15, Remark 6.7] for details. Hence, in this paper, we deal with only
connected building sets.
Definition 3.5. For a connected building set B on [n + 1], a subset N ⊆
B \ {[n + 1]} is called a nested set if the following holds:
(N1) For any I, J ∈ N one has either I ⊆ J , J ⊆ I, or I and J are disjoint.
(N2) For any collection of k ≥ 2 disjoint subsets J1, . . . , Jk ∈ N , their union
J1 ∪ · · · ∪ Jk is not in B.
The nested set complex ∆B is defined to be the set of all nested sets for B.
We note that ∆B is a simplicial complex.
Theorem 3.6. [14, Theorem 7.4] Let B be a connected building set on [n+1].
Then the nestohedron PB is a simple polytope of dimension n and its dual
simplicial complex is isomorphic to the nested set complex ∆B.
Let B be a building set on [n+1], and ∆n be an n-simplex. LetG1, . . . , Gn+1
be the facets of ∆n. Then, each face of ∆n can be uniquely expressed by
GI = ∩i∈IGi for some I ⊂ [n + 1]. The nestohedron PB can be thought as
the simplex ∆n whose faces GI (I ∈ B) are “cut off” in the following way:
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Proposition 3.7. [22, Theorem 6.1] Let B be a building set on [n+1]. Let
ε be a sequence of positive numbers ε1 ≪ ε2 ≪ . . . ≪ εn ≪ εn+1. For each
I ∈ B \ {[n + 1]}, assign a half-space
AI =
{
(x1, . . . , xn+1) ∈ R
n+1
∣∣∣∣∣∑
i∈I
xi ≥ ε|I|
}
and for I = [n + 1], define A[n+1] be the hyperplane x1 + . . . + xn+1 =
εn+1. Let Pε be the intersection
⋂
I∈B AI . Then one can choose ε so that
Pε = PB whose facets are given by FI = ∂AI ∩Pε for each I ∈ B \ {[n+1]}.
Furthermore, PB is a Delzant polytope, i.e., the outward normal vector λ(F )
of each facet F forms a basis at each vertex of PB.
This viewpoint would help one see the nestohedron visually and intuitively
than the Minkowski sum method does. The important point is that PB
is Delzant and hence we obtain the associated toric manifold MC(B) =
MC(PB) and the associated real toric manifold MR(B), which is the real
locus of MC(B). From now on, our focus will be on MR(B). In graphical
case the notation M(G) :=MR(B(G)) will be also used.
Example 3.8. Let B = {{1}, {2}, {3}, {1, 2}, {2, 3}, {1, 2, 3}} (simply, B =
{1, 2, 3, 12, 23, 123}). Since each element of B other than 123 indicates a
facet, PB is a pentagon. Explicit geometric information obtained as in
Proposition 3.7 is illustrated in Figure 1.
O x2
x3
x1
F1
F12
F2
F23
F3
x1 ≥ ε1
x1 + x2 + x3 = ε123
x2 + x3 ≥ ε23
x1 + x2 ≥ ε12
Figure 1. An example of a (geometric) nestohedron.
Example 3.9. Let G be a path graph P4 with 4 vertices. Then, B(G) =
{1, 2, 3, 4, 12, 23, 34, 123, 234, 1234}, and PB(G) can be obtained as in Fig-
ure 2.
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2
1
3
4
23
12
34
234
123 2
23
12
234
123
Figure 2. A 3-simplex and a graph associahedron, before
and after “cutting”
4. The simplicial complex KevenG
Let B be a building set on [n+1] and PB be the corresponding nestohedron.
Let us see how to compute the outward normal vectors of the Delzant poly-
tope PB = Pε, where Pε is the polytope in Proposition 3.7. Let F be the set
of facets of PB. By Theorem 3.6, F is indexed by B \{[n+1]} and any facet
of PB = Pε is of the form FI = ∂AI∩Pε for some I ∈ B\{[n+1]}. Denote the
(integral and primitive) outward normal vector to FI by λ(FI). Note that
Pε is embedded in the hyperplane A[n+1] ⊆ R
n+1. Let π : Rn+1 → Rn be the
projection on the first n coordinates, i.e., π(x1, . . . , xn, xn+1) = (x1, . . . , xn).
The map π sends A[n+1] onto R
n, assigning it a coordinate. In that coordi-
nate, one checks that the outward normal vector is given by
(4.1) λ(FI) =
∑
i∈I
vi,
where vi = −ei, 1 ≤ i ≤ n, and vn+1 = e1 + . . . + en and ei is the i-th
coordinate vector of Rn.
As a small cover, the characteristic function of MR(B) is given by λ mod-
ulo 2, where λ is given by (4.1). We abuse the notation λ for the modulo 2
reduction. The characteristic matrix for λ, again written as λ = (λiI), is an
n×(|B|−1) matrix as a Z2-matrix. By (4.1), the entry λiI can be computed
as
λiI =

1, i ∈ I, n+ 1 /∈ I,
0, i /∈ I, n+ 1 /∈ I,
0, i ∈ I, n+ 1 ∈ I,
1, i /∈ I, n+ 1 ∈ I.
Consider a Z2-matrix λ
′ of size (n+ 1)× (|B| − 1) which is defined by
λ′iI =
{
1, i ∈ I,
0, otherwise.
It is trivial that the i-th row of λ is the sum of the i-th and the (n + 1)-th
rows of λ′. In general, λS is the sum of the j-th rows of λ
′ over all j ∈ T ,
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where T = T (S) ⊆ [n+ 1] is
T =
{
S, if |S| is even,
S ∪ {n + 1}, if |S| is odd.
The map T is a one-to-one correspondence from the set of subsets of [n] to
the set of subsets of [n+1] with even cardinality. Therefore, we have a new
formula for our case in place of Theorem 3.1:
Lemma 4.1. Let B be a building set on [n + 1] and MR(B) its associated
real toric manifold. Then the Betti number of MR(B) is given by
βi(MR(B)) =
∑
T⊆[n+1]
|T |=even
rankQ H˜i−1(P
′
T ;Q),
where P ′T is the union of every facet FI such that |T ∩ I| is odd.
Example 4.2. Let B = {1, 2, 3, 12, 23, 123}. Then λ is a 2× 5 matrix
λ =
1 2 3 12 231 0 1 1 1
0 1 1 1 0
 .
The zeroth row above the horizontal line was inserted only to indicate in-
dexing of facets. For example, if S = {2}, then PS = F2 ∪ F3 ∪ F12. For
S = {1, 2}, the sum of the first and the second row is (11001) and therefore
PS = F1 ∪ F2 ∪ F23.
Next, λ′ is a 3× 5 matrix
λ′ =

1 2 3 12 23
1 0 0 1 0
0 1 0 1 1
0 0 1 0 1
 .
Note that T always has even cardinality. If S = {2}, then T = {2, 3},
and P ′T = F2 ∪ F3 ∪ F12. In the case S = {1, 2}, then T = {1, 2}, and
P ′T = F1 ∪ F2 ∪ F23. Observe that PS = P
′
T .
Note that P ′T ⊆ ∂P has its dual simplicial complex which is denoted
by K ′T . Obviously K
′
T is an induced subcomplex of ∆B. If there is no
danger of confusion, we will abuse the notation I for a facet FI , its index
set I ∈ B \ [n+ 1] or the corresponding vertex of K ′T .
From now on, unless otherwise noted, the building set B will be graphical
with a connected graph G.
Definition 4.3. Let B = B(G), where G is a connected graph. We say that
facets {FI1 , . . . , FIk} of PB meet by inclusion if there is a reindexing such
that I1 ⊂ . . . ⊂ Ik. We also say that facets FI and FJ meet by separation if
G|I∪J is a disconnected graph. In both cases we say FI and FJ meet.
We note that ∆B is a nested set complex by Theorem 3.6. Thus, if
FI ∩FJ 6= ∅, then FI and Fj meet either inclusion or separation. Otherwise,
that is, FI ∩ FJ = ∅, then G|I∪J is connected and neither I ⊆ J nor J ⊆ I.
In this case we say FI and FJ does not meet. In this paper, we will use the
term ‘meet’ in only this sense to avoid confusion. Thus, for example, if the
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distinct facets I and J meet, then I ⊂ J , I ⊃ J , or I ∪ J /∈ B. If I and J
does not meet, then G|I∪J is connected.
Before proceeding to general T , we first consider the situation when G is
a connected graph with n + 1 = 2k vertices and T = [n + 1] is the entire
set. Assume that n+1 ≥ 4 to prevent trivial cases. Denote P ′T by P
odd
G and
denote K ′T by K
odd
G . Notice that P
odd
G is the union of every facet FI such
that |I| is odd. Similarly define P evenG be the union of every facet FI such
that |I| is even. Its dual complex KevenG is the induced subcomplex of ∆B(G)
whose vertices have even cardinality. Their union P oddG ∪ P
even
G = ∂PB(G)
is homeomorphic to the sphere Sn−1. Note that we are enough to compute
H∗(P
even
G ,Q) instead of H∗(P
odd
G ,Q) by Alexander duality.
Lemma 4.4. [15, Corollary 7.2] For a connected finite graph G, the simpli-
cial complex ∆B(G) is a flag complex, i.e. ∆B(G) contains every clique of its
1-skeleton. Therefore, if G has an even number of vertices, the simplicial
complex KevenG is also flag.
Proof. Let C = {J1, . . . , Jℓ} be a clique, i.e. any two of FJi ’s meet by inclu-
sion or meet by separation. Then C satisfies (N1). To check (N2), we can
assume that Ji’s are mutually disjoint. Any two of FJi ’s meet by separation
and that means any G|Ji cannot have outgoing edges in G|J1∪···∪Jℓ . Thus
G|J1∪···∪Jℓ = G|J1 ∪ · · · ∪G|Jℓ and it is disconnected.
Since an induced subcomplex of a flag complex is flag, KevenG is flag. 
Definition 4.5 ([15]). A simplicial complex ∆′ is a geometric subdivision
of a simplicial complex ∆ if they have geometric realizations that are topo-
logical spaces on the same underlying set, and every face of ∆′ is contained
in a single face of ∆.
Lemma 4.6. Let B be a connected building set on [n + 1]. Let L be the
order complex of the poset of nonempty proper subsets of [n + 1]. Then L
is a geometric subdivision of the nested set complex ∆B, where the face of L
corresponding to the chain ∅ ( I1 ( · · · ( Is ( [n + 1] maps into the face
of ∆B corresponding to the nested set consisting of all maximal elements of
B|Ij as j runs over 1, . . . , s.
Proof. Proposition 3.2 of [15] implies that every nested set complex ∆B can
be geometrically subdivided to ∆B(Kn+1), where Kn+1 is a complete graph.
But L is exactly the nested set complex ∆B(Kn+1). 
Lemma 4.7. Assume G has even order. Let ŜG be the set of subsets of
V (G) such that for each element I of ŜG, the induced subgraph G|I has no
connected components of odd order. Let SG = ŜG \ {∅, V (G)}. Let L
even
G be
the order complex of the poset SG, that is, L
even
G is the simplicial complex
whose faces are finite chains of SG. Then L
even
G is a geometric subdivision
of KevenG .
Proof. The simplicial complex KevenG is an induced subcomplex of ∆B(G) and
∆B(G) is subdivided to L of Lemma 4.6. Observe that the corresponding
subcomplex of L is exactly LevenG . 
Keep in mind our objective is to compute the rational homology of P evenG
(actually KevenG ). A simplicial complex is pure if its every maximal simplex
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has the same dimension. A finite, pure simplicial complex K of dimension
n is called shellable if there is an ordering C1, C2, . . . of maximal simplices
of K, called a shelling, such that (
⋃k−1
i=1 Ci) ∩Ck is pure of dimension n− 1
for every k. It is well known ([16]) that shellable complexes are Cohen-
Macaulay and thus homotopy equivalent to a wedge sum of spheres of the
same dimension. In [1], Bjo¨rner presented a criterion for shellability of order
complexes. Let us introduce some notions and properties about posets. A
poset is bounded if it has a maximum and a minimum. Let t and s be
elements of a poset. t covers s, denoted by t⋗s or s⋖ t, if s < t and there is
no r such that s < r < t. A poset S is graded if there is an order-preserving
function ρ : S → N, called a rank function, such that ρ(t) = ρ(s) + 1 if
s⋖ t. A finite poset is called semimodular if whenever two distinct elements
u, v both cover t there is a z which covers each of u and v. A poset is said
to be locally semimodular when all intervals [a, b] = {x | a ≤ x ≤ b} are
semimodular.
Theorem 4.8. [1, Theorem 6.1] Suppose that a finite poset is bounded and
locally semimodular. Then its order complex is shellable.
Proposition 4.9. The poset ŜG is bounded and locally semimodular. Hence,
the simplicial complex LevenG is shellable of dimension k − 2.
Proof. When J ⊂ I and G|J is a component of G|I , let us call J simply a
component of I. First, note that ŜG is a graded poset with rank function
ρ(I) = |I|2 . Suppose that [a, b] is an interval in ŜG and t ∈ [a, b]. Suppose
that a ≤ t⋖ u ≤ b, a ≤ t⋖ v ≤ b, and u 6= v. Then u < b and v < b since u
and v are distinct and |u| = |v|. Consider the set u∪ v ⊆ b. Be careful u∪ v
is not necessarily an element of ŜG. There are two cases: |u ∪ v| = |u| + 1
and |u∪ v| = |u|+2. Note that |u∪ v| ≤ |u|+2 since |u| = |v| = |t|+2 and
t ⊂ u ∩ v.
Suppose the first case, i.e., |u ∪ v| = |u| + 1. Then u ∪ v = u ∪ {q} for
some q ∈ v. The set u ∪ v has a unique component of odd cardinality, say
U , which contains q. Since every component of b has even cardinality and
U ⊂ b, there is a set U¯ ⊂ b containing U and having cardinality |U | + 1.
Then the set u ∪ v ∪ U¯ covers both u and v and is smaller than b. Beware
that U¯ need not be a component of u ∪ v ∪ U¯ .
On the other hand, suppose that |u ∪ v| = |u| + 2. Then u = t ∪ {p, q}
and v = t ∪ {r, s}, where p, q, r, and s are all distinct elements of V (G).
Since every connected component of u has even cardinality, p and q lie in
the same component of u. The same applies for r, s ∈ v. Consider the set
u ∪ v = t ∪ {p, q, r, s}. It is obvious that every component of u ∪ v has even
cardinality, i.e., u ∪ v ∈ ŜG, therefore we are done.
In conclusion, the order complex of the poset ŜG is shellable by Theo-
rem 4.8. Since any facet of the order complex of ŜG contains the vertices ∅
and V (G), LevenG is also a shellable simplicial complex, reminding that L
even
G
is the order complex of the poset SG. It is pure of dimension k−2 since any
maximal chain of SG is of length k − 1. 
Remark 4.10. While preparing the publication of this paper, the authors
have realized that the signed a-number of G can be described entirely by
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12
34
Figure 3. The set P evenG indicates three holes in a sphere.
the poset ŜG. Namely, let G be a graph of vertex set V . Then sa(G) is
given by the Mo¨bius function
sa(G) = µ(∅, V )
of the poset ŜG (we need to add V into ŜG if |V | is odd). Furthermore,
ai(G) is the i-th Whitney number of the first kind of ŜG.
Corollary 4.11. Let G be a connected graph of 2k vertices. Then the inte-
gral homology of P oddG is:
H˜i(P
odd
G ) =
{
Za, i = k − 1,
0, otherwise,
where a = ta(G) is an integer determined by the graph G only. We tem-
porarily call ta(G) the topological a-number of G.
Proof. By Proposition 4.9, LevenG is homotopy equivalent to a wedge sum
of (k − 2)-dimensional spheres. Lemma 4.7 and Alexander duality (see [9,
Theorem 3.44] for reference) imply the expected result. 
Example 4.12. Recall the settings as in Example 3.9. Then, P evenG is the
union of 3 disjoint facets, and P oddG its complement on ∂PB(G) which is
homeomorphic to the 3-punctured sphere which is homotopy equivalent to
the wedge sum S1 ∨ S1 of two circles. Hence, ta(P4) = 2. See Figure 3.
5. Rational Betti numbers of M(G)
In this section, we compute the rational homology of P ′T for general T .
Proposition 5.1. Let G be a connected graph on [n + 1] and T ⊆ [n + 1]
be a subset with cardinality 2k. Suppose G|T has ℓ components, G1, . . . , Gℓ.
If some component of G|T has an odd number of vertices, then P
′
T is con-
tractible, and hence, rankQ H˜i(P
′
T ;Q) = 0 for all i. Otherwise, that is, if
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each component has even order, then,
rankQ H˜i(P
′
T ;Q) =
{
ta(G1) · · · · · ta(Gℓ), i = k − 1,
0, i 6= k − 1
where ta(Gi) is the topological a-number of Gi.
We extend the notion of topological a-numbers to general graphs. Note
that we have already defined topological a-numbers for connected graphs
with even order. Everything goes the same as its combinatorial sibling a(G).
Let G be a finite graph. Then ta(G) = 0 if G has a component of odd order.
Otherwise, ta(G) is defined as the product of topological a-numbers of each
component of G. As a convention, we define ta(∅) = 1 for the empty graph
∅.
We introduce some lemmas to prove Proposition 5.1.
Lemma 5.2. Let p be a vertex of a simplicial complex ∆ and suppose that
the link of p, Lk p, is contractible. Then ∆ is homotopy equivalent to the
complex ∆′ := ∆ \ St p, where St p is the star of p.
Proof. Observe that the closure of St p is the cone over Lk p with apex p.
By gluing (Lk p) × I, I = [0, 1], to ∆′ along Lk p by identifying (Lk p) ×
{0} = Lk p, we obtain a new space ∆′′. Note ∆′′/((Lk p) × {1}) = ∆.
But (∆′′, (Lk p) × {1}) is a CW pair. Thus by [9, Proposition 0.17], ∆′′ is
homotopy equivalent to ∆. It is obvious that ∆′′ ≃ ∆′ since one have the
natural deformation retraction. 
Lemma 5.3. Let T be a subset of [n + 1], n ≥ 2, with even cardinality.
Denote by P ′′T the union of facets FI such that I ⊆ T and |I| is odd. Then
P ′T is homotopy equivalent to P
′′
T .
Remember that P ′T is the union of every facet FI such that |T ∩ I| is odd.
Thus, P ′′T ⊆ P
′
T ⊆ ∂P . We use the notation K
′′
T for the dual complex of P
′′
T .
Proof. Let FI ⊂ P
′
T be a facet in P
′
T and I ∈ K
′
T be the corresponding vertex.
I can be uniquely written as I = J ∐X, where J ⊆ T and X ⊆ [n+ 1] \ T .
Be careful that J is not necessarily a facet, but its cardinality is surely odd.
Define by |J | the j-degree of I and by |X| the x-degree of I. By definition,
P ′′T is the union of facets in P
′
T whose x-degree is zero.
By induction on j-degrees and x-degrees of I, we are going to eliminate all
facets of nonzero x-degrees using Lemma 5.2. Consider Lk I ⊂ K ′T . Since
our complex is flag by Lemma 4.4, Lk I is induced by its vertices, which
‘meet’ I. Pick a vertex L of Lk I other than I. Then L meets I and thus
L is included in I, includes I, or meets I by separation. Since J has odd
cardinality, G|J has a component of odd order, say G|J1 . If L includes I
or meets I by separation, then L meets J1. If L is included in I and the
x-degree of L is zero, then L is included in J1 or meets J1 by separation,
and also meets J1. The remaining case is that L ( I and x-degree of L is
nonzero. But then the j-degree of L is lesser than that of I and L would
have been already removed at some previous stage of the induction.
In conclusion, Lk I is a cone with apex J1, therefore it is contractible. By
Lemma 5.2, we can ‘delete’ the vertex I without changing the homotopy
type of the simplicial complex K ′T until remaining complex is K
′′
T . 
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Now we can prove Proposition 5.1.
proof of Proposition 5.1. We use Lemma 5.3 to compute the homology. First,
we deal with the case every component ofG|T has an even number of vertices.
Assume that G|T = G1 ∐ · · · ∐ Gℓ and |V (G|T )| = 2k and |V (Gi)| = 2ki,
therefore k1 + · · · + kℓ = k. Recall that the simplicial join of two simpli-
cial complexes ∆1 and ∆2 is the simplicial complex ∆1 ⋆∆2 whose simplex
is given by {v0, . . . , vp, w0, . . . , wq} if {v0, . . . , vp} and {w0, . . . , wq} are sim-
plices of ∆1 and ∆2 respectively. If ℓ = 1, thenK
′′
T = K
odd
G . If ℓ ≥ 2, observe
that the simplicial complex K ′′T is the simplicial join of K
odd
Gi
’s. Denote by
ni + 1 = 2ki the number of vertices of Gi. The join of A and B, A ⋆ B, is
homotopy equivalent to the (reduced) suspension of the smash product of
A and B, i.e., A ⋆ B ≃ Σ(A ∧B) = S1 ∧A ∧B. We have a reduced version
of the Kun¨neth formula (see [9, page 223] for a reference)
H˜∗(A ∧B;Q) ∼= H˜∗(A;Q)⊗Q H˜∗(B;Q).
Note that the homology of A⋆B is determined by H∗(A) and H∗(B). By
Corollary 4.11, KoddGi has the same homology as that of the wedge sum
ta(Gi)∨
j=1
Ski−1
and H˜ki−1(K
odd
Gi
;Q) = Qta(Gi). Thus the join is computed like the following
KoddG1 ⋆ · · · ⋆ K
odd
Gℓ
≃ S1 ∧ · · · ∧ S1︸ ︷︷ ︸
(ℓ−1) times
∧KoddG1 ∧ · · · ∧K
odd
Gℓ
= Sℓ−1 ∧
ℓ∧
i=1
KoddGi
and its homology is
H˜k−1(K
′′
T ;Q) = H˜ℓ−1(S
ℓ−1;Q)⊗
ℓ⊗
i=1
H˜ki−1(K
odd
Gi ;Q) = Q
ta(G1)···ta(Gℓ)
since ℓ− 1 + (k1 − 1) + · · ·+ (kℓ − 1) =
∑
ki − 1 = k − 1.
On the other hand, suppose there is a component, say G1 = G|I1 , of G|T
of odd order. Then I1 is a vertex of K
′′
T . Moreover, I1 meets every other
vertex of K ′′T . Hence K
′′
T is contractible. 
Now, we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. Define the topological signed a-number of G, denoted
by tsa(G), as follows:
tsa(G) =
{
(−1)kta(G), if G has 2k vertices, k ≥ 0,
0, otherwise.
Assume G is connected. By combining Lemma 4.1 and Proposition 5.1,
we have that
βi(M(G)) =
∑
I⊆V (G)
|I|=2i
ta(G|I).
If G has odd order, then tsa(G) = 0 by definition. Suppose that G has
even order. Then the dimension of M(G) is odd and its Euler characteristic
is zero, therefore we obtain the formula (2.1) for topological a-numbers. This
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result matches the original a-numbers with the topological ones, proving
they are the same graph invariants. In other words, a(G) = ta(G) and
sa(G) = tsa(G).
Now, we assume that G is not connected. Let G = G1 ∐ · · · ∐Gℓ. Then,
PB(G) = PB(G1)×· · ·×PB(Gℓ), andM(G) =M(G1)×· · ·×M(Gℓ). Therefore,
βi(M(G)) =
∑
j1+···+jℓ=i
βj1(M(G1)) · · · · · βjℓ(M(Gℓ))
=
∑
j1+···+jℓ=i
aj1(G1) · · · · · ajℓ(Gℓ)
=
∑
j1+···+jℓ=i
ℓ∏
k=1
∑
I⊂V (Gk)
|I|=2jk
a(Gk|I)
=
∑
I⊂V (G)
|I|=2i
ℓ∏
k=1
a(Gk|I)
=
∑
I⊂V (G)
|I|=2i
a
(
ℓ∐
k=1
Gk
∣∣∣∣∣
I
)
= ai(G),
which proves the theorem. 
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