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ABSTRACT
In this work, the aim is to evaluate the use of a linux server to execute a numerical weather forecasting model. The
evaluation will be both in the use of cores for the parallel simulation, through the efficiency and speedup indexes, as
well as a quantitative analysis for the use of adaptive time step. The adaptive time step is that the ∆t varies for each
time step, based on the stability conditions of the model, through a tolerance level with respect to the truncation
error used in the equations. This simulation will be compared with other two simulations, with time steps of 15
seconds and 30 seconds, both considered fixed and within Courant-Friedrichs-Lewy condition. The simulations
were done for the Metropolitan Area of Sa˜o Paulo, Brazil, because of the observational data available to compare
with the output. The results show that the optimal execution point of the model is when it is used 7 cores, less than
half of the total available (24 cores). However, the use of the adaptive time step does not present better results in
relation to the statistical indexes, but it is recommended for numerical predictions that needs a faster result.
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1. Introduction
With constant advances in numerical weather forecasting models,
there has always been a need to rapidly update the equipment and
servers that execute them. Among these advances, the use of the
adaptive time step is highlighted. In this way, this work aims to
evaluate the performance and quality of numerical predictions
using this time step.
Numerical weather forecasting models couple a series of equa-
tions describing the behavior of the atmosphere, which depend
on its temporal and spatial scale. Weather forecasting services
commonly uses mesoscale modeling [1], which makes a dynami-
cal downscaling from global circulation models, such as the GFS
(Global Forecasting System, [2, 3]). In this case, the system of
equations is known as RANS (Reynolds Averaged Navier Stokes),
which describe atmospheric turbulent flows. These models are
able to predict the evolution of temperature, humidity, rain, among
other meteorological variables.
The regional models has horizontal spatial scale of up to 80
km and temporal of up to 15 days. They are also known as
limited area models. In this case, boundary and initial conditions
are required for initialization. Generally, these conditions are
provided by a global scale model. The main idea of the regional
model is to carry out a more detailed forecast of the phenomena
with smaller scale, such as those influenced by orography, sea
breeze, severe storms, etc. These are usually organized mesoscale
systems.
Generally, the horizontal grid of these models are regular
(defined in latitude and longitude), described by a determined
number of points in x and points in y. In the vertical coordi-
nate, the models work with pressure levels or sigma coordinates
[4], which follow the topography of the terrain. More detailed
information on surface data, such as land use and occupation, to-
pography, sea surface temperature and the fraction of vegetation
are also important for a better prediction.
The adaptive time step is a method of numerical solution
for differential equations that aims to control the errors of the
resolution methods and ensure stability properties. In the case
of forecast models, the main condition of stability is the CFL
condition (Courant-Friedrichs-Lewy, [5]).
CFL = c
(
∆t
∆x
)
≤ 1 (1)
where ∆t is the time step, ∆x is the horizontal spacing grid
and c is the maximum speed in the domain. For atmospheric
models, c is assumed to be the sound velocity (about 340.29 m/s).
When the finite difference method is used to solve Partial Dif-
ference Equations numerically, the CFL condition is necessary
for convergence. Usually, for adaptive time step, it is assumed
a tolerance interval (TOL), dependent on the stability condition
[6, 7], which can be defined as
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‖ u−u∆t ‖≈ TOL (2)
where u is the prognostic variable (temperature, wind compo-
nents, humidity, etc). Based on this TOL, the adaptative time step
∆tα that can be used to calculate the Navier-Stokes equations in
the numerical weather forecasting models is
∆t2α = TOL
∆t2(m2−1)
‖ u∆t −um∆t ‖ (3)
which depends of the truncation error m using the numerical
resolution method. The algorithms with this kind of time step
have to be project carrefully, because a small error can have
a significative impact in the computational stability and in the
model reliability. Equation 3 uses a automatic control [8, 9],
becoming this technique more robust.
2. Methods and Materials
2.1 WRF
The WRF (Weather Research and Forecasting, [10]) represents
the latest generation of numerical weather forecasting for both
operational and research use. This model is in constant develop-
ment through a partnership between several agencies, including
the National Center for Atmospheric Research (NCAR), National
Oceanic and Atmospheric Administration (NOAA), National Cen-
ter for Environmental Prediction (NCEP), Forecast Systems Lab-
oratory (FSL) , Air Force Weather Agency (AFWA), and other
research and development agencies spread throughout the world.
The model can be run for both idealized atmospheric conditions
and real situations in a broad spectrum of horizontal scale appli-
cations ranging from thousands of kilometers to a few meters. A
scheme of the model execution is shown in Figure 1.
Figure 1. Execution scheme of WRF.
In preprocessing stage, a global circulation model output
is used by the ungrib program, which formats the data to be
an initial conditions and nudging as input for the model. The
geogrid program inserts the surfaces data (albedo, the vegetation
fraction, topography, etc.) into the size of the selected grid. These
data are usually obtained by remote sensing. To finalize the
preprocessing stage, metgrid binds all the information from the
other two programs and interpolates in the template grid. ARW
is the name of the kernel that represents the model execution.
This part is subdivided in two programs (not shown in the figure),
with the names of real and wrf. The first interpolates all variables
vertically and creates the boundary and initial conditions files
to run the model. The second is the integration running of the
model. Post-processing is given by the ARWPost program, which
extracts the desired variables (such as temperature and humidity at
2 m, wind speed at 10 m) in a format to be used in a visualization
software, such as GrADS, python or MATLAB.
A large number of parametrizations with options of micro-
physics, radiation, turbulence, surface-atmosphere interaction,
among others, are available in the WRF for the treatment of
physical mechanisms that occur in the atmosphere. The grids
of the model can be centralized in the studied area, allowing a
more detailed study of the influence of different scenarios of land
use and occupation. This gradual refinement of the area to the
spatial resolution is necessary to study a specific atmospheric
phenomenon. Also, this allows to include effects of the large
scale acting on smaller scales and the resulting feedback of local
effects on the large scale.
2.2 Experiments details
Given the ease of obtaining necessary observations data, the
model was adjusted to represent the Metropolitan Area of Sa˜o
Paulo (MASP). For this case, two nested grids were used (Figure
2), with the highest resolution grid (d02) having 4 km of horizon-
tal spacing grid, while the lower resolution grid (d01) has 16 km.
This structure allows the grids to maintain feedback during model
execution. The characteristics and parametrizations used in the
simulations are presented in Table 1.
Table 1. Physical parametrizations used in the model execution
for all nesting grids.
Physics Parameterization
Cumulus Grell-Freitas [11]
Microphysics Kessler [12]
Longwave Radiation RRTM [13]
Shortwave Radiation Dudhia [14]
Land Surface Noah [15]
Boundary-Layer Yonsei University [16]
Urban-Canopy Scheme UCM [17]
Surface Boundary-Layer MM5 Similarity [18]
The initial and boundary conditions were based on the GFS
analyzes, with horizontal grid spacing of 1o (∼ 112 km). All
simulations were 72 hours, initializing at 00Z on July 17, 2008.
This period was chosen for presenting clear sky days [19].
In total, three simulations were performed: the first with a
fixed time step of 15s - maximum time step that satisfies the CFL
condition; the second, with a fixed time step of 30 s; and a third,
using the adaptive time step.
All simulations were performed on an Intel Xeon 2.4 GHz
server, with a total of 24 cores, 24 Gbs of RAM and Ubuntu Linux
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Figure 2. Nesting grid structure used for running the model. The
red grid represents the higher resolution grid (d02), with MASP
detached in the center.
10.04.4 LTS x86 64 operating system.
2.3 Performance and quantitative indexes
Given the large number of calculations performed per second in
these models, they are executed in parallel. Thus, differences in
model execution time will be found when increasing the number
of cores for model execution.
The speedup and efficiency indexes are two performance
metrics of particular interest when evaluating a system in the
iteration [20, 21, 22]. Speedup is defined as the runtime ratio of a
single processor program (T1), with the runtime for n processors
(Tn):
SpeedUP =
T1
Tn
(4)
Efficiency is a metric for the use of n allocated processors.
This index provides us with information on how well processors
are used in parallel execution:
E f f iciency =
T1
nTn
100% (5)
These performance indices were calculated using only the
15-second time-step simulations, since the time optimized for
the simulations is considered. The same indexes were calculated
for the evaluation of atmospheric and ocean numerical models
in Amazon’s high performance cloud services [23] and for ARM
processors [24].
As a quantitative measure of the model, the BIAS and Root
Mean Square Error (RMSE) were used for evaluation for the
simulations. The BIAS describes the systematic error of the
model with respect to the observational data, whereas the RMSE
provides a typical magnitude for the numerical forecasting errors:
BIAS =
1
N
N
∑
i=1
(pi−oi) (6)
RMSE =
√
1
N
N
∑
i=1
(pi−oi)2 (7)
where pi is the simulated data, oi is the observational data and
N is the number of output time step, generally assumed as 1 hour.
Further details of these indexes can be found in [19, 25, 26].
3. Results and Discussion
The Figure 3 shows the efficiency, runtime and speedup graphs
obtained for performance analysis of the simulations. The results
showed that the WRF is optimized using 7 cores. From this, the
model ends up decreasing efficiency by not improving the time
or SpeedUp index. In the optimization, the execution time of
the WRF round was 1 hour, 2 minutes and 3 seconds, which is
considered fast for a 72 hour simulation with nested and high
resolution grids. From the performance analysis, the simulations
were performed with 7 cores.
In order to evaluate the model with respect to the time step,
the meteorological data of the stations presented in Table 2 was
used. These observed data were used to compare with the results
of the models. The first 24 hours of simulation were ignored to
avoid spin-up effect [27].
Table 2. MASP surface stations localizations. CETESB is the
Environmental Agency of the State of Sa˜o Paulo, INMET is the
National Meteorological Institute of Brazil, and METAR is
Meteorological information from Airports.
Station (Type) Latitude Longitude
Congonhas Airport (METAR) 23◦ 38’ 03” S 46◦ 38’ 59” W
Ibirapuera (CETESB) 23◦ 34’ 55” S 46◦ 39’ 25” W
Mirante do Santana (INMET) 23◦ 29’ 47” S 46◦ 37’ 12” W
Guarulhos Airport (METAR) 23◦ 26’ 00” S 46◦ 28’ 00” W
Sa˜o Caetano (CETESB) 23◦ 36’ 10” S 46◦ 34’ 29” W
IAG (Surface station) 23◦ 39’ 04” S 46◦ 37’ 21” W
The Figure 4 shows the evolution of the air temperature at 2
m. Evaluation indexes are shown in Table 3 for BIAS and Table
4 for RMSE. All simulations can provide good performances for
all simulations, however, the use of the adaptive time step has
a slight worsening in the quantitative indexes. The simulations
present a difficulty to represent the decrease in temperature from
the peak of 18 Z on July 18, mainly in the Congonhas, Ibirapuera,
Mirante do Santana and Sa˜o Caetano stations. This is due more
to the choice of parametrizations than to the choiche of time step
scheme. In fact, regardless of the time step, the phases and the
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Figure 3. (a) Efficiency (Equation 5), (b) execution time and (c)
speedup (Equation 4) graphs for WRF model.
(a)
(b)
(c)
amplitudes of the temperature are well reproduced. It is worth
mentioning that the models have a tendency to underestimate the
temperature data, different for the case of the station in the airport
of Guarulhos.
The relative humidity was also evaluated (Figure 5, Tables 5
and 6). At Ibirapuera station, this value was disregarded because
the measuring equipment presented technical issues for this sensor.
In the case of stations where this measurement is not obtained
Table 3. 2 m air temperature evaluation biases.
Station 15 s 30 s Adaptative
Congonhas -3.19 -3.19 -3.20
Guarulhos 0.55 0.55 0.56
Ibirapuera -1.84 -1.84 -1.86
Sa˜o Caetano -3.43 -3.42 -3.44
Mirante do Santana -2.59 -2.58 -2.59
IAG -0.82 -0.81 -0.80
Table 4. 2 m air temperature evaluation rmse.
Station 15 s 30 s Adaptative
Congonhas 4.19 4.19 4.20
Guarulhos 1.77 1.76 1.81
Ibirapuera 3.06 3.06 3.08
Sa˜o Caetano 4.31 4.31 4.33
Mirante do Santana 3.54 3.55 3.54
IAG 1.39 1.38 1.43
directly, as in the case of METAR stations, the saturation vapor
pressure was first calculated from the dew point temperature using
the Clausius-Clapeyron equation [28]. As observed in Figure 5,
its value is not so well represented by the simulations. In all cases,
the evaluation indexes overestimated the observed data (Table 5).
Similar to the case of temperature, the 15-second fixed-time step
presents the best indexes for most stations. Only in the Guarulhos
station, which was considered the place with the highest humidity
in this period, the index for the adaptive time step was the best
obtained.
Table 5. 2 m relative humidity evaluation biases.
Station 15 s 30 s Adaptative
Congonhas 15.24 15.40 15.57
Guarulhos 0.90 0.96 0.60
Sa˜o Caetano 12.40 12.55 12.58
Mirante do Santana 21.26 21.34 21.05
IAG 2.47 2.61 2.91
Table 6. 2 m relative humidity evaluation rmse.
Station 15 s 30 s Adaptative
Congonhas 19.20 19.33 19.43
Guarulhos 9.38 9.34 9.37
Sa˜o Caetano 15.99 16.11 16.20
Mirante do Santana 25.05 25.11 25.04
IAG 9.69 9.70 9.80
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Figure 4. 2 m air temperature evolution at (a) Congonhas, (b) Guarulhos, (c) IAG, (d) Ibirapuera, (e) Mirante do Santana e (f) Sa˜o
Caetano. Continuous black line are observational data,dashed black line is the simulation with 30 seconds time step, red line is the 15
seconds simulation and the adaptative time step is the blue line.
(a) (b)
(c) (d)
(e) (f)
5
Analysis of computational performance and adaptive time step for numerical weather prediction models
Figure 5. 2 m relative humidity evolution at (a) Congonhas, (b) Guarulhos, (c) IAG, (d) Ibirapuera, (e) Mirante do Santana e (f) Sa˜o
Caetano.Continuous black line are observational data,dashed black line is the simulation with 30 seconds time step, red line is the 15
seconds simulation and the adaptative time step is the blue line.
(a) (b)
(c) (d)
(e)
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4. Conclusion
This work analysed the impact of the use of adaptive time step
for numerical weather forecast using the WRF model, and also
evaluated the indexes of speedup and efficiency for the equipment
used. The tests were performed for the Metropolitan Area of Sa˜o
Paulo, given the ease of acquiring a high amount of observational
data for evaluation.
The results showed that, although the equipment has 24 cores
available to simulate the atmosphere, the use of 7 cores is consid-
ered optimal for simulation, with the shortest execution time and
a good efficiency ratio of the uses of the processors.
Regarding the adaptive time step, its use should not present
much loss in the quality of the simulated results. However, the
use of this technique should be cautious and based on the end-
user’s need: model integration time or higher quality forecasting.
Therefore, for use in research, the use of fixed time step is recom-
mended. Meanwhile, for operational forecasting centres, where
the provision of information should be faster, the use of an adap-
tive time step is suggested.
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