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Abstract
A semicomplete multipartite digraph is obtained by replacing each edge of a complete mul-
tipartite graph by an arc or by a pair of two mutually opposite arcs. Very recently, Yeo
(J. Graph Theory 24 (1997) 175{185), proved that every regular semicomplete multipartite
digraph is Hamiltonian. With this, Yeo conrmed a conjecture of Zhang (Ann. Discrete Math.
41 (1989) 499{514). In the rst part of this paper, a generalization of regularity is consid-
ered. We extend Yeo’s result to semicomplete multipartite digraphs that satisfy this generalized
condition apart from exactly two exceptions. In the second part, we introduce the so-called
semi-partition complete digraphs and show that this family is Hamiltonian or cycle complemen-
tary, when, clearly, the cardinality of each partite set is less than or equal to half the order.
c© 2000 Elsevier Science B.V. All rights reserved.
Keywords: Semicomplete multipartite digraphs; Multipartite tournaments; Hamiltonian cycles;
Regular digraphs
1. Introduction
A semicomplete multipartite digraph (or semicomplete k-partite digraph) is obtained
by replacing each edge of a complete multipartite graph by an arc or by a pair of
two mutually opposite arcs. Obviously, a tournament is a semicomplete multipartite
digraph without cycles of length 2 where each partite set contains exactly one vertex.
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In this paper we give new sucient conditions for semicomplete multipartite digraphs to
be Hamiltonian. To do this we consider semicomplete multipartite digraphs D which
have a spanning subdigraph that consists of disjoint cycles, the so-called 1-regular
factors.
In 1997, Yeo [9] proved a result about semicomplete multipartite digraphs which
have a 1-regular factor. Using this result, he gave armative answers to conjectures
by Zhang [10], by Bang-Jensen et al. [1] and by Guo and Volkmann [3]. Reusing
Yeo’s structure result we will extend the rst one, that every regular semicomplete
multipartite digraph is Hamiltonian. In addition, we will introduce a special family
of semicomplete multipartite digraphs, the so-called semi-partition complete digraphs,
where the cardinality of the in- and out-neighborhood of every vertex in each partite
set is at least half the cardinality of the partite set in consideration. We give sucient
conditions for semi-partition complete digraphs to be Hamiltonian. Further completions
of Yeo’s theorem that a regular semicomplete multipartite digraph is Hamiltonian can
be found in articles of Volkmann [7] and Yeo [8]. Very recently, Bang-Jensen et al.
[2] showed that the decision problem ‘Hamiltonian cycle in semicomplete multipartite
digraphs’ is solvable in polynomial time.
2. Terminology and notation
In this paper all digraphs are nite without loops and multiple arcs. A digraph
D is determined by its set of vertices and its set of arcs, denoted by V (D) and
E(D), respectively. If xy2E(D) for x; y2V (D), we write x!y. Let S1 and S2
be two disjoint subsets of V (D). Then d(S1; S2) denotes the number of arcs lead-
ing from S1 to S2. If x!y for every x2 S1 and y2 S2, we write S1! S2. If there
is no arc leading from S2 to S1, we denote this by S1 ) S2. In this case, there
might be non-adjacent vertices s1 2 S1 and s2 2 S2. For S V (D) and for any vertex
x2V (D) we dene d+(x; S) (d−(x; S)) to be the number of out-neighbors (in-
neighbors) of x in S. If S = V (D), we also write d+(x; D) = d+(x) (d−(x; D)
= d−(x)). Furthermore, N+(S) (N−(S)) is the set of out-neighbors (in-neighbors)
of S.
All cycles mentioned here are oriented cycles. If x is a vertex on a cycle, then
x+ (x−) denotes the successor (predecessor) of x on C. A subdigraph F of a digraph
D which contains all the vertices of D and which consists of a set of vertex-disjoint
cycles is called a 1-regular factor. F is said to be minimal if there is no 1-regular
factor F 0 of D consisting of less cycles than F .
A semicomplete k-partite digraph (semicomplete multipartite digraph) D is obtained
by replacing each edge of a complete k-partite graph by an arc or by a pair of two
mutually opposite arcs. If k = 2, then we call D a semicomplete bipartite digraph.
Finally, a multipartite tournament is a semicomplete multipartite digraph without
cycles of length 2.
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3. Preliminaries
In this section we list some results which are used later in this paper. The rst one
deals with a generalization of regularity for general digraphs which was introduced by
Ore [6]. We need the following denition.
Denition 3.1. Let D be a digraph and let m be a positive integer. The function
F(D;m) is dened as
F(D;m) =
X
x2V (D); d+(x)>m
(d+(x)− m) +
X
x2V (D); d−(x)<m
(m− d−(x)):
Remark 3.2. For a digraph D of order n and a positive integer m, consider the function
F 0(D;m) =
X
x2V (D); d+(x)<m
(m− d+(x)) +
X
x2V (D); d−(x)>m
(d−(x)− m):
Note that
X
x2V (D)
d+(x) = n  m+
X
x2V (D); d+(x)>m
(d+(x)− m)−
X
x2V (D); d+(x)<m
(m− d+(x)):
Since an analogous equation holds for the sum of in-degrees and since
P
x2V (D) d
+(x)=P
x2V (D) d
−(x), it is easy to see that F 0(D;m)=F(D;m) for every digraph D and every
integer m.
Theorem 3.3 (Ore [6]). Let D be a digraph. If F(D;m)6m − 1 for some positive
integer m; then D contains a 1-regular factor.
For every m>1 there are families of examples verifying the sharpness of this con-
dition for semicomplete multipartite digraphs, i.e. there exist semicomplete multipartite
digraphs where F(D;m)=m and that contain no 1-regular factor. In fact, let Dk denote
the semicomplete 3-partite digraph of order n = 3k + 2 with the partite sets V1; V2,
and V3, where k>1 is an integer, jV1j = jV2j = k + 1, and jV3j = k. Let u2V1, and
let V1! (V2 [V3)! (V1− u) and V2!V3!V2. Then Dk has no 1-regular factor, since
d−(u)=0. Furthermore, it is easy to see that F(Dk; 2k+1)=0+(2k+1−d−(u))=2k+1.
Analogously, examples can be constructed for even values of m, where jVij= m=2 for
i = 1; 2; 3.
The following condition for semicomplete bipartite digraphs to be Hamiltonian is
due to Gutin [4] and Haggkvist and Manoussakis [5]. It will be applied in Section 5.
Theorem 3.4 (Gutin [4], Haggkvist and Manoussakis [5]). A semicomplete bipartite
digraph D is Hamiltonian if and only if D is strongly connected and has a 1-regular
factor.
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Finally, we state a shortened version of Yeo’s [9] result about the structure of
semicomplete multipartite digraphs with a 1-regular factor, and the condition for
Hamiltonian semicomplete multipartite digraphs that we will generalize in the next
section.
Theorem 3.5 (Yeo [9]). Let D be a semicomplete multipartite digraph containing a
1-regular factor. Then there exists a 1-regular factor F in D whose cycles can be
labeled; C1; C2; : : : ; Ct ; such that the following holds:
There exists a partite set V  in D such that whenever xj! x1 where xj 2V (Cj);
x1 2V (C1) and 1<j6t; we have fx+j ; x−1 gV . Analogously; there is a partite
set V  in D (possibly V  = V ) such that whenever xt! xj where xt 2V (Ct);
xj 2V (Cj) and 16j< t we have fx+t ; x−j gV .
In particular; if F is minimal; then it has the properties described above.
Theorem 3.6 (Yeo [9]). Every regular semicomplete multipartite digraph is
Hamiltonian.
4. An extension of Theorem 3.6
In this section, we extend Theorem 3.6 to the more general class of semicomplete
multipartite digraphs that satisfy the Ore condition in Theorem 3.3 and that are not
isomorphic to two special digraphs.
Denition 4.1. For a positive integer m>2, let G0m be a semicomplete 3-partite digraph
with the partite sets V1 =fxg; V2 =fy1; y2; : : : ; ym−1g, and V3 =fz1; z2; : : : ; zmg such that
V2! x!V3!V2!V3nfz1g and z1! x.
The digraph G00m is obtained from G
0
m by reversing all arcs.
We observe that F(G0m; m)6m − 1, but G0m is not Hamiltonian, as a Hamiltonian
cycle would contain the arc xz1 and every second vertex on the cycle would belong
to the partite set V3. Since x has no negative neighbor in V3nfz1g, this is not possible.
Clearly, G00m has the same properties.
Theorem 4.2. Let D be a semicomplete multipartite digraph such that F(D;m)6
m − 1 for some positive integer m. If D is not isomorphic to G0m or G00m; then D is
Hamiltonian.
Proof. By Theorem 3.3, there is a 1-regular factor F =C1 [C2 [    [Ct in D, which
we may assume is minimal, and therefore has the properties described in Theorem 3.5.
Since we are done when t = 1, assume that t>2. We show that this implies that
D is isomorphic to G0m or G
00
m. Let V1; V2; : : : ; Vk be the partite sets of D and let V

denote the xed partite set mentioned in Theorem 3.5. Dene the following three sets
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of vertices: A= V (C1); B= V (D)nA, and S = fs2A j s) Bg. By Theorem 3.5, there
are no consecutive vertices x; x− on C1 such that both have a negative neighbor in B
since otherwise it follows that fx−; x−−gV , a contradiction. Therefore, jSj>jAj=2.
We prove the following claim before considering the three cases jAj= 2; 36jAj6
m− 1 and jAj>m.
Claim ().
m− 1>jSj

jBj − max
16i6k
fjVi \ Bjg

:
Proof. Let x2AnS and y2B such that y! x. By Theorem 3.5, x− and y+ belong to
the same partite set and hence, x and y+ are adjacent. Since, again by Theorem 3.5,
y+ and y++ would belong to the same partite set, if y+! x, we conclude that x!y+.
Hence, d(AnS; B)−d(B; AnS)>0. Furthermore, a vertex s2 S\Vi dominates jBj−jVi\Bj
vertices in B. Therefore, d(S; B)−d(B; S)>jSj(jBj−max16i6kfjVi\Bjg). The following
computations now imply Claim ():
m− 1> F(D;m) =
X
x2V (D); d+(x)>m
(d+(x)− m) +
X
x2V (D); d−(x)<m
(m− d−(x))
>
X
x2A;d+(x)>m
(d+(x)− m) +
X
x2A;d−(x)<m
(m− d−(x))
>
X
x2A
(d+(x)− m) +
X
x2A
(m− d−(x))
=
X
x2A
(d+(x)− m+ m− d−(x))
=
X
x2A
(d(x; Anfxg)− d(Anfxg; x)) +
X
x2A
(d(x; B)− d(B; x))
= 0 + d(A; B)− d(B; A)
= d(AnS; B)− d(B; AnS) + d(S; B)− d(B; S)
> 0 + jSj

jBj − max
16i6k
fjVi \ Bjg

:
Case 1: jAj= 2.
Let A = fx; yg and assume, without loss of generality, that x =2 V . Since x = y−,
Theorem 3.5 implies that y ) B and hence, we have d+(y)>jBj=2+1 and d−(y)=1.
Since F(D;m)6m−1, this leads to d+(z1)6m and d−(z2)>m for every z1; z2 2V (D);
z2 6= y. Again by Theorem 3.5, d−(x)6jB \ V j + 16jBj=2 + 1 and therefore we
summarize m = d+(y) = jBj=2 + 1 = d−(x). The latter equality implies that y and
exactly half the vertices of B belong to V . Let R= B \ V  and Q= BnV . From the
above, jRj = jQj = jBj=2 = m − 1. Clearly, y ) Q. Furthermore, by Theorem 3.5, we
obtain that x ) R. Since d−(x)= jBj=2+1 and d+(x)6m, we have Q ) x. Moreover,
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Q!R as d−(r)>m for every r 2R. Since d+(q)6m for every q2Q, this implies that
Q is independent. Finally, as d−(q)>m for every q2Q, we deduce that R!Q and
therefore D is isomorphic to G0m.
Case 2: 36jAj6m− 1.
Since m− 1>Ps2S (m− d−(s)) and d−(s)6jAj − 1 for every s2 S, we obtain
0> 1− m+
X
s2S
(m− d−(s))>1− m+ jSj(m− (jAj − 1))
> 1− m+ jAj
2
(m− (jAj − 1)) = −(jAj − 2)(jAj − m+ 1)
2
:
Since this leads to a contradiction if 36jAj6m− 2, we consider the case when jAj=
m−1. Clearly, we then have equality everywhere in the above inequation. This implies
that jSj = jAj=2 and d−(s) = jAj − 1 for every s2 S where the rst observation leads
to S V . Therefore, jAj − 1 = d−(s) = d(AnS; s) for every s2 S which implies that
jSj= 1. But then jAj= 2, a contradiction to jAj>3.
Case 3: jAj>m.
By Claim () and since jSj>jAj=2 and jBj − max16i6kfjVi \ Bjg>jBj=2, we
obtain m − 1>jSjjBj=2>jAjjBj=4>mjBj=4. This is clearly a contradiction when
jBj>4. If jBj = 3, then max16i6kfjVi \ Bjg = 1, and Claim () implies that m −
1>jSj(3 − 1)>jAj, a contradiction. We may therefore assume that jBj = 2. By con-
sidering F 0(D;m) instead of F(D;m) (see Remark 3.2), we deduce analogously to
Case 1 that D is isomorphic to G00m.
Theorem 4.2 yields the following corollary.
Corollary 4.3. Let D be a semicomplete multipartite digraph and let m be a positive
integer such that F(D;m)6m− 1. Now the following is true:
(i) If D is a multipartite tournament; then D is Hamiltonian.
(ii) If D is a semicomplete k-partite digraph with k 6= 3; then D is Hamiltonian.
(iii) If jV (D)j 6= 2m; then D is Hamiltonian.
(iv) If d+(x); d−(x)>2 for every x2V (D); then D is Hamiltonian.
5. Semi-partition complete digraphs
In this section a new class of semicomplete multipartite digraphs is introduced. We
will present sucient conditions for these digraphs to be Hamiltonian.
Denition 5.1. Let D be a semicomplete multipartite digraph with the partite sets
V1; V2; : : : ; Vk . If d+(xi; Vj); d−(xi; Vj)> 12 jVjj for every vertex xi 2Vi and for every
16i; j6k; j 6= i, then D is called a semi-partition complete digraph.
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If the semi-partition complete digraph D contains no cycle of length 2, then D is
called a semi-partition complete tournament.
Remark 5.2. Clearly, for semi-partition complete tournaments we have
d+(xi; Vj) = d−(xi; Vj) = 12 jVjj:
Since we are still dealing with a selection of cycles covering the whole vertex set
of the digraph, we will only consider those semi-partition complete digraphs D, whose
partite sets contain at most half the vertices of D each. That is, we consider the case
when (D)6n=2, where n denotes the order of D and (D) is the cardinality of a
maximum independent vertex set in D. First we ensure the existence of a 1-regular
factor.
Theorem 5.3. Let D be a semi-partition complete digraph of order n with (D)6n=2.
Then D contains a 1-regular factor.
Proof. To show this result, we use the fact that a digraph has a 1-regular factor if and
only if
jSj6jN+(S)j for all S V (D); ()
which was proved by Ore in [6]. Hence, let S be an arbitrary subset of V (D), and let
V1; V2; : : : ; Vk denote the partite sets of D.
Since d+(x; D); d−(x; D)> 12 (n − jVij) for every vertex x2Vi; 16i6k, we have
d+(x; D); d−(x; D)>n=4 for every vertex x2V (D). Therefore () holds for every S
satisfying jSj6n=4. Now let jSj>n=4. We consider two cases.
Case 1: All the vertices of S belong to the same partite set Vi.
In this case jSj6n=2. Since jSj>n=4; S contains more than half of the vertices of Vi
and hence d−(x; S)>1 for every x2V (D)nVi. It follows jN+(S)j= n− jVij>n=2>jSj,
which veries ().
Case 2: S contains vertices of at least two distinct partite sets.
Let x2 S \ Vi and y2 S \ Vj where i 6= j. Since d+(x; DnVi) = d+(x; D)> 12 (n− jVij)
and d+(y; Vi)> 12 jVij, we have jN+(S)j>n=2 and we are done if jSj6n=2.
Hence, let jSj>n=2. Then there exists i0; 16i06k, such that jS \ Vi0 j> 12 jVi0 j.
Analogously to Case 1 we have N+(S \ Vi0 ) = V (D)nVi0 .
Subcase 2.1: Suppose that there exists j0; 16j06k; j0 6= i0, such that jS \Vj0 j>
1
2 jVj0 j. Then, analogously, Vi0 N+(S). So, altogether we have N+(S) =V (D) and ()
is true.
Subcase 2.2: If there is no such j0, then jSj6jVi0 j + 12(n − jVi0 j) = n=2 + 12 jVi0 j6
n − 12 jVi0 j. On the other hand, by the assumption, there is a vertex x2 SnVi0 with
d+(x; Vi0 )>
1
2 jVi0 j. Hence jN+(S)j>n− jVi0 j+ 12 jVi0 j= n− 12 jVi0 j and () holds.
Since we have considered all possible cases, the theorem is proved.
By Theorems 5.3 and 3.4, we deduce the following result for the bipartite case.
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Corollary 5.4. Let D be a strong semi-partition complete digraph of order n that
consists of two partite sets. If (D) = n=2; then D is Hamiltonian.
Furthermore, we can ensure the existence of a Hamiltonian cycle if D contains no
cycles of length 2.
Corollary 5.5. Let D be a semi-partition complete tournament of order n with
(D)6n=2. Then D is Hamiltonian.
Proof. By Theorem 5.3, D contains a minimal 1-regular factor F =C1 [C2 [    [Ct .
If t = 1, there is nothing to prove, hence let t>2. By Remark 5.2, D is an Eulerian
digraph and hence for every subset S V (D) we have d(S; V (D)nS) = d(V (D)nS; S).
Choose S = V (C1).
Assume that there exist vertices x2V (C1) and y2V (Ci); 26i6t, such that y! x.
It follows by Theorem 3.5 that y+ and x− belong to the same partite set and, since
d+(y+; V (C1))=d−(x−; V (D)nV (C1))=0, we have x!y+ and x−!y. So whenever
there is an arc yx leading from a cycle Ci; i 6= 1, to C1, there are two distinct arcs
leading from C1 to Ci. Since these two arcs are dierent for any choice of x and y,
this contradicts d(V (C1); V (D)nV (C1)) = d(V (D)nV (C1); V (C1)).
If there is no arc leading from another cycle to C1, we clearly derive the same
contradiction.
If there are cycles of length 2 in a semi-partition complete digraph D, then
the existence of a 1-regular factor is not sucient to guarantee that D contains a
Hamiltonian cycle. A slightly weaker result holds.
Theorem 5.6. Let D be a semi-partition complete digraph of order n with (D)6n=2.
Then D is Hamiltonian or there exist two vertex-disjoint cycles C1 and C2 in D such
that V (C1) [ V (C2) = V (D) and jV (C1) \ Vjj= jV (C2) \ Vjj= jVjj=2 for all 16j6k;
where V1; V2; : : : ; Vk are the partite sets of D.
Proof. By Theorem 5.3, D has a 1-regular factor F = C1 [ C2 [    [ Ct , which we
may assume is minimal. Then F has the properties described in Theorem 3.5. If t=1,
there is nothing to prove. Hence, let t>2.
Now we assume that there exists i0; 16i06k, such that jV (C1) \ Vi0 j> 12 jVi0 j.
Then, in particular, d+(u; C1)>1 for every u2V (C2)nVi0 . Hence, let x2V (C2)nVi0
and y2V (C1) \ Vi0 such that x!y. By Theorem 3.5, fx+; y−g2V  for a partite set
V  of D. Since y and y− are adjacent, V  6= Vi0 and hence for x+ 2V (C2)nVi0 we
have d+(x+; C1)>1. It follows x++ 2V , a contradiction.
Therefore, jV (C1) \ Vij6 12 jVij for every 16i6k. Analogously, we obtain
jV (Ct) \ Vij6 12 jVij for every 16i6k.
By assuming that there is j0; 16j06k, such that jV (C1) \ Vj0 j< 12 jVj0 j, we have
j(V (D)nV (C1)) \ Vj0 j> 12 jVj0 j and by using the analogous arguments we derive the
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same contradiction. Therefore, we obtain jV (C1) \ Vij = 12 jVij for all 16i6k and,
analogously, jV (Ct) \ Vij = 12 jVij for all 16i6k. Hence t = 2 and Theorem 5.6 is
proved.
Theorem 5.6 is best possible with respect to the number of cycles in a minimal
1-regular factor, which is shown by the following example. Let D be a semicomplete
multipartite digraph with the partite sets V1; V2; : : : ; Vk such that every partite set consists
of an even number of vertices. Let AV (D) be a subset of the vertex set of D
containing half the vertices of each partite set (arbitrarily chosen) and let B=V (D)nA.
Furthermore, let x!y for all x; y2A, where x and y belong to distinct partite sets, let
u! v for all u; v2B, where u and v belong to distinct partite sets, and let x! u for
all x2A; u2B, where x and u belong to distinct partite sets. Then D is semi-partition
complete and not Hamiltonian.
But obviously the following holds.
Corollary 5.7. Let D be a semi-partition complete digraph of order n such that
(D)6n=2. If there is a partite set of D containing an odd number of vertices; then
D is Hamiltonian.
Now we consider strong semi-partition complete digraphs with more than two partite
sets. If we strengthen the condition on the cardinality of the partite sets, it is possible
to ensure the existence of a Hamiltonian cycle.
Theorem 5.8. If D is a strong semi-partition complete digraph of order n with
(D)<n=2; then D is Hamiltonian.
Proof. Assume that D is not Hamiltonian. By Theorem 5.6, D has a minimal 1-regular
factor F = C1 [ C2 which has the properties described in Theorem 3.5, where C1 and
C2 contain exactly half the vertices of every partite set of D. Since D is strong, there
are vertices u2 2V (C2) and u1 2V (C1) such that u2! u1. By Theorem 3.5, u+2 and
u−1 belong to the same partite set of D, say V
. Therefore u−−1 and u
+
2 are adjacent
and it is easy to see that u−−1 ! u+2 . By connecting C1 and C2 with the arcs u2u1 and
u−−1 u
+
2 , we obtain a cycle of length n− 1 in D which does not contain the vertex u−1 .
Again by Theorem 3.5, d−(u−1 ; C2) = 0. Since C1 and C2 contain half the vertices
of every partite set of D, we deduce x! u−1 for every x2V (C1)nV . Furthermore,
d−(x; C2 \ V ) = 0 for every x2V (C1)nV  and hence V (C1) \ V !V (C1)nV . In
particular, u−1 ! x for every x2V (C1)nV . Assume that there is a vertex x2V (C1)
such that fx; x+g \ V  = ;. Since x! u−1 ! x+, the vertex u−1 can be included in the
(n−1)-cycle mentioned above, a contradiction to the assumption. Hence jV (C1)\V j=
jV (C1)j=2.
Analogously, u−1 ! u++2 and hence there is a cycle of length n − 1 in D which
does not contain u+2 . Since d
+(u+2 ; C1)= 0, we conclude with the same arguments that
jV (C2) \ V j= jV (C2)j=2 and therefore jV j= n=2, a contradiction.
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The following example shows that Theorem 5.8 is best possible. Let D be a digraph
of order n with the partite sets V1; V2; : : : ; Vk (k>3) where the cardinality of every
partite set is even and jV1j = n=2 and jVij<n=2 for every 26i6k. Let AV (D)
such that A contains half the vertices of every partite set and let B=V (D)nA. Now let
AnV1!A\V1!V (D)nV1!B\V1!BnV1. Furthermore, let the arcs connecting vertices
of V (D)nV1 be chosen such that D is semi-partition complete and strong (for example,
let V (D)nV1 induce a complete (k − 1)-partite digraph). Then D is not Hamiltonian
since in a Hamiltonian cycle, every second vertex would belong to V1 which is clearly
not possible.
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