Influence of Sampling Design Parameters on Biomass Predictions Derived from Airborne LiDAR Data by Bouvier, Marc et al.
HAL Id: hal-02317064
https://hal.archives-ouvertes.fr/hal-02317064
Submitted on 15 Oct 2019
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Influence of Sampling Design Parameters on Biomass
Predictions Derived from Airborne LiDAR Data
Marc Bouvier, Sylvie Durrieu, Richard Fournier, Nathalie Saint-Geours,
Dominique Guyon, Eloi Grau, Florian de Boissieu
To cite this version:
Marc Bouvier, Sylvie Durrieu, Richard Fournier, Nathalie Saint-Geours, Dominique Guyon, et
al.. Influence of Sampling Design Parameters on Biomass Predictions Derived from Airborne
LiDAR Data. Canadian Journal of Remote Sensing, Canadian Aeronautics, 2019, pp.1-23.
￿10.1080/07038992.2019.1669013￿. ￿hal-02317064￿
Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journalInformation?journalCode=ujrs20
Canadian Journal of Remote Sensing
Journal canadien de télédétection
ISSN: 0703-8992 (Print) 1712-7971 (Online) Journal homepage: https://www.tandfonline.com/loi/ujrs20
Influence of Sampling Design Parameters on
Biomass Predictions Derived from Airborne LiDAR
Data
Marc Bouvier, Sylvie Durrieu, Richard A. Fournier, Nathalie Saint-Geours,
Dominique Guyon, Eloi Grau & Florian de Boissieu
To cite this article: Marc Bouvier, Sylvie Durrieu, Richard A. Fournier, Nathalie Saint-Geours,
Dominique Guyon, Eloi Grau & Florian de Boissieu (2019): Influence of Sampling Design
Parameters on Biomass Predictions Derived from Airborne LiDAR Data, Canadian Journal of
Remote Sensing, DOI: 10.1080/07038992.2019.1669013
To link to this article:  https://doi.org/10.1080/07038992.2019.1669013
© 2019 The Author(s). Published by Informa
UK Limited, trading as Taylor & Francis
Group.
Published online: 04 Oct 2019.
Submit your article to this journal 
Article views: 63
View related articles 
View Crossmark data
Influence of Sampling Design Parameters on Biomass Predictions Derived
from Airborne LiDAR Data
Marc Bouviera,b, Sylvie Durrieua, Richard A. Fournierc, Nathalie Saint-Geoursa,d, Dominique Guyone,
Eloi Graua, and Florian de Boissieua
aUMR TETIS Irstea, Cirad, Agro Paris Tech, CNRS, Univ Montpellier, Maison de la Teledetection en Languedoc-Roussillon, 500, rue J.F.
Breton BP 5095, Montpellier Cedex 05, 34196, France; bINFOGEO, Montpellier, 34000, France; cCentre d’Applications et de Recherches
en Teledetection (CARTEL), Departement de geomatique appliquee, Universite de Sherbrooke, Sherbrooke, Quebec, J1K 2R1, Canada;
diTK - Predict & Decide, Clapiers, 34830, France; eINRA, UMR1391 ISPA, Villenave d’Ornon, 33140, France
ABSTRACT
This study investigated the influence of sampling design parameters on biomass prediction
accuracy obtained from airborne lidar data. A one-factor-at-a-time and a global sensitivity
analyses were applied to identify the parameters most impacting model accuracy. We
focused on several lidar and field survey parameters that can be easily controlled by users.
In this pine plantations study site, a decrease in pulse density (4 to 0.5 pulse/m2) led to a
small decrease in prediction accuracy (3%). However, variability in the number of field
plots, positioning accuracy, and plot size, significantly impacted model performance. To
obtain a robust model, a minimum of 40 field plots, along with field plot position accuracy
of 5m or lower, and field plot radius exceeding 13m are recommended. The minimum
diameter at breast height (DBH) threshold and the choice of the allometric biomass equa-
tion were found to have lesser impacts on model accuracy. In addition, accuracies of DBH
and tree height measurements were respectively shown to have a minor and negligible
contribution to the prediction error. Significant field measurement costs will still be needed
to ensure good-quality models for biomass mapping. However, by reducing pulse density,
cost savings can be made on lidar acquisition.
RESUME
Cette etude a examine l’influence de differents parametres sur l’estimation de la biomasse a
partir de donnees de lidar aeroportes. Une approche consistant a faire varier les parametres
independamment les uns des autres et une analyse de sensibilite globale ont ete utilisees
pour identifier les parametres ayant le plus d’impact sur la precision des modeles. Nous nous
sommes concentres sur plusieurs parametres relatifs aux acquisitions lidar et aux inventaires
de terrain qui peuvent e^tre facilement contro^lees. Sur notre site d’etude, compose de planta-
tions de pins, une diminution de la densite d’impulsions lidar (4 a 0,5 impulsions/m2) a con-
duit a une legere diminution de la precision de l’estimation (3%). Cependant, la variabilite
du nombre de placettes inventoriees, la precision de positionnement et la taille des plac-
ettes, impactent de maniere significative la performance du modele. Pour obtenir un modele
robuste, un minimum de 40 placettes inventoriees, un positionnement precis des placettes
de 5m ou moins, ainsi que des placettes inventoriees sur un rayon superieur a 13m sont
recommandes. Le seuil de recensabilite des arbres ainsi que le choix de l’equation allometri-
que se sont averes avoir un impact moindre sur la precision des modeles. De plus, les
precisions sur la mesure du diametre a hauteur de poitrine et sur celle de la hauteur des
arbres ne representent respectivement qu’une contribution mineure et negligeable a l’erreur
commise sur l’estimation de la biomasse. Les cou^ts relatifs aux inventaires de terrain devront
encore rester significatifs pour assurer des modeles lidar de qualite. Cependant, en reduisant
la densite d’impulsion, des economies peuvent e^tre faites lors du survol lidar.
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Introduction
LiDAR (Light Detection And Ranging) is an active
remote sensing technology based on the principles of
laser ranging (Young 2000). Airborne laser scanning
(ALS) combines a lidar system, a scanning device and
highly accurate navigational and positioning systems
and is used to perform spatialized measurements of
ground topography and vegetation structure. ALS is
used for many forest applications, and, in particular, to
support forest inventory (Corona and Fattorini 2008).
ALS coupled with field measurements is an effective
approach that can be used to develop predictive models
for assessing forest inventory attributes over large areas
at a much lower cost than with traditional inventory
practices (Lim et al. 2003; Ene et al. 2016). ALS is now
used operationally to enhance existing inventories
(Woods et al. 2011; Chen and McRoberts 2016; Nilsson
et al. 2017; Magnussen et al. 2018). With the increased
use of ALS in forest applications, good survey design is
increasingly important to enhance information content
while maximizing cost-effectiveness.
Stand volume and aboveground biomass (AGB) are
key forest attributes required for forest management.
The utility of lidar to estimate volume and AGB is
widely acknowledged (Nelson et al. 1988; Næsset 2004).
Volume and AGB estimations have been computed
from statistical relationships between reference measure-
ments taken from field plots and lidar metrics (Bouvier
et al. 2015). Volume and AGB are interdependent and
strongly correlated (Brown and Lugo 1984; Fang et al.
1996). Previous lidar studies have reported considerable
variability in AGB prediction accuracy (Zolkos et al.
2013). Numerous parameters may affect the ability to
reliably predict forest parameters from ALS data.
Prediction accuracy on volume and AGB primarily
depends on 4 groups of parameters: (1) lidar sensor
and flight parameters, (2) stand complexity, (3) field
protocols and measurements, and (4) methods used to
predict stand attributes. These parameters affect predic-
tion quality and consistency. Stand complexity is inher-
ent to the sites under study and cannot be modified;
one must cope with it and try to use models that have
proven their effectiveness in complex environments.
Nevertheless, the 3 other groups of parameters can be
studied and carefully defined in order to maximize the
chances of meeting accuracy requirements.
First, regarding the methods used to develop a pre-
dictive model, the investigation of the best approach
for model development is a relevant research question
that is widely addressed in the scientific literature
(Hyypp€a et al. 2008; Li et al. 2008). In an area-based
approach (ABA), lidar metrics are computed from each
lidar sub-point clouds corresponding to the extent of
each field plot. Statistical relationships are established
between stand structural attributes (e.g. volume or
AGB) obtained from field measurements at the plot
scale and the most explanatory metrics chosen from a
multitude of lidar metrics (Lefsky et al. 1999; Næsset
2002). In research studies, many parametric (e.g., linear
regressions) and non-parametric approaches have been
used to develop ABA models (White et al. 2013).
However, ordinary least-squares regression (OLR) has
been recommended for practical forest inventories due
to its simplicity of application, its good performances
and ease of result interpretation (Næsset et al. 2005).
Bouvier et al. (2015) have further suggested to use an
OLR with only 4 lidar-derived metrics meaningful
from a forest standpoint as input parameters.
Second, we will consider the impact of the data
used to build the models, i.e. lidar data and field
measurements. Deciding which lidar sensor and flight
parameters are the most suitable when planning and
designing a lidar survey involves a trade-off between
acquisition cost and result accuracy. The first param-
eter that needs to be set is pulse density (in pulses/m2).
The pulse density chosen can be obtained by adjusting
the scanning angle, flight altitude and speed. For a
given speed, increasing swath width by increasing the
scanning angle or the flight altitude reduces pulse
density at ground level. Using a theoretical model,
Roussel et al. (2018a) studied the effect of scanning
angle on the vertical distribution of lidar returns.
They found that point height distribution metrics
were unevenly impacted by scanning angle. In accord-
ance with previous findings from Korhonen et al.
(2011), some metrics were found to be little impacted
when scanning angles ranged from 0 to 30.
However, other metrics, e.g. 30th, 70th percentiles and
mean height, were found to be significantly impacted
by a change of few degrees in scanning angle. To
explain the low sensitivity of ABA predictive models
to scanning angles ranging from 0 to 20 or 30
(Næsset 1997 and Holmgren et al. (2003), respectively,
cited in Roussel et al. (2018a)) suggested that different
effects may also compensate for one another in the
models. We can also assume that, in these studies,
lidar variables less sensitive to scanning angle were
selected when building the model.
Regarding the effects of pulse density, Næsset (2009)
found only small differences in results when using
ABA models and comparing stand volume predictions
from data acquired at different flight altitudes, and
leading to pulse densities ranging from 0.8 to 3.0
pulses/m2. However, he also found that relevant lidar
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metrics selected to build predictive models differed sig-
nificantly with pulse density. The impact of pulse dens-
ity has also been investigated by Gobakken and Næsset
(2008). For ABA models, they reported a slight
decrease in volume prediction accuracy with a decrease
in pulse density in the 0.06 to 1.13 pulses/m2 range;
although Maltamo et al. (2006) and Treitz et al. (2012)
reported that pulse density does not affect the accuracy
of stand attribute prediction for pulse densities varying
from 0.13 to 12.7 pulses/m2 and 0.5 to 3.2 pulses/m2
respectively. However, in both studies, the decrease in
point density was obtained by decimating lidar data
acquired during a single flight. Indeed, considering that
flying over the same area with different flight configu-
rations often poses practical and financial challenges,
simulations have also been used, as an alternative to
real surveys, to evaluate the impact of pulse density
(e.g. Maltamo et al. 2006; Magnusson et al. 2007).
However, simulation-based results must be interpreted
cautiously as simulations resulting from lidar data deci-
mation cannot take into account all the changes in
data quality associated with a change in pulse density
driven by flight and sensor parameter setting. This
might explain the difference in the conclusions
obtained by Gobakken and Næsset (2008) and
Maltamo et al. (2006) or Treitz et al. (2012). Pulse
density is a key parameter in ABA and a major cost
driver dictated by ALS system setting and flight config-
uration (Hyypp€a et al. 2008). It is therefore important
to investigate how, and to what extent, pulse density
affects stand attribute prediction accuracy.
Third, field protocols and measurements involve
other parameters affecting stand attribute prediction
accuracy that need to be optimized as field surveys
are time consuming and costly. The cost associated
with fieldwork may be reduced by reducing the num-
ber of measured plots and by simplifying field meas-
urement protocols or by relaxing measurement quality
constraints and by accepting a decrease in measure-
ment accuracy. Field protocol design requires setting
many rules regarding the choice of the number and
the size of field plots, their spatial distribution, the
threshold of the diameter at breast height (DBH,
trunk diameter measured at 1.3m above ground)
defining trees to be inventoried, to name but a few.
Field plot number is a major parameter affecting field
data quality. Optimal number of field plots has been
well researched (Hawbaker et al. 2009; Junttila et al.
2013). The set of field plots must represent the vari-
ability of the stands surveyed. Junttila et al. (2008)
only found a slight decrease in volume prediction
accuracy following a significant reduction in plot
number from 465 to 63 plots using either sparse
Bayesian regressions (from 19.9% to 22.4%) or ordin-
ary least square regressions (from 20.3% to 22.6%).
Maltamo et al. (2011) compared different field plot
selection strategies in Norway forests dominated by
Norway spruce. The study concluded that the accur-
acy of stand attribute predictions tended to degrade
significantly when less than 50 field plots were used.
Gobakken and Næsset (2008) examined both the
number and size of field plots. They concluded that
the optimal configuration is a tradeoff depending on
inventory costs and forest structure. Junttila et al.
(2013), who worked on 3 varied forest sites, found
that only about 40 field plots can be enough to cali-
brate an accurate linear regression model for AGB
estimation when plots are chosen in a way that
ensures sample coverage of spatial extent of the forest
under study and, most importantly, an adequate
coverage of the variability of the forest features pre-
sent in the target forest. Plot size was also shown to
influence predictions of AGB as larger plots reduce
edge effects (Frazer et al. 2011; Strunk et al. 2012).
Moreover, higher prediction accuracy is expected with
larger plots due to spatial averaging of errors (Goetz
and Dubayah 2011). Zolkos et al. (2013) found a
moderate but significant positive correlation between
AGB prediction accuracy and plot size amongst 48
lidar studies. However, in their study based on syn-
thetic data, Fassnacht et al. (2018) concluded that, for
a fixed sampling effort in the field, area sizes and
hence sample sizes seem to have stronger influence on
AGB prediction accuracy than the plot size. They
found an optimal plot size between 0.04 and 0.09 ha
(i.e. corresponding to a plot radius of about 11.3 and
16.9m, respectively) when biomass validation was
made at the scale of 50m grids. According to these
authors, little improvements can be expected with
plots above 0.12 ha (i.e. plot radius greater than
19,7m) and they concluded to a slight superiority of
small to medium sized forest plots for a wide range of
applications. Accuracy of volume and AGB reference
measurements used for both calibration and validation
of models is typically based on the measurements of
only few variables, namely tree height (H) and DBH,
but also on plot position, usually measured with a
Global Positioning System (GPS), and on allometric
equations used to predict reference volume and AGB.
Gobakken and Næsset (2009) have shown that GPS
position errors have a significant impact on prediction
accuracy in Norway forests; volume prediction accur-
acy was decreased by 15.8% for position errors up to
5m. Frazer et al. (2011) investigated how plot size
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and co-registration errors interact to influence AGB
prediction. They found that an increase in circular
plot radius from 10 to 25m reduces the impact of
co-registration error and improves AGB prediction
accuracy by 13.3%. Thus, volume and AGB predic-
tions from ALS data are highly dependent on the way
field surveys were conducted as well as on the way
lidar data were acquired. Both these groups of param-
eters can be, to some extent, set in order to optimize
assessment of forest attributes from ALS data.
There is a scarcity of studies assessing the relative
significance of some of the parameters relating to lidar
survey configuration and field inventory protocol that
can be easily set and monitored. Indeed, most studies
have addressed error evaluation using different par-
ameter combinations but do not characterize the
impact of each parameter, thus making it difficult to
rank parameter significance. Another explanation lies
in the way sensitivity analyses are conducted. Indeed,
in most studies, the authors adjust the parameters
manually, only considering a small number of alterna-
tive values for each of them, in a one-factor-at-a-time
(OAT) approach. Independent parameters can be
investigated and optimized individually using an OAT
approach. But, the OAT approach is known to have
one serious drawback: it does not properly account
for possible interactions between model parameters
(Saltelli et al. 2008). In addition, the use of a small set
of alternative values for each parameter is less
exhaustive than adopting a probabilistic setting and
exploring the space of input uncertainties within a
Monte Carlo framework based on a large number of
model evaluations. This makes it more difficult to
provide the practical recommendations needed to
optimize forest resource assessment from ALS data.
There is a need for more comprehensive approaches
that can quantify the specific impacts of different lidar
acquisition parameters, field protocols and measure-
ments on the accuracy of the resulting model. Global
sensitivity analysis (GSA) may help to overcome these
limitations by providing the capacity to study the
impact of the variability of all model input variables on
the output variables. GSA aims to study how the
uncertainty of a model output, i.e. forest attributes, can
be apportioned to different sources of uncertainty in its
inputs, i.e. survey parameters (Saltelli et al. 2008). It
allows for a ranking of the input variables according to
their contribution to the output variability. GSA thus
helps to identify the key parameters on which further
research should be carried out. GSA methods have
been widely adopted by modelers in different disciplin-
ary fields (Tarantola et al. 2002; Cariboni et al. 2007;
Ascough Ii et al. 2008), and are now recognized as an
essential step for rigorous model development (CREM
2009; European Commission 2009).
Among the numerous parameters influencing AGB
predictive model accuracy, only a few of them can be
easily controlled, i.e. lidar pulse density and both field
sampling protocols and measurements. Therefore, the
main goal of this study was to provide partly based
on GSA results technical guidelines to optimize lidar
pulse density and field survey protocols in order to
implement predictive models of AGB from ALS data.
To achieve this, three specific tasks were performed.
First, we assessed the influence of lidar pulse density
on the performance of the model by comparing
results obtained with several lidar data sets acquired
on the same study site. Second, we identified field
measurements most impacting model accuracy by
comparing predictions obtained when parameters are
changed one at a time (OAT approach) and all simul-
taneously in a GSA. Third, we defined a range of rec-
ommended values for the parameters that can be
controlled and, where appropriate, provided recom-
mendations to adopt practices that will enhance the
use of lidar data to predict AGB.
Materials
Study sites
Two study sites were selected to investigate different
parameters by introducing uncertainty related to forest
attribute estimates derived from ALS data. Both forest
sites are located in the Landes region in southwestern
France (Figure 1). Site 1 (44.69 N, 0.90 W) and site
2 (44.40 N, 0.50 W) had surface areas of 80 km2 and
60 km2, respectively. The Landes forest is characterized
by nutrient-poor sandy soil and a flat topography.
Climate of the region is oceanic (Joly et al. 2010). The
area is dominated by mono-specific stands of
Maritime pine (Pinus pinaster Aiton) in even aged
plantations. Some Pedunculate oaks (Quercus robur
L.) are marginally present (1%). Both sites were
highly representative of Landes forest diversity in
terms of forest structure, and management practices.
Field plot data
Field measurements were collected on a series of sam-
ple plots for each study site. A stratified random sam-
pling design has been used to define field plot
positions at both sites. The stratification was based on
stand age (young, intermediate and mature stands).
As recommended by Laes et al. (2011), for plots in a
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mixed condition, i.e. overlapping two or more stands,
the plot centre was moved so the field measurements
only represent a single condition. A different field
protocol was used for each site. Hundred square plots
(400 m2) were measured at site 1 during the summer
of 2012 where all the trees were identified and their
species recorded in order to assess the total tree num-
ber per plot. In addition, the DBH for the 10 trees
closest to plot center and H of the 5 trees closest to
plot center were measured. Thirty-nine circular plots
were measured at site 2 during spring 2011. For plots
having at least one tree with a DBH  17.5 cm, plot
radius was set at 15m (707m2, 31 plots). For plots
with trees with all DBH under 17.5 cm, plot radius
was set to 6m (113m2, 8 plots). In these plots, all
trees with DBH  7.5 cm were measured and, for
each tree information were collected on their: (1) pos-
ition in the plot, (2) species, (3) DBH, and (4) H.
Stand attributes measured in the field are summar-
ized in Table 1 for both sites. The Gini coefficient was
calculated from tree basal areas (BAs) for each plot in
both sites. The Gini coefficient is used to measure tree
size heterogeneity within a forest stand (Lexerød and
Eid 2006). This index has a minimum value of zero,
expressing perfect uniformity when all trees are of
equal size. Unlike site 2 plots, site 1 plots include few
very young seedling tree stands with much higher
stem densities combined to low mean tree heights and
low BAs (Table 1).
AGB is the dry mass (Mg/ha) of all the tree com-
partments that are above ground, including stems,
branches, and leaves. AGB was estimated for each
field plot. For trees with both H (m) and DBH (cm)
measurements, individual tree AGB was derived from
H and DBH using species-specific allometric equa-
tions. In site 1, for trees without height measurements,
H was estimated from DBH using plot- or site-specific
allometric relationships between H and DBH. In site 1
plots, for trees with neither H nor DBH measure-
ments, AGB was extrapolated from the mean tree
AGBs of the measured trees. Four allometric equa-
tions were available to estimate AGB for Maritime
pine; the dominant species (see section 3.3.1-7) and,
the allometric equation from Hounzandji et al. (2015)
was used for Pedunculate oak. Estimations at plot
level were then rescaled to per-hectare values. Using
the allometric equation from Shaiek et al. (2011) for
Maritime pine, mean plots AGBs were estimated at
71.8Mg/ha in site 1 and 77.5Mg/ha in site 2.
Table 1. Summary of stand attributes measured in the field
for site 1 and 2; mean tree height, stem density, BA (Basal
Area) and Gini coefficient were computed for each plot.
Mean tree
height (m)
Stem density
(trees/ha)
Basal Area
(m2/ha)
Gini
coefficient
Site 1 (100 plots)
Min 2.2 150 0.4 0.06
Mean 13.6 950 24.2 0.23
Max 25.4 7150 54.3 0.45
Site 2 (39 plots)
Min 5 142 4.9 0.10
Mean 18.4 464 22.3 0.19
Max 29.5 1415 42.2 0.42
Figure 1. Location of the 2 study sites in the Landes region, in southwestern France. Red dots represent field plot positions at
both sites.
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Lidar data
ALS data were collected at both study sites using a
small footprint lidar. Site 1 was surveyed in February
2013 using an ALTM 3100 (Optech, Canada) system.
Four different acquisitions were carried out with dif-
ferent flight parameters and system configurations in
order to produce ALS data at different pulse density:
(flight A) 0.5 pulse/m2, (flight B) 1 pulse/m2, (flight
C) 2 pulses/m2, and (flight D) 4 pulses/m2. Site 2 was
surveyed using a LMS Q560 (Riegl, Austria) system in
April 2011 with a pulse density of 8 pulses/m2.
Additional data specifications for ALS data sets are
given in Table 2. For both sites, lidar surveys were
conducted at the same growing stage as field surveys.
Data pre-processing was performed by the data
providers, i.e. IGN and Sintegra for sites 1 and 2,
respectively. Ground points were classified using the
TIN-iterative algorithm (Axelsson 2000) in order to
produce a digital terrain model (DTM). The DTM
was then converted into a 1m resolution grid. For
each acquisition, aboveground heights were calculated
by subtracting from each lidar point elevation the cor-
responding ground elevation given by the DTM,
thereby removing topographic effects from lidar point
clouds. From the resulting lidar point clouds, sub-
point clouds corresponding to the spatial extent of
each field plot were extracted.
Methods
We adopted an ABA and developed regression models
for AGB predictions from lidar data according to a
recent method developed by Bouvier et al. (2015, sec-
tion 3.1). We selected only one methodology from
among all those available as we wished to focus on
the parameters explaining AGB prediction accuracy
variability rather than model selection. We chose
parameters that were easy to control when implement-
ing an ABA approach, i.e. lidar pulse density and
both field sampling protocols and measurements.
Considering the available data sets, the following 8
parameters were studied: lidar pulse density, field plot
number and size, minimum DBH threshold defining
trees to be inventoried (DBHmin), H and DBH meas-
urement errors, position accuracy of plot centers, and
the choice of allometric equation. Two sensitivity ana-
lysis approaches were used to investigate the role of
these parameters in the prediction quality of AGB
models. The first was a standard OFAT approach.
When this approach was applied, regression analyses
were carried out to assess the influence of key parame-
ters individually on AGB accuracy. Each parameter was
tested using a wide range of values in order to assess
its specific impact on AGB prediction accuracy. The
parameter value ranges were defined by gradually
degrading the characteristics of the available data sets
(section 3.3) except in the cases of the choice of allo-
metric equations (section 3.3.1-7) and pulse density
(section 3.2). The second approach used was a GSA
based on Monte Carlo simulations. This approach
aimed at identifying the parameters related to field pro-
tocols and measurements that explain most AGB pre-
diction variance and also interactions between
parameters (section 3.4). Data processing was per-
formed in the R statistical environment (R Core Team
2017). Lidar data were partly processed using the pack-
age ‘lidR’ (Roussel et al. 2018b) and the package
‘Sensitivity’ (Looss et al. 2018) was used for global sen-
sitivity analyses.
Modeling approach
We used the method described by Bouvier et al.
(2015), which was then used to produce AGB models
from 4 categories of lidar metrics. This approach was
tested and validated in several forest environments.
The model is developed using 4 metrics to describe
complementary 3D structural aspects of a stand unlike
conventional statistical models that are based on
height and point density distribution metrics (Næsset
2002). The 4 metrics were estimated from ALS data:
mean canopy height (lCH); height heterogeneity
Table 2. Technical specifications of lidar surveys on both study sites.
Site 1
Site 2A B C D
Date of survey February 2013 April 2011
ALS sensor Optech ALTM 3100 Riegl LMS Q560
Wavelength (nm) 1064 1550
Ground speed (m/s) 80 50
Beam divergence (mrad) 0.8 0.5
Maximum scan angle () 25 14 16 16 29.5
Repetition rate (Hz) 70 50 70 70 100
Flight altitude (m) 1530 2250 1530 1530 550
Pulse density (pulses/m2) 0.5 1.0 2.0 4.0 8.0
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(r2CH); horizontal canopy distribution (P); and a met-
ric that was estimated from leaf area density profiles
to provide information on stand vertical structure
(CvLAD) was calculated as the average of first return
heights. r2CH was calculated as the variance of first
return heights. P was calculated from the lidar data as
the ratio of the number of first returns below 2m to
the total number of first returns. Lastly CvLAD was cal-
culated as the ratio of the standard deviation to the
mean of the leaf area density profile. The density pro-
file was computed by assessing a transmittance profile
and then using the Beer-Lambert law to retrieve vege-
tation density at each height interval (Bouvier et al.
2015). lCH, r
2
CH, P and CvLAD were assessed consid-
ering only returns above 2m for each of the point
cloud subsets corresponding to the areas covered by
each of the field plots. The metrics were included in a
multiplicative power model with the coefficients fixed
through a regression models based on these metrics.
In order to make an unbiased assessment of the
predictive capacity of a model, a reference data set is
generally created independently of the calibration or
training data set (Snee 1977). Unfortunately, there
were not enough training field plots to provide an
independent validation data set. Therefore, the Leave-
One-Out Cross-Validation (LOOCV) method, adapted
to small data sets of less than 120 samples, was
applied to evaluate the accuracy of the predictive
models for both sites (Picard and Cook 1984; Martens
and Dardenne 1998). This method was used to assess
the goodness of fit of the model by averaging statis-
tical estimators of model accuracy that were computed
at each step of the cross-validation. The accuracy lev-
els of AGB predictions were compared for diverse
combinations of sampling parameters using 3 estima-
tors: (1) the coefficient of determination (R2) was
used to express the fraction of variance explained by
the model; (2) the root mean square error (RMSE) as
a representative measure of overall prediction quality;
and (3) the prediction bias (bias). Unless otherwise
stated, reference AGBs were computed using the allo-
metric equation from Shaiek et al. (2011) for
Maritime pine. For our study site, this equation was
the only one found in the literature that explicitly esti-
mates AGB from H and DBH measurements and that
also covers a wide range of stand ages.
Influence of pulse density on the predictive
performance of the model
Pulse density is an important parameter that signifi-
cantly affects lidar point cloud characteristics
(Figure 2). It is the most important and the only
acquisition parameter included in this sensitivity ana-
lysis. Metric calculations may be influenced by a
change in point cloud distribution. Thus, a decrease
in pulse density may affect AGB prediction accuracy.
We assessed and compared metrics and model results
obtained in site 1 from ALS acquisitions for 4 pulse
densities: 0.5, 1, 2, and 4 pulses/m2, named flights A,
B, C and D, respectively. To analyze the impact of
pulse density on metrics, means and standard-devia-
tions were computed for each metric and Student’s t-
tests were performed to compare the mean of flight A
metrics to the means of flights B, C and D metrics.
Inter-metric correlations between lidar data sets for
each of the 4 metrics were also computed.
Influence of field data characteristics on the
predictive performance of the model
A- Sensitivity analysis: One-factor-at-a-time (OAT)
Each parameter was varied within a range of values or
choices in order to assess its effect on AGB prediction
accuracy, while other parameters were set to their
nominal value in the available field data sets. The
ranges of values were defined by gradually degrading
the characteristics of the data sets. Three parameters
Figure 2. A lidar point cloud acquired at 4 different pulse
densities (0.5, 1, 2, and 4 pulses/m2) at site 1.
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of the inventory protocol were first investigated: the
number and size of field plots, and the DBHmin
defining trees to be included in the database. Next,
the accuracy of field plot measurements was also
investigated considering respectively: H and DBH
measurements, plot center positioning, and the choice
of allometric equations used to predict reference AGB.
For each studied parameter, evolutions in accuracy
values were presented as a rate of change in RMSE
considering the RMSE value obtained with the ori-
ginal and complete field data set. This reference
RMSE changes depending on the site used to study
the impact of each parameter.
Influence of the number of field plots. The more
field plots, the higher prediction accuracy is likely to
be. The optimal number of field plots is thus a trade-
off between the quality of AGB predictions and the
cost of field data acquisition. This optimal value also
depends on field plot size, methodology used, and
stand characteristics (Gobakken and Næsset 2009).
Hundred field plots were collected in site 1, which
made it possible to evaluate the influence of a lower
numbers of field plots on model accuracy. Therefore,
AGB was predicted using a subset of field plots from
100 to 20, in decrements of 1. Subsets were randomly
selected among all field plots. A LOOCV method was
applied to validate AGB predictions at each step.
Subset selection was repeated 100 times leading to dis-
tributions of model accuracy measurements for each
field plot number. Distribution characteristics accord-
ing to field plot numbers were then compared.
Influence of the field plot size. The plot size chosen
in most forest inventory programs is generally defined
so as to optimize working time and reach accuracy
requirements (Johnson and Hixon 1952). We investi-
gated the importance of field plot size on site 2 for
which trees were located within the plots, thus ena-
bling to create new smaller plots by selecting trees
using a criterion of distance from the plot center.
Thirty field plots, which had a radius of 15m, were
used to predict AGB by decreasing plot radius from
its maximum level at 15m down to 6m with regular
steps of 0.5m. The point cloud subsets were clipped
accordingly to compute the metrics used to build and
validate the models.
Influence of the minimum DBH threshold. Various
DBHmin values have been used in forest inventories to
determine if a tree should be included or not in the
measurements made in the plot (Tomppo et al. 2010).
We investigated impact of DBHmin on AGB prediction
accuracy using the plots of site 2 where all trees with
DBH  7.5 cm were collected. DBHmin ranged from
7.5 cm - value dictated by available field data - to
17.5 cm - maximum threshold value used in traditional
field inventory (Duplat et al. 1981) - with a 0.5 cm step.
Influence of field plot position accuracy. The exact
location of the field plot center is usually measured
using differential GPS. Differential corrections are
applied using the closest fixed antenna for position
accuracy, which provide sub-meter accuracy. In forest
applications, measurement accuracy can decrease
because trees and terrain can obstruct clear views of the
sky (Bolstad et al. 2005). In site 2, the GPS unit (Leica
GPS 120, Switzerland) was placed in a forest clearing
adjacent to the plot and away from dense cover. A total
station (Leica TS02, Switzerland) was used to measure
the exact distance to each plot center. Therefore, all
field plots for site 2 had their central position estimated
with less than 10 cm accuracy. The influence of plot
central position accuracy on AGB predictions, and thus
of a more or less important mismatch between field
and ALS data, was evaluated by shifting field plot cen-
ters. For each simulated position, a new point cloud
subset was clipped accordingly to compute the metrics
used to build and validate the models. We tested pos-
ition accuracy with error below 10m. Two zero-mean
Gaussian noises were added to the measured coordi-
nates (x,y). r ranged from 0 to 10m with regular steps
of 0.5m. Error terms were assumed to be independent.
Each step was repeated 100 times and the characteristics
of the resulting AGB prediction model accuracy distri-
butions were then compared.
Influence of errors on the measurement of H.
Multiple sources of error on AGB are linked to the
measurement of H and DBH. These sources are
dependent on the measurement method, stand charac-
teristics, and the surveyor’s expertise (Kitahara et al.
2010; Larjavaara and Muller Landau 2013). In conifer
stands, all conventional measurement methods produce
errors ranging from 1% to 10% in H (Andersen et al.
2006). We investigated the influence of errors in H
measurements on site 2 for which all trees with DBH 
7.5 cm were inventoried. We assumed that measurement
error was on average below 10%. H measurements were
multiplied by a Gaussian noise centered on 1. Standard
deviation r was varied between 0 and 0.1 with regular
steps of 0.01, corresponding to an error ranging from
0% to 10%. Each step was repeated 100 times independ-
ently of each other. The characteristics of the resulting
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AGB prediction model accuracy distributions were
then compared.
Influence of errors on DBH measurements. Error on
measuring DBH was found to be 0.8 cm on average in
temperate forests (Kaufmann and Schwyzer 2001).
Measurement errors can even be higher for slanted
trees, for trees with buttresses, or trees located on a
steep slope. We investigated the influence of errors on
DBH measurements for site 2 where all trees with DBH
 7.5 cm were inventoried. We assumed that measure-
ment error was on average lower than 5 cm for the
DBH. Zero-mean Gaussian noises were added to the
measured values of DBH. Standard deviation r was var-
ied between 0 and 5 cm with regular steps of 0.5 cm.
Each step was repeated 100 times independently of each
other. The characteristics of the resulting AGB predic-
tion model accuracy distributions were then compared.
Influence of the selection of allometric equations.
Allometric equations are commonly used to predict
tree AGB. Plot AGB is estimated by the sum of the
AGBs of all trees with a DBH above the chosen
DBHmin. If inappropriate allometric equations are
used for volume and tree AGB estimates substantial
bias can result (Chave et al. 2004). We investigated
the influence of several allometric equations on plot
AGB prediction on site 2 for which all trees within
the plots and with DBH  7.5 cm were collected. We
focused on allometric equations for the Maritime
pine, as it is by far the most dominant species (99%
of all the trees in the inventory). Table 3 lists the
sources of the allometric equations used. Equations 1,
2a and 2 b are explicitly AGB equations. Equations 2a
and 2b were combined during the analysis to cover
the whole range of stand ages observed in the study
sites. Indeed, equation 2a was developed for smaller
trees (1.5<DBH < 16 cm) and equation 2b was
developed for larger trees (29<DBH < 52 cm).
Equations 3 and 4 are total wood volume equations,
including stumps and branches. A database providing
expansion factors from total wood volume to AGB
was used to predict the reference AGBs of plots in
site 2 (Zanne et al. 2009). AGB prediction accuracy
levels were compared when using the 4 allometric
equations to obtain the reference data sets.
B- Global sensitivity analysis (GSA)
A GSA was applied on site 2 (39 plots) to compare
the relative effect of the studied parameters on AGB
prediction variance and to identify possible interaction
between parameters. The GSA method can be broken
down into 3 steps. In the first step, the uncertainty of
each studied parameter is modelled within a probabil-
istic framework, and a set of random combinations is
sampled for each of them. In the second step of the
GSA, uncertainty is propagated using pseudo-Monte
Carlo simulations, repeatedly running AGB predic-
tions using different sets of input parameters. A dedi-
cated sampling scheme (Sobol0 1974) is required to
explore the space of uncertain parameters and to
assess the resulting variance of AGB prediction.
Contrary to the OAT analysis, all the parameters
studied here are varied simultaneously, allowing us to
capture the effect of inter-factor interactions. Finally,
in the third and last step of the GSA, first-order vari-
ance-based sensitivity indices are estimated for each
studied parameter, which are derived from the results
of each model run. These sensitivity indices are based
on the decomposition of the total output variance into
conditional variances. First-order sensitivity indices
measure the individual contribution of each uncertain
parameter to the total variance of the AGB prediction.
The remaining part of variance of the AGB prediction
is explained by the inter-parameter interactions. The
GSA approach was implemented in R, using sobol2007
function from the package ‘Sensitivity’. A detailed
description of this Monte Carlo estimation of Sobol’
indices can be found in the references that are given in
the reference manual of this package (Looss et al. 2018).
The influence of the 4 field parameters was
explored for diverse inventory protocols. Accuracies
related to field plot center position, H, and DBH and
the choice of the allometric equation used to predict
reference AGBs, were studied considering 4 different
protocols depending on DBHmin (7.5 cm and
Table 3. Information summary on the 4 allometric equations used to predict reference AGB of the plots in Site 1.
Reference Attributes Number of trees Domain of validity
Equation 1 Shaiek et al. (2011) DBH and H 178 5 < DBH < 48 cm
Equation 2a Baldini et al. (1989) DBH 8 1.5 < DBH < 16 cm
Equation 2b Fraysse and Cotten (2008) DBH 14 29 < DBH < 52 cm
Equation 3 Deleuze et al. (2013) DBH and H 2145 7.6 < DBH < 79.3 cm
Equation 4 Dik (1984) DBH and H 798 Not stated
These equations use DBH alone or both DBH and H to predict AGB. The number of trees used to calibrate these allometric equations is specified. Lastly,
the DBH range relevant to apply each equation (the domain of validity) is specified.
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17.5 cm) and field plot size (radius of 11.28m, i.e. a
400m2 plot, and 15m, i.e. a 707m2 plot). For each
protocol, we simulated field parameters n¼ 50,000
times, which led to a total of N¼ 300,000 combina-
tions for each field plot (N¼(n (kþ 2)) with k the
number of parameters under study (Saltelli et al.
2008)). The distribution laws to select values for H,
DBH and plot position were defined as follows:
1. two zero-mean Gaussian noises were added to the
measured coordinates (x,y) with a r of 5 m which
corresponds to a mean accuracy expected with a
differential GPS in forest environments compar-
able to the Landes,
2. the measured H was multiplied by a Gaussian
noise centered on 1 with a r of 0.05 correspond-
ing to a 5% error rate on H measurements, and
3. a zero-mean Gaussian noise with a r of 1 cm was
added to the measured DBH.
4. In addition, the allometric equation was selected
randomly from among the 4 equations.
After each Monte Carlo run, AGB was predicted
and compared to field reference. RMSEs were assessed
at plot level and their distribution for each protocol
compared. First-order and total indices obtained for
the 4 inventory protocols were also compared.
Results
Influence of pulse density on the predictive
performance of the model
Regression models were developed on site 1 for each
acquisition, for varying pulse densities of 0.5, 1, 2 and
4 pulses/m2. Metrics showed little sensitivity to changes
in pulse densities (Table 4). Tests of mean equality
were highly significant at the 0.05 level, with p-values
ranging from 0.22 to 1.00. For each metric, correlations
were also high between lidar data sets, with correlation
coefficients ranging from 0.96 to 1 (Table 4). As a con-
sequence, prediction accuracy barely improved with
increasing pulse density. RMSE and RMSE% values
ranged from 19.15 to 19.77Mg/ha and from 26.7% to
27.5%, respectively, and only improved by a mere 3.1%
when pulse density was increased by a factor of 8
(Table 5). Similarly, AGBs were predicted with a R2
value of 0.86 when using the data set at a 0.5 pulse/m2
while a R2 value of 0.87 was obtained with the other
data sets. Negative biases were found for all models,
ranging from 5.75 to 6.20Mg/ha.
Influence of field data characteristics on the
predictive performance of the model
A- Sensitivity analysis: One-factor-at-a-time (OAT)
Influence of the number of field plots. AGB was pre-
dicted using a constantly decreasing number of field
plots from 100 to 20. The median rate of change of
RMSE increased exponentially with the decrease in
field plot number, giving rise to a low and quasi-
Table 4. Impact of Lidar data pulse density on the 4 metrics (lCH, r
2
CH, P, CvLAD) used to build AGB models.
Mean and standard deviation
Correlation (R)
l (± r)
p-values
Metric
Flight A
Flight B Flight C Flight D Flights (A, B) Flights (A, C) Flights (A, D) Flights (B, C) Flights (B, D) Flights (C, D)Reference
lCH 11.82 11.95 11.82 11.82 0.999 0.999 0.999 0.999 0.999 0.999
(±5.99) (± 6.01) (± 6.00) (± 6.00)
p ¼ 0.88 p ¼ 1.00 p ¼ 1.00
r2CH 3.80 3.14 3.39 3.41 0.955 0.956 0.963 0.994 0.994 0.956
(± 5.11) (±4.23) (±4.06) (±4.17)
p ¼ 0.32 p ¼ 0.54 p ¼ 0.55
P 0.45 0.49 0.44 0.44 0.992 0.994 0.995 0.992 0.992 0.994
(±0.25) (±0.24) (±0.25) (±0.25)
p ¼ 0.26 p ¼ 0.73 p ¼ 0.66
CvLAD 2.03 2.17 2.08 2.07 0.983 0.977 0.973 0.988 0.988 0.977
(±0.85) (±0.87) (±0.87) (±0.88)
p ¼ 0.22 p ¼ 0.67 p ¼ 0.69
The metrics were computed for the 100 plots on site 1. Metric means (l) and standard deviations (r) are given for each lidar data set, as well as p-values
of mean comparisons (reference values are Flight A metric means). Inter-metric correlations between lidar data sets for each of the 4 metrics are also
given. Pulse densities are 0.5, 1, 2 and 4 pulses/m2 for flight A, B, C and D, respectively.
Table 5. Goodness-of-fit for the 4 lidar acquisitions at site 1.
R2 RMSE (Mg/ha) RMSE% Bias (Mg/ha)
Flight A (0.5 pulse/m2) 0.86 19.77 27.5 5.75
Flight B (1 pulse/m2) 0.87 19.53 27.2 6.20
Flight C (2 pulses/m2) 0.87 19.37 27.0 6.09
Flight D (4 pulses/m2) 0.87 19.15 26.7 5.87
For each data set, goodness-of-fit was expressed with 3 error estimators,
R2, RMSE, RMSE% and bias, and derived from the LOOCV (Leave-one-
out-cross-validation).
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linear increase in RMSE when number of field plots
decreased from 100 to approximately 40 (Figure 3)
and then to a sharp increase in mean RMSE. Median
RMSE when using 20 field plots increased by around
53.1%, leading to RMSE and RMSE% values of
29.32Mg/ha and 40.8%, respectively, when compared
with AGB predicted using 100 field plots (i.e.
RMSE¼ 19.15Mg/ha and RMSE%¼ 26.7%). However,
when using 40 and 60 field plots, the median RMSE
increased by only about 10.4% (RMSE ¼ 21.14Mg/ha
and RMSE%¼29.4%) and 5.6% (RMSE ¼ 20.22Mg/ha
and RMSE%¼28.2%), respectively, when compared
with AGB predicted using 100 field plots. The lower
the field plot number, the higher the variability in
model predictive performance. This was clearly
observed with the interquartile ranges – calculated as
the difference between the upper and the lower quar-
tile values – which were 107.8%, 23.1%, and 13.2%
respectively for 20, 40, and 60 field plots.
Influence of field plot size. AGB was predicted from
field plots of different radiuses ranging between 15
and 6m. RMSE remained approximately constant as
the plot radius was decreased from 15 to 13m
(Figure 4). Then RMSE increased linearly by 161.2%
(RMSE ¼ 28.03Mg/ha and RMSE%¼ 36.2%) when
the plot radius was decreased from 12.5 to 6m, when
compared with AGB predicted using a 15m radius
(i.e. RMSE ¼ 10.73Mg/ha and RMSE%¼ 13.8%).
Influence of the minimum DBH threshold. AGB was
predicted from field plots with different DBHmin.
RMSE increased by only 0.4% when DBHmin increased
from 7.5 to 11.5 cm (Figure 5). However, RMSE
Figure 3. Rate of change of RMSE, expressed as a percentage of the RMSE obtained with the whole field plot data set, i.e.
19.15Mg/ha with 100 plots, for AGB models calibrated and validated using different subsets of field plots from 100 to 20 at site 1.
Subsets were randomly selected from among all the field plots and selection steps were repeated 100 times. Dark horizontal lines
represent the median, with the box representing the 25th and 75th percentiles, the whiskers the 5th and 95th percentiles, and
outliers are represented by dots. Two threshold values are also shown: an increase of 4.4% in RMSE (red line) leading to an AGB
value of 20 Mg/ha (upper acceptable error for AGB predictions) and an increase of 10% in RMSE (gray line) leading to an AGB
value of 21 Mg/ha.
Figure 4. Rate of change of RMSE, expressed as a percentage
of the RMSEs obtained with the maximum plot radius, i.e.
10.73Mg/ha with a 15m radius, for AGB models calibrated
and validated using different field plot radius from 15 to 6m
at site 2. Only the 31 plots collected in site 2 with radius of
15m were used.
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increased linearly by another 13.1% in relation to the
reference RMSE and RMSE%, i.e. 10.73Mg/ha and
13.8%, when DBHmin increased from 11.5 to 17.5 cm,
leading to RMSE and RMSE% of 12.14Mg/ha and
15.7%, respectively.
Influence of field plot position accuracy. Compared
to the reference RMSE of 10.73Mg/ha and RMSE% of
13.8% obtained with the initial and accurate field plot
center positions, median RMSE increased by 15.9%
(RMSE ¼ 12.44Mg/ha, RMSE%¼16.0%) and 22.3%,
(RMSE ¼ 13.12Mg/ha, RMSE%¼16.9%) when field
plot centers were shifted by random error with stand-
ard deviation of 5 and 10m, respectively (Figure 6).
Variability in model predictive performance increased
only slightly: the interquartile ranges were 9.5% and
10.9% with an error in field plot position of 5 and
10m respectively.
Influence of errors on the measurement of H.
Changes in AGB prediction accuracy with increasing
H measurement errors were observed and compared
with the reference RMSE and RMSE% values obtained
with actual H measurements, i.e. 10.73Mg/ha and
13.8% (Figure 7). Median changes in RMSE remained
close to zero, with variation ranging from 0.16%
(RMSE ¼ 10.75Mg/ha and RMSE%¼13.9%) to 0.10%
(RMSE ¼ 10.74Mg/ha and RMSE%¼13.9%) when the
relative error on H measurement increased from 0%
to 10%. However, variability in model predictive per-
formance increased in step with increasing errors on
H measurements. The interquartile ranges were 0.7%,
and 1.4% with an error in H measurement of 5%, and
10%, respectively.
Influence of errors on DBH measurements. Changes
in AGB prediction accuracy as a function of decreasing
DBH precision were observed and compared with the
reference RMSE and RMSE% values obtained with real
DBH measurements, i.e. 10.73Mg/ha and 13.8%
(Figure 8). Median RMSE and RMSE% increased by
2.6% (RMSE ¼ 11.01Mg/ha and RMSE%¼ 14.2%) and
19.7% (RMSE ¼ 12.84Mg/ha and RMSE%¼16.6%)
when error terms added to the measured DBH values
were set to 1 cm and 5 cm, respectively. Higher error
on DBH measurements led to higher variability in
model predictive performance. The interquartile ranges
were 3.6%, and 15.1% for errors in DBH measurement
of 1 and 5 cm respectively.
Figure 6. Rate of change of RMSE, expressed as a percentage
of the RMSE obtained with actual GPS precision obtained using
both a DGPS and a total station, i.e. 10.73Mg/ha for plot cen-
ter position accuracy below 10m, for AGB models calibrated
and validated using field plots shifted by 2 random error terms
(x,y) at site 2. Error terms were generated with standard devi-
ation ranging from 0 to 10m with regular steps of 0.5m. Dark
horizontal lines represent the median, with the box represent-
ing the 25th and 75th percentiles, the whiskers the 5th and
95th percentiles, and outliers represented by dots.
Figure 5. Rate of change in RMSE, expressed as a percentage
of the RMSE obtained with DBHmin used in the field, i.e.
10.73Mg/ha with DBHmin ¼ 7.5 cm, for AGB models calibrated
and validated using different minimum DBH thresholds
(DBHmin) from 7.5 to 17.5 cm with regular steps of 0.5 cm.
Only the 31 plots collected in site 2 with radius of 15m
were used.
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Influence of the selection of allometric equations.
Using 4 independent allometric equations on site 2,
predictions were assessed with R2 values ranging
from 0.93 to 0.95 and biases ranging from 1.56 to
1.93Mg/ha (Table 6). For equations 1, 2 and 3,
RMSE and RMSE% values range from 10.64 to
10.73Mg/ha and from 13.7% to 13.8%, respectively.
This represents a variation in RMSE of 0.84%
and 0.65%, for equations 2 and 3 respectively
when compared to RMSE obtained with equation 1,
which is the reference value used for site 2.
Equation 4 provided the highest RMSE value of
12.24Mg/ha (RMSE%¼ 15.8%), i.e. a 14.07%
increase in RMSE.
B- Global sensitivity analysis
AGB values were predicted based on 300,000 combi-
nations of the 4 studied factors, i.e. H, DBH, plot pos-
ition and allometric equations, considering 4 field
protocols defined according to both the field plot size
and DBHmin for countable trees, i.e. either a 15m or
11.28m plot radius and 7.5 cm or 17.5 cm minimum
DBH values. RMSE distributions were compared for
the 4 field protocols in Figure 9. Not surprisingly, the
highest AGB prediction accuracy value was observed
when the smallest DBHmin of 7.5 cm and the largest
field plot radius of 15m were used, with a mean RMSE
value of 18.61Mg/ha (RMSE%¼ 24.0%) (Figure 9).
RMSE was only slightly higher by 1.9% (18.97Mg/ha
Figure 7. Rate of change of RMSE, expressed as a percentage
of the RMSE obtained with actual H measurement values, i.e.
10.73Mg/ha, for AGB models calibrated and validated using
noisy H measurements at site 2. Error terms were generated
with standard deviation ranging from 0 and 0.1 with regular
steps of 0.01, corresponding to an error value ranging from 0%
to 10%. Dark horizontal lines represent the median, with the
box representing the 25th and 75th percentiles, the whiskers
the 5th and 95th percentiles, and outliers represented by dots.
Figure 8. Rate of change of RMSE, expressed as a percentage
of the RMSE obtained with real DBH measurement values, i.e.
10.73Mg/ha, for AGB models calibrated and validated using
noisy DBH measurements at site 2. Error terms were generated
with standard deviation ranging from 0 to 5 cm with regular
steps of 0.5 cm. Dark horizontal lines represent the median,
with the box representing the 25th and 75th percentiles, the
whiskers the 5th and 95th percentiles, and outliers represented
by dots.
Table 6. Goodness-of-fit associated with the AGB predictive models using 4 allometric equations to
predict reference AGB at site 2.
R2 RMSE (Mg/ha) RMSE% Bias (Mg/ha) Rate of change of RMSE (%)
Equation 1 0.94 10.73 13.8 1.56 0
Equation 2 0.95 10.64 13.7 1.71 0.84
Equation 3 0.93 10.66 13.8 1.87 0.65
Equation 4 0.95 12.24 15.8 1.93 14.07
Goodness-of-fit was expressed with 3 error estimators, R2, RMSE, RMSE% and bias, and derived from the LOOCV (Leave-one-
out-cross-validation). Rate of change of RMSE was expressed as a percentage of the RMSE obtained with the Equation 1,
i.e. 10.73Mg/ha.
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(RMSE%¼ 24.5%)) with the same plot radius and a
DBHmin of 17.5 cm. Lower AGB prediction accuracy
value was obtained using a field plot radius of 11.28m.
RMSE values, which were 19.7% (22.27Mg/ha
(RMSE%¼ 28,7%)) and 28.1% (23.99Mg/ha
(RMSE%¼ 31.0%)) higher were found using a
DBHmin it of 7.5 cm and 17.5 cm, respectively. The
error value spread, depending on the field protocols
used, also increased from 2.30 to 2.64Mg/ha.
The part of variance attributable to each parameter,
and linked to interactions between parameters, varied
depending on which of the 4 inventory protocols was
concerned (Figure 10). Whatever the inventory
protocol, the part of variance explained by plot center
positioning accuracy (38% – 63%) or the allometric
equation used (29% – 50%) were significantly higher
than the part of variance explained by the DBH (2% –
3%) and H (0% – 1%) parameters. In only one case –
when the smallest DBHmin of 7.5 cm and the smallest
field plot radius of 11.28m were used – the part of
variance explained by the allometric equation
exceeded that explained by plot positioning accuracy
(50% and 38%, respectively). The part of variance
attributable to the interaction between parameters was
found to be higher when the largest DBHmin
(17.5 cm) and field plot radius (15m) were used
Figure 9. Histograms of RMSEs for the 300,000 Monte Carlo combinations obtained by varying H, DBH and field plot position
measurement errors according to the defined distribution laws, and by varying the allometric equation used to predict AGB at site
2. Four protocols have been investigated: (a) 7.5 cm minimum DBH threshold (DBHmin) and 15m field plot radius; (b) 17.5 cm
DBHmin and 15m field plot radius; (c) 7.5 cm DBHmin and 11.28m field plot radius; and (d) 17.5 cm DBHmin and 11.28m field
plot radius.
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(14%), and also when the smallest DBHmin (7.5 cm)
and field plot radius (11.28m) were used (10%).
Discussion
Our goal was to identify the trade-offs that could be
made on pulse density and field parameters that
would not unduly compromise the predictive capabil-
ities of ABA models using airborne lidar data. These
trade-offs aim at reducing data acquisition costs as
well as the resources required for field data
collection while maintaining a sufficient level of model
prediction capacity. Analyzing results derived from
OAT sensitivity analysis and GSA helped to identify
the relative impact of pulse density and field
survey parameters therefore leading to concrete
recommendations.
Pulse density is known to impact the value of some
metrics at plot level (Gobakken and Næsset 2008).
However, the 4 metrics used in our model were found
to be weakly or insensitive to pulse density and pre-
diction accuracy decrease of merely 3% (0.62Mg/ha)
was obtained for a pulse density decrease from 4 to
0.5 pulses/m2. Our results confirmed those of
Gobakken and Næsset (2008) and Treitz et al. (2012)
for which lidar data obtained at a 0.5 pulse/m2
Figure 10. Part of variance explained by H, DBH and field plot position measurement errors, and allometric equations used to pre-
dict AGB at site 2. Four protocols have been investigated: (a) 7.5 cm minimum DBH threshold (DBHmin) and 15m field plot radius;
(b) 17.5 cm DBHmin and 15m field plot radius; (c) 7.5 cm DBHmin and 11.28m field plot radius; and (d) 17.5 cm DBHmin and
11.28m field plot radius.
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density, or lower, did not affect significantly model
predictability. There might be a critical threshold for
pulse density below which AGB prediction accuracy
would decrease significantly, as observed by
Magnusson et al. (2007). However, we did not reach
that threshold for the studied forest environment. A
critical threshold value for pulse density under which
AGB model prediction degrade significantly is an
important consideration and may be tied to stand
complexity. For operational surveys, conducting a spe-
cific sensitivity analysis prior to data acquisition is not
conceivable. Pulse density should be set at the density
level required for the most complex stand present in
the surveyed area and based on results from the litera-
ture. This is why this issue is worth addressing in
more depth in order to provide recommendations for
a range of forest environments. For homogeneous
pine plantations, lidar pulse densities can be reduced
to 0.5 pulses/m2 without any significant accuracy loss
when predicting AGB with area-based approaches
based on lidar metrics that are little sensitive or
insensitive to pulse density. It is worth noting that
this statement on pulse density does not apply to indi-
vidual tree-based approaches that require several lidar
measurements per tree crowns, hence at least a few
points/m2. In addition, optimal point density for tree-
based approaches is likely to change according to
stand type and age (Durrieu et al. 2015). Whereas 2
points/m2 was found to be sufficient in mature stands,
at least 10 points/m2 might be required for saplings
(Kaartinen et al. 2012).
In order to successfully use ALS data, the fieldwork
required to provide the reference data sets needed to
develop robust predictive models represents a signifi-
cant share of the costs incurred (Eid et al. 2004). In
this study, we distinguished 6 parameters related to
field sampling protocols and measurement accuracies
required to predict AGB, i.e. (1) the number of field
plots, (2) field plot size, (3) DBHmin, (4) plot center
position accuracy, (5) H measurement accuracy,
(6) DBH measurement accuracy, and a seventh
parameter, the allometric equation used. Critical
thresholds were observed for several parameters.
First, we found that increasing the number of field
plots used to predict AGB significantly increased the
prediction accuracy up to about 40 or 50 field plots.
For instance, AGB median prediction error was 50%
higher for 20 field plots when compared to results
obtained for 100 plots (Figure 3). Below 40 plots, it is
not, for example, possible to capture forest stand vari-
ability and geographical trends related to silvicultural
practices and site productivity. The upper acceptable
error for AGB predictions is 20Mg/ha or 20% of field
estimates (whichever is greater and without exceeding
errors of 50Mg/ha for a global biomass map at 1 ha
resolution) (Zolkos et al. 2013). In site 1, the mean
AGB of the field plots was estimated at 71.8Mg/ha.
Twenty percent of this value equals to 14.4Mg/ha,
which is lower than 20Mg/ha that can be used as a
guideline for this site. In Figure 3 we can see that
when the number of plots falls below 40, in addition
to a faster rise in errors, first quartiles of RMSE distri-
butions are no more systematically lower than 20Mg/
ha (red line in Figure 3) and median RMSEs systemat-
ically exceed 21Mg/ha (grey line in Figure 3), which
corresponds to an increase of 10% in the reference
RMSE (i.e. 19.15Mg/ha with 100 plots). RMSE distri-
butions show that the risk of exceeding the acceptable
errors for biomass prediction is high when the predic-
tion models are developed with less than 40 plots.
Too few plots may also lead to significant overesti-
mations in model accuracy as illustrated by the large
spread in RMSE values. In our study, the increase in
the distribution’s spread of rates of change of RMSE
with the decrease in the number of plots was intensi-
fied by the random selection of plots among the initial
plot set. Without stratification, some of the resulting
samples could be composed of a set of plots that
could either be highly unbalanced regarding the initial
strata or gather a set of atypical plots. In such condi-
tions, the predictive performance of the model is
expected to be low. Conversely, the selected plots
could by chance be an ‘ideal’ sample leading to a
model with an apparent very good predictive perform-
ance but with a low generalization capacity. Applying
plot selection strategies to ensure good representative-
ness of forest type heterogeneity lead to a decrease in
the RMSE spread and an increase in the confidence
level of the model (Maltamo et al. 2011). In their
study, Maltamo et al. (2011) found that, when simu-
lating a random sampling scheme (100 repetitions),
the mean RMSE obtained for volume models was the
same as the RMSE of models developed using a strati-
fied random selection. In our study, the median value
of the rates of change of RMSE can thus be consid-
ered to be a reliable indicator of the expected decrease
in the predictive quality of the model if a stratified
random sample design had been used. With a strati-
fied sampling scheme, the confidence interval of this
estimator is also expected to be significantly reduced
compared to the one we obtained with random sam-
pling. This point would deserve a specific analysis but,
based on our study, we can state that, even in a rela-
tively simple forest environment like the one studied
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here, 40 plots appear to be a minimum to build an
AGB predictive model meeting user requirements. It
has been also demonstrated that for complex forests,
stratification improved model performance (Heurich
and Thoma 2008; Bouvier et al. 2015), so a minimum
number of 40 plots per strata should be advocated.
This is quite high and can lead to excessive costs. The
need to analyze how other field parameters can be
relaxed without significantly degrading model results
is all the more justified to counterbalance the min-
imum requirement in the number of field plots.
Second, when addressing field plot size issues,
Gobakken and Næsset (2008) indicated that a lower
number of required plots may be compensated
through an increase in plot size. Unfortunately, we
could not directly test this hypothesis with our data
sets as we could not reduce both the plot radius and
the number of field plots simultaneously. Indeed, plot
radius could only be reduced in site 2, where each
tree present has been located, but there are very few
plots on this site. Nevertheless, we did observe an
increase of approximately 160% in AGB prediction
error when using a field plot radius of 6m compared
to 15m (Figure 4). For our study site, we observed a
critical threshold value of 13m for field plot radius
above which the larger plot radiuses did not signifi-
cantly impact AGB prediction accuracy. This is con-
sistent with the results obtained by Fassnacht et al.
(2018) who reported that RMSE values of biomass
predictions improved strongly for plot areas between
0.01 and 0.06 ha (equivalent to a fixed radius of 5.6m
and 14.1m, respectively) then started to level out. It is
worth noting that several countries use field plots
with a diameter below 13m for their forest inventory
protocol (Tomppo et al. 2010).
Third, a critical value was found at 11.5 cm for the
minimum DBH threshold. AGB prediction errors
were lower by around 13% when compared with the
DBHmin at 17.5 cm (Figure 5). Larger DBHmin
degraded AGB prediction because lidar point clouds
describe within a plot all the vegetation visible from
above including the smallest trees. Site 2 is character-
ized by quite homogenous stands and the set of plots
used was made up of plots with a 15m radius mainly
comprised of trees with a DBH greater than 17.5 cm.
Therefore, this critical value is likely to be highly site
and experiment dependant.
Fourth, the influence of field plot position accuracy
on AGB predictions was also observed. Plot position
accuracy requirements have an impact on costs
because accurate positioning of plot centers may be
time-consuming and require the use of expensive GPS
receivers or even the use of both differential GPS and
total stations. Error increased by around 16% and
22% when mean errors of 5m and 10m were respect-
ively added to the GPS positioning measurement of
the field plot center. In the worst cases the error level
could even reach 94% (Figure 6). Extreme error values
were probably linked to simulations for which several
plots located close to a stand boundary were moved
to a neighboring stand with different age and struc-
ture profiles. The impact of co-registration error
might be significantly higher in more complex stands,
which are characterized by heterogeneous stands and
complex topography. In their study, McRoberts et al.
(2018) concluded that using survey grade GPS
receivers instead of field grade GPS receivers was not
worth the high investment costs to equip field crews
as they found that a lower location accuracy had
effects of 5% or less on estimates of mean AGB per
unit area and detrimental effects on standard errors of
estimates of the mean on the order of 5–20%.
However, in their analysis, the authors considered
AGB estimations obtained with models built using
plot locations from survey grade receiver as the refer-
ence and assumed that such receivers provide sub-
metric location errors. This is probably optimistic and
the real-location errors under forest covers are likely
to be higher than 1 or 2 meters. For example, Piedallu
and Gegout (2005) reported mean positioning errors
of 1.6m and 2.2m in coppice and high forest stands,
respectively, with a survey grade GPS and after differ-
ential correction was carried out. In our study we
found a median increase in RMSE of about 10% when
plot location accuracy degraded from less than 10
centimeters to 2 meters. In their study conducted in
mixed boreal stands, Huang et al. (2013) also con-
cluded that the use of DGPS with a best accuracy of
0.5–1.0 m for field measurements had contributed to
the reliable biomass predictions they obtained at the
level of LVIS footprints (R2 ¼ 0.86, RMSE ¼ 31.0Mg/
ha, RMSE% ¼ 25.1% with plots of 20m diameter).
This is why we are less categorical than McRoberts
et al. (2018) and we would like to recommend that
more studies are done on the impact of geolocation
accuracy on biomass assessment as well as studies
aiming at identifying measurement protocols for
improved location accuracy in forest environments.
Fifthly, H measurement errors did not significantly
impact AGB prediction accuracy for the studied range
of errors, i.e. from 0% to 10% (Figure 7). Even the
impact of the H error on the variability of RMSE esti-
mations remained low, within 2 and þ3% without
considering outliers.
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Sixthly, we found that DBH measurement errors
had a significant impact on AGB prediction accuracy.
Mean DBH errors of 5 cm were found to increase
median AGB error by approximately 20% with high
variability in RMSE estimations ranging from -3 to
43% (Figure 8). An allometric equation developed by
Shaiek et al. (2011) has been used here to study H
and DBH measurement errors. In this equation, H
and DBH have different power values, i.e. 0.12 and
2.38, respectively. Power values may explain different
impacts of measurement errors for both parameters
on AGB prediction accuracy.
Overall, for the field parameters discussed above
the number of field plots, field plot radius and plot
center position accuracy appeared to be the most crit-
ical parameters when focusing on AGB prediction
accuracy. Based on the results of OAT sensitivity anal-
yses, we could identify critical threshold values under
which, for field plot radius and DBHmin, or above
which, for plot position accuracy, the performance of
AGB prediction models is expected to decrease
sharply and to become insufficient to meet forester
needs. These values however are likely to be highly
site dependent. In addition, in homogenous even-aged
plantations, alleviating the field protocol by only
measuring a sample of trees in the plots (e.g., like in
the field protocol used in this study for site1, with
only the 5 and 10 trees closest to plot center measured
for H and DBH, respectively) can be done without a
major impact on AGB prediction accuracy. Indeed,
extrapolating AGB for non-measured trees can be
equated to H and DBH measurement errors, which
were found to be of minor importance compared to
the other sources of error.
Selection of allometric AGB equations is known to
significantly impact the accuracy of the reference AGB
estimates (Chave et al. 2004; Duncanson et al. 2017).
In this study, we observed maximum differences in
AGB references assessed at plot level using the 4 allo-
metric equations ranging from 5 to 66Mg/ha.
Allometric equations can impact prediction accuracy,
through changes in the reference AGB values that are
used to calibrate and validate the models. Results of
the GSA reveal that a large part of the variance of
AGB predictions can be attributed to the allometric
equation used (from 34% to 50% of the total variance
according to the field inventory protocol, i.e. plot
radius and DBHmin used to select the measured
trees). This underlines the importance of the choice of
allometric equations on model results. Equation 1 is
expected to provide the most accurate assessment of
real AGB values because (1) it was built from
measurements in the same geographic area, like all
the other equations except equation 4, (2) it aims at
assessing directly AGB unlike equations 3 and 4 that
were built to assess wood volume that need to be fur-
ther transformed to AGB using an expansion coeffi-
cient, and (3) it uses both H and DBH values, unlike
equation 2, and was established using more trees than
equation 2. The model built from reference AGB val-
ues obtained using equation 1 was thus used as the
reference. Yet, when the 4 models built using the ref-
erence data sets obtained with the 4 allometric equa-
tions were compared, the metrics used to assess
model performances were quite similar, except for the
model based on AGB values computed with equation
4 with the highest RMSE (Table 6). RMSE increased
by 15% between the lowest and the highest values
obtained using the 4 selected allometric equations
(Table 6). Equation 4 was the only allometric equation
that was not calibrated using measurements from
Maritime pines of the Landes forest. The lowest
RMSE was obtained with the only allometric equation
that used DBH measurements alone to predict AGB.
This result suggests that the 4 lidar variables used as
predictors may not completely describe the variability
in AGB values, as values obtained with equation 1 are
assumed to be the most accurate. Even-aged planta-
tions, like those studied here, result in reduced com-
petition between trees. For our study results, we thus
obtain a stronger relationship between H and DBH
and a higher correlation between these 2 explanatory
variables (Chave et al. 2004). Therefore, using an allo-
metric equation based on DBH values alone should
provide, in this case, good AGB reference data. Also,
such simplified equations represent an opportunity to
develop models to predict AGB from lidar data for
this forest type while reducing field measurement
costs, and without any resulting loss in accuracy.
Heterogeneous forest types may impose the selection
of allometric equations using both DBH and H to
capture intrinsic variability. RMSEs obtained using the
3 other equations are almost identical, but AGB pre-
dictions that result from the corresponding models
are significantly different. In practice, there is always a
limited number of allometric equations to choose
from for a given species or group of species and it is
very difficult to decide which equation provides the
results closest to the truth. To improve biomass pre-
dictions there is a real need for improved allometric
equations along with reliable validation information.
The relative importance of each parameter under
study, except pulse density and plot number, was
assessed based on a GSA analysis applied on site 2,
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that considered 4 field survey protocols (two plot
radius – 15m and 11.28m – and 2 DBHmin – 7.5 cm
and 17.5 cm) with standard forest inventory values
regarding plot center position accuracy and both DBH
and H measurement accuracies. When comparing
results from the OAT and GSA (Figure 10)
approaches, the same trend was observed: a decrease
in field plot radius had a greater impact compared to
an increase in the minimum DBH threshold value.
GSA results also confirmed that errors in H and DBH
measurements have respectively a negligible and
minor impact, compared to plot center geolocation
error and allometric equation. Based on findings from
both approaches, the influence of parameters on AGB
prediction accuracy can be ranked into 4 categories:
1. Main sources of error: field plot number, plot
radius, plot center positioning accuracy,
2. Intermediate sources of error: allometric equa-
tions and DBHmin,
3. Minor sources of error: DBH measurement accur-
acy and pulse density, and
4. Negligible sources of error: H measure-
ment accuracy.
The scope of this study was limited to: the impact
of lidar pulse density, parameters related to field pro-
tocols and measurements, and of the choice of allo-
metric equations. However, methods used to predict
AGB from lidar data represent a further parameter
affecting both quality and consistency of predictions
(Hyypp€a et al. 2008). AGB prediction accuracy also
depends on stand complexity and homogeneity. Our
study sites were composed of coniferous stands where
measurements were easier to achieve and prone to
less error when compared with deciduous stands.
Therefore, the optimal combination of survey parame-
ters may differ from one forest type to another. We
recommend that future research concentrates on the
influence of sampling design parameters depending
on forest type.
Conclusion
We investigated the influence of sampling design
parameters on AGB prediction accuracy from ALS
data. Numerous parameters may impact the imple-
mentation of predictive models but only a few of
them can be easily controlled. As impacts are gener-
ally inter-dependant and thus difficult to compare, the
relative importance of parameters is difficult to assess.
The influence of these key parameters was assessed
individually by carrying out sensitivity analysis in
order to define which parameter has the most influ-
ence on AGB prediction accuracy. Thus, using an
OAT approach, we explored the impact of: pulse
density, the number of field plots, field plot size, min-
imum DBH threshold, field plot position accuracy, H
and DBH measurement accuracies, and allometric
AGB equations. As some uncertainties can accumulate
and propagate, the influence of field parameters was
also investigated in a GSA.
Some recommendations can be drawn from our
results for those interested in estimating AGB from a
lidar-based ABA of mono-specific pine plantations.
First, regarding ALS data acquisition, cost savings can
be made by reducing pulse density to 0.5 pulse/m2
without any major impact on model quality when
using the model developed in Bouvier et al. (2015).
Indeed, the 4 metrics used in this model were found
to be very little sensitive or insensitive to pulse density
for densities between 0.5 and 4 pulses/m2, thus foster-
ing model robustness. Even if H and DBH measure-
ment accuracies were shown to contribute to a lesser
extent to the prediction error, field measurement costs
will still remain high to ensure a good-quality model.
This is due to requirements regarding field plot num-
ber, position accuracy and plot size. Therefore, and
despite the relative simplicity of the environment, a
minimum of 40 plots is recommended. Plot position-
ing efforts should be performed with great care and
position accuracy of center plots of below 5m is
highly recommended. It might be even more import-
ant to follow these recommendations when working
in more complex forest environments, as the error
related to plot positioning might be higher. In add-
ition, it is also recommended to inventory field plots
at least 13m in radius when plots contain trees with a
DBH equal or greater to 17.5 cm. Special attention
should be paid to the choice of the allometric
AGB equation.
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