As described in Part I of this two paper series, an algorithm was recently discovered, which separates points in ndimension by planes in such a manner that no two points are left un-separated by at least one plane. By using this new algorithm it can be shown that there are two ways of classification by a neural network, for a large dimension feature space, both of which are non-iterative and deterministic and one could apply both these methods to a classical pattern recognition problem and present the results. It is expected these methods will now be widely used for the training of neural networks for Deep Learning not only because of their non-iterative and deterministic nature but also because of their efficiency and speed and that they may supersede other classification methods which are iterative in nature and rely on error minimization.
I. INTRODUCTION
Researchers like Fisher [1] , Mahalanobis [2] , McCullough and Pitts [3] , Kolmogorov [4] , Werbos [5] , Rumelhart, Hinton and Williams [6] , and others [7] , also the Deep Learning people [8] had tried to separate the clusters by planes. Though statisticians try to approximate the shape of each cluster as an ellipsoid or even as a simple sphere, clusters in general would require more parameters to mathematically correctly define their shapes than the number of coefficients required to define the planes which are supposed to separate them. So all along it was, perhaps, very naive of all of us to have tried to separate clusters when such entities are not mathematically well defined. It is far better to separate the individual points and to use the enormous space and degrees of freedom that is available in n-dimension space to separate each point, rather than try to separate clusters which will never be well defined. The above arguments was the genesis of the idea that gave an impetus to do the kind of research work in [9] - [12] and that which is being presently reported in this paper. This direction has been greatly encouraged by the recent discovery of an algorithm which enables one to separate any number of given points in large dimension space in such a manner that every point is separated from every other by at least one plane. The best part of this algorithm is that it is non-iterative and finds the coefficients of the equations of each one of the planes that separate a given set of points; with a computational complexity of approximity. O(n.N log(N )) + O(n 3 log(N )), where N is the given number of points and n is the dimension of space. (The steps of the algorithm and its detailed proof are given in [9] - [12] ).
The subject of this paper is pattern recognition and the purpose of this paper is to show that by means of the above newly discovered algorithm one can build a noniterative classifier which can assign sample points in data to an appropriate (correct) class. Actually, as stated in the abstract, there are two methods which can be used for the classification of a new test-sample (point): 1) The first directly uses the information obtained from the planes that separate the training-sample points each of which are assumed to have a class label and then tries to classify the new test-sample. 2) The second method is based on the first, but uses another "Bubble Discovery" algorithm to find the bubbles which belong to each class in the training-sample feature space and then proceeds to perform a classification by trying to find out the bubble that the testpoint would most probably belong to. The second method is more like the traditional neural method, but it is non-iterative and deterministic. The first method would seemingly be like a nearest neighbour algorithm, but this is not so as this method determines the exact quadrant to which a neighbouring point belongs to and not just the distance. As will be clear (later on) in n−dimension space there are 2 n quadrants surrounding any neighbouring point, (which is a large number), in the present method since each point was separated by planes in such a manner that the quadrant information is taken into account, where as a nearest neighbour method loses all quadrant and directional information, by reducing everything to a single number: the distance. It is this aspect that makes the present method superior as actual application reveals.
In Paper I, 'N' points were separated in G space by using the hyperplanes. In this paper points which belong to the same class are regrouped into clusters. To regroup the points, one could use the algorithm called "Bubble Discovery algorithm". Each cluster is in spherical form. Then clusters are separated by using the planes obtained in the Paper I. From this an NN architecture is obtained which is non-iterative.
II. A NEURAL CLASSIFIER BY USING SEPARATION OF INDIVIDUAL POINTS
In this method the process is as follows:
978-1-5090-6435-9/17/$31.00 c 2017 IEEE Intelligent Systems Conference 2017 7-8 September 2017 | London, UK 1) All the data which consists of points in n-dimensional sample space is divided into two sets: a) a set of points,say N in number which will be considered as the "Traning Set"; and b) another set of points which will be considered as the "Test Set". It will be assumed that each point in the Training set belongs to some class which is known. The points in the Test Set are assumed to be belonging to some unknown class which has to be discovered by the classifier.
2) The new algorithm is then used to examine the coordinates of each point in the Training Set and then to find the coordinates of the planes that would separate each of the N points in this set so that each point is separated from the other by atleast one plane, let q be the number of planes that separate these points. 1 3) Once all the q planes and their equations have been found out the Orientation Vector (OV) of each of the N points is found. The OV is a Hamming vector, of dimension q, which is associated with each point P belonging to the Training Set. If P is a point in the Training Set then its orientation vector Ov(P ) indicates the "orientation" of the point P w.r.t. each of the q planes. See Fig. 1 below. The Orientation Vector 2 has the property that two points (say) P and R will not have a plane between them if and only if Ov(P ) = Ov(R). That is Ov(P ) = Ov(R) automatically implies that P and R are separated by at least one of the q planes which separate each of the points in the Training Set. 3 1 The number of planes,q, required to do this would be such that q = O(log 2 (N )) this empirical estimate of q gets better when the number of dimensions, n, gets bigger. (For e.g. for a particular set of random points, generated by the authors, where N = 2, 000 and n = 15, it was only 22 planes (i.e. q = 22) where as for another case when N = 50, 000 and n = 25 it was found that only 5 more planes i.e. 27 planes(q = 27) separated all the points, this increase is as per the empirical formula since log 2 (50, 000/2000) = log 2 (25) = 4.65 ≈ 5) planes.)See Ref [12] for details. 2 It is assumed that every plane will have a specific (defined) normal direction, a point which lies on the positive side of the normal is said to lie on the positive side of the plane, on the other hand if the point lies on the other side it is said to lie on the negative side.This direction is easily found if the equation of the plane is known for example if 1 + α 1 x 1 + α 2 x 2 + ..., +αnxn = 0 is the equation to a particular ndimensional plane then a point P whose coordinates are (p 1, p 2 , ...., pn) and is not on the plane, will be said to be on the positive side of this plane if 1 + α 1 p 1 + α 2 p 2 + ..., +αnpn > 0 and in the negative side if 1 + α 1 p 1 + α 2 p 2 + ..., +αnpn < 0.
3 Another fact, that only adds to the prospect of success in this new direction is that: for large n dimension space where 2 n > N (N being the number of points), one will find that the number of planes q, needed for separating N points is far less than the number of points itself, in fact q = O(log2(N)).
The algorithm that finds the planes which separate all the points is given in Part I, and [9] , [10] and will not be repeated here.
After the points are separated and the planes that have performed the separation are known then the method to process the classification of new points is easily devised. One can use the information obtained from the planes that separate the training-sample points each of which are assumed to have a class label and then try to classify the new test-sample.
A. An application to Data Classification and Retrieval
This sub section briefly describes how this algorithm can be applied to data retrieval. Suppose one has N points in a n dimension X-Space and the algorithm was used to separate all N points and it was found after running the algorithm that q planes were finally necessary. This information can be used as a data retrieval device. That is, all the data can now be stored in such a manner that retrieval can be done with great efficiency. Now for purposes of this illustration one will assume that each point N represents one n dimensional sample in X-Space. This sample, data point, will have n numbers which may relate to a medical data of one person or alternatively it could be an image involving n pixels and represent a photograph of a person. Now one wishes to store many such samples, data points, in such a manner that classification and retrieval becomes easy. The idea is simple: after one runs the algorithm which separates each of the N data points (samples) by q number of planes, one would have the exact information of how each of the data points N reside in X-Space with respect to each other and the separation planes, because the Orientation Vector information for each point is available in S. One can use this information to 1) store and classify the data in such a manner that it is possible to 2) retrieve it easily. What it means is that after the storage is done and if fresh (approximate) data of a person is given whose data is stored in the storage receptacle in the repository, it is possible to use this new (approximate) data to retrieve the stored data (image). In other words if a new sample point is given, one can retrieve another examplar which is closest to the present sample point. Example if the new sample point is P and it may represent the medical data of a person P, then one can retrieve another data point of a person L (stored in the data base), which is closest to the present sample point P.
If this new sample point P in X-space, is close to some other sample point L (say) stored in the receptacle then one can discover this fact by calculating Ov(P ), the Orientation Vector of P and taking a "dot product" with the Orientation Vector Ov(Q), of all other points Q stored in the data base. Then by comparison one will find a point L such that the dot product Ov(P ).Ov(L) is a maximum. Oviously then the point L is the one closest to the sample point P and hence in all probability points P and L will belong to the same class. This is how one can associate the class of the new sample P with the class of point L, the latter being known. The above steps can be represented as a diagram which is nothing but a neural engine in the Fig. 2 stored in S; assume that the equation to this plane is given by
then one can define
Sgn (Sign) function can be defined as:
, then U 1 is 1 if the point P is on the +ve side of plane 1 and is -1 if it is on the -ve side of plane 1. the same goes for the other planes E 2 , E 3 , ..E q . So the output array (U 1 , U 2 , U 3 , ...U q ) is nothing but a Hamming Vector which is the orientation vector Ov(P ). Therefore the "Storage Plan" for each point L is: use the Hamming Vector which is the Orientation Vector Ov(L) of a point L as its label (like a binary label); this label is like a pointer to the information about L stored in a receptacle in the space next to this label of L for easy retrieval. "Retrieval Plan": Present an approximate image of L say P to the network. It is then possible to immediately retrieve the information about L.
Since, this procedure was already explained in Section V (IRIS problem) of Paper I, it is not repeated here.
III. CLASSIFICATION BY USING A BUBBLE DISCOVERY ALGORITHM IN ADDITION TO THE POINT SEPARATION METHOD
In this method one can use the information of the OV's by application of the previous algorithm, to form pure bubbles of the training data, in such a manner that each bubble has within itself only points belonging to the same class. This is done by another "bubble discovery" algorithm which is of complexity O(N 2 .log 2 (N )). After which it is easily possible to determine the architecture of a three layer neural network of processing elements and write down the weights of each processinng elements without any more ado. It may be recalled that the weights of the processing elements are nothing but the coefficients of the planes that separate the bubbles, since these are known the weights are known. Thus one has obtained a non-iterative and deterministic method of building a neural classifier.
The Bubble Discovery Algorithm: This is a simple algorithm for obtaining "pure bubbles" from data. The meaning of a pure bubble is a spherical region containing only points belonging to one class. if the collection of input points are given then the algorithm finds the "bubbles" which separate points belonging to one class from points belonging to a different class. A set of data points are given in G belonging to various classes.
Step 1: Find the distance from each point 'p' from the set G to all other points in the set G. If set G has 'n' points, then distance-matrix of size n x n is obtained.
Step 2: Sort the distances of each row. Let us consider
Here d ij is the distance from point 'i' to point 'j'. After sorting,
It means that point '1' is nearest to the point 'i', point '4' is next nearest to the point 'i', and so on.
Step 3: In each row i , count the first 'm' number of consecutive points, whose class is same as the class of point 'i'. Consider the
. Points i, 1, 4, and 7 belongs to class '1', point '9' belongs to class '3' and point '2' belongs to class '2'. So make count of row i as four.
Step 4: (i). Pick the row i , whose count is highest.
. Create a new bubble by taking point i as bubble center and add point j (j=1, 4, 7) to the bubble, when point j does not belong to any other bubble, otherwise stop adding point to the bubble. Record the radius of the bubble by considering the distance between the bubble center to the last added point. If all points are covered by the bubbles, then stop the algorithm, otherwise go to Step 4(iii).
(iii). Skip the rows whose points are already covered by the bubbles such as row numbers i, 1, 4 and 7 and pick the row, whose count is next highest, and go to Step 4(ii).
This algorithm finds the bubbles (spherical clusters) of various sizes each bubble having points belonging to the same class and a known radius. Fig. 3 shows the bubbles.
Once all the points are separated by planes. This algorithm will discover the small pure bubbles, now most of the bubbles will be separated from one another by the existing planes. However it will some times be required to add additional Intelligent Systems Conference 2017 7-8 September 2017 | London, UK planes so that two bubbles are separated by at least one plane. These additional planes are shown in red in Fig. 4 below. A simple algorithm can be used to separate two bubbles (say bubble A from B) by drawing a plane perpendicular to line joining the centers of A and B, the position of this plane can be suitably chosen to be outside the two bubbles. The OVs of each point can be used to discover which particular bubbles need to be separated by additional planes (see Fig. 4 below): Fig. 4 . Additional planes to separate the bubbles.
NOTE:
In order to check if the bubbles are separable by planes one needs to calculate the bubble OV's, to do this one can adopt the same procedure as that of points, that is if a bubble is to the +ve side of plane no. 5 (say) its 5th component will be +1 and if it is on the negative side of plane 5 it will be -1. However if a plane passes through the bubble then its component is made 0, example if plane 7 passes through the bubble the 7th component is made 0, when this happens we say that the plane 7 is disabled for that bubble. The bubble OV is the common OV of the points in the bubble after disabling the planes that pass through the bubble. The procedure is adopted to quickly find if every two bubbles say A and B are separated from one and another a requirement which will be met if atleast one plane (which is not disabled wrt to A and B) separates the two bubbles. (Of course while separating points by planes no planes are disabled because it is ensured that no plane passes through a point, but this is not guaranteed for extended objects like bubbles). By using the above method planes are obtained which separate bubbles after they have been discovered by the "Bubble Discovery" algorithm. The methods described in [16] one determines the neural architecture which can classify the data points. Very importantly in this case the coefficients of all the planes are already known, hence the weights of the processing elements are already determined and it is easy to merely write down the neural architecture. This method is non iterative.
A. Results on the IRIS FLOWER Classification Problem
The above method was applied for the same IRIS Flower data set [13] - [15] (see Appendix for data). In this case it was not found necessary to introduce more planes to separate the bubbles, 24 planes were sufficient. And the final number of bubbles was 25.
In the following Fig. 5, E1 represents the equation to the first plane stored in S; Assumed that the equation to this plane is given by 1 + α 1 x 1 + α 2 x 2 + α 3 x 3 + α 4 x 4 = 0 then one can define z 1 = 1 + α 1 x 1 + α 2 x 2 + α 3 x 3 + α 4 x 4 Using the sign function Sgn(z) defined as: Sgn(z) = 1, if z > 0 and Sgn(z) = −1 if z < 0 and define s 1 = Sgn(z 1 ), then s 1 is 1 if the point P is on the +ve side of plane 1 and is -1 if it is on the -ve side of plane 1. The same goes for the other planesE 1 , E 2 , E 3 ..., E 24 One can examine all the out puts u 1 , u 2 , u 3 ..., u 25 obtained from the orientation vector Ov(P) (since by definition u j = Ov(P ).Ov(B j )) and one can choose that u j which has the maximum positive value (dot product). Supose u j is maximum then bubble B j is considered as the "attractor" and the input point P, whose coordinates are (x 1 , x 2 , x 3 , x 4 ) is considered to belong to that class which B j belongs. If u j value is same for two or more bubbles, then find the distance between the point P and the bubble center B j (j=1,2,..., whose u j is same). Now classify the point P by assigning class of the bubble, which is nearest to the point P. In this manner all the 29 test points were classified. Procedure and Results: A total of 25 bubbles were discovered. In this particular IRIS case it was not needed to draw any more planes to separate the bubbles. All bubble OVs were unique.
The crucial and essential point to be remembered is that the procedures described in this paper is non-iterative and leads to a NN architecture which classifies the data.
The given train data was tested on the neural network shown in Fig. 5 , by first applying it on 120 training points. All 120 points were correctly classified. Then the test data was passed through the neural network i.e. each of the 29 test points was given as input to the NN. Out of 29 points, two points (point nos. 85 and 120) were wrongly classified. All the other 27 points were correctly classified.
B. Comparison with other methods (KNN and Classical NN)
The K-nearest neighbors (KNN) takes much more time than the Method 1 because distances of the test data point to every train data point needs to be calculated, whereas Method 1 needs to compute only Hamming vectors. Method 1 takes Nlog 2 (N ) calculations to find the planes which separate N points. Method 2 would take an additional Intelligent Systems Conference 2017 7-8 September 2017 | London, UK calculations of N 2 log 2 (N ) to create bubbles. Both these methods are non-iterative and they give the neural architecture too. Since the coefficients of each plane are nothing but the weights of the associated processing elements. Therefore it is much more advantageous than the back propagation technique which is used after 'guessing' an architecture and then using iteration for training. Execution time for a few typical cases are given in conclusion section for comparison.
Since every cluster is being approximated as a collection of pure bubbles one can use this method for even linearly non separable problems. Each bubble is separated from other bubbles by planes. Therefore this is tantamount to the separation of bubbles by numerous (piecewise) planes.
IV. LATEST WORK AND CONCLUSIONS
Subsequent to sending this paper to the conference, this algorithm was recently applied on the digit recognition data set MNIST [17] . This dataset has 60,000 train points and 10,000 test points. In this data set, the original dimensions of each sample was 28 X 28. It was reduced to 6 X 6 dimensions. Results of the Method 1 can be found in the Paper I of this two part series. In this Method 2 it was found that the total number of bubbles were 51030. It took 65 planes (same planes which separated the 60,000 training points) to separate all the bubbles. (The code is being fine-tuned to reduce the execution time). All train points were correctly classified. The classification accuracy of the test points was 93.03%. The time taken to classify the test points was 0.6 minutes. The details of this result can be found in [18] . This Method 2 was also applied on the Face recognition Extended Yale Database [19] and approximately 10,000 pure bubbles were identified in the train data and an accuracy of 80% on the test data was obtained. The results are being sent for publication [20] .
In this paper the new algorithms were used, which separate the clusters by planes to develop non-iterative classification techniques for solving pattern recognition problems using neural networks. The bubble discovery algorithm is very new and will find application in neural research and Deep Learning not only because of non-iterative and deterministic nature but also because of their efficiency and speed. It is strongly felt that this algorithm has the potential to supersede other classification methods which are iterative in nature and rely on error minimization.
