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Abstract. The temperature in natural convection problems is, under mild data assumptions, uniformly bounded in time.
This property has not yet been proven for the standard finite element method (FEM) approximation of natural convection
problems with nonhomogeneous partitioned Dirichlet boundary conditions, e.g., the differentially heated vertical wall and
Rayleigh-Be´nard problems. For these problems, only stability in time, allowing for possible exponential growth of ‖Tnh ‖, has
been proven using Gronwall’s inequality. Herein, we prove that the temperature approximation can grow at most linearly in
time provided that the first mesh line in the finite element mesh is within O(Ra−1) of the nonhomogeneous Dirichlet boundary.
1. Introduction. Natural convection of a fluid driven by heating a side wall or the bottom wall is a
classic problem in fluid mechanics that is still of technological and scientific importance. The temperature in
this problem is uniformly bounded in time (‖T (t)‖ ≤ C <∞) under mild data assumptions. However, when
this often analyzed problem is approximated by standard FEM, all available stability bounds, e.g. [14–16],
for the temperature exhibit exponential growth in time unless the heat transfer through the solid container is
included in the model, e.g. [2]. Moreover, even in the stationary case, stability estimates can yield extremely
restrictive mesh conditions (h = O(Ra−30/(6−d))), e.g. [4].
In this paper, we prove that, without the aforementioned restrictions, the temperature approximation is
bounded sub-linearly in terms of the simulation time t∗ provided that the first mesh line in the finite element
mesh is within O(Ra−1) of the heated wall; that is, ‖Tnh ‖ ≤ C
√
t∗. In practice, numerical simulations
are carried out on a graded mesh [3, 9, 12, 13] due to the interaction between the boundary layer, which is
O(Ra−1/4) in the laminar regime [7], and the core flow. In particular, several mesh points are placed within
the boundary layer, which encompasses the internal core flow. Although our condition is more restrictive,
this may be due to a gap in the analysis and, none-the-less, it is indicative of the value of graded meshes for
stability as well as accuracy.
Consider natural convection within an enclosed cavity. Let Ω ⊂ Rd (d=2,3) be a convex polyhedral
domain with boundary ∂Ω. The boundary is partitioned such that ∂Ω = Γ1 ∪ Γ2 with Γ1 ∩ Γ2 = ∅
and |ΓH ∪ ΓN | = |Γ1| > 0. Given u(x, 0) = u0(x) and T (x, 0) = T 0(x), let u(x, t) : Ω × (0, t∗] → Rd,
p(x, t) : Ω× (0, t∗]→ R, and T (x, t) : Ω× (0, t∗]→ R satisfy
ut + u · ∇u− Pr∆u+∇p = PrRaξT + f in Ω,(1)
∇ · u = 0 in Ω,(2)
Tt + u · ∇T −∆T = γ in Ω,(3)
u = 0 on ∂Ω, T = 1 on ΓN , T = 0 on ΓH , n · ∇T = 0 on Γ2.(4)
Here n denotes the usual outward normal, ξ = g/|g| denotes the unit vector in the direction of gravity, Pr is
the Prandtl number, and Ra is the Rayleigh number. Further, f and γ are the body force and heat source,
respectively.
In Sections 2 and 3, we collect necessary mathematical tools and present common numerical schemes.
In Section 4, the major results are proven. In particular, it is shown that provided the first mesh line in
the finite element mesh is within O(Ra−1) of the heated wall, then the computed velocity, pressure, and
temperature are stable allowing for sub-linear growth in t∗ (Theorems 3 and 4). Conclusions are presented
in Section 5.
2. Mathematical Preliminaries. The L2(Ω) inner product is (·, ·) and the induced norm is ‖ · ‖.
Moreover, for any subset Ω 6= O ⊂ Rd we define the L2 inner product (·, ·)L2(O) and norm ‖ · ‖L2(O). Define
the Hilbert spaces,
X := H10 (Ω)
d = {v ∈ H1(Ω)d : v = 0 on ∂Ω}, Q := L20(Ω) = {q ∈ L2(Ω) :
∫
Ω
qdx = 0},
WΓ1 := {S ∈ H1(Ω) : S = 0 on Γ1}, W := H1(Ω), V := {v ∈ X : (q,∇ · v) = 0 ∀q ∈ Q}.
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The explicitly skew-symmetric trilinear forms are denoted:
b(u, v, w) =
1
2
(u · ∇v, w)− 1
2
(u · ∇w, v) ∀u, v, w ∈ X,
b∗(u, T, S) =
1
2
(u · ∇T, S)− 1
2
(u · ∇S, T ) ∀u ∈ X, T, S ∈W.
They enjoy the following useful properties.
Lemma 1. There are constants C1 and C2 such that for all u,v,w ∈ X and T,S ∈ W , b(u, v, w) and
b∗(u, T, S) satisfy
b(u, v, w) = (u · ∇v, w) + 1
2
((∇ · u)v, w),
b∗(u, T, S) = (u · ∇T, S) + 1
2
((∇ · u)T, S),
b(u, v, w) ≤ C1‖∇u‖‖∇v‖‖∇w‖,
b∗(u, T, S) ≤ C2‖∇u‖‖∇T‖‖∇S‖.
Proof. See Lemma 18 p. 123 of [11].
2.1. Finite Element Preliminaries. Consider a regular mesh Ωh = {K} of Ω with maximum triangle
diameter length h. Let Xh ⊂ X, Qh ⊂ Q, Wh ⊂ W , and WΓ1,h ⊂ WΓ1 be conforming finite element spaces
consisting of continuous piecewise polynomials of degrees j, l, j, and j, respectively. Furthermore, we consider
those spaces for which the discrete inf-sup condition is satisfied,
(5) inf
qh∈Qh
sup
vh∈Xh
(qh,∇ · vh)
‖qh‖‖∇vh‖ ≥ β > 0,
where β is independent of h. The space of discretely divergence free functions is defined by
Vh := {vh ∈ Xh : (qh,∇ · vh) = 0,∀qh ∈ Qh}
and accompanying dual norm
‖w‖V ∗h = sup
vh∈Vh
(w, vh)
‖∇vh‖ .
The continuous time, finite element in space weak formulation of the system (1) - (4) is: Find uh : [0, t
∗]→
Xh, ph : [0, t
∗]→ Qh, Th : [0, t∗]→Wh for a.e. t ∈ (0, t∗] satisfying:
(uh,t, vh) + b(uh, uh, vh) + Pr(∇uh,∇vh)− (ph,∇ · vh) = PrRa(γTh, vh) + (f, vh) ∀vh ∈ Xh,(6)
(qh,∇ · uh) = 0 ∀qh ∈ Qh,(7)
(Th,t, Sh) + b
∗(uh, Th, Sh) + (∇Th,∇Sh) = (γ, Sh) ∀Sh ∈Wh,Γ1 .(8)
2.2. Construction of the discrete Hopf extension. The mesh condition h = O(Ra−30/(6−d)) from
[4] arises from the use of the Scott-Zhang interpolant of degree j. To improve upon this condition, we develop
a special interpolant for the upcoming analysis. We construct it as follows:
Step one: Consider those mesh elements K such that K ∩ Γ1 6= ∅. Enumerate these mesh elements
from 1 to l′.
Step two: ∀ 1 ≤ l ≤ l′, let {φlk}d+1k=1 be the usual piecewise linear hat functions with supp φlk ⊂ Kl .
Step three: Fix l, select those φlk such that φ
l
k(x) = 1 for x ∈ Kl ∩ Γ1.
Step four: Define ψi such that {ψi}i′i=1 = {φlk}k
′,l′
k,l=1.
Step five: Define τ =
∑i′
i=1 T˜
iψi where −∞ < T˜min ≤ T˜ i ≤ T˜max <∞ are arbitrary constants.
Then,
2
Theorem 2. Suppose T˜ : Γ1 → R is a piecewise linear function defined on Γ1. The discrete Hopf
extension τ : Ω→ R satisfies
τ(x) = T˜ on Γ1,
τ(x) = 0 on Ω− ∪l′l=1Kl.
Moreover, let δ = max1≤l≤l′ hl. Then, the following estimate holds: ∀ > 0, ∀(χ1, χ2) ∈ (Xh,Wh)
|b∗(χ1, τ, χ2)| ≤ Cδ
(
−1‖∇χ1‖2 + ‖∇χ2‖2
)
.(9)
Proof. The properties are a consequence of the construction. For the estimate (9), it suffices to consider
|b∗(χ1, T˜ iψi, χ2)| where T˜ i = T˜ (xi) is the corresponding nodal value of T˜ . For each ψi there is a corresponding
mesh element Kl such that supp ψ
i ⊂ Kl. Let Kˆ ⊂ Rd be the reference element and FKl : Kˆ → Kl the
associated affine transformation given by x = FKl xˆ = BKl xˆ+ bKl . We will utilize the operator norm ‖ · ‖op
and the Euclidean norm | · |2 below.
Consider 12 |(χ1 · ∇T˜ iψi, χ2)|, the estimate for 12 |(χ1 · ∇χ2, T˜ iψi)| follows analogously. Transform to the
reference element, use standard FEM estimates, the Cauchy-Schwarz inequality, and equivalence of norms.
Then,
1
2
|(χ1 · ∇T˜ iψi, χ2)| = |T˜
i||det(BKl)|
2
|
∫
Kˆ
χˆ1 ·B−TKl ∇ˆψˆiχˆ2dxˆ|(10)
≤ |T˜
i||det(BKl)|
2
‖B−TKl ‖op|∇ˆψˆi|2
∫
Kˆ
|χˆ1|2|χˆ2|dxˆ
≤ Chd−1l ‖χˆ1‖L2(Kˆ)‖χˆ2‖L2(Kˆ)
≤ Chd−1l ‖∇ˆχˆ1‖L2(Kˆ)‖∇ˆχˆ2‖L2(Kˆ).
Consider ‖∇ˆχˆ2‖L2(Kˆ) and ‖∇ˆχˆ1‖L2(Kˆ). Transforming back to the mesh element and using standard FEM
estimates yields
‖∇ˆχˆ2‖2L2(Kˆ) = |det(B−1Kl )|
∫
Kl
BTKl∇χ2 ·BTKl∇χ2dx(11)
≤ |det(B−1Kl )|‖BTKl‖2op‖∇χ2‖2L2(Kl)
≤ Ch2−dl ‖∇χ2‖2L2(Kl)
≤ Ch2−dl ‖∇χ2‖2,
‖∇ˆχˆ1‖2L2(Kˆ) ≤ Ch2−dl ‖∇χ1‖2.(12)
Use (11) and (12) in (10) and Young’s inequality. This yields
1
2
|(χ1 · ∇T˜ iψi, χ2)| ≤ Chl
(
‖∇χ1‖2 + −1‖∇χ2‖2
)
.
Summing from i = 1 to i = i′ and taking the maximum hl yields the result.
Remark: If we allow the interpolant to be constructed with the basis elements of Wh, we can reconstruct
any function υh ∈Wh exactly on the boundary Γ1 with the same properties.
Remark: For square and cubic domains we can define such an interpolant explicitly, e.g.,
τ(x) =

1
2δ (2δ − xα) 0 ≤ xα ≤ δ,
1
2 δ ≤ xα ≤ 1− δ,
1
2δ (1− xα) 1− δ ≤ xα ≤ 1,
where α is in the direction orthogonal to the differentially heated walls or in the direction of gravity for the
differentially heated vertical wall problem and Rayleigh-Be´nard problem, respectively. This function was
introduced first by Hopf [8] and has been useful in estimating energy dissipation rates for shear-driven flows
and convection [5, 6].
3
Fig. 1: The discrete Hopf interpolant on one mesh element.
3. Numerical Schemes. In this section, we consider the following popular temporal discretizations:
BDF1, linearly implicit BDF1, BDF2, and linearly implicit BDF2; see [1, 10] regarding linearly implicit
variants. Let η(χ) = a−1χn+1 + a0χn. Denote the fully discrete solutions by unh, p
n
h, and T
n
h at time levels
tn = n∆t, n = 0, 1, ..., N , and t∗ = N∆t. Given (unh, T
n
h ) ∈ (Xh,Wh), find (un+1h , pn+1h , Tn+1h ) ∈ (Xh, Qh,Wh)
satisfying, for every n = 0, 1, ..., N − 1, the fully discrete approximation of the system (1) - (4) is
BDF1 and linearly implicit BDF1:
(13) (
un+1h − unh
∆t
, vh) + b(η(uh), u
n+1
h , vh) + Pr(∇un+1h ,∇vh)
− (pn+1h ,∇ · vh) = PrRa(ξη(Th), vh) + (fn+1, vh) ∀vh ∈ Xh,
(14) (∇ · un+1h , qh) = 0 ∀qh ∈ Qh,
(
Tn+1h − Tnh
∆t
, Sh) + b
∗(η(uh), Tn+1h , Sh) + (∇Tn+1h ,∇Sh) = (γn+1, Sh) ∀Sh ∈Wh,Γ1 ,(15)
where BDF1 is given by a−1 = a0 + 1 = 1 and linearly implicit BDF1 by a−1 + 1 = a0 = 1. Moreover, given
(un−1h , T
n−1
h ) and (u
n
h, T
n
h ) ∈ (Xh, Qh,Wh), find (un+1h , pn+1h , Tn+1h ) ∈ (Xh, Qh,Wh) satisfying, for every
n = 1, 2, ..., N − 1, the fully discrete approximation of the system (1) - (4) is
BDF2 and linearly implicit BDF2:
(16) (
3un+1h − 4unh + un−1h
2∆t
, vh) + b(η(uh), u
n+1
h , vh) + Pr(∇un+1h ,∇vh)− (pn+1h ,∇ · vh)
= PrRa(ξη(Th), vh) + (f
n+1, vh) ∀vh ∈ Xh,
(17) (∇ · un+1h , qh) = 0 ∀qh ∈ Qh,
(
3Tn+1h − 4Tnh + Tn−1h
2∆t
, Sh) + b
∗(η(uh), Tn+1h , Sh) + (∇Tn+1h ,∇Sh) = (γn+1, Sh) ∀Sh ∈Wh,Γ1 ,(18)
where BDF2 is given by a−1 = a0 + 1 = 1 and linearly implicit BDF2 by 1− a−1 = a0 = −1.
4. Numerical Analysis. We present stability results for the aforementioned algorithms provided the
first meshline in the finite element mesh is within O(Ra−1) of the heated wall.
4.1. Stability Analysis.
Theorem 3. Consider BDF1 or linearly implicit BDF1. Suppose f ∈ L2(0, t∗;H−1(Ω)d), and
γ ∈ L2(0, t∗;H−1(Ω)). If δ = O(Ra−1), then there exist C > 0, independent of t∗, such that
4
BDF:
1
2
‖TNh ‖2 + ‖uNh ‖2 +
N−1∑
n=0
‖Tn+1h − Tnh ‖2 +
N−1∑
n=0
‖un+1h − unh‖2 +
∆t
4
N−1∑
n=0
‖∇Tn+1h ‖2
+
Pr∆t
4
N−1∑
n=0
‖∇un+1h ‖2 ≤ Ct∗,
linearly implicit BDF:
1
2
‖TNh ‖2 + ‖uNh ‖2 +
N−1∑
n=0
‖Tn+1h − Tnh ‖2 +
N−1∑
n=0
‖un+1h − unh‖2 +
∆t
4
N−1∑
n=0
‖∇Tn+1h ‖2
+
Pr∆t
8
N−1∑
n=0
‖∇un+1h ‖+
Pr∆t
8
‖∇uNh ‖2 ≤ Ct∗.
Further,
β∆t
N−1∑
n=0
‖pn+1h ‖ ≤ C
√
t∗.
Proof. Our strategy is to first estimate the temperature approximation in terms of the velocity approx-
imation and data. We then bound the velocity approximation in terms of data yielding stability of both
approximations. Denote θn+1h = T
n+1
h − τ . Consider BDF1. Let Sh = θn+1h ∈ WΓ1,h in equation (15) and
use the polarization identity. Multiply by ∆t on both sides, rewrite all quantities in terms of θkh, k = n, n+1,
and rearrange. Since (∇τ,∇θn+1h ) = 0 we have,
1
2
{
‖θn+1h ‖2 − ‖θnh‖2 + ‖θn+1h − θnh‖2
}
+ ∆t‖∇θn+1h ‖2 = −∆tb∗(un+1h , θn+1h + τ, θn+1h )(19)
+∆t(γn+1, θn+1h ).
Consider −∆tb∗(un+1h , θn+1h + τ, θn+1h ). Use skew-symmetry and apply Lemma 1,
−∆tb∗(un+1h , θn+1h + τ, θn+1h ) = −∆tb∗(un+1h , τ, θn+1h ) ≤ C∆t δ
(
−11 ‖∇un+1h ‖2 + 1‖∇θn+1h ‖2
)
.(20)
Use Cauchy-Schwarz-Young on ∆t(γn+1, θn+1h ),
∆t(γn+1, θn+1h ) ≤
∆t
22
‖γn+1‖2−1 +
∆t2
2
‖∇θn+1h ‖2.(21)
Using (20) and (21) in (19) leads to
1
2
{
‖θn+1h ‖2 − ‖θnh‖2 + ‖θn+1h − θnh‖2
}
+ ∆t‖∇θn+1h ‖2 ≤ C∆t δ
(
−11 ‖∇un+1h ‖2 + 1‖∇θn+1h ‖2
)
+
∆t
22
‖γn+1‖2−1 +
∆t2
2
‖∇θn+1h ‖2.
Let 1 =
1
2Cδ and 2 = 1/2. Regrouping terms leads to
1
2
{
‖θn+1h ‖2 − ‖θnh‖2 + ‖θn+1h − θnh‖2
}
+
∆t
4
‖∇θn+1h ‖2 ≤ 2C2∆t δ2 ‖∇un+1h ‖2 + ∆t‖γn+1‖2−1.
Sum from n = 0 to n = N−1 and put all data on the right hand side. This yields bounds on the temperature
approximation in terms of the velocity approximation and data as follows,
1
2
‖θNh ‖2 +
1
2
N−1∑
n=0
‖θn+1h − θnh‖2 +
∆t
4
N−1∑
n=0
‖∇θn+1h ‖2 ≤ 2C2∆t δ2
N−1∑
n=0
‖∇un+1h ‖2(22)
+∆t
N−1∑
n=0
‖γn+1‖2−1 +
1
2
‖θ0h‖2.
5
Next, let vh = u
n+1
h ∈ Vh in (13) and use the polarization identity. Multiply by ∆t on both sides and
rearrange terms. Then,
1
2
{
‖un+1h ‖2 − ‖unh‖2 + ‖un+1h − unh‖2
}
+ Pr∆t‖∇un+1h ‖2 = ∆tPrRa(ξ(θn+1h + τ), un+1h )(23)
+∆t(fn+1, un+1h ).
Use the Cauchy-Schwarz-Young and Poincare-Friedrichs inequalities on ∆tPrRa(ξ(θn+1h + τ), u
n+1
h ) and
∆t(fn+1, un+1h ) and note that ‖ξ‖L∞ = 1,
∆tPrRa(ξθn+1h , u
n+1
h ) ≤
∆tPr2Ra2C2PF,1C
2
PF,2
23
‖∇θn+1h ‖2 +
∆t3
2
‖∇un+1h ‖2,(24)
∆tPrRa(ξτ, un+1h ) ≤
∆t
24
Pr2Ra2‖τ‖2−1 +
∆t4
2
‖∇un+1h ‖2,(25)
∆t(fn+1, un+1h ) ≤
∆t
25
‖fn+1‖2−1 +
∆t5
2
‖∇un+1h ‖2.(26)
Using (24), (25), and (26) in (23) leads to
1
2
{
‖un+1h ‖2 − ‖unh‖2 + ‖un+1h − unh‖2
}
+ Pr∆t‖∇un+1h ‖2+ ≤
∆tPr2Ra2C2PF,1C
2
PF,2
23
‖∇θn+1h ‖2
+
∆tPr2Ra2
24
‖τ‖2−1 +
∆t
25
‖fn+1‖2−1 + (3 + 4 + 5)
∆t
2
‖∇un+1h ‖2.
Let 3 = 4 = 45 = Pr/2. Then,
1
2
{
‖un+1h ‖2 − ‖unh‖2 + ‖un+1h − unh‖2
}
+
Pr∆t
4
‖∇un+1h ‖ ≤ ∆tPrRa2C2PF,1C2PF,2‖∇θn+1h ‖2
+ ∆tPrRa2‖τ‖2−1 +
∆t
Pr
‖fn+1‖2−1.
Summing from n = 0 to n = N − 1 and putting all data on r.h.s. yields
(27)
1
2
‖uNh ‖2 +
1
2
N−1∑
n=0
‖un+1h − unh‖2 +
Pr∆t
4
N−1∑
n=0
‖∇un+1h ‖ ≤ ∆tPrRa2C2PF,1C2PF,2
N−1∑
n=0
‖∇θn+1h ‖2
+
∆t
Pr
N−1∑
n=0
(
Pr2Ra2‖τ‖2−1 + ‖fn+1‖2−1
)
+
1
2
‖u0h‖2.
Now, from equation (22), we have
(28) ∆tPrRa2C2PF,1C
2
PF,2
N−1∑
n=0
‖∇θn+1h ‖2 ≤ 8C2C2PF,1C2PF,2PrRa2 δ2 ∆t
N−1∑
n=0
‖∇un+1h ‖2
+ 4PrRa2C2PF,1C
2
PF,2∆t
N−1∑
n=0
‖γn+1‖2−1 + 2PrRa2C2PF,1C2PF,2‖θ0h‖2.
Using the above in (27) with δ = 18C CPF,1CPF,2 Ra
−1 leads to
(29)
1
2
‖uNh ‖2 +
1
2
N−1∑
n=0
‖un+1h − unh‖2 +
Pr∆t
8
N−1∑
n=0
‖∇un+1h ‖
≤ 4PrRa2C2PF,1C2PF,2∆t
N−1∑
n=0
‖γn+1‖2−1 + 2PrRa2C2PF,1C2PF,2‖θ0h‖2
+
∆t
Pr
N−1∑
n=0
(
Pr2Ra2‖τ‖2−1 + ‖fn+1‖2−1
)
+
1
2
‖u0h‖2.
6
Thus, the velocity approximation is bounded above by data and therefore the temperature approximation
as well; that is, both the velocity and temperature approximations are stable. Adding (22) and (29),
multiplying by 2, and using the identity Tnh = θ
n
h + τ together with the triangle inequality yields the result.
Next, consider linearly implicit BDF1. We apply similar techniques as in the above. This leads to
1
2
‖θNh ‖2 +
1
2
N−1∑
n=0
‖θn+1h − θnh‖2 +
∆t
4
N−1∑
n=0
‖∇θn+1h ‖2 ≤ 4C2∆tδ2
N−1∑
n=0
‖∇unh‖2(30)
+∆t
N−1∑
n=0
‖γn+1‖2−1 +
1
2
‖θ0h‖2,
and
(31)
1
2
‖uNh ‖2 +
1
2
N−1∑
n=0
‖un+1h − unh‖2 +
Pr∆t
8
N−1∑
n=0
‖∇un+1h ‖+
Pr∆t
8
‖∇uNh ‖
≤ 4PrRa2C2PF,1C2PF,2∆t
N−1∑
n=0
‖γn+1‖2−1 + 2PrRa2C2PF,1C2PF,2‖θ0h‖2
+
∆t
Pr
N−1∑
n=0
(
‖τ‖2−1 + ‖fn+1‖2−1
)
+
1
2
‖u0h‖2 +
Pr∆t
8
‖∇u0h‖.
The result follows. We now prove stability of the pressure approximation. Consider (??), isolate
(
un+1h −unh
∆t , vh), let 0 6= vh ∈ Vh, and multiply by ∆t. Then,
(32)
(un+1h − unh, vh) = −∆tb(η(uh), un+1h , vh) − ∆tPr(∇un+1h ,∇vh) + ∆tPrRa(ξη(Th), vh) + ∆t(fn+1, vh).
Applying Lemma 2 to the skew-symmetric trilinear term and the Cauchy-Schwarz and Poincare´-Friedrichs
inequalities to the remaining terms yields
| −∆tb(η(uh), un+1h , vh)| ≤ C1∆t‖∇η(uh)‖‖∇un+1h ‖‖∇vh‖,(33)
| −∆tPr(∇un+1h ,∇vh)| ≤ Pr∆t‖∇un+1h ‖‖∇vh‖,(34)
|∆tPrRa(ξη(Th), vh)| ≤ PrRaCPF,1∆t‖η(Th)‖‖∇vh‖,(35)
|∆t(fn+1, vh)| ≤ ∆t‖fn+1‖−1‖∇vh‖.(36)
Apply the above estimates in (32), divide by the common factor ‖∇vh‖ on both sides, and take the supremum
over all 0 6= vh ∈ Vh. Then,
‖un+1h − unh‖V ∗h ≤ C1∆t‖∇η(uh)‖‖∇un+1h ‖+ Pr∆t‖∇un+1h ‖+ PrRaCPF,1∆t‖η(Th)‖+ ∆t‖fn+1‖−1.(37)
Reconsider equations (13) and (??). Multiply by ∆t and isolate the pressure term,
(38) ∆t(pn+1h ,∇ · vh) = (un+1h − unh, vh) + ∆tb(η(uh), un+1h , vh) + Pr∆t(∇un+1h ,∇vh)
− PrRa∆t(ξη(Th), vh)−∆t(fn+1, vh).
Apply (33), (34), (35), and (36) on the r.h.s terms. Then,
(39) ∆t(pn+1h ,∇ · vh) ≤ (un+1h − unh, vh) +
(
C1∆t‖∇η(uh)‖‖∇un+1h ‖+ Pr∆t‖∇un+1h ‖
+ PrRaCPF,1∆t‖η(Th)‖+ ∆t‖fn+1‖−1
)
‖∇vh‖.
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Divide by ‖∇vh‖ and note that (u
n+1
h −unh ,vh)
‖∇vh‖ ≤ ‖u
n+1
h − unh‖V ∗h . Take the supremum over all 0 6= vh ∈ Xh,
(40) ∆t sup
0 6=vh∈Xh
(pn+1h ,∇ · vh)
‖∇vh‖ ≤ 2
(
C1∆t‖∇η(uh)‖‖∇un+1h ‖+ Pr∆t‖∇un+1h ‖
+ PrRaCPF,1∆t‖η(Th)‖+ ∆t‖fn+1‖−1
)
.
Use the inf-sup condition (5),
(41) β∆t‖pn+1h ‖ ≤ 2
(
C1∆t‖∇η(uh)‖‖∇un+1h ‖+ Pr∆t‖∇un+1h ‖
+ PrRaCPF,1∆t‖η(Th)‖+ ∆t‖fn+1‖−1
)
.
Summing from n = 0 to n = N − 1 yields stability of the pressure approximation, built on the stability of
the temperature and velocity approximations.
Theorem 4. Consider BDF2 or linearly implicit BDF2. Suppose f ∈ L2(0,∞;H−1(Ω)d), and
γ ∈ L2(0,∞;H−1(Ω)). If δ = O(Ra−1), then there exist C > 0, independent of t∗, such that
BDF2:
1
2
‖TNh ‖2 +
1
2
‖2TNh − TN−1h ‖2 + ‖uNh ‖2 + ‖2uNh − uN−1h ‖2 +
N−1∑
n=1
‖Tn+1h − 2Tnh + Tn−1h ‖2
+
N−1∑
n=1
‖un+1h − 2unh + un−1h ‖2 +
∆t
2
N−1∑
n=1
‖∇Tn+1h ‖2 +
Pr∆t
2
N−1∑
n=1
‖∇un+1h ‖2 ≤ Ct∗,
linearly implicit BDF2:
1
2
‖TNh ‖2 +
1
2
‖2TNh − TN−1h ‖2 + ‖uNh ‖2 + ‖2uNh − uN−1h ‖2 +
N−1∑
n=1
‖Tn+1h − 2Tnh + Tn−1h ‖2
+
N−1∑
n=1
‖un+1h − 2unh + un−1h ‖2 +
∆t
2
N−1∑
n=1
‖∇Tn+1h ‖2 +
Pr∆t
2
N−1∑
n=1
‖∇un+1h ‖2
+
Pr∆t
2
(
‖∇uNh ‖2 + ‖∇uN−1h ‖2
)
≤ Ct∗.
Further,
β∆t
N−1∑
n=0
‖pn+1h ‖ ≤ C
√
t∗.
Proof. We follow the general strategy in Theorem 3. Consider linearly implicit BDF2 first. Let
Sh = θ
n+1
h ∈WΓ1,h in equation (??) and use the polarization identity. Multiply by ∆t on both sides, rewrite
all quantities in terms of θkh, k = n, n+ 1, and rearrange. Then,
(42)
1
4
{
‖θn+1h ‖2 + ‖2θn+1h − θnh‖2
}
− 1
4
{
‖θnh‖2 + ‖2θnh − θn−1h ‖2
}
+
1
4
‖θn+1h − 2θnh + θn−1h ‖2
+ ∆t‖∇θn+1h ‖2 = −∆tb∗(2unh − un−1h , τ, θn+1h ) + ∆t(γn+1, θn+1h ).
Consider −∆tb∗(2unh − un−1h , τ, θn+1h ) = −2∆tb∗(unh, τ, θn+1h ) + ∆tb∗(un−1h , τ, θn+1h ). Use Lemma 4, then
−2∆tb∗(unh, τ, θn+1h ) ≤ C δ∆t
(
4−16 ‖∇unh‖2 + 6‖∇θn+1h ‖2
)
,(43)
∆tb∗(un−1h , τ, θ
n+1
h ) ≤ C δ∆t
(
−17 ‖∇un−1h ‖2 + 7‖∇θn+1h ‖2
)
.(44)
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Use above estimates and (21) in equation (42). Let 6 = 7 =
1
4Cδ and 2 = 1/4. This leads to
(45)
1
4
{
‖θn+1h ‖2 + ‖2θn+1h − θnh‖2
}
− 1
4
{
‖θnh‖2 + ‖2θnh − θn−1h ‖2
}
+
1
4
‖θn+1h − 2θnh + θn−1h ‖2
+
∆t
4
‖∇θn+1h ‖2 ≤ 16C2∆t δ2 ‖∇unh‖2 + 4C2∆t δ2 ‖∇un−1h ‖2 + 2∆t‖γn+1‖2−1.
Sum from n = 1 to n = N − 1 and put all data on the right hand side. This yields
(46)
1
4
‖θNh ‖2 +
1
4
‖2θNh − θN−1h ‖2 +
1
4
N−1∑
n=1
‖θn+1h − 2θnh + θn−1h ‖2 +
∆t
4
N−1∑
n=1
‖∇θn+1h ‖2
≤ 16C2∆t δ2
N−1∑
n=1
‖∇unh‖2 + 4C2∆t δ2
N−1∑
n=1
‖∇un−1h ‖2 + 2∆t
N−1∑
n=1
‖γn+1‖2−1
+
1
4
‖θ0h‖2 +
1
4
‖θ1h − θ0h‖2.
Now, let vh = u
n+1
h ∈ Vh in (??) and use the polarization identity. Multiply by ∆t on both sides and
rearrange terms. Then,
(47)
1
4
{
‖un+1h ‖2 + ‖2un+1h − unh‖2
}
− 1
4
{
‖unh‖2 + ‖2unh − un−1h ‖2
}
+
1
4
‖un+1h − 2unh + un−1h ‖2
+ Pr∆t‖∇un+1h ‖2 = ∆tPrRa(ξ(2θnh − θn−1h + τ), un+1h ) + ∆t(fn+1, un+1h ).
Use the Cauchy-Schwarz-Young and Poincare-Friedrichs inequalities on ∆tPrRa(ξ(2θnh − θn−1h + τ), un+1h ),
2∆tPrRa(ξθnh , u
n+1
h ) ≤
4∆tPr2Ra2C2PF,1C
2
PF,2
28
‖∇θnh‖2 +
∆t8
2
‖∇un+1h ‖2,(48)
−∆tPrRa(ξθn−1h , un+1h ) ≤
∆tPr2Ra2C2PF,1C
2
PF,2
29
‖∇θn−1h ‖2 +
∆t9
2
‖∇un+1h ‖2.(49)
Using (25), (26), (48), and (49) in (47) leads to
1
4
{
‖un+1h ‖2 + ‖2un+1h − unh‖2
}
− 1
4
{
‖unh‖2 + ‖2unh − un−1h ‖2
}
+
1
4
‖un+1h − 2unh + un−1h ‖2
+ Pr∆t‖∇un+1h ‖2 ≤
2∆tPr2Ra2C2PF,1C
2
PF,2
8
‖∇θnh‖2 +
∆tPr2Ra2C2PF,1C
2
PF,2
29
‖∇θn−1h ‖2
+
∆t
24
‖τ‖2−1 +
∆t
25
‖fn+1‖2−1 +
∆t
2
(4 + 5 + 8 + 9)‖∇un+1h ‖2.
Let 24 = 25 = 8 = 9 = Pr/2. Then,
1
4
{
‖un+1h ‖2 + ‖2un+1h − unh‖2
}
− 1
4
{
‖unh‖2 + ‖2unh − un−1h ‖2
}
+
1
4
‖un+1h − 2unh + un−1h ‖2
+
Pr∆t
4
‖∇un+1h ‖2 ≤ 4∆tPrRa2C2PF,1C2PF,2‖∇θnh‖2 + ∆tPr2Ra2C2PF,1C2PF,2‖∇θn−1h ‖2
+
2∆t
Pr
‖τ‖2−1 +
2∆t
Pr
‖fn+1‖2−1.
Summing from n = 1 to n = N − 1 and putting all data on r.h.s. yields
(50)
1
4
‖uNh ‖2 +
1
4
‖2uNh − uN−1h ‖2 +
1
4
N−1∑
n=1
‖un+1h − 2unh + un−1h ‖2
+
Pr∆t
4
N−1∑
n=1
‖∇un+1h ‖2 ≤ ∆tPrRa2C2PF,1C2PF,2
N−1∑
n=1
(
4‖∇θnh‖2 + ‖∇θn−1h ‖2
)
+
2∆t
Pr
N−1∑
n=1
(
‖τ‖2−1 + ‖fn+1‖2−1
)
+
1
4
‖u1h‖2 +
1
4
‖2u1h − u0h‖2.
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Now, from equation (46), we have
(51) ∆tPrRa2C2PF,1C
2
PF,2
N−1∑
n=1
‖∇θn+1h ‖2 ≤ 64C2 C2PF,1C2PF,2PrRa2 δ2 ∆t
N−1∑
n=0
(
‖∇unh‖2 + ‖∇un−1h ‖2
)
+ 8PrRa2C2PF,1C
2
PF,2∆t
N−1∑
n=1
‖γn+1‖2−1 + PrRa2C2PF,1C2PF,2
(
‖θ1h‖2 + ‖2θ1h − θ0h‖2
)
.
Add and subtract Pr∆t8
∑N−1
n=1 ‖∇unh‖ and Pr∆t8
∑N−1
n=1 ‖∇un−1h ‖ in (50) and use the above estimate with
δ = 1
16
√
2C CPF,1CPF,2
Ra−1. Then,
(52)
1
4
‖uNh ‖2 +
1
4
‖2uNh − uN−1h ‖2 +
1
4
N−1∑
n=1
‖un+1h − 2unh + un−1h ‖2 +
Pr∆t
8
N−1∑
n=1
‖∇un+1h ‖+
Pr∆t
8
‖∇uNh ‖
+
Pr∆t
8
‖∇uN−1h ‖ ≤ 8PrRa2C2PF,1C2PF,2∆t
N−1∑
n=1
‖γn+1‖2−1 + PrRa2C2PF,1C2PF,2
(
‖θ1h‖2 + ‖2θ1h − θ0h‖2
)
+
2∆t
Pr
N−1∑
n=0
(
‖τ‖2−1 + ‖fn+1‖2−1
)
+
1
4
‖u1h‖2 +
1
4
‖2u1h − u0h‖2 +
Pr∆t
8
‖∇u1h‖+
Pr∆t
8
‖∇u0h‖
The result follows. Applying similar techniques as in the above and Theorem 3 yields the result for
BDF2. Pressure stability follows by similar arguments in Theorem 3.
5. Conclusion. The coupling terms b∗(η(uh), Tn+1h , Sh) and PrRa(ξη(T ), vh) that arise in stability
analyses of FEM discretizations of natural convection problems with sidewall heating are the major source
of difficulty. The former term forces the stability of the temperature approximation to be dependent on
the velocity approximation and vice versa for the latter term. Standard techniques fail to overcome this
imposition, in the absence of a discrete Gronwall inequality.
The authors introduced a new discrete Hopf interpolant that was able to overcome this issue. Fully
discrete stability estimates were proven which improve upon previous estimates. In particular, it was shown
that provided that the first mesh line in the finite element mesh is within O(Ra−1) of the nonhomogeneous
Dirichlet boundary, the velocity, pressure and temperature approximations are stable allowing for sub-linear
growth in t∗.
A uniform in time stability estimate was not able to be achieved due to the term PrRa(ξτ, vh), which
arises when an interpolant of the boundary is introduced. The authors conjecture that the results proven
herein may be improved, owing to a gap in the analysis. Open problems include: Is it possible to improve
the current results with a less restrictive mesh condition? Moreover, can these results be improved to uniform
in time stability? An important next step would be reanalyzing stability for natural convection problems,
with sidewall heating, where a turbulence model is incorporated.
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