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ABSTRACT
Nowadays, web archives preserve the history of large por-
tions of the web. As medias are shifting from printed to
digital editions, accessing these huge information sources is
drawing increasingly more attention from national and in-
ternational institutions, as well as from the research com-
munity. These collections are intrinsically big, leading to
index files that do not fit into the memory and an increase
query response time. Decreasing the index size is a direct
way to decrease this query response time.
Static index pruning methods reduce the size of indexes
by removing a part of the postings. In the context of web
archives, it is necessary to remove postings while preserving
the temporal diversity of the archive. None of the existing
pruning approaches take (temporal) diversification into ac-
count.
In this paper, we propose a diversification-based static in-
dex pruning method. It differs from the existing pruning
approaches by integrating diversification within the prun-
ing context. We aim at pruning the index while preserving
retrieval effectiveness and diversity by pruning while max-
imizing a given IR evaluation metric like DCG. We show
how to apply this approach in the context of web archives.
Finally, we show on two collections that search effectiveness
in temporal collections after pruning can be improved using
our approach rather than diversity oblivious approaches.
1. INTRODUCTION
In the past ten years, content producers began shifting to
digital media. Consequently, libraries, that aim at preserv-
ing cultural artifacts and providing access to them, have
begun to shift towards this new media (e.g. archive.org).
On the web, preservation implies crawling regularly chang-
ing web pages, generating temporal collections called web
archives.
The major challenges with these temporal collections are
the efficient storage and retrieval of information. Query-
ing these collections requires the use of temporal queries
that combine standard keyword queries with temporal con-
straints. The results of such queries can be obtained by using
time-aware ranking models that rank the documents based
on temporal and textual similarities [18, 19] or by filtering
out the topically relevant documents with time intervals [1].
To efficiently process these queries, information systems
rely on an inverted index. It provides a map between terms
and their occurrences in the documents. It consists of a
collection of postings lists, each associated with a unique
term in the collection. Each posting holds some information,
typically a document identifier and the frequency of the term
in that document.
When querying web archives, the same data structures
are used. NutchWAX, an extension to Nutch that uses in-
verted index data structure, supports full-text search for
the Finnish Web Archive for 148 millions of contents (e.g.
html pages, pdfs, images etc.), Canada WA for 170 millions
of contents, Digital Heritage of Catalonia for 200 millions of
contents [17]. As they store the evolving Web, temporal col-
lections require big disk spaces, which in turn leads to big in-
dex files that do not fit into the memory. Consequently, the
search engine needs lots of disk-accesses, increasing query
response time.
To solve this problem, pruning techniques, that compute
the results without scanning the full inverted index, were
proposed. Index pruning removes postings that are less
likely to alter the ranking of the top-k documents retrieved
by query execution. Index pruning can be dynamic or static.
Dynamic pruning prunes during query processing by decid-
ing which postings should be involved in the ranking process,
and whether the ranking process should stop or continue.
On the other hand, static pruning reduces the index size
by removing postings from the index offline, independently
from any query. It is a lossy index compression technique
because it is not possible to bring the compressed data back
to its exact uncompressed form. The challenge is to decide
which information to prune without decreasing too much
the retrieval effectiveness. Obviously, for temporal collec-
tions, this decision should take the temporal dimension into
account.
However, none of the existing pruning techniques deals
with the problem of temporal collections and using existing
pruning techniques may lead to loose postings from different
time periods. Consider the example of the temporal query
“Iraq War in 1991”. If the documents mentioning “Iraq War
in 2003” have higher scores than the documents mentioning
“Iraq War in 1991”, the index after pruning will have less or
no relevant documents for the first temporal query. Ideally,
we would like the pruning method to keep the relevant doc-
uments for different time periods. Pruned indexes should
preserve the temporal diversity of postings.
This issue is related to the problem of search result diver-
sification that aims to improve user satisfaction according to
different information needs. Search results should be opti-
mized to contain both relevant and diverse results. A num-
ber of search result diversification methods are proposed [30,
2, 10]. We base our work on coverage based diversification,
which is an optimization problem of an objective function
related to both relevance and diversity of the results. In
our case, the objective function is an IR metric adapted to
diversification.
As diversification is computationally intensive, we chose to
follow a static pruning approach where postings are pruned
off-line. To the best of our knowledge, static index pruning
and search result diversification were never studied together.
In this paper, we propose a new approach that we name
Diversification-based static index pruning.
Although, in our context we focus on temporal coverage,
the method can also be applied to non-temporal collections
with different diversification categories. The contributions
of this paper are the following:
• We take into account diversification in the context of
index pruning and propose a variation of the standard
greedy algorithm.
• We show how to apply this method to temporal di-
versification index pruning by defining the temporal
aspects associated to a query.
• We perform experiments on two datasets that were
modified for the task of retrieval in web archives and
show that our approach is stable and works better than
other index pruning stategies.
The rest of this paper is organized as follows: Section 2
puts our work into context with related research. In Section
3, we introduce our model for Diversification based static
index pruning. Section 4 shows how to apply our approach
to temporal collections. Section 5 describes the series of
experiments and analysis. We conclude and discuss future
work in Section 6.
2. RELATED WORKS
In ad-hoc information retrieval (IR), the goal is to retrieve
most relevant documents according to a topic or query. In
order to determine a ranking of documents, a score of rele-
vance is computed for each document. Indexes are used to
compute these scores efficiently at query time. As we aim
to keep both most relevant and most diverse postings in the
index, our work is related to two IR domains, namely Static
Index Pruning and Search Results Diversification. Both do-
mains were independently studied, and we discuss them sep-
arately in the next two sections.
2.1 Static Index Pruning
Static index pruning reduces the index size by discarding
the postings that are less likely to affect the retrieval perfor-
mance. The seminal work of Carmel et al. [11] was based on
two simple ideas: each posting is associated to a score, and
a threshold on this score is defined to filter out a part of the
postings. The main differences between all the approaches
that came latter comes from the way the score and threshold
are defined.
In the case of Carmel [11], the score is the TF-IDF value
associated with a posting. De Moura et al. [22] proposed to
use term co-occurrence information. More recently, Blanco
et al. [8] used the the ratio of the probability that a doc-
ument is relevant to a query over the probability that a
document is not relevant to a query (odd-ratio) is used as a
decision criteria. We follow a similar approach where every
term in the vocabulary is considered as a single term query.
Chen et al. [13] proposes to use a measure related to the
contribution of a posting to the entropy of the distribution
of documents given a term. Thota et al. [27] compare the
frequency of occurrences of a word in a given document to
its frequency in the collection and use the two sample two
proportion statistical test to decide whether to keep a post-
ing or not.
With respect to the thresholds, Carmel et al. [11] defines a
threshold that depends on each term in a way that preserves
at least the top-k postings of this term (when ranked by their
score). A limitation of this approach is that it may retain
too many postings for unimportant terms (those that will
not be important when ranking documents). In this case, it
is possible to use a global threshold (uniform pruning) for
all the terms like in [27, 13].
There are other approaches to pruning that are not vari-
ations of Carmel’s one [11].
Instead of ranking the postings per term, postings can be
ranked by document. Bu¨ttcher and Clarke [9] introduced an-
other pruning method that removes the posting lists based
on the documents. For each document D in the corpus, the
terms of the document are ranked based on their contri-
bution to the Kullback-Leibler divergence between the dis-
tribution of terms within the document and the collection.
Then, only the postings for the top-k terms in the document
are kept in the index.
Another way to prune is to remove whole postings list for
a subset of terms or documents. Blanco et al. [7] proposed
to remove entire posting list based on informativeness value
of a term, in particular inverse document frequency (idf) and
residual inverse document frequency (ridf), and two meth-
ods based on Salton’s term discriminative model [24], which
measures the space density before and after removing a di-
mension (term). This approach may remove entire terms
from the index and should be reserved to a small subset of
the vocabulary. Finally, it is possible to fully remove a doc-
ument from the postings – this is related to the problem of
how retrievable a document is [4]. Zheng and Cox [33] sug-
gested an entropy based document pruning strategy where
a score is given to each each document based on the entropy
of each of its terms. Documents below a given threshold are
then removed from the index. These types of approaches
are orthogonal to ours and could thus be implemented on
top of it.
All the works mentioned above focus on different prun-
ing techniques. In our work, we depart from the above ap-
proaches since (1) we use an IR metric to select the set of
postings that we keep in the index and (2) we try to preserve
diverse postings – where diversity is dependent on the task
at hand, here searching web archives.
2.2 Search Results Diversification
Result diversification aims to return a list of documents
which are not only relevant to a query but also cover many
subtopics of the query. The approaches can be classified as
explicit and implicit [3].
Implicit methods consist in evaluating a similarity mea-
sure between documents and to use this information to se-
lect diverse documents by discarding too similar documents.
One of the earliest approaches [10], Maximal Marginal Rele-
vance (MMR), select documents by computing a score which
is a linear combination of a novelty score (dissimilarity) and
the original relevance score. The various approaches based
on MMR differ mostly by how the similarity between docu-
ments is computed [32, 29].
Explicit methods suppose that the different aspects of a
query can be computed along with the extent to which a doc-
ument is relevant to each of these aspects. The most repre-
sentative work based on explicit methods is that of Agrawal
et al. [2] where the authors propose to maximize the proba-
bility of an average user finding at least one relevant result.
They assume that an explicit list of subtopics is available for
each query. Recently, Welch et al. [30] observed that this
approach falls into random document selection after choos-
ing one document for each subtopic.
In the context of index pruning, it is important to reorder
all the documents based on diversification. A way to avoid
this random document selection is to use a criterion based
on the maximization of an IR metric. This type of criterion
is used to learn to rank in ad-hoc IR [5, 26] and has recently
been applied to diversification [5]. In this latter work, the
authors use a performance measure based on discounted cu-
mulative gain, which defines the usefulness (gain) of a doc-
ument depending on its position. Based on this measure,
they suggest a general approach to develop approximation
algorithms for ranking search results that captures differ-
ent aspects of users’ intents. However, no experiments were
conducted.
Coverage based diversification corresponds well to our prob-
lem of finding temporally diverse results since we can define
temporal aspects explicitly as shown in Section 4.3. We
want to keep in the index the results that cover many differ-
ent aspects (e.g. temporal aspects) for the given query. Our
work is related to [5] in that we optimize a IR metric. How-
ever, we use it for index pruning and define algorithms to
perform this optimization efficiently along with a definition
of temporal aspects related to a given user query.
3. DIVERSIFICATION BASED STATIC IN-
DEX PRUNING
In this section, we propose a method for static index prun-
ing that takes the diversification of results into account.
Existing static index pruning methods can discard relevant
documents for some aspects of a query (e.g. subtopics) as
they do not take the result diversification into account. In
this section, we propose a method for static index pruning
by taking into account the diversification of results.
3.1 Problem Formulation
In order to define a criterion for diversification-based static
index pruning, we need to know which queries might be
asked by users, which aspects are associated to the queries
and how documents are linked to these aspects (i.e. how
relevant is the document with respect to this query aspect).
We define Q as a set of queries that a user can ask, Wq as
the set of aspects of a query q ∈Q. We show in Section 3.4,
how we approximate the distribution over queries Q and in
Section 4 the distribution over aspects Wq.
In order to define a criterion, we chose to follow the ap-
proach taken by some works on learning to rank (learning
the parameters of a search engine) that try to optimize di-
rectly an IR metric like in [14, 31]. This approach is inter-
esting, since it directly tries to optimize a measure which is
related to the user satisfaction, and on the other hand, it
allows to easily integrate our diversification requirements.
We can now define the criterion that we want to optimize.
Given a set of postings D, an evaluation metric M, a number
of postings to preserve k, we would like to find a set of of
postings S∗ that maximizes M:
S∗ = argmaxS⊆D,|S| =kE(M | S) (1)
If we suppose we can estimate the probability that each
individual query q ∈Q is asked, we can compute this expec-
tation as a sum over all the possible queries. This gives:
E(M |S) =
∑
q∈Q
P (q)
∑
w∈Wq
P (w|q)E(M |q,w,S) (2)
where P(q) is the probability of a user issuing query q and
P (w|q) is the distribution on the aspects of query q with∑
w∈Wq
P (w|q) = 1. In practice, we assume that the queries
are reduced to one term (Section 3.4) and define what (tem-
poral) aspects a query q is associated with by different means
(Section 4.3).
3.2 Optimization
We now turn to the problem of optimization of Equation
1, which is known to be NP-hard [2, 12]. However, there
are known algorithms that give in practice good approxima-
tions. In our work, we use the standard greedy algorithm
heuristic that we describe in this section.
This heuristic is based on the submodular nature of the
function given in Equation 1.
Definition 1. Consider a set X and a function f defined
on 2X . f is said to be submodular if for any two subsets A
and B in 2X , the following holds:
f(A)+ f(B)≥ f(A∩B)+ f(A∪B)
Intuitively, a submodular function satisfies the economic
principle of diminishing marginal returns, i.e., the marginal
benefit of adding a document to a larger collection is less
than that of adding it to a smaller collection [2]. Equation
2 has been shown to be submodular for metrics like DCG
[5] that we use in our work.
The greedy algorithm is the most commonly used since it
offers guarantees on the objective function value and works
well for a wide range of problems. It chooses the best so-
lution that maximizes (or minimizes) the objective function
(also known as marginal function or cost function) at each
step, independently from the future choices. Finally, all
the best local solutions are combined to get the global op-
timal/suboptimal solution. As proved in [23], the greedy
algorithm ensures that the value of the objective function
for the approximation is at least (1-1/e) times the optimal
one.
We adapt the greedy algorithm to Equation 1, as shown
in Algorithm 1. The greedy algorithm uses two sets: X for
available items and S for selected items. S can be initialized
with some items or can be empty. Then, the algorithm
iterates over X and adds the best element (according to the
objective) to S until |S| = k. pi that has the highest value
for objective function is chosen.
pi = argmaxpE(M | Si−1∪{p})
Intuitively, the documents that can provide coverage for
many query aspects should be placed in the beginning of the
ordering so as to maximize the objective function.
Algorithm 1 Diversify - Greedy Algorithm
Input: k (target), S the set of all postings, f(S′)=E(M |S′)
Output: The set of optimal postings S∗
1: S∗ = ∅
2: while |S∗|< k do
3: p∗← argmaxp6∈S f(S∪{p})
4: S∗← S∗∪{p∗}
5: end while
6: return S∗
3.3 Metric family
We use the DCG measure (Discounted Cumulative Gain)
[21] as our metric M since it is a well-established IR metric
that allows an efficient pruning algorithm (Section 3.5) to
be defined. DCG can be written as the sum of gain and
discount functions as follows:
DCG=
∑
j≥1
c(j)g(dj) (3)
where c(j) is a decreasing discount factor1, and g(dj) is the
gain function for a document dj , representing the value of
the document for the user. This value is usually defined as
a function of the relevance of the document, where the rel-
evance can take several value ranging from 0 (not relevant)
to 5 (excellent result). In the following, we suppose that M
belongs to the DCG family.
By choosing a decaying function as a discount function,
DCG focuses on the quality of the top-k results. Intuitively,
in the context of pruning, choosing a metric M that has
a bias towards top ranked results is interesting since this
will help to establish a balance between relevance (adding
one more result dealing with the same query aspect) and
diversity (adding one more result dealing with another query
aspect).
The definition of DCG as a sum over ranks allows to get
a closed form formula where the relevance of each document
is explicit. Starting from Equations 3, we get:
E[M |q,w,S] =
∑
j≥1
c(j)E[g(dj)|q,w,S] (4)
Since we don’t know the relevance of the documents to
the query q, we define the expectation E[g(dj)|q,w,S] of the
gain as the probability of relevance P (dj |w,q) of document
dj for query q. The probability is directly given by an IR
1Usually set to 1/ log(1+ j) as in this paper
model and it is equal to zero if w is not an aspect of dj .
Note that we could relax this latter requirement by allowing
documents to be more or less relevant given the aspects, but
we did not consider this in this work. From Equations 2 and
4, we get:
E[M |S] =
∑
q
P (q)
∑
w∈Wq
P (w|q)
∑
j≥1
c(j)P (dj |q,w,S) (5)
3.4 Query Generation Model
We now turn to the estimation of the distribution over the
queries q ∈Q. As we work on static index pruning which is
applied off-line, we do not have any knowledge over Q. As
an approximation like in [8], we assume that each query
consists of one single term. More sophisticated strategies
would involve using query logs and/or using co-occurrence
information, but we leave this for future work.
Starting from Equation 5, we get:
E(M |S) =
∑
t
P (t)
∑
w∈Wt
P (w|t)
∑
j≥1
c(j)P (dj |t,w,S) (6)
As discussed in Section 3.2, it is shown that the greedy
algorithm still achieves (1-1/e) approximation even in the
more general settings of using a submodular function with
a logarithmic discount function [5].
We hence use a greedy algorithm to find the best posting
to add to the current postings list. The above equation
allows us to define an efficient algorithm to find this posting:
P (dj |t,w,S) =
{
P (dj |t) if pt,dj ∈ S and w matches dj
0 otherwise
We want to choose the posting that will maximize the
criterion of Equation 5. We first define ∆(S,pt,d) as the
change in the value of the criterion that we would get by
adding to S the posting pt,d 6∈S for a document d and term t.
Let l=(dt,w,j) be the list of Nt,w documents whose postings
pt,dt,w,j belong to the already selected postings, ordered by
decreasing probability of relevance2 P (dt,w,j|t,w), and let
rt,w be the first rank where p(d|t,w)> p(dt,w,r|t,w).
In this case, adding pt,d to the posting list will change the
rank of all the documents after rank rt,w. Furthermore, the
gain of the document d will be added to the DCG value. All
the above allows us to define the increase in DCG as:
∆(S,pt,d) = P (t)
∑
w∈Wt
P (w|t)×
[
c(rt,w)P (d|t,w)
+
Nt,w∑
j=rt,w
(c(j+1)− c(j))P (dt,w,j|t,w)
] (7)
A naive approach to selecting the best posting – e.g. by
computing explicitly the list of documents l would be too
computationally expensive. We propose the algorithm 2
that computes the next best posting to select; the overall
complexity is given by O
(∑
t∈V |Pt|
2|Wt|
)
, i.e. the com-
plexity is quadratic with respect to the size of the posting
list for a term t and linear with respect to the number of
considered aspects Wt.
2we discard those with a probability 0 as they will not
change the criterion
The algorithm 2 shows how to get the next best posting
for a given term. At the first round, we need to compute
this for each term, but then, for each round of the greedy
algorithm, we just need to compute the next best posting
for the term corresponding to the posting we just selected.
The proposed algorithm is bottom-up, that is, for each term
we start from the less relevant documents first, allowing us
to optimize the computation of the last sum in Equation 7.
We take as inputs a list of tuples, Pt, a set of selected
postings S, a set of aspects W and a mapping m from the
documents to the powerset of aspectsW . Pt consist of tuples
(di,p(t|di)) that contain document (di), its score based on
the probability of relevance p(t|di). S is used to track which
postings are already selected. The set of aspects W is a set
of tuples (tw,pw) where tw is the number of selected postings
and pw = p(w|t) gives the distribution over the aspects for
the given term. Aspects have also associated properties (like
the times windows in web archives) but this is not relevant
for the algorithm. In the following, we access parts of the
tuples by using them as functions, e.g di(Pt) refers to the di
entry of the ith element of the list.
In the algorithm, each aspect w in W is associated to a
state given by rw and ∆w, where rw holds rank position of
the current pdi,t in the list of results associated to aspect w.
∆w holds the value of the last sum in Equation 7 up to rank
rw.
The core of the algorithm is the computation of the Equa-
tion 7 (lines 10-16) which combines the relevance score of the
document di with respect to p(t|di) and a diversity score.
Starting from the bottom of the list Pt, for each document,
we traverse each aspect associated to this document. If the
document is not selected in the previous execution of the
algorithm, its score is calculated according to Equation 7
(line 15) by adding the current ∆w to the gain for the doc-
ument. Otherwise, ∆w is updated (line 12) and the current
rank rw is decremented. When we have checked all the list,
we can return the best posting along with the change in the
criterion (up to the scaling by p(t)).
3.5 Pruning
There are different ways to estimate the probability P (t)
that should reflect how likely a user is to issue the query
t. We could assume that P (t) is uniformly distributed, but
preliminary experiments have shown that this did not work
well. Another option would be to use query logs to estimate
the probability of a term to occur in a query. However,
query logs (with non anonymized queries) are not publicly
available.
In this work, we circumvent the problem of estimating
P (t) by optimizing each term independently of each other.
This amounts at setting P (t) such that we preserve a pre-
determined number of postings for each term.
Algorithm 3 gives the pseudo-code following this approach.
For a given index with vocabulary T , we compute the top-
k best postings by calling NextBest defined in the previous
section. After each call, we update the aspects where the
selected posting appear to increment the size of the list as-
sociated with the aspects. We keep in the index the top-k
postings and discard the other postings. If k is the same
for all terms in the vocabulary, it is called uniform top-k
pruning.
Our approach can be also used with other pruning meth-
ods like the ones proposed in [13, 27] by defining a global
Algorithm 2 NextBest(Pt,S,W,m): Get the next best
posting for term t
Input: Pt list for term t (di,p(t|di), ti) ordered by decreas-
ing p(t|di)
S the list of selected postings
W sets of aspects as tuples (tw,pw)
m a mapping between documents and a subset of W
Output: Next best posting for term t along with the delta
in the criterion
1: maxdelta ← 0
2: maxdoc ← 0
3: r← empty map, ∆← empty map
4: for w ∈W do
5: rw ← tw
6: ∆w ← 0
7: end for
8: for i= |Pt| → 1 do
9: score = 0
10: for all w ∈m(di) do
11: if pt,di ∈ S then
12: ∆w ←∆w +(c(rw+1)− c(rw))×p(t|di)
13: rw ← rw−1
14: else
15: score← score+(∆w + c(rw +1)×p(t|di))×pw
16: end if
17: end for
18: if score >maxdelta then
19: maxdelta ← score
20: maxdoc ← di
21: end if
22: end for
23: return (i,maxdelta)
threshold ǫ rather than choosing top-k for each term. In
that case, Algorithm 3 would need to be updated, but we
don’t detail this in this paper.
4. TEMPORAL STATIC INDEX PRUNING
In this section, we show how to use diversification based
static index pruning to ensure temporal diversity in tem-
poral collections. Documents and queries are associated to
temporal aspects (i.e. a series of time spans). We use [18] as
based time model to define temporal aspects and the match-
ing the aspects between documents, queries and the aspects.
We define a temporal aspect as a time window, i.e. a
time interval. A query (or a document) can refer to a set of
temporal aspects Wq (or Wd). While we suppose that the
set of temporal aspects for documents is known (e.g. the
validity time interval in web archives), this is not the case
for queries since we do not know them in advance.
More precisely, given a term t, we now need to determine
what are its different temporal aspects Wt and their im-
portance by defining a distribution over Wt as discussed in
Section 3.1.
In the following, we define three different strategies. The
first two are based on fixed-size time windows spanning the
entire time range. The only parameter is the duration (size)
of time windows. However, this strategy may fail when the
term is related to events whose temporal span vary. For ex-
ample, the term “olympics” depend on the year, on the other
hand, the term “earthquake” can take a place any time and
Algorithm 3 Diversified Top-K Pruning
Input: for each term, the desired number of postings kt,
the order list of postings Pt, the set of aspects Wt and
the mappings mt between documents and the subsets of
aspects.
Output: P the optimal set of postings
1: P ←∅
2: for all t ∈ T do
3: St ←∅
4: while |St|< kt do
5: (i,∆)←NextBest(Pt,St,Wt,mt)
6: St ← St∪{pt,di(Pt)}
7: for w ∈mt(di) do
8: r(w)← r(w)+1
9: end for
10: end while
11: P ← P ∪St
12: end for
13: return P
its time span can vary based on the collection and the mag-
nitude of the earthquake. To handle this case, a dynamic
strategy based on a mixture of gaussians is proposed.
In this section, we first present more formally the tempo-
ral expressions, and how to match a document to a query,
following the work of Gurrin et al. [18]. We then explain in
detail our three different strategies to define the temporal
aspects Wt of a term.
4.1 Time Windows
A discrete time model is used to represent the time, ac-
cording to [18] where a temporal expression T is represented
as
T = (b,e)
where b and e are respectively the start and end date of the
time window. Each is as a time range with a lower bound
and upper bound, e.g. b= [bl, bu].
When the temporal expression is uncertain (e.g “in 2013”),
this time representation allows to capture the inherent un-
certainty – e.g. T =([1/12/2013, 31/12/2013], [1/1/2013,
31/12/2013]) – since we only know the start and end date
are in 2013).
While filtering the temporal query results, we need to find
if dtime intersects with qtime. The intersection operation
correspond to a time window where the start (resp. end)
date is the intersection of the start (resp. end) date ranges.
More formally, let l = max(bl1, b
l
2) and u = min(b
u
1 , b
u
2 ). If
l ≤ u, then the start date of the intersection is the range
[l,u], otherwise it is the empty set – and likewise for the end
date.
4.2 Document and Query Model
A document d in the temporal collection D consists of two
different parts: a textual part, denoted dtext, and a temporal
part, denoted dtime. As usual in IR, dtext is represented as
a bag of words. Following [18], dtime is represented as a bag
of temporal expressions (e.g publication date) as defined in
Section 4.1.
Temporal queries consist of keywords (in Q) and a set of
temporal expressions. The temporal dimension in user input
can be embedded in the textual part or not, which gives two
types of queries [18]:
• Inclusive temporal queries: the temporal dimension
of the query is included in the keywords (e.g: “earth-
quake 17 august 1999”). In this case, the matching
is done using standard IR techniques with the date
tokens as keywords.
• Exclusive temporal queries: the temporal dimension of
the query is distinct from its textual part (e.g: “earth-
quake”@ 08-17-1999) and is used to filter the results
or in ranking function. In this paper, we use a strict
filter – i.e. a document either match or not the tempo-
ral filter given by the query, but there is no associated
score.
4.3 Temporal Aspects Model
We now turn to the problem of estimating the set of tem-
poral aspects given a term/query t, and the distribution
P (w|t), as needed by Equation 6. This is the last part we
need to define in order to perform static index pruning.
For each term-query t in the vocabulary of the document
collection D, we can associate a time series, St by identifying
all the documents in the temporal collection that contain the
term t. Then we take the sum of the term frequencies based
on a chosen granularity (e.g: hour, day, week etc.) according
to the documents temporal part dtime. In our work, we used
the day granularity. Figure 1 shows a time series generated
for the term ’disaster’ on Los Angles Times collection of
TREC.
Figure 1: Histogram for term ’disaster’ in Los-Angeles
Times (TREC)
4.3.1 Fixed-sized Windows
In this model, the time series of a term is partitioned into
equal, fixed sized (γ) windows.
Selecting the correct window size is an important issue for
fixed-windows. When a small size is chosen, the number of
total windows will increases and this becomes a bottleneck
for big data collections. When a big size is chosen, with
the decreasing number of windows, we will slowly start to
diversify less. In setting the window size, we suppose that
each term has a different time pattern. Hence, instead of
using an uniform window size for all the terms, we propose
to use an adaptive window size for each term, denoted γt.
There have been many attempts to choose a good bin
width for histograms like ours. Scott [25] proposed an ap-
proach based on the standard deviation, that was improved
by Freedman-Diaconis [16]. The latter work replaces the use
of standard deviation with the interquartile range (IQRN),
the distance between the first and third quartile. The Freedman-
Diaconis rule is known to be more robust to outliners, which
is important for us to detect events in our timelines, and
thus we adopted this method. Formally, we use the follow-
ing window size for term t:
γt = 2IQRN
−1/3
The simple window strategy consists in using fixed
sized non-overlapping windows. Formally, a window is rep-
resented as wk = [s+ k× γt, s+(k+1)× γt] where s is an
offset and k ∈ Z. We further assume that P (w|t) follows
uniform distribution, i.e. P (w|t) = 1N where N is the num-
ber of non empty windows.
The sliding window strategy uses overlapping windows
of fixed length. Formally, a window is represented as wk =
[s+ k/2× γt, s+(k/2+1)× γt]. As in the previous model,
we assume that P (w|t) follows a uniform distribution.
Figure 2 shows simple windows (in blue on the left) and
sliding windows (in green on the right).
Figure 2: Example for fixed windows
4.3.2 Dynamic Windows
In the above models, we considered windows of fixed size.
However, events vary in duration. In the dynamic windows
model we do not force the windows to have a fixed size but
we detect the time windows based on the distribution of the
documents over time.
In order to do this, we use a probabilistic clustering based
on Gaussian mixture models (GMM) of the data distribu-
tion. This probabilistic model assumes that all the data
points are generated from a mixture of a finite number of
Gaussian distributions with unknown parameters. Each dis-
tribution can be thought of as a cluster. The probability of
generating a time stamp x with the GMM is given [6]:
p(x) =
K∑
k=1
πkN (x|µk,σ
2
k)
where the parameters πk are the mixing coefficients, which
must sum to 1 and N (x|µk,σ
2
k) is a Gaussian distribution
defined by its mean µk and variance σ
2
k.
A standard methodology consists in using the Expecta-
tion Maximization (EM) algorithm to estimate the finite
the mixture models corresponding to each number of clus-
ters considered and using the Bayesian Information Criteria
(BIC) to select the number of mixture components, taken to
be equal to the number of clusters [15]. The EM algorithm is
an iterative refinement algorithm used for finding maximum
likelihood estimates of parameters in probabilistic models.
Choosing an appropriate number K of clusters is essential
for effective and efficient clustering. The standard way to es-
timate K is to start with one cluster and slowly increase the
number of clusters. At each K, the log-likelihood obtained
from the GMM fit is used to compute BIC. The optimal
value of K is the one with the smallest BIC. In this paper,
this approach is used.
Finally, for each cluster with a mean µ, variance σ2 and
weight ρ, we associate a time window [µ− σ,µ+ σ] with
P (w|t) = ρ.
4.3.3 Smoothing
While we increase the importance of documents associated
with several temporal aspects, we do not want to penalize
too much highly relevant document associated to a few or
only one aspects. In order to do this, we use a smoothing
by defining a new window dubbed the Global window G.
This window contains spans all the time range of term t, i.e.
all the documents belong to the global window. Following
to this, we redefine the distribution of temporal aspects as
follows:
P (G|t) = λw
P ∗(w|t) = (1−λw)∗P (w|t)
Figure 3: Example for dynamic windows
5. EXPERIMENTS
In this section we present our experimental evaluation for
the proposed approach. The experiments are conducted by
using two publicly available collections.
Web archive collections are specific due to their temporal
dimension, so time must be present in the test collection
(corpus, relevance judgments etc.). However, there exists no
standard dataset for our experiments because the existing
ones do not contain time-related queries and the judgments
are not targeted towards temporal information.
Two publicly available document collections are used for
our experiments. Both of them have time related informa-
tion, but they differ in their properties, which make them
complementary to evaluate our approach. The first one (LA-
Times) is a standard test collection for static index pruning
experiments [11, 13, 7, 8]. This allowed us to ensure that
our results were in line with those reported in [13, 11]. LA-
Times contains time-stamped documents but no query with
temporal dimension. The second collection (WIKI) is used
in time-aware retrieval model tests. [18, 20]. It contains
queries with time constraints and temporal expressions ex-
tracted from document but no time-stamped documents:
• TREC Los Angeles Times (LATimes) [28] that con-
tains approximately 132000 articles published in Los
Angeles Times newspaper in 1989 and in 1990. We
propose two different simulations to add temporal di-
mension to the collection: All relevant Time constraint
and Time constraint Test
• The English Wikipedia (WIKI) as of July 7,2009 that
contains total of 2955294 encyclopedia articles. In this
collection, the temporal expressions are extracted from
the text and used as the validity interval of documents.
In the next sections, we briefly present the collections,
queries and relevance assessments used to evaluate the meth-
ods.
Baselines
We compare our approaches Simple, Sliding, Dynamic
with the following baselines: the first one is the seminal
work of Carmel [11] and the remaining are recent state-of-
the-art work on index pruning.
• TCP - Static index pruning method presented in [11]
The score of a posting is given by its TF-IDF value in
the document, i.e. tf× log(df/N) where tf is the num-
ber of occurrences of the term in the document, df is
the number of documents where term occur, and N is
the number of documents in the collection. Then, for
each term, the method selects the kth highest score, zt,
and sets the threshold value τt = ǫ∗zt, where ǫ is the
parameter used to control the pruning rate. Each entry
in the term posting list whose score is lower than pre-
defined threshold τt is considered not important and
removed from the posting list. Following [13], for TCP
we set k = 10 to maximize the precision for the top 10
documents.
• IP-u - Static index pruning method presented in [13]
This approach is based on the notion of conditional
entropy of a document conditioned on a term:
H(D|T ) =
1
|T |
∑
t∈T
∑
d∈D
A(d,t)
where D is the set of documents and T is a set of terms,
and
A(d,t) =−
p(d|t)∑
d′ p(d
′|t)
log
p(d|t)∑
d′ p(d
′|t)
In their approach, they discard the postings pt,d whose
contribution to the conditional entropy A(t,d) is lower
than a given threshold. We follow the original set-
tings in [13], and use a Language Model with Jelineck-
Mercer smoothing (λ=0.6) and use uniform document
prior to estimate p(d|t).
• 2N2P - Static index pruning method presented in [27]
2N2P uses a two-proportion Z-test, that compares dif-
ferences between two random samples. In the context
of pruning, the authors compare the distributions of
a term in the document and in the collection: if they
differ too much, then it is necessary to preserve the
corresponding posting in the index, otherwise the col-
lection approximation is enough.
Formally, they compute the statistic
Z =
tft,d
|d|
− tft
|C|
E
with E =
√
P (1−P )(
1
|d|
+
1
|C|
)
P =
tft,D + ctft
|d|+ |C|
where tft,d is the term frequency in the document d
of length |d| and ctft is the term frequency in the col-
lection C of length (total number of term occurrences)
|C|. E corresponds to the standard deviation All the
postings with a Z score strictly lower than threshold ǫ
are discarded.
Settings
Documents are indexed, retrieved and pruned using Apache
Lucene3. Our implementation does not update the docu-
ment lengths after pruning. The effectiveness is measured
with mean average precision (MAP) and normalized dis-
counted cumulative gain (NDCG), two standard metrics in
ad-hoc IR [21]. Both are biased towards top-ranked results,
but they exhibit a different behavior.
BM25 is used as the scoring function as follows.
score(q,d) =
|q|∑
i=1
idf(qi)
tf(qi,d)(k1+1)
tf(qi,d)+k1(1− b+ b
|d|
avgdl )
where
• tf(qi,d) correlates to the term’s frequency, defined as
the number of times that the query term qi appears in
the document d.
• |d| is the length of the document d in words (terms).
• avgdl is the average document length over all the doc-
uments of the collection.
• k1 and b are parameters, usually chosen as k1 = 2.0
and b = 0.75.
• idf(qi) is the inverse document frequency weight of the
query term qi. It is computed by:
idf(qi) = log
N −df(qi)+0.5
df(qi)+0.5
where N is the total number of documents in the collec-
tion, and df(qi) is the number of documents containing
the query term qi.
The pruning ratio reported in our results is the percentage
of postings in the index removed by the algorithms. When
the query contains a time constraint, we use it to filter out
documents for which no time window intersect one of the
query, i.e. qtime ∩dtime = ∅.
5.1 TREC Los-Angeles Times (LATimes)
The TREC-LATimes dataset is a standard collection used
for index pruning experiments. It consists of randomly se-
lected articles published on the LA Times newspaper in 1989
3http://lucene.apache.org/
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Figure 4: LATimes Temporal results
and in 1990. It contains approximately 132000 articles. For
the evaluation of this dataset we use TREC 6, 7 and 8 ad
hoc topics (topics 301-450). Documents’ publication dates
were used as dtime, but as there was no time associated with
queries and their relevance judgements, we had to generate
them from the original collection.
By using topics 301-450 and corresponding relevance judg-
ments, we created two different datasets. For each topic,
we randomly picked a time interval covered by the dataset
and ran these temporal queries over initial index. The tem-
poral queries that return at least one result with the non-
pruned index were kept for our experiments. By following
this method, we obtained 1000 exclusive temporal short (ti-
tle) and long (title+description) queries for different interval
types: daily queries |qtime| = 1 day, weekly queries |qtime| =
7 days and monthly queries |qtime| = 30 days. Experiments
were conducted with daily, weekly and monthly queries, but
this didn’t lead to changes in results – we thus report weekly
results only.
The first test (All relevant Time constraint) is conducted
to check the behavior of our pruning methods. We consider
any document from the specified time period containing at
least one of the keywords to be relevant.
Figure 4a plots MAP and NDCGmeasures as a function of
the amount of pruning for weekly temporal queries. The first
observation is that for all kind of queries TCP significantly
performs worse than other methods. For queries with prun-
ing ratio smaller than 50%, our three proposed approaches
performs slightly better than others. However, 2N2P does
better at higher pruning level.
In our second test, called Time constraint Test, documents
out of the time interval are considered as non-relevant but
we kept the original relevance for the documents in the time
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Figure 5: WIKI overall results
interval. As shown in Figure 4b, 2N2P performs better at
high pruning level for both long and short queries while our
approaches is slightly better at low level pruning. The dif-
ference with respect to All related Time constraint Test is
that IP-u stays behind TCP and the gap between 2N2P and
our methods gets bigger at low pruning level.
As explained before, the temporal queries used in this
section do not reflect the real temporal information needs of
the users. More precisely, given the random generation of
time intervals for queries, they do not favor particularly our
approach compared to the others. This is because when
the number of associated time intervals become high for
each term, diversifying is not optimal. The LATimes col-
lection was used in preliminary experiments to confirm that
our approaches perform similarly to the existing ones; the
Wikipedia corpus was then used to perform more realistic
experiments, as described in the next section.
5.2 English Wikipedia Dump (WIKI)
Although there is an increasing interest in temporal col-
lections and in research related to temporal information, to
the best of our knowledge, there is only one available col-
lection with temporal queries and corresponding relevance
judgments which takes the temporal expressions in the doc-
uments into account. In [18], Berberich et al. used The
English Wikipedia dump of July 7, 2009 and obtained tem-
poral queries for this collection by using Amazon Mechanical
Turk (AMT). They selected 40 of those queries and catego-
rized them according to their topic and temporal granular-
ity (daily, weekly, etc.). The relevance judgments for these
queries were also collected by using AMT and make them
publicly available 4.
Time constraints in queries refer explicitly to the time in-
tervals that the relevant wikipedia article refer to. In our ex-
periments, each temporal expressions extracted from docu-
ments is considered as the validity interval of the documents
and used to filter the results of temporal queries. We used
2330277 encyclopedia articles that contain temporal expres-
sions, and, following [18], considered inclusive and exclusive
queries as explained in Section 4.2.
Figure 6a plots MAP and NDCG as a function of the
amount of pruning for inclusive and exclusive temporal queries.
The results for initial index and the results obtained with
topics 301-450 without temporal dimension are coherent with
the baseline methods [13, 11]. We can observe than that at
low pruning levels, the performance can be higher for pruned
indexes than with non pruned ones. This just shows that
pruning removes postings that would have made non rele-
vant documents retrievable.
We now turn to comparing the different pruning meth-
ods. TCP, which performs worst with LATimes collections,
significantly outperforms both IP-u and 2N2P. Two of our
methods, namely Simple and Sliding, perform better than
all the others whatever the query type inclusive or exclu-
sive, and the gap between methods increases with the prun-
ing level. This shows that our time-based diversification
method works well.
However, our third method, based on dynamic windows,
did not perform as well contrarily to our expectations. It
can be related to number of clusters chosen as input for
GMM as discussed in Section 4. The clusters obtained did
4http://www.mpi-inf.mpg.de/ kberberi/ecir2010/
not cover all the documents for some terms - in this case,
we chose the closest cluster. In our future works, we plan to
investigate further how dynamic windows can be defined, in
particular by using other clustering algorithms.
We also investigated the behavior of the pruning meth-
ods for queries referring to different temporal intervals (Day,
Month, Year, Decade, Century). The dataset was constructed
so that each group contains 8 queries. Figure 6 shows the
MAP values for exclusive and inclusive queries. We can see
that whatever the temporal interval, our proposed approach
perform better, but the gap decreases with higher temporal
intervals (like year or decade). This is coherent with our ap-
proach since when the temporal interval covers a larger time
span, diversifying the time aspect of the documents become
less important.
6. CONCLUSION AND DISCUSSION
We studied the problem of search result diversification in
the context of index pruning. We proposed a new approach
called diversification based static index pruning that decides
which postings to prune by taking into account both the (es-
timated) relevance of the documents and the diversification
of the results: For each term, we preserve the top-k post-
ings that maximize a chosen IR metric (DCG in this paper)
using a greedy algorithm, and discard the rest. In order to
perform this pruning efficiently, we proposed an algorithm
for selecting the next best posting to preserve.
Our original motivation was to explore index pruning strate-
gies for temporal collections, since these collections are char-
acterized by large index sizes. We thus applied our diversification-
based index pruning method to take into account the tem-
poral dimension. This was achieved by associating to each
possible term-query a distribution over time windows (time
range with a start and end date), based on the time windows
associated to each of the documents containing the term at
hand. We proposed three different approaches to compute
namely Simple, Sliding and Dynamic windows.
Our experiments were conducted on two publicly available
collections: LATimes and WIKI. The LATimes collection
does not contain the temporal information needs, and was
used to show that our approach is competitive with state-
of-the-art pruning algorithms. The experiments on WIKI
showed that Simple and Sliding methods perform better
overall for temporal queries, but we were unable to show
good results with the more sophisticated dynamic strategy.
This work is the first one dealing with the (temporal)
diversification based index pruning. As such, many different
extensions and enhancements of our approach are possible
and will be explored in future work.
First, we can explore a better way to estimate the distribu-
tion over queries by using query logs, or term co-occurrence
information - this would exploit the redundant information
that might be contained in two or more terms.
Second, we can explore the behavior of index pruning with
more sophisticated time-aware ranking models like those ex-
posed in [18], where the matching between time intervals is
not boolean anymore but is real-valued. This approximate
matching could be exploited to reduce further the index size.
Finally, one of the challenges in the context of web archives,
besides the temporal dimension, is redundancy: Different
versions of the same document can be present in the doc-
ument collections. The changes between the versions are
likely to be small for most of documents, and this should be
**
***
****
0.04
0.08
0.12
0.16
0.25 0.50 0.75
Prune Ratio (%)
M
AP
 (d
ay
)
*
*
***
*
**
*
0.10
0.15
0.20
0.25
0.25 0.50 0.75
Prune Ratio (%)
M
AP
 (y
e
a
r)
*
***
*****
0.10
0.15
0.20
0.25
0.25 0.50 0.75
Prune Ratio (%)
M
AP
 (m
on
th) *
*
*
******
0.10
0.15
0.20
0.25
0.30
0.35
0.25 0.50 0.75
Prune Ratio (%)
M
AP
 (d
ea
cd
e)
*
*
*
****
**
0.100
0.125
0.150
0.175
0.200
0.25 0.50 0.75
Prune Ratio (%)
M
AP
 (d
ea
cd
e)
*
*
*
**
**
**
0.15
0.20
0.25
0.25 0.50 0.75
Prune Ratio (%)
M
AP
(a) For Exclusive queries
*
*
*
**
*
*
*
*
0.1
0.2
0.3
0.25 0.50 0.75
Prune Ratio (%)
M
AP
 (d
ay
)
*
*
**
*
**
**
0.1
0.2
0.3
0.4
0.5
0.25 0.50 0.75
Prune Ratio (%)
M
AP
 (y
e
a
r)
*
*
*
*
*
*
*
*
*
0.1
0.2
0.3
0.4
0.25 0.50 0.75
Prune Ratio (%)
M
AP
 (m
on
th)
*
*
**
*****
0.1
0.2
0.3
0.25 0.50 0.75
Prune Ratio (%)
M
AP
 (d
ea
cd
e)
*
*
*
*
*
*
**
*
0.05
0.10
0.15
0.20
0.25 0.50 0.75
Prune Ratio (%)
M
AP
 (d
ec
ad
e)
*
*
*
*
*
*
**
*
0.1
0.2
0.3
0.25 0.50 0.75
Prune Ratio (%)
M
AP
(b) For Inclusive queries
Figure 6: WIKI MAP by query time
exploited by keeping only a few (ideally one) of the postings
(for the same term) corresponding to the different versions
of the document. This would however require the develop-
ment of a specific test collection based on web archive crawls
with related temporal queries and relevance judgements.
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