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RESUMO 
Neste trabalho, demonstramos os teoremas de identificação de restrições ativas para 
um algoritmo de região de confiança apresentado em [13] para resolver o problema 
mm f(x) 
sujeita a X E n, 
onde n C R"' é um subconjunto convexo, não-vazio, definido por restrições de desigual-
dade. 
Assumimos hipóteses de não degenerescência primai e dual, e utilizamos a teoria de 
cones combinada com alguns resultados da análise convexa, para garantir a identificação 
das restrições ótimas num número finito de iterações. 
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CAPÍTULO 1 
-INTRODUÇAO 
Neste trabalho, abordamos o problema de identificação de restrições ativas para o 
problema de programação não-linear restrita 
mm J(x) 
sujeita a X E n, (1.1.1) 
onde n c Rn é convexo, fechado e não-vazio definido por n = {x E Rn I c;(x) s O, i= 
1, · · · , m}, f : Rn ----+ R e Ci : Ir' --+ R para i = 1, · · · , m, são continuamente diferenciáveis 
sobre um conjunto aberto B que contém n. 
Consideremos a i-ésima restrição do conjunto !1. Pensando no conjunto dos pontos 
x E Rn tais que se ci(x)::; O, poderíamos ter a seguinte representação geométrica: 
/((i~r/1/ 
I 
T---y--- c. ("') = o 
' 
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Aqui figuram os pontos que estão sobre a curva de nível zero e os pontos que possuem 
um valor funcional menor que zero. 
Notemos que ci(x1 } = O. Dizemos então, que a restrição i está ativa em x 1 • Por 
outro lado c;(x 2 ) <O, e neste caso dizemos que a restrição i não está ativa em x2 • 
Se X E n e existem restrições ativas em x, definimos A(x) ç {1, 2, ... , m} o conjunto 
de índices correspondentes às restrições ativas em x. Se um algoritmo gera uma sequência 
de pontos {xk} que converge a uma solução x'" de (1.1.1) dizemos que o algoritmo possui 
a propriedade de identificação das restrições ativas na solução ótima se existe um índice 
k0 tal que para todo k 2: k0 A(xk) = A(x•) (ver Figura 2). 
FIGURA 2 
Restrições ativas em x'"; sequência { xk} de vetores do R:n convergindo para x*. 
Para k suficientemente grande A(xk) = A(x*). 
A identificação das restrições ativas na solução é de grande valia já que neste caso, 
um algoritmo destinado a resolvei" o problema (1.1.1), reduz-se a um método de mini-
mização irrestrita através de técnicas de otimização podendo então aplicar os teoremas 
de convergência local. 
V árias autores provam, sob hipóteses de não-degenerescência dual, que os seus algo-
ritmos identificam as restrições ativas na solução em um número finito ele iterações (ver 
2 
[2, 5, 6]). 
Neste trabalho provamos resultados de identificação para o algoritmo apresentado 
em [13] onde os autores provam resultados de convergência global com O arbitrário para 
um algoritmo de região de confiança que denominam RCARB (região de confiança em 
domínios arbitrários). 
Já foi provada a identificação quando n é definido por restrições de canalização (ver 
[10]). 
No algoritmo RCARB, é definido um subproblema 'fácil" e a solução deste subpro-
blema auxiliar, que chamamos ''ponto auxiliar", desempenha o papel do clássico ponto de 
Cauchy, usado em muitos métodos de região de confiança. 
Obtemos resultados de identificação, para o ponto auxiliar, sob as hipóteses de regu-
laridade e não-degenerescência de Dunn (ver [2], [8]). Assumimos a não-degenerescência 
dual que é um caso particular da não-degenerescência de Dunn [8]. 
Neste contexto fizemos uso de muitos resultados da análise convexa com destaque à 
teoria de cones convexos. 
É interessante salientar que apesar de considerarmos n convexo, todos os resultados 
apresentados ao longo do trabalho, são igualmente válidas se pensarmos em convexidade 
local em torno da solução, o que vem justificar o título deste trabalho. 
No capítulo 2, apresentamos alguns elementos de análise convexa necessários para o 
desenvolvimento deste trabalho. 
No capítulo 3, desenvolvemos o essencial deste trabalho. Descrevemos o algoritmo 
RCARB e através de uma série de lemas e teoremas chegamos ao resultado de identi-
ficação desejado. 
No capítulo 4 apresentamos algumas conclusões e perspectivas. 
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CAPÍTULO 2 
ELEMENTOS DE CONVEXIDADE 
Neste capítulo, apresentamos as definições e lemas básicos necessários para o desen-
volvimento deste trabalho. 
Alguns lemas aqui apresentados, são clássicos da análise convexa. Chamamos, con-
tudo, a atenção para o resultado do lema 2.10 que, além de extremamente importante 
para os nossos fins, não consta nas bibliografias por nós consultadas. 
2.1 DEFINIÇOES 
Definição 2.1: Dizemos que um conjunto M C Rn é convexo se, para todo 
x, y E M, !. E (0, 1] 
!.x +(I - À)y E }ri. 
Definição 2.2: Dizemos que kf C Rn é um conjunto afim se, para todo x, y E JVI, À E IR 
!.x+(l-À)yEM. 
Definição 2.3: Seja S C Rn e consideremos a interseção de todos os conjuntos afins l\11 
tais que ]\;f~ S. Essa interseção é obviamente um conjunto afim e a denotamos por 
a f f(S). 
Definição 2.4: Seja. C c R" um conjunto convexo. Definimos o interior relativo de C 1 





Aqui temos S C Rn em destaque, interior relativo de Se a f f(S). 
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Definição 2.5: Um conjunto K c R!' é um cone, se para todo x E K, À 2: O, Àx E K. Se 
K é convexo, então dizemos que K é um cone convexo. 
Definição 2.6: Seja K C R'~'~ um cone. Definimos o cone polar K 0 de K como 
K 0 = {y E R" I (y, v) ~O, \f v E K}. 
Definição 2.7: Seja C C R" um conjunto convexo ex E C. O cone normal no ponto x é 
definido por 
N(x) = {u E R" I (u,y -x) ~ O,y E C}. 
Definição 2.8: Seja C C Rn um conjunto convexo ex E C. O cone tangente T(x) no 
ponto x é definido como o cone polar do cone normal no ponto x, ou seja 
T(x) = N(x)0 
Podemos também ele forma equivalente definir T(x) como o fecho do cone das direções 










Cones convex os K e respect' lVOS cones I po ares. 
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FIGURA 4.b 
Cones normal e tangente do ponto X. 
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Definição 2.9: Seja H um espaço de Hilbert e 11 · 11 a respectiva norma. Se n C H é um 
conjunto não~ vazio, convexo e fechado, a projeção sobre 11 é definida como a aplicação 
F: H__, !1, onde P(x) ~ argmin{jjz- xjjj z E !1). 
Referências para as definições e estudo do assunto, são: [1, 2, 16]. 
U sarnas neste trabalho a decomposição de Moreau 
que é válida para todo x E R11 e y E n convexo (ver [15]), onde PT(y)(x) e PN(y)(x) são as 
projeções de x no cone tangente e normal no ponto y respectivamente. 
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FIGURA 5 
Decomposição de Moreau 
lO 
2.2 LEMAS BÁSICOS 
Lema 2.1: Seja H um espaço de Hilbert e C C H um subconjunto convexo fechado. 
Dados x E H e Pc(x) = x0 a projeção de x sobre C, então 
(x- X o, y- x 0) :'0 O para todo y E C. 
Demonstração: Por definição llx- Pc(x )li :S llx- zll para todo z E C. Suponhamos que 
existe Z E C tal que 
(x- xo, Z- xo) > O. (2.2.1) 
Definindo z(t) = x0 + t(z- x0 ), então para t E (0, I), 
z(t) E C. 
Por outro lado llz(t)- xll' =lixo- x + t(z- xo)ll' =lixo- xll'- 2t(x- xo, z- xo) + 
t'llz- xoll'· 
Agora por (2.2.1), para t suficientemente pequeno, llz(t) -xll < llx0 -xll contradizendo 
que 
Xo = Pc(x). 
D 
Lema 2.2: Seja H um espaço de Hilbert. Se C é um subconjunto convexo fechado de H 
e x1, x2 E H então 
Demonstração: Pelo Lema 2.1 
(2.2.2) 
e 
(x2 - Pc(x,), Pa(x 1)- Pc(x 2 )) :'0 O. (2.2.3) 
11 
Somando (2.2.2) e (2.2.3) obtemos 
e ass1m, 
IIPc(xr)- Pc(x2 )[[ 2 :S (Pc(x1)- Pc(x 2 ), Xr- x,). 
Agora 
(Pc(xr)- Pc(x,), xr- x,) :S [[Pc(x,)- Pc(x,)ll[[xr- x,[[, 
portanto 
IIPc(x,)- Pc(x,)[[ :S [[xr- x,ll. 
o 
Lema 2.3: Seja C C Rn um conjunto convexo, x E ri(C) e y E C (fecho de C). Então 
(1- ,\)x + Ày E r;( C) para todo O :S À< 1. 
Demonstração: Como x E r,( C) então existe ê >O tal que 
B(x,e:)naff(C) c c. 
Definimos c,\ = (l + >.)(~ _À) 1 , para O:; À < 1. Notemos que E;, > O. 
Suponhamos agora que r E B(z,,,€;) na f f( C) onde 
z; = (1- À)x + Ày. (2.2.4) 
Afirmamos que r E C. Com efeito, como y E C, então existe Xy E C tal que IIY- xull < 
y- Xy 
E.\ e fazendo Vy = temos y = Xy + é."),Vy e 
f; 




"---o.-r- • ,, (2.2.6) 
Por (2.2.4), (2.2.5) e (2.2.6), 
r= (1- .\)x + .\y + e;v" = (1- .\)x + .\(x, + e,v,) + ''""' 
portanto 
r = (1 - .\) [ x + 1 ~ .\ ev, + 1 ~ .\ êVc] + .\x, · 
Agora notemos que 11
1 
~ .\ ov, + 
1 
~.\'""li <e, considerando (2.2.5), (2.2.6) e o fato de 
que r E B(z,,e,). Por outro lado _1_.\r- ~.\x, E a f f( C) já qtle r ex, E aff(C).· 
1- 1-
.\ 1 
Logo, x + --.\ev, + --.\t:Vc E B(x, o) na f J(C) C C. Portanto r E (1-.\)C +.\C= 
1 + 1 + c. 
o 
Lema 2.4: Seja C um conjunto convexo não-vazio de Rn. Então z E r;( C), se e somente 
se, para todo X E c, existe um e> 1 tal que (1- B)x + (}z E C. 
Demonstração: Se z E r;( C) então existe E > o tal que B(z,e) na f f( C) c c. Se 
X = z, então é óbvio que ( 1- fJ):L' + (}z E c para todo e E IR e em particular, e > 1. 
Se x f. z tomemos () tal que 1 < O < li e + 1. Para este () escolhido vale então 
z- xll 
(e- 1)llz- xll <e implicando que 
llx+(z-x)e-zll <e. 
Portanto x + (z- x)e E a !f( C) n B(z,e) C C e concluímos que x + (z- x)e E C. 
Suponhamos agora que (1 - fJ):r + Bz E C com fJ > 1. 
1 (1 -e) Fazendo y = (1- B)x + Bz segue que ey- -e- X= z. 
Suponhamos que a escolha de ;t foi feita com x E ri( C) (Observação: Se C i Ç> então 
r;( C) f'~- Ver [16]). 
Tomando,\= o-1 no Lema 2.3, concluímos que z E r;( C). o 
13 
• 
Lema 2.5: Seja C um conjunto convexo e f: Rn ---+ R, f E C1(A), C C A aberto. Para 
x E C, seja PT(xl(-V f(x)) a projeção do vetor -\7 f(x) sobre o cone T(x). Então 
min{(Vf(x),v) I v E T(x), llvll S: I}= -IIPT(x)(-Vf(x))ll· 
Demonstração: Inicialmente observamos que, se ·u E N(x) e dE T(x) então (u,d) :S O. 
Com efeito {u, y- x} :S O para todo y E C. Por outro lado, se { dk} é uma sequência 
de direções factíveis no ponto x tal que dk ---+ d, então (dk, u} :S O e por continuidade 
do produto interno (d, u) S: O. 
Usando a decomposição de ~Joreau e o fato de que v E T(x) temos 
(-Vf(x),v) = (PT(x)(-Vf(x)),v) + (PN(x)(-Vf(x),v), (2.2.7) 
e pelo observado acima (-Vf(x),v) <: (PT(x)(-Vf(x)),v) portanto (-Vf(x),v) S: 
IIPr(x)(-V f( x)) li, já que li vil <: !. 
Se PT(x)(-Vf(x)) = O, então o resultado é imediato já que neste caso teríamos 
(V f(x), v) 2: O, e como O E T(x) 
min{(Vf(x),v) I v E T(x),llvll <:I}= O= -IIPr(x)(-Vf(x)JII· 
Suponhamos que PT(x)(-Vf(x)) of O. 
, . _ PT(x)(-Vf(x)) 
/;este caso defimmos v= IIPT(x)(-Vf(x)JII" 
Temos v E T(x) e llvll =!. 
Agora, por (2.2.7) 
(-V f(x), v)= IIPT(x)( -V f(x)JII· 
Usando o fato de que min J(x) =- máx 1-J(x)], segue que 
min{(Vf(x),v) I V E T(x),llvll S: I}= -IIPT(x)(-Vf(x)JII· 
D 
Lema 2.6: Seja A uma matriz n x n, inversível. Existe a> O tal que IIAxll 2: allxll para 
todo x E Rn. 
- s 1 
Demonstraçao: e a= liA 'li, 
IIA-'IIIIAxll e allxll <: IIAxll· 
então para todo x E Rn, x = A-1 Ax logo llxll < 
D 
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Lema 2.7: (Lema de Farkas) 
Seja A E JfT'xn e c E Rn. Então um e somente um dos dois sistemas abaixo tem 
solução. 
Ax ~ O,crx >O para algum X E Rn. 
Aty = c,y 2' O para algum y E Rm. 
Demonstração: Ver [1]. o 
Lema 2.8:Consideremos o conjunto V= {v11 v2 ,···,vm},v; E Rn. Suponhamos que 
T = {u E Rn I UTVi .S O, i= 1,··· ,m}, então 
m 
T 0 ~ {x E R" I v~ L;p;v;,p; 2: 0}. 
i=l 
Demonstração: Seja A a matriz cujas linhas são formadas pelos vetores Vi, i= 1,· · ·, m. 
Seja c E T 0 , então o sistema 
Ad < O 
(2.2.8) 
não tem solução. 
Com efeito se Ad .S O então d E T 0. Como c E T 0, segue que cT d .:::; O. Portanto o 
sistema (2.2.8) não tem solução. Pelo Lema de Farkas existe y E Rm, y 2: O tal que 
m 
AT y =c, ou seja, c=~ YiVi com Yi 2: O. Como ':c" é genérico, vale o lema. O 
i=l 
Lema 2.9: Seja num conjunto convexo e fechado, X E nevE N(x). Consideremos Po(·) 
a projeção do Rn. sobre o conjl.tnto !l Então 
P0 (x +v)~ x. 
Demonstração: Pelo Lema 2.1 




(v,x-Po(x+v)) :<::: -]]x-Po(x+v)]] 2 
e 
]]x- Po(x + v)]] 2 :<::(v, Po(x +v)- x). 
Agora, se x # Po(x +v) temos ]]x- Po(x +v)]] >O e assim (v, Po(x +v)- x) >O o 
que é um absurdo já que v E N(x). Portanto, 
Po(x+v)=x. 
o 
Lema 2.10: Seja n C Rn um conjunto convexo fechado e f : Ir -Jo R continuamente 
diferenciável sobre A c J?11' conjunto aberto que contém n. Se X E n, p > o e 
Pn (X- p'V f(x)) = y é a projeção do vetor X- p'V f(:c) sobre o conjunto n, então 
I 
]]PT(y)( -'Vf(y))]] :'Ó ]]V f(y)- 'Vf(x)]] + -]]x- yj]. 
p 
Demonstração: Pelo Lema 2.1, 
(y-(x-p'Vf(x)),y-z) :'ÕÜ 
para todo z E !1. 
(2.2.9) 
Escrevendo (2.2.9) de forma conveniente e usando a desigualdade de Cauchy- Schwarz 
p('Vf(x),y-z) :<::: -(y-x,y-z) :<:: ]]y-x]]]]y-z]]. (2.2.10) 
Agora, se v é uma direção viável em y tal que li vil ::; 1, então Zo = y + Ov E n para 
algum() > O. Substituindo zo em (2.2.10) obtemos 
Por outro lado 
1 





(-Vf(y) + Vf(x),v) ~ -(Vf(y),v) + (Vf(x),v), 
logo 
- (Vf(y),v) S IIVJ(y)- Vf(x)ll- (Vf(x),v). 
Substituindo (2.2.11) em (2.2.12) pelo Lema 2.5 resulta 






' CAPITULO 3 
- -
IDENTIFICAÇAO DE RESTRIÇOES ATIVAS 
3.1 INTRODUÇÃO 
Neste capítulo apresentaremos os resultados de identificação para o problema 
mm f(x) 
sujeita a X E n, (3.1.1) 
onde !1 c Rn é convexo, fechado c não vazio definido por 
íl={xERnlh;(x):SO,i=l,···,m}, 
j, h; E C 1(A),i = 1, · · ·, m, n c A aberto. 
Se X E;_ n e existem restrições ati\'aS no ponto x, definimos o conjunto de índices 
A(x)Cl={l,-··,m}como 
A(x) ={i E I I h;(x) = 0}. 
3.2 O ALGORITMO RCARB 
Nesta seção apresentamos o algoritmo RCARB abordado em (13], cuja sigla significa 
Regiões de Confiança em Conjuntos Arbitrários. 
Algoritmo RCARB: Dados ~fi 1 ''('1 ,BJ:lmin 1 J\f,[ tais que O < ')'1 < "/2 < 1,8 E 
(0,1],.6..min > O,A.J >o e I E (0,1], um ponto inicial Xo E n, uma matriz Bo tal que 
IIBoll :S l'v! e um raio inicial .6.0 2: .Ó..min, obtidos Xk E n, Bk = Bf E nnxn tal que 






Faça L'> <-- L'>' 
(Subproblema Fácil) Calcule sf(t>) a solução global de 
mm Q,(s) = !MIIsll' + 9fS, 
sujeita a Xk + s E n, 
llsll :S 1'>, 
onde g, = g(x,). Se Q,(s~) =O pare. 
Calcule s,(L'>) tal que 
~,(s,(L'>)):::; ,Q,(s~(l'>)), 
x, + s,(l'>) E íl, 
lls,(~'>lll::: ~'>, 
onde t/Jk é definida por 
para todo s E R". 
PASSO 3: Se 
Escolha ~k+l 2: L\min e Bk+1 E Rnxn simétrica tal que 
IIB,+dl ::: M. 
Senão 6.. +--- 6.novo 1 onde 




Se<,> é um produto interno e !1·11, a correspondente norma, então a solução s~(~) 
de (3.2.1) verifica 
Com efeito 
s~(L'>) - argminlls +f; li• 
Xk+s E n, 
llsll :'0 1'>. 
lls + 9k li' = (s + 9k s + g,) = 
M M' !VI 
(s, s) + 2(s, !; ) + ~,IIYkll'· 
2 2 2 
Mas llsll + i>f(s,g,) = MQ,(s). 
9k ? 2 1 
Logo, lls+ Mil-= MQ,(s)+ M 2 ll9kll· Portanto, 
s~(L>) = argminlls + ~ 11• 
Xk +sE f!, 
llsll :'0 L'>. 
(3.2.2) 
Todos os resultados apresentados a seguir, exploram a propriedade acima observada. 
Notemos que s~(6.) está bem definido em (3.2.2) já que o conjunto factível é convexo c 
fechado. 
3.3 RESULTADOS PRELIMINARES 
Lema 3.1: Consideremos o conjunto n definido em (3.1.1). Seja x"' um ponto regular de 
n. Então existe um ê > o tal que, se X E B( x*' é) n n, o conjunto {V hi( X )}iEA(r*) é 
linearmente independente. 
Demonstração: Como x• é regular segue por definição, que o {Vhi(x"')};eA(x•) é linear-
mente independente. 
I 
Suponhamos agora que para é = k' existe Xk E B(x",c) n n tal que o conjunto 
{'Vhi(Xk)}iEA(x•) é linearmente dependente. Assim para cada k E Jl\', existem {c7}, 




Para cada k E N, consideremos o vetor ck cujas componentes são (cf)ieA(x*), pelo afir-
k 
mado acima lléll -:f O para todo k E IN. Consideremos a sequência Uk = ll~"'ll' Sendo 
Uk limitada, existe K1 C IN infinito tal que 
(3.3.1) 
Assim, se h= ( ~:: ) então por definição de uk, f[(xk)uk = O para todo k E K 1 . 
hm 
Como h E C1 , segue que 
lim J[(x,)u, = J[(x•)u =O. 
kEK1 
Mas (3.3.2) é uma contradição já que Jl{x*) tem posto completo eu i O. 




O Lema a seguir, permite-nos caracterizar o cone tangente a um ponto regular 
x E !1, onde !1 é definido em 3.1.1. 
Lema 3.2: Seja !1 o conjunto definido em (3.1.1). Se x* é um ponto regular de O, então 
o cone tangente em x"' é: 
T(x·) ={v E R" I (v, 'ilh,(x.)) <:: O,j E A(x•)}. 
Demonstração: Consideremos o conjunto 
S ={v E Rn I (v, 'ilhJ(,•)) < O,j E A(x•)). 
SedE T(x'"), então existe uma sequência de direções factíveis {dk}, em x*, tal que 
d, -+ d. Mas 'ilhj(x")dk <:: O para todo j E A(x•) e pela continuidade do produto 
interno, 'ilhj'(x•)d <;O para todo j E A(x•). Logo dE Se 
T(x•) c S. (3.3.3) 
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Para mostrar a outra inclusão, consideremos dois casos: 
Caso 1: v = O, O E T( x'") e a inclusão é trivial. 
Caso 2: v# O e (v, 'Vh;(x')) 5O para todo j E A(x'). 
Neste caso, sejam A1 , A2 C A(x*) tais que: 
(v, 'Vh;(x')) < O se j E A1 
(v, 'Vh;(x')) O se j E A, 
Pela regularidade de x*, existe b > O e x( t), curva passando por x* tal que x'(O) 
v,x(O) = x• e h;(x(t)) =O \lj E A, e tE (O,b). definimos uma sequência {t,} de 
números reais, do intervalo (O, b), tal que tk---+ O. Fazendo 
d, = x(t,) - x(O) 
t, 
(3.3.4) 
verificamos facilmente que lim dk =v. Afirmamos que existe ko tal que para k '2: ko dk 
k-oo 
é factível. Para mostrar que a afirmação é verdadeira, verificamos inicialmente que 
para k suficientemente grande e k E A1, (d,, 'Vh;(x')) <O. Com efeito, se {dk}kEN,cN 
é urna subsequência de {dk}kElV satisfazendo (d1, 'Vhj(x*)) 2:: O para todo k E JN1 e 
j E A1, então 
JjW, (d>. 'Vh;(x')) =(v, 'Vh;(x')) 2: O, 
que é uma contradição. Usando a fórmula de Taylor, concluímos que existe k1 E IN tal 
que para todo k? k1 e j E A(x'), h;(x(t)) 5O. Suponha agora, que j rJ A(x"). Como 
hi(x*) <O, então pela continuidade de hi, existe e> O tal que se x E B(x*,eL então 
hi(x) <O. Pela continuidade da curva x(t), existe k2 E IN tal que para todo k 2': k2 
llx(t,)- x(ülll <c 
Assim para k 2:: máx {k1 , k2 }, hi(x(tk)) ::; O para j = 1, · · ·, m. Como !l é convexo, 
segue que dk é uma direção factível para todo k > máx {k1 , k2}. Fazendo k0 = máx 
{h·1 ,k2 }, então {dk}~<e.JN é uma sequência de direções factíveis convergindo para v. 
~<;::~<0 
Portanto, v E T(x"'). O 
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Teorema 3.1: Seja K o cone definido por 
m 
K ={v I v= L:À;Vi,Ài 2 O, v; E R"'}. 
i-=1 
Suponhamos que v 0 =L: À;v; com À; >O. Então v 0 E r;(K). 
Demonstração: Primeiramente notemos que 
aff(K) = span{v; I i= 1, · · · ,m). 
Definimos I tal queM= {v; I i E I} seja uma base de aff(K). Pela equivalência 
de normas no Rn, existe b > O, tal que bllxlloo < llxll· Definimos agora a matriz V 
cujas colunas são formadas pelos elementos de M. Pelo Lema 2.6, existe a> O tal que 
allull :S IIVTVull para todo u E W. Tomemos agora e= ~~~~~ onde e0 é escolhido de 
tal sorte que O< Eo < min{À; I i= 1, · · ·, m}. 
Agora para todo w = Vu tal que llwll :Se temos 
portanto 
Mas bllull~ :S llull :S beo implica llull~ :S e0 e pela escolha de eo, segue que I u; I< 
min{.\; I i= 1, · · ·, m). Assim sendo v0 + w E (vo + B(O,e)) n aff(K) C K e 
Vo E r;(K). 
Teorema 3.2: Consideremos os conjuntos G = {v1 , · · ·, vp} e C = {v E Rn I v 









Pelo Lema 2.4, existe O> 1 tal que (1- O)v0 +O. O E C. Assim 
p 
(1 - B)v0 E C implica (1 - O)v0 = 2: r;v;, r; 2 O. (3.3.6) 
i=l 
Substituindo (3.3.5) em (3.3.6) e escrevendo de forma conveniente 
p 
2:h- (1- 0).\;]v; =O, 
i=l 
e como ri- (1 - 0).\.i > O segue que o conjunto G é linearmente dependente. D 
Corolário 3.2.1: Consideremos o mesmo conjunto G do Teorema 3.2. Se G é linearmente 
independente então O !f. r;( C). 
Teorema 3.3: Seja fl c Rn definido como em {3.1.1). Consideremos {xk} uma sequência 
de pontos de n convergindo para x"' regular. Suponhamos ainda, que x" é um ponto 
estacionário para o problema (3.1.1). Além disso, se hi(x*) = O, então o respectivo 
multiplicador À; é positivo(.\ > 0). Então, para k suficientemente grande, 11! >O e 
( 
\1 f(xk)) 
Yk = Pn xk- AI 
h;(Yk) =O para todo i E A(x·). 
Demonstração: Pelo Lema 2.2, Yk-+ x~. Agora, suponhamos falsa a afirmação do teo-
rema. Isto só pode acontecer de duas maneiras: 
1. Existe k0 E IN tal que, para todo k 2: ko,Yk está no interior do conjunto O (se 
int(íl) f</>). 
Neste caso é óbvio que PT(,,)(- 'V f(yk)) = -\1 f(Yk) para k 2 ko. Pelo Lema 2.10 
e como x* é estacionário, então -"Vf(x*) = L Ài"Vhi(x*), com Ài > O pela 
iEA(x•) 
hipótese. Pelo Teorema 3.1 -'V f( x") E r;( N(x")) e por (3.3. 7) 
O E r;(N(x")). (3.3.8) 
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Pelos lemas 3.2 e 2.8 
N(x•) ={v E R" I v= L p;Y'h,(x•), Pi 2: 0}. 
iEA(x•) 
Mas, pelo Corolário 3.2.1, (3.3.8) é uma contradição à hipótese de regularidade 
de x*. 
2. Existem A C A(x•), próprio, e K1 C IN infinito tais que hi(Yr) = O para todo 
j E A e k E K 1 , porém, hJ(Yr) <O se j E A(x•)- A. 
Usando a decomposição de Moreau, obtemos 
(3.3.9) 
Agora, pelo Lema 3.1, para k suficientemente grande o conjunto {'Vhi(Yk)ie::Ú é 
linearmente independente e usando os mesmos argumentos da demonstração do 
Lema 3.2 e o resultado do Lema 2.8, concluímos que 
~V(y,J(-'17/(yr)) =L >-.JVhi(Yr), 
iEA 
com >.J ;::-: O para k suficientemente grande. 
Afirmamos que a sequência ),k = (>.J)iEA é limitada. 
(3.3.10) 
Com efeito, se Àk não é limitada, então existe [{2 C K1 tal que lir!} jj,\kll = oo e 
kEl\2 
,, -"o t d k ,. p l d >-.' • l" . d . !" !" A 1 para o o · E Ii2. or outro a o como ll,\kll e nruta a, ex1ste \3 C i 2 
tal que 
Como o primeiro membro e o segundo termo do segundo membro de (3.3.9) con-
vergem) então existe v* E Rn tal que 
Definindo para k E K3 suficientemente grande 






{~~ ll~:ll =O=~ À; 'V h;(x') onde À; é 
JEA 
tal que À =:: (À;);eA· Mas isto é uma contradição pois {vrh;(x"')};eA C 
{Vhi(x"')}ieA(x•), e qualquer subconjunto de um conjunto linearmente indepen-
dente é linearmente independente. Portanto p,k} é limitado. 
Extraindo uma subsequência convergente p,kheK~cK1 e sendo X= (À;);eA tal 
que {ÀkheK-~.-+ X, e tomando o limite em (:3.3.9) com k E K4 teremos 
-'Vj(x') = l:X;'Vh;(x')+O,X; ~o. 
iEA 
(3.3.12) 
Agora, se X;= O para todo j E A, então O E íi(N(x"')) contradizendo a regulari-
dade de x*, pelo resultado do teorema 3.2. 
Suponhamos que existe i E A tal que X; > O. Pela hipótese de estacionarie-
dade de x"', 
-'V f(x') = L ,\;'Vh,(x'). (3.3.13) 
iEA(x•) 
Comparando (3.3.12) e (3.3.13) chegamos novamente a uma contradição à regu-






Para k suficientemente grande, hi(yk) = O com i E A(.r*) e 
y, = Pn(xk- ~/vf(xk)). 
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3.4 IDENTIFICAÇÃO DAS RESTRIÇOES ATIVAS NO ALGORITMO 
RCARB 
Nesta seção, provamos os teoremas de identificação para o algoritmo RCARB. O 
lema seguinte é uma consequência da propriedade observada em (3.2.2). 
Lema 3.3: Seja xf 
(3.2.1). 
Xk + .s2(~) o ponto auxiliar apartir da solução do subproblema 
Então, 
Demonstração: Análoga à do Lema 2.10, considerando n como sendo a região definida 
=3.1.1. o 
O próximo teorema destaca uma propriedade do ponto auxiliar que é fundamental 
para os teoremas de identificação. 
Teorema 3.4: Consideremos o problema (3.1.1). Seja {xk} uma sequência infinita gerada 
pelo algoritmo RCARB, K1 C 1/ll um conjunto infinito de índices tal que lim xk:;;;::: x"'. 
kEKt 
Suponhamos que x'" é regular e que se h;(x*) =O, então o multiplicador correspondente 
Ài é positivo (.\i > 0). 
Então existe k1 E K1 tal que 
Demonstração: Como {.Tk} é uma sequência infinita, então, pelos resultados de con-
vergência global apresentados em [13], x* é um ponto estacionário do problema (3.1.1). 
Assim, 
- \lf(x•) = L À;\lh;(x•), (3.3.14) 
iEA(x*) 
com Ài > O, pela hipótese. 
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Lembrando que Yk = Pn(xk- _!_Vf(xk)), consideraremos dois casos: 
M 
Caso 1: Existe k, E K 1 tal que IIYk- x,ll :S L':., para todo k 2" k3 , k E K,. 
Caso 2: Existe K, C K, infinito tal que IIYk- x,ll > t:., para todo k E K,. 
Suponhamos que acontece o Caso 1, 
Pelo Teorema 3.3 existe ko E K1 tal que h;(y,) =O para todo k 2" k0 , k E K,. Como 
IIYk- x,ll :S 6, para todo, k 2" k3 , k E K1, então y, = xt para todo k 2" máx {k0 , k3). 
Logo, h;(x() =O para todo k 2: máx {k0 ,k3 ). 
Suponhamos que acontece o Caso 2, 
Pelo Lema 2.2 e a continuidade da aplicação \1 f segue que 
Yk ---+ x*. 
Ora, IIYk- x,ll > 6, 2" llxt- x,ll para todo k E K,, então 
(3.3.15) 
Pelo Lema (3.3) 
lim PT(xA}(-'Vf(xt)) =O. 
kEKz k 
(·3.3.16) 
Suponhamos agora que não existe k1 E K 1 com a propriedade do enunciado. Então 
temos duas possibilidades a considerar: 
1. Existe ](3 C K2 infinito tal que xf E int(f!) para todo k E K3. 
2. Existe K4 C K2 tal que o A(x·~) C A(x") e A(x") # A(x() qualquer que seja x( 
com k E K4 . 
Na primeira possibilidade é imediato que 
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e por (3.3.16) 
logo por (3.3.14) e o Teorema 3.1, O E ri(N{x*)). Mas isto é uma contradição conside-
rando que x* é regular e o resultado do Corolário 3.2.1 . 
Na segunda possibilidade, corno o número de restrições é finito existe K5 C K4 infinito 
e Ã C A(x•), próprio tal que: 
A -
A(x,)~A paratodo kEK5 • 
Agora usando os mesmos argumentos apresentados na demonstração do Teorema 3.3 
(Caso 2), concluiremos que o conjunto {Vhi(x*)heA(x•) é linearmente dependente, o 
que é uma contradição já que x" é regular. 
Portanto, a segunda possibilidade não pode acontecer se as restrições que são ativas na 
solução x*, não são identificadas num número finito de iterações. Esgotadas as duas 
possibilidades, concluímos que existe k0 E JiV tal que para k 2: k0 , k E K1 
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Para k suficientemente grande Yk = xt. 
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Para impedir que as restrições corretas que foram identificadas pelo ponto auxiliar, 
sejam abandonadas no Passo 3 do algoritmo RCARB, faremos uma hipótese adicional no 
próximo teorema. Essa hipótese não compromete os resultados de convergência global. 
Teorema 3.5: Consideremos as mesmas hipóteses do Teorema 3.4. Além disso, suponha-
mos que se hi(xf) =O, então h;(xk+1 ) =O. Então existe k0 E IN tal que para todo 
k?: ko 
Demonstração: Suponhamos por contradição que existe ](5 C K 1 infinito tal que 
A(x,) rt A(xk+I) para todo k E Ks. (3.3.17) 
Como o número de restrições é finito, existe i E { 1, · · ·, m} e K6 C K5 infinito tal que 
i E A(x,) mas i <(c ,4(x,+I) para todo k E /(6 . 
Pela continuidade de h;, se i E A(xk), então i E A(x*). Pelo Teorema 3.4 hi(x~) =O 
para k suficientemente grande e pela hipótese adicional, h;(Xk+l) =O implicando que 
i E A(xk+1 ). Mas isto contradiz (3.3.17). Segue então o enunciado do teorema. D 
Teorema 3.6: (ldentificação das Restrições Ativas) 
Consideremos o problema (3.1.1). Suponhamos que {xk} seja uma sequência infinita 
gerada pelo algoritmo RCARB tal que li.m Xk = x*. Suponhamos que x" é regular 
kEf'qCN 
e que se hi(x*) =O, então o correspondente multiplicador À; é positivo (Ài > 0). Além 
disso se hi(x:) =O, então hi(xk+d =O. Então existe k0 E IN tal que 
A(xk) ~ A(x") para todo k?: ko. 
Demonstração: Como o número de restrições é finito, pelo Teorema 3.5 existe k2 E Jlll 




Mas (3.3.18) implica que A C A(x'). Resta mostrar que A(x') C A. Suponhamos que 
existe i E A( x') tal que 
h;(x,) < O para todo k 2 k,. (3.3.19) 
Pelo Teorema 3.4, para k suficientemente grande, h-i(x1) =O implicando que hi(Xk+l) = 
o. 






CONCLUSOES E PERSPECTIVAS 
Os caminhos para os nossos resultados assemelham-se aos obtidos em [6], para o 
mesmo contexto de identificação. Contudo, percebemos que a definição do "ponto auxi-
liar" combinado com a idéia da projeção, mostrado em (3.2.2), levou-nos aos objetivos, 
com alguma "economia 11 de teoria, explorando apenas os resultados da análise convexa. 
A flexibilidade na escolha da função modelo, no algoritmo apresentado em Conn, Gould, 
Sartenaer e Toint (1993) [6], exige hipóteses adicionais que garantam estacionaridade 
para um ponto limite tais como convergência assintótica entre os gradientes das funções 
modelos e gradiente da função objetivo, algumas propriedades sobre as curvaturas dos 
modelos e outros. Acreditamos que essa diversificação não compromete as propriedades 
do ponto de Cauchy generalizado (CGP), mas exige dos seus autores, para demonstração 
dos resultados de identificação, um desenvolvimento teórico capaz de "compensar" as 
dificuldades apresentadas pela definição do ponto. Uma interessante observação, ainda 
sobre esse artigo, é a necessidade do limite 
!~IJJ PT(y~)(-gk) =o 
·-~ 
para alguma sequência {yk} tal que Yk ---t x"', k E K,yk E A(x*) para k suficientemente 
grande. O algoritmo RCARB, através do subproblema (3.2.2) permite uma definição na-
tural para Yk que além de satisfazer a necessidade acima, coincide com o ponto auxiliar 
depois de um número finito de iterações. 
Pelo resultado do teorema 3.6 concluímos que o conjunto dos pontos de acumulação 
de uma sequência gerada pelo algoritmo RCARB que gozam da não-degenerescência pri-
mai e dual, possuem o mesmo conjunto de restrições ativas. 
As hipóteses de regularidade e não-degenerescência de Dunn, são exigidas em muitos 
trabalhos (ver [2, 4, 5, 6, 8]). A intenção parece ser universal, ou seja, explorar a teoria de 
cones como um meio de chegar aos resultados. Não sabemos, ainda, se estas condições são 
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necessárias, mas em alguns trabalhos como por exemplo, os de Burke e Moré (1988) [2}, 
a ausência de uma delas é substituída por uma restrição de qualificação que garanta os 
mesmos efeitos daquela hipótese além de garantir que um ponto estacionário é um ponto 
de Kuhn-Tucker. 
Pelos resultados obtidos, fica claro que não precisamos supor a convexidade do con-
junto factível, mas sim convexidade local na solução. 
Pretendemos dar prosseguimento ao nosso trabalho buscando resultados de identi-
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