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Although the hippocampus has long been implicated in contextual fear learning, the exact function of this
brain structure is unclear. It is generally thought to encode a spatial context with which a fear memory can be
associated, but how it may accomplish this and whether it plays a role in emotional memory is largely
unknown. It is also unclear whether the hippocampus acts as a single unitary structure, or whether the dorsal
and ventral poles, which exhibit differential connectivity to other brain regions, function independently. This
dissertation examines the involvement of the hippocampus in emotional learning. A contextual fear
conditioning paradigm using a predator odor as an ethologically relevant fearful stimulus was developed and
lesions and immunohistochemistry were used to examine differential involvement of the dorsal and ventral
hippocampus in response to fear learning. Long-term physiological recordings of dorsal place cells were then
conducted to determine the effects of fear conditioning and also fear extinction on contextual representations
in the hippocampus. Additionally, cells in the ventral hippocampus were assessed for responses to visuospatial
manipulations and changing odor cues of varying emotional valence. It was found that the dorsal and ventral
hippocampal regions are both independently required for contextual fear conditioning, and neurons in each
region are differentially activated in response to fear learning. Furthermore, place cells in the dorsal
hippocampus remapped in response to fear conditioning and stabilized those new fields in the long term.
Extinction training caused many place cells to remap once again, suggesting that the dorsal hippocampus
encodes varying representations of `fearful' and `safe' contexts. Finally, cells in the ventral hippocampus
exhibited stronger responses to anxiogenic contextual cues compared to dorsal cells. In conclusion, these data
suggest that the hippocampus is involved in emotional learning and that its function may vary along its
longitudinal axis.
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ABSTRACT 
 
THE ROLE OF THE HIPPOCAMPUS IN REPRESENTATIONS OF EMOTIONAL MEMORY 
 
Melissa E. Wang 
Isabel A. Muzzio 
 
Although the hippocampus has long been implicated in contextual fear learning, 
the exact function of this brain structure is unclear. It is generally thought to encode a 
spatial context with which a fear memory can be associated, but how it may accomplish 
this and whether it plays a role in emotional memory is largely unknown. It is also 
unclear whether the hippocampus acts as a single unitary structure, or whether the dorsal 
and ventral poles, which exhibit differential connectivity to other brain regions, function 
independently. This dissertation examines the involvement of the hippocampus in 
emotional learning. A contextual fear conditioning paradigm using a predator odor as an 
ethologically relevant fearful stimulus was developed and lesions and 
immunohistochemistry were used to examine differential involvement of the dorsal and 
ventral hippocampus in response to fear learning. Long-term physiological recordings of 
dorsal place cells were then conducted to determine the effects of fear conditioning and 
also fear extinction on contextual representations in the hippocampus. Additionally, cells 
in the ventral hippocampus were assessed for responses to visuospatial manipulations and 
changing odor cues of varying emotional valence. It was found that the dorsal and ventral 
hippocampal regions are both independently required for contextual fear conditioning, 
and neurons in each region are differentially activated in response to fear learning. 
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Furthermore, place cells in the dorsal hippocampus remapped in response to fear 
conditioning and stabilized those new fields in the long term. Extinction training caused 
many place cells to remap once again, suggesting that the dorsal hippocampus encodes 
varying representations of ‘fearful’ and ‘safe’ contexts. Finally, cells in the ventral 
hippocampus exhibited stronger responses to anxiogenic contextual cues compared to 
dorsal cells. In conclusion, these data suggest that the hippocampus is involved in 
emotional learning and that its function may vary along its longitudinal axis.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
vii 
 
TABLE OF CONTENTS 
 
 
ACKNOWLEDGMENTS ................................................................................................ IV	  
ABSTRACT....................................................................................................................... V	  
LIST OF TABLES............................................................................................................ IX	  
LIST OF FIGURES ........................................................................................................... X	  
CHAPTER 1: INTRODUCTION....................................................................................... 1	  
CHAPTER 2: DIFFERENTIAL ROLES OF THE DORSAL AND VENTRAL 
HIPPOCAMPUS IN PREDATOR ODOR CONTEXTUAL FEAR CONDITIONING . 15	  
Abstract............................................................................................................................................ 15	  
Introduction ..................................................................................................................................... 16	  
Materials and Methods .................................................................................................................... 19	  
Results ............................................................................................................................................. 24	  
Selection of the Unconditioned Stimulus .......................................................................... 24	  
Characterization of the Fear Conditioning Paradigm ..................................................... 26	  
Involvement of the Dorsal and Ventral Hippocampus in Predator Odor Fear 
Conditioning...................................................................................................................... 32	  
Discussion........................................................................................................................................ 39	  
CHAPTER 3: LONG-TERM STABILIZATION OF PLACE CELL REMAPPING IN 
THE DORSAL HIPPOCAMPUS PRODUCED BY A FEARFUL EXPERIENCE ....... 46	  
Abstract............................................................................................................................................ 46	  
Introduction ..................................................................................................................................... 47	  
Materials and Methods .................................................................................................................... 48	  
Results ............................................................................................................................................. 58	  
Predator Odor Fear Conditioning .................................................................................... 58	  
Effects of Fear on Place Cell Activity ............................................................................... 62	  
Discussion........................................................................................................................................ 74	  
CHAPTER 4: EXTINCTION OF LEARNED FEAR INDUCES PLACE CELL 
REMAPPING IN THE DORSAL HIPPOCAMPUS ....................................................... 79	  
Abstract............................................................................................................................................ 79	  
viii 
 
Introduction ..................................................................................................................................... 80	  
Materials and Methods .................................................................................................................... 83	  
Results ............................................................................................................................................. 87	  
Discussion........................................................................................................................................ 95	  
CHAPTER 5: EFFECTS OF VARYING CONTEXTUAL VALENCE ON PLACE 
CELLS IN THE DORSAL AND VENTRAL HIPPOCAMPUS................................... 100	  
Abstract.......................................................................................................................................... 100	  
Introduction ................................................................................................................................... 101	  
Materials and Methods .................................................................................................................. 103	  
Results ........................................................................................................................................... 107	  
Visuospatial Responses ................................................................................................... 107	  
Olfactory Responses........................................................................................................ 114	  
Discussion...................................................................................................................................... 119	  
CHAPTER 6: GENERAL CONCLUSIONS AND FUTURE DIRECTIONS .............. 122	  
BIBLIOGRAPHY........................................................................................................... 130	  
Chapter 1 References..................................................................................................................... 130	  
Chapter 2 References..................................................................................................................... 136	  
Chapter 3 References..................................................................................................................... 142	  
Chapter 4 References..................................................................................................................... 145	  
Chapter 5 References..................................................................................................................... 147	  
Chapter 6 References..................................................................................................................... 149	  
 
 
ix 
 
LIST OF TABLES 
 
 
Table 1. Crossings into the center of the context per minute......................................................... 36 
Table 2. Number of cells recorded per mouse ............................................................................... 53 
Table 3. Firing properties of hippocampal place cells ................................................................... 68 
 
 
x 
 
LIST OF FIGURES 
 
 
Figure 1. The hippocampus in the rodent brain ............................................................................... 3 
Figure 2. Fear conditioning circuitry ............................................................................................... 5 
Figure 3. Avoidance response to various odors ............................................................................. 25 
Figure 4. Coyote odor produces contextual fear conditioning ....................................................... 27 
Figure 5. Effects of manipulating US intensity and CS exposure.................................................. 30 
Figure 6. Representative micrographs of rostro-caudal coronal sections after Nissl staining ....... 33 
Figure 7. Schematic representations of hippocampal lesions indicating the minimum and 
maximum extent of lesions in the dorsal and ventral hippocampus ...................................... 34 
Figure 8. Contextual fear conditioning with coyote odor requires the dorsal and ventral 
hippocampus .......................................................................................................................... 35 
Figure 9. VH lesion animals crossed significantly more into the center of the context during 
presentation of the predator odor ........................................................................................... 36 
Figure 10. Example photomicrographs of c-fos protein expression in the dorsal and ventral 
hippocampus 1 hour after fear conditioning .......................................................................... 38 
Figure 11. Fear conditioning protocol............................................................................................ 59 
Figure 12. Fear conditioning does not affect sampling of the context........................................... 62 
Figure 13. Examples of rate maps generated from cells recorded in fear conditioned animals .... 63 
Figure 14. Comparison of average correlations between groups during short-term sessions........ 65 
Figure 15. Average place field correlations indicating stability over time .................................... 70 
Figure 16. Fear conditioning affects in-field firing rate................................................................. 72 
Figure 17. Prolonged exposure to the conditioning context in the absence of the fearful stimulus 
results in attenuation of conditioned freezing ........................................................................ 88 
Figure 18. Place cells exhibit remapping during extinction........................................................... 89 
xi 
 
Figure 19. Gradual remapping over the course the extinction session .......................................... 90 
Figure 20. Correlations between extinction intervals .................................................................... 91 
Figure 21. Percentages of cells responding to fear conditioning and extinction ........................... 92 
Figure 22. Rate remapping between sessions throughout training ................................................ 94 
Figure 23. Theta and gamma coherence during fear conditioning and extinction......................... 95 
Figure 24. Example cells during manipulations of visuospatial contexts .................................... 108 
Figure 25. Cell parameters during visuospatial manipulations .................................................... 109 
Figure 26. Example cells during 90º context rotations. ............................................................... 110 
Figure 27. Short- and long-term correlations between visuospatial conditions........................... 112 
Figure 28. Behavioral approach responses to various odors........................................................ 114 
Figure 29. Example cells during odor presentations .................................................................... 115 
Figure 30. Cell parameters during odor manipulations................................................................ 117 
Figure 31. Short- and long-term correlations between odor conditions....................................... 118 
 
 
 
 
1 
 
CHAPTER 1: Introduction 
 
 
 
 
As Charles Darwin first suggested in his 1872 work The Expression of the Emotions in 
Man and Animals, emotions are important and universal adaptations for survival that likely 
evolved by natural selection (Darwin, 1872). For example, filial emotions better ensure the 
survival of offspring, thereby preserving the genes that give rise to such emotions. Similarly, fear 
evolved as an indicator of perceived danger to promote defensive behaviors advantageous for 
survival. Because fear is a primal emotion that is evolutionarily conserved and highly relevant to 
many species, it is commonly used in the study of emotional learning and memory. Many fears 
are often acquired as a result of learning, though certain specific fears are sometimes innate (such 
as fear of snakes or insects) and are likely vestiges of useful adaptations from our ancestral past. 
The dysfunction of normal fear responses is often a fundamental component of many anxiety-
related psychological disorders, including phobias, post-traumatic stress disorder (PTSD), and 
panic disorders. Anxiety disorders affect approximately 40 million Americans over the age of 18 
in a given year, representing 18.1% of the adult population. In particular, specific phobias are 
experienced by an estimated 19.2 million adults in the US, while social phobias affect 
approximately 15 million (National Institute of Mental Health [NIMH], n.d.). Furthermore, PTSD 
is a psychological disorder induced by a traumatic and often fearful event that affects up to 17% 
of US war veterans (Richardson et al., 2010). Since fear-related disorders are so prevalent in our 
society today, it is important to understand the underlying neural mechanisms of fear so that more 
effective therapeutic interventions can be developed.  
In the laboratory, the study of fear learning often takes the form of classical Pavlovian 
conditioning (Pavlov, 1927). Pavlovian fear conditioning is an associative behavioral paradigm in 
which an aversive or threatening stimulus (unconditioned stimulus, or US) is paired with an 
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emotionally neutral stimulus (conditioned stimulus, or CS), resulting in a conditioned fear 
response when the previously neutral stimulus (CS) is presented alone. In this form of learning, 
the neutral stimulus comes to signal the occurrence of the fearful stimulus (Rescorla, 1988). One 
instantiation of this form of learning is contextual fear conditioning, in which a fearful stimulus is 
presented within a specific spatial context so that the subject comes to exhibit fear responses in 
that context even when the US is absent. In the interest of self-preservation, this type of learning 
is extremely beneficial: if one were to experience something threatening in a particular location, 
such as being mugged in a dangerous part of town or being attacked by a predator in an open 
field, it would be beneficial to avoid that location in the future. Likewise, rodents are often fear 
conditioned to a context in the laboratory by introducing a fearful stimulus, generally a mild 
electrical shock or an innately fearful predator odor, in that context (for review see Fanselow, 
2000; Rosen et al., 2008). Consequential fear of the context is typically assessed by measuring 
freezing, a defensive behavior characterized by motionless crouching (Blanchard and Blanchard, 
1969). Studying fear conditioning in rodents allows us to understand the intricacies and neural 
networks underlying fear and ultimately emotional learning.  
For contextual fear conditioning to occur, an animal must form a mental representation of 
the external environment. Each context contains several distinct, multisensory elements, 
including visual cues, lighting, floor and wall textures, sounds, and smells. All these sensory 
features must be incorporated into a conjunctive multimodal context with which a fearful 
association can be made (Rudy et al., 2004). Importantly, in order to associate a context with an 
aversive event, it is critical to form a representation of that context prior to the fearful experience. 
When a rodent is shocked immediately or very shortly after being introduced to a context, it does 
not acquire fear of the context. This is known as the immediate shock effect, which can be 
counteracted by pre-exposing the animal to the context prior to conditioning (Fanselow, 2000; 
Rudy et al., 2002). Pre-exposure is thought to allow the formation of a contextual representation 
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that immediate shock otherwise does not. In some cases, a particular sensory element within the 
context is made to stand out as the predictive cue for the fearful stimulus. Experimentally, this 
form of conditioning is called cued fear conditioning, in which a discrete stimulus such as a tone 
or light is presented in conjunction with the US, and the particular stimulus comes to ‘cue’, or 
prompt, the conditioned fear response even in a novel context.  
 The encoding and retrieval of fear memories are dependent upon a complex network of 
several brain regions. The amygdala is thought to be the primary brain structure involved in 
encoding the emotional component of fear memories, as lesions of the amygdala disrupt both 
contextual and cued fear conditioning (for review see Fanselow and Gale, 2003; Phelps and 
LeDoux, 2005). However, many studies have also implicated the hippocampus in contextual fear 
learning. The hippocampus is an elongated brain structure that exhibits differential connectivity 
with other brain regions along its longitudinal (or dorsoventral) axis, but it is unclear whether the 
 
Figure 1. The hippocampus in the rodent brain. The magenta region corresponds to the dorsal hippocampus 
while the blue region corresponds to the ventral hippocampus, based on cellular differences in genetic 
markers. The purple represents an intermediate region that exhibits cellular characteristics of both the dorsal 
and ventral hippocampus. The dorsal and ventral areas also exhibit differential connectivity with other brain 
regions as well as functional differences. Figure adapted from Fanselow and Dong, 2010, and Amaral and 
Witter, 1995.  
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dorsal and ventral regions work in conjunction or are responsible for processing different types of 
information independently (Figure 1). Lesions of the dorsal hippocampus have generally been 
shown to attenuate conditioning to a context, but do not typically have an effect on cued 
conditioning to a tone (Kim and Fanselow, 1992; Phillips and LeDoux, 1992; Kim et al., 1993; 
Maren et al., 1997). Indeed, the dorsal hippocampus appears to be particularly relevant for 
contextual representation (Moser et al., 1995): it is heavily connected to areas involved in spatial 
processing and navigation, such as the subicular complex and retrosplenial and anterior cingulate 
cortical areas (Swanson and Cowan, 1977; Vogt and Miller, 1983; Van Groen and Wyss, 2003; 
Harker and Whishaw, 2004; Cenquizca and Swanson, 2007). Interestingly, in a few cases dorsal 
hippocampal lesions have resulted in tone conditioning deficits as well, but such results may be 
attributed to the specific experimental paradigms used. For example, a tone or light cue may be 
incorporated as a component of a multimodal context rather than perceived as a discrete, 
unimodal CS (Maren et al., 1997; Quinn et al., 2002; Sanders et al., 2003). Notably, the 
hippocampus is required for contextual conditioning in which a background odor cue serves to 
indicate a specific context, but not when the odor is used as an explicit CS (Otto and Poon, 2006). 
These unimodal cued fear associations may be mediated by the amygdala alone (Kim and 
Fanselow, 1992; Phillips and LeDoux, 1992), but in general the hippocampus is thought to be 
required for processing complex, multisensory contexts with which a fear memory can be 
associated (Maren and Holt, 2000).  
Thus far, the vast majority of research has focused on the role of the dorsal hippocampus 
in contextual fear conditioning. However, some studies have begun examining the contributions 
of the ventral hippocampus to this process. The ventral hippocampus expresses more genes and 
contains higher concentrations of neurotransmitters and hormones associated with emotional 
regulation compared to the dorsal hippocampus (Bannerman et al., 2004; Thompson et al., 2008; 
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Dong et al., 2009; Fanselow and Dong, 2010). Furthermore, it is the only hippocampal region 
heavily connected to the amygdala and other areas involved in the regulation of stress and anxiety  
(Siegel and Tassoni, 1971; Jacobson and Sapolsky, 1991; Pitkanen et al., 2000; Petrovich et al., 
2001; Majak and Pitkanen, 2003). It is also the only hippocampal area that projects to the 
prefrontal cortex, a region that modulates emotional learning in the amygdala (Pitkanen et al., 
2000; Sierra-Mercado et al., 2011; Sotres-Bayon et al., 2012). Together, these data indicate that 
the ventral hippocampus is in a key position to modulate fear learning, and may be an important 
site of convergence for spatial and emotional information (Figure 2). Indeed, inactivation and 
 
 
Figure 2. Predator odor fear conditioning circuitry. US and CS information converge in the basolateral 
complex of the amygdala. The ventral hippocampus in particular shares heavy reciprocal connections with 
several regions of the amygdala, and may also be a site of convergence for contextual and emotional 
information.  
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lesions of the ventral hippocampus prior to and after conditioning result in impairment of both 
contextual and cued fear acquisition (Richmond et al., 1999; Bast et al., 2001; Maren and Holt, 
2004). Furthermore, stimulation of the ventral hippocampus induces synaptic plasticity in the 
amygdala (Maren and Fanselow, 1995), suggesting that the ventral hippocampus in particular 
may interact with the amygdala during memory fear memory formation. These and other studies 
indicate that the ventral hippocampus plays an important role in fear memory acquisition that is 
perhaps independent of the dorsal hippocampus. However, though they may serve in different 
capacities, both regions appear to be involved in contextual fear conditioning.  
Various pharmacological studies have also implicated the hippocampus in contextual fear 
conditioning. In the brain, the neurotransmitter acetylcholine has long been implicated in learning 
and memory (Hasselmo, 2006; Easton et al., 2012). Infusion of scopolamine, a muscarinic 
acetylcholine receptor antagonist, into the hippocampus prior to training has been shown to 
impair both short- and long-term contextual fear memory (Gale et al., 2001). Additionally, 
infusions of scopolamine after conditioning also impair contextual but not cued fear memory, 
indicating that cholinergic processes in the hippocampus are involved in both acquisition and 
consolidation of contextual fear (Wallenstein and Vago, 2001). Furthermore, administration of a 
serotonin 1A receptor agonist prior to conditioning also reduces contextual fear (Stiedl et al., 
2000), which is interesting in light of the fact that serotonin plays an important role in the 
regulation of anxiety (Akimova et al., 2009). Other neurotransmitter systems in the hippocampus 
that modulate fear learning and memory include gamma-aminobutyric acid (GABA) and 
glutamate (Barkus et al., 2010; Makkar et al., 2010). The administration of muscimol, a GABAA 
receptor agonist, shortly after training impairs contextual fear memory consolidation (Bast et al., 
2001; McEown and Treit, 2010). Infusion with an N-methyl-D-aspartate (NMDA) glutamate 
receptor antagonist in the hippocampus prior to training also results in contextual fear deficits 
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(Quinn et al., 2005; Schenberg and Oliveira, 2008). Thus, pharmacological interventions of 
several neurotransmitter systems in the hippocampus appear to affect contextual conditioning.  
Similarly, genetic manipulations of numerous molecular pathways in the hippocampus 
have been shown to influence contextual fear memory (Mayford et al., 1996; Abel et al., 1997; 
Rampon et al., 2000; Weeber et al., 2000; Ohno et al., 2001; Liu et al., 2004; Chwang et al., 
2007; Satoh et al., 2007; Ortiz et al., 2010; Oliveira et al., 2011). NMDA receptor 1 subunit-
knockout mice with mutations specific to the CA1 subregion of the hippocampus exhibited 
impaired representation of space and disruption of synaptic plasticity, as well as contextual fear 
deficits (Tsien et al., 1996; McHugh et al., 1996; Rampon et al., 2000; Shimizu et al., 2000). 
Interestingly, transgenic mice overexpressing NMDA receptor 2B subunit (thereby prolonging 
NMDA receptor activation) exhibited enhanced contextual fear conditioning and long-term 
potentiation (LTP), a form of synaptic plasticity considered a putative model for memory storage 
(Bliss and Lomo, 1973; Tang et al., 1999). Mice lacking the gene for brain-derived neurotrophic 
factor (BDNF), a protein involved in synaptic growth, were also impaired in contextual learning, 
but this impairment could be partially rescued by infusing BDNF into the hippocampus (Liu et 
al., 2004). Genetic modifications of various protein kinases involved in learning and memory, 
such as PKA and CaMKII, also affect hippocampal LTP as well as contextual conditioning 
(Mayford et al., 1996; Abel et al., 1997). More recently, optogenetic stimulation of particular 
neurons in the hippocampus previously activated during fear conditioning was shown to induce 
fear memory recall in a novel context (Liu et al., 2012). In summation, several lines of evidence 
have implicated a role for the hippocampus in contextual fear conditioning, though most studies 
have not differentiated the specific contributions of the dorsal and ventral regions.  
 Despite the significant amount of research linking fear conditioning with the 
hippocampus, the precise role played by this region in fear learning is not fully understood. 
Evidence suggests that the hippocampus is responsible for processing and forming a 
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representation of the context, but whether it participates in creating an association between the 
fearful stimulus and the context is less clear. Inactivation of the hippocampus immediately 
following conditioning disrupts contextual fear learning while inactivation of the amygdala does 
not, suggesting that the hippocampus is responsible for memory consolidation (Kim and 
Fanselow, 1992; Maren et al., 1997; Wilensky et al., 2000). On the other hand, the effects of 
inactivating the hippocampus prior to conditioning vary; contextual fear memory is only 
sometimes impaired, depending upon the method of inactivation, the specific hippocampal areas 
inactivated, and the experimental procedure (Phillips and LeDoux, 1992, 1994; Young et al., 
1994; Maren et al., 1997; Richmond et al., 1999; McEown and Treit, 2010). This may be a result 
of compensatory learning strategies mediated by other brain regions; for example, in the absence 
of the hippocampus providing a contextual representation, the amygdala may associate a 
particular cue within the context with the fearful stimulus. The hippocampus is also important for 
the retrieval of contextual fear memory (Holt and Maren, 1999), but becomes less necessary as 
memories become more remote (a month or longer) (Kim and Fanselow, 1992; Maren et al., 
1997). It is thought that these remote memories are more resistant to hippocampal damage 
because they are transferred to cortical areas for storage (Maviel et al., 2004; Frankland and 
Bontempi, 2005, but see Goshen et al., 2011).  
Under some circumstances, it is advantageous for an animal to learn when a fearful 
context once again becomes safe, so that it may access food or other resources. When a context 
no longer predicts danger, the animal stops exhibiting previously learned fear responses, a 
process known as extinction. This is often achieved in the laboratory by prolonged exposure to 
the CS (the context, in the case of contextual fear conditioning) in the absence of the US. 
Extinction is generally thought of as new inhibitory learning, rather than erasure and overwriting 
of the original fear memory, or “unlearning”. Evidence for this idea lies in behavioral processes 
such as renewal, reinstatement, and spontaneous recovery, phenomena in which the original 
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conditioned fear response resurfaces after extinction (Myers and Davis, 2002; Ji and Maren, 
2007). Thus, it is thought that fear extinction results in a new memory trace that competes with 
the previous fear memory. However, recent evidence suggests that under some conditions, the 
original memory trace can be erased (Monfils et al., 2009). Importantly, all of the evidence 
related to these theories of trace competition and memory erasure thus far are correlational, and it 
has not been demonstrated on the physiological level whether or not the fear memory trace 
persists despite extinction of the behavioral fear response.  
Several studies have demonstrated that extinction learning is specific to the context in 
which it takes place (for review see Bouton et al., 2006). The context-specificity of extinction 
suggests that the hippocampus may be involved. Indeed, several studies in both animals and 
humans implicate hippocampal involvement in fear extinction of a threatening context (Vianna et 
al., 2001; Schimanski et al., 2002; Fischer et al., 2004; Milad et al., 2007; Alvarez et al., 2008). 
Inactivation of the hippocampus prior to extinction disrupts acquisition of the extinction memory, 
and inactivation prior to post-extinction testing attenuates context-specific retrieval of the 
extinction memory, indicating that the hippocampus is necessary for both context-dependent 
extinction memory acquisition and retrieval (Corcoran et al., 2005). However, little is known 
about the hippocampal mechanisms underlying extinction learning. Recently, examination of the 
immediate-early genes c-fos and ERK, which are differentially expressed during fear 
conditioning and extinction respectively, suggested that different populations of hippocampal 
pyramidal neurons may mediate conditioning and extinction of contextual fear (Tronson et al., 
2009). This idea could be further elucidated by examining the physiological activity of individual 
neurons during fear conditioning and extinction.  
 All of the lesion, pharmacological, and genetic studies discussed thus far suggest a role 
for the hippocampus in processing spatial information within the context of fear learning. 
However, perhaps the most striking evidence supporting the role of the hippocampus in spatial 
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processing are place cells, pyramidal neurons found in the hippocampus that fire selectively in 
specific regions of an environment (O'Keefe and Dostrovsky, 1971). The particular region of an 
environment in which each place cell fires is referred to as the ‘place field’. The place field of 
each hippocampal cell varies between contexts, with approximately 40% of place cells active in 
any given context (Thompson and Best, 1989). However, under some circumstances a place field 
can be extremely stable over repeated exposures to the same context, which is known as place 
cell stability. Thus, the stability of place fields is defined as the tendency of place cells to fire in 
the same circumscribed spatial location when animals are re-introduced to a particular 
environment. Importantly, place field stability requires the same biochemical cascades needed for 
memory consolidation and long-term potentiation, a putative cellular model of memory formation 
and stabilization (Rotenberg et al., 1996; Kentros et al., 1998; Agnihotri et al., 2004), which 
suggests that place field stability is a neural correlate of spatial memory. Therefore, long-term 
place cell recordings provide a unique tool for examining the underlying physiological activity 
and contextual representations of hippocampal neurons during learning processes such as fear 
conditioning and extinction.  
The preferred firing locations of hippocampal cells are determined by a variety of factors. 
Many types of spatial cues, both local and distal, affect place cell firing, including visual, 
auditory, and olfactory cues (Muller and Kubie, 1987; Wiener et al., 1989; Sharp et al., 1990; 
Markus et al., 1995; Sakurai, 1996). For example, when distal cues are rotated around a stationary 
environment, place fields rotate along with the cues (O'Keefe and Conway, 1978). Indeed, distal 
visual cues appear to exert particularly strong control over place fields: when a single visual cue 
is rotated around a cylindrical environment, place fields generally follow the cue. However, when 
visual cues are removed, some place fields become unstable and shift to new positions (O'Keefe 
and Conway, 1978; Muller and Kubie, 1987). Additionally, if an animal learns that distal cues are 
unstable, the cues can lose their influence over place field activity (Jeffery and O'Keefe, 1999; 
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Muzzio et al., 2009). In addition to visuospatial cues, local landmarks also have influence over 
place fields. In a study done on blind rats, place fields rotated with respect to rotations of three-
dimensional objects within an environment, even while the environment itself was not moved 
(Save et al., 1998). Place cells also respond to idiothetic, or internal, cues, which provide 
proprioceptive information. Place fields persist in an environment even after all lights are turned 
off (Quirk et al., 1990), and it has been shown that idiothetic and distal visual cues interact for 
proper navigation (Knierim et al., 1998), a process known as path integration (for review see 
McNaughton et al., 2006). Thus, it has been proposed that the hippocampus integrates all spatial 
information in order to generate a spatial context that animals use for proper navigation (O'keefe 
and Nadel, 1978). Subsequent work has extended this idea by proposing that the mental 
representation of space provides a framework within which other multimodal task-relevant and 
episodic information is integrated into declarative memory (for review see Knierim et al., 2006; 
Smith and Mizumori, 2006). Furthermore, hippocampal cells are able to form different neural 
representations using independent spatial reference frames (Gothard et al., 1996; Zinyuk et al., 
2000), a phenomenon thought to be modulated by attention (Olypher et al., 2002; Kentros et al., 
2004; Muzzio et al., 2009).  
 In addition, non-spatial cues also affect the activity of place cells. Cells in the 
hippocampus respond to sensory cues not associated with particular spatial locations (Wiener et 
al., 1989; Sakurai, 1990, 1996; Wood et al., 1999; Muzzio et al., 2009) and time relationships 
(Weiss et al., 1996; Pastalkova et al., 2008; Itskov et al., 2011; MacDonald et al., 2011). 
Moreover, the firing pattern of hippocampal cells is affected by contextual variables internal to 
the animal, such as the animal’s familiarity with an environment and its motivational state 
(Kentros et al., 2004; Kennedy and Shapiro, 2009). Performing varying given tasks in one context 
or having different goal points along a common trajectory can result in differential place field 
remapping (Markus et al., 1995; Ferbinteanu and Shapiro, 2003). Importantly, hippocampal cells 
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have been shown to respond to an aversive conditioned stimulus or context in the short term 
(Moita et al., 2003, 2004). However, at present little else is known about how the hippocampus 
encodes fearful memories or the contexts in which they occur. In particular, it is unclear how 
place cells in the hippocampus respond to emotional learning in the long term.  
In contrast to the extensive focus on factors influencing place cell activity in the dorsal 
hippocampus, very few studies have begun to examine the properties of neurons in the ventral 
hippocampus. Two studies in rats demonstrated the existence of ventral place cells, placing 
animals in simple contexts to determine their general firing characteristics (Jung et al., 1994; 
Poucet et al., 1994). They found that a proportion of ventral cells exhibited place fields, but that 
these fields appeared to be larger and less spatially selective than those of dorsal cells. 
Interestingly, a subset of these ventral fields appeared to respond to the rotation of a visual cue 
(Poucet et al., 1994). However, it is unclear whether these cells were recorded from the most 
ventral regions of the hippocampus. More recently, a third study in mice examined ventral cell 
responses in more complex environments: ventral cells typically fired unidirectionally and in 
multiple arms of a radial arm maze, and in directionally-dependent mirrored firing patterns in a 
zigzag maze (Royer et al., 2010). It has also been shown that place cells exhibit increases in size 
scaling along the hippocampal longitudinal axis (Kjelstrup et al., 2008); however, the purpose of 
this scaling is unknown. Furthermore, it is unclear if ventral cells are responsive to more complex 
changes in the spatial parameters of a particular context, such as manipulations of visuospatial 
stimuli and odor cues. While the dorsal hippocampus is heavily innervated by areas involved in 
processing spatial information, this information may also reach the ventral hippocampus via 
intrahippocampal connections (for review see Fanselow and Dong, 2010). In contrast, the ventral 
hippocampus is directly connected to many structures of the olfactory system, including the 
olfactory and accessory olfactory bulbs and primary olfactory cortical areas (Cenquizca and 
Swanson, 2007; Roberts et al., 2007). Finally, since the ventral hippocampus appears to be more 
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directly involved in fear learning and is heavily connected to the amygdala (Pitkanen et al., 2000) 
(Figure 1), it is possible that cells in the ventral region are particularly sensitive to changes in the 
emotional valence of a context, such as anxiogenic cues.  
 This dissertation examines how the hippocampus is involved in the encoding of 
contextual fear memories. Both the dorsal and ventral hippocampus have been shown to be 
important for contextual fear conditioning, though previous research suggests that they may play 
different functional roles. We have begun to study how fear memories may be differentially 
encoded along the septotemporal axis of the hippocampus, and how they influence mental 
representations of the surrounding environment. We hypothesize that different aspects of spatial 
representations are encoded with varying degrees of precision along the hippocampal axis. The 
dorsal hippocampus is more likely to be involved in encoding spatial aspects of a context, and 
may be particularly important for encoding spatial representations of specific fearful contexts. 
Conversely, the ventral hippocampus may be more involved with emotional processing, and as a 
result cells in this region may be particularly sensitive to changes in the emotional valence of a 
context. It is possible that the larger place fields of the ventral hippocampus encode broader, more 
generalized representations of fearful contexts. Given its heavy connections with the amygdala 
and intrahippocampal projections from the dorsal hippocampus, which may send emotional and 
spatial information respectively, the ventral hippocampus is well positioned to act as a site of 
convergence for emotional and spatial information.  
To examine these ideas further, we have developed a novel contextual fear conditioning 
paradigm using a predator odor as the unconditional stimulus. In Chapter 2 we describe and fully 
characterize this paradigm, as well as examine the differential contributions of the dorsal and 
ventral hippocampus to this learning process through excitotoxic lesions and 
immunohistochemistry. Chapter 3 details recordings from place cells in the dorsal hippocampus 
to determine how they respond to fear conditioning, particularly in the long term. Chapter 4 
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explores the effects of fear extinction on long-term place cell activity, again in the dorsal 
hippocampus. Finally, since little is known about what influences the firing of place cells in the 
ventral hippocampus, Chapter 5 investigates the responses of ventral hippocampal place cells to 
various olfactory and visuospatial stimuli, particularly to those of an aversive nature. Elucidating 
the basic responses of ventral hippocampal cells will lay the groundwork for future studies of 
how these ventral cells are involved in contextual fear conditioning and extinction. Moreover, the 
work described in this thesis contributes to our understanding of the effects of emotional cues on 
place cell activity, which will allow us to clarify how emotions affect and contribute to the 
formation of episodic memories. This will eventually provide knowledge about how the dorsal 
and ventral hippocampus contribute to emotional learning and how individual cells and networks 
in these regions are involved.  
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Abstract 
 The study of fear memory is important for understanding various anxiety disorders in 
which patients experience persistent recollections of traumatic events. These memories often 
involve associations of contextual cues with aversive events; consequently, Pavlovian classical 
conditioning is commonly used to study contextual fear learning. The use of predator odor as a 
fearful stimulus in contextual fear conditioning has become increasingly important as an animal 
model of anxiety disorders. Innate fear responses to predator odors are well characterized and 
reliable; however, attempts to use these odors as unconditioned stimuli in fear conditioning 
paradigms have proven inconsistent. Here we characterize a contextual fear conditioning 
paradigm using coyote urine as the unconditioned stimulus. We found that contextual 
conditioning induced by exposure to coyote urine produces long-term freezing, a stereotypic 
response to fear observed in mice. This paradigm is context-specific and parallels shock-induced 
contextual conditioning in that it is responsive to extinction training and manipulations of 
predator odor intensity. Region-specific lesions of the dorsal and ventral hippocampus indicate 
that both areas are independently required for the long-term expression of learned fear. These 
results in conjunction with c-fos immunostaining data suggest that while both the dorsal and 
ventral hippocampus are required for forming a contextual representation, the ventral region also 
modulates defensive behaviors associated with predators. This study provides information about 
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the individual contributions of the dorsal and ventral hippocampus to ethologically relevant fear 
learning.  	  
 
 
Introduction 
Contextual fear memories are often studied using Pavlovian fear conditioning, a form of 
learning in which a spatial context (conditioned stimulus, CS) becomes associated with an 
aversive stimulus (unconditioned stimulus, US) (Fanselow, 2000). After this fearful association is 
formed, the animal expresses a conditioned response (CR) typically assessed in rodents by 
measuring cumulative freezing (Blanchard and Blanchard, 1969). Electric shock is the most 
commonly used fearful stimulus in contextual fear conditioning (Campeau et al., 1992; Davis, 
1989; Kim and Fanselow, 1992; Phillips and LeDoux, 1992); however, several studies have 
recently begun to examine fear responses to predator odors due to their potential relevance in 
animal models of anxiety disorders (Rosen, 2004).  
 There are several advantages to adapting predator odor as a US for the study of 
contextual fear. For one, rodents rely on olfaction as their primary sensory system and depend on 
olfactory cues for the majority of survival-related behaviors (Brennan and Keverne, 1997; Luo et 
al., 2003; Restrepo et al., 2004). Additionally, it has long been thought that odors are strong 
sensory stimuli for cuing memories, particularly emotional ones (Herz, 1998, Herz and Cupchik, 
1995). Indeed, since odors can serve as contextual cues in memory retrieval, they have been 
shown to precipitate distressing episodes in post-traumatic stress patients (Vermetten et al., 
2007). Finally, since various predator odors are a source of innate fear across many species, 
predator odor conditioning can act as a biologically relevant model of learned fear (Apfelbach et 
al., 2005; Ferrero et al., 2011; Rosen et al., 2008).  
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 Given the innate fear responses generated by a variety of predator odors (Dielenberg and 
McGregor, 2001; Takahashi et al., 2005), many attempts have been made to develop an effective 
fear conditioning paradigm using predator odor as a US. However, most of these studies do not 
observe a freezing response, instead relying primarily upon changes in subtle defensive behaviors 
as well as approach and avoidance measures that vary with different experimental conditions 
(Dielenberg et al., 2001; Do Monte et al., 2008; Endres and Fendt, 2007; Fendt, 2006). For 
example, 2,3,5-Trimethyl-3-thiazoline (TMT), a synthetic component of fox feces, induces place 
preference in a divided two-chamber context, but no CR is observed in a single-chamber 
conditioning context (Endres and Fendt, 2007). Freezing has been observed after contextual 
conditioning with TMT, but only when the rodent was constrained to a small chamber (Wallace 
and Rosen, 2000). Cat odor has also been shown to produce contextual fear conditioning, but fear 
learning sometimes fails to increase freezing; the CR is often assessed using measures such as 
avoidance responses or cardiovascular changes (Blanchard et al., 2001; Dielenberg et al., 2001; 
but see Pentkowski et al., 2006; and Takahashi et al., 2007). Thus, both the type of predator odor 
employed and the defensive behaviors used to assess the CR have been variable throughout the 
literature (Blanchard et al., 2003; McGregor et al., 2002; Rosen et al., 2008).  
From a neuroanatomical perspective, one unresolved aspect of contextual fear conditioning is the 
contribution of hippocampal regions along the septotemporal (longitudinal) axis to this process. 
Many studies have shown that the hippocampus plays a crucial role in the formation of a spatial 
representation that is necessary for contextual conditioning (Kim and Fanselow, 1992; Phillips and 
LeDoux, 1994; Maren et al., 1997; Rudy et al., 2002), which is supported by the vast amount of 
research implicating the dorsal area in spatial navigation (Morris et al., 1982; O'keefe, 1978; Shapiro, 
2001; McNaughton et al., 2006). The extensive focus on the dorsal hippocampus (DH) contrasts with 
the moderate amount of research devoted to the ventral hippocampus (VH). The VH is heavily 
connected to the amygdala (Pitkanen et al., 2000), the primary region involved in emotional 
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processing, in addition to subcortical structures associated with the hypothalamic-pituitary-adrenal 
axis (Jacobson and Sapolsky, 1991; Siegel and Tassoni, 1971), a system involved in the control of 
stress, anxiety and metabolic processes. Additionally, genes associated with fear and anxiety (Dong 
et al., 2009; Fanselow and Dong, 2010; Thompson et al., 2008; Shumyatsky et al., 2002; Leonardo et 
al. 2006) as well as neurotransmitters and hormones implicated in emotional regulation and their 
receptors (Amaral and Kurz, 1985; Caffe et al., 1987; Gage and Thompson, 1980; Kohler et al., 
1987; Pazos et al., 1985; Verney et al., 1985) are more densely expressed in the ventral region. Thus, 
the VH is well-positioned to modulate emotional information. However, despite the overwhelming 
evidence supporting the role of the VH in emotional processing, the specific contribution of this 
region to contextual fear conditioning remains unclear.  
 It is also unknown whether the VH is involved in processing spatial information. The DH 
receives spatial input from the entorhinal cortex, and the VH may in turn receive spatial 
information from the DH via intrahippocampal connections (Amaral and Witter, 1989; Kjelstrup 
et al., 2008; Steffenach et al., 2005). This indirect pattern of connectivity suggests that cells in 
this region may be less responsive to changes in spatial cues, which has been corroborated by in 
vivo electrophysiological studies showing that place fields in this area are larger and more diffuse 
that those found in the dorsal region (Jung et al., 1994; Royer et al., 2010; Kjelstrup et al., 2008). 
However, the ventral region is the only hippocampal area that projects to the amygdala and 
prefrontal cortex (Fanselow and Dong, 2010; Pitkanen et al., 2000), two areas that are critical for 
fear learning, suggesting that the output from the VH may contain spatial information essential 
for contextual conditioning. Accordingly, a recent study indicated that pharmacological 
inactivation or inhibition of protein synthesis in the VH prior to contextual fear conditioning 
impaired memory for the context (Rudy and Matus-Amat, 2005). However, it is difficult to 
determine the extent of drug diffusion in pharmacological studies using intracranial injections. 
Therefore, a possibility exists that the deficits observed in this study were a result of drug 
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diffusion to the dorsal region.  
To characterize the roles of the DH and VH in contextual fear conditioning, we 
developed a predator odor fear conditioning paradigm using coyote urine as the US. We showed 
that the conditioned freezing response was context-specific and not produced by another pungent 
odor or repeated exposures to the context. Additionally, this paradigm could be manipulated by 
changing variables known to modulate shock-induced contextual fear conditioning, such as varied 
US intensity and prolonged CS exposure (extinction training). Importantly, excitotoxic lesions of 
either the DH or VH produced severe deficits in fear expression, demonstrating the involvement 
of these regions in this conditioning task. Finally, since contextual fear learning involves both the 
formation of a contextual representation and the association of the context with a fearful stimulus, 
we dissociated the contributions of each hippocampal area to this process by examining c-fos 
protein expression after context and odor pairing or context exposure alone. Our data suggest that 
while both the DH and VH participate in the formation of a contextual representation, the ventral 
region plays a role in modulating fearful responses to the predator odor. In summary, we have 
characterized a novel contextual fear conditioning paradigm and demonstrated that the DH and 
VH are differentially involved in contextual fear learning.  
 
 
Materials and Methods 
Subjects 
Male C57BL/6 mice 2-5 months of age (Jackson Laboratories, Bar Harbor, ME) were 
housed individually, kept on a 12-hour light/dark cycle, and allowed access to food and water ad 
libitum for at least two weeks prior to beginning behavioral experiments. All experiments were 
approved by the Institution of Animal Care and Use Committee of the University of 
Pennsylvania, and were carried out in accordance with NIH guidelines.  
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Avoidance Response  
The training context consisted of a cylinder 35 cm in diameter and 35 cm tall with visual 
cues along the wall. A 2.5 by 2.5 cm paper towel square was taped in the center of the cylindrical 
environment. This paper was saturated with 10 drops of water, and a baseline approach measure 
was recorded for 3 min using Limelight Video Tracking System (Coulbourn Instruments, 
Whitehall, PA). Immediately afterward, the paper was replaced and wetted with 10 drops of a 
particular odorant: wolf urine, fox urine, coyote urine (Maine Outdoor Solutions, Hermon, ME), 
pure vanilla extract (McCormick & Company, Sparks, MD), or 2-methyl butyric acid (2-MB) 
(Sigma-Aldrich, St. Louis, MO), and this second odor trial was recorded for 3 min. Different 
groups of mice were exposed to different odors to avoid potential effects of conditioning. 
Avoidance response was determined by dividing the context with 3 evenly spaced concentric 
rings and calculating the percentage of time each animal spent in the center ring (8.75 cm in 
diameter) in close proximity to the odor. This value was compared with the baseline approach 
measure taken during the first trial. The third retention trial was conducted in a subset of animals 
1 hour after exposure to the odor in the same training context in the presence of water.  
 
Fear Conditioning Paradigm and Control Conditions  
Animals were handled by the experimenter for 5 minutes per day for 3 consecutive days 
prior to beginning the experiment. One day before fear conditioning, mice were placed in the 
training context for a 10 min habituation. The next day, mice were again exposed to the context 
for 10 min, and a baseline freezing measure was taken using Limelight. Freezing was defined as 
total immobility except for respiratory movements (maximum threshold velocity: 0.6 cm/sec). 
Immediately after the baseline trial, mice were exposed to coyote urine (fearful odor), 2-MB 
(aversive odor), or water (no odor) for 4 min. The odors were presented in the same way as in the 
avoidance response experiments. After the conditioning session, 10 min retrieval tests were given 
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at 1 hr, 6 hr, 24 hr, 48 hr, and 72 hr. For contextual consistency, a paper towel square wetted with 
water was presented in all sessions where odor was not present. After the coyote exposure, the 
room was ventilated by turning on several fans on maximum speed for an hour. Avoidance was 
assessed as described above, by dividing the context with 3 concentric rings and measuring the 
percentage of time spent in the center ring. Stretch attending was measured by calculating the 
percentage of time animals spent elongating from the outer ring to a minimum body length (from 
nose to base of tail) of 8.8 cm. This body length parameter was determined experimentally 
through observation before quantifying the elongations with an automated tracking system 
(Limelight).  
 
Context A/B 
A subset of the fear-conditioned animals was also exposed to a neutral context (context 
B) at various experimental time points (habituation, baseline, 24 hr and 72 hr). Context B had the 
same size and shape as the training context (context A) but contained different visual cues and 
was located in a different room. Freezing was again assessed using Limelight software.  
 
Effect of US Intensity  
Mice were divided into groups and trained in the same fear conditioning paradigm as 
previously described, but different groups were exposed to different concentrations of the US. To 
vary the intensity of the US, coyote urine was used pure (100%) or diluted with water to 50% and 
20% by volume.  
 
Effect of CS Exposure  
Mice were trained in the same fear conditioning paradigm as previously described and 
tested at 1 hr and 24 hr after conditioning. Immediately after the 24 hr retrieval test, mice were 
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exposed to the same context for 30 extra minutes to induce extinction. Since the 24 hr and 
extinction trials required 40 min of continuous exploration, animals in this group were not tested 
6 hr after conditioning to minimize possible effects of fatigue. Normal retrieval tests (10 min) 
were conducted at 48 hr and 72 hr after exposure to the coyote urine.  
 
Lesion Surgery 
Mice were anesthetized with a mixture of ketamine (100 mg/kg) and xylazine (10 mg/kg) 
administered intraperitoneally (0.1 ml/kg). They were then placed on a stereotaxic apparatus in a 
flat skull position (David Kopf Instruments, Tujunga, CA). A cannula (26 gauge, PlasticsOne, 
Roanoke, VA) connected to a 1 µl Hamilton syringe was slowly lowered to the following 
coordinates, measured from bregma in mm. Dorsal: AP, -1.8; ML, ± 1.6, depth, -1.3. Ventral: AP, 
-3.3; ML, ± 2.5, depth, -2.5. Bilateral injections of NMDA (20 mg/mL, Sigma-Aldrich, Saint 
Louis, MO) were infused through the cannula at a rate of 0.2 µl/min. For the dorsal group, a total 
volume of 0.1 µl was injected on each side, for the ventral, a total volume of 0.4 µl was injected 
on each side. After the surgery, animals were allowed to recover in their home cage for at least 
two full weeks prior to behavioral experiments.  
 
Histology 
To determine the extent of the lesions, animals were sacrificed on the last day of each 
behavioral experiment. Mice were anesthetized with a mixture of ketamine (100 mg/kg) and 
xylazine (10 mg/kg). Transcardial perfusion was then performed on each animal with 0.01M 
phosphate-buffered saline (PBS) followed by 10% formalin (Fisher Scientific, Hampton, NH). 
The brains were removed and fixed with 10% formalin at 4°C for 24 hours, then transferred to 
30% sucrose in PBS and kept at 4°C another 48 hours for cryoprotection. Brains were 
cryosectioned (30 µm thick, coronal) using a cryostat (Leica CM3050 S, Wetzlar, Germany) and 
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collected on slides for histology. Slides were stained with cresyl violet using standard histological 
protocols (Powers and Clark 1955) and coverslipped with Permount mounting medium (Fisher 
Scientific, Hampton, NH). Brain sections were viewed under a microscope (Olympus SZ61, 
Tokyo, Japan).  The approximate percentage of neural damage was calculated by taking digital 
Paxinos plates every 240 µm and using Photoshop to measure the total area (in pixels) 
representing the whole hippocampus as well as the total areas representing the minimum and 
maximum lesions in the dorsal and ventral regions.  
 
Immunohistochemistry 
Animals were sacrificed one hour following the conditioning session; those in the home 
cage control group were taken directly from the home cage. Mice were perfused and brains were 
treated as described above. Brains were cryosectioned (30 µm thick, coronal) and free-floating 
sections were collected, washed in PBS, and stored at 4°C until staining.  
For c-fos staining, floating sections were incubated with 0.3% H2O2 in PBS to block 
endogenous peroxidase activity, then washed in PBS. They were then pre-incubated with PBS 
containing 5% normal goat serum and 0.3% Triton x-100, then incubated overnight at 4°C with c-
fos antibody (1:3,000, Millipore, Billerica, MA) in PBS containing 1% normal goat serum and 
0.3% Triton x-100. The next day, sections were washed in PBS and incubated with biotinylated 
goat-anti-rabbit IgG (1:500, Vector Laboratories, Burlingame, CA) in PBS containing 0.3% 
Triton x-100, then washed again. Sections were next incubated with avidin-biotin-horseradish 
peroxidase complex (ABC kit, Vector Laboratories, Burlingame, CA) in PBS containing 0.3% 
Triton x-100, then washed thoroughly with PBS. They were then processed with 
diaminobenzidene (DAB, Sigma, St. Louis, Missouri) and 0.1% H2O2. Once the staining was 
developed, the reaction was stopped with PBS and sections were washed and mounted on slides. 
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Sections were allowed to dry overnight, dehydrated with an ethanol series, and coverslipped with 
Permount.  
Staining was examined under a microscope (Olympus BX50, Hitech Instruments, 
Pennsburg, PA), and micrographs were taken with a camera (Spot RT KC, Spot Imaging 
Solutions, MI). C-fos staining was quantified in 500 µm x 500 µm areas of the dorsal and ventral 
CA1, using ImageJ to count individually stained neurons in the cell body layer of area CA1. All 
cell counting was done blind. For each region (DH/VH), two sections from each mouse were 
counted and averaged. Dorsal sections were selected between AP -1.5 and -1.9, and ventral 
sections were selected between AP -2.9 and -3.2, measured from bregma in mm. 
 
Statistics 
Statistical analysis was done using parametric repeated measures ANOVAS and 
independent t-tests.  Tukey post hoc tests were used for post-hoc multiple comparison analyses. 
Significance level used for all tests was 0.05, and is denoted by an asterisk in all figures.  
 
 
Results 
 
Selection of the Unconditioned Stimulus 
 
To develop an effective contextual fear conditioning paradigm for C57BL/6 mice, we 
first evaluated their odor preferences to several predator odors including wolf, fox, and coyote 
urine. As control odors we included vanilla and 2-methylbutyric acid (2-MB), a pungent synthetic 
odor derived from spoiled food (see Methods). We measured avoidance by calculating the 
percentage of time each animal spent in the center of a cylindrical environment, where we placed 
a 2.5 cm x 2.5 cm paper towel saturated with either water or the odorant. Compared to the 
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baseline avoidance measure taken 
during the water trial, we found that 
mice significantly avoided 2-MB, 
wolf, and coyote urine (2-MB: t26 = 
3.04, p<0.005; wolf: t20 = 3.56, 
p<0.002; coyote: t20 = 2.92, 
p<0.009), but did not significantly 
avoid vanilla or fox urine (p>0.05, 
Figure 3a). These data suggested 
that 2-MB, wolf, and coyote urine 
were aversive to mice.  
We further examined the 
effects of the aversive odors by 
retesting a subset of animals in the 
same context after exposure to the 
odor. We measured the avoidance 
response in the absence of the 
aversive odor one hour after odor 
exposure and found that only 
animals previously exposed to 
coyote urine continued to avoid the center of the environment (baseline vs. retest: t20 = 2.67, 
p<0.015). This suggested that coyote urine was a more salient odor and perhaps more memorable 
than the other aversive odors. Animals exposed to wolf urine displayed a trend towards avoidance 
(baseline vs. retest: t20 =1.86, p=0.077) and those exposed to 2-MB did not show significant 
avoidance of the center during the retest trial (baseline vs. retest: t26 = 0.2, p>0.05; Figure 3b).  
 
Figure 3. Avoidance response to various odors. a, Mice 
significantly avoid coyote (n=11), 2-MB (n=14) and wolf odors 
(n=11), but not fox (n=10) or vanilla (n=16). Histograms show 
average percentage of time spent in the center of the context 
where the odor is located. Compared with a baseline 
avoidance measure taken with water, mice only significantly 
avoid coyote, 2-MB and wolf odors. b, In a retest 1 hour after 
exposure to the aversive odor, mice continue to avoid the 
center after coyote odor exposure (n=11), but not after 2-MB 
(n=14) and wolf odor (n=11). This suggests that coyote is a 
more memorable aversive odor. Error bars indicate ± SEM, 
asterisks denote a significance level of p<0.05.  
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Characterization of the Fear Conditioning Paradigm 
 
Coyote odor exposure produces contextual fear conditioning 
We next examined whether coyote urine could produce contextual fear conditioning. We 
tested three groups of animals: the first group was exposed to coyote urine (fear conditioning 
group), the second to 2-MB (non-fearful aversive odor control)(Endres and Fendt, 2009), and the 
third to water (no odor control). Animals were pre-exposed to the training context one day and 
immediately prior to training. Context pre-exposure has been shown to facilitate the formation of 
a spatial representation, which is essential for contextual fear learning (Barrientos et al., 2002; 
Fanselow, 1986; Fanselow, 1990). Directly following the second pre-exposure (baseline) trial, 
different groups of animals were exposed to either coyote urine, 2-MB, or water in the training 
context. Mice were then given memory retrieval tests in the absence of odor at 1 hr, 6 hr, 24 hr, 
48 hr, and 72 hr after the stimulus exposure. We found that one brief exposure to coyote urine 
produced consistent freezing at all long-term retrieval time points (effect of group: F2,29 = 6.71, 
p<0.004; effect of session; F6,159 = 6.72, p<0.001; interaction: F12,159 = 2.14, p<0.017; Tukey 
multiple comparisons indicated that coyote was significantly different from 2MB and repeated 
exposure at 6 hr, p<0.04 and p<0.001; 24 hr, p<0.019 and p<0.018; 48 hr, p<0.025 and p<0.002; 
and 72 hr, p<0.015 and p<0.052; Figure 4a). In comparison, animals in the no odor and 2-MB 
control groups showed no significant changes in freezing over time (p>0.05). These results 
indicate that the increased freezing is not the consequence of a non-associative process such as 
habituation (produced by repeated exposures to the same context) or a general non-fearful 
response to an aversive odor.  
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Unconditioned responses to the predator odor 
During the coyote urine exposure, we did not observe freezing but rather the presence of 
an escape response characterized by an increase in the average speed during this trial (speed 
(cm/s): baseline = 7.73 ± 0.28, coyote = 9.2 ± 0.55; t34 = -2.3, p<0.028). It is important to note 
that unconditioned responses to predator odors vary depending on the experimental and 
 
Figure 4.	  a, Coyote odor produces contextual fear conditioning. Increased long-term freezing was observed 
after a single 4 min exposure to coyote odor (n=14). This increase in freezing is significant at all long-term 
memory retrieval time points beginning at 6 hours after conditioning. This freezing response is not observed 
in control animals exposed to water (n=12) or 2-MB (n=6), a pungent odor derived from spoiled food. b, 
During US exposure, mice avoid crossing into the center region containing coyote odor (n=20) significantly 
more than 2-MB (n=8) and water (n=12). Histograms indicate mean number of crossings into the area where 
the odor is located during odor presentation. c, Mice significantly avoided the center of the context during 
coyote odor exposure, and continued to avoid the center during memory retrieval tests compared with 
baseline, though not to the same degree. Histograms indicate mean percent time spent in the center of the 
context in the first 3 minutes of each session. d, Mice spent significantly more time stretch attending during 
coyote. Although this behavior remained somewhat elevated during the 1 hr session, the increase not 
significantly different from baseline (Tukey test, p>0.05). Histograms indicate mean percent time spent 
stretch attending from the perimeter of the context. Error bars indicate ± SEM, asterisks denote a 
significance level of p<0.05. 	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contextual conditions (Rosen, et al. 2008). In our paradigm, in which animals are exposed to the 
predator odor in a medium-sized chamber that allows moderate avoidance of the aversive 
stimulus, this escape behavior is prevalent. We did not observe changes in speed in the control 
group exposed to water (p>0.05) and only a trend toward significance in the 2-MB group 
(p=0.06). We also quantified the number of crossings into the center of the environment where 
the odor was located, and found that mice exposed to coyote odor crossed into the center 
significantly less than those exposed to water or 2-MB (coyote vs. water: t32 = 3.43, p<0.002; 
coyote vs. 2-MB: t26 = 2.65, p<0.013; Figure 4b). Together, these data suggest that coyote odor is 
a powerful and innate fearful stimulus to mice.  
We also examined other fear responses in mice exposed to the coyote odor, including 
avoidance and risk assessment. For avoidance, we again calculated the percentage of time spent 
in the center closest to the odor for each session. We found that mice significantly avoided the 
center during coyote odor exposure, and continued to avoid the center during the first three 
minutes of subsequent memory retrieval tests compared with baseline, though not to the same 
degree as during coyote odor exposure (F6,68 =11.31, p<0.001; Tukey tests indicated that time 
spent in center during baseline was significantly higher than all subsequent sessions, p<0.001, 
Figure 4c). We noted that not only did mice avoid the center of the environment, they also tended 
to circle the perimeter and periodically stretch into the center to investigate the odor. Stretch-
attend postures are frequently used measures of risk assessment behavior, indicated by a flat-back 
position and an increase in body length (Grant and Mackintosh, 1963; Dielenberg and McGregor, 
2001). Therefore, we measured the percentage of time animals spent elongated in a stretch-attend 
position from the outer perimeter of the context. Mice showed a significant increase in stretch-
attend posture during coyote odor exposure relative to baseline and all long-term sessions (F6,65 
=5.3, p<0.001, Tukey tests, p<0.05, Figure 4d). These results suggest an increase in risk 
assessment behavior during predator odor exposure. Indeed, it has been shown that animals 
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exhibit a variety of fear responses to predators based on factors such as proximity; when danger is 
imminent, it is beneficial for animals to exhibit a flight response, as freezing is only effective if 
the predator is not in close proximity (for review, see Eilam, 2005). Accordingly, in our paradigm 
we do not observe freezing during predator odor exposure but an increase in speed, avoidance, 
and risk assessment behaviors. However, these defensive behaviors are attenuated in the long 
term, and an increase in freezing is observed. These findings suggest that our paradigm allows us 
to dissociate specific unconditioned responses associated with the presence of the predator cue 
and learned conditioned responses associated with fear learning.  
 
Context-specificity of predator odor conditioning 
 Although contextual fear conditioning is usually specific to the training context, learned 
fear can sometimes become generalized to other similar contexts and elicit a diminished fear 
response in an unconditioned context (Bolles and Collier, 1976; Fanselow, 1980). To determine 
the context-specificity of fear conditioning with coyote urine, we concurrently tested a subset of 
animals in a similar neutral environment (context B). These context B trials were tested at the 
baseline, 24 hr, and 72 hr time points, and presentations of the training context and the neutral 
context occurred in a semirandom order. Animals did not display significant changes in freezing 
in the neutral environment (baseline vs. 24 hr: t35 = 0.82, p>0.05; 24 vs. 72 hr: t34 = 0.91, p>0.05; 
data not shown), indicating that the observed fear response was specific to the conditioning 
context.  
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Effects of changes in US intensity and prolonged CS exposure 
In conditioning paradigms using electric shock, the level of conditioning can be 
modulated by varying the intensity of the US. The reduction of shock intensity can result in 
reduced freezing (Baldi, et al. 2004) and faster extinction (Martin and Riess, 1969). To assess 
whether changing the 
concentration of coyote 
urine also affects learning 
in our paradigm, we 
exposed three groups of 
animals to different 
concentrations of coyote 
urine. While reducing the 
US intensity did not affect 
learning at 6 hr and 24 hr, 
animals exposed to 
decreasing US intensities 
displayed corresponding 
decreases in long-term 
conditioning at 48 hr and 
72 hr (effect of group: F2,13 
= 1.03, p>0.05, n.s.; effect 
of session: F6,76 = 12.35, 
p<0.001; interaction: F12,76 
= 2.818, p<0.003; Tukey 
 
Figure 5. Effects of manipulating US intensity and CS exposure. a, 
Decreasing the concentration of coyote urine (US) used in fear 
conditioning resulted in faster extinction of long-term fear (100% coyote: 
n=6; 50% coyote: n=5; 20% coyote: n=5). b, A prolonged exposure to 
the context (CS) after conditioning produced extinction, which was 
evidenced by a reduction of freezing to baseline levels (fear conditioning 
group: n=14; extinction group: n=16). Dotted line indicates extinction 
training (30 min). Error bars indicate ± SEM, asterisks denote a 
significance level of p<0.05.  
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tests indicated that at 48 hr, 100% and 20% coyote were significantly different, p<0.017; and at 
72 hr, 100% was significantly different from 50% and 20%, p<0.03; Figure 5a). These results 
indicate that the intensity of the predator odor modulates the level of conditioning to the context 
by producing faster extinction of the fear response.  
To further characterize our predator odor fear conditioning paradigm, we also assessed 
the effects of prolonged exposure to the context. Studies have shown that while short exposures to 
the context after presentation of the US result in retrieval of the fearful memory, long exposures 
to the context can produce extinction (for review, see Quirk et al., 2010). To assess these effects 
in our paradigm, we exposed animals to the training context for 30 minutes shortly after the 24 hr 
retrieval time point. Animals displayed normal freezing up to 24 hr as expected; however, after a 
prolonged exposure to the training context, freezing levels returned to baseline (effect of group: 
F1,34 = 2.307, p=0.137, n.s.; effect of session: F5,152 = 13.683, p<0.001; interaction: F5,152 = 2.871, 
p<0.017; Tukey tests indicated a significant difference between groups at 48 hr and 72 hr, 
p<0.008; Figure 5b). These results confirm that in our paradigm, short exposures (10 min) to the 
context result in retrieval of the fearful memory, whereas longer exposures (30 min) lead to 
extinction. It is important to note that although freezing was sustained 72 hr after conditioning 
during short retrieval tests, prolonged long-term testing would also eventually lead to extinction. 
In a few animals, we observed that freezing levels began to attenuate at 120 hr post-conditioning 
(unpublished observations). Taken together, the effects of US intensity and CS exposure suggest 
that our novel predator odor paradigm can be modulated by the same parameters known to 
modulate shock-dependent contextual fear conditioning paradigms.  
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Involvement of the Dorsal and Ventral Hippocampus in Predator Odor Fear Conditioning 
 
Effects of selective hippocampal lesions 
A significant amount of research has implicated the hippocampus in contextual fear conditioning 
(for review, see Anagnostaras et al., 2001; Maren and Holt, 2000; but see Gewirtz et al., 2000). 
However, the precise role of the hippocampus and its subregions in predator odor contextual fear 
conditioning is unclear. The DH is well connected with brain regions relaying visual and spatial 
information, whereas the VH receives heavy input from regions controlling emotion and anxiety 
(Kerr et al., 2007; Kjelstrup et al., 2008; Majak and Pitkanen, 2003; Petrovich et al., 2001; Siegel and 
Tassoni, 1971). These neuroanatomical differences suggest that the dorsal and ventral regions may 
differentially contribute to contextual conditioning by creating a representation of the spatial 
context and placing a fearful event within that context, respectively. To determine the involvement 
of these regions in predator odor-induced contextual fear, we performed region-specific excitotoxic 
lesions.  
 Four groups of mice were included in this lesion study. One group received bilateral 
NMDA lesions in the DH while another received sham surgeries in the DH. A third group 
received bilateral NMDA lesions to the VH, and the final group received sham surgeries in the 
VH. Only mice that displayed evidence of substantial damage to the CA1, CA3, and dentate 
gyrus in either the DH or VH were included in these lesion groups (Figure 6). Animals with 
complete hippocampal lesions were excluded from the analysis. All groups were run in the fear 
conditioning paradigm described above. In the DH lesion animals, 16%-34% of the entire 
hippocampus was lesioned, whereas 23%-60% of the hippocampus was lesioned in the VH lesion 
animals (Figure 7).  
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Figure 6.	   Representative micrographs of rostro-caudal coronal sections after Nissl staining. a, Histology 
from an unlesioned animal. b, Histology from a DH lesion animal. c, Histology from a VH lesion animal. In 
lesioned areas, cell bodies are ablated and the pyramidal cell layer appears faint and indistinct, as indicated 
by the arrows. This contrasts with the well-defined dark cell body layers observed in unlesioned regions.	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After conditioning, the DH lesion group displayed significantly lower freezing than the 
shams (effect of group: F1,15 = 8.235, p<0.012; effect of session: F6,86 = 8.268, p<0.001; 
interaction: F6,86 = 2.332, p<0.04; Tukey multiple comparisons: 1 hr, p<0.005; 6 hr, p<0.003; 24 
hr, p<0.008; 48 hr, p<0.032; 72 hr, p<0.027; Figure 8a). The VH lesion group exhibited a similar 
reduction of long-term freezing compared with VH shams (effect of group: F1,16 = 11.574, 
 
Figure 7.	  Schematic representations of hippocampal lesions indicating the minimum and maximum extent of 
lesions in the a, dorsal and b, ventral hippocampus. Blue indicates the extent of the largest lesions while 
yellow indicates the extent of the smallest lesions included in the analyses. Only mice displaying evidence of 
substantial damage to the CA1, CA3, and dentate gyrus of each subregion were included in the behavioral 
analyses. In DH lesion animals, 16%-34% of the entire hippocampus was lesioned whereas 23%-60% of the 
hippocampus was lesioned in VH lesion animals. 	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p<0.004; effect of session: F6,93 = 5.899, p<0.001; interaction: F6,93 = 2.858, p<0.013; Tukey 
multiple comparisons: 1 hr, p=0.004; 6 hr, p<0.002; 24 hr, p<0.006; 48hrs, p<0.001; 72hrs, 
p<0.006, Figure 8b). Additionally, the extent of the long-term deficits produced by DH lesions 
was equal to that produced by VH lesions (effect of group: F1,16 = 0.363, p>0.05, n.s.), suggesting 
that both regions are required for contextual fear memory consolidation during predator odor 
conditioning. Notably, histological analysis of VH lesions revealed that a subset of animals 
exhibited unilateral lesions. These animals were not included in the overall analysis; however, we 
found that even unilateral lesions resulted in freezing behavior maintained at baseline levels (F6,24 
= 1.746, p>0.05, n=5). Thus, 
unilateral VH lesions were 
sufficient to produce severe fear 
conditioning deficits, further 
underscoring the importance of 
this region in contextual fear 
conditioning.  
We also examined 
crossings into the center (i.e., the 
location of the odor) at all time 
points in each group (Table 1). A 
2-way ANOVA with repeated 
measures indicated a significant 
effect of group (F2,243=6.7, 
p<0.003), a significant effect of 
session (F6,243=10.55, p<0.001), 
 
 
Figure 8.	  Contextual fear conditioning with coyote odor requires 
the dorsal and ventral hippocampus. a, Lesions of the DH (n=9) 
disrupt the long-term freezing response while DH sham animals 
(n=8) exhibit normal freezing responses in the long term.  b, 
Lesions of the ventral hippocampus (n=9) also disrupt the 
conditioned freezing response while VH sham animals (n=9) 
exhibit normal freezing responses in the long term. Error bars 
indicate ± SEM, asterisks denote a significance level of p<0.05. 	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and a significant interaction 
between the groups 
(F12,243=2.44, p<0.005). Only 
nonlesioned animals crossed 
into the center significantly less 
than baseline at all time points 
during and after conditioning 
(Tukey tests, p<0.05), indicating that nonlesioned animals displayed avoidance of the center even 
after the coyote odor was removed during memory retrieval tests. Interestingly, the DH lesion 
group displayed decreased crossings during the coyote odor session (Tukey tests, p<0.05) but 
resumed baseline levels of crossings in all memory retrieval sessions. In contrast, crossings in VH 
lesion animals remained relatively high at all time points, and were significantly different from 
the both the nonlesioned controls and the DH lesion animals during the coyote session (Tukey 
tests, p<0.003, Figure 9). Together, these results indicate that unlike DH lesion and nonlesioned 
animals, VH lesion animals do not 
display fear in the presence of the 
predator odor, which suggests that this 
region in particular is involved in the 
processing of innate fear responses. 
These results in conjunction with our 
freezing data suggest that both the DH 
and VH are necessary for contextual 
fear conditioning; however, their 
specific roles appear to be different.   
 
  Table 1.	  Crossings into the center of the context per minute.
 
 
 
Figure 9.	   VH lesion animals (n=8) crossed significantly 
more into the center of the context during presentation of 
the predator odor compared to DH lesion (n=9) and 
nonlesioned animals (n=18). DH lesion animals did not 
differ from nonlesioned animals. Lesions of the VH may 
inhibit the processing of fearful odors. Error bars indicate ± 
SEM, asterisks denote a significance level of p<0.05. 	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Differential c-fos expression in the dorsal and ventral hippocampus 
To further differentiate the roles of the dorsal and ventral regions in predator odor fear 
conditioning, we examined c-fos expression in area CA1 along the longitudinal  hippocampal axis 
one hour after predator odor contextual conditioning. C-fos is an immediate-early gene (IEG) 
commonly used as a marker of cellular activation and has been shown to increase in hippocampal 
neurons after fear conditioning (Radulovic et al., 1998; Tronson et al., 2009). In these 
experiments, we focused on area CA1 for several reasons. First, a previous study found a strong 
pattern of c-fos expression after conditioning in this subfield (Tronson et al., 2009). Second, the 
CA1 subfield of the VH sends the heaviest hippocampal projections to the amygdala (Pitkanen et 
al., 2000), which may hold significance for hippocampal encoding of emotional information. 
Finally, olfactory afferents, which are critical for predator odor learning, converge most densely 
in the CA1 subfield (Kerr et al., 2007; Majak and Pitkanen, 2003). Three groups of mice were 
used: one group was exposed to the predator odor in the training context, one group was exposed 
to the context without the odor (water was used in place of the odor), and one group remained in 
the home cage. Mice exposed to the context with or without the odor were pre-exposed to the 
context twice as described in the fear conditioning paradigm above, and were then returned to the 
home cage and sacrificed one hour after removal from the context. The mice remaining in the 
home cage did not receive any exposures to the context or the odor. We did not assess c-fos 
expression in groups of lesioned animals because previous studies of IEG expression have shown 
that even incomplete lesions of the hippocampus block IEG expression associated with learning 
(Fletcher et al., 2006; Vann et al., 2000).  
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 We found that c-fos expression in the DH was significantly elevated in both groups of 
mice exposed to the context (i.e., fear conditioned and water-exposed control animals) compared 
with the animals left in the home cage (fear conditioned vs. home cage: t11 = 2.26, p<0.05; control 
 
 
Figure 10.	  a, Example photomicrographs of c-fos protein expression in the dorsal and ventral hippocampus 
1 hour after fear conditioning (n = 7) or context exposure (n = 6), compared with baseline home cage 
expression (n = 6). b, In the DH, c-fos expression is similar between fear conditioned and context exposed 
animals, and is significantly higher than in home cage animals. c, In the ventral hippocampus, c-fos 
expression is increased in animals exposed to the context, but is significantly higher in fear conditioned 
animals. Error bars indicate ± SEM, asterisks denote a significance level of p<0.05.  
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vs. home cage: t10 = 2.37, p<0.04, Figure 10, a & b). Additionally, there was no difference in DH 
c-fos expression between the two groups exposed to the context (p>0.05), suggesting that the DH 
is involved in the formation of the representation of a context but may not play a role in 
associating the fearful stimulus with that context. However, we found significantly increased c-
fos expression in the VH in animals exposed to the predator odor compared to both the control 
and home cage groups (fear conditioned vs. home cage: t11 = 4.01, p<0.002; fear conditioned vs. 
control: t11 = 2.82, p<0.02, Figure 10, a & c). Furthermore, the control group exposed to the 
context also exhibited elevated c-fos expression in the VH relative to the home cage group (t10 = 
2.33, p<0.042). Taken together, these data suggest that in addition to contributing to the 
formation of the contextual representation, the VH may play a more direct role in associating the 
context with a US in contextual fear conditioning.  
 
 
Discussion 
Here we have demonstrated the effective use of a predator odor as the fearful stimulus in 
contextual fear conditioning. Similar to paradigms involving shock, conditioning with coyote 
urine results in context-specific freezing, and the extent of this fear response is sensitive to 
changes in stimulus intensity and prolonged exposure to the context. Moreover, region-specific 
lesions indicate that this type of contextual fear learning requires the function of both the DH and 
VH. Although this paradigm requires both the DH and VH for memory of the context, the ventral 
region appears to be more involved in modulating defensive behaviors associated with fear of 
predators. Additionally, since the ventral region appears to contribute to the memory of a context, 
this area may also participate in associating the context with a fearful stimulus.  
We did not observe unconditioned freezing in the presence of the predator odor but rather 
an escape response characterized by increased average velocity (Blanchard et al., 2001). This 
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finding is similar to those reported in studies using shock, in which unconditioned fear responses 
include increased locomotor activity; however, shock also produces other more vigorous 
defensive behaviors in rodents (Bolles and Fanselow, 1980; Fanselow, 1982; Osborne et al., 
1975). This is possibly a result of the pain component involved in fear conditioning using an 
electric shock, whereas predator odor fear conditioning is not physically painful. The escape 
response observed in the presence of the predator odor is evolutionarily relevant, as flight is a 
basic defensive instinct observed across innumerable species (for review, see Bolles, 1970; 
Eilam, 2005). Interestingly, it has also been shown that rodents trained in small enclosures 
display unconditioned freezing to but not avoidance of the synthetic predator odor TMT (Wallace 
and Rosen, 2000). These findings support the idea that defensive behaviors in response to 
predator odors are complex responses shaped by environmental demands (Bolles, 1970).  
Regarding fear learning, past studies using predator odors as the US in contextual fear 
conditioning have had variable success and have been contingent upon the predator odor used, 
experimental parameters, and the protocol (Rosen et al., 2008). A majority of paradigms rely on 
measures such as avoidance and place preference rather than conditioned freezing as an index of 
fear learning (Dielenberg and McGregor, 2001; Fendt and Endres, 2008; Rosen et al., 2008). 
These measures have produced inconsistent results between studies, likely due to the fact that the 
quantification of such measures is largely dependent on contextual setup (e.g. time spent in a hide 
box or avoidance of the conditioning chamber in a multi-chamber setup). While a few studies 
have reported conditioned freezing to the context in response to a predator odor exposure, 
freezing was often observed only under specific circumstances, such as in small enclosures that 
possibly prevented animals from displaying other escape behaviors (Wallace and Rosen, 2000). 
One explanation for the general lack of consistent conditioned freezing in response to predator 
odors is that an overly expansive context may fail to take on predictive value from a predator 
odor; another is that the odor cue may not provide specific spatial or temporal information due to 
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its volatile nature. To address these concerns, we used a moderate-sized training environment that 
neither restricted movement nor provided safe hiding areas. Additionally, we presented animals 
with ample pre-exposure to the context prior to conditioning, which has been shown to facilitate 
learning (Fanselow, 1986). We also used a long exposure to the predator odor (4 minutes) to 
allow time for the association of the context with the US. These experimental conditions 
combined with the use of a strong predator odor resulted in consistent freezing in response to the 
association of the context with the US. Moreover, the conditioned freezing response was specific 
to the training context and was not observed in animals exposed to water or a non-fearful aversive 
odor. Therefore, the coyote urine paradigm characterized here allows the use of conditioned 
freezing as a marker of contextual fear, which is advantageous in that it offers a consistent and 
reliable index of fear memory.  
The predator odor paradigm presented here is also sensitive to some of the variables that 
affect shock-induced fear conditioning. We found that a prolonged exposure to the context after 
conditioning results in extinction of the learned fear response, which is consistent with other 
studies using electrical shock (Mamiya et al., 2009; Suzuki et al., 2008). Furthermore, similar to 
paradigms using shock in which the intensity of the US has been shown to modulate the rate of 
extinction (Kehoe and White, 2002), we found that the intensity of the US is inversely 
proportional to the rate of extinction. Interestingly, while studies using shock often show that 
decreased US intensity correlates with a reduced CR (Young and Fanselow, 1992), we did not 
observe an initial decrease in freezing in response to decreasing the concentration of predator 
odor, which may be due to a ceiling effect. The rodent olfactory system is extremely sensitive; 
therefore, reducing the concentration of coyote urine may not affect freezing levels because the 
olfactory receptors are still saturated by the pungent coyote smell. Additionally, the level of 
behavioral fear expression may be partially governed by the experimental setup. Wallace and 
Rosen (2000) showed that increased TMT concentrations produce increased levels of freezing in 
42 
 
the presence of the odor when animals are tested in a very small enclosure that prevents escape or 
avoidance responses. However, different behavioral responses may manifest from manipulations 
of experimental conditions, and our failure to observe a reduction in freezing with decreased 
coyote concentration may be a reflection of the conditions under which the animals were tested. 
Alternatively, it is also possible that electrical shock and coyote odor support fear conditioning 
differently, as shock is physically painful while predator odors are psychologically aversive 
(Ferrero et al., 2011). Furthermore, the neural circuitry underlying US input varies between shock 
and predator odor, so the two types of conditioning could be expected to induce slightly different 
behavioral responses. Despite this difference, the similarities between shock-induced fear 
conditioning and the paradigm presented here suggest that predator odor-induced fear 
conditioning may require some of the same physiological and molecular mechanisms responsible 
for the consolidation and retrieval of shock-induced fear memories.  
While much research has implicated the hippocampus in contextual fear learning (Kim 
and Fanselow, 1992; Phillips and LeDoux, 1994; Maren et al., 1997; Rudy et al., 2002; Bouton et 
al., 2006; Ji and Maren, 2007), the relative contributions of the dorsal and ventral regions are less 
clear. It has been suggested that the DH and VH play functionally distinct roles, the dorsal area 
being more involved in spatial processing and the ventral region in fear and anxiety (reviewed in 
Fanselow and Dong, 2010; Moser and Moser, 1998). This idea is supported by studies showing 
that lesions of the DH but not the VH impair spatial memory, while lesions specific to the VH 
affect stress and emotional responses (Henke, 1990; Kjelstrup et al., 2002; Moser et al., 1995; but 
see Rudy and Matus-Amat, 2005). Our lesion data indicate that both the DH and VH are required 
for contextual fear memory induced by a predator odor, since fear memory is eliminated by 
independent lesions of both regions. These data suggest that having only one subregion intact is 
not sufficient to compensate for the loss of the other (or else partial memory deficits would be 
observed). In our study, we found that the only differences between dorsal- and ventral-lesion 
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animals occurred during exposure to coyote urine. In this trial, the VH lesion group displayed an 
increased number of crossings into the center where the coyote odor was located, suggesting that 
these animals were less fearful. Recent studies examining the circuitry underlying defensive 
reactions to predator odors have shown that the VH, in addition to other brain regions including 
the amygdala and medial hypothalamus, plays an important role in mediating innate fear of 
predators (Blanchard et al., 2005; Canteras et al., 1997; Dielenberg et al., 2001; McGregor et al., 
2004). Therefore, it is possible that the absence of an escape response in the VH-lesion animals 
reflects an absence or reduction of unconditioned fear, which may contribute to the attenuated 
learning observed in the long term. Thus, while the deficits caused by lesions to the DH can be 
explained by a failure to associate the context with the fearful cue, the deficits caused by lesions 
to the VH may at least be partially due to an inability to process innate fear of the predator odor.  
A previous study investigating the effects of lesions on cat odor-induced fear 
conditioning found that lesions to the VH but not the DH reduced defensive behaviors and 
conditioned fear (Pentkowski et al., 2006). Interestingly, this study did not find an effect of dorsal 
lesions on contextual fear even when electrical shock was used as the unconditioned stimulus. 
This result contrasts with a large body of work indicating that the DH is necessary for the 
formation of the contextual representation in contextual fear learning (Phillips and LeDoux, 1992; 
Kim and Fanselow, 1992; Barrientos et al., 2002; Matus-Amat et al., 2004). Our findings partially 
corroborate the results of Pentkowski et al. (2006) by suggesting that the VH is necessary for the 
expression of defensive behaviors. However, in agreement with many other studies, we also find 
that the DH plays an important role in the formation of the contextual representation. It is 
possible that some of the differences between our results and those reported by Pentkowski et al. 
are related to the training chambers used for conditioning. In the Pentkowski study, the authors 
used very simple conditioning chambers that did not contain any discrete visual cues; therefore, 
formation of the contextual representation might have only required encoding of general spatial 
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features, which could possibly be mediated by the VH alone. However, the training chamber used 
in our study contained distinctive spatial cues. It has been shown that the formation of more 
complex spatial representations requires the DH (Matus-Amat et al., 2004; Barrientos et al., 2002; 
Moser et al., 1993; Maguire et al., 1997; McNaughton et al., 1983). Moreover, we report that 
animals can discriminate the training context from a context of the same size and shape 
containing a different set of visual cues. This type of visually cued contextual discrimination has 
also been shown to require the DH (for review, see Anagnostaras et al., 2001).  
It is important to note that our lesion data do not exclude the possibility that the VH plays 
a role in forming a contextual representation. Indeed, our analysis of c-fos expression in area CA1 
suggests that both the dorsal and ventral regions contribute to the formation of memory for the 
context. These results support previous findings using electrical shock-induced conditioning 
(Maren and Holt, 2004; Rudy and Matus-Amat, 2005). Furthermore, these data support an 
emerging body of evidence indicating that the VH processes contextual information for a variety 
of tasks. For example, the VH contributes to context-induced reinstatement of drug seeking 
behavior (Lasseter et al., 2010), and leptin-mediated contextual inhibition of food-related 
memories (Kanoski et al., 2011). Since the ventral region is the main hippocampal output to the 
amygdala (Pitkanen et al., 2000), the primary brain structure mediating fear learning, this output 
may convey the contextual information necessary for fear conditioning.  
 Neuroanatomically, predator odor information is first sensed by the main and accessory 
olfactory systems (Samuelsen and Meredith, 2009; Kobayakawa et al., 2007). This information 
converges in the posterior and medial nuclei of the amygdala (Canteras et al., 1992; Kemppainen 
et al., 2002), which are heavily connected with the VH (Canteras et al., 1995; Kemppainen et al., 
2002; Pitkanen et al., 2000). In turn, the VH sends indirect projections to several areas of the 
hypothalamus that are crucial for the integration of defensive behaviors (Canteras et al., 2001; 
Canteras, 2002). Contextual information is first processed by the DH and other temporal lobe 
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regions (Kim and Fanselow, 1992; Phillips and LeDoux, 1992; Maren et al., 1997; Maren and 
Holt, 2000; Majchrzak et al., 2006), and is likely sent to the amygdala via the VH (Pitkanen et al., 
2000). Together, these data suggest that the VH is in an ideal position to modulate defensive 
behaviors and may participate in the integration of emotional and spatial information. Our c-fos 
results support this idea, since activity in the VH is enhanced after both context and predator odor 
exposure.  
In conclusion, our results demonstrate that coyote urine can be effectively used as an 
ethologically relevant stimulus for the study of learned fear. This contextual fear conditioning 
paradigm differentially requires the dorsal and ventral hippocampal regions for distinct aspects of 
fear learning. The evolutionary relevance of predator odors may be particularly useful for 
developing animal models of fear and anxiety, ultimately contributing to our understanding of the 
underlying circuitry of learned fear.  
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Abstract 
Fear is an emotional response to danger that is highly conserved throughout evolution 
because it is critical for survival. Accordingly, episodic memory for fearful locations is widely 
studied using contextual fear conditioning, a hippocampus-dependent task (Kim and Fanselow, 
1992; Phillips and LeDoux, 1992). The hippocampus has been implicated in episodic emotional 
memory and is thought to integrate emotional stimuli within a spatial framework. Physiological 
evidence supporting the role of the hippocampus in contextual fear indicates that pyramidal cells 
in this region, which fire in specific locations as an animal moves through an environment, shift 
their preferred firing locations shortly after the presentation of an aversive stimulus (Moita et al., 
2004). However, the long-term physiological mechanisms through which emotional memories are 
encoded by the hippocampus are unknown. Here we show that during and directly after a fearful 
experience, new hippocampal representations are established and persist in the long term. We 
recorded from the same place cells in mouse hippocampal area CA1 over several days during 
predator odor contextual fear conditioning and found that a subset of cells changed their preferred 
firing locations in response to the fearful stimulus. Furthermore, the newly formed representations 
of the fearful context stabilized in the long term. Our results demonstrate that place cells respond 
to the presence of an aversive stimulus, modify their firing patterns during emotional learning, 
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and stabilize a long-term spatial representation in response to a fearful encounter. The persistent 
nature of these representations may contribute to the enduring quality of emotional memories.  
 
 
Introduction  
A vast amount of research implicates the hippocampus in the retrieval of episodic 
memory, and it is thought that this region provides the contextual framework for the encoding of 
emotional events (Knierim, 2003). The role of the hippocampus in episodic emotional memory is 
commonly studied using Pavlovian contextual fear conditioning, a hippocampus-dependent task 
in which a neutral context [conditioned stimulus (CS)] becomes associated with an aversive event 
[unconditioned stimulus, (US)], producing a conditioned response evident when the CS is 
presented alone (Pavlov, 1927; Kim and Fanselow, 1992; Phillips and LeDoux, 1992).  
Physiological evidence implicating the hippocampus in contextual memory comes from 
the observation that pyramidal cells in this region fire in specific locations (the cell’s firing field) 
as an animal moves through an environment (O'Keefe and Dostrovsky, 1971). These place cells 
respond to environmental changes through remapping, a property reflected by the tendency of a 
cell to shift its preferred firing location (for review, see Colgin et al., 2008). Importantly, 
remapping can be modulated by parameters other than spatial cues (Markus et al., 1995; Wood et 
al., 1999; Huxter et al., 2003; Kentros et al., 2004; Smith and Mizumori, 2006; Muzzio et al., 
2009b), allowing the hippocampus to generate several multimodal representations of a single 
context. However, under some conditions place cells display high stability by firing in the same 
location during consecutive exposures to a particular environment. Since stability requires the 
same biochemical cascades necessary for memory consolidation and long-term potentiation 
(Kentros et al., 1998; Rotenberg et al., 2000; Agnihotri et al., 2004), it is thought to be a neural 
correlate of spatial memory.  
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One parameter that has been shown to modulate place cell stability in the short term is 
fear (Moita et al., 2004), yet the physiological correlates of unconditioned and long-term 
conditioned fear in the hippocampus are unknown. This is in part due to the common use of 
electric shock as a US, since shock results in electrical noise (Oler et al., 2008) in addition to 
aggressive defense behavior not conducive to maintaining stable recordings (Ulrich, 1966). 
Moreover, shock produces high levels of freezing (Blanchard and Blanchard, 1969), a stereotypic 
response to fear that prevents full exploration of the environment essential for place cell 
recordings (O'Keefe, 1978). Taking advantage of the ethological relevance of predator odors and 
the moderate conditioned freezing they produce (Takahashi et al., 2007), we developed a novel 
contextual fear conditioning paradigm using coyote urine. Predator odor has an additional 
advantage over shock in that it is a relatively diffuse fearful stimulus, which ensures that any 
place cell remapping observed is not related to the precise location of the fearful stimulus. Using 
this predator odor fear conditioning paradigm, we found that a majority of place cells remapped 
in response to predator odor exposure, and these newly formed representations stabilized in the 
long term. These findings may have important implications for understanding the persistence of 
fearful episodic memories.  
 
 
Materials and Methods 
Subjects 
Male C57BL/6 mice 2-5 months of age (Jackson Laboratory, Bar Harbor, ME) were 
housed individually on a 12-hour light/dark cycle and allowed access to food and water ad 
libitum for at least two weeks prior to behavioral experiments. In the behavioral experiments, 25 
mice were used in the fear conditioned group and 21 were used as controls. Of these, 7 fear 
conditioned and 3 control animals were also used for cellular recordings. Animal living 
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conditions were consistent with the standard required by the Association for Assessment and 
Accreditation of Laboratory Animal Care (AAALAC). All experiments were approved by the 
Institution of Animal Care and Use Committee of the University of Pennsylvania and were 
carried out in accordance with NIH guidelines.  
 
Fear Conditioning 
Mice were habituated to the training context (a Plexiglas cylinder 35 cm in diameter with 
visual cues along the wall) one day prior to conditioning, and a baseline freezing measure was 
taken in the same context immediately prior to predator odor exposure (Fig. 9a). Mice were then 
exposed to 20 drops of 100% coyote urine (Maine Outdoor Solutions, Hermon, ME), presented 
by saturating a 2.5 x 2.5 cm square paper towel placed in the center of the training context. A 
short-term memory retrieval test was given one hour after conditioning, followed by a test session 
six hours later as well as daily long-term memory tests at 24-hour intervals post-conditioning. All 
sessions except the coyote odor exposure lasted 10 minutes. During these sessions, the paper 
towel was wetted with water (no odor) to ensure that the context remained the same except for the 
odor itself. The coyote odor session lasted 4 minutes, but was extended to 5 minutes during 
electrophysiology experiments to allow for complete sampling of the environment. The control 
animals were treated in the same manner as the fear conditioned animals, following the same 
schedule of context exposures. However, these animals were only exposed to water in place of 
the predator odor. A single context was used throughout the experiment; long-lasting odor 
contamination was prevented by scrubbing the apparatus several times with bleach, soap, and 
water immediately after removal of the paper towel wetted with coyote urine, followed by further 
cleaning with ethanol. Ethanol was also used for standard cleaning between all sessions, so any 
odor left by the ethanol was constant throughout the experiment. The training room was aired out 
with multiple fans for the entire hour in between the coyote session and the 1 hour retention test. 
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During control experiments, the context was treated with the same cleaning regimen for 
consistency. A subset of fear conditioned animals (n = 20) was tested in a neutral context in 
addition to the training context in a counterbalanced order. The neutral context, which was 
located in a different room but was similar to the conditioning context in size, shape, and number 
of visual cues, was only presented at certain time points to prevent fatigue as a result of excessive 
exploratory activity.  
In order to obtain consistent predator odor conditioning, a moderately sized conditioning 
chamber was used to prevent rapid diffusion of the odor. This was important because an overly 
large context may fail to take on predictive value from a predator odor (Rosen et al., 2008).  
 
Behavioral Analyses 
All behavioral measures were analyzed using the Limelight tracking system (Coulburn 
Instruments, Whitehall, PA) and Excel (Microsoft, Redmond, WA). Freezing was defined as the 
percentage of time an animal spent immobile using a maximum speed threshold of 0.6 cm/sec, 
and analyzed using Limelight and Excel. Average speed was calculated excluding time spent 
freezing. Avoidance was measured as the amount of time spent in the outer ring furthest from the 
odor when the context was divided by three equally spaced concentric circles. We also measured 
elongation, since stretch-attend postures, marked by a flat-back position and increase in body 
length, are the most frequently used measures of defensive risk assessment behavior (Grant and 
Mackintosh, 1963; Dielenberg and McGregor, 2001). The threshold for elongation was set at a 
minimum body length (from nose to base of tail) of 8.8 cm, a parameter that was determined 
experimentally through observation prior to analysis with Limelight. All instances in which 
animals displayed a body length of 8.8 cm or greater were included in the total percentage of time 
spent elongated.  
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Surgery 
Mice were anesthetized with a mixture of ketamine (100 mg/kg) and xylazine (10 mg/kg) 
administered intraperitoneally (0.1 ml/kg). The mice were then placed into a stereotaxic frame in 
a flat skull position (David Kopf Instruments, Tujunga, CA). Craniotomies were performed at the 
following coordinates from bregma (in mm): AP, -1.7; ML, -1.6. Drivable 6-tetrode microdrives 
were implanted, with recording electrodes placed directly above the dorsal hippocampus (depth 
from dura: DV, -1.0). A ground wire was connected to a screw placed on the contralateral side of 
the skull. The headstages were secured to the animals’ skulls with cyanoacrylate and dental 
cement. Animals were allowed at least one full week of recovery prior to beginning 
electrophysiological experiments.  
 
Electrophysiology 
The headstage was connected to a tethered unity gain amplifier with green and orange 
light-emitting diodes (LEDs) for tracking the position of the animal’s head. The tether cable was 
connected to a distribution panel, and units were amplified using a thirty two-channel amplifier 
(Neuralynx, Bozeman, MT). Electrical signals were amplified between 2,500 and 10,000 times 
and filtered between 400-9,000 Hz. The amplifier output was digitized at 30.3 kHz. The position 
of the animal and electrophysiological data were recorded by Cheetah Data Acquisition software 
(Neuralynx, Bozeman, MN) on a HP xw4400 workstation computer. Beginning at least one week 
after surgery, neural activity from each tetrode was screened daily. The search for cells was 
conducted in a large cylindrical environment different from the one used in behavioral 
experiments. The electrode bundle was advanced by 15-20 µm steps per day; lowering the 
tetrodes in small steps served to increase the stability of the recordings (Kentros et al., 2004; 
Muzzio et al., 2009b). Pyramidal cells were identified by their characteristic tendency to fire in 
complex spikes, bursts of 2-7 spikes of decreasing extracellular amplitude that fire at short (5-7 
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ms) interspike intervals (Ranck, 1973). Once pyramidal cells were located in the hippocampus, 
individual cells were isolated to facilitate visualization of the cells during the experiments and 
provide a way to assess recording stability (see Data Analysis below). Experiments were begun 
only when recordings were stable for at least 18 hours. Long-term recordings were considered 
stable when cells had the same cluster boundaries over two sessions (at least 18 hours apart), and 
the waveforms obtained from all four wires of a tetrode were identical (see Figure 4b).  
 
Histology 
Electrode placement was verified after completion of recordings. Animals were 
anesthetized with a mixture of ketamine (100 mg/kg) and xylazine (10 mg/kg). Final electrode 
positions were marked by passing a current (0.1 mA for 5 seconds) through the tetrodes that 
yielded unit data (53500 Lesion Making Device, Ugo Basile, Comerio VA, Italy). Transcardial 
perfusion was performed on the animals with 0.01M phosphate buffer solution (PBS) followed by 
10% formalin (Fisher Scientific, Hampton, NH). The brains were removed and fixed at 4°C for at 
least 24 hours in 10% formalin containing 3% potassium ferrocyanide (J.T. Baker, Deventer, 
Netherlands) for Prussian blue staining. They were then transferred to a 30% sucrose solution and 
kept for at least 48 hours at 4°C for cryoprotection. Brains were then cryosectioned (30 µm, 
coronal) and Nissl stained with cresyl violet using standard histological procedures (Powers and 
Clark, 1955).  
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Data Analysis 
After completion of the experiments, units were cluster cut and analyzed using MClust 
software (developed by A. David Redish, University of Minnesota). Cells were only accepted for 
analysis if they formed isolated clusters with clear Gaussian ellipses and minimal overlap with 
surrounding cells and noise, and exhibited long-term recording stability as described above and in 
previous studies. For long-term recording stability, cells had to exhibit stable waveforms and 
distinct cluster boundaries overimposed between consecutive sessions. To ensure cluster quality 
we also computed isolation distance, a measure of how separated a cluster is from other spikes 
recorded on the same tetrode (Harris et al., 2001; Schmitzer-Torbert et al., 2005). Since this 
parameter reflects the radius of the smallest ellipsoid from the center of the cluster under study to 
noise or other spikes, the variability of this measure for each cell also provided a measure of 
recording stability. If the isolation distance of a cluster in a given session was more than two 
standard deviations above or below the mean across sessions, the cell was not included in the 
analysis. Additionally, cells that fired less than 25 spikes in each session were excluded from the 
analysis. In all, 69 cells met our criteria for inclusion: 48 cells from 7 fear conditioned animals 
and 20 cells from 3 control animals were included in the analyses (Table 2). Of these, 16 cells 
	  
 
Table 2.	   Number of cells recorded per mouse. Two mice from the fear 
conditioned group (6 & 7) were only included in the short-term analyses 
due to poor long-term cluster quality. These data show that all animals in 
the fear conditioned group displayed long-term correlations higher than 
those observed in the control group, indicating that our results are 
consistent across animals. Means ± SEM are shown. 	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from 2 fear conditioned animals exhibited poor long-term cluster quality and therefore were only 
included in the short-term remapping analyses. We were able to record 23 cells from fear 
conditioned animals and 10 cells from control animals up to 120 hours.  
To analyze place fields, two sets of data were generated, one containing the spike rate 
(total number of spikes in each pixel) and the other containing the total amount of time spent by 
the animal in each pixel. Dividing the spike array by the time array yielded a spike rate map, a 
two-dimensional representation of the environment with each pixel color-coded for time-averaged 
firing rate. Different colors on the map represented differences in firing frequency. The 
generation of these maps was done with code written in C (S. Matthew Stead, Mayo Clinic, MN). 
Only periods of movement were included in the place field analysis, during which the minimum 
walking speed was 3 cm/s. Place field stability was assessed by performing pixel-by-pixel 
Pearson R crosscorrelations between maps. To calculate the percentage of cells that remapped or 
remained stable, cells exhibiting correlation values below 0.21 were considered remapping, and 
cells with correlation values 0.21 or above were considered stable. This remapping index was 
obtained by correlating neuronal activity between the training context and a neutral context, and 
represents the degree of remapping observed between two environments of the same shape and 
size with different visual cues. To characterize changes in firing rate due to fear conditioning, we 
analyzed in-field firing rates. A rate change index for each cell was calculated by dividing the 
difference in firing rates between each session and its preceding session by the sum of the rates 
([session – previous session]/[sum]). To determine whether each cell displayed a long-term 
increase in firing rate relative to pre-conditioning sessions, we averaged the firing rates of the 
baseline and habituation sessions and compared this value with the average firing rate of all long-
term sessions (6 hr – 120 hr) for that cell. If the average value of the long-term sessions was 
greater than that of the pre-conditioning sessions, the cell was considered to have shown an 
increase in firing rate in the long term. Additionally, we analyzed center of mass (COM) shift, 
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coherence, and field size. The COM for each cell was computed by determining the x and y 
coordinates that corresponded to the spatial location displaying the highest firing rate of the cell’s 
place field in each trial; COM shift is a parameter that evaluates the displacement of the COM 
between sessions. Coherence is a measure that evaluates the organization of the field, calculated 
as the Z transform of the correlation of each pixel with its eight neighboring pixels. Field size was 
calculated by measuring the number of contiguous pixels that clustered together. Only fields that 
contained 9 or more contiguous pixels were included in these analyses.  
 
Statistics 
Statistical analysis was performed with SigmaStat (Aspire Software International, 
Ashburn, VA) and Excel (Microsoft, Redmond, WA). Paired t-tests were used to compare 
freezing and correlation values obtained in the conditioning and neutral contexts in addition to 
rate change within fear conditioned animals. Independent t-tests were used to compare short-term 
correlations, the degree of short-term remapping, correlations between 1 hr and long-term 
sessions, correlations between 1 hr and 120 hr in stable and remapping cells, average long-term 
correlations, and isolation distance between the experimental and control groups. For isolation 
distance, the t-test was computed over mean values for all sessions. Two-way analyses of 
variance (ANOVA) with repeated measures and Tukey post-hoc tests were used to compare 
freezing behavior and speed between the fear conditioned and control groups. A one-way 
ANOVA with repeated measures was used to compare behaviors (speed, avoidance, and 
elongation) during coyote odor exposure with other sessions within the fear conditioned group.  
 The statistical analyses of average correlation values and other cell parameters (i.e. COM, 
firing rate, field size, and coherence) over time between fear conditioned and control animals 
were conducted using linear mixed models (or multilevel models, see Verbeke, 2000; McCulloch, 
2001; Raudenbush, 2002; Goldstein, 2010). Mixed models have been shown to be more effective 
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than traditional linear models (e.g. ANOVA/MANOVA) for longitudinal studies with missing 
values or unbalanced conditions because they provide powerful and flexible algorithms that do 
not depend upon stringent assumptions such as sphericity and allow all of the available data to be 
used (Maxwell and Delaney, 2004). Because some cells were lost before the last retrieval test 
(120 hr session), this analysis was the most appropriate.  
A mixed model approach is a fusion between Bayesian and frequentist inferences; both 
Bayesian and mixed model approaches are hierarchical statistical models in which decisions 
about the data distribution are made a priori. However, in Bayesian approaches all parameters 
must be specified, whereas in mixed models unknown parameters are estimated from the data, as 
in frequentist statistics (Goldstein, 2010). Here we use a mixed-model approach with a random 
slope model defined as follows: 
 
In this statistical approach, each dependent variable (DEP.VAR) can be approximated by 
the random slope model and the error (ε), which represents what is not accounted for by the terms 
of the model. The random slope model includes two components: a fixed component [the addition 
of the p independent variables or experimental treatments (X) with their corresponding β 
parameters, representing what each treatment explains about the variance of the dependent 
variables], and a random component [the addition of the q variables (Z) with their corresponding 
u parameters, which measure variance in the experimental units (i) following changes in the 
independent variables, or treatments]. In our design, the fixed components (p) consist of the three 
treatment effects: group (coyote or control), session (time of testing), and their interaction 
(group*session). These variable definitions coincide with that of classic linear models. The cells 
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in our study were represented by the random component, which accounts for variations in the 
experimental units. Moreover, in longitudinal designs, mixed models estimate the experimental 
units’ variability more precisely by specifying an additional term, session (time of testing, 
modeled as a continuous variable). Thus, both terms would be nested (the Session/cells term in 
the equation shown above), allowing for the possibility that different cells display changes at 
varying rates; for example, some cells may display changes in stability faster than others. We 
conducted preliminary statistical analyses with this random slope equation, which we applied to 
all the dependent variables in our study. We also applied alternative mixed-model equations: a 
simpler one (random intercept model) and more complex ones with different error covariance 
structures (unstructured and first-order auto-regressive models). We contrasted the different 
alternative mixed-models using the Akaike information criterion test, concluding that the random 
slope model was the most efficient. The use of the random slope model involves the estimation of 
all the parameters (β and u in the equation shown above) from the data with maximum likelihood 
estimations. These estimations were then used to compute the probability values through 
conventional t-tests.  
 In all mixed-model analyses, we first tested group by session interactions. If there was a 
significant interaction, we tested for simple effects of group on each individual session using the 
multiple comparisons maxT type test statistic for mixed model estimates (Maxwell and Delaney, 
2004). If there was no significant interaction, we tested for main effects of group. If the group 
was significant, post hoc tests were not necessary since this variable had only two levels. All 
mixed model analyses were performed using GNU R software, (R Foundation for Statistical 
Computing) with nlme, lme4, and multcomp libraries (Faraway, 2006) and code written by M.M. 
Ramos Álvarez.  
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For all statistics, we used a significance level of 0.05. In all figures, an asterisk denotes a 
significant difference with p <0.05, and error bars indicate ± SEM. Error bars were adjusted in 
each session according to the number of cells included.  
 
 
Results 
 
Predator Odor Fear Conditioning 
 
To examine the role of the hippocampus in contextual fear memory, we first developed a 
novel contextual fear conditioning paradigm using a predator odor as the US. In the past, the 
success of such paradigms has been largely dependent on experimental conditions, and their 
efficacy has not been consistent (Rosen et al., 2008). Therefore, we tested the responses of 
C57BL/6 mice to a variety of predator odors and selected coyote urine as the most effective 
fearful stimulus (M. E. Wang, unpublished observations). To fear condition mice, we first 
habituated them to the training context one day prior to conditioning; this exposure enables the 
animal to form a representation of the context beneficial for contextual conditioning (Young et 
al., 1994). The following day, animals were placed in the same environment to take a baseline 
freezing measure, and were then odor-exposed as described in Materials & Methods (Figure 11a). 
As a control, we exposed a different group of mice to water rather than the predator odor, 
following the same schedule of context exposures. In both groups, fear was assessed in each 
session by calculating the cumulative percentage of time the animal spent freezing (maximum 
speed threshold: 0.6 cm/sec) (Blanchard and Blanchard, 1969).  
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Unconditioned responses to predator odor 
We did not observe significant freezing during predator odor exposure, but rather an 
escape response characterized by an increase in average speed of movement (effect of session 
within the FC group: F6, 96 = 13.13, p<0.001; Tukey post-hoc tests indicated significantly 
 
Figure 11. a, A fear conditioning protocol was designed with coyote urine as the US. The neutral context 
condition was run in a subset of fear conditioned animals. b, c, and d, Unconditioned responses to coyote 
odor in the fear conditioned group comprising speed, avoidance, and elongation, respectively. e, Fear 
conditioned animals (n=25) froze significantly more than control animals (n=21) exposed to water beginning 
at 6 hours after coyote odor exposure. f, Fear memory acquisition was specific to the training context, as 
fear conditioned animals did not freeze in a similar neutral context. bl: baseline, coy: coyote odor session. 
Means ± SEM are shown in b-f. *p<0.05.  
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increased speed during coyote relative to all other sessions, p<0.005; Figure 11b). Additionally, 
we observed avoidance of the predator odor, as measured by increased time spent in the outer 
ring of the context furthest from the odor (effect of session within the FC group: F6, 94 = 44.89, 
p<0.001; Tukey post-hoc tests indicated significantly increased avoidance during coyote, 
p<0.001; Figure 11c). Furthermore, animals tended to circle the outer perimeter and stretch into 
the center to investigate the predator odor. Since stretch-attend postures, marked by a flat-back 
position and increase in body length, are the most frequently used measures of defensive risk 
assessment behavior (Grant and Mackintosh, 1963; Dielenberg and McGregor, 2001), we 
measured body elongation and observed an increase during coyote odor exposure (effect of 
session within the FC group: F6, 65 = 7.91, p<0.001; Tukey post-hoc tests indicated significantly 
increased elongation during coyote (p<0.001) compared to all other sessions except 1 hour 
(p<0.095); Figure 11d). Together, these results demonstrate that rather than freezing, mice 
exhibited other defensive behaviors in the presence of coyote odor. Moreover, since the 
unconditioned defensive responses to the odor were relatively mild, this paradigm allowed us to 
characterize spatial representations in the hippocampus during exposure to the fearful stimulus 
without interference from electrical noise (Oler et al., 2008), excessive freezing (Moita et al., 
2004), or more aggressive unconditioned responses (e.g., jumping) produced by shock.  
Interestingly, the expression of some defensive behaviors persisted in the short term even 
in the absence of the predator odor. While there was a slight increase in freezing at 1 hr, this 
increase was not significant (Figure 11e). This was likely due to the intermixing of freezing with 
other fear responses that disappear when freezing reaches its maximal expression. For example, 
increased risk assessment indicated by body elongation remains moderately high during the 1 hr 
session but returns to baseline levels beginning at 6 hours after conditioning, coinciding with an 
increase in freezing (Figure 11d). This negative correlation suggests that in our paradigm, 
freezing is associated with the long-term expression of fear memory, whereas other behavioral 
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measures may reflect a more immediate threat. From an evolutionary perspective, freezing is an 
effective fear response only if a predator is not in close proximity. However, in the presence of 
immediate danger, it is sometimes beneficial to switch to a flight response (Eilam, 2005). Our 
behavioral findings in the presence of predator odor, such as increased speed and avoidance, 
reflect these differential fear responses.  
 
Long-term freezing in response to predator odor exposure 
We found that one exposure to coyote odor produced significantly increased freezing 
during all memory retrieval tests after 6 hours in the fear conditioned group, whereas the control 
group did not exhibit increased freezing behavior (effect of group: F1, 38 = 5.757, p<0.03; effect of 
session: F6, 251 = 7.869, p<0.001; interaction: F6, 251 = 2.796, p<0.02; Tukey post-hoc tests 
indicated significantly increased freezing at 6 hr, 24 hr, 48 hr and 72 hr, p<0.05; Figure 11e). 
These data suggest that the observed freezing was not due to a non-associative process such as 
habituation. Additionally, the fear conditioned animals exhibited context-specific fear, since 
concurrent testing in a neutral context showed that freezing was elevated only in the conditioning 
context (24 hr: t18 = 2.23, p<0.04; 72 hr: t13 = 3.08, p<0.005; Figure 11f). Altogether, these results 
indicate that our predator odor fear conditioning paradigm is effective in producing long-term 
contextual fear memories. Importantly, this paradigm produced moderate but consistent levels of 
freezing. On average, animals in the fear conditioned group did not spend more than 25% of each 
retention test session freezing, compared to approximately 15% freezing in the control group. 
Thus, the moderate long-term freezing levels elicited by predator odor conditioning permit full 
sampling of the context necessary for the analysis of place cell activity (Figure 12a).  
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Effects of Fear on Place Cell 
Activity 
 
To examine the effects 
of learned fear on place cell 
activity, we recorded from 
place cells in area CA1 of the 
dorsal hippocampus in vivo 
during predator odor contextual 
fear conditioning. For 
optimized recording stability, 
we implanted animals slightly 
above the hippocampus and 
moved the electrodes slowly 
over several weeks to minimize 
inflammatory responses 
(Kentros et al., 2004; Muzzio et 
al., 2009b). Once hippocampal 
cells were identified by their 
characteristic firing patterns 
(Ranck, 1973), we assessed recording stability by examining waveform and cluster constancy 
(Figure 12b, Figure 13a & f). Isolation distance was calculated to provide a measure of cluster 
quality (see Methods), and cells in both groups displayed similar values (t47 = -0.39, p = 0.34). 
We then generated place cell rate maps and compared the maps of each recording session with 
that of the subsequent session, calculating correlations between sessions on a pixel-by-pixel basis 
 
 
Figure 12. a, Fear conditioning does not affect sampling of the 
context. Representative examples of trajectories from two fear 
conditioned (upper panel) and two control (lower panel) animals 
recorded in the training context before and after coyote odor 
exposure. Both animals sample all regions of the environment, 
which is essential for place cell recordings. The 24 hr session is 
shown because the conditioned freezing response peaks at this 
time point. b, Example of clusters and waveforms showing long-
term recording stability. The two cells shown were recorded for five 
days (120 hours) exhibiting minimal or no drift. Features used for 
cluster cutting included energy (i.e. sum of squared amplitude), 
peak amplitude, and time.  
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Figure 13. a, b, c, d, and e, Examples of rate maps generated from cells recorded in fear conditioned 
animals. In these maps, yellow indicates areas visited by the animal where the place cell does not fire, 
whereas increasingly vivid colors indicate higher firing frequencies. Cells exhibited heterogeneous 
responses during and shortly after fear conditioning: some were stable during predator odor exposure but 
remapped at one hour (a), some remapped during coyote odor exposure and again at 1 hr (b and c), some 
remained stable throughout (d), and some remapped in coyote but stabilized the new coyote map at 1 hr (e). 
In all examples, cells became stable in the long term and the map that stabilizes is similar to the one formed 
directly after coyote odor exposure (1 hr session). The blue cluster is the example cell shown in a. e, 
Example of a rate map generated from a cell recorded in a control animal exposed to water. This place field 
is stable in the short term (baseline, water, and 1 hr sessions) but unstable in the long term (24 hr through 
120 hr). The green cluster is the example cell shown in e. Waveform and cluster constancy indicate stability 
in the recordings. Peak firing frequency for each session is indicated above each rate map. 
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for each cell. Only periods of movement during which the minimum walking speed was 3 cm/s 
were included in the place field analysis. Importantly, when periods of freezing were excluded, 
there was no difference in average speed between the fear conditioned and control animals in any 
of the 10-minute sessions (effect of group: F1, 5 = 0.535, p = 0.46).  
 
Short-term effects of fear on place cell activity 
To determine the short-term effects of fear on place cell activity, we analyzed 48 cells 
from seven fear conditioned animals and 20 cells from three control animals (Table 2). The 
control group exhibited high short-term stability, indicated by high correlations between place 
fields, as has been previously shown (Kentros et al., 2004; Muzzio et al., 2009b). On the other 
hand, the fear conditioned group exhibited significantly decreased stability during both the 
conditioning and 1 hr test sessions compared to the control group (t63 = -2.73, p<0.009 and t56 = -
3.4, p<0.002 respectively, Figure 13, Figure 14a). A remapping index (r = 0.21) was obtained by 
calculating the average stability between two contexts with different visual cues (see Methods). 
Cells exhibiting correlation values of 0.21 or below between a session and its preceding session 
were considered unstable, or remapping, and cells with correlation values above 0.21 were 
considered stable. We found that 42% of place cells remapped, displaying a shift in place field 
firing location, during coyote odor exposure, compared to 10% of cells in control animals not 
exposed to the predator odor. Interestingly, when animals were reintroduced to the context shortly 
after the odor exposure (1 hr session), 53% of cells in the experimental group displayed 
remapping in comparison to the coyote odor session while no unstable cells were observed in the 
control group. Although there does not appear to be an overall difference between the baseline 
long-term correlation scores and those reported during the coyote odor and 1 hr sessions (Figure 
15a), it is important to note that in contrast to the long-term place field instability usually 
observed in mice in the absence of a task contingency (Kentros et al., 2004; Muzzio et al.,
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2009b), remapping in this case occurs during consecutive short-term sessions, which are typically 
very stable as observed in the control group. During these trials, we also looked for cells 
disappearing and new cells appearing in response to coyote odor exposure, but did not find 
evidence of this sort of remapping.  
 
 
Figure 14. a, Comparison of 
average correlations between 
groups during short-term 
sessions. The fear conditioned 
groups shows significantly lower 
short-term correlations due to 
remapping in a subset of cells. b, 
Within fear conditioned animals, 
short-term remapping induced by 
fear was more robust than long-
term remapping between 
habituation and baseline. c, and 
d, Between-group comparisons 
of stable and remapping cells 
between baseline and coyote 
odor exposure (c) and baseline 
and 1 hr (d). Unstable cells in the 
fear conditioned group remapped 
significantly more than the few 
unstable cells in the control 
group in both sessions. 
Furthermore, stable cells were 
also significantly less stable in 
the fear conditioned group when 
comparing the baseline and 1 hr 
sessions (d). e, Top: pie chart 
showing percentage of stable 
(58%) and remapping (42%) cells 
during coyote odor exposure. 
Within these two groups, cells 
are further subdivided into their 
responses one hour after 
conditioning. Bottom: pie chart 
showing percentage of stable 
(90%) and remapping (10%) cells 
during the conditioning session of 
the control group. There are no 
further subdivisions of cells in the 
control group because no 
remapping is observed between 
the conditioning session and the 
1 hr session. Dotted lines 
indicate stability threshold (r = 
0.21). Means ± SEM are shown. 
*p<0.05. 
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We performed additional analyses to more closely investigate the remapping 
phenomenon observed during and shortly after fear conditioning. One possibility is that the 
instability observed after the coyote odor session is due to the cells reverting to their preferred 
firing location before coyote odor exposure. If this were the case, a high correlation between the 1 
hr and baseline sessions would be expected. Alternatively, if the animals’ perception of the 
environment changes after conditioning, the cells would likely display further remapping at 1 hr. 
In this case, we would anticipate a low correlation between the baseline and 1 hr sessions. To 
address these possibilities, we calculated the correlation between the 1 hr and baseline sessions. 
We found that this average correlation was relatively low in the conditioned animals, similar to 
those observed when comparing baseline to coyote odor exposure and odor exposure to 1 hr 
(Figure 14a). Moreover, this correlation value was significantly different from the high stability 
observed in control cells (baseline vs. 1 hr sessions between groups: t59 = -2.55, p<0.014). These 
results suggest that animals perceive the context as different after predator odor exposure.  
To further characterize the short-term remapping observed after conditioning, we 
examined how cells responded during the 1 hr session based on their stability during coyote odor 
exposure  (Figure 14e). We found that 23% of all cells were stable during the coyote odor 
exposure and remapped only in the 1 hr session (Figure 13a), suggesting that some cells 
selectively respond to the learned emotional valence of the context rather than to the odor itself. 
The 42% of cells that remapped during coyote odor exposure (unstable cells) was composed of 
30% that remapped further at 1 hr (Figure 13, b and c) and 12% that stabilized the fields formed 
during the coyote odor session (Figure 13e). Additionally, we found that 35% of all cells did not 
respond to predator odor exposure at all, remaining stable throughout odor exposure and 1 hr later 
(Figure 13d).  
In order to quantify the degree of remapping observed in response to conditioning 
described above, we used the remapping index (0.21) to divide the recorded cells into two 
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subpopulations for each session: unstable and stable. First, we examined these subpopulations 
within the fear conditioned group to determine if there were differences in stability prior to and 
after conditioning. We compared these subpopulations between habituation and baseline, baseline 
and coyote odor exposure, coyote odor exposure and 1 hr, and baseline and 1 hr sessions (Figure 
14b). We found that while fear conditioning had no effect on stable cells, the subpopulation of 
unstable cells displayed significantly lower correlations during and after conditioning than in 
baseline sessions (hab/bl vs. bl/coy: t32 = 2.62, p<0.014; hab/bl vs. coy/1hr: t35 = 2.18, p<0.04; 
hab/bl vs. bl/1hr: t27 = 3.45, p<0.003). These results indicate that among unstable cells, the 
remapping observed in response to fear conditioning is more robust than baseline remapping. 
Importantly, this robust remapping occurred in consecutive recording sessions, whereas the more 
moderate baseline remapping occurred in sessions recorded 18-20 hours apart. Since long-term 
representations recorded in mice are typically characterized by relatively low stability in contrast 
to high short-term stability, the pronounced remapping observed in unstable cells as a 
consequence of conditioning is particularly meaningful.   
We then compared stable and unstable cells between groups in the same sessions to 
determine if the degree of remapping in unstable cells was different between the conditioned and 
control groups. We found that correlations of unstable cells during and shortly after the 
conditioning session were significantly lower than those in the control group during the same 
time points (comparisons between conditioned and control groups: baseline-coyote: t19 = -2.24, 
p<0.04, and baseline-1 hr: t15 = -2.64, p<0.02; Figure 14, c and d). In fact, the few unstable cells 
in the control group displayed correlation values only slightly below the remapping index (0.21). 
These analyses indicate that among unstable cells, there is significantly more remapping in the 
conditioned animals than in control animals during the same sessions. Furthermore, the stable 
cells in the conditioned group also displayed lower correlations than those in the control group 
when comparing the 1 hr and baseline sessions (t43 = 3.25, p<0.03, Figure 14d), suggesting that 
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the overall stability of short-term representations was affected by conditioning. Together, these 
findings suggest that during and shortly after US exposure, cells in the fear conditioned group 
display a significant degree of remapping.  
We also analyzed shifts in the center of mass (COM), an additional measure of stability 
that evaluates displacement in the center of the place field between sessions. We found that COM 
shifts corresponded with our previous remapping analyses and increased significantly during and 
directly after fear conditioning, reflecting the lower correlations observed in a subset of cells 
(effect of session: F8, 215 = 2.222, p<0.027; interaction: F8, 215  = 5.514, p<0.0001; post-hoc analysis 
indicated that groups were significantly different during coyote, p<0.0001, and 1 hr, p<0.026; 
Table 3). Although it appears that the enhanced COM shifts observed during the coyote and 1 hr 
sessions relative to baseline are more robust than the changes observed in the correlation analysis 
relative to baseline, it is important to note that COM shifts are a correlated but different measure 
of stability. Thus, 
although the two 
analyses do not 
produce precisely the 
same results, they are 
not inconsistent. These 
results illustrate that 
hippocampal neurons 
display a variety of 
cellular changes in 
response to coyote odor 
exposure.  
     Table 3.	  Firing properties of hippocampal place cells. 	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In addition to partial remapping, we found that 92.3% of the cells recorded during coyote 
odor exposure displayed an increase in firing rate. On average, the in-field firing rate doubled 
during the coyote odor session in comparison to the baseline session and was observed in cells 
that were stable as well as those that remapped (effect of group: F1, 50 = 8.325, p<0.006; session: 
F9, 298 = 5.532, p<0.0001; interaction: F9, 298 = 2.484, p<0.01; multiple comparisons indicated 
significantly increased in-field firing rates during coyote, p<0.0001; and 1 hr, p<0.015; Figure 
16a). We quantified rate change between sessions in the fear conditioned group by calculating a 
rate difference of the in-field firing rate for each cell ([session – previous session]/[sum]). During 
coyote odor exposure, this rate change was significantly higher than the baseline change in firing 
rate (t27 = -2.55, p<0.017, Figure 16b). At 1 hr after conditioning, the change in firing rate 
decreased significantly from the coyote odor session (t24 = 4.35, p<0.001). Additionally, there 
appeared to be an increase in firing rate change at 1 hr from the baseline session compared to the 
baseline rate change, though this trend did not reach significance (p = 0.058). These changes in 
firing rate observed in the conditioned group are a further indication that the presence of a 
predator odor significantly alters the hippocampal representation of a context. Together, our 
findings indicate that exposure to a fearful stimulus changes an animal’s perception of a context, 
resulting in the formation of a novel hippocampal representation of the environment.  
 
Long-term effects of fear on place cell activity 
We continued recording from the same neurons for up to five days (120 hours) after fear 
conditioning to determine the long-term effects of fear on place cell activity. We found 
significantly increased stability between all consecutive long-term memory retrieval test sessions 
beginning at 24 hours post-conditioning (effect of session: F8, 291 = 4.347, p<0.0001; interaction: 
F8, 291 = 5.599, p<0.0001, post-hoc analysis indicated that groups were significantly different at 
24/48 hr, 48/72 hr, 72/96 hr, and 96/120 hr, p<0.05; Figure 15a). Moreover, conditioning 
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decreased COM shifts between sessions in the long term, an additional indicator of long-term 
stability (effect of session: F8, 215 = 2.222, p<0.027; interaction: F8, 215 = 5.514, p<0.0001; groups 
significantly different at 72 hr, p<0.0001; and 120 hr, p<0.043; there was also a trend toward 
 
Figure 15. a, Average place field correlations indicating stability over time. The control group exhibited high 
short-term stability, while the fear conditioned group exhibited remapping during both the conditioning and 1 
hr sessions. In the long term, only cells in the fear conditioned group displayed increases in stability 
beginning at 24 hours post-conditioning. b, Average place field correlations between the 1 hr session and 
each long-term test session. The maps stabilizing in the long term resembled those formed after predator 
odor exposure, as evidenced by continually high correlations between the 1 hr session and each of the long-
term sessions. Conversely, control animals exhibited a steady long-term decrease in stability in 
corresponding sessions. c, All cells tended to form maps in the long term that resembled the 1 hr session 
regardless of whether they showed short-term remapping or stability, and were significantly different from 
the average correlation between 1 hr and 120 hrs of all cells in the control group. Histogram shows average 
correlations between 1 hr and 120 hr sessions. d, Place field stability in the training context compared to a 
neutral context in fear conditioned animals. Between 24 hr and 72 hr there was an increase in stability that 
was specific to the training context. hab: habituation, bl: baseline, coy: coyote. Means ± SEM are shown. 
*p<0.05. 
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significance at 96 hr, p = 0.145; Table 3). Interestingly, many of the maps stabilizing in the long 
term tended to resemble those formed directly after predator odor exposure, as evidenced by 
relatively high correlations between the 1 hr and long-term sessions compared with the control 
group in corresponding sessions (Figure 15b). The control animals exhibited a steady long-term 
decrease in place field similarity, with significantly less stability between the 1 hr and 120 hr 
sessions (t26 = 3.077, p<0.006; trends at 1hr/96hr, p = 0.072; and 1hr/72 hr, p = 0.075). Upon 
further analysis, 90% of cells in the fear conditioned group were stable between the 1 hour and 
120 hour sessions, compared to 37.5% in control animals. This long-term stability was apparent 
regardless of whether the cell remapped or remained stable during the coyote odor and 1 hr 
sessions, and was significantly different from the control group (p<0.05, Figure 15c). Therefore, 
our data indicate that the representations occurring shortly after fear conditioning stabilize in the 
long term.  
To corroborate the place field stabilization observed after conditioning, we also examined 
the long-term effects of fear conditioning on firing rate. Conditioning increased in-field firing 
rates at various long-term retrieval sessions (effect of group: F1, 50 = 8.325, p<0.006; effect of 
session: F9, 298 = 5.532, p<0.0001; interaction: F9, 298 = 2.484, p<0.01; Figure 16a). Post-hoc 
multiple comparisons indicated that firing rates were significantly different at 72 hr (p<0.047) 
with a trend toward significance at other long-term tests (24 hr: p=0.075, 48 hr: p=0.108, 96 hr: 
p=0.110). These data suggest a long-lasting effect of fear conditioning on place cell firing rates. 
Importantly, 40% of all cells from the fear conditioned group did not display long-term increases 
in firing rate relative to pre-conditioning sessions. We calculated average long-term stability for 
these cells by taking the mean of correlations between all long-term sessions (from 6 hr/24 hr to 
96 hr/120 hr) for each cell, and compared these values with those of the control group. We found 
that stability was significantly higher in fear conditioned animals even when excluding cells 
exhibiting increased long-term firing rates (t29 = 2.76, p<0.01). These data confirm that the 
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increase in place cell stability 
observed after fear 
conditioning occurs 
independently of changes in 
firing rate. Furthermore, the 
increases in place field 
stability and firing rates 
occurred without differences 
in field size between groups 
(p>0.05), indicating that the 
observed changes are not a 
result of place field 
expansion.  
It is of interest to note 
that our firing rates are 
slightly lower than those 
previously reported in mice. 
This may be accounted for by 
the size of our training 
context, as place cell firing 
rates are partially a function of speed. Our smaller context, which allowed animals to move freely 
but prevented long bouts of high-speed running, was necessary to obtain contextual conditioning 
using a predator odor (see Materials and Methods). As a result, the average speed of movement in 
this study was 4.7 cm/sec, which is lower than the average speeds observed when mice were 
placed in larger contexts (Muzzio et al., 2009b; Kentros et al., 2004). However, our firing rates 
 
Figure 16. Fear conditioning affects in-field firing rate. a, Histograms 
showing average in-field firing rate. Fear conditioned animals 
displayed significantly higher in-field firing rates during coyote odor, 1 
hr, and 72 hr sessions, with a trend toward significance at other long-
term tests (24 hr, 48 hr, 96 hr). b, Firing rate changes during the 
coyote odor and 1 hr sessions in the conditioned group. The firing 
rate change was determined for each cell using the following formula: 
[session – previous session]/[sum]. The rate change between 
habituation and baseline sessions was close to zero. During coyote 
odor exposure, this rate change was significantly higher than the 
baseline change in firing rate. At 1 hr after conditioning, the change in 
firing rate decreased significantly from the coyote odor session but 
remained high compared to the baseline session, though this effect 
did not reach statistical significance (p = 0.058). hab: habituation, bl: 
baseline, coy: coyote. Means ± SEM are shown. *p<0.05. 
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are comparable to previously reported values obtained when mice were placed in a context of a 
similar size (McHugh et al., 2007). Furthermore, since both the control and fear conditioned 
groups displayed similar average speeds, the resulting lower average firing rates observed in both 
groups do not affect the significance of our findings.  
To determine the specificity of the stabilization effect, we recorded from two fear 
conditioned animals in a neutral context concurrent with training. The long-term increase in place 
cell stability observed in the fear conditioned group was specific to the training context and was 
not observed in the neutral context (interaction: F1, 32 = 5.75, p<0.03, post-hoc analysis indicated 
that contexts were significantly different in 24/72 hr comparison, p<0.05; Figure 15d). Our results 
indicate that animals discriminate the conditioning context on both the behavioral and 
physiological levels. Additionally, we observed an increase in coherence of place fields after 
conditioning, indicative of enhanced field organization (effect of session: F9, 351 = 1.933, p<0.047; 
interaction: F9, 351 = 2.117, p<0.028; post-hoc tests indicated significantly higher coherence in FC 
group at 1 hr, p<0.043; and 96 hr, p<0.037; with a trend toward significance at 72 hr, p = 0.107; 
and 120 hr, p = 0.066; Table 3). It is important to note that on average, our coherence values are 
moderate because they are dependent upon the amount of time an animal spends in an 
environment. To study fear conditioning it was essential to find a balance between proper 
sampling and preventing extinction, which required recording relatively short sessions. Finally, 
we correlated average long-term freezing with average long-term place field stability in fear 
conditioned animals. While there was a moderate positive correlation between freezing and place 
cell stability (r = 0.33), this was not statistically significant (p>0.05). Altogether, these data 
suggest that a novel spatial representation of a fearful context is formed in the hippocampus 
directly after a fearful event, and this representation persists in the long term.  
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Discussion 
We have demonstrated that the hippocampus contributes to contextual fear memory 
formation by creating a distinct, stable spatial representation of the location in which a fearful 
event occurs. This was evidenced by increased long-term place field stability and enhanced firing 
rates observed in animals conditioned to the predator odor; these effects were not seen in animals 
exposed only to water. Importantly, the stabilized spatial representations resemble those formed 
shortly after predator odor exposure. These results suggest that the spatial map formed 
immediately after a fearful event can persist over a sustained period of time, paralleling the long-
lasting nature of emotional memories. While it is possible that other processes, such as increased 
arousal or attention to the context, may contribute to the observed long-term stability, these 
processes are potential corollaries of fear conditioning and do not preclude contextual fear 
learning as the likely cause of place cell stabilization.  
This is the first study in which place cell activity has been successfully recorded during 
the presentation of a US. Interestingly, we found that the US used in this study produced only 
partial remapping, a phenomenon that has been previously described in place cell populations 
(Quirk et al., 1990; Tanila et al., 1997; Knierim, 2002; Anderson and Jeffery, 2003). Since place 
cells can be influenced by both spatial and nonspatial cues such as task contingencies (for review, 
see Muzzio et al., 2009a) and odors placed in varying locations (Wood et al., 1999; Muzzio et al., 
2009b), it is likely that the cells remaining stable during coyote odor exposure primarily encode 
visuospatial information, while the remapping cells are sensitive to other contextual cues such as 
odor or emotional valence. Additionally, our findings support the view that partial remapping is a 
product of various reference frames modulating the activity of different sets of hippocampal cells 
(Colgin et al., 2008). Several place cell studies have shown that reference frames can be fixed to 
visuospatial landmarks, behavioral states, or task-relevant information, demonstrating the 
coexistence of multiple representations of a single environment (Wiener et al., 1989; Markus et 
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al., 1995; Gothard et al., 1996; Zinyuk et al., 2000; Ferbinteanu and Shapiro, 2003). Thus, the 
partial remapping we observed may be produced by two different reference frames: one 
associated with spatial cues and the other with emotional valence.  
The remapping observed shortly after predator odor exposure is consistent with a 
previous finding that place cells remap one hour after contextual conditioning with electric shock 
(Moita et al., 2004). This remapping is of particular interest because the presence of the odor 
itself is a possible source of remapping during conditioning. As the predator odor is not 
physically present during the 1 hr trial, it is likely that the novel representations formed shortly 
after coyote odor exposure are a direct response to new emotional significance ascribed to the 
context. It then follows that the representations occurring one hour after fear conditioning 
stabilize in the long term, because the same negative emotional valence of the context is present 
during the long-term memory retrieval tests while the odor is not. From a molecular standpoint, 
the hippocampal representations formed one hour after fear conditioning may be consolidated 
because it is the animals’ final exposure to the fearful environment prior to protein synthesis and 
long-term memory consolidation (Bourtchouladze et al., 1998). Memories are dynamic and 
susceptible to changes over time, particularly when a memory is initially encoded. During this 
period, the memory trace is labile and can be modified (McGaugh, 1966). Therefore, the 
instability observed in the short term could be a result of the labile nature of short-term memories 
correlating with the experience of fear learning; however, once a memory is consolidated its 
representation may become stable over time. In accordance with this idea, we found significantly 
increased stability beginning at 24 hours post-conditioning. This is consistent with previous 
findings that implicate the hippocampus specifically in long-term contextual memory: 
hippocampal lesions impair contextual fear memory 24 hours but not immediately after fear 
conditioning (Kim et al., 1993), and long-term memory storage in this region requires late protein 
synthesis 12 hours after acquisition (Bekinschtein et al., 2007). 
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Previous studies have indicated that firing rates can be affected by changes in nonspatial 
sensory inputs, which are primarily relayed to the hippocampus through the lateral entorhinal 
cortex (Deshmukh and Knierim, 2011). Accordingly, changes in place cell firing rates have been 
observed in response to a previously fear-conditioned tone played while an animal passes through 
a particular cell’s firing field (Moita et al., 2003). Since nonspatial task-relevant stimuli have also 
been shown to modify firing rates (Muzzio et al., 2009b), the robust increase in firing rate 
observed during presentation of the US is potentially a result of the change in sensory salience of 
the context created by introducing the predator odor. Furthermore, the maintenance of moderately 
elevated firing rates after conditioning suggests that the animal continues perceiving the context 
as salient in the long term.  
An intriguing question concerns the necessity of consolidating contextual representations 
in the hippocampus. Several lines of evidence indicate that while the hippocampus is required for 
the formation and initial consolidation of new memories, this region becomes less critical as time 
passes (Frankland and Bontempi, 2005). Thus, hippocampus-dependent memory consolidation 
has been classically divided into two processes: cellular and systems consolidation. The 
molecular and physiological events occurring during cellular consolidation are engaged to 
enhance local circuitry involved in memory consolidation. This is generally thought of as a fast 
process, operating over a period of hours to days, and these synaptic events occur in the 
hippocampus where multimodal stimuli, both internal and external, are integrated within a spatial 
framework. As a memory ages, it becomes less dependent on the hippocampus and is presumed 
to be transferred to cortical areas for permanent storage, a process termed systems consolidation 
(Dudai, 2004). This idea raises the question of why it might be necessary to consolidate a spatial 
representation in the hippocampus at the physiological level. While some studies suggest that 
long-term memories can be retrieved without hippocampal involvement (Squire and Wixted, 
2011), others indicate that the hippocampus is required for the retrieval of detailed long-term 
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episodic memories and even semantic memories including spatial information (Hoscheidt et al., 
2010). Moreover, it has been shown that brief inhibition of hippocampal cells in area CA1 blocks 
retrieval of a remote contextual fear memory (Goshen et al., 2011). These findings suggest the 
involvement of the hippocampus in the recall of both new and remote memories. In this context, 
place cell stability, which has been shown to require the same molecular pathways as memory 
consolidation and cellular models of synaptic plasticity (Kentros et al., 1998; Rotenberg et al., 
2000; Agnihotri et al., 2004), may lead to increases in synaptic efficacy that could be important 
for the retrieval of recent as well as remote fearful memories. It is possible that emotional 
memories are remembered with greater detail than neutral ones (Schmidt et al., 2011) due to the 
formation of stable representations in the hippocampus of the contexts in which these memories 
occur.  
Our findings suggest that changing the emotional valence of the context is sufficient to 
alter the hippocampal representation of that context. In a study by Oler et al. using a 
discrimination task, minimal place cell remapping was observed in a particular trajectory made 
‘unsafe’ by the presentation of a tone previously associated with shock (Oler et al., 2008). This 
led the authors to suggest that changes in trajectory and not emotional or behavioral states within 
a context were the main source of short-term remapping observed in their study as well as several 
other studies involving changes in task contingencies (Markus et al., 1995; Ferbinteanu and 
Shapiro, 2003; Moita et al., 2004; Smith and Mizumori, 2006). However, in the Oler study, fear 
was associated with a tone and not the environment itself. In fact, it has been shown that place 
cell remapping occurs only after contextual and not cued fear conditioning (Moita et al., 2003, 
2004). Here we show that when fear is directly associated with a context, remapping occurs both 
during and directly after a fearful encounter. In addition, the new representation of the context is 
stable in several long-term memory retrieval tests, suggesting that the short-term remapping 
observed is not merely a result of changes in an animal’s trajectory through a context. Our data 
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indicate that place cells do in fact remap in response to changes in the emotional valence of a 
context, and that a stable long-term memory trace of a fearful environment is formed in the 
hippocampus.  
In summary, our findings imply that a one-time change in the emotional valence of a 
context is sufficient to create a novel representation of that context which is memorable in the 
long term. These results provide valuable information toward understanding the pervasive quality 
of emotional memories, and may have important implications for anxiety-related 
psychopathologies. 
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Abstract 
 Learning when a previously fearful stimulus no longer poses a threat is evolutionarily 
advantageous. The disruption of fear extinction is a core component of many fear-related anxiety 
disorders, and understanding the neural mechanisms underlying this process is essential for 
developing effective therapeutic interventions. Although several behavioral studies indicate that 
extinction represents new learning rather than erasure of the original fear memory, it is unclear 
how these competing contextual memory traces are encoded by the hippocampus. It is thought 
that the hippocampus provides the contextual framework for emotional memories; however, no 
studies have assessed how this region encodes changes in emotional valence during extinction. 
Recently, we demonstrated that fear conditioning results in hippocampal place cell remapping 
and long-term stabilization of the novel representations, suggesting that a novel memory of the 
fearful context is formed. Here we examine the effects of fear extinction on place cell activity. 
We found that extinction learning induces place cell remapping in a subset of cells, disrupting the 
representations previously acquired as a result of fear conditioning. These shifts in preferred 
firing location occur gradually over the course of the extinction trial. Importantly, extinction 
remapping occurred in a subset of cells that also remapped during fear conditioning as well as 
some cells that were not involved in the fearful representation, suggesting that while some 
neurons are involved in either fear conditioning or extinction, others are involved in both learning 
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processes. Furthermore, many representations observed 24 hours after extinction resembled the 
novel representations formed during extinction. These results indicate that extinction learning 
modifies hippocampal representations of a context acquired during fear conditioning. To 
determine how fear conditioning and extinction affect the network properties of hippocampal 
cells, we also examined theta and gamma coherence, two forms of neuronal synchronization that 
have been associated with states of high cognitive demands. While theta coherence increased 
throughout encoding, retrieval, and extinction, gamma coherence only increased during the 
predator odor exposure and the initial stages of extinction learning. These results suggest that 
different forms of synchronization differentially modulate distinct learning stages. 
  
 
Introduction  
 The extinction of learned fear is generally thought of as new learning rather than 
‘unlearning’, or erasure of a fearful memory (but see Monfils et al., 2009). This is attributed to 
behavioral processes wherein the conditioned fear response resurfaces after extinction, such as 
spontaneous recovery, renewal, and reinstatement (Myers and Davis, 2002; Ji and Maren, 2007). 
Thus, it is thought that fear extinction results in a new memory trace that competes with the 
original fear memory.  
Many studies have implicated a role for the hippocampus in both contextual fear 
conditioning and context-dependent extinction (Kim and Fanselow, 1992; Phillips and LeDoux, 
1992; Corcoran and Maren, 2004; Corcoran et al., 2005; Ji and Maren, 2005). Principal cells in 
the hippocampus, known as place cells, fire in selective locations as an animal traverses a context. 
The conjoint activity of these place cells is thought to generate a neural representation of space 
(O'Keefe and Dostrovsky, 1971). However, it is not known how the hippocampus encodes 
conflicting emotional representations of a single context. Recently, we have shown that place 
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cells in the hippocampus remap in response to fear learning and this novel representation 
stabilizes in the long term (Wang et al., 2012), but the physiological responses of these neurons to 
extinction learning are unknown.  
Place cell stability is thought to be a neural correlate of spatial memory (Rotenberg et al., 
1996; Kentros et al., 1998; Agnihotri et al., 2004). Therefore, we hypothesized that it would be 
possible to examine changes in place cell stability in response to changes in the emotional 
valence of a context to understand how the hippocampus encodes extinction learning. Although 
no in vivo electrophysiological studies have assessed cellular responses to extinction in the 
hippocampus, one study has examined immediate-early gene signaling in fear conditioning and 
extinction. The results of this paper suggested that fear conditioning and extinction may be 
mediated by segregated populations of principal neurons in area CA1 of the hippocampus 
(Tronson et al., 2009). These findings raise the possibility that different populations of place cells 
may code the fearful and safe context.  However, it has also been shown that the same population 
of place cells can code multiple representations of a single context in accordance with the use of 
distinct reference frames such as task demands, local or distal cues, or motivations (Markus et al., 
1995; Gothard et al., 1996; Zinyuk et al., 2000; Ferbinteanu and Shapiro, 2003). Thus, it is 
possible that the same population of place cells may also code different emotional 
representations, one ‘fearful’ and one ‘safe’.  
In addition to changes in place cell stability, fear conditioning and extinction may affect 
the network properties of neurons involved in learning. Previous studies have shown that 
neuronal synchronization, a phenomenon by which assemblies of neurons fire together 
synchronously, is involved in several cognitive functions (Fries, 2005; Uhlhaas and Singer, 
2006). Neuronal synchronization has been studied primarily in the early stages of sensory 
processing where it can lead to an amplification of sensory signals (Gray et al., 1989; Fries et al., 
2001; Lakatos et al., 2007), which suggests that it may bias information processing in favor of 
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task-relevant information (Womelsdorf and Fries, 2007). Neuronal synchronization manifests in 
two ways: through an increase in the electroencephalogram (EEG) spectral power at a specific 
frequency, or through increased locking of spike activity to specific phases of the local rhythmic 
oscillatory activity (phase locking). Studies have shown enhancement in oscillatory coupling 
between the hippocampus and other brain regions during fear conditioning and extinction (Lestig 
et al., 2011; Seidenbecher et al., 2003). However, no studies have assessed if local hippocampal 
phase locking is changed during fear learning. 
To investigate the effects of extinction on place cell stability and neuronal 
synchronization, we developed an extinction paradigm for predator odor contextual fear 
conditioning. A prolonged exposure to the conditioning context renders the context no longer 
fearful and extinguishes the conditioned fear response. We found that extinction produces place 
cell remapping of the fearful representation, indicating that a new “safe” contextual 
representation is formed. This remapping occurs gradually over the course of the extinction trial, 
with the most remapping observed during the first 10 minutes of the extinction session. The 
remapping observed during extinction is generally more subtle than the drastic remapping 
observed during fear conditioning, in that cells will commonly exhibit a similar location 
preference as prior to extinction, but otherwise gain or lose a second field. Importantly, extinction 
remapping occurred in a subset of cells that also remapped during fear conditioning, in addition to 
some cells that were not involved in the fearful representation. On the network level, we observed 
that conditioning increased theta coherence, which remained high at all retrieval time points and 
during extinction training. Conversely, gamma coherence was only increased during the 
associative phase of conditioning and the initial extinction phases. These results suggest that 
while theta coherence may be critical for all aspects of associative learning, gamma coherence 
may be necessary to enhance the salience of task relevant information (e.g., the predator odor 
during conditioning or the “safe” characteristics of a context during extinction).  
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Materials and Methods 
Subjects 
Male mice 2-6 months of age (strain: C57Bl/6, Jackson Laboratory, Bar Harbor, ME) 
were housed individually on a 12-hour light/dark cycle and allowed access to food and water ad 
libitum. All experiments were carried out in accordance with NIH guidelines and approved by the 
Institution of Animal Care and Use Committee of the University of Pennsylvania.  
 
Extinction Behavior 
To evaluate the influence of extinction on hippocampal place cells, we devised an 
extinction paradigm based on our previously reported predator odor contextual fear conditioning 
paradigm (Wang et al., 2013). Briefly, mice were pre-exposed to the context in two 10 minute 
sessions, both one day prior to and immediately before contextual fear conditioning. Fear 
conditioning consisted of placing mice in the cylindrical training context (35 cm in diameter) for 
5 minutes with a paper towel square (2.5 cm x 2.5 cm) saturated with 20 drops of 100% coyote 
urine placed in the center (Maine Outdoor Solutions, Hermon ME). Short-term and long-term 
retention tests, 10 minute sessions in which mice were placed back in the training context and 
freezing was measured, were given at 1 hour and 24 hours after conditioning. Immediately after 
the 24 hour retrieval test, mice undergoing extinction were exposed to the same context for 30 
minutes to extinguish fear learning. Further retrieval tests 10 minutes in length were conducted at 
48 and 72 hours after coyote urine exposure (24 and 48 hours post-extinction). As a behavioral 
control, mice were fear conditioned but not given the 30 minute extinction session. As an 
electrophysiological control, mice were placed in the context following the same schedule of 
exposures as the extinction animals (including the 30 minute extinction session), but were not 
fear conditioned with the odor.  
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Surgery 
Mice were anesthetized with a mixture of ketamine (100 mg/kg) and xylazine (10 mg/kg) 
administered intraperitoneally (0.1 ml/kg) and placed into a stereotaxic frame (David Kopf 
Instruments, Tujunga, CA). They were then were implanted with drivable 6-tetrode microdrives 
in the dorsal hippocampus (from bregma (in mm): AP, -1.7; ML, -1.6; DV, -1.0). Tetrodes were 
implanted above the hippocampus and the tetrode bundle was slowly advanced by 15-20 µm steps 
per day into recording position. A ground wire was connected to a screw placed on the 
contralateral side of the skull. The headstages were affixed to the skulls with cyanoacrylate and 
dental cement.  
 
Electrophysiology & Data Analysis 
Electrophysiology and data analysis were done as previously described (Wang et al., 
2012). Beginning one week after surgery, neural activity from each tetrode was screened daily. 
The search for cells was conducted in an environment different from the one used for actual 
experiments. The headstage was connected to a tethered unity gain amplifier with green and red 
LEDs for tracking the position of the animal. Units were amplified using a 32-channel amplifier 
(Neuralynx, Bozeman, MT), and electrical signals were amplified between 2,500 and 10,000 
times and filtered between 400-9,000 Hz. The amplifier output was digitized at 30.3 kHz. The 
position of the animal and electrophysiological data were recorded by Cheetah Data Acquisition 
software (Neuralynx, Bozeman, MN). The electrode bundle was advanced by 15-20 µm steps per 
day, lowering the tetrodes in small steps to increase the stability of the recordings (Kentros et al., 
2004; Muzzio et al., 2009b). Pyramidal cells were identified by their characteristic firing patterns 
(Ranck, 1973), and experiments were begun only when recordings were stable for at least 24 
hours. Long-term recordings were considered stable when cells had the same cluster boundaries 
over two sessions, and the waveforms obtained from all four wires of a tetrode were identical.  
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After completion of the experiments, units were cluster cut and analyzed using MClust 
software (developed by A. David Redish, University of Minnesota). Cells were only accepted for 
analysis if they formed isolated clusters with clear Gaussian ellipses and minimal overlap with 
surrounding cells and noise. For long-term recording stability, cells had to exhibit stable 
waveforms and distinct cluster boundaries overimposed between consecutive sessions. Two sets 
of data were generated to analyze place fields: one contained the spike rate (total number of 
spikes in each pixel) and the other contained the total amount of time spent by the animal in each 
pixel. Dividing the spike array by the time array yielded a spike rate map, a two-dimensional 
representation of the environment with each pixel color-coded for time-averaged firing rate. The 
generation of these maps was done with code written in C (S. Matthew Stead, Mayo Clinic, MN). 
Only periods of movement were included in the place field analysis, during which the minimum 
walking speed was 3 cm/s. Place field stability was assessed by performing pixel-by-pixel 
Pearson R crosscorrelations between maps.  
To determine the percentages of cells that remapped during extinction, a remapping 
threshold was first calculated by determining the mean of all correlations during fear conditioning 
sessions (baseline vs. coyote and coyote vs. 1 hr) of the extinction group, since fear conditioning 
has previously been shown to induce place cell remapping (Wang et al., 2012). Cells with an 
average correlation below this threshold over the course of extinction training were considered to 
exhibit strong remapping in response to extinction. However, we observed that many cells tended 
to exhibit more moderate remapping during extinction compared to that observed during fear 
conditioning, so a second remapping threshold was calculated using the mean of all the 
consecutive extinction interval correlations in the extinction group. This was done by dividing the 
extinction session in three 10 min blocks and calculating the average of all correlations between 
these intervals. Cells exhibiting average extinction correlations below this second threshold were 
considered to moderately remap in response to extinction.  
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Spike Synchronization Analysis 
Local field potential (LFP) signal was recorded from tetrodes used to obtain single unit 
activity. These data are recorded using a digital filter ranging between 0.1-400 Hz, then pre-
processed at a sampling rate of 1.2 KHz. It was band-pass filtered between 1 and 150 Hz to obtain 
the LFP. We first calculated the power in the local field potential at a low frequency (4-10 Hz) 
that overlapped with the theta band, a medium frequency (30-60 Hz) that overlapped with the low 
gamma band, and a high frequency (30-90 Hz) that overlapped with the high gamma band.  Theta 
and gamma frequencies were selected because they have been implicated in cognitive processes 
including attention and memory (Ward 2003; Jensen et al., 2007; Duzel et al., 2010).  
We then examined if spiking activity was instead preferentially locked to a particular 
phase of the local oscillatory activity. To this end, we computed for each animal the spike- 
triggered average (STA) of the local field potential. The STA was generated by averaging the 
activity of the local field potential over time windows of ±150 msec centered on each triggering 
spike. If spikes are not locked to a particular rhythm in the local field potential, the STA will 
average to zero, whereas locking of spikes to a particular component will produce a synchronized 
signal in the STA at that frequency. To determine theta and gamma synchronization, we 
calculated the spike-field coherence (SFC), which is the power spectrum of the divided by the 
average of all power spectra of the LFP segments used to obtain the STA. This normalization 
allows for measuring phase locking independent of the firing rate and amplitude changes of the 
local field potential. A SFC of 1 for any given frequency indicates that all spikes appear at exactly 
the same phase relation relative to this frequency component, while a SFC of 0 indicates that the 
spikes do not exhibit a phase relation to the LFP component at a particular frequency.  
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Statistics 
Statistical analysis was performed with SigmaStat (Aspire Software International, 
Ashburn, VA) and Excel (Microsoft, Redmond, WA). A 2-way ANOVA with repeated measures 
and Tukey post-hoc tests were used to compare freezing between fear conditioning and extinction 
animals, as well as place cell correlations between the two groups over the extinction intervals. 
An independent t-test was used to compare correlations between 24 hr post-ext and baseline 
between the two groups. For all statistics, a significance level of 0.05 was used. In all figures, an 
asterisk denotes a significant difference with a probability <0.05, and error bars indicate ± SEM. 
Error bars were adjusted in each session according to the number of cells included for each 
session.  
 
 
Results 
 To examine the effects of fear extinction on place cell activity, we first developed an 
extinction paradigm based on our previously reported predator odor contextual fear conditioning 
(Wang et al., 2013). After two context pre-exposures, we presented mice with coyote urine as the 
fearful stimulus to fear condition the mice to the context. Mice were then given memory retention 
tests in the context 1 hour and 24 hours after conditioning. One group (extinction) was then 
exposed to the context for an additional 30 minutes following the 24 hr test, while the other group 
(fear conditioning) did not receive the additional 30-minute exposure. Both groups were then re-
tested in the context 24 hours later (24 hr post-ext session). As an index of fear, total percent time 
spent freezing was measured in all trials. We found that the prolonged exposure to the context 
reduced freezing 24 hours after the extinction session (effect of session: F3, 99 = 17.28, p<0.001, 
Tukey post-hoc tests indicated that groups were significantly different during the post-extinction 
session, p<0.002, Figure 17). The freezing observed 24 hours after extinction was not 
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significantly different 
from baseline freezing 
(Tukey post-hoc tests, 
p>0.05), indicating that 
the 30 minute 
extinction session was 
sufficient to extinguish 
behavioral fear 
responses.  
 We then 
recorded from 72 place 
cells in 4 animals 
during this extinction 
paradigm. As a control, we recorded from 28 cells in 2 animals given the same schedule of 
context exposures including the extinction trial, but this second group was not exposed to 
predator odor during the conditioning session. As previously shown, we found that a majority 
(69%) of cells remapped during either the fear conditioning or 1 hr sessions, or both (Wang et al., 
2012). Importantly, during extinction we also observed remapping in a subset of cells. However, 
this remapping was generally more subtle than that observed during conditioning (Figure 18, a 
and b). Some cells expressed mild remapping through shifting preferred firing location to one of 
two fields (Figure 18b), while other cells remained stable throughout extinction (Figure 18c).  
 
Figure 17. A prolonged (30-minute) exposure to the conditioning context in 
the absence of the fearful stimulus results in attenuation of conditioned 
freezing. In extinction animals, freezing returns to baseline levels 24 hours 
after extinction (24 hr post-ext). Fear conditioned animals that did not 
receive extinction training exhibited consistently high levels of freezing at 
this time point. Error bars indicate ± SEM, asterisks denote a significance 
level of p<0.05.	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To more closely examine place cell activity during extinction, we divided the 30-minute 
extinction session into three 10-minute intervals (ext 1, ext 2, and ext 3). Over the course of 
extinction, we observed that place fields tended to shift gradually and were less stable than those 
recorded in the control animals (Figure 19). To quantify the remapping observed during 
extinction, we calculated correlations between maps from each consecutive 10-minute interval. 
Average correlations between the consecutive extinction intervals were significantly lower in the 
extinction cells than the controls (effect of group: F1, 162 = 12.17, p<0.001; Tukey post-hoc tests 
indicated groups were significantly different at 24 hr vs ext 1, ext 1 vs ext 2, and ext 2 vs ext 3, 
p<0.035; Figure 20a). We also calculated correlations between the third extinction interval and 
the first, as well as the third interval and the 24 hr session immediately preceding the extinction 
 
 
Figure 18. Place cells exhibit remapping during extinction. Two-dimensional representations of the 
recording chamber are shown, wherein yellow represents areas visited by the animal where a particular 
place cell does not fire, and more vivid colors represent areas of increasing firing activity for that cell. 
Remapping, or a change in preferred firing location, was observed in many cells during the 30-minute 
extinction session. a, An example cell that remaps completely during extinction. b, An example cell that 
exhibits partial remapping during extinction. One field expands but remains stable for the most part, while 
a second field disappears. c, an example cell that does not respond to extinction learning. 
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session. Again, place fields were significantly less stable in the extinction group than the control 
group (effect of group: F1, 86  = 8.097, p<0.005; Tukey post-hoc tests indicated groups were 
significantly different in both comparisons, p< 0.03; Figure 20b).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 19. Gradual remapping was observed over the course the extinction session. Here the extinction 
session was divided into three 10-minute intervals. In a-c, cells exhibit gradual changes in preferred firing 
location over the short-term extinction intervals. d and e, This remapping was not observed in the control 
group.  
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To determine what percentage of cells exhibited remapping during extinction, a 
remapping threshold was calculated using the mean of all correlations in the extinction group 
between fear conditioning sessions (baseline vs. coyote and coyote vs. 1 hr). Cells with an 
average correlation below this threshold over the course of extinction training were considered to 
exhibit global remapping. Using this remapping threshold, we found that 17% of cells remapped 
during extinction, whereas no cells in the control group exhibited this level of remapping. 
However, in many cases the remapping occurring during extinction was more subtle than the 
drastic remapping observed during fear conditioning, in that sometimes place fields retained a 
similar preferred firing location but gained or lost a second field (Figure 18b). This moderate 
remapping was not reflected in our more stringent remapping threshold, so we also calculated the 
mean of all the consecutive extinction interval correlations in the extinction group. Using this 
new threshold for more moderate remapping (hereafter called partial remapping), we determined 
 
Figure 20. Correlations between extinction intervals in the extinction and control group. a, During 
consecutive extinction intervals, place fields were significantly less stable in the extinction group compared 
to the control group, in that the fields were significantly less correlated between sessions. b, This effect was 
also seen when comparing the third extinction interval with the first, and when comparing the third extinction 
interval with the 24 hr session immediately prior to extinction. Error bars indicate ± SEM, asterisks denote a 
significance level of p<0.05. 
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that 40% of cells in the 
experimental group 
exhibited partial 
remapping, whereas only 
14% of cells in the control 
group exhibited this subtle 
remapping (Figure 21). 
Thus, 57% of all cells in 
animals undergoing fear 
extinction exhibited either 
complete global remapping 
(17%) or partial remapping 
(40%) during the extinction 
intervals, which suggests 
that extinction training 
changes the hippocampal 
representation of the 
training context.  
Another important 
question is whether the 
same or different 
populations of 
hippocampal cells mediate 
fear conditioning and extinction. Using our more stringent remapping threshold obtained from the 
fear conditioning sessions of the extinction group, we determined that 69% of cells remapped in 
 
 
 
Figure 21.	  Pie charts indicating percentages of cells responding to fear 
conditioning, extinction, or both. In the experimental group, 69% of cells 
remapped in response to fear conditioning while 31% remained stable. 
These populations are further divided into cells exhibiting global, partial, 
or no remapping during extinction. Of the cells that remapped during 
fear conditioning, 23% also remapped strongly during extinction, 40% 
exhibited partial remapping during extinction, and 37% of cells did not 
respond during extinction. Of the cells that did respond to fear 
conditioning, only 1 cell remapped strongly while 38% exhibited partial 
remapping during extinction, and 56% did not remap during extinction. 
In the control group, all cells were stable during fear conditioning, and 
14% of cells exhibited partial remapping during extinction. In the figure, 
percentages out of total cells are shown. 	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response to fear conditioning (during coyote, 1 hr, or both sessions) while no remapping occurred 
in the control group. Of the cells that responded to fear conditioning, 23% also remapped strongly 
during extinction, while 40% exhibited partial remapping during extinction. The remaining 37% 
of cells did not respond during extinction. Of the cells that did not remap in response to fear 
conditioning, only 1 cell remapped strongly while 38% exhibited subtle remapping and 56% 
remained stable during extinction (Figure 21). Thus, it appears that a subset of cells involved in 
fear conditioning are also involved in extinction learning, and that a smaller subset of cells that 
were previously stable throughout conditioning may be recruited specifically for extinction 
learning. We also found that cells tended to remap most strongly during the first extinction 
interval and also exhibited some remapping during the second. This suggests that extinction 
begins shortly after the first 10-minute exposure to the context following the 24 hr retention test 
session.  
In a subset of cells, we observed that the new representations formed during extinction 
stabilized in the long term (Figure 18, Figure 19). Therefore, we calculated overall correlations 
between the last extinction interval and the 24 hr post-extinction session. However, we did not 
observe a significant difference in mean correlations between the experimental and control groups 
(p>0.05). This is perhaps due to only a subset cells stabilizing the novel extinction representation 
in the long term. Another possibility is that the 24 hr post-ext session resembled one of the earlier 
baseline, coyote, or 1 hr sessions, so we also calculated correlations between these sessions. We 
found that at 24 hrs after extinction, a few cells in the extinction group exhibited place fields that 
were highly correlated with their representations in either the baseline, coyote, or 1 hr sessions 
(approximately 2 cells of each type), while no cells in the control group resembled any of these 
earlier sessions. Thus, it is possible that after extinction, a number of cells revert to maps 
occurring prior to conditioning, which may also decrease the overall correlations in the extinction 
group when comparing the extinction representations with 24 hr post-ext.  
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We next examined firing rate remapping in cells that shifted their preferred firing 
locations specifically in response to either fear conditioning or extinction. To this end, we 
calculated firing rate change as previously described (Wang et al., 2012). Interestingly, we found 
that cells shifting their place fields in response to fear conditioning also exhibited significantly 
higher rate remapping during fear conditioning compared to cells that only shifted their place 
fields in response to extinction (p<0.006, Figure 22). Conversely, cells that shifted their place 
fields only in response to extinction also exhibited higher rate remapping between the extinction 
intervals compared to the cells responding only to extinction, though this trend did not reach 
significance (p<0.061).  
Finally, we examined the effects of fear conditioning and extinction on neuronal 
synchronization at the theta and gamma frequencies. No significant effects of learning on theta, 
low gamma, or high gamma power were observed. We then examined theta coherence and found 
 
Figure 22. Rate remapping between sessions throughout training. Cells that shifted their preferred firing 
location during fear conditioning, or “fear cells”, also exhibited higher levels of rate remapping during coyote 
odor exposure. Cells that responded primarily to extinction, or “extinction cells”, also exhibited higher rate 
remapping between extinction intervals. Error bars indicate ± SEM, * denotes a significance level of p<0.05, 
# denotes a trend (p<0.061).  
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that it increased during and after fear conditioning and extinction, including throughout all 
memory retrieval sessions. There was a significant effect of group, although post-hoc tests 
indicated that only theta coherence in the coyote and 1 hr sessions were significantly different 
between groups (F1,49 = 5.79, p<0.032, Tukey post-hoc tests indicated that groups were 
significantly different during conditioning and one hour later, p<0.03, Figure 23a). Interestingly, 
low gamma coherence increased specifically during fear conditioning and also in the first two 
thirds of the extinction trial (effect of group: F1,48 = 8.29, p<0.013, Tukey post-hoc tests indicated 
that groups were significantly different during conditioning and the first two extinction intervals, 
p<0.037, Figure 23b). These results suggest that gamma coherence may play a more specific role 
in new learning.  
 
 
Discussion 
 We have shown that extinction learning affects spatial representation in the dorsal 
hippocampus. We found that many place cells exhibit gradual remapping during a single long 
extinction session, disrupting the representations previously acquired as a result of fear 
 
 
Figure 23. Theta and gamma coherence are increased during fear conditioning and extinction. a, Theta 
coherence increases during and after conditioning and remains high during and after extinction. b, Low 
gamma coherence increases during fear conditioning, and also during the first two intervals of the extinction 
trial. Error bars indicate ± SEM, * denotes a significance level of p<0.05.  
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conditioning. Furthermore, extinction remapping occurred in a subset of cells that also remapped 
during fear conditioning as well as some cells that were not involved in the fearful representation, 
suggesting that while some neurons were involved in either fear conditioning or extinction, others 
were involved in both learning processes. Finally, many representations observed 24 hours after 
extinction resembled the novel representations formed during extinction, though some cells 
resembled representations occurring before extinction training. In general, fear extinction is 
thought to be a context-dependent process (Bouton, 2004), which may be attributed to 
hippocampal place cells differentially encoding both ‘fearful’ and ‘safe’ representations of 
contexts in which fear learning occurs.  
 Extinction is typically thought of as new learning rather than erasure of the fearful 
memory, but much of the evidence supporting this idea has been largely behavioral. 
Reinstatement, contextual renewal, and spontaneous recovery are processes wherein the 
conditioned fear response returns after the behavior has been extinguished (Bouton and King, 
1983; Myers and Davis, 2002). In particular, contextual renewal indicates that the fear response 
re-emerges in any context where extinction training does not occur. This context specificity of 
extinction indicates that the hippocampus is involved in extinction learning (Ji and Maren, 2007). 
Here we demonstrate for the first time the physiological changes in hippocampal neurons in 
response to fear extinction. Our findings have begun to elucidate how the “safe” extinction 
memory trace may be encoded in conjunction with the “fearful” memory trace. In the future, it 
would be interesting to examine how place cells respond to reinstatement or other processes in 
which the fear memory and conditioned behavioral response returns after extinction. We would 
expect to observe further remapping, perhaps back to the original fearful representation.  
In a 2009 study by Tronson et al., different populations of principal cells in the 
hippocampus were found to express cFos and pErk after fear conditioning and extinction, 
respectively, with less than 5% of cells exhibiting colocalization of both proteins (Tronson et al., 
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2009). Their results suggest that on the molecular level, different populations of hippocampal 
neurons might be involved in fear conditioning and extinction. On a physiological level, our 
results indicate that while some cells may be involved specifically in fear conditioning or 
extinction, many cells are involved in forming contextual representations of both learning 
processes. It is possible that these changes in contextual representations are not necessarily pErk-
dependent, and that there may be other molecular processes shared by both fear conditioning and 
extinction. In the Tronson et al. (2009) paper, little c-fos expression was observed in response to 
short extinction trials. However, extending an extinction session to 1 hour does elevate levels of 
cFos (Radulovic and Tronson, 2010). It would be of interest to examine whether cFos expression 
during a long extinction session occurs in the same cells involved in fear conditioning.  
We observed that a percentage of cells remained stable throughout fear conditioning and 
extinction. As these cells were observed in both the experimental and control groups, they likely 
encode spatial aspects of the context independent of emotional valence or any learning related to 
the context. Conversely, cells were observed in both groups that were unstable throughout context 
exposures, but these cells comprised a much higher percentage in the control group than in the 
experimental group. It is likely that during contextual learning (e.g. during fear conditioning and 
extinction), these typically unstable cells were recruited to encode information about the context, 
and stabilize representations to form contextual memories. Indeed, it has been shown that 
increased attention to a context increases place cell stability (Kentros et al., 2004; Muzzio et al., 
2009b), and attention to the context may be a consequence of contextual fear learning.  
 In the visual cortex, phase locking at the gamma frequency band has been suggested to 
underlie selective attention (Womelsdorf and Fries, 2007). Evidence in support of this idea 
indicates that phase locking is enhanced in response to attended stimuli and diminished by 
unattended ones (Fries et al., 2001). Within the context of our learning paradigm, it appears that 
gamma coherence is the consequence of an attention-like process that increases the salience of 
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task-relevant information. The interdependence between learning and attentional processes during 
task acquisition has been extensively documented; studies have shown that attention is modulated 
by learning and vice versa, particularly for selective attention processes that require 
discrimination between relevant and irrelevant sensory stimuli (for review, see Muzzio et al., 
2009a). Therefore, it is possible that the enhancement in low gamma coherence that we observed 
during the initial stages of extinction was an attention-like process that allows the animal to 
determine that the “safe” characteristic of the context rather than the “fearful” ones are relevant 
after extinction. We have previously found a similar enhancement in gamma coherence when 
animals had to determine whether visual or olfactory cues were relevant to find a hidden reward 
(Muzzio et al., 2009). Thus, it is possible that whenever there is competition between varying 
information sources, gamma coherence increases the salience of information relevant to the task 
at hand. The idea that increases in gamma coherence may generate an attention-like process in the 
hippocampus is consistent with recent imaging findings showing that hippocampus-dependent 
spatial orienting and attention to spatial targets facilitates the retrieval of long-term memories of 
object locations (Summerfield et al., 2006).  
We also observed an increase in theta coherence at most time points during and after fear 
conditioning and extinction. This increased spike coherence may serve to synchronize fear 
circuitry brain regions during memory encoding and retrieval. For example, one recent study 
showed that anxiety-related spike activity in the medial prefrontal cortex (mPFC) was coupled to 
theta frequency in the LFP of the ventral hippocampus (Adhikari et al., 2011). Several other 
studies have shown synchronized activity between the hippocampus and other areas involved in 
the fear circuit, namely the amygdala and mPFC, under fearful and anxiogenic conditions 
(Seidenbecher et al., 2003; Adhikari et al., 2010; Lesting et al., 2011). Thus, it is possible that 
synchronized theta coherence in the fear circuit serves a more general role in facilitating the 
perception of a context or other conditioned stimulus as anxiogenic or fearful. Our finding that 
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theta coherence remains elevated during memory retrieval tests, even after extinction, suggests 
that theta synchronization may participate in alerting an animal to the general emotional valence 
of a context, including any conflicting emotional representations, regardless of the behavioral 
response elicited. Alternatively, there may be memory reconsolidation processes occurring during 
retrieval test sessions underwritten by increased theta coherence.  
In conclusion, we have shown that neurons in the dorsal hippocampus appear to remap 
their preferred firing locations and exhibit changes in theta and gamma spike coherence in 
response to both fear learning and extinction, but little is known about how cells in the ventral 
hippocampus respond to these processes. Given the strong projections between the ventral 
hippocampus and the amygdala and mPFC, among other regions involved in fear and anxiety, it 
would be interesting to examine the involvement of ventral hippocampal neurons in fear learning.  
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Abstract 
 Although the hippocampus has been heavily implicated in contextual learning, several 
theories have also suggested that this region plays a critical role in anxiety (Gray, 1982; Gray and 
McNaughton, 2000; Bannerman et al., 2004). However, the involvement of the hippocampus in 
emotional processing has been largely overlooked. This is primarily due to the fact that the large 
majority of studies focus on the dorsal region, which receives heavy inputs from areas that are 
strongly implicated in spatial processing (Moser and Moser, 1998). Fewer studies have attempted 
to characterize the ventral region, which is more heavily connected to areas governing emotion, 
stress, and anxiety, such as the amygdala (Pitkanen et al., 2000; Fanselow and Dong, 2010). It has 
been suggested that the ventral hippocampus is more essential to emotional learning than the 
dorsal pole, yet very few studies have examined the physiological responses of cells in this area 
to anxiogenic or emotional changes to a context. In particular, it is unknown if cells in this region 
primarily respond to changes in emotional valence or spatial characteristics. Additionally, since 
olfactory inputs project more heavily to the ventral area (Majak and Pitkanen, 2003; Kerr et al., 
2007), it is also unknown if these sensory cues are differentially represented along the 
longitudinal axis. We recorded from place cells in area CA1 of the mouse dorsal and ventral 
hippocampus, and examined the effects of visuospatial and olfactory cues of varying emotional 
valence. We found that cells in the ventral hippocampus were larger and more dispersed, as 
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previously shown. Furthermore, ventral cells appeared to be more sensitive to anxiogenic 
contextual changes, manifested primarily through increased peak firing rates. Interestingly we 
found that a small percentage of ventral cells (16%) responded to visuospatial manipulations of 
the context, suggesting that at the single cell level some cells may convey spatial information. 
Our results suggest that even though some ventral cells display spatial tuning, the great majority 
of the cells in the ventral hippocampus are more responsive to changes in the emotional valence 
of a context.  
 
 
Introduction 
Neuroanatomical connections suggest while that the dorsal hippocampus specializes in 
spatial processing, the ventral hippocampus may be more involved in emotion and anxiety (Siegel 
and Tassoni, 1971; Witter, 1986; Petrovich et al., 2001; Majak and Pitkanen, 2003; Steffenach et 
al., 2005). Indeed, lesion studies have implicated a role for the ventral hippocampus in emotional 
learning and defensive responses (Richmond et al., 1999; Bast et al., 2001; Bannerman et al., 
2002; Kjelstrup et al., 2002; Wang et al., 2013). The extensive amount of physiological research 
devoted to the dorsal hippocampus contrasts with the infrequent studies of cellular responses in 
the ventral hippocampus. In area CA3 of rats and mice, place fields tend to be larger and less 
spatially selective (Jung et al., 1994; Royer et al., 2010). Furthermore, there appears to be an 
increase in the scaling of place fields along the hippocampal longitudinal axis (Maurer et al., 
2005; Kjelstrup et al., 2008), with medioventral cells having intermediate properties between 
those observed in the dorsal and ventral regions (Poucet et al., 1994). However, it is currently 
unclear how neurons in the ventral hippocampus respond to changes in various types of 
contextual stimuli. Since the ventral hippocampus may receive indirect spatial information from 
the dorsal hippocampus through intrahippocampal connections or indirectly via intraentorhinal 
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connections (Amaral and Witter, 1989; Kjelstrup et al., 2008), it is possible that ventral cells 
respond to changes in spatial information but with less sensitivity than dorsal cells. However, an 
intriguing possibility is that the large ventral fields can be modulated by changes in the emotional 
valence of sensory cues.  
 The characterization of cellular responses to inputs of various modalities along the 
longitudinal axis is critical to our understanding of how spatial representations are formed in the 
hippocampus. Although two studies have recorded from area CA3 in the ventral hippocampus 
(Kjelstrup et al., 2008; Royer et al., 2010), there are no reports from area CA1. Understanding the 
characteristics of CA1 cells is important for several reasons: first, the ventral CA1 subfield sends 
the heaviest hippocampal inputs to the amygdala (Pitkanen et al., 2000), which has important 
relevance for the encoding of emotional information. Furthermore, sensory and spatial inputs are 
not evenly distributed along the longitudinal axis. The dorsal hippocampus receives the majority 
of the visual, somatosensory and pre-processed spatial inputs (Witter, 1986), whereas the ventral 
hippocampus receives heavy afferents from several olfactory areas, which converge more densely 
in the CA1 subfield (Majak and Pitkanen, 2003; Kerr et al., 2007). Additionally, even though 
recent studies have shown that the fields in the ventral hippocampus are large and diffuse, which 
strongly contrasts with the compact dorsal fields (Kjelstrup et al., 2008; Royer et al., 2010), it is 
still not clear whether these ventral fields are indeed responsive to changes in the spatial 
arrangement of an environment. To investigate this possibility it is necessary to contact some of 
the traditional manipulations used to assess the spatial properties of place cells, such testing the 
effects of cue rotations, environmental expansions, and different cue contexts (Muller and Kubie, 
1987; Muller et al., 1987; Bostock et al., 1991). 
Therefore, we conducted chronic single unit recordings from area CA1 in the dorsal or 
ventral hippocampus while mice were exposed to a variety of visual and olfactory stimuli that 
varied in emotional valence. Consistent with previous observations, we report that ventral 
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representations are larger and more diffuse than those of the dorsal region. We also found that a 
subset of the ventral place fields were more spatially tuned and sensitive to visuospatial and 
olfactory changes in the environment. In mildly anxiogenic visuospatial contexts, the peak firing 
rates of ventral cells increased, whereas those of dorsal cells remained the same. In the presence 
of olfactory cues, ventral cells displayed corresponding increases in firing rates in response to 
odors of enhanced emotional valence. Furthermore, ventral cells exhibited greater remapping in 
response to aversive stimuli. Together, these results indicate that compared with dorsal cells, cells 
in the ventral hippocampus respond more to aversive contexts through remapping and increases 
in in-field and peak firing rates.  
 
 
Materials and Methods 
Subjects 
Male C57Bl/6 mice 2-5 months of age (Jackson Laboratory, Bar Harbor, ME) were 
housed individually on a 12-hour light/dark cycle and allowed access to food and water ad 
libitum for at least one week prior to experiments. All experiments were approved by the 
Institution of Animal Care and Use Committee of the University of Pennsylvania and were 
carried out in accordance with NIH guidelines.  
 
Surgery 
To anesthetize mice, intraperitoneal injections of a mixture of ketamine (100 mg/kg) and 
xylazine (10 mg/kg) was administered (0.1 ml/kg). The animals were then placed into a 
stereotaxic frame in a flat skull position (David Kopf Instruments, Tujunga, CA) and implanted 
with drivable 6-tetrode microdrives in the dorsal or ventral hippocampus (from bregma (in mm): 
dorsal: AP, -1.7; ML, -1.6; DV, -1.0; ventral: AP, -3.4; ML, -3.2; DV, -2.3). Coordinates were 
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selected according to the neuroanatomical markers recently characterized in C57Bl/6 mice along 
the longitudinal axis (Dong et al., 2009). A ground wire was connected to a screw placed on the 
contralateral side of the skull. The headstages were secured to the animals’ skulls with 
cyanoacrylate and dental cement. Animals were allowed at least one full week of recovery prior 
to beginning electrophysiological experiments.  
 
Electrophysiology 
Electrophysiology and data analysis were conducted as previously described (Wang et 
al., 2012). Tetrodes were implanted above the hippocampus and the tetrode bundle was slowly 
advanced by 15-20 µm steps per day into recording position. Beginning at least one week after 
surgery, neural activity from each tetrode was screened daily. These cell searches were carried 
out in a large cylindrical environment different from the ones used in later experiments. The small 
steps served to minimize inflammatory responses and improve recording stability essential for 
sampling from the same cells over multiple sessions (Kentros et al., 2004; Muzzio et al., 2009). 
To minimize disturbance from neighboring wires, the entire tetrode bundle was moved together 
rather than independently moving individual tetrodes. The position of the animal and 
electrophysiological activity were recorded by Cheetah Data Acquisition software (Neuralynx, 
Bozeman, MN). Once hippocampal cells were identified based on their phenotypic firing patterns 
(Ranck, 1973), we tested recording stability using the following criteria: (1) The recorded cells 
must have the same cluster boundaries in sessions 24 hrs apart and (2) the waveforms obtained on 
all four wires of the tetrode must be identical in all recorded sessions. Only after these criteria 
were met did we begin the experiments.  
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Data Analysis 
Units were cluster cut and analyzed using MClust software (developed by A. David 
Redish, University of Minnesota). For long-term recording stability, cells had to exhibit stable 
waveforms and distinct cluster boundaries overimposed between all consecutive sessions. To 
analyze place fields, we generated spike rate data (total number of spikes in each pixel) and the 
total amount of time spent by the animal in each pixel. Dividing the spike array by the time array 
yielded a two-dimensional representation of the environment with each pixel color-coded for 
time-averaged firing rate, or spike rate map. These maps were generated with code written in C 
(S. Matthew Stead, Mayo Clinic, MN). Only periods of movement during which the minimum 
walking speed was 3 cm/s were included in the place field analysis. Place field stability was 
assessed by performing pixel-by-pixel Pearson R crosscorrelations between maps.  
 
Visuospatial Trials 
To evaluate the influence of changing visuospatial cues on place cell activity, we first 
placed the animals into a cylinder 35 cm in diameter containing a distinct configuration of visual 
cues on the wall (Standard Environment, SE), to assess the basic spatial characteristics of dorsal 
and ventral cells. Next, the SE was rotated 90o counterclockwise to evaluate whether place cell 
firing was locked to cues on the cylinder (Bostock et al., 1991). For the third trial, the SE was 
then rotated back to its original position, and comparison of the first and third trials served as a 
measure of short-term place field stability. Next the animal was placed in a cylinder 70 cm in 
diameter (large environment, LE), identical in shape, wall color and visuospatial cue 
configuration as the original environment. All cues and the cylinder were scaled up so that the 
large context was double the size of SE. This trial tested whether cells in the dorsal and ventral 
hippocampus expanded in accordance to the increased size of the environment. To test whether 
cells in the ventral hippocampus remapped in response to novel spatial cues like dorsal cells, 
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animals were then placed in a 35 cm cylinder displaying entirely different cues and a distinct cue 
configuration (context B). The next trial consisted of a 35 cm diameter elevated platform with no 
walls (NW), to test visuospatial responses to a mildly anxiogenic environment. Free exploration 
in each trial lasted 10 minutes, with the exception of the large context trial which lasted 20 
minutes to ensure proper sampling of large environment. The same sequence of trials was 
repeated 24 hrs later to determine the long-term stability of place fields in each of these 
environments.  
 
Olfactory Trials 
Odor preference was behaviorally evaluated by testing animals in an environment with a 
single odor [vanilla, cocoa, lemon, 10% 2-methyl butyric acid (2-MB, a synthetic spoiled food 
odor) and 10% acetic acid] as previously described (Wang et al., 2013). A 2.5 cm x 2.5 cm paper 
towel was saturated with the odorant and a tracking system was used to assess avoidance of the 
odor (Limelight, Coulburn Instruments, USA). Electrophysiological recordings of olfactory trials 
consisted of three sessions of 4 trials each, and odors were presented in a semi-randomized order 
across animals. The testing environment was a 35 cm diameter white cylinder placed on a fitted 
platform with no proximal visual cues. In each of these trials, either no odor (water), a neutral 
odor (vanilla or cocoa), a mildly aversive odor (lemon), or an aversive odor (2-MB or acetic acid) 
was placed in the center of the platform. The trials were repeated 1 hr (session 2) and 24 hrs 
(session 3) after the first session to examine short- and long-term stability of olfactory 
representations. All trials lasted 10 minutes with a 10-minute inter-trial interval (ITI). During the 
ITI, the room was ventilated and contexts were cleaned with 70% ethanol to remove all traces of 
the odor.  
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Statistics 
Statistical analysis was performed with SigmaStat (Aspire Software International, 
Ashburn, VA) and Excel (Microsoft, Redmond, WA). To compare cell parameters between 
groups and conditions, two-way ANOVAs with repeated measures and Student-Newman-Keuls 
post-hoc tests were performed. For all statistics, we used a significance level of 0.05. In all 
figures, an asterisk denotes a significant difference with a probability <0.05, and error bars 
indicate ± SEM. Error bars were adjusted in each session according to the number of cells 
included. 
 
 
Results 
 
Visuospatial Responses 
 
We recorded from a total of 198 cells, 74 ventral cells in 5 animals and 124 dorsal cells in 
7 animals. We began by testing the responses of dorsal and ventral hippocampal place cells to 
visuospatial changes in the context. In general, ventral cells fired much more diffusely than dorsal 
cells, similar to what has been previously shown (Royer et al., 2010) (Figure 24). In the standard 
environment (SE), ventral cells exhibited higher firing rates than dorsal cells, including overall, 
peak, in-field, and out-of-field rates (significant effect of group, overall: F1,325 = 48.5, p<0.001; 
peak: F1,366 = 12.7, p<0.002; in-field: F1,324 = 41.9, p<0.001; out-of-field: F1,327 = 115.3, p<0.001; 
post hoc tests indicated significant effects in SE, p<0.001, Figure 25, a-d). Furthermore, ventral 
neurons exhibited significantly lower coherence and information content, as well as larger field 
size in comparison to dorsal neurons (significant effect of group, coherence: F1,324 = 20.2, 
p<0.001, information content: F1,330 = 32.8, p<0.001, field size: F1,333 = 42, p<0.001, Figure 25, e- 
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f). Thus, ventral cells exhibited larger and more disorganized fields than cells in the dorsal 
hippocampus, although we did observe a subset of ventral neurons with large but more organized 
and spatially tuned fields (Figure 24). Using the average coherence of dorsal cells (0.27) as a 
threshold for determining which ventral cells exhibited organized fields, we determined that 16% 
of ventral cells we recorded from exhibited these spatially tuned fields.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 24. Example cells during manipulations of visuospatial contexts. In the dorsal hippocampus, place 
fields remap in a second context of similar size and shape but with different visual cues, when the context is 
scaled by a factor of 2, and when the wall is removed. In the ventral hippocampus, the majority of cells 
exhibit large and non-spatially selective fields that do not appear to respond to contextual manipulations 
(ventral cell #1). However, a small percentage of ventral cells (~16%) exhibit more spatially tuned place 
fields that also remap in context B, the larger environment, and the NW condition (ventral cell #2). SE = 
standard environment, con B = context B, LE = large environment, NW = no walls.  
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Context rotations and expansions were performed to examine the basic properties of cells 
in the dorsal and ventral regions. Dorsal hippocampal place cells have been shown to follow 
rotations of the context (Muller and Kubie, 1987; Cho et al., 1998; Kentros et al., 1998), and this 
has also been observed in a subset of medioventral cells in rats (Poucet et al., 1994). We wanted 
to examine whether this was also true for mice in the most ventral regions. When the context was 
rotated 90º, dorsal cells followed the cues and rotated with an average angular rotation of 96.9º, 
while the large and disorganized ventral cells did not appear to respond to rotations (average 
 
Figure 25. Cell parameters during visuospatial manipulations. a, Overall, b, peak, c, in-field, and d, out-of-
field firing rates are generally higher in the ventral hippocampus compared to the dorsal hippocampus. e, 
Place field coherence is higher in the dorsal hippocampus, indicating that dorsal fields are more organized. f, 
Information content is generally higher in dorsal cells. g, Field size is generally larger in ventral cells and 
ventral fields expand in the large context. In h and i, correlations between information content and 
coherence indicate a positive correlation across visuospatial conditions in both the dorsal and ventral 
hippocampus. Means ± standard deviations are shown. SE = standard environment, LE = large 
environment, NW = no walls condition.  
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angular rotation of ventral cells: 161.8º). However, a subset of spatially tuned ventral cells 
appeared to respond to rotations of the context (Figure 26).  
 
Next we examined the effects of contextual expansion, in which the context and all visual 
cues were scaled up by a factor of 2 while cue configurations and positions remained constant 
(large context, LE). Previously, it has been observed that 36% of dorsal cells in rats fire in a 
similar relative location with a slight expansion of place fields in response to contextual scaling 
(Muller and Kubie, 1987), but this effect has not been tested in the mouse nor in the ventral 
 
Figure 26. Example cells during 90º rotations of the small environment (SE). The 
majority of dorsal cells rotate their place fields corresponding to rotations of the 
context. Many of the large, broadly tuned ventral cells do not appear to rotate with 
the context (top two ventral examples), but a subset of more spatially-tuned ventral 
cells also appeared to rotate their place fields with context rotations (bottom two 
ventral examples). 
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hippocampus. In addition, this large context trial served to examine whether ventral cells in mice 
display the extremely large place fields unobservable in a smaller context, as has been reported in 
rats (Kjelstrup et al., 2008). Again, we found significantly higher firing rates in ventral cells 
compared to dorsal cells (for all overall, peak, in-field, and out-of-field post-hoc tests: p<0.001, 
Figure 25, a-d). Within the ventral group, peak, in-field, and out-of-field firing rates increased 
significantly in the LE compared to the standard environment (peak: p<0.004, in-field: p<0.05, 
out-of-field: p<0.001, Figure 25, b-d). Within the dorsal group, peak and out-of-field firing rates 
increased significantly in the LE (peak: p<0.008, out-of-field: p<0.03, Figure 25, b and d). These 
data suggest that the large context has some effect on firing rates in both dorsal and ventral cells. 
Furthermore, place field size exhibited by ventral cells increased significantly in the large 
environment compared to SE (p<0.001), while they remained unchanged in dorsal cells (p>0.05, 
Figure 25g). Thus, ventral cells displayed some place field expansion in the LE, while dorsal cells 
did not. In dorsal cells, we typically observed remapping in the LE, suggesting that the larger 
context was perceived as a novel context rather than a scaled up version of the same context 
(Figure 24). In the LE, coherence decreased significantly in dorsal but not ventral cells, 
suggesting that only cells in the dorsal hippocampus become more disorganized when the 
environment is expanded (significant effect of session, F3,324 = 3.1, p<0.03, post-hoc tests within 
the dorsal group between SE and LE indicated a significant difference in coherence, p<0.001, 
Figure 25e).  
Among all the cellular properties we have characterized, the two parameters that reflect 
spatial properties of the cells are coherence and information content. Coherence reflects the 
organization of the place field, while information content estimates the location of an animal 
using the firing pattern of a cell. Therefore, if these parameters indeed reflect spatial properties, 
they should be positively correlated. In the dorsal hippocampus, there is a significant correlation 
between information content and coherence across all visuospatial conditions (r = 0.31, F1,104 = 
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11.3, p<0.001, Figure 25h). Similarly, in the ventral hippocampus there was a significant 
correlation between the same variables (r = 4.1, F1,65 = 12.92, p<0.001, Figure 25i). These data 
indicate that throughout all visuospatial trials in both the dorsal and ventral hippocampus, cells 
with higher coherence also contained higher spatial information content.  
To further characterize the sensitivity of the cells to visuospatial changes, we next 
examined the effects of changing proximal cues on dorsal and ventral cells. The mice were placed 
in a second context (context B) the same size and shape as the original context, but with different 
visual cues along the wall. We observed remapping in both dorsal and ventral cells, indicating 
that the mice perceived this new context as different from the original. This was quantified by 
calculating short-term correlations between SE and context B, in which both dorsal and ventral 
cells exhibited significantly less stable representations compared to short-term correlations within 
SE (effect of group, F1,246 = 28.7, p<0.001, effect of session, F2,246 = 15.2, p<0.001, post-hoc tests 
indicated a significant difference between SE/SE and SE/context B short-term correlations, 
 
Figure 27. a, Short- and b, long-term correlations between visuospatial conditions in dorsal and ventral 
cells. Means ± standard deviations are shown. SE = standard environment, LE = large environment, NW = 
no walls condition. * denotes a significance level of p<0.05.  
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p<0.001, Figure 27a). Finally, we examined whether removal of proximal visuospatial cues and 
reliance on distal cues would affect place cell activity in dorsal and ventral cells. To achieve this, 
the cylinder of the context was removed, creating a platform with no walls (NW condition). We 
found that out-of-field firing rates increased in both the dorsal and ventral hippocampus in the 
NW context (post-hoc tests indicated that p<0.001 for both groups, Figure 25d). However, we 
also found that peak firing rates increased significantly only in dorsal cells in NW (significant 
effect of session, F3,366 = 13.1, p<0.001, post-hoc tests between SE and NW indicated a significant 
difference in dorsal cells, p<0.001, Figure 25b). Furthermore, place field coherence decreased 
only in dorsal cells in NW compared to SE (post-hoc tests between SE and NW indicated a 
significant difference, p<0.001, Figure 25e). These changes in cell parameters suggest that dorsal 
cells may be more responsive than ventral cells to the removal of proximal cues in a context. We 
also examined place field remapping in the NW condition and observed that not only did dorsal 
cells remap, but ventral cells, particularly the spatially tuned subpopulation, also tended to remap 
in response to the NW context (Figure 24). Overall, cells in both groups exhibited significantly 
lower short-term correlations when comparing the NW/SE to the SE/SE condition (effect of 
group, F1,246 = 28.7, p<0.001, effect of session, F2,246 = 15.2, p<0.001, post-hoc tests indicated 
short-term correlations between SE/SE were significantly different from SE/NW in both groups, 
p<0.006, Figure 27a). Long-term correlations were significantly higher for ventral cells than 
dorsal cells, which may partially be a result of the larger ventral place fields (effect of group, 
F1,106 = 16.4, p<0.001, Figure 27b). In the dorsal hippocampus, cells displayed low long-term 
correlations as has been previously shown in animals tested under no task contingencies (Kentros 
et al., 2004; Muzzio et al., 2009). Due to the sparse nature of dorsal fields, this effect was even 
more pronounced in the large environment (effect of session, F2,106 = 10.5, p<0.001, post-hoc tests 
indicated that LE/LE long-term correlations were significantly different from both SE/SE and 
NW/NW within ventral cells, p<0.006, Figure 27b).  
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Together, our results suggest that while cells in the ventral hippocampus exhibit some 
responses to visuospatial changes of a context, dorsal cells are more strongly affected by any 
visuospatial alterations. This is perhaps due in part to the large and overlapping nature of ventral 
representations, which can reduce the effect that these changes in visuospatial cues have on 
spatial representations.  
 
 
Olfactory Responses 
 
 To examine the effects of aversive contextual cues on place cell activity in the dorsal and 
ventral hippocampus, we also tested the responses of these cells to olfactory changes of varying 
emotional valence in a plain context with no visual cues. To first determine odor preference, mice 
were presented with water, cocoa, vanilla, lemon, acetic acid, and 2-methylbutyric acid, a 
synthetic spoiled-
food odor (2-MB). 
Compared to a 
baseline approach 
response to no odor 
(water), mice did not 
significantly avoid 
cocoa or vanilla, but 
increasingly avoided 
lemon, acetic acid, 
and 2-MB (p<0.03, 
Figure 28). For 
 
Figure 28. Behavioral approach responses to various odors. Compared to a 
baseline approach measure in water, mice did not significantly avoid cocoa or 
vanilla (neutral odors), but exhibited an aversion toward lemon, acetic acid, and 
2-MB. 2-MB was the most aversive odor. Means ± standard deviations are 
shown. * denotes a significance level of p<0.05. 2-MB = 2-methylbutyric acid.  
 
115 
 
electrophysiological experiments, mice were presented with four odor trials in a semirandom 
order: no odor (water), a neutral odor (either cocoa or vanilla), a mildly aversive odor (lemon), 
and an aversive odor (either acetic acid or 2-MB) (Figure 29). These trials were repeated 1 hour 
later for a short-term measure and 24 hours later for a long-term measure.  
 
Figure 29. Example cells during odor presentations. In the dorsal hippocampus, place fields remap 
somewhat in various odor conditions. In the ventral hippocampus, the majority of cells exhibit large 
and non-spatially selective fields that do not appear to respond to odor manipulations, although 
ventral cell #1 appears to remap somewhat in the aversive condition despite the large, disorganized 
place field. However, a small percentage of ventral cells (~16%) exhibit more spatially tuned place 
fields that remap in response to odors, particularly aversive odors (ventral cells #2 and #3).  
 
116 
 
 We found that aversive odors elicited strong effects on cells in the ventral hippocampus. 
When aversive odors were presented, significant firing rate increases were observed in ventral 
cells while firing rates in dorsal cells remained relatively stable. These effects were observed in 
overall, peak, in-field, and out-of-field firing rates (significant effect of session, overall: F3,357 = 
5.3, p<0001, peak: F3,392 = 7.5, p<0.001, in-field: F3,360 = 5.1, p<0.002, out-of-field: F3,377 = 10.7, 
p<0.001, post-hoc tests indicated a significant increase in all firing rates in ventral cells under 
aversive conditions, p<0.008, Figure 30, a-d). Aversive odors appeared to have no effects on field 
coherence, information content, or field size within either the dorsal or ventral groups (p>0.05, 
Figure 30, e-g). However, cells in the dorsal hippocampus exhibited higher overall coherence and 
information content across all odor conditions compared to those in the ventral, similar to what 
was observed in the visuospatial conditions (effect of group, coherence: F1,354 = 49.8, p<0.001, 
information content: F1,408 = 8.6, p<0.004, Figure 30, e-f). Thus, it appears that ventral cells were 
more responsive to aversive odors than dorsal cells and reflected this through increases in firing 
rate. 
We again examined the correlation between spatial information content and place field 
coherence in the dorsal and ventral hippocampus in all odor conditions. In the dorsal 
hippocampus, there was a significant moderate correlation between information content and 
coherence across odor conditions (r = 0.22, F1,86 = 4.54, p<0.04, Figure 30h). In the ventral 
hippocampus, there was no correlation between these variables (r = 0.06, p>0.05, Figure 30i). 
The moderate correlation between coherence and information content in the dorsal hippocampus, 
especially compared to the higher correlations between these parameters in the visuospatial 
conditions, reflect the fact that odor cues provide less precise spatial information since they do 
not possess specific geometric coordinates. Since no correlation was observed in the ventral 
hippocampus throughout these olfactory trials, it is possible that ventral cells are encoding odor 
valence rather than spatial information.  
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 Finally, we examined the effects of presenting the progressively aversive odors on place 
cell stability. We did not observe significant changes in correlations between different odors in 
the dorsal hippocampus, suggesting that as long as the odor was presented in the same location 
dorsal cells did not significantly remap in response to odor or valence. Interestingly, in the ventral 
hippocampus there was a decrease in correlations between no odor and the more aversive odor 
 
Figure 30. Cell parameters during odor manipulations. a, Overall, b, peak, c, in-field, and d, out-of-field firing 
rates are generally higher in the ventral hippocampus compared to the dorsal hippocampus. In the ventral 
hippocampus, all firing rates increase significantly in the aversive odor condition. e, Place field coherence is 
higher in the dorsal hippocampus, indicating that dorsal fields are more organized. f, Information content is 
generally higher in dorsal cells. g, Field size is generally larger in ventral cells but do not appear to be 
affected by more aversive odors. In h and i, correlations between information content and coherence 
indicate a positive correlation across odor conditions in the dorsal but not the ventral hippocampus. Means ± 
standard deviations are shown.  
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conditions, though this effect was not significant in the population average (p>0.05, Figure 31a). 
We observed remapping in response to aversive odors in a subpopulation of ventral cells (Figure 
29), so it is possible that significant remapping in a subset of ventral cells may have been 
obscured by the large and diffuse firing patterns of these cells as a whole. We then calculated 
short- and long-term correlations for each place cell within the same odor condition. We observed 
no significant differences in short-term correlations within each group due to varying odors or 
between dorsal and ventral cells, though there was a slight progressive decrease within the ventral 
group in more aversive conditions (p>0.05, Figure 31a). However, in the long term ventral cells 
displayed higher correlations than dorsal cells, suggesting that ventral cells may have stabilized 
the representations formed in the odor conditions, though this could also be an effect of the larger 
ventral place fields (effect of group, F1,241 = 23.7, p<0.001, Figure 31b). Interestingly, within the 
ventral group but not the dorsal group, more aversive odors resulted in a trend toward 
corresponding increases in long-term correlations, though this effect was not significant (p>0.05, 
Fig 31b). Our data suggest that ventral cells may be more likely to stabilize representations of 
aversive odors in the long term, as previously observed in dorsal cells during fear conditioning 
(Wang et al., 2012).  
 
 
Figure 31. a, Short- and b, long-term correlations between odor conditions in dorsal and ventral cells. 
Means ± standard deviations are shown. * denotes a significance level of p<0.05.  
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Discussion 
Compared to the dorsal hippocampus, the ventral hippocampus is more heavily connected 
to areas involved in stress and anxiety (Pitkanen et al., 2000; Fanselow and Dong, 2010). 
Therefore, one might expect cells in this region to respond more strongly to anxiogenic cues from 
the surrounding environment. Indeed, we have found that in increasingly anxiogenic contexts, 
ventral cells responded to both visuospatial and olfactory anxiogenic manipulations primarily 
through increases in peak firing rates. Additionally, ventral cells appeared to remap more in 
response to aversive odors and visuospatial contexts in the short term.  
Both dorsal and ventral cells responded to moderately anxiogenic changes in visuospatial 
contexts in terms of information content and coherence. However, this could have been a result of 
manipulating visuospatial cues independent of any anxiogenic changes to the context (doubling 
the size of the context in the LE, or the absence of walls and therefore removing proximal spatial 
cues in the NW condition). Thus, the effects observed in both the dorsal and ventral hippocampus 
may not have been specific to rendering the visuospatial context somewhat anxiogenic, but rather 
the result of manipulating the appearance of the visuospatial context. However, the increase in 
peak firing rate specific to the ventral hippocampus was observed only in contexts that could be 
considered visuospatially anxiogenic, and did not occur when proximal cues were changed 
completely (such as in context B). As the ventral hippocampus also exhibited peak firing rate 
increases in aversive odor conditions, it is possible that the rate increase observed in the mildly 
anxiogenic visuospatial conditions are specifically due to changes in emotional valence of the 
context.   
Much research has implicated the hippocampus in spatial processing and memory in 
general, but another line of thought theorizes that the hippocampus also plays a critical role in 
anxiety and fear behaviors (Gray, 1982; Gray and McNaughton, 2000; Bannerman et al., 2004). 
In particular, evidence suggests that the ventral hippocampus is much more involved in these 
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anxiety-related behaviors (Bannerman et al, 2004). Furthermore, the ventral hippocampus has 
also been implicated in anxiety-related processes, as lesions impair anxiety in the anxiogenic 
elevated plus maze (Bannerman et al., 2002). However, the anxiogenic function of the 
hippocampus may be segregated not only along the septotemporal axis, but also among different 
subregions within the hippocampal structure such as CA1, CA3, and the dentate gyrus (DG). For 
example, a recent study showed that elevation of granule cell activity specifically in the ventral 
DG suppressed innate anxiety responses, while elevation in the dorsal DG affected contextual 
learning (Kheirbek et al., 2013). It is possible that dorsal and ventral regions of the DG, as well as 
other areas such as CA3, also play different roles in emotional learning. Therefore, it would be 
important to examine differential contributions of specific hippocampal subregions to fear 
learning.  
Although several studies implicate the ventral hippocampus in anxiety, lesions of the 
ventral hippocampus have been shown to impair contextual fear conditioning as effectively as 
total hippocampal lesions (Richmond et al, 1999), suggesting that this region also modulates fear. 
Interestingly, the ventral pole exhibits distinct genetic expression compared to the dorsal, and 
some of the genes that are enriched in the ventral region have been implicated in fear (Fanselow 
and Dong, 2000). For example, gastrin releasing peptide (GRP) and its receptor have been 
implicated in learned fear, in that GRPR knockout mice display enhanced cued and contextual 
fear learning (Shumyatsky et al., 2002). More recently, Leonardo et al. (2006) showed that GRP 
is prominently expressed in the ventral hippocampus, suggesting that the ventral hippocampus 
may indeed modulate fear responses. However, it is possible that the ventral region affects fear 
expression by modulating anxiety, and future behavioral studies should explore this possibility.  
Overall, we did not observe place field expansion in the dorsal hippocampus in response 
to the larger context, as previously shown in a subpopulation of ventral cells rats (Muller et al., 
1987). It is possible that the effects in a small population of cells may have been obscured by a 
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majority of cells not displaying place field expansion. Alternatively, it is possible that the increase 
in the size of large environment is so drastic that the mouse perceives it as an entirely new context 
and fails to observe that it is a larger version of the previous SE. As a result, place fields may 
remap to a new preferred firing location in the LE rather than expanding existing fields in the SE. 
Indeed, we typically observed drastic place field remapping to an entirely new location in the 
large environment compared to the SE, although more analyses should be done to corroborate this 
effect.  
The large and unspecific fields displayed by cells in the ventral hippocampus render it 
difficult to assess place field stability through correlation analyses of place field rate maps. While 
decreased correlations may indicate place cell remapping in the ventral hippocampus, the diffuse 
nature of the ventral fields may produce a ceiling effect, making it difficult to observe increases 
in stability of ventral cells through correlations. Perhaps responses of ventral cells may be better 
characterized through analyses of population coding. Population coding has been observed in 
several neural systems (Averbeck et al., 2006), and therefore may occur in the broadly tuned 
place cells of the ventral hippocampus.  
In conclusion, our results suggest that the dorsal and ventral hippocampus respond 
differentially to changes in the emotional valence of a context. While cells in the dorsal 
hippocampus respond to visuospatial manipulations, the ventral hippocampus appears to be 
particularly involved in responding to anxiogenic and aversive environments, manifested through 
increases in peak firing rate and remapping. In light of the strong connections between the ventral 
hippocampus and the prefrontal cortex and amygdala, areas that are critical for fear learning, it 
would be interesting to examine how ventral place cells respond to emotional learning processes 
such as fear conditioning.  
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CHAPTER 6: General Conclusions and Future Directions 
 
 
 In summary, we have demonstrated the effectiveness of predator odor contextual fear 
conditioning, and that both the dorsal and ventral hippocampus appear to be involved in this 
learning process. However, the precise role played by each region appears to differ somewhat. 
The dorsal hippocampus is required for the encoding of the contextual representation where the 
aversive event occurs, whereas the ventral hippocampus participates in the associative phase of 
predator odor-induced fear as well as contributes to the encoding of the context. In support of the 
former, we have also found that place cells in the dorsal hippocampus respond to fear 
conditioning by remapping to new preferred firing locations, suggesting that the animal forms a 
novel representation of the environment during fear learning. This novel representation stabilizes 
in the long term, indicating that a spatial memory of the fearful context is preserved. Interestingly, 
this representation remaps again during extinction, when an animal learns that the context is no 
longer fearful. These data signify that emotional learning influences spatial representations of the 
contexts in which they occur. Finally, to elucidate the contribution of the ventral hippocampus to 
the encoding of contextual representations and differentiate it from that of the dorsal region, we 
have begun to examine the responses of place cells in the dorsal and ventral hippocampus to 
changes in visuospatial and olfactory stimuli of varying emotional valence. We found that 
although ventral cells are generally less sensitive to manipulations of the spatial environment 
compared to dorsal cells, they tend to respond more strongly to contexts of high emotional 
valence through increases in firing rate. Together, these data suggest that spatial representations 
in the hippocampus are indeed influenced by emotional cues, and that the hippocampus is 
involved in encoding the contexts in which emotional events are experienced.  
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In terms of behavior, it would be interesting to examine hippocampal activity during 
periods of freezing. Since place cells fire maximally during periods of movement, place cell 
activity is generally analyzed only when an animal is moving at a speed above a certain threshold. 
However, in some cases animals can exhibit extremely high levels of freezing in response to 
shock-induced fear conditioning, even up to 100% (Maren et al., 1997). In these cases of extreme 
freezing, regular place cell firing in their preferred locations could not occur for the majority of 
cells. Yet, the animal must still be recognizing the context in order to exhibit the freezing 
behavior. It has been shown that hippocampal cells may exhibit ‘replay’ of firing sequences 
during sharp wave ripple events in the EEG (Wilson and McNaughton, 1994; Skaggs and 
McNaughton, 1996). This occurs both during sleep and periods of quiescence when the animal is 
awake (Foster and Wilson, 2006; O'Neill et al., 2006; Diba and Buzsaki, 2007). Recently, it has 
been suggested that these replay events may not simply be echoes of past experiences, but can 
also reflect active processes useful in navigational and behavioral decision-making (Gupta et al., 
2010). Furthermore, disrupting replay events has been shown to impair acquisition of spatial 
memory tasks (Girardeau et al., 2009). Therefore, it is possible that there could be replay-related 
events occurring during periods of inactivity that allow the animal to recognize a context without 
traversing it physically, and allow conditioned behavioral responses to emerge. This could be 
determined experimentally by analyzing ripples of hippocampal place cell activity during periods 
of freezing after fear conditioning.  
We found that ventral hippocampal cells responded more strongly to aversive olfactory 
and visuospatial stimuli than dorsal cells. Since the ventral hippocampus is the only hippocampal 
region that connects to the prelimbic and infralimbic cortices, two prefrontal cortical regions that 
regulate fear learning and extinction, respectively, it would of interest to record from place cells 
in the ventral hippocampus during contextual fear conditioning and extinction. Based on our 
findings with anxiogenic cues, we would expect an even greater influence of emotion on ventral 
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place cells. It is likely that ventral cells will display stronger remapping in response to the fearful 
stimulus, and perhaps will become more stable in the long term compared to dorsal cells. 
However, the basic properties of ventral cells may yield a false positive in correlational 
comparisons of stability with dorsal cells, since place fields of cells in this region are larger and 
more diffuse than those found in cells of the dorsal hippocampus (Jung et al., 1994; Poucet et al., 
1994; Royer et al., 2010). To address this issue, one might search for evidence of population 
coding in the ventral hippocampus. Indeed, it appears that place field size increases in a 
continuum along the septotemporal axis, but the purpose for this scaling is unknown (Maurer et 
al., 2005; Kjelstrup et al., 2008). Since ventral cells are very large and exhibit broad spatial tuning 
compared with dorsal cells, it is possible that they more precisely represent space and other 
sensory inputs through an ensemble of cells acting conjointly. This type of population coding is a 
feature of several neural systems, including the olfactory, auditory, and visual systems (for 
review, see (Averbeck et al., 2006). Therefore, the possibility exists that ventral cells act on a 
population level to encode spatial information and other sensory stimuli. Alternatively, it has 
been suggested that the larger place fields may be used for larger-scale spatial representations 
beyond the scope of the training context or even the room in which training occurs (Kjelstrup et 
al., 2008). Therefore, it would be interesting to examine how ventral cells respond to much larger 
spatial contexts, and in particular to emotional events occurring in such broader areas.  
Another way in which population activity of ventral cells may influence fear conditioning 
and extinction is through changes in neuronal synchronization, a mechanism of signal 
amplification that has been shown to influence how brain regions affect postsynaptic targets 
(Salinas and Sejnowski, 2001; Fries, 2005; Axmacher et al., 2006). Neuronal synchronization can 
occur in two ways: an increase in the power of a particular frequency domain or an increase in 
coherence, or spike phase locking to a specific frequency. It has been suggested that 
synchronization in both theta and gamma frequencies are important for memory formation 
125 
 
(Sederberg et al., 2003; Axmacher et al., 2006). We found that theta coherence is enhanced in the 
dorsal hippocampus throughout conditioning and extinction, suggesting that this form of 
synchronization plays a general role in memory encoding and retrieval. In contrast, gamma 
coherence appears to have a more selective role; we observed that is enhanced specifically during 
the association of a fearful stimulus with a context. Additionally, it also increases during the 
initial stages of extinction when the animal must determine whether the context is still fearful. 
Similar to cortical selective attention processes (Gruber et al., 1999; Fries et al., 2001), 
hippocampal increases in gamma coherence could serve as a mechanism that orients the animal to 
task-relevant information. The changes in gamma coherence occurring during extinction 
paralleled those observed when animals selectively attend to task relevant cues and ignore task-
irrelevant information (Muzzio et al., 2009). Thus, it would be interesting to examine theta and 
gamma synchronization not only in the ventral hippocampus but also between specific regions of 
the hippocampus, amygdala, and prefrontal cortex during fear conditioning and extinction.  
As much behavioral evidence has suggested, fear extinction is generally thought of as 
context-dependent new learning rather than erasure of the original fear memory trace (Bouton, 
2004). However, it was previously unknown how the competing memory traces were encoded on 
a physiological level. As the hippocampus is the primary structure involved in contextual 
representation, it seemed likely that place cells could encode the differing memory traces. Indeed, 
we found that dorsal place cells remapped in response to extinction, which is interesting in that it 
is a result of new learning that does not stem from any physical changes to the external context. 
Although the external environment remains physically unchanged throughout extinction, place 
cells gradually shift their preferred firing locations. Thus, extinction involves learning that solely 
reflects an alteration in the emotional valence of a context, but nevertheless has an effect on 
contextual representation. Previous studies have also shown that changes in task contingency or 
shifts between different reference frames can modulate place cell activity (Wiener et al., 1989; 
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Markus et al., 1995; Ferbinteanu and Shapiro, 2003; Kentros et al., 2004; Smith and Mizumori, 
2006; Muzzio et al., 2009; Allen et al., 2012). Another interesting avenue to pursue would be to 
assess how place cells respond to post-extinction fear recovery processes such as reinstatement. 
When the fear returns behaviorally, it is possible that the original stabilized fear map reemerges, 
or an entirely new representation may be formed. Alternatively, the map formed during extinction 
may remain and perhaps compete with the original fear memory trace. The animal may 
periodically switch between the safe and unsafe reference frames, which could potentially be 
correlated with behavior.  
Since the dorsal and ventral areas of the hippocampus appear to be differentially involved 
in fear learning, it would be interesting to examine how these individual regions are involved in 
extinction. The dorsal hippocampus has been implicated in the context specificity of extinction 
(Vianna et al., 2001; Schimanski et al., 2002; Fischer et al., 2004; Corcoran et al., 2005; Milad et 
al., 2007; Alvarez et al., 2008), but relatively few studies have begun to examine the involvement 
of the ventral hippocampus. Inactivation of the ventral hippocampus by blocking GABAA 
receptors impaired context-specific fear memory retrieval after extinction (Hobin et al., 2006), 
and the same inactivation prior to extinction produced impairments in extinction memory (Sierra-
Mercado et al., 2011). Other studies have suggested that the ventral hippocampus is an important 
mediator in a network of brain structures involved in regulating fear extinction (Orsini et al., 
2011; Sotres-Bayon et al., 2012). Recently, it was shown that low-frequency stimulation of the 
ventral hippocampus facilitates contextual fear extinction (Cleren et al., 2013). Recording from 
ventral place cells during extinction would be one way to physiologically assess how the ventral 
hippocampus is involved in the extinction process.  
The involvement of the dorsal and ventral hippocampus in fear learning can also be 
addressed on a molecular level. Fear conditioning and extinction, while both thought to be new 
learning processes, have been shown to involve different molecular mechanisms. The immediate-
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early gene (IEG) cFos is highly expressed in the hippocampus following exposure to novel 
contexts, particularly in fear conditioning (Radulovic et al., 1998; Huff et al., 2006). However, 
short extinction trials do not result in cFos activation, although extending the extinction session to 
1 hour does elevate cFos levels (Tronson et al., 2009; Radulovic and Tronson, 2010). Conversely, 
extracellular signal-regulated kinase (ERK) is a cell signaling protein that induces IEG activation, 
and has been associated with prediction error and extinction (Fischer et al., 2007; Ryu et al., 
2008; Huh et al., 2009; Tronson et al., 2009). As a result, cFos and ERK have been used as 
markers for cellular activation relating to fear conditioning and extinction, respectively (Tronson 
et al., 2009). Therefore, one could examine and compare ERK expression in both the dorsal and 
ventral hippocampus after extinction. Indeed, this methodology could be applied to any number 
of molecular mechanisms specific to either fear conditioning or extinction.  
In many place cells, we observed responses to both fear conditioning and extinction. This 
contrasts with a molecular study in hippocampus suggesting that different populations of cells 
may be involved in the two processes. It was found that different populations of principal neurons 
differentially express cFos and pErk after fear conditioning and extinction respectively, with less 
than 5% of cells exhibiting colocalization of both proteins (Tronson et al., 2009). In the 
amygdala, it has been shown that there are distinct neuronal circuits mediating fear conditioning 
and extinction, and these separate populations differentially connect to the hippocampus and 
medial prefrontal cortex (Herry et al., 2008). However, some neurons in the amygdala responsive 
to fear conditioning decrease their responses after extinction while others are extinction-resistant 
(Herry et al., 2008; An et al., 2012). Thus, despite the existence of process-specific populations, 
there are neurons that respond to both types of learning. Similarly, we found that while some cells 
in the dorsal hippocampus responded specifically to either fear conditioning or extinction, many 
responded to both learning processes. It is possible that while different populations of neurons 
may exhibit molecular changes specific to each learning process, these cells in turn influence the 
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firing activity of many other cells on a physiological level. It would be interesting to more closely 
examine how circuits of distinct cell populations interact to form both fear conditioning and 
extinction memories.  
As technology progresses, novel methods are being developed that allow for the tracking 
of neural activity from the same cells over the very long term. Recently, a new method has been 
developed that allows for long-term calcium imaging of place cells in vivo over several weeks 
using a miniature implantable microscope (Ziv et al., 2013). Using this and similar methods as 
they advance, it would be interesting to study whether the spatial representations persisting 
several days after fear conditioning are still present in the hippocampus over the course of several 
months or longer. It is generally thought that as memories age, they become increasingly less 
dependent on the hippocampus. Indeed, much evidence has suggested that over time, memories 
eventually become hippocampus-independent (Squire and Alvarez, 1995). By tracking the 
stability of hippocampal place cells in the very long term, one could potentially determine when 
the hippocampus becomes no longer necessary for memory storage if changes in place cell 
stability reflect this switch to cortical memory storage.   
Finally, it will be very important to fully understand interactions between the 
hippocampus and other structures involved in contextual fear learning. The primary structure 
involved in fear learning is the amygdala, and amygdalo-hippocampal interactions should be 
more closely examined. Several cortical regions have also been implicated in the fear memory 
circuitry, particularly areas in the medial prefrontal cortex (Sotres-Bayon and Quirk, 2010; Sah et 
al., 2013). Hippocampal connections with the prelimbic and infralimbic areas appear to be 
important for fear learning (Knapska et al., 2012; Sotres-Bayon et al., 2012; Stafford et al., 2012). 
Circuitry studies can be performed with the use of novel techniques such as optogenetics and 
designer receptors exclusively activated by designer drugs (DREADDs). These and other new 
tools can provide very fine control of specific cell types in particular regions, and one may 
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examine how influencing electrical activity of neurons in one region affects the responses of 
neurons in other areas of the circuit (Fenno et al., 2011; Johansen et al., 2012). Of particular 
interest would be controlling specific neuronal populations during learning events to see how 
certain cell types are involved in memory encoding and consolidation. Such studies have been 
very elegantly performed in the amygdala (Ciocchi et al., 2010; Haubensak et al., 2010), but these 
techniques can be extended to examining interactions between various brain structures. An 
especially innovative method developed recently utilizes c-fos activation to optogenetically ‘tag’ 
neurons active during a particular task, creating a memory engram that can later be reactivated 
with light. Optogenetic stimulation of one of such engrams created in the hippocampus during 
fear conditioning activated fear memory recall in another context (Liu et al., 2012). This and 
similar methods could be employed in a multitude of ways to further our understanding of 
memory encoding in several brain regions.  
In conclusion, our studies suggest that both the dorsal and ventral hippocampus are 
important for emotional memory formation. However, further research must be done to fully 
understand the precise roles of these two regions. Of particular importance will be to understand 
the functional contributions of hippocampal regions along the dorsoventral axis, and how 
intrahippocampal connections contribute to their evidently differential roles. Fully elucidating 
how the hippocampus contributes to emotional learning would aid in the development of 
important therapies and targeted interventions for those suffering from fear and anxiety disorders.  
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