I. INTRODUCTION
The present study deals with the problematic of attentional mechanism allowing to initiate and to maintain Human Robot Interactions (HRI) by orienting the robot's visual focus on interacting human partners.
In our previous work, we took inspiration from human psychological and neurological data which suggest that synchrony is an important parameter for human-human interaction [4] . We proposed synchrony as a way of interacting and presented a synchrony-based architecture capable of selecting the human partner and of locating the focus of attention [1] .
To deal with the problematic of initiating the HRI, we proposed, in our recent works, a neural model permitting to focus the robot visual attention on a selected partner on the basis of synchrony detection between its own dynamics and the human movements [1] . This model maintain the interaction and the robot's focus of attention while the partner moves in synchrony. Consequently, the interaction is interrupted if the partner stops moving. For a more realist HRI, the agents have to be able to switch their roles (turn tacking), as a result, they could alternate moving and static interaction phases. In this case, we propose here to complete the previous neural model by adding a shape based attentional mechanism. After initiating the interaction on the basis of synchrony, the robot will automatically learn to recognize the selected partner and maintain its attention with the human during unsynchronized phases of interaction.
II. EXPERIMANTAL SETUP
Our experimental setup is composed by a Robosoft robulab 10 equipped with four wheels (two for directions and two for stabilization), a proximity sensors for obstacle avoidance, an embedded computer, and for the visual perception, a pantilt camera controlled with a SSC-32 card through a serial communication. Only the "pan" rotation of the camera is used. The experiments were performed in a real indoor environment (See Figure 1 ).
III. LEARNING AND RECOGNITION OF THE PARTNER
For recognizing the visual shape of the human partner, we adapted to our specific application a general model of [2] . First, by convolving the images with a DoG (Difference of Gaussian) filter, we obtain a saliency map highlighting parts of the images having a local structure in the form of corners. Local views, collecting pixel (here on a radius of 40 pixels) around each Local maxima of the saliency map (interests points) are then extracted and filtered by a log polar transformation in order to be robust for scale and rotational variations. The local views are then categorized by a Selective Adaptive Winner which is an ART-based neural network. This model can be divided into two parts : the recognition of "what" is the object and the localization of "where" is the object. Each part is composed by a Least Mean Square neural networks (LMS). For the "what" pathway, the LMS associates the local views to the shape of each learnt object (or human). Regarding to the "where" pathway, the network learns the association between the center position of the learnt object and the x and y positions of the local views. The localisation of the learnt object is given by the accumulation of each prediction (See Figure 3 and 2) .
To ensure an autonomous learning of the "preferred" partner of interaction, the shape learning starts when the visual attention is focused by synchrony detection. Furthermore, the saliency map is modulated by the motion intensity to allow the selection of interest points on the moving partner. During the interaction, the robot can refine the partner recognition by selecting new interests points (local views) in the visual attentional areas selected by synchrony detection. After acquiring the capability to recognize the partner, the robot can focus its attention by using both synchrony detection and shape recognition. A neural field is used to combine the two strategies [3] . Each strategy has also a self-evaluation which inhibit its wrong behavior as in Figure 4 . The model combining synchrony detection and shape recognition has been experimentally tested with a mobile robot in an real indoor environment. The results are presented in Figure 5 . First, the human partner moves his arm in front of the robot to make it learn a preferred frequency of interaction. After this learning phase, the robot starts moving and focuses its visual attention randomly in the absence of salient and persistent visual stimuli (until t = 40 on Figure 5 ). From t = 40, a human interact with a dynamic close to the one previously learnt. The robot selects and localizes this preferred interactant on which it focuses its visual attention by centering its field of view using synchrony detection (blue curve, Figure   2 ). After focusing its attention, the robot starts learning the selected partner shape (green area, Figure 5 ). From t = 40 to t = 80, we can notice an alternation between stopped and reengaged learning phase linked to synchrony detection. Starting from t = 80, the robot is able to recognize and track the partner shape (black curve, Figure 2 ).
Videos of the experiments can be found on our website 1 .
V. CONCLUSION AND PERSPECTIVES.
In conclusion, by combining two attentional mechanisms (synchrony detection and shape recognition), our neural model gives minimal capabilities to a mobile robot to focus and track a selected partner during different phases of interaction (active and static) allowing the emergence of abilities to re-engage the interaction.
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