Abstract. We study stochastic processes on the Wasserstein space, together with their infinitesimal generators. One of these processes is modeled after Brownian motion and plays a central role in our work. Its infinitesimal generator defines a partial Laplacian on the space of Borel probability measures, and we use it to define heat flow on the Wasserstein space. We verify a distinctive smoothing effect of this flow for a particular class of initial conditions. To this end, we will develop a theory of Fourier analysis and conic surfaces in metric spaces. We note that the use of the infinitesimal generators has been instrumental in proving various theorems for Mean Field Games, and we anticipate they will play a key role in future studies of viscosity solutions of PDEs in the Wasserstein space.
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Introduction
A fundamental result in stochastic analysis is that the Laplace operator is the infinitesimal generator of Brownian motion. That is, for any twice continuously differentiable function f : R d → R with bounded second derivatives, Tr(Hess f)(x) = lim
for each x ∈ R d . Here, of course, (W t , t ≥ 0) is a standard d-dimensional Brownian motion and Tr(Hess f) ≡ ∆f is the Laplace operator. This property is also closely related to the fact that v(x, t) = Ef (x + √ 2W t ) is a solution in (0, ∞) × R d , of the heat equation ( 
1.1)
∂ t v = ∆v.
In this manuscript, we will lift these results from Euclidean space to the the space of Borel probability measures on R d equipped with the Wasserstein metric. We will denote this space as P 2 (R d ). Our motivation for pursing this line of research is to look for ways of regularizing partial differential equations in P 2 (R d ) such as Master Equations from the theory of mean field games. One example of such a Master Equation is
which appeared in a recent work on Mean Fields Games [8] . This equation poses more challenges than we are currently prepared to address. So for now we address the smoothing effects (cf. Remark 6.6) of two of the three mechanisms at work in (1.2), leaving out the mechanism induced by the underlying Lagrangian.
In what follows, we will define Brownian motion on the Wasserstein space as the stochastic process t → B for (t, m) ∈ (0, ∞) × P 2 (M) and assert
We will take great care and precision in defining △ w V below in (1.3) . See Definition also 3.3/Remark 3.5.
In this manuscript, we start a Fourier analysis on the set of probability measures of finite second moments, the so-called the Wasserstein space. We later introduce measures on the infinite dimensional metric space, which allow us to integrate by parts products of special functions defined on the Wasserstein space. Before introducing these measures, we devote some time to the study of the pairing of stochastic paths (B m ) m on the Wasserstein P 2 (R d ), with a linear operator △ w defined on the set of twice differential functions on P 2 (R d for (t, m) ∈ (0, ∞) × P 2 (M) we assert (1.4)
The above facts, certainly contribute to the argument that △ w can be viewed as a partial Laplacian operator on the Wasserstein space and t → B m t := (id + √ 2W t ) # m can be compared to a Brownian motion starting at m. We also study perturbations (σ ǫ , △ w,ǫ ) of (B, △ w ) for ǫ ≥ 0 by setting The path σ t := B m,β t solves the stochastic differential equation (cf. e.g. [9] [8])
(1.7) dσ = div β∇σdt − 2βσdW on (0, T ) × P 2 (R d ), σ 0 = m.
Similarly, σ ǫ t := σ ǫ,β t [m] solves the system of stochastic differential equations (cf. e.g. [9] [8])
(1.8)
By definition equations (1.7) or (1.8) is satisfied if the linear identity (6.4) holds. Then, in Theorem 6.3, we obtain a nonlinear version of (6.4), Itô's formula on the Wasserstein space.
Note (1.7) and (1.8) are the simplest versions of systems of equations recently considered by [8] and [9] . The purpose of these authors was the study of Mean Field Games involving a Hamiltonian, for large populations and therefore, their goals are quite different from ours. Notwithstanding the fact that (1.7) or (1.8) are not the subject of our study, we formulated them as continuity equations just to display the velocities driving the Brownian motions.
Arguably, B m t := B m,1 t can be called a Brownian starting at m and △ w can be called a partial Wasserstein Laplacian operator. When restricted to finitely many symmetric products of R d , the partial Wasserstein Laplacian operator coincides with classical finite dimensional operators. For instance, suppose U is differentiable in a neighborhood of δ a for some a ∈ R d and U is twice differentiable at δ a as stated in Theorem 3.2. Then x → u(x) := U (δ x ) is twice differentiable at a (cf. Remark 3.5) and
However, if we define v on (R
then unless k = 1,
Our study of the partial Laplacian operator will be mainly restricted to the set of kpolynomials and their graded sums. These are functions on P 2 (R d ) of the form
Φ ∈ C((R d ) k ) being a symmetric function that grows at most quadratically at infinity. The set of such Φ's is denoted as Sym[R k ] and the set of F Φ 's is denoted as Sym[k](R). Although at a first glance the sets of k-polynomials may appear to be too small, by the Stone Weierstrass Theorem, the subalgebra they generate is a dense subset of C(K) for the uniform convergence (cf. Remark 2.6). Here, K is any locally compact subset of P 2 (R d ). As a consequence
the N-graded sums of the set of k-polynomials, generates a subalgebra which is a dense subset of C(K).
The nonnegative real numbers are contained in the spectrum of −△ w . For any β ≥ 0, it is shown that the intersection of the kernel of △ w + βId with Sym[k](C), is represented by a general conical surface, contained in the symmetric k-product of R d . The surface in question is the quotient space
where P k is the set of permutations of k letters. Note when k > 1 and β = 0, the surface degenerates into a linear space, and so, it has infinitely many elements, which means that the kernel of △ w has infinitely elements. More serious is the fact that the surface is unbounded, which precludes the Wasserstein Laplacian operator to have a smoothing property, unless restricted to an appropriate set of functions. Solving the simplest case of Poisson equation on the Wasserstein space amount to, given
This, obviously is not an elliptic equation as when k > 1 and β = 0, the surface in (1.10) does not reduce to the null vector.
In this manuscript, we also address the following natural and useful question: suppose we know that a function F :
Can we reconstruct Φ? We can convince ourselves that the problem reduces to expressing Φ as a sum, up to a multiplication constant, of the so-called k-th defects of F . When we do not require any differentiability property of F, we reconstruct Φ by providing a polarization isomorphism based on the inclusion-exclusion principle, without any differentiation operations. Our arguments was inspired by works on vector spaces, which can be traced back to [21] in a particular case, followed by generalization in [37] .
The Wasserstein Laplacian is the sum of two operators, one being nonpositive with a trivial kernel when restricted to Sym[k](R). The latter alluded operator, which has a smoothing effect, associates to any smooth function U :
Here, ∇ w denotes the Wasserstein gradient operator. Given ǫ > 0 and a twice continuously differentiable function U ,
solves the initial value differential equation
For each s ≥ 0, we define H s (P 2 (R d )), a space of functions on the Wasserstein space, in the spirit of the Sobolev functions. It has the virtue that whenever U ∈ H s (P 2 (R d )), then V (t, ·) given in (1.11) not only solves the previous differential equation but
such that choosing U 0 in that set, even if U 0 is not three times differentiable, when s, ǫ > 0, then △ w,ǫ V (t, ·) becomes twice differentiable (cf. Remark 6.6). This is an improved smoothing effect in the m variable.
The functions F in H s (P 2 (R d )) are pointwise sums of the infinite series
is a symmetric function which grows at most super linearly at ∞ and is such that its inverse Fourier transform a k , satisfies (4.7). Under more stringent assumptions on Φ k , so that F ∈ H s (P 2 (R d )), we prove that F Φ k is uniquely determined by a specific projection operator π k (cf. Remark 5.5) defined on a subset of the graded sum in (1.9) .
A bilinear form
which involving functions, their gradients and Laplacians, is provided in Proposition 4.10. Under appropriate conditions on F, G ∈ H 0 (P 2 (R d )), we assert
In some cases, this turns into a integration by parts formula involving signed Radon measures
where Φ, Ψ are k-symmetric functions of class C 3 and supported by the ball of radius R, Theorem 7.3 shows the above to be equivalent to
Here D 2 is the bilinear function
In the recent years, there have been many attempts to construct a "full" Laplacian on the Wasserstein space. In [34] , von Renesse and Sturm studied a canonical diffusion process on the Wasserstein space, when the underlying space is the one-dimensional torus. Then in [35] , Sturm constructed entropic measures on Wasserstein spaces P(M ), where the underlying set M is a compact manifold of finite dimension. Unlike the case when M is a one-dimensional set, the closability of the Dirichlet form associated to the entropic measures, remains to-date, an outstanding open question. We end this introduction by drawing the attention of the reader to a (far from being exhaustive) literature which studies infinite dimensional Laplacian operators on flat spaces. The first one due to Levy [26] , relies on a concept of the mean of a function on a Hilbert space, to propose a Laplacian operator. No meaningful subset of the domain of definition of this operator was known until a later studied by Dorfman [15] . This author proves, when the Hessian has the form HessU (x) = r(x)I + T (x), where r is uniformly continuous and T satisfies a so-called N -property, then U belongs to the domain of definition of Levy's Laplacian operator. Other definitions of a Laplacian operators on a Hilbert space appeared in the literature. For instance, [36] consideres a Hilbert space D and a nuclear space L and defined Laplacians on subsets of L 2 (L * ). The previously mentioned studies raised many new challenging questions, none of which we attempt to pursue here. We rather take a different turn and search for infinitesimal generators of stochastic paths on the Wasserstein space, which are partial traces. Our interests include the study of infinitesimal generators which could have smoothing effects on partial differential equations on the Wasserstein space. A first evidence to this fact steams out of the College of France lectures by P-L. Lions [22] [23] and the pioneering work by Cardaliaguet et. al. [8] , in their study of the so-called master equation in mean field game systems. These are first or second order Hamilton-Jacobi equation on the Wasserstein space, with a non-local term. Their equation incorporated terms which turned out to be △ w,ǫ U . When ǫ > 0, they referred to games with individual noise and common noise. The presence of △ w,ǫ U was instrumental for the well-posedness of the master equation. For more discussions on the topic, we refer to [8] 
We denote R d as M because it is more convenient to write expressions such as M 2 than (R d ) 2 . This notation is also meant to emphasize the fact that most of our results proven in this manuscript are valid on spaces more general than R d . Throughout this manuscript, P 2 (M) denotes the set Borel probability measures on M, of finite second moments. This is a length space when endowed with W 2 , the Wasserstein distance.
Given m, ν ∈ P 2 (M) we denote as Γ(m, ν) the set of Borel measures γ on M 2 , which have m as their first marginal and ν as their second marginal. We denote as Γ 0 (m, ν), the set of
We denote the first (resp. second) projection of M 2 onto M as π 1 (resp. π 2 )
Let L 2 (m) denote the set of Borel maps ζ : M → M such that ζ 2 m := M |ζ(x)| 2 m(dx) < ∞. This is a Hilbert space with the inner product ·; · m such that
, and let us denote the orthogonal projection of L 2 (m) onto T m P 2 (M) as π m . The union of all the sets {m} × L 2 (m) is denoted as T P 2 (M) and by an abuse of language, is referred to as the tangent bundle of P 2 (M).
Let P k denote the set of permutations of k letters. If a ∈ C we denote its complex conjugate as a * .
Let Sym[M k ] be the set of Φ ∈ C(M k ) such that there exists C > 0 such that for any
2 ) and Φ(x) = Φ(x σ ) for any σ ∈ P k .
In other words, Φ is well-defined on the k-symmetric product of M. In this case, we call Φ is symmetric. Let Sym 
is well-defined. We denote as Sym[k](R) the set of F Φ such that Φ ∈ Sym[M k ] and denote as
denote a function with values in the extended real line. The recent work [19] , shows two notions of Wasserstein subgradient which appeared in the literature to be equivalent. For that reason, we recall once more these definitions and state in Remark 2.2 that they are equivalent.
(ii) We call ζ a supergradient of U at m and write 
is nonempty, then it is a closed convex set in the Hilbert space L 2 (m) and so, it has a unique element of minimal norm. As customary done in convex analysis, we denote this element as ∇ w U [m] and refer to it as the Wasserstein gradient of U .
is not empty, there is no confusion referring to its unique element of minimal norm as the Wasserstein gradient of U at m.
Remark 2.4. Note that if φ ∈ C ∞ c (M), then according to Definition 2.3, the Wasserstein gradient of F φ is ∇φ. (i) Then ρ(t)/t is monotone nonincreasing and so, for any t ≥ 0 and ǫ > 0, we have
Proof. (i) Mollifying ρ if necessary, it is not a loss of generality to assume that ρ is of class C 1 . We have t 2 (ρ(t)/t) ′ = ρ ′ (t)t − ρ(t). But R(t) := −ρ(t) is convex and so, for t > 0 we have
. This is equivalent to t 2 (ρ(t)/t) ′ ≤ 0 which proves the first part of the remark. If s ∈ [0, ǫ] and t ∈ [ǫ, ∞) then
This proves (i).
(ii) Let γ ∈ Γ 0 (m, ν). By (i) for any ǫ > 0,
We apply Cauchy-Schwarz inequality to obtain
We conclude the proof by setting
Since M is not a compact set, the space P 2 (M) is not a locally compact space (cf. e.g. [2] ). Suppose φ : M → [0, ∞] is a lower semicontinuous monotone nondecreasing function
Consider the locally compact set
Remark 2.6. The subalgebra generated by F Φ | Φ ∈ C c (M) , separates points in P φ (M) and vanishes nowhere. Hence, by the Stone Weierstrass Theorem, it is a dense subset of C P φ (M) for the uniform convergence.
3. Traces of second order derivative: the partial Laplacian operators
denote a function with values in the extended real line.
3.1. The Wasserstein Laplacian operator. Consistent with Levi-Civita connection in [24] , we have the following definition.
Definition 3.1. Suppose U is differentiable in a neighborhood of m ∈ dom(U ) and for any
. In that case, we say that U has a Hessian at m.
is continuous for ν in a neighborhood of m and there exists a constant C m such that |∇ w U [ν](x)| ≤ C m (1 + |x|) for any x ∈ M and any ν in the neighborhood of m. Suppose ρ, ǫ 2 : [0, ∞) → R are nonnegative function (depending on m) such that lim t→0 + ρ(t) = lim t→0 + ǫ 2 (t) = 0 and ρ is a concave modulus. Suppose there are Borel bounded matrix valued functionsÃ[m] : M → R d×d and A mm : M 2 → R d×d such that for any ν ∈ P 2 (M) we have
where, for γ ∈ P(M 2 ) and x, y ∈ M, we have set
Then, U has a Hessian at m and
Since ζ 2 is of compact support, its first and second derivatives are bounded and so, we may choose bounded vector fields v, w ∈ C(M 2 , M) such that for any x, y ∈ M we have
By assumption, for each γ ∈ P(M 2 ), there exists l(γ, ν, y) ∈ M such that |l(γ, ν, y)| ≤ 1 and
We have then by definition of the map Λ that
This, combined with (3.2) yields
By (3.3)
We have by Cauchy-Schwarz inequality that
We apply Remark 2.5 to infer
Checking also that
We combine (3.4-3.8) and make the substitution (a, b) ↔ (x, y) to obtain
Thus,
Consequently,
Making the substitution a ↔ x (3.9) and using definition 3.1, reads off (3.10)
is well-defined and (3.10) remains valid for ζ 1 , ζ 2 ∈ T m P 2 (M). Definition 3.3. Under the assumptions of Theorem 3.2, we say that U is twice differentiable at m ∈ dom(U ). If A mm satisfies (3.1), so does π m A mm which is the matrix whose rows are the orthogonal projections onto T m P 2 (M) of the rows of A mm . Note that although A mm may not be unique, π m A mm is uniquely determined. In the sequel, we tacitly assume that
given by
where ζ i is the Wasserstein gradient of the i-th
We define the second order Wasserstein gradient of U at m to be π m A mm and we denote it as
and (x, y, ν) → π ν A νν (x, y) are continuous, we say that U is twice continuously differentiable on that neighborhood.
Proposition 3.4. Let U be as in Theorem 3.2, which in particular means that we have fixed m ∈ P 2 (M) such that U is differentiable in a neighborhood of m ∈ dom(U ) and U is twice differentiable at m. Let T > 0 and suppose σ ∈ AC 2 (0, T, P 2 (M)) is a path which has a velocity of minimal norm v ∈ C 1 ((0, T ) × M) which is bounded and has bounded first order time and space derivatives. If s ∈ (0, T ) and m = σ s then
Proof. We skip the proof of this proposition since it is similar to that of Theorem 3.2. The only new ingredient to use here is the following additional remark: if γ h ∈ Γ 0 (σ t , σ t+h ) and
Remark 3.5. Suppose the assumptions in Theorem 3.2 holds, i.e. U is twice differentiable at m ∈ dom(U ). Then
is differentiable on M and its gradient (w.r.t. the x variable) isÃ[m], whose rows belong to
(iii) Note that the expressions in (ii a) continue to make sense if we merely assume that
If m = m x , then u is differentiable in a neighborhood of x, ∇u is differentiable at x and
Proof. (i),(ii) and (iii) are obvious and so, we will only present the proof of (iv).
We fix an open ball in M k centered at a such that if y is in the ball with twice the radius then U is differentiable at m y . We fix x = (x 1 , · · · , x k ) in the ball centered at a. Whenever we choose another point y = (y 1 , · · · , y k ) in the ball, we will always assume that we have reordered y so that
(a) We have
We combine (3.11), (3.12) and (3.13) to obtain (3.14)
and so, by (3.13)
Thanks to (i), (3.15) implies
This, together with (ii) yields (iv).
Particular case: Hessians of functions belonging to
For γ ∈ P 2 (M 2 ) we set
Then we have the following lemma.
Lemma 3.6. For any m ∈ P 2 (M), the following hold.
(i) The function F Φ is differentiable in the sense of Wasserstein at any m ∈ P 2 (M) and
(ii) Further assume that ∇ 2 Φ has a modulus of continuity ρ : [0, ∞) → [0, ∞) which is concave. If ν ∈ P 2 (M), then there existsρ, ǫ 2 : [0, ∞) → R are nonnegative function (depending on m and Φ) such that lim t→0 +ρ(t) = lim t→0 + ǫ 2 (t) = 0 andρ is a concave modulus and
Proof. Note that since ∇ 2 Φ is bounded there exists a constant C > 0 such that
The second inequality in (3.16) ensures that for any
) and so, A m is well-defined. Furthermore, Φ is bounded. Similarly, the second and third inequalities in (3.16) ensure that ∇ x 1 A m and A mm are well-defined and bounded.
(i) The proof of (i) is easier when k = 1. We assume in the sequel that k ≥ 2. Using the fact that Φ is symmetric, for any i ∈ {2, · · · , k} if σ is the permutation such that σ(1) = i, σ(i) = 1 and σ(j) = j for any j ∈ {1, i} we have
Applying Taylor expansion, thanks to the third inequality in (3.16) there exists a uniformly continuous function f :
Let m, ν ∈ P 2 (M) and let γ ∈ Γ 0 (m, ν). By changing variables
Using (3.17) we conclude that
We have
This, together with (3.18) and (3.19) implies
and so,
This proves that A m ∈ ∂F Φ [m]. Note that A m is the gradient of
which is a bounded function with bounded first derivatives. Thus,
(ii) Since the proof of (ii) is easier in the case k = 2 compared to the case when k ≥ 3, we assume in the sequel that k ≥ 3.
Let i ∈ {3, · · · , k} and let σ be the permutation such that σ(2) = i, σ(i) = 2 and σ(j) = j for any j ∈ {2, i}. Given x = (x 1 , · · · , x k ) ∈ M k , using the fact that Φ is symmetric, we have
Let m, ν ∈ P 2 (M) and let γ ∈ Γ 0 (m, ν). The change of variables which exchanges x 2 with x i is used to obtain
Combining the latter with (3.21) we infer
This, together with (3.23) yields
Let ρ : [0, ∞) → [0, ∞) be a concave function, modulus of continuity of ∇ 2 Φ. Then there exists a constant C k depending only on k and d such that
Thus, if we use the notationx 1 = (x 2 , · · · , x k ), we have
Thanks to Remark 2.5 we conclude
This, together with (3.24) and (3.26) proves (ii), after setting settingρ(t) = C k ρ(t) and ǫ 2 (t) = (k − 1)C k ρ t t 1 2 + 1 .
Remark 3.7. Using the notation in Lemma 3.6, we obtain the following.
is a symmetric matrix such that each row is an element of T m P 2 (M).
(ii) Second, the rows of A mm are in T m P 2 (M). 
Proof. Thanks to Lemma 3.6, we apply Theorem 3.2 to obtain that U is twice differentiable. . We use the symmetric properties of the second derivatives of Φ to obtain
to conclude the proof of the Corollary.
3.3.
Convergence theorem for the Wasserstein Hessian. In this subsection µ ∈ P 2 (M), C µ > 0 and O, an open ball centered at µ ∈ P 2 (M). Suppose G N : P 2 (M) → R is a sequence of continuous functions converging uniformly to G :
for any m, ν ∈ O, and (3.28) sup
Here, for γ ∈ P(M 2 ) and x, y ∈ M, we have set
Theorem 3.9. Suppose (3.27) and (3.28) hold and (i) For any γ ∈ Γ 0 (m, ν) we have
and so, letting N tend to ∞ in (3.27), we obtain
(ii) Since ∇ ∇ w G N N converges uniformly toÃ, we haveÃ = ∇ ∇ w G . Observe if γ ∈ Γ 0 (m, ν) and
As above, we conclude that
where
Since γ ∈ Γ 0 (m, ν) is arbitrary, we apply Theorem 3.2 to obtain that G is twice differentiable at m,
We conclude the proof of (ii) by setting ρ(t) = C m t and ǫ 2 (t) = C m t.
Fourier transform and expansions
The function Φ k ξ is obtain as the symmetrization of x → exp −2πi
In other words,
Note m is the Fourier transform of m.
Lemma 4.1. The following hold for any m ∈ P 2 (M) :
Proof. (i) It suffices to observe that for any σ ∈ P k , we have
(ii) Direct computations reveal that
This reads off (4.5)
Similarly,
Combining this with (4.5), thanks to Corollary 3.8, we complete the proof of (ii). Similarly, we obtain the proof of (iii).
Remark 4.2. The followings hold.
(i) If λ k (ξ) = 0 then F k ξ belongs to the kernel of △ w . We say that F k ξ is a harmonic function.
(ii) (non smooth harmonic functions) Let f ∈ Sym 2 [M] be an even function and set Φ(x, y) = f (x−y). Note that div x (∇ x Φ) = Tr(∇ yx Φ). Using Corollary 3.8, we conclude that △ w F Φ [m] ≡ 0 and so, U is a harmonic function. Starting with f ∈ C 3 (M), we obtain that Φ ∈ C 3 (M) and so, F Φ is a harmonic function which is not regular up to the third order. However, if ǫ > 0, △ w,ǫ F Φ ≡ 0 and △ w,ǫ has a smoothing effect. (iii) A direct consequence of (ii) is that △ w is not a smoothing operator (except on H s P 2 (M) : cf. Theorem 6.5).
H s -spaces and spaces of Fourier transforms. Throughout this subsection, s ≥ 0 is a real number.
Definition 4.3. Let λ k be the function defined in (4.1).
(i) We call A the set of sequences of functions (a k ) ∞ k=1 such that a k : M k → C is a Borel function that are symmetric in the sense that a k (ξ) = a k (ξ σ ) for any ξ ∈ M k and any σ ∈ P k . In other words, a k is defined on M k /P k , the k-symmetric product of M.
(ii) We call (a k ) ∞ k=1 ∈ A the Fourier transform of F :
converges to F and a k = Φ k .
Definition 4.4.
We have the following definition.
∈ A s , then the following is a well-defined sesquilinear form (cf. Lemma 4.5):
Lemma 4.5. The sesquilinear form ·; · H s : A s × A s → C is well defined.
Proof. Let A, B ∈ A s be as in Definition 4.4. Then for any λ > 0 we have
Therefore, the series produced by the left hand side of (4.8) converges absolutely, which concludes the proof. 
Proof. Assume without loss of generality that ||B|| H 0 = 0.
(i) By (4.8)
We use λ := ||A|| 1 2
H s to conclude the proof of (i).
(ii) We use (i) and the identity
H s + A; B H s + G; F H s to conclude the proof of (ii).
∈ A be such that
. One check that a is symmetric and so, if we further assume that
The series converge uniformly on P 2 (M) if there exist constant C, δ > independent of m and k such that
(ii) is a consequence of Plancherel's theorem and the fact that the Fourier transform is an isometry of L 2 (M k ; C).
, we may use Fubini's theorem to obtain
This concludes the proof. 
(ii) We define H s (P 2 (M)) the set of F : P 2 (M) → [−∞, ∞] for which there exist (a k ) ∞ k=1 ⊂ A s , δ, C > 0 such that (4.9) holds for all k natural number and
for any m ∈ P 2 (M). Thanks to Remark 5.2, the following definition is meaningful.
From definition, we have
and the second inclusion results from the fact that the convergence of the series converges uniformly on m ∈ P 2 (M) (cf. Lemma 4.7 (iv)). ∈ A s . When needed we shall make various assumptions such as (4.12)
Integrations by parts; Hessians in terms of
When (4.9) is in force then the series
converges uniformly (cf. Lemma 4.7 (iv)).
Corollary 4.9. Assume (4.9), (4.12) and (4.13) hold.
(i) Then U 0 is continuously differentiable on P 2 (M), and using the notation ξ, x in place of k j=1 ξ j , x j , we have
(ii) If we further assume (4.14) holds, then U 0 is twice continuously differentiable on P 2 (M). We have
(iii) Under the same assumptions as in (ii),
Proof. (i) Let m ∈ P 2 (M) and set
Thus, by Lemma (3.6) and the linearity of the Wasserstein gradient,
If ν ∈ P 2 (M) and γ ∈ Γ 0 (m, ν), the first order expansion of t → e −2πt yields the first order Taylor expansion of F Φ k around m, given by
Since a k is symmetric,
We combine (4.9), (4.12) and (4.13) and use that k − 1 ≤ k to conclude that
Thus, by the above first order Taylor expansion of F Φ k around m we obtain (4.20) G
Thanks to (4.9) and (4.12) we obtain that the series −2πi
N is a Cauchy sequence for the uniform convergence and so, it converges uniformly to a continuous function given by the function at the right handside of (4.16), which we denote as A. We let N tend to ∞ in (4.20) to conclude A ≡ ∇ w U 0 and conclude the proof of (i).
For any n ∈ {1, · · · , k} we have
Hence by Remark 3.7
Thanks to (4.9) and (4.12) again, we obtain that the series −4π 2 N k=1 g 1 k [m](x 1 ) N is a Cauchy sequence for the uniform convergence and so, it converges uniformly to the continuous functionÃ at the right handside of (4.17). We will soon see that it is legitimate to denote this limit as
By Lemma 3.6 and the linearity of ∇ 2 w ,
The first order expansion of t → e −2πt yields the first order Taylor expansion of
Here, the remainder B k is such that
Using the fact that a k is symmetric, we argue as in (4.19) to express the upper bound on B k in terms of integrals involving just the variables (ξ 1 , ξ 2 , ξ 3 ). We obtain
We use that 2|ξ 2 ||ξ 3 | ≤ |ξ 2 | 2 + |ξ 3 | 2 and use again the fact that a k is symmetric and argue as in (4.19) to eliminate the variables ξ 3 from the previous integral. We obtain
We exploit the first order Taylor expansion of ∇ w F Φ k around (x 1 , m), use (4.22) and (4.23) to conclude that by linearity that
where the remainder R N satisfies
We combine (4.9), (4.12), (4.13) and (4.14) to obtain that a universal constantC such that
If necessary, we replace C m by max{C m ,C m }. We use (4.24) to obtain (4.25)
Once again, thanks to (4.9) and (4.12) we obtain that the series
N is a Cauchy sequence for the uniform convergence and so, it converges uniformly to the continuous functionĀ at the right handside of (4.18). We let N tend to ∞ in (4.25) to conclude that
We use Theorem 3.9 to obtain that x 2 ) and conclude the proof of (ii).
(iii) By Corollary 3.8 and the above uniform convergences, we have
This concludes the proof.
In the next proposition, we assume that we are given (b k ) ∞ k=1 ⊂ A 0 be such that (4.9), (4.12), (4.13) , (4.14). We assume that (4.27)
Assume (b k ) ∞ k=1 ⊂ A 0 is such that the analogous of (4.9), (4.12), (4.13) , (4.14). Define 
We have the integration by parts formula:
Proof. Corollary 4.9 ensures that F is twice continuously differentiable, G is continuously differentiable. Setting
we use Lemma 4.1 and Corollary 4.9 to obtain the explicit expressions
Combining (4.9) and (4.27) we have
We combine (4.32) and (4.33) to conclude the the proof of (i) for F . Similarly, we conclude the proof of (i) for G.
(ii) is obtained as a consequence of (4.27) and (4.28).
(iii) Since △ w F ∈ H 0 (P 2 (M)), G we use their expressions to obtain that have
We use the expressions in (4.29) and (4.30) to conclude thet
This, together with (4.34) concludes the proof of (iii).
5.
Recovery of k-polynomial of H s (P 2 (M)) functions
In this section, we study two type of problems. The first one consists to know if we can write any symmetric function Φ k ∈ C(M k ) in terms of F Φ k . The second question consists in knowing when we can write F Φ k in terms of
for any natural number N . For k ∈ {1, · · · , N } we are able to recover
For instance, the recovering allows to conclude that if F N ≡ 0 then a k ≡ 0 for any k ∈ {1, · · · , N }. In this section, we endeavour to prove a more general statement by allowing N = ∞, at the expense of imposing additional growth conditions on the a k L 1 . Further assume there exist C, δ > such that (4.9) holds and
converges uniformly on P 2 (M) on P 2 (M) (cf. Lemma 4.7) to a function we denote as F . Set
Note, Φ k is continuous and by Riemann-Lebesgue lemma (cf. e.g. [33] Exercise 22 pp. 94)
5.1. The inverse of the restriction Φ → F Φ to polynomial. A natural question we address in the subsection is the reconstruction of Φ from F = F Φ . For example, assume k = 2 and F = F 2Φ . We have
We combine (5.3) and (5.4) to obtain the polarization identity
Observe that if F 2Φ ≡ 0, (5.5) implies Φ ≡ 0 and so, Φ → F Φ is an injective map of C(M 2 /P 2 ).
In general, we could determine Φ applying the idea of coming from the construction of polar forms, either by a construction using differentiation or the inclusion-exclusion principle. To avoid differentiating, we chose here to use the inclusion-exclusion principle.
Given two positive integers 1 ≤ r ≤ k we defined the index set of multi-indexes
and for a given multi-index (i 1 , · · · .i r ) = I ∈ C k r , we define m x I as follows:
Given a continuous function F :
Theorem 5.1. The map kO k is the inverse map of Φ → F Φ . In other words, we have
Proof. Note first that for any
is continuous and symmetric in the sense that it is defined on the quotient space M k /P k . Let M c (M) denote the set of signed Radon measures of compact support on M. This is a vector space which contains the set of Radon probability measures on M. We define α :
. This is a k-multilinear form and so m →α(m) := α(m, ..., m) .
is a k-homogeneous functional on M c (M). We apply the polarization identity coming from the inclusion-exclusion principle, which goes back to [28] [29] [30] (cf. [31] for a recent and simple proof, and [21] [37] for a formulation in terms of n-th defects of F ). We obtain
Setting m i = δ x i , using the definition of α and the fact that α is k-multilinear, we have
This, together with (5.6) yields
Since F kΦ andα coincide on the set of Radon probability measure, we conclude the proof of the theorem.
5.2.
One dimensional analytical extension. For any λ ∈ (0, 1), m ∈ P 2 (M) and y ∈ M k , we have
we may apply the dominated convergence theorem and use (5.2) to obtain that all the terms in (5.7), except corresponding to k = l, tend to 0 as |y| → ∞. Thus,
(ii) Hence, λ → F[λ, m] admits a extension denoted the same way, which is continuously differentiable at 0. For any l ≥ 1,
Proof. (i) By (5.7) and (5.8) we obtain for any integers 1 ≤ M < N ,
This, together with (4.9) implies
Thus by (5.9), lim sup
We let M tend to ∞ to obtain (i).
(ii) Observe the domain of convergence of the analytic function ( ∞ k=1 z/k 1+δ ) in the complex plane C is the unit disk. Since by (4.9) 1 k! sup
we conclude F[·, m] extends to an analytic function on the unit disk. Therefore, it is differentiable at 0 and one checks that (ii) holds.
Projections of a subset of
Definition 5.3. For any natural number k, thanks to Remark 5.2, we may define the following operator π k : H s (P 2 (M)) → Sym[k](R) as follow:
Then the following Corollary is a direct consequence of Remark 5.2.
Corollary 5.4. Suppose (a k ) ∞ k=1 ∈ A s satisfies (4.9) so that (5.1) holds and M) ) be the continuous function obtained as the uniform limit of the series
(iii) By (i) and Theorem 5.1 we obtain
(iv) Using (iii) and the Fourier transform inverse formula we have
Because of (i) and (ii) in Corollary 5.4 we refer π k in Definition 5.3 as projection operator.
Remark 5.5. (Sufficient conditions for uniqueness of Fourier coefficients) Suppose (a k ) ∞ k=1 ∈ A s satisfies (4.9) and let F : P 2 (M) → C be defined by
If F ≡ 0 then for any natural number k, we have a k ≡ 0
Proof. The remark is obtained as a direct consequence of Corollary 5.4.
Definition 5.6. Let s ≥ 0 and let λ k be the function defined in (4.1).
are uniquely determined. We define
We define
We say that F ∈ H s N (P 2 (M)) provided that
Remark 5.8. Let N ≥ 1 be an integer. Suppose (a k ) k ∈ A s is such that 5.12 holds. If there exists an integer N such that a k ≡ 0 for any k > N then there are constants C, δ > 0 such that (4.9). In other words, H s N (P 2 (M)) ⊂ H s (P 2 (M)). Lemma 5.9. Let s ≥ 0 be a real number and N be a natural number. There exists a constant C N such that for any natural number k ≤ N and any
In other words, if we endow H s N (P 2 (M)) with the supremum norm then
Proof. Let (a k ) k ∈ A s be such that (5.12) holds and a k ≡ 0 for any k > N . Suppose F satisfies (5.13) where
and so, we need to estimate the norms of the Φ k in terms of the norm of F. Set
Observe that Ψ N ∈ C(M N /P N ) and F = F Ψ N . By Theorem 5.1 Ψ N = N O N (F ) and so, (5.14)
Recall that as a k ∈ L 1 , (5.2) holds:
and so, lim |x I |→∞ Ψ N (x 1 , · · · , x N ) exists. We conclude that lim
This, together with (5.14) implies
Observe lim
We combine (5.14) and (5.15) to conclude that
We repeat the same procedure (N − 2) times to conclude the proof of the Lemma.
6. Brownian motion on the Wasserstein space.
Throughout this section, (W t ) t is the standard d-dimensional brownian motion starting at the origin. Given m ∈ P 2 (M) and β ∈ R we set 
Note that σ t := B m,β t solves the system of stochastic differential equations
The paths σ ǫ satisfy the system of stochastic differential equations
These reduce to a single equation
By definition, we say that σ ǫ satisfies (6.3) if for every φ ∈ C 1 (0, T ); C 2 c (M) and every 0 < s < r < T we have
This section lays down arguments favoring the fact B m t := B m,1 t can be called the Brownian starting at m. This is a random path in P 2 (M), starting at m and corresponds to a common noise for finitely or infinitely many particles in M, dependent on whether or not the support of m is finite.
6.1. Itô formula. Let T > 0 and let V : [0, T ] × P 2 (M) → R be a continuous map such that V is differentiable on (0, T ) × P 2 (M). We further assume that for each t > 0, V (t, ·) is twice continuously differentiable and ∂ t V , ∇ w V , ∇(∇ w V ) and ∇ 2 w V are continuous on [0, T ]×P 2 (M) in the sense that they have a continuous extension. Suppose that for any m ∈ P 2 (M) there exists C m and a neighborhood O m of m such that
, let t → m t ∈ P 2 (M) be the unique solution to the equation
we define the maps
Lemma 6.1. The maps Λ 1 , · · · , Λ 5 are continuous.
Proof. The map M (·, m) : M → P 2 (M) is √ 2β-Lipschitz and the map m → M (a, ·) is 1-Lipschitz. Let G ǫ t be the Green function for equation (6.7), i.e. the heat kernal (1.6). Since G ǫ t+h = G ǫ h * G ǫ t , we have m t+h = G ǫ h * m t and so, by Lemma 5.17 [16] , t → m t is a Lipschitz map. As a consequence, t → M (a, m t ) ∈ P 2 (M) is a Lipschitz map. In particular, since all the previous maps are continuous, we obtain that A, Λ 1 and Λ 2 are continuous as a composition of continuous maps. Similarly, the maps
. are continuous as compositions of continuous maps .
In order to prove that Λ 3 , Λ 4 , Λ 5 are continuous, we consider an arbitrary sequence. We are to show that for any ǫ > 0
We shall only present the proof when i = 3 since the cases i = 4, 5 are easier. Indeed, since ∇ ∇ w V and ∇ 2 w V are uniformly bounded, following the same lines of arguments we would obtain a proof in the cases i = 4, 5.
Since (M (a n , m)) n converges to M (a, m) in P 2 (M), we assume without loss of generality that M (a n , m) ∈ O M (a,m) . Note the second moment of M (a n , m) converges to that of M (a, m). Thus we may choose R large enough such that for any positive integer n,
Let g R ∈ C c (M) be such that 0 ≤ g R ≤ 1 on M, g R ≡ 1 on {|x| ≤ R} and g R ≡ 0 on {|x| ≥ R + 1}. We have
where we have set Λ(R, n) to be the expression
We combine (6.5) and (6.9) and use Hölder's inequality to obtain (6.10)
By (6.5) and (6.6) ∇ w V t, M (a n , m) n is equicontinuous on {|x| ≤ R} and so, it converges uniformly to ∇ w V t, M (a, m) there. Since convergence in P 2 (M) implies narrow convergence, we conclude that
This, together with (6.10) yields (6.8) for i = 3. Lemma 6.2. We have
and
Hence, using the continuity properties obtained on these functions in Lemma 6.1, we deduce that Λ 1 (t, ·) and A(t, ·) are twice continuously differentiable.
Proof. (i) Let a 0 , a 1 ∈ M and set
Since T τ is the gradient of a convex function and pushes M (a 0 ) forward to M (a τ ) we obtain that it is a geodesic in P 2 (M). The vector field v is the velocity of minimal norm for the path τ → M (a τ ). We have
This proves the first identity.
Since ∂ τ v + ∇vv = 0, we use Proposition 3.4 to conclude that
Hence,
which proves the second identity.
For t > 0, m t is absolutely continuous with respect to Lebesgue measure. In the reminder of the proof, we don't distinguish between m t and its Radon-Nikodym derivative with respect to Lebesgue measure. For the sake of not making the notation more cumbersome we abuse notation by writing of m t (dx) = m t (x)dx. The velocity of t → M (a, m t ) is
and so, it is uniformly bounded on [δ, T ] × M for any δ > 0. It is convenient to temporarily use the notation T x := x − √ 2βa. The chain rule yields
This is the third desired identity. Theorem 6.3. Setting σ t := (id + √ 2βW t ) # m, and σ ǫ t := (id + √ 2βW t ) # (G ǫ t * m). Then for any 0 < s < r < T , we have
Proof. Applying Itô's formula to Λ 1 (t, W t ) and using the differentiability properties of Λ 1 obtained in Lemma 6.2 we have (i). Similarly, we apply Itô's formula to A(t, W t ) and use the differentiability properties of A obtained in Lemma 6.2 to obtain (ii). Theorem 6.3 is in fact an extension of Itô's formula to the set pf probability measures. An extension based on probabilistic arguments (hence different from ours) was proposed in books [10] [11] . For very general processes, [8] gave a proof which uses a heavy machinery. We have opted to offer the above proof since our setting is different from that of the above cited prior works. ∀(t, m) ∈ (0, ∞) × P 2 (M).
The arguments starting three lines after (81) in [8] lead to the following statements:
(i) U is continuously differentiable on (0, ∞) × P 2 (M) and for any t > 0, U (t, ·) is twice continuously differentiable on P 2 (M). (ii) U satisfies the heat equation and λ 2 k,ǫ (ξ) is given by (6.13). We will at some point need a stronger assumption than (4.9):
and so, (6.24)
These prove (i).
(ii) By Lemma 6.4, given an integer N > 1 we have
By (i), the expression on the right hand side of (6.25) converges uniformy to V (t, m). Since
We apply the Lebesgue dominated convergence theorem to obtain
In conclusion, we have proven that letting N tend to ∞ in (6.25) yields
Under the sole assumptions in (4.9), (4.12), Observe that if x ∈ B k R then m x I , m x J ∈ S R and so, χ R (m x I )χ R (m x J ) = 1. Thus,
This, together with (7.1) proves (i).
Proposition 7.2. If Φ, Ψ ∈ L 2 (M k /P k ) are supported by B R then
Proof. By Lemma 4.7, since Φ and Ψ are supported by B R we have
By Theorem 5.1 we obtain
This concludes the proof. Proof. Let m ∈ S R . Set
The material presented in Subsection 3.2 allows to obtain
. . . . . .
