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The Effect o f Stratified Sampling with proportional 
Allocation on Inference about Population Mean
Temesgen Zewotir*
A proper analysis o f  survey data requires that sampling design be taken into account, 
when conclusions are wanted about finite population. However, many computer 
programs fo r  standard statistical analysis implicitly assumes simple random sampling. 
Accordingly, this study undertakes to examine the effect o f proportional stratified 
sampling on the common type o f  simple statistical analysis. The result o f  the study 
indicates that the usual use o f  standard procedures can lead to erroneous variance 
estimate and therefore invalid conclusions.
Introduction
The ultimate goal o f  sampling is statistical inference. That is, estimation of the 
characteristics o f  the population and making decisions on the characteristics of 
the population. Estimates that are unbiased are a desired features of sampling 
plan. On the other hand, a plan that gives a small bias is not ruled out of 
consideration if it has other attractive features. To mention the simplest case, 
ratio estimate under simple random sampling is a popular estimate which is 
biased with appealing precision, (see Cochran, 1977; Barr.ett, 1991). Smaller 
variance (or higher precision) is an attractive feature of an estimator.
In social, business, economic and political studies stratified random sampling 
technique is more widely used than simple random sampling technique. The 
reason is that stratified sampling increases precision, ensures adequate 
representation and creates administrative convenience (see Hansen, Hurwitz 
and Madow, 1953; Chaudhuri, 1992; and Tryfus, 1996). Particularly, 
proportional allocation o f  the sample is the most widely used stratified 
sampling technique. Because, it requires only the knowledge of stratum size; 
but besides the stratum size Neyman allocation and optimum allocation require 
the knowledge o f  stratum variance and stratum cost (Godfrey, Roshwalb and 
Wright, 1984).
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Since the stratified sample is selected randomly, albeit in different fashion from 
simple random sample, the methods o f population characteristics estimation are 
also different. The statistical properties o f  estimators, for the same population 
parameter, obtained from stratified and simple random sampling techniques 
may not be identical; that is, in terms o f bias, precision, cost, simplicity, and 
so on. The theories related to this have been discussed in the literatures 
(Hansen, Hurwitz and Madow, 1953; Kish 1965; Cochran, 1977; Sarndal, 
Swensson and Wretman, 1992; and Tryfos, 1996).
In most practical cases, however, the data collected with stratified sampling 
technique is analysed as if the data were from simple random sampling design. 
The primary reason is that the methods o f analysis in simple random sampling 
is popular and simple. The second reason is that statistical analysis are readily 
available and easily invoked in many commercial statistical package; and most 
statistical packages provide testes o f  hypothesis and estimations about various 
parameters with the assumption o f  simple random sampling technique. In other 
words the analysis will be done as if the sample comes from simple random 
sample where samples came from simple stratified random sampling technique.
The objective o f this paper is, therefore, to assess the loss or gain, if any, in 
statistical inference about population mean if the sampling technique is 
considered as simple random sampling when the actual sampling technique was 
stratified sampling with proportional allocation.
Basic Formulations
In stratified sampling the population o f size N is first divided into non­
overlapping L strata o f  size N,, N: , . . ., N , , respectively. Such that an 
independent simple random sample o f  size n,, n2, . . . ,  n, (where nh> 2 ,  h =  l,
2, ... L), respectively, will be taken from each stratum as if the stratum were 
a population in its own right. So that the various samples are lumped together 
to form a single sample in the population. That is, n =  E i\  and N =  £ N h.In 
proportional stratified sampling the size o f the sample from stratum h, nh, is 
in the same proportion to the sample size, n, as Nh is to N, that is, nh = 
(Nh/N)n =  W hn.
Since the most practical approach o f sampling is sampling without replacement 
all considerations in this paper are sampling without replacement. The
estimator o f  the population mean is then:
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In practice, ah2 is unknown and, therfore, the unbiased sample estimate is
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where,
The (1 -or) 100% confidence interval for under the assumption the distribution 
of (la) is normally distributed and (lc) well determined is given by
As Cochran (1977) noted the exact distribution of (lc) along with the formula 
for effective degrees o f  freedom, ne, is considered complicated and complex. 
Most sampling texts use Z instead o f  t with the assumption the sample size in 
each stratum is large. It is Cochran (1977) who noted the effective degrees of 
freedom and student’s t-distribution.
Under the assumption that yhi are normal the simplified derivation is as 
follows:
For mean square, MS, obtained from a normal distribution, and corresponding 
degrees o f  freedom, df, the following holds true.
P s t  *  fc « <n e> S e < A s t )
2
(2)
df .MS 
E {MS) ~ X 2 ( d f )  w h e r e u p o n  v a r  ( -df r ' M S ) =2 d f  (3)E{MS)
for details refer Searle, Casella and McCulloch (1992).
Let
X=var{\i s t ) ,
clearly, X is a mean square derived from normal distribution. Therefore,
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Furthermore, it can be shown that
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Likewise to test a hypothesis that
H() : M =
H, :
the test statistic is 
t  = * •* -» •>
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sC (11) 
which is distributed as student’s t-distribution with degrees o f freedom ne.
If a simple random sample of size n was drawn from the same population, the 
unbiased estimator o f  would be
5 > i/v 1=1\x =-------
n
and
(12a)
</\i ( 1  ~  f )  2v a r  ( ii) = —--------- c r
n
(12b)
w h e r e ,  o 2= 1=1 —  ----------  (12c)
AT- 1
The unbiased sample estimate o f  (12b) is
v a r  ( £ )  = (1  fS>- s 2 
n
(13a)
E  ( y i - y ) 2
w h e r e ,  s  2 = ^ - i ---------------- (13b)
n - 1
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Consequently the 100( 1 -or)% confidence interval for ^  and test 
statistic for (10) becomes
£ ± ta (n-1) se ((1)
(14)
and
t = se( j l ) ~ t(n-1)
(15)
respectively.
Comparison
If the sampling technique is stratified sampling and the analysis is done as if 
the data came from simple random sampling, we use (14) instead of (10) and
(15) instead o f (11). Now the comparison is between (la) and (12a), t value 
with degrees o f  freedom ne and (n-1), and ( lb) and (12b) consequently between 
(lc) and (13a). Clearly under proportional allocation (12a) is equal to (la). In 
fact, rounding nh =  Whn to the nearest integer may not allow us to get results 
as mathematically justified. And for a moderate sample size in each stratum, 
the difference between the theoretical t value at degrees of freedom ^  and (n-1) 
is not remarkable for fixed small a,  (refer student’s t-distribution table). 
Therefore the remaining comparison is between the variances.
From (12c) it easy to derive
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If N; and N are large (as likely in practice)
L L
° 2=£  + £  wh ( v h- v ) 2 (17)
h =1 h =1
Hence, from (17), (12b) and (lb)
(18)
v a r  { j i s t ) = v a r  ( (I) only when all /xh =  jx, that is when all strata
means are equal. In practice stratification is conducted towards homogeneity 
within stratum and heterogeneity between strata. It is therefore rather a rare 
case that jiih will be equal to /x.
From (18), the estimated variance based on the simple random sampling 
assumption overestimates the actual variance from stratified sampling with 
proportional allocation. Hence the resulting confidence intervals in (14) are in 
error. In fact, the confidence interval calculated from the simple random 
sample (overestimated variance) will have a true confidence level at least equal 
to the 100(l-o:)% aimed at the stratified sampling with proportional allocation. 
The confidence interval is then conservative. With regard to hypothesis testing, 
the calculated t value in (15) underestimates the actual t value in (11). 
Consequently, it leads to accepting the null hypothesis when it is actually false.
Application
We are interested in estimating the average 1981 military expenditure, of 124 
countries. Using C 0 1 2 4  population data available in Sarndal, Swensson and 
Wretman (1992, pp 662-665, Appendix D). This population consists of 124 
countries divided into 6 strata: 1 Africa, 2 =  Asia (non-Soviet), 3 =  
Europe(non-Soviet part), 4 =  North and Central America, 5 =  Oceania and 
USSR, 6 =  South America. To estimate /x, the mean 1981 military expenditure 
(in millions o f US dollars), the total sample size considered is n =  50. The
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sample size in each stratum is determined by proportional allocation, after 
which a random sample (without replacement) is drawn in each stratum. The 
summary statistics is presented in Table 1.
The statistical analysis when one considers the sample as stratified sampling 
with proportional allocation (stpa) and when one assumes as a simple random 
sample (srs) drawn from 124 countries is given in Table 2.
Table 1: Sum mary Statistics
Stratum w h nh Stratum sample 
variance (sh2)
Stratum sample 
mean
Africa 0.306 15 113239.5 242.933
Asia 0.266 13 36526549.0 2984.231
Europe 0.194 10 88113701 7320.80
N & C America 0.123 6 2907132 747.33
Oceania and USSR 0.032 2 4851613 1950.5
South America 0.089 4 58008.92 299.25
Table 2: Results in the actual and assumed sample design
Design Estimate Variance df 95 % Confidence Interval
Actual (stpa) 2459.406 325833.70 19 (1264.67, 3654.14)
Assumed (srs) 2504.58 32709392.7 49 (-8988.60, 13997.76)
Clearly to test the hypothesis stated earlier, at a  =  0.05, we reject H() if /z„ is 
less than the lower limit or greater than the upper limit in the confidence limits 
given in Table 2, otherwise we accept H0 . Apparently the confidence interval 
in the assumed design is conservative and hence misleading. The deceptiveness 
of the assumed sampling design in hypothesis testing about the mean 1981 
military expenditure in the 124 countries is also striking.
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Conclusion
Inference about the population mean is widely used statistical analysis. In order 
to have a valid result, however, the analyses should be done in line with the 
survey design. Under a frequently used stratified sampling, which is 
proportional allocation, if the statistical analysis is done as if the data came 
from the simple random sampling the confidence interval will be conservative; 
and in hypothesis testing, type II error is maximized. That is, erroneously 
accepting the null hypothesis when it is false is highly tenable.
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