Counterbalancing climate change is one of the biggest challenges for engineers around the world. One of the areas in which optimization techniques can be used to reduce energy needs, and with that the pollution derived from its production, is building design. With this study of a generic office located both in a northern country and in a temperate/Mediterranean site, we want to introduce a coding approach to dynamic energy simulation, able to suggest, from the early-design phases when the main building forms are defined, optimal configurations considering the energy needs for heating, cooling and lighting. Generally, early-design considerations of energy need reduction focus on the winter season only, in line with the current regulations; nevertheless a more holistic approach is needed to include other high consumption voices, e.g., for space cooling and lighting. The main considered design parameter is the WWR (window-to-wall ratio), even if further variables are considered in a set of parallel analyses (level of insulation, orientation, activation of low-cooling strategies including shading devices and ventilative cooling). Finally, the effect of different levels of occupancy was included in the analysis to regress results and compare the WWR with corresponding heating and cooling needs. This approach is adapted to Passivhaus design optimization, working on energy need minimisation acting on envelope design choices. The results demonstrate that it is essential to include, from the early-design configurations, a larger set of variables in order to optimize the expected energy needs on the basis of different aspects (cooling, heating, lighting, design choices). Coding is performed using Python scripting, while dynamic energy simulations are based on EnergyPlus.
Introduction
Buildings are responsible for more than 40% of the total primary energy consumption in industrialized countries [1] [2] [3] [4] , and roughly one third of the relevant GHG emissions. Considering this great influence of the building sector on national energy balances, several actions have been taken by government institutions in order to: firstly, reduce the building energy needs; secondly, increase the efficiency of the installed equipment; and thirdly, increase the amount of energy produced by renewable sources. At the European level, the EPBD directive and further upgrading-see the considering building compactness, equipment efficiency and artificial light efficiency. In addition, natural light analyses were performed considering the UDI and the DA indexes. The investigation is based on five WWR in order to define potential correlation curves. Nevertheless, this study does not include CNV, random internal gain variations, or the impact of different U-value on results.
Other recent studies [21, 22] have also defined potential optimization levels for WWR. Interesting graphical models for designers were produced referring to a middle European case study of a sample shaped building simulated in EnergyPlus with average levels of insulation and no internal gains. These graphs include cooling and heating energy needs for different orientations in the range E-S-W, different building shapes and three WWR values [21] . Furthermore, an optimisation analysis to define some envelope characteristics for a sample building within rural and urban contexts was also produced in [22] considering dynamic energy simulations including heating, cooling and lighting energy needs. In particular, this study refers to the number, dimension, position of windows and wall thickness. A parametric investigation of Italian conditions was carried out in 2017 [23] considering 12 locations, different U-values, i.e., low and high insulation, and for the latter, normal and spectral selective glazing cases, and seven WWR steps for a total of 518 simulations. In this analysis, the shading effect was also included considering electrochromic glazing, but not the effect of CNV or internal gain variations. The authors underlined the high effect of climate on optimal WWR, while other aspects did not seem to vary considerably this parameter, even if they suggested to analyse them more in details. In the same year in Ref. [24] , the relation between WWR and window orientation for an office building localize in Tripoli, Libya, was investigated. The considered case study is simplified by a schematic box with one non adiabatic wall confining with the external environment. Eight orientations and 10 WWR steps were considered for this analysis conducted via EnergyPlus. The analysis focuses on cooling and heating loads, while other aspects are fixed in accordance to ASHRAE suggestions. Results showed a direct correlation between annual energy needs (cooling and heating) and WWR in all orientations, even if this effect was higher for southern cases (SE, S, SW, W). This study did not include the effect of natural light balance, passive cooling solutions (nor shading or CNV), nor internal gain variations or the influence of different U-values or climates, even if some of these aspects are expected to be included in future developments.
A method to map the suggested WWRs was investigated in [25] for 10 Japan locations. Three classes were defined: (i) WWR directly related to CO 2 emission, (ii) optimal WWR minimizing CO 2 can be defined, (iii) WWR and CO 2 are inversely correlated. A typical office building was used as reference case study to perform EnergyPlus dynamic energy simulations. Results included cooling, heating and lighting energy needs, considering they transposition in equivalent CO 2 emissions [kg] . Four orientations, two lighting powers (5 and 10 W/m 2 ), and seven WWRs were included in the proposed approach. Fixed thermal properties were assumed by national standards. This paper also investigated the effect of three internal gain levels by varying together occupancy and equipment densities. Results showed that internal gains principally effected CO 2 emissions levels, even if, in some cases, they also influence the optimal WWR. Results suggested that this aspect may be further investigated. Nevertheless, the effect of passive cooling strategies or different thermal envelope characteristics were not included. Furthermore, the correlation between NZEB buildings and WWR was investigated in [26] , considering a severely cold China location (Shenyang). A simple building was simulated in EnergyPlus to define heating and cooling energy needs in accordance with different WWRs and three orientations. Considering the rigid climate condition, a direct relation between the WWR and the energy needs was underlined for all orientations. Fixed thermal characteristics of the building were adopted. No passive cooling solutions, U-value, internal gain variations, daylight balance, or regression analyses were considered.
In 2019 the correlation between energy and daylight performance of a sample office room south-oriented for different WWRs was tested considering different percentage of integration of CdTe PV gazing in windows [27] . Five locations, representative of each Chinese climate zone, were selected. A total of 28 cases were simulated for each of them, considering 4 WWR steps and different PV Sustainability 2019, 11, 3078 4 of 30 integration percentages. Results showed that PV windows can help in reducing energy needs in office buildings starting from large WWR, ≥45%. This study is based on EnergyPlus and Radiance. No thermal characteristics or internal gain variations are considered. Furthermore, the effect of passive cooling solutions was not investigated. Finally, an optimization analysis of WWR in China low latitude region were presented in 2019 [28] considering also the effect of fixed external sunshade systems (overhang, vertical and comprehensive cases). Cooling, heating and lighting energy needs were considered in this optimization analysis. A sample hotel building was assumed as a reference to perform the simulations in EnergyPlus and Radiance considering four orientations. Results from both software programs were used to optimize the WWR. These analyses aimed to correlate the minimal WWR to reach daylight standards with energy consumptions.
The present paper focuses on the influence that specific façade design choices have on the expected building energy needs for heating, cooling and lighting in the preliminary phase, when the possibility to change is higher and its cost lower, assuming an environmental and technological approach-see [29] . This approach is consistent with the "passive house" concept as developed by the Passive House Institute of Darmstad, Germany [30] . In particular, the presented analysis deals with the influence of WWR on the energy need of an office building, in combination to other parameters such as envelope Uvalue [31] , windows orientation, shading coefficient, and controlled natural ventilation (CNV) to perform ventilative cooling, i.e., wind-driven and stack-driven airflow through openings controlled by motorised actuators linked to microclimate sensors. The dynamic energy simulations were carried out using EnergyPlus and Python for two reference locations. The proposed investigation not only analyses the obtained results considering the proposed case studies, but is based on the elaboration of a code that can be used to model the optimal WWR in different locations or for different configurations. Furthermore, the reliability of results was checked under the influence of random internal gain variations (occupancy level) in order to define the statistical correlation curves. The adoption of a scripting simulation approach allows, in fact, to increase the number of performed simulations by two or three orders of magnitude with respect to previous analyses. Thanks to the inclusion of all these aspects, the followed approach can be considered innovative in comparison to previous research on the topic.
The Research Objective and Structure
The main objective of this study was to develop an algorithm to optimise, from the early-design phase, the WWR of an office building for reducing the expected energy needs for space heating and cooling, and lighting to the levels required by the Passive House concept. This study was conducted following a multidisciplinary approach, based on the collaboration between ICT Master Degree students and researchers from different fields: architectural technology and environmental design, telecommunication engineering, and data elaboration. The proposed approach is suited to the design of new constructions as well as major building refurbishments, and it is applied here to two locations: one, Helsinki, with a harsh winter climate; the other, Turin, with a temperate climate, located in the enlarged Mediterranean area. Of course, the methodology of this paper can be applied to different climates in order to demonstrate how design optimisation choices differs according to environmental conditions.
In addition to WWR, other parameters were considered in the energy optimisation analysis: envelope thermal transmission (opaque and transparent); CNV; and window shading coefficient. Two different European locations, Helsinki and Turin, representing, respectively, cold and temperate climate conditions, were considered. Moreover, the effect of random changes in the occupancy level was included in the analysis to improve the resilience of the proposed optimisation models in relation to the impact of internal gains variations (i.e., the presence of people).
The paper is structured as follows: in Section 2 the proposed methodology is introduced; Section 3 describes the results of the WWR optimisation process; Section 4 is related to the discussion of results including the effect of random occupancy and monthly evaluation of heating, cooling and lighting energy needs; paper's conclusions are described in Section 5. 
Materials and Methods
The proposed approach is based on the definition of a script to generate parametric analysis outputs, e.g., graphs, showing the energy needs for the heating, cooling and lighting of a sample office unit as function of WWR. The simulation programmes used are: Design Builder v5.5 (DB) (DesignBuilder Software Ltd, Gloucs, UK), to generate the starting case study; EnergyPlus, to perform dynamic energy simulations; and Python, to control the whole process, modify input data, collect simulation results, and analyse output data including graph elaborations.
DB was used to create the 3D model of the reference office-building unit, described in Section 2.1., while EnergyPlus was used-via a Python script-to simulate its energy needs for various envelope configurations, and for generating the relevant *.idf files. The Python library Geomeppy, allowed for changing parametrically WWR as well as running directly simulations, without using the EnergyPlus interface each time, was adopted.
Furthermore, a sensitivity analysis, able to consider the potential variation effect in energy needs due to random variations in the internal loads, was carried out. These variations were based on the occupancy levels, simulating real operation, without adding equipment, which will be the topic of a future improvement of the method. In each simulation, the standard occupancy datum defined in DB -standard office schedule-was let varying randomly according to a Gaussian distribution-G(µ,σ), with µ = 0.09225 people/m 2 and σ = 0.14075 people/m 2 -in order to make a more realistic impact on the energy needs of the internal-gain variations due to the presence of people. The variation domain was adapted by [32] . A sample plot of 10,000 random values extracted by the adopted Gaussian is reported in Figure 1 Simulation outputs include heating and cooling, as well as annual lighting energy needs. The light requirement was set to 400 lux at desk height, balancing illuminance requirements on task and surrounding areas for offices according to UNI EN 12464-1 while the linear dimmer control was assumed in EnergyPlus to balance the positive effect of natural lighting with the additional need for artificial sources. Internal normalised light loads were assumed to be 5 W/m 2 -100lux. This value is of course balanced by the software in accordance to the amount of natural light calculated by EnergyPlus. The use of this dynamic simulation tool to also simulate natural/artificial balance was demonstrated to be effective by several authors, see for example the discussion in [20] . Heating and cooling set points were assumed to be respectively 20 • C and 26 • C. The proposed approach is based on the definition of a script to generate parametric analysis outputs, e.g., graphs, showing the energy needs for the heating, cooling and lighting of a sample office unit as function of WWR. The simulation programmes used are: Design Builder v5.5 (DB) (DesignBuilder Software Ltd, Gloucs, UK), to generate the starting case study; EnergyPlus, to perform dynamic energy simulations; and Python, to control the whole process, modify input data, collect simulation results, and analyse output data including graph elaborations.
DB was used to create the 3D model of the reference office-building unit, described in section 2.1., while EnergyPlus was used-via a Python script-to simulate its energy needs for various envelope configurations, and for generating the relevant *.idf files. The Python library Geomeppy, allowed for changing parametrically WWR as well as running directly simulations, without using the EnergyPlus interface each time, was adopted.
Furthermore, a sensitivity analysis, able to consider the potential variation effect in energy needs due to random variations in the internal loads, was carried out. These variations were based on the occupancy levels, simulating real operation, without adding equipment, which will be the topic of a future improvement of the method. In each simulation, the standard occupancy datum defined in DB -standard office schedule-was let varying randomly according to a Gaussian distribution-G(μ,σ), with μ = 0.09225 people/m 2 and σ = 0.14075 people/m 2 -in order to make a more realistic impact on the energy needs of the internal-gain variations due to the presence of people. The variation domain was adapted by [32] . A sample plot of 10,000 random values extracted by the adopted Gaussian is reported in Figure 1 in order to show, considering the central limit theorem, that the chosen values are statistically reasonable. The values reported in this figure refer to the net simulated office area of 80 m 2 .
Simulation outputs include heating and cooling, as well as annual lighting energy needs. The light requirement was set to 400 lux at desk height, balancing illuminance requirements on task and surrounding areas for offices according to UNI EN 12464-1 while the linear dimmer control was assumed in EnergyPlus to balance the positive effect of natural lighting with the additional need for artificial sources. Internal normalised light loads were assumed to be 5 W/m 2 -100lux. This value is of course balanced by the software in accordance to the amount of natural light calculated by EnergyPlus. The use of this dynamic simulation tool to also simulate natural/artificial balance was demonstrated to be effective by several authors, see for example the discussion in [20] . Heating and cooling set points were assumed to be respectively 20 °C and 26 °C. The analysis was carried out according to the following phases.
1. A simulation with occupancy level constant during the year and varying WWR from 1% to 95%, by a step of 5%. The analysis was carried out according to the following phases.
1.
A simulation with occupancy level constant during the year and varying WWR from 1% to 95%, by a step of 5%.
2.
Simulations with variation of the occupancy level within a 16-values range for each configuration, based on the above-mentioned Gaussian distribution; and 16128 runs for each location, considering the 21 WWR variations and the 48 building configurations described in Section 2.1. This step aimed at creating train and test datasets for statistical analyses. 3.
Regression analyses of the output data, divided in train-to develop the regression-and test sets by a ratio 70-30%, as well as a calculation of the RMSE of the regression with respect to the independent test database. Figure 2 shows a flowchart of the developed simulation engine. 
The Case Study
The case study is an office space unit virtually included in a multi-storey building as shown in Figure 3 . The walls adjacent to the other space units and the floor are assumed as adiabatic, while one wall and the roof are external surfaces. The net area of the space unit was set to 80 m 2 considering an open office space, while the infiltration rate was fixed to 0.7 ACH 
The case study is an office space unit virtually included in a multi-storey building as shown in Figure 3 . The walls adjacent to the other space units and the floor are assumed as adiabatic, while one wall and the roof are external surfaces. The net area of the space unit was set to 80 m 2 considering an open office space, while the infiltration rate was fixed to 0.7 ACH Sustainability 2019, 11, x FOR PEER REVIEW 7 of 31 The configurations applied in simulation are the following: -Two locations, i.e., Helsinki (FIN) and Turin (ITA); -Three values of the envelope heat transmission coefficient (Uvalue) corresponding to low, medium, and high insulation levels (see Table 1 for the opaque envelope, and Table 2 for windows); -Four orientations of the external wall, i.e., South, East, West, and North; -Shading devices set according to the integrated shading control system of DB-see below-(present/not present) and; -CNV set to on and off.
Without considering locations, 48 configurations were assumed. Figure 4 shows materials and layers of the opaque envelope (external wall and roof) in the three considered configurations. The configurations applied in simulation are the following: -Two locations, i.e., Helsinki (FIN) and Turin (ITA); -Three values of the envelope heat transmission coefficient (Uvalue) corresponding to low, medium, and high insulation levels (see Table 1 for the opaque envelope, and Table 2 for windows); -Four orientations of the external wall, i.e., South, East, West, and North; -Shading devices set according to the integrated shading control system of DB-see below-(present/not present) and; -CNV set to on and off.
Without considering locations, 48 configurations were assumed. Figure 4 shows materials and layers of the opaque envelope (external wall and roof) in the three considered configurations. The external wall has one window whose dimensions were changed automatically acting on the WWR indicator. In addition, the effects of shading and CNV were considered, together or singularly. In particular, for shading devices an integrated external located blind system with medium reflectivity slats was assumed. The control type for this shading considers both an external air temperature threshold and a solar radiation set point. The first was set to 18 • C, considering the effect of office equipment [33] in comparison to the potential threshold for residential buildings of 21 • C suggested by Olgyay [34] , while the second was assumed as 120 W/m 2 , in line with the suggested set points-e.g., [33] . Differently, CNV was simulated considering summer activation with a maximal external air control set to 26 • C and a fixed ACH of 6 vol/h in line with ACH values used in other references for early-design [8] . CNV is principally conceived to be naturally-driven, even if small fan-assisted extractors may be activated when buoyancy or wind-driven flows are not sufficient for cooling purposes. In accordance with other ventilative cooling approaches for early-design stages-e.g., early analysis of CNV climate potential by IEA EBC Annex 62-CNV evaluations were performed without including fan energy consumption assuming the prevalent natural-driven force. This is in accordance with the definition of the specific list of input parameters for programmed natural ventilation in EnergyPlus (early-design option). Section 3 describes the simulation results for the 48 combinations assumed for each location.
Simulation Results and Analysis
The first analysis step was performed by running all the simulations considering a constant occupancy schedule while changing the WWR. Here, "constant occupancy" means that the only variation of the occupancy happens through the schedule of Design Builder and the mean occupancy value remains constant throughout the year. The schedule used for simulating the occupancy during the day is suited for an open plan office area as provided by the file OpenOff_Occ of DesignBuilder [35] . Figure 5 shows the results of simulations for all configurations and setups, including shading and CNV settings, for the Helsinki case, while Table 3 reports the optimal WWR [%] and related total energy needs [kWh/m 2 ]. At a first glance, the minimum energy need corresponds to 95% WWR in the high insulated scenario for the South window orientation when both CNV and shading are activated. This is due to the high energy contribution of solar gains in winter, with an optimal control of the potential overheating in summer, as allowed by the South window exposure at the considered high Northern latitude [36, 37] . Differently, with the North-facing window the minimum energy need is reached at 55% of WWR with shading system set to off due to the prevailing need for reducing heat losses in winter. East and West window orientations show similar behaviour.
In addition, the higher the WWR, the lower the energy needs for lighting. The above-mentioned behaviours are even more apparent in the cases of "non-insulated" and "medium-insulated" scenarios. Similarly, Figure 6 shows the final simulation results on the annual energy needs for heating, cooling, and lighting of the reference office-building unit located in Turin in all envelope configurations, while Table 4 reports optimal WWR and total energy needs for all considered cases. The following comments could be made on these results
•
As expected, in the absolute values, the energy needs are always higher with lower insulation levels for any window orientation; the lowest amount of energy needs for each insulation level is reached with a Southern window orientation, whereby it is easier to reduce solar radiation in summer while solar gains contribute to space heating in winter.
• Energy needs decrease with increasing WWR up to a certain %, with changes depending on both window orientation and insulation level.
• If a window is shaded, this trend inversion occurs in the range of 60% to 90%, due to a negative solar gains unbalance between winter and summer, in absence of heat dissipation by CNV; in fact, a shift of the trend inversion towards lower WWR values, and lower energy needs occur in the case of CNV on.
In the absence of shading, an abrupt decrease of energy needs occurs up to 20-50% of WWR, with an inversion of this trend afterword and always lower values if CNV is on; within the above-mentioned range, the minimum values are shifted towards higher values of WWR in the case of CNV on.
Considering a WWR around 30% as a common average value in the current building design practice, an optimal window configuration, corresponding to the lowest annual combined energy need, is given by the case with shading off and CNV on for all orientations.
Sustainability The graphs of Figures 7 and 8 show that the higher the WWR, the lower the lighting energy needs due to increased daylight, while it increases the risk of summer overheating. In winter, the increase in solar gains due to a larger window is counterbalanced, in almost all cases, by an increase of thermal losses, due to the higher-value of glazing in respect to opaque walls.
The graphs (a) in Figures 7 and 8 refer to the North position, in which the window receives little or no direct solar radiation, while graphs (b) are related to the window exposed towards South, intercepting solar radiation during the hours when it is most energy intensive. Considering the South and North facing windows, the cases of Helsinki and Turin are differentiated, as expected, by higher values of energy needed for heating and much lower values for cooling in the former location, while lighting energy needs are similar in both cases. Heating energy need, which is not dependent of shading and CNV in both locations and orientations, is affected by WWR for the North-oriented window, according to the trend of a continuous increase in Helsinki and up to 60% WWR, with an almost constant trend afterword, in Turin. For the South-oriented window, heating energy need increases up to 25% WWR in Helsinki, and 15% WWR in Turin; above those values, an abrupt change in trend occurs with a continuous decrease. Regarding cooling energy needs, which are negligible in Helsinki for a North-facing window, shading is the most affecting condition with an abrupt change in trend from a decrease to increase of energy need at 10% WWR in both locations for a non-shaded South-oriented window. The addition of shading in the South-oriented window has an effect of keeping the cooling energy need almost constant with WWR in Turin, while increases above 30% WWR in Helsinki. Combining shading and opening for CNV in the South-oriented window, practically zeros cooling energy in Helsinki and lower it to a negligible value in Turin.
Regarding graphs (c)-East-oriented window-and (d)-West-oriented window-in the case of Helsinki, the trend of heating energy need is similar to the one of the North-facing window, while the trends of cooling energy are similar to the ones of the South-facing window. In Turin, the trend of heating energy need is similar to the one of the South-facing window, but with a shift of the inversion peak to 40% and 35% WWR for East and West orientation, respectively; while the trends of cooling energy need are similar to the ones of the South-facing window.
The energy need for lighting decreases continuously with WWR by a non-linear trend in both locations and it is affected only slightly by the shading condition, more so in Turin than in Helsinki.
Since lighting energy needs are particularly high in office buildings, they have a significant impact on the definition of the optimal WWR configuration. In fact, a reduction of WWR, which could increase energy efficiency if only heating and cooling needs were taken into account, would not have the same effect if considering lighting energy needs as well. 
Discussion

Monthly Energy Needs
The monthly energy need distribution as a dependent variable of WWR for each considered window shading/opening configuration allows for a more detailed assessment of the simulation results. These data are shown in Figures 9 and 10 for Helsinki and Turin, respectively, considering the heating and cooling needs-using a variation range of WWR by intervals of 5%. As the graphs show, the general trends follow the expected distributions: high heating values of energy needs during the winter season and low or equal to zero values during the summer, while an opposite trend is highlighted for cooling energy needs. However, it is possible to state that varying WWR has an effect on energy needs as described in the general comments of Figures 7 and 8 . Focusing on the high insulated scenario, in the heating season, the distribution of monthly energy needs shows that for 
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Monthly Energy Needs
The monthly energy need distribution as a dependent variable of WWR for each considered window shading/opening configuration allows for a more detailed assessment of the simulation results. These data are shown in Figures 9 and 10 for Helsinki and Turin, respectively, considering the heating and cooling needs-using a variation range of WWR by intervals of 5%. As the graphs show, the general trends follow the expected distributions: high heating values of energy needs during the winter season and low or equal to zero values during the summer, while an opposite trend is highlighted for cooling energy needs. However, it is possible to state that varying WWR has an effect on energy needs as described in the general comments of Figures 7 and 8 . Focusing on the high insulated scenario, in the heating season, the distribution of monthly energy needs shows that for colder months: low WWR are suitable, while during other winter months high WWR may perform better. This occurs mainly with the South-facing window and not with the North-facing one due to the almost null potential of solar gains-see Figure 9 . For example, in the Helsinki South-facing case, the reversal between high and low WWR as an optimal configuration, occurs between January and February, and between October and November, in the high-insulated scenario. Differently, for the cooling season, when shading and CNV are not activated, high WWRs show the worst behaviour in all months-see Figure 10 -while this trend is counterbalanced when CNV is activated. Figure 9 . For example, in the Helsinki South-facing case, the reversal between high and low WWR as an optimal configuration, occurs between January and February, and between October and November, in the high-insulated scenario. Differently, for the cooling season, when shading and CNV are not activated, high WWRs show the worst behaviour in all months-see Figure 10 -while this trend is counterbalanced when CNV is activated. When both shading and CNV systems are activated-see Figure 11 -the monthly cooling energy needs decrease considerably due to the heat dissipation effect of ventilative cooling and the heat gain prevention of shading. Moreover, this effect is not only apparent in terms of the intensity of the cooling need, but also in the number of months where the cooling system has to be activated. In fact, as is shown in Figure 11 , it is possible to underline that these passive cooling systems may almost nullify When both shading and CNV systems are activated-see Figure 11 -the monthly cooling energy needs decrease considerably due to the heat dissipation effect of ventilative cooling and the heat gain prevention of shading. Moreover, this effect is not only apparent in terms of the intensity of the cooling need, but also in the number of months where the cooling system has to be activated. In fact, as is shown in Figure 11 , it is possible to underline that these passive cooling systems may almost nullify the cooling needs in the Helsinki case, passing from a peak of about 8.5 kWh/m 2 (WWR 95%) for the South façade, to a peak of 0.2 kWh/m 2 . Furthermore, the number of months interested by cooling needs, drastically reduces. Similarly, in the Turin case, the effect of shading and ventilative cooling more than half the cooling energy needs in all façade orientations. For the south façade case, in particular, cooling needs decrease from about 14.2 kWh/m 2 to about 6 kWh/m 2 (WWR 95%). Considering the number of cooling months, a reduction from the April-September period in the case without passive solutions, and May/June-August period with these counteractions (south-façade) is evident. This could be explained by the greenhouse effect happening during daylight hours, especially for the highly insulated scenario. The differences between Helsinki and Turin, in term of cooling intensity and number of months when cooling is needed, are related to local climate characteristics. In a temperate climate such as Turin's, overheating may occur also in winter months, particularly in high insulated buildings [38] . CNV and shading do not affect heating needs due to the adopted activation thresholds, except for a very little impact in some spring and fall months. Monthly distribution of the heating energy needs with Shading and CNV "Off"-not-insulated scenario.
When the non-insulated scenario is considered, the general heating and cooling energy trends are comparable to the ones of the high-insulated building, but with a difference in absolute energy intensity values-see Figures 12 and 13 . Nevertheless, small changes may be found for cooling energy needs in the case of CNV and shading-see 
Sensibility Analysis by Changing the Occupancy Value
In this section, the methodology and results of a sensibility analysis carried out with the changing occupancy rate dynamically in every simulation are described in order to evaluate the impact of the random presence of people on energy needs. Based on the daily schedule of an office Monthly distribution of the cooling energy needs with Shading and CNV "On"-not-insulated scenario.
In this section, the methodology and results of a sensibility analysis carried out with the changing occupancy rate dynamically in every simulation are described in order to evaluate the impact of the random presence of people on energy needs. Based on the daily schedule of an office building, or general occupancy, each simulation was performed, inputting a random value of people density derived from a Gaussian distribution, G(µ,σ), and assuming mean and variance values as described in the methodological Section 2. Hence, combining all variables as described in Table 1 , a total of 48 cases for each location, resulting in 16,128 simulations were carried out.
Some results, expressed as the total energy needs as a function of WWR, are shown in Figures 17  and 18 , in relation to the following configurations.
Heating season:
Insulation scenario: Highly Insulated Exposure: South; North Shading and CNV Setup: both "Off"
Cooling season:
Insulation scenario: Highly Insulated Exposure: South Shading and CNV Setup: both "Off; both "On"
For each value of WWR, 16 different values of energy need intensity [kWh/m 2 ] were calculated by assuming relevant random occupancy variations. As expected, an increase in the number of people led to a decrease of heating energy need and to an increase of cooling need. Nevertheless, the decrease of heating energy need is not as sharp as the increase of the cooling need, partially due to the clothing schedule used in the software.
The energy need for lighting does not have any random variation but is related to the illuminance requirement set for an office and relevant schedule. Figure 15 reports the heating energy needs for Helsinki and Turin for the 2 defined configurations (North and South facing window). In both cases, the heating energy need is highly influenced by the occupancy variation, depending on the relevant internal gain variation; this is more apparent for Helsinki due to the lower ambient temperature. Nevertheless, after an initial negative effect, when an increase of the average façade U-value is not sufficiently balanced by an increase of solar gains, the increment of WWR allows for reducing the heating demand. This is true for Turin, due to temperate climate conditions, while it is less apparent in Helsinki, in line with other studies [26] . When the window is facing north, the smallest values of heating energy needs correspond to the lowest WWR in both Helsinki and Turin, due to the limited amount of solar gains reaching north-facing façades in winter. 
Heating Energy Need
Cooling Energy Need
Cooling energy needs increase with WWR in both locations when CNV and shading are not activated-see Figure 16 . Their trend is similar in both locations, while their absolute intensity values are remarkably different due to local climate conditions. When switching "On" both shading and CNV, the energy need decreases considerably until about 55% of WWR in both locations. After this value, the cooling need start to grow again because the cooling effect of CNV and shading is not sufficient to counterbalance the heat due to solar and internal gains. Roughly speaking, the average trends are similar to the ones shown in Figures 9 and 10 , even if the effect of random occupancy on the internal heat gain may slightly alter the results. Nevertheless, the random presence of people does not vary so much the cooling energy needs for each WWR in comparison to its effect in the heating season (CNV and shading set to Off)-the cooling variance is, in fact, smaller than in the heating case. 
Total Energy Needs
If CNV and shading are off, the optimum WWR for a South-facing window, corresponding to the lowest energy need, is reached between 35-40% for Helsinki and at about 30% in Turin, considering the random occupancy effect-see Figure 17 . The ventilative cooling effect in reducing the cooling needs as well as the shading effect in preventing the solar gains are apparent both in Helsinki and Turin, with differences related to the local impact of cooling loads, higher in Turin than in Helsinki. When CNV and shading are activated, the highest WWR corresponds to the lowest energy need in both cases due to the possibility of balancing summer overheating without compromising the positive effect of winter solar gain. In fact, thanks to the local climate conditions of the considered locations, summer outdoor air temperatures are sufficiently lower than both the indoor and the comfort threshold temperatures.
If CNV and shading are off, the optimum WWR for a North-facing window is reached between 35-40% for both Helsinki and Turin-see Figure 18 . Even in this case, the positive effect of shading and CNV in reducing the cooling demand is apparent. In particular, for Helsinki the optimal WWR is reached for values around 85%, while for Turin, values around 95% are suggested. This difference is due to the yearly balance between heating and cooling energy needs according to local climate conditions. 
If CNV and shading are off, the optimum WWR for a North-facing window is reached between 35-40% for both Helsinki and Turin-see Figure 18 . Even in this case, the positive effect of shading and CNV in reducing the cooling demand is apparent. In particular, for Helsinki the optimal WWR is reached for values around 85%, while for Turin, values around 95% are suggested. This difference is due to the yearly balance between heating and cooling energy needs according to local climate conditions. Sustainability 2019, 11, x FOR PEER REVIEW 25 of 31 
Regression
Starting from the number of points derived from the simulations, a dataset was built in order to fit a model that could predict the energy need based on WWR. An assumption is made that those points are the independent variables (predictors), with values varying at every 5% interval, and as a dependent variable the energy need intensity Q (kWh/m 2 ). The polynomial curve fitting method implemented in the Numpy Python library was used as regression technique. This technique approximates the process of constructing a curve, or a mathematical function that has the best fit to a series of data points. This technique works in both the case in which data on the y axis has shape (1,1) and the case where shape is (N,1) . Here, N = 16. A number of alternative curves, with a degree of the polynomial fitting ranging from 1 to 6, were then elaborated and the relevant RMSE (root mean square error) calculated.
The RMSE values are useful to select the best fitting curve, i.e., choosing a polynomial degree avoiding both underfitting and overfitting problems. If the degree of the fitting curve is too low-underfitting-then the fitting curve is missing important features, while if the degree is too high-overfitting-then the fitting curve is also modelling noise.
The formula used to calculate the RMSE is the following, where predicted and target are N-dimensional vectors.
The RMSE was calculated by comparing the mean of the Gaussian distribution, from which the values used for getting the random occupancy points was derived (test set), against the curve derived from varying the WWR while keeping the occupation density constant-no added random noise-(training set). The obtained RMSE can be considered as an evaluation of the similarity of the regressed curve over the training set, because the energy need for these WWR values was known since they had been simulated.
In addition, for evaluating the accuracy of the regression model, it was also possible to simulate, for a specific setup, the heating and cooling energy needs for different values of WWR that were not considered in the training domain. This analysis was performed for the Helsinki case, even if the same method may be applied to different locations.
Regression over the Train Set
Regression analyses were not performed on the lighting energy need because random occupancy variations do not influence this specific value, being dependent on a fixed illuminance threshold and on the percentage of natural light passing through the window, but independent of the intensity of people present. Differently, cooling and heating energy needs are dependent on the random occupancy variation due to people internal gain production. Nevertheless, the analyses on the total energy needs are based on cooling, heating and lighting.
For the configurations shown in Figure 19 , the polynomial degree that fits best the extracted points is 4 for both heating and cooling. On the contrary, for the total energy, the polynomial degree that fits best the extracted points is the highest-8-because of the behaviour of the dataset distribution.
As expected, the RMSE values are very small. In fact, the points used to fit the model and to perform the regression can be considered as noised values of the curves that we use to calculate the error. A test on an independent database is hence needed. 
Regression over the Test Set
In this second test analysis, a prediction of energy needs for heating and cooling was elaborated, based on unknown values of WWR.
Starting from the model derived from the train dataset -WWR = [1, 5, 10, 15, …, 95]-a regression analysis on new test values-WWR = [2.5, 7.5, 12.5, …]-was carried out. As can be seen in Figure  20 -with CNV and shading off, and in Figure 21 with CNV and shading on, energy needs are well predicted also when using other values of WWR. Comparing these values to the ones those derived from simulating the new values of WWR by EnergyPlus, the RMSE was calculated. As expected, this RMSE is a little bit higher than the RMSE of the training set, even if is still very low. The degree of the polynomial that better fits the points is again the fourth for the heating and the cooling cases. 
Starting from the model derived from the train dataset -WWR = [1, 5, 10, 15, . . . , 95]-a regression analysis on new test values-WWR = [2.5, 7.5, 12.5, . . . ]-was carried out. As can be seen in Figure 20 -with CNV and shading off, and in Figure 21 with CNV and shading on, energy needs are well predicted also when using other values of WWR. Comparing these values to the ones those derived from simulating the new values of WWR by EnergyPlus, the RMSE was calculated. As expected, this RMSE is a little bit higher than the RMSE of the training set, even if is still very low. The degree of the polynomial that better fits the points is again the fourth for the heating and the cooling cases. In Tables 5 and 6 , the values of RMSE for the training and testing of cooling and heating energy are shown. In Tables 5 and 6 , the values of RMSE for the training and testing of cooling and heating energy are shown. In Tables 5 and 6 , the values of RMSE for the training and testing of cooling and heating energy are shown. 
Conclusions
The analyses presented in this paper help to characterize, through hourly-based dynamic simulations, the influence of the window-to-wall ratio (WWR) on the energy need for space heating and cooling, and the lighting of an office building in two reference locations representing a cold and a moderate climate zone of Europe. Various envelope and window characteristics were considered as independent variables, namely: insulation level, orientation, shading, controlled natural ventilation.
Results of simulations at constant occupation rate show that an optimal WWR value, balancing the three above-mentioned energy uses in terms of the least energy annual need, can be found around 30% for both locations.
A second type of study dealt with a regression analysis of data resulting from simulations carried out by an algorithm developed for the purpose of allowing a changing occupation rate based on random behaviour. This analysis aimed to simulate the reference case conditions in the way closest to the actual dynamic context. In addition, several regression curves and the relevant RMSE were yielded and compared in order to find the correlation factor which could best fit the analysed data sets.
In general, the analyses carried out have a methodological value in representing an innovative approach to define the optimal configurations of building envelopes and window characteristics with respect to the minimization of annual energy needs. Furthermore, this study's purpose is consistent with the minimum requirements of a passive house and includes the potential effects of random variation in occupancy. This approach allows for supporting design choices from the preliminary phase while considering perturbation phenomena that may occur in real situations.
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