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Abstract
We introduce probabilistic GSOS, an operator specication format for (reactive)
probabilistic transition systems which arises as an adaptation of the known GSOS
format for labelled (nondeterministic) transition systems. Like the standard one, the
format is well behaved in the sense that on all models bisimilarity is a congruence
and the up-to-context proof principle is valid. Moreover, every specication has
a nal model which can be shown to oer unique solutions for guarded recursive
equations. The format covers operator specications from the literature, so that
the well-behavedness results given for those arise as instances of our general one.
The novel format was obtained via the following procedure: Turi and Plotkin
have modelled specications in the (standard) GSOS format and their models as
natural transformations of a certain shape and a class of bialgebras identied by
them. Several well-behavedness results for the concrete format can elegantly be
proved in the categorical setting. Since the abstract framework is parametric in the
type of system behaviour under consideration, it can be instantiated with that of
probabilistic transition systems yielding a specication format for them, again in
terms of specic natural transformations. The main contribution of this paper is
the derivation of probabilistic GSOS as a rule-style representation of those.
1 Introduction
In theoretical computer science one often deals with systems that carry an
algebra as well as a coalgebra structure. This is the case for example when an
operational semantics is assigned to the terms of a programming language. As
another example { which is dual in some sense { one may want to equip a set of
behaviours with composition operators. A specication relates the algebraic
and coalgebraic structures to each other: the semantics of a composed program
is determined by the semantics of its components.
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In process algebra { one of the approaches in this eld where the type
of behaviour is usually that of labelled transition systems (say with a set of
labels A) { such specications are often expressed by structural operational
rules, a format relating the rst step in the behaviour of a process term to the
behaviour of other terms, in particular its subterms
2
.
One can guarantee several desirable properties of the resulting models by
restricting oneself to rules of a certain shape. A famous example is the GSOS
format [BIM95], which allows specications given by sets of rules of the type
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where  is one of the operators to be specied (with arity n), R
i
; P
i
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describe the required and prohibited labels for the ith argument of  for this
rule to be applicable, Y with Y \X = ; for X := fx
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y
2 A successor of the argument
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2 f1; : : : ; ng, a 2 A, and t is a term involving the operators
under consideration with variables in X and Y .
The format has been considered mainly because every model of a spec-
ications complying with it is well behaved in the sense that the greatest
bisimulation with respect to its coalgebra structure is a congruence for its al-
gebra operations. But it guarantees further nice properties: e.g. the principle
of bisimulation up-to-context [San98] is valid for contexts built from operators
dened by GSOS rules and systems of guarded recursive equations involving
them have unique solutions in the nal model.
The format is developed for nondeterministic labelled transition systems
only, but it would be interesting to have variants of it for other types as well,
which are also studied intensively in the literature. Larsen and Skou [LS91] for
instance considered the case where (nite) nondeterminism is resolved prob-
abilistically: when there are several states to which the process may make a
move with the same label, then the choice is made according to a given sim-
ple probability distribution. They call these systems probabilistic transition
systems (other authors call them the reactive model of probabilistic processes
[vGSS95] or add the attribute deterministic to distinguish them from a more
complex setting where nondeterministic and probabilistic choice are incorpo-
rated as independent concepts [JLY01]). De Vink and Rutten [dVR99] argue
2
In process algebra the states of a system are usually the terms. We will not make this
identication here, so in the above statement one should read \term" as \state represented
by a term" to be precise.
3
A premise x
b
y has two aspects: it requires that x has b-successors and it introduces
y as a variable to range over those. For our purpose it is favourable to separate the two
issues so that we adopt the extra (nonstandard) premises of the type x
b
.
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that probabilistic transition systems are B-coalgebras for a suitable functor B
which further exhibits probabilistic bisimulations according to the famous def-
inition by Larsen and Skou as B-bisimulations in the categorical sense [AM89].
Moreover they show that the functor under consideration is well behaved in
that it weakly preserves pullbacks and possesses a nal system, two important
properties for the structure theory of coalgebras.
Some authors have specied basic composition operators for probabilistic
transition systems { sometimes along with elementary proofs that those satisfy
properties as the ones mentioned above (see e.g. van Glabbeek et al. [vGSS95])
{ but up to our knowledge no specication format has been proposed for them
yet. So in this paper we will introduce the format of probabilistic GSOS, which
arises from standard GSOS by adding a weight w 2 (0; 1] to each rule as follows
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with the additional global constraint that whenever rules are applicable in a
given situation, these weights should add up to 1. The idea is that when this
rule is executed for p = (p
1
; : : : ; p
n
), it accounts for a portion of w of an a-
transition from p. The successors in this fraction are all represented by terms
that arise from t by instantiating the y 2 Y with states p
y
. The conditional
probability of one particular instance (p
y
)
y2Y
is given by the probability that
for all y the state p
y
is chosen as an l
y
-successor of p
i
y
. (For this to be well
dened we need the niteness assumption on Y , which lead to the introduction
of the premises of the type x
b
.)
We show that many well-behavedness results for the GSOS format carry
over to this variant. Since the format is powerful enough to cover the operators
considered in the literature, this result generalizes those for the particular cases
mentioned above.
Rather than making some ad hoc adaptation of the format to suit this type
of system and then trying to adapt the known proofs, we reached this variant
via an abstract theory of specication formats by Turi and Plotkin [TP97]:
They have introduced a categorical framework where specications come
as natural transformations of a certain shape which identify a class of bialge-
bras as their models. It can easily be shown that the latter are well behaved
in many respects. One of the advantages of the approach is that it is not only
parametric in the signature of the algebraic operators but also in the behaviour
functor. Turi and Plotkin argue that in the setting of labelled transition sys-
tems GSOS specications arise as a special case, so that many results for them
follow from the abstract setting. By instantiating this special case with the
functor de Vink and Rutten used to describe probabilistic transition systems
we immediately get a categorical description of a well behaved specication
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format for them. As the main contribution we derive probabilistic GSOS as
a concrete characterisation of the natural transformations obtained. Through
this correspondence, the well-behavedness of the concrete specication format
immediately follows from the abstract theory.
The paper is organised as follows: after introducing some notation we rst
recall a part of Turi and Plotkin's theory around the categorical characterisa-
tion of GSOS rules in Section 3 and then repeat the denition of probabilistic
transition systems in Section 4. In Sections 5 and 6 we derive the rule format of
probabilistic GSOS for which we present some examples and state properties
in Sections 7 and 8. We conclude by giving directions for future work.
2 Preliminaries and notation
We use the categorical notions of a functor, natural transformation, and ini-
tial/nal object. We write Set for the category of sets and total functions.
By
Q
i2I
X
i
and
`
i2I
X
i
we denote categorical products and coproducts
with projections 
j
: (
Q
i2I
X
i
) ! X
j
and injections 
j
: X
j
!
`
i2I
X
i
.
For arrows f
i
: X ! Y
i
and g
i
: Y
i
! Z (i 2 I) we write the pairing as
hf
i
i
i2I
: X !
Q
i2I
Y
i
and the case analysis as [g
i
]
i2I
:
`
i2I
Y
i
! Z. In Set,
the tuple corresponding to x
i
2 X
i
(i 2 I) is denoted by ~x 2
Q
i2I
X
i
, for a
nite I we write hx
1
; : : : ; x
n
i.
We write 1
C
for a nal object in a category C, which in Set is the singleton
set 1 = fg (in this case we usually drop the subscript). The unique morphism
from any object X to the nal one is denoted by !
X
: X ! 1
C
.
The image and inverse image of a function f : X ! Y are written as
f
 1
(y) := fx 2 X j f(x) = yg and f [X
0
] = ff(x) 2 Y j x 2 X
0
g. The non-
negative real numbers are denoted by IR
+
0
and for functions  : X ! IR
+
0
we
redene the square bracket notation to mean [X
0
] :=
P
x2X
0
(x) in situations
where the sum is dened. The support of such a function is dened to be
supp() := fx 2 X j (x) > 0g.
Furthermore, for r 2 [0; 1] we abbreviate 1  r to r.
3 Abstract GSOS
In this section we recall the categorical specication format introduced by
Turi and Plotkin [TP97] along with extensions taken from the work of Lenisa,
Power, and Watanabe [LPW00] and a previous paper [Bar01]. For an in-
troduction into the theory of (co)algebras we further refer the reader to the
tutorial/overview articles of Jacobs and Rutten [JR96,Rut00].
Dynamical systems such as transition systems, automata, or models of
modal or epistemic logic can abstractly be described as coalgebras of a functor
B, where B determines the type of behaviour under consideration. In order
to construct these observational systems one in addition wants to dene basic
behaviours and composition operators, that is a -algebra structure { for some
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signature functor  { on the set of states. Formally, this situation is captured
by the notion of a h;Bi-bialgebra.
Denition 3.1 [algebra, coalgebra, bialgebra] An algebra for the functor ,
or -algebra for short, is a pair hP; i where P is an object of C and  : P !
P is an arrow. Dually, a B-coalgebra is a pair hP;i where the operation is
an arrow  : P ! BP . A h;Bi-bialgebra is a triple hP; ; i of an object P
and both types of arrows  : P ! P and  : P ! BP . We will sometimes
call P the carrier of the (co/bi)algebra,  its algebra- and/or  its coalgebra
structure.
A function h : P ! Q is called a homomorphism between two algebras,
coalgebras, or bialgebras with P and Q as their carriers, if it commutes with
the algebra and/or coalgebra operation(s). For algebras hP; 
P
i and hQ;
Q
i
this means h
P
= 
Q
h, for coalgebras hP;
P
i and hQ;
Q
i we require Bh

P
= 
Q
 h, and for bialgebras hP; 
P
; 
P
i and hQ;
Q
; 
Q
i both equations
should hold.
All -algebras (B-coalgebras, h;Bi-bialgebras) together with their homo-
morphisms form the category Alg

(Coalg
B
, Bialg

B
).
We are interested only in algebra functors  which are signature functors
of the following type: We assume that we are given a nitary (single-sorted)
signature  = (
n
)
n2IN
, where  2 
n
is viewed as an operator symbol with
arity n. We regard such a signature as a functor in the standard way, namely
as
P :=
a
n2IN

n
 P
n
= f(p
1
; : : : ; p
n
) j n 2 IN;  2 
n
; p
1
; : : : ; p
n
2 Pg:
Note that for better readability we write a tuple h; hp
1
; : : : ; p
n
ii like a function
application. Given a -algebra hP; i we will use the expression 

(p
1
; : : : ; p
n
)
as an abbreviation for ((p
1
; : : : ; p
n
)) 2 P .
Let T : Set ! Set be the functor that maps a set X to the set TX of
-terms with variables in X, i.e. the smallest set containing X such that for
all n 2 IN and  2 
n
whenever t
1
; : : : ; t
n
2 TX then also (t
1
; : : : ; t
n
) 2 TX.
The functor T maps a function f : X ! Y to the function Tf : TX ! TY
that replaces each variable x 2 X occurring in a term t 2 TX by f(x) 2 Y .
A -algebra operation  : P ! P can inductively be extended to the T-
algebra operation [[:]]

: TP ! P with [[p]]

:= p and [[(t
1
; : : : ; t
n
)]]

:=


([[t
1
]]

; : : : ; [[t
n
]]

).
One is now interested in specifying the interaction of the algebra and the
coalgebra structure. Suppose, for example, that the signature  contains the
symbol 0 2 
0
. We can require the algebra operation to map it on a state to
which the coalgebra operation assigns no transitions. As another example, let
the signature have a symbol k 2 
2
meant to denote the parallel composition.
We would specify that for two states p and q the behaviour the coalgebra
structure assigns to p k

q is some sort of interleaving of the behaviours it
assigns to p and q.
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Turi and Plotkin propose to specify such interaction as a distributive law
 of the free monad hT; ; i generated by the signature functor  over the
cofree comonad hD; "; i generated by the behaviour functor B (i.e. a natural
transformation  : TD) DT satisfying four coherence axioms involving , ,
", and ). Here we will consider a special case only which they present as the
one corresponding to the GSOS format. We will present the basic denitions
and statements of Turi and Plotkin's framework in terms of this special case.
Denition 3.2 A specications in abstract GSOS is a natural transformation
 of the type
 : (Id B)) BT:
The models of it are the -bialgebras, i.e. h;Bi-bialgebras hP; ; i which
make the diagram below commute:
P
hid
P
;i

(P  BP )

P
P

BTP
B[[:]]

BP
The full subcategory of Bialg

B
containing all -bialgebras is denoted by -Bialg.
The type of the natural transformations  may look ad hoc at rst sight.
As a categorical justication of their signicance Lenisa et al. [LPW00] found
that they correspond to distributive laws of the free monad generated by 
over the cofree copointed functor generated by B.
The class of models of a specication in abstract GSOS can be shown to
enjoy several desirable properties. To express them, we recall the following
denitions:
Denition 3.3 [initial/nal algebra (coalgebra, -bialgebra)] An initial (-
nal) object in Alg

(Coalg
B
, -Bialg) is called an initial (nal) -algebra (B-
coalgebra, -bialgebra).
Denition 3.4 [bisimulation [AM89]] A bisimulation between two B-coal-
gebras hP;
P
i and hQ;
Q
i is a triple hR; r
1
; r
2
i consisting of a set R, and two
functions r
1
: R ! P and r
2
: R ! Q such that there exists a B-coalgebra
operation  : R ! BR making r
1
and r
2
homomorphisms from hR; i to
hP;
P
i and hQ;
Q
i respectively. When talking about a bisimulation relation
R  P Q we mean that hR;
1
; 
2
i is a bisimulation in the above sense.
There is a preorder of bisimulations  dened by hR; r
1
; r
2
i  hR
0
; r
0
1
; r
0
2
i
just in case there is an arrow f : R! R
0
with r
i
= r
0
i
 f (i = 1; 2). (For two
bisimulation relations R;R
0
 P Q this yields R  R
0
if and only if R  R
0
.)
Note that when we talk about a bisimulation between two bialgebras we
actually mean a bisimulation between the included coalgebras. Similarly, a
congruence between bialgebras is one for the contained algebra operations.
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Proposition 3.5 Let  be a specication in abstract GSOS.
(i) The carrier of a nal B-coalgebra, say h
; !i, carries a unique -algebra
structure 

: 
 ! 
 such that h
; 

; !i is a model of . Moreover it
is a nal model.
(ii) The dual statement is true for an initial -algebra.
(iii) A greatest bisimulation between two models of  is a congruence.
4
(iv) The proof principle involving bisimulations up-to-context [San98] is valid
for two models of  when the contexts are evaluated using the correspond-
ing algebra operations.
(v) Using the notation from item (i), every function  : X ! BTX de-
termines a unique arrow h : X ! 
 such that the following diagram
commutes:
X

h


!
BTX
B([[:]]


Th)
B

The function  can be regarded as representing a system of guarded re-
cursive equations with variables in X of which h is a unique solution in
the nal model of .
With Turi and Plotkin's claim that in the case of (image nite) labelled
transition systems { i.e. with B := (P
!
)
A
where P
!
denotes the nite powerset
functor and A is a nite set of labels { specications in abstract GSOS are
closely related to nite sets of GSOS rules, the above proposition specialises
to several of the known well-behavedness results for the latter. But since it is
formulated in terms of an abstract behaviour functor B it yields well-behaved
specication formats for other types of systems as well. The main problem is
that it is not practical to specify operators by giving natural transformations.
One has to nd an equivalent description in concrete terms, like transition
rules of a certain shape. In the remainder of this paper we will demonstrate
that such a representation can be given in the setting of probabilistic transition
systems. Next we dene these systems formally.
4 Probabilistic transition systems
Like Larsen and Skou [LS91] (see also e.g. [vGSS95,dVR99]) we consider the
following type of probabilistic (labelled) transition system for a given set of
labels A: for each label a 2 A a state of the system either rejects the input
a or it accepts it by making a transition to one out of nitely many potential
4
Note that this statement holds without assuming that B weakly preserves pullbacks. Turi
and Plotkin make this assumption in their corresponding result, but essentially it is needed
only to guarantee that a greatest bisimulation always exists and has no inuence on the
congruence property as such.
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successor states, chosen according to some probability distribution. Following
de Vink and Rutten [dVR99] we adopt a coalgebraic denition.
Denition 4.1 [(simple) probability distribution functor] For r 2 IR
+
0
let
D
r
!
: Set! Set be the functor with
D
r
!
P := f : P ! IR
+
0
j supp() is nite; [P ] = rg;
(D
r
!
f)() := q 7! [f
 1
(q)];
where P is a set, f : P ! Q is a function, and q 2 Q.
We dene D
!
:= D
1
!
to be the probability distribution functor. An element
 2 D
!
P is called a (simple probability) distribution over P .
For a set P ,  2 D
!
P , and p 2 P we sometimes write 
r
p for (p) = r.
Denition 4.2 [probabilistic transition system] A probabilistic (labelled) tran-
sition system for a set of labels A is a (1 +D
!
)
A
-coalgebra
hP; : P ! (1 +D
!
P )
A
i:
For  2 (1 +D
!
P )
A
, a 2 A, and p 2 P we write

a
=
for (a) = 
1
();

a
 for (a) = 
2
();

a
if 
a
 for some ;

a
r
p for 
a
; (p) = r:
(In two-dimensional diagrams we use the notation 
ajr
p for the latter case.)
Given a probabilistic transition system hP;i and a state p 2 P we abbreviate
 = (p) inside this notation to p if no confusion about  is likely to arise.
For example we write
p
a
=
instead of (p)
a
=
:
Example 4.3 [lossy bag] As an example, we consider what could be called a
lossy bag: a system that can perform store (s) and remove (r) operations {
i.e. A := fs; rg { where the number of removals is limited to the number of
previous storages. But the system is lossy in the sense that a store operation
fails to actually add something to the bag with a given probability ". We
model the bag as the system hP;
P
i. It may be in one of the states in
P := fp
i
j i 2 INg, where p
i
means that there are i items stored at that
time. A store event can always be processed and will increase the number of
stored items by one if everything works ne. But with probability " an error
occurs and the number stays the same. A remove event is possible if there is
at least one item stored and it will decrease the number of stored items by
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one. Graphically, we have the following system:
p
0
sj"
sj"
p
1
sj"
sj"
rj1
p
2
sj"
sj"
rj1
: : :
rj1
A relation R  P Q between the carriers of two probabilistic transition
systems hP;
P
i and hQ;
Q
i is a bisimulation according to Def. 3.4 if for all
pairs of related states hp; qi 2 R and labels a 2 A we have that
p
a
if and only if q
a
and in case they both can do this transition, say p
a
 and q
a
 , there
is a distribution  2 D
!
R such that for all p
0
2 P and q
0
2 Q we have

P
(p
0
) = [(fp
0
g Q) \ R] and  
Q
(q
0
) = [(P  fq
0
g) \R]:
This rather direct instantiation of the general notion looks unwieldy at rst
sight, which may be the reason why it is often developed further in the litera-
ture. De Vink and Rutten [dVR99] for instance work with a denition based
on the probabilities of moving to certain sets of pairwisely related states. Their
notion is equivalent to the one above modulo taking { as they call it { the
z-closure of a relation (a notion similar to that of a transitive closure, but then
for relations between dierent sets). Furthermore, they show that it covers
Larsen and Skou's denition of a probabilistic bisimulation [LS91].
We prefer to use the low-level characterization given above, because it re-
quires us to identify pairs of related states only, which is the type of knowledge
that we usually have about the relation under consideration (for example, we
usually don't have a clear idea about the equivalence classes induced by our
relation, as required by Larsen and Skou's denition).
We conclude the description of probabilistic transition systems by men-
tioning two important statements about them proved by de Vink and Rutten:
Proposition 4.4 ([dVR99, Theorem 4.6]) There exists a nal probabilis-
tic transition system h
; !i.
By a standard argument, this proposition together with the fact that the
functor (1+D
!
)
A
weakly preserves pullbacks (see [dVR99, Appendix]) implies
the following property:
Corollary 4.5 Between any two probabilistic transition systems hP;
P
i and
hQ;
Q
i there exists a greatest bisimulation, denoted by   P Q.
5 Basic equivalences of natural transformations
In this section we mention (without proof) some simple lemmata about natural
transformations for later reference.
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Lemma 5.1 Consider categories and functors as pictured below, where L is
left adjoint to R:
D
L
?
E
R
C
F
G
There is a one-to-one correspondence between natural transformations
 : F) RG and  : LF) G
given by  7! "G  L and  7! R  F, where  : Id) RL and " : LR) Id
are the unit and counit of the adjunction.
Lemma 5.2 Let C be a category with a nal object 1
C
. Every functor F : C!
Set can be written as
F '
a
z2F1
C
F
z
with F
z
X := (F!
X
)
 1
(z) for a C-object X, and F
z
f : F
z
X ! F
z
Y for an
arrow f : X ! Y is the restriction of Ff : FX ! FY to F
z
X.
We will need the following special case of the fact that pointwise (co)limits
of any type in D yield (co)limits of that type in D
C
:
Lemma 5.3 Let F
i
;G : C! D for i 2 I be functors.
(a) Let the category D have I-indexed coproducts. There is a one-to-one cor-
respondence between natural transformations  :
`
i2I
F
i
) G and families of
natural transformations (
i
: F
i
) G)
i2I
.
(b) Dually, let the category D have I-indexed products. There is a one-to-one
correspondence between natural transformations  : G)
Q
i2I
F
i
and families
of natural transformations (
i
: G) F
i
)
i2I
.
Lemma 5.4 Let C be a category with a nal object 1
C
and let F;G
i
: C! Set
(i 2 I) be functors with F1
C
' 1. For every natural transformation
 : F)
a
i2I
G
i
there exists a j 2 I such that  can be written as 
j
 
j
for some natural
transformation 
j
: F) G
j
.
The proof is based on the following observation: when the unique element
of F1
C
is mapped by 
1
C
to an element of the jth component of
`
i2I
G
i
1
C
then for every object X the naturality square for !
X
: X ! 1
C
yields that the
image of 
X
also lies in the jth component of the sum
`
i2I
G
i
X.
Lemma 5.5 Let F;G : Set ! Set be functors and let A be a set. There is a
one-to-one correspondence between natural transformations
 : (Id)
A
 F) G and  : F) G(A + Id)
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given by  7! 

and  7! 

dened for any set X,  2 FX, and f : A! X
as


X
() := 
A+X
(
1
; (F
2
)()) and 

X
(f; ) := (G[f; id
X
]  
X
)():
6 Probabilistic GSOS
For a given signature  = (
n
)
n2IN
we will study the instance of abstract
GSOS from Def. 3.2 for probabilistic transition systems with labels in A from
Def. 4.2. With T again denoting the functor that sends a set X to the set of
-terms over X, these are natural transformations
 : (Id (1 +D
!
)
A
)) (1 +D
!
T)
A
:(1)
In this section we will in a number of steps derive more and more concrete
representations of these natural transformations. Then we develop a rule
notation to express them.
6.1 Top-down: decomposing the natural transformations under consideration
First of all, by Lemma 5.1 and the adjunction Id  A a (Id)
A
natural trans-
formations (1) are in one-to-one correspondence with those of the shape
~ : (Id (1 +D
!
)
A
)A
| {z }
=:F
) 1 +D
!
T:(2)
For Z := F1 with Lemma 5.2 we can write the functor F as
`
z2Z
F
z
so that ~ above can by Lemma 5.3 (a) be described by a family of natural
transformations
(
z
: F
z
) 1 +D
!
T)
z2Z
:(3)
Lemma 5.4 further tells us that each 
z
arises from a natural transforma-
tion ~
z
either of the shape F
z
) 1 or F
z
) D
!
T. Since there is only one
choice for ~
z
in the rst case, it suces to collect those in the second one.
Thus ~ from (2) can be described by a collection of natural transformations
(~
z
: F
z
)D
!
T)
z2Z
0
for some Z
0
 Z:(4)
We are now trying to obtain a workable description of the ~
z
for z 2 Z
0
.
We have D
!
1 = f

g ' 1 where 

with 

() := 1 is the unique probability
distribution on the singleton set. Using this we get that the functor F from
the domain of our natural transformations in (2) maps 1 to
Z :=F1 = (1  (1 +D
!
1)
A
)A
' (2
A
)A = fh(E
1
; : : : ; E
n
); ai j n 2 IN;  2 
n
; E
i
 A; a 2 Ag:
In the last step we put b 2 E
i
if the corresponding function maps b to 
2
(

).
Intuitively, the set collects the enabled labels of the ith argument of , i.e. those
for which it can make a transition. For z 2 Z
0
with z ' h(E
1
; : : : ; E
n
); ai we
calculate
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F
z
X := (F!
X
)
 1
(z)
= fh(hx
1
; 
1
i; : : : ; hx
n
; 
n
i); ai j x
i
2 X; 
i
2 (1 +D
!
X)
A
;
8i 2 f1; : : : ; ng; b 2 A : 
i
b
() b 2 E
i
g
'
n
Y
i=1
(X  (D
!
X)
E
i
):
This means that for N := f1; : : : ; ng and E := E
1
+ : : : + E
n
we have
F
z
' (Id)
N
 (D
!
)
E
, so that more generally we are dealing with natural
transformations

N;E
: (Id)
N
 (D
!
)
E
)D
!
T(5)
for given sets N and E.
With Lemma 5.5 and for T
N
:= T(N + Id) these natural transformations
are equivalent to those of the type
~
N;E
: (D
!
)
E
) D
!
T
N
:(6)
To be able to apply Lemma 5.4 for the next step we write the functor D
!
T
N
describing the codomain of ~
N;E
as a coproduct according to the following
statement:
Lemma 6.1 For functors G
i
: C! Set (i 2 I) we have
D
!
(
a
i2I
G
i
) '
a
2D
!
I
Y
i2supp()
D
!
G
i
:
Proof. For all sets X we have an equivalence of sets
D
!
(
a
i2I
G
i
X) '
a
2D
!
I
Y
i2I
D
(i)
!
G
i
X
given from left to right by  7! 

(( 
i
)
i2I
) where (i) := [
i
[G
i
X]] and
 
i
(
i
) = (
i
(
i
)) (here  2 D
!
(
`
i2I
G
i
X),  2 D
!
I,  
i
2 D
(i)
!
G
i
X , i 2 I,
and 
i
2 G
i
X). The equivalence easily extends to one between functors
D
!
(
a
i2I
G
i
) '
a
2D
!
I
Y
i2I
D
(i)
!
G
i
:
The statement now follows from D
0
!
' 1 and D
r
!
' D
!
for r > 0.
2
This equivalence together with Lemma 5.2 yields
D
!
T
N
'
a
2D
!
T
N
1
Y
t2supp()
D
!
T
N
t
;
and for this representation Lemma 5.4 and Lemma 5.3 (b) say that a natural
transformation ~
N;E
from (6) is given by
 2 D
!
T
N
1 and (
t
: (D
!
)
E
) D
!
T
N
t
)
t2supp()
:(7)
Take a term t 2 T
N
1. An element t
X
2 T
N
t
X = (T
N
!
X
)
 1
(t) has the
same structure as t but possibly dierent variables. Since we use a nitary
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signature, the one variable  2 1 occurs in t nitely often only, say in m
positions. Therefore t
X
is determined by the m elements x
1
; : : : ; x
m
2 X that
appear instead of  in these positions and we nd
T
N
t
' (Id)
m
:
This means that the natural transformation 
t
from (7) for this t corresponds
to one of the type

m
: (D
!
)
E
) D
!
(Id
m
);(8)
for which we will present a representation result next.
6.2 Natural transformations involving the probability functor
In this section we will state that any natural transformation 
m
of the type
(8) arises as a convex combination of certain basic ones. First we introduce
some notation.
For m 2 IN we write Part
m
for the set of all partitions of f1; : : : ;mg,
i.e. all sets S of nonempty, disjoint subsets of f1; : : : ;mg such that
S
s2S
s =
f1; : : : ;mg.
For S 2 Part
m
and 1  i; j  m we denote by [i]
S
the unique s 2 S such
that i 2 s and we write i 
S
j just in case [i]
S
= [j]
S
.
There is an order of partitions dened for S; S
0
2 Part
m
as S  S
0
if and
only if for all 1  i; j  m we have that i 
S
j implies i 
S
0
j.
Furthermore, we dene the partition part(~x) 2 Part
m
induced by a vector
~x 2 X
m
to satisfy i 
part(~x)
j just in case x
i
= x
j
. For S 2 Part
m
we will
sometimes put s 2 S in a position where an element from f1; : : : ;mg should
go. It is then meant to denote an arbitrary i 2 s and we will make sure that
the actual choice of i does not matter when we use this. In particular, in
a setting with S  part(~x) we might write x
s
to denote x
i
for an arbitrary
i 2 s 2 S, since we have j 2 s) i 
S
j ) i 
part(~x)
j ) x
i
= x
j
.
With this at hand we can dene the basic natural transformations.
Denition 6.2 For S 2 Part
m
and  : S ! E we get a natural transforma-
tion

S;
: (D
!
)
E
) D
!
(Id
m
)
dened for a set P , distributions
~
 2 (D
!
P )
E
, and states ~p 2 P
m
as

S;
P
(
~
)(~p) :=
n
Q
s2S

(s)
(p
s
) if S  part(~p),
0 otherwise.
More descriptive, the distribution 
S;
P
(
~
) is dened as the one generated
by the following probabilistic procedure: for all s 2 S an element from P is
chosen according to the probability distribution 
(s)
, which is then put in all
positions i 2 s of the result tuple.
It can be shown that all natural transformations 
m
as in (8) arise as
convex combinations of these 
S;
(for a proof we refer the interested reader
to a forthcoming technical report [Bar02])
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Theorem 6.3 For a set E and m 2 IN , every natural transformation 
m
as
in (8) arises as

m
=
X
hS;i2supp()
(hS;  i)  
S;
for some distribution  2 D
!
fhS;  i j S 2 Part
m
;  : S ! Eg, where the sum
above is to be read pointwise, i.e.
(
X
i2supp()
(i)  
i
)
X
(x)(y) :=
X
i2supp()
(i)  
i
X
(x)(y):
6.3 Bottom-up: constructing the rule format
By now we have completely resolved the naturality condition contained in (1).
But rather than just putting all the bits that we have encountered on our way
as they are into one rather unreadable representation, we will walk back and
construct rule formats for all intermediate stages.
We start with the 
S;
we ended up with. Each of them can be described
by a rule of the shape


y
y (y 2 Y )
~

hy
1
; : : : ; y
m
i
(9)
where Y is a set of variables, y
i
2 Y for 1  i  m, and 
y
2 E for y 2 Y .
To get a unique representation (up to renaming of variables) we assume that
every y 2 Y appears as y
i
for at least one 1  i  m. Such a rule represents

S;
for S = part(~y) and  (s) := 
y
s
.
As an example, consider the following rule for E = f1; 2g:
 x  y  z
h; i hx; y; y; zi
It represents 
S;
from Denition 6.2 with S = ff1g; f2; 3g; f4gg,  (f1g) =
 (f2; 3g) = 1, and  (f4g) = 2. The rule is applied as follows: for a set P ,
states p
1
; p
2
; q 2 P , and distributions ; 2 D
!
P it would allow the following
derivation,

u
1
p
1

u
2
p
2
 
v
q

S;
(h; i)
r
hp
1
; p
2
; p
2
; qi
where r = u
1
u
2
v is the product of all probabilities appearing in the premises.
With Theorem 6.3, natural transformations 
m
as in (8) could be described
by simple distributions over the set of rules as in (9). We represent such a
distribution by a nite set of rules, where to each one a weight w 2 (0; 1] is
assigned with the constraint that the sum of all weights should be 1. We will
denote these weights as subscripts of the bottom arrow, so that we get nite
sets of rules as below satisfying the weight condition just mentioned:
(


y
y (y 2 Y )
~

w
hy
1
; : : : ; y
m
i
)
n
s.t.
X
w = 1:(10)
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Note that this representation of a natural transformation is unique up to a
(bijective) renaming of the variables in Y and up to the possibility to split
one rule into several copies with smaller weights summing up to that of the
original rule.
If the above example rule would appear in a set of rules with weight w
then it would account for a probability of w  r for a move to hp
1
; p
2
; p
2
; qi,
but to get the full probability of this result we would have to add the possible
contributions made by other rules in the set.
To represent a natural transformation 
t
for t 2 T
N
1 from (7), we exchange
the tuple ~y in each rule above by the term t
Y
that arises after replacing the
ith occurrence of  in t by y
i
. This yields representations of the shape below
where t
Y
2 T
N
t
Y is such that every y 2 Y appears in t
Y
:
(


y
y (y 2 Y )
~

w
t
Y
)
n
s.t.
X
w = 1:(11)
A description of ~
N;E
in (6) would now be given by a distribution  2 T
N
1
and sets of rules (11) for each t 2 supp(). We can simplify this representation
by taking the union of all these sets after multiplying for each t 2 supp()
the weight of each rule in the corresponding set with (t). This yields nite
sets of rules as before but now with t
Y
2 T
N
Y , again such that each y 2 Y
appears in t
Y
:
(


y
y (y 2 Y )
~

w
t
Y
)
n
s.t.
X
w = 1:(12)
For the step from ~
N;E
in (6) to 
N;E
in (5) the elements from N appearing
in each term t
Y
are treated as variables, which are to be instantiated with the
corresponding arguments when the rule is applied. To reect this step in
the notation, we would replace each occurrence of i 2 N in t
Y
by x
i
and
mention the vector ~x in the source. This yields the following format, where
t 2 T(X + Y ) for X = fx
i
j i 2 Ng such that each y 2 Y appears in t:
(


y
y (y 2 Y )
h~x;
~

i
w
t
)
n
s.t.
X
w = 1:(13)
To get from this representation of 
N;E
to one describing the ~
z
in (4)
we can exploit the fact that z = h(E
1
; : : : ; E
n
); ai 2 Z
0
tells us how the x
i
and 
e
are related. We leave
~
 implicit and replace a premise


y
y for

y
= 
i
(b) 2 E (remember that E = E
1
+ : : :+ E
n
) by x
i
b
y . So we arrive
at the notation below where i
y
2 f1; : : : ; ng and l
y
2 E
i
y
for y 2 Y :
8
<
:
x
i
y
l
y
y (y 2 Y )
hx
1
; : : : ; x
n
i
w
t
9
=
;
n
s.t.
X
w = 1:(14)
For the move from this representation of ~
z
in (4) to one for 
z
in (3) we
would allow the sets of rules for each 
z
to be empty. We can express this by
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changing the global constraint: the weights of the rules should now sum up to
0 or 1. In the rst case we get the natural transformation whose components
are the constant functions to 
1
(). A nonempty set represents 
2
 ~
z
for ~
z
as before:
8
<
:
x
i
y
l
y
y (y 2 Y )
hx
1
; : : : ; x
n
i
w
t
9
=
;
n
s.t.
X
w 2 f0; 1g:(15)
To obtain a representation of ~ in (2) and also of  in (1) we again unify
all rules of the 
z
. To be able to still distinguish them, we need to encode
z = h(E
1
; : : : ; E
n
); ai 2 Z in our notation. For  and a we just denote the
conclusion dierently as (x
1
; : : : ; x
n
)
a
w
t. For the E
i
we introduce two new
types of premises: x
i
b
and x
i
b
=
, indicating that b should or should not
be in E
i
respectively. To be precise, each rule should have either premise for
each 1  i  n and b 2 A, but we allow rules which are incomplete in this
sense as an abbreviation for the set of all rules which would complete them.
This leads to the following denition:
Denition 6.4 [rule in probabilistic GSOS] For a set of labels A and a sig-
nature  = (
n
)
n2IN
a rule in probabilistic GSOS (for  and A) has the shape
x
i
b
b 2 R
i
; 1  i  n
x
i
b
=
b 2 P
i
; 1  i  n
x
i
y
l
y
y (y 2 Y )
(x
1
; : : : ; x
n
)
a
w
t
for

an operator symbol  2 
n
with arity n 2 IN ,

a label a 2 A,

sets of requested and prohibited transitions R
i
; P
i
 A for each argument
1  i  n such that R
i
\ P
i
= ;,

a (nite) set of variables Y , where each y 2 Y is tagged as an l
y
successor
of the i
y
-th argument of  (1  i
y
 n, l
y
2 R
i
y
),

a result term t 2 T(X + Y ) for X := fx
1
; : : : ; x
n
g such that each y 2 Y
appears in t, and

a weight w 2 (0; 1].
The rule is said to be complete if R
i
[ P
i
= A for all 1  i  n.
When writing down such a rule, we will omit a premise x
i
b
if there is
premise x
i
b
y for some y 2 Y .
Given z = h
0
(E
1
; : : : ; E
n
0
); a
0
i 2 Z we say that the above rule is applicable
just in case n = n
0
,  = 
0
, a = a
0
, and for all 1  i  n we have R
i
 E
i
and
P
i
\ E
i
= ;.
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Denition 6.5 [specication in probabilistic GSOS] Given a signature  =
(
n
)
n2IN
and a set of labels A a specication in probabilistic GSOS (for  and
A) is a set S of rules in probabilistic GSOS for  and A such that for all
z = h(E
1
; : : : ; E
n
); ai 2 Z a nite number of rules is applicable only and the
weights of these rules sum up either to 0 or 1.
The way we derived this format guarantees that for a given  and A
specications in probabilistic GSOS correspond to specications in abstract
GSOS when instantiated with the behaviour functor for probabilistic tran-
sition systems. Moreover, this correspondence is one-to-one up to dierent
abbreviations of complete rules by incomplete ones, the renaming of variables,
and the splitting of one rule into several ones each contributing a fraction of
the original weight.
6.4 Models of specications in probabilistic GSOS
In principle we already know what the models of a specication in probabilistic
GSOS are: they are the -bialgebras for the natural transformation  from (1)
that the specication corresponds to. But we want to spell out this denition.
Let hP;; i be a h;Bi-bialgebra again for some signature  and B := (1 +
D
!
)
A
where A is a set of labels. As always, we abbreviate ((p
1
; : : : ; p
n
)) to


(p
1
; : : : ; p
n
) and [[:]]

: TP ! P is the inductive extension of  to terms.
First, we write down explicitly which (portions of) transition probabilities
are generated by a single rule: A rule as in Def. 6.4 generates the transitions
arising from the following derivations for p
i
; q
y
; q 2 P (1  i  n, y 2 Y )
p
i
b
b 2 R
i
; 1  i  n
p
i
b
=
b 2 P
i
; 1  i  n
p
i
y
l
y
u
y
q
y
(y 2 Y )
(p
1
; : : : ; p
n
)
a
r
q
where q = [[t
P
]]

for the term t
P
2 TP that arises from t by substituting p
i
for x
i
and q
y
for y (1  i  n, y 2 Y ) and r := w 
Q
y2Y
u
y
. In case dierent
instantiations of the variables y 2 Y lead to the same state q, the probabilities
r need to be added.
The bialgebra hP; ; i is a model of a specication S in probabilistic
GSOS if for all n 2 IN ,  2 
n
, a 2 A, p
1
; : : : ; p
n
; q 2 P , r 2 (0; 1] we have
(p
1
; : : : ; p
n
)
a
r
q just in case r =
P
R2S
r
R
where the rule R generates the
transition (p
1
; : : : ; p
n
)
a
r
R
q .
7 Examples
To illustrate the use of the rule format, we present the denitions of some
basic operators. In the explanations we assume that hP;; i is a model of all
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rules containing two states p; q 2 P allowing the transitions pictured below.
p
aj" aj"
q
aj1
p
0
1
p
0
2
q
0
(i) A constant 0 2 
0
is specied to yield the idle process that can do no
transitions by giving no rule.
(ii) The action prexing operator a:( ) 2 
1
for a 2 A arises from the
following rule with no premise:
a:x
a
1
x
Note that the right x actually denotes a term.
To check the global constraints, we check for each b 2 A and E
1
 A
which rules are applicable to a:( ), b, and E
1
: In the case a = b this is
precisely the rule above, which has weight 1 as required. Otherwise no
rule is applicable, which is ne as well.
For any p 2 P the state (a:p) can only react to the label a, which
brings it to p with probability 1.
(iii) A probabilistic choice operator 
r
2 
2
for r 2 [0; 1] is given by the
following rules for all a 2 A:
x
1
a
y
1
x
2
a
=
x
1

r
x
2
a
1
y
1
x
1
a
=
x
2
a
y
2
x
1

r
x
2
a
1
y
2
x
1
a
y
1
x
2
a
x
1

r
x
2
a
r
y
1
(r>0)
x
1
a
x
2
a
y
2
x
1

r
x
2
a
r
y
2
(r<1)
For the global constraints note that for any r 2 [0; 1], a 2 A, and E
1
; E
2

A it depends on whether a 2 E
i
for i = 1; 2 which rules are applicable to

r
, a, and hE
1
; E
2
i: it is either no rule at all, one of the upper ones, each
of which has weight 1, or the lower one(s), the weights of which sum up
to r + r = 1.
For p
1
; p
2
2 P we can think of the state p
1


r
p
2
as a system that
might behave either as p
1
or as p
2
, depending on the rst input and a
probability r. In case the input can only be answered by p
1
, the system
behaves like p
1
, and similar for p
2
. If both can react, the decision will be
made in favour of p
1
with probability r and otherwise in favour of p
2
.
For p 

r
0 only the rst rule is applicable, because p can make an
a-transition and 0 cannot. It generates the transition in the left picture
below.
Both of p and q can make an a-transition, so the third and fourth rule
are applicable to p 

r
q. It derives an a-transition which leads to an
a-successor of p with probability r and to an a-successor of q otherwise.
In case this choice is made for p, the conditional probability of moving
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to p
0
i
is the same as the probability of moving from p to it, see the right
picture below.
p 

r
0

aj" aj"
p

r
q
ajr"
ajr"
ajr
p
0
1
p
0
2
p
0
1
p
0
2
q
0
(iv) The product operator  2 
2
is dened by a set of rules containing for
all a 2 A the rule:
x
1
a
y
1
x
2
a
y
2
x
1
 x
2
a
1
y
1
 y
2
The system p
1


p
2
consists of two components in states p
1
and p
2
waiting for input side by side. They process an input symbol just in case
both components can process it in their current state and each will then
independently make a move according to its own transition probability.
The systems will continue working together in the resulting states.
Considering again the two states above we get that p 

0

cannot
make any transition and for p

q we get:
p

q
aj" aj"
p
0
1


q
0
p
0
2


q
0
Note that it is possible that p
0
1


q
0
and p
0
2


q
0
denote the same state
of P . In that case the arrows above would actually represent one arrow
with the sum of the two probabilities.
(v) The probabilistic parallel composition jj
r
2 
2
again for r 2 [0; 1] is given
by the rules below for all a 2 A:
x
1
a
y
1
x
2
a
=
x
1
jj
r
x
2
a
1
y
1
jj
r
x
2
x
1
a
=
x
2
a
y
2
x
1
jj
r
x
2
a
1
x
1
jj
r
y
2
x
1
a
y
1
x
2
a
x
1
jj
r
x
2
a
r
y
1
jj
r
x
2
(r>0)
x
1
a
x
2
a
y
2
x
1
jj
r
x
2
a
r
x
1
jj
r
y
2
(r<1)
Here the system p
1
jj

r
p
2
can be thought of as the parallel composition of
two components in states p
1
and p
2
where both subsystems continuously
compete to process the input. If a label comes in, each side will attempt
to grab it if it could process it in its current state. In the case of a
competition, p
1
wins with probability r. The component which gets the
input processes it according to its own transition probability and re-enters
the competition in the resulting state.
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Again for p and q as above we get the following transitions:
pjj

r
0

aj" aj"
pjj

r
q
ajr"
ajr"
ajr
p
0
1
jj

r
0

p
0
2
jj

r
0

p
0
1
jj

r
q p
0
2
jj

r
q pjj

r
q
0
The examples given above are rather simple in that they make very limited
use of the possibility to point to terms as successors. All transitions either
go to plain states or to the application of only one operator symbol to states.
Furthermore, every variable y 2 Y appears at most once in every such term.
As of yet we are not aware of meaningful operators exploiting the format to a
greater extend.
To elaborate on the second point, we want to stress that for xed i and b
the format allows premises x
i
b
y for more than one y 2 Y . At rst sight
this may not make sense, because all y will point to the same distribution of
b-successor states of x
i
. Still it makes a dierence, because we may choose
dierent successors at a time for the dierent variables that have this premise
when determining the successor term. To illustrate this point consider the
following two rules for a signature with  2 
1
and  2 
2
:
x
a
y
(x)
a
1
 (y; y)
or
x
a
y
1
x
a
y
2
(x)
a
1
 (y
1
; y
2
)
For p from the beginning of this section the two rules will generate the following
a-transitions for 

(p) respectively:


(p)
aj" aj"
or


(p)
aj"
2
aj"" aj""
aj"
2


(p
0
1
; p
0
1
) 

(p
0
2
; p
0
2
) 

(p
0
1
; p
0
1
) 

(p
0
1
; p
0
2
) 

(p
0
2
; p
0
1
) 

(p
0
2
; p
0
2
)
We conclude by giving a non-example to also discuss (and justify) a limita-
tion of probabilistic GSOS. Our way of deriving the format substantiates the
claim that it is the canonical adaptation of GSOS to probabilistic transition
systems. Although it is powerful enough to capture common operators (more
powerful actually, as we have seen) it may still be surprising that it oers so
little access to the transition probabilities of the arguments. For instance, we
are not allowed to write the following rule to specify the operation  2 
1
,
which may be intended to remove all \nondeterministic" transitions (or rather,
all transitions where a real choice of a successor state has to be made):
x
a
1
y
(x)
a
1
(y)
(a 2 A)
On the other hand, we can easily convince ourselves that such a rule would
be troublesome: to be well-behaved, the specication should treat bisimilar
states in the same way. So consider again the two states p and q from the
previous section and let  satisfy the above rule in the straightforward sense.
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Assume further that all successors p
0
1
, p
0
2
, and q
0
are bisimilar, but p
0
1
6= p
0
2
.
This implies p  q but 

(p) 6 

(q), because


(p)
a
=
but


(q)
a
1


(q
0
)
.
So bisimilarity is not a congruence for this model.
Generalizing from this example, we see that no rules can be allowed that
demand certain probabilities in a premise, because by adding copies of a suc-
cessor state and spreading the transition probability over those copies, we can
always create a bisimilar state for which the chance of reaching a particular
successor is smaller.
8 Properties
Since the models of a specication S in probabilistic GSOS are the -bialgebras
for the corresponding  as in (1) we can conclude that they have the properties
listed in Proposition 3.5. By spelling them out for our setting we obtain the
following statements:
Corollary 8.1 Let S be a specication in probabilistic GSOS.
(i) The carrier of a nal probabilistic transition system h
; !i from Prop. 4.4
carries a unique -algebra structure 
S
: 
! 
 such that h
; 
S
; !i is
a model of S. Moreover it is a nal model.
(ii) There is a unique model of S, such that it has the free -terms without
variables as states (i.e. the carrier is T;) and that the algebra operations
are given by the term construction. This is an initial model.
(iii) The greatest bisimulation  from Corollary 4.5 between two models of S
is a congruence.
(iv) The following proof principle is valid for two models hP; 
P
; 
P
i and
hQ;
Q
; 
Q
i of S:
For R  P Q let
~
R  P  Q be the congruence closure of R under
the algebra operations, i.e. the smallest relation containing R such that
for all n 2 IN and  2 
n
whenever hp
i
; q
i
i 2
~
R for 1  i  n then also
h

P
(p
1
; : : : ; p
n
); 

Q
(q
1
; : : : ; q
n
)i 2
~
R.
Call R a bisimulation up-to-context between hP; 
P
; 
P
i and hQ;
Q
; 
Q
i
if for all hp; qi 2 R and a 2 A we have that
p
a
if and only if q
a
and in case both can do this transition, say p
a
 and q
a
 , then
there exists a distribution  2 D
!
~
R such that for all p
0
2 P and q
0
2 Q
we have
(p
0
) = [(fp
0
g Q) \
~
R] and  (q
0
) = [(P  fq
0
g) \
~
R]:
Note that this denition generalizes that of a bisimulation in that the
distribution  is allowed to range over the larger relation
~
R. So ev-
ery bisimulation is a bisimulation up-to-context, but not the other way
around.
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Let R be such a bisimulation up-to-context. Then
hp; qi 2 R implies p  q:
(v) Let a guarded recursive specication hX;Si be given by a set X of vari-
ables and a set S of transitions x
a
w
t where x 2 X, a 2 A, w 2 (0; 1],
and t 2 TX, such that the set S contains only nitely many transitions
for each pair of x and a, the probabilities w of which sum up to 1 if there
are any. (To relate this to the formulation in Proposition 3.5 (v), note
that hX;Si describes a mapping X ! (1 +D
!
TX)
A
.)
A solution of such a specication hX;Si in a model hP; ; i of S is
an assignment of a state p
x
2 P to each x 2 X such that for all x 2 X,
a 2 A, and q 2 P we have p
x
a
r
q just in case r is the sum of all w
from rules x
a
w
t 2 S such that [[t
P
]]

= q where t
P
arises from t after
replacing each x
0
2 X by p
x
0
.
Each guarded recursive specication hX;Si has a unique solution in the
nal model h
; 
S
; !i from item (i).
Example 8.2 [lossy bag, 2nd try] We can now alternatively specify the lossy
bag from Example 4.3 as a state p in some probabilistic transition system
with the following behaviour: it can perform a store action (s) which keeps
it unchanged with probability " or otherwise leads to a state behaving like p
except that it can do one additional remove action (r) at an arbitrary moment
in the future. Using the operators specied in Section 7 this can be expressed
by the following guarded recursive specication:
x
sj" sj"
x
(r:0)jj
1
x
Corollary 8.1 (v) says that there exists a unique state p 2 
 of the nal prob-
abilistic transition systems exhibiting this behaviour. Moreover, by writing
~p
i
2 
 for element onto which the state p
i
from Example 4.3 is mapped by
the nal morphism, we have that the unique solution is ~p
0
, since we have
~p
1
= (r:0)jj
1
~p
0
. The equation can be derived with the coinduction proof prin-
ciple (see e.g. [Rut00, Theorem 9.2]) from the fact that
R := fh~p
i+1
; (r:0)jj
1
~p
i
i j i 2 INg [ fhq; 0jj
1
qi j q 2 
g
is a bisimulation (here we dropped the superscripts 

for the algebra opera-
tions).
9 Related and future work
As already mentioned, the categorical framework generalizing GSOS rules
is taken from the work of Turi and Plotkin [TP97], with additions made by
Lenisa, Power and Watanabe [LPW00] and in our previous work [Bar01]. Turi
[Tur97] has himself worked out concrete examples for several instances of the
abstract format, but no rule format was developed out of these considerations
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and non of the examples involved probabilistic systems. Marco Kick [Kic02] is
at this moment also working on the derivation of novel concrete formats from
the abstract framework, namely for timed systems.
We used (reactive) probabilistic transition systems as studied by Larsen
and Skou [LS91], or van Glabbeek, Smolka, and Steen [vGSS95]. The coal-
gebraic denition we adopted was given by de Vink and Rutten [dVR99].
Larsen and Skou [LS92] furthermore dened a set of basic operators to
construct (nite) probabilistic transition systems and stated that their bisim-
ulation is a congruence for them. A similar set of operators, but this time
including recursion, was considered by van Glabbeek et al. [vGSS95] (who
studied our reactive type of system as one out of several possible choices).
The congruence result they give is wider in scope than the one by Larsen and
Skou in that it reaches innite systems as well through the use of the recursion
operator. Our specication format and thus our congruence statement covers
their operators but for recursion. We view the specication of operators and
(guarded) recursive specications of single processes as separate issues, and
we have given an existence result for the latter as well.
We are not aware of any proposal for a specication format for probabilis-
tic transition systems along with well-behavedness statements. The only step
in this direction that we have seen appears in the overview paper by Jonsson,
Larsen, and Yi [JLY01], who work in a richer framework involving nondeter-
ministic as well as probabilistic choice. They explain how specications in the
DeSimone format for nondeterministic transition systems can be interpreted
in the richer setting. But except for a \built-in" probabilistic choice no real
probabilistic operator can be dened this way.
Next, we would like to have more examples demonstrating the use of the
facts that we learned about the format in Corollary 8.1. In particular, inter-
esting applications of the bisimulation up-to-context proof principle would be
welcome. These examples turned out to be more dicult to nd than in the
case of nondeterministic transition systems. The principle works in case two
successor states that need to be related can be represented by terms with a
common context. But this usually requires rewriting of terms with bisimilar
ones. The problem here is that this rewriting is often impossible because im-
portant \rewriting rules" used in the nondeterministic world are not valid for
the corresponding probabilistic operators. As an example, note that for 
r
as
dened in Section 7 for r; r
0
2 (0; 1) there are no probabilities s and s
0
such
that
p
1

r
(p
2

r
0
p
3
) ' (p
1

s
p
2
)
s
0
p
3
:
We should stress that our derivation of the probabilistic GSOS format
arises as a straightforward modication of our compositional proof for the
correspondence of abstract GSOS and standard GSOS in the nondeterministic
setting, which diers from the one-step approach sketched by Turi and Plotkin
[TP97]. We are going to include this proof into the technical report version of
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this article [Bar02], which will appear soon. The only substantial dierence
lies in the proof of Theorem 6.3, which is considerably more involved than
that of the nondeterministic counterpart.
The aim of the work reported here was not so much to derive a specication
format for one particular kind of (probabilistic) system. It was rather meant
as a case study to gain experience in developing concrete representations for
the natural transformations that arise from the framework of abstract GSOS.
With this approach and the given lemmata one for instance immediately gets
a format for generative probabilistic transition systems (as dened by van
Glabbeek et al. [vGSS95]) as well, and one can make rst steps towards an
adaptation to systems that include both, nondeterministic and probabilistic
choice. We leave the study of the latter type of system { which has received
a lot of attention recently { to future work.
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