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A production system is subject to random failure. The system continuously accumulates 
damage through a “wear” 3rocess and the failure time depends on the accumulated damage in 
the system. Upon failure the: system is replaced by a new identical one and the replacement cycles 
are repeated. A cost is associated with each replacement, and an additional cost is incurred at 
each failure in service. We allow a controller to replace the system at any Markov time T before 
failure time. The problem is to find an optimal control policy that minimizes the total long run 
average cost per unit of time. We will treat the case when the damage process is a one-sided Levy 
process. The system fails when the accumulated damage first exceeds V, where V is a random 
variable having a known distribution. We suppose that the accumulated damage is observable. 
Assuming that the hazard rate associated with the random variable V is monotonically nonde- 
creasing, we show that the optimal policy is a control limit policy. An example is presented to 
illustrate computational procedures. 
Levy process killing measure 
Markov time infinitesimal operator 
I control limit policy hazard rate 
1. Introduction and summary 
A production system is subject to random failure. The system continuously 
accumulates damage through a “wear” process and the failure time depends on the 
accumulated amage in the system. Upon failure the system is replaced by a new 
one, having the same properties, and the replacement cycles are repeated 
indefinitely. Each replacement costs C dollars and each failure adds a. cost of K 
dollars. We allow a controller to replace the system at any Markov the T before 
failure time. 
The problem is to find an optimal control policy that balances the cost of 
replacement with the cost of failure and results in a minimum total Iong run average 
cost per unit time. 
* This research was > upported in part by the National Science Foundation under Grants GK-21460 
ano MPS73-04437. 
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Taylor [IO] derived an optimal replacement rule for the model in which the 
cumulative damage process is a compound Poisson process, or more explici,tly when 
shocks oI:cur to the system in accordance with a Poisson process, where each shock 
causes a random amount of damage and these damages are accumulated additively. 
We will treat a more general case in which the damage process is an increasing one 
with stationary independent increments which we shall hereafter call one-sided 
Levy process. The system fails when the accumulated damage first exceeds V, 
where V is a random variable having a known distribution. We assume that the 
accumulated amage is observable. Supposing that the hazard rate associated with 
the random variable v is nondecreasing, we show that an optimal policy is a control 
limit poiicy. The term “control limit policy” refers to a policy in which we replace 
either upon failure or when the accumulated amage first exceeds a critical control 
level QF*, whichever occurs first. 
Feldman [5] in a recent paper analyzed a breakdown model in which the 
cumulative damage process is semi-Markovian. In this paper Feldman assumes that 
the collection of shock times forms a random set containing no isolated points, and 
optimality is based on a discounted cost criterion over one replacement cycle. He 
introduces c:onditions under which an optimal policy is a control limit policy where 
only those policies which make a replacement within the set of deterioration times 
are considered. In two further papers Feldman considers semi-Markovian failure 
models where there are (almost surely) a finite number of shocks in any finite- 
length time interval (see [3] and 141). 
Section 2 describes in detail the accumulated damage process. In Section 3 we 
will consider the breakdown model under the long run average cost criterion. 
Section 4 treats the problem of how to determine the optimal critical level t*. An 
example will be presentf:d illustrating computational procedures. 
2. The damage process 
In this section we describe the damage process in detail. As indicated the damage 
process is a one-sided Levy process. It is assumed that the damage process has no 
deterministic linear component. 
Let 6 denote the time of system failure. Let X(t) be the accumulated damage 
during [0, r]. Let A be a distinct point not in R.+. = [0, 00) and define X(t)= A for 
c 2 4’. The system fails when the accumulated amage X(t) first exceeds V. That is 
5 = inf{t 2 0; X(t)3 V}, 
where V is a random variable, independent of the accumulated (damage process X, 
having a known abso!utely continuous distribution function B calleld the killing 
distribution. The density function of V will be denoted by b. Throughout the paper 
wr3 assume t&at 
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(1) The hazard rate h( 9 ) associated with the distribution function B is non- 
decreasing. 
(2) E[V]<a 
Let (R(r); t 20) be a nonterminating one-sided Levy process such that I? 
together with the random variable 5 will be combined to form the darnage process 
X. More explicitly, for any sample point W, 
X(t,w)=g(t,w) for t<l(w), 
where l(w) is the failure time associated with the sample point W. ‘Th:: Laplace 
transform of 8(t) is given by 
where 
I 
00 
(l’,(6)= (1 -e-eY)&dy). 
0 
p is a measure, concentrated on (0,~) and is referred to as the Levy measure of the 
process. 
Let 
M+(x)= Ia p(dy)=g[x, a). 
x- 
The theory of Levy processes implies that M’(x)< 00 for every x > 0. 
We have in particular the result 
5 
1 
M'(Y)dY cc0 
0 
(1) 
which will be used later. Fristedt’s monograph [Sl provides an excellent discussicn 
of L&y processes. 
The probabilistic interpretation of the measure M’ is the following: Let N(t, X) 
denote the number of jumps of magnitude 2x >O during the time interval 161, t]. 
Then N(t, X) is a Poisson process with parameter M’(x)t. The total number of 
jumps in [0, t] is a Poisson process with parameter M”(O)?, and thus in each finite 
interval there are finite or infinite number of jumps according as !M’(O)< cm or =m, 
In the case when M’(O)< 00, k(t) is a compound Poisson process and this is exactly 
the special case which was considered by Taylor [lo). 
Every jump in our mode! represents a shock to the system. If at time t s [ a shock 
of magnitude ,p” occurs, then the system fails with probability 
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where 
x =k(t-)= lim *(t-h). 
h&o 
To avoid trivalities we assume that 
p = E@(l)] > 0. 
Clearly for ewjery t,
E@(t)] = pt. 
In what follows we shall denote by S the state space of the terminalting process 
{X(t); 0 s t < 6). 
Proposition 1. The expected failure time, E[{], is finite. 
Proof. Let 
00 
G(A)= 
b 
P{*(t) E A} dt. (2) 
For a Bore1 set A, G(A) is the expected amrsunt of time spent in A by 2. If z >O is 
chosen such that M+(Z)> 0, then 
G([O, r]) = Jm P{R(t)s z} dt s Jm P{*(t) has no jump exceeding t} dt 
0 0 
00 1 = J e -M+(zjr dt=- 0 M+(z)< O”* (3) 
Moreover, for any u > 0 we have the simple estimate (see Section 6 in Kesten’s 
monograph [9]) 
WP, 4) 2 G((u, u + 4). (4) 
Next, by partitioning the nonnegative part of the real line to nonoverlapping 
intervals [0, z], (z, 221, (22,321, . . . , from (4) we obtain 
G([O,0++~)ji-&q foru>O. 
Using [5] we obtain 
WI = Jm GW, ~~~~~~u 
0 
which is the desired result. 
(5) 
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Finally let us introduce the idea of infinitesimal killing rate. A path which at time 
S passes through a point X, terminates in the next period of length t wi,rc:h probability 
A (x)t +o(t), independently of the character of the motion up to time s. More 
explicitly, given that the system is in state x, with probability A (x)t + o(t) the system 
fails in the time interval (s,.s + t). A (x) is called the infinitesimal killing rate at state 
X. That is, 
r\(lt)= lim 
P{c<t+slR(s)=x and J>s) 
. 
r&O t 
Now by the strong Markov property we have 
( > 6 
h(x)= lim 
P,(J<tI v-1 
r&O t 
= lim 
I 
ao b(Y) p(RWY-4 
t&O x l-B(x) t 
dY 
= lim 
I 
* b(x+y) p{‘(t)>y]dy 
t&O 0 l-B(x) t * 
(7) 
The idea of infinitesimal killing rate is based on the notion of killing measure (see 
for example [2], p. II). 
Proposition 2. The infinitesimal killing rate at state x is given by 
* b(x+v) 
A(x)= d 1 _.j(x)M+odY (8) 
for every x e S. 
Proof. Let x E S. Let E(X) be a positive constant such that 
(1) B(x +E(x))< 1, 
(2) E(X) is a point of continuity of M’. 
First, for every y E (0, E(X)), by the monotor Yty of the hazard rate associated with 
the distribution function B we obtain 
Mx+Y)< b(x+y) wx +4X)) 
I-B(x)-1-B(x+y?l-B(x+E(x))<** 
(9) 
Let 
b(x +-E(x)) 
ux = 
1 -B(x +E(x))’ 
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We can now write 
E(X) 
lim 
IJ 1 
b(x + y) P{8(t)> y} 
z&O 0 l-B(x) t 
-M+(y);%} dy 1 -* 
S uX lim 
E(X) P{*(t) > y} 
J I t&O 0 t 
-M+(Y 1) dy. (10) 
Recalling (l), Theorem 4 of Fristedt [7] implies that (10) converges to 0. Whence 
lim 
J 
‘(‘) b(x -t y) P{8(t)> y) 
t&o o 1-W) t 
-dy= 
J 
‘(‘I b(x + y) 
o l-B(x) 
M+(Y)dy. 
E(X) is a point of continuity ofM+( l ) by assumption. Therefore, 
lim p{‘(t)>E(x)}z M’( E (x))< 00 . 
t-i-0 t 
(see Feller [6], p. 302). 
By the- dominated convergence theorem we obtain 
lim 
J 
O” bw-Y) P(m>yt c0 &+Y) 
r&o c(x) 1-W) t 
dy = 
J e(x) 1 -B(d 
Using (11) and (12), (7) simplifies to 
‘- b(x +y) 
‘tx)= j. 1 _B(x)M+tY)dY* 
Remarks. (1) By changing the order of i;ltegration one can rperify easily t&at 
h(x)= 
J 
aD B(x +y)-B(x) 
l-B(x) P(dYll 0 
(11) 
(12) 
(1% 
(2) (B(x+Y)-B(x))l(l-B(x)) is nor decreasing in x for y > 0 if and only if 
h(x) is nondecreasing in x (see Barlow and Proschan [l], p. 23). Thus the 
assumption that h(x) is nondecreasing, implies that A (x) is also nondecreasing over 
S (see (13)). 
timal replacement policy 
To obtain the long term expected COSI per unit time, consider the renewal process 
formed by repeated replacements of identical systems. By using standard results in 
renewal theory we obtain that the long run average cost is the expected cost over a 
replacement cycle divided by the expected time between replacements; that is, the 
average cost associated with a Markov time T is given by 
Let qP = inf T !./@, 
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In this section we show that an optimal Markov time T* is determined by a 
single critical number t*. The optimal strategy is to replace either upon failure 
or when the accumulated damage first exceeds 6”. whichever occurs first. That 
is 
T* = min{inf(t zz 0; X(t) 3 e*}, 5). (1% 
Furthermore, we will show that [* can be determined by the following equation 
s *=inf(x;$ *--A(x)K so). 
Let G be the infinitesimal operator of the damage process {X(t); t SO}. For a 
function u in the domain of G, the infinitesimal operator is defined as follows 
G,(x)= lim t-‘{E,[u(X(t))] - u(x)}. (168 , 
t&O 
The domain of G is the set of all bounded Bore1 measurable functions u for which 
the limit in (16) exists for all x E S. 
A key tool for us is Dynkin’s formula, 
valid for any u in the domain of G and any nllarkov time T having finite expec- 
tation (Theorem 5.1 and its corollary in Dynkin [2]). We proceed with the following 
result. 
Theorem 1. T is an optimal Markov time if and only if it maximizes 
E[ Jr(r’-w~r)#~s]. 
0 
(17) 
Proof. For every permissible Markov time T the following inequalitv holds _ 
A Markov time T minimizes the ilong run average cost if and only if it maximizes 
(19) 
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where &AI is the indicator function of the event A. Let f(x) =J &A), For x # dr we 
have 
Recalling thiat for every permissible Markov time T, E[ Tj c a3, we may app!y 
Dynkin’s formula to yield (see (19) and (26)): 
P,(T~~}=;E,lf(X(T))]-f(r)=E,[lrn(X(s))ds] (xzd). 
0 
Using (I$), (20) and (2 l), 6)~ can be expressed as follows 
This concludes the proof. 
We are now in a position to prove the main result. 
Proof, The proof follows a procedure similar to that used by Taylor [ZS]. The 
hazard rate, It ( * ), associated with the distribution function B is nondecreasing by
assumption. Therefore, (see Remark 1) # * - KA (x) is nonincreasing over S. 
Since the damage process is a one-sided Levy process, it follows that once the 
accumulated amage exceeds g* it remains in this region thereafter. Thus by 
definition oZ T* we obtain for all t < [ 
(1;1*-KA(X(f))>O if andonly If TV T*, 
Hence T* maximizes (17). By using Theorem 1 it follows that T* is an optimal 
Markov time, and the optimal critical level e* satisfies (23). This completes the 
proof of the optimality of r*‘. 
Let $z and I,@ be lower and upper bounds respectively of the long run average 
cost per unit of time under the optimal policy, $*. 
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Also let 
a =sup{x 20; $!: -KA(x)>O}, 
b =inf{x 20; $6 -KA(x)GO}. 
Define Q = 0 whenever the set in the first braces is empty, and b = a3 if the set in the 
second braces is empty. Clearly e* E [a, b). e* is the optimal control evel if and only 
if 
where 
T& = min{inf(f 5 0; X(t)2 5); t} . 
Let H(t, a ) he the distribution measure of g(t). For every @.z [a, bl, 
where 
s2 J~~(r.y-)body+H(t.F-)S” b(y)dy~ ( 6) 2. 
0 (4 
Next we examine tht: probability for a failure replacement under a given control 
limit policy Tes for c2 s C s b, Let 
By applying the law of total probabilityi we obtain 
Pv~=c}=B(wJ P(R(&)a}b(s)ds. 
s’6 
Note that on the set {V > S}, fe = Tt. 
As a result of a first passage theorem which is essentially contained in Section 6 
of Kesten’s monograph [9] it follows that 
(see also Corollary 4.2 in Fristedt [8)). 
Using (25), (26), (27) and (28) we obtain 
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Example, To illustrate computational procedures let us consider the following 
example. The Levy measure associated with the stochastic process 8 is 
P(dX) “, . =zd, (‘O<x<oo). 
We have then 
J 
00 
+(@)= (l-e-” x )cdx=log(l+@) 
0 
and 
We -@A(t)] = (1 + ey-‘, 
This shows that 80) has the gamma density 
Note that 
Let us assume that the killing distribution is uniformly distributed in the interval 
((0, L). Since the hazard rate associated with the killing distribution is non- 
de4xeasing, it follows that an optimal replacement policy is a control limit policy. 
Using (29) we obtain that for a given control limit policy ‘Te (0 G 6 G L), 
(30) 
(* can be obtained by minfmilrring I/Q& over the interval (0, r;), 
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