Abstract: Data from phasor measurement units (PMUs) may be exploited to provide steady state information to the applications which require it. As PMU measurements may contain errors and missing data, the paper presents the application of a Kalman Filter technique for real-time data processing. PMU data captures the power system's response at different time-scales, which are generated by different types of power system events; the presented Kalman Filter methods have been applied to extract the steady state components of PMU measurements that can be fed to steady state applications. Two KF-based methods have been proposed, i.e., a windowing-based KF method and "the modified KF". Both methods are capable of reducing noise, compensating for missing data and filtering outliers from input PMU signals. A comparison of proposed methods has been carried out using the PMU data generated from a hardware-in-the-loop (HIL) experimental setup. In addition, a performance analysis of the proposed methods is performed using an evaluation metric.
Introduction

Motivation
Funded by the European Commission's 7th Framework Programme for Research and Technological Development program (FP7), the Ideal Grid for All (IDE4L) project has started to define, develop and demonstrate a distribution network automation system, IT systems and applications for active network management [1] . The project is composed of several work packages to cover different aspects of active network management. As part of work package 6 of the project, intelligent applications for monitoring, control and protection of active distribution networks are being developed by exploiting PMU data. As required by IEEE standards [2] the total vector error (TVE) between a measured phasor and its reference value should be less than 1% under steady state operation. However, in field installations, this criterion is not met due to the presence of different measurement uncertainties in PMU data [3] . Bad PMU data can distort Wide Area Monitoring System (WAMS) displays, jam calculation engines, or cause false alarms [4] . Therefore there is a clear need to process PMU data before using it in different applications. In [4] [5] [6] some methods of correcting different types of errors in PMU measurement are presented.
PMU measurements are polluted with noise, outliers, and missing samples. Thus, they cannot be directly fed to an application without adequate processing. Moreover, measurements obtained from PMUs during different events in power systems contain different signal features at different time scales. Hence they contain features of different types of power system dynamics. Not all PMU applications need the same type of signal. For steady state applications, the presence of oscillations adversly impacts the performance of the application [7] . Therefore, both bad data and oscillations should be filtered out from the PMU measurements before they can be fed to this kind of applications.
Literature Review
The application of Kalman filters (KFs) in state estimation using PMU data has been extensively discussed in [7] [8] [9] [10] . In [7] a method for extracting the steady state of input PMU data using finite impulse response (FIR) and median filters was presented. However, important aspects of dealing with noise, outliers and replacing missing data from PMU measurements are not considered. Furthermore, the method has been discussed only for offline applications.
In [8] a PMU data conditioning algorithm for the PMU data was implemented using Kalman filters. In [9] , an optimal assessment of the process noise covariance matrix Q on the accuracy of state estimation is made. A two-stage KF approach is presented in [10] to simultaneously estimate the static and dynamic states. In [11] , a procedure is presented using iterated KF performing state estimation of an active distribution network by utilizing PMU measurements. In [12] [13] [14] dynamic state estimation for synchronous machines are presented using Extended KF (EKF) utilizing PMU measurements. None of these approaches, presented in these works, focus on the steady state estimation and are not suitable to extract steady state components from input PMU data. Therefore, a method is required to perform both data processing and extraction of steady state components from input PMU data in real-time.
Paper Contributions
Previous works do not consider that different applications will only utilize information about a specific time-scale contained in PMU data. The novelty of this paper is to apply the KF technique to separate the different time-scales. The paper presents the application of a KF technique for PMU data processing in real-time. The KF presented herein extracts the quasi-steady state component in PMU measurements and feeds them to steady state applications.
Two methods using KFs have been presented in this paper. The first KF method applies windowing of the PMU data; therefore it has limitations when utilized in the real-time applications. Therefore, a second KF method (i.e., "the modified KF") is proposed, which is suitable for real-time applications as it does not perform windowing of PMU data.
The added value of proposed methods is to provide the "right" kind of information contained in the PMU data for the time-scale at which steady state applications (such as contingency analysis) or others operate. In addition, the methods are also capable of filtering noise, compensating for missing data and removing the outliers in PMU signals in real-time. The remainder of the paper is organized as follows: in Section 2, a general approach for PMU data processing is presented. Section 3 explains the traditional KFs. Section 4 describes the KF methods proposed in this paper in details. The HIL Lab Setup is presented in Section 5. Different case studies and comparison of proposed methods are presented in Section 6. Finally, Section 7 presents the key conclusions drawn in this paper. Figure 1 shows a signal containing the power system response to typical events, which leads to the dynamics at different time scales. Typical power system dynamic phenomenon that can be identified from different components of PMU signals are:
PMU Data Processing
Extraction of Specific Signal Features
‚
Discrete Events (e.g., transmission line switching, transient stability)~milliseconds ‚ Small signal stability~seconds
Tap changer operation (voltage stability)~minutes
Identifying these events allows the system operator to take appropriate actions in time. Depending upon the nature of these events, actions can be preventive, corrective or restorative [15] . Therefore it Energies 2016, 9, 315 3 of 15 is very important that the PMU applications that are used to identify these type of dynamic process are provided with "clean" data so that no false actions can be taken based on an application's results. The power system's response to these events, captured by the PMU data, has to be processed in different ways before being fed to the applications (e.g., state estimation). So, the processing of PMU data should be application specific, i.e., the correct feature of the signal shown in Figure 1 should be extracted and fed to each application. The focus of this paper is steady state applications, so the raw PMU data is processed in an appropriate way in order to extract the steady state component from the signal.
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Bad Data in PMU Measurements
Traditional Kalman Filter
A linear discrete time controlled process is assumed to have linear stochastic process equations and measurement equations: 
A linear discrete time controlled process is assumed to have linear stochastic process equations and measurement equations:
where x is the state vector, z is the measurement vector, A is the nˆn matrix that relates the state at previous time step k´1 to the state at current step k, which is assumed to be constant in each iteration, B is the control input which relates input u to the state x and H is the mˆn matrix which relates state x k to the measurements z k . The process noise ω k and measurement noise v k are assumed to be two mutually independent random variables with normal probably distributions:
where Q is the process noise covariance matrix and R is the measurement noise covariance matrix. These two matrices are usually constant but can be updated at each time step. The KF can be divided into two parts, as discussed below.
A. Time Update Equations (Prediction)
The time update equations are responsible of projecting forward (in time) the previous statê x k´1 and the error covariance estimate P k-1 a priori state estimatesx k and the a priori error covariance estimate Pḱ for the next step k:xḱ
B. Measurements Update Equations (Correction)
Measurement update equations are responsible for feedback by incorporating a new measurement z k into the a priori estimate to obtain an improved a posteriori estimate:
where K is an nˆm matrix known as Kalman gain matrix, z k is the actual measurement at step k, Hxḱ is the predicted measurement,x k is the a posteriori estimate which is a linear combination of an a priori estimatexḱ and a weighted difference between an actual measurement and predicted measurement. From the above expressions it can be concluded that as R approaches zero, an actual measurement z k is trusted more and predicted measurement Hxḱ is trusted less. On the other hand, as the a priori estimate error covariance Pḱ approaches zero, the predicted measurement is trusted more than the actual measurement. To summarize, the KF is a predictor-corrector algorithm. After each time and measurement update pair, the process is repeated with the previous a posteriori estimates used to project a new a priori estimate. In addition, the KF does not require all the previous data at each estimate, instead, it just recursively conditions the current estimate on all the past measurements. This makes the KF a suitable method for real time applications. Moreover, the accuracy of a Kalman Filter output is influenced by the measurement and process noise covariance matrices, i.e., R and Q [16] . Therefore these two parameters can be exploited in a proper way to perform bad data processing and also extracting the proper signal feature of the PMU data.
Proposed Kalman Filter Methods
In this paper, two different methods have been proposed to extract steady state components from input PMU data. The methods are explained in detail in the following subsections.
KF Method Based on Windowing
Originally introduced in [17] , this proposed KF technique is implemented to extract the steady state components from PMU signals while removing all kinds of bad data from it. This is carried out by assuming that dynamic components in the PMU data are measurement noise. KF is applied to reduce the noise and increase the accuracy of PMU data by updating the value of R in each KF iteration. The KF algorithm was implemented in MATLAB. PMUs have a minimum of four state variables to be estimated, i.e., V, θ, I and δ which correspond to the variables that a PMU measures [18] . In the assumed process model given in Equation (1), i.e., A, is an identity matrix because the time step between KF iterations are small enough to assume that the current state is equal to the previous state, B is zero as there is no input to the process and H is also an identity matrix because the states are directly measured.
The overview of the KF implementation is shown in Figure 3 . The initial estimates of x k´1 and P k´1 are the input to the time update (prediction step). The predictor step is the same as given in Equation (3), projecting forward (in time) the previous state and error covariance estimate to produce the state and error covariance for the next step. The corrector step is, however, not the same as used in conventional KF. Instead, in addition to Equation (4), a residue is calculated in Equation (5) (for each sample) as the difference between state estimationx k and actual measurement z k :
The variance of the calculated residue in Equation (5) is computed in each step in Equation (6) using rolling windows. This gives the measurement covariance matrix R:
where E represents the mathematical expectation of the value. R is therefore updated in each time step, and is used in the start of next correction step:
As explained, instead of using a whole parcel of data at a time, the proposed method processes rolling windows of PMU data from which small signal oscillations and noise are filtered out. As can be inferred from the Equations, existence of any oscillation, noise or outlier leads to a large difference between the actual measurement z k and the state estimationx k , causing the residue to become larger. As R is calculated on the basis of the residue, R becomes larger as well. In this case the actual measurement z k is trusted less, while a priori state estimationxḱ is trusted more when calculating the new estimatex k . Therefore oscillations can be easily filtered out and a smoother response is obtained for steady state applications. It is worth noting that although the proposed KF method can be implemented in real-time, it's not an optimum solution as it requires a window of data for calculation of the residue. Therefore, an improved KF method is developed which will be discussed next. 
The Modified KF Method
R and Q can be updated in real-time to perform both bad data handling and extracting the steady state component of the PMU data. As we are only interested in the quasi-steady state component of the true state, any oscillations appearing in the measured signal will be identified and removed. R will be updated depending upon the quality of the measurements to filter out the bad data and extract the steady state component. Q will be updated to treat the unmodeled process noise which is, in our case, any change in the steady state value of the measured signal. This is because the process model, A, is set to the unity matrix, I, in order to force the output of the KF to settle at its steady state value.
The starting point of the proposed method relies on the concepts of Innovation (Inov) and Residue (Ires), mentioned in [10] , in order to detect and differentiate between the bad data and the process noise:
where Inov has a normal probability density function and covariance Sk referred as Innovation Covariance which is calculated as:
Note that the mean value of Inov is normally zero, however, during abnormal conditions (i.e., there exists noise or bad data in the measurements) the mean value can shift such that the normalized innovation, described in Equation (10), will exceed a predetermined threshold value, τQ: 
Similarly, Ires has a normal probability density function and covariance Tk referred to as Residual Covariance that can be calculated as: 
The starting point of the proposed method relies on the concepts of Innovation (I nov ) and Residue (I res ), mentioned in [10] , in order to detect and differentiate between the bad data and the process noise:
where I nov has a normal probability density function and covariance S k referred as Innovation Covariance which is calculated as:
Note that the mean value of I nov is normally zero, however, during abnormal conditions (i.e., there exists noise or bad data in the measurements) the mean value can shift such that the normalized innovation, described in Equation (10), will exceed a predetermined threshold value, τ Q :
Similarly, I res has a normal probability density function and covariance T k referred to as Residual Covariance that can be calculated as:
Again, the mean value of I res is normally zero, however in the presence of bad data, the mean value can shift such that the normalized residue, described in Equation (12) , will exceed a pre-determined threshold value, τ R . Note that the process noise does not affect I res-norm . It is also worth noting that, Energies 2016, 9, 315 7 of 15 in contrast to [10] , we are using two separate threshold values for I nov-norm and I res-norm in order to have a degree of freedom in differentiating between the process noise and the bad data:
For simplicity the time step k will be omitted from now on. Note that as a general rule, in KF methods, inflating Q leads to less dependence on the process model, i.e., matrix A, and inflating R leads to less dependence on the measurements. Figure 4 shows the flowchart of the proposed algorithm. Different steps of the algorithm are elaborated below:
Algorithm:
1. Start the prediction step. Afterwards, calculate I nov-norm . If I nov-norm ě t Q , it indicates that there exists either process noise or bad data in the measurements that has caused I nov-norm to exceed τ Q . Assume that the problem is originating from the process noise, so reduce I nov-norm back to τQ through inflating Q by ∆Q, as shown in Equations (13)- (15) .
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1. Start the prediction step. Afterwards, calculate Inov-norm. If Inov-norm ≥ tQ, it indicates that there exists either process noise or bad data in the measurements that has caused Inov-norm to exceed τQ.
Assume that the problem is originating from the process noise, so reduce Inov-norm back to τQ through inflating Q by ΔQ, as shown in Equations (13)- (15). 
∆Q " ∆P´ñ Q inf " Q`∆Q
2. In this step, calculate I res-norm considering the inflated Q. If I res-norm < t R , it means that the assumption in step 2 is correct, otherwise it indicates that the problem is caused by the bad data in the measurements. So this requires to deflate Q back to its original value and instead, inflate R such that I nov-norm and I res-norm are reduced back to τ Q (through Equations (16) and (17)) and τ R (through Equations (18) and (19)), respectively. Note that as Equation (19) is a nonlinear equation, it must be solved numerically, e.g., R 2 can be increased iteratively starting from R until R 2 (cte+R 2 ) -1 ě T 2 . Finally note that, as shown in Equation (20) , the inflated R is equal to the maximum of R 1 and R 2 .
I res´norm " |I res | ?
3. The correction step is performed using the inflated Q or R. If neither Q nor R is inflated, the method uses the original Q and R. 4. The inflated Q or R is deflated using an exponential decaying factor in the beginning of the next execution to treat temporary problems, e.g., outliers, etc.
As explained, the improved KF processes only one data at a time which makes it suitable for real-time implementation.
Experimental Setup
This section describes the HIL real-time simulation setup in which the KF methods developed in the previous sections, are validated. As shown in Figure 5 , two measurement locations have been specified on a grid model [19] that is simulated using the OPAL-RT Technologies real-time simulator [20] . The measured voltages and currents are fed to PMUs through the analogue output ports of the OPAL-RT simulator. As indicated in the figure, the PMUs used in this setup are Compact Reconfigurable IO systems (cRIO) from National Instruments Corporation [21] , programmed with LabVIEW graphical programming tools to perform phasor calculations [22] . As the figure shows, the current signals are As indicated in the figure, the PMUs used in this setup are Compact Reconfigurable IO systems (cRIO) from National Instruments Corporation [21] , programmed with LabVIEW graphical programming tools to perform phasor calculations [22] . As the figure shows, the current signals are passed through the current amplifiers by Megger [23] before being fed to the PMUs. Syncrophasors are then sent to a Phasor Data Concentrator (PDC) which streams the data over TCP/IP to a workstation computer holding Statnett's Synchrophasor Development Kit (S3DK) [24] , the real-time data mediator that parses the PDC data stream and makes it available to KF application in the LabVIEW environment. The output of the KF application is stored in a reconfigurable data buffer, from which the steady state applications read the data.
Case Studies
Difference Between Simulated Data and PMU Data
PMU application development cannot rely on offline simulation data only. There are many practical issues that can be observed from real PMUs that are not present in offline simulations. For example, Figure 6 shows a very clear illustration for this argument. A power system is disturbed with random load variations (RLV) activated at t = 45 s and deactivated at t = 115 s. The voltage response from the simulation and the HIL PMU setup is shown in Figure 6 . It can be clearly seen that the voltage from the HIL PMU setup has missing data, which is due to the fact that the PMU data is delayed for a longer time than the PDC maximum waiting time. Also, with the discrete event of connection and disconnection of the RLV, the PMU generates outliers. Hence, in the development of methods in Section 4 and the illustrations below, only data from the RT HIL setup is used. 
Kalman Filter Performance Comparison of Two Proposed Methods
The developed KF methods are applied on HIL PMU data. A power system is disturbed with RLV activated at t = 5 s and deactivated at t = 75 s. The performances of both methods proposed in Section 4 are compared. Figure 7 shows the KF algorithm performance for both methods for the PMU voltage magnitude signal. When the disturbance is applied at t = 5 s and removed at t = 75 s, outliers are generated in the PMU voltage signal. The RLV excites the small signal oscillations, which should be neglected in a steady state application. As the figure shows, by applying the proposed methods, the dynamics and outliers are filtered, giving smoother responses to be used in steady state applications. The response of "the modified KF" is better than the windowing method with a rolling window (RW) length of 0.5 s. In addition, the resulting responses of R are shown in Figure 8 . It can be noticed from the figure that R increases for both methods in case of outliers in the data. However, for "the modified KF", R comes back to its normal state much faster because it does not require data windowing. The response of the both KF method during normal operation of power system has also 
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proposed methods, the dynamics and outliers are filtered, giving smoother responses to be used in steady state applications. The response of "the modified KF" is better than the windowing method with a rolling window (RW) length of 0.5 s. In addition, the resulting responses of R are shown in Figure 8 . It can be noticed from the figure that R increases for both methods in case of outliers in the data. However, for "the modified KF", R comes back to its normal state much faster because it does not require data windowing. The response of the both KF method during normal operation of power system has also been shown in the right top of the Figure 7 . It is worth noticing that both KF methods reduce the noise during the normal operation of the power system (no events). This increases the overall probability of the PMU data. Figure 9 shows the application of the proposed methods for the PMU voltage angle signal. Similar to the voltage magnitude, RLV excites the small signal oscillations in PMU voltage angle signal. These dynamic components are removed from the voltage angle signal for both methods, by updating either R and/or Q in the correction step of the algorithm. Hence smoother estimation for the voltage angle is obtained as shown in Figure 9 . The resulting responses of R are shown in Figure 10 . It is worth noticing that the responses of updating R are different in both methods based upon the fact that both methods used a different logic to update R. Although there are no outliers in voltage angle signal, R increases for both methods during the period having oscillations. For "the modified KF", R comes back to its normal state much faster than with the windowing method. The resulting responses of R are shown in Figure 10 . It is worth noticing that the responses of updating R are different in both methods based upon the fact that both methods used a different logic to update R. Although there are no outliers in voltage angle signal, R increases for both methods during the period having oscillations. For "the modified KF", R comes back to its normal state much faster than with the windowing method. 
Performance Analysis
The performance of both methods is analyzed. The first method (as presented in the Section 4.1) uses data windowing; therefore the impact of changing the window length is first investigated. Secondly, an evaluation metric is introduced to quantify and compare the performance of both methods. 
The performance of both methods is analyzed. The first method (as presented in the Section 4.1) uses data windowing; therefore the impact of changing the window length is first investigated. Secondly, an evaluation metric is introduced to quantify and compare the performance of both methods. The size of the rolling window (RW) affects the smoothing of the states in the presence of outliers and oscillations. By varying the RW length, the updating of R varies, resulting in different responses for signal smoothing. Figure 11 shows different responses for the PMU voltage magnitude with different lengths of RW. For a length of RW = 0.5 s, a fast KF response is obtained together with a smoothed output which captures the exponential decay of the small signal oscillations. However, as soon as the RW length increases, the response of the KF becomes slower. For example the response for RW = 5 s is slow and it could not produce accurate smoothing. It can be thought of an over-filtered response. It can be concluded from the discussion above that a smaller RW length produces better smoothing and a faster response. 
The performance of both methods is analyzed. The first method (as presented in the Section 4.1) uses data windowing; therefore the impact of changing the window length is first investigated. Secondly, an evaluation metric is introduced to quantify and compare the performance of both methods.
Impact of Varying Rolling Window Length on Smoothing
The size of the rolling window (RW) affects the smoothing of the states in the presence of outliers and oscillations. By varying the RW length, the updating of R varies, resulting in different responses for signal smoothing. Figure 11 shows different responses for the PMU voltage magnitude with different lengths of RW. For a length of RW = 0.5 s, a fast KF response is obtained together with a smoothed output which captures the exponential decay of the small signal oscillations. However, as soon as the RW length increases, the response of the KF becomes slower. For example the response for RW = 5 s is slow and it could not produce accurate smoothing. It can be thought of an over-filtered response. It can be concluded from the discussion above that a smaller RW length produces better smoothing and a faster response. Table 1 shows the performance analysis of the KF windowing algorithm for different RW lengths and for "the modified KF". The steady state value of the raw PMU data is assumed as the average value of the signal between the time period of t1 and t2, which comes out to be 0.904 p.u. (green line in Figure 11 ). The areas between the steady state value and each filtered signals are calculated as follows:
Performance Analysis Using an Evaluation Metric
where f 0 is a straight line at (t1, y2) and (t2, y2) and i = 1, 2 and 3 corresponding to the filtered signals with RW lengths of 0.5, 2 and 5 s, respectively and I = 4 for "the modified KF" (see Figure 11 ). The areas in Equation (21) are calculated by computing the integrals in MATLAB using the trapezoidal numerical integration "trapz" command. The term A/K, where K is the base value for calculating the per unit area, represent the area's value in per unit and is defined as the performance evaluation metric to compare the performance of proposed KF methods. It is also used to assess the performance of the first method (data windowing) with different lengths of rolling windows. As a general rule, a response having a small per united area (the value of A/K) should produce more accurate results (must follow the steady state value accurately).
The evaluation metric A/K has the highest value for windowing method for the case RW = 5 s and lowest for the case RW = 0.5 s. This means that RW = 5 is the worst in following the steady Energies 2016, 9, 315 13 of 15 state value and RW = 0.5 has the best performance as can be seen from Figure 11 . By comparing the performance of both methods (i.e., windowing method and "the modified KF"), the response for "the modified KF" has the minimum value of evaluation metric A/K showing that it performs better than windowing method. 
Conclusions
The results in this paper show that the proposed methods using Kalman filters are suitable for processing PMU data to be fed to steady state applications. It has been shown that by updating the value of the measurement noise covariance matrix R in the windowing method, dynamics and bad data can be filtered out from raw PMU data. In the case of "the modified KF", R will be updated depending upon the quality of the measurements to filter out the bad data and to extract steady state components. In addition, Q will be updated to treat the unmodeled process noise which is, in our case, any change in the steady state value of the measured signal. Although both of the proposed KF methods have been developed for real time implementation, "the modified KF" is more suitable for real time applications as it does not perform any data windowing. The performance comparison analysis shows that "the modified KF" has the best performance to follow the steady state when a disturbance is applied.
