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ABSTRACT
Mechanical Engineering sciences
Doctor of Philosophy
by Satya Pramod Jammy
A direct numerical simulation of a Batchelor vortex has been carried out in the presence
of freely decaying turbulence, using both periodic and symmetric boundary conditions;
the latter most closely approximates typical experimental conditions, while the former is
often used in computational simulations for numerical convenience. A recently developed
numerical method, based on compact schemes combined with three stage Runge-Kutta
method for time integration, with projection method for enforcing continuity is used for
numerical simulations. The Poisson solver used is a direct solver in spectral space. The
higher-order velocity statistics were shown to be strongly dependent upon the boundary
conditions, but the dependence could be mostly eliminated by correcting for the random,
Gaussian modulation of the vortex trajectory, commonly referred to as wandering, using
a technique often employed in the analysis of experimental data. Once this wandering
had been corrected for, the strong peaks in the Reynolds stresses normally observed at
the vortex centre were replaced by smaller local extrema located within the core region
but away from the centre. Analysis of the budgets of turbulent kinetic energy and
normal Reynolds stress suggest that the production budget during the growth phase of
vortex development, resembles turbulent boundary layer type budgets. The analysis of
the budgets of turbulent shear stresses shows that the formation and organization of
‘hairpin’ (secondary) structures within the core is the main mechanism for turbulent
production and the budget of TKE and radial tangential shear stress shows a turbulent
boundary layer type budget.
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Chapter 1
Introduction
1.1 Motivation
Vortex is a notion that is widely used in fluid mechanics which is not yet understood to-
tally or defined unambiguously (Haller, 2005). It is a structure that is found everywhere
in nature. At meteorological scales they are found in tornadoes, hurricanes, cyclonic
storms, etc. In industrial applications they are observed in water flowing through a
pipe at high velocity, in the wake of bluff bodies (wing of an airplane, cylinder), turbo-
machinery gas channels, etc. At smaller scales they form the fundamental components
of turbulence.
In the wake of an aircraft, the fluid motion is complex due to the interaction of vortices
generated from the various components (wings, flaps, tail, etc.). Figure 1.1 shows an
illustration of the vortices formed in the wake of a typical aircraft (Spalart, 1998) at
three different locations (0.7c, 4.7c, 13c) downstream, where c is the chord length. These
structures will merge, decay due to viscosity and turbulent diffusion, and eventually suc-
cumb to instabilities. These large scale vortices formed are coherent, strong and persist
for a very long time and distance downstream of the aircraft, and pose a substantial
hazard to the following aircraft (Spalart, 1998).
The different types of hazards posed to the preceding aircraft and are depicted in fig. 1.2.
Airplanes travelling into the aircraft trailing vortices can suffer from loss of altitude or
imposed rolling moment and an airplane travelling perpendicularly into the wake vortex,
can suffer from structural damage.
These hazards are of particular concern for aircraft in high-lift configurations and close
proximity to land, such as during landing and take-off operations. For example, the
crashes of American Airlines flight 587 and USAir flight 427 are believed to be associated
with wake vortex (turbulence) interaction, with the former crashing immediately after
take-off and the later crashing prior to landing. They encountered some kind of wake
1
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Figure 1.1: Illustration of vortices behind an aircraft (Spalart, 1998). (a) 0.7c; (b)
4.7c; (c) 13c downstream of an airplane
turbulence (vortices) from the aircraft that preceded. This led to a sudden change in
flight conditions resulting in hardware failure and pilot error [which are accepted causes
of the crash].
Figure 1.2: Hazards posed by wake vortices (de Kat, 2007)
Wake hazards limit the capacity of an airport, as sufficient distance (determined by air
traffic control rules) should be maintained between aircraft in order to avoid interaction
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with dangerously high induced velocities. With growing demand for air travel, increasing
the capacity of an airport is essential.
Even with their importance in engineering, aeronautical and physical phenomena, vor-
tices are not yet understood totally. If so; Why are they not understood? How are
we doing fine without understanding them totally? The answers to these questions are
simple, air traffic rules introduce a time lag to accommodate for the decay of trailing
vortices so that airplanes do not encounter wake hazards. The time lag is dependent on
various parameters like weight of the airplane, weather conditions, etc. Next, empirical
correlations are introduced with high factors of safety in the design process to account
for the phenomena that is not understood.
A better understanding of turbulent axial vortices could help in many ways, of which
the important ones are designing flow systems in which the properties and structure of
vortices are exploited and developing empirical correlations that can help in the design
of engineering applications. A better understanding helps to better control and in-turn
can be utilized in increasing the capacity of an airport.
1.2 Outline of the thesis
In chapter 2, a literature review on vortices and objectives of this work is presented. In
chapter 3, the governing equations and mathematical modelling are discussed, followed
by the choice of numerical methods for the solution of the governing equations, solver
implementation, parallelization strategy and initial turbulent generation. In chapter 4,
the validation of the solver for Taylor-Green vortex and decaying homogeneous isotropic
turbulence are presented.
Chapter 5 discusses the DNS of a q vortex with different boundary conditions, showing
the effect of boundary conditions on vortex wandering. In chapter 6, the budget analysis
of Reynolds stress transports is presented. Chapter 7 presents the conclusions of the
work and ideas for future work.

Chapter 2
Literature review
The present chapter reviews the work on vortex flows and the literature on numerical
methods is given in chapter 3. At first the models of vortices are discussed, followed
by vortex generating devices, structure of vortices in the vicinity of vortex generators,
and finally the literature on the structure and evolution of vortices far downstream are
discussed.
2.1 Vortex models
The simplest vortex that can be defined is a two dimensional vortex, assuming the flow
to be inviscid and irrotational it consists of concentric streamlines as shown in fig. 2.1,
in which the velocity along a streamline is constant; the velocity increases from one
streamline to the other as we move away from the centre. The velocity distribution in
the cylindrical system for an inviscid, irrotational vortex is defined as
v∗r = 0 (2.1)
v∗θ =
Γ∗
2pir
(2.2)
where, r is the radius of vortex, v∗r , v∗θ ,Γ
∗ are dimensional radial velocity, tangential
velocity and circulation respectively. Circulation is the ‘strength’ or scale of a vortex, it
is defined as the integral of local velocity vector (v∗) over a closed surface S bounding
the vortex and is given by
Γ∗(r) =
∫
v∗ (r) ~ds (2.3)
For an inviscid, irrotational vortex, where streamlines form a closed circle, the circulation
is expressed as Γ∗ = 2pirv∗θ
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Figure 2.1: Inviscid vortex
Inviscid flow is a theoretical approach, however, all flows are viscous. It is important
to understand viscous models. The structure, behaviour and development of laminar,
axisymmetric vortices without axial pressure gradients are investigated theoretically by
a number of authors (Spalart, 1998; Widnall, 1975, and the references therein). The
vortex models used are either Rankine or Burnham vortex models. A Rankine vortex is
described by a solid body rotation in the core (for r < rc), where rc is the core radius,
surrounded by an irrotational field. The tangential velocity distribution is given by,
v∗θ(r) =
Γ∗cr
2pir2c
, r ≤ rc (2.4)
v∗θ(r) =
Γ∗c
2pir
, r > rc (2.5)
where, Γ∗c is circulation at core radius. Burnham’s model, on the other hand, does not
differentiate between the rotational and irrotational regions of a vortex. The tangential
velocity distribution, is given by,
v∗θ(r) =
Γ∗c
2pi
(
r
r2c + r
2
)
(2.6)
The other model used is the Lamb-Oseen vortex, which is obtained from self similar
solution of polar Navier-Stokes equations assuming laminar, axisymmetric flow and no
axial pressure gradients. The tangential velocity profile obtained is,
v∗θ(r) =
Γ∗c
2pir
[
1− exp
(
− r
2
r2c (t)
)]
(2.7)
Chapter 2 Literature review 7
The Batchelor vortex model is an extension of the Lamb-Oseen solution assuming that
d/dx << d/dr together with axisymmetry (d/dθ = 0). The physical reasoning behind
this approximation is that the centrifugal force of the vortex is balanced by the radial
pressure gradient; therefore changes in azimuthal motion with downstream distance will
necessarily result in an axial pressure gradient and therefore an axial acceleration. The
axial velocity profile of a Batchelor vortex is given by,
v∗θ (η)
V ∗0
=
1
η
√
α
[
1− exp (−αη2)] (2.8)
where, η is the non-dimensional core radius (r/rc), V
∗
0 is the tangential velocity at η = 1,
and α is Lamb’s constant. The model developed by Lessen et al. (1974), presented a
simplified version of Batchelor vortex known as q-vortex model. The velocity field of a
q-vortex is given by,
v∗θ(η)
V ∗0
=
q
η
(
1− e−η2
)
(2.9)
v∗z(η)
V ∗0
= 1− e−η2 (2.10)
where v∗z is the dimensional axial velocity and q is the swirl parameter (defined as the
ratio of maximum tangential velocity to the axial velocity deficit or excess).
Lessen et al. (1974), studied the stability of a Batchelor q-vortex and concluded that
the q-vortex is stable for q > 1.5. Leibovich and Stewartson (1983) used asymptotic
methods to study the stability characteristics of a q-vortex, and presented the sufficient
condition for the instability of axial vortex as,
v∗θ
dΩ
dr
[
dΩ
dr
dΓ∗
dr
+
dv∗z
dr
]
< 0 (2.11)
where Ω is the angular velocity of the core flow (r < rc). Furthermore, the analysis
showed that the vortex is unstable for q <
√
2.
Initial attempts to model the structure of turbulent trailing vortices started during the
1950s (Widnall, 1975), but the first major result was presented by Hoffmann and Joubert
(1963). The velocity distribution of a turbulent vortex was predicted using constant eddy
viscosity and a logarithmic radial circulation profile similar to the logarithmic law of a
boundary layer. The circulation profile of turbulent vortex has a region of solid body
rotation, transition between solid body rotation and logarithmic circulation and a region
where circulation varies logarithmically with radius. Equation (2.12), eq. (2.13), give
solid body rotation and logarithmic regions respectively independent of viscosity.
Γ∗ (r)
Γ∗ (rc)
= 1.83
(
r
rc
)2
(2.12)
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Γ∗ (r)
Γ∗ (rc)
= 1 + 2.14 log10
(
r
rc
)
(2.13)
While this model has been widely accepted and agrees well with much experimental data,
Govindaraju and Saffman (1971) have carried out a similarity analysis of the structure
of a turbulent vortex and predicted an overshoot of circulation for a fully-rolled-up
turbulent vortex. Overshoot is defined as circulation achieved is greater than Γ∗c , which
is the circulation at core radius rc. The overshoot in circulation is because of turbulent
stresses decaying more rapidly than viscous stresses (Govindaraju and Saffman, 1971).
2.2 Vortex structure
This section reviews the literature on the structure of vortices generated using vor-
tex generators in the near-field and downstream. A vortex generator is a device that
generates vortices, these generators are used to study the vortices numerically or ex-
perimentally. They consist of a single or a combination of lift generating devices like
bluff bodies (cylinder, square or aerofoils). The commonly used vortex generators for
the study of trailing vortices are designed from NACA aerofoils and their variants.
Vortex rollup
Numerous experimental investigations have been carried out to study the generating
mechanisms of wing-tip vortices, and the behaviour of vortices during roll up (induced
whirl around the lift generating device and its tip). It is a complex process in which
a developing vortex interacts with the turbulence coming from the boundary layer of
vortex generators and accelerated in the wake.
Based on experimental measurements of a vortex generated by a rectangular NACA-
0012 half-wing with a blunt tip, Devenport et al. (1996) concluded that at downstream
distances in the range 4 < x/c < 29 (where x is the location downstream from the
wing), the vortex was laminar, and concluded that the turbulence within the vortex was
all coming from the wing boundary layer. Furthermore, experimental measurements by
Chow et al. (1997) produced results which agreed with the findings of Devenport et al.
(1996), and revealed that high axial velocity excesses and very high turbulence levels
exist only very near to the wing tips.
The experimental investigations by Ramaprian and Zheng (1997) for a tip vortex gen-
erated by rectangular and square-tipped NACA-0015 wing found that inner part of the
vortex was found to be nearly axisymmetric within x/c = 2.0, so the structure was al-
ready reasonably well developed. Similarly, the development of a tip vortex in the near
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field (up to x/c = 2.5) behind a rectangular and square-tipped NACA-0015 was exam-
ined by Birch and Lee (2004), who characterized the development in terms of the circu-
lation. The results show that the circulation achieves a local maximum at x/c = 0.05
and remains unchanged downstream, up to x/c = 2.5; this suggests that the roll-up
process is extremely rapid. It is also found that, the vortex is nearly axisymmetric.
The studies carried out by Birch and Lee (2005); Hirofumi et al. (2010), found that the
peak vorticity magnitude increases by a factor of 5 for a 10 degree increase in angle
of attack and the structure of vortex is self-similar. In all the above studies the final
tangential velocity profile of vortices are in good agreement with the profile of Batchelor
vortex, eq. (2.8). The axial velocity, has either jet or wake like distribution depending
on the angle of attack.
Beninati and Marshall (2005) studied the effect of external, grid-generated turbulence
on a vortex generated using four NACA0012 airfoils with chord length (c = 15cm) at 8o
angle of attack. Similar studies on the effect of grid-generated turbulence on a vortex
are studied by Bailey and Tavoularis (2008) for a vortex generated using a NACA0012
symmetric profile airfoil (c = 17.78cm) with plane tip. These studies also conclude that
the mean tangential velocity profile agrees with that of a Batchelor vortex.
Desabrais and Johari (2000) have concluded that the near-field roll-up of the vortex is
strongly dependent upon the initial conditions (such as tip geometry, airfoil type and
span-wise lift distribution) and is therefore impossible to generalize.
There are numerous computational studies performed on the roll up of trailing vor-
tices using square, rectangular tipped aerofoils, using Reynolds Averaged Navier Stokes
(RANS) equations and LES. They have concluded the same results as experiments dur-
ing roll up and are not presented here (interested readers can see, for example, Ghias
et al., 2005; Jiang et al., 2008, , and references cited therein). Downstream of a vortex
generator all vortices tend to agree with the Batchelor vortex profile. To understand
the structure of turbulent vortices (motive of this study) the vortex generators can be
eliminated. In the next section, literature on the downstream structure of vortices is
presented.
Downstream
To understand the structure and development of vortices downstream of a vortex gener-
ator, background turbulence (synthetic turbulence) is superimposed on the mean vortex
profile as the initial condition, referred to as turbulent vortex. Temporal evolution
of isolated turbulent vortices or coherent structures with background turbulence using
numerical simulations is studied in the literature by a number of authors.
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Sreedhar and Ragab (1994) performed LES on a turbulent vortex initialised either using
the Lamb-Oseen profile or the profile of a vortex generated in a Taylor-Coutte flow
(referred to as Taylor vortex), and studied the effect of random disturbances on the
stability of these vortices. The authors found that in the Lamb-Oseen vortex the initial
disturbances were suppressed, while vortex initialised with the Taylor profile underwent
a phase of transition (similar to that of Hoffmann and Joubert (1963)). This may be
because within a Taylor vortex a region of decreasing circulation exists, and (according
to Rayleigh’s centrifugal stability criterion), such vortices are fundamentally unstable.
DNS (Direct numerical simulation) of a coherent structure (or vortex) superimposed
in the initial condition upon a field of fine scale homogeneous turbulence was carried
out by Melander and Hussain (1993) in a triply periodic domain at a Reynolds number
(based on circulation) of 665.2. These results showed the production of multiple, large
secondary structures in the vicinity of the initial coherent structure.
Goto (2008) carried out similar simulations, and observed the creation of parallel vortex
pairs with opposite sign of axial vorticity; the physical mechanism of the formation of
these structures, though, remained unknown (Goto, 2008). These coherent structures
might have be caused by the periodic boundary treatment, which imposed a vanishing
tangential velocity at the boundaries. This would have destabilized the vortex, according
to Rayleigh’s centrifugal stability criterion, and is discussed by Pradeep and Hussain
(2004).
However, neither the Taylor, Lamb-Oseen models or coherent structure are realistic rep-
resentations of tip vortices, as they require the absence of axial gradients. A Batchelor
q-vortex is a more accurate representation of a tip vortex. Saad and Madhu (1995)
carried out an LES simulation of a flow initialised as a q-vortex with a non-zero axial
velocity profile, using symmetric boundary conditions in the cross stream direction and
periodic boundaries in the axial direction at a Reynolds number based on circulation of
40000, in a domain of 30rc in the cross-stream direction. They also conducted DNS of a
q-vortex at low Reynolds number (4000) to validate the results from LES. From the ob-
servations, the q-vortex developed large scale helical structures, which were subsequently
found to break down into smaller scales and are concentrated around the core region.
The vortex would then slowly evolve into a stable mean flow field. In this flow field the
mean circulation profile at the time of maximum turbulent kinetic energy was in good
agreement with the inner profile measured by Hoffmann and Joubert (1963). Saad and
Madhu (1995) also concluded that. at low axial velocities the vortex re-laminarizes.
Qin (1998) has performed DNS of a turbulent axial vortex initialised as a q-vortex but
with non-zero fluctuating velocity components. The simulations were carried out at a
Reynolds number of 16500 based on circulation, using a spectral element solver with the
b-splines method for converting periodic boundaries to unbounded domains. The results
showed that, under these conditions, the addition of the fluctuating velocities had no
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discernible effect upon the development of the vortex. Qin (1998) also performed DNS of
a strained turbulent axial vortex acted upon by an external straining field and observed
an unbounded monotonic growth of the non-dimensionalized, volume-averaged turbulent
kinetic energy (defined as the global TKE). Blaisdell and Eshpuniyani (2004) extended
the work of Qin (1998) by conducting DNS over a larger time and concluded that the
global TKE does decay after growing for some finite time, and after a long period of
decay the global TKE begins to exhibit the unbounded growth, demonstrating that the
Widnall instability for straining vortices was captured.
Duraisamy and Lele (2008) carried out DNS simulations of turbulent vortices at various
swirl numbers in bounded domains (15× 15× 36 times rc), at a Reynolds number based
on circulation of 8250 and was able to reproduce the circulation overshoot described by
Govindaraju and Saffman (1971) in all cases. However, this overshoot decayed rapidly
with time as the vortex decayed toward the Batchelor solution.
There are very few experimental results on the structure of vortices downstream, as
all vortices generated within experimental flow facilities are subject to a low-amplitude
random wandering; this phenomenon results in a Gaussian distribution of the locus of
vortex centres in both time and space (Devenport et al., 1996). Though its mechanisms
are still not understood, vortex wandering is believed to be a consequence of the initial
and boundary conditions inherently imposed by wind tunnels, owing to the conspicuous
absence of this phenomenon in free-flight tests (Mccormick et al., 1968). The wandering
amplitude is also highly sensitive to free-stream turbulence intensity, which likewise
vanishes in an ideal free-flight test (Bailey and Tavoularis, 2008; Van Jaarsveld et al.,
2011).
The experimental characterization of vortex flows, however, remains limited by cur-
rent measurement technology. Conventional planar and tomographic particle-image ve-
locimetry (PIV) systems can resolve the instantaneous vortex structures but tend to
have fairly low bandwidths (relative to the inertial-range time scales). Although high-
speed PIV capability is advancing rapidly, high-Reynolds-number vortices are difficult
to seed effectively (Birch and Martin, 2013). On the other hand, pointwise measure-
ments, such as those from multicomponent thermal anemometry probes or laser-Doppler
velocimeters, can have a very high bandwidth but are fundamentally incapable of re-
solving structures. Most experiments are therefore limited in that the vortex may be
well-resolved in either space or time, but not both.
High-confidence time-resolved turbulence data is therefore usually obtained using local
measurements, and the contamination of the velocity statistics by the random, passive
wandering of the vortex must be either corrected for or removed. Isolating the effect of
vortex wandering and correcting the velocity statistics accordingly can be difficult, as this
usually requires some a priori assumptions about the velocity distributions (Devenport
et al., 1996; Iungo et al., 2009); furthermore, a number of sources of experimental error
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have been shown to artificially enhance the agreement between pointwise measurements
and eq. (2.8) (Birch, 2012).
Alternatively, multiple simultaneous local measurements within a vortex field will allow
the remapping of the vortex to remove the effect of wandering. This generalized approach
is more intrusive, and will also require some assumptions about the form of the vortex
(Bailey and Tavoularis, 2008). Direct numerical simulation (DNS) is therefore a very
valuable tool in understanding the structure and dynamics of vortices, as it is entirely
free of experimental error and can provide results which are simultaneously well-resolved
in both space and time.
However, computational simulations require that the governing equations be solved
within some finite domain; this necessarily imposes the requirement of boundary con-
ditions. Since boundary conditions are already understood to play a fundamental role
in vortex wandering, it is reasonable to expect vortices modelled via DNS to likewise
wander within the computational domain. Indeed, behaviour consistent with bulk wan-
dering can be observed in some of the available published data (Melander and Hussain,
1993; Pradeep and Hussain, 2004). However, to the astonishment of the author no DNS
data was published to date, in which the effect of vortex wandering is considered.
However, because the vortex wandering is believed to be boundary condition-dependent
and because the velocity statistics can be significantly affected by the wandering, the
statistics themselves are also boundary condition-dependent. Since vortex wandering is
an inactive phenomenon (causing bulk advection but negligible net global production or
dissipation), it will necessarily mask any similarity characteristics in much the same way
as has been previously observed in the case of turbulent boundary layers (Bradshaw,
1967; Townsend, 1961).
To address this problem, one possible approach is to significantly increase the size of
the domain. However, because the mechanisms behind wandering remain unclear, no
causal relationship between wandering amplitude and domain size is known to exist. In
wind-tunnel experiments, vortex wandering is universally observed, even in cases where
the integral scale of the flow facility is orders of magnitude larger than the length scale
of the vortex (see, for example Iungo et al., 2009). By comparison, DNS studies of
vortex dynamics have domains typically limited to less than 30rc by the computational
resources available (Pradeep and Hussain, 2004); simulating a sufficiently large domain
to altogether eliminate vortex wandering may therefore be intractable with current tech-
nology. On the other hand, another approach would be to use a smaller domain but
remove the effects of vortex wandering from the results a posteriori. This would provide
insight into the generalized dynamics of vortex development, independent of the specific
(and arguably arbitrary) boundary conditions used.
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2.3 Objectives
The structure of turbulent trailing vortices are not well understood. The analysis of the
structure from numerical simulations and experiments often contradict each other. The
main purpose of the present work is to understand the structure of turbulent vortex
by applying experimental correction techniques for numerical simulations. To perform
numerical simulations a recent method developed by Laizet and Lamballais (2009) (de-
scribed in chapter 3) is used. The following are more detailed aims of the present work:
• To validate the selected numerical method for a Taylor-Green vortex
• Writing a program for generation of homogeneous isotropic turbulence and validate
with available DNS results
• Perform DNS of temporal evolution of a q-vortex using periodic and symmetric
boundary conditions in the cross-stream direction along with periodic boundaries
in the axial direction
• Study the effect of boundary conditions on vortex wandering and evolution
• Demonstrate by example, that correction for vortex wandering yields mean profiles
and statistics independent of boundary conditions
• Determine the structure of a vortex by evaluating the Reynolds stress transports

Chapter 3
Equations and methods
In this chapter, the Navier-stokes equations and mathematical simplifications applied to
them to arrive at the governing equations for incompressible flows are presented. Next,
numerical methods for solving incompressible flows, choice of numerical methods and
the numerical methods used in the present work are presented. Later, the method of
generation of homogeneous isotropic turbulence, used for simulations in this work is
presented. This chapter concludes with an averaging procedure for turbulent flows.
3.1 Governing equations
The governing equations (GE) of fluid flows are the continuity, momentum and energy
equations. They exist in two different forms; differential form and integral form, which
are fully equivalent in mathematical context. Present work utilises the differential form
of these equations and are discussed here; the integral form of GE’s is given in Blazek
(2001). Assuming no internal, external forces and heat addition, the GE’s are given by
∂ρ∗
∂t∗
+∇ · (ρv∗) = 0 (3.1)
D
Dt∗
(ρ∗v∗) = ∇ · σ∗ (3.2)
D
Dt∗
(ρ∗E∗) = ∇ · (Λ∇>∗) +∇ ·
(
σ∗ · v∗
)
(3.3)
Equations (3.1) to (3.3) are continuity, momentum and energy equations respectively.
In this thesis, superscript ∗ represents dimensional quantity. Where, t is time, D/Dt∗
is material derivative, v∗ is the velocity vector, ρ∗ is the fluid density, E∗ is the total
energy per unit mass, Λ is the thermal conductivity of the fluid, >∗ is the temperature
and σ∗ is the stress tensor given by,
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σ∗ = −p∗I + τ∗ (3.4)
where, p∗ is pressure and τ∗ is shear stress tensor and I is unit tensor. Various math-
ematical simplifications exist to the GE’s depending on fluid and flow properties these
are stated in the next section.
3.2 Mathematical modelling
Fluids in which shear stress (τ) is proportional to velocity gradients are known as Newto-
nian fluids, virtually all aerodynamic flows can be assumed to be Newtonian (Anderson,
1995). For Newtonian fluids shear stress is expressed as
τ∗ = λ∇ · v∗I + µ∗ [∇v∗ +∇v∗T ] (3.5)
where, λ is bulk viscosity, which is evaluated using Stokes hypothesis λ = 2/3µ∗. The
next assumption used in the present work is the incompressibility condition. The fluid
is said to be incompressible when changes in density are negligible (< 5%). The time
derivative in eq. (3.1) then vanishes. In general the fluid is said to be incompressible
when flow Mach number (M), defined as ratio of velocity (V0) to the speed of sound is
less than 0.3. Furthermore, no heat addition or removal is also assumed in the present
work, hence energy equation (eq. (3.3)) can be omitted from the solution (Anderson,
1995). Applying the above simplifications to the GE’s the incompressible continuity and
Navier-Stokes (NS) equations are obtained, and are;
∇ · v∗ = 0 (3.6)
ρ∗
Dv∗
Dt∗
= −∇p∗ + µ∗∆v∗ (3.7)
where, µ∗ is dynamic viscosity and ∆ is Laplacian operator. Note, the shear stress
tensor in the NS equations is re-written using the continuity equation. The next sim-
plification to the GE’s is non-dimensionalization. Equation (3.6) and eq. (3.7) are non-
dimensionalized with velocity V ∗0 , length scale L, dynamic pressure and kinematic vis-
cosity ν∗0 . This gives the non-dimensional form of equations and are given by,
∇ · v = 0 (3.8)
Dv
Dt
=
1
Re
[−∇p+ ∆v] (3.9)
where, Re is the flow Reynolds number (defined as the ratio of inertial forces to viscous
forces v0L/ν
∗
0). From now on eqs. (3.8) and (3.9) are referred as GE’s. The next
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simplification in solving the GE’s arises from flow Reynolds number. At low Re the
fluid flows in streamlines and is said to be laminar. As Re increases the streamline
motion of fluid is lost as the disturbances caused in flow are no longer damped by the
viscous effects and this flow is known as turbulent flow. For laminar and turbulent flows
GE’s should be solved. As the flow Re number increases the grid point requirement for
accurate solution of GE’s is high and is addressed below.
3.2.1 Direct numerical simulations
Turbulence is described with characteristics of random variations in fluid properties
(White, 2008). These random variations are fluctuations in time superimposed upon
a mean value for each flow variable. Turbulent flows contains eddies or fluid packets,
which have a wide range of length and time scales, which are characterised by self-
sustaining motion i.e. new eddies replace those lost due to viscous dissipation. Large
scales contain most of the energy while the smallest scales dissipate such energy. Kinetic
energy is handed down from bigger to smaller eddies in what is termed as the energy
cascade. Turbulent eddies actively increase diffusion by moving in the three dimensions
and mixing is much stronger compared to laminar flows.
Mathematical modelling of turbulence is a major challenge in CFD community due to
the random nature of turbulence. In Direct Numerical Solution (DNS) of turbulent
flows, all spatial (from Kolmogorov scales to integral length scales) and temporal scales
of turbulence are resolved. The Kolmogorov scale ζ is defined by;
ζ =
(
ν3/
)0.25
(3.10)
where ν is kinematic viscosity and  is rate of kinetic energy dissipation. In DNS
the smallest turbulent scales (i.e. the Kolmogorov scale) should be resolved using the
computational mesh, this imposes the restriction that grid spacing (distance between
two adjacent mesh points) should be less than or equal to the Kolmogorov scale. If we
assume N mesh points on a length L, then grid spacing (L/N) should be less than or
equal to Kolmogorov scale and is given by;
N
(
ν3/
)0.25 ≥ L (3.11)
N ≥ (Re)3/4 (3.12)
From the above equations, the number of grid points required to resolve all scales of
turbulence in a cube of length L is Re2.25, and the mesh point requirement of DNS
increases rapidly with increase in flow Reynolds number. Even with the powerful com-
puters currently available, it is not possible to perform DNS at high Reynolds numbers.
It is limited to low Reynolds number flows and is used as a research tool and the results
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from DNS are used to develop new turbulence models or validate existing models for
the problem.
3.2.2 Turbulence models
The next level of approximation is Large Eddy Simulations (LES). In LES a filtering
operation is carried out on governing equations of fluid flows to obtain governing equa-
tions of LES. In LES, filters are associated with cut off length and time scales and are
applied either in space or time or both. The grid point requirement for LES is less than
in DNS and the scales of turbulence below the grid spacing are modelled.
The other levels of approximation are Reynolds-Averaged Navier-Stokes equations (RANS)
models, in which an averaging procedure is performed on the GE’s by decomposing an
instantaneous flow quantity (f) into a mean component (f) and a fluctuating part (f ′).
There are a wide varieties of these models and are not discussed here. Description and
limitations of these models are given by Wilcox (2006).
3.3 Numerical method
Solution to the governing equations numerically is achieved by converting partial differ-
ential governing equations into algebraic equations (discretization), that are solved on
a numerical grid. A numerical grid is a representation of the solution domain in both
space and time. Grids can be subdivided into structured grids and unstructured grids.
A structured grid is one in which the domain of interest is divided with three families of
lines (in co-ordinate directions) which never intersect other lines from the same family
and normally intersecting all lines of the other families in sequence. A nodal point is
defined as the point of intersection of the three lines. In this grid arrangement it is
always possible to identify a nodal point’s neighbouring nodes. On the other hand, an
unstructured grid divides the fluid domain into a number of finite volumes of arbitrary
shape and size sharing boundaries. These have maximum flexibility in meshing complex
geometries when compared to structured meshes. The choice of numerical grid is based
on the choice of discretization method used, as grid is not a constraint in the present
work.
Choice of time discretization
In eq. (3.6), there is no time derivative term (vanished due to incompressibility condi-
tion). The solution of the equations for velocity and pressure are to be solved simul-
taneously, which is not possible to achieve directly as there is no governing equation
for pressure. A solution to this problem is well established in the literature using a
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R-K subloop ak bk ck
1 8/15 0 8/15
2 5/12 −17/60 8/60
3 3/4 −5/12 1/3
Table 3.1: Runge-Kutta method coefficients
projection method or fractional time stepping scheme. In this the momentum equations
are advanced in time to a pseudo time level and then a divergence free condition is
applied on the new velocity field using the Poisson equation for pressure. The other
aspect of time discretization is the order of accuracy of the solution in the time domain.
As turbulent flows contain a range of time scales and length scales, it is important to
have a accurate time discretization scheme. This can be achieved by many methods;
Adams-Bashforth and Runge-Kutta (RK) methods are used traditionally (Nagarajan
et al., 2003) for all types of spatial discretizations, of which a low-storage version of
the RK method is chosen for the present work due to its advantages in the memory
requirement (Laizet and Lamballais, 2009).
3.3.1 Projection method
In the present solver, a projection method combined with the third-order low storage
RK method is used for temporal discretization. The descretized equations are given by,
u?i − uki
dt
= akF ki + b
kF k−1i − ck
∂pki
∂xi
(3.13)
u??i − u?i
dt
= ck
∂pki
∂xi
(3.14)
uk+1i − u??i
dt
= −ck ∂p
k+1
i
∂xi
(3.15)
where,
F ki = −
1
2
[
∂uki u
k
j
∂xj
+ ukj
∂uki
∂xj
]
+ ν
∂2uki
∂xj∂xj
(3.16)
where, ?? represents velocity at the pseudo time level, superscript k is the inner iteration
number in RK loop, for a 3 stage RK method k goes from 1 to 3 with tn = tk=1 and
tn+1 = tk=3 and dt = tn+1 − tn , ak, bk, ck are the co-efficient set for RK methods
(ck = ak + bk). The co-efficient set in table 3.1 gives third order of accuracy in time
(Laizet and Lamballais, 2009). Pressure at the end of each sub iteration in the RK loop
is evaluated by solving the Poisson equation for pressure (eq. (3.17)).
∇ · ∇pn+1 = ∇.v
??
dt
(3.17)
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To solve the descretized equations, (Fi) is to be evaluated in every sub-loop of the RK
iteration This requires evaluation of first and second derivatives and there are many ways
to evaluate the spatial derivatives. These are known as spatial discretization schemes.
Choice of Spatial discretization
For spatial discretization numerous techniques exist in literature. Each numerical method
has its advantages and disadvantages and is a critical criteria when solving DNS of tur-
bulent flows. For spatial discretization, three popular numerical methods exists: finite
volume methods (FVM), finite difference methods (FDM) and spectral methods. In the
subsequent paragraphs: FVM, FDM and spectral methods will be discussed and are
evaluated to arrive at the best suited numerical method for the present work.
The finite volume method (FVM) is one of the most versatile discretization techniques
that has proved highly successful in solving a wide variety of conservation law systems.
It has innumerable applications in various fields like fluid mechanics, meteorology, elec-
tromagnetism, semi-conductor device simulation, and models of biological processes. It
utilises the integral form of the governing equations. This technique is highly successful
for industrial applications due to its applicability to unstructured grids of various sizes
and shapes. Numerical dissipation is very high at lower orders of accuracy and achieving
higher order of accuracy is difficult in FVM, as extended stencils are required to achieve
high-order accuracy. The use of higher order methods in FVM introduces “wiggles”
(Blazek, 2001) in the solutions which leads to non-physical solutions near discontinuities
or sharp gradients and must be suppressed with the help of limiters.
In spectral methods, the governing equations are solved in Fourier space. They pro-
vide high spatial accuracy, and are able able to accurately resolve all wave numbers.
Aliasing errors arise in the differentiation of the product of two (or more) variables, and
generally convective terms are the main sources of error. These aliasing errors result
in an non-physical growth of the energy at high wave-numbers which result in artificial
and accelerated decay of the energy at low wave-numbers (Kennedy and Gruber, 2008).
These aliasing errors are high but can be removed explicitly by the use of standard de-
aliasing methods. Disadvantages of spectral methods are in the application of boundary
conditions. Modelling boundaries other than periodic, free-slip or symmetry is difficult
(Boersma, 2005, 2011; Kennedy and Gruber, 2008; Kravchenko and Moin, 1997; Laizet
and Lamballais, 2009; Lele, 1992; Nagarajan et al., 2003).
Finite difference methods (FDM) are one of the early discretization techniques which
had arisen from the truncation of Taylor series, and use the differential form of the
governing equations. A higher order of accuracy is achieved easily by increasing the
size of the grid stencil. To evaluate derivatives of a function f to an order of accuracy
(n) requires function values at (n + 1) grid points. However, a class of finite difference
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methods exist in the literature known as compact difference methods. These are capable
of providing better resolution (so called quasi-spectral accuracy) than conventional FDM
(Lele, 1992) without increasing the size of the grid stencil.
In compact schemes, spatial derivatives are evaluated implicitly using compact stencils
to achieve better resolution, while keeping the same formal order of accuracy as FDM
(Laizet and Lamballais, 2009). As FDM use the differential form of governing equations
(non conservative), to ensure conservation and minimise aliasing errors, the use of differ-
ent techniques such as staggered grids, writing the convective terms in skew-symmetric
form and semi-staggered schemes have been used (Boersma, 2005, 2011; Laizet and Lam-
ballais, 2009; Nagarajan et al., 2003, and the references there in). The major drawback
of the FDM lies in its application to complex geometries, when only structured grids
can be used.
All three methods are a possible choice, for study of turbulent flows. The selected
numerical method should have high order of accuracy, good resolution capabilities, con-
servative, reduced aliasing errors and ease of implementation of boundary conditions
(Nagarajan et al., 2003). For this set of conditions as geometry is not a constraint in
the present research, finite volume methods are not a choice (as they have lower order
of accuracy) and spectral schemes or compact schemes are a better choice. Due to the
inherent limitations of spectral methods, in the present work a finite difference method
based on compact schemes (described in section 3.3.3) is used.
After evaluating the spatial derivatives, the Poisson equation is to be evaluated. It is
well established in the literature that for incompressible flows, to obtain solutions of the
Poisson equations is computationally expensive. In general, eq. (3.17) is solved using
iterative methods on the grid until the residuals fall below acceptable tolerance limits
(Anderson, 1995). In the use of higher order schemes for the evaluation of spatial deriva-
tives, solving the Poisson equation to the accuracy of that of the spatial discretization
scheme using iterative methods, requires sophisticated methods and is computationally
very expensive (Boersma, 2005, 2011, and the references there in). However, recently it
is proposed and developed by (Laizet and Lamballais, 2009), that if the Poisson equation
is solved in Fourier space, it is much cheaper.
The poisson solver in Fourier space is a direct solver. It requires forward fast Fourier
transform (FFT), division in spectral space, and an inverse FFT. As the number of
operations are constant for a given grid, this in turn give constant run-time per itera-
tion. Implementation of this is easier with the help of FFT libraries like, fast Fourier
transformations in the west (FFTW) and its treatment is easier to extend for Dirchlet
boundary conditions (inlet, outlet, solid walls and so-on) (Laizet and Lamballais, 2009).
This method is preferred in the present work due to its advantages in the computational
time and is described in section 3.3.4
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Figure 3.1: Partially staggered grid (Laizet and Lamballais, 2009)
3.3.2 Grid
In the present work a partial staggered grid is utilised. Such staggering is applied to
incompressible Navier-Stokes equations for second order accurate schemes. Partial stag-
gering is computationally less expensive than fully staggered grids, while using higher-
order schemes as they dont require extensive use of interpolations. Figure 3.1 show the
semi staggered grid, in which velocities are always located at the nodal points (intersec-
tion point of lines in three directions), whereas pressure is shifted by a half-grid spacing
in every spatial direction.
3.3.3 Compact schemes
As discussed, compact schemes are used for evaluation of spatial derivatives in the
present work. In compact schemes the derivatives are evaluated along each coordinate
direction using implicit methods and they can be extended to any formal order of accu-
racy (Lele, 1992). In the present work a sixth-order family of schemes is used because
of their resolution capabilities (Laizet and Lamballais, 2009).
To evaluate the first and second derivatives , consider f to be a function defined at nodes
(1, 2..., i−1, i, i+1, ....n) in the domain [0, L] with uniform spacing dx. In the numerical
grid the first derivative of function (velocity) is to the evaluated at the nodes. Let f ′i
denotes the first derivative of the function at node i, then the derivative of the function
is given by,
ξf
′
i−1 + f
′
i + ξf
′
i+1 = a
fi+1 − fi−1
2dx
+ b
fi+2 − fi−2
4dx
(3.18)
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By varying parameters ξ, a and b higher order of accuracy is obtained, the coefficient
set ξ = (1/3), a = (14/9), b = (1/9) gives sixth-order accuracy which has spectral-like
resolution (Lele, 1992). Equation (3.18) has a three point stencil for the first derivative
and five point stencil for the function value. The evaluation of the second derivative is
given by,
ξf
′′
i−1 + f
′′
i + ξf
′′
i+1 = a
fi+1 − 2fi + fi−1
dx2
+ b
fi+2 − 2fi + fi−2
4dx2
(3.19)
the coefficient set ξ = (2/11), a = (12/11), b = (3/11) gives sixth-order accuracy. How-
ever for this co-efficient set the aliasing errors are significant and compact methods
becomes inaccurate (Laizet and Lamballais, 2009) as an un-physical growth occurs in
energy at high wave numbers. These can be avoided by using a less compact formulation
via the second derivative (Laizet and Lamballais, 2009), in which the modified second
derivative equation is given by,
ξf
′′
i−1+f
′′
i +ξf
′′
i+1 = a
fi+1 − 2fi + fi−1
dx2
+b
fi+2 − 2fi + fi−2
4dx2
+d
fi+3 − 2fi + fi−3
9dx2
(3.20)
where ξ = 0.4795988, a = 0.4209028, b = 1.702073, d = −0.163779 give sixth order of
accuracy, while reducing the aliasing errors.
Boundary treatment
In the present research, two boundary conditions are used; they are periodic and sym-
metry boundary conditions. To, implement these boundary conditions for eqs. (3.18)
and (3.20), evaluation of derivatives at nodes near the boundaries (i = 0,−1, n+1, n+2)
are to be modified to retain the order of accuracy of the solution. The near boundary
node evaluation for a periodic boundary is given by,
f0 = fn, f−1 = fn−1 (3.21)
For the symmetry boundary condition, it is given by,
f0 = f2, f−1 = f3 (3.22)
3.3.4 Poisson solver
Once the convective and viscous fluxes are evaluated and velocities are advanced to the
pseudo time level, pressure is evaluated using eq. (3.17). The evaluation of pressure at
the new time level requires the following computations to be performed,
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a. Evaluation of right hand side of eq. (3.17), at the centre of the control volume
(open circles in fig. 3.1)
b. Fourier transformation of the evaluated RHS field into spectral space
c. Integrating the Poisson equation to obtain pressure in spectral space
d. Transforming the pressure obtained in spectral space into physical space using
inverse Fourier transform
These above computational steps are explained in detail, in the following paragraphs.
As the velocity components are situated at the nodes (filled circles in fig. 3.1), to evaluate
gradients of velocity at the centre of the control volume, the velocity components are to
be interpolated to the mid-points in each direction. This is achieved using the equation
eq. (3.23). To reduce computational effort this interpolation is combined with mid-point
derivative evaluation. For example, to evaluate the x−derivative of the u−component of
velocity, requires interpolation of u in y and z directions and evaluation of the derivative
of the interpolated field in the x−direction using midpoint derivative evaluation given
by eq. (3.24). The interpolation and derivative schemes at mid-points are given by,
ξfi−1/2 + fi+1/2 + ξfi+3/2 = a
fi+1 + fi
2
+ b
fi+2 + fi−1
2
(3.23)
ξf ′i−1/2 + f
′
i+1/2 + ξf
′
i+3/2 = a
fi+1 − fi
dx
+ b
fi+2 + fi−1
3dx
(3.24)
where, i ± 1/2 is mid point of nodes i − 1, i, i + 1 respectively. To retain the spatial
accuracy of the solution, the interpolation scheme and derivative scheme given above
should have the same order of accuracy as that of the solution (Nagarajan et al., 2003).
The coefficient set ξ = (3/10), a = (3/2), b = (1/10) gives sixth-order accuracy for
interpolation and ξ = (9/62), a = (63/62), b = (17/62) gives sixth-order of accuracy for
mid-point derivatives Nagarajan et al. (2003). Using this approach gradients of velocity
(RHS of eq. (3.17)) are evaluated at the centre of control volume.
The next step is to transform this field into Fourier space using Fourier transformations.
The transformations used depends on the boundary conditions. For periodic boundaries
standard discrete Fourier transformation can be utilised and is defined as,
f̂l =
1
n
n−1/2∑
i=1/2
fie
(−ıκxi)for− n/2 ≤ l ≤ (n/2)− 1 (3.25)
and the inverse transformation is given by,
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fi =
1
n
n/2−1∑
l=−n/2
f̂le
(ıκxi) (3.26)
where, k is wave number defined as 2pil/L and ı =
√−1. For the symmetric boundary
conditions, discrete cosine transformations are given by,
f̂l =
2
n− 1
n−1∑
i=1
fi+1/2cos
(
κxi+1/2
)
for0 ≤ l ≤ (n− 2) (3.27)
and the inverse transformation is given by,
fi+1/2 =
f̂0
2
+
n−1∑
i=1
f̂lcos
(
κxi+1/2
)
(3.28)
The numerical solution of eq. (3.17) in Fourier space is given by,
p̂lmn =
D̂lmn
F̂lmn
(3.29)
where, D̂ is the transformed field in three directions given by eq. (3.25) for periodic
domains or by eq. (3.27) for symmetric domains divided with time-step and F is the
wave-number factor at midpoints. To find the derivatives at the centre of the control vol-
ume requires two mid-point interpolations and one midpoint derivative in each physical
direction. These should be taken into consideration while evaluating the factor (Laizet
and Lamballais, 2009) and this is given by,
F̂lmn = −
[(
κ
′
xTyTz
)2
+
(
Txκ
′
yTz
)2
+
(
TxTyκ
′
z
)2]
(3.30)
where, κ
′
x and Tx are modified wave number transfer function arising from mid-point
derivative (eq. (3.24)) and interpolation schemes (eq. (3.23)) respectively. These are
associated to the actual wave number (κx) by the relations,
κ
′
xdx =
2asin (κxdx/2) + (2b/3) sin (3κxdx/2)
1 + 2ξcos (κxdx)
(3.31)
Txdx =
2acos (κxdx/2) + (2b/3) cos (3κxdx/2)
1 + 2ξcos (κxdx)
(3.32)
In eq. (3.31) and eq. (3.32), the coefficient sets (ξ, a, b) are given by the respective
schemes ( eq. (3.23) or eq. (3.24) ). After obtaining pressure in Fourier space, it is
transformed back into physical space by using inverse Fourier transformations given by
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eq. (3.26) or eq. (3.28), depending on enforced boundary conditions. Pressure gradients
are evaluated at the velocity nodes using eq. (3.23) and eq. (3.24).
3.4 Solver
The numerical method described in the previous section, is implemented in Incompact3d
released under the GNUGP license and is used in the present work. The present solver
Figure 3.2: 2D domain decomposition
utilises an open source 2DECOMP&FFT library for parallelization of the solver on
distributed-memory systems. 2DECOMP&FFT is framework written in Fortran to build
large scale applications based on block domain decomposition technique. Figure 3.2 show
a 3D domain partitioned in two dimensions. States (a), (b) and (c) are referred to as X-
pencil, Y-pencil and Z-pencil arrangements, respectively. Using the application process
interface of the library, the communication routines are invoked. The communication
routines are efficiently implemented for various hardware architectures in the library.
The implementation details are not discussed here. Interested readers can see the paper
by Li and Laizet (2010).
3.5 Initial turbulence
To perform the DNS of a turbulent q-vortex. If a laminar vortex can be evolved in
time to get the turbulent state, requires running the simulation for a long time to reach
transition to turbulence. This consumes a lot of computational effort. As specified in
chapter 2, initial perturbations are superimposed on the mean flow. However, these
perturbations cannot be a random white noise, they should decay in time when solved.
For this purpose, a synthetic, homogeneous isotropic turbulent flow field with specified
turbulent kinetic energy is generated to impose perturbations to the base flow. The
turbulent velocities are generated by assigning random phases to the Fourier coefficients
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of velocity defined by energy spectrum E of the form
E(κ) = A
[
κ
κe
]2
exp
[
−2
(
κ
κe
)2]
(3.33)
where κ is the wave number and κe is wave number corresponding to the most energetic
length scale, constant A is determined using the characteristics of isotropic turbulence
(Dauzats et al., 2002), these are
k =
∫ ∞
0
E(κ)dκ (3.34)
ε = 2ν
∫ ∞
0
κ2E(κ)dκ (3.35)
Lii =
pi
2u′2
∫ ∞
0
E(κ)
κ
dκ (3.36)
where k is the turbulent kinetic energy (TKE), ν is kinematic viscosity, ε is dissipation,
Lii is the auto-correlation integral length scale and u
′ is the initial fluctuating quantity.
TKE is defined as
k =
3
2
u′2 (3.37)
using equations 3.34 to 3.35 the constants in the energy spectrum are given by,
A =
16u′2
κe
√
2
pi
; ε =
15u′2κ2e
4Re
; (3.38)
where, Re is the Reynolds number used in the simulation.
3.5.1 Generation of initial field
A Fortran90 program using 2Decomp&FFT library has been developed to generate the
initial turbulent velocity field for the desired spectrum defined by eq. (3.33). The inputs
to the program are the size of the domain, number of grid points in each direction, initial
turbulent kinetic energy and most energetic length scale. At first a random velocity field
is generated for the desired number of grid points. This field is transformed into Fourier
space. Then the energy spectrum is modified to make it the desired energy spectrum,
by assigning random phases to the Fourier coefficients of velocity. Then the incom-
pressibility condition is imposed in Fourier space. Then an inverse Fourier transform is
performed to obtain turbulent velocities in physical space. To perform FFT, external
library FFTW was used. The program writes the output using the Input/Output inter-
face provided with 2Decomp&FFT library. The flow chart for generation on turbulent
field is given in fig. 3.3.
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Figure 3.3: Flow chart for initial turbulence generation
3.6 Definitions of averaging
To understand the mechanism of turbulence, turbulent field (f) is decomposed into mean
(f) and fluctuating component (f) and it follows the equation,
F = f + f (3.39)
The averaged component of the variable is defined depending on the properties of tur-
bulent flow. For flows which are not statistically homogeneous in time or space then
averaging over a large set of similar experiments is defined and is known as ensemble
averaging,
〈f (x, t)〉 = lim
N→∞
1
N
N∑
n=1
fn (x, t) (3.40)
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If the flow field is statistically homogeneous in all three directions, like in decaying
homogeneous isotropic turbulence fields then spatial average in all three directions is
used to replace ensemble averaging.
f (t) = lim
L→∞
1
L3
∫ L
0
∫ L
0
∫ L
0
f (x, t) dx (3.41)
If the flow field is homogeneous in time or statistically stationary as in the case of a
turbulent channel flow, one can use time averaging to replace ensemble averaging.
f (x) = lim
T→∞
1
T
∫ T
0
∫ T
0
∫ T
0
f (x, t) dt (3.42)
If the flow field is homogeneous along planes or lines then average along those lines
or planes can be used to replace ensemble average (Reynolds, 1987), in the DNS of
q-vortex the flow is homogeneous along the axial direction and hence averaging along
axial direction replaces ensemble averaging.
〈f (x, y, z, t)〉 = f (x, y, t) = lim
Lz→∞
1
Lz
∫ Lz
0
f (x, y, z, t) dz (3.43)
Furthermore the vortex is assumed to be axisymmetric, the axial averaged ensemble can
be replaced by averaging along the θ direction.
〈f (x, θ, z, t)〉 = f (r, t) = lim
Lz→∞
1
2piLz
∫ Lz
0
∫ 2pi
0
f (r, θ, z, t) dθdz (3.44)

Chapter 4
Solver validation
This chapter presents the validation of the numerical method discussed in the previous
chapter for Taylor-Green vortex. This chapter concludes with validation results of ho-
mogeneous isotropic turbulence for periodic and symmetric boundary conditions (used
in the DNS of a q-vortex) are presented.
4.1 Taylor-Green vortex
The purpose of studying a Taylor-Green vortex is to validate the solver (incompact3d),
as DNS results are available and also to compare the runtime of the present solver with
OpenFOAM, the numerical method which was used in the initial stages of this research.
A Taylor-Green vortex is an unsteady, decaying vortex governed by the incompressible
Navier-Stokes equations, in which the flow develops from an initial steady state motion
of a single vortex structure. The Taylor-Green Vortex becomes unstable for times greater
than 0, and eventually breakdown into successively smaller eddies (Brachet et al., 1983),
this leads to the generation of turbulence. The initial velocity field for a Taylor-Green
vortex is given by,
u =
2√
3
sin
(
γ +
2pi
3
)
sin(x)cos(y)cos(z) (4.1)
v =
2√
3
sin(γ − 2pi
3
)cos(x)sin(y)cos(z) (4.2)
w =
2√
3
sin(γ)cos(x)cos(y)sin(z) (4.3)
where γ is a shape factor, which determines the shape and orientation of the initial
vortex. The initial condition for pressure is obtained from the velocity field using the
Poison equation,
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p = p0 +
1− cos(2γ)
24
[cos(2x)cos(2y) + 2cos(2z)]
+
2 + cos(2γ) +
√
3sin(2γ)
48
[cos(2x)cos(2z) + 2cos(2y)] (4.4)
+
2 + cos(2γ)−√3sin(2γ)
48
[cos(2y)cos(2z) + 2cos(2x)]
where po is arbitrary mean component of pressure. The velocity field gives initial length
(L) and velocity scales (V0) of unity.
4.1.1 Problem setup
The domain used for performing DNS is a cube of of length 2pi, with various grid sizes
(32, 64, 128) in each direction. The boundary conditions are set to be periodic on all
the faces of the cube. The initial conditions are generated using eqs. (4.1) to (4.4) with
the shape factor and arbitrary mean pressure taken as zero. The flow Reynolds number
(V0L/ν) is chosen to be 100. The non-dimensional parameters used are initial velocity
and length scales.
The reason for the low Reynolds number is that while running DNS using OpenFOAM
in the initial stages of this research, simulations were performed at a Reynolds number of
1600 for various grid sizes and the flow field was not well resolved at a grid size of 2563.
Hence, the Reynolds number was reduced to 100. The same is taken for the validation
of the present solver, to facilitate comparison of the results with DNS of Brachet et al.
(1983).
Figure 4.1 show the isocontours of axial vorticity for the initial condition.
4.1.2 Simulations
The simulations performed on a Dell-Precision workstation, domain for all simulations
is (2pi × 2pi × 2pi), and the number of grid points and simulation details are given in
Table 4.1. The time-step used for all grid sizes is set to 0.0005, the solution is run until
a non-dimensional time (t/T ) of 10, where T = L/V0
4.1.2.1 Results
The results obtained from DNS were post processed and compared with the results of
Brachet et al. (1983). Figure 4.2 show the evolution of dimensionless kinetic energy
integrated over the entire domain Ω using eq. (4.5). As seen the evolution of kinetic
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Figure 4.1: Isocontours of axial vorticity for the initial condition of Taylor-Green
Vortex
Simulation Grid Reynolds No. of
size number processors
A1 323 100 Serial
A2 643 100 20
A3 1283 100 20
A4 2563 100 20
Table 4.1: Summary of simulations for the Taylor-Green vortex
energy for all grid sizes collapse with the reference solution of Brachet et al. (1983) and
are indistinguishable.
k =
1
Ω
∫
Ω
v.v
2
dΩ (4.5)
To study the effect of grid size, the evolution of dissipation (calculated using eq. (4.6),
where ω is the vorticity vector), is plotted in fig. 4.3. From the figure it is evident that
the solution from the present solver for the case with 256 grid points in each direction
matches with that of the solution from Brachet et al. (1983) and are indistinguishable.
ε =
1
Ω
∫
Ω
ω.ω
2
dΩ (4.6)
Figure 4.4 show the isocontours of axial vorticity at non dimensional time of 2.5, as
seen the Taylor-Green vortex develops into an unstable vortex through the generation
of smaller velocity scales from the initial stable field.
34 Chapter 4 Solver validation
0 1 2 3 4 5 6 7 8 9 10
0.02
0.04
0.06
0.08
0.1
0.12
0.14
t/T
k
Figure 4.2: Evolution of kinetic energy integrated over the domain for cases A2
( ),A3 ( ),A4 ( ) compared with the results from Brachet et al. (1983) ( )
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Figure 4.3: Dissipation Vs Time plot for cases A2 ( ),A3 ( ),A4 ( ) compared
with the results from Brachet et al. (1983)( )
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Figure 4.4: Isocontours of axial vorticity for Taylor-Green Vortex at t/T = 2.5
Figure 4.5 show the isocontours of axial vorticity at non dimensional time of 5 (corre-
sponding to peak dissipation), as seen the Taylor-Green vortex develops into a turbulent
field.
Figure 4.5: Isocontours of axial vorticity for Taylor-Green Vortex at t/T = 5
Figure 4.6 show the isocontours of axial vorticity at the end of the simulation. As shown
the Taylor-Green vortex dissipates some of the scales generated.
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Figure 4.6: Isocontours of axial vorticity Taylor-Green Vortex at t/T = 10
Figure 4.7: Time required per iteration on Dell precision workstation using 20 pro-
cessors. Incompact3d; OpenFOAM
Runtime comparison
Figure 4.7 show the time required per iteration for various grid sizes using Incompact3d
and OpenFOAM on Dell precision work station using 20 processors. From the figure it
is evident that Incompact3d is almost an order of magnitude faster than OpenFOAM.
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Simulation Grid Reynolds Boundary κe
size number conditions
P1 65× 65× 65 1600 P-P-P 6
S1 65× 65× 65 1600 S-S-P 6
Table 4.2: Summary of simulations, for homogeneous isotropic turbulence
4.2 Decaying homogeneous isotropic turbulence
The purpose of this study is to validate initial turbulence generated using the turbulence
generator code, and also to validate the implementation of the boundary conditions used
in the DNS of isolated vortices.
The initial conditions are generated using the turbulence generator code as described in
section 3.5. Two simulations are performed with different sets of boundary conditions.
In the first the boundary conditions are set to periodic in three directions (P −P −P ),
named as P1. In the second simulation the axial direction is set to periodic and the
cross-flow boundary conditions are symmetric (S−S−P ), named S1. The length of the
domain is 2pi, initial turbulent kinetic energy is set to 6−4, the length scale of the most
energetic eddy is set to 6 and the simulations are performed at a Reynolds number of
1600. The simulations performed are summarized in table 4.2, these initial parameters
correspond to a Taylor Reynolds number of 11.5. The input parameters are chosen from
the DNS database of Dauzats et al. (2002), to facilitate the validation of the results.
4.2.1 Results
Figures 4.8 and 4.9 show the evolution of turbulent kinetic energy and rms velocity with
non-dimensional time (t/T ) for simulation P1, where T is the turnover time of the large
structures given by,
T =
∑ Lii
3u′ (4.7)
As seen the evolution of turbulent kinetic energy show good agreement with the DNS
database of Dauzats et al. (2002), and the evolution of rms velocity confirms isotropy of
fluctuations is preserved during the simulation.
Figures 4.10 and 4.11 show the evolution of turbulent kinetic energy and rms velocity
with non-dimensional time (t/T ) for simulation S1. The evolution of turbulent kinetic
energy matches with the DNS database, the evolution of rms of fluctuating velocity
confirms that isotropy is preserved, the slight difference is due to the symmetric boundary
condition in the cross stream direction which forces the normal velocity to vanish at the
boundaries.
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Figure 4.8: Evolution of turbulent kinetic energy compared with DNS database for
simulation P1 ( ) compared with the DNS results of Dauzats et al. (2002) ( )
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Figure 4.9: Evolution of rms velocities for simulation P1, u rms ( ), v rms ( ),
w rms ( )
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Figure 4.10: Evolution of turbulent kinetic energy compared with DNS database for
simulation S1 ( ) compared with the DNS results of Dauzats et al. (2002) ( )
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Figure 4.11: Evolution of rms velocity for simulation S1, u rms ( ), v rms ( ),
w rms ( )
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The evolution of turbulent kinetic energy in homogeneous isotropic turbulence follows
the power law given by,
k ∝ (t− t0)−n (4.8)
where t is time of the simulation and t0 is the initial time. The exponent n is a positive
constant and for Taylor micro-scale Reynolds number less than 50, the value of n is
≈ 1.2 − 1.5 (George, 1992). In the present simulations, the value of the exponent is
found to be 1.4, which is in the range given by George (1992).
Figure 4.12 show the isocontours of initial axial vorticity for P1 case.
Figure 4.12: Isocontours of axial vorticity for case P1 at t/T = 0
Figure 4.13 show the isocontours of axial vorticity for P1 at non dimensional time of
0.98, as seen the initial turbulent field is organised and the magnitude of axial vorticity
has decayed.
Figure 4.14 show the isocontours of axial vorticity for P1 at non dimensional time of
3.17, the turbulence has further decayed.
From the results of the Taylor-Green vortex and homogeneous isotropic turbulence, it
is concluded that the solver, initial turbulence generated and the implementation of
boundary conditions are validated.
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Figure 4.13: Isocontours of axial vorticity for case P1 at t/T = 0.98
Figure 4.14: Isocontours of axial vorticity for case P1 at t/T = 3.17

Chapter 5
DNS of isolated vortex
DNS of a Batchelor q-vortex is performed using the same boundary conditions as in
DNS of Homogeneous isotropic turbulence, the results are post-processed and corrected
for vortex wandering, using a method that is used in experiments. First the instanta-
neous results are presented, next the instantaneous profiles are corrected for wandering
and Reynolds averaging is performed as described in section 3.6. The corrected and
uncorrected mean and Reynolds stresses are presented, for both periodic and symmetric
conditions.
5.1 Initial conditions
As reported in chapter 2, the q-vortex is used as a model of aircraft trailing vortex, in
the present study. The mean tangential velocity is given by,
vθ (η) =
q
η
√
α
[
1− exp (−αη2)] (5.1)
where, η = r/rc is the non dimensional radial coordinate, rc is the core radius, α ∼ 1.256
is Lamb’s constant and q is swirl number given by,
vz(η) = exp
(−αη2) (5.2)
The tangential and axial velocities are non-dimensionalized with the tangential velocity
at the core radius and the initial core radius rc is taken as 1, and the swirl parameter
(q) is taken as unity. Figure 5.1 show the initial non-dimensional mean tangential and
axial velocity profiles. A synthetic homogeneous isotropic turbulence field generated as
described in section 3.5 is superimposed on the mean flow, for initial perturbations.
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Figure 5.1: Initial mean velocity profiles used for the simulations, tangential
velocity; axial velocity
Simulation Grid Reynolds Boundary κe
size numberReΓ conditions
Periodic 129× 129× 129 4000 P-P-P 6
Symmetric 129× 129× 129 4000 S-S-P 6
Table 5.1: Summary of simulations performed for q-vortex
5.2 Summary of cases
Two numerical simulations are performed, with different boundary conditions (periodic
and symmetry) in the cross stream (x-y) direction , and the axial boundary condition is
set to periodic in all simulations. In the following sections the simulation with all periodic
boundaries is referred to as the periodic case and the one with symmetry boundary
conditions in the cross-stream is referred to as the symmetric case.
The purpose of performing two numerical simulations is to study the effect of boundary
conditions on vortex evolution, with the periodic case representing the typical DNS
performed to date and the symmetric case closely resembles the vortices generated in
experiments. Table 5.1 gives the summary of the numerical simulations performed.
The computational domain is 20η× 20η× 40η in x, y, z directions respectively as shown
in fig. 5.2. The simulations are preformed on a grid having 129 points in each direction.
The location (10η, 10η, z) is taken as the centre of the vortex at t = 0. The initial
non-dimensional TKE is taken as 6 × 10−4 and the most energetic wave number is set
to 6 (same as the validation case for homogeneous isotropic turbulence). For all the
simulations the Reynolds number based on core circulation
Rec =
Γc
ν
(5.3)
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is chosen as 4000, so that the grid spacing is less than twice the Kolmogorov scale.
Figure 5.2: Domain for DNS of q-vortex
5.3 Instantaneous fields
Figures 5.3 to 5.5 show the isosurfaces of axial vorticity (contour level set to 0.8 of
maximum at time 0) at 0 ≤ t/T ≤ 4.8 for the periodic case, where T = 2pirc/V0 is the
turnover time. It is evident from the figures that during the initial stages of simulation
(t/T ≤ 0.96), the vortex core adjusts itself to the initial perturbations and the core is
fairly axisymmetric. For 0.96 ≤ t/T ≤ 3, the vortex organizes the background turbulence
winding it around the vortex core, in a wave like pattern, the behaviour is consistent
with the results presented by (Duraisamy and Lele, 2008; Melander and Hussain, 1993).
For t/T ≥ 3 the vortex core began to destabilize as the boundary conditions started to
have an effect on the vortex.
Figures 5.6 to 5.8 show the the isosurfaces of axial vorticity (contour level set to 0.8
of maximum at time 0) for the symmetric case. The evolution of vortex core is similar
to the periodic case for t/T ≤ 3, at higher times the destabilization of vortex core is
evident. The reason for this is that the symmetric boundary conditions impose vanish-
ing normal velocity, and such vortices are unstable according to Rayleighs centrifugal
criterion (Pradeep and Hussain, 2004).
From the isovorticity contours, the vortex core is well defined for t/T ≤ 3 for both peri-
odic and symmetric cases. However, these do not provide an indication of the axisym-
metry of the vortex (which is an important consideration for Reynolds averaging). To
get a better insight into the structure of the vortex, figs. 5.9 and 5.10 show the contours
of axial vorticity, on the centre plane along z of the domain at t/T = 0, 0.96, 1.68, 2.88
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(a) t/T = 0.0 (b) t/T = 0.24
(c) t/T = 0.48 (d) t/T = 0.96
Figure 5.3: Isosurface of axial vorticity at 0 ≤ t/T ≤ 0.96 for periodic case
(a) t/T = 1.44 (b) t/T = 1.92
(c) t/T = 2.4 (d) t/T = 2.88
Figure 5.4: Isosurface of axial vorticity at 1.44 ≤ t/T ≤ 2.88 for periodic case
for periodic and symmetric case respectively.
From the figs. 5.9 and 5.10, the vortex core is well defined and fairly axisymmetric for
t/T ≤ 3, for t/T ≥ 3 the core destabilizes (not shown). Hence, it can be confirmed that
the vortex is fairly axisymmetric and Reynolds averaging along θ−z planes as described
in section 3.6 is valid. Figures 5.11 and 5.12 show the axial vorticity contours in the
(y−z) mid plane at t/T = 0.96, 1.44 for periodic and symmetric cases respectively. From
the figure the bulk wandering of vortex can be seen similar to that of the experiments
(Devenport et al., 1996). Before performing Reynolds averaging, the instantaneous
fields are to be corrected for wandering, the correction procedure is described in the
next section.
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(a) t/T = 3.12 (b) t/T = 3.36
(c) t/T = 3.84 (d) t/T = 4.8
Figure 5.5: Isosurface of axial vorticity at 3.12 ≤ t/T ≤ 4.8 for periodic case
(a) t/T = 0.0 (b) t/T = 0.24
(c) t/T = 0.48 (d) t/T = 0.96
Figure 5.6: Isosurface of axial vorticity at 0 ≤ t/T ≤ 0.96 for symmetric case
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(a) t/T = 1.44 (b) t/T = 1.92
(c) t/T = 2.4 (d) t/T = 2.88
Figure 5.7: Isosurface of axial vorticity at 1.44 ≤ t/T ≤ 2.88 for symmetric case
(a) t/T = 3.12 (b) t/T = 3.36
(c) t/T = 3.84 (d) t/T = 4.8
Figure 5.8: Isosurface of axial vorticity at 3.12 ≤ t/T ≤ 4.8 for symmetric case
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(a) t/T = 0.0 (b) t/T = 0.96
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(c) t/T = 1.68 (d) t/T = 2.88
Figure 5.9: Isocontours of axial vorticity at centre plane along z for periodic case
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(a) t/T = 0.0 (b) t/T = 0.96
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(c) t/T = 1.68 (d) t/T = 2.88
Figure 5.10: Isocontours of axial vorticity at centre plane along z for symmetric case
(a) t/T = 0.960 (b) t/T = 1.44
Figure 5.11: Isocontours of axial vorticity at centre plane along x for periodic case
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(a) t/T = 0.960 (b) t/T = 1.44
Figure 5.12: Isocontours of axial vorticity at centre plane along x for symmetric case
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5.3.1 Correction procedure
The velocity fields obtained with the DNS model were corrected for vortex wandering
in post-processing. At each time step, the vortex centre (taken to be the location
of minimum tangential velocity) was identified on individual cross-flow (x - y) planes
using a third-order subgrid interpolation. The vortex trajectory (xc(z), yc(z)) was then
identified as the locus of these points of minimum tangential velocity.
To remove the influence of wandering, the velocity data on each cross-flow plane were
simply subjected to a planar translation, so that xc(z) and yc(z) would both be forced
to vanish. In so doing, the axis of the vortex was forced to lie on the z-axis, thereby
mapping each instantaneous vortex trajectory onto the trajectory of the initial condition.
Because the curvature of the trajectory was negligible, no out-of-plane rotation or scaling
of the cross-flow velocity fields was required. It should be noted here that, for both the
implementation of the wandering correction and the subsequent conversion to polar
coordinates, the definition of the vortex centre is critical and can have a significant
effect on the results, especially if the vortex becomes distorted. For a discussion of the
different techniques of vortex identification and the advantages associated with each,
the reader is referred to Giuni (2013). The criterion used here to identify the vortex
centre was selected specifically for its robustness in ensuring that the post-processing
remained insensitive to the appearance of secondary vortical structures. In the absence
of secondary structures, the locations of peak vorticity and minimum tangential velocity
typically agreed to within the grid resolution.
As a consequence of the wandering corrections, the resultant instantaneous velocity fields
may be, to some extent, discontinuous and therefore non-physical; the resolution of indi-
vidual structures from the fields is therefore precluded. However, as discussed above, it
is well-accepted that vortex wandering introduces only large-scale, low-amplitude mod-
ulations in the vortex trajectory without significantly affecting the vortex dynamics.
Because the correction procedure is effectively a high-pass filtering process, its influence
will be limited to very low wave numbers and will therefore not significantly affect the
velocity statistics (relative to a vortex not subjected to wandering). Because the vor-
tex and background turbulence were freely decaying, temporal averages could not be
defined.
Once the instantaneous velocity fields had been corrected for wandering, velocity mo-
ments were obtained by averaging along the θ − z surface using the equations given in
section 3.6. As the DNS are performed in Cartesian coordinates, all statistical quantities
are to be transformed into cylindrical coordinates.
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5.3.2 Vortex trajectory
Figure 5.13 show the displacement of the vortex centre from the z-axis, at t/T =
0.72, 1.44, 2.4 for periodic and symmetric boundary conditions. It is evident from the
figure that as the vortex ages, the wandering amplitude increases as the vortex adjusts
itself to turbulence and boundary conditions. In the early stages of vortex development
(t/T ≤ 0.96) the trajectory is characterized by small disturbances concentrated within
limited regions of z/rc, this is because of initial turbulence organizing itself in and around
the vortex core. As the vortex ages, 0.96 ≤ t/T ≤ 2.88 the amplitude of disturbances
increases (∼ 0.2rc) and forms a wavelike structure of vortex trajectory with wavelengths
of ∼ 2 times the most energetic wave number of initial turbulence. A second mode of
deviation, in the form of short-wavelength, rapid displacements also emerges. These
discrete jumps occur as the criteria used to identify the vortex centre selects between
multiple candidate points within an increasingly asymmetric vortex core. The amplitude
and wave-length modulations appears to be fairly, independent of boundary conditions,
as it is evident from the iso-vorticity contours, the vortex evolution remains fairly similar
for different boundary conditions. For t/T ≥ 2.88 the vortex becomes unstable and is
breaks down.
Figure 5.13: Trajectory of vortex centre at different times. periodic; sym-
metric. The plots are offset in y for clarity
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5.4 Vortex evolution
In this section the results not corrected for wandering (referred to as uncorrected) and
corrected for wandering using the procedure described in section 5.3.1 (referred to as
corrected), are presented for both periodic and symmetric cases.
Figure 5.14 show the evolution of corrected and uncorrected total TKE. The uncorrected
TKE for the periodic case, at first increases then reaches saturation. This is consistent
with the findings of Duraisamy and Lele (2008); Qin (1998), it should be noted that,
the results of Duraisamy and Lele (2008); Qin (1998) are not corrected for vortex wan-
dering. Also, the boundary conditions used are infinite and the initial turbulence is not
homogeneous and isotropic.
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Figure 5.14: Evolution of total TKE, periodic uncorrected; periodic cor-
rected; symmetric uncorrected; symmetric corrected
In the symmetric case, the uncorrected TKE increases with time without saturation.
However, once corrected for wandering both periodic and symmetric profiles collapse for
t/T ≤ 2.5 (suggesting that the influence boundary conditions is effectively removed by
the correction procedure). The various stages of vortex evolution given in Qin (1998) are
evident in the corrected profiles for both cases, during the growth phase (t/T ≤ 0.96) the
turbulence organizes itself to the presence of vortex, then vortex undergoes a saturation
phase t/T < 2.5, in which the TKE doesn’t change but structural changes happen
with in the vortex core. This show that meandering of vortex is caused by boundary
conditions at least in growth and saturation phases of vortex evolution.
At higher time, the kinetic energy exhibits some kind of decay (2.5 ≤ t/T ≤ 3), then
again it saturates. The reason for this is the boundary conditions, the vortex is un-
stable according to Rayleigh’s centrifugal criterion (Pradeep and Hussain, 2004). This
kind of behaviour was also identified by Blaisdell and Eshpuniyani (2004), in which the
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vortex after going through saturation and decay, the turbulence increases and Widnall
instability has been reached.
Figure 5.15 show the evolution of uncorrected and corrected core radius (defined by the
location of maximum tangential velocity), for periodic and symmetric cases. The uncor-
rected core radius in the periodic case remains consistent with that of Qin (1998) and for
symmetric case with Duraisamy and Lele (2008). This indicates that the turbulence also
contributes towards vortex meandering. As reported by Devenport et al. (1996), vortex
wandering has little effect on core radius. This is also found in the present simulations.
Figure 5.15: Evolution of corrected and uncorrected core radius. (a) periodic; (b)
symmetric
The effects of vortex wandering and boundary conditions on the evolution of circumfer-
entially averaged velocity statistics presented in the next subsections, are analysed in two
stages. In the first stage the effect of vortex wandering at various non-dimensional times
is presented, next the effect of boundary conditions is presented for one non-dimensional
time each in the growth and the saturation phases.
5.4.1 Mean velocity
Figure 5.16 show the corrected and uncorrected circumferentially averaged tangential ve-
locity profiles for periodic and symmetric cases at t/T = 0.48, 0.96, 1.44, 1.92, 2.64, 3.36.
The effect of correction in periodic case is negligible, the peak value decays in time due
to viscous and turbulent diffusion. During growth and saturation phases the mean tan-
gential velocity show a very slow decay. In the stabilized phase of evolution the peak
tangential velocity decreases rather than growing outward as the boundary conditions
has influenced the vortex. In the symmetric case, the uncorrected profiles show the
magnitude decays in time without saturating as in the periodic case. However, once
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the effect of wandering is removed by the correction procedure, the tangential velocity
profiles for symmetric case tends towards those of the corrected periodic case.
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Figure 5.16: Corrected and uncorrected, circumferentially averaged radial profiles
of vθ. (a) periodic; (b) symmetric. , , , , , at t/T =
0.48, 0.96, 1.44, 1.92, 2.64 and 3.36 respectively. Markers are shown every 5 points for
clarity
Figure 5.17 show the evolution of circumferentially averaged axial velocity profiles. As
for the tangential velocity, when corrected the magnitude of axial velocity increases in
the symmetric case, and correction has little effect in the periodic case.
Figure 5.18 show the effect of boundary conditions on the mean tangential velocity at
t/T = 0.96 and 1.68 for the periodic and symmetric cases. Though periodic boundary
conditions result in higher magnitude of uncorrected velocity statistics (∼ 3%) in the
saturation phase. Once corrected for wandering the profiles collapse in growth and
saturation phases. Similar behaviour is seen in the mean axial velocity profiles as shown
in fig. 5.19.
Chapter 5 DNS of isolated vortex 57
0 1 2 3 4
0
0.5
1
η
v z
uncorrected
(a)
0 1 2 3 4
0
0.5
1
η
v z
corrected
0 1 2 3 4
0
0.5
1
η
v z
(b)
0 1 2 3 4
0
0.5
1
η
v z
Figure 5.17: Corrected and uncorrected, circumferentially averaged radial profiles
of vz. (a) periodic; (b) symmetric. , , , , , at t/T =
0.48, 0.96, 1.44, 1.92, 2.64 and 3.36 respectively. Markers are shown every 5 points for
clarity
The relative insensitivity of the mean velocity profiles to the random wandering is, to
some extent, expected; it has already been shown that the form of a Batchelor vor-
tex is preserved through a Gaussian convolution (Birch, 2012; Devenport et al., 1996).
Although the wandering in the case of the symmetric boundary conditions appears to
be non-Gaussian, this does not cause a significant variation in the first order velocity
statistics.
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Figure 5.18: Effect of correction on circumferentially averaged radial profiles of vθ.
(a) t/T = 0.96; (b) and t/T = 1.68. periodic; symmetric
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Figure 5.19: Effect of correction on circumferentially averaged radial profiles of vz.
(a) t/T = 0.96; (b) and t/T = 1.68. periodic; symmetric
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5.4.2 Reynolds stresses
Figure 5.20 show the evolution of circumferentially averaged radial Reynolds stress (v′2r )
at non-dimensional times given in section 5.4.1. The uncorrected profiles for the periodic
case show higher magnitudes of Reynolds stresses indicating the core is turbulent. Also
during the saturation phase the radial Reynolds stress show a peak at around 0.6η as
reported by Duraisamy and Lele (2008). However, once corrected for wandering the
shape of the profile changes and the radial Reynolds stress at the center of the vortex is
reduced by an order of magnitude, with the peak remaining at ∼ 0.6η. The magnitude
of the peak reduces by ∼ 25%. In the symmetric case, the uncorrected radial Reynolds
stress increases with time, when corrected for wandering, the shape of the profiles alter
and show similar trends to those of the periodic case in the growth and saturation phases.
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Figure 5.20: Corrected and uncorrected, circumferentially averaged radial profiles
of v′2r . (a) periodic; (b) symmetric. , , , , , at t/T =
0.48, 0.96, 1.44, 1.92, 2.64 and 3.36 respectively. Markers are shown every 5 points for
clarity
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Figure 5.21: Evolution of corrected and uncorrected profiles of v′2r . (a) t/T = 0.96;
(b) and t/T = 1.68. periodic; symmetric
Figure 5.21 show the effect of boundary conditions on the radial Reynolds stress, during
growth and saturation phases. During both the phases the periodic uncorrected profiles
are an order of magnitude less than the symmetric case. Once corrected both these
profiles collapse, the slight difference between the two cases in the core is due to multiple
candidature points for centre and the non-Gaussian modulation of the vortex core in the
symmetric case.
Figure 5.22 show the evolution of circumferentially averaged tangential Reynolds stress,
the uncorrected profiles show an increase in magnitude at the center of the vortex in both
periodic and symmetric cases. The shape of the uncorrected profiles are similar to those
reported in (Qin, 1998) and the peak is located at the center as observed in (Duraisamy
and Lele, 2008; Phillips and Graham, 1984), with higher magnitude in the symmetric
case. However, once corrected the shape of the profiles alter indicating low turbulence
levels near the center, also a peak is formed at ∼ 0.3η. The profiles in the saturation
phase are not smooth, a jump or a small Gaussian profile is formed at the edge of the
vortex this is because the turbulence wraps around the vortex and is being pushed away
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Figure 5.22: Corrected and uncorrected, circumferentially averaged radial profiles
of v′2θ . (a) periodic; (b) symmetric. , , , , , at t/T =
0.48, 0.96, 1.44, 1.92, 2.64 and 3.36 respectively. Markers are shown every 5 points for
clarity
from the vortex center forming secondary structures at the edge of the vortex. During
the growth phase this jump is within the vortex core and is not as dominant as in the
saturation phase.
Figure 5.23 show the corrected and uncorrected profiles v′2θ at t/T = 0.96 and 1.62. As
seen, the uncorrected profiles show an order of magnitude difference between periodic
and symmetric cases, during growth and saturation phases. The symmetric case have
higher magnitudes as in v′2r . However, once corrected the profiles for both the cases are
similar within the vortex core. During the growth phase, there is a difference in the
outer core region. This is expected as the vortex is still adjusting itself to the initial
turbulence, and boundary conditions do have an effect at higher η. But during the
saturation phase the profiles are similar in both cases.
Figure 5.24 show the averaged axial normal stresses. The correction had a little effect on
the shape of the profile in both symmetric and periodic cases. The magnitude of axial
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Figure 5.23: Evolution of corrected and uncorrected profiles of v′2θ . (a) t/T = 0.96;
(b) and t/T = 1.68. periodic; symmetric
normal stress at the centre of the vortex between corrected and uncorrected profiles
reduces by ∼ 2% in the periodic case, in the symmetric case it differs by an order of
magnitude. Similar to peak radial normal stress, the peak axial normal stress is located
at ∼ 0.6η in both corrected and uncorrected profiles as reported by Duraisamy and Lele
(2008). Figure 5.25 show the profiles of axial normal stress, in growth and saturation
phases. The profiles are, similar to those of the tangential normal stress.
It is observed in experiments without external turbulence, that vortices wander for some
unknown reasons and this is thought to be caused by turbulence from the lift generating
devices, vibrations in the model etc. From the profiles of principle Reynolds stresses,
it is evident that boundary conditions cause vortex wandering and it is high in the
symmetric case (closely resemble wind tunnel walls) as observed in experiments.
Figures 5.26 to 5.28 show the effect of correction in periodic and symmetric cases on
the crossflow Reynolds stresses (v′rv′θ, v′rv′z, v
′
θv
′
z) and figs. 5.29 to 5.31 show the effect
of boundary conditions during growth and saturation stages. Similar to the normal
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Figure 5.24: Corrected and uncorrected, circumferentially averaged radial profiles
of v′2z . (a) periodic; (b) symmetric. , , , , , at t/T =
0.48, 0.96, 1.44, 1.92, 2.64 and 3.36 respectively. Markers are shown every 5 points for
clarity
stresses, the uncorrected profiles of periodic and symmetric cases, show differences in
the shape of the profiles. Once corrected the profiles are similar, irrespective of boundary
conditions.
The uncorrected radial tangential shear stress in fig. 5.26 for the symmetric case show
a peak occurring at the edge of the vortex, during the growth phase and at later times
the peak moves outward radially to around ∼ 2η, consistent with the results reported by
Qin (1998). Once corrected, the periodic and symmetric profiles are similar and the sign
of the stresses change in the symmetric case. At t/T ∼ 1.44 the radial tangential shear
stress reaches a peak with in the core 0.4 ∼ 0.6η and then reduces to a minimum at the
edge of the vortex, the reason for this is the formation of ‘hairpin’ structures identified
by Duraisamy and Lele (2008) with in the vortex, which are convected radially towards
the edge of the vortex. These structures are decomposed into smaller ‘hairpins’ because
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Figure 5.25: Evolution of corrected and uncorrected profiles of v′2z . (a) t/T = 0.96;
(b) and t/T = 1.68. periodic; symmetric
of the regenerating mechanisms of hairpin vortex (Haidari and Smith, 1994) with in the
core, thus reducing the shear stress.
Shapes of radial axial shear stress and tangential axial shear stress profiles are not influ-
enced by the correction procedure. However, the corrected peak values of the tangential
axial stress is reduced by an order of magnitude for both cases, as shown in fig. 5.31.
The peak of the corrected profiles of v′rv′z is located at ∼ 0.7η, where as the absolute
peak magnitude of v′θv′z is located at ∼ 0.4η. This show that correction procedure and
boundary conditions have negligible effect on these stresses.
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Figure 5.26: Corrected and uncorrected, circumferentially averaged radial profiles
of v′rv′θ. (a) periodic; (b) symmetric. , , , , , at t/T =
0.48, 0.96, 1.44, 1.92, 2.64 and 3.36 respectively. Markers are shown every 5 points for
clarity
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Figure 5.27: Corrected and uncorrected, circumferentially averaged radial profiles
of v′rv′z. (a) periodic; (b) symmetric. , , , , , at t/T =
0.48, 0.96, 1.44, 1.92, 2.64 and 3.36 respectively. Markers are shown every 5 points for
clarity
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Figure 5.28: Corrected and uncorrected, circumferentially averaged radial profiles
of v′θv′z. (a) periodic; (b) symmetric. , , , , , at t/T =
0.48, 0.96, 1.44, 1.92, 2.64 and 3.36 respectively. Markers are shown every 5 points for
clarity
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Figure 5.29: Evolution of corrected and uncorrected profiles of v′rv′θ. (a) t/T = 0.96;
(b) and t/T = 1.68. periodic; symmetric
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Figure 5.30: Evolution of corrected and uncorrected profiles of v′rv′z. (a) t/T = 0.96;
(b) and t/T = 1.68. periodic; symmetric
Chapter 5 DNS of isolated vortex 71
0 1 2 3 4
−4
−2
0
×10−3
η
v
′ θv
′ z
uncorrected
(a)
0 1 2 3 4
−8
−6
−4
−2
0
×10−4
η
v
′ θv
′ z
corrected
0 1 2 3 4
−1
−0.5
0
×10−2
η
v
′ θv
′ z
(b)
0 1 2 3 4
−2
−1
0
×10−3
η
v
′ θv
′ z
Figure 5.31: Evolution of corrected and uncorrected profiles of v′θv′z. (a) t/T = 0.96;
(b) and t/T = 1.68. periodic; symmetric
72 Chapter 5 DNS of isolated vortex
5.4.3 Turbulent kinetic energy
Figures 5.32 and 5.33 show the corrected and uncorrected profiles of TKE and pro-
files during growth and saturation phases. Similar to the radial and tangential normal
stresses, the uncorrected profiles show high turbulence intensities near the centre of the
vortex and higher magnitudes in the symmetric case. The corrected profiles, show a
peak at around 0.6η similar to that of the radial and axial normal stresses, indicating
that these stresses are dominant with in the vortex and tangential normal stress plays
a passive role in the vortex evolution. Also the magnitude of radial normal stress v′2r is
larger than tangential normal stress v′2θ , the explanation for this is the sign of production
terms in the transport equations of these stresses and this is shown in the next chapter.
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Figure 5.32: Corrected and uncorrected, circumferentially averaged radial profiles
of TKE. (a) periodic; (b) symmetric. , , , , , at t/T =
0.48, 0.96, 1.44, 1.92, 2.64 and 3.36 respectively. Markers are shown every 5 points for
clarity
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Figure 5.33: Evolution of corrected and uncorrected profiles of TKE at. (a) t/T =
0.96; (b) and t/T = 1.68. periodic; symmetric

Chapter 6
Structure of a vortex
The objective of this chapter is to present budget analysis of Reynolds stress and turbu-
lent kinetic energy, to understand the structure of an isolated turbulent vortex during
various stages of evolution. As seen in chapter 5, the correction procedure has removed
the effect of boundary conditions on the profiles of mean velocities and Reynolds stresses.
The analysis of stress budgets in this chapter are presented using the corrected data for
the periodic case. At first the turbulent transport equations are presented, followed
by budget analysis of turbulent kinetic energy and Reynolds stresses at different times
during the evolution of the vortex.
6.1 Turbulent transport equations
As high quality measurements of turbulence are difficult to obtain for vortex flows, it is
not possible to make comparisons of turbulence closure models with experimental data.
This analysis provides guidelines for studying turbulence models of vortex flows, helps
in understanding the turbulence in a vortex and characterizing the structure of vortex.
The transport equations for the Reynolds stresses in tensor form are,
∂
∂t
(
u′iu
′
j
)
= Cij + Pij +Oij + Πij + Ttij + Ptij +Dij − εij (6.1)
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where, the terms on the right hand side of eq. (6.1) are given by,
Cij = −uk
(
u′iu
′
j
)
,k
Convection, (6.2)
Pij = −1
2
(
u′iu
′
k
(
uk,j + uj ,k
)
+ u′ju
′
k
(
uk,i + ui,k
))
Production, (6.3)
Oij =
1
2
(
u′iu
′
k
(
uk,j − uj ,k
)
+ u′ju
′
k
(
uk,i − ui,k
))
Rotation, (6.4)
Πij = p′
(
u′i,j + u
′
j ,i
)
Pressure strain, (6.5)
Ttij = −
(
u′iu
′
ju
′
k
)
,k
Turbulent transport (6.6)
Ptij = −
(
p′u′jδik + p′u
′
iδjk
)
,k
Pressure transport (6.7)
Dij = ν
(
u′iu
′
j
)
,kk
Viscous diffusion (6.8)
εij = 2νu′i,ku
′
j ,k
Dissipation (6.9)
where δ is Kronecker delta. The transport equation for each individual Reynolds stress
in cylindrical coordinates is given in Appendix A. The budgets are evaluated for the
corrected profiles of periodic case in chapter 5. The derivatives are evaluated with
second order scheme, higher order moments are obtained similar to the evaluation of
second order moments as described in chapter 5. This chapter uses the same non-
dimensionalization parameters as given in chapter 5. In the below sections budgets of
turbulent kinetic energy (TKE) and Reynolds stresses are presented for the periodic
case at non-dimensional times t/T ) of 0.48, 0.96, 1.44, 1.92, 2.44 and 2.8.
6.2 Budgets of TKE
The transport equation of TKE in cartesian coordinates is given in Appendix A. Fig-
ures 6.1 to 6.3 show the budgets of TKE at different times as in section 6.1. As the flow
is incompressible and axisymmetric the convection and rotation terms are nearly zero
in the entire simulation.
During the initial stages at t/T = 0.48 (fig. 6.1), when the vortex is adjusting to the
background turbulence, the budget of TKE show an interesting profile. Near the vortex
centre, the dissipation and diffusion terms are dominant with opposite sign and absolute
values reach a peak around 0.1η. There is a small amount of pressure strain. Once
we move away from the centre of the vortex; turbulent transport and production terms
become dominant as the turbulence adjusts to the rotation of the vortex and is convected
away from the centre as seen in budgets of normal Reynolds stresses. There is a small
amount of pressure strain and pressure transport with opposite sign. The right hand
side of eq. (6.1) (from now on referred to as RHS) show a minimum at around 0.2η and
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Figure 6.1: Budgets of TKE at t/T = 0.48, 0.96.. Convection ( ), Diffusion ( ),
Dissipation ( ), Production ( ), Pressure strain ( ), Pressure transport ( ),
Rotation ( ), Turbulent transport ( ), RHS of eq. (6.1) ( ), markers are shown
for every 5 points for clarity
reaches a peak at the edge of the vortex. The budget turbulent transport is greater than
production showing that the vortex is still adjusting to the background turbulence.
At t/T = 0.96, near the centre of the vortex, the dissipation term becomes dominant and
viscous diffusion effects become negligible. However, the production term is negative,
this is because the turbulence is convected away from the centre of the vortex, this is
seen in the budgets of Reynolds stresses in r and θ directions. As we move away from
the centre of the vortex diffusion and production become dominant in the annulus of the
vortex (0.5− 0.7η). However, the turbulent transport budget is negative indicating that
turbulence is transported towards the vortex centre from the edge of the vortex and at
higher η ∼ 1.8 the transport of turbulence changes sign.
Once the vortex adjusts itself to the background turbulence, at t/T = 1.44, 1.92 the
RHS of budgets are similar except the peak is moved towards the edge of the vortex
(fig. 6.2). The dissipation term is still dominant near the centre of the vortex at these
times. However, the dominant contribution to RHS at t/T = 1.44 is from the production
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Figure 6.2: Budgets of TKE at t/T = 1.44, 1.92 .. Convection ( ), Diffusion ( ),
Dissipation ( ), Production ( ), Pressure strain ( ), Pressure transport ( ),
Rotation ( ), Turbulent transport ( ), RHS of eq. (6.1) ( ), markers are shown
for every 5 points for clarity
in the annulus of the vortex with peak at ∼ 0.6η, showing that the vortex has adjusted
to the background turbulence and the transport of turbulence into the vortex happens
at η ∼ 0.7. At the edge of the vortex the production term is negative, the reason for this
might be the streamline curvature similar to the that is found in turbulent boundary
layer during separation and reattachment by Abe et al. (2012). At t/T = 1.92 the
contribution to budget in the vortex core is dominated by the turbulent transport with
the magnitude of the viscous diffusion term starting to increase indicating the vortex is
starting to decay as the production terms contribution reduces. As seen in the Reynolds
stress budgets, the production of radial normal stress is balanced by the production of
axial normal stress. Away from the vortex core negative production has developed for
the same reason as at t/T = 1.44.
Figure 6.3 show the budgets of TKE at the later stages of vortex evolution, as seen
the production is negative for t/T = 2.4 and 2.88, however the dominant terms in RHS
are turbulent transport and production. However, at t/T = 2.88 the transport term
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Figure 6.3: Budgets of TKE at t/T = 2.4, 2.88 .. Convection ( ), Diffusion ( ),
Dissipation ( ), Production ( ), Pressure strain ( ), Pressure transport ( ),
Rotation ( ), Turbulent transport ( ), RHS of eq. (6.1) ( ), markers are shown
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is negative indicating that the vortex started responding to the boundaries and the
turbulence from the outer core transferred into the vortex.
Observations on the budgets of TKE; after the vortex has adjusted to the background
turbulence, dissipation is greater than production near the centre of the vortex till around
0.2η as seen in fig. 6.2, and production is greater than dissipation with in the vortex
core, which is similar to the behaviour of a turbulent boundary layer, till a peak value
is reached. Figure 6.4 show a qualitative comparison of the contributions of production,
dissipation and turbulent transport at t/T = 1.44 with the TKE budget of a turbulent
boundary layer at a Reynolds number based on momentum thickness of 1410.
Next, the profiles of the TKE budgets at t/T = 2.4 (fig. 6.3) are similar to those of t/T =
0.48. In both the profiles, the contribution of turbulent transport is dominant. RHS
show a similar trend with the peak values shifted by ∼ 0.5η. May be there exists some
similarity solution in time (similar to the spatial similarity of the turbulent boundary
layer) for vortex flows. The author is not aware of any such solution. In another way, if
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the background turbulence is higher than the present values the peak values of RHS at
t/T = 2.4 might shift to a lower η.
Similarly, the TKE budgets at t/T = 2.88 and 0.96 show similar trends. The contribution
of production term is negative in at t/T = 2.88 and it changes sign within the vortex
core at t/T = 0.96. Turbulent transport is negative in both cases and the peak value of
RHS is located at the edge of the vortex.
Figure 6.4: Qualitative comparison of terms in the TKE budget of a vortex at t/T =
1.44 (a) and TKE budget of turbulent boundary layer at Reynolds number based on
momentum thickness of 1410 normalized by the viscous stresses (b) (Pope, 2000)
6.3 Budgets of normal Reynolds stresses
In this section the budgets of normal Reynolds stresses v′2r , v′2θ , v′2z are presented for the
same non-dimensional times as for TKE.
6.3.1 Budget of v′2r
Figures 6.5 to 6.7 show the budgets of v′2r at different periods of evolution. During
the initial stages when the background turbulence is adjusting to the presence of the
vortex (fig. 6.5) at t/T = 0.48. The convection and production terms increase near
the centre of vortex. The magnitude of these quantities reach peaks at ∼ 0.6η. The
reason for the negative production is that the turbulence is adjusting to the streamline
curvature. As seen later the convective terms in the radial normal stress budget are
balanced by the convection terms in the tangential Reynolds normal stress, so as to
preserve axisymmetry and gets cancelled in the TKE profiles. The viscous diffusion and
dissipation term contributions are similar to those of the TKE budgets. There are also
small contributions of pressure strain and pressure transport with opposite signs.
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The RHS at t/T = 0.48 is dominated by turbulent transfer, this show that the turbulence
is organising itself to the presence of coherent structures, as transport and convection
terms change the structure of turbulence without affecting turbulence intensity. The
peak of RHS is at around 0.5η similar to the peak location of corrected radial normal
stress. At t/T = 0.96 the convective term contribution is negative, this is balanced by
the budget of v′2θ . The profile for the production term is similar to the convection profile,
the negative value of production indicates that the turbulence within the vortex is being
organized. The other profiles show similar behaviour to that of TKE.
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Figure 6.5: Budgets of v′2r at t/T = 0.48, 0.96.. Convection ( ), Diffusion ( ),
Dissipation ( ), Production ( ), Pressure strain ( ), Pressure transport ( ),
Rotation ( ), Turbulent transport ( ), RHS of eq. (6.1) ( ), markers are shown
for every 5 points for clarity
Once the background turbulence is organized to the presence of the vortex, the produc-
tion and convection of v′2r at t/T = 1.44 increase in the annulus of the vortex reaching
a peak at ∼ 0.6η and then become negative at the edge of the vortex as shown in
fig. 6.6. The turbulent transport is positive but constant with in the vortex till produc-
tion reaches a peak and then reduces in the outer part of the vortex. The other terms
show similar trends to that of TKE.
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At t/T = 1.92 the production and convection terms are negative and the peak is located
at the edge of the vortex. In TKE budget the production of v′2r is balanced by production
of v′2z and convection budget by convection of v′2θ in TKE.
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Figure 6.6: Budgets of v′2r at t/T = 1.44, 1.92.. Convection ( ), Diffusion ( ),
Dissipation ( ), Production ( ), Pressure strain ( ), Pressure transport ( ),
Rotation ( ), Turbulent transport ( ), RHS of eq. (6.1) ( ), markers are shown
for every 5 points for clarity
Figure 6.7 show the budgets of v′2r at t/T = 2.4, 2.88, showing similarity to the obser-
vations of TKE budgets. These also show similarity with the budgets of radial normal
stresses at t/T = 0.48, 0.96.
6.3.2 Budget of v′2θ
Figures 6.8 to 6.10 show the budgets of v′2θ for different periods of evolution. During
the initial stages, the background turbulence is adjusting to the presence of the vortex
(fig. 6.8) as at t/T = 0.48. The contributions of production, convection, dissipation and
RHS are similar to those of the radial normal stress with opposite sign. The pressure
strain term budget is almost zero, the other budgets are similar to those for TKE.
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Figure 6.7: Budgets of v′2r at t/T = 2.4, 2.88.. Convection ( ), Diffusion ( ),
Dissipation ( ), Production ( ), Pressure strain ( ), Pressure transport ( ),
Rotation ( ), Turbulent transport ( ), RHS of eq. (6.1) ( ), markers are shown
for every 5 points for clarity
At t/T = 0.96 the contributions of convective and dissipation terms are of the same shape
and magnitude as for the radial normal stress, but with opposite sign. The production
term show a similar profile to v′2r but the magnitude is reduced by half. However, the
turbulent transport term is reduced in magnitude and also becomes positive at the edge
of the vortex. The other terms are similar to the budget of v′2r
At t/T = 1.44 the convective and dissipation terms are similar to v′2r but with opposite
sign, as shown in (fig. 6.9). The turbulent transport term is positive in the annulus of
the vortex and changes sign near the edge of the vortex. However, the production term
is negligible in the core and is negative for η greater than core radius. At t/T = 1.96, the
convection and dissipation term contributions are similar to the contribution of these
terms in v′2r budget. However, the production term changes sign at the edge of vortex
and the magnitude of turbulent transport term is reduced.
Figure 6.9 show the budgets of v′2θ at t/T = 2.4, 2.88, when compared with the budgets
of v′2r (fig. 6.7), observations are similar to the budget analysis of tangential normal
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Figure 6.8: Budgets of v′2θ at t/T = 0.48, 0.96.. Convection ( ), Diffusion ( ),
Dissipation ( ), Production ( ), Pressure strain ( ), Pressure transport ( ),
Rotation ( ), Turbulent transport ( ), RHS of eq. (6.1) ( ), markers are shown
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stress at t/T = 1.96.
6.3.3 Budget of v′2z
Figures 6.11 to 6.13 show the budgets of v′2z at the non dimensional times given in section
6.1. At t/T = 0.48 (fig. 6.11) the contribution of convection, diffusion and rotation terms
are zero. The turbulent transport has the same shape as that of TKE. However, the
production term flattens out and reaches zero at around 1.5η.
The dissipation profile at t/T = 0.48, 0.96 show the same shape as for TKE but the
magnitude is twice that for TKE. At t/T = 0.96 the production in the core increases
with peak at 0.6η and becomes negative outside the core. Turbulent transport is negative
in the core and changes slightly for η < 0.3η, its absolute value reaches a peak near the
edge of the vortex. There is a change of sign at η ∼ 2. Other contributions not mentioned
here are similar to those for TKE.
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Figure 6.9: Budgets of v′2θ at t/T = 1.44, 1.92.. Convection ( ), Diffusion ( ),
Dissipation ( ), Production ( ), Pressure strain ( ), Pressure transport ( ),
Rotation ( ), Turbulent transport ( ), RHS of eq. (6.1) ( ), markers are shown
for every 5 points for clarity
Figure 6.12 show the budgets of v′2z after initial turbulence adjusts with the coherent
structure. At t/T = 1.44 production is dominant and reaches a peak similar to TKE.
The turbulent transport budget increases at near the centre; away from the centre, in
the annulus it is constant, starts reducing at the edge of the vortex upto a negative peak
at around 1.5η, and reaches zero at ∼ 2.5η. Dissipation term show similar behaviour to
those for TKE. The budgets at t/T = 1.96 show similar trends to those at t/t = 1.44,
with the peaks shifting towards the edge of the vortex, except turbulent transport which
reduces in the vortex and then increases.
Figure 6.13 show the budgets at t/T = 2.4, 2.88. These are similar to other normal
stresses, the profiles exhibits similarity with peaks shifting towards larger η.
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Figure 6.10: Budgets of v′2θ at t/T = 2.4, 2.88.. Convection ( ), Diffusion ( ),
Dissipation ( ), Production ( ), Pressure strain ( ), Pressure transport ( ),
Rotation ( ), Turbulent transport ( ), RHS of eq. (6.1) ( ), markers are shown
for every 5 points for clarity
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Figure 6.11: Budgets of v′2z at t/T = 0.48, 0.96.. Convection ( ), Diffusion ( ),
Dissipation ( ), Production ( ), Pressure strain ( ), Pressure transport ( ),
Rotation ( ), Turbulent transport ( ), RHS of eq. (6.1) ( ), markers are shown
for every 5 points for clarity
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Figure 6.12: Budgets of v′2z at t/T = 1.44, 1.92.. Convection ( ), Diffusion ( ),
Dissipation ( ), Production ( ), Pressure strain ( ), Pressure transport ( ),
Rotation ( ), Turbulent transport ( ), RHS of eq. (6.1) ( ), markers are shown
for every 5 points for clarity
Chapter 6 Structure of a vortex 89
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−1
−0.5
0
0.5
1
1.5
x 10−3 t/T=2.4
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−4
−2
0
2
4
x 10−4
η
t/T=2.88
Figure 6.13: Budgets of v′2z at t/T = 2.4, 2.88.. Convection ( ), Diffusion ( ),
Dissipation ( ), Production ( ), Pressure strain ( ), Pressure transport ( ),
Rotation ( ), Turbulent transport ( ), RHS of eq. (6.1) ( ), markers are shown
for every 5 points for clarity
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6.4 Budgets of Reynolds shear stress
6.4.1 Budget of v′rv
′
θ
Figures 6.14 to 6.16 show the budgets of radial tangential shear stress at different times.
For t/T ≤ 0.96 (fig. 6.14), near the centre of the vortex production and RHS peak and
the value reduces into the annulus of the vortex. The contributions of convection, tur-
bulent transport, pressure strain and rotation terms are small at the centre. Turbulent
transport and rotation increase along the radius and peaks at the edge of the vortex,
and decreases to zero farther away. The contribution of pressure strain and convection
are negative and increases in magnitude as radius of the vortex increases, these form
negative peaks around 0.6η and edge of the vortex respectively.
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−1
−0.5
0
0.5
1
1.5
x 10−3 t/T=0.48
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−1
−0.5
0
0.5
1
1.5
x 10−3
η
t/T=0.96
Figure 6.14: Budgets of v′rv′θ at t/T = 0.48, 0.96.. Convection ( ), Diffusion ( ),
Dissipation ( ), Production ( ), Pressure strain ( ), Pressure transport ( ),
Rotation ( ), Turbulent transport ( ), RHS of eq. (6.1) ( ), markers are shown
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As the turbulence adjusts itself to the coherent structure as shown in fig. 6.15, for
t/T < 1.92 the peak of production and the budget moves away from the centre of the
vortex into the annulus at ∼ 0.6η and ∼ 0.4η respectively. The rotation and turbulent
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transports peak at the edge of the vortex. The pressure strain and convection terms
produce a negative peak at the edge of the vortex for t/T = 1.44. Interesting is the
behaviour of convection and rotation terms at the centre of the vortex, rotation term is
positive and the convection term is negative, this show that the centre of the vortex acts
as a sink with convection and a source with rotation, which is consistent with continuity
at the centre of the vortex.
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Figure 6.15: Budgets of v′rv′θ at t/T = 1.44, 1.92.. Convection ( ), Diffusion ( ),
Dissipation ( ), Production ( ), Pressure strain ( ), Pressure transport ( ),
Rotation ( ), Turbulent transport ( ), RHS of eq. (6.1) ( ), markers are shown
for every 5 points for clarity
At higher times (t/T = 2.24, 2.88) as shown in fig. 6.16, the peak of the budget still
remain at the same location as t/T = 1.92. However, the behaviour of the contributions
in the annulus of the vortex is interesting. For η < 0.5, the magnitude of negative
peak of rotation and positive peak of convection increases; increasing the magnitude of
RHS. This show that the centre of the vortex is decaying to reach solid body rotation
or inviscid rotation.
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Figure 6.16: Budgets of v′rv′θ at t/T = 2.4, 2.88.. Convection ( ), Diffusion ( ),
Dissipation ( ), Production ( ), Pressure strain ( ), Pressure transport ( ),
Rotation ( ), Turbulent transport ( ), RHS of eq. (6.1) ( ), markers are shown
for every 5 points for clarity
6.4.2 Budget of v′rv′z
Figures 6.17 to 6.19 show the budgets of v′rv′z. As seen from fig. 6.11, during the initial
stages of evolution production and pressure strain (negative) show a peak at the centre
and reduces to zero outside the core. Convection and rotation terms are zero at the
centre of the vortex and their peak magnitudes are located at ∼ 0.6η. The other terms
are nearly zero. During the later stages of evolution, the production at the centre remains
constant and produces a peak at the edge of the vortex as seen in figs. 6.18 and 6.19.
6.4.3 Budget of v′θv′z
Figures 6.20 to 6.22 show the budgets of v′θv′z at different times. During the initial times
as shown in fig. 6.20, the production term is dominant and peaks around 0.7η. The
convection term is negative and increases in magnitude from zero at the centre to peak
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Figure 6.17: Budgets of v′rv′z at t/T = 0.48, 0.96.. Convection ( ), Diffusion ( ),
Dissipation ( ), Production ( ), Pressure strain ( ), Pressure transport ( ),
Rotation ( ), Turbulent transport ( ), RHS of eq. (6.1) ( ), markers are shown
for every 5 points for clarity
at ∼ 0.5η. The rotation term is positive and increases in magnitude from zero at the
centre to a positive peak at the ∼ 0.5η. The other terms in the budget are negligible.
Figure 6.21 show the budgets of v′θv′z at t/T = 1.44, 1.92. The budget contributions
are similar to the initial times with the magnitude of peak production, convection and
diffusion increasing. The turbulent transport contribution is complicated as it increases
and decreases and then again increases forms a wavy pattern. Figure 6.22 show the
budgets at t/T = 2.4, 2.88, the production is similar to the initial time and the magnitude
has increased. However, the interesting part is that the rotation and convection terms
are zero for η < 0.6 and the magnitude is reduced compared to t/T = 0.48, 0.96. Similar
behaviour of rotation and convection terms are seen at t/T = 0.96 in fig. 6.20. The
turbulent transport term also changes sign at t/T = 2.88
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Figure 6.18: Budgets of v′rv′z at t/T = 1.44, 1.92.. Convection ( ), Diffusion ( ),
Dissipation ( ), Production ( ), Pressure strain ( ), Pressure transport ( ),
Rotation ( ), Turbulent transport ( ), RHS of eq. (6.1) ( ), markers are shown
for every 5 points for clarity
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Figure 6.19: Budgets of v′rv′z at t/T = 2.4, 2.88.. Convection ( ), Diffusion ( ),
Dissipation ( ), Production ( ), Pressure strain ( ), Pressure transport ( ),
Rotation ( ), Turbulent transport ( ), RHS of eq. (6.1) ( ), markers are shown
for every 5 points for clarity
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Figure 6.20: Budgets of v′θv′z at t/T = 0.48, 0.96.. Convection ( ), Diffusion ( ),
Dissipation ( ), Production ( ), Pressure strain ( ), Pressure transport ( ),
Rotation ( ), Turbulent transport ( ), RHS of eq. (6.1) ( ), markers are shown
for every 5 points for clarity
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Figure 6.21: Budgets of v′θv′z at t/T = 1.44, 1.92. Convection ( ), Diffusion ( ),
Dissipation ( ), Production ( ), Pressure strain ( ), Pressure transport ( ),
Rotation ( ), Turbulent transport ( ), RHS of eq. (6.1) ( ), markers are shown
for every 5 points for clarity
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Figure 6.22: Budgets of v′θv′z at t/T = 2.4, 2.88. Convection ( ), Diffusion ( ),
Dissipation ( ), Production ( ), Pressure strain ( ), Pressure transport ( ),
Rotation ( ), Turbulent transport ( ), RHS of eq. (6.1) ( ), markers are shown
for every 5 points for clarity
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6.5 Structure of turbulent vortex
In this section, the structure and development of a turbulent vortex is presented with
the help of Reynolds stress budgets.
The budgets of TKE for the simulation time presented in this chapter, show that dis-
sipation is greater than production. While the background turbulence adjusts itself
to the presence of coherent structure the dissipation is greater than production for
η ∼ 0.2. During the time period (0.96 ≤ t/T ≤ 1.92) dissipation is greater than pro-
duction for η ∼ 0.4, after this the range reduces to ∼ 0.15η. The TKE budgets during
1.92 ≤ t/T ≤ 2.88 show similarity with the TKE budgets for t/T < 0.96, with the
peak location of RHS located outside the core of the vortex, it is also consistent from
corrected turbulent kinetic energy which show decay during this period. Similar to TKE
budgets, the budgets of normal Reynolds stresses also show a similarity during this pe-
riod. The budgets show a turbulent boundary layer type profile for the vortex. However,
the production mechanisms are different from that of a turbulent boundary layer, these
are presented below.
Figure 6.23: Schematic of vortex development
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Figure 6.23 show the movement of turbulence in a vortex during evolution . During the
initial stages, the turbulence in and around the vortex organizes itself with the coherent
structures. The turbulence around the vortex is drawn into the vortex (path shown by
blue arrows in fig. 6.23), during this time the turbulence near the centre of vortex is
organized into smaller turbulence structures.
Here, the centre of the vortex acts as sink (similar to water draining into a plug hole).
Also, because of continuity, the centre of the vortex cannot store energy and it dissipates
energy by forming small turbulent structures (acting as a source of turbulence, path
shown by red arrow in fig. 6.23). As seen in the budgets of radial tangential shear
stress at t/T = 1.44, the rotation term acts a source and convection term acts a sink
of turbulence. As these structures convect through the annulus of the vortex they form
hairpin structures due to the centrifugal force of the vortex. These hairpin structures
break down in the annulus of the vortex forming smaller hairpin structures or secondary
vortices.
This is the structure of the vortex near the centre and generation of turbulence in a
vortex. The region of influence of the vortex centre as source and sink seems to be
around 0.6η in the present study. However, this value is not universal and the author
with his limited exposure cannot comment weather it is a constant or how it varies.
Once we move away from the centre, the turbulence around the edge of the vortex is
absorbed into the vortex. As these are too far away for the centre to be influenced,
these form into helical structures in the annulus. Once the turbulence in the annulus is
reduced, these helical structures are absorbed into the core, forming secondary hairpin
vortices of smaller strength. This process of creation and decay of turbulence structures
continues until, the energy balance at the centre of the vortex is reached or an instability
such as Widnall instability is reached in the vortex. The discussion of movement of the
turbulence in the vortex and formation of secondary hairpin structures, is inspired from
the work by Haller and Beron-Vera (2013).
From the TKE budgets, it is concluded that the structure of a turbulent vortex is similar
to that of a turbulent boundary layer and the turbulence is generated from external
sources such as from wings. The conclusion is similar to that of Devenport et al. (1996),
who concluded that the turbulence is coming from the boundary layer of the wings.
Their analysis also show that the vortex tends to re-laminarize and all the turbulence
is coming from the boundary layer. If the boundary conditions had not influenced the
vortex fro t/T > 3 in the present simulations the vortex would have re-laminirized and
the turbulence would have decayed in the vortex.
Chapter 7
Conclusion and Future ideas
In the present work DNS of a Batchelor q-vortex with axial pressure gradient was pro-
duced using a fairly new computational method. The computational method uses com-
pact schemes for the evaluation of spatial derivatives, with Runge-Kutta time integra-
tion and a projection method for enforcing the incompressibility condition. The Poisson
equation for pressure is solved in spectral space on a semi staggered grid. Two different
types of boundary conditions were used in the cross-stream direction, to study the effect
of vortex wandering. A detailed analysis of Reynolds stress budgets is also presented to
understand turbulent transport in vortex flows and characterize flow features. Based on
the analysis of results a summary of conclusions is presented in this chapter followed by
future ideas.
7.1 Conclusions
7.1.1 Validation
The solver and the numerical methods in the program incompact3d has been validated
for a 3D Taylor-Green vortex. A turbulence generator code was written to generate
initial homogeneous isotropic turbulence. The initial conditions thus generated were
also validated using the available DNS database.
7.1.2 Turbulent axial vortex
DNS of an isolated turbulent axial vortex with two different boundary conditions in
the cross stream was performed. The analysis of the uncorrected results shows that
for a vortex with symmetric boundary conditions the turbulent kinetic energy increases
with time. The periodic simulation uncorrected profiles agree with published DNS data.
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However, it is found that the vortex is subject to random wandering in both space and
time. To account for this, the correction procedure that is used in experiments is used
to post-process the data from the simulations.
The vortex wandering in the symmetric case is higher than the periodic case. The cor-
rection procedure had negligible effect on the mean velocity statistics. Interesting results
were obtained once corrected for wandering in the turbulent statistics, the correction
procedure has removed the effect of boundary conditions on the profiles of Reynolds
stresses. Hence, it is concluded that boundary conditions also cause vortex wandering
and correction for wandering should be performed for DNS data in post processing.
The uncorrected global properties like mean tangential velocity, mean axial velocity,
location of peak normal stresses are similar to the corrected ones.
The uncorrected turbulent statistics show that the centre of the vortex is highly turbu-
lent, which agrees with the widely published DNS data. Once corrected the turbulence
at the centre of the vortex reduced and the Reynolds stresses reveal interesting features
of the flow. Important observations from the vortex wandering correction procedure are,
• Vortex wandering is caused by boundary conditions
• The overshoot of turbulence (3%) found in previous DNS data by Qin (1998) is
caused by uncorrected profiles of vortex wandering
• The correction procedure had a negligible effect on mean velocity profiles, but the
impact on the Reynolds stresses is very high
• The correction for vortex wandering changed the apparent structure of the vortex
• The corrected turbulent statistics show low turbulence levels at the centre of the
vortex, which was not reported by any previous DNS data.
The normal Reynolds stresses show a peak in the annulus of the vortex. The radial
tangential shear stress shows a change of sign in the vortex core. To understand the
structure of the vortex budget analysis Reynolds stresses were performed.
From the budget analysis of corrected Reynolds stresses and the analysis of the TKE
budgets, for non dimensional time > 0.96 the vortex showed characteristics of a turbu-
lent boundary layer, which are masked in previous published DNS results because the
correction for vortex wandering is not performed.
The production of turbulence near the centre of the vortex (0.6η) arises from the for-
mation of secondary ‘hairpin’ structures, their break down and reformation, dissipation
is caused by convection and rotation but not by viscous dissipation or diffusion. This is
the reason why vortices persist in nature for a long time.
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7.2 Future ideas
There are many unanswered questions in this study, the future ideas are given below
• Detect Lagrangian coherent structures and hairpin vortices using finite time Lya-
punov exponents
• Simulate isolated vortices using existing Reynolds stress models and compare the
results with the Reynolds stress transport budgets reported here. This helps in
modification of the existing models
• Perform DNS of isolated turbulent vortices at higher Reynolds numbers to under-
stand similarity characteristics
• Perform DNS using unbounded boundary conditions and check the effect of wan-
dering on the results
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Appendix A
Reynolds Stress transport
equations in cylindrical
coordinates
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Turbulent transport terms
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′3
θ
)
− ∂
∂z
(
v′rv
′
θv
′
z
)
(A.23)
Ttrz =
1
r
∂
∂r
(
rv′rv
′
rv
′
z
)
− 1
r
(
∂
∂θ
(v′rv
′
θv
′
z)− v′θv
′
θv
′
z
)
− ∂
∂z
(
v′rv
′
zv
′
z
)
(A.24)
Ttθz =
1
r
∂
∂r
(
rv′rv
′
θv
′
z
)
− 1
r
(
∂
∂θ
(v
′
θv
′
θv
′
z) + v
′
rv
′
θv
′
z
)
− ∂
∂z
(
v
′
θv
′
zv
′
z
)
(A.25)
(A.26)
Pressure transport
Ptrr = −2
ρ
[
∂
∂r
(v′rp
′)− v′rp′
]
(A.27)
Ptθθ = − 2
rρ
[
∂
∂θ
(v
′
θp
′)− v′θp′
]
(A.28)
Ptzz = −2
ρ
∂
∂z
(v′zp
′) (A.29)
Ptrθ = −1
ρ
[
∂
∂r
(v
′
θp
′) +
1
r
∂
∂θ
(v′rp
′)− 1
r
v
′
θp
′
]
(A.30)
Ptrz = −1
ρ
[
∂
∂r
(v′zp
′) +
∂
∂z
(v′rp
′)
]
(A.31)
Ptθz = −1
ρ
[
1
r
∂
∂θ
(v′zp
′) +
∂
∂z
(v
′
θp
′)
]
(A.32)
Pressure strain transport
Πrr = 2
p′
ρ
∂v′r
∂r
(A.33)
Πθθ = 2
p′
ρ
(
∂v
′
θ
∂θ
+ v′r
)
(A.34)
Πzz = 2
p′
ρ
∂v
′
θ
∂θ
(A.35)
Πrθ =
p′
ρ
[
1
r
(
∂v′r
∂θ
− v′θ
)
+
∂v
′
θ
∂r
]
(A.36)
Πrz =
p′
ρ
[
∂v′r
∂z
+
∂v′z
∂r
]
(A.37)
Πθz =
p′
ρ
[
1
r
∂v′z
∂θ
+
∂v
′
θ
∂z
]
(A.38)
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Dissipation terms
rr = −ν
[(
∂v′r
∂r
)2
+
(
1
r
[
∂v′r
∂θ
− v′θ
])2
+
(
∂v′r
∂z
)2]
(A.39)
θθ = −ν
[(
∂v′θ
∂r
)2
+
(
1
r
[
∂v′θ
∂θ
− v′r
])2
+
(
∂v′θ
∂z
)2]
(A.40)
zz = −ν
[(
∂v′z
∂r
)2
+
(
1
r
[
∂v′z
∂θ
− v′θ
])2
+
(
∂v′z
∂z
)2]
(A.41)
rθ = −ν
[(
∂v′r
∂r
∂v′θ
∂r
)
+
(
1
r2
[
∂v′r
∂θ
− v′θ
] [
∂v′θ
∂θ
+ v′r
])
+
(
∂v′r
∂z
∂v′θ
∂z
)]
(A.42)
rz = −ν
[(
∂v′r
∂r
∂v′z
∂r
)
+
(
1
r2
[
∂v′r
∂θ
− v′θ
] [
∂v′z
∂θ
+ v′r
])
+
(
∂v′r
∂z
∂v′θ
∂z
)]
(A.43)
θz = −ν
[(
∂v′θ
∂r
∂v′z
∂r
)
+
(
1
r2
∂v′z
∂θ
[
∂v′θ
∂θ
+ v′r
])
+
(
∂v′θ
∂z
∂v′z
∂z
)]
(A.44)
Diffusion terms
Drr = −ν
[
1
r
∂
∂r
(
r
∂(v′2r )
∂r
)
+
1
r2
(
∂2v′2r
∂θ2
− 4∂(v
′
rv
′
θ)
∂θ
+ 2(v
′2
θ − v′2r )
)
∂2v′2r
∂z2
]
(A.45)
Dθθ = −ν
[
1
r
∂
∂r
(
r
∂(v
′2
θ )
∂r
)
+
1
r2
(
∂2v
′2
θ
∂θ2
+ 4
∂(v′rv
′
θ)
∂θ
− 2(v′2θ − v′2r )
)
∂2v
′2
θ
∂z2
]
(A.46)
Dzz = −ν
[
1
r
∂
∂r
(
r
∂2(v′2z )
∂r2
)
+
1
r2
∂2(v′2r )
∂θ2
+
∂2(v′2r )
∂z2
]
(A.47)
Drθ = −ν
[
1
r
∂
∂r
(
r
∂(v′rv
′
θ)
∂r
)
+
1
r2
(
∂2v
′2
θ
∂θ2
+ 2
∂(v′2r )
∂θ
− 2∂(v
′2
θ )
∂θ
− 4(v′rv′θ)
)
∂2v′rv
′
θ
∂z2
]
(A.48)
Drz = −ν
[
1
r
∂
∂r
(
r
∂(v′rv
′
z)
∂r
)
+
1
r2
(
∂2v′rv
′
z
∂θ2
− 2∂(v
′
θv
′
z)
∂θ
− v′rv′z
)
∂2v′rv
′
z
∂z2
]
(A.49)
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Dθz = −ν
[
1
r
∂
∂r
(
r
∂(v
′
θv
′
z)
∂r
)
+
1
r2
(
∂2v
′
θv
′
z
∂θ2
+ 2
∂(v′rv
′
z)
∂θ
− v′θv′z
)
∂2v
′
θv
′
z
∂z2
]
(A.50)
Transport equation for turbulent kinetic energy
The turbulent kinetic energy is given by,
k =
1
2
(u′2 + v′2 + w′2) (A.51)
The transport equation for turbulent kinetic energy is given by,
∂k
∂t
+ uj
∂k
∂xj
= −∂u
′
ip
′
∂xi
− 1
2
∂u′ju
′
ju
′
i
∂xi
+ ν
∂2k
∂x2j
− u′iu′j
∂ui
∂xj
− ν ∂u
′
i
∂xj
∂u′i
∂xj
(A.52)
