Higher-order Laue-zone (HOLZ) lines were investigated in convergent-beam electron diffraction patterns from silicon near the low-indexed zone axes [100], [110] and [111]. The visibility of these lines depends on the effective structure potentials of the reflections from the first Laue zone depending on their Debye-Waller factor. The contrast of the HOLZ lines is strongly reduced by inelastically scattered electrons. They can be excluded by an imaging 12 filter for energy losses above 2 eV. The diffraction patterns were compared with many-beam calculations. Without absorption, an excellent agreement could be achieved for the [111] and [100] zone axes, while the simulation of the [110] zone-axis pattern needed a calculation with absorption. The reason for this observation is explained in the Bloch-wave picture. Calculations with absorption, however, lead to artefacts in the intensity distribution of the [100] HOLZ pattern. In order to obtain agreement with the experiment, the Debye-Waller factor had to be modified in different ways for the different zone axes. This corresponds to a strong anisotropy of the Debye-Waller factor. To confirm this observation, the temperature dependence of the itensity distributions of the HOLZ patterns was investigated between 50 and 680 K. At room temperature, the parameter D in the Debye-Waller factor exp(-Ds 2) was determined as 0.13, 0.26 and 0.55,~ 2 for the zone axes [100], [111] and [110], respectively. The reliability of the conclusions is discussed.
Introduction
Large-angle convergent-beam electron diffraction patterns, called Kossel patterns for electrons (Goodman, 1974) , are similar to Kikuchi patterns which are formed by inelastically scattered electrons. They contain more information on the crystal structure than Kikuchi patterns..Since the Kikuchi patterns consist of electrons of different energies, information is lost. The convergentbeam patterns contain, as well as the elastically scattered electrons, inelastically scattered electrons which may cover important features of elastic scattering. When an energy f'dter (Krahl, 1990) is used for imaging the diffraction pattern, the inelastically scattered electrons can be cut off above an energy-loss level given by the resolution of the filter (Holmestad, Krivanek, Hoier, Marthinsen & Spence, 1993) . This allows an accurate analysis of the diffraction pattern by simulation (Mayer, Spence & Mrbus, 1991) .
Convergent-beam electron diffraction patterns show, near low-indexed zone axes, faint lines resulting from reflections of the first Laue zone. These lines are called 'higher-order Laue-zone' (HOLZ) lines Rackham, Steeds & Jones, 1975) . They contain three-dimensional information on lattice parameters and energy of the incident electrons, as demonstrated by Tanaka, Terauchi & Kaneyama (1985) . Their intensity depends on the effective structure potential of the corresponding reflections. By 'effective', the influence of the Debye-Waller factor is meant. This results in a temperature dependence of the intensity of the HOLZ lines.
In this work, we will test what information can be obtained by comparing energy-filtered HOLZ patterns with calculated intensity distributions using the formalism of the dynamical theory of electron diffraction described, for example, in the papers of Voss, Lehmpfuhl & Smith (1980) and Kambe & Moli~re (1970) .
Experiment
Experiments were performed with silicon near the three zone axes [111] , [100] and [110] . Specimen discs in these orientations were prepared by cutting, dimple grinding and subsequent ion thinning or chemical etching.
In order to exclude the inelastically scattered electrons at room temperature, a Siemens Elmiscope with an ~2 filter was used (Krahl, 1990) . The diffraction patten was built up mainly by elastically scattered electrons and electrons that had suffered energy losses of less than 2eV. The condition for convergent-beam electron diffraction (Goodman & Lehmpfuhl, 1965 ) from a small specimen area of several tens of nanometres diameter was achieved by lowering the z position of the specimen. The cone angle of the incident beam could be adjusted by a combination of the lens currents for the condenser, objective and intermediate lens in such a way that neighbouring diffraction discs were just touching each other. These lens currents depend on the size of the condenser aperture. The crystals were mounted on a topentry double-tilt goniometer stage. In order to reduce the contamination, the area around the specimen was cooled by liquid nitrogen.
The temperature dependence of the intensity distribution in the zone-axis patterns was investigated with different electron microscopes. The DEEKO 250 with a cryo-goniometer stage, developed in our institute (Heide, 1982) , was used to cover the temperature range between room temperature and 10 K. For elevated temperatures, the Philips 400T was used with a Gatan heating doubletilt goniometer stage. With the Siemens Elmiscope, energy filtering could only be done at room temperature. Comparison with unfiltered patterns indicates the gain in information one could expect by faltering at lower or more elevated temperatures.
Experimental results
In the [111] zone-axis pattern, the strongest influence of the first Laue zone can be seen in an energy-filtered pattern, as shown in Fig. 1 (a) . In this well known pattern, a very strong contrast of the HOLZ lines is observed because the inelasticaUy scattered electrons with energy losses above approximately 2 eV are excluded. The fine lines with threefold symmetry are due to the reflections from the first Laue zone. The wide extinction contours with sixfold symmetry are due to the reflections from the zeroth Laue zone and depend on the crystal thickness. Fine details in the centre and subsidiary maxima between HOLZ lines can clearly be seen. Without filtering, the contrast is strongly reduced, as shown in Fig. l(b) . The reduction of contrast by contamination could be excluded' in this case. The change of contrast with temperature is shown in Fig. l(c) at 100K and in Fig. l(d) at 660K without filtering. At these temperatures, the contamination is strongly reduced. Only inelastically scattered electrons contribute to the background.
HOLZ lines in the [100] zone-axis pattern are more faint because the scattering angles of reflections of the first Laue zone are larger than those in the [111] zone axis, and consequently the structure potentials of the corresponding reflections are weaker. However, by energy filtering they become visible with good contrast, as shown in Fig. 2(a) . Without filtering, their contrast is poor, as can be seen in Fig. 2(b) . The change of contrast with temperature is shown in Fig. 2 (c) at 20 K and in Fig. 2(d) at 430 K. At the low temperature, the contrast of the HOLZ lines becomes very strong, even without filtering. At the high temperature, the HOLZ lines have almost disappeared.
In the [110] zone-axis pattern, the HOLZ lines are not visible at room temperature, even after energy filtering, as shown in Fig. 3(a) . The intensity of the reflections of the first Laue zone is too weak to modify the intensity distribution owing to the reflections from the zeroth Laue zone. The indices of the HOLZ refelctions are very large, as discussed in the Concluding remarks. The characteristic intensity distribution is therefore determined only by reflections of the zeroth Laue zone. When the temperature is lowered, faint HOLZ lines become visible at 50 K, as shown in Fig. 3(b) . The contrast is reduced by inelastically scattered electrons since energy filtering could only be done at room temperature.
Calculation
The convergent-beam diffraction patterns were compared with simulations, as described by Voss, Lehmpfuhl & Smith (1980) using the Bethe formulation of dynamical theory with structure potentials from Doyle & Turner (1968) . For the low-indexed structure potentials, the experimentally refined values from Voss, Lehmpfuhl & Smith (1980) have been used. The zero-beam intensity was calculated in a many-beam approximation with up to 180 beams for a field of 128 x 128 points of different directions of incidence. Similar simulations near the [111] zone axis for the zero beam and several reflections have been already performed by Zhou (1991) and Zhou & Mtillenstedt (1992) .
The absorption, introduced as an imaginary part of the smlcture potential by Moli&e (1939) , was described by a model by Humphreys & Hirsch (1968) , confm-ned by Voss, Lehmpfuhl & Smith (1980) , and can be expressed in a quadratic approximation as
for small scattering angles, gZ is the sum of the squares of the reflection indices. However, for larger scattering angles, as in the case of reflections from the first Lane zone, for which the expression in parentheses would become negative, an exponential expression due to Ichimiya & Lehmpfuhl (1978) is more correct=
For silicon, the constants in (1) and (2) are: A = 0.004, B = 0.0003, C = 0.0062 V and F --3.8. The Debye-Waller factor used in the calculation for the reduction of the structure potentials is given in the form (e.g. Reimer, 1989) exp(-Ds 2)
with S : (h 2 -t-k 2 n t-l ~)1/2/2a, where a = 5.43 ~, is the lattice constant of silicon and D is the parameter in ]k 2 that is determined by comparison of experiment with simulation. In several simulations, the absorption potential (2) was multiplied by the Debye-Waller factor (3). As mentioned above, the calculations were performed for a field of 128 x 128 points of different directions of incidence. For each direction of incidence, the relevant reflections were selected according to the value of their excitation error divided by their structure potential. One problem arises from the fact that reflections of the first Lane zone do not have their intensity maximum at zero excitation error owing to dynamical interactions, which can be understood as a kind of refraction. In the case of an insufficient number of beams, relevant HOLZ reflections can be missed in a calculation by the selection procedure. In calculations where forbidden reflections from the zeroth Laue zone have to be included, the excitation errors for reflections from the zeroth Lane zone were divided by a constant value corresponding to a low-indexed structure potential, e.g. 2.0 V, while only the excitation errors of reflections from the first Laue zone were divided by their structure potential. This selection procedure appears to cause some remaining problems.
Comparison of experiment with simulation
Comparison of the geometrical arrangement of calculated HOLZ lines with experimental observations allows an accurate determination of the energy of the electrons (within a fraction of a percent) and comparison of their intensity distribution allows the determination of the Debye-Waller factor. From intensity distributions due to the zero-order Laue zone, the crystal thickness can be determined. An approximate value is obtained from the distribution of the wide extinction contours. It should be mentioned here that the Debye-Waller factor, low- [ 111] patterns
The strongest influence of the first Laue zone is found in the [ 111 ] HOLZ pattern in Fig. (1 a) . The [ 111 ] HOLZ patterns were calculated with and without absorption with different numbers of beams from 30 up to 120. In order to reproduce certain details in the pattern, indicated by arrows in Fig. 1 (a) , the number of beams had to be 60 or more. Above 90 beams, the results converge. The absorption potential due to Voss, Lehmpfuhl & Smith (1980) was used in the form of (2). Best agreement with the experiment could be obtained at room temperature in a 90-beam calculation with D = 0.26 A2 in (3), shown in Fig. 4(a) , instead of D = 0.46,~2 which was used by Aldred & Hart (1973) . The thickness is slightly different from the experiment in Fig. l(a) but the thickness contours due to the zeroth Laue zone have no influence on the geometry of the HOLZ lines. The reproduction shows very free details as subsidiary maxima in the centre, indicated by the white arrow, or between HOLZline pairs, indicated by the thick black arrow in Fig. 1 (a) . A shift of the zero Lane-zone extinction contours in the area of crossing HOLZ lines and their splitting, indicated by the thin black arrow, can clearly be seen. This shift and the width of splitting also depend on the Debye-Waller factor.
An unexpected result was that with no absorption or only a mean absorption good agreement between experiment and calculation could be obtained, as shown in Fig. 4(b) . The calculation reproduces fine details in the intensity distribution very well, such as the subsidiary maxima in the centre or between HOLZ lines. Only the splitting of the HOLZ lines when crossing the extinction contours, indicated by the thin black arrow in Fig. 1 (a) , is reproduced better in a calculation with absorption and the reduced value of D. Here, the question arises why the simulation of HOLZ patterns does not need the anomalous absorption in the many-beam approximation. The explanation is given by the Bloch-wave picture. The characteristic structure in the HOLZ patterns is caused by the high-indexed reflections from the first Laue zone. The density of the main Bloch wave oscillates very rapidly across the projection of the unit-cell on a plane parallel to the entrance surface owing to the high indices of the excited reflection. This results in a disappearance of the anomalous absorption effect and only a remaining mean absorption effect for this particular Bloch wave. Such a rapid oscillation of the Bloch-wave density was previously shown in an analysis of convergent-beam reflection electron diffraction experiments (Lehmpfuhl & Dowell, 1986) . Simulations have been performed with absorption and modified Debye-Waller factor for lower and higher temperatures in order to obtain agreement with the experimental observations at 100 and 660K with D = 0.13 and 1. 0~, 2 (Figs. lc, d) . They are shown in Figs. 4(c) and (d) . The width of the separation of split HOLZ lines is reproduced with D = 0.13 ,~2. The fine structure in Fig. 4(d) will be discussed below, together with the [ 100] observations. [100] patterns
The [100] zone-axis pattern in Fig. 2(a) shows fine lines with less contrast than the [111] HOLZ pattern. Again, the HOLZ lines were reproduced by calculations without absorption in Fig. So(a) . In the calculation with absorption and D = 0.46A 2, however, complicated HOLZ-line prof'lles appear (Fig. 5b) . The angular width of the calculated HOLZ-line fine structure is of the order of 10 -5 rad, shown in high resolution in Fig. 5(c) . The HOLZ lines show a maximum accompanied by two minima. The unexpected intensity anomalies were thought to be covered by inelastically scattered electrons in the experiment. However, in energy-f'dtered diffraction patterns such intensity anomalies could not be detected.
Calculations without absorption (Fig. 5a ) did not show the intensity anomalies. They are, therefore, caused by the anomalous absorption. Previous investigations of diffraction experiments or the interpretation of electron microscopic observations have clearly shown the effect of anomalous absorption corresponding to the fact that each Bloch wave is absorbed with its own characteristic absorption coefficient, stated already by von Laue (1953) . For X-ray diffraction, the anomalous absorption is known as the Borrmann effect (Borrmann, 1941) . In electron diffraction, the anomalous absorption was treated by Moli~re (1939) by introducing an imaginary part in the structure potential, the absorption potential. Fourier coefficients of this absorption potential have been determined by the analysis of electron diffraction experiments (Ichimiya & Lehmpfuhl, 1988) . The existence of this potential was confirmed by many observations, such as in the analysis of the fine structure of diffraction spots from a crystal wedge (Ishida, Johnson & Lehmpfuhl, 1975) , which correspond to the Pendelltsung fringes in electron microscopic images from crystal wedges (e.g. Uyeda, 1968 ).
This shows very clearly that the anomalous absorption is a well established phenomenon that cannot be simply neglected. Apparently, the mechanism of rapid Bloch- wave oscillation mentioned above does not work in the calculation because of other reasons not yet known. Many reasons were considered to be responsible for the anomalies.
1. The assumption that the intensity artefacts were caused by the insufficient approximation of the treatment of absorption by perturbation calculation could be excluded by comparison with exact calculations with complex non-Hermitian matrices.
2. Modifications of the absorption model has also been tried. A steep decrease of the absorption potential with increasing scattering angle led to a better agreement between experiment and simulation. Such a steep decrease leads, however, to dominance of the remaining mean absorption and very little effect of anomalous absorption.
3. Another assumption why the artefacts were produced, namely the insufficient description of the structure potential (Doyle & Turner, 1968) for the highindexed Fourier coefficients for reflections of the first Laue zone, could also be excluded by calculations with the potential approximated by Cromer & Man (1968) leading to identical results. 4. An intensity minimum at the position of the HOLZ lines would be obtained by changing the phase of the absorption potential by 180 °. However, this phase shift is not consistent with calculations for the [110] zone axis and leads to the wrong intensity asymmetry of the zero beam in convergent-beam electron diffraction patterns of systematic (111) excitation (Voss, Lehmpfuhl & Smith, 1980) , which means that a phase shift is not realistic.
5. The Debye-Waller factor in the absorption potential also had no effect.
6. Refined values of the low-indexed structure potentials only have an influence on the intensity distributions due to reflections of the zeroth Lane zone as in the case of [110] shown below.
7. Changing the ratio of the number of reflections of the first Lane zone to the number of reflections of the zeroth Laue zone had no influence on the intensity anomalies.
We therefore had to look for other reasons for the intensity anomalies and ultimately found that, by reducing the value of D, the artefacts could almost be avoided, as shown with D = 0.13 ~2 in Fig. 5(d) . With D = 0.46,~ 2, the HOLZ lines in Fig. 5(c) showed a profile with a sharp detailed structure, as mentioned above, consisting of a maximum accompanied by two minima at the position where the HOLZ line would be expected. For a reduced value of D of 0.13 ~2, the two accompanying minima dominate over the remaining decreased maximum as shown in Fig. 5(d) . Calculations of the larger field with absorption and D = 0.13 2~ 2 (Fig.  5e) show a very good agreement with the experiment. This result indicates a strong anisotropy of the Debye-Waller factor, which is supported by the following observation: the HOLZ-lme profile in the simulated [111] zone-axis pattern at an elevated temperature of 660 K with D = 1.3 ,~2 (Fig. 4e ) looks similar to the line profile of the [100] zone-axis pattern calculated with D = 0.46 ~k 2 ( Fig. 5d) (Voss, Lehmpfuhl & Smith, 1980; Aldred & Hart, 1973) . Starting from this situation in [111] , one has to decrease the value of D down to D = 0.26,~2 to obtain agreement with the experimental observation at room temperature; for [100], D had to be 0.13/~2 at this temperature.
The simulations at the elevated temperature of 430 K with D = 1.3/~2 (Fig. 5g ) and at 660 K with D = 1.3/~2 for [111] (Fig. 4d ) are in reasonable agreement with the experimental observation in Figs 2(d) and l(d) . Remaining artefacts in the calculation have an angular width of the order of less than 2 x 10-5rad, which would correspond to a diffraction angle from a lattice with a separation of 190 nm or from a coherent scattering area of this dimension. The question arises if such fine details can be resolved in the diffraction pattern experimentally. We consider two reasons for a limitation of the resolution: (i) the size of the crystal area contributing coherently to the diffraction pattern; (ii) the orientation of the entrance surface of the crystal which leads to an effect of refraction. If the (100) surface is formed by (110) or (111) facets, the remaining artefacts are smeared over a larger area and so they disappear. This would explain the smooth intensity with weak HOLZ lines in the experimental patterns in Figs. 2(d) and l(d) . Calculations without absorption but with the same value of D show such an intensity distribution.
Simulation of HOLZ lines for 20K needed a very small value of D to reproduce the many lines observed in the experiment. Fig. 5(f) shows a simulation with D = 0.1 ~2. This variation of contrast with temperature again confirms the anisotropy of the Debye--Waller factor.
[ 110] patterns
The [110] zone-axis pattern does not show any HOLZ lines at room temperature but a characteristic intensity distribution that depends strongly on thickness. The reflections of the first Lane zone have very high indices so that they are too weak to modify the intensity of the zero beam. Even after energy filtering, they cannot be seen. In order to reproduce this pattern by simulation, the correct absorption (Voss, Lehmpfuhl & Smith, 1980) has to be used since the intensity distribution is mainly influenced by reflections of the zeroth Lane zone. Furthermore, the forbidden reflections, e.g. 200, have to be taken into account. They are excited by Umweganregung. The value of the low-order structure potential such as 111 is also important for this calculation. The experimentally refined value for the 111 structure potential (Voss et al., 1980) was therefore used in the simulation instead of the Doyle-Turner value (Doyle & Turner, 1968) . The optimized simulation with a 120-beam calculation and a D value of the Debye-Waller factor D = 0.55 ~k 2 is shown in Fig. 6(a) . The agreement with the experiment in Fig. 3(a) is fairly good. It shouldbe mentioned here that, in a 90-beam simulation and with D = 0.46 ,~2, no HOLZ lines appeared but in a better approximation with 180 beams they appeared again. This may be due to the number of beams of the first Laue zone included by the election procedure. Since at room temperature no HOLZ lines could be detected in the energy-Filtered pattern, the value of D is larger than 0.46,~2, as confirmed by the simulation with D = 0.55 ~2 in Fig. 6(a) . This result again shows an anisotropy of the Debye-WaUer factor for silicon.
In order to reproduce [110] HOLZ lines at low temperature with reasonable contrast, the Debye-Waller factor had to be reduced to D = 0.1 ,~2. The result is shown in Fig. 6(b) . The agreement with the experiment in Fig. 3(b) is fairly good. The arrangement of the [110] HOLZ lines is most sensitive to the wavelength of the electrons compared with the other zone axes. The contrast of the HOLZ lines in the experiment is reduced by inelastically scattered electrons.
During this analysis, a very surprising result was found for the [110] zone axis, which may help to improve the understanding of the scattering process. For each direction of incidence, the reflections used in the calculation are selected by a selection procedure as mentioned above. This leads to distinct numbers of reflections from the zeroth and the first Laue zones. The zone-axis pattern of the optimized 120-beam calculation in Fig. 6(a) does not show any HOLZ lines. However, when reducing the number of beams to 30, HOLZ lines appear very clear as can be seen in Fig. 6(c) . In order to get rid of them in such an approximation, one would have to increase the Debye-Waller factor. The physical background in this observation is, however, that in a 30beam approximation the influence of the reflections of the first Laue zone on the intensity of the zero beam is overestimated, leaving a non-realistic increase of HOLZline contrast. With 90 or more beams, however, the contrast becomes more realistic. When using a very large number of beams in the calculation, it should be possible to determine the correct Debye-Waller factor. Otherwise, the Debye-Waller factor would act as a fitting parameter to compensate for the artefacts" produced by an insufficient approximation.
Summary of comparison
The investigations have clearly shown that a strong anisotropy of the Debye-Waller factor for silicon at different temperatures has to be assumed to reproduce the HOLZ lines in different zone axes. The results are shown in Table 1 and Fig. 7 . The non-linear temperature dependence and the direction-dependent temperature Fig. 7 are the most exciting results of this work. They contradict results of the well established determination of the Debye-Waller factor using diffraction techniques with X-rays (e.g. Batterman, 1962), electrons (e.g. Swaminathan et al., 1994) or neutrons (e.g. Zhang et al., 1990) . The analysis is based upon kinematical or dynamical diffraction processes of the zeroth Laue zone. In our analysis, the more complete sets of reflections of the zeroth and the first Laue zone had been considered, and in this case the Debye-Waller factor had to be modified to simulate the HOLZ lines leading to the strong anisotropy.
It is well known that the crystal symmetry restricts the symmetry of the temperature factor. The Debye-Waller factor for a crystal with cubic symmetry should be isotropic. This fact is only valid for harmonic crystals. Anharmonic contribution to the Debye-Waller factor has been theoretically investigated by Maradudin & Flinn (1963) , Willis (1969) and Willis & Pryor (1975) , and the possibility of an anisotropic temperature factor for the cubic crystal has been found. In addition to this, the silicon crystal has a diamond structure. All atoms are situated at the sites of tetrahedral symmetry (a point group 43m). The potential of an atom in this crystal has, as well as the isotropic term, a term with tetrahedral symmetry. This can be easily understood by the picture of the equipotential surface for one atom where the spherical form (the harmonic term) is modified with four tetrahedral lobes in the [111] directions. This means that the atoms in the crystal are more rigid in [111] directions than in other directions. Therefore, the atomic displace-ment due to thermal vibration in these directions may be smaller than in other directions. The unexpected large anisotropy of the temperature factor cannot be explained with the anharmonic crystal potential because of its small fraction from the harmonic effect. The inversion of the factors for the [111] and [100] axes between room temperature and higher temperatures cannot be explained. The more isotropic behaviour at low temperatures may be due to less anharmonicity.
Concluding remarks
The characteristic structure of zone-axis patterns can be generated by the In'st Lane zone or only by the zeroth Laue zone. In the first case, we call them HOLZ patterns. This depends on the scattering angle for the reflections of the first Laue zone corresponding to the sum of the squares of their indices. At the [110] azimuth, the first Laue zone is furthest away. The reflections have very high indices with a sum of their squares proportional to s 2 in (3), SQ = (h E q-k 2 q-l 2), of the order of 400 (depending on the wavelength). For the other zone axes, such as [100], this sum is of the order of 300 and for [111] only 170. Owing to the indices of the reflections of the first Laue zone, the influence of the Debye-Waller factor is expected to be largest for the [110] zone axis. The unexpected result, that without absorption the agreement between experiment and calculation is excellent for the two zone axes [111] and [100], is because here the characteristic structure of the pattern comes from the reflections of the first Laue zone. With these high-order reflections, characteristic Bloch waves are excited and are damped by a mean absorption.
The characteristic features of the intensity distribution in the [110] HOLZ pattem, however, are generated at room temperature only by reflections of the zeroth Laue zone. Consequently, a simulation needs dynamical calculation with the correct absorption potential. (Table 1) for the different zone axes.
Summary
Intensity anomalies in calculated [100] HOLZ pattems were investigated. They could not be detected experimentally. Many possibilities for their production were considered starting with insufficient approximation for solving the fundamental equations of the dynamical theory with the complex potential due to absorption.
Other possibilites, such as contribution of inelastic scattering, insufficient number of beams, selection procedure of relevant reflections, model of absorption, phase of absorption and influence of the Debye-Waller factor in the absorption potential, could also be excluded. A consequent interpretation of these facts, together with the observations in this paper and other papers, leads to an anisotropy of the Debye-Waller factor for silicon and, furthermore, to a temperature dependence of the Debye temperature. For this analysis, the use of an imaging energy f'tlter was essential. This result is important for a general structure determination by diffraction techniques when interactions of reflections from higher-order Laue zones have to be considered. Another conclusion would be that the intentensity anomalies should be observable with a perfect crystal with atomically flat surfaces in an energy-filtered pattern.
