Introduction.
Let n, m be natural numbers and H be a subgroup of affine group GL(n, R) ∝ R n , G = Dif f (B) be the group of diffeomorphisms of the open unit ball B ⊂ R m , u : B → R n be a surface, where u is considered to be infinitely smooth. A function f ∂ (u(t)) of u(t) = (u 1 (t), ..., u n (t)) and its finite number of derivatives relative to ∂ 1 = Every infinitely smooth surface u : B → R n can be considered as an element of differential module (F n ; ∂ 1 , ∂ 2 , ..., ∂ m ), where ∂ i = ∂ ∂t i acts on elements of F n coordinate-wisely. If elements of this module are considered as column vectors the above transformations, involved in definition of invariant function, look like u = (u 1 , ..., u n ) → hu + h 0 , ∂ → g −1 ∂ as far as
, where g is matrix with the elements g ij = ∂s j (t) ∂t i at i, j = 1, m, ∂ is the column vector with the "coordinates"
, ...,
∂ ∂tm
, (h, h 0 ) ∈ H, s ∈ G. Moreover ∂ i g jk = ∂ j g ik for i, j, k = 1, m. Therefore for any differential field (F ; ∂ 1 , ∂ 2 , ..., ∂ m ), i.e. F is a field and ∂ 1 , ∂ 2 , ..., ∂ m is a given commuting with each other system of differential operators on F , one can consider the transformations u = (u 1 , ..., u n ) → hu + h 0 ,
, where u ∈ F n , (h, h 0 ) ∈ H is a given subgroup of affine group GL(n, C) ∝ C n , g ∈ GL ∂ (m, F ), GL ∂ (m, F ) = {g ∈ GL(m, F ) : ∂ i g jk = ∂ j g ik for i, j, k = 1, m} ∂ stands for the column-vector with the "coordinates" ∂ 1 , ..., ∂ m , C is the constant field of (F ; ∂) i.e. C = {a ∈ F : ∂ i a = 0 at i = 1, m}. It should be noted that for any g ∈ GL ∂ (m, F ) the differential operators δ 1 , δ 2 , ..., δ m , where δ = g −1 ∂, also commute with each other. So for any g ∈ GL ∂ (m, F ) one can consider the differential field (F, δ), where δ = g −1 ∂. This transformation is an analogue of gauge transformations for abstract differential field (F, ∂). Remark 1. In common case the set GL ∂ (m, F ) is not a group with respect to the ordinary product of matrices as far as it is not closed with respect to that product. But by the use of it a natural groupoid ( [1] ) can be constructed with the base {g −1 ∂ : g ∈ GL ∂ (m, F )}. Remark 2. Let g ∈ GL ∂ (m, F ) and
One interesting question is: When does one have the equality k∈N {a ∈ F : ∂ α a = 0 whenever |α| = k} = k∈N {a ∈ F : δ α a = 0 whenever |α| = k} ?
, where α = (α 1 , α 2 , ..., α m ), |α| = α 1 +α 2 +...α m , α i are nonnegative integers and δ α = δ
, det g ∈ C and all entries of g are in k∈N {a ∈ F : ∂ α a = 0 whenever |α| = k} then does it imply the above equality? Of course it is an generalization of the famous Jacobian Conjecture which is the same problem when F = Q(t 1 , ..., t m ),
. Let in future x 1 , ..., x n be differential algebraic independent variables over F and x stand for the column vector with coordinates x 1 , ..., x n . We use the following notations : C[x] -the ring of polynomials in x 1 , ..., x n (over C), C(x)-the field of rational functions in x, C{x, ∂} -the ring of ∂-differential polynomial functions in x and C x, ∂ -is the field of ∂-differential rational functions in x over C.
(GL ∂ (m,F ),H) , C x, ∂ H and their relations are investigated in [2] for the case of m = 1. Some results on these fields can be found in [3] for the case of m = n − 1. In the case of finite H more strong results than results of this paper are presented in [4] . The first variant of this paper is published in [5] . The needed notions and results from Differential Algebra can be found in [6] .
Preliminary
In future let (F, ∂) stand for a field F with fixed commuting system of differential operators ∂ 1 , ..., ∂ m and C be its constant field i.e. C = {a ∈ F : ∂ 1 a = ... = ∂ m a = 0}. Proposition 1. If the system of differential operators ∂ 1 , ..., ∂ m is linear independent over F then the differential operators δ 1 , ..., δ m ,where δ = g −1 ∂, g ∈ GL(m, F ), commute with each other if and only if g ∈ GL ∂ (m, F ).
m s=1 g jk g is δ k δ s a for any i, j = 1, m. These equalities can be written in the following matrix form g(δ 1 δa, ..., δ m δa)g t = g(δ 1 δa, ..., δ m δa) t g t , where t means transposition. Therefore (δ 1 δa, ..., δ m δa) = (δ 1 δa, ..., δ m δa) t i.e. δ k δ s a = δ s δ k a for any k, s = 1, m, which completes the proof of Proposition 1.
It should be noted that for g ∈ GL ∂ (m, F ) and δ = g −1 ∂ the following equality is valid
If (K, d) is an ordinary differential field of characteristic zero with a constant field
then the following criterion is well known: A system of elements
, where b stands for the vector (b 1 , b 2 , ..., b n ). Similar question can be asked in common case: If b 1 , b 2 , ..., b n is a system of elements of a differential field (F, ∂) how one can find out if it is linear dependent over C? The following result deals with this problem in common case. Consider the differential field (F, ∂) of characteristic zero, its constant field C and indeterminates {d i t j : i ∈ W, j = 1, m}. Let F t (F {t}) stand for the field(respect. ring) of all rational(respect. polynomial)functions in {d i t j : i ∈ W, j = 1, m} over F . One can make it an ordinary differential field(respect. ring)
The following result shows that the introduction of the ordinary differential field F t, d reduces the above stated question once again to the ordinary case.
Proposition 2. The constant field of the ordinary differential field F t, d is the came C. This result can be deduced easily from the fact that f d {t} divides df d {t} if and only if f d {t} ∈ F , where f d {t} ∈ F {t}. As far as F ⊂ F {t} the answer to the above question can be given in the following way: The system
.., ∂ m )-be a differential field of characteristic zero. The following three properties are equivalent. a) The system of differential operators ∂ 1 , ∂ 2 , ..., ∂ m is linear independent over F . b) There is no nonzero ∂-differential polynomial over F which vanishes at all values of indetermi-
Proof. The equivalence of properties a) and b) is proved in [6, p.139] .
It is evident that c) implies b). In fact if there are nonzero ∂-differential polynomials over F which vanish at all values of indeterminates from F we can take one with minimal number of variables. Let f {z 1 , z 2 , ..., z l } be such a polynomial. If l > 1 and f {z 1 , a 2 , ..., a l } = 0 for some a 2 , ..., a l ∈ F then it contradicts minimality of l. Because the nonzero polynomial in one variable f {z 1 , a 2 , ..., a l } will vanish at all values of z 1 from F . If l > 1 and f {z 1 , a 2 , ..., a l } = 0 for all a 2 , ..., a l ∈ F then considering f {z 1 , z 2 , ..., z l } as a ∂-differential polynomial in z 1 over F {z 2 , z 3 , ..., z l } once again we will have a contradiction. Indeed in this case at least one of the coefficients of this polynomial has to be nonzero ∂-differential polynomial in z 2 , z 3 , ..., z l ( as f {z 1 , z 2 , ..., z l } is a nonzero polynomial)and vanish at all values of z 2 , z 3 , ..., z l from F . It contradicts minimality of l. Thus l = 1 and we can consider nonzero polynomial
, F ). This contradicts property c). Let us prove now that b) implies c). Assume that
,m } and substitution t ij = ∂ i t j give us a nonzero differential polynomial det(∂ i t j ) i,j=1,m P in t 1 , t 2 , ..., t m the value of which at any (a 1 , a 2 , ..., a m ) from F m is zero. This contradicts property b). Proof. Assume , for example, that a 1 = 0 and {t ij } i=2,m,j=1,m are such differential indeterminates over
as a system of linear equations in y 1 , y 2 , ..., y m . It has solution (y 1 , y 2 , ..., y m ) = (t 11 , t 12 , ..., t 1m ) = 1
and the determinant of the corresponding matrix T = (t ij ) i,j=1,m is equal to
which is not zero because of b = 0. Furthermore if one defines ∂ 1 (t k1 , t k2 , ..., t km ) as
∂ . This is the proof of Proposition 4. In future let e stand for the row vector (1, 0, 0, ..., 0) ∈ F m and T stand for the matrix (t ij ) i,j=1,m , where {t ij } i,j=1,m -are differential indeterminates with the basic relations
Corollary. If (F ; ∂ 1 , ∂ 2 , ..., ∂ m )-is a differential field of characteristic zero, ∂ 1 , ∂ 2 , ..., ∂ m is linear independent over F and p ∂ {t 1 , t 2 , ..., t m , t m+1 , ..., t m+l }-is an arbitrary nonzero differential polynomial over F then a) p ∂ {eT, t m+1 , ..., t m+l } = 0,
Proof. The proof of inequality a) is evident due to Propositions 3 and 4. Let us prove b). If one assumes that p T −1 ∂ {eT −1 , t m+1 , ..., t m+l } = 0 then in particular for
0 , t m+1 , ..., t m+l } = 0. Once again it will have to remain be true if one substitutes
0 ∂ is invariant with respect to such substitution and T 0 is transformed to
.., x m ; ∂ ), namely T = T 0 S 0 . Therefore due to Proposition 3 for the matrix of variables S = (s ij ) i,j=1,m for which δ 0i s jk = δ 0j s ik for all i, j, k = 1, n one has p δ 0 {eS, t m+1 , ..., t m+l } = 0.
Due to the Corollary, part a), p δ 0 {t 1 , ..., t m+l } = 0 i.e. p ∂ {t 1 , ..., t m+l } = 0 which is a contradiction. The proof of c) can be done in a similar way.
3. On (GL ∂ (m, F ), H)-invariants. In future it is assumed that (F, ∂), where ∂ = (∂ 1 , ..., ∂ m ), is such a differential field that:
1. Characteristic of F is zero. 2. The system ∂ 1 , ..., ∂ m is linear independent over F . We use the following obvious fact repeatedly: If t 1 , ..., t l is a ∂-algebraic independent system of variables over F , g ∈ GL ∂ (m, F ) and p ∂ {t 1 , ..., t l } is a ∂-polynomial over F then the following equalities are equivalent.
In future let us assume that for the given subgroup H of GL(n, C) ∝ C n we have such a nonsingular matrix
for any g ∈ GL ∂ (m, F ) and (h, h 0 ) ∈ H. Remark 3. For the given H the existence of the none singular matrix Φ ∂ x with property (3) is another problem. The paper does not touch this problem. Existence problem of such matrix is considered in [3] in the case of n = m + 1.
It is evident that (C x, ∂ H , ∂) is a finitely generated ∂-differential field over C as a subfield of (C x, ∂ , ∂) and C x, ∂ (GL ∂ (m,F ),H) is a differential field with respect to δ = Φ ∂ x −1 ∂. One of the most important questions is the differential-algebraic transcendence degree of C x, ∂ (GL ∂ (m,F ),H) as a such δ-field over C. x } = 0 then it will have to remain be true if one substitutes g −1 ∂ for ∂ into it. Therefore, as far as all coefficients of p δ {t 1 , ..., t m }, as well as δ, are invariant with respect to such substitutions and
It implies that for the matrix of variables S = (s ij ) i,j=1,m , for which δ i s jk = δ j s ik ,i, j, k = 1, m, one has p δ {eS −1 } = 0. Due to Corollary, part a) one has p δ {t 1 , ..., t m } = 0. Now let f ∂ 1 x , ..., f ∂ l x be any system of elements of C x, ∂ GL ∂ (m,F ) . We show that the system
x is δ-algebraic independent over C if and only if it is ∂-algebraic independent over C.
Indeed if this system is δ-algebraic independent over C and p ∂ {t 1 , ..., t m+l } is any polynomial over C for which
∂ l x } = 0 then it will have to remain be true if one substitutes g −1 ∂ for ∂ into it, where g ∈ GL ∂ (m, F ). It implies that 
Let us assume that for some polynomial p δ {t 1 , ..., t m+l } over C one has
It should remain be true if one substitutes g −1 ∂ for ∂ into it, where g ∈ GL ∂ (m, F ), which leads to
and therefore
x is δ-algebraic independent over C and Corollary, part a) to see that p δ {t 1 , ..., t m+l } = 0. So it is shown that the system
∂ l x is δ-algebraic independent over C if and only if it is ∂-algebraic independent over C. In particular it shows that the existence of Φ ∂ x with property (3) implies that m ≤ n, because already we have got that the system φ ∂ 11 x , φ ∂ 12 x , ..., φ ∂ 1m x is δ-algebraic independent over C. It is evident that the system of components of the matrix
x is δ-algebraic independent over C x; ∂ GL ∂ (m,F ) and therefore in reality δ-tr.deg.C x; ∂ /C x; ∂ GL ∂ (m,F ) = m. As a ∂-differential field C x; ∂ over C is generated by the elements of C x; ∂ GL ∂ (m,F ) , as far as x 1 , ..., x n belong to it, and ∂-tr.deg.C x; ∂ /C = n. It means that one can find such a system f .., f ∂ n−m x is ∂-algebraic independent over C. As it has been shown that in this case it is δ-algebraic independent over C as well. Therefore δ-tr.deg.C x; ∂ /C = n and δ-tr.deg.C x; ∂ GL ∂ (m,F ) /C = n − m. Now to prove Theorem 1 it is enough to show that every x 1 , ..., x n is δ-algebraic over C x, ∂ (GL ∂ (m,F ),H) . If one assumes that det[δ α 1 x, δ α 2 x, ..., δ α n x] = 0 for all nonzero α 1 , α 2 , ..., α n from W n , where W stands for the set of whole numbers, then due to Proposition 2, applied to the differential field (F x, ∂ , δ), the system dx 1 , dx 2 , ..., dx n is linear dependent over C, because of det[dx, d 2 x, ..., d n x] = 0. So there is nontrivial system c 1 , ..., c n elements of C for which 
, where x = (x 1 , x 2 , ..., x n , y), δ α = δ (α 1 ,α 2 ,...,αm) stands for δ (GL ∂ (m,F ),H) /C = n − m. The following result says that one can obtain a system of generators of (C x (GL ∂ (m,F ),H) , δ) from the given system of generators of (C x, ∂ H , ∂). Theorem 2. If (C x, ∂ H , ∂) as a ∂-differential field over C is generated by a system (ϕ
is generated over C by the system (ϕ
It means that for any g ∈ GL ∂ (m, F ) one has the equality
The last equality guarantees that the function χ ∂ T can not vanish. Therefore
. This is the end of proof Theorem 2.
Let us assume that
As far as all components of the matrix Φ ∂ x belong to C x, ∂ H it can be represented in the form
, where φ ∂ ij t 1 , t 2 , ...., t l ∈ C t 1 , t 2 , ...., t l , ∂ . Therefore due to Φ δ x = E m one has
∂ (m, F ) resembles the property of character of the group GL(m, F ). Therefore χ ∂ T for which the above equality is valid can be considered as a character of the groupoid GL ∂ (m, F ). Description all such characters is an interesting problem. Of course,
where k is any integer number, are examples of such characters. Are they all possible differential rational characters of GL ∂ (m, F )? Theorem 3. Any δ-differential polynomial relation over C of the system ϕ 4. On H-invariants.
The following result provides a method to find generators of the differential field C x, ∂ H over C. Let α 1 , α 2 , ..., α n be any different nonzero elements of W n . For different classical subgroups H of Affine group the field C x, ∂ H is investigated in [7] in the case of m = 1. Our main concern here will be the case of m ≥ 1 and arbitrary subgroup H of affine group.
Theorem 4. The equality C x, ∂ GL(n,C)∝C n (x, ∂ α 1 x, ∂ α 2 x, ..., ∂ α n x) = C x, ∂ is valid and moreover the system consisting of components of x, ∂ α 1 x, ∂ α 2 x, ..., ∂ α n x is algebraic independent over C x, ∂ GL(n,C)∝C n . Proof. For any nonzero α ∈ W n consider the differential equation in y:
, where x stands for (x 1 , x 2 , ..., x n , y). All coefficients of this differential equation are in C x, ∂ GL(n,C)∝C n and y = x i is a solution whenever i = 1, 2, ..., n. Therefore C x, ∂ GL(n,C)∝C n (x, ∂ α 1 x, ∂ α 2 x, ..., ∂ α n x) = C x, ∂
To prove algebraic independence of the system x, ∂ α 1 x, ∂ α 2 x, ..., ∂ α n x over C x, ∂ GL(n,C)∝C n it is enough to show algebraic independence of the system ∂ α 1 x, ∂ α 2 x, ..., ∂ α n x over C x, ∂ GL(n,C)∝C n . Let P [z 1 , z 2 , ..., z n ], where z i = (z , i = 1, n. Consider h ∈ GL(n, C) which's i-th column is of the form (0, ..., 0, 1, 0, ..., 0, c i ), where i = 1, n − 1 and its n-th column is (0, ..., 0, c n ). For such h one has hx = x. So far as the coefficients of P [z 1 , z 2 , ..., z n ] are GL(n, C) ∝ C n -invariant, substitution hx for x into P [∂ α 1 x, ∂ α 2 x, , ..., ∂ α n x] = 0 implies that
Therefore due to the second assumption on (F, ∂) for variables y 1 , y 2 , ..., y n one has
Now consider the ring C x, ∂ [y 1 , y 2 , ..., y n ] with respect to the differential operators 
