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We study the Zariski topology ZG , the Markov topology MG and the precompact Markov
topology PG of an inﬁnite group G , introduced in Dikranjan and Shakhmatov (2007,
2008, 2010) [6–8]. We prove that PG is discrete for a non-abelian divisible solvable
group G , concluding that a countable divisible solvable group G is abelian if and only if
MG = PG if and only if PG is non-discrete. This answers Dikranjan and Shakhmatov
(2010) [8, Question 12.1]. We study in detail the space (G,ZG ) for two types of linear
groups, obtaining a complete description of various topological properties (as dimension,
Noetherianity, etc.). This allows us to distinguish, in the case of linear groups, the Zariski
topology deﬁned via words (i.e., the verbal topology in terms of Bryant) from the aﬃne
topology usually considered in algebraic geometry. We compare the properties of the
Zariski topology of these linear groups with the corresponding ones obtained in Dikranjan
and Shakhmatov (2010) [8] in the case of abelian groups.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Markov introduced four special families of subsets of a group G:
Deﬁnition 1.1. ([15]) A subset X of a group G is called:
(a) elementary algebraic if there exist an integer n > 0, elements g1, . . . , gn ∈ G and ε1, . . . , εn ∈ {−1,1}, such that X =
{x ∈ G: g1xε1 g2xε2 · · · gnxεn = eG};
(b) additively algebraic if X is a ﬁnite union of elementary algebraic subsets of G;
(c) algebraic if X is an intersection of additively algebraic subsets of G;
(d) unconditionally closed if X is closed in every Hausdorff group topology on G .
An elementary algebraic subset X of G as in Deﬁnition 1.1(a) will be denoted by EGw (or simply, Ew ), where w is an
abbreviation for the deﬁning word w(x) = g1xε1 g2xε2 · · · gnxεn considered as an element of the free product G[x] = G ∗ 〈x〉.
Obviously, every singleton is an elementary algebraic subset, so every ﬁnite subset is additively algebraic (for other exam-
ples see Example 2.2). Hence, the family of algebraic subsets coincides with the family of closed subsets of a T1 topology ZG
on G , called the Zariski topology [6,7]. Markov did not explicitly introduce this topology, although it was implicitly present
in [15–17]. It was explicitly introduced only in 1977 by Bryant [4] under the name verbal topology.
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details). Usually this topology on linear groups is called Zariski topology in algebraic geometry. In order to avoid confusion,
we use the term aﬃne topology, when we refer to this topology for a linear group G , and denote it by AG . In general,
ZG ⊆AG for a linear group G (Example 2.14), and they need not coincide (Corollaries 5.14 and 6.13).
As noticed in [7], the family of unconditionally closed subsets of G coincides with the family of closed subsets of a T1
topology MG on G , called the Markov topology of G . It coincides with the inﬁmum (taken in the lattice of all topologies on G)
of all Hausdorff group topologies on G .
Theorem 1.2. ([15]) If G is a countable group, then ZG =MG .
In the same paper, Markov asked whether the conclusion of Theorem 1.2 was true for an arbitrary group. This remained
an open problem for decades, until 1979 Hesse’s negative solution in [14], where he constructed examples of arbitrarily
large groups G such that MG is discrete, but ZG is non-discrete. Recently, Shakhmatov and the ﬁrst named author [7] and
Sipacheva [21] independently proved that ZG =MG for groups of the form G = A ×⊕i∈I Hi , with A abelian and each Hi
countable, thus covering both Theorem 1.2 and the abelian case (Markov attributed the solution in this case to Perel’man,
but it was never published). Banakh, Guran and Protasov [3] made a major progress towards understanding the equality
ZG =MG , by proving that it holds in all inﬁnite permutation groups S(X) (see more details in Example 3.10(c)).
A Hausdorff topological group is said to be precompact, if G is topologically isomorphic to a subgroup of a compact
Hausdorff topological group. In analogy with MG , let PG be the inﬁmum of all precompact Hausdorff group topologies
on G . If G admits no such topologies, then PG = δG is discrete. Following [8], we call PG the precompact Markov topology
of G . Note that (G,ZG), (G,MG) and (G,PG) are quasi-topological groups in the sense of [1], i.e., the inversion and shifts
are continuous. In general, ZG ⊆MG ⊆PG for every group G . For abelian groups one has:
Theorem 1.3. ([8]) If G is an abelian group, then ZG =MG =PG .
If H is a subgroup of a group G , then H carries its own Zariski and Markov topologies, as well as the Zariski and Markov
topologies of G induced on it. If w ∈ H[x], then one can consider w also in G[x], so that both EHw and EGw make sense.
Obviously, EHw = EGw ∩ H . From this, one deduces the inclusion ZH ⊆ ZG H . This gives the following inclusions between the
four mentioned topologies on H :
MG H⊇ ZG H⊇ ZH ⊆MH . (1)
To study in which cases some of them can be equalities, four deﬁnitions were given in [7].
Deﬁnition 1.4. ([7, Deﬁnitions 2.1, 3.1]) A subgroup H of a group G is called:
(a) super-normal in G if for every g ∈ G there exists h ∈ H such that gxg−1 = hxh−1 for every x ∈ H ;
(b) Zariski embedded in G if the injection (H,ZH ) ↪→ (G,ZG) is continuous (i.e., ZH = ZG H );
(c) Markov embedded in G if the injection (H,MH ) ↪→ (G,MG) is continuous (i.e., MH ⊇MG H );
(d) Hausdorff embedded in G if every Hausdorff group topology on H can be extended to a Hausdorff group topology on G .
Note that all four properties in Deﬁnition 1.4 are transitive with respect to composition of injections. There are easy
examples where those properties fail (see Example 3.10(d)).
In Section 2, we give the preliminary results needed in the sequel. In Section 2.1 we discuss how the properties in
Deﬁnition 1.4 are related. Proposition 2.7 gives the implications (1), (2) and (3) in the following diagram.
Hausdorff embedded
(3)
(5)
/
Markov embedded
super-normal
(1)
(2)
Zariski embedded & Markov embedded
(4)/
Zariski embedded
(6)
In Example 7.1 we provide evidence for the failure of the implications (4) and (5) (this shows, among others, that none
of the reverse implications (1), (2), (3) and (6) holds true). The missing implication (6) is left as an open question (see
Question 7.2, or [7,9]).
In Section 2.2 we recall the deﬁnition of Noetherian spaces, and introduce the notion of Z-Noetherian group, namely
a group G such that the topology ZG is Noetherian. For example abelian groups, linear groups and free groups are Z-
Noetherian. Finally, we give a few properties of the Zariski topology on an abelian group.
Section 3 is dedicated to the precompact group topologies and to PG . It is proved in Theorem 3.1 that a solvable divisible
non-abelian group G does not admit a precompact group topology, so has discrete PG . In particular, ZG =MG 
=PG may
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the coincidence of the three topologies ZG ,MG ,PG on nilpotent groups G .
In Sections 4, 5 the linear group G = GK over a ﬁeld K is studied. If V is a K -vector space, then G = K ∗  V is the
semidirect product of K ∗ with V , where K ∗ acts on V via scalar multiplications. If dimK V = n is ﬁnite, then G is a linear
group (a subgroup of upper triangular matrixes in GLn+1(K )). The group G is not nilpotent, being center-free, but it is
solvable of class two, as V = G ′ is the commutator subgroup of G . In particular, V is a normal subgroup of G , it is a
semidirect factor of G , but V is not super-normal in G . Moreover, V is a centralizer in G , so it is an elementary algebraic
subset of G (by Example 2.2).
Furthermore, V is Zariski embedded in G , and ZG V = ZV = MV ⊆ MG V . The question when the subgroup V is
Hausdorff embedded in G is more subtle. If dimK V is inﬁnite, then this is equivalent to K = Fp for some prime p. So for
all ﬁelds K 
= Fp for any p, V is not Hausdorff embedded in G . If in addition G is also countable (i.e. both K and dimK V
are countable), then V is also Markov embedded. This provides an example witnessing the failure of the implication (4) in
the diagram. For ﬁnite-dimensional V we impose on the ﬁeld K a condition (†) (i.e. either char K = 0 or char K = p > 0 and
the extension K/Fp is not algebraic), ensuring that the subgroup V is not Hausdorff embedded in G (Corollary 4.7). We do
not know whether this condition is necessary (see Question 7.6).
In Theorem 5.4 we describe explicitly a subbase B of ZG . Using this explicit description of ZG we prove that G is Z-
Noetherian (Proposition 5.10) and dimG = 1 or dimG = 2 depending on whether K is ﬁnite or inﬁnite (Corollary 5.12). If
dimK V is ﬁnite, then ZG AG , i.e., the aﬃne topology on G is strictly coarser than the Zariski topology (Corollary 5.14).
Section 6 is dedicated to the Heisenberg group H = HK of 3× 3 upper uni-triangular matrixes over a ﬁeld K . The group
H is nilpotent of class two, and depending on the characteristic of the ﬁeld K , H is torsion-free (when char K = 0), or has
exponent 4 (when char K = 2), or has exponent a prime number p > 2 (when char K = p). The group H has two normal,
not super-normal, subgroups, L and M , both isomorphic to the abelian group (K ,+)2, that are elementary algebraic subsets
of H .
In Theorem 6.10 a subbase C of the ZH -closed sets is built explicitly. This allows us to completely describe the topological
space (H,ZH ), and in particular to see that dim(H,ZH ) = 3 (Corollary 6.12). Moreover, it follows that the subgroups L and
M are neither Zariski, nor Markov embedded in H (yet L ∩ M = Z(H), being super-normal, is Zariski, Markov and Hausdorff
embedded in H). All three subgroups L, M , Z(H) are ZH -closed irreducible subsets of H . Moreover, ML = ZL  ZH L
AL =AH L (and the same holds for M), so that also ZH AH .
The ﬁnal Section 7 contains an example with both non-implications in the diagram and some open questions.
2. Preliminary results
A group G is called divisible if for every n ∈N and g ∈ G there exists x ∈ G such that xn = g .
Given two elements g,h ∈ G , their commutator element is [g,h] = ghg−1h−1 ∈ G . Note that [g,h] = eG if and only if
gh = hg . The commutator subgroup G ′ is the subgroup of G generated by all the commutators [g,h] of elements g,h ∈ G .
Then one can iterate this procedure deﬁning G(2) = (G ′)′ , and in general G(n+1) = (G(n))′ , obtaining a descending chain of
normal subgroups G(n) . If G(n) = {eG} for some integer n, then G is called solvable.
The center of a group G is the normal subgroup Z(G) = {g ∈ G | gh = hg ∀h ∈ G}. Let Z1(G) = Z(G). Consider the
quotient group G/Z(G), its center Z(G/Z(G)), and its preimage Z2(G)  G . Proceed by induction to deﬁne an ascending
chain of normal subgroups Zn(G). G is called nilpotent if Zn(G) = G for some n, and its nilpotency class is the least integer n
such that Zn(G) = G . For example, a group is nilpotent of nilpotency class 1 exactly when Z(G) = G , i.e. it is abelian. So
one can think of the nilpotency class as a measure of the failure of G to be abelian.
Let EG denote the family of elementary algebraic subsets of a group G . It is easy to see that the family EG is invariant
under automorphisms, so every automorphism of G is Z-continuous.
Deﬁnition 2.1. If w = g1xε1 g2xε2 · · · gnxεn ∈ G[x] is a word in G , we deﬁne, for integers i  n, i(w) =∑ij=1 ε j , and (w) =
n(w) =∑nj=1 ε j . We also write i for i(w), and  for (w). A word w with (w) = 0 is called singular.
Here comes the ﬁrst supply of elementary algebraic subsets.
Example 2.2. Let G be a group and g ∈ G . The centralizer CG(g) coincides with EGw , where w is the singular word
w(x) = gxg−1x−1. Hence the centralizer CG(g) is an elementary algebraic subset of G . Therefore, the centralizer CG(S) =⋂
g∈S CG(g) of any subset S of G is an algebraic subset. In particular, the center Z(G) is an algebraic subset.
In some cases these are all the elementary algebraic subsets (see Example 2.18).
Example 2.3. ([8]) Let (G,+,0) be an abelian group.
(a) If n ∈N, let G[n] = {x ∈ G | nx = 0}, observe that this is a subgroup and G[n] ∈ EG . Every word in G has the form nx+ g ,
with n = (w) and g ∈ G . Hence, either Ew = ∅, or Ew = a + G[n] for some a ∈ Ew .
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= 0).
The next technical lemma will be used in Proposition 2.7(c) below, and later in Sections 5, 6 (Lemma 5.1, Lemma 6.7).
Lemma 2.4. The words of the form
w˜ = (α1xε1α−11 )(α2xε2α−12 ) · · · (αn−1xεn−1α−1n−1)αnxεn , (2)
with ε1, . . . , εn ∈ {±1}, α1, . . . ,αn ∈ G, determine all elementary algebraic sets.
Proof. Let w = g1xε1 g2xε2 · · · gnxεn , with ε1, . . . , εn ∈ {±1}. It suﬃces to take αi = g1g2 · · · gi for i = 1, . . . ,n and verify that
w˜ = w . 
2.1. Embeddings
In this subsection, we discuss some results about the deﬁnitions given in Deﬁnition 1.4.
Proposition 2.5. ([7, Lemma 3.2]) A subgroup H of a group G is super-normal if and only if G = HCG(H). In particular, if H is abelian,
then H is super-normal in G if and only if it is central.
Note that every central subgroup is super-normal.
The next theorem characterizes normal Hausdorff embedded subgroups of a group.
Theorem 2.6. ([7, Theorem 3.4]) Let N be a normal subgroup of a group G. Then N is Hausdorff embedded in G if and only if the
automorphism of N induced by conjugation by elements of G are continuous for every Hausdorff group topology on N.
The following proposition shows how the properties in Deﬁnition 1.4 are related. Items (a) and (b) are taken from [7],
which we refer to for their proof.
Proposition 2.7.
(a) ([7, Corollary 2.6]) A super-normal subgroup is Hausdorff embedded.
(b) ([7, Lemma 2.7]) A Hausdorff embedded subgroup is also Markov embedded.
(c) A super-normal subgroup is Zariski embedded.
Proof. (c) Let H be a super-normal subgroup of a group G . We have to show that ZG H⊆ ZH . To this end, it will suﬃce to
show that EGw ∩ H is an elementary algebraic subset of H , for every word w ∈ G[x]. By Lemma 2.4, it is not restrictive to
consider only words w as in Eq. (2), and in this case
EGw ∩ H =
{
x ∈ H ∣∣ (α1xε1α−11 )(α2xε2α−12 ) · · · (αnxεnα−1n )= α−1n }.
As H is super-normal in G , for every i = 1, . . . ,n there exists βi ∈ H such that, for every x ∈ H , αi xεiα−1i = βi xεiβ−1i . So
EGw ∩ H =
{
x ∈ H ∣∣ (β1xε1β−11 )(β2xε2β−12 ) · · · (βnxεnβ−1n )= α−1n }. (3)
Now observe that EGw ∩ H 
= ∅ implies α−1n ∈ H , so every coeﬃcient in Eq. (3) deﬁning EGw ∩ H is an element of H , and
EGw ∩ H is an elementary algebraic subset of H . 
By Proposition 2.5 and Proposition 2.7(c), every central subgroup is Zariski embedded, unlike G ′ (see [10]).
The following fact from [8] shows that distinguishing between Zariski embedded and Markov embedded subgroups
requires groups or subgroups on which the Zariski and Markov topologies differ.
Fact 2.8. ([8, Lemma 2.2]) Let H be a subgroup of a group G.
(a) If ZH =MH and H is a Markov embedded, then H is also Zariski embedded.
(b) If ZG =MG and H is a Zariski embedded, then H is also Markov embedded.
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Deﬁnition 2.9. A topological space X is:
(a) Noetherian, if X satisﬁes the ascending chain condition on open sets;
(b) irreducible, if X = F1 ∪ F2 with closed subsets F1, F2 of X always implies X = F1 or X = F2.
Remark 2.10.
(a) Obviously, a Noetherian space is compact, and a subspace of a Noetherian space is Noetherian itself. Actually, a space is
Noetherian if and only if all its subspaces are compact. Hence, an inﬁnite Noetherian space is never Hausdorff.
(b) Given a topological space X and a natural number n, we write dim X  n if there exists a strictly increasing chain
F0 ⊆ F1 ⊆ · · · ⊆ Fn (4)
of non-empty irreducible closed subsets of X . The combinatorial dimension dim X of a space X is the smallest number
n ∈ N satisfying dim X  n, if such a number exists, or ∞ otherwise. Clearly, every Hausdorff space (as well as every
indiscrete space) has combinatorial dimension 0.
For a subset X , and a family B ⊆P(X) of subsets of X , let B∪ denote the family of ﬁnite unions of elements of B.
Proposition 2.11. ([4]) Let X be a set, and B a family of subsets of X , containing X, and such that:
• B is stable under ﬁnite intersections;
• B satisﬁes the descending chain condition.
Then B∪ is the family of closed sets of the topology generated by the closed sets in B, and this topology is Noetherian.
Let K be a ﬁeld, and d be a positive integer. Consider the ﬁnite-dimensional vector space Kd , and the ring K [x1, . . . , xd]
of polynomials in d variables with coeﬃcients in the ﬁeld K . Recall that the family of zero-sets of those polynomials is a
subbase of the closed sets of a Noetherian T1 topology AKd on Kd , which we will call the aﬃne topology. If X is a subset
of Kd , the aﬃne topology of X is deﬁned as AX =AKd X . In particular, the linear group GLn(K ) and all its subgroups carry
the topology induced by A
Kn2
(via the embedding in Kn
2
). The following result is folklore.
Fact 2.12. For every ﬁeld K and for every positive integer d, the aﬃne topology AKd is Noetherian. In particular, for every linear
group G, the aﬃne topologyAG is Noetherian.
Deﬁnition 2.13. A group G is called Z-Noetherian (resp., Z-coﬁnite), if the Zariski topology ZG is Noetherian (resp., coﬁnite).
Obviously, every ﬁnite group is Z-Noetherian. Bryant [4] studied ﬁrst the class of Z-Noetherian groups, under the name
‘groups which satisfymin-closed’ (i.e. the minimal condition on Zariski closed sets).
Using Proposition 2.11, Bryant proved that the classes of groups in the following example are Z-Noetherian.
Here we recall the deﬁnitions of some properties: a group G is abelian-by-ﬁnite if it has an abelian subgroup of ﬁnite
index. Similarly, it is called abelian-by-nilpotent-by-ﬁnite group if it has an abelian-by-nilpotent subgroup of ﬁnite index,
while G is abelian-by-nilpotent if it has a normal abelian subgroup such that the quotient group is nilpotent.
Example 2.14.
(a) ([4, Theorem 3.5]) If G is a linear group, then ZG ⊆AG . In particular, G is Z-Noetherian by Fact 2.12.
(b) ([4, Corollary 3.7]) Every ﬁnitely generated, abelian-by-nilpotent-by-ﬁnite group is Z-Noetherian.
(c) ([4, Theorem 3.8]) Every abelian-by-ﬁnite group is Z-Noetherian.
He then proved that the class of Z-Noetherian groups is stable under taking subgroups, and under taking ﬁnite products:
Fact 2.15.
(a) ([4, Lemma 3.3]) Every subgroup of a Z-Noetherian group is Z-Noetherian.
(b) ([4, Lemma 3.4]) The ﬁnite product of Z-Noetherian groups is a Z-Noetherian group.
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Z-Noetherian. These results were generalized as follows:
Theorem 2.16. ([10])
(a) A group G is Z-Noetherian if and only if every countable subgroup of G is Z-Noetherian.
(b) Let {Gi | i ∈ I} be a family of groups, and G =∏i∈I Gi . Then G is Z-Noetherian if and only if every Gi is Z-Noetherian and all but
ﬁnitely many of the groups Gi are abelian.
As a corollary of Theorem 2.16(a), one obtains the following:
Theorem 2.17. ([10]) Every free group is Z-Noetherian.
Proof. In view of Theorem 2.16(a), take a countable subgroup H of a free group F . Then H is a countable free group, thus
isomorphic to a subgroup of a linear group by [2], and so is Z-Noetherian by Example 2.14(a). 
This result can also be proved directly:
Example 2.18. Let F be a free non-abelian group. Then the algebraic subsets of F are the ﬁnite unions of singletons or
subsets f C F (g)h, for elements f , g,h ∈ F . This follows from results in [12], and in [5].
Another case when the Zariski topology has a very transparent description is that of abelian groups. If G is an abelian
group, then EG = {g + G[n] | g ∈ G, n ∈ N} by Example 2.3. As EG satisﬁes the conditions in Proposition 2.11, one obtains
that E∪G is the family of ZG -closed subsets of an abelian group G . In other words, every algebraic subset of G is additively
algebraic.
Theorem 2.19. ([8]) If G is an abelian group, then E∪G = ZG =MG =PG is a Noetherian topology.
Example 2.20. Taking the inﬁnite power G = Q N8 of the ﬁnite nilpotent Q 8 group, which is not Z-Noetherian by Theo-
rem 2.16(b), one can conclude that a nilpotent group of nilpotency class 2 need not be Z-Noetherian.
Recall that G is said to be almost torsion-free, if G[n] is ﬁnite for every n > 0. The coﬁnite topology on a set is always
Noetherian, and so Z-coﬁnite groups are Z-Noetherian.
Proposition 2.21. ([22, Theorem 5.1]) An abelian group G is Z-coﬁnite if and only if either G is almost torsion-free, or G has exponent p
for some prime number p.
The following result is a corollary of Proposition 2.21.
Proposition 2.22. Let K be a ﬁeld, α a cardinal, and m > 0 an integer. Then:
(a) the group (K ,+)α is Z-coﬁnite;
(b) the group (K ∗, ·)m is Z-coﬁnite.
As a consequence, all their subgroups are Z-coﬁnite; in particular, the group (
⊕
α K ,+) is Z-coﬁnite.
Proof. (a) Note that either Kα is torsion-free, if char K = 0, or Kα has exponent p, if char K = p > 0.
(b) Simply observe that (K ∗, ·)m is almost torsion-free.
In both cases, Proposition 2.21 applies.
Finally, the last assertion follows by Eq. (1), where ZG H⊇ ZH is noted for every subgroup H of a group G . 
3. Precompact Hausdorff group topologies
In analogy with Deﬁnition 2.13, given a group G , let us call it P-discrete (resp., M-discrete, Z-discrete) provided that
the topology PG (resp., MG , ZG ) is discrete.
In the following theorem, we prove that a solvable divisible non-abelian group admits no precompact group topology.
Theorem 3.1. Every solvable divisible non-abelian group isP-discrete.
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Let us prove ﬁrst that its compact completion K is a connected group. Since the connected component of K is the
intersection of all open subgroups of K , it will suﬃce to show that K has no proper open subgroups. Indeed, let N be an
open subgroup of K , so that the intersection G ∩ N is an open subgroup of G . Since open subgroups in a precompact group
have ﬁnite index, n = [G : (G ∩ N)] is ﬁnite. Then xn ∈ G ∩ N for every x ∈ G . Since G is divisible, for every g ∈ G there exists
x ∈ G such that g = xn . Hence, G ⊆ G ∩ N , so that N contains the dense subgroup G . Since N is also closed in K , we deduce
that N = K .
The next step is to verify that K is also solvable (of the same class as G). Indeed, by the density of G in K and the
continuity of the commutator operation, one can easily deduce that G ′ is dense in K ′ . Similarly, the n-th commutator
subgroup G(n) is dense in K (n) . Therefore, K (n) is trivial whenever G(n) is trivial.
Now we prove that the connected solvable group K is abelian. As a consequence, G is abelian too. Arguing for a con-
tradiction, assume that K 
= Z(K ) is not abelian. By a theorem of Varopoulos [24], the non-trivial quotient K/Z(K ) is
center-free and isomorphic to a direct product of simple connected compact Lie groups; in particular, K/Z(K ) cannot be
solvable. This contradicts the fact that the quotient of a solvable group is solvable. 
In the next corollary we see that the converse of Theorem 3.1 holds for countable groups, thus characterizing the solvable
divisible countable P-discrete groups.
Corollary 3.2. For a solvable divisible countable group G, the following conditions are equivalent:
(a) G is abelian;
(b) MG =PG ;
(c) PG is non-discrete.
Proof. (c) implies (a) by Theorem 3.1, and (a) implies (b) by Theorem 1.3. Finally, (b) implies (c) by [13], where the author
proves that every solvable countable group G admits non-discrete Hausdorff group topologies, i.e. MG is non-discrete. 
Recall the deﬁnition of the Heisenberg group H = HK of 3 × 3 unitriangular upper matrixes over the ﬁeld K . For more
details, see Section 6.
Proposition 3.3. For every ﬁeld K with char K = 0, the group HK isP-discrete, soMHK 
=PHK .
Proof. Since the group HK is a nilpotent (so solvable) non-abelian group we are going to apply Theorem 3.1. To this end,
we need to check that HK is divisible. Since Z(HK ) ∼= (K ,+) is divisible, it suﬃces to check that HK /Z(HK ) is divisible.
This follows from HK /Z(HK ) ∼= (K ,+) × (K ,+).
It remains to see that HK is not M-discrete. To this end one may take any non-discrete ring topology on K (every inﬁnite
commutative ring has such topologies according to a theorem of Arnautov) and consider the product topology on HK . This
will be a non-discrete group topology on HK . 
Note that if char K = 0 and K is also countable, then ZHK =MHK 
=PHK = discrete (see Question 7.4).
Motivated by the equality ZG = MG = PG in the abelian case, the question which of these equalities remain true for
nilpotent groups was raised in [8, Question 12.1]. Proposition 3.3 and the above example provide a partial answer to this
question for a large variety of nilpotent groups of class 2.
Remark 3.4. In Proposition 3.3 we proved that, given a ﬁeld K of characteristic 0, the Heisenberg group HK is P-discrete.
In other words, it does not admit precompact topologies. However, replacing the ﬁeld K by Z one obtains a group HZ that
admits a plenty of precompact group topologies, so that now PHZ is not only non-discrete, it is even non-Hausdorff.
If one replaces “precompact” by locally precompact (this means a group that has a locally compact completion), things
may change substantially. Indeed, the group HQ admits plenty of non-discrete locally precompact group topologies (they can
be obtained by embedding into the locally compact groups built in [18] via “generalized Heisenberg group” constructions).
Recall also the deﬁnition of the group GK = K ∗  V , given a ﬁeld K and a K -vector space V . See also Sections 4, 5.
Corollary 3.5. Let K be an algebraically closed ﬁeld of characteristic 0. Then both groups GK and HK areP-discrete.
Proof. The conclusion holds for HK by Proposition 3.3. To conclude the proof, one only has to notice that the solvable group
GK is also divisible under the assumptions, in order to apply Theorem 3.1. 
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Deﬁnition 3.6. ([19]) A group G is called:
(a) maximally almost periodic, if the homomorphisms from G to compact groups K separate the points of G (i.e., G admits
precompact Hausdorff group topologies);
(b) minimally almost periodic, if every homomorphism to a compact group K is trivial.
So a group is P-discrete exactly when it is not maximally almost periodic. In particular, examples of P-discrete groups
are provided by all minimally almost periodic groups.
The next result establishes a dichotomy for PG , whenever MG is a group topology (hence, it is also Hausdorff).
Proposition 3.7. Let G be a group such thatMG is a group topology.
(a) IfMG is precompact, thenMG =PG .
(b) IfMG is non-precompact, thenPG is discrete.
Proof. Item (a) follows from the deﬁnitions. For item (b), it suﬃces to note that if MG is not precompact, then G admits
no precompact Hausdorff group topologies, forcing PG to be discrete. 
Remark 3.8. Compare Corollary 3.2 and Proposition 3.7. For a solvable divisible countable group G , the conditions of having
MG = PG and of being P-discrete were equivalent; on the other hand, for a group G such that MG is a group topology
those two conditions are alternative.
Corollary 3.9. If G is a solvable divisible countable group, thenMG is not a group topology.
Example 3.10. We recall here two well-known examples of P-discrete groups that are not M-discrete, so that MG 
=PG .
(a) A classical example of a P-discrete group is the group SL(2,C) (see [20]). Since SL(2,C) is topologizable (by its usual
topology induced by C4), it is not M-discrete.
(b) Let X be an inﬁnite set, and let G = S(X) be the group of permutations over X . It is an old result by Gaughan [11]
that the Markov topology MG of G is the pointwise convergence topology, which is a Hausdorff group topology, yet
non-precompact. By Proposition 3.7(b), G is P-discrete.
(c) Recently, it was proved in [3] also that ZG =MG is the pointwise convergence topology for all subgroups G of inﬁnite
permutation groups S(X), that contain the subgroup Sω(X) of all permutations of ﬁnite support. Thus, for such groups,
ZG =MG 
=PG = discrete topology.
This theorem of Banakh, Guran and Protasov [3] shows also that the class of groups G with ZG = MG is not stable
under taking subgroups. In fact, given an arbitrary group H , one can embed it in a permutation group G = S(H). Taking
H such that ZH 
=MH , one has the desired example.
(d) Consider now the group H = Z. Then ZH = MH by Theorem 1.3, and this topology is coﬁnite by Proposition 2.21. On
the other hand, embedding H in G = S(H), one has that ZG H= MG H is a Hausdorff group topology, so that H is
neither Zariski, nor Markov, embedded in G . By Proposition 2.7, H is neither Hausdorff embedded, nor super-normal
in G .
Groups G such that MG is a group topology (so Hausdorff) are quite hard to come by. The M-discrete groups trivially
satisfy this condition, and the permutation groups too, as already mentioned. In [10], another class of groups is proved to
share this property, namely the direct products and the direct sums of ﬁnite, center-free groups.
4. The group K ∗ V
Let K be a ﬁeld, V be a K -linear space, and consider the action of the group (K ∗, ·) on the additive group (V ,+) deﬁned
by scalar multiplication. Denote by G the semidirect product GK = K ∗  V .
The case when K = F2 is trivial since then G ∼= V is an abelian group of exponent 2. Therefore, in the sequel we assume
K 
= F2. Moreover, if K is ﬁnite, we assume dimK V to be inﬁnite, otherwise G would be ﬁnite itself.
Observe that when dimK V = n is ﬁnite, G can be realized in a natural way as a subgroup G¯ of the linear group GLn+1(K ):
G¯ =
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎝
a b1 · · · bn
0 1 0
...
. . .
⎞⎟⎟⎠ ∈ GLn+1(K ) ∣∣∣ a ∈ K ∗, b1, . . . ,bn ∈ K
⎫⎪⎪⎬⎪⎪⎭0 0 1
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(
K ∗ Kn
0t In
)
. The isomorphism is
K ∗  Kn →
(
K ∗ Kn
0t In
)
(a,b1, . . . ,bn) →
⎛⎜⎜⎝
a b1 · · · bn
0 1 0
...
. . .
0 0 1
⎞⎟⎟⎠ .
For this reason, for a generic K -vector space V , from now on we will use the notation
G =
(
K ∗ V
0 1
)
.
Denote by NK =
(
1 V
0 1
)
the normal subgroup of G corresponding to V , and by DK =
(
K ∗ 0
0 1
)
the subgroup of G corre-
sponding to K ∗ . From now on, we simply denote them by N and D , respectively, when the ﬁeld K is clear from the context.
By the structure of the semidirect product G = D  N , one has N ∩ D = {eG}, G = DN , and the action of D on N is the
conjugation in G . The action of K ∗ on V is ﬁxed-point-free; hence, in terms of the group G , one has [n,d] 
= eG whenever
n ∈ N and d ∈ D are non-trivial elements. In particular, G is center-free.
Lemma 4.1.
(a) For every n ∈ N, if n 
= eG then N = CG(n). In particular, N is an elementary algebraic subset of G.
(b) If g =
(
a b
0 1
)
∈ G \ N (i.e. a 
= 1K ), then CG(g) = {
(
x x−1a−1 b
0 1
)
| x ∈ K ∗}.
(c) For every d ∈ D, if d 
= eG then D = CG(d). In particular, D is an elementary algebraic subset of G.
(d) G is not nilpotent, but it is solvable of class 2.
Proof. (a)–(c) are obvious, while (d) easily follows from the fact that Z(G) = 1, and that G ′ = N is abelian. 
In the sequel, for a ∈ K ∗ we denote by fa the group automorphism fa : (V ,+) → (V ,+) deﬁned by fa(x) = ax.
Proposition 4.2. Let K be a ﬁeld containing a subring A such that:
(a) A is a Unique Factorization Domain;
(b) there exist two non-associated prime elements r, s in A.
Then there exist a Hausdorff group topology τ on (K ,+), and an element a ∈ K ∗ such that the automorphism fa is not τ -continuous.
Proof. For every integer m 0, let Um = rm A be the principal ideal generated by rm in A. Then the family {Um |m ∈ N} is
a local base at 0K of the r-adic group topology τ on (K ,+). By (a), ⋂m∈N Um = {0K }, so τ is also Hausdorff.
The group automorphism f s−1 on (K ,+) is not τ -continuous. Indeed, A = U0 is a τ -open neighborhood of 0K , but
sA = f −1
s−1 (A) is not, as it cannot contain any τ -neighborhood Um by (b). 
In the next corollary, we give a suﬃcient condition that implies the hypotheses of Proposition 4.2.
Corollary 4.3. Let K be a ﬁeld such that the following condition holds:
either char K = 0 or char K = p > 0 and the extension K/Fp is not algebraic. (†)
Then there exist a Hausdorff group topology τ on (K ,+), and an element a ∈ K ∗ such that the automorphism fa is not τ -continuous.
Proof. If char K = 0, then K contains Z, and we can take two different primes in A = Z.
If char K = p and the extension K/Fp is not algebraic, ﬁx an element t ∈ K , t transcendent over Fp . Then K contains
A = Fp[t], that is a Unique Factorization Domain, and the elements t and t − 1 are non-associated primes in A.
In both cases, the hypotheses of Proposition 4.2 are satisﬁed. 
Remark 4.4. Observe that the ring A as in Proposition 4.2 is not a ﬁeld. When the ﬁeld K is an algebraic extension of Fp ,
then every subring of K is a ﬁeld so the argument in the proof of Proposition 4.2 cannot be applied. Nevertheless, we are
not aware whether the conclusion of this proposition remains true in the general case. See Question 7.5.
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Proof. N is a non-central abelian subgroup of G , so it is not super-normal by Proposition 2.5.
As N ∼= V ∼=⊕α K , ZN is the coﬁnite topology of N by Proposition 2.22, and it coincides with MN by Theorem 1.3. So
ZN =MN ⊆MG N . 
Note that Lemma 4.5 gives MN ⊆ MG N , but we do not know in general if the reverse inclusion holds, i.e. if N is
Markov embedded in G (see Question 7.7).
The following result is a corollary of Theorem 2.6.
Proposition 4.6. The subgroup N ∼= V is Hausdorff embedded in G if and only if for every Hausdorff group topology τ on V , and for
every a ∈ K ∗ , the group automorphism fa of V is τ -continuous.
Proof. In view of Theorem 2.6, it will suﬃce to recall the deﬁnition of G ∼= K ∗  V , as the conjugation of N by elements
of D ∼= K ∗ in G = DN is the action of K ∗ on V of scalar multiplication. 
Corollary 4.7. If condition (†) holds, then N is not Hausdorff embedded in G.
Proof. In order to apply Proposition 4.6, it suﬃces to ﬁnd an element a of K ∗ and a Hausdorff group topology τ on V such
that the group automorphism fa of V is not τ -continuous. Consider a ∈ K ∗ and τ on K as in Corollary 4.3.
If V ∼= K (i.e. dimK V = 1), we are done. Otherwise, if dimK V = α, consider the product topology τα on Kα and the
induced topology τ ′ on V ∼=⊕α K . Then the group automorphism fa of V is not τ ′-continuous. 
Note that (†) holds, if the ﬁeld K is uncountable.
Corollary 4.8. If K is uncountable, then N is not Hausdorff embedded in G.
Next we see that when K is ﬁnite, we can completely determine when N is Hausdorff embedded in G (see Corol-
lary 4.11). Since this imposes V to be inﬁnite (in order to have the group G inﬁnite) we ﬁrst pay a special attention to this
case:
Lemma 4.9. Let K be a ﬁeld with char K = p > 0, and let V be a K -vector space with dimK V inﬁnite. Then the following are
equivalent:
(a) K 
= Fp ;
(b) there exists a Hausdorff group topology τ on (V ,+), and a ∈ K ∗ such that the group automorphism fa of V is not τ -continuous;
(c) N is not Hausdorff embedded in G.
In particular, N is Hausdorff embedded in G if and only if K = Fp .
Proof. (a) → (b). Consider the topology on the subgroup U0 :=⊕α Fp induced by the product topology of Fαp , and extend
it to a group topology τ on V ∼=⊕α K taking U0 to be τ -open. Pick arbitrarily an element a ∈ K \ Fp . Then continuity
of x → ax would provide a τ -open neighborhood U of 0V such that aU ⊆ U0. Taking a non-zero element u ∈ U and a
non-zero coordinate ui ∈ Fp of u, we obtain aui ∈ Fp . Hence, a ∈ Fp , a contradiction.
(b) → (a). It suﬃces to prove that the element a ∈ K ∗ provided by out hypothesis does not belong to Fp . Indeed, the
multiplication by any b ∈ Fp is continuous with respect to every Hausdorff group topology on (V ,+), since bx, for x ∈ V , is
a multiple of x in the additive group (V ,+).
By Proposition 4.6, (b) ↔ (c).
The last assertion is simply (a) ↔ (c) in counter-positive form. 
Corollary 4.10. Let dimK V be inﬁnite. Then N is Hausdorff embedded in G if and only if K = Fp for some prime p.
Proof. Assume that N is Hausdorff embedded in G . Then condition (†) fails by Corollary 4.7, so char K = p > 0 (and K is an
algebraic extension of Fp). By Lemma 4.9, we obtain K = Fp .
If K = Fp , then N is Hausdorff embedded in G by Lemma 4.9. 
Corollary 4.11. Let K be ﬁnite. Then N is Hausdorff embedded in G if and only if K = Fp , where p = char K .
So what really remains open here is only the cases when dimK V < ∞, and char K = p > 0, with (†) failing, i.e. the
extension K/Fp is inﬁnite and algebraic (see Question 7.6).
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In this section we study the Zariski topology ZG and the aﬃne topology AG on G = K ∗  V .
Let K (T ) be the ﬁeld of rational functions over K . For r ∈ K (T ) with ﬁnite set Z of roots in K of its denominator, let
dom r denote the domain K \ Z of the rational evaluation function K \ Z → K , x → r(x), associated to r.
Let dimK V = α. Then the groups (V ,+) and (⊕α K ,+) are isomorphic, so we will identify them in the sequel. For a
ﬁnite subset I ⊆ α we identify V I :=⊕I K with a subspace of V and the semidirect product WI = K ∗ V I with a subgroup
of G in the obvious way. For ﬁnite subsets I, J ⊆ α one has WIW J = WI∪ J and G is the directed limit of these subgroups.
So every coset of each WI is contained in some bigger W J . In the sequel we describe a subbase of ZG . It will contain G
and cosets of NK , all remaining members will be contained in some of the subgroups WI .
A ﬁnite subset {R j: j ∈ I} of K (T ) \ {0} will be denoted by R and considered as an element of the direct sum ⊕α K (T )
(considered as a K (T )-linear space). Then dom R =⋂i dom Rλi is a coﬁnite set in K , and R determines the evaluation
function dom R → V =⊕α K , whose range is contained in V I . For such a function R let supp(R) = { j ∈ α: R j 
= 0} and
F R =
{(
x R(x)
0 1
)
∈ G
∣∣∣ x ∈ K ∗ ∩ dom R = dom R \ {0K }} .
Clearly, F R is contained in the subgroup Wsupp(R) .
One can identify the subset F R of WI ⊆ K ∗ ×
⊕
α K with the ‘graph’ of the rational evaluation function R : K ∗ ∩
dom R → V I , and in order to keep this intuitive idea about F R we often call it just graph in the sequel. A leading ex-
ample for such a graph is the centralizer CG(g) of g =
(
a b
0 1
)
∈ G \ N , as CG(g) = F R , for R = x−1a−1 b, by Lemma 4.1(b).
Let B = BK be the family consisting of the following subsets of G:
• singletons of G , and the whole G;
• cosets of the normal subgroup N =
(
1 V
0 1
)
of G;
• graphs F R , with R ∈
⊕
α K (T ).
The next lemma shows that EG ⊆ B∪ .
Lemma 5.1. The elementary algebraic subsets of G are ﬁnite unions of elements of B.
Proof. Let Ew 
= ∅ be an elementary algebraic subset of G , given by the word
w = (α1Xε1α−11 )(α2Xε2α−12 ) · · · (αk−1Xεk−1α−1k−1)αk Xεk ,
with ε1, . . . , εk = ±1 (see Lemma 2.4). Ew is the solution set in G of the equation(
α1X
ε1α−11
)(
α2X
ε2α−12
) · · · (αk Xεkα−1k )= α−1k . (5)
For i = 1, . . . ,k, let αi =
(
ai bi
0 1
)
∈ G , where ai ∈ K ∗ and bi ∈ V , and deﬁne
δi =
{
0 if εi = 1,
−1 if εi = −1.
(6)
Write X =
(
x y
0 1
)
for the variable in G , so that X−1 =
(
x−1 −x−1 y
0 1
)
, and Xεi =
(
xεi εi x
δi y
0 1
)
for εi = ±1.
Recall Deﬁnition 2.1 of i = i(w), let 0 = 0 for convenience, and deﬁne
Φ =
k∑
i=1
εiai T
i−1+δi and Ψ = −b1 − a−1k bk −
k−1∑
i=1
(bi+1 − bi)T i + bkT  . (7)
Observe that Φ is a rational function (more precisely, Φ ∈ K [T ] + K [T−1]), so can be evaluated at any x ∈ K ∗; the same
holds for Ψ ∈⊕α K (T ). (In fact, Ψ ∈⊕α K [T ] +⊕α K [T−1] ⊆⊕α K (T ).)
One can prove by induction that the left-hand side in (5) is(
x b1 +∑k−1i=1 (bi+1 − bi)xi − bkx +∑ki=1 εiaixi−1+δi y
0 1
)
=
(
x −a−1k bk − Ψ (x) + Φ(x)y
0 1
)
, (8)
so that Eq. (5) gives
x = a−1 and −a−1bk − Ψ (x) + Φ(x)y = −a−1bk. (9)k k k
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algebraic subset Ew of G is of the following form:
Ew =
{(
x y
0 1
)
∈ G
∣∣∣ x ∈ S, Φ(x)y = Ψ (x)} .
Since S = {x ∈ K ∗: x = a−1k } 
= ∅ (as Ew 
= ∅), either  = 0 (and necessarily ak = 1K ) and S = K ∗ , or  
= 0 and S ={x1, . . . , xm} is ﬁnite.
Case 1. If  
= 0, then S is ﬁnite. So (9) is equivalent to the disjunction
Φ(x1)y = Ψ (x1) ∨ Φ(x2)y = Ψ (x2) ∨ · · · ∨ Φ(xm)y = Ψ (xm).
Let A j = {
(
x j y
0 1
)
∈ G | Φ(x j)y = Ψ (x j)} for j = 1,2, . . . ,m. Then Ew =⋃ j=1,...,m A j . Since Φ(x j) = 0 and Ψ (x j) 
= 0 for
some j entails A j = ∅, we are not interested in those j = 1,2, . . . ,m. So we assume in the sequel that Ψ (x j) = 0 whenever
Φ(x j) = 0. Hence, for every ﬁxed x j , we distinguish two cases depending on whether Φ(x j) = 0:
A j =
⎧⎪⎪⎨⎪⎪⎩
{(
x j
Ψ (x j )
Φ(x j )
0 1
)}
if Φ(x j) 
= 0,(
x j V
0 1
)
if Φ(x j) = 0, Ψ (x j) = 0.
Thus, each A j is either a singleton, or A j =
(
x j V
0 1
)
=
(
x j 0
0 1
)(
1 V
0 1
)
is a coset of N . Therefore, Ew is a ﬁnite union of elements
of B.
Case 2. If  = 0, i.e. w is singular, then S = K ∗ , so Ew = {
(
x y
0 1
)
∈ G | x ∈ K ∗, Φ(x)y = Ψ (x)}. Note that Ew = G ∈ B, if
Φ = 0 ∈ K (T ) and Ψ = 0 ∈⊕α K (T ), so assume this is not the case in the sequel.
Let Z = {x ∈ K ∗ | Φ(x) = 0, Ψ (x) = 0} be the ﬁnite set of common zeroes of Φ and Ψ . We distinguish again two cases
depending on Φ(x) = 0 by letting
E(1)w =
{(
x y
0 1
)
∈ G
∣∣∣ x ∈ K ∗, Φ(x) 
= 0, Φ(x)y = Ψ (x)} and
E(2)w =
{(
x y
0 1
)
∈ G
∣∣∣ y ∈ V , x ∈ Z}=⋃
x∈Z
(
x 0
0 1
)
N,
so that Ew = E(1)w ∪ E(2)w . As Z is ﬁnite, E(2)w is a ﬁnite union of elements of B, so we only pay attention to E(1)w .
Case 2.1. If Φ = 0 ∈ K (T ) and Ψ 
= 0 ∈⊕α K (T ), then E(1)w = ∅.
Case 2.2. If Φ 
= 0 ∈ K (T ), let R = Ψ
Φ
to obtain E(1)w = F R ∈ B. 
Remark 5.2. Note that Ew = E(1)w = F R = F Ψ
Φ
in Case 2.2 of Lemma 5.1, if Φ 
= 0 ∈ K (T ), and Z = ∅.
In the following lemma, we show that B ⊆ EG , so that B∪ ⊆ E∪G .
Lemma 5.3. The elements of B are elementary algebraic subsets of G.
Proof. Singletons and the whole G are elementary algebraic subsets of G . On the other hand, N is an elementary algebraic
subset by Lemma 4.1(a), and so all its cosets are elementary algebraic subsets too.
We shall see that for every R ∈⊕α K (T ), the subset F R is elementary algebraic, i.e. F R = Ew for some word w . Note
that R = 0 yields F R = D , which is an elementary algebraic subset by Lemma 4.1(c). So let R = PQ for
Q = μ0 + μ1T + · · · + μsT s, P = λ0 + λ1T + · · · + λr T r . (10)
We assume that the set of common zeroes of Q and P is empty, λr 
= 0, μs 
= 0. We can also assume μ0 
= −1 (the reason
of this request will be clear in the sequel), otherwise multiplying the numerator and the denominator of R by an element
a ∈ K , a 
= 0,1 (this is possible since K 
= F2).
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= 0 and Ψ (x),Φ(x) have no common zeroes, then
Ew =
{
X ∈ G ∣∣ α1Xε1α−11 · · ·αk Xεkα−1k = α−1k }=
{(
x
Ψ (x)
Φ(x)
0 1
)
∈ G
∣∣∣ x ∈ dom Ψ
Φ
}
. (11)
On the other hand, F R = F P
Q
= {
(
x
P (x)
Q (x)
0 1
)
| x ∈ dom PQ }.
So we will look for k ∈ N; ε1, . . . , εk = ±1 such that ∑ki=1 εi = 0; a1, . . . ,ak−1 ∈ K ∗ (as already mentioned, we take
ak = 1K ); b1, . . . , bk ∈⊕α K such that the corresponding Φ and Ψ deﬁned by relations (7) satisfy
Φ = Q and Ψ = P .
This will suﬃce, as Φ and Ψ will have no common zeroes and Ew = F Ψ
Φ
= F P
Q
= F R .
Set
k = 2(r + s + 1), ε1 = · · · = εr+s+1 = 1, and εr+s+2 = · · · = εk = −1. (12)
In this way,
∑k
i=1 εi = 0, so the word w will be singular. By the deﬁnition in (6) we obtain
δ1 = · · · = δr+s+1 = 0 and δr+s+2 = · · · = δk = −1 (13)
and so, for i = 1, . . . ,k we have
ε0 + · · · + εi−1 + δi =
{
i − 1 if i  r + s + 1,
k − i otherwise.
From (7) and the above relations,
Φ =
k∑
i=1
εiai T
ε0+···+εi−1+δi =
r+s+1∑
i=1
ai T
i−1 −
k∑
i=r+s+2
ai T
k−i =
r+s∑
j=0
(a j+1 − ak− j)T j
= (a1 − ak) + (a2 − ak−1)T + · · · + (as+1 − ak−s)T s + (as+2 − ak−s−1)T s+1 + · · · + (ar+s+1 − ar+s+2)T r+s.
Recall that ak = 1, so to have Φ = Q we need a1, . . . ,ak−1 ∈ K ∗ such that
a1 − 1= μ0, a2 − ak−1 = μ1, · · · , as+1 − ak−s = μs (14)
and
as+2 − ak−s−1 = 0, as+3 − ak−s−2 = 0, · · · , ar+s+1 − ar+s+2 = 0. (15)
Observe that any ai appears in exactly one of Eqs. (14) and (15), so we can ﬁrst solve system (15) taking for example
as+2 = · · · = ar+s+1 = ar+s+2 = · · · = ak−s−1 = 1.
Then a1 = μ0 + 1 
= 0 by the initial choice of μ0 
= −1. The remaining equations of (14) are of the form a − a′ = μ, to be
solved in a,a′ ∈ K ∗ , with some speciﬁc μ ∈ K , so they are solvable, as K 
= F2 has at least three elements. So we have
presented Q in the form Q = Φ .
From (12) and (13) one can also see that for i = 1, . . . ,k
ε1 + · · · + εi =
{
i if i  r + s + 1,
k − i otherwise,
so, by deﬁnition (7) of Ψ , with ak = 1 and ∑ki=1 εi = 0, we obtain
Ψ = −b1 − a−1k bk +
k−1∑
i=1
(bi − bi+1)T ε1+···+εi + bkT ε1+···+εk
= −b1 +
k−1∑
i=1
(bi − bi+1)T ε1+···+εi = −b1 +
r+s+1∑
i=1
(bi − bi+1)T i +
k−1∑
i=r+s+2
(bi − bi+1)T k−i
= (−b1 + (b1 − b2)T + (b2 − b3)T 2 + · · · + (br+s+1 − br+s+2)T r+s+1)
+ ((br+s+2 − br+s+3)T r+s + (br+s+3 − br+s+4)T r+s−1 + · · · + (bk−1 − bk)T ). (16)
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in (10); that is, we need bi ∈ V such that
−b1 = λ0, b1 − b2 = λ1, b2 − b3 = λ2, . . . , br − br+1 = λr, br+1 − br+2 = 0, . . . , bk−1 − bk = 0.
A solution of this system can be found easily. 
Theorem 5.4. The family B is a subbase of the ZG-closed sets.
Proof. Observe that from Lemmata 5.1 and 5.3 it follows that B∪ = E∪G . As EG is a subbase of the ZG -closed sets by
deﬁnition, the theorem holds. 
Remark 5.5. If dimK V = n is ﬁnite, then G  GLn+1(K ) is a linear group, so G is Z-Noetherian by Example 2.14(a). On the
other hand, if K is ﬁnite, then G is an abelian-by-ﬁnite group, so again G is Z-Noetherian, by Example 2.14(c).
In the sequel (see Proposition 5.10), we will directly prove this result in the general case. Moreover, B∪ will be proved
to be the family of the algebraic subsets of G .
Lemma 5.6. The intersection of two distinct elements ofB different from G is ﬁnite. In particular, if B1 and B2 are two distinct elements
of B, and B1 ⊆ B2 , then either B1 is ﬁnite or B2 = G.
Proof. Obviously we only have to consider intersections between graphs, and between a graph and a coset of N .
The intersection of two distinct graphs F R1 and F R2 is{(
x R1(x)
0 1
) ∣∣∣ x ∈ dom R1}∩ {( x R2(x)0 1
) ∣∣∣ x ∈ dom R2} .
An element of this set is a matrix g0 =
(
x0 y0
0 1
)
, where x0 is a solution of the rational equation R1(x) = R2(x), which has
ﬁnitely many solutions as desired.
The intersection of a graph F R and a coset g0N for g0 =
(
x0 y0
0 1
)
, is{(
x R(x)
0 1
) ∣∣∣ x ∈ dom R}∩( x0 V0 1
)
.
This intersection is non-empty precisely when x0 ∈ dom R , and namely consists of the single element g =
(
x0 R(x0)
0 1
)
. 
Corollary 5.7. N is a ZG-closed, Zariski embedded subgroup of G.
Proof. We have to prove that ZG N= ZN . By Theorem 5.4, it follows that F = {B ∩ N | B ∈ B} is a subbase of the ZG N -
closed sets. Now observe that N itself is an element of B, so F consists of N and ﬁnite subsets of N , by Lemma 5.6;
consequently, ZG N is the coﬁnite topology on N . On the other hand, we have already proved in Lemma 4.5 that ZN is the
coﬁnite topology of N . 
Remark 5.8.
(a) N is a ZG -closed, Zariski embedded normal subgroup of G by Corollary 5.7, but N is not super-normal in G by
Lemma 4.5.
(b) If K satisﬁes condition (†), then N is not Hausdorff embedded in G by Corollary 4.7.
(c) If G is countable, i.e. if both K and the dimension dimK V are ﬁnite or countable, then ZG = MG by Markov’s Theo-
rem 1.2. In particular, for every subgroup the conditions of being Markov embedded and Zariski embedded coincide,
and N is Markov embedded in G .
Remark 5.9. Let dimK V be countable, and let K be countable too, and satisfying condition (†) (for example, K = Q can
be considered). Then GK is countable, so NK is Zariski and Markov embedded, but not Hausdorff embedded in GK , by
Remark 5.8(b) and (c). Moreover, NK is a ZGK -closed, MGK -closed normal subgroup.
Let B1 = B ∪ [G]<∞ be the family obtained adding all ﬁnite subsets of G to B, thus consisting of the following subsets
of G:
• G and all ﬁnite subsets of G;
• cosets of N;
• sets F  , with R ∈
⊕
α K (T ).R
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intersections and satisﬁes the descending chain condition; by Proposition 2.11, B∪1 is the family of closed sets of the topology
generated by the closed sets in B1, and this topology is Noetherian. Thus, we have proved the following:
Proposition 5.10. G is a Z-Noetherian group, and B∪ is the family of the algebraic subsets of G. In particular, every algebraic subset
of G is a ﬁnite union of elementary algebraic subsets of G.
Now we focus on ZG -closed irreducible subsets of G . To this end, we distinguish the cases when K is inﬁnite or ﬁnite.
Recall that if K is ﬁnite, we assume dimK V to be inﬁnite.
Lemma 5.11. If K is inﬁnite, B is the family of closed irreducible subsets of ZG .
If K is ﬁnite and dimK V is inﬁnite, the closed irreducible subsets of ZG are the singletons and the cosets of N.
Proof. Singletons are always irreducible.
If K is ﬁnite, N has ﬁnite index in G , so the ﬁnite union of the cosets of N covers G , and G is reducible. Graphs F R with
more than one element are reducibles as they are ﬁnite.
If K is inﬁnite, we have to show that G is irreducible. Assume for a contradiction that G is a ﬁnite union of proper
ZG -closed subsets. It is not restrictive to assume that they are members of B:
G = g1N ∪ · · · ∪ ghN ∪ F R1 ∪ · · · ∪ F Rk . (17)
In this case, N is inﬁnite and has inﬁnite index in G , so there exists a coset g0N distinct from the cosets g1N, . . . , ghN . By
Lemma 5.6, g0N has ﬁnite intersection with every F R1 , . . . , F Rk , thus it should be ﬁnite itself, a contradiction.
The same argument shows that the cosets of N and the graphs F R are irreducibles: they are inﬁnite subsets that have
ﬁnite intersection with every other element of B \ {G}. 
Corollary 5.12. If K is ﬁnite and dimK V is inﬁnite, the topological space (G,ZG) has combinatorial dimension 1. Otherwise, it has
dimension 2.
Proof. If K is ﬁnite, a strictly increasing chain of irreducible closed sets, of length two, is
{eG} N.
If K is inﬁnite, a strictly increasing chain of irreducible closed sets, of length three, can be of one of the following two
forms:
{eG} N  G,
{g} F R  G. 
Corollary 5.13. Let dimK V be ﬁnite, and S be a proper closed subset of the topological space (G,ZG). Then:
• dim S = 0 if and only if S is ﬁnite;
• dim S = 1 if and only if S is inﬁnite.
Proof. By Proposition 5.10, S is a ﬁnite union of elements of B.
If S is ﬁnite, it obviously has dimension zero. Otherwise, S is the union of ﬁnitely many cosets of N , ﬁnitely many
graphs, and a ﬁnite subset of G , and so has dimension one. 
We already observed in Section 4 that if dimK V = n is ﬁnite, then G is the matrix group
(
K ∗ Kn
0t In
)
, a subgroup
of GLn+1(K ), which can be considered as a subset of K (n+1)
2
. In particular, we can consider the aﬃne topology AG of
the group G .
Corollary 5.14. If dimK V is ﬁnite, then the Zariski topology ZG is properly contained in the aﬃne topologyAG .
Proof. By Example 2.14(a), the inclusion ZG ⊆AG holds for any linear group G .
If dimK V = n > 1, then the aﬃne topology AN =AG N on the group N ∼= Kn is strictly ﬁner than the coﬁnite topology.
On the other hand, ZG N= ZN is the coﬁnite topology on N by Corollary 5.7. Thus ZN AN , and in particular ZG AG .
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(
K ∗ K
0 1
)
. We show a subset S of G that is AG -closed, but not ZG -closed. Let
S =
{(
x y
0 1
)
∈ G
∣∣∣ x = y2}= {( y2 y0 1
) ∣∣∣ y ∈ K ∗} .
Then S is AG -closed, as it is the zero-set of the polynomial P (x, y) = y2 − x. Yet S is not ZG -closed: otherwise, it would
be a ﬁnite union of elements of B \ {G}. Let us see that this is not possible, as in fact S has ﬁnite intersection with any
member of B \ {G}. For every g0 =
(
x0 y0
0 1
)
∈ G ,
S ∩ g0N =
{(
y2 y
0 1
) ∣∣∣ y ∈ K ∗}∩( x0 K0 1
)
has at most two elements: if x0 is not a square in K , it is empty; if x0 is a square in K , say x0 = x21, then S ∩ g0N =
{
(
x0 x1
0 1
)
,
(
x0 −x1
0 1
)
}.
If R ∈ K (T ) is a rational function, then
S ∩ FR =
{(
y2 y
0 1
) ∣∣∣ y ∈ K ∗}∩ {( x R(x)0 1
)
∈ G
∣∣∣ x ∈ dom R} .
An element of this intersection is a matrix
(
a2 a
0 1
)
such that a = R(a2), that is: a is a solution of the non-trivial rational
equation x− R(x2) = 0, which admits only ﬁnitely many solutions. 
6. The Zariski topology of the Heisenberg group
If K is an inﬁnite ﬁeld, the Heisenberg group with coeﬃcients in K is the group HK of unitriangular upper matrixes
HK =
(1 K K
0 1 K
0 0 1
)
which we denote simply H from now on.
We distinguish the following subgroups of H :
L = LK =
(1 0 K
1 K
1
)
and M = MK =
(1 K K
1 0
1
)
.
Observe that Z(H) = L ∩ M . Moreover, H is isomorphic to the semidirect products (K ,+)M and (K ,+) L, but this will
not be used in the sequel.
Lemma 6.1. L and M are ZH -closed abelian subgroups of H, that are neither Zariski embedded in H, nor Markov embedded.
In particular,ML = ZL  ZH L⊆MH L andMM = ZM  ZH M⊆MH M.
Proof. It is easy to verify that L is the centralizer in H of its non-central elements, so L is an elementary algebraic subset
of H , hence ZH -closed. As L is isomorphic to the group (K 2,+), ZL is the coﬁnite topology by Proposition 2.22(a). Being
Z(H) an inﬁnite ZH -closed subset properly contained in L, thus an inﬁnite proper ZH L-closed, ZH induces on L a topology
strictly ﬁner than the coﬁnite topology ZL , i.e. L is not Zariski embedded in H . Moreover, ML = ZL for the abelian group L
by Theorem 1.3, and L is not Markov embedded in H by Fact 2.8(a). Finally, ZH L⊆MH L follows from ZH ⊆MH , which
holds for every group.
In the same way one proves that M has the same properties as L. 
Lemma 6.2. Depending on the characteristic of the ﬁeld K , the group H has the following properties:
• If char K = 0, then H is torsion-free.
• If char K = 2, then H is of exponent 4.
• If char K = p > 2, then H is of exponent p.
Remark 6.3. Let us underline another difference between the Heisenberg groups and the abelian groups, beyond those noted
in Remark 3.4. We already noticed that ZH is not the coﬁnite topology, as for example Z(H), L and M are inﬁnite proper
ZH -closed subsets. Compare Lemma 6.2 and Proposition 2.21: every abelian group which is either almost torsion-free or
of prime exponent is Z-coﬁnite. On the other hand, when char K varies in N \ {2}, the Heisenberg group HK is either
torsion-free or of exponent p > 2, but HK is not Z-coﬁnite.
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moreover, we impose that δ = 0 if char K 
= 2 (i.e. R ∈ K [T ] is a polynomial, if char K 
= 2). For such a rational function R ,
consider the rational evaluation function dom R → K , x → R(x), associated to R . We deﬁne the following subset AR of H
AR =
{(1 x K
1 R(x)
1
)
∈ H
∣∣∣ x ∈ dom R} .
Lemma 6.4. The subset AR is a subgroup of H if and only if there exist λ ∈ K such that R = λT ∈ K [T ]. In this case, AλT is an abelian
normal subgroup of H, but not super-normal.
Lemma 6.5. Let λ 
= 0. Then Z(H) ∼= K has a complement in AλT if and only if char K 
= 2. In this case, AλT ∼= K 2 .
Proposition 6.6. If char K 
= 2, and λ ∈ K , then AλT is neither Zariski embedded in H, nor Markov embedded, nor Hausdorff embed-
ded. In particular,MAλT = ZAλT  ZH AλT ⊆MH AλT .
Let C = CK the family of subsets of H consisting of the following elements:
• singletons of H , and the whole H ;
• cosets of the normal subgroup L;
• subsets AR , with R rational function as above.
We prove below that C is a subbase of the ZH -closed subsets. Note that C is ‘symmetric’ (with respect to the coordinates
x, z), in fact choosing R = 0, the zero rational function, one obtains A0 = M (symmetrically, L ∈ C). Analogously, the constant
functions z0 ∈ K determine all cosets of M in H (symmetrically, C contains all cosets of L). If R = β+γ Tα+δT ∈ K (T ) is not
constant, then R deﬁnes either a bijection K → K , or a bijection K \ {x0} → K \ {z0} (depending by the coeﬃcients of R) for
appropriate x0, z0 ∈ K . If R−1 is its inverse function, then AR can be presented symmetrically as follows
AR =
{(1 x K
1 R(x)
1
)
∈ H
∣∣∣ x ∈ dom R}= {(1 R−1(z) K1 z
1
)
∈ H
∣∣∣ z ∈ dom R−1} .
In the next lemma we see that EH ⊆ C∪ .
Lemma 6.7. Every elementary algebraic subset of H is a ﬁnite union of elements of C .
Proof. The inverse of an element X =
(
1 x y
1 z
1
)
∈ H is X−1 =
(
1 −x −y+xz
1 −z
1
)
, so for εi = ±1 we deﬁne the integer
δi =
{
0 if εi = 1,
1 if εi = −1.
(18)
In the sequel, if n ∈ Z and λ ∈ K , the multiple nλ in the additive group (K ,+) coincides with the product (n1K )λ of K .
We can write Xεi =
(
1 εi x εi y+δi xz
1 εi z
1
)
. Let Ew 
= ∅ be an elementary algebraic subset of H . According to Lemma 2.4, we can
assume that the word w has the form
w = (α1Xε1α−11 )(α2Xε2α−12 ) · · · (αn−1Xεn−1α−1n−1)αn Xεn ,
with ε1, . . . , εn = ±1, so Ew is the solution-set in H of the equation
(
α1X
ε1α−11
)(
α2X
ε2α−12
) · · · (αn Xεnα−1n )= α−1n . (19)
For i = 1, . . . ,n let αi =
(
1 ai bi
1 ci
)
∈ H , where ai,bi, ci ∈ K .1
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A =
n∑
i=1
εiai,
C =
n∑
i=1
εici,
B = −bn,
D =
n∑
i=1
δi +
n∑
i, j=1
i< j
εiε j.
(20)
Recall the deﬁnition of  in Deﬁnition 2.1. One can prove by induction that the left-hand side of Eq. (19) is the matrix(1 x  y + (A + Dx)z − Cx
1 z
1
)
so that Eq. (19) gives the system⎧⎨⎩
x = −an,
z = −cn,
 y + (A + Dx)z − Cx = B + ancn.
(21)
If  · 1K 
= 0K , then system (21) has a unique solution, and so Ew is a singleton.
If  ·1K = 0K , then also an = cn = 0K (as we are assuming Ew 
= ∅). In this case, system (21) is equivalent to the equation
(A + Dx)z = B + Cx.
Let
E(1)w =
{(1 x K
1 K
1
)
∈ H
∣∣∣ { A + Dx = 0
B + Cx = 0
}
,
E(2)w =
{(1 x K
1 z
1
)
∈ H
∣∣∣ A + Dx 
= 0, z = B + Cx
A + Dx
}
,
so that Ew = E(1)w ∪ E(2)w . To conclude the proof we prove that both E(1)w and E(2)w , if non-empty, belong to C .
We begin with E(2)w . It will suﬃce to show that D · 1K = 0K whenever char K 
= 2, so that either A = 0K too, giving
E(2)w = ∅, or A 
= 0K , and E(2)w = AR for R = B+CxA+Dx .
Let n+ = |{i  n | εi = 1}| be the number of εi ’s equal to 1, and similarly let n− be the number of εi equal to −1, so that
n+ + n− = n and n+ − n− = . (22)
Then
∑n
i=1 δi =
∑n
i=1,εi=−1 δi = n− .
Let J = {(i, j) ∈ {1, . . . ,n}2 | i < j}. To compute ∑ni, j=1,i< j εiε j =∑(i, j)∈ J εiε j , let J = J+ ∪ J− ∪ J0 be the partition of J
determined by the subsets J+ = {(i, j) ∈ J | εi = ε j = 1}, J− = {(i, j) ∈ J | εi = ε j = −1}, J0 = {(i, j) ∈ J | εi 
= ε j}. So∑
(i, j)∈ J
εiε j =
∑
(i, j)∈ J+
εiε j +
∑
(i, j)∈ J−
εiε j +
∑
(i, j)∈ J0
εiε j = | J+| + | J−| − | J0| = n
2+ − n+
2
+ n
2− − n−
2
− n+n−
= (n+ − n−)
2 − n
2
,
and D = n− + (n+−n−)2−n2 = 
2−
2 by (22). If char K 
= 2, then D ·1K = 0K if and only if (2 −) ·1K = 0K , and the latter holds
by our assumption  ·1K = 0K . We can conclude that E(2)w is an element of C . Note that if char K = 2, then D ·1K ∈ {0K ,1K },
and both values can be assumed.
We study now E(1)w , and so we have to solve in K the system{
A + Dx = 0,
(23)
B + Cx = 0
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E(1)w =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∅ if the system (23) has no solutions,(
1 x0 K
1 K
1
)
if x0 is the solution of the system (23),(
1 K K
1 K
1
)
= H if the system (23) is trivial.
In any case E(1)w is an element of C , and this concludes the proof.
We remark that
Ew =
{(1 x K
1 B+CxA+Dx
1
)
∈ H
∣∣∣ A + Dx 
= 0}
exactly when the system (23) has no solutions, i.e. when the polynomials B + Cx and A + Dx have distinct zeroes in K , i.e.
the rational function R = B+CTA+DT is not constant. 
In the following lemma we prove that C ⊆ EH .
Lemma 6.8. The elements of C are elementary algebraic subsets of H.
Proof. Singletons and the whole H always are elementary algebraic sets. L is a centralizer in H , so it is elementary algebraic,
and its cosets are elementary algebraic too.
We prove now that the sets AR are elementary algebraic, so let R = β+γ Tα+δT (with δ = 0 if char K 
= 2); we need to ﬁnd a
word w such that AR = Ew .
If R is a constant, say z0 ∈ K , then
AR =
{(1 x K
1 z0
1
)
∈ H
∣∣∣ x ∈ K}= (1 K K1 z0
1
)
=
(1 0 0
1 z0
1
)
M,
the coset of a centralizer, and so AR is elementary algebraic.
Suppose now that R is not constant: it suﬃces to ﬁnd a word w with (w) = 0K , n = 2, a2 = c2 = 0, and such that
A, B,C, D given by the relations (20) satisfy:
A = α, C = γ , B = β and D · 1K = δ.
Then A + DT = α + δT and B + CT = β + γ T , so the corresponding system (23) would have no solutions; that is, E(1)w = ∅
for such a w; moreover B+CTA+DT = β+γ Tα+δT = R so
Ew = E(2)w =
{(1 x K
1 R(x)
1
)
∈ H
∣∣∣ x ∈ dom R}= AR .
Recall that we are deﬁning a word w with (w) = 0K , n = 2, and such that
• if δ = 0, take ε1 = 1, ε2 = −1, so that n+ = n− = 1; in this way D = 0 and so D · 1K = δ;
• if δ 
= 0 (case to consider only if char K = 2), eventually multiplying numerator and denominator of R by δ−1, we can
assume δ = 1K ; take ε1 = ε2 = 1, so n+ = 2 and n− = 0. Then D = 1, and D · 1K = δ.
Finally, in both cases, take
a1 = α, c1 = γ , a2 = c2 = 0, b1 = 0, and b2 = −β.
We already veriﬁed that D = δ in K ; moreover
A =
n∑
i=1
εiai = a1 = α, C =
n∑
i=1
εici = c1 = γ , and B = −b2 = β
as desired. 
Remark 6.9. Note that in non-trivial cases, i.e. when the algebraic subset is not the whole H , nor a singleton, it is suﬃcient
to take n = 2. In other words, the proper elementary algebraic subsets of H , with more than one element, are all given by
words as w = (α1Xε1α−1)α2Xε2 , i.e. as w = h1Xε1h2Xε2 , with ε1, ε2 = ±1.1
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Proof. It follows from Lemmata 6.7 and 6.8 that C∪ = E∪H . As EH is a subbase of the ZH -closed sets by deﬁnition, we are
done. 
Now we describe the intersections of elements of C: non-trivial cases to consider are intersections between a coset of L
and a subset AR , or intersections between different subsets of the form AR .
In the ﬁrst case, the intersection is(1 x0 K
1 K
1
)
∩
{(1 x K
1 R(x)
1
)
∈ H
∣∣∣ x ∈ dom R} ,
non-empty exactly when x0 ∈ dom R , and in this case is(1 x0 K
1 R(x0)
1
)
=
(1 x0 0
1 R(x0)
1
)(1 0 K
1 0
1
)
=
(1 x0 0
1 R(x0)
1
)
Z(H),
a coset of Z(H), that is not an element of C . In particular, a coset of L cannot contain a subset AR , and viceversa.
The second case to consider is the intersection of two different subsets AR1 , AR2 :{(1 x K
1 R1(x)
1
)
∈ H
∣∣∣ x ∈ dom R1
}
∩
{(1 x K
1 R2(x)
1
)
∈ H
∣∣∣ x ∈ dom R2
}
.
If non-empty, one of its elements is a matrix
(
1 x0 y0
1 z0
1
)
, with x0 ∈ dom R1 ∩ dom R2, R1(x0) = z0 = R2(x0), and y0 ∈ K
arbitrarily chosen. As R1 
= R2, x0 is a solution of the non-trivial rational equation R1(x) = R2(x), which has at most two
solutions. So in this case AR1 ∩ AR2 is the union of at most two cosets of Z(H); as a consequence, a subset AR1 cannot
contain another subset AR2 .
Note that Z(H) ⊆ AR if and only if R has the form R = γ Tα+δx .
Now consider a subbase for the ZH -closed subsets which is stable under ﬁnite intersections: denote C1 the family
consisting of the following subsets of H :
• singletons, H and ∅;
• cosets of the subgroup L;
• subsets AR ;
• unions of at most two cosets of Z(H).
C1 contains C , so it is a subbase of the ZH -closed sets, but C1 is also stable under ﬁnite intersections. We have just seen
that C trivially satisﬁes the descending chain condition, and one immediately veriﬁes that C1 satisﬁes it too. So, thanks to
Proposition 2.11, we reach the following result.
Proposition 6.11. H is a Z-Noetherian group and the ZH -closed sets are the ﬁnite unions of elements of C1 . Moreover, the ZH -closed
irreducible sets are the following:
• the singletons, the whole H ;
• the cosets of the subgroup L;
• the sets AR ;
• the cosets of Z(H).
Corollary 6.12. The topological space (H,ZH ) has combinatorial dimension three.
Proof. It suﬃces to show a chain of four closed irreducible subsets, necessarily of one of the following two forms:
{eG} Z(H) L  H,
{eG} Z(H) AR  H,
where R = γ Tα+δx . 
Now we can describe the topology ZH L . Its closed sets are the ﬁnite unions of the elements of the family {C∩L | C ∈ C1},
which consists of the following subsets of L:
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• cosets of Z(H) contained in L, hence of kind
(
1 0 K
1 z0
1
)
.
Identifying L with the group K 2, via the isomorphism
K 2 → L
(y, z) →
(1 0 y
1 z
1
)
,
one can see that the ZH L-closed are the unions of a ﬁnite subset of K 2 and a set K × F , for a ﬁnite subset F of K .
Corollary 6.13. For the group L, the following holds: ZL  ZH LAL . In particular, the Zariski topology ZH and the aﬃne topology
AH are different.
Proof. We have already proved in Lemma 6.1 that ZL  ZH L . To prove the second inclusion to be proper, observe that the
subset{
(y, z) ∈ K 2 ∣∣ z = y}= {(y, y) ∈ K 2 ∣∣ y ∈ K}
is AK 2 -closed, so{(1 0 y
1 y
1
)
∈ H
∣∣∣ y ∈ K}
is AL-closed; but it is not ZH L-closed.
Now recall that AL is, by deﬁnition, AH L ; as ZH LAH L , we conclude ZH AH . 
Proposition 6.14. If char K = 2, and λ ∈ K ∗ , then AλT is an abelian normal subgroup, Zariski embedded in H, but not super-normal.
In particular,MAλT = ZAλT = ZH AλT ⊆MH AλT .
7. Final remarks and open questions
Example 7.1.
(a) By Remark 5.9, the subgroup NQ of GQ is Zariski and Markov embedded, but not Hausdorff embedded in GQ , so that
Zariski embedded & Markov embedded Hausdorff embedded.
In particular, Zariski embedded & Markov embedded do not imply super-normal.
(b) Let us verify now the non-implication
Hausdorff embedded Zariski embedded.
Note that from this, it will follow also that Markov embedded does not imply Zariski embedded; and that Hausdorff
embedded does not imply super-normal.
We shall provide an argument that is essentially [7, Corollary 6.17]. Take an M-discrete, not Z-discrete group H (for
example, one of the groups constructed by Hesse in [14]). Troﬁmov [23] proved that every group is a subgroup of a
Z-discrete group, so embed H in a Z-discrete group G . Then ZG H=MG H=MH is discrete, while ZH is not discrete.
Note that H is trivially Hausdorff embedded, but not Zariski embedded in G .
Question 7.2. ([7,9]) Let H be a (normal) subgroup of a group G. If H is Zariski embedded in G, must it also be Markov embedded
in G?
Note that Question 7.2 has a positive answer if ZG =MG , by Fact 2.8(b).
Recall that if K is a ﬁeld with char K = 0, the nilpotent group HK is P-discrete by Proposition 3.3, but not Z-discrete
(being Z-Noetherian by Proposition 6.11).
Question 7.3. ([8,9]) If G is a nilpotent group, does ZG =MG necessarily hold?
Question 7.4. Does there exist a group G such that ZG 
=MG 
=PG? Can it be chosen solvable?
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Question 7.5. Let K be a ﬁeld. Does the conclusion of Proposition 4.2 holds, also in the general case (i.e., if char K = p > 0 and K is an
algebraic extension of Fp)?
Corollary 4.7 leaves open the following:
Question 7.6. ([9, Question 8.11]) If (†) fails (i.e. char K = p and K is an algebraic extension of Fp), is NK Hausdorff embedded in GK ?
Of course, here dimK V < ∞ and K is inﬁnite (as the case of inﬁnite dimK V is covered by Corollary 4.10).
Recall that if GK is countable, then NK is Markov embedded in GK by Remark 5.8(c). On the other hand, if K is
uncountable, then (†) obviously holds, so NK is not Hausdorff embedded in GK by Corollary 4.8; but one can still ask:
Question 7.7. If GK is not countable, is NK Markov embedded in GK ?
A positive answer to Question 7.7 would give that NK is both Zariski and Markov embedded, but not Hausdorff embedded
in GK , as for the countable case.
A negative one would give that NK is Zariski embedded, but not Markov embedded in GK . In particular, the Zariski and
Markov topologies of GK would differ (on NK ) by Fact 2.8(b).
Question 7.8. If char K = 2, and λ 
= 0, is AλT Hausdorff embedded in H?
Next we report some still open questions and unsolved problems from [8,7] and [9].
Problem 7.9. ([7,9]) Describe the class of groups G such that G is Markov (respectively, Hausdorff) embedded in every group that
contains G as a normal subgroup.
Question 7.10. ([9]) Let G be an inﬁnite group. Is ZG (resp.MG ,PG ) a group topology, if it is Hausdorff?
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