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Chapter 1
Introduction
Binary Decision Diagrams (BDDs) are a particular kind of graph for rep-
resenting boolean functions. In particular they are rooted directed acyclic
graphs, where every node represents a binary decision, or equivalently a
branch on a certain boolean variable.
They have been used in many contexts in the last 20 years because of
their compactness and the efficient algorithms available for their manipula-
tion. Despite the basis for the binary decision diagrams were indirectly given
by Claude Shannon in 1938, their practical importance was not completely
understood until 1986. In this year was Bryant to understand the impor-
tance for a BDD, to be reduced and ordered. Under these assumptions the
representation of a boolean function as BDD is basically unique, therefore
many problems, like the evaluation and the equivalence for example, become
immediately trivial. His original work [5] remained for long time the most
cited paper in all of computer science [12]1.
A natural application of BDDs is surely the design of electronic circuits,
that are directly connected with boolean functions (the problem of deter-
mining minimal circuit is called logic synthesis or circuit design). The rep-
resentation of logical networks with BDDs is in fact very compact, and it
is possible to refine it even more using minimization heuristics, even though
the problem is NP-hard in its general formulation.
1Currently 8573 citations according to Google Scholar.
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Figure 1.1: The BDD for the median function of 3
variables, f(x1, x2, x3) = (x1 + x2) · (x2 + x3) · (x1 +
x3). From the set point of view it represent the family
{{1, 2}, {2, 3}, {1, 3}}. This example is also presented in
[12].
By the way, the wide range of problems where BDDs are suitable is due
to what is called symbolic analysis [6]. It is possible in fact to encode the
parameters of a system with boolean variables. After this encoding step, the
states of the system can be represented with configurations of binary vari-
ables. Solving a problem often means to search for the configurations that
respect some property. Proceeding in this way, the set of the accepted con-
figurations for a certain problem can be represented with a boolean function
(and in particular with a decision diagram), that for example evaluates true
for these configurations.
For many problems encoded in this way, the resulting BDD is reasonably
small. This does not happen always anyway, since the size of a BDD (that
is the number of nodes of the BDD graph), can be exponential in the worst
case. Nevertheless many problems become treatable beyond imagination,
and in some cases the BDD is amazingly small, like some of the examples
presented in this thesis.
Many flavors of decision diagrams exist in the literature. One of them, the
Sequence BDD, has been used recently for representing sets of strings, with
interesting results. This variation lacks, at the moment, of some explanations
on some aspects of its formal definition, in particular the ordering property.
One part of this thesis deals with the clarification of these aspects.
Studying in depth these kind of BDDs led to the discovery of new algo-
rithms, mainly conceived for their reduction, that have been studied both
theoretically and experimentally. In particular for this last purpose a small
BDD package was developed. As a practical application, the problem of in-
dexing substrings has been studied more in depth. In particular it turns out
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that the size of the Sequece BDD containing all the substrings of a given
text of length N is O(N). And also the complexity of the construction seems
to be linear, at least in the average analysis. In this way it is possible for
example to easily count the number of different substrings, or generate a fully
random substring out of the O(N2) possibilities. Problems like these are not
obviously solved with other known data structures, at least in linear time.
This thesis is structured as follows. Chapter 2 presents the binary de-
cision diagrams as they are in the literature, introducing also the variants
needed to understand the next chapters. A brief description of the important
algorithms for managing BDDs is given here. All the following chapters are
the original contribution to this thesis. Chapter 3 proposes a new definition
for the sequence BDD, studying also the feasibility of their application to the
substring indexing problem. A comparison with the similar work by Den-
zumi et al. in [9] is also presented. Chapter 4 deals with the experimental
results regarding these algorithms and data structures, while chapter 5 gives
a short overview of the implementation and the relative choices. The final
chapter 6 is dedicated to the conclusive considerations for this thesis and to
the possible future developments.
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Chapter 2
Binary Decision Diagrams
In this chapter the class of binary decision diagrams is introduced, focusing
in particular on how these data structures can be used to represent and solve
a wide variety of simple and complex problems.
2.1 Basic definitions
First of all let’s start with some useful notations and basic definitions. Let
S be a set as finite collection of distinct objects, where the relative order
between the objects does not matter. This is the usual definition of set, and
for example sets {a, b} and {b, a} are considered equal, while sets {a, b, c}
and {a, b} are of course different. The usual notions of binary set operations,
subsets, power set, etc., are also used. The characteristic function of a subset
X of A is the function
1X : A −→ {0, 1} (2.1)
that assign the value 1 to every element of X, and value 0 to any other
elements of X \A. A set S is said to be sparse if the number of its elements is
much smaller than the total number of elements it may contain; alternatively
it is possible to say that the characteristic function of S has few elements
were is defined to be one.
The power set of S, denoted with P(S), is the set of all subsets of S,
including the empty set and S itself. Any subset of P(S) is called family of
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sets over S, or hypergraph. In the following the first notion will be used,
since it is more intuitive.
A concept substantially different from the definition of set is the sequence.
Definition 1. A sequence s is an ordered list of items e1, e2, · · · , en, where
ei belongs to some set S. The number n of these items is the length of the
sequence, and is also denoted by |s|, while the element at position i in the
sequence is s[i].
Therefore in a sequence it is possible to have multiple repetitions of the
same element and the relative order has meaning, in fact the two sequences
{a, b} and {b, a} are different. Lower case letters will be used to denote
sequences, while upper case letters will be used for denoting sets, where not
otherwise specified.
In several contexts, when a sequence S is constructed over an alphabet
Σ of symbols, the term string1 is used in place of sequence.
Given these definitions, in the following sections binary decision diagrams
are presented.
2.2 Binary Decision Diagrams
A Binary Decision Diagram is a representation of a boolean function [5, 6, 12].
It has the structure of a rooted directed acyclic graph where every internal
node is labeled with an index j that designates a variable xj of the function.
These internal nodes, called branch nodes have exactly two outgoing edges,
representing the two possible assignments of that variable xj. In particular
following a LO child means that xj assumed value false, while an HI edge
means the opposite. The terms HI (from high) and LO (from low) derive
from the first known application of BDDs to electronic circuit design.
In the graphical representation the LO edges usually are dotted, while
HI edges are drawn with a solid line. The fact that the edges are directed
1But in some contexts this two terms are very different, for example in bioinformatics,
where a sequence is an ordered list of symbols taken from some input text, not necessarily
contiguously.
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Figure 2.1: On the left the binary decision tree for the function f(x1, x2, x3) =
x1x2x3. On the right the equivalent BDD is drawn, and it is basically the reduced
form of the tree.
is often omitted, just like happens for trees: the direction of the edges goes
top-down and there is a node called root put at the top of the representation.
The branch nodes are pictured with a round shape, while sinks with a square.
A path down in the graph always reaches a sink node, either > or a
⊥ , meaning respectively that the followed path makes the function true
or false. We do not use the integers 0 and 1 for representing the sinks to
avoid confusion with the branch node, but many works on this topic use this
convention.
Therefore the above description can be taken as formal definition: the
BDD is a rooted directed acyclic graph B = 〈V,E〉, where V and E follow
the above structure. The correspondence with a boolean function can also be
seen as a direct consequence of the Boole’s expansion theorem (also known
as Shannon expansion identity):
f(x1, x2, . . . , xn) = xi · fxi + xi · fxi (2.2)
Where fxi is the boolean function f where xi has been replaced with the
constant true (similarly fxi). This expansion of the function f can be encoded
in the diagram with a branch node on the variable xi, applying recursively
the same arguments to the subfunctions fxi and fxi .
10
What we said until here was the “conventional” BDD definition before the
work of Bryant, that pointed out two important properties that makes this
representation unique, up to isomorphism. In particular, he calls Reduced
Ordered BDD, for short ROBDD, a BDD B = 〈V,E〉 such that:
Order any edge going from a branch node i to a branch node j respect
the fact that i < j.
Reduction no branch node has equal LO and HI edges, meaning also that
E contains no duplicates. Additionally there is no vertex v in the graph
that is isomorphic to a distinct vertex w.
Notice that in this definition the nodes of the BDD have been indicated
in two different ways. In the second property the normal notion of node
as element of V is used, while in the first instead we referred directly to
the variable index that they embed, that it is actually a label. This second
approach formally is maybe a bit improper, but in some contexts helps to
understand better what is happening.
With isomorphism between two vertices v and w we intend the isomor-
phism between the subgraphs rooted at v and w, therefore a full one-to-one
mapping between the edges and the labels of these subgraphs must exist in
order for v and w to be isomorphic. Satisfying these two properties (ordering
and reduction) have several important implications, above all:
i) The ordering property is equivalent to ask an increasing order in the
evaluation of the variables, x1, x2 until xn. Changing the variable
ordering, remapping the variables to different indices, may change the
diagram structure dramatically. Therefore a fixed order must be chosen
and used for all the functions to represent.
ii) The ROBDD for f is the smallest among all BDDs for f , still up to
isomorphism [5]. Being minimal and unique the ROBDD has become
a canonical representation of a boolean function and in the following
we will simply use the term BDD intending a ROBDD.
11
The above construction makes unique the number B(f) of nodes in the
BDD for f , given a certain variable ordering. Since the shape of the diagram
is affected from the chosen ordering, also the number B(f) is. There are
heuristics that try to minimize B(f), searching for better variable orderings
[12], but we will assume always, when unspecified, a natural ordering x1 <
x2 < . . . < xn.
In figure 1.1 shows a very simple BDD for the function of 3 variables
f(x1, x2, x3) = 〈x1, x2, x3〉 = (x1 + x2) · (x2 + x3) · (x1 + x3). Notice how
the diagram contain no redundant informations, respecting the ordering and
reduction property.
2.3 Building BDDs
Inside a computer a BDD node can be implemented similarly to a tree node,
that is using a structure with 3 fields, one for the variable index, and two
pointers one for the LO edge and one for the HI. To refer these triples, it is
convenient to use the notation 〈v, l, h〉, where v is the index of a variable and
l, h are pointers to other BDD nodes.
Rather than store memory addresses, it is possible to save space and time
using identifiers or indices inside a data structure, that usually is an array
or an hash table [5, 12]. In the following the focus is put for the moment
on the array approach, while the hash table one will be presented later.
Knuth advices to store this triple into a 64-bit word, using 8 bits for the
variable index and 28 bits for the pointers, numbers that should be sufficient
for most applications (up to 256 variables and 268435456 nodes). The sinks
are encoded in triples of the form 〈∞, 0, 0〉 and 〈∞, 1, 1〉, so their index is
defined to be bigger than any other variable index2. This will be useful in
the following algorithms.
2In some texts the ∞ is also referred with the constant −1, or even ∼0 (the binary
complement of 0), indicating the biggest value that can be represented by an unsigned
integer type.
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2.3.1 Reduction algorithm
One way of building a BDD into a computer is to start from a binary decision
tree, and use a reduction algorithm to remove the redundant nodes, essen-
tially merging isomorphic nodes and deleting the ones with equal LO and
HI field. Although the reduction can be done efficiently, the main drawback
of this approach is that the initial structure grows exponentially with the
number of variables. But the reduction algorithm can still be applied not
only to decision trees but in general to non reduced decision diagrams.
Algorithm 1: BDD reduction
Input: A non reduced BDD A with N nodes
Output: A reduced BDD B equivalent to A
1 let C be the pairs 〈A[i], i〉, for i = 0, . . . , N − 1;
2 let reduced[i]← i, for i = 0, . . . , N − 1;
3 sort C first on the variable index then lexicographically;
4 last← −1;
5 for i← 0 to N − 1 do
6 let 〈S, j〉 ← C[i];
7 update S according to reduced;
8 if S has LO = HI = s then
9 reduced[j]← reduced[s];
10 continue;
11 else if S 6= B[last] then
12 last← last+ 1;
13 B[last]← S;
14 end
15 reduced[j]← last;
16 end
Given a non reduced BDD with N nodes, Sieling and Wegener presents a
very simple linear time algorithm in [17], following closely the previous work
by Bryant in [5]. Also Knuth in his book [12] presents a variation of these two
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algorithms; his solution is particularly optimized in terms of memory usage
but more complex. Another much simpler approach is to use hash tables to
detect unique nodes. In this last case the complexity is still linear but on
average.
Here it is presented a slight variation of these initial works, using a single
pass sorting routine, that has been rediscovered indipendently during this
thesis. A pseudocode for this algorithm is shown in figure 1.
The algorithm proceeds in two phases. First it sorts the triples of the
input BDD A. Then, according to this order, it performs the reduction.
In line 1 it is underlined that not only the triples are ordered, but also an
additional index, that is used basically to store the inverse of the sorting
permutation (it will be used later). The sorting of the triples can be made
lexicographically first on the labels, then on the LO and HI fields respectively,
but in this case the sinks are inverted ( ⊥ appear in position 1, while > in
position 0), and this creates some complications, as will be explained in a
moment. A better solution is to use a decreasing order on the label, then a
lexicographic increasing order on the pointers.
1
2 2
3 3
⊥ > >
(a) Non reduced BDD.
1
2
3
⊥ >
(b) A reduced BDD.
Figure 2.2: Two ordered BDDs for the same function f(x1, x2, x3) = x1 + x2 + x3.
The right one is the reduced version of the left one.
The second phase starts setting the variable last, that will be used to
remember the last written position in the output, so it is initially set to −1.
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An array called reduced is used to implement a function that maps indexes
from the input BDD to indexes of the output one, therefore telling where
each node has been remapped in the reduced BDD. This function is built
incrementally during the loop.
For every triple encountered in the loop, line 7 reroutes the LO and HI
pointers to the correct indices in the reduced diagram. After that we check
if S satisfies the reduction rules. If LO is equal to HI the node is skipped
and we reroute the incoming edges thanks to the reduced mapping. Instead
if S is equal to the last written triple and eventually the new node is written.
Every time a new node is written in the output last is incremented.
The sorting phase of this algorithm assures the following property, that
proves the correctness of the algorithm.
Theorem 2. Every node considered in the loop of Algorithm 1 only points
to already reduced nodes.
Proof. The proof is by induction on the index of the iteration i. For i = 0, 1
the thesis holds, since the sinks always refer only to theirselves, according
to how they are implemented. Considering instead the pass i + 1 we can
exploit the ordering property of BDDs. The node T i+1 will refer nodes with a
strictly higher variable index, that have been already reduced in the previous
iterations i, i− 1, . . . thanks to the initial sorting of the nodes.
Since the sorting step of the algorithm can be implemented in linear time,
it follows that the complexity of Algorithm 1 is O(N) in the worst case.
2.3.2 Synthesis algorithm
A much more important and general procedure to build BDDs is to use a
synthesis approach. According to this approach, given BDDs for f and g,
an algorithm for obtaining the BDD of the composition of them is used for
example to compute f⊕g or any of the 16 boolean functions of two variables.
The fact that this operation can be efficiently done, is the main reason for
BDDs to became so popular.
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This basic synthesis operation is called melding [12]. Let α = 〈v, l, r〉 and
α′ = 〈v′, l′, r′〉 be two BDD nodes. The meld of α with α′, written α  α′ is
defined as follows:
α  α′ =

〈v, l  l′, h  h′〉, if v = v′
〈v, l  α′, h  α′〉, if v < v′
〈v′, α  l′, α  h′〉, if v > v′
(2.3)
The melding operation basically builds a function f  g that represents
the ordered pairs of nodes from (f, g). The rules simply construct a diagram
f  g that respects the orderedness property. Notice that when the recursion
reach a sink, for example in the situation ⊥ g, the recursion continues only
on one side. This happens because because sinks are defined to have value
bigger than any branch node. In practice ⊥g is equivalent to g. In this way
it is possible to save a lot of recursive calls, and the actual implementation
benefits of these optimizations as we will se ahead. But, in any case, the
semantics of the melding remain the same.
Melding is a powerful operator because it contains all the information
needed to compute any boolean combination of f and g. If one wants to
compute for example f ∧ g can use the melded diagram f  g replacing the
four sinks of 2.4 respectively with ⊥,⊥,⊥ and >3, then reducing the result.
When the recursion reaches one of the four configurations
⊥  ⊥, ⊥  >, >  ⊥, and >  >, (2.4)
it simply stops. Special attention can be taken also when one of the two
input nodes is a sink, but this is an optimization.
Directly implementing rules 2.3 into an algorithm may result into a ex-
ponential running time even if the two input BDDs are really small. A BDD
infact can have a very high node sharing, being a DAG and not a tree.
Therefore the same pair of input nodes can be visited many times during the
3That is, the result of the conjunction applied to equation 2.4.
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α
β
γ
(a) f(x1, x2, x3)
1
2
3
⊥ >
δ
ω
σ
(b) g(x1, x2, x3)
1
2 2
3 3
α  δ
⊥  ω β  >
⊥  σ γ  >
⊥  ⊥ ⊥  > >  >
(c) f  g
Figure 2.3: A melding example of two small BDDs. Replacing  with + the same
BDD of example 2.2 is obtained.
algorithm. To avoid this blow up one can simply build a table of B(f)B(g)
entries, one for each pair of nodes in the input. After the meld α  α′ has
been computed, the table entry (α, α′) can be set. Any subsequent call with
(α, α′) is avoided and is used instead the already computed result, in a typi-
cal dynamic programming manner. In this way the final melded diagram is
produced in O(B(f)B(g)) time and space, since the further reduction step
also has this complexity.
This complexity can be reduced to O(B(f  g))4 expected time and space
using hash tables. In this approach normally the result is reduced directly
in one pass, differently to the previous sketch. Two hash tables are used:
U is an unique table, that is basically the inverse of the node array repre-
sentation, and is used to check whatever a node already is present in
the diagram, eventually obtaining its index. It therefore maps triples
〈v, l, h〉 to indices i of the output array representation.
V maps pairs 〈l, r〉 to indices i, and it is used to understand if the input
meld l  r has been already computed, eventually obtaining its index
4This is actually an output sensitive complexity, but it is clearly bounded from above
by the previous result.
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in the output.
In this way algorithm 2 is very simple. Lines 10-13 implement the dy-
namic programming behaviour: if is possible to reuse the previously com-
puted results the recursive call is avoided. Lines 14 and 15 instead imple-
ment the reduction. If a node is already present in U it is not written in the
output. The rest of the algorithm is basically the translation of rules 2.3.
The expected linear output complexity is shown in the following theorem.
Theorem 3. The algorithm 2 executes a maximum of O(B(f  g)) steps,
assuming that every operation on the hash tables takes constant time.
Proof. Each recursive call to meld(i, j) is executed if and only if the pair 〈i, j〉
is not in the visited table V , that will contain only the pairs of the melded
diagram f  g. Therefore no more than |V | total calls of the meld function
are possible. Since |V | = O(B(f  g)) and every other step is executed in
constant time the thesis follows.
In practice most boolean functions have small melded diagram, more sim-
ilar in size to B(f) + B(g) rather than B(f)B(g), but there are examples
where the quadratic bound happens [12]. This algorithm can be further ex-
tended obtaining O(B(f)B(g)) worst case performance avoiding hash tables
as in [12], but this solution is much more complex.
2.4 BDD bases
Often, hashing is used not just for the purpose of computing a meld, but
also for storing the whole BDD. In this case is possible to store many BDDs
at the same time, just using an array of root pointers, in addition to the
unique table. This structure is usually called BDD base [4, 12] rather than
simply BDD. And if a BDD was a directed acyclic graph, the SDD base is a
multi-rooted directed acyclic graph.
In such a structure nodes are kept until they are needed, and this may
depend on the application. If melds are frequent one may want to keep also
intermediate results in the base, because it is likely they will be used in
18
Algorithm 2: BDD melding
Input: Two BDDs A and B and a boolean operator 
Output: A reduced BDD C = A B
1 initialize hash tables U and V ;
2 write the two sinks in C at positions 0 and 1, last← 2;
3 let i and j be respectively the indices of the roots of A and B;
4 meld(i, j);
Procedure meld(i, j)
5 let 〈vA, lA, hA〉 ← A[i] and 〈vB, lB, hB〉 ← B[j];
6 if vA =∞ and vB =∞ then
7 return lA  lB;
8 compute the recursion indices 〈il, ih〉 and 〈jl, jh〉 using
lA, hA, lB, hB;
9 compute the variable index v of the melded node using vA and vB;
10 if 〈il, jl〉 is in V then l← V 〈il, jl〉;
11 else l← meld(il, jl) and V 〈il, jl〉 ← l;
12 if 〈ih, jh〉 is in V then h← V 〈ih, jh〉;
13 else h← meld(ih, jh) and V 〈ih, jh〉 ← h;
14 if 〈v, l, h〉 is in U then
15 return U〈v, l, h〉;
16 else
17 C[last]← 〈v, l, h〉;
18 U〈v, l, h〉 ← last;
19 last← last+ 1;
20 return last;
end
19
1 1 1
2 2 2
3 3
⊥ > ⊥
f1 f2 f3
Figure 2.4: An example of BDD base. The functions f1, f2 and f3 coexist in the
same data structure, sharing their nodes.
the near future. While for big applications maybe is better to try to save
as more memory as possible, deleting unnecessary nodes immediately with
some garbage collection technique. The best solution to achieve this result
is probably to use reference counters [4].
Inside an SDD base the melding operation can be optimized in such
a way that the meld of two diagrams f and g has cost proportional to
min(B(f), B(g)), at least for some boolean operations [9, 16]. This fact
will be of remarkable importance in chapter 3, and in some situations it is a
strong advantage of the BDD bases in respect to the stack representation.
2.5 Zero-suppressed BDDs
Zero-suppressed BDDs, for short ZDDs, were introduced by Minato in [14]
as an improvement of BDDs for combinatorial problems. They are defined a
similar manner to a BDD, just modifying slightly the reduction property of
BDDs. Instead of removing nodes with equal LO and HI edges, are removed
nodes with HI going to ⊥ . This is often called zero-suppression rule [13, 14].
Definition 4. A zero-suppressed binary decision diagram Z = 〈V,E〉 is a
directed acyclic graph with nodes and edges described as for BDDs, respecting
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the following rules:
Order any edge going from a branch node i to a branch node j respect
the fact that i < j.
Reduction no branch node has HI edge equal to ⊥ . Additionally there is
no vertex v in the graph that is isomorphic to a distinct vertex w.
An equivalent definition is given by Knuth in [12], still starting from
BDDs, removing the reduction of nodes with equal LO and HI edges. He
says that in a ZDD representing the function f , each time a i node has an
edge to j with j > i+ 1, f is false unless xi+1 = · · · = xj−1 = false.
Similarly to BDDs the number of nodes of a ZDD for a function f , is
denoted by Z(f) and includes the two sinks. Also the reduction and melding
algorithms only needs small corrections in order to work with ZDDs, due to
the different reduction rule. Moreover the equivalent algorithms for ZDDs
are slightly simpler than the equivalent ones for BDDs.
It is possible to show that many functions have Z(f) < B(f), and some
examples will be presented in the following section. In general ZDDs tends
to be better than BDDs when the configurations x1, . . . , xn for which f is
true, have few ones, that is the solutions are sparse. And more the function
f itself is sparse, the better [12].
An example of ZDD is available in figure 2.6. The same boolean function
is also represented as BDD in figure 2.5.
2.6 Symbolic representation
After showing how BDDs can be efficiently melded and reduced, one may
simply ask what we can do with them. As already said BDDs are an efficient
solution for representing boolean functions and, since it is possible to effi-
ciently represent many combinatorial problems through boolean functions,
BDDs became very popular [6].
In the following sections some simple examples of symbolic representation
are given, but a whole book could be devoted to the argument [6], what
follows can be taken as a short introduction.
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2.6.1 Representing sets
Every configuration of boolean variables x1, . . . , xn can seen as the input of
a characteristic function of a set with n elements, and vice versa. We can
associate a true value if a certain configuration is taken or not, building a
function f(x1, . . . , xn) that represent therefore a family of sets.
This is best understood with an example. Consider the graph C6 of
figure 2.5 and the problem of finding its maximal independent sets (also
called kernels). A set of nodes I in a graph G = (V,E) is independent if and
only if there is no path between the nodes in I, and is maximal if adding
another node we break this independence property. The graph C6 has exactly
5 kernels:
K = {{1, 3, 5}, {2, 4, 6}, {1, 4}, {2, 5}, {3, 6}} (2.5)
1
2
3
4
5
6
1
2 2
3 3 3 ⊥
4 4 ⊥ 4 4
5 5 ⊥ 5 ⊥
6 ⊥ 6 ⊥
⊥ > ⊥
Figure 2.5: The graph C6 (left) and the BDD for its kernels (right).
This is a family of sets from U = {1, 2, 3, 4, 5, 6}, and of course K ⊆ P(U).
One way to represent this information is to build a boolean function whose
variables are indicators for the presence of element i in a possible solution.
The kernel {1, 3, 5} for example is encoded setting to one x1, x3 and x5,
while x2 and x4 are zero. This is exactly the characteristic function of the
set {1, 3, 5}. Therefore any possible solution of the problem is encoded in a
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configuration of variables and the correspondent boolean function is imposed
to be true for these configurations. The 5 kernels above we will have a
function of 6 variables, where 5 out of the 26 = 64 variable configurations
evaluates to true. This methodology can be applied in general to represent
any problem whose solutions are a family of sets.
Definition 5 (na¨ıve encoding). Any boolean function f(x1, . . . , xn) can be
considered an encoding of a family of sets F , where the elements are taken
from an universe U = {e1, e2, . . . , en}. Variable xj will represent the presence
of ej in a possible solution and the function will have as many true entries
as the number of sets in the family.
Using these settings and the efficiency of melding, it is possible to easily
synthesize complex functions, representing complex problems and, also if
in general the size of the BDD is still exponential, turns out that many
interesting problems have BDDs of reasonable size [12]. The manipulation
of families is often referred as family algebra [12]. For example, for two sets
A and B, with characteristic functions fA and fB, the following holds (and
the relative BDD operation should now be obvious):
fA∪B = fA + fB (2.6)
fA∩B = fA · fB (2.7)
fA\B = fA · fB (2.8)
Once the function f(x) = f(x1, . . . , xn) representing the problem has been
encoded into a BDD, it is really easy to perform many interesting operations
that are often needed in combinatorial problems, like:
i) Count all the solutions of f(x) = 1, that is counting all the solutions
of the problem.
ii) Generate a fully a random solution of the equation f(x) = 1, that
corresponds to generate a fully random solution to the problem.
iii) Generate one after the other all the solutions of f(x) = 1, the encodings
of all solutions of the problem.
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These algorithms are further explained in [12]. We just mention that the
first two points are very simple and consist basically in a visit of the BDD,
bottom to top, that decorates each node with a counter. For BDDs this
counter represents the number of ways to go from that node to > , by also
choosing values of the intermediate variables, because or example if an HI
edge exists between node i and i+ 2, means that the variable i+ 1 can take
any value, therefore the number of solutions should be double. For ZDDs
this consideration is not meaningful because if variable i + 1 is missing it is
surely false, so the counting algorithm is in some sense easier.
The third point is very important and can be easily solved as follows.
Definition 6 (families representation). Let f(x) be a boolean function
represented as a BDD, and F its correspondent family of sets. F can be
computed traversing the BDD bottom to top, calculating for every node j its
family F (j). Given a BDD node 〈v, l, h〉:
F (v) = F (l) ∪ {{ev} ∪ J | J ∈ F (h)} (2.9)
F (>) = {∅} (2.10)
F (⊥) = ∅ (2.11)
Considering for example the leftmost node 6 in figure 2.5 we have that
F (6) = {{∅}∪{6}}∪∅, that is simply a family containing only {6}. Clearly
the root corresponds to the family of equation 2.5.
2.6.2 Representing sequences
BDDs can also be used to represent strings, using a similar encoding of the
one just explained. A sequence is different from a set of symbols because we
need also information about the position of the symbol, that is not necessary
using sets. In fact a sequence may contain repeated symbols while a set
cannot. Therefore it is possible to change a little bit definition 5 adapting it
for sequences.
Definition 7 (na¨ıve encoding for sequences). Any boolean function
f(x1, . . ., xn) can be considered an encoding of a family of sequences F ,
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where the elements are taken from an universe U = {e1, e2, . . . , en}. Variable
xij will represent the presence of element ej at position i in a sequence of
the family, and the function will have as many true entries as the number of
sequences in the family.
For simplicity, in the following, the notation eij will be used to indicate
the variable xij. To make an example suppose we want to represent strings
from the English alphabet, that contains 26 letters {a, b, . . . , z}, like the word
abaco. It is possible to build a function f that is true when a1 = b2 = a3 =
c4 = o5 = 1 and all other variables are false. Notice that this is a very sparse
function because the set of all variables is {a1, a2, . . . a5, b1 . . . , z4, z5}, that is
130 variables, just considering strings of maximum length 5. And in every
possible string of 5 characters we will have exactly 5 out of 130 variables that
are set to one. In fact this is a very inefficient encoding, at least if we are
using BDDs, while the situation improves a bit using ZDDs.
2.6.3 BDD vs ZDD considerations
Representing families of sets with ZDDs is particularly convenient because
the variables xj that are always false in any solution are omitted from the
diagram. Using the na¨ıve encoding and definition 6 it is actually possible
to decorate each ZDD node with a different family of subsets, property that
do not necessarily occurs for BDDs. For these reasons in ZDDs there is a
stronger correspondence between the nodes and the elements of the repre-
sented family. It can be demonstrated that the upper bound of the size of the
ZDD is the number elements appearing in the universe where the elements
are taken [15].
Another nice advantage for ZDDs is that the representation of a fixed
function, like for example the one corresponding to the family indicated in
equation 2.5, is exactly the same for any universe of variables U = {1, . . . , n}.
Choosing n = 5 variables as in the BDD case leads to Z(f) = 10. Choosing
any n ≥ 6 leads to Z(f) = 10, while B(f) of course grows.
Lastly, for the above mentioned reasons, ZDDs are also much more con-
venient for representing sequences that, as stated before, are encoded with
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5 ⊥ >
6 ⊥ >
⊥ >
Figure 2.6: The graph C6 (left) and the ZDD for its kernels (right). Compare this
figure with the BDD of figure 2.5.
a very sparse function (at least using encoding 7). For example to represent
the function that encodes the sequence abaco, introduced above for BDDs,
we would just have Z(f) = 7, the number of items in the sequence (plus 2
because of the sinks in the diagram).
Anyway BDDs remains better w.r.t ZDDs if we want to represent typical
boolean functions as shown in [15].
2.7 Sequence binary decision diagrams
Sequence BDDs, introduced by Loekito et al. in [13], are a relatively new data
structure meant for indexing various kinds of sequences, strings in particular.
They have a labeled graph structure, very similar to acyclic deterministic
finite automatas (ADFAs), and in fact the only available definition is based
on the latter. ADFAs are a data structure that has been extensively used
for sequence processing [1, 2, 7, 11], but they have also some drawbacks,
especially for what concerns the set operations and the minimization.
As the name suggests, there is a strong relationship with ZDDs, both in
terms of structure and in terms of binary set operations, but this fact is not
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really clear from the current definition, that is explained in the following.
The formal definition of SDD5 is given in the style of deterministic finite
state automata [1, 2], as done in [16].
Definition 8. Let Σ be an alphabet. A sequence binary decision diagram S
is a 6-tuple 〈V,Σ, τ, λ, r, F 〉, such that:
i) V is a finite, countable set of nodes.
ii) r ∈ V is a distinguished node called the root of S.
iii) F = {⊥,>} ⊆ V are distinguished nodes, also called terminals or sink
nodes. The other nodes VB = V \ F are called non terminal or branch
nodes.
iv) τ : VB → V × V is the transition function that assign to every branch
node its LO and HI childs respectively. Sometimes we will use the
notation τLO(v) to indicate the LO child and τHI(v) to indicate the HI
child of v.
v) λ : VB → Σ is the labeling function, that assign a symbol of Σ to every
non terminal.
Furthermore there exist a partial order for V and a total order on Σ, namely
≺V and ≺Σ such that, for every node v ∈ VB, its childs τ(v) = (w, z) satisfy
the following two conditions:
vi) w ≺V v and z ≺V v, that means that the nodes of S are topologically
ordered, or in other words S is acyclic.
vii) the labels are ordered in respect to the LO child, that is λ(v) ≺Σ λ(w).
The size of an SDD is the number of its nodes, i.e. |S| = |V |.
5The term SDD is used here for Sequence BDD, to not be confused to other possible
abbreviations used in other contexts, like set decision diagram or spectral decision diagram.
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The above definition closely resemble the definition of finite state au-
tomata, with the major difference that in ADFAs symbols are embedded in
the edges, while here symbols are embedded in the nodes. Conversions be-
twen ADFAs and SDDs exist, but first let’s define more formally what an
SDD represents, through the help of language theory.
Definition 9 (language). Let S = 〈V,Σ, τ, λ, r, F 〉 be an SDD, and let
L(S) be the finite language defined by S. L(S) can be constructed inductively
traversing the nodes of the SDD starting from the root, associating a language
L(v) to every v ∈ V , with v such that τ(v) = (z, w):
L(v) = L(z) ∪ λ(v) · L(w) (2.12)
L(>) = {} (2.13)
L(⊥) = ∅ (2.14)
Informally every string of the language L(S) can be generated following
a path in S from root to sink, concatenating all the labels of the nodes where
an HI edge has been chosen. The meticulous reader will notice that the above
construction is exactly the same as the one presented in section 2.6 for the
family of sets represented by a BDD. Here the only difference is that the
symbols are chosen from an alphabet Σ and, speaking of sequences, we use
string concatenation instead of set union.
Definition 10 (equivalence). Two SDD S and T are said to be equivalent
if L(S) = L(T ). The notation S ≡ T will be used.
Definition 11 (minimality). An SDD S is said to be minimal if it has the
smallest number of nodes among all other SDDs having the same language.
In other terms we have |S| ≤ |T | for every T such that T ≡ S.
Notice that in these terms, minimality is a property defined on the lan-
guage, therefore it is quite complex to verify. Another class of SDDs has
been defined by Loekito et al. in [13] to remedy this aspect, and it is based
on the syntactic structure of the SDDs, that directly comes from the BDD
and ZDD structures.
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Definition 12 (reduced SDD). An SDD S is said to be reduced if it sat-
isfies the following conditions:
Node sharing rule For any pair of branch nodes u and v, if τ(u) = τ(v)
and λ(u) = λ(v) then u = v. This means that no pair of distinct nodes
has the same label and the same transitions.
Zero suppression rule There is no branch node v for which τHI = ⊥.
Notice that these are exactly the two properties that characterize ZDDs,
as presented in 4. It is possible to prove the following.
Theorem 13. An SDD S is minimal if and only if it is reduced.
Proof. See [16].
After reading the above definitions one may point out two controversial
aspects:
i) ZDDs are defined as a canonical form for boolean functions therefore
there is a strong relationship with the variables where the function
is defined. In particular every branch j in the ZDD is informally a
conditional expression on the variable xj. In a Sequence BDD, the
notion of boolean functions (and variables) is still meaningful?
ii) With ZDD we mean Zero-suppressed BDD, that are ordered and re-
duced, as in the previous section. In particular the orderedness prop-
erty is related to variables, while for SDDs it is only referred to symbols.
Why?
The authors of [13] explicitly point out that in a SDD “a variable is
allowed to appear multiple times” in a path root to sink. And also recently
in [8, 9, 16] it is mentioned the absence of the constraint on the order of the
LO edges. As will be clear in the next chapter these facts are not true.
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Chapter 3
An alternative definition of
Sequence BDDs
In this chapter we define what is a sequence binary decision diagram starting
directly from ZDDs. Under this definition SDDs are nothing more than
ZDDs, having just a substantial difference. Since the goal is to represent
sequences, and in particular strings, in every node, rather than storing the
index of a variable, is stored directly the symbol α ∈ Σ that this variable is
referring to.
Definition 14 (structure). A sequence binary decision diagram S is a
zero suppressed decision diagram, that is a representation of boolean function
f(x1, . . ., xn). In particular it respects the ordering and reduction properties
of definition 4.
Also if SDDs in theory could be used for handling generic sequences, here
it is not used any universe of objects U , while it is preferred an alphabet Σ,
where the symbols can be directly stored in the nodes. Doing this we are not
loosing in generality, since the general case can always be mapped to a finite
alphabet.
Nevertheless as in ZDDs, there exist a variable ordering ≺ such that,
for any branch from node v to node w, the relative variables xv and xw
satisfy xv ≺ xw (notice that we are not referring to the symbols stored in the
nodes). This ordering will be studied in the following. Of course any symbol
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can occur many times in the same sequence, but this fact will be encoded
with different variables, that in every case, satisfy what has been just stated.
In other words a symbol is allowed to appear many times, while a variable
is not (as usual). Consider as additional example an SDD containing only
words with one symbol. Clearly this diagram, seen as a boolean function,
is not a function of one variable, but every node represents a symbol in a
specific position (therefore a different variable), similarly to ZDDs.
In fact an SDD represents a family of sequences with an encoding that is
an extension of the one presented in 7.
Definition 15 (sequence encoding). Let Σ = {α1, α2, . . . , αn} be an al-
phabet. A set of sequences on Σ can be encoded by a boolean function f(x),
where each variable xIαj represents the presence or not of αj in a certain set
of positions I of the sequence. Which position i ∈ I the variable is actually
referring to depends both on the variable ordering that has been chosen, and
on the values of the variables smaller than xIαj .
In the following we call the set I the set of contexts for variable xIαj .
Also, instead of writing xIαj , the notation α
I
j will be preferred for simplicity.
From the previous definition, for defining the contexts of a variable we need
to decide a direction of traversing the sequences that are represented, and
usually a left to right approach is used.
For example, say we want to represent the family of sequences F = {abc,
ab, bc, b} on the alphabet Σ = {a, b, c}. To decide or not the membership of
any string to F it is possible to just use three variables a{1}, b{1,2}, c{2,3} as
shown in the diagram 3.1. Consider for example the variable b{1,2}: if an a
appear in first position, then the occurrence of b must be tested on the next,
position two. Otherwise if no a is found in first position the occurrence of
b must be tested again on the first position 1. So for example the string bc
is recognized with the configuration of variables a{1} = false and b{1,2} =
c{2,3} = true, that evaluates to > in the diagram.
At this point, a possible well defined order ≺V that can be used for the
purpose of SDDs is the following.
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Definition 16 (variable order). For any pair of variables αJj and α
K
k
follows that αJj ≺V αKk if and only if J is lexicographically smaller than K.
For variables with equal set of contexts any symbol ordering can be used to
define ≺V .
With lexicographically smaller here we mean the ordering of the sorted
representation of the set, from the bigger context to the smaller one. For
example set {2, 4, 7} is greater than {6, 3, 4, 1} because their ordered repre-
sentation is {7, 4, 2} and {6, 4, 3, 1}.
A few words have to be spent concerning the variables with equal set of
contexts. A variable ordering does not imply an ordering over the symbols of
Σ, while an ordering over the symbols can be used to set an order between the
variables with a fixed set of contexts. For example, considering Σ = {a, b},
from the variable ordering:
a{1} ≺ b{1} ≺ b{2} ≺ a{2} (3.1)
no meaningful order on Σ derives. But using the order a ≺Σ b it is possible
to build a different variable ordering:
a{1} ≺ b{1} ≺ a{2} ≺ b{2} (3.2)
that still is a well defined ordering in the sense of definition 16, and basically
is the same that the authors of [13] unconsciously used. And of course an
ordering respecting also≺Σ is something more practical and easy in a possible
implementation.
Defining an ordering on the contexts is important to give an ordering on
the variables, but an additional property has to be guaranteed. Paths made
of LO edges paths need some kind of restriction in order to avoid redundant
informations, or even worse incongruence.
Definition 17. In a SDD any path made of LO edges never contains the
same symbol twice.
This is necessary because two variables with different contexts (therefore
different variables) may be connected together by a LO edge; without any
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⊥ >
{1}
a
{1, 2}
b
{2, 3}
c
(a) variables of an SDD
a
b
c
⊥ >
(b) labeled SDD
Figure 3.1: A simple SDD example representing the family {abc, ab, bc, b}. On the
left we show the correspondence with the variables a{1}, b{1,2}, c{2,3}. Since this
information is embedded in the diagram, the contexts are not explicitly stored,
but insted the SDD is labeled directly with items from Σ, as shown on the right.
restriction these variables may refer to the same symbol. And this, from the
semantical point of view could create a contradiction.
Given an SDD and a possible variable ordering (left to right if not speci-
fied), it is possible to compute the contexts of each variable, simply travers-
ing the SDD top-down, as shown by figure 3.1a. Also if the symbols are
not shown (left part of the figure) no ambiguity arise on which positions in
the sequences each branch is referring to. This can be done following these
simple rules:
i) The context of the root is simply {1}.
ii) For any branch node v, let Lv be the union of the contexts of all LO-
parents, and Hv the union of the contexts of all HI-parents. Its possible
we compute the set Iv as:
Iv = Lv ∪ {i+ 1 | i ∈ Hv} (3.3)
The above rules are quite natural to understand, and represent the fact
that, traversing an HI edge we proceed into the next position of the sequence,
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while after traversing a LO edge we are going to test an alternative symbol
on the same position. Now is possible to show that the ordering 16 is well
defined.
Theorem 18. Let S be an SDD and vi, for i = 0, 1, . . . , n, the variables
representing its branches. For any two pair of different variables vi and vj
with vi ≺ vj, no edge links a branch on vj with a branch on vi.
Proof. This proof is by contradiction. Let x ∈ S be a node branching on vi
and y ∈ S a node branching on vj. Suppose that an edge from y to x exist
in the diagram. Let the contexts of these nodes be I = {i1, i2, . . . , im} and
J = {j1, j2, . . . , jl}.
If there is an HI edge from y to x, it has to be im = jl + 1, but this
contradict the fact that vi ≺ vj. If a LO edge exists instead, also in this case
it would not be possible to have I < J because J would be contained in I.
Therefore no edge from y to x can exist.
Having a well defined variable order like in ZDDs, together with property
17, avoid redundancy in every path.
Lemma 19. Any top-down in path in a SDD never evaluates the same vari-
able twice.
At this point should be clear the key difference between ZDDs and SDDs.
In ZDDs the information on which variable each branch refers is encoded with
an index (the variable index) that is stored in each branch node. In SDDs
the same information is conceptually encoded both with the symbol that is
stored in the node, and with the structure of the diagram (in particular the
structure of the paths going from the root to that node). Part of the encoding
of the problem, that before was totally a separate aspect from the diagram
(section 2.6), now is partially encoded in the diagram itself. So in this sense
SDDs are really a more compressed representation.
Despite this difference it is possible to use the same notion of isomorphism
we used in chapter 2, also if the two nodes v and w have different contexts:
two isomorphic nodes with different contexts are still merged together in a
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(a) minimal ADFA
a
b b
a
c
>
⊥
(b) non reduced SDD
a
b
a
c
⊥ >
(c) reduced SDD
a1
b1 b2
a2 ⊥ a3
c2 c3
>
(d) ZDD with na¨ıve encoding
Figure 3.2: Comparison of various string indexes for the same language
{aba, abc, ab, ba, bc, b}. Notice the similarity between (c) and (d): the SDD has
the same structure of the ZDD, where nodes in the same “level” have been merged
together.
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reduced diagram. In fact the set of the contexts for node v is an information
that depends on the parents of v, while being isomorphic or not with another
node depends only on the childs and the label. This consideration, together
with the previous ones lead to the formal definition of SDD in the style of
BDD, simply modifying to some extent the ordering and the reduction rules.
Definition 20. A sequence BDD S = 〈V,E〉 is a directed acyclic graph with
nodes and edges described as for BDDs and ZDDs, respecting the properties
discussed in this section and following the rules:
Order a well defined ordering of variables ≺V exists in order to satisfy v ≺V
w, for any edge going from vertex v to vertex w, with v, w ∈ V .
Reduction no branch node has HI edge equal to ⊥ . Additionally there is
no vertex v in the graph that is isomorphic to a distinct vertex w.
3.1 Reduction algorithm
What is interesting is that following this approach is possible to define a
reduction algorithm, similar to the one presented for BDDs and ZDDs. It
takes as input a ZDD with the encoding 7 or in general a non reduced SDD
and return the minimal diagram.
The key point in this algorithm, and the main only difference with the
one presented for BDDs, is to find a node ordering compatible with property
2, that guarantees a traversal of the vertices in such a way that every new
node only points to already reduced nodes. This ordering is different from
the one presented for BDDs as explained in the latter.
The example of figure 3.2b can be stored in the following triples, for
example:
0→ 〈∞, 0, 0〉
1→ 〈∞, 1, 1〉
2→ 〈c, 1, 1〉
3→ 〈a, 2, 1〉
4→ 〈b, 0, 3〉
5→ 〈a, 4, 4〉
(3.4)
and the root is node 5. Sorting these triples in decreasing order on the
symbol, then in lexicographic increasing order on the pointers, produce the
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sequence of nodes 0, 1, 2, 4, 3, 5. This means that following this order
node 4 will be considered before nodes 3 and 5. This has obviously no sense
from the reduction point of view, because we would like to have a bottom-up
behaviour, but this ordering is merely based on the symbol. This behaviour
was achieved in the ZDD case thanks to the ordering property of the variables
indices. Here we do not have this guarantee since there are symbols instead.
Here the same condition is achieved introducing a quantity associated to
each node, that will be easily computed.
Definition 21 (distance). For any node i in the SDD, the maximum dis-
tance from i to a sink, or simply the distance of i, is the maximum length of
any path from node i to ⊥ or > .
To compute the distance for every node in the diagram suffices to make
a simple breadth first visit, filling an array d[i] that contains one entry for
every node. The complexity of this visit is linear in the number of nodes,
assuming that we are properly marking each visited node (the array d itself
can be used for this purpose). One may ask why for computing d we consider
also the distance to ⊥ , and not only the paths to > , that are the ones that
actually express the sequences. The answer is simple: both paths are needed
in order to define an isomorphism notion. In fact two nodes v and w are
isomorphic if all their subgraphs are equivalent, not only the one reachable
trough the HI pointer. And in particular if two subgraphs are equivalent
they have the same path lengths.
The algorithm 20 shows how the new ordering is computed. The whole
diagram is firstly sorted according to the distance. Then for every distance
bucket, line 8 redirects to the correct (new) positions. Then a second sort
is made on these pointers in such a way that the following reduction can be
made as in the ZDD case. In fact the following property holds.
Theorem 22. A node at distance i + 1 only points to nodes that have dis-
tances in the range 0, 1, . . . , i.
Proof. This can be easily proved using induction. The nodes at distance 0 are
the sinks and they points only to their selves. And assuming the hypothesis
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Algorithm 3: SDD reduction
Input: A non reduced SDD A with N nodes
Output: A reduced SDD B equivalent to A
1 compute the distances d[i], for i = 0, . . . , N − 1;
2 let C be the array 〈A[i], i, d[i]〉, for i = 0, . . . , N − 1;
3 let reduced[i]← i, for i = 0, . . . , N − 1;
4 sort C in increasing order based on the distance;
5 last← −1;
6 for d← 0 to dmax do
7 let C[i, j) the range with distance equal to d;
8 translate every element in C[i, j) according to reduced;
9 sort C[i, j) in lexicographic increasing order;
10 for k ← i to j − 1 do
11 let 〈S, x〉 ← C[k];
12 if S has HI = 0 then
13 reduced[x]← LO pointer of S;
14 continue;
15 else if S 6= B[last] then
16 last← last+ 1;
17 B[last]← S;
18 end
19 reduced[x]← last;
20 end
21 end
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for step i, there is no possibility that a node at distance i + 1 points to a
node with distance i+ 1 + k with k > 0, since otherwise it would not be part
of step i+ 1 but of step i+ 1 + k.
The algorithm is also correct since every pair of isomorphic nodes in the
input (that has therefore to be reduced) appear within the nodes with the
same distance, otherwise the pair would not be isomorphic.
This algorithm, as the previous one, has worst case complexity O(N),
assuming the use of linear sorting routines, and can be used also for BDDs
or ZDDs (not necessarly storing sequences).
3.2 Multi-way reduction algorithm
The presented reduction algorithm may serve as principal ingredient to a
multi-way reduction algorithm, that will be presented here more in depth.
The purpose of this algorithm is to create a compact representation for
a set of diagrams, sharing all the common nodes like in a BDD base. This
approach actually creates an SDD base, avoiding the use of hash tables.
This algorithm takes as input M diagrams, and returns an SDD base
where all these diagrams share nodes. Initially the nodes of the input SDDs
are written into a big array, storing the pointers of the roots in a separate
space. All these diagrams initially share only the sinks, and this is crucial for
the successive steps. After processing all the strings, a single pass reduction
is applied in order to merge all the isomorphic nodes. All the root pointers
can be translated afterwards using the reduced function of algorithm 3.
Given an input N total nodes, the present algorithm has worst case com-
plexity O(N) since, for every node in the input, a node is created in the
output. On these nodes algorithm 3 is executed with linear complexity.
The same behaviour of this procedure can be achieved using an SDD
base and simply inserting the diagrams, without computing any meld. This
is the usual approach and it is also used by Loekito et al. in [13] and Shuhei
Denzumi et al. in [9, 16]. In this case the complexity is still linear but on
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Algorithm 4: SDD base construction
Input: A set S of SDDs
Output: An SDD base containing the diagrams in S, composed by an
array of nodes V and an array of pointers roots
1 last← 0;
2 for T in S do
3 for i← 0 to |T | do
4 let X ← 〈α, l, h〉 ← T [i];
5 if α 6=∞ then
6 X ← 〈α, l + last, h+ last〉;
7 V [last+ i]← X;
8 end
9 last← last+ |T |;
10 end
11 reduce V [0, last] with algorithm 3;
12 reroute the pointers in roots according to reduced, as in algorithm 3;
average. A comparison of these two approaches is discussed in the next
chapter.
The present algorithm may be optimized in many ways, and it has a good
behaviour on disk since it is essentially based on sorting. For example if the
input is very big, instead of computing the reduction in one step, it is possible
to do it in blocks, taking benefit of the greater speed of the lower levels of
the memory hierarchy. Obviously the additional cost is the computation of
further reductions involving the same nodes.
3.3 Indexing substrings
Here an application of SDDs is studied a bit more in depth. The problem is,
given a text T of length N , to store all the substrings of T inside an SDD.
Just to give some numbers on the amount of information stored in such a
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data structure, the number of different substrings is bounded by:
N∑
l=1
N − l + 1 = N2 +N − N(N + 1)
2
=
N(N + 1)
2
= O(N2) (3.5)
(assuming all symbols are different, normally it is not the case, but asymp-
totically this is the situation), and their total length is bounded by:
N∑
l=1
l(N − l + 1) = (N + 1)
N∑
l=1
l −
N∑
l=1
l2 = O(N3) (3.6)
A first algorithm for the construction of an SDD for all the substrings is
given in [8, 9], with complexity of O(N2) on average. But the most interesting
fact shown in this work is that the size of such SDD is actually linear in N , for
isomorphism with DAWG (directed acyclic word graphs). The construction
of a DAWG for the substrings of a text is also linear in the size of the text
[3], even though the algorithm itself is quite complex. Anyway the problem
of constructing an SDD with all the substrings of a given text has already a
linear complexity, thanks to the transformations between SDDs and DAWGs.
Being linear in size, the application of SDDs to substrings is really in-
teresting, but a linear time direct construction algorithm does not yet exist.
Another algorithm will be now described in this section, and analysed experi-
mentally in the next chapter. A theoretical bound of O(N2) on its complexity
easily holds, but there are strong reasons to believe that the algorithm is ac-
tually linear in the size of the input (expected case, since hash tables are
used). The theoretical analysis to show this is quite complex and at the
moment is not available. Anyway it is a much more natural approach than
the one presented in [8, 9].
The algorithm starts inserting in a SDD base the string T and all its
prefixes: such a structure will surely exist in the output. To do this it
suffices to insert the nodes representing the whole string, then setting to >
their LO edges (except the root, since we do not want the empty string).
The root of this diagram is called P in what follows. Now other N − 1 nodes
are added: each one has LO equal to ⊥ and HI pointing to the node in
the other chain that follows in the input. This additional nodes represent
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intuitively the suffixes that have to be added to the other diagram. All the
nodes added in this way are not reachable from the root P , and in fact they
will be used to compute N − 1 melds with the P diagram. A picture of this
structure is presented in figure 3.3.
a
b b
c c
d d
⊥ >
(a) The SDD in the case of all
different symbols.
a
b b
c c
d d
⊥ >
P
S3
S2
S1
(b) The starting SDD base in the
general case.
Figure 3.3: On the left is shown the structure of the SDD for the substrings of abcd,
that are 10 (you can try to count the solutions of the diagram). From this structure
can be derived the right SDD base, that can be used to generate iteratively the
SDD for all the substrings, also when there are repeated symbols.
This structure can be easily found considering an input string with all
different characters. In this case the structure just built represent almost
directly the N(N+1)
2
substrings of this scenario. In fact it is sufficient to link
together the nodes of the second chain through their LO edges. Also this
situation is shown in figure 3.3.
Clearly this last construction is not valid if there are repeated symbols
in the input string, because we are creating LO links between vertices that
have potentially the same label, therefore the output would not be a SDD.
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In fact in the general approach they are not linked together but they appear
in a SDD base.
Given the described construction, the algorithm 5 produces an SDD with
all the substrings. Since the pointers in the SDD base are all the suffixes of
T (and all their prefixes), it is trivial to prove that the algorithm effectively
generates the desired output.
Algorithm 5: construction of the SDD for all substrings
Input: A string T
Output: A pointer P to the SDD with all the substrings of T
1 initialize B as described in the text;
2 let Si be the suffixes, for i = 0, . . . , N − 1;
3 for i← N − 1 to 0 do
4 P ← meld(P, Si,+);
5 end
The only complexity bound that is given here is the following.
Theorem 23. Given a string of length N , algorithm 5 computes the output
SDD containing all the substrings in at most O(N2) steps.
Proof. This can be easily proved considering the size of the diagrams involved
in the melds. The total size of the diagrams Si is O(N
2) by construction.
Melding diagrams of total size O(N2) has the same complexity, given the
optimizations of the meld algorithm discussed in chapter 2.
The strong argument that suggest the linearity of this algorithm is the
presence of many, really many shared nodes between the diagrams Si that are
going to be melded with P . This is also supported by experimental results
as shown in the next chapter.
Just to give an idea of the power of this construction, texts of about 106
symbols can be processed in few seconds. In even less time it is possible
for example to discover the number of different substrings, thanks to the
methodologies described in chapter 2.
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At least on a theoretical point of view, SDDs become a good competitor
of suffix trees and suffix arrays, being maybe a better choice from the com-
binatorial side, as just explained. After storing in a SDD all the substrings
of T , the following operations are easy, and have at least1 similar complexity
to suffix trees:
Substring existence that is, check if a string Q is substring of T or not.
If the length of Q is m this operation is performed in at most O(|σ|m)
time. It can be solved simply traversing the BDD from the root fol-
lowing the path induced by the symbols of Q. The same problem has
similar complexity O(m) on suffix trees.
Longest common substring find the longest common substring of P and
Q, in O(m+n), given that |P | = m and |Q| = n. This can be achieved
similarly to the previous situation, counting how many different nodes
there are on the two paths induced by P and Q.
Longest repeated substring find the longest repeated substring in O(N),
labeling with the appropriate information every node of the diagram.
Many other problems become feasible considering variations of the SDD
that for example imply the association of positions or weight to the nodes,
as partially done in [13].
3.4 Indexing substrings of a given length
Odd enough, indexing substrings of length shorter than a fixed length l, is
a more complex problem in terms of decision diagrams, in comparison to
indexing all the substrings. And it will be shown experimentally that in this
situation the compression of the SDD is not so useful, but often is better to
simply use an SDD base, for example like the one generated with algorithm
4.
1Maybe clever algorithms for the specific problem exist.
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While SDDs in general are good choice both for storing prefixes and suf-
fixes (the previous section is an example), the situation does change consid-
ering SDD bases. The following theorems try to describe this difference (for
simplicity the two sinks are not considered in the calculations). In particular
the SDD base computed with the reduction algorithm is an easy way to store
suffixes among strings, but it is a very bad approach for storing prefixes.
Theorem 24. Given a string of length N , the SDD base for its suffixes (in
the sense of algorithm 4) contains no more than N nodes.
Proof. Suppose to have an SDD base containing only the initial string T .
Every suffix of T shares all its nodes with the already existing ones, therefore
except for the N nodes of the initial string, no other node is needed (just the
root pointers).
The situation instead is not really satisfying for what concerns prefixes.
While the SDD for storing the set of prefixes of a string is linear in the length
of the string, the SDD base has quadratic size.
Theorem 25. Given a string of length N , the SDD base for its prefixes (in
the sense of algorithm 4) contains at most N(N+1)
2
nodes.
Proof. To reach the upper bound let’s assume the the input text does not
contain any repeated sequence of symbols. In this case all the prefixes do not
share any common suffix, and similarly to the previous proof, every suffix of
length l now needs l new nodes to be represented in the base. The total sum
is therefore:
N∑
l=1
l =
N(N + 1)
2
(3.7)
From the previous theorems is possible to prove the following result, that
has no counterpart in the SDD world.
Theorem 26. Given a string of length N , the SDD base for all its substrings
of length at most l (in the sense of algorithm 4) contains O(lN) nodes.
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Proof. Let T be the input string. Assuming that all the N − l+ 1 substrings
of length l do not share any common suffix, the number of needed nodes in
the SDD base is l(N − l + 1). All the substrings in T [l, N) are suffixes of
some suffix that is assumed to be already present in the base, therefore no
additional node has to be added for them. For what concerns instead the
substrings of T [0, l), it’s enough to add the prefixes of T [0, l), verifying the
same property. Since, for the previous theorem 25 these prefixes occupy at
most l(l+1)
2
, the total size is at most:
l(N − l + 1) + l(l + 1)
2
=
l(N + 2)
2
= O(lN) (3.8)
This theorem has no counter part because the linearity of the substring
index in [8, 9] has been proved when all the substrings are stored, not just
until length l. What happens “in the middle” it is not studied exhaustively,
but it is possible that the same result as above holds also for SDDs.
Also this aspect is supported by experimental results.
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Chapter 4
Experimental results
The algorithms 4 and 5 of the previous chapter has been implemented, to-
gether with the necessary data structures in C++. Basically the experiments
are subdivided in two parts, trying to evaluate every aspect of the two algo-
rithms.
First the efficiency of the reduction algorithm 4 is analysed and, for uni-
formity with the rest, it has been applied to strings sets. The second part
is devoted to the study of the algorithm 5 in the problem of finding all the
substrings of a given text.
All the test were executed on an machine with an Intel CPU i3-530 (2.93
Ghz frequency and 4 MiB L3 cache), 12 GiB DDR3 memory and GNU/Linux
with kernel 3.10.
4.1 Multi-way reduction experiments
Although the reduction algorithm presented in the previous chapter can be
used with a set of SDDs as input, here the study has been done on strings
sets. This may serve as an additional link with strings related problems
and their solutions through SDDs. Also, these tests gave an insight on the
characteristics of the problem of finding all the substrings of length smaller
than l in a text, clearly for what concerns decision diagrams.
The two string sets that have been experimentally analysed are:
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i) The string set composed by uniformly chosen random strings over an
alphabet of limited size. In the following this problem is called σ-
random, where σ is the size of the alphabet.
ii) The substrings of a given text T , firstly considering only substrings of
a certain length l, then considering all possible substrings until length
l. For this problem, the strings were taken from a 32 million bases
window of the human X chromosome, and in the following they will be
called respectively l-substrings and [1, l]-substrings.
Table 4.1: Experiments on the output sizes for the l-substrings and σ-random
datasets. The numbers are in thousands of nodes, and the input is limited to 1
MiB.
Construction algorithm
string set length reduction hash meld
l-substrings
16 526.6 526.6 126.3
32 791.5 791.5 560.3
64 917.6 917.6 811.2
128 975.4 975.4 926.9
4-random
16 617.5 740.0 219.5
32 834.9 834.9 645.7
64 936.6 936.6 849.0
128 983.7 983.7 943.5
8-random
16 740.0 740.0 456.0
32 892.3 892.3 760.5
64 963.4 963.4 902.6
128 996.2 996.2 968.4
16-random
16 813.8 813.8 603.5
32 926.5 926.5 828.8
64 979.0 979.0 934.0
128 1003.6 1003.6 983.1
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Table 4.2: Experiments on the construction time for the σ-random and l-substrings
datasets. Times are in seconds and they are averages on 10 executions of the
program. The input size is still limited to 1 MiB.
Construction algorithm
string set length reduction hash meld
l-substrings
16 0.194 0.299 1.464
32 0.184 0.412 1.320
64 0.181 0.423 1.390
128 0.181 0.431 1.373
8-random
16 0.199 0.318 1.553
32 0.185 0.452 1.342
64 0.182 0.443 1.426
128 0.182 0.445 1.380
8-random
16 0.202 0.368 1.996
32 0.187 0.492 1.553
64 0.184 0.505 1.603
128 0.183 0.528 1.552
16-random
16 0.204 0.517 2.415
32 0.189 0.543 2.148
64 0.187 0.534 1.788
128 0.184 0.542 1.698
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Table 4.3: A bigger dataset example for the l-substrings and random problems.
The input has been truncated to 64 MiB for this scenario. The meld approach is
not shown since the construction times are more than 10 times bigger than the
reduction.
Construction algorithm
string set length reduction hash
l-substrings
16 14.808 18.154
32 15.155 22.115
64 15.180 27.583
128 15.171 27.563
4-random
16 15.485 24.689
32 15.569 25.148
64 15.494 30.546
128 15.345 30.235
8-random
16 15.529 27.660
32 15.476 34.674
64 15.308 34.145
128 15.282 33.932
16-random
16 15.665 29.837
32 15.493 36.447
64 15.347 36.003
128 15.226 35.988
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Table 4.4: A comparison between the SDD and SDD base for the problem [1, l]-
substrings. For this scenario both the construction times and the structure sizes
were analysed, since the input size is changing. This is happening because the
number of all the substrings of length smaller than l of course grows with l, no
truncation on the input size has been done here.
reduction meld
length l
input size
(KiB)
time
(s)
size
(nodes)
time
(s)
size
(nodes)
16 2227 0.420 153736 2.556 53265
32 8640 1.713 414897 10.636 305573
64 33991 6.979 937658 37.817 827642
128 134567 29.318 1980122 138.390 1864976
Although an efficient algorithm for the [1, l]-substrings problem has been
presented in the previous chapter, here the performance is evaluated using
an unified framework for all the tests. In particular the purpose of this first
test is not to evaluate how much efficiently this construction can be done.
The aim instead is to compare the performance of the SDD base approach
with algorithm 4 versus the usual SDD base construction with hashing. For
the sake of the comparison also the construction with melding is presented,
mainly to show the difference in compression and in the construction time.
The complexity of these construction approaches is linear, in the worst case
for algorithm 4, on average for the other two.
The framework operation is very simple. Dedicated utility programs were
used to generate the string set for the specific problem, saving it (or a part of
it) into a file. The benchmark unit instead was the same for all tests, running
the melding or the SDD base reduction, depending on the situation. All the
time measurements were taken after all the strings where loaded from file.
In the majority of the experiments on l-substrings and σ-random, the
input size was truncated to a fixed size, since in these cases is interesting to
compare the size of the data structures in absolute terms.
Details about the implementation of the construction algorithms and data
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structures are presented later. Here is just pointed out that, regarding the
third solution an O(n log n) sort has been used in place of the linear sort
mentioned in section 3.2. Theoretically the complexity is greater but in
practice the algorithm is still very fast.
In fact in table 4.1 is shown a comparison between the size of the melded
diagram for S and the size of the SDD base. Especially for the l-substrings
case the size of the melded diagram is smaller, but it is rare for it to be
smaller than a factor 2 in respect to the SDD base version. Increasing the
length of the strings, the two solutions becomes very similar, and the use of
a melded diagram is not really justified in terms of compression.
What instead seems to never justify the use of a melded diagram in these
situations are the construction times of the two data structures. As shown
in table 4.2 the time needed to reduce all the input nodes is smaller than the
time needed to compute the melded diagram, even if the melding is efficiently
computed in a SDD base. Even the implicit reduction realized trough an hash
implementation of the SDD base is slower of a factor at least 2.
The same trend is visible for bigger datasets. In every situation is visible
the extreme linearity of the multi-way reduction algorithm. The completion
times do not depend at all on the string length or structure, but only on the
total input size matters. The other approaches instead present variations due
probably to the nature of the hash tables. In fact the size of them is variable
and smaller it is, higher is the probability to fit in the cache of the CPU.
Higher is the size instead, higher is the probability of cache misses. This
scenario justifies the slight increase of the construction times, in function of
the input size, when hashing is used.
The table 4.4 shows a comparison for the more complex problem [1, l]-
substrings. In this case the window on the input text file where limited to few
thousands symbols, 16 KiB to be precise. The input size here changes with
l, since the number of different substrings grows like equation 3.8. While the
melded SDD is sensibly smaller than the SDD base only for small substrings,
the construction times for the melded diagram are 4-5 times bigger than the
SDD base. It was not possible for feasibility reasons to increase l until O(N),
to see the actual decrease in the size of the melded diagram, that with l close
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to N has to be of size O(N). But this trends is visible with small strings,
also if here it is not shown.
What is visible instead is that the size of the melded diagram is not
bounded in this problem. While indexing all the possible substrings (not
until l) is a linearly bounded problem for SDDs.
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4.2 Experiments on the substring indexing
Here an implementation of algorithm 5 has been used for building an SDD
index of all the substrings of a given input string T . The given string has
been chosen randomly on different alphabet sizes, as shown in plots 4.1 – 4.4.
Every point in the plot is the average of 20 executions. In every execution a
different random string of the same length and alphabet has been chosen.
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Figure 4.1: This plot show the number of nodes in the result of algorithm 5, clearly
showing a linear trend. The number of nodes in the output SDD is around 2N ,
where N is the length of the input.
This experiment is very interesting because supports the conjecture that
algorithm 5 has actually linear complexity. Every test made in this section
support this hypothesis. The time necessary for building the index is basically
linear except for some “steps” in the plot 4.3 due to the increases in the size
of the hash table (as confirmed by the plot 4.4).
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Figure 4.2: This plot shows the SDD base containing the input, the result and all
the intermediate results, after the computation of algorithm 5.
Plot 4.1 is just a confirmation that the output size is linear in respect to
the input. Plot 4.2 shows the number of nodes in the SDD base, after having
computed all the melds of algorithm 5. The SDD base in this situation
contains the inputs, the result and all the intermediate results; the sum
of all these nodes is represented in the plot. It is evident that also this
number shows a linear trend, even though the number of intermediate results
is changing with the size of the alphabet. In fact it would be impossible for
a linear time and space algorithm to generate a more-than-linear number of
intermediate results.
Looking at plot 4.2 it is evident that increasing the alphabet size, the
average number of intermediate results necessary to compute the output is
increasing, and this seems quite natural, since having more symbols is more
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Figure 4.3: The construction time for the SDD containing all the substrings with
the method proposed in chapter 3. Are evident some steps in the shape of the plot,
probably due to the change, in size, of the hash tables. Except for these steps the
trend seems to be pretty linear.
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Figure 4.4: This plot shows the number of buckets in the hash table of the SDD
base containing the input, the result and all the intermediate results, after the
computation of algorithm 5. Compare these steps with the ones in plot 4.3. Notice
that the plots have been shifted on the y axis on purpose.
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likely to have different intermediate results in the hash tables. What it is
curious is that while the alphabet and intermediate results are increasing,
the size of the output is slightly decreasing (plot 4.1). In other words, while
the alphabet size is growing the output SDD containing all the substrings is
somehow more easy structured. We don’t have a satisfying explanation for
this fact.
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Chapter 5
Implementation details
Here will be described a small ZDD/SDD library that has been implemented
and called zdd++. It consists of very limited number of C++ classes that
implement ZDDs as presented in chapter 2. The most important classes are:
node It represents a node in a decision diagram.
zdd It represents a ZDD, and provides all the needed operators, constructors
and functions.
sdd It represents a SDD, providing the necessary operations as above.
zddbase It represents a multi-rooted ZDD, approach described in chapter 2.
sddbase It represents a multi-rooted SDD, as above.
In the following we will present briefly all these classes giving both an
idea of their implementation, but also a mini how-to for their usage.
5.1 Class node
Class node implements a tripe 〈v, l, h〉 in two ways, with different sizes:
8 bytes In this case a node is implemented with a 64 bits word as suggested
by Knuth (this has been introduced in section 2.3). For accessing the
three fields in the node bitwise operations are needed.
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12 bytes Here instead it is used an array of 3 uint32 t. While this approach
uses additional memory it is easier to access the specific fields.
In some early benchmarks the 8-bytes nodes seemed to be better (not by a
big margin) and therefore they were the preferred method for building ZDDs
and SDDs. In any case it is possible to switch from one implementation to
the other setting a e compile time flag.
5.2 Class zdd
It implements the diagram as a sdt::vector of nodes, together with a root
pointer. All the famous functions like meld and reduce are implemented
here, and in general this class can be used to compute boolean functions on
a stack.
The constructors are quite intuitive and allow very simple one line defi-
nitions. Since ZDDs are often used in association with the encoding 5, one
way to define the ZDD is simply to specify the family of subsets it represents,
where the sets are made of integers. The specified indices, and only these
ones, will be contained in the family. For example the ZDD in example 2.6
can be implemented with the following line of code, that is essentially the
equation 2.5:
zdd k e r n e l s = { {1 ,3 ,5} , {2 ,4 ,6} , {1 ,4} , {2 ,5} , {3 ,6} } ;
Another way of defining functions that is often needed, is to specify some
variables and then choose all the possible configurations of the remaining
ones, where the “remaining ones” is specified through a maximum index
(the minimum is assumed to be 1). Clearly this is useful when the number of
free variables is enough to make the number of binary configurations explode.
This line of code for example:
zdd term ( { {1 ,2} } , n ) ;
implements the boolean function f(x1, x2, . . . , xn) = x1x2. This is basically
realized setting the proper structure for the specified variables and then im-
plementing any possible configuration for the other ones. The latter is very
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easy in terms of the diagram construction, while the former needs one step
of melding for every specified set.
It has been implemented also a procedure for counting the number of
solutions of a given zdd instance. Since the number of solutions can be ex-
tremely high also for small ZDDs, the GNU multiprecision arithmetic library
(GMP) has been used for this purpose.
A comprehensive example is presented in figure 5.1, where the kernels of
the cyclic graph Cn are computed.
Since sometimes is useful also to have a graphical feedback, the zdd class
also have some functions for exporting the diagram in a format compatible
with Wolfram Mathematica, that includes very powerful algorithms for graph
drawing (in particular for node positioning). A small Mathematica script for
drawing these diagrams is also included in the package, and a sample is
presented in figure 5.2.
Many operations that are performed on ZDDs require some auxiliary
memory space to efficiently solve some subproblems. The most important
example is the melding operation that uses an hash table as cache to remem-
ber the input pairs that algorithm already processed.
Hash tables, especially in the implementation present in the C++ 2011
standard, std::unordered map, use heavily the heap because they use linked
lists for storing the items in the buckets. Therefore many allocations and
deallocations are necessary to handle this data structure. Since in some
cases these hash tables are used as memo or as auxiliary data structure it is
possible to save many calls to operators new and delete, considering to use
C++ allocators [10].
In particular is possible to define a custom allocator that uses a big mem-
ory area as a stack. Requesting for a new address cause a pointer to increase
its position in the stack. After executing an operation, like meld() the mem-
ory area is cleared and it is ready for other operations. Here clearing, doesn’t
mean deallocating, like in the normal case, but simply means to reset the
stack pointer to its initial position.
In this way it is possible to control the heap usage of the application
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// g++ example . cpp −o example −−s t d=c++11 −lgmp −lgmpxx
#inc lude ”bdds /zdd . hpp”
#inc lude <i o s t r eam>
using namespace s t d ;
i n t main ( ) {
i n t n = 128 ;
zdd i s ( {{}} , n ) ; // a l l s o l u t i o n s
zdd ds ( {{}} , n ) ;
zdd k e r n e l s ;
f o r ( i n t i = 1 ; i <= n ; ++i ) {
i n t u = i ;
i n t z = i == 1 ? n : i − 1 ;
i n t v = i % n + 1 ;
zdd i s t e rm ( {{} , {u} , {v }} , n ) ;
zdd dsterm ( {{ i } , { z } , {v } , { i , z } ,
{ i , v } , {z , v } , { i , z , v }} , n ) ;
i s = zdd : : meld ( i s , i s t e rm , b i n a r y and ( ) ) ;
ds = zdd : : meld ( ds , dsterm , b i n a r y and ( ) ) ;
}
k e r n e l s = zdd : : meld ( i s , ds , b i n a r y and ( ) ) ;
cout << ”ZDD s i z e : ” << k e r n e l s . s i z e ( ) << end l ;
cout << ” Ke rn e l s : ” << k e r n e l s . count ( ) << end l ;
}
Figure 5.1: A simple usage example for the zdd class. The last number printed
from this example is 4 283 494 371 512 410, and its computation takes lass than
a second.
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Figure 5.2: The SDD for the words of the string phrase “if two witches would
watch two watches, which witch would watch which watch?”, generated directly
with Mathematica. LO edges going to ⊥ have been omitted, and the sink itself
is represented as a branch node, differently from the other figures.
even in situations where complex auxiliary data structures have to be used
(without having to recode the whole data structure).
5.3 Class sdd
There is not much to add in respect to the zdd class, since this is basically
an extension, from the object oriented programming point of view, of the
previous class.
The only difference are the constructors that for simplicity of usage are
string oriented. A simple SDD can be built from a set of strings, in a similar
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way to the ZDD case:
sdd words = { ” t h i s ” , ” i s ” , ”a” , ” n i c e ” , ” imp l ementa t i on ” } ;
5.4 Class zddbase
This class implements the other approach for handling ZDDs that is using an
unique table as explained in chapter 2. There were some possibilities for the
implementation of this class. For using a node structure as the one described
in the previous section 5.1, that is avoiding pointers, is necessary to store the
nodes in an auxiliary data structure given a node index return the associated
triple.
Summarizing the implementation options were:
i) Use real pointers. In this case a node would have size at least 20 bytes
on a 64 bit architecture, excluded overheads related to the involved
data structures.
ii) Use an std::unordered map as unique table and a std::vector for storing
the nodes. Excluding overheads this means to use at least 4 + 8 = 12
bytes per node, if the Knuth approach is used.
iii) Use a boost::bimap that directly solves the problem of storing the map-
ping in both directions. The implementation of boost::bimap is not very
easy to understand and the documentation lacks on the details about
what is actually stored, but assuming that it is implemented with two
std::unordered map the space usage is at least 12 bytes, again.
Since std::unordered map has an overhead of at least a pointer per bucket,
the space utilization per node is actually 28 bytes for the first option, 20 bytes
for the second and 28 bytes for the third. Clearly the second implementation
is not really dynamic, removing nodes cause “holes” to remain in the vector,
and periodic reconstructions would be needed in order to maintain the data
structure clean. But except this aspect the second option should be equally
valid, and superior in terms of locality in respect to the first possibility.
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In practice the third option is faster than the second one, and since the
already defined class node can be used seamless in this case, this is the imple-
mentation that has been chosen. No particular garbage collection mechanism
has been implemented for deleting unnecessary nodes, in order to perform
better in the benchmarks of the previous chapter. Periodically a reconstruc-
tion is needed to delete all the nodes that for example are not reachable from
a specific root node.
Similar algorithms to the works of [9, 13, 14, 16] are implemented here,
so nothing special to say about this.
5.5 Class sddbase
As in the hierarchy between zdd and sdd an sddbase is simply a zddbase with
different constructors. All other algorithms and functions are the same.
Actually two implementations are given, in order to realize also algorithm
4 of chapter 3. In this case some functionalities are really different. For
example the reduction is not implicit as in the normal SDD base, but a
proper function reduce() implements the reduction algorithm 4.
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Chapter 6
Conclusions
It this thesis the class of the sequence binary decision diagrams has been
extensively studied and also related to the other existing data structures. A
deep link with ZDDs has been also presented. In particular a new definition
has been given and also a new reduction algorithm. This is in total coher-
ence with the existing theory about BDDs and ZDDs, since this part was
somewhat missing in the literature.
A multi-way reduction algorithm has been experimentally compared, to-
gether with the state of the art algorithms, to study the amount of shared
nodes in the resulting SDD base. The result is that sometimes is more con-
venient to just build an SDD base in this way, avoiding all the hash tables
required in the other approaches. The convenience is quite evident in some
situations because the reduced size is comparable to the melded diagram,
while the time needed for the construction is smaller by a factor greater
than 2. And the implementation of this thesis actually uses a O(n log n) sort
instead of a linear one.
The most important and interesting part is however the application of
SDDs to the problem of indexing substrings, problem that is going to be
added to the long list of situations where binary decision diagrams are use-
ful. We are currently working on a formal proof of the linear complexity
of algorithm 5, and we believe to be very close to the solution. If there is
some regularity among the nodes added in the SDD base during this algo-
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rithm, there are chances to do even better, reaching maybe the linear time
worst case complexity, simply adding all these nodes and then performing a
reduction.
After conceiving a worst case linear algorithm for building the SDD of all
substrings of a text, it would be very interesting to actually benchmark this
data structure against other strong data structures for string processing like
suffix trees, suffix arrays and others. This is definitely the direction for the
future developments about this topic.
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