, where
In this equation, k r represents the radar wavenumber, u and v represent the magnitudes of the horizontal and vertical velocities, σ 0 represents the normalized radar cross section, θ i is the incidence angle, and Δθ i represents the effect on θ i due to the local tilt induced by the longer waves. As shown in (1), D c is dependent on σ 0 measurements requiring a backscatter model; a two-scale asymptotic decomposition is selected as part of the DopRim, which includes hydrodynamic and tilt modulations of the scattering facets (see [1] for more details). A second Doppler model known in the literature is the model provided by Romeiser and Thompson, which appears to provide similar performance to the DopRim when Bragg scattering dominates [3] .
Mouche et al. [4] proposed a semi-empirical Doppler model function using collocated data from the European Centre for Medium-Range Weather Forecasts with vv and hh Doppler centroid measurements from ASAR wide-swath-mode products. A lookup table is then built using a three-layer neural network, which is now known as CDOP with
where φ is the relative wind direction, u 10 is the wind speed at 10-m height, θ i represents the incidence angle, and pol is the polarization state. By using the CDOP geophysical model function (GMF) from [4] , Fig. 1 shows the D c in terms of the wind direction for a 10-m/s wind speed and vv polarization, given three different incidence angles. Four distinctive D c features are seen from this figure.
• The D c extrema occur in both upwind and downwind.
• The extremum always occurs in upwind regardless of the wind conditions and incidence angle.
• The absolute D c decreases as θ i increases for a given polarization, wind speed, and direction.
• Between upwind and downwind, the D c varies monotonously regardless of the incidence angle. The work in [4] [5] [6] shows the advantage of combining both σ o and D c measurements from SAR data for sea-surfacewind retrieval purposes, where the inclusion of the D c in the wind inversion helps in narrowing down the number of wind ambiguities. While CDOP is used as a valid Doppler model function in [4] , in [6] , a theoretical GMF based on the generalized curvature ocean surface scattering model [generalized curvature model (GCM)] [7] is used instead. The latter shares some similarities with [1] , where a model for the NRCS is also required. Such a model has been developed where both small perturbation method [8] and the Kirchhoff approximation [9] results, as well as fundamental laws of reciprocity and tilt invariance, are preserved up to first order [7] . In the following, a description of the Doppler centroid derivation based on the GCM is provided, including necessary key improvements such as a skewness-related phase coefficient and effects from wave breaking. Simulated D c are then compared against CDOP for various wind conditions, incidence angles, and polarization.
II. DOPPLER CENTROID MODEL DESCRIPTION
Here, we provide a high-level description of the Doppler centroid model derivation based on the work in [10] . This model is based on the assumption that the D c can be found by computing the zeroth and first moments of the power spectral density (PSD) of the complex SAR image: The zeroth moment represents σ o , whereas the first moment normalized to the zeroth moment corresponds to the D c .
A. Basic Derivation
The complex SAR raw-data image can be found by first simulating the convolution of the transmitted SAR signal with the ocean surface reflectivity such that
where S is the SAR signal spreading function, γ is the ocean surface reflectivity, x is in ground-range coordinates, R is the slant-range distance of the imaged object, t is the time,
h is the component of the Ewald vector Q r with k h being the horizontal projection of the radar wave vector k r = (k h , k z ), and superscripts i and s refers to incident and scattered, respectively. The ocean surface reflectivity γ can be expressed as
where η is the sea surface elevation, and F is a source function caused by the electric surface current defined up to the first order such that
with
where
Further details about the variables in (6)- (8) can be found in both [7] and [11] . The complex SAR image spectrum can be found by applying both the principle of stationary phase and a matched filter to (3). The resulting compressed complex SAR image spectrum iŝ
where U and V are radar beam pattern variables directly related to the signal spreading function S, and x s , y s , and t s correspond to the stationary phase values (for more details about these quantities and the derivation of (9), see [10] ). As mentioned earlier, the zeroth and first moments of the PSD of the compressed SAR signal are necessary to estimate the D c . Using the result from (9), they are expressed as
The Doppler centroid (in unit of Hertz) in terms of the first two spectral moments is
which leads to
In the above equation, we set
f (1) .
Assuming that the variables present in both Fourier kernels in (13) are Gaussian and using the properties of multivariate normal characteristic functions, we can now write
Following the same procedure from [11] , the various covariance functions ϕ ab present in (16) and (17) can be computed using the following relation:
where T a (k) and T b (k) are transfer functions, and Γ(k) is the PSD of the sea surface elevation [12] . The required transfer functions are
where g is the acceleration of gravity.
B. Lagrangian Implementation With a Skewness-Related Phase Coefficient
We follow the same method described in [11] for the D c simulation where the horizontal displacement of the fluid particles is followed such thatx
where ξ(x, α) refers to the horizontal displacement of a fluid particle on the sea surface at a reference point x, related to the orbital motion of the particle being described as χ(x) = (ξ(x), η(x)), and α represents a phase coefficient that introduces an asymmetry to the vertical wave profile. In order to determine its value, we first generate several 3-D sea surfaces for various values of α and u 10 and compute the gradient of the generated surfaces in order to find the skewness coefficient of the sea surface slope. A best fit is then performed with the empirical upwind/downwind skewness coefficient c 03 of the sea-surfaceslope proportional density function (pdf) derived by both Cox and Munk [13] and Bréont and Henriot [14] respective experiments. As shown in [11] , we find the following relationship:
The change of variable from (22) alters the transfer functions in (19) and (20), i.e.,
C. Wave Breaking D c Component
Similar to [15] , a wave breaking component is also implemented for the GCM-based D c model, which enables D c estimation from surface scattering, specular reflection, and wave breaking sources. The theory is based on the work of Kudryavtsev et al. [16] , which yields the following when applied to the Doppler centroid:
where D αα c−tot represents the total geophysical Doppler from wind-generated waves, D αα c−gcm represents the Doppler contribution obtained from the GCM including both Bragg and specular scattering, D c−wb is the Doppler contribution from wave breaking, and superscript αα refers to the polarization state (i.e., αα ∈ {hh, vv}); the q factor is based on [16] and is defined such that
where c q = 10.5, α g = 5 · 10 −3 , k p is the peak wavenumber, 10 m, 2π/0.3 m), β(k, φ) is the wind growth rate as suggested from [16] , B p (k, φ) is the ocean curvature spectrum directly related to Γ(k) in (18), and B eq0 (k, φ) is the reference equilibrium spectrum. Finally, the coefficient P αα XX is
where subscript XX refers to either gcm or wb, and
as defined in [15] . The wave breaking component in (26) (i.e., D c−wb ) is based on (6) from [1] , where
with q having the same expression as q, except with the inclusion of the phase velocity in both integrands of (27).
III. SIMULATION ANALYSIS
The GCM-based D c model is now compared with and without the skewness-related phase parameter (based on Cox and Munk skewness coefficient) against CDOP for both hh and vv polarizations, for low to moderate wind speeds and various incidence angles. Fig. 2 shows this comparison for u 10 = 5, 7, and 10 m/s, and all wind directions where we now note an asymmetry in the upwind/downwind direction when skewness is included. Table I shows improved bias values when the skewness component is implemented for the vv polarization and for all incidence angles. For the hh polarization, the bias values are similar to those of the D c without skewness, but with improved standard deviation values.
When u 10 = 7 m/s, the D c−hh with the skewness component is overestimated as the wind speed increases in the upwind/ downwind direction for incidence angle below 40
• , as shown in Fig. 2 . This observation is also supported by the larger bias values compared with the "no skewness case" found in Table I . We note improved results for the D c−vv with the skewness component, except that it is particularly underestimated around the upwind direction for incidence angle values around 40
• . For u 10 = 10 m/s, the D c−hh with the skewness component is overestimated around the upwind direction for all incidence angles. Its performance is only superior to the "no skewness case" for high incidence angle, as shown in Table I . The D c−vv with the skewness component is also overestimated in the upwind direction for low to mid incidence angles. For incidence angle around 40
• , improved results over the "no skewness case" are obtained for the vv polarization as shown in Table I .
For wind speeds greater than 10 m/s, the wave breaking component described in Section II-C is included in the D c simulation with the skewness component omitted. This is because empirical skewness coefficients of the pdf of the slope from Cox and Munk have been partly used for the derivation of the wave breaking component (see [16] for details). Table II shows improved statistical results, compared with the "no skewness case," across all given incidence angles and wind speeds. Fig. 3 shows that the D c−hh with wave breaking provides a good match with CDOP for incidence angle equal or greater than 32
• for both u 10 = 10 and 12 m/s; whereas for lower incidence angle, both D c−hh and D c−vv noticeably differ in the upwind/downwind direction from CDOP. For an incidence angle around 40
• , simulated D c−vv with wave breaking provides improved results but are still underestimated around the upwind direction compared with CDOP. In fact, the latest version of the DopRim model [17] also includes breaking wave effects using a similar approach as presented in this paper. Although the GCM-Dop and DopRim differ, we see some similar trends such as underestimation of Doppler in the upwind direction at high incidence angle and higher wind speed (see [17] ). We also observe that both models perform best at low wind speeds (5 m/s) and moderate incidence angles (32 • ) for both polarizations. now present when including either the skewness-related phase coefficient or the wave breaking component. We note however an overestimation of the D c particularly in the upwind direction for wind speeds between 7 and 10 m/s, incidence angles less than 32
• , and for both polarizations. Although the D c with either the skewness or wave breaking term provides improved results over the "no skewness/wave breaking" case, underestimation of around 5 Hz (27.7 cm/s) is still present again around the upwind direction for the vv polarization and a 40
• incidence angle compared with CDOP.
With the recent launch of the Sentinel-1 instrument, future works could certainly include a validation of the GCM-based D c model by performing ocean wind retrievals using the Sentinel D c measurements; as presented in [6] , ocean wind retrievals can be done when combining the D c with NRCS measurements from SAR stripmap data. Results could then be validated against ground-truth data and compared with similar experiments using either CDOP or the DopRim model.
