Abstract-With the rapid growth of multimedia information in forms of digital image and video libraries, there is an increasing need for intelligent database management tools with an efficient information retrieval system. For this purpose, we propose a hierarchical retrieval system where shape, color and motion characteristics of human body are captured in compressed and uncompressed domains. The proposed retrieval method provides human detection and activity recognition at different resolution levels from low complexity to low false rates and connects low level features to high level semantics by developing relational object and activity presentations. The available information of standard video compression algorithms are used in order to reduce the amount of time and storage needed for the information retrieval. The principal component analysis is used for activity recognition using MPEG motion vectors and results are presented for walking, kicking, and running to demonstrate that the classification among activities is clearly visible. For low resolution and monochrome images it is demonstrated that the structural information of human silhouettes can be captured from AC-DCT coefficients. The system performance is tested on 40 images that contain a total of 126 nonoccluded frontal poses and the algorithm can detect 101 of them correctly. The finest details in the images and video sequences are obtained from the uncompressed domain via model based segmentation and graph matching for an in depth analysis of human bodies. The detection rate for human body parts is 70.27% for images and sequences including human body regions at different resolutions and with different postures.
I. INTRODUCTION
T HE RAPID growth of multimedia information in forms of digital image and video libraries necessitates intelligent database management tools. Although the visual information is widely accessible, technology for extracting the useful information is still restricted. Traditional text-based query systems based on manual annotation process are impractical for today's large libraries requiring an efficient information retrieval system. The efficiency of such a system should be evaluated in terms of extraction of high-level semantics, information access time and allocation of bandwidth and storage. For this purpose, we propose a hierarchical retrieval system ( Fig. 1) where shape, color, and motion characteristics of objects of interest (OOI) are captured in compressed and uncompressed domains. This paper Manuscript received April 23, 2001 ; revised April 1, 2002 . The associate editor coordinatng the review of this paper and approving it for publication was Prof. Alberto Del Bimbo.
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focuses on human detection due to its important applications in computer vision. The proposed retrieval method provides human detection and activity recognition at different resolution levels and connects low level features to high level semantics by developing relational object and activity presentations. The available information of standard video compression algorithms are used in order to reduce the amount of time and storage needed for the information retrieval. This differentiates our approach from previous work where the information retrieval applications for standard compression algorithms are restricted to index activity levels and track objects in videos while object and activity detection algorithms are implemented by using nonstandard compression schemes governed by characteristics of objects. The finest details in the images and video sequences are obtained from the uncompressed domain via model based segmentation and graph matching for the analysis of human bodies. The proposed hierarchical scheme enables working at different levels, from low complexity to low false rates. An important issue in digital libraries is the query representation which is related to the user interface. Query by example is a method of query specification that allows a user to specify a query condition by giving image examples. Main features of an image can be given as shape, spatial relation, color and texture. Another method is to draw the shape of the object. Images are also retrieved by specifying colors and their spatial distribution in the image. User can also specify the movement of an object for video retrieval. If textual descriptions representing the content of images are available then a query by keyword can be performed. The proposed retrieval system is used to annotate video sequences and images that contain OOI (human) in order to enable text based queries and to retrieve detailed information about the OOI, i.e., activity/posture recognition.
Automatic annotation of images where an object of interest is present faces three major problems. One is the dependency of the object detection on the feature extraction process which is a complex task especially for cluttered scenes. The second is that the visual properties of images, that are described by feature vectors, are difficult to describe automatically with text. Therefore, the similarity retrieval connecting these vectors to high level semantics and using high level knowledge to improve feature extraction become an important issue. Finally, these processes should require a reasonable amount of computation time and storage.
Our retrieval system ( Fig. 1 ) consists of two major blocks, namely uncompressed and compressed-domain processing blocks. In the compressed-domain processing block, we address the problem of object detection and activity recognition in compressed domain in order to reduce computational 1520-9210/02$17.00 © 2002 IEEE complexity. New algorithms for object detection and activity recognition are developed for JPEG images and MPEG videos to show that significant information can be obtained from the compressed domain in order to connect to high level semantics. Since our aim is to retrieve information from images and videos compressed using standard algorithms such as JPEG and MPEG, our approach differs from previous compressed domain object detection techniques where the compression algorithms are governed by characteristics of object of interest to be retrieved. An algorithm is developed using the principal component analysis of MPEG motion vectors to detect the human activities; namely, walking, running, and kicking [1] . Object detection in JPEG compressed still images and MPEG I frames is achieved by using DC-DCT coefficients of the luminance and chrominance values. The performance is dependent on the resolution, especially for human detection where skin region extraction is crucial. Therefore, for lower resolution and monochrome images we demonstrate that the structural information of human silhouettes can be captured from AC-DCT coefficients [2] .
If the database consists of uncompressed images and videos then uncompressed-domain processing techniques are used. Furthermore, if a more detailed analysis of the retrieved information is needed, the region of interest extracted from a compressed image or video is further processed by using uncompressed-domain processing block. Therefore, the inputs to the Block C in Fig. 1 are the uncompressed database image or video sequence and decoded image or video frame of interest extracted by using compressed-domain techniques.
Our method extracts low level features from the regions extracted in the compressed domain or from uncompressed images and videos using intensity, color and motion of pixels [3] . Local consistency based on these features and geometrical characteristics of the regions is used to group object parts. We then take a new approach to the problem of managing the segmentation process by using object based knowledge in order to group the regions according to a global consistency and introduce a new model-based segmentation algorithm by using a feedback from relational representation of the object. The selected unary and binary attributes are further extended for application specific algorithms, namely an elaborate human skin color model and weak perspective invariants for articulated movements. Object detection is achieved by matching the relational graphs of objects with the reference model. The algorithm maps the attributes, interprets the match and checks the conditional rules in order to index the parts correctly. This method improves object extraction accuracy by reducing the dependency on the low level segmentation process and combining the boundary and region properties. Furthermore, the features used for segmentation are also attributes for object detection in relational graph representation. This property enables to adapt the segmentation thresholds by a model-based training system. The detailed algorithm of the graph matching process is given in Fig. 2 .
Consider a recorded and MPEG compressed video sequence taken from a fixed camera surveying a passage. The first step will retrieve possible frames where people walk. This is achieved in the compressed-domain processing block (Fig. 1 ) by implementing the principal component analysis algorithm for MPEG motion vectors, obtained from 16 16 macroblocks, that help to recognize walking activity (Block A in Fig. 1 ). If a walking person is detected to stop, second step will analyze the extracted region for posture recognition. This is achieved by using the information obtained from Block A and DC/AC-DCT coefficients for 8 8 blocks of the MPEG I-frames (Block B in Fig. 1 ). If a suspicious movement is detected, the third step will be a more detailed investigation of the region in the uncompressed domain. This is achieved by decoding the video frames of interest with suspicious movement and processing these frames further by using relational graph matching algorithm (Block C in Fig. 1) .
Depending on the application, our proposed system can be used to a) retrieve different types of activities from the MPEG video database via the proposed method given in Block A, b) retrieve object of interest (human) from the compressed database images via the proposed method given in Block B, and c) retrieve images of people with different postures from the database via the proposed method given in Block C. This paper is organized as follows. Section II is a review of existing literature devoted to content-based retrieval systems in compressed and uncompressed domains. In Section III, we propose new algorithms for object detection and activity recognition in the compressed domain in order to reduce computational complexity and processing time. The first part of this section covers our new algorithm for principal component analysis of MPEG motion vectors to detect the human activities; namely, walking, running, and kicking. The second part corresponds to our proposed method for object detection in JPEG compressed still images and MPEG I frames. Possible human areas in the image are detected by using the DCT coefficients in a principal component analysis. Section IV covers the human detection and posture recognition in uncompressed domain. In this section we propose a new model-based segmentation algorithm and a new graph matching method in order to connect low-level features to high level semantics by reducing the dependency on the feature extraction. The experimental results are presented in Section V to evaluate the performance of each algorithm block in the uncompressed and compressed domains. Conclusions and suggestions for future research are offered in Section VI.
II. PREVIOUS WORK
This section reviews the information retrieval methods and systems for uncompressed and compressed domains.
A. Shape Retrieval
Many researchers have studied shape-based search. Shape based image retrieval is one of the hardest problems in general mainly due to the difficulty of segmenting objects of interest in images. The preprocessing algorithm determines the contour of an object depending on the application. Once the object is detected and located, its boundary can be found by using edge detection and boundary following algorithms [4] . If the object border is determined its shape can be characterized by its shape features. These feature vectors are generated by using a shape description method to characterize a shape. The required properties of a shape description scheme are invariance to translation, scale, rotation, luminance, and robustness to partial occlusion. Afterwards, shape matching is used in model-based object recognition where a set of known model objects is compared to an unknown object detected in the image using a similarity metric. Our description scheme is motivated by the well-known human perception theory and shape analysis techniques. Shape similarity methods can be classified into two parts namely contour and region based techniques. Birchfield [5] claims that the failure modes of a tracking module focusing on the object's boundary will be orthogonal to those of a module focusing on the object's interior. Since the same concept can be applied to shape analysis, the combination of contour and region based shape descriptors are used in the proposed system.
1) Contour-Based Techniques:
A signature of a boundary may be generated by computing the distance from the centroid to the boundary as a function of angle [6] . Chang [7] constructs the distance function from the centroid to the feature points that are the points of high curvature. Another boundary representation technique is the curve approximation by utilizing polygonal and spline approximations. Bengston and Eklundh [8] propose a hierarchical method where the shape boundary is represented by a polygonal approximation. Splines have been very popular for the interpolation of functions and the approximation of curves. They possess the beneficial property of minimizing curvature [9] , [10] . Scale space techniques rely on the object representation at different scales. Witkin [11] proposes a scale space filtering approach which provides a useful representation for significant features of an object filtered by low-pass Gaussian filters of variable variance. Mokhtarian and Mackworth [12] uses the scale space approach as a hierarchical shape descriptor. The major drawback of these techniques is the dependency on the extraction of the object boundary. Another problem is the difficulty to evaluate the similarity between the boundaries of objects with high within-class variance.
2) Region-Based Techniques: The use of moments for shape description was proposed by Hu [13] who showed that moment based shape description is information preserving. An alternative transform approach is the Fourier transform of the shape. One of the disadvantages of these descriptors is that they do not reflect local shape changes. Leymarie and Levine [14] find the medial axis transform using snakes for active contour representation, high curvature points on the boundary, and symmetric axis transform. Superquadrics are widely used for modeling three-dimensional (3-D) objects in computer vision literature [15] , [16] . Even when human body is not occluded by another object, due to the possible positions of nonrigid parts a body part can be occluded in different ways. Parametric modeling of image segments helps to overcome this problem and reduces the effect of the deformations due to the clothing. As in the contour-based modeling, the performance of these techniques depend on the extraction of the object regions. Furthermore, higher order shape metrics is needed for the presentation of the complex objects. One solution is to decompose the object for its presentation as a combination of component shapes. The idea is to represent complex shapes in terms of simpler components. However, the shape decomposition should also create semantic segments for purposes of similarity retrieval of nonrigid objects.
B. Color Retrieval
There are two approaches for querying by color: by regional color and by global color [18] . Regional color corresponds to spatially localized colored regions within the scenes. Global color corresponds to the overall distribution of color within the entire scene. Different color space bases related to human color judgments can be used [70] : HSV color space by Smith [19] and Yu [20] , LUV color space by Moghaddam [21] , YES color space by Saber [22] . Color models play an important role in extraction of skin regions for human detection systems [5] , [23] . However, color information alone is not enough for retrieval systems and should be used with shape and motion attributes for an intelligent retrieval system.
C. Motion Retrieval
Motion is mostly used to index videos according to their activity levels, to detect shot and scenes in compressed and uncompressed domains [24] - [26] . Human motion analysis is another main research area that uses motion for information retrieval [27] - [30] . Most of the previous work in activity recognition are done in uncompressed domain after a proper segmentation of human body while motion information retrieval from compressed domain is restricted to index videos and track objects. Motion extraction in compressed domain and human activity recognition are reviewed in more detail in Section III. Some of the information retrieval systems allow the user to make a query using motion as the key object attribute [33] . Motion is also used for several video content-based retrieval systems in compressed and uncompressed domain for specific applications e.g., sports video processing. Kurokawa et al. [34] retrieve scenes of soccer plays from several soccer video sequences. Motion is used to describe action of objects, interactions between objects and events using spatial and temporal relationships. Miyamori et al. [35] annotate tennis video where the court layout knowledge is used assuming that shots including tennis courts are preextracted. In [36] , the authors use camera motion to analyze and annotate basketball videos and browse for events such as wide-angle and close-up views, fast breaks, probable shots at the basket.
D. Retrieval Systems
Content based image/video indexing and retrieval has been researched by the governmental [38] , [39] and industrial [40] , [41] groups as well as at the universities [19] , [20] , [42] , [43] . Different techniques are used based on image features such as shape, color, texture, motion or a combination of them. A survey of these retrieval systems can be found in [44] and [45] . Some of these systems, described below, support query by keyword representing a semantic concept. One of the systems is the Photobook [46] , which is a software tool for performing queries on image databases based on image content and textual annotation. Cypress-Chabot [47] integrates the use of stored text and other data types with content-based analysis of images to perform "concept queries." In [48] , the images and video are analyzed using visual features (such as color histograms and color regions) and the associated text utilized to classify the images into subject classes. SEMCOG [49] system performs a semiautomatic object recognition and it aims at integrating semantics and cognition-based approaches to give users a greater flexibility to pose queries. One of the commercial systems is QBIC [40] , which supports several basic image similarity measures such as average color, color histogram, color layout, shape and texture.
"Human" is one of the major objects of interest to be retrieved in the content-based retrieval systems. Great effort has been devoted to human recognition related topics such as face recognition in still images, and motion analysis of human body parts. Most of the previous work depend highly on the segmentation results and mostly motion is used as the cue for segmentation [28] . There has been very few work that are on the human recognition in still images and in compressed domain. Although Franke [50] and Papageorgiou [51] use a compact representation of the training sets that are suitable for cluttered scenes there is no direct correspondence between the low level features and body parts. Such a semantic representation is needed for high level applications and for occlusion problems. In another survey by Gavrila [29] , the segmentation problem is pointed out especially for detection of multiple and occluded humans in the scene.
Most of the previous work in human detection and activity recognition are done in uncompressed domain. Since image and video applications are generally represented in the compressed domain, such as JPEG or MPEG, there is a need for image/video manipulation and automatic content extraction in the compressed domain. As stated in [52] , for existing compression standards the compressed-domain image/video manipulation techniques can be used to help to solve the bandwidth and storage problem. Hence applications without expanding the coded visual content back to the large, uncompressed domain would reduce the need of large bandwidth and intensive computing. The use of available information in compressed video and images has been investigated mostly for video indexing, and shot and scene classification. In [24] , hierarchical decomposition of a complex video is obtained using scaled DC coefficients in an intra coded DCT compressed video for browsing purposes. In [53] , the authors examine the direct reconstruction of DC coefficients from motion compensated P-frames and B-frames of MPEG compressed video. In [25] , an automatic scene classification scheme is proposed for MPEG videos. The scenes are divided into low, medium, and high texture and activity scenes. MPEG motion vectors are used mostly to index videos (low-high activity) and track objects. The object detection in the compressed domain is more restricted since this application requires more detailed information. In [54] , an object tracking algorithm is proposed using compressed video only with periodically decoding I-frames. The object to be tracked is initially detected by an accurate but computationally expensive object detector applied to decoded I-frames. Zhong et al. [55] automatically localize captions in JPEG compressed images and I frames of MPEG compressed videos. Intensity variation information encoded in the DCT domain is used to capture the directionality and periodicity of blocks. Wang [56] proposes an algorithm to detect human face regions from dequantized DCT coefficients of MPEG video. The algorithm uses the DC DCT values of chrominance, shape, and energy distributions of the face area. The authors extend their work in [57] in order to track and summarize faces from compressed video. The previous algorithm is used to detect faces and MPEG motion information is used with the Kalman filter prediction to track faces within each shot. The representative frames are then decoded for pixel domain analysis and browsing.
III. HUMAN DETECTION AND ACTIVITY RECOGNITION IN COMPRESSED DOMAIN
This section presents object and activity recognition in the compressed domain in order to reduce computational complexity and processing time ( Fig. 1) , compressed-domain processing block (Blocks A and B)]. For large libraries, compressed domain image/video processing for existing compression standards can solve the problem of storage and intensive computing. In this work, new algorithms for object detection and activity recognition in JPEG images and MPEG videos are developed. We show that significant information can be obtained from the compressed domain in order to connect to high level semantics. The first (Fig. 1 , Block A), and second ( Fig. 1 , Block B) parts of the proposed system are object and activity detection requiring minimal decoding of compressed data in the proposed hierarchical method. Most object detection and human activity recognition techniques are done in the uncompressed domain and depend on proper segmentation of the body. The major contribution of the overall algorithm is to connect available data in compressed domain to high level semantics.
The first part of this section covers the principal component analysis of MPEG motion vectors to detect the human activities; namely, walking, running, and kicking. The second part corresponds to object detection in JPEG compressed still images and MPEG I frames. The algorithm uses DCT coefficients of the luminance and chrominance values obtained from the compression algorithms.
A. Activity Recognition Using MPEG Motion Vectors
The activity recognition problem can be divided into two subparts: the first one is collecting satisfactory measurements and the second one is developing a recognition algorithm based on these measurements. Most of the related work use activity measurements from uncompressed images after a proper segmentation of human body parts. Our measurements are obtained from MPEG motion vectors for macroblocks in intraframes. Since the resolution of the motion vectors is one macroblock and there is no direct correspondence with the object parts and their motion, a robust and global model must be used. The corruption of data is another problem in MPEG motion vectors since some blocks can not be tracked during some frames. Overviews of research on human motion analysis can be found in [28] and [29] . The major problems in the activity recognition is the scale, shift and projection changes between the model and the test data and segmentation dependency. One of the activity modeling methods proposed in [30] is based on first order Markov model descriptions and continuous propagation of observation density distributions. Hidden Markov Models are used to predict the state transitions. In [31] , speed and direction components of two-dimensional (2-D) trajectories are represented by scale-space images that are invariant Euclidean transforms. The outline of the human body is used to detect the periodical relative limb movement in [32] by a template matching process. In these approaches, for each activity, a separate model is developed in order to compare with the observed activity. These approaches are robust to local transformations but lack a global detailed model to capture the variabilities.
Principal component analysis (PCA) method is one of the global approaches. PCA has been successfully used by Yacoob and Black [27] for human activity recognition in uncompressed video sequences. The authors use the motion measurements for segmented human body parts and recognize the articulated activities such as walking, kicking, and marching. They define these activities as atomic activities which satisfy two conditions. First one is that the movements are structurally similar for different performers, and second one is that the movements can be mapped onto a finite temporal window. For this reason, in this paper we study the detection of these activities. Our aim is to demonstrate that substantial information can be retrieved directly from compressed databases. Specifically, we extend PCA approach to recognize human activities such as walking, running and kicking in MPEG compressed videos.
In our method, first the moving regions are detected and then the motion vectors are grouped automatically by using the ratio of the human body parts. Hence the measurements do not correspond to the actual human body parts but to macroblock groups corresponding to human region. For the classification of moving regions, the neighboring blocks with a velocity greater than a predefined threshold are classified as one moving object. The following Section III-A1 covers the principal component analysis.
1) Principal Component Analysis of MPEG Motion Vectors:
PCA is a dimensionality reducing technique used in pattern recognition. It reduces dimensionality by projecting the motion vectors to a new space spanned by the training data set. PCA was successfully used for face recognition. A compact representation of facial appearance is described in [61] , where face images are decomposed into weighted sums of basis images using a Karhunen-Loeve expansion. The eigenpicture representation has been used in [62] as eigenfaces for face recognition.
For training the system, several walking, running and kicking people sequences which are temporally aligned are used. For these sequences, the object region is extracted by grouping MPEG motion vectors. Then, the object is segmented to three parts (upper body, torso and lower body) according to the human body proportions. The mean of the motion vectors in horizontal and vertical direction is computed for the macroblocks corresponding to each part (six parameters) for a number of sequences . A training set of different examples for each activity forms matrix of dimensions . Then the singular value decomposition of the matrix is computed to get the approximated projection of the exemplar vectors (columns of ) onto the subspace spanned by the basis vectors. Hence activity basis with parameters are computed [27] ( 1) where is the motion parameter matrix, represents the principal component directions, includes the singular values, and expands in principal component directions. To recognize the activities, an unknown sequence, other than test sequences of an activity which can be shifted and scaled in time is compared with the training set. The transformation function might model uniform temporal scaling and time shifting to align observations with exemplars. Let be an observed activity, be the column vector, obtained first by concatenating the feature values measured at , and then concatenating for all . Let denote the th element of vector . By projecting this vector on the activity basis, a coefficient vector ( ) is recovered, which approximates the activity as a linear combination of activity basis. For recovering the coefficients, the error has to be minimized: (2) where is an error norm over , and is a scale parameter. Let denote a transformation with a parameter vector that can be applied to an observation as . After Taylor series expansion of , the error function becomes (3) Equation (3) is minimized with respect to and using a gradient descent scheme with a continuation method that gradually lowers . The normalized distance between the coefficients from the training data set and coefficients of exemplar activities is used to recognize the observed activity that is transformed by the temporal translation, scaling and speedup parameters [27] . The Euclidean distance is given as (4) where is vector of expansion coefficients of an exemplar activity. The algorithm is applied for recognition of three activity classes: walking, running, and kicking. Ten training test sequences for each class are obtained from various sources for the side-view. The camera motion is assumed to be zero. In Fig. 3 , some test frames from the activity training sets are displayed. The detection of the moving regions and the determination of the activities from the grouped MPEG motion vectors give a coarse information about the scene. Fig. 4 displays the motion vectors obtained from the intraframes. Afterwards, these vectors are grouped by using the ratio of the human body parts to be used in PCA algorithm. For a more detailed investigation, one may need additional information. DC-DCT coefficients and coefficient differences obtained from MPEG sequences in the compressed domain are processed in the next Section III-A2.
2) Analysis of DC Differences: Here, 8 8 block information (DC values) in the frames where human activity has been detected from the macroblock information (motion vectors), are used. The difference of the DC values for 8 8 blocks between consecutive frames are computed and the difference image is binarized by thresholding. To train our system, several human activity sequences from side-view with the similar camera distance, human motion direction and velocity are used. In order to find the template for each body position during one activity period, the mean of the moving regions, corresponding to these positions, are calculated. One of the templates is shown in Fig. 5 . The classification is done by using a basic template matching measure. Note that the mirror image of the template is also used. For every DC-DCT difference frame, the blocks are compared to the activity templates (Fig. 6 ). For scale change invariance, the moving block regions with different scale parameters are scaled and the matching value for each scale factor is calculated.
B. Object Detection in JPEG Images and MPEG I Frames
Our proposed method operates on the I-frames of MPEG video or JPEG images, using DCT coefficients of image blocks. DCT compressed images encode a 2-D image using the DCT coefficients of an image region , : (5) In (5), and denote the horizontal and vertical frequencies and if and , otherwise. The AC components ( or ) capture the spatial frequency and directionality properties of the image block. From the regenerated array of quantized coefficients, the DCT coefficients are extracted. Although they are quantized, the rank information is preserved and they can be used without any decoding procedure. This method is fast since it does not require a fully decompressed MPEG video or JPEG image. The processing unit for the algorithm is a DCT block that is readily available from the compressed image. Since the DC-DCT coefficients give the average intensity values of the blocks, one can get rid of the local luminance changes due to the reflection and other factors. Besides the processing speed, this method also smooths the image to test the system performance for different resolution levels. Usually, the skin information from the DCT values of color components can not be used for human detection since the resolution requirement is not met. If the skin regions are detected (Fig. 7) , the next step will be the segmentation and implementation of the proposed model based graph matching algorithm on the DC luminance blocks for each frame. The graph matching algorithm is explained in Section IV-D. For low resolution and monochrome JPEG images, we propose a new algorithm for human detection. The system detects people in arbitrary positions in the image and in different scales. This approach is described in the next section.
C. Human Detection in Lower Resolution and Monochrome JPEG Images
In this new algorithm, the overall shape of a standing or walking person (from front or back-view) in still images is detected by using the AC-DCT coefficients. Most of the retrieval systems that are based on the compression schemes are devised for particular objects. Photobook [46] project uses a compact eigenspace representation of faces that can be used for both recognition as well as image compression. In Papageorgiou's work [51] , the structural information of pedestrians is presented by a subset of wavelet coefficients and pedestrians are detected by the support vector machine classification method. Our work aims to retrieve information from images and videos compressed using standard algorithms such as JPEG and MPEG. This differentiates our approach from previous work where the compression algorithms are determined by characteristics of object of interest to be retrieved. The proposed algorithm is displayed in Fig. 8 .
To capture the intensity variations, first order AC coefficients ( ) are used (Fig. 10) . DCT coefficient values capture the local directionality and coarseness of the spatial image. The vertical (horizontal) edges in uncompressed image correspond to high frequency component in the horizontal (vertical) frequencies and diagonal variations correspond to channel energies around the diagonal harmonics. Our approach is based on the observation that the structural information of human silhouettes can be captured from AC-DCT coefficients. In particular, energy of blocks that is obtained by summing up the absolute amplitudes of the first order harmonics is used. The sides of the human body have a high response to the vertical harmonics while AC coefficients of the horizontal harmonics capture head, shoulder and belt lines (Fig. 10) . Furthermore, the corner edges at shoulders, hands and feet contribute to local diagonal harmonics. To train our system, 800 pedestrian images obtained from the Artificial Intelligence Laboratory at MIT, are used. The pedestrians are centered in these 128 64 pixel windows. The windowing step in Fig. 8 determines a 128 64 window and shifts it throughout the test image. The regions that have a lower AC energy than a given threshold (uniform regions), are eliminated. The following step resizes the image part in the 128 64 window to achieve multiscale detection. The scaling operation is done in compressed domain [58] . Note that the computational complexity of the transform domain manipulation techniques strongly depends on the number of zero DCT coefficients. Since the proposed algorithm uses three AC coefficients, the required computation can be further reduced by using sparse matrix multiplication techniques or other fast schemes in transformed domain [59] .
Our goal is to find a compact representation of the human silhouette by computing the principal components of the energy distribution of human bodies, or the eigenvectors of the covariance matrix of the human body images. These eigenvectors represent a set of features which together characterize the variation between human images. The number of eigenvectors ( ) is equal to the number of images in the training set. In our algorithm, we use the best eigenvectors ( ) with the highest eigenvalues. Similarity measure in eigenspace representation for pattern matching in images is preserved under linear, orthogonal transformations. This implies that the principal component method gives exactly the same measure of match on transformed data as on pixel domain data. For lossy compression schemes such as JPEG and MPEG, the quantization of the transformed data is the cause for the degradation of the similarity measure. Although the DCT coefficients are quantized (furthermore, the coefficients except the three first order AC coefficients are quantized to zero), the essential information for matching purposes is preserved. The following steps summarize the recognition.
• Compute eigenvectors and eigenvalues from the training set of compressed human body images.
• Given an input image, calculate a set of weights based on the input image and the eigenvectors by projecting the input image onto each of the eigenvectors.
• Detect human regions by computing the distance between the mean adjusted input image and its projection onto human body space. Let the training set of human images be , and the average be . The difference of a human image from this average image is . Our goal is to find a set of orthonormal vectors, and their eigenvalues which best describes the distribution of the data by using the principal component analysis. and are the eigenvectors and eigenvalues, respectively, of the covariance matrix : (6) where the matrix . The matrix is a by matrix and the calculation of eigenvectors and eigenvalues of this matrix is a difficult task. To reduce the computational complexity, the eigenvectors and eigenvalues of 
and the eigenvalues are the same those matching . The first 12 eigenimages obtained from 800 training images are shown in Fig. 9 . Creating the vector of weights for an image is equivalent to projecting the image onto the human body space. The distance between the image and its projection onto the body space is the distance between the mean adjusted input image and , its projection onto human body space, where for . The overall system performance was tested on 40 images. We achieve a correct detection rate of approximately 80%. The results are given in Section V. The system is also trained for background classification by using several images where human is not present.
IV. HUMAN DETECTION AND POSTURE RECOGNITION IN UNCOMPRESSED DOMAIN
This section describes the information retrieval from uncompressed images and videos. Furthermore, information obtained from the compressed domain processing techniques are used as a cue for further processing of the image/video in the uncompressed domain depending on the application and user needs. The arrows combining blocks A-B, A-C, and B-C in Fig. 1 indicate the information flow between these blocks. Sections IV-A-D describe the algorithm blocks illustrated in Fig. 2 that corresponds to Block C in Fig. 1 for the extraction of low level features from uncompressed images and videos or from the regions extracted in the compressed domain by using intensity, color and motion of pixels. Blocks C1, C2, C3, and C4 in Fig. 2 correspond to the segmentation, model based segmentation, object modeling by invariant shape attributes, and graph matching subsections, respectively.
A. Segmentation
Segmentation algorithms that use only low-level features fail in most cases due to the image noise, different illumination conditions, reflection and shadows. The solution for an automatic object segmentation is to manage the segmentation process by using object-based knowledge in order to group the regions according to a global constraint. In this work, a new model-based segmentation, where global consistency is provided by using the relations of pixel groups, is proposed. These groups are obtained from the combination or further segmentation of group results of a low level segmentation algorithm. Managing the segmentation process using a feedback from relational representation of the object improves the extraction result even if its interior or its boundary is changed partially.
Our overall segmentation algorithm has three steps. The first step entails moving object extraction for uncompressed video sequences. The extraction algorithm presented in this section is a modified version of Kanade-Lucas-Tomasi's tracking algorithm. The output of this algorithm is a set of rectangular regions including moving objects. The second step is color image segmentation combined with an edge detector where small segments are removed. The last segmentation step, curvature segmentation, helps to get the primitive segments by dividing the complex object parts into simpler ones. Resulting segments produced from this initial segmentation are combined by using a bottom-up control. We show that proposed model-based segmentation increases the overall algorithm performance by eliminating the segments that belong to the background.
The contribution of the overall segmentation algorithm is to use feedback from relational representation of the object to guide the segmentation process. We improve object extraction by reducing the dependence on the low level segmentation process and combining the boundary and region properties. Furthermore, the features used for segmentation (i.e., color, motion, curvature) are also attributes for object detection in relational graph representation. This property enables to adapt the segmentation thresholds by a model-based training system.
1) Motion Segmentation:
This part corresponds to uncompressed video applications where moving objects are extracted. In a video sequence, the feature points of an object are tracked based on Kanade-Lucas-Tomasi tracking method [37] .
A point in the first image moves to point in the second image , where (8) Given the successive frames and , the problem is to find the parameters in the deformation matrix and , where . The problem is the choice of the parameters that minimize the dissimilarity (9) where is the given feature window. After Taylor series expansion, is determined by solving the equation where:
The eigenvalues of determine the selection of feature points, where provides information about the displacement of the feature points in the second frame. The feature points with large eigenvalues correspond to high texture areas that can be matched reliably. These points are grouped according to their moving directions and distances (Fig. 11) . Only the feature points with a velocity greater than a given threshold are considered. Next step is the determination of a rectangular region of interest by calculating the center of gravity and the eccentricity of these groups. If the area of this region is smaller than a threshold defined by the maximum object size in the frame, this region is not processed.
2) Region Based Segmentation: An object usually contains several subobjects; such as head, torso, limbs, etc., of a human, which can be obtained by segmenting the object hierarchically into its smaller unique parts. Here, the color image segmentation technique proposed in [63] combined with an edge detector algorithm is used for rigid and nonrigid objects. For human detection, a skin color model is formed via Farnsworth nonlinear transformation.
The extraction of object of interest is a difficult task, especially in still images with a nonuniform background. As a result, the segmented image can contain regions corresponding to the background. However, these regions will not match to the regions of the template object. Semantic segments are created from the combination of low level edges or region based segments. If the object boundaries were segmented accurately, the shape descriptors for each object part could give satisfactory results for shape retrieval. However, a general automatic object segmentation without any user interface is almost impossible due to the illumination changes, shadows and occlusions especially for still images. Although using features invariant to illumination or reflection can improve the segmentation results, it is still not enough alone. Prior knowledge about the object to be retrieved should be used to segment the regions properly. One method is to perform rigid and deformable model based segmentations [64] - [67] . The latter work differs from the previous works by enforcing global consistency. Local and global constraints should be used together for a segmentation that is robust to occlusions and variations in object shapes. These approaches try to extract the object boundary. Our approach differs from them at this point and will be explained in Sections IV-B-D.
3) Curvature Segmentation: The segmented region boundaries can still be in complex forms. The boundaries are first smoothed. Concave and convex segments (landmarks) that are used for curvature segmentation are determined on the resulting contour. The main reason for finding boundary landmarks is that they can be used to partition complex parts into simpler domains. For example, these landmarks are used to partition the arm into upper-arm and lower-arm. Here, Gaussian based smoothing followed by curvature segmentation is studied. Gaussian smoothing is suitable for smooth human body parts in order to reduce the effect of image noise and clothing.
Gaussian Based Smoothing: The contour shape analysis is implemented to extract the convex parts of objects that determine visual parts separated by concavities. A method is to smooth of the boundaries by using a 1-D Gaussian kernel and then to calculate the curvature of each boundary point [11] . The width of the kernel defines the scale at which curvature is estimated. The noise and fine details are smoothed at large width, leaving distinct extrema at positions of perceptually significant points on the boundary. These points are called landmarks. Fig. 12 shows the Gaussian smoothing result for the human body part. As an example, the arm and leg segments are smoothed with a Gaussian kernel and the landmarks are defined. Next step is the curvature segmentation regarding to these landmarks.
After the Gaussian smoothing operation, the concave points with high curvature (greater than a threshold ) and arc lengths (greater than a threshold relative to the segment length) are marked. A normal line is computed from this landmark until it reaches another point on the contour. Then, the segment is divided at these points and an interpolation is performed between these points to form closed segments. As expected, experimental results show that the high curvature locations occur at the joints on the limbs. Since human body parts are smooth objects the smoothing factor is chosen very small ( 1.25). Curvature threshold is chosen the same for all the test images ( 0.55) and arclength threshold is 20%. In Fig. 13 , the curvature segmentation result for selected body parts is shown. Note that, since the arc length at the junction of the legs (belly) is small relative to the whole segment length, this part is not segmented. The graphs, given in Fig. 13 , show the curvature points. For the arm segment, there is one concavity point which is greater than the curvature threshold while for the leg segment, all the concave points are below this threshold. Fig. 14 sitions may cause occlusion of body parts in different ways. For example, a hand can occlude some part of torso or legs. In this case the combination of occluded part with hand is not meaningful. However, 2-D approximation of parts by fitting superellipses with shape preserving deformations provides more satisfactory results. It also helps to disregard the deformations due to the clothing. Result of the global approximation which do not capture local deformations seems more appropriate for human body. Hence, instead of using region pixels it is better to use parametric representations to compute shape descriptors. In a similar work by Bennamoun et al. [17] , a simple vision system where the objects are modeled by superellipses is proposed. Since their system performance highly depends on the initial segmentation results, they use single test objects with uniform backgrounds. The recognition stage compares the angles of the test object skeleton with the library object skeleton and decides if the same object is present in the library. Their algorithm can only be used for nonoccluded objects with a certain orientation, where our system can overcome the initial segmentation problem with the model based segmentation, can work for occluded images without any orientation constraint and combine the object parts via graph matching algorithm and decide the human presence. The detailed procedure for superellipse fitting is given as follows. A superellipse can be described explicitly as (11) In these equations, , and are two semiaxis, and is the roundness parameter. The curve intersects the axis at and and intersects the axis at and . The inside-outside function of a 2-D superquadric can be given as (12) where is the parameter set. There can be various deformations that can be implemented on the superellipses. Tapering and bending are sufficient deformations to represent human body. However, when for example legs are wide open they have to be segmented since no shape preserving deformation can represent them. Tapering along the -axis is (13) where is a constant. Circular bending: (14) In these equations, is the bending parameter and are the deformed values where with Deformation, Rotation, Transformation. In order to find superellipse parameter set , , , that fits best to the segment data , Levenberg-Marquardt method is used [68] for nonlinear parameter estimation. First, the initial parameter set is used to find nondeformed world centered superellipse where . The model to be fitted, the inside-outside function forms the merit function in order to determine best fit parameters by its minimization. With nonlinear dependences, the minimization must proceed iteratively. The procedure is repeated until stops decreasing (15) Some examples for superellipse fitting are displayed in Fig. 15 .
B. Model Based Segmentation
The combination of features related to the boundary and interior of the object along with the relationships between the parts is more robust since the other one works when one fails. For this reason, the proposed method and segmentation procedure are implemented iteratively. Closed regions are defined and small ones are removed. For each segment and the combinations of these segments formed by merging them according to the adjacency information, the attributes (unary and binary), that are given in detail in graph matching section, are computed. For comparison of the test and model data, the graph matching algorithm is implemented and the number of regions, that are matched, is checked. If sufficient number of regions is matched the unmatched regions are removed and the object regions are extracted.
The drawback of this approach for online applications is the computation of the various combinations of regions to be merged. The idea is to merge the neighboring regions. However, the connectivity constraint alone is not sufficient since testing all combinations to select the best match is impractical due to the computational complexity. This number will increase exponentially with the number of regions under consideration. For human images, a meaningful combination is the combination of adjacent segments on the same principle axis. For example, upper arm of a person with a shirt can be segmented into two parts, however it should be the combination of clothed and naked regions. The opposite of this example can also occur, and color and curvature segmentation can fail in extracting the desired object parts. For example, two adjacent object parts in the image might correspond to one node in the model image, e.g., color and curvature segmentation can fail to segment arms from torso. It is shown that this segmentation effect is removed by using possible combinations of the object parts.
C. Object Modeling by Invariant Shape Attributes
For object detection, it is necessary to select part attributes which are invariant to 2-D transformations and are maximally discriminating between objects. Geometric descriptors for simple object segments which correspond to the vectors in the graph nodes such as area, circularity (compactness), weak perspective invariants [69] , and spatial relationships are computed. These descriptors are classified into two groups: unary and binary features. In order to obtain high level semantics, a relational graph, where each node of this graph corresponds to a segmented part with its feature vector and each arc to their relationship, is built. Matching of the relational graphs of objects with the reference model yields to the detection of objects. The aspect graph of the reference object is formed according to the segmentation results of the training images. Since the object is composed into its primitive subparts, simple attributes revisited in this section are sufficient to describe the segments characteristics. Furthermore, the following extensions are done for application specific algorithms: Since detection of skin regions in color images greatly increases the performance of human detection an elaborate skin color model based on a perceptually uniform color space is formed. Relative position and orientation obtained from the weak perspective invariants are used to detect human articulated movements.
1) Unary Features:
The unary features for human bodies are a) compactness; b) eccentricity; c) color (hair and skin).
The eccentricity is calculated as the ratio of length of the minor axis to the length of the major axis, which is also the ratios of the eigenvalues of the principal components. The circularity (compactness) of the region provides a measure of how close the region is to a circle. To represent the skin and hair color, perceptually uniform color system (UCS), proposed by Farnsworth [70] is used. Like other attributes, color attribute ( ) of an image segment will be separated by a distance from the model color ( ) with tristimulus values ( ). This color difference measure must reflect noticeable color differences in order to capture skin and hair color models. First RGB color information is converted to XYZ color system and the resulting chromaticity components are transformed using Farnsworth nonlinear transformation to the new chromaticity values. The noticeable color differences in the XY chromaticity diagram can be fitted by ellipses, but these color differences become much more circular and tend to be uniform in the UV diagram [70] . These values and the luminance are used to determine skin and hair locations in the image with adjacency and shape attributes (Fig. 16) . Our method relies mainly on the skin color model since the hair color model is not that reliable.
2) Binary Features: The binary features are a) ratio of areas; b) relative position and orientation; and c) adjacency information between nodes with overlapping boundaries or areas. The relative position and orientation (Fig. 17) are computed using the weak perspective approximation [69] (16)
D. Graph Matching
Human is a complex object formed by several simple visual parts (head, torso, hands, etc.). The learning of the shape of OOI is then related to the learning of the organization of simple visual forms that make up OOI with different attributes and spatial relationships among themselves.
Consider a human recognition application where head, arms, legs, and torso are segmented and described by a set of unary and binary features. A system that contains unary and binary classification mappings must also be able to interpret the match and check the conditional rules in order to index the parts correctly. Our solution to this problem is to store the graph representation of the objects. Although graph matching is widely used for representation of complex objects and scenes [6] , [71] , [72] and has a long history, it faces problems mostly due to the dependence on the segmentation results. For instance, a graph representation system called Acronym [73] that has been tested on aerial images to classify airplanes, failed when the extracted airplane features were not close enough to expected ones. To overcome this problem, a new model based segmentation, that combines the initial segments or segments them to smaller parts using a feedback from graph representation of the object, is proposed. The reference graph representations of the objects are trained from the low level processing results. Extracted features for human detection differ also due to the different articulated movements and clothing. A graph matching algorithm with Bayesian framework is developed where conditional risk is minimized at every node of the branch to minimize the error rate.
Object detection is achieved by matching the relational graphs of objects ( regions) with the reference model. Note that is the number of regions found after the low-level segmentation process. The combination of these segments for human presentation creates nodes ( ). The input image graph with nodes and a reference graph ( with nodes) are matched. The aspect graph of the reference object is formed according to the segmentation results of the training images. In order to determine the body parts under the assumption that the unary and binary (relational) features belonging to the corresponding parts are Gaussian distributed, multidimensional Bayes classification is used. The graph matching algorithm is described below.
1) Graph Matching Algorithm: Two reference models namely front and side view models for human are used in the experiments. Our assumption is that human face (at least a part of it) must be seen since skin color is a dominant attribute for head (Fig. 18) . Face detection allows to start initial branches efficiently and reduces the complexity.
represents the group of branches for the corresponding head area. Note that false face detection will result in a branch with single or very few matched nodes and will be eliminated. Relational graph matching would allow human detection without face part however it would increase the computational complexity significantly and it is left for future work. Each body part and meaningful combinations represent a class ( ). The combination of binary and unary features is represented by a feature vector ( ). Note that feature vector elements change according to body part and the nodes of the branch under consideration. For example, for the first node of the branch, feature vector consists of unary attributes. The feature vector of the following nodes includes also binary features dependent on the previous matched nodes in the branch. For the purpose of determining the class of these feature vectors a piecewise quadratic Bayesian classifier is used. In our case, it is a multiclass and multifeature problem. For the reference model supervised learning is implemented using several test images. The features for each body part are assumed to be Gaussian distributed.
From Bayes theorem:
(17) where is a priori probability, is a posteriori probability and represents a class. From [74] , the discriminant function can be written as (18) For multifeature problems with arbitrary covariance the decision surfaces are hyperquadrics and the resulting discriminant functions are (19) In (19) where represents the class mean and is the covariance matrix of each class. During supervised learning, for each reference model node that represents a class is computed. is computed with the assumption that each class is equal probable and parts such as arms represent two classes in the model file. Note that our problem differs from the classical Bayes classification method in the sense that one does not try to find the class of a given feature vector by minimizing the risk factor but tries to find the existence of a member for a given class. Our goal is to detect OOI in the image by matching the image segments to possible classes of OOI. Due to the generality of the human detection problem and high variance of the within-class scatter matrices of unary feature vectors for different body parts, relational features must be used. Relational attributes explained in Section IV-C2 are also elements of feature vector. Furthermore, conditional rule generation ( ) eliminates the image segments that do not hold human body rules such as "face must be adjacent to torso," "if two arms are already matched in the branch there can not be another arm classification for that branch," and "angle between torso and face principal axis ( ) can not exceed a certain threshold." Hence our problem is to find the existence of a member among image segments of a model class by maximizing the probability of feature vector for the given class 
V. EXPERIMENTAL RESULTS
This section presents experimental results for human detection and posture and activity recognition in still images and video frames. The results for compressed and uncompressed domain techniques are given in Sections IV-A and V-B, respectively.
A. Compressed Domain
To evaluate the system performance for the activity recognition in compressed domain, several sequences with different activities are used. Table I displays the resulting normalized distances [(4) ] between the activity sets and test sequences. The results show that MPEG motion vectors corresponding to three human body subregions can be used for detection and recognition of human activity. Each test sequence gives the minimum normalized distance with its corresponding training set. The last sequence is a MPEG car movie. Note that the distances are very high for each activity class. Another restriction for car sequences is that the human body ratio is not suitable for the car mainbody. The performance of the algorithm depends on the temporal duration of the observed activity. The results displayed in the table are given for sequences with two or more activity periods. Results for low resolution and monochrome JPEG images are given in Fig. 19 where windows with distance values smaller than a predefined threshold are displayed.
Our results are compared with those of [51] for frontal and near-frontal poses since our system is trained only for these view angles. The authors in [51] use an overcomplete Haar dictionary of 16 16 pixels and train the system by using 564 positive examples that contain nonoccluded pedestrians and 597 negative examples that do not contain pedestrians. The detection rate for 141 nonoccluded pedestrian images in frontal or near-frontal images is 82%. In order to train our system, we use 800 positive examples and 600 negative examples with a bootstrapping algorithm. The test images contain a total of 126 nonoccluded frontal poses and the algorithm can detect 101 of them correctly. Hence, we achieve a correct detection rate of approximately 80%. Our approach has the advantage of using the available data in standard compression algorithms and gives highly accurate detection results.
B. Uncompressed Domain
The performance of the proposed algorithm for nonrigid objects is given for 42 test images with human bodies for front and side views which are chosen from different sources. Since bending deformation increases the computational complexity, its value is set to zero and the computations are done using the tapering deformation. An example model file is shown in Fig. 20 . In the model file, the adjacency information between parts is given as; head-torso, upper arm-torso, leg-foot, lower arm-hand, etc. For instance, there is no adjacency restriction between hand and leg or hand and belly, since hand can be at any position near them. In the model file these combinations are also chosen: arm upper arm lower arm, legs leg1 leg2, lowbody legs belly, upbody torso belly, armtorso arm torso. Another important issue in the model file generation is that the features, such as eccentricity, can show large deviations from person to person (thin-fat, big-small, etc.) for each body part. Furthermore, eccentricity of the limbs are close to each other. Hence, within-class scatter matrix can be large while between-class scatter matrix can be small which is the worst case for a classification. Under the assumption that feature vectors have Gaussian distribution, their mean and variance are determined during supervised learning.
Results for segmentation and modeling with superellipses are displayed in Fig. 21 for different test images. After graph matching, the classification results for three images in Fig. 22 are given in Table II. Note that, in Fig. 22(d) , an image with multipersons is tested. Since the algorithm first determines the face regions, two separate branches for each face region are initialized. In the same image, the lower arms of the persons are folded on their upper arms where graph matching algorithm classifies them as upper arms. The overall algorithm performance is obtained by computing the correct, false, and miss detection of the body parts in the test images. The preliminary results show that 70.27% of the body parts are correctly and 18.92% are falsely classified. The remaining 10.8% is the miss detection. In order to determine the posture of the persons in the still images and video sequences, the binary features of the corresponding matched node pairs are used after the classification. For example, the angle between the image node matched to torso and image node (Section IV-C2) matched to arm informs how much arms are open. (FIG. 24) leg is approximately on the same axis as torso. Tables IV and V display the angles between torso1-arms and torso2-legs for the multiperson image. Since the angles are very small, it can be easily determined that both of the persons have closed arms and closed legs where their arms and legs are approximately on the same axis of torso. Note that, posture recognition is a direct result of correct classification of the body parts.
VI. CONCLUSIONS
In this paper, we propose a hierarchical object-based image and video retrieval system, specifically for human detection and activity recognition purposes. This work focuses in the problem of connecting low level features to high level semantics by developing relational object and activity presentations in both compressed and uncompressed domains. The problem of object detection and activity recognition in compressed domain is addressed in order to reduce computational complexity and storage requirements. A new algorithm for object detection and activity recognition in JPEG images and MPEG videos is developed and we show that significant information can be obtained from the compressed domain in order to connect to high level semantics. To increase the accuracy and to obtain more detailed information, the extraction of low level features from images and videos using intensity, color and motion of pixels and regions is done in uncompressed domain. The major advantages of the uncompressed domain algorithm can be summarized as improving the object extraction by reducing the dependence on the low level segmentation process and combining the boundary and region properties. Furthermore, the features used for segmentation are also attributes for object detection in relational graph representation. This property enables to adapt the segmentation thresholds by a model-based training system. The major contribution of the overall algorithm is to connect available data in compressed and uncompressed domains to high level semantics. The proposed hierarchical scheme enables working at different levels, from low complexity to low false rates.
Our current work includes the study of the relationship between our algorithms proposed for human activity detection and the architectures required to perform these tasks in real time. For this purpose, we test the performance of the algorithm steps in terms of accuracy and computational complexity by using our testbed system with VLIW processors for video operations.
