The number of zeros and the distribution of the real part of non-real zeros of the derivatives of the Riemann zeta function have been investigated by Berndt, Levinson, Montgomery, and Akatsuka. Berndt, Levinson, and Montgomery investigated the general case, meanwhile Akatsuka gave sharper estimates for the first derivative of the Riemann zeta function under the truth of the Riemann hypothesis. In this paper, we generalize the results of Akatsuka to the k-th derivative (for positive integer k) of the Riemann zeta function.
Introduction
The theory of the Riemann zeta function ζ(s) has been studied for over 150 years. Among the topics of research, the study of its zeros has been one of the main focus of research. Lately, the study of the zeros of its derivatives has also been part of the research area. In fact, in 1970, Berndt [2, Theorem] proved that
where N k (T ) denotes the number of zeros of the k-th derivative of the Riemann zeta function, we write as ζ (k) (s), with 0 < Im (s) ≤ T , counted with multiplicity, for any positive integer k. And in 1974, Levinson and Montgomery [3, Theorem 10] showed that for any positive integer k, and
+ O log T (log log T ) 1/2 if the Riemann hypothesis is true. In this paper, we generalize these two results of Akatsuka for any positive integer k. Before we introduce our results, we define some notations which are going to be used throughout this paper.
In this paper we denote by Z, R, and C the set of all rational integers, the set of all real numbers, and the set of all complex numbers, respectively. Throughout this paper, variable k is used as a fixed positive integer, that is k ≥ 1 (k ∈ Z), unless otherwise specified. Next, we let ρ = β + iγ and ρ (k) = β (k) + iγ (k) represent the nontrivial zeros of the Riemann zeta function and the non-real zeros of the k-th derivative of the Riemann zeta function, respectively. Then we define N(T ) and N k (T ) as follows: Definition 1.1. For T > 0, we define
where ♯ ′ means the number of elements counted with multiplicity.
Next, for any complex number s, we write Re(s) and Im(s) as σ and t respectively. Finally, we abbreviate the Riemann hypothesis as RH.
Below we state our results, each of which is a generalization of Theorem 1, Corollary 2, and Theorem 3 of [1] , respectively. Note that each sum counts the non-real zeros of ζ (k) with multiplicity and that O k denotes the the error terms which depend only on k. Theorem 1. Assume RH. Then for any T > 4π, we have
Corollary 2. (Cf. [3, Theorem 3] .) Assume RH. Then for 0 < U < T (where T is restricted to satisfy T > 2π), we have
Here the error term O U 2 T log T holds uniformly, in other words, it does not depend on any parameter. Theorem 3. Assume RH. Then for T ≥ 2, we have
Before we begin the next section, we intend to give a brief outline of the proofs. Nevertheless, since the steps of our proofs basically follow those given in [1] with a few crucial modifications, instead of the outline of the proofs, we present the main modifications related to the proofs.
First of all, condition 2 of Lemma 2.1 of [1] is related to the functional equation for ζ ′ (s). Hence in our case, we need to consider generally for ζ (k) (s). As a result, we obtain a function which consists of terms that are not logarithmic derivatives of some functions so that this cannot be taken care as in the case of ζ ′ (s). In the present paper, we take care of these terms generally in a way that does not involve any calculation on logarithmic derivatives.
Secondly, similar to condition 2, in condition 3 of Lemma 2.1 of [1] , the factor to be estimated was
(s) which is just the logarithmic derivative of F (s), whereas in the present paper, we need to take care of
(s) which is not a logarithmic derivative of any function. Thus, as in condition 2, we estimate this term generally in a way which does not involve any calculation on logarithmic derivatives, and there we need to take a certain logarithmic branch of the function log
Next is condition 4 of Lemma 2.1 of [1] . For ζ ′ (s), the term we need to estimate was ζ ′ ζ (s) which is just the logarithmic derivative of ζ(s). In [1] , the inequality Re
was obtained, however for ζ (k) (s), the sign of Re
(s) does not seem to stay unchanged in any region defined by x ≤ σ < 1 2 , t ≥ y for some x ≤ −1 and large y > 0. Since it is sufficient to show that
(s) is holomorphic and non-zero, and has bounded argument in some such region, we modify the condition in such a way.
Furthermore, with the modifications of these conditions of the first lemma, the choice of logarithmic branch of the function log
(which is the analogue of Proposition 2.2 in [1] ) must be taken more carefully so that these conditions can be used in our calculations. In this present paper, in order to evaluate the function log
(s) , we first define the functions log
and log
(s) independently. Then using the continuities of arg
and arg
(s), we observe the difference arg
in the region under evaluation (cf. evaluation of I 15 in Proposition 2.3). Finally, the region < σ ≤ a considered in Lemma 2.3 of [1] does not work well for
The reason is that the current best estimation of
(s) depends on the usage of Cauchy's integral formula, hence we need to keep a certain distance between 1 2 and the infimum of σ in the region. Therefore, we put here a small distance ǫ 0 > 0.
Proof of Theorem 1 and Corollary 2
In this section we give the proofs of Theorem 1 and Corollary 2. For that purpose, we need a few lemmas and a proposition which are analogues of those in [1] . For convenience, we define two functions F (s) and G k (s) as follows: Definition 2.1.
By the above definition of F (s), we can check easily that the functional equation for ζ(s)
To begin, we introduce the following lemma which is a generalization of Lemma 2.1 of [1] for the case of ζ (k) (s).
Lemma 2.1. Assume RH. Then we can set a k := 10 + (k − 1) 2 such that
, for any σ ≥ a k .
And also there exist σ k ≤ −1 and
Furthermore, we can take the logarithmic branch of log F (k) F (s) in that region such that it is holomorphic there and
Furthermore, we can take the logarithmic branch of log ζ
in that region such that it is holomorphic there and
Proof.
1. Let σ ≥ a k , then we have
Hence,
.
It is not difficult to show that
We begin by estimating
We first take the logarithmic branch of log sin πs 2 in the region σ < 1, t ≥ 2 by setting log sin
in the region 0 < σ < 1, t ≥ 2 and analytically continue it to the region σ < 1, t ≥ 2. We then apply Stirling's formula to
and substitute this into F (s). Thus we can show that in the region σ < 1, t ≥ 2,
= exp (s − 1) log (2π) + log 2 + log sin
holds. We set f (s) :
, thus we can write
Note that f (s) is an analytic function and
We then obtain
for any positive integer j. In consequence, for j = 1, 2, · · · , k, we have
Certainly, this also holds in the region σ ≤ −1, t ≥ 2, so for any positive integer k, we can take σ k 1 ≤ −1 sufficiently small (i.e. sufficiently large in the negative direction) so that for any s with σ ≤ σ k 1 and t ≥ 2, we have
Next we estimate
In the region σ ≤ −1, t ≥ 2, we have
Now combining equations (2.5) and (2.6), for σ ≤ σ k 1 and t ≥ 2, we have
Since for any positive integer k,
Now with the above σ k , we are going to look for t k ≥ max (a 2 k , −σ k ) for which conditions 3 to 5 hold.
3. We start by examining condition 3. We first consider the region σ k ≤ σ ≤ 1 2 , t ≥ 99. It again follows from Stirling's formula and equation (2.2) that in this region,
holds (cf. equation (2.4) ). This gives us,
and t ≥ 99. Thus, for any integer k ≥ 1, we can take t k 1 ≥ 100 such that
and t ≥ t k 1 − 1.
We note from equation (2.7) that
and t ≥ 99. Consequently, for odd integer k ≥ 1, we can find t ′ k 2 ≥ 100 sufficiently large such that 5π
Similarly, when k is even, we can also find t ′′ k 2 ≥ 100 large enough such that
and t ≥ t
Since all zeros and poles of F (s) lie on R,
(s) has no poles in t > 0. This along with equation (2.8) implies that log
(s) is holomorphic in the region with this branch. Thus setting
if k is even; and
if k is even;
we find that log
(s) is holomorphic and that
By the above calculations, we find that max (t k 1 , t k 2 , a 2 k , −σ k ) is a candidate for t k . Thus we have proven that t k ≥ max (a 2 k , −σ k ) for which condition 3 holds exists. Since we want t k to also satisfy conditions 4 and 5, we need to examine those conditions to completely prove the existence of t k .
4. Referring to [3, Corollary of Theorem 7 (p. 51)], we know that RH implies that for any positive integer j, ζ (j) (s) has at most a finite number of non-real zeros in σ < . Hence we can number all the non-real zeros of
Next we show that we can take the logarithmic branch of log
, t ≥ t k 4 − 1 for some t k 4 ≥ 100, so that it is holomorphic there and
holds there by first claiming that we can find some t k 4 ≥ t k 3 for which Re ζ (j)
holds for all j = 1, 2, · · · , k. We first note that for any j = 1, 2, · · · , k,
ζ (j−1) (s) is holomorphic and has no zeros in the region defined by σ < and t ≥ t k 3 − 1.
To show this, we refer to [3, pp. 64-65] and we can show that for any j = 1, 2, · · · , k,
holds when σ k ≤ σ < 1 2 , and t ≥ t k 3 − 1. Thus, we can take t k 4 ≥ t k 3 such that for all j = 1, 2, · · · , k equation (2.11) holds.
The above immediately implies that for each j = 1, 2, · · · , k, there exists an integer l j such that
, t ≥ t k 4 − 1. We then choose the logarithmic branch of each of log ζ (j) ζ (j−1) (s) such that each l j in equation (2.12) is zero and take the logarithmic branch of log
holds in the region σ k ≤ σ < (also note that we are assuming RH thus ζ(s) = 0 when σ < and t ≥ t k 4 − 1), log
(s) is holomorphic in this region with this branch. We then obtain a holomorphic logarithmic function log
(s) with the inequality
Combining the proof of condition 3 and the above calculations, we find that max (t k 1 , t k 2 , t k 4 , a 2 k , −σ k ) is a candidate for t k . Therefore we have proven that t k ≥ max (a 2 k , −σ k ) for which conditions 3 and 4 hold exists. 5. Now we set t
• Since we are assuming RH, ζ(σ + it) = 0 for any t > 0 if σ = • According to [6, ′ (σ + it) = 0 for any t ∈ R if σ ≥ 3 and
k + 2. Indeed, we can check that for k = 1, + 2 > 5, thus for any positive integer k,
• Since t k 5 ≥ t k 3 , from equation (2.10), we have ζ (k) (σ + it) = 0 for σ < and t ≥ t k 5 .
Hence, for any positive integer k, we only need to find t k ∈ [t k 5 + 1, t k 5 + 2] for which
hold. Note that this is possible by the identity theorem for complex analytic functions. Thus, we have shown that t k defined above satisfies t k ≥ max (a 2 k , −σ k ) and also conditions 3 to 5.
Remark 2.2. For k = 1 and k = 2, more precise results are known. Refer to [1] and [8] , respectively. These results are obtained based on the works of Speiser [4] , Spira [7] , and Yildirim [11] (also [12]) on the zeros of ζ ′ (s) and ζ ′′ (s).
Proposition 2.3. Assume RH. Take a k and t k which satisfy all conditions of Lemma 2.1. Then for T ≥ t k which satisfies ζ (k) (σ + iT ) = 0 and ζ(σ + iT ) = 0 for any σ ∈ R, we have
where the logarithmic branches are taken so that log ζ(s) and log G k (s) tend to 0 as σ → ∞ and are holomorphic in C\{ρ + λ | ζ(ρ) = 0 or ∞, λ ≤ 0} and C\{ρ
Proof. The steps of the proof generally follow the proof of Proposition 2.2 of [1] . We first take a k , σ k , and t k as in Lemma 2.1 and fix them. Then, we take T ≥ t k such that ζ (k) (σ + iT ) = 0 and ζ(σ + iT ) = 0 ( ∀ σ ∈ R). We also let δ ∈ (0, 1/2] and put b := 1 2 − δ. We consider the rectangle with vertices b + it k , a k + it k , a k + iT , and b + iT , and then we apply Littlewood's lemma (cf. [9, pp. 132-133]) to G k (s) there. By taking the imaginary part, we obtain 2π
(2.14) where the sum is counted with multiplicity. By the same reasoning as in [1, p. 2246], we have
Now we only need to estimate I 1 . From the functional equation for ζ(s) (eq. (2.1)), we can deduce that
Hence, 
Below we estimate I 13 and I 15 .
We begin with the estimation of I 13 . We consider for 0 < σ < , and then substitute these into F (s). Similarly we shall obtain
for σ < 1 and t ≥ 100, where the term O(e −t ) comes from the term originates from the Stirling's formula.
We now write f (s) :
and differentiate it with respect to s to obtain
for j ≥ 2. With these, we can show as for equation (2.4) that
also holds in the region σ < 1, t ≥ 100. Thus,
This gives us log F (k)
Consequently we have
Re log F (k)
Finally, we estimate I 15 . Again from the functional equation for ζ(s) (eq. (2.1)), we have
which gives us
It follows from condition 2 of Lemma 2.1 that the right hand side of equation (2.16) is holomorphic and has no zeros in the region defined by σ ≤ σ k and t ≥ 2. And from conditions 3 and 4 of Lemma 2.1, the left hand side of equation (2.16) is holomorphic and has no zeros in the region defined by σ k ≤ σ <
(1 − s) so that it tends to 0 as σ → −∞ which follows from condition 2 of Lemma 2.1, and is holomorphic in the region σ < , t > t k − 1. Now we consider the trapezoid C with vertices b + it k , b + iT , −T + iT , and −t k + it k (as in [1, p. 2247] ). Then by Cauchy's integral theorem,
By using condition 2 of Lemma 2.1, we can also show that (cf. [1, p. 2248])
−T +iT
Next we estimate the integral from σ k + it k to b + it k trivially and we obtain
Substituting the above two equations into equation (2.17) and taking the imaginary part, we obtain
Now we determine the logarithmic branch of log
(s) and log
, t ≥ t k − 1 as in conditions 3 and 4, respectively, of lemma 2.1. Note that log 1
holds in the region σ k ≤ σ < , t ≥ t k − 1. Furthermore, since log
(s), and log
(s) are holomorphic in this region, we know that arg , t ≥ t k − 1 is connected, there exists a constant n ∈ Z such that arg 1
, t ≥ t k − 1. From this choice of logarithmic branch, we have
. Here, α k and β k are the constants given in Lemma 2.1, that is,
Since n does not depend on s, n = O k (1). Therefore arg 1
From this, we can easily show that
for σ k and t k are fixed constants that depend only on k.
Inserting the estimations on I 12 , I 13 , I 14 , and I 15 into equation (2.15), we obtain
since a k and t k are fixed constants that depend only on k.
To finalize the proof of Proposition 2.3, we insert the estimations on I 1 , I 2 , and I 3 into equation (2.14) to obtain
Taking the limit δ → 0, we have b → , thus
To complete the proof of Theorem 1, we need to estimate
in Proposition 2.3. For that purpose, similar to the method taken in [1] , below we give two bounds for − arg ζ(σ + iT ) + arg G k (σ + iT ). We write
where the argument on the right hand side is taken so that log
Lemma 2.4. Assume RH and let T ≥ t k . Then for any ǫ 0 > 0 satisfying ǫ 0 <
), we have for
Proof. To begin, we note that
(when σ ≥ c k ). In fact, we can check that taking c k = 10 + k 2 is enough.
The proof also proceeds similarly to the proof of Lemma 2.3 of [1] . We let σ ∈ (1/2 + ǫ 0 , a k ] and let q G k /ζ = q G k /ζ (σ, T ) denote the number of times Re
Now we estimate q G k /ζ . For that purpose, we set
and n H k (r) : 
for some constant C 1 > 0, which by our choice of c k gives us 
With this estimation, we show that
≤ |t| ≤ 2T . We use induction on k in the equation. For
follows from equation (2.21). Let
≤ |t| ≤ 2T for a positive integer n, then
holds in the region. Therefore, by equation (2.22) and by the induction hypothesis,
≤ |t| ≤ 2T . Hence, by mathematical induction,
holds in the region defined by
≤ |t| ≤ 2T . This immediately gives us
and so
for some constant C 2 > 0 which depends only on a k and t k . Thus,
Applying this to equation (2.20), we obtain
Lemma 2.5. Assume RH and let A ≥ 2 be fixed. Then there exists a constant C 0 > 0 such that
Proof. Referring to [10, equations (14. 14.2), (14.14. ≤ t ≤ 3T for some constant C 3 > 0. Applying Cauchy's integral formula,
holds in the region defined by ), we obtain Lemma 2.5. Lemma 2.6. Assume RH and let T ≥ t k . Then for any 1 2 ≤ σ ≤ 3 4 , we have
Proof. The proof proceeds in the same way as the proof of Lemma 2.4 of [1] . Refer to [1, pp. 2252-2253] for the detailed proof and use Lemma 2.5 above in place of Lemma 2.6 of [1] .
. Now we estimate this and we show that this can be included in the error term of equation (2.24). We start by taking a small 0 < ǫ < 1 such that ζ (k) (σ + i(T ± ǫ)) = 0 and ζ(σ + i(T ± ǫ)) = 0 for any σ ∈ R. According to equation (2.24),
Thus,
This gives us
which implies
Therefore, this increment can also be included in the error term.
Now we estimate J 1 + J 2 . From equation (2.15), we have
Referring to [1, pp. 2255-2256], we have
We only need to estimate J 13 and J 15 . We begin with the estimation of J 13 . We determine the logarithmic branch of log
and t > t k − 1 as in condition 3 of Lemma 2.1. We then have arg
, where the pair (α k , β k ) is defined as in Lemma 2.1.
As in [1, p. 2255], we apply Cauchy's integral theorem to log
(s) on the rectangle with vertices b + it k , b ′ + it k , b ′ + iT , and b + iT and take the imaginary part, then we obtain
Finally, we estimate J 15 . We determine the logarithmic branch of
in the same manner as that in the estimation of I 15 in the proof of Proposition 2.3, then it is holomorphic in the region 0 < σ < , t > t k − 1. Applying Cauchy's integral theorem to it on the path taken for estimating J 13 , we have
Again using equation (2.16),
Applying inequalities (2.19), we obtain
Hence, since t k is a fixed constant that depends only on k,
Inserting the estimations on J 1 + J 2 and J 3 into (3.1), we have Substituting these into equation (3.2), we have
. Hence the above equation holds for any T ≥ 2 which satisfies the conditions of Proposition 3.1.
Proof of Theorem 3:
Firstly we consider for T ≥ 2 which satisfies ζ (k) (σ + iT ) = 0 and ζ(σ + iT ) = 0 for any σ ∈ R. By Lemma 2.6, arg G k 1 2 + iT = O a k log T (log log T ) 1/2 and again from equation (2.23) of [1, p. 2251], we have arg ζ 1 2 + iT = O log T log log T .
Substituting these into Proposition 3.1, we obtain
Next, if ζ(σ + iT ) = 0 or ζ (k) (σ + iT ) = 0 for some σ ∈ R (T ≥ 2), then we again take a small 0 < ǫ < 1 such that ζ (k) (σ + i(T ± ǫ)) = 0 and ζ(σ + i(T ± ǫ)) = 0 for any σ ∈ R as in the proof of Theorem 1. Then similarly, we can show that the increment of the value of N k (T ) can be included in the error term of the above equation.
Therefore
holds for any T ≥ 2.
[ 
