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Abstract In this paper we study properties of topological RNA structures,
i.e. RNA contact structures with cross-serial interactions that are filtered by
their topological genus. RNA secondary structures within this framework are
topological structures having genus zero. We derive a new bivariate generating
function whose singular expansion allows us to analyze the distributions of
arcs, stacks, hairpin- , interior- and multi-loops. We then extend this analysis
to H-type pseudoknots, kissing hairpins as well as 3-knots and compute their
respective expectation values. Finally we discuss our results and put them into
context with data obtained by uniform sampling structures of fixed genus.
Keywords RNA structure · Pseudoknot · Fatgraph · Loop · Genus ·
Generating function · Singularity analysis
Mathematics Subject Classification (2000) 05A16 · 92E10 · 92B05
1 Introduction
An RNA sequence is described by its primary structure, a linear oriented
sequence of the nucleotides and can be viewed as a string over the alpha-
bet {A,U,G,C}. An RNA strand folds by forming hydrogen bonds between
pairs of nucleotides according to Watson-Crick A-U, C-G and wobble U-G
base-pairing rules. The secondary structure encodes this bonding informa-
tion of the nucleotides irrespective of the actual spacial embedding. More
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than three decades ago, Waterman and colleagues pioneered the combina-
torics and prediction of RNA secondary structures (Waterman, 1978, 1979;
Smith and Waterman, 1978; Howell et al., 1980; Schmitt and Waterman, 1994;
Penner and Waterman, 1993). Represented as a diagram by drawing its se-
quence on a horizontal line and each base pair as an arc in the upper half-
plane, RNA secondary structure contains no crossing arcs (two arcs (i1, j1)
and (i2, j2) cross if the nucleotides appear in the order i1 < i2 < j1 < j2 in
the primary structure).
In fact, it is well-known that there exist cross-serial interactions, called
pseudoknots in RNA (Westhof and Jaeger, 1992), see Fig. 1. RNA structures
with cross-serial interactions are of biological significance, occur often in prac-
tice and are found to be functionally important in tRNAs, RNAseP (Loria and Pan,
1996), telomerase RNAs (Staple and Butcher, 2005; Chen et al., 2000), and ri-
bosomal RNAs (Konings and Gutell, 1995). Cross-serial interactions also ap-
pear in plant viral RNAs and in vitro RNA evolution experiments have pro-
duced pseudoknotted RNA families, when binding HIV-1 reverse transcrip-
tase (Tuerk et al., 1992).
However, little is known w.r.t. their basic statistical properties. In order
to be able to identify biological features this paper establishes the “base line”
by studying random RNA pseudoknot structures. Basic questions here are for
instance how the statistics of hairpin-, interior- and multi-loops change in the
context of cross-serial bonds and to study new features as H-loops and kissing
hairpins.
The key to organize and filter structures with cross-serial interactions is
to introduce topology. The idea is simple: instead of drawing a structure in
the plane (sphere) we draw it on more sophisticated orientable surfaces. The
advantage of this is that this presentation allows to eliminate any cross-serial
interactions. RNA secondary structure fits seamlessly into this framework,
since these are exactly topological structures of genus zero, i.e. structures that
can be drawn on a sphere without crossings.
The topology of RNA structures has first been studied in Penner and Waterman
(1993); Penner (2004) and the classification and expansion of RNA struc-
tures including pseudoknots in terms of the topological genus of an associated
fatgraph via matrix theory in Orland and Zee (2002); Vernizzi et al. (2005);
Bon et al. (2008). The computation of the genus of a fatgraph dates back
to Euler (1752) and was applied to RNA structures by Orland and Zee (2002);
Bon et al. (2008). Andersen et al. (2013) study topological RNA structures
of higher genus and associate them with Riemann’s Moduli space in Penner
(2004). In Reidys et al. (2011), a loop-based folding algorithm of topological
RNA structures is given. Huang et al. (2013) present a linear time uniform
sampling for these topological structures. Recently, Huang and Reidys (2016)
introduce a stochastic context-free grammar (SCFG) facilitating the efficient
Boltzmann-sampling of RNA pseudoknotted structures.
An RNA pseudoknotted structure is modeled by augmenting the notion
of a graph, as an orientable fatgraph. This is obtained by replacing vertices
by discs and edges by ribbons in the diagram representation. Gluing the sides
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Fig. 1 The secondary structure and diagram representation of ribox02, a ribozyme that cat-
alyzes an oxidation-reduction reaction (Tsukiji et al., 2003). Stacks and loops are indicated
by different colors.
of these ribbons, creates a closed, orientable surface of genus g, which is a
connected sum of g tori (see Section 2). As topological genus completely char-
acterizes any closed, orientable surface (Massey, 1967), RNA structures are
filtered by just one parameter, the genus of their associated fatgraphs and
RNA secondary structures are exactly structures of genus zero. The genus of
a structure is not affected by removing noncrossing arcs or collapsing a stack
into a singleton. This leads to the notion of a shape, a diagram which con-
tains no unpaired vertices and no arcs of length 1, and in which any stack
has length one. The generating function of shapes of genus g is computed
in Huang and Reidys (2015) (see also Li and Reidys (2014)) and deeply rooted
in the work of Harer and Zagier (1986). Another notion called irreducible
shadow has been studied in Han et al. (2014); Li and Reidys (2013). Intu-
itively, an irreducible shadow can be viewed as the minimal building block of
a shape. A similar notion is discussed in Orland and Zee (2002); Vernizzi et al.
(2005); Bon et al. (2008). A shape can be constructed by nesting and concate-
nating irreducible shadows. The generating function of irreducible shadows is
computed in Han et al. (2014).
This paper is motivated by the observation that uniformly sampled topo-
logical RNA structures exhibit sharply concentrated number of arcs and that
the distribution is unaffected by their genus. To analyze this, we introduce
a novel bivariate generating function for RNA structures of genus g filtered
by the number of arcs. For g ≥ 1, we compute these by employing the shape
polynomial (Huang and Reidys, 2015). We show that the singular expansion
exhibits an exponential factor independent of g and a subexponential fac-
tor having degree 6g−32 , closely related to the degree of the shape polyno-
mial. We shall prove a central limit theorem for the distribution of the num-
ber of arcs in structures of genus g. We then extend this analysis to stacks,
hairpin loops, bulges, interior loops and multi-loops, generalizing the results
of Andersen et al. (2013) and results for secondary structures of Hofacker et al.
(1998) and Barrett et al. (2016).
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Fig. 2 Four types of pseudoknots of genus 1.
Fig. 3 The expectation of different types of pseudoknots in 105 uniformly generated RNA
structures of genus 2 as a function of sequence length.
We furthermore establish the block decomposition for RNA pseudoknot
structures, see Fig. 1, generalizing the standard decomposition of secondary
structures of Waterman (1978). Augmenting the bivariate generating polyno-
mial of shapes by marking specific types of irreducible shadows, we show that
the expectation value of H-type, kissing hairpin, 3-knot and 4-knot pseudo-
knots, see Fig. 2, in uniformly generated structures of any genus is O
(
n−1
)
,
O(n−
1
2 ), O(n−
1
2 ) and O(1), respectively, see Fig. 3.
This paper is organized as follows: In Section 2, we provide some basic facts
of the fatgraph model, linear chord diagram and RNA secondary structures.
We compute the bivariate generating function of structures of length n having
l arcs and fixed genus and its asymptotic expansion in Section 3. In Section 4,
we prove a central limit theorem for the distribution of the number of arcs.
In Section 5, we extend these results to all other loop-types. We present the
block decomposition for pseudoknot structures in Section 6 and compute the
expectation values of various types of irreducible shadows in Section 7. In
Section 9 we present all proofs. We conclude with Section 8, where we integrate
and discuss our findings.
2 Basic facts
A diagram (or partial linear chord diagram in Andersen et al. (2013)) is a
labeled graph over the vertex set {1, . . . , n} whose vertices are arranged in a
horizontal line and arcs are drawn in the upper half-plane. Clearly, vertices
and arcs correspond to nucleotides and base pairs, respectively. The number
of nucleotides is called the length of the structure. The length of an arc (i, j)
is defined as j − i and an arc of length k is called a k-arc. The backbone of
a diagram is the sequence of consecutive integers (1, . . . , n) together with the
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Fig. 4 A diagram, its corresponding fatgraph and boundary components. (a) A diagram G
of genus 1. (b) Its corresponding fatgraph G represented by an orientable surface F (G) with
three boundary components. (c) Three boundary components viewed as polygons.
edges {{i, i + 1} | 1 ≤ i ≤ n − 1}. We shall distinguish the backbone edge
{i, i+1} from the arc (i, i+ 1), which we refer to as a 1-arc. Two arcs (i1, j1)
and (i2, j2) are crossing if i1 < i2 < j1 < j2. An RNA secondary structure
is defined as a diagram without 1-arcs and crossing arcs (Waterman, 1978).
Pairs of nucleotides may form Watson-Crick A-U, C-G and wobble U-G
bonds labeling the above mentioned arcs.
To extract topological properties of the cross-serial interactions in pseudo-
knot structures, we need to enrich diagrams to fatgraphs. By gluing the sides
of ribbons these induce orientable surfaces, whose topological genera give rise
to a filtration. Combinatorially, a fatgraph is a graph together with a collec-
tion of cyclic orderings on the half-edges incident to each vertex and is usually
obtained by expanding each vertex to a disk and fattening the edges into (un-
twisted) ribbons or bands such that the ribbons connect the disks ingiven cyclic
orderings. The specific drawing of a diagram G with its arcs in the upper half-
plane determines a collection of cyclic orderings on the half-edges of the under-
lying graph incident on each vertex, thus defining a corresponding fatgraph G,
see Fig. 4. Accordingly, each fatgraph G determines an associated orientable
surface F (G) with boundary (Loebl and Moffatt, 2008; Penner et al., 2010),
which contains G as a deformation retract (Massey, 1967), see Fig. 4. Fat-
graphs were first applied to RNA secondary structures in Penner and Waterman
(1993) and Penner (2004).
The surface F (G) is characterized up to homeomorphism by its genus g ≥ 0
and the number r ≥ 1 of boundary components, which are associated to G
itself. Filling the boundary components with polygons we can pass from F (G)
to a surface without boundary. Euler characteristic, χ, and genus, g, of this
surface are connected via
χ = v − e+ r and g = 1− 1
2
χ,
where v, e, r denote the number of disks, ribbons and boundary components in
G, Massey (1967). Any topological RNA structure having genus greater than
or equal to one is referred to as RNA pseudoknot structure (pk-structure).
We shall use the term topological structure when we wish to emphasize their
filtration by topological genus.
In this paper, we consider RNA structures subject to two types of restric-
tions
– Minimum arc-length restrictions, arising from the rigidity of the backbone.
RNA secondary structures having minimum arc-length two were stud-
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ied by Waterman (Waterman, 1978). Arguably, the most realistic cases
is λ = 4 (Stein and Waterman, 1979), and RNA folding algorithms, gen-
erating minimum free energy structures, implicitly satisfy this constraint1
for energetic reasons,
– Minimum stack-length restrictions. A stack of length r is a maximal se-
quence of ”parallel” arcs, ((i, j), (i+1, j− 1), . . . , (i+(r− 1), j− (r− 1))).
Stacks of length 1 are energetically unstable and we find typically stacks
of length at least two or three in biological structures (Waterman, 1978).
A structure, S, is r-canonical if any of its stacks has length at least three.
Let d
[r]
g,λ(n) denote the number of r-canonical topological RNA structures
of n nucleotides and genus g, with minimum arc-length λ. Let furthermore
d
[r]
g,λ(n, l) denote the number of r-canonical topological RNA structures of
genus g filtered by the number of arcs. Let D
[r]
g,λ(x, y) =
∑
n,l d
[r]
g,λ(n, l)x
nyl
denote the corresponding bivariate generating function.
We shall write dg(n, l) and Dg(x, y) instead of d
[r]
g,λ(n, l) and D
[r]
g,λ(x, y).
A linear chord diagram is a diagram without unpaired vertices. Three
decades ago, Harer and Zagier (1986) discovered the celebrated two-term re-
cursion for the number cg(n) of linear chord diagrams of genus g with n arcs.
Theorem 1 (Harer and Zagier (1986)) The number cg(n) satisfy the re-
cursion
(n+ 1)cg(n) = 2(2n− 1)cg(n− 1) + (n− 1)(2n− 1)(2n− 3)cg−1(n− 2), (1)
where cg(n) = 0 for 2g > n.
For genus 0, the number c0(n) is given by the Catalan numbers, with generat-
ing functionC0(x) =
1−√1−4x
2x . For genus≥ 1, the following form for the gener-
ating functionCg(x) is due to Harer and Zagier (1986) (see also Huang and Reidys
(2015)).
Theorem 2 (Harer and Zagier (1986)) For any g ≥ 1, the generating
function Cg(x) of linear chord diagrams of genus g is given by
Cg(x) =
3g−1∑
n=2g
κg(n)x
n
(1− 4x)n+ 12 .
Theorem 3 (Li and Reidys (2014); Li (2014)) The numbers κg(n) are
positive integers that satisfy an analogue of eq. (1)
(n+1)κg(n) = (n−1)(2n−1)(2n−3)κg−1(n−2)+2(2n−1)(2n−3)(2n−5)κg−1(n−3),
(2)
where κ1(2) = 1 and κg(n) = 0 if n < 2g or n > 3g − 1.
1 each hairpin loop contains at least three unpaired bases
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structure shape shadow
Fig. 5 From structures to shapes and shadows: the projections preserve genus.
A shape is a linear chord diagram without 1-arcs in which every stack has
length one. For g ≥ 1, let sg(n) be the number of shapes of genus g with
n arcs and Sg(x) denote the corresponding generating polynomial Sg(x) =∑6g−1
n=2g sg(n)x
n.
Theorem 4 (Huang and Reidys (2015)) For any g ≥ 1, the generating
polynomial of shapes is given by
Sg(x) =
3g−1∑
n=2g
κg(n)x
n(1 + x)n+1.
Remark. Proofs of Theorems 2 and 4 can also be found in Li and Reidys
(2014); Li (2014). The notion of shape employed in this paper is slightly dif-
ferent from Huang and Reidys (2015) and Li and Reidys (2014). The notion
therein considers a shape to be “rainbow-free”, where a rainbow is an arc con-
necting the first and last vertices in a diagram. Allowing for rainbows makes
the inflation to a structure more transparent (Theorem 7) and produces a
shape polynomial, Sg(x), having degree 6g − 1 (Theorem 8).
A shadow is a shape without noncrossing arcs. A structure is projected
to a shape by deleting all unpaired vertices, iteratively removing all 1-arcs
and collapsing all stacks to single arcs. A shape can be further projected to a
shadow by deleting all noncrossing arcs. These projections from structures to
shapes and shadows do not affect genus, see Fig. 5.
A linear chord diagramD is called irreducible, if and only if for any two arcs,
α1, αk contained in D, there exists a sequence of arcs (α1, α2, . . . , αk−1, αk)
such that (αi, αi+1) are crossing. Irreducibility is equivalent to the concept of
primitivity introduced by Bon et al. (2008). For arbitrary genus g and 2g ≤
ℓ ≤ (6g − 2), there exists an irreducible shadow of genus g having exactly ℓ
arcs (Reidys et al., 2011).
Let ig(n) denote the number of irreducible shadows of genus g with n arcs,
having its generating polynomial Ig(x) =
∑6g−2
n=2g ig(n)x
n. For instance for
genus 1 and 2 we have
I1(x) = x
2 (1 + x)
2
,
I2(x) = x
4 (1 + x)
4 (
17 + 92 x+ 96 x2
)
.
Han et al. (2014) provides a recursion for Ig(x).
For RNA secondary structures, the generating function D0(x, y) and its
singular expansion are computed in Barrett et al. (2016).
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Theorem 5 (Barrett et al. (2016)) For any λ, r ∈ N, the generating func-
tion D0(x, y) satisfies the functional equation
(x2y)rD0(x, y)
2 −B(x, y)D0(x, y) +A(x, y) = 0, (3)
where
A(x, y) = 1− x2y + (x2y)r,
B(x, y) = (1− x)A(x, y) + (x2y)r
λ−2∑
i=0
xi.
Explicitly, we have
D0(x, y) =
B(x, y)−
√
B(x, y)2 − 4(x2y)rA(x, y)
2(x2y)r
,
D0(x, y) =
A(x, y)
B(x, y)
C0
(
(x2y)rA(x, y)
B(x, y)2
)
,
(4)
where C0(x) =
1−√1−4x
2x .
Theorem 6 (Barrett et al. (2016)) For 1 ≤ λ ≤ 4 and 1 ≤ r ≤ 3,D0(x, y)
has the singular expansion
D0(x, y) = π(y) + δ(y) (ρ(y)− x)
1
2 (1 + o(1)) , (5)
as x→ ρ(y), uniformly for y restricted to a neighborhood of 1, where π(y) and
δ(y) are analytic at 1 such that δ(1) 6= 0, and ρ(y) is the minimal positive,
real solution of
B(x, y)2 − 4(x2y)rA(x, y) = 0,
for y in a neighborhood of 1. In addition the coefficients of D0(x, y) are asymp-
totically given by
[xn]D0(x, y) = c(y)n
− 32
(
ρ(y)
)−n (
1 +O(n−1)
)
, (6)
as n→∞, uniformly, for y restricted to a small neighborhood of 1, where c(y)
is continuous and nonzero near 1.
3 Some Combinatorics
We first derive generating functionsDg(x, y) of topological structures, inflating
from shapes.
Theorem 7 Suppose g, λ, r ≥ 1 and λ ≤ r + 1. Then the generating function
Dg(x, y) is given by
Dg(x, y) = D0(x, y)Sg
( (x2y)rD0(x, y)2
1− x2y − (x2y)r(D0(x, y)2 − 1)
)
. (7)
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The proof is presented in Section 9.
Remark. Theorem 7 differs from the results of Andersen et al. (2013),
which uses an inflation from seeds (linear chord diagrams in which each stack
has length one). Their method requires additional information on 1-arcs in
seeds, which need to be related to the generating functionCg(x) of linear chord
diagrams. Shapes can be viewed as seeds without 1-arcs. More importantly,
there are only finitely many shapes of fixed genus, whence we have a generating
polynomial of shapes, Sg(x), which eventually explains the subexponential
factor in the asymptotic expansion of Dg(x, y) (Theorem 8).
Inflation from shapes to linear chord diagrams implies
Corollary 1 (Li and Reidys (2014)) For g ≥ 1, we have
Cg(x) = C0(x)Sg
(
xC0(x)
2
1− xC0(x)2
)
. (8)
Now we can derive the functional relation between Dg(x, y) and Cg(x), which
generalizes the corresponding results of Barrett et al. (2016); Andersen et al.
(2013).
Corollary 2 For g, λ, r ≥ 1 and λ ≤ r + 1, we have
Dg(x, y) =
A(x, y)
B(x, y)
Cg
(
(x2y)rA(x, y)
B(x, y)2
)
, (9)
where polynomials A(x, y) and B(x, y) are defined in Theorem 5.
By interpreting the indeterminant y as a parameter, we consider Dg(x, y) as
a univariate power series and obtain its singular expansion.
Theorem 8 Suppose g, λ, r ≥ 1 and λ ≤ r+1. Then Dg(x, y) has the singular
expansion
Dg(x, y) = δg(y) (ρ(y)− x)−
6g−1
2 (1 + o(1)) , (10)
as x → ρ(y), uniformly for y restricted to a neighborhood of 1, where δg(y)
is analytic at 1 such that δg(1) 6= 0, and ρ(y) is the minimal positive, real
solution of
B(x, y)2 − 4(x2y)rA(x, y) = 0,
for y in a neighborhood of 1. In addition the coefficients of Dg(x, y) are asymp-
totically given by
[xn]Dg(x, y) = cg(y)n
6g−3
2
(
ρ(y)
)−n (
1 +O(n−1)
)
, (11)
as n → ∞, uniformly, for y restricted to a small neighborhood of 1, where
cg(y) is continuous and nonzero near 1.
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Remark. The dominant singularity of Dg(x, y) is the same as that of
D0(x, y), i.e. it is independent of genus g and only depends on r and λ. Further-
more, Dg(x, y) is the composition of three functions, a polynomial, a rational
function and D0(x, y). The composition of D0(x, y) with the rational func-
tion produces the critical case of singularity analysis (Flajolet and Sedgewick,
2009). This yields a singular expansion having an exponent − 12 (as opposed to
1
2 in the case of D0(x, y)). Since the outer function is a polynomial of degree
6g − 1, the singular expansion of Dg(x, y) has the exponent − 6g−12 , resulting
in the subexponential factor n
6g−3
2 .
4 The Central Limit Theorem
For fixed λ and r, we analyze the random variable Yg,n, counting the numbers
of arcs in RNA structures of genus g. By construction we have
P(Yg,n = l) =
dg(n, l)
dg(n)
,
where l = 2gr, 2gr + 1, . . . , ⌊n2 ⌋.
Theorem 9 For any g, λ, r ≥ 1 and λ ≤ r+ 1, there exists a pair (µ, σ) such
that the normalized random variable
Y
∗
g,n =
Yg,n − µn√
nσ2
,
converges in distribution to a Gaussian variable with a speed of convergence
O(n−
1
2 ). That is, we have
lim
n→∞
P
(
Yg,n − µn√
nσ2
< x
)
=
1√
2π
∫ x
−∞
e−
1
2 t
2
dt , (12)
where µ and σ are given by
µ = −θ
′(0)
θ(0)
, σ2 =
(
θ′(0)
θ(0)
)2
− θ
′′(0)
θ(0)
, (13)
and θ(s) = ρ(es).
Theorem 9 follows directly from Theorem 8 and Bender’s Theorem in Supple-
mentary Material, setting f(x, es) = Dg(x, e
s).
In Table 1, we list the values of µ for g ≥ 1, 1 ≤ λ ≤ 6, 1 ≤ r ≤ 6 and
λ ≤ r + 1.
Remark. The condition λ ≤ r + 1 stems from the same restriction as
in Theorem 7. The results of Theorem 7 and Theorem 9 can be general-
ized to the case λ = r + 2 by distinguishing 2-arcs in shapes, for details
see Reidys et al. (2010) for k-noncrossing structures (and also Li and Reidys
(2011) for RNA-RNA interaction structures). Furthermore, we can establish
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local limit theorems for the number of arcs in topological RNA structures,
similar to Jin and Reidys (2008).
Remark. Expectation and variance of the number of arcs in topological
RNA structures are independent of genus g.
Remark. Table 1 shows that the expectation µ increases significantly from
r = 1 to r = 2, indicating that canonical topological structures contain on aver-
age more arcs than arbitrary topological structures. The same property on the
average number of arcs holds for secondary structures. For k-noncrossing struc-
tures, this is not the case, in fact canonical structures contain less arcs (Reidys,
2011).
We find that, in r-canonical RNA structures of genus g with arc-length
≥ λ, the expected number of arcs increases as minimum stack-size r increases
or as minimum arc-length λ decreases.
Table 1 The central limit theorem for the number of arcs in topological RNA sturctures
of genus g ≥ 1. We list the values of µ derived from eq. (13).
r = 1 r = 2 r = 3 r = 4 r = 5 r = 6
λ = 1 0.3333 0.3484 0.3582 0.3651 0.3704 0.3746
λ = 2 0.2764 0.3172 0.3364 0.3482 0.3565 0.3627
λ = 3 0.2983 0.3215 0.3358 0.3459 0.3534
λ = 4 0.3113 0.3268 0.3378 0.3460
λ = 5 0.3203 0.3316 0.3403
λ = 6 0.3271 0.3359
5 Loops in topological RNA structures
In this section, we apply Theorem 9 and show that all standard loops in
RNA structures are asymptotically normal with mean and variance linear in
n, independent of genus. We shall study, see Fig. 6:
– the number lstack of stacks, i.e. a maximal sequence of ”parallel” arcs,
– the number lhairpin of hairpin loops. A hairpin loop is a pair of the form
((i, j), [i + 1, j − 1]), where (i, j) is an arc and [i + 1, j − 1] is an interval,
i.e., a sequence of consecutive, unpaired vertices i+ 1, . . . , j − 1,
– the number lbulge of bulges. A bulge loop is either a triple of the form
((i1, j1), [i1 + 1, i2 − 1], (i2, j1 − 1)) or ((i1, j1), (i1 + 1, j2), [j2 + 1, j1 − 1]),
– the number linterior of interior loops. An interior loop is a quadruple
((i1, j1), [i1 + 1, i2 − 1], (i2, j2), [j2 + 1, j1 − 1]), where [i1 + 1, i2 − 1] and
[j2+1, j1− 1] are two non-empty intervals, and (i2, j2) is nested in (i1, j1),
i.e., i1 < i2 < j2 < j1,
– the number lmulti of multi-loops. A multi-loop is a sequence ((i1, j1), [i1 +
1, i2−1], (i2, j2), [j2+1, i3−1], (i3, j3), [j3+1, i4−1], . . . , (ik, jk), [jk+1, j1−
1]), for any k ≥ 3 and i1 < i2 < j2 < i3 < j3 · · · < ik < jk < j1.
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hairpin bulge interior loop multi-loop
Fig. 6 Hairpin, bulge, interior loop and multi-loop.
For fixed minimum stack-length r and minimum arc-length λ, let dig(n, l)
denote the number of restricted topological RNA structures of n nucleotides
and genus g, in which i marks the loop type. Let Dig(x, y) =
∑
n,l d
i
g(n, l)x
nyl
denote the corresponding bivariate generating function.
For secondary structures, the generating functions Di0(x, y), its asymptotic
expansion and the corresponding central limit theorems have been studied
in Hofacker et al. (1998); Reidys (2011). In the following we generalize this to
topological structures of genus g.
Theorem 10 Suppose g, λ, r ≥ 1 and λ ≤ r+1. Then the generating functions
Dig(x, y) are given by
Dig(x, y) = D
i
0(x, y)Sg
(
hi(x, y,Di0(x, y))
)
,
where hi(x, y, z) are rational function in x, y and z and given in Table 2.
Table 2 The rational function hi(x, y, z).
stack hairpin bulge
x2ryz2
1−x2−x2ry(z2−1)
x2rz2
1−x2−x2r(z2−1)
x2rz2
1−x2−x2r(z2−1− 2x
1−x
(1−y))
interior multi
x2rz2
1−x2−x2r(z2−1−( x
1−x
)2(1−y))
x2rz2
1−x2−x2r(y(z2−1)+
x(2−x)
(1−x)2
(1−y))
As in Theorem 8 and Theorem 9, we next compute the singular expansion
ofDig(x, y), the asymptotics of its coefficients and the limit theorems as follows:
Theorem 11 Suppose g, λ, r ≥ 1 and λ ≤ r + 1. Then Dig(x, y) has the
singular expansion
Dig(x, y) = δg(y) (ρi(y)− x)−
6g−1
2 (1 + o(1)) , (14)
as x→ ρ(y), uniformly for y restricted to a neighborhood of 1, where ρi(y) is
the dominant singularity of Di0(x, y) for secondary structures. In addition the
coefficients of Dig(x, y) are asymptotically given by
[xn]Dig(x, y) = cg(y)n
6g−3
2
(
ρi(y)
)−n (
1 +O(n−1)
)
, (15)
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as n→∞, uniformly for y restricted to a small neighborhood of 1.
Theorem 12 For any g, λ, r ≥ 1 and λ ≤ r + 1, the distribution of stacks,
hairpin loops, bulge loops, interior loops and multi-loops in genus g structures
satisfies the central and local limit theorem with mean µn and variance σn,
where µ and σ are the same as those of secondary structures.
In difference to the case of arcs, the correlation between the means of these
parameters and the minimum stack-size is as follows:
Corollary 3 Suppose g ≥ 1, 1 ≤ λ ≤ 6, 1 ≤ r ≤ 6 and λ ≤ r + 1. In r-
canonical RNA structures of genus g with arc-length ≥ λ, the expectation of
the number of stacks, hairpin loops, bulge loops, etc, decreases as minimum
stack-size r increases or as minimum arc-length λ increases.
6 Block decomposition
In this section we introduce the block decomposition of a topological RNA
structure.
Given an RNA structure, S, its arc-set induces the line graphΣ(S) (Whitney,
1932), obtained by mapping each arc α into the vertex Σ(α) = vα and con-
necting any two such vertices iff their corresponding arcs are crossing in S,
Σ : S → Σ(S). An arc-component of a structure S is the diagram consisting
of a set of arcs A such that Σ(A) is a component in Σ(S). The arc-component
containing only one arc is called trivial. Let S{i, j} denote the arc-component
with the left- and rightmost endpoints i and j. By construction, for any two
different arc-components S{i1, j1} and S{i2, j2} with i1 < i2, we have either
i1 < j1 < i2 < j2 or i1 < i2 < j2 < j1.
An unpaired vertex k is said to be interior to the arc-component S{i, j}
if i < k < j. If there is no other arc-component S{p, q} such that i < p <
k < q < j, we call k immediately interior to S{i, j}. An exterior vertex is
an unpaired vertex which is not interior to any arc-component. A block is an
arc-component together with all its immediately interior vertices.
Each paired vertex is contained in a base pair, belonging to a unique arc-
component, while an unpaired vertex is either exterior or interior to a unique
arc-component. Each block is characterized by its arc-component, whence any
topological RNA structure can be uniquely decomposed into blocks and exte-
rior vertices, see Fig. 7.
A block is call irreducible if its arc-component contains at least two arcs.
A block with endpoints i2 and j2 is nested in a block with endpoints i1 and
j1 if i1 < i2 < j2 < j1. Removing all the blocks nested in an irreducible block
could induce stacks. As shown by Han et al. (2014); Li and Reidys (2013), an
irreducible block is projected to an irreducible shadow by removing all nested
blocks and interior vertices, and collapsing its original stacks and induced
stacks into single arcs, see Fig. 8.
For secondary structures, each arc-component consists of a single arc. Thus
each block is trivial and we immediately observe that they organize as stacks,
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1 10 20 30 40 50 53
Fig. 7 The block decomposition of an RNA structure. The structure is decomposed into
blocks and exterior vertices.
Fig. 8 From an irreducible block to its irreducible shadow. Nested blocks and interior
vertices are removed and all stacks are collapsed.
a cb
a c c a
b
b
a cb
a
ac
c
b b
Fig. 9 Irreducible shadows of genus 1, represented as intertwining boundary components.
hairpin loops, bulges, interior loops and multi-loops, depending on the num-
ber of interior vertices and nested blocks. Therefore, the block decomposition
coincides with the standard decomposition of secondary structures into stacks,
loops and exterior vertices (Waterman, 1978). In this case, a loop naturally
corresponds to a boundary component in the fatgraph model of secondary
structures.
However, boundary components in pk-structures can traverse different blocks.
Moreover, these boundaries intertwine, see Fig. 9. The irreducible shadow of
a block can be viewed as a combination of intertwined boundary components,
see Fig. 9.
7 Irreducible shadows
In this section, we have a closer look at irreducible shadows. By definition,
an irreducible block is characterized by an irreducible shadow that appears in
the block decomposition of a topological RNA structure. The four irreducible
shadows of genus one naturally correspond to four types of pseudoknots. They
are H-type pseudoknots, kissing hairpins (K-type), 3-knots (L-type) and 4-
knots (M-type), see Fig. 10 and Supplementary Material.
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1 1 1 12 2 2 23 3 3 34 4 4 45 5 56 6 6 7 8
i1 i1 i1 i1j1 j1 j1 j1i2 i2 i2 i2j2 j2 j2 j2
k arcs1 k arcs1
k arcs1 k arcs1
k arcs2
k arcs2 k arcs2
k arcs2
i3 i3 i3j3 j3 j3
k arcs3
k arcs3
k arcs3
k arcs4
i4 j4
H K L M
H-type kissing hairpin 3-knot 4-knot
Fig. 10 The four irreducible shadows of genus 1 and four types of pseudoknots.
To investigate the distribution of pseudoknots in structures of genus g, we
consider the inflation from shapes to structures marking these pseudoknots.
To this end we introduce the bivariate generating functions for the generat-
ing functions of shapes and structures of genus g. For I ∈ {H,K,L,M}, let
sIg(n, l
I) and dIg(n, l
I) denote the number of genus g shapes and structures
having lI I-type pseudoknots. Their corresponding generating function are
denoted by SIg(x, y) and D
I
g(x, y). For example for I = H and g = 1, 2, we
compute
SH1 (x, y) = x
3(x+ 1)(x+ 2) + x2(1 + x)y,
SH2 (x, y) = x
4 (1 + x)
2
(
17 + 143x+ 447x2 + 637x3 + 420x4 + 105x5
+
(
20x+ 36x2 + 14x3
)
y + (4 + 5x)y2
)
.
The computation of SIg(x, y) for arbitrary genus is obtained as follows: in
the block decomposition of the shape, each I-type pseudoknot corresponds to
an irreducible block of the respective type. To count these pseudoknots, we
only need to enumerate the number of the corresponding irreducible shadows
in the decomposition. To this end we define the bivariate generating function
IIg(x, y) of irreducible shadows of genus g, where y marks the number of I-type
pseudoknots, where I ∈ {H,K,L,M}. Then
IH1 (x, y) = x
2y + 2x3 + x4
IK1 (x, y) = I
L
1 (x, y) = x
3y + x2 + x3 + x4
IM1 (x, y) = x
4y + x2 + 2x3
IIg(x, y) = Ig(x) for any g ≥ 2 and I ∈ {H,K,L,M}.
The trivariate generating functions of irreducible shadows and shapes of
genus g with n arcs and lI pseudoknots of type I are denoted by
II(x, y, t) =
∑
g≥1
IIg(x, y) t
g,
SI(x, y, t) = 1 +
∑
g≥1
SIg(x, y) t
g = 1 +
∑
g≥1
6g−1∑
n=2g
sIg(n, l
I)xnyl
I
tg.
We derive
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Theorem 13 For any type I ∈ {H,K,L,M}, the generating functions SI(x, y, t)
and II(x, y, t) satisfy
SI(x, y, t) = 1+x
(
SI(x, y, t)− 1)2+(x+1)II ( xSI(x, y, t)2
1− x (SI(x, y, t)2 − 1) , y, t
)
.
(16)
Theorem 13 implies via exacting the coefficient of tg on both sides of
eq. (16) a recursion allowing the computation of SIg(x, y) for any given genus:
Corollary 4 For g ≥ 1, SIg(x, y) satisfies the following recursion
SIg(x, y) =x
g−1∑
i=1
SIi (x, y)S
I
g−i(x, y)
+ (x + 1)
g∑
j=1
[tg−j ]IIj

 x
(∑g−j
k=0 S
I
k(x, y)t
k
)2
1− x
((∑g−j
k=0 S
I
k(x, y)t
k
)2
− 1
) , y

 ,
(17)
where SI0(x, y) = 1.
The polynomials SHg (x, y) for 1 ≤ g ≤ 4 are listed in Supplementary Material.
Corollary 5 For fixed genus g ≥ 1, a shape containing at least one H-type
(K-, L- or M- types) pseudoknot has at most 6g − 3 arcs (6g − 2, 6g − 2 or
6g − 1). This bound is sharp, i.e., there exist shapes with 6g − 3 arcs (6g − 2,
6g − 2 or 6g − 1) containing one H-type (K-, L- or M- types) pseudoknot.
The result clearly holds for shapes of genus one and an inductive argument
utilizing eq. (17) for the terms with a positive exponent of y, yields this result.
For fixed λ and r, we are now in position to analyze the random variable
XIg,n, counting the numbers of I-type pseudoknots in RNA structures of genus
g, where I ∈ {H,K,L,M}. By construction we have P(XIg,n = l) =
dIg(n,l)
dg(n)
,
where l = 0, 1, . . . , g.
Next we compute the expectation of the number of these pseudoknots in
genus g structures.
Theorem 14 For any g ≥ 1, the expectation of H-, K-, L- and M-type pseu-
doknots in uniformly generated structures of genus g is O
(
n−1
)
, O(n−
1
2 ),
O(n−
1
2 ) and O(1), respectively.
Corollary 6 In particular, for g = 1, λ = 1 and r = 1, we have
P(XH1,n = 1) =
288 +O
(
n−1
)
16n− 51 +O (n−1) ,
P(XK1,n = 1) = P(X
L
1,n = 1) =
24
(√
3π
√
n− 18)+O (n−1)
16n− 51 +O (n−1) ,
P(XM1,n = 1) =
16n− 48√3π√n+ 525 +O (n−1)
16n− 51 +O (n−1) .
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Fig. 11 The number of arcs in RNA structures: we contrast the limit distribution of
RNA structures having both minimum arc-length and stack-length one (solid lines) with
the distribution of the uniformly sampled structures of length 100 having genus 0, 1 and
2 (Huang et al., 2013).
Remark: this approach allows to obtain the statistics for any irreducible
shadow.
8 Discussion
The backbone of this paper is a novel bivariate generating function, that is
closely related to the shape polynomial. Our approach makes evident which
properties of RNA structures are not affected by increasing their complex-
ity, stipulating that complexity is tantamount to the topological genus of the
surface needed to embed them without crossings.
The singularity analysis of this generating function in Section 9 allows to
obtain analytically a plethora of limit distributions and we put these into
context with data from uniformly sampled topological structures.
One class of results is centered around the fact that topological genus does
only enter the subexponential factors of the singular expansion. It implies that
all basic loop types appear with the same frequencies as in RNA secondary
structures, i.e. topological structures of genus zero. In Fig. 11, we present the
distribution of the number of arcs, obtained by uniformly sampling 105 struc-
tures over 100 nucleotides of genus 0, 1 and 2 (Huang et al., 2013), respectively.
As predicted by Theorem 9 the distributions are not affected by genus. This
finding holds also for any other loop as shown via Theorem 12.
Furthermore our singular expansion shows that the exponential growth
rate is affected by minimum arc-length and stack-length in an interesting way:
for fixed genus, g, canonical structures of genus g contain on averagemore arcs
than arbitrary structures of genus g, but fewer other structural features, such
as stacks, hairpins, bulges, interior loops and multi-loops.
The second class of results is centered around enhancing the singular expan-
sions in such a way that they can “detect” novel features. We chose to consider
here features previously studied, i.e. H-type pseudoknots, kissing hairpins and
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Table 3 The number of different types of pseudoknots in RNA structures: we contrast our
estimates in Theorem 14 and the exact enumerations in a uniform sampling of 105 structures
of length 500 having genus 1 (Huang et al., 2013).
H-type kissing hairpin 3-knot 4-knot
sample 331 1563 1587 6519
estimate 362.3 1529.2 1529.2 6579.4
3-knots. In Section 7 we give a detailed analysis that can easily be tailored to
detect any other feature.
For the above mentioned features we contrast Theorem 14 with data ob-
tained from a uniform sample of 105 structures over 500 nucleotides of genus
1, see Table 3. The table shows that the predicted expectation values in the
limit of long sequences are consistent with the data obtained from the uniform
sampling. This insight into features of random structures allows to evaluate
the data on RNA pk-structures contained in data bases such as Nucleic Acid
Database (NDB) (Berman et al., 1992; Coimbatore Narayanan et al., 2014).
Namely, irrespective of genus, we find in data bases a dominance of H-types,
while kissing hairpins and 3-knots are rather rare. This is quite the opposite to
what happens in random structures and suggests that H-types have distinct
energetic advantages. Of course this assumes that H-types have been correctly
identified and no additional bonds have been missed.
In Fig. 12, we display the expectation of H-types, kissing hairpins, 3-knots
and 4-knots in uniformly generated RNA structures of genus 2 together with
our theoretical estimates derived in Theorem 14. As predicted by Theorem 14,
H-types, kissing hairpins and 3-knots appear at the rate O
(
n−1
)
and O(n−
1
2 ),
respectively. Only 4-knots exhibit a rate independent of sequence length. These
findings are in line with Corollary 5, since only shapes containing a 4-knot type
can have the maximum number of arcs and shapes containing H-types, kissing
hairpins or 3-knots lack at least one arc. In addition, close inspection of the
proof of Theorem 13 allows to construct all shapes containing a specific feature.
There is only very limited experimental data on the energy of RNA pseudo-
knots. The established notion of how to compute energies for hairpin-, interior-
and multi-loops combined with our notion of irreducible shadows as building
blocks, allows to derive such energies in topological structures. The energy
model for pseudoknots can then be developed in an analogous way and this is
work in progress and will be reported elsewhere.
9 Proofs
Proof (Proof of Theorem 7) Let Dg(n, l) denote the collection of r-canonical
topological RNA structures of n vertices, l arcs and genus g, with minimum
arc-length λ. Let furthermore Sg(k) denote the collection of shapes of k arcs
and genus g. There is a natural projection ϕ from RNA structures to shapes
defined by first removing all secondary structures and then collapsing each
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Fig. 12 The expectation (solid) and theoretical estimates (dashed) of H-types, kissing hair-
pins, 3-knots and 4-knots in uniformly generated RNA structures of genus 2 as a function
of sequence length n. The dashed curves are analytically computed along the lines of Corol-
lary 6.
stack into a single arc
ϕ : ∪n≥1 ∪l≥0 Dg(n, l)→ ∪k≥1Sg(k).
It is clear that ϕ is surjective and preserves genus. For any shape ω ∈ Sg(k),
let
D
ω
g (n, l) = Dg(n, l) ∩ ϕ−1(ω)
denote the subset of the fiber ϕ−1(ω) and let Dωg (x, y) be its generating func-
tion.
We first prove that for any shape ω of genus g and k arcs
Dωg (x, y) =
(
(x2y)r
1− x2y − (x2y)r(D0(x, y)2 − 1)
)k
D0(x, y)
2k+1. (18)
We adopt the following notations from symbolic enumeration (Flajolet and Sedgewick,
2009). Let = denote set-theoretic bijection, + disjoint union,× Cartesian prod-
uct, I the collection containing only one element of size 0, and the sequence
construction Seq(A) := I+A+(A×A)+ (A×A×A)+ · · · for any collection
A.
We shall construct ∪n≥1∪l≥0Dωg (n, l) via the inflation from a shape ω using
simple combinatorial building blocks such as arcs R, stacks K, induced stacks
N, stems M, and secondary structures D0. We inflate the shape ω ∈ Sg(k) to
a Dωg -structure in two steps.
Step I: we inflate any arc in ω to a stack of length at least r and subse-
quently add additional stacks. The latter are called induced stacks and have
to be separated by means of inserting secondary structures, see Fig. 13.
Note that during this first inflation step no secondary structures, other than
those necessary for separating the nested stacks are inserted. We generate
– secondary structures D0 with stack-length ≥ r and arc-length ≥ λ having
the generating function D0(x, y),
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step I
step II
Fig. 13 From a shape to a structure. Step I: inflation of each arc to a stem. Step II: insertion
of additional secondary structures.
– arcs R with generating function R(x, y) = x2y,
– stacks, i.e. pairs consisting of the minimal sequence of arcs Rr and an
arbitrary extension consisting of arcs of arbitrary finite length K = Rr ×
Seq (R) having the generating function
K(x, y) =
(x2y)r
1− x2y ,
– induced stacks, i.e. stacks together with at least one secondary structure
on either or both of its sides, N = K × (D20 − 1) , having the generating
function
N(x, y) =
(x2y)r
1− x2y
(
D0(x, y)
2 − 1) ,
– stems, that is pairs consisting of stacks K and an arbitrarily long sequence
of induced stacks M = K× Seq (N) , having the generating function
M(x, y) =
K(x, y)
1−N(x, y)
=
(x2y)r
1−x2y
1− (x2y)r1−x2y (D0(x, y)2 − 1)
=
(x2y)r
1− x2y − (x2y)r(D0(x, y)2 − 1) .
By inflating each arc into a stem, we have the corresponding generating func-
tion
M(x, y)k =
(
(x2y)r
1− x2y − (x2y)r(D0(x, y)2 − 1)
)k
.
Step II: here we insert additional secondary structures at the remaining
2k+ 1 possible locations, see Fig. 13. Formally, these insertions are expressed
via the combinatorial class D2k+10 whose generating function is D0(x, y)
2k+1.
Notice that any stack, from either inflation of arcs or inserted secondary
structures, has length at least r. Any non-crossing arc has length at least λ
since it must be located in some inserted secondary structure with arc-length
≥ λ. The key point here is that the restriction λ ≤ r + 1 guarantees that any
crossing arc has after inflation a minimum arc-length of r+ 1 ≥ λ. Therefore,
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combining Step I and Step II, we create a Dωg -structure with stack-length ≥ r
and arc-length ≥ λ, and arrive at
∪n≥1 ∪l≥0 Dωg (n, l) = Mk ×D2k+10 .
Accordingly
Dωg (x, y) =M(x, y)
kD0(x, y)
2k+1
=
(
(x2y)r
1− x2y − (x2y)r(D0(x, y)2 − 1)
)k
D0(x, y)
2k+1,
whence eq. (18).
Now we are in position to prove eq. (7). Since each Dg(n, l)-structure
projects, via ϕ, to a unique shape ω of genus g and k arcs, we have
∪n≥1 ∪l≥0 Dg(n, l) = ∪n≥1 ∪l≥0 ∪ωDωg (n, l),
i.e. we have
Dg(x, y) =
∑
ω
Dωg (x, y).
According to eq. (18), Dωg (x, y) only depends on the number of arcs in the
shape ω, and we can therefore derive
Dg(x, y) =
∑
k≥1
∑
ω∈Sg(k)
Dωg (x, y)
=
∑
k≥1
sg(k)D
ω
g (x, y)
=
∑
k≥1
sg(k)
(
(x2y)r
1− x2y − (x2y)r(D0(x, y)2 − 1)
)k
D0(x, y)
2k+1
= D0(x, y)
∑
k≥1
sg(k)
(
(x2y)rD0(x, y)
2
1− x2y − (x2y)r(D0(x, y)2 − 1)
)k
= D0(x, y)Sg
( (x2y)rD0(x, y)2
1− x2y − (x2y)r(D0(x, y)2 − 1)
)
.
Proof (Proof of Theorem 8) To prove eq. (10), we first determine the location
of the dominant singularity of Dg(x, y). Set
h(x, y, z) =
(x2y)rz2
1− x2y − (x2y)r(z2 − 1) .
In view of eq. (7) of Theorem 7, we have
Dg(x, y) = D0(x, y)Sg(h(x, y,D0(x, y))). (19)
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Since Sg(x) is a polynomial in x, the singularities of Dg(x, y) are those of
D0(x, y) and those of h(x, y,D0(x, y)). By Theorem 6, we know that the dom-
inant singularity ofD0(x, y) is given by ρ(y), the minimal positive, real solution
of
B(x, y)2 − 4(x2y)rA(x, y) = 0,
for y in a neighborhood of 1. For the denominator of h(x, y,D0(x, y)), we
compute
1− x2y − (x2y)r(D0(x, y)2 − 1)
=A(x, y) − (x2y)rD0(x, y)2
=
4(x2y)rA(x, y)−
(
B(x, y)−
√
B(x, y)2 − 4(x2y)rA(x, y)
)2
4(x2y)r
=
√
B(x, y)2 − 4(x2y)rA(x, y)
(
B(x, y)−
√
B(x, y)2 − 4(x2y)rA(x, y)
)
2(x2y)r
=
√
B(x, y)2 − 4(x2y)rA(x, y) D0(x, y),
(20)
where the first equality uses the definition of A(x, y) in Theorem 5, and the
second and fourth equalities follow from eq. (4) of Theorem 5. The above
computation implies that the dominant singularity of h(x, y,D0(x, y)) is given
by ρ(y). Consequently, Dg(x, y) has the unique dominant singularity ρ(y).
Claim 1. There exists some function k(y) such that for x → ρ(y), the
singular expansion of h(x, y,D0(x, y)) is given by
h(x, y,D0(x, y)) = k(y) (ρ(y)− x)−
1
2 (1 + o(1)) , (21)
uniformly for y restricted to a neighborhood of 1, where k(y) is analytic for y
in a neighborhood of 1 and k(1) 6= 0.
From the above computation, it is crucial to notice that, for h(x, y,D0(x, y))
viewed as a composition of two functions h(x, y, z) and D0(x, y), we can use a
phenomenon known as a confluence of singularities of the internal and exter-
nal functions (the critical paradigm, see Flajolet and Sedgewick (2009)). It
basically means that the type of the singularity is determined by a mix of the
types of the internal and external functions. To prove Claim 1, we first rewrite
h(x, y,D0(x, y)) using eq. (20)
h(x, y,D0(x, y)) =
(x2y)rD0(x, y)
2
1− x2y − (x2y)r(D0(x, y)2 − 1)
=
(x2y)rD0(x, y)√
B(x, y)2 − 4(x2y)rA(x, y) .
Notice that
√
B(x, y)2 − 4(x2y)rA(x, y) = ψ(x, y) (ρ(y)− x) 12 , where ψ(x, y)
is analytic for x in a neighborhood of ρ(y) and y in a neighborhood of 1 such
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that ψ(ρ(y), y) 6= 0 for y in a neighborhood of 1. By setting Φ(x, y) = (x2y)r
ψ(x,y) ,
we have
h(x, y,D0(x, y)) = Φ(x, y)D0(x, y) (ρ(y)− x)−
1
2 .
Since ψ(x, y) is analytic and nonzero and thus Φ(x, y) is analytic, the Taylor
expansion of Φ(x, y) at x = ρ(y) is given by
Φ(x, y) = a0(y) + a1(y) (ρ(y)− x) (1 + o(1)) , (22)
uniformly for y restricted to a neighborhood of 1, where a0(y) and a1(y) are
analytic for y in a neighborhood of 1 such that a0(1) 6= 0. Combing eq. (22)
and the uniform singular expansion (5) of D0(x, y) in Theorem 6, we derive
h(x, y,D0(x, y)) = a0(y)π(y) (ρ(y)− x)−
1
2 (1 + o(1)) ,
uniformly for y restricted to a neighborhood of 1. Setting k(y) = a0(y)π(y), we
know k(y) is analytic for y in a neighborhood of 1 and k(1) = a0(1)π(1) 6= 0,
whence Claim 1 follows.
Now we proceed by investigating the singular expansion of Dg(x, y). Since
Sg(x) is a polynomial of degree 6g − 1 and h(x, y,D0(x, y)) has the uniform
expansion (21), we obtain
Sg(h(x, y,D0(x, y))) = κg(3g − 1) k(y)6g−1 (ρ(y)− x)−
6g−1
2 (1 + o(1)) ,
uniformly for y restricted to a neighborhood of 1. Combing with eq. (19) and
the uniform singular expansion (5) of D0(x, y), we immediately derive
Dg(x, y) = κg(3g − 1)π(y)k(y)6g−1 (ρ(y)− x)−
6g−1
2 (1 + o(1)) ,
uniformly for y restricted to a neighborhood of 1. Set δg(y) = κg(3g−1)π(y)k(y)6g−1.
It is clear that δg(y) is analytic and nonzero at 1, whence eq. (10) follows.
A direct application of the standard transfer theorem to eq. (10) gives us
the asymptotics (11) of the coefficients [xn]Dg(x, y). The uniformity property
follows from the following estimation on the error term
f(x, y) := o
(
δg(y) (ρ(y)− x)−
6g−1
2
)
.
Based on the singular expansion of Dg(x, y), we can assume that
f(x, y) ≤ Kδg(y) (ρ(y)− x)−(3g−1) ,
for some constant K. Since δg(y) is analytic at 1, there exists a constant δ˜
such that |δg(y)| < δ˜. Now we compute
|[xn]f(x, y)| =
∣∣∣ 1
2πi
∫
Ω
f(x, y)
dx
xn+1
∣∣∣
≤ Kδ˜
2π
∣∣∣ ∫
Ω
(ρ(y)− x)−(3g−1) dx
xn+1
∣∣∣
≤ Kδ˜
2π
n(3g−2)
(
ρ(y)
)−n
= o
(
n
6g−3
2
(
ρ(y)
)−n)
,
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where Ω is the Hankel contour around ρ(y). The first equality follows from
Cauchy’s integral formula, and the third inequality is due to the estimation of
the integral along each parts of the contour Ω, the same as the proof of the
transfer theorem, see Flajolet and Sedgewick (2009, pp. 390), completing the
proof.
Proof (Sketch of the proof of Theorem 10.) Using the approach of Theorem 7,
we prove the theorem via symbolic methods, considering a topological struc-
ture as the inflation of a shape ω. As before, our construction utilizes simple
combinatorial building blocks such as stacks K, induced stacks N, stems M,
secondary structures D0, arcs R, and unpaired vertices X, where X(x) = x
and R(x) = x2. Furthermore we let y1, y2, y3, y4, y5 and y6 denote the com-
binatorial markers for stacks, stems, hairpin loops, bulge loops, interior loops
and multi-loops. Then
K = y1 × Rr × Seq (R) ,
N = K×
(
y6 ×
(
D
2
0 − 1− 2X× Seq (X)− X2 × Seq (X)2
)
+ y4 × 2X× Seq (X) + y5 × X2 × Seq (X)2
)
,
M = y2 ×K× Seq (N) ,
D
ω = Mk ×D2k+10 ,
where the second equation marks whether the induced stack contains a bulge
loop, an interior loop or a multi-loop. To get the information of the i-th param-
eters, we set yi = y and yj = 1 for j 6= i. Therefore we derive the generating
function Dω and Dig(x, y).
Proof (Proof of Theorem 13) First we introduce some notions related to the
decomposition of a diagram. Given a linear chord diagram D, an arc is called
maximal if it is maximal with respect to the partial order (i, j) ≤ (i′, j′) ⇐⇒
i′ ≤ i ∧ j ≤ j′. Considering the left- and rightmost endpoints of a block con-
taining some maximal arc induces a partition of the backbone into subsequent
intervals. D induces over each such interval a diagram, to which we refer to as
a sub-diagram. By construction, all maximal arcs of a fixed sub-diagram are
contained in a unique block.
In the decomposition of a shape into a sequence of sub-diagrams, we
distinguish the classes of sub-diagrams into two categories characterized by
the unique arc-component containing all maximal arcs (maximal component).
Namely,
• sub-diagrams whose maximal arc-component contains only one arc, whose
generating function is denoted by TI1(x, y, t),
• sub-diagrams whose maximal arc-component is an (nonempty) irreducible
diagram, with generating function TI2(x, y, t).
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Claim: we have
SI(x, y, t)−1 = 1−TI1(x, y, t)−TI2(x, y, t)
TI1(x, y, t) = x
(
TI2(x, y, t) +
(
TI1(x, y, t) +T
I
2(x, y, t)
)2
1− (TI1(x, y, t) +TI2(x, y, t))
)
TI2(x, y, t) = S
I(x, y, t)−1II
(
xSI(x, y, t)2
1− x (SI(x, y, t)2 − 1) , y, t
)
.
(23)
The first equation is implied by the decomposition of shapes into a sequence of
two types of sub-diagrams. Given a sub-diagram of the first type, the removal
of the maximal arc-component (one arc) generates again a sequence of two
types of sub-diagrams. This sequence is neither empty nor a sub-diagram of
the first type, because a shape does not have 1-arcs or parallel arcs. Thus we
have the second equation.
The third equation comes from the inflation of an irreducible shadow to
sub-diagrams of the second type. Let ζ be a fixed irreducible shadow of genus
g having n arcs and lI pseudoknots of I-type. Let Tζ2 denote the class of sub-
diagrams of the second type, having ζ as the shadow of its unique maximal
arc-component. Similarly we have arcs R, induced stacks N, stems M, shapes
S, where R(x, y, t) = x. Then the inflation from ζ to Tζ2 is described as follows
N = K× (S2 − 1)
M = R× Seq (N)
T
ζ
2 = M
n × S2n−1.
Hence we derive the generating function
Tζ2(x, y, t) = S
I(x, y, t)−1
(
xSI(x, y, t)2
1− x (SI(x, y, t)2 − 1)
)n
,
which only depends on n. Summing over all irreducible shadows, gives rise to
the third equation, completing the proof of the claim. Note that genus and the
number of pseudoknots of type I are both additive in this decomposition.
Solving eqs. (23) implies then eq. (16).
Proof (Proofs of Theorem 14 and Corollary 6) Let DIg(x, y) denote the gener-
ating function of genus g structures filtered by the number of I-type pseudo-
knots. Notice that a structure contains I-type pseudoknots if and only if its
corresponding shape contains also. By the inflation method of Theorem 7, we
obtain
DIg(x, y) = D0(x)S
I
g
( x2rD0(x)2
1− x2 − x2r(D0(x)2 − 1) , y
)
. (24)
Note that
E(XIg,n) =
[xn]∂yD
I
g(x, y)|y=1
[xn]DIg(x, 1)
. (25)
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By Corollary 5, the polynomial ∂yS
H
g (x, y)|y=1 has degree 6g−3 in x. The proof
of Theorem 8 shows that the subexponential factor of [xn]∂yD
H
g (x, y)|y=1 is
determined by the degree of the polynomial ∂yS
H
g (x, y)|y=1, whence we have
[xn]∂yD
H
g (x, y)|y=1 = agn
6g−5
2 ρ−n
(
1 +O
(
1
n
))
,
[xn]DHg (x, 1) = bgn
6g−3
2 ρ−n
(
1 +O
(
1
n
))
,
where ag and bg are some constants, ρ is the dominant singularity of D0(x).
Therefore in view of eq. (25) , we arrive at E(XHg,n) = O
(
n−1
)
. Similarly we
obtain E(XKg,n) = E(X
T
g,n) = O(n
− 12 ) and E(XHg,n) = O (1).
Now we set g = λ = r = 1. Note that a structure of genus one has at most
one I-type pseudoknots. Thus it suffices to compute the probability of genus
one structures containing such a pseudoknot, i.e., P(XIg,n = 1). We derive
P(XH1,n = 1) = E(X
H
1,n) =
[xn]∂yD
H
1 (x, y)|y=1
[xn]DH1 (x, 1)
. (26)
Combining eq. (24) and the singular expansion of D0(x) in Theorem 6, we
compute
∂yD
H
1 (x, y)|y=1 =
1
72
(ρ− x)− 32 + o( (ρ− x)− 32 ),
DH1 (x, 1) =
1
2592
(ρ− x)− 52 − 1
256
(ρ− x)− 32 + o( (ρ− x)− 32 ),
where ρ = 13 . By Transfer Theorem (see Theorem 2 in Supplementary Mate-
rial) , we arrive at
[xn]∂yD
H
1 (x, y)|y=1 =
ρ−
3
2
72Γ (32 )
ρ−nn
1
2
(
1 +O
(
1
n
))
,
[xn]DH1 (x, 1) =
ρ−
5
2
2592Γ (52 )
ρ−nn
3
2
(
1 +
15
8n
+O
(
1
n2
))
− ρ
− 32
256Γ (32 )
ρ−nn
1
2
(
1 +O
(
1
n
))
.
In view of eq. (26), we obtain the formula for P(XH1,n = 1) and proceed analo-
gously for K, L, and M.
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