Asymptotic quantum transport models of a two-dimensional gas are presented. The models are the stationary versions of those introduced in a previous paper by Ben Abdallah, Méhats, Pinaud. The starting point is a singular perturbation of the threedimensional stationary Schrödinger-Poisson system posed on bounded domain. The electron injection in the device is modeled thanks to open boundary conditions. Under a small density assumption, the asymptotics lead to a full two-dimensional first-order approximation of the initial model. An intermediate model, called the ''2.5D adiabatic model'' in Ben Abdallah, Méhats, Pinaud is then introduced. It shares the same structure as the limit but is shown to be a second-order approximation of the three-dimensional model.
quantum both in the device and in the leads and the electrons gas is assumed to be confined in a particular direction. The initial model is a three-dimensional Schrödinger-Poisson system, where the electrons are described by a mixed state,
where represents the statistics of the injected electrons and is a set of quantum numbers with values in ⌳, and can be seen as the ratio between the kinetic and the confining energies of the electrons, see Ref. 11 for more details on the scaling. The external potential (1/ 2 ) V c (z/) is a confining potential and the potential V is the self-consistent potential due to space charge effects and is expected to be slowly varying in the z direction. Due to the strong confinement, the wave functions concentrate around the plane ͕zϭ0͖ and the transport effects are almost two dimensional. In Ref. 11 , in a time-dependent and whole space picture, the limit →0 was performed. The electronic density n (t,x,z) concentrates into a surface density n s (t,x)␦(z) and the limit model was called 2D surface density model. This model involves bidimensional Schrödinger equations, coupled to a bidimensional equation for the potential. An intermediate model, called the 2.5D adiabatic model, first introduced in Refs. 32 and 33, was also derived and was shown to be a second order approximation of the initial model. This model couples 2D Schrödinger equations and a 3D equation for the potential. It has been shown numerically in Refs. 32 and 33 , that the 2.5D model gives results in a very good agreement with those of the 3D model with a much lower computational cost. In this paper, we will develop a similar strategy to justify the asymptotics in the stationary framework. The differences in the analysis come from the boundedness of the transport domain and the stationary character of the problem. This requires to derive new estimates for the Poisson equation and to take particular care of the existence and uniqueness theory of the nonlinear stationary problem. More precisely, the results are proven under three main hypothesis: the first one states that the electrons are injected into the device on the ground state and is necessary in order to obtain -independent estimates. The two others hypothesis are directly related to uniqueness result concerning the solutions of the open Schrödinger-Poisson system stated in Ref. 6 . In order to have uniqueness, one requires a weak coupling between the Schrö-dinger and the Poisson equations and also requires a statistics of injection avoiding the bound states of the device.
Within the time-dependent picture, quantum confining on very general surfaces have been previously investigated in Refs. 16, 23 , and 28 for the linear Schrödinger equation. As pointed out in Ref. 37 , the quantum constrained system can be related to the Born-Oppenheimer theory for molecular dynamics. 24, 35 Even if these theories are mainly developed in a time-dependent and linear framework, they share similar properties with the problem presented in this paper. In the different cases, the electron dynamics is located on the eigenspaces of the confining ͑or transverse͒ Hamiltonian and is governed by an effective potential. In the present work, the main difficulty stems from the nonlinearity due to the Coulombian interaction.
The paper is organized as follows: in Sec. II we introduce the spectral elements of the confining operator, which enable to define the 2.5D adiabatic model; then we present in details the different models where special care is given to boundary conditions; the main results of the paper are presented in Sec. III; in Sec. IV we obtain some -independent estimates for ͑1.1͒-͑1.3͒ and we give existence and uniqueness results for the approximate models; in Sec. V, we prove that the 2.5D model is a second order approximation while in Sec. VI, the 2D model is proven to be only a first order approximation; Sec. VII is devoted to some extensions and comments; finally, an appendix contains some basic results on the Schrödinger equation and some regularity estimates for the Poisson equation which are used all along the paper.
II. NOTATIONS AND PRESENTATION OF THE MODELS
In the paper, ⍀ 0 denotes a regular domain of dimension 2. First, we define the following functional space.
͑with an obvious generalization of this definition for qϭϩϱ). In the sequel,
is the particle density, the surface density is defined by n s (x)ϭ͗n(x,•)͘.
A. Spectrum of the confinement operator
We introduce the properties of the confining potential V c . We assume that it satisfies the Assumption 2.2:
Under this assumption, the operator AϭϪ 
͑2.1͒
The partial Hamiltonian involved in ͑1.1͒ is obtained by rescaling A:
This operator A on XϭL 2 (R) has the domain
Its eigenfunctions ( p ) pN * and eigenvalues (E p ) pN * can be deduced by a simple rescaling from those of A:
We shall denote by ⌸ p the orthogonal projector on span( p 
where ͓•,•͔ denotes the commutator of operators and C p only depends on p.
Notice that this type of commutator estimates was already used in the semiclassical analysis of electrons motion in periodic crystals. In that case, the projector is the projector on the energy bands related to the Bloch decomposition, see Refs. 27 and 4.
B. Definition of the models
For the sake of completeness, the open boundary conditions introduced in Ref. 26 are derived step by step in Appendix A. We set now the geometry of the device.
The device domain consists in an active region, denoted by ⍀ 0 ϫR connected to semi-infinite electrons reservoirs by n leads ⍀ j ϫR, jϭ1,...,n, see Fig. 1 for a schematic drawing of the device in ⍀ 0 ϫ͓Ϫ1,1͔ and Fig. 2 . The full domain of the device is ⍀ϫR, where ⍀ϭഫ jϭ0 n ⍀ j . The boundary of ⍀ 0 is split into a part ⌫ 0 and n parts ⌫ j , jϭ1,...,n. We denote by 0 the boundary (⌫ 0 ϫR)ഫ(⍀ 0 ϫ͕zϭϮϱ͖). The transport directions are denoted by xª(x 1 ,x 2 ) and the confined direction by z. The local coordinates of the lead j, j 0 are denoted by j and j , see 
The 3D model
The 3D model is obtained by coupling the Poisson equation to a set of Schrödinger equations to be solved on the domain ⍀ 0 ϫR with open boundary conditions. A single electron injected with an energy E is represented by a wave function ⌿ solution of the Schrödinger equation
where V c is a confining potential and V is, up to now, a given potential supported only in ⍀ 0 ϫR. ⌿ satisfies the nonhomogeneous open boundary conditions derived in Appendix A: 
The wave functions ⌿ are thus parametrized by ϭ(m 0 , j 0 ,k), ⌿ ª⌿ ͑the dependence on the parameter 1 of first sub-band is omitted͒. Notice that the assumption is compatible with some physical situations called electrical quantum limit, see for instance the numerical simulations in Refs. 32 and 33, where only the first sub-band is populated. This hypothesis is often verified in structures like T-stubs, quantum couplers, or various types of transistors. Indeed, in twodimensional electron gases, the electron occupancy in the second sub-band is usually a small fraction ͑typically less than 10%͒ of the total electron density, see Refs. 36 and 20. Nervertheless, in parabolic quantum well structures, the electrons population in the sub-bands can be carefully controlled and the densities in two lowest sub-band can be similar to within 30%, see Refs. 19 
In order to take into account self-consistent effects, the electrons are supposed to be injected in the state by a source in the leads and the electronic density is assumed to be in a mixed state. It reads
where ⌽( j 0 ,m 0 ,k) is the statistics of injection and ⌳ is the set ⌳ϭ͓0, . . . ,n͔ϫN Ã ϫR ϩ Ã .
The electrons being charged particles, they generate a self-consistent potential V through the Poisson equation. It is assumed that the nonlinear interaction takes place only in the active region, the domain ⍀ 0 ϫR. Hence, V solves Ϫ⌬V ϭn
The fact that the electrons are injected on the first sub-band does not imply that the wave function ⌿ has only a contribution on this sub-band. Indeed, the different sub-bands are coupled through the z-dependence of V . Nevertheless, it will be shown that the upper sub-bands are weakly populated since the potential V is slowly varying with respect to the variable z. The 3D model finally read as follows.
The 3D model: This last statement means that the electrons having adequate energies are trapped into the active region. In other words, the bound states of the device can be excited by the injected beam of electrons ͑see Ref. 6 for more details͒. This implies, conjugated with the nonlinear character of the problem, the nonuniqueness of the solutions. Morever, the wave function satisfies estimates of the type
where E denotes an energy of the bound states. This leads to a nonintegrable singularity in the computation of the density. To derive the asymptotic models, the nonuniqueness property is not fundamental but in order to obtain error estimates, we need to recover uniqueness. This can be done thanks to the uniqueness result of Ref. 6 : if the bound states are avoided by the statistics and if the nonlinearity is supposed to be weak enough the solutions are unique. Moreover, the fact that the bound states are avoided implies also, thanks to ͑2.11͒, some uniform bounds with respect to . This leads to the following definition. 
This implies that the electrons avoid all the bound states. Indeed, by the maximum principle, V is positive and then E 1 (0)рE 1 (V ). Notice that above, this choice of is -independent since E 1 (0) is also -independent. This assumption is rather stringent in the general case and some ways to waive this restriction are proposed in Sec. VII. Nevertheless, in the case of confined devices at low temperatures, this hypothesis may nearly be verified. Indeed, in these structures, the typical statistics of injection is a Fermi-Dirac statistics. It reads
where k B is the Boltzmann constant, T the temperature, and E F the rescaled Fermi level. In practical,
and the Fermi-Dirac reads
which exhibits an exponential decay at low temperatures and also at high energies. We shall see in the sequel that ␦͑͒ can be chosen -independent.
The 2D surface density model
The 2D surfacic density model is the coupling between many 2D Schrödinger equations and a 2D potential. When goes to zero, ͉ p ͉ 2 concentrates around 0 and becomes then a Dirac measure. This leads to the definition of the limit model by replacing the self-consistent potential by its trace on the plane ͕x⍀ 0 ,zϭ0͖ and by replacing the 3D density by a 2D density multiplied by a Delta measure. The boundary condition ͑2.5͒ becomes
where
The 2D surface density model then reads 
The 2.5D model
The 2.5D adiabatic model is an intermediate model between the fully 3D model and the 2D surfacic density one. It takes into account the small thickness of the electron gas and consists in coupling a set of two-dimensional Schrödinger equations and the three-dimensional Poisson equation:
Remark 2.9: According to Definition 2.8, the energies of the bound states of the 2.5D model are naturaly denoted by (E
i (͗V ͉ 1 ͉ 2 ͘)) iN Ã. Morever,
if V is a potential independent of the variable z, it comes easily that
E i (V)ϭE i (V).
III. MAIN RESULTS
In this paper, we will prove the following theorems. 
Furthermore the surfacic densities defined by n s 
where n s
Furthermore, we have the following bound from below:
where C does not depend on . A straightforward consequence of these theorems is the following. 
IV. -INDEPENDENT ESTIMATES AND WELL-POSEDNESS
In this section, we shall obtain some -independent estimates for the 3D and the 2.5D models. To this aim, we will use Proposition A.1 for both models. Besides, the well-posedness of the 2D and 2.5D models will also be studied. 
where C is -independent.
Proof: The proof of ͑4.1͒ and ͑4.2͒ is a direct application of Proposition A.1 Indeed, according to the maximum principle V is positive and according to hypothesis 2.4, ⌿ satisfies the boundary condition ͑A10͒ with aϭ1. It suffices to apply ͑A12͒ and ͑A13͒ with f ϭ0 to conclude.
The estimate ͑4.3͒ will be obtained by using the regularity properties of the Poisson equation given in Appendix B. To this aim, we first remark that
, for all p͓1,ϱ), thanks to ͑4.1͒ and the embedding
This implies by interpolation, that for rϽ2,
It suffices then to apply ͑B3͒ to conclude. To prove ͑4.4͒, we form the quantity w ª(IϪ⌸ 1 )⌿ . It can be easily seen that w solves
with boundary conditions ͑A10͒ with aϭ0 and ͑A11͒. Hence, the estimate ͑A12͒ of Appendix A with f ϭ͓⌸ 1 ,V ͔⌿ implies
thanks to Lemma 2.3. We conclude the proof by using ͑4.1͒ and by noticing that ͑4.3͒ implies that coupled to Assumption 2.6 imply direct bounds on the densities thanks to ͑A12͒ with f ϭ0 and aϭ1. It follows, thanks to the Poisson equation, Lemmas B.1 and B.2, some compactness properties of the mapping and then to the existence result. The uniqueness is given by the fact that the fixed point procedures become contractions if the densities are small enough in L 1 norm. To this aim, we notice that, thanks to ͑4.1͒, ͑4.6͒ for n 3D and n
2.5D
, and thanks to ͑A12͒ for n 2D ,
and then it suffices to choose small enough such that each of the Leray-Schauder mappings are contractions. Equations ͑4.8͒ and ͑4.9͒ are direct applications of ͑A12͒ and Lemma B.2.
V. THE 2.5D MODEL IS A SECOND ORDER APPROXIMATION
In this section, we end the proof of Theorem 3.1 initiated in the preceding section. The used strategies are the same as Ref. 11 . We assume that we are under the hypothesis of Theorem 4.3 which insure that the 3D and 2.5D models admit unique solutions. We denote respectively, by ( equipped with boundary conditions ͑B2͒ and where
Estimating the remainder terms R 1 and R 2 : Thanks to ͑4.1͒ and ͑4.4͒, we have directly, for rϽ2 and ␦Ͼ0,
This implies that R 2 is almost of order two while R 1 is, up to now, almost of order one. To get one order more for R 1 , we will use ͑B5͒ of Appendix B. To this aim, we remark by orthogonality of
Thereby, ͑B5͒ applies. Choosing sϭ 1 2 ϩ␣, ␤ϭ1Ϫ2␣ with ␣ positive and close to 0, we obtain, for all ␦ positive and pϽ2,
which leads to bounds in
It remains now to treat V. In order to estimate
), we use the Schrödinger equation solved by w
equipped with the transparent homogeneous boundary conditions ͑A10͒ with aϭ0 and where
Remarking that
we deduce from Lemma 2.3, ͑4.3͒ and ͑4.4͒ that, for ␦ strictly positive,
and we obtain finally, thanks to ͑A12͒, ͑4.22͒, and ͑4.6͒, that
for ␦Ͼ0, rϾ2, and pϽ2. Applying ͑B3͒ in order to bound V, we find, according to the above estimate,
Gathering now the different estimates on R 1 , R 2 , and V leads to
Choosing rр ͓2 p/(2Ϫ p)͔ and ͑⌳͒ small enough end the proof thanks to the embedding
VI. THE 2D MODEL IS A FIRST ORDER APPROXIMATION
In this section, we end the proof of Theorem 3.2. We first assume that we are under the hypothesis of Theorem 4.3 which insure that the 2D and 2.5D models admit unique solutions. We denote, respectively, by ( 2.5D ,V
2.5D
) and ( 2D ,V 2D ), these solutions. We start by proving ͑3.5͒ by writing
equipped with the boundary conditions ͑B2͒. In order to apply ͑B3͒ to ͑6.1͒, we first estimate the quantity n s
Ϫn s 2D by using the Schrödinger equation solved by w
Estimating the source term f : We have
where we used the estimates ͑4.8͒, ͑4.9͒ and the embeddings
. Applying now ͑A12͒ in order to estimate w , we obtain uniformly in , thanks to the above estimate of the source term f , for pϾ2, ␦Ͼ0, and rϽ2,
͑6.3͒
It remains now to estimate the second part on the right-hand side of ͑B2͒. To this aim, we find, according to ͑B6͒, for rϽ2, p(1ϩ2(sϩ␤))р4r, sϩ␤Ͻ 
͑6.4͒
We are able now to estimate the difference V 2D ϪV 2.5D by applying ͑B3͒. Gathering the bounds ͑6.1͒, ͑6.3͒, and ͑6.4͒ and thanks to the embedding H 1/2ϩ␣ (R)L ϱ (R), ␣Ͼ0, we find, for ␦Ͼ0, qϽ2, and pϾ2,
Choosing pр 2q/(2Ϫq) and (⌳) small enough end the proof of ͑3.5͒. In order to prove ͑3.4͒ and ͑3.6͒, it suffices to apply ͑3.5͒, ͑6.2͒, and ͑6.3͒. The estimate from below: For the proof of ͑3.7͒, we introduce (e i , i ) iN * , the Hilbertian decomposition of the x-Laplacian equipped with Dirichlet boundary condition on ‫ץ‬⍀ 0 . Let g L 2 (⍀ 0 ϫR) and let u be the solution of Ϫ⌬uϭg on the domain ⍀ 0 ϫR with Dirichlet boundary conditions on ‫(ץ‬⍀ 0 ϫR). It can be easily seen that the Fourier transform û of u reads
and thus, thanks to the Fourier-Plancherel equality
Hence, using the above equality, we find
͑6.5͒
Moreover, pointwise in z, as →0, we have
Consequently, defining h by
the Lebesgue dominated convergence theorem implies that
To conclude, we come back to ͑6.1͒ and ͑6.5͒. By noticing that ʈn s 2D ʈ H Ϫ1 (⍀ 0 ) ϭC, there exists
This ends the proof.
VII. REMARKS
We considered here a model without exterior potential. The analysis still holds if a regular enough potential is added, for instance, a potential in L p (⍀ 0 ,W 1,ϱ (R)), with pϾ2. We also assumed that the open set ⍀ 0 is regular. This hypothesis can be weakened if the boundary conditions prescribed for the Poisson equation are modified: for instance, considering a square, we put Dirichlet boundary conditions in two parallel interfaces and Neumann conditions in the orthogonal ones.
All the analysis presented in the paper strongly relies on the Assumption 2.6 which is essential in order to obtain existence and uniqueness results. We conjecture that all the results still hold if this assumption is replaced by the On the other hand, following again, 6 a limit absorption procedure can be performed as well. One may add to the energy E , a complex term i with Ͼ0. Then all the results applies without Assumption 2.6. Then, the limit goes to zero has to be investigated and the difficulty in this step is to obtain -independent estimates. This will require a precise statement of the rate of convergence in in order to preserve the different errors estimates. To conclude, the Assumption 2.6 can be actually weakened but this improvment involves more technicalities than in the present analysis and not directly related to the purpose of this work. 
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where V c is a confining potential and was defined in Introduction and V is a given regular potential, supported only in ⍀ 0 ϫR. The equation ͑A1͒ is, in the lead j,
where j and j are the local coordinates of the lead j, see Fig. 2 . The boundary conditions are obtained by explictly solving the Schrödinger equation in each lead. For this purpose, let ⌰ m j and E m j , be the eigenfunctions and eigenvalues of the jth transversal Schrödinger operator Ϫ‫ץ‬ j 2 with
Dirichlet boundary conditions. ⌿ can be written under the form, in the lead j,
is the component of ⌿ on the basis (⌰ m j p ) p,m and solves
Hence, setting 
To summarize, the problem is solved only on the bounded domain ⍀ 0 ϫR with the boundary conditions ͑A8͒ and ⌿ϭ0 on 0 .
We rewrite now these boundary conditions in the case of the nonlinear transport model of Sec. II B 1. According to Assumption 2.4 
Finally, in order to derive estimates for more general problems, we consider the following system:
where a is a positive parameter and f a given source term. The well-poseness of this system has been studied in Ref. 6 . 
where C is a generic constant -independent. Proof: Consider the kinetic energy along x and the kinetic energy along z defined by
The potential energy and the external potential energy are, respectively, defined by
We introduce also the energy coming from the boundary terms
A standard energy estimate for the Schrödinger equation, obtained after multiplication of ͑A9͒ by ⌿ and some integration by parts, yields
Besides, the boundary condition ͑A10͒ implies that
and we first deduce from ͑A16͒ and ͑A17͒ that 
Injecting this relation in ͑A14͒ leads to
where we used ͑A18͒ for the second inequality while the first inequality follows from the fact that
We use now crucially Assumption 2.6 which implies that E 1 (0)ϪE ϾC, where C is -independent and this gives the L 2 estimate, uniform in ,
͑A20͒
To conclude the proof, we come back to ͑A14͒ and by using ͑A19͒ and ͑A20͒, we obtain
where C depends on sup supp E . Since
and since V is non-negative, we have E pot у0 and finally 
͑B3͒
(ii) Besides, for sϽ where we used the fact that ͉n (x,)͉рʈn(x,•)ʈ L 1 (R) . After some easy algebra, this gives the final conditions for ͑B3͒, 2рpϽϱ, sр Replacing V by ٌ x V in ͑B11͒, using estimates ͑B9͒ and ͑B13͒, we obtain by proceeding as for ͑B11͒, 
