While greedy algorithms have long been observed to perform well on a wide variety of problems, up to now approximation ratios have only been known for their application to problems having submodular objective functions f . Since many practical problems have non-submodular f , there is a critical need to devise new techniques to bound the performance of greedy algorithms in the case of non-submodularity.
INTRODUCTION
It is well-known that greedy approximation algorithms perform remarkably well, especially when the traditional ratio of (1 − 1/e) ≈ 0.63 [18] for maximization of submodular objective functions is considered. Over the four decades since the proof of this ratio, the use of greedy approximations has become widespread due to several factors. First, many interesting problems satisfy the property of submodularity, which states that the marginal gain of an element never increases. If this condition is satis ed, and the set of possible solutions can be phrased as a uniform matroid, then one of the highest general-purpose approximation ratios is available "for free" Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). Conference'17, Washington, DC, USA © 2016 Copyright held by the owner/author(s). 978-x-xxxx-xxxx-x/YY/MM. . . $15.00 DOI: 10.1145/nnnnnnn.nnnnnnn with the use of the greedy algorithm. Second, the greedy algorithm is exceptionally simple both to understand and to implement.
A concrete example of this is the In uence Maximization problem, to which the greedy algorithm was applied with great successultimately leading to an empirical demonstration that it performed near-optimally on real-world data [16] . Kempe et al. showed this problem to be submodular under a broad class of in uence di usion models known as Triggering Models [11] .
is led to a number of techniques being developed to improve the e ciency of the sampling needed to construct the problem instance (see e.g. [1, 19, 24] and references therein) while maintaining a (1 − 1/e − ϵ) ratio as a result of the greedy algorithm. is line of work ultimately led to a (1 − ϵ)-approximation by taking advantage the dramatic advances in sampling e ciency to construct an IP that can be solved in reasonable time [16] . In testing this method, it was found that greedy solutions performed near-optimally -an unexpected result given the 1 − 1/e worst-case.
For non-submodular problems, no approximation ratio for greedy algorithms is known. However, due to their simplicity they frequently see use as simple baselines for comparison. On the Robust In uence Maximization problem proposed by He & Kempe, the simple greedy method was used in this manner [10] . is problem consists of a non-submodular combination of In uence Maximization sub-problems and aims to address uncertainty in the di usion model. Yet despite the non-submodularity of the problem, the greedy algorithm performed no worse than the bi-criteria approximation [10] .
Another recent example of this phenomena is the socialbot reconnaissance a ack studied by Li et al. [15] .
ey consider a minimization problem that seeks to answer how long a bot must operate to extract a certain level of sensitive information, and nd that the objective function is (adaptive) submodular only in a scenario where users disregard network topology. In this scenario, the corresponding maximization problem, Max-Crawling, has a 1 − 1/e ratio due to the work of Golovin & Krause [8] . However, this constraint does not align with observed user behaviors. ey give a model based on the work of Boshmaf et al. [2] , who observed that the number of mutual friends with the bot strongly correlates with friending acceptance rate. Although this model is no longer adaptive submodular, the greedy algorithm still exhibited excellent performance. us we see that while submodularity is su cient to imply good performance, it is is not necessary for the greedy algorithm to perform well.
is, in turn, leads us to ask: is there any tool to theoretically bound the performance of greedy maximization with nonsubmodularity? Unfortunately, this condition has seen li le study.
Wang et al. give a ratio for it in terms of the worst-case rate of change in marginal gain (the elemental curvature α) [26] . is sufces to construct bounds for non-submodular greedy maximization, though for non-trivial problem sizes they quickly approach 0. We note, however, that the α ratio still encodes strong assumptions about the worst case: that the global maximum rate of change can occur an arbitrary number of times.
Motivated by the unlikeliness of this scenario, our proposed bound instead works with an estimate of how much change can occur during the k steps taken by the greedy algorithm. In our experiments, we observe that in each case the total change converges towards a xed value.
is leads to new bounds for each of the above problems. We obtain a ratio of 1 − 1/ √ e for Robust In uence Maximization, providing an alternative to the (1 − 1/e)OPT − γ ratio that requires an additional 1 + ln |Σ| + ln 3 γ elements to be selected. Note that the value of OPT is on the range [0, 1], and therefore γ must be small to obtain a competitive ratio. Further, we nd that the Max-Crawling problem has a ratio of 1/2 under the model matching observed user behavior. Finally, while we note li le improvement over 1 − 1/e − ϵ for the In uence Maximization problem, we observe that if a distribution over the number of di erences between the optimal and greedy solutions can be estimated, signi cant improvements to the ratio can be made. e remainder of this paper is arranged as follows: First, we brie y cover the preliminary material needed for the proofs and de ne the class of problems to which they apply (Sec. 1.1). We next de ne the notion of curvature used and develop a proof of the ratio based on it, with an extension to adaptive greedy algorithms, and show it is equivalent to the traditional 1 − 1/e ratio for submodular objectives (Sec. 2). is is followed by an algorithm to estimate the curvature of an objective in order to construct estimates from practical problem instances (Sec. 3). en, we evaluate the ratio on a submodular problem instance with a known optimal solution to verify both that it acts as a lower bound and that it is of comparable quality to the traditional ratio (Sec. 4). Finally, we show our estimated 1 − 1/ √ e (Sec. 4.2) and 1/2 (Sec. 4.3) ratios, each of which holds with probability δ = 0.95, and conclude with a re ection on the contributions and a discussion of future work (Sec. 5).
Contributions.
• A technique for estimating the approximation ratio of greedy maximization of non-submodular monotone nondecreasing objectives on uniform matroids.
• An extension of this technique to adaptive greedy optimization, where future greedy steps depend on the success or failure of prior steps.
• An approximation ratio of 1 − 1/ √ e with 95% probability for greedy maximization of the non-submodular Robust In uence Maximization problem.
• An approximation ratio of 1/2 with 95% probability for greedy maximization of the adaptive, non-submodular Max-Crawling problem.
Background & Related Work
To understand both the state of the art and advancements of this work, we rst brie y cover each constraint required by the classical 1 − 1/e ratio [18] .
1.1.1 Constraints on the 1 − 1/e Ratio. Uniform Matroids. A matroid de nes the notion of dependencies between elements of a set, and are denoted by M = (X , I). I ⊆ 2 X is the set of independent subsets of the universe X . 1 For our purposes, it will su ce to cover the semantic meaning of k-uniform matroids, which is codi ed as follows:
(1) All subsets S of a feasible solution T must also be feasible solutions. (2) Every T ⊂ X , |T | = k is a feasible solution and is maximal in the sense that no superset T ⊂ R ⊂ X is feasible. For general matroids, there exists a 1/2 ratio for greedy maximization of submodular functions due to Fisher et al. [6] . is is a special case of their 1/(p + 1) ratio for the intersection of p matroids.
Submodularity. e submodularity condition states that given any subsets S ⊂ T of a universe X , the marginal gain of any x ∈ X does not increase as the cardinality increases:
is formally encodes the idea of diminishing returns. Leskovec et al. exploited this property to show a data-dependent bound in terms of the marginal gain of the top-k un-selected elements [13] , which was generalized to the adaptive case [8] .
To the best of our knowledge, the only generally applicable relaxation of this constraint is the work of Wang et al. [26] , who de ne a ratio in terms the elemental curvature of a function, which encodes the degree with which a function may break submodularity.
Alternate
Problems & Algorithms. e 1 − 1/e ratio has shown surprising generality, with proofs that it holds for maximization of sequence functions [27] (and references) and adaptive stochastic maximization of functions that are submodular in expectation [8] , among others. However, not all adjacent work relies on the same naïve greedy method. To obtain a bound on the relaxation of monotonicity, Buchbinder et al. [3] proposed a "doublegreedy" algorithm with a 1/3 (deterministic) or 1/2 (randomized) ratio. For maximization on an intersection of p ≥ 2 matroids, Lee et al. showed a 1/(p + ϵ), ϵ > 0 ratio for a local search method [12] .
Vondrak et al. proposed a continuous greedy algorithm with a (1/c)(1 − e −c ) ratio for general matroids [25] , where c is the total curvature of the function. An augmentation of this method has been shown to obtain a (1 − c/e)-approximation for single matroids [23] , along with an analogue for supermodular minimization. We remark that, while it exhibits a be er ratio, this comes with a corresponding increase in complexity of the algorithm. . Given a monotone non-decreasing submodular function f de ned on a matroid M = (I, X ), the total curvature of f is c = max
Using this de nition, they arrived at a 1/(1 + c) approximation for general matroids, which reduces to 1 c (1 − e −c ) for maximzation on uniform matroids. Recently, Wang et al. [26] extended this idea by introducing the elemental curvature α of a function f :
. e elemental curvature of a monotone non-decreasing function f is de ned as
where
While the resulting ratio ( eorem 1.1) is not as clean as that of prior work, this ratio is well-de ned for non-submodular functions. T 1.1 (W . [26] ). For a monotone non-decreasing function f de ned on a k-uniform matroid M, the greedy algorithm on M maximizing f produces a solution satisfying
where S is the greedy solution, S * is the optimal solution,
i=1 α i and α is the elemental curvature of f . C 1.2 (W . [26] ). When α = 1, the ratio given by eorem 1.1 converges to 1 − 1/e as k → ∞.
However, the ratios produced based on the elemental curvature rapidly converge to 0 for non-submodular functions. is behavior is shown in Figure 1 . Even for k = 25, the ratio is e ectively zero and therefore uninformative. In contrast, we show that our ratio produces signi cant bounds for two non-submodular functions, while still converging to the 1 − 1/e ratio for submodular functions. 
A RATIO FOR f NON-SUBMODULAR
In this section, we introduce a further extension to the notion of curvature: primal curvature. We derive a bound based on this, prove its equivalence to 1−1/e for submodular functions. en, we extend the ratio to the adaptive case, which allows direct application to a number of problems modeled under incomplete knowledge. We adopt a problem de nition similar to that of Wang et al. Speci cally, our ratio applies to any problem that can be phrased as k-Uniform Matroid Maximization.
) and a monotone non-decreasing function f : I → R, nd
Construction of the Ratio
As noted previously, the ratio given by elemental curvature rapidly converges to zero for non-submodular functions. We observe that this is due to the de nition of α encoding the worst-case potential, and address this limitation by introducing the primal curvature of a function. Our de nition separates the notion of rate-of-change from the global perspective imposed by elemental curvature. 2 
D
3 (P C ). e primal curvature of a set function f is de ned as
e global maximum primal curvature is equivalent to the elemental curvature of a function.
is shi from global to local perspective allows focus on the patterns present in real-world problem instances rather than limiting our a ention to the worst-case scenarios.
A key observation of Wang et al's work is that the elemental curvature de nes an upper bound on the change between f (S) and f (T ), for some S ⊂ T , in terms of α and the marginal gain at S. e de nition of primal curvature improves on this, giving an equivalence in terms of the total primal curvature Γ.
where the b j 's form an arbitrary ordering of B \ A and r = |B \ A|.
We note that Γ can be interpreted as the total change in the marginal value of x from point A to point B. e following lemma illustrates this, as well as providing a useful identity. L 2.1.
First, expand the product into its constituent terms:
A er cancelling, the statement immediately follows.
From this identity, we gain one further insight: the order in which elements are considered in Γ does not ma er.
P . By Lemma 2.1, we see that each possible ordering reduces to the same fraction. erefore, Γ is order-independent.
Using this, we can prove an equivalence between the change in total bene t and the sum of marginal gains taken with respect to S. 
. . j i }, and Γ(x | B, A) is the total primal curvature of f from A to B about x.
P . Let j 1 be an arbitrary labeling of T \ S. en we have:
By the identity given in Lemma 2.1, we can write
Noting that S ∪ S i = S i . us, the statement is proven.
With this lemma, we can now construct the ratio. T 2.4. For a monotone non-decreasing function f de ned on a k-uniform matroid M = (X , I), the greedy algorithm on M maximizing f produces a solution satisfying
where S is the greedy solution, S + is the greedy solution for an identical problem if a k + 1-uniform supermatroid M + of M is well-de ned, S * is the optimal solution on M, andΓ(i, S) is an estimator satisfying:
To begin, note that f (S * ) ≤ f (S * ∪S) due to f monotone non-decreasing. en, by Lemma 2.3 we have:
To make this computable with S * unknown, we must make three relaxations. First, we remove the dependence on knowledge of S * 's contents by substituting Γ with an estimatorΓ, satisfying the relation stated above.
For the case of t = 1, we de neΓ(0, S) = 1 and ϵ 0 = 0. Next, we remove the dependence on knowing |S * \ S | by relaxing r to k:
Finally, we remove the dependence on knowing the elements j t by noting that the k + 1st greedy selection k+1 maximizes f j at S:
en, rearranging terms we get
When compared to traditional approximation ratios, this ratio has several obvious di erences. First, it has dependencies on both the greedy solution and an extension of it to k + 1 elements. is is both a strength and fundamental limitation of eorem 2.4: it takes into account how much the greedy solution has converged toward negligible marginal gains, but also inhibits general analysis over all potential problem instances. Further, it requires that the supermatroid M + be well-de ned, though we remark that this is generally not a problem. In practice, most problems solved with greedy algorithms are k-element solutions on n-element spaces, with k typically much less than n.
Equivalence to the 1 − 1/e Ratio
We next show that under assumptions encoding the submodularity condition, the above is equivalent to the 1 − 1/e ratio as k → ∞.
We begin with Eqn. (2):
for each l ≤ k, where S l denotes the l-element greedy solution.
. Multiply both sides by (1 − 1/Λ k ) k −l and sum from l = 1 to l = k. e le -hand side becomes:
To obtain the right-hand side, separate f (S l ) = l i=1 f i (S i−1 ) into the marginal gain terms to produce the following in the body of the summation:
Summing this over l and employing the identity of the geometric series, this reduces to Λ k f (S k ) = Λ k f (S) on the right-hand side. us, we obtain the relation
For a submodular monotone non-decreasing function f , the following relation holds as k → ∞:
For a submodular function, the primal curvature of any two elements u, at any point T satis es ∇(u, | T ) ≤ 1 by the de nition of submodularity. us, with ϵ i identically 0 we letΓ i be 1. en, the limit of (1 − 1
us, we see that this ratio is a generalization of the classical 1 − 1/e approximation ratio that allows specialization of a ratio to the particular kind of problem instances being operated on. Further, the de nition of total primal curvature illuminates why this ratio is capable of producing more useful bounds for non-submodular objectives than that of Wang et al: the Γ values encode a product of values that may converge to a limit, depending on problem instance, while the α bound uses i t =0 α = α i which does not converge for any α > 1 (a condition which is implied by non-submodularity).
e Adaptive Ratio
We conclude this section by extending this ratio to the adaptive case where the decision made at each greedy step takes into account the outcomes of previous decisions. Brie y: in an adaptive algorithm, at each step the algorithm has a partial realization ψ consistent with the true realization Φ [8] . A er each step, this partial realization is updated with the outcome of that step to form ψ . e method for deciding the steps to take is termed a policy, with the greedy algorithm encoded as the greedy policy. is representation supports the study of algorithms that operate with incomplete information and gradual revelation of the data. e initial motivation was described in terms of placement of sensors that may fail, and this technique has seen further use in studying networks with incomplete topology [15, 22] , active learning under noise [9] , and distributed representative subset mining [17] .
We generalize our ratio to this case by de ning the adaptive primal curvature of a function in terms of the partial realizations.
. e primal curvature of an adaptive monotone non-decreasing function f is
where S(j) is the set of possible states of j and ∆ is the conditional expected marginal gain [8] .
is de nition leads to the following theorem by similar arguments as m. 2.4. 3 T 2.7. For an adaptive monotone non-decreasing function f , the solution given by a greedy policy π selecting k elements satis es:
where π + is the greedy policy selecting k + 1 elements, π * is the optimal k-element policy, andΓ(i, S) is an estimator satisfying
where dom(ψ ) is the set of elements observed in partial realization ψ .
3 Proof in Appendix B.
ESTIMATING TOTAL PRIMAL CURVATURE
Having established our ratio, we now turn to the problem of constructing the estimatorΓ. Recall the relation it must satisfy:
In plain English, this estimator acts as an upper bound on the total primal curvature values Γ with error margin ϵ i , indexed by the size of the di erence between T and S. Unfortunately, nding a deterministic, strict estimator for Γ does not seem feasible without also sacri cing the bene ts gained by this ratio over prior work. at is, if we were to construct such a Γ that were a strict upper bound over all sequences, the result would align with the absolute worst case rather than with the bulk of possible cases. In such a scenario, it is unlikely that there would be any advantage to using the Γ over the α ratio of Wang et al. erefore, we turn to a probabalistic estima-
Randomly select ∈ X \ T \ {x }.
5:
Append γ to Q 8: end for 9: return Q tor that captures the variance in Γ to provide a tunable guarantee based on pa erns present in real-world data. In this section, we describe a solution based on Monte-Carlo simulation, which we use to construct an estimator with error margin ϵ i = ϵ that holds with probability δ . Algorithm 2 gives the description for our method.
is algorithm begins by sampling a set ofΓ sequences, each of
Algorithm 2 Matching-ϵ Γ-Estimator
Input: Uniform Matroid M = (X , I), Greedy solution S, k, probability δ , relative stopping conditions α * , β * . Output: Total Primal CurvaturesΓ, error margin ϵ
A ← A ∪ {Sample s sequences with Alg. 1} 4: s ← |A|
5:
Γ ← mean(A) 6: Select ϵ such that Pr[Z ≤ Γ + ϵ] ≥ δ , Z a multivariate normal random variable with mean Γ and covariance cov(A). 
until α ≤ α * and β ≤ β * 10: return Γ, ϵ which may be constructed in parallel by Algorithm 1. ese values are used to estimate the mean sequence Γ. As these sequences are independent and identically distributed, by the central limit theorem, we know that this converges to a (multivariate) normal distribution. We construct the distribution using the mean and covariance of the sampled sequences, and use the method of Genz & Bretz [7] to estimate ϵ. is process is repeated until both the error margin and mean have converged. While we do not have a proof of the rate of convergence, in our experiments we have observed that it typically converges a er two or three iterations.
Worst-Case Biased Sampling
e sampling method used in Algorithm 1 encodes the assumption that the di erence S * \S is equally likely to be any set. However, it is reasonable to conclude that this is not the case. To illustrate this, we introduce an alternate de nition of the (in)dependence of elements x, ∈ X . Note that this is not the same as the (in)dependence of sets on the matroid M. Using this, we describe the worst-case behaviors for sub-and super-modular functions. D 6. Two elements x, ∈ X are dependent on a matroid M = (X , I) under a function f i ∃T ∈ I, x, T : ∇ f (x, |T ) 1. e set of elements dependent on an element x is wri en D(x).
Submodular. e worst case ratio for a xed solution S occurs when the sequence ofΓ is maximal. Note that the maximal Γ for a submodular function is 1, which occurs when each element ∈ T \S is independent of the root element x. e worst case for submodular functions occurs when every possible sequence is independent of the root. Further, this case is expected to be similar to the optimal, as selection of dependent elements will only cause the marginal gain to decrease. us, we expect that for submodular functions, the optimal is biased towards independent elements. Non-Submodular. For a non-submodular function, there is no upper or lower limit on the value of ∇ f , and thus no limit on Γ.
e maximal sequence consists of each dependent element with ∇ f ≥ 1, followed by independent elements. In the special case of supermodular functions, the worst case is a sequence of dependent elements. What's more: selection of dependent elements with a supermodular weight increases the weight of the selected elements. erefore, we expect that for supermodular functions, the optimal is biased towards dependent elements. No such claim can be made for simultaneously non-submodular and non-supermodular functions.
Moreover, we remark that many datasets are heavily biased towards highly-independent sequences. To see this, suppose that Pr [A ∈ D(B)] = p for random elements A, B. It is clear that even for relatively large p, the probability of randomly sampling a worstcase sequence (i.e. every element dependent on another element) for a supermodular function rapidly approaches zero as k increases, while for a submodular function it approaches 1. As a result, we observe that is necessary to bias the sampling of sequences in order to be er represent the worst-case scenario for varying problems.
We therefore introduce a bias parameter b xing the probability of dependence for the sampling procedure. b = 0 then always produces fully independent sequences corresponding to the worst case for submodular functions, and b = 1 produces fully dependent sequences corresponding to the worst case for supermodular functions. However, for functions that are neither supermodular nor submodular, there is no apparent choice of b. erefore, we estimate the ratio for a range of values on [0, 1].
e r -Gap Ratio
We conclude this section by introducing a corollary that will nd use in our subsequent analysis of the ratio. Recall that in Eqn. 1, our knowledge of r = |S * \ S | is relaxed from complete (knowing r exactly) to none. Suppose instead that the distribution of possible r -values ρ is known. en, we have the following ratio: C 3.1. For a monotone non-decreasing function f de ned on a k-uniform matroid M = (X , I), the greedy algorithm on M maximizing f produces a solution satisfying
where S is the greedy solution, S + is the greedy solution for an identical problem if a k + 1-uniform supermatroid M + of M is well-de ned, S * is the optimal solution on M,Γ(i, S) is an estimator satisfying the following relation:
and the expectation is taken w.r.t. a distribution ρ of values of r .
While at this time we do not have a method of estimating ρ without knowing a set of optimal solutions, this ratio will be valuable for explaining the source of the gap between the Γ (and α) ratio and real-world performance in the next section.
EVALUATION
In this section, we evaluate the Γ ratio on three problems. First, to the submodular problem of In uence Maximization on the IC and LT models. is establishes a baseline, allowing us to examine the behavior of the ratio within the context of an algorithm with known worst and expected case behavior. e worst-case ratio is shown to converge to 1 − 1/e − ϵ, and we explore the factors that lead to this behavior. Further, if we consider a possible distribution of r based on the observed di erences between greedy and exact solutions, we show that this ratio can be improved by nearly 20%.
We next examine two non-submodular problems. First, Robust In uence Maximization: a nonlinear, non-submodular combination of In uence Maximization sub-problems. We show that although theΓ values are very similar to those of SSA for In uence Maximization, the ϵ values reduce the worst-case ratio to 1 − 1/ √ e. Further, this problem is shown to behave like a submodular function with respect to sampling bias. Finally, we examine the Max-Crawling problem, which demonstrates an application of our adaptive ratio. We nd a ratio of nearly 1/2 for this problem under a realistic, non-submodular model of user behavior that is consistent across datasets, and that it exhibits pseudo-supermodular bias behavior. e ratio estimator is implemented in Rust and is available along with all experimental data and supplemental code 4 . For submodular objective functions, we additionally placed an upper bound onΓ(i, G) + ϵ to prevent it from exceeding 1 due to variance. All evaluations are run with δ = 0.95, α = 0.05, β = 0.01. We estimate the ratio for each b = [0, 0.1, . . . 1] and report the worst-case ratio predicted by our method, along with a ratio assuming that all se ings of b and r are equally likely, which encodes a scenario in which we have no knowledge of the optimal solution. For Inuence Maximization, we additionally report exact ratios. Table 1  summarizes our results and Table 2 details the datasets we test on.
Baseline: In uence Maximization
We begin our evaluation by examining the In uence Maximization problem, which asks us to nd a set of users S maximizing the expected number of users activated on a (o en: social) network. P 2 (I M ). Given a graph G = (V , E) and an in uence function σ : 2 V → R mapping seed sets to the expected number of activated nodes, nd
is problem was originally solved directly with a greedy algorithm using Monte Carlo sampling by Kempe et al. [11] . Recently, an alternative phrasing in terms of solving the Maximum Coverage problem on Reverse In uence Samples of the network has come to prominence as a more e cient solution [1] . We estimate the approximation quality of three algorithms for the In uence Maximization problem: Kempe et al. [11] , IMM [24] , and SSA [19] . We use a (1 − ϵ)-approximate solution [16] to establish the true ratio for comparison. Both IMM and SSA are (1 − 1/e − ϵ)-approximate with a probability 1 − δ , where ϵ encodes a user-provided sampling error. In all cases, ϵ is xed at 0.02 and δ = 1/n, where n is the number of nodes in the graph. We use the standard edge weighting scheme of w u = 1/d in ( ), where d in ( ) is the in-degree of . Figures 2-3 show the r -Gap ratio for each method. We nd that the ϵ values are su ciently large to cause theΓ terms to reach the threshold of 1. However, the worst-case ratio remains above the 1 − 1/e − ϵ ≈ 0.61 lower bound in all cases. e plots for the Gr-Qc dataset are substantially similar, and are therefore omi ed. Further, we note that while these plots are similar for each implementation, the observedΓ sequences shown in Figure 4 di er for each: IMM has higher estimates ofΓ, while a er ϵ is included they perform near-identically and both converge to a sequence of 1's. Figure 5 shows the covariance matrix for each ì Γ. Note that the maximal variance is nearly 10x as large as the minimal. However, the computational limitations on estimation of ì ϵ prevent us from exploiting this to construct tighter bounds: running [7] takes anywhere from 180ms to several seconds depending on dimensionality, which quickly becomes impractical given the number of function calls convergence required in our testing. Based on the 1 − ϵ solutions produced by T T ,we note that the gap never exceeds 60 elements. In this case, we can construct a rudimentary estimate of ρ, which gives an r -Gap ratio of at worst 0.723, with a ratio of 0.842 if r is assumed uniform on [0, 60] -both on IMM under the IC model. is is a gain of 18% over the general worst case and of 9% of the general uniform case. We now turn our a ention to the rst non-submodular problem we will consider: Robust In uence Maximization.
is problem extends Prob.2 to a set of potential in uence functions, and asks us to nd a solution that maximizes the minimum fraction of in uence gained. is guards against the worst-case scenario: maximizing for a model σ at the expense of σ , only to ultimately nd σ to be the true model [10] .
. Given a set Σ of in uence functions, maximize the objective
σ ) subject to a cardinality constraint |S | ≤ k, where S * σ is an optimal solution for model σ .
e min term prevents submodularity from holding in general, even if all σ ∈ Σ are submodular. However, it is monotone nondecreasing and the problem forms a uniform matroid, similarly to Prob. 2. In our evaluation, we estimate σ (·) with SSA, using its ratio to estimate the value of the optimal.
Note that it is possible for ∇f to be ill-de ned on this problem: if for a node u, ρ(S ∪ {u}) − ρ(S) = 0, then u has no marginal gain under the current minimum model σ . However, if adding another causes this model to change to σ , then it is possible that ρ(S ∪ {u, }) − ρ(S ∪ { }) 0. To address this, we introduce a small term ζ into the de nition of primal curvature:
Using this de nition, we get that
by the same proof as Lemma 2.1, and a ratio of
a er propagating the ζ term through the proof of eorem 2.4. Figure 6 shows this ratio. e worst case ratio is 0.39 ≈ 1 − 1/ √ e across all bias and r values. Further, we can see in each heatmap that greedy Robust In uence Maximization exhibits pseudo-submodular worst-case behavior with respect to the bias parameter (that is, b ≈ 0 gives the worst-case ratio). Examining Figure 4 we see that it has a similarΓ sequence to SSA. ough this is not surprising given the implementation details, these two facts highlight a strength of our ratio: for scenarios where the worst case can be arbitrarily bad, it describes what we can reasonably expect the behavior to be. In this case, we can reasonably expect using SSA sampling to solve RIM with submodular in uence models will exhibit roughly submodular behavior. While useful, this does come with caveats. Most notably, since this method specializes the ratio to the given data, it may not generalize across datasets.
is limitation is exempli ed by the di erence in ratios for the NetPHY and Gr-Qc datasets. However, we remark that this di erence can also be explained by the di erent in scales of the graph: selecting k elements on Gr-Qc covers a much smaller fraction than on NetPHY, so we may reasonably expect that the f (S + )/f (S) term will be larger. Generalized claims are further inhibited by the di culty of describing the interactions of theΓ sequence and f -ratio, making the general behavior of the ratio di cult to predict as a function of k.
e 1/2-ratio for Max-Crawling
e nal problem we consider is a maximization variant of the MinFriending problem considered by Li et al. [15] , which describes the task of modeling an optimal "socialbot" conducting reconnaissance on a social network. e bot is capable of making friends on the network, and seeks to do so in a sequence which allows it to optimally in ltrate a targeted set of nodes. P 4 (A M C ). Given a partially-known social network G = (V , E), a target set T , an acceptance function α(u | ψ ), and a budget k ∈ Z + , nd an adaptive strategy π such that a er k friend requests the following objective function is maximized:
where F is the set of friends gained by the socialbot, F is the set of friends of u ∈ F , R is a set of edges whose state (existing or nonexisting) is revealed over the course of the a ack, and B * are monotone non-decreasing bene t functions for each.
is problem is adaptive: each step taken depends on the outcome of the previous step (e.g. whether the friend request was accepted, and what edges were revealed). Li et al. proved that when network topology is not a factor in acceptance of friend requests, f avg is adaptive submodular. However, they note this condition does not match observations well, and give an acceptance function ed to data drawn from socialbot experiments on Facebook [2] , termed the Expected Triadic Closure (ETC) model:
where s is the socialbot, N (x) is the set of neighbors of x, and ρ 1 = 0.22806, ρ 0 = 0.18015 are constants. While the greedy algorithm was observed to perform well under this model -even relative to the xed-acceptance model -no approximation ratio was given. Figure 7 shows the ratio obtained for this model. Notably, the ratio is very close to 1/2 even in the worst case, and well above it in the expected case. In contrast to the Robust In uence Maximization problem, Max-Crawling exhibits supermodular behavior with respect to the bias. is shows the importance of considering the bias, as the size of the dependent sets is small (on average about 100 nodes) relative to the overall size of the networks -without biasing the sampling, the worst-case ratio would be o by 10%.
CONCLUSION & FUTURE WORK
In this paper, we presented a method for estimating the approximation ratio of greedy maximization that works transparently for both submodular and non-submodular functions, in addition to a variant supporting adaptive greedy algorithms.
is ratio reduces to at worst 1 − 1/e as k → ∞ for submodular functions, and is shown to provide performance bounds for non-submodular maximization. Using our method, we show that greedily solving the Robust Inuence Maximization problem is at least 1 − 1/ √ e-approximate on common datasets, while greedily solving the Max-Crawling problem with a real-world acceptance model is 1/2-approximate. While we have demonstrated the utility of our technique for understanding the performance of non-submodular maximization, there remains room for further development. Relaxations of the uniformity and monotonicity conditions have found widespread use for submodular functions, and we expect that relaxing them for this ratio would likewise be generally useful. Further, there are two primary avenues by which we foresee improvement of theΓ estimator: be er methods for sampling relevant ì Γ sequences, and be er ways of estimating the error margin ì ϵ. ese two approaches are closely related, and we expect that future work addressing these limitations will not only improve results for non-submodular maximization, but will place this method as a valuable tool for analysis of submodular maximization as well.
A NON-MATCHING ϵ i
A further extension to Algorithm 2 is a method to compute a vector ì ϵ = [ϵ 1 . . . ϵ k ] of error margins. e justi cation for this is straightforward: unless all variables have equal variances, which is exceedingly unlikely, then the ratio will be tighter by allowing those with lower variance to have a correspondingly lower ϵ i . is leads us to the following convex optimization problem:
which can be solved by a number of techniques by employing the method of (Augmented) Lagrangian Multipliers (see e.g. [20] for details) -provided that each gradient can be computed. However, Eq. (4) is di cult to compute. e exact form of this CDF is [7] :
ϵ, and Σ the covariance matrix.
While there is no evaluable closed-form of (5), there is signi cant literature on numerical computation (see [7] and references) which is used both with matching and non-matching ϵ i . Further, if we let a and Σ be constant, the partial derivative
is equivalent to solving the subproblem with the variable
where a i , b i , x i are their respective vectors with the i'th element omi ed and y i is equal to x with x i xed to b i .
P
. To begin, note that the partial derivative w.r.t. b i is constant w.r.t. the rst i − 1 integrals. erefore, without loss of generality we focus on the sub-equation
en, we have the following by the fundamental theorem of calculus
Substituting this back into Φ k we get
, which is equivalent to the statement of the lemma.
erefore, we are able to compute the gradient ∇Φ k in much the same way as we compute Φ k (that is, numerically via [7] ).
B PROOF OF THE ADAPTIVE RATIO
While in [8] , f avg is de ned with respect to policies, we re-de ne it with respect to partial realizations for convenience of notation:
For notational clarity, we also de ne the xed adaptive primal curvature in terms of a single state s ∈ S(j):
. Let ψ ⊂ ψ and ψ → ψ represent the set of possible state sequences leading from ψ to ψ . en the adaptive total primal curvature is Next, we prove ∈ D(u) =⇒ u ∈ D( ) by contradiction. Assume that ∈ D(u) but u D( ). us, we have ∇(u, | T ) 1 for some choice of T , but ∇( , u | T ) = 1∀T . By the above, we have that ∇( , u | T ) = 1 =⇒ ∇(u, | T ) = 1, which contradicts our assumption that ∇(u, | T ) 1. us, if ∇(u, | T ) 1 for some T , then we must also have that ∇( , u | T ) 1 . erefore, ∈ D(u) =⇒ u ∈ D( ).
From this result, and the observation that this relation is re exive (∇(x, x | S) = 0 trivially unless f x (S) = 0), we directly obtain that curvature dependency is a dependency relation.
C.2 Curvature Dependency Does Not Form a Matroid
L C.2. e subset of I de ned as = {T | T ∈ I, x, ∈ T : x ∈ D( )} does not form a (sub-)matroid M = (X , ).
P
. e three conditions of a matroid M = (X , I) are as follows [21] :
(1) ∅ ∈ I (2) If I ∈ I and I ⊆ I , then I ∈ I. (3) If I 1 and I 2 are in I and |I 1 | < |I 2 |, then there is an element e ∈ I 2 \ I 1 such that I 1 ∪ {e} ∈ I.
e rst two conditions clearly hold for the pair (X , ) as de ned in the statement of the lemma. We now show that the third does not by counterexample.
Suppose we have M = (X , I ), X = {a, b, c}, I = 2 X , ⊂ I as de ned above. Now consider a scenario in which D(a) = {c}, D(b) = {c} and D(c) = {a, b}. Note that this satis es Lemma C.1. en clearly {c} ∈ and {a, b} ∈ . However, neither {a, c} ∈ nor {b, c} ∈ . erefore, condition (3) does not hold, implying M = (X , ) is not a matroid and therefore not a sub-matroid of M.
However, as properties (1) and (2) hold we see that this an independence system.
