In this paper, we propose a set of allocation strategies to deal with the multi-armed bandit problem, the possibilistic reward (PR) methods. First, we use possibilistic reward distributions to model the uncer-tainty about the expected rewards from the arm, derived from a set of infinite confidence intervals nested around the expected value. Depending on the inequality used to compute the confidence intervals, there are three possible PR methods with different features. Next, we use a pignistic probability transformation to convert these possibilistic functions into probability distributions following the insufficient reason principle. Finally, Thompson sampling techniques are used to identify the arm with the higher expected reward and play that arm. A numerical study analyses the performance of the proposed methods with respect to other policies in the literature. Two PR methods perform well in all representative scenarios under consideration, and are the best allocation strategies if truncated poisson or exponential distributions in [0,10] are considered for the arms. E[ · l denotes expectation and n; is the number of times arm i has been played by A during the first n plays.
Introduction
The name bandit comes from imagining a gambler playing with K slot machines. The gambler can pull the arm of any of the ma chines, which produces a reward payoff. The multi-anned bandit problem has been at great depth studied in statistics [10] , becoming fundamental in different areas of economics, statistics or artificial intelligence [3, 22, 26, 33, 35] .
A K-armed bandit problem can be defined by random variables X; n for 1 ::: i::: K and n::: 1, where each i is the index of an arm of a ·bandit and n refers to the round of play. Successive plays of arm i yield rewards X; 1 , X; 2 , ... which are independent and identically distributed according to an unknown law with unknown expecta tion µ;. Other variants of the multi-armed bandit problem (bandits with side information, bandits with no stochastic rewards, bandits with a budgeted cost allocations ... ) can be found in the literature, see for example [11, 28, 29, 36, 37] .
A policy, or allocation strategy, A, is an algorithm that chooses the next arm to play based on the sequence of previous plays and obtained rewards.
The goal is to maximize the sum of the rewards received, or equivalently, to minimize the regret, which is defined as the loss compared to the total reward that can be achieved given full knowledge of the problem. The regret of A after n plays can be computed as rewards obtained so far from a given arm. Burnetas and Katehakis [12] proposed an extension to multiparameter or non-parametric models that facilitated the computation of the upper confidence in dex.
Later, Agrawal [ 1] introduced a generic class of index policies termed upper confidence bounds (UCB), where the index can be ex pressed as simple function of the total reward obtained so far from the arm. These policies are thus much easier to compute than Lai and Robbins', yet their regret retains the optimal logarithmic be havior.
From then, different policies based on UCB can be found in the literature. First, Auer et al. [6] strengthen previous results by showing simple to implement and computationally efficient poli cies (UCB1, UCB2 and UCB-Tuned) that achieve logarithmic regret uniformly over time, rather than only asymptotically.
Later, Audibert et al. [5] proposed the UCB-V policy, which uses an empirical version of the Bernshtein bound to obtain refined upper confidence bounds. In [7] the UCB method of Auer et al. [6] was modified, leading to the improved-UCB method, whereas an improved UCB1 algorithm, MOSS, was proposed by Audibert & Bubeck [4] , which achieved the distribution-free optimal rate while still having a distribution-dependent rate logarithmic in the num ber of plays.
Another class of policies under the frequentist perspective are the Kullback-Leibler (KL)-based algorithms, including DMED, K;nJ, KL-UCB and kl-UCB. The deterministic minimum empirical divergence (DMED) policy was proposed by Honda & Takemura [23] motivated by a Bayesian viewpoint for the problem (although a Bayesian framework is not used for theoretical analyses).
In [30] , the K;nrbased algorithm was analyzed by Maillard et al. It is inspired by the ones studied in [12, 271 , taking also into ac count the full empirical distribution of the observed rewards. Later, the KL-UCB algorithm and its variant KL-UCB+ were introduced by Garivier & Cappe [18] . KL-UCB satisfied a uniformly better re gret bound than UCB and its variants for arbitrary bounded re wards, whereas it reached the lower bound of Lai and Robbins when Bernoulli rewards are considered.
New algorithms were proposed by Cappe et al.
[13] based on upper confidence bounds of the arm rewards computed using dif ferent divergence functions. The kl-UCB uses the Kullback-Leibler divergence; whereas the kl-poisson-UCB and the kl-exp-UCB ac count for families of poisson and exponential distributions, respec tively.
Finally, the BESA algorithm was proposed by Baransi et al. [8] . It is not based on the computation of an empirical confidence bounds, nor can it be classified as a KL-based algorithm. BESA is fully non-parametric.
Stochastic bandit problems have been analyzed from a Bayesian perspective, i.e. the parameter is drawn from a prior distribu tion instead of considering a deterministic unknown quantity. The Bayesian performance is then defined as the average performance over all possible problem instances weighted by the prior on the parameters.
The origin of this perspective is in the work by Gittins [19, 20] . Gittins' index based policies are a family of Bayesian-optimal poli cies based on indices that fully characterize each arm given the current history of the game, and at each time step the arm with the highest index will be pulled. In [25] , Gittins' indices for the arms a related to ladder variables for associated random walks.
Another family of algorithms to solve bandit problems is the so-called Thompson sampling (TS), consisting of randomly drawing each arm according to its probability of being optimal. The algo rithm assumes that the arms' distributions belong to a parametric family of distributions P = {p(.10), 0 E 0} where 0�R, it starts by putting a prior distribution on each one of the arms parameters, and at each time step a posterior distribution is maintained ac cording to the rewards observed so far.
Finally, Bayes-UCB was proposed by Kaufmann et al. [24] in spired by the Bayesian interpretation of the problem but retaining the simplicity of UCB-like algorithms. Table 1 shows the main features of the allocation strategies mentioned throughout this section. Regret bound refers to whether or not there is a theoretical analysis proving a regret bound, Op timality points out if there is a reward distribution whose perfor mance is optimal or near optimal, Parametric refers to whether the reward distribution family (Bernoulli, exponential, Gaussian ... ) or only the upper and lower bound values have to be specified, De layed denotes whether or not there are experiments testing strat egy performance for delayed reward in the literature, and Complex ity refers to the computational resources needed to compute the next action.
In this paper, we propose possibilistic reward (PR) methods. PR methods combine the best of upper confidence index poli cies, where the only available information about the reward dis tributions is that they are bounded, and the best of Thompson sampling policies, which offer good performance even in delayed reward conditions. Besides, one of the proposed PR methods out performs other policies in the literature in most of the analyzed scenarios.
The uncertainty about the expected rewards from the arm is first modeled by means of different possibilistic reward distribu tions. Then, we use a pignistic probability transformation borrowed from decision theory and a transferable belief model to convert the possibilistic function into a probability distribution following the insufficient reason principle. Finally, Thompson sampling (TS) tech niques are used to identify the arm with the highest expected re ward and play that arm.
The paper is structured as follows. In Section 2, we describe the possibilistic reward methods. A numeric study is carried out in Section 3 to compare the performance of the proposed policies against the best ones in the literature on the basis of five scenarios for reward distributions. Finally, some conclusions are provided in Section 4.
The possibilistic reward methods
The basic idea of the possibilistic reward (PR) methods is the following: the uncertainty about the arm expected rewards is first modeled by means of possibilistic reward distributions derived from a set of infinite confidence intervals nested around the ex pected value based on Hoeffding's inequalities ( extensions of the Chernoff bound) [15, 21] or their combination with Bernstein's in equality.
Now that the arm expected rewards are upper bounded by means of possibilistic functions, next step is to pick the arm to pull on the basis of that uncertainty. However, we have only an upper bound and not the exact possibility distribution modeling the ex pected reward. Since we do not have any further information, we follow the pignistic probability transformation borrowed from deci sion theory and the transferable belief model [34] . Briefly, the pig nistic probability transformation establishes that when we have a plausibility function, such as a possibility function, and any further decision-making information, we can convert this function into a probability distribution following the insufficient reason principle [17] or consider equipossible to be equivalent to equiprobable.
Finally, Thompson sampling (TS) [14] techniques are used to identify the arm with the higher expected reward and play that arm. For this, we carry out a simulation experiment by sampling from each arm according to their probability distributions. Finally, the picked arm is pulled/played and a real reward is output. Then, the possibilistic function corresponding to the picked arm is up dated and started again. 
The possibilistic reward method based on a Hoeffding's extension of Chernoff bound (PR-1 method)
We shall introduce the algorithm for rewards bounded between [0,1] in the real line for simplicity. The starting point of the method that we propose is a Hoeffding's extension of the Chernoff bound [21] , which provides an upper bound on the probability that the sum of random variables deviates from its expected value, which for [0,1] bounded rewards leads to:
It can be used for building an infinite set of nested confidence intervals, where the confidence level of the expected reward (E[X]) . h .
1 I [ 1 ,_-,n X 1 ,_-,n X ] . 1 2 -2 n c 2 mt emterva = ,iL.. ,t�l t-E, 11 L.. ,t�l t+E 1s -e . Besides, a fuzzy function representing a possibilistic distribution can be implemented from nested confidence intervals [16] :
Consequently, in our approach for confidence intervals based on Hoeffding inequality, the sup of each x will be the bound of min imum interval around the mean ( k I:
That is, the interval with E = I k I:�� 1 Xtx I .
If we consider fl n = k I:�� 1 Xt, for simplicity, then we have:
if O :'.S X :'.S 1 otherwise
Note that n(x) is truncated in [0,1] both in the x axis, due to the bounded rewards, and the y axis, since a possibility measure can not be greater than 1. Fig. 1 shows several examples of possibilistic rewards distributions. Now, we follow the pignistic probability transformation to con vert the possibility function into a probability distribution follow ing the insufficient reason principle In our case, it can be performed by dividing n(x) function by J 0 1 min{1, 1 -e -2 nx(fln-x) 2 }dx (Figs. 1 and 4).
However, further information is available in form of restrictions that allow us to model a better approximation of the probability functions. Since a probability density function must be continuous and integrable, we have to smooth the gaps that appear between points close to O and 1. Besides, we know that the probability dis tribution should be a unimodal distribution around the sampling average fl n , Thus, the function must be monotonic strictly increas ing in [O, fl n ) and monotonic strictly decreasing in (fl n , 1]. We pro pose the following approximation to incorporate the above restric tions:
1. n(x) is transformed into an intermediate function n r (x) as fol lows: (a) Multiply the not truncated original function, 2e-2n x ( fl n-x) 2 , by ½ in order to reach a maximum value 1.
(b) Fit the resulting function in order to have n r( 0) = 0 and 7Tr(1) = O:
1-�/(MI '
otherwise Two exceptions have to be considered. When all the rewards of past plays are 0 or 1, then the transformations to reach n r(0) = 0 or n r( 1) = 0 are not applied, respectively.
2. The pignistic transformation is applied to n r (x) by dividing by Randomly select an arm a; ;
Play the selected arm a; and get the reward X;t; Update n; (x) accounting for X; t;
Sample the expected reward of a; from its P; (x); end Pick the arm with the highest expected reward; t=t+1;
An extension for any real interval [ a, b], together with a parametrized and a dynamic version of the PR-1 method were pro posed in [31 ] . Moreover, a simulation experiment was carried out by sampling from each arm according to the corresponding prob ability distribution to identify the arm with the highest expected reward and play that arm. Five scenarios were considered, account ing for a Bernoulli distribution with very low success probabilities, success probabilities close to 0.5 and success probabilities close to 0.5 and Gaussian rewards; a truncated poisson distribution in [0,10]; and a truncated exponential distribution in [0,10].
In the first three scenarios considering a Bernoulli distribution, PR-1 extensions were the policies with the lowest mean regret and a similar variability to the other policies. BESA was the only policy whose results came close to PR-1 extensions, mainly when consid ering a Bernoulli distribution with very low success probabilities. Besides, PR-1 extensions clearly outperformed the other policies when considering truncated poisson and exponential distributions, respectively.
However, there is a significant risk with these PR-1 extensions [32] . In scenarios other than the above, their regrets might behave polynomially since the lower bound proven by Lai and Robbins [27] could be violated, thus making PR-1 extensions inconsistent.
However, the analyses carried out showed that unlike the PR-1 extensions the original PR-1 ( a = 1) method has a logarithmic asymptotic convergence. Thus, the numerical study performed in Section 4 only accounts for the PR-1 method described in this pa per rather than the parametrized and the dynamic extension pro posed in [31 ] . Finally, it is important to note that a a theoretical convergence has not been demonstrated for PR-1.
The possibilistic reward method based on a second Hoeffding's extension of Chernoff bound (PR-2 method)
We again introduce the algorithm for rewards bounded be tween [0, 1] for simplicity. The starting point now is another Ho effding's approximation of the Chernoff inequality [21] :
Then, we build an infinite set of nested confidence intervals, where the confidence level of the expected reward Thus, the Kullback-Leibler divergence of any distribution can be approximated by the Kullback-Leibler divergence of a binomial dis tribution with p = fln and q = 1p [21 ] . Note that this approx imation leads to tighter bounds than other Hoeffding variations based on linear approximations of the Kullback-Leibler divergence.
Finally, the possibility distribution and, consequently, the upper probability function of our expectation is If the exponential function of the distribution is developed, then z e -n(/ln xl n( $-) + (1-/ln)xl n( lr= §p-)) P(x) = C 1 =;, 2(e -/2n l n/2n X e/ln xl n(x) X e-0-/ln)xl n(l-µn) X e0-/2n )xl n(1-x) r P�)= � =;,
i.e., we have a beta distribution, P(x) = Beta(a, /3), with a = n x fln + 1 and f3 = n x (1 -fl n) + 1.
Note that when the reward arm distribution is a binomial with parameter p, this beta is exactly the a posteriori distribution of Thompson sampling (TS) with a= number of successes+ 1 and beta= number of failures+ 1.
Finally, Thompson sampling techniques are used to identify the arm with the higher expected reward and play that arm. Algorithm 2 synthesizes the allocation strategy. Note that the algorithm yielded by the mathematical develop ment detailed above is, as pointed out in page 39.4 in [2] , equiv alent to a "more direct and natural update of type Beta(a;, f];) to Beta( a; + Xk t, f]; -Xkt )" of the generalization of the Thompson sampling method, demonstrating its theoretical convergence. It is noteworthy that different paths lead to the same conclusion. The performance of this algorithm is compared with other policies in the literature in Section 4. As far as we know, this is the first nu merical study of the performance of this algorithm.
The possibilistic reward method combining the Hoeffding's extension of Chernoff bound and Bernstein bound (PR-3 method)
This method includes Bernshtein's inequality into the possibil ity function construction. Bernstein's inequality [9] for a probabil ity distribution bounded between [O, 1] is as follows: and a-2 is the distribution variance. When using this inequality, the distribution variance is consid ered as additional information, which leads to narrower bounds than in the previous two PR methods. Now, the possibility function is built slightly differently than above: we combine Hoeffding's extension of the Chernoff bound used in PR-2 with the Bernstein bound to assure the lower bound is always used:
n ,a,g� ;i)) l ·
The reason for combining both bounds is that the Bernsteins bound approaches a normal curve with variance na-2 as n in creases. However, at low values of n and values far from the sam ple mean, the Chernoff bound is a better fit.
In most cases, the variance is not known, and an approximation based on a sample variance is used. To do this, we use the same approach as in the UCB-tuned method [6] , where the variance is approximated by an upper bound as follows: a-2 = min( 0 .25, u2 + J-log;� -t ;) l· where u 2 is the sample variance and i; is the confidence level.
Although [6] proposed using i; = e 4 /t, we set its value to 0.95 since we want the upper bound to vary with a high confidence value rather than with the number of iterations.
Besides, the variance of a distribution in [0,1] is never greater than 0.25, which explains the min operator in the above expres sion. When the number of samples is low or the sample variance is high, PR-2 and PR-3 are practically equal since the first term in Eq. (17) corresponding to Hoeffding's extension of the Chernoff bound is lower than the second term, corresponding to the Bern stein bound. However, when we increase the number of samples or decrease the sample variance, the Bernstein bound is used, and PR-3 outperforms PR-2. Now, we follow the pignistic probability transformation to con vert the possibility function into a probability distribution. This could be done by dividing by f 0 1 n r (x)dx, as in PR-1. However, as the with a high number of samples, the Bernshtein approximation is more similar to a normal distribution with mean µ and variance a-;= &n 2 • Without loss of generality,? therefore, we make the fol lowing approximation: we search the beta(s + 1, r -s + 1) distribu tion that best fits a normal distribution with mean µ and variance d°;. To do this, we proceed as follows:
Approximating the beta function by means of the transforma tion of a Taylor series, we have µ = s/r from the first derivate, and a-2 = l'(l-1') from the second derivate. Then, r = � = n� r o-n er and s= r µ . Now, we approximate the variance from the sample variance as follows:
a-2 = min(µ(1 -µ), ; 2 + J-log;� -n l· where 0.25 has been replaced by µ(1 -µ), since the highest vari ance for a given mean occurs when all the elements are Os or 1s (Bernoulli distribution).
With this approach, algorithm performance is the same, but there are gains in ease of sampling and distribution updating as new samples arrive.
When approximating a normal to a beta function, the error in creases whenever the difference between µ and ( 1 -µ) is higher, or the number of samples is low. However, due to the upper bound that we have added to the sample variance, our distribution will begin to differ from the beta distribution in the PR-2 method only when there is a considerable number of samples and a larger dif ference betweenµ and (1 -µ). For example, forµ= 0.1, PR-3 be comes to be more concentrated than PR-2 of sample 185. 
1000
While it is true that the theoretical convergence was not demonstrated for PR-3, the numerical results reported in Section 4, together with the following issues regarding algorithm perfor mance, suggest that its theoretical convergence is more than plau sible. Firstly, PR-3 differs from PR-2 (whose convergence was demonstrated) only when the variance of the rewards is low (lower than µ(1 -µ)).
Besides, the more bounded the probability distribution of PR3 around its sample mean, the greater the probability that the best arm will not be sufficiently exploited. In fact, if there is an initial sequence of samples whose sample means are much lower than the real mean, then TS would have a high probability of classing the sample corresponding to a suboptimal arm as the best. Thus, it will take a long time to sufficiently explore the optimal arm. This could lead to a very high sub-logarithmic regret or in some cases even a polynomic regret. However, this effect is counteracted by the fact that the sequences of samples whose sample means are much lower than the real mean are less likely to occur at lower variances.
Inversely, if the distribution of PR-3 is very bounded for the op timal arm, the logarithmic regret could be lower than the theo retical lower bound proven by Lai and Robbins [27] . making the algorithm inconsistent. The theoretical lower bound is lower, the greater difference there is between the probability distributions of the arms and the optimal arm. The smaller the variance of two distributions with different means, the less similar they are, and the lower the theoretical bound proven by Lai and Robbins is. This suggests that even in situations with low variance this bound is not violated .
The empirical evaluation of the PR-3 method, along the lines reported in [14] for TS, provided in Scenario 5 simulated in Section 4 shows that the theoretical bound proven by Lai and Rob bins is not violated.
Numerical study
In this section, we show the results of a numerical study in which we have compared the performance of the possibilistic re ward methods (PR-1 and PR-3) against other allocation strategies in the literature. Specifically, we have chosen DMED+, KL-UCB, KL UCB+, BESA and Bayes-UCB, since they are the most recent pro posals and outperform other allocation strategies [8, 13, 14, 31 ] . Note that the performance of PR-2 is the same as the TS generalization proposed in [2] . as mentioned at the end of Section 3.2.
We have considered the five scenarios proposed in [31 ] . They can be considered as both the most difficult and the most rep resentative. An experiment consisting on 50,000 simulations with 20,000 iterations each was carried out in the five scenarios. The Python code available at http:/ /mloss.org/software/view/415 was used for simulations, whereas those policies not implemented in that library have been developed by the authors, including DMED+, BESA, PR-1, PR-2 and PR-3.
Scenario 1: 10 anns with Bernoulli distribution and very low expected rewards
This scenario is a simplification of a real situation in on-line marketing and digital advertising. Specifically, advertising is dis played in banner spaces and in case the customer clicks on the banner then s/he is redirected to the page that offers the product. This is considered a success with a prize of value 1. The success ra tios in these campaigns are usually quite low, being about 1%. For this, ten arms will be used with a Bernoulli distribution and the following parameters: [0.1, 0.05, 0.05, 0.05, 0.02, 0.02, 0.02, 0.01, 0.01, 0.01 ].
Note that, in this scenario, the performance of PR-3 is exactly the same as for PR-2 (and TS), since the sample variance is equal to µ(1 -fl) in a Bernoulli distribution, makings= nfl, i.e. the same value as in PR-2.
The 50,000 simulations with 20,000 trials each are carried out. Fig. Ga shows the evolution of the mean cumulative regret (a log arithmic scale is used) across the 20,000 trials of the 50,000 sim ulations for the allocation strategies under comparison. The mean cumulative regret in trial t is computed using the following expres sion where X[J points out whether the arm i is played in trial j in the r-th simulation, and K = 10 arms.
Mean cumulative regrets and standard deviations of the last trial out of the 50,000 simulations are shown in the first two columns of Table 2 . Note that the mean cumulative regrets in Table 2 correspond to the final values achieved by the policies in Table 2 Mean cumulative regrets and standard deviations in scenarios 1, 2 and 3.
Bernoulli (low)
Bernoulli ( Fig. Ga. The three policies with the lowest mean regret are high lighted in bold. We can see that BESA outperforms the other poli cies, followed by PR-2 (TS and PR-3) and DMED+, with a similar value. However, the variability for PR-2 (TS and PR-3) is lower than for BESA and DMED+. Fig. 6b shows the multiple violinplot including the cumulative regrets of the last trial out of the 50,000 simulations. The three policies with the lowest medians match the policies with the low est mean cumulative regrets in Table 2 . Besides, the variabilities in the multiple violinplot also match up with the standard deviations in Table 2 . However, further information about the distribution of the cumulative regrets is provided in the multiple violinplot.
Scenario 2: 10 anns with Bernoulli distribution and medium expected value
In this scenario, we still consider a Bernoulli distribution but now parameters are very similar in the 10 arms and close to 0.5. This leads to the greatest variances in the distributions, where in almost all arms in half of the cases they have a value 1 and 0 in the other half. Thus, it becomes harder for algorithms to reach the optimal solution. Moreover, if an intensive search is not carried out along a sufficient number of iterations, we could easily reach sub optimal solutions. The parameters for the 10 arms under consider ation are: [0.5, 0.45, 0.45, 0.45, 0.45, 0.45, 0.45, 0.45, 0.45, 0.45].
Again, on the same grounds as in Scenario 1, there is no differ ence between the TS, PR-2 and PR-3 methods in this scenario. Fig. 7a shows the evolution of the mean cumulative regret (a logarithmic scale is used) across the 20,000 trials of the 50,000 simulations. Mean cumulative regrets and standard deviations are shown in the two central columns of Table 2 . We find that PR-2 (TS and PR-3), PR-1 and BESA have very similar mean cumulative re grets and clearly outperform the other policies. However, the vari ance for PR-2 (TS and PR-3) and PR-1 is much lower than for BESA.
Looking at Fig. 7b including the multiple violinplot with cu mulative regrets of the last trial of the 50,000 simulations, we find that, as in Scenario 1, the three policies with lowest medi ans match the policies with the lowest mean cumulative regrets in Table 2 . Besides, the variabilities in the multiple violinplot also match up with the standard deviations in Table 2 .
Scenario 3: 10 anns with Bernoulli distribution and Gaussian rewards
In this scenario, Bernoulli distributions with very low expected rewards (about 1% success ratios) are again considered but now rewards are not 0 or 1, they are normally distributed. We can also face this scenario in on-line marketing and digital advertising. As in scenario 1, advertising is displayed in banner spaces and in case the customer clicks on the banner then s/he is redirected to the page that offers the product. However, in this new scenario a cus tomer may buy more than one product, the number of which is modeled by a normal distribution. · · ·· · ·· · · · · · .. · · · · ··· · · · ·· · · · ,,,, ., . ... ······· · ··, ·· .. . ...... An example of this scenario would be the recommendations of a bookmaker, where the different bets to make are recommended. If the customer chooses some, the final amount of money invested in the bet could be normally distributed.
The success ratios in these campaigns are usually quite low, as in scenario 1, being about 1%. For this, the ten arms will be used TS and Bayes-UCB policies are not analyzed in this scenario since both cannot be applied. Although this scenario considers a non-discrete distribution for rewards, the performances of PR-2 and PR-3 methods are very similar since the variances in the arms are mostly low enough to violate the bound µ(1 -µ ). Provided that this bound is not violated, PR-3 behaves in the same manner as PR-2. Fig. Sa shows the evolution of the mean cumulative regret for the allocation strategies. Looking at the evolution of the mean cumulative regrets (see Fig. Sa ) We find that PR-2 (TS), PR-3 and BESA have very similar mean cumulative regrets, followed by KL-UCB+ and DMED+. Mean regrets and standard deviations are Table 3 Mean cumulative regrets and standard deviations in scenarios 4 and 5. shown in the last two columns of Table 2 . As expected, the three policies with the lowest mean regret (highlighted in bold) are PR-2 (TS), PR-3 and BESA, respectively. However, the variance for PR-2 (TS) and PR-3 is again lower than for BESA. Fig. Sb including the multiple violin plot with cumulative re grets highlights the bimodal distribution for BESA. There are many cases with BESA where the second-best arm is confused with the best arm, leading to bimodality. The expected reward is close to 0.2 for the best arm (the seventh arm) and close to 0.15 for the second-best arm (the fourth arm), the difference being close to 0.05. If we multiply that value by 20000 trials, the result is close to 1000, which matches the difference between the two modes.
Scenario 4: 7 anns with a truncated poisson distribution
A poisson distribution truncated in [0,10] is used in this sce nario. It is useful to model real scenarios where the reward de pends on the number of times an event happens or is performed in a time unit, for instance, the number of followers that click on the "I like" button during two days since it is uploaded. The values for parameter a in the poisson distribution for each arm are: [0.75, 1, 1.25, 1.5, 1.75, 2, 2.25].
The variant KL-UCB poisson was also considered for analysis, whereas Bayes-UCB will no longer be considered since both cannot be applied in this scenario. Note that kl-UCB policies do not require the reward upper bound in this scenario, whereas PR methods do need to know of this upper bound beforehand. Fig. 9a shows that KL-UCB poisson clearly outperform the other policies, followed by PR-3 and PR-2 (TS), with a similar variability. Mean regrets in the first column of Table 3 confirm this fact.
Although KL-UCB poisson clearly outperforms the other policies in this scenario, we should take into account that it is based on the assumption that rewards are known in advance to follow a poisson distribution, and this information is consequently leveraged. Fig. 9b shows the multiple violinplot. It draws attention the high variability in the regret values for BESA (see the correspond ing standard deviation in Table 3 ). An explanation of the multi modal distribution of the regret values for BESA (see Fig. 10 ) in this scenario is provided in [31 ] .
Scenario 5: 6 anns with truncated exponential distribution
A truncated exponential distribution is selected in this scenario, since it is usually used to compare allocation strategies in the lit erature. It is used to model continuous rewards, and for scales greater than 1 too. Moreover, it is appropriate to model real sit uations where the reward depends on the time between two con secutive events, for instance, the time between a recommendation is offered on-line until the customer ends up buying. The values for parameter A in the exponential distribution for each arm are: [1, 1/2, 1/3, 1/4, 1/5, 1/6]. Note that again kl-UCB policies do not require the reward up per bound in this scenario, whereas PR methods do need to know this upper bound beforehand. The variant KL-UCB exp was incor porated into the analysis in this scenario, whereas Bayes-UCB can not be applied. Fig. 12a shows that PR-3 is the best allocation strategy, fol lowed by PR-2 (TS), DMED+ and PR-1, respectively. Mean regrets in Table 3 confirm this point. PR-3 is the policy with the lowest mean cumulative regret, followed by PR-2 (TS), DMED+ and PR-1, with a similar variability. Finally, Fig. 11 b shows the corresponding multiple violin plot.
Like [14] , we carried out different simulations in this scenario, accounting for combinations of the number of arms (10 or 100) and the distance 8 between each arm and the optimal arm (0.059 or 0.55) to analyze the asymptotic evolution of PR-2 and PR-3 for a large number of iterations. The aim was to check whether or not the asymptotic convergence for PR-3, whose convergence was not theoretically demonstrated, was empirically better than for PR- 2 (whose theoretical convergence is demonstrated) and does not violate the theoretical bound proven by Lai and Robbins either. Three different simulations were performed. In the first one, we considered 10 arms (k = 10) and the parameter A of the trun cated exponential was 1/6 for the best arm and 1/5 for the others (8 ""0.55). In the second, k = 100 and the same parameters were used in the truncated exponential. Finally, in the third, k = 10 and the parameter A was 1/5.1 for the best arm and 1/5 for the others (8 ""0.059).
Note that a A value around 1/5 lowers the variance and, conse quently, the performances of PR-3 and PR-2 are significantly dif ferent. The results (the mean of 100 simulations) are shown in Fig. 12c .
As a logarithmic scale is used, the lower bound proven by Lai and Robbins is a straight line. Straight lines are associated with PR-3 and PR-2 and, consequently, there is a logarithmic asymptotic convergence. Note that the logarithmic asymptotic convergence for TS has been demonstrated in the literature.
Besides, we can check whether or not the lower bound proven by Lai and Robbins is violated by comparing the slope of the differ ent straight lines. We can see that the slopes for the straight lines corresponding to PR-3 and PR-2 are above the lower bound. Thus, PR-3 and PR-2 do not violate the lower bound proven by Lai and Robbins.
The same experiment was carried out for Scenario 4, accounting for truncated poisson distributions. The findings were the same: there is a logarithmic asymptotic convergence in PR-3 and PR-2, and the lower bound proven by Lai and Robbins is not violated.
Conclusions
In this paper, we propose a set of allocation strategies for the multi-armed bandit problem, the possibilistic reward (PR) meth ods. The basic idea underlying the methods is as follows: the un certainty about expected rewards from the arm is first modeled by means of different possibilistic reward distributions. Then, we follow the pignistic probability transfonnation borrowed from deci sion theory and the transferable belief model. Finally, Thompson sampling techniques are used to identify the arm with the highest expected reward and play that arm.
A numerical study was performed on the basis of five complex and representative scenarios.
In the first three scenarios considering the Bernoulli distribu tion, PR-2 (TS) and BESA were among the best two policies with respect to the mean and the median cumulative regrets. BESA was the best policy for the Scenario 1 and PR-2 (TS, PR-3) for Scenar ios 2 and 3. However, the variability for PR-2 (TS, PR-3) was lower than for BESA in all three scenarios.
Besides, KL-UCB poisson outperforms the other policies in Sce nario 4 considering a truncated poisson distribution in [0,10], fol lowed by PR-3 and PR-2 (TS). However, KL-UCB poisson is based on the assumption that rewards are known in advance to follow a poisson distribution.
Finally, PR-3 is the best allocation strategy in Scenario 5 con sidering a truncated exponential distribution in [0,10], followed by PR-2 (TS), DMED+ and PR-1, respectively, with a similar variability.
In sum, PR-2 (TS) and PR-3 methods perform better or worse than the BESA method depending on the scenario and better than other allocation strategies in the literature considering a Bernoulli distribution. However, the variability of PR-2 (TS) and PR-3 is lower than for BESA. PR-3 is better than other allocation strategies for truncated poisson ( except for KL-UCB poisson) or exponential dis tributions in [0,10].
Note that, while the theoretical convergence is not demon strated for PR-3, the analysis of algorithm performance carried out at the end of Section 3 and the numerical results reported in Section 4 suggest that its theoretical convergence is more than plausible and that the lower bound proven by Lai and Robbins is not violated.
To conclude, we would like to suggest as further research lines the empirical evaluation of the proposed policies in scenarios with delayed rewards and real applications to digital marketing campaigns and web item recommendations. Note that experiments with delayed rewards can only be found for UCB1 and Thompson sampling in the literature, as pointed out in Table 1 .
Additionally, we propose to explore the context multi-armed bandit and uplift modeling. Context multi-armed bandits better re flect the real behavior in web advertisement and recommendation solutions. There are some UCB and Thompson sampling versions addressing this problem in the literature, and it would be inter esting to adapt PR methods and compare their performance. Be sides, the reward is actually an uplift in many real situations, i.e., the difference between the expected reward when a recommenda tion is accepted and the expected reward when the customer chose the same action without any recommendation. To the best of our knowledge this scenario has never been studied within the field of online learning and could produce interesting results.
