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In order to safely move through the environment, visually-guided animals
use several types of visual cues for orientation. Optic flow provides faithful
information about ego-motion and can thus be used to maintain a straight
course. Additionally, local motion cues or landmarks indicate potentially
interesting targets or signal danger, triggering approach or avoidance, re-
spectively. The visual system must reliably and quickly evaluate these cues
and integrate this information in order to orchestrate behavior. The under-
lying neuronal computations for this remain largely inaccessible in higher
organisms, such as in humans, but can be studied experimentally in more
simple model species. The fly Drosophila, for example, heavily relies on
such visual cues during its impressive flight maneuvers. Additionally, it is
genetically and physiologically accessible. Hence, it can be regarded as an
ideal model organism for exploring neuronal computations during visual
processing.
In my PhD studies, I have designed and built several autonomous virtual
reality setups to precisely measure visual behavior of walking flies. The
setups run in open-loop and in closed-loop configuration. In an open-loop
experiment, the visual stimulus is clearly defined and does not depend on
the behavioral response. Hence, it allows mapping of how specific features
of simple visual stimuli are translated into behavioral output, which can
guide the creation of computational models of visual processing. In closed-
loop experiments, the behavioral response is fed back onto the visual stim-
ulus, which permits characterization of the behavior under more realistic
conditions and, thus, allows for testing of the predictive power of the com-
putational models.
In addition, Drosophila’s genetic toolbox provides various strategies for
targeting and silencing specific neuron types, which helps identify which
cells are needed for a specific behavior. We have focused on visual interneu-
ron types T4 and T5 and assessed their role in visual orientation behavior.
These neurons build up a retinotopic array and cover the whole visual field
of the fly. They constitute major output elements from the medulla and have
long been speculated to be involved in motion processing.
This cumulative thesis consists of three published studies: In the first
study, we silenced both T4 and T5 neurons together and found that such flies
were completely blind to any kind of motion. In particular, these flies could
not perform an optomotor response anymore, which means that they lost
their normally innate following responses to motion of large-field moving
patterns. This was an important finding as it ruled out the contribution
of another system for motion vision-based behaviors. However, these flies
were still able to fixate a black bar. We could show that this behavior is
mediated by a T4/T5-independent flicker detection circuitry which exists in
parallel to the motion system.
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In the second study, T4 and T5 neurons were characterized via two-
photon imaging, revealing that these cells are directionally selective and
have very similar temporal and orientation tuning properties to direction-
selective neurons in the lobula plate. T4 and T5 cells responded in a
contrast polarity-specific manner: T4 neurons responded selectively to ON
edge motion while T5 neurons responded only to OFF edge motion. When
we blocked T4 neurons, behavioral responses to moving ON edges were
more impaired than those to moving OFF edges and the opposite was true
for the T5 block. Hence, these findings confirmed that the contrast polarity-
specific visual motion pathways, which start at the level of L1 (ON) and L2
(OFF), are maintained within the medulla and that motion information is
computed twice independently within each of these pathways.
Finally, in the third study, we used the virtual reality setups to probe the
performance of an artificial microcircuit. The system was equipped with a
camera and spherical fisheye lens. Images were processed by an array of
Reichardt detectors whose outputs were integrated in a similar way to what
is found in the lobula plate of flies. We provided the system with several ro-
tating natural environments and found that the fly-inspired artificial system
could accurately predict the axes of rotation.
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DEUTSCHEZUSAMMENFASSUNG
Um sich gerichtet und sicher in der Umgebung zu bewegen nutzen visuell
geleitete Tiere verschiedene visuelle Reize zur Orientierung. Zum einen bie-
tet der durch die Bewegung entstehende optische Fluss ausreichend Infor-
mationen um die Richtung der aktuellen Eigenbewegung zu ermitteln. Zum
anderen deuten lokale Bewegungsreize oder die Wahrnehmung von Land-
marken auf potentiell interessante Ziele hin und können dazu führen, dass
das Tier sich auf die entsprechenden Objekte zubewegt. Dieselben Reize si-
gnalisieren möglicherweise aber auch Gefahr und sollten also zur gegentei-
ligen Verhaltensantwort führen, zur Flucht. Das visuelle System muss dabei
schnell und zuverlässig die Situation bewerten und folglich alle Signale aus
der Umgebung integrieren, daraus eine Entscheidung fällen und letztend-
lich die richtige Verhaltensantwort initiieren. Die Rechenoperationen, wel-
che solchen Verarbeitungen zugrunde liegen, bleiben jedoch in höheren Or-
ganismen, wie zum Beispiel beim Menschen, weitgehend unzugänglich. Sie
können allerdings auch an einfachen Modellen untersucht werden. Die Flie-
ge Drosophila, zum Beispiel, ist eines davon. Während ihrer beindruckenden
Flugmanöver verlässt sich die Fliege auf optische Informationen aus der
Umgebung, ist gleichzeitig allerdings experimentell zugänglich.
In meiner Doktorarbeit habe ich mehrere voll-automatisierte Verhaltens-
apparaturen entworfen und gebaut, welche es erlauben, genaue Messungen
des Laufverhaltens von Fliegen in einer künstlichen virtuellen Umgebung
durchzuführen. Hier sind open-loop und sowie closed-loop Experimente
möglich: In open-loop Experimenten ist der visuelle Stimulus klar definiert
und unabhängig von der Verhaltensantwort. Damit lässt sich genau ermit-
teln, wie eine bestimmte Eigenschaft eines visuellen Reizes in ein Verhal-
ten übersetzt wird. Aus solchen Beziehungen lassen sich Computermodelle
der visuellen Verarbeitung genieren. In closed-loop Experimenten hingegen
wird die Verhaltensantwort auf den visuellen Reiz rückgekoppelt. Dies lässt
Studien des Systems unter natürlicheren Bedingungen zu und kann benutzt
werden um die Vorhersagekraft der Modelle zu testen.
Weiterhin bietet Drosophila eine unglaubliche Vielzahl von genetischen
Manipulationsmöglichkeiten. Diese ermöglichen ein gezieltes Ausschalten
von bestimmen Nervenzelltypen, womit man deren Notwendigkeit für ein
bestimmtes Verhalten untersuchen kann. Ich habe mich auf die Charakteri-
sierung von visuellen Interneuronentypen T4 und T5 konzentriert um de-
ren Rolle bei visuellem Orientierungsverhalten zu ermitteln. Diese Zellen
bilden eine retinotope Struktur und decken das gesamte visuelle Feld der
Fliege ab. Sie sind wesentliche Ausgangselemente der Medulla und werden
seit langem für wichtige Elemente des Bewegungssehsystems gehalten.
Diese kumulative Dissertation besteht aus drei veröffentlichten Studien:
In der ersten Studie habe ich sowohl T4 als auch T5 Zellen blockiert und
gefunden, dass solche Fliegen vollständig blind für jede Art von Bewegung
waren. Insbesondere waren die Fliegen nicht mehr im Stande eine optomoto-
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rische Reaktion auszuführen, also der Bewegung eines Großfeldmusters zu
folgen. Dies war ein wichtiges Ergebnis, da es zeigte, dass es kein anderes,
möglicherweise redundantes System für die Verarbeitung von Bewegungs-
reizen gibt. Allerdings waren diese bewegungsblinden Fliegen immer noch
in der Lage einen schwarzen Balken zu fixieren. Ich konnte zeigen, dass
dieses Verhalten auf einem T4/T5-unabhängigen System beruht, welches lo-
kale Helligkeitsänderungen erkennt und welches parallel zum Bewegungs-
sehsystem implementiert ist.
In der zweiten Studie wurden die T4 und T5 Neuronen im Zwei-
Photonen-Mikroskop charakterisiert und es wurde gefunden, dass diese
Zellen bereits richtungsselektive Antworten aufweisen, deren Tuningeigen-
schaften (Muster Orientierung und zeitliche Kontrastfrequenz) sehr denen
von richtungsselektive Zellen in der Lobula Platte ähneln. Weiterhin rea-
gierten die Zellen spezifisch für Kontrastpolarität: T4 Neurone reagierten
selektiv auf die Bewegung von hellen Kanten (ON), während T5 Zellen
auf die Bewegungen von dunklen Kanten (OFF) reagierten. Als wir die
Zellen genetisch blockierten waren entsprechende Defizite im Verhalte
offensichtlich: Blockierten wir T4 Neurone, war die Verhaltensantwort auf
helle Kanten mehr beeinträchtigt als auf dunkle Kanten, und beim T5
Block war dies genau umgekehrt. Diese Arbeit liefert also weitere Hinweise
darauf, dass die Aufspaltung des Bewegungssehsystems in spezifische
Kanäle für Kontrastpolarität, welche auf der Ebene der Lamina bei L1
(ON) bzw. L2 (OFF) beginnt, bis zu T4, bzw. T5 Zellen aufrechterhalten
wird. Die Berechnung der Richtungsselektivität sollte also zweifach und
kanalspezifisch zwischen L1 und T4, bzw. zwischen L2 und T5 stattfinden.
In der dritten Studie war ich am Testen eines Mikroprozessors beteiligt.
Das System wurde mit einer Kamera und sphärischen Fischaugenlinse aus-
gestattet, die Bilder von einem Feld von Reichardt Detektoren analysiert
und deren Ausgabewerte wurden so verschalten, wie man dies in der Lobu-
la Platte der Fliege vorfindet. Das System wurde in der Mitte einer virtuel-
len Umgebung befestigt. Wir zeigten verschiedene virtuelle Räume, welche
entlang unterschiedlicher Drehachsen rotierten und fanden, dass das künst-
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When we move through the environment, our nervous system performs
rapid and precise computations in order to transform the varying sensory
signals from the outside world into a meaningful internal representation.
In the case of vision, this means that light enters our eyes and is directed
onto the retina stimulating photoreceptors. This initiates a biochemical and
electrical cascade and information processing by the neuronal networks in
the retina and deeper brain structures. Eventually, some neurons in the
brain will respond specifically to certain, potentially complex, features. For
example, such complex features can be motion of the complete field of
view which signals an involuntary deviation from a desired path. Hence,
direction-selective neurons can be used to trigger an appropriate course cor-
rection maneuver. On the other hand, neurons responding to the orientation,
shape or speed of an object can signal an interesting target or an enemy and
could evoke a directed modification of the current course.
Importantly, any behavioral action in response to such stimuli alters the
visual scene and, therefore, the brain has to update its representation. This
stimulus-response loop creates an infinite number of fascinating questions
which we are studying in the field of visual systems neuroscience: How do
photoreceptors work? How is direction-selectivity computed? What are the
neuronal networks that extract the relevant features from a complex visual
scene? How does the nervous system orchestrate behavior? What are the
differences and similarities between different species?
However, the human brain with its 1011 neurons, intricate connectivity
and network plasticity is far too complex to approach and answer such ques-
tions at a satisfying level of detail. Instead, simple organisms such as worms,
flies, fish or mice are better systems which are not only far less complex but
also offer various tools for experimentally accessing and manipulating brain
functions.
1.2 drosophila as a model organism
Originally introduced to the laboratory by William Castle in 1901
(Greenspan, 2008), Drosophila had its breakthrough when Thomas Hunt
Morgan (Morgan, 1910) discovered the white gene which allowed him
to link Gregor Mendel’s theories of inheritance to a cellular structure,
the chromosome. This finding opened the gates for modern genetics
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and Drosophila quickly became a standard model organism for genetics,
development, behavior, learning, and for the study of neuronal circuits.
The use of Drosophila in the lab offers several advantages: They are small,
easy to breed, clean, harmless, they have a short generation time of about
10 days and don’t raise ethical concerns (Jennings, 2011). Their brains are
rather simple and consist of about 300 000 neurons with mostly genetically
hard-wired development (Simpson, 2009). Yet, Drosophila has a sufficiently
complex behavioral repertoire (Borst, 2013; Dickson, 2008). These facts, as
well as the large variety of genetic tools for selective cellular manipulations,
combined with today’s technologies for neurophysiology make Drosophila
ideal for the study of neural circuits in vision.
1.3 fly visual behaviors
Some of the most intriguing features of flies are their breathtaking aerobatic
maneuvers during flight. For example, when a male house fly chases its
female mating partner, it experiences turning speeds around its body axis
of more than 2500 ◦ s−1 and up to 65 cm s−1 in forward velocity (Land and
Collett, 1974). During this amazingly virtuosic flight, the fly must quickly
compute the direction of motion of the surround, determine the position of
the female and use this information to precisely control its wing and body
movements in order to eventually succeed in the mating attempt.
In order to understand the mechanisms underlying this superposition of
complex behaviors, flies have long been studied in a controlled laboratory
environment. Naturalistic behavior is inherently closed-loop, meaning that
a visual stimulus elicits a behavioral response that, in turn, alters the stimu-
lus. As this situation makes it difficult to reveal the mechanisms underlying
any sensory processing, behavioral studies in the lab are often done in open-
loop configuration where the behavioral response can be measured directly
as function of the stimulus and without the behavior affecting the stimulus.
This approach has led to a separation of fly visual behaviors into several
groups, which has permitted precise investigation of each type of behavior
and has accumulated detailed knowledge about their neuronal implementa-
tions. Yet, little is known about the ecology of Drosophila in the wild, which
sometimes makes it difficult to interpret a certain behavioral response stud-
ied solely in the lab (but see Dickinson, 2014).
1.3.1 Optomotor response
In a naturalistic environment, full-field rotatory motion implies a deviation
from a straight course. Most seeing animals respond with a following re-
sponse of their body, head or eyes, a behavior often referred to as optomotor
response. Such full-field rotatory motion cues occur under multiple circum-
stances. In the case of a flying fly, a gust of wind might push the fly to the
left, which results in a rightward motion stimulus. A syn-directional turn-
ing response would compensate for this involuntary movement and would
bring the fly back on course. But such course deviations may also result










































Figure 1: Insect visual behaviors. (a) Cholorphanus on a “Y-maze” globe. (b) Flying
Drosophila on a torque-meter. (c) Walking Drosophila on an air-suspended ball. (d)
Setup for free flight experiments. (e) Optomotor behavior in response to clockwise
and counterclockwise rotation of a full-field pattern. (f) Fixation response. The fly,
in control of the azimuthal position of a single black bar, stabilizes the object in its
frontal visual field. (g) Free flight trajectories of a single fly when the surround is
stationary or rotating. a modified from Hassenstein (1991), b taken from Buchner
and Wu (2009), d and g taken from Mronz and Lehmann (2008), e and f modified
from Bahl et al. (2013). Photo in c taken by Robert Schorner (MPIN).
from unbalanced forces during behavior. For example, one of the wings
might be slightly stronger than the other or one leg could be weaker than
the other legs, which would lead to a constant turning bias during flight or
walking. The optomotor response counteracts such a bias, and hence, it can
generally be considered as a course stabilizing visual feedback system.
The first steps to investigate the mechanisms of this course control system Devices for open-loop
studiesin insects were performed by Bernhard Hassenstein and Werner Reichardt
(Hassenstein, 1951; Hassenstein and Reichardt, 1956): In their experiments,
they took the beetle Cholorphanus and placed it on a straw-made “Y-maze
globe” on which the animal could walk freely even though it was tethered
to a rod (Fig. 1a). When they stimulated the animal with a rotating cylinder,
they observed a robust turning of the beetle in the direction of pattern rota-
tion. Hassenstein and Reichardt realized that in order to do so, the beetle
must be able to compute the direction of motion and that this is a non-trivial
operation. With a set of clever simplifications of the stimulus they were able
to design a simple model for motion detection which became known as the
Hassenstein-Reichardt correlator (HRC), or as the Reichardt detector.
Moreover, these experiments laid the ground for a new systematic way of
thinking in biology and encouraged many talented physicists and engineers
to develop a variety of sophisticated devices in order to systematically dis-
sect orientation behavior in insects. One of the key inventions was the so
called torque-meter, a device which could amplify the force of the turning
tendency of a tethered flying fly and which allowed a more precise investi-
gation of the optomotor response for rotation along the vertical (yaw) body
axis (Fermi and Reichardt, 1963; Götz, 1964) (Fig. 1b,e). The technique was
then refined in order to measure responses for rotations along the transverse
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(pitch) and longitudinal (roll) body axis with similar results (Blondeau and
Heisenberg, 1982). Later, it became possible to measure the difference be-
tween the two wing beat amplitudes during flight, which turned out to be a
precise measure of the behavior as well (Götz, 1987). Moreover, flies not only
turn their body in response to a moving pattern, they also follow rotations
by head movements, making the head yet another indicator of optomotor
behavior (Hengstenberg, 1988).
Walking flies in open-loop were first measured on a tread compensator
with tremendous technical effort: A miniature metal sledge was attached
to the fly. The fly was then allowed to walk freely on a big sphere while
the movement and orientation of the sledge could be detected by a differen-
tial transformer. This signal was then used to control a set of servo motors
which rotated the ball such that the fly would keep its position and orienta-
tion no matter where it walked and turned (Götz and Wenking, 1973). The
study of walking flies was then simplified greatly by placing a tethered fly
on a small air-suspended ball whose rotational axis could be detected opti-
cally (Buchner, 1976), a technique which is still used in today’s open-loop
fly walking assays (Lott et al., 2007; Seelig et al., 2010) (Fig. 1c).
All these devices and different behavioral modalities have provided a co-Properties of the
optomotor response herent picture of the dynamics of the optomotor response in flies (Borst et al.,
2010). 1) Flies turn in the direction of pattern movement. 2) The response
becomes stronger with increasing contrast. 3) If presented with a sinusoidal
grating which moves at different velocities (v) the response of the fly in-
creases until a velocity optimum is reached, then it decreases again. 4) The
velocity tuning curve is shifted to higher velocities when the pattern wave-
length (λ) becomes larger, i.e. the response of the fly depends on temporal
frequency (f = v/λ) rather than speed.
The optomotor response has also been studied in freely moving flies. FirstFreely behaving flies
walking experiments were done by Götz (1970) where groups of flies were
placed in transparent tubes and stimulated with a translatory cylinder. Sur-
prisingly, flies did not walk in the direction of the moving pattern, as would
have been expected from the optomotor response, but rather against it. This
apparent conflict between the open- and closed-loop optomotor response
was then later investigated in detail by Götz (1975) and explained by a su-
perposition of the given motion stimulus with self-initiated rotatory and
translatory optic flow. The idea of placing large groups of flies in a trans-
latory environment in order to probe their optomotor abilities has recently
been revived (Zhu et al., 2009). Freely flying flies are much more difficult
to study, yet, recent high-speed cameras allow tracking of flight trajectories
under controlled visual stimulation and confirm that motion cues lead to a
constant following reaction and a curved flight path also during naturalistic
behavior (Mronz and Lehmann, 2008) (Fig. 1d,g).
1.3.2 Fixation response
Flies not only orient based on the full-field rotation of the surround. TheyClosed-loop fixation
experiments also use visual landmarks for finding their way through complex environ-
ments or for heading towards an object of interest. Similarly to the opto-
motor response, fixation behavior has been studied extensively in the lab.
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Reichardt and Wenking (1969) extended the torque-meter system such that
it could be used to instantaneously control the position of a black bar in
the surround of the fly. This setup made artificial closed-loop experiments
possible. It turned out that flies reliably bring the bar to the front and keep
it there (Fig. 1f). Under these well-controlled conditions, it became possible
to systematically dissect the behavior. When using a rotating stripe in open-
loop, Reichardt (1973) realized that progressive (front-to-back) bar motion
elicits a stronger turning response than regressive (back-to-front) bar mo-
tion, which introduces a turning bias towards the bar and would bring it to
the front in a closed-loop fixation experiment.
This finding initiated a detailed theory of pattern-induced orientation and Fixation mechanism
it turned out that the apparent asymmetry could be explained by a super-
position of two systems: one symmetric motion system which computes
the direction of stripe motion and which initiates a syn-directional turn-
ing response and a separate position system which determines the location
of the stripe and elicits turning towards it (Poggio and Reichardt, 1973).
The latter system was later attributed to a tendency to turn towards local
flicker (Pick, 1974, 1976). Other studies have argued against the hypothesis
that the response asymmetry originate from flicker responses and that it is
rather an intrinsic property of motion vision (Wehrhahn, 1981; Wehrhahn
and Hausen, 1980). In contrast, more recent work has investigated the de-
tailed steering dynamics of flying flies during figure-ground discrimination
and concluded that fixation behavior and motion rely on separate process-
ing streams (Aptekar et al., 2012). However, flies were shown to operantly
learn a fixation strategy even if their torque is coupled incorrectly to the
stripe position (Heisenberg and Wolf, 1984; Wolf and Heisenberg, 1986),
and hence, fixation behavior might not necessarily need to be a reflex and
might therefore not be accessible in open-loop experiments.
Fixation behavior has also been studied in freely walking and flying flies. Freely behaving flies
Wehner (1972) developed a cylindrical arena where flies could walk freely
and interact with a pattern or with one or more stripes on the walls. When
two stripes were close together (less than 65◦), flies preferred the sector in
between. When the stripes were separated by larger angles, either one of the
stripes was fixated (Horn, 1978; Horn and Wehner, 1975). This was true for
a black stripe on a white background as well as for bright stripes on a dark
background. Further separation of the stripes by 180◦ led to robust back
and forth walking and flies alternated between fixation and anti-fixation
(Bülthoff, 1982; Bülthoff et al., 1982; Götz, 1980). This scenario became popu-
lar as “Buridan’s paradigm”, named after the French philosopher Jean Buri-
dan who formulated a paradox of free will: An equally hungry and thirsty
donkey is placed between a bale of hay and a bucket of water and dies
because it cannot decide between the two equally attractive nutrients.
Fixation behavior of freely flying flies has been studied in an arena with
a central elongated vertical bar and multiple high-speed cameras on top
tracking the detailed flight path of the fly (Maimon et al., 2008). Interestingly,
the behavior depended on the length of the bar: A long bar was attractive
and flies circulated around it in close proximity while flies avoided the bar
if it was short.
6 introduction
1.3.3 Landing and escape response
A quickly expanding visual scene or an approaching object are good indi-
cators of an imminent collision, and controlled landing or directed escape
are essential for animal survival. The landing response of flies was first
systematically analyzed by Goodman (1960) who designed a sophisticated
apparatus to either move a dark disk towards a tethered fly or to show a dis-
tant disk with decreasing luminance. The flies responded with a stereotypic
pattern of leg movements when the disk approached and positioned their
legs in a well-controlled manner once the disk was near enough. However,
this also happened when the luminance of a non-moving disk was quickly
reduced, indicating that the landing response depends on local luminance
change rather than motion.
Later, Borst (1986) investigated the detailed time course of the behavior forVisual cues for the
behavior different kinds of visual stimuli. He found that the landing response, once
initiated, always follows the same dynamics and that the response latency
depends on the properties of the visual stimulus. Expansion avoidance re-
actions were observed in flies presented with patterns of fast expanding
optic flow. A quantification of the behavior revealed that the latency for the
landing response depends on contrast, spatial wavelength and speed of the
pattern in a similar fashion as has been found for the optomotor response.
Thus, the landing response relies on similar or even the same mechanisms
as motion vision (Borst and Bahde, 1986). When the focus of expansion was
shifted to locations other than in the frontal field of view, flies responded
differently: Instead of performing a landing response, they robustly turned
away from the focus of expansion with amplitudes even larger than those
found for rotatory motion stimuli (Tammero et al., 2004). However, when a
vertical bar was placed in the center of expansion, flies tolerated the stimu-
lus and even turned towards the center of expansion (Reiser and Dickinson,
2010).
In order to study escape responses under more natural conditions, fliesFreely behaving flies
were placed on a platform and filmed while they were stimulated with a
rapidly approaching dark dot (Card and Dickinson, 2008). This experiment
revealed an elaborate motor planning and a directed jump away from the
region of potential danger. Similar responses were found during free flight
(Muijres et al., 2014): Whenever a fly passed a cross of two IR lasers in the
center of an area, a quickly enlarging disk was presented while monitor-
ing the behavior at 7500 fps. Flies responded with rapid directed banked
turns, a maneuver that consists of a fast body rotation followed by an active
counter-rotation and requires just a few wing strokes.
1.3.4 Other visual behaviors
Freely walking and flying Drosophilae have an innate preference for light.Phototaxis and color
vision Because this robust phototactic response requires only a single lamp for
stimulation, it was one of the first fly behaviors studied in the lab (Carpenter,
1905). Later, flies were given the chance to choose between two sources of
light of different spectral compositions, which revealed that they are able to
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discriminate colors covering the visual spectrum from green to UV, but with
a preference for UV (Schümperli, 1973).
Color vision, in the classical sense, relies on the ability of the animal to
distinguish light of different spectral compositions independently of inten-
sity. In order to prove color vision for Drosophila, Menne and Spatz (1977)
designed a learning essay in which flies could be conditioned differentially
to yellow and blue lights of the same intensities. It was found that flies
were able to discriminate the colors later in the test. Conversely, flies nei-
ther respond with an optomotor response when the moving pattern con-
sists of stripes of different colors which are matched in their intensities
(Yamaguchi et al., 2008), nor are they able to fixate an edge between two
intensity-matched colored areas (Y. Zhou et al., 2012).
Besides having a certain intensity or color, light can vary in its degree Polarization vision
of polarization, which is yet another kind of information that animals, es-
pecially insects, utilize for navigation (Wehner, 2001). In nature, polarized
light is created under several conditions: When unpolarized sun light enters
the sky, it interacts with the molecules in the atmosphere and scatters in
various directions. Light remaining on a straight line from the sun stays un-
polarized. Yet, when it scatters perpendicularly it becomes polarized. This
creates a vector field of concentric circles around the straight line from the
sun, providing a celestial compass for orientation. Moreover, if unpolarized
light is reflected from shiny surfaces, such as a lake, the reflection at certain
angles becomes polarized, which could be a potential cue for finding water.
Drosophila can make use of both kinds of polarization cues as it robustly
aligns with the electric vector of the polarized light in the lab (Velez et al.,
2014; Wernet et al., 2012; Wolf et al., 1980) as well as in authentic outdoor
experiments (Weir and Dickinson, 2012). Generally, polarization vision can
considered extremely relevant for navigating in resource-poor environments
as it allows traveling long distances on a direct path.
1.4 mapping and manipulating neuronalcircuits
During the past hundred years of Drosophila research, a variety of tools have
been developed which have equipped Drosophila researchers with a very
powerful armory that is increasingly used to map and manipulate the neu-
ronal circuits controlling a variety of visually-guided behaviors (Simpson,
2009).
1.4.1 Neurogenetics
After Morgan (1910) had established that genetic information is located on Mutagenesis
the chromosomes Drosophila became a genetic workhorse. Large numbers
of mutant flies could be created by treating flies with x-rays Muller (1928)
or with chemicals such as ethyl methanesulfonate (EMS) (Alderson, 1965).





Figure 2: Fly genetics. (a) Gal4-UAS system. A fly (here the male, left) from the
driver line carries the gene for the transcription factor Gal4 which is expressed only
in a specific subset of neurons. Another fly (here the female, right) carries the effector
gene X whose transcription requires activation via Gal4. Their offspring will express
gene X in the desired neuronal subset. (b) GFP expression pattern of T4/T5-Gal4. (c)
Shibirets is a temperature-sensitive mutated form of dynamin. When expressed in
neurons, it blocks cellular output at elevated temperatures. a taken from St Johnston
(2002), b taken from Schnell et al. (2012), c taken from Borst (2009).
named according to their behavioral deficits and their anatomical abnormal-
ities.
A classical behavioral screening approach was developed by Seymour
Benzer (Benzer, 1967): He designed a countercurrent device which allowed
him to separate large groups of mutant flies according to their ability to
perform phototactic behavior, a strategy which proved to be ideal for behav-
ioral phenotyping. The approach was later generalized to more complex
visual behaviors, including the optomotor and fixation response, and it be-
came possible to causally link these behaviors to certain groups of neurons
in the fly brain (Heisenberg and Götz, 1975; Heisenberg et al., 1978).
The biggest step towards more directed circuit manipulation happenedGal4/UAS System
when it became possible to insert transposable pieces of DNA (P-elements)
into a random location of the genome of Drosophila (Rubin and Spradling,
1982). The piece of DNA, a transgene, could end up in a genomic region
that is translated only in a subset of neurons and consequently, it would
only be expressed in this neuronal subpopulation. Brand and Perrimon
(1993) used this approach and inserted a P-element containing the yeast
transcription factor gene for Gal4 in the genome of Drosophila, resulting in a
fly strain expressing Gal4 only in a subset of neurons (driver line). Gal4 has
no molecular partner in the fly and therefore has no effect on the function
of the cells in which it is expressed. In another fly, they inserted a P-element
containing an upstream activation sequence (UAS) followed by a certain
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gene of interest (reporter or effector line). This gene sequence is available
in every cell in the fly but it is never translated as the fly does not have the
appropriate transcription factor.
However, the situation changes if driver and reporter lines are crossed:
In the offspring, Gal4 can bind to UAS and initiate the transcription of the
desired gene in a defined subset of neurons (Fig. 2a). Given a specific driver
line, the huge advantage of using such a binary expression system is that al-
most any protein can be expressed in virtually any group of neurons. As the
success of the Gal4-UAS system relies on the abundance of specific driver
lines, large libraries have been established which allow efficient search for
expression patterns of interest (for example, see Jenett et al., 2012). Recently,
it has become possible to significantly improve how transgenic fly lines are
created. First, directing the transgene to dedicated locations in the genome
ensures that the insertion will not disrupt important other genes and that
it can be efficiently transcribed (Pfeiffer et al., 2010), and second, chaining
multiple UASs allowed boosting transgene expression levels by as much as
20-fold (Pfeiffer et al., 2012).
The specificity of the Gal4 expression pattern can be further enhanced Intersectional
strategiesby applying several intersectional strategies (Venken et al., 2011). One of
them is to split the Gal4 protein into its two functional components, the
DNA binding-domain (DBD) and the activation domain (AD) and to create
independent driver lines for each (Luan et al., 2006). This results in differ-
ent expression patterns for the Gal4-DBD and Gal4-AD driver lines but if
they are brought together, functional Gal4 will reconstitute only in the re-
gion where both lines have overlapping expression patterns. Further, it is
possible to use a flip-out technique in which a stop codon right after the
UAS sequence prevents the translation of the transgene. The stop codon is
marked with a certain base sequence, the FRT site, which allows a temper-
ature sensitive flippase to recognize and remove it, leading to a mosaic-like
expression pattern (Golic and Lindquist, 1989).
Moreover, Gal80 has been used to effectively suppress transgene expres-
sion during development. Gal80 is another yeast-specific protein which
binds to the transcriptional activation domain of Gal4 and inhibits its ac-
tivity. The gene for Gal80 has been placed under the control of Drosophila’s
ubiquitous tubulin promotor, allowing pan-neuronal expression. Thermo-
unstable forms of tubulin Gal80 exist which lose their inhibitory effect on
Gal4 when the temperature is mildly increased (McGuire et al., 2003). Hence,
Gal4 activation of the UAS domain and the expression of the desired effector
protein can be triggered at any time point during development. Similarly
to the concepts developed for the Gal4/UAS system, targeted transgene ex-
pression can be achieved by using the LexA/LexOP system or the Q system.
In the former, LexA from the driver line binds to the LexA operator (LexOp)
(Lai and T. Lee, 2006) while in the latter, the activator QF binds to the QF
upstream activating sequence (QUAS) (Potter et al., 2010). A combination
of these systems with the Gal4/UAS system allows expression of different
genes in distinct neuronal subpopulations.
Various reporter and effector lines exist which can be grouped according Important reporters
and effectorsto their scope of application, namely visualizers, indicators, blockers and
activators. The most important visualizer is the green fluorescent protein
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(GFP) (Chalfie et al., 1994) because it is essential for the initial characteriza-
tion of the Gal4 expression pattern of the driver line (Fig. 2b).
Indicators are proteins which change their florescence depending on the
internal state of the cell and can be used to assess neuronal activity with
imaging. Genetically-encoded calcium indicators depend on the intracellu-
lar calcium level and thereby provide an indirect measure of neuronal activ-
ity. Various such indicators exist (TN-XXL, for example; Mank et al., 2008)
but the currently most widely used ones are a set of GCaMPs (Nakai et al.,
2001) which offer a superb signal-to-noise ratio and are constantly improved
(Akerboom et al., 2012; Chen et al., 2013). However, assessing neuronal ac-
tivity via GCaMPs has two significant disadvantages: First, calcium levels
in the cell build up and decrease slowly. Hence, even the currently fastest
GCaMP6f variant achieves only rough single AP resolution. Second, hy-
perpolarization might not be detectable as in this case calcium levels remain
largely unchanged. Here, genetically-encoded voltage indicators might help
in the future (Cao et al., 2013).
In order to assess the functional roles of a neuron in the circuit, a long list
of blockers exists. One strategy is to cause genetically controlled cell death
through expression of cell toxins such as Ricin which irreversibly inhibits
protein synthesis (Hidalgo et al., 1995) or genes such as hid which inter-
feres with the cellular machinery for apoptosis (Grether et al., 1995). One
of the first potent tools for blocking neuronal transmission without killing
the cell was Tetanus Toxin Light Chain (TNT). TNT cleaves the synaptic
vesicle protein synaptobrevin which is necessary for synaptic vesicle release.
Hence, cells lose their ability to signal activity to their postsynaptic part-
ners (Sweeney et al., 1995). Another prominent tool for silencing neuronal
output is shibirets which is a dominant-negative thermo-unstable form of
dynamin, a protein that is an essential element of the vesicle recycling ma-
chinery (Kitamoto, 2001) (Fig. 2c). When shibirets is expressed in a neuron,
synaptic transmission is intact as long as the temperature remains below
29 ◦C (permissive). However, above 29 ◦C (restrictive) vesicle recycling stops
working, which leads to neurotransmitter depletion and hence defective
synaptic transmission. The effect of shibirets can be reversed by lowering
the temperature again. This conditional property makes shibirets an ideal
tool for the study of the functional significance of defined neuronal subsets
independently of developmental effects likely to be caused by other effec-
tors. Neurons can also be manipulated by introducing ion channels. For
example, a neuron can be silenced by expression of an inward rectifying
potassium channel Kir that constantly hyperpolarizes the cell (Baines et al.,
2001).
Alternatively, it is possible to activate a cell by introducing a cation chan-
nel such as TrpA1 (Hamada et al., 2008). TrpA1 is temperature-dependent
and opens reversibly beyond 26 ◦C, which provides temporal control of neu-
ronal activity via temperature regulation.
An alternative approach for manipulating neuronal activity is the use ofOptogenetics
optogenetics where genetically expressed light-gated ion channels are vi-
sually stimulated with high temporal precision (for a review, see Fenno et
al., 2011). One of these is Channelrhodopsin-2 (Chr2), a light-gated cation
channel (Nagel et al., 2003), which can effectively depolarize neurons upon
illumination with blue light (Boyden et al., 2005; Nagel et al., 2005). These
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channels are intensively studied and constantly improved, and variants with
distinct light absorption spectra exist (for example, red-shifted ReaChR or
Chrimson; Inagaki et al., 2014; Klapoetke et al., 2014) as well as bistable
forms which can be rapidly switched between the open and closed state
by short pulses of light (Berndt et al., 2009). Recently, directed mutations
in the gene for Channelrhodopsin-2 generated blue-light-sensitive chloride
channels which can efficiently hyperpolarize neurons and inhibit spiking
(Berndt et al., 2014; Wietek et al., 2014). Such channels are promising tools
and they appear to be superior to halorhodopsins, yellow light-gated chlo-
ride pumps, which have been used for optical shunting of neural activity
(Gradinaru et al., 2008).
1.4.2 Neuroanatomy
An important prerequisite for understanding of how neuronal circuits oper-
ate is detailed knowledge about the anatomy, location and connectivity of
the neurons in the brain. The first anatomical drawings of the visual sys-
tem of flies were created in the beginning of the 20th century by Cajal and
Sánchez (1915) using Camillo Golgi’s silver staining technique. Later, this
technique was systematically applied in order to create precise atlases of the
Calliphora brain (Strausfeld, 1976) as well as the brain of Drosophila (Bausen-
wein et al., 1992; Fischbach and Dittrich, 1989). Today, a more directed ap-
proach is to use a binary expression system, such as the Gal4/UAS system,
in combination with a flip-out strategy. This makes it possible to drive GFP
expression in single neurons which can then be anatomically characterized
via fluorescence microscopy.
Even though these anatomical maps have proven to be essential in the Connectomics
identification of neurons of interest, they could only provide a rough esti-
mate about connectivity between neurons because synaptic connections are
beyond the resolution limit of light microscopy. Here, electron microscopy
(Knoll and Ruska, 1932) allows a much finer resolution of local structures.
In order to obtain a three dimensional data set, a large block of tissue is se-
rially cut and each slice is manually transferred to the scanning chamber of
the electron microscope. The resulting images are then aligned and stacked
in a high-resolution volume in which it is possible to trace single axons
or to count the number of synaptic connections between pairs of neurons.
This has been done for a part of the visual system of Drosophila, resulting
in fine anatomy and connectivity maps (Meinertzhagen and O’Neil, 1991;
Shinomiya et al., 2014; Takemura et al., 2013, 2011, 2008). The manual step
of sectioning can be automated by techniques such as serial block-face scan-
ning electron microscopy where the blocks of tissue are automatically sliced
in the chamber of the electron microscope (Denk and Horstmann, 2004).
1.4.3 Neurophysiology
However, knowing the connectome is just the first step. In order to under-
stand the information flow in the brain, one also needs to know the neuronal
response properties and how the nerve cells communicate, i.e. via which re-
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ceptor types a neuron receives input and whether it uses an excitatory or
inhibitory neurotransmitter.
Drosophila’s visual system relies on several different neurotransmitter sys-Neurotransmitter
systems tems: acetylcholine, GABA, glutamate, aspartate, taurine, dopamine, sero-
tonin, octopamine, and histamine. In order to reveal which cells use acetyl-
choline as a transmitter, for example, it is possible to drive GFP expression
stochastically only in cholinergic neurons. This can be done by using a Gal4
line which is under the control of the “Cha” promotor. This promotor con-
trols expression of choline acetyltransferase and the vesicular acetylcholine
transporter (S. V. Raghu et al., 2011). Similarly, one can study the gluta-
materic system by using a Gal4-line under the control of the promotor for
the vesicular glutamate transporter “dvGlut” (S. V. Raghu and Borst, 2011).
Acetylcholine is considered to be the major excitatory neurotransmitter in
the fly brain. Glutamate however, can have an excitatory or inhibitory effect.
Therefore, one also needs to know the receptor types of the postsynaptic
targets. Here, it is possible to apply brain-wide immunolabeling techniques
or to use single-cell transcript profiling in order to obtain a complete list of
genes expressed in the cell (for example, see Takemura et al., 2011).
Cellular activity can be best assessed via electrophysiological recordingsElectrophysiology
which offer the most direct measure with high temporal resolution. Thanks
to the relatively large size of some cells in the Calliphora brain, extracellular
or sharp electrode recordings have accumulated a tremendous amount of
data about neuronal response properties (for example, see Douglass and
Strausfeld, 1996; Hausen, 1976) and, via paired-recordings, connectivity
(Haag and Borst, 2001, 2004). On the other hand, the small size of neu-
rons in the Drosophila brain has long been an obstacle for electrophysiology.
Only in recent years has reliable whole-cell patch clamp techniques permit-
ted recordings in the olfactory system (Wilson et al., 2004) and in the visual
system (Joesch et al., 2008). These techniques have rapidly advanced and to-
day allow recordings even during tethered flight (Maimon et al., 2010; Tuthill
et al., 2014).
However, most of the cells in the fly brain are too small for electrophysi-Two-photon
microscopy ology. Here, two-photon imaging (Denk et al., 1990) has been developed as
an alternative for assessing neuronal activity in the Drosophila visual system
(Reiff et al., 2010) and can even be applied during behavior (Seelig et al.,
2010; Seelig and Jayaraman, 2013). In principle, a femtosecond-pulsed laser
transmits light of ≈ 1000nm into a specimen containing fluorescent pro-
teins, such as, for example activity-dependent GCaMP. A single photon does
not have enough energy to excite the fluorophore, and hence, the probe is
mostly non-fluorescent. Only in the small spot of focus two coincident low-
energy photons can overcome the necessary threshold for excitation. Hence,
two-photon imaging hardly interferes with out-of-focus cells, does not stim-
ulate photorecepetors and is therefore ideal for imaging single neurons in a
visual system.
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Figure 3: Schematic of the visual system of Drosophila. (a) The fly visual system
consists of several anatomical layers known as retina, lamina, medulla, lobula and
lobula plate. The lobula plate houses several types of lobula plate tangential cells
(LPTCs) of which the three horizontal system cells are shown here. (b) In each
lamina column photoreceptors R1–R6 synapse onto lamina neurons L1 and L2 and
form parallel pathways for motion detection of ON and OFF signals, respectively.
The outputs of both pathways converge onto T4 and T5 which, in turn, synapse onto
the dendrites of LPTCs. a and b modified from Bahl et al. (2013).
1.5 structure and physiology of the visualsystem
The central nervous system of the adult Drosophila consists of two major
parts, the head and the thoracic ganglion. While the thoracic ganglion is
dedicated to motor control, the head ganglion, or the brain, is involved in
sensory processing and evaluation. The brain of Drosophila consists of three
parts which build up a densely-packed structure of ≈ 300 000 neurons: the
central brain and two optic lobes. The central brain is involved in tasks such
as, for example, visual learning (Ofstad et al., 2011). The optic lobes are pro-
cessing visual information and direct their output to the central brain and
to the thoracic ganglion in order to control visually-guided and potentially
experience-based behaviors.
The optic lobe of Drosophila consists of ≈ 60 000 neurons (Hofbauer and
Campos-Ortega, 1990) and can be divided into several neuropiles: retina,
lamina, medulla and the lobula complex which separates into lobula and
lobula plate (Fig. 3). Retinotopy is maintained throughout the columnar
structure of the visual system down to the direction-selective lobula plate
tangential cells which have complex and wide receptive fields. Recording
from these cells and simultaneous circuit manipulation has become a valu-
able technique for dissecting the motion processing circuitry.
1.5.1 Retina
Drosophila’s compound eye is formed by ≈ 750 hexagonal facets or omma-
tidia which build up an evenly spaced mosaic with an interommatidial an-
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gle of ≈ 5◦ (Land, 1997). It samples almost the entire visual hemisphere
excluding only an area of about 20◦ in the back of the fly (Buchner, 1971).
Each of the ommatidias houses six outer photoreceptors (R1–R6) sur-Photoreceptors
rounding a stack of two inner photoreceptors (R7 and R8). Photoreceptors
R1–R6 contain Rhodopsin-1 (Rh1), a broad-band photopigment. Omma-
tidia in the central area of the eye are separated into two types, pale (p)
and yellow (y), depending on the photopigment present in the inner pho-
toreceptors (Franceschini et al., 1981). In p-type ommatidia R7 cells con-
tain UV-absorbing photopigment Rhodopsin-3 (Rh3) and R8 cells contain
Rhodopsin-5 (Rh5), a blue sensitive photopigment. In y-type ommatidia
photoreceptors R7 contain another UV-absorbing photopigment, Rhodopsin-
4 (Rh4), while photoreceptors R8 contain the green sensitive photopigment
Rhodopsin-6 (Rh6). Approximately 30% of the ommatidia belong to the p-
type and 70% to the y-type. Both types are distributed stochastically in the
retina. A third class of ommatidia is located along the dorsal rim area of the
eye where both photoreceptors R7 and R8 contain UV-sensitive Rh3 (Feiler
et al., 1992).
Early studies have revealed several mutations resulting in photoreceptorsPhotoreceptor types
and visual behavior deficits (Harris et al., 1976). For example, flies with the ora mutation (outer
rhabdomeres absent) have strongly degenerated photoreceptors R1–R6 and
show a severe performance reduction in several visual orientation behav-
iors including the optomotor and fixation response, which indicates a major
role for R1–R6 in these behaviors (Heisenberg and Buchner, 1977). The same
held true for flies carrying a mutation in the ninaE gene (neither inactivation
nor afterpotential E) which is required for the synthesis of photopigment Rh1
(O’Tousa et al., 1985). Similar deficits could be observed in flies in which R1–
R6 output was silenced with shibirets (Rister et al., 2007). R1–R6 have also
been shown to be sufficient for visual behavior because flies with impaired
R7 and R8 photoreceptors have an unchanged optomotor response (Yam-
aguchi et al., 2008) and an intact edge-fixation performance (Y. Zhou et al.,
2012). However, flies without functional R1–R6 are not blind because they
can still perform wavelength-specific phototaxis (Gao et al., 2008), suggest-
ing R7/R8 to be involved in color discrimination (Schnaitmann et al., 2013;
Yamaguchi et al., 2010). Moreover, it has been shown that polarization vision
is mediated via two systems, a dorsal and a ventral one. While the former
system consists of specialized photoreceptors R7/R8 in the dorsal rim area,
the latter system requires an interaction of inner and outer photoreceptors
in the ventral region of the eye (Wernet et al., 2012).
The visual pigments are located in the rhabdomere, a densely packedPhototransduction
structure of microvilli attached to the photorecepetor where light is con-
verted into an electrical signal by an intricate biochemical cascade (Hardie
and P. Raghu, 2001): Upon illumination rhodopsin is photoisomerized into
metarhodopsin which catalyzes the phosphorylation of a trimeric G-protein.
Metarhodopsin is converted back into rhodopsin by long-wavelength light
and is ready for absorbing the next photon. The activated G-protein dissoci-
ates and releases its Gα-subunit which activates phospholipase C which, in
turn, hydrolyzes PIP2 to DAC and InsP3. Via a still unknown mechanism,
this leads to an opening of calcium permeable transient receptor potential
(TRP) channels and non-selective TRP-like cation channels which depolarize
the photoreceptor.
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Recent work has shown that the depletion of PIP2 leads to a rapid contrac-
tion of the photoreceptor membrane and suggests that such a mechanical
force might trigger the channel opening (Hardie and Franze, 2012). Phos-
pholipase C is encoded by the norpA gene (no receptor potential A) and is a key
element in the phototransduction cascade because a mutation in that locus
renders flies completely blind (Bloomquist et al., 1988). Phototransduction
in flies is very fast: Upon a short light pulse the depolarization in the pho-
toreceptor is detectable already after a few milliseconds and quickly decays
back to resting levels (Hardie, 1991), which explains the incredible temporal
flicker resolution of the fly eye at values larger than 200Hz (Autrum, 1950).
All photoreceptors use histamine as a neurotransmitter and hence provide
an inhibitory signal to their postsynaptic targets (Hardie, 1989).
The photoreceptors within one ommatidium are spatially separated in Neuronal
superpositionflies and point at different locations in space. Thus, a simple convergence
of their outputs into the subsequent lamina cartridge would decrease vi-
sual acuity. Nature has solved that problem by using the principle of neu-
ronal superposition which maintains resolution and increases sensitivity at
the same time (Braitenberg, 1967; Kirschfeld, 1967): Photoreceptors R1–R6
from within one ommatidium project into distinct neighboring cartridges
of the lamina in such a way that the photoreceptors with the same optical
axis project into the same lamina cartridge. Hence, the functional unit for
light processing is not the ommatidium itself but rather the lamina cartridge
which is therefore also called the neuro-ommatidium. The projection for R7
and R8 cells is more simple: They project directly into the subjacent car-
tridge passing the lamina and synapse onto medulla cells. Yet, R7 and R8
axons are gap junction-coupled to the R6 axon within the same cartridge at
the level of the lamina (Shaw et al., 1989; Wardill et al., 2012).
1.5.2 Lamina
The first neuropil, the lamina, consists of ≈ 6000 cells (Hofbauer and 12 cell types
Campos-Ortega, 1990) which can be divided into 12 neuron types (Fis-
chbach and Dittrich, 1989). Eight of these are columnar: five lamina
monopolar cells (L1–L5), two centrifugal cells (C2 and C3) as well as T1.
The other four types are multi-columnar: One lamina intrinsic neuron (Lai)
and one lamina tangential neuron (Lat) as well as two lamina wide-field
neurons (Lawf1 and Lawf2). L1–L5 neurons have their somata and input
dendrites in the lamina and provide a feed-forward signal to different layers
of the medulla. C2, C3 and T1 neurons have their somata and dendrites in
the medulla and are thought to provide a feedback signal to the lamina. The
input and output of Lai neurons is confined just to the lamina while Lawf1
and Lawf2 receive their input in the medulla and provide multi-columnar
feedback projections to the lamina. Finally, Lat projects from the ipsilateral
central brain to the outer region of the lamina. At least L1 and L2 are
coupled via gap-junctions (Joesch et al., 2010), suggesting that the lamina
constitutes an intricate network of synaptic and electrical connections.
Single-cell transcript profiling has identified L1 to be glutamatergic and
both L2 and L4 to be cholinergic while the transmitter systems used by the
other lamina neurons are currently unknown (Takemura et al., 2011).
Lamina monopolar cells L1–L3 have been studied extensively and, due Lamina monopolar
cells L1–L3
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to their sufficiently large size, can be recorded with sharp microelectrodes
(Laughlin and Hardie, 1978; Laughlin and Osorio, 1989). They are non-
spiking neurons receiving histaminergic input from photoreceptors R1–R6
(Gengs et al., 2002). L1–L3 respond with a transient hyperpolarization upon
illumination and depolarize when luminance decreases (Clark et al., 2011;
Reiff et al., 2010; Silies et al., 2013). L1 and L2 are key players in motion
vision as blocking the output of both cells at the same time abolishes the
optomotor response (Rister et al., 2007; Tuthill et al., 2013). This has also
been found in electrophysiological recordings from lobula plate tangential
cells which become unresponsive upon L1 and L2 blockade (Joesch et al.,
2010).
Moreover, when L1 and L2 were blocked separately, lobula plate tangen-ON and OFF
pathways tial cells responded only to one polarity of motion in a direction-selective
manner: When L1 was blocked, they only responded to dark-edge (OFF)
motion while in a L2 block only a response to bright-edge (ON) motion was
detectable, implying that L1 and L2 constitute two major input lines for inde-
pendent ON and OFF motion detection pathways, respectively (Joesch et al.,
2010). This early split in motion vision has been investigated in behavioral
experiments as well with similar results (Clark et al., 2011). L2 has also been
shown to control walking speed (Katsov and Clandinin, 2008) and to be
necessary for the escape response (de Vries and Clandinin, 2012). Moreover,
responses in L2 depend on the size of the stimulus and are best character-
ized by an excitatory center and an inhibitory surround receptive field, sug-
gesting a lamina preprocessing mechanism which could alter the response
dynamics selectively only to dark-edge motion (Freifeld et al., 2013).
L3 has been speculated to form the major input pathway to a color pro-Lamina monopolar
cells L3 and L4 cessing system (Gao et al., 2008) and to mediate fixation behavior (Rister et
al., 2007). However, recently L3 has been found to play a role during process-
ing of OFF motion stimuli as well (Shinomiya et al., 2014; Silies et al., 2013).
Even though L4 does not receive direct photoreceptor input, its responses to
light increments and decrements resembles those of L1–L3 neurons (Meier
et al., 2014; Silies et al., 2013). This could be explained by its reciprocal con-
nections with L2, a circuit motif which has been speculated to tune motion
computation differentially to progressive and regressive motion (Takemura
et al., 2011). Blocking the output of L4 neurons and simultaneous record-
ings from lobula plate tangential cells revealed a drastic response reduction
to OFF edge, but not to ON edge motion, corroborating the role of L4 in the
OFF motion pathway (Meier et al., 2014).
Finally, responses of lamina neurons are shaped by feedback neurons:Feedback projections
Lawf2 is accessible via whole-cell patch clamp recordings and shows a
pronounced spiking response upon flicker stimulation but is not direction-
selective. Blocking its output during behavioral experiments revealed that
Lawf2 suppresses low-frequency signals for motion detection (Tuthill et al.,
2014). Virtually nothing is known about the physiology and function of
the other neurons in the lamina and only recently a behavioral screen has
revealed surprisingly little contribution of these neurons to various visually-
guided behaviors (Tuthill et al., 2013).













































Figure 4: Medulla con-
nectome. (a) Connec-
tivity diagram of lam-
ina and medulla neurons
thought to be involved
in motion detection. Di-
ameter of circles sym-
bolizes processing depth.
Lines and arrows indi-
cate the number of synap-





synaptically to L1 (ma-
genta), L2 (green) and
L3/R7/R8 (cyan). (b)
The black square indi-
cates the reconstructed
medulla region (37µm x
37µm). a, b modi-
fied from Takemura et al.
(2013).
1.5.3 Medulla
The second neuropil, the medulla, consists of ≈ 60 mostly columnar neuron
types, forming a dense neural network of ≈ 40 000 neurons (Hofbauer and
Campos-Ortega, 1990). The medulla can be divided into 10 separate layers
(M1–M10) where lamina neurons make synaptic connections with different
types of medulla neurons (Fischbach and Dittrich, 1989; Takemura et al.,
2008). Almost all medulla neurons receive their input from within these
layers. They can be grouped according to their shape and target projection
pattern.
Local medulla intrinsic (Mi) neurons target cells within the medulla while Cell types
trans-medulla (Tm) neurons project onto neurons in the lobula. On the other
hand, trans-medulla Y-cells bifurcate and synapse onto neurons in the lob-
ula and, additionally, onto neurons in the lobula plate. Another group of
cells is formed by the columnar bushy T cells (T2, T3, T4 and T5) which tar-
get different layers of the lobula (T2 and T3) and of the lobula plate (T4 and
T5). While T2, T3 and T4 neurons receive input from within the medulla,
T5 gets input from the lobula. T4 and T5 cells are further divided into four
subtypes each (T4a–d and T5a–d) which target layers 1–4 of the lobula plate
(Bausenwein and Fischbach, 1992).
Recent developments in electron microscopy have created detailed con- Connectivity clusters
nectivity maps (Fig. 4), which revealed clusters of connectivity within the
medulla network (Shinomiya et al., 2014; Takemura et al., 2013). One cluster
was found between L1, Mi1, Tm3 and T4 neurons, another between L2, L4,
Tm1, Tm2, Tm4 and T5 cells and yet another between L3, R7, R8, Tm9 and
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T5 neurons. It is currently well-established that the L1–Mi1–Tm3–T4 and
L2–L4–Tm1–Tm2–Tm3–T5 clusters correspond to the ON and OFF motion
pathway, respectively.
Due to the small size of neurons in the medulla it has rarely been possiblePhysiological
characterization to establish electrophysiological recordings (Douglass and Strausfeld, 1996)
and only with the recent advent of two-photon imaging in Drosophila has it
become feasible to obtain reliable data of their visual response properties.
One of the few medulla neurons characterized so far is Tm2 (Meier et al.,
2014): When presented with moving dark and bright edges, Tm2 neurons
responded transiently only to the moving dark edge, yet, independently of
its direction of motion. Similarly, when probed with flickering bars, a re-
sponse only to the darkening phase of the bar was apparent. This, however,
strongly depended on the size of the bar, leading to no detectable response
for full-field flicker, which indicated a significant role for lateral inhibition.
Moreover, blocking the output of Tm2 and recording from lobula plate tan-
gential cells revealed a reduction of the response only to moving OFF edges
but not to moving ON edges.
Another study recently applied pan-neuronal imaging to the medulla and
probed the visual system with dark and bright flashing dots of different
sizes. This revealed a clear separation of layers responding selectively to
brightness increments and others to brightness decrements, which matches
the projection regions of L1 and L2, respectively (Strother et al., 2014). They
also imaged Mi1 and Tm1 directly: Mi1 responded selectively to brightness
increments of the dot independently of size. In contrast, Tm1 responded
selectively to brightness decrements, however, only if the dot was small,
which demonstrates that Tm1 is laterally inhibited.
Recently, Mi1, Tm3, Tm1 and Tm2 neurons were recorded from via elec-
trophysiolgical whole-cell patch clamp (Behnia et al., 2014). It was found
that Mi1 and Tm3 depolarize selectively to brightness increments and hy-
perpolarize to brightness decrements while Tm1 and Tm2 neurons did the
opposite. Polarity-specific rectification was present in these cells but weak.
These three studies implicate that the split of ON and OFF motion signals
starting at L1 and L2, respectively, is maintained in the medulla and that
the flow of information matches the one suggested by the anatomy.
Finally, T4 and T5 neurons have been shown to be the major output el-T4 and T5 cells
ements of the medulla because silencing these cells completely abolishes
direction-selective responses in lobula plate tangential cells (Schnell et al.,
2012). However, it has been unclear whether the lack of direction-selectivity
in lobula plate tangential cells would translate directly into an inability to
perform an optomotor response because other pathways might play a role
in this behavior as well. Moreover, it has remained speculative whether T4
and T5 neurons themselves are direction-selective (Douglass and Strausfeld,
1996) and how the split of ON and OFF motion signals is carried on to the
different T4 and T5 subtypes or whether, alternatively, direction-selectivity
is computed postsynaptically within lobula plate tangential cells.
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1.5.4 Lobula complex
The final neuropil in the fly optic lobe is called the lobula complex where
large-field neurons integrate columnar input from the medulla. In dipteran
flies the lobula complex is further divided into lobula and lobula plate
which both have a similarly-layered anatomical structure.
The lobula plate is the most well-studied neuropil in the fly as it was Lobula plate
recognized early that the structure is electrically highly active and contains
many direction-selective elements, the lobula plate tangential cells (Hausen,
1976, 1982a,b; Hengstenberg, 1982). Relatively easy access to this neuropil
and the large size of lobula plate tangential cells permitted thorough inves-
tigations of the lobula plate network (for review, see Borst and Haag, 2002).
Lobula plate tangential cells are large neurons with a magnificent dendritic
tree spanning the whole lobula plate. They respond with depolarization
upon motion stimuli in their preferred direction and with hyperpolariza-
tion for motion in the other (null) direction. They are tuned to different
directions of motion and form groups of vertical system (VS) cells as well as
horizontal system (HS) cells.
Moreover, detailed mapping of their spatial receptive fields in Calliphora Tangential cells and
optic flow fieldsvicina revealed that each lobula plate tangential cells has a different pre-
ferred optic flow pattern. Interestingly, these patterns resemble the optic
flow as seen by the fly when it rotates along certain body axes, and hence,
each lobula plate tangential cells encodes a different axis of fly ego-motion
(Krapp et al., 1998; Krapp and Hengstenberg, 1996). It is thought that these
complex receptive fields are shaped further by axonal gap-junctions which
couple lobula plate tangential cells in a chain-like manner (Haag and Borst,
2004).
Most of the findings appear to be transferable to Drosophila (Fischbach and Lobula plate in
DrosophilaDittrich, 1989; Scott et al., 2002). Deoxyglucose mapping of the Drosophila vi-
sual system revealed a four-layered structure where each layer is responsive
only to one of the four cardinal directions of motion: Layer 1 is selective
for front-to-back, layer 2 for back-to-front, layer 3 for upward and layer 4 for
downward motion on the ipsilateral side (Buchner et al., 1984). In Drosophila,
three HS cells (HSN, HSE, HSS) have been identified whose dendritic trees
reside in the anterior region of the lobula plate (layers 1 and 2) where HSN
covers the dorsal, HSE the medial and HSS the ventral part of the hemi-
sphere (Heisenberg et al., 1978; Schnell et al., 2010). The six known VS cells
(VS 1-6) have their dendrites covering the entire lobula plate (Heisenberg
et al., 1978).
When stimulated with gratings moving in preferred or null direction at Direction-selectivity
of tangential cellsvarious velocities, the direction-selective responses of lobula plate tangential
cells share many properties with optomotor behavior, including that the re-
sponse strength is tuned to temporal frequency rather than velocity. Yet, the
optimal frequency is around 1Hz for lobula plate tangential cell recordings
(Joesch et al., 2008) while it is around 3–10Hz for the optomotor response
(Götz and Wenking, 1973). This discrepancy was resolved by performing
electrophysiological recordings and two-photon imaging from lobula plate
tangential cells in tethered flying or walking flies (Chiappe et al., 2010; Mai-
mon et al., 2010): When the fly moved, the gain of the cell increased and
the optimum shifted to higher temporal frequencies getting closer to those
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found in behavioral experiments. Importantly, these effects could be mim-
icked in a fixed preparation by artificial application of the neuromodulator
octopamine (Jung et al., 2011) or by stimulating octopamine-secreting neu-
rons in the central brain (Suver et al., 2012).
In order to assess the requirement of lobula plate tangential cells for theLobula plate and
behavior optomotor response, Heisenberg et al. (1978) investigated the anatomy of the
mutant ombH31 (optomotor blindH31) which had been isolated in a mutation
screen for optomotor deficits (Heisenberg and Götz, 1975). It was found
that in ombH31-mutant flies lobula plate tangential cells were absent or sig-
nificantly degenerated, indicating their necessity for optomotor behavior.
Interestingly, these flies were still able to perform closed-loop bar fixation,
suggesting that this behavior can be realized via a lobula plate-independent
pathway. Further, it has been shown that sustained unilateral activation of
HS cells via a bistable channelrhodopsin induces a turning response to the
side of stimulation, in blind flies, implying that HS cells are sufficient for
the optomotor turning response (Haikala et al., 2013).
While the lobula plate has been studied for decades, the neighboring neu-Lobula
ropil, the lobula, has received much less attention. No electrophysiologi-
cal recordings exist, nor any imaging data, and hence, almost nothing is
known about its physiology and function. Detailed anatomical studies have
revealed a six-layered structure with numerous lobula columnar neurons
(LCNs) (Fischbach and Dittrich, 1989; Strausfeld, 1976). Characterization of
lobula projection neurons (Otsuna and Ito, 2006) suggested a functional role
of the lobula for color vision (Otsuna et al., 2014) as well as for processing of
certain second-order motion stimuli (Zhang et al., 2013). Moreover, the lob-
ula has been speculated to be used during fixation behavior because activity
labeling via deoxyglucose mapping showed that the two most anterior layers
are more responsive to front-to-back than to back-to-front motion (Buchner
et al., 1984) and because the lobula was labeled when visually stimulating
flies with a rotating stripe (Bausenwein et al., 1994).
Beside the well-characterized HS and VS cells in the lobula plate, little
is known about the many other neuron types which reside in the lobula
complex. Several kinds of large-field looming-sensitive neurons (Foma-1)
have been identified in the lobula plate and lobula of Drosophila (de Vries
and Clandinin, 2012). Genetic silencing of these neurons abolished escape
behavior in response to visual stimulation. In contrast, optogenetic stimula-
tion was sufficient to induce take-off in blind flies. Moreover, electrophysio-
logical recordings revealed that the firing rate of Foma-1 neurons increases
upon stimulation with looming discs with similar dynamics as had been
found in locust looming-sensitive neurons (Hatsopoulos et al., 1995). In the
blowfly, a set of figure detection cells has been found (Egelhaaf, 1985a,b,c).
Other small-target motion detector neurons have been identified and char-
acterized in the lobula of hoverflies (Nordström et al., 2006; Nordström and
O’Carroll, 2006). These neurons respond to moving small-field objects but
are inhibited by large-field motion and have therefore been considered to




Behavioral and electrophysiological experiments indicate that visual pro-
cessing in insects is highly deterministic and follows relatively simple math-
ematical rules. Hence, the insect can be considered as a computational
device which transforms sensory input into behavioral output. It should
therefore be possible to apply strategies from systems analysis and electri-
cal engineering to uncover the computations performed by the insect brain.
Such a cybernetic approach was first applied by Hassenstein and Reichardt
(1956) who developed a computational framework to understand the opto-
motor behavior of the beetle Cholorphanus viridis. Later, similar strategies
were used to investigate visual fixation behavior in Drosophila (Poggio and
Reichardt, 1973).
1.6.1 Optomotor response
In the initial experiments performed by Hassenstein (1951), he positioned a First systematic
characterizationtethered beetle in the center of a rotating grating and placed a light straw-
made “Y-maze globe” under the legs of the animal, allowing him to pre-
cisely record walking dynamics. He observed a robust optomotor response.
Whenever the walking beetle arrived at a Y-junction of the globe, it turned
in the direction of the moving surround. How the animal obtained the in-
formation about the directionality of the stimulus remained unclear. This
robust essay allowed Hassenstein to explore several kinds of simple visual
stimuli to systematically dissect the detailed mechanisms underlying mo-
tion vision. Specifically, he performed experiments in which the animal
could see the moving grating only through a set of vertical slits, which re-
duced the visual stimulus to spatially and temporally separated luminance
changes. When the first and second pulse were both brightness increments
(ON–ON), the beetle turned in the direction of the apparent motion. The
same was true when both pulses were brightness decrements (OFF–OFF).
However, in the case of mixed luminance changes (ON–OFF or OFF–ON)
the turning response of the beetle was inverted.
In order to understand these results, Hassenstein teamed-up with Werner
Reichardt (whom he had met during the Second World War when both were
working as air-force radio operators near Potsdam). Together, they realized
that the behavioral result could be explained by a computation involving
a sign-correct multiplication. They further explored how the behavioral
response depends on the temporal dynamics of the stimulus and of the
spatial separation of the slits. They found that the response strength is
tuned to a certain time delay of the apparent motion signal and that the
optimal slit distance matches the interommatidial angle of the animal.
Based on these results, Hassenstein and Reichardt (1956) succeeded in The Reichardt
detectordeveloping a simple, yet influential, computational model of motion vision,
the Reichardt detector. Two neighboring receptors measure the luminance at
a specific location in the environment. One of the inputs is linearly low-pass
filtered, therefore delayed in time, while the other is not and both signals are
subsequently multiplied (Fig. 5a). Subtracting the output of another, mirror-














Figure 5: Models of motion vision. (a) Reichardt half-detector. Two neighbor-
ing signals are asymmetrically delayed and subsequently multiplied. (b) Mirror-
symmetrical Reichardt detector. (c) Barlow-Levick half-detector. One signal leads
to a delayed inhibition of the other and only positive signals are transmitted. (d)
Variant of the Reichardt detector with independent ON and OFF channels (Eichner
et al., 2011). All models are direction-selective and prefer motion to the right.
stimulated with moving patterns in the preferred direction of motion, the
model responds positively, while null-direction motion induces a negative
response.
The Reichardt detector has proven to explain many of the behavioral ob-
servations in the beetle and was later shown to quantitatively predict in
great detail the optomotor behavior of bees (Kunze, 1961) and different
kinds of flies (Fermi and Reichardt, 1963; Götz, 1964) as well as direction-
selective responses in fly lobula plate tangential cells (Egelhaaf and Borst,
1989; Joesch et al., 2008). A very similar model, the Barlow-Levick motion
detector, originated from early work on the rabbit retina (Barlow and Levick,
1965). It differs from the Reichardt model in the form of the non-linearity
and in the arrangement of the delays (Fig. 5c). Further, the Reichardt de-
tector has been influential in the development of more elaborated variants
(van Santen and Sperling, 1985) as well as other classes of motion-detectors
such as motion energy models (Adelson and Bergen, 1985), all of which
were applied to vertebrate and human motion psychophysics.
With the discovery of separate contrast polarity-specific ON and OFFExtension to ON and
OFF pathways pathways for motion vision (Joesch et al., 2010), the internal structure of
the Reichardt detector needed to be extended to account for these inde-
pendent processing pathways (Eichner et al., 2011). One solution is to use
four parallel detectors which cover all four possible input conditions (ON–
ON, ON–OFF, OFF–ON, and OFF–OFF) and sum their outputs. Such a
“4-quadrant detector” would have a suitable internal structure and would
be mathematically equivalent to the original Reichardt model. Alternatively,
two of such units could form a “2-quadrant detector”, dealing only with
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ON–ON and OFF–OFF input signals (Franceschini et al., 1989) (Fig. 5d). By
using apparent motion steps and pulses and recording direction-selective
responses in lobula plate tangential cells, Eichner et al. (2011) could show
that the latter structure is implemented in the visual system of the fly. Nev-
ertheless, using behavioral experiments, Clark et al. (2011) developed a dif-
ferent model: Eight Reichardt half-detectors analyze all combinations of
luminance changes whose outputs are differentially weighted and summed.
These alternative models make several predictions about direction-selective
responses to apparent motion steps when either the ON or the OFF pathway
is blocked. Corresponding experiments have indicated a better match with
the 2-quadrant detector (Joesch et al., 2013).
The structural simplicity of the Reichardt model suggests a correspond- Biophysical
implementationing biophysical implementation in the visual system of the fly: rectification
in order to isolate ON from OFF signals, a low-pass filter in order to delay
one of the input streams, a multiplication and a subtraction stage. Indeed,
anatomical studies have shown that two pathways, starting at L1 and L2,
converge onto lobula plate tangential cells and might therefore constitute
independent detector units dealing with moving ON and OFF edges, respec-
tively. Mi1, Tm3 neurons are postsynaptic to L1 and respond to brightness
increments while Tm1–Tm3 neurons are postsynaptic to L2 and respond to
brightness decrements (Behnia et al., 2014; Meier et al., 2014; Strother et al.,
2014) but none of these cells are direction-selective.
Using detailed electromicroscopic reconstructions of the medulla network,
it has been possible to start at a direction-selective layer of the lobula plate
and trace back anatomical connections within the ON pathway (Takemura et
al., 2013). It was found that the resulting photoreceptor input arrangement
is spatially offset and, if Mi1 is considered to implement the low-pass filter,
matches the preferred axis of cardinal motion of the chosen layer. A later
study performed electrophysiological recordings from Mi1, Tm3 as well as
from Tm1, Tm2 (Behnia et al., 2014). It was found that the temporal dynam-
ics are in agreement with the notion that Mi1 and Tm1 implement the low-
pass filters within the ON and OFF pathways, respectively, and that Tm3
and Tm2 constitute the corresponding direct lines. As none of these neu-
rons are direction-selective, the computation of direction-selectivity must
occur afterwards. Finally, the outputs of the two arms of the Reichardt de-
tector need to be subtracted. This is likely to be implemented at the level of
the lobula plate via local inhibitory interneurons (Mauss et al., 2014).
1.6.2 Fixation response
When flies are given control over a vertical bar in closed-loop configuration, Motion and position
systemthey quickly bring the bar to the front and keep it there (Reichardt and
Wenking, 1969). The response is innate and robust, and has therefore stim-
ulated a systematic dissection of the underlying mechanisms. Poggio and
Reichardt (1973) started with open-loop experiments where they moved a
single bar around the fly or showed an oscillating bar at a specific angular
location. They found that the behavioral responses could be well-described
by linear superposition of a motion detection system (r) and position de-
tection system (D). Both systems were weighted depending on the angular
horizontal position of the bar (ψ). The function r(ψ) was always positive
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Figure 6: Position detection mechanism. (a) Experiments with two neighboring
stripes flickering with the same frequency but with different phases (Pick, 1974).
Variation of the phase produces directional responses in different directions and
flies turn towards the position of the stripes for phase shifts 0◦ and 180◦. The for-
mer result can readily be explained by the Reichardt model while the latter cannot,
which suggests the presence of an independent flicker-sensitive position system. (b)
A potential implementation of such a flicker system calculates the derivative of the
signal and applies a subsequent squaring operation (Buchner, 1984).
(flies turn syn-directionally to bar movement), while D(ψ) was positive on
the right side of the fly and negative on the other (flies turns towards the
position of the bar). These relatively simple findings led to the creation of an
elaborate theoretical framework which could quantitatively describe closed-
loop fixation behavior of one or multiple bars (Reichardt and Poggio, 1975).
In order to initiate a directed turn towards an object or landmark in thePosition detection via
motion asymmetry environment, flies need to compute the position of such cues. Such a com-
putation might theoretically be implemented at the level of single photore-
ceptors which measure the luminance distribution in the environment and
trigger a rotational response towards the darkest point in space, for example.
However, it was shown that stationary objects do not induce a turning ten-
dency but that locally oscillating bars do (Reichardt, 1973). Moreover, it was
shown that rotating bars produce responses of different amplitudes when
moving progressively (front-to-back) or regressively (back-to-front) (Poggio
and Reichardt, 1973). These findings have resulted in the notion that the
position detection system requires motion detection and that progressive
motion induces stronger turning responses than regressive motion. Such an
asymmetry would, on average, lead to a turning tendency towards oscillat-
ing stripes during open-loop or to bar fixation during closed-loop experi-
ments while it would not initiate responses towards static landmarks.
An alternative model was proposed by Pick (1974). Instead of using spa-Position detection via
flicker detectors tially oscillating bars he used bars with oscillation in luminance in order to
characterize the position detection system (Fig. 6a). He found that flicker-
ing bars induce a robust turning responses towards the location of the flicker
and concluded that a set of motion-independent flicker detectors must exist.
These detectors could simply be modeled by taking the high-pass-filtered
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signals from photoreceptors followed by a squaring operation, subsequent
weighting and summation (Buchner, 1984) (Fig. 6b). Further characteriza-
tion indicated that the positional weighting function of these detectors was
almost identical to the one which was found for spatially oscillating bars.
Pick (1974) realized that moving the bar in the environment not only creates
a motion stimulus, it also induces local luminance decreases and increases.
Hence, oscillating bars might simply stimulate local flicker detectors. Such
a system would induce turning towards the position of a flicker and hence
towards any moving bar and could therefore explain the apparent behav-
ioral asymmetries without assuming differential processing of front-to-back
and back-to-front motion.
However, oscillating and flickering stripes did not always produce the
same responses: Pick (1976) tested different sizes of the flicker stimulus
as well as varying amplitudes of the spatial oscillation. He found that re-
sponses towards oscillating stripes monotonically increased as a function of
size while the response to the flicker was tuned to a specific bar width. He
concluded that lateral interactions seem to play an important role for com-
putation within the position detection system. Later, Wehrhahn and Hausen
(1980) argued that the characterization of the position detection system with
slowly moving, oscillating or flickering bars is based on time scales which
are much slower than the ones flies would encounter during realistic flight
maneuvers. Using transient stimuli, the authors could not confirm the ex-
istence of a flicker-sensitive system, but rather argued for a computation
which relies on fast motion detection mechanisms similar to a front-to-back
and back-to-front asymmetry (Wehrhahn, 1981).
In contrast to the detailed knowledge of neuronal networks involved in Biophysical
implementationmotion computation, almost nothing is known about cells involved in fix-
ation behavior. One study recorded from the internal chiasm of Musca
and found units responding positively to brightness increments and decre-
ments (Arnett, 1972) which might constitute the flicker detectors proposed
by Pick (1974). Other studies have provided evidence for a motion-based
tracking system by characterizing in detail a set of interneurons (FD-cells)
in the lobula plate of Musca (Egelhaaf, 1985a,b,c). These cells are direction-
selective, tuned to small objects, and are inhibited by large-field motion.
This response was modeled based on an appropriate network of Reichardt
detectors, which explained several behavioral measurements during figure-
ground discrimination experiments. However, other studies testing mutant
flies with missing or size-reduced lobula plates found that fixation behav-
ior remained largely intact (Heisenberg et al., 1978). This suggested that
direction-selective units in the lobula plate are not essential for the behav-
ior and that another visual pathway must constitute the position detection
system.
In conclusion, despite quantitatively precise descriptions of fixation be-
havior, the literature does not currently provide a coherent picture of posi-
tion detection. It is not known which neuronal elements are important and
it remains unclear which role lateral interactions play and to what extent
motion detection is essential for the computation of positional cues.
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1.7 insect-inspired robotics
Insects have tiny and relatively simple brains. Yet, they show astonishingly
robust hard-wired visual orientation behaviors. These facts have long stim-
ulated engineers from early on to implement some of the underlying princi-
ples in autonomously moving robots. Theoretical work showed that simple
vehicles equipped with Reichardt detectors can perform surprisingly com-
plex orientation maneuvers (Braitenberg, 1986). Accumulation of knowl-
edge about details of visual processing in insects together with minimiza-
tion in the size and cost of electrical circuit elements has made it possible to
design realistic insect-inspired artificial systems.
The reasons for a such a cybernetic approach are two-fold: First, the de-
sign of such robots permits thorough testing and systematic manipulation
of the system under real-world conditions. Hence, it allows assessing the
degree of completeness of our understanding of how insects use visual cues
for orientation. Second, insects have evolved over millions of years and
have been under strong evolutionary pressure. One can therefore expect
that nature has equipped them with visual systems that implement simple,
robust, efficient and possibly even optimal solutions for vision-based spatial
orientation. Thus, engineers and computer vision researchers might learn
a lesson from exploring the solutions that insect evolution has found for a
particular problem.
1.7.1 Unmanned micro aerial vehicles
Unmanned micro aerial vehicles (MAVs) are autonomously flying light-
weight robots with diameters of ≈ 20 cm or less and are used for surveil-
lance or exploration. For example, they can be used to inspect areas which
are too small or too dangerous to be accessed by humans and can even aid
military during infantry operations. Due to their small size, they not only
often resemble insects, they also face the same challenges: First, they have
to be light and energy-efficient. Second, even small turbulences will change
their flight path, and hence, they require systems for course stabilization.
Classical aerial engines and stabilization based on gyroscopic or GPS sen-
sors are often too heavy and consume too much energy, and therefore, con-
siderable effort is put into the development of insect-inspired flight motors
(Ma et al., 2013) and insect-inspired visual sensors (Song et al., 2013). How-
ever, most vision-based algorithms are computationally expensive, yielding
low-frame rates and are therefore performed off-board in many cases. This
approach leaves the MAV with the sensory acquisition and motor control
but requires efficient transmission to the external computing unit. Yet, wires
limit the operational radius of the robot and wireless transmission is often
not reliable enough. The solution to this problem is to simplify the com-
putational algorithms such that they can be solved by processing elements
on-board. Here, it is often technologically easier to first develop a robot-
independent circuit architecture, then to adopt the system for terrestrial
vehicles or for larger flying robots and then to move to miniaturization of
MAVs.
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1.7.2 Examples
Bees integrate optic flow in the environment during flight and implement
a visually-driven odometer which is well-suited for estimating distance of
travel (Srinivasan et al., 1996). Such a system has been implemented in
an autonomous vehicle: Integration of translatory and rotatory optic flow
allowed the robot to compute its location in space and to automatically find
its starting position (Chahl and Srinivasan, 1996). Moreover, bees have been
shown to maintain distance from walls and regulate their flight speed by
balancing optic flow in the two lateral hemispheres (Srinivasan et al., 1991).
A similar system was able to move through a tunnel, around corners and
through narrow passages and was able to control its velocity based on optic
flow (Humbert and Hyslop, 2010).
Maintaining constant height during flight normally requires heavy
GPS-based sensors or altimeters on-board which are not feasible for MAVs.
When flying with constant velocity, bees regulate distance to the ground by
adjusting the ventral optic flow (Portelli et al., 2010), a strategy which was
implemented in a small flying helicopter and which enabled the robot to
maintain its distance to the ground (Garratt and Chahl, 2008). Conversely,
ventral optic flow can also be maintained by reducing flight speed during
landing maneuvers. Such behavior is observed in bees (Chahl et al., 2004)
and was successfully implemented in a small flying airplane (Beyeler et al.,
2009). It ensures a safe landing operation in both bees and robots. Another
design project, the DelFly project, has focused on creating a flying robot
with flapping wings which has relatively low energy consumption while
producing sufficient lift for takeoff (de Croon et al., 2009). In its recent
version, the DelFly only spans ≈ 10 cm in diameter and weighs only ≈ 3 g,
yet it is equipped with two small cameras, a small embedded computer and
batteries. Thanks to efficient software algorithms, the system can process
information from the cameras on-board in real-time, enabling the robot to
fly autonomously for up to three minutes while avoiding obstacles in the
environment.
1.7.3 Reichardt detector-based ego-motion sensors
In robotics, traditional approaches to estimate motion in the environment
rely on computationally expensive algorithms which correlate image sec-
tions between successive frames. Yet, flies with their tiny brains perform
such tasks with impressive speed and precision. The Reichardt detector has
been shown to be a reliable model of fly orientation behavior and it is there-
fore tempting to apply this model to motion computation in robots. For
example, a blimp-type flying robot was equipped with a full-field camera,
wireless video link and radio receiver. Images from the cameras were trans-
ferred to a computer and analyzed by an array of vertically and horizontally
arranged Reichardt detectors. Their outputs were subsequently added and
generated a motor signal which was sent back to the blimp in order to con-
trol rotation, elevation and thrust (Iida, 2003).
In order to overcome the need of outsourcing computing power, O’Carroll
et al. (2007) designed a microprocessor (analog VLSI) which was optimized
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to compute the elementary operations of the Reichardt detector. Further,
complexity was significantly reduced by using a circular ring array of 40
photodiodes instead of a full-field camera. The output of this simple sys-
tem showed reliable correlation with the speed of several natural scenes
rotating around the sensor. Similarly, Köhler et al. (2009) designed a sys-
tem with a much increased resolution of 10 000 Reichardt detector elements,
which approximates the value present in flies. The system was based on
a field-programmable gate array (FPGA) which offers virtual implementa-
tions of logical circuits and makes the design process fast, flexible and mod-
ular. Hence, it allowed vigorous testing of several variants of the Reichardt
model and different integration schemes and would, for example, be easily
transformable into an efficient looming detector. Such systems use very lit-
tle current, they are light-weight and can be small and are therefore ideal
for implementing Reichardt detector arrays directly on-board MAVs.
1.8 concluding remarks
Drosophila is an ideal model organism for the fundamental questions in sys-
tems neuroscience as it permits simultaneous application of various tools.
Specifically, significant progress in the field has been made by focusing on
motion vision. The reasons for this focus are two-fold: First, motion vi-
sion is intuitive for the human researcher because it is also relevant to us.
Second, the corresponding visual behavior, the optomotor response, is in-
nate, robust, and has been well characterized for decades. It was formalized
mathematically by the Reichardt detector, which provided the backbone for
subsequent studies of the cellular components underlying motion computa-
tion.
These explorations were supported tremendously by recent tool develop-
ments. First, genetic manipulation techniques have evolved with an impres-
sive pace, permit targeting of single cell types and can be used to express
virtually any protein of choice. Second, anatomical studies have provided
detailed maps of connectivity, morphology and neurotransmitter systems
within the visual system. Third, physiological tools such as whole-cell
patch clamp electrophysiology and two-photon calcium imaging allow in
vivo recordings from single cells or populations of cell types. For these
reasons, the visual system of the fly is probably the best-studied circuit for
neuronal computation and could soon provide the first complete functional
description of a biological system transforming sensory input into meaning-
ful behavioral output.
However, such a functional loop can only provide a partial understand-
ing of behavior under naturalistic conditions because other visual behaviors
such as fixation of landmarks or avoiding looming objects, for example, are
equally relevant for orientation. Yet, these behaviors have been much less
studied and very little is known about their underlying computational rules
and neuronal elements.
2 PAPER I : OB JECT TRACK ING INMOT ION-BL IND FL IES
In this article the visual orientation performance of T4/T5-silenced flies has
been studied. This is the main paper of my thesis and was published in
Nature Neuroscience in April 20131.
The presented work contains a detailed description of a new kind of be- Summary
havioral setup which I have designed and built and which permits precise
measurements of behavioral visual responses of walking Drosophilae. We
used this setup in combination with genetic silencing of T4 and T5 neurons
in order to characterize the role of these cells in visual orientation behav-
ior. We found that these flies were completely blind to motion but that
they could still fixate a black bar, though at a reduced performance. We
investigated in detail why motion-blind flies could still fixate the object and
why their fixation performance was reduced. We found that the fixation
response is mainly controlled by a T4/T5-independent flicker-sensitive po-
sition system. Additionally, we found that the motion response in control
flies is asymmetric, i.e. it is stronger for front-to-back than for back-to-front
motion, which further improves fixation performance.
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Optomotor and fixation responses of flies have been studied exten-
sively. Experiments on tethered Drosophila walking or flying inside a 
rotating drum revealed a strong and persistent optomotor response 
along the direction of the rotating drum1–3 (open loop). The effect 
of large-field stimuli on visual course control can also be seen in free 
flight, where the structure of the flight path of Drosophila depends on 
the visual pattern of the surrounding environment4. When the pattern 
is rotating, the fly’s behavior exhibits distinct, circular flight paths 
around the center of the arena5. Fixation behavior was first observed 
in tethered flying house flies in which the fly’s torque was fed back 
into a servo motor controlling the position of a black bar6,7 (closed 
loop). Under these conditions, flies keep the bar in front of them 
most of the time. Moreover, it was shown that bar fixation interacts 
with the expansion avoidance reaction of Drosophila when presented 
with translatory full-field optic flow8. Fixation behavior has also been 
studied in freely walking and flying Drosophila9–12. On the basis of 
their different dynamics and spatial sensitivity, the optomotor and 
fixation responses were proposed to represent the output of differ-
ent visual processing pathways13. Similar conclusions were drawn 
from experiments in which the tangential cells of the lobula plate 
were either genetically or surgically removed14–17, or in mutants with 
reduced optic lobes18; in general, flies seem to be impaired more 
strongly in their response to large-field rotating patterns than in their 
reaction to single, moving bars. However, none of the techniques used 
provided a sufficiently high resolution to make any definitive state-
ments about the involvement of individual cell types of the fly optic 
lobe in one or the other pathway.
To dissect the neural circuits underlying the optomotor and fixa-
tion responses, we built on recent progress in our understanding of 
the visual processing stream19 leading from the photoreceptors R1–6 
via lamina and medulla to directionally selective motion responses 
in the lobula plate tangential cells (LPTCs; Fig. 1a). Recording from 
LPTCs via whole-cell patch20,21 combined with selective blockade 
of individual columnar cells revealed that lamina cells L1 and L2 
provide the main input to the motion detection circuit, functionally 
segregating into an ON and an OFF pathway, respectively22,23. 
The L1 and L2 pathways, which have been described anatomically24,25, 
converge again on the dendrites of the tangential cells in the lobula 
plate via T4 and T5 cells; blocking the synaptic output from T4 and 
T5 cells completely abolishes the motion response in tangential cells, 
but leaves some residual response to full-field flicker26. To test the 
behavioral performance of these flies, we used a procedure in which 
a tethered fly walks on a small sphere supported by an air stream2,27. 
A computer reads the movement of the sphere, controls the visual 
stimulus presented to the fly and adjusts the ambient temperature. 
Moreover, we used the Gal4-UAS system28 to genetically express a 
temperature-sensitive allele of shibire29 in a small subset of neurons 
in the fly brain. This permitted a selective shut down of the desired 
part of the neuronal circuit during the experiment by switching 
from the permissive temperature for shibirets (25 °C) to its restrictive 
one (34 °C).
RESULTS
Optomotor and fixation response
We tested the optomotor and fixation response of flies in which 
shibirets was expressed in T4 and T5 cells (T4/T5 block flies). As the 
behavior of flies turned out to be highly dependent on temperature 
(Supplementary Fig. 1), all of our control experiments were carried 
out with flies of a different genotype using the same temperature 
protocol. For controls, we used flies with two different genotypes: 
flies that carried the shibirets effector allele, but no Gal4 driver gene 
(shits control), and flies that carried the Gal4 driver gene, but no 
shibirets effector gene (T4/T5 control). We examined the temperature 
dependency of the block: T4/T5 block flies behaved similar to control 
flies at 25 °C, as well as when the temperature was slowly elevated 
to 34 °C. However, clear differences emerged approximately 5 min 
after reaching 34 °C (Supplementary Fig. 1). To exclude any motor 
deficits in T4/T5 block flies, we analyzed their general walking and 
turning activity, which were not different from those of control flies 
(Supplementary Fig. 2).
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Object tracking in motion-blind flies
Armin Bahl, Georg Ammer, Tabea Schilling & Alexander Borst
Different visual features of an object, such as its position and direction of motion, are important elements for animal orientation, 
but the neural circuits extracting them are generally not well understood. We analyzed this problem in Drosophila, focusing on 
two well-studied behaviors known as optomotor response and fixation response. In the neural circuit controlling the optomotor 
response, columnar T4 and T5 cells are thought to be crucial. We found that blocking T4 and T5 cells resulted in a complete loss 
of the optomotor response. Nevertheless, these flies were still able to fixate a black bar, although at a reduced performance level. 
Further analysis revealed that flies in which T4 and T5 cells were blocked possess an intact position circuit that is implemented 
in parallel to the motion circuit; the optomotor response is exclusively controlled by the motion circuit, whereas the fixation 
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We first confronted the flies with a large-
field grating moving clockwise and counter-
clockwise (Fig. 1b–d). Both types of control 
flies exhibited a strong and reliable optomotor 
response over a wide range of pattern contrasts (Fig. 1b,d). Instead, 
T4/T5 block flies no longer followed the motion of the panorama, no 
matter how high the pattern contrast (Fig. 1c,d). We next performed 
closed-loop fixation experiments and coupled the flies’ turning ten-
dency to the position of a single black bar such that whenever the fly 
turned into one direction, the bar moved into the other (Fig. 1e–i). 
Control flies robustly moved the bar to the front and kept it there 
(Fig. 1e,g,i). When we tested the flies in which the output from T4 
and T5 cells was blocked, we were surprised that they were still clearly 
able to fixate the bar, although with a somewhat broader position dis-
tribution than control flies (Fig. 1f,h,i). Taken together, these results 
indicate that T4 and T5 cells are a necessary part of the neural circuit 
controlling the optomotor response to large-field motion, but are not 
needed for fixation behavior.
Dissection of motion and position system
Does that mean that fixation behavior relies on a separate set of 
motion-sensitive neurons tuned specifically to small moving objects, 
or does fixation behavior rely on a purely position-dependent sys-
tem that is insensitive to motion? To tease apart the response to the 
direction and the response to the position of a moving bar, we used a 
classical approach30 and moved a single bar in open loop around the 
fly, first in a clockwise and then in a counterclockwise direction, and 
measured both responses (Rcw and Rccw, respectively) as a function 
of bar position (Ψ)31.
Assuming that the turning response R of the fly to the rotating 
bar reflects a superposition of a position system P and a motion 
system M (with v = dΨ/dt denoting the angular velocity of the bar), 
we can write
R P v M v= +( , ) ( , )Ψ Ψ
For the two directions of bar rotations, we obtain
R P v M v




= − + −
( , ) ( , )
( , ) ( , )
Ψ Ψ
Ψ Ψ
To simplify these equations, two classical assumptions can be made30. 
First, the position system is velocity independent (P(Ψ,v) = P(Ψ)). 







































































































































































































































Figure 1 Optomotor response and fixation 
response of control and T4/T5 block flies. 
(a) Schematic of the fly’s optic lobe. In each 
lamina column, photoreceptors R1–6 synapse 
onto lamina cells L1 and L2, forming parallel 
pathways for motion detection. The output 
signals of both pathways converge via T4 and  
T5 cells on the dendrites of LPTCs. (b,c) Turning  
speed of control (shits control (dashed black 
line) and T4/T5 control (solid gray line); b) and 
T4/T5 block (solid red line; c) flies in response 
to clockwise and counterclockwise rotation of 
a grating pattern (contrast = 22%, gray shaded 
areas; 20 trials per fly, n = 10 flies per group). 
Inset, optomotor response as function of grating 
contrast (clockwise minus counterclockwise 
rotation response divided by 2; averaged in 1 s  
after stimulus onset). (d) Average optomotor 
response (average over contrasts). ***P < 0.001,  
two-sided t test compared with both control 
groups. The response of the T4/T5 block  
group was not significantly different from zero 
(P = 0.47, two-sided t test). (e,f) Bar position 
over time during closed-loop fixation (single  
trial of one shits control fly (e), single trial for  
one T4/T5 block fly (f)). Vertical dashed lines  
indicate the frontal area (±10°). (g,h) Average  
probability density as function of bar position  
for control (40 trials per fly, n = 10 flies per  
group; g) and T4/T5 block (40 trials per fly,  
n = 12 flies; h) flies. (i) Integration of the  
probability density curves between ±10° gives  
the percentage of time the bar is held in the  
frontal visual field (fixation in front). Upper  
horizontal dashed line represents the chance  
level (5.6%, no fixation). *P < 0.05, two-sided  
t test compared with both control groups.  
The value of the T4/T5 block group was  
significantly different from chance  
(P < 0.001, two-sided t test). All data  
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these assumptions, the position system as well as the motion system 
can be recovered
P R R
M v R R
( ) ( )/









We performed such experiments on control and T4/T5 block flies 
(Fig. 2). With a starting position behind the flies, control flies fol-
lowed the direction of motion of the bar, turning clockwise (+) 
during clockwise motion and counterclockwise (−) during coun-
terclockwise motion (Fig. 2a), which is slightly different from what 
has been measured in flying Drosophila under similar conditions8. 
According to the formal decomposition outlined above, we recov-
ered a position-dependent response component, P(Ψ) (Fig. 2c,e), 
and a motion-dependent response component, M(Ψ) (Fig. 2f,h). The 
responses of T4/T5 block flies to such stimuli were markedly different 
from those of control flies; in general, T4/T5 block fly responses had 
smaller amplitudes and were almost identical for both directions of 
bar motion (Fig. 2b). Decomposing the reaction into the position- 
and motion-dependent components revealed that the response of 
these flies to the position of the bar, P(Ψ), was still present, although 
reduced in amplitude (Fig. 2d,e). However, the response to the motion 
of the moving bar, M(Ψ), was completely abolished (Fig. 2g,h). We 
conclude that T4/T5 block flies are blind to the motion of a single bar, 
but can still detect its position. Thus, the ability of motion-blind flies 
to fixate a bar in closed loop (Fig. 1f,h,i) is a result of the remaining 
position response.
What is the visual cue used by the position system that allows the 
detection of bar position: is it mere stationary contrast, its temporal 
change or its local motion? To address these questions, we presented 
control flies with an appearing black bar (10° width) at +90° azimuth 
which stayed there for 4 s before disappearing again (Fig. 3). The time 
during which the bar appeared and disappeared amounted to 0.5 s 
approximating the local luminance change when a black bar (width =  
10° and v = 20 ° s−1) moves into a 10°-wide window and, after 4 s, moves 
out again. Control flies exhibited a strong, but transient, response toward 
the position at which the bar was appearing as well as where it was dis-
appearing, but, during the stationary phase of the bar, no response was 
detectable (Fig. 3a). We then determined the response values as func-
tion of bar position. In control flies, the shape of the resulting response 
functions (Fig. 3c,i) looked similar to P(Ψ) as obtained in the previous 
experiment (Fig. 2c,d). We next repeated the experiments on T4/T5 
block flies. Like control flies, T4/T5 block flies responded transiently to 
both the appearance as well as to the disappearance of the bar, but not 
when the bar was stationary (Fig. 3b). Moreover, the shape of the posi-
tion-dependent response functions was almost identical to the ones of 
control flies (Fig. 3d,g,j). We conclude that the position system is insen-
sitive to a stationary image but uses the change of luminance over time 
as its input signal32. Furthermore, the position system is not affected 
by blocking the output of T4 and T5 cells.
Turning responses to local motion and luminance changes
We observed a clear reduction of the performance of T4/T5 block flies 
compared to controls when we characterized their position response 
under closed-loop fixation conditions (Fig. 1e–i) and when we used a 
rotating bar (Fig. 2). However when we used local luminance changes, 
we found no difference between T4/T5 block and control flies (Fig. 3). 
This discrepancy suggests that the detection of motion somehow 
enhances the fly’s response toward the position of the bar. We consid-
ered two possible mechanisms. First, the motion and position system 
may not be fully separable on the neuronal level. In this case, local 
motion might directly modify the position system to enhance the 
position response. Second, the motion system may have a stronger 
response to front-to-back than back-to-front motion. In the behaving 
fly, this would lead to a stronger compensation of bar motion away 
from the front, thereby improving fixation33. In both cases, T4/T5 
block flies would no longer be able to detect the motion of the bar 
and their position response would be reduced. Furthermore, both 
arguments indicate that our assumptions (Fig. 2), which were adopted 






























































































































































Figure 2 Open-loop analysis of the fixation  
response. (a,b) Responses of control (a) and  
T4/T5 block (b) flies to a single black bar moving  
clockwise (thicker lines) and counterclockwise  
around the fly. Responses are plotted as a function  
of the azimuth position of the bar; that is, during  
counterclockwise rotation, time progresses from  
right to left. (c,d) Summation of the clockwise and 
counterclockwise responses divided by 2 revealed  
the position-dependent response component, P (Ψ),  
of control (c) and T4/T5 block (d) flies. (e) The position 
response (the integral of the curve P (0° < Ψ < 180°) 
minus the integral of P (−180° < Ψ < 0°) divided by 2). 
The response of the T4/T5 block group was significantly 
greater than zero (P < 0.001, two-sided t test).  
(f,g) Subtraction of the clockwise and counterclockwise 
responses divided by 2 yielded the motion-dependent 
response component, M(Ψ)·v, of control (f) and T4/T5 
block (g) flies (a positive value indicates a tendency to 
turn with the stimulus). (h) The motion response  
(the integral of the curve M(0° < Ψ < 180°)·v plus  
the integral of M(−180° < Ψ < 0°)·v divided by 2).  
The response of the T4/T5 block group was not 
significantly different than zero (P = 0.06, two-sided  
t test). All data represent mean ± s.e.m.; 35 trials per fly, 
n = 10, 11 and 14 flies per group (shits control, dashed 
black lines; T4/T5 control, solid gray lines; T4/T5 block, 
solid red lines). ***P < 0.001, two-sided t test compared 
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To test these ideas, we investigated the turning responses to local 
front-to-back motion, back-to-front motion and luminance changes 
in isolation (Fig. 4). We created a virtual environment consisting of a 
gray cylinder with a 10° window at two azimuthal positions (either Ψ = 
30° or Ψ = 60°). Outside, a 10° black bar rotates at 40 ° s−1 around the 
cylinder. Whenever the bar passes the window, it briefly allows the 
fly’s motion system to detect the direction of bar motion (either front 
to back or back to front), inducing a turning tendency (MFTB and 
MBTF) in the same direction. Moreover, when the bar passes through 
the window, it produces local luminance changes such that luminance 
first decreases and then increases again. This change in luminance is 
detected by the fly’s position system, leading to an additional turning 
tendency toward that position (PFTB and PBTF). Thus, the turning 
response to local front-to-back and back-to-front motion can be 







To tease apart the different response components, we need the 
response of the position system alone. We approximated the local 
luminance change when the rotating bar passes the window with a 
non-moving stimulus. The whole window starts at background lumi-
nance, darkens and then brightens again. This stimulus should only 
activate the position system, resulting in a turning tendency toward 
the position of the local luminance change (RL = PL).
When measuring the turning response of control flies to the three 
different stimulus conditions, all turning responses were found to be 
different. The response to the front-to-back stimulus (RFTB) was posi-
tive and large in amplitude (Fig. 4a,c), the response to the back-to-front 
stimulus (RBTF) was biphasic and weak (Fig. 4d,f), and the response 
to local luminance changes (RL) was positive and weak (Fig. 4g,i). 
In contrast, the responses of T4/T5 block flies to front-to-back 
motion, back-to-front motion and local luminance changes were all 
identical (Fig. 4b,e,h,j). We found no differences in the responses to 
local luminance changes of controls and T4/T5 block flies (Fig. 4i), 
which is consistent with our earlier observations (Fig. 3). Taken 
together, these results indicate that the position system only detects 
changes in local luminance and that local motion does not influence 
its response properties. Thus,
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Figure 3 Open-loop responses to an  
appearing and disappearing black bar.  
(a,b) Turning speed of control (a) and  
T4/T5 block (b) flies. The bar appeared  
at 90° (t0 to t1, left light gray shaded area),  
remained static (t1 to t2, dark gray shaded  
area) and disappeared (t2 to t3, right light  
gray shaded area). (c–j) Average responses  
of control (c,f,i) and T4/T5 block (d,g,j)  
flies to bar appearance (averaged between  
t0 + 0.1 s and t1, c,d), steady state  
(averaged between t2 − 0.4 s and t2, f,g)  
and bar disappearance (averaged between  
t2 + 0.1 s and t3, i,j) as function of bar  
position. The monitor edges at 45°  
decreased the stimulus area by a few  
degrees, which explains the response  
reduction at 45°. (e,h,k) Average responses  
(integral of response curves between 0°  
and 120° minus the integral between  
−120° and 0° divided by 2). All responses  
were measured as responses when the bar  
was on the right (+) minus when it was on  
the left (−) divided by 2. All data represent  
mean ± s.e.m.; 10 trials per fly, n = 12, 12  
and 16 flies per group (shits control, dashed black lines; T4/T5 control, solid gray lines; T4/T5 block, solid red lines).  
ns indicates not significant, P ≥ 0.05, two-sided t test compared with both control groups. Responses of T4/T5 block flies at 45° were not significantly 
different to control responses (P ≥ 0.05; two-sided t test compared with both control groups). Responses of shits control and T4/T5 block flies during 
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This finding allowed us to isolate the responses of the motion system 







Analyzing the data of control flies in this way revealed a strong 
asymmetry in the motion system for the frontal part of the visual field 
(Ψ = 30°), where its response to front-to-back was approximately 
twice as strong as that to back-to-front motion (Fig. 4k). In the lat-
eral part (Ψ = 60°), we observed a similar tendency (Fig. 4k). This 
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Figure 4 Open-loop responses to local bar motion and to local luminance changes. (a–i) Turning responses of control (a,d,g) and T4/T5 block (b,e,h) 
flies to local front-to-back motion (a,b), local back-to-front motion (d,e) and local luminance changes (g,h) at Ψ = 30° and Ψ = 60° (gray shaded  
areas). The corresponding average turning responses are shown in c, f and i (RFTB, RBTF and RL, respectively; averaged between t = 0.1 s and  
t = 2.1 s after stimulus onset). (j) Comparison of responses to the different stimuli of T4/T5 block flies. (k) Comparison of isolated motion responses 
(MFTB = RFTB − RL and MBTF = RBTF − RL). Motion responses of T4/T5 block flies were not significantly different from zero (P ≥ 0.05, two-sided t 
test). All responses were measured as the response with the bar at Ψ = +30° or Ψ = +60° minus the response with the bar at Ψ = −30° or Ψ = −60°, 
respectively, divided by 2. All data represent mean ± s.e.m.; 60 trials per fly of n = 10, 12 and 11 flies (at Ψ = 30°) and of n = 10, 11 and 11 flies  
(at Ψ = 60°) per group (shits control, dashed black lines; T4/T5 control, solid gray lines; T4/T5 block, solid red lines). ns indicates not significant  
(P ≥ 0.05), *P < 0.05, **P < 0.01 and ***P < 0.001; two-sided t-test compared with both controls (c,f,i) or comparing MFTB to −MBTF within the 
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necessary to omit the classical assumption 
of velocity linearity of the motion system30. 
Consequently, we revised the interpretation 
of P(Ψ) obtained in the previous experiment 
with the rotating bar (Fig. 2). Thus, P(Ψ) 
actually overestimates the response of the 
pure position system (PL) in control flies.
P R R
M v M v P
P
( ) ( )/












On the other hand, for T4/T5 block flies, the motion responses were 
zero (Figs. 2h and 4k). Under these conditions, P(Ψ) corresponds to 
the response of the position system alone (PL).
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Taken together, these results indicate that the visual pathways of the 
motion and position system are indeed separable at the neuronal level. 
However, fixation is shaped by an interaction of both systems at the 
level of behavior.
Object tracking with background motion
Do both control systems also superimpose when the fly encounters a 
more natural situation where it has to track an object while the whole 
background is in motion? To answer this question, we fed back the 
fly’s turning tendency on the position of the black bar, as in the usual 
fixation procedure (closed loop), and displayed a large-field sine-
grating rotating in one or the other direction without giving the fly 
control over it (open loop) (Fig. 5). If both responses superimpose at 
the level of the fly’s turning tendency, the large field stimulus should 
create a permanent offset, leading to a shift of the position where the 
fly fixates the bar.
We tested whether the presence of the sine-grating alone would alter 
the fixation response. To our surprise, the fixation response clearly 
improved for both control and T4/T5 block flies when the back-
ground was a static sine-grating (Supplementary Fig. 3), although 
the grating had the same average luminance as the uniformly gray 
background used in previous fixation experiments (Fig. 1e–i). This 
indicates that the fixation response is modulated by the spatial prop-
erties of the background, yet the detailed mechanism of this effect 
remains unknown.
With the sine-grating background moving clockwise or counter-
clockwise, control flies were still able to fixate the bar, but the peak 
of the position histogram was shifted in the direction opposite to the 
direction of the moving large-field stimulus (Fig. 5a,d). The motion 
system produced a tendency to turn in the direction of the moving 
background, whereas the position system induced turning toward 
the position of the bar. When the bar was shifted opposite to the 
direction of background motion, both responses summed to zero. 
Under the same conditions, T4/T5 block flies did not shift the fixation 
peak, but rather kept the bar in front of them, regardless of whether 
the large-field stimulus was moving clockwise or counterclockwise 
(Fig. 5b,e). These results suggest a superposition of the large-field 
motion system and the position system at the level of behavioral out-
put, as has been proposed30.
Electrophysiology in horizontal and vertical system cells
In our behavioral experiments, we found that a turning response 
could be elicited by local luminance changes and that this response 
was not changed when blocking T4 and T5 cell output (Figs. 3 and 4). 
In electrophysiological recordings from LPTCs sensitive to horizontal 
and vertical motion (horizontal and vertical system cells, respectively), 
the response to full-field flicker is only moderately reduced when T4 
and T5 cell output is blocked26, indicating that horizontal system and 
vertical system cells receive additional input from an unidentified 
flicker pathway. To investigate whether horizontal system or vertical 
system cells use this information to mediate the position response, 
we performed electrophysiological recordings from horizontal system 
and vertical system cells in the immobilized fly (Fig. 6). We presented 
gratings moving in different directions, full-field OFF and ON flicker, 
as well as appearing and disappearing black bars at different positions 
along the azimuth. Vertical system cells responded strongly in a direc-
tion-selective manner to vertical motion (Fig. 6a), whereas horizontal 
system cells responded most strongly to horizontal motion (Fig. 6b). 
Both cell types also responded strongly to full-field OFF and ON 
flicker. However, cellular responses to appearing and disappearing 
vertical bars were orders of magnitude weaker. Moreover, horizontal 
system cells slightly hyperpolarized when the black bar appeared, but 
depolarized when it disappeared.
These recordings conflict with the behavioral responses that 





































































































































Figure 5 Closed-loop fixation response  
during open-loop background motion.  
(a–f) Fixation responses of control (a,d) and T4/
T5 block (b,e) flies during clockwise (a,b) and 
counterclockwise (d,e) rotation of the  
sine-grating. The ability to keep the bar in  
front is shown in c and f (same measure as in 
Fig. 1i). Upper horizontal dashed lines represent 
the chance level (5.6%, no fixation). All data 
represent mean ± s.e.m.; 30 trials of n = 11, 
9 and 9 flies per group (shits control, dashed 
black lines; T4/T5 control, solid gray lines; T4/
T5 block, solid red lines). *P < 0.05,  
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location of an appearing and a disappearing black bar, and this posi-
tion response was on the same order of magnitude as the optomo-
tor response to full-field grating motion (Figs. 1b and 3a). Second, 
assuming that horizontal system and vertical system cells convey 
position information, we would not expect the fly to remain capable 
of tracking objects when the background is moving (Fig. 5); the tiny 
voltage responses to local luminance changes would vanish in the 
much stronger voltage response to the background motion. These 
discrepancies between electrophysiological responses of horizontal 
system and vertical system cells and behavioral responses render it 
unlikely that horizontal system and vertical system cells are part of 
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Figure 6 In vivo electrophysiological recordings 
from vertical system (VS) and horizontal system 
(HS) cells in the immobilized fly. (a,b) Voltage 
traces obtained from vertical system (a) and 
horizontal system cells (b) while presenting 
vertical (a) or horizontal (b) grating motion 
into the preferred direction (PD) and the 
null direction (ND) of the cell, full-field OFF 
and ON flicker, and a vertical dark bar that 
appeared and disappeared (fast or slow in 0.5 s 
or 1.5 s, respectively) at Ψ = 30° in the front 
of the fly (responses at Ψ = 60° and Ψ = 90° 
were similar in amplitude; data not shown).  
All data represent mean ± s.e.m. obtained from 
n = 8 vertical system cells and n = 6 horizontal 
































































































































































Figure 7 Model simulations of the fly’s course control system. (a) Outline of the model. The visual scene was analyzed in parallel by a motion and a 
position system. Their output signals, plus noise, were summated and low-pass filtered to yield the fly’s turning speed. To simulate closed-loop fixation 
behavior, this signal was used to control the bar position. (b) Turning responses of the model to full-field clockwise and counterclockwise grating 
rotation. (c,d) Bar position over time (c) and the resulting activity pattern of the array of position detectors (d) during a single run of closed-loop fixation. 
(e) Model responses to a bar rotating in open-loop clockwise, followed by counterclockwise. (f) Position component, P (Ψ) (calculated by summing 
the two responses obtained in e and dividing them by 2). (g) Motion component, M(Ψ) (calculated by subtracting the two responses obtained in e and 
dividing by 2). (h) Probability density as function of bar position obtained from 20 runs of closed-loop bar fixation. (i,j) Closed-loop fixation behavior 
during superimposed open-loop background sine-grating motion (solid lines, 10 ° s−1 clockwise (CW) rotation of the grating; dashed lines, −10 ° s−1 
counterclockwise (CCW) rotation of the grating). Model responses were calculated with an intact motion system (black lines) and with the gain of the 





























  advance online publication nature neurOSCIenCe
a r t I C l e S
Modeling
Our results suggest the existence of two course control systems oper-
ating in parallel. Can such a system track a single object effectively 
and quantitatively account for the observed behavior of the flies? To 
address this question, we modeled the two course control systems and 
tested them under the conditions that were used in the experiments 
(Fig. 7). We implemented the large-field motion system as an array 
of elementary motion detectors of the Reichardt type34 weighted by a 
spatial sensitivity profile similar to M(Ψ), as obtained in the experi-
ments (Fig. 2f), and with a 50% stronger weight on front-to-back 
than on back-to-front motion, as we observed (Fig. 4k). The output 
signals of all motion detectors were summated. The position system 
was modeled as an array of squared high-pass filters. From the array, 
the location of the maximum response was extracted at each time 
point. The response amplitude toward this position was determined 
from a spatial sensitivity profile similar to the experimentally deter-
mined one (Fig. 2c,d). Both signals were multiplied by a gain factor, 
added together with white noise and low-pass filtered to obtain a 
turning signal. This could either be interpreted as the output signal 
under open-loop conditions or fed back into the bar position when 
simulating closed-loop fixation behavior (Fig. 7a).
Stimulating the model with grating motion under open-loop con-
ditions resulted in a syndirectional optomotor response (Fig. 7b). 
When tested under closed-loop conditions, the model revealed a pro-
nounced fixation behavior, bringing and keeping the bar in a frontal 
position (Fig. 7c,h). Comparing the bar position (Fig. 7c) with the 
output of the squared high-pass filters over time (Fig. 7d) revealed the 
effective detection of bar position. Moving the bar in open loop, first 
clockwise, then counterclockwise, led to a response profile that was 
consistent with the respective experimental data (Fig. 7e). We added 
and subtracted both responses to reveal the position-dependent and 
motion-dependent components (P(Ψ) and M(Ψ), respectively) and 
obtained similar profiles as in our experiments (Fig. 7f,g). We then 
tested the system for closed-loop fixation during open-loop back-
ground grating motion. As seen in the experiments, the maximum of 
the fixation histograms moved opposite to the direction of the drifting 
grating and the histograms became broader (Fig. 7i).
We then tested the model with the gain of the large-field motion 
system set to zero, simulating the blockage of T4 and T5 cell output; 
the model was still able to keep the bar in front, yet with a broader 
 distribution (Fig. 7h). When the model was presented with the clock-
wise and counterclockwise rotating bar, the responses were identical 
for both directions of bar motion and only depended on the bar’s posi-
tion (Fig. 7e). Moreover, the resulting position-dependent response 
function, P(Ψ), was reduced in amplitude compared with the control 
(Fig. 7f). Finally, in the case of closed-loop fixation with background 
motion, the model kept the bar in front, no matter the direction in 
which the background was moving (Fig. 7j). In summary, all of the 
effects that we observed in the experiments were reproduced by the 
model with one set of parameters.
DISCUSSION
Behavioral and electrophysiological studies in larger fly species have 
proposed that fixation behavior is mediated by a special class of 
lobula plate neurons that are selective for small moving objects35–38. 
These cells are thought to receive retinotopic input from the same 
set of columnar, motion-sensitive neurons as the large field– 
sensitive tangential cells. Their selectivity for small moving objects 
arises from additional inhibition that they receive from other large-
field neurons of the lobula plate39–41. In contrast, we found that trans-
genic Drosophila in which the T4 and T5 cells were blocked were 
still able to fixate and track individual objects, even though their 
lobula plate tangential cells were motion blind and flies consequently 
did not show an optomotor response26. Our genetic and behavioral 
experiments revealed a control system that is purely sensitive to the 
position of the object and not to the direction in which it is mov-
ing, with the exact same spatial sensitivity profile as that revealed 
by the mathematical examination of behavioral results in wild-type 
houseflies performed many years ago30. Although the reduction in 
fixation strength observed in T4/T5 block flies might, at first sight, 
be interpreted as a partial overlap between the motion and the posi-
tion circuit at the neuronal level, our analysis indicates that this is 
not the case; as a result of its asymmetry with respect to the direc-
tion of motion (front to back as compared to back to front), the 
motion circuit contributes to the fixation response at the behavioral 
level, but is separate from the position circuit at the neuronal level. 
An asymmetry in turning was also observed in the responses to rotat-
ing stripes8,30 (Fig. 2), but, from these findings, one cannot con-
clude that the response of the motion circuit is asymmetrical. Even a 
perfectly symmetrical motion response, combined with the position 
response, would lead to the very same behavior. Our investigation of 
the two response components revealed that the asymmetrical turning 
response has two sources: a turning response to the position of the 
rotating bar and an asymmetrical motion response to its direction 
of motion. The powerful genetic tools available in Drosophila42 will 
allow the future identification of the specific neural components of 
the position circuit.
METhODS
Methods and any associated references are available in the online 
version of the paper.
Note: Supplementary information is available in the online version of the paper.
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Behavioral experiments. The locomotion recorder2,27 consisted of an air- 
suspended sphere floating in a bowl-shaped sphere holder. The sphere had 
a diameter of 6 mm and a weight of 40 mg; it was made from polyurethane 
foam and coated with polyurethane spray (spheres were kindly provided by 
V. Jayaraman, Janelia Farm). The airflow is adjusted to ~0.7 l min−1 by a rotary 
vane pump (G6/01-K-EB9L Gardner Denver Thomas GmbH) such that the 
sphere rotated freely in the holder, but did not jump out. A high-power infrared 
LED (800 nm, JET series, 90 mW, Roithner Electronics) was located in the back 
to illuminate the fly and the sphere surface. Two optical tracking sensors were 
equipped with lens and aperture systems to focus two 1-mm2 equatorial spots 
(at ±30°) on the sphere at a distance 15 cm behind the fly. The tracking data 
were processed in a custom-designed circuit27 at 4 kHz internally, read out via 
a USB interface and processed by a computer at ~200 Hz. This allowed real-
time calculation of the instantaneous rotation axis of the sphere. A third camera 
(GRAS-20S4M-C, Point Grey Research) was located in the back, which is essen-
tial for proper positioning of the fly and allowed real-time observation and video 
recording of the fly during experiments. The bottom of the sphere holder was 
surrounded by an open plastic funnel connected to a metal fan with an aluminum 
tube. A self-designed Peltier controlling system read out the temperature of a 
thermometer placed just below the sphere and controlled the fan temperature 
such that the air temperature around the fly was regulated precisely (±0.1 °C). 
In all experiments, the temperature started at the permissive temperature level 
for shibirets (25 °C) and was raised linearly to the restrictive temperature of 34 °C 
in 10–20 min. Three 120-Hz LCD screens (Samsung 2233 RZ) were vertically 
arranged and formed a U-shaped visual arena (31 × 31 × 47 cm) with the fly in 
the center. We removed the monitor covers to minimize the borders between the 
screens in the corners of the arena and glued thin sheets of parchment paper onto 
the screens to scatter and evenly distribute the emitted light. The visual arena had 
a luminance ranging from 0–131 cd m−2 and covered almost the whole visual 
field of the fly (horizontal, ± 135°; vertical, ± 57°; resolution < 0.1°). The three 
LCD screens were controlled via NVIDIA 3D Vision Surround Technology on 
Windows 7 64 bit, allowing a synchronized update of the screens at 120 frames per 
s. For visual stimulation, we use Panda3D, an open-source gaming engine, and 
Python 2.7, which simultaneously controlled the frame rendering in Panda3D, 
read out the tracking data and temperature, and streamed data to the hard disk.
Time-position plots for the visual stimuli are illustrated in Supplementary 
Figure 4 for all experiments. The large-field open-loop optomotor stimulus 
(Fig. 1b–d and Supplementary Fig. 4a,b) consisted of a striped grating (λ = 20°) 
rotating clockwise (+) or counterclockwise (−) at a velocity of 20 ° s−1 for 0.5 s. 
Seven contrasts were tested. The dark stripes always had a luminance value of 
27 cd m−2, whereas the luminance values of the brighter stripes ranged from 
30–104 cd m−2, resulting in contrast values between 4 and 58%, measured as 
(Imax−Imin)/(Imax+Imin). In the open- and closed-loop fixation experiments, 
we showed a single black bar (10° wide, 114° high, 9 cd m−2) on a gray back-
ground (58 cd m−2). In the first set of open-loop fixation experiments (Fig. 2 and 
Supplementary Fig. 4d,e), the bar started in the back and rotated at velocities of 
±18 ° s−1 around the fly. In another set of experiments (Fig. 3 and Supplementary 
Fig. 4f), the bar did not move, but slowly appeared (in 0.5 s), remained static for 
4 s and disappeared (in 0.5 s) at well-defined locations (±120°, ±90°, ±60°, ±45°, 
±30° and ±15°). In another experiment (Fig. 4 and Supplementary Fig. 4g–i), 
we chose two locations (Ψ = 30° and Ψ = 60°) to show local motion (front to back 
and back to front) and local luminance change. Here, the local luminance change 
dynamics were chosen such that they approximated the luminance change when 
the local motion was shown. In the case of closed-loop fixation, the bar was placed 
at a random position (between −180° and +180°) around the fly before each trial 
and the fly was then given 20 s control of the angular position of that bar (∆bar = 
−fly turning, updated approximately every 9 ms). This was done either in front of 
a gray background (Fig. 1e–i and Supplementary Figs. 3a–c and 4c) or a large-
field sine-grating (λ = 30°, the luminance values of the pattern were between 27 
and 104 cd m−2). The sine-grating was either static (Supplementary Figs. 3d–f 
and 4j) or rotated at ±15 ° s−1 (Fig. 5 and Supplementary Fig. 4k,l).
Flies were raised on standard cornmeal-agar medium at 18 °C and 60% humid-
ity throughout development on a 12-h light, 12-h dark cycle. We used shits con-
trol flies (w+; +; +/UAS-shits), T4/T5 control flies (w+/w−; +; R42F06-Gal4/+) 
and T4/T5 block flies (w+/w−; +; R42F06-Gal4/UAS-shits). The T4 and T5 cell– 
specific driver line R42F06-Gal4 was kindly provided by A. Nern and G. Rubin 
(Janelia Farm) and was generated43 using a 4.0-kb DNA fragment of the bab2 gene 
amplified from genomic DNA with primers CGGCTGATCCAACAAAGGATG
CACC and CTCAGTGTAGCCGCACCTTGTTCCT. The shibirets effector has 
multiple insertions on the third chromosome. We used wild-type Canton S flies 
for the control crosses. Only female flies aged 2–10 d were used in experiments. 
Flies were taken from 18 °C just before the experiment and immediately cold 
anesthetized. The head, thorax and wings were glued to a needle using near-
ultraviolet bonding glue (Sinfony Opaque Dentin) and strong blue LED light 
(440 nm, dental curing light, New Woodpecker).
For each fly, the experiment lasted approximately 50 min and was split into 
50–200 trials depending on the length and the number of visual stimuli. Stimuli 
in one trial were presented in random order. For data analysis, we chose a 
range of trials (same for control and T4/T5 block flies per experiment) dur-
ing which the temperature was constant at 34 °C and during which flies had a 
constant average turning and walking speed. The experimental raw data were 
first downsampled (interpolated from 120 to 20 Hz). Turning speed traces 
were then determined by taking the average over trials and low-pass filtering 
the resulting trace (τ = 0.1 s in all experiments, except those shown in Fig. 2, 
where τ = 0.4 s). Probability density functions of bar position were calculated 
separately for each trial with a bin size of 5° and then averaged over trials and 
flies. The measure ‘fixation in front’ was determined by integrating the prob-
ability density function of one trial between −10° and 10°, which resulted in a 
percentage value for how probable it was to find the bar in that area during that 
trial. These values were then averaged over trials and flies. Flies were excluded 
from data analysis when the average walking speed during the whole experiment 
was below 0.1 cm s−1, indicating severe walking problems, or (only in closed-
loop fixation experiments with static background) when the average turning 
speed was either larger than +10 ° s−1 or smaller than −10 ° s−1, indicating an 
asymmetry in walking behavior that led to a substantially reduced fixation 
performance. All data analysis was performed in Python 2.7 using NumPy and 
SciPy on Mac OSX 10.8.
P values were obtained using different statistical tests. To test the hypothesis 
that a group had a certain mean, we performed a two-sided t test. When two 
groups were compared (Fig. 4k), we performed a two-sided t test. When T4/T5 
block flies were compared with shits control and T4/T5 control flies, we per-
formed a two-sided t test comparing each control with the block flies and chose 
the larger P value. When three groups were compared (Fig. 4j), we performed a 
one-way ANOVA. We used approximately the same sample size (smallest n = 9 
flies, largest n = 16 flies) per group and experiment, which permitted a statistical 
comparison between the different experiments. This sample size was considered 
as sufficiently large because the optomotor response of T4/T5 block flies shown in 
Figure 1b–d was highly significantly reduced at n = 10 flies (P < 0.001, two-sided 
t test compared with both controls). See Supplementary Statistics for a detailed 
list of group sizes, statistical tests and P values.
electrophysiology. Patch-clamp recordings were performed as described pre-
viously20 with minor modifications. All electrophysiological experiments were 
performed with female wild-type Canton S flies 6–24 h post-eclosion. Flies were 
raised on standard cornmeal-agar medium and kept at 25 °C and 60% humidity 
on a 12-h dark/light cycle.
Flies were anesthetized on ice and immobilized on a plexiglas holder with 
wax. The head was bent downwards and fixed by waxing the proboscis to the 
thorax. The fly was then inserted into an opening cut into a piece of aluminum 
foil mounted in a recording chamber. A part of the posterior side of the head 
cuticle and the muscle that covers the cell bodies of LPTCs was removed with 
fine forceps. Extracellular saline (103 mM NaCl, 3 mM KCl, 5 mM TES, 10 mM 
trehalose, 10 mM glucose, 7 mM sucrose, 26 mM NaHCO3, 1 mM NaH2PO4, 
1.5 mM CaCl2 and 4 mM MgCl2, pH 7.3, 280 mOsm) was bubbled with 95% O2 
and 5% CO2 and continuously perfused over the preparation. The brain of the fly 
was visualized with an upright microscope (Axiotech Vario 100, Zeiss) equipped 
with a 40× water-immersion objective (LumPlanFL, NA 0.8, Olympus) and an 
Hg-light source (HXP-120, Visitron Systems). For contrast enhancement, we used 
two polarization filters that were slightly shifted with respect to their polariza-
tion plane. The health of the flies was checked regularly by monitoring periodic 
movements of the brain. A glass electrode filled with collagenase (Collagenase 
IV, Gibco, 0.5 mg ml−1 in extracellular saline) was used to weaken the perineural 






























Somata of vertical system and horizontal system cells were patched with a glass 
electrode (6–9 MΩ) filled with internal solution (140 mM potassium aspartate, 
10 mM HEPES, 4mM Mg-ATP, 0.5 mM Na-GTP, 1 mM EGTA, 1 mM KCl and 
0.03 mM Alexa 568–hydrazide sodium, pH 7.26, 265 mOsm). All recordings were 
performed in current-clamp bridge mode with an NPI BA-1S amplifier (NPI 
electronics), low-pass filtered at 3 kHz and digitized at 10 kHz. Data acquisition 
was performed with Matlab (version R2011a, MathWorks). Cells had an average 
resting membrane potential of −51.6 ± 0.7 mV (corrected for a liquid junction 
potential of 12 mV) and an average input resistance of 204.5 ± 16.7 MΩ. Cell types 
were identified on the basis of their typical response profiles to moving gratings. 
In addition, fluorescence images of each cell were taken after the recording with 
a CCD camera (Spot Pursuit, Visitron Systems) to verify their identity.
Visual stimuli were presented on a custom-built LED arena that subtended 
170° in azimuth and 85° in elevation with a resolution of approximately 1.4° 
per LED. The arena allowed refresh rates of up to 600 Hz and had a maximum 
luminance of 80 cd m−2. Motion stimuli consisted of square-wave gratings with 
a wavelength of 20° moving at 1 Hz. Stimuli lasted for 3 s with an interstimulus 
interval of 5 s and were repeated three times. For bar flicker stimuli, the arena 
background was set to full luminance. After 1.5 s, a dark bar that had a width of 
10° and was centered at 30°, 60° or 90° along the azimuth appeared. The contrast 
of that bar was increased linearly to a maximum of 66% over 0.5 s or 1.5 s. After 
an interval of 3 s, the dark bar disappeared again in the same time period. Bar 
flicker stimuli were presented five times. For full-field flicker stimuli, the arena 
was stepped to full luminance for 3 s and then back to zero again for 3 s. Full-field 
flicker stimuli were presented ten times per cell.
Data analysis was performed with Matlab (version R2011b, MathWorks) using 
custom-written scripts. For all stimuli, we averaged voltage traces over sweeps and 
calculated the mean and s.e.m. over cells. The baseline membrane potential was 
calculated by averaging over a period of 500 ms preceding the stimulus onset and 
subtracted from the responses. For horizontal system cells, we pooled responses 
of all three horizontal system cell types. To properly match the receptive field of 
vertical system cells20, we averaged the responses of vertical system cells with 
frontal receptive fields (VS1–VS3) to obtain the responses to the appearing and 
disappearing bar at 30° and 60°. Responses of vertical system cells with lateral 
receptive fields (VS5–6) were averaged to determine the responses at 90°.
modeling. Visual patterns were modeled as one-dimensional luminance func-
tions at a spatial resolution of 0.01° and a temporal resolution of 1 ms. They were 
covered by 360 elementary motion detectors of the Reichardt type34. Briefly, 
the luminance value at one location was low-pass filtered (first-order, 20-ms 
time constant) and subsequently multiplied with the instantaneous value derived 
from the neighboring location, separated by 1° of visual angle. This was done 
twice in a mirror-symmetrical fashion, and the output signals of both operations 
were subtracted. All elementary motion detectors were weighted according to 
the M(Ψ) sensitivity profile and subsequently summated. In each hemisphere, 
motion detection subunits tuned to back-to-front motion were given half the 
response amplitude of those tuned to front-to-back motion. The visual pattern 
was also viewed by an array of 360 position detectors. These were modeled as 
high-pass filters (first-order, 10-ms time constant), the outputs of which were 
squared. From this array, the location of the maximum was determined. If this 
maximum was below a certain threshold, the location decayed back to zero with 
a 20-ms time constant. The output of the position system was calculated as the 
value of the P(Ψ) function at this location. The M(Ψ) and P(Ψ) functions were 
approximated in the following way, with Z(Ψ) describing the shape of their pro-
files, gP being the gain factor of the position system (= 3) and gM being the gain 
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M(Ψ) was subsequently smoothed by a box filter of 20° width. As a noise 
function we used Gaussian white noise that was filtered by a first-order low-
pass filter with 100-ms time constant and multiplied with a noise-gain factor 
(gN = 15). The sum of noise, motion and position system was then fed through 
a first-order low-pass filter with 100-ms time-constant to result in the turning 
speed. In closed-loop simulations, the turning speed was used to update the bar 
position each millisecond.
bar position bar position turningspeed( ) ( ) . ( )t t t+ = − ⋅1 0 1
Fixation histograms were obtained from 20 simulation runs, each 30 s long. 
At the beginning of each run, the bar was positioned in front of the fly. As large 
field pattern, we used a sine-grating with a spatial wavelength of 22.5°, a mean 
luminance of 0.5 and a contrast of 1. When activated, it moved at 10 ° s−1, resulting 
in a temporal frequency of 0.44 Hz. The black bar was simulated as zero lumi-
nance from −5° to + 5° around the bar location, replacing the luminance value 
of either the grating or the one of a uniform background of luminance value 1. 
The model was simulated in IDL (Exelis) on 64-bit Windows 7.
43. Pfeiffer, B.D. et al. Tools for neuroanatomy and neurogenetics in Drosophila. 
Proc. Natl. Acad. Sci. USA 105, 9715–9720 (2008).
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Fig.	   S1	   Temperature	   control	   data	   for	   the	   optomotor	   response	   and	   fixation	   response.	   a	  
Temperature	   protocol	   during	   the	   full-­‐field	   grating	   motion	   experiment	   (Fig.	   1b-­‐d).	   The	  
temperature	  around	  the	  fly	  starts	  at	  25	  °C	  and	  rises	  slowly	  to	  34	  °C	  within	  10	  minutes.	  b	  The	  
optomotor	  response	  –	  defined	  as	  the	  turning	  speed	  in	  response	  to	  clockwise	  motion	  minus	  
the	  turning	  speed	  in	  response	  to	  counterclockwise	  motion	  divided	  by	  two	  –	  as	  a	  function	  of	  
stimulus	   time	   (x-­‐axis)	   and	   overall	   experimental	   time	   (y-­‐axis)	   for	   the	   three	   groups.	   Red	  
vertical	   lines	   illustrate	   the	   time	   points	   when	   grating	   motion	   starts	   and	   ends.	   White	  
horizontal	   lines	   indicate	  the	  time	  span	  during	  which	  the	  trials	  were	  used	  for	  detailed	  data	  
analysis	  (Fig.	  1).	  c	  Temperature	  protocol	  for	  closed-­‐loop	  bar	  fixation	  (Fig.	  1e-­‐i).	  d	  Probability	  
density	   of	   bar	   positions	   (x-­‐axis)	   as	   function	   of	   overall	   experimental	   time	   (y-­‐axis).	   All	   data	  
represent	  mean	  of	  N	  =	  10,10,10	  (b)	  and	  N	  =	  10,10,12	  (d)	  flies	  per	  group	  (left	  to	  right).	  Same	  
flies	  as	  in	  Fig.	  1.	   	  
Shits control T4/T5 control T4/T5 block

















































































































































Fig.	   S2	   Walking	   and	   turning	   speed	   of	   control	   and	   T4/T5	   block	   flies	   during	   closed-­‐loop	  
fixation.	  a	  Probability	  density	  functions	  for	  turning	  speed	  (bin	  size	  =	  2	  °/s)	  of	  control	  flies.	  d	  
Probability	   density	   functions	   for	  walking	   speeds	   (bin	   size	   =	   0.1	   cm/s)	   of	   control	   flies.	  b,e	  
Same	   as	   in	   (a,d),	   but	   obtained	   from	   flies	   in	   which	   the	   output	   from	   T4	   and	   T5	   cells	   was	  
blocked.	   c	   Average	   absolute	   turning	   speed.	   f	   Average	   walking	   speed.	   All	   data	   represent	  
mean	  ±	  SEM;	  40	  trials	  per	  fly	  of	  N	  =	  11,9,9	  flies	  per	  group	  (shits	  control,	  dashed	  black	  lines;	  
T4/T5	   control,	   solid	   gray	   lines;	   T4/T5	  block,	   solid	   red	   lines).	   -­‐ns-­‐p	   >=	  0.05;	   two-­‐sided	   t-­‐test	  
comparing	  to	  both	  controls.	  Same	  flies	  as	  in	  Fig.	  1e-­‐i.	   	  
Controls T4/T5 block


























































































































Fig.	   S3	   The	   fixation	   response	   improves	   with	   a	   static	   background	   pattern.	   a,d	   Average	  
probability	  density	  as	  function	  of	  bar	  position	  for	  the	  two	  controls	  when	  the	  background	  is	  
gray	  (a)	  and	  when	  it	  is	  a	  static	  sine-­‐grating	  pattern	  with	  the	  same	  average	  luminance	  (d).	  b,e	  
Same	  as	   in	   (a,d)	  but	   for	   flies	   in	  which	   the	  output	  of	  T4/T5	  cells	  was	  blocked.	  c,f	  Ability	   to	  
keep	  the	  stripe	  in	  the	  frontal	  field	  (same	  measure	  as	  in	  Fig.	  1i)	  when	  the	  background	  is	  gray	  
(c)	  or	  when	  it	  is	  a	  static	  sine-­‐grating	  background	  (f).	  g	  Comparison	  of	  the	  ability	  to	  keep	  the	  
bar	  in	  the	  frontal	  field	  between	  uniform	  and	  sine-­‐grating	  background	  for	  all	  groups.	  Upper	  
horizontal	   dashed	   lines	   in	   (c,f,g)	   indicate	   the	   chance	   level	   (=	   5.6	  %;	   no	   fixation).	   All	   data	  
represent	  mean	  ±	  SEM;	  15	  trials	  per	  fly	  of	  N	  =	  10,10,9	  flies	  per	  group	  (shits	  control,	  dashed	  
black	   lines;	  T4/T5	  control,	   solid	  gray	   lines;	  T4/T5	  block,	   solid	   red	   lines).	   -­‐ns-­‐p	  >=	  0.05,	  *p	  <	  
0.05,	  ***p	  <	  0.001;	  two-­‐sided	  t-­‐test	  comparing	  to	  both	  controls	  (c,f)	  or	  comparing	  uniform	  
to	  sine-­‐grating	  within	  the	  groups	  (g).	  
	  



































































































































































Fig.	  S4	  Position-­‐time	  plots	  of	  all	  visual	  stimuli	  in	  all	  experiments.	  a,b	  Full-­‐field	  grating	  moving	  
clockwise	  (cw)	  or	  countclockwise	  (ccw).	  c	  Closed-­‐loop	  fixation	  of	  a	  black	  bar	  on	  an	  uniformly	  
gray	   background.	   d,e	   Rotating	   black	   bar	   (cw,	   ccw).	   f	   Slowly	   appearing	   and	   disappearing	  
black	   bar	   at	   Ψ	   =	   +60°	   (other	   locations	   were	   ±15°,	   ±30°,	   ±45°,	   –60°,	   ±90°,	   ±120°).	   g,h	   A	  
localized	  black	  bar	  moves	  front-­‐to-­‐back	  (g)	  and	  back-­‐to-­‐front	  (h)	  at	  Ψ	  =	  +60°	  (other	  locations	  
were	  Ψ	  =	  ±30°,	  Ψ	  =	  –60°).	  i	  Approximation	  of	  the	  local	  luminance	  dynamics	  in	  (g,h).	  j	  Closed-­‐
loop	  fixation	  of	  a	  black	  bar	  on	  a	  static	  sine-­‐grating	  with	  the	  same	  average	  brightness	  as	   in	  
(c).	  k,l	  Closed-­‐loop	  bar	  fixation	  during	  background	  motion	  (cw,	  ccw,	  respectively);	  the	  black	  
traces	   in	   (c,j-­‐l)	   are	   experimental	   example	   traces	  of	   bar	  position	   for	   a	   single	   trial	   of	   a	   shits	  
control	   fly.	  Monitor	   position	  0°	   is	   directly	   in	   front	  of	   the	   fly.	   The	  black	   areas	   indicate	   the	  
region	  of	  no	  visual	  stimulation	  behind	  the	  fly	   (–180°	  <	  x	  <	  –135°	  and	  +135°	  <	  x	  <	  +180°	   in	  
azimuth).	  
Fig. S4; Bahl et al.
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Detailed	  statistics	  (list	  of	  group	  sizes,	  statistical	  tests	  and	  p-­‐values)	  
	  
The	  degree	  of	  significance	  was	  given	  as	  follows:	  not	  significant	  (-­‐ns-­‐)	  when	  p	  >=	  0.05;	  *	  




20	  trials	  per	  fly;	  Nshi	  control	  =	  10	  flies,	  NT4/T5	  control	  =	  10	  flies,	  NT4/T5	  block	  =	  10	  flies.	  
Shits	  control	  ↔	  T4/T5	  control:	  p	  =	  0.254,	  t	  =	  –1.177	  (two-­‐sided	  t-­‐test)	  
Shits	  control	  ↔	  T4/T5	  block:	  p	  <	  0.001,	  t	  =	  15.663	  (two-­‐sided	  t-­‐test)	  	  
T4/T5	  control	  ↔	  T4/T5	  block:	  p	  <	  0.001,	  t	  =	  9.882	  (two-­‐sided	  t-­‐test)	  
T4/T5	  block	  ↔	  zero:	  p	  =	  0.473,	  t	  =	  0.749	  (two-­‐sided	  t-­‐test)	  
	  
Fig.	  1i	  
40	  trials	  per	  fly;	  Nshi	  control	  =	  10	  flies,	  NT4/T5	  control	  =	  10	  flies,	  NT4/T5	  block	  =	  12	  flies.	  
Shits	  control	  ↔	  T4/T5	  control:	  p	  =	  0.307,	  t	  =	  1.052	  (two-­‐sided	  t-­‐test)	  
Shits	  control	  ↔	  T4/T5	  block:	  p	  =	  0.012,	  t	  =	  2.759	  (two-­‐sided	  t-­‐test)	  	  
T4/T5	  control	  ↔	  T4/T5	  block:	  p	  =	  0.025,	  t	  =	  2.427	  (two-­‐sided	  t-­‐test)	  
T4/T5	  block	  ↔	  chance:	  p	  <	  0.001,	  t	  =	  5.862	  (two-­‐sided	  t-­‐test)	  
	  
Figure	  2	  
35	  trials	  per	  fly;	  Nshi	  control	  =	  10	  flies,	  NT4/T5	  control	  =	  11	  flies,	  NT4/T5	  block	  =	  14	  flies.	  
	  
Fig.	  2e	  
Shits	  control	  ↔	  T4/T5	  control:	  p	  =	  0.725,	  t	  =	  0.356	  (two-­‐sided	  t-­‐test)	  
Shits	  control	  ↔	  T4/T5	  block:	  p	  <	  0.001,	  t	  =	  4.136	  (two-­‐sided	  t-­‐test)	  	  
T4/T5	  control	  ↔	  T4/T5	  block:	  p	  <	  0.001,	  t	  =	  4.068	  (two-­‐sided	  t-­‐test)	  
T4/T5	  block	  ↔	  zero:	  p	  <	  0.001,	  t	  =	  7.086	  (two-­‐sided	  t-­‐test)	  
	  
Fig.	  2h	  
Shits	  control	  ↔	  T4/T5	  control:	  p	  =	  0.618,	  t	  =	  0.507	  (two-­‐sided	  t-­‐test)	  
Shits	  control	  ↔	  T4/T5	  block:	  p	  <	  0.001,	  t	  =	  13.408	  (two-­‐sided	  t-­‐test)	  	  
T4/T5	  control	  ↔	  T4/T5	  block:	  p	  <	  0.001,	  t	  =	  16.735	  (two-­‐sided	  t-­‐test)	  
T4/T5	  block	  ↔	  zero:	  p	  =	  0.056,	  t	  =	  2.098	  (two-­‐sided	  t-­‐test)	  
	  
Figure	  3	  
10	  trials	  per	  fly;	  Nshi	  control	  =	  12	  flies,	  NT4/T5	  control	  =	  12	  flies,	  NT4/T5	  block	  =	  16	  flies.	  Half	  of	  each	  
group	  was	  used	  to	  measure	  responses	  at	  positions	  ±15°,	  ±60°,	  ±120°,	  the	  other	  half	  at	  
±30°,	  ±45°,	  ±90°.	  
	  
Fig.	  3e	  
Shits	  control	  ↔	  T4/T5	  control:	  p	  =	  0.611,	  t	  =	  0.524	  (two-­‐sided	  t-­‐test)	  
Shits	  control	  ↔	  T4/T5	  block:	  p	  =	  0.086,	  t	  =	  1.872	  (two-­‐sided	  t-­‐test)	  	  
T4/T5	  control	  ↔	  T4/T5	  block:	  p	  =	  0.489,	  t	  =	  0.713	  (two-­‐sided	  t-­‐test)	  
	  
Fig.	  3h	  
Shits	  control	  ↔	  T4/T5	  control:	  p	  =	  0.151,	  t	  =	  1.553	  (two-­‐sided	  t-­‐test)	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Shits	  control	  ↔	  T4/T5	  block:	  p	  =	  0.527,	  t	  =	  0.650	  (two-­‐sided	  t-­‐test)	  	  
T4/T5	  control	  ↔	  T4/T5	  block:	  p	  =	  0.465,	  t	  =	  –0.753	  (two-­‐sided	  t-­‐test)	  
Shits	  control	  ↔	  zero:	  p	  =	  0.368,	  t	  =	  –0.990	  (two-­‐sided	  t-­‐test)	  
T4/T5	  control	  ↔	  zero:	  p	  =	  0.018,	  t	  =	  –3.451	  (two-­‐sided	  t-­‐test)	  




Shits	  control	  ↔	  T4/T5	  block:	  p	  =	  0.054,	  t	  =	  2.137	  (two-­‐sided	  t-­‐test)	  
T4/T5	  control	  ↔	  T4/T5	  block:	  p	  =	  0.155,	  t	  =	  1.517	  (two-­‐sided	  t-­‐test)	  
	  
Fig.	  3k	  
Shits	  control	  ↔	  T4/T5	  control:	  p	  =	  0.407,	  t	  =	  0.865	  (two-­‐sided	  t-­‐test)	  
Shits	  control	  ↔	  T4/T5	  block:	  p	  =	  0.470,	  t	  =	  0.745	  (two-­‐sided	  t-­‐test)	  	  
T4/T5	  control	  ↔	  T4/T5	  block:	  p	  =	  0.939,	  t	  =	  –0.077	  (two-­‐sided	  t-­‐test)	  
	  
Figure	  4	  
60	  trials	  per	  fly;	  At	  Ψ	  =	  30°:	  Nshi	  control	  =	  10	  flies,	  NT4/T5	  control	  =	  12	  flies,	  NT4/T5	  block	  =	  11	  flies.	  At	  




Shits	  control	  ↔	  T4/T5	  control:	  p	  =	  0.027,	  t	  =	  2.390	  (two-­‐sided	  t-­‐test)	  
Shits	  control	  ↔	  T4/T5	  block:	  p	  <	  0.001,	  t	  =	  8.262	  (two-­‐sided	  t-­‐test)	  	  
T4/T5	  control	  ↔	  T4/T5	  block:	  p	  <	  0.001,	  t	  =	  5.103	  (two-­‐sided	  t-­‐test)	  
At	  60°:	  
Shits	  control	  ↔	  T4/T5	  control:	  p	  =	  0.067,	  t	  =	  –1.939	  (two-­‐sided	  t-­‐test)	  
Shits	  control	  ↔	  T4/T5	  block:	  p	  <	  0.001,	  t	  =	  7.148	  (two-­‐sided	  t-­‐test)	  	  




Shits	  control	  ↔	  T4/T5	  control:	  p	  =	  0.969,	  t	  =	  0.039	  (two-­‐sided	  t-­‐test)	  
Shits	  control	  ↔	  T4/T5	  block:	  p	  <	  0.001,	  t	  =	  –4.101	  (two-­‐sided	  t-­‐test)	  	  
T4/T5	  control	  ↔	  T4/T5	  block:	  p	  <	  0.001,	  t	  =	  –3.962	  (two-­‐sided	  t-­‐test)	  
At	  60°	  
Shits	  control	  ↔	  T4/T5	  control:	  p	  =	  0.666,	  t	  =	  0.438	  (two-­‐sided	  t-­‐test)	  
Shits	  control	  ↔	  T4/T5	  block:	  p	  <	  0.001,	  t	  =	  –4.842	  (two-­‐sided	  t-­‐test)	  	  




Shits	  control	  ↔	  T4/T5	  control:	  p	  =	  0.955,	  t	  =	  0.057	  (two-­‐sided	  t-­‐test)	  
Shits	  control	  ↔	  T4/T5	  block:	  p	  =	  0.471,	  t	  =	  0.736	  (two-­‐sided	  t-­‐test)	  	  
T4/T5	  control	  ↔	  T4/T5	  block:	  p	  =	  0.485,	  t	  =	  0.711	  (two-­‐sided	  t-­‐test)	  
At	  60°:	  
Shits	  control	  ↔	  T4/T5	  control:	  p	  =	  0.609,	  t	  =	  –0.518	  (two-­‐sided	  t-­‐test)	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Shits	  control	  ↔	  T4/T5	  block:	  p	  =	  0.165,	  t	  =	  1.443	  (two-­‐sided	  t-­‐test)	  	  




RFTB	  ↔	  RBTF	  ↔	  RL	  (T4/T5	  block):	  p	  =	  0.742,	  F	  =	  0.300	  (one-­‐way	  ANOVA)	  
At	  60°	  




MFTB	  ↔	  –MBTF	  (shits	  control):	  p	  <	  0.001,	  t	  =	  5.696	  (two-­‐sided	  t-­‐test)	  
MFTB	  ↔	  –MBTF	  (T4/T5	  control):	  p	  =	  0.028,	  t	  =	  2.346	  (two-­‐sided	  t-­‐test)	  
MFTB	  ↔	  –MBTF	  (T4/T5	  block):	  p	  =	  0.209,	  t	  =	  1.299	  (two-­‐sided	  t-­‐test)	  
MFTB	  ↔	  zero	  (T4/T5	  block):	  p	  =	  0.447,	  t	  =	  0.790	  (two-­‐sided	  t-­‐test)	  
MBTF	  ↔	  zero	  (T4/T5	  block):	  p	  =	  0.325,	  t	  =	  –1.035	  (two-­‐sided	  t-­‐test)	  
At	  60°	  
MFTB	  ↔	  –MBTF	  (shits	  control):	  p	  =	  0.639,	  t	  =	  0.476	  (two-­‐sided	  t-­‐test)	  
MFTB	  ↔	  –MBTF	  (T4/T5	  control):	  p	  =	  0.147,	  t	  =	  1.508	  (two-­‐sided	  t-­‐test)	  
MFTB	  ↔	  –MBTF	  (T4/T5	  block):	  p	  =	  0.499,	  t	  =	  –0.687	  (two-­‐sided	  t-­‐test)	  
MFTB	  ↔	  zero	  (T4/T5	  block):	  p	  =	  0.653,	  t	  =	  –0.463	  (two-­‐sided	  t-­‐test)	  
MBTF	  ↔	  zero	  (T4/T5	  block):	  p	  =	  0.622,	  t	  =	  0.508	  (two-­‐sided	  t-­‐test)	  
	  
Figure	  5	  
30	  trials	  per	  fly;	  Nshi	  control	  =	  11	  flies,	  NT4/T5	  control	  =	  9	  flies,	  NT4/T5	  block	  =	  9	  flies.	  
	  
Fig.	  5c	  
Shits	  control	  ↔	  T4/T5	  control:	  p	  =	  0.394,	  t	  =	  0.874	  (two-­‐sided	  t-­‐test)	  
Shits	  control	  ↔	  T4/T5	  block:	  p	  =	  0.047,	  t	  =	  –2.127	  (two-­‐sided	  t-­‐test)	  	  
T4/T5	  control	  ↔	  T4/T5	  block:	  p	  =	  0.010,	  t	  =	  –2.908	  (two-­‐sided	  t-­‐test)	  
	  
Fig.	  5f	  
Shits	  control	  ↔	  T4/T5	  control:	  p	  =	  0.176,	  t	  =	  1.410	  (two-­‐sided	  t-­‐test)	  
Shits	  control	  ↔	  T4/T5	  block:	  p	  =	  0.012,	  t	  =	  –2.797	  (two-­‐sided	  t-­‐test)	  	  




Nshi	  control	  =	  10	  flies,	  NT4/T5	  control	  =	  10	  flies,	  NT4/T5	  block	  =	  10	  flies.	  Same	  flies	  as	  in	  Fig.	  1b-­‐d.	  
	  
Fig.	  S1d	  
Nshi	  control	  =	  10	  flies,	  NT4/T5	  control	  =	  10	  flies,	  NT4/T5	  block	  =	  12	  flies.	  Same	  flies	  as	  in	  Fig.	  1e-­‐i.	  
	  
Figure	  S2	  
40	  trials	  per	  fly;	  Nshi	  control	  =	  10	  flies,	  NT4/T5	  control	  =	  10	  flies,	  NT4/T5	  block	  =	  12	  flies.	  Same	  flies	  as	  





Shits	  control	  ↔	  T4/T5	  control:	  p	  =	  0.023,	  t	  =	  –2.490	  (two-­‐sided	  t-­‐test)	  
Shits	  control	  ↔	  T4/T5	  block:	  p	  =	  0.006,	  t	  =	  –3.049	  (two-­‐sided	  t-­‐test)	  
T4/T5	  control	  ↔	  T4/T5	  block:	  p	  =	  0.095,	  t	  =	  –1.767	  (two-­‐sided	  t-­‐test)	  
	  
Fig.	  S2f	  
Shits	  control	  ↔	  T4/T5	  control:	  p	  =	  0.486,	  t	  =	  0.710	  (two-­‐sided	  t-­‐test)	  
Shits	  control	  ↔	  T4/T5	  block:	  p	  =	  0.319,	  t	  =	  –1.021	  (two-­‐sided	  t-­‐test)	  
T4/T5	  control	  ↔	  T4/T5	  block:	  p	  =	  0.131,	  t	  =	  –1.575	  (two-­‐sided	  t-­‐test)	  
	  
Figure	  S3	  
15	  trials	  per	  fly;	  Nshi	  control	  =	  10	  flies	  NT4/T5	  control	  =	  10	  flies,	  NT4/T5	  block	  =	  9	  flies.	  
	  
Fig.	  S3c	  
Shits	  control	  ↔	  T4/T5	  control:	  p	  =	  0.561,	  t	  =	  0.591	  (two-­‐sided	  t-­‐test)	  
Shits	  control	  ↔	  T4/T5	  block:	  p	  =	  0.115,	  t	  =	  1.659	  (two-­‐sided	  t-­‐test)	  
T4/T5	  control	  ↔	  T4/T5	  block:	  p	  =	  0.252,	  t	  =	  1.186	  (two-­‐sided	  t-­‐test)	  
	  
Fig.	  S3f	  
Shits	  control	  ↔	  T4/T5	  control:	  p	  =	  0.246,	  t	  =	  –1.200	  (two-­‐sided	  t-­‐test)	  
Shits	  control	  ↔	  T4/T5	  block:	  p	  =	  0.047,	  t	  =	  2.136	  (two-­‐sided	  t-­‐test)	  
T4/T5	  control	  ↔	  T4/T5	  block:	  p	  =	  0.008,	  t	  =	  3.004	  (two-­‐sided	  t-­‐test)	  
	  
Fig.	  S3g	  
Uniform	  ↔	  Sine	  grating	  (shits	  control):	  p	  =	  0.016,	  t	  =	  –2.651	  (two-­‐sided	  t-­‐test)	  
Uniform	  ↔	  Sine	  grating	  (T4/T5	  control):	  p	  <	  0.001,	  t	  =	  –4.079	  (two-­‐sided	  t-­‐test)	  




PAPER I I : A D IRECT IONALTUN ING MAP OF DROSOPH I LAELEMENTARY MOT IONDETECTORS
In this article, neural activity in T4 and T5 neurons was imaged via two-
photon microscopy. These cells were further characterized according to their
differential role in motion processing and related motion behavior. The
paper was published in Nature in August 20131.
The work presented here shows that T4 and T5 neurons form local Summary
direction-selective units which respond in a contrast polarity-specific
manner: T4 neurons respond only to moving bright edges (ON) and T5
neurons respond only to moving dark edges (OFF). Moreover, we found
that both cell types fall into four neuronal subclasses according to their
tuning to one of the four cardinal directions of motion. Each class targets
a specific layer in the lobula plate, which gives rise to a directional tuning
map. Further, we assessed the functional role of T4 and T5 neurons in
motion processing: When silencing T4 neurons, ON motion responses
in lobula plate tangential cells were impaired while blocking T5 neurons
reduced OFF motion responses. Similarly, in behavioral experiments with
T4 block flies, direction-selective responses to moving ON edges were more
impaired than to moving OFF edges and the opposite was true for the T5
block.
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Matthew S. Maisak, Jürgen Haag, Georg Ammer, Etienne Serbe, Matthias Author contributions
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evaluated all calcium imaging experiments. G.A., E.S. and M.M. recorded
from tangential cells. A.L., T.S. and A.Ba.* performed the behavioral experi-
ments and analyzed the data. G.R., B.D. and A.N. generated the driver lines
and characterized their expression pattern. D.F.R. performed preliminary
imaging experiments. E.H. helped with programming and developed the
PMT shielding for the two-photon microscope. A.Bo. designed the study
and wrote the manuscript with the help of all authors.
The work in this paper has been highlighted in several journals (Flight,
2013; Gilbert, 2013; Masland, 2013; Yonehara and Roska, 2013).





A directional tuning map of Drosophila elementary
motion detectors
Matthew S. Maisak1*, Juergen Haag1*, Georg Ammer1, Etienne Serbe1, Matthias Meier1, Aljoscha Leonhardt1, Tabea Schilling1,
Armin Bahl1, Gerald M. Rubin2, Aljoscha Nern2, Barry J. Dickson3, Dierk F. Reiff1{, Elisabeth Hopp1 & Alexander Borst1
The extraction of directional motion information from changing
retinal images is one of the earliest andmost important processing
steps in any visual system. In the fly optic lobe, two parallel process-
ing streams have been anatomically described, leading from two
first-order interneurons, L1 and L2, via T4 and T5 cells onto large,
wide-fieldmotion-sensitive interneurons of the lobula plate1. There-
fore, T4 and T5 cells are thought to have a pivotal role in motion
processing; however, owing to their small size, it is difficult to
obtain electrical recordings of T4 and T5 cells, leaving their visual
response properties largely unknown. We circumvent this problem
by means of optical recording from these cells in Drosophila, using
the genetically encoded calcium indicatorGCaMP5 (ref. 2).Herewe
find that specific subpopulations of T4 andT5 cells are directionally
tuned to one of the four cardinal directions; that is, front-to-back,
back-to-front, upwards and downwards. Depending on their pre-
ferred direction, T4 and T5 cells terminate in specific sublayers of
the lobula plate. T4 and T5 functionally segregate with respect to
contrast polarity: whereas T4 cells selectively respond to moving
brightness increments (ON edges), T5 cells only respond tomoving
brightness decrements (OFF edges). When the output from T4 or
T5 cells is blocked, the responses of postsynaptic lobula plate
neurons to moving ON (T4 block) or OFF edges (T5 block) are
selectively compromised. The same effects are seen in turning res-
ponses of tethered walking flies. Thus, starting with L1 and L2, the
visual input is split into separate ON and OFF pathways, and
motion along all four cardinal directions is computed separately
within each pathway. The output of these eight different motion
detectors is then sorted such that ON (T4) and OFF (T5) motion
detectors with the same directional tuning converge in the same
layer of the lobula plate, jointly providing the input to downstream
circuits and motion-driven behaviours.
Most of the neurons in the fly brain are dedicated to image processing.
The respective part of the head ganglion, called the optic lobe, consists of
several layers of neuropile called lamina,medulla, lobula and lobula plate,
all built from repetitive columns arranged in a retinotopic way (Fig. 1a).
Each columnhouses a set of identified neurons that, on the basis of Golgi
staining, have been described anatomically in great detail3–5. Owing to
their small size, however, most of these columnar neurons have never
been recorded from electrophysiologically. Therefore, their specific func-
tional role in visual processing is still largely unknown. This fact is con-
trasted by rather detailed functional models about visual processing
inferred from behavioural studies and recordings from the large, electro-
physiologically accessible output neurons of the fly lobula plate (tangen-
tial cells). As themost prominent example of suchmodels, the Reichardt
detector derives directional motion information from primary sensory
signals by multiplying the output from adjacent photoreceptors after
asymmetric temporal filtering6. This model makes a number of rather
counter-intuitive predictions all of which have been confirmed experi-
mentally (for review, see ref. 7). Yet, the neurons corresponding to most
*These authors contributed equally to this work.
1Max Planck Institute of Neurobiology, 82152 Martinsried, Germany. 2Janelia Farm Research Campus, Ashburn, Virginia 20147, USA. 3Institute of Molecular Pathology, 1030 Vienna, Austria. {Present




























Figure 1 | Directional tuning and layer-specific projection of T4 and T5
cells. a, Schematic diagram of the fly optic lobe. In the lobula plate, motion-
sensitive tangential cells extend their large dendrites over many hundreds of
columns. Shown are the reconstructions of the three cells of the horizontal
system22. b, Anatomy of T4 and T5 cells, as drawn from Golgi-impregnated
material (from ref. 5). c, Confocal image of the Gal4-driver line R42F06, shown
in a horizontal cross-section (from ref. 10). Neurons are marked in green
(Kir2.1–EGFP labelled), whereas the neuropile is stained in purple by an
antibody against the postsynaptic proteinDlg. Scale bar, 20mm. d, Two-photon
image of the lobula plate of a fly expressing GCaMP5 under the control of the
same driver line R42F06. Scale bar, 5mm. The size and orientation of the image
approximately corresponds to the yellow square in c. e, Relative fluorescence
changes (DF/F) obtained during 4-s grating motion along the four cardinal
directions, overlaid on the greyscale image. Each motion direction leads to
activity in a different layer. Minimum andmaximumDF/F values were 0.3 and
1.0 (horizontal motion), and 0.15 and 0.6 (vertical motion). f, Compound
representation of the results obtained from the same set of experiments. Scale
bar, 5 mm. Results in e and f represent the data obtained from a single fly
averaged over four stimulus repetitions. Similar results were obtained from six
other flies.
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of the circuit elements of the Reichardt detector have not been iden-
tified so far. Here, we focus on a set of neurons called T4 and T5 cells
(Fig. 1b) which, on the basis of circumstantial evidence, have long been
speculated to be involved in motion detection1,8–10. However, it is
unclear to what extent T4 and T5 cells are directionally selective or
whether direction selectivity is computed or enhanced within the den-
drites of the tangential cells. Another important question concerns the
functional separation between T4 and T5 cells; that is, whether they
carry equivalent signals, maybe one being excitatory and the other
inhibitory on the tangential cells, or whether they segregate into
directional- and non-directional pathways11 or into separate ON-
and OFF-motion channels12,13.
To answer these questions, we combined Gal4-driver lines specific
for T4 and T5 cells14 with GCaMP5 (ref. 2) and optically recorded the
visual response properties using two-photon fluorescencemicroscopy15.
In a first series of experiments, we used a driver line labelling both T4
and T5 cells. A confocal image (Fig. 1c, modified from ref. 10) revealed
clear labelling (in green) in the medulla (T4 cell dendrites), in the
lobula (T5 cell dendrites), as well as in four distinct layers of the lobula
plate, representing the terminal arborizations of the four subpopula-
tions of both T4 and T5 cells. These four layers of the lobula plate can
also be seen in the two-photonmicroscope when the calcium indicator
GCaMP5 is expressed (Fig. 1d).After stimulationof the flywith grating
motion along four cardinal directions (front-to-back, back-to-front,
upwards anddownwards), activity is confined tomostly one of the four
layers, depending on the direction in which the grating is moving
(Fig. 1e). The outcome of all four stimulus conditions can be combined
into a single image by assigning a particular colour to each pixel depend-
ing on the stimulus direction to which it responded most strongly
(Fig. 1f). From these experiments it is clear that the four subpopulations
of T4 and T5 cells produce selective calcium signals depending on the
stimulus direction, in agreement with previous deoxyglucose labelling8.
Sudden changes of the overall luminance evokes no responses in any of
the layers (field flicker; n5 4 experiments, data not shown). However,
gratings flickering in counter-phase lead to layer-specific responses,
depending on the orientation of the grating (Supplementary Fig. 1).
The retinotopic arrangement of this input to the lobula plate is
demonstrated by experiments where a dark edge was moved within
a small area of the visual field only. Depending on the position of this
area, activity of T4 andT5 cells is confined to different positionswithin
the lobula plate (Fig. 2a). Consequently, whenmoving a bright vertical
edge horizontally from back to front, activity of T4 and T5 cells is
elicited sequentially in layer 2 of the lobula plate (Fig. 2b). These two
experiments also demonstrate that T4 and T5 cells indeed signal
motion locally. We next investigated the question of where direction
selectivity of T4 and T5 cells arises; that is, whether it is already present
in the dendrite, or whether it is generated by synaptic interactions
within the lobula plate. This question is hard to answer, as the den-
drites of both T4 and T5 cells form a dense mesh within the proximal
layer of the medulla (T4) and the lobula (T5), respectively. However,
signals within the inner chiasm where individual processes of T4 and
T5 cells can be resolved in some preparations show a clear selectivity
formotion in one over the other directions (Fig. 2c). Such signals are as
directionally selective as the ones measured within the lobula plate,
demonstrating that the signals delivered from the dendrites of T4 and
T5 cells are already directionally selective.
To assess the particular contribution of T4 andT5 cells to the signals
observed in the above experiments, we used driver lines specific for T4
and T5 cells, respectively. Applying the same stimulus protocol and
data evaluation as in Fig. 1, identical results were obtained as before
for both the T4- as well as the T5-specific driver line (Fig. 3a, b). We
conclude that T4 and T5 cells each provide directionally selective
signals to the lobula plate, in contrast to previous reports11. Thus, both
T4 and T5 cells can be grouped, according to their preferred direction,
into four subclasses covering all four cardinal directions, reminiscent
of ON–OFF ganglion cells of the rabbit retina16.
We next addressed whether T4 cells respond differently to T5 cells.
To answer this question, we used, instead of gratings, moving edges
with either positive (ON edge, brightness increment) or negative (OFF
edge, brightness decrement) contrast polarity as visual stimuli. We
found that T4 cells strongly responded to moving ON edges, but
showed little or no response to moving OFF edges (Fig. 3c). This is
true for T4 cells terminating in each of the four layers. We found the
opposite for T5 cells. T5 cells selectively responded to moving OFF
edges and mostly failed to respond to moving ON edges (Fig. 3d).
Again, we found this for T5 cells in each of the four layers. We next
addressed whether there are any other differences in the response
properties between T4 and T5 cells by testing the velocity tuning of
both cell populations bymeans of stimulating flies with gratingmotion
along the horizontal axis from the front to the back at various velocities
covering two orders of magnitude. T4 cells revealed a maximum res-
ponse at a stimulus velocity of 30u s21, corresponding to a temporal
frequency of 1Hz (Fig. 3e). T5 cell responses showed a similar depend-














































   
Figure 2 | Local signals of T4 and T5 cells. a, Retinotopic arrangement of T4
and T5 cells. A dark edge was moving repeatedly from front-to-back within a
15u wide area at different azimuthal positions (left). This leads to relative
fluorescence changes at different positions along the proximal–distal axis
within layer 1 of the lobula plate (right). Scale bar, 5mm. Similar results have
been obtained in four other flies. b, Sequential activation of T4 and T5 cells. A
bright edge was moving from back-to-front at 15u s21. Scale bar, 5 mm. Similar
results have been obtained in six other flies. c, Signals recorded from individual
fibres within the inner chiasm (left) reveal a high degree of direction selectivity
(right). Scale bar, 5 mm. Similar results were obtained from four other flies,
including both lines specific for T4 and T5 cells. Response traces in b and c are
derived from the region of interest encircled in the image with the same colour.
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1Hz (Fig. 3f). Thus, there is no obvious difference in the velocity
tuning between T4 and T5 cells. As another possibility, T4 cells might
functionally differ fromT5 cells with respect to their directional tuning
width. To test this, we stimulated flies with gratings moving into 12
different directions and evaluated the relative change of fluorescence in
all four layers of the lobula plate. Using the T4-specific driver line, we
found an approximate half width of 60–90u of the tuning curve, with
the peak responses in each layer shifted by 90u (Fig. 3g). No decrease of
calcium was detectable for grating motion opposite to the preferred
direction of the respective layer. When we repeated the experiments
using the T5-specific driver line, we found a similar dependence of the
relative change of fluorescence on the stimulus direction (Fig. 3h). We
conclude that T4 cells have the same velocity and orientation tuning as
T5 cells. The only functional difference we were able to detect remains
their selectivity for contrast polarity.
Our finding about the different preference of T4 and T5 cells for the
polarity of amoving contrastmakes the strong prediction that selective
blockade of T4 or T5 cells should selectively compromise the responses
of downstream lobula plate tangential cells to either ON or OFF edges.
To test this prediction, we blocked the output of either T4 or T5 cells
via expression of the light chain of tetanus toxin17 and recorded the
responses of tangential cells via somatic whole-cell patch to moving
ON and OFF edges. In response to moving ON edges, strong and
reliable directional responses were observed in all control flies (Fig. 4a).
However, T4-block flies showed a strongly reduced response to ON
edges, whereas the responses of T5-block flies were at the level of
control flies (Fig. 4b, c). When we used moving OFF edges, control
flies again responded with a large amplitude (Fig. 4d). However, the
responses of T4-block flies were at the level of control flies, whereas the
responses of T5-block flies were strongly reduced (Fig. 4e, f). These
findings are reminiscent on the phenotypes obtained from blocking
lamina cells L1 and L2 (ref. 13) and demonstrate that T4 and T5 cells
are indeed the motion-coding intermediaries for these contrast polar-
ities on their way to the tangential cells of the lobula plate.Whether the
residual responses to ON edges in T4-block flies and to OFF edges in
T5-block flies are due to an incomplete signal separation between the
two pathways or due to an incomplete genetic block in both fly lines is
currently unclear.
To address the question of whether T4 and T5 cells are the only
motion detectors of the fly visual system, or whether they represent
one cell class, in parallel to other motion-sensitive elements, we used
tethered flies walking on an air-suspended sphere18 and stimulated
them by ON and OFF edges moving in opposite directions19. As in
the previous experiments, we blocked T4 and T5 cells specifically by
selective expressionof the light chain of tetanus toxin. During balanced
motion, control flies did not show significant turning responses to
either side (Fig. 4g). T4-block flies, however, strongly followed the
direction of the moving OFF edges, whereas T5-block flies followed
the direction of the moving ON edges (Fig. 4h, i). In summary, the
selective preference of T4-block flies for OFF edges and of T5-block
flies for ON edges not only corroborates our findings about the selec-
tive preference of T4 and T5 cells for different contrast polarities, but
also demonstrates that the signals of T4 and T5 cells are indeed the
major, if not exclusive, inputs to downstream circuits and motion-
driven behaviours.
Almost a hundred years after T4 and T5 cells have been anato-
mically described3, this study reports their functional properties in a
systematic way. Using calcium as a proxy for membrane voltage20, we
found that both T4 and T5 cells respond to visual motion in a direc-
tionally selective manner and provide these signals to each of the four
layers of the lobula plate, depending on their preferred direction. Both
cell types show identical velocity and orientation tuning which
matches the one of the tangential cells21,22. The strong direction selec-
tivity of both T4 and T5 cells is unexpected, as previous studies had
concluded that the high degree of direction selectivity of tangential
cells is due to a push–pull configuration of weakly directional input
with opposite preferred direction23,24. Furthermore, as the preferred
direction of T4 and T5 cells matches the preferred direction of the
tangential cells branching within corresponding layers, it is currently
unclear which neurons are responsible for the null-direction response
of the tangential cells. As for the functional separation between T4 and
T5 cells, we found that T4 cells selectively respond to brightness incre-
ments, whereas T5 cells exclusively respond tomoving brightness decre-
ments. Interestingly, parallel ON and OFFmotion pathways had been
previously postulated on the basis of selective silencing of lamina neu-
rons L1 and L2 (ref. 13). Studies using apparent motion stimuli to
probe the underlying computational structure arrived at controversial
conclusions: whereas some studies concluded that there was a separate
handling of ON and OFF events by motion detectors12,25,26, others did
not favour such a strict separation19,27. The present study directly
demonstrates the existence of separate ON andOFFmotion detectors,
as represented byT4 andT5 cells, respectively. Furthermore, our results










































































































































Figure 3 | Comparison of visual response properties between T4 and T5
cells. a, b, Relative fluorescence changes (DF/F) of the lobula plate terminals of
T4 (a) and T5 (b) cells obtained during grating motion along the four cardinal
directions. Results represent the data obtained from a single fly each, averaged
over two stimulus repetitions. Scale bars, 5 mm. Similar results have been
obtained in ten other flies. c, d, Responses of T4 (c) and T5 (d) cells to ON and
OFF edges moving along all four cardinal directions. ON (white) and OFF
(black) responses within each layer are significantly different from each other,
with P, 0.005 except for layers 3 and 4 in T5 cells, where P, 0.05.
e, f, Responses of T4 (e) and T5 (f) cells to gratings moving horizontally at
different temporal frequencies. Relative fluorescence changes were evaluated
from layer 1 of the lobula plate and normalized to the maximum response
before averaging. g, h, Responses of T4 (g) and T5 (h) cells to gratings moving
in 12 different directions. Relative fluorescence changes were evaluated from all
four layers of the lobula plate normalized to the maximum response before
averaging. Data represent the mean 6 s.e.m. of the results obtained in n5 8
(c), n5 7 (d), n5 6 (e), n5 7 (f), n5 6 (g) and n5 5 (h) different flies.
Significances indicated are based on two-sample t-test.
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motion detection—that is, asymmetric temporal filtering and non-
linear interaction—to the neuropile between the axon terminals of
lamina neurons L1 and L2 (ref. 28) and the dendrites of directionally
selective T4 and T5 cells (Supplementary Fig. 2). The dendrites of T4
and T5 cells might well be the place where signals from neighbouring
columns interact in a nonlinear way, similar to the dendrites of star-
burst amacrine cells of the vertebrate retina29.
METHODS SUMMARY
Flies. Flies used in calcium imaging experiments (Figs 1–3) had the following
genotypes: T4/T5 line (w2; 1/1; UAS-GCaMP5,R42F06-GAL4/UAS-GCaMP5,
R42F06-GAL4), T4 line (w2;1/1; UAS-GCaMP5,R54A03-GAL4/UAS-GCaMP5,
R54A03-GAL4), T5 line (w2;1/1; UAS-GCaMP5,R42H07-GAL4/UAS-GCaMP5,
R42H07-GAL4). Flies used in electrophysiological and behavioural experiments
(Fig. 4) had identical genotypes of the following kind: TNT control flies (w1/w1;
UAS-TNT-E/UAS-TNT-E;1/1), T4 control flies (w1/w2;1 /1; VT37588-GAL4/
1), T5 control flies (w1/w2; 1/1; R42H07-GAL4/1), T4-block flies (w1/w2;
UAS-TNT-E/1; VT37588-GAL4/1), T5-block flies (w1/w2; UAS-TNT-E/1;
R42H07-GAL4/1).
Two-photon microscopy. We used a custom-built two-photon laser scanning
microscope 29 equipped with a340 water immersion objective and a mode locked
Ti:sapphire laser. To shield the photomultipliers from the stimulus light, two
separate barriers were used: the first was placed directly over the LEDs, the second
extended from the fly holder over the arena. Images were acquired at a resolution
of 2563 256 pixels and a frame rate of 1.87Hz, except where indicated, using
ScanImage software30.
Electrophysiology.Recordings were established under visual control using a Zeiss
Microscope and a 340 water immersion objective.
Behavioural analysis. The locomotion recorder was custom-designed according
to ref. 18. It consisted of an air-suspended sphere floating in a bowl-shaped sphere
holder. Motion of the sphere was recorded by two optical tracking sensors.
Visual stimulation. For calcium imaging and electrophysiological experiments,
we used a custom-built LED arena covering 180u and 90u of the visual field along
the horizontal and the vertical axis, respectively, at 1.5u resolution. For the beha-
vioural experiments, three 120-Hz LCD screens formed a U-shaped visual arena
with the fly in the centre, covering 270u and 114u of the visual field along the
horizontal and the vertical axes, respectively, at 0.1u resolution.
Data evaluation. Data were evaluated off-line using custom-written software
(Matlab and IDL).
Full Methods and any associated references are available in the online version of
the paper.
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Figure 4 | Voltage responses of lobula plate tangential cells and turning
responses of walking flies to moving ON and OFF edges. a, d, Average time
course of the membrane potential in response to preferred direction motion
minus the response to null direction motion (PD2ND response) as recorded
in three types of control flies (stimulation period indicated by shaded area).
b, e, Same as in a, d, but recorded in T4-block flies (green) and T5-block flies
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OFF-edges (d). c, f, Mean voltage responses (PD2ND) of tangential cells in
the five groups of flies. Recordings were done from cells of the vertical21 and the
horizontal22 system. Because no difference was detected between them, data
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both T4 and T5-block flies, ON and OFF responses are significantly different
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block flies, OFF responses are significantly reduced, both with P, 0.001.
g, Average time course of the turning response of three types of control flies to
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METHODS
Flies. Flies were raised on standard cornmeal-agar medium at 25 uC and 60%
humidity throughout development on a 12 h light/12 h dark cycle. For calcium
imaging, we used the genetically encoded single-wavelength indicator GCaMP5,
variant G, with the following mutations: T302L, R303P and D380Y (ref. 2).
Expression of GCaMP5 was directed by three different Gal4 lines, all from the
Janelia Farm collection14. Flies used in calcium imaging experiments (Figs 1–3)
had the following genotypes: T4/T5 line (w2;1/1; UAS-GCaMP5,R42F06-GAL4/
UAS-GCaMP5,R42F06-GAL4), T4 line (w2;1/1; UAS-GCaMP5,R54A03-GAL4/
UAS-GCaMP5,R54A03-GAL4), T5 line (w2; 1/1; UAS-GCaMP5,R42H07-
GAL4/UAS-GCaMP5,R42H07-GAL4). All driver lines were generated by the
methods described in ref. 14 andwere identified by screening a database of imaged
lines, followed by reimaging of selected lines31. As homozygous for both the Gal4-
driver and theUAS-GCaMP5 genes, T4 flies also showed some residual expression
in T5 cells, andT5 flies also in T4 cells. This unspecific expression, however, was in
general less than 25% of the expression in the specific cells. Flies used in electro-
physiological and behavioural experiments (Fig. 4) had identical genotypes of the
following kind: TNT control flies (w1/w1; UAS-TNT-E/UAS-TNT-E; 1/1), T4
control flies (w1/w2; 1 /1; VT37588-GAL4/1), T5 control flies (w1/w2; 1/1;
R42H07-GAL4/1), T4-block flies (w1/w2; UAS-TNT-E/1; VT37588-GAL4/1),
T5-block flies (w1/w2; UAS-TNT-E/1; R42H07-GAL4/1). UAS-TNT-E flies
were derived from the Bloomington StockCenter (stock no. 28837) andVT37588-
Gal4 flies were derived from the VDRC (stock no. 205893). Before electrophysio-
logical experiments, flies were anaesthetized on ice and waxed on a Plexiglas
holder using bees wax. The dissection of the fly cuticle and exposure of the lobula
plate were performed as described previously (for imaging experiments, see ref. 32;
for electrophysiology, see ref. 21). Flies used in behavioural experiments were
taken from 18 uC just before the experiment and immediately cold-anaesthetized.
The head, the thorax and the wings were glued to a needle using near-ultraviolet
bonding glue (SinfonyOpaqueDentin) and strong blue LED light (440 nm, dental
curing-light, New Woodpecker).
Two-photon microscopy. We used a custom-built two-photon laser scanning
microscope33 equipped with a 340 water immersion objective (0.80 NA, IR-
Achroplan; Zeiss). Fluorescence was excited by a mode locked Ti:sapphire laser
(,100 fs, 80MHz, 700–1,020 nm; pumped by a 10W CW laser; both Mai Tai;
Spectraphysics) with a DeepSee accessory module attached for dispersion com-
pensation control resulting in better pulse compression and fluorescence at the
target sample. Laser powerwas adjusted to 10–20mWat the sample, andan excita-
tion wavelength of 910nm was used. The photomultiplier tube (H10770PB-40,
Hamamatsu) was equippedwith a dichroic band-passmirror (520/35, Brightline).
Images were acquired at a resolution of 2563 256 pixels and a frame rate of
1.87Hz, except in Fig. 2 (7.5Hz), using the ScanImage software30.
Electrophysiology. Recordings were established under visual control using a340
water immersion objective (LumplanF, Olympus), a Zeiss microscope (Axiotech
vario 100, Zeiss), and illumination (100W fluorescence lamp, hot mirror, neutral
density filter OD 0.3; all from Zeiss). To enhance tissue contrast, we used two
polarization filters, one located as an excitation filter and the other as an emission
filter, with slight deviation on their polarization plane. For eye protection, we
additionally used a 420-nm LP filter on the light path.
Behavioural analysis. The locomotion recorder was custom-designed according
to ref. 18. Briefly, it consists of an air-suspended sphere floating in a bowl-shaped
sphere holder. A high-power infrared LED (800 nm, JET series, 90mW, Roithner
Electronics) is located in the back to illuminate the fly and the sphere surface. Two
optical tracking sensors are equipped with lens and aperture systems to focus on
the sphere behind the fly. The tracking data are processed at 4 kHz internally, read
out via a USB interface and processed by a computer at<200Hz. This allows real-
time calculation of the instantaneous rotation axis of the sphere. A third camera
(GRAS-20S4M-C, PointGreyResearch) is located in the backwhich is essential for
proper positioning of the fly and allows real-time observation and video recording
of the fly during experiments.
Visual stimulation. For calcium imaging and electrophysiological experiments,
we used a custom-built LEDarena that allowed refresh rates of up to 550Hz and16
intensity levels. It covered 180u (1.5u resolution) and 90u (1.5u resolution) of the
visual field along the horizontal and the vertical axis, respectively. The LED arena
was engineered and modified based upon ref. 34. The LED array consists of 73 4
individual TA08-81GWA dot-matrix displays (Kingbright), each harbouring
83 8 individual green (568 nm) LEDs. Each dot-matrix display is controlled by
an ATmega168 microcontroller (Atmel) combined with a ULN2804 line driver
(Toshiba America) acting as a current sink. All panels are in turn controlled via an
I2C interface by an ATmega128 (Atmel)-based main controller board, which
reads in pattern information from a compact flash (CF) memory card. Matlab
was used for programming and generation of the patterns as well as for sending
the serial command sequences via RS-232 to the main controller board. The
luminance range of the stimuli was 0.5–33 cdm22. For the calcium imaging
experiments, two separate barriers were used to shield the photomultipliers from
the stimulus light coming from the LED arena. The first was a spectral filter with
transparency towavelengths.540nmplaced directly over the LEDs (ASFSFG10,
Microchemicals). The second was a layer of black PVC extending from the fly
holder over the arena. Square wave gratings had a spatial wavelength of 30u of
visual angle and a contrast of 88%. Unless otherwise stated, they were moving at
30u s21. Edges had the same contrast and were also moving at 30u s21. For the
experiments shown in Figs 1, 2b and 3, each grating or edge motion was shown
twice within a single sweep, resulting in a total of eight stimulation periods. Each
stimulus period lasted 4 s, and subsequent stimuli were preceded by a 3-s pause. In
the experiment shown in Fig. 2a, a dark edge of 88% contrast was moved for 1 s at
15u s21 from the front to the back at three different positions (22u, 44u, 66u, from
frontal to lateral). At each position, edge motion was repeated 15 times. For the
experiment shown in Fig. 2b, a bright edge of 88% contrast was moving at 15u s21
from the back to the front, and images were acquired at a frame rate of 7.5Hz. For
the experiments shown in Figs 3e, f, all six stimulus velocities were presented once
within one sweep, with the stimulus lasting 4 s, and different stimuli being sepa-
rated by 2 s. In the experiments shown in Figs 3g, h, a single sweep contained all 12
grating orientations with the same stimulus and pause length as above. For the
electrophysiology experiments (Fig. 4a–f), multiple edges were used as stimuli
moving simultaneously at 50u s21. To stimulate cells of horizontal system (HS
cells), a vertical, stationary square-wave grating with 45u spatial wavelength was
presented. ForON-edgemotion, the right (preferred direction, PD) or the left edge
(null direction, ND) of each light bar started moving until it merged with the
neighbouring bar. For OFF-edge motion, the right or the left edge of each dark
bar was moving. To stimulate cells of the vertical system (VS cells), the pattern
was rotated by 90u clockwise. For the behavioural experiments (Fig. 4g–i), three
120-Hz LCD screens (Samsung 2233 RZ) were vertically arranged to form a
U-shaped visual arena (w5 31 cm 3 d5 31 cm 3 h5 47 cm) with the fly in
the centre. The luminance ranged from 0 to 131 cdm22 and covered large parts
of the flies’ visual field (horizontal, 6135u; vertical, 657u; resolution, ,0.1u).
The three LCD screens were controlled via NVIDIA 3D Vision Surround Tech-
nology on Windows 7 64-bit allowing a synchronized update of the screens
at 120 frames per second. Visual stimuli were created using Panda3D, an open-
source gaming engine, and Python 2.7, which simultaneously controlled the
frame rendering in Panda3D, read out the tracking data and temperature and
streamed data to the hard disk. The balanced motion stimulus consisted of a
square-wave grating with 45u spatial wavelength and a contrast of 63%. Upon
stimulation onset, dark and bright edgesmoved into opposite directions at 10u s21
for 2.25 s. This stimulation was performed for both possible edge directions and
two initial grating positions shifted by half a wavelength, yielding a total of four
stimulus conditions.
Data evaluation. Data were evaluated off-line using custom-written software
(Matlab and IDL). For the images shown in Figs 1e, f, 2a and 3a, b, the raw image
serieswas converted into four images representing the relative fluorescence change
during eachdirection of gratingmotion: (DF/F)stim5 (Fstim2Fref)/Fref. The image
representing the stimulus fluorescence (Fstim) was obtained by averaging all images
during stimulation; the image representing the reference fluorescence (Fref)
was obtained by averaging three images before stimulation. Both images were
smoothed using a Gaussian filter of 10 pixel half-width. For the images shown
in Figs 1f and 3a, b,DF/F images were normalized by their maximum value. Then,
a particular colour was assigned to each pixel according to the stimulus direction
during which it reached maximum value, provided it passed a threshold of 25%.
Otherwise, it was assigned to background. The response strength of each pixel was
coded as the saturation of that particular colour. For the data shown in Figs 2b, c
and 3c–h, the raw image series was first converted into a DF/F series by using the
first three images as reference. Then, a region was defined within a raw image, and
average DF/F values were determined within that region for each image, resulting
in a DF/F signal over time. Responses were defined as the maximum DF/F value
reached during each stimulus presentation minus the average DF/F value during
the two images preceding the stimulus. For the bar graphs shown in Fig. 4c, f, the
average voltage responses during edge motion (0.45 s) along the cell’s preferred
(PD) and null direction (ND) were calculated. For each recorded tangential cell,
the difference between the PD and the ND response was determined, and these
values were averaged across all recorded cells. The data shown in Fig. 4g, h were
obtained from the four stimulus conditions by averaging the turning responses for
the two starting positions of the grating and calculating the mean difference
between the turning responses for the two edge directions. For the bar graph
shown in Fig. 4i, the average turning response of each fly during the last second
of balancedmotion stimulation was calculated. These values were averaged across
all recorded flies within each genotype.
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Supplemental Fig.1 Responses of T4 and T5 cells to counter-phase flicker. Square-wave gratings (15 deg spatial  
wavelength and 88% contrast) with vertical (top) and horizontal (bottom) orientation were phase-shifted every  
second by 180 deg for 20 seconds. Response traces are derived from the region of interest encircled in the image  
to the left with the same color from a single stimulation period. T4 and T5 cells in layers 1 and 2 only respond to  
the vertical grating, cells in layers 3 and 4 selectively respond to the horizontal grating. Similar results were obtained  
in n=4 flies. Scale bar = 5 µm. Together with the missing response of T4 and T5 cells to full-field flicker, these findings  
suggest that T4 and T5 cells receive input signals from neurons with different orientation tuning , depending on 
whether they respond to motion along the horizontal (layers 1 and 2) or the vertical (layers 3 and 4) axis 1,2.  
 
1 Pick, B. & Buchner, E. Visual movement detection under light- and dark-adaptation in the fly, Musca domestica. 
J. Comp. Physiol. 134, 45-54 (1979). 
2 Srinivasan, M.V. & Dvorak, D.R. Spatial processing of visual information in the movement-detecting pathway of the  
fly. J. Comp. Physiol. 140, 1-23 (1980). 
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aisak et al, Supplemental Fig.2 
Supplemental Fig.2 Circuit diagram of the fly elementary motion detector. Visual input from photoreceptors  
R1-6 is split into parallel pathways, L1 and L2, at the level of the lamina.  Two neighboring columns are shown.  
The outputs from both L1 and L2 are half-wave rectified, such that downstream elements carry information  
about ON (L1-pathway) and OFF (L2-pathway) signals separately. After temporal low-pass filtering (‘LP’)  
the signals from one column, they interact in a supra-linear way with the instantaneous signals derived from  
the other column. This interaction takes place, separately in both pathways, along all four cardinal directions.  
Directionally selective signals are carried via T4 and T5 cells to the four layers of the lobula plate where  
T4 and T5 cells with the same preferred direction converge again on the dendrites of the tangential cells (‘LPTCs’).  
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PAPER I I I : B IO - INSP IRED V ISUALEGO-ROTAT ION SENSOR FORMAVS
This paper describes the design and function of a lobula plate-inspired mi-
crocircuit for motion sensing and was published in the Journal of Biological
Cybernetics in January 20121.
VS-cells in the lobula plate of the fly are tuned to specific optic flow fields Summary
corresponding to rotations along different body axes and it is thought that
the fly uses this information to stabilize its orientation during flight. Much
is known about how such optic flow fields arise from local motion detection
and spatial integration. In this work, a FPGA-based microchip simulated
an artificial lobula plate network. The system was equipped with a camera
and a spherical fisheye lens and tested in a virtual environment with several
natural images rotating along different axes. The fly-inspired electrical mi-
crocircuit provided reliable vision-based predictions of the axis of rotation
and could be well-suited to stabilize the orientation of a micro aerial vehicle
(MAV).
The following authors contributed to this work:
Johannes Plett, Armin Bahl*, Martin Buss, Kolja Kühnlenz, Alexander Author contributions
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vised the study. J.P. did all microchip engineering, programming and data
analysis. A.Ba.* built the virtual environment setup and programmed the
visual stimuli. J.P. and A.Bo. wrote the paper with help of the other authors.
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Abstract Flies are capable of extraordinary flight maneu-
vers at very high speeds largely due to their highly elaborate
visual system. In this work we present a fly-inspired FPGA
based sensor system able to visually sense rotations around
different body axes, for use on board micro aerial vehicles
(MAVs). Rotation sensing is performed analogously to the
fly’s VS cell network using zero-crossing detection. An addi-
tional key feature of our system is the ease of adding new
functionalities akin to the different tasks attributed to the fly’s
lobula plate tangential cell network, such as object avoidance
or collision detection. Our implementation consists of a mod-
ified eneo SC-MVC01 SmartCam module and a custom built
circuit board, weighing less than 200 g and consuming less
than 4 W while featuring 57,600 individual two-dimensional
elementary motion detectors, a 185◦ field of view and a frame
rate of 350 frames per second. This makes our sensor system
compact in terms of size, weight and power requirements for
easy incorporation into MAV platforms, while autonomously
performing all sensing and processing on-board and in real
time.
Keywords Reichardt Detector · Rotation estimation ·
Motion detection · MAV · Fly vision · Biorobotics
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1 Introduction
Perception of visual motion has been an intense and fruit-
ful field of research over many decades. Especially studies
of insects—and flies in particular—have revealed astound-
ingly simple, yet robust and elegant solutions of extracting
motion information from noisy and complex environments.
Flies are able to autonomously navigate at very high speeds
through highly unstructured settings, by and large relying
only on visual cues. Despite having only a few 100,000
neurons, they are able to achieve these feats because of the
highly optimized way these neurons are interconnected and
the ideally suited basic operation principles of motion vision.
Flies extract cues about motion relative to the environment
from the optic flow at remarkably high temporal resolution.
The true optic flow is the velocity field of the projection of
the relative motion between observer and visual surround-
ings onto the retina. Given that this true optic flow is not
directly measurable it is estimated from spatiotemporal lumi-
nance patterns on the retina by dedicated neuronal circuits.
Since these dedicated circuits are very effective, robust, and
efficient in terms of implementation they lend themselves
well for technical applications.
In recent years, unmanned aerial vehicles (UAVs) and
micro aerial vehicles (MAVs) have become more and more
common in tasks, such as aerial reconnaissance, surveillance,
and exploration. To cope with the rising complexity of these
challenges increasing levels of automation are needed. This
usually leads to larger and computationally more intense
solutions which require large on-board processing units (e.g.,
Franceschini et al. 1992) somewhat limiting their use on
board small flying vehicles. One solution to this problem is
“out-sourcing” of computational load to off-board comput-
ing platforms (e.g., Bermudez i Badia et al. 2007; Kendoul
et al. 2009; Zhang et al. 2008). This, however, is often not
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possible due to inadequacies of wireless transmission, such
as low throughput, large delays, jitter, temporary loss of sig-
nal, etc. A promising way of solving these issues is the on-
board use of highly efficient algorithms, such as those found
in biological vision systems. In fact, over the past decades
the insect visual system has inspired many studies towards
visually guided autonomous vehicles. Much emphasis has
been put on the implementation of collision avoidance strat-
egies (e.g., Harrison 2005; Bermudez i Badia et al. 2007)
and local navigation (e.g., Zufferey and Floreano 2006; Srini-
vasan et al. 2009; Conroy et al. 2009; Moeckel and Liu 2009;
Beyeler et al. 2009; Hyslop et al. 2010). Moreover, consider-
able work has been put forth on autonomous height control
(e.g., Netter and Franceschini 2002; Valette et al. 2010).
One aspect of fly motion vision that has received relatively
little attention in technical implementations is rotation sens-
ing. There have been studies on basic motion detection cir-
cuits for rotation detection (O’Carroll et al. 2006; Aubepart
et al. 2004), but despite considerable advances in understand-
ing of the fly neuronal rotation sensing circuitry (Krapp et al.
1998; Borst et al. 2010; Cuntz et al. 2007) there have been few
biologically realistic practical applications involving these
findings. O’Carroll et al. (2006) have put forth a rotation sen-
sor using a custom aVLSI chip that relies on basic motion
detection circuitry for a one-dimensional circular array of 40
input photodiodes. Aubepart et al. (2004) used a Field Pro-
grammable Gate Array (FPGA) based solution with a linear
12-photodiode array, theoretically capable of handling up to
245 input elements. Köhler et al. (2009) proposed a solution
of higher spatial resolution at 120 × 100 input pixels over
a 40◦ horizontal field of view and a temporal resolution of
100 frames per second (fps), expandable up to 200 fps in
bright outdoor conditions. But despite promising results in
artificially structured environments, the system did not work
in naturalistic settings. A similarly oriented approach was
used by Zhang et al. (2008). They successfully implemented
256 × 256 motion detection circuits operating at 350 fps and
six motion templates for template matching based motion
detection. However, their system architecture residing on a
PCI-FPGA card in a host PC forfeits use on board small aerial
vehicles. Also, to the authors’ best knowledge there is cur-
rently no commercially available visual ego-rotation sensor
for this specific purpose.
In this study we set out to implement a small and light-
weight fly-inspired visual rotation sensor for MAVs, keeping
algorithmically as close as possible to the biological model
while maintaining similar spatial and temporal resolution
over a similar field of view.
2 Fly motion vision
The fly motion vision system can be segmented into several
distinct functional and anatomical units. The input layer is the
compound eye, which consists of a hexagonal array of sev-
eral hundreds to thousands of ommatidia, each harboring a
lenslet and a set of photoreceptor cells. This stage constitutes
the retina, from where information is passed retinotopically
on to three successive neuropiles, the lamina, medulla, and
lobula complex. In the medulla, local motion estimates are
computed according to the detector model put forward by
Hassenstein and Reichardt (1956), commonly known as the
Reichardt Detector or elementary motion detector (EMD).
As depicted in Fig. 1a, the simplest form of the Reichardt
Detector consists of two mirror-symmetric subunits, each
correlating two spatially adjacent input signals with each
other by multiplying one input signal with a temporally low-
pass filtered version of the other. The output of both sub-
units is then subtracted, yielding a direction-selective output
while suppressing non-motion artifacts. This way of esti-
mating motion is particularly well suited for applications in
presence of noise, i.e., with poor signal to noise ratio (Potters
and Bialek 1994; Borst 2007). However, it is not a perfect
velocity estimator as it depends not only on velocity but also
on local texture and contrast (Reichardt and Egelhaaf 1988;
Egelhaaf et al. 1989). Furthermore, individual local motion
estimators suffer from the aperture problem due to their lim-
ited field of view (Stumpf 1911).
To circumvent these problems flies spatially integrate
local motion estimates over larger areas, thus to a large extent
averaging out the aforementioned effects (Single and Borst
1988). This is done in the lobula plate by large interneu-
rons called lobula plate tangential cells (LPTCs). These neu-
rons form an ensemble of roughly 60 uniquely identifiable
cells, out of which two prominent groups—the vertical sys-
tem (VS) and horizontal system (HS) cells—are preferen-
tially sensitive to vertical and horizontal motion, respectively.
Per hemisphere, the blowfly Calliphora erythrocephala pos-
sesses ten VS cells VS 1 through VS 10, whose dendritic
receptive fields sequentially cover narrow but overlapping
vertical stripes of the visual field, going around the dorso-
ventral axis from frontal (VS 1) to caudal (VS 10). Each
VS cell integrates the responses from local vertical motion
detectors within its own specific receptive field. Strikingly,
the response of VS cells in their axon terminal regions sug-
gest much broader receptive fields (Elyada et al. 2009). This
broadening of the axon terminal response has been shown
to be caused by gap junctions interconnecting the VS cells
(Haag and Borst 2004, 2005; Farrow et al. 2005). Further-
more, VS 1 and VS 10 cells mutually inhibit each other (Haag
and Borst 2004, 2007). This gives rise to the VS cell network
illustrated in Fig. 2a with its associated connection strength
matrix given in Fig. 2b. The reason for this network scheme
is thought to be strengthening of robustness to inhomogene-
ities of pattern contrast, i.e., making this system more suit-
able for use in naturalistic environments (Cuntz et al. 2007;
Elyada et al. 2009; Wertz et al. 2009). We note that the model
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Fig. 1 a Basic Reichardt
Detector consisting of two
mirror-symmetric units, each
correlating one input with a
low-pass filtered version of the
other. Final subtraction of both
sub-unit outputs yields a
directionally selective signal
depending on stimulus velocity
and direction.
b Two-dimensional arrangement
of Reichardt Detectors giving
rise to 2D local motion
estimates by estimating vertical
and horizontal components of
local motion. c Elaborated
Reichardt Detector including
automatic gain adaptation and a
homomorphic filtering stage
sequentially connected giving
input to a basic Reichardt
Detector. d VS and HSN cell
dendritic field distribution over
the half sphere captured by the
185◦ fisheye lens showing
direction of motion sensitivity
of each cell
Fig. 2 VS cell network coupling. a VS cell network showing coupling
between adjacent cells in their axon terminal regions, including bi-
directional mutual inhibition between VS 1 and VS 10. HSN and VS 10
are connected directly in the dendritic regions. Ideal receptive fields of
individual cells are shown for both the dendritic and the axon terminal
regions. Whereas receptive fields in the dendritic regions exhibit but one
narrow vertical stripe, the receptive fields in the axon terminals regions
resemble matched filters for rotations around different axes along the
equator. b Connection strength matrix for network coupling. The axon
terminal output of a cell is exited strongly by its own dendritic input,
slightly less by its immediate neighbors, little by more distal cells and
even inhibited by most distal cells
123
54 Biol Cybern (2012) 106:51–63
analyzed here additionally includes the effect of the HSN cell
on the dendritic compartment of VS 10, thereby accounting
for reported responses to dorsal horizontal motion (Krapp
et al. 1998; Haag and Borst 2003, 2007).
As proposed by Cuntz et al. (2007) the responses of the
VS cell network in its axonally coupled form can be used
to robustly infer the approximate center of rotation for rota-
tions around axes lying on the equatorial plane. Due to their
vertical directional sensitivity, the VS cells on one side of
the center of rotation will respond by hyperpolarizing, while
to the other side they will depolarize. The location where
VS cell responses change signs, i.e., the zero-crossing loca-
tion, indicates the approximate location of the center of rota-
tion.
3 System design
3.1 Requirements and restrictions
The goal of this study was the construction of an optic flow
based sensor system that is algorithmically as close as pos-
sible to the biological original of the fly visual system, in
particular the VS cell network. Therefore the design require-
ments included similar spatiotemporal resolution and field
of view (FOV) compared to a fly, as well as reasonable light
weight, low power consumption, and compact size.
The blowfly Calliphora is able to detect flicker up to rates
between 200 and 300 Hz (Autrum 1952) or even higher
(Tatler et al. 2000). Thus, the design goal was set to achieve
frame rates well above 300 fps, exceeding cutoff frequen-
cies of 150 Hz. Each compound eye of Calliphora extends
about 190◦ in the horizontal and 198◦ in the vertical plane
(Seitz 1968). To achieve a large FOV the camera system was
equipped with a fisheye lens covering a solid angle of approx-
imately 2πsr, i.e., half of the unit sphere. The highest spatial
resolution found in Calliphora amounts to inter-ommatid-
ial angles of ϕ = 1.07◦ (Land and Eckert 1985) and is
reached in the frontal visual field (Petrowitz et al. 2000).
Thus, to obtain a spatial resolution better than 1◦ per pixel
in the frontal part while using a 185◦ fisheye lens the sensor
system had to have a resolution of at least 185 × 185 pixels.
Commonly found MAVs are able to carry payloads only up
to a few hundred grams. The envisaged primary test platform
for this sensor system, the AscTec Hummingbird quadrocop-
ter (Ascending Technologies, Krailling, Germany), features
a payload of up to 200 g. Hence, the weight restrictions of the
sensor system were fixed to an upper limit of 200 g. Due to
these weight restrictions, battery power on board is limited.
We specified power consumption restrictions to a maximum
of 4 W. In terms of size the system was required to be able to
be mounted on such an MAV without interfering much with
its aerodynamics.
3.2 Computations
The computation of rotational axis and velocity estimates was
divided into the following five pipelined sequential steps:
Image acquisition is done by the image sensor in a row-
wise fashion pixel by pixel at full frame rate,
Pre-processing suppresses illumination artifacts by auto-
matic gain adaptation and homomorphic filtering,
Local motion detection is performed using a Reichardt
Detector correlation model,
Global motion integration is achieved by wide-field inte-
gration of local motion estimates,
Rotation estimation is accomplished by calculating loca-
tion and slope of the VS cell network zero-crossing.
The individual processing steps are described in more
detail in the following sections.
3.2.1 Pre-processing
At the core of this sensor design lies the aforementioned
Reichardt Detector or EMD. An EMD inherently displays
a quadratic dependence on image contrast which makes it
also sensitive to changes in overall lighting. To improve
robustness against lighting changes a homomorphic filter-
ing approach (Gonzalez and Woods 2007) was applied as
a pre-processing stage to the EMD. In a visual scene, illu-
mination and reflectance combine multiplicatively and are
therefore not linearly separable. Nevertheless, they usually
occupy distinct regions in the frequency domain since illu-
mination tends to vary slowly in time and space while reflec-
tance provides mostly high temporal frequency components
due to reflections from objects. For a given pixel in an image
its value is given by
I (x, y, t) = L(x, y, t) · R(x, y, t) (1)
where I (x, y, t) represents the value of the pixel at location
(x, y) at time point t , while L(x, y, t) and R(x, y, t) repre-
sent illumination and reflectance for that location and time
point. By taking the logarithm of the pixel value these two
components become additive (Eq. 2) and the low frequency
illumination components can be filtered out using a high-pass
filter, leaving only reflectance (Eq. 3).
log (I (x, y, t)) = log (L(x, y, t)) + log (R(x, y, t)) (2)
HP (log (I (x, y, t))) ≈ log (R(x, y, t)) (3)
Using this homomorphic filtering technique the elaborated
Reichardt Detector used for final implementation effectively
included a logarithmic stage via lookup table and a first-order
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temporal high-pass filter acting together as an input stage to
a basic EMD (Fig. 1c).
To further optimize the dynamic range of the image sen-
sor pixel values over a large illumination range an automatic
camera gain adaptation control was implemented. The tem-
porally low-pass filtered mean pixel values of each frame
(τg = 1s) were utilized as a crude measure for overall illu-
mination. A simple proportional controller was used to adjust
the internal camera gain as to keep the mean pixel values rea-
sonably centered within the sensor coding range.
3.2.2 Local and global motion detection
For local motion detection of each pixel the elementary
Reichardt Detector of Fig. 1a was used in conjunction with
a homomorphic pre-processing stage, constituting the elab-
orated EMD (Fig. 1c). Each incoming pixel value is thusly
correlated with its immediate horizontal and vertical neigh-
bor, giving rise to a two-dimensional local motion estimate
(Fig. 1b).
For wide field integration of these local motion esti-
mates a network akin to the Calliphora VS cell network was
established. For all ten VS cell homologues the vertical com-
ponents of local motion estimates within their respective
receptive fields are linearly summed up. For the three HS
cell homologues this was done for the respective horizontal
components. The ten VS cells’ receptive fields are linearly
spaced along the equator, each covering a tenth of the fish-
eye lens projection on the image plane, ranging from VS 1
on the far left up to VS 10 on the far right (Fig. 1d). Simi-
larly, the HSN receptive field covers the upper third of the
lens projection (Fig. 1d), the HSE receptive field the middle
third and the HSS receptive field the lower third. The HSE
and HSS cells, however, were not used for rotation sensing
and therefore included for future extensions only.
To improve robustness as in the biological original (Cuntz
et al. 2007) the cells in the network were interconnected
as outlined in Fig. 2. In this wiring scheme adjacent cells
are strongly coupled while most distant cells are mutually
inhibitory, as indicated by the connection matrix of Fig. 2b.
This yielded a robust and symmetrical response pattern of the
network.
3.2.3 Rotation estimation
Estimation of the axis of rotation based on the VS cell
output relies on the fact that VS cells’ receptive fields resem-
ble matched filters for rotations around rotations sequen-
tially arranged around the dorso-ventral axis on the equatorial
plane (Krapp et al. 1998). As introduced in Sect. 2, by cal-
culating the zero-crossing location of the VS cell network
responses the center of rotation can be inferred. Furthermore,
at that location the slope of the curve is strongly correlated
with the rate and direction of rotation. If the curve has a pos-
itive slope going from a negative VS 1 response to a positive
VS 10 response the rotation of the visual scene is clockwise.
Accordingly, a negative slope indicates a counter-clockwise
rotation. Also, a fast rotation would produce a steep slope,
whereas slower rotations would yield a more shallow slope.
Hence, this slope magnitude correlates directly with the rate
of rotation, albeit in a nonlinear bell-shaped fashion.
3.3 Implementation
3.3.1 Components overview
The key challenges of the implementation of this sensor
system were the high computation rate and small footprint
required. For the computing platform the typical choices
were off-board computation on a PC or on-board compu-
tation using microcontrollers, microprocessors, programma-
ble logic, or fully custom designed chips. For the off-board
computation the images would have to be first sent from
the MAV to the PC, which with the current wireless trans-
mission standards, such as WLAN, ZigBee, or Bluetooth is
not yet possible at frame rates much higher than around 100
fps. Therefore, the choices were limited to on-board solu-
tions, of which due to the high throughput requirements and
size/weight constraints microcontrollers and sequential gen-
eral purpose microprocessors were ruled out. Fully custom
designed Application Specific Integrated Circuits (ASICs)
were not an option due to their high cost and time consum-
ing design cycles. Since optic flow calculations are highly
parallel FPGAs were the ideal choice owing to their inher-
ently parallel and pipelineable nature, thus permitting high
throughputs.
As the core image capture and processing unit an eneo
SmartCam SC-MVC01 module (Videor, Rödermark,
Germany) was chosen, being able to provide a spatial res-
olution of 640 × 240 pixels at 370 fps and 8 bit res-
olution in row interlaced mode. It features a 1/2 inch
Micron MT9V403 CMOS image sensor, an Intel XScale
PXA255 processor running at 400 MHz, a Xilinx Spartan-3
series XC3S1000 FPGA and an Infineon HYB25L256160AF
256 Mbit Mobile-RAM module accessible freely from the
FPGA. Using a 185◦ DSL215B-NIR miniature fisheye lens
(Sunex, Carlsbad, USA) and a custom built light weight cam-
era backplane the camera possessed a 72 mm × 45 mm ×
45 mm footprint weighing 148 g. Additional processing was
carried out on an Atmel AT91SAM7A3 ARM processor
(Atmel, San Jose, USA) on a custom designed printed circuit
board (PCB) also housing power conversion circuitry and
communication interfaces. Overall hardware costs amounted
to approximately ¤2,000.
In order to monitor the outcome of the optic flow calcula-
tion, ego motion estimation, and the captured camera images,
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Fig. 3 a General system architecture. At the system core lies an eneo
SmartCam with its embedded FPGA and XScale processor, weighing
148 g including the fisheye lens and consuming 1.69 W. Further pro-
cessing and communication with the MAV and an optional real-time
data acquisition PC is carried out using an ARM processor hosted on
a custom PCB weighing 30 g and consuming 0.51 W. For wireless
transmission of live images and processed data towards the PC ground
station the eneo SmartCam Ethernet port is used via a wireless bridge
weighing 15 g and consuming 1.47 W. Total system weight was 193 g
while consuming a total of 3.67 W. b eneo SmartCam including 185◦
fisheye lens in size comparison with a ¤1 coin
a wireless communication system was used to communicate
with an external laptop PC (Dell, Round Rock, USA) hosting
a control and monitoring interface. A general schematic of
the system hardware architecture is given in Fig. 3.
3.3.2 FPGA design
Pre-processing, computation of the local motion estimates,
and subsequent spatial integration was implemented on board
the Xilinx Spartan-3 FPGA using VHDL. The internal design
was broken down into several modules dealing with specific
tasks, such as image data acquisition from the image sensor,
local motion estimation, external SDRAM communication
and management, large field integration of local motion esti-
mates, internal timing management, communication with the
off-board ARM processor and monitoring PC, etc.
The fisheye lens projects a centered circular image onto the
imager’s row interlaced 640×240 pixels, but only the central
240 × 240 pixels were used. To estimate local motion, each
pixel was correlated with the adjacent left and upper pixel,
using the elaborated EMD, resulting in a two-dimensional
local motion vector for each pixel. The distance between
EMD input arms ϕ—equivalent to the fly’s inter-omma-
tidial angle—is thus equal to 1 pixel, which in the frontal
part of the the FOV equates to ϕ = 185◦240 = 0.77◦.
Taking advantage of an FPGAs inherent parallel capabili-
ties, the local motion estimate computation was implemented
in a pipelined fashion, thus, reducing the elaborated EMD to
15 atomic instructions (such as memory fetch, table look
up, multiplication, sum, and subtraction operations), each
being executed in strictly less than 20 ns. For multiplica-
tion, dedicated hardware multipliers of the Spartan-3 series
were used. EMD computations were carried out at 18 bit
Q10.7 fixed point precision, thereby accounting for fractional
results ensuring minimal loss of precision through truncation.
The elaborated EMD incorporates temporal low-pass and
high-pass filters whose immediate results need to be stored
between image cycles, yielding an amount of data of over
four times the total internal Block RAM storage capacity of
the Spartan-3 XC3S1000. Therefore, the external SDRAM
attached to the FPGA needed to be used to store and retrieve
inter-frame filter data. An SDRAM controller module loosely
based on application notes by XILINX (1999, 2003) was
implemented, operating in half-duplex mode at 100 MHz
and a 16 bit data bus width.
A wide field integration module was written to calculate
the dendritic part of the VS cell network output from the
local motion estimates via Boolean map lookup, yielding
one scalar value for each VS and HS cell.
Also a communication module was implemented for
relaying the resulting wide field integration data at full frame
rate towards the external ARM processor. The SmartCam
hardware was modified in a way that its High Speed CAN bus
output could be used directly by the FPGA. For establishing
the communication with the ARM processor a custom CAN
bus controller FPGA core operating at 1 Mbit/s was written.
The communications module also handles data transfers from
and towards the SmartCam internal Intel XScale processor
via the shared 64 MByte SDRAM memory between FPGA
and XScale processor using Direct Memory Access (DMA).
Using a speed optimized XST synthesizer the complete
design occupied 47% of available slice flip flops, 69% of all
4-input look up tables (LUTs) and 83% of available block
RAM of the Spartan-3 XC3S1000.
3.3.3 XScale firmware
The internal Intel XScale processor of the SmartCam module
controls several variables and parameters of the image sensor,
such as operation modes, buffer sizes, and frame rate. These
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parameters along with incoming image data are transferred
via DMA through the shared SDRAM memory. For com-
munication towards an external PC the SmartCam features a
10/100 Mbit/s Ethernet MAC/PHY directly connected to the
processor. Its operating system is an embedded Linux Kernel
2.6.6 for which a resident camera daemon application was
written in C++ that takes care of initialization routines, hand-
shaking protocols, and communication between XScale pro-
cessor and FPGA as well as between XScale processor and
the ground station PC. To communicate wirelessly between
camera system and ground station PC the internal PCB of an
Asus WL-330gE wireless bridge (Asus, Taipei, Taiwan) was
used. One transmitted data frame consists of an image, local
motion estimates, and the associated wide field integration
results.
3.3.4 ARM firmware
For further processing of the raw wide field integration data
computed on board of the FPGA the XScale processor was
unsuitable because of the lack of interfaces towards the MAV
and the difficulty of allotting well-defined time slots for real-
time processing. Therefore, a custom 60 mm × 60 mm PCB
featuring an AT91SAM7A3 ARM processor and interface
logic has been developed. Its primary objective is the extrac-
tion of axis of rotation and rotation rate from the raw wide
field integration data, calculated on the FPGA and transmit-
ted towards the ARM processor via CAN bus at full frame
rate in simplex mode. As shown by Cuntz et al. (2007) during
rotations the fly’s VS cell network and its lateral axo-axonal
gap junction couplings provide a robust way of encoding
the axis of rotation. This zero-crossing strategy was imple-
mented on the ARM processor. The axon terminal output
of each VS cell was calculated as the weighted sum of the
incoming dendritic VS cell data according to the matrix and
connection diagram given in Fig. 2. As dendritic VS 10 input
into the network the simple sum of pure dendritic VS 10 and
HSN values was used. Subsequently the axis of rotation is
obtained by determining the zero-crossing location of the
resulting ten axon terminal VS cell values. For a crude esti-
mate of the rate and direction of rotation the slope at the
zero-crossing location is calculated. Both rotation axis and
rate are then further transmitted at full frame rate towards the
MAVs flight controller via USART. A USB 2.0 link was also
implemented for data transmission towards the MAV or an
external PC, e.g., for data logging.
Thus, the interface array on board the PCB consists of
two CAN bus ports for accepting incoming data from two
independent SmartCam modules, a USART port for com-
munication with the MAV and a microUSB port for MAV
communication or optional data logging. An MMC/SD card
slot is also provided for future on board data logging,
e.g., during flight. For power conversion to the SmartCam’s
Fig. 4 Screenshot of the GUI on the ground station PC during a rota-
tion around an axis close to zero. The upper graph shows the local
motion estimates overlaid on top of the live video stream, while the
corresponding VS cell network axon terminal responses are displayed
in the lower graph
voltage requirements of 24 V a Traco Power THB 3-1215
converter (Traco Electronic AG, Zürich, Switzerland) has
been included, which additionally strengthens robustness
against voltage irregularities owing to motor noise and bat-
tery depletion. Total weight of the PCB was 30 g.
3.3.5 PC monitoring software
In order to display and monitor in real time the captured
image data along with the estimated local motion and wide
field integration data a Linux monitoring interface was writ-
ten in C++ using the QT framework. For proper visualization
in the Graphical User Interface (GUI) the optic flow vectors
are scaled and overlaid onto the camera video stream while
VS cell homologue data is shown in a corresponding plot
(Fig. 4). Data is acquired via an IEEE 802.11g wireless link
between the laptop and the sensor system. Due to the limited
bandwidth of the wireless connection on average between 10
and 15 frames could be transmitted per second, which nev-
ertheless is sufficient for a human observer to monitor the
live image stream and the corresponding optic flow output of
123
58 Biol Cybern (2012) 106:51–63
the system. For recording wide field integration data at full
frame rate the USB connection between the ARM PCB and
the monitoring laptop could be used.
3.4 Design outcome
The final sensor system was able to compute 350 ego-motion
estimates per second for transmission towards the MAV flight
controller and/or data logging PC, while weighing a total of
193g and consuming less than 4 W off a standard three cell
12 V LiPo RC model battery. At the same time, real time
images, flow fields and ego-motion estimates were sent to a
control ground station PC at a reduced frame rate of roughly
12 fps. Using automatic gain adaptation the 8 bit image sensor
produced pixel values roughly centered in its 0–255 coding
range. In dim indoor lighting conditions between 10 and 30
cd/m2 with an exposure time of 2.85 ms per frame tempo-
ral noise caused a typical standard deviation of 2.2% of this
range.
4 Results
To test the functionality and reveal the characteristics of the
sensor system two kinds of trials were conducted. On one
hand, experiments were carried out to ascertain the resem-
blance with the biological original. On the other hand, essays
to elucidate the actual sensor characteristics and accuracy of
measurement were performed.
4.1 EMD output characteristics
A distinct feature of correlation type motion detectors is the
existence of a velocity optimum in response to moving sine
grating stimuli (Buchner 1976; Poggio and Reichardt 1976).
As shown by Borst et al. (2003) for a Reichardt Detector
configuration with a temporal high-pass filter in its input lines
the velocity response curve for sinusoidal gratings is given by





(1 + τ 2lpω2)(1 + τ 2hpω2)
sin(2πϕ/λ), (4)
where I is the pattern contrast, ω the angular frequency, ϕ
the inter-ommatidial angle, λ the wavelenth and τlp and τhp
are the low-pass and high-pass time constants, respectively.
The velocity optimum is a linear function of the spatial pat-
tern wavelength leading to a constant temporal frequency
optimum. This has been observed in behavioral and elec-
trophysiological studies in resting, walking, and flying ani-
mals across various fly species. These studies have revealed
frequency optima around 1 Hz for stationary Drosophila,
Phaenicia, and Calliphora (see Joesch et al. 2008; Eckert
1980; Haag et al. 2004, respectively). For walking Drosoph-
ila optima from 2 to 3 Hz have been shown (Götz and Wenk-
ing 1973; Chiappe et al. 2010). In flying animals, optima have
been reported between 3 and 10 Hz for Drosophila (Duister-
mars et al. 2007; Fry et al. 2009), 1 to 10 Hz for Musca (Borst
and Bahde 1987) and 5 to 7 Hz for Calliphora (Hausen and
Wehrhahn 1989; Jung et al. 2011). We chose to adjust the
filter time constants to values yielding a theoretical frequency
optimum similar to Calliphora during flight, i.e., at 7.3 Hz
(τlp = 45 ms and τhp = 33 ms). For confirming the existence
and location of the velocity optimum of our sensor system we
measured the sensor output for vertically moving sine grat-
ings at spatial wavelengths λ = 12◦, 24◦, and 48◦ at different
velocities using a cylinder-shaped LED arena as described by
Weber et al. (2010). The normalized mean response of VS 7
cells over n = 23 trials revealed velocity optima at 85, 175,
and 350◦/s for λ = 12◦, 24◦, and 48◦, respectively (Fig. 5a).
Dividing the velocity optima by the corresponding spatial
wavelength, the frequency optima coincide around 7.3 Hz as
predicted by the model calculations in Eq. 4 (Fig. 5b).
Fig. 5 VS cell velocity tuning. a Normalized VS cell response curves
for sinusoidal gratings of spatial wavelengths λ = 12◦, 24◦, and 48◦ of
visual angle as seen by the fly over a wide range of velocities, displaying
optima at 85, 175, and 350◦/s, respectively. Representative data from
VS 7 cells over n = 23 trials are shown. Standard deviation is within
symbol size. b VS cell frequency tuning. Data from a are plotted as
a function of temporal frequency by dividing velocity by the respec-
tive pattern wavelength. Frequency optima for all three wavelengths lie
around 7.3 Hz. Standard deviation is within symbol size
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Fig. 6 Receptive fields of VS 1
to VS 5 for a dendritic and b
axon terminal regions. Average
data from n = 21 trials are
shown. Note the resemblance
between axon terminal receptive
fields and rotations around axes
sequentially arranged on the
equator
4.2 Receptive fields
To measure our sensor’s receptive fields, we used a custom
built arena consisting of three 120 Hz SyncMaster 2233RZ
monitors (Samsung, South Korea) in combination with NVI-
DIA GeForce GTX 480/580 graphics cards (NVIDIA Corp.,
California, USA) using NVIDIA 3D Vision Surround tech-
nology. The monitors were perpendicularly placed in front,
left, and right of the sensor, covering the visual space from
−135◦ to 135◦ in equatorial azimuth and from −58◦ to 58◦
in frontal elevation. Monitor radiance inhomogeneities were
largely compensated by using diffusing filter paper. Stim-
uli were written in Python and rendered using the open
source graphics engine Panda3D (Goslin and Mine, 2004).
They consisted of a small 5.7◦ × 5.7◦ white square moving
at 120◦/s on a dark background (92% Michelson contrast)
sweeping the extent of the arena in the frontal hemisphere up
and down to reveal the vertical components and left and right
to reveal the horizontal components of the receptive fields.
For n = 21 complete trials the response data was spatially
divided into 36×36 equisolid angle bins covering the frontal
hemisphere. Both dendritic and axon terminal responses from
all implemented VS and HS cells were recorded at the camera
frame rate of 350 measurements per second. As expected, the
dendritic compartments respond to vertical motion in rather
narrow stretches of the visual field (Figs. 6a, 7a), while in
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Fig. 7 Receptive fields of VS 6
to VS 10 for a dendritic and b
axon terminal regions. Average
data from n = 21 trials are
shown. Note the resemblance
between axon terminal receptive
fields and rotations around axes
sequentially arranged on the
equator
the axon terminals the cells exhibit responses over a much
broader area (Figs. 6b, 7b) owing to the lateral connections
with their neighboring cells, as depicted in Fig. 2. Thus,
the axon terminal output receptive fields resembled matched
filters for optic flow generated by rotations around axes
sequentially arranged along the equator (see Krapp et al.
1998; Franz and Krapp 2000).
4.3 Rotation axis estimation
The main objective of this sensor system is the estimation of
the axis of rotation during ego-motion. In order to examine
the measurement accuracy of the sensor system we tested it
both in a simulation environment and in a real world scenario.
The experimental setup used for the simulation environment
was the same as for the receptive field analysis described
in Sect. 4.2. For spatially correct stimulus presentation cube
mapping was used (Greene 1986). The sensor system was
mounted in the focal spot and the simulated environment
was rotated around axes ranging from θref = −60◦ to 60◦
along the equator in 15◦ steps at angular velocities from 30
to 100◦/s in 5◦/s steps for each axis. For performance eval-
uation the Root Mean Square Deviation (RMSD) between
sensor axis estimate and reference angle was defined as
RMSD(θest, θref) =
√∑n
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Fig. 8 Screenshots of visual scenarios used in the simulation environ-
ment for rotation estimation experiments. Scenes A, B, and C were arti-
ficially generated using random probability distributions while scenes
D, E, and F were cube mapping projections of photographic scenes
Table 1 Contrast and RMSD for simulated scenes
Scene Type Contrast Result
CRMS CMAD CRAPS RMSD
A Artificial 1.39 0.28 0.19 3.00◦
B Artificial 1.36 0.26 0.17 3.65◦
C Artificial 1.38 0.31 0.16 4.59◦
D Natural 1.70 0.17 0.06 9.01◦
E Natural 1.39 0.20 0.04 14.44◦
F Natural 1.42 0.20 0.07 18.42◦
where θest is the sensor axis estimate and θref the reference
angle.
Three contrast metrics were defined for the presented
images. RMS contrast (CRMS) was defined as the standard
deviation of pixel values divided by their mean. As a second
metric MAD contrast (CMAD) was defined as the Mean Abso-
lute Deviation (MAD) of pixel values. These two metrics are
global measures and therefore do not depend on the spa-
tial frequency content or the spatial brightness distribution.
Hence, radially averaged power spectrum contrast (CRAPS)
was defined as the square root of the mean of the radially
averaged power spectra between 0.0649 cycles per degree
and 0.6486 cycles per degree, thereby covering the spatial
coding range of the sensor system up to its Nyquist limit.
Three artificial and three naturalistic scenarios were pre-
sented in the simulation environment (Fig. 8). Owing to their
high contrast ratios the artificial scenarios yielded very robust
and exact estimation of the rotational axes, on average deviat-
ing by less than 5◦ from the actual axis of rotation (see Table
1). Natural images displayed larger RMS deviations between
9◦ and 18◦ due to their lower contrast and the relatively low
mean luminance values of available scenes in the experimen-
tal setup. In line with the motion detection model, the higher
Fig. 9 Axis estimation during real world trials. The sensor system was
rotated in a wide range of angular velocities around different reference
axes, yielding highly accurate rotation axis estimates virtually regard-
less of angular velocity
the contrast the better the sensor system performed. To test
an extreme case and an exception to this rule we included a
scene with high rotational asymmetries (Table 1, row F). In
this case the sensor generated the highest RMS deviations in
the test set despite not having the lowest contrast. Remark-
ably, this worst case RMSD of 18.42◦ is almost identical to
the 18.5◦ spacing between VS cell dendritic receptive fields.
This means that the worst case sensor inaccuracy tends to be
at most one cell to the left or to the right of the true center of
rotation.
For recording data in a real world environment the sen-
sor system was mounted axially on a PLE40 planetary gear
with a 100:1 gear reduction ratio (Neugart, Kippenheim,
Germany) and rotated using a PANdrive PD1-140-42-SE-
232 motor with an integrated control unit (Trinamic,
Hamburg, Germany). Situated in an indoor environment with
both high and low visual contrast areas the sensor system was
rotated around the axes θref = −60◦, −30◦, −15◦, 0◦, 15◦,
30◦, and 60◦ along the equator at angular velocities ranging
from 10 to 100◦/s in 5◦/s steps. The actual angular velocity
was monitored utilizing the integrated encoders. As can be
observed in Fig. 9 rotation axis estimation by the sensor sys-
tem accurately reflects the actual axis of rotation, basically
regardless of rotational velocity. There tends to be, however,
slightly higher accuracy towards higher velocities, as can also
be seen in Fig. 9.
4.4 Rotation rate estimation
Concurrently with the rotation axis estimation, the sensor
system also computes an estimate of the rate of rotation
around that particular axis by calculating the slope at the
zero-crossing location. To analyze the properties of these
estimates, the camera system was subjected to n = 22 tri-
als with rotations around the rostro-caudal axis at angular
velocities ranging from 10 to 1,000◦/s using the same scenes
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Fig. 10 Rotation rate estimation for naturalistic and artificial scenes.
Traces show mean estimates while shaded areas indicate standard devi-
ation between n = 22 trials. Velocity optima lie between 100 and 251◦/s
as for the axis estimation trials in Sect. 4.3. Figure 10 presents
the typical bell-shaped response curves of the system. Peak
responses were found between 100 and 251◦/s.
5 Discussion and conclusions
We have presented a fly-inspired visual rotation sensor capa-
ble of accurate measurements in a variety of visual scenes,
while maintaining the tight restrictions of space, weight and
power requirements necessary for use on board MAVs. The
outcome of our experiments substantiates on one hand the
close resemblance of our implementation with the biologi-
cal original. On the other hand, our results demonstrate the
good performance over a wide range of different visual envi-
ronments. Our implementation was specifically designed to
be used on-board MAVs and therefore features only a small
footprint in terms of size, weight and power consumption
while maintaining mechanical robustness.
One possible source of performance degradation is the
inherent barrel distortion of fisheye lenses. We have there-
fore tested various correction algorithms on board the FPGA
with slight, albeit not substantial performance improvements.
This suggests that fisheye lens distortion does not decisively
perturb sensor performance.
A particularly useful property of our FPGA- and ARM-
based implementation is the versatility and ease of adding
other functionalities. By adding different templates for global
motion integration, new uses of this sensor system could
arise. The simple sum of all VS cell templates for instance,
could be used as a measure of global vertical motion for lift
control. The sum of HS cells might be used for indication of
global horizontal motion for yaw control. Using specialized
horizontal templates, tunnel centering behavior (Srinivasan
et al. 1999) could be implemented for autonomous robot
navigation. Along these same lines, collision detection can
be envisioned by using templates for radial expansion. The
advantage of our system lies in the fact that there are sufficient
free resources for all these computations to be implemented
simultaneously, at full frame rate and resolution.
The system has been designed to be used with either one
or two cameras, potentially covering the complete 4πsr unit
sphere of visual space for true global motion integration
and consequently added robustness of ego-motion estimates.
Also multi-modal integration of other sensors, such as rate
gyroscopes, accelerometers, etc., is supported. This is partic-
ularly useful for future studies on sensor fusion with inertial
data, akin to integration of vision and inertial haltere mea-
surements in the fly brain. The system we have presented
here might therefore prove useful when employed comple-
mentarily to inertial measurement units.
In conclusion, we have shown a successful implementa-
tion of visual ego-rotation sensing based on the fly visual
system, while keeping within tight space, weight and perfor-
mance restriction boundaries.
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5 D ISCUSS ION
Flies use visual cues for orientation during walking and while they perform
impressive maneuvers during flight. In this cumulative thesis we studied
the neuronal mechanisms underlying such visual orientation behaviors. In
order to do this, we designed new behavioral setups which allow for mea-
suring Drosophila’s walking behavior in a precisely controlled virtual envi-
ronment. Using targeted genetic silencing experiments, we characterized
the role of different sets of neurons in visual information processing. We
concentrated on visual interneurons T4 and T5 which are major output ele-
ments from the medulla and project into the lobula plate.
In the first study, we silenced the output of both cell types and found that
these flies were completely blind to motion. However, such motion-blind
flies were still able to fixate a black bar, although at a reduced performance.
Further quantification revealed a motion-independent flicker-sensitive vi-
sual subsystem which is implemented in parallel to the motion detection
circuitry and which can mediate bar fixation behavior. We also found that
motion responses are asymmetric, i.e. that they are stronger for front-to-
back than for back-to-front motion. Hence, the motion system mediates bar
fixation as well, which further improves performance in control flies.
In the second study, we investigated the response properties of T4 and
T5 neurons via two-photon calcium imaging. Both cell types showed clear
direction-selective contrast polarity-specific responses: T4 neurons only re-
sponded to motion of bright (ON) edges, while T5 neurons responded only
to motion of dark (OFF) edges. Electrophysiological recordings from postsy-
naptic lobula plate tangential cells and behavioral experiments revealed that
this separation is also functional: When blocking the output from T4 neu-
rons, responses to ON edge motion were largely impaired while responses
to OFF edge motion remained intact and the opposite was true for the T5
block.
In the third study, we tested an artificial FPGA-based microcircuit which
simulates the lobula plate network of the fly. The system was equipped with
a camera and spherical fisheye lens and placed in a virtual environment
setup. When stimulated with various rotating natural scenes, the insect-
inspired system predicted very well the axes of rotation.
5.1 behavioral readout of visual processing
One way to explore neural computations in the brain is to study the con- Bottom-up and
top-down approachesnectivity and response properties of every single nerve cell in a dedicated
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microcircuit. This approach is technically challenging but, if applied success-
fully, leads to a clear picture of local information processing. Still, with such
a bottom-up approach it is difficult to deduce activity on larger neuronal
scales, which is eventually required to fully understand how behavioral out-
put is controlled. One solution is to combine all knowledge and to perform
computer simulations. This allows one to systematically vary model param-
eters and to explore the resulting network activity and behavioral responses.
Yet, this approach leads to highly complex models which are often difficult
to tune.
Here, a prominent and very ambitious example is the Blue Brain Project
which aims to build a realistic and complete column of the cat visual cortex
(Markram, 2006). However, pharmacological, physiological and anatomical
information about cortical neurons, the building blocks of the model, is far
from complete and it remains to be shown whether the approach will be suc-
cessful. The fly visual system is much simpler and much better understood
than the mammalian visual system and it was possible to perform detailed
computer simulations of the lobula plate network (Borst and Weber, 2011):
All current knowledge about synaptic and electrical coupling within the lob-
ula plate was combined, resulting in a model which predicted the optic flow
tuning properties of lobula plate tangential cells.
Alternatively, one can choose a top-down approach and consider the en-
tire animal as a black box which transforms visual stimuli into behavioral
responses. The creation of an input-output map allows one to formulate sim-
ple mathematical rules without knowing the details of cellular processing.
Such a cybernetic approach was pioneered by Hassenstein and Reichardt
(1956): Based on behavioral experiments, they formulated the Reichardt
detector, which tremendously helped to understand the computational op-
erations underlying motion vision. Once such rules are established, one
can then explore cellular activity and test how circuit manipulations affect
behavior.
The gold standard in systems neuroscience is to relate neuronal activityRelating behavior
and neuronal circuits to behavioral output and to predict changes in behavior upon modifications
of the circuit. However, this is often more challenging than expected, for at
least two main reasons:
First, it is very difficult to properly define what a delineated behavior ac-Defining behavior
tually is. In the bar fixation paradigm, for example, the fly has control over
the position of a black bar in closed-loop configuration and brings it to the
front and keeps it there. This entire response is called a behavior and can
be interpreted as object tracking or orientation based on landmarks. Dur-
ing optomotor behavior the fly follows global and local motion cues and
therefore, this behavior is thought to be essential for optic flow-based visual
course control. Both behaviors are very much interpreted from a human
perspective and it is generally unclear how meaningful these paradigms are
for the fly when navigating in natural environments. It might, for example,
be that the observed behaviors are simply artifacts of some other systems
dedicated to processing specific kinds of, potentially unexplored, visual fea-
tures and that the underlying circuits interplay in a complex fashion during
real-world orientation.
5.1 behavioral readout of visual processing 83
The solution to this problem can come from two different sides. One
can study the animals in more natural environments and test the hypothe-
ses which have been designed during restricted lab experiments. For this,
one needs proper tracking of freely walking (Branson et al., 2009) or flying
flies (Straw et al., 2011) and to then silence specific neuronal elements. Al-
ternatively, one can choose the opposite approach and design behavioral
paradigms which are free from human-biased interpretations of behavior.
Vogelstein et al. (2014) developed a computer algorithm which was used
to analyze movies of more than 30 000 crawling larvae in order to create a
tree of statistically distinguishable behaviors, called behaviotypes. Such un-
biased strategies for describing behavior are just beginning to emerge and
should be adapted to the study of adult flies. Combined with targeted cir-
cuit manipulations this could help to explore which set of neurons control
which set of behaviotypes.
Second, the brain is often considered to be organized in different mod- Modular
organization and
redundancy
ules. Each of these modules is dedicated to process specific features from
visual space or to control a specific kind of behavior. However, the interpre-
tations of blocking experiments become very unintuitive if such modules
are coupled, if feedback connections exist or if modules show large degrees
of redundancy. Moreover, many visual stimuli activate many modules at the
same time, even when they appear to be very simple. The black bar fixation
stimulus is a good example: It contains a moving OFF edge, a moving ON
edge and local flicker when the bar moves through a certain region of the
visual field. Hence, bar fixation could, in principle, be performed with any
of these cues and blocking one part of the system might leave the behavior
intact.
In this study we tried to stay close to the strategy of using simple visual Simple visual stimuli
and simple behaviorsstimuli and simple behavioral readouts: In a first set of experiments we
found that visual interneurons T4 and T5 are necessary for the optomotor
response but that they are only partially needed for bar fixation. As the two
behaviors are difficult to compare (open-loop vs. closed-loop, turning speed
vs. fixation performance and full-field vs. local stimulus) we simplified
both experiments: We used a small window in which we showed motion
or flicker and turning speed was the behavioral readout during both kinds
of stimuli. We found that blocking T4/T5 neurons abolished responses to
motion but left flicker responses intact. Interestingly, turning responses of
control flies were stronger for front-to-back motion than for back-to-front
motion. These findings clearly speak in favor for two independent visual
subsystems where one system is dedicated to motion processing while the
other analyzes flicker. Importantly, this implies that the flicker-sensitive sys-
tem and the asymmetric motion system both mediate closed-loop bar fixa-
tion in concert. Hence, this example shows that the outputs of apparently
distinct neural circuits do not necessarily have to be restricted to control-




Detection of motion provides an animal with important cues for spatial ori-
entation. We have shown with behavioral experiments that visual interneu-
rons T4 and T5 are necessary for direction-selective responses to large-field
motion stimuli as well as to small moving objects. This has two important
implications. First, it shows that the visual pathways L1–T4 and L2–T5 are
the only systems which can mediate direction-selective behaviors. Second,
the computation of directionality of small-field motion and large-field mo-
tion happens via the same elements. The characterization of T4 and T5 neu-
rons via two-photon imaging, which we performed in this study, revealed
that T4 and T5 neurons are local motion detectors. They are directionally
selective and converge onto distinct layers in the lobula plate where they
synpase onto lobula plate tangential cells. Hence, T4 and T5 neurons with
their small receptive field of just 2–3 ommatidia (Takemura et al., 2013) sum
up to give rise to the global receptive field of postsynpatic lobula plate tan-
gential cells (Krapp and Hengstenberg, 1996).
5.2.1 Parallel ON and OFF channels
Physiological and behavioral experiments in flies have suggested that mo-
tion computation is split into separate ON and OFF pathways. This split
starts at the level of the lamina where L1 output feeds into the ON pathway
while L2 output feeds into the OFF pathway (Joesch et al., 2010). Anatomical
studies have suggested that these pathways remain separate and converge
onto T4 and T5 neurons, respectively (Bausenwein and Fischbach, 1992).
Hence, the separation should still be visible at the level of these neurons.
Indeed, we could show that T4 neurons respond only to ON edge motion
while T5 neurons respond only to OFF edge motion. We did electrophysi-
ological recordings from postsynaptic lobula plate tangential cells and per-
formed behavioral experiments: When blocking T4, only responses to ON
edge motion were impaired and blocking T5 resulted in a response reduc-
tion to OFF edge motion. Hence, our data indicate that the split of motion
vision still exists at the level of T4 and T5. This simplifies the search for the
neural implementation of motion vision because it is now possible to focus
on either of the pathways.
The split of motion computation into separate polarity-specific pathways
is found in many visual systems (Sanes and Zipursky, 2010), yet, it is not
fully clear why this occurs so frequently in nature. One explanation is that
neural activity cannot be negative and hence, in order to transmit informa-
tion about OFF signals, responses have to be inverted and fed into a distinct
channel. Moreover, this allows a simple implementation of sign-correct mul-
tiplication as proposed by Hassenstein and Reichardt (1956) where ON–ON
and OFF–OFF signals both yield positive responses. Motion vision could,
in principle, work entirely with only one of the pathways. Yet, it could be
shown that the use of both channels requires less energy in order to trans-
mit the same amount of information (Gjorgjieva et al., 2014), which is a clear
evolutionary advantage.
5.2 motion vision 85
5.2.2 Temporal delay
Any motion detector needs to implement spatial offset together with asym-
metric temporal delay. The delay in the motion vision circuitry of the fly
could be implemented in various ways. It might be a network phenomena
which arises via an intermediate cell or it could be due to different mem-
brane time constants. It could also arise via distinct receptor kinetics at
the postsynaptic neuron. Hence, many different schemes are possible and
perhaps a combination of all of the above occurs in the visual system of flies.
We have found that T4 and T5 neurons are direction-selective. This Short delay
differences in T4/T5
input lines
tremendously simplifies the question how temporal delay is implemented
and suggests that it is located before or within T4 and T5. Specifically,
the ON pathway is a promising microcircuit as it is much simpler than
its counterpart, the OFF pathway: L1 synapses onto Mi1 and Tm3 which,
in turn, converge onto the dendrites of T4 neurons. The fact that T4 cells
receive only two major input lines suggests that Mi1 and Tm3 convey
asymmetrically delayed signals (Takemura et al., 2013). Indeed, Behnia
et al. (2014) recorded electrophysiologically from these cells and found
distinct filter constants for Mi1 and Tm3, respectively. With the parameters
obtained from these experiments the authors performed Reichardt detector
simulations which could reproduce the temporal frequency tuning and
direction-selectivity of lobula plate tangential cells. However, the time
constant difference for Mi1 and Tm3 was as little as 18ms, which resulted
in weak orientation tuning before the subtraction stage. Thus, their model
predicted that T4 neurons should show little orientation tuning. Yet, in our
experiments we found that T4 neurons are well tuned to the direction of
motion and hence, a 18ms time constant difference is probably too small.
The question arises how larger temporal delays could be implemented. Potential
mechanisms for
longer delays
From anatomy, it is known that there is no additional interneuron in the
ON pathway which could convey a delay via network mechanisms. Hence,
a tempting alternative hypothesis is that asymmetric filtering could be im-
plemented via different receptor types on the dendrites of T4 and T5 neu-
rons, respectively. Shinomiya et al. (2014) started to characterize the recep-
tor composition of T4 and T5 neurons and found different types of mus-
carinic and nicotinic cholinoreceptors. Importantly, muscarinic receptors are
metabotropic and activate a G-protein-coupled biochemical cascade while
nicotonic receptors are ionotropic and rapidly depolarize the neuron. This
means that muscarinic receptors might, for example, slowly increase inter-
nal calcium levels which in turn could activate further ion channels and
thereby provide a strongly delayed signal. It remains to be shown to what
extent the input elements of T4 and T5 neurons use different neurotransmit-
ters in order to differentially activate these classes of receptors and whether
such a scheme could render T4 and T5 neurons direction-selective.
5.2.3 Nonlinearity
T4 and T5 neurons implement a nonlinearity in order to become direction- Reichardt detector
selective. In the Reichardt detector model, the nonlinearity is a sign-correct
multiplication and amplifies two excitatory input signals which occur at the
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same time (Fig. 5a). This happens when a pattern moves in the preferred
direction and sequentially activates the delayed and direct input lines. A
multiplication could be implemented biophysically via a log-exp-transform,
for example, a mechanism which was shown experimentally to be present in
lobula giant movement detector neurons in the locust (Gabbiani et al., 2002).
Yet, whether such mechanisms are also present in the dendrites of T4 and
T5 in flies, remains unclear.
However, several other nonlinearities can implement direction-selectivityBarlow-Levick
detector as well (Grzywacz and Koch, 1987) and are often more biologically plausi-
ble than multiplication. Here, a prominent example is the Barlow-Levick
detector (Barlow and Levick, 1965) which was developed as a model for
direction-selectivity in the rabbit retina (Fig. 5c). Similarly to the Reichardt
model, it consists of a delayed and a non-delayed input line. However, in-
stead of multiplying these signals, they are subtracted and passed through
a nonlinearity. In its original formulation, this is an AND–NOT gate which
leads to so-called null-direction inhibition: When motion goes in the pre-
ferred direction of the cell, the inhibition is delayed and the neuron is acti-
vated but when motion goes in the opposite direction the delayed inhibitory
signal can veto the direct input line.
Biophysically, excitatory and inhibitory signals can arise via different re-Potential biophysical
representation ceptor types and a thresholding mechanism could simply be implemented
by transmitting only positive signals. As muscarinic receptors are present
in T4 and T5 (Shinomiya et al., 2014), both the Barlow-Levick and the Re-
ichardt nonlinearity could be implemented: In the case of the Barlow-Levick
model, muscarinic receptors should lead to delayed activation of hyperpo-
larizing ion channels while for the Reichardt multiplication they should ei-
ther activate additional depolarizing ion channels or inhibit hyperpolariz-
ing membrane conductances. Which of the nonlinear integration schemes is
present in T4 and T5 dendrites remains to be shown. Genetic manipulation
or pharmacological activation of the different receptor types combined with
two-photon imaging from T4 or T5 neurons could soon reveal some of the
underlying principles.
5.2.4 Integration of local motion cues
T4 and T5 neurons target different layers in the lobula plate and each of
these layers is tuned to one of the four cardinal directions of motion (Buch-
ner et al., 1984). We have established that this layered structure also becomes
apparent when imaging the terminals of T4 and T5 neurons. Hence, T4 and
T5 neurons fall into distinct subclasses according to their directional pref-
erence. This also means that lobula plate tangential cells which have their
dendrites in these layers receive mixed inputs from the T4 and T5 channels.
Hence, the two contrast polarity-specific pathways finally converge. Inte-
grating local motion cues from different layers as well as coupling between
lobula plate tangential cells give rise to the complex optic flow fields of
neurons in the lobula plate (Krapp and Hengstenberg, 1996).
An important feature of lobula plate tangential cells is that they hyper-
polarize upon motion in null direction (Joesch et al., 2008). Yet, T4 and
T5 are both cholinergic (Shinomiya et al., 2014) and thus probably have an
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excitatory effect on lobula plate tangential cells (S. V. Raghu et al., 2011).
Furthermore, our data indicate that T4 and T5 do not hyperpolarize upon
motion in their non-preferred direction (however, definite statements are
currently not possible as we used calcium-sensitive GCaMPs for imaging).
Hence, it is likely that the hyperpolarization in lobula plate tangential cells
is due to lobula plate-intrinsic inhibition. Indeed, recent data from Mauss
et al. (2014) suggests that this seems to be the case. Using a combination
of pharmacology, optogenetic stimulation and electrophysiological record-
ings in lobula plate tangential cells the authors concluded that lobula plate
tangential cells receive a direct cholinergic excitatory input from T4 and T5
followed by indirect GABAergic inhibition via currently unknown neurons.
5.2.5 Lobula plate and motion behavior
Despite detailed knowledge of the response properties of HS and VS cells
in the lobula plate, final proof was missing as to whether these neurons
are really in charge of controlling motion vision-based course-control. To
this end, one would have to block HS and VS cells and observe the fly
during navigation, expecting that it would fail to maintain a straight course.
However, such experiments have not been possible so far. Tracking freely
walking and flying flies is becoming feasible (Branson et al., 2009; Straw et al.,
2011) but there are currently no Gal4 lines which can be used to specifically
silence HS and VS cells without generally affecting the fly’s ability to move.
Alternatively, one can test well-defined motion stimuli in tethered walking
flies and use an indirect approach: Silencing T4 and T5 neurons, which
renders HS and VS motion-insensitive (Schnell et al., 2012).
We tested T4/T5 block flies for large-field moving gratings and for mov-
ing bars and found that these flies were completely blind to these motion
stimuli. Given that T4 and T5 neurons potentially target many unknown
cells in the lobula plate in addition to HS and VS cells, we can currently only
conclude that some neurons in the lobula plate are necessary for motion-
vision based behaviors. However, HS and VS cells are very likely some
of the key players. Further evidence for this has recently come from suf-
ficiency experiments. Haikala et al. (2013) used optogenetic stimulation in
flying blind flies which expressed a channelrhodopsin in HS cells. When
the neurons were activated unilaterally, flies responded with a directed turn
towards the side of stimulation.
5.2.6 Higher-order motion vision
Flies see higher-order motion cues which are spatio-temporal correlations
other than standard two-point correlations of luminance (Aptekar and Frye,
2013; Clark et al., 2014; Theobald et al., 2008). Such correlations occur in
natural scenes and contain additional information about motion in the out-
side world. This could be, for example, an object with the same average
luminance as the background but distinct internal contrast. It is generally
thought that the processing of such cues requires higher cortical compu-
tation in mammals (Y. X. Zhou and Baker, 1993). However, the fact that
flies can perform such computations suggests that the underlying computa-
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tional principles are much simpler. The classical Reichardt detector model
does not respond to higher-order motion correlations and hence, it would
be very interesting to block T4 and T5 neurons and test the behavioral per-
formance of flies for such stimuli. If they can still see higher-order motion
stimuli, one could then investigate which other neuronal structures are pro-
cessing such features. If they cannot, it would be interesting to explore the
response properties of T4 and T5 neurons for such stimuli, which might help
to facilitate an understanding of the underlying higher-order computations.
5.2.7 Comparison to other organisms
Apart from many insects, optomotor behavior is present in numerous other
species including rabbits, dogs, pigs, reptiles (Tauber and Atkin, 1968), fish
(Fleisch and Neuhauss, 2006), and even echolocating bats (Suthers, 1966).
Hence, these animals must be able to compute motion cues and can there-
fore serve as distinct model systems for the study of the underlying neu-
ronal principles. Specifically, the mammalian retina is an area of intense re-
search as it is easy to access experimentally with physiological tools. Almost
a century ago, Ramón y Cajal described astonishing anatomical similarities
between the visual systems of flies and vertebrates (Cajal and Sánchez, 1915).
It is known today that these systems also share many functional and devel-
opmental features (Borst and Euler, 2011; Sanes and Zipursky, 2010).
Direction-selective responses in the retina were first described by BarlowMouse retina
and Levick (1965) in the rabbit but more recent work has focused an retinal
circuits in the mouse. The mouse retina consists of several layers (Euler et al.,
2014): the outer nuclear layer (ONL), the outer plexiform layer (OPL), the
inner nuclear layer (INL), the inner plexiform layer (IPL) and the ganglion
cell layer (GCL). The ONL houses photoreceptors, rods and cones, which
project into the OPL where horizontal and bipolar cells have their dendrites
and receive their signals. Bipolar cells pass through the INL and project
to the IPL where they interact with starbust amacrine and retinal ganglion
cells.
Separate pathways for ON and OFF signals are present directly after
the photoreceptor output. OFF bipolar cells target the upper layers of
the IPL while ON bipolar cells target the lower layers. Lateral interaction
with horizontal and starbust amacrine cells are mostly polarity-specific as
well. Bipolar cells acquire their contrast polarity-specificity via distinct glu-
tamate receptors: In the dark, mammalian photoreceptors constantly release
glutamate, which is suppressed by illumination. OFF bipolar cells have
ionotropic glutamate receptors and hence, they are depolarized in the dark.
Instead, ON bipolar cells have metabotropic glutamate receptors which in-
directly trigger the closing of a cation channel. This means that illumination
reduces photoreceptor glutamate release, which reduces the suppression of
the cation channel and hence depolarizes the neuron.
More than 20 types of retinal ganglion cells have been identified in
the mouse retina out of which three are known to be direction-selective:
ON/OFF direction-selective ganglion cells respond to local motion of
both ON and OFF edges. According to its preferred direction, this type
of ganglion cell is further divided into four subtypes which roughly
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correspond to the four cardinal directions of motion (Oyster and Barlow,
1967). Another type is the ON ganglion cell which only responds to moving
ON edges and has larger receptive fields. A third type, the JAM-B retinal
ganglion cell, has a peculiar anatomy with asymmetric dendrites which are
mostly oriented towards the ventral side (I.-J. Kim et al., 2008). This cell
type is activated by motion towards the distal dendritic tips (downwards)
and hence, taking into account that the lens inverts the retinal image, it is
tuned to upwards motion.
Starbust amacrine cells are key players for the computation of motion
cues (Yoshida et al., 2001). These neurons have mostly an inhibitory effect
on retinal ganglion cells as well as on bipolar cells. This interaction, in com-
bination with the remaining excitatory signal from bipolar cells, then shapes
direction-selective responses in retinal ganglion cells (Euler et al., 2014). In-
terestingly, starbust amacrine cells themselves are direction-selective (Euler
et al., 2002), which shifts the question of how direction-selectivity is com-
puted towards these neurons. It has been shown, at least for OFF star-
bust amacrine cells, that they receive excitatory input from different types
of bipolar cells that have different kinetics and synapse onto distinct den-
dritic locations (J. S. Kim et al., 2014). Hence, the input structure of starbust
amacrine cells resembles the circuit motif expected from a Reichardt-type
correlator where signals are excitatory, spatially offset and temporally de-
layed.
A general feature in many visual systems is that motion cues are first Cortical
representationcomputed locally and then integrated into a global and more abstract rep-
resentation of motion (Adelson and Movshon, 1982). Such a hierarchical
organization solves, for example, the aperture problem which is that the di-
rection of motion for larger moving patterns cannot be inferred only from
local motion cues (Wallach, 1935). After having computed local motion cues,
retinal ganglion cells project into different areas of the brain. In mammals,
this is mainly the lateral geniculate nucleus (LGN) which forms a major re-
lay station on the way towards higher visual centers (Huberman et al., 2009).
Many neurons in primary visual cortex (V1) are orientation- and direction-
selective and can be grouped according to their receptive field properties
into simple cells and complex cells (Hubel and Wiesel, 1962). It is not well
understood how direction-selective responses arise in these cells but it is
likely that direction-selectivity is both computed de novo within the intra-
cortical circuitry (S.-H. Lee et al., 2012; Livingstone, 1998) as well as inherited
from retinal ganglion cells (Cruz-Martín et al., 2014). Direction-selective
responses from V1 are further transmitted to higher visual areas, such as
the middle temporal visual area (area MT) (Born and Bradley, 2005).
Thus, neurons in area MT inherit parts of the response properties from
V1 neurons (Movshon and Newsome, 1996). Yet, MT neurons can be tuned
to more abstract features of directionality such as, for example, motion co-
herence within clouds of randomly moving dots (Newsome et al., 1989).
Moreover, when stimulated with superimposed gratings moving in differ-
ent directions (plaids), some MT neurons respond to the movement of either
grating and some to the movement of the resulting plaid pattern (Rust et al.,
2006). Area MT was shown to be important for motion vision in humans:
A patient with lesions in area MT (the “motion-blind” patient) had severe
deficits in several visual motion-related tasks but was not entirely blind
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(Baker et al., 1991; Hess et al., 1989; Zihl et al., 1983). The medial superior
temporal area (area MST) receives most of its inputs from area MT (Komatsu
and Wurtz, 1988) and contains neurons which are tuned to specific kinds of
optic flow fields (Duffy, 1998).
In summary, the mammalian and fly visual systems show large functional
and structural similarities: First, visual processing is split into polarity-
specific pathways which remain separate until the computation of direction-
selective responses is finalized. Second, mammals and flies use tempo-
rally delayed and spatially separated signals in order to compute direction-
selective responses. Third, a hierarchical organization is evident where local
motion cues are integrated into global ones. These astonishing analogies
speak in favor of convergent evolution, namely that the solutions which
were found independently by mammals and flies seem to be optimal for
motion processing.
However, implementation details differ. For example, fly photoreceptorsDifferences
depolarize upon illumination. As they use histamine, an inhibitory neu-
rotransmitter, this leads to hyperpolarization of lamina cells. Lobula plate
tangential cells are equipped with complex receptive fields even though
they are just one synapse away from T4 and T5 neurons. This indicates
that the fly visual system does not seem to require intermediate motion pro-
cessing. Many of the questions which have been tackled in the mammalian
retina remain unsolved in the fly. For example, it is currently unclear how
neurotransmitter systems of lamina neurons and receptors in postsynaptic
cells interact in order to establish functional polarity-specific pathways. T4
and T5 neurons are considered to be the first neurons in the fly visual sys-
tem which are direction-selective and can therefore be seen as analogues of
mammalian starbust amacrine cells. It would be interesting to investigate
in detail whether similar spatial and temporal interactions occur on the den-
drites of T4 and T5 as have been found for their retinal counterparts (J. S.
Kim et al., 2014).
5.3 object fixation
In order to track or fixate an object, flies must determine the position of
the object in the environment and its direction of motion. This is a chal-
lenging task when the object is located on a patterned background as any
turning maneuver towards the object creates large-field optic flow in the
opposite direction. This, in turn, stimulates an optomotor response away
from the object and would therefore prevent object fixation. On the other
hand, not every object should be used for orientation or tracking because
this would mean that the fly would constantly collide with any object in its
surround. Hence, in order to generate an appropriate behavioral response,
the fly visual system must effectively separate features of the object from
the background (Trischler et al., 2010).
Given the complexity of such a computation, it has long been a matterParallel pathways
of debate to what extent optomotor behavior and fixation response are me-
diated by different pathways in the visual system of flies and how such
systems would interact. Mutant Drosophilae in which the lobula plate was
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absent or significantly reduced in size showed a severe reduction in their
optomotor response but still performed well in bar tracking experiments
(Bausenwein et al., 1986; Heisenberg et al., 1978). Thus, a motion vision-
independent pathway can mediate the behavior. Similar conclusions were
drawn from experiments with Musca in which lobula plate tangential cells
were unilaterally laser-ablated (Geiger and Nässel, 1981). Further evidence
for separate pathways were derived from behavioral experiments (Aptekar
et al., 2012; Fox et al., 2014; Fox and Frye, 2014): Tethered flying Drosophilae
were stimulated with randomly moving figures on randomly moving back-
grounds. Via a reverse-correlation approach, it was found that the temporal
dynamics of the fly turning tendency were different for the two kinds of
visual stimuli.
Results from studies with mutated flies or laser ablations should be taken
with caution. It is possible, for example, that brain structures were changed
which were not meant to be altered, that the desired structures were incom-
pletely affected or that compensatory mechanisms take place during devel-
opment. In order to properly test the hypothesis of different pathways for
the optomotor and fixation response, it is required to perform clean genetic
blocking experiments combined with a thorough exploration of behavior.
In this study we used the Gal4-UAS system to silence the output of T4
and T5 neurons via temperature-sensitive shibire. This allowed us to raise
flies at room temperature with an intact neuronal circuit. At a desired time
point during the experiment lobula plate tangential cells could then be ren-
dered motion-insensitive by increasing the temperature. Even though these
flies were completely blind to motion of large-field gratings and elongated
vertical bars, they still performed well in closed-loop bar fixation experi-
ments. Hence, this finding provides clean evidence for the existence of a
separate visual pathway which can mediate bar fixation but is independent
of motion processing via T4 and T5. Yet, we have found that the fixation
performance of motion-blind flies was significantly reduced compared to
control flies. This, in turn, implies that motion-processing via T4 and T5
improves fixation performance.
5.3.1 Mechanism of fixation behavior
The first detailed explorations of the mechanism of bar fixation behavior
were performed by Reichardt and Wenking (1969). When the authors stim-
ulated flies with fast flickering stationary bars, they did not observe a bias
in the fly’s turning tendency. However, when they used bars which oscil-
lated around a certain location flies turned towards the side of the stimulus.
The authors concluded that positional information is conveyed by motion
detectors which respond in an asymmetric manner rather than by flicker
detectors which analyze local luminance change. These findings stimulated
the development of an elaborate theoretical framework of bar fixation (Pog-
gio and Reichardt, 1973, 1976; Reichardt, 1973; Reichardt and Poggio, 1976):
Two hypothetical complementary systems were introduced, a position sys-
tem which calculates the position of the bar and a motion system which
analyzes its motion. A superposition of the two systems along with noise
predicted closed-loop fixation behavior with one or multiple bars.
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However, it remained controversial whether the calculation of the posi-Flicker system and
motion asymmetry tional cues would in fact depend on asymmetrically tuned motion detectors.
By using bars which flickered more slowly and for longer durations, Pick
(1974) discovered that such stimuli can induce a directed turning response.
Hence, information about position could be conveyed by flicker detectors
and might not require motion processing. Moreover, Pick (1976) also found
that responses to flickering stripes did combine linearly when two neigh-
boring ommatidia were stimulated simultaneously and postulated an im-
portant role for lateral interactions. Yet, it was noted by Wehrhahn and
Hausen (1980) that the turning response to flickering bars was only visible
when stimulating the fly for several minutes and that such time scales are
orders of magnitude away from the ones which are required for object fix-
ation under realistic conditions. In order to test attractiveness to flicker on
shorter time scales, the authors stimulated flies with gratings which uni-
laterally moved into different directions. Even though any kind of motion
contains temporal flicker, upwards and downwards motion did not induce
an attraction to the side of the stimulus. In contrast, motion from front to
back resulted in much stronger turning responses than motion from back
to front. These results indicated that the flicker components are negligible
and spoke in favor of the originally proposed asymmetric motion processing
mechanism.
Our investigation revealed strong, robust and immediate responses to
flicker in both control as well as in T4/T5 block flies. Whenever a non-
moving elongated vertical bar darkened or brightened, flies turned towards
its location. Varying the position of the stimulus revealed that response
strength was highest for positions around 60◦ in azimuth and declined to-
wards the frontal and distal visual field. Interestingly, the resulting sensitiv-
ity profile was very similar to the ones which have been described in former
characterizations of the positional response to oscillating and flickering bars
(Pick, 1974; Poggio and Reichardt, 1973). In order to test for asymmetry in
the motion system, we used moving bars which were visible only within
a narrow window. Additionally, we approximated the flicker component
of motion stimuli by quickly darkening and brightening the entire window.
We found that T4/T5 block flies responded with exactly the same turning
dynamics towards the location of the stimulus irrespective of whether we
showed motion or flicker. In contrast, control flies responded much stronger
to front-to-back than to back-to-front motion, which could not be explained
by a superposition of a motion-sensitive and a flicker-sensitive visual subsys-
tem. We concluded that the motion response is indeed asymmetric. Hence,
our findings implicate that positional cues can be computed via alternative
mechanisms within a flicker-sensitive motion-independent subsystem and
within an asymmetric motion system. This means that during closed-loop
bar fixation experiments both systems analyze different features of the vi-
sual stimulus but converge at the level of behavioral output (Fig. 7).
Our findings also indicate that care should be taken when searching for
the neuronal pathways underlying fixation behavior. Blocking parts of the
visual system might affect processing of only particular features of the stim-
ulus. Silencing T4 and T5, for examples, abolished motion computation
but flies could still use the flicker-sensitive system for bar fixation. Con-
versely, if one would silence the flicker-sensitive pathway only, flies would
be expected to still perform well in the behavior because they still have their
asymmetric motion system. Thus, each system can realize fixation behav-
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Figure 7: Schematic of bar fixation
mechanism. During bar fixation, the
stimulus has a motion and a flicker
component. Bar motion is analyzed
by the well-studied L1 and L2 path-
ways of the motion system. However,
the behavioral response is asymmet-
ric, compensating local motion from
front to back more strongly than from
back to front. This, on average, pro-
duces a turning bias. The other sys-
tem, a flicker-sensitive parallel subsys-
tem analyzes the flicker component of
the bar. Whenever local flicker is de-
tected, it creates a turning spike to-
wards that location. Hence, both sys-
tems together induce a position re-
sponse towards the bar, which moves
it to the frontal visual field.
ior on its own and one would potentially miss important phenotypes in a
screen for bar fixation. Hence, it is preferable to work with stimuli that con-
tain fewer visual features, such as, for example, flickering bars, or explore
bar fixation performance when blocking candidate neurons simultaneously
with silencing T4 and T5.
5.3.2 Potential implementation of the position system
In order to model the flicker-sensitive system, we calculated the squared
high-pass-filtered signal from the photoreceptors and determined the one
with maximal response. The asymmetric motion system was modeled by
using standard Reichardt detectors whose outputs were multiplied with
0.5 whenever negative which corresponds to back-to-front motion. Both
systems together quantitatively reproduced our open-loop and closed-loop
experiments with control and motion-blind flies.
Biophysically, the squaring operation of the flicker-sensitive system may Flicker-sensitive
systembe approximated by summation of neuronal responses after rectification
within the ON and OFF pathways. It is very likely that the flicker-sensitive
system is mediated via circuits postsynpatic to R1–R6 because blocking
these neurons abolishes orientation behavior towards bars and edges (Rister
et al., 2007; Y. Zhou et al., 2012). Except for this finding, virtually nothing
is known about its potential pathways. Rister et al. (2007) also found that
blocking L1 and L2 leaves some residual fixation performance. However, it
is known today that the visual pathway which starts at L3 converges onto T5
(Shinomiya et al., 2014). Thus, it remains unclear whether the signal from L3
feeds into the flicker-sensitive system or into the asymmetric motion system.
The determination of the maximum signal in our model could be imple-
mented by a network of cells with recurrent inhibitory connections which
establish a winner-take-all mechanism. However, whether such strategies
are used in the fly brain remains speculative (Seeds et al., 2014).
The asymmetry in the motion system could be implemented in various Asymmetric motion
systemways. First, the two types of horizontally-tuned T4 and T5 neurons could
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respond with different amplitudes for front-to-back and back-to-front mo-
tion. However, our two-photon imaging data suggest that this seems not
to be the case. Second, it could be due to an asymmetry in the HS cell
voltage response which is indeed stronger for motion in preferred direction
(ipsilateral front-to-back) than for motion in null direction (ipsilateral back-
to-front). However, while it is known that HS cell depolarization induces
turning in the direction of the cell’s preferred direction (Haikala et al., 2013),
it remains unclear whether hyperpolarization has the opposite effect. It
could well be that only depolarization elicits a behavioral response. Instead,
other types of neurons, such as Calliphora H1, are known to be excited by
ipsilateral back-to-front motion (Borst and Haag, 2002; Eckert, 1980). These
cells project into the other hemisphere where they activate contralateral HS
cells which, in turn, initiate a turning response in the direction of motion.
Hence, a motion asymmetry could simply be implemented by having dif-
ferent cellular dynamics in H1 and HS cells, for example, or by using a
weak synapse between H1 and HS. Third, small field-tuned object detec-
tion neurons have been identified in the lobula plate of larger fly species
(Egelhaaf, 1985b; Nordström and O’Carroll, 2006; O’Carroll, 1993). These
neurons might be well suited to bias the directional response to bar motion
but it is not known whether they exist in Drosophila. Moreover, such cells
cannot explain the asymmetric responses which have been found for larger
patches of motion (Wehrhahn and Hausen, 1980).
5.3.3 Flicker responses in tangential cells
We have found that an unknown flicker-sensitive visual pathway which can
mediate fixation behavior diverges before T4 and T5. However, we cannot
fully exclude that it enters the lobula plate. Various cell types other than T4
and T5 project from the medulla or lobula into the lobula plate and could
convey flicker signals (Fischbach and Dittrich, 1989). Indeed, it was found
that lobula plate tangential cells respond to ON and OFF full-field flicker
even when T4 and T5 neurons were silenced (Schnell et al., 2012). Given their
sufficiency for behavior this should induce a behavioral response towards
the side of the flicker. However, it seems unlikely that such flicker responses
are relevant for the flicker-sensitive behaviors we observe. In our behavioral
experiments we used elongated bars which slowly changed their luminance
and observed strong turning responses towards the stimulus. However, in
electrophysiological experiments we found that HS and VS cell voltage re-
sponses to such stimuli were negligible. Nevertheless, it is critical to further
characterize the flicker responses in lobula plate tangential cells because an
exploration of the underlying T4/T5-independent pathways might improve
our understanding of how motion cues are integrated within these neurons.
5.3.4 Role of other brain structures
During the last few decades studies on visual processing in Drosophila have
mainly focused on the neuronal circuits going from lamina to lobula plate.
Other brain structures have received much less attention even though ac-
tivity labeling studies by Bausenwein et al. (1994) identified various regions
which are active during visual orientation. For example, closed-loop bar fix-
5.3 object fixation 95
ation experiments revealed strong labeling in the central brain and in certain
layers of the lobula. Some lobula projection neurons have recently been as-
sociated with the processing of higher-order motion cues. Yet, the response
properties of these cells are unknown and it remains speculative whether
they play a role during fixation behavior (Zhang et al., 2013). Moreover, ring
neurons in the ellipsoid body of the central complex were shown to respond
in a retinotopic manner to the position of moving bars (Seelig and Jayara-
man, 2013) and seem to be needed for spatial orientation behavior (Neuser
et al., 2008; Ofstad et al., 2011; Xiong et al., 2010). However, it is unknown
how these cells acquire their response properties by pooling signals from
the visual system.
5.3.5 Comparison to other organisms
Tracking an object in the environment is not only important for fies but also
for primates and many other vertebrates (Land, 1999). Following quickly
moving objects such as, for example, the ball during a baseball game is
challenging as it requires fast visual processing and extrapolation of the
object’s flight path (McBeath et al., 1995). Here, tracking responses of the
eye are of particular importance because they allow us to keep the image of
the moving object in the foveal region of the retina where acuity is highest.
Eye tracking experiments are technically simple and free of many compli- Eye tracking
experimentscations in other motor systems and have thus been performed in humans
and monkeys for more than a century. The first attempts to systematically
study human eye movements in response to visual stimuli were done by
Dodge (1903) who discovered several types of slow and fast eye movements.
In principle, responses can be grouped into two main categories, the optoki-
netic nystagmus and pursuit (Masson and Perrinet, 2012). The optokinetic
nystagmus is a reflexive following movement of the eyes in response to
large-field moving patterns which function is to stabilize the image on the
retina. Pursuit responses on the other hand can be voluntary and lead to
tracking of small objects. If such an object is moving slowly (up to 40 ◦ s−1),
pursuit is characterized by a smooth following trajectory. However, when
the object moves faster, the eye cannot keep up with the velocity any more
and responses are interleaved with rapid jumps of the eye, so-called catch-
up saccades, towards the position of the object. Moreover, saccades can also
be elicited by non-moving stationary and flickering objects. While smooth
pursuit eye movements correlate well with the velocity of the object, the am-
plitude of saccades can be described as a function of object distance to the
fovea.
Due and to these inherently different properties of smooth pursuit and Motion and position
pathwayssaccadic eye movements, it has long been thought that both behaviors are
controlled by two different systems, a motion and a position pathway (Or-
ban de Xivry and Lefèvre, 2007). As the motion pathway analyzes only
the velocity of the object, it accumulates positional error. This is especially
problematic if the object accelerates or moves in an unpredictable manner.
Instead, the position pathway rapidly directs the eye towards the position of
the object and thereby aids the motion pathway in realizing smooth object
tracking.
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Indeed, a neuronal representation of such pathways was found in the
brain of monkeys: Newsome et al. (1985) did an experiment where they
lesioned area MT, the center of global motion processing, and found that
smooth pursuit responses and catch-up saccades were severely impaired.
Yet, saccades to stationary objects remained intact, which speaks in favor
of the existence of a MT-independent neuronal circuit which can analyze
positional cues. Catch-up saccades need to account for relative motion of
the eye with respect to the object (de Brouwer et al., 2001). Hence, this kind
of following behavior requires motion processing in order to be accurate and
was therefore impaired in Newsome’s experiments. In contrast, the superior
colliculus (SC) seems to be part of the position pathway. Recording from
several sites in this brain area revealed neuronal activity which was coupled
to the positional error of the moving object during tracking experiments
(Keller et al., 1996) and electrical stimulation could even trigger saccades
(Missal et al., 1996).
In summary, research in humans and monkeys has revealed surprisingly
similar strategies as found for Drosophila: two different neuronal pathways,
one for motion and the other for position calculation which converge at the
level of behavior in order to shape smooth object tracking.
5.4 course stabilization in robots
Reliable and fast course control is essential for small flying systems because
without it, air turbulence or the slightest asymmetry during a flight ma-
neuver would inevitably lead to a crash. This is true for flies as well as
for robots, such as micro aerial vehicles (MAVs). However, the small size
of flies and MAVs require their control systems to be as light-weight and
energy-efficient as possible. Evolution has solved this problem for flies by
equipping them with an intricate network of VS cells which are known to
be well-suited for estimation of the rotational axes during flight. Hence,
gaining inspiration from the visual system of flies might help engineers to
design better course control systems for robots. We have presented such a
fly-inspired approach by implementing the lobula plate VS cell network on
a field programmable gate array (FPGA). When testing the system in a vir-
tual environment, it showed reliable estimation of the axes of rotation and
should therefore be well-suited for on-board use in MAVs.
However, a flying robot would require further control elements to be fully
operational. In order not to bump into walls or other obstacles, one should
implement an avoidance response system. Moreover, goal-directed flight
would require the implementation of an object tracking system. The addi-
tion of such systems in parallel to the course stabilization strategy would
then render the MAV suitable for autonomous surveillance even in complex
environments. Here, again, insects might be an inspiration: The lobula gi-
ant movement detector of the locust performs essential computations for
the avoidance response (Fotowat and Gabbiani, 2011). It can be modeled
with an array of Reichardt detectors and has indeed been implemented in
robots, resulting in successful obstacle avoidance (Bermúdez i Badia et al.,
2007; Bermúdez i Badia and Verschure, 2004; Harrison, 2005). On the other
hand, object tracking algorithms for MAVs have so far largely relied on com-
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putationally expensive algorithms (Azrad et al., 2009; Bachrach et al., 2009).
This requires wireless transmission and image processing on a ground sta-
tion, which limits the operational radius of the robot. It would be very
interesting to see whether our simple flicker-based model of object tracking
could be implemented on an FPGA chip and how well it would work in
more natural environments.
5.5 conclusion and outlook
How do neural circuits process signals from photoreceptors and arrive at
a meaningful representation of the visual surround in order to orchestrate
vision-based navigation? In this cumulative thesis, I have presented three
published studies which deal with this fascinating question. We found that
interneurons T4 and T5 in the visual system of Drosophila play a pivotal
role for motion vision. We found that they are direction-selective, fall into
contrast polarity-specific subgroups, and that they are necessary for the op-
tomotor response. Moreover, we also found that motion vision is not the
only cue for visual course control and that flies can perform object fixation
or landmark-based orientation without T4 and T5 neurons. Thus, multi-
ple separate pathways exist which analyze different features of the outside
world but converge on the level of behavior.
Several open questions remain. One of them is how T4 and T5 neurons
become direction-selective. As the known presynaptic partners of these cells
are not direction-selective, the essential computations are likely to occur on
the dendrites of T4 and T5 neurons. It is suggestive that the mechanism
for this involves differentially delayed input lines, distinct receptor types
and kinetics, or both. Moreover, such signals have to be integrated in a
nonlinear fashion within T4 and T5 cells. The study of each of these points
requires a combination of detailed anatomical and functional connectivity
analyses, pharmacology, receptor profiling and more imaging. In principle,
all necessary tools exist for Drosophila in order to tackle this, and thus, we
will probably soon witness the answer to this question.
Another open question is how objects are segregated from the back-
ground. Here, it remains unclear to what extent lateral or feedback
connections in the medulla play a role and whether lobula plate-intrinsic
circuits further shape object-specific tuning responses. To this end, it will
be required to better characterize receptive fields of medulla neurons and
to continue exploring the neuronal network of the lobula plate.
Finally, it remains unclear which computations are performed by the
flicker-sensitive pathway and which neuronal substrate is involved. Here,
further behavioral characterization of flicker responses should shed more
light on the mechanisms of this behavior. Additionally, systematic silencing
of lamina and medulla neurons might produce specific behavioral pheno-
types and help identify key players in this circuit. Once such neurons are
found, they can be further characterized with two-photon imaging or elec-
trophysiology.
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Eventually, it will be required to investigate in detail where and how the
neuronal pathways for motion and flicker computation converge and how
this information is read out by the fly motor control centers. Having this,
would pave the way towards a complete picture of the stimulus-response
loop of fly visual course control, an important goal in systems neuroscience.
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