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近年，カーナビゲーションシステム (以下，カーナビ) やPDA (Personal Digital Assis-
tance) などの経路案内システムの需要が高まっており，この分野で日本は世界をリードし







て報告されている [Asoh02]．また，ここ数年，高度交通システム (ITS: Intelligent Trans-
portation Systems)の開発分野の \ナビゲーションの高度化"に関する研究 [ITS05][KIWI]
も盛んに行われている．瞬時の視認性の向上のために，日本では，上面図の二次元表示
(図 1.1)，鳥瞰図 (図 1.2)やドライバーズビュー (図 1.3)などの三次元CG (3D-CG: Three









Fig. 1.1: Top view
図 1.2: 鳥瞰図
Fig. 1.2: Bird's eye view
図 1.3: ドライバーズビュー




Fig. 1.4: A route guidance image with a satellite image
図 1.5: 高速道路のジャンクションの案内表示


















に実写動画像の取得，(II) センサから得られる異種情報 (マルチモーダル情報) の集約，





























Fig. 1.7: Multimodal information integration based on high dimensional information














物理的なエッジが合計 4 つ存在する．本論文では複数の動的輪郭モデル (Active contour




































[DGCAD02, DTOKAI02, DIMG03, DFIT03, DCAD07]
2.1 はじめに
現在の経路案内システムでは，二次記憶媒体からの地図情報，全地球位置発見システム
(GPS: Global Positioning System)からの自車位置情報 (緯度，経度)，ジャイロからの姿
勢情報，自車速度情報などの入力情報に基づいて 2D-CG，もしくは 3D-CGによる案内表
示もしくは音声案内を提示している．日本では道路交通情報通信システム (VICS: Vehicle
Information and Communication System)，欧州では RDS/TMC (Radio Data System /









経路案内表示に三次元CG (3D-CG: Three-dimensional Computer Graphics) 技術が用
いられているが，さらに瞬時の視認性を向上させるために，拡張現実感 (AR: Augmented




に表示画像を生成することができない．またMakitaらはHMD (Head Mounted Display)
を，Todorokiら，中村ら，そして SteinfeldらはHUD (Head Up Display) を利用した経















































Information and Communication System)[KIWI]といった多種多様な検出装置から得られ
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第 2章 マルチモーダル情報集約に基づく経路案内システム
図 2.1: 従来の経路案内システムの概要 (カーナビの例)
Fig. 2.1: An outline of an ordinary route guidance system
(an example of a car navigation system)
図 2.2: 携帯電話に設置されたカメラの例 (au)
Fig. 2.2: An example of a camera equipped on a mobile
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2.4. 戦略
(a) An example of a car navigation system with an LCD device
(b) An example of a car navigation system an HUD on a windshield
(c) An example of a personal route guidance system with a PDA
図 2.3: 次世代経路案内システムの例



















図 2.5: 車輌に設置した試作システム (カーナビ)













































(a) On the reserve sides of the room mirror
(b) On a door mirror
図 2.6: 車載カメラの位置の例














Fig. 2.7: Road scenery in night
図 2.8: トンネルの出入り口付近






















Fig. 2.10: A tra±c work zone
図 2.11: カメラの死角
















































































図 3.2: 道路の例 (アメリカ)
Fig. 3.2: An example of a road in US
図 3.3: 経路案内表示画像における建物の例 (Pioneer 社製カロッツェリア)
Fig. 3.3: An example of a building in a route guidance image (Pioneer carrozzeria)
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第 3章 道路環境認識
図 3.4: 日本における道路標識 (案内標識) の例
Fig. 3.4: An example of a road tra±c sign (information sign)
c) 道路標識
















図 3.5: 夜間の看板の例 (7-ELEVEn)














































































総和Esnakeが最小となるような状態を解とする手法である．長さのパラメータ 0 · s · 1





Esnake (v(s)) ds (3.1)
Esnake (v(s)) = Eint(v(s))+Eimage(v(s))+Econ(v(s))
パラメータ sは離散空間では制御点のインデックスを示す jとして置き換え，j番目の制






(a) straight road (b) crossing road
(c) T intersection 1 (d) T intersection 2
(e) T intersection 3 (f) complex
図 3.9: 道路エッジ追跡のためのトポロジモデル









する．ここで主制御点は副制御点の影響を受けながら (a) 消失線付近，(b) 画像端上を移
動する．道路平面上の snake は，三次元シーンにおいて，カメラの光軸と道路平面が常に
平行であるという仮定に基づいて，v0j = (Xj; Zj)と示される (図 3.10)．また動画像を対
象とするため，snakeを動画像処理に適用し，現在のフレームの収束結果を次フレームの
初期値として用いる．
m個の制御点を持つ， n本中 i番目の snake Si(0 · i · n－ 1)における制御点のベク
トル表現は vi;j = (xi;j; yi;j)(0 · j · m－ 1)として定義される．本論文では道路両端の






Eint(vi;j) = ® jvi;j¡1 ¡ vi;jj+ ¯ jvi;j¡1 ¡ 2vi;j + vi;j+1j
+E0th(vi;j) + E1st(vi;j) + E2nd(vi;j) (3.2)
E0th(vi;j) = w0(Li;j+Li;j+1) jµi;jj (3.3)
E1st(vi;j) = w1(Li;j+Li;j+1) jµi;j¡1¡µi;jj (3.4)
E2nd(vi;j) = w2 jLi;jµi;j¡1¡(Li;j+Li;j+1)µi;j +Li;j+1µj+1j (3.5)





















+ ¼ : otherwise
(3.8)
v0i;j = (Xi;j; Zi;j) (3.9)










Econ(vi;j) = ° jarctangent (R(Á)P (vi;j))j (3.10)









ここで °, P (vi;j), R(Á)はそれぞれ重み係数，位置ベクトル，引数 Áによる回転行列を示
す．Áはここで画像平面中の原点を画像中心とした．Áは任意の角度を示し，道路形状の
予測位置を決定するために利用され，今回は定数とした．また，画像平面では式 (3.8)の


















制御点に初速を与えやすくするために，ガウシンアン操作を施す (図 3.12(c), (d))．正と
負，横と縦の組み合わせに対応させた画像エネルギEx+, Ex¡, Ey+, Ey¡を次式に示す．
Ex+ (vi;j) =
8><>: ¡wimageG¾DxI (vi;j) : DxI (vi;j) ¸ 00 : otherwise (3.11)
Ex¡ (vi;j) =
8><>: wimageG¾DxI (vi;j) : DxI (vi;j) · 00 : otherwise (3.12)
Ey+ (vi;j) =
8><>: ¡wimageG¾DyI (vi;j) : DyI (vi;j) ¸ 00 : otherwise (3.13)
Ey¡ (vi;j) =
8><>: wimageG¾DyI (vi;j) : DyI (vi;j) · 00 : otherwise (3.14)
ここで，wimage, G¾, r, Iは，それぞれ重み係数，標準偏差¾によるガウシアン演算子，グラ
ジエント演算子及び画像の輝度値である．これらのエネルギはエッジの位置関係と，画像平










(a) Intensity (b) Gradient
(c) Gaussian operater of plus value (d) Gaussian operater of minus value
図 3.12: 画像エネルギの計算の例
Fig. 3.12: Example of calculation of an image energy
図 3.13: 隣接制御点 vi¡1, viによる線分と x軸方向のなす角 ÁE
Fig. 3.13: An angle ÁE of a segment of control points vi;j¡1 and vi;j , to x axis
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第 3章 道路環境認識
表 3.1: ÁEから x軸のなす角を利用した snakeの画像エネルギの選択
Fig. 3.1: Snake image energy selection using an angle ÁE of a segment to x axis
Left Right
Left Right Left Right
0 < ÁE · ¼4 Ey¡ Ey+ Ey¡ Ey+
¼
4
< ÁE · 3¼4
Ex+ Ex¡ Ex+ Ex¡
5¼
4
< ÁE · 7¼4
3¼
4
< ÁE · ¼ Ey+ Ey¡ Ey+ Ey¡
¼ < ÁE · 5¼4
Ey¡ Ey+ Ey¡ Ey+
7¼
4
< ÁE · 2¼

















































: 0 · Xu;v
tan¡1 Zu;v
Xu;v
+ ¼ : otherwise
ここで上記で述べたように画像平面上の制御点vi;jを三次元道路平面に投影した制御点を







の p近傍内の探索範囲 al = (xl; yl) ((0 · l · p) ;a0 = (0; 0))による vi;j + alと隣接制御
点 vi;j+1による線分と，Siと異なる snake Sk (0 · k · n¡1; k 6= i)の全ての隣接制御点
間の線分の交差判定をする（図 3.16のCrossCheck関数）．注目線分間が交差せず，かつ




Fig. 3.15: External angles between two segments of two sides in top view
交差禁止処理とする（図 3.16のCrossProhibition手続き）．また画像端を移動する主制御
点 vi;m¡1の場合は，vi;m¡1 + alと vi;m¡2による線分の交差禁止処理をする．一方，消失
線付近の主制御点 vi;0は，前節の拘束条件により vi;0 = vk;0である．そのため vi;0 + al
と vi;1による線分は，他の線分と交差しているため，vk;0を一端とする線分との交差判定
はスキップし，vi;0を移動させる (図 3.16のMoveMasterControlPoint手続き)．これらの











logical function CrossCheck(v1=(x1; y1);v2 = (x2; y2);
Sk=fvk;0=(xk;0; yk;0); ¢ ¢ ¢ ;vk;m¡1=(xk;m¡1; yk;m¡1)g)
for hÃ 0 to m¡ 2 do begin
if x1 ¸ x2 then
if ((x1<xk;h and x1<xk;h+1) or
(x2>xk;h and x2>xk;h+1)) then return false
else
if ((x2<xk;h and x2<xk;h+1) or
(x1>xk;h and x1>xk;h+1)) then return false
end if
if y1 ¸ y2 then
if ((y1<yk;h and y1<yk;h+1) or
(y2>yk;h and y2>yk;h+1)) then return false
else
if ((y2<yk;h and y2<yk;h+1) or
(y1>yk;h and y1>yk;h+1)) then return false
end if
if (((x1 ¡ x2)(yk;h ¡ y1) + (y1 ¡ y2)(x1 ¡ xk;h))











procedureCrossProhibition(v1;v2;Si;Sroot=fS0;¢ ¢ ¢ ;Sn¡1g)
for l Ã 0 to p do begin
°agÃtrue, sÃ 0
for k Ã 0 to n¡ 1 do begin




q Ã E(v1 + al)
if ((t = NULL) or (t > q)) then tÃ q, sÃ l
end if
end for
v1 Ã v1 + as
end procedure
procedure Convergence (Sroot=fS0=fv0;0; ¢ ¢ ¢ ;v0;m¡1g;
¢ ¢ ¢ ;Sn¡1=fvn¡1;0; ¢ ¢ ¢ ;vn¡1;m¡1gg)
do begin
for iÃ 0 to n¡ 1 do begin
CrossProhibition(vi;m¡1;vi;m¡2;Si;Sroot)








Fig. 3.16: Cross prohibition between snakes and convergence
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3.3. 道路エッジ追跡
図 3.17: 複数の制御点が集まる例 [DPRMU06]







本研究では i番目 (0·i·n¡ 1) の snakeにおける j番目 (0·j·mi ¡ 1)の制御点 vi;j =








li;j = jvi;j¡1 ¡ vi;jj (3.17)













Fig. 3.18: Consideration of a distance between control points















点 vp;j, vp+1;j (p = 0; 2; 4; :::; n¡ 4; n¡ 2)は，白線の中心線に関して線対称に収束するこ
とが望ましい．そこで vp;j, vp+1;j でペアを作り，vp;j, vp+1;j を三次元道路平面に投影し







白線の幅は道路交通法 [Kictec]で定められているため，白線の幅の最小値 Dmin, 最大値
Dmaxを用いて，v0p;jの収束可能範囲を限定する．図 3.19に示すように，以下の条件を満
たす範囲で v0p;jは収束可能とする．







dp;j < dmax (3.21)











図 3.19: 三次元空間における v0p;jの収束可能範囲

























8><>: FnDxI (vi;j) : DxI (vi;j) ¸ 00 : otherwise ; (3.23)
EE;x¡ (vi;j) =
8><>: FnDxI (vi;j) : DxI (vi;j) · 00 : otherwise ; (3.24)
EE;y+ (vi;j) =
8><>: FnDyI (vi;j) : DyI (vi;j) ¸ 00 : otherwise ; (3.25)
EE;y¡ (vi;j) =
8><>: FnDyI (vi;j) : DyI (vi;j) · 00 : otherwise : (3.26)








正と負の候補点P yl¡;n¡i, P yl+;m¡jに着目する．以下のふたつの条件を同時に満たす場合，
左側の道路白線のエッジのペアに対応した主制御点の初期位置として採用する．
yP yl+;m¡j < yP yl¡;n¡i (0 · i < n; 0 · j < m)










: Average of an energy
: Moving range for master control points
図 3.20: 画像端上を移動する主制御点の移動範囲 (赤)とその端上におけるエネルギの関係
Fig. 3.20: The moving range (red) of the master control point on the margin of the image and
the relationship on the energies
ここで yP yl¡;n¡i , yP yl+;m¡j はP yl¡;n¡i, P yl+;m¡j の y座標値を示す．またWmin, Wmaxは
道路幅に対応したしきい値とする．さらに歩道付近に植えられた木などのノイズの影響














: Candidate with positive peak




Pyl+, m–1 Px–, o–1



























: Moving range for master control points
図 3.22: 画像端上の内側のふたつの主制御点と消失線上を移動する主制御点による三角形
を用いた初期位置の探索
Fig. 3.22: The initial point search with the triangle by two inner master control points

















(a) フレーム n (a) フレーム n+m
図 3.23: 実写動画像における非隠蔽部分の移動
Fig. 3.23: A movement of a hiding object in an actual video
図 3.24: シミュレーションにおける補間画像




























Fig. 3.25: Extraction of a dynamic object candidate with integration and di®erentiation of





















































図 4.1: 実際の風景と対応したカーナビ表示 (再掲)
































































とき，カーナビ表示画像Dは次式のようにBとRの透過率 0 · ® · 1による凸結合と
して決定される．

































































² Library: OpenCV ver. 1.0
² 画像サイズ: 640£480[pixel]
² G¾のサイズ: 51£ 51[pixel]，¾ = 17[pixel]
各 snakeの制御点数をm = 10，縦横がそれぞれ [¡5; 5]の p = 120の探索範囲を用いた．探












存在しない三次元コンピュータグラフィクス (3D-CG) 画像 (図 5.2(a))に対する Snakeの
初期位置推定結果を図 5.2(b)に示す．また使用したエネルギ EE;x+～EE;y¡を図 5.2(c)～
(f)に示す．ここでエネルギの画像は [0, 255]で正規化し，赤線は主制御点が移動できる
範囲を示す．実験に使用した一様平滑化フィルタのサイズは 3£ 3[pixel]とし，Wmin = 2,
Wmax = 50, THW = 200, NUM = 2とした．画像端における初期位置候補リストを表 5.1
に，初期位置推定結果と目視による結果の比較を表 5.2に示す．図 5.2の入力動画像では，
目視による手入力と同じ位置に初期位置を設定することができた．同様に実写動画像に提





(a) Input image (b) Set initial points
(c) EE;x+ (d) EE;x¡
(e) EE;y+ (f) EE;y¡
図 5.2: 3D-CG動画像と初期位置推定結果および各エネルギマップ (Ex+, Ex¡, Ey+, Ey¡)
(赤線上において主制御点が移動可能)
Fig. 5.2: A 3D-CG video, the estimation result of initial point, and each energy map (Ex+,
Ex¡, Ey+, Ey¡) (The red line: the master control points can move)
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第 5章 実験と考察
表 5.1: 画像端の主制御点の初期位置の候補リスト (図 5.2)
Tab. 5.1: Candidate coordinate list of initial points of master control points on the end of
image (Fig. 5.2)
left end lower end right end
positive negative positive negative positive negative
( 25, 427) ( 25, 445) (614, 427) (614, 445)
表 5.2: 主制御点の初期位置の推定結果と目視による結果の比較 (図 5.2)
Tab. 5.2: Comparison between results of initial positions of master control points
by proposed method and author (Fig. 5.2)
master control point proposed method by author distance[pixel]
left white line
left ( 25, 427) ( 25, 427) 0.0
right ( 25, 445) ( 25, 445) 0.0
right white line
left (614, 445) (614, 445) 0.0
right (614, 427) (614, 427) 0.0













(a) Input image (b) Set initial points
(c) EE;x+ (d) EE;x¡
(e) EE;y+ (f) EE;y¡
図 5.3: 実写画像 (その 1)と初期位置推定結果および各エネルギマップ
(赤線上において主制御点が移動可能)
Fig. 5.3: An actual video (No. 1), the estimation result of initial point, and each energy map
(The red line: the master control points can move)
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第 5章 実験と考察
表 5.3: 画像端の主制御点の初期位置の候補リスト (図 5.3)
Tab. 5.3: Candidate coordinate list of initial points of master control points on the end
of image (Fig. 5.3)
left end lower end right end
positive negative positive negative positive negative
( 25, 264) ( 25, 259) ( 30, 454) ( 28, 454) (614, 278) (614, 254)
( 25, 382) ( 25, 280) ( 56, 454) ( 54, 454) (614, 305) (614, 303)
( 25, 453) ( 25, 372) (165, 454) (255, 454) (614, 320) (614, 320)
( 25, 413) (230, 454) (614, 325) (614, 340)
(614, 341)
The coordinates corresponding to positive and negative peaks in each row are not always pair.
表 5.4: 主制御点の初期位置の推定結果と目視による結果の比較 (図 5.3)
Tab. 5.4: Comparison between results of initial positions of master control points
by proposed method and author (Fig. 5.3)
master control point proposed method by author distance[pixel]
left white line
left ( 25, 382) ( 29, 454) 71.1
right ( 25, 413) ( 56, 454) 51.4
right white line
left (614, 340) (614, 342) 2.0
right (614, 325) (614, 342) 19.0
vanishing point (196, 254) (227, 254) 31.0
The hight for the vanishing line in the image is set by manual.
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5.3. Snakeの初期位置決定
(a) Input image (b) Set initial points
(c) EE;x+ (d) EE;x¡
(e) EE;y+ (f) EE;y¡
図 5.4: 実写画像 (その 2) と初期位置推定結果および各エネルギマップ
(赤線上において主制御点が移動可能)
Fig. 5.4: An actual video (No. 2), the estimation result of initial point, and each energy map
(The red line: the master control points can move)
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第 5章 実験と考察
表 5.5: 画像端の主制御点の初期位置の候補リスト (図 5.4)
Tab. 5.5: Candidate coordinate list of initial points of master control points on the end
of image (Fig. 5.4)
left end lower end right end
positive negative positive negative positive negative
( 25, 291) ( 25, 290) ( 26, 454) ( 47, 454) (614, 321) (614, 305)
( 25, 302) ( 25, 298) ( 29, 454) ( 65, 454) (614, 329) (614, 310)
( 25, 406) ( 25, 411) ( 32, 454) ( 75, 454) (614, 340) (614, 337)
( 25, 441) ( 25, 422) ( 35, 454) ( 86, 454) (614, 346) (614, 358)
( 25, 436) ( 57, 454) ( 89, 454) (614, 354)
( 77, 454) (291, 454) (614, 398)
( 85, 454) (506, 454)




表 5.6: 主制御点の初期位置の推定結果と目視による結果の比較 (図 5.4)
Tab. 5.6: Comparison between results of initial positions of master control points
by proposed method and author (Fig. 5.4)
master control point proposed method by author distance[pixel]
left white line
left ( 25, 406) ( 54, 454) 56.1
right ( 25, 442) ( 76, 454) 52.4
right white line
left (614, 358) (614, 358) 0.0
right (614, 354) (614, 355) 1.0
vanishing point (361, 288) (248, 288) 113.0
The hight for the vanishing line in the image is set by manual.
72
5.3. Snakeの初期位置決定
(a) 図 5.3の動画像 (b) 図 5.4の動画像
図 5.5: 初期位置推定結果を用いた道路エッジ追跡結果 (動画像の一部: 3フレーム目)
Fig. 5.5: Edge tracking result with the estimation result of initial points
(part of a video: frame 3)
図 5.6: 夜間の動画像における初期形状の誤設定





た．実験には画像サイズは 640 £ 480[pixel]とし，PowerPC G5 2.5[GHz] dual，メモリ
2.5[GB]の環境を用いた．各 snakeの制御点数は 10である．拘束条件に利用したパラメタ
は，k=1:5, Dmin;p=100, Dmax=200, Dth=310, dmax=2, p = 1である．図 5.7に以下の実験
結果を示す．
(a) 従来手法 (文献 [JIEICE06])
(b) 交差禁止処理 (文献 [JIPSJ07]) 及び (a)
(c) 同一 snakeにおける制御点間隔を考慮した拘束条件 (3.3.9節) 及び (b)





(a) frame 10, 15の結果では，道路左側の白線の右エッジに対応した snakeが歩道を追跡
し，2本の snakeが交差している．これは白線と車道の輝度差に比べて，歩道とその
影の輝度差が大きいために生じたと考えられる．












frame 0 frame 5 frame 10 frame 15
(a) previous method
frame 0 frame 3 frame 6 frame 10
(b) Cross prohibition and (a)
frame 0 frame 3 frame 6 frame 9
(c) Constraint of constant distance on a snake and (b)
frame 0 frame 6 frame 12 frame 18
(d) Constraint of width of white line and (c)
図 5.7: 異なる拘束条件における実験結果





















ここで D(vE(i); j) は抽出点 vE(i)と隣接する真値 vT(j), vT(j+1)による各線分との距離
であり，次式より求められる．
D (vE(i); j) =
8>>>><>>>>:
jvE(i)¡vT(j)j : t<0
jvE(i)¡X(j; t)j : 0· t· 1
jvE(i)¡vT(j+1)j : 1<t
(5.3)
X(j; t) = vT(j) + (vT(j + 1)¡ vT(j))t (5.4)
t =
h(vT(j+1)¡vT(j)) ¢ (vE(i)¡vT(j))i
jvT(j + 1)¡ vT(j)j2
(5.5)







図 5.8: 真値と線分の距離 e
Fig. 5.8: Distance e between true point and segment.
5.5.2 評価結果
各実験の 10フレームの結果を提案した評価方法に基づく収束誤差，処理速度について






えられる．一方処理時間に関しては，(a), (b),(c) の結果に比べ，(d) の結果では約 2倍速
度が向上した．これは収束可能範囲を限定することにより，探索時間が短縮されたためで
あると考えられる．







表 5.7: 実験結果の比較 (10フレームの平均)
Tab. 5.7: Comparison between experimental results (means in 10 frames).
(a) Convergence error [pixel]
Side of a road Left Right
MeanEdge of a white line Left Right Left Right
(a) Previous method 6.96 18.60 12.15 12:00 12.43
(b) Cross prohibition and (a) 15.68 20.33 14.37 14.36 16.20
(c) Constraint of constant distance on a snake and (b) 11:72 13:20 9:68 13.51 12.03
(d) Constraint of width of white line and (c) 12.49 10.97 6.49 10.60 10.14
Double underline: best, single underline: second
(b) processing speed
fps
(a) Previous method 1.42
(b) Cross prohibition and (a) 1.29
(c) Constraint of constant distance on a snake and (b) 1.43
(d) Constraint of width of white line and (c) 3.01
5.6 移動物体候補の検出
3.4節で提案したアルゴリズムに基づいて移動物体検出実験を行う．実験環境は 2£2















表 5.8: 積分するフレーム数による処理時間の比較 (m=11)
Tab. 5.8: The comparison between processing time with di®erent frame numbers (m = 11)
2n 4 10 20 30
fps 8.65 6.46 5.95 5.77
fps: frames per second
表 5.9: ガウシアンフィルタのサイズによる処理時間の比較 (2n=10)
Tab. 5.9: The comparison between processing time with di®erent Gaussian sizes (2n = 10)
m 3 11 21 31
fps 6.82 6.46 6.22 5.90





















(a) 2n = 4
(b) 2n = 10
(c) 2n = 20
(d) 2n = 30
図 5.9: 積分するフレーム数の違いによる実験結果の比較 (m = 11)
Fig. 5.9: The comparison of experimental results with the di®erent frame numbes (m = 11)
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5.6. 移動物体候補の検出
(a) 2n = 4
(b) 2n = 10
(c) 2n = 20
(d) 2n = 30
図 5.10: ガウシアンフィルタのサイズの違いによる実験結果の比較 (2n = 10)











Tab. 5.10: The number of supported persons with di®erent values of ®
Permeability ® 0.0 0.5 1.0 Total
Supported persons 2 4 4 10
5.7 道路表示における透過率に関するアンケート
CG道路の透過率に対する個人差を調査するために，CG道路の透過率が異なる画像を
被験者 10名 (男性 9名，女性 1名，平均 24.4歳)に対してアンケートを行った．本実験で











ジ追跡法を使用する．情報提示法として，(a) 表面が平坦な 3D-CG 道路，(b) 車速と同期
してテクスチャが移動する 3D-CG 道路，を用いた二種類のAR 表示画像 [ISIG06]を用い
る．都市名や時刻などを示すウィンドウにはあらかじめ用意した画像を使用した．ここで
試作システムはエッジ追跡結果に基づく簡易なAR 表示画像の生成しかしておらず，経路
案内機能は実装されていない．画像サイズは 640£480[pixel]とし，PowerPC G5 2.5[GHz]
dual，メモリ 2.5[GB]の環境で行う．図 5.13に道路エッジ追跡結果 (上段)とAR表示画像
(中段，下段)を示す．それぞれのAR表示画像を生成するための 1フレーム当たりの処理










(a) ® = 0:0
12:58





(b) ® = 0:5
12:58





(c) ® = 1:0
図 5.12: CG道路の透過率の変化の例
Fig. 5.12: Examples of CG road with di®erent values of ®
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5.9. 経路案内情報に基づくパラメータ
(a) frame 1 (b) frame 2 (c) frame 3 (d) frame 4 (e) frame 5
図 5.13: CV技術による道路エッジ追跡結果を用いたAR技術に基づく表示画像
(上段: 道路エッジ追跡結果，中段: 平坦な 3D-CG道路，
下段: テクスチャを車速同期した 3D-CG道路)
Fig. 5.13: AR-based rendered images with the road edge tracking result with the CV technique
(upper row: road edge tracking result, middle row: °at 3D-CG road,
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