This paper analyzes a single servet queueing system in which service is alternated between two queues and the server requires a (finite) switchover time to switch from one queue to the other. The distinction from classical results is that the sequence of switchover times from each of the queues need not be i.i.d. nor independent from each other; each sequence is merely required to form a stationary ergodic sequence. With the help of stochastic recursive equations explicit expressions are derived for a number of performance measures, most notably for the average delay of a customer and the average queue lengths under different service disciplines. With these expressions a comparison is made between the service disciplines and the influence of correlation is studied. Finally, through a number of examples it is shown that the correlation can significantly increase the mean delay and the average queue lengths indicating that the correlation between switchover times should not be ignored. This has important impbations for communication systems in which a common communication channel is shared amongst various users and where the time between consecutive data transfers is correlated (for example in ad-hoc networks).
I. INTRODUCTION AND MOTIVATION
So far only few explicit results have been known in queueing theory for systems whose evolution is described by general stationary ergodic processes. One line of research that allows one to handle stationary ergodic sequences is based on identifying measures that are insensitive to correlations. For example, the probability of finding a GlGll queue non-empty is just the ratio between the expected service time and the expected interarrival time of customers (which follows directly from Little's Law). The expected cycle duration in a polling system (under fairly general conditions) too, depends on the interarrival, service and vacation times only through their expectations under general stationary ergodic assumptions (see e.g. [l] ). An example of performance measures that depend on the whole distribution of service times but is insensitive to correlations is the growth rate of the number of customers or of the sojourn time in a (discriminatory) processor sharing queue in overload [Z], [3]. Other insensitivity results on bandwidth sharing in a network can be found in [41, [ 5 ] .
The polling models we study do not exhibit insensitivity.
Approximating correlated vacations by independent ones can result in large errors in the performance, see e.g. [6] in the context of Bluetooth. To study these systems we make use of stochastic recursive equations (SRE) introduced in [7] which extend branching processes with migration on one hand, and linear stochastic recursive equations' on the other. It has already been shown in [7] that vector valued SRE can be used to describe some embedded processes appearing in polling models.'
In this paper we identify one dimensional SRE which we use in order to compute the expected waiting times and queue lengths in a system with two queues where a single server alternates between two queues and requires switch-over times (modeled as vacations) to move from one queue to the other.
We consider the exhaustive service discipline where the server serves a queue until it empties before switching to the next queue as well as the gated discipline where only customers present upon the arrival of' the server are served. Two systems are studied: one in which both queues are served exhaustively and one in which one queue is served exhaustively and the other according to the gated discipline. Our analytical results are then used to study numerically the impact of correlated switchover times on the performance, as well as the difference in performance due to the service discipline used.
The polling system studied in this paper, but without the correlation, has been used in the past 1101 to model communication systems in which transmission between two stations can take place only in one direction at a time. The position of the server lhen corresponds to the direction data is raveling in. A similar situation arises in ad-hoc network; there is a common channel which needs to be shared amongst various users. The more users there are, the longer one has to wait before being able to capture the channel necessary to (re)uansmit data. In particular, if one has to wait a long time before being able to transmit data, then it is very likely that there are many users around and that the next time one has to wait once again for a long period of time. For this reason the correlation of the number of users over time in an ad-hoc network inherently introduces correlation between the switchover times, and this in turn leads to an increase in the mean delay and queue lengths.
The remainder of this document is structured as follows. In section I1 the polling system is described in more detail, notation and some formulas are established, and the one dimensional SRE is identified. Following that, in section III a number of performance measures are derived, most notably the 'Linear SRE have been used to study the impact of correlation of the loss %RE have also been used recently to study the infinite server queue with process on TCP throughput [8]. correlated arrivals [9] . expected waiting times and the average queue lengths. These performance measures .are then used in the examples of section IV to show the effect of correlated switchover times. Finally, conclusions are given in section V. To help the reader a list of the notation used is given in Appendix C.
MODEL DESCRIPTION
We examine the polling of two queues, i.e. one queue is served after which the other queue is served. No limit is specified for he length of either queue. After serving queue i (i = 1,2) for the 17-th time, the server requires a switchover time of duration Vn:i. Assume all I<+ have the same distribution as V, (I/& -K), where I< is assumed to form a eneral distribution with first and second moment ci and t,$and with variance 6 : := .';j2)-v:, i = 1,2. Let R := q + v 2 and A' := cl ; +Si. The sequences of switchover times are assumed to be stationary ergodic instead of the usual Lid., and possibly dependent on each other. This implies that there can be a correlation between the switchover times of the two queues andor within the sequence of switchover times for each queue. The arrival of customers at queue i is Poisson with race X i and the service times are nonnegative. i i d . random variables with (finite) first and second moments for queue i given by, respectively, Gi and bj2! The load at queue i is pi := Xibi and the system is stable [ l l , page 2801 if and only if the overall load p := p1 + pz < 1, which we assume throughout. Furthermore, we will continuously assume that the queues are operating under stationary regime.
Introduce the covariance functions ( i = I, 2) the sequence of switchover times is uncorrelakd, then q ( 0 ) = 6; and q ( n ) = 0, for n f N. If there is no correlation between the switchover times of the two queues, then c 1 2 ( n ) = 0, for n E z.
Because of the assumption of the queues operating under stationary regime
In order to establish the SRE, let Dnli(N) be the duration of the busy period in the i f h queue, initiated by customers waiting in that queue when the server arrives at that queue for the nth time. Similarly, let &,i(T) be the number of customers arriving at queue i during a period of time T during the server's ntk visit to queue i.
We start by examining the exhaustive polling of two queues, i.e. one queue is served until it is empty after which the other queue is served until emptied. Consider the system
at the moment !he server starts serving the first queue for the ntA time with3 customers wailing in the queue. From here on the following steps take place (see Figure 1 for a visual representation of this decomposition):
Exhausting the first quene. The L:,l customers in the first queue require a busy period duration of Dn,1 .= ID,, , I ( Lk, ) to exhaust.
Switching to the second queue. After serving the first queue the server requires a switchover time of VL.1 units of time.
Exhausting the second qrreue. In the time needed to switch from the second to the first queue After this the process starts over again and a new cycle begins. Hence the nth cycle is made up of Crl =Dn,l + Vn,l + Dn,2 + VnJ.
The time between the server finishing work at queue i and returning to queue i in he next cycle is the intervisit time In,i and is given by
Jn,2 = vn,2 + DnS1.1 + Vn+l,l.
(2b)
A SRE will be established for this quantity and we will see that it plays a central role for the derivation of the expected waiting times and queue lengths. The time spent at queue i in the fn+l)th cycle is related to the intervisit time according to Dn, 1,1 = %l, 1 (nr,, 1 (In. 1) ),
DnS1.2 = n -+ l , 2 [N,.2(5/~,2)+Nnt1,2(Vrrtl,l +'Dntl, 1 (%l(In, 1 ) ) ) I .
3711e star is added to L;,* to distinguish it from the average queue length
The expectation is the sum of the expectation of independent sub-busy periods [12. p.2171 and thus
Using the stationarity and the divisibility4 ofthe arrival process it can be shown that
Since the busy periods are sums of service times. the divisibility property also holds for Dn,i. This means that from (substitute 3b into 2a) t J % n + l , 2 (~~n + l , l +m,+,,,i~n,l:ln,l,,>ll 77. E N, we see a S E (as presented and solved €or stationary ergodic sequences in [71) arising. Although the system is two dimensional (as there are two queues), the reduction to a one dimensional SRE is a key element in obtaining explicit formulas for the performance measures. 
At the same time, the time the server works per cycle at the first queue, D,,l, satisfies &+1,1 = n + 1 , 1 (AIn l ( V n , l + &,a + KJ)).
By combining these two expression we obtain the following theorems.
4The divisibility property implies that hi,,a(a+b) = ~V:y?)(a)+~V;:l(b), where ,VLzi ( .) and NA: i (.) are stochastic processes independent of each other and each with the same distribution as N,,,z(-).
Theorem 2: (SRE fur the exirausrive/gared system). The SRE for the service time at the gated queue is given by
Renaark: In systems with both queues served in a gated manner or with more than two queues the SRE can not be written in a one-dimensional version. Although still solvable, he analysis is more involved and will be addressed in the future.
Before presenting a number of performance measures, a number of formulas need to be established. First recall that if Di is a random sequence with IEIDi] = d and IEIUp] = independent of a random variable N , and N T ( N ) := ED.) (9) i= 1 then Similarly, Next we proceed in a similar manner to obtain the second moment of the busy period generated by Y customers initially in the system. First recall that T&(l) is a single busy period initiated by a single customer in an MIGI1 queue with Poisson arrivals with rate X i and general service time with first and second moments bi and bj2) respectively. The first two moments of a single busy period initiated by a single customer are given by [12, equations 5.141 and 5.1421 The busy period, Dn+(Y). generated by Y customers is the sum of Y independent single busy periods. each with distribuuon Dn,,,k -On,,( 1). Hence the second moment is (13) 111. PERFORMANCE MEASURES Starting with a system in which both of the queues are served exhaustively. an explicit expression will be given for the first two moments of the intervisit time in the presence of correlated switchover times. Based on this a number of performance measures follow, in particular, the expected waiting times and the average queue lengths. After this the expecled waiting Lime and average queue length for the exhaustivelgated service system will be given.
A. Exhai~stir)e/~~iairstive Service Discipline
Central to the derivation of a number of performance measures is Theorem 1. This allows the derivation of the following theorem of which the proof is given in Appendix A. Because of the symmetry for this service discipline the results will be presented for only the first queue. TJiaorem 3 : (Intervisit time in exhaiistive/e"~~aiistivt! system). Under the stationary regime the expected intervisit time of the first queue is given by
The second moment is given by where and is the addition to the intervisit time due to the correlation between the switchover limes.
0
On the basis of this theorem the first two moments of a number of performance measures quickly follow.
Nrrmber of Customers Waiting. The exhaustive nature of the server implies chat the number of customers building up at the first queue is exactly the number of customers chat arrived at that queue during its intervisit time. Thus, q + l J = JK,l(Ll,l).
From this we immediately obtain as the expected length of the queue. under stationary regime. at the moment the server arrives at the first queue. The second moment follows through squaring, which leads to Drrrution of Busy Periods. The expected time per cycle. in steady state, for the server to work on the firs1 queue is given by
,,] = EID~.l(Nn,l(ln,l))], the second moment follows with (14) and is given by Let T n , l ( N ) be the number of customers served at the first queue during the nth cycle if there are N customers in the queue at the moment of polling. Note that 7n,j(iV) is the number of customers served starting with N customers.
whereas rl is the number of customers served starting with just one customer. A different notation is used for these two quantities to reflect the dependency on the n-th cycle and the queue number. Since the number served is the sum of the number served during N busy periods, (9) tells us that the expected number of customers served, per cycle. at the first queue is
To derive the second moment note that Using equation (1s) The proof can be found in Appendix B. In the uncorrelated case (h: = 0) this is in correspondence with [ l l , formula5
(3.12)1.
B. Exhaicstive/Guted Senlice Discipline
Now let the second queue be served with a gated discipline instead of an exhaustive one. We obtain the following theorem.
Theorem 5: (Expected waiting tiiiia and queue length for the e.rhuttstive/,aled service discipline). The expected time a customer waits in queue i (i = 1,2) until being served is given by (22) where K1 and Ka are the increases in the expected waiting time due to correlated switchover times,
The average queue lengths,
If all of the switchover times are independent of each other, then IC1 = 0 = K2 and we obtain the results given in [13, formulas (25) and (2811 or [ll, formula6 4.13. Proof: The proof, although slightly more involved, runs along the same lines as the proofs of Theorems 3 and 4 and 'The last term in [ I I , formula (3.12)] is missing a factor 'two and there is a mix up between SI and Sz. The expression should read . . . + 6711e formula presented in this reference is copied incorrectly from [13J. The first term for the waiting time for customers arriving at the second queue should contain ( 1 + p?) instead of ( I + P I ) .
[]-PI ~2 f J 2 ( l~p ) l a , 2 + ( 1 -p l ) 2 6 ;
is omitted due to space constraints. The reader is referred to [14] for the full proof. m Although not shown here, it can be verified h a t for any choice of parameters li; 2 K I . From (22) we can see that if S? is sufficiently large, if 1 -2(1 -p ) ( l + pz) > 0. and if = 0 = 12, then it may very well be possible that the expected waiting time at the gated queue is smaller than the expected waiting time at the exhaustive queue! However. the range of parameter settings for which this is the case is fairly small. In particular, it can be shown 1141 that this does not happen when the parameters for both queues are equal. if the switchover times or equal to zero, or if the system is heavily loaded.
IV. EXAMPLES
In the following paragraphs a number of examples will be considered in which the sequences of switchover limes are correlated. The covariance functions will be calculated explicitly afier which the impact of the correlation on the waiting times will be studied. In all of the examples the expected waiting time of a customer arriving at the first queue of an exhaustiveIexhaustive served system is given by (21) whereas in the exhaustive/gated served system the expected waiting times are given by (22) . The difference between each of the examples is that K. K1, and K:! take on different values. The first example studies a single server queue with correlated vacations {by turning off one of the queues), whereas in the subsequent examples explicit expressions are derived for the expected waiting times and these are compared to the expected waiting times if there would be no correlation.
A. Single Server Queue with Correlared Vacaiiuns
By turning off one of the queues one obtains an MlGIl queue with multiple correlated vacations. Let us start by turning off the second queue (by setting A2 = 0, pz = 0, v2 = 0, and 2.r) = 0, which leads to c p ( j ) = 0, c&') = 0. and 7 = 0) to end up with an exhaustively served WGll queue where the expected waiting time
is independent of the correlation between the vacations! This result was previously pointed out in [7, paragraph 3.61 which causes it to correspond to the expression for the expected waiting time but with i.i.d. vacation times 115, page 1231.
On the other hand, by turning off the first queue in the exhaustive/gated system. we are left with an MlGIl queue with a gated service discipline. After setting the appropriate parameters to zero we obtain It is interesting to compare the difference between these two wailing times due to the server behaving differently. Assuming queues with identical parameters (by dropping the indices of ones and twos and setting 6 := p~ = p2) we see that
where the first term on the right hand side is the mean length of a service period (which is the same for the exhaustive and the gated service systems). If there i s no correlation, then it is well known that the expected waiting time in an exhaustively served queue is less than that in a gated serviced queue. In the presence of correlated vacation times this difference is larger but remains a surprisingly simple expression.
Due EO the stationarity (IEIV,+l,i] = IE[V$] = nj2)) this implies that
which gives a second relationship (since Ei = vi).
Thus we see that for xi E [0, 1) there exists a E+ such that any desired values of vi and 6; can be obtained. Now we will derive the covariance functions and the expected waiting time.
By iterating (25) a number of times it is quickly seen that
k=O From this we obtain 3. Correlased Switchover limes correlation between the switchover times of the two queues (this gives c n ( j ) : 0, for j E Z). Let the individual sequence of switchover times per queue satisfy The parameter zi determines the amount of correlation in the sequence; with xi = 0 the sequence is i i d . , whereas when zi tends to one the correlation is maximal. Notice that there exists a stationary ergodic sequence of switchover times which satisfies (25). By taking the expectation it follows that IE{V,+l,i] = z i E I V , , i ] + ( l -r~)~i . Due to the stationarity of the process IE{V0,,] = IEIVn,i] = ui is independent of x i , and therefore vi = Ci. A similar relationship can be derived for the second moments by taking the expectation over the square of (25) Equivalently, in the exhaustive/gated system we have from equation (2s) and from Theorem 5 that the expected waiting times are given by (22) Under heavy traffic a and y are close to one and, due to the factor 1 -axt or 1yx, in the denominators, the increase in waiting time due to correlated switchover times can be significant. Hence the presence of correlation has the biggest impact on the waiting time if the system has a heavy load (and the switching times have a high variance). This can be seen clearly in Figure 2 .
In can be shown that, under identical parameter setting, in the exhaustivelgated system the expected waiting time at the exhaustive queue i s always larger than at the gated queue. In addition to this, we see from Figure 2 that in lightly loaded systems the gated queue (Q2) suffers most from correlated switchover times whereas in heavily loaded traffic both queues are effected (relatively) equally by the correlated switchover times.
C. Identical Switchover rimes
Set Vn.2 = K J . This introduces cross-correlation between the two sequences of switchover times and it gives va = q and S : = d' ;, In addition to this let Vn+l,l = zV,,~ + ( 1 -Z)E, , I just as in the previous example. From (27) we have q ( j ) = immediately follow. This means that ( i = 1: 3) can all be plugged into Theorem 4 so that the expected waiting time in the exhaustive/exhaustive system is given by (21) with
Equivalently, the expected waiting times in the exhaustive/gated system are given by (22) wilh To get a feeling of the impact of the cross correlation, the expected waiting times are plotted in Figure 3 Striking is the impact of the cross correlaiion on the waiting times. For example, if there is no correlation within each sequence of switchover times (z = 0), then there i s still an increase in the expected waiting time due to the crosscorrelation. For the exhaustivelexhaustive system this increase is (1 -pa(1 -a) )$@ and for the exhaustivelgated system this increase is given by pz(~&$'))5: and 2p61 for, respectively, the exhaustive and the gated queue. For exponentially distributed switchover times this can mean an increase of tens of percents in the expected waiting time. Besides this, all of the conclusions made in the first example also hold here, with the exception that the increase in expected waiting time can up to a factor 5.
D. Stochastic Reciirsiw Switchover finies
following stochastic recursive relationship Consider a sequence of switchover times which satisfy the =Fn,i(Vn,i) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . .......,. . . . . . and ( 2 2 ) with K . K1. and K2 as given in the first example. Furthermore, the conclusions of' the first example also hold here.
As a special case of (29) we can take Vn+1,% = xzVn + E~,~ where q E [O; 1) is a constant and E~,~ is a positive sequence of i.i.d. variables.
V. CONCLUSIONS
We have studied the performance of alternating-priority queues with very weak assumptions on the switchover time sequences; all we assume is that these sequences are stationary ergodic. In spite of this generality we were able to derive explicit expressions for the expected waiting times and number of customers in each queue. The expressions obtained involve the weighted sum of all correlations where the weights decrease exponentially fast to zero. With the help of our explicit expressions, we studied numerically the role of correlation and gave examples where they add up to 400% to the expected waiting times. This has important implications for (ad-hoc) ntxworks where a common communication channel is shared amongst a number of users and the number of users between consecutive data transfers are correlaied. To solve the last part first notice that the processes -Un,l{.), all independent of each other, and each of them is independent Nn,2(.), Nn+l!l(~) 
To obtain the second moment we take the expectation of the square of (5) to give For a customer arriving at the first queue the system behaves as an MlGll queue where the server goes on vacation as soon as the queue is empty. The random variable for the nfh "vacation" from the first queue is exactly In,l. Conditioning the waiting time in the queue on whether or not a customer arrives when the server is busy or on vacation produces A11E3[1~,1]/21E[1n, Ij. This means that A tagged customer that arrives when the server is busy has to wait for the current customer in service to finish plus the expected time needed to serve the LY.1 customers that arrived at (and still are in) the queue before the tagged customer did. This gives
To obtain the number of customers in the queue. first realize that the expected waiting time of a customer in the system is lI3 The theorem folIows by plugging in the values of IEIIn,li and lE [li,l] . Notice that not once have we assumed the switchover times and the busy periods to be uncorrelated!
C. List of Notations
A(.) = A nested combination of stochastic processes defined in (6). Bn = A nested combination of stochastic processes defined in (6). Dn,i(N) = Total busy period generated by N customers in queue i with arrival rate Xi and first and second moment of the service rime bi and bi-, respectively. V,,i,k = Single busy period generated by the k-th customer in queue i with arrival rate A?. and first and second moment of the service time bi and b,!"), respectively. Tn,*(N] = The number of customers served at queue a during the n f h cycle if there are N customers i n the queue at the moment of polling.
= A nested combination of stochastic processes defined in @). In,i = Intervisit of the ith queue in the n.th cycle. This is the time between the server switching away from queue i until the time that the server comes back to queue i. ( Inll = V n , l -k Dn,2 + VQ for exhaustive/exhaustive queues and In,1 = Vn.l t-S,Q + V,J for exhaustive/gated queues).
Y, =
A-= A constant used in the expressions for the intervisit time and the waiting times. Sometimes or Ka is used if there is a difference between the two queues.
LE,i = Number of customers in queue i in the d h cycle at the moment the queue is polled.
Lq,i = Average number of customers in queue i . This is also the number of customers that arrived at queue i during a vacation, and are still in the queue, before a tag customer arrived in that same vacation.
Ls,i = Average number of customers at queue i (including the customer in service). This is also the number of customers that arrived at queue i during a vacation (and are in the queue or in service) before a tag customer arrived in that same vacation. S+ = Service time at queue i in the ntk cycle (=similar to the duration ,?In,+ of the busy period but then with no arrivals). Wn,i = Random variable for the waiting time of a customer in queue i (not including service). W3,i = Random variable for the total sojourn time of a customer at queue i (waiting time plus service time).
T i = The number of customers served during a busy period, where the arrival rate is Xi, average service time is b., and the second moment of the service 1 2 ) time is b, ,
