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This paper results from an attempt to find all codimension 4 Gorenstein 
singularities. In [7] we exploited the idea of linkage by a complete inter- 
section to produce a class of such singularities. n [S] we generalized the 
technique by using “linkage by Gorenstein ideai ” as well as deformation 
theory to produce a larger class of such singularities. The present work offers 
a more coordinate-free construction which yields the examples of [S, 71 as 
special cases. This construction works in any codimension and may be 
iterated to give examples (such as in Gulliksen-Negard /4)) that were not 
covered by the previous approach. 
In this paper all rings are commutative, most are noetherian, and all factor 
rings of interest have finite projective dimension. The paper cons 
sections. The main result of Section 1 is Theorem 1.5. Let 
Gorenstein ideals of grade g - 1 and g, respectively, in a Gorenstein local 
ring 49, and let 
be a complex map from the minimal resolution B sf > to the minimal 
* During the preparation of this paper both authors were supported in part by the National 
Science Foundation. 
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resolution A of R/(a). If u is an indeterminate, then (b, c + va) is a grade g 
Gorenstein ideal in R [u]. Here and throughout he paper each of a, b, and c 
represents a row vector and (a), (b), and (c) is the ideal generated by the 
entries of this row vector. In particular (b, c + va) is the ideal generated by 
b 1 ,..., b,, c, + va, ,..., c, + vu,. In Section 2 we show that all codimension 3 
Gorenstein rings, all codimension 4 rings found in [5, 71, all hypersurface 
sections of Gorenstein rings, and the Gulliksen-Negard example may be 
obtained using the construction of Section 1. We also show how to iterate the 
construction to produce further examples. Section 3 is concerned with the 
converse of the construction of Section 1. The basic question is: given (f) a 
Gorenstein ideal, find b and a so that (f) = (b, c + va) as described above. 
Theorem 3.6 furnishes one arithmetic criterion for finding a reasonable 
candidate for b when grade (f) = 4. In Theorem 3.4 we show how to find a 
(in arbitrary grade) once we have a candidate for b. 
If A is a complex then A[n] is the shifted complex with (A[Fz])~ = Antk. 
We adopt the same standard terminology that was used in [5-7] with one 
exception. In this paper a DGC algebra is a differential, graded, 
commutative algebra, which is not necessarily associative. Let 
A:O-tA,+...&A laAo=R 
be a complex of projective R-modules. If A is acyclic then [2, Proposition 
1.11 shows that A may be given the structure of a DGC algebra. Moreover, 
if Hi(A) = 0 for i > 2, then the same argument shows that /A has the 
structure of a DGC algebra if and only if the Koszul relations on a, are in 
the image of a,. (If x and y are in A,, then the element (a 1 x) y - (a 1 y) x of 
A I is called a Koszul relation on a, .) 
I. THE CONSTRUCTION 
The first two lemmas are rather general. The first one measures the failure 
of an arbitrary map of complexes to be a map of DGC algebras. 
LEMMA 1.1. Let a : iB + A be a map of complexes of free R-modules: 
. . . +B,-R 
1 II 
a1 a0 
. . . -A,-+R 
Suppose that iB and A are each DGC algebras. If H,(A) = 0 for i > 2, then 
there is a map r: [B x [B + A [ l] such that: 
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i @ Bj + Ai+j+l is defined for i, j > 0, 
(ii) c : (Zi @ Zj) = (-1)” gzj @ Zi), 
(iii) Qzi @ zi) = 0 if i is odd, 
(iv) <(z. @ ZJ = 0, 
(v) ai+j(zizj) - (aizi)(ajzj) = (-(b,zi @ z,j) $ (-ay ((z, 0 bjZj) $- 
bli+j+ I tCzi 0 zj> 
ProoJ We follow the lead of Buchsbaum and Eisenbud [a, Proposition 
1. I ] and define the symmetric square S,(IB) to be 
where A4 is the graded submodule of 8 @ $3 generated by 
{Zi @ zj - (-1)” Zj@ zi / Zk E Bk} v {Zi @ zj / zj E 
Thus S,(B) is a complex with differential 
and 
d(z, @ Zj) = Liz, @ zj + (-l)i zi 0 C$zj* 
where 
Tk = A2Bk,2 
1 
0 if k is odd, 
if k is of the form 4n + 2, 
WG,J if k is of the form 4~2. 
It is easy to check that the maps Bi @ B,f* Ai+j which send Zi 0 Zj to 
(x;+~(z~z~) - (cI~z~)(~~z~) induce a complex map S,QB) + A which is the zero 
one and two. By the comparison theorem there is a null 
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be complex maps. Suppose that h : [B + IE satisfies 
&cq = hielbi + b,h,. 
Let Li=Bi@Ai@Bi-l and 
l# 4’ -g:y. 
Then L: . . . +L.-+‘iLiel+ . . . is a complex. Furthermore, zf Hi(B) = 0 for 
i > 1 and H,(A) t 0 for i > 2, then H,(lL) = 0 for i > 2. 
ProoJ: There is no difficulty in checking that L is a complex. If M is the 
mapping cone of a (so M, = Ai 0 Biel), then IL is the mapping cone of the 
complex map Pl[l] + B: 
[ “‘0” -;;I 
. . . +Ai+, OBi -Aj@Bi-,-t... 
1 
IBi+l,hil 
I 
[dishi-ll 
. . . --f Bi -% BipI + . . . 
The other conclusion follow from the long exact sequence of homology 
associated to a mapping cone (see Maclane [8, p. 481): 
.-. --f Hi@)+ H,(M)+ Hip,@)+ ... 
... +H,(IB)+Hi(~)~Hi~,(M[l])=Hi(M)+~~~ 
Henceforth in this section we assume that Ai = 0 for i < 0 or i > g, Bi = 0 
for i < 0 or i > g - 1, (rO : B, +A,istheidentitymaponR,/?,:A,+B,-,is 
multiplication u : R --t R by a unit u in R, and h, : B, + B,, h,-, : 
B g-,+B,-I are both zero maps. 
O+R=B,-, + Bg--2 
In order to modify 1L to produce an acyclic complex we introduce an indeter- 
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minate u. If M is an R-module, let M’ = M 0 R [z;]. e define the complex F 
by applying -0, R [v] to diagram (2) and then setting 
to be the free modules with maps 
bi pi hid1 + (-1y z' 
--aj- 1 for 3<i,<g--2, 
bi- 1 
p,-, h,-, + (-I>“--’ ?.I 
- ag-, -age2 
0 b R-2 
-cYml + (--1)‘~~‘VCZ, 
b P-l 
THEbREM 1.3. If A and I? are acyclic, then so is iF. 
ProoJ: Let hj = hi + (-I)‘+’ u : Bj + Bl. Observe that bih.i + hl_ I 6, = 
b,hi + hi_,bi =Biai. Using hf in place of hi, construct IL’ as in Lemma 1.2. 
We split off the isomorphisms (x0 : Bh -+ Ah and p, : Al + BL- i from il ’ to 
obtain IF. More explicitly, we take rt : II’ -+ F and [ : F --f li’ to be maps with 
ai and ii the identity except for z0 = 1 I - u], ;ri, = 10 I], 
oth z and c are complex maps and 71 o [ is the identity on F. It follows that 
Hi(F) = 0 for i > 2. We show H,(F) = 0 explicitly. Su se x, = c;e=o xti)ui 
is in Ai = @ioO,,A,u’ with (,8, + va,) X, in Im(b!). induction on M it 
suffices to show that x(“) is in Im(a,) + Im(a,). Sin he ideal 
R [u ] is graded by powers of U, we have a, X(~) = b, z1 for som 
b, = a, al and A is acyclic; hence x(“) - ait, is in Im(a,) and 
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Our real interest is to apply the construction in the situation that Im(b,) c 
Im(a,) are Corenstein ideals. In this context he natural data consists only of 
a : [B + A. Recall from the Introduction that both complexes admit DGC 
algebra structures. The multiplication on complementary degrees 
BiOBg-i-,+Bg-1= R and Ai @ As-i-) A, = R gives a bilinear pairing, 
which under mild hypotheses (discussed later) is known to be perfect. 
THEOREM 1.4. Let a : [8--f /a be a map of acyclic complexes as in 
diagram (2). Assume that the pairings B,@ B,_i-l --f B,=R and 
A, @A,-, + A, = R induced by multiplication are perfect. Let p1 : A, + R be 
defined by /3,(x1) = xla,_,(l), and let I be the image of 
f,= [b,,P,+va,l :P,OA,)OR[+Wl, 
R 
where v is an indeterminate. If I is a proper ideal, then I is a perfect 
Gorenstein ideal of grade g. 
Proof. We construct j3 and h from the given information and then apply 
Theorem 1.3. For 1 < i < g we use the perfect pairing on iB to define 
pi : Ai 3 Bi- I by taking p(xi) to be the unique element such that /?&cJ zgei = 
(-I)‘+’ xi(ag-izp-i) for all zgPi in Bgpi. Observe that @ix, =xlas-,(I) in 
A, = R and that ,8, is multiplication by the unit u = (-l)gt’. It is 
straightforward to check that p is a complex map as in (2); one uses that A 
and 5 are DGC algebras. 
For O<i<g- 1 we define hi:Bi -+ Bi by taking hi(zi) to be the unique 
element such that hi(zi)~g-l-i= (-l)‘+’ @z~@z~-~-J for all zg-l-i in 
B g- rPi. Condition (iv) of Lemma 1.1 yields h, = h,- I = 0. By condition (v) 
of Lemma 1.1 we have 
[(hi-,bi + bihi)zi] Zg-i 
= [hi-,(bizi)] Zg-i + [bi(hizi)] Zg-i 
= (~1)~ C(bizi 0 z,-i) + (-I)‘+’ (hizf)(b,-iz,-i) 
= (-l)i+l (aizi)(a,_,zg-J 
= @,a,z,) Zg-j. 
Hence Piai = hi-lbi + bihi. 
From Theorem 1.3 we conclude that IF is acyclic; hence pd,,,, R [ v]/I < g. 
If we show that grade (1) > g, then we will have Z perfect of grade g and 
Exti,U1(R[v]/l, R[v]) a cyclic module, that is, I a Gorentein ideal. By the 
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uchsbaum-Eisenbud criterion for exactness 131, the acyclicity of IF im 
that Im(&*) is an ideal of grade at least g. Now 
since u= (-ljg+'. Since multiplication k i 0 A,_ 1 + 
are perfect pairings, Im(&*) is generated by the set 
in R [u]. On the other hand, by the differential algebra properties of A and S 
we have b,z,=z,b,-,(l) and a,x,=x,a,(l); and by definition p,x, = 
x1 agm 1(1). Thus Im(f~) = Im(f,) = I, where f, = [b,, ,8, + va, ], and grade 
(4 > g. 
THEOREM 1.5. Let R be a Gorenstein local ring and let a : L!! + A be a 
map of min~rn~l resolutions of Gorenstein rings as in (1). Let 1 be the ideal 
, c + va) in the polynomial ring R [v]. If I is a proper ideal, then I is a 
per&t Gorenstein ideal with grade equal to the grade of (a). 
ProoJ The DGC algebra structures on A and B induce maps of 
complexes A + A* and B + [E * which lift the identity in degree zero. These 
maps must be isomorphisms since all four complexes are minimal resolutions 
of the appropriate Gorenstein factor rings. The hypotheses of Theorem 1.4 
are therefore satisfied. We must still relate the map p, in the theorem to the 
vectors given in (I). Let e, ,..., e, and g, ) . . . . g, be the bases for A I 
as chosen in (1). Then a,(l)=2 a”‘g, and fig-!(l) = C c’i’g,. 
denote the entries of the vector a by a”’ to distinguish them from the ith 
map ai in A.) Since the multiplication induces an isomorphism A ,zAf 
we can choose a basis gi,..., gk for A,-, such that eigj = 6,. Let be the 
invertible change of basis matrix defined by gj = JJ wijg/ and let 
(c’)‘= Wcf and (a’)f = Wa’. Then agei = C c’“‘gl and a,(l) = C c~‘(~‘gj. 
If x, = 2 riei is in A i, then 
m 
@, -k va,) x, = x1 age 1( 1) + va,x, = x ri(c’(‘) + vaCi)). 
j=l 
We conclude from Theorem 1.4 that if the ideal 1’ = (b, c’ + va) is proper, 
then it is a perfect Gorenstein ideal of grade g. 
We ciaim I’ = (b, c + va). Since A is a differential algebra we have 
a(j) = aI( 1 = eja,(l) =a’(j); thus Wa’=a’. Since A* is exact we 
conclude that IV= I + Ya,-, for some matrix Y. It follows that (c’s” = 
e’ + Ya,_ 1cf = c’ + Ya,-,b,-,; then since [Yj * is exact Ian(b,- ,) = (b) and 
consequently c’ E c mod(b), which proves the claim. 
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Remark 1.6. The local hypothesis can be dropped if one assumes that 
R = @ EO Ri is a graded noetherian ring with (R,, m) a local ring, (a) and 
(b) are homogeneous ideals and A and 5 are homogeneous resolutions (with 
degree zero entries of the maps ai, bi being in m). With these hypotheses one 
can obtain the perfect pairings needed in Theorem 1.4. 
Remark 1.7. By the technique of generic perfection any specialization of 
the ideal I of Theorem 1.5 which has grade g is also a perfect Gorenstein 
ideal. In particular if (b, c) has grade g, as it will in many of the examples 
that follow, then it is perfect. However, (b, c) does not always have grade g 
as the following example indicates: 
[-Y*,X*l’ 2 [X*.Y*l 
R-R-R 
3 R,+R3~R -R 
01 
a,=a:= [x,Y,z], 
I 
0 z -y 
a2= -z 0 x 
Y -x 0 I a, = 
The ideal (b, c) is the grade 2 non-Gorenstein ideal (x2, y2, xy) in 
R=k[x,y,z]. 
2. EXAMPLES 
In this section we show that many previously studied Gorenstein rings 
have resultions which can be obtained by the construction of Section 1. 
These examples include all local codimension 3 Gorenstein rings, all 
codimension 4 examples found in [5, 71, all hypersurface sections of these, 
and the Gulliksen-Negard family of examples. 
EXAMPLE 2.1. For a fixed odd integer t > 3, let Y be a r x r alternating 
matrix of indeterminates, let R be the polynomial ring Z[ Y], and let 
Y = [Yl,..., Y,] be the vector of maximal order pfaffians of Y. (See [7] for 
the elementary properties of pfaffians.) By Buchsbaum and Eisenbud [2], (y) 
is the generic example of a grade 3 Gorenstein ideal. 
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Let A be the matrix obtained by deleting the first and second rows and 
columns of Y, a be the vector of pfaffians of A, 
and 
Note a = [-Ylz3, -Y121,..., -Y,,,]. Then y is obtained by applying Theorem 
1.5 and the subsequent comments to the diagram 
where = [Y,, Y2j, ~=a,, and v=O. 
EXAMPLE 2.2. We show that all of the grade 4 Gorenstein ideals of 
[ 5, 7 J are resolved by the construction of Section I. 
Let be a hypersurface section of a codimension 3 Gorenstein ideal. Hn 
other ords h = [y, Y,, 1] with y the pfaffians of t alternating matrix Y. 
Let z be a grade three Gorenstein ideal contained in In the notation of ]5 ] 
we have 
with 
CL; =X, a2 = [S r]‘, and a3 = cf. Theorem 1.5 yields a resolution of the 
ideal generated by (z, c + vh), which is isomorphic to the resolution G of 
]S]~ (The matrix E that arises in G corresponds to the homotopy map h,: 
and thus is a measure of how far a deviates from being an algebra map. The 
computation of [S] revealed, but did not explain, its presence.) 
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EXAMPLE 2.3. If b is a grade g - 1 Gorenstein ideal, then the hyper- 
surface section (b, v) is resolved by applying the techniques of Section 1 to 
lo i 
O-FRLR- 0 --t...---+O-R&R 
EXAMPLE 2.4. Gulliksen and Negard [4] have produced a free resolution 
of R/I, where I is generated by the (n - 1) X (n - 1) minors of a generic 
n x n matrix X= (xii) and R = Z [Xl. Given this resolution for fixed rz, the 
resolution for larger y1 can be formed inductively by the construction of 
Section 1. We note that for rz = 3, the Gulliksen-Negard resolution is 
isomorphic to the resolution given in Example 2.2. 
Let Y be an (n + 1) x (n + 1) matrix of indeterminates, R = Z [ Y], and X 
be the R x n matrix obtained by deleting row and column y1 + 1 from Y. The 
Gulliksen-Negard resolution is 
with A, = A, = Rn2 (the elements representing all n X n matrices over R), 
A = {(n/r,N)EA,OA,Itr(M-N)=O} 
2 {(rI,rI)IrER} ’ 
a,(M) = tr((adj X) M), a,(M, N) = MX - XV, a,(M) = (XV, MX), and 
ah(r) = r(adj 1). 
In order to describe the complex IB, we need more notation. Let G = (gij) 
be the adjoint of Y, let p = II + 1, and let 
r= [~pl~~p,2~...~~pnl~ YlP c= [ 1 : .Y nP 
Define B to be the complex 
[B :O-+R%R2’+l aR2”t’bl‘R, 
with 4 = [ gpl ,..., gp,,, gpp, glp,..., gnpl, 
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and b,=bi. One may check that b, is the vector of pfaffians of b,: 
grade(b,) > 3, and as a consequence 8 is acyclic. We now describe a 
complex map a : B --f A which extends the identity map cr,, : R + 
the ith standard basis vector in R2nS ‘. Define nI : W ‘*+ i 4 A 
a,(ej) to be the matrix with all entries zero except 
row i of aI = -a-, 
row n of aI(en) = lU,l . ..u.nL 
column i Qf aI(e,+,+i)=-6: 
for l<i<n. Define aZ:RZntl + A, by c~*(eJ = (M, $ M,, 0) for I < i < 
n - 1; here all entries of M, and M, are zero except the ith column of M, is 
C and the (n, PZ) entry of M, is -yin+ 1. Define a,(e,) = (0, 0), and define 
a2(en + 1 + i) = (N, , IV,) for 1 < i < n; here all entries of N, and N, are zero 
except the (n, n) entry of N, is yn+ i i and row i of N, is F. Let 6’ be the 
matrix obtained by deleting row and column n + I from Define 
as(I) = -G’. It is routine to show that a is a complex map. nly one 
observation must be made. In A, 0 A, the equality 
a2 b, - a3 a3 = ((det Y) 1, (det Y) 1) 
holds; hence CL? 6, = a, a3 in A,. 
The Corenstein ideal produced in Theorem 1.5 is generated by b, together 
with { g, + v(adj X), 1 1 < i, j < n}. After a change of variables (replace 
JJn+lntl bY Yn+l*+l + v) this is the ideal ({ g, / 1 Q i, j < n + I }), which is 
the ideal of n x n minors of Y. 
The advantages of the present approach over the explicit calculations of 
[59 71 are twofold. First of all, the structure of the resolution F is more 
transparent. Secondly, we can produce many more examples (as illustrated 
above in (2.4)) by starting with the simplest example of a grade 4 Gorenstein 
ideal, namely, a hypersurface section h of a grade 3 Gorenstein ideal. Let z1 
be a grade 3 Corenstein ideal contained in h. Use the technique of Section 1 
to produce the grade 4 Gorenstein ideal f, = (zi , c1 -i- vi ). Now let z2 be a 
enstein ideal in f, and use Section I to produce 
J. Continue in this manner to obtain: 
0 = h = (zo, %>, 
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In [5] and [7] we stopped after finding only f,. In particular, if z, is a 
complete intersection, then f, is a more complicated example of a Gorenstein 
ideal with dim A: = 3 than was resolved in [5]. 
3. A PARTIAL CONVERSE 
In Example 3.1 we show that it is possible, even likely, to have (b, c + va) 
(notation as in (1)) be a Gorenstein ideal even if A has non-trivial homology. 
This observation limits the strength of a possible converse to Theorem 1.5. 
In Theorem 3.4 we start with F, the minimal resolution of a Gorenstein ring, 
and an appropriate subalgebra resolution B. We produce a complex A and 
show that F is constructed from A and B as in (3). Along the way we show 
that Hi(A) = 0 for i > 2, and that A admits a DGC algebra structure. In 
Theorem 3.6 we produce an arithmetic hypothesis which guarantees the 
existence of an “appropriate subalgebra I3” if F has length four. 
EXAMPLE 3.1. Let I be the ideal (b, c + va) formed from the diagram 
[ux,--tYlf 2 [tY,uxl 
R-R-R 
a2 a1 
R--f&R AR eR 3 3 a1 
!I 
with a, = ui = [v, 0, x], 
a,= [-% j J, a,+ Yl]! %=[ “x]. 
Thus I is generated by (ty, UX, uy, ut, VX) the maximal order pfaftians of the 
alternating matrix 
The ideal I is Gorenstein since it clearly has grade at least 3. It is also clear 
that A is not acyclic. 
The next result is a technical calculation which we will use in the proof of 
Theorem 3.4 to identify A. 
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&vmfA 3.2. Let F, 0 F, + R be a perfect paining offree rn~d~~es over a 
local ring. For each 1’ let Bi be a summavld of Fi. If 2 = 0, then 
Pr55J: Write F, = B, @ B: . Then F, = 
,B, = 0. Since B, is a summand of F, it 
with complement A,. Hence there is a decomposition F, 
i)‘. Define A, = (B2 @ C,)- and 6, = (AZ @ C,)-; note that 
A,B, = C,A, = 0 follows immediately. Both A, and C, are free summ~~ds 
of F, since A 1 = A; and C, N BF. They are disjoint and BL n (kA, 0 C,) = 0 
since B,A,=B,B,=A,C,=C,C,=cs. r id,nc,=o and 
-1) = 0, where A, = (A, + etc. For suppose 
with a, EA,, c, E C,. The = 0, we conclude that 
, whence c1 E mF, and also a other observation is 
er since A, + C, c C: = B; , the c 
Noting that AIS, + rkA, + rkC, = rkF,, we s 
and thus F, = &r @A 1 @ C, by Nakayama’s Lemma. 
g result allows us to conclude that A, = A2 and C, = C, w 
= B?, provided the pairing has enough symmetry. 
Lmma 3.3. If m : F 0 F-1 R is a perfect pairing offree ~~~u~e~ over a 
local ring and B is a summand of F with B2 = 0, then F = B @A @ C with 
AB = AC = C2 = 0 provided that either m is symmetric and l/2 E R or m is 
alternating. 
ProoJ: As in the previous argument we know that L is a free summand 
of F. It contains B as a summand; say, B’ = B 0 A. (bi,..., b,) is a basis 
for choose cl so that ci bi = dir and c;A = 0. If m is alternating let c, = cl; 
0th ise let c, = ci - (1/2)(c:) b,. Choose c; so that c$b, = ai2, e;cl = 0, 
and c&4 = 0. Let c, = c; if m is alternating; otherwise let c, = ci - (l/2) 
(c:) b,. Then e: = czcl = c,A = 0 and c2 bj = di,. Continuing in this manner, 
we genera a summand C whose basis {c 1 ,..., c,} can be concatenated with a 
basis for ’ to form the beginning of a basis for F. Furthermore, rkC = 
rkB=rkF--rkBL;thereforeF=B@A@CwithAB=AC=C2=0. 
THEOREM 3.4. Let R be a local Gorenstein ring containing 112, and let 
IF and 5 be minimal free resolutions of Gorenstein factor rings of R. Assume 
that iF and 5 have length g and g - 1, respectively, and that there is a map 
of DGC R-algebras 0 : 5 + 6 so that Bi is a split injection for 0 < i < g - 2. 
Then there is a complex A together with complex maps a : B + A, 
,8 : A+ S[-11 and a “homotopy” map h : 5 -+ 5 as in (2) so that iF is 
481/85/2-S 
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isomorphic to the complex of Theorem 1.3 (with v = 0). Moreover H,(A) = 0 
for i > 2 and A admits a DGC algebra structure. 
Proof. By [2, Proposition 1.51 the multuplications maps Fi @ Fgpi+ R 
and Bi @ B,-i-l -F R induce perfect pairings. Let A, be the complementary 
summand of B, (via 0,) in F, , and let F,- i = A,- 1 @ C,_ 1, where A,-, = Bf 
and C,-, = A:. It follows that C,-, =BT =B,_,. Hence _F,-, = 
A g-l @B,-,. The multiplication F, OF,- 1 + F, = R is given by 
(where zi E Bi, xi E Ai, and zlzgpl E B,-, = R). Since 19 is an algebra map 
and BiBgei=O we may apply Lemmas 3.2 and 3.3 to write Fi = Bi @ 
Ai@Ci for 2<i<g-2 with AiB,-i=BiA,pi=AiC,_i=CiAg-i= 
C,C,_, = 0. We conclude that C,+ = B” = B,_i-, for 2 < i < g - 2. Hence 
Fi = Bi @ Ai @ B,- i with multiplication 
= zizg-i-l EB,-,=R. 
Graded commutativity on IF and IB, together with the trivial products listed 
above, yields the formula 
[g-j [ sz-1 =zizg-i-l fxixg-i + (-l)g-izi~lzg~i 
for multiplication Fi @ I;,- i + R with 2 < i < g - 2. 
Since Bi : Bi + Fi is a split injection for i < g - 1, there are maps ai, pi, hi, 
CL~, si, and ti such that 
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Since F is a DGC algebra we have 
Hence t,-j = bKei for 3 < i <g- 3. Similar calculations yield ti = bi for 
i=2, g-2, g-P. Hf we define ho=h,_,= , then the fact that F is a 
complex implies that 
for 1 <i,<g- 1. 
(6) 
So far we have only defined a, for 2 < i Q g - 1. Since B : B + IF is an 
algebra map and B,-,BI = 0, it follows that 8,-r ,-r) is contained in 
A g--l =Bf. We define a, : R +Ag-, to be the composition x 0 
the projection Fg,-, = A,-, @B,_, + A,_,; we define 
(-l)g-” X1 a,(l), the multiplication taking place in IF. 
map /3-, ug = b,-, and a,-, ag = 0. Again using the DGC algebra structure 
on. IF, we obtain the following equations, valid for all xi E Ai and Zi E 
(ajxj)xg-j+, + (-l)‘Xj(Ug-i-lXg-j+l)=O, 2<i,<g--1, 
dQixj) zgpj - (-l)i Xi((Lg-jzg-j) = l<i<g-a, 
sj = 0, 3<i<g-1, 
m 
(hi-IZi-l)Zg-i t (-l)gZi-l(hg~iZg-i)=Os l<i<g-1. 
These equations imply that a,(-a,) = b, and alaI = 0. Our calculations are 
summarized by the following commutative diagram: 
In this diagram each row in exact, each indicated map from B to F is 
injective, and each indicated map from F to B is onto. Standard calculations 
from homological algebra yield the following exact sequence of homology in 
the columns: 
A 
o+----- g--l ag-I ‘A,-* + . . . -+A, 
02 
Ida,) 
&AZ-+ era,. 
The map ag is injective since /?,l, ag is the injective map 6,_ 1. Therefore 
A :O+R~i$g-, ‘!--l , . ..&A.-, 
is’ a complex with Hi(A) = 0 for i > 2. Since F is a complex the maps 
WI : B + A and /I : ~4 + B L-1 ] fit into a diagram of form (2)9 and (6) gives the 
required condition on h : 8 --t B. 
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To conclude the proof of the theorem, we show that A may be endowed 
with the structure of a DGC algebra. We have seen that this is equivalent o 
showing that all elements xi of A, which are of the form 
~1=~~,~>v-@,Y)4 &YEA,, 
are in the image of a2. 
We first show that p, x, is in Im(b,). By definition x, = (xw) y - (JJW) x, 
where w = (-1 )“-I a,(l) E A,- i and the multiplication takes place in F. Let 
d denote the differential on F. Then 
since d is R-linear. On the other hand [xw] y = 0 viewed as an element of F 
in degree g + 1, so 
[XW] dy = (-l)g+ ’ d[xw] y 
= (-l)g+’ ([d(x) w] y - [x dwj y) 
=dx[yw] + (-1)” [xdw]y. 
The multiplucation on F is homotopy associative; that is, there are maps 
<i,ik :Fi@Fj@Fk+Fi+j+kL1 such that 
(XiXj) Xk - Xi(XjXk) = d&Xi @ xj @ Xk) 
+ &Xi @ xj cg XJ + (- l)i <(Xi 0 dXj @ Xk) 
+ (-qi+j 5(x, 0 xj 0 dXk) 
and rijk = 0 if ijk = 0 or i +j + k > g. Consequently the factors x, aTw, and J 
associate unambiguously. It follows that 
d([xw] y - [yw] x) = (-lSg w d(xy) = -a,(l) d(xy). 
Ifxy= [z2,x2, z,]’ in P,=B,@A,@B,, then 
But ~([XW]JJ - [yw] x) =fi(xl) =pl(x,), so /3,x, is in Im(b,). 
Using that N,(F) = 0, we conclude that xi = a2x; + a, zi for some xi E A, 
and zi~kl,. Then 0 =alxl = a,alzi = -b,zj and consequently zi is in 
Im(b,). Thus x1 is in Im(a,) + Im(a,b,) = Im(a,), as claimed. 
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The following results develop a sufficient condition for the existence of a 
subalgebra IE? which satisfies the hypothesis of Theorem 3.4. This condition 
involves certain dimensions in the associative, graded, commutative k- 
algebra A. = Tor!(R/I, k) = F OR k, where k is the residue field of R. 
LEMMA 3.5. Let (R, m, k) be a local ring, I be a Gorenstein ideal in R of 
grade g > 3, and F be the minimal resolution of R/I. If dim A: = ( g;l ) and 
dimdin, = g - 1, then there is an independent set {x1,..., x8-,} c A, such 
that{xixj/l<i<j<g-l}isabasisforA:. 
ProoJ All calculations take place in A.. We claim there are elements 
x, ,..., x, in A, and y1 ,..., y, in II,-, such that 
I 0 xiyj= if i<j, 1 of i=j, 
( 1 iI kx, ‘=A;. 
(1) 
(2) 
Begin by choosing any xi, x in A, so that x,x # 0; then choose z in A,-, so 
that (xix) z = 1 (recall that A, and A,-, are dual vector spaces under the 
pairing given by multiplication). Let yi = xz. Now suppose x1 ,..., x,, y, ,..., yr 
have been chosen so that (1) holds. If (2) fails, choose x in A, so that 
xVc I”, where V=C;E1kx,, and xx,.+i is not in V2, for somex,+,EA,. 
(If VA, c I” this is trivial; otherwise xi/ii & V2 for some i < r, and the 
result is again easy.) Since xx,+ 1 # 0 in Ai,, there is an element z in A,_, 
such that (xxv+ J z = -1, and we may also assume that V2z = 0. Let 
Y r+1= xz. Then xr+r yril = 1, xi yr+r = 0 for i < r, and VS kx,, 1 is a 
properly larger vector space than V. Since dim A, is finite the process must 
eventually stop. 
Notice that {y I ,..., y,} is the start of a basis for Agwl; moreover y, ,..., y, 
can be chosen to be in AlAgm2, which has dimension g - 1. So r < g - 1. 
On the other hand, 
so g - 1 < r. Then r = g - 1 and {xixj ) 1 < i <j < g - I} is a basis for 
A:. I 
Let ui be preimages of xi in P,; then B, = Cf:,’ Rui is a free summand of 
F,. Set bi =fi(ui) for 1 < i < g - 1 and b = (b, ,..., b,_ i). One would like to 
say that b is a complete intersection of grade g - 1 and that 5 can be taken 
to be the Koszul resolution of R/b. Unfortunately neither step is so simple. A 
prime avoidance argument does enable one to modify the bi and ui so that b 
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is a complete intersection. If F has an assock& GC structure then there is 
an algebra map i9 : B + F defined by 
w4, A * * - A Ui,) = 21i,ui, ’ * * Uikr 
but it is not clear that 0, is a split injection for 3 < k < g - 2. Since 
dim Ai > I does not occur in grade 3, and F is only known to admit an 
associative DGC structure in grades g < 4 (indeed Avramov [ 11 has given 
co~~terexam~~es in grades g > 61, the following result seems to be the best 
possible with the present methods. 
THEOREM 3.6. Let (R, m, k) be a local Gorenstein ring in which 2 is a 
wit, P be a Gorenstein ideal of grade 4, and F be a rni~~rn~~~ee r solution 
of R/I. If dim AT = dim A,A, = 3, then there is a grade 3 complete inter- 
and an algebra map Bfrom the minimal resolution B of to F so 
a split injection for i < 2. 
Pi-OQJ Clearly is contained in no prime of height less than four, 
Hence we can use prime avoidance to modify the b, by elements of 
that b,, b,, b, becomes a regular sequence. Then re are elements 
v.3 E F, such that f,(v!) = b, and ui - ui E for l<i<3. Let 
=x:=1 vi, and let I3 = A ‘I?, be the Koszul resolution for R/ 
mits ap. sociative DGC structure [6], there is an algebra map 
which is the identity in degree 0. Since xi is the image of ci in AI s we 
conclude from Lemma 3.5 that B, is a summand of F, and 8( 
Ci<,iRvir;j is a summand of F,. 
A number of questions remain. What conditions on /I will guarantee 
that the complex A produced in Theorem 3.4 is actually exact? Can every 
Corenstein ideal be obtained by iterating the construction Of Section 1; that 
is, is there an integer r and a sequence of odd integers (Pi,..., or (all oi > 3) so 
that I is minimally generated by f, as in (5) with p(zi> = ci? I can be 
generated in this way, are r and or,..., (T, uniquely determ~~~d~ hat is the 
deformation theory of algebras obtained in this way? 
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