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The phenomenon of Anderson localization wherein non-interacting electrons are localized by
quenched impurities is a subject matter that has been extremely well studied. However, local-
ization transition under the combined influence of interaction and quenched disorder is less well
understood. In this context we study the localization transition in a two-dimensional Hubbard
model under the influence of a spin-selective disorder i.e, disorder which is operational on just one
of the spin-species. The model is analyzed by laying recourse to a Quantum Monte Carlo based
scheme. Using this approach we show the possibility of a metal-insulator transition at densities
away from half-filling.
Introduction: The paradigmatic scaling theory[1] of
localization[2] attests to the absence of a metallic state
for a system of non-interacting disordered electrons be-
longing to certain symmetry classes [3, 4] in d ≤ 2 dimen-
sions. However, theoretically the existence of a metallic
state in low-dimensional (d ≤ 2) electronic system under
the combined effects of interaction and disorder remains
an open problem. The development of such a theory is
particularly important as intriguing experiments on two
dimensional MOSFET devices with extremely high mo-
bility seem to indicate the existence of a metallic state
and thus a possible Metal to Insulator Transition (MIT)
as a function of interaction strength [5, 6]. Furthermore,
in the recent past, the study of phases and phase transi-
tions in interacting disordered systems in low-dimensions
have garnered further impetus with the advent of the field
of Many Body Localization (MBL) wherein an interplay
of disorder and short-range interactions leads to a per-
fectly insulating state at finite temperatures [7–9].
In this Letter we concern ourselves with the question
of whether the combined effects of disorder and short-
range interactions could trigger a metallic state in a two
dimensional fermionic system. To do so we focus on a re-
pulsive Hubbard model in the presence of spin-dependent
disorder. Much like the MBL states which can be probed
by laying recourse to cold atomic systems [10, 11], spin-
dependent disorder can also be precision engineered in
similar systems by using laser beams of two different po-
larizations to create a speckle type of disorder which acts
differently on particles with different spin-polarizations
[12].
The starting point of our analysis is the disordered
Hubbard model defined on the square lattice:
H = −
∑
〈i,j〉,σ
t(c†i,σcj,σ + h.c) +
∑
i,σ
µi,σni,σ
+U
∑
i
(
ni,↑ −
1
2
)(
ni,↓ −
1
2
)
.
(1)
Here, in Eq. 1, t is the nearest neighbour hopping am-
plitude which has been set to unity. The on-site inter-
action is repulsive, i.e., U > 0. Furthermore, c†i,σ, and
ci,σ are the fermionic creation and annihilation opera-
tors defined on site i and carry the spin index σ. The
effect of spin-selective disorder is incorporated by mak-
ing the random chemical potential spin-dependent. In
our realization, in the limit U = 0, the σ =↓ fermions
feels the effect of a random chemical potential whereas
σ =↑ fermionic species moves in the background of a non-
random chemical potential. More precisely, the chemical
potential seen by the σ =↓ species of fermions µi,↓ is
uniformly sampled from the range
[
−
∆↓
2 ,
∆↓
2
]
. This is
at odds with a conventionally disordered system wherein
both the spin-species sees the same disordered chemical
potential.
The question of whether the interplay of interactions
and conventional disorder can lead to a MIT has been
tackled by a variety of means. Analytically, the approach
has centred on the field-theoretical adaptation [14–16] of
Wegner’s sigma model for non-interacting electrons [13].
However, this approach leads to Renormalization Group
(RG) trajectories that flow to large coupling. To make
contact with experiments on MOSFET devices [5, 6], in a
significant later development [18], the field theory [14–16]
was adapted to account for valley degeneracy in semicon-
ductors. Indeed it was shown that a interaction driven
MIT indeed obtains in the limit nv → ∞, (where nv
is the number of valleys in a degenerate semiconductor)
[18]. However, the nv → ∞ limit brings forth the ques-
tion of applicability of this theory to the case of the Si-
MOSFET heterostructures where it is well known that
the number of valleys is two.
Another oft-used track to theoretically study the ques-
tion of metal-insulator transition in a two dimensional
interacting disordered electron system is by laying re-
course to Quantum Monte-Carlo based simulation meth-
ods [1, 20]. By using a Determinant Quantum Monte-
Carlo Scheme (DQMC) Denteneer et al. [21, 22] has
shown the existence of a MIT in a Hubbard model at
2quarter filling. However, progress using this technique is
stymied due to the so-called sign-problem[23].
The effect of spin-dependent disorder on a repulsive
Hubbard model was investigated within a DMFT frame-
work [24]. Very intriguingly, these investigations pointed
to the existence of a novel spin-selective localized phase
wherein one of the spin-species gets localized due to the
disorder potential whereas the other spin species retain
its itinerant character. Apart from the spin-selective lo-
calized phase the model also hosts the putative correlated
metallic phase at small values of both interactions and
disorder and a disordered Mott insulator at large values
of the interaction. Furthermore, it was shown in Ref. [24]
that the transition from the correlated metal to the spin-
selective localized phase follows the conventional Ander-
son localization scenario, whereas the transition from the
spin-selective localized phase to the Mott Insulator is of
the Falicov-Kimball type [25].
In this paper, by using DQMC based simulations we
report the possibility of a novel interaction driven de-
localization transition in a Hubbard-model in the pres-
ence of a spin-selective disorder (see Eq. 1). We show that
this delocalization transition exists for filling fractions
that are away from half-filling and happens at very large
values of interaction strength. We further show that this
de-localization transition resembles the Finkelstein sce-
nario wherein the ferromagnetic spin-susceptibility gets
enhanced close to the MIT.
Observables: The temperature dependent dc conduc-
tivity is the primary observable in the search of MIT in
the model given by Eq. 1. Since the DQMC procedure
we follow is very standard and straightforward we present
the discussion of the same in the Supplementary material
[28]. The dc conductivity σdc is evaluated by means of
a standard relation that connects it to a current-current
correlation function Λ(q, τ): [26]:
σdc =
β2
pi
Λ(q = 0, τ = β/2). (2)
Here, in Eq. S2, Λ(q, τ) = 〈jx(q, τ)jx(−q, τ)〉 and β is the
inverse temperature. Furthermore, jx(q, τ) is the current
operator given by
jx(r) =
ieat
h
∑
σ
(c†r+ex,σcr,σ − c
†
r,σcr+ex,σ).
Following [27] we also evaluate the χzz(0, 0) or the ferro-
magnetic component of the susceptibility. The suscepti-
bility is given by the relation χzz(q) = βS(q), with the
spin structure factor S(q) given by:
S(q) =
∑
r
eiq.r〈Sz(Ri + r)S
z(Ri)〉. (3)
where Sz(Ri) = ni↑ − ni↓. In the rest of the paper we
follow a system of natural units.
Results: The case of half-filling: As a starting point
of our analysis we concentrate on the situation of the
half-filled lattice. The condition of half-filling is achieved
by putting the chemical potential µ = 0 in Eq. 1. Fur-
thermore, as a test case we first put the repulsive in-
teraction U = 0. As expected the electrons with σ =↓
that move in a disordered landscape gets localized by
the presence of the spin-dependent impurities. This is
clearly seen in Fig. 1, where as a function of temper-
ature T the σdc of the down spins show an insulating
behavior, indicative of localization due to disorder. The
onset temperature where one witnesses a down-turn in
conductivity increases with increasing disorder strength,
in accordance with Ref. [2].
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FIG. 1. The temperature dependence of the DC conductivity
for spin down fermions as a function of disorder ∆↓ for U = 0.
Now, turning on a non-zero interaction U , we see that
the onset of the insulating phase in the spin-down sec-
tor happens at a higher value of temperature as com-
pared to the non-interacting U = 0 case, (see Fig. 2(a),
and Fig. 2(b)). In similar vein, due to the presence
of a non-zero interaction strength the spin-up parti-
cles will also see the effect of a ”renormalized” dis-
order strength. Thus, the spin-up particles also localize
through an Anderson type mechanism which is clearly
depicted in Fig. 2(c) and Fig. 2(d).
Also, as seen from Fig. 2, it is very clear that increasing
either U or the disorder strength ∆↓ clearly enhances the
insulating behavior. Furthermore, there seems to be no
evidence of an interaction driven metal-insulator transi-
tion. Our results for the half-filled case should be con-
trasted to the DMFT results on the Hubbard model in
the presence of spin-selective disorder [24]: For small val-
ues of interaction, Ref. [24] report the existence of a spin-
selective localized phase wherein one species of fermions
gets localized with increasing disorder whereas the other
species remain itinerant. In contrast in our simulations
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FIG. 2. The temperature dependence of DC conductivity for
spin down particles σ↓
dc
(Fig. 2(a), and Fig. 2(b)) and spin up
(Fig. 2(c), and Fig. 2(d)) as a function of interaction strength
U at disorder strength ∆↓ = 2 and ∆↓ = 3.
the addition of a small interaction always localizes both
the species of spins. This variance in the behavior be-
tween the DMFT and the QMC results may be attributed
to the special role played by dimensionality: Our QMC
simulations are in d = 2 whereas the DMFT results in-
creasingly gets better for larger dimensions.
The case away from half-filling: Now, we turn our at-
tention to densities away from half-filling. As a prototyp-
ical example, in Fig. 3-to-Fig. 6 we illustrate the behavior
of the conductivity as a function of temperature for the
case of the quarter-filled lattice: More specifically, Fig. 3
illustrates the behavior of the conductivity for the down-
spin band as a function of the disorder strength. Just
like in the half-filled case discussed above the conductiv-
ity decreases with decreasing temperature for all values of
disorder strength ∆↓ whilst keeping the interaction fixed.
Furthermore, Fig. 3 clearly illustrates that the insulat-
ing behavior gets more pronounced with increasing dis-
order strength. In contrast, as seen in Fig 4, the spin-up
particles that do not see the disordered environment at
the bare-level, remain metallic for lower values of disor-
der and lower values of interaction. More specifically, the
system shows metallic behavior, (increasing conductivity
with decreasing temperature) for low enough values of
disorder strength, (at U = 3 for all values of ∆↓ < 18).
However, as clearly seen in Fig. 4, for larger values of the
disorder strength we observe evidence of an insulating be-
havior (decreasing conductivity with decreasing temper-
ature). This clearly points to the existence of a disorder
driven metal-insulator transition for the up-spin band at
a critical value of disorder ∆c↓.
We now turn our attention to the fate of the spin-up
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FIG. 3. DC conductivity for spin down particles σ↓
dc
particles
as a function of disorder ∆↓ at interaction U = 3.
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FIG. 4. Variation of DC conductivity of spin up particles as
a function of disorder ∆↓ at the fixed interaction U = 3. The
behaviour of dc conductivity signals a disorder-driven metal-
insulator transition
electrons as a function of increasing interaction strength.
An example is seen in Fig. 5, wherein for ∆↓ = 12 we
have plotted the behavior of σdc,↑ as a function of tem-
perature T for various interaction strength U . As long as
∆↓ < ∆
c
↓, an increase in U just leads to a worse metal.
This implies that increasing U just increases the effec-
tive disorder experienced by the minority band (spin-up
particles). However, more importantly, upto the interac-
tion strengths we can go into, before running into sign
issues [20, 23], we see no evidence of an interaction driven
metal-insulator transition for the up spin species.
Now we turn our attention to the most striking result
as evidenced in Fig. 6. As can be clearly seen at low
values of interaction strength at a fixed value of disorder
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FIG. 5. Temperature variation of DC conductivity for spin up
particles at ∆↓ = 12 as a function of interaction strength. The
sole effects of an interaction is to make the spin-up particles
less metallic.
strength (∆↓ = 12), the conductivity σdc,↓ conforms to
insulating behavior. However, as one increases the in-
teraction strength U , the conductivity switches behavior
and increases with decreasing temperature: A clear ev-
idence of interaction effects leading to de-localization of
the down-spin species.
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FIG. 6. DC conductivity for spin down particles as a function
of temperature at fixed disorder ∆↓ = 12 at various values
of interaction U . Increasing interaction strength tends to
delocalize the spin down particles. The inset depicts the sign-
change of the slope dσ
dT
as a function of U for the spin-down
particles.
This switching behavior of the conductivity with in-
creasing interaction strength U is plotted in the inset of
Fig. 6 where we clearly see that dσ
dT
for the down-spin
species undergoes a sign-change at some low but finite
value of T thus attesting to an interaction driven metal-
insulator transition.This de-localization transition is also
accompanied by a net polarization. As seen in Ref. [12],
this net polarization is purely single particle effect which
can be explained via a spin-selective disorder induced
broadening of the down-spin band as compared to the
up-band. For any filling fraction away from half filling
this in turn leads to a population imbalance wherein the
number of down-spin particles n↓ increases, and the num-
ber of up-spin electrons n↑ decreases, thus leading to a
net polarization. Further increasing the interaction U
leads to only a very weak upward renormalization of the
polarization. Once again this is consistent with the re-
sults of Ref. [12] and confirms essentially the conjecture
that the net polarization can be explained via the single
particle picture.
Furthermore, as seen in Fig. 7, the delocalization tran-
sition as a function of increasing U is accompanied by
a concomitant increase in the susceptibility. The devel-
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FIG. 7. The z-component of the ferromagnetic susceptibil-
ity versus temperature (T) plotted for various interaction
strength. The plot clearly shows an enhancement of the ferro-
magnetic susceptibility with increasing interaction strength.
opment of an effective polarization and the increase in
susceptibility is very reminiscent to the situation encoun-
tered in the RG flow equations stemming from Finkel-
stein’s sigma model [14] for interacting conventionally
disordered system. In the case of the Finkelstein flow
equations, in d = 2, the delocalizing behavior is driven
by an increase of the spin-triplet interaction γt, (or equiv-
alently the magnetic susceptibilty) which is taken to be
a signal of the onset of a ferromagnetic instability. How-
ever, the fact that γt →∞ at a finite value of the RG scal-
ing parameter implies a breakdown of the perturbative
RG. In contrast, as elucidated above, for the case spin-
selective disorder, the spin-susceptibility is just enhanced
with increasing interaction and does not diverge. This
potentially alludes to the fact that our spin-selective dis-
ordered model could be explained via Finkelstein like RG
equation with suitable modification that would account
for an enhanced but non-divergent susceptibility. Inci-
dentally, experiments [32] in conventionally disordered
1two dimensional interacting electron systems also seem
to suggest an enhanced but non-diverging susceptibility.
Finally, we emphasize that even though our results elu-
cidated above are for the quarter-filled lattice, there is
nothing special about this filling fraction. For instance,
for a filling fraction of 0.4, we get similar results. This
indicates that the delocalization transition highlighted
above is the generic behavior whenever the system is
away from the half-filled case.
Conclusion: In our computations, it is clearly seen
that sufficiently away from half-filling, even if a species
of particles is localized (in our case the spin-down parti-
cles) in the bare non-interacting Hamiltonian according
to Anderson localization, it is possible for the particles to
delocalize (i.e., overcome the effects of Anderson localiza-
tion) by interacting with another species of particles (in
this case the spin-up electrons) which do not see the dis-
order at the bare Hamiltonian. However, clearly the low-
ering of the dc-conductivity of the spin-up particles with
increasing interaction strength points to a scenario where
the entire system does not quite delocalize but rather the
original clean species start localizing (even though we do
not see explicit insulating behaviour of the spin-up par-
ticles and investigation of higher interaction strengths is
prohibited by the fermion sign problem) while the origi-
nally localized species start delocalizing due to the inter-
action.
Interestingly, a similar study was carried out in the
context of Many-Body-localization (MBL) through exact
diagonalization in one dimension [33]. However, there the
conclusion was each of the two species act as baths to the
other and each ends up getting de-localized as a result.
Here we show that this is certainly not the case in an open
system in two dimensions through an exact numerical
study of two dimensional interacting disordered system.
On the contrary, we see an “exchange” of behaviour of the
two species. The species that observes the bare disorder
de-localizes through the interaction while the species that
is a perfect band metal in the absence of interaction has
reduced conductivity due to the presence of the other.
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S1. METHODOLOGY AND DETAILS OF THE MONTE-CARLO PROCEDURE
We utilize a DQMC scheme [S1], to numerically solve the Hamiltonian of the Hubbard model in the presence of spin-
selective disorder. The DQMC formalism initially entails the slicing of the inverse temperature β into Lτ slices of width
∆τ each [S2]. The interacting electron problem is recast into an effective time-dependent non-interacting problem by
utilizing a Hubbard-Stratonovich [S3] transformation in terms of an Ising-type auxillary field. The fermionic degrees
of freedom are then formally integrated out. Various physical quantities like the Greens function, the electronic
density, and the two particle correlator are calculated via Monte-Carlo sampling of the Ising Hubbard-Stratanovich
field. The parameter space of our simulation is spanned by the interaction strength U , the disorder strength ∆↓ and
temperature T , which are all expressed in terms of the hopping integral t. The simulations are further performed at
various filling fractions. The simulations are performed on a 2d square lattice of linear dimension L = 10. Thus the
number of sites is N = 102. To incorporate the disorder averaging we have performed simulations for 80 different
disorder realizations. All the observables are obtained by performing averages over these 80 realizations.
S2. SOME DETAILS ON THE DC CONDUCTIVITY
Here, we discuss some details of the approximations involved in calculating the dc conductivity: The dc conductivity
can be calculated by taking the long wavelength(q = 0) and ω → 0 limit of the dynamical current-current correlation
function [S4].
σdc = lim
ω→0
ImΛ(q = 0, ω)
ω
(S1)
The current-current correlation function in imaginary time is connected to the dynamical current-current correlation
function via the integral transform given by Eq. (S2),
Λ(q, τ) =
∫ +∞
−∞
dω
pi
e−ωτ
1− e−βω
ImΛ(q, ω) (S2)
The correlation function in DQMC are measured in imaginary time τ . Calculating the dynamical correlation function
given the correlator in imaginary time via the inversion of Eq. (S2) is not a well defined problem. The kernel,
k = e
−ωτ
1−e−βω
decays exponentially as a function of frequency. At τ = β2 the kernel k reduces to
1
2 sinh( βω
2
)
and it gets
most of the contribution from the small ω limit. Now, in the limit τ = β/2, ImΛ(0, ω) can be replaced by ωσdc and
the kernel k is replaced by its value at τ = β2 .
Once these approximations are made eq(2) becomes,
Λ
(
q = 0, τ =
β
2
)
=
∫ +∞
−∞
dω
2pi
ωσdc
sinh(βω2 )
(S3)
After carrying out the integration,
σdc =
β2
pi
Λ
(
q = 0, τ =
β
2
)
. (S4)
3Now σdc has been expressed in terms of a current-current correlation function calculated in imaginary time. Current-
Current correlation function in imaginary time is calculated using DQMC and is given by,
Λ(q, τ) = 〈jx(q, τ)jx(−q, τ)〉. (S5)
where jx(q, τ) is the fourier transform of current density operator given in real space by jx(r, τ),
jx(r, τ) = e
τH
h jx(r)e
− τH
h (S6)
jx(r) =
ieat
h
∑
σ
(c†r+ex,σcr,σ − c
†
r,σcr+ex,σ). (S7)
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