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前言 
计算机代数系统(Computer Algebra System, CAS) 
 A computer algebra system(CAS) is a software program that facilitates symbolic mathematics. 
The core functionality of a CAS is manipulation of mathematical expressions in symbolic form. 
计算机代数系统（英文：Computer Algebra System，简称 CAS）是进行符号运算的软件。
这种系统的核心功能是对符号表示的数学表达式进行实现。 
 
计算机代数系统处理的表达式类型（Types of expressions） 
多变元多项式 
标准函数（三角函数、指数函数等等） 
特殊函数（Γ 函数、Bessel 函数等等） 
由各种表示式合成的函数 
表示式的导函数、积分、和与积 
以表示式为系数的级数 
表示式构成的矩阵 
 
计算机代数系统能够进行的符号运算（Symbolic manipulations） 
 表示式的简化 
对表示式求值 
表示式的变形：展开、积、幂次、部份分式表法、将三角函数表为指数函数等等。 
对单变元或多变元的微分。 
带条件或不带条件的整体最佳化。 
部份或完整的因式分解。 
求解线性方程组或一些非线性方程式。 
某类微分方程或差分方程的符号解。 
求某些函数的极限值。 
一些函数的定积分或不定基分，包括多变元的情形。 
泰勒展开式、罗朗展开式与 Puiseux 展开式 
某些函数的无穷级数展开式。 
对某些级数求和。 
矩阵运算。 
数学式的显示，通常借着 TeX 之类的系统达成。 
 
计算机代数系统的其它功能（Additional capabilities） 
通常计算机代数系统还能进行一些数值运算： 
函数的确切求值。 
高精度求值，例如计算 21 / 3 到小数点后 10000 位。 
线性代数的数值运算。 
描绘二维或三维的函数图形。 
在数值运算方面，计算机代数系统的速度通常较 Matlab、GNU Octave或 C语言中
以同等方式实作的程式慢。这是因为计算机系统几乎总是对符号表示式运算，故不能充
分利用 CPU 的既有指令。 
许多计算机代数系统内建高阶编程语言，以供使用者扩充功能，或设置个人的操作
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模式。 
 
常见的计算机代数系统 
Computer algebra systems 
  
Retail(商业) 
Algebrator 
ClassPad Manager 
LiveMath 
Magma 
Maple 
Mathcad 
Mathematica 
MuPAD (MATLAB symbolic math toolbox) 
TI InterActive! 
WIRIS 
  
Open source(开源) 
Axiom 
Cadabra 
CoCoA 
DoCon 
Eigenmath 
FriCAS 
GAP 
GiNaC 
Macaulay2 
Mathomatic 
Maxima 
OpenAxiom 
PARI/GP 
Reduce 
Sage 
SINGULAR 
SymPy 
Xcas 
Yacas 
  
Free/shareware(免费) 
Fermat 
KANT 
  
Discontinued 
Derive 
DCAS 
Macsyma 
muMATH 
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第一章 
 这一章中我们主要针对计算机代数系统中的符号积分系统的现状进行介绍，并介绍主流
计算机代数系统内部的符号积分系统的实现。符号积分系统是计算机代数系统中能够对不定
积分，定积分，路径积分等积分表达式进行处理的模块。符号积分系统的基本功能为不定积
分功能，在文献中Symbolic Integration在绝大多数情况下代表的也是不定积分的概念，
同时不定积分也是我们研究的重点。所以在之后的叙述中，符号积分代表对象为符号积分系
统的不定积分部分，定积分等其它部分在之后章节进行介绍。 
 
1.1符号积分的发展历史 
 1）数学方面（Mathematica Side） 
 1800s Abel, Liouville 为基本定理的陈述与证明做出了奠基性的工作，刘维尔第一个用分
析的语言严格陈述并证明了核心定理—刘维尔定理。 
 1910 and 1913 Mordukhai Boltovskoi (two books on this subject)  
提出了一个解决问题的新思路，因为只在苏联发表，影响范围很小，但不能否认其工作的开
创性。 
 1948 Ritt 延续了前人的工作，之后的工作由 Kolchin,和 Rosenlict 完成。 
1970 Rosenlict’s PhD students: Risch, Singer, Bronstein 为刘维尔定理的代数化和使用话做
出了突出的贡献，Rosenlict 和 Risch分别用代数的语言证明了刘维尔定理和强刘维尔定理，
Bronstein完善了理论，并在 IBM T.J. Watson Research Center 实现了几乎完整的初等函数的不
定积分方法，这在当时是不定积分最完整的实现。之后 Bronstein 完成了专著“Symbolic 
Integration—Transcendental Functions”这是对于超越函数不定积分介绍最为系统的一本专著，
第一版和第二版于 1997 和 2004 年出版，但是 2005 年 6 月 6 日，由于心脏病突发，Bronstein
离开了认识，计划中关于代数函数不定积分的总结的专著因此搁浅。 
 
 2）计算机方面（Computational Side） 
 对一个函数进行符号微分运算是较为简单的事情，早在20世纪50年代计算机诞生之际，
Kahrimanian和 Nolan就各自独立地写出了符号微分程序。 
 1953 two early programs were written 
  Kahrimanian at Temple University(天普大学) 
  Nolan at MIT 
 1961 Slagle’s thesis in Lisp->SAINT 
 这是第一个符号积分程序，其特点是采用人工模拟求积分的启发性算法，可以成功求解
大部分大学一年级微积分考试试题。 
 1960’s Moses’s(MIT) in Lisp-> SIN 
 SIN 和 SAINT相比，除了人工智能算法以外，还使用了一般性的 Risch算法的求解过程。 
    Manove’s implementation(algebraic manipulation) 
 
 在实际实现方面值得一提的是 SIN 系统，主要是因为其提出的符号积分系统的设计理念。
SIN 提供的系统框架理念是对于被积函数进行分层次的处理，可以通过拆解被积函数，凑微
分，模式匹配等方法对被积函数进行细致的处理，分层次多次处理的实现理念使各种算法相
互独立，同时又相互补充，充分发挥各种算法的优势。虽然实现的效果有一定的局限性，但
是系统的框架思想成为了经典。会在下一章中较为详细地介绍 SIN 系统的设计理念。 
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1.2主流计算机代数系统的符号积分模块实现 
 这一部分主要介绍 Mathematica，Maple 和 Sage 这三款主流代数软件中符号积分模块的
具体实现的方法。其中Mathematica 和Maple是最为常见也是最为成功的两款商业计算机代
数系统，Sage 则是开源计算机代数系统中最为成功的典范，其设计理念是整合各个开源计
算机代数系统的模块，从而组合而成一个完整的软件。之后将会介绍国内计算机代数系统的
一些发展情况作为补充和对比。并在下一小节以Mathematica 和Maple为例指出现有计算机
代数系统中符号积分模块中存在的问题和可能的改进手段和一些改进的方向。 
 
1.2.1 Mathematica（最新版本：8.0.4，October 24, 2011） 
Mathematica 中不定积分的计算过程为： 
对于不定积分,只要被积函数和积分能被用初等函数,指数积分函数,多对数及其相关函
数表示,则使用推广 Risch算法。 
对于其它不定积分,则使用带模式匹配的启发式进行化简。 
Mathematica 中的算法囊括了诸如 Gradshteyn Ryzhik之类标准参考书中的所有不定积
分。 
不包含奇点的定积分主要通过求不定积分的界来实现. 
许多其它的定积分使用了Marichev-Adamchik Mellin 变换方法来实现.其结果最初常常
表示由Meijer G函数表出,从而可以使用 Slater定理转换为超几何函数然后进行化简. 
Integrate使用了约 500页Mathematica代码和 600页 C代码. 
 
1.2.2 Maple（最新版本：16.00 / March 28, 2012） 
Maple中不定积分的计算过程为： 
(i)首先，Maple用传统方法处理一些特殊的形式，如多项式，有理式、形如(
p
a+ bx+ cx2)n
和Q(x)(
p
a+ bx+ cx2)n的根式，以及形如Pn(x) ¢ lnx或
P1(x)
Q1(x)
ln
P2(x)
Q2(x)
的表达式； 
(ii)如果传统方法难以奏效，Maple 将应用 Risch—Norman 算法，以避免在包含三角函数和
双曲函数的积分中引入复指数和对数； 
(iii)如果仍然无法得到答案，Maple 将应用 Risch 算法，这将无法避免地在结果表达式中引
入有关积分变量的Root of的表达式； 
(iv)如果最终还是没有找到解析表达式，Maple会把积分式作为结果返回。 
 
 
1.2.3 Sage 
Sage是目前Maple 和Mathematica 最大的潜在竞争对手。Sage’s notebook is awesome. 
Sage 用 Maxima 作为自己的一部分。使用 Maxima 进行微积分运算，因为 Maxima 经过足够
的测试，大多数时间运行稳定可靠，运行速度快，但是 Maxima 自身也存在着问题，Maxima
使用 Lisp语言编写的，是及其困难（不可能）使用 Python语言进行扩展。所以 SymPy则是
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项目长远发展的一个途径。但是在我们实现和 Maxima 一样的基本功能之前（not that far 
away），并且达到可比的速度（still quite a lot of work to do）并且使 SymPy成为 Maxima 的替
换物之前，SymPy不会成为 Sage的默认选项。 
为什么不像 Maple/Mathematica 那样使用自己的语言呢？ 
我们想要使用一个用“古典”语言编写出的计算机代数系统，例如 C++，C，Python（也
许还有 Java，Ruby，C#）。有很多实现的符号系统，但是目前为止，只有三个库（libraries），
GiNac，Giac（both for C++）和 Sage（Python）满足了这个要求。甚至 GiNac和 Giac也是无
比复杂（成千上万行代码），并且很难进行扩展。不幸的是，SymPy 尽力地使自己简单，同
时保持为一个具备完整特征的计算机代数系统。这就意味着，我们优先选择那些能够以最少
的行数实现的代码，同时，我们避免多次实现同一个功能。不会像使用 C++那样保持一个较
高的运算速度，但是可以很容易地用自己的心酸大或者函数进行扩展。同时编写的代码只是
一个普通的 Python程序段，只是将 SymPy作为一个通常的模式，所以不会纠结于 CAS自身
的语言，通常计算机代数系统的语言并没有很好地适应编程的需要。 
之后，我们也许会针对一些特殊的情况，实现一些特殊的算法，将它们用 C++进行重写。
一个整体的 CAS 是否能和一个特定用途的 CAS 模块运行的一样快。目标就是解决 SymPy 中
的问题，在算法中实现，之后如果成功运行，但是运行速度不够快，就用一种更适合境况的
语言进行实现。 
总结如下：SymPy 是一个 Maple 和 Mathematica 的开源替代品，运行速度足够快（以
C++语言编写的情况下），可以将你的想法变成程序新的扩展，可以用 Python 调用，用于解
决实际生活中存在的问题（as Maple/Mathematica can）。Sage 也在努力达到这个目标，但是
借助一条不同的途径，SymPy致力于一个成为小型的，普通的 Python模块，而 Sage则是致
力于将每一个有用的开源数学软件包组合在一起，同时提供一个一致，清晰的截面。因此
Sage的大型化，导致了另外的一个问题，目前 Sage 不能便捷地使用 Debian进行打包。同时
我们认为 SymPy类目前在微积分功能方面是比 Sage简单多的（因为 Sage使用 Maxima 作为
后端程序，所以 Sage的速度更快） 
SymPy 的另一个优势在于是用纯的 SymPy 语言编写的，所以 SymPy 具有完美的多平台
特性，SymPy轻巧，并且容易安装，使用。 
SymPy 可以作为 Sage 的备选模模式使用（SymPy 包含在 Sage 2.7 中，之后作为默认的
模式选项）。Sage备受赞扬因为其最终可以使用所有的 python语言编写的 CAS，SymPy的目
标则小有不同—SymPy 依然保持一个简单但是功能强大的 Python 模式，重点不在于速度，
而在于简化和多功能。 
代码依然在改进，但是现在功能已经足够强大—例如，我们相信 SymPy 有计算符号极
限的最短的开源代码（大约 300 行） 
 
Sage的未来发展方向： 
1.完善积分算法，使 SymPy能够积出所有可积函数 
2.完善技术展开 
3.实现渐进展开 
3.指数对象（张量） 
4.用 C++，C或 Cython重写内核，将这个作为一个可选的模式，如果用户想要加快运行速度
（Python内核会一直作为默认值出现） 
 
 Sage 作为一个开源软件，通过大量开源数学软件包的整合实现一个完整的计算机代数
系统的功能，其中主要数学功能的实现方式如下： 
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代数 GAP ，Maxima ，Singular 
代数几何 Singular 
任意精度计算 MPIR，MPFR，MPFI，NTL 
算术几何 PARI/GP, NTL，mwrank，ecm 
微积分 Maxima，SymPy，GiNaC 
组合数学 Symmetrica，Sage-Combinat 
线性代数 
ATLAS，BLAS， LAPACK，NumPy，LinBox，IML，
GSL 
图论 NetworkX 
群论 GAP 
数值计算 GSL，SciPy，NumPy，ATLAS 
数论 PARI/GP，FLINT，NTL 
统计计算 R, SciPy 
 
Sage中包含的其它包 
命令行 IPython  
数据库 ZODB， Python Pickles，SQLite 
图形界面 Sage Notebook， jsmath 
图像 Matplotlib，Tachyon3d，[[GD, Jmol 
交互式编程语言 Python  
网络 Twisted 
 
 我们可以看到 Sage 的微积分功能主要通过 Maxima，SymPy，GiNaC 三个软件包进行实
现，下面分别进行介绍，以便了解 Sage 的具体实现。 
 
Maima（最新版本 December 19, 2011: Maxima 5.26.0.） 
Maxima 是一个为了实现符号和数值表示实现的系统，能够实现的功能包括微分，积分，
Taylor级数，Laplace 变换，常微分方程，线性方程组，多项式，集合，数表，向量，矩阵和
张量。Maxima 利用准确的分解，任意精度的整数和浮点数输出非常精确的结果。Maxima
可以在二维或三维情况下 plot 函数和数据。 
 Maxima 的源代码可以在许多系统上进行编译，包括 Windows，Linux 和MacOSX。源代
码和为Windows和 Linux系统预编译好的二进制文件在SourceForge file manager目录下可
以找到。 
 Macsyma 是在二十世纪六十年代末期在 MIT 产生的具有传奇色彩的计算机代数系统，
Maxima 则是 Macsyma 的改良版本，这是 Macsyma 唯一一个仍公开发布并且有着活跃用
户交流的版本，这要归功于其开源的特性。Macsyma在当时极富革命性，许多之后的系统，
如 Maple 和 Mathematica都受到了它的影响。 
 Macsyma 的 Maxima 分支由 William Schelter 保持下来，从 1982 年直到他于 2001 年
去世。在 1998 年，他得到了在 GNU 下公开源代码的许可。Maxima 的幸村要归功于他的
努力和他的技术。我们十分感谢他奉献出自己的时间和专业知识使得原始的 Macsyma代码
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仍然发挥着作用。也是他带动了一批使用者和开发者将 Maxima带到了更广大受众的面前。 
 我们持续不断的更新 Maxima，修补漏洞，改进代码和文档。我们欢迎来自 Maxima用
户群体的建议和贡献。大部分的意见会列在 Maxima mailing list 
 
SymPy（最新版本 29 Jul 2011 Version 0.7.1s） 
 SymPy 是一个符号数学的开源 python 代码库。其致力于在成为一个完整的计算机代数
系统的同时尽可能地保持代码的简洁，从而使得代码简明易懂同时具有很好的扩展性。
SymPy是完全用 Python语言编写的，不需要其它的扩展库。 
 
Sympy语言特点 
 目前，SymPy内核有 13000左右行代码（包括扩展内容和 docstrings），基本功能包括： 
基本的代数运算 *,/,+,-，** 
基本的化简操作 
展开 
基本函数 
复数 
微分 
Taylor（Laurent）级数 
替换 
任意精度的整数，有理数和浮点数 
无交换符号 
模式匹配 
SymPy模式（73000 行代码包括文档） 
更多的函数 
极限 
使用 extened Risch-Norman heuristic的积分 
多项式（多项式除法，最大公约数，无平方因子的分解，groebner基，分解） 
解方程（代数方程，微分方程，方程系统） 
符号矩阵（行列式，LU分解）  
Pauli，Dirac代数 
几何模式 
绘图 2D或 3D模式 
扩展的测试（15000 行代码，142 个文件），可以测试 SymPy的每一个单一功能 
 
Sympy相关的项目 
Sage：包含了 SymPy 
mpmath：包含在 SymPy中 
piglet：包含在 SymPy中 
SymPycore：另一个 Python 的计算机代数系统 
symbide：包含在 SymPy中 
sfepy 
symfe 
scipy.org 
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Ginac 
   GiNaC是一个 C++库，是基于 GNU 环境。GiNaC是 GiNaC is Not a CAS 的递归迭代的缩写。 
GiNaC是作为 xloops 的替代引擎，xloops现在是由 Maple支持。但是，GiNaC 并不受限于高
能物理应用。GiNaC的设计与其它 CAS相比是革命性的，GiNaC 并不尝试提供扩展的代数功
能和一种简单的编程语言。取而代之 GiNaC接受了一种已有的语言—C++并且用一系列的代
数功能对 C++进行了扩展。 
 
1.2.4. MMP（最新版本：3.0，2006 年 4 月 1日） 
 MMP 是国内较为成型的一个计算机代数系统，由于设计理念的差异，在功能上和传统
意义下的计算机代数系统差别较大，下面进行详细的介绍。 
 MMP 又称数学机械化自动推理平台，以符号计算为支撑，以数学机械化算法为核心，
以我国在数学机械化方面的最新研究成果为依托，希望能够为科学研究、工程应用、教学提
供一个应用数学机械化的理论与方法的强有力的软件工作平台和开发平台. 
 目前MMP 主要功能如下： 
支撑系统, 包括内存管理、图形界面、编程环境. 
符号计算系统, 包括任意长度的数系统, 多项式运算,符号线性代数. 
核心模块, 包括多项式、常微、偏微分方程系统的吴特征列方法与投影定理. 
 
应用模块, 包括 
MMP/Geometer: 几何定理自动证明与发现, 几何自动作图 
MMP/DiffEquation: 微分方程求解 
MMP/Identity: 组合恒等式自动证明 
MMP/Blending: 过渡曲面自动生成 
MMP/6R-Robots: 6R 机器人模拟 
 
 作为“973”项目，“数学机械化与自动推理平台” 经过五年执行于 2003 年 12 月 9 日进行
了结题验收。通过本项目的执行，数学机械化在理论研究、应用研究与软件平台开发都取得
了实质性突破。并在此基础上，申请了新的“973”项目“数学机械化及其在信息技术中的
应用”，得到科技部批准立项。这一项目计划研究数学机械化理论、高效算法及其在信息安
全、生物特征识别、几何建模等信息领域中的应用，并以此为基础开发智能型数学机械化网
络软件。 
 
MMP具体的系统特征为： 
系统函数列表： 
数，表达式，多项式，链表，矩阵，方程求解 
吴特征列方法： 
代数情形的特征列方法，微分情形的特征列方法，代数和微分情形的映射运算 
几何自动推理： 
几何命题的输入与转换，几何定理自动证明与发现，微分几何定理证明 
实根分离与不等式自动发现 
组合恒等式证明 
遗传算法 
其他一般函数 
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1.3 现有计算机系统中存在的问题 
 这一部分主要介绍现有计算机代数系统中出现的问题，分别以 Maple 和 Mathematica
为例进行说明，并介绍一些尝试性的改进方案。 
 
1.3.1. Maple 
下面我们讨论在积分学当中的一个微妙的漏洞，在大多数计算机代数系统中都会出现这
个问题，甚至于在许多教科书和积分表中这种情况也是长期存在。 
>f:=1/2(2+sin(x)); 
 f :=
1
2 + sin(x)
 
>F:=int(f,x); 
 F :=
2
3
p
3arctan(
1
3
(2tan(
1
2
x) + 1)
p
(3) 
>limit(F,x=Pi,right),limit(F,x=Pi,left); 
 ¡
1
3
¼
p
(3);
1
3
¼
p
(3) 
    关于函数f(x)的积分仅在一些区间上是正确的，因为F是不连续的，虽然由微积分的基
本定理可知当f连续时F应该是连续的。进一步的讨论F的不连续点： 
>discount(F,x); 
 f2¼ Z1+¼g 
  因此，F在x=(2n+1)¼处有跳跃间断点。这显然是可怕的，因为f的原函数F居然不连
续。通过数学分析方法可知，Maple 在给出该问题的结果时使用了“万能代换”公式，即
tan(x
2
) = t，尽管这一公式常常在将三角函数有理化时起到至关重要的作用，但使用该公式
的代价是明显的：tan(x
2
)在x=(2n+1)¼ n2Z)处的不连续性会“传染”给整个过程。这
便是出现前面所述问题的原因。事实上，函数 1
2+sin(x)
的原函数不是初等函数。 
 另外一个有趣的现象是 Maple对符号积分的缺陷： 
>diff(f(x)*g(x),x); 
 (
d
dx
f(x))g(x) + f(x)(
d
dx
g(x)) 
>int(%,x); 
 
Z
(
d
dx
f(x))g(x) + f(x)(
d
dx
g(x))dx 
 显然，Maple对此无能为力。 
 我们利用 Maple中的基础函数如op;nops; type;has; int以及数值分析理论和方法，提出
了新的符号积分算法，并编写了相应的 Maple 程序，成功解决了 Maple 下符号积分及三角
函数积分缺陷，并将研究结果应用于有关定理自动推证中。 
 
1.在Maple下关于符号积分依然存在缺陷，例如： 
>P:=diff(f(x)*g(x),x); 
 
d
dx
f(x)g(x) + f(x)
d
dx
g(x) 
 但对上式再积分，Maple就无能为力了： 
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>int(P,x); 
Z
d
dx
f (x)g(x) + f(x)
d
dx
g(x)dx 
     应用更为广泛的计算机代数系统 Matlab的符号计算的核心是 Maple的，因此同样存在
上述问题。基于此，我们利用 Maple系统中的基础函数如op;nops; type;has; int以及数值分
析理论和方法，提出了新的符号积分算法，并编写了相应的 Maple程序，成功解决了 Maple
中符号积分缺陷。 
 
 
1.1 原函数为乘积表达式 
 定理 1：函数组ff1(x); f2(x); : : : ; fn(x)g中任取m(m·n)个函数，不妨设这m个函数
为L= ff1(x); f2(x); : : : ;fm(x)g，对于8fi(x) 2L的p i次方的乘积表达式： 
 F(x) =
mY
i=1
fi(x)
pi(pi 2 R) 
的导函数为： 
 F 0(x) = F 01(x) + F
0
2(x) + : : : + F
0
i (x) + : : : + F
0
m(x); 
则F 0(x)中至少存在一个操作数F 0i(x)(i 2 f1;2; : : : ;mg)，将其导数降低 1 阶后与F(x)至多
相差一个常数因子。 
 证明：由函数乘积的求导公式(f(x)g(x))0 = f 0(x)g(x) + f(x)g0(x)即可得证。 
 为了更清楚地理解定理 1 的内容，下面给出两个例子。 
例： 
 F1(x) = f
3
1 (x)f
9
2 (x)x
3 
对函数F1(x)求导得： 
F 01(x) = 3f
2
1(x)f
0
1(x)f
9
2(x)x
3 +9f31(x)f
8
2(x)f
0
2(x)x
3 +3f31(x)f
9
2(x)x
2 
其操作数分别为： 
3f21(x)f
0
1(x)f
9
2(x)x
3;9f31(x)f
8
2(x)f
0
2(x)x
3;3f31(x)f
9
2(x)x
2 
上式中前两个操作数去掉导数符号分别为： 
3f21(x)f
9
2(x)x
3;9f31(x)f
8
2(x)x
3 
与F1(x)只相差常数分别为 3,9。 
 另外，对于有理式或有理函数 Maple通常会自动化简，即消去分子，分母中的公约数
或公因式。但对于更复杂的含有无理数或无理式的多项式却不能进行这种化简，如下例：  
例：求下面两函数的比值： 
 c :=
p
3(
d
dx
f(x)) + g(x) 
 d := 3(
d
dx
f(x)) +
p
3g(x) 
>c/d； 
 
p
3( d
dx
f(x)) + g(x)
3( d
dx
f(x)) +
p
3g(x)
 
利用强行化简命令simplyfy或者normal也得到同样的结果，均未得到我们想象的
p
3
3
。 
 为了解决该问题，我们给出下述定理，定理中所谓的函数多项式是指+项至少为 2 项的
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函数表达式，而后文中的函数单项式（简称单项式）指没有+项的函数表达式 
 定理 2：任给两个同类函数多项式F1(x);F2(x)，设L1;L2是F1(x);F2(x)分别展开后所
有操作数组成的列表，若F1(x) = cF2(X)，则对8F1i(x) 2L1;9F2j(x) 2L2，使得
F1i(x) = cF2j(x)（其中c为常数）。 
 证明：利用op获取两个函数多项式的操作数列表L1;L2，再将L1;L2中的操作数两两比
较即可得证。 
 由定理 2 可知，要判定两个函数多项式F1(x);F2(x)是否相差一个常数因子，可以通过
寻找函数多项式F1(x)在F2(x)中的对应项获取。例如F11(x)为F1(x)中的任一项，F2(x)中与
之对应的项为F21(x)。当两者相差一个常数因子，即存在常数c =
F11(x)
F21(x)
时，只需判定函数
F1(x); cF2(x)是否相等即可（在 Maple中判断两个表达式是否相等很容易）。 
 
 
1.2 原函数为任意函数多项式 
任意函数多项式 
  
 F(x) =
nX
i=1
Fi(x) =
nX
i=1
mY
j=1
f
p
ijij(x) pij 2 R) 
求导后可得: 
 F 0(x) =
nX
i=1
F 0i (x) =
nX
i=1
niX
k=1
niY
j=1;j 6=k
pikf
pij
ij (x)f
pik¡1
ik (x)f
0
ik (ni 2 Z;pij; pik 2 R)
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 若Fi(x)是F
0
i (x)的一个原函数，显然对F
0
i (x)的积分问题可以类似 7.2.1 中对F
0(x)中的
项F 0i (x)求积分方法解决。但是，F
0(x)中的项F 0i (x)与F
0
j(x)可能相互交叉，从而使问题复杂
化。解决该问题的关键是找到F 0i (x)的所有操作数，在此，我们采用贪婪法和回溯法设立了
两个列表intop:outop分别存储可积分项和不可积分项的所有操作数。为了更清楚地表达我
们的算法设计思路，下面给出一个具体的算例。 
 
 
2. 三角函数积分及其机械化 
 三角函数积分是一类重要的积分问题。常用方法是利用诱导公式将被积函数转换为可积
形式，其中利用万能公式tanx2 = t将被积三角函数有理化是一种重要的方法，因为有理函数
总是可积的。 
例：求积分 
 
Z
1
2 + sinx
dx 
解：令tanx2 = t，则：x = 2arctant; sinx =
2t
1+t2
; dx = 2
1+t2
dt 
从而： 
R
dx
2+sinx
=
R
dt
1+t+t2
= 2
p
3
3
arctan
p
3
3
(2t+1)+C  
      = 2
p
3
3
arctansqrt3
3
(2tanx
2
+1)+C 
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d
= F (x) + C 
 由这一方法得到的结果是否正确呢？为了讨论问题方便，先给出不定积分（原函数）的
定义。 
 定义：设函数f(x)与F(x)在区间I上有定义，若F 0(x) = f(x)，则称函数F(x)为f(x)在
区间I上的一个原函数，原函数全体称为f(x)的不定积分。 
 显然，函数f(x)的原函数F(x)必可导，但例中按照万能代换所求得的积分结果是否满
足这一基本要求呢？有 
 lim
x!¼+
= ¡
p
3
3
¼; lim
x!¼¡
F (x) =
p
3
3
¼ 
可知：(7:10)中的F(x)在¼处不连续，且F(x)在x = ¼处无定义。进一步推导可知，F(x)在
(2k+1)¼(k 2Z)处均不连续。从而，F(x)不是f(x)的原函数。产生这一错误结果的原因是
因为求解过程额度错误还是万能代换方法导致的必然结果呢？ 
为了说明问题，下面给出有关文献中的几个例子（为了讨论的方便，此处将积分常数C
略去）： 
例： 
 
Z
1
5¡ 3cosx
dx =
1
2
arctan(2tan
x
2
)
d
= F (x) 
 lim
x!¼+
F(x) =¡
¼
4
; lim
x!¼¡
F(x) =
¼
4
 
 由上述例子可见，这些被积三角函数为连续函数（也是初等函数）的积分计算结果均不
连续，当然也不可导。 
 另一方面，由求解过程中的万能公式tanx2 = t可知，此式成立的前提是x 6=(2k+1)¼6 。
因此，万能公式虽然可将三角函数有理化，在一些情况下（如被积函数仅在x 6=(2k+1)¼6 处
连续等）可能会得到正确结果，但对于在x=(2k+1)¼处连续的三角函数积分后必然会得
到错误的结果。 
 
2.1 主要定理及应用 
 对于含有三角函数的积分，由于secx; cscx; tanx; cotx都可以化为sinx和cosx的函数。
所以，只要讨论
R
R(sinx; cosx)dx型积分就够了，根据数学分析有关理论与方法，可得如
下定理： 
 定理 1：设
R
R(sinx; cosx)dx是三角函数有理式的不定积分，且R连续，则通过万能公
式tanx2 = t求得的积分结果在x=(2k+1)¼(k 2Z)处必存在第一类间断点。 
 
 定理 2：设G(x) =
R
R(sinx; cosx)dx是三角函数有理式的不定积分，且R连续，设
tanx
2
= t，若F(tanx
2
)是万能变换后积分计算结果，记F(¡)，F(+)分别为其在
x=(2k+1)¼(k 2Z)处的左右极限，则： 
G(x) =
R
R(sinx; cosx)dx =
8
><
>:
F (tanx
2
)¡ F (¡); x 2 [2k¼; 2k¼ + ¼)
0; x = (2k + 1)¼
F (tanx
2
) + F (+); x 2 (2k¼ + ¼; 2k¼ + 2¼]
 
 
 应用上述研究，易得前文所述例子的积分结果。 
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R
dx
2+sinx
=
8
><
>:
2
p
3
3
arctan
p
3
3
(2tanx
2
+ 1)¡
p
3
3
¼; x 2 [2k¼; 2k¼+ ¼)
0; x = (2k +1)¼
2
p
3
3
arctan
p
3
3
(2tanx
2
) + 1) +
p
3
3
¼; x 2 (2k¼ + ¼;2k¼ + 2¼]
 
3.结论与讨论 
 数学基础永远是科学计算的支撑，任何对于数学基础的轻视都可能带来错误。我们在关
于函数积分的处理增加了"F 0(x) = f(x)"的判断语句，以保证F (x) =
R
f(x)dx的正确性。
而这一点恰是 Maple没有注意到的。 
 由于Maple符号计算中引入积分常数相当于引入一个变量，对于计算极为不便，尤其
是对结果作进一步处理时。因此，我们的三角函数积分机械化计算结果中没有包含积分常数。
如果需要积分常数C，按照“结果+C”的形式输入即可。 
 当然，由于三角函数积分本身的困难以及计算机代数系统的复杂性，机械化计算结果并
非总是最简单的形式，特别是 Maple下的不等式输出不符合人们的习惯，但这并不影响结
果的正确性。 
 
 
1.3.2. Mathematica 
 这部分内容主要是针对 Mathematica 调试过程中出现的问题进行说明和总结，并指出下
一步发展的方向。其中包含对于整个符号积分发展的思考以及少部分定积分模块的内容，非
常有借鉴参考的价值。 
 
1.介绍 
算法集成的概念非常好理解，有不同的算法针对不同类型的积分和积分约束。麻烦的情
况有以下几种： 
确定（也许条件）收敛 
识别并处理附加奇点（对奇点进行消除） 
实现复杂的算法，例如，一些可能需要深层的递归或者依靠非平凡的变换 
对于参数的处理 
对于遗留代码的处理 
   在这份报告中，我将会描述并且阐明在 Mathematica 积分代码基础上开展工作所遇到的
问题。这份报告主要讨论在 Mathematica 5 到Mathematica 6 的发展过程中的情况。 
 
2.Mathematica 积分代码的基本结构 
2.1 不定积分 
不定积分代码主要由Risch算法[2,5]的部分实现组成，另外还有大量的查表的方法。前
者处理初等积分情况时并没有考虑代数扩张和一些简单低次数扩张的情况。后者处理含有指
数，三角函数，双曲，椭圆积分和含有特殊函数的积分，特别是在Risch方法无效的情况下。
真实的情况可能更加复杂一些，Risch的算法可能会对部分的积分进行处理，将剩余部分交
给查表的方法。查表的部分进行变换，并且递归地调用积分代码。Mathematica 的实现刚开
始依靠Risch代码，之后通过扩展的查表的方法处理特殊函数和一些Risch不能处理初等函
数的积分。 
 除了上面提到的内容，一些积分变换是在最前面的。理念就是一些积分可以被转换成更
容易处理的形式，但是等效为模掉一个乘法常量（例如将
p
x2变换为x(
p
x2
x
)），将第二个因
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子视为一个微分常量。 
同样有效的是数学等效变换，例如因式分解和部分分式展开。值得注意的是这样的变换
可以互相转化，并且很难决定对于给定的被积函数来说哪一种变换是真正有效的。所以必须
避免盲目的尝试，如果盲目尝试的话，会尝到递归之神无尽愤怒之下的恶果。在 Mathematica
代码中，先进行尝试再进行决定，从而在各种各样的情况下，判定上述变换是否有效，如果
有效的话就使用这种变换。需要强调的是，最好的情况是进行一个递归的过程，最坏的情况
是一个十足的递归过程。 
最后，没有根本性的依据将被积函数分成Risch处理部分和非Risch处理部分。另一个
方法就是采用查表的方法（例如通过模式匹配）作为第一步，接下来通过Risch实现解决问
题，接着通过更深的模式匹配。为是这种想法变得有效，第一步的查找需要快捷（换句话说，
需要在最终必将失败的情况下，尽早跳出。） 
 
2.2 定积分 
定积分通过一系列以下列举的方法进行实现 
特殊情况下的等值算法 
牛顿—莱布尼兹方法（简而言之:计算一个不定积分，接下来带入具体的值，也许需要
通过极限运算避免路径奇点的存在）。Mathematica 在很多地方都使用了这种方法。第一个
地方就是针对有理函数£三角函数或者有理函数£指数函数这种形式。 
牛顿—莱布尼兹方法针对被积函数中含有对数函数或多重对数函数。这种情况下的代码
比针对前面那种情况设计的代码更加复杂。 
一种一般化的牛顿—莱布尼兹积分算法的实现。仍然是更加复杂的代码。 
一个定积分算法的实现通过MeijerG函数的卷积实现。这需要我们我们从0到1积分。
同时也需要被积函数可以表示一个积分变量的幂，同时乘以一个或两个MeijerG函数的形
式。因为一个UnitStep函数可以被一个MeijerG函数表示出来，我们也许放弃半无限的边
界要求无论被积函数是怎样的，否则除了一个MeijerG函数外需要这个限制。这种方法尤
其使用了一些变换策略以便处理代数，三角，对数，指数函数等等。因此它有自己的特殊的
树状代码子集。 
描述以上全部实现的最好的方法就是称之为一个polyalgorithm，可以针对不同的情况
调用以上任一或全部的算法，具体的调用依赖于启发式算法的判断。 
 
2.3 定积分的两个基本方法的简单介绍和具体例子 
 
3.积分代码的软件工程问题 
以下是我在修复 Mathematica 符号积分代码时遇到的问题。我猜想在任意通用性符号积
分代码中都能发现这些问题。 
不同的模块儿由不同的人完成，所以并不总是通过标准化的语言进行表达。因此，各种
各样的具有相同的潜在通用功能的代码段被重复发明。在一些情况下，这种情况造成的严重
后果远远超过了代码膨胀这一种结果，比如不一致的 Bug，不同的未声明的潜在假设。 
代码的很大一部分都是遗留代码，完成时间在 15 年左右，并且是由不同的人完成。这
些代码仍然在几十个源代码文件中传播（一定意义下着也是一个好的方面，因为它们提供了
一个模板）。没有一个人能够理解这部分代码的全部，并且其中一些部分在今天是没有任何
一个人可以理解的—这也是遗留代码的一个极大地缺陷。我发现在这种情况下，代码的主体
部分被研发它的团队完全理解是不太可能的。 
一些步骤是十分不稳定的。尤其当一些看上去毫无关联的函数比如Together（给出有
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理函数的典范表示）进行小改动时，这些步骤也会随之发生改变。同样的例子还有Apart（部
分因式分解，由于Integrate的需要，其中有一些不明确的运行结果），Factor，Solve，Simplify
和一些其他函数。在很多情况下我都遇到了这个问题，我得出结论为这是符号积分特有的一
种问题，而不是一种简单的实现细节的块效应问题。从整体上讲，被积函数的变换，伴随着
从数学角度，不可能给出所有可能的表达式的典范表示，为了一定目的进行强制转换的困难
使得这个问题是一个令人苦恼的问题。事实上，这种类型的策略例如通过使用L0Hospital法
来进行积分的极限求根，如果没有足够小心的话，能够导致无限递归。 
实际情况下存在功能和速度的权衡问题。如果想要尝试特定的变换，例如为了处理特定
类型的问题。但是没有一般情况下有效的方法来界定在转换过程中可能出现的情况。因此一
些界定的类型是需要的，例如，根据时间与操作数。 
许多积分问题可以用到关于被积函数在无穷处的假设，遗留代码的一些部分没有认识到
假设的使用，并且得到与之相反的结果（不出意外的话，这也是很多 Bug 产生的原因）。甚
至当代码要进行恰当的判定时，例如通过给定的假设判定无穷远处的函数行为，会出现上面
这种情况，如果没有进行适当的限制，极限求根的过程会被迫终止。但是当及时对时间进行
限制的情况下，内存或者操作数会被更多的调用，怎么能处理一个异常的中间结果？使用警
告信息？放弃该结果？假设是正常情况并继续？例如假设在无穷远点收敛？ 
符号积分是算法数学中最复杂的部分之一。依赖其它函数，同时探究被积函数可能的变
换形式出现的错综复杂的情况确实说明了符号积分的实现是非平凡的。因此将代码部分充分
地记录下来是非常重要的。这是一条在整个软件开发领域都适用的规则，但是其重要性不能
在积分理论的情况下被夸大（这对于积分代码来说也是重要的）。 
当我开始在代码主体上进行工作时，在 Mathematica 内核（大约 2000 个函数）上超过
四分之一的 Bug 是定积分方面的（Integrate函数的一部分）。这一模块在模块内和模块外都
产生了一些问题。首先，函数得到了广泛的应用，因此从头开始是一件困难的事情。另外，
函数结构使得很难对问题进行分类（换言之，很难一叶障目不见森林）。此外，需要对代码
进行的巨大的修补，强烈暗示在代码中存在着极大的问题，至少在较短的一段时间内。最后
需要注意的是问题的规模可能超过任何一个开发者的能力—我能够证明确实超过了我的能
力范畴。 
 
4.实现不定积分中出现的问题 
   我们将会讨论一些在不定积分出现的特定问题。 
 
4.1 递归的诅咒 
经常一个积分可能会被被分割为两个部分，开玩笑地讲第一部分是“完成”部分，第二
部分是“未完成”部分。第二部分可能会被不断地改写，并且返回原始的函数或者原始函数
多种多样的形式，因此使程序的运行进入分裂式的递归运行。一个积分可能会引出这样的运
行结果：
R sin(x)
(x+1)
p
a¡x
dx在 Mathematica 的一些旧版本上会出现无限递归的问题。我们解决
这个问题依靠哈希函数标识出之前已经在递归中尝试过的形式，避免重复递归，最终导致死
循环。 
另一个原因是成对逆变换的应用。例如，一段程序，将三角函数转化为指数函数，之后
的处理可能将指数函数转化回三角函数。我们通过使用 Mathematica 中的Block豁域结构以
避免这个陷阱，当我们进行这样的转换时，我们会通过Block锁住双重的处理操作。 
一个令人高兴的一面是，在实质性的错误被修正之后，尤其是在积分代码中模式匹配部
分中的错误被修正后，Mathematica可以比过去解决更多的问题。这有一个运行良好的例子，
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这要归功于对于被积函数进行的一些变换。 
 
4.2 孤立无援减少函数分支 
很多情况下我们都需要进行变换，变换之后就会将被积函数变为多值函数。结果导致我
们得到一个积分仅仅对于多值函数的一个分支成立（例如：变换导致在一些地方为 1，在另
一些地方为-1，例如
p
x2 !x）因此，我们尝试恢复正确的因子。这并不总是直接的，常常
导致结果形式的明显增加。而且在所有情况下正确的进行回复变换造成的影响并不是简单的。 
 
4.3 变换 
  在许多情况下，如何求出一个特殊被积函数类的不定积分是非常明确的，例如，有理
三角函数。但是需要的变换必须小心地进行，这是为了避免积分复杂度的激增或者最终结果
表示形式的激增。一个明显的例子是
R
x
(sin(2x))2+cos(x)
dx。Mathematica 4.0 给出的结果长度
与较新的版本相比答案长度约为五倍。 
 
4.4 扩展还是不扩展，不确定 
 这是一个变换重要而特殊的一种情况。因为问题是在定积分中相关问题的一个子集，所
以我们将在定积分部分进行叙述。 
 
5. 总则 
 这里有一些需要在定积分设计和实现的过程中考虑的问题。这些问题的基础是我们的研
究和对已有代码进行的修改，但是我相信这个总则适用的范围将会更广，例如，数值求和，
和相关的polyalgorithm微积分计算。 
 做出方法选择时，先尝试哪一个？这对于速度可能有严重的影响。例如，一个快速的
MeijerG卷积计算，如果选择通过先求不定积分，再求极限的话，那么可能会变得很慢。当
然，反之也有可能发生。或者方法在速度上具有优势，但是结果形式可能会极其复杂。 
 什么时候或者怎样进行输入的预化简？ 
 什么时候或者怎样化简结果？ 
 特殊方法可能对于速度和结果的简化有很大的帮助。但是它们可能使出现 Bug 的机会激
增。因此，需要考虑好用这种方法能够处理的重要的函数类是什么。 
 一些方法的“慢”是固有的。例如，精细的条件（这在一些情况下是必需的为了防止它
们失效）需要一定程度的CAD支持。甚至求极限值的牛顿—莱布尼兹方法可能也会比较慢。
我们就需要解决这样的一个问题—什么时候采用这样的技术，怎样避免其导致许多输入的中
止。 
 为了避免上述技术出现的问题，我们发现对于特定的代码设立时间限制是很有必要的。
（积极的一方面：它们成功率很高，如果失败，那么就放弃这种方法，尝试其它方法）。这
引起了一些新的问题。其中之一就是TimeConstrained需要的异步处理会中断正常的处理，
这是不完善的，并且偶尔会导致内核崩溃。另一个问题是答案存在平台依赖的问题，并且是
严重不可控的。未来的一个可能方向就是减少这种现象的发生：可能会因为对于操作数的数
量限制而中止运行速度较慢的代码而不是被异步问题中止。 
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 第五个版本的不定积分的功能在总体上讲比过去的版本更加强大。这是由速度的降低为
代价换来的：它尝试的变换种类更多，这导致所有的牛顿—莱布尼兹代码都有运行变慢的风
险。现在我们预置一些不定积分的结果，但这至多只是对于问题的一个部分的修正。 
 临时的标准，可能是一个问题：进行越多的改进，就会带来紧密相关的事情出现问题的
可能性增大。 
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第二章 
 这一章主要进行 SIN，Albi，Rubi 三套符号积分系统的介绍，介绍 SIN 系统主要是提供
一种很具有启发性的计算机代数系统符号积分模块的设计理念。SIN 和 SAINT 系统虽然提出
了一个开创性的分阶段解决问题的框架，但是能够解决的积分问题的范围是非常有限的。SIN
和 SAINT 的模式匹配的形式只有进行更加细致的模式分割和提高模式匹配的效率才能使其
功能更加完善。目前符号积分系统的最新发展方向为 Rubi(Rule Based Integrator)和 Albi 
(Algorithm Based Integrator)。其中 Rubi 系统采取的是一种递归式的算法设计，将之前符号积
分系统的多层次，多形式匹配的方式融合为一张积分规则表，通过积分规则的细化和反复递
归的过程，提高了匹配的效率。相对 Rubi 系统，Albi 系统则是从计算机代数的角度出发，
利用刘维尔定理对积分结构进行猜测，借助代数知识求解符号积分问题。与 Rubi 系统相比
较，Albi 系统实现起来较为困难，但是可以解决 Rubi 系统解决起来较为困难的难点—超越
函数部分。从理论上弥补了 Rubi 系统的不足。Albi 和 Rubi 的理论出发点虽然截然不同，但
能够互相补充。不仅使 SIN 和 SAINT的理念得到了很好的发展，同时也利用计算机代数的知
识寻找到了一条解决符号积分问题的崭新途径。 
 
 
2.1 SIN系统 
与同时代的 SAINT一样，SIN 也是一种典型的启发式程序的设计思路。虽然 SAINT强调
启发式模式匹配，但在很大程度上，SIN 优于 SAINT，因为其更节省时间，算法理论更为强
大。但是不能否认 SAINT仍是一种很具有启发性的计算机代数系统框架。 
 下面主要介绍 SIN 系统，SIN 系统解决符号积分问题的三个阶段为 
Stage 1: Simpke Problem 
    (1)被积分式的拆解，将其分成单独的分式积分，然后求和 
    (2)如果被积分式为（      ）
 
，n较小，进行展开，使用第一个思路进行解决 
    (3)凑微分 
 
Stage 2: Special Methods 
    11 种特殊模式的解决方案，将经过 Stage 1 处理过的被积分式进行匹配，将问题转
化为 Simple Problem ，再回到阶段一解决 
 
Stage 3: 
  (1)分部积分法 
  (2)Edge（Educated  GuEss）heuristic算法(启发式猜想方法) 
The EDGE heuristic generates a guess for the form of the integral based on the form of the 
integrand. The guess is differentiated and undetermined coefficients in it are obtained by 
matching the derivative with the integrand. We devised the EDGE heuristic independently of 
Risch’s work on the Liouville theory. RIsch’s algorithm id clearly superior to the EDGE heuristic 
and later versions od SIN have used subses of the Risch algorithm in the third stage. 
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流程框图： 
 
 
SIN 提供了一个使用的符号积分模块的模型，同时 SIN 有良好的扩容性，一些较好的方法都
可以被吸纳进来，成为 Stage1,2 or 3 的一个补充分支。与此同时有另外的两种思路被提出。 
 From algebraic manipulation led to Manove’s implementation and to Horowitz’ and Tobey’s 
reexamination of the Hermite algorithm for integrating rational functions. 
 From mathematics, led to Richardson’s proof of the unsolvability of the problem for a class 
of functions and for Risch’s decision procedure for the elementary functions. Generalizations of 
Risch’s algorithm to a class of special functions and programs for solving differential equations 
and for finding the definite integral are also described. 
 
 这两种的方法的区别在于第一种方法的重点在于 integrate rational functions，第二种方
法的重点在于 Risch’s mathod（域扩张的理论）。第二种方法是包含 rational functions 这一个
方面的。 
 介绍 SIN 系统的目的是为了更好的理解 Rubi 和 Albi 两种算法之间的关系。Rubi（Rule 
Based Integrator）使用规则匹配的方式，通过检索积分表进行积分的化简和求值。
Albi(Algorithm Based Integrator)则使用专门的算法对复杂有理函数、超越函数等 Rubi无法
完全求解的被积表达式进行积分。 
  
在介绍本章之后部分之前给出关键性概念—超越函数和代数函数的定义：代数函数，代
数函数是包括加、减、乘、除和开方等基本算符的数学函数。非代数函数则被称为超越函数。
超越函数与代数函数相反，是指那些不能满足任何多项式方程的函数，也就是说函数不能表
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示为有限次的加、减、乘、除和开方的运算。对代数函数进行不定积分可能产生超越函数。 
  
下面给出 SIN 系统在实现过程中的两种具体思路： 
1. 首先是层次式的，第一层是积分表，第二层是 DDM（凑微分法），第三层是 SIN 的转
化方法，第四层是有理函数，即用最快的方法解决简单的问题，之后逐次考虑复杂的问题。 
关于 SIN 的转化问题，按一定次序检测，转化之后先用前两层处理，不行的话，按一定规律
进入下一种算法的匹配，如果转化之后的是有理函数，则直接进入下一步。 
 
2. 首先一个主 SIN 控制台，分为 StageI 和 StageII，StageI 含有积分表和一些基本规则，
关于 DDM 是基础，是否优先于积分表处理有待进一步考虑。 
SIN 控制台先考虑 StageI，无法得到结果，或者问题分解成几个部分，部分无法解决，则进
入 StageII，一旦匹配，给出转化后的被积分式。重新调用主控制台解决子问题。 
 下面是具体的流程框图： 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
21 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.2 Albi 系统 
SIN.m 
SIN 的主控制台，解决问题的开端 
StageI.m 
处理简单积分 
加法分解，如果一个积
分可以写成两个被积
分式的和，返回两个被
积分式（其中多个被积
分式是一样的，可以分
成第一个被积分式和
后面的被积分式，递归
处理） 
IN:{expr,var}; 
OUT:{expr1,var1}+{expr
2,var2} 
化简表达式 
IN:{expr,var}; 
OUT:{exper,va
r} 
分离常数，返回常数
和被积分式 
IN: {expr,var}; 
OUT:c*{expr1,var1} 
intDDM.m 
凑微分 DDM，只
针对特殊的几个
运算列表，如 Sin。 
给出转化之后的
被积分式，进入下
一步 
IN: {expr,var}; 
OUT:{expr,var}; 
条件：上一步
积分表返回
expr 
成功，返回问
题或子问题
的解 
StageII.m 
按照Moses给的方法一个一个尝试匹配，一旦有匹配的，返回被转化的被积分式 
（这学期的有理函数属于这一部分） 
（*细化这一部分的执行顺序*） 
IN: {expr,var}; 
OUT: {expr,var}||”NotMatch” 
备注：该符号积分框架主要体现了递归简化问题的思想 
注意程序的整体性，不要重复，比如说已经分离常数了，在 StageII中就没有必要再考虑了（当然已
经实现的就忽略了）。 
实现框架的步骤，一步一步添加，设计可能的案例，进行调试 
intTable.m 
积分表：包含常用的可积的
和不可积的函数，直接返回
积分，此步是核心。若成功，
返回积分，不成功，进入下
一步，也就是说目前 SIN 所
有成功被解决的问题最终
都来自此返回的积分 
IN: {expr,var}; 
OUT:”NoClose”||”NotFound
”||expr 
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Albi 系统理论部分的核心定理—刘维尔定理由刘维尔在 19 世纪首次进行了陈述并进行
了严格的证明。但是刘维尔的证明是基于分析的语言，在实际操作过程中只有通过在相应的
代数结构上引入微分映射，将定理的陈述转化为代数条件下的陈述，才能产生具有使用价值
的算法。刘维尔定理的第一个完整的代数证明于上世纪七十年代由 Rosenlicht 发表，之后刘
维尔定理的强化形式的首次证明由 Rosenlicht 的学生 Risch完成，Risch将两个证明进行了整
理，得到了一个针对纯超越初等函数的算法。之后，该领域完整而系统的归纳总结及补充由
Bronstein完成，Bronstein 于 2004 年出版了”Symbolic Integration —Transcendental Functions”
一书。这是迄今为止对于 Albi 系统最为完整的梳理与总结。之后由于理论难度的提升和符
号积分领域整体发展相对缓慢的客观因素，符号积分领域一直没有新的重大的理论突破。其
后的发展主要出现在 Albi 理论所衍生出一些分支上，研究工作基本上是对 Albi 理论进行局
部的补充和完善。 
    Albi 系统的理论部分虽然完善，但是实际的实现过程仍不成熟。Albi 系统的完整实现是
目前符号积分领域的前沿课题，主流的计算机代数系统如 Mathematica，Maple 都以 Albi 系
统作为自身符号积分功能的核心，但是由于 Mathematica，Maple 都为商业软件，无法得到
具体的实现过程。所以研究只有从理论着手，选择一个合适的框架，自己摸索出一套可行的
实践方案。 
 现阶段，Albi 针对超越函数的积分理论和算法相对系统成熟，而代数函数方面理论难度
大，在算法理论方面还没有进行系统的阐述，形成成熟的算法框架。所以还停留在一个理论
的层面，以计算机代数的思想解决代数函数的符号积分问题暂时是不成熟的，所以自然引入
了 Rubi 这套实现效果优良的积分系统，处理代数函数的不定积分问题。但是这不意味这 Rubi
系统对于超越函数是无计可施的，在实际运行过程中，Rubi 的运行效果也是非常优异的。
只不过 Rubi 在理论方面的局限性决定这套积分系统的局限性，Albi 在理论上的成功与完备
决定了其必将成为符号积分领域的主流，换言之 Rubi 系统只是 Albi 系统的近似实现，但是
其近似实现的效果也是非常不错的。 
 下面给出 Albi 系统针对超越函数情形的完整理论过程，在之后的章节会略微地介绍针
对代数函数不定积分的一些理论与算法实现。 
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1.1 㦛᱃⿘᱃䈓
一⷗代数ㆂ⹚㵉⧄⡜ⶔ䈉一⷗〓ⱁ⷗䊬㰄᷍䊬㰄㰚䔒䁎⭥⡜ㅱ䔗䊬㰄ⳉ䋓᱄㸋㑬⤜
䐹ⶕ㑱㈺一㾊代数ㆂ⹚㰚㕛䔄⭥䊬㰄ⳉ䋓᷍㸳㗨Ⰹ䅆㑬一㾊⧄䇤⭥代数ㆂ⹚᷍䄓㈮㬨ⷙ
㡅一⷗ビㆁ⭥㘜䓷᱄㦛᱃⿘᱃䈓㈮㬨䎃䂚⭥一䐷ㆂ⹚᷍㸳㗨䎃一ㅻ⿹⹬㰝㗨⭥Ⰹ䅆᱄
Ⰹ䅆 1.1.1. 一⷗㦛(G; ) ㈮㬨一⷗⳨㋶ゐ⼰ G᷍䊻㩰㘇Ⰹ䅆㑬一䐷䊬㰄ᷛ GG! G᷍
⤃㣳䊬㰄㕛䔄㧈㻣⺇䋓ᷛ
(i)᷉ㆂ⼰㔪᷊ 8a; b; c 2 G,a  (b  c) = (a  b)  c.
(ii)᷉⭆㸜䊋᷊ 9e 2 G, 8a 2 G; e  a = a  e = a.
(iii)᷉㛇䊋᷊ 8a 2 G; a  a 1 = a 1  a = e.
㒎㶃᷍  ⡜⧧㸋ㅜ⿜⭥᷍㧈⺜ a  b = b  aᷜ (G; ) 㬨一⷗ㅜ⿜㦛᷉Abel 㦛᷊᷍㧈
⺜ G 㬨一⷗㦛᷍㣳  㬨ㅜ⿜⭥᱄
㏞ 1.1.1. 㪉 G = GL(Q; 2) 㬨㰚有有理㻖数㾱㑱㬞䐖⳨㒄⭥ 2  2 ㈹䎔᷍ズ㪉  ㈮㬨
㵉⧄⭥㈹䎔⧬ⳉ᱄㧈⪬᷍ (G; ) ㈮㬨一⷗㦛ᷛㆂ⼰㔪㘘㻵⧪㑃᷍⭆㸜䊋㬨⭆㸜㈹䎔᷍ G
䐱㈹䎔⭥㛇䇪㻣㬞ⷙ⨗ᷛ 
a b
c d

=
1
ad  bc

d  b
 c a

㈹䎔⭥㛇㾱㑱㬞䐖⳨㒄, 䅁䊻 G 䐱᱄䓃䅃 (G; ) ⤜㬨一⷗ㅜ⿜㦛᷍䅓㸋
1 1
0 1



0 1
1 0

=

1 1
1 0

⭌㬨
11
1 代数基础

0 1
1 0



1 1
0 1

=

0 1
1 1

㏞ 1.1.2. ズ㪉 G =M2;2(Q) ⢎㬟㰚有有理㻖数⭥ 2 2 ㈹䎔⭥ゐ⼰᷍  ⢎㬟㵉⧄⭥㈹
䎔ゴⳉ᱄㻵㦜 (G; ) 㬨一⷗ㅜ⿜㦛᷍㣳⭆㸜䊋㸋㒄㈹䎔᱄
Ⰹ䅆 1.1.2. ⿘ (R;+; )㬨一⷗ゐ⼰᷍䊻㡅㩰Ⰹ䅆㑬 + : RR! R ⼮  : RR! R 㑞
䐷䊬㰄ᷛ
(i) (R;+) 㬨一⷗ㅜ⿜㦛.
(ii)᷉ㆂ⼰㔪᷊ 8a; b; c 2 G, a  (b  c) = (a  b)  c.
(iii)᷉⧬ⳉ⭆㸜䊋᷊ 9i 2 G, 8a 2 G; i  a = a  i = a.
(iv)᷉分㞅㔪᷊ 8a; b; c 2 G,a  (b+ c) = (a  b) + (a  c), 㣳 (a+ b)  c = (a  c) + (b  c).
(R;+; ) 㬨一⷗ㅜ⿜⿘᷍㧈⺜㰝㬨一⷗⿘㣳  㬨㋪ㅜ⿜᱄㒎㶃᷍㸳㗨Ⰹ䅆 R ⭥㲹
䎘㬨 0᷍㧈⺜ⰵ㦯䅃䎜数 ni 6= 0᷍〓㸋 m᷍㧈⺜㬨 m 㬨㬚 mi = e ⧪㑃⭥䔏㾂䎞
䎜数᱄ズ㪉 R ⼮ S 㬨⿘᷍㰝㗨㬨㵍㲍⭥᷍㧈⺜⫇䊻䇔㪅  : R ! S᷍ (eR) = eS᷍
(iR) = iS᷍⤃㣳 (a+ b) = (a) + (b) ⼮ (ab) = (a)  (b) ⰵ䇻㦯䅃 a᷍ b 2 R᱄ R
⼮ S 㬨㵍⹚⭥᷍㧈⺜  㬨一⷗㯌㪅᱄
䊻䎃䐏⽔᷍䐜䄋 (R;+; ) 㬨一⷗⿘᷍㸳㗨䇤 0 ⢎㬟⹹䇻 + ⭥⭆㸜䊋᷍䇤 1 ⢎㬟⹹
䇻  ⭥⭆㸜䊋᷍⤃㣳ⰵ䇻㦯䅃 a᷍ b 2 G᷍䇤 ab 代㳇 a  b.
㏞ 1.1.3. ズ㪉 G = M2;2(Q) ⢎㬟㰚有有理㻖数⭥ 2  2 ㈹䎔⭥ゐ⼰᷍  ⢎㬟㵉⧄⭥
㈹䎔ゴⳉ᷍  ⢎㬟㵉⧄⭥㈹䎔⧬ⳉ᱄ (R;+; ) 㬨一⷗⿘᷍⭌⤃⤜㬨一⷗ㅜ⿜⿘᷉ボ㏞
1.1.1 ᱄᷊䅓㸋᷍
ni = n

1 0
0 1

=

n 0
0 n

ⰵ䇻㦯一⷗䎞数 n ㉚㸋⳨㒄㈹䎔᷍ R ⭥㲹䎘㸋 0.
㏞ 1.1.4. 㪉 R = Z6(䎜数ⰵ㚄6 ⭥ 6 ⷗㵍䈁㏁⹚⧪⭥ゐ⼰)᷍䊻㡅㩰Ⰹ䅆 + ⼮  ⢎
㬟㚄 6 ⭥㵍䈁㏁⭥ゴⳉ⼮⧬ⳉ᱄ (R;+; ) 㬨一⷗ㅜ⿜⿘᷍⤃㣳䇔㪅  : Z ! Z6 ᷛ
(n) = n(㚄 6)᷍㬨一⷗⿘㵍㲍䇔㪅᱄䅓㸋䊻 Z6 䐱 1 + 1+ 1+ 1+ 1+ 1 = 0᷍⤃㣳ⰵ䇻
㦯䅃 n; 1 < n < 6᷍ n1 6= 0᷍ Z6 㲹䎘㸋 6᱄䓃䅃⭞ 2  3 = 0᷍㦜ⱙ 2 6= 0᷍ 3 6= 0᷍䅓
⪬᷍㸳㗨⤜㚽⪴⭩㬞 ab = 0 ビ⭆⭹㵧⨗ a = 0 〓 b = 0᱄ㅜ⿜⿘㧈⺜㚽㧈⪬ビ⿐᷍ㅌ㬨
⳨⧄㬖䇤᷍㠶⢊⭥㾵䐫᷍䇻㬨㸳㗨ⷙ㚨㾊㉀有䎃㾵䐫⭥ㅜ⿜⿘一⷗㲹㭃⭥㘜䓷᱄
Ⰹ䅆 1.1.3. 䎜⿘ (R;+; ) 㬨一⷗ㅜ⿜⿘᷍ 0 6= 1᷍⤃㣳 8a; b 2 R᷍ a  b = 0 =) a = 0
or b = 0᱄
㏞ 1.1.5. 㪉 R = Z[p 5] = fa + bp 5ᷜ a; b 2 Zg᷍ + ⼮  ⢎㬟ⶕ数⭥ゴⳉ⼮⧬ⳉ᱄
(R;+; ) 㬨一⷗䎜⿘᱄
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1.1 㦛᱃⿘᱃䈓
㻣㘇㸳㗨㋋㬝㋝㔨䅓㬞分ㆃ⭥㸫㳃᷍⡩㧈㯖᷍➲䎜⿘䐱⭥一⷗䊋㯹䇤䎜⿘䐱㡅㰝䊋
㯹⭥⧬积⢎㬟᱄
Ⰹ䅆 1.1.4. 㪉 (R;+; ) 㬨一⷗䎜⿘᷍ x; y 2 R᱄㸳㗨㯖 x 䎜⨞ y᷍⤃㾕⧪ xjy᷍㧈⺜
y = xt; t 2 R᱄ R 䐱⭥䊋㯹⡜⧧㸋⭆㸜᷍㧈⺜ xj1᱄ R 䐱㰚有⭆㸜⭥ゐ⼰㾕⧪ R᱄㸳
㗨㯖 z 2 R 㬨 x1; x2; : : : xn ⭥䔏⫔⹌䅓䓴᷍エ㸋 z = gcd(x1; x2; : : : xn)᷍㧈⺜ z 㕛䔄㧈
㻣㳖ミᷛ
(i) zjxi; 1  i  n,
(ii) 8t 2 R; tjxi; 1  i  n =) tjz.
㒎㶃᷍㸳㗨㯖 x,y 㬨⿆䐫⭥᷍㧈⺜㰝㗨⭥䔏⫔⹌䅓䓴㬨 R 䐱⭥一⷗⭆㸜᱄
㏞ 1.1.6. 㪉 R = Z[p 5]᷉㧈㏞ 1.1.5᷊᷍ x = 6᷍ y = 2+ 2p 5᱄㵉⺞⺇ⳗ㔼䐅㸳㗨㋪
䄵䐋⭡ x,y 䊻 Rⳗ㸈㚻㸿䔏⫔⹌䅓䓴᱄Ⰹ䅆䇔㪅 N : R! Z᷍N(a+bp 5) = a2+5b2᷍
a; b 2 Z᱄㸳㗨㋪䄵⭤⭞ⰵ㦯䅃 u; v 2 R᷍ N(uv) = N(u)N(v)᷍䊻 R 䐱 ujv 䅃㸗䓦
䊻 Z 䐱 N(u)jN(v)᱄ズ㪉 z 2 R 㬨 x᷍ y ⭥䔏⫔⹌䅓䓴᷍ n = N(z) > 0᱄㦜⽔᷍䇪
njN(x) = 36 ⼮ njN(y) = 24 ㋪䐋᷍䊻 Z 䐱 nj12᱄㧈⺜᷍䊻 R 䐱有᷍ 2jx᷍ 2jy᷍㚨㗕
䊻 Z 䐱 4 = N(2)᱄㒎㶃᷍ R 䐱 1 +p 5jy᷍㣳
6 = 2  3 = (1 +p 5)(1 p 5) (1.1)
䅓⪬䊻 R 䐱 1 +p 5jx᷍䊻 Z 䐱 6 = N(1 +p 5)jn᱄䊻 Z 䐱 12jn᷍㋪⭤ n = 12᱄䅓
z = a + b
p 5᷍ a; b 2 Z᷍ N(z) = a2 + 5b2 = 12᷍㰚䄵 a2  2(mod5)᱄⭌㬨 Z5 䐱⭥
㠞Ⳟ数䐜有 0᷍ 1 ⼮ 4᷍㰚䄵䎃⷗Ⳟ⧭㸿ㆃ᷍ゕ x᷍ y 䊻 R 䐱㸿䔏⫔⹌䅓䓴᱄
㈂⹽䔏⫔⹌䅓䓴⤃⤜䓽㬨⫇䊻᷍⭌㰝㗨一⭊⫇䊻᷍㉚㋪㸉一分ㆃ㸋⭆㸜⭥⧬积᱄
Ⰹ理 1.1.1. 㪉 (R;+; ) 㬨一⷗䎜⿘᷍ x; y 2 R᱄㧈⺜ z ⼮ t ㉚㬨 x᷍ y ⭥䔏⫔⹌䅓䓴᷍
䋓 z = ut᷍ t = vz᷍ u; v 2 R᱄
Ⰹ理 1.1.1 ⭥䐅㘘. ズ㪉 z ⼮ t Ⱍ㬨 x ⼮ y ⭥䔏⫔⹌䅓䓴᱄㚨㗕᷍ tjz᷍䅓㸋 tjx᷍ tjy᷍
⤃㣳 z = gcd(x; y)᱄䅓⪬᷍ z = ut᷍ u 2 R᱄㼁㯧⭹᷍ zjt᷍䅓⪬ t = vz᷍ v 2 R᱄䅓
⪬᷍ z = ut = uvz᷍ゕ (1  uv)z = 0᱄㧈⺜ z 6= 0᷍䋓 1 = uv᷍ uv 2 R᱄㧈⺜ z = 0᷍
㚨㗕 t = vz = 0᷍䇻㬨 z = 1t 㣳 t = 1z᱄
Ⰹ䅆 1.1.5. 㪉 R 㬨一⷗䎜⿘᱄一⷗⳨㒄䊋㯹 p 2 R n R ⡜⧧㸋㯹数᷍㧈⺜ⰵ㦯䅃
a; b 2 R᷍ pjab  ! pja or pjb᱄一⷗⳨㒄䊋㯹 p 2 R nR ⡜⧧䔘⤜㋪䊝䅓䓴᷍㧈⺜ⰵ㦯
䅃 a; b 2 R᷍ pjab  ! a 2 R or b 2 R᱄
㏞ 1.1.7. 㪉 R = Z[p 5]( 㧈㏞ 1.1.5)᷍ネ⥊ R 䐱䊋㯹 2᷍ 3᷍ 1 +p 5 ⼮ 1  p 5
㉚㬨⤜㋪分ㆃ⭥᱄⭩㬞 (1:1) ⢎㘘㼁㵍⭥䊋㯹㋪㚽有⤜㵍⭥分ㆃ㾯㬞᱄䅓⪬᷍ⰵ䇻㚨㾊
㉀有㸉一䅓㬞分ㆃ㾯㬞⭥䎜⿘᷍⡜ⶔ䈉一⷗㲹㭃⭥㘜䓷᱄
Ⰹ䅆 1.1.6. 㸉一分ㆃ䎜⿘ (UFD) (R;+; ) 㬨一⷗䎜⿘᷍ⰵ䇻㦯一⷗⳨㒄䊋㯹 x 2
R n R᷍㉚有 u 2 R᷍⿆䐫⭥⤜㋪䊝䅓䓴 p1; : : : ; pn 2 R ⼮䎞䎜数 e1; : : : ; xn 㬚
x = upe11    penn ᱄ⱙ㣳᷍䎃䐷分ㆃⰵ䇻 u᷍⭆㸜 pi ⼮䐙数⭥㝦㑱㬨㸉一⭥᱄
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㏞ 1.1.8. 㪉 R = Q[X;Y ] 㬨䄵 X᷍ Y 㸋⢅㑠⭥㰚有有理㻖数⭥ⱁ㼏㬞⭥ゐ⼰᱄ⰵ䇻㵉
⧄⭥ⱁ㼏㬞ゴⳉ + ⼮⧬ⳉ ᷍ (R;+; ) 㬨一⷗⮅㾮⭥㸉一分ㆃ䎜⿘᱄
ⰵ䇻㦯䅃一⷗䎜⿘᷍㯹数一Ⰹ㬨⤜㋪䊝⭥᱄ⳕ⺞㎕᷍㦕⤜一Ⰹ䎞㦘᷍⭌䊻㸉一分ㆃ
䎜⿘䐱⿚㬨⧪㑃⭥᱄䇻㬨᷍⭒㸳㗨㋝㔨⭥ⰵ㼔㬨一⷗㸉一分ㆃ䎜⿘㬒᷍ x ⭥䐫䅓㬞分ㆃ
⼮䔏ビ䅓㬞分ㆃ㉀有㼁㵍⭥䅃䅆᱄
Ⰹ理 1.1.2. 㪉 (R;+; ) 㬨一⷗䎜⿘᷍ⰵ䇻 R 䐱⭥㗠一⷗㯹数 p ㉚㬨⤜㋪䊝⭥᱄㧈⺜
R 㬨一⷗㸉一分ㆃ䎜⿘᷍䋓ⰵ䇻 R 䐱⭥㗠一⷗⤜㋪䊝䊋㯹 p ㉚㬨㯹数᱄
㒎㶃᷍䔏⫔⹌䅓䓴䊻㸉一分ㆃ䎜⿘䐱䓽㬨⫇䊻᷍㋪䇪䔏ビ䅓㬞分ㆃ⭤⭞᱄
Ⰹ理 1.1.3. 㧈⺜ R 㬨一⷗ UFD᷍㚨㗕㦯䅃 x; y 2 R᷍㉚有䔏⫔⹌䅓䓴᱄
Ⰹ理 1.1.3 ⭥䐅㘘. 㪉 x; y 2 R᷍⤃㬸㻩ズⰉ x = 0᱄ yjy᷍ yj0᷍⤃㣳䊻 R 䐱䎜⨞ x ⼮
y ⭥⡹Ⰹ䎜⨞ y᷍䅓⪬ y 㬨 x ⼮ y ⭥䔏⫔⹌䅓䓴᱄㼁㯧⭹᷍㧈⺜ズⰉ y = 0᷍䋓 x 㬨 x
⼮ y ⭥䔏⫔⹌䅓䓴᱄㻷䊻ズⰉ x 6= 0᷍ y 6= 0᷍⤃㣳 x = uQp2X pnp ⼮ y = vQp2Y pmp
㬨 x ⼮ y ⭥䔏ビ䅓㬞分ㆃ᷍㡅䐱 X ⼮ Y 㬨⤜㋪䊝䅓䓴⭥有㻿ゐ᱄㸳㗨䁂䋒⭆㸜 u ⼮
v᷍䄵⢄㬚㚽䎜⨞ x ⼮ y ⭥㦯⼯⤜㋪䊝䅓䓴Ⱍ䊻 X \ Y 䐱᱄㦜⽔㬚
z =
Y
p2X\Y
pmin(np;mp) 2 R (1.2)
㸳㗨有
x = zu
Y
p2X\Y
pnp min(np:mp)
Y
p2XnY
pnp
䅓⪬ zjx᱄一⷗㼁㯧⭹⹌㬞ゕ㋪⢎㘘 zjy᱄ズ㪉ⰵ䇻㚔一 t 2 R᷍ tjx᷍ tjy᷍⤃㬚
t = w
Q
p2T p
ep 㬨㰝⭥䔏ビ䅓㬞分ㆃ᷍㡅䐱 T 㬨一⷗⤜㋪䊝䅓䓴⭥有㻿ゐ᱄ⰵ䇻
p 2 T᷍㸳㗨有 x = tb = pepab᷍ a; b 2 R᷍䇻㬨有 s 2 R᷍㬚⭤ sp 2 X᱄䇤 ws ep 代㳇
w᷍㸳㗨㋪䄵䇪䔏ビ䅓㬞分ㆃ⭥㸉一㾵⤣⥃⭞ p 2 X ⼮ ep  np᱄㼁㯧⭹᷍㸳㗨䇪 tjy ㋪
䄵⭤⭞ p 2 Y ⼮ ep  mp᱄䇻㬨᷍ⰵ䇻㦯䅃 p 2 T᷍有 T  X \Y᷍ ep  min(np;mp)᱄
⪴ⱙ᷍
z = tw 1
Y
p2T
pmin(np;mp) ep
Y
p2(X\Y)nT
pmin(np;mp)
䎃䅃㸗䓦 tjz᷍䇻㬨 z = gcd(x; y)᱄
㻣㘇㬨 Guass ⳃ㻷⭥一⷗㈎⮅ㆂ㔼᷍ⱁ㼏㬞㋪䄵⡜㸉一⭹分ㆃ⧪⤜㋪䊝䅓㬞䐏积᱄
Ⰹ理 1.1.4. 㧈⺜ R 㬨一⷗ UFD᷍㚨㗕ⱁ㼏㬞⿘ R[X1; : : : ; Xn] 㬨一⷗ UFD᱄
Ⰹ䅆 1.1.7. 㪉 (G; ) 㬨一⷗⭆㸜䊋㸋 e ⭥㦛᱄㸳㗨㯖 H  G 㬨 (G; ) ⭥一⷗䓴㦛᷍
㧈⺜ᷛ
(i) e 2 H,
(ii) 8a; b 2 H; a  b 2 H,
(iii) 8a 2 H; a 1 2 H.
14
1.1 㦛᱃⿘᱃䈓
㬖カ㩰᷍ⷙⰉ G ⭥一⷗䓴ゐ H᷍ネ⥊㰝㬨⤜㬨 G ⭥一⷗䓴㦛᷍㻣㘇㑞䐷Ⳟⳉ⭩
㾈ᷛ H 㬨ⴒ㉀有㩰㘇㑱⨗⭥㧞㳖㾵䐫᷍〓 H 㬨ⴒ㕛䔄㬨⳨㋶ゐ⼰᷍㣳ⰵ㦯䅃 a; b 2 H᷍
a  b 1 2 G᱄
㏞ 1.1.9. G = GL(Q; 2)( 㧈㏞ 1.1.1)᷍  ⢎㬟㈹䎔⧬ⳉ᷍㪉 H = SL(Q; 2) 㬨 G ⭥一
⷗䓴ゐ᷍㡅䐱⟝⼍㰚有㾱㑱㬞䐖㸋 1 ⭥㈹䎔᱄ H 有⭆㸜㈹䎔᷍ゕ⳨㋶᷍㣳ⰵ䇻㦯䅃
a; b 2 H᷍ a  b 1 ⭥㾱㑱㬞䐖㬨 a 䈌 b ⭥㾱㑱㬞䐖䐏㩭᷍ゕ㸋 1᷍⹫ H 㬨 G ⭥一⷗䓴
㦛᱄
Ⰹ䅆 1.1.8. 㪉 (R;+; ) 㬨一⷗ㅜ⿜⿘᱄ R ⭥䓴ゐ I ⡜⧧㸋理㼌᷍㧈⺜ (I;+) 㬨 (R;+)
⭥䓴㦛᷍㣳 a 2 I᷍ⰵ㦯䅃 R 䐱 x ㉚有 xa 2 I᱄㪉 x1; : : : ; xn 2 R᷍一⷗䄵 x1; : : : ; xn
㸋基⭥理㼌㬨⟝⼍ x1; : : : ; xn ⭥䔏㾂理㼌᷍エ䔗 (x1; : : : ; xn)᱄一⷗理㼌 I  R ⡜⧧䔘
䑘理㼌᷍㧈⺜ I = (x)᷍ x 2 R᱄
㬖カ㩰᷍䄵 x1; : : : ; xn 㸋基⭥理㼌ゕ㬨 x1; : : : ; xn 䊻 R 㩰㰚有㼀㾵䔊⼰⭥ゐ⼰᱄
Ⰹ理 1.1.5. 㪉 (R;+; ) 㬨一⷗ㅜ⿜⿘᷍ x1; : : : ; xn 2 R᱄䋓有᷍
(x1; : : : ; xn) = fa1x1 +   + anxn; a1; : : : ; an 2 Rg
Ⰹ理 1.1.5 ⭥䐅㘘. 㪉 I = a1x1 +   + anxn; a1; : : : ; an 2 R᱄ⰵ㦯䅃 i᷍有 xi 2 I᱄㦤
a =
Pn
i=1 aixi 2 I᷍ b =
Pn
i=1 2 I᱄㸳㗨有 a  b =
Pn
i=1(ai  bi)xi 2 I᷍㰚䄵 (I;+) 㬨
(R;+) ⭥一⷗䓴㦛᱄ⰵ䇻㦯䅃 x 2 R᷍㸳㗨有 xa = Pni=1(xai)xi 2 I᷍㰚䄵 I 㬨 R 䐱
⟝⼍ fx1; : : : ; xng ⭥一⷗理㼌᱄㻷䊻㪉 J 㬨 R 䐱⟝⼍ fx1; : : : ; xng ⭥㦯一⷗理㼌᷍⤃
㪉 a =Pni=1 aixi 2 I᱄ⰵ䇻㗠一⷗ i; xi 2 J᷍䇪 RJ  J ㋪䐋 aixi 2 J᷍䇪 (J;+) 㬨一
⷗㦛㋪䐋 a 2 J᱄⭞⪬ゕ䐅᷍ I  J᷍有 I = (x1; : : : ; xn)᱄
㏞ 1.1.10. R = Q[X;Y ]( 㧈㏞ 1.1.8)᷍㪉 I = (X;Y )᱄㈎ネ䂊᷍㸳㗨㋪䄵⭤䐋 I ⤃⤜㬨
䑘理㼌᷍㰚䄵㯖 R 䐱⭥理㼌⤃⤜Ⱍ㬨䑘理㼌᱄䓵㦜⭹᷍㚨㾊㦯一理㼌㉚㬨䑘理㼌⭥䎜
⿘⭤⭞㑬一⷗㲹㭃⭥㘜䓷᱄
Ⰹ䅆 1.1.9. 䑘理㼌䎜⿘ (PID)㬨一⷗䎜⿘᷍㰝⭥㦯一理㼌㉚㬨䑘理㼌᱄
㏞ 1.1.11. 䇤 R = Q[X] ⢎㬟㰚有䄵 X 㸋⭆⢅㑠⭥㬖ⱁ㼏㬞᱄ (R;+; ) 㬨一⷗䑘理㼌
䎜⿘᷍ + ⼮  䄡⪯⢎㬟ⱁ㼏㬞⭥ゴⳉ⼮⧬ⳉ᱄
䔏⽔᷍㸳㗨㎕㯖䊻䎃⡟㭊䐱䇤⪇䔏⫔⭥䎜⿘᷍䊻㡅㩰㋪䄵㆙㾱㝘゙㏐⭤⫙䈁⨞ⳉ᱄
Ⰹ䅆 1.1.10. 㝘゙㏐⭤䎜⿘ (R;+; )㬨䐙一⷗䎜⿘᷍䊻㡅㩰Ⰹ䅆㑬一䐷䇔㪅  : Rnf0g !
N 㕛䔄ᷛ
(i) 8a; b 2 R n f0g; (ab)  (a).
(ii) (㝘゙㏐⭤⫙䈁⨞ⳉ)8a; b 2 R; b 6= 0; 9q; r 2 R, 㬚 a = bq + r, ⤃㣳 r = 0 〓
(r) < (b).
䇔㪅  ⡜⧧㸋㝘゙㏐⭤䎜⿘⭥⫔㾂函数᱄
㏞ 1.1.12. ⿘ (Z;+; )᷍䊻㡅㩰Ⰹ䅆䎜数㵉⧄⭥ゴⳉ䈌⧬ⳉ᷍㻵㦜㰝㬨一⷗㝘゙㏐⭤䎜
⿘᷍㡅㝘゙㏐⭤䇔㪅㸋 (a) = jaj᷍㬣㬖㩰᷍䎃䄓㬨㸳㗨ㅱ㰝㝘゙㏐⭤䎜⿘⭥䊎䅓᱄
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1 代数基础
㈂⹽䑘理㼌䎜⿘⼮㝘゙㏐⭤䎜⿘㬨Ⰹ䅆䊻㦯一⷗䎜⿘㩰⭥᷍⭌㡅㬖㰝㗨䐏ヅ有㼀㾯
⥄⪯⹹㻖᱄
Ⰹ理 1.1.6. 㗠一⷗㝘゙㏐⭤䎜⿘㉚㬨䑘理㼌䎜⿘ (PID)᱄
Ⰹ理 1.1.7. 㗠一⷗䑘理㼌䎜⿘ (PID) ㉚㬨㸉一分ㆃ䎜⿘ (UFD)᱄
ォ㦜㗠一⷗䑘理㼌䎜⿘ (PID) ㉚㬨㸉一分ㆃ䎜⿘ (UFD)᷍ⱙ䇪Ⰹ理 1.1.3 ㋪䐋䊻
UFD 䐱䔏⫔⹌䅓䓴䓽㬨⫇䊻᷍⹫䊻 PID 䐱䄓䓽㬨⫇䊻䔏⫔⹌䅓䓴᱄㻣㘇㸳㗨㯖㘘᷍
㑞⷗䊋㯹⭥䔏⫔⹌䅓䓴䈌㰝㗨⥛㪛㵍䂚⭥理㼌᱄
Ⰹ理 1.1.8. 㧈⺜ R 㬨一⷗ PID᷍㚨㗕ⰵ㦯䅃 x; y 2 R᷍有 (x; y) = gcd(x; y)᱄
Ⰹ理 1.1.8 ⭥䐅㘘. 㪉 x; y 2 R᷍㣳 z 㬨 R 䐱理㼌 (x; y) ⭥㪛⧪䊋᷍⿜㉅⿑㯖᷍ (z) =
(x; y)᱄㚨㗕᷍ x 2 (z)᷍⫇䊻 u 2 R 㬚⭤ x = zu᷍䎃ゕ㬨㯖 zjx᱄㼁㯧⭹᷍ y 2 (x)᷍
zjy᱄⨞⪬䐏㶃᷍ z 2 (x; y)᷍㰚䄵⫇䊻 a; b 2 R 㬚⭤ z = ax + by᱄㪉 t 2 R᷍㣳 tjx᷍
tjy᱄㚨㗕⫇䊻 c; d 2 R᷍㬚⭤ x = ct⼮ y = dt᱄䅓⪬᷍ z = act+ bdt = (ac+ bd)t᷍ tjz᷍
䎃ゕ㬨㯖᷍ z = gcd(u; v)᱄
䔏⽔᷍㦤㸳㗨㎕⿹䅅一㻣有⹹䈓⭥䐹䄋Ⰹ理䈌ㆂ㔼᱄
Ⰹ䅆 1.1.11. 䈓 (F;+; )㬨一⷗ㅜ⿜⿘᷍⤃㣳 (F n f0g; ) 㬨一⷗㦛᷍⿜言䐏᷍ F 䐱⭥
㗠一⷗䊋㯹㉚㬨 F ⭥⭆㸜 (F  = F n f0g)᱄
㏞ 1.1.13. 㪉 R = Z5(䎜数ⰵ㚄 5 ⭥ 5 ⷗㵍䈁㏁⹚⧪⭥ゐ⼰)᷍䊻㡅㩰Ⰹ䅆 + ⼮  ⢎㬟
㚄 6 ⭥㵍䈁㏁⭥ゴⳉ⼮⧬ⳉ᱄ (F;+; ) 㬨一⷗䈓᱄
㏞ 1.1.14. 㪉 R 㬨一⷗䎜⿘᷍Ⰹ䅆䊻 R  R n f0g ⭥⹹㻖  ((a; b)  (c; d)) ⢎㬟
ad = bc᱄䄸䐋  㬨Ⰹ䅆䊻 R  R n f0g 㩰⭥一⷗⭩ゼ⹹㻖᷍Ⰹ䅆䊻⭩ゼ㏁ゐ⼰⭥䊬㰄
ゕ㸋㵉⧄⭥
a
b
+
c
d
=
ad+ bc
bd
⼮ a
b
 c
d
=
ac
bd
a/b ⢎㬟 (a; b) ⭥㵍䈁㏁᱄䎃⷗䈓⡜⧧㸋 R 㩰⭥㩭䈓᱄㏞㧈᷍ Z ⭥㩭䈓㬨 Q᷍ⱁ㼏㬞⿘
D[x] ⭥㩭䈓㬨有理函数䈓 D(x)᷍ D 㬨一⷗䎜⿘᱄
Ⰹ䅆 1.1.12. 㪉 F  E 㬨一⷗䈓᱄䊋㯹  2 E 䊻 F 㩰㬨代数⭥᷍㧈⺜ⰵ䇻一㾊⳨㒄ⱁ
㼏㬞 p 2 F [X]᷍ p() = 0᷍ⴒ䋓䊋㯹㈮⡜⧧㸋䊻 F 㩰㬨超越⭥᱄ E ⡜⧧㸋 F ⭥一⷗
代数㎊䍚᷍㧈⺜ E 䐱⭥㗠一⷗䊋㯹䊻 F 㩰Ⱍ㬨代数⭥᱄
Ⰹ䅆 1.1.13. 䈓 F ⡜⧧㸋代数ⴃ⡶⭥᷍㧈⺜ⰵ䇻㗠一⷗ⱁ㼏㬞 p 2 F [X] n F᷍Ⱍ⫇䊻
 2 F 㬚⭤ p() = 0᱄䈓 E ⡜⧧㸋 F 㩰⭥一⷗代数ⴃ⡶᷍㧈⺜ E 㬨䊻 F 㩰代数ⴃ⡶
⭥ F ⭥代数㎊䍚᱄
䓃䅃⭞㧈⺜ F 㬨代数ⴃ⡶⭥᷍㚨㗕ⰵ䇻㼒 p = cQni=1(X i)ei ⭥䊻 F 㩰⭥㦯⼯㼀
㾵䅓䓴 p 2 K[X]nK 有ᷛ䇪Ⰹ䅆䐋 p䊻 F 㩰有一⷗ⷚ ᷍⤃㣳䇪⺊㚪ⳉ䐋 p/(X )㬨
F 㩰⭥一⷗㼀㾵䅓䓴᱄䎃㾊有⹹代数ⴃ⡶⭥基⡟ㆂ㔼Ⱍ㬨 E ㋪⭤⭥一㾊ㆂ㔼᱄Steinitz
䋙㯖⺞ᷛ㰝㗨⫇䊻᷍⤃㣳㸉一᱄
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1.2 㝘゙㏐⭤⨞ⳉゑ㸒⨞ⳉ
Ⰹ理 1.1.9. ([54]Chap.VII x 2,[92] x 10.1) 㗠一⷗䈓 F Ⱍ有一⷗代数ⴃ⡶᷍⤃㣳 F ⭥
㦯䅃㑞⷗代数ⴃ⡶Ⱍ㬨㵍⹚⭥᱄
ベ䇻㩰㭗Ⰹ理᷍㸳㗨⢄㋪䄵㲙䈓 F 㩰⭥代数ⴃ⡶᷍㸳㗨➲㰝エ㸋 F᱄䊻䎃ㅻ㸳㗨
䔏⽔㳂ゑ⭥ㆂ㔼㬨 Hilbert’s Nullstellensatz᷍䎃䊻㰄ⳉ䐱㬨⤜㿉䄋⭥᷍⭌㬨䊻㝦⨞⨗㻷
䊻⤜Ⰹ积分䐱⭥超越⧄㑠㬨㿉䄋⭥᱄㸳㗨䊻䎃㾕⨗㰝⭥㑞䐷㈎⮅⢎㬟㾯㬞᱄
Ⰹ理 1.1.10. (Weak Nullstellensatz,[92] x 16.5) 㪉 F 㬨一⷗代数ⴃ⡶䈓᷍ⱁ㼏㬞⿘
F [X1; : : : ; Xn] ⭥一⷗理㼌 I ⼮ Fn ⭥一⷗䓴ゐ V (I) 䇪㻣㬞ⷙ⨗ᷛ
V (I) = f(x1; : : : ; xn) 2 Fn s:t:p(x1; : : : ; xn) = 0; 8p 2 Ig: (1.3)
㚨㗕᷍ V (I) = ; () 1 2 I᱄
Ⰹ理 1.1.11. (Nullstellensatz,[54] Chap.X x 2,[92] x 16.5).(Weak Nullstellensatz,[92] x
16.5) 㪉 F 㬨一⷗代数ⴃ⡶䈓᷍ⱁ㼏㬞⿘ F [X1; : : : ; Xn] ⭥一⷗理㼌 I ⼮ Fn ⭥一⷗䓴
ゐ V (I) 䇪 (1:3) ⷙ⨗᱄ⰵ䇻㦯䅃⭥ p 2 F [X1; : : : ; Xn]᷍㧈⺜ⰵ䇻㗠一⷗ (x1; : : : ; xn) 2
V (I) ㉚有 p(x1; : : : ; xn) = 0᷍䋓⫇䊻㚔一䎜数 m > 0 㬚 pm 2 I᱄
1.2 㝘゙㏐⭤⨞ⳉゑ㸒⨞ⳉ
㪉䈓 K 䐱⭥㸕䐋⢅㑠㸋 x᱄㬸㻩᷍㸳㗨㘉㭗一䐷㈎⮅⭥ⱁ㼏㬞分ㆃⳞⳉᷛ䄲䐋
A;B 2 K[x]᷍ B 6= 0᷍⫇䊻㸉一⭥ Q;R 2 K[x] 㬚⭤ A = BQ + R᷍㵍㬒 R = 0 〓
deg(R) < deg(B)᱄䎃㯖㘘⭒ K 㬨䈓㬒᷍ⱁ㼏㬞⿘ K[x] 㬨㝘゙㏐⭤䎜⿘᷍㡅⪯数㬨㡅
⫔㾂函数⭥⪯数᱄㸳㗨分⢑⧧ Q ⼮ R 㸋 A ⨞䄵 B ⭥㩭᱃ A 㚄 B ⭥䈁数᱄
PolyDivide(A;B) (* 㝘゙㏐⭤ⱁ㼏㬞分ㆃ *)
(* ⷙⰉ䈓 K ⼮ A;B 2 K[x] 㣳 B 6= 0᷍Ⳗ⿹ Q;R 2 K[x] 㬚⭤ A = BQ+ R᷍
㵍㬒 R = 0 〓 deg(R) < deg(B)᱄*)
Q 0; R A
while R 6= 0 㣳   deg(R)  deg(B)  0 do
T  lc(R)lc(B)x; Q Q+ T;R R BT
end while
return (Q;R)
㏞ 1.2.1. 㻣㘇㬨 A = 3x3 + x2 + x+ 5 ⹹䇻 B = 5x2   3x+ 1 䊻 Q[x] 㩰⭥㝘゙㏐⭤分
ㆃᷛ
Q R  T
0 3x3 + x2 + x+ 5 1 35x
3
5x
14
5 x
2 + 25x+ 5 0
14
25
3
5x+
14
25
52
25x+
111
25  1
㰚䄵᷍
A = B

3
5
x+
14
25

+

52
25
x+
111
25

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1 代数基础
䎃⷗㰄ⳉ䄋㤔㻖数㬨㎕䓵䇻䈓⭥᷍䎃㬨䅓㸋䊻 K 䐱㑞⷗㬸㼏㻖数㆙㾱㑬⨞ⳉ䊬
㰄᱄㧈⺜ K 㬨一⷗䎜⿘᷍㚨㗕 A ⭥㬸㼏㻖数⤃⤜䓽㬨⡜ B ⭥㬸㼏㻖数䎜⨞᷍䅓ⱙ㝘
゙㏐⭤分ㆃ⤃⳨䓽⫇䊻᱄㏞㧈᷍ⰵ䇻㩰㘇⭥㏞䓴㎕㯖᷍䊻 Z[x] 㩰 A ⰵ䇻 B ⭥㝘゙㏐
⭤⨞ⳉ㈮㬨㸿䅃䅆⭥᱄⭌㬨䊻 Z[x] 㩰 PolyDivide 㰄ⳉ㬨㬫䇤䇻 25A ⼮ B ⭥᷍䅓㸋㰚
有⭥㤔㩭䊬㰄䊻 Z 㩰㬨䎜⨞⭥᱄䓽䐏᷍ⷙⰉ䎜⿘ D 䄵ゑ A;B 2 D[x]᷍㒏 b = lc(B)᷍
 = max( 1;deg(A)   deg(B))᷍㚨㗕 b+1A ⰵ䇻 B ⭥ PolyDivide 䊬㰄䊻 D 㩰㬨㋪
䄵䎜⨞⭥᷍Ⳗ⿹⭥ Q ⼮ R 分⢑⧧㸋 A ⨞䄵 B ⭥㸒㩭᱃ A 㚄 B ⭥㸒䈁数᱄㰝㗨㕛䔄
b+1A = BQ+R᷍㵍㬒 R = 0 〓 deg(R) < deg(B)᱄ A;B ⥛㪛⭥㸒㩭᱃㸒䈁数分⢑エ
㸋 pquo(A;B),prem(A;B)᱄㬖カ㩰᷍䎞㧈㻣㘇㰄ⳉ㰚䔗⭥᷍ A ⳕⶕ⧬䄵 b ⡩ A 一⪯
㾵⧬䄵 b+1 㾈㔫ⷝⷀ᱄
PolyPseudoDivide(A;B) (* 㝘゙㏐⭤ⱁ㼏㬞㸒分ㆃ *)
(* ⷙⰉ一⷗䎜⿘ D 䄵ゑ A;B 2 D[x] 㣳 B 6= 0᷍Ⳗ⿹ pquo(A;B) ⼮
prem(A;B)᱄*)
b lc(B); N  deg(A)  deg(B) + 1; Q 0; R A
while R 6= 0 㣳   deg(R) deg(B) >= 0 do
T  lc(R)x; N  N   1; Q bQ+ T;R bR  TB
end while
return
 
bNQ; bNR

㏞ 1.2.2. ⰵ䇻㏞ 1.2.1䐱⭥ A ⼮ B᷍㸳㗨有 b = 5; N = 2᷍⤃㣳ᷛ
Q R  T N
0 3x3 + x2 + x+ 5 1 3x 1
3x 14x2 + 2x+ 25 0 14 0
15x+ 14 52x+ 111  1
㰚䄵
25A = B (15x+ 14) + (52x+ 111)
1.3 㝘゙㏐⭣㰄ⳉ
㪉 D 㬨一⷗㝘゙㏐⭣䎜⿘㣳  : D n f0g ! N 㸋㡅⫔㾂函数᱄ D 㩰⭥㝘゙㏐⭣⨞
ⳉ㋪䇤㎕ェ㰄 D ⭥㦯㑞⷗䊋㯹⭥䔏⫔⹌䊝数᱄基⡟⭥㼌ⳉ㋪䄵⿹㯾⭞㝘゙㏐⭣᷍㰜䇤
㻣㘇⭥Ⳟⳉェ㰄㑞⷗䎜数⭥䔏⫔⹌䅓䓴ᷛ㧕 a = bq+ r, 䋓 gcd(a; b) = gcd(b; r)᱄㧈㻣Ⰹ
䅆㿓㑱 (ai)(i  0)ᷛ
a0 = a; a1 = b;㣳ⰵi  2(qi; ai) = EuclideanDivision(ai 2; ai 1)
䇪䇻ⰵ㦯⼯ x 2 D 有 gcd(x; 0) = x᷍⹫㩰㭗㿓㑱⭥䔏⽔一⷗⳨㒄䊋㯹㬨 a ⼮ b ⭥
䔏⫔⹌䅓䓴᱄䇷ⰵ䇻 ai 6= 0(i  1)᷍有 ai+1 = 0 〓 (ai+1 < (ai))᷍⹫㿓㑱䐜㚽有有㻿
⷗⳨㒄䊋㯹᱄䎃⢄䅞⨗㑬㵉⺞䐹ⶕ㝘゙㏐⭣⨞ⳉ㎕ェ㰄 gcd(a; b) ⭥㰄ⳉ᱄
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1.3 㝘゙㏐⭣㰄ⳉ
Euclidean(a; b) (* 㝘゙㏐⭣㰄ⳉ *)
(* ⷙ⨗㝘゙㏐⭣䎜⿘ D ⼮ a; b 2 D᷍Ⳗ⿹ gcd(a; b) *)
while b 6= 0 do
(q; r) EuclideanDivision(a; b) ᷉* a = bq + r *᷊
a b
b r
end while
return a
㏞ 1.3.1. ⰵ D = Q[x] 䐱⭥
a = x4   2x3   6x2 + 12x+ 15⼮b = x3 + x2   4x  4
㬚䇤㝘゙㏐⭣㰄ⳉᷛ
a b q r
x4   2x3   6x2 + 12x+ 15 x3 + x2   4x  4 x  3 x2 + 4x+ 3
x3 + x2   4x  4 x2 + 4x+ 3 x  3 5x+ 5
x2 + 4x+ 3 5x+ 5 15x+
3
5 0
5x+ 5 0
⹫ 5x+ 5 㬨 a ⼮ b 䊻 Q[x] 䐱⭥䔏⫔⹌䅓䓴᱄
㝘゙㏐⭣⨞ⳉ㋪䄵⤜㆗㆗Ⳗ⿹ a ⼮ b ⭥䔏⫔⹌䅓䓴᷍㵉⺞ビ⭆⭥㵹䍚⿚㋪䄵䍳⨗ D
䐱㬚⭤ sa+ tb = gcd(a; b) ⭥䊋㯹 s ⼮ t᱄䇪Ⰹ理 1.1.8᷍gcd(a; b) 㭕䇻 a ⼮ b 㪛⧪⭥理
㼌᷍⹫䎃䂚⭥䊋㯹㬝䐶⫇䊻᱄
ExtendedEuclidean(a; b) (* 㵹䍚㝘゙㏐⭣㰄ⳉ *)
(* ⷙ⨗㝘゙㏐⭣䎜⿘ D 䄵ゑ a; b 2 D᷍Ⳗ⿹ s; t; g 2 D 㬚⭤ g = gcd(a; b) ⤃
㣳 sa+ tb = g *)
a1  1; a2  0; b1  0; b2  1
while b 6= 0 do
(q; r) EuclideanDivision(a; b) ᷉* a = bq + r *᷊
a b; b r
r1  a1   qb1; r2  a2   qb2
a1  b1; a2  b2; b1  r1; b2  r2
end while
return (a1; a2; a)
㏞ 1.3.2. ㋝㔨⼮㏞ 1.3.1䐱㼁㵍⭥ a ⼮ b
a b q r
x4   2x3   6x2 + 12x+ 15 x3 + x2   4x  4 x  3 x2 + 4x+ 3
x3 + x2   4x  4 x2 + 4x+ 3 x  3 5x+ 5
x2 + 4x+ 3 5x+ 5 15x+
3
5 0
5x+ 5 0
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1 代数基础
a1 a2 b1 b2
1 0 1  x+ 3
1  x+ 3  x+ 3 x2   6x+ 10
 x+ 3 x2   6x+ 10 15x2   45  15x3 + 35x2 + 35x  3
䅓⪬ 5x+ 5 㬨 a ⼮ b 䊻 Q[x] 䐱⭥䔏⫔⹌䅓䓴᷍⤃㣳
( x+ 3)a+ (x2   6x+ 10)b = 5x+ 5 (1.4)
㧕䐜㿉䄋㻖数 s ⼮ t 䐱⭥一⷗᷍㚨㗕㸳㗨⤜Ⳣ㬚䇤ェ㰄ⶤ㻖数⭥⢅㾯⭥㵹䍚㝘゙㏐
⭣㰄ⳉᷛ
HalfExtendedEuclidean(a; b) (* ⟌㵹䍚㝘゙㏐⭣㰄ⳉ *)
(* ⷙ⨗㝘゙㏐⭣䎜⿘ D 䄵ゑ a; b 2 D᷍Ⳗ⿹ s; g 2 D 㬚⭤ g = gcd(a; b) 㣳
sa  g(modb)*)
a1  1; b1  0
while b 6= 0 do
(q; r) EuclideanDivision(a; b) ᷉* a = bq + r *᷊
a b; b r
r1  a1   qb1; a1  b1; b1  r1
end while
mathbfreturn (a1; a)
䎃⷗᱑⟌᱒㰄ⳉ㋪䇤䔘㵹䍚㝘゙㏐⭣㰄ⳉ⭥一⷗ⷀ㾈㳇代㠘᷍䅓㸋第二⷗㻖数㋪䄵
㵉⺞㻣㬞⭤⭞ᷛ
t =
g   sa
b
㡅䐱⨞ⳉ䓽㬨䎜⨞⭥᱄
ExtendedEuclidean(a; b) (* 㵹䍚㝘゙㏐⭣㰄ⳉ᱋᱋᱑⟌/㦌᱒版⡟ *)
(* ⷙ⨗㝘゙㏐⭣䎜⿘ D 䄵ゑ a; b 2 D᷍Ⳗ⿹ s; t; g 2 D 㬚⭤ g = gcd(a; b) ⤃
㣳 sa+ tb = g *)
(s; g) HalfExtendedEuclidean(a; b) ᷉* sa  g(mod b) *᷊
(t; r) EuclideanDivision(g   sa; b) ᷉* r ⡹㸋 0 *᷊
return (s; t; g)
㏞ 1.3.3. 䊺一⪯ェ㰄㏞ 1.3.1䐱 a ⼮ b ⭥㵹䍚 gcd᷍㸳㗨有ᷛ
1. (s; g) = HalfExtendedEuclidean(a; b) = ( x+ 3; 5x+ 5)
2. g   sa = x5   5x4 + 30x3   16x
3. (t; r) = PolyDivide(g   sa; b) = (x2   6x+ 10; 0)
⪴ⱙ㸳㗨䊺一⪯⭤⭞㑬(1.4)᱄
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1.3 㝘゙㏐⭣㰄ⳉ
㵹䍚㝘゙㏐⭣㰄ⳉ䄓㋪䄵䇤㎕ㆃⰋⳍ㵝Ⳟ⧭
sa+ tb = c (1.5)
㡅䐱䄲䐋 a; b; c 2 D 㤔 s; t 2 D᱄ (1.5)有ㆃ⭒㣳㆗⭒ c 䊻 a ⼮ b 㪛⧪⭥理㼌䐱᷍䄓ゕ c
㬨 gcd(a; b) 䊻 D 䐱⭥⡗数᱄㵹䍚㝘゙㏐⭣㰄ⳉ㻩㤔ㆃⳞ⧭ sa+ tb = gcd(a; b)᷍㬄㻣䐜
㿉䄋ⰵⷘㆃ⧬㩰 c/gcd(a; b)㎕⭤⭞(1.5)⭥一⷗ㆃ᱄䐖⭤一㳂⭥㬨᷍⭒ c䊻 a⼮ b㪛⧪⭥
理㼌䐱㬒᷍ (1.5)ㆃ⭥⷗数⼮ D 䐱䊋㯹⷗数㼁㵍᷉⭒ a ⼮ b ⳨㒄㬒᷊᷍ 䎃㬨䅓㸋ⰵ㦯⼯
d 2 D有 sa+tb = (s+bd)a+(t ad)b᱄㸋㑬⡄䐅前一⷗䐜有㑞⷗⤯数⭥㵹䍚㝘゙㏐⭣㰄
ⳉ㗜有⤜㤆⨟⭥⭹Ⳟ᷍㸳㗨䄓ㅌ䎃⷗㰄ⳉ⧧䔘᱑㵹䍚㝘゙㏐⭣㰄ⳉ᱒᱄䎞㧈䐏前㳂ゑ⭥᷍
⭒䐜㿉䄋一⷗㻖数㬒᷍㋪䄵䇤⟌㵹䍚版⡟⭥㰄ⳉ᱄䊻⪬䍚㬟㘉㭗⼮㶚⽔㵹䍚㬚䇤䐱᷍㸳
㗨㦰㸋ⷘ㵹䍚版⡟⭥㝘゙㏐⭣㰄ⳉⳖ⿹⭥ㆃ s〓䎀 (s; t)Ⱍ㕛䔄 s = 0〓䎀 (s) < (b)᱄
䊻ⱁ㼏㬞⿘䐱᷉有 (p) = deg(p)᷊᷍ 一⷗䐹䄋⭥㵧㔼㬨㧈⺜ deg(c)<deg(a)+deg(b)᷍㚨
㗕㸳㗨有 t = 0 〓 deg(t)<deg(a)᱄ⷝ㆙一⤞᷍㧕有 deg(s) <deg(b) 㣳 deg(t) deg(a)᷍
㚨㗕 deg(c) = deg(sa+ tb) = deg(tb) = deg(t) + deg(b)  deg(a) + deg(b)᱄
ExtendedEuclidean(a; b; c) (* 㵹䍚㝘゙㏐⭣㰄ⳉ᱋᱋ⰋⳎ㵝版⡟ *)
(* ⷙ⨗㝘゙㏐⭣䎜⿘ D 䄵ゑ a; b; c 2 D᷍ c 2 (a; b)᷍Ⳗ⿹ s; t 2 D 㬚⭤
sa+ tb = c 㣳〓䎀 s = 0 〓䎀 (s) < (b) ⧪㑃 *)
(s; t; g) ExtendedEuclidean(a; b) ᷉* g=sa+tb *᷊
(q; r) EuclideanDivision(c; g) ᷉* c=gq+r *᷊
if r 6= 0 then
error “c ⤜䊻 a ⼮ b 㪛⧪⭥理㼌䐱”
end if
s qs; t qt
if s 6= 0 and (s) > (b) then
(q; r) EuclideanDivision(s; b) ᷉* s=bq+r *᷊
s r; t t+ qa
end if
return (s; t)
㏞ 1.3.4. a ⼮ b 㦵㵍㏞ 1.3.1᷍㸳㗨䊻 Q[x] 䐱ㆃ sa+ tb = x2  1᱄㬚䇤 ExtendedEu-
clideanᷛ
1. (s; t; g) = ExtendedEuclidean(a; b) = ( x+ 3; x2   6x+ 10; 5x+ 5)
2. PolyDivide(x2   1; 5x+ 5) = ((x  1)/5; 0)
3. s qs = ( x2 + 4x  3)/5
4. t qt = (x3   7x2 + 16x = 10)/5
⪴ⱙ⭤⭞㧈㻣⭥ㆃᷛ
(
 x2 + 4x  3
5
)a+ (
x3   7x2 + 16x  10
5
)b = x2   1 (1.6)
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1 代数基础
HalfExtendedEuclidean(a; b; c) (* ⟌㵹䍚㝘゙㏐⭣㰄ⳉ᱋᱋ⰋⳎ㵝版⡟
*)
(* ⷙ⨗㝘゙㏐⭣䎜⿘ D 䄵ゑ a; b; c 2 D᷍ c 2 (a; b)᷍Ⳗ⿹ s 2 D 㬚⭤
sa  c(mod b) 㣳〓 s = 0 〓 (s) < (b) *)
(s; g) HalfExtendedEuclidean(a; b) ᷉* sa  g(mod b) *᷊
(q; r) EuclideanDivision(c; g) ᷉* c = gq + r *᷊
if r 6= 0 then
error “c ⤜䊻 a ⼮ b 㪛⧪⭥理㼌䐱”
end if
s qs
if s 6= 0 then
(q; r) EuclideanDivison(s; b) ᷉* s = bq + r *᷊
s r
end if
return s
㧈前㰚㭗 ᱑᷍⟌᱒版⡟㚽ⷙ⨗⡩㵹䍚ⰋⳎ㵝版⡟ⷝⷀ㾈⭥㳇代㠘᷍䅓㸋第二⷗㻖数
㋪䄵㵉⺞
t =
c  sa
b
⭤⭞᷍⤃㣳⨞ⳉ䓽㚽䎜⨞᱄
ExtendedEuclidean(a; b; c) (* 㵹䍚㝘゙㏐⭣㰄ⳉ᱋᱋᱑⟌/㦌᱒ⰋⳎ㵝版⡟
*)
(* ⷙ⨗㝘゙㏐⭣䎜⿘ D 䄵ゑ a; b; c 2 D᷍ c 2 (a; b)᷍Ⳗ⿹ s; t 2 D 㬚⭤
sa+ tb = c 㣳〓䎀 s = 0 〓䎀 (s) < (b) ⧪㑃 *)
s HalfExtendedEuclidean(a; b; c) ᷉* sa  c(mod b) *᷊
(t; r) EuclideanDivision(c  sa; b) ᷉* r ⡹㸋 0 *᷊
return (s; t)
㏞ 1.3.5. 䇤㏞ 1.3.1⭥ a ⼮ b 䊻 Q[x] 䐱ㆃ sa+ tb = x2   1᷍有
1. s = HalfExtendedEuclidean(a; b; x2   1) = ( x2 + 4x  3)/5
2. c  sa = x2   1  sa = (x6   6x5 + 5x4 + 30x3   46x2   24x+ 40)/5
3. (t; r) = PolyDivide(c  sa; b) = ((x3   7x2 + 16x  10)/5; 0)
⪴ⱙ㸳㗨⿹⭞㑬(1.6)᱄
ベ䇻㵹䍚㝘゙㏐⭤㰄ⳉ㋪䇤㎕㤔ㆃⰋⳍ㵝Ⳟ⧭᷍㸳㗨䄓㋪䇤㡅㎕ェ㰄⤠分分㬞分
ㆃ᱄㒏 d 2 D n f0g 㣳㒏 d = d1 : : : dn 㸋 d ⭥㦯䅃㕛䔄 gcd(di; dj) = 1ⰵi 6= j 分ㆃ᷉⤜
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1.3 㝘゙㏐⭣㰄ⳉ
一Ⰹ⿐㸋⤜㋪䊝⭥ ᱄᷊⪴ⱙⰵ㦯⼯ a 2 D n f0g 有 D 䐱⭥ a0; a1; : : : ; an 㬚⭤ⰵ i  1 有
ai = 0 〓䎀 (ai) < (di)᷍⤃㣳
a
d
=
aQn
i=1 di
= a0 +
nX
i=1
ai
di
᱄
䎃䂚⭥分ㆃ⧧㸋䔒⪴分ㆃ d = Qni=1 di ⭥⤠分分㬞分ㆃ᷍⤃㣳㡅ェ㰄㋪⺊ㆂ⭞㤔ㆃ
㾯㧈(1.5)⭥Ⳟ⧭᷍㆙ⱙ⺊ㆂ⭞㝘゙㏐⭣㰄ⳉ᱄ⷝ㆙一⤞⭹᷍㬸㻩䇪㝘゙㏐⭣⨞ⳉ㾕㻣
a = da0 + r᷍㡅䐱〓䎀 r = 0 〓䎀 (r) < (d)᱄㧕 n = 1᷍䋓 a/d = a0 + r/d 䄲㈎㬨㰚
㿉㾯㬞ᷜⴒ䋓䇪䇻ⰵ i 6= j 有 gcd(di; dj) = 1᷍㸳㗨有 gcd(d1; d2    dn) = 1᷍⹭䇪㵹䍚
㝘゙㏐⭣㰄ⳉ᷍㸳㗨㋪䄵䍳⭞ D 䐱⭥ a1 ⼮ b 㬚⭤
r = a1(d2    dn) + bd1 (1.7)
⤃㣳有 a1 = 0 〓䎀 (a1) < (d1)᱄㸳㗨㋪䄵⭾⺊⭹䁑䍳 b0; a2; : : : ; an 2 D 㬚⭤〓䎀
ai = 0 〓䎀 (ai) < (di)᷍⤃㣳
b
d2    dn = b0 +
nX
i=2
ai
di
:
䇤 d ⨞(1.7)㦜⽔ゴ㩰 a0᷍㸳㗨有
a
d
= a0 +
r
d
= a0 +
a1
d1
+
b
d2    = (a0 + b0) +
nX
i=1
ai
di
䐖⭤䓃䅃⭥㬨䊻ⱁ㼏㬞⿘⭥㤊㌗㻣᷍㧕䊻(1.7)䐱 deg(r)<deg(d) =degd1+deg(d2    dn)
㣳 deg(a1) <deg(d1)᷍㚨㗕 deg(b) <deg(d2    dn)᷍⪴ⱙ b0 = 0᱄
PartialFraction(a; d1; : : : ; dn) (* ⤠分分㬞分ㆃ *)
(* ⷙ⨗㝘゙㏐⭤䎜⿘ D᷍䎞䎜数 n ⼮ a; d1; : : : ; dn 2 D n f0gⰵi 6= j᷍Ⳗ⿹
a0; a1; : : : ; an 2 D 㬚⭤
a
d1    dn = a0 +
nX
i=1
ai
di
⤃㣳〓䎀 ai = 0 〓䎀 (ai) < (di)ⰵi  1᱄*)
(a0; r) EuclideanDivision(a; d1    dn) ᷉* a = (d1    dn)a0 + r *᷊
if n = 1 then
return (a0; r)
end if
(a1; t) PartialFraction(t; d2; : : : ; dn) ᷉* (a1) < (d1) *᷊
return(a0 + b0; a1; a2; : : : ; an)
㏞ 1.3.6. 㸳㗨㎕ェ㰄
f =
a
d
=
x2 + 3x
x3   x2   x+ 1 2 Q(x)
⭥䔒⪴分ㆃ d = (x+ 1)(x2   2x+ 1) = d1d2 ⭥⤠分分㬞分ㆃ᱄㸳㗨有ᷛ
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1 代数基础
1. (a0; r) = PolyDivide(a; d) = (0; x2 + 3x)
2. (a1; t) = ExtendedEuclidean(x2   2x+ 1; x+ 1; x2 + 3x) = ( 12 ; 3x+12 )
3. (b0; a2) = PartialFraction((3x+ 1)/2; x2   2x+ 1) = (0; (3x+ 1)/2)
⹫ f ⭥⤠分分㬞分ㆃ㬨
x2 + 3x
x3   x2   x+ 1 =
 1/2
x+ 1
+
(3x+ 1)/2
x2   2x+ 1 ￿
㵉⺞ㆂ⼰㝘゙㏐⭣⨞ⳉ᷍㸳㗨㋪䄵⭤⭞⤠分分㬞分ㆃ⭥ⶥ㆙ᷛ㒏 m  1 㣳 d 2
D n f0g᷍䋓ⰵ㦯⼯ a 2 D n f0g᷍⫇䊻 a0; a1; : : : ; am 2 D 㬚⭤ⰵ j  1 〓䎀 aj = 0 〓
䎀 (aj) < (d)᷍⤃㣳
a
dm
= a0 +
mX
j=1
aj
dj
￿
䎃䂚⭥分ㆃㅱ䔗a/dm ⭥ d ㆙䐧䍚㬞᱄䇤㝘゙㏐⭣⨞ⳉ㾕⨗ a = dq + am᷍㡅䐱〓䎀
am = 0 〓䎀 (am) < (d)᷍⪴ⱙ
a
dm
=
dq + am
dm
=
q
dm 1
+
am
dm
￿
㧕m = 1᷍㚨㗕㩰㬞㈮㬨㕛䔄 a0 = q⭥㰚㿉⢎⫐㬞᱄ⴒ䋓㸳㗨⭾⺊⭥䁑䍳 a0; a1; : : : ; am 1 2
D 㬚⭤ⰵ j  1 〓䎀 aj = 0 〓䎀 (aj) < (d)᷍⤃㣳
q
dm 1
= a0 +
m 1X
j=1
aj
dj
￿
䅓⪬᷍
a
dm
=
q
dm 1
+
am
dm
= a0 +
mX
j=1
aj
dj
￿
㻷㒏 d 2 D n f0g᷍⤃㒏 d = de11    denn 㸋 d ⭥㦯⼯分ㆃ᷉⤜一Ⰹ䄋⤜㋪䊝᷊᷍ 㡅䐱ⰵ
i 6= j 有 gcd(di; dj) = 1᷍⤃㣳ⷘ ei 㸋䎞䎜数᱄㻣㘇᷍ⰵ㦯⼯ a 2 D n f0g᷍㸳㗨㋪㬸㻩
ェ㰄 a/d ⭥䔒⪴ d = b1    bn ⭥⤠分分㬞分ㆃ᷍㡅䐱 bi = deii ᷛ
a
d
= a0 +
nX
i=1
ai
bi
= a0 +
nX
i=1
ai
deii
㦜⽔ェ㰄㗠⷗ゴ数⭥ di ㆙䐧䍚㬞⭤⭞
a
d
=
aQn
i=1 d
ei
i
= ~a+
nX
i=1
eiX
j=1
aij
dji
㡅䐱 ~a 2 D ⤃㣳ⰵ㗠⷗ i ⼮ j 〓䎀 aij = 0 〓䎀 (aij) < (di)᱄䎃⷗分ㆃ⧧䔘a/d ⭥
䔒⪴䅓䓴分ㆃ d =Qni=1 deii ⭥㶋㦌⤠分分㬞分ㆃ᷍〓䊻䇤 d ⭥⤜㋪䊝䅓数分ㆃ᷉䓃. . .᷊
㬒ビ⧧㸋 a/d ⭥㶋㦌⤠分分㬞分ㆃ᱄
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1.4 ㆂ㬞⼮䓴ヺ㬞
PartialFraction(a; d1; : : : ; dn; e1; : : : ; en) (* 㶋㦌⤠分分㬞分ㆃ *)
(*ⷙ⨗㝘゙㏐⭤䎜⿘ D᷍䎞䎜数 n; e1; : : : ; en ⼮ a; d1; : : : ; dn 2 Dnf0gⰵi 6= j᷍
Ⳗ⿹ a0; a1;1; : : : ; a1;e1 ; : : : ; an;1; : : : ; an;en 2 D 㬚⭤
a
de11    denn
= a0 +
nX
i=1
eiX
j=1
aij
dji
⤃㣳〓䎀 aij = 0 〓䎀 (aij) < (di)᱄*)
(a0; a1; : : : ; an) PartialFraction(a; de11 ; : : : ; denn )
for i 1 to n do
for j  ei downto 1 do
(q; aij) EuclideanDivision(ai; di) ᷉* ai = diq + qij *᷊
ai  q
end for
a0  a0 + ai
end for
return(a0; a1;1m; : : : ; an;1; : : : ; an;en)
㏞ 1.3.7. 㸳㗨㎕ェ㰄䔒⪴䅓䓴分ㆃ d = (x+ 1)(x  1)2 = d1d22 ⭥
f =
a
d
=
x2 + 3x
x3   x2   x+ 1 2 Q(x)
⭥㶋㦌⤠分分㬞分ㆃ᱄ⰵ a; d1; d2 ⼮䐙数 1 ⼮ 2 㬚䇤 PartialFraction᷍㸳㗨有ᷛ
(a0; a1; : : : ; an) = PartialFraction(x2 + 3x; x+ 1; (x  1)2) = (0; 1
2
;
3x+ 1
2
)
㦜⽔ᷛ
i j ai di q aij a0
1 1  1/2 x+ 1 0  1/2 0
2 2 (3x+ 1)/2 x  1 3/2 2 0
2 1 3/2 x  1 0 3/2 0
⪴ⱙ f ⭥㶋㦌⤠分分㬞分ㆃ㬨
x2 + 3x
x3   x2   x+ 1 =
 1/2
x+ 1
+
2
(x  1)2 +
3/2
x  1 ￿
䎃㏐㸳㗨䍚㬟⭥ェ㰄⤠分分㬞分ㆃ⭥㰄ⳉ㋪䄵⿹㯾⭞ 19 㬡ギ⭥ Hermite᱄䎃㏐㸳
㗨㈮⤜ⰵ有理函数⭥㳇代㰄ⳉ⼮ⷝ⼤⭥㬖㻷䍚㋋㑬᷍㡅㰝㬖㻷⼮㰝㗨⭥ⶕ䊴Ⱙ㤌⤯ボ
[1,45]᱄
1.4 ㆂ㬞⼮䓴ヺ㬞
䊻䎃ㅻ䐱᷍㸳㗨㲷㔼㑞⷗ⱁ㼏㬞⭥ㆂ㬞᱄㈂⹽㰝㗨㡑䊕䇻㬏㈦㬡ギ㦬㗨ⰵ⳨㼀㾵⭩
㬞㻖㵔⭥㦰㬗᷍⭌㬨ㆂ㬞䊻积分䐱⟈䁾㑬一⷗䐹䄋⭥ㅨ㩌᱄䊻䎜ㅻ䐱᷍ R 㬨一⷗ㅜ⿜
25
1 代数基础
⿘᷍ x 㬨 R 㩰一⷗⤜Ⰹ䊋᱄
Ⰹ䅆 1.4.1. 㪉 A;B 2 R[x]nf0g᱄A = anxn+  +a1x+a0᷍B = bmxm+  +b1x+b0᷍
㡅䐱 an 6= 0᷍ bm 6= 0᷍ n ⼮ m ⤜㦌㸋 0᱄ A ⼮ B ⭥ Sylvester ㈹䎔㬨➕㧈㻣Ⰹ䅆⭥
一⷗ n+m n+m ㈹䎔ᷛ
S(A;B) =
0BBBBBBBBBBBBBB@
an          a1 a0 1CCCCCCCCCCCCCCA
9=;m rows. . .
an          a1 a0
bm    b1 b0
9>>>>>>=>>>>>>;
n rows
. . .
. . .
. . .
bm    b1 b0
㡅䐱᷍ A 㬞⨗㻷㑬 m 㾱᷍ B 㬞⨗㻷㑬 n 㾱᱄
A ⼮ B ⭥ㆂ㬞㬨 S(A;B) ⭥㾱㑱㬞᱄
㏞ 1.4.1. 㪉 R = Z[t]᷍ A = 3tx2   t3   4 2 R[x]᷍ B = x2 + t3x  9 2 R[x]᱄ A ⼮ B
⭥ Sylvester ㈹䎔㸋
S(A;B) =
0BB@
3t 0  t3   4 0
0 3t 0  t3   4
1 t3  9 0
0 1 t3  9
1CCA
A ⼮ B ⭥ㆂ㬞㸋
det(S(A;B)) =  3t10   12t7 + t6   54t4 + 8t3 + 729t2   216t+ 16
㑞⷗ⱁ㼏㬞⭥ㆂ㬞⭥第一⷗有䇤⭥㾵䐫㬨䈌㰝㗨⭥ⷚ有⹹᱄
Ⰹ理 1.4.1. ([54] Chap.V x 10,[92] x5.9). 㪉 1; : : : ; n᷍ 1; : : : ; m᷍ a ⼮ b Ⱍ㬨 R
䐱⭥䊋㯹᷍㣳 a 6= 0᷍ b 6= 0᷍ A = a(x 1)    (x n)᷍ B = b(x  1)    (x  m)᱄
有㻣㬞⧪㑃ᷛ
resultant(A;B) = ambn
nY
i=1
mY
j=1
(i   j) = am
nY
i=1
B(i)
= ( 1)nmbn
mY
j=1
A(j) = ( 1)mnresultant(B;A)
䇪⪬㋪䐋᷍䊻䎜⿘ R 㩰㑞⷗㾱㑱㬞⭥ㆂ㬞㸋 0 ⭒㣳㆗⭒㰝㗨䊻 R ⭥㩭䈓㩰⭥代数
ⴃ⡶䐱有⹓㵍⭥㒄᱄
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1.4 ㆂ㬞⼮䓴ヺ㬞
㵧㔼 1.4.1. ([54] Chap.V x 10,[92] x5.8). 㪉 R 㬨一⷗䎜⿘᷍ K 㬨 R ⭥㩭䈓᷍ K ⭥
代数ⴃ⡶㸋 K᱄䋓᷍ⰵ䇻㦯䅃 A;B 2 R[x] n f0g᷍
resultant(A;B) = 0() 9 2 K;㬚⭤A() = B() = 0
㵧㔼 1.4.1 ⭥䐅㘘. 㪉 A;B 2 R[x] n f0g᷍㣳
A = a
nY
i=1
(x  )ei⼮B = b
mY
j=1
(x  )fj
分⢑㬨 A ⼮ B 䊻 K[x] 㩰⭥䐫䅓㬞分ㆃ᱄䇪 A 6= 0 6= B ㋪䐋 a 6= 0 6= b᷍䅓⪬⪴Ⰹ理
1.4.1 㸳㗨㋪䐋
C = resultant(A;B) = aMbN
nY
i=1
mY
j=1
(i   j)eifj
㡅䐱᷍ M =Pmj=1 fj᷍ N =Pni=1 ei᱄ K 㬨一⷗䈓᷍㧈⺜ C = 0᷍㚨㗕ⰵ䇻㚔一 i0 ⼮
j0 㕛䔄 ai0   bj0 = 0᱄⭌㧕  = i0 = j0᷍有 A() = B() = 0᱄㼁ⳕ⭹᷍㧈⺜ⰵ㚔一
 2 K᷍ A() = B() = 0᷍䇪 K 㬨一⷗䈓⼮⫇䊻 i0 ⼮ j0 㬚⭤ ai0   bj0 = 0᷍㚨㗕
ai0   bj0 = 0᷍ C = 0᱄
㑞⷗ⱁ㼏㬞⭥ㆂ㬞⭥㒎一⷗㾵䐫㬨有⹹㰝㗨⥛㪛⭥理㼌᱄
Ⰹ理 1.4.2. ([54] Chap.V x 10,[92] x5.8). ⰵ䇻㦯䅃 A;B 2 R[x]nf0g᷍㉚有 S; T 2 R[x]
㬚⭤ resultant(A;B) = SA+ TB᱄
䇪⪬㋪⭤᷍㸉一分ㆃ䎜⿘㩰⭥ⱁ㼏㬞⭥ㆂ㬞㸋 0 ⭒㣳㆗⭒㰝㗨有一⷗⳨㠞ⳓ⭥⹌䅓
䓴᱄
㵧㔼 1.4.2. ([92] x5.8). 㪉 R 㬨一⷗㸉一分ㆃ䎜⿘᱄䋓᷍ⰵ䇻㦯䅃 A;B 2 R[x] n f0g᷍
resultant(A;B) = 0() deg(gcd(A;B)) > 0
䓴ㆂ㬞㬨䊕䓵 Sylvester ㈹䎔⭥䓴㈹䎔⭥ⱁ㼏㬞᱄
Ⰹ䅆 1.4.2. 㪉 A;B 2 R[x] n f0g᷍ n = deg(A)᷍ m = deg(B)᷍ S 㬨 A ⼮ B ⭥
Sylvester ㈹䎔᷍ j 㬨一⷗㕛䔄 0  j < min(n;m) 䎜数᱄㒏 jS 㸋一⷗➕㧈㻣㩟⨞⺇䋓
⪴ S ⭤⭞⭥一⷗ n+m  2j  n+m ㈹䎔ᷛ
(i) 㩟⨞⪴ m  j + 1 ⭞ m 㾱 (ゕ A ⭥䔏⽔ j 㾱)
(ii) 㩟⨞ m+ n  j + 1 ⭞ m+ n 㾱 (ゕ B ⭥䔏⽔ j 㾱)
㒎㶃᷍ⰵ䇻 0  i  j᷍㪉 jSi 㬨㩟⨞ jSm + n   2j ⭞ m + n 㑱᷉⨞㑬 m + n   j   i
㑱᷊一⷗ m+ n  2j m+ n  2j ⭥Ⳟ䎔᱄㚨㗕 A ⼮ B ⭥ jth 䓴ㆂ㬞㸋
Sj(A;B) =
jX
i=0
det(jSi)x
i 2 R[x]
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1 代数基础
⪴Ⰹ䅆㸳㗨㋪䄵㋕⨗᷍ⰵ䇻㗠一⷗ j᷍ deg(Sj(A;B))  j᱄䄡㈾⢋䓝㭖䈐⧧ⳉ [60]᷍
㧈⺜ (Sj(A;B) < j)᷍㚨㗕⧧㡅㸋䅍⧄⭥᷍ (Sj(A;B)  j)᷍⧧㡅㸋⺇ⳗ⭥᱄㒎㶃᷍㧈
⺜ 0S0 = S᷍㚨㗕 S0(A;B) = resultant(A;B)᱄
㏞ 1.4.2. 㪉䊻 Z[x] 䐱 A = x2 + 1᷍ B = x2   1᱄ A ⼮ B ⭥ Sylvester ㈹䎔㸋
S(A;B) =
0BB@
1 0 1 0
0 1 0 1
1 0  1 0
0 1 0  1
1CCA
䇪Ⰹ䅆 1.4.2 ㋪䐋䓴㈹䎔ᷛ 0S =0 S0 = S(A;B)᷍ 1S =

1 0 1 0
1 0  1 0

᷍ 1S0 =
1 1
1  1

⼮ 1S1 =

1 0
1 0

㚨㗕A⼮B⭥䓴ㆂ㬞㸋 S0 = det(0S0) = 4 = resultant(A;B)᷍
㣳䅍⧄⭥ S1 = det(1S0) + det(1S1)x =  2᱄
䓴ㆂ㬞⭥㒎一⷗有䇤⭥㾵䐫㬨⭒⪯数⤜ブ㩺㬒᷍㰝㗨䈌⿘㵍㲍䇔㪅㬨㋪䄵ㅜ⿜⭥ᷜ
⭒ A ⼮ B 䐱䐜有一⷗⪯数ブ㩺㬒᷍䈌⿘㵍㲍䇔㪅䄓有一⷗㋪䐋⭥ⰵ䇇⹹㻖ᷛ䇪㦯一⷗
⿘㵍㲍䇔㪅ᷛ  : R! S ㋪䄵⭤⭞一⷗ⱁ㼏㬞⿘⭥㵍㲍䇔㪅  : R[x]! S[x]᷍䇪㻣㬞⢎
㬟ᷛ
(
X
ajx
j) =
X
(aj)x
j (1.8)
㻣㘇⭥Ⰹ理㘉㭗㑬䊻 A ⼮ B ⭥䔏ⷀ⪯㻖数⤜。Ⱍ⡜  䇔㪅㸋 0 ⭥㬒⽓᷍㧈⼯䇪
Sj(A;B) ェ㰄⨗ Sj((A); (B))᱄
Ⰹ理 1.4.3. ([64] x 7.8) 㪉  : R ! S 㬨一⷗⿘㵍㲍䇔㪅᷍  : R[x] ! S[x] 䇪⭩㬞
(1.8) ⷙ⨗᷍㣳 A;B 2 R[x] n f0g᱄㧈⺜ deg((A)) = deg(A)᷍㚨㗕
(Sj(A;B)) = (lc(A))
deg(B) deg((B))Sj((A); (B))
㡅䐱᷍ 0  j < min(deg(A); deg((B)))᱄
㲹⢑㳂㾲᷍⭒ A 〓 B 㬨㬸一⭥᷍〓䎀 deg(A) = deg((A)) 㣳 deg(B) = deg((B))
⭥㬒⽓᷍ (Sj(A;B)) = Sj((A); (B))᱄Ⰹ理 1.4.3 ㋪⡜䇤䇻㲹⿐⿘㵍㲍᷍㧈⺜ R 㬨
R = D[t1; : : : ; tn] ⭥㾯㬞᷍㡅䐱 ti Ⱍ㬨Ⱑ㑃⭥⤜Ⰹ䊋ᷜ S 㬨⟝⼍ D ⭥⿘᷍ 1; : : : ; n
㬨 S 䐱ⷙⰉ⭥䊋㯹᷍⤃㣳  : R ! S 㬨一⷗⿘㵍㲍䇔㪅᷍㰝䊻 D 㩰㬨⽄⭩䇔㪅᷍㣳ㅌ
ti 䇔㪅㸋 i᱄䊻䎃䐷㤊㌗㻣᷍Ⰹ理 1.4.3 㯖㘘᷍䄋ェ㰄ⷙⰉ⤯数 ti ⭥䓴ㆂ㬞⭥䐖᷍㋪䄵
䓋⿐㸋ェ㰄㼁䇇⭥㑞⷗䔏⨖ⱁ㼏㬞⭥䓴ㆂ㬞代㧌㲹Ⰹ䐖⭥ㆂ⺜᱄
㏞ 1.4.3. 㪉䊻 Z[t][x] 䐱᷍ A = 3tx2   t3   4 2 R[x]᷍ B = x2 + t3x   9᱄ A ⼮ B ⭥
Sylvester ㈹䎔㸋
S(A;B) =
0BB@
3t 0  t3   4 0
0 3t 0  t3   4
1 t3  9 0
0 1 t3  9
1CCA
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1.5 ⱁ㼏㬞㬄䈁㿓㑱
⤃㣳有Ⰹ䅆 1.4.2 ㋪䐋䓴ㆂ㬞ᷛ 0S =0 S0 = S(A;B)᷍ 1S =

3t 0  t3   4 0
1 t3  9 0

᷍
1S0 =

3t  t3   4
1  9

᷍⼮ 1S1 =

3t 0
1 t3

᱄㰚䄵᷍ A ⼮ B ⭥䓴ㆂ㬞㬨
S0(A;B) = resultantx(A;B) = det(0S0) =  3t10 12t7+t6 54t4+8t3+729t2 216t+16
S1(A;B) = det(1S1)x+ det(1S0) = 3t
4x+ t3   27t+ 4
㻷䊻㋝㔨ⶔ䐖䇔㪅᷍ t ! 1᷍ゕ㵍㲍䇔㪅  : Z[t] ! Z᷍ⷙⰉ (t) = 1 ⼮ (n) = n᷍
ⰵ䇻 n 2 Z᱄㸳㗨有 (A) = 3x2   5᷍⼮ (B) = x2 + x   9᷍䋓䇪Ⰹ理 1.4.3 ㋪䐋
S0((A); (B)) = resultantx(3x
2 5; x2+x 9) = (S0(A;B)) = 469᷍S1((A); (B)) =
(3t4x+ t3   27t+ 4) = 3x  22᱄
1.5 ⱁ㼏㬞㬄䈁㿓㑱
㻷䊻㸳㗨䅞㧌ⱁ㼏㬞㬄䈁㿓㑱䎃⷗ⶦ㛏᷍㰝㬨ェ㰄䔏⫔⹌䅓䓴⼮ㆂ㬞⭥㝘゙㏐⭤㰄
ⳉ⭥ⶦ㎉᱄䊻䎃一ㅻ䐱᷍㪉 D 㬨一⷗䎜⿘㣳 x 㬨㡅䐱⭥⢅㑠᱄
Ⰹ䅆 1.5.1. 㪉 A;B 2 D[x]᷍ B 6= 0 㣳 deg(A)deg(B)᱄ A 䈌 B ⭥ⱁ㼏㬞㬄䈁㿓㑱㬨
D[x] 䐱⭥一⷗㿓㑱 (Ri)i0 㕛䔄
(i) R0 = A;R1 = B
(ii) ⰵ i  1᷍
iRi+1 =

0 ⭒Ri = 0
prem(Ri 1; Ri) ⭒Ri 6= 0
㡅䐱 (i)i0 㬨 D 䐱⭥⳨㒄㿓㑱᱄
⪴Ⰹ䅆䐱㋪䄵㤆⨟⭹㋕⭞ⰵ䇻㦯䅃 i  1᷍〓䎀 Ri+1 = 0 〓䎀 deg(Ri+1)<deg(Ri)᷍
䅓⪬
(i) 一⷗ⱁ㼏㬞㬄䈁㿓㑱䐜有有㻿⷗⳨㒄䊋㯹᱄
(ii) 㧈⺜ Ri 6= 0; Rj 6= 0;deg(Ri)=deg(Rj) 㣳 i; j  1᷍㚨㗕 i = j᷉ゕ䐜有 R0 ⼮ R1 ⤦
㋪㚽⪯数㼁㵍 ᱄᷊
Ⰹ䅆 1.5.2. 㪉 A;B 2 D[x]᱄⧧ A 㼁㯧䇻 B᷍㧈⺜⫇䊻 a; b 2 D n f0g 㬚⭤ aA = bB᱄
⪴ⱁ㼏㬞㬄䈁㿓㑱⭥Ⰹ䅆䐱㸳㗨㋪䄵㋕⭞᷍⤜㵍⭥ i 㿓㑱。⥛㪛⤜㵍㏁㾮⭥ⱁ㼏
㬞㬄䈁㿓㑱᱄㏞㧈᷍㒏 i = 1 ⭤⭞⭥ⱁ㼏㬞㬄䈁㿓㑱㈮㬨 A 䈌 B ⭥㑍㿙㸒䈁㼏㿓㑱᷍
㰝⡜⧧㸋 A 䈌 B ⭥㝘゙㏐⭤ⱁ㼏㬞㬄䈁㿓㑱᱄㒏 i 㸋 D 䐱 prem(Ri 1; Ri) 㻖数⭥䔏
⫔⹌䅓䓴᷍㰚⭤⭞⭥ⱁ㼏㬞㬄䈁㿓㑱⧧㸋 A 䈌 B ⭥䊎㬝ⱁ㼏㬞㬄䈁㿓㑱᱄有一⷗䐹䄋
ㆂ㔼㬨᷍㧈⺜ D 㬨㸉一分ㆃ䎜⿘᷍㚨㗕ⱁ㼏㬞㬄䈁㿓㑱䐱䔏⽔一⷗⳨㒄䊋㯹㼁㯧䇻 A
䈌 B ⭥䔏⫔⹌䅓䓴᱄
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1 代数基础
Ⰹ理 1.5.1. 㪉 D 㸋㸉一分ㆃ䎜⿘᷍ A;B 2 D[x]᷍ B 6= 0 㣳 deg(A) deg(B)᱄㒏
(R0; R1; : : : ; Rk; 0; : : :) 㬨 A 䈌 B ⭥ⱁ㼏㬞㬄䈁㿓㑱᷍㡅䐱 Rk 6= 0᱄㚨㗕ⰵ 0  i; j 
k᷍有 gcd(Ri; Ri+1) 㼁㯧䇻 gcd(Rj ; Rj+1)᱄㲹⢑⭹᷉i = 0; j = k 㬒᷊᷍ Rk 㼁㯧䇻
gcd(A;B)᱄
Ⰹ理 1.5.1⭥䐅㘘. 㪉 0  i < k᷍ G =gcd(Ri; Ri+1)᷍ H =gcd(Ri+1; Ri+2)᱄䅓㸋 i < k
㣳 Ri+1 6= 0᷍㰚䄵䇪ⱁ㼏㬞㬄䈁㿓㑱⼮㸒䈁数⭥Ⰹ䅆䐋᷍⫇䊻 ;  2 D n 0 ⼮ Q 2 D[x]
㬚⭤
Ri = Ri+1Q+ Ri+2:
䅓⪬ H j Ri᷍䇷 H j Ri+1᷍㚨㗕 G 㬨 Ri ⼮ Ri+1 ⭥䔏⫔⹌䅓㬞᷍㰚䄵 H j G᱄
⪴㩰㘇⭥⭩㬞㸳㗨⭤⭞ G j Ri+2᱄䇷 G j Ri+1 㰚䄵 G j H᱄㰚䄵⫇䊻 Q1; Q2 2 D[x]
㬚⭤ G = HQ1᷍ H = GQ2᱄䇪⪬㋪⭤ G = GQ1Q2᷍㰚䄵 Q1; Q2 2 D᷍䅓⪬
G 㼁㯧䇻 H᱄䅓⪬᷍⭒ j = i + 1 㬒Ⰹ理⧪㑃᱄䇪䇻㼁㯧㾵㬨㋪⪌⭾⭥᷍㚨㗕Ⰹ理ⰵ
0  i < j  k Ⱍ⧪㑃᱄䇪䇻㼁㯧㾵㬨ⰵ⧧⭥᷍㚨㗕Ⰹ理ⰵ 0  i 6= j  k Ⱍ⧪㑃᱄ i = j
㬒㻵㦜⧪㑃᱄㰚䄵Ⰹ理ⰵ 0  i; j  k ⧪㑃᱄
㰚䄵᷍ A 䈌 B ⭥㦯⼯ⱁ㼏㬞㬄䈁㿓㑱Ⱍ⟝⼍ gcd(A;B)᱄㵍㬒᷍㰚有 A 䈌 B ⭥
⳨㒄䓴ㆂ㬞Ⱍ㼁㯧䇻㿓㑱䐱⭥㚔一䊋㯹᱄㻣㘇⭥ⱁ㼏㬞㬄䈁㿓㑱基⡟Ⰹ理ⷙ⨗㑬㼁㯧㻖
数⭥㘘㦘⹌㬞᱄
Ⰹ理 1.5.2. 㪉 A;B 2 D[x]᷍ B 6= 0 㣳 deg(A) deg(B)᱄㒏 (R0; R1; : : : ; Rk; 0; : : :) 㬨
A 䈌 B ⭥ⱁ㼏㬞㬄䈁㿓㑱᷍㡅䐱 Rk 6= 0᱄㒏 i = 1; : : : k᷍㪉 ni = deg(A)  deg(B)᷍
ri 㬨 Ri ⭥㬸㼏㻖数᱄㚨㗕᷍ⰵ䇻㦯䅃⭥ j 2 f0; : : : ; deg(B)  1g᷍
Sj(A;B) =
8<:
iRi 㧈⺜ j = ni 1   1
iRi 㧈⺜ j = ni
0 㡅㰜㤊㌗
㡅䐱
i = ( 1)ir1 ni 1+nii 1
i 1Y
j=1
24 j
r
1+nj 1 nj
j
!1+nj ni 1
r
nj 1 nj+1
j
35
i = ( 1)irni 1 ni 1i
i 1Y
j=1
" 
j
r
1+nj 1 nj
j
!nj ni
r
nj 1 nj+1
j
#
(1.9)
i =
i 1X
j=1
(nj   ni 1 + 1)(nj 1   ni 1 + 1); i =
i 1X
j=1
(nj 1   ni)(nj   ni) (1.10)
A 䈌 B ⭥䓴ㆂ㬞ⱁ㼏㬞㬄䈁㿓㑱㬨一⷗㲹㭃⭥ⱁ㼏㬞㬄䈁㿓㑱᷍㰝㬨䇪 Collins ⼮
Brown 㳂⨗⭥᷍ゕⰉ理 1.5.2䐱 i = 1 ⭥㤊㌗᱄㰝㬨㵉⺞㧈㻣ⰵ i ⭥⭾⺊⭤⭞⭥ᷛ
R0 = A;R1 = B; 1 =  1; 1 = ( 1)1+1
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1.5 ⱁ㼏㬞㬄䈁㿓㑱
㣳 (
i+1 = ( lc(Ri))i1 ii
i+1 =  lc(Ri)i+1i+1
ⰵ䇻㦯䅃⭥ i  1 有 i = deg(Ri 1)  deg(Ri)᱄㰝⭥䐹䄋㾵䐫有㻣㘇⭥Ⰹ理ⷙ⨗᱄
Ⰹ理 1.5.3. 㪉 A;B 2 D[x]᷍㣳 deg(A) deg(B)᷍ (R0; R1; R2; : : : ; Rk; 0; : : :) 㬨 A 䈌
B ⭥ PRS ⭥䓴ㆂ㬞᷍㡅䐱 Rk 6= 0᷍㣳 ni = deg(Ri)᷍ i = 1; : : : ; k᱄㚨㗕᷍
8j 2 f0; : : : ; deg(B)  1g ;
Sj(A;B) =
8<:
Ri ⭒j = ni 1   1
iRi ⭒j = ni
0 㡅㰜
㡅䐱 i 䇪 1.9ⷙ⨗᱄
䎃⷗Ⰹ理⥛㪛㑬ェ㰄 A 䈌 B ㆂ㬞⭥㰚㸞⭥䓴ㆂ㬞㰄ⳉᷛ㧈⺜ deg(A)  deg(B)᷍
㚨㗕䇪Ⰹ䅆᷍ A 䈌 B ⭥䓴ㆂ㬞㸋 S0(A;B)᷍䅓⪬㸳㗨㋪䄵ェ㰄 A 䈌 B ⭥ PRS 䓴
ㆂ㬞᱄㧈⺜ deg(Rk) > 0᷍㚨㗕 A 䈌 B ⼍有⹌䅓䓴᷍㰚䄵 A 䈌 B ⭥䓴ㆂ㬞㸋 0᱄ⴒ
䋓᷍䇪Ⰹ理 1.5.3㋪䐋 S0(A;B) 䄋㗕⭩䇻 Rk᷍㧈⺜ deg(Rk 1) = 1ᷜ䄋㗕⭩䇻 kRk᷍
㧈⺜ deg(Rk 1) > 1᱄䊻⽔一䐷㤊㌗᷍䇪䇻 nk = 0᷍ k ⭥ェ㰄㋪䄵ビ⿐ᷛ㬞 1.10⢅㸋
k = 
k 1
j=1nj 1nj᷍㰚䄵 ( 1)k = k 1j=1( 1)nj 1nj᱄⭒ nj 1 ⼮ nj Ⱍ㬨㡇数㬒᷍㻖数
 1 。⨗㻷䊻ㆂ⺜䐱᱄㆙一⤞᷍䇪䇻 deg(Rk) = 0᷍ rk = Rk ⼮ 1.9⢅㸋
k = ( 1)kRnk 1 1k
k 1Y
j=1
" 
j
r
1+nj 1 nj
j
!nj
r
nj 1 nj+1
j
#
㧈⺜ deg(A) <deg(B)᷍㸳㗨㋪䄵ェ㰄⨗ B ⼮ A ⭥䓴ㆂ㬞 PRS᷍䄵ゑ䇪Ⰹ理 1.4.1㋪䐋
resultant(A;B) = ( 1)deg(A)deg(B)resultant(B;A)᱄
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1 代数基础
SubResultant(A;B) (* 䓴ㆂ㬞㰄ⳉ *)
(* ⷙⰉ䎜⿘ D ⼮ A;B 2 D[x] 㣳 B 6= 0᷍ deg(A) > deg(B)᷍Ⳗ⿹ resul-
tant(A;B) ⼮ A ⼮ B 䓴ㆂ㬞 PRS (R0; R1; : : : ; Rk; 0) *)
R0  A;R1  B
i 1; 1   1
1  deg(A)  deg(B)
1  ( 1)1+1
while Ri 6= 0 do
ri  lc(Ri)
(Q;R) PolyPseudoDivide(Ri 1; Ri)
Ri+1  R/i (* 䎃一⨞ⳉ䓽㚽䎜⨞ *)
i i+ 1
i  ( ri 1)i 11 i 1i 1
i  deg(Ri 1)  deg(Ri)
i   ri 1ii
end while
k  i  1
if deg(Rk) > 0 then
return(0; (R0; R1; : : : ; Rk; 0))
end if
if deg(Rk 1) = 1 then
return(Rk; (R0; R1; : : : ; Rk; 0))
end if
s 1; c 1
for j  1 to k   1 do
if deg(Rj 1) 㬨㡇数㣳 deg(Rj) 㬨㡇数 then
s s
end if
c c

j/r
1+j
j
deg(Rj)
r
deg(Rj 1) deg(Rj+1)
j
end for
return (scRdeg(Rk 1)k ; (R0; R1; : : : ; Rk; 0))
㏞ 1.5.1. 㻣㘇㬨 A = x2 + 1 ⼮ B = x2   12 Z[x] ⭥䓴ㆂ㬞㰄ⳉ⺞⧭ᷛ
i Ri i i i ri r
1+i
i
0 x2 + 1 1
1 x2   1  1 0  1 1 1
2  2  1 2  1  2  8
3 0
㸳㗨⭤⭞ k = 2᷍ deg(R2) = 0 ⼮ deg(R1) = 2᷍㰚䄵㸳㗨ェ㰄 s ⼮ cᷛ
j deg(Rj 1) deg(Rj) s c
1 2 2 1 1
2 2 0 1 1
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1.6 ⡟䊎ⱁ㼏㬞
㰚䄵 R = scR22 = 4 = resultant(x2 + 1; x2   1)᱄
㏞ 1.5.2. 㻣㘇㬨 A = 3tx2  t3  4 ⼮ B = x2 + t3x  9 2 D[x] 㣳 D = Z[t] ⭥䓴ㆂ㬞㰄
ⳉ⺞⧭ᷛ
i Ri i i i ri r
1+i
i
0 A 3t
1 B  1 0  1 1 1
2 3t4x+ t3   27t+ 4  1 1 1 3t4 9t8
3 R  3t4 1 9t8 R R2
4 0
㡅䐱 R =  3t10   12t7 + t6   54t4 + 8t3 + 729t2   216t+ 16 2 D᱄㸳㗨⭤⭞ k = 3᷍
deg(R3) = 0 ⼮ deg(R2) = 1᷍㰚䄵 R = resultantx(A;B)᷍㧈㏞ 1.4.3᱄
1.6 ⡟䊎ⱁ㼏㬞
㪉 D 㸋㸉一分ㆃ䎜⿘᷍ x 㸋 D 㩰⭥一⷗⢅㑠᱄㚨㗕䇪Ⰹ理 1.1.3᷍䔏⫔⹌䅓㬞䓽
㬨⫇䊻⭥᱄䊻䎃一⤠分᷍㸳㗨䁱㈠ D[x] 䐱䊋㯹⭥㻖数⭥䔏⫔⹌䅓数⭥㾵䐫᱄
Ⰹ䅆 1.6.1. 㪉 A = ni=0aixi 2 D[x] n 0᱄ A ⭥㦾㑠㬨
content(A) = gcd(a0; : : : ; an) 2 D
㸳㗨䄓⧧ A 㬨⡟䊎⭥᷍㧈⺜ content(A) 2 D᱄䔏䐶᷍ A ⭥⡟䊎⤠分㸋
pp(A) = Acontent(A) 2 D[x]
➕䍶⺀㏞᷍ content(0) = pp(0) = 0 㣳 0 ⤜㬨⡟䊎⭥᱄
䓃䅃᷍㼒䔏⫔⹌䅓䓴一䂚᷍㦾㑠⼮⡟䊎⭥⤠分Ⱍ㬨㵉⺞⧬䄵一⷗⭆㸜㎕Ⰹ䅆⭥᱄
䊻䎃⡟㭊䐱㸳㗨ズ㪉一⷗⭆㸜㬨前⽔一䐣⭥㬚⭤ A = content(A)pp(A)᷍ⰵ㦯䅃 A 2
D[x]᱄㵍㬒᷍⡟䊎㾵䄡㎖䇻⿘ D᱄⭒ D ㎊䍚㸋ⷝ⫔⭥㸉一分ㆃ䎜⿘㬒᷍⳨⡟䊎ⱁ㼏㬞
㋪䄵⧪㸋⡟䊎⭥ᷛ䔘㸋 Z[x] ⭥䊋㯹᷍ 4x + 6 ⤜㬨⡟䊎⭥᷍⭌䔘㸋 Q[x] ⭥䊋㯹㬨⡟䊎
⭥᱄㬖カ㩰᷍㧈⺜ D 㬨一⷗䈓᷍㚨㗕㗠一⷗⳨㒄ⱁ㼏㬞Ⱍ㬨⡟䊎⭥᱄㪉 P 2 D[x] nD
㸋⤜㋪䊝⭥᱄䇪䇻 P = content(P )pp(P ) ⼮ pp(P ) ⤜㬨一⷗⭆㸜᷍䅓ⱙ content(P ) 一
Ⰹ㬨一⷗⭆㸜᷍䅓⪬ P 㬨⡟䊎⭥᱄
㦾㑠⭥基⡟㾵䐫㬨㰜㗨㬨㋪⧬⭥᱄䎃一㈎⮅⭥ㆂ⺜㎕䓵䇻ⷀ㯚᷍⡜㦬㭍䐋㸋ⷀ㯚䅞
理ᷛ
䅞理 1.6.1.
content(AB) = content(A)content(B)￿￿￿A;B 2 D[x]
䅓⪬᷍⡟䊎ⱁ㼏㬞⭥⧬积䄓㬨⡟䊎⭥᱄䎃ⰵ D[x] 䐱䐫䅓㬞分ㆃ⭥㬸㼏㻖数有
㰚䇑㼍ᷛ㪉 A 2 D[x] 㸋⳨㒄䊋᷍ A = umj=1pdjj ni=1P eii 㬨㰝⭥䐫䅓㬞分ㆃ᷍㡅䐱
u 2 D᷍㗠一⷗ pj 䊻 D 䐱Ⱍ⤜㋪䊝᷍㗠一⷗ Pi 䊻 D[X] n D 㩰Ⱍ⤜㋪䊝᱄㗠一
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1 代数基础
Pi 㧈㩰㰚㭗Ⱍ㬨⡟䊎⭥᷍䅓⪬ i = 1nP eii 㬨⡟䊎⭥᷍㰚䄵䇪䅞理 1.6.1᷍ⰵ䇻一㾊
v 2 D᷍ content(A) = uvmj=1pdjj ᱄㧈⺜ A 㬨⡟䊎⭥᷍䇪 D 㩰䐫䅓㬞分ㆃ⭥㸉一㾵㋪
䐋 m = 0᷍㰚䄵㸳㗨㋪䄵㸋㦾㑠䁂䋒⼰㬫⭥⭆㸜㬚⭤ pp(A) ⭥䐫䅓㬞分ㆃ有㧈㻣㾯㬞ᷛ
pp(A) = ni=1Piei᷍㡅䐱 Pi 㬨⿆䐫⭥᷍㣳 deg(Pi) > 0᱄䊻㻣㘇⭥Ⰹ䅆䐱䄵ゑ⭒㸳㗨䊻
积分㰄ⳉ䐱㬚䇤⡟䊎⤠分⭥㬒⽓᷍㸳㗨㏜䇤䎃一㬣㬖᱄
Ⰹ䅆 1.6.2. 㪉 A 2 D[x] 㣳 pp(A) = ni=1P eii 㬨㰝⡟䊎⤠分⭥䐫䅓㬞分ㆃ᷍㡅䐱ⰵ㦯䅃
i᷍ ei  1᱄㸳㗨Ⰹ䅆 A ⭥㸿㠞Ⳟ⤠分㸋
A =
nY
i=1
Pi
㣳ⰵ k 2 Z; k  0᷍ A ⭥ k  ㅖㅸ㸋
A k =
nY
i=1
P
max(0;ei k)
i =
Y
ijei>k
P ei ki
䓃䅃 A 0 = pp(A)᱄㸋㑬Ⳟ⢄㸳㗨ビ⧧ A 1 㸋 A ⭥ㅖㅸ᷍㣳エ㸋 A ᷍ゕ
A  = A 1 =
nY
i=1
P ei 1i
䔘㸋Ⰹ䅆⭥ㆂ㔼㸳㗨⭤⭞㧈㻣有䇤⭥⹹㻖ᷛ
AA  = pp(A) (1.11)
A k = A i
 j ￿￿i; j  0￿i+ j = k
㩰㘇⭥⹹㻖䐱一⷗㲹㭃⭥㤊㌗㬨ᷛ
A k+1 = A k
  (1.12)
㩰㬞䈌 1.11⹓㵍⭤⭞
A k+1 =
A k
A k
(1.13)
㈂⹽㸿㠞Ⳟ⤠分䈌ㅖㅸ㬨ⷚ㈾䐫䅓㬞分ㆃⰉ䅆⭥᷍㰝㗨㋪䄵㵉⺞䊻 D[x] 䔏⫔⹌䅓
䓴⭥ェ㰄㎕⭤⭞᱄䔏基⡟⭥㼌ⳉ㬨 A ⭥一⷗䐫䅓㬞⨞䄵 dA/dx ⡩ A 㩺一⪯᱄
Ⰹ理 1.6.1. 㪉 A;P 2 D[x] nD 㣳 n > 0 㸋䎜数᱄䇻㬨
(i) Pn+1jA) Pnjgcd(A; dA/dx)᷍
(ii) 㧈⺜ P 㬨⤜㋪分ㆃ⭥᷍㣳 char(D) = 0᷍㚨㗕 Pnjgcd(A; dA/dx)) Pn+1jA᱄
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1.7 㸿㠞Ⳟ䅓䓴分ㆃ
Ⰹ理 1.6.1⭥䐅㘘. (i) ズ㪉 Pn+1jA᷍㚨㗕⫇䊻 B 2 D[x] 㬚⭤ A = Pn+1B᱄䅓⪬᷍
dA
dx
= Pn+1
dB
dx
+ (n+ 1)PnB
dP
dx
㰚䄵 PnjdA/dx᷍䇪⪬㋪⭤ Pnjgcd(A; dA/dx)᱄(ii) ズ㪉 D 有㲹䎘 0᷍ P 㬨⤜㋪分ㆃ
⭥᷍㣳 Pnjgcd(A; dA/dx)᱄㪉 m > 0 㬨一⷗㸉一⭥䎜数㬚⭤ PmjA 㣳 Pm+1 6 jA᱄㚨㗕
⫇䊻 B 2 D[x] 㬚⭤ A = PmB 㣳 P 6 jB᱄䎞㧈 (i)᷍㸳㗨有
dA
dx
= Pm
dB
dx
+mPm 1B
dP
dx
㸳㗨有 m  n 䇪䇻 PnjA᱄ズ㪉 m = n᱄㚨㗕᷍
dA
dx
  PndB
dx
= nPn 1B
dP
dx
㸳㗨有 PnjdA/dx᷍㰚䄵 PnjnPn 1B(dP/dx)᷍䅓⪬ P jnB(dP/dx)᱄⭌㬨 P 㬨⤜㋪分
ㆃ⭥⤃㣳 P 6 jB᷍㰚䄵 P jn(dP/dx)᱄䊻㲹䎘 0᷍ n(dP/dx) 㬨⳨㒄⭥⤃㣳⼍有⡩ P ⷝ
㾂⭥ㅸ᷍㰚䄵 P 6 jn(dP/dx)᱄䅓⪬ m 6= n᷍㰚䄵 m > n᷍䅓⪬ Pn+1jA᱄
䇪Ⰹ理 1.6.1⭤⭞⭥䐒ㅴㆂ㔼㬨⭒ D ⼍有㲹䎘 0 㬒᷍
A  = gcd

A;
dA
dx

(1.14)
ⰵ㦯䅃⡟䊎⭥ A᷍⤃㣳 A ㋪䄵㵉⺞ 1.11ェ㰄⭤⭞᱄ A ⭥㆙一⤞⭥ㅖㅸ㋪䄵㵉
⺞ 1.12⭾⺊⭤⭞᱄㸿㠞Ⳟ⤠分⼮ㅖㅸ䅓⪬⡩䐫䅓㬞分ㆃⷝ㦾䄸ェ㰄᱄㸳㗨ㅌ䊻㻣一ㅻㆊ
㩽㸿㠞Ⳟ分ㆃ⭥ⶦ㛏㬒䊬䇤䎃䐷Ⳟⳉ᱄
1.7 㸿㠞Ⳟ䅓䓴分ㆃ
㒏 D 㬨㸉一分ㆃ䎜⿘᷍㣳 x 㬨 D 㩰⭥⤜Ⰹ䊋᱄⪴ⱙ D[x] 㬨一⷗㸉一分ㆃ䎜⿘᷍
ゕ㗠⷗ A 2 D[x] 有分ㆃ⭞⤜㋪䊝䊋㯹⭥䅓䓴分ㆃ᱄䓽㳆㩰㎕㯖䎃䂚⭥䅓䓴分ㆃ㬨⼽㚲
ェ㰄⭥᷍⭌㬨有㒎㶃⭥䅓䓴分ㆃ䊻⼽ⱁ⧂⼰㋪䄵䔘㸋㳇代㬚䇤᷍⤃㣳ⷝ䄸䇻ェ㰄᱄䊻䎃
一ㅻ㸳㗨ㅌㆊ㩽㸿㠞Ⳟ䅓䓴分ㆃ᷍㰝䑘䄋⡜䇤䊻积分㰄ⳉ䐱᱄
Ⰹ䅆 1.7.1. ⧧ A 2 D[x] 㬨㸿㯌⭥᷍㧈⺜⤜⫇䊻 B 2 D[x] nD 㬚⭤䊻 D[x] 䐱 B2jA᱄
⭩ゼ⭥᷍ A 㬨㸿㯌⭥㧕 A 䊻 D 㩰⭥㦯⼯㯹䅓䓴分ㆃ有 ei = 1᷍ i = 1; : : : ; n᱄
Ⰹ䅆 1.7.2. 㒏 A 2 D[x]᱄ A ⭥一⷗㸿㯌䅓䓴分ㆃ㬨㾯㧈 A = Qmi=1Aii ⭥一⷗䅓䓴分
ㆃ᷍㡅䐱㗠⷗ Ai 㬨㸿㯌⭥⤃㣳ⰵ i 6= j 有 gcd(Ai; Aj) 2 D᱄
䓃䅃䇪Ⰹ䅆 D 䐱䊋㯹⼽䓵㦜㬨㸿㯌⭥᷍⪴ⱙ㗜有⡹䄋㼒㯹䅓䓴分ㆃ㚨䂚䄋㤔一⷗
D 䐱分㏌⭥㬸㼏㻖数⼮ D 䐱⭥㯹䅓䓴᱄ⷝ㆙一⤞᷍㧈⺜ A ⡟䊎⤠分⭥㸿㯌䅓䓴分ㆃ
㾯㧈 pp(A) =Qmi=1Aii᷍㚨㗕
A = (content(A)A1)
mY
i=2
Aii
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1 代数基础
㬨 A ⭥一⷗㸿㯌䅓䓴分ㆃ᷍㧈⪬ェ㰄⡟䊎⤠分⭥㸿㯌䅓䓴分ㆃ䔄⹜㑬᱄㻣㘇᷍㸳㗨㦰
㸋 D ⭥㲹䎘㸋 0᷉ⰵ䇻䎞㲹䎘⭥㸿㯌䅓䓴分ㆃ㤌⤯ボᱎᱎᱎᱎ ᱄᷊䊻㲹䎘㸋 0 ⭥㤊㌗
㻣᷍䅓㸋 A ⭥一㒄⮄⡹㦜㸋㚔一㦘Ⰹ Ai ⭥一㒄⮄᷍⤃㣳㡅䊻 A 䐱⭥ㅸ数㸋 i᷍㰚䄵 A
⭥㸿㯌䅓䓴分ㆃㅌ A ⭥㒄⮄➕ㅸ数分㏌᱄㸳㗨䇤䎃⷗㬣㬖⭥目⭥㬨䄡㈾ A ⭥㰖ブ᷊᷉ᷠ
⢎⫐䎃㾊 Ai᷍ⳕ䐏䅁㦜᱄
䅞理 1.7.1. 㒏 A 2 D[x] n D᷍ pp(A) = Qni=1 P eii 㬨 (ppA) ⭥⭥㯹䅓䓴分ㆃ᷍ m =
max(e1; : : : ; em) ⤃㣳ⰵ 1  i  m 有 Ai =
Q
jjej=i Pj᱄㚨㗕᷍
(i) ⰵ㦯⼯䎜数 k  0 有 A k =Qmi=k+1Ai ki = Ak+1A2k+2   Am km ᱄
(ii)
ⰵ1  i  m有Ai = A
 i 1
A i᱄ (1.15)
(iii) pp(A) =Qmi=1Aii 㬨 pp(A) ⭥一⷗㸿㯌䅓䓴分ㆃ᱄
䇪䇻㰖ブ⼮㸿㠞Ⳟ⤠分Ⱍ㋪㵉⺞前㘇㾂ㅻ㰚⥜㭗⭥ gcd ㎕ェ㰄᷍㸳㗨⭤⭞㑬ⰵ⡟䊎
⭥ A ェ㰄㸿㠞Ⳟ䅓䓴分ㆃ⭥㰄ⳉ㧈㻣ᷛ䇪(1.14)᷍㸳㗨有 A 1 = A  = gcd(A; dA/dx),
⪴ⱙ A 0 = A = pp(A)/A ᱄一⭊ⰵ k  0 㸳㗨⭤⭞㑬 A k ⼮ A k+1᷍䋓㿓㑱ㅴ㻣
㎕㬨
gcd(A k; A k+1) = gcd(Ak+1   Am; Ak+2A2k+3   Am k 1m ) = A k+1;
⤃㣳 Ak+1 ⼮ A k+2 分⢑㵉⺞(1.15)⼮(1.13)⭤⭞᱄㸳㗨䁴㿙ⶤ㿓㑱䐒⭞ A k+1 2 D᷍䄓
㈮㬨㯖 A k 㬨㸿㠞Ⳟ⭥᷍⪬㤊㾯㻣有 k = m   1 ⼮ Am = A k᱄䎃⷗㸿㠞Ⳟ䅓䓴分ㆃ
㰄ⳉ㆗䇤⭞㑬有理数⤺䔘䄵ゑ䊻 D[x] 䐱⭥ gcd ェ㰄᱄
Squarefree(A) (* Musser 㸿㠞Ⳟ䅓䓴分ㆃ *)
(* ⷙ⨗㲹䎘㸋 0 ⭥㸉一㹗䅓䎜⿘ D ⼮ A 2 D[x]᷍Ⳗ⿹ A1; : : : ; Am 2 D᷍㬚⭤
A =
Qm
k=1A
k
k 㬨 A ⭥㸿㠞Ⳟ䅓䓴分ㆃ᱄*)
c content(A); S  A/c ᷉* S = pp(A) *᷊
S   gcd(S; dS/dx)
S  S/S 
k  1
while deg(S ) > 0 do ᷉* S  = A k ; S = A k 1 *᷊
Y  gcd(S; S ) ᷉* Y = A k *᷊
Ak  S/Y ᷉* Ak = A k 1/A k *᷊
S  Y ᷉* S = A k *᷊
S   S /Y ᷉* S  = A k+1 *᷊
k  k + 1
end while
Ak  S
return((cS )A1; : : : ; Ak)
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1.7 㸿㠞Ⳟ䅓䓴分ㆃ
㏞ 1.7.1. ⰵ A = x8 + 6x6 + 12x4 + 8x2 2 Q[x] 㬚䇤 Squarefree 㰄ⳉ᷍㸳㗨有
c = 1; S = A; dS/dx = 8x7 + 36x5 + 48x3 + 16x᷍
S  = gcd(S; dS
dx
) = x5 + 4x3 + 4x
⤃㣳 S = S/S  = x3 + 2x᱄ㅴ㻣㎕᷍
k S S  Y Aj
1 x3 + 2x x5 + 4x3 + 4x x3 + 2x 1
2 x3 + 2x x2 + 2 x2 + 2 x
3 x2 + 2 1 x2 + 2
⪴ⱙ有ᷛ
A = x8 + 6x6 + 12x4 + 8x2 = x2 + (x2 + 2)3￿
䊻 Yun[95] 䐱㳂⭞᷍㋪䄵㵉⺞ブ㩺䁎⿘䐱 gcd ⨗㻷⭥ⱁ㼏㬞⪯数㎕㳂ⷀ㾈㔫᱄㰜⭥
㼌ⳉ㎕䊕䇻㻣㘇⭥ⱁ㼏㬞㿓㑱
Yk =
mX
i=k
(i k+1)dAi
dx
A k 1
Ai
=
mX
i=k
(i k+1)Ak   Ai 1dAi
dx
Ai+1   Am ⰵk  1 (1.16)
㻣㘇⭥䅞理䐶ㆂ㑬㿓㑱⭥㾵䐫᱄
䅞理 1.7.2. エ号㵍前᷍
gcd(A i 1; Yi) 2 D; dA i 1/dx = A iYi; (1.17)
⤃㣳ⰵ䅞理 2.2䐱㰚Ⰹ䅆⭥ Ai᷍有
Yi   dA
 i 1
dx
= AiYi+1 (1.18)
ⰵ 1  i  m ⧪㑃᱄
䅞理 1.7.2. 㒏 1  i  j  m᱄㚨㗕᷍䇪䇻 Aj 㬨㸿㠞Ⳟ⭥᷍⤃㣳㰚有 Ai 㑞㑞⿆㯹᷍有
gcd(Aj ; Ai   Aj 1dAj
dx
Aj+1Am) 2 D
㡅䐱 Ai 㑞㑞⿆㯹㬨䅓㸋
￿j 6= k￿Aj j Ai   Ak 1dAk
dx
Ak+1   Am￿
䎃㵧⨗ gcd(Aj ; Yi) 2 D᷍⪴ⱙ gcd(A i 1; Yi) 2 D᱄
㒏 1  i  m᱄䇤䅞理 2.2⼮(1.11)㸳㗨有
dA i 1
dx
=
d
dx
(
mY
j=i
Aj i+1j ) =
mX
j=i
(j   i+ 1)dAj
dx
A i 1
Aj
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1 代数基础
mX
j=i
(j   i+ 1)dAj
dx
A i 1 A i 1
Aj
= A i 1
 
mX
j=i
(j   i+ 1)dAj
dx
A i 1
Aj
= A i 1
 
Yi￿
⪴
dA k 1
dx
=
d
dx
(
mY
j=k
Aj) =
mX
j=k
dAj
dx
A k 1
Aj
⭤
Yi   dA
 i 1
dx
=
mX
j=i
(j   i+ 1)dAj
dx
A i 1
Aj
 
mX
j=k
dAj
dx
A k 1
Aj
=
mX
j=i+1
(j   i)dAj
dx
A i 1
Aj
= Ai
mX
j=i+1
(j   i)dAj
dx
A i
Aj
= AiYi+1
䇪䇻 A i 1 = AiA i ⤃㣳 gcd(A i ; Yi+1) 2 D᷍㸳㗨⪴(1.18)⭤⨗
gcd(A i 1 ; Yi   dA
 i 1
dx
) = Ai (1.19)
⪴ⱙ⭝⨗Yun⭥㸿㠞Ⳟ䅓䓴分ㆃ㰄ⳉᷛ㧈前ズ㪉A㬨⡟䊎⭥᷍㸳㗨有A  = gcd(A; dA/dx)᷍
㆙ⱙ䇪(1.17)⭤
A 0

= A = pp(A)/A  䈌Y1 =
dA/dx
A 
￿
一⭊㸳㗨⭤⭞㑬 A k 1 ⼮ Yk᷍ Ak ㋪䄵㵉⺞(1.19)㎕ェ㰄᷍⤃㣳 Yk+1 ⼮ A k ㋪䄵分
⢑㵉⺞(1.18)⼮(1.15)⭤⭞᱄䎃䂚䁴㿙㿓㑱䐒⭞ Yk = dA k 1/dx᷍䄓ゕ A k 1 㬨㸿㠞
Ⳟ䅓䓴⭥᷍⤃㣳⪬㬒 k = m᷍ Ak = A k 1 = A k 1᱄䎃⷗㸿㠞Ⳟ䅓䓴分ㆃ㰄ⳉ⼮前一
⷗⭥㤙⢑䊻䇻᷍䎃㏐䊻䑘 gcd ェ㰄䐱 Yk   dA k 1/dx 代㳇㑬 A k᱄
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1.8 㻑㳃
Squarefree(A) (* Yun 㸿㠞Ⳟ䅓䓴分ㆃ *)
(* ⷙ⨗㲹䎘㸋 0 ⭥㸉一㹗䅓䎜⿘ D ⼮ A 2 D[x]᷍Ⳗ⿹ A1; : : : ; Am 2 D᷍㬚⭤
A =
Qm
k=1A
k
k 㬨 A ⭥㸿㠞Ⳟ䅓䓴分ㆃ᱄*)
c content(A); S  A/c ᷉* S = pp(A) *᷊
S0  dS/dx
S   gcd(S; S0)
S  S/S 
Y  S0/S 
k  1
while Z  Y   dS/dx 6= 0 do ᷉* S  = A k 1 ; Y  Yk *᷊
Ak  gcd(S; Z) ᷉* (1.19) *᷊
S  S/Ak ᷉* S = A k *᷊
Y  Z/Ak ᷉* Y = Yk+1 *᷊
k  k + 1
end while
Ak  S
return(cA1; : : : ; Ak)
㏞ 1.7.2. 䎃㏐ⷙ⨗ Yun㰄ⳉⰵ㏞ 1.7.1䐱 A⭥䑑⤞䊬㾱⺞⧭᱄㸳㗨㬸㻩⭤⭞ c = 1; S =
A;S0 = dS/dx = 8x7 + 36x5 + 48x3 + 16x᷍䄵ゑ S  = gcd(S; S0) = x5 + 4x3 + 4x᱄ㅴ
㻣㎕᷍
k S Y Z Aj
1 x3 + 2x 8x2 + 4 5x2 + 2 1
2 x3 + 2x 5x2 + 2 2x2 x
3 x2 + 2 2x 0 x2 + 2
䅓⪬有᷍
A = x8 + 6x6 + 12x4 + 8x2 = x2(x2 + 2)3￿
䁎⿘䐱 gcd ェ㰄⭤第二⤯数䊻⢎ⷒ䐱㸋 Z 㑱᷍㰝㗨⭥Ⱙ㾂䇻㏞ 1.7.1䐱㼁䇇⭥ S  㑱⭥
Ⱙ᱄
1.8 㻑㳃
㻑㳃 1.8.1. 䇤㝘゙㏐⭤䍘䓋㼁⨞ⳉェ㰄 217 ⼮ 413 䊻䎜数䐱⭥䔏⫔⹌䅓䓴᱄
㻑㳃 1.8.2. 䍳⨗符⼰㻣㑱Ⳟ⧭⭥ x ⼮ yᷛ
(a) 12x+ 19y = 1:
(b) 3x+ 2y = 5:
㻑㳃 1.8.3. 䍳⨗ 14 䊻 Z37 䐱⭥㛇䊋᱄
㻑㳃 1.8.4. 䍳⨗ 2x3   195 x2   x+ 65 ⼮ x2 + 13   143 䊻 Q[x] 䐱⭥䔏⫔⹌䅓䓴᱄
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1 代数基础
㻑㳃 1.8.5. ェ㰄䊻 Z[x] 䐱 x4   7x+ 7 ⨞䄵 3x2   7 ⭤⭞⭥㸒㩭⼮㸒䈁数᱄
㻑㳃 1.8.6. 分⢑ェ㰄⨗ 7x5 +4x3 +2x+1 ⨞䄵 2x3 +3 䊻 Z5[x]᷍ Z11᷍ Z[x] ⼮ Q 䐱
⭥㩭⼮䈁数᷉〓㸒㩭⼮㸒䈁数 ᱄᷊㋝㔨䊻㗠䐷㤊㌗㻣分⢑䊻㬓㗕ㆂ⹚㻣㆙㾱᱄
㻑㳃 1.8.7. ェ㰄 x4 + x3   t ⼮ x3 + 2x2 + 3tx  t  1 䊻 Z[t][x] 䐱⭥⡟䊎 PRS᷉ⱁ㼏
㬞㬄䈁䓴㑱᷊⼮ PRS ⭥䓴ㆂ㬞᱄
㻑㳃 1.8.8. 分⢑ェ㰄⨗䊻㻣㑱代数ㆂ⹚䐱 4x4+13x3+15x2+7x+1⼮ 2x3+x2 4x 3
⭥䔏⫔⹌䅓䓴ᷛa)Q[x]ᷜb)Z[x]᱄
㻑㳃 1.8.9. 䍳⨗ x8   5x6 + 6x4 + 4x2   8 ⭥一䐷㸿㠞Ⳟ䅓䓴分ㆃ᱄
㻑㳃 1.8.10. 䐅㘘 2 㬨⤜㋪䊝⭥᷍⭌䊻 Z[p 5] ⤃⤜㬨㯹数᱄
㻑㳃 1.8.11. 䐅㘘Ⰹ䅆 1.5.2 䐱⭥㼁㯧㾵㬨一⷗⭩ゼ⹹㻖᱄
㻑㳃 1.8.12. 䐅㘘ᷛ a᷍ b䊻一⷗㝘゙㏐⭤䎜⿘ D䐱᷍㧈⺜ⰵ䇻 D䐱 q᷍ r᷍ a = qb+r᷍
㚨㗕 gcd(a; b) = gcd(b; r)᱄
㻑㳃 1.8.13. 㬚䇤㵹䍚㝘゙㏐⭤㰄ⳉ⼮Ⰹ理 1.4.1 䐅㘘Ⰹ理 1.4.2᱄
㻑㳃 1.8.14. 㬚䇤䁎⿘⤜⢅㑠䐅㘘㵹䍚㝘゙㏐⭤㰄ⳉ㬨䎞㦘⭥᱄
㻑㳃 1.8.15. 㪉 D 㬨一⷗㸉一分ㆃ䎜⿘᷍ F 㬨㰝⭥一⷗㩭䈓᷉ボ㏞ 1.1.14᷊᷍ x 㬨 D
䐱一⷗⤜Ⰹ䊋᱄䐅㘘䅞理 1.6.1 ⭥一⷗ㆂ㔼ᷛⰵ䇻 D[x] 䐱⭥㦯䅃 A᷍ B᷍㡅䐱 A 㬨⡟
䊎ⱁ㼏㬞᷍㚨㗕 A 䊻 D[x] 䐱䎜⨞ B ⭒㣳㆗⭒ A 䊻 F [x] 䐱䎜⨞ B᱄
㻑㳃 1.8.16. 㪉 R 㬨一⷗䎜⿘᷍ x1; : : : ; xn 2 R᱄㧈⺜ⰵ䇻 1  i  n᷍ xijz᷍⤃㣳
8t 2 R; xijt; 1  i  n  ! zjt:
䐅㘘㸉一分ㆃ䎜⿘ R 䐱⭥㦯䅃㑞⷗䊋㯹 x ⼮ y Ⱍ有一⷗䔏㾂⹌⡗数᱄
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第 2 章 有理函数积分
䊻䎃一章䐱㸳㗨ㆊ㩽有理函数积分⭥㰄ⳉ᱄䇪䇻有理函数゙⽖Ⱍ有䔏基⡟⭥⤠分᷍
䅓ⱙ䎃䐷㤊㌗㬨䔏ビ⭆⭥ᷜ⤃㣳㰝䄓㬨⼽䐹䄋⭥᷍䅓㸋ⷝゴⶕ䊴⭥函数积分⭥㰄ⳉ㬨
有理函数㰄ⳉ䐱䊬䇤⭥ゝ㣪⭥䁴㪍᱄䇪䇻䎃一章䐱⭥㰄ⳉ⼮Ⰹ理㬨 Risch 㰄ⳉ⭥㲹㭃
㤊㾯᷍㸳㗨㻩⤜䐅䎃㾊㰄ⳉ⭥䎞㦘㾵᷍䐅㘘ㅌ⳦䊻⽔㘇㲷㔼超越函数积分⭥章ㅻ䐱᱄䊻
䎃一章䐱᷍㸳㗨ズⰉ K 㬨一⷗䈓᷍㡅㲹䎘㸋 0᷍ x 㬨㡅㩰⭥⢅䊋᷍⤃㣳 0 㸋 K(x) 㩰
d/dx ⭥符号᷍㰚䄵 x 㬨积分⢅㑠᱄㸳㗨⧧㑞⷗⹹䇻 x ⭥ⱁ㼏㬞⭥㩭㸋一⷗⹹䇻 x ⭥有
理函数᷍㵍㬒䊫㿎⼍有㡅㰜⤜⼍ x ⭥⢎⫐㬞䊻㡅䐱᱄㏞㧈᷍ log(y)/(x  e   ) 㬨一⷗
⹹䇻 x ⭥有理函数᷍㡅䐱 K = Q(log(y); e; )᱄⪴䎃⷗㏞䓴䐱㸳㗨㋪䄵㋕⭞᷍一⟄㤊㌗
㻣᷍䊻 K ⭥代数⡶⟝ K 䐱䊬㰄㾈㔫⼽⭮〓䎀⤜㣱㬖カ᱄䅓⪬᷍䐜䄋有㋪㚽᷍㻷代㰄ⳉ
㬵㵝⡽㘃䊻 K ⭥䁴㵹䐱㆙㾱䊬㰄᱄
ㆊ㩽
有理函数积分⭥㸫㳃⪴⢎㘇㩰㋕䈌㸃分一䂚⹦㎰᱄ⷚ㈾ Ostrogradsky᷍㝄ⰺ
᷉Newton᷊⼮㎔⤝㛂䓩᷉Leibniz᷊Ⱍ㬵㵝㦆ェ㰄有理函数⭥⤜Ⰹ积分᷍㦜ⱙ㗜有一
⷗㦬⧪⹇⭹㪉ェ⨗㶋䎜⭥㰄ⳉ᱄㎔⤝㛂䓩⭥Ⳟⳉ㬨㻩䊻㬖数䈓㩰ェ㰄分㚙⭥⤜㋪分ㆃ
䅓㬞᷍㦜⽔ㅌ分㬞分ㆃ㸋分㚙䐜⼍ x 一⪯〓二⪯㼏⭥分㬞䐏⼮᷍䔏⽔分⢑ⰵ㗠一⤠分
分㬞积分᱄㦜ⱙ᷍㰜⤜㚽㶋㦌ㆃ㉗分㚙㸋二⪯⭥分㬞⭥㤊㌗᱄䊻 18 㬡ギ䋈㠻᷍Johan
Bernoulli 㶋㩧㑬分㬞分ㆃⳞⳉ⤃㬚㶋㦌㬖㻷㑬㎔⤝㛂䓩⭥Ⳟⳉ᷍䎃䇇ⶤ㬨㏛㬘エ䊹䐱
䔏䋈⭥积分㰄ⳉ᱄㒏㦬㈋㡇⭹㬨᷍㻷㆒⭥㸃积分㋯⡟㦵ㆊ㩽䎃䐷Ⳟⳉ᷍䊻分㹗㋯⧭⭥㋋
㬝㬒㰝㦵⡜ㅭ㬻ⷙⷀ䐱⼮⫔䁈䁈㪛᱄⭌⼽㘘㻵᷍䎃⷗Ⳟⳉ⭥䑘䄋ェ㰄㸫㳃㬨ェ㰄一⷗ⱁ
㼏㬞䊻㬖数䈓㩰⭥㶋㦌䅓㬞分ㆃ᱄䎃⷗㸫㳃㬨 19 㬡ギ』䊟⭥䁱㈠Ⳟ㼓᷍⤃㣳䋈䊻 1845
㛋᷍ⱎ㔿㯚数䁈コ M. W. Ostrogradsky 㳂⨗一⷗㾣㰄ⳉ᷍䎃⷗㰄ⳉ䐱䐒ㅴェ㰄有理⤠
分⭥积分ⱙ⤜䊺分ㆃ᱄㈂⹽㰜⭥Ⳟⳉ⪌㬻ⷙ㑬ⱎ㔿㯚䁈㪛᷍⤃䊻䋈㾊⭥ⱎ㔿㯚分㹗㋯⡟
䐱⨗㻷᷍⭌㰝⤃㗜有䊻㬡ㆈ⭥㡅㰜⭹Ⳟ⪌㬻᱄䎃㬨䅓㸋积分㰄ⳉ〓䎀㏁㯧⭥㰄ⳉ⡜Ⱑ㑃
⭹ⳃ㻷᱄䅓⪬᷍Hermite 䊻 1872 㛋ⳃ⢎㑬一⷗㬖㻷㼁㵍⹇㚽⭥⤜㵍㰄ⳉ᷍ゕ⤜䇤䅓㬞
分ㆃェ㰄有理⤠分积分᱄䊻㆝㠻᷍E. Horowitz Ⱑ㑃⭹ⳃ㻷㑬⡟䐫㩰⭥ Ostrogradsky Ⳟ
ⳉ⤃⶞䄵㼋㻙⭥ⶕ䊴Ⱙ分㹗᱄⤜䇤䅓㬞分ㆃェ㰄超越⤠分积分⭥㸫㳃㈎⺞一⷗㬡ギ㦵㸕
ㆃ㉗᷍⭌㆝㠻⭥゙㠋㔼文䔏䐶ㆃ㉗㑬䎃⷗㸫㳃᱄
2.1 ⤏㝍㏜㰄ⳉ
䎃䐷Ⳟⳉ㬨䔏䋈䄓㬨䔏ビ⭆⭥᱄䇪䇻䊻 R[x]㩰分ㆃ⫙㎕⭥⿉㼛᷍㰝䊻㬖カ䐱⤃⤜㈎
⧄⡜㬚䇤ᷜ⭌㰝㬨䐹䄋⭥᷍䅓㸋㰝㸋㰇⽔⭥㰚有㰄ⳉ㳂⹊㑬理㔼基础᱄㪉 f 2 R(x) 㬨
⡜积函数᷍⤃㣳 f = P + A/D᷍㡅䐱 P;A;D 2 R[x]᷍ gcd(A;D) = 1᷍㵍㬒 deg(A) <
deg(D)᱄㪉
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D = c
nY
i=1
(x  ai)ei
mY
j=1
 
x2 + bjx+ cj
fj
㸋 D 䊻 R 㩰⭥䔏ビ䅓㬞分ㆃ᷍㡅䐱 c; ai; bj ⼮ cj 2 R᷍ ei; fj 㸋䎞䎜数᱄ェ㰄 f ⭥⤠
分分㬞分ㆃ᷍㸳㗨⭤⭞
f = P +
nX
i=1
eiX
k=1
Aik
(x  ai)k
+
mX
j=1
fjX
k=1
Bjkx+ Cjk
(x2 + bjx+ cj)
k
㡅䐱 Aik; Bjk; Cjk 2 R᱄䅓⪬᷍Z
f =
Z
P +
nX
i=1
eiX
k=1
Z
Aik
(x  ai)k
+
mX
j=1
fjX
k=1
Z
Bjkx+ Cjk
(x2 + bjx+ cj)
k
ェ㰄
R
P ⤜。⥛㪛㸫㳃᷉ⰵ䇻㡅㰜函数㏁ㅌ。⨗㻷㸫㳃᷊᷍ ⰵ䇻㡅㰜㼏㸳㗨有Z
Aik
(x  ai)k
=

Aik (x  ai)1 k /(1  k) 㧈⺜k > 1
Ai1log (x  ai) 㧈⺜k = 1
㵍㬒᷍䓃䅃⭞ b2j   4cj < 0 䅓㸋 x2 + bjx+ cj 䊻 R[x] 㩰㬨䔏ビ⭥᷍
Z
Bj1x+ Cj1
x2 + bjx+ cj
=
Bj1
2
log
 
x2 + bjx+ cj

+
2Cj1   bjBj1q
4cj   b2j
arctan
0@ 2x+ bjq
4cj   b2j
1A
ⰵ䇻 k > 1᷍Z
Bjkx+ Cjk
(x2 + bjx+ cj)
k
=
(2Cjk   bjBjk)x+ bjCjk   2cjBjk
(k   1)

4cj   b2j

(x2 + bjx+ cj)
k 1
+
Z
(2k   3) (2Cjk   bjBjk)
(k   1)

4cj   b2j

(x2 + bjx+ cj)
k 1
䔏⽔一⷗⭩㬞㋪䄵⭾⺊⮘䇤䐒䐢 k = 1᷍䅓⪬⥛㪛㶋䎜⭥积分᱄
㏞ 2.1.1. ㋝⥍ f = 1/(x3+x) 2 Q(x)᱄ f ⭥分㚙䊻 R⭥䅓㬞分ㆃ㸋 x3+x = x(x2+1)᷍
䋓 f ⭥⤠分分㬞分ㆃ㸋
1
x3 + x
=
1
x
  x
x2 + 1
㰚䄵⪴㩰㘇⭥⭩㬞㸳㗨⭤⭞Z
dx
x3 + x
= log(x)  1
2
log(x2 + 1)
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㏞ 2.1.2. ㋝⥍ f = 1/(x2 + 1)2 2 Q(x)᱄ f ⭥分㚙䊻 R 㩰㸋 (x2 + 1)2᷍ f ⭥⤠分分㬞
分ㆃ㸋 1/(x2 + 1)2 㰚䄵㒏㩰㘇⭥⭩㬞䐱 j = 1; k = 2; b1 = B12 = 0; c1 = C12 = 1᷍㸳㗨
⭤⭞ Z
dx
(x2 + 1)2
=
2x
4(x2 + 1)
+
Z
2dx
4(x2 + 1)
=
x
2(x2 + 1)
+
1
2
arctan(x)
㬫⼰䇻⼍㲹䎘 0 ⭥䓵䇪䈓 K ⭥⤏㝍㏜㰄ⳉ⭥一⷗⢅㳆㬨㵉⺞䊻 K ⭥代数⡶⟝㩰㼀
㾵分ㆃ D =Qqi=1(x  i)ei᷍㦜⽔ⰵ㻣㘇⭥ f ⭥⤠分分㬞分ㆃ⭥ⷘ㼏䊬䇤㬞᷉2.1᷊ᷛ
2.2 ➄ⱜ㗸㲹䊝⿐
⪴前㘇ⰵ⤏㝍㏜㰄ⳉ⢅㳆⭥㲷㔼᷍㸳㗨䐋⭡ⰵ㦯⼯ f 2 K(x) 㡅有积分㾯㧈Z
f = v +
mX
i=1
cilog(ui) (2.1)
㡅䐱 v; u1; : : : ; um 2 K(x) ⤃㣳 c1; : : : ; cm 2 K᱄⧧ v 㸋积分⭥有理⤠分᷍ⱙⰵ数⭥⼮
⧧㸋积分⭥超越⤠分᱄➄ⱜ㗸㲹 (Hermite[43]) ⷙ⨗㑬㧈㻣ェ㰄 v ⭥有理㰄ⳉᷛㅌ⡜积
函数㾕㸋 f = A/D᷍㡅䐱 A;D 2 K[x] ⤃㣳 gcd(A;D) = 1᱄㒏 D = D1D22   Dnn 㸋 D
⭥㸿㠞Ⳟ䅓䓴分ㆃ᱄ⰵ f ㆙㾱䔒⪴ D1; D22; : : : ; Dnn ⭥⤠分分㬞分ㆃ᷍⭤⭞
f = P +
nX
k=1
Ak
Dkk
㡅䐱 P ⼮㰚有 Ak Ⱍ㭕䇻K[x]᷍⤃㣳ⰵ㗠⷗ k有〓䎀 Ak = 0᷍〓䎀 deg(Ak) < deg(Dkk)
㆙ⱙ Z
f =
Z
P +
nX
k=1
Z
Ak
Dkk
⪴ⱙ㸫㳃䓋⿐㸋ⰵ㾯㧈 Q/V k ⭥分㬞积分᷍㡅䐱 deg(Q) < deg(V k) ⤃㣳 V 㬨㸿㠞
Ⳟ⭥᷍䄓㈮㬨㯖 gcd(V; V 0) = 1 䅓⪬᷍㧕 k > 1 䋓㋪䄵䇤㵹䍚㝘゙㏐⭣㰄ⳉ㎕䍳⭞
B;C 2 K[x] 㬚⭤
Q
1  k = BV
0 + CV
⤃㣳 deg(B) < deg(V )᱄䇪⪬有 deg(BV 0) < deg(V 2)  deg(V k)᷍⹫ⱙ deg(C) <
deg(V k 1)᱄㑞⢀㵍⧬ (1  k)/V k 㸳㗨⭤⭞
Q
V k
=  (k   1)BV
0
V k
+
(1  k)C
V k 1
￿
䊻䇳⢀ゴ㩰㦜⽔ブ㦆 B0/V k 1 㸳㗨有
Q
V k
= (
B0
V k 1
  (k   1)BV
0
V k
) +
(1  k)C  B0
V k 1
￿
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㑞⢀㵍㬒积分䋓有 Z
Q
V k
=
B
V k 1
+
Z
(1  k)C  B0
V k 1
￿
䇪䇻 deg((1 k)C B0) < deg(V k 1)᷍⹫ⱙ⡜积函数⡜⿐㸋㑬分㚙⭥ V ⭥⪯数ⷝ㾂⭥㏁
㯧分㬞᱄⪴ⱙ⤜ⰰ䐹ⶕ䐒⭞ k = 1᷍㸳㗨⭤⭞㕛䔄 deg(E) < deg(V )⼮Q/V k = y0+E/V
⭥ y 2 K(x) 䈌 E 2 K[x]᱄ⰵ㗠一㼏 Ai/Dii ㆙㾱䎃䂚⭥⤺䔘᷍㸳㗨⭤⭞ g; h 2 K(x) 㬚
⭤ f = g0 + P + h ⤃㣳 h 有一⷗㸿㠞Ⳟ⭥分㚙⤃㣳㗜有ⱁ㼏㬞⤠分᷍⪴ⱙ
R
h 㬨有⧄
㻖数⭥ⰵ数⭥㼀㾵䔊⼰᱄㚨㗕(2.1)䐱⭥ v ⢄㆗㬨 g + R P᱄➄ⱜ㗸㲹⤃㗜有ⷙ⨗㦯⼯㾣
⭥ゝ㭖㎕ェ㰄ⰵ h ⭥积分᷍⹫䊻㚨㬒㸫㳃 Q2 㦵㦜㩱㸕ㆃ㉗᱄
HermitReduce(A;D) (* Hermit 䊝⿐᱋᱋䊎㬝版⡟ *)
(* ⰵⷙ⨗⭥䈓 K 䄵ゑ A;D 2 K[x] 㬚⭤ D ⳨㒄⤃㣳䈌 A ⿆㯹᷍Ⳗ⿹ g; h 2
K(x) 㬚⭤ AD = dgdx + h ⤃㣳 h 有一⷗㸿㠞Ⳟ⭥分㚙᱄*)
(D1; : : : ; Dn) SquareFree(D)
(P;A1; A2; : : : ; An) PartialFraction(A;D1; D22; : : : ; Dnn)
g  0
h P +A1/D1
for k  2 to n 㬚⭤ deg(Dk) > 0 do
V  Dk
for j  k   1 downto 1 do
(B;C) ExtendedEuclidean(dVdx ; V; Ak/j)
g  g +B/V j
Ak   jC   dBdx
end for
h h+Ak/V
end for
return(g; h)
㏞ 2.2.1. 䎃㏐㸳㗨ⰵ
f =
x7   24x4   4x2 + 8x  8
x8 + 6x6 + 12x4 + 8x2
2 Q(x)
㬚䇤 HermitReduce᱄ f 分㚙⭥一⷗㸿㠞Ⳟ䅓㬞分ㆃ㸋
D = x8 + 6x6 + 12x4 + 8x2 = x2(x2 + 2)3 = D22D
3
3
f ⭥⤠分分㬞分ㆃ㸋ᷛ f = x 1
x2
+ x
4 6x3 13x2 12x+8
(x2+2)3
￿ 㻣㘇㬨ⰵ f ⭥ Hermite 䊝⿐⭥㬄
䈁⤠分ᷛ
i V j Ai B C
2 x 1 x  1 1  1
3 x2 + 2 2 x4   6x3   18x2   12x+ 8 6x  x22 + 3x  2
3 x2 + 2 1 x2   6x  2  x+ 3 1
44
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⪴ⱙ᷍ Z
x7   24x4   4x2 + 8x  8
x8 + 6x6 + 12x4 + 8x2
dx =
1
x
+
6x
(x2 + 2)2
  x  3
x2 + 2
+
Z
dx
x
￿
䐖⭤一㳂⭥㬨᷍㻣㘇 Hermit 㰄ⳉ⭥⢅㳆⤜㿉䄋ⰵ f ㆙㾱⤠分分㬞分ㆃᷛ㒏 D =
D1D
2
2   Dmm 㸋 D ⭥㸿㠞Ⳟ䅓㬞分ㆃ⤃ズ㪉 m  2᷉ⴒ䋓 D 䄲㸋㸿㠞Ⳟ⭥㑬 ᱄᷊䊺㒏
V = Dm ⤃㣳 U = D/V m᱄䇪䇻 gcd(UV 0; V ) = 1᷍㸳㗨㋪䄵䇤㵹䍚㝘゙㏐⭣㰄ⳉ㎕䍳
⭞㕛䔄
A
1 m = BUV
0 + CV
ゑ deg(B) < deg(V ) ⭥ B;C 2 K[x]᱄㑞⢀㵍⧬䄵 (1 m)/(UV m) ㋪⭤
A
UV m
=
(1 m)BV 0
V m
+
(1 m)C   UB0
UV m 1
㑞⢀㵍㬒积分㵧⨗ Z
A
UV m
=
B
V m 1
+
Z
(1 m)C   UB0
UV m 1
⹫⡜积函数⡜⿐㸋㑬分㚙䐱 V ⪯数ⷝ㾂⭥一⷗᱄䎃⷗⺞⧭⡜䐹ⶕ䐕㾱䐒⭞分㚙㬨㸿㠞
Ⳟ⭥᱄䇪䇻㗠一⪯㚔一⷗㸿㠞Ⳟ䅓㬞⭥䐙数ブ 1᷍䔏⥏⭥䊝⿐⤞数㬨 1+2+  +(m 1)᷍
䄓ゕ O(m2)᷍⪴ⱙ㸳㗨⧧䎃⷗⢅㳆㸋二⪯➄ⱜ㗸㲹䊝⿐᱄
HermitReduce(A;D) (* Hermit 䊝⿐᱋᱋二⪯版⡟ *)
(* ⰵⷙ⨗⭥䈓 K 䄵ゑ A;D 2 K[x] 㬚⭤ D ⳨㒄⤃㣳䈌 A ⿆㯹᷍Ⳗ⿹ g; h 2
K(x) 㬚⭤ AD = dgdx + h ⤃㣳 h 有一⷗㸿㠞Ⳟ⭥分㚙᱄*)
g  0; (D1; : : : ; Dm) SquareFree(D)
for i 2 to m 㬚⭤ deg(Di) > 0 do
V  Di; U  D/V i
for j  i  1 downto 1 do
(B;C) ExtendedEuclidean(U dVdx ; V; A/j)
g  g +B/V j ; A  jC   U dBdx
end for
D  UV
end for
return(g;A/D)
㏞ 2.2.2. 㵍䂚㋝㔨㏞ 2.2.1⭥⡜积函数᷍二⪯➄ⱜ㗸㲹䊝⿐㧈㻣䐕㾱᷍㡅䐱D3 = x2+2ᷛ
i V U j B C A
2 x D33 1 1  x6   x5 + 18x3   8x  8 x6 + x5   18x3 + 8x+ 8
3 D3 x 2 6x  x42   x
3
2 + x
2   2x  2 x4 + x3   2x2   2x+ 4
3 D3 x 1  x+ 3  x2 + x  2 x2 + 2
䅓ⱙ有 Z
x7   24x4   4x2 + 8x  8
x8 + 6x6 + 12x4 + 8x2
dx =
1
x
+
6x
(x2 + 2)2
+
3  x
x2 + 2
+
Z
dx
x
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⼮㏞ 2.2.1䐱⭥ㆂ⺜一䂚᷍⭌㦕⤜㿉䄋⤠分分㬞分ㆃ㑬᱄
ズ㪉⡜积函数⭥分㚙 D 有㾯㧈 D = D1D22   Dmm ⭥㸿㠞Ⳟ䅓㬞分ㆃ᷍㡅䐱㗠⷗ Di
有䎞⭥Ⱙ᷉䎃㬨➄ⱜ㗸㲹䊝⿐⭥䔏⿖㤊㌗ ᱄᷊䊻䐏前㑞⷗版⡟⭥㰄ⳉ䐱᷍㰚㿉䊝⿐⤞数
Ⱍ㬨 m ⭥二⪯ⱁ㼏㬞᱄㦜ⱙ䇪 Mack[62]᷍有㒎一⷗䐜㿉䄋 m  1 䊝⿐⤞䑉⭥⢅㳆㰄ⳉ᷍
⹫⧧䐏㸋㼀㾵➄ⱜ㗸㲹䊝⿐᱄㒎㶃᷍Mack ⭥⢅㳆ォ⤜㿉䄋 f ⭥⤠分分㬞分ㆃ᷍䄓⤜㿉
䄋㡅分㚙⭥㸿㠞Ⳟ䅓㬞分ㆃ᷉䋙䊻䊝⿐䐱ェ㰄 ᱄᷊㒏 D = D1D22   Dmm 㸋 f 分㚙⭥一⷗
㸿㠞Ⳟ䅓㬞分ㆃ᷉㬖カ㩰㸳㗨⤃⤜㿉䄋ェ㰄㰝᷊᷍ 㵍㬒⿹㼌一㻣Ⰹ䅆 1.6.2䐱⭥エ号᷍䄓
㈮㬨
P  =
nY
i=1
Pi ⼮P k =
nY
i=1
P
max(0;ei k)
i
ⰵ㦯⼯ P 2 K[x] K᷍㡅䐱 pp(P ) = Qni=1 P eii 㬨 pp(P ) ⭥䐫䅓㬞分ㆃ᱄䇪䇻䎞䊻䈓
K 䐱⹅䔘᷍㸳㗨㋪䄵㦰㸋 D = pp(D)᱄䎞㧈䊻㸿㠞Ⳟ䅓䓴分ㆃ㰄ⳉ䐱᷍㸳㗨㬸㻩ェ㰄
D  = gcd(D;D0) ⼮ D = D/D ᱄㧕 deg(D ) = 0᷍䋓 D 㬨㸿㠞Ⳟ⭥᷍ⴒ䋓䇪䇻㎕
䓵(1.11)⭥ D  = D D 2᷍㎕䓵䅞理 1.7.2⭥ D 0 = D 2Y2᷉㡅䐱 Y2 䇪(1.16)ⷙ⨗᷊᷍
㎕䓵䅞理⭥ D1 = D/D ᷍㸳㗨有
DD 0
D 
=
DD 2Y2
D 
=
DD 2Y2
D D 2
=
D
D Y2
= D1Y2 2 K[x] (2.2)
ⷝ㆙一⤞⭹᷍䇪䅞理有 gcd(D1; D ) = 1᷍䇪䅞理 1.7.2有 gcd(Y2; D ) = 1᷍䎃㾊㋪㵧
⨗
gcd(D
D 0
D 
; D 

) = gcd(D1Y2; D
 ) = 1￿
䅓ⱙ᷍㸳㗨㋪䄵䇤㵹䍚㝘゙㏐⭣㰄ⳉ㎕䍳 B;C 2 K[x] 䄵㕛䔄
A = B( D
D 0
D 
) + CD 
 ￿
⼮䐏前㏁㯧᷍䊻㑞⢀㵍⨞䄵 D = DD  = D1D D ᷍⭤⭞
A
D
=  BD
 0
D 2
+
C
D1D 
䊻䇳⢀ゴ㩰㦜⽔ブ㦆 B0/D ᷍㸳㗨有
A
D
= (
B0
D 
  BD
 0
D 2
) +
C  D1B0
D1D 
㑞⢀㵍㬒积分有 Z
A
D
=
B
D 
+
Z
C  D1B0
D1D 
￿
ベ䇻 D1D  = (D1D2)D23   Dm 1m ᷍⡜积函数⡜⿐㸋㑬一⷗分㚙有䔏ⱁ m  1 ⷗⤜㵍䐙
数⭥㸿㠞Ⳟ䅓㬞分ㆃ᷉㼁ⰵ䇻⨖㬝⡜积函数⭥ m ᱄᷊䅓⪬᷍ⶤ⺞⧭䐹ⶕ䔏ⱁ m  1 ⪯㋪
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2.2 ➄ⱜ㗸㲹䊝⿐
䄵⭤⭞一⷗有㸿㠞Ⳟ䅓㬞分ㆃ⭥分㚙᱄㵉⺞ⶤ㔷⤯数ェ㰄㻣一㔷⮝代⭥⤯数㋪䄵䔗⭞ⷝ
㆙一⤞⭥䇦⿐ᷛ㾣⭥⡜积函数㬨
C  D1B0
D1D 
=
A
D
㡅䐱
A = C  D1B0 = C   D

D 
B0
⤃㣳
D = D1D
  = D1D2D23   Dm 1m ￿
㸳㗨⪴ⱙ㋪⭤
D

= D1D2    = D8
䎃⢎㬟 D 䊻䎜⷗䊝⿐⺞⧭䐱㗜有ⶥ⢅᱄ⷝ㆙一⤞⭥᷍
D
 
= D3D
2
4   Dm 2m = D 2
⢎㬟 D  䊻䎜⷗䊝⿐⺞⧭䐱㗠一⤞⡜㡅ㅖㅸ (deflation) 㰚㳇⿜᱄
䐖⭤一㳂⭥㬨᷍㼁ⰵ䇻一⷗䈓᷍䊻一⷗ UFD 㩰䐕㾱㰚有➄ⱜ㗸㲹䊝⿐⭥⢅㳆㬨㋪
㚽⭥᷍ㆂ⺜䋓䊻㡅㩭䈓䐱⢎⫐᷊᷉ᷠ᱄䊻䎃䐷㤊㌗㻣᷍Mack ⭥⢅㳆䄋㤔分㚙 D 㬨⡟䊎⭥
᷉䐏前⭥⢅㳆⤃⤜㿉䄋䎃一⮄ ᱄᷊
HermitReduce(A;D) (* Hermit 䊝⿐᱋᱋Mack 㼀㾵版⡟ *)
(* ⰵⷙ⨗⭥䈓 K 䄵ゑ A;D 2 K[x] 㬚⭤ D ⳨㒄⤃㣳䈌 A ⿆㯹᷍Ⳗ⿹ g; h 2
K(x) 㬚⭤ AD = dgdx + h ⤃㣳 h 有一⷗㸿㠞Ⳟ⭥分㚙᱄*)
g  0
D   gcd(D; dDdx )
D  D
D 
while deg(D ) > 0 do
D 2  gcd(D ; dD dx )
D   D 
D 2
(B;C) ExtendedEuclidean( D dD dx /D ; D 

; A)
A C   dBdxD/D 
 ᷉* 㾣⭥分䓴 *᷊
g  g +B/D 
D   D 2 ᷉* D  = D 2 *᷊
end while
return(g;A/D)
㏞ 2.2.3. ㋝㔨㵍㏞ 2.1䐱㼁㵍⭥⡜积函数᱄Mack 㰄ⳉⷙ⨗㻣㑱⭥⤞䑉ᷛ
1. g = 0
2. D  = gcd(D; dD/dx) = x5 + 4x3 + 4x
47
2 有理函数积分
3. D = D/D  = x3 + 2x
4. 第一⪯䊝⿐ᷛ
D 2 = gcd(x5 + 4x3 + 4x; 5x4 + 12x2 + 4) = x2 + 2
5. D  = D /D 2 = x3 + 2x
6.
(B;C) = ExtendedEuclidean( 5x2   2; x3 + 2x;A)
= (8x2 + 4; x4   2x2 + 16x+ 4)
7. A = x4   2x2 + 16x+ 4  16x = x4   2x2 + 4
8.
g = g +
B
D 
=
8x2 + 4
x5 + 4x3 + 4x
9. D  = D 2 = x2 + 2
10. 第二⪯䊝⿐ᷛ
D 2 = gcd(x2 + 2; 2x) = 1
11. D  = D /S3 = x2 + 2
12. (B;C) = ExtendedEuclidean( 2x2; x2 + 2; x4   2x2 + 4) = (3; x2 + 2)
13. A = x2 + 2
14.
g = g +
B
D 
=
8x2 + 4
x5 + 4x3 + 4x
+
3
x2 + 2
15. D  = D 2 = 1
䅓⪬有 Z
x7   24x4   4x2 + 8x  8
x8 + 6x6 + 12x4 + 8x2
dx =
8x2 + 4
x5 + 4x3 + 4x
+
3
x2 + 2
+
Z
dx
x
⼮➄ⱜ㗸㲹䊝⿐⭥ㆂ⺜㼁㵍᷍⭌㼁⡩䊎㎕⭥ 3 ⤞᷍㻷䊻䐜㿉䄋 2 ⤞䊝⿐᱄
2.3 〕㔿㶟⪥ -➣㯚㲹㕆ⷒ㎎⪥基㰄ⳉ
➣㯚㲹㔿ⷒ㎎⪥基㰄ⳉ䄓㋪䄵ェ㰄积分⭥㬖数⤠分᷍⭌㬨㰝䐜㚽ェ㰄 K 㩰⭥㼀㾯
代数Ⳟ⧭ⱙ⤜㬨㏁㯧 (1.5) ⭥ⱁ㼏㬞Ⰻⳍ㵝Ⳟ⧭㻖㵔᱄ズ㪉⡜积函数 f 㸋 A/D ⭥㾯
㬞᷍⤃㣳 deg(A) < deg(D)᱄㼒䐏前一䂚᷍㪉 D = D1D22 : : : Dmm 㬨分㚙 f ⭥㸿㠞Ⳟ
䅓䓴分ㆃ᷉㬣㬖㩰䎃䐷㰄ⳉ⤃㗜有䎇䎞㦆㤔ㆃ㰝 ᱄᷊㬚䇤Ⰹ䅆 1.6.2 ⭥符号 P  ⼮ P ᷍
㸳㗨有 D  = gcd(D;D0)᷍ D = D/D ᱄⪴➄ⱜ㗸㲹䊝⿐⭥⤞䑉㎕㋕᷍⼽㘘㻵㧈⼯
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2.3 〕㔿㶟⪥ -➣㯚㲹㕆ⷒ㎎⪥基㰄ⳉ
f = g0 + h᷉h 㬨一⷗㸿㠞Ⳟ䅓䓴⭥分㚙᷊᷍ 䋓 g ⭥分㚙䎜⨞ D ᷍ h ⭥分㚙䎜⨞ D᷍
䇻㬨㸳㗨㋪䄵⭤⭞ g = B/D  ⼮ h = C/D᷍㡅䐱 B;C 2 K[x] Ⱍ㬨㸕䐋⭥᱄⪬㶃᷍
䇪 deg(A) < deg(D)᷍㸳㗨㋪䄵⤣⭞ deg(B) < deg(D ) ⼮ deg(C) < deg(D)᱄㾕㻣
f = g0 + h᷍㸳㗨㋪䄵㋕⭞
A
D
=
B0
D 
  BD
 0
(D )2
+
C
D
㦜⽔㑞⢀⧬䄵 D = DD ᷍
A = B0D  B
 
DD 0
D 
!
+ CD  (2.3)
䇪䇻 D jDD 0᷍㩰㘇⭥⭩㬞ⰵ䇻⫙有ⱁ㼏㬞㻖数 B ⼮ C ㎕㯖㬨一⷗㼀㾵Ⳟ⧭᱄⪬
㶃᷍䇪➄ⱜ㗸㲹䊝⿐䓽㚽⭤⭞䎃䂚⭥一⷗ㆂ⺜㋪䐋᷍ⶤⳞ⧭䊻 K[x] 䐱䓽㬨有一⷗ㆃ᱄
䇪䇻 B ⼮ C ⭥㻖数䐏ヅ有⹹㻖᷍㸳㗨䇤
deg(D ) 1X
i=0
bix
i⼮
deg(D) 1X
j=0
cjx
j
㳇⿜ B ⼮ C᷍㡅䐱 bi’ ⼮ cj ’ 㬨 K 䐱㸕Ⰹ⭥⧄㑠᱄᷉ 2.6᷊⭩㬞㑞⢀㼁⭩⥛㪛㑬有⹹ bi’
⼮ cj ’ ⭥㼀㾯Ⳟ⧭㻖㵔᷍⤃㣳䎃⷗㻖㵔⭥㦯⼯ㆃ㉚ⷙ⨗ B ⼮ C᷍⪴ⱙ⭤⭞ g ⼮ h᱄
HorowitzOstrogradsky(A;D) (* 〕㕆㸍⪥ -➣㯚㲹㔿ⷒ㎎⪥基㰄ⳉ *)
(* ⷙⰉ一⷗䈓 K᷍ A;D 2 K᷍ deg(A) < deg(D)᷍ D ⳨㒄㣳䈌 A ⿆䐫᷍Ⳗ
⿹ g; h 2 K(x) 㬚⭤ AD = dgdx᷍ h 有一⷗㸿㠞Ⳟ䅓䓴⭥分㚙 *)
D   gcd(D; dDdx )
D  D/D 
n deg(D )  1
m deg(D)  1
d deg(D)
B  Pni=0 bixi
C  Pmj=0 cjxj
H  A B0D +BDD 0/D    CD  (* 䎞⼰⨞ⳉ *)
(b0; : : : ; bn; c0; : : : ; cm) solve(coefficient)(H;xk) = 0; 0  k  d)
return(Pni=0 bixi/D ;Pmj=0 cjxj/D)
㏞ 2.3.1. ⷙⰉ䈌㏞ 2.2.1 㼁㵍⭥⡜积函数᷍〕㕆㸍⪥ -➣㯚㲹㔿ⷒ㎎⪥基㰄ⳉ㆙㾱⤞䑉
㧈㻣ᷛ
1. D  = gcd(D; dD/dx) = x5 + 4x3 + 4x
2. D = D/D  = x3 + 2x
3. n = deg(D )  1 = 4;m = deg(D)  1 = 2
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2 有理函数积分
4.
H = A D
 
nX
i=0
bix
i
!0
+
 
nX
i=0
bix
i
!
DD 0
D 
 D 
mX
j=0
cjx
j
= (1  c2)x7 + (b4   c1)6 + (2b3   c0   4c2)x5 + (3b2   6b4   4c1   24)x4
+ 4(b1   b3   c0   c2)x3 + (5b0   2b2   4c1   4)x2 + 4(2  c0)x+ 2(b0   4)
5. 䎃䇪㒏 H ⭩䇻 0 ⭤⭞⭥㻖㵔有㲹㭃ㆃ
(b0; b1; b2; b3; b4; c0; c1; c2) = (4; 6; 8; 3; 0; 2; 0; 1)
䅓⪬᷍ Z
x7   24x4   4x2 + 8x  8
x8 + 6x6 + 12x4 + 8x2
dx =
3x3 + 8x2 + 6x+ 4
x5 + 4x3 + 4x
+
Z
x2 + 2
x3 + 2x
dx
=
3x3 + 8x2 + 6x+ 4
x5 + 4x3 + 4x
+
Z
dx
x
䎃䈌➄ⱜ㗸㲹䊝⿐⭤⭞⭥ㆂ⺜㼁一䐣᱄
㈂⹽㈮ⶕ䊴㾵㎕㯖᷍䎃䐷㰄ⳉⰵㆃ有理函数 [45] 㬨⳨⧄有㏜⭥᷍⭌㈮㠶㬫㾵㎕㯖᷍
䊻ㆃ⫔㾮函数㬒⤃㗜有➄ⱜ㗸㲹䊝⿐ビ⭆᷍⹫㸳㗨䊻䄵⽔⭥㰄ⳉ䐱㵉⧄⤪䇤㼀㾵➄ⱜ㗸
㲹䊝⿐⭥Ⳟⳉ᱄
2.4 㔿㯝㲚 -㲹㎎ㅽ㰄ⳉ
ⷚ㈾➄ⱜ㗸㲹䊝⿐᷍㸳㗨㦰㸋㻷䊻⭥分数⭥㾯㬞 f = A/D᷍⤃㣳 deg(A) < deg(D)᷍
D 㬨⳨㠞Ⳟ数᱄㪉 1; : : : ; n 2 K 㬨 D 䊻 K 䐱⭥㒄⮄᷍ f ⭥⤠分分㬞分ㆃ⡹㿌㬨㧈
㻣㾯㬞
f =
nX
i=1
ai
x  i
㡅䐱 a1; : : : ; an 2 K. 㵉⺞䈌ⶕ䐖函数㏁⡩᷍ ai ㅱ䔗 f 䊻 x = i 㬒⭥㬄䈁㡅䐱. 㵉⺞ビ
⭆⭥㰄ⳉ᷍㸳㗨䐋⭡ Z
f =
nX
i=1
ai log(x  i):
㸫㳃㬨䎃䂚ェ㰄⭥⤜⼍有理⤠分 D ⭥ f ⭥㬄䈁⭥᱄
㲹㎎㗸 [59] ⼮㔿㯝㲚 [83] 分⢑䐅㘘㑬㧈㻣Ⰹ理᱄
Ⰹ理 2.4.1. ([83,89]).㪉 t㬨 K(x)㩰⭥一⷗㸕Ⰹ䊋⼮ A᷍D 䊻 K[x]䐱᷍ deg(D) > 0᷍
D 㬨㸿㯌⭥᷍ gcd(A;D) = 1. 㪉
R = resultantx(D;A  tD0) 2 K[t]:
㦜⽔᷍
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2.4 㔿㯝㲚 -㲹㎎ㅽ㰄ⳉ
(i) R 䊻 K 䐱⭥㒄⮄Ⱍ㬨 A/D 䊻 D ⭥㰚有䊻 K 䐱㒄⮄㩰䈁㬞⭥䐖᱄
(ii) 㪉 a 2 K 㬨 R ⭥一⷗㒄⮄᷍ Ga = gcd(D;A  aD0) 2 K(a)[x]᱄㚨㗕 deg(Ga) > 0,
㣳 Ga 䊻 K 䐱⭥㒄⮄Ⱍ㬨 D ⭥㒄⮄᷍㣳⪬㬒 A/D ⭥䈁㬞⭩䇻 a
(iii) 㦯⼯一⷗㉀有 (2.4) 㾯㬞⭥⟝⼍ A/D ⭥䎜㬞⤠分⭥䈓㵍䂚⟝⼍ R 䊻 K 䐱⭥㰚有
㒄⮄᱄
䇪䇻䎃⷗Ⰹ理㬨一⷗㲹㭃㤊㌗⭥ㆂ⺜ㅌ䊻第㯥章⼮第㹆章䐱⭥䐅㘘᷍㸳㗨ㅌ䊻㚨㏐
ⰵ㰝㆙㾱䐅㘘᱄䎃⷗Ⰹ理⭥一⷗䐒ㅴㆂ⺜㬨Z
A
D
=
X
ajR(a)=0
a log(gcd(D;A  aD0))
㡅䐱䓽⼮⡜⤜㵍⭥ⷚ㰚䇑㼍᱄㔿㯝㲚 -㲹㎎㗸㰄ⳉㆂ⼰一㠞Ⳟ分㚙⭥有理函数ⱁ㼏
㬞⤠分⤃㗜有ⷙ⨗⹌㬞᱄㈎⺞㬫⭒⭥㾿ⶥ᷍㔿㯝㲚 -䊹㳆⭥㰄ⳉ㚽㼒➄ⱜ㗸㲹㬄䈁᷍㬫
䇤䇻䊻一⷗ UFD 㩰䇇䇤有理函数᷍ⱙ⤜㬨䓷Ⱟ᱄Ⰹ理 2:4:1 ⭥第㧞㳖⢎㘘 R ⭥分㑲
䈓㬨䔏㾂⭥ K 代数㎊䍦䄋⢎⫐⭥ A/D 㬚䇤ⰵ数积分᷍⪴ⱙ⡟䐫㩰⿹⫑㸫㳃 Q2. ⭒㦜
㰝㋪㚽⢎㬟积分䊻一⷗ㅰ㾂⭥㑍㿙䈓᷍䇻㡅㩰Ⰹ䅆㑬⨞㑬ⰵ数积分䅃㶃㡅㰝函数᷍㏞㧈R
dx/(x2 + 1) = arctan(x) ⭌䇪䇻一⷗函数⭥⤜Ⰹ积分㬨㋪䄵䎞㬞㞟㑻⭥一⷗䓷Ⱟ (第
㧞章)᷍㸫㳃 Q2 䐜有䊻㪇ゑ⭞积分⭥㉀㳆㾯㬞⤦有䅃䅆᱄㧈⺜䊻ⳕ㧞ㅨ函数⭥积分᷍㚨
㗕 Rioboo ⭥㰄ⳉ (第二章第➬ㅻ) ⢎㘘᷍积分㋪䄵䊻一⷗⼍有㰚有ⷚ䐱⭥㬖⤠⼮㿊⤠⭥
数䈓䐱⢎㬟᷍䎃一ㆂ⺜᷍㑍㵍Ⰹ理 2:4:1 ⭥第㧞⤠分ⷙ㸫㳃 Q2 㳂⹊㑬一⷗㶋䎜⭥有理
函数⭥⨖⭩积分᷉⨖⭩积分ㅌ⡜Ⰹ䅆第㹆章᷊⭥⫑➙᱄㤌䓃䅃᷍⪬㰄ⳉ㿉䄋一⷗䔏⫔⹌
䊝数㰄ⳉ䊻 K(a)[x] 㡅䐱 a 㬖数䐱⭥㒄⮄᷍䊻 K 㩰⭥代数⧄数᱄䅓⪬一⷗Ⰹ䅆䊻 K 㩰
⭥㯹䅓䓴分ㆃ㬞 R = uRe11 : : : Remm ᷍䅓⪬㸳㗨⡹㿌㸋㗠一⷗ Ri ェ㰄⨗一⷗㼁䇇⭥㒄⮄᱄
䇪䇻⫑➙㋪䄵⡜㋕䔘㬨㗠⷗ Ri 㒄⮄⭥䓽⼮᷍㈮㗜有⡹䄋㦆ェ㰄 Ri ⭥分㑲䈓᱄
IntRationalLogPart(A;D) (* 㔿㯝㲚 -㲹㎎㗸㰄ⳉ *)
(* ⷙⰉ一⷗㲹䎘㸋 0 ⭥䈓 K᷍ A;D 2 K[x]᷍㡅䐱 deg(A) < deg(D),D 㬨⳨㒄
⭥᷍㣳䈌 A ⿆䐫᷍㸿㠞Ⳟ䅓䓴分ㆃ᷍Ⳗ⿹
R
A/Ddx. *)
u a new indeterminate over K
R resultantx(D;A  tdDdx )
uRe11 : : : R
em
m  factor(R) ᷉* factorization into irreducibles *᷊
(C;G) ExtendedEuclidean(F 0; F; 1) ᷉* CF 0 +GF = 1 *᷊
for i 0 to m do
a ajRi(a) = 0
vj  F (j+1)/(j + 1)
Gi  gcd(D;A  adDdx ) ᷉* algebraic gcd computation *᷊
end for
return(Pmi=1PajRi(a)=0 a log(Gi))
㏞ 2.4.1. ㋝㔨
f =
x4   3x2 + 6
x6   5x4 + 5x2 + 4 2 Q(x)
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2 有理函数积分
f ⭥分㚙᷍ D = x6   5x4 + 5x2 + 4 㬨一⷗㸿㠞Ⳟ䅓㬞分ㆃ᷉㬣㬖㩰㬽 Q 䊝㭙᷊᷍ 㦜⽔
㔿㯝㲚 -㲹㎎㗸⭥ㆂ⺜㸋
resultantx(x
6   5x4 + 5x2 + 4; x4   3x2 + 6  t(6x5   20x3 + 10x)) = 45796(4t2 + 1)3
㬚 a 㸋一⷗代数数⡩㧈 4a2 + 1 = 0, 㸳㗨ⳃ㻷
Ga = gcd(x6  5x4 +5x2 +4; x4  3x2 +6  a(6x5  20x3 +10x)) = x3 +2ax2  3x  4a
㰚䄵᷍ Z
x4   3x2 + 6
x6   5x4 + 5x2 + 4 =
X
aj4a2+1=0
a log(x3 + 2ax2   3x  4a)
=
p 1
2
log(x3 + x2
p 1  3x  2p 1)
 
p 1
2
log(x3   x2p 1  3x+ 2p 1):
2.5 ㎎䋛⭣ -㎸㝘⤝ -㲹㎎ㅽ㰄ⳉ
㔿㯝㲚 -㲹㎎ㅽ㰄ⳉェ㰄㶋䎜⢎㬟㻣⭥䔏㾂代数㎊䍚᷍Trager ⼮ Rioboo Ⱑ㑃⭥ⳃ
㻷㔿㯝㲚 -㲹㎎ㅽ㰄ⳉェ㰄ㆂ⺜⭥䐫䅓数分ㆃ⼮䊻代数㎊䍚䐱ェ㰄䔏⫔⹌䊝数㬨㋪䄵⡽
㘃⭥᷍䐜䄋㸳㗨㬚䇤 PRS 䓴ㆂ㬞㦆ェ㰄 (2.7)᱄㰜㗨⭥㰄ⳉ㵉⺞㻣㘇⭥Ⰹ理㾿䎞᱄
Ⰹ理 2.5.1. ([56,66]) 㪉 K 㸋 K ⭥代数⡶⟝,t 㬨 K(x) 䐱⭥⢅㑠,A;B;C 2 K[x] n f0g
㕛䔄 gcd(A;C) = gcd(B;C) = 1᷍ deg(A) < deg(C) ⤃㣳 C 㸿㠞Ⳟ䅓䓴分ㆃ. 㪉
R = resultantx(C;A  tB) 2 K[t]
⭒ deg(B) < deg(C) 㬒,(R0; R1; : : : ; Rk 6= 0; 0; : : :) ⢎㬟 PRS 䓴ㆂ㬞⹹䇻 x ⰵ䇻 C ⼮
A-tB, ⭒ deg(B)  deg(C) 㬒,(R0; R1; : : : ; Rk 6= 0; 0; : : :) ⢎㬟 PRS 䓴ㆂ㬞⹹䇻 x ⰵ䇻
C ⼮ A-tB. 㪉  2 K. 㚨㗕,
(i) n=deg(C), 䊻䎃䐷㤊㌗㻣
gcd(C;A  B) = C 2 K()[x]:
(ii) n<deg(C), 䊻䎃䐷㤊㌗㻣⫇䊻㸉一 m  1 㕛䔄 degx(Rm) = n, 㣳
gcd(C;A  B) = ppx(Rm)(; x) 2 K()[x]:
䊻䎃㏐ ppx(Rm) 㬨 Rm ⹹䇻 x ⭥基䊋
Proof. 㪉 R = resultantx(C;A tB) 2 K[t]⼮⭒ deg(B) < deg(C)㬒,(R0; R1; : : : ; Rk 6=
0; 0; : : :)⢎㬟 PRS䓴ㆂ㬞⹹䇻 xⰵ䇻 C⼮A-tB,⭒ deg(B)  deg(C)㬒,(R0; R1; : : : ; Rk 6=
0; 0; : : :) ⢎㬟 PRS 䓴ㆂ㬞⹹䇻 x ⰵ䇻 C ⼮ A-tB. 㪉  2 K. 㪉 q = deg(C),c 2 K ⢎
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2.5 ㎎䋛⭣ -㎸㝘⤝ -㲹㎎ㅽ㰄ⳉ
㬟 C ⭥㬸㼏㻖数, C = cQqi=1 x  i 㸋 C 䊻 K 䐱⭥㼀㾵䅓数, 䊻䎃㏐ i ⿆⤜㼁㵍䅓㸋
C 㸿㠞Ⳟ䅓䓴分ㆃ. 㵉⺞Ⰹ理᷍㸳㗨有
R = cp
qY
i=1
(A(i)  tB(i))
䊻䎃㏐,p = degx(A   tB). 䅓⪬,R ⭥㬸㼏㻖数㸋 cp
Qq
i=1B(i), 䇪䇻 gcd(B;C) = 1
㸳㗨㋪䄵䐋⭡ R ⭥㬸㼏㻖数⳨㒄. 䅓⪬ R 6= 0, 㰚䄵㪉  2 K 㸋ⰵ䇻 R ⭥ 0 ⱁ
䂚㾵. 㸳㗨䓃䅃⭞ trailing monomail of R 㬨 cpQqi=1A(i), 䇪䇻 gcd(A;C) = 1 㸳
㗨㋪䄵䐋⭡ trailing monomail of R ⳨ 0, 㰚䄵  6= 0. 䇪䇻  ⫙有 n ⭥䐹数, 䅓⪬
⫇䊻䓴ゐ I  f1; : : : ; qg ⹹䇻基数 n 㕛䔄 A(i)   B(i) = 0 ⭒㣳㆗⭒ i 2 I. 䅓
⪬,G =
Q
i2I(x i)䊻K[x]䐱ⰵ A B㆙㾱⥑分.⭌㬨 x iA Bⰵ㦯䅃⭥ i 2 I,
㰚䄵 G 㬨 C ⼮ A  B 䊻 K()[x] 䐱⭥䔏⫔⹌䊝数. 䅓⪬,degx(gcd(C;A  B)) = n,
n  deg(C).
(i) 㧈⺜ n = deg(C),䋓 gcd(C;A B)㬨 C䊻 deg(C)㻣⭥䔏⫔⹌䊝数,䅓⪬ gcd(C;A 
B) = c.
(ii) ㋝㔨 n < deg(C). 䋓 A  B 6= 0, ⴒ䋓㸳㗨有 gcd(C;A  B) = gcd(C; 0) = C, Ⱙ
⫔䇻 n. 㪉 Sn 2 K[t][x] 㬨 C ⼮ A  tB ⹹䇻 x ⭥䓴ㆂ㬞, : K[t]! K() 㬨Ⰹ䅆
䊻 K 㩰⭥䇪 t 䇔㪅⭞  ⭥⿘㵍㲍, : K[t][x]! K()[x] 㸋 ajxj = (aj)xj . 䅓
㸋 A,B,C 䈌 t 㸿⹹,()(C) = C 㣳 ()(A   tB) = A   B, 䅓⪬ deg((C)) = q,
⤃㣳Ⰹ理㯖㘘 (Sn) = crSn, 㡅䐱 r 㬨⳨⶛䎜数⤃㣳 Sn 㬨 C ⼮ A   B ⭥第
n ⷗䓴ㆂ㬞. ⭒ deg(B) < deg(C) 㬒,(Q0; Q1; : : : ; Ql 6= 0; 0; : : :) ⢎㬟 PRS 䓴ㆂ㬞
⹹䇻 x ⰵ䇻 C ⼮ A-tB, ⭒ deg(B)  deg(C) 㬒,(Q0; Q1; : : : ; Ql 6= 0; 0; : : :) ⢎㬟
PRS 䓴ㆂ㬞⹹䇻 x ⰵ䇻 C ⼮ A-tB. 㵉⺞Ⰹ理,Ql 㬨 C ⼮ A  B ⭥䔏⫔⹌䊝数,
㰚䄵 degx(Ql) = n. 䅓⪬, 㵉⺞Ⰹ理 (Sn) 㼁㯧䇻 Ql, ⪴ⱙ (Sn) 6= 0 ⤃㣳 (Sn)
㸋 C ⼮ A   B ⭥䔏⫔⹌䊝数, 㬖カ㩰,deg((Sn)) = n. 㵉⺞Ⰹ䅆 degx(Sn)  n
⤃㣳 deg((Sn))  degx(Sn), 㸳㗨有 degx(Sn) = n. 㵉⺞Ⰹ理,Sn 㼁㯧䇻 Rm ⰵ
一㾊 m  0, ⪴ⱙ有 degx(Rm) = n. 䅓㸋 deg(R0)  deg(C) > n, 㸳㗨有 n  1,
⪴ⱙ㸳㗨㵧⨗ m 㸉一, 䅓㸋 deg(Ri) > deg(Ri+1) ⰵ䇻 i  1 䊻㦯⼯ PRS 䐱. 㾕
1Sn = 2PPx(Rm) ⰵ䇻 1; 2 2 K[t] 㕛䔄 gcd(1; 2) = 1. 䅓⪬,(1)(Sn) =
(2)(ppx(Rm)). 䓃䅃 (Sn) 6= 0 㣳 ppx(Rm) 6= 0 䅓㸋 ppx(Rm) 㸋基䊋. ㆙一⤞,
㸳㗨⤜㚽有 (1) = (2) = 0 䅓㸋 gcd(1; 2) = 1. 䅓⪬,(1) 6= 0 㣳 (2) 6= 0,
㰚䄵 (ppx(Rm)) = ppx(Rm)(; x) 㬨 C ⼮ A  B ⭥䔏⫔⹌䊝数
㻷䊻㪉A;D 2 K[x]nf0g㕛䔄 gcd(A;D) = 1.D㸿㠞Ⳟ䅓䓴分ㆃ㣳 deg(A) < deg(D).
䇇䇤Ⰹ理⼮ A = A,B = D0,C = D, 㸳㗨有 R = resultantx(D;A   tD0) ⤃㣳ⰵ㦯⼯ R
⭥ⷚ , 㸳㗨有 i  deg(D) ⼮
i 㧈⺜ i = deg(D), 㚨㗕 gcd(D;A  D0) = D,
ii 㧈⺜ i < deg(D), 㚨㗕 gcd(D;A   D0) = ppx(Rm)(; x) 㡅䐱 m  1 㬨㸉一⭥䎞䎜
数 degx(Rm) = i.
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2 有理函数积分
䅓⪬, 㸳㗨⤃⤜㿉䄋㦆ェ㰄 (2.8) 䐱⨗㻷⭥ gc, 㸳㗨㋪䄵㬚䇤䊻 PRS 䓴ㆂ㬞䐱⨗㻷
⭥䈁数㳇代, 㰚䄵㸳㗨䇤 D ⼮ A  tD0 ⭥ PRS 䓴ㆂ㬞. 䐜䄋Ⳗ⿹⭥ㆂ⺜㬨一㾊ⱁ㼏㬞ⷚ
⭥㾯㬞⼮, 㰚有⭥ェ㰄㈮㋪䄵䊻 K 䐱㶋⧪, ⤜䄋㤔㦯⼯⭥代数㎊䍚, ⤃㣳䇪⼮䅞㧌⭥㾯㬞
代数㬨䔏㾂㋪㚽⭥代数㎊䍚.
㬖カ㩰, 㸳㗨Ⰹ䅆一⷗㸿㠞Ⳟ䅓䓴分ㆃ R = Qni=1Qii, 㰚䄵 R ⭥ⷚ㣂⼤㬨 Qi ⭥ⷚ.
ェ㰄 ppx(Rm) ⰵ䇻 t = ( 㬨 Qi ⭥ⷚ) ⭩ゼ䇻ブ㩺㻖数⭒ x 㸋 ppx(Rm)modulo Qi. 㸳
㗨⤜㿉䄋ェ㰄 ppx(Rm), 䎃㬣㬖㩰䔄⹜⡄䐅 Qi ⼮ Rm ⭥㬸㻖数㗜有⳨㠞ⳓ䔏⫔⹌䊝数,
⪴ⱙ Qi ⭥䈁数⳨㒄.
IntRationalLogPart(A;D) (* Lazard-Rioboo-Trager 㰄ⳉ *)
(* ⷙⰉ一⷗䈓 K,A;D 2 K[x] 㕛䔄 deg(A) < deg(D),D ⳨㒄᱃㸿㠞Ⳟ䅓䓴分
ㆃ᱃䈌 A ⿆䐫, Ⳗ⿹ R A/Ddx.*)
t a new indetermiate over K
(R; (R0; R1; : : : ; Rk; 0)) SubResultantx(D;A  tdDdx )
(Q1; : : : ; Qn) SquareFree(R)
fori n such that degt(Qi) > 0do
ifi = deg(D)thenSi  D
else
Si  Rm where degx(Rm) = i; 1  m  k
(A1; : : : ; Aq) SquareFree(lcx(Si))
forj  1toqdoSi  Si/gcd(Aj ; Qi)j (*exact quotient*)
return(Pni=1PajQi(a)=0 a logSi(a; x))
㏞ 2.5.1. ㋝㔨䈌 example2.4.1 㼁㵍⭥积分⢎.D 㸿㠞Ⳟ分ㆃ,D ⼮ A   tD0 ⭥ PR 䓴
ㆂ㬞㬨
i Ri
0 x6   5x4 + 5x2 + 4
1  6tx5 + x4 + 20tx3   3x2   10tx+ 6
2 ( 60t2 + 1)x4 + 2tx3 + (120t2   3)x2 + 26tx+ 144t2 + 6
3 (800t3   14t)x3   400t2   7)x2   (2440t3   32t)x+ 792t2   16
4 ( 11200t4   2604t2 + 49)x2 + 25600t4 + 5952t2   112
5 ( 119840t5   59920t3   7490t)x  23968t4   11984t2   1498
6 2930944t6 + 2198208t4 + 549552t2 + 45796
Rothstein-
Trager ㆂ㬞㬨 R = R6, 㣳㰜⭥㸿㠞Ⳟ䅓䓴分ㆃ䅓㬞㬨 R = 2930944t6 + 2198208t4 +
549552t2 + 45796 = 45796(4t2 + 1)3 = 45796Q33 ⤃㣳㰜⭥ PRS 㧞ㅸ䈁数㬨
R3 = (800t
3   14t)x3   400t2   7)x2   (2440t3   32t)x+ 792t2   16
䅓㸋
gcd(lcx(R3; Q3)) = gcd(800t
3   14t; 4t2 + 1) = 1;
S3 = R3. ⰵ䇻 t ェ㰄 Q3(a) = 4a2 + 1 = 0 ⭥ⷚ᷍㸳㗨有
S3(a; x) =  214ax3 + 107x2 + 642ax  214
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2.6 ⪯㤐㯚基㰄ⳉ
㰚䄵, 一⷗积分㬨Z
x4   3x2 + 6
x6   5x4 + 5x2 + 4 =
X
aj4a2+1=0
a log ( 214ax3 + 107x2 + 642ax  214)
㬚 S3(a; x)monic㸳㗨有 S3(a; x) =  214a(x3+2ax2 3x 4a)㰚䄵积分㼁㵍䇻㏞ 2.4.1.
IntegrateRationalFunction(A;D) (* Rational function integration *)
(* ⷙⰉ一⷗䈓 K ⼮ f 2 K(x), Ⳗ⿹ R fdx.*)
(g; h) HermiteReduce(numerator(f); denominator(f))
(Q;R) PolyDivide(numerator(h); denominator(h))
ifR = 0thenreturn(g + R Qdx)
return(g + R Qdx+ IntRationalLogPart(R; denominator(h)))
㏞ 2.5.2. 㦤㸳㗨ェ㰄积分
f =
A
D
=
36
x5   2x4   2x3 + 4x2 + x  2 2 Q(x):
1.HermiteReduce(A;D)Ⳗ⿹ g = (12x+6)/(x2 1)⼮ h = 12/E 㡅䐱 E = x2 x 2.
2.PolyDivide(12; E) Ⳗ⿹ Q = 0 ⼮ R = 12.
3.IntRationalLogPart(12; E) Ⳗ⿹ Paja2 16=0 a log (x  1/2  3a/8).
㰚䄵᷍㸳㗨有Z
36
x5   2x4   2x3 + 4x2 + x  2dx =
12x+ 6
x2   1 +
X
aja 16=0
a log (x  1
2
  3a
8
)
一⷗ⷝビ⭆⭥㕀ゎ⤠分。䊻 2.7 ㅻ䐱ⷙ⨗.
2.6 ⪯㤐㯚基㰄ⳉ
⪯㤐㯚基䄲㈎䐙⨗䊻 K[x; z] 䐱, 㔿㯝㲚 -㲹㎎ㅽ㰄ⳉ⼮㎎䋛⭣ -㎸㝘⤝ -㲹㎎ㅽ㰄ⳉ
⭥ㆂ㬞⼮䓴ㆂ㬞䊬㰄㋪䄵⡜ⷒ㔿⤝㚪基 䊬㰄㦂代᱄䇪䇻有⹹ⷒ㔿⤝㚪基⭥理㔼超⨗㑬
⡟㭊⭥ⳗ㸈᷍㰚䄵㸳㗨䐜㬨ⷙ⨗㰝⼮㰝⭥㰄ⳉ, ⱙ㗜有㆙㾱䐅㘘᱄有㾬㦅⭥Ⱒ䎀㋪䄵⤯
㋝ [7; 25] ⷒ㔿⤝㚪基⭣⭝㔼⼮ [26] 有⹹㻣㘇Ⰹ理⭥䐅㘘᱄
Ⰹ理 2.6.1. ([26]). 㪉 t 㬨 K(x) 㩰⭥一⷗㸕Ⰹ䊋᷍ A᷍ D 䊻 K[x] 䐱᷍㣳㕛䔄
deg(D) > 0᷍ D 㬨㸿㯌⭥᷍ gcd(A;D) = 1᷍ B 㬨 K[t; x] 䐱䇪 D ⼮ A  tD0 㪛⧪⭥理
㼌䊻 x > t 㻣䓷⮅㝦㿓⭥ゕ䊝⭥ⷒ㔿⤝㚪基᱄エ B = P1; : : : ; Pm᷍㡅䐱 Pi 㬨䊻 K[x; t]
䐱᷍⤃㣳ⰵ䇻㦯一 i᷍䊻 x > t 㻣⭥䓷⮅㝦㿓䐱 Pi+1 ⭥䔏ⷀ㼏⫔䇻 Pi ⭥䔏ⷀ㼏᱄䋓᷍
(i) lcx(ppx(Pi)) = 1᷍ 1  i  m᱄
(ii) 䊻 K[x; z] 䐱,contentx(pi+1) 䎜⨞ contentx(pi)᷍ 1  i  m᱄
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2 有理函数积分
(iii) Z
A
D
dx =
m 1X
i=1
X
ajQi(a)=0
(alog(ppx(pi+1)(a; x))
䎃㏐ Qi = contentx(Pi)/contentx(Pi+1) 2 K[t].
䓃: Ⰹ理 2.6.1 ⭥ (i) ゕ㬨㯖㘘⪯㤐㯚基⭥㰄ⳉ䅞⨗㑬㰄ⳉ䐱⭥㬸一ⱁ㼏㬞.
IntRationalLogPart(A;D) (* ⪯㤐㯚基㰄ⳉ *)
(* ⷙⰉ一⷗㲹䎘㸋 0 ⭥䈓 K, ⼮ K[x] 䐱⭥ A,B 㣳㕛䔄:det(A) < det(D), 㣳 D
⳨㒄, 㸿㯌, 䈌 A ⿆㯹. Ⳗ⿹ R A/Ddx *)
(* ェ㰄ォ䊝ⷒ㔿⤝㚪基 *)
(P1; : : : ; Pm) <  ReducedGrobner(D;A  tdDdx ;pure lex; x > t)
(*(P1; : : : pm) ⡹㿌➕䔏ⷀ㼏⭥䋗㿓㝦㑱 *)
for j  0 to m  1 do
Qi = contentx(Pi)/contentx(Pi+1) (* ㈌㦘ェ㰄㩭 *)
Si = ppx(pi+1)
end for
returnPm 1i=1 PajQi(a)=0(alogSi(a; x))
㏞ 2.6.1. ㋝㔨䈌㏞ 2.4.1 㼁㵍⭥积分, 䋓 (D;A  tdD/dx) ⭥ⷒ㔿⤝㚪基㸋:
(x6   5x4 + 5x2 + 4; 6tx5 + x4 + 20tx3   3x2   10tx + 6) ⹹䇻:x > t 㻣䓷⮅㝦㿓:
B= (P1; P2) =(4t2 + 1; x3 + 2tx2   3x  4t)
Q1 = 4t
2 + 1/1 = 4t2 + 1 㣳 S1 = P2, 䎃㯖㘘:Z
x4   3x2 + 6
x6   5x4 + 5x2 + 4 =
X
aj4a2+1=0
alog(x3 + 2ax2   3x  4a)
䎃㻵㦜㬨⼮ 2.4.1 䐱⭥ㆂ⺜㬨㼁㵍⭥.
2.7 䐹ⳤ㝄ⰺ -㎔⤝㛂䓩 -⤏㝍㏜
㸳㗨䄲㈎䓃䅃⭞᷍䊬䇤⹌㬞᷉2.1᷊⭥㎈㚲㬨䊻⡜积函数れ⮄⪇㎮㔸゗数䍚㋋⭥ェ
㰄᷍䎃䊻㝄ⰺ㎔⤝㛂⪥㬒代㈮䄲㈎⡜㦬㗨㰚䐋᱄㦜ⱙ᷍Bronstein ⼮ Salvy ⷙ⨗㑬一⷗
⼰理⭥㰄ⳉ᷍㋪䄵⭤⭞㦌㸃分有理分㬞᷍䊻⪬㸳㗨有⡹䄋ㆊ㩽䎃䐷㰄ⳉ᱄䔏基⡟⭥ㆂ㔼
㬨
f =
Aiei
(x  i)ei +   +
Ai2
(x  i)2 +
Ai1
(x  i)1 +   
⭥ A0ijs ㋪䄵㈎ェ㰄⭤⭞⤜㋪䅓㬞分ㆃ⭥ 0is ⭥函数᱄
Ⰹ理 2.7.1. 㪉 A᷍ D 2 K[x]᷍㡅䐱 D 㬨㬸一⭥㣳⳨㒄᷍ gcd(A;D) = 1᷍⤃㣳㪉 D
⭥一⷗㸿㠞Ⳟ䅓㬞分ㆃ㸋 D = D1D22   Dnn᱄㚨㗕᷍㆗㵉⺞䊻 K 㩰⭥有理䊬㰄᷍㸳
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㗨㋪䄵ェ㰄 Hij 2 K[x]￿1  j  i  n ⭤⭞ A/D ⭥⤠分分㬞分ㆃ㸋
A
D
= P +
nX
i=1
X
jDi()=0
(
Hii()
(x  )i +   +
Hi1()
x   )
㡅䐱᷍ P 㬨 A ⨞䄵 D ⭤⭞⭥㩭᱄
Ⰹ理 2.7.1 ⭥䐅㘘. 㸳㗨㬸㻩㎕㘉㭗㰚有 Hij ⭥ㆂ⹚ᷛ㪉 i 2 1; : : : ; n᷍ Ei = D/Dii᷍
hi =
A
uiEi
2 K(x) < u >
㡅䐱 u 㬨 K(x) 㩰⭥一⷗㸃分⢅㑠᷉㏞㧈᷍ u ⼮㰝⭥㰚有⭝数 u0; u00; : : : 㬨 K(x)
㩰⭥Ⱑ㑃⢅䊋 ᱄᷊ⷚ㈾㸿㠞Ⳟ䅓䓴分ㆃ⭥Ⰹ䅆᷍㗠一⷗ Di Ⱍ㬨㸿㯌⭥㣳䈌㡅㰝㰚有
Dk ⿆䐫᷍㰚䄵 gcd(Ei; Di) = gcd(D0i; Di) = 1᱄㧈⪬᷍㬚䇤㎊䍦㝘゙㏐⭤㰄ⳉ㎕ェ㰄
Bi; Ci 2 K[x]᷍㋪⭤
BiEi  1(mod Di) and CiD0i  1(mod Di): (2.4)
j = 1; : : : ; i᷍ェ㰄 hi ji /(i  j)! ⤃㾕⧪
hi ji
(i  j)! =
Pij(x; u; u
0; u00; : : : ; u(i j))
u2i jEi j+1i
(2.5)
㡅䐱 Pij 㬨一⷗㻖数䊻 K 䐱⭥ⱁ㼏㬞᱄㦜⽔
Qij = Pij(x;D
0
i;
D00i
2
;
D3i
3
;    ; D
(i j+1)
i
i  j + 1) 2 K[x]
䔏⽔
Hij = QijB
i j+1
i C
2i j
i (mod Di) (2.6)
㡅䐱 Bi ⼮ Ci 䇪 (2:10) ⷙ⨗᱄
㸳㗨㻷䊻䄲㈎䐅㘘㑬䇪 (2:12) ⷙ⨗⭥㰚有 Hij 符⼰ⶤⰉ理᱄㪉 K 㬨 K ⭥代数ⴃ
⡶᷍  2 K 㬨 Di ⭥一⷗ⷚ᷍ Di;a = Di/(x  )᷍
hi;a =
A
Dii;aEi
=
A
D
(x  )i
ォ㦜 hi;a ㆗㬨 hi 䊻 u = Di;a ェ㰄⭤⭞⭥᷍㸳㗨有
h
(i j)
i;a
(i  j)! =
Pij(x;Di;a; D
0
i;a; D
00
i;a; : : : ; D
(i j)
i;a )
D2i ji;a E
i j+1
i
㡅䐱 Pij ㈮㼒䊻 (2:11) 䐱㬨䈌䐏㼁㵍⭥ⱁ㼏㬞᱄㸳㗨有 Di = (x   )Di;a᷍㰚䄵ⰵ䇻
k > 0᷍
D
(k)
k =
kX
j=0

k
j

(x  )(j)D(k j)i;a = (x  )D(k)i;a + kD(k 1)i;a
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ⰵ䇻 j > 1 有 (x  )(j) = 0᱄䅓⪬᷍
D
(k)
i ()
k
= D
(k 1)
i;a ()
㡅䐱 k > 0᷍䎃䅃㸗䓦
Qij() = Pij(;D
0
i();
D00i ()
2
;
D
(3)
i ()
3
; : : : ;
D
(i j+1)
i ()
i  j + 1 ) (2.7)
= Pij(;Di;a(); D
0
i;a(); D
00
i;a(); : : : ; D
(i j)
i;a ()) (2.8)
㒎㶃᷍ (2:10) 䅃㸗䓦 Bi() = 1/Ei() ⼮ Ci() = 1/D0i()᷍㰚有
Hij() = Qij()Bi()
i j+1Ci2i j =
h
(i j)
i;a ()
(i  j)!
x   ⤜㚽䎜⨞ hi;a ⭥分㚙᷍ hi;a 䊻 x =  ⨗䇪㲊㎶゗数᷍有㲊㎶⹌㬞㋪⭤᷍
hi;a =
X
k0
h
(i j)
i;a ()
k!
(x  )k
㰚䄵 A/D 䊻 x =  ⪇⭥㎮㔸゗数㸋
A
D
=
hi;a
(x  )i =
iX
j=1
h
(i j)
i;a ()
(i  j)!
1
(x  )j +    =
iX
j=1
Hij()
(x  )j +   
䎃䂚㸳㗨㈮䐅㘘㑬䎃⷗Ⰹ理᱄
䎃⷗Ⰹ理ⷙ㸳㗨㳂⹊㑬一䐷ェ㰄有理函数⭥㎮㔸゗数䍚㋋㬞⭥㰄ⳉ᱄㸳㗨䔗㆙一
⤞⭥㵧ⰰᷛ䎃㬨㋪㚽⭥᷍䍳⭞ i᷍ j’s 㬚⭤ Gij = gcdHij ; Di 㬨⳨㠞ⳓ⭥᱄䎃䅃㸗䓦᷍
ⰵ䇻 Gij ⭥一⷗ⷚ ᷍䊻 A/D ⭥䍚㋋㬞䐱 1/(x   )j ⭥㻖数㬨㒄᱄䎃㬒᷍㸳㗨䇤
Dij = Di/Gij 代㳇 Di᷍㦜⽔代⿹ A/D ⭥⤠分分㬞䍚㋋㬞
A
D
= P +
nX
i=1
iX
j=1
X
jDi()=0
Hij()
(x  )j
䐱᷍㡅䐱㰚有⡜ゴ数Ⱍ㬨㦘⡄⳨㒄⭥᱄
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LaurentSeries(A;D;F; n) (* F ⹹䇻 A/D ⭥㶋㦌⤠分分㬞分ㆃ⭥基䐖 *)
(* ⷙⰉ一⷗㲹䎘㸋 0 ⭥䈓 K᷍ A;D￿F 2 K[x]᷍ D 㬨㬸一⳨㒄⭥᷍㣳䈌 A ⿆
䐫᷍ F 㬨 D ⭥㸿㠞Ⳟ䅓䓴分ㆃ⭥ n ㅸ䅓䓴᷍Ⳗ⿹ A/D 䊻 F 䐱㦯䅃⳨㒄⪇⭥
㎮㔸゗数⭥䑘䄋⤠分 *)
if deg(F ) = 0 then return 0
end if
u 㸃分㸕䐋䊋᷍   0
E  D/Fn; h A/(unE)
(B;G) ExtendedEuclidean(E;F; 1) ᷉* BE +GF = 1 *᷊
(C;G) ExtendedEuclidean(F 0; F; 1) ᷉* CF 0 +GF = 1 *᷊
for j  0 to n  1 do
P  un+jE1+jh ᷉* P 2 K[x; u; u0; u00; : : : ; u(j)] *᷊
vj  F (j+1)/(j + 1)
Q eval(P; u v0; : : : ; u(j)  vj)
h h0/(j + 1)
if deg(F ) > 0 then
H  QB1+jCn+j mod F 
   +PF ()=0H()/(x  )(n j)
end if
end for
return
㏞ 2.7.1. ㋝㔨
f =
36
(x  2)(x2   1)2 2 Q(x)
䊬䇤㎮㔸゗数㰄ⳉ᷍ A = 36᷍ D = (x  2)(x2   1)2᷍ F = x2   1᷍ n = 2᷍㸳㗨㋪䄵
⭤⭞ᷛ
1.  = 0; E = x  2; h = 36/(u2(x  2))᷍
2. (x2   1)/3  (x/3 + 2/3)(x  2) = 1᷍㰚䄵 B =  (x+ 2)/3᷍
3. (x/2)2x  (x2   1) = 1᷍㰚䄵 C = x/2᷍
4. P = u2(x  2)h = 36᷍
5. v0 = F 0 = 2x᷍
6. Q = eval(36; u v0) = 36᷍㰚䄵 gcd(x2   1; Q) = 1᷍
7. F  = x2   1᷍
8. H =  36(x+2)/3(x/2)2 mod x2 1 =  3x 6᷍㰚䄵  =P2 1=0( 3 6)(x )2᷍
9. h = h0 = (( 72x+ 144)u0   36u)/(u3(x  2)2)᷍
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10. P = u3(x  2)2h = ( 72x+ 144)u0   36u᷍
11. v1 = F 00/2 = 1᷍
12. Q = eval(P; u v0; u0  v1) =  144x+ 144᷍㰚䄵 gcd(x2   1; Q) = x  1᷍
13. F  = (x2   1)/(x  1) = x+ 1᷍
14. H = ( 144x+144)((x+2)/3)2(x/2)3 mod (x+1) =  4᷍㰚䄵  = +P+1=0 4/(x 
)
䅓⪬᷍ f 䊻 x2   1 = 0 ⭥ⷚ㩰⭥㎮㔸゗数⭥⼮㸋
36
x5   2x4   2x3 + 4x2 + x  2 =
0@ X
2 1=0
 3  6
(x  )2
1A  4
x+ 1
+   
FullPartialFraction(f) (* f ⭥㶋㦌⤠分分㬞分ㆃ *)
(* ⷙⰉ一⷗㲹䎘㸋 0 ⭥䈓 K᷍ f 2 K(x)᷍Ⳗ⿹ f ⭥㶋㦌⤠分分㬞分ㆃ *)
D  denominator(f)
(Q;R) PloyDivide(numerator(f); D)
(D1; : : : ; Dm) Squarefree(D)
return(Q+Pmi=1 LaurentSeries(R;D;Di; i))
㏞ 2.7.2. ⰵ㻣㬞䊬䇤㶋㦌⤠分分㬞分ㆃ
f =
36
x5   2x4   2x3 + 4x2 + x  2 2 Q(x)
⭤⭞ᷛ
1. D = x5   2x4   2x3 + 4x2 + x  2᷍
2. (Q;R) = PloyDivide(36; D) = (0; 36)᷍
3. D1D22 = SquareFree(D) = (x  2)(x2   1)2᷍
4. LaurentSeries(36; D; x  2; 1)returns4/(x  2)᷍
5. LaurentSeries(36; D; x2   1; 2) returns0@ X
2 1=0
 3  6
(x  )2
1A  4
x+ 1
䎃䎞㧈㏞ 2.7.1 䐱㰚㬟᱄
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䅓⪬᷍ f ⭥㶋㦌⤠分分㬞分ㆃ㸋
36
x5   2x4   2x3 + 4x2 + x  2 =
0@ X
2 1=0
 3  6
(x  )2
1A  4
x+ 1
+
4
x  2 (2.9)
IntegrateRationalFunction(f) (* 㶋㦌⤠分分㬞积分 *)
(* ⷙⰉ一⷗㲹䎘㸋 0 ⭥䈓 K᷍ f 2 K(x)᷍Ⳗ⿹ R fdx ⭥㶋㦌⤠分分㬞分ㆃ *)
P +
nX
i=1
iX
j=1
X
jDi()=0
Hij()
(x  )j  FullPartialFraction(f)
return
Z
P +
nX
i=1
X
jDi()=0
Hi1()log(x  )
+
nX
i=2
iX
j=2
X
jDi()=0
Hij()
(1  j)(x  )j 1
㏞ 2.7.3. ⰵ䇻㏞ 2.7.2 ⭥分数 f᷍㶋㦌⤠分分㬞分ㆃⳖ⿹ (2:13)᷍䅓⪬ f ⭥积分㬨Z
36
x5   2x4   2x3 + 4x2 + x  2dx =
4log(x  2)   4log(x+ 1) +
X
2 1=0
3+ 6
x  
⫔コ㋪䄵ㅌ⪬㰄ⳉⰵ⡩一㻣䐏前㾂ㅻ䐱ⰵ䇻㼁㵍积分Ⳗ⿹ (2:9) ⭥㰄ⳉ᱄
㈂⹽积分ㆂ⺜⡜Ⳗ⿹⧪⼍有分数 v ⭥ (2:4) ⭥㾯㬞᷍⭒㦜䄓㋪䄵⡜䍚㋋⧪⼍有㼀㾯
分㚙⭥⤠分分数᷍⭌㬨㼁⡩䎃章⨗㻷⭥㡅㰝㰄ⳉ⤃㗜有ⷝⱁ⭥䇦㬧᱄㸿㔼㧈⼯᷍⪬㰄ⳉ
㬖㻷㑬⤠分分㬞㰄ⳉ⭥㸿䅓䓴⿐᱄㧈⪬᷍䎃㾊有理分数积分⭥㰄ⳉ䐜㚽䊻有理䊬㰄㻣⡜
䐕㾱᱄
2.8 ㎸㝘⤝⭥㬖有理函数㰄ⳉ
㩰㭗㰄ⳉⳖ⿹一⷗㬖基䊋᷍ⷙ⨗㑬一⷗ (2.19) ⭥⢎⫐㬞᱄⭌㬨积分㰄ⳉⳖ⿹㑬㻣㑱
㾯㬞 X
jR()=0
 logS(; x)
䊻㩰㬞䐱 R 2 K[t] 㸿㠞Ⳟ䅓䓴分ㆃ᷍㣳 S 2 K[t; x]᱄㸋㑬㶋⧪ Rioboo 㰄ⳉ᷍㸳㗨㿉䄋
ㅌ㩰㬞䐱⭥⼮䓋⿐⧪ (2.19) 䐱⭥ⶕ数ⰵ数᷍䎃㬨㬖数䊻䓴䈓䐱⭥代数䁽㪛᱄㦯⼯一⷗㬖
数䈓有一⷗㬖⡶⟝᱄䎃⷗Ⰹ理䄓䊻 [92] 䐱ⷙ⨗䐅㘘᷍11.6 ㅻ⭥㤙⢑䊻䇻㋪数㬖䈓᱄䓃䅃
⭞ K ⭥㬖⡶⟝⤜㬨㸉一⭥᷍䄓⤜㦌⪠᷍⨞⳨ K 䄲㈎㝦⼤㿓㑬᱄
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Ⰹ理 2.8.1. ([54],Chap,XI). 㪉 L 㸋㬖⡶䈓᷍㚨㗕
(i) L ⫇䊻㸉一㿓᷍䇪㻣㬞ⷙ⨗:x > 0, x = y2 ⰵ䇻㚔一⷗ y 2 L
(ii) L(p 1) 㬨 L ⭥代数⡶⟝
㪉 K 㬨㸋㩰㭗⤠分㬄㻣⭥㬖䈓᷍㪉 K 㸋 K ⭥代数⡶⟝㣳 K = K(i) ⭒ i2 =  1.
㸳㗨㯖  2 K 㸋䎇⭒  2 K᱄㪉 f 㬨 (2.21) 㾯㬞⭥⼮᷍ R = jrjxj 2 K[x]᷍
S = j;ksjktjxk 2 K[t; x]᷍⤃㣳㪉 u; v 䊻 K(x) 㩰㸕㦘Ⰹ. 㸳㗨㬸㻩⥑分⼮㬞 (2.21) ⭞
一⷗㬖ⷚ⼮一⷗ⶕⷚ㩰ᷛ
f = g +/2K;R()=0 log (S(; x))
㡅䐱
g = 2K;R()=0 log (S(; x))
㸋㬖Ⳟ⧭᷍㸳㗨ㅴ㻣㎕ェ㰄 P;Q 2 K[u; v]᷍㕛䔄
R(u+ iv) = jrj(u+ iv)
j = P (u; v) + iQ(u; v)
⤃㣳
S(u+ iv; x) = j;ksjk(u+ iv)
jxk = A(u; v; x) + iB(u; v; x)
䅓㸋 K = K(i)᷍㰝㬨二㸍㼓㑠㋶ヅ䐱⹹䇻基 (1; i) ⭥㼓㑠㋶ヅ᱄㰚䄵ⰵ䇻  2 K᷍
R() = 0 ⭒㣳㆗⭒ P (a; b) = Q(a; b) = 0 㡅䐱  = a+ ib᱄目前㸋䐚᷍  /2 K ⭒㣳㆗⭒
b 6= 0᱄䅓⪬㸳㗨㋪䄵⿐ビ (2.22)
f = g +a;b2K;b6=0;P (a;b)=Q(a;b)=0(a+ ib) log (S(a+ ib; x))
㪉  㭕䇻 K 㕛䔄 (i) =  i ⼮ (z) = z ⰵ䇻㦯䅃 z 2 K᷍Ⰹ䅆  : K[x] ! K[x] 㵉⺞
(ajx
j) = (aj)x
j᱄㪉 a; b 2 K.
A(a; b; x)  iB(a; b; x) = (A(a; b; x) + iB(a; b; x)) = (S(a+ ib; x))
= S((a+ ib); x) = S(a  ib; x)
ⰵ䇻 
P (a; b)  iQ(a; b) = (P (a; b) + iQ(a; b))
= (R(a+ ib)) = R((a+ ib)) = R(a  ib)
⪴ⱙ㸳㗨⭝⨗㑬 R(a+ ib) = 0 ⭒㣳㆗⭒ R(a  ib) = 0᱄䅓⪬᷍ⰵ䇻㦯䅃 (a; b)᷍ (a; b)
䄓⡹㿌䊻⼮ (2.25) 䐱⨗㻷᷍㰚䄵㸳㗨㋪䄵➲ (2.25) 䐹㾕⧪
f = g +a;b2K;b>0;P (a;b)=Q(a;b)=0f(a+ ib) logS(a+ ib; x) + (a  ib log (S(a  ib; x)))g
= g+
a;b2K;b>0;P (a;b)=Q(a;b)=0fa(log (A(a; b; x) + iB(a; b; x))) + log (A(a; b; x)  iB(a; b; x))g
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䅓⪬
f = g + h+a;b2K;b>0;P (a;b)=Q(a;b;)=0ib log (
A(a; b; x) + iB(a; b; x)
A(a; b; x)  iB(a; b; x))
㡅䐱
h = a;b2K;b>0;P (a;b)=Q(a;b;)=0a log (A(a; b; x)2 +B(a; b; x)2)
㸋㬖函数᱄䅓㸋㬄䈁⭥⳨㬖数⤠分Ⱍ符⼰㾯㬞 (2.19)᱄㸳㗨㋪䄵㬚䇤Ⰹ理 2.8.1 ⼮㰝⭥
ⰵ䇇㰄ⳉㅌ㰝㗨䓋⿐⧪㬖函数᱄䓃䅃᷍䅓㸋䓋⿐ (2.19) ⭞㬖函数䄋㤔ェ㰄 A ⼮ B ⭥䔏
⫔⹌䊝㬞᷍㸳㗨䊻理㔼㩰㋪䄵㬚䇤 LogToAtan ェ㰄᱄
Ⰹ理 2.8.2. ([72]). 㪉 K 㸋㬖䈓᷍ K 㸋 K ⭥㬖⡶⟝᷍ C;D 2 K[x] 㕛䔄 deg(D) >
0;deg(D) > deg(C)᷍D 㸿㠞Ⳟ䅓䓴分ㆃ㣳 gcd(C;D) = 1᷍ズ㪉 R;S..
䐅㘘.. ⰵ䇻㚔一⷗㿓㑱᷍㸳㗨㋪䄵䇇䇤 Rioboo ⭥Ⰹ理
i log (A(u; v; x) + iB(u; v; x)
A(u; v; x)  iB(u; v; x))
㡅䐱 u; v Ⱑ㑃㣳⳨㦘Ⰹ㾵᷍⹼⥍⭞㬖函数 (u; v; x)᱄㸳㗨㋪䄵➲ (2.26) ⶥ㾕⧪
f = g + h+a;b2K;b>0;P (a;b)=Q(a;b)=0b(a; b; x)
㡅䐱Ⰹ理 2.8.4 ⡄䐅 (u; v; x) ⭥⫇䊻㾵᱄㵉⺞➲⫑➙⢎㬟⧪⼮㾯㬞᷍㸳㗨⤜㿉䄋㬖カ㩰
ㆃ㉗䎃⷗㻖㵔᷍〓䎀㦆䅞㧌㦯⼯⭥代数数䓷᱄㬖カ㩰᷍㗠⭒ P (u; v) = Q(u; v) = 0 ⭥㬖
ⷚ㋪䄵⡜ェ㰄⭥㬒⽓᷍㰜㋪䄵⡜ⷝ有㾈⭹ェ㰄第一⷗㬖ⷚ᷍㦜⽔⮘䇤 LogToAtan᷍ⱙ⤜
㬨䇇䇤⺇䊝⭞ⷝ一⟄⭥㸫㳃᱄
LogToReal(R;S) (* Rioboo *)
change R(u+ iv) into P (u; v) + iQ(u; v)
change S(u+ iv; x) into A(u; v; x) + iB(u; v; x)
return a;b2K;b>0;P (a;b)=Q(a;b)=0a log(A(a; b; x)2 +B(a; b; x)2) +
bLogToAtan(A;B)(a; b; x) + 2K;R()=0a log (S(a; x))
㏞ 2.8.1. 䇇䇤 LogToReal ⭞积分 (2.15)᷍㸳㗨有
R(t) = 4t2 + 1 2 Q[t]; S(t; x) = x3 + 2tx2   3x  4t 2 Q[t; x]
⼮ 1. R(u+iv) = 4(u+iv)2+1 = 4u2 4v2+1+8iuv,㰚䄵 P = 4u2 4v2+1⼮ Q = 8uv.
2. S(u+ iv); x = x3+2(u+ iv)x2  3x  4(u+ iv) = x3+2ux2  3x  4u+ i(2vx2  4v)᷍
㰚䄵 A = x3 + 2u2   3x  4u ⼮ B = 2vx2   4v 3. H = resultantv(p; q) = 256u4 + 64u2
䐜有 0 㬖ⷚ᱄ P (0; v) = 1   4v2 䐜有 12 䎃一⷗䎞㬖ⷚ᱄4. A(0; 1/2; x) = x3   3x᷍
B(0; 1/2; x) = x2   2 ⼮ LogToAtan(x3   3x; x2   2) Ⳗ⿹
2arctan(
x5   3x3 + x
2
) + 2arctan(x3) + 2arctan(x)
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2 有理函数积分
⤜㦆ㆃ㻖㵔䐱⭥ P (u; v) = Q(u; v) = 0᷍㸳㗨㋪䄵⮘䇤 LogToAtan(x3 + 2ux2   3x  4u;2vx2   4v)᷍
Ⳗ⿹
(u; v; x) = arctan( x
2v
+
u
v
)
+ 2 arctan(x
3
2v
+
2u
v
x2 +
4u2 + 4v2   1
2v
x  u
v
)
+ 2 arctan(x
5
4v
+
u
v
x4 +
u2 + v2   1
v
x3   3u
v
x2   8u
2 + 8v2   3
4v
x+
u
v
)
积分⭥Ⳗ⿹䐖Z
x4   3x2 + 6
x6   5x4 + 5x2 + 4dx = a;b2R;b>0;4a2 4b2+1=8ab=0b(a; b; x)
㬨㬖函数, ⫙㧌 a = 0 ⼮ b = 12᷍㸳㗨⭤⭞㑬⼮㩰㘇一䂚⭥ㆃ
IntegrateRealRationalFunction(f) (* Real rational function integration
*)
v +mi=1jRi()=0a logSi(a; x) IntegrateRealRationalFunction(f)
return(v +mi=1LogToReal(Ri; Si))
2.9 㚻⧂积分
䊻䎃一ㅻ䐱, 㸳㗨ⶦ㭗一⷗积分㰄ⳉ⭥㸃⢅㾯㬞. 䎃⷗⢅㾯⡜䇤䇻㝱Ⰹ一⷗㬨函数㬨
ⴒ㬨㻣㑱㤊㌗⭥䐷:
. 一⷗有理函数⭥⭝数
. 一⷗有理函数⭥⭝数⭥ⰵ数
䎃㾊㸫㳃⭥䐹䄋㾵䊕䓵ⷝ㠶⢊函数⭥积分. ⷝ㆙一⤞, 㝱Ⰹ一⷗㬖函数㬨ⴒ㬨一⷗ⰵ
数㸃分ⰵㆃ一⷗㬖函数㻖⭥⭥⧄㸃分Ⳟ⧭㬞⳨⧄有⟐䑛⭥.
㋪㬗⢑⭥⭝数:
第一⷗㸫㳃㬨ⷙⰉ一⷗ f 2 K(x) 䐱⭥函数, 㦘Ⰹ㬨ⴒ⫇䊻 u 2 K(x) 㬚⭤ du/dx =
f . 㸋㑬ェ㰄 u,㸳㗨䐜䄋㬚䇤〕㕆㸍䓩 -➣㯚㲹㔿ⷒ㎎⪥㰄ⳉ〓䎀一㻣➍ⱜ㗸㲹䊝⿐⭥⢅
㾯,ⰵ䇻 f ,㸳㗨⭤⭞ g 2 K(x)⼮ A;D 2 K(x)㡅䐱 D㬨㸿㯌⭥,㬚⭤ f = dg/dx+A/D.
䊻䎃一⮄㩰,u 2 K(x) ⭒㣳㆗⭒ DjA 㬒㕛䔄. 䎃㏐ u = g + R (A/D)dx
䎃㏐㵍㬒⫇䊻一䔊㋪䄵䇤㎕䊻⤜ⰵ f 积分⭥㳖ミ㻣㎕㝱ⰰ f 㬨ⴒ㬨一⷗有理函数
⭤㸃分⭥Ⳟⳉ:
. ェ㰄 f ⭥分㚙⭥㸿㯌䅓㬞分ㆃ D1D22::Dnn, 㣳ⰵ㗠⷗ i᷍ⱁ㼏㬞 Hi1 㭕䇻Ⰹ理 2:7:1
䐱⭥ K[x], 䊻䎃㏐㸳㗨䇤㑬㎮㔸゗数㰄ⳉ᱄㸳㗨エ Di = GiEi 㡅䐱 Gi = gcd(Hi1; Di)
㣳 gcd(Ei;Hi1) = 1᱄䐻㰚䐽䐋ᷛ f 䊻㚔⷗ⷚ Gi ⪇⭥䈁数㸋 0᷍㣳䊻 Ei ⭥一⷗ⷚ  ⪇
㸋 Hi1() ⳨ 0᷍⹫ f 㸋一⷗㬖函数⭥䁽㪛㬞⭒㣳㆗⭒ⰵ㦯䅃 i 㕛䔄 Ei = 1, 䎃䄓㈮㬨
㯖ⰵ㗠⷗ i 㸳㗨有 DijHi1᱄
. ェ㰄 f ⭥分㚙⭥㸿㯌䅓㬞分ㆃ D1D22::Dnn, 㣳ㅌ f 㾕㸋㧈㻣⭥⼮㬞ᷛ
f =
Pn
i=1
Ai
Di
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2.10 㻑㳃
㧕 f 㬨一⷗㬖函数⭥⥛㪛㬞 (Derivatives)᷍䋓 DijAi, ⪬㶃䊻 f 䊻 D1 ⭥ⷚ⪇⭥䈁
数ㅌ⳨ 0᱄㧕 DijAi, 䋓 f 㸋一⷗㬖函数⭥䁽㪛㬞⭒㣳㆗⭒ⰵ㰚有 i > 1 ⭥㤊㾯有 Ai/Dii
䄓㬨一⷗㬖函数⭥䁽㪛㬞᱄㵍㬒㸳㗨䇇䇤㕎㏜㋬㝱Ⰹ᷍ⶤ㝱Ⰹ㯖㘘 A/Di 䊻 m > 1 ⭥
㤊㾯㻣᷍㬨一⷗㬖函数⭥㝪㪛㬞⭒㣳㆗⭒ᷛ
DjWronskian(dDdx ￿dD
2
dx ; : : : ;
dDm 1
dx ; A)
㦜ⱙ䎃㾊㝱Ⰹ⤜㬨➍ⱜ㗸㲹䊝⿐〓䎀〕㕆㸍䓩 -➣㯚㲹㕆ⷒ㎎⪥基㰄ⳉ⭥㬖䇤Ⳟⳉ᱄
㸳㗨䐜㬨⳨⧄理㔼⭥⹹䓃᱄㻷䊻⿚㗜有䍳⭞ⰵ⫔ⱁ数函数㠶⢊㬫䇤⭥一⟄㾵㝱ⰉⳞⳉ᱄
ⱙ䎞㬨㧈⪬䊻一⟄㤊㌗㻣㝱Ⰹ䁽㪛㬞⭥㸫㳃㬨⳨⧄㚲⭥᱄᷉ボ 5.12 㾂ㅻ᷊
㝱Ⰹⰵ数⭥䁽㪛㬞
第二⷗㸫㳃㬨᷍ⷙⰉ一⷗ f 2 K(x), 㦘Ⰹ䎃㏐㬨ⴒ⫇䊻 u 2 K(x) 㕛䔄 du/dx =
uf . 㸳㗨ㅌ。䊻⽔㘇᷉ボ㑘㻑 4.2᷊ⷙ⨗䐅㘘ᷛ
f 㬨一⷗㬖函数⭥ⰵ数䁽㪛㬞⭒㣳㆗⭒ f = A/D 㡅䐱 D 㬨㸿㯌⭥᷍ det(A) <
det(D); gcd(A;D) = 1, 㣳㰚有㔿㯚㲚 -ㅽ㎎ⴓ㰄ⳉ⥛㪛⭥ⷚ㸋䎜数᱄㧈⺜䎃䂚⭥⿑᷍㦯
⼯㔿㯚㲚 -ㅽ㎎ⴓ㰄ⳉ᷍㎎䋛⭣ -㎸⤝㝘 -㲹㎎ㅽ㰄ⳉ⼮⪯㤐㯚基㰄ⳉ⭥⥛㪛㬞 u 2 K(x)
㕛䔄 du/dx = uf᱄
2.10 㻑㳃
㻑㳃 2.10.1. 䇤➄ⱜ㗸㲹⺊䊝⼮㔿㯚㲚 -㲹㎎ㅽ㰄ⳉェ㰄ᷛZ
x5   x4 + 4x3 + x2   x+ 5
x4   2x3 + 5x2   4x+ 4 dx
㻑㳃 2.10.2. 䇤㎎䋛⭣ -㎸⤝㝘 -㲹㎎ㅽ㰄ⳉェ㰄ᷛZ
8x9 + x8   12x7   4x6   26x5   6x4 + 30x3 + 23x2   2x  7
x10  2x8   2x7   4x6 + 7x4 + 10x3   4x  2 dx
㻑㳃 2.10.3. a) 䇤㔿㯚㲚 -㲹㎎ㅽ㰄ⳉ〓䎀㎎䋛⭣ -㎸⤝㝘 -㲹㎎ㅽ㰄ⳉェ㰄ᷛZ
72x7 + 256x6   192x5   1280x4   312x3 + 1440x2 + 576x  96
9x8 + 36x7   32x6   252x5   78x4 + 486x3 + 288x2   108x+) dx
⤃䇤䎃⷗ㆂ⺜ェ㰄  2  x   2/3 ⭥㼔䎘㾵Ⰹ积分 (symbolicdefiniteintegral), 㵍
㬒ㅌ㡅䈌䐒ㅴ䇤数䐖Ⳟⳉェ㰄⭥ㆂ⺜㆙㾱⡩ㅰ᱄
b) ⰵ㩰㭗ㆂ⺜䇇䇤㎸⤝㝘㰄ⳉ⤃䊻⪬ェ㰄㡅䊻  2  x   2/3 ⭥Ⰹ积分᱄
㻑㳃 2.10.4. a) ェ㰄 Z
dx
1 + x4
b) 㸋 R dx1+xn 䁑䍳一⷗⡶㚄㬞 (closedform) 㡅䐱 n 2 N᱄
㻑㳃 2.10.5. ([66]) ェ㰄Z
x4 + x3 + x2 + x+ 1
x5 + x4 + 2x3 + 2x2   2 + 4
p
 1 +p3
dx
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Chapter 2:1:3 微分域 
 在这一章节中我们研究积分算法可以实现并能够被证明其正确性的代数结构。主要的思
想来源于 J.F.Ritt，在纯代数结构中定义微分的概念（换句话说，不使用函数，极限，正切线
这些分析中的概念），并且研究这样定义的微分在任一对象上作用的性质。用这种方法，之
后我们可以将积分问题转换为在某个代数结构上的解方程问题，解方程问题可以通过代数算
法解决。因为任意的超越函数都可以看做是在具有微分结构的域上的一个单变量有理函数，
首先我们需要研究环上和域上微分结构的一般性质。这使得我们可以将有理函数的积分算法
推广到到非常广泛的超越函数类上。 
 
 
3.1 微分 
尽管之后章节中的积分算法仅仅在特征为0的微分域上能够使用，但是这一章节的前两
小节的讨论的对象是具有任意特征的环和域。如果在任一环上的映射满足通常的规则，那么
我们称其为一个微分 
 
定义 3.1.1.R是一个环（域），R上的一个微分是一个映射D : R!R，满足下列两条性质，
对于8a; b 2 R 
(i)D(a+b) =Da+Db 
(ii)D(ab) = aDb+bDa 
则(R;D)叫做一个微分环（域）。 
 
集合ConstD(R) = fa2R such that Da=0g叫做R关于映射D的常数子环（子域）。
如果S是R的子环（域）并且DS µ S，那么S µ R就叫做R的一个微分子环（域）。 
如果微分不具有多值性，我们常常称R是微分环（域），而不是说(R;D)是微分环（域）。
基于我们的定义，我们可以发现通常在分析中的微分的代数性质，对于我们定义的微分也成
立。 
 
定理 3.1.1. (R;D)是一个微分环（域） 
(i)D(ca) = cDa 8a2R;c2ConstD(R) 
(ii)如果R是一个域， 
 D
a
b
=
bDa¡ aDb
b2
8a; b 2 R; b 6= 06  
(iii)ConstD(R)是R的微分半环（半域） 
(iv)Dan = nan¡1 8a 2Rnf0g;8n 2N 
(v)对数的微分特征：如果R是一个整环，那么 
 
D(u
e1
1 ¢ ¢ ¢u
en
n )
u
e1
1 ¢ ¢ ¢u
en
n
= e1
Du1
u1
+ ¢ ¢ ¢+ en
Dun
un
 
8u1; : : : ; un 2 R
¤;8e1; : : : ; en 2 N 
(vi) 
 DP(u1; : : : ; un) =
nX
i=1
@P
@Xi
(u1; : : : ; un)Dui 
8u1; : : : ; un 2 R
¤;8e1; : : : ; en 2 N 
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   总之，一个环可以在其上有不止一个的微分定义，例如Q[X;Y ]至少有微分0; d=dX和
d=dY。但是它有更多的微分定义，例如D= d=dX+d=dY。实际上，任意以R中元素为系
数的微分的线性组合也是R上的一个微分。 
 
引理 3.1.1. R上所有微分映射的集合Ð(R)是一个左R¡模。 
 
定义 3.1.2. (R;D)为一个微分环，如果DI µ I，那么R的理想I称作微分理想。 
 
引理 3.1.2. (R;D)为微分环，I是R的一个微分理想，¼ : R!R=I为典范投影，那么D诱
导出R=I上的一个微分D¤，使得D¤ ± ¼ = ¼ ±D。 
 
例 3.1.1. R为任意一个环，D是R上的零映射，那么R的任意一个理想是一个微分理想，诱
导映射D¤是R=I上的零映射。 
例 3.1.2. 令X为不定元，D为R=Q[X]上的d=dX。R仅有的微分理想为(0)和(1)，诱导映
射分别为D和零映射。 
例  3.1.3. (R;D) 为 微 分 环 ， X 是 不 定 元 ， ¢ : R[X]!R[X] 是 由
¢(
P
n anX
n) =
P
n(Dan +nan)X
n定义的映射。可以验证¢是R[X]上的一个微分映射，
8m 2 N，理想Im =(Xm)是一个微分理想。m=1，映射¼ : R[X]!R[X]=(X)'R是
X ! 0的替代，R上的诱导映射¢¤满足 
 ¢¤¼(p) =¼(¢p) =D(p(0)) 8p2R[X] 
所以在R上¢¤ = D。 
 
 
3.2 微分扩张 
在这一部分，我们考虑如何讲一个给定的微分扩展到一个更大的环或域上。像前一小节
一样，本小节中的环和域也都是有任意的特征。在古典代数中，为了得到一个更大的环，会
将方程的解或者新的不定元加入到已有的环中。一个自然的问题就出现了，如果原始的环上
定义了一个微分D，那么D可以扩展为新的更大的环上的一个新的微分吗？如果答案是肯定
的，并且新的微分和原有的微分D相容，我们就说新的微分环是要有微分环的一个微分扩张。
下面的定义说明了“和D相容”的概念。 
 
定义 3.2.1 (R;D)和(S;¢)是微分环，如果R是S的一个子环并且¢a = Da;8a 2 R，那我们
称(S;¢)是(R;D)的一个微分扩张。 
 
    首先，我们证明整环上的任意微分能够唯一的扩张到自身的分式域，这个扩张是由通常
的分式微分的规则定义的。 
 
定理 3.2.1. R是一个整环，F是R的分式域，D是R上的微分，那么存在F上唯一的微分¢使
得(F;¢)是(R;D)的微分扩张。 
 
定义 3.2.2.R是一个环，X是R上的不定元。D是R上任意的一个微分，D在系数上的作用由
映射·D : R[X]!R[X]定义 
 ·D(
Pn
i=0 aiX
i) =
Pn
i=0(Dai)X
i 
映射·D将微分D作用于R上多项式的每一个系数，注意到在·D作用下，多项式的次数
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可能变化。 
 
引理 3.2.1. ·D是R[X]上的一个微分。 
 
   如果R是一个整环，那么R[X]是一个整环，所以，根据定理 3.2.1，·D可以唯一的扩展
为其分式域上R(X)的一个微分，我们也将这个到R(X)的扩展记为·D。 
 
引理 3.2.2. (R;D)为一个微分环，(S;¢)是(R;D)的一个微分扩张，X是R上的一个不定元。
那么， 
 ¢(P (®)) = ·D(P )(®) + (¢®)
dP
dX
(®) 8® 2 S; 8P 2 R[X ] 
 
   现在我们可以证明关于微分扩张的主要结论：F(t)是微分域(F;D)的一个简单扩张，如
果t是F上的代数元，那么D扩展到F(t)的方式是唯一的，否则D可以不同的方式扩展到F(t)，
但是从中选择Dt的值后，就可以使扩张唯一。我们在两个定理中证明这个结论，一个是针
对超越元的情况，一个是针对代数元的情况。 
 
定理 3.2.2. (F;D)是一个微分域，t是F上的超越元，那么8w2F(t)，存在F(t)上的唯一微
分¢，使得¢t = w，并且(F(t);¢)是(F;D)的一个微分扩张。 
 
例 3.2.1. F为任意的一个域，0F是F上零映射，x是F上的超越元。令D为0F到F(x)的一个
扩张，满足Dx=1。因为(F(x);d=dx)是(F;0F)的一个微分扩张，并且dx=dx=1，定理 3.2.2.
证明了D= d=dx，换言之，F(x)上的唯一微分为F上的0映射，d=dx将x映为 1. 
 
例 3.2.2. (F;D)是一个微分域，t是F上的超越元，令¢为D到F(t)使得一个扩张，并且满足
¢t = 0。因为(F(t);·D)是(F;D)的一个微分扩张，并且·Dt = 0，定理 3.2.2证明了¢ = ·D，
换言之，·D是D到F(t)的唯一扩张，且在·D意义下t是常数。 
 
下面我们考虑微分域的代数扩张情形。假设E在F上是可分的对于下一个定理来说是必
须的，因为可能出现F有非零特征的情况，同时E在F上是可分的意味着对于E上的任意元
素在F上的最小不可约多项式， 没有重根。在特征为0的情况下，代数扩张总是可分的，所
以仅仅对于这种情况可以忽略可分性的假设。另外我们在证明中使用Zorn引理来证明非有
限扩张的情形。如果只考虑有限生成的代数扩张，那么那一部分的证明可以跳过。 
 
定理 3.2.3. (F;D)是一个微分域，E是F的一个可分代数扩张，那么存在E上的唯一微分¢使
得(E;¢)是(F;D)的一个微分扩张。 
 
例 3.2.3. (F;D)是一个特征为0的微分域，C =ConstD(F)。®是C上的代数元，P 2C[x]是
®在C上的最小不可约多项式。那么D有到F(®)的唯一扩张，并且一定有 
 0 = D(P (®)) = ·D(P )(®) + (D®)
dP
dX
(®) = (D®)
dP
dX
(®) 
所以D®= 0，这意味着任意任意在常数域上的代数元自身在微分D的意义下也是一个常数。 
 
例 3.2.4. 令F =Q(x)，®是Y 2¡x 2 F[Y ]的一个跟，换言之，®代表了函数§
p
x。那么d=dx
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有唯一到Q(X;®)的扩展，并且必须满足 
0 = d
dx
(®2¡x) = ·d=dx(Y
2¡x)(®)+ d®
dx
d(Y 2¡x)
dY
(®) =¡1+2®d®
dx
 
所以                              d®dx =
1
2® 
这是®=§
p
x在通常意义下关于x的微分。 
作为定理 3.2.3.的结论，我们可以将任意用微分扩张的迭代生成的域用一个可分的代数
扩张替代，并且我们仍然有一个合理的微分扩张的迭代。 
 
推论 3.2.1. (K;D)为一个微分域，(F;¢)为(K;D)的微分扩张，F是F的代数闭包，并且
E µ F是K的一个代数可分扩张。那么D可以唯一的扩张为E上的映射，¢可以唯一的扩张
为EF上的映射，(EF;¢)是(E;D)的一个微分扩张。 
 
     在微分域的一个代数扩张中，微分和共轭映射可交换。这说明了迹映射和微分映射可
交换，并且可以给出一个关于对数微分的迹的方程。 
 
定理 3.2.4. (K;D)是一个微分域。 
(i)F为K的可分代数扩张，那么F在K上的任意域自同构和D可交换。 
(ii)E是K生成的有限可分代数扩张，Tr : E!K;N : E!K是E到K的迹映射和范数映
射，那么Tr和D可交换，并且 
 Tr(
Da
a
) =
DN(a)
N(a)
;8a 2 E¤ 
 
 
3.3 常数和扩张 
   在这一部分，我们研究在微分域的常数子域上的扩张的作用。首先，我们不难发现，常
数在扩张之后仍为常数。 
 
引 理  3.3.1. (F;D)为 一 个 微 分 域 ， (E;¢)是 (F;D)的 一 个 微 分 扩 张 。 那 么
ConstD(F)µConst¢E 
 
  在接下来的几个引理中，我们考虑能够在微分扩张中出现的新的代数常量。首先，我们先
证明一个代数常量实际上必须为初始常数域上的代数元，相应地初始常数域上的可分代数元
必须是一个常量。 
 
引理 3.3.2. (F;D)是一个微分域，(E;¢)是(F;D)的一个微分扩张，那么 
(i)c 2Const¢(E)是F上的代数元=)c在ConstD(F)上是代数的 
(ii)c 2E在ConstD(F)上是代数的，并且是可分的=)c 2Const¢(E) 
 
   所以，在进行微分域的可分代数扩张时，新的常数都恰好是由在初始常数子域上的代数
元扩张生成的。特别的是，特征为0的微分域的代数闭包的常数恰好组成了初始常数子域的
一个代数闭包。 
 
推论 3.3.1. (F;D)是一个微分域，E是F的一个可分代数扩张。令C =ConstD(F)，同时令
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C
E
为E中C的代数闭包，换句话说E中所有元素组成的子域在C上都是代数的。那么D可以
唯一地扩展为E上的一个映射，并且ConstD(E) = C
E
。，如果E是代数封闭的，那么
ConstD(E)是C的一个代数闭包。 
 
作为推论 3.2.1.的一个结论，我们可以将任何以微分扩张迭代形式表示出来的域用它的
代数闭包替代（如果该域的代数闭包是可分的）。如果常数域在初始迭代中保持不变，那么
在替代之后，常数子域保持不变。在下一个引理中，F是完全域的这个假设仅仅是为了保证
F的代数闭包在F上是可分的。所有特征为0的域是完全域，所以只对特征为0的域感兴趣的
读者可以忽略这个假设。 
 
 
引理 3.3.3. (F;D)是一个完全微分域，(E;¢)是(F;D)的一个微分扩张，E是E的一个代数
闭包，F是F的一个代数闭包，并且满足F µE。那么(EF;¢)是(F;D)的一个微分扩张，
并且 
 ConstD(F) =Const¢(E) =)ConstD(F) =Const¢(EF) 
 
    正如预料的那样，将一个常数加入到微分域中，得到的新的常数域仅仅比初始的常数域
多了这么唯一的一个元素。 
 
引 理  3.3.4. (F;D)是 一 个 微 分 域 ， (E;¢)是 (F;D)的 一 个 微 分 扩 张 。 那 么
Const¢(F(t)) =ConstD(F)(t);8t 2Const¢(E)。 
 
  最终，我们需要一些微分代数中性质的结果包括哪些常数可以在微分扩张中保持不变。 
 
定义  3.3.1. (F;D)是一个微分域， y1; : : : ; yn 2 F 。 y1; : : : ; yn 的朗斯基行列式
W(y1; : : : ; yn) = det(M(y1; : : : ;yn)) 
 M(y1; : : : ; yn) =
0
@
y1 y2 ¢ ¢ ¢ yn
Dy1 Dy2 ¢ ¢ ¢ Dyn
Dn¡1y1 D
n¡1y2 ¢ ¢ ¢ D
n¡2yn
1
A (3.1) 
朗斯基行列式是否恒等于零（当然若恒等于零，也不一定意味着函数组线性相关）在分
析中是众所周知的可以用来检验函数组的线性独立性的的方法，可以证明的是这个性质在任
意的微分域上也成立。 
 
引理 3.3.5. (F;D)是一个微分域，那么y1; : : : ; yn 2 F，且y1; : : : ; yn在ConstD(F)上线性相
关当且仅当W(y1; : : : ; yn) = 0。 
 
常数上的线性独立性是由常数域上的线性独立性体现出来的，因此这种线性独立的性质
在微分扩张下保持。 
 
推论 3.3.2. (F;D)是一个微分域，(E;¢)是(F;D)的微分扩张。如果S ½ F在ConstD(F)上
是线性独立的，那么S在Const¢(E)上是线性独立的。 
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下一个引理强调了如果一个代数系统的常数能够满足一些等式或不等式，那么代数常数
也能满足这些等式或不等式。 
 
引理 3.3.6. (F;D)是一个微分域，并且常数域代数封闭，(E;¢)是(F;D)的微分扩张，
X1; : : : ;Xm是F上的独立不定元，g 2F[X1; : : : ;Xm]，S是F[X1; : : : ;Xm]的任意一个子集。
如 果 存 在 c1; : : : ; cm 2Const¢(E)使 得 对 于 8f 2 S ， g(c1; : : : ; cm) 6=06 ， 并 且
f(c1; : : : ; cm) =0，那么在ConstD(F)中也有这样的元素c1; : : : ; cm。 
 
 
3.4 单项式扩张 
我们要研究形式为k(t)的简单超越微分扩张，对于k(t)来说，微分D和d=dt有一定的相
似性，这使得我们可以将有理函数的积分算法可以应用到这样的扩张上。回顾一下，如果k
是一个微分域，K是k的一个微分扩张，t是K的一个元素，那么如果在K上微分D的作用下
k(t)能过保持封闭，那么k(t)本事就是一个微分域。微分D和d=dt之间的相似性成立的条件
之一是D将t的多项式映为t的多项式，换言之，k[t]在D的作用下封闭。（这个条件可能不是
必须的，但是积分算法还没有在[71]的扩张中实现）。因此，在这里我们研究的微分扩张都
是满足多项式的微分为多项式这种情况。另外，我们将研究限定在特征为0的域上，所以对
于剩下的章节来讲，k是一个特征为0的微分域，K是k的一个微分扩张，D表示K上的微分。
首先，我们来证明Dt 2 k[t]和k[t]是k(t)的微分子环这两个条件是等价的。 
 
引理 3.4.1. t 2K，那么Dt 2 k[t]()k[t]在D作用下封闭。 
 
   我们注意到在上面的这个引理中，不需要限定t是k上的超越元。现在我们可以定义之后
积分算法所适用的微分扩张类。这个微分扩张类对于刻画微积分中通常的初等超越函数来说
足够一般。这个微分扩张类是由简单的超越扩张组成的，在这些超越扩张中k[t]在D的作用
下是封闭的。 
 
定义 3.4.1. t 2K，如果满足 
(i)t在k上是超越的 
(ii)D[t] 2 k[t] 
   那么我们称t是k上的一个有关D的单项式。 
    另 外 我 们 定 义 t 的 D¡ degree （ D¡ 次 数 ） 为 ±(t) = degt(Dt) ， t 的
D¡ leading coefficient（D¡首项系数）为¸(t) = lct(Dt)。如果±(t)· 1，我们称t是线
性的，反之，则称t是非线性的。此外，我们令Ht 2 k[X]，Ht为多项式满足Dt =Ht(t)。 
因为在单项式扩张中，多项式的微分为多项式，我们经常需要知道一个微分的次数和首
项系数。 
 
引理 3.4.2. t为k上的单项式，p 2 k[t] 
(i)deg(Dp)· deg(p)+max(0;±(t)¡1) 
(ii)如果t非线性，并且deg(p) > 0，那么(i)中等号成立，Dp的首项系数为deg(p)lc(p)¸(t) 
 
另外我们引入下面的概念，定义special（特殊）多项式和首一不可约的special（特殊）
多项式集合： 
 Sk[t]:k =fp 2 k[t] jp是special（特殊）的g 
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 Sirrk[t]:k =fp 2 Sk[t]:k，p是首一的且不可约的g 
当可以清晰地从上下文中看出表达单项式扩张的概念时，我们忽略记号，简单地记为S
和Sirr。一个多项式不一定必须normal（普通）或special（特殊），但是一个不可约多项式
p 2 k[t]必须或者normal（普通）或special（特殊），因为gcd(p:Dp)是p的一个因子。注意
到k µ S，p 2 k[t]既normal（普通）又special（特殊）当且仅当(p) = (1)，这等价于说p 2 k¤。
Special（特殊）的多项式生成微分理想，所以在分式环上存在一个诱导出来的微分（引理  
3.1.2.）。更重要的是，这个诱导出来的微分被证明是D的一个扩张。 
 
引理 3.4.3. p 2 Snk，那么(p)是k[t]的一个微分理想，并且(k[t]=(p);D¤) 是(k;D)的一个微
分扩张，D¤是诱导微分映射。 
 
引理 3.4.4. p1; : : : ; pm 2 k[t]满足gcd(pi; pj) = 1; i 6= j6 ，令p =
Qm
i=1 p
ei
i ，其中ei为正整数，
那么 
 gcd(p;Dp) =
Ã
mY
i=1
p
ei¡1
i
!
mY
i¡1
gcd(pi;Dpi)
 
我们可以看出，任意normal（普通）的多项式必须是无平方因子。另外我们得到了
normal（普通）和special（特殊）多项式的可乘性，特别S是由k和Sirr生成的乘法幺半群。  
 
定理 3.4.1. 
(i) 任意有限个normal（普通）的多项式（两两互素）的乘积是normal（普通）的。任意
一个normal（普通）多项式的任意因子是normal（普通）的。 
(ii)p1; : : : ; pn 2 S =)
Qn
i=1 pi 2 S 
(iii)p2Snf0g=)8q 2 k[t]，q整除p，q 2 S  
 
正如上面提到的那样，每一个normal（普通）的多项式必须是无平方因子的。但是无
平方因子的多项式并不总是normal（普通）的，并且一个无平方因子多项式的正则性和它
的根的微分性质之间有着重要的联系。这种联系用以下的两个定理说明。 
 
定理 3.4.2. k是k的代数闭包，p 2 k[t]是无平方因子的，那么 
 p是normal（普通）的()D® 6=Ht(®)6 ，®为p在k中的任意一个根 
 
定理 3.4.3. k是k的代数闭包，p2 k[t]nf0g，那么 
 p2S ()D®=Ht(®)，®为p在k中的任意一个根 
 
在之后我们会经常用到这个平凡的结论，在进行k的代数扩张中，special（特殊）和
normal（普通）多项式保持自身特性不变。（保持special或者normal）。 
 
推论 3.4.1. E是k的一个代数闭包。那么t是E上的一个单项式。此外Sk[t]:k µ SE[t]:E，如果
p 2 k[t]是normal（普通）的，那么将p视为E[t]的一个元素，p依然是normal（普通）的。 
   作为推论的结论，当k的所有元素都是常数时，特殊的不可约多项式恰好是Ht的因子，
普通多项式恰好是和Ht互质的无平方因子多项式。 
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推论 3.4.2. 假设8a 2 k，Da=0 
(i)p 2 k[t]，且p是首一且不可约，那么p 2;Sirr () pjHt 
(ii)p2 k[t]，且p无平方因子。那么p normal（普通）()gcd(p;Ht) =1 
 
特别的是，将上述推论应用到D= d=dt的情况中，我们可以得到Dt =1=Ht，所以k[t]
中的每一个无平方因子多项式在d=dt的意义下是normal（普通）的。 
我们还没有对于单项式扩张中常数域可能发生的扩张作出假设，所以我们现在将注意力
放在k(t)可能的新常量。结果证明是新的常量和special（特殊）多项式紧密联系。回顾一个
单项式t，如果degt(Dt)¸ 2，那么t是非线性的。 
 
引理 3.4.5. 如果c 2ConstD(k(t))，那么c的分子和分母都属于S。此外，如果c 6= 06 并且t是
非线性的，那么c的分子和分母有同样的次数。 
 
因此，k(t)nk中新常量的存在说明Sirr非空。反之，非平凡special（特殊）多项式的存
在能否证明新常量的存在，是一个更加困难的问题：达布提出的一个定理强调了如果k是自
身常数域的一个纯超越扩张，那么就能够充分说明Sirr中元素的存在性等价于k(t)nk中新常
量的存在性。幸运的是，在积分算法中出现的关键性的单项式扩张的情况要简单的多，正如
下一个引理说明的那样，这种情况下Sirr中的任意元素产生一个新的常量。 
 
引理 3.4.6. 假设dt=t 2 k，p 2 k[t]且非零。那么 
 p 2 S () D
µ
p
lc(p)tdeg(p)
¶
= 0 
 
为了之后的需要，我们需要特别定义一类special（特殊）多项式。首先我们定义一些
有用的术语。 
 
定义 3.4.3. 如果存在v 2 k¤，并且存在一个整数n 6= 06 使得nu=Dv=v，那么我们称u 2 k是
一个具有k¡根的对数微分。 
 
例 3.4.1. k =Q(x)，定义微分D= d=dx，u=1=(2x) 2 k。因为2u=Dx=x，u是具有一
个Q(x)¡根的对数微分。事实上，u是
p
x的对数微分，
p
x是Q(x)上的一个根式。另一方面，
Dv=v =2Z;8v 2 k¤，所以1不是一个具有Q(x)¡根的对数微分。 
  
从定义中我们可以清晰地看到，如果我们将k扩张到某个扩张域E，那么具有k¡根的对
数微分就变成了具有E¡根的对数微分。但是，当E是k的代数扩域时，k中不是具有k¡根的
对数微分的元素不能成为具有E¡根的对数微分。 
 
引理 3.4.8. E是k的代数扩域，a 2 k。如果a不是具有k¡根的对数微分，那么a不是具有E¡
根的对数微分。 
 
定义 3.4.4. 我们称q 2 k[t]是关于D第一类special（特殊）的，如果q 2 S，对于在k的代数
闭包中q的任意根®，p®(®)不是具有k(®)¡根的对数微分，p®定义如下： 
 p® =
Dt¡D®
t¡ ®
2 k(®)[t] 
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另外，我们引入以下概念： 
 S1;k[t]:k =fp 2 Sk[t]:k，p是第一类special（特殊）的g  
 S irr1;k[t]:k =fp 2 S1;k[t]:k，p是首一且不可约的g 
当可以清晰地从上下文中看出表达单项式扩张的概念时，我们忽略扩张的下标，简单
地记作S1和Sirr1 。注意到既然®是多项式Dt¡D®的一个根，在k(®)[t]中t¡®jDt¡D®，
所以p®(®)永远都是有定义的。另外我们注意到根据定义，k
¤ µ S1，在上面的定义中我们可
以用k¡根代替k(®)¡根。引理 3.4.8.，定理 3.4.1.，推论 3.4.1.可以方便地推广到第一类special
（特殊）的多项式。S1是由k¤和Sirr1 生成的乘法半群。 
 
定理 3.4.4. 
(i)p1; : : : ; pn 2 S1 =)
Qn
i=1 pi 2 S1 
(ii)p2S1 =) q 2S1;8q 2 k[t]; q整除p  
(iii)如果E是k的代数扩域，那么S1;k[t]:k µ S1;E[t]:E 
 
 
3.5 典型表示  
已知p 2 k[t]，我们想要分离p的special（特殊）和normal（普通）部分。下面正式定
义分离的概念。 
 
定义 3.5.1. p 2 k[t]。如果pn; ps 2 k[t]; ps 2S，pn的每一个无平方因子是normal（普通）
的，那么我们称p = pspn是p的一个分裂分解。 
 
定理 3.4.2.和定理 3.4.3的结论之一就是p在k上的一个分裂分解同时也是p在k的任意一
个代数扩张上的分裂分解，因为在k中对于ps的所有根来讲：D®=Ht(®)，对于pn的所有
根来讲：D® 6=Ht(®)6 。基于同一个原因，在 p的一个分裂分解中我们可以得到结论
gcd(pn; ps) = 1，像素数分解一样，这样的分解之间仅仅相差k中的单位因子。显而易见，p
的一个素数分解生成p的一个分裂分解，但是结果证明是分裂分解只能通过公约数进行计算，
和无平方因子分解相近。 
 
定理 3.5.1. p 2 k[t]，那么 
(i) 
 
gcd(p; Dp)
gcd(p; dp=dt)
 
是由p的所有互素的special（特殊）不可约因子生成。 
(ii)如 果 p 是 无 平 方 因 子 的 ， 那 么 p = pspn 是 p 的 一 个 分 裂 分 解 ， 其 中
ps =gcd(p;Dp);pn = p=ps 
 
这 个 定 理 给 了 我 们 两 个 可 以 计 算 分 裂 分 解 的 算 法 ： 第 一 个 是 计 算
S =gcd(p;Dp)=gcd(p;dp=dt)和q = p=S。如果S 2 k，那么p没有special（特殊）不可约
因子，所以返回pn =p;ps =1。否则deg(q) < deg(p)，所以递归地计算q的一个分裂分解
q = qnqs，返回pn = qn; ps = Sqs 
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   第二种算法首先计算p的一个无平方分解p = p1p22 ¢ ¢ ¢p
m
m，然后计算Si =gcd(pi;Dpi)和
Ni = pi=Si 。 根 据 定 理  3.5.1. p = pspn 是 p 的 一 个 分 裂 分 解 ， 其 中
ps =S1S
2
2 ¢ ¢ ¢S
m
m; pn =N1N
2
2 ¢ ¢ ¢N
m
m。这种方法可以提供ps和pn的无平方分解。此外，Yun
算法可以用来计算初始的无平方分解。 
 
    
   现在我们可以定义k(t)中元素的一个分解，这个分解生成了f的有理典型表示
f = p+a=d，f 2 k(t)nf0g，将f写成f = a=d的形式，其中a;d2 k[t];gcd(a;d) =1，同
时d是首一的（这样的一个表示是唯一的）。令d = dsdn为d的一个关于D的分裂分解，其中
ds; dn是首一的，这使得分解是唯一的。这样的话，存在唯一的p;b; c 2 k[t]，使得
deg(b)< deg(ds);deg(c) < deg(dn)，f的表示为 
 f =
a
d
= p +
b
ds
+
c
dn
 
我们称这个关于D的，并且唯一的分解为f关于D的典型表示。我们引入概念fp = p（f的多
项式部分），fs = b=ds（f的special（特殊）部分），和fn = c=dn（f的normal（普通）部
分）。 
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    我们需要定义一些在以后经常使用的术语。C上的有理函数是简单的如果它仅有可去的
仿射极点，换句话说只有一阶极点。这和分母无平方因子是等价的。因为在单项式扩张中，
normal（普通）多项式和无平方因子多项式是相似的，所以如果k(t)中的元素有一个normal
（普通）的分母，那么称其simple（简单）就是很自然的。相似地，一个普通的多项式可
以看做是没有可去极点的有理函数，或者是一个没有分母的有理函数。在单项式扩张中相似
的情况是函数没有normal（普通）的可去极点，换句话说，有至多有限处的极点或者在
special（特殊）多项式的情况下有极点。这意味着这是一个有着special（特殊）分母的函
数。 
 
定义 3.5.2. f 2 k(t)，如果f的分母关于D是normal（普通）的，那么我们称f关于D simple
（平凡）。如果f的分母关于D special（特殊），那么我们称f关于D既约。另外，我们将k(t)
的所有既约元素记为khti。 
 
显然，k[t]µ khti，在下一章我们可以看到，k[t]; khti是k(t)的微分子环。 
有一个在之后分裂分解有用的的地方：在一个微分域中，分裂分解可以将常数根从多项
式的非常数根中分离出来。K是一个特征为0的微分域，X是K上的不定变元，p 2K[X]。
假设我们想要将常数根从根中分离出来。为实现这一点，仅仅需要在D意义下，K[X]上的
系数映射·D作用下的分裂分解。 
 
定理  3.5.2. (K;D)是特征为0的微分域，K是K的代数闭包，X是K上的不定变元。
8p 2K[X]nf0g，令p = pspn为在·D作用下p的分裂分解。那么对于p在K中的任意根® 
 
(
D® = 0() ps(®) = 0;
D® 6= 0() pn(®) = 0:6
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Chapter 2:1:4 阶函数 
在本章中，我们引入阶函数的概念，阶函数是之后我们证明积分算法正确性的主要工具。
这个函数的有用之处在于它可以将任意唯一分解整环(UFD)的元素映为整数，所以将阶函
数作用于一个方程的左右两端，得到含整数的等式或不等式，这样的话就使得证明原始方程
没有根，或计算估计原始方程解的阶数变为可能。因此阶函数在很多积分之外的情况下得到
应用，例如在解微分方程的算法中。一边我们在积分算法中，将阶函数运用到多项式上，另
外我们在具有任意特征的唯一分解整环(UFD)中引入阶函数，在一个可能可约的元素的阶
数被取出来的时候，研究它最一般的性质。 
 
 
4.1 基本性质 
这一小节和下一小节，D为具有任意特征的一个唯一分解整环(UFD)，D¤是D的单位
组成的集合，F是D的分式域，a2D且a 6=0;a =2D¤6  
 
定义 4.1.1. a的阶数是映射ºa : D)Z[f+1g，ºa定义如下 
(i)ºa(0) =+1 
(ii)x2Dnf0g，ºa(x) =maxfn2N，使得anjxg 
 
尽管映射ºa只取非负值，我们将其定义为映射至Z[f+1g，是为了将其最终扩展到D的
分式域上。首先我们证明集合Sa(x) = fn2N，使得anjxg对于x 2Dnf0g是有限且非空的。
因为a 6= 06 并且a不是D中的单位，令p 2D是a的不可约因子。那么存在x的一个不可约分解，
其中p具有指数e¸ 0。令n > e，并且假设pnjx。那么x = pny; y 2D。令y = u
Qm
i=1 p
ei
i 为
y不可约分解，其中 p i是互质的， u是一个单位。之后我们有 x的一个不可约分解
x = upn
Qm
i=1 p
ei
i ，p的指数至少保证n > e，与D是唯一分解整环(UFD)相矛盾。因此，
8q 2 Sa(x)满足q · e，所以Sa(x)是有限的。另外0 2 Sa(x)，所以ºa在D上是良定义的。 
 
引理 4.1.1. x; y 2D，那么 
(i)ºa(xy)¸ ºa(x)+ºa(y)，如果a是不可约元，等式成立 
(ii)ºa(x+y)¸min(ºa(x);ºa(y))，如果ºa(x) 6= ºa(y)6 ，等式成立 
(iii)如果xjy，那么ºa(x)· ºa(y) 
(iv)ºa(gcd(x;y)) =min(ºa(x);ºa(y)) 
 
例 4.1.1. Z中，º6(12) = º6(18) = 1，º6(12£18) = º6(216) =3，这说明(i)中的等式并不
总是成立，如果a是可约的。另一方面，º3(12) = 1;º3(18) =2;º3(216) =3=1+2，同样
º2(12) = 2;º2(18) =1;º2(216) =3=1+2。 
 
接下来的这个引理说明了单位乘以a或者单位乘以ºa作用的变量并不改变阶函数。这个
性质在将ºa的定义扩展到F上是非常必要的。 
 
引理 4.1.2. u 2 D¤; x 2 D，那么： 
(i)ºa(ux) = ºa(x) = ºua(x) 
(ii)ºa(u) = 0 
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  在接下来的定义和本章剩下的部分中，我们称两个D中元素y和z没有公约数，如果
gcd(y;z)是D中的单位。 
 
定义 4.1.2. x 2 F¤，将x记作x = y=z，满足y; z 2D且y; z没有公约数，z 6= 06 。那么我们
将ºa(x) = ºa(y)¡ºa(z)。 
 
x 2 F¤，y; z; t;w 2D，其中y和z没有公约数，t和w没有公约数，x= y=z = t=w。那
么 y=t = z=w= u2D¤ 。 所 以 根 据 引 理  4.1.2. ºa(y) = ºa(ut) = ºa(t) ，
ºa(z) = ºa(uw) = ºa(w)，所以ºa(y)¡ºa(z) = ºa(t)¡ºa(w)，这说明ºa在F上是良定义的。
另外，根据引理 4.1.2.ºa(1) =0，所以当x 2D时，令y =x;z =1，我们可以看见以上的
定义和D上ºa的定义是相容的。我们发现引理 4.1.1.的(i); (ii)两部分在F上并不成立：
º6(5=3) = º6(1=2) =0，但是º6(5=3£1=2) = º6(5=3+1=2) =¡1< 0。但是当a是不可约
时，这些陈述仍然是正确的。 
 
定理 4.1.1. x;y 2 F，假设a是D中的不可约元，那么 
(i)ºa(xy) = ºa(x)+ºa(y) 
(ii)如果x 6= 06 ，那么ºa(xm) =mºa(x);8m2Z 
(iii)ºa(x+y)¸min(ºa(x);ºa(y))，如果ºa(x) 6= ºa(y)6 ，则等式成立。 
 
上述定理的(i); (ii)的两部分说明如果a是可约的，那么在定义 4.1.2.中y; z没有公约数的
这条限制可以去掉。8y;z 2F;x= y=z，ºa(x) = ºa(yz¡1) = ºa(y)¡ºa(z)。 
在多项式环中，我们需要研究扩展常数域对于阶函数的影响。结果证明是，当一个不可
约多项式在一个代数扩张中分解时，新的不可约因子处的阶数和之前只在基域上有定义的情
况下是一样的。 
 
定理  4.1.2. F是一个域，E是F的一个可分代数扩张，x是E上的一个不定变元。如果
p 2 F[x]是F 上的不可约多项式，那么对于 p 在E[x]中任意不可约因子 q 2E[x]，
ºp(f) = ºq(f);8f 2F(x)。 
 
 
4.2 局部化 
定义 4.2.1. 我们定义a处的局部化为 
 Oa =\pja = fx 2F;ºp(x)¸ 0g 
其中交集取为a在D中的所有不可约因子。 
 
显而易见，a处的局部化是F中所有可以表示为分母与a无公约数形式的的分式集合。如
果a是不可约的，局部化就变成了一个局部环，也可以看成F中所有在a处有正阶数的分式的
集合。 
 
引理 4.2.1. 
(i)O是F中包含D的子环 
(ii)x2Oa =)ºa(x)¸ 0 
(iii)x2 aOa ()ºa(x)¸ 1;其中aOa是a在Oa中生成的理想 
(iv)如果a是不可约的，那么x2Oa ()ºa(x)¸ 0 
91 
 
(v)如果a是不可约的，那么xa¡ºa(x) 2 Oa; 8x 2 F ¤ 
(vi)如果¢是D上的任意微分，那么¢Oa µ Oa 
 
例 4.2.1. D=Z 
 O6 =O2\O3 = fx2Q;x= b=c且b; c 2Z;2 6 jc;3 6 jcg6 6  
   所以1=3 6 jO66 ，尽管º6(1=3) = 0。这说明如果a是可约的，以上引理的部分(iv)和(v)并不
总是成立。这使得我们注意到对于部分(iii)中两个方向对于a可约也是成立的。 
 当D是一个主理想整环 (PID)，对于D的任意非零非平凡理想 I ，典范映射
¼I : D!D=I可以自然地扩张到局部化Oa上，其中a为I的任意生成元。下一个定义构造了
这个扩张。 
 
定义 4.2.2. D是一个主理想整环(PID)，I是D的一个非零非平凡理想，换句话说，I 6= D6 ，
且I 6= (0)6 ，a是I的一个生成元，换句话说I = (a)。我们定义a处的值由映射¼a :Oa !D=I  
给出：令x 2 Oa，将x写作x= b=c，b; c 2 D，且b; c没有公约数。我们定义¼a(x)为¼I(bd)，
其中d; e 2D，使得cd+ ae = 1，¼I是从D到D=I的典范映射。 
 
 为了说明¼a是良定义的，我们需要证明这样的d和e总是存在的，¼a(x)的值和b; c; d; e的
选择无关。首先因为I 6= (0)6 ，a 6= 06 ，因为I 6= D6 ，a =2D¤，所以Oa是有定义的。令x 2 Oa，
记作x= b=c，其中b; c 2 D，且b; c没有公约数。令p为a的任意不可约元。因为x 2 Oa，所
以ºp(x) = ºp(b)¡ºp(c)¸ 0。但是因为b和c没有公约数，所以ºp(b)和ºp(c)至少有一个为零，
所以ºp(c) = 0，这说明p 6 jc6 。因为这个对于a的任意不可约元p成立，gcd(a;c) = 1，所以存
在d; e 2D，使得 cd+ ae = 1。假设对于d; e; f; g 2D， cd+ ae = cd+ ag = 1。那么
a(g¡e) = c(d¡f)。令p为a任意不可约因子。我们得到 
 ºp(c)+ºp(d¡f) = ºp(c(d¡f)) = ºp(a(g¡e)) = ºp(a)+ºp(g¡e)¸ ºp(a) 
但是像之前一样，ºp(c) = 0，所以ºp(d¡f)¸ ºq(a)，这说明在a的分解中任意有一个正次
数n的不可约p 2D必须在d ¡ f的分解中出现，并且有一个指数m ¸ n。因此ajd¡f，换
句话说d¡ f 2 I，所以¼I(d¡f) =0。因为¼I是一个环同态，我们得到¼I(bd) = ¼I(bf)，
所以¼a(x)的值不依赖于 d和 e的选择。假设最终x = b=c = b0=c0; b; c; b0; c0 2D，并且
gcd(b; c) = gcd(b0; c0) = 1。像之前一样，这说明b0 = ub; c0 = uc; u 2D¤。令d; e 2D，使
得cd+ ae = 1，那么c0d0+ae =1; d0 = u¡1d 2D，我们又b0d0 = ubu¡1d= bd，所以¼a(x)
的值不依赖于b和c的选择，所以¼a在Oa上是良定义的。 
 下面我们证明¼a是¼I到Oa的一个扩张，诱导出Oa=aOa和D=I之间的一个同态，换句
话说，我们可以得到一下的图像： 
 
定理 4.2.1. D是一个主理想整环(PID)，I是D的一个非平凡非零理想，a2D是I的一个生
成元，那么 
(i)¼a(b) =¼I(b);8b 2D（换句话说，¼a扩张了¼I） 
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(ii)ker(¼a) =aOa 
(iii)¼a是从Oa到D=I的一个满环同态，因此是Oa=aOa到D=I的一个环同构（如果I是极大
理想，那么¼a是一个域同构） 
(iv)如果¢是D的一个微分，并且¢I µ I，那么¢¤ ± ¼a = ¼a ±¢，其中¢¤是D=I上的诱导
微分。（引理 3.1.2.） 
 
当D是一个欧几里得整环(ED)时，我们称¼a(x)是x在a处的余数。可以通过下面的算法
进行计算，这个算法和D中的扩展欧几里得算法复杂度相同。 
 
 
 
4.3 无穷处的阶 
    在多项式环中，我们引入一个额外的阶函数，称为在无穷处的阶。这个阶函数和之前章
节的阶函数性质类似。虽然可以使用通常的多项式函数的指数函数进行代替，但是之后无穷
处的阶函数的性质可以在代数曲线上推广到无穷远点，这时次数就是没有定义的。在这一部
分中，令D是一个具有任意特征的整环，x是D上的一个不定变元。对于a 2D[x]，我们用lc(a)
表示a的首项系数，换句话说，如果a = a0 +a1x+ ¢ ¢ ¢+anxn，且an 6= 06 ，那么lc(a) = an。 
 
定 义  4.3.1. 1 处 的 阶 是 由 映 射 º1 : D(x)!Z[f+1g 给 出 ， 其 中
º1(0) =+1;º1(b=c) = c¡b;8b;c 2D[x]nf0g。 
 
   假 设 f = b=c= d=e ， 其 中 b; c; d;e 2D[x] 。 那 么 be = cd ， 所 以
deg(b)+deg(e) =deg(c)+deg(d)，所以deg(c)¡deg(b) =deg(e)¡deg(d)，这说明º1在
D(x)上是良定义的。接下来我们说明对于D[x]上的一个不可约元a，º1和ºa满足同样的性质。 
 
定理 4.3.1. f;g 2D(x)，那么 
(i)º1(fg) = º1(f)+º1(g) 
(ii)º1(f +g)¸min(º1(f);º1(g))，等式成立条件为º1(f) 6= º1(g)6  
(iii)如果f 6= 06 ，那么º1(fm) =mº1(f);8m2Z 
 
因为º1，满足和ºa相似的性质，所以可以自然地定义局部化的概念，并且用和前面小
节定义在一点处值映射相似的方法定义在无穷处的值映射。 
 
定义 4.3.2. 我们定义在无穷处的局部化为 
 O1= ff 2D(x)，使得º1(f)¸ 0g 
直观上讲，O1作为一个局部环，是由D(x)中所有分母次数至少与分母次数相同的有理
函数组成的。换句话说，没有在无穷处的极点。不出所料，对于D[x]中不可约元a，O1满
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足和Oa相似的性质。 
 
引理 4.3.1. 
(i)O1是D(x)的子环 
(ii) 
 f 2 x¡1O1 () º1(f) ¸ 1 
   其中x¡1O1是由x¡1在O1中生成的理想。 
(iii)fxº1(f) 2 O1;8f 2 D(x)
¤ 
 
定义 4.3.3. F是D的分式域，我们定义无穷处的值由映射¼1 : O1 ! F决定： 
 ¼1(f) =
(
lc(b)=lc(c); º1(f) = 0
0; º1(f) > 0
 
其中b;c 2D[x]; f = b=c 
假 设 f = b=c= d=e， 其 中 b; c; d;e 2D[x]， º1(f) = 0 。 那 么 be = cd ， 所 以
lc(b)lc(e) = lc(c)lc(d)，所以lc(b)=lc(c) = lc(d)=lc(e)，这说明¼1在O1上是良定义的。 
 
定理 4.3.2. 
(i)ker(¼1) = x
¡1O1 
(ii)¼1是从O1到D的分式域F的满环同态，因此是O1=x¡1O1和F之间的域同构。 
 
 
 
 
4.4 留数和Rothstein¡Trager结式（罗斯坦-特雷格结式） 
   我们在这一部分给出阶函数在积分中所用到的性质，换句话说就是一个函数在一点的阶
和它在这一点的微分之间的关系。并且我们也给出在单项式扩张中留数的基本理论，相当于
Rothstein¡Trager结式的基本性质。这种联系和各种各样的留数方程使我们将函数的极
点和在它积分中出现的函数的极点联系起来。这一部分自始至终，K是一个特征为0的微分
域，在上面定义微分D，t是K上的一个单项式。首先我们定义一个normal（普通）多项式
处留数的概念。 
 
定义 4.4.1. p2K[t]nK，p是normal（普通）的，Rp是一个集合，定义如下： 
 Rp = ff 2K(t)，使得pf 2Opg 
我们定义p处的留数为映射residuep :Rp !K[t]=(p)，定义如下 
 residuep(f) = ¼p(f
p
Dp
) 
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   q 2K[t]是p的任意不可约元。因为p是normal（普通）的，那么q 6 jDp6 ，所以1=Dp 2Oq。
因为这个对于p的任意不可约元成立，我们可以得到1=Dp 2Op。对于f 2 Rp; pf 2 Op，那
么fp=Dp 2Op，这以为着residuep是良定义的。因为对于任意a2K，¼p(a) = a，当设计
留数概念时，我们将K和¼p(K)µK[t]=(p)视为一致。因此，在这一小节的剩余部分中我们
称f有一个留数® 2K，这意味着f的留数是K中的一个元素在¼p作用下的像。 
 
定理 4.4.1.  
p2K[t]nK，p是normal（普通）的。那么Rp是K上的一个向量空间，ker(residuep) =Op，
residuep是Rp=Op和K[t]=(p)之间的一个K¡向量空间同构。 
 
例 4.1.1. K = Q，t是K上的单项式，且Dt = 1（也就是说D= d=dt），p= t 2K[t]，且p
是normal（普通）且不可约的。我们有f =1=t 2Rp，但是f2 =1=t2 =2Rp。所以Rp甚至
当p是normal（普通）且不可约时也不是一个环。 
 
   接下来的公式给出了一个normal（普通）多项式的留数和它的非平凡因子之间的关系。 
 
引理  4.4.1. p2K[t]nK是normal（普通）的，并且q 2K[t]nK是 p的一个因子。那么
Rp µRq，并且对于任意f 2 Rp，residueq(f) =¼q(residuep(f))。 
 
例  4.4.2. 令K = Q， t 是K 上的一个单项式，Dt = 1（也就是说D= d=dt），
f = (t¡2)=(t2¡1) 2K[t]，那么 
当 
 residuet¡1(f) = ¼t¡1
µ
t¡ 2
t + 1
¶
= ¡
1
2
= ¼t¡1
µ
1¡ 2t
2
¶
 
且 
 residuet+1(f) = ¼t+1
µ
t¡ 2
t¡ 1
¶
= ¡
3
2
= ¼t+1
µ
1¡ 2t
2
¶
 
时 
 residuet2¡1(f) = ¼t2¡1
µ
t¡ 2
2t
¶
=
1¡ 2t
2
 
 
定理 4.4.2. f 2K(t)nf0g，且p 2K[t]是不可约的。 
(i)如果p是normal（普通）的，且ºp(f) 6=06 ，那么ºp(Df)¡ºp(f)¡1，如果ºp(f) = 0，
那么ºp(Df)¸ 0。此外 
 ¼p(p
1¡ºp(f)Df) = ºp(f)¼p(p
¡ºp(f)f)¼p(Dp) 
(ii)p2S =) ºp(Df)¸ ºp(f) 
(ii)p 2 S1，并且ºp(f) 6=0=) ºp(Df) = ºp(f)6  
 
例 4.4.3. 令K = Q，t是K上的单项式，且Dt = 1（换句话说D= d=dt），p= t 2K[t]是
normal（普通）的，并且不可约，对于任意的一个整数m > 0，f = tm+1 2K(t)。我们
有ºt(f) = 0，但是Df =mtm¡1，所以ºt(Df) =m¡1。这说明当ºp(f) = 0时，我们不等
得到ºp(Df)的一个上界。 
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   定理 4.4.2.能得到一些有用的推论：Khti必须是一个K(t)微分子环，我们得到了对数倒
数的阶数和留数的公式，也得到了在一个给定的p处的留数的公式。 
 
推论 4.4.1. 令f 2K(t) 
(i)f关于D simple（简单）=)ºp(f)¸¡1;8p2K[t]，p是normal（普通）且不可约的。 
(ii)f 2Khti () ºp(f)¸ 0;8p 2K[t]，p是normal（普通）且不可约的。 
(iii)Khti是K(t)的一个微分子环。 
 
推论 4.4.2. 令f 2K(t)nf0g，p 2K[t]是不可约的，那么 
(i)ºp(Df=f)¸¡1 
(ii)ºp(Df=f) =¡1() ºp(f) 6=06 ，p是normal（普通）的 
(iii)如果p是normal（普通）的，那么ºp(Df) 6=¡16 且residuep(Df=f) = ºp(f) 
 
引理 4.4.2. 令p 2K[t]是normal（普通）且不可约的，g 2 Op，且d2K[t]，满足ºp(d) = 1。
那么residuep(g=d) = ¼p(g=Dd)。 
 
引理 4.4.3. 令q 2K[t]是normal（普通）且不可约的，f 2K(t)，满足ºq(f) =¡1。将f改
写为f = p+a=d，其中p;a;d2K[t]; d 6=0;deg(a) < deg(d)6 ，且gcd(a;d) = 1。那么对于
8® 2K， 
 qjgcd(a¡®Dd;d)() residueq(f) =® 
  
   现在我们可以陈述Rothstein¡Trager结式的基本形式，换句话说从任意simple（简单）
函数出发，可以构造出K上的一个多项式，满足在K中的非零根正好就是f在K中的留数。
值得注意的是，并不是f的所有留数都在K中，除非K是代数封闭的。 
 
定理  4.4.3. 令f 2K(t)关于D是simple（简单）的，将f 改写为f = p+a=d，其中
p;a;d2K[t]; d 6=0;deg(a) < deg(d)6 ，且gcd(a;d) = 1，令 
 r =resultantt(a¡zDd;d) 2K[z] 
其中z是K上的一个不定变元。那么，对于8® 2K¤ 
 r(®) = 0() residueq(f) =®，其中q是K[t]中的某个normal（普通），不可约多项式 
我们称由上式得到的多项式r为f的Rothstein¡Trager结式。 
 
令F是一个特征为0的域，x是F上的一个不定变元，D是F(x)上的微分=dx。因为F[x]中
的每一个不可约多项式q都是关于d=dx是normal（普通）的，将上面证明的结果应用到
K =F，我们可以发现 定理 4.4.3. 和引理 4.4.3. 分别证明了定理 2.4.1. 的(i)部分和(ii)部
分。 
 同样存在关于K(t)中的元素在无穷处的阶数和关于它的微分相似的结论。 
 
定理 4.4.4. 令f 2K(t)nf0g，那么 
(i)º1(Df)¸ º1(f)¡max(0;±(t)¡1) 
(ii)如果t是非线性的，且º1(f) 6=06 ，那么(i)中的等式成立，且 
 ¼1
µ
t1¡±(t)
Df
f
¶
= ¡º1(f)¸(t) 
(iii)如果 t是非线性的，且 º1(f) = 0，那么(i)中的严格不等式成立，换句话说，
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º1(Df) > 1¡±(t)，且 
 ¼1
µ
t1¡±(t)
Df
f
¶
= 0 
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Chapter 2:1:5 超越函数积分 
 在之前章节我们已经完整地提出了所需要的代数结构，现在我们可以描述超越函数的积
分算法。在这一章节中，我们从代数的角度正式描述积分问题，证明积分理论的主定理
（Liouville’s Theorem 刘维尔定理），描述积分算法的主体部分。 
 在之后的叙述中，如果没有特殊的说明，所有提到的域都是特征为 0 的域，同时我们约
定deg(0) =¡1。 
 
 
5.1 初等刘维尔扩张 
 在这一部分，我们给出初等函数的精确定义，和 integrating functions in finite terms（能
够用有限形式表示出被积分式，即被积分式可积，之后会有准确的定义）的精确定义 
 
定义 5.1.1 如果Dt 2K; t 2K¤，那么称t 2K在k上是一个primitive（基本式）。如果
Dt=t 2 k，那么称t 2 K¤是一个hyperexponential（超越指数式）。如果t在k上是代数的，
或者t是k上的一个基本式或者超越指数式，那么称 t 2K在k上是刘维尔的。如果存在
t1; : : : ; tn 2K，使得K = k(t1; : : : ; tn)，且 ti 在 k(t1; : : : ; ti¡1)上是刘维尔的，对于
i 2 f1; : : : ;ng，那么称K是k的一个刘维尔扩张。 
 
我们记作t =
R
a，当t是k上的一个基本式时，使得Dt = a；记作t = e
R
a，当t是k上的
一个超越指数式，使得Dt=d= a。在已知t在k上是刘维尔的，我们需要知道t在k上是代数
的还是超越的。我们将会说明有一些简单，必须，充分的条件保证一个基本式或者指数式实
际上是k上的一个单项式。 
 
引理 5.1.1. 如果t是k上的一个基本式，Dt不是k中某个元素的微分，那么Dt不是k的任意一
个代数扩张中的元素的微分。 
 
定理 5.1.1. 如果t是k上的一个基本式，Dt不是k中某个元素的微分，那么t是k上的一个单
项式，Const(k(t)) =Const(k)，且S = k（换句话说，Sirr = Sirr1 = ;）。反之，如果t在k
上是一个超越基本式，且 Const(k(t)) =Const(k)，那么Dt不是k中某个元素的微分。 
 
定理 5.1.2. 如果t是k上的一个超越指数式，Dt=t不是一个k¡根的对数微分，那么t是k上的
一个单项式， Const(k(t)) =Const(k)，且Sirr = Sirr1 = ftg。反之，如果t是k的一个超越
指数式，Const(k(t)) =Const(k)，那么Dt=t不是一个k¡根的对数微分。 
 
   实际中我们只考虑满足定理 5.1.1. 或定理 5.1.2.假设的基本式和超越指数式。像已证明
的一样，这样的满足额外条件Const(k(t)) =Const(k)的基本式和超越指数式都是单项式。
这些单项式在文献中习惯上被称为刘维尔单项式。 
 
定 义  5.1.2. 如 果 t 2K 是 k 上 的 超 越 元 ， 在 k 上 是 刘 维 尔 的 ， 并 且 满 足
Const(k(t)) =Const(k)，那么t是一个刘维尔单项式。 
 
我们应该注意到在第三章中单项式的定理并没有要求Const(k(t)) =Const(k)，所以第
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三章意义下的单项式在k上是刘维尔的，却不是定义 5.1.2.中的刘维尔单项式（例如log(2)在
Q上）。定理 5.1.1.和定理 5.1.2.可以看作一个基本式或一个超越指数式为一个刘维尔单项式
的充要条件。而且，这两个定理描述了在这样的扩张中所有的special（特殊）多项式，并
且它们都是第一类的。我们也得到： 
 khti =
(
k[t]; Dt 2 k;
k[t; t¡1]; Dt=t 2 k
 
k和k(t)有同样的常数域，这个事实使我们可以改善在刘维尔单项式扩张中多项式的次数和
它的微分之间的关系，并且加强定理 4.4.4. 
 
引理 5.1.2. 令t为k上的一个刘维尔单项式，f 2 k(t)满足Df 6= 06 ，将f写作f = p=q，其中，
p;q 2 k[t]，并且q是首一的。如果º1(f) = 0，那么º1(Df)¸ 0。否则º1(f) 6=06 并且 
 º1(Df) =
(
º1(f); Dt=t 2 k or (lc(p)) 6= 0
º1(f) + 1; Dt 2 k and (lc(p)) = 0
6
 
   我们注意到引理 5.1.2.应用到多项式p 2 k[t]，其中t是k上的一个刘维尔单项式这种情况
时，意味着 
 deg(Dp) =
(
deg(p); Dt=t 2 k or D(lc(p)) 6= 0
deg(p)¡ 1; Dt 2 k and D(lc(p)) = 0
6
 
只要Dp 6= 06 ，在之后我们会经常用到这个结论。 
   现在我们介绍特殊情况下的刘维尔扩张，这种扩张明确了初等不定积分是否存在的问题，
也就是说初等扩张。 
 
定义 5.1.3. 如果t 2K，9b 2 k¤使得Dt=Db=b，那么称t是k上的一个对数。如果t 2 K¤，
9b 2 k使得Dt=t =Db，那么称t是k上的一个指数。如果t 2 k，，且t是k上的代数元或对数，
或指数，那么称 t在k上是初等的。 t 2K，如果 t在k上是超越的且是初等的，并且
Const(k(t)) =Const(k)，那么称t是k上的初等单项式。 
 
当t是k上的对数，即Dt=Db=b时，我们将t记为t = log(b)，当t是k上的指数，即
Dt=t = b时我们将t记作t = eb。因为对数为基本式，指数为超越指数式，初等单项式为刘
维尔单项式，这一部分的所有结论都可以运用在它们上面。 
 
定义 5.1.4. 如果存在t1; : : : ; tn 2K，使得K = k(t1; : : : ; tn)，且ti在k(t1; : : : ; ti¡1)上是初
等的，对于i 2 f1; : : : ;ng，我们称K是k的一个初等扩张。如果存在一个k的一个初等扩张E，
g 2E，使得Dg = f，我们称f 2 k在k上有一个初等不定积分。(C(x); d=dx)的任意初等扩
张的任意元素称为一个初等函数。 
 
我们现在可以准确地定义初等不定积分存在的问题：确定一个微分域k，一个被积函数
f 2 k，以有限步确定f在k上是否有一个初等的积分，如果有的话，将初等不定积分计算出
来。注意在k上有一个初等不定积分和有一个初等不定积分的区别：考虑k =C(x; t1; t2)，
其中x; t1; t2是C上的不定变元，用微分定义为Dx=1;Dt1 = t1和Dt2 = t1=x（换句话说，
即t1 = ex; t2 =Ei(x)），那么 
99 
 
 
Z
exEi(x)
x
dx =
(Ei(x))2
2
2 k 
所以在k上有一个初等不定积分，尽管它的积分并不是一个初等函数。这两个概念仅仅当k本
身是一个初等函数域时是一致的。 
注意到定义 5.1.4.中的初等函数包括分析中所有通常的初等函数，因为三角函数和它们
的反函数可以根据欧拉方程ef¡1 = cos(f) + sin(f)
p
¡1的衍生方程用复指数和对数的形
式重写。这些变换将
p
¡1引入计算，造成计算不便，结果证明是当对实三角函数积分时，
这些变换是可以避免的。 
 
 
5.2 积分算法的整体框架 
   在这一部分我们将给出积分算法的整体框架，使得之后章节的内容，结构便于理解。已
知一个被积函数f(x)dx，首先我们需要构造一个包含f的微分域，我们之后描述的积分算法
需要f被包含在一个形式为K =C(t1; t2; : : : ; tn)的微分域中，其中C =Const(K)，Dt1 = 1
（换句话说t1 = x为被积变量），并且每一个ti是C(t1; : : : ; ti¡1)上的单项式。如果f(x)的方
程中只包含刘维尔运算，这一条可以在将每一个基本式或超越指数式变量加入扩张之前，通
过对  它们的变量进行递归式的积分操作进行判断，使用定理 5.1.1.或定理 5.1.2.进行查证，
是否为一个刘维尔单项式。另一个整体上更加有效的可替代方法是，在可适用的情况下，应
用从各种各样结构理论中衍生出来的算法进行验证。 
 
 
例 5.2.1. 考虑 
 
Z
log(x)log(x + 1)log(2x2 + 2x)dx 
我们通过 
 Dx = 1;Dt1 =
1
x
;Dt2 =
1
x+ 1
;Dt3 =
2x+ 1
x2 + x
 
构造微分域K =Q(x; t1; t2; t3) 
我们一边构造K，每一步我们都进行积分，并进行以下的验证： 
R
dx =2 Q，所以x是Q上的一个刘维尔单项式 
R
dx=x =2 Q(x)，所以t1是Q(x)上的一个刘维尔单项式 
R
dx=(x+ 1) =2 Q(x; t1)，所以t2是Q(x;t1)上的一个刘维尔单项式 
 
Z
2x + 1
x2 + x
dx = t1 + t2 2 Q(x; t1; t2) 
所以t3不是Q(x; t1; t2)上的一个刘维尔单项式，K作为一个微分域同构于Q(c)(x; t1; t2)，
其中c= t3¡ t1¡ t2 2Const(K) 
 
或者，应用Risch结构定理（推论 9.3.1.），对于a = 2x2 +2x我们的方程为 
 
r1
x
+
r + 2
x+ 1
=
2x + 1
x2 + x
 
方程有有理解r1 = r2 =1。这说明Dt3是K中某个元素的微分，c= t3¡ t1¡ t2 2Const(K)。 
 
   注意到每一个ti都是单项式的要求消除了算法结果表示中出现代数函数的情况。尽管初
等函数的不定积分问题中包含代数函数的情况也是可判定的，但是代数函数的不定积分算法
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的介绍已经超过了这本书的范畴。 
   一旦我们得到了单项式的塔状扩张K =C(t1; : : : ; tn)，本章中出现的积分算法将K中元
素的积分问题简化为多种多样涉及C(t1; : : : ; tn¡1)中元素并和积分相关的问题，从而消除单
项式tn。因为简化问题包括在C上的一个具有较小超越指数的塔状扩张中的被积函数问题，
我们可以递归地使用算法对它们进行处理，算法能够在有限步结束，这一点是有保障的。为
了避免在整本书的行文过程中以完整形式记录完整的塔状扩张，我们记K = k(t)，其中
k =C(t1; : : : ; tn¡1)，t = tn是k上的一个单项式，本章中出现的算法的任务是将对k(t)中一
个给定元素的积分问题转化为k上与积分相关的问题。如果t在k上是初等的，那么在k(t)上
有一个初等不定积分等价于在k上有一个初等积分，所以本书中的算法提供了一个完整的决
策过程，以解决判断(C(x); d=dx)的一个纯超越初等扩张是否在C(x)上有一个初等积分。对
于更一般的函数，当t在k上并不是初等的情况下，可以证明如果t是k上的一个超越指数单项
式或非线性单项式，同时满足Sirr1 = S
irr，那么在k(t)上有一个初等不定积分等价于在k上
有一个初等不定积分。所以算法对于由超越对数，反正切，超越指数，正切函数组成的被积
函数来说是完备的。唯一对于刘维尔被积函数的完整算法来说的障碍是当t是k上的一个非初
等基本式的情况，尽管我们可以将问题简化为k上的一个被积函数，问题随之变为要决心
f 2 k是否在k(t)上有一个初等的不定积分，尽管有针对特殊类型的基本单项式的算法，这
个问题对于一般的单项式来讲还没有被完全地解决。正像这本书中很多例子说明的那样，这
个算法仍然可以针对很多被积函数包括非初等单项式，的情况下成功地使用。但是当t是k上
的一个废除等基本式时，它不能总是提供一个k(t)上初等不定积分不存在的证明。从k(t)到t
的化简对于一般的非线性单项式来讲也是没有完成的，但是对于正切和双曲正切，这个工作
已经完成。 
不定积分算法的整体轮廓为进行成功的化简，全部的手段都是致力于将被积函数进行形
式上更为简单的化解，知道剩余的被积函数是在k中。 
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除了最后一部分，多种多样的约化对于任意的单项式扩张都是适用的。 
 
Hermite reduction（厄米特约化）可以应用于任一单项式，将整体的被积函数转化为一
个simple（简单）函数和一个既约函数和的形式 
polynomial reduction（多项式约化）可以应用于非线性单项式，降低被积函数中多项式
部分的次数 
residue criterion（留数准则）可以应用于任一单项式，或者证明被积函数没有一个k(t)上
的初等积分，或者将被积函数转化为一个既约被积函数（换句话说，一个khti中的被积函数） 
 
既约被积函数针对刘维尔式或超切向量单项式的各种情况通过特定的算法进行积分。这些算
法或者证明不存在k(t)上的初等不定积分，或者将问题简化为多种多样的k上的积分相关问
题。解决这些相关问题的算法在第六章，第七章和第八章中进行描述。 
 
 
5.3 厄米特约化 
我们已经在2.2节中看到厄米特约化将任意有理函数重新写为一个微分和一个有理函数
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和的形式，其中有理函数有一个无平方因子的分母。在这一部分，我们将会说明厄米特约化
可以应用于任意单项式扩张中任意元素的normal（正常）部分。对于以下两节，令(k;D)为
一个微分域，t为k上的一个单项式。 
 
定义 5.3.1. 对于f(t)，我们定义f的极点重数为 
 ¹(f) =¡minp2k[t]nk(ºp(f)) 
注意到¹(0) =¡1，对于任意f 6= 06 ，¹(f)¸ 0，因为在这种情况下，总是存在多项式p 2 k[t]，
使得ºp(f) = 0。同样上述定义中的最小值可以从f分母的不可约因子或无平方因子中取出。
容易看出对于f 6= 06 ，¹(f)恰好是f分母的任意无平方分解中出现的最高次幂。 
 
定理 5.3.1. 令f 2 k(t)。在k[t]仅适用扩展欧几里得算法，可以找到g;h; r 2 k(t)，其中h是
simple（简单）的，r是既约的，f = Dg + h+ r。此外g; h和r的分母是f分母的因子，或
者g = 0，或者¹(g)<¹(f)。 
 
尽管我们在以上的证明中已经使用了厄米特约化的二次形式，其它版本在单项式扩张中
依然适用。取代将一个有理函数分解为一个微分和一个simple（简单）有理函数的处理方
法，厄米特约化将k(t)中的任意一个元素分解为一个微分，一个simple（简单）和一个既约
元素和的形式。因此，厄米特约化将任意积分问题简化为被积函数为一个simple（简单）
和一个既约元素和的形式。 
 
 
例 5.3.1. 令k =Q(x)，D= d=dx，令t为k上的一个单项式，满足Dt = 1+ t2，换句话说
t=tan(x)，考虑 
 f =
x¡ tan(x)
tan(x)2
=
x¡ t
t2
2 k(t) 
因为f没有多项式部分，t在k[t]中是normal（普通）的，f的典型表示为(fp; fs; fn) = (0;0; f)，
所以我们得到a = x¡ t，d= t2 = d22，其中d2 = t，接下来我们得到 
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a=uv =¡xt=t =¡x，所以厄米特约化返回(¡x=t;0;¡x)，这就意味着 
 
Z
x¡ tan(x)
tan(x)2
dx = ¡
x
tan(x)
¡
Z
xdx 
剩下的被积函数属于khti。 
     
     厄米特约化可以被反复使用，将f分解为k(t)中既约，simple（简单）元素的更高阶微
分和的形式。 
 
 
5.4 多项式约化 
在非线性单项式的情况下，另一种化简的手段使我们可以将k[t]中的任意多项式改写为
一个微分和一个次数低于±(t)的多项式的和的形式。 
 
定理 5.4.1. 如果t是一个非线性单项式，那么8p 2 k[t]，我们可以找到q;r 2 k[t]，使得
p =Dq+ r，满足deg(r) < ±(t) 
 
 
 
例 5.4.1. 令k =Q(x)，D= d=dx，令t为k上的一个单项式，满足Dt = 1+ t2，换句话说
t=tan(x)，考虑 
 p = 1+ xtan(x) + tan(x)2 = 1+ xt + t2 2 k[t] 
我们得到±(t) = 2;¸(t) = 1，应用多项式约化，我们得到
m=deg(p)¡1 = 1; q0 = t;Dq0 =1+ t
2，所以p¡Dq0 = xt，次数为 1，因此 
 
Z
(1 + xtan(x) + tan(x)2)dx = tan(x) +
Z
xtan(x)dx 
之后我们会证明剩下的积分并不是一个初等函数。 
 
如果s 6= k;Sirr 6= ;6 6 ，那么S的任意非平凡元素可以用来消除一个多项式中次数为
±(t)¡1的项。 
 
定理 5.4.2. 假设t是一个非线性单项式，令p 2 k[t]，且deg(p)< ±(t)，a 2 k为p中t±(t)¡1的
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系数，c = a=¸(t)，那么 
 deg
µ
p¡
c
deg(q)
Dq
q
¶
< ±(t)¡ 1 
8q 2Snk 
 
 
5.5 刘维尔定理 
确定一个微分域K和K上的一个被积函数f，如果能够找到一个初等不定积分，可以通
过微分的方法非常简单地进行验证。此外，当初等不定积分存在的情况下，有几种不同的方
法找到初等不定积分。但是证明f没有初等不定积分是一个截然不同的问题，因为我们需要
一个结果将初等不定积分的存在性和被积函数的特殊形式联系起来。第一个这样的结论是拉
普拉斯原理，原理大致说明我们可以将积分问题通过积分中只出现新的线性表示的对数，其
余函数必须已经出现在被积函数中进行积分形式上的简化。刘维尔是第一个从这个观察中陈
述并且证明了一个严格的定理，首先是在被积函数为代数函数的情况下，接下来扩展到更一
般的被积函数的情况下。可以通过阅读第九章了解在 19 世纪，刘维尔定理迷人的历史。这
个定理成为了证明对于给定函数，初等不定积分不存在不存在的主要工具。而且，因为定理
提供了一个明确的初等扩张类，可供寻找一个不定积分，刘维尔定理组成了积分算法的基础。
虽然刘维尔使用的是分析的陈述，但是现在可以在微分域中用代数的方法进行证明。代数技
巧首先被Ostrowski（奥斯特洛夫斯基）使用，奥斯特洛夫斯基提供了一个刘维尔定理的现
代证明，同时当t是k上的一个基本单项式时，也给出了一个将k(t)中的积分问题简化为k中
的积分问题的算法。刘维尔定理的第一个完整的代数证明由Rosenlicht在之后发表，刘维尔
定理的强化形式的首次证明由Risch完成，Risch将证明发布在一起，同时发表了一个针对
纯超越初等函数的完整算法。两个人的证明方法都会在这里得到体现，首先我们介绍
Rosenlicht对若刘维尔定理的证明，接下来逐渐地接触对于常数域的限制，得到Risch对强
刘维尔定理的证明。我们注意到刘维尔定理已经被扩展到不同的方向上，但是这些扩张已经
超越了这本书的范围。 
 
定理 5.5.1. （刘维尔定理） K为一个微分域，f 2 K。如果存在K的一个初等扩张E，同
时满足Const(E) =Const(K)，g 2E使得Dg = f，那么存在v 2K;u1; : : : ; un 2K¤，
c1; : : : ; cn 2Const(K)，使得 
 f = Dv +
nX
i=1
ci
Dui
ui
 
当然，在实际使用中，为了计算积分，正如我们在第二章中看到的那样，我们也许必须
添加新的常量。首先，我们指出为了表示出一个初等不定积分，新的超越常量是不必要的。 
 
定理 5.5.2. 令K为一个微分域，K的常数域代数封闭，f 2 K。如果存在K的一个初等扩
张E,g 2E，是的Dg = f，那么存在v 2K;u1; : : : ; un 2K¤，c1; : : : ; cn 2Const(K)，使
得 
f = Dv +
nX
i=1
ci
Dui
ui
 
   最终我们可以在刘维尔定理中对于常数域做出的所有限制，指出对于任意常数子域，刘
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维尔定理表达式：f = Dv +
nX
i=1
ci
Dui
ui
中的v可以在K中取到，ui可以在K(c1; : : : ; cn)中取
到。 
 
定理 5.5.3. （刘维尔定理—强形式）K为一个微分域，C =Const(K)，f 2 K。如果存在
K的一个初等扩张E， g 2E，使得Dg = f ，那么存在 v 2K， c1; : : : ; cn 2C，
u1; : : : ;un 2K(c1; : : : ; cn)
¤，使得 
f = Dv +
nX
i=1
ci
Dui
ui
 
 
 
5.6 留数准则 
现在刘维尔定理为我们提供了一种证明一个函数在一个给定域上没有初等不定积分的
方法，我们可以完成积分算法。在本章的剩余部分，令(k;D)为一个微分域，t为k上的一个
单项式。根据厄米特约化，不失一般性我们可以假设被积函数可以写作k(t)中的一个simple
（简单）和一个既约元素和的形式。 
我们在 2.4 节中已经看到，Rothstein¡Trager算法将一个simple（简单），无多项式
部分的有理函数的积分写作对数和的形式。在这一小节，我们将指出这个算法可以推广到任
一单项式扩张上，既可以证明一个函数没有初等不定积分，或者可以将积分问题简化到khti
中元素的积分问题。Rothstein在他的论文中将这个算法推广到初等超越扩张上。 
 
引理 5.6.1. f 2 k(t)，且f是simple（简单）的，如果存在h2 khti，E为Const(k)的一个
代数扩张，v 2 k(t)，c1; : : : ; cn 2E，并且u1; : : : ;un 2Ek(t)，使得 
 f +h = Dv +
nX
i=1
ci
Dui
ui
 
那么 
 residuep(f) =
Pn
i=1 ciºp(ui)(0) 
对于8p2Ek[t]，p为normal（普通）不可约的。 
 
引理 5.6.2. 假设Const(k)是代数封闭的，令f 2 k(t)，且f是simple（简单）的。如果存在
h2 khti使得f + h在k(t)有一个初等不定积分，那么residuep(f) 2Const(k)，对于8p 2 k[t]，
p是normal（普通）且不可约的。 
 
例 5.6.1. 令k = Q，t是k上的一个单项式，且Dt = 1（换句话说，D= d=dt），并且 
 f =
2t¡ 2
t2 + 1
2 k(t) 
那么，f在k(t)上有一个初等不定积分： 
 
Z
2t¡ 2
t2 + 1
dt = (1 +
p
¡1)log(1 + t
p
¡1) + (1¡
p
¡1)log(1¡ t
p
¡1) 
另一方面，t2 +1在Q上是不可约的，但是 
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 residuet2+1(f) = ¼t2+1
µ
2t¡ 2
2t
¶
= t + 1 
并不是一个常数。这说明引理 5.6.2 关于k的常数域是代数封闭的这一个假设是必需的。如
果我们将Q替换为C，那么t2 +1= (t¡
p
¡1)(t+
p
¡1) 
 residuet¡
p
¡1(f) = ¼t¡
p
¡1
µ
2t¡ 2
t +
p
¡1
¶
= 1+
p
¡1 
并且 
 residuet+
p
¡1(f) = ¼t+
p
¡1
µ
2t¡ 2
t¡
p
¡1
¶
= 1¡
p
¡1 
为常数。这说明引理 5.6.1.和引理 5.6.2.中p是不可约的这一个假设也是必须满足的。 
 
定 理  5.6.1. f 2 k(t)是 simple （ 简 单 ） 的 ， 将 f 写 作 f = p+a=d ， 其 中
p;a;d2 k[t];d 6=0;deg(a)< deg(d)6 ，并且gcd(a;b) = 1。令z是k上的一个不定变元， 
 r =resultantt(a¡zDd;d) 2 k[z] 
r = rsrn为r的一个关于D，映射到k[z]的系数映射·D作用下的分裂分解。且 
 g =
X
rs®=0
®
Dg®
g®
 
其中g® =gcd(a¡®Dd;d) 2 k(®)[t]，和由rs的所有不同的根组成，那么 
(i)g 2 k(t)，g的分母整除d，f ¡ g是simple（简单）的 
(ii)如果存在h2 khti，使得f + h在k(t)上有一个初等不定积分，那么rn 2 k，且f ¡g 2 k[t] 
(iii) 如 果 存 在 h2 khti ， Const(k) 的 一 个 代 数 扩 张 E ，
v 2 k(t); c1; : : : ; cn 2E;u1; : : : ;un 2Ek(t)，使得 
 f +h = Dv +
nX
i=1
ci
Dui
ui
 
那么rs在E上可以线性分解。 
 
注意到因为根据定理 3.5.2，rs的所有根都是常数，由g =
X
rs®=0
®
Dg®
g®
得到的g总是有一
个初等不定积分，换句话说 
 
Z
g =
X
rs(®)=0
®log(gcd(d; a¡ ®Dd)) 
这就是在有理函数情况下的Rothstein¡Trager公式。定理 5.6.1.的第三部分应用到有理函
数情况下证明了定理 2.4.1.的第三部分，因此完成了定理 2.4.1. 的证明。在有理函数的情
况下，一个素数分解rs = us
e1
1 ¢ ¢ ¢ s
em
m是必须的，同样也需要对于每一个i，在k(®i)[t]中可以
进行最大公约数计算，其中®i是si的一个根。但是没有必要计算rs的分裂域。而且，rs的首
一部分总是有常值系数。 
 
107 
 
 
 
例 5.6.2. 考虑 
 
Z
2log(x)2 ¡ log(x)¡ x2
log(x)3 ¡ x2log(x)
dx 
令k =Q(x)，D= d=dx，令t为k上的一个单项式，满足Dt =1=x，换句话说t = log(x)，
我们的被积函数变为 
 f =
2t2 ¡ t¡ x2
t3 ¡ x2t
2 k(t) 
为simple（简单）的，因为t3¡x2t是无平方因子的。我们得到 
 d = t3 ¡ x2t; p = 0; a = 2t2 ¡ t¡ x2 
同时 
  
r = resultantt
¡
(t3 ¡x2t; 2x¡3z
x
t2 +(2xz¡ 1)t+x(z¡x)
¢
 
= 4x3(1¡x2)
¡
z3 ¡xz2 ¡ 1
4
z + x
4
¢
 
为无平方因子的，那么 
 ·Dr = ¡x
2(4(5x2 + 3)z3 + 8x(3x2 ¡ 2)z2 + (5x2 ¡ 3)z ¡ 2x(3x2 ¡ 2)) 
所以r关于·D的分裂分解为 
 rs = gcd(r;·Dr) = x
2
µ
z2 ¡
1
4
¶
 
并且 
 rn =
r
rs
=¡4x(x2 ¡ 1)(z¡x) =2 k 
因此，f没有一个初等不定积分，更进一步地我们得到 
 g1 = gcd
µ
t3 + x2t;
2x¡ 3®
x
t2 + (2x®¡ 1)t + x(®¡ x)
¶
= t + 2®x 
其中®2 ¡ 1=4 = 0，所以 
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 g =
X
®j®2¡1=4=0
®log(t+ 2®x) =
1
2
log(t + x)¡
1
2
log(t¡ x) 
计算f ¡Dg，我们发现 
 
Z
2log(x)2 ¡ log(x)¡ x2
log(x)3 ¡ x2log(x)
dx =
1
2
log
µ
log(x) + x
log(x)¡ x
¶
+
Z
dx
log(x)
 
= 1
2
log
³
log(x)+x
log(x)¡x
´
+Li(x) 
其中Li(x)是对数积分，因为rn =2 k，所以可以证明Li(x)是非初等函数。 
 
使用定理 5.6.1. 中的符号，我们有gcd(rs; rn) =1，所以rs的任意n重根®也是r的一个
n重根。因为gcd(a;d) = gcd(d;Dd) = 1，且deg(a)<deg(d)，我们可以应用定理 2.5.1. ，
其中A = a;B = Dd;C = d，对于r的任意i(i > 0)重根我们得到， 
 gcd(d;a¡®Dd) = ppt(Rm)(®; t) 
其中degt(Rm) = i，如果deg(Dd)· deg(d)，那么Rm在d和a¡ zDd的PRS子结式中，
如果deg(Dd)> deg(d)，那么Rm在a¡ zDd和d的PRS子结式中。因此，
Lazard¡Rioboo¡ Trager算法对于任意单项式扩张来说是适用的，并且没有必要计算rs
的素数分解，或者由式g =
X
rs®=0
®
Dg®
g®
得到的g®，我们可以使用子结式中出现的多种多样
的余数加以代替。如同有理函数的情况，我们使用rs的一个无平方分解rs =
Qn
i=1 q
i
i来分解
g =
X
rs®=0
®
Dg®
g®
这个和形式，得到一些被加数，每一个都可以用qi的根的指数形式表示出来。
我们也可以避免计算ppt(Rm)，只要它的首项系数和对应的qi互质。因为g =
X
rs®=0
®
Dg®
g®
式
中的任意一个g®乘上k(®)中的任意一个非零元素并不改变定理 5.6.1. 的结论。我们可以令
ppt(Rm)首一，以便简化答案。这最后一步需要求k[®]中一个元素的逆，并且最后一步不是
必须的。正如有理函数情况下，结果证明ppt(Rm)(®; t)的首项系数在k[®]中总是可逆的。 
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例 5.6.3. 考虑和例 5.6.2.中相同的被积函数 
Z
2log(x)2 ¡ log(x)¡ x2
log(x)3 ¡ x2log(x)
dx 
我们有Dd< deg(d)，d和a¡ zDd的PRS子结式为 
 
Rothstein¡Trager结式为r = R3，它关于·D的无平方因式分解为 
 s1 = gcd(r;·Dr) = x
2
µ
z2 ¡
1
4
¶
; n1 =
r
s1
= ¡4x(x2 ¡ 1)(z ¡ x) =2 k  
因此，f没有初等不定积分。更进一步我们可以发现s1是无平方因子的，在PRS中，t的次
数为 1 的余数为 
 R2 = ((4x
2 ¡ 6)z2 + 3xz ¡ 2x2 + 1)t + x(z ¡ x)(2xz ¡ 1) 
因为 
gcd(lct(R2); s1) = gcd
¡
(4x2 ¡ 6)z2 +3xz¡ 2x2 +1; x2
¡
z2 ¡ 1
4
¢¢
= 1 
S1 = R2。在求在z2¡1=4 = 0的根®处的值，我们有 
 S1(®; t) = ¡
1
2
((2x2 ¡ 6®x+ 1)t+ 4®x3 ¡ 3x2 + 2®x) 
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所以 
g =
P
®j®2¡1=4=0
®log
¡
¡1
2
((2x2 ¡ 6®x+ 1)t+ x(4®x2 ¡ 3x+2®))
¢
 
= 1
2
log
³
¡
(2x2¡3x+1)(t+x)
2
´
¡ 1
2
log
³
¡
(2x2+3x+1)(t¡x)
2
´
 
计算f ¡Dg我们发现 
 
Z
2log(x)2 ¡ log(x)¡ x2
log(x)3 ¡ x2log(x)
dx =
1
2
log
µ
(2x2 ¡ 3x+ 1)(log(x) + x)
(2x2 +3x+ 1)(log(x)¡ x)
¶
+
Z µ
1
log(x)
¡
6x2 ¡ 3
4x4 ¡ 5x2 + 1
¶
dx 
剩余的积分部分已经证明是非初等的。实际上，它是一个有理函数的积分加上一个对数积分。
如果我们已经决定令S1(®; t)首一，我们将会得到 
 S1(®; x) = ¡
1
2
(2x2 ¡ 6®x+1)(t+2®x) 
所以积分结果和例 5.6.2.中的结果是一致的。 
 
 
5.7 既约函数的积分 
在之前小节结果的基础上，我们所要解决的剩余问题就是在一个单项式扩张中既约函数
的积分问题。对于这样的元素，我们使用刘维尔定理的一个特殊的版本。 
 
定理 5.7.1. 令k为一个微分域，t是k上的一个单项式，C =Const(k(t))，f 2 khti。如果存
在 k(t)的一个初等扩张 E ， g 2E，使得，那么存在 v 2 khti， c1; : : : ; cn 2C 和
u1; : : : ; un 2 Sk(c1;:::;cn)[t]:k(c1;:::;cn)使得 
 f = Dv +
nX
i=1
Dui
ui
 
 
在非线性单项式的情况下，我们已经指出我们总可以将k[t]中的一个多项式p改写为一
个微分和一个次数比±(t)低的多项式的和的形式。我们就得到了与留数准则相似的一种情况，
或者证明这样的一个既约函数没有一个初等的不定积分，或者从它的多项式部分中消除次数
为±(t)¡1的项。 
 
定理 5.7.2. 假设t是一个非线性单项式。令f 2 khti，将f改写为f = p+a=d的形式，其中
p;a;d2 k[t];d 6=0;deg(p)< ±(t)6 ，且deg(a)<deg(d)。令b 2 k为 p中 t±(t)¡1的系数，
c = b=¸(t)。如果f在k(t)上有一个初等的不定积分，那么Dc =0。 
 
如果c是一个常数，那么定理 5.4.2. 说明 
 f ¡D
µ
c
deg(q)
log(q)
¶
 
    对于8q 2 Snk，次数至多为±(t)¡ 2，所以在非线性单项式的情况下，假若我们至少知
道一个非平凡的special（特殊）多项式，我们所要解决的既约函数的多项式部分的次数至
多为±(t)¡ 2。如果我们知道不存在非平凡special（特殊）多项式，那么事实上，这样的非
线性扩张的既约元素的积分问题就会更加简单，相应的算法将会在 5.11 中给出。 
现在我们已经掌握多有完善积分算法的工具。在接下来的小节中，我们将会给出算法。
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已知k(t)中的一个被积函数，t为一个单项式，我们或者证明f在k(t)上没有初等不定积分，
或者计算k(t)的一个初等扩张和E中元素g，使得f ¡Dg 2 k。这个方法将被积函数中的t消
除，因此将问题简化为k上元素的积分问题，可以通过递归式的方法进行解决，换句话说，
本章的算法可以不断地应用于k上的元素知道我们只需要解决常数积分的问题。注意到当t自
身不是k上的初等元时，k中元素是否在k或k(t)上有初等的不定积分的问题就变得从本质上
讲是不同的。所以只有当被积函数自身是一个初等函数时，我们的算法会给出不可积的证明。
但是这些算法可以应用于更大的函数类上。 
同时，假设一些积分相关问题对于k上元素是可解决的是必需的。这些问题依赖于我们
处理的单项式的类型，所以在这一点上，我们需要分别处理各种各样的情况。所有积分相关
问题的算法将会在之后的章节给出。 
 
 
5.8 基本式情况 
  在微分域k上的primitive（基本）单项式的情况下，我们需要解决的k上的相关问题为
limited integration problem（受限积分问题）：回忆初等不定积分是否存在的定义为：
已知f 2 k，判定是否存在k的一个初等扩张E和g 2E，是的Const(E)在Const(k)上是代数
的，且Dg = f。令w1; : : : ; wn 2 k固定。关于w1; : : : ; wn的受限积分问题是：已知f 2 k，
判定是否存在g 2 k，c1; : : : ; cn 2Const(k) ，使得Dg = f ¡ c1w1 ¡ : : :¡ cnwn，如果存
在的话计算g和ci。这与初等不定积分是否存在这个问题很像，除非为积分进行特定的微分
扩张k(
R
w1; : : : ;
R
wn)。在这一部分我们提供一个算法，对k做出恰当的假设，当t是k上的
一个基本单项式时，对k(t)的元素进行积分。首先我们描述对k[t]元素进行积分的算法。 
 
定理 5.8.1. 令k为一个微分域，t是k上的一个基本式。如果关于Dt的受限积分问题对于k中
元素是可判定的，并且Dt不是k中元素的微分，那么对于8p 2 k[t]，或者我们可以证明p在k(t)
上没有初等不定积分，或者计算q 2 k[t]，使得p¡Dq 2 k。 
 
 
例 5.8.1 考虑 
 
Z µµ
log(x) +
1
log(x)
¶
Li(x)¡
x
log(x)
¶
dx 
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其中Li(x) =
R
dx=log(x)是对数积分。令k =Q(x; t0)，D= d=dx，其中t0是Q(x)上的单项
式，满足Dt0 = 1=x，换句话说t0 = log(x)，令t是k上的一个单项式满足Dt =1=t0，换句
话说t =Li(x)，我们被积函数变为 
 p =
µ
t0 +
1
t0
¶
t¡
x
t0
2 k[t] 
我们得到 
1:a= lc(p) = t0 =1=t0 
2:
³
t0 =
1
t0)
´
¡ 1
t0
= t0 = log(x) =
d
dx
(xlog(x)¡ x) = D(xt0 ¡ x) 
  所以(b; c) =LimitedIntegrate(t0 +1=t0;1=t0;D) = (xt0¡x;1) 
3:q0 = ct
2=2+bt = t2=2+(xt0¡x)t 
4:p¡Dq0 =¡x 2 k ， 所 以 调 用 IntegratePrimitivePolynomial(¡x;D)， 返 回
(q;¯) = (0;1) 
因此， 
 
Z µµ
log(x) +
1
log
¶
(x)Li(x)¡
x
log
(x)
¶
dx 
                                           =
Li(x)2
2
+(xlog(x)¡x)Li(x)¡
R
xdx 
                                          =
Li(x)2
2
+ (xlog(x)¡ x)Li(x)¡
x2
2
 
   将所有部分组合在一起，我们就得到了对k(t)元素做积分的算法。 
 
定理 5.8.2. 令k为一个微分域，t为k上的一个基本式。如果关于Dt的受限积分问题对于k中
元素是可判定的，并且Dt不是k中元素的微分，那么对于8f 2 k(t)，我们或者可以证明f在
k(t)上没有初等不定积分，或者计算出k(t)的一个初等扩张E和g 2E，使得f ¡Dg 2 k。 
 
 
 
5.9 超越指数式情况 
   在微分域 k 的超越指数式的情况下，我们在 k 上需要解决的相关问题为
Risch differential equation problem（Risch微分方程问题）：已知f; g 2 k，判定是否
存在y 2 k使得 
 Dy + fy = g 
如果存在的话，计算出y。通常Dy + fy = g在k中有多余一个的解，所以首先我们需要验证
多解的情况什么时候能出现。 
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引 理  5.9.1. 令 (K;D)为 一 个 微 分 域 。 如 果 存 在 ®; y; z 2K ， 使 得 y 6= z6 并 且
Dy+®y =Dz+®z，那么存在u 2K¤，使得®=Du=u。 
 
在这一部分，我们在k上进行适当的假设，提出一个算法，当t是k上的一个超越指数单
项式，进行k(t)上元素的积分。首先我们描述一个对khti元素进行积分的算法。 
 
定理 5.9.1. 令k为一个微分域，t为k上的一个超越指数式。如果在k上我们可以解出Risch微
分方程，并且Dt=t不是一个k¡根的对数积分，那么对于8p 2 khti，或者我们可以证明p在k(t)
上没有初等不定积分，或者计算出q 2 khti，使得p¡Dq 2 k。 
 
 
例 5.9.1. 考虑 
 
Z µ
(tan(x)3 + (x + 1)tan(x)2 + tan(x) + x+ 2)etan(x) +
1
x2 + 1
¶
dx 
令k =Q(x;t0)，D= d=dx，其中 t0是Q(x)上的单项式，满足Dt0 = 1+ t20，换句话说
t0 = tan(x)，令t为k上单项式，满足Dt = (1+ t20)t，换句话说，t = e
tan(x)，被积函数变
为 
 p = (t30 + (x+ 1)t
2
0 + t0 + x+ 2)t +
1
x2 + 1
2 k[t] 
我们得到 
1:q = 0;¯ = 1 
2:ºt(p) =¡º1(p) =1 
3:i =1 
4:a = lc(p) = t30 +(x+1)t
2
0 + t0 +x+2 
5:D(t0 +x) +(1+ t
2
0)(t0 +x) = a，所以v =RischDE(1+ t
2
0; a) = t0 +x 
6:q = vt=(t0 +x)t 
7:p=Dq = 1=(x2 +1) 
因此， 
 
Z ³
(tan(x)3 + (x+ 1)tan(x)2 + tan(x) + x + 2)e
tan(x)+ 1
x2+1
´
dx 
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                           = (tan(x) + x)etan(x) +
Z
dx
x2 + 1
 
                              = (tan(x) +x)etan(x) + arctan(x) 
   将所有部分组合在一起，我们就得到了一个对k(t)元素进行积分的算法。 
 
定理 5.9.2. 令k为一个微分域，t为k上的一个超越指数式。如果我们可以解出k上的Risch微
分方程，并且Dt=t不是一个k¡根的对数积分，那么对于8f 2 k(t)，我们或者可以证明f在
k(t)没有初等不定积分，或者可以计算出k(t)的一个初等扩张E和g 2E，满足f ¡Dg 2 k。 
 
 
 
5.10. 超切向量情况 
正切和三角函数可以转化为负对数和复指数，再进行积分，但是单项式扩张的理论使我
们可以对它们进行直接积分，并不需要引入代数元
p
¡1。我们首先定义正切单项式，计算
special（特殊）多项式。令k为一个微分域，K是k的一个微分扩张。 
 
定义 5.10.1. 令t 2K，满足t2 +1 6= 06 。t为k上的一个超切向量，如果Dt=(t2 +1) 2 k。
如果Dt=(t2 +1) =Db;9b 2 k，那么t是k上的一个正切。如果t是k上的一个超切向量（正
切），并且t在k上是超越的，且Const(k(t)) =Const(k)，那么t是k上的一个正切向量（正
切）单项式。 
 
   当t是k上的一个超切向量时，满足Dt=(t2 +1) = a，我们将t记作t = tan(
R
a)。如果t是
k上的一个正切，满足Dt=(t2 +1) =Db，我们将t记作t= tan(b)。 
 
引理  5.10.1. 令 (F;D)为一个包含
p
¡1 的微分域， a 2 F 满足 a2 +1 6=06 ，并且
b = (
p
¡1¡ a)=(
p
¡1 + a)，那么b 6= 06 并且 
 
Db
b
= 2
p
¡1
Da
a2 + 1
 
 
定理 5.10.1. 如果t是k上的一个超切向量，并且
p
¡1Dt=(t2 +1)不是一个k(
p
¡1)¡根的对
数微分，那么t是k上的一个单项式，Const(k(t)) =Const(k)，并且8p 2 Sirr在k[t]中整除
t2 +1。此外，Sirr1 = S
irr。反之，如果 t在k上是超越的，且是一个超切向量，并且
Const(k(t)) =Const(k)，那么
p
¡1Dt=(t2 +1)不是一个k(
p
¡1)¡根的对数微分。 
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   因此，我们得到 
 khti= ff 2 k(t)，存在整数n¸ 0，使得(t2 +1)n 2 k[t]g 
其中t是k上的一个超切向量单项式。现在我们可以在k上做出合适假设的情况下，当t是k上
的一个超切向量单项式时，提出一个对k(t)中元素做积分的算法。首先注意到，多项式X2 +1
在k上可分解的话，那么
p
¡1 2 k，所以k(t) = k(µ)，其中µ = (
p
¡1¡ t)=(
p
¡1 + t)是k上
的一个超越指数单项式。因此我们在这种情况下使用对超越指数扩张元素做积分的算法，所
以我们可以在这一小节的剩余部分中假设X2 +1在k上不可约，换句话说即是
p
¡1 =2 k。因
为超切向量是非线性单项式，对于k[t]中元素做积分是直截了当的。 
 
定理  5.10.2. 令 k为一个不包含
p
¡1 的微分域， t是 k 上的一个超切向量。如果
p
¡1Dt=(t2 +1)不是一个k(
p
¡1)¡根的对数微分，那么对于8p 2 k[t]，我们可以计算
q 2 k[t]和c 2 k满足 
 p¡Dq¡ c
D(t2 + 1)
t2 + 1
2 k  
而且，如果Dc 6= 06 ，那么p在k上没有初等不定积分。 
 
 
 
例 5.10.1.考虑 
 
Z
(tan(x)2 + xtan(x) + 1)dx 
令k =Q(x)，令D= d=dx，令t为k上的一个单项式，满足Dt = 1+ t2，换句话说t = tan(x)，
我们的被积函数可以改写为 
 p = t2 + xt + 1 2 k[t] 
我们得到 
1:(q; r) =PolynomialReduce(t2 +xt+1) = (t;xt) 
2:®=Dt=(t2 +1) = 1 
3:c = x=2 
因为Dc=1=2 6=06 ，我们得到 
 
Z
(tan(x)2 + xtan(x) + 1)dx = tan(x) +
Z
xtan(x)dx 
后面的积分不是一个初等函数。 
对于一个超切向量扩张中的既约元素来说，我们在k上需要解决的相关问题为
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coupled defferential system problem（耦合微分系统问题）：已知f1; f2; g1; g2 2 k，
判定是否存在y1; y2 2 k满足 
 
µ
Dy1
Dy2
¶
+
µ
f1 ¡f2
f2 f1
¶µ
y1
y2
¶
=
µ
g1
g2
¶
 
如果y1; y2存在的话，将它们计算出来。 
 
定理 5.10.3. 令k为一个不包含
p
¡1的微分域，t是k上的一个超切向量。如果我们可以解决
k上的耦合微分系统，并且
p
¡1Dt=(t2 +1)不是一个k(
p
¡1)¡根的对数微分，那么对于
8p 2 khti，我们或者可以证明 p在k(t)上没有初等不定积分，或者计算出q 2 khti，满足
p¡Dq 2 k[t]。 
 
 
例 5.10.2. 考虑 
 
Z
sin(x)
x
dx 
令k =Q(x)，D= d=dx，令 t为k上的一个单项式，满足Dt = (1+ t2)=2，换句话说
t = tan(x=2)。使用经典的半角公式，被积函数变为 
 p =
sin(x)
x
=
2tan(x=2)
x(tan(x=2)2 + 1)
=
2t=x
t2 + 1
2 khti 
我们得到Dt=(t2 +1) = 1=2，并且 
1:m=¡ºt2+1(p) = 1 
2:h= p(t2 +1) = 2t=x 
3:(1; r) =PolyDivide(2t=x; t2 +1) = (0;2t=x)，所以(a; b) = (2=x;0) 
4:因为 
µ
Dc
Dd
¶
+
µ
0 ¡1
1 0
¶µ
c
d
¶
=
µ
2=x
0
¶
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在Q(x)中无解，CoupledDESystem(0;1;2=x;0)返回无解。 
因此 
 
Z
sin(x)
x
dx 
不是一个初等函数。 
 
将所有的部分组合在一起，我们得到一个对k(t)中元素做积分的算法。 
 
定理 5.10.4. 令k是一个不包含
p
¡1的微分域，t是k上的一个超切向量。如果我们能够解决
k上的耦合微分系统，并且
p
¡1Dt=(t2 +1)不是一个k(
p
¡1)¡根的对数微分，那么对于
8f 2 k(t)，我们或者可以证明f没有在k(t)上的初等不定积分，或者计算出k(t)的一个初等
扩张E和g 2E，满足f ¡Dg 2 k。 
 
 
 
5.11 无Specials（特殊元素）的非线性情况 
     在一个微分域k上的非线性单项式情况，我们可以将问题简化为对形式为p+a=d，其
中p;a2 k[t];d2Snf0g;deg(p)< ±(t)，且deg(a)<deg(d)的既约元素的积分问题。此外，
定理 5.7.2.提供了一个对于不可积情况的准则，如果Snk的一个元素一直，使得我们可以将
问题简化为deg(p)< ±(t)¡1。在这一部分，我们在这一部分涉及S = k这种情况，换句话
说Sirr = ;，符合一系列引人注意的函数类，之后会通过例子进行阐明。注意到如果Sirr = ;，
那么khti= k[t]，所以作为多项式约化的结果，我们考虑形式为p 2 k[t]的被积函数，满足
deg(p)< ±(t)。结果证明是如果这样的元素可积，那么他们一定包含在k中。 
 
推论 5.11.1. 假设t是非线性单项式，并且Sirr = ;。令p 2 k[t]满足deg(p)< ±(t)，如果p在
k(t)上有初等不定积分，那么p 2 k。 
 
这提供了对于k(t)中元素进行积分的完整算法。 
 
定理 5.11.1. 令k为一个微分域，t是k上的一个非线性单项式，满足Sirr = ;。那么对于
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8f 2 k(t)，我们或者可以证明f在k(t)上没有初等的不定积分，或者计算出k(t)的一个初等
扩张和g 2E，满足f ¡Dg 2 k。 
 
 
例 5.11.1. 令º 2 Z为任意整数，考虑 
 
Z
Jº+1(x)
Jº(x)
dx 
其中Jº(x)为阶数为º的第一类Bessel（贝塞尔）函数，从 
 
dJº(x)
dx
= ¡Jº+1(x) +
º
x
Jº(x) 
我们得到 
 
Z
Jº+1(x)
Jº(x)
dx =
Z
º
dx
x
¡
Z
dJnu(x)=dx
Jº(x)
dx = ºlog(x)¡
Z
Áº(x)dx 
其中Áº(x)是Jº(x)的对数微分。因为Jº(x)是贝塞尔方程的一个解 
 y0(x) + y(x)2 +
1
x
y(x) +
µ
1¡
v2
x2
¶
= 0 
令k =Q(x)，D= d=dx，令t是k上的一个单项式，满足Dt =¡t2¡ t=x¡ (1¡º2=x2)，换
句话说t=Áº(x)。可以证明在这个扩张中Sirr = ;，所以根据推论 5.11.1. 说明t在k上没有
初等不定积分，因此 
 
Z
J(º + 1)(x)
Jº(x)
dx = ºlog(x)¡
Z
Áº(x)dx 
其中剩余积分不是Q(x;Áº(x))上的初等积分。 
 
     以上的例子使用了贝塞尔函数，但实际中本章的算法无论被积函数是否可以表示一个
函数的对数微分项的形式都可以应用，其中该函数由一个二阶线性常微分方程定义。如果典
型方程在求积过程中无解（例如Airy（亚里）函数），如本章中注解 4 所说明的一样，Sirr = ;。 
 
 
5.12 内场积分 
在这一部分中，我们介绍用以判定k(t)中元素性质的积分算法所延伸出的一些子变形算
法，判定选项为： 
k(t)中元素是否为k(t)中元素的微分 
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k(t)中元素时候为k(t)中元素的对数微分 
k(t)中元素是否为k(t)¡根的对数微分 
 
正如我们从 5.2 节了解到的一样，当构造包含被积函数的塔状域扩张时，这样的过程是
需要的。此外，剩下章节的积分算法中，在不同的地方这样的过程也是需要的，尤其在限定
结束和次数时。 
注意到第九章的结构定理提供了改良积分算法的有效的替代方案，在一些情况下，这个
方案是唯一确定对数微分的完整算法。 
 
确定微分 
第一个问题是，已知f 2 k(t)，判定是否存在u 2 k(t)满足Du = f，如果存在的话计算这样
的u。首先我们对f使用厄米特约化，得到g 2 k(t)，一个simple（简单）元素h2 k(t)和r 2 khti，
满足f = Dg + h+ r。在这一点上，我们可以证明如果存在u 2 k(t)，使得f = Du，那么
h 2 k[t]，所以我们要对既约的h + r进行积分运算。5.7 至 5.11 的算法可以应用（在非线性
情况下有一个附加的修正，防止引入新的对数），或者证明不存在这样的u，或者将问题简
化为判定k中元素a是否在k(t)中有不定积分存在。 
如果t是k上的基本式，那么它符合定理 4.4.2.和引理 5.1.2.的条件，如果a在k(t)中有一
个不定积分，那么a =Dv+ cDt，其中v 2 k; c 2Const(k)，我们将问题简化为一个k中的
受限积分问题。否则，±(t)¸ 1，它符合定理 4.4.2.和引理 3.4.2.，引理 5.1.2.的条件，如果
a在k(t)中有一个不定积分，那么a=Dv，其中v 2 k，我们将问题k上的一个相似的问题。 
当存在a 2 k(t)¤，使得f =Da=a，那么推论 9.3.1.，推论 9.3.2.或推论 9.4.1.提供了替代
算法：存在u 2 k(t)，f = Du，当且仅当在Q中线性方程(9:8); (9:12)或(9:21)有解。推论 9.3.2.
也提供了一个替代性算法：如果存在b 2 k(t)，f =Db=(b2 +1)，换句话说f = arctan(b)。 
显然解u不是唯一的，但是如果对于u;v 2 k(t)，f = Du = Dv，那么
u¡v 2Const(k(t))。 
 
确认对数微分 
第二个问题是，已知f 2 k(t)，判定是否存在一个k(t)中的非零元u，满足Du=u= f，
如果u存在，将u计算出来。我们可以证明如果存在k(t)中非零元u，f =Du=u，那么f是
simple（简单）的，Rothstein¡Trager结式的所有跟都是整数。在这种情况下，留数化
简说明 
 g =
X
rs(®)=0
®
Dg®
g®
=
D(
Q
rs(®)=0
g®®)
Q
rs(®)=0
g®®
=
Dv
v
 
因为®都是整数，v 2 k(t)。此外定理  5.6.1. 说明如果存在u 2 k(t)，f =Du=u，那么
f ¡g 2 k[t]，所以我们要判定k[t]中元素p是否是k(t)中某个元素的对数微分。如果存在
u 2 k(t)，p=Du=u，那么从练习 4.2 结论可知deg(p)<max(1;±(t))，从推论 4.4.2.结论
可知u = pe11 ¢ ¢ ¢p
en
n ，其中pi 2 S; ei 2 Z。 
   如果t是k上的基本式，那么因为S = k，所以p和u都必须在k中，所以我们将问题简化
为k上相类似的问题。 
   如果t是k上的一个超越指数式，那么p 2 k;u = vte，其中v 2 k¤，并且e 2 Z，因为
Sirr = ftg，因此我们将问题简化为判定p 2 k是否可以写成下列形式 
 p =
Dv
v
+ e
Dt
t
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v 2 k¤; e 2 Z。这是含参数对数微分问题的一个特殊情况，是受限积分问题的一个变形，
将会在第 7 章中进行讨论。 
如果t是k的一个超切向量，
p
¡1 =2 k，那么p = a+ bt; a; b 2 k，且对于v 2 k¤，
u = v(t2 +1)，e 2 Z，因为Sirr = (t2 +1)。因此，我们将问题简化为判定a+ bt是否能表
示为下列形式： 
 a+ bt =
Dv
v
+ e
D(t2 + 1)
t2 + 1
=
Dv
v
+ 2e
Dt
t2 + 1
t 
这等价于 
 a =
Dv
v
b
2
t2 + 1
Dt
2 Z 
第二个条件可以立刻得到验证，而第一个条件相当于判定k中的一个元素是否是k中一
个元素的对数微分。 
当存在b 2 k(t)，使得f = Db，那么推论 9.3.1.，推论 9.3.2.或推论 9.4.2. 提供了替代
算法：f是一个k(t)¡根的对数微分当且仅当线性方程(9:9); (9:13)或(9:22)在Q中有解。 
解u不是唯一的，但是如果f =Du=u=Dv=v，对于u;v 2 k(t)nf0g，那么
u=v 2Const(k(t))（这是接下来的引理 5.12.1.中n=m=1这种情况）。 
 
确定一个k(t)¡根的对数微分 
第三个问题是，已知f 2 k(t)，判定是否存在一个非零n 2 Z和一个非零u 2 k(t)，使得
Du=u=nf，如果这样的n和u存在，那么将它们计算出来。我们可以证明如果存在非零
n 2 Z和u 2 k(t)，使得nf =Du=u，那么f是simple（简单）的，并且Rothstein¡Trager
结式的所有跟为有理数。在这种情况下，令m为Rothstein¡Trager结式的根的公分母。
那么，留数化简使我们得到 
 g =
X
rs(®)=0
®
Dg®
g®
=
1
m
D
³Q
rs(®)=0
gm®®
´
Q
rs(®)=0
gm®®
=
1
m
Dv
v
 
因为m®对于每一个®来说，都是一个整数，那么v 2 k(t)。此外定理 5.6.1.说明如果对于
n2Z;u 2 k(t)，f =Du=(nu)，那么f ¡Dg 2 k[t]。所以我们要解决的剩下的问题为判定
k[t]中的一个元素p是否是一个k(t)¡根的对数微分。如果对于n2Z;u 2 k(t)，p=Du=(nu)，
那么从练习 4.2.的结论中我们可以知道deg(p)<max(1;±(t))，从推论 4.4.2.的结论中我们可
以得出u = pe11 ¢ ¢ ¢p
eS
s ，其中pi 2 S; ei 2 Z。 
如果t是k上的一个初等式，那么因为S = k，那么p和u都必须在k中，所以我们将问题
简化为k上的一个相似的问题。 
如果t是k的一个超越指数式，那么因为Sirr = t，那么p 2 k;u = vte，其中v 2 k¤; e 2 Z。
因此我们将问题简化为判定p 2 k是否可以记为： 
 p =
1
n
Dv
v
+
e
n
Dt
t
 
其中v 2 k¤; n; e 2 Z。这是含参数的对数导数问题，受限积分问题的一个变形，将会在
第七章中进行讨论。 
如果t是k上的一个超切向量，并且
p
¡1 =2 k，那么对于a; b 2 k，p = a+ bt，且因为
Sirr = ft2 +1g，所以u= v(t2 +1); v 2 k¤; e 2Z。因此我们将问题简化为判定a+ bt是否
可以写作： 
 a+ bt =
1
n
Dv
v
+
e
n
D(t2 + 1)
t2 + 1
=
1
n
Dv
v
+
2e
n
Dt
t2 + 1
t 
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这等价于 
 na =
Dv
v
b
2
t2 +1
Dt
2 Q 
第二个条件可以立刻得到验证，第一个条件相当于判定k中一个元素是否是一个k¡根的
对数微分。 
当存在b 2 k(t)，使得f = Db，那么推论 9.3.1.，推论 9.3.2. 或推论 9.4.1.提供了替代
性算法：f是一个k(t)¡根的对数微分当且仅当线性方程(9:9); (9:13)或(9:22)在Q中有解。 
解(n;u)不是唯一的，但是任意两个解可以由以下的引理联系起来。 
 
引理 5.12.1. 令(K;D)为一个微分域，u; v 2 K¤，如果 
 
1
n
Du
u
=
1
m
Dv
v
 
其中n;m为非零整数，那么 
 
ulcm(n;m)=n
vlcm(n;m)=m
2 Const(K) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chapter 2:1:6 Risch微分方程 
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   在这一部分我们讨论Risch微分方程解的问题，换句话说，已知一个特征为0的微分域K，
f; g 2 K，判定方程 
 Dy + fy = g (6.1) 
在K中是否有解，如果存在的话，找到一个解。我们只在超越情况下研究方程Dy + fy = g，
换句话说，当K是一个微分子域k的simple（简单）单项式扩张的情况下。所以在本章剩余
部分中，令k为一个特征为0的微分域，t是k上的一个单项式。我们假设在方程中f; g的系数
是k(t)中的元素，并且寻找一个在k(t)中的解y。我们要介绍的算法如下： 
1.计算任意一个解的normal（普通）部分。这将问题简化为在khti中寻找一个解。 
2.计算任意一个解的special（特殊）部分。这将问题简化为在k[t]中寻找一个解。 
3.限定k[t]中任意解的次数。 
4.将方程(6:1)转化为相似的形式，但是f; g 2 k[t] 
5.在k[t]中找到次数受限的约化方程的解。 
 
 
6.1 分母的normal（普通）部分 
在这一部分我们将指出如果方程经过充分的处理，那么在一个单项式扩张中的一个
Risch微分方程的任意解的分母的normal（普通）部分，是由一个用方程系数组成的显式
方程决定的。首先我们介绍需要的预处理。 
 
定义 6.1.1. 如果residuep(f)对于任意normal（普通）不可约的p 2 k[t]，满足f 2 Rp的情
况不是一个正整数，那么我们称f(t)关于t弱正规化。 
 
   这个定义的动机是接下来的这个引理，这个引理给出了Dy + fy在一个normal（普通）
多项式处的阶数方程，只要f是弱正规化的。 
 
引理 6.1.1. 令f 2 k(t)nf0g关于t是弱正规化的，y 2 k(t)nf0g，p 2 k[t]是normal（普通）
可约的，那么 
 ºp(y)< 0 =)ºp(Dy+fy)+min(ºp(f);¡1) 
    
当然，下一步是，已知f 2 k(t)，检验f是否关于t是弱正规化的，否则找一个一个充分
的变换使得f弱正规化。接下来的定义说明将一个恰当的对数微分加到任意一个f 2 k(t)上
可以使f弱正规化，并且给出了一个明确的变量代换，将方程(6:1)转化为一个具有若正规化
系数的相似方程。 
 
定理 6.1.1. 对于任意f 2 k(t)，我们可以计算出q 2 k[t]，使得f = f ¡Dq=q关于t弱正规化。
而且，对于8g;y 2 k(t)， 
 Dy+fy = g()Dz+fz = qg 
其中z = gy。 
 
我们注意到在实际中，dn的一个完全无平方分解是不必须的，因为对于计算q来说只有
d1是需要的。上面的证明给出了一个将k(t)中任意元素进行弱正规化的算法。 
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    现在我们可以假设在方程(6:1)中，f是关于t弱正规化的。那么接下来的定理给出
了一个解的分母的normal（普通）部分的明确方程。 
 
定理 6.1.2. 令f 2 k(t)是关于t弱正规化的，q 2 k(t)，令y 2 k(t)满足于Dy + fy = g。令
d = dsdn为f分母的一个分裂分解，e = esen为g分母的一个分裂分解。令c=gcd(dn; en)，
并且 
 h =
gcd(en; den=dt)
gcd(c; dc=dt)
2 k[t] 
那么 
(i)yh 2 khti 
(ii)对于8q 2 k[t]，满足qjh，yh
q
=2 khti 
 
推论 6.1.1.令f 2 k(t)关于t为弱正规化的，g 2 k(t)，dn; en和h由定理 6.1.2.定义，那么 
(i)对于Dy + fy = g的任意解y 2 k(t)，q = yh 2 hti，q是如下方程的一个解： 
 dnhDq + (dnhf ¡ dnDh) = dnh
2g （6.2） 
   反之，对于方程(6:2)的任意解q 2 khti，y = q=h是Dy + fy = g的一个解。 
(ii)如果Dy + fy = g在k(t)中有一个解，那么enjdnh2 
 
   上面的定理与推论为我们提供一个算法，或者证明一个给定的Risch微分方程在一个给
定的单项式扩张中无解，或者将问题简化为在khti上方程求解的问题。 
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例 6.1.1. 令k = Q，t为k上的一个单项式满足Dt = 1，换言之D= d=dt，考虑方程 
 Dy + y =
1
t
 
这个方程由et=t的积分生成，我们有f =1; g =1=t，所以： 
1:(dn; ds) =SplitFactor(1;d=dt) = (1;1) 
2:(en; es) =SplitFactor(t;d=dt) = (t;1) 
3:p=gcd(1; t) = 1 
4:h=gcd(t;1)=gcd(1;1) =1 
   因为t 6 j16 ，所以我们得出结论方程在Q(t)中无解，因此
R
et=tdt不是一个初等函数。 
 
 
6.2 分母的special（特殊）部分 
由推论 6.1.1.，我们可以将问题简化为在khti中找到方程(6:2)的一个解，我们将方程重新记
为 
 aDq + bq = c （6.6） 
其中a2 k[t]没有special（特殊）因子，b; c 2 khti; a 6=06 ，t是k上的一个单项式。在这一小
节中我们给出对于特定类型单项式，在khti中方程(6:6)的解的分母的计算算法。首先我们先
给出一个对于任意单项式扩张都正确的结果。 
 
引理 6.2.1. 令t为k上的一个单项式，p 2 Sirr，a;b;y 2 k(t)，其中a 6=0;ºp(y) 6=06 6 ，那么 
(i)如果ºp(b)< ºp(a)，那么ºp(aDy+by) = ºp(b)+ºp(y) 
(ii)如果p 2 Sirr，且ºp(b)> ºp(a)，那么ºp(aDy+by) = ºp(a)+ºp(y) 
(iii)如果ºp(b) = ºp(a)，那么或者ºp(aDy+by) = ºp(a)+ºp(y)，或者 
 ¼p
µ
¡
b
a
¶
= ºp(y)¼p
µ
Dp
p
¶
+
D¤u
u
  
其中非零元u 2 k[t]=(p)，且D¤是诱导微分。 
 
因为a2 k[t]，并且在方程(6:6)中没有special（特殊）因子，这意味着对于8p 2 S，
ºp(a) = 0，所以引理 6.2.1.对于ºp(q)给出了一个更低的限制，其中q 2 khti在以下情况中是
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方程(6:6)的一个解： 
(i)如果ºp(b)< 0，那么ºp(q) 2 f0;ºp(c)¡ºp(b)g 
(ii)如果ºp(b)> 0，且p 2 Sirr，那么ºp(q) 2 f0;ºp(c)g 
 
   对于p 2 Sirr，一旦我们得到了一个更低限制，存在n· 0;ºp(q)¸ n，在方程(6:6)中用
hpn替换q，得到 
 a(pnDh+ npn¡1hDp) + bhpn = c 
因此 
 aDh +
µ
b+ na
Dp
p
¶
h = cp¡n （6.7） 
此外，因为q 2 khti，所以h2 khti，因为ºp(q)¸ n，所以h 2 Op。因此我们将问题简
化为找到方程(6:7)的一个根h，h2 khti \Op。注意到因为c 2 khti，所以cp¡n 2 khti，因
为b 2 khti;a2 k[t]; p2S，所以b+naDp=p2 khti。p在b+naDp=p分母和cp¡n中的幂指
数可以通过将方程(6:7)左右两边乘上pN进行消除，其中N =max(0;¡ºp(b);¡ºp(c))，保证
了方程(6:7)的系数也在khti \Op中。 
因为在这一部分我们所考虑的单项式扩张中，所有的special（特殊）多项式都是第一
类的，我们只需要在可能的消去情况，换言之ºp(b) = 0的情况下，找到对于ºp(q)一个更低
的限制。我们对于不同的单项式扩张的情况分别进行讨论。 
 
基本式情况 
如果Dt 2 k，那么每一个无平方因子多项式都是normal（普通）的，所以khti= k[t]，
这意味着a;b;c 2 k[t]，方程(6:6)在khti中解一定在k[t]中。 
 
超越指数式情况 
     如果Dt=t 2 k，那么khti= k[t; t¡1]，所以我们需要计算ºt(q)的一个较低的限制，其
中q 2 khti是方程(6:6)的一个解。为了计算这样的一个限制边界，我们需要能够判定k中的
任意一个元素f是否能写成下列形式 
 f = m´ +
Du
u
 （6.8） 
其中m为非负整数，u 2 k¤，并且´ =Dt=t 2 k。正如 5.12 节说明的一样，这是一个含参
数的对数微分问题，一个受限积分问题的变形，将会在第七章中进行讨论。因为方程(6:8)的
一个解中非负整数m可以在一个较低的限制边界计算中出现，首先我们需要确定在方程(6:8)
的所有解中m都是一致的。 
 
引理 6.2.2. K是一个特征为0的微分域，假设´ 2 k¤不是一个K¡根的对数微分，那么对于
f 2 K和方程(6:8)在Z£K¤中的任意解(m;u)和(n;v)，我们有n = m和v=u 2Const(K)。 
 
引理 6.2.3. 假设t是k上的一个超越指数式，满足´ =Dt=t不是一个k¡根的对数微分。令
a2 k[t]，b; q 2 hti，满足gcd(a; t) = 1;ºt(b) = 0，且ºt(q) 6= 06 ，那么，或者 
 ºt(aDq+bq) = ºt(q) 
或者 
 ¡
b(0)
a(0)
= ºt(q)´ +
Du
u
; u 2 k¤ 
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因为根据定理 5.1.2.，我们有t 2 Sirr，引理 6.2.1.和引理 6.2.3.总是能够使我们求出ºt(q)
的一个较低受限边界，其中q 2 khti是方程(6:6)的一个解：如果ºt(b) 6=06 、，那么引理 6.2.1.
像之前说明的一样给出了一个边界。否则，当ºt(b) = 0，对于m 2 Z和u 2 k
¤，或者在
ºt(q) 2f0;m;ºt(c)g的情况下，有¡b(0)=a(0) =m´+Du=u，或者ºt(q) 2 f0;ºt(c)g。注
意到根据引理 6.2.2.，这样的m在k上是唯一的。因为Sirr = ftg; khti \Ot = k[t]，所以在
决定对于ºt(q)的更小限定边界的情况下，我们需要找到方程(6:7)的解h 2 k[t]。 
 
 
例 6.2.1. 令k =Q(x)，D= d=dx，令t是k上的一个单项式，满足Dt = t，换言之t = ex，
考虑方程 
 (t2 + 2xt + x2)Dq +
µµ
1 +
1
x2
¶
t2 +
µ
2x¡ 1 +
2
x
¶
t + x2
¶
q =
t
x2
¡ 1 +
2
x
（6.9） 
方程(6:9)由如下函数的积分生成 
 
ex ¡ x2 + 2x
(ex + x)2x2
ef  
其中 
 f =
x2 ¡ 1
x
+
1
ex + x
 
我 们 有 a= t2 +2xt+x2; b = (1+1=x2)t2 +(2x¡1+2=x)t+x2 ， 并 且
c = t=x2¡1+2=x，因此 
1:nb = ºt(b) = 0;nc = ºt(c) = 0 
2:n=min(0;nc¡min(0;nb)) =0 
3:nb =0，所以®=¡b(0)=a(0) =¡x2=x2 =¡1 
4:¡1 =¡Dt=t，所以m=¡1;n=min(n;m) =¡1 
5:N =max(0;¡nb;n¡nc) = 0 
 
因此，方程(6:9)的任意一个解q 2 khti一定具有q = p=t的形式，其中p 2 k[t]满足 
 (t2 + 2xt + x2)Dp+
µ
t2
x2
+
µ
2
x
¡ 1
¶
t
¶
p =
t2
x2
+
µ
2
x
¡ 1
¶
t （6.10） 
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超切向量情况 
如果Dt=(t2 +1) 2 k，且
p
¡1 =2 k，那么唯一的首一special（特殊）不可约元是t2 +1，
所以我们需要计算一个ºt2+1(q)上更小的限制，其中q 2 khti是方程(6:6)的一个解。 
 
引理 6.2.4. 假设
p
¡1 =2 k，t是k上的一个超切向量，满足´
p
¡1不是一个一个k(
p
¡1)¡根
的 对 数 微 分 ， 其 中 ´ =Dt=(t2 +1) 2 k 。 令 a2 k[t]; b; q 2 khti 满 足
gcd(a; t2 +1) = 1;ºt2+1(b) = 0，且ºt2+1(q) 6= 06 ，那么，或者 
 ºt2+1(aDq+bq) = ºt2+1(q) 
或者将D扩张到k(
p
¡1)，通过D
p
¡1 = 0，并且将¡b(
p
¡1)=a(
p
¡1)写作®
p
¡1 + ¯，其
中®;¯ 2 k，我们有 
 ¡
b(
p
¡1)
a(
p
¡1)
= 2ºt2+1(q)´
p
¡1+
Du
u
; 2¯ =
Dv
v
 （6.11） 
其中u 2 k(
p
¡1)¤; v 2 k¤ 
 
因为根据定理 5.10.1.，t2 +1 2 Sirr1 ，引理 6.2.1，引理 6.2.4.总是能使我们得到ºt2+1(q)
的一个较小限制，其中q 2 khti是方程(6:6)的一个解：如果ºt2+1(b) 6=06 ，那么引理 6.2.1.
像之前说明的一样给出限制。否则，在 ºt2+1(b) = 0的情况下，所以或者在
ºt2+1(q) 2 f0;m;ºt2+1(c)g 的 情 况 下 ， 存 在 m 2 Z 和 u 2 k(
p
¡1)¤  ， 使 得
¡b(
p
¡1)=a(
p
¡1) = m´
p
¡1 + Du=u，或者ºt2+1(q) 2 f0;ºt2+1(c)g。注意到根据引理 
6.2.2.这样的m关于k(
p
¡1)唯一。我们也注意到(6:11)中的验证意味着在k(
p
¡1)上解决一个
含参数的对数微分问题。因为只有非负整数ºt2+1(q)在结果中得到了使用，所以
p
¡1的伴随
是一时的，所以一旦边界确定下来，算法在k上是适用的。因为必要条件2¯ =Dv=v是在k上
定义的，所以可以首先验证这个条件，只要这个条件满足，
p
¡1就必须被引入。因为
Sirr = ft2 +1g; khti \Ot2+1 = k[t]，所以在已经找到ºt2+1(q)的一个更小限制条件下，问
题简化为在k[t]中找到(6:7)的一个解。 
存在引理 6.2.4.的相似情况，相应的针对含
p
¡1的域的算法为 
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例 6.2.2. 继续对例 6.1.2.进行处理，令k =Q(x)，D= d=dx，t是k上的一个单项式，满足
Dt = 1+ t2，换句话说t = tan(x)，考虑(6:5)在khti中的解q，由etan(x)=tan(x)2的积分生成，
我们有a= t; b = (t¡1)(t2 +1)和c = 1，因此 
1:nb = ºt2+1(b) = 1;nc = ºt2+1(b) = 0 
2:n=min(0;nc¡min(0;nb)) =0 
3:nb =0，所以N =max(0;¡nb;n¡nc) =0 
   因此(6:5)在khti中的任意解q一定属于khti \Ot2+1 = k[t]。 
 
 
6.3 次数限制 
由之前小节结论可知，我们已经将问题简化为在k[t]中找到(6:7)的解q，方程(6:7)改写为  
 aDq + bq = c （6.12） 
其中a;b;c 2 k[t]; a 6=06 ，t是k上的一个单项式。在这一小节中我们给出对于特定单项
式类型，计算方程(6:12)在k[t]中的任意解中t的次数上界的算法，首先我们给出对于任意单
项式扩张都正确的一个结果。 
 
引理 6.3.1. 令t为k上的一个单项式，a;b; q 2 k[t]，其中a 6= 06 ，且deg(q)> 0，那么 
(i)如果deg(b)>deg(a)+max(0;±(t)¡1)，那么 
 deg(aDq+bq) =deg(b)+deg(q) 
(ii)如果t是非线性的，并且deg(b)<deg(a)+±(t)¡1，那么 
 deg(aDq+bq) =deg(a)+deg(q)+±(t)¡1 
(iii)如果±(a)¸ 1，并且deg(b) =deg(a)+±(t)¡1，那么或者 
 deg(aDq+bq) =deg(b)+deg(q) 
或者 
 ¡
lc(b)
lc(a)
= ¼1
µ
Dq
qt±(t)¡1
¶
 
 
引理 6.3.1.在如下情况，给出了方程(6:12)在k[t]中的一个解q的次数deg(q)的一个上界： 
(i)如果deg(b)>deg(a)+max(0;±(t)¡1)，那么deg(q) 2f0;deg(c)¡deg(b)g 
(ii)如果deg(b)< deg(a0+±(t)¡1，并且±(t)¸ 2，那么 
 deg(q)2f0;deg(c)¡deg(a)+1¡±(t)g 
结果说明，对于刘维尔单项式，我们只需要考虑deg(b)·deg(a)这种情况，对于非线
性单项式，deg(b) =deg(a)+±(t)¡1。对于不同的单项式扩张的情况，我们分别进行讨论。 
 
基本式情况 
如果Dt 2 k，为了计算出deg(q)的一个上界，我们需要判定k中任意元素f是否可以写
成下面形式： 
 f = m´+Du （6.13） 
其中m为非负整数，u 2 k，´ = Dt 2 k。注意到(6:13)是k中的一个受限积分问题，所
以将第七章的算法作用于f和´上便可以解决问题。因为(6:13)的解中的非负整数m可以在上
界计算中出现，我们首先需要确定在(6:13)的所有解中，m是一致的。 
 
引理 6.3.2. 假设t是k上的一个基本式，满足´ =Dt不是k中一个元素的微分。那么，对于
f 2 k(t)， (6:13)在 Z£ k 中的任意解 (m;u)和 (n;v)，我们可以 得到 n = m ，且
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v¡u 2Const(k)。 
引理 6.3.3. 假设t是k上的一个基本式，满足´ =Dt不是k中一个元素的微分。令a;b; q 2 k[t]，
满足a 6=0;deg(b)·deg(a)6 ，且deg(q)> 0，那么 
(i)如果deg(b)<deg(a)¡1，那么 
 deg(aDq+bq) 2fdeg(a)+deg(q);deg(a)+deg(q)¡1g 
(ii)如果deg(b) =deg(a)¡1，那么或者 
deg(aDq+bq) 2fdeg(a)+deg(q);deg(a)+deg(q)¡1g 
或者 
 ¡
lc(b)
lc(a)
= deg(q)´ +Du;9u 2 k 
(iii)如果deg(b) =deg(a)，那么或者 
deg(aDq+bq) 2fdeg(a)+deg(q);deg(a)+deg(q)¡1g 
或者 
¡
lc(b)
lc(a)
=
D((lc)(q))
lc(q)
，且¡lc(aD(lc(q))+blc(q))
lc(a)lc(b)
= deg(q)´+Du;9u 2 k 
 
   引理 6.3.1.和引理 6.3.3.总是能够给出deg(q)的一个上界，其中q为(6:12)在k[t]中的一个
解：如果deg(b)>deg(a)，那么引理  6.3.1.说明deg(q) 2f0;deg(c)¡deg(b)g。如果
deg(b)<deg(a)¡1 ， 那 么 引 理  6.3.3. 说 明
deg(q) 2f0;deg(c)¡deg(a);deg(c)¡deg(a)+1g。如果deg(b) =deg(a)¡1，那么或者
在deg(q) 2f0;m;deg(c)¡deg(a);deg(c)¡deg(a)+1g的情况下，存在m 2 Z; u 2 k，使
得¡lc(b)=lc(a) =m´+Du，或者deg(q) 2f0;deg(c)¡deg(a);deg(c)¡deg(a)+1g。注
意由引理 6.3.2.可知这样的m是唯一的。 
最 终 ， 如 果 deg(b) =deg(a) ， 那 么 或 者 在
deg(q) 2f0;m;deg(c)¡deg(a);deg(c)¡deg(a)+1g的情况下，存在 u 2 k¤，使得
¡lc(b)=lc(a) =Du=u，存在m 2 Z; v 2 k，使得¡lc(aDu+bu)=(ulc(a)) =m´+Dv。或
者deg(q) 2f0;deg(c)¡deg(a);deg(c)¡deg(a)+1g。我们可以用一个积分算法的变形计
算这样的u。尽管不是唯一的，但是如果¡lc(b)=lc(a) =Du=u=Dv=v;9u;v 2 k¤，那么根
据引理存在c 2Const(k)，使得u = cv，这说明 
 
lc(aDu+ bu)
lc(a)u
=
lc(acDv + bcv)
lc(a)cv
=
c(lc(aDv + bv))
clc(a)v
=
lc(aDv + bv)
lc(a)v
 
所以说我们使用的结果不影响边界m，根据引理 6.3.2.，m是唯一的。 
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在特定的情况下，D= d=dt，那么对于8u 2 k，Du = 0。所以特别的是对于u 2 k
¡lc(b)=lc(a)不存在Du=u这种形式。这产生了引理 6.3.3.在这种情况下的一个简单形式，同
时也产生了一个相比简单的算法。 
 
推论 6.3.1. 假设t是k上超越元，D= d=dt，令a;b; q 2 k[t]满足a 6=0;deg(q)> 06 ，那么 
(i)如果deg(b)>deg(a)¡1，那么deg(aDq+bq) =deg(b)+deg(q) 
(ii)如果deg(b)<deg(a)¡1，那么deg(aDq+bq) =deg(a)+deg(q)¡1 
(iii)如果deg(b) =deg(a)¡1，那么或者deg(aDq + bq) = deg(b) +deg(q)，或者 
 ¡
lc(b)
lc(a)
= deg(q) 
 
 
超越指数式情况 
引理 6.3.4. 假设t是k上的一个超越指数式，满足´ =Dt=t不是一个k¡根的对数微分。令
a;b; q 2 k[t]，满足a 6=0;deg(b)·deg(a);deg(q)> 06 ，那么 
(i)如果deg(b)<deg(a)，那么deg(aDq+bq) =deg(a)+deg(q) 
(ii)如果deg(b) =deg(a)，那么或者deg(aDq+bq) =deg(a)+deg(q)，或者 
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 ¡
lc(b)
lc(a)
= deg(q)´ +
D(lc(q))
lc(q)
 
 
引理 6.3.1.和引理 6.3.4.总是能够给出deg(q)的一个上界，其中q为方程(6:12)在k[t]中的
一个解：如果deg(b)>deg(a)，那么引理 6.3.1.意味着deg(q) 2f0;deg(c)¡deg(b)g。如果
deg(b)<deg(a)，那么引理  6.3.4.意味着deg(q) 2f0;deg(c)¡deg(a)g。最终，如果
deg(b) =deg(a)，或者在deg(q) 2 f0;m;deg(c)¡deg(b)g的情况下，9m 2 Z; u 2 k¤，使
得¡lc(b)=lc(a) =m´+Du=u，或者deg(q) 2f0;deg(c)¡deg(b)g。注意到根据引理 6.2.2.，
这样的m是唯一的。 
 
 
非线性式情况 
引 理  6.3.5. 假 设 t 是 k 上 的 一 个 非 线 性 单 项 式 ， 令 a;b; q 2 k[t] ， 满 足
a 6=0;deg(b) =deg(a)+±(t)¡1;deg(q)> 06 ，那么或者deg(aDq+bq) =deg(b)+deg(q)，
或者 
 ¡
lc(b)
lc(a)
= deg(q)¸(t) 
 
引理 6.3.1.和引理 6.3.5 总是能够给出deg(q)的一个上界，其中q是方程(6:12)在k[t]中
的一个解 L 如果deg(b) 6=deg(a)+±(t)¡16 ，那么引理 6.3.1.像之前说明的一样，给出上界。
否 则 ， 或 者 在 deg(1) 2 f0;m; ;deg(c)¡deg(b)g的 情 况 下 ， 存 在 m 2 Z ， 使 得
¡lc(b)=lc(a) =m¸(t)，或者deg(q) 2f0;deg(c)¡deg(b)g。 
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6.4 The SPDE Algorithm（随机偏微分方程算法） 
   现在我们将问题简化为在k[t]中找到(6:12)的解q，并且我们已经得到deg(q)的一个上界n。
我们介绍Rothstein的一个算法，或者将方程(6:12)简化为a = 1这种情况，或者证明方程在
k[t]中没有次数至多为n的解。这个算法以以下的定理为基础。 
 
定理 6.4.1. 令a;b;c 2 k[t]，其中a 6= 06 ，并且gcd(a;b) = 1。令z;r 2 k[t]，满足c = az + br。
同时或者 r = 0，或者 deg(r) < deg(a)。那么对于 aDq + bq = c在k[t]的任意解 q ，
h=(q¡r)=a2 k[t]，h为下述方程的解： 
 aDh+(b+Da)h= z¡Dr （6.16） 
反之，对于方程(6:16)的任意解h 2 k[t]，q = ah+ r为aDq + bq = c的一个解。 
 
   定理 6.4.1. 将方程(6:12)简化为(6:16)，(6:16)也是和(6:12)同样类型的一个方程。但是，
如果(6:12)有一个次数n的解q，那么因为q = ah+r;deg(r) < deg(a)，与q相对应的(6:16)的
解h的次数之多为n¡deg(a)。因此，如果deg(a)> 0;gcd(a;b) =1，那么我们可以用定理 
6.4.1.降低未知多项式的次数。gcd(a;b) = 1这个假设不是一个限制：如果(6:12)在k[t]中有一
个解，那么c 2 (a;b)，多以g =gcd(a; b)一定整除c，在这种情况下我们可以用g去除a; b和c，
这样我们可以得到一个gcd(a;b) = 1的等价方程。注意到这一步降低了a的次数。如果
gcd(a;b) 6 jc6 ，我们可以断定(6:12)在k[t]中无解。我们可以不断地重复上述步骤知道或者我
们证明(6:12)在k[t]中没有次数至多为n的解，或者直到deg(a) = 0，换言之a 2 k¤，此时我
们用a除以方程两端，得到与(6:12)相同类型的方程，且a = 1。这就是Rothstein的SPDE算
法。 
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6.5 The Non¡Cancellation Cases（不可消去情况） 
我们现在将问题简化为在k[t]中找到下述方程的解： 
 Dq + bq = c （6.19） 
其中b; c 2 k[t]，t是k上的一个单项式。此外，我们已经得到了deg(q)的一个上界n。在
这一部分。我们介绍可以在任意单项式扩张中使用的算法，只要Dq的第一项和bq的和不为0。
这种情况的充分条件或者为D= d=dt，或者deg(b)>max(0;±(t)¡1)，或者t是非线性的，
且deg(b) 6= ±(t)¡16 或者deg(b)= (¸t)不是一个负整数。因为在上述这些情况中，Dq的首项
和bq不会相消，我们称之为不可消去情况。 
 
引理 6.5.1. 令b;q 2 k[t]，其中q 6= 06  
(i)假设b 6= 06 。如果D= d=dt或者deg(b)>max(0;±(t)¡1)，那么Dq + bq的第一单项式为  
 lc(b)lc(q)tdeg(q)+deg(b) 
(ii)如果deg(q)> 0，deg(q) < ±(t)¡1，并且或者±(t)¸ 2，或者D= d=dt，那么Dq + bq的
第一单项式为 
 deg(q)lc(q)¸(t)tdeg(q)+±(t)¡1 
(iii)如果±(t)¸ 2，deg(b) = ±(t)¡1，deg(q)> 0，并且deg(q) 6=¡lc(b)=¸(t)6 ，那么Dq + bq
的第一单项式为 
 (deg(q)¸(t) + lc(b))lc(q)tdeg(q)+±(t)¡1 
引理 6.5.1.产生了下面寻找方程(6:19)解的算法，只要满足引理 6.5.1.的假设之一即可。 
 
 
当deg(b)足够大时 
假设b 6=0;D= d=dt6 或者deg(b)>max(0;±(t)¡1)。那么对于Dq + bq = c在k[t]nf0g
中任意解q，我们一定得到deg(q)+deg(b) =deg(c)，所以deg(q) =deg(c)¡deg(b)，并且
lc(b)lc(q) = lc(c)。这给出了任意这样的q的第一单项式utn，并且在方程(6:19)中用utn + h代
替q，我们得到 
 D(utn)+Dh+butn+bh= c 
所以 
 Dh+bh= c¡D(utn)¡butn 
这个方程与(6:19)为相同类型的方程，且有之前一样的b。因此引理 6.5.1. 的第一部分假设
再次满足，所以我们可以继续重复这个过彻骨，但是deg(h)的限制边界降为n¡1。这个限
制边界在这个过程中，每进行一次都会减小，保证会在有限步结束。 
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当deg(b)足够小时 
   假设deg(b)< ±(t)¡1，或者D= d=dt。这说明b = 0，或者±(t)¸ 2。令q为Dq + bq = c
在k[t]中的一个解。 
   如果deg(q)> 0，那么deg(q)+±(t)¡1 =deg(c)，所以deg(q) =deg(c)+1¡±(t)，并
且deg(q)lc(q) (¸t) = lc(c)。这产生了q的第一单项式utn，并且在方程中用utn + h代替q产生
了一个相似的方程，新方程的解的次数限制的更低。 
如果q 2 k，那么：如果b 2 k¤，那么Dq + bq 2 k，所以当我们将问题简化为在k上解
一个类型为(6:1)的Risch微分方程时，c 2 k，或者deg(c) > 0，(6:19)在k中无解，因此在k[t]
中无解。如果deg(b) > 0，那么Dq + bq的第一单项式为qlc(b)tdeg(b)，所以在q = lc(c)=lc(b)
为唯一可能解的情况下，deg(c) =deg(b)，或者deg(c) 6=deg(b)6 ，(6:19)在k中没有解，进
而在k[t]中没有解。 
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当±(t)¸ 2且deg(b) = ±t¡1时 
在这种情况下，我们只有当deg(q) =¡lc(b)=¸(t)时，进行消去。这特别说明了
¡lc(b)=¸(t)为正整数。令q为Dq + bq = c在k[t]中的一个解。 
如果deg(q)> 0，并且deg 6=¡lc(b)= (¸t)6 ，那么deg(q)+±(t)¡1 =deg(c)，所以
deg(q) =deg(c)+1¡±(t)，且(deg(q) (¸t)+lc(b))lc(q) = lc(c)。这产生了q的第一单项式
utn，在方程中用utn + h代替q得到一个相似的方程，且方程的解的次数限制更低。只要新
的次数比¡lc(b)=¸(t)的次数大，我们就可以重复这个过程，或者直到¡lc(b)=¸(t)不是一个正
整数时，我们得到了一个完整的解。 
如果q 2 k，那么Dq + bq的首项为qlc(b)t±(t)¡1，所以或者在q = lc(c)=lc(b)为唯一可能
解的这种情况下，deg(c) = ±(t)¡1，或者deg(c) 6= ±(t)¡16 ，且(6:19)在k中无解，进而在k[t]
中无解。 
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6.6 The Cancellation Cases（可消去情况） 
最终我们研究方程(6:19)在不可消去情况没有出现的这种情况，换言之，在下列情况之
一： 
1:±(t)· 1; b 2 k，且D 6= d=dt6  
2:±(t)· 2;deg(b) = ±(t)¡1，且deg(q) =¡lc(b)=¸(t) 
我们在这一部分给对于特定类型的单项式，在以上情形下的算法。 
 
基本式情况 
如果Dt 2 k，那么±(t) = 0，所以引理 6.5.1.唯一没有处理的一种情况是b = 0或b 2 k¤。
如果b = 0，那么(6:19)变为Dq = c;c 2 k[t]，这是一个在k[t]中的积分问题，判定它在k[t]中
是否有一个解可以通过内场积分算法解决，所以现在假设b 2 k¤。 
如果存在u 2 k¤，b =Du=u，这也可以通过一系列积分算法进行验证，那么(6:19)变为
Dq+qDu=d= c，换言之，D(uq) =uc，如前面说的那样，这是一个k[t]中的积分问题。 
如果b不是Du=u这种形式，其中u 2 k¤，那么D(lc(q))+blc(q) 6=06 ，所以Dq + fq的
第一单项式为(D(lc(q)) + blc(q))tdeg(q)。这说明deg(b) =deg(c)，lc(q)是下列方程在k¤中的
一个解。 
 Dy+by = lc(c) （6.23） 
这是一个在k中的Risch微分方程。如果在k中无解，那么(6:19)在k[t]中无解。否则，引
理 5.9.1.说明方程有唯一解，必须是lc(q)。这给出了任意解q的第一单项式ytdeg(c)，像之前
一样，在(6:19)中用ytdeg(c) + h代替q产生一个相同类型的方程，新的方程的解的次数限制
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更低，方程右侧次数更低。 
 
 
超越指数式情况 
如果Dt=t = ´ 2 k，那么±(t) =1，所以引理 6.5.1.唯一没有处理的情况是b = 0或b 2 k¤。
如果b = 0，那么(6:19)变为Dq = c，c 2 k[t]，这是一个k[t]上的积分问题，可以通过一系列
的积分算法判定它是否在k[t]中有一个解，所以假设b 2 k¤。 
如果b=Du=u+m´，存在u 2 k¤;m 2 Z，那么(6:19)变为Dq+(Du=u+m´)q = c，
换句话说D(uqtm) = uctm，这是一个在khti中的积分问题，可以通过一系列的积分算法判
定它是否在khti中有一个解。 
最 后 假 设 b 没 有 Du=u+m´ 这 种 形 式 ， u 2 k¤;m 2 Z 。 那 么
D(lc(q)++deg(q)´lc(q)+blc(q)) 6=06 ， 所 以 Dq + bq 的 第 一 单 项 式 是
D(lc(q) + +deg(q)´lc(q) + blc(q))tdeg(q)。这说明deg(q) =deg(c)，lc(q)是以下方程在k¤中
的一个解： 
 Dy+(b+deg(q)´)y = lc(c) （6.24） 
这是在k中的一个Risch微分方程。如果它在k中无解，那么(6:19)在k[t]中无解。否则，引理 
5.9.1.说明它有唯一的一个解，必须为lc(q)。这给出了任意解q的第一单项式为ytdeg(c)，正如
前面讨论的一样，在(6:19)中用ytdeg(c) + h代替q产生了一个相同类型的方程，解的次数限
制更低，方程右侧次数更低。 
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非线性情况 
如果±(t)¸ 2，那么我们得到deg(b) = ±(t)¡1，且lc(b) =¡n¸(t)，其中n > 0为deg(q)
上的限制。没有在这种情况下解决方程(6:19)的一般性算法。但是如果Sirr 6= ;6 ，那么我们
可以：对于p 2 Sirr，将¼p作用于方程(6:19)上，利用等式D¤ ± ¼p = ¼p ±D，其中D¤是k[t]=(p)
上的诱导微分，我们得到 
 D¤q ¤+¼p(b)q
¤ = ¼p(c) （6.25） 
其中q¤ = ¼p(q)。假设我们有在k[t]=p中解方程(6:25)的算法，我们可以按如下步骤解方
程(6:19)：如果(6:25)在k[t]=(p)中没有解，那么(6:19)在k[t]中没有解。否则，令q¤ 2 k[t]=(p)
为 (6:25)的 一 个 解 ， 令 r 2 k[t] 满 足 deg(r) < deg(p)， 且 ¼p(r) = q¤ 。 注 意 到
¼p(Dr+ br) = ¼p(c)，所以pjc¡Dr¡br。另外，¼p(q) =¼p(r)，所以h=(q¡r)=p2 k[t]，
并且我们有 
 c = Dq + bq = p
µ
Dh+
µ
b +
Dp
p
¶
h
¶
+Dr + br 
所以h是如下方程在k[t]中一个次数至多为deg(q)¡deg(p)的解 
 Dh +
µ
b +
Dp
p
¶
h =
c¡Dr ¡ br
p
 （6.26） 
这和方程(6:19)的类型相同，但是解的次数的限制更低。 
存在方程(6:25)可以解出的情况，例如存在p 2 Sirr;deg(p) = 1。那么k[t]=(p)' k，所
以(6:25)是一个k中的Risch微分方程。另一个可能性是如果Sirr \Const(k)[t] 6= ;6 ，在这种
情况下取 p = t¡ ®，其中®是一个不可约special（特殊）多项式的常数根，我们得到
k[t]=(p)' k(®)，所以(6:25)是k(®)中的一个Risch微分方程。这是当t是一个超切向量单项
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式的情况，其中® = §
p
¡1。取p = t¡ ®，也可以得到这样的结论，只是®不是一个常数，
但是(6:25)会是k(t)的一个非常熟代数扩张中的一个Risch微分方程，当t是一个非线性单项
式时，还没有适用于这种情况的算法。尽管某些技巧可以推广到这种情况下，但是它们不会
产生一个具有它们目前形式的实用性算法。 
 
超切向量式情况 
如果Dt=(t2 +1) = ´ 2 k，那么 ±(t) = 2，所以引理  6.5.1.没有处理的情况为
b = b0 ¡n´t，其中b0 2 k;n > 0为deg(q)的边界。在这样的扩张中，上面列出的方法的轮
廓给出了一个完整的算法：如果
p
¡1 2 k，那么Sirr = ft¡
p
¡1; t+
p
¡1g，(6:25)是k上
的一个简单的Risch微分方程。 
如果
p
¡1 =2 k，那么取p= t2 +1 2 Sirr，(6:25)变为 
 Dq¤+(b0 ¡n´
p
¡1)q¤ = c(
p
¡1) （6.27） 
其中D通过D
p
¡1 = 0扩张到k[t]=(p) ' k(
p
¡1)上。一种可能性是将(6:27)看做
k(
p
¡1)中的Risch微分方程，用递归式的方法解方程。如果它在k(
p
¡1)中没有解，那么
(6:19)在k[t]中没有解。否则，如果u + v
p
¡1是(6:27)的一个解，其中u; v 2 k，那么令
r =u+vt;h=(q¡r)=p是方程(6:26)在k[t]中次数至多为n¡ 2的一个解。也是有可能避免
引入
p
¡1，方法是考虑(6:27)的实部和虚部：将q¤写作q¤ = u + v
p
¡1，我们得到 
 
µ
Du
Dv
¶
+
µ
b0 n´
¡n´ b0
¶µ
u
v
¶
=
µ
c0
c1
¶
 （6.28） 
其中c0 + c1t是t2 +1除以c的余数。这是在 5.10 节中提到的耦合微分系统问题。如果在k中
无解，那么(6:19)在k[t]中无解。否则，如果(u;v) 2 k2是(6:28)的一个解，那么令
r =u+vt;h=(q¡r)=p是(6:26)在k[t]中次数至多为n¡ 2的一个解。 
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Chapter 2:1:7 参数问题 
在这一章节中，我们说明含参数积分相关问题的解。这些问题是作为积分算法的子问题
提出的：受限积分问题，这是在一个基本扩张中对多项式做积分的背景下提出的；含参数的
对数微分问题，这是在确定对数微分和研究Risch微分方程的解的受限边界的阶数和解的次
的背景下提出的。这些问题之间的普遍联系是它们的本质都是确定是否存在常数，使得对于
一个给定的含参数的微分方程在一个给定的微分域中有解存在。 
 
 
7.1.含参数的Risch微分方程 
   首先我们提出经典的含参数问题，换言之含参数的Risch微分方程，是指我们将一个
Risch微分方程的右端的g 2K用线性组合
Pm
i=1 cigi; gi 2K代替。问题就是确定所有
Const(K)中的常数ci，使得方程  
 Dy + fy =
mX
i=1
cigi （7.1） 
在K中有解，当然计算出这个解。这个问题，当我们仅仅是在对初等超越函数做积分没有出
现，但是在对非初等函数或者在对一非初等函数组成的函数做积分时出现了。另外，受限积
分问题可以看做这个问题的一种特殊情况。注意到使得 (7:1)在K中有解常数集合
(c1; : : : ; cm)组成了Const(K)m的一个线性子空间。这就促使产生了下面含参数的Risch微分
方程问题的正式定义：给定一个特征为0的微分域K，f; g1; : : : ; gm 2K，计算h1; : : : ; hr 2K，
一 个 属 于 Const(K) 有 着 m+r 列 和 行 的 矩 阵 A 使 得 (7:1) 有 一 个 解
c1; : : : ; cm 2Const(K); y 2K 当 且 仅 当 y =
Pr
j=1 djhj ， 其 中
d1; : : : ; ym 2Const(K);A(c1; : : : ; cm; dz; : : : ; dr)
T =0 
和第六章一样，我们只在超越情况下研究方程(7:1)，换言之，当K是一个微分子域k的
simple（简单）单项式扩张这一种情况，所以在剩下这一部分中，令k为一个特征为0的微
分域，t是k上的一个单项式。此外我们假设Const(k(t)) =Const(k)。我们假设方程的系数
f和g1; : : : ; gm属于k(t)，寻找解c1; : : : ; cn 2Const(k)和y 2 k(t)。结果证明第六章的算法可
以简单地扩展到含参数问题上。 
 
分母的normal（普通）部分 
   因为对于任意不可约元p 2 k[t]，ºp(
Pm
i=1 cigi) ¸min1·i·m(ºp(gi))，定理 6.1.2.的第一
部分可以扩展到含参数问题上。当然因为上面的不等式为严格不等式，所以定理 6.1.2.的第
二部分不能扩展到含参数问题上。 
 
定理 7.1.1. 令f 2 k(t)关于t弱正规化，g1; : : : ; gm 2 k(t)。令c1; : : : ; cm 2Const(k); y 2 k(t)
满足Dy + fy =
Pm
i=1 cigi。令d = dsdn为f分母的一个分裂分解，e是g i分母的一个最小公
倍数，e = esen为e的一个分裂分解。令c=gcd(dn; en)，且 
 h
gcd(en; den=dt)
gcd(c; dc=dt)
2 k[t] 
那么，yh2 khti。 
 
推论 7.1.1. 令f 2 k(t)关于t弱正规化，g1; : : : ; gm 2 k(t)，dn; en和h定义和定理 7.1.1.一致，
那么，对于Dy + fy =
Pm
i=1 cigi的任意解c1; : : : ; cm 2Const(k)和y 2 k(t)，q = yh2 khti，
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并且q是以下方程的一个解： 
 dnhDq + (dnhf ¡ dnDh)q =
mX
i=1
ci(dnh
2gi) （7.2） 
反之，对于(7:2)的任意解c1; : : : ; cm 2Const(k)和q 2 khti，y = q=h是Dy + fy =
Pm
i=1 cigi
的一个解。 
 
上面的定理和推论为我们提供了一个可以将一个给定的Risch微分方程问题简化为khti
上的Risch微分方程问题的算法。 
 
 
分母的special（特殊）部分 
作为推论 7.1.1.的一个结论，现在我们可以将问题简化为找到方程(7:2)的解
c1; : : : ; cm 2Const(k)和q 2 khti，我们将问题重写为 
 aDq + bq =
mX
i=1
cigi (7.3) 
其中a2 k[t]没有special（特殊）因子，b 2 khti，g1; : : : ; gm 2 k(t);a 6=06 ，并且t是k上的
一个单项式。因为ºp(
Pm
i=1) ¸min1·i·m(ºp(gi))，其中 p为k[t]中的任意不可约元，因为
a2 k[t]并且在(7:3)中没有special（特殊）因子，在不含参数的情况下，引理 6.2.1.给出了ºp(q)
的一个更低的边界限制。 
(1)如果ºp(b)< 0，那么ºp(q)¸min1·i·m(ºp(gi))¡ºp(b)) 
(ii)如果ºp(b)> 0，并且p 2 Sirr1 ，那么ºp(q)¸min(0;min1·i·m(ºp(gi))) 
对于p 2 Sirr，一旦我们有一个更小的边界限制ºp(q)¸n;n· 0，用hp
n代替q，带入
(7:3)得到 
 a(pnDh+ npn¡1hDp) + bhpn =
mX
i=1
cigi 
因此 
 aDh+
µ
b+na
Dp
p
¶
h =
mX
i=1
ci(gip
¡n) （7.4） 
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此外，因为q 2 khti，h2 hti，因为ºp(q)¸ n，所以h 2 Op。因此我们将问题简化为找到(7:4)
的解 c1; : : : ; cm 2Const(k)和h2 khti \Op。注意到因为b 2 khti;a2 k[t]; p2S，所以
b+naDp=p2 khti。p在b+naDp=p的分母中的最终的幂指数可以通过将pN乘到(6:7)的两
端进行消除，其中N =max(0;¡ºp(b))，确保(7:4)左端的系数也属于khti \Op。 
因为在我们考虑的单项式扩张的情形中，所有的special（特殊）多项式都是第一类的，
我们只需要在可能的消去情形下对于ºp(q)更小的边界，换言之ºp(b) = 0。对于不同的单项
式扩张，我们分别进行讨论。 
 
基本式情况 
   如果Dt 2 k，那么每一个无平方因子的多项式都是normal（普通）的，所以khti= k[t]，
这意味着a;b 2 k[t]，(7:3)在khti中的任意解q一定在k[t]中。 
 
超越指数式情况 
   如果Dt=t = ´ 2 k，那么khti= k[t; t¡1]，所以我们需要计算ºt(q)的一个较小的边界限制，
其中c1; : : : ; cm 2Const(k)，q 2 khti是(7:3)的一个解。根据定理 5.1.2.，我们得到t 2 Sirr1 ，
引理 5.1.2.和引理 6.2.3. 总是能够给出ºt(q)的一个较小的边界限制：如果ºt(b) 6=06 ，那么引
理 6.2.1. 像之前说明的一样给出了一个限制边界。否则的话，ºt(b) = 0，所以或者在如下
情况中¡b(0)=a(0) = s´+Du=u，其中s 2 Z; u 2 k¤ 
 ºt(q) ¸min
³
0; s;min
1·i·m(ºt(gi))
´
 
或者 
ºt(q) ¸min
³
0;min
1·i·m(ºt(gi))
´
 
注意到根据将引理 6.2.2.作用于k上得到的结果，这样的s是唯一的。因为Sirr = ftg，
khti \Ot = k[t]，所以在确定ºt(q)的一个更小的边界的前提下，我们需要(7:4)的解
c1; : : : ; cm 2Const(k);h2 k[t]。 
 
 
超切向量式情况 
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如果Dt=(t2 +1) = ´ 2 k，且
p
¡1 =2 k，那么唯一的首一special（特殊）不可约元为
t2 +1 ， 所 以 我 们 需 要 计 算 出 ºt2+1(q) 的 一 个 更 小 的 边 界 ， 其 中
c1; : : : ; cm 2Const(k); q 2 khti为(7:3)的解。因为根据定理 5.10.1.，t2 +1 2 Sirr1 ，引理 
6.2.1.和引理 6.2.4.总是能给出ºt2+1(q)的一个更小边界：如果ºt2+1(b) 6=06 ，那么引理 6.2.1. 
像之前说明的一样给出了边界。否则，ºt2+1(b) = 0，所以或者在以下情况中，存在
s 2 Z; u 2 k(
p
¡1)¤，使得¡b(
p
¡1)=a(
p
¡1) = s´
p
¡1 + Du=u 
ºt2+1(q) ¸min
³
0; s;min
1·i·m(ºt2+1(gi))
´
 
或者 
ºt2+1(q) ¸min
³
0;min
1·i·m(ºt2+1(gi))
´
 
注意到将引理 6.2.2. 作用于k(
p
¡1)可知这样的s是唯一的。在无参数情况下，关于临时
添加
p
¡1的注记在这里依然是成立的。因为Sirr = ft2 +1g; khti \Ot2+1 = k[t]，所以在确
定ºt2+1(q)的一个较小边界的情况下，我们需要找到(7:4)的解c1; : : : ; cm 2Const(k);h2 k[t]。 
 
 
常数上的线性约束 
     作为之前部分的结论之一，我们将问题简化为找到(7:4)的解c1; : : : ; cm 2Const(k)和
q 2 k[t]。我们将方程改写为： 
 aDq + bq = c1g1 + ¢ ¢ ¢+ cmgm （7.5） 
     其中a;b2 k[t];g1; : : : ; gm 2 k(t);a 6=06 ，且t是k上的一个单项式。另外，如果需要的
话用gcd(a;b) = 1除以(7:5)两端，不失一般性，我们可以假设gcd(a;b) = 1。我们说明如果
存在gi =2 k[t]，那么我们得到在ci上的线性约束，将(7:5)简化为一个相似的方程，方程右侧
属于k[t]。 
 
引 理  7.1.1. 令 a;b; q 2 k[t] ， g1; : : : ; gm 2 k(t) ， 且 c1; : : : ; cm 2Const(k) 满 足
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aDq + bq = c1g1 + ¢ ¢ ¢+ cmgm。令di为 g i的分母，1· i·m;d= lcm(d1; : : : ;dm)，且
q1; : : : ; qm; r1; : : : ; rm满足dgi = dqi + ri，对于每一个i或者ri = 0，或者deg(ri)< deg(d)，
那么 
 
mX
i=1
ciri = 0 （7.6） 
且 aDq + bq = c1q1 + ¢ ¢ ¢+ cmqm （7.7） 
将(7:6)左右两侧的t的幂指数的系数用方程列出，产生了一个ci组成的齐次线性方程组，换
言之，一个系数在k中的矩阵M满足 
 M
0
B
B
B
@
c1
c2
...
cm
1
C
C
C
A
= 0 （7.8） 
 
 
因为我们只关心(7:8)的常数解，我们需将其简化为一个等价的方程组，其中系数属于
Const(k)。化简的算法由以下引理给出。 
 
引理 7.1.2.令(K;D)为一个微分域，A是一个系数在K中的矩阵，u是一个系数在K中的向
量。那么对A和u只使用初等的行变换，我们或者可以证明Ax = u没有常数解，或者我们能
够计算出一个矩阵B和一个向量v，系数都在Const(K)中，满足Ax = u的常数解正好是
Bx= v的所有常数解。此外，如果u = 0，那么v =0。 
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使用引理 7.1.1. 和引理 7.1.2. ，我们能够得到一个ci的齐次线性方程组。如果矩阵的
核为0维，那么(7:5)的唯一解为q = c1 = ¢ ¢ ¢= cm =0。否则，核的一组基可以让我们用一
些ci表示出其它的ci，因此减小m，将问题简化为解方程(7:7)。 
 
次数限制 
作为引理  7.1.1.的结论，我们将问题简化为找到(7:7)的解c1; : : : ; cm 2Const(k)和
q 2 k[t] ， 其 中 a;b;qi; : : : ; qm 2 k[t];a 6=06 ， t 是 k 上 的 一 个 单 项 式 。 因 为
deg(
Pm
i=1 ciqi) ·max1·i·m(deg(qi))，和无参数情况下一样，引理 6.3.1.给出了deg(q)的
一个上界。 
(i)如果deg(b)>deg(a)+max(0;±(t)¡1)，那么 
 deg(q)·max(0;max
1·i·m
(deg(qi)¡deg(b)) 
(ii)如果deg(b)<deg(a)+±(t)¡1，且±(t)¸ 2，那么 
deg(q)·max(0;max
1·i·m
(deg(qi)¡deg(a)+1¡±(t)) 
由结果可知，我们只需要考虑刘维尔单项式，deg(b)·deg(a)这种情况，和非线性单项式，
deg(b) =deg(a)+±(t)¡1这种情况。我们对于不同的单项式扩张的情况，分别进行讨论。 
 
基本式情况 
如果Dt = ´ 2 k，那么和无参数情况相同，引理 6.3.1.和引理 6.3.3.总是给出deg(q)的
一个上界： 
如果deg(b)>deg(a)，那么引理 6.3.1. 说明 
deg(q)¸max(0;max
1·i·m
(deg(qi)¡deg(b)) 
如果deg(b)<deg(a)¡1，那么引理 6.3.3.说明 
deg(q)¸max(0;max
1·i·m
(deg(qi)¡deg(a)+1) 
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如果 deg(b) =deg(a)¡1，那么或者在以 下情况， 存在 s 2 Z; u 2 k ，使得
¡lc(b)=lc(a) = s´+Du 
deg(q)¸max(0; s;max
1·i·m
(deg(qi)¡deg(a)+1) 
 或者 
deg(q)¸max(0;max
1·i·m
(deg(qi)¡deg(a)+1) 
注意到根据引理 6.3.2.，这样的s是唯一的。 
最后，如果deg(b) =deg(a)，那么在下述情况中 
 ¡
lc(b)
lc(b)
=
Du
u
且¡
lc(aDu+ bu)
ulc(a)
= s´ +Dv 
其中u 2 k¤; v 2 k，且s 2 Z 
deg(q)¸max(0; s;max
1·i·m
(deg(qi)¡deg(a)+1) 
或者 
deg(q)¸max(0;max
1·i·m
(deg(qi)¡deg(a)+1) 
我们可以通过一系列的积分算法计算出这样的u。像前面在无参数情况下说明的一样，
尽管u不是唯一的，引理 5.12.1. 说明u的选择不会影响lc(aDu+bu)=(ulc(a))，所以根据引
理 6.3.2.，s是唯一的。 
 
 
在特定情况D= d=dt时，和无参数情况一样，推论 6.3.1.产生了一个更为简单的算法。 
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超越指数式情况 
如果Dt=t = ´ 2 k，那么引理 6.3.1.和引理 6.3.4.和无参数情况下一样，总是给出deg(q)
的一个上界： 
如果deg(b)>deg(a)，那么引理 6.3.1. 说明 
deg(q)¸max(0;max
1·i·m
(deg(qi)¡deg(b)) 
如果deg(b)<deg(a)，那么引理 6.3.4.说明 
deg(q)¸max(0;max
1·i·m
(deg(qi)¡deg(a)) 
    最后，如果deg(b) =deg(a)，那么或者在下述情况中¡lc(b)=lc(a) = s´+Du=u 
其中u 2 k¤，且s 2 Z 
deg(q)¸max(0; s;max
1·i·m
(deg(qi)¡deg(b)) 
或者 
deg(q)¸max(0;max
1·i·m
(deg(qi)¡deg(b)) 
注意到根据引理 6.2.2.，这样的s是唯一的。 
 
 
非线性式情况 
如果±(t)¸ 2、，那么引理 6.3.1.和引理 6.3.5. 和无参数情况下一样总是给出deg(q)的一
个上界： 
如果deg(b) 6=deg(a)+±(t)¡16 ，那么引理 6.3.1.像之前说明的一样给出了一个边界限
制，否则，或者在下述情况中¡lc(b)=lc(a) = s (¸t)，其中s 2 Z 
deg(q)¸max(0; s;max
1·i·m
(deg(qi)¡deg(b)) 
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或者 
deg(q)¸max(0;max
1·i·m
(deg(qi)¡deg(b)) 
 
 
含参数的随机偏微分方程算法 
现在我们将问题简化为求(7:7)的解c1; : : : ; cm 2Const(k)和q 2 k[t]，并且我们有deg(q)
的一个上界n。定理 6.4.1.和 6.4 节的随机偏微分方程算法可以推广到含参数的情况下。 
 
定 理  7.1.2. 令 a;b;q1; : : : ; qm 2 k[t] ， 其 中 a 6=0;gcd(a;b) =16 。 令
z1; : : : ; zm; r1; : : : ; rm 2 [t]满足 对于 每一 个 i ， qi = azi + bri ，或者 ri = 0，或 者
deg(ri)< deg(a)， 令 r =
Pm
i=1 ciri 。 那 么 ， 对 于 aDq + bq =
Pm
i=1 ciqi 的 任 意 解
x1; : : : ; cm 2Const(k)和q 2 k[t]，p=(q¡r)=a2 k[t]，p是下述方程的解 
 aDq+(b+Da)p= c1(z1¡Dr1)+ ¢ ¢ ¢+cm(zm¡Drm) （7.14） 
反之，对于(7:14)的任意解c1; : : : ; cm 2Const(k)和p 2 k[t]，q = ap+r是(7:7)的一个解。 
 
     定理 7.1.2 将方程(7:7)简化为(7:14)，(7:14)和(7:7)类型一致。如果新方程的系数a和b有
一个非平凡的最大公约数，那么我们用这个最大公约数去除新方程，得到一个和(7:5)类型一
样的方程，再次应用线性约束算法，得到一个和(7:7)类型一致的新方程。但是，在所有情况
下，如果(7:7)有一个次数为n的解q，那么因为q = ap+r;deg(r) <deg(a)，所以新方程相
应的解的次数一定至多为n¡deg(a)。因此，如果deg(a) > 0，我们可以使用定理 7.1.2.和
引理 7.1.1.降低未知多项式的次数。我们可以重复知道deg(a) = 0，换言之a 2 k¤，在这种
情况下我们用a去除方程两端，得到一个和(7:7)类型一致的方程，其中a = 1。 
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不可消去情况 
     现在我们将问题简化为找到下列方程的解c1; : : : ; cm 2Const(k); q 2 k[t] 
 Dq + bq =
mX
i=1
ciqi （7.16） 
其中b;q1; : : : ; qm 2 k[t]，t是k上的一个单项式。此外，我们有deg(q)的一个上界n。像无参
数情况下一样，引理 6.5.1. 给出了一个对于所有不可消去情况都适用的算法。 
 
当deg(b)足够大时 
假设b 6= 06 ，而且或者D= d=dt，或者deg(b)>max(0;±(t)¡1)。那么，对于(7:16)的
任意解q = yntn+ ¢ ¢ ¢+y0 2 k[t]，引理 6.5.1.说明deg(Dq+bq)·n+deg(b)，且由方程
两侧tn+deg(b)的系数列出方程，得到 
 lc(b)yn =
mX
i=1
coe±cient(qi; t
n+deg(b)) 
在(7:16)中用h+
Pm
i=1 cisint
n替换q，其中 
 sin =
coe±cient(qi; t
n+deg(b))
lc(b)
2 k （7.17） 
我们得到 
 Dh+
mX
i=1
ciD(sint
n) +
mX
i=1
cibsint
n + bh =
mX
i=1
ciqi 
这等价于 
 Dh+ bh =
mX
i=1
ci(qi ¡D(sint
n)¡ bsint
n) 
这是和(7:16)类型一致的方程，其中b保持一致。因此引理 6.5.1.第一部分的假设再次满足，
所以我们可以重复这个过程，但是deg(h)的边界变为n¡1。注意到尽管b保持不变，(7:16)的
右端在每一步操作中都发生变化，所以我们必须再次计算在(7:17)中出现的qi。在整个过程
中，每一次运算，deg(q)的边界限制都会减小，保证了可以在有限步结束。在结束n=0的
情况后，我们得到的初始方程在k[t]中的任意解 q，满足deg(q)·n，其形式必须为
q =
Pm
i=1 cihi，其中hi =
Pn
j=0 sijt
j 2 k[t]。在(7:16)中用这种形式替换q，附加原始的qi产
生 
 
mX
i=1
ci(qi ¡Dhi ¡ bhi) = 0 
左侧部分是k[t]中的元素，所以将它的所有系数设为0产生了一个齐次线性方程组，形式为
M(c1; : : : ; cm)
T =0，其中M含有k中的元素。同样的方程组也可以通过n=0时，qi和方程Pm
i=1 ci(qi ¡Dsi0 ¡ bsi0) = 0得到，并且这就是在下述算法中得到该方程组的方法。根据
引理 7.1.2. ，我们可以计算出一个等价的方程组，形式为A(c1; : : : ; cm)T =0，其中A含有
Const(k)中的元素。初始问题的解随之变为q =
Pm
i=1 dihi，其中附加方程di = ci; 1 · i ·m
被添加到A中，换言之，一个m£2m，形式如下的矩阵块 
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0
B
B
B
B
B
B
@
1 0 ¢ ¢ ¢ ¢ ¢ ¢ 0 ¡1 0 0 ¢ ¢ ¢ 0
0 1 0 ¢ ¢ ¢ ¢ ¢ ¢ 0 ¡1 0 ¢ ¢ ¢ 0
...
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . .
...
0 ¢ ¢ ¢ ¢ ¢ ¢ 0 1 0 ¢ ¢ ¢ ¢ ¢ ¢ 0 ¡1
1
C
C
C
C
C
C
A
 （7.18） 
被附加到A的下部，同时也在其右侧附加零矩阵块。最终的线性约束方程组的形式为
A(c1; : : : ; cm; d1; : : : ; dm)
T =0。 
 
 
当deg(b)足够小时 
假 设 deg(b)< ±(t)¡1， 或 者 D= d=dt ， 这 说 明 b = 0 ， 或 者 ±(t)¸ 2。 令
q = ynt
n+ ¢ ¢ ¢+y0 2 k[t]为(7:16)的一个解。 
如果n > 0，那么引理 6.5.1. 说明deg(Dq+bq)·n+±(t)¡1，以左右两端tn+±(t)¡1的
系数列方程，得到 
 n¸(t)yn =
mX
i=1
cicoe±cient(qi; t
n+±(t)¡1) 
在(7:16)中用h+
Pm
i=1 cisint
n替换q，其中 
 sin =
coe±cient(qi; t
n+±(t)¡1)
n¸(t)
2 k （7.19） 
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我们得到 
 Dh+ bh =
mX
i=1
ci(qi ¡D(sint
n)¡ bsint
n) 
这是和(7:16)相同类型的一个方程，且b相同。因此引理 6.5.1.的第二部分假设再次满足，所
以我们可以重复这个过程，但是deg(h)的边界变为n¡1。注意到尽管b保持不变，(7:16)的
右端在每一步操作中都发生变化，所以我们必须再次计算在(7:19)中出现的qi。在整个过程
中，每一次运算，deg(q)的边界限制都会减小，直到n=0。换言之，我们寻找在k中的解q = y0。
在这一点上，在deg(b) > 0和b 2 k两种情况下算法运行不同。 
如果deg(b) > 0，那么以方程两端tdeg(b)的系数列方程，产生 
lc(b)y0 =
mX
i=1
cicoe±cient(qi; t
deg(b)) 
所以任意解y0 2 k一定具有y0 =
Pm
i=1 cisi0这种形式，其中 
si0 =
coe±cient(qi; t
deg(b))
lc(b)
2 k 
这说明原始方程的任意解q 2 k[t]，满足deg(q)·n，一定有q =
Pm
i=1 cihi这种形式，其中 
 hi =
nX
j=0
sijt
j 2 k[t] 
在(7:16)中用这种形式替换q，qi保持不变，我们得到 
 
mX
i=1
ci(qi ¡Dhi ¡ bhi) = 0 
正像之前我们所看到的一样，这个可以转为一个齐次线性方程组，形式为
A(c1; : : : ; cm)
T =0，其中A含有Const(k)中的元素。原始方程的解为q =
Pm
i=1 dihi，其中
像之前一样附加方程 di = ci; 1 · i ·m添加到 A 中。最终的线性约束方程组为
A(c1; : : : ; cm; d1; : : : ; dm)
T =0。 
 
如果b 2 k，那么(7:16)的任意解y0 2 k满足 
 Dy0 + by0 =
mX
i=1
ciqi(0) （7.20） 
这是一个k上的类型与(7:1)一致的含参数的Risch微分方程。假设我们可以在k上解决这样的
问题，我们得到f1; : : : ; fr 2 k和系数属于Const(k)的矩阵B，满足(7:20)的任意解y0 2 k形
式为 
 y0 =
rX
j=1
djfj 
其 中 d1; : : : ; dj 2Const(k);B(c1; : : : ; cm; d1; : : : ; dr)T =0。 这 说 明 原 始 方 程 满 足
deg(q)·n的解q 2 k[t]的形式一定为q =
Pr
j=1 djfj +
Pm
i=1 cihi，其中 
 hi =
nX
j=1
sijt
j 2 k[t] 
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在(7:16)中用这种形式替换q，和原始的qi产生 
 
mX
i=1
ci(qi ¡Dhi ¡ bhi)¡
rX
j=1
(Dfj + bfj) = 0 
用在前面情况中使用的相似的方法，这个可以转换为一个齐次线性方程组，形式为
A(c1; : : : ; cm; d1; : : : ; dr)
T = 0，其中A含有Const(k)中的元素。初始问题的解变为 
 q =
rX
j=1
djfj +
mX
i=1
eihi 
其中附加方程B(c1; : : : ; cm; d1; : : : ; dr)T =0添加到A中，同时也将方程ei = ci; q· i·m
附加上去。最终的线性约束方程组为A(c1; : : : ; cm; d1; : : : ; dr; e1; : : : ; em)T =0。 
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当±(t)¸ 2，且deg(b) = ±(t)¡1 
在这种情况下，我们只有当deg(q) =¡lc(b)¸(t)时可以消去，这特别说明了¡lc(b)=¸(t)是1和
我们的次数限制n之间的一个整数。令q = yntn+ ¢ ¢ ¢+y0 2 k[t]为(7:16)的一个解。如果
n 6=¡lc(b)= (¸t)6 ，那么引理 6.5.1. 说明deg(Dq+bq)·n+±(t)¡1，方程两端tn+deg(b)的
系数产生方程 
 (n¸(t) + lc(b))yn =
mX
i=1
cicoe±cient(qi; t
n+±(t)¡1) 
在(7:16)中用h +
Pm
i=1 cisint
n+±(t)¡1替换q，其中 
 sin =
coe±cient(qi; t
n+±(t)¡1)
n¸(t) + lc(b)
2 k （7.21） 
我们得到 
 Dh+ bh =
mX
i=1
ci(qi ¡D(sint
n)¡ bsint
n) 
这是和(7:16)类型相同的等价方程，b不变，但deg(h)的边界变为n¡1。只要次数边界不合
¡lc(b)=¸(t)相等，引理 6.5.1.的第三部分假设再次满足，所以我们可以重复这个过程直到或
者我们完成n=0这种情况，或者我们打到n=¡lc= (¸t)这种情况。 
 
如果我们完成n=0这种情况，那么原始方程的任意解q 2 k[t]，且满足deg(q)·n，一定有
q =
Pm
i=1 cihi这种形式，其中 
 hi =
nX
j=0
sijt
j 2 k[t] 
在(7:16)中用这种形式替换q，qi保持不变，我们得到 
 
mX
i=1
ci(qi ¡Dhi ¡ bhi) = 0 
正像之前我们所看到的一样，这个可以转为一个齐次线性方程组，形式为
A(c1; : : : ; cm)
T =0，其中A含有Const(k)中的元素。原始方程的解为q =
Pm
i=1 dihi，其中
像之前一样附加方程di = ci; 1 · i ·m添加到A中。 
 
如果我们要处理n=¡lc(b)= (¸t)> 0这种情况，那么下一小节针对消去情况的算法生成
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f1; : : : ; fr 2 k[t]和一个矩阵B，矩阵B的系数在Const(k)中，使得任意次数至多为n的解
q 2 k[t]，一定具有下述形式 
 q =
rX
j=1
djfj 
其中d1; : : : ; dj 2Const(k);B(c1; : : : ; cm; d1; : : : ; dr)T =0。这说明原始方程的解一定具有
下述形式 
 q =
rX
j=1
djfj +
mX
i=1
cihi 
其中 
 hi =
nX
j=1¡lc(b)=¸(t)
sijt
j 2 k[t] 
在(7:16)中用这种形式替换q，和原始的qi生成 
 
mX
i=1
ci(qi ¡Dhi ¡ bhi)¡
rX
j=1
dj(Dfj + bfj) = 0 
真 如 我 们 之 前 看 到 的 一 样 ， 这 等 价 于 一 个 齐 次 线 性 方 程 组 ， 形 式 为
A(c1; : : : ; cm; d1; : : : ; dr)
T = 0，其中A含有Const(k)中的项。原始方程的解变为 
 q =
rX
j=1
djfj +
mX
i=1
eihi 
其中附加方程B(c1; : : : ; cm; d1; : : : ; dr)T =0被添加到 A 上，同时添加的还有方程
ei = ci;1· i·m。 
如果deg(q)> 0，且deg(q) 6=¡lc(b)=¸(t)6 ，那么deg(q)+±(t)¡1 =deg(c)，所以
deg(q) =deg(c)+1¡±(t)，且(deg(q) (¸t)+lc(b))lc(q) = lc(c)。这生成了q的第一单项式
utn，在方程中用utn + h替换q，得到一个相似方程，解的次数限制更小。只要新的次数限
制deg(q) 6=¡lc(b)=¸(t)6 ，我们就可以重复这一过程。 
如果q 2 k，那么Dq + bq的首项为qlc(b)t±(t)¡1，所以或者在q = lc(c)=lc(b)为唯一可能
解的情况下，deg(c) = ±(t)¡1，或者deg(c) 6= ±(t)¡16 ，且(6:19)在k中无解，因此在k[t]中
无解。 
 
可消去情况 
最终我们研究方程(7:16)，只要不可消去情况不成立，换言之，以下情况之一成立： 
1:±(t)· 1; b 2 k且D 6= d=dt6  
2:±(t)¸ 2;deg(b) = ±(t)¡1，且deg(q) =¡lc(b)=¸(t) 
 
刘维尔情况 
如果D 6= d=dt6 ，且Dt 2 k或Dt=t 2 k，那么±(t)· 1，所以唯一一种引理 6.5.1.不能处理的
情况为 b 2 k。那么对于任意 (7:16)的解 q = yntn+ ¢ ¢ ¢+y0 2 k[t]，引理  5.1.2.说明
deg(Dq+bq)·n，用方程两端tn的系数列方程得到： 
 Dyn + byn =
mX
i=1
cicoe±cient(qi; t
n) （7.22） 
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如果Dt 2 k，且 
 Dyn +
µ
b+n
Dt
t
¶
yn =
mX
i=1
cicoe±cient(qi; t
n) （7.23） 
如果Dt=t 2 k，(7:22)和(7:23)都是在k上和(7:1)类型相同的含参数的Risch微分方程问题。
假设我们可以在k上解决这样的问题，我们得到f1n; : : : ; f2n 2 k和矩阵An，其系数在
Const(k)中，yn具有下述形式 
yn =
rnX
j=1
djnfjn 
其中 d1n; : : : ; drn;n 2Const(k)，且An(c1; : : : ; cm; d1n; : : : ; drn;n)
T =0。在 (7:16)中用
h+
Prn
j=1 djnfjnt
n替换q，我们得到 
 
这是一个和(7:16)相同类型的方程，且b保持不变。因此，我们可以重复这个过程，但是deg(h)
的边界变为n¡1。注意到尽管b保持不变，但是(7:16)的右端在每一次变换下都会改变，所
以必须再次计算(7:22)或(7:23)中出现的qi。也注意到在右端不确定的常数的数目在每一步结
束后都会增多。整个过程中deg的边界在每一步中都会减小，这保证了能够在有限步后运行
结束。在结束n=0这种情况后，我们得到原始方程在k[t]中的任意解q，且满足deg(q)·n一
定具有下述形式 
 q =
nX
i=0
riX
j=1
djihji （7.24） 
其中hji = fjiti 
在(7:16)中用这种形式替换q，和原始的qi产生下列方程 
 
正如我们在不可消去情况下看到的一样，这个方程可以转化为一个齐次线性方程组，形式为
A(c1; : : : ; cm; d11; : : : ; drn;n)
T =0，其中A有在Const(k)中的元素。初始问题的解由(7:24)提
供，其中附加方程Ai(c1; : : : ; cm; d1i; : : : ; drn;i)
T =0;0· i·n添加到A上。 
 
非线性情况 
如果±(t)¸ 2，那么我们一定有deg(b) = ±(t)¡1; lc(b) =¡n (¸t)，其中n > 0为deg(q)
的边界。和无参数情况一致，在这种情况下，不存在解方程(7:16)的一般性算法。但是如果
Sirr 6= ;6 ，那么和无参数情况一致，将(7:16)映射到k[t]=(p); p 2Sirr是可以实现的。因为
k[t]=(p)是k的一个有限代数扩张，根据推论 3.3.1. Const(k[t]=(p))是Const(k)的一个有限代
数扩张，所以令b1; : : : ; bs是Const(k[t]=(p))在Const(k)上的一组向量基。现在，D¤是k[t]=(p)
上的诱导微分，我们得到 
 D¤q¤ + ¼p(b)q
¤ =
mX
i=1
ci¼p(qi) （7.25） 
其中q¤ = ¼p(q)。假设我们有在k[t]=(p)中解(7:25)的算法，我们得到h1; : : : ;hr 2 k[t]=(p)和
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一个矩阵B，其中矩阵的系数在Const(k[t]=(p))中满足(7:25)在k[t]=(p)中的任意解一定具有
q¤ =
Pr
j=1 djhj 这 样 的 形 式 ， 其 中 d1; : : : ;dr 2Const(k[t]=(p)) ， 同 时
B(c1; : : : ; cm; d1; : : : ; dr)
T =0。将常数d1; : : : ; dr和B的元素关于基b1; : : : ; bs展开，我们得
到矩阵 A ， A 的系数在 Const(k)中，满足方程组 B(c1; : : : ; cm; d1; : : : ; dr)T =0和
A(c1; : : : ; cm; d11; : : : ; drs)
T =0是等价的，其中 
 dj =
sX
l=1
djlbl;1· j · r 
(7:25)在k[t]=(p)中任意解一定具有下述形式 
 
其中 hjl = blhj 2 k[t]=(p)。对于每一个 j和 l，令 rjl 2 k[t]满足 deg(rjl)<deg(p)和
¼p(rjl) = hjl，令 
 u =
rX
j=1
sX
l=1
djlrjl 2 k[t] 
我们得到deg(u) < deg(p)，(7:26)说明¼p(q) =¼p(u)，因此h=(q¡u)=p2 k[t]，在(7:16)中
用ph+u代替q，我们得到 
 
所以h是下述方程在k[t]中的解，次数至多为deg(q)¡deg(p) 
 
现 在 将 qi 写 作 qi = pqi + q^i ， 将 Drjl + brjl 写 作 Drjl + brjl = prjl + r^jl 其 中
q^i; r^jl 2 k[t];deg(q^i) < deg(p)，且deg(r^jl)<deg(p)，(7:27)的右端变为 
 
因为¼p(u) = q¤是(7:25)的一个解，我们有 
 
因为deg(q^i) < deg(p)，且deg(r^jl)<deg(p)，且满足下列等式 
 
所以(7:27)变为 
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超切向量式情况 
如果Dt=(t2 +1) = ´ 2 k，那么±(t) = 2，所以引理  6.5.1.唯一不能处理的情况为
b = b0 ¡n´t，其中b0 2 k;n > 0为deg(q)的边界。在这样的扩张中，上面列出的方法给出
了一个完整的算法：令p= t2 +1 2 Sirr，(7:25)变为 
 
其中D通过D
p
¡1 = 0扩张到k[t]=(p) ' k(
p
¡1)，一种可能性是将(7:28)看做k(
p
¡1)的一
个含参数的Risch微分方程，并用递归式的方法解它。在将结果关于基f1;
p
¡1g扩张后（只
要
p
¡1 =2 k），我们得到h1; : : : ; hr 2 k(
p
¡1)和一个矩阵A，A的元素在Const(k)中，使得
(7:28)在 k(
p
¡1)中 的 所 有 解 的形 式 都 是 q¤ =
Pr
j=1 djhj ， 其 中 dj 2Const(k)，
A(c1; : : : ; cm; d1; : : : ; dr)
T = 0。对于每一个j，hj0; hj1 2 k，将hj记作hj = hj0 + hj1
p
¡1，
接下来，令 rj = hj0 +hj1t 2 k[t]， qi为 qi除以 p的商， rj 为Drj + brj除以 p 的商，
h = (q¡
Pm
j=1 djrj)=p为下列方程在k[t]中次数至多为n¡ 2的一个解。 
 
   如果
p
¡1 =2 k，那么通过考虑(7:28)的实部和虚部可以避免引入
p
¡1：将q¤记为
q¤ = u + v
p
¡1，我们得到 
      
其中qi0 + qi1t是qi除以t2 +1的余数。这是在 5.10节提到的耦合微分系统问题的含参数版本，
第八章的算法可以以在这章中处理Risch微分方程相似的方法将算法扩展到含参数的情况
下。 
 
 
7.2 受限积分问题 
在这一部分我们描述首先积分问题的一个解，换言之，给定一个特征为0的微分域K，
f;w1; : : : ;wm 2K，判定是否存在常数c1; : : : ; cm 2Const(K)，满足 
 f = Dv + c1w1 + ¢ ¢ ¢+ cmwm （7.30） 
有一个解v 2K，如果有解的话找到这样的一个解。正如我们在第五章中看到的一样，这个
问题的背景是在基本扩张中对多项式做积分。有以下几条可能的途径解决这个问题： 
1:如果所有的wi都是K中元素的对数微分，那么(7:30)的一个解的存在说明f在K的一个初等
扩张中存在不定积分，所以方程(7:30)可以看做是一个初等不定积分问题，第五章的算法可
以使用，并进一步地用wi尝试重写积分结果。 
2:方程(7:30)可以看做是一个关于v的含参数的Risch微分方程问题，可以通过7:1小节的算法
解决。 
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只有当对初等函数做积分时，第一种方法是可行的，因为在被积函数中唯一的基本单项
式为对数，实际上这是Risch最初使用的方法，并且出现在在大多数计算机代数系统和文献
中。但是怎样将一个初等不定积分以wi的形式重写从来没有一个明确的算法，并且不断地
有新的困难和复杂度出现。第二种方法对于任意的wi都是适用的，所以它允许被积函数中
出现任意的基本式。此外，对于一些非初等函数，例如Erf;Ei;Li和二重对数的算法，首
先产生候选的特殊函数，接下来对于这些特殊函数解决受限积分问题。因为这些优势，我们
在这里使用这一种方法。但是含参数的Risch微分方程算法可以依据以下事实进行简化：在
v的极点处（包括无穷处）的消去不能发生，因为只有Dv出现在方程中，没有v的倍数出现。
所以限制阶数和次数的难度显著变小。在这一部分我们提供一种7:1小节算法的简化版本，
这个版本充分利用了这个事实。 
我们只在超越情况下研究方程(7:30)，换言之，当K是一个微分子域k的一个simple（简
单）单项式扩张，所以在这一小节的剩余部分中，令k是一个特征为0的微分域，t是k上的
一个单项式，另外我们可以假设Const(k(t)) =Const(k)。我们假设我们方程的系数f和
w1; : : : ; wm属于k(t)，寻找解c1; : : : ; cm 2Const(k)和v 2 k(t)。 
因为(7:30)的特殊形式，定义 7.1.1.可以加强到不仅仅是分母的normal（普通）部分，
只要Sirr1 = S
irr，对于special（特殊）部分也适用，并且次数有限制，只要t是一个刘维尔
单项式或是一个非线性单项式。 
 
定 理  7.2.1. 令 v;f;w1; : : : ;wm 2 k(t); c1; : : : ; cm 2Const(k) 满 足
f = Dv + c1w1 + ¢ ¢ ¢+ cmwm。令d = dsdn为f分母的一个分裂分解，ei = es;ien;i为wi的分
母的一个分裂分解。令c= lcm(dn; en;1; : : : ; en;m);hs = lcm(ds; es;1; : : : ; es;m)，同时 
 hngcd
µ
c;
dc
dt
¶
 
那么 
(i)vhn 2 khti 
(ii)如果Sirr1 = S
irr，那么vhnhs 2 k[t] 
(iii)如果t在k上是非线性的或是刘维尔的，那么或者º1(v) = 0或者 
 º1(v)¸min(º1(f);º1(w1); : : : ;º1(wm))+±(t)¡1 
 
推论 7.2.1.  令f;w1; : : : ;wm; c; hn和hs定义同定理 7.2.1.，那么 
(i)对于(7:30)的任意解c1; : : : ; cm 2Const(k)和v 2 k(t)，q = vhn 2 khti，并且q实现数方程
的一个解 
 
反之，对于(7:31)的任意解，满足q 2 khti，v = q=hn产生(7:30)的一个解。 
(ii)如 果 Sirr1 = S
irr ， 那 么 对 于 (7:30)的 任 意 解 c1; : : : ; cm 2Const(k); v 2 k(t)，
p= vhnhs 2 k[t]，p是下述方程的一个解 
 
另外，如果t在k上是非线性的或者是刘维尔的，那么或者 
 deg(p) =deg(hn)+deg(hs) 
或者 
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反之，对于(7:32)的任意解满足p 2 k[t]，v = p=(hnhs)产生(7:30)的一个解。 
这给出了一个将受限积分问题简化为khti上的问题，或者k[t]上的问题，如果Sirr1 = S
irr
的算法。 
 
 
 
     针对受限积分问题所产生的含参数的Risch微分方程算法可以进行一些修正：如果线
性约束算法生成一个零维零空间，那么不存在c0 =1的解，我们可以结束算法。如果生成一
个一维零空间，那么存在唯一满足c0 =1的解，所以在(7:35)中用唯一解代替c1; : : : ; cm，产
生一个无参数问题，对于该问题，6:4节的随机偏微分方程算法是适用的。同样也可以在(7:30)
中用这个唯一解代替c1; : : : ; cm，应用5:12节的内场积分算法，但是这意味着再次计算v的分
母。最终我们可以使用由推论 7.2.1.给出的deg(p)的上界，而不是再次进行上界计算。 
 
 
7.3 含参数的对数微分问题 
在这一部分我们给出对于含参数的对数微分问题的一种解法，换言之，给定一个特征为
0的微分域，K上的一个超越指数单项式µ和f 2 K，判定是否存在整数n;m 2 Z; n 6= 06 ，满
足 
 nf =
Dv
v
+m
Dµ
µ
 （7.37） 
在K中有解v，如果存在的话，找到这样的一个解。正如我们在第五章看到的一样，这个问
题的背景是判定K(µ)中元素是否是K(µ)中元素的对数微分或者K(µ)¡根的对数微分。因此
我们能够假设我们能够递归地判定K中的元素是够是K¡根的对数微分。尽管方程(7:37)和
(7:30)非常类似，但是7:2节的受限积分算法不能直接应用在这个问题上。但是，因为未知的
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常数被限定是整数，所以第九章的结构定理提供了针对这个问题的一个完整的解，只要它们
是可应用的。实际上他们提供了唯一已知的完整解，但是首先我们给出一系列的线性约束算
法，这些算法在大多数情况下可以给出的唯一可能解，因此可以将问题解决掉。这种方法不
是一个完整的算法，因为也许会在判定m=n时失败，在这种情况下我们必须回到结构定理
和结构定理的相关算法这个出发点上。 
和之前一样，我们只在超越情况下研究方程(7:37)，换言之当K是一个微分子域k的一
个simple（简单）单项式扩张，所以在本小节的剩余部分中，令k为一个特征为0的微分域，
t是k上的一个单项式。另外我们假设Const(k(t)) =Const(k)。我们假设我们的方程中f和
Dµ=µ的系数都在k(t)中，我们要找到解n;m 2 Z和v 2 k(t)。 
 
引理 7.3.1. 令u;v;w 2 k(t)，c; c2Const(k)满足v 6= 0; c 6= 06 6 ，并且满足 
 u = c
Dv
v
+ cw （7.38） 
将 u 写 作 u= p+a=d ， 将 w 写 作 w= q+ b=e ， 其 中 p;q;a; b; d;e 2 k[t] ，
d 6=0; e 6=0;gcd(a;b) =gcd(b;e) =16 6 ，且deg(a)<deg(d);deg(b)< gcd(e)，那么 
 deg(p¡cq)·max(0;±(t)¡1) （7.39） 
此外，令l = lnls为l = lcm(d;e)的一个分裂分解，l¡n为ln的紧缩映射（定义 1.6.2.），那么 
 lu¡clw´ 0 (mod lsl
¡
n ) 
 
给定u;w 2 k(t)，引理 7.3.1.或者证明(7:38)没有解v 2 k(t); c; c2Const(k)，或者在以
下情况中生成唯一的一个c 2Const(k)作为后备解。 
1:如果deg(q) >max(0;±(t)¡1)：将p¡ cq中所有次数比max(0;±(t)¡1)大的项当做0，产
生一个关于c的超定线性代数方程组。如果这个方程组在Const(k)中无解，那么(7:38)无解，
否则我们得到c的唯一可能解。 
2:如果deg(p)>max(0;±(t)¡1)¸deg(q)：那么(7:39)永远不满足，所以(7:38)无解。 
3:如果deg(lsl¡n )> 0，接着令 r 2 k[t]为 lu¡ clw模 lsl
¡
n 的余数。如果 r与0等价，那么
lu= lw (mod lsl
¡
n )，这说明l
¤
nu2 k[t]; l
¤
nw 2 k[t]，其中l
¤
n  是ln的无平方因子部分，因此
d和e都是normal（普通）的，与deg(lsl¡n )> 0是矛盾的。因此r不是与0等价，所以将它的
所有系数当做0产生一个关于c的超定线性代数方程组。如果这个方程组在Const(k)中无解，
那么(7:38)无解，否则我们得到c的唯一可能解。 
 
这些情况轮流产生解(7:37)的一种方法：给定f和µ，将引理  7.3.1. 应用到u = f和
w=Dµ=µ上，我们或者能证明(7:38)没有c 2 Q的解，在这种情况下(7:37)无解，或者得到
一个对于c =m=n唯一的可能解，或者如果以上任何一种情况都没有满足的话，就无法得到
c的任何信息。如果我们得到唯一的可能解c 2 Q，将c写作c =M=N，其中M;N 2 Z;N > 0，
且gcd(M;N) = 1。那么对于(7:37)的任意解，我们一定有n = QN;m = QM，Q为非零整
数。这说明QNf =Dv=v+QMDµ=µ，因此Nf ¡MDµ=µ为一个k¡根的对数微分，这个
我们可以通过递归式的方法检验出来。 
     注意到如果µ是k(t)上的一个超越指数式，那么Dµ=µ=D´;´ 2 k(t)。如果º1(´) < 0，
根据定理 4.4.4.，º1(D´) <¡max(0;±(t)¡1)，所以deg(q) >max(0;±(t)¡1)，且上述
方法成立。如果对于k[t]中任意normal（普通）不可约多项式p，ºp(´)< 0，那么根据定
理 4.4.2. ，ºp(D´) <¡1，所以pjl¡n，且上面的方法成立。如果对于任意的special（特殊）
的p 2 Sirr，ºp(´)< 0，那么根据定理 4.4.2.，ºp(D´) < 0，所以pjls，且上面的方法成立。
因此上面方法失败的唯一情况是当 µ是k(t)上的一个超越指数式的情况，且如果
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´ 2 k;Sirr =Sirr1 。换言之，´是k上的一个超越指数式。 
     在相同情况下，我们可以看到如果f =Dg;g 2 k(t)，那么上面的方法当Sirr1 = S
irr时
时成立，除非g 2 k。因此如果Sirr1 = S
irr，f = Dg，且µ是k(t)上的一个超越指数式，在
这种情况下一个和5:12小节相似的分析说明对于(7:37)的任意解，v一定在k¤中。如果Dt 2 k，
在这种情况下，我们将问题简化为在 k上解决相似的问题，或者 v的形式一定为
v = wtq; q 2 k¤，或一个整数q，如果Dt=t 2 k。在后一种情况中，我们将问题简化为解以
下形式的方程 
 nDg =
Dw
w
+m
Dµ
µ
+ q
Dt
t
 （7.40） 
其中µ和t都是k上的超越指数式。引理 7.3.1. 可以扩展到任意数目的wi上，并可以作用于
(7:40)。当我们到达常数域时，这个过程就停止了，因为在这一点上Dw = 0，(7:40)变为
一个含未知整数的线性代数方程组。但是在实际中，如果引理 7.3.1.在第一轮没有给出c，
我们倾向使用结构定理。 
 
 
163 
 
     第九章的结构定理给出了一个解(7:37)的有效的替代方法：首先假设f在K上有一个初
等不定积分，这种出现在含参数对数微分问题的情况的背景就是对一个初等函数求不定积
分。令F为K(µ)的一个初等扩张，g 2 F满足f = Dg。那么如果(7:37)有一个n 6= 06 的解，
我们得到 
 nf =
Dv
v
+m
Dµ
µ
=
D(cµm)
vµm
 
这 说 明 f = Dg 是 一 个 F¡根 的 对 数 微 分 。 如 果 F =C(x)(t1; : : : ; tn)， 其 中
C =Const(K);Dx=1，并且每一个ti或者是袋鼠的，或者是一个C(x)(t1; : : : ; ti¡1)上的
初等或实初等，或者一个非初等基本单项式，那么可以证明f是一个F¡根的对数微分当且
仅当存在ri 2 Q，满足 
 
X
i2L
riDti +
X
i2E
ri
Dti
ti
= f  （7.44） 
其中 
 E = fi 2 f1; : : : ;ng，使得ti是C(x)(t1; : : : ; ti¡1)上的超越指数单项式g 
同时 
L= fi 2f1; : : : ;ng，使得ti是C(x)(t1; : : : ; ti¡1)上的对数单项式g 
     可以通过将其看做一个系数在F中的，关于ri的线性方程，从而找到(7:44)的有理解，
那么应用引理 7.1.2.，可以得到一个方程组，方程组的系数都在C中，并且常数解与原方程
组相同。假设我们有一在Q上以C为基础的向量基，其中包含1，将方程组映射到1上得到
一个系数在Q中的线性方程组，并且和(7:44)有相同的有理解。这个方法也可以应用到与
(7:40)类型相同的方程，在方程右端有任意数目的项，因为解的存在说明f是一个F¡根的
对数微分。 
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Chapter 2:1:8 平行积分 
在这一章中我们描述一个可替代实现积分的方法，该方法同样基于刘维尔定理，但可以
尝试避免递归式方法的损失和在之前章节中介绍算法的关联的计算时间损失。这个方法由
Risch和Norman在SY MSAC076的会议上提出，尝试以一种平行的方式处理包含被积函
数的微分域的所有生成元，换言之，同时处理所有的生成元，而是不是只考虑目前处于最顶
端的一个生成元。同样，这种方法在文献中被称为“新Risch算法”，“Risch¡Normna算
法”或者“平行Risch算法” 。实际上，它的启发性远远强于它的可编程性，因为它可能
在计算初等不定积分的理论和实践中同时失败。但是，它实现的便捷性，速度上的优势以及
成功率令人满意的特性使得它成为对于计算机代数系统的设计者而言及其具有吸引力的一
种代替方案。结果证明是，在几个代数系统中，这套方法都得到了实现，或者作为一个替代
品，或者作为完成积分算法的预处理程序。 
平行算法背后的整体思想是通过将含有被积函数的微分域看做是一个在其常数域上多
元的有理函数域，从而避免计算算法递归的本性。回顾 5.2 节，我们被积函数f属于一个形
式为K =C(t1; : : : ; tn)的微分域，其中C =Const(K)，其中每一个ti在C(t1; : : : ; ti¡1)上是
超越的。根据强刘维尔定理 5.5.3.，如果f的不定积分在K是初等的，那么存在v 2K，C上
的代数元c1; : : : ; cm和u1; : : : ;um 2K(c1; : : : ; cm)¤使得 
 f = Dv +
mX
i=1
ci
Dui
ui
 （10.1） 
因为v是一个含 t1; : : : ; tn的多元多项式的商的形式，可以不是一般性的假设ui为
t1; : : : ; tn的多项式（对数微分恒等式），平行的方法包括对ui和v的分母做出有根据的假设，
同时对它们的分子也做出同样的假设。这个将解方程(10:1)的问题简化为找到ci和v的分子的
常值系数，这个可以通过初等线性代数实现。如果对未知系数的线性方程有一个解，那么就
找到了f的一个不定积分。另一方面，解的不存在性并不总是说明f在K上没有一个初等的
不定积分，可能只是说明猜测是错误的。现在已经发布了平行算法的几个变形，区别在于假
设或者解未知常值系数的细节不同，但是所有的方法都有共同的性质，那就是存在有初等不
定积分的函数通过这种方法不能找到其不定积分的现象。总而言之，平行积分是一个方便的
递归式，与实现完整积分算法相比是明显简单的一种方法。将其变为对于一类被积函数通行
的算法需要证明，给定的猜测方法能够覆盖该函数类中所有有初等不定积分的函数。这依然
是一个开放性的问题，虽然对于对数性的被积函数已经给出了部分的结果，在这里我们将其
扩展到更一般的微分域上。 
 
 
10.1 多项式环的微分 
   首先我们描述单项式扩张在多元多项式环上的微分更一般定义下保持不变的几个性质。
令F是一个域，t1; : : : ; tn是F上的独立的不定变元，D是多项式环R=F[t1; : : : ; tn]上的一
个微分。因为F是一个域，R是一个唯一分解整环（UFD）。在计算机代数书中我们可以找
到计算gcd，lcm和无平方因子分解，多元分解的算法，我们只使用这些算法，而不进行更
进一步的陈述。容度和本源部分的概念能够关于每一个变元ti扩展为相似的概念，通过将R
记为R=Ri[ti]，其中Ri =F[t1; : : : ; ti¡1; ti+1; : : : ; tn]。我们分别用content(p; ti)和pp(p; ti)
表示它们，如果content(p; ti) 2R¤i =F
¤，那么我们称p 2R关于ti是pmimitive（本原）
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的。首先我们注意到引理 3.4.4.在这种定义下依然是成立的。 
 
引理 10.1.1. 令p1; : : : ; pm 2F[t1; : : : ; tn]满足gcd(pi; pj) = 1; i 6= j6 ，令p =
Qm
i=1 p
ei
i ，其中
ei为正整数，那么 
 gcd(p; Dp) =
Ã
mY
i=1
p
ei¡1
i
!
mY
i=1
gcd(pi;Dpi) 
类比与单项式情形，如果gcd(p;Dp) = 1，我们称p 2R关于D是normal（普通）的，如果
pjDp，那么称p关于D是special（特殊）的。因为定理 3.4.1.是引理 3.4.4.的一个结论，所
以在这里定理还是成立的。 
 
定理 10.1.1. 
(i)任意有限个normal（普通）多项式（两两互素）的乘积是normal（普通）的。任意一个
normal（普通）多项式的任意因子是normal（普通）的。 
(ii)任意有限个special（特殊）多项式的乘积是special（特殊）的。任意一个special（特殊）
多项式的任意因子是special（特殊）的。 
   
    我们称p = pspn是p的一个分裂分解，如果p2; pn 2R，且ps是special（特殊）的，pn
的每一个无平方因子是normal（普通）的。我们继续说明，给定容度求根的附加步骤，3.5
节的分裂分解，可以扩展到R上。 
 
定理 10.1.2. 令p2F[t1; : : : ; tn]，且存在j使得p关于j本原，那么 
(i) 
 
gcd(p;Dp)
gcd(p; dp=dtj)
 
是所有p的所有互质special（特殊）不可约因子的乘积 
(ii)另外如果 p无平方因子，那么 p = pspn是 p的一个分裂分解，其中ps =gcd(p;Dp)且
pn = p=ps。 
其中p关于tj是本原的假设是必需的。 
 
对于8p2F[t1; : : : ; pn]nF，定义 p的主变量，定义mainVar(p)为 tj，其中j为满足
degtj(p) > 0的最高指数。将p写为p=content(p; tj)pp(p; tj)，其中tj =mainVar(p)，定
理 10.1.2.说明SplitFactor（分解因式）算法可以应用到pp(p; tj)上，生成pp(p; tj)的分裂
分解pp(p; tj) = qsqn。递归地计算content(p; tj)的分裂分解，其中content(p; tj)比p少一个
变量，生成content(p; tj) =hshn，并且p = pspn是p的一个分裂分解，其中ps = qshs，且
pn = qnhn。 
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   SplitSquarefreeFactor（无平方因子分解）算法可以按照下面的方法，求出每一个无
平方因子的根，进而推广为F[t1; : : : ; tn]上的一种相似形式。另外一种可替代的方法为计算p
本原部分的无平方因式分解，接着分别计算它的容度的一个分裂分解并重组两个因式分解。 
 
 
 
现在令K =F(t1; : : : ; tn)为F[t1; : : : ; tn]的商域，令D为K上的一个微分，满足DF µ F。
因为F[t1; : : : ; tn]在D的作用下封闭不是必需的，我们定义关于D，K的分母，定义denD(K)
为Dt1; : : : ;Dtn分母的最小公倍数。因为D = ·D +
Pn
i=1(Dti)=dti，其中·D为F[t1; : : : ; tn]
上微分，定义由下式给出 
 ·D
Ã
X
e
aet
e1
1 ¢ ¢ ¢ t
en
n
!
=
X
e
(Dae)t
e1
1 ¢ ¢ ¢ t
en
n  
D=denD(K)D为F[t1; : : : ; tn]的一个微分，所以我们可以使用关于D的分裂分解。 
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10.2 初等不定积分的结构 
现在我们回到形式为K =F(t1; : : : ; tn)形式的微分域上的积分问题，其中DF µ F，且
每一个 ti在C(t1; : : : ; ti¡1)上都是超越的。正如在前一小节的结尾看到的一样，
D=denD(K)D是F[t1; : : : ; tn]的一个微分。这说明normal（普通）多项式的一个关键性
质依然在多元情况下成立。 
 
引理 10.2.1. 令p2F[t1; : : : ; tn]为关于D不可约且normal（普通）的。如果p
m;9m > 0整
除f 2 K¤的分母，那么pm+1整除Df和Df的分母。 
 
现在我们陈述一个初等不定积分的结构。我们用C代表ConstD(K)，C代表它的代数闭
包。 
 
定理 10.2.1. 假设ConstD(K)µF，令f = a=d2K
¤，其中a;d2F[t1; : : : ; tn]为互质的。
令d = dsdn为d关于D的一个分裂分解，
Qe
j=1 d
j
j和
Qt
k=1 p
ei
i 分别为dn在CF[t1; : : : ; tn]中的
无平方因子分解和它的不可约因子分解。如果f在K中有一个初等不定积分，那么存在
b;s 2F[t1; : : : ; tn];w1; : : : ;wr 2CF
¤，满足s; s1; : : : ; sm关于D是special（特殊）的，且 
 
 
定理 10.2.1 给出了f的初等不定积分的一部分。当F =ConstD(K)时，我们用这个来
计算f的不定积分，此时
P
i °iDWi=wi =0，所以这一项可以从(10:2)中移除，剩下的未知
部分为v的分子和一些special（特殊）多项式。对于一般微分而言，special（特殊）多项式
是未知的，尽管要求F =ConstD(K)说明只可能存在有限多互质不可约special（特殊）多
项式。当K =F(t1; : : : ; tn)是F上一个嵌套式的塔状单项式扩张时，那么情况变得更加简单，
我们能够描述所有的special（特殊）多项式。首先注意到如果F在D的作用下是封闭的，每
一个ti是F(t1; : : : ; ti¡1)上的单项式，那么F(t1; : : : ; ti¡1)和F(t1; : : : ; ti¡1)[ti]在D的作用下
封闭，所以对于F(t1; : : : ; ti¡1)[ti]中元素关于D是special（特殊）这个概念是良定义的。对
于任意非零p2F(t1; : : : ; ti¡1)[ti]，记p
+ 2 F [t1; : : : ; ti]为p的系数关于ti的分母的最小公倍
数。我们引入概念 
 
当ti都是本原式，超越指数式或超切向量时，那么SirrK:F是有限的，正好由为超越指数式的ti
和为超切向量的tj，1+ t2j的因子组成。 
 
定理 10.2.2. 令K =F(t1; : : : ; tn)，其中DF µ F，每一个ti为F(t1; : : : ; ti¡1)上的单项式。
那么，关于D的不可约special（特殊）多项式正好是SirrK:F的所有元素，和denD(K)的所有
不可约元。 
 
因此，甚至当SirrK:F是空集时，可能存在关于D的special（特殊）多项式，如在嵌套本
原扩张中，但是它们的不可约因子都限制为den(K)的因子。例如考虑K =Q(x; t)，Dx=1，
168 
 
对q 2Q[x]，Dt=Dq=q。因为denD(K)是q的无平方因子部分，q的每一个不可约因子都是
special（特殊）的，可以在积分中作为一个logand出现。这解释了log(x+1)在下列积分中
出现的原因。 
 
Z
log(x2 ¡ 1)dx = (x¡ 1)log(x2 ¡ 1) + 2log(x + 1)¡ 2x 
这同时也解释了异常项log(1+ tan2µ)当对含tanµ的表达式做积分时出现的原因，因为
1+ tan2µ是special（特殊）的。 
作为定理 10.2.2.的结论之一，当K是F的一个塔状嵌套单项式扩张时，方程(10:2)可以
更加精细。si可以取为CF上关于denD(K)，SirrK:F中元素的不可约因子，其中s的形式如下 
 s =
Y
pjdenD(K)
pep
Y
q2Sirr
K:F
qeq （10.3） 
其中ep ¸ 0; eq ¸ 0，其中的第一个乘积取遍denD(K)在F上所有首一不可约因子，而不是
在CF上。这些指数可以在微分域中被限制，包括嵌套对数扩张，这将在 10.4 小节中进行说
明。 
 
 
10.3 积分方法 
现在，平行方法由之前小节的结论产生，并可以应用到多元有理函数域上，只要保证
ConstD(K) =F，微分可以是任意的。平行方法包括对(10:2)中的s; si和p i做出有根据的猜
测，限定v的分子b的次数，最终解决关于b系数和未知常数®i; ¯i的线性方程。 
因为s关于D是special（特殊）的，s的形式一定为s=
Q
p p
ep，其中p取遍所有首一不
可约special（特殊）多项式，其中只有有限个ep为0。因为ep的边界是未知的，文献中通常
进行的猜测是去最大的w，满足pejd。这种猜测是有附加优势的，使得s = ds，且不需要对ds
进行分解操作。并且该猜测也是有一定道理的，因为任一更大的指数，或者s的一个special
（特殊）不可约因子不整除d将会需要Dv中的消去，使得该因子消失，所以s = ds这个猜测
将这个过程变为一个递归式的过程，可能会导致计算初等不定积分的失败。 
 
例 10.3.1. 考虑 
 
Z
ex ¡ x2 + 2x
(ex + x2)x2
e(x
2¡1)=x+1=(ex+x)dx 
我们有K =Q(x;t1; t2)，Dx=1;Dt1 = t1（换言之，t1 = e
x）和 
 Dt2 =
(x2 + 1)t21 + (2x
3 ¡ x2 + 2x)t1 + x
4
x2(x+ t1)2
t2 
换言之，t2 = e(x
2¡1)=x+1=(ex+x)。因此，denD(K) = x2(x+ t1)2，多项式x和x + t1关于
denD(K)D是special（特殊）的。我们的被积函数变为 
 f =
(t1¡x
2+2x)t2
x2(x+t1)2
 
分母为d= x2(x+ t1)2，d是special（特殊）的。结果证明是special（特殊）分母s = t1不
能整除d，但是 
 f = D
t2
t1
 
因此，f的初等不定积分不能s = ds的猜测下，通过平行方法进行计算。 
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接下来要处理首一special（特殊）不可约元si。当K是F上的一个本原，超越指数或超
切向量的嵌套塔状扩张时，那么定理 10.2.2 给出了所有这样的扩张的一个详细且有限的列
表，换言之denD(K)的所有因子和超越指数式ti，1+ t2j的因子，其中tj为超切向量。根据
定理 10.2.1，确实应该取它们在F[t1; : : : ; tn]中的不可约因子（回顾F =ConstD(K)），而
不是在F[t1; : : : ; tn]，下面的例子可以说明这个问题 
 
例 10.3.2.令K =Q(x; t)，其中Dx=1:Dt =2x=(x2¡2)（换言之，t = log(x2¡2)），那
么，denD(K) = x2¡2关于denD(K)D是special（特殊）的，并在Q(x;t1)中是不可约的，
但是 
 
这说明denD(K)在Q[x; t]中的不可约因子一定是考虑在内的。 
相似地，p i应该为dn在F[t1; : : : ; tn]中的不可约因子，而不是F[t1; : : : ; tn]中，由下式说
明 
 
但是，当K是一个塔状嵌套的本原，超越指数和超切向量的单项式扩张时，对只在F上分解
dn和denD(K)而不在F进行分解存在争论。因为无能我们怎样选择，平行方法都可能失败，
如果平行方法没有找到一个初等不定积分，那么我们必须转换到完整的积分算法进行求解。
所以只有当它的速度比完整算法明显快时，平行方法才是有用的。虽然存在在F[t1; : : : ; tn]中
进行不可约因子因式分解计算的算法（称为绝对分解），但是它们的时间花费比完整的积分
算法都要高。另外，这个分解可以计算F的代数扩张，这个对于计算积分来说不是必需的，
正如在下列情况中 
 
Z
2x
x2 ¡ 2
= log(x2 ¡ 2) 
基于这些原因，两个方法都出现在文献中：关于实际实现的文献选择在F上分解，分析方法
的文献选择在F上分解。 
最终我们需要确定v的分子b的次数边界。当K是一个塔状嵌套单项式扩张时，引理 
3.4.2.提出了以下的自然猜测，这个猜测也是文献中所使用的猜测： 
 
其中f = a=d，一旦我们得到了degti(b)的边界bi，我们记为 
 
其中ui1¢¢¢ ;in为F中而不是F中的不定常量。在(10:2)的右端，代入我们所有的猜测，使之与f
等同，消除分母，产生下列形式的方程 
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其中q和qi1¢¢¢in都是在F[t1; : : : ; tn]中，ri和wi或者在F[t1; : : : ; tn]中，或者在F[t1; : : : ; tn]中，
要依据之前作出的选择。以(10:6)两端的相同单项式列方程，产生了一个关于未知常量
ui1¢¢¢in;®i和¯ i的非齐次线性方程组。有几个关于怎样解这个线性方程组的变形方法：原始
的方法首先解总的最高次数的单项式，然后在得到的方程中解具有最低权值的ui1;¢¢¢ ;in。另
外一种方法则是直接解整个线性方程组，在实践中至少和上一个方法效果相同。 
平行方法可以很容易适用于不是嵌套单项式扩张的微分域，因为定理 10.2.1 在这样的
域上也是成立的。在这种情况下，因为如果平行方法失败了，是没有完整的积分算法的，所
以应该在F上对(10:2)潜在的si和p i进行不可约的因式分解，而不是在F上进行因式分解。另
外，(10:4)的边界限制应该替换为 
 
这是基于次数总和没有出现相消的这个假设得到的（deg代表次数总和）。最终，(10:5)中b的
形式应该替换为 
 b =
X
i1+¢¢¢+in·deg(b)
ui1¢¢¢int
i1
1 ¢ ¢ ¢ t
in
n  
在这样的扩张中出现的另外一个问题是关于D的special（特殊）多项式是未知的。开始的
时候，应该取遍denD(K)的special（特殊）部分在F上的所有不可约因子（并不总是special
（特殊）的，见例 10.3.4.）。另外，可能通过将p取为一个含未知常值系数，次数固定的多
项式来寻找总次数更低的special（特殊）多项式。条件pjDp可以转化为一个求解p的系数
的非线性代数方程组，这个方程组可以通过代数的技巧求解。这个计算只依赖于域K，所以
special（特殊）部分可以再次计算并为了一些非单项式扩张的情况记录下来。一个有限的，
由首一不可约special（特殊）元素组成，可能的空集S是可以通过这种方法找到的，并且在
非单项式情形代替集合SirrK:F。最终，s = ds的猜测，应该被替换为 
 s = ds
Y
p2S;p6jds
p
6
 
这样可以体现出在ds因子之外可能的消去情况。 
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10.4 简单的微分域 
在这一小节中我们介绍定理 10.2.1 怎样在一类包含嵌套对数扩张的微分域上得到改进，
同样也包含更一般的扩张情况。对于一般的微分，special（特殊）多项式不总是满足引理 
10.2.1，例如p= ex 2Q(x;ex)。我们对满足每一个不可约特殊元都能整除denD，且满足引
理 10.2.1的微分域感兴趣。在这一小节中，(K;D)是一个微分域，形式为K =F(t1; : : : ; tn)，
其中DF µ F，每一个ti都在F(t1; : : : ; ti¡1)上为超越元。 
 
定义 10.4.1. 如果存在m > 0，pm整除f 2 K¤的分母说明pm+1整除Df的分母，那么我们
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称一个不可约p2F[t1; : : : ; tn]关于D是simple（简单）的。如果F[t1; : : : ; tn]的每一个不可
约special（特殊）多项式能够整除denD(K)，并且是simple（简单）的，那么我们称(K;D)
是simple（简单）的。 
 
一个没有非平凡special（特殊）多项式的微分域显然是simple（简单）的。这种情况
是针对(C(x); d=dx)，同时也是针对当SirrK:F是空集，denD(K) = 1时的嵌套单项式扩张。 
 
简易性的一个关键性质是，它能够在本原扩张中保持，只要没有引入新的常量，den(D)
是无平方因子的，这等价于需要Dti的分母都是无平方因子的。 
 
引理 10.4.1. 令K =F(t1; : : : ; tn)，其中DF µ F，每一个ti都是在F(t1; : : : ; ti¡1)上是超越
的。假设Const(K)µF，那么E =F(t1; : : : ; tn¡1)在D下是封闭的，且Dtn 2E。如果E是
simple（简单）的且denD(K)是无平方因子的，那么K是simple（简单）的。 
 
     现在我们得到了一大类的simple（简单）微分域，换言之为嵌套本原扩张，且denD是
无平方因子的。 
 
定理  10.4.1. 令K =F(t1; : : : ; tn)，其中DF µ F，ConstD(K)µF且每一个 ti都是在
F(t1; : : : ; ti¡1)上是超越的。如果denD(K)是无平方因子的，那么(K;D)是simple（简单）
的，而且Df=f的分母对于8f 2 K¤是无平方因子的。 
 
denD(K)无平方因子这个条件尤其在本原扩张中的嵌套对数扩张的情况下是满足的，
因此这种扩张情况是simple（简单）的。 
 
推论 10.4.1. 令K =F(t1; : : : ; tn)，其中DF µ F，ConstD(K)µF，t1是F上的一个本原
（基本）单项式，每一个ti都是F(t1; : : : ; ti¡1)上的对数单项式，其中2· i· n。那么denD(K)
是无平方因子的，而且(K;D)是simple（简单）的。 
 
最终我们可以使定理 10.2.1.在满足denD(K)是无平方因子的simple（简单）微分域上
变得更加精细。像之前一样，我们将ConstD(K)的代数闭包记为C。 
 
定理 10.4.2. 假设ConstD(K)µF，(K;D)是simple（简单）的，而且denD(K)是无平方
因子的。令f = a=d2K¤，其中a;d2F[t1; : : : ; tn]是互质的。令d = dsdn为d关于D的一个
分裂分解，d =
Qe
j=1 d
j
j为d的无平方因式分解，dn =
Qt
k=1 p
ei
i 为dn在CF[t1; : : : ; tn]中的不
可约因式分解，hs =
Qm
l=1 s
fi
i 为hs在CF[t1; : : : ; tn]中的不可约因式分解 。如果f在K上有
一 个 初 等 不 定 积 分 ， 那 么 存 在 w1; : : : ;wr 2CF¤; b 2F[t1; : : : ; tn] 和
®1; : : : ;®m; 1¯; : : : ; t¯;°1; : : : ;°r 2C，使得 
 f = D
Ã
b
Qe
j=2 d
j¡1
j
!
+
mX
i=1
®i
Dsi
si
+
tX
i=1
¯i
Dpi
pi
+
rX
i=1
°i
Dwi
wi
 （10.11） 
 
像之前提到的一样，当F =ConstD(K)时，
P
i °iDwi=wi =0，所以这一项可以从(10:11)中
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去掉。ParallelIntegrate算法对于满足denD无平方因子的simple（简单）微分域来说是容
易改进的：集合S只包含hs的不可约因子，我们计算d的无平方因式分解和dn的不可约因式
分解而不是dn的无平方因式分解。最终vs这一项可以在可能的不定积分中忽略掉。 
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2.1.9 Albi后记 
 以上便是 Albi 系统针对超越函数的理论及算法的系统总结，针对代数函数的理论介绍
会在之后的章节给出。下面这一部分内容则是主要是有关 Albi 系统实现的这部分内容。下
面先介绍一下我实现的思路。 
 由于 maTHmU 内核还没有完全成熟，如果直接在 maTHmU 内核上进行代码的编写，那
么很可能会因为内核中底层函数的缺失影响代码的编写和调试。所以我决定先在成熟的
Mathematica 内核上进行代码编写和调试工作，选择 Mathematica 内核主要是因为
Mathematica 和MaTHmU 语法一致，内核环境基本一致，所以可以将 Mathematica 内核上实
现的代码移植到 maTHmU 内核上进行调试。为此我也进行了系统框架，所需底层函数的整
理与总结。保证了 Albi 系统的可移植性。 
      在Mathematica 上完成代码后，我在 maTHmU 内核上进行了调试。因为 maTHmU 内
核中底层函数的缺失，导致代码不能正常运行。为了解决这个问题，我通过一些调试技巧将
所有的内核 Bug 都找了出来，将之后的工作重点转向对 maTHmU 内核的修正，使 Albi 系统
在 maTHmU 内核上能够尽快实现。 
为实现 Albi 系统，我选择 pmint 框架作为我的实现思路，我所实现的代码在实际运行的
过程中主要出现两个问题：一是递归层数难于把握，二是结果表达比较复杂，三是只在被积
函数为超越函数的情况下，运行效果较好，对于其它情况则效果欠佳。为了解决这些问题，
我采取了下列措施：一，首先人工设置递归层数，进行效果比较，选择一个比较好的边界值，
避免无限扩张的情况的出现。二是单独对结果表达进行处理，尤其针对三角函数这种情况。
三是在 Albi 系统的实现理论短时间内难于突破的情况下，考虑引入模式匹配型算法进行辅
助计算，弥补 Albi 系统的实现缺陷。 
下面给出 Albi 系统的 pmint 实现框架所需的底层函数及标识符列表，pmint 实现分析以
及在 maTHmU 上的 Bug 列表，作为下一步工作的基础。 
 
1. pmint 实现框架所需的底层函数及标识符列表 
Alternatives  
 
All 
是用于某些选项的设置，在 part 以及相关的函数中，All 
指定特定层中的所有部分 
ArrayRules 
 
Array 
[f,n]生成长度为 n，元素为 f[i]的列表 [f,(n1,n2,…)]生成嵌 
套列表 
ArcTan 
 
Apply 
 
Block 
 
Clear 
Clear[symbol1,symbol2,…] clears values and definitions for  
the symbol 
Collect 
[expr,x] 把匹配 x 的对象的相同幂的项组合到一起 有扩 
展形式 
Csc 
 
Cot 
 
Cos 
 
ConstantArray 
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ComplexExpand 
 
cofficient 
 
CoefficientList 
 
CoefficientArrays 
 
Catch 
 
Cases 
 
Derivative 微分函数 
D() gives the partial derivative 
Denominator 取分母 
DeleteCases 
[expr,pattern] 移除 expr中任意满足形式的元素，可以 
设置等级，数量 
Drop 
 [list,n] 去掉 list 的前 n个元素 [list,-n]去掉 list 的后 n 
个元素 [list,(n)] 去掉 list 的第 n个元素还有其它的复杂 
结构 
Delete 
 
Dimensions 
 
Exp 
 
Extension 
是各种多项式和代数函数的一个可选项，它指定所使用 
的代数数域的生成器， 是一个非常重要的函数 
Exponent 
[expr,form]用来给出 expr 展开式中出现的 form的最大幂， 
[expr,form,h]把 h应用到 expr中 form 所出现的指数集上 
Evaluate 
 
Expand 
 
Except 
 
Extract 
 
Flattern flattens out nested lists 
Fold 给出 Foldlist 的最后一个元素 
First [expr] 返回表达式中的第一个元素 
FactorList [list]给出一个多项式的因子及它们的指数组成的列表 
FactorSquareFreeList 
 [poly]给出了一个多项式的无平方因子以及它们的指数 
组成的列表 
Function 
 
FactorTermList 
 
FreeQ 
 
GCD 
 
HoldPattern 
[expr]HoldPattern[expr] is equivalent to expr for pattern  
marching, but maintain expr in an unevaluated form 
Head [expr] 给出 expr的头部 
Internal`SubresultantPRS 
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Intersection 
 
Integer 
 
Im 
 
IntegerQ 
 
Join 合并集合，可以设置等级 
Log 自然对数函数 
Length [expr]计数功能 gives the number of elements in expr 
List 列表 
Last 返回 expr的最后一个元素 
LinearSolve [m,b]求解矩阵方程 mx==b的 x 
Listable 
 
Module 指定 expr 中符号 x、y、... 出现的位置应被当作局部值. 
Map 将 f 作用于每一个元素上 
Max 取最大值 
Most [expr]给出去掉最后一个元素的 expr 
Numerator 返回分子 
Negative [x]判断 x 是否是负数，若是则返回 True 
NumberQ 
 
Outer 
[f,list1,list2,…] 给出 listi 的广义外积，形成列表最底层元 
素的所有可能组合，并把它们作为 f 的自变量，有复杂结构 
OddQ [expr]如果 expr是一个奇数，则给出 True，否则给出 False 
PolynomialQ 
[expr,var] 如果 expr 是 var的多项式，返回 true，否则返回 
false 
Power 指数函数 
PolynomiaILCM 最小公倍数 
PolynomialQuotient [p,q,x]求关于 x 的多项式 p除以 q的商，去掉余项 
PolynomialGCD 
[poly1,poly2,…]给出多项式 polyi 的最大公约式  
[poly1,poly2,…, Module->p]计算按素数 p求模的最大公约数 
PolynomialQuotientRemainder [p,q,x]作为 x 的多项式，给出 p 和 q 的商和余式的列表 
Print  [expr]输出 expr 
PolynomialMod 
 
Position 
 
PadRight 
 
Quiet 
[expr]在后台处理 expr，不输出多产生的任何信息，有复杂 
结构 
Range 在一个范围内列出数表 
Return 返回函数值 
Rest [expr]移除第一个元素，返回剩余元素 
Reap [expr] 给出表达式 expr的值 
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Replace 
[expr,rules]应用一个规则或规则列表来转换整个表达式 
expr 
RootSum 
 
RandomInteger 
 
Reverse 
 
Rational 
 
RandomChoice  
 
ReplacePart 
 
Re 
 
Resultant 
 
Select [list,crit] 选择在 crit 函数作用下正确的变量 
Sequence [expr1,expr2,…] 将参数序列自动拼接到函数 
Scan 
 [f,expr] 将 f 应用到 expr的每个元素上并对其进行 
计算 
Sow 
 
Sort 
[list]按标准次序对 list 元素进行排序，[list,p]用排序 
函数 p对元素排序 
Split  [list]将 list 分割为有相同元素构成的子列表 
SetAttributes 
 
Sec 
 
Sin 
 
SparseArray 
 
Thread 
 
Times 连乘 
Together 计算和式并以公分母分式形式表示，并消去公因子 
Tan 
 
Total 计算 list 中元素之和 
Table 列表运算 
Throw 
 
Through 
 
Union 
give a sorted list of all the distinct elements that appear in 
 any of the listi 
Variables  [poly]给出在一个多项式中所有独立变量的列表 
With 用 x等替代 expr中出现的符号 
_  可替代部分 
:> 
 
$Failed 
aspecial symbol returned by certain functions when they 
cannot do 
 what they were asked 
 lhs->rhs 
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^ 
 
指数函数 
@@ apply 作用的符号 
Null 
用来指明一个表达式或结果不存在，在普通输出中它 
不显示 
I 虚数单位 
Slot # 
 
  
在具体实现过程中可能略有偏差，需要针对不同的计算机代数系统进行调整。底层函数
及标识符的证明说明了 Albi 实现的可移植性，减小具体实现过程中将要遇到的困难。使我
们的工作具有一般性。同时底层函数及标识符的统计可能略有偏差，其中没有注释的函数可
以通过Mathematica 中的帮助菜单进行查找。 
 
 
2.pmint 实现的分析 
分析主要针对实现过程中的四个主要文件进行分析，分别是 AlgebraicPrelim.m，Misc.m，
RationalIntegration.m 和 pmint.m进行分析。分析的目的是为了帮助开发者更好的理解代码，
并明确地说明和系统底层函数及标识符的依赖关系，以及内置函数的具体工鞥呢。 
 
2.1 AlgebraicPrelim.m 分析 
Limitations: Missing The Partial Fraction Decomposition’s Algorithm 
Comments:速度问题存在，现在版本虽然速度慢但是有效，为了避免高速版本出现错误，所
以保留了现在的版本 
 
【说明】Integration of Elementary Function，algorithms from book Symbolic Integration 
        只是 Chapter1 里的一些基本算法 
【Kernel】 
PolynomialQuotientRemainder  [p,q,x]作为 x 的多项式，给出 p和 q的商和余式的列表 
Variables  [poly]给出在一个多项式中所有独立变量的列表,例 
    
Print  [expr]输出 expr 
Exponent  [expr,form] 用来给出 expr 展开式中出现的 form的最大幂 
PolynomialExtendedGCD [poly1,poly2,x]将 poly1 和 poly2 看成是关于 x 的单变量都像是，给出
扩展的最大公因式 
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Sort  [list]按标准次序对 list 元素进行排序，[list,p]用排序函数 p对元素排序 
      很活的例子： 
    
All  是用于某些选项的设置，在 part 以及相关的函数中，All 指定特定层中的所有部分 
     例:  
FactorSquareFreeList  [poly]给出了一个多项式的无平方因子以及它们的指数组成的列表 
Split  [list]将 list 分割为有相同元素构成的子列表 
          例 ：
180 
 
 
    
Replace  [expr,rules]应用一个规则或规则列表来转换整个表达式 expr 
  
Negative [x]判断 x 是否是负数，若是则返回 True 
Array  [f,n]生成长度为 n，元素为 f[i]的列表 [f,(n1,n2,…)]生成嵌套列表 
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      例：  
Range  {    } 生成列表{1,2,…,     }，有复杂形式 
OddQ  [expr]如果 expr是一个奇数，则给出 True，否则给出 False 
Internal`SubresultantPRS 
 
【Definite】 
PolyDivide 
PolyPseudoDivide 
newPolyPseudoDivide 
HalfExtendedEuclidean 
ExtendedEuclidean 
HalfExtendEculidean 
fastExtendedEculidean 
SquareFree 
SquareFreePositiveDegrees 
squarefree 
YunSquarefree 
subResultant 
fastSubREsultantPRS 
 
【From other places】 
lc 
deg 
NonZeroPolynomialQ 
PolyContent 
PolyPP 
content 
pp 
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【说明】 
定义 PolyDivide函数 
定义 PolyPseudoDivide函数：Euclidean Polynomial Pseudo-Division 
定义 newPolyPseudoDivide函数 
定义 HalfExtendeEuclidean 函数 
定义 ExtendedEuclidean 函数 
定义 HalfExtendedEculidean 函数 
定义 fastExtendedEculidean 函数 
定义 SquareFree 函数 
定义 SquareFreePositiveDegrees函数 
其中注释掉了一段函数 newSquareFree，应该是 SquareFree函数的新版，但是应该有一些 bug 
定义 Squarefree函数 Musser’s squarefree  
定义 YunSquarefree函数 Yun’s squarefree 
定义 subResultant 函数 返回有理系数多项式 A，B 的结式和子结式  
定义 fastRubResultantPRS 函数 
 
 
2.2 Misc.m分析 
【Kernel】 
SetAttributes 
Listable 
Print 
RandomInteger 
cofficient 
GCD 
CoefficientList 
FactorTermList 
Times 
Most 
Through 
Numerator 
Denominator 
Reverse 
NumberQ 
Expand 
Intersection 
Csc 
Sec 
Tan 
Cot 
Sin 
Cos 
Slot # 
HoldPattern 
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Apply 
SetAttributes 
Block 
CoefficientArrays 
ArrayRules 
Rational 
Integer 
Except 
FreeQ 
Delete 
Dimensions 
ConstantArray 
PadRight 
RandomChoice  
Range 
SparseArray 
ArrayRules 
ReplacePart 
Log 
_ 
ComplexExpand 
Re 
Im 
Extract 
Position 
PolynomialQ 
IntegerQ 
Resultant 
 
【Definite】 
NoSolution 
DRPrint 
RandomPoly 
RandomRF 
 
【From other places】 
deg 
DebugRisch 
lc 
deg 
content 
Algebra`Polynomial`NestedTermsList 
Subset 
CLog 
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NonZeroPolynomialQ 
NoSolution 
 
【说明】 
定义符号 NNoSolution=$Failed 
定义 DRPrint 
定义 RandomPoly 
 输入指数和系数的边界值 
 输出一个随机的关于 x 的多项式，指数为输入指数，系数为整数，系数的绝对值小于等
于输入的系数的边界值 
 
进行操作:返回一个随机的有理多项式，deg(num)=deg1,deg(den)=deg2,系数的绝对值小于等
于输入的系数的边界值 
实现：定义 RandomRF 
 
返回多项式的积分 
实现：？PolyInt[f_,x_]这种形式 
 
返回 x 的多项式的首项系数 
 
定义变量 
content,pp 
 
Returns the content and the primitive part of A as a poly in t 
定义 PolyContentPP 
定义 PolyContent 
定义 PolyPP 
 
定义 NumeratorDenominator 
定义 NumeratorPrimitiveDenominator 
 
定义 Derivation 
定义 mainVar 
 
定义 ZeroPolynomialQ 
 
定义 SubSet[A_, B_] := Length[Intersection[A,B]] == Length[Union[A]];  
目的是需要 Union这个函数来应对应对一些情形：返回重复列表 
 
定义 TrigToTan 
【注释】这个对于多项式的操作，在目前为止没有任何限制，因为只使用于多项式情况，此
函数并没有打算去掉，所以有必要进行改进 
 
检测有理数 
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实现：定义 RationalNumberQ 
 
检测有理函数 
实现：定义 RationalFunctionQ 
 
To delete colum of index ‘index’ of a matrix M 
实现：定义 DeleteColum 
 定义 Blockjoin 
 定义 RandomMatrix 
 定义 ZeroColumnQ 
   定义 PaddedSparseJoin 
 
注释掉的部分 
*PaddedSparseJoin[a_,b_,level_:1] := ( 
 If[!FreeQ[{a,b,level},Join,Heads->True], 
  Print["Faulty arguments ", {a,b,level}]; 
  1/0; 
 ]; 
 1 /; False) 
*) 
(* To put together the logs.  This will be used in recognition of (Radical) Log Derivatives. *)  
定义 Clog 函数 
定义 CollectLog 函数 
 
 
流程：To do Re[x+I y] = x instead of -Im[y]+Re[x]  
定义 myRe函数 
定义 myIm函数 
 
流程：To extract the first vector with the first entry non-zero 
定义 FirstWithNonZeroFirstEntry 
 
流程： To extract the first vector with the first two entries non-zero 
 
流程：To extract the first vector with the first entry 0 and second entry non-zero 
定义 FirstWithZeroFirstEntryAndNonZeroSecond 函数 
定义 RationalMultipleCoefficients 函数 
  
流程： 
Return a non-zero rational number r such that the coefficients of t^i, i = n,..,m in q are the same 
as those of  
   p times r, otherwise returns $Failed. 
   Example: p = 1 + 7 x + 3 x^2 + 4 x^3 and 
q = 2/3 + (14/3)x + 2 x^2 + (8/3) x^3  
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   then RationalMultipleCoefficients[p,q,x,1,3] returns 3/2 i.e. {3, 4} = (3/2){2, 8/3} *)  
 
流程：Returns the linear factors of 'p' as a polynomial in 'z' 
定义 PolynomialLinearFactors函数 
引用 Algebra`Polynomial`NestedTermsList 
 
流程：Returns the integer roots of a polynomial 'p' in 'z'. 
定义 IntegerRootsPolynomialQ 函数 
 
流程：Returns the rational roots of a polynomial 'p' in 'z' 
定义 RationalRootsPolynomialQ 函数 
 
**********************Recognizing The Monomials Extensions ************************* 
定义 PrimitiveMonomialQ 函数 
定义 HyperExponentialMonomialQ 函数 
定义 HyperTangentMonomialQ 函数 
 
***********************Recognizing Normal And Special Elements********************** 
定义 SpecialElementQ 函数 
定义 NormalElementQ 函数 
定义 ReduceElementQ 函数 
定义 SimpleElementQ 函数 
 
*************Recognizing Log Derivatives And Log Derivatives Of k (t)-Radicals************* 
**** Auxilary Functions for recognition of Log Derivatives and of Radical Log Derivatives******* 
定义 ToCollectLog 函数 
 
流程：Primitive Case for Log Derivatives 
定义 PolynomialLogDerivativeTest 函数 
定义 PrimitiveMonomialQ 函数 
注释：This function has very specific entries and scope.  It is intended to be used by 
LogarithmicDerivativeQ  and NOT to be visible to the user. For that reason it doesn't 
have conditionals that check that the entries are valid. 
定义 LogarithmicDerivative函数 
 
流程：HyperTangent Case for Log Derivatives 
定义 PolynomialLogDerivativeTest 函数 
定义 HyperTangentMonomialQ 函数 
注释：This function has very specific entries and scope.  It is intended to be used by 
LogarithmicDerivativeQ  and NOT to be visible to the user. For that reason it doesn't 
have conditionals that check that the entries are valid. 
 
流程：HyperExponential Case for Log Derivatives 
定义 PolynomialLogDerivativeTest 函数 
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定义 HyperExponentialMonomialQ 函数 
注释：This function has very specific entries and scope.  It is intended to be used by 
LogarithmicDerivativeQ  and NOT to be visible to the user. For that reason it doesn't 
have conditionals that check that the entries are valid. 
定义 ParametricLogarithmicDerivative 函数 
 
流程：Primitive Case for Radical Log Derivatives 
定义 PolynomialRadicalLogDerivativeTest 函数 
定义 PrimitiveMonomialQ 函数 
注释：This function has very specific entries and scope.  It is intended to be used by 
LogarithmicDerivativeQ  and NOT to be visible to the user. For that reason it doesn't 
have conditionals that check that the entries are valid. 
定义（或引用）RadicalLogarithmicDerivativeQ 函数 
 
流程：HyperTangent Case for Radical Log Derivatives 
定义 PolynomialRadicalLogDerivativeTest 函数 
定义 HyperTangentMonomialQ 函数 
注释：This function has very specific entries and scope.  It is intended to be used by 
LogarithmicDerivativeQ  and NOT to be visible to the user. For that reason it doesn't 
have conditionals that check that the entries are valid. 
定义 RadicalLogarithmicDerivativeQ 函数 
 
流程：HyperExponential Case for Log Derivatives 
定义 PolynomialRadicalLogDerivativeTest 函数 
定义 HyperExponentialMonomialQ 函数 
注释：This function has very specific entries and scope.  It is intended to be used by 
LogarithmicDerivativeQ  and NOT to be visible to the user. For that reason it doesn't 
have conditionals that check that the entries are valid. 
定义 ParametricLogarithmicDerivative 函数 
 
*** End of Auxilary Functions for recognition of Log Derivatives and of Radical Log Derivatives*** 
Recognition of Logarithmic Derivatives  
【注释】If the last two entries are empty, then we are in the constant field (call it C).  So, D (c) = 
0 for every element and therefore if f !=0 then it cannot be a logarithimic derivative of an 
element in C.  Also, since we know that  D (1) = 0 always (doesn't matter what type of 
derivation we have) then it is safe to assume the following. 
 
定义 LogarithmicDerivativeQ 函数 
定义 LogarithmicDerivativeQ 函数 
定义 IntegerRootsPolynomialQ 函数 
引用 ResidueReduce函数 
引用 PolynomialLogDerivativeTest 函数 
 
【注释】If the last two entries are empty, then we are in the constant field (call it C).  So, D (c) = 
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0 for every element and therefore if f !=0 then it cannot be a logarithimic derivative of C - radical.  
Also, since we know that D (1) = 0 always (doesn't matter what type of derivation we have) then 
it is safe to assume the following。 
 
定义 RadicalLogarithmicDerivativeQ 函数 
 
流程：Recognition of Log Derivatives for k (t)-radicals 
定义 RadicalLogarithmicDerivativeQ 函数 
引用 RationalRootsPolynomialQ 函数 
引用 ResidueReduce函数 
*********End of Recognizing Log Derivatives and Log Derivatives of k (t)-radicals************* 
 
**************************Recognizing  Derivatives****************************** 
******************** Auxilary Functions for recognition of derivatives****************** 
流程：primitve and hyperexponential case 
定义 FirstDerivativeTest 函数 
定义 PrimitiveMonomialQ 函数 
定义 HyperExponentialMonomialQ 函数 
定义 IntegratePolynomial 函数 
 
流程：hypertangent case 
定义 FirstDerivativeTest 函数 
定义 HyperTangentMonomialQ 函数 
引用 IntegrateHypertangentReduced 函数 
 
流程：primitive case 
定义 SecondDerivativeTest 函数 
定义 PrimitiveMonomialQ 函数 
注释：NOTE: This function has very specific entries and scope.  It is intended to be used by 
DerivativeQ and not by the users. 
定义 LimitedIntegrate函数 
 
when deg (Dt) >= 1 
定义 SecondDerivativeTest 函数 
 
************** End of Auxilary Functions for recognition of derivatives ******************* 
流程：If the last two entries are empty, then we are in the constant field (call it C).  So, D (c) = 0 
for every element  and therefore if f !=0 then it cannot be a derivative of an element in C.  Also, 
since we know that D (1) = 0 always (doesn't matter what type of derivation we have) then it is 
safe to assume the following. 
 
定义 DerivativeQ 函数 
定义 PrimitiveMonomialQ 函数 
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【注释，可以改进 的地方】 
This function uses IntegratePolynomial which, as of today, is only implemented for Primitive 
monomials. 
引用 RationalFunctionQ 函数 
引用 Derivation函数 
引用MonomialHermiteReduce函数 
引用 FirstDerivativeTest 函数 
**************************End of Recognizing of Derivatives ************************** 
 
 
*************** Recognizing  If Irreducible Specials are of the first kind******************* 
流程：Primitive Case 
引用 IrrSpecialsAreOfFirstKindQ 函数 
引用 定义 PrimitiveMonomialQ 函数 
 
流程：HyperExponential Case 
引用 IrrSpecialsAreOfFirstKindQ 函数 
引用 定义 HyperExponentialMonomialQ 函数 
【注释】In the HyperExponential case i.e. D[t] = a*t for a in k, we have Sirr = {t}.  Since the only 
root of t is alpha=0, then p_alpha[t] = (D[t]-D[alpha])/(t - alpha) = a*t/t = a.  So we only need to 
check that D[t]/t is not a logarithimic derivative of k-radicals. NOTE:  We need to implement 
RadicalLogarithmicDerivativeQ for Hyper Exponential Monomials 
 
NOTE:  We need to implement RadicalLogarithmicDerivativeQ for Hyper Exponential Monomials  
 
引用 定义 RadicalLogarithmicDerivativeQ 函数 
【注释】In the HyperTangent case i.e. D[t] = a (t^2+1) for a in k, we have (assuming I = Sqrt[-1] 
not in k) Sirr = {t^2+1}. Since the only roots of t^2+1 are alpha (+-) = (+-)I, then p_alpha (+-)[t] = 
(D[t]-D[alpha])/(t - alpha) = a (t^2+1)/(t -+ I) = +- 2aI. So we only need to check that 2I 
(D[t]/(t^2+1)) = 2aI is not a logarithimic derivative  of a k (I)-radicals. 
 
2.3 RationalIntegration.m 分析 
Comments:速度问题存在，现在版本虽然速度慢但是有效，为了避免高速版本出现错误，所
以保留了现在的版本 
【说明】Chapter 2 的一些算法 
 
**********************************Chapter 2************************************* 
【Kernel】 
Function 
Cases 
RootSum 
Evaluate 
Catch 
Throw 
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PolynomialMod 
2ArcTan 
 
【Definite】 
HermiteReduce 
IntRationalLogPart 
LazardRiobooTrager 
IntegrateRationalFunction 
LaurentSeries 
FullPartialFraction 
LogToAtan 
Horowitz-Ostrongadsky （被注释掉了） 
slowIntRationalLogPart（被注释掉了） 
IntRationalLogPart（被注释掉了） 
 
【From other places】 
PolyDivide 
PolyContentPP 
deg 
fastExtendedEuclidean 
PolyInt 
NumberatorDenominator 
IntRationalLogPart 
fastSubResultantPRS 
Square 
NumeratorDenominator 
ZeroPolynomialQ 
PolyInt 
DRPrint 
****很重要的一个函数: Calculus`Albi`Rational`Log2ArcTan***************** 
 
 
【说明】 
定义 HermiteReduce函数 
定义 IntRationalLogPart 函数 
 注： 
 ？奇怪的地方：First /@ DeleteCases[FactorList[Q],u_/;FreeQ[u,t]] 
假设：num的次数小于 den 的次数，den不等于 0，并且 den is squarefree and coprime 
with num 
定义 LazardRiobooTrager 函数（Lazard—Rioboo—Trager algorithm） 
定义 IntegrateRationalFunction 函数（有理函数积分，输入 f（属于 Q（x）），返回它的积分值） 
 中间有奇怪的注释：Get[NotebookDirectory[]<>”\\Albi\\Rational\\intSubRat/m”] 
       ans(not simplified) 
       通过 Calculus`Albi`Rational`Log2ArcTan[ans,x]输出答案 
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定义 LaurentSeries函数 
定义 FullPartialFraction 函数 
定义 LogToAtan函数 
定义 Horwitz—Ostrongradsky Algorithm 函数（被注释掉了） 
 Given A,D in Q[x] with deg (A)< deg (D), D nonzero and 
   coprime with A, return g,h in Q (x) such that A/D-dg/dx+h 
   and h has a squarefree denominator. *) 
定义 slowIntRationalLogPart 函数 Lazard-Rioboo-Trager algorithm（被注释掉了） 
   Given A,d in Q[x] with deg (A)<deg (d), d nonzero, squarefree and coprime 
   with A, return Integrate[A/d,x] *) 
定义 slowIntRationalLogPart 函数（被注释掉了） 
 Lazard-Rioboo-Trager algorithm 
 
 
2.4 pmint.m分析 
【准备，整体说明】 
引入库 
<<Misc.m 
<<AlgebraicPrelim.m 
<<RationalIntegration.m 
 
This package was written by Luis A. Medina and Sasha Pavlyk. 
 
Functions included in this package are: 
pmint[f,x] 
 
********************* Auxiliary Functions 辅助函数******************************* 
【程序流程】Auxiliary Functions 辅助函数 
【Kernel】 
Derivative 微分函数 
Log 自然对数函数 
_ 可替代部分 
 
【definite】 
exp函数及规则 
 
【说明】 定义 exp：1.exp 的微分 is exp  2.exp^(a+b)=exp^a*exp^b 3.exp^(log x)=x 
 
[definite]candidateTower 
candidateTower[f_,x_,t_]:=Module[{vars,terms,deriv,newF,limitList,list,F,dterms,count=0} 
 
[Kernel] Module  
Module  
指定 expr 中符号 x、y、... 出现的位置应被当作局部值. 
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[Kernel]Exp 
[Kernel]:> 
[Kernel]Select[list,crit] 选择在 crit 函数作用下正确的变量 
[Kernel]PolynomialQ[expr,var] 如果 expr是 var 的多项式，返回 true，否则返回 false 
[Kernel]Union  Usage: give a sorted list of all the distinct elements that appear in any of the 
      
[Kernel]Flattern   Usage:flattens out nested lists 
【特殊符号 Kernel】$Failed is aspecial symbol returned by certain functions when they cannot 
do what they were asked 
[Kernel]D() Usage:gives the partial derivative       
[Kernel]Map  Usage:Map[f,expr] of f/@expr applies f to each element on the first level in expr 
将 f 作用于每一个元素上 
   Map[f,expr,levelspec]  Usage:applies f to parts of expr specified by levelspec 
[Kernel] Range 在一个范围内列出数表 
[Kernel] Length[expr]  Usage:计数功能 gives the number of elements in expr 
[Kernel] Thread[f [args]]  Usage:“threads” f over any lists that appear in args 与 Map相比，
threads 更注重于单纯的匹配而不是实际的作用 
【Rule】[Kernel] ->  lhs->rhs or lhs->rhs represents a rule that transform lhs to rhs 
[Kernel] HoldPattern[expr]  Usage:HoldPattern[expr] is equivalent to expr for pattern marching, 
but maintain expr in an unevaluated form 模式的定义和模式相同性的判断 
[Kernel] Power(^) 指数函数 
[Kernel] Times 连乘 
【符号】[Kernel]    apply 作用的符号 
[Kernel] List {} 列表 
[Kernel] Fold Usage: 给出 Foldlist 的最后一个元素，Foldlist 是一个很奇怪的展开操作 
[Kernel] Join: 合并集合，可以设置等级 
 
[From other places] 
myVariables 
Subset 
RationalFunctionQ 
 
【说明】candidateTower： 1.F is the integrand ( , is the integrand) 2.x 是积分中的
自变量 3.t 用于定义新的自变量为 t[1],t[2]…用于进行域扩张。 
输出结果为 1.将 F 用新的变量表示出来 2.加入的新变量是为了积分的计算，在最
终结果中还要换成最初的变量 3.最后的输出结果的最后两个元素的形式为{x,t[1],t[2],..} 
and {1,D[t[1]],D[t[2]],..}，目的是 produce the Total Derivation 
 
计数器设置 <=15（这个应该是可以通过大量统计进行优化的），如果高于 15 次就
结束，return Failed 
   
 [Kernel] Clear Usage:Clear[symbol1,symbol2,…] clears values and definitions for the symbol 
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[From other places or definite] 
ToIndertsAndDerivation，在这里重新定义了一下 ToIndertsAndDerivation 
 
【说明】先 clear ToIndertsAndDerivation，进行重新定义 
 
[definite] ToTerms 
[definite]denD  
[Kernel]PolynomiaILCM 最小公倍数 
[Kernel]Denominator 取分母 
[Kernel]Together 计算和式并以公分母分式形式表示，并消去公因子 
 
【说明】定义 derivations_List derivations 是 t[i]微分的列表 
************************** End of Auxiliary Functions ******************************* 
 
**************************Parallel RIsch****************************************** 
【Kernel】 
Return  Usage:返回函数值 
DeleteCases  [expr,pattern] 移除 expr中任意满足形式的元素，可以设置等级，数量 
Rest [expr]移除第一个元素，返回剩余元素 
Tan 
 
【Definite】 
pmint[f,x] 
 
【From other places】 
RationalFunctionQ 
IntegrateRationalFunction 
TrigToTan 
ToIndetsAndDerivation 
INT 
denD 在上文的辅助函数部分定义了这个函数 
getSpecial 
ToTerms 
pmIntegrate 
 
【说明】This is a version of Parallel Integration.这是平行算法的一个版本 
首先定义 pmint 函数 
 
**************************得到 Darboux 多项式********************************* 
【Kernel】 
With [{x=  ,y=     },expr]  用  等替代 expr中出现的符号 
Sequence[expr1,expr2,…] 将参数序列自动拼接到函数 
Null 是一个符号，用来指明一个表达式或结果不存在，在普通输出中它不显示 
First [expr] 返回表达式中的第一个元素 
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Scan [f,expr] 将 f 应用到 expr的每个元素上并对其进行计算 
【辨析】Map [f,expr]或 f/@expr 将 f 应用到 expr中第一层的每个元素 
 Thread[f[args]] 将 f 线性作用于任意出现在 args 中的列表，线性这个说明很关键，
下面以这个例子进行说明 
   
In[3]:=  
 
Out[3]= 
 
 
Last  返回 expr的最后一个元素 
Max  取最大值 
Numerator 返回分子 
Total 计算 list 中元素之和 
Table 列表运算 
I 虚数单位 
【再次说明】Module[{x,y,…},expr] 
 指定 expr中符号 x,y,…出现的位置应被当做局部值 
 
Reap [expr] 给出表达式 expr的值， 
Sow 
 
Collect [expr,x] 把匹配 x 的对象的相同幂的项组合到一起 有扩展形式 Collect[expr,{x1,x2,…}] 
Collect[expr,var,h] 
  例: In[1]:=Collect[ax+by+cx,x] 
   Out[1]:=(a+c)x+by 
   
Alternatives  一个很神奇的东西 p1|p2|…是一个模式对象，用于代表任意模式 pi，例子 
In[1]:=  
 
Out[1]= 
 
Flatten   [list]压平嵌套列表，有复杂结构[list,n],[list,n,h],[list{{s11,ss12,…},{s21,s22,…}}] 
   例 Flatten[{{a, b}, {c, {d}, e}, {f, {g, h}}}]={a,b,c,d,e,f,g,h} 
DeleteCases    [expr,pattern] 删除 expr 中与 pattern 匹配的所有元素，有复杂结构
[expr,pattern,levelspec],[expr,levelspec,n] 
Outer  [f,list1,list2,…] 给出 listi 的广义外积，形成列表最底层元素的所有可能组合，并把
它们作为 f 的自变量，有复杂结构 Outer[f,list1,list2,…,n],Outer[f,list1,list2,..,n1,n2,…] 
Quiet [expr]在后台处理 expr，不输出多产生的任何信息，有复杂结构[expr,{s1::t1,s2::t2,…}]，
 [expr,”name”]例： 
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LinearSolve  [m,b]求解矩阵方程 mx==b 的 x 
Head  [expr] 给出 expr的头部，例 
    
 
Drop  [list,n] 去掉 list 的前 n 个元素 [list,-n]去掉 list 的后 n 个元素 [list,(n)] 去掉 list 的第 n
个元素还有其它的复杂结构 
FactorList  [list]给出一个多项式的因子及它们的指数组成的列表，例： 
    
Extension  是各种多项式和代数函数的一个可选项，它指定所使用的代数数域的生成器 
      是一个非常重要的函数，例 
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Most  [expr]给出去掉最后一个元素的 expr 
Squence  [expr1,expr2,…] 表示将参数序列自动拼接到函数，例 
       
 
【Definite】 
tryInteger[f_,lv_List,ld_List,q_,cand_,lunk_,l1_,l2_,ls_,k_]  
  k是要加入的新变量 
 
【From other places】 
getSpecial 
pmInteger 
DRPrint 
splitFactor 
deflation 
totalDeg 
enumerateMonoms 
INT 
tryIntegral 
Derivation 
myFactors 
PolyCoeffs 
 
 
【这部分潜在的问题】 
(* can we estimate the expected number of monomials ?  *)  
(* we should not attempt solving the linear system if the number of such monomials exceeds 500. 
-- Sasha *) 
 
 
【说明】 
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根据 DRPrint 输出的内容可以大致推断程序的目的，这里输出的就是如果单项式的数目大于
800，就输出积分失败，当然积分本身是存在潜在的可行性的，只是可能需要太长的时间，
800 这个限制是可调的，和前面的 15 是一样的 
 
lu=Union[lunk, Table[BB[i].{I,Length[candlog]}]] (funky way of avoiding doing big Together…一种
避免过大的有效的方法) 
 
【截止标识】 
enumerateMonoms[ {}, deg_ ]:= {1}; 
enumerateMonoms[lv_List,deg_] := Module[{i, v = Most[lv]},  
(* Calculate all the monomials in variables "lv" such that the TOTAL deg  
   is less than or equal to "deg" *)  
 Union[enumerateMonoms[v,deg],  
  Sequence @@ Table[Last[lv]^i*enumerateMonoms[v,deg-i], {i,deg} ]  
 ] 
] 
 
****************************************************************************** 
【Kernel】 
PolynomialQuotient  [p,q,x]求关于 x 的多项式 p除以 q的商，去掉余项 
PolynomialGCD   [poly1,poly2,…]给出多项式 polyi 的最大公约式 [poly1,poly2,…, Module->p]
计算按素数 p求模的最大公约数 
Exponent  [expr,form]用来给出 expr 展开式中出现的 form 的最大幂，[expr,form,h]把 h 应用
到 expr中 form所出现的指数集上，例 
   
 
【Definite】 
splitFactor 和之前的 splitFactor 不一样 
mainVar 
 
 
【From Other Places】 
Derivation 
PolyContentPP 
 
 
【说明】 
最开始定义的 splitFactor 和之前的 splitFactor 非常像，但是不是同一个 
 
 
【Kernel】 
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【Definite】 
deflation 
Derivation 
PolyContentPP 
 
【From other places】 
minVar 
 
【说明】该部分的目的是 Calculate the deflation of p with respect to the “new derivation” 
 
 根据以上的分析及说明，整理，为之后的改进工作打下了一个良好的基础。需要注意的
是上述实现只是 Albi 实现的一种实现过程，具体的流程会依照实现的不同而略有差异。 
 
 
3.在 maTHmU 内核上调试出现的问题 
注：行号为代码行的大致位置 
 由于 maTHmU 内核的底层函数及标识符出现问题，所以并没有完成在 maTHmU 内核上
的实现工作。主要出现的问题为识别，匹配函数出现了问题，例如一个典型问题为三个下划
线___匹配模式的未实现所产生的 Bug 在整个程序中出现了多次。下面所列举的 Bug 为调试
中出现的全部 Bug，为下一步开展内核的完善工作打下了基础。 
**************************************************************** 
【Riboo.m】 
在 Calculus目录下注明了一处 Bug 
 
**************************************************************** 
【Misc.m】 
112-118 
TanToTrig[tan[y_]/(1 + tan[y_]^2)] := (1/2) Sin[2y]; 
TanToTrig[2 tan[y_]/(1 + tan[y_]^2)] := Sin[2y]; 
TanToTrig[(1 - tan[y_]^2)/(1 + tan[y_]^2)]:= Cos[2y]; 
TanToTrig[1+tan[x_]^2]:= Sec[x]^2; 
TanToTrig[(1 + tan[y_]^2)/(1 - tan[y_]^2)]:=Sec[2y]; 
TanToTrig[(1 + tan[y_]^2)/(2 tan[y_])]:=Csc[2y];  
TanToTrig[(1 - tan[y_]^2)/(2 tan[y_])]:= Cot[2y]; 
TanToTrig[e_]:=e 
 
经过调试，发现问题在于/的使用，像 TanToTrig[Tan[y_]] := (1/2) Sin[2y]是可行的 
 
152 RationalNumberQ[___] := False 
    修正为 RationalNumberQ[_] := False 
    准确的说是三个下划线的情况没有实现 
 
214 CLog[a_ Log[b_]] := Log[b^a]; 
    修正为 CLog[a_Log[b_]] := Log[b^a];去掉一个空格 
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**************************************************************** 
【RischDE.m】 
592 RischDE[___]:= NoSolution; 
    修正为 RischDE[_]:= NoSolution; 
    准确的说是三个下划线的情况没有实现 
 
**************************************************************** 
【ParametricProblems.m】 
 
90  ParamRdeSpecialDenominator[___]:= NoSolution 
    修正为 ParamRdeSpecialDenominator[_]:= NoSolution 
    准确的说是三个下划线的情况没有实现 
344 行  {h, DeleteCases[A, {0..}]} 
384 行  {h, DeleteCases[A, {0..}]} 
407 行  {h, DeleteCases[A, {0..}]} 
462 行  {H, DeleteCases[AA, {0..}]} 
550 行 indx = Intersection[Position[h, 0, {1}], Position[Transpose[AA], {0..}, {1}] ];  
另外的 bugs参见前一文档 
 
***************************************************************** 
【RischDE.m】 
 
562 ParamRischDE[___]:=NoSolution; 
    修正为 ParamRischDE[_]:=NoSolution; 
    准确的说是三个下划线的情况没有实现 
 
588 LimitedIntegrateReduce[___]:= NoSolution 
    修正为 LimitedIntegrateReduce[_]:= NoSolution 
    准确的说是三个下划线的情况没有实现 
 
667 LimitedIntegrate[___] := NoSolution 
    修正为 LimitedIntegrate[_] := NoSolution 
    准确的说是三个下划线的情况没有实现 
 
**************************************************************** 
【SymbolicIntBook.m】 
65 OrderNu[___] := $Failed 
   修正为 OrderNu[_] := $Failed 
   准确的说是三个下划线的情况没有实现 
 
**************************************************************** 
【pmint】 
178 getSpecial[___] := Null; 
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    修正为 getSpecial[_] := Null; 
    准确的说是三个下划线的情况没有实现 
 
**************************************************************** 
【Integrate.m】 
IntegrateList 出问题了 
 
*************************************************************** 
<< Path["../Polynomial/mUPolynomial.m"]出问题了 
在执行$SolutionFormula 这一行的时候出现问题了 
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2.3 Rubi系统 
 如之前所说 Albi 系统在代数函数方面现在有一定的理论和实现的不完备性，例如在
pmint 实现的框架下，连最简单的
p
x也是无法处理的，另外加之 pmint 实现只是对完整算
法的一个近似实现，所以我们考虑在 Albi 系统的基础上，引入规则匹配式算法进行补充，
最终达到建立起一个尽可能完善的符号积分系统的目的。 
 
2.3.1 Rubi系统综述 
 由于 Rubi 系统不是我们研究工作的重点，所以对于 Rubi 系统，我们不进行详细地介绍，
只从总体出发，针对关键性地方进行阐述。 
Rubi 系统的关键部分为： 
Ⅰ.Look-up tables           查表 
Ⅱ.Rule-based rewriting    规则设定 
Ⅲ.Algorithmic methods   算法 
Ⅰ. Look-up tables 
Rubi 系统的一个突出的优势地方就是采取了新的模式匹配的方法，采取一种辨识网的
机制，对新型进行储存和检索，从而达到最快模式匹配的目的。例如，所有在数学表述上适
用于 sin(u)这种形式的表达式都会被当做树状结构的一个分支，所有的微分规则在另一个分
支，所有的积分规则在其它分支。 
 
Ⅱ. Rule-based rewriting   
常规的规则匹配的符号积分系统，由于实现起来较为粗糙简单，导致大量被积函数无法
通过运算得到积分，同时可能因为规则设置不当的问题，导致出现死循环的情况，严重影响
了系统的运行效果。Rubi 系统则是通过建立明确的规则，使用更为有效的模式匹配的方法
大大优化了模式匹配理念的具体实施过程。 
 
 In RUBI (Rule-Based Integrator): 
Rubi 系统中包含约 1400 约化规则 (A->B),，大小约为 554Kb。具体结构包括以下三个部
分： 
- Conditions: 1. 转换有效性条件 2. 约化限制条件 
- Transformation 
- Comments 
另外规则还要满足：使用函数式定义、限制有效域、限于化简、使用局部变量、保持规
则之间的互斥性。 
 
 以具体的规则为例说明 Rubi 设置规则的合理性： 
 
 1.每一条规则形式简单，左右各有明确的数学表达，避免循环，条件分支结构的出现而
导致规则的复杂化，表达清楚，简单，便于计算机代数系统进行匹配理解。 
2.规则中将变量限制在特定区域，保证了变量定义的合法性，比如 说这
条规则使用的条件必须是“Z 是纯虚数或者位于复平面的右半平面”，避免了例如 Maple 中
出现‘square-root bug’的问题。 
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3.限制化简和对局部变量的引用。 
4.规则之间相互独立，保证规则的添加，移除或修改不影响其它规则。一个规则作用的
结果不会是另一条规则生效的条件。 
 以上的这些措施保证了变换规则定义的实用性，在规则定义方面起到了极大的优化效果。 
  下面使用规则的具体例子以及一部分规则： 
 例： 
 
    
        
             
                                                         
规则： 
  
Ⅲ. Algorithmic methods 
在实际运行过程中，每一个分支将会根据其具体形式进行递归式的细分操作，采取这种
机制，时间复杂度会保持在 log(n)的水平，n取决于知识库中规则的数量。 
 当然不能否认的是，Rubi的问题也是客观存在的，以下是一个被虚拟机发现的
Rubi=Rubi2（最新的Rubi版本为Rubi3）中 Bug 的类型总结： 
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1.崩溃（Mathematica 内核崩溃，关闭） 
2.几种类型结果糟糕的输出 
3.（无限运行）Loops在 10 个小时之后依然没有结果的输出 
4.数学上错误的输出 
5.基本数学性质的错误 
6.Rubi产生自己的警告信息 
7.高达几百兆的输出结果 
8.不必要的大系数 10^500 
9.独立的操作影响Rubi的输出结果 
10.不能计算一些新的被积函数 
 Rubi 系统的流程非常清晰，被积分式—>知识库，并在知识库中反复进行递归匹配操作，
虽然理念简单，但是规则设立的科学性和新模式匹配结构的使用，使 Rubi 系统的效率非常
高，同时可积函数范围随着知识库的扩充而不断变大。在实际测试中，Rubi 系统以超过 99%
的成功率明显优于 Maple，Mathematica 等主流计算机代数系统所采用的积分规则系统（2011
年 9 月，Maple13，Mathematica 7）。当然这个测试有其片面性存在，但从这引出了一个符
号积分系统甚至是计算机代数系统的一个新的分支—测试系统的建立，这将在 2.3.3 小节中
进行详细的说明。 
 
 
2.3.2 未来改进的方向 
Ⅰ.动态规则加载 
 现阶段 Rubi 在运行的时候要将所有的规则（52 个脚本文件）加载进来，非常占用启动
时间。规则的编写是以函数类型进行分类，所以在使用过程中大部分规则没有使用，只有和
被积函数类型相关的一些规则在具体的操作过程中能够起到作用。 
 所以为优化 Rubi 系统的启动效果，考虑引入动态启动模式，虽然 Rubi 系统在实际运行
中可能会调用多条规则，但是调用的规则都是与被积函数的形式相关的，或者是与被积函数
的类型相同，或者是被积函数在进行规则转换过程中可能出现的函数形式，所以根据输入的
被积分式类型就可以过滤掉相当一部分的无用规则，比如输入三角函数作为原函数时，就可
以将特殊函数部分的规则过滤掉。  
  
Ⅱ.Rubi 规则的添加 
 Rubi 系统能够解决的积分问题的范围严重依赖于规则中是否有针对该种情况的规则的
存在，所以知识库的范围决定了 Rubi 系统解决积分问题的能力。这也是 Rubi 系统的局限性
所在，Rubi 系统的理念就是针对可能出现的问题预备好处理方案，而不是完整的 Albi 系统
在理论上可以针对出现的问题预备好处理的方法。当然，通常出现的实际问题的范围毕竟是
有限的，所以 Rubi 系统这种思想也是有很强的使用价值和实现的便捷性的。所以增强 Rubi
系统的功能的关键就是在与进一步完善知识库。 
 由于 Rubi 系统的被动性，Rubi 系统的改良也相对被动。最好的改良方案就是通过不断
的测试寻找具体的，不能解决的实际问题，再结合实际问题完成规则的添加，从而增强 Rubi
系统的功能。 
 这种优化并不是没有意义的，如果 Rubi 系统的实现效果能够进行进一步的改进，那么
就可以在完整的积分系统的构建过程中，作为预处理和第一步处理采取的方案，而避免 Albi
系统在时间上损耗较大这个问题。这种改良对于积分系统的整体来讲，是非常有价值的。 
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2.3.3 新概念：建立测试系统 
在刚刚的介绍中也提到了一个测试的问题。这个不定积分的测试包括超过 1 万个积分问
题，包括有理函数，代数函数，初等函数和特殊函数积分。测试样例的生成是通过Rubi实
现的。随着新的规则被添加到Rubi中，每一个方面关于新规则的测试样例也会加入到测试
之中。 
在这些文件中对比了三个系统的运行结果。根据 ADR 的反馈，Rubi产生了 0.2%的麻烦
结果和 0.0%的错误结果。与之相对的，根据 ADR，在 Maple 13 的运行结果中，28.6%的结果
形式是糟糕的，2.6%的结果是错误的。在 Mathematica 7 的运行结果中，这两项数值分别为
24.4%和 0.9%。以我们的观点看，0.2%和 0.0%这两个数字说明了甚至世界顶尖的程序员也没
有能力识别自己代码中的错误。 
因为测试样例是由Rubi生成的，所以Rubi在测试中的良好变现是自然的。但是毫无疑
问的是仍然有很多Rubi不能解决的积分问题。当然，在这里提供的和主流商业软件的对比
结果依然是有一定参考价值的。 
构造任意多的特定计算机代数系统可以解决而其它计算机代数系统不能解决的问题是
简单的，所以当对比不同计算机代数系统的性能的关键是测试样例的中和性和在测试文件中
的最佳结果的质量。 
因此，一个不定积分测试的文件的建立是有必要的，每一个人可以贡献无冗余的问题和
最佳的不定积分结果。那么当一个计算机代数系统的新版本发布的时候，公众可以通过这个
文件对其进行测试。一个典型的计算机代数系统的实现者也会通过测试文件提高产品的质量，
所以对于每一个这个提议都是有好处的。最终，这样的公共测试网站应该对于数学的所有领
域都建立起来，从而优化计算机数学的功能和实现。 
从这个例子中，我们可以认识到计算机代数系统的一个新的重要分支的萌芽：建立一个
客观，丰富，质量较高的测试系统也是计算机代数系统的测试过程所要达到的一个新的层次。
从例子中看出，现在的主流测试存在一个主要问题就是测试的客观性不能保证。构造任意多
的特定计算机代数系统可以解决而其它计算机代数系统不能解决的问题是简单的。这样的测
试的价值是有限的。其它的测试手段，比如将被积函数进行积分操作之后，再进行求导操作，
并与被积函数进行比较。都具有一定的局限性，因为根据计算数学的基本原理，不存在比较
任意两个数学表达式是否相同的方法。不能通过这种方法绕过一个完备测试系统建立这一环
节。主流的计算机代数系统，如 Maple 都有自己的一套测试系统。并且在这种测试系统的
环境下可以人为地改变积分结果的形式，从而以一个最优，最人性化的结果来进一步衡量积
分系统的优劣性，从而进一步改良积分系统。 
同时这种思想，即计算机代数系统和测试系统的对称建立也是一条可行的开发一个计算
机代数系统的途径，可以扩展到计算机代数系统的各个功能上去，这说明了这种思想的普遍
性。 
 
 
2.4 如何建立一个完整的符号积分系统 
 由于现阶段 Albi 系统和 Rubi 系统各自的局限性，单靠其中一个系统实现一个较为完整
的符号积分系统是不现实的。所以在 SAINT 和 SIN 的系统框架及刘维尔定理思想的启发下，
自然产生一种结合两者之长建立完整符号积分系统的想法，这个想法的实现的关键就是合理
调用两套系统，合理分配子任务。 
 为解决这个关键性问题，引入总控制台的理念，实现任务的合理划分。初始设计流程如
下： 
 1.分别使用两套系统对问题进行独立求解 
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 进行这一步骤的时候自然有一个调用顺序的问题，调用的顺序要依靠两套系统的实现情
况的比较，需要比较的因素主要有，可积分的函数范围，结果表达形式的优劣以及时间花费
这三个方面。这提供了设计具体步骤的一个自由度，同时这也为下一步的拆分提供了一个依
据。就现阶段而言，Rubi 系统的使用应该优于 Albi 系统，另外如果被积函数是超越函数，
那么自然优先调用 Albi 系统，反之是代数函数，自然优先调用 Rubi 系统。由此可见，比较
的原则是很丰富的，既有客观的实现情况，更有对于具体问题的分析。所以这一步的实现类
似于 Rubi 系统的规则比较 ，选择最优的分支进行操作 
 那么如果第一次尝试就得出了一个结果，为什么还要再调用第二套系统并进行之后的流
程呢？这就涉及到一个实用性的问题。主要因为至少要进行一次积分结果优劣性的比较。在
保证时间和结果的正确性的前提下，需要进行结果形式的比较。因为通过不同途径得到的结
果，其形式上的差别是相当大的，当然其中会有一个结果是最接近与使用者心中的结果的。
例如，下列情况：
 
通过Mathematica 内置的 Integrate函数，Rubi 系统，Albi 系统结果的比较有明显的差别。当
然如果时间因素是主导因素，自然越快输出越好，结果形式自然不那么重要了。 
 那么怎样比较结果的优劣性呢？衡量的标准自然多种多样：1.根据结果的长度进行判断，
当函数的复杂程度相差不大的情况下，自然答案越短越好。2.根据一定规则进行判断，将使
用者的标准转化为具体的评价函数，比如在上例中x
2
¡ 1
2
Cos[x]Sin[x]和x
2
¡ 1
4
Sin[2x]这两个
结果，绝大多数情况下，我们认为第二个结果好一些，可以描述为：在使用函数复杂程度相
差不多的情况下，使用的函数数目越少越好。在现阶段，实现了第一条衡量标准。 
 另外设计这一流程还有另外的一个原因，如果将被积函数进行分拆，可能会产生数学上
的错误，例如
R
xxdx，
R
xxlnxdx均非初等函数，但是
R
xx(1 + ln(x))dx = xx为初等函数。  
 
2.主控制台利用刘维尔定理对于积分结构的估计，将被积分式的结构进行分拆，根据一
定的规则将子问题进行分配，利用两个子模块对不同的子问题分别进行处理。 
分拆的主要对象还是和形式的被积函数，分拆的主要根据还是函数的类型，即函数是代
数函数还是超越函数。 
 当然流程 2 是否调用，主要是根据流程 1 是否成功地得到一个答案和得到答案的形式是
否足够令人满意来决定是否调用流程 2，毕竟还是要有一定的时间损失的。同样如果时间因
素是主导因素，自然越快输出越好，结果形式自然不那么重要了。如果调用了流程 2，且得
到一个结果，注意要和流程 1 得到的结果进行比较，判断结果形式的优劣性，最后输出最优
的结果。  
 可见，总控制台的实际运行结果依赖于两套子系统实现的效果，如果 Albi，Rubi 两套系
统能够产生一个自己所能产生的最好的结果，那么总控制台的运行效果将达到最优，时间的
损失也会降低到最低。 
 当然，在最终答案输出之前，可以对结果在进行一次尝试化简，力争最优化的结果输出。
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由此可见，符号积分模块在计算机代数系统中一定程度上不是独立存在的，算法效率，化简
函数功能是否强大等各个因素都会影响符号积分系统的整体效果。 
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第三章  
 这一部分主要介绍的是对于 Albi 实现的一个改进方向及所需的数学知识，以及在前面
提到的代数函数积分的一些基本理论知识和符号积分系统下一步研究的一些方向。 
 
 
3.1.平行Risch算法的一个扩展版本 
 由于完整的 Albi 理论还有不完善的地方，实现的过程也相对困难，在实现过程中常用
Risch平行算法进行近似的实现。在我的实现过程中，就选择了 pmint 的思路进行实现，当
然由于是近似的实现，衍生出了很多扩展版本即功能上的完善版本，换言之即是对于完整
Albi 系统的不同方向的逼近实现，其目的都是为了尽可能地发挥 Albi 系统的优势。在这里我
们给出其中的一个扩展版本。 
 这个版本可以处理一大类递归版本无法处理的特殊函数。它们适用于一类特殊函数，
该类函数满足一个常微分方程组，并且允许函数之间存在一定的代数依赖性。这个结果就产
生了这种算法，例如，可以直接处理sin和cos，而不需要将他们重写为不同的函数。 
 
1.1.介绍 
令f为一个x的初等函数，换言之，只使用指数函数，对数函数，根式和标准的算术操
作。用初等项表示不定积分问题是指判定
R
fdx是否是一个初等函数，如果有的话，将
R
fdx
计算出来。这个问题首先由Risch解决，Risch提供的算法用F(x)的一系列塔状微分域扩张
中的元素表示被积函数f，其中F是一个常数域 
 f 2K =F(x)(µ1) ¢ ¢ ¢(µn) 
每一个µi活着是一个超越指数式（换言之，µ0i=thetai = u
0; u 2 F(x)(µ1) ¢ ¢ ¢ (µi¡1)），或者是
一个超越对数（换言之，µ0i = u
0=u;u 2 F(x)(µ1) ¢ ¢ ¢ (µi¡1)）或者在F(x)(µ1) ¢ ¢ ¢ (µn)上为代
数的。 
现在令f = p=q，其中p和q为µn中的多项式，p和q的系数在F(x)(µ1) ¢ ¢ ¢ (µn)中。算法
通过将求f的不定积分问题简化为找到F(x)(µ1) ¢ ¢ ¢ (µn)中函数的积分问题，但是算法解决问
题的方式使高度非平凡的。这意味着算法必须用一种递归式的方法运行。 
平行Risch算法有时被称为Risch¡Norman算法，不是将K作为一个塔状扩张，而是
作为一个同时用x; µ1; : : : ; µn对F进行的扩张： 
 K =F(x;µ1; : : : ;µn) 
算法的思想是通过检查被积函数的分母来找到积分的分母和任意可能在积分中可能出
现的对数项。接下来对数项的分子和常数因子可以通过解一个线性方程组得到，线性方程组
由系数比较生成。 
Davenport已经提出过允许tan直接在Risch算法的平行版本中使用这样的建议，目的
是避免用复指数表达三角函数，这意味着引入一个K上的生成元µ，满足µ0 =1+ µ2。因为
这既不是一个超越指数式或一个超越对数式，这个域扩张不适用于Risch算法的的经典版本。
但是这只是一个将平行Risch算法的一种可能的向一个更大范围的函数类上扩张的例子。 
 
1.1.1 函数满足一个常微分方程组 
因为算法的平行版本不以递归式实现为基础，所以没有必要将 µ0i限制到只依靠
x; µ1; : : : ; µi，我们允许它依赖于所有的µj： 
 µ01 = R1(x; µ1; : : : ; µn) 
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... 
 µ0n = Rn(x; µ1; : : : ; µn) 
Ri是x和µ1; : : : ; µn的有理函数。这允许任意满足以上形式的一个非线性微分方程组的函
数类的使用。已经注意到在平行Risch算法的情况下，µi不仅限于单项式扩张，作者没有看
到这一个在文献中提到的可能性，并且相信这个是一个新的观点。现在可能处理的函数包括
满足一个线性微分方程（具有任意阶数）的任意方程，例如，这使得可以将sin和cos直接引
入，通过 
 µ01 = µ2 
 µ02 = ¡µ1 
而不是用eix或tan x=2将他们表示出来。在这种情况下，这是以引入域的生成元之间
的代数相关性为代价做到的。注意到在这个例子中Q(x)½Q(x;µ1)½Q(x;µ1;µ2)不是一个
塔状的微分域扩张，因为µ01 =2Q(x;µ1)。 
其它能够以这种方式支持的函数为elliptic（椭圆积分），Jacobian elliptic（雅克比积
分函数），Bessel（贝塞尔函数）和相关函数，还有Lambert W（朗伯函数）。用之前的算
法处理的话，这些函数将会用它们的微分方程和他们之间的代数关系描述出来。通过以下的
例子可以看到具体的细节。 
 
1.1.2 代数相关性 
我们方法的另一个创新点是有一步额外的消去过程，将微分域的生成元之间的代数关系
生成的理想模掉，允许这样的代数扩张并且兼顾到函数之间的代数相关性，例如sinx和cosx。 
例如，如果我们在微分域Q(x;y)中进行函数处理，其中y =
p
1 + x，那么y2和x+1的
表达式应该是视为一致的。因此我们在比较系数时，要考虑y2 = x+1这个关系的存在。 
我们通过计算代数关系的理想的GrÄobner基来完成这一过程。在算法中，在系数比较之
前，将多项式通过用GrÄobner基简化为一个正常形式。 
 
附注： 
Fitch提到了他的实现可以处理更复杂的超越函数，如Dilogarithms函数，但是µi只依赖于
µj ; j · i。Bronstein的"Poor Man0s Integrator"和推荐算法一样也是可以处理相当大的
一类积分。 
 
 
1.2.算法的轮廓 
和Risch算法的递归版本一样，平行算法以刘维尔定理为基础 
 
定理（强刘维尔定理）令K为一个微分域，D为微分，常数域为F，F为F的代数闭包。令f 2 K，
假设存在在 K 上的初等函数 g ，Dg = f 。那么存在 v0 2K;¸1; : : : ;¸n 2F ，和
v1: : : : ; vn 2FK，满足 
 f = Dv0 +
nX
i=1
¸i
Dvi
vi
 
可以通过例 1 我们可以得到一个证明。从这个定理中我们可以得到，如果f有一个初等不定
积分，那么 
 
Z
fdx = v0 +
nX
i=1
¸ilogvi 
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这给出了一个出发点，因为它限制了一个积分可能的形式。这个算法的轮廓概率地遵循[6] 
（附注：Keith O. Geddes and L. Yohanes Stefanus. On the Risch-Norman integration method and 
its implementation in MAPLE. In ISSAC ’89 : Proceedings of the ACM-SIGSAM 1989 international 
symposium on Symbolic and algebraic computation, pages 212-217, New York, NY, USA, 1989. 
ACM.） 
(1)被积函数改写为f = p=q，其中p和q为生成元x; µ1; : : : ; µn组成的多项式 
(2)分母q通过不可约因式分解进行检验 
 q =
mY
i=1
q
vi
i  
(3)如果D(1=qi)的分母整除qi，那么令v¤i = vi，否则的话令v
¤
i = vi ¡ 1 
(4)v0的分母变为 
 q0 =
mY
i=1
q
v¤i
i  
(5)每一个qi产生相应的v i作为一个对数项出现，但是附加的元素vm+1; : : : ; vm¤可能必须要考
虑到。 
(6)基于刘维尔定理，我们作出假设 
 
Z
fdx =
u0(x; µ1; : : : ; µn)
v0
+
m¤X
i=1
¸ilogvi(x; µ1; : : : ; µn) 
我们将D作用于等式两端，得到 
 
p
q
= D
u0(x; µ1; : : : ; µn)
v0
+
m¤X
i=1
¸i
Dvi(x; µ1; : : : ; µn)
vi(x; µ1; : : : ; µn)
 
(7)通过将方程乘以元素的公分母消去分母 
(8)如果x; µ1; : : : ; µn之间存在代数相关性，通过在等式两端模掉由代数相关性生成的理想的
GrÄobner基进行两端的化简。 
(9)通过检验u，确定u0次数的边界限制 
(10)得到一个¸1; : : : ;¸m¤的线性方程组，u0的系数通过方程两端的单项式匹配得到 
(11)解出¸1; : : : ;¸m¤和u0的系数 
 
1.2.1 一个例子，假设我们希望计算出 
 
Z
sin2xdx 
我们需要在Q(x;µ1;µ2)域中进行计算，其中µ1 = sinx; µx = cosx。描述代数关系的理想I为
I = (µ21 + µ
2
2 ¡1)。为了达到多项式模掉I进行化简的目的，我们指定单项式的序为µ1 < µ2，
所以µ22是I的生成元的首项。没有需要处理的分母，也不会出现对数项。为了使这个例子尽
可能地短，我们只考虑恰好出现在积分中的单项式x和µ1µ2，并在我们的假设中省略其它的
情况： 
 
Z
µ21dx = ¸x + ¹µ1µ2 
将微分D作用于等式两端，得到 
 µ21 = ¸+ ¹(µ
2
2 ¡ µ
2
1) 
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用I对等式右端进行化简，得到 
 µ21 = ¸+ ¹(1¡ 2µ
2
1) 
我们得到方程组 
 0 = ¸+¹ 
 1 =¡2¹ 
有解¸=¡1=2和¹=¡1=2，因此 
 
Z
sin2xdx =
x
2
¡
sinxcosx
2
 
 
1.2.2 杂散的对数项 
Davenport在他的包含tanx的扩张中，必须要处理一种特殊情况，即在被积函数的分
母中没有对数项相应的因子。 
R
tanxdx = 1
2
log(1 + tan2x) 
Davenport处理这个问题的方式是假设 log(1+ tan2x)的存在，只要在被积函数含有因子
tanx。这个过程完全是递归式的，并且只对这种特殊情况起作用。通过观察我们发现，在
推荐扩张中出现的函数充当被积函数因子时，这种现象越来越频繁地出现。特别的是当代数
相关性也包含在内时，例如 
 
Z
1
sinx
=
1
2
log(cosx¡ 1)¡
1
2
log(cosx + 1) 
 
1.3.现在版本的局限性 
 对杂散的对数项的合适处理仍然需要研究，现在的实现在计算被积函数，如果被积函数
需要表示相应的对数项，那么就会失败。 
 如果系数域包含一个参数，就会在分解多项多项式时失败。因此对于积分中参数的支持
在目前还非常受限。在以下的例子中任意任意参数都会被一个特定的值代替。这不是算法本
身限制，而是计算机代数系统提供的潜在的函数功能的限制。 
 同样的，目前，微分域的构造必须通过人工构造。一个用以对给定的被积表达式构造正
确的微分域，并将表达式由域中元素重新表达的分析程序还没有完成。此外，任意必需的代
数元必须一定包含在域中，现在如果需要添加新的代数元，域不会进行自动扩张。 
 
1.4.例子 
1.4.1 三角函数 
当标准的Risch算法，用复指数eix表示三角函数，在平行算法的版本中已经以用µ = tanx2在 
进行三角函数表示，避免了引入代数元i，并使得结果与用户期待的形式更加贴近。其中 
 sinx =
2µ
1 + µ2
; cosx =
1¡ µ2
1 + µ2
 
现在sin和cos的积分会以x和µ的有理函数的形式表示出来，这个结果并不是最想要得到的
一个结果。新的推荐的扩张允许直接引入sinx和cosx，但是必须要引入代数相关性。 
 
1.4.1.1.x;sinx和cosx的有理函数，我们定义域 
 F =Q(x;sinx;cosx)=I  
理想I是由关系sin2x+ cos2x¡1 = 0定义。 
 
1.4.1.2. 理论上可还原为椭圆积分，这一小节考虑的积分形式为 
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Z
R(sinx; cosx;¢(x))dx 
¢(x) =
p
1¡ k2sin2x，R是一个有理函数。接下来的讨论只考虑特殊情况k2 =1=2。为了
处理尽可能多的情况，我们考虑以下定义的域 
 K =Q(sinx;cosx;¢(x);F(x;k);E(x;k))=I 
其中理想I由代数关系sin2x+ cos2x¡1 = 0的左端和¢(x)2¡ (1¡k2sin2x) = 0生成，F
和E是第一型和第二型的不完备的椭圆积分： 
 F(x; k) =
Z x
0
1
p
1¡ kwsin2t
dt 
和 
 E(x; k) =
Z x
0
p
1¡ k2sin2tdt 
 
1.4.1.3.反三角函数。这一小节考虑下述形式的积分 
 
Z
R(x;
p
a2 ¡ x2; arcsin
x
a
) 
其中R是一个有理函数。因为在下列的例子中a的幂指数只在分子中引入，我们可以通过将
其引入我们的域Q(a;x;
p
1¡x2; arcsinx)进行参数的处理。 
 
1.4.2 特殊函数的积分 
上述的扩张特别适合于特殊函数f1; : : : ; fn的集合，f1; : : : ; fn满足下述形式的微分方程 
 
d
dx
fi = Ri(x; f1; : : : ; fn) 
这包括完整的椭圆积分，雅可比椭圆积分，贝塞尔和相关函数和马提厄函数。 
 
1.4.2.1.完整的椭圆积分。第一型和第二型的完整的椭圆积分 
 K(k) =
Z ¼
2
0
1
p
1¡ k2sin2µ
dµ 
 E(k) =
Z ¼
2
0
p
1¡ k2sin2µdµ 
满足 
 
d
dk
K(k) = ¡
K(k)
k
+
E(k)
k(1¡ k2)
 
 
d
dk
E(k) = ¡
K(k)
k
+
E(k)
k
 
 
1.4.2.2 雅可比椭圆积分 
现在我们关注满足下列的微分方程组的雅可比椭圆积分snu; cnu和dnu 
 
d
du
snu = cnudnu 
d
du
cnu = ¡snudnu 
d
du
dnu = ¡k2snucnu 
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代数相关性为 
 sn2u+ cn2u = 1;dn2u = 1¡ k2sn2u 
 
1.5.总结和未来的研究 
虽然平行的Risch算法版本和它的递归版本相比，认为是效率较差的，因为它不能判定
一个给定的积分是否是初等的，但我们相信这种新的扩张形式使得它非常具有吸引力，因为
在实际运用中，处理一大类积分的能力比证明一个初等表示形式不存在要重要的多。 
 因为这个方法和朴素的平行Risch算法都具有递归特性，所以要使其能够处理尽可能多
的积分情况。从这一点上讲，失败产生的一个共同的原因是在假设中缺少对数项。因此之后
主要的研究重点是如何自动判断在积分中可能出现的任意对数项。 
 
 现阶段只是在理论上提出了这种想法，并进行了一定的计算验证。虽然这个方法只是针
对 pmint 框架给出了一个局部的优化，但是它的想法可以继续进行扩展。如果在之后构造出
自动添加域的生成元的方法，对于提高这种方法的可行性，以及在解决相关问题方面都会提
供很大的帮助。在这一节中设计到的主要数学知识GrÄobner理论，在下一小节中进行介绍。 
 
 
3.2. GrÄobner理论 
 这一部分主要补充介绍上一小节中提到的GrÄobner理论，并给出相应的算法。因为，在
计算机代数系统中GrÄobner理论应用广泛，了解这一部分内容也是有必要的。 
 
GrÄobner基是什么？ 
 GrÄobner基是一个有理想的算法特性的多元多项式的集合。每一个多项式集合可以转化
为一个GrÄobner基。这个过程形成了三个相似的技巧：解线性方程组的高斯消元法，计算两
个单变量多项式的最大公约数的欧几里得算法，线性规划的单纯型算法。例如进行高斯消元
法，输入一些线性方程，形式为 
 F = f2x+3y+4z¡5;3x+4y+5z¡2g 
算法将F转化为GrÄobner基 
 G= fx¡z+14;y+2z¡11gg 
 令K为任意一个域，例如实数域K = R，复数域K = C，有理数域K = Q或者一个有
限域K = Fp。我们将n元多项式环记为K[x1; : : : ;xn]，其中多项式系数属于K。如果F是任
意一个多项式集合，那么由F生成的理想为集合hFi，包括所有多项式的线性组合： 
 hFi= fp1f1 + ¢ ¢ ¢+prfr : f1; : : : ; fr 2F; p1; : : : ;pn 2K[x1; : : : ;xn]g 
在我们的例子中集合F和它的GrÄobner基G生成相同的理想：hGi= hFi。根据希尔伯特基定
理，每一个K[x1; : : : ;xn]中的理想的形式都为I = hFi，也就是说理想是由多项式的一些有
限集合F生成的。 
 k[x1; : : : ;xn]上的一个序为所有单项式x
a = x
a1
1 ¢ ¢ ¢x
an
n 集合上的全序Á，具有两个性质： 
(1)可乘性：换言之，xa Á xb说明对于所有的a; b; c 2 Nn，xa+c Á xb+c。 
(2)常数单项式是最小的：换言之，1Á xa;8a2Nnnf0g 
 一个次序的例子(n = 2)为次数的字典序 
 1 Á x1 Á x2 Á x
2
1 Á x1x2 Á x
2
2 Á x
3
1 Á x
2
1x2 Á ¢ ¢ ¢ 
 如果我们确定了一个次序，那么每一个多项式f有唯一的一个初项Á (f) = xa。这是Á ¡
最高次单项式xa，在f中系数非零。我们将f的项以Á ¡递减的顺序写出，我们经常用下划
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线标出首项。例如，一个二次多项式写为 
 f = 3x22 + 5x1x2 + 7x
2
1 + 11x1 + 13x2 + 17 
 现在假设I是K[x1; : : : ;xn]中的一个理想。那么在(I)Á中的初始理想由所有I中多项式的
首项生成 
 in(I)Á= hin(f)Á : f 2 Ii 
I的一个有限子集G是关于次序Á的一个GrÄobner基，如果G中元素的首项能够生成初始理想： 
 in(I)Á= hin(g)Á : g 2Gi 
不存在成为一个GrÄobner基的最低要求。如果G是一个I的GrÄobner基，那么I中包含G的任
意有限子集也是一个GrÄobner基。为了补救无极小性，我们称满足以下条件的G是一个约化
GrÄobner基 
(1)对于8g 2 G，in(g)Á在g中的系数为1 
(2)集合fin(g)Á : g 2Gg最小生成in(I)Á 
(3)8g 2 Gg，g的尾项不属于in(I)Á 
 在上述定义下，我们得到下列定理：如果序Á是固定的，那么K[x1; : : : ;xn]中的任意理
想I有唯一的一个GrÄobner基。 
 约化GrÄobner基G可以通过集合I的任意生成集合，通过Bruno Buchberger在1965年
论文中介绍的方法计算出来。Buchberger以他导师的名字Wolfgang GrÄobner命名了这种
方法。事后看来，GrÄobner基的思想可以追溯到更早些时候，包括由永恒的理论家
Paul Gordan在1900年写的一篇论文中就提到了GrÄobner基的类似想法。但是Buchberger
是第一个给出了计算GrÄobner基的算法。 
 GrÄobner基对于解多项式方程组是非常有效的。假设K µ C，令F为一个K[x1; : : : ;xn]
中多项式集合的有限集。F的簇为所有所有零元素组成的集合，定义如下 
 V(F) = f(z1; : : : ; zn) 2C
n : f(z1; : : : ; zn) =0;8f 2Fg 
如果我们另一个生成K[x1; : : : ;xn]中相同理想的多项式集合替换F，簇不发生改变。尤
其，理想hFi的约化GrÄobner基有同样的性质。 
 V(F) =V(hFi) =V(hGi) =V(G) 
 G的优势在于它揭示了F的簇的几何特性。第一个关于簇V(F)的问题可能是簇是否非空。
希尔伯特零点定理说明了 
簇V(F)是空的当且仅当G和f1g等价 
 怎样计数一个给定方程组的零点个数？为了回答这个问题，我们需要更多的定义。给定
K[x1; : : : ;xn]中一个固定理想I和一个序Á，一个单项式x
a = x
a1
1 ¢ ¢ ¢x
an
n 称为是标准的，当
且仅当它不属于初始理想in(I)Á。标准单项式的个数是有限的当且仅当每一个变量x i在初始
理想中以幂的形式单独出现。例如，如果in(I)Á = hx31; x
4
2; x
5
3i，那么有六十个标准单项式，
但是如果in(I)Á = hx31; x
4
2; x1x
4
3i，那么标准单项式的集合是无限集。 
 簇V(I)是有限的当且仅当标准单项式的集合是有限的，且标准单项式的数目和V(I)的
势是等价的，其中零点是计数重数的。对于n=1，这就是代数基本定理，代数基本定理说
明了K[x]中单变量次数为d的多项式f的簇V(f)，包含d个复数。在这里单元素集合ffg是一
个GrÄobner基，标准单项式为1; x; x2; : : : ; xd¡1。 
 我们判定一个簇是否是有限的准则生成了下列关于簇的维数的方程。考虑变量
fx1; : : : ;xng的子集S，使得S中变量的单项式部分不会出现在in(I)Á中，假设S是所有具有
该性质的子集中势为最大的。这个最大的势jSj等价于V(I)的维数。 
 标准多项式的集合是剩余环K[x1; : : : ; xn]=I的一个K维的向量空间基。多项式p模I的
项可以唯一的表示为一个K维标准单项式的线性组合。这个表示形式是p的正规形式。计算
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正规形式的算法就是辗转相除法。在只有一个变量x的相似情况下，其中I = hfi，且f的次
数为d，辗转相除法将任意多项式p2K[x]写为1; x; x2; : : : ; xd¡1的K维线性组合的形式。但
是辗转相除法在涉及任意数目变元的GrÄobner基的计算时都是有效的。 
 我们怎样检验给定的多项式集合G是否是一个GrÄobner基呢？考虑G中的任意两个多项
式g和g 0，计算它们的S¡多项式m0g¡mg0，这里m和m0是可能存在的最小次数的单项式，
满足m0 ¢ in(g)Á =m ¢ in(g0)Á。S¡多项式m0g¡mg0属于理想hGi。我们使用关于m0g¡mg0
可能的GrÄobner基的辗转相除法。得到的结果的正规形式为一个K维单项式的线性组合，其
中任意一个单项式不能被G中的初始单项式整除。G为一个GrÄobner基的必要条件是 
 关于G的正常形式(m0g¡ng; ) = 0;8g; g0 2 G) 
 Buchberger规则强调了这个必要条件也是充分条件：一个多项式集合G是一个GrÄobner
基当且仅当所有的S¡多项式的正规形式都为0。从这个规则出发，我们可以得到计算任意
输入集合F的GrÄobner基。 
 总之，GrÄobner基和计算GrÄobner基的Buchberger算法是代数中的基本概念。他们提
供了在代数几何中更为有效的计算手段，例如消元理论，同调计算，奇点分析等等。给定多
项式形式进行计算在科学和工程领域是广泛存在的。GrÄobner基已经被各个领域的研究者使
用，例如优化，编程，机器人学，控制理论，统计，分子生物学等等。 
 
 因为GrÄobner基不是本书所要介绍的主要数学理论，所以下面引用相关材料中对于
GrÄobner基理论及相关算法的详细介绍，感兴趣的读者可以通过阅读进行进一步的了解。 
13.3 Gro¨bner基
Gro¨bner基是 Buchberger于 1965年在其博士毕业论文中提出, 最初是用来解
决多项式方程组的问题. 其后经过发展, 它在多元多项式环的理想等问题上也有重
要的应用. [17]一书对此有详细介绍, 另外 [174], [13]对此也有介绍.
13.3.1 一些概念与介绍
我们主要是为了处理多元多项式而引入 Gro¨bner基, 为了方便起见, 我们先给
出一些记号上的说明.
设 F 为一域,以X 表示 n个不定元 x1, x2, . . . , xn, 则记多项式环R = F [X] =
F [x1, x2, . . . , xn], 设有 s个多项式 f1, . . . , fs ∈ R, 由它们生成的理想记作
I = 〈f1, f2, . . . , fs〉 =
 ∑
1≤i≤s
qifi|qi ∈ R
 .
定义13.14. 对于上面的理想 I, 定义其仿射簇为
V (I) = {a = (a1, a2, . . . , an) ∈ Fn|fi(a) = 0, i = 1, 2, . . . , s}.
显然我们有 V (f1, f2, . . . , fs) =
⋂s
i=1 V (fi), 且 ∀f ∈ I(f(V (I)) = 0).
采用上面的记号, f1, . . . , fs 显然是 I 的基, 我们知道, 在一元多项式环中, 由
于其是主理想环, 我们有
〈f1, . . . , fs〉 = 〈gcd(f1, . . . , fs)〉 = 〈g〉,
且对于任何一个多项式 f , 将其对 g作 Euclid除法得到 f = qg + r, 则 f ∈ 〈g〉 ⇔
r = 0. 但对于多元情形, 这些良好的性质未必成立, 比如
〈x, y〉 6= F [x, y] = 〈1〉 = 〈gcd(x, y)〉.
对于指标 α = (α1, α2, . . . , αn) ∈ Nn, 定义 Xα = xα11 xα22 · · ·xαnn , 称为单项
式(Monomial), 将全体单项式集合记作M ⊂ R.
我们可以定义M 中的一种良序 <, 使其满足与加法的和谐性, 即对任何三个
指标 α, β, γ ∈ Nn, 有 α < β ⇒ α+ γ < β + γ. 下面给出几个序的例子:
例13.2. M 上的字典序(Lexicographic order) <lex : α<lexβ ⇔ α − β 左边第一非
零分量为负.
例13.3. M 上的分级字典序(Graded lexicographic order)<lex1:α<lex1β ⇔ ‖α‖ <
‖β‖ ∨ (‖α‖ = ‖β‖ ∧ α<lexβ), 其中 ‖ · ‖是 1-范数.
例13.4. M上的分级逆字典序(Graded reverse lexicographic order)<lex2:α<lex2β ⇔
‖α‖ < ‖β‖ ∨ (‖α‖ = ‖β‖ ∧ α− β最右非零分量为零).
我们一般取字典序即可, 就以 <来表示. 在该序下, 我们可以定义多项式 f 的
领项 lt(f)为 f 最大的单项式, 类似地可定义领项系数 lc(f)和领项单项式 lm(f).
一个多项式次数的定义为 deg f = deg lt(f) ∈ Nn. 有了这些概念, 我们可以像在一
元多项式环中那样做带余除法, 下面给出 R中带余除法的算法:
算法13.2 (带余除法).
输入:f, f1, f2, . . . , fs ∈ R,
输出:q1, q2, . . . , qs, r ∈ R使得 f = q1f1 + · · · + qsfs + r且 r中任何单项不被
lt(f1), . . . , lt(fs)中任何一个整除, 即不可再约化.
1. r = 0, p = f , qi = 0(i = 1, . . . , s),
2. 当 p 6= 0时, 循环做第 3步,
3. 若存在某个 i使 lt(fi)| lt(p)则
qi = qi +
lt(p)
lt(fi)
, p = p− lt(p)
lt(fi)
fi,
否则 r = r + lt(p), p = p− lt(p),
4. 输出 q1, q2, . . . , qs, r.
例13.5. 考虑 f = x2y + xy2 + y2, f1 = xy − 1, f2 = y2 − 1.
解: 用上面的算法计算除法, 我们发现, 第一步只可以用 f1 来约化, 得到 f =
xf1 + (xy2 + x+ y2), 第二步我们可以用 f1 或 f2 来约化, 简单计算我们发现若这
一步用 f1来约化, 得到结果
f = (x+ y)f1 + f2 + (x+ y + 1),
反之则得到
f = xf1 + (x+ 1)f2 + (2x+ 1),
我们看到, 约化的顺序不同会导致结果不同, 这也是多元多项式环区别于一元多项
式环的性质之一. 3
定义13.15. 在算法 13.2第 3步中若选取满足领项能整除 lt(p)的最小的指标 i对
应的多项式进行约化, 则定义此时得到的 r为余式 f rem(f1, f2, . . . , fs) = r.
由前面约化结果的不唯一性我们知道, 并不能用余式是否为零来判断一个多
项式是否在所考察的理想中, 为了解决种种在多元多项式环中出现的问题, 我们需
要引入 Gro¨bner基.
13.3.2 单项式理想及一些准备定理
单项理想即是指由一些单项式生成的理想, 若 A 是 Nn 的一个子集, 定义
〈xA〉 = 〈{xα|α ∈ A}〉.
引理13.1. xβ ∈ I ⇔ ∃α ∈ A(xα|xβ).
引理13.2. 设 I 是一个单项理想, 以下三个命题是等价的:
(1)f ∈ I,
(2)f 中每个单项都属于理想 I,
(3)f 是 I 中某些多项式的 F -线性组合.
证明. (1)⇒(2) 设 I = 〈xA〉, 则必有 f =∑α∈A qαxα, 其中 qα是多项式. 由此可知
f 中每个单项必可被某个 xα整除.
(2)⇒(3)和(3)⇒(1)均显然.
由引理第二个等价条件得到:
推论13.2. 两个单项理想 I1, I2 相等的充要条件是它们含有相同的单项式.
定理13.7 (Dickson引理). ∀A ⊂ Nn,∃有限集 B ⊂ A使得 〈xA〉 = 〈xB〉.
证明. 为了便于证明,我们引入Nn上的偏序4满足α 4 β ⇔ ∀i ∈ {1, 2, . . . , n}(αi ≤
βi). 由此我们知道 α 4 β ⇔ xα|xβ.
设 B为 A的极小元集合, 即 B = {β ∈ A|∀α ∈ A(α 6≺ β)}.
于是 ∀α ∈ A,∃β ∈ B(β 4 α), 如若不然, 首先 β 6= α ⇒ α 6∈ B, 即 α
非极小元, 必存在 β′ ∈ B(β′ ≺ α), 矛盾. 因此 ∀α ∈ A,∃β ∈ B(xβ |xα), 即
xα ∈ 〈xB〉 ⇒ 〈xA〉 ⊂ 〈xB〉. 又 B ⊂ A⇒ 〈xB〉 ⊂ 〈xA〉, 因而 〈xA〉 = 〈xB〉.
下面我们证明 B 是有限集. 对于 n = 1的情况, 由于 4是全序, 则 B 是单元
集, 命题显然成立. 下面假设命题对于 n− 1的情况也是成立的, 命
A∗ = {(α1, α2, . . . , αn−1 ∈ Nn−1|∃αn ∈ N, (α1, . . . , αn) ∈ A},
则 A∗ 的极小元集 B∗ 是有限集. ∀β∗ = (β1, . . . , βn−1) ∈ B∗, 我们可取 bβ∗ ∈ N使
得 (β∗, bβ∗) ∈ A, 由于 B∗的有限性, 我们可取最大值
b = max{bβ∗ |β∗ ∈ B∗}.
于是 ∀α ∈ A, ∃β∗ ∈ B∗使得 β∗ 4 (α1, . . . , αn−1), 假设 αn > b, 则
(β∗, bβ∗) 4 (β∗, b) < α,
即 α不是极小元. 因此 A中任一极小元 α必满足 αn ≤ b, 那么 #B ≤ (#B∗) ×
(b+ 1)是有限的. 由归纳法, 本定理得证.
引理13.3. I 是 R中任一理想, 若G ⊂ I 是有限集且 〈lt(G)〉 = 〈lt(I)〉, 则 〈G〉 = I.
证明. 设 G = {g1, . . . , gt}, 则 ∀f ∈ I, 由带余除法可得到
f = q1g1 + · · ·+ qtgt + r,
其中 r不可再被G约化. 而由于 r = f − q1g1− · · · − qtgt ∈ I, 于是 lt(r) ∈ lt(I)⇒
lt(r) ∈ 〈lt(G)〉, 即 r中每个单项都在 〈lt(G)〉中, 因此 r = 0, 则 f ∈ 〈G〉 ⇒ 〈G〉 =
I.
由于任何单项理想均可有限生成, 我们有下面的:
定理13.8 (Hilbert基定理). R中任何理想 I 均可有限生成.
推论13.3 (理想升链定理). 设 R中有一理想升链 I1 ⊂ I2 ⊂ · · · ⊂ In ⊂ · · · , 则存
在 n ∈ N(∀m > n, Im = In).
这可由 I = ⋃∞i=1 Ii 是有限生成的得到. 满足这样条件的环也叫 Noether
环(Noetherian Domain).
13.3.3 Gro¨bner基及其性质
现在引入 Gro¨bner基的定义:
定义13.16. 设有多项式环 R中的理想 I 和某一单项序 <, I 的有限子集 G当满足
〈lt(G)〉 = 〈lt(I)〉时, 称为 I 的 Gro¨nber基.
我们记理想 I 的全体 Gro¨bner基为 GB(I), 即
GB(I) = {G ∈ 2I |G是I的 Gro¨nber基}.
Gro¨bner基的存在性是由 Hilbert基定理和引理 13.3保证的, 它有如下的性质:
定理13.9. 设 G ∈ GB(I), ∀f ∈ R, 存在唯一的 r ∈ R使得 f − r ∈ I 且 r中无单
项可被 lt(G)中元素整除, 即不可被 G约化.
当考察的 G是 Gro¨bner基时, 我们也记 f remG = fG或 f .
证明. 存在性由带余除法算法得到, 对于唯一性, 可令 f = h1 + r1 = h2 + r2, 其中
r1, r2 分别是两种不同途径约化的结果. 则 r1 − r2 = h2 − h1 ∈ I ⇒ lt(r1 − r2)可
被 lt(G)中元素整除. 由 r1, r2的定义可知 r1 − r2 = 0.
推论13.4. f ∈ I ⇔ r = f = f remG = 0.
至此, 我们得到了 Gro¨bner基的一个优美的性质.
构造理想的 Gro¨bner基需要所谓的 S-多项式, 下面简要讨论之.
定义13.17. 对于非零多项式 g, h, 设 α = deg g, β = deg h, xγ = lcm(xα, xβ), 即
γ = (max(α1, β1), . . . ,max(αn, βn)), 则定义 g, h的 S-多项式为
S(g, h) =
(
xγ
lt(g)
g − x
γ
lt(h)
h
)
∈ R.
引理13.4. 设 g1, . . . , gs ∈ R, α1, . . . , αs ∈ Nn, c1, . . . , cs ∈ F \ {0},
f =
∑
1≤i≤s
cix
αigi ∈ R,
且有 δ ∈ Nn 使 αi + deg gi = δ(1 ≤ i ≤ s), deg f < δ, 即这些多项式求和后领项消
去(Leading term cancellation).
令 xγij = lcm(lm(gi), lm(gj)), 则存在 cij ∈ F 使得 xγij |xδ 且
f =
∑
1≤i<j≤s
cijx
δ−γijS(gi, gj),
且 deg xδ−γijS(gi, gj) < δ, (1 ≤ i < j ≤ s).
证明. 可假定 lc(gi) = 1, 否则可将其归并入 ci 中而使定理条件形式仍不变, 于是
lt(gi) = lm(gi) = xdeg gi . 由于 xδ = xαi lm(gi) = xαj lm(gj), 则有 xγij |xδ.
由于
S(gi, gj) =
xγij
lt(gi)
gi − x
γij
lt(gj)
gj ,
首项消去告诉我们 degS(gi, gj) < γij , 因此 deg xδ−γijS(gi, gj) ≺ δ.
不妨设 s ≥ 2, 则
g = f − c1xδ−γijS(g1, g2)
= c1xα1g1 + c2xα2g2 +
∑
3≤i≤s
cix
αigi − c1xδ−γ12
(
xγ12
lt(g1)
g1 − x
γ12
lt(g2)
g2
)
= c1(xα1 − xδ−deg g1)g1 + (c2xα2 + c1xδ−deg g2)g2 +
∑
3≤i≤s
cix
αigi
= (c1 + c2)xα2g2 +
∑
3≤i≤s
cix
αigi,
显然 deg g < δ, 由此时 g 的形式和归纳法, 我们可以证明 f 可以表成定理中的形
式.
下面的定理给出了判别 Gro¨bner基的一个充要条件:
定理13.10. G = {g1, . . . , gs} ∈ GB(I)⇔ ∀(1 ≤ i < j ≤ s), S(gi, gj) remG = 0.
证明. ⇒. S(gi, gj) ∈ I = 〈G〉 ⇒ S(gi, gj) = 0.
⇐. 令 f ∈ I \ {0}, 由定义只需证明 lt(f) ∈ 〈lt(G)〉即可.
不妨设 f =∑1≤i≤s qigi, δ = max{deg(qigi)|1 ≤ i ≤ s}, 则显然 deg f ≤ δ. 倘
若等号不成立, 即 deg f < δ, 定义
f∗ =
∑
1≤i≤s,deg(qigi)=δ
lt(qi)gi,
它显然满足引理 13.4的条件, 可写为 S(gi, gj)的线性组合, 因而其在 G下约化为
零. 由带余除法, 存在 q∗i 使得 f∗ =
∑
1≤i≤s q
∗
i gi 且 max{deg(q∗i gi)|1 ≤ i ≤ s} ≤
deg f∗ < δ. 由 f∗ 的定义可知 f − f∗ = ∑1≤i≤s q∗∗i gi, max{deg(q∗∗i gi)|1 ≤ i ≤
s} < δ. 于是 f 也可以表示成
f =
∑
1≤i≤s
qigi, max{deg(qigi)|1 ≤ i ≤ s} < δ,
这与 δ的定义矛盾, 故 deg f = δ, 即 ∃i使 deg f = deg(qigi), 因此
lt(f) =
∑
1≤i≤s,deg(qigi)=δ
lt(qi) lt(gi) ∈ 〈lt(G)〉.
证毕.
13.3.4 Buchberger算法及约化 Gro¨bner基
Buchberger 提出了 Gro¨bner 基的概念并给出了计算它的方法, 即下面的
Buchberger算法:
算法13.3 (Buchberger算法).
输入:f1, . . . , fs ∈ R,
输出:I = 〈f1, . . . , fs〉的一个 Gro¨nber基 G.
1. G = {f1, . . . , fs},
2. 循环作后面所有步骤,
3. S = ∅, 将 G中元素编号为 G = {g1, . . . , gt},
4. 对于所有的序对 (i, j), 1 ≤ i < j ≤ t计算 r = S(gi, gj) remG, 若 r 6= 0则
S = S
⋃{r},
5. 若 S = ∅则输出 G, 否则 G = G⋃S.
算法有效性. 我们只需证明该算法循环是可以终止的, 因为终止时由定理 13.10可
知 G即是 Gro¨bner基. 因为每步循环之后我们都可以得到一个新的集合 G, 我们
给它们编上号, 记为 G1 ⊂ G2 ⊂ · · · , 显然
〈lt(G1)〉 ⊂ 〈lt(G2)〉 ⊂ · · · ,
由理想升链定理, ∃n ∈ N使得 ∀m > n有 〈lt(Gn)〉 = 〈lt(Gm)〉,此时 ∀g, h ∈ Gn,令
r = S(g, h) remGn, 则显然 r = 0 ∨ r ∈ Gn+1, 于是 lt(r) ∈ 〈lt(Gn+1)〉 = 〈lt(Gn)〉,
由 r是多项式对 Gn的约化结果知道 r = 0, 于是算法终止.
多项式理想的 Gro¨bner基并不是唯一的, 而且在上面的算法中 G的规模的增
长是十分迅速的, 求出的结果中可能含有大量的多项式, 因此我们要对 Gro¨bner基
做一定的优化, 下面我们一步一步对其进行约化化简.
引理13.5. 设 G ∈ GB(I), g ∈ G且 lt(g) ∈ 〈lt(G \ {g})〉, 则 G \ {g} ∈ GB(I).
证明. lt(g) ∈ 〈lt(G \ {g})〉 ⇒ 〈lt(G \ {g})〉 = 〈lt(G)〉 = 〈lt(I)〉 ⇒ G \ {g} ∈
GB(I).
定义13.18. 设 G ∈ GB(I), 且 ∀g ∈ G, 有 lc(g) = 1∧ lt(g) 6∈ 〈lt(G \ {g})〉, 则称 G
是 I 的极小 Gro¨bner基(Minimal Gro¨bner basis), 并简记为 G ∈MGB(I).
定义13.19. 设 G ∈ MGB(I), 若对于 g ∈ G, g 不可再被 G \ {g}约化, 即 g 中任
何一单项均不在理想 〈lt(G \ {g})〉中, 则称 g 关于 G是约化的. 若 ∀g ∈ G, g 关
于 G都是约化的, 则称 G是约化 Gro¨bner基(Reduced Gro¨bner basis), 并简记为
G ∈ RGB(I)(或由下面的唯一性可记为 G = RGB(I)).
定理13.11. 每个多项式理想 I 都有唯一的约化 Gro¨bner基.
证明. 存在性. 由引理 13.5 可将 G 化为 I 的极小 Gro¨bner 基, 设此时 G =
{g1, g2, . . . , gs}, 然后对 1 ≤ i ≤ s归纳地做 hi = gi rem{h1, . . . , hi−1, gi+1, . . . , gs}.
由极小 Gro¨bner 基的条件知道 lt(hi) = lt(gi), (1 ≤ i ≤ s). 于是由 hi 相对于
{h1, . . . , hi−1, gi+1, . . . , gs}约化可知其相对于 Gs = {h1, . . . , hs}也是约化的.
唯一性. 设 G,G∗ 均是 I 的约化 Gro¨bner 基, 则 ∀g ∈ lt(G) ⊂ 〈lt(G)〉 =
〈lt(G∗)〉, ∃g∗ ∈ G∗ 使 lt(g∗)| lt(g), 同样地, ∃g∗∗ ∈ G 使 lt(g∗∗)| lt(g∗), 因此
lt(g∗∗)| lt(g),由于约化Gro¨bner基也是极小Gro¨bner基,我们知道 lt(g) = lt(g∗∗) =
lt(g∗) ∈ lt(G∗)⇒ lt(G) ⊂ lt(G∗), 再由对称可证 lt(G) = lt(G∗).
∀g ∈ G, 取 g∗ ∈ G∗ 使得 lt(g) = lt(g∗). 由于 G,G∗ 约化, 则 g − g∗ ∈ I 中
任一单项式均不能被 lt(G \ {g}) = lt(G∗ \ {g∗}) 中元素约化. 于是 g − g∗ =
g − g∗ remG = 0⇒ g = g∗ ∈ G∗ ⇒ G ⊂ G∗ ⇒ G = G∗.
引理 13.5给出了由 Gro¨bner基求极小 Gro¨bner基的方法, 定理 13.11的存在
性证明中也给出了极小 Gro¨bner基构造约化 Gro¨bner基的方法.
13.3.5 Buchberger算法的两个改进
Buchberger算法计算过程中集合 G中的多项式会越来越多, 呈指数规模增长,
因而需要对其作一定的优化. [17]3.3节提出了两种改进的方法. 首先我们将算法
13.3重新描述如下, 以便于我们后面叙述改进算法.
算法13.4 (Buchberger算法).
输入输出同算法 13.3 ,
1. G = {f1, . . . , fs}, H = {{i, j}|i 6= j ∧ 1 ≤ i, j ≤ s},
2. 当 H 6= ∅时循环做后面两步,
3. 任取 h = {i, j} ∈ H, H = H \ {h}, r = S(fi, fj) remG,
4. 若 r 6= 0 则 fs+1 = r, H = H
⋃{{i, s + 1}|1 ≤ i ≤ s}, G = G⋃{fs+1},
s = s+ 1,
5. 输出 G.
注175. 设 E = {f1, . . . , fs}, 如果我们要得到矩阵 M 使得 G = EM , 那么首
先令 Ms = Is×s, 然后在上面算法每次第 4 步判断成功后, 设带余除法给出
r = S(fi, fj) remG = S(fi, fj)− q1f1 − · · · − qsfs, 设 S(fi, fj) =
∑
1≤k≤s Skfk, 其
中 Si = xγij/ lt(gi), Sj = −xγij/ lt(gj), 其余的 Sk = 0. 则由
(f1, . . . , fs, r) = (f1, . . . , fs)

1 S1 − q1
1 S2 − q2
. . .
...
1 Ss − qs
 =: (f1, . . . , fs)Qs,
可知有迭代Ms+1 =MsQs, 输出最后的M =Ms即可.
注176. 产生极小 Gro¨bner基时只要从M 中去掉相应的列, 而对于约化过程, 同样
由带余除法得到 q1, . . . , qs, 乘以相应的迭代矩阵.
第一个改进
引理13.6. 设有多项式 f1, . . . , fs 和 d, I = 〈f1, . . . , fs〉, J = 〈f1d, . . . , fsd〉, 则
{f1, . . . , fs} ∈ GB(I)⇔ {f1d, . . . , fsd} ∈ GB(J).
此引理由 Gro¨bner基的定义 〈lt(G)〉 = 〈lt(I)〉可证.
引理13.7. 设有非零多项式 f, g, I = 〈f, g〉, d = gcd(f, g), 则下面两个条件等价:
(1) lm(f/d)与 lm(g/d)互素,
(2) S(f, g) rem{f, g} = 0, 即 {f, g} ∈ GB(I).
证明. (1)⇒(2). 先设 d = gcd(f, g) = 1, 且 f = aX + f ′, g = bY + g′, 其中
lc(f) = a, lm(f) = X, lc g = b, lm(g) = Y , f ′, g′是余下的部分, 于是
X =
f − f ′
a
, Y =
g − g′
b
.
(I)若 f ′ = g′ = 0, 则 S(f, g) = 0,
(II)若 f ′ = 0, g′ 6= 0, 由 gcd(lm(f), lm(g)) = 1得
S(f, g) =
1
a
Y f − 1
b
Xg =
1
ab
(g − g′)f − 1
ab
fg = − 1
ab
g′f,
若它能被 g约化, 则由 lm(g)| lm(g′f) ∧ gcd(lm(g), lm(f)) = 1知 lm(g)| lm(g′), 这
与 deg g′ < deg g ∧ g′ 6= 0矛盾.
(III)若 f ′ 6= 0, g′ = 0, 这与情形(II)类似.
(IV)若 f ′ 6= 0 ∧ g′ 6= 0, 此时经过计算可知
S(f, g) =
1
ab
(f ′g − g′f),
我们断言 lm(f ′g) 6= lm(g′f). 假设二者相等, 则 lm(f ′) lm(g) = lm(g′) lm(f), 由于
lm(f)和 lm(g)互素,我们得到 lm(f)| lm(f ′),矛盾. 不妨设此时 lm(f ′g) > lm(g′f),
则第一步仅可通过 g约化, 其结果为
S(f, g)→ 1
ab
[(f ′ − lt(f ′))g − g′f ],
对于相反的情形如法炮制, 得到第一步的约化结果仍然可进行同样的讨论, 只需将
其中的 f ′ − lt(f ′)看作 f ′即可. 于是这样的约化过程可一直继续, 直至约化为 0.
综上,我们在 d = 1的情况下证明了(1)⇒(2). 当 d 6= 1时,我们有 gcd(f/d, g/d) =
1, 于是 S(f/d, g/d) rem{f/d, g/d} = 0, 即 {f/d, g/d}是 Gro¨bner基, 由引理 13.6
可知 {f, g}也是 Gro¨bner基, 命题得证.
(2)⇒(1). (I)首先我们仍然设 d = gcd(f, g) = 1, 取单项式 D,X, Y ∈M 满足
lm(f) = DX, lm(g) = DY, gcd(X,Y ) = 1,
于是 S(f, g) = Ylc(f)f − Xlc(g)g, 由假设 {f, g}是 Gro¨bner基, 我们进行带余除法可
以得到多项式 u, v使得 S(f, g) = uf + vg, 且 lm(uf), lm(vg) ≤ lm(S(f, g)). 整理
可得 (
X
lc(g)
+ v
)
g =
(
Y
lc(f)
− u
)
f,
因此 g|(Y/ lc(f)− u), 又
lm(u)DX = lm(uf) ≤ lm(S(f, g)) < lm(Y f) = lm(Xg) = DXY ⇒ lm(u) < Y,
则 g|(Y/ lc(f)− u)⇒ DY |Y ⇒ D = 1, 亦即 lm(f), lm(g)互素.
(II)当 d 6= 1 时, 则 gcd(f/d, g/d) = 1, 于是由 {f, g} 是 Gro¨bner 基可知
{f/d, g/d}是 Gro¨bner基, 因而 lm(f/d), lm(g/d)互素.
定理13.12. S(f, g) rem{f, g} = 0的一个充分条件是 gcd(lm(f), lm(g)) = 1.
注177. 只需注意到 gcd(lm(f), lm(g)) = 1⇒ gcd(f, g) = 1.
我们可以由此得到 Buchberger算法的第一个修正, 在计算 S-多项式并约化之
前由 lm(f), lm(g)是否互素来决定是否要计算.
第二个改进
定义13.20. 对于多项式 f1, . . . , fs, 设 f = (f1, . . . , fs) ∈ Rs, 定义 Syz(E) = {h =
(h1, . . . , hs) ∈ Rs|h · f = 0}.
定理13.13. 设 c1, . . . , cs ∈ F \ {0}, X1, . . . , Xs ∈ M , Xij = lcm(Xi, Xj), 则
Syz(c1X1, . . . , csXs)由{
τij =
Xij
ciXi
ei − Xij
cjXj
ej ∈ Rs|1 ≤ i < j ≤ s
}
生成, 其中 ei, ej 为 Rs 中的自然基矢.
证明. 首先易验证 〈τij〉 ⊂ Syz(c1X1, . . . , csXs). 现在假设 h = (h1, . . . , hs) ∈
Syz(c1X1, . . . , csXs), 于是有
h1c1X1 + · · ·+ hscsXs = 0.
考虑任一单项式X ∈M ,则在上式中含X的同类项合并之后为 0,因此我们可只考
虑这些项, 将其分离出来. 可设 hi = c′iX ′i, 其中 c′i = 0或X ′iXi = X, 设 c′i1 , . . . , c′it
是 c′i中不为零的系数重新编号, 于是有 c′1c1 + · · ·+ c′scs = c′i1ci1 + · · ·+ c′itcit = 0,
则
h =(h1, . . . , hs) = c′i1X
′
i1ei1 + · · ·+ c′itX ′iteit
= c′i1ci1
X
ci1Xi1
ei1 + · · ·+ c′itcit
X
citXit
eit
= c′i1ci1
X
Xi1i2
(
Xi1i2
ci1Xi1
ei1 −
Xi1i2
ci2Xi2
ei2)
+ (c′i1ci1 + c
′
i2ci2)
X
Xi2i3
(
Xi2i3
ci2Xi2
ei2 −
Xi2i3
Ci3Xi3
ei3) + · · ·
+ (c′i1ci1 + · · ·+ c′it−1cit−1)
X
Xit−1it
(
Xit−1it
cit−1Xit−1
eit−1 −
Xit−1it
citXit
eit)
+ (c′i1ci1 + · · ·+ c′itcit)
X
citXit
eit .
注意到上式最后一项为零, 得证.
定理13.14. 设 G = {g1, . . . , gs}, B{τij |1 ≤ i < j ≤ s}是 Syz(lt(g1), . . . , lt(gs))的
生成元集, 则G ∈ GB(〈G〉)⇔ ∀h = (h1, . . . , hs) ∈ B(h1g1+ · · ·+hsgs remG = 0).
证明. 注意到 τij · (g1, . . . , gs) = S(gi, gj), 则命题显然.
引理13.8. 记 Xij = lcm(Xi, Xj), Xijl = lcm(Xi, Xj , Xl), 则
Xijl
Xij
τij +
Xijl
Xjl
τjl +
Xijl
Xli
τli = 0,
若 Xl|Xij, 则 τij 在 τjl 和 tli 生成的 Rs 的子模中.
注178. 等式可以由 τij 的定义式直接验证, 对于第二个断言利用 Xl|Xij 时 Xijl =
Xij 代入等式直接得.
推论13.5. 设 B ⊂ {τij |1 ≤ i < j ≤ s} 是 Syz(c1X1, . . . , xsXs) 的生成元集, 若
∃i, j, l使 τij , τjl, τli ∈ B, 且 Xl|Xij, 则 B \ {τij}也是 Syz(c1X1, . . . , csXs)的生成
元集.
由此推论我们可以得到 Buchberger 算法的第二个改进, 即某些 S-多项式
可能是其它两个 S-多项式的线性组合, 可以不予计算. 这一步, 能够显著提高
Buchberger算法的效率.
改进后的算法
鉴于前文的分析, 我们现在可以给出 Buchberger算法的改进算法.
算法13.5 (改进 Buchberger算法).
输入:多项式 f1, . . . , fs,
输出:理想 〈f1, . . . , fs〉的 Gro¨bner基 G.
1. G = {f1, . . . , fs}, C = ∅, NC = {{1, 2}}, i = 2,
2. 当 i < s时,循环做:NC = NC⋃{{j, i+1}|1 ≤ j ≤ i}, NC = crit(NC,C, i+
1), i = i+ 1,
3. 当 NC 6= ∅时, 循环做后面所有步骤, 否则输出 G退出,
4. 任选 {i, j} ∈ NC, 令 NC = NC \ {{i, j}}, C = C⋃{{i, j}},
5. 若 gcd(lm(fi), lm(fj)) 6= 1, 则做下面 6, 7步,
6. r = S(fi, fj) remG,
7. 若 r 6= 0则 fs+1 = r,G = G
⋃{fs+1}, s = s+1, NC = NC⋃{{i, s}|1 ≤ i ≤
s− 1}, NC = crit(NC,C, s).
上面算法中 crit 函数是第二个改进判别法, 由下面算法给出, 其中的 Xi =
lm(fi):
算法13.6 (crit函数).
crit(NC,C, s), 输出简化后的 NC.
1. l = 1,
2. 当 l < s时循环做下面 3–7步, 否则转 8步,
3. 若 {l, s} ∈ NC 则令 i = 1并做下面 4–6步, 否则转 7步,
4. 当 i < s时循环做下面 5, 6步, 否则转 7步,
5. 若 {i, l} ∈ NC⋃∧{i, s} ∈ NC则看Xl|lcm(Xi, Xs)是否成立,是则令NC =
NC \ {{i, s}},
6. i = i+ 1,
7. l = l + 1,
8. i = 1,
9. 若 i < s则做下面 10–14步, 否则转 15步,
10. 若 {i, s} ∈ NC 则令 j = i+ 1并做下面 11–13步, 否则转 14步,
11. 当 j < s时做下面 12, 13步, 否则转 14步,
12. 若 {j, s} ∈ NC ∧ {i, j} ∈ NC 则看 Xs|lcm(Xi, Xj)是否成立, 是则令 NC =
NC \ {{i, j}},
13. j = j + 1,
14. i = i+ 1,
15. 输出 NC.
13.3.6 Gro¨bner基的应用
一些简单的应用
现在我们可以回到本章开头所提出的一些关于多元多项式理想的问题上来了.
我们要解决的第一个问题是对于任何一个多项式 f , 如何判断它在不在一个已知
的理想 I = 〈f1, . . . , fs〉中, 以及找出多项式 v1, . . . , vs使得 f = v1f1 + · · ·+ vsfs.
首先我们根据前面生成 Gro¨bner 基的算法, 不仅得到了约化的 Gro¨bner 基
G = {g1, . . . , gt}, 而且可以得到变换矩阵Mt×s 使得 (g1, . . . , gt) = (f1, . . . , fs)M .
由推论 13.4利用带余除法可判定 f 是不是在理想 I 中. 若 f ∈ I, 设利用除法算法
得到的多项式为 u1, . . . , ut, 满足 f = u1g1 + · · ·+ utgt, 于是由
f = (g1, . . . , gt)

u1
...
ut
 = (f1, . . . , fs)M

u1
...
ut

知 (v1, . . . , vs)T =M(u1, . . . , ut)T .
对于两个多项式理想是否相等的判定, 也可由它们唯一的约化 Gro¨bner基来
进行. 而在商环 R/I 中的算术需要用到代表元, 我们也可取为 f = f remG. 下面
定理给出了商环 R/I 的一组基.
定理13.15. B = {g|g ∈M ∧ g 6∈ 〈lt(G)〉}是 R/I 在 F 上的一组基.
R/I 中的求逆问题. 设 f ∈ R/I, 我们既已知道了该环的基, 则可设 f−1 为 B
的元素的线性组合来求解, 这比较复杂. 我们设 g是 f 的逆, 注意到
fg − 1 ∈ I ⇔ 1 ∈ 〈I, f〉 ⇔ 〈I, f〉 = R,
则我们可以求 〈I, f〉的 Gro¨bner基, 看 1是否在其中来确定是否存在逆. 再求出 1
在 〈I, f〉中的线性表示, 即 1 = v1f1 + · · ·+ vsfs + gf , g即是 f 在 R/I 中的逆.
Hilbert零点定理及 Gro¨bner基在解方程中的应用
现在考虑 F 的某个扩域 k ⊃ F (或k = F ).
定义13.21. Vk(I) = {a ∈ kn|∀f ∈ I(f(a) = 0)}.
对于 Fn中子集 V , 定义 R的理想 I(V ) = {f ∈ R|f(V ) = 0}.
定理13.16 (弱 Hilbert零点定理). I ⊂ R, k 是 F 的代数闭域, 则 Vk(I) = ∅ ⇔
I = R = F [x].
定义13.22. 定义多项式理想 I的根理想(radical)为√I = {f ∈ R|∃e ∈ N(fe ∈ I)}.
显然有 ∀k ⊃ F , Vk(I) = Vk(
√
I).
定理13.17 (强 Hilbert零点定理). I(Vk(I)) =
√
I.
推论13.6. Vk(I) = Vk(J)⇔
√
I =
√
J .
注179. 强, 弱 Hilbert零点定理的证明见有关代数几何的书, 如 [89]及其中译本
[4].
定理13.18. 设 G = {g1, . . . , gt} ∈ GB(I), 下面三个命题等价:
(1)Vk(I)是有限集,
(2)∀i ∈ {1, . . . , n}, ∃vi ∈ N, j ∈ {1, . . . , t}使得 lm(gj) = xvii ,
(3)R/I 有限维.
当上面任何一个条件满足时, 我们也称理想 I 是零维理想(zero-dimensional).
证明. (1)⇒(2). 若 Vk(I) = ∅则 1 ∈ G, 取 vi = 0即可. 下面假设 Vk(I) 6= ∅, 取
某个 i ∈ {1, . . . , n}, 对于 l = #Vk(I), 取 aim(m = 1, 2, . . . , l)为 Vk(I)中点的第
i个分量, 取非零多项式 fm ∈ F [xi] ⊂ F [x]使得 fm(aim) = 0, 令 f = f1 · · · fl ∈
F [xi] ⊂ F [x], 则 f ∈ I(Vk(I)) =
√
I, 于是 ∃e ∈ N使得 fe ∈ I, 则 lm(fe)是 xi 的
幂, G中有元素 gj 满足 gj = xvii 为 xi的幂.
(2)⇒(3). 对于R/I的基∏1≤i≤n xαii ,一定满足αi < vi,维数不超过∏1≤i≤n vi,
因此它是有限维的.
(3)⇒(1). 考虑多项式集合 {xji |j ∈ N}, 由于在 R/I 中维数有限, 则它们一定
线性相关,即存在m ∈ N使得∑0≤j≤m cjxji = 0,亦即∑0≤j≤m cjxji ∈ I,该多项式
在 F [xi]中零点有限, 至多为m个, 不妨设其零点集为 Vi, 于是 Vk(I) ⊂
∏
1≤i≤n Vi
是有限集.
推论13.7. 设 I 是零维理想, G = {g1, . . . , gt} = RGB(I), 规定的字典序为
x1 < x2 < · · · < xn, 则 t ≥ n, 并可将 g1, . . . , gt ∈ G重新编号使得 gi(1 ≤ i ≤ n)
只含 x1, x2, . . . , xi 且 lm(gi)为 xi 的幂.
例13.6. 考虑由 f1 = x2+y2+z2−1, f2 = x+y+z, f3 = x2−2x+y2−2y+z2+2z
生成的理想的 Gro¨bner基.
解: 由 Buchberger算法可得其 Gro¨bner基为
G = {g1, g2, g3} = {16x2 − 4x− 7, 4x+ 4y − 1, 4z + 1}.
显然, V (I)是一有限集, 此基的形式正如推论所说, 由此我们可以由第一个一
元多项式方程解出其根, 代入第二个方程解出第二个变元, 依次迭代下去即可解出
所有的根. 这里消元的结果和例 13.1利用结式消元得到的结果是一样的. 3
方程组解的结构的一些讨论
现在为了方便起见, 将所讨论的域限定为复数域 C, 由上一小节所讨论的内容,
我们很容易推广到如下结论:
定理13.19. I 是零维理想当且仅当 ∀i ∈ {1, . . . , n}, 消元理想 I⋂C[x] 6= {0}.
证明. (⇒) 显然. 我们只要选取相应的字典序 xi < x1 < · · · < xi−1 < xi+1 <
· · · < xn即可.
(⇐). 当消元理想是非平凡理想时, 其是一元多项式环 C[xi] 上的理想, 因
而是一个主理想, 可设其由 fi 生成, fi 首一且 deg fi = mi, 则对任何单项序有
xmii ∈ 〈lt(I)〉 = 〈lt(G)〉. 由此易得 R/I 是 C上有限维线性空间.
注180. fi可由满足
∑mi
j=0 cjxi
j = 0的极小多项式得到.
定义13.23. 记 pred为多项式 p的无平方部分, 即 pred := p/ gcd(p, p′).
定理13.20. 当 p是一元多项式时, 有√〈p〉 = 〈pred〉.
证明. 首先由 V (p) = V (pred) ⇒
√〈p〉 = I(V (pred)) = √〈pred〉. 而显然有√〈pred〉 = 〈pred〉.
[9]46页给出了如下定理:
定理13.21. 设 I ⊂ C[x1, x2, . . . , xn]是一多项式理想, 则有
√
I = I + 〈p1,red, p2,red, . . . , pn,red〉,
其中 pi 是消元理想 I
⋂
C[xi]的唯一首一生成元, 且 pi,red 是 pi 的无平方部分.
证明. 设上面等式右边的理想为 J , 先证其为一根理想. 我们先将诸 pi(记 ni =
deg pi)进行 C上的因子分解, 得到
pi,red =
∏
1≤j≤ni
(xi − aij),
其中由无平方部分的性质可知 ai1, ai2, . . . , aini 互不相同. 由 p1,red ∈ J 可得
J = J + 〈p1,red〉 =
⋂
1≤j≤n1
(J + 〈x1 − a1j〉),
同样地对于其它 pi,red可得
J =
⋂
1≤ji≤ni,1≤i≤n
(J + 〈x1 − a1j1 , x2 − a2j2 , . . . , xn − anjn〉).
对于每一项, 〈x1− a1j1 , . . . , xn− anjn〉都是极大理想, 因而 J 是有限个极大理想的
交集, 即有限个根理想的交集, 仍然是根理想.
由 J 的定义显然有 I ⊂ J , 又由于 J 的零点全在 V (I)中, 于是 I ⊂ J ⊂ √I,
取根理想有 √I = √J = J .
下面我们给出一个有用的引理:
引理13.9. 设 S = {p1, p2, . . . , pm} ⊂ Cn 是 m个互不相同的点的集合, 则存在多
项式组 gi ∈ C[x1, . . . , xn](1 ≤ i ≤ m), 使得 gi(pj) = δij.
证明. 回忆一元多项式情形下的 Lagrange插值的构造方法, 我们可以类似地构造.
首先考虑 p1, p2两个点, 两个点肯定有某个分量不同, 不妨设 p1,k 6= p2,k, 则定义
g1,2 =
xk − p2,k
p1,k − p2,k ,
其满足 g1,2(p1) = 1, g1,2(p2) = 0, 同样构造出 g1,j(2 ≤ j ≤ m) 后, 取 g1 =
g1,2g1,3 · · · g1,m即可.
对于 gi(2 ≤ i ≤ m)可类似构造.
下面的定理给出了方程组根的个数的估计([9]47页).
定理13.22. I 是 C[X]中的零维理想, A = R/I, 则 dimA ≥ #V (I), 取等号当且
仅当 I = √I.
证明. 设 V (I) = {p1, . . . , pm}, 其中m = #V (I), 考虑线性映射:
δ ⊂ C[X]/I × Cm : f 7→ (f(p1), . . . , f(pm)).
根据引理 13.9设 g1, . . . , gm满足 gi(pj) = δij ,则 gi(pj) = δij . 由于 ∀(λ1, . . . , λm) ∈
Cm, ∃f = ∑1≤i≤m λigi, 使得 δ(f) = (λ1, . . . , λm), 因此 δ 是满射. 于是 dimA ≥
dimCm = m = #V (I).
对于第二个等价条件, 先设 I = √I, 令 f ∈ ker δ, 则 f(V (I)) = 0 ⇒ f ∈
I(V (I)) =
√
I = I ⇒ f = 0, 从而 δ是单射, 因而是同构, dimA = m.
若 dimA = m, 首先 I ⊂ √I, ∀f ∈ √I = I(V (I)), 有 f(V (I)) = 0, 则
δ(f) = (0, . . . , 0)⇒ f ∈ ker δ ⇒ f ∈ I ⇒ I = √I.
13.3.7 Gro¨bner基和特征值法解方程组
在用 Gro¨bner基理论将方程组化为三角形列后, 采用一步步代入来算会引入
累积误差, [9]2.4节给出了一种方法, 用于求解的任何一个分量, 同时也给出了求消
元理想I⋂C[xi]的首一生成元的快速方法. 设 A = R/I, 首先我们定义
定义13.24. 线性映射mf ⊂ A×A使得mf (g) = fg, 显然mf = 0⇔ f = 0. 以后
mf 既指线性映射, 也可指其在 A的某组基上的矩阵表示.
很显然可以验证这样定义的线性映射具有一定的和谐性, 即 ∀h(t) ∈ C[t], 有
mh(f) = h(mf ). 只需逐一验证mf+g = mf +mg, mfg = mfmg 即可.
下面的定理给出了求解的方法:
定理13.23. 设 hf 是 mf 的极小多项式, ∀λ ∈ C, I 是一零维理想, 则下面三个命
题是等价的:
1. hf (λ) = 0,
2. λ是mf 的特征值,
3. f 在 V (I)上取得值 λ, 即 λ ∈ f(V (I)).
证明. 由高等代数知识知道 1和 2等价是显然的.
2 ⇒ 3. 不妨设 λ 6∈ f(V (I)), 由特征值的定义知 ∃z ∈ A \ {0}, 使得特征方程
f − λz = 0成立. 令 V (I) = {p1, . . . , pm}, 则 f(pi) 6= λ(∀pi ∈ V (I)). 令 g = f −λ,
有 g(pi) 6= 0, 设 gi(1 ≤ i ≤ m)满足 gi(pj) = δij , 定义
g′ =
m∑
i=1
1
g(pi)
gi,
则 g′(pi)g(pi) = 1⇒ 1− g′g ∈ I(V (I)) =
√
I ⇒ ∃l ∈ N((1− g′g)l ∈ I). 将其做二
项式展开, 可得 g′′满足 1− g′′g ∈ I, 即 g′′g = 1, 故
f − λz = 0⇒ g′′gz = 0 = z,
矛盾.
3⇒ 1. 设 λ = f(p)(p ∈ V (I)), 由 hf (mf ) = 0⇒ hf (f) = 0⇒ hf (f) ∈ I, 故
hf (λ) = hf (f(p)) = 0.
推论13.8. 设 I 是零维理想, 则mxi 的特征值集合 Vi即为 V (I)中点的 xi分量, 且
hxi(xi)是消元理想 I
⋂
C[xi]的唯一首一生成元.
注181. 使用上面方法的好处在于, 当我们只用 Gro¨bner基方法时, 由于要求指定
的字典序下的 Gro¨bner基, 其计算是较为复杂的. 而我们的定理仅涉及 A的代数
结构, 我们可以用计算量较小的分级字典序求出 Gro¨bner基, 得到 A上的基, 以此
来进行特征值的计算 [9].
注182. 特征值法另一优点是符号求解时不不多次计算多项式组的 Gro¨bner基即可
得到各个消元理想 I⋂C[xi]的首一生成元, 从而精确求解出 xi.
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3.3 代数函数的不定积分问题 
 Bronstein 在出版的专著中，对于超越函数的不定积分问题进行了系统的阐述。与之相
对，代数函数的不定积分的研究工作在今年来缺乏这一种系统的总结，加之理论研究的难度
较大，所以现阶段还是停留在理论研究的层面上。这也导致了在实际的实现过程中 Albi 系
统自身的缺陷和不完备性。毫无疑问，代数函数的不定积分的研究以及系统的梳理总结，进
而产生实用算法是之后符号积分研究的重点。如果能够对于代数函数的不定积分问题进行系
统的阐述，那么 Albi才是真正意义上的完备系统。 
 由于时间的关系，这一部分的学习只是刚刚开始，所以在这里不进行具体的介绍，只是
提供一些理论上的学习，总结，以供参考。 
 
Chapter 4
符号积分II
4.1 关于对数函数的积分
4.1.1 介绍
在积分学中，我们涉及到一些不存在初等形式的积分，例如，du= log(u)的
积分。在这里我们利用：对数积分：li(u) = P1i=1 R du= log(u)，来研究一些关
于对数生产的一些函数的积分。
例4.1. R (x= log(x)2)dx不存在初等函数的积分，而在本节中我们将得到Z
x
log(x)2
dx = 2li(x2)  x
2
log(x)
4.1.2 li-初等扩张
定义4.1. F是一个微分域，即域F上定义了一个导数0，满足8u; v 2 F (uv)0 =
uv0+u0v; (u+v)0 = u0+v0，特征为0，E是F上的一个微分扩张。称E为一个F的
刘维尔初等扩张，若91; : : : ; n 2 E，使得E = F (1; : : : ; n)，且81  i  n满
足一下中的某一个
1. i是F (1; : : : ; i 1)上的代数
2. 对某个a 2 F (1; : : : ; i 1)，有i = exp(a)
3. 对某个a 2 F (1; : : : ; i 1)，有i = log(a)
4. 对某个a 2 F (1; : : : ; i 1)，有i = li(a)
注：在1; 2; 3中描述了初等函数，在4中我们引入了非初等元R du= log(u)
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例4.2. 例令R是实数域，F = R(X)是R上的有理函数集合，g(x) = R x
0
(et=t)dt，
即g(x) = li(et)。则R(x; ex; g(x))，为一个li 初等函数域。
类似于刘维尔定理，我们有
定理4.1. F是C(x)的刘维尔扩张，C是F上常数的代数闭域，若g 2 F在F的刘
维尔初等扩张中有不定积分，则存在常数ci; di 2 C; wi; ui; vi 2 F，使得
g = w
0
0 +
X
ci
w
0
i
wi
+
X
di
u
0
i
vi
(4.1)
其中v0i = u
0
i=ui，即vi = log(ui)
很明显我们可以看出在(1)式中表达形式不唯一，实际上，若存在ci; di 2
C; wi; ui; vi 2 F，则 2 C; ci; di; wi; ui = ui; vi同样可使(1)式成立。则
g = w
0
0 +
X
ci
w
0
i
wi
+
X di
i
u
0
i
vi
因此，我们调整ui和vi，使得它们满足vi = ln(ui)。那么就可以保证上述刘维尔
定理中分解的唯一性了。以下我们均以ui和vi已满足vi = ln(ui)考虑。
4.1.3 初等函数塔
定义4.2. 初等函数塔 让F = C(x; 1; : : : ; n)是C上的超越初等扩张，这里C是
常数域，x是x0 = 1的解。调整使得C(x) = F0  F1  : : :  Fr = F ，这
里Fi = Fi 1(i1; : : : ; imi)。每个ij满足下面其中一条：
1. 0ij = a
0
ij=aij，aij 2 Fi 1但是aij =2 Fi 2
2. 0ij = ija
0
ij，aij 2 Fi 1但是aij =2 Fi 2
接着我们定义超越初等函数塔F = C(x; 1; : : : ; n)的阶
rank(F ) = (mr; : : : ;m1; 1)。
注8. rank(F )取决于1; : : : ; n的选取，阶的大小按字典排序法比较
例4.3. 域E1 = C(x; exp(x)，exp(exp(x) + x); exp(exp(x) + x2))；
E2 = C(x; exp(x); exp(x
2); exp(exp(x))，则rank(E1) = (2; 1; 1); rank(E2) =
(1; 2; 1)
我们也可以定义F中的元素a的阶为k，若a 2 Fk，但a =2 Fk 1.
令F = C(x; 1; : : : ; n)是C上的初等扩张，我们称F是可分解的，如果
每个对数单项式i = log(ai)，这里ai是在C[x; 1; : : : ; n 1]不可约的多项式。
容易看出给定的任意一个F上的C(x)上的超越元，都可以做一个可分解的
域 ~F = C(x; ~1; : : : ; ~n) 使得F同构于 ~F的某个微分子域。
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让F如上述定义，i = exp(ai)是一个k阶指数单项式，设ai =
P
(pj=qj)j+
r，其中pj，qj是整数，j，是k   1阶对数多项式，rank(r) < k   1。称F是规
范的，如果0 < pj=qj < 1，对于每个指数单项式成立。
例4.4. F = C(x; log(x); exp( 52 log(x) + x))不是规范的，但它同构于
F = C(x; log(x); exp( 12 log(x) + x))是规范的
如此可以看出，我们可以将1; : : : ; n换成 ~1; : : : ; ~n使得F = C(x; ~1; : : : ; ~n)
是规范的。不难看出rank( ~F ) < rank(F )
我们总假设以C中元素为系数的多项式总可以在有限步分解成不可约因子
的乘积。
4.1.4
P 分解
定义4.3. K是一个特征为0的域，让P = (f1; : : : ; fm)是K(x)一列互不相同的
不可约元，且fi =2 K。 2 K(x)，称在K上有一个
P 分解，若存在bi 2 K，
aij为整数，和自然数n，使得
 =
nX
i=1
bi
mY
i=1
f
aij
j
我们想要考虑这种P 分解的存在性，唯一性，和它的构造。
但事实并非如此
例4.5. 如果P = (x2 + 1)，那么x就没有P 分解
例4.6. 令K是有理数域，P = (x; x+ 1)，则0有无数多组表示
0 = (x+ 1)n  
nX
k=1

n
k

xn k; n = 1; 2; : : :
令T  Z，g : T ! Zm。我们说在K(x)中有一个P分解是被g限制，如果
 =
nX
i=1
bi
mY
j=1
fj
ij
对于任意的i; i1 2 T，g(i1) = (i1; i2; : : : ; im)。除了平凡的情形外，bi 6=
0。且假设i1 < i2 < : : : < im.
定理4.2. 令P和g如上所示。令是K[x]中的非零元，令Pni=1 bifaijj 是在g(x)上
限制的一个P分解，且11 < 21 < : : : < n1。那么是f1在中的重数
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证明. 当n = 1时显然。设n > 1，令 = f1 p=q，这里f1; p; q 2 K[x]是互素的，
且q是首一的。我们有
f1
p
q
= b1f
11
Qm
j=2 f
1j
j
1 +
nX
i=2
bif
i1
1
mY
j=2
f
ij
j
则
f1
p
q
= f111
0@b1 mY
j=2
f
1j
j +
nX
i=2
bif
i1 11
1
mY
j=2
f
ij
j
1A (4.2)
由于当j > 1时，fj和f1是互素的，我们有b1
Qm
j=2 f
1j
j = p1=q1，这里p1; q1 2
K[x]是互素的。并且由8i  2 i1   11 > 0，那么式4.2能写成
f1
p
q
= f111

p1
q1
+ f1
p2
q2

= f111

p1
q1
+ f1
p2
q2

= f111
p3
q3
这里f1; p3; q3 2 K[x]互素，且q3是首一的，那么 = 11
定理4.3. P和g如上所示，假设有一个被g限制的P分解。这是分解在不计次
序的情况下是唯一的。
定理4.4. P和g如上所示，让 2 K(x)且假设有一个被g限制的P分解。近一
步假设8 2 T，我们能够有限步的计算出g(x)，则我们也能够在有限步计算
出的P分解。
证明. 令 = Pni=1 biQ faijj 是在g(x)限制下的P分解。用递归的方式，只
需证明b1; 11; : : : ; 1m是可计算的。由定理4.2,11是f1在中的重数，又由
于g(x)是可计算的，那么12; : : : ; 1m可计算，那么下面我们只需计算b1。
我们计算互素的p; q且，q是首一的，f1和q是互素的。且
p
q
=
Q
f
ij
j
= b1 +
nX
i=2
bi
Y
f
ij j
j
由此得
p = b1q + q
nX
i=2
bi
Y
f
ij j
j (4.3)
由于p; b1q 2 K[x]，我们有q
Pn
i=2 bi
Q
f
ij j
j 2 K[x]。由于ij  11 > 0;8i >
1我们能把式4.3写成
p = b1q + f1Q (4.4)
这里Q 2 K[x]。也就是说b1 = (p mod f1)(q mod f1)。
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定理4.5. P和g如上所示，d是一个正整数。假设对于任意的整数我们能够在
有限步决定，计算g()。那么给定的 2 K(x)如果有被g限制的P分解，则我
们能在有限步决定。
证明. 我们计算11是f1在中的重数。如果11 =2 T停止，也就是没有这样
的P分解。否则，我们计算12; : : : ; 1m，如果b1 =2 K，停止。如果b 2 K，我
们令2 =    b1
Q
f
ij
j ，并计算f1在2中的重数21。如果21 2 K且21 >
11，我们计算(b1; 21; : : : ; 2m)。重复上述方式，我们能够计算(b3; 31; : : : ; 3m)
,: : :,(bd; d1; : : : ; dm)，和p1(); : : : ; pm()。一旦知道知道这些多项式，我们能
够找到一个整数，使得每个pj()在(;1)是单调的。如果有pj是0阶的，我
们用d+1=fijj 代替d+1，保证pj在这个区间中是严格单调的。继续计算，直
到k1 > 对于某个k  d。如果ij 6= pj(i1)，则没有这样的
P分解。否则
我们有一个元素k+1我们期望写成
Pn
k+1 bi
Q
f
ij
j ，这里(k+1;j ; : : : ; nj)对于
每个j都是严格单调的。
分为以下两种情形：
1. 假设第j列是单调下降的，令r是fj在k+1的重数。通过检验的部分分解
我们能够看到ij = r。因此如果对于某个i > k，有ij < k，我们结束计
算。
2. 假设所有的列都是单调增的，在这种情况在我们重复计算，直到r1; : : : ;
rm对于某个r是正的。如果r =2 K[x]，则没有
P分解。否则，我们
有deg(Q fnjj ) = deg(r)对于某个i > r我们有deg(Q fijj ) > deg(r)我
们能够终止计算。
这些结果总结了多种情形。也就是说，让 = (f1; : : : ; fm)是一系列的两两
互素的K[x1; : : : ; xr]，这里fi均不在K中。
为了决定在K(x1; : : : ; xr)有一个严格被d阶g限制的分解，我们首先单独
考虑xk，使得f1不在K[x1; : : : ; xk 1; xk+1; : : : ; xr]。那么形式
P0
= (f1; fk1; : : : ;
fks)，这里fkj不是在K[x1; : : : ; xk 1; xk+1; : : : ; xr]中。现在用定理4.5计算
K(x1; : : : ; xk 1; xk+1; : : : ; xr)中的元素Bi和整数ij使得
 =
X
Bif
i1
1
Y
f
ij
kj (4.5)
如果有一个被d阶g严格约束的P分解，那么4.5是严格被g在
K(x1; : : : ; xk 1; xk+1; : : : ; xr) 上的投影约束的
P0分解。这样，我们只需在
K(x1; : : : ; xk 1; xk+1; : : : ; xr)上分解Bi，然后检验这些因子和多项式来决定在K上
是否有分解。并且这是分解是唯一的，且Bi也是唯一的。
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4.1.5 对数函数积分
引理4.1. 让F如定理4.1所述，让是F上的指数单项式，让g是F ()中的元素，
应用部分分解得到g = Amm + : : : + A ~m ~m + A0 + P ()=Q() 这里Ak在F中，
p; q在F ()中，deg(P ()) < deg(Q())且gcd(Q(); ) = 1。那么g在F ()的某
个li 初等扩张中有不定积分，当且仅当每一项Amm; : : : ; A ~m ~m; : : : ; A0 +
P ()=Q() 都在其中有不定积分。在这种情形下，对于每个k，和Akk的积分
相关的项u0i=vi是每个具有形式fik（这里fi在F中），和A0 + P ()=Q()的积分
相关的项u0i=vi在F中。
引理4.2. 让K是一个可计算的域，让p和q是K[x]中的两个互素的元素。给
定K[x]中的f 且deg(f) = n > 0，我们在有限不决定是否存在一个阶小
于n的K[x]中的多项式d，使得f整除p + dq。更进一步，如果存在，这个多
项式是唯一的且是可计算的。
定理4.6. 让E = C(x; 1; : : : ; n)是一个特征为0的微分域，C为代数闭域。假
设x是C上的一个超越元，且是x0 = 1的解。i是C(x; 1; : : : ; n)的单项式，E =
C(x; 1; : : : ; n)是可分解且正则的。进一步假设n是C(x; 1; : : : ; n 1)的指数
的，n的阶为r，E的阶为(1;mr 1; : : : ; 1)。那么给定A 2 C(x; 1; : : : ; n)，如
果其在E的某个刘维尔扩张中有不定积分我们能够在有限步决定An。
证明. 令F = C(x; 1; : : : ; n 1)，让e和l是F的指数和对数的指标集
e=fi|i是指数单项式g,l=fi|i是对数单项式g
并且令0i = i0i对于所有的i 2 e，令i = a0i=ai对于所有的i 2 l，且
令n = exp(an)
现在假设Ai在E的某个li初等扩张中有不定积分。从定理4.1和引理4.1的证
明中我们有
An = (Bn)
0 +
X
di
u0i
vi
(4.6)
这里B 2 F，且di是常数，v0i = u0i=ui，这里ui; vi 2 E。由于ui是E上为代数指
数型的，我们由[Roca79; Thm3:1]有，存在有理数ri和rij 和一个常数vi使得
vi = rian +
X
e
rijaj +
X
l
rijj + vi
由于ui是vi的指数，则有
ui = i
Y
l
a
rij
j
Y
e

rij
j 
ri
n (4.7)
这里i 2 C。因此我们把式4.6重新写成
An = (Bn)
0 +
X
di
(rian +
P
e rijaj +
P
l rijj + vi)
0
(rian +
P
e rijaj +
P
l rijj + vi)
i
Y
l
a
rij
j
Y
e

rij
j 
ri
n
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通过比较系数我们假设ri = 1，由于di和i都是常数，我们可以令i = 1。又
因为在4.7中的因子在C[x; 1; : : : ; n]，那么可知rij都是整数。从条件，存在
一个单项式，阶为r   1使得an与有关，其他的aj都和无关。让F = D()
令a = p()=q()，这里p()和q()在D[]中是互素的，且q()是首一的。我们有
An = (Bn)
0 +
X
di
[p()=q() +
P
e rijaj +
P
l rijj + vi]
0
p()=q() +
P
e rijaj +
P
l rijj + vi)
Y
l
a
rij
j
Y
e

rij
j 
ri
n
         (4.8)
剩下的证明分成以下两个部分
Case a  = exp(a)或者 = x，我们有
vi =
p()
q() + i
=
p() + iq()
q()
这里 = +Pe rijaj+Pl rijj+vi。由于p()和q()是互素的，则表达式的右边
是已知的，则vi是可以知道的。为了决定分子，首先，如果对于某个0 2 D使
得p() + iq() 2 D，则这样的0 是唯一可计算的。因此，我们假设p() + ()
不在D中。它的分解为ifmi1i1 : : : f
miki
iki
，这里 2 D，每个fij是首一的、不可约
的。那么等式4.7化为
An = (B
0
n) +
X
di
(if
mi1
i1 : : : f
miki
iki
q() 1)0
(if
mi1
i1 : : : f
miki
iki
q() 1)
Y
l
a
rij
j
Y
e

rij
j n
或者
An = (B
0
n) +
X
di
0BBB@0i   q()0
q() +
Pki
j=1mij
f 0ij
fij
1CCCAY
l
a
rij
j
Y
e

rij
j n
我们指出，这里fij一定会整除A的分母，除非fij = 。首先指出，如果fij 6= ，
那么fij不能整除f 0ijk，对于所有的k  0。由引理4.2每个fij唯一的决定i，
由[Roca79; Thm:3:1]，每个i唯一的决定rij和vi。因此，每个fij 6= 一定是P
diu
0
i=vi的分母的一个因子。现在考虑(Bn)0，由部分分式可以看出fij或者
是多重因子，或者不是(Bn)0的分母的因子。在任一种情形下，fij都能够整
除A的分子。
现在，对于任意一个不可约多项式pi，在A的分母中，我们应用引理4.2，
决定是否存在一个i，使得pi整除p() + iq()。在这时，我们也让pi = 。接
下来我们决定是否存在整数rij和常数vi，使得i =
P
e rijaj +
P
l rijj + vi
这样，对于给定的A，和所有的项u0i=vi，接下来，我们应用[Risch69,Main
Theorem, part(b)]决定是否存在常数di和元素B满足4.6
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注9. Risch69 Main Theorem 令F如上所示，每个i是C(x; 1; : : : ; i 1)上的单
项式，我们有
(a) 令f 2 F，那么能够在有限有限步决定是否存在v0 2 F，vi 2
C(x; 1; : : : ; n); i = 1; : : : ;m（其中 C是C的闭包），和c1; : : : ; cm 2 C，使得f =
[v0 +
Pm
i=1 ci log vi]
0。且如果存在，我们能够找到它们。
(b) 令f; gi; i = 1; : : :m是F中的元素，那么能够在有限步内找到
h1; : : : ; hr 2 F，和一个以C中元素为系数、m + r个变量的线性代数方程组	，
使得对y 2 F满足y0 + fy =Pmi=1 cigi，其中ci 2 C；当且仅当y =Pri=1 yihi这
里yi 2 K，其中c1; : : : ; cm; y1; : : : ; yr满足方程组	.
（具体参见[Risch69]）
Case b  = log(a)
让l'=iji是D对数单项式的，我们有
vi =
p()
q()
+ ri + i =
p() + riq() + iq()
q()
这里i =
P
e rijaj +
P
l0 rijj + ci。像前面一样，搜吗来决定vi的分母。
Case (b1) q() 6= 0或deg(p()) > 0。
首先决定是否存在值r0和0使得p()+ r0q()+0q()是在D中。这样r0 =
 lc(p())，（这里lc代表首项系数），0 =  lc(p() + r0q()) 我们指出，
当q() = 1,p() + r0在D中时，但这种情况在这里不会存在。因此，假
设p() + riq() + iq()不在D中，则设ifmi1i1 : : : f
miki
iki
是它的因式分解。这
里 2 D，每个fij是首一的、不可约的。那么等式4.8化为
An = (B
0
n) +
X
di
0BBB@0i   q()0
q() +
Pki
j=1mij
f 0ij
fij
1CCCAY
l
a
rij
j
Y
e

rij
j n
注意，在这种情形下Ql arijj Qe rijj 在D中，且deg(f 0ij) < deg(fij)。考
虑(Bn)0的部分分式分解，则fij整除A的分母，除非在项
P
diu
0
i=vi有约掉。如
果有约化，则有下式之一成立
m1
f 0
f
Y
l
a
r1j
j
Y
e

r1j
j + : : :+ml
f 0
f
Y
l
a
r1j
j
Y
e

r1j
j = 0
或者
m1a
r1
Y
l0
a
r1j
j
Y
e

r1j
j + : : :+mla
r1
Y
l0
a
r1j
j
Y
e

r1j
j = 0
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这里mi 2 C且不为0，且F整除p()+ riq()+iq()。fag
Sfajgl0 Sfjge是一
个互素的不可约的集合，对于0是一个P分解，（这里P = (a; : : : ; ai; : : : ; j ; : : :);
i 2 l0; j 2 e）。根据引理4.2和[Roca79,Thm.3.1]，给定ri，我们能够唯一的决
定rij。通过定理4.3这样的分解是唯一的，因此t = 1;m1 = 0，则矛盾。因此，
我们证明每个vi的分子的因子都是A分母的因子。
我们能够重新地描述式4.6中的所有的vi：这些有线性分子的vi一定有ri =
0或ri =  lc(p())。用这些对于ri的值用引理4:2 能及时所有的i使得p() +
riq() + iq()被A的分母的一个线性因子整除。接下来，计算所有分子阶数
大于1的vi，用引理4:2 我们能够直接从A的分母中得出。最后，由i的值，我们
决定是否存在整数rij和常数vi 使得i =
P
e rijaj +
P
l0 rijj + vi。这样所有的
在4.6中的u0i=vi 我们都能够决定，我们应用[Risch69;MainTheorem; part(b)]
Case (b2) p() = r + s和q() = 1
首先，把式4.6分解成部分分式，得到24Am+1m+1 + : : :+A0 + KX
i=1
ki+1X
j=1
Aij
pji
35 n
=
240@ mX
i=0
Bi
i +
KX
i=1
kiX
j=1
Bij
pji
1A0 + (r + s)0
0@ mX
i=0
Bii +
KX
i=1
ki)X
j=1
Bij
pji
1A35 n
+
X
di

(r + ri)
0
(r + ri)
+
( + (s+ i)=(r + ri))
0
( + (s+ i)=(r + ri))
Y
l
a
rij
j
Y
e

rij
j n
这里pi是首一不可约的。指出ri+ r 6= 0，由于ri是不为0的整数，则E是正规的。
通过比较等式两端我们有A1k1+1 =  kiBik1p01 (mod p1)。我们用
[Risch69; p:180]，计算多项式R和S使得Rp1 + SP 01 = A1k1+1。那么B1k1 =
 S=k1。用同样的方法，我们也能计算B2k2 ; : : : ; BKkK。现在用An [(B1k1=pk11 +
: : :+BKkK=p
kK
K )n]
0
代替An重复上述过程。最终B化为一个多项式，也就是
Am+1
m+1 + : : :+A0 +
A11
p1
+ : : :+
AK1
pK
= (Bm
m + : : :+B0)
0 + (r + s)0(Bmm + : : :+B0)
+
X
di

(r + ri)
0
(r + ri)
+
( + (s+ i)=(r + ri))
0
( + (s+ i)=(r + ri))
Y
l
a
rij
j
Y
e

rij
j
这里 Ak1在D()中且有deg( Ak1) < deg(pk) 那么对于任意的k，我们有
Ak1
pk
=
X
pk
di
( + (s+ i)=(r + ri))
0
( + (s+ i)=(r + ri))
Y
l
a
rij
j
Y
e

rij
j (4.9)
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这里Ppk表示和是遍历所有的指标有pk =  + (s+ i)=(r + ri)。从式4.9有
Ak1
p0k
=
X
pk
dia
ri
Y
l
a
rij
j
Y
e

rij
j (4.10)
常数rij ; ri; vi能在第4节计算。首先指出式4.14是 Ak1=p0k的一个
P分解.
（这里P = (a1; : : : ; ai; : : : ; j ; : : :); i 2 l0; j 2 e）。进一步，我们有
i = (r + ri)k   s (4.11)
这里pk =  + k，所以给定ri能够决定i进而得出rij和vi。因此式4.14是一个
严格被一个可计算的函数限制的P分解。所以我们只有证明这个P分解是一阶
的。
很明显有一个指标的P分解是一阶的。因此我们假设式4.11是被俩个不同
的r1和r2满足的。现在定义集合S是D中所有能够被写成
P
e rjaj+
P
l0 rjj+v的
元素集合。指出S在加法减法和数乘是封闭的。由式4.11我们有
(r + r1)k   s (4.12)
和
(r + r2)k   s
都在S中。通过减法和乘以1=(r1 r2)，我们有k在S。由4.12知，rk s在S中。
因此存在有理数w1j ; w0j和常数w1; w0使得
k =
X
e
w1jaj +
X
l0
w1jj + w1
和
rk   s =
X
e
w0jaj +
X
l0
w0j + w0
把这些代入4.11，我们有X
e
rijaj+
X
l0
rijj+vi =
X
e
(w1jri+w0j)aj+
X
l0
(w1jri+w0j)j+(w1ri+w0)
由于这个表示是在S中是唯一的，我们有rij = w1jri + w0j，证明在4.14中
的P分解时一阶的。
我们能够决定式4.14中的di和rij是否存在。如果这些值存在，那么我们决
定在式4.2中的所有的ui和vi，应用[Risch69;MainTheorem; part(b)]计算B和常
数di，因此推出Case(b2)，从而证明了此定理。
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这里Aj 2 D，deg (Pj) < deg (Qj)且gcd( ;Qj) = 1。则有
Aj
j = Amj
j mj + : : :+A mj
j mj + jA0j +
jPj( )
Qj( )
又一次应用定理4.1我们有Ajj在E = D() 的某个刘维尔初等扩张中有不
定积分，当且仅当Amjj mj ; : : : ; A mjj mj ; jA0j +
jPj( )
Qj( )
有不定积分。
jA0j +
jPj( )
Qj( )
可用上述同样的方法处理。其他部分，考虑一般情形Aijj ij，
它在E的某个刘维尔初等函数扩张中有不定积分，当且仅当它Aijij（ij =
j ij）在D(ij )的某个刘维尔初等扩张中有不定积分。注意到在域D(ij )中，
rank(ij )  r则rank(D(ij ))  (mr   1; : : : ;m1; 1)。根据第二节的讨论，我
们用 ~Dij代替D(ij ) 这里 ~Dij和D(ij )同构，且 ~Dij是正则的，那么我们有
rank( ~Dij )  rank(D(ij ))  (mr   1; : : : ;m1; 1) < rank(E)
现在假设 ~Dij ; Aijij有相同的代表元 ~Aij。由于rank( ~Dij ) < rank(E)，我们应
用归纳假设证明 ~Aij在 ~Dij的某个刘维尔初等扩张中有不定积分。这种证明适用
于Amjj mj ; : : : ; A mjj mj，那么就证明了mr > 1的情形。
2 假设mr = 1，在E的某个刘维尔初等扩张中找到Ajj的不定积分，
等价于在F ((j))中找到Aj(j)的不定积分，这里j = (j)。用 ~(j)代替(j)使
得F ( ~(j))是正则的且同构于F ( ~j)。现在在F ( ~(j))中，Ajj有一个代表元 ~Aj ~(j)，
这里 ~Aj 2 F，且有rank(F (~(j)))  rank(E)。当rank(F (~(j))) < rank(E)时，
由归纳假设，我们可以决定 ~Aj ~(j)是否有不定积分；当rank(F (~(j))) = rank(E)
时，由定理4.6可得结论。
例4.7. R (x3)= log(x2   1)dx
证明. 首先(x3)= log(x2   1)dx = x3=(log(x + 1) + log(x   1))，有C(x; 1 =
log(x + 1) + log(x   1))。那么它的都是对数阶情形，由Case a 的步骤计算。
设 = 2，K = 1， A11 = x3和p1 = log(x+ 1) + log(x  1)。那么此时4.15变为
( A11=p
0
1)
0
p01
=
2x4   3x2 + 1
2
= diri(x+ 1)
ri(x  1)ri1
由于i=ri = R1 log(x  1) + v = log(x  1)，我们有以上的分解时严格地被函
数g(ri) = (ri; R1ri) = (ri; ri)。下面由定理4.5。我们令1 = (2x4   3x2 + 1)=2，
所以r1 = 1; r11 = 1; d1r1 = 1=2。接着3 = 2   (x+ 1)2(x  1)2 = 0。则我们
计算得 Z
x3
log(x2   1)dx =
1
2
li(x4   2x2 + 1) + 1
2
li(x2   1)
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定理4.7. E如上所述，给定 2 E，如果其在E的某个刘维尔扩张中有不定积分
我们能够在有限步决定，且能够找到常数ci; di和wi; ui; vi 2 E使得
 = w
0
0 +
X
ci
w
0
i
wi
+
X
di
v
0
i
vi
(4.13)
这里v0i = u
0
i=ui。
证明. 用归纳法，对E的阶进行归纳。设定理对于阶小于(mr; : : : ;m1; 1)都
成立，考虑 2 E = C(x; 1; : : : ; n)，这里E是可分解的、正则的，且阶
为(mr; : : : ;m1; 1)。分成以下两种情况讨论
Case a 存在一个r阶对数单项式，记做，且0 = a0=a，让E = F () 由
于vi是ui的一个对数，我们有
vi = ri +
X
e
rijaj +
X
l0
rijj + vi
这里l0 = fjjj = log(aj)是一个F中的对数单项式g，e = fjjj = exp(aj)是一
个F中的指数单项式g，rij是一个有理数，vi 2 C，我们还有
ui = ia
ri
Y
l0
a
rij
j
Y
e
rij
这里 2 C，不是一般性，我们假设i = 1，对于任意的i成立。
现在将式4.1分解成关于的部分分式。
Am
m + : : :+A0 +
KX
i=1
ki+1X
j=1
Aij
pji
=
24Bm+1m+1 + : : :+B0 + KX
i=1
kiX
j=1
Bij
pji
X
wi2F
ci
Z
w
0
i
wi
+
X
wi =2F
ci
Z
w
0
i
wi
+
X
ri=0
di
Z
u
0
i
vi
+
X
ri 6=0
di
Z
( + i=ri)
0
( + i=ri)
ari
Y
l0
a
rij
j
Y
e

rij
j
35
0
这里i =
P
e rijaj+
P
l0 rijj+vi，且pi 2 F ()是首一不可约的。这里wi =2 F等
于某个pi，且每个 + i=ri等于某个pi，对于1  i  K
首先计算Bm+1; : : : ; B1。
接着去掉多项式部分，计算B1k1 ; : : : ; B11; : : : ; BKkK ; : : : ; BK1，使用Hermite
约化方法。有等式
(
A11
P1
+ : : :+
AK1
PK
) =
X
ci
p0i
pi
+
X
di
( + i=ri)
0
( + i=ri)
ari
Y
l0
a
rij
j
Y
e
jrij
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这里 A11; : : : ; AK1 2 F []，且对于8i，deg( Ai1) < deg(pi)。由有部分分式
分解的唯一性知，对于每个pk，1  k  K。如果deg(pk) > 1那么对于某
个ck有 Ak1 = ckp0k，因此考虑pk关于是线性的。则有
Ak1
pk
= ck
p0k
pk
+
X
pk
di
p0k
pk
ari
Y
l0
a
rij
j
Y
e

rij
j
这里pk =  + i=ri对于8i成立。因此
Ak1
p0k
= ck +
X
pk
dia
ri
Y
l0
a
rij
j
Y
e

rij
j (4.14)
则
( Ak1=p
0
k)
0
p0k
=
X
pk
diria
ri
Y
l0
a
rij
j
Y
e

rij
j (4.15)
我们现在用第三节的结果计算ri; rij ; di。我们仅仅需要证明式4.15是一个被限制
的分解（ = (a; : : : ; ai; : : : ; j ; : : :); i 2 l0; j 2 e）。然而i=ri不依赖于i，能被
写成PeRjaj +Pl0 Rjj + v，这里Rj = rij=ri且v = vi=ri，对于所有的i和j成
立。所以rij = Rjri证明了4.15是一个一阶的被限制的分解，我们用4.14决
定ck，我们就证明了Case a
Case b 所有的r阶单项式都是指数的，选择其中的一个，令E = F ()，
把分解成部分分式，得到
 = Am
m + : : :+A m
m +A0 +
P ()
Q()
这里 m  m，deg(P ) < deg(Q)且gcd(;Q()) = 1。如果在E的某个刘维尔
初等扩张中有一个不定积分，那么由定理4.1知每一个Amm; : : : ; A m m都有不
定积分。
考虑第一部分A0 + P ()=Q()，从定理4.1我们有
A0 +
P ()
Q()
= w0 +
X
ci
w0i
wi
+
X
di
u0i
vi
这里ci; di 2 C，ui; vi 2 E。通过定理4.1，一定有ui; vi 2 F，因此我们能够将
其归结为指数情形的计算。
接下来考虑Ajj。我们将讨论分成两种不同的情形：mr > 1或者mr = 1。
1 首先设mr > 1。这意味着有另一个r阶的指数单项式，设其为 ，让F =
D( )，那么E = F () = D( )()。对Aj做关于 的部分分式
Aj = Amj 
mj + : : :+A mj 
mj +A0j +
Pj( )
Qj( )
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例4.8. R (x2)= log(x2   1)dx
证明. 根据上面有Z
x2
log(x2   1)dx =
Z
x2
log(x+ 1) + log(x  1)dx
且
( A11=p
0
1)
0
p01
=
3x4   4x2 + 1
4x
=
X
diri(x+ 1)
ri(x  1)ri1
这里的P分解时严格被函数g(ri) = (ri; ri)限制。应用定理4.5，我们有11 =
r1 = 1。由于g(ri) 对于它的每一个部分都是严格的单项式，r1 = 1 > 0，且不
是x的多项式，我们在上述定理中P分解不能终止。因此R (x2)= log(x2  1)dx不
能写成对数和初等函数形式的积分。
例4.9. 考虑R  2x+ 3
3 log(x) + 2x
elog(x)=2+x +
1
x+ 1
(elog(x)=2+x)2

证明. 我们有C(x; log(x); elog(x)=2+x)。则考虑定理4.6中Case b的情形。我们把
问题分成两个部分：
1
R
((2x+3)=(3 log(x)+2x)elog(x)=2+x)dx 我们应用定理4.6中的Case b2的
情形。这里r = 1=2; s = x;K = 1; A11 = (2x+3)=3p1 = log(x)+2x=3。这个
P分
解在等式4.14中变成
A11
p01
= x =
X
dix
ri
我们有d1 = r1 = 1和Z
2x+ 3
3 log(x) + 2x
elog(x)=2+xdx = d1li(x
r1elog(x)=2+x) = li(xelog(x)=2+x)
2
R
1=(x+1)(elog(x)=2+x)2dx 这里，将这个问题化简得到R x=(x+1)e2xdx，
则在域C(x; e2x)中。这是定理4.6中的情形。这里 = x; p()=q() = 2x;A =
x=(x + 1)且是常数。A的唯一的因子是x + 1。由引理4.2，我们令 = 2且那
样x + 1能够整除2x + 。所以u1 = e2x; v1 = 2x + 2(指出这里v1 6= ln(u1))。应
用[Risch69MainTheorem; part(b)]得到
x
x+ 1
e2x = (Be2x)0 + d1
(2x)0e2x
2x+ 2
这里得到B = 1=2; d1 =  1.最终我们将u1换为 u1 = e2x+2，d1换为 d1 =  1=e2，
使得v1 = ln(u!)则 Z
x
x+ 1
e2x =
e2x
2
  e 2li(e2x+2)
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例4.10. R 2x3   x2   6x
x2 + 3x+ 2
+
2x  3
log(x) + 1

ex log(x)+xdx
证明. 这里也是Caseb2的情形，在定理4.6中，我们有r = x; s = x; A11 = 2x  
3; p1 = log(x) + 1 那么在4.14中的
P分解变为
A11
p01
= 2x2   3x =
X
dix
ri
这里d1 =  3; r1 = 1; d2 = 2; r2 = 2，所以
u1 = xe
x log(x)+x; v1 = x log(x) + x+ log(x) + 1
且有
u2 = x
2ex log(x)+x; v2 = x log(x) + x+ 2 log(x) + 2
我们接下来应用[Risch69; part(b)]，这里有
2x3   x2   6x
x2 + 3x+ 2
+
2x  3
log(x) + 1

ex log(x)+x =  3u
0
1
v1
+ 2
u02
v2
最后，我们令u1 = eu1; u2 = e2u2那么Z 
2x3   x2   6x
x2 + 3x+ 2
+
2x  3
log(x) + 1

ex log(x)+xdx
=  3
e
li(ex log(x)+x+log(x)+1) +
2
e2
li(ex log(x)+x+2 log(x)+2)
4.1.6 总结
定理4.6也可应用于以下的一些特殊情形
 指数形式的积分
ei(u) =
Z
u0 exp(u)
u
d(x) = li(exp(u))
 正弦、余弦的积分
si =
Z
u0 sin(u)
u
d(x) =
1
2i
[ei(iu)  ei( iu)]
ci =
Z
u0 cos(u)
u
d(x) =
1
2
[ei(iu) + ei( iu)]
例如Z
cos(x)2
x3
dx =  2x
2ei(2ix) + 2x2ei( 2ix)  2x sin(2x) + cos(2x) + 1
4x2
=  ci(2x) + sin(2x)
2x
  cos(2x)
4x2
  1
4x2
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4.1.7 推广
一些记号
1. ：erf(u) = R exp( u2)du
2. ：li2(u) =  
R
log(u)du=(u  1)
我们这研究一种算法能够求出一下的积分：
1.
R dx
log(x) log(li(x))
= li(li(x))
2.
R
e x
2 erf2(x)dx = erf(erf(x))
3.
R exp(1=2) log(log(x))  1= log(x)
x log2(x)
dx = 2erf

1
log(x)

对数积分
对于定义在li初等函数扩张中的函数我们同样有
定理4.8. F是C(x)的刘维尔扩张，C是F上常数的代数闭域，若g 2 F在F的刘
维尔初等扩张中有不定积分，则存在常数ci; di 2 C; wi; ui; vi 2 F，使得
g = w
0
0 +ci
w
0
i
wi
+di
u
0
i
vi
其中v0i = u
0
i=ui，即vi = log(ui)
定理4.9. C(x)是一个特征为零的微分域，且C是代数闭域，让E = C(x; 1; : : : ; n)
是C(x)一个的超越的刘维尔扩张。给定的g 2 E如果有不定积分，能在有限步
中找到ci; di 2 C;ui; vi; wi 2 E，使定理1中的等式成立。
例4.11. Z
dx
log(x) log(li(x))
我们先计算i，则有1 = log(x); 2 = li(x); 3 = log(li(x))则有E = C(x; 1; 2; 3)，
其中(C)是复数域。
由定理1中的等式知，令ci = 0; d1 = 0; u1 = li(x),则g = u01= log(u1)（已经
证明有且只有这一种表达），则上述积分为li(li(x))
对于
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误差函数
我们再定义一个初等扩张域
定义4.4. F是一个微分域，满足8u; v 2 F (uv)0 = uv0 + u0v; (u + v)0 =
u0 + v0，特征为0，E是F上的一个微分扩张。称E为一个F的误差初等扩张，
若91; : : : ; n 2 E，使得E = F (1; : : : ; n)，且81  i  n满足以下条件中的某
一个
1. i是F (1; : : : ; i 1)上的代数
2. 对某个a 2 F (1; : : : ; i 1)，有i = exp(a)
3. 对某个a 2 F (1; : : : ; i 1)，有i = log(a)
4. 对某个a 2 F (1; : : : ; i 1)，有i = erf(a)
定义4.5. E是一个C(x)的正则对数显式刘维尔扩张，E = C(x; 1; : : : ; n)，对
于任意的i，满足1; 2; 3中的一个，或者

0
i = a，对于某个a 2 F (1; : : : ; i 1)，且i在F (1; : : : ; i 1)不是初等的
如果每个对数单项式i = log(a)，使得a是一个F (1; : : : ; i 1)上的不可约
多项式，称E是可分解的。
定义4.6. E是一个C(x)的对数显式刘维尔扩张，且严格满足C(x) = F0  F1 
: : :  Fr = E，使得任意i > 0，Fi = Fi 1(i1; : : : ; iki)，满足任意ij = k对于
某个k，且对于任意j满足以下条件中的一个
1. ij是Fi 1上的代数元，是Fi 2上的超越元
2. 
0
ij/ij = a
0
ij对于某个aij 2 Fi 1，但aij =2 Fi 2
3. 
0
ij = a
0
ij=aij对于某个aij 2 Fi 1，但aij =2 Fi 2
4. 
0
ij = aij对于某个aij 2 Fi 1，且ij不是Fi 2上的初等元
我们定义E中元素的阶
定义4.7. a 2 E为k阶的，若a 2 Fk，但a =2 Fk 1
我们定义E的阶
定义4.8. E的阶定义为(mr; : : : ;m1; 1)
我们下面的定理
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定理4.10. F是C(x)的刘维尔扩张，C是F上常数的代数闭域，若g 2 F在F的
误差初等扩张中有不定积分，则存在常数ci; di 2 C; wi 2 F，ui; vi是F上的代
数元，使得
g = w
0
0 +ci
w
0
i
wi
+diu
0
ivi (4.16)
其中v0i=vi =  (u2i )
0，且(ui)2; (vi)2; u0ivi
为了得到我们想要的结果，我们定义某一种形式的刘维尔扩张
定义4.9. E是C(x)的一个超越的刘维尔扩张，其中C为E的常数域。让m =
exp(am)是一个k阶的指数单项式。我们说m是拟二次的，存在k  1阶对数单项
式 = log(a)和一个整数l，使得
am = (l=2)
 +
a2 + b + c
 + f
这里
1. 是一个k   2阶的对数单项式
2. a 2 C[x; 1; : : : ; m 1]
3. a 2 C
4. b; c 2 Fk 3[1; 2; : : :]（这里1，2，: : :是除了外的k   2阶对数），
5. 则对于任意i，b和C在Fk 3[1; : : : ; b2; : : :]（ b2表示以2为未知元）上
至多是二次的
6. F 2 Fk 3[1; 2; : : :]，使得于对任意i，F在Fk 3[1; : : : ; b2; : : :]上至多
是线性的
7. c  bf + af2是Fk 3[1; : : :] n C上的平方元
8.
p
c  bf + af2是那些在C上至多k阶的指数单项式和至多k  2阶的对数单
项式的变元（除m外）的线性组合
9. a=( + f) 2 Fk 3
定义4.10. 对于那些k或者k   1阶的指数单项式i，且对于任意整数列fnig，
(ii
ni)m
nm不是拟二次的，我们称m是 可约的。如果E中的每个指数单项
式都是 可约的，我们称E是 可约的。
关于误差函数积分我们有以下定理
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定理4.11. 令C(x)如定理2中叙述，令E = C(x; 1; : : : ; n); n  0，是C(x)的一
个刘维尔扩张。假设E是 可约的，给定g 2 E，如果g在E的某个误差初等函
数扩张有不定积分，那么可以在有限步内找到常数ci; di和wi 2 E和E上的代数
元ui; vi，使得定理中的等式成立。
例4.12. R exp( x2   erf2(x))dx
证明. 我们令g = exp( x2   erf2(x))，决定E = C(x; 1 = exp( x2); 2 =
erf(x); 3 = exp( x2   erf2(x)) 通过决定步骤，每个满足定理3中(1)式的ui，满
足
 u2i =  x2   erf2(x) + ri( x2) + vi
其中ri; vi 2 C
我们还有exp( tx2)[ x2 erf2(x)+ri( x2)+vi] = R2i，其中Ri 2 F (x; 1; 2);
t = 0或1
因此，我们得到t = 0; ri =  1; vi = 0。则 u2i =  erf2(x)，所以ui =
erf(x2)，至此我们得到一种可能的误差积分erf(erf(x))。
接着我们需要决定b 2 F; e1 2 C，使得
(b3)
0
= g   e1[erf(erf(x))]0
= g = e1exp( x2)exp( erf2(x)) = 3   e13
则我们得到e1 = 1; b = 0，则
R
g = erf(erf(x))
例4.13. R exp[(1=2) log(log(x))  1= log(x)]
x log2(x)
证明. 设g = 1=x log2(x)，令E = C(x; 1 = log(x); 2 = log(log(x)); 3 =
exp[(1=2) log(log(x))  1= log(x)])，我们要找到R g3。
这里E是C(x)的不可约的初等扩张，所以Cherry的步骤就不起作用了，但
是E是 可约的，所以我们运用定理4
此时ui满足  u2i = 1= log(x)+ri log(x)+vi（其中ri; vi 2 C）且xi logt2(x)
( u2i )是一个平方元，对于任意ti = 0或1。
接着我们令g log2(x)是一个C(x)上的分式，我们有g log2(x) = 1=x，下一
步，有
1=x
 1=x = eix
ri  logrij (x)
其中ri; rij 2 C
我们令e1 =  1; r1 = r1j = 0，那么有 u2i =  1= log(x) + vi，对于某
个vi 2 C
且( u2i ) log(x) =  1 + vi log(x)是完全平方，则vi = 0。则可能的积分结果
只能是erf(1=plog(x))。
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接着，我们需要验证是否存在bi 2 C(x; log(x)); e1 2 C使得
g  3 = (b3)0 + e1  [erf(1=
p
log(x))]
= (b3)
0
+ e1  1
2x
q
log3(x)
exp(
1
log(x)
)
= (b3)
0
+ e1 

1
2x log2(x)

 3
我们可以令b = 0; e1 = 2，则Z
exp[(1=2) log(log(x))  1= log(x)]
x log2(x)
= 2erf
"
1p
log(x)
#
接下来我们给一个函数，E不是 可约的，但是有初等误差的不定积分
例4.14. log g = x(x+ 1)
log(x)
  (x+ 1)
2 log(x+ 1)
2 log2(x)
+
(x+ 1)2
z log(x)
+
x
(x+ 1)3 log(x)
  log(x+ 1)
2(x+ 1)2) log2(x)
+
1
2(x+ 1)2 log(x)
证明. 我们求R g3，令E = C(x; 1 = log(x); 2 = log(x+1); 3 = log(log(x)); 4 =
exp[(1=2) log(log(x)) + log2(x + 1)= log(x)])，此时E是 不可约的。我们需要
找到
g1 = x(x + 1) log(x)   0:5(x + 1)2 log(x + 1) + 0:5(x + 1)2 log(x) +
x log(x)=(x + 1)3   0:5 log(x + 1=(x + 1)2) + 0:5 log(x)=(x + 1)2 我们需要得
到
 0:5x(x+ 1)2   0:5x=(x+ 1)2 = eixri(x+ 1)r1i
这里ri; r1i 2 Z，且r21i = 4ri; ei 2 C。
我们得到满足这些条件的r1 = r2 = 1; e1 =  0:5; e2 =  0:5; r1i = 2; r2i =
 2
而g3有积分为
erf

i
log(x+ 1) + log(x)
log(x)

+ erf

i
log(x+ 1)  log(x)
log(x)

4.2 代数函数的积分
4.2.1 历史回顾
Liouville(1833)除给出重要的Liouville定理外，还对代数函数积分的一种特
殊情形（可表为不含对数部分的形式）给出了积分算法。之后，在代数函数积
4.2. 代数函数的积分 119
（QF (V )指的是V的商域）。令v = [v1; : : : ; vn]是V在R上的一组基。v的判别式
生成R的理想称为V在R上的判别式。V在R上的基底的判别式仅相关一个R中
单位的平方，因此生成同样的理想。
定义4.12 (理想化子和逆). 设m为环S中的一个理想，我们定义m的理想化
子Id(m)和逆m 1分别为
Id(m) = fu 2 QF (S)j um  mg
m 1 = fu 2 QF (S)j um  Sg
显然我们有包含关系S  Id(m)  m 1。
定理4.12. V是整闭的当且仅当判别式的根式理想的理想化子等于V。
定理的证明过程暂时略去。
由此得到了我们计算V整闭包的算法：
算法4.1 (计算整闭包).
输入：V的定义多项式f(x; y)。
输出：V的整闭包。
1. 令d = Resy(f; f 0y)，k = d
2. 设q =Q pi,其中pi是素的且pi j k，p2i j d，如果q是单位则输出V
3. 找到(q)在V中的根式Jq(V )
4. 找到Jq(V )的理想化子bV，和将bV变到V的变换基矩阵M
5. 令k = det(M)，如果k是单位则返回V
6. 置d = d=k2，V = bV，返回2
计算判别式的根式理想
判别式是由R中某元素d在V中生成的主理想(d)。我们想要计算(d)的根式
理想。由于R是主理想整环，从而是唯一分解整环。令(p1; : : : ; pk)为d在R中
的不同的素因子。由于(d)的根式理想为所有包含d的素理想之交，从而也就
是pi的根式理想之交。因此我们可以先只考虑如何计算由R中的素元p在V中生
成的主理想的根式理想。跟随Ford的记号，我们称这种理想为V的p  radical。
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分领域做出重要贡献的是Risch(1968)，他概略地叙述了将代数函数积分问题转
化成为决定代数函数域的除子群的挠子群这样一个代数几何问题的步骤，最终
在引用一些最近的代数几何方面的结果后，他在理论上解决了这一问题。
4.2.2 整基
概念引入与算法得出
由于在之后的步骤中，我们会遇到转化函数极点的问题，因此我们需要判
断并产生那些仅在无穷远点有极点的函数，这样的函数称为整性代数函数。下
面给出整元的一般定义：
定义4.11 (整元). 设R为一交换环，F为一域且包含R，x 2 K称为在R上是整
的，若x满足以下条件之一：
1. x满足方程
xm + am 1xm 1 +   + a0 = 0
其中，ai 2 R 80  i < m.
2. 存在有限生成的非零R-模M  F使得xM M .
特别地，当R为一域时，整元的定义与代数元的定义相同。
设K为一域，则一个函数在K(x)上是代数的当且仅当它满足唯一的系数属
于K(x)中的首一不可约多项式
Zm + am 1Zm 1 +   + a0 (4.17)
应用前面的定义，这样的一个函数在K[x]上是整的当且仅当ai 2 K[x] 80 
i < n，即系数均为x的多项式。
设K(x; y)=K(x)为n次代数扩张，那么K(x; y)中的整性函数全体构成一个
阶为n的自由K[x]-模，即任一整性函数可以写为n个基元的系数为x的多项式的
线性组合。
这样的基被称为整基。
容易看出，如果我们允许系数为x的有理函数，那么这组整基也构成
了K(x)-线性空间K(x; y)的基底。
Trager的算法主要基于Zassenhaus和Ford的工作。
考虑K(x; y)，其中K为一数域，x为其上的超越元，f(x; y)为K[x]上的一
个n次不可约的可分多项式。不失一般性，我们可以假定f为首一的，否则，可
以令y^ = ay，其中a为首项系数，则y^满足一个首一多项式，且生成同样的函
数域。K(x; y)中的K[x]上整元构成了一个环，称为K[x]在K(x; y)中的整性闭
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包。同前所述，这个环同样是一个阶为n的自由模。由于y在K[x]上是整的，整
元的和与积仍是整元，因此[1; y; : : : ; yn 1]构成整性K[x]-模的一组基。这是我
们对于整基的初步“逼近”。下面算法的每一步都会生成一组严格更大的整
性K[x]-模直到得到最终的整性闭包。
一个重要的对整性闭包的全子模（即阶为n的子模）的相对大小的度量可
由判别式给出。令[w1; : : : ; wn]为K(x; y)中的元素。由于K(x; y)是K(x)的次数
为n的可分代数扩张，因此有n种不同的方式嵌入映射i映入的代数闭包。一个
元素在这些映射下的像被称为它的共轭元。w = [w1; : : : ; wn]可以定义为
Mw =
2664
1(w1)    n(w1)
...
...
1(wn)    n(wn)
3775 (4.18)
w的判别式是如上述共轭矩阵行列式的平方。判别式非零当且仅当fwig生成一
个完全模（即w1; : : : ; wn线性无关）。我们定义元素w 2 K(x; y)的迹(sp)为sp(w) =P
i(w)。由于这是共轭元的对称多项式，所以由简单的根与系数的关系知，
迹总是K(x)中的元素。我们也可以定义如下的矩阵，换如下的观点来看判别式
的含义：
SPw =
2664
1(w1)    n(w1)
...
...
1(wn)    n(wn)
3775
2664
1(w1)    1(wn)
...
...
n(w1)    n(wn)
3775
=
2664
sp(w21)    sp(w1wn)
...
...
sp(wnw1)    sp(w2n)
3775 (4.19)
这样w的判别式就可以视为SPw行列式的平方。如果wi's都是整函数，则他们的
迹就是x的多项式，因此判别式也是x的多项式。
如果v = [v1; : : : ; vn]是包含w的完全模的一组基，则每个wi都可以写为vj的
以x的多项式为系数的线性组合，即有w = Av，其中变换矩阵A是n  n的x的
多项式的矩阵。因此，对于共轭矩阵，我们有Mw = AMv 以及Disc(w) =
det(A)
2
Disc(v)。w和v生成相同的模当且仅当A为K[x]上的可逆阵，即det(A) 2
K 如果v严格包含w，那么det(A)就是一次非零次的多项式p(x)，并且Disc(v) =
Disc(w)=p(x)2。因此，每当我们可以产生一个严格大的K[x]-模，我们可以从判
别式中消去一个平方因子，所以这一过程会在有限步后结束。
下面我们指出算法所基于的主要的代数结果。
令R为一主理想整环（PID），在我们的情形下即K[x]。令V为一个整
环，且为R的有限整性扩张。则V也是阶等于[QF (V ) : QF (R)]的自由R-模
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V中的元素u属于p   radical当且仅当u所满足的首一极小多项式――
式(4.17)中的系数ai都可以被p整除。这给了我们判断p   radical中元素的方法，
但我们关于的是理想的生成元。Zassenhaus和Ford发现了，在一定的条件下，
从V到R的迹映射提供了p  radical中元素的线性约束。对于任意V中的元素u，
u在R上的次数必须整除V在R上的阶数即[QF (V ) : QF (R)]。若u在R上的次数
为m，则sp(u) =  (n=m)am 1。因此若u 2 p   radical，则p j sp(u)。再次跟
随Ford的记号，我们定义p trace radical为集合fu 2 V j p j sp(uw) 8w 2 V g
我们有如下简单的引理：
引理4.3. p  radical  p  trace  radical
下面我们要找到引理4.3中两集合相等的条件。这样又导出了这样的定理：
定理4.13. 如果R=(p)的特征大于V在R上的阶数，则p  radical = p  trace 
radical
而在我们关心的代数函数域的情形下，条件自动满足。
计算p-trace-radical
令[w1; : : : ; wn]为V在R上的一组基。 p   trace   radical Jp(V )定义为集
合fu 2 V j p j sp(uw) 8w 2 V g 而
sp(uw)  0 mod p 8w 2 V ()
sp(uwi)  0 mod p 81  i  n ()
nX
j=1
ujsp(wjwi)  0 mod p 81  i  n
利用由式(4.19)定义的迹矩阵SPw，我们可以将上式写为
SPw  u =
2664
sp(w21)    sp(w1wn)
...
...
sp(wnw1)    sp(w2n)
3775
2664
u1
...
un
3775 2 pRn (4.20)
其中，pRn表示由长度为n的每个分量均可被p整除的向量构成的集合。式(4.20)在Rn中
的解R-模即为Jp(V )。而我们实际上要求的是Jq(V )，其中q是判别式的不同的
素因子的乘积。
Jq(V ) =
\
pi j q
Jpi(V )
因此，Jq(V )中的元素即为所有满足右端实际为qRn的式(4.20)的所有u 2 Rn。
为保证解向量的各分量确实落在R中，而不是QF (R)中，我们需要向式(4.20)增
4.2. 代数函数的积分 121
加一些方程。令In为n n的单位矩阵，则u 2 Rn当且仅当qIn  u 2 qRn。因此，
令
Mq =
 
SPw
qIn
!
则我们有
Jq(V ) = fu 2 QF (V )jMq  u 2 qR2ng
如果我们左乘一个可逆R-矩阵，则解R-模是不变的。可逆R-矩阵被称为幺模
阵，以行列式为R中单位元为特征。由于R是主理想整环，因此存在幺模阵
将Mq转化为上三角矩阵。这一过程允许我们将2n个方程压缩为等价的n个相互
独立的方程。上三角化完毕后，我们只需对约化后的Mq的前n行组成的方阵取
其逆矩阵M 1q ，则qM 1q 的列向量即为式(4.20)的解R-模的一组基。
在我们关心的情形上，我们有R实际为欧几里德整环，这允许我们只经过
行变换便可将Mq上三角化。这一过程称为Hermitian行消去法，与对域上矩阵
的Gauss消去法类似。只不过，在Gauss消去法中，对于任意非零元，可利用第
三种初等行变换将它所在列的其它元素均消为0，而在Hermitian行消去法中，
对于任意非零元，只能利用第三种初等行变换将它所在列的其它元素消得比它
小。而由于R为欧几里德整环，带余除法成立，因此经有限步可以找到一个元
素能够整除它所在列的其它元素。
令d为与R相关的尺寸函数，对于R = K[x]我们取用多项式的次数，对
于R = Z我们取用整数的绝对值。为简化算法，我们规定d(0) = 1。并
用nrows和ncols分别代表给定矩阵M的行数和列数。根据实际问题，我们假
定nrows > ncols且M的秩恰为n。则如下算法给出了Hermitian行消去法的算
法。
算法4.2 (Hermitian行消去法).
输入：矩阵M
输出：上三角化后的矩阵M
1. 对j = 1到ncols循环
(a) 选择k使d(Mkj)最小，对于j  k  nrows
(b) 交换j行和k行
(c) 对于i = j + 1到nrows循环
i. 设q为Mij=Mjj的多项式部分
ii. 用Mi   qMj代替Mi
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(d) 如果对于某个Mij 6= 0，对于j < i  m返回a
2. 输出M
计算理想化子
给定V中理想m的一组R-基overlinem = (m1; : : : ;mn)，我们希望能够计算
出m的理想化子的一组R-基。回顾定义4.12。尽管在计算整基的过程中我们不
需要计算m 1，但我们会在后续的章节中用到它，而且两个算法是类似的，且
计算逆的算法略微简单些，所以我们先给出求逆的算法。
我们假定v = (v1; : : : ; vn)构成V在R上的一组基。u 2 m 1当且仅当umi =P
rijvj，其中rij 2 R 81  i  n。乘以mi为V的线性变换，令Mi为在基v下
对应的矩阵。由于v也构成QF (V )在QF (R)上的一组基，u可表为Puivi的形
式，其中ui 2 QF (R)。则Mi[u1; : : : ; un]T生成umi在基v下的坐标表示。因
此u 2 m 1当且仅当Mi[u1; : : : ; un]T的各分量均落在R中8i。令
M =
0BB@
M1
...
Mn
1CCA
则Mu 2 Rn2的解空间即为m 1。与求p  trace  radical时完全相同的道理，我
们可以利用Hermitian行消去法，将M约化为n n的方阵cM，从而Mu 2 Rn2当
且仅当cMu 2 Rn，则cM 1构成了m 1的一组基。
完全相同的方式我们可以求得Id(m)。u 2 Id(m)当且仅当umi =
P
rijmj，
其中rij 2 R 81  i  n。Mi仍代表乘以mi对应的矩阵，不过注意此时基底发
生了变化。输入时是以v为基底，输出时则以m的基底m为基底。除此之外，两
个算法完全相同。下面给出两个算法的摘要：
算法4.3 (求理想化子和逆).
输入：矩阵Mi，代表乘以mi的矩阵，且取输入基底为v，输出基底，对于
计算逆，取为v，对于计算理想化子，取为m
输出：理想化子或逆的一组基
1. 取经算法4.2得到约化后的矩阵M，取其前n行构成的方阵为cM
2. 返回cM 1的列向量组
注意到cM 1的转置矩阵就是算法4.1中第4步中所需要的变换矩阵。
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在1处正则
在之前的章节我们已经计算出了整基，因而可以识别被积函数的有限极点，
但我们同样也需要处理在1处的奇点。任给K[x]-模的一组基（整基为一特例），
我们希望最小化所有基底元素在1处的阶之和。一组整基[w1; : : : ; wn]的显著特
征就是P ai(x)wi在K[x]整当且仅当每一项ai(x)wi是整的。换句话说，来自不
同项之间的奇点是不能相消的。我们希望我们的基底能有K(x)在1在的局部环
拥有相同的性质。我们称拥有此种性质的基底在1处正则。
定义4.13 (赋值环). 域F=K的赋值环是指一个环O  F并有如下性质：
1. K ( O ( F
2. 8z 2 F有z 2 O或z 1 2 O
特别地，在K(x)的情形下，在p处的赋值环被定义为K(x)中的在p处没有极点的
函数构成的集合。回顾整性的定义，K(x; y)中的一个函数被称为在p的赋值环
上是整的（或简称为在p处是整的）如果它满足首一多项式且系数均为p的赋值
环中的元。
与整体的整基类似，K(x)的每一个place都存在一组局部整基，使得在p处
整的元均写为它们的以p处赋值环中元为系数的线性组合。为方便起见，我们引
入一个稍弱的概念――正则基。
定义4.14 (正则基). 一组基[w1; : : : ; wn]被称为在p处正则，如果存在ri(x) 2
K(x)使得riwi构成在p处的局部整基。换言之，正则基就是局部整基上允许有
理分式因子的差异。
有了以上的术语，我们便可以知道一组基在1处正则当且仅当基底元素经
过乘以某个有理分式因子可以称为在1处的局部整基。
令[w1; : : : ; wn]为K[x]-模的一组基，我们假定我们已经有了在1处的一组
局部整基[v1; : : : ; vn]。我们希望在不影响这组基在其它place处的性质的基础上，
经过适当的修改，使之成为在1处的正则基。
我们首先将wi展为vj的线性组合：
wi =
nX
j=1
Mijvj
其中Mij 2 K(x) 按照正则基的定义，如果wi是正则基，就一定存在ri 2
K(x)使得变换矩阵(riMij)可逆，这等价于变换矩阵(riMij)的行列式是在1处
赋值环的可逆元，即分子分母次数相同的有理分式。
令k(wi) = min
1jn
ord1Mij。我们先选定ri(x) = x k(wi)。这保证了riwi在1的
整性。注意到M的行列式在1处的阶总是 P k(wi)。我们可以证明基底会变
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为正则当有等号成立时。令cM = (riMij)为riwi的变换矩阵。由于行列式在1处
是整的等价于在1处有非零的值。令N = (Nij)，其中Nij为Mij在1处的值。
由于对矩阵取行列式与赋值两种操作可以交换，N的行列式即为cM的行列
式在1处的值。因此riwi是1处的局部整基当且仅当N有非零的行列式。如
果N的行列式为零，则存在常数ci 2 K使得
nP
i=1
ciNij = 0 81  j  n。令i0为
满足ci 6= 0且k(wi)最小的i，并定义
bwi0 = nX
i=1
cix
k(wi0) k(wi)wi
然后将wi0替换为 bwi0仍构成整体整基。类似地，将cMi0;j替换为P cicMij会使得
这一列各元素的阶严格正。因此k( bwi0) > k(wi0)，变换矩阵行列式的阶在我
们的新基下保持不变。如此下去，经过有限步，变换矩阵行列式的阶将会等
于P k(wi)。
我们已经展示了在给定在1处局部整基的前提下，如何将任意一组基底
改造为在1处正则。接下来，问题自然就变为如何计算1处局部整基。如果我
们令x = 1=z，则1就变为了z-空间的原点0。为了计算0处的局部整基，我们
可以在经过一个最优化后使用前一节的算法。在0处的赋值环的可逆元即为不
能被z整除的多项式。因此，我们可以用判别式所含的最高的z的幂次代替算
法4.1中的判别式。最后再将z用1=x替换回即得到了1处的局部整基。
对简单根式扩张情形的特别讨论
如果F是一个域，且y在F上为n次代数元，并满足yn 2 F，我们就称F (y)为F的
简单根式扩张。如果F的特征与n互素，则我们可以假设F包含一个n次单位
根!，否则适当地扩张F即可。则存在唯一的微分自同构 : F (y) ! F使
得(y) = !y。引入算子：
Ti =
1
n
n 1X
j=0
j
!ij
注意到Ti(yj) = ijyi，其中ij为Dirac符号，在i = j时取1，在其它情形下取0。
因此，g =P giyi，其中gi 2 F，我们有Ti(g) = giyi。由于总是将整函数映为
整函数，整函数的和与积仍为整函数，因此我们可以知道Ti也将整函数映为整
函数。如果g是一个整函数，则上面的讨论揭示了其展开式的每一项giyi都必须
也是整的，而这意味着基底[1; y; : : : ; yn 1]处处正则，我们将其写为一个命题：
命题4.1. 如果K(x; y)是K(x)的n次简单根式扩张，且n与K的特征互素，则自
然基[1; y; : : : ; yn 1]处处正则。
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不失一般性，我们可以假定y满足如下无平方因子分解：
yn =
n 1Y
i=0
pii
其中，pi 2 K[x]且不含平方因子。因此为使我们的自然基成为整基，我们只需
找到次数尽可能大的多项式di(x)使得yi=di(x)是整的。将这一表达式n次幂便得
到Q pijj =dni 2 K[x]。这样便容易发现我们要求的次数最高的di(x)即为
di =
n 1Y
j=0
p
[ ijn ]
j
因此，我们便统一得到了简单根式扩张下的一组整基[1; y
d1(x)
; : : : ;
yn 1
dn 1(x)
]
4.2.3 绝对不可约性
我们已经假定被积函数y的极小多项式f(x; y)在K(x)上不可约，但是在积
分过程中，我们可能需要对系数域K进行域扩张，在扩张后的域上f可能不再
是不可约的了。事实上，我们需要保证f在任何K的代数扩张域上仍是不可约
的，被称为绝对不可约多项式。另一个困难在于确定用于表达的精确的系数域。
起初，我们定义系数域K为Q的用于表达y的极小多项式的最小扩张。任何函数
域中的k-代数元也可以视为系数域的一部分。例如，如果f(x; y) = y4   2x2，
则y2=x = p2在Q上代数。注意到一旦我们将p2加入K中，f就不再是不可约
的，y将满足一个扩域上次数为2的多项式。尽可能地扩张系数域可以降低y的极
小多项式的次数，由于我们的算法强烈依赖这个次数，所以这将明显地提升算
法效率。我们现在定义K(x; y)的真系数域为Ko为K在K(x; y)的整闭包。由前
面的例子我们可以看出K(x; y)的元素在K上是否代数（整）与f(x; y)的绝对不
可约性有关。我们下面将证明事实确实如此，寻找y的绝对不可约极小多项式的
过程将引领我们发现K(x; y)的真系数域。
鉴于上面的例子有明显人造的迹象，我们有理由相信在实际应用中，定
义多项式是不可约却不是绝对不可约的情形很少见。事实确实如此，而上一
章中计算所得的整基正好可以用来快速检验定义多项式的绝对不可性。正
如Duval在[18]中发现的那样，定义多项式的绝对不可约因子个数恰好等于除
子(1)的重数，又由于我们已经计算得到在1处正则的事项，所以我们只需要检
验其中有几个在1处没有极点。如果只有一个，我们就可以跳过本章的算法，
因为我们已经保证了定义多项式的绝对不可约性。
在本章我们始终假定原系数域K是完全的，即K上的不可约多项式均没有
重根，或K上的多项式都是可分的。在此假定下，K的任何有限代数扩张实际
均为单扩张。
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真系数域和正则扩张
我们首先介绍一些纯代数的结果。
引理4.4. 设x是域K上的超越元，则K在K(x)中整闭。
引理4.5. F=K为域扩张，K在F整闭，K()为K的单代数扩张，则[F () : F ] =
[K() : K]。
推论4.1. 设x是域K上的超越元，F=K为单代数扩张，则[F : K] = [F (x) :
K(x)]。
定理4.14. 设f(x; y)是完全域K上的不可约多项式，则它是绝对不可约的当且
仅当K在K(x; y)中整闭，即K = Ko。
推论4.2. 设f(x; y)在Ko上不可约，则f绝对不可约。
4.2.4 积分的有理部分
Liouville定理和有理函数积分算法回顾
代数函数积分
为避免使用繁琐的Puiseux展开式和不必要的代数数计算，我们将基于有理
函数积分的Hermite方法得到计算代数函数积分有理部分的算法。在此，我们
不使用Horowitz-Ostrogradsky方法的原因在于，即使最终积分没有初等函数表
达，我们也可以将给出部分结果，将不可积的部分化的尽量简单，而并不是仅
仅返回“不可积”。
为简单起见，我们将对被积函数进行变量替换，使之在1处没有极点或
分支点。我们假定积分有形式
Z X Ri(x)
Q(x)
yidx，其中Ri和Q都是x的多项式。
设a为既不是Q的根也不是f的判别式的根的一个整数，并令z = 1=(x   a)，或
等价地，x = a+ 1=z。则积分则变为Z X Ri(a+ 1z )
Q(a+ 1z )
( z 2)yidz
最后为得到最终结果，我们只需再经过一次相反的变量替换即可得到原本
以x为项的答案。如果我们设y所满足的极小多项式f中x的最高幂次为m，则经
变量替换后y所满足的极小多项式为g(z; y) = zmf(a+ 1=z; y)。利用上一节的算
法，我们可以找到K[z]在K(z; y)的整闭包的一组基（即整基）[w1; : : : ; wn]。因
此，被积函数可表示为PAi(z)wi=D(z)，其中Ai和D都是z的多项式。由于经
过变量替换后的被积函数在1处没有极点，因此deg(Ai) < deg(D) 8i
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我们现在尝试模仿Hermite算法来求积分的有理部分。同样地，先对分
母D(z)进行无平方因子分解
D =
Y
i
Dii
并对某k > 0，令V = Dk+1; U = D=V k+1。仿照Hermite算法，接下来我们需
要寻找多项式Bi和Ci使得Z X Ai
UV k+1
widz =
X Bi
V k
wi +
Z X Ci
UV k
widz (4.21)
4.2.5 积分的对数部分
4.2.6 例子
例4.15. 计算I =
Z q
x+
p
xdx
（法一：利用变量代换，将问题化为一次代数扩张的情形）
证明. 令w = px，则积分化为I = 2
Z
w
p
w2 + w dw
令y = pw2 + w，则被积分函数变为wy，且y满足的极小多项式为f(y; w) =
y2   w(w + 1)。
由算法，我们知f(y; w)为绝对不可约多项式。
根据简单根式扩张计算整基的简便算法，容易求得
p1(w) = w(w + 1)
进而
d1(w) = p1(w)
[ 12 ] = 1
故整基为1; y。
为消去1处的极点，做变量代换z = 1
w   1。此时I =  2
Z
z + 1
z3
y dz，
且y满足的极小多项式变为f(y; z) = z2y2   (z + 1)(2z + 1)。由于
dy
dz
=  @f=@z
@f=@y
=   3z + 2
2z(z + 1)(2z + 1)
y
故知算法中的E = z(z + 1)(2z + 1)。
为使用Hermite方法，需考虑如下积分
I =  2
Z
(z + 1)2(2z + 1)
z3(z + 1)(2z + 1)
y dz
设
I =  2
Z
(z + 1)2(2z + 1)
z3(z + 1)(2z + 1)
y dz =
B0
z2
+
B1y
z2
+
Z
C0 + C1y
z2(z + 1)(2z + 1)
dz
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两边同时对z微分，乘以公母z3(z + 1)(2z + 1)，并mod z，得
 2y   2B0   2B1y +B1y0z(z + 1)(2z + 1) (mod z)
而
y0z(z + 1)(2z + 1)   3z + 2
2
y   y (mod z)
故可得 (
0 = B0
 2 =  2B1  B1
)
(
B0 = 0
B1 =
2
3
带回原积分，得
I   2y
3z2
=  1
3
Z
12z2 + 22z + 9
z2(z + 1)(2z + 1)
y dz =
B0
z
+
B1y
z
+
Z
C0 + C1y
z(z + 1)(2z + 1)
dz
两边同时对z微分，乘以公母z2(z + 1)(2z + 1)，并mod z，得
 3y   B0  B1y +B1y0z(z + 1)(2z + 1) (mod z)
故可得 (
B0 = 0
B1 =
3
2
带回原积分，得
I  y
3z2
  3y
2z
=   1
12
Z
12z + 7
z(z + 1)(2z + 1)
y dz = B0+B1y+
Z
C0 + C1y
(z + 1)(2z + 1)
dz
两边同时对z微分，乘以公母z(z + 1)(2z + 1)，并mod z，得
  7
12
y  B1y0z(z + 1)(2z + 1) (mod z)
故可得 (
B0 = 0
B1 =
7
12
带回原积分，分别得到原积分的有理部分I1和对数部分I2
I1 ,
2y
3z2
+
3y
2z
+
7y
12
=
1
12
(8w2 + 2w   3)y = 1
12
(8x+ 2
p
x  3)
q
x+
p
x
I2 ,  1
8
Z
y
(z + 1)(2z + 1)
dz
=  1
8
Z
y
w
w   1 
w + 1
w   1
(  1
(w   1)2 ) dw
=
1
8
Z
1
y
dw =
1
8
Z
y
w(w + 1)
dw
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下求积分的对数部分 8I2：
D(w) = w(w + 1); g(y; w) = y; f(y; w) = y2   w(w + 1)
有
Resy(ZD
0(w)  g(y; w); f(y; w)) = Resy((2w + 1)Z   y; y2   w(w + 1))
=

 1 0 1
(2w + 1)Z  1 0
0 (2w + 1)Z  w(w + 1)

= (2w + 1)2Z2   w(w + 1)
R(Z) = Resw(Resy(ZD
0(w)  g(y; w); f(y; w)); D(w))
= Resw((2w + 1)
2Z2   w(w + 1); w(w + 1))
=

4Z2   1 0 1 0
4Z2   1 4Z2   1 1 1
Z2 4Z2   1 0 1
0 Z2 0 0

=
（法二：直接考虑一次代数扩张）
证明. 令y =
p
x+
p
x，则积分化为I =
Z
y dx，且y满足的极小多项式
为f(y; x) = y4   2xy2 + x2   x; 4y3   4xy。
由算法，我们知f(y; x)为绝对不可约多项式。
d = Resy(f; f
0
y) = Resy(y
4   2xy2 + x2   x; 4y3   4xy)
=

1 0 0 4 0 0 0
0 1 0 0 4 0 0
 2x 0 1  4x 0 4 0
0  2x 0 0  4x 0 4
x2   x 0  2x 0 0  4x 0
0 x2   x 0 0 0 0  4x
0 0 x2   x 0 0 0 0

= 256x3(x  1)
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w = [1; y; y2; y3]
Mw =
266664
1 1 1 1
(x+
p
x)
1
2 (x px) 12  (x+px) 12  (x px) 12
x+
p
x x px x+px x px
(x+
p
x)
3
2 (x px) 32  (x+px) 32  (x px) 32
377775
SPw =
266664
4 0 4x 0
0 4x 0 4(x2 + x)
4x 0 4(x2 + x) 0
0 4(x2 + x) 0 4(x3 + 3x2)
377775
cMq = diagf1; x; x; xg
故Jx(V )的一组基为m = [x; y; y2; y3]
M1 = diagf1; x; x; xg ; M2 =
0BBBB@
0 0 0 1  x
1 0 0 0
0 1 0 2x
0 0 1 0
1CCCCA ;
M3 =
0BBBB@
0 0 1  x 0
0 0 0 x(1  x)
1 0 2x 0
0 1 0 2x
1CCCCA ; M4 =
0BBBB@
0 1  x 0 2x(1  x)
0 0 x(1  x) 0
0 2x 0 x(1 + 3x)
1 0 2x 0
1CCCCA
cM = I4
故V是整闭的，一组整基为v = [1; y; y2; y3]
dy
dx
=  @f=@x
@f=@y
=
4xy2   2x+ 1
4y3   4xy =
y3 + (1  3x)y
4x(x  1)
I2 ,
1
16
Z
y3   (x+ 1)y
x(x  1) dx
为消去1处的极点，做变量代换z = 1
x+ 1
。此时I =  
Z
1
z2
y dz，且y满
足的极小多项式变为f(y; z) = z2y4 + 2z(z   1)y2 + 2z2   3z + 1。由于
dy
dz
=
dy
dx
 dx
dz
=   zy
3 + (3z   2)y
4z(z   1)(2z   1)
故知算法中的E = z(z   1)(2z   1)。
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下求积分的对数部分16I2 :
D(x) = x(x  1); g(x; y) = y3   (x+ 1)y; f(x; y) = y4   2xy2 + x2   x
有
Resy(ZD
0(x)  g(x; y); f(x; y))
= Resy((2x  1)Z   y3 + (x+ 1)y; y4   2xy2 + x2   x)
= ( 1 + 2x)2Z2(2x  2x2 + Z2   4xZ2 + 4x2Z2)  x(x  1)3
R(Z) = Resx(Resy(ZD
0(x)  g(x; y); f(x; y)); D(x))
= Resx(( 1 + 2x)2Z2(2x  2x2 + Z2   4xZ2 + 4x2Z2)  x(x  1)3; x(x  1))
= Z8
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3.4 潜在的研究方向 
 像之前提到的一样，不定积分是符号积分系统研究的核心功能，也是其它符号积分系统
功能实现的基础。主流的计算机代数系统，如 Maple，Mathematica 等不仅实现了不定积分
功能，定积分，路径积分，瑕积分等功能也都进行了相应的实现。毫无疑问，这些方向也是
未来我们要关注并大力研究的方向。 
 例如定积分的实现过程中采用的方法之一—牛顿—莱布尼兹算法就是建立在不定积分
基础上的一个算法，当然这不是唯一一种能够解决定积分问题的算法。我们可以认为不定积
分为符号积分系统提供了一个基础，符号积分系统在不定积分的基础上进行发展，使得符号
积分系统的功能越来越多，越来越强大，进而反作用于不定积分领域，提供不定积分理论研
究与实现的动力，二者相辅相成，不可分割。 
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