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ABSTRACT
Problems from graph drawing, spectral clustering, network ow
and graph partitioning can all be expressed in terms of graph Lapla-
cian matrices. ere are a variety of practical approaches to solving
these problems in serial. However, as problem sizes increase and
single core speeds stagnate, parallelism is essential to solve such
problems quickly. We present an unsmoothed aggregation multi-
grid method for solving graph Laplacians in a distributed memory
seing. We introduce new parallel aggregation and low degree elim-
ination algorithms targeted specically at irregular degree graphs.
ese algorithms are expressed in terms of sparse matrix-vector
products using generalized sum and product operations. is for-
mulation is amenable to linear algebra using arbitrary distributions
and allows us to operate on a 2D sparse matrix distribution, which
is necessary for parallel scalability. Our solver outperforms the
natural parallel extension of the current state of the art in an algo-
rithmic comparison. We demonstrate scalability to 576 processes
and graphs with up to 1.7 billion edges.
KEYWORDS
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1 INTRODUCTION
Graph Laplacians arising from large irregular degree graphs present
a variety of challenges for typical multigrid solvers. Irregular graphs
oen present a broad degree distribution and relatively low diame-
ter. Although coarse grid complexity is relatively predictable and
can be controlled directly in multigrid methods for PDE problems
(typically bounded degree and large diameter), that is not the case
for irregular graphs. Consequently, methods such as smoothed
aggregation lead to loss of sparsity in coarse grids [22]. Standard
coarsening strategies for parallel aggregation either use some form
of vertex partitioning or a maximal independent set [6, 10, 14].
Vertices in irregular graphs cannot even be partitioned among pro-
cesses (we use an edge distribution for load balancing reasons),
much less partitioned into aggregates. A maximal independent set
is not viable for irregular graphs or those with small diameter. For
example, a single vertex with degree of one million will produce
unacceptably rapid coarsening. Even if high-degree vertices are
removed, social network graphs such as the Facebook graph have
very small maximal independent sets [3, 7], which also lead to un-
acceptably rapid coarsening. To avoid this, any viable coarsening
scheme must permit adjacent root vertices (as MIS forms the small-
est possible aggregates without adjacent roots). We present a new
parallel algorithm for choosing aggregates that accurately captures
Our solver is available at https://github.com/ligmg/ligmg
low energy components while maintaining coarse grid sparsity. We
also develop a parallel algorithm for nding and eliminating low
degree vertices, a technique introduced for a sequential multigrid
algorithm by Livne and Brandt [22], that is important for irregular
graphs.
While matrices can be distributed using a vertex partition (a
1D/row distribution) for PDE problems, this leads to unacceptable
load imbalance for irregular graphs. We represent matrices using a
2D distribution (a partition of the edges) that maintains load balance
for parallel scaling [11]. Many algorithms that are practical for 1D
distributions are not feasible for more general distributions. Our
new parallel algorithms are distribution agnostic.
2 BACKGROUND
2.1 Graph Laplacian Matrix
Graphs arise in many areas to describe relationships between ob-
jects. ey can be people and friendships in a social network,
computers and network connections in a local area network, cities
and the roads that connect them, etc. We start with a matrix repre-
sentation of a graph.
A weighted graph G = (V ,E,w) (where V are vertices, E are
edges and w are edge weights) can be expressed as an adjacency
matrix A:
Ai j =
{
wi j if (i, j) ∈ E
0 otherwise
e Laplacian matrix L can then be expressed as:
L = D −A
Di j =
{∑
u Auj if i = j
0 otherwise
In this paper we consider positively weighted (w ≥ 0), undirected
((i, j) ∈ E ⇐⇒ (j, i) ∈ E and wi j = w ji ) graphs. Graph Laplacians
of this type have a couple of properties:
• Column and row sums are zero.
• O diagonal entries are negative.
• Diagonal entries are positive.
• L is symmetric positive semi-denite.
In this paper, we assume that the graph G is connected. A con-
nected graph is one where each vertex can reach every other vertex
by traversing edges. For example, in a connected social network,
every person has a series of friendships that link them to any other
person. Assuming a connected graph simplies our setup phase
because we do not need to keep track of each component.
For a connected graph, the corresponding Laplacian matrix has
a null space spanned by the constant vector. e dimension one
nullspace is easier to keep track of and orthogonalize against. Given
the eigensystem Lui = λiui , the eigenvalues 0 = λ0 ≤ λ1 ≤ λ2 ≤
... ≤ λn−1 are non-negative and real. e number of eigenvalues
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λi = 0 is equal to the number of connected components in the graph.
Because we are only considering connected graphs, λ1 > 0. e
eigenvector, u1, associated with the second smallest eigenvalue ap-
proximates the sparsest cut in the graph. e sign of u1 determines
which side of the cut each vertex belongs to [27].
Some applications of the graph Laplacian include:
• GraphpartitioningAs mentioned above, the second small-
est eigenvalue of the graph Laplacian approximates the
sparsest cut in the graph.
• Graph drawing Like graph partitioning, spectral graph
drawing relies on nding eigenvalues and eigenvectors of
the Laplacian to embed the graph in a two dimensional
space for visualization. Each vertex, i , is placed at (u1(i),u2(i)).
Other graph drawing techniques, such as the maxent-stress
model, rely on solving the graph Laplacian [13].
• PDEs on unstructured meshes Some discretizations of
partial dierential equations on unstructured meshes result
in Laplacian matrices [28]. If the mesh has large variation
in vertex degree, solution techniques for arbitrary graph
Laplacians might outperform those designed for xed de-
gree or more structured meshes.
• Electrical ow A circuit of resistors with current inputs
and sinks between them can be modeled as a graph Lapla-
cian. Each vertex in the graph is a current input or sink,
and edges correspond to resistors with resistance equal to
reciprocal resistance. If r is a vector where ri is the current
input or draw, then solving p = L−1r gives the potential pi
at vertex i [28].
See Spielman’s article on applications of the graph Laplacian for
more details [28].
All these applications (either directly or indirectly) require ap-
plying the action of the inverse of the graph Laplacian (L−1). We
refer to computing x in Lx = b as solving the graph Laplacian L.
We refer to a method of solving Lx = b as a solver. To compute
small eigenvectors and eigenvalues for applications such as graph
partitioning, an eigensolver must be used. Typically, these eigen-
solvers iterate on the inverse matrix (in this case L−1) or on a shied
inverted matrix. e majority of time is oen spent in the linear
solve (i.e., computing L−1x ).
ere are many dierent kinds of graphs: road networks, com-
puter networks, social networks, power grids, document relations,
etc. We focus our performance evaluation on social network graphs
because they oen provide the most diculty for existing multigrid
solvers. Structured graphs, such as PDEs discretized on a grid, pro-
vide more opportunities for a solver to cut corners. Social networks
have a couple of properties that make them more dicult to solve
than other graphs:
• Social network graphs are sparse: the number of edges is
roughly a constant factor of the number of vertices.
• Edges in these networks follow a power-law degree distri-
bution (these graphs are called scale-free). A small number
of vertices have a large number of neighbors, whereas the
rest have a relatively small degree. is presents a chal-
lenge when determining how to distribute work in parallel.
• Social network graphs have high connectivity. Most ver-
tices can be reached in a small number of hops from any
other vertex. is causes large ll in for techniques such
as LU factorization and smoothed aggregation multigrid.
2.2 Related Work
A variety of dierent solvers that have been proposed for solv-
ing large sparse SPD systems. Some are general purpose solvers,
whereas others are tailored specically for graph Laplacians.
2.2.1 Direct Solvers. A variety of direct solvers capable of solv-
ing sparse systems. Some of these solvers, such as SuperLU DIST [20]
and MUMPS [2], function in distributed memory. However, none
of these solvers performs well on large graph Laplacian systems
because “small” vertex separators [15] do not exist. Because we are
interested in very large systems, we require that our solver scales
linearly in the number of nonzeros in the matrix, which these direct
solvers do not.
2.2.2 Simpler Preconditioners. Iterative solvers such as conju-
gate gradients, coupled with simple preconditioners like Jacobi or
incomplete Cholesky, sometimes perform well on highly irregular
graphs. For example, Jacobi (diagonal) preconditioning is oen
sucient for social network graphs with small diameter and Incom-
plete Cholesky may provide more robustness, but tends to exhibit
poor parallel scalability.
2.2.3 Theoretical Solvers. A variety of theoretical Laplacian
solvers have been proposed in literature starting with Spielman and
Teng’s 2003 paper [30]. To our knowledge, no working implemen-
tation of this algorithm exists. Since then, many more theoretical
linear solvers have been proposed. Most use either a support graph
or low stretch spanning tree sparsier as a preconditioner for a
Krylov iterative solver. Several serial implementations of these
ideas exist in “Laplacians.jl” a package wrien by Daniel Spielman
[29].
Kelner et al. later proposed a simple and novel technique with
a complexity bound of O(m log2 n log logn log (ϵ−1)) [16](n is the
number of vertices, m is the number of edges, ϵ is the solution
tolerance). An implementation of this algorithm exists but appears
to not be practical (as of yet) [9].
2.2.4 Practical Serial Solvers. ree practical graph Laplacian
solvers have been proposed: Koutis and Miller’s Combinatorial
Multigrid (CMG) [18], Livne and Brandt’s Lean Algebraic Multi-
grid (LAMG) [22], and Napov and Notay’s Degree-aware Rooted
Aggregation (DRA) [23]. All use multigrid techniques to solve the
Laplacian problem.
Combinatorial Multigrid, like much of the theoretical literature,
takes a graph theoretic approach. It constructs a multilevel pre-
conditioner using clustering on a modied spanning tree [18]. Its
main focus is on problems arising in imaging applications. e
spanning tree construction and clustering presented in CMG do
not lend themselves to a simple parallel implementation.
Lean Algebraic Multigrid uses a more standard AMG approach
with modications suited for Laplacian matrices. Notably, it em-
ploys unsmoothed aggregation tailored to scale-free graphs, a spe-
cialized distance function, and a Krylov method to accelerate solu-
tions on each of the multigrid levels. ese changes are not rooted
in graph theory but produce good empirical results. Empirically,
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LAMG is slightly slower than CMG but more robust [22]. LAMG’s
partial elimination procedure and clustering process are both in-
herently serial.
Degree-aware Rooted Aggregation applies a similar partial elim-
ination technique to LAMG, except it is limited to degree 1 vertices.
Its performance relies on a combination of unsmoothed aggrega-
tion based on vertex degree and a multilevel Krylov method called
K-cycles[23]. A K-cycle is a multigrid W-cycle (one can imagine a
K-cycle with dierent cycle index, but we only consider K-cycles
with a cycle index of 2) with Krylov acceleration applied at each
level. DRA’s aggregation (like LAMG’s) is inherently serial and
would require modications for parallelism.
2.3 Algebraic Multigrid
e three solvers mentioned previously have one thing in common:
they use some sort of algebraic multigrid method. Algebraic multi-
grid (AMG) is a family of techniques for solving linear systems of
the form Lx = b. Specically, algebraic multigrid constructs a hier-
archy of approximations to L using only the values in the matrix
L. ese approximations, {L = L0,L1,L2,L3, ...}, are successively
coarser: size(Ll ) > size(Ll+1). For each level l in the hierarchy, we
have a restriction operator Rl that transfers a residual from level l
to level l + 1 and a prolongation Pl that transfers a solution from
level l + 1 to level l .
Algorithm 1 Multigrid cycle with cycle index γ
1: function mgcycle(level l , initial guess x , rhs b)
2: if l is the coarsest level then
3: x ← Direct solve on Llx = b
4: return x
5: else
6: x ← smooth(x ,b) // Pre-smoothing
7: r ← b − Llx // Residual
8: rc ← Rl r // Restriction
9: xc ← 0
10: for i ∈ [0,γ ) do
11: xc ← mgcycle(l + 1,xc , rc ) // Coarse level solve
12: end for
13: x ← x + Plxc // Prolongation
14: x ← smooth(x ,b) // Post-smoothing
15: return x
16: end if
17: end function
Algorithm 1 depicts a multigrid cycle with cycle index γ (γ = 1
is called a V-cycle, and γ = 2 is a W-cycle). Repeated application of
this algorithm xk+1 ← mgcycle(0,xk ,b) oen converges to a solu-
tion Lx∗ = b, reaching a given tolerance in a number of iterations
that is bounded independent of problem size. Fast convergence
depends on suciently accurate restriction and prolongation op-
erators complemented by pre-smoothing and post-smoothing that
provide local relaxation. Typical smoother choices are Gauss-Seidel,
Jacobi, and Chebyshev iteration. Note that pre- and post-smoothing
may use dierent smoothers or dierent numbers of smoothing
iterations. Given a restriction and prolongation, we identify “low
frequencies” as those functions that can be accurately transferred
to a coarse space and back. A smoother need only be stable on
such functions but must reduce the error uniformly for all “high
frequencies”—those which cannot be accurately transferred.
ere are two main ways of constructing {L1,L2,L3, ...}: classi-
cal AMG and aggregation-based AMG. Classical (or Ruge-Stu¨ben)
AMG constructs R and P using a coarse-ne spliing: the coarse
grid is a subset of the degrees of freedom (or “points”) of the ne
grid [26]. P keeps values at coarse points and extends them via
a partition of unity to neighboring ne points. en, R = PT . In
aggregation-based AMG, degrees of freedom are clustered into ag-
gregates. An aggregate on the ne level becomes a point on the
coarse level. R and P usually take some weighted average of points
in each aggregate to the coarse level. Aggregation-based multigrid
methods typically smooth R and P for beer performance [31]. In
both classical and aggregation-based AMG, the coarse level matrix
is usually constructed via a Galerkin product: Ll+1 = RlLlPl .
2.3.1 Measuring Performance. In order to evaluate the perfor-
mance of our solver relative to the state of the art, we need some
performance metric. We could use runtime, but it is dependent
on the implementation of the algorithms (for example, a MATLAB
implementation would probably be slower than a C++ implemen-
tation). Instead, we will use work per digit of accuracy (WDA) to
measure performance.
WDA = −worklog10 ∆r
, r = b − Lx , ∆r = ‖rnal‖‖rinitial‖
work = total FLOPSFLOPS to compute residual on nest level
WDA measures how much work is required to reduce the resid-
ual by an order of magnitude. r is the residual norm, and ∆r is
the change in residual norm from an initial solution to a nal solu-
tion. Work is expressed in terms of the number of FLOPS required
for a solve divided by that required to compute a residual on the
nest level. is measure is also proportional to required memory
transfers and is typically approximated in terms of the number of
nonzeros in the sparse operators Ll ,Rl , Pl . WDA only measures
the eciency of a single solve; it does not take the setup phase into
account. WDA also does not account for parallel scalability.
2.3.2 AMG as a Preconditioner. AMG can be used as a solver
by itself, but it oen provides faster and more robust convergence
when used as a preconditioner for a Krylov method. In order to
solve Lx = b, the Krylov method is applied to MLx = Mb, where
M is a single AMG cycle, such as a V-cycle or W-cycle. e conver-
gence of the Krylov method will depend on the spectrum of ML,
converging in a number of iterations bounded by square root of the
condition number. We use our multigrid solver as a preconditioner
to conjugate gradients, or in the case of K-cycles, exible CG (see
§3.7).
3 MAIN CONTRIBUTION
Our solver uses an unsmoothed aggregation based multigrid tech-
nique with low degree elimination. Its notable features are: 1.
a matrix distribution that improves parallel performance but in-
creases complexity of aggregation and elimination algorithms 2. a
parallel elimination algorithm using this matrix distribution 3. a
parallel aggregation algorithm also using this matrix distribution.
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We started building our solver by analyzing the performance of
LAMG and its potential for parallelism.
3.1 Issues With a Parallel Implementation of
LAMG
To understand what parts of LAMG we could adapt to a distributed
memory seing, we ran LAMG on 110 graphs from the University
of Florida Sparse Matrix Collection [12] while varying its parame-
ters for cycle index, smoother and iterate recombination (we would
like to also vary the aggregation routine, but LAMG’s energy un-
aware aggregation is not working in the MATLAB implementation).
LAMG uses a cycle index of 1.5, which is half way between a V-
cycle and a W-cycle. Iterate recombination is a multilevel Krylov
method that chooses the optimal search direction from the previous
solution guesses at each level. It is similar in nature to K-cycles (see
section 3.7). Our goal was to nd which parts of LAMG had the
largest eect on solver performance.
Figure 1 shows the result of these tests. Visually, Gauss Seidel
smoothing and iterate recombination together give the smallest
WDA. Cycle index has a very small eect relative to smoother and
iterate recombination.
We applied a statistical analysis to LAMG’s performance with
its features on and o. e largest change in solver performance
came from using Gauss-Seidel smoothing over Jacobi smoothing.
On social network graphs, Gauss-Seidel smoothing oen performs
much beer than Jacobi smoothing. Iterate recombination is the
second most important factor. It helps improve performance on
high diameter graphs such as road networks. e least important
factor is the 1.5 cycle index. Although it does slightly improve
WDA, it is much less important than Gauss-Seidel smoothing and
iterate recombination.
Given the importance of Gauss-Seidel smoothing and iterate
recombination, we would like to use them in a parallel implemen-
tation. However, there are a couple of challenges with using these
features in a parallel implementation of LAMG:
(1) e power-law vertex degree distribution can cause large
work and communication imbalances.
(2) LAMG’s low degree elimination is a sequential algorithm.
(3) LAMG’s energy-based aggregation is a sequential algo-
rithm.
(4) Multilevel Krylov acceleration can be a parallel boleneck.
(5) W-cycles exhibit poor parallel performance.
(6) Gauss-Seidel smoothing is infeasible in parallel.
3.2 2D Matrix Distribution
Our initial implementation used a vertex distribution of the graph:
each processor owns some number of rows in the Laplacian matrix.
is initial implementation scaled very poorly as we increased the
number of processes. One process had many more edges than all
the other processes, causing a work imbalance. Using a partitioner
can temporarily alleviate this problem, but in the limiting case
(where each process owns a single vertex), processes with hubs
will have signicantly more work than those without. Research on
scaling sparse matrix operations on adjacency matrices suggests
that a more sophisticated distribution of matrix entries is important.
We use CombBLAS, which has demonstrated the scalability and
load balancing benets of a 2D matrix distribution [11]. A 2D
matrix distribution can be thought of as a partition of graph edges
instead of vertices. Computational nodes (or processes) form a
2D grid over the matrix (called a processor grid). Each process is
given a block of the matrix corresponding to its position in the
grid (see Figure 2). Vectors can either be distributed across all
processes or just processes on the diagonal. In our implementation,
we found performance did not change with vector distribution, so
we distribute them across diagonal entries in the processor grid.
e disadvantage of a 2D distribution is that it has higher constant
factors and poorer data locality.
CombBLAS expresses graph algorithms in the language of linear
algebra. Instead of the usual multiplication and addition used in
matrix products, CombBLAS allows the user to use custom multi-
plication and addition operations. We will follow the ⊕.⊗ notation
used by GraphBLAS (the standardization eort of CombBLAS)[17].
Here, ⊕ species the custom addition operator and ⊗ the multipli-
cation. While anm×n matrixA maps from Rn to Rm , a generalized
matrix Aˆ maps from Cn to Dm , where C and D may be dierent.
(Av)i B
∑
j
Ai jvj Usual matrix product
(Aˆ ⊕.⊗ v)i B
⊕
j
Aˆi j ⊗ vj Generalized matrix product
Aˆ ∈ Bm×n , v ∈ Cn
⊗ : B × C→ D, ⊕ : D × D→ D
Our operators are similar in structure to a semiring, but they
permit dierent types of elements in the input matrix and the
input and output vectors. If we structure our algorithms in terms
of generalized matrix-vector products, we can piggyback on the
proven performance of CombBLAS. However, if we cannot express
all parts of an algorithm using this linear algebraic approach, we
must keep in mind that no computational node has a complete
view of all the edges to and from any vertex. Implementing an
arbitrary vertex neighborhood operation, such as choosing the
median of neighbors, would require potentially non-scalable custom
communication.
3.3 Random Vertex Ordering
A 2D matrix distribution alleviates communication bolenecks and
some load balancing diculties, but the processes responsible for
diagonal blocks are oen found to have many more nonzeros than
typical o-diagonal blocks. For example, social network oen have
a couple of large degree “hubs” that are connected to many other
vertices. ese vertices correspond to an almost dense column and
row in the graph Laplacian. Oen a single process will end up with
a few hubs and have 10x (or more) edges than other processes. A
simple technique to beer balance the workload is to randomly
order vertices. is trades data locality for beer load distribution.
More sophisticated techniques exist for 2D matrix partitioning [8],
but we found that a random distribution is sucient for acceptable
load balance. We found that random vertex ordering increased
not only asymptotic parallel scalability but also performance for
relatively small process counts. We apply this randomization only
to the input matrix; we do not re-randomize at coarser levels.
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Figure 1: Boxplots of the performance of serial LAMG [21] on 110 graphs from the University of Florida Sparse Matrix collec-
tion [12]. Solver conguration (vertical axis) is a triple of smoother, iterate recombination (or not), and cycle index. Perfor-
mance is measured in terms of work per digit of accuracy (see section 2.3.1). WDA accounts for work per iteration and number
of iterations. Problems are solved to a relative tolerance of 10−8. Each box represents the interquartile range of WDA for a
given solver conguration. e line and dot inside the box indicates the median WDA. Horizontal lines on either side of the
box indicate the range of WDA values. Dots outside the box indicate outliers.
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Figure 2: e distribution of directed edges in the graph (le)
and adjacency matrix (right). e top is a 1D vertex distribu-
tion, and the bottom is a 2D edge distribution. Each color
corresponds to edges and matrix entries owned by proces-
sor. Note that no process in the 2D distribution has all the
out-edges or in-edges for a given process.
3.4 Parallel Low-Degree Elimination
Low-degree elimination greatly reduces problem complexity in
graph Laplacians, especially those arising from social networks.
Like LAMG, we eliminate vertices of degree 4 or less.
e main diculty in adapting low-degree elimination to a dis-
tributed memory system is deciding which vertices to eliminate.
If we had a vertex centric distribution, each process could locally
decide which of its local vertices to eliminate. However, we have a
2D edge distribution, so we will instead structure our elimination
in terms of linear algebra and allow CombBLAS to do the heavy
liing.
Our algorithm for low-degree elimination is detailed in Algo-
rithm 2. It essentially boils down to two steps. First, mark all
vertices of degree 4 or less as candidates for elimination. en, for
each candidate, check whether it has the lowest hash value among
all neighboring candidates. If it has the lowest hash value, it will
be eliminated. e hash value is a hash of the vertex’s id. We use a
hash of the id instead of the id itself in order to prevent biases that
might occur when using a non-random matrix ordering.
In linear algebraic terms, choosing vertices to eliminate can be
accomplished by creating a vector that marks each vertex as a
candidate or not (line 2 of Algorithm 2) and then multiplying said
vector with the Laplacian matrix using a custom ⊗ and ⊕ (line
2). e ⊗elim lters out matrix entries that are not candidates and
neighbors:
a ⊗elim c =
{
c if a , 0
 otherwise
where c =  is used to indicate that a vertex should not be consid-
ered.
e ⊕elim chooses the candidate with the smallest hashed id,
x ⊕elim y =
{
x if hash(x) ≤ hash(y)
y if hash(x) > hash(y)
where hash() = ∞.
Algorithm 2 Determine vertices to eliminate
1: function Low-Degree Elimination(L ∈ Rn×n )
2: candidatesi ← i if degree(Vi ) ≤ 4 else , i ∈ V
3: z← L ⊕elim.⊗elim candidates
4: if zi = i then eliminate Vi
5: end function
We use the Laplacian L so that the neighborhood of each vertex
contains itself. Each entry zi corresponds to the neighbor ofvi that
is a candidate and has the lowest hashed id. If zi = i , then we know
that vi is the candidate with the smallest hash among its neighbors
(line 4) and can be eliminated. Let F denote eliminated vertices and
C be vertices that have not been eliminated. Following Livne and
Brandt [22], we express elimination in the language of multigrid.
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We rst introduce a permutation Π of the degrees of freedom such
that
Ll = Π
(
LFF LFC
LTFC LCC
)
ΠT
which admits the block factorization
Ll = Π
(
I
LTFCL
−1
FF I
) (
LFF
Ll+1
) (
I L−1FFLFC
0 I
)
ΠT
in terms of the Schur complement
Ll+1 = LCC − LTFCL−1FFLFC .
Note that LFF is diagonal so its inverse is also diagonal and that we
can alternately express Ll+1 = PTl LlPl in terms of the prolongation
Pl = Π
(−L−1FFLFC
I
)
.
Inverting the block factorization yields
L−1l = Π
(
I −L−1FFLFC
0 I
) (
L−1FF
L−1l+1
) (
I
−LTFCL−1FF I
)
ΠT
= PL−1l+1P
T + Π
(
L−1FF 0
0 0
)
ΠT
which is an additive 2-level method with F -point smoother
F smooth(x ,b) = Π
(
L−1FF 0
0 0
)
ΠTb .
Rather than applying L−1l+1 exactly, we approximate it by continuing
the multigrid cycle.
e ids of eliminated vertices are broadcast down processor rows
and columns. Each process constructs entries of LFC and L−1FF that
depend on its local entries in Ll . ese constructed entries are then
scaered to the processes that own them in Pl . Alternatively, we
could construct Π, LFC , and L−1FF explicitly and use them to build
Pl .
Our candidate selection scheme is not as powerful as the serial
LAMG scheme. e serial scheme will eliminate every other vertex
of a chain. In the best case we do the same, but in the worst case
we eliminate only one vertex if the hash values of vertices in the
chain are in sequential order. To address this issue, we can run
low-degree elimination multiple times in a row to eliminate more of
the graph. In practice, we nd one iteration is sucient to remove
most of the low degree structure.
We apply low-degree elimination before every aggregation level
and only if more than 5% of the vertices will be eliminated.
3.5 Parallel Aggregation
Our parallel aggregation algorithm (Algorithm 3) uses a strength
of connection metric, S , to determine how to form aggregates. It
indirectly determines how likely any two vertices will be clustered
together. We use the anity strength of connection metric proposed
by Livne and Brandt in the LAMG paper [22]. To construct the
strength of connection matrix, S , we smooth four vectors three
times each. e relevant parts of the smoothed vectors are broadcast
Algorithm 3 Aggregation
1: function Aggregation(S ∈ Rn×n )
2: statusi ← (Undecided, i), for i in 1..n
3: votesi ← 0, for i in 1..n
4: for iter in 1..10 do
5: status, votes
← Aggregation-Step(S, status, votes, 0.5iter)
6: end for
7: for i in 1..n do
8: (·, j) ← statusi
9: aggregatesi ← j
10: end for
11: return aggregates
12: end function
// status is a vector with elements of type (State, Index)
// S is the strength of connection matrix
13: function Aggregation-Step(S, status, votes,lter-factor)
14: Slt← Remove nonzeros < lter-factor from S
15: d ← Slt ⊕agg.⊗agg status
16: local votes← Sparse map containing votes for vertices
17: for i in 1..n do
18: (s, j,w) ← di
19: if s = Seed then
// Found a neighboring seed,
// Vi is aggregated with Vn
20: statusi ← (Decided, j)
21: else if s = Undecided then
// No neighboring seed, Vi votes for Vn
22: local votes[j] ← local votes[j] + 1
23: end if
24: end for
// Communicate local votes
25: local votes← reduce by key(+, local votes)
// Update persistent votes counts
26: votes← votes + local votes
27: for i in 1..n do
28: if votesi > 8 & statusi = (Undecided, i) then
// Vertices with enough votes become Seeds
29: statusi ← (Seed, i)
30: end if
31: end for
32: return status, votes, aggregates
33: end function
down communication grid rows and columns. Each process then
constructs its local part of the matrix using the anity metric
L ∈ Rn×n ,y ∈ Rn×m ,m  n, random entries
x B smooth on Ly = 0
Ci j B

0 if Ai j = 0 or i = j
|∑mk=1 xikx jk |2
(∑mk=1 xikxik )2(∑mk=1 x jkx jk )2 otherwise
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Si j B
Ci j
max (maxs,i Cis ,maxs,j Cs, j )
where A is the adjacency matrix. e smoothing we use is three
iterations of Jacobi smoothing. e total cost of creating S is 4 vec-
tors ∗ 3 smoothing iterations, for 12 matrix-vectors multiplies total.
Currently, we smooth each vector separately and do not exploit any
of the parallelism available in smoothing multiple vectors together.
e construction of Ci j is entirely local because C has the same
distribution as A. Constructing S requires communication along
processor rows and columns to nd the largest nonzero of C for
each column and row in the matrix. Note that S has 0 diagonal.
Our aggregation algorithm uses a voting scheme in which each
vertex votes for which of its neighbors it would like to aggregate
with. A vector status contains a state ∈ {Seed,Undecided,Decided}
and an index for each vertex,
statusi B

(Seed, i) Vertex i is a Seed
(Undecided, i) Vertex i has not yet joined an aggregate
(Decided, j) Vertex i is aggregated with Seed j
Initially, statusi = (Undecided, i). In each voting iteration, each
Undecided vertex either aggregates with a neighboring Seed (and
becomes Decided) or votes for a neighboring Undecided vertex to
become a Seed. If a vertex is voted for enough times, it will turn
into a Seed. e strength of connection matrix determines which
neighboring vertex is aggregated to or voted for. For the rst
round of aggregation, we only consider very strong connections
(> 0.5). We gradually reduce this bound in subsequent iterations
(Livne and Brandt apply a similar technique in LAMG [22]). e
vertices’ choice of neighbor is expressed as a matrix-vector product
S ⊕agg.⊗agg status with
w ⊗agg (state, i) B
{
(state, i,w) if w , 0
(Decided,−1, 0) otherwise
(statea , ia ,wa ) ⊕agg (stateb , ib ,wb ) B
(statea , ia ,wa ) if statea = stateb & wa ≥ wb
(stateb , ib ,wb ) if statea = stateb & wa < wb
(statea , ia ,wa ) if statea > stateb
(stateb , ib ,wb ) if statea < stateb
where Seed > Undecided > Decided. Note that the input vector
contains pairs, whereas the output vector contains 3-tuples.
e votes for each vertex are tallied using a sparse reduction
that has the same communication structure as a matrix-vector
product. Our implementation uses an allreduce because it has
lower constants and is not a boleneck. Using the tallied votes,
we update the status vector with new roots and aggregates. e
vote counts are persisted across voting iterations so that vertices
with low degree may eventually become seeds. We choose to do
10 voting iterations, and we convert Undecided vertices to Seeds if
they receive 8 or more votes. Both these numbers are arbitrary. In
practice, we nd that performance is not sensitive to increasing or
decreasing these constants by moderate amounts.
e result of aggregation is a distributed vector v , where vertex
i is part of aggregate vi . We perform a global reordering so that
aggregates are numbered starting at 0. We construct R by inserting
Rvj j = 1, where j is in the locally owned portion of v , then scaer-
ing to a balanced 2D distribution. is 2D distribution is similar
to L, except each process has a rectangular local block instead of a
square one.
Ri j B
{1 if vj = i (Vj is in aggregate i)
0 otherwise
P B RT , Ll+1 B RlLlPl
3.6 Smoothing
In general, Gauss-Seidel smoothing is the best performing smoother
on graph Laplacians (section 3.1 provides more details on Gauss-
Seidel vs Jacobi performance). However, its parallel performance on
graph Laplacians is very poor. Most processes have an overwhelm-
ing amount of connections that reference values outside of the local
block of the matrix, and the graph cannot be colored with a reason-
able number of colors. Our resulting choice of smoother is Cheby-
shev/Jacobi smoothing [1] because it is stronger than (weighted)
Jacobi with equivalent parallel performance. Instead of applying k
iterations of a smoother, we use one application of degree k Cheby-
shev smoothing. We choose our lower and upper bounds because
.3 and 1.1 times the largest eigenvalue as estimated by 10 Arnoldi
iterations (we include these iterations in our setup cost).
3.7 K-cycles
We would like to include some form of multilevel Krylov accelera-
tion because it improves solver robustness (see section 3.1 for more
details). We implemented K-cycles as described by Notay and Vas-
silevski in “Recursive Krylov-based multigrid cycles” [25] and used
in Napov and Notay’s DRA [23]. At each aggregation level in our
multigrid hierarchy, we perform a number of Flexible Conjugate
Gradient (FCG) [24] iterations using the rest of the hierarchy as a
preconditioner. We do not apply Krylov acceleration to elimination
levels because they exactly interpolate the solution from the coarse
grid.
4 NUMERICAL RESULTS
Our solver uses a V-cycle or K-cycle with one iteration of degree 2
Chebyshev smoothing before restriction and one iteration of degree
2 Chebyshev smoothing aer prolongation. e V-cycle is used as a
preconditioner for Conjugate Gradient (FCG when using K-cycles).
Our solver is implemented in C++ and uses CombBLAS [11] for
sparse linear algebra and PETSc [4, 5] for Chebyshev smoothing,
eigenvalue estimation, and Krylov methods.
Our numerical tests were run on NERSC’s Edison and Cori clus-
ters. Edison is a Cray XC30 supercomputer with 24 “Ivy Bridge”
Intel Xeon E5-2695 v2 cores per node and a Cray Aries interconnect.
Cori is Cray supercomputer with 36 “Haswell” Intel Xeon E5-2698
v3 cores per node and a Cray Aries interconnect. For each test, we
run four MPI processes per physical node in order to obtain close
to peak bandwidth.
We solve to a relative tolerance of 10−8. We use a random right
hand side with the constant vector projected out. We also tested
with a right hand side composed of low eigenmodes but did not
notice any dierence in performance compared to a random right
hand side. e coarsest level size is set to have no more than 1000
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nonzeros in L. Our solver uses somewhere from 20 to 40 levels
depending on the problem. In order to ensure enough work per
process, we use a smaller number of processors on coarser levels
if the amount of work drops below a threshold (if nnz(L)/10000 <
number of processors). e coarsest level always ends up on a
single process.
4.1 Comparison to Serial
We compared our parallel solver to Livne and Brandt’s serial LAMG
implementation in MATLAB [21, 22]. It is hard to fairly compare
single threaded performance between our solver and LAMG. One
or the other could be beer optimized, or choice of programming
language might make a dierence. To provide a fair comparison,
we measure the work per digit of accuracy of each solver.
In general, our method exhibited poorer convergence factors
than the serial LAMG implementation. We expect that our solver
performs worse because we have made multiple concessions for
parallel scalability. ese changes are:
(1) No energy-based aggregation
(2) Chebyshev smoothing (versus Gauss-Seidel)
(3) No 1.5 cycle index
(4) No multilevel Krylov acceleration (for V-cycles)
Figure 3 shows the performance (measured in terms of WDA) of
serial LAMG and our solver. e fourth line shows LAMG with all of
its parallel-unfriendly features enabled. e third line shows LAMG
without these features (but using LAMG’s standard aggregation
and elimination). e rst line is our solver without K-cycles and
the second line with K-cycles. Our solver has a higher median WDA
and variance than LAMG with all features enabled. Our solver is
not as robust and has more outliers. Most of these outliers are road
networks. A couple of graphs have a fairly high WDA with our
solver but are solved quickly by LAMG. is is expected because
we have made concessions in order to achieve parallel performance.
However, our solver performs much beer than LAMG with parallel
friendly features (Jacobi smoothing and no recombination).
Also interesting to note is the small dierence in WDA of our
solver with and without K-cycles. K-cycles have low variance,
and hence are more robust, but median performance is not much
improved. However, this small gain in WDA is not worth the high
parallel cost of K-cycles (as seen in Figure 4). On the hollywood
graph, K-cycles are clearly slower and scale worse than V-cycles.
K-cycles need inner products on every level of the cycle (as with
Krylov smoothers), which require more communication. e W-
cycle structure of K-cycles also causes a parallel boleneck. e
coarsest level is visited 210 − 211 times, which results in lots of
sequential solves and data redistributions. Because K-cycles appear
worse than V-cycles (especially when compared to the marginal
robustness they provide), we use V-cycles by default in our solver.
All following performance results for our solver use V-cycles.
4.2 Strong Scaling
To measure the scalability of our approach, we measured strong
scaling on four real world social network graphs using up to 576
processors. We choose these four graphs because they are some
of the largest real world irregular graphs that we can nd and are
infeasible to solve on a single process. Many of the graphs in the
110 we use for serial experiments are small enough that solving
them on a single process is fast enough.
Our largest graph, com-friendster, (from the Stanford Large Net-
work Dataset Collection [19, 32]) has 3.6 billion nonzero entries in
its Laplacian matrix. Solving a Laplacian of this size on a single
node is infeasible (even if it could t in memory, the solve time
would be much too long). Figure 5 shows the eciency, measured
as
nnz(L)
TDA · number of processes TDA B
−time
log10 ∆r
versus solve time (where TDA is time per digit of accuracy). We
do not use a percentage for eciency because the choice of base
eciency makes it dicult to compare dierent solves on dierent
graphs. A horizontal line indicates that the solver is scaling opti-
mally (increasing machine size moves to the le). e largest graph
(com-friendster) appears to have beer scaling than the smaller
graphs. com-orkut and hollywood have a much higher eciency
than com-friendster and com-lj because com-orkut and hollywood
have a lower WDA. If we normalize by WDA on both axes, so the
y axis becomes
nnz(L)
solve time
work unit · number of processes
(this is similar to a “per iteration” metric), then we get Figure 6.
Normalizing by WDA compares eciency independent of how
dicult it is to solve each graph. e smaller graphs are solved
faster but scale poorly with increasing number of processes. com-
friendster takes longer to solve because it is larger and eciency
is somewhat lower (likely due to poor cache behavior with the
random ordering) but scales beer than the smaller graphs. e
poor scaling for smaller graphs is explained by having less work per
process, resulting in a solve phase dominated by communication.
Our high setup cost (relative to solve time) also increases the
number of repeated solves necessary. e majority of the setup
phase is spent in the nest level triple product (PT LP ), which is
handled by a generic CombBLAS matrix-matrix product using +.∗.
A matrix-matrix product that exploits the special structure of R and
P would lower setup times. Still, these setup times are reasonable
and can be amortized over multiple solve phases (when possible).
For a complete view of the scalability of our solver, we would
like to measure weak scaling. However, it is dicult to nd a fair
way to measure weak scaling on graphs. We could generate a series
of increasingly large random graphs, but in practice, most solvers
perform much beer on random graphs than real world graphs.
5 CONCLUSIONS
We have presented a distributed memory graph Laplacian solver
for social network graphs. Our solver uses a 2D matrix distribution
combined with parallel elimination and unsmoothed aggregation
to demonstrate parallel performance on up to 576 processes. Our
novel aggregation algorithm can handle arbitrary matrix distribu-
tions and forms accurate aggregates while controlling coarse grid
complexity on a variety of irregular graphs. e parallel elimina-
tion algorithm presented uses generalized matrix products to nd
elimination candidates independent of matrix distribution. To our
knowledge, this is the rst distributed memory multigrid solver for
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Figure 3: Boxplots of solver performance in various congurations on a selection of 110 graphs from the University of Florida
Sparse Matrix Collection [12]. Performance is measured in terms of work per digit of accuracy (see section 2.3.1). WDA
accounts for work per iteration and number of iterations. e last number in the solver conguration indicates the cycle
index. All solves to a relative tolerance of 10−8. LAMG with Jacobi smoothing, no recombination, and cycle index 1 has many
undisplayed outliers because they fall well above 100 WDA.
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Figure 4: Loglog plot of strong scaling of our solver with K-
cycles and with V-cycles on the hollywood graph (1,139,905
vertices, 113,891,327 edges) on Edison. Numeric labels next
to points indicate number of processes for a given solve.
ere are 21-23 multigrid levels so the coarsest level is vis-
ited 210 − 211 times with an index 2 cycle. e coarse level
solves and redistribution become a parallel bottleneck.
graph Laplacians. It enables solving graph Laplacians that would
be infeasible to solve on a single computer.
Our solver’s robustness is behind that of serial LAMG (as outlined
in section 4.1) but outperforms the natural parallel extensions of
LAMG (No iterate recombination, Jacobi smoothing, and cycle index
1). Further improvement is a topic for future research. Our solver
performs well on social network graphs, but WDA is sometimes
high for more regular graphs such as road networks. Many such
graphs also admit a vertex partition with low edge cut, in which
case our 2D distribution may be unnecessary. Extending our solver
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Figure 5: Semilog-x plot of eciency(
nnz(L)
TDA·number of processes
)
vs. solve time for a variety of
large social network graphs on Cori. Solves are to a relative
tolerance of 10−8. Numeric labels next to points indicate
number of processes for a given solve. hollywood took 15
iterations on 196 processors versus 13 iterations on all other
processor sizes, leading to loss of eciency and negligible
speedup. Some solves on the same problem perform more
iterations (and solve to a slightly higher tolerance) than
others causing variation in eciency.
to handle scaled graph Laplacians (used by some applications) and
unsymmetric graphs are other areas for future research.
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