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ABSTRACT
In this paper, we present our contribution to ABAW facial
expression challenge. We report the proposed system and the
official challenge results adhering to the challenge protocol.
Using end-to-end deep learning and benefiting from transfer
learning approaches, we reached a validation set challenge
performance measure of 56.56%.
Index Terms— Emotion recognition, deep neural net-
work, information fusion, transfer learning, end-to-end mod-
els
1. INTRODUCTION
Emotions play a vital role in daily human-human interactions
and automated recognition of emotions frommulti-modal sig-
nals has attracted increasing attention in the last decade with
applications in domains ranging from intelligent call centers
to intelligent tutoring systems. Emotion recognition is stud-
ied in the broader affective computing field, where the studies
of emotion is the focal point. The research in the domain is
shifting to more “in-the-wild”, namely out of lab-controlled
studies, thanks to new and challenging datasets collected and
introduced over competitions such as Affective Facial Expres-
sions in theWild (AFEW) [1, 2] and Affective Behavior Anal-
ysis in the Wild (ABAW) [3, 4, 5, 6, 7, 8].
Motivated from the recent outstanding general perfor-
mance of deep learning on audio and video domains as well
as the efficacy of deep transfer learning to alleviate data
scarcity in the target problem [9, 10, 5], in this study we em-
ploy both deep end-to-end learning and deep transfer learning
for both audio and video modalities, fusing the scores of
the uni-modal sub-systems for multi-modal affect recogni-
tion in out-of-lab conditions. We experiment on and use the
official challenge protocol for the ABAW challenge - Fa-
cial Expressions Sub-challenge, originally run for Face and
Gesture 2020, but was later extended until October. This sub-
challenge features Ekman’s six basic emotions plus neutral,
thus featuring a seven-class classification task.
The contributions of this paper include 1) a novel multi-
modal framework that leverages deep and transfer learning in
audio and video modalities 2) extensive analysis of unimodal
systems followed by a multimodal score fusion.
2. BACKGROUND ON METHODS
First researches about the application of different machine
learning techniques to emotion recognition started to appear
at the beginning of the second millennium [11, 12]. The
second explosion of researching started from investigation
the instruments of deep learning and appearing such deep
convolutional neural networks (CNN) as VGG16 [13] and
ResNet51 [14]. Inspired by outperforming results obtained
by deep neural networks (DNN) in many different problems,
we implemented a system, which fuses predicted probabili-
ties of emotions from various modalities.
We conducted many experiments with our system (and its dif-
ferent parts) on AffWild2 [3, 4, 5, 6, 7, 8] dataset within the
challenge running [15], mainly in expression sub-challenge.
The database contains 558 videos with around 2.8 million
frames annotated in terms of Ekman’s 7 basic emotions [16]
as well as Russell’s dimensional (valence/arousal) emotion
model [17].
3. PROPOSED APPROACHES
For the emotion recognition, we used both audio and video
modalities. The final fusion of all system results is imple-
mented either simple or model and class based weighted
decision-level fusion, which fuses the probabilities of emo-
tions given each models.
3.1. Video-based deep networks
As video-based models, we chose 2 same models in terms of
structure, but different in terms of pretraining data were used.
3.1.1. VGGFace2 based CNN
VGGFace2 [18] model was pretrained on the VGGFace2
dataset, which is intended to learn models recognize identi-
ties by their faces. It contains 8631 identities in training set
with 362.6 images on average. We took the pretrained model,
cut the last layer provides class probabilities of the face, and
stack two dense layers with 1024 and 7 neurons accordingly.
The last layer allows the model to predict the probability of
the emotional category.
Since the AffWild2 dataset has disbalance of classes, we
thinned every category in the training set: for category Neu-
tral we took every tenth frame in every video, for categories
Anger, Disgust, Fear and Surprise - every second frame and
for categories Happiness and Sadness every fifth. To make
the model more robust to interference, we used data aug-
mentation, which is implemented via ImageDataGenerator
included in keras [19] framework. In total, we used such
augmentation techniques as rotation (up to 40 degrees), hori-
zontal flip, and brightness (the value ranged from 0.2 to 1).
Moreover, to decrease the effect of class disbalance on loss
function, we applied logarithmic weighting presented in for-
mula 1.
weighti = ln(
r ∗N
ni
),
{
1, if weighti < 1
weighti, otherwise
(1)
where ln - natural logarithm, r - regularization parameter
(than more the value of r, than more weights similar to real
class distribution), N - the number of samples overall, ni - the
number of samples in class i. The value of parameter r was
equaled 0.34.
For training, the optimizer AdamW [20] was chosen. The
values of learning rate and weight decay were set to 0.00001.
Also, the dropout with probability equaled 0.5 was applied
to the last 2 layers. The model with the smallest loss value
on the validation dataset across epochs was chosen. We used
the predictions from this model called further non-temporal
VGGFace2 as a first submission.
To capture temporal information across video frames, we
implemented a 2D CNN + SVM model, which operates with
windows of video. First of all, we extracted from each frame
deep embeddings by non-temporal VGGFace2 (from the
layer with 1024 neurons). Then for deep embeddings were
calculated means and standard deviations (STDs) within one
window with specified size. Thus, for every frame, we had
2048 features - 1024 means and 1024 STDs. It was tried
different window sizes (2, 4, 8 seconds) and the best one in
terms of the final metric is 4 seconds, which corresponds to
30 frames with a frame rate equaled 7.5 FPS. It should be
noted that windows in the video had intersection 50% and
final intersected results were averaged. Also, for one window
there was only one label. It equaled a major category within
a specified window.
Further the Support Vector Machine (SVM) was trained on
obtained train data consists of formed windows. We con-
ducted a lot of experiments with various kernels (linear, poly,
rbf ), gamma (from 0.001 to 0.1) and regularization parameter
C (from 1 to 25 with step 1). The best result was obtained
with following parameters: kernel - poly, gamma = 0.1, C =
3. It should be noted that we also applied logarithmic weight-
ing, as earlier, but with another value of parameter r = 0.47.
The predictions from this model were a third submission.
3.1.2. VGG-FER CNN based Video Features
Facial features are extracted over short non-overlapping video
segments (e.g. 2s-4s) and summarized by statistical function-
als. A deep neural network pre-trained with VGG-Face [21]
and fine-tuned with FER-2013 database [22] is used. We use
the aligned faces given by the ABAW challenge organizers to
extract image-level deep features. The aforementioned trans-
fer learning of VGG-Face based CNN by fine-tuning on FER-
2013 is proposed in [9], and is successfully applied to a set of
video based affect recognition challenges ranging from emo-
tion recognition in the wild using AFEW corpora [1] to ap-
parent personality recognition [23, 10] using ChaLearn LAP-
First Impression corpus [24]. The fine-tuned CNN can be
reached overhttps://github.com/frkngrpnr/jcs.
The deep CNN has a 37-layer architecture (involving 16
convolution layers and 5 pooling layers). The response
of the 33rd layer is used, which is the lowest-level 4 096-
dimensional descriptor. This output of the finetuned model is
used inline with the former works [9, 23, 10]
After extracting frame-level features from each aligned
face using the deep neural network, non-overlapping short
chunks of the original videos are summarized by computing
mean and standard deviation statistics of each dimension over
time. These features are subsequently modeled using Kernel
Extreme Learning Machine (KELM), which is a fast and ro-
bust learning method [25].
3.2. Audio-based deep networks
3.2.1. Audio separation
It is well-known that different extraneous sounds in audio
recordings that are not speech (e.g. office, city, street noises,
music) can significantly decrease the efficiency of the train-
ing process. To avoid it, we applied special separation library
Spleeter [26], which contains a lot of pretrained deep neu-
ral models and is able to separate voice from other sounds.
Since we wanted to separate just voice from all others sounds,
we used a model, which allows us to divide audio on vocals
(voice) and accompaniment (all other sounds including mu-
sic). Spleeter models work only with audio files with 11 and
16 kHz sample rate. Therefore, we down-sampled extracted
audios to 16 kHz and applied separation. Obtained audios
(vocals) were used in all further experiments.
3.2.2. Labels preprocessing
Primarily all videos are annotated per frame. However, var-
ious videos differ from each other in terms of frame rate. It
means that annotations also have different sample rates. In
order to equalize them, we down-sampled all labels to sample
rate equals 5. We chose such value because the video with
the smallest one frame rate contains near 7.5 frames per sec-
ond. On the other hand, the category of emotion switches very
rarely, and this value of the sample rate should be enough to
catch all changes in emotions.
3.2.3. PANN-based deep network
Pretrained audio neural networks (PANNs) [27] have demon-
strated state-of-the-art performance in the audio pattern
recognition domain. These models extract features from
raw waveforms, a process that data, and return predictions in
real-time. In this study, we used the CNN-14 model, which
consists of one layer for extracting features, and six convo-
lutional blocks, inspired by the VGG-like CNNs [13]. Each
convolutional block consists of two convolutional layers with
a kernel size of 3x3. Batch normalization is applied between
each convolutional layer, and the ReLU nonlinearity is used
to speed up and stabilize the training. Average pooling of a
size of 2x2 is applied to each convolutional block for down-
sampling. After the last convolutional layer global pooling
is applied to summarize the feature maps into a fixed-length
vector.
CNN-14 model were preliminary trained on the large-
scale AudioSet dataset [28]. We fine-tuned the PANN model
for the Expression Challenge. We replaced the last fully-
connected layer with a new one with seven neurons to get the
probability of each category of emotion. All parameters are
initialized from the CNN-14, except the final fully-connected
layer which is randomly initialized. Raw waveforms with a
window width of 3 seconds and a step of 1 second were fed
to the input of the PANN model.
3.2.4. 1D CNN + LSTM based deep network
Since there is no available pretrained 1D CNN on raw audio,
we trained our own. To catch temporal information from 1D
CNN embeddings efficiently, we stacked two LSTM layers
above it. In the end, we stacked seven neurons to get the prob-
ability of each emotion category. In general, two schemes
were realized:
• Sequence-to-sequence modelling
• Sequence-to-one modeling (represents window tempo-
ral modeling)
Thus, we implemented sequence-to-sequence and sequence-
to-one models mapping input acoustic raw data into emo-
tional category probabilities. The number of parameters of
the model was the same for both cases and equaled around
4.5 M. However, the sequence-to-sequence modeling usually
gave worse results, thereforewe present only sequence-to-one
model.
As in video-based modeling, for the 1D CNN + LSTMmodel
we needed to fix the window size. We conducted tests with
different sizes of windows (from 2 to 12 seconds with step 2)
and the best one was 4 seconds. Thus, all audios were cut on
parts of 4 seconds (with the intersection of 2/5 size of the win-
dow), which corresponds to 48000 values in waveform and 20
labels. However, for sequence-to-onemodeling we should re-
main only one label per window - it was selected as the most
frequent category in the corresponding window.
The training process was conducted with following parame-
ters: optimizer was Adam with learning rate = 0.00025, loss
function - categorical cross-entropy, after every convolutional
layer the dropout with rate 0.3 was applied.
3.3. Fusion
We use two weighted score fusion methods. The first one as-
signs one weight for confidence scores of each model, where
the weights sum up to 1. If we have L models, then the op-
timized weights are a vector of length L. We use Dirichlet
distribution to generate these weights randomly and try to op-
timize these weights with respect to the challenge measure
on the validation set. We call this first approach “Simple
Weighted Fusion” (SWF).
In the second approach, we extend the first approach and
have a fusion matrix of L × K , where K denotes the num-
ber of classes. That is we have an importance weight for
each class of each model, separately. Similar to the SWF, the
weights are randomly generated using Dirichlet distribution
for each class, such that the sum of weights for each class over
models sum up to unity. We call this “Model and Class based
Weighed Fusion” (MCWF). The latter approach has been suc-
cessfully applied in former video based affect recognition in-
the-wild challenges [29, 9].
4. EXPERIMENTAL RESULTS
The official performancemeasure used in challenge is defined
by formula 2.
CPM = 0.67 ∗ F1 + 0.33 ∗Accuracy (2)
where F1 is a weighted average of the recall and the precision
(also known as F-measure) and the Accuracy is the fraction
of predictions that the model classified correctly.
We conducted extensive experiments with different uni-
modal video and audio systems separately and then fused
them with different combinations. The results of experiments
of unimodal as well as fused systems are presented in the
Table 1.
Table 1. The performance of models performed on ABAW challenge (Expressions sub-challenge) validation set. CPM: Chal-
lenge performance measure (0.67 * F1-score + 0.33 * Accuracy). Baseline CPM=36.00%
Features/Input Model number CPM, % F1-score, % Accuracy, %
Visual 1 50.23 43.31 64.29
Visual 2 55.66 47.89 71.13
Visual 3 41.10 32.70 58.20
Raw audio 4 35.09 26.43 52.66
Raw audio 5 33.68 26.27 48.72
Visual 2 & 3 & 4 56.56 48.93 72.05
Visual & Raw audio 2 & 4 55.90 48.09 71.74
Visual & Raw audio 2 & 5 & 4 54.78 46.58 71.42
Visual & Raw audio 2 & 3 & 4 & 5 55.54 47.81 71.22
1 - VGGFace2-based 2D CNN, 2 - VGGFace2-based 2D CNN + SVM,
3 - VGGFER-based 2D CNN 4 - 1D CNN + LSTM, 5 - PANN-based 2D CNN
As a baseline for our work, we prepared non-temporal
VGGFace2-basedCNN, which was described is Section 3.1.1.
We used the predictions from this model as a first submission.
On the overall, it reached a challenge performance measure
of 50.23% on the validation set.
For the subsequent submissions, the non-temporal VG-
GFace2 was modified via summarizing the embeddings over
fixed temporal windows and classifying the supra-segmental
features via n SVM classifier, to grasp the temporal depen-
dencies. Since our second approach VGGFER-based CNN +
KELM reached the result a little bit lower than the modified
VGGFace2-based CNN, we decided to fuse three systems on
the decision level. The fusion was done by SWF described
in section 3. The results of the fusion system are 56.56% on
the validation set and the predictions from this system were a
second submission.
For the third submission, we chose predictions from modified
VGGFace2-based CNN to check how it works standalone.
The value of the competition metric of the model is 55.66%
on the validation set.
For the next 3 submissions we used MCWF technique de-
scribed in our paper with different combinations of models:
• VGGFace2-based CNN + SVM and VGGFER-based
CNN models fusion: the value of final competition
score is 55.70 %.
• VGGFace2-based CNN + SVM and 1D CNN + LSTM
models fusion: the value of final competition score is
55.87 %.
• VGGFace2-based CNN + SVM, 1D CNN + LSTM and
PANN-based models fusion: the value of final compe-
tition score is 54.78 %.
And, as a final submission, we again used SWF technique, but
for all obtained models: VGGFace2-based CNN + SVM and
VGGFER-based CNN features + ELM, PANN-based and 1D
CNN + LSTM models. The final score on the validation set
is 55.54%.
5. CONCLUSIONS
The paper has researched the efficiency of deep neural net-
works and the application of transfer learning and fusion
techniques on emotion recognition problem. We have found
that video-basedMCWF fusion of different pretrainedmodels
with correctly fitted weights can increase the efficiency of the
system compare to standalone models. However, audio-based
models did not contribute to performance within the fusion
process, which can be caused by information insufficiency of
audios (the subjects often silence) or incorrectness of audio
data such as music, a voice from another source, and noises.
In future work, it will be good to annotate audios manually
for distinguishing different persons in audio and use seman-
tic information extracted from a person’s speech to add new
modality in the fusion system.
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