We show how to extend a metric defined on the vertex set of a simplicial complex to the whole simplicial complex, thus correcting a mistake in Mineyev's construction of a flow space.
Introduction
In [Min05] , Mineyev constructed a flow space over what he called a hyperbolic complex, which is a uniformly locally finite simplicial complex X whose 1-skeleton G is a Gromov hyperbolic graph where the metric d G is taken to be the length metric induced by giving every edge length 1.
This construction involved changing the metric on the vertex set, using a metricd constructed in [MY02] , and then extending this metric from the vertex set to the whole simplicial complex.
Mineyev used a bilinearity formula to define this extension (see [Min05, Equation 31 ]). However, this bilinear extension does not define a metric, since it may happen thatd(x, x) > 0.
In this paper we start more abstractly by showing how to extend a given metricd that is defined on the vertex set of an arbitrary simplicial complex X to the whole simplicial complex, under the assumption thatd is linearly bounded by the canonical metric d G on the 1-skeleton G of X.
Then we show that the corresponding extension of Mineyev's metricd still satisfies the desired properties, such as the double difference extending continuously to the boundary.
The Farrell-Jones Conjecture for hyperbolic groups
As an application of this we look at the Farrell-Jones Conjecture for hyperbolic groups. The K-theoretic Farrell-Jones Conjecture was proven for hyperbolic groups by Bartels-Lück-Reich in [BLR08b] . The proof involves constructing certain covers of G × X, where G is a given hyperbolic group and X = X ∪ ∂X is the (Gromov) compactification of the Rips complex of G.
The Rips complex is a hyperbolic complex (in the sense of Mineyev in [Min05] ) and the construction of the covers of G × X in [BLR08a] uses the flow space constructed by Mineyev in [Min05] (where it is called the symmetric join of X). Therefore the mistake with the bilinear extension not defining a metric creates a gap in the proof of the K-theoretic Farrell-Jones Conjecture for hyperbolic groups. In fact, the bilinearity extension formula was explicitly repeated by Bartels-Lück-Reich in [BLR08a, Subsection 6.1].
By fixing Mineyev's mistake we will also repair this gap in the proof of the K-theoretic Farrell-Jones Conjecture for hyperbolic groups.
Extending a Metric
In this section we explain how to extend a metric that is defined on the vertex set of a simplicial complex to the whole simplicial complex.
The bilinear extension
In any simplicial complex X with vertex set V := V(X) every point can be uniquely expressed in barycentric coordinates, namely given x ∈ X there are numbers x u ∈ [0, 1] for u ∈ V such that ∑ u∈V x u = 1 and x = ∑ u∈V x u u. We call (x u ) u∈V the barycentric coordinates of x and we define the support of x to be the set supp(x) := {u ∈ V | x u = 0}.
Ifd is a metric defined on V(X) then we can extend this to a function on all of X by taking the bilinear extension ofd using barycentric coordinates. Thus we define the function D :
where (x u ) u∈V and (y v ) v∈V are the barycentric coordinates of the points x and y respectively. This function D fails to be a metric because there are points x ∈ X for which D(x, x) > 0. In fact, for any point x that is not a vertex we can find two distinct vertices u 1 and u 2 such that both x u 1 = 0 and x u 2 = 0. Then
So this naïve approach does not give a metric. However, the function D is symmetric, non-negative, and it satisfies the triangle inequality; 
Proof. Write x, y, z in barycentric coordinates, and recall that the sum of the barycentric coordinates associated to a point is always 1. Then we use the triangle inequality ofd and calculate;
Therefore the function D only fails to be a metric locally. We try to correct this by introducing a new metric d X on X and defining the extension ofd to be the minimum of D and d X .
We have to be careful how we construct the metric d X so that it is only smaller than D locally, and in particular it is smaller thand on vertices.
The l 1 -path metric
We want to construct a metric d X on a simplicial complex X to help fix the problem encountered with the bilinear extension in Subsection 2.1.
There is a canonical metric on a simplex σ given by the l 1 -metric applied to the barycentric coordinates; for all points x, y ∈ σ set
where the factor 1 2 is to ensure that the distance between vertices is 1. Note that if τ is a subsimplex of σ then d τ ≡ d σ | τ so given two points in a common simplex it does not matter which common simplex we use for the l 1 -metric.
If X is a simplicial complex we can piece together these metrics by defining paths and taking a length metric as follows. Definition 2.2. Let X be a simplicial complex. For any two points x, y ∈ X define a path in X from x to y to be a sequence of points x = a 0 , a 1 , . . . , a r = y in X such that for every i = 1, . . . , r there is a simplex σ i of X that contains both a i−1 and a i . The length of such a path is the sum
The length of a path does not depend on how we choose the simplices σ i because the l 1 -metric of a simplex restricts to the l 1 -metric on subsimplices.
Then we define a metric on X by setting d X (x, y) to be the infimum of lengths of all such paths from x to y. We call this metric the l 1 -path metric on X. We can do this for any path from x to y so d X (x, y) ≥ d σ (x, y). Therefore we can conclude that d X restricts to d σ on the simplex σ.
(ii) It follows from part (i) and equation (2.2) that if two points x, y lie in a common simplex σ of X then d X (x, y) = d σ (x, y) ≤ 1. Taking x, y to be distinct vertices of σ shows that the bound is strict.
(iii) If u is a vertex in the support of x but not in the support of y then any path from x to y must eventually take the u-coordinate down from x u to zero. Formally, if a 0 , . . . , a r is a path from x to y let a i,u denote the u-coordinate of a i . Then
and thus the u-coordinate contributes at least We want to use the metric d X to define an extension of a metricd that is given on the vertex set of X. Hence we need to know how the metric d X behaves on V(X).
Before that we need some new notation: Let G be a graph (for our purposes all graphs are simple, i.e. every edge has two distinct end-points and there is at most one edge between any pair of vertices). The word metric on G is the length metric d G obtained by giving every edge length 1.
Note that a graph can be considered as a 1-dimensional simplicial complex and so has an l 1 -path metric. However this metric coincides with the word metric on G so the notation d G is unambiguous.
Now we prove that the l 1 -path metric on the vertices of a simplicial complex coincides with the word metric of the 1-skeleton, i.e. that adding higher dimensional simplices to a graph does not change the l 1 -path metric on vertices.
Lemma 2.4. Let X be a simplicial complex, and let
Any path in the 1-skeleton is also a path in X,
It remains to prove that the length of any path in
This is the sphere of radius k and centre u in (G, d G ). The idea is that the support of any path from u to v must meet every S k and moreover the weight must come from u and through each S k before arriving at v (the path could be longer but we are only looking for a lower bound).
Let u = a 0 , a 1 , . . . , a r = v be a path in X from u to v. So for any i there is always a simplex σ i that contains both a i−1 and a i . Write each a i = ∑ z∈V a z i z in barycentric coordinates and for all k set
which is the weight of the point a i in the sphere S k .
The length of this path a is
Now we try to find a lower bound for the sums
So we are left with 1 ≤ k < d. We claim that for such a k we can find
If for now we assume the claim is true, then
and we would get
Therefore, to finish the proof of the lemma we need to prove the claim that for all k = 1, . . . , d − 1 there is some i k with w k (a i k ) = 1.
For all i there is a simplex containing both a i and a i−1 hence every vertex in the support of a i is joined to any vertex in the support of a i−1 by an edge. In particular, if w k−1 (a i−1 ) = 0 then w k+1 (a i ) = 0 and similarly if w k+1 (a i ) = 0 then w k−1 (a i−1 ) = 0 because we may move at most one further away from u with successive a i 's. So if we pick i k minimal with w k+1 (a i k +1 ) = 0 then w k−1 (a i k ) = 0 and w k+1 (a i k ) = 0. So all the weight of a i k has to be at the sphere
This proves the claim, and with it also finishes the proof of the lemma by the earlier argument.
This shows us how the l 1 -path metric behaves on the vertex set of a simplicial complex. We are interested in extending a metricd which is defined on the vertex set of a simplicial complex to the whole simplicial complex and we hope to do this by taking the minimum of the bilinear extension D and the l 1 -path metric d X .
It follows from Lemma 2.4 that we needd(u, v) ≤ d G (u, v) for all vertices u, v ∈ V(X) in order for the minimum to bed on vertices. This will not hold in general and so we get a condition on the metricd, namely we ask that there is a constant C > 0 such that for all vertices u, v ∈ V(X) we
Then instead of taking the minimum of D and d X we re-scale the l 1 -path metric by C and take the minimum of D and C d X .
Extension of a metric
Suppose we are given a metricd that is defined on the vertex set of a simplicial complex X. We wish to extend this to a metric on all of X, and the idea is to take a minimum of the bilinear extension D ofd and a rescaled l 1 -path metric. Although the triangle inequality holds for both D (by Lemma 2.1) and the l 1 -path metric, for the triangle inequality to also hold on the minimum we need to look at what happens in the mixed case when the minimum is D on one pair and the l 1 -path metric on the other. 
Proof. First we will consider the special case where y and z lie in a common simplex σ. By definition, we can expand bilinearly and obtain
The first term is as in inequality (2.3) but we need to bound that second term by 2C d X (y, z). 
But then from Lemma 2.3(i) we get
Putting all this together gives the desired inequality in this special case. For the general case, consider a path y = a 0 , a 1 , . . . , a r = z from y to z (in the sense of Definition 2.2). Then
We know that a i−1 and a i lie in a common simplex so by the special case we have
where length(a) is the length of the path a 0 , . . . , a r .
This holds for any path from y to z so we conclude
So the minimum of D and 2C d X will define a metric on X (which will be formally proven later in Theorem 2.8) but we only wanted to change the bilinear extension D locally. To achieve this, we increase the scaling factor from 2C to 3C and use the following lemma.
Lemma 2.6. Let X be a simplicial complex, and let G denote its 1-skeleton. Letd be a metric on the vertex set of X with a constant C > 0 such that for all vertices u, v ∈ V := V(X) we haved (u, v) 
v). For all x, y ∈ X if the support of x is disjoint from the support of y then
D(x, y) ≤ 3C d X (x, y).
Proof. Start by considering vertices u, v ∈ V(X). Using Lemma 2.4 it follows immediately from the assumptions that
Now consider the general case of points x, y ∈ X with disjoint supports. Since the support of x is disjoint from the support of y, we must have d X (x, y) ≥ 1 by Lemma 2.3(iii). Moreover, for any u ∈ supp(x) Lemma 2.3(ii) tells us that d X (u, x) ≤ 1. In particular, for any u ∈ supp(x)
Now we can define our extension. Definition 2.7. Let X be a simplicial complex and letd be a metric on the vertex set of X with a constant C > 0 such that for all vertices u, v ∈ V(X)
Define the functiond :
where D is the bilinear extension ofd using barycentric coordinates and d X is the l 1 -path metric on X. Proof. The functiond is symmetric and non-negative since it is the minimum of two functions that are both symmetric and non-negative.
For any x ∈ X we havẽ
If x, y ∈ X are distinct points then d X (x, y) > 0 since d X is a metric on X, and for any vertices u ∈ supp(x) and v ∈ supp(y) we get
Thusd(x, y) > 0, and therefored is positive definite. It remains to prove thatd satisfies the triangle inequality. Given three
using Lemma 2.1. For the mixed case suppose (without loss of generality) thatd(x, y) = D(x, y) andd(y, z) = 3C d X (y, z). Then we can use Lemma 2.5 to get
Thus the functiond satisfies the triangle inequality, and hence we have shown thatd is indeed a metric.
Moreover, if x, y ∈ X have disjoint supports then D(x, y) ≤ 3C d X (x, y) by Lemma 2.6, and sod(x, y) = D(x, y).
The condition on the metricd that such a C exists is satisfied whend is (A, B) -quasi-isometric to d G by setting C = A + B and remembering that on V(X) the metric d G takes values in N. Thus we get the following corollary of Theorem 2.8. 
Corollary 2.9. Let X be a simplicial complex and G be its 1-skeleton. Ifd is a metric defined on the vertex set of X that is quasi-isometric to the word-metric d G then there is an extensiond ofd to all of X that has the following properties; (i). If x, y ∈ X have disjoint supports thend(x, y) = D(x, y). (ii). There is a constant B
′ ≥ 0 such that for all x, y ∈ X D(x, y) − B ′ ≤d(x, y) ≤ D(x, y) + B ′ .
Proof. Supposed is (A, B)-quasi-isometric

i).
We still need to show that such a B ′ exists. Fix x, y ∈ X. If the support of x is disjoint from the support of y then we already know thatd(x, y) = D(x, y), so suppose there exists some v ∈ supp(x) ∩ supp(y). Then for any u ∈ supp(x)\{v} there is an edge joining u and v, thus d G (u, v) = 1 and then usingd (u, v) 
y).
Setting B ′ = 2(A + B) completes the proof.
Applications
In this section we look at applications of this extension by using it to correct a flaw in [Min05] , which was later copied in [BLR08a] .
Mineyev's flow space
In Definition 3.1. A hyperbolic complex is a connected, uniformly locally finite, simplicial complex X whose 1-skeleton G is a hyperbolic graph with respect to its word metric d G . Then Mineyev uses the bilinear extension formula
to define a metric on X. However, as shown at the start of Subsection 2.1 this function is not a metric unless X is just a collection of vertices. Therefore we alter the definition of a hyperbolic complex to say X has the metricd G obtained from Theorem 2.8 by settingd to be the restriction of d G to V(X) (and C = 1).
Mineyev later uses the bilinear extension formula in [Min05, Subsection 6.2] but this time the metricd is taken to be a metric constructed by Mineyev-Yu in an earlier paper, namely [MY02] .
This metricd is strongly bolic (see [MY02, Definition 15]), invariant under simplicial automorphisms of X, quasi-isometric to the word metric d G , and has the property that there exist constants C ≥ 0 and µ ∈ [0, 1) such .1)). The expression
is called the double difference of the four points x, x ′ , y, y ′ ∈ X and is very important in Mineyev's work. The crucial property of this double difference is that it extends continuously to all of X = X ∪ ∂X, where ∂X is the (Gromov) boundary of X (see [BH99, Section III.H.3] ). This was stated as [Min05, Theorem 35] . We use the notation
to denote the double difference with respect to the extensiond ofd given by Theorem 2.8. We need to show that the double difference with respect tod also extends continuously to X.
Remark 3.2. We can relate the double difference with respect tod to the double difference with respect tod as follows: Sinced is quasi-isometric to d G Corollary 2.9(ii) says that there is some constant B ′ ≥ 0 such thatd for all x, y ∈ X we have |d( 
where (−, − | −, −) denotes the double difference with respect to the met-
Proof. This is essentially [Min05, Theorem 35] . First the double difference is extended to the set S ⊆ X 4 consisting of points (x, x ′ , y, y ′ ) such that
Mineyev defines the extension of the double difference to S by using sequences of vertices converging to the appropriate boundary points. On S the double difference always takes values inside R. Our metricd is an extension ofd, so it coincides withd on the vertex set (see Theorem 2.8), so Mineyev's definition of the double difference on S carries over to our case.
We need to show it is well-defined, i.e. that it is independent of which sequence of points we use. Mineyev proved that it is independent of which sequence of vertices is used, but we need to know what happens for arbitrary sequences. When considering sequences of arbitrary points (i.e. not necessarily vertices) we know from Theorem 2.8 thatd(x, y) = D(x, y) whenever the support of x is disjoint from the support of y. So if (x n ) n∈N is a sequence of points that converges to x ∈ ∂X and (y n ) n∈N is a sequence of points that converges to y ∈ X\{x} then for sufficiently large n, the support of x n will be disjoint from the support of y n and thus we can use the bilinear extension formula (2.1) to say that the extension of the double difference is well-defined.
To extend the double difference further from S to S, Mineyev shows that for any sequence of points in S converging to a point in S\S the double difference converges to ±∞, with the sign depending on the point of S\S, as specified in parts (f) and (g). This uses [Min05, Proposition 33] that says there exists a constant C ′ ≥ 0 such that for all u, v, w ∈ V(X) if w lies on a geodesic (with respect to
This holds ford too, using Corollary 2.9(ii). Namely
Hence Mineyev's argument is still applicable and gives parts (f) and (g). With this continuous extension of the double difference we can also extend the Gromov product as Mineyev does in [Min05, Theorem 36] . Recall that the Gromov product of three points x, y, z in a metric space Z is
It follows straight from the definitions that
and it is this relation that we exploit to extend the Gromov product on the metric space (X,d) to X. If we let − ≀ − − denote the Gromov product with respect to the metricd then the following theorem is an immediate corollary of Theorem 3.3, and this is our version of [Min05, Theorem 36]. Proof. If (a, b, c) ∈ T then (c, a, c, b) ∈ S and we set a ≀ b c = c, a ≀ b, c using Theorem 3.3. This restricts to the original Gromov product (with respect tod) on X 3 via equation (3.5) for the metricd.
Mineyev proves more properties of the double difference which we need to show still hold with our extension (instead of Mineyev's bilinear extension). The following proposition looks at the convergence of the double difference, using inequality (3.1). ...the exponential e x,x ′ ≀y,y ′ defines a cross-ratio that is continuous on the set S ⊆ X 4 as in [Min05, Section 7] . This is analogous to the cross-ratio on the ideal boundary of a CAT(−1)-space (which was defined in [Ota92] 
The Farrell-Jones Conjecture for hyperbolic groups
The proof of the K-theoretic Farrell-Jones Conjecture for an arbitrary hyperbolic group G was given in [BLR08b] using special covers of G × X, where X is the (Gromov) compactification of the Rips complex of G. (See [BLR08b, Section 2] for a summary of what goes into the proof.) These covers were constructed in [BLR08a] and uses Mineyev's symmetric join from [Min05] . Hence the bilinear extension formula (2.1) is repeated by Bartels-Lück-Reich in [BLR08a, Subsection 6.1, p. 151]. But as explained at the start of Subsection 2.3 this bilinear extension does not define a metric.
However, using the extension provided by Theorem 2.8 repairs this problem since the results of Mineyev in [Min05] hold for this extension, as explained in Subsection 3.1. This fixes this minor flaw in the proof of the K-theoretic Farrell-Jones Conjecture for hyperbolic groups.
