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Abstract
Asynchronous Q-learning aims to learn the optimal action-value function (or Q-function) of a Markov
decision process (MDP), based on a single trajectory of Markovian samples induced by a behavior policy.
Focusing on a γ-discounted MDP with state space S and action space A, we demonstrate that the ℓ∞-
based sample complexity of classical asynchronous Q-learning — namely, the number of samples needed
to yield an entrywise ε-accurate estimate of the Q-function — is at most on the order of
1
µmin(1− γ)5ε2
+
tmix
µmin(1− γ)
up to some logarithmic factor, provided that a proper constant learning rate is adopted. Here, tmix and
µmin denote respectively the mixing time and the minimum state-action occupancy probability of the
sample trajectory. The first term of this bound matches the complexity in the synchronous case with
independent samples drawn from the stationary distribution of the trajectory. The second term reflects
the cost taken for the empirical distribution of the Markovian trajectory to reach a steady state, which is
incurred at the very beginning and becomes amortized as the algorithm runs. Encouragingly, the above
bound improves upon the state-of-the-art result Qu and Wierman (2020) by a factor of at least |S||A|.
Further, the scaling on the discount complexity can be improved by means of variance reduction.
Keywords: model-free reinforcement learning, asynchronous Q-learning, Markovian samples, variance re-
duction, TD learning, mixing time
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1 Introduction
Model-free algorithms such as Q-learning (Watkins and Dayan, 1992) play a central role in recent break-
throughs of reinforcement learning (RL) (Mnih et al., 2015). In contrast to model-based algorithms that
decouple model estimation and planning, model-free algorithms attempt to directly interact with the en-
vironment — in the form of a policy that selects actions based on perceived states of the environment —
from the collected data samples, without modeling the environment explicitly. Therefore, model-free algo-
rithms are able to process data in an online fashion, adapt flexibly to changing environments, and are often
memory-efficient. Understanding and improving the sample efficiency of model-free algorithms lies at the
core of recent research activity (Dulac-Arnold et al., 2019), whose importance is particularly evident for the
class of RL applications in which data collection is costly and time-consuming (such as clinical trials, online
advertisements, and so on).
The current paper concentrates on Q-learning — an off-policy model-free algorithm that seeks to learn
the optimal action-value function by observing what happens under a behavior policy. The off-policy feature
makes it appealing in various RL applications where it is infeasible to change the policy under evaluation
on the fly. There are two basic update models in Q-learning. The first one is termed a synchronous setting,
which hypothesizes on the existence of a simulator (or a generative model); at each time, the simulator
generates an independent sample for every state-action pair, and the estimates are updated simultaneously
across all state-action pairs. The second model concerns an asynchronous setting, where only a single sample
trajectory following a behavior policy is accessible; at each time, the algorithm updates its estimate of a single
state-action pair using one state transition from the trajectory. Obviously, understanding the asynchronous
setting is considerably more challenging than the synchronous model, due to the Markovian (and hence
non-i.i.d.) nature of its sampling process.
Focusing on an infinite-horizon Markov decision process (MDP) with state space S and action space A,
this work investigates asynchronous Q-learning on a single Markovian trajectory. We ask a fundamental
question:
How many samples are needed for asynchronous Q-learning to learn the optimal Q-function?
2
Paper Sample complexity Learning rate
Even-Dar and Mansour (2003) (tcover)
1
1−γ
(1−γ)4ε2 linear:
1
t
Even-Dar and Mansour (2003)
( t1+3ωcover
(1−γ)4ε2
) 1
ω +
(
tcover
1−γ
) 1
1−ω polynomial: 1
tω
, ω ∈ (12 , 1)
Beck and Srikant (2012)
t3cover|S||A|
(1−γ)5ε2 constant:
(1−γ)4ε2
|S||A|t2cover
Qu and Wierman (2020) tmix
µ2
min
(1−γ)5ε2 rescaled linear:
1
µmin(1−γ)
t+max{ 1
µmin(1−γ)
,tmix}
This work (Theorem 1) 1
µmin(1−γ)5ε2 +
tmix
µmin(1−γ) constant: min
{ (1−γ)4ε2
γ2
, 1
tmix
}
This work (Theorem 2) tcover(1−γ)5ε2 constant: min
{ (1−γ)4ε2
γ2
, 1
}
Table 1: Sample complexity of asynchronous Q-learning to compute an ε-optimal Q-function in the ℓ∞ norm,
where we hide all logarithmic factors. With regards to the Markovian trajectory induced by the behavior
policy, we denote by tcover, tmix, and µmin the cover time, mixing time, and minimum state-action occupancy
probability of the associated stationary distribution, respectively.
Despite a considerable amount of prior work exploring this algorithm (ranging from the classical work
Jaakkola et al. (1994); Tsitsiklis (1994) to the very recent paper Qu and Wierman (2020)), it remains un-
clear whether existing sample complexity analysis of asynchronous Q-learning is tight. As we shall elucidate
momentarily, there exists a large gap — at least as large as |S||A| — between the state-of-the-art sample
complexity bound for asynchronous Q-learning Qu and Wierman (2020) and the one derived for the syn-
chronous counterpart Wainwright (2019a). This raises a natural desire to examine whether there is any
bottleneck intrinsic to the asynchronous setting that significantly limits its performance.
Our contributions. This paper develops a refined analysis framework that sharpens our understanding
about the sample efficiency of classical asynchronous Q-learning on a single sample trajectory. Setting the
stage, consider an infinite-horizon MDP with state space S, action space A, and a discount factor γ ∈ (0, 1).
What we have access to is a sample trajectory of the MDP induced by a stationary behavior policy. In contrast
to the synchronous setting with i.i.d. samples, we single out two parameters intrinsic to the Markovian sample
trajectory: (i) the mixing time tmix, which characterizes how fast the trajectory disentangle itself from the
initial state; (ii) the smallest state-action occupancy probability µmin of the stationary distribution of the
trajectory, which captures how frequent each state-action pair has been at least visited.
With these parameters in place, our findings unveil that: the sample complexity required for asynchronous
Q-learning to yield an ε-optimal Q-function estimate — in a strong ℓ∞ sense — is at most1
O˜
( 1
µmin(1− γ)5ε2 +
tmix
µmin(1 − γ)
)
. (1)
The first component of (1) is consistent with the sample complexity derived for the setting with independent
samples drawn from the stationary distribution of the trajectory (Wainwright, 2019a). In comparison, the
second term of (1) — which is unaffected by the accuracy level ε — is intrinsic to the Markovian nature
of the trajectory; in essence, this term reflects the cost taken for the empirical distribution of the sample
trajectory to converge to a steady state, and becomes amortized as the algorithm runs. In other words, the
behavior of asynchronous Q-learning would resemble what happens in the setting with independent samples,
as long as the algorithm has been run for reasonably long. In addition, our analysis framework readily yields
another sample complexity bound
O˜
( tcover
(1− γ)5ε2
)
, (2)
1Let X :=
(
|S|, |A|, 1
1−γ
, 1
ε
)
. The notation f(X ) = O(g(X )) means there exists a universal constant C1 > 0 such that
f ≤ C1g. The notation O˜(·) is defined analogously except that it hides any logarithmic factor.
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where tcover stands for the cover time — namely, the time taken for the trajectory to visit all state-action
pairs at least once. This facilitates comparisons with several prior results based on the cover time.
Furthermore, we leverage the idea of variance reduction to improve the scaling with the discount com-
plexity 11−γ . We demonstrate that a variance-reduced variant of asynchronous Q-learning attains ε-accuracy
using at most
O˜
( 1
µmin(1− γ)3 min{1, ε2} +
tmix
µmin(1− γ)
)
(3)
samples, matching the complexity of its synchronous counterpart if ε ≤ min{1, 1
(1−γ)√tmix
}
(Wainwright,
2019b). Moreover, by taking the action space to be a singleton set, the aforementioned results immediately
lead to ℓ∞-based sample complexity guarantees for temporal difference (TD) learning (Sutton, 1988) on
Markovian samples.
Comparisons with past work. A large fraction of classical literature focused on asymptotic convergence
analysis of asynchronous Q-learning (e.g. Jaakkola et al. (1994); Szepesvári (1998); Tsitsiklis (1994)); these
results, however, did not lead to non-asymptotic sample complexity bounds. The state-of-the-art sample
complexity analysis was due to the recent work Qu and Wierman (2020), which derived a sample complexity
bound O˜
(
tmix
µ2
min
(1−γ)5ε2
)
. Given the obvious lower bound 1/µmin ≥ |S||A|, our result (1) improves upon that
of Qu and Wierman (2020) by a factor at least on the order of |S||A|min {tmix, 1(1−γ)4ε2}. In addition,
we note that several prior work Beck and Srikant (2012); Even-Dar and Mansour (2003) developed sample
complexity bounds in terms of the cover time tcover of the sample trajectory; our result strengthens these
bounds by a factor of at least t2cover|S||A| ≥ |S|3|A|3. The interested reader is referred to Table 1 for more
precise comparisons, and to Section 5 for discussions of further related work.
Notation. Denote by ∆(S) (resp. ∆(A)) the probability simplex over the set S (resp. A). For any vector
z = [zi]1≤i≤n ∈ Rn, we overload the notation
√· and | · | to denote entry-wise operations, such that√
z := [
√
zi]1≤i≤n and |z| := [|zi|]1≤i≤n. For any vectors z = [ai]1≤i≤n and w = [wi]1≤i≤n, the notation
z ≥ w (resp. z ≤ w) means zi ≥ wi (resp. zi ≤ wi) for all 1 ≤ i ≤ n. Additionally, we denote by 1 the
all-one vector, I the identity matrix, and 1{·} the indicator function. For any matrix P = [Pij ], we denote
‖P ‖1 := maxi
∑
j |Pij |. Throughout this paper, we use c, c0, c1, · · · to denote universal constants that do not
depend either on the parameters of the MDP or the target levels (ε, δ), and their exact values may change
from line to line.
2 Models and background
This paper studies an infinite-horizon MDP with discounted rewards, as represented by a quintuple M =
(S,A, P, r, γ). Here, S and A denote respectively the (finite) state space and action space, whereas γ ∈ (0, 1)
indicates the discount factor. We use P : S × A 7→ ∆(S) to represent the probability transition kernel of
the MDP, where for each state-action pair (s, a) ∈ S × A, P (s′ | s, a) denotes the probability of transiting
to state s′ from state s when action a is executed. The reward function is represented by r : S ×A 7→ [0, 1],
such that r(s, a) denotes the immediate reward from state s when action a is taken; for simplicity, we assume
throughout that all rewards lie within [0, 1]. We focus on the tabular setting which, despite its basic form,
is not yet well understood. See Bertsekas (2017) for an in-depth introduction of this model.
Q-function and the Bellman operator. An action selection rule is termed a policy and represented by
a mapping π : S 7→ ∆(A), which maps a state to a distribution over the set of actions. A policy is said to be
stationary if it is time-invariant. We denote by {st, at, rt}∞t=0 a sample trajectory, where st (resp. at) denotes
the state (resp. the action taken), and rt = r(st, at) denotes the reward received at time t. It is assumed
throughout that the rewards are deterministic and depend solely upon the current state-action pair. We
denote by V π : S 7→ R the value function of a policy π, namely,
∀s ∈ S : V π(s) := E
[ ∞∑
t=0
γtr(st, at)
∣∣ s0 = s
]
,
4
which is the expected discounted cumulative reward received when (i) the initial state is s0 = s, (ii) the
actions are taken based on the policy π (namely, at ∼ π(st) for all t ≥ 0) and the trajectory is generated
based on the transition kernel (namely, st+1 ∼ P (·|st, at)). It can be easily verified that 0 ≤ V π(s) ≤ 11−γ
for any π. The action-value function (also Q-function) Qπ : S ×A 7→ R of a policy π is defined by
∀(s, a) ∈ S ×A : Qπ(s, a) := E
[ ∞∑
t=0
γtr(st, at)
∣∣ s0 = s, a0 = a
]
,
where the actions are taken according to the policy π except the initial action (i.e. at ∼ π(st) for all t ≥ 1).
As is well-known, there exists an optimal policy — denoted by π⋆ — that simultaneously maximizes V π(s)
and Qπ(s, a) uniformly over all state-action pairs (s, a) ∈ (S ×A). Here and throughout, we shall denote by
V ⋆ := V π
⋆
and Q⋆ := Qπ
⋆
the optimal value function and the optimal Q-function, respectively.
In addition, the Bellman operator T , which is a mapping from R|S|×|A| to itself, is defined such that the
(s, a)-th entry of T (Q) is given by
T (Q)(s, a) := r(s, a) + γEs′∼P (·|s,a)
[
max
a′∈A
Q(s′, a′)
]
.
It is well known that the optimal Q-function Q⋆ is the unique fixed point of the Bellman operator.
Sample trajectory and behavior policy. Imagine we have access to a sample trajectory {st, at, rt}∞t=0
generated by the MDPM under a given stationary policy πb — called a behavior policy. The behavior policy
is deployed to help one learn the “behavior” of the MDP under consideration, which often differs from the
optimal policy being sought. Given the stationarity of πb, the sample trajectory can be viewed as a sample
path of a time-homogeneous Markov chain over all state-action pairs. Throughout this paper, we impose
the following assumption regarding uniform ergodicity (Paulin, 2015).
Assumption 1. The Markov chain induced by the stationary behavior policy πb is uniformly ergodic.
There are several properties concerning the behavior policy and its resulting Markov chain that play a
crucial role in learning the optimal Q-function. Specifically, denote by µπb the stationary distribution (over
all state-action pairs) of the aforementioned behavior Markov chain, and define
µmin := min
(s,a)∈S×A
µπb(s, a). (4)
Intuitively, µmin reflects an information bottleneck — the smaller µmin is, the more samples are needed in
order to ensure all state-action pairs are visited sufficiently many times. In addition, we define the associated
mixing time of the chain as
tmix := min
{
t
∣∣∣ max
(s0,a0)∈S×A
dTV
(
P t(·|s0, a0), µπb
) ≤ 1
4
}
, (5)
where P t(·|s0, a0) denotes the distribution of (st, at) conditional on the initial state-action pair (s0, a0), and
dTV(µ, ν) stands for the total variation distance between two distributions µ and ν (Paulin, 2015). In words,
the mixing time tmix captures how fast the sample trajectory decorrelates from its initial state. Moreover,
we define the cover time associated with this Markov chain as follows
tcover := min
{
t | min
(s0,a0)∈S×A
P
(Bt|s0, a0) ≥ 1
2
}
, (6)
where Bt denotes the event such that all (s, a) ∈ S × A have been visited at least once between time 0 and
time t, and P
(Bt|s0, a0) denotes the probability of Bt conditional on the initial state (s0, a0).
Goal. Given a single sample trajectory {st, at, rt}∞t=0 generated by the behavior policy πb, we aim to
compute/approximate the optimal Q-function Q⋆ in an ℓ∞ sense. This setting — in which a state-action pair
can be updated only when the Markovian trajectory reaches it — is commonly referred to as asynchronous Q-
learning (Qu and Wierman, 2020; Tsitsiklis, 1994) in tabular RL. The current paper focuses on characterizing,
in a non-asymptotic manner, the sample efficiency of classical Q-learning and its variance-reduced variant.
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3 Asynchronous Q-learning on a single trajectory
3.1 Algorithm
The Q-learning algorithm (Watkins and Dayan, 1992) is arguably one of the most famous off-policy algo-
rithms aimed at learning the optimal Q-function. Given the Markovian trajectory {st, at, rt}∞t=0 gener-
ated by the behavior policy πb, the asynchronous Q-learning algorithm maintains a Q-function estimate
Qt : S ×A 7→ R at each time t and adopts the following iterative update rule
Qt(st−1, at−1) = (1− ηt)Qt−1(st−1, at−1) + ηtTt(Qt−1)(st−1, at−1)
Qt(s, a) = Qt−1(s, a), ∀(s, a) 6= (st−1, at−1)
(7)
for any t ≥ 0, whereas ηt denotes the learning rate or the step size. Here Tt denotes the empirical Bellman
operator w.r.t. the t-th sample, that is,
Tt(Q)(st−1, at−1) := r(st−1, at−1) + γmax
a′∈A
Q(st, a
′). (8)
It is worth emphasizing that at each time t, only a single entry — the one corresponding to the sampled
state-action pair (st−1, at−1) — is updated, with all remaining entries unaltered. While the estimate Q0
can be initialized to arbitrary values, we shall set Q0(s, a) = 0 for all (s, a) unless otherwise noted. The
corresponding value function estimate Vt : S 7→ R at time t is thus given by
∀s ∈ S : Vt(s) := max
a∈A
Qt(s, a). (9)
The complete algorithm is described in Algorithm 1.
Algorithm 1: Asynchronous Q-learning
1 input parameters: learning rates {ηt}, number of iterations T .
2 initialization: Q0 = 0.
3 for t = 1, 2, · · · , T do
4 Draw action at−1 ∼ πb(st−1) and next state st ∼ P (·|st−1, at−1).
5 Update Qt according to (7).
3.2 Theoretical guarantees for asynchronous Q-learning
We are in a position to present our main theory regarding the non-asymptotic sample complexity of asyn-
chronous Q-learning, for which the key parameters µmin and tmix defined respectively in (4) and (5) play a
vital role. The proof of this result is provided in Section 6.
Theorem 1 (Asynchronous Q-learning). For the asynchronous Q-learning algorithm detailed in Algorithm 1,
there exist some universal constants c0, c1 > 0 such that for any 0 < δ < 1 and 0 < ε ≤ 11−γ , one has
∀(s, a) ∈ S ×A : |QT (s, a)−Q⋆(s, a)| ≤ ε
with probability at least 1− δ, provided that the iteration number T and the learning rates ηt ≡ η obey
T ≥ c0
µmin
{
1
(1 − γ)5ε2 +
tmix
1− γ
}
log
( |S||A|T
δ
)
log
( 1
(1 − γ)2ε
)
, (10a)
η =
c1
log
( |S||A|T
δ
) min{ (1− γ)4ε2
γ2
,
1
tmix
}
. (10b)
Theorem 1 delivers a finite-sample/finite-time analysis of asynchronous Q-learning, given that a fixed
learning rate is adopted and chosen appropriately. The ℓ∞-based sample complexity required for Algorithm 1
to attain ε accuracy is at most
O˜
( 1
µmin(1− γ)5ε2 +
tmix
µmin(1 − γ)
)
. (11)
A few implications are in order.
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Dependency on the minimum state-action occupancy probability µmin. Our sample complexity
bound (11) scales linearly in 1/µmin, which is in general unimprovable. Consider, for instance, the ideal
scenario where state-action occupancy is nearly uniform across all state-action pairs, in which case 1/µmin is
on the order of |S||A|. In such a “near-uniform” case, the sample complexity scales linearly with |S||A|, and
this dependency matches the known minimax lower bound Azar et al. (2013) derived for the setting with
independent samples. In comparison, Qu and Wierman (2020, Theorem 7) depends at least quadratically
on 1/µmin, which is at least |S||A| times larger than our result (11).
Dependency on the discount complexity 11−γ . The sample size bound (11) scales as
1
(1−γ)5ε2 , which co-
incides with both Chen et al. (2020); Wainwright (2019a) (for the synchronous setting) and Beck and Srikant
(2012); Qu and Wierman (2020) (for the asynchronous setting) with either a rescaled linear learning rate or
a constant learning rate. This turns out to be the sharpest scaling known to date for the classical form of
Q-learning.
Dependency on the mixing time tmix. The second additive term of our sample complexity (11) depends
linearly on the mixing time tmix and is (almost) independent of the target accuracy ε. The influence of this
mixing term is a consequence of the expense taken for the Markovian trajectory to reach a steady state, which
is a one-time cost that can be amortized over later iterations if the algorithm is run for reasonably long. Put
another way, if the behavior chain mixes not too slowly with respect to ε (in the sense that tmix ≤ 1(1−γ)4ε2 ),
then the algorithm behaves as if the samples were independently drawn from the stationary distribution of
the trajectory. In comparison, the influences of tmix and
1
(1−γ)5ε2 in Qu and Wierman (2020) (cf. Table 1) are
multiplicative regardless of the value of ε, thus resulting in a much higher sample complexity. For instance,
if ε = O
(
1
(1−γ)2√tmix
)
, then the sample complexity result therein is at least tmix
µmin
≥ tmix|S||A| times larger than
our result (modulo some log factor).
Schedule of learning rates. An interesting aspect of our analysis lies in the adoption of a time-invariant
learning rate, under which the ℓ∞ error decays linearly — down to some error floor whose value is dic-
tated by the learning rate. Therefore, a desired statistical accuracy can be achieved by properly setting
the learning rate based on the target accuracy level ε and then determining the sample complexity accord-
ingly. In comparison, classical analyses typically adopted a (rescaled) linear or a polynomial learning rule
Even-Dar and Mansour (2003); Qu and Wierman (2020). While the work Beck and Srikant (2012) studied
Q-learning with a constant learning rate, their bounds were conservative and fell short of revealing the
optimal scaling.
In addition, our analysis framework immediately leads to another sample complexity guarantee stated in
terms of the cover time tcover (cf. (6)), which facilitates comparisons with several past work Beck and Srikant
(2012); Even-Dar and Mansour (2003). The proof follows essentially that of Theorem 1, with a sketch
provided in Section B.
Theorem 2. For the asynchronous Q-learning algorithm detailed in Algorithm 1, there exist some universal
constants c0, c1 > 0 such that for any 0 < δ < 1 and 0 < ε ≤ 11−γ , one has
∀(s, a) ∈ S ×A : |QT (s, a)−Q⋆(s, a)| ≤ ε
with probability at least 1− δ, provided that the iteration number T and the learning rates ηt ≡ η obey
T ≥ c0tcover
(1− γ)5ε2 log
2
( |S||A|T
δ
)
log
( 1
(1− γ)2ε
)
, (12a)
η =
c1
log
( |S||A|T
δ
) min{ (1− γ)4ε2
γ2
, 1
}
. (12b)
In a nutshell, this theorem tells us that the ℓ∞-based sample complexity of classical asynchronous Q-
learning is bounded above by
O˜
( tcover
(1− γ)5ε2
)
, (13)
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which scales linearly with the cover time. This improves upon the prior result Even-Dar and Mansour (2003)
(resp. Beck and Srikant (2012)) by an order of at least t3.29cover ≥ |S|3.29|A|3.29 (resp. t2cover|S||A| ≥ |S|3|A|3).
See Table 1 for detailed comparisons.
3.3 A special case: TD learning
In the special circumstance that the set of allowable actions A is a singleton, the corresponding MDP reduces
to a Markov reward process (MRP), where the state transition kernel P : S 7→ ∆(S) describes the probability
of transitioning between different states, and r : S 7→ [0, 1] denotes the reward function (so that r(s) is the
immediate reward in state s). The goal is to estimate the value function V : S 7→ R from the trajectory
{st, rt}∞t=0, which arises commonly in the task of policy evaluation for a given deterministic policy.
The Q-learning procedure in this special setting reduces to the well-known TD learning algorithm, which
maintains an estimate Vt : S 7→ R at each time t and proceeds according to the following iterative update2
Vt(st−1) = (1 − ηt)Vt−1(st−1) + ηt (r(st−1) + γVt−1(st)) ,
Vt(s) = Vt−1(s), ∀s 6= st−1.
(14)
As usual, ηt denotes the learning rate at time t, and V0 is taken to be 0. Consequently, our analysis for
asynchronous Q-learning with a Markovian trajectory immediately leads to non-asymptotic ℓ∞ guarantees
for TD learning, stated below as a corollary of Theorem 1. A similar result can be stated in terms of the
cover time as a corollary to Theorem 2, which we omit for brevity.
Corollary 1 (Asynchronous TD learning). Consider the TD learning algorithm (14). There exist some
universal constants c0, c1 > 0 such that for any 0 < δ < 1 and 0 < ε ≤ 11−γ , one has
∀s ∈ S : |VT (s)− V (s)| ≤ ε
with probability at least 1− δ, provided that the iteration number T and the learning rates ηt ≡ η obey
T ≥ c0
µmin
{
1
(1− γ)5ε2 +
tmix
1− γ
}
log
( |S|T
δ
)
log
( 1
(1 − γ)2ε
)
, (15a)
η =
c1
log
( |S|T
δ
) min{ (1− γ)4ε2
γ2
,
1
tmix
}
. (15b)
The above result reveals that the ℓ∞-sample complexity for TD learning is at most
O˜
( 1
µmin(1− γ)5ε2 +
tmix
µmin(1 − γ)
)
, (16)
provided that an appropriate constant learning rate is adopted. We note that prior finite-sample analysis on
asynchronous TD learning typically focused on (weighted) ℓ2 estimation errors with linear function approx-
imation (Bhandari et al., 2018; Srikant and Ying, 2019), and it is hence difficult to make fair comparisons.
The recent papers Khamaru et al. (2020); Mou et al. (2020) develop ℓ∞ guarantees for TD learning, with
their focus on the synchronous settings with i.i.d. samples rather than Markovian samples.
4 Extension: asynchronous variance-reduced Q-learning
As pointed out in prior literature, the classical form of Q-learning (7) often suffers from sub-optimal de-
pendence on the discount complexity 11−γ . For instance, in the synchronous setting, the minimax lower
bound is proportional to 1(1−γ)3 (see, Azar et al. (2013)), while the sharpest known upper bound for vanilla
Q-learning scales as 1(1−γ)5 ; see detailed discussions in Wainwright (2019a). To remedy this issue, recent
work proposed to leverage the idea of variance reduction to develop accelerated RL algorithms in the syn-
chronous setting (Sidford et al., 2018a; Wainwright, 2019b), as inspired by the seminal SVRG algorithm
(Johnson and Zhang, 2013) that originates from the stochastic optimization literature. In this section, we
adapt this idea to asynchronous Q-learning and characterize its sample efficiency.
2When A = {a} is a singleton, the Q-learning update rule (7) reduces to the TD update rule (14) by relating Q(s, a) = V (s).
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4.1 Algorithm
In order to accelerate the convergence, it is instrumental to reduce the variability of the empirical Bellman
operator Tt employed in the update rule (7) of classical Q-learning. This can be achieved via the following
means. Simply put, assuming we have access to (i) a reference Q-function estimate, denoted by Q, and (ii)
an estimate of T (Q), denoted by T˜ (Q), the variance-reduced Q-learning update rule is given by
Qt(st−1, at−1) = (1− ηt)Qt−1(st−1, at−1) + ηt
(
Tt(Qt−1)− Tt(Q) + T˜ (Q)
)
(st−1, at−1),
Qt(s, a) = Qt−1(s, a), ∀(s, a) 6= (st−1, at−1),
(17)
where Tt denotes the empirical Bellman operator at time t (cf. (8)). The empirical estimate T˜ (Q) can be com-
puted using a set of samples; more specifically, by drawingN consecutive sample transitions {(si, ai, si+1)}0≤i<N
from the observed trajectory, we compute
T˜ (Q)(s, a) = r(s, a) + γ
∑N−1
i=0 1{(si, ai) = (s, a)}maxa′ Q(si+1, a′)∑N−1
i=0 1{(si, ai) = (s, a)}
. (18)
Compared with the classical form (7), the original update term Tt(Qt−1) has been replaced by Tt(Qt−1) −
Tt(Q) + T˜ (Q), in the hope of achieving reduced variance as long as Q (which serves as a proxy to Q⋆) is
chosen properly.
For convenience of presentation, we introduce the following notation
Q = Vr-q-run-epoch(Q,N, tepoch ) (19)
to represent the above-mentioned update rule, which starts with a reference point Q and operates upon a
total number of N + tepoch consecutive sample transitions. The first N samples are employed to construct
T˜ (Q) via (18), with the remaining samples employed in tepoch iterative updates (17); see Algorithm 3. To
achieve the desired acceleration, the proxy Q needs to be periodically updated so as to better approximate
the truth Q⋆ and hence reduce the bias. It is thus natural to run the algorithm in a multi-epoch manner.
Specifically, we divide the samples into contiguous subsets called epochs, each containing tepoch iterations
and using N + tepoch samples. We then proceed as follows
Qepochm = Vr-q-run-epoch(Q
epoch
m−1 , N, tepoch ), m = 1, . . . ,M, (20)
where M is the total number of epochs, and Qepochm denotes the output of the m-th epoch. The whole
procedure is summarized in Algorithm 2. Clearly, the total number of samples used in this algorithm is
given by M(N + tepoch). We remark that the idea of performing variance reduction in RL is certainly not
new, and has been explored in a number of recent work Du et al. (2017); Khamaru et al. (2020); Sidford et al.
(2018a,b); Wainwright (2019b); Xu et al. (2020).
4.2 Theoretical guarantees for variance-reduced Q-learning
This subsection develops a non-asymptotic sample complexity bound for asynchronous variance-reduced Q-
learning on a single trajectory. Before presenting our theoretical guarantees, there are several algorithmic
parameters that we shall specify; for given target levels (ε, δ), choose
ηt ≡ η = c0
log
( |S||A|tepoch
δ
) min{ (1− γ)2
γ2
,
1
tmix
}
, (21a)
N ≥ c1
µmin
( 1
(1− γ)3 min{1, ε2} + tmix
)
log
( |S||A|tepoch
δ
)
, (21b)
tepoch ≥ c2
µmin
( 1
(1− γ)3 +
tmix
1− γ
)
log
( 1
(1− γ)2ε
)
log
( |S||A|tepoch
δ
)
, (21c)
where c0 > 0 is some sufficiently small constant, c1, c2 > 0 are some sufficiently large constants, and we
recall the definitions of µmin and tmix in (4) and (5), respectively. Note that the learning rate (21a) chosen
here could be larger than the choice (10b) for the classical form by a factor of O
(
1
(1−γ)2
)
(which happens if
tmix is not too large), allowing the algorithm to progress more aggressively.
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Algorithm 2: Asynchronous variance-reduced Q-learning
1 input parameters: number of epochs M , epoch length tepoch, recentering length N , learning rate η.
2 initialization: set Qepoch0 ← 0.
3 for each epoch m = 1, · · · ,M do
/* Call Algorithm 3. */
4 Qepochm = Vr-q-run-epoch(Q
epoch
m−1 , N, tepoch) .
Algorithm 3: function Q = Vr-q-run-epoch(Q,N, tepoch)
1 Draw N new consecutive samples from the sample trajectory; compute T˜ (Q) according to (18).
2 Set s0 ← current state, and Q0 ← Q.
3 for t = 1, 2, · · · , tepoch do
4 Draw action at−1 ∼ πb(st−1) and next state st ∼ P (·|st−1, at−1).
5 Update Qt according to (17).
6 return: Q← Qtepoch .
Theorem 3 (Asynchronous variance-reduced Q-learning). Let QepochM be the output of Algorithm 2 with
parameters chosen according to (21). There exists some constant c3 > 0 such that for any 0 < δ < 1 and
0 < ε ≤ 11−γ , one has
∀(s, a) ∈ S ×A : |QepochM (s, a)−Q⋆(s, a)| ≤ ε
with probability at least 1− δ, provided that the total number of epochs exceeds
M ≥ c3 log 1
ε(1− γ)2 . (22)
The proof of this result is postponed to Section C.
In view of Theorem 3, the ℓ∞-based sample complexity for variance-reduced Q-learning to yield ε accuracy
— which is characterized by M(N + tepoch) — can be as low as
O˜
( 1
µmin(1− γ)3 min{1, ε2} +
tmix
µmin(1− γ)
)
. (23)
Except for the second term that depends on the mixing time, the first term matches Wainwright (2019b)
derived for the synchronous settings with independent samples. In the range ε ∈ (0,min{1, 1
(1−γ)√tmix }], the
sample complexity reduce to O˜
(
1
µmin(1−γ)3ε2
)
; the scaling 1(1−γ)3 matches the minimax lower bound derived
in Azar et al. (2013) for the synchronous setting.
Once again, we can immediately deduce guarantees for asynchronous variance-reduced TD learning by
reducing the action space to a singleton (similar to Section 3.3), which extends the analysis Khamaru et al.
(2020) to Markovian noise. We do not elaborate on this here as it is not the main focus of the current paper.
5 Related work
The Q-learning algorithm and its variants. The Q-learning algorithm, originally proposed in Watkins
(1989), has been analyzed in the asymptotic regime by Borkar and Meyn (2000); Jaakkola et al. (1994);
Szepesvári (1998); Tsitsiklis (1994) since more than two decades ago. Additionally, finite-time perfor-
mance of Q-learning and its variants have been analyzed by Beck and Srikant (2012); Chen et al. (2020);
Even-Dar and Mansour (2003); Kearns and Singh (1999); Qu and Wierman (2020); Wainwright (2019a) in
the tabular setting, by Bhandari et al. (2018); Cai et al. (2019); Chen et al. (2019); Du et al. (2020, 2019);
Fan et al. (2019); Xu and Gu (2020); Yang and Wang (2019) in the context of function approximations, and
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by Shah and Xie (2018) with nonparametric regression. In addition, Azar et al. (2011); Devraj and Meyn
(2020); Ghavamzadeh et al. (2011); Sidford et al. (2018a); Strehl et al. (2006); Wainwright (2019b) studied
modified Q-learning algorithms that might potentially improve sample complexities and accelerate con-
vergence. Another line of work studied Q-learning with sophisticated exploration strategies such as UCB
exploration (e.g. Bai et al. (2019); Jin et al. (2018); Wang et al. (2020)), which is beyond the scope of the
current work.
Finite-sample ℓ∞ guarantees for Q-learning. We now expand on non-asymptotic ℓ∞ guarantees avail-
able in prior literature, which are the most relevant to the current work. An interesting aspect that we shall
highlight is the importance of learning rates. For instance, when a linear learning rate (i.e. ηt = 1/t)
is adopted, the sample complexity results derived in past work Even-Dar and Mansour (2003); Szepesvári
(1998) exhibit an exponential blow-up in 11−γ , which is clearly undesirable. In the synchronous setting,
Beck and Srikant (2012); Chen et al. (2020); Even-Dar and Mansour (2003); Wainwright (2019a) studied the
finite-sample complexity of Q-learning under various learning rate rules; the best sample complexity known
to date is O˜
( |S||A|
(1−γ)5ε2
)
, achieved via either a rescaled linear learning rate (Chen et al., 2020; Wainwright,
2019a) or a constant learning rate (Chen et al., 2020). When it comes to asynchronous Q-learning (in its
classical form), our work provides the first analysis that achieves linear scaling with 1/µmin or tcover ; see Ta-
ble 1 for detailed comparisons. Going beyond classical Q-learning, the speedy Q-learning algorithm provably
achieves a sample complexity of O˜
(
tcover
(1−γ)4ε2
)
(Azar et al., 2011) in the asynchronous setting, whose update
rule takes twice the storage of classical Q-learning. In comparison, our analysis of the variance-reduced
Q-learning algorithm achieves a sample complexity of O˜
(
1
µmin(1−γ)3ε2 +
tmix
µmin(1−γ)
)
when ε < 1.
Finite-sample guarantees for model-free algorithms. Convergence properties of several model-free
RL algorithms have been studied recently in the presence of Markovian data, including but not limited to
TD learning and its variants (Bhandari et al., 2018; Dalal et al., 2018a,b; Doan et al., 2019; Gupta et al.,
2019; Kaledin et al., 2020; Lee and He, 2019; Srikant and Ying, 2019; Xu et al., 2020, 2019), Q-learning
(Chen et al., 2019; Xu and Gu, 2020), and SARSA (Zou et al., 2019). However, these recent papers typically
focused on the (weighted) ℓ2 error rather than the ℓ∞ risk, where the latter is often more relevant in the
context of RL. In addition, Khamaru et al. (2020); Mou et al. (2020) investigated the ℓ∞ bounds of (variance-
reduced) TD learning, although they did not account for Markovian noise.
Finite-sample guarantees for model-based algorithms. Another contrasting approach for learning
the optimal Q-function is the class of model-based algorithms, which has been shown to enjoy minimax-
optimal sample complexity in the synchronous setting. More precisely, it is known that by planning over
an empirical MDP constructed from O˜
( |S||A|
(1−γ)3ε2
)
samples, we are guaranteed to find not only an ε-optimal
Q-function but also an ε-optimal policy (Agarwal et al., 2019; Azar et al., 2013; Li et al., 2020). It is worth
emphasizing that the minimax optimality of model-based approach has been shown to hold for the entire
ε-range; in comparison, the sample optimality of the model-free approach has only been shown for a smaller
range of accuracy level ε in the synchronous setting. We also remark that existing sample complexity analysis
for model-based approaches might be generalizable to Markovian data.
6 Analysis of asynchronous Q-learning
This section is devoted to establishing Theorem 1. Before proceeding, we find it convenient to introduce
some matrix notation. Let Λt ∈ R|S||A|×|S||A| be a diagonal matrix obeying
Λt
(
(s, a), (s, a)
)
:=
{
η, if (s, a) = (st−1, at−1),
0, otherwise,
(24)
where η > 0 is the learning rate. In addition, we use the vector Qt ∈ R|S||A| (resp. Vt ∈ R|S|) to represent
our estimate Qt (resp. Vt) in the t-th iteration, so that the (s, a)-th (resp. sth) entry of Qt (resp. Vt) is
given by Qt(s, a) (resp. Vt(s)). Similarly, let the vectors Q
⋆ ∈ R|S||A| and V ⋆ ∈ R|S| represent the optimal
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Q-function Q⋆ and the optimal value function V ⋆, respectively. We also let the vector r ∈ R|S||A| stand for
the reward function r, so that the (s, a)-th entry of r is given by r(s, a). In addition, we define the matrix
Pt ∈ {0, 1}|S||A|×|S| such that
Pt
(
(s, a), s′
)
:=
{
1, if (s, a, s′) = (st−1, at−1, st),
0, otherwise.
(25)
Clearly, this set of notation allows us to express the Q-learning update rule (7) in the following matrix form
Qt =
(
I −Λt
)
Qt−1 +Λt
(
r + γPtVt−1
)
. (26)
6.1 Error decay under constant learning rates
The main step of the analysis is to establish the following result concerning the dynamics of asynchronous
Q-learning. In order to state it formally, we find it convenient to introduce several auxiliary quantities
tframe :=
443tmix
µmin
log
(4|S||A|T
δ
)
, (27a)
tth := max
{
2 log 1(1−γ)2ε
ηµmin
, tframe
}
, (27b)
µframe :=
1
2
µmintframe, (27c)
ρ := (1− γ)(1− (1− η)µframe). (27d)
With these quantities in mind, we have the following result.
Theorem 4. Consider the asynchronous Q-learning algorithm in Algorithm 1 with ηt ≡ η. For any δ ∈ (0, 1)
and any ε ∈ (0, 11−γ ], there exists a universal constant c > 0 such that with probability at least 1 − 6δ, the
following relation holds uniformly for all t ≤ T (defined in (10a))
‖Qt −Q⋆‖∞ ≤ (1 − ρ)k ‖Q0 −Q
⋆‖∞
1− γ +
cγ
1− γ ‖V
⋆‖∞
√
η log
( |S||A|T
δ
)
+ ε, (28)
provided that 0 < η log
( |S||A|T
δ
)
< 1. Here, we define k := max
{
0,
⌊
t−tth
tframe
⌋}
.
In words, Theorem 4 asserts that the ℓ∞ estimation error decays linearly — in a blockwise manner — to
some error floor that scales with
√
η. This result suggests how to set the learning rate based on the target
accuracy level, which in turn allows us to pin down the sample complexity under consideration. In what
follows, we shall first establish Theorem 4, and then return to prove Theorem 1 using this result.
6.2 Proof of Theorem 4
6.2.1 Key decomposition and a recursive formula
The starting point of our proof is the following elementary decomposition
∆t := Qt −Q⋆ =
(
I −Λt
)
Qt−1 +Λt
(
r + γPtVt−1
)−Q⋆
=
(
I −Λt
)(
Qt−1 −Q⋆
)
+Λt
(
r + γPtVt−1 −Q⋆
)
=
(
I −Λt
)(
Qt−1 −Q⋆
)
+ γΛt
(
PtVt−1 − PV ⋆
)
=
(
I −Λt
)
∆t−1 + γΛt
(
Pt − P
)
V ⋆ + γΛtPt
(
Vt−1 − V ⋆
)
(29)
for any t > 0, where the first line results from the update rule (26), and the penultimate line follows from
the Bellman equation Q⋆ = r + γPV ⋆ (see Bertsekas (2017)). Applying this relation recursively gives
∆t = γ
t∑
i=1
t∏
j=i+1
(
I −Λj
)
Λi
(
Pi − P
)
V ⋆︸ ︷︷ ︸
=:β1,t
+ γ
t∑
i=1
t∏
j=i+1
(
I −Λj
)
ΛiPi
(
Vi−1 − V ⋆
)
︸ ︷︷ ︸
=:β2,t
+
t∏
j=1
(
I −Λj
)
∆0︸ ︷︷ ︸
=:β3,t
. (30)
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Applying the triangle inequality, we obtain
|∆t| ≤ |β1,t|+ |β2,t|+ |β3,t|, (31)
where we recall the notation |z| := [|zi|]1≤i≤n for any vector z = [zi]1≤i≤n. In what follows, we shall look at
these terms separately.
• First of all, given that I −Λj and Λj are both non-negative diagonal matrices and that∥∥Pi(Vi−1 − V ⋆)∥∥∞ ≤ ‖Pi‖1‖Vi−1 − V ⋆‖∞ = ‖Vi−1 − V ⋆‖∞ ≤ ‖Qi−1 −Q⋆‖∞ = ‖∆i−1‖∞,
we can easily see that ∣∣β2,t∣∣ ≤ γ t∑
i=1
‖∆i−1‖∞
t∏
j=i+1
(
I −Λj
)
Λi1. (32)
• Next, the term β1,t can be controlled by exploiting some sort of statistical independence across different
transitions and applying the Bernstein inequality. This is summarized in the following lemma, with
the proof deferred to Section D.1.
Lemma 1. Consider any fixed vector V ⋆ ∈ R|S|. There exists some universal constant c > 0 such
that for any 0 < δ < 1, one has
∀1 ≤ t ≤ T :
∣∣∣∣∣γ
t∑
i=1
t∏
j=i+1
(
I −Λj
)
Λi
(
Pi − P
)
V ⋆
∣∣∣∣∣ ≤ τ1‖V ⋆‖∞1 (33)
with probability at least 1− δ, provided that 0 < η log ( |S||A|T
δ
)
< 1. Here, we define
τ1 := cγ
√
η log
( |S||A|T
δ
)
. (34)
• Additionally, we develop an upper bound on the term β3,t, which follows directly from the concentration
of the empirical distribution of the Markov chain (see Lemma 5). The proof is deferred to Section D.2.
Lemma 2. For any δ > 0, recall the definition of tframe in (27a). Suppose that T > tframe and
0 < η < 1. Then with probability exceeding 1− δ one has∣∣∣∣∣
t∏
j=1
(
I −Λj
)
∆0
∣∣∣∣∣ ≤ (1 − η) 12 tµmin∣∣∆0∣∣ ≤ (1− η) 12 tµmin‖∆0‖∞1 (35)
uniformly over all t obeying T ≥ t ≥ tframe and all vector ∆0 ∈ R|S||A|.
Moreover, in the case where t < tframe, we make note of the straightforward bound∣∣∣∣∣
t∏
j=1
(
I −Λj
)
∆0
∣∣∣∣∣ ≤ ‖∆0‖∞1, (36)
given that I −Λj is a diagonal non-negative matrix whose entries are bounded by 1− η < 1.
Substituting the preceding bounds into (31), we arrive at
|∆t| ≤
{
γ
∑t
i=1
∥∥∆i−1∥∥∞∏tj=i+1(I −Λj)Λi1+ τ1‖V ⋆‖∞1+ ∥∥∆0∥∥∞1, t < tframe
γ
∑t
i=1
∥∥∆i−1∥∥∞∏tj=i+1(I −Λj)Λi1+ τ1‖V ⋆‖∞1+ (1− η) 12 tµmin∥∥∆0∥∥∞1, tframe ≤ t ≤ T (37)
with probability at least 1 − 2δ, where tframe is defined in (27a). The rest of the proof is thus dedicated to
bounding |∆t| based on the above recursive formula (37).
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6.2.2 Recursive analysis
A crude bound. We start by observing the following recursive relation
|∆t| ≤ γ
t∑
i=1
∥∥∆i−1∥∥∞ t∏
j=i+1
(I −Λj)Λi1+ τ1‖V ⋆‖∞1+ ‖∆0‖∞1, 1 ≤ t ≤ T, (38)
which is a direct consequence of (37). In the sequel, we invoke mathematical induction to establish, for all
1 ≤ t ≤ T , the following crude upper bound
∥∥∆t∥∥∞ ≤ τ1‖V ⋆‖∞ + ‖∆0‖∞1− γ , (39)
which implies the stability of the asynchronous Q-learning updates.
Towards this, we first observe that (39) holds trivially for the base case (namely, t = 0). Now suppose
that the inequality (39) holds for all iterations up to t− 1. In view of (38) and the induction hypotheses,
|∆t| ≤
γ
(
τ1‖V ⋆‖∞ +
∥∥∆0∥∥∞)
1− γ
t∑
i=1
t∏
j=i+1
(I −Λj)Λi1+ τ1‖V ⋆‖∞1+ ‖∆0‖∞1, (40)
where we invoke the fact that the vector
∏t
j=i+1(I − Λj)Λi1 is non-negative. Next, define the diagonal
matrixMi :=
∏t
j=i+1(I −Λj)Λi, and denote by N ji (s, a) the number of visits to the state-action pair (s, a)
between the i-th and the j-th iterations (including i and j). Then the diagonal entries of Mi satisfy
Mi((s, a), (s, a)) =
{
η(1 − η)Nti+1(s,a), if (s, a) = (si−1, ai−1),
0, if (s, a) 6= (si−1, ai−1).
Letting e(s,a) ∈ R|S||A| be a standard basis vector whose only nonzero entry is the (s, a)-th entry, we can
easily verify that
t∏
j=i+1
(I −Λj)Λi1 =Mi1 =Mie(si−1,ai−1) = η(1− η)N
t
i+1(si−1,ai−1)e(si−1,ai−1) (41a)
and
t∑
i=1
t∏
j=i+1
(I −Λj)Λi1 =
t∑
i=1
η(1− η)Nti+1(si−1,ai−1)e(si−1,ai−1)
=
∑
(s,a)∈S×A
{
t∑
i=1
η(1 − η)Nti+1(s,a) 1{(si−1, ai−1) = (s, a)}
}
e(s,a)
≤
∑
(s,a)∈S×A
∞∑
j=0
η(1− η)je(s,a) =
∞∑
j=0
η(1− η)j1 = 1. (41b)
Combining the above relations with the inequality (40), one deduces that
∥∥∆t∥∥∞ ≤ γ(τ1‖V ⋆‖∞ +
∥∥∆0∥∥∞)
1− γ + τ1‖V
⋆‖∞ +
∥∥∆0∥∥∞ = τ1‖V ⋆‖∞ +
∥∥∆0∥∥∞
1− γ ,
thus establishing (39) for the t-th iteration. This induction analysis thus validates (39) for all 1 ≤ t ≤ T .
Refined analysis. Now, we strengthen the bound (39) by means of a recursive argument. To begin with,
it is easily seen that the term (1 − η) 12 tµmin‖∆0‖∞ is bounded above by (1 − γ)ε for any t > tth, where we
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remind the reader of the definition of tth in (27b) and the fact that ‖∆0‖∞ = ‖Q⋆‖∞ ≤ 11−γ . It is assumed
that T > tth. To facilitate our argument, we introduce a collection of auxiliary quantities ut as follows
u0 =
‖∆0‖∞
1− γ , (42a)
ut = ‖vt‖∞, vt =
{
γ
∑t
i=1
∏t
j=i+1(I −Λj)Λi1ui−1 + ‖∆0‖∞1, for 1 ≤ t ≤ tth,
γ
∑t
i=1
∏t
j=i+1(I −Λj)Λi1ui−1, for t > tth.
(42b)
These auxiliary quantities are useful as they provide upper bounds on ‖∆t‖∞, as asserted by the following
lemma. The proof is deferred to Section D.3.
Lemma 3. Recall the definition (34) of τ1 in Lemma 1. With probability at least 1− 2δ, the quantities {ut}
defined in (42) satisfy
‖∆t‖∞ ≤ τ1‖V
⋆‖∞
1− γ + ut + ε. (43)
The preceding result motivates us to turn attention to bounding the quantities {ut}. Towards this end,
we resort to a frame-based analysis by dividing the iterations [1, t] into contiguous frames each comprising
tframe (cf. (27a)) iterations. Further, we define another auxiliary sequence:
wk := (1− ρ)k ‖∆0‖∞
1− γ = (1− ρ)
k ‖Q0 −Q⋆‖∞
1− γ , (44)
where we remind the reader of the definition of ρ in (27d). The connection between {wk} and {ut} is made
precise as follows, whose proof is postponed to Section D.4.
Lemma 4. For any δ ∈ (0, 12 ), with probability at least 1− 2δ, one has
ut ≤ wk, with k = max
{
0,
⌊ t− tth
tframe
⌋}
. (45)
Combining Lemmas 3-4, we arrive at
‖Qt −Q⋆‖∞ = ‖∆t‖∞ ≤ τ1‖V
⋆‖∞
1− γ + wk + ε ≤
(1− ρ)k‖Q0 −Q⋆‖∞
1− γ +
τ1‖V ⋆‖∞
1− γ + ε,
which finishes the proof of Theorem 4.
6.3 Proof of Theorem 1
Now we return to complete the proof of Theorem 1. To control ‖∆t‖∞ to the desired level, we first claim
that the first term of (28) obeys
(1− ρ)k ‖∆0‖∞
1− γ ≤ ε (46)
whenever
t ≥ tth + tframe + 2
(1− γ)ηµmin log
( ‖∆0‖∞
ε(1− γ)
)
, (47)
provided that η < 1/µframe. Furthermore, by taking the learning rate as
η = min
{
(1− γ)4ε2
c2γ2 log |S||A|T
δ
,
1
µframe
}
, (48)
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one can easily verify that the second term of (28) satisfies
cγ
1− γ ‖V
⋆‖∞
√
η log
( |S||A|T
δ
)
≤ ε, (49)
where the last step follows since ‖V ⋆‖∞ ≤ 11−γ . Putting the above bounds together ensures ‖∆t‖∞ ≤ 3ε.
We have thus concluded the proof, as long as the claim (46) can be justified.
Proof of the inequality (46). Observe that (1 − ρ)k ‖∆0‖∞1−γ ≤ exp(−ρk)‖∆0‖∞1−γ ≤ ε holds true whenever k ≥
log(
‖∆0‖∞
ε(1−γ) )
ρ
, which would hold as long as (according to the definition (45) of k)
t ≥ tth + tframe + tframe
ρ
log
( ‖∆0‖∞
ε(1− γ)
)
. (50)
In addition, if η < 1/µframe, then one has (1 − η)µframe ≤ 1− ηµframe/2, thus guaranteeing that
ρ = (1− γ)(1− (1 − η)µframe) ≥ (1− γ)(1− 1 + ηµframe
2
)
=
1
2
(1− γ)ηµframe.
As a consequence, the condition (50) would hold as long as
t ≥ tth + tframe + 2tframe
(1− γ)ηµframe log
(
1
ε(1− γ)2
)
≥ tth + tframe + 2
(1− γ)ηµmin log
( ‖∆0‖∞
ε(1− γ)
)
,
where we have made use of the simple bound ‖∆0‖∞ = ‖Q⋆‖∞ ≤ 11−γ with Q0 = 0.
7 Discussion
This work develops a sharper finite-sample analysis of the classical asynchronous Q-learning algorithm,
highlighting and refining its dependency on intrinsic features of the Markovian trajectory induced by the
behavior policy. Our sample complexity bound strengthens the state-of-the-art result by an order of at least
|S||A|. A variance-reduced variant of asynchronous Q-learning is also analyzed, exhibiting improved scaling
with the discount complexity 11−γ .
Our findings and the analysis framework developed herein suggest a couple of directions for future in-
vestigation. For instance, our improved sample complexity of asynchronous Q-learning has a dependence
of 1(1−γ)5 on the discount complexity, which is inferior to its model-based counterpart. In the synchronous
setting, Wainwright (2019a) demonstrated an empirical lower bound 1(1−γ)4 for Q-learning. It would be
important to determine the exact scaling in this regard. In addition, it would be interesting to see whether
the techniques developed herein can be exploited towards understanding model-free algorithms with more
sophisticated exploration schemes Dann and Brunskill (2015). Finally, asynchronous Q-learning on a single
Markovian trajectory is closely related to coordinate descent with coordinates selected according to a Markov
chain; one would naturally ask whether our analysis framework can yield improved convergence guarantees
for general Markov-chain-based optimization algorithms Doan et al. (2020); Sun et al. (2020).
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A Preliminaries on Markov chains
For any two probability distributions µ and ν, denote by dTV(µ, ν) the total variation distance between µ and
ν (Brémaud, 2013). For any time-homogeneous and uniformly ergodic Markov chain (X0, X1, X2, · · · ) with
transition kernel P , finite state space X and stationary distribution µ, we let P t(·|x) denote the distribution
of Xt conditioned on X0 = x. Then the mixing time tmix of this Markov chain is defined by
tmix(ǫ) := min
{
t
∣∣∣ max
x∈X
dTV
(
P t(·|x), µ) ≤ ǫ}; (51a)
tmix := tmix(1/4). (51b)
Lemma 5. Consider the above-mentioned Markov chain. For any 0 < δ < 1, if t ≥ 443τmix
µmin
log 4|X |
δ
, then
∀y ∈ X : PX1=y
{
∃x ∈ X :
t∑
i=1
1{Xi = x} ≤ 1
2
tµ(x)
}
≤ δ. (52)
Proof. To begin with, consider the scenario when X1 ∼ µ (namely, X1 follows the stationary distribution of
the chain). Then (Paulin, 2015, Theorem 3.4) tells us that: for any given x ∈ Ω and any τ ≥ 0,
PX1∼µ
{
t∑
i=1
1{Xi = x} ≤ tµ(x)− τ
}
≤ 2 exp
(
− τ
2γps
8(t+ 1/γps)µ(x) + 20τ
)
≤ 2 exp
(
− τ
2/τmix
16(t+ 2τmix)µ(x) + 40τ
)
, (53)
where γps stands for the so-called pseudo spectral gap as defined in Paulin (2015, Section 3.1). Here, the first
inequality relies on the fact VarXi∼µ[1{Xi = x}] = µ(x)(1 − µ(x)) ≤ µ(x), while the last inequality results
from the fact γps ≥ 1/(2τmix) that holds for uniformly ergodic chains (cf. Paulin (2015, Proposition 3.4)).
Consequently, for any t ≥ τmix and any τ ≥ 0, continue the bound (53) to obtain
(53) ≤ 2 exp
(
− τ
2
48tµ(x)τmix + 40ττmix
)
≤ 2max
{
exp
(
− τ
2
96tµ(x)τmix
)
, exp
(
− τ
80τmix
)}
≤ δ|X | ,
provided that τ ≥ max{10√tµ(x)τmix log 2|X |δ , 80τmix log 2|X |δ }. As a result, by taking τ = 1021 tµ(x) and
applying the union bound, we reach
PX1∼µ
{
∃x ∈ X :
t∑
i=1
1{Xi = x} ≤ 11
21
tµ(x)
}
≤
∑
x∈X
PX1∼µ
{
t∑
i=1
1{Xi = x} ≤ 11
21
tµ(x)
}
≤ δ, (54)
as long as 1021 tµ(x) ≥ max
{
10
√
tµ(x)τmix log
2|X |
δ
, 80τmix log
2|X |
δ
}
for all x ∈ X , or equivalently, when t ≥
441τmix
µmin
log 2|X |
δ
with µmin := minx∈X µ(x).
Next, we move on to the case when X1 takes an arbitrary state y ∈ X . From the definition of τmix(·)
(cf. (51a)), we know that
dTV
(
sup
y∈X
P τmix(δ)(·|y), µ
)
≤ δ,
which together with the definition of dTV (cf. Paulin (2015, Equation (1.1))) reveals that: for any event B
that can be determined by {Xτ}τ≥τmix(δ), one has |P{B | X1 = y} − P{B | X1 ∼ µ}| ≤ δ, and hence
sup
y∈X
PX1=y
{
∃x ∈ X :
t∑
i=τmix(δ)
1{Xi = x} ≤ 11
21
(t− τmix(δ))µ(x)
}
≤ PX1∼µ
{
∃x ∈ X :
t∑
i=τmix(δ)
1{Xi = x} ≤ 11
21
(t− τmix(δ))µ(x)
}
+ δ ≤ 2δ, (55)
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with the proviso that t ≥ τmix(δ) + 441τmixµmin log
2|X |
δ
.
To finish up, we recall from Paulin (2015, Section 1.1) that τmix(δ) ≤ 2τmix log 2δ , which together with
the above constraint on t necessarily implies that 1121 (t− τmix(δ)) ≥ 12 t. To conclude, if t ≥ 443τmixµmin log
2|X |
δ
≥
τmix(δ) +
441τmix
µmin
log 2|X |
δ
, one has
sup
y∈X
PX1=y
{
∃x ∈ X :
t∑
i=1
1{Xi = x} ≤ 1
2
tµ(x)
}
≤ sup
y∈X
PX1=y
{
∃x ∈ X :
t∑
i=tmix(δ)
1{Xi = x} ≤ 1
2
tµ(x)
}
≤ 2δ.
as claimed.
B Cover-time-based analysis of asynchronous Q-learning
In this section, we sketch the proof of Theorem 2. Before continuing, we recall the definition of tcover in (6),
and further introduce a quantity
tcover,all := tcover log
T
δ
. (56)
There are two useful facts regarding tcover,all that play an important role in the analysis.
Lemma 6. Define the event
Kl :=
{
∃(s, a) ∈ S ×A s.t. it is not visited within iterations (ltcover,all, (l + 1)tcover,all]},
and set L := ⌊ T
tcover,all
⌋. Then one has P
{⋃L
l=0Kl
}
≤ δ.
Proof. See Section D.6.
In other words, Lemma 6 tells us that with high probability, all state-action pairs are visited at least
once in every time frame (ltcover,all, (l+1)tcover,all] with 0 ≤ l ≤ ⌊T/tcover,all⌋. The next result is an immediate
consequence of Lemma 6; the proof can be found in Section D.2.
Lemma 7. For any δ > 0, recall the definition of tcover,all in (56). Suppose that T > tcover,all and 0 < η < 1.
Then with probability exceeding 1− δ one has∣∣∣∣∣
t∏
j=1
(
I −Λj
)
∆0
∣∣∣∣∣ ≤ (1− η) t2tcover,all ‖∆0‖∞1 (57)
uniformly over all t obeying T ≥ t ≥ tcover,all and all vector ∆0 ∈ R|S||A|.
With the above two lemmas in mind, we are now positioned to prove Theorem 2. Repeating the analysis
of (37) (except that Lemma 2 is replaced by Lemma 7) yields
|∆t| ≤
{
γ
∑t
i=1
∥∥∆i−1∥∥∞∏tj=i+1(I −Λj)Λi1+ τ1‖V ⋆‖∞1+ ∥∥∆0∥∥∞1, t < tcover,all
γ
∑t
i=1
∥∥∆i−1∥∥∞∏tj=i+1(I −Λj)Λi1+ τ1‖V ⋆‖∞1+ (1− η) t2tcover,all ∥∥∆0∥∥∞1, tcover,all ≤ t ≤ T
with probability at least 1 − 2δ. This observation resembles (37), except that tframe (resp. µmin) is replaced
by tcover,all (resp.
1
tcover,all
). As a consequence, we can immediately use the recursive analysis carried out in
Section 6.2.2 to establish a convergence guarantee based on the cover time. More specifically, define
ρ˜ := (1− γ)
(
1− (1− η)
tcover,all
2tcover,all
)
= (1− γ)
(
1− (1− η) 12
)
. (58)
Replacing ρ by ρ˜ in Theorem 4 reveals that with probability at least 1− 6δ,
‖Qt −Q⋆‖∞ ≤ (1− ρ˜)k ‖Q0 −Q
⋆‖∞
1− γ +
cγ
1− γ ‖V
⋆‖∞
√
η log
( |S||A|T
δ
)
+ ε (59)
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holds for all t ≤ T , where k := max{0, ⌊ t−tth
tcover,all
⌋}
and we abuse notation to define
tth := 2tcover,all log
1
(1− γ)2ε .
Repeating the proof of the inequality (46) yields
(1− ρ˜)k ‖∆0‖∞
1− γ ≤ ε,
whenever t ≥ tth + tcover,all + 2tcover,all(1−γ)η log
(
1
ε(1−γ)2
)
, with the proviso that η < 1/2. In addition, setting
η = (1−γ)
4
c2γ2ε2 log
(
|S||A|T
δ
) guarantees that
cγ
1− γ ‖V
⋆‖∞
√
η log
( |S||A|T
δ
)
≤ cγ
(1− γ)2
√
η log
( |S||A|T
δ
)
≤ ε.
In conclusion, we have ‖Qt −Q⋆‖∞ ≤ 3ε as long as
t ≥ c
′tcover,all
(1− γ)5ε2 log
( |S||A|T
δ
)
log
( 1
ε(1− γ)2
)
,
for some sufficiently large constant c′ > 0. This together with the definition (56) completes the proof.
C Analysis of asynchronous variance-reduced Q-learning
This section aims to establish Theorem 3. We carry out an epoch-based analysis, that is, we first quantify
the progress made over each epoch, and then demonstrate how many epochs are sufficient to attain the
desired accuracy. In what follows, we shall overload the notation by defining
tframe :=
443tmix
µmin
log
(4|S||A|tepoch
δ
)
, (60a)
tth := max
{
2 log 1(1−γ)2ε
ηµmin
, tframe
}
, (60b)
ρ := (1− γ)(1− (1− η)µframe), (60c)
µframe :=
1
2
µmintframe. (60d)
C.1 Per-epoch analysis
We start by analyzing the progress made over each epoch. Before proceeding, we denote by P˜ ∈ [0, 1]|S||A|×|S|
a matrix corresponding to the empirical probability transition kernel used in (18) from N new sample
transitions. Further, we use the vector Q ∈ R|S||A| to represent the reference Q-function, and introduce the
vector V ∈ R|S| to represent the corresponding value function so that V (s) := maxaQ(s, a) for all s ∈ S.
For convenience, this subsection abuses notation to assume that an epoch starts with an estimateQ0 = Q,
and consists of the subsequent
tepoch := tframe + tth +
8 log 21−γ
(1− γ)ηµmin (61)
iterations of variance-reduced Q-learning updates, where tframe and tth are defined in (60a) and (60b), respec-
tively. In the sequel, we divide all epochs into two phases, depending on the quality of the initial estimate
Q in each epoch.
19
C.1.1 Phase 1: when ‖Q−Q⋆‖∞ > 1/
√
1− γ
Recalling the matrix notation of Λt and Pt in (24) and (25), respectively, we can rewrite (17) as follows
Qt =
(
I −Λt
)
Qt−1 +Λt
(
r + γPt(Vt−1 − V ) + γP˜ V
)
. (62)
Following similar steps as in the expression (29), we arrive at the following error decomposition
Θt := Qt −Q⋆ =
(
I −Λt
)
Qt−1 +Λt
(
r + γPt(Vt−1 − V ) + γP˜ V
)
−Q⋆
=
(
I −Λt
)(
Qt−1 −Q⋆
)
+Λt
(
r + γPt(Vt−1 − V ) + γP˜ V −Q⋆
)
=
(
I −Λt
)(
Qt−1 −Q⋆
)
+ γΛt
(
Pt(Vt−1 − V ) + P˜ V − PV ⋆
)
=
(
I −Λt
)
Θt−1 + γΛt
(
P˜ − P )V + γΛt(Pt − P )(V ⋆ − V ) + γΛtPt(Vt−1 − V ⋆), (63)
which once again leads to a recursive relation
Θt =γ
t∑
i=1
t∏
j=i+1
(
I −Λj
)
Λi
(
P˜ − P )V︸ ︷︷ ︸
=:h0,t
+ γ
t∑
i=1
t∏
j=i+1
(
I −Λj
)
Λi
(
Pi − P
)
(V ⋆ − V )︸ ︷︷ ︸
=:h1,t
+ γ
t∑
i=1
t∏
j=i+1
(
I −Λj
)
ΛiPi
(
Vi−1 − V ⋆
)
︸ ︷︷ ︸
=:h2,t
+
t∏
j=1
(
I −Λj
)
Θ0︸ ︷︷ ︸
=:h3,t
. (64)
This identity takes a very similar form as (30) except for the additional term h0,t.
Let us begin by controlling the first term, towards which we have the following lemma. The proof is
postponed to Section D.5.
Lemma 8. Suppose that P˜ is constructed using N consecutive sample transitions. If N > tframe, then with
probability greater than 1− δ, one has
‖h0,t‖∞ ≤ γ
√
4 log
( 6N |S||A|
δ
)
Nµmin
∥∥V − V ⋆∥∥∞ + γ1− γ
√
4 log
( 6N |S||A|
δ
)
Nµmin
. (65)
Inheriting the results from Lemma 1 and Lemma 2, we are guaranteed that∣∣h1,t∣∣ ≤ τ2‖V ⋆ − V ‖∞1
|h3,t| ≤
(1 − η)
1
2 tµmin‖Θ0‖∞1, if tframe ≤ t ≤ tepoch
‖Θ0‖∞1, if t < tframe
with probability at least 1− 2δ, where
τ2 := c
′γ
√
η log
( |S||A|tepoch
δ
)
for some constant c′ > 0 (similar to (34)). In addition, the term h2,t can be bounded in the same way as
β2,t in (32). Therefore, repeating the same argument as for Theorem 4, we conclude that with probability
at least 1− δ,
‖Θt‖∞ ≤ (1 − ρ)k ‖Θ0‖∞
1− γ + τ˜ + ξ = (1− ρ)
k ‖Q−Q⋆‖∞
1− γ + τ˜ + ξ (66)
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holds simultaneously for all 0 < t ≤ tepoch, where k = max
{
0,
⌊ t−tth,ξ
tframe
⌋}
and
τ˜ :=
cγ
1− γ

√
log N |S||A|
δ
(1 − γ)2Nµmin + ‖V
⋆ − V ‖∞
√η log( |S||A|tepoch
δ
)
+
√
4 log
( 6N |S||A|
δ
)
Nµmin
 ,
tth,ξ := max
{
2 log 1(1−γ)2ξ
ηµmin
, tframe
}
for some constant c > 0.
Let C > 0 be some sufficient large constant. Setting ηt ≡ η = min
{
(1−γ)2
Cγ2 log
|S||A|tepoch
δ
, 1
µframe
}
, ξ = 1
16
√
1−γ
and ensuring N ≥ max{tframe, C log
N|S||A|
δ
(1−γ)3µmin }, we can easily demonstrate that
‖Θt‖∞ ≤ (1− ρ)k ‖Q−Q
⋆‖∞
1− γ +
1
8
√
1− γ +
1
4
‖V ⋆ − V ‖∞.
As a consequence, if tepoch ≥ tframe + tth,ξ + 8 log
2
1−γ
(1−γ)ηµmin , one has
(1− ρ)k ≤ 1
8
(1− γ),
which in turn implies that
‖Θtepoch‖∞ ≤
1
8
‖Q−Q⋆‖∞ + 1
8
√
(1− γ) +
1
4
‖V ⋆ − V ‖∞ ≤ 1
2
max
{ 1√
1− γ , ‖Q−Q
⋆‖∞
}
, (67)
where the last step invokes the simple relation ‖V ⋆ − V ‖∞ ≤ ‖Q−Q⋆‖∞. Thus, we conclude that
‖Qtepoch −Q⋆‖∞ ≤
1
2
max
{ 1√
1− γ , ‖Q−Q
⋆‖∞
}
. (68)
C.1.2 Phase 2: when ‖Q−Q⋆‖∞ ≤ 1/
√
1− γ
The analysis of Phase 2 follows by straightforwardly combining the analysis of Phase 1 and that of the
synchronous counterpart in Wainwright (2019b). For the sake of brevity, we only sketch the main steps.
Following the proof idea of Wainwright (2019b, Section B.2), we introduce an auxiliary vector Q̂ which is
the unique fix point to the following equation, which can be regarded as a population-level Bellman equation
with proper reward perturbation, namely,
Q̂ = r + γP (V̂ − V ) + γP˜ V . (69)
Here, as usual, V̂ ∈ R|S| represents the value function corresponding to Q̂. This can be viewed as a Bellman
equation when the reward vector r is replaced by r+ γ(P˜ −P )V . Repeating the arguments in the proof of
Wainwright (2019b, Lemma 4) (except that we need to apply the measure concentration of P˜ in the manner
performed in the proof of Lemma 8 due to Markovian data), we reach
∥∥Q̂−Q⋆∥∥∞ ≤ c′
√
log |S||A|
δ
(1− γ)3Nµmin ≤ ε (70)
with probability at least 1 − δ for some constant c′ > 0, provided that N ≥ (c′)2 log
|S||A|
δ
(1−γ)3ε2 and that ‖Q −
Q⋆‖∞ ≤ 1/
√
1− γ. It is worth noting that Q̂ only serves as a helper in the proof and is never explicitly
constructed in the algorithm, as we don’t have access to the probability transition matrix P .
In addition, we claim that
∥∥Qtepoch − Q̂∥∥∞ ≤ ‖Q̂−Q⋆‖∞8 + ‖Q−Q⋆‖∞8 + ε. (71)
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Under this claim, the triangle inequality yields
‖Qtepoch −Q⋆‖∞ ≤ ‖Qtepoch − Q̂‖∞ + ‖Q̂−Q⋆‖∞ ≤
1
8
‖Q−Q⋆‖∞ + 9
8
‖Q̂−Q⋆‖∞ + ε
≤ 1
8
‖Q−Q⋆‖∞ + 17
8
ε, (72)
where the last inequality follows from (70).
Proof of the inequality (71). Recalling the variance-reduced update rule (62) and using the Bellman-type
equation (69), we obtain
Θ̂t := Qt − Q̂ =
(
I −Λt
)
(Qt−1 − Q̂) +Λt
(
r + γPt(Vt−1 − V ) + γP˜ V − r − γP (V̂ − V )− γP˜ V
)
=
(
I −Λt
)
(Qt−1 − Q̂) +Λt
(
γPt(Vt−1 − V )− γP (V̂ − V )
)
=
(
I −Λt
)
Θ̂t−1 + γΛt
(
(Pt − P )(V̂ − V ) + Pt(Vt−1 − V̂ )
)
. (73)
Adopting the same expansion as before (see (30)), we arrive at
Θ̂t = γ
t∑
i=1
t∏
j=i+1
(
I −Λj
)
Λi
(
Pi − P
)
(V̂ − V )︸ ︷︷ ︸
=:ϑ1,t
+ γ
t∑
i=1
t∏
j=i+1
(
I −Λj
)
ΛiPi
(
Vi−1 − V̂
)
︸ ︷︷ ︸
=:ϑ2,t
+
t∏
j=1
(
I −Λj
)
Θ̂0︸ ︷︷ ︸
=:ϑ3,t
.
Inheriting the results in Lemma 1 and Lemma 2, we can demonstrate that, with probability at least 1− 2δ,
∣∣ϑ1,t∣∣ ≤ cγ‖V̂ − V ‖∞√η log( |S||A|tepoch
δ
)
1;
|ϑ3,t| ≤
(1− η)
1
2 tµmin‖Θ̂0‖∞1, if tframe ≤ t ≤ tepoch,
‖Θ̂0‖∞1, if t < tframe.
Repeating the same argument as for Theorem 4, we reach
‖Θ̂t‖∞ ≤ (1− ρ)k ‖Q̂−Q‖∞
1− γ +
cγ
1− γ ‖V̂ − V ‖∞
√
η log
( |S||A|tepoch
δ
)
+ ε
for some constant c > 0, where k = max{0, ⌊ t−tth
tframe
⌋} with tth defined in (60b).
By taking η = c5 min
{ (1−γ)2
γ2 log
|S||A|tepoch
δ
, 1
µframe
}
for some sufficiently small constant c5 > 0 and ensuring that
tepoch ≥ tth + tframe + c6
(1 − γ)ηµmin log
1
(1 − γ)2
for some large constant c6 > 0, we obtain
‖Θ̂tepoch‖∞ ≤
‖Q̂−Q‖∞
8
+ ε ≤ ‖Q̂−Q
⋆‖∞
8
+
‖Q−Q⋆‖∞
8
+ ε,
where the last line follows by the triangle inequality.
C.2 How many epochs are needed?
We are now ready to pin down how many epochs are needed to achieve ε-accuracy.
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• In Phase 1, the contraction result (68) indicates that, if the algorithm is initialized with Q0 = 0 at the
very beginning, then it takes at most
log2
(
‖Q⋆‖∞
max
{
ε, 1√
1−γ
}) ≤ log2 ( 1√1− γ )+ log2 ( 1ε(1− γ))
epochs to yield ‖Q−Q⋆‖∞ ≤ max{ 1√1−γ , ε} (so as to enter Phase 2). Clearly, if the target accuracy
level ε > 1√
1−γ , then the algorithm terminates in this phase.
• Suppose now that the target accuracy level ε ≤ 1√
1−γ . Once the algorithm enters Phase 2, the dynamics
can be characterized by (72). Given that Q is also the last iterate of the preceding epoch, the property
(72) provides a recursive relation across epochs. Standard recursive analysis thus reveals that: within
at most
c7 log
( 1
ε
√
1− γ
)
≤ c7 log
( 1
ε(1− γ)
)
epochs (with c7 > 0 some constant), we are guaranteed to attain an ℓ∞ estimation error at most 3ε.
To summarize, a total number of O
(
log 1
ε(1−γ)+log
1
1−γ
)
epochs are sufficient for our purpose. This concludes
the proof.
D Proofs of technical lemmas
D.1 Proof of Lemma 1
Fix any state-action pair (s, a) ∈ S ×A, and let us look at β1,t(s, a), namely, the (s, a)-th entry of
β1,t = γ
t∑
i=1
t∏
j=i+1
(
I −Λj
)
Λi
(
Pi − P
)
V ⋆.
For convenience of presentation, we abuse the notation to let Λj(s, a) denote the (s, a)-th diagonal entry
of the diagonal matrix Λj , and Pt(s, a) (resp. P (s, a)) the (s, a)-th row of Pt (resp. P ). In view of the
definition (30), we can write
β1,t(s, a) = γ
t∑
i=1
t∏
j=i+1
(
1−Λj(s, a)
)
Λi(s, a)
(
Pi(s, a)− P (s, a)
)
V ⋆. (74)
As it turns out, it is convenient to study this expression by defining
tk(s, a) := the time stamp when the trajectory visits (s, a) for the k-th time (75)
and
Kt(s, a) := max {k | tk(s, a) ≤ t} , (76)
namely, the total number of times — during the first t iterations — that the sample trajectory visits (s, a).
With these in place, the special form of Λj (cf. (24)) allows us to rewrite (74) as
β1,t(s, a) = γ
Kt(s,a)∑
k=1
(1 − η)Kt(s,a)−kη(Ptk+1(s, a)− P (s, a))V ⋆. (77)
where we suppress the dependency on (s, a) and write tk := tk(s, a) to streamline notation. The main step
thus boils down to controlling (77).
Towards this, we claim that: there exists some constant c > 0 such that with probability at least 1− δ,∣∣∣∣∣
K∑
k=1
(1− η)K−kη(Ptk+1(s, a)− P (s, a))V ⋆
∣∣∣∣∣ ≤ c
√
η log
( |S||A|T
δ
)
‖V ⋆‖∞ (78)
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holds simultaneously for all (s, a) ∈ S × A and all 1 ≤ K ≤ T , provided that 0 < η log ( |S||A|T
δ
)
< 1.
Recognizing the trivial bound Kt(s, a) ≤ t ≤ T (by construction (76)) and substituting the bound (78) into
the expression (77), we arrive at
∀(s, a) ∈ S ×A : |β1,t(s, a)| ≤ c
√
η log
( |S||A|T
δ
)
‖V ⋆‖∞, (79)
thus concluding the proof of this lemma. It remains to validate the inequality (78).
Proof of the inequality (78). Before proceeding, we introduce some additional notation. Let VarP (V )
⋆ ∈
R
|S||A| be a vector whose (s, a)-th entry is given by the variance of V ⋆ w.r.t. the transition probability
Ps,a(·) from state s when action a is taken, namely,
∀(s, a) ∈ S ×A, [VarP (V ⋆)](s,a) := ∑
s′∈S
Ps,a(s
′)
(
V ⋆(s′)
)2 − ( ∑
s′∈S
Ps,a(s
′)V ⋆(s′)
)2
. (80)
We first make the observation that: for any fixed integer K > 0, the following vectors
{Ptk+1(s, a) | 1 ≤ k ≤ K}
are identically and independently distributed. To justify this observation, let us denote by Ps,a(·) the
transition probability from state s when action a is taken. For any i1, · · · , iK ∈ S, one obtains
P {stk+1 = ik (∀1 ≤ k ≤ K)} = P {stk+1 = ik (∀1 ≤ k ≤ K − 1) and stK+1 = iK}
=
∑
m>0
P {stk+1 = ik (∀1 ≤ k ≤ K − 1) and tK = m and sm+1 = iK}
(i)
=
∑
m>0
P {stk+1 = ik (∀1 ≤ k ≤ K − 1) and tK = m}P {sm+1 = iK | sm = s, am = a}
= Ps,a(iK)
∑
m>0
P {stk+1 = ik (∀1 ≤ k ≤ K − 1) and tK = m}
= Ps,a(iK)P {stk+1 = ik (∀1 ≤ k ≤ K − 1)} ,
where (i) holds true from the Markov property as well as the fact that tK is an iteration in which the
trajectory visits state s and takes action a. Invoking the above identity recursively, we arrive at
P {stk+1 = ik (∀1 ≤ k ≤ K)} =
K∏
j=1
Ps,a(ij), (81)
meaning that the state transitions happening at times {t1, · · · , tK} are independent, each following the
distribution Ps,a(·). This clearly demonstrates the independence of {Ptk+1(s, a) | 1 ≤ k ≤ K}.
With the above observation in mind, we resort to the Bernstein inequality to bound the quantity of
interest (which has zero mean). To begin with, the variance parameter can be characterized by
Var
[
K∑
k=1
(1− η)K−kη(Ptk+1(s, a)− P (s, a))V ⋆
]
=
K∑
k=1
(1− η)2K−2kη2Var [(Ptk+1(s, a)− P (s, a))V ⋆]
= η2
K∑
k=1
(1 − η)2K−2kVarPs,a
[
V ⋆
]
≤ η2VarPs,a
[
V ⋆
] ∞∑
j=0
(1 − η)j = η
2
1− (1− η)VarPs,a
[
V ⋆
]
= ηVarPs,a
[
V ⋆
]
=: σ2K .
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In addition, each term in the summation clearly satisfies∣∣(1− η)K−kη(Ptk(s, a)− P (s, a))V ⋆∣∣ ≤ 2η‖V ⋆‖∞ =: D, 1 ≤ k ≤ K.
As a consequence, invoking the Bernstein inequality implies that∣∣∣∣∣
K∑
k=1
(1− η)K−kη(Ptk(s, a)− P (s, a))V ⋆
∣∣∣∣∣ ≤ c˜
(√
σ2K log
( |S||A|T
δ
)
+D log
( |S||A|T
δ
))
≤ c˜
(√
η‖V ⋆‖2∞ log
( |S||A|T
δ
)
+ 2η‖V ⋆‖∞ log
( |S||A|T
δ
))
≤ 3c˜
√
η log
( |S||A|T
δ
)
‖V ⋆‖∞ (82)
with probability exceeding 1 − δ|S||A|T , where the second line relies on the simple bound VarPs,a
[
V ⋆
] ≤
‖V ⋆‖2∞, and the last line holds if 0 < η log
( |S||A|T
δ
)
< 1. Taking the union bound over all (s, a) ∈ S×A and
all 1 ≤ K ≤ T then reveals that: with probability at least 1 − δ, the inequality (82) holds simultaneously
over all (s, a) ∈ S ×A and all 1 ≤ K ≤ T . This concludes the proof.
D.2 Proof of Lemma 2 and Lemma 7
Proof of Lemma 2. Let β3,t =
∏t
j=1
(
I−Λj
)
∆0. Denote by β3,t(s, a) (resp.∆0(s, a)) the (s, a)-th entry
of β3,t (resp. ∆0). From the definition of β3,t, it is easily seen that
|β3,t(s, a)| = (1− η)Kt(s,a)
∣∣∆0(s, a)∣∣, (83)
where Kt(s, a) denotes the number of times the sample trajectory visits (s, a) during the iterations [1, t]
(cf. (76)). By virtue of Lemma 5 and the union bound, one has, with probability at least 1− δ, that
Kt(s, a) ≥ tµmin/2 (84)
simultaneously over all (s, a) ∈ S × A and all t obeying 443τmix
µmin
log 4|S||A|T
δ
≤ t ≤ T . Substitution into the
relation (83) establishes that, with probability greater than 1− δ,
|β3(s, a)| ≤ (1− η) 12 tµmin
∣∣∆0(s, a)∣∣. (85)
holds uniformly over all (s, a) ∈ S ×A and all t obeying 443τmix
µmin
log 4|S||A|T
δ
≤ t ≤ T , as claimed.
Proof of Lemma 7. The proof of this lemma is essentially the same as that of Lemma 2, except that we
use instead the following lower bound on Kt(s, a) (which is an immediate consequence of Lemma 6)
Kt(s, a) ≥
⌊ t
tcover,all
⌋
≥ t
2tcover,all
(86)
for all t > tcover,all. Therefore, replacing tµmin with t/tcover,all in the above analysis, we establish Lemma 7.
D.3 Proof of Lemma 3
We prove this fact via an inductive argument. The base case with t = 0 is a consequence of the crude bound
(39). Now, assume that the claim holds for all iterations up to t− 1, and we would like to justify it for the
t-th iteration as well. Towards this, define
h(t) :=
{
‖∆0‖∞, if t ≤ tth,
(1 − γ)ε, if t > tth.
(87)
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Recall that (1 − η) 12 tµmin ≤ (1 − γ)ε for any t ≥ tth. Therefore, combining the inequality (37) with the
induction hypotheses indicates that
|∆t| ≤ γ
t∑
i=1
t∏
j=i+1
(I −Λj)Λi1 ·
(
τ1‖V ⋆‖∞
1− γ + ui−1 + ε
)
+ τ1‖V ⋆‖∞1+ h(t)1
= γ
t∑
i=1
t∏
j=i+1
(I −Λj)Λi1ui−1 + γ
t∑
i=1
t∏
j=i+1
(I −Λj)Λi1
(
τ1‖V ⋆‖∞
1− γ + ε
)
+ τ1‖V ⋆‖∞1+ h(t)1.
Taking this together with the inequality (41b) and rearranging terms, we obtain
|∆t| ≤ γ
t∑
i=1
t∏
j=i+1
(I −Λj)Λi1ui−1 + γτ1‖V
⋆‖∞
1− γ 1+ γε1+ τ1‖V
⋆‖∞1+ h(t)1
=
τ1‖V ⋆‖∞
1− γ 1+ γε1+ γ
t∑
i=1
t∏
j=i+1
(I −Λj)Λi1ui−1 + h(t)1
=
τ1‖V ⋆‖∞
1− γ 1+ γε1+ vt + (1− γ)ε1{t > tth}1
≤ τ1‖V
⋆‖∞
1− γ 1+ ε1+ vt, (88)
where we have used the definition of vt in (42). This taken collectively with the definition ut = ‖vt‖∞
establishes that
‖∆t‖∞ ≤ τ1‖V
⋆‖∞
1− γ + ε+ ut
as claimed. This concludes the proof.
D.4 Proof of Lemma 4
We shall prove this result by induction over the index k. To start with, consider the base case where k = 0
and t < tth + tframe. By definition, it is straightforward to see that u0 ≤ ‖∆0‖∞/(1 − γ) = w0. In fact,
repeating our argument for the crude bound (see Section 6.2.2) immediately reveals that
∀t ≥ 0 : ut ≤ ‖∆0‖∞
1− γ = w0, (89)
thus indicating that the inequality (45) holds for the base case. In what follows, we assume that the
inequality (45) holds up to k − 1, and would like to extend it to the case with all t obeying ⌊ t−tth
tframe
⌋
= k.
Let us focus on the case when t = tth + ktframe; the case with t = tth + ktframe + j (1 ≤ j < tframe) follows
from an analogous argument and is omitted for brevity. In view of the definition of vt (cf. (42)) as well as
our induction hypotheses, one can arrange terms to derive
vtth+ktframe = γ
tth+ktframe∑
i=1
tth+ktframe∏
j=i+1
(I −Λj)Λi1ui−1
= γ
k−1∑
s=0
{ ∑
i: max
{
⌊ i−1−tth
tframe
⌋,0
}
=s
tth+ktframe∏
j=i+1
(I −Λj)Λi1ui−1
}
≤ γ
k−1∑
s=0
{ ∑
i: max
{
⌊ i−1−tth
tframe
⌋,0
}
=s
tth+ktframe∏
j=i+1
(I −Λj)Λi1
}
ws, (90)
where the last inequality follows from our induction hypotheses and the non-negativity of (I −Λj)Λi1.
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Given any state-action pair (s, a) ∈ S × A, let us look at the (s, a)-th entry of vtth+ktframe — denoted by
vtth+ktframe(s, a), towards which it is conevnient to pause and introduce some notation. Recall that N
j
i (s, a)
has been used to denote the number of visits to the state-action pair (s, a) between iteration i and iteration
j (including i and j). To help study the behavior in each timeframe, we introduce the following quantities
Nk−1s := N
j
i (s, a) with i = tth + stframe + 1, j = tth + ktframe (91)
for every s ≤ k − 1; in words, Nk−1s stands for the total number of visits to (s, a) between the s-th frame
and the (k − 1)-th frame. Lemma 5 tells us that, with probability at least 1− 2δ,
Nk−1s ≥ (k − s)µframe with µframe =
1
2
µmintframe, (92)
which actually holds uniformly over all state-action pairs (s, a). Armed with this set of notation, it is
straightforward to use the expression (90) to verify that
vtth+ktframe (s, a) ≤ γ
k−1∑
s=0
η
{
(1− η)Nk−1s −1 + (1− η)Nk−1s −2 + · · ·+ (1− η)Nk−1s+1
}
ws
= γ
k−1∑
s=0
(
(1− η)Nk−1s+1 − (1− η)Nk−1s
)
ws =: γ
k−1∑
s=0
(αs+1 − αs)ws, (93)
where we denote αs := (1− η)Nk−1s for any s ≤ k − 1 and αk := 1.
A litter algebra further leads to
γ
k−1∑
s=0
(αs+1 − αs)ws = γ(αkwk−1 − α0w0) + γ
k−1∑
s=1
αs (ws−1 − ws) . (94)
Thus, in order to control the quantity vtth+ktframe (s, a), it suffices to control the right-hand side of (94), for
which we start by bounding the last term. Plugging in the definitions of ws and αs yields
1− γ
‖∆0‖∞
k−1∑
s=1
αs (ws−1 − ws) =
k−1∑
s=1
(1− η)Nk−1s (1− ρ)s−1ρ ≤ ρ
k−1∑
s=1
(1− η)(k−s)µframe(1 − ρ)s−1,
where the last inequality resuls from the fact (92). Additionally, direct calculation yields
ρ
k−1∑
s=1
(1− η)(k−s)µframe(1− ρ)s−1 = ρ(1 − η)(k−1)µframe
k−1∑
s=1
( 1− ρ
(1− η)µframe
)s−1
= ρ(1 − η)(k−1)µframe
1− ( 1−ρ(1−η)µframe )k−1
1− 1−ρ(1−η)µframe
= ρ(1 − η)µframe (1− ρ)
k−1 − (1− η)(k−1)µframe
(1− ρ)− (1− η)µframe
≤ ρ(1 − η)µframe (1 − ρ)
k−1
(1− ρ)− (1− η)µframe , (95)
where the last inequality makes use of the fact that
(1− ρ)− (1− η)µframe = 1− (1 − γ)(1− (1− η)µframe )− (1 − η)µframe
= γ {1− (1 − η)µframe} = γ
1− γ ρ ≥ 0. (96)
Combining the inequalities (93), (94) and (95) and using the fact α0w0 ≥ 0 give
vtth+ktframe (s, a) ≤ γ
k−1∑
s=1
αs (ws−1 − ws) + γαkwk−1
27
≤
∥∥∆0∥∥∞
1− γ
{
γρ(1− η)µframe (1− ρ)
k−1
(1 − ρ)− (1 − η)µframe + γ(1− ρ)
k−1
}
. (97)
We are now ready to justify vtth+ktframe (s, a) ≤ wk. Note that the observation (96) implies
γ
ρ(1− η)µframe
(1− ρ)− (1− η)µframe = γ
ρ(1− η)µframe
γ
1−γ ρ
= (1− γ)(1− η)µframe .
This combined with the bound (97) yields
vtth+ktframe (s, a) ≤
∥∥∆0∥∥∞
1− γ
{
(1− γ)(1− η)µframe(1 − ρ)k−1 + γ(1− ρ)k−1}
≤
∥∥∆0∥∥∞
1− γ
(
γ + (1− γ)(1 − η)µframe)(1− ρ)k−1
= (1− ρ)k
∥∥∆0∥∥∞
1− γ = wk, (98)
where the last line follows from the definition of ρ (cf. (27d)). Since the above inequality holds for all
state-action pair (s, a), we conclude that
utth+ktframe =
∥∥vtth+ktframe∥∥∞ ≤ wk. (99)
We have thus finished the proof for the case when t = tth + ktframe. As mentioned before, the case with
t = tth+ktframe+j (j = 1, . . . , tframe−1) can be justified using the same argument. As a consequence, we have
established the inequality (45) for all t obeying
⌊
t−tth
tframe
⌋
= k, which together with the induction argument
completes the proof of this lemma.
D.5 Proof of Lemma 8
Recalling that 0 ≤∑ti=1∏tj=i+1(I −Λj)Λi1 ≤ 1 (cf. (41b)), we obtain
‖h0,t‖∞ ≤ γ
∥∥∥ t∑
i=1
t∏
j=i+1
(
I −Λj
)
Λi
∥∥∥
1
∥∥(P˜ − P )V ∥∥∞ ≤ γ∥∥(P˜ − P )V ∥∥∞. (100)
As a result, it remains to upper bound
∥∥(P˜ − P )V ∥∥∞.
Suppose that P˜ is constructed using N consecutive sample transitions. Without loss of generality, assume
that these N sample transitions are the transitions between the following N + 1 samples
(s0, a0), (s1, a1), (s2, a2), · · · , (sN , aN).
Then the (s, a)-th row of P˜ — denoted by P˜ (s, a) — is given by
P˜ (s, a) =
1
KN(s, a)
N−1∑
i=0
Pi+1(s, a)V 1{(si, ai) = (s, a)} = 1
KN (s, a)
KN (s,a)∑
i=1
Pti+1(s, a)V , (101)
where Pi is defined in (25), and Pi(s, a) denotes its (s, a)-th row. Here, KN(s, a) denotes the total number
of visits to (s, a) during the first N time instances (cf. (76)), and tk := tk(s, a) denotes the time stamp when
the trajectory visits (s, a) for the k-th time (cf (75)).
In view of our derivation for (81), the state transitions happening at time t1, t2, · · · , tk are independent
for any given integer k > 0. This together with the Hoeffding inequality implies that
P
{
1
k
∣∣∣∣∣
k∑
i=1
(
Pti+1(s, a)− P (s, a)
)
V
∣∣∣∣∣ ≥ τ
}
≤ 2 exp
{
− kτ
2
2‖V ‖2∞
}
. (102)
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Consequently, with probability at least 1− δ|S||A| one has∣∣∣∣∣1k
k∑
i=1
(
Pti+1(s, a)− P (s, a)
)
V
∣∣∣∣∣ ≤
√
2 log
( 2N |S||A|
δ
)
k
∥∥V ∥∥∞, 1 ≤ k ≤ N.
Recognizing the simple bound KN(s, a) ≤ N , the above inequality holds for each state-action pair (s, a) when
k is replaced by KN (s, a). Conditioning on these KN(s, a), applying the union bound over all (s, a) ∈ S ×A,
we obtain
∥∥(P˜ − P )V ∥∥∞ ≤ max(s,a)∈S×A
√
2 log
( 2N |S||A|
δ
)
KN (s, a)
∥∥V ∥∥∞ (103)
with probability at least 1− δ.
In addition, for any N ≥ tframe, Lemma 5 guarantees that with probability 1− 2δ, each state-action pair
(s, a) is visited at least Nµmin/2 times, namely, KN(s, a) ≥ 12Nµmin for all (s, a). This combined with (104)
yields
∥∥(P˜ − P )V ∥∥∞ ≤
√
4 log
( 2N |S||A|
δ
)
Nµmin
∥∥V ∥∥∞
≤
√
4 log
( 2N |S||A|
δ
)
Nµmin
(∥∥V − V ⋆∥∥∞ + ∥∥V ⋆∥∥∞)
≤
√
4 log
( 2N |S||A|
δ
)
Nµmin
∥∥V − V ⋆∥∥∞ + 11− γ
√
4 log
( 2N |S||A|
δ
)
Nµmin
(104)
with probability at least 1 − 3δ, where the second inequality follows from the triangle inequality, and the
last inequality follows from
∥∥V ⋆∥∥∞ ≤ 11−γ . Putting this together with (100) concludes the proof.
D.6 Proof of Lemma 6
For notational convenience, set tl := tcoverl, and define
Hl :=
{
∃(s, a) ∈ S ×A that is not visited within (tl, tl+1]}
for any integer l ≥ 0. In view of the definition of tcover, we see that for any given (s′, a′) ∈ S ×A,
P {Hl | (stl , atl) = (s′, a′)} ≤
1
2
. (105)
Consequently, for any integer L > 0, one can invoke the Markovian property to obtain
P {H1 ∩ · · · ∩ HL} = P {H1 ∩ · · · ∩ HL−1}P {HL | H1 ∩ · · · ∩ HL−1}
= P {H1 ∩ · · · ∩ HL−1}
∑
s′,a′
P {HL | (stl , atl) = (s′, a′)}P {(stl , atl) = (s′, a′) | H1 ∩ · · · ∩ HL−1}
≤ 1
2
P {H1 ∩ · · · ∩ HL−1}
∑
s′,a′
P {(stl , atl) = (s′, a′) | H1 ∩ · · · ∩ HL−1}
=
1
2
P {H1 ∩ · · · ∩ HL−1} ,
where the inequality follows from (105). Repeating this derivation recursively, we deduce that
P {H1 ∩ · · · ∩ HL} ≤ 1
2L
.
This tells us that
P {∃(s, a) ∈ S ×A that is not visited between (0, tcover,all]} ≤ P
{
H1 ∩ · · · ∩ Hlog2 Tδ
}
≤ 1
2log2
T
δ
=
δ
T
,
which in turn establishes the advertised result by applying the union bound.
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