The aim of this paper is to investigate the performance of Value at Risk (VaR) models in selected Central and Eastern European (CEE) emerging capital markets. Daily returns of Croatian (CROBEX), Czech (PX50), Hungarian (BUX) and Romanian (BET) stock exchange indices are analysed for the period January, 2000 -February, 2012, while daily returns of the Serbian (BELEX15) index is examined for the period September, 2005 -February, 2012. In recent years there has been much research conducted into VaR in developed markets, while papers dealing with VaR calculation in CEE are rare. Furthermore, VaR models created and suited for liquid and welldeveloped markets that assume normal distribution are less reliable for capital markets in emerging economies, such as Central and Eastern European Union member and candidate states. Since capital markets in European emerging economies are highly volatile, less liquid and strongly dependent on the unexpected external shocks, market risk estimation based on normality assumption in CEE countries is more problematic. This motivates us to implement GARCH-type methods that involve time varying volatility and heavy tails of the empirical distribution of returns. We test the hypothesis that using the assumption of heavy tailed distribution it is possible to forecast market risk more precisely, especially in times of crisis, than under the assumption of normal distribution or using historical simulations method. Our backtesting results for the last 500 observations are based on the Kupiec POF and Christoffersen independence test. They show that GARCH-type models with t error distribution in most analysed cases give better VaR estimation than GARCH type models with normal errors in the case of a 99% confidence level, while in the case of a 95% confidence level it is the opposite. The results of backtesting analysis for the crisis period (after the collapse of Lehman Brothers) show that GARCH-type models with t-distribution of residuals provide better VaR estimates compared with GARCH-type models with normal distribution, historical simulations and RiskMetrics methods. The RiskMetrics method in the most cases underestimates market risk.
Introduction
Banks, investment funds and other financial institutions often use the concept of Value at Risk (VaR) as a measure of market risk. Value at risk is the assessment of the maximum potential loss in value of a portfolio over a given time horizon at a given confidence level. Based on the VaR, financial institutions are able to determine the level of capital that provides cover losses and ensures the financial position of extreme market movements.
In the global financial crisis, conditions for investors are extremely important to accurately measure and allocate risk as well as to more efficiently manage their portfolio. The influence of extreme events on the trends in financial markets in emerging countries is even more pronounced, since it is a market characterised by lower levels of liquidity and significantly smaller market capitalisation. Financial markets in emerging countries are usually characterised by a number of reforms and greater likelihood of internal and external shocks such as inflation, a sudden depreciation of national currencies, changes in credit ratings, risk premium change, etc. As this market is characterised by a greater influence of internal trade and consequently a higher degree of volatility than the markets of developed countries, the distribution of returns is significantly more distorted than normal, which makes evaluation of VaR with standard methods that assume a normal distribution of returns more difficult. Application of VaR methodology, which is basically designed and developed for liquid and developed markets, is necessary to test emerging markets that are characterised by extreme volatility, illiquidity and the shallowness of the market. Implementation of the VaR methodology in the investment process is directly related to the selection of the appropriate method of estimation. In selecting the appropriate method of key importance, it is important that it accurately determines the likelihood of losses.
The risk assessment values can be made using parametric and non-parametric methods. The historical simulation method is the best known non-parametric VaR valuation method by which a given percentile estimate is based on realised returns. A characteristic of this method is that it does not assume any specific yield distribution (normal, Student's t-distribution, and so on), except for the invariability of distribution during the observed period. The best known method of assessing parametric VaR is a variantcovariant method, which assumes that returns follow a specific distribution, which facilitates the evaluation of the corresponding percentile. Although for simplicity of calculating VaR, researchers and investors often assume a normal distribution of returns, this assumption is usually not fulfilled in practice. The time series returns, as well as most other financial series are usually characterised by the distribution that has heavier tails than normal and by accumulation of volatility (volatility clustering). The class of GARCH-type models of conditional heteroscedasticity takes into account these properties of financial series and provides a more accurate VaR estimate. This paper will test the applicability of the concept of VaR to the markets of selected countries in Central and Eastern Europe (Czech Republic, Hungary, Croatia, Romania and Serbia). A particular challenge is the possibility of using VaR in the financial markets of countries in transition. Although different in certain aspects, these countries have similarities since all of them recently joined the EU or acceded to the integration process (Serbia). In addition, all countries are emerging markets and provide investment opportunities for those investors who wish to diversify their portfolios. The analysis used stock index PX50 (Prague Stock Exchange), BUX (Budapest Stock Exchange), BELEX15 (Belgrade Stock Exchange), CROBEX (Zagreb stock exchange), and BET (Bucharest Stock Exchange). Given the recession business environment, the results of research will be, in particularly, interesting to domestic and foreign investors. In addition, the results are relevant to the macro (social, economic, political, etc.) and the microeconomic level (enterprise). This paper is structured as follows. The literature review is presented in the second section. Section three describes the methodology employed. The fourth section presents the results of empirical analysis and backtesting. Finally, concluding remarks are given in the fifth section.
Literature review
Almost all researchers are unanimous that there is no single approach or a VaR model that is optimal in all markets and in all situations. According to previous published studies, VaR models based on moving averages give a good prediction of market risk. However, results vary depending on the loss function that was used, the chosen level of confidence VaR, the period for which the survey was conducted (turbulent or normal), the model used for assessing the VAR and so on.
In a number of papers, VaR was evaluated for developed market economies, using similar methodology to ours (for instance, Degiannakis, 2004; Linsmeier & Pearson, 2000; Duffie & Pan, 1997; Wong, Cheng, & Wong, 2002 , Guermat & Harris 2002 Alexander & Leigh, 1997; Christoffersen, Hahn, & Inoue, 2001; Su & Knowles, 2006) .
Although there are a number of papers relating to the testing of different models of VaR and market risk management in developed and liquid markets, a number of papers relating to testing VaR models in less developed and less liquid markets are more limited (for instance Zivkovic, 2007; Bao, Lee, & Saltoglu, 2006; Andjelic, Djokovic, & Radisic, 2010; Kavussanos, Dimitrakopoulos, & Spyrou, 2010; Thupayagale, 2010; Nikolic-Djoric & Djoric, 2011; Degiannakis, Floros, & Livada, 2012; Mutu, Balogh, & Moldovan, 2011) .
For instance, Zivkovic (2007) investigated whether the VaR model (historical simulations model, a parametric variance-covariance approach, historical simulation, RiskMetrics system and variance-covariance approach using GARCH forecasts) is applicable to volatile capital markets, and the new member and candidate states (Bulgaria, Romania, Croatia and Turkey). The results point to the fact that VaR models, which are commonly used in developed capital markets, are not successful in measuring market risk in the new member and candidate states, given that returns are characterised by heavier tails, asymmetry and heteroscedasticity, which complicates estimates of VaR. Andjelic et al. (2010) investigated the performance of VaR models (parametric and historical simulation models) on a sample of daily stock index returns of four different capital markets of developing countries (Slovenia, Croatia, Serbia and Hungary) with a confidence interval of 95% and 99%. The results indicate that the studied models give good predictions of market risk with a 95% confidence interval in stable market conditions, while in the case of volatile market conditions tested models with 99% confidence interval give good estimates of market risk. They suggest that models that give an accurate assessment of the value of VaR in developed markets may not achieve the same results in developing and illiquid capital markets.
Nikolic-DJoric and DJoric (2011) used RiskMetrics, GARCH and IGARCH models to calculate daily VaR Belgrade Stock Exchange index BELEX15 returns based on normal and Student's t-distribution. In addition, authors applied extreme value theory (EVT) on standardised residuals. The results indicate that since the returns of BELEX 15 index are characterised by volatility clustering, the use of GARCH models in combination with the POT method reduces the average value of VaR. In addition, the authors conclude that IGARCH models cannot outperform GARCH models. Mutu, Balogh, and Moldovan (2011) analysed the performance of some VaR models (historical simulation, EWMA, GARCH and EVT) on daily data of five Eastern and Central European main indices: BET (Romania), PX50 (Czech Republic), BUX (Hungary), SOFIX (Bulgaria) and WIG20 (Poland) from 2004 to 2009. In order to highlight different behaviours in the crisis period, authors divided the data into two samples and found that EVT and GARCH models can adequately measure the risk of the capital markets and satisfy the requirements of the investors in periods characterised by extreme events.
Methodology

Defining the concept of Value at Risk (VaR)
VaR is a measure that gives the maximum potential loss that can be realised from certain investments over a given time horizon (usually 1 day or 10 days), with a certain probability (Jorion, 2001) . Mathematically, VaR for the period of the k day in day t can be represented as follows:
where P t is the price of a particular type of financial asset, and α represents a given level of probability.
VaR can be expressed in terms of a percentile of the return distributions. Specifically, if q a is the ath percentile of the continuously compound return, VaR is calculated as follows:
The previous equation implies that a good estimate of VaR can only be produced with an accurate forecast of the percentiles, q a , which is obtained on the corresponding volatility modelling. Therefore, we discuss below the value of VaR for a series of returns.
Define a one-day return on day t as:
For the time series of return r t , VaR can be expressed as:
From this equation it follows that finding the VaR values is the same as finding a 100α% conditional quintile. Formally, it is possible to develop models for the stock returns r t as follows:
where I tÀ1 is a set of information available at time t À 1, and where l and r are functions of a certain dimensional vector of parameter values g. In this model, e t is innovation, r t is the unobserved volatility, and g t is the martingale difference sequence satisfying:
As a consequence, we have:
where D O; r 2 t À Á represents the conditional distribution with zero mean value and variance r If the return can be modelled by a parametric distribution, VaR can be derived from the distributional parameters. Unconditioned parametric models were determined with l t ¼ l and rt ¼ r. Therefore, we assume that returns are independent and equally distributed with a given density function:
where f r is the density function of distribution of r t and f r Ã is the density function of the standardised distribution of r t . Below, we present the most commonly used parametric and non-parametric models that enable VaR estimates, the exponentially weighted moving average model (EWMA), historical simulations model (HS) and the conditional volatility models (GARCH type models).
Historical simulations model
The historical simulation model (HS) of VaR calculation does not use the assumption of certain types of distributions, but uses actual data from the past (Barone-Adesi & Giannopoulos, 2001 ). The main advantage of historical simulation is non-parametrical or the non-existence of assumptions regarding the distribution of portfolio returns. The only assumption is that the returns are independently and identically distributed (iid). This assumption is based on the market efficiency theory that the returns are periodically mutually uncorrelated, this means that the return of one period does not depend on the return of the previous period. If price changes depend only on the new information, which means that they cannot be predicted, then they will be time uncorrelated (Neftci, 2004) .
A problem with HS is that owing to discreteness of extreme returns and very few observations in the tails, the VaR measures are expected to be highly volatile and erratic (Meera, 2012) . Danielsson and De Vries (1997) observe that the under/over prediction of VaR by HS is more severe in the case of an individual stock than an index. The underlying assumption in a HS, that returns are iid, is another problem with the approach, making VaR estimates unresponsive to recent innovations in volatility. Modifications to the HS have aimed at bettering the problem of discreteness of extreme returns and the low responsiveness to recent volatility. Boudoukh, Richardson, and Whitelaw (1998) modify the historical simulation approach by assigning exponentially declining weights (as in EWMA) to the most recent observations (HSWT). Hull and White (1998) improve the historical simulation method by altering it to incorporate volatility updating. They adjust the returns in the historical sample with the ratio of the current daily volatility to the historical volatility, both estimated using a conditional volatility model such as GARCH or EWMA (Hull & White, 1998 , use EWMA with λ = 0.94). This altered method (modifying HS with GARCH) -called the filtered historical simulation (FHS) by Barone-Adesi, Giannopoulos, and Vosper (1999) -effectively makes the HS more responsive to current data.
The exponentially weighted moving average model (EWMA)
Since the JP Morgan 1994th RiskMetrics model was developed to measure VaR, VaR calculated in this way becomes a benchmark measure of market risk in practice. The starting assumption of the RiskMetrics model is that returns of a certain type of financial assets have a conditional normal distribution with arithmetic mean zero and variance expressed as the value of the exponential weighted moving average historical rate of squared values of return. However, in practice, it was confirmed that the distribution of returns of financial assets generally deviates from the normal, i.e. has heavier tails, so the assessments of VaR obtained by this model are biased. Second, in many empirical studies (see for example Ding, Granger, & Engle, 1993; So, 2000) it was observed that returns of different types of financial assets are characterised by long memory, which is reflected in the assessment and prediction of market volatility.
RiskMetrics' VaR model evaluation assumes a dynamic model of exponentially weighted moving average (EWMA) of the variance:
In order to initialise a recursive equation of variance, the sampling variance is used:
where, following RiskMetrics system, the value of the parameter λ is 0.94 for daily data and 0.97 for monthly data. The parameter k is called a smoothing parameter, which determines the exponentially declining weighting scheme of the observations. The smaller k, the greater the weight is given to recent return data. An exponentially weighted moving average model can be represented as:
If it is assumed that the conditional distribution of returns is normal with mean value zero and variance r 2 t , then the one-day VaR on day t is obtained as follows:
where z a is 100α percent of N(0,1), respectively U À1 a ð Þ is the inverse distribution function of a standardised normal random variable.
However, if returns are characterised by Student's t-distribution with mean value zero, then the value of one-day VaR is calculated as:
where st a;v is the left quintile at α% and t is the distribution function for the Student's tdistribution with the estimated number of degrees of freedom v.
GARCH-type models
The GARCH-type model successfully captures several characteristics of financial time series, such as thick-tailed returns and volatility clustering. This type of model represents a standard and very often used approach for obtaining a VaR estimate. A general GARCH(p,q) model proposed by Bollerslev (1986) can be written in the following form:
The first equation actually describes the percentage level of return, y t ¼ 100*r t ; which is presented in the form of autoregressive and moving average terms, i.e. the ARMA (m,n) process. Error term e t in the first equation is a function of z t , which is a random component with the properties of white noise. The third equation describes the conditional variance of return, y t , which is a function of q previous periods and conditional variance of p previous periods. The stationarity condition for GARCH (p, q) is
The size of parameters a and b in the equation determines the observed short-term volatility dynamics obtained from the series of returns. The high value of coefficient b indicates that shocks to conditional variance need a long time to disappear, so the volatility is constant. The high value of the coefficient a means that volatility reacts intensively to changes in the market.
If
, for sufficiently long horizon forecasts, the conditional variance of the GARCH(p, q) process than converges to:
is called the unconditional variance of GARCH (p, q) process. By standard arguments, the model is covariance stationary if and only if all the roots of P q i¼1 a i þ P p j¼1 b j ¼ 1 lie outside the unit circle. In many applications with high frequency financial data the estimate for P q i¼1 a i þ P p j¼1 b j turns out to be very close to unity. This provides an empirical motivation for the so-called integrated GARCH(p,q), or IGARCH(p,q), model (see Bollerslev, Engle, & Nelson, 1994) ]. In the IGARCH class of models, the autoregressive polynomial in equation (14) has a unit root, and consequently a shock to the conditional variance is persistent in the sense that it remains important for future forecasts of all horizons. A general IGARCH (p, q) process can be written in the following form:
where A(L) and B(L) are lag operators. In order to capture asymmetry, Nelson (1991) proposed an exponential GARCH processor EGARCH for the conditional variance:
An asymmetric relation between returns and volatility change is given as function g e t r t ; which represents the linear combination of j e t r t j and j e t r t j:
where h andc are constants. By construction, equation (18) is a zero mean process (bearing in mind that z t ¼ e t =r t ). For 0\z t \1; g z t ð Þ, is a linear function with slope coefficient h + γ, while for -1 <z t 0 it is a linear function with slope coefficient c À h. The first part of the equation, h jz t j À Ejz t j ð Þ , captures the size effect, while the second part, c z t ð Þ, captures the leverage effect. Zakoian (1994) proposed a TGARCH (p,q) model as an alternative to the EGARCH process, where the asymmetry of positive and negative innovations is incorporated in the model by using the indicator function:
where c i are parameters that have to be estimated, d(·) denotes the indicator function defined as:
The TGARCH model allows good news, e tÀ1 [ 0 ð Þ ; and bad news, e tÀ1 \0 ð Þ ; to have differential effects on the conditional variance. For instance, in the case of the TGARCH (1,1) process, good news has an impact of α 1 , while bad news has an impact of α 1 + γ 1 . For γ 1 > 0, the leverage effect exists.
The APARCH (p, q) process, proposed by Ding, Granger, and Engle (1993) , includes seven different GARCH-type models (ARCH, GARCH, AGARCH, TGARCH, TARCH, NGARCH and Log-GARCH):
where
Parameter d in the equation denotes the exponent of conditional standard deviation, while parameter c describes the asymmetry effect of good and bad news on conditional volatility. The positive value of c means that negative shocks from previous period have a higher impact on the current level of volatility, and otherwise. Based on estimated parameters of the GARCH-type process it is possible to make a forecast ofŷ t ðkÞ and conditional volatilityr 2 t ðkÞ for the next k periods (for details see Mladenovic & Mladenovic, 2006) ]. The forecasted value of return and the conditional volatility for the next period are obtained as follows:
If residuals z t follow standardised normal distribution, the VaR at 95% confidence level could be calculated as: In theory, however, a good VaR model not only shows the correct amount of exceptions, but exceptions that have been evenly distributed over time, i.e. that are independent from each other. The grouping of exemptions indicates that the model does not register changes in the market volatility and correlation in the correct manner. The conditional coverage test, therefore, examines conditionality and changes in data over time (Jorion, 2001) . The most commonly used test of this group is the Christoffersen independence test.
The Kupiec test
The Kupiec test, known as the proportions of failures test (POF), measures whether the number of exemptions is consistent with a given confidence level (Kupiec, 1995) . If the null hypothesis is true, then the number of exemptions follows the binomial distribution. Therefore, to implement the POF test it is necessary to know the number of observations (n), the number of exceptions (x) and the confidence level.
The null hypothesis of the POF test is:
The basic idea is to determine if the observed excess ratep is significantly different from p, the excess rate determined by the given confidence level. According to Kupiec (1995) , the POF test is best implemented as a likelihood-ratio test (LR). The statistical test has the following form:
If the null hypothesis is correct, LR POF statistics in asymptotic conditions have a x 2 distribution with a single degree of freedom. If the value of LR P OF statistics exceeds the critical value of x 2 distribution, the null hypothesis is rejected and the model is considered to be imprecise.
The Christoffersen independence test
Christoffersen (1998) uses the same idea of the credibility test as Kupiec, but extends the test by introducing separate statistical values for independent exceptions. In addition, this test observes if the probability of exceptions on any day depends on the outcome of the previous day.
Let n ij be defined as the number of days when an outcome j occurs assuming that event i occurred on the previous day. In addition, let π i represent the probability of observing an exception conditional on state i on the previous day (Nieppola, 2009 ):
; p 1 ¼ n 11 n 10 þ n 11 and p ¼ n 01 þ n 11 n 00 þ n 01 þ n 10 þ n 11
If the model is correct, the exception that occurs today should not depend on the exception that occurred on the previous day. In other words, if the null hypothesis is true, probabilities π 0 and π 1 should be equal.
The independence test of the exceptions is best implemented as a likelihood-ratio test (LR). The statistical test has the following form:
Combining Christoffersen independence test and Kupiec POF test we get a combined test (conditional coverage test) that observes both characteristics of the VaR model, the correct rate of excess and independent exceptions:
LR C C also has an asymptotically v 2 distribution, but in this case with two degrees of freedom given that it is based on two separate LR statistics. If the value LR C C is lower than the appropriate critical value of the v 2 distribution, the model passes the test. On the contrary, the value of the LR C C statistic being greater than the critical value implies that the model is rejected.
Christoffersen's framework allows for observing whether the reasons for not passing the test are due to inadequate coverage, clustering of exceptions or a combination of both. Evaluation is done by calculating the statistics LR P OF and LR ind separately with the use of a v 2 distribution with one degree of freedom as a critical value of both statistics. In special cases it is possible for the model to pass the joint test while still failing each of the individual tests (Campbell, 2005) . Therefore, separate testing is recommended even in cases when the joint test gives positive results.
Data and results
The research sample comprises daily returns of stock indices of selected CEE countries, which are: Hungary, Czech Republic, Romania, Croatia, and Serbia. The tested stock indices are BET, PX50, BUX, CROBEX, during the period January, 2001 -February, 2012 , and BELEX15 during the period September, 2005 -February, 2012, respectively. The data are obtained from national stock exchange websites. For all indices, we compute daily logarithmic returns, i.e. r t = (log P t -log P t-1 ) × 100. Bearing in mind that the one-time structural breaks may lead to erroneous statistical conclusions, in all five cases we indicate the most prominent non-standard values and then regress the series of returns on constant and dummy variables that take non-zero values for the observations with the most prominent non-standard values. New adjusted series of daily returns are used in empirical analysis (see Figure 1) . Volatility clustering is clearly visible in all cases. Table 1 indicates that the daily returns of all five market stock indices are not normally distributed. In most cases skewness is evident; kurtosis is in all cases much greater than 3 and the Jarque-Bera statistics are highly significant. For instance, PX50 and BET indices have highly negatively skewed distributions. The results confirm the presence of fat tails, which suggest that the assumption of a normal distribution is not satisfied and that methods that suppose normal distribution could seriously underestimate the VaR value. These findings are consistent with the normal Q-Q and empirical Q-Q plot (Figure 2 ). From Figure 2 it is clear that the QQ plot is not linear and that empirical distribution differs from the hypothesised normal distribution.
The ARCH-LM test indicates the presence of time varying volatility, and Box-Ljung statistics indicate evidence of autocorrelation in squared standardised residuals.
As the Box-Ljung autocorrelation test for squared standardised residuals and ARCH/ LM tests indicate the presence of ARCH effects, we estimate models of conditional autoregressive heteroscedasticity (GARCH type models). Model selection was done according to modified Akaike criteria. Model parameters are calculated using the maximum likelihood estimation method. The maximum likelihood estimates of the parameters are obtained by numerical maximisation of the log-likelihood function using the BHHH algorithm. Estimates of parameters from different specifications of conditional heteroscedasticity models (GARCH, EGARCH, TGARCH and APARCH) together with associated tests of residual autocorrelation, normality and conditional heteroscedasticity are given in Tables A1-A10 in the Appendix.
Based on estimated parameters by GARCH-type models we get one, five and ten days ahead VaR estimates at 95% and 99% coverage of the market risk. In order to highlight differences between VaR estimates we have calculated the risk measure through historical simulation time weighted (HSWT) and EWMA models.
The results given in Tables A1 and A2 in the Appendix show that returns of stock index BET best describes the EGARCH (1,1) model, regardless of whether it is assumed that the residuals follow normal distribution or Student's t-distribution. In the mean equation, the autoregression component of the first order is significant, i.e. the AR (1) component.
The obtained VaR values can be significantly different depending on the assumptions that the residuals follow a normal or Student's t-distribution. The VaR measure at 99% confidence level is higher within the assumption that residuals follow Student's t-distribution, while at the 95% confidence level it is the opposite. The application of historical simulation and EWMA methods gives a lower estimate of loss with respect to the GARCH-type methods in the case of the BET index. Based on estimated results, the maximum daily loss for the BET index daily returns ranges from €133 to €243 euros on an invested €10,000 at the 95% confidence level (Table 2) .
In order to test the validity of the VaR estimates for one day ahead, Kupiec and Christoffersen tests were implemented for 95% and 99% confidence levels. If we compare the number of exemptions exceeding the last 500 data returns BET index, it can be concluded that the assessed VaR for GARCH-type models is adequate for 95% according to the Kupiec test, but not for the 99% confidence level (Table 3) .
PX50 stock index returns best describe the APARCH (1,1) model, regardless of whether it is assumed that the residuals have a normal distribution or the Student's t-distribution. In the mean equation, the autoregression component of the first order is significant, but the estimated value of the autoregression parameter is very small. Maximum daily loss for the PX50 index daily returns ranges from €212 to €256 on an invested €10,000 at 95% confidence level. Predicted VaR varies depending on the assumed specification of conditional variance, especially for the 99% confidence level (Table 4 ). The GARCH (1,1) and APARCH (1,1) models used for calculating VaR with the 95% confidence level according to the Kupiec test seems to be adequate if we assume both normal and Student's t-distribution of returns (see Table 5 ). At the same time, GARCH (1,1) and APARCH (1,1) with the t-distribution of residuals are an adequate measure of market risk with the 99% confidence level according to the Christoffersen test. For the Czech market the best model that reflect the risk was GARCH (1,1) with Student's t-distribution of residuals.
The BUX stock index returns best describes the TGARCH (1,1) model, regardless of whether it is assumed that the residuals have a normal distribution or a Student's t-distribution. The BUX stock index returns characterise neither the AR nor the MA component (Table 6) .
However, according to the Kupiec and Christoffersen test, the GARCH(1,1) model with a normal distribution of standardised residuals and the EWMA model provide the most adequate VaR estimate ( Table 7) .
The CROBEX stock index returns best describes the GARCH (1,1) and APARCH (1,1) models with the assumption that the residuals follow the normal distribution, and the GARCH (1,1) model with the assumption that the residuals follow the Student's tdistribution. In the mean equation, the autoregression component of the first order and the component of the moving average of the first order are significant. Based on estimated results, it could be concluded that the maximum daily loss for the CROBEX index daily returns ranges from €98 to €175 on an invested €10,000 at the 95% confidence level (Table 8) .
Backtesting results show that the GARCH (1,1) specification that assumes a t-distribution of standardised returns is a superior measure of market risk for CROBEX compared with GARCH-type specifications that assume the normal distribution of residuals. The EWMA method underestimates market risk ( Table 9) .
The BELEX15 stock index returns best describes the EGARCH (1,1) model with assumption that the residuals follow the normal distribution and the GARCH (1,1) model with assumption that the residuals follow the Student's t-distribution. In the mean equation, the autoregression component of the first order and the component of moving average of the first order are significant.
Based on estimated results, it could be concluded that the maximum daily loss for the BELEX15 index daily returns ranges from €113 to €154 on an invested €10,000 at the 95% confidence level. The predicted value at risk does not significantly change depending on the assumed specification of conditional variance (Table 10) .
Only the historical simulation model passes the Kupiec test with the 95% confidence level (see Table 11 ). On the other hand, the GARCH (1,1) and EGARCH (1,1) models with normal distribution of residuals passed the Christoffersen test with the 95% confidence level. The GARCH (1,1) model that supposes Student's t-distribution underestimates VaR at the 95% confidence level.
In order to compare the market risk assessment based on the historical simulations, EWMA and GARCH type models, backtesting analysis is conducted for five-and tendays ahead estimated VaR. In the cases of BET, PX50 and the BUX index, the GARCH-type methods provide more adequate measures of VaR compared with RiskMetrics or historical simulation methods, while in the case of CROBEX, the historical simulations model better reflects market risk. In the case of BELEX15, all estimated models underestimate market risk (Table 12) .
Analysis was conducted separately for the period September 2008 -December 2009, bearing in mind that the financial markets in CEE have hardly been hit by the Table 12 . Backtesting results for 5 and 10 days returns.
VAR (5) VAR (10) HSWT EWMA GARCH normal distrib. GARCH t-distrib.
HSWT EWMA GARCH normal distrib. GARCH t-distrib.
BET Kupiec test 95%
33.97* world financial crisis after the collapse of Lehman Brothers. This analysis was done in order to highlight the different behaviour of the market risk in the crisis period and to test the hypothesis that using the assumption of a heavy-tailed distribution it is possible to forecast market risk more precisely, especially in times of crisis, compared with using the assumption of normal distribution or using a historical simulations method.
The results of the analysis suggest the following conclusions. The GARCH model provides the most accurate volatility estimation in the case of the BUX index and the BET index with a t-distribution of the standardised residuals, TGARCH in the case of the BET and CROBEX indexes with a normal distribution of the standardised residuals, while the EGARCH model provides the best fit in other cases. VaR estimates obtained by GARCH-type models for the crisis period are higher for all capital markets except the Czech market (Table 13) .
Results of backtesting analysis for last 200 observations during the crisis period show that GARCH-type models with a t-distribution of residuals provide better VaR estimates compared with GARCH-type models with a normal distribution, historical simulations and RiskMetrics methods.
Concluding remarks
This paper evaluates the performance of a variety of symmetric and asymmetric GARCH-type models based on the normal and Student's t-distributions in estimating and forecasting market risk in selected emerging economies from Central and Eastern Europe. The growing interest of foreign investors to invest in CEE financial markets and the increased fragility in these markets in times of crisis highlighted the importance of adequate market risk quantification and prediction.
Estimates obtained by our calculation imply that the considered countries were characterised by a different level of market risk, especially when a 99% confidence level is chosen. Thus, adequate VaR estimations need careful modelling of each index return series individually.
The results of backtesting show that such a GARCH-type VaR assuming a t-distribution of standardised returns in most cases is a superior measure of the downside risk at the 99% confidence level, while models with a normal distribution of residuals are superior measures at 95% confidence level. In most cases, GARCH-type models provide a superior measure of the VaR compared with historical simulation and RiskMetrics models.
Analysis is conducted separately for the period of the world economic crisis (September 2008 -December 2009) in order to highlight the different behaviours of market risk in the crisis period and to test the hypothesis that using the assumption of a heavy-tailed distribution it is possible to forecast the market risk more precisely, especially in times of crisis, compared with using the assumption of a normal distribution or using the historical simulations method. VaR estimates obtained by GARCH-type models for the crisis period are higher for all capital markets except the Czech market.
The results of backtesting analysis for the crisis period show that GARCH-type models with a t-distribution of residuals provide better VaR estimates compared with GARCH-type models with a normal distribution, historical simulations and RiskMetrics methods (Table 14) .
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