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Suppression without Inhibition in Visual Cortex
one (the test) with bars at the preferred orientation, andTobe C.B. Freeman,2 Se´verine Durand,2
Daniel C. Kiper, and Matteo Carandini1 the other (the mask) with bars at a different orientation
(Figure 1A). A typical V1 neuron (Figure 1C) respondsInstitute of Neuroinformatics
University of Zurich and strongly to the test (first row) and gives little response
to the mask (first column). When test and mask areFederal Institute of Technology
Winterthurerstrasse 190 superimposed, however, the mask strongly suppresses
the responses to the test. This effect is most evident atCH-8057, Zurich
Switzerland high-mask contrasts (bottom rows).
Cross-orientation suppression is thought to be an en-
tirely cortical phenomenon, one that is absent in the
lateral geniculate nucleus (LGN). A reason for this viewSummary
(which we will show to be only partially correct) is that
when the same experiment is repeated in an LGN neuronNeurons in primary visual cortex (V1) are thought to
receive inhibition from other V1 neurons selective for (Figure 1B), the mask does not appear to reduce the
responses to the test. Because LGN neurons are nota variety of orientations. Evidence for this inhibition
is commonly found in cross-orientation suppression: selective for stimulus orientation, the responses to test
and mask presented alone are roughly equal (first rowresponses of a V1 neuron to optimally oriented bars
are suppressed by superimposed mask bars of differ- and first column). Increasing the contrast of either test
or mask further increases the response.ent orientation. We show, however, that suppression
is unlikely to result from intracortical inhibition. First, There has been little doubt that suppression is due
to inhibition from cortical neurons that respond to thesuppression can be obtained with masks drifting too
rapidly to elicit much of a response in cortex. Second, mask. These neurons would (1) have largely overlapping
receptive fields because suppression is elicited from asuppression is immune to hyperpolarization (through
visual adaptation) of cortical neurons responding to small central region within the receptive field of the V1
neuron (DeAngelis et al., 1992); (2) be selective for athe mask. Signals mediating suppression might origi-
nate in thalamus, rather than in cortex. Thalamic neu- variety of orientations, spatial frequencies, and temporal
frequencies because suppression is not selective orrons exhibit some suppression; additional suppres-
sion might arise from depression at thalamocortical broadly selective for these attributes (Allison et al., 2001;
Bauman and Bonds, 1991; Bonds, 1989; DeAngelis etsynapses. The mechanisms of suppression are sub-
cortical and possibly include the very first synapse al., 1992; Morrone et al., 1982); (3) be largely monocular
because (although binocular effects have been ob-into cortex.
served, Sengpiel et al., 1998) suppression is strongest
when test and mask are delivered to the same eyeIntroduction
(DeAngelis et al., 1992; Walker et al., 1998). With the
possible exception of the last (most cells in cat V1 areFrom the initial studies in the 1970s (Benevento et al.,
1972; Blakemore and Tobin, 1972) to recent computa- binocular; Hubel and Wiesel, 1962), none of the above
requirements seems to contradict the view that suppres-tional models, a broad consensus has evolved around
a notion of “cross-orientation inhibition” (Morrone et al., sion is caused by intracortical inhibition.
But is this widely held view correct? The sole direct1982). According to this notion, a V1 neuron is inhibited
by other V1 neurons signaling a wide range of different evidence linking suppression to intracortical inhibition
is an experiment in which GABA inhibition was blockedorientations. Cross-orientation inhibition is generally
considered a key mechanism. A widely held view is that in a whole region of cortex (Morrone et al., 1987). Phar-
macological experiments of this kind, however, can becross-orientation inhibition acts to refine orientation
selectivity (see reviews in Ferster and Miller, 2000; Som- difficult to interpret: GABA blockers alter the normal
polinsky and Shapley, 1997; Vidyasagar et al., 1996). function of a network, with effects that range from a loss
Another view–which we have advocated–is that cross- of selectivity (Sillito, 1975) to epileptogenesis (Chagnac-
orientation inhibition acts to control responsiveness Amitai and Connors, 1989). Indeed, early conclusions
(Carandini and Heeger, 1994; Carandini et al., 1997; drawn from similar experiments (Sillito, 1975) have later
Heeger, 1992; Schwartz and Simoncelli, 2001). been challenged (Nelson et al., 1994).
Evidence in favor of cross-orientation inhibition is In fact, the evidence for inhibition between neurons
commonly found in the phenomenon of cross-orienta- selective for different orientations is mixed. Studies in-
tion suppression (Allison et al., 2001; Bauman and volving inactivation of cortical sites suggest that this
Bonds, 1991; Bonds, 1989; Carandini et al., 1997; inhibition is present (Crook et al., 1998; Eysel et al.,
DeAngelis et al., 1992; Morrone et al., 1982; Sengpiel et 1990). More direct measures require intracellular mea-
al., 1998; Sengpiel and Blakemore, 1994). Suppression surements of the range of orientations contributing inhi-
can be observed by superimposing two grating stimuli: bition and excitation. Some of these measurements
have indicated that inhibition is less selective than exci-
tation (Borg-Graham et al., 1998; Martinez et al., 2002),1Correspondence: matteo@ini.phys.ethz.ch
2 These authors contributed equally to this work. but others have reported that excitation and inhibition
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Figure 1. Cross-Orientation Suppression
(A) Stimuli were test gratings drifting in a cell’s preferred orientation (first row), mask gratings drifting in an orthogonal direction (first column),
and plaids obtained by summing the two (remaining panels). When test and mask have zero contrast, the screen is uniform gray (top left).
(B) Responses of a LGN neuron (neuron 18.3.1, experiment 24.7). Insets indicate firing rate in spikes/s (averaged over 10 ms bins) as a function
of time for one stimulus period. Smooth curves indicate fits by the gain control model.
(C) Similar measurements performed with a V1 neuron (neuron 5.3.8, experiment 7.7).
are equally selective (Anderson et al., 2000; Carandini maximizes the independence of cortical neurons as they
respond to natural images (Schwartz and Simoncelli,and Ferster, 2000; Douglas et al., 1988).
To avoid the limitations inherent to pharmacological 2001).
We measure suppression by fitting a descriptivemanipulations, we have tested the role of cortical feed-
back in the generation of suppression with means that model of the responses as a function of test and mask
contrast (ctest and cmask). This model does not assume aare purely visual. We measured suppression caused by
visual stimuli that elicit weak or negligible responses in particular mechanism for suppression and is an exten-
sion of models found in earlier work on contrast gaincortex. On the intracortical inhibition hypothesis, these
stimuli should cause weaker suppression than stimuli control (Albrecht and Geisler, 1991; Carandini et al.,
1997; Heeger, 1992). For a typical cortical neuron, thethat elicit strong cortical responses.
model response R can be approximated by a simple
expression:Results
Suppression constitutes an arithmetical division (Bonds, R ≈ Rmax
ctestn
cn50  cntest  (kcmask)n1989; Carandini et al., 1997; Heeger, 1992). When the
test is presented alone, the mean responses increase
sigmoidally with test contrast (Figure 2A, open circles). The behavior of this simplified model is illustrated in
Figure 2C. In the absence of a mask (cmask  0), theIncreases in mask contrast shift the sigmoid to the right.
Because the scale in the abscissa is logarithmic, it is response is sigmoidal, with Rmax representing the maxi-
mal response and c50 representing the half-maximal con-as if the mask had divided the test contrast seen by the
cell. This divisive effect is thought to be a key property trast, where the response is half of Rmax. Saturation is
due to a divisive signal contributed by the test itself.of cortical visual processing (Heeger, 1992), one that
Figure 2. The Divisive Effects of Suppression
(A and B) Mean firing rate of the V1 neuron in Figure 1C as a function of test contrast (A) and mask contrast (B). Curves indicate fits by the
gain control model.
(C) Simplified model of suppression. Parameters Rmax, c50, and k are the maximal response, the half-maximal contrast, and the suppression
index.
Suppression in Visual Cortex
761
Figure 3. Dependence on Drift Rate of Re-
sponses and Suppression
(A) Responses of a LGN neuron as a function
of grating drift rate (neuron 8.1.2, experiment
5.2). The arrow indicates the high-cut drift
rate, resulting in 50% of maximal response
(for this neuron, 29 Hz).
(B) High-cut drift rates for a population of LGN
cells (n  30). Values above 20 Hz are binned
in last bar.
(C) Responses of a typical V1 neuron (neuron
11.3.8, experiment 15.5).
(D) High-cut drift rates for a population of V1
cells. Black: some of the 44 V1 cells where
we measured suppression. Mean cutoff drift
rate is 8.0  1.0 Hz, median 7.9 Hz (n  38).
White: an additional sample of 256 neurons
recorded in area 17 or at the 17/18 border.
(E) Suppression index k as a function of mask
drift rate for the cell in Figure 4. Arrow indi-
cates a conservative estimate of the high-cut
rate, at which k drops to half the maximum.
The true value was 24 Hz, the fastest mask
in this experiment.
(F) Distribution of high-cut drift rate for the
suppression index.
Suppression is present because the mask also contrib- additional control measurement to ensure that gratings
utes to the denominator. When cmask  0, the sigmoid drifting rapidly are ineffective for V1 cells also when
is shifted to the right to a degree determined by the presented in a plaid. We compared cutoff drift rate mea-
suppression index k. This index measures the ability of sured with gratings alone (as in Figures 3C and 3D) and
the mask to suppress the response (relative to that of in the presence of an orthogonal grating. In the presence
the test) and is zero if the mask has no suppressive of the orthogonal grating, cutoff drift rate increased only
effect. The model captures the effects of test and mask slightly by a factor of 21%  11% (SEM, n  9). This
contrast quite successfully (Figure 1C and Figures 2A–2B). slight increase is consistent with previous results involv-
ing sums of gratings (Reid et al., 1992). The small size
of the effect confirms that gratings drifting rapidly areSuppression with Very Fast Gratings
ineffective visual stimuli for V1 cells whether they areTo probe the sources of suppression, we tested the
presented alone or as part of a plaid.effects of very fast mask stimuli. Previous measure-
Though unable to drive V1, fast drifting gratings causements have indicated that suppression can be obtained
powerful suppression. An example of this behavior isfrom gratings that drift rather rapidly (Allison et al., 2001;
illustrated in Figure 4. When test and mask are bothBonds, 1989; Morrone et al., 1982). We asked whether
drifting slowly (3 Hz, Figure 4A), the mask elevates thesuppression is evoked by gratings that drift so rapidly
half-maximal contrast from 23.0% to 45.2%. The corre-that they barely evoke responses in cortex.
sponding suppression index is k 0.6. Increasing maskAlthough LGN neurons commonly respond strongly
drift rate does not reduce suppression, with an index ofto gratings drifting at rates in excess of 20 Hz (Figures
0.8 for 6 Hz masks (Figure 4B), of 1.1 for 12 Hz masks3A and 3B) (Saul and Humphrey, 1990), gratings drifting
(Figure 4C), and of 0.9 for 24 Hz masks (Figure 4D). Aso rapidly do not elicit much of a response in V1. Neurons
plot of the suppression index k as a function of maskin cat V1 prefer gratings drifting at rates below 10 Hz
drift rate summarizes these effects and indicates theand barely respond to rates above 15 Hz (DeAngelis et
high-cut drift rate that results in 50% of maximal sup-al., 1993; Ikeda and Wright, 1975; Movshon et al., 1978;
pression (Figure 3E). Suppression with fast stimuli wasSaul and Humphrey, 1992). For example, for the V1 neu-
so strong that the high-cut drift rate for k lay somewhereron in Figure 3C, the high-cut drift rate is only 5.1 Hz,
beyond 24 Hz, the fastest mask tested. Suppressionand the response is zero beyond 10–15 Hz. We mea-
was obtained with very fast masks in most cells in oursured cutoff drift rate in a large sample of V1 neurons
sample: the high-cut drift rate for the suppression index(Figure 3D) and found it to average 7.5 1.0 Hz (median
was high, 19.4 3.1 Hz (SD, n 44), with a median value7.7 Hz, n 294), a value consistent with previous reports
of 19.6 Hz (Figure 3F). These numbers underestimate the(Ikeda and Wright, 1975).
In a small sample of V1 neurons, we performed an true values: just like for the cell in Figure 4, in 26/44
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while substantially reducing the responses of V1 neu-
rons (Albrecht et al., 1984; Maffei et al., 1973; Ohzawa
et al., 1985). This reduction is caused by a tonic hyperpo-
larization (Carandini and Ferster, 1997; Sanchez-Vives
et al., 2000), which only affects those neurons that are
activated by the prolonged stimulus (Carandini et al.,
1998). If suppression were to be immune to such adapta-
tion, it would be unlikely to originate from intracortical
signals.
Adaptation to a grating strongly reduces the re-
sponses of neurons that are selective for the grating
and very slightly reduces the responses of neurons se-
lective for orthogonal gratings. Adaptation to an optimal
test stimulus (Figures 5A and 5B) shifts the contrast
response curves down and to the right (Albrecht et al.,
1984; Ohzawa et al., 1985). For the V1 cell in Figure 5A,
it reduced the maximum response Rmax by a factor of
1.8 (from 64.5 0.7 to 35.3 0.9 spikes/s, SD, bootstrap
estimates) and greatly increased the half-maximal con-
trast c50 by a factor of 5.0 (from 4.6%  0.3% to 23% 
1.9%). Indeed, at a test contrast of 6%, the robust re-
sponse measured when adapting to a gray screen had
vanished. Similar results were obtained for the whole
population (Figure 5B): adaptation to an optimal test
dramatically reduced the maximal response (by a factor
of 1.6  1.1, SEM, n  28) and increased the half-maxi-
Figure 4. Suppression with Very Fast Mask Stimuli mal test contrast (by a factor of 2.2  1.1). Adaptation
Responses of a V1 neuron to an optimal test grating, drifting at 3 did not spare any cell. In those cells (5/28) where the
Hz, alone (open circles) and in the presence of an orthogonal mask increase in half-maximal test contrast was 1.5, maxi-
(closed circles) drifting at 3 Hz (A), 6 Hz (B), 12 Hz (C), and 24 Hz mal response was reduced by 1.25. Adaptation to an
(D). Neuron 11.3.8, experiment 15.11. orthogonal mask (Figure 5C) was overall much weaker
and had effects that varied from cell to cell (Carandini
et al., 1998). It reduced maximal response by an insignifi-cells, the high-cut drift rate was beyond the highest drift
cant amount (a factor of 1.1 1.1, n 30) and increasedrate used in the experiment (20–24 Hz). Rather than
half-maximal test contrast by a small degree (a factorextrapolating it, we conservatively set it to this value.
of 1.5  1.1) compared to adaptation to an optimal
These observations are not consistent with the view
stimulus.
that the signals responsible for suppression originate in
Unlike the responses of cortical neurons, we found
cortex. Visual responses in cat cortex must pass through
suppression to be largely immune to adaptation. For our
areas 17 or 18 (Payne and Peters, 2002). Though neurons example cell, suppression remained strong even follow-
in area 18 respond to slightly faster stimuli than those ing adaptation to the mask (Figure 6A). As mask contrast
in area 17 (Movshon et al., 1978), neurons in either area increases from 0% to 50% (open circles to closed trian-
give less than 10% of their maximal response to stimuli gles in Figure 6A), half-maximal test contrast increases
drifting faster than 15–20 Hz (Ikeda and Wright, 1975; nearly 4-fold, just as it did in the control condition (Figure
Saul and Humphrey, 1992). For most V1 neurons, how- 2A). In fact, when measuring the suppression index for
ever, masks drifting as rapidly as 20 Hz caused more this cell (Figure 6C, closed circles), one sees no signifi-
than 50% of maximal suppression. Indeed, the distribu- cant change (from 0.80  0.05 following adaptation to
tion of high-cut drift rates of the suppression index (Fig- a gray screen to 0.86  0.06 following adaptation to the
ure 3F) is very different from that of V1 responses (Figure mask). Similar results were obtained for the rest of our
3D). Rather, it resembles that of LGN responses (Fig- population (open circle): following adaptation to the
ure 3B). mask, the suppression index is mildly increased in some
cells (16/30) and mildly decreased in others (13/30), with
Suppression following Cortical Adaptation no consistent or strong effects in either direction (mean
We have argued that the cortex could not contribute change: 17%  64%, median  1%).
suppression signals evoked by a mask drifting rapidly. This immunity to adaptation is hard to reconcile with
Still, the cortex could in principle contribute suppression the hypothesis that suppression originates from intra-
signals when masks drift slowly. Is this the case? To cortical inhibition from neurons responding to the mask
address this question, we measured suppression after orientation. One would need an explicit model of adapta-
reducing selectively and reversibly the activity of those tion and cross-orientation inhibition to predict how
V1 neurons that respond to the mask. To reduce the much adaptation should have reduced suppression.
activity of cortical neurons, we exploited the phenome- Here, however, we just tested the simple qualitative pre-
non of visual adaptation that follows prolonged stimula- diction that such a reduction would occur and found it
tion. Visual adaptation leaves LGN neurons largely unaf- to be wrong.
Finally, we considered the possibility that suppressionfected (Sanchez-Vives et al., 2000; Shou et al., 1996)
Suppression in Visual Cortex
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Figure 5. Adaptation to an Optimal Stimulus, But Not to an Orthogonal Stimulus, Dramatically Reduces the Responses of V1 Neurons
(A) Responses of the V1 neuron of Figure 2 to the test following adaptation to the mask (gray) or to the test (black). Neuron 5.3.8 expts. 7.8-
10. Continuous curves: fits of the model. Dashed curve is reported from Figure 2A to facilitate comparison with the responses following
adaptation to the gray screen.
(B) Summary of effects of adaptation to an optimal stimulus. Effects of adaptation to the test on the maximal response Rmax (abscissa) and
on the half-maximal contrast c50 (ordinate) for the example cell (closed circles) and for the remaining cells (open circles).
(C) Same, for adaptation to the mask.
might be caused by intracortical inhibition from some and immunity to adaptation—are inconsistent with sig-
nals originating in visual cortex. These properties, in-hypothetical visual area that does not respond well to
gratings but gives strong responses to plaids obtained stead, would be easily explained if the relevant signals
originated in LGN.by superimposing test and mask. Neurons in such an
area would be largely immune to adaptation to the mask In particular, one might ask whether some degree of
suppression is already present in the responses of LGNand, thus, would continue to provide strong suppression
following this adaptation condition. Their responses, neurons and then simply passed on to V1. We recorded
from LGN neurons and found that this is the case. LGNhowever, would be reduced by adaptation to the plaid.
Adaptation to the plaid would then reduce the strength neurons can exhibit some degree of suppression.
The response of LGN neurons to gratings saturatesof cross-orientation suppression. We tested this predic-
tion by looking at the effects on suppression of adapta- with contrast, and this saturation is a form of suppres-
sion. Consider, for example, the LGN neuron of Figuretion to plaids, and found it incorrect. Overall, rather than
being reduced, the suppression index following adapta- 1B. Not being selective for orientation, the neuron re-
sponds both to the test (top row) and to the mask (lefttion to the plaid was mildly increased (data not shown).
This mild increase is consistent with previous observa- column). As contrast increases, though, the response
exhibits a mild degree of saturation (e.g., Ohzawa et al.,tions (Carandini et al., 1998). As with adaptation to single
gratings, suppression is immune to adaptation to plaids. 1985). For example, as contrast doubles from 25% to
50%, response grows by less than a factor of two. This
saturation entails a form of suppression. When test andSuppression in LGN
The properties of suppression in V1 neurons that we mask are summed together (middle panels), increments
in test contrast or in mask contrast have even less effecthave demonstrated—effectiveness of high drift rates
Figure 6. Effects on Suppression of Adaptation to the Mask
(A and B) Effects of adaptation on the responses of the example V1 neuron (neuron 5.3.8, experiments. 7.8–10). Dashed curves are reported
from Figure 2A to facilitate comparison with those following adaptation to the gray screen.
(C) Effects of adaptation on the suppression index k for the example cell (closed circles) and for the remaining cells (open circles) (n  28).
Values are measured following adaptation to a gray screen (abscissa) and following adaptation to the mask (ordinate). Ranges are matched,
so if k is unaffected by adaptation, the corresponding symbol lies on the diagonal.
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Figure 8. Strength of Suppression in LGN and V1
Contrast suppression factor is ratio of half-maximal test contrast in
the presence and absence of a 50% contrast mask.
(A) V1 neurons (median: 2.95, n  44).
(B) LGN neurons (median: 1.61, n  16).
the mask (compare open circles and closed triangles)
whether the mask is drifting slowly (top) or rapidly (bot-
tom). Indeed, the results of this experiment bear some
resemblance to the results of the similar experiment
performed on a V1 neuron (Figure 4).
Not all LGN neurons exhibit suppression. For the neu-
ron in Figure 7D, for example, the mask leaves the re-Figure 7. Suppression in LGN
sponse to the test unaffected. Consistent with the view(A) Response as a function of test contrast for three mask contrasts
that saturation and suppression are related phenomena,(0%, 12%, and 50%). Test and mask drifted at 4 Hz, and the ordinate
reports the 4 Hz component of the responses. These are the same this neuron also showed less response saturation (Fig-
data as in Figure 1B (neuron 18.3.1, experiment 24.7). Curves indi- ures 7C and 7D) than the one in Figures 7A and 7B.
cate fits by a simple model (Experimental Procedures). Saturation and suppression might be manifestations of
(B) Responses of the same cell to the 4 Hz test in the presence of retinal contrast gain control (Shapley and Victor, 1981;
masks of different drift rate (experiment 24.10).
1978) or simply reflect a nonlinearity in the output of(C and D) Similar data for another LGN neuron (neuron 17.1.5, experi-
individual LGN neurons.ments 11.9–10). Here the test drifted at 5 Hz, and the ordinates
report the 5 Hz component of the response. Suppression in LGN is generally weaker than in V1.
To make the comparison, we considered a contrast sup-
pression factor by measuring the reduction in an effec-
tive test contrast caused by the mask. We defined thison the responses. The mask has strongly suppressed
the incremental response related to the test. These ef- factor as the ratio between half-maximal test contrast
in the presence and absence of the mask. A factor offects are well captured by a descriptive model (fitted
curves) that is similar to the one used for V1 neurons two, for example, indicates that the cell required twice
as much test contrast to obtain a given response with the(see Experimenal Procedures).
The effects of saturation can be observed more clearly mask than without the mask. The contrast suppression
factor is obtained directly from the curves fitted to thewhen one plots responses as a function of test contrast
for different mask contrasts (Figure 7A). In the absence responses, not from model parameters. The latter would
not be comparable, as descriptive models required toof a mask (open circles), responses grow with contrast
but tend to saturate at high contrasts, particularly be- fit responses of LGN and V1 neurons are different. In
our population of V1 neurons, the contrast suppressiontween 50% and 100%. As mask contrast is increased,
the incremental effect of test contrast is further sup- factor ranges from 1.33 to 8.69, with a median of 2.95
(Figure 8A). The distribution for LGN neurons is widelypressed (closed diamonds, closed triangles). This sup-
pression appears less dramatic than that observed in spread and is shifted toward lower values, with a median
of 1.61 (Figure 8B). Indeed, suppression in most LGNV1 (Figure 2A), where an increase of mask contrast leads
to a response reduction. However, the two effects are cells was intermediate between the extremes repre-
sented by the cells in Figure 7. Some LGN neurons showanalogous, with suppression being less evident in LGN
because neurons there respond to both test and mask. substantial suppression, with contrast suppression fac-
tors as large as 5.96. Most LGN cells, however, showSuppression in LGN neurons becomes clearer once
the drift rates of mask and test are made to differ (Figure little suppression, with contrast suppression factors as
low as 1.10, lower than most V1 neurons.7B). The response to the test can then be isolated from
the response to the mask by considering the modulation While suppression in LGN is unlikely to fully explain
suppression in V1, it is not easy to gauge from Figure 8in response at the test frequency (Bonds, 1989). For this
LGN neuron, this component is clearly suppressed by the exact extent of its contribution. Indeed, our analysis
Suppression in Visual Cortex
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suffers from a number of limitations. First, our sample recording may introduce a sampling bias (Robinson,
1968), it is not at all blind to spikes from inhibitoryof LGN neurons is small. Second, rather than lumping
interneurons (Cohen and Miles, 2000).neurons together, one would need a notion of which
A proposal that suppression might originate in areaLGN neurons should be compared with which V1 neu-
18 (Allison et al., 2001) seems similarly unlikely. As werons. Third, visual stimuli employed in LGN and V1 were
have shown in Figure 3D (which includes data from thesimilar, but not identical. Test gratings had drift rate,
17/18 border) and as others have shown before (Mov-size, and spatial frequency optimized for the cell being
shon et al., 1978), neurons in area 18 barely respond torecorded, and these attributes could be different in LGN
such high drift rates. Moreover, connections betweenand V1. Moreover, the contrast suppression factor was
areas 18 and 17 are thought to be excitatory (Gilbertcomputed for the mask yielding maximal suppression,
and Kelly, 1975), and there is little reason to believe thatand again the drift rate of this mask could be different
neurons in area 18 would be immune to adaptation.in LGN and V1. Although matching neuronal samples
A simpler explanation of our results is that the sourceand visual stimuli across areas is difficult, future work
of suppression lies in feedforward thalamic signals, notcould certainly improve on our measurements.
in the cortical network. Indeed, neurons in LGN respond
to high drift rates (Figure 3A), and there is a strongDiscussion
similarity between the high-frequency cutoffs for the
responses of LGN neurons (Figure 3B) and for theWe have shown that powerful suppression can be ob-
strength of suppression (Figure 3F). Moreover, the re-tained with masks drifting too rapidly to elicit much of
sponses of LGN neurons show little adaptation, if anya response in cortex. Moreover, suppression is immune
(Ohzawa et al., 1985; Sanchez-Vives et al., 2000; Shouto visual adaptation of cortical neurons that respond to
et al., 1996). Finally, LGN neurons also easily meet thethe mask.
remaining requirements (Bauman and Bonds, 1991;There are reasons to believe that these results can
Bonds, 1989; DeAngelis et al., 1992; Morrone et al., 1982;be extended from the cortex of anesthetized cats to that
Walker et al., 1998): they are monocular, and they areof awake humans. Indeed, our results are in excellent
individually (not only as a group) broadly tuned for stimu-agreement with perceptual suppression effects. Per-
lus orientation and spatial and temporal frequency. Inceptually, the contrast needed to detect a test grating
fact, the possibility that suppressive signals might origi-is increased by the presence of an orthogonal mask
nate in LGN has been considered before (Nelson, 1991c;grating. Just as in our physiological results, this percep-
Walker et al., 1998), but the lack of a mechanism fortual suppression is largely immune to adaptation to the
this suppression has stymied progress: how could amask (Foley and Chen, 1997) and is present also with
suppressive signal from LGN reach cortical neurons?a mask that drifts very rapidly (Boynton and Foley, 1999;
The most prosaic explanation, that some suppressionMeier and Carandini, 2002).
is already present in the responses of LGN neuronsOne possible explanation of our results is that sup-
(Figure 7), is not likely to be sufficient. Our comparisonpression is mediated by inhibition and that the inhibitory
of LGN and V1 (Figure 8) indicates that suppression in
interneurons responsible for it (1) are immune to visual
LGN is not strong enough to explain the full extent of
adaptation and (2) respond strongly to gratings drifting
V1 suppression. A number of additional observations
faster than 20 Hz. This explanation, however, is unlikely
confirm this view. First, saturation of responses with
because we did not encounter neurons with these prop- increasing contrast is stronger in V1 than in LGN. This
erties, and we do not know of any report of their exis- can be seen in our data (compare Figure 2 and Figure
tence. Consider first the case of adaptation. Consistent 7) and has been demonstrated for the macaque visual
with previous reports (Albrecht et al., 1984; Sanchez- system (Sclar et al., 1990). There is little reason to doubt
Vives et al., 2000), all neurons in our sample saw their that the mechanisms of suppression are the same that
response reduced following adaptation to an optimal cause saturation. Suppression can be strong for all mask
stimulus (Figure 5B). Indeed, the fact that inhibitory orientations (Bonds, 1989; DeAngelis et al., 1992; Mor-
interneurons exhibit little spike frequency adaptation rone et al., 1982), including the preferred orientation of
(McCormick et al., 1985) does not imply that they exhibit the cell. Because doubling the contrast of a test grating
little visual adaptation. Visual adaptation can be ob- is equivalent to adding to the test an identical mask,
tained in the absence of spikes, so it does not involve suppression is equivalent to saturation. Second, sup-
mechanisms of spike frequency adaptation (Carandini pression in V1 is observed also with masks of low con-
and Ferster, 1997; Sanchez-Vives et al., 2000). Consider trast (Figure 2), which might not cause enough saturation
now the case of gratings drifting very rapidly. Consistent and suppression in LGN (Figure 7). Third, if instead of
with previous reports (DeAngelis et al., 1993; Movshon drifting gratings one uses test and mask that are flashed
et al., 1978; Saul and Humphrey, 1992), we find only a bars, one finds strong suppression in V1 (Nelson, 1991a)
handful of neurons responding to gratings drifting at and no suppression in LGN (Nelson, 1991b). This form of
about 20 Hz (Figure 3D), and we know that these neurons suppression is not due to intracortical inhibition (Nelson,
do not respond to faster gratings. Yet in many cells (e.g., 1991c) and appears to have a memory of a few hundred
Figure 3A), suppression gave no sign of abating around milliseconds (Nelson, 1991a), which is not present in the
20 Hz, and the values that we report for its cutoff are responses of LGN neurons (Nelson, 1991b).
conservatively underestimated. We conclude that the As a result, suppression likely involves additional
putative inhibitory interneurons responsible for suppres- mechanisms beyond those affecting the responses of
sion would have to be invisible to our electrodes. This LGN neurons. These mechanisms would have to be tha-
lamocortical and operate somewhere between the out-possibility, however, seems remote. While extracellular
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Figure 9. Saturation and Suppression in a
Model Depressing Synapse
(A–C) Effects of current injection of various
waveforms into the presynaptic neuron. Top,
current injected into presynaptic neuron ([A],
step; [B], 2 Hz sinusoid; [C], sinusoid plus
white noise). Bottom, postsynaptic potential
after the current has been filtered by the pas-
sive properties of the neuron. To avoid unnec-
essary free parameters, we have used arbi-
trary units for currents and potentials.
(D) The 2 Hz component of the postsynaptic
potential V as a function of presynaptic sinu-
soidal current amplitude.
put of LGN neurons and that of V1 neurons. Possible pression in a simplified model of V1 simple cell (Hubel
and Wiesel, 1962). In the model, orientation selectivitysites could be the dendrite of V1 neurons (as in Koch
et al., 1983) or the synapse between LGN and V1 through is determined by the spatial pattern of LGN inputs, with
ON and OFF subregions of the receptive field (Figuresynaptic depression.
10A) being driven by excitation from ON-center and
OFF-center LGN neurons (Alonso et al., 2001; Reid andThalamocortical Synaptic Depression
We favor the latter possibility, and suggest that the addi- Alonso, 1995) (Figure 10B). Excitation is complemented
by subtractive inhibition arranged in push-pull fashion,tional mechanism at work is depression at thalamocorti-
cal synapses. Depression at these synapses has been whereby excitation by ON-center neurons is matched
by inhibition by OFF-center neurons and vice versaobserved in vitro (Stratford et al., 1996) and in vivo
(Chung et al., 2002; Ferster and Lindstro¨m, 1985; San- (Ferster, 1988; Glezer et al., 1982; Hirsch et al., 1998;
Palmer and Davis, 1981; Tolhurst and Dean, 1987, 1990).chez-Vives et al., 1998, Soc. Neurosci. Abst.). Depres-
sion might contribute to temporal response characteris- In reality, inhibition would be provided by cortical
interneurons (Palmer and Davis, 1981; Troyer et al.,tics of V1 cells such as direction selectivity (Chance et
al., 1998) and the sharp transients in response to con- 1998). To judge the contribution of depression alone,
we did not include in the model any saturation or sup-trast steps (Mu¨ller et al., 2001). Together with other bio-
physical mechanisms, depression has been suggested pression in LGN signals.
Synaptic depression would explain cross-orientationto contribute to a variety of behaviors exhibited by V1
neurons (Kayser et al., 2001; Lauritzen et al., 2001). In suppression (Figure 10). Thanks to the spatial pattern
of synapses, the model V1 cell gives strong responsescollaboration with David Heeger and Walter Senn, we
have explored the degree to which thalamocortical syn- to test (Figure 10C) and no response to the orthogonal
mask (Figure 10D). Thanks to synaptic depression, theaptic depression alone can explain phenomena pre-
viously attributed to intracortical inhibition. response to plaid (Figure 10E) is smaller than the re-
sponse to test alone (Figure 10C). The individual LGNThe responses of a depressing synapse are transient,
and exhibit saturation and divisive suppression (Figures neurons are not selective for orientation so both test
and mask cause an equally strong synaptic depression.9B–9D). Consider the response of a model depressing
synapse to a presynaptic step of current (Figure 9A). As Depression is even stronger in response to the plaid
obtained by summing test and mask because two super-presynaptic current steps up (top), postsynaptic poten-
tial increases rapidly but is cut short by synaptic depres- imposed stimuli cause more synaptic depression than
either stimulus alone (Figure 9). By contrast, withoutsion (bottom). The sharp transient is followed by a pla-
teau and then by recovery at the end of the step. These synaptic depression, the responses to the plaid would
have been as large as the responses to the test (Figureproperties of depression might explain the transient re-
sponses of V1 cells to flashed stimuli (Mu¨ller et al., 1999, 10E, dashed curve). Because the effects of synaptic
depression are divisive (Figure 9), the model correctly2001; Tolhurst et al., 1980). Consider now the responses
to a sinusoidal-injected current (Figure 9B). Depression predicts that the effects of suppression are divisive. The
main effect of increasing mask contrast is to shift thedistorts the postsynaptic current, which is not sinusoi-
dal. Distortion increases with presynaptic firing rate, curves to the right (Figure 10F). In the logarithmic con-
trast scale, this shift corresponds to division of the effec-causing a substantial saturation in response amplitude
(Figure 9D, open circles) (Abbott et al., 1997; Kayser et tive test contrast. This behavior strongly resembles that
shown by real V1 neurons (Figure 2A). These effectsal., 2001; Tsodyks and Markram, 1997). Adding noise
to the injected current (Figure 9C) increases synaptic would be even stronger if one were to include in the
model the observed saturation/suppression of LGN re-depression. The noise partially suppresses the re-
sponses to the sinusoidal current (compare Figures 9B sponses.
Thalamocortical synaptic depression would explainand 9C, bottom rows). This suppression is divisive (Fig-
ure 9D, rightward shift of the curves on the logarithmic the properties of V1 neurons that we have described
in the Results section. First, it would explain responsescale), as if the noise had divided the amplitudes of the
test currents by a fixed factor. saturation with increasing contrast (Figure 10F): depres-
sion grows with presynaptic activity, which would growTo explore the degree to which it can explain visual
properties, we included thalamocortical synaptic de- with contrast. Second, it would explain why suppression
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Figure 10. Cross-Orientation Suppression Explained by Thalamocortical Synaptic Depression
(A) Receptive field of the model V1 neuron.
(B) Examples of receptive fields of model LGN neurons, two ON-center and one OFF-center.
(C–E) Responses to gratings and plaids. Top: one frame of the stimulus. Bottom: mean responses of model V1 neuron to a stimulus cycle.
Stimuli are a rightward drifting vertical grating (C), a downward drifting horizontal grating (D), and the plaid obtained by summing the two (E).
Dashed curve is the response to the plaid in the absence of synaptic depression. Gratings drift at 4 Hz and have 20% contrast.
(F) Suppression in model responses. Different curves correspond to different mask contrasts.
can be obtained with masks drifting too rapidly to drive (2001), who reported that cross-orientation suppression
is about 20 ms slower than the reduction in responsecortical neurons (Figure 3): LGN neurons would respond
to these masks, and their synapses would be further caused by removal of the optimal test stimulus. This
value is consistent with synaptic depression: while de-depressed. Third, it would explain why suppression is
immune to adaptation (Figure 6): rapid depression re- pression follows a presynaptic spike immediately, a few
spikes might be required to reach steady state. Smithcovers with a time constant of tens to hundreds of milli-
seconds (Abbott et al., 1997; Thomson and Deuchars, et al. also found that recovery from suppression followed
a similar 20 ms delay, at the low end of published esti-1997; Varela et al., 1997), shorter than the 1–2 s interval
between our adapting stimuli and the subsequent probe mates for the time constant of recovery from synaptic
depression (Abbott et al., 1997; Thomson and Deuchars,stimuli.
Thalamocortical synaptic depression would also ex- 1997; Varela et al., 1997).
plain other properties of suppression (M.C., D.J.H., and
W.S., unpublished data), including a discrepancy in the Surround Suppression
We have argued that cross-orientation suppression inliterature about whether suppression is selective for ori-
entation. Suppression has been reported to be broadly V1 neurons should not be attributed to intracortical inhi-
bition. We have ascribed this phenomenon to gain con-tuned for mask orientation, often equally strong when
mask and test are parallel as when they are orthogonal trol mechanisms already present in LGN responses, with
the likely help of mechanisms—such as synaptic de-(Bonds, 1989; DeAngelis et al., 1992; Morrone et al.,
1982). Suppression has also been reported to be selec- pression—affecting the transformation of LGN outputs
into V1 inputs. This thalamic/synaptic explanation, how-tive for mask orientation, often completely absent when
test and mask are orthogonal (Nelson, 1991a). The de- ever, is not meant to explain all the mechanisms that
control the gain or responsiveness of V1 neurons.pression model ascribes this discrepancy to the type of
mask used: the former studies employed drifting grating In particular, it is not meant to apply to surround sup-
pression. Surround suppression is the reduction in re-masks, which at any orientation depress all the synapses
in their path; The latter study employed flashed bar sponsiveness caused by masks surrounding the center
of the classical receptive field (see Fitzpatrick, 2000 formasks, which depress only a limited set of synapses.
Among the testable predictions of our model is that review). Surround suppression is likely to originate from
a different mechanism than cross-orientation suppres-the time courses of suppression and depression should
be consistent, both for onset and for recovery. In our sion (Sengpiel et al., 1998) due to cortical signals (Hubel
and Wiesel, 1965) possibly involving cortico-thalamicdata, suppression takes place in the very beginning of
the responses to test and mask, with a time course loops (Murphy et al., 1999; Murphy and Sillito, 1987).
Unlike cross-orientation suppression, surround sup-faster than we can resolve. Responses of simple cells
oscillate with the period of the stimulus (e.g., 250 ms in pression is selective for orientation (Blakemore and
Tobin, 1972; DeAngelis et al., 1994; Li and Li, 1994) andFigure 1C), so we cannot resolve faster events. Re-
sponses of complex cells are irregular and did not reveal can be obtained with the test in one eye and the mask
in the other eye (DeAngelis et al., 1994). Measurementsprominent transients at stimulus onset. Moreover, we
did not collect responses to test following mask with- of membrane conductance (Anderson et al., 2001) and
experiments involving inactivation of layer 6 with GABAdrawal, so we cannot speculate on the time required
to recover from suppression. An appropriate way to (Bolz and Gilbert, 1986; but see Grieve and Sillito, 1991)
further support the intracortical explanation of surroundmeasure these time courses is by independently intro-
ducing and withdrawing test and mask in rapid random suppression. Finally, the synaptic depression explana-
tion that we have proposed would not extend to sur-succession. This was recently done by Smith et al.
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V1 neurons were in area 17 or at the 17/18 border (Horsley-Clarkeround suppression. Surround suppression is commonly
coordinates 0–3 mm lateral and 5–9 mm posterior) with receptiveobserved when the masks do not overlap the center of
fields within 5 eccentricity. Results reported here concern 44 ofthe receptive field (Blakemore and Tobin, 1972; Fitzpa-
the 71 cells for which we performed the drift rate experiment, and
trick, 2000), whereas cross-orientation suppression 30 of the 34 cells for which we performed the adaptation experiment.
originates largely from the central region of the receptive The cells included fulfilled the following requirements: (1) the maxi-
mum average response was greater than 5 spikes/s (15/71 and 0/34field (DeAngelis et al., 1992) where thalamocortical syn-
cells excluded); (2) the ratio of the responses to test and maskapses would be expected to be strongest.
was 1.5 (8/71 and 2/34 excluded); and(3) the model used to sum-Our thalamic/synaptic explanation is also not meant
marize the data accounted for 70% of the variance in the re-to explain reports of dichoptic cross-orientation sup-
sponses (4/71 and 1/34 excluded).
pression (Sengpiel et al., 1998). This form of suppression The descriptive model that we fitted to the responses is suited
seems to fall into the category of binocular rivalry (Blake, for both simple and complex cells. According to it, neurons receive
a suppressive signal whose effect is to divide the responses by a2001; Sengpiel et al., 1995) as its effects can take hun-
measure of stimulus contrast. This suppressive signal is divisivedreds of milliseconds to reach peak strength (F. Seng-
and is provided by both test and mask.piel, personal communication). Dichoptic suppression
The first stage of the model is linear in contrast: its responses tomust be due to intracortical effects, perhaps to lateral
a sinusoidal grating are given by a constant Bi plus a sinusoid withinhibition. amplitude Ai and phase Pi at the frequency  of the stimulus,
multiplied by stimulus contrast ci:
Conclusions Li(t )  ci[Bi  Ai sin(2	it  Pi)].
To summarize, the view of cortical function that has
For a linear simple cell, Bi would be close to zero, whereas for aevolved since the first demonstrations of suppression
nonlinear complex cell, Ai would be close to zero (and thus Pi couldmight need to be revised. This view posits that suppres-
be ignored).sion arises from lateral inhibition from other cortical neu-
The second stage of the model is nonlinear in contrast and incor-
rons and dominates a number of reports from us (Caran- porates a divisive suppressive signal. The output of the full model
dini and Heeger, 1994; Carandini et al., 1997) and from is given by
our colleagues (Allison et al., 2001; Bauman and Bonds,
1991; Bonds, 1989; DeAngelis et al., 1992; Heeger, 1992; R(t)  L1(t)  L2(t) 
 T n
1  (d1c1)n  (d2c2)n
,
Morrone et al., 1982; Sengpiel et al., 1998, 1995; Seng-
piel and Blakemore, 1994; Walker et al., 1998). Our re- where c1 and c2 are test and mask contrast, L1 and L2 are the re-
sponses of the first stage to test and mask alone, the threshold T andsults instead indicate that the source of suppression
the exponent n approximate the nonlinear effects of the encodingdoes not lie in the cortical network. Rather, suppression
of membrane potential into firing rate, and d1 and d2 indicate theis likely to originate from feedforward thalamic signals.
effectiveness of test and mask in suppressing the responses.
With the exception of one pharmacological study (Mor- The simplified equation given in the Results section follows if a
rone et al., 1987), this explanation is consistent with all neuron (as is typical in V1) does not respond to the orthogonal
that is known about suppression, including a number orientation (L2  0) and does not fire spontaneously (T 0). Parame-
ters of the reduced model were derived from those of the full modelof observations that would be hard to explain with intra-
as follows. The suppression index k was taken to be the ratio d2/cortical inhibition. Suppression in V1 is partially ex-
d1. The maximal response Rmax was taken to be the response of theplained by properties of the LGN responses and is likely
full model to a 100% contrast test in the absence of a mask. The
to be enhanced by mechanisms—such as synaptic de- half-maximal contrast c50 was taken to be the test contrast at which
pression—affecting the transformation of LGN outputs the response of the full model reached half of Rmax.
into V1 inputs. An important element of visual processing We fitted the full model to the time-varying responses (Figure
1C), using a least-squares method. Fit quality was assessed bylies in the circuit leading to the cortex, possibly including
considering the percentage in the variance of a data set that wasthe very first synapse into the cortex.
explained by the model. If mj and rj are the responses of the model
and of the cell to the j-th stimulus, and r0 is the mean of the re-Experimental Procedures
sponses, this percentage is




have been described elsewhere (e.g., Carandini and Ferster, 2000).
Briefly, adult cats were anesthetized with ketamine (20 mg/kg) and The quality of the model fits was high. For data sets in the drift rate
experiment (Figure 4), the model explained an average of 91.5% acepromazine (0.1 mg/kg) and premedicated with atropine sulfate
(0.05 mg/kg). Anesthesia was maintained with a continuous IV infu- 5.3% (SD, n  44) of the variance. For data sets in the adaptation
experiment (Figure 5), the model explained an average of 89.2% sion of penthotal (1–4 mg/kg/hr). Animals were paralyzed with pan-
curonium bromide (0.15 mg/kg/hr) and artificially respired. EEG, 14.1% of the variance when adapting to the gray screen (n  30),
89.8%  9.5% when adapting to the test (n  28), and 91.4% ECG, and end-tidal CO2 were continuously monitored. Extracellular
signals were recorded with glass-coated tungsten microelectrodes, 11.1% when adapting to the mask (n 30). Data obtained in different
adaptation conditions were fitted separately, but with a commonsampled at 12 kHz, and stored for offline spike discrimination. The
veterinary office of Canton Zurich approved all procedures. value for the exponent n. Values of the exponent ranged from 1.8
to the highest value allowed, 5.0 (median: 2.32, n  30). For theVisual stimuli were plaids composed of two drifting sinusoidal
gratings, displayed using the Psychophysics Toolbox (Brainard, example V1 cell in Figure 1C, Figures 2A and 2B, Figure 5A, and
Figures 6A and 6B, the fitting procedure yielded n  1.8, and the1997; Pelli, 1997) and presented monocularly. Gratings had optimal
spatial frequency, position, and size. The test grating drifted in the model explained 98.9%, 96.5%, and 97.6% of the variance during
adaptation to the gray screen, to the test, and to the mask. Wecell’s preferred direction and rate (2–5 Hz), while the mask grating
drifted in an orthogonal direction. Stimuli lasted 1–4 s and were can thus use the suppression index k to describe the effect of
suppression in different adaptation conditions.presented in randomized order. Adaptation stimuli were presented
initially for 30 s and then for 3–6 s prior to the presentation of each Data relating response to test drift rate (Figures 3A and 3C) and
suppression index to mask drift rate (Figure 3E) were fitted with astimulus (Carandini and Ferster, 1997; Movshon and Lennie, 1979).
Adapting stimuli had 50% contrast. descriptive function




xmax)2/(x)], trast adaptation characteristics of neurones recorded in the cat’s
visual cortex. J. Physiol. (Lond.) 347, 713–739.
where (x) is 
 if x  xmax and  if x  xmax, and ymax, xmax,  and Allison, J.D., Smith, K.R., and Bonds, A.B. (2001). Temporal-fre-

 are free parameters. This function yielded good fits. For example, quency tuning of cross-orientation suppression in the cat striate
for data relating V1 response to test drift rate (such as in Figure 3C), cortex. Vis. Neurosci. 18, 941–948.
it explained 94% of the variance for half of the cells (n  294),
Alonso, J.M., Usrey, W.M., and Reid, R.C. (2001). Rules of connectiv-and 70% of the variance for only 11/294 cells. Estimates of sup-
ity between geniculate cells and simple cells in cat primary visualpression index (such as in Figure 3E) were noisier, and the descrip-
cortex. J. Neurosci. 21, 4002–4015.tive function performed marginally worse: it explained 88% of the
Anderson, J., Carandini, M., and Ferster, D. (2000). Orientation tuningvariance for half of the cells (n  44), and 70% of the variance for
of input conductance, excitation and inhibition in cat primary visual13/44 cells. Nonetheless, all fits appeared satisfactory, allowing us
cortex. J. Neurophysiol. 84, 909–931.to obtain high-cut drift rates from fitted curves.
We recorded from 22 LGN neurons and performed the experi- Anderson, J.S., Lampl, I., Gillespie, D.C., and Ferster, D. (2001).
ments in Figures 7A and 7C in 16 neurons, and the experiments in Membrane potential and conductance changes underlying length
Figures 7B and 7D in 16 neurons. We found the responses of LGN tuning of cells in cat primary visual cortex. J. Neurosci. 21, 2104–
neurons to be captured by a simple linear model, modified so that 2112.
gain is affected by contrast (Shapley and Victor, 1981; 1978), and Bauman, L.A., and Bonds, A.B. (1991). Inhibitory refinement of spa-
responses cannot be negative. The response of this model obeys tial frequency selectivity in single cells of the cat striate cortex.
the following expression: Vision Res. 31, 933–944.
Benevento, L.A., Creutzfeldt, O., and Kuhnt, U. (1972). Significance
R(t)  Rmax ctestsin(testt  Ptest)  rcmasksin(maskt  Pmask)
c50  √c2test  (kcmask)2 
 T of intracortical inhibition in the visual cortex. Nature 238, 124–126.
Blake, R. (2001). A primer on binocular rivalry, including current
Here, r determines the response to the mask relative to the response controversies. Brain & Mind 2, 5–38.
to the test, and k determines the ability of the mask to reduce the Blakemore, C., and Tobin, E.A. (1972). Lateral inhibition between
gain of the neuron, relative to that of the test. orientation detectors in the cat’s visual cortex. Exp. Brain Res. 15,
Detailed methods for the synaptic depression model described 439–440.
in the Discussion are given elsewhere (M.C., D.J.H., and W.S., un-
Bolz, J., and Gilbert, C.D. (1986). Generation of end-inhibition in thepublished data). Here we concentrate on the basic features of the
visual cortex via interlaminar connections. Nature 320, 362–365.synaptic depression mechanism. We model depression at thalamo-
Bonds, A.B. (1989). Role of inhibition in the specification of orienta-cortical synapses by the following equation (Senn et al., 2001):









Borg-Graham, L.J., Monier, C., and Fre´gnac, Y. (1998). Visual input
evokes transient and strong shunting inhibition in visual cortical
where p is the probability of synaptic transmission, f is the presynap- neurons. Nature 393, 369–373.
tic firing rate, and u is the utilization parameter. Terms on the right-
Boynton, G.M., and Foley, J.M. (1999). Temporal sensitivity of humanhand side govern recovery and depression. Depression (second
luminance pattern mechanisms determined by masking with tempo-term) is proportional to presynaptic firing rate f and to the utilization
rally modulated stimuli. Vision Res. 39, 1641–1656.parameter u. An increase in f immediately reduces probability of
Brainard, D.H. (1997). The psychophysics toolbox. Spatial Vision 10,synaptic transmission p. Recovery (first term) makes p return to the
433–436.value u (if f is zero) over a time period determined by the time
constant R. Carandini, M., and Ferster, D. (1997). A tonic hyperpolarization un-
In our simulations, we set the utilization parameter to u  0.75, derlying contrast adaptation in cat visual cortex. Science 276,
at the high end of the range (0.1–0.95) found in vitro (Tsodyks and 949–952.
Markram, 1997). We set the time constant of recovery to R  200 Carandini, M., and Ferster, D. (2000). Membrane potential and firing
ms, intermediate between those reported for rapid depression in rate in cat primary visual cortex. J. Neurosci. 20, 470–484.
young animals (200–800 ms; Abbott et al., 1997; Varela et al., 1997)
Carandini, M., and Heeger, D.J. (1994). Summation and division byand in adult animals (60–70 ms, Thomson and Deuchars, 1997).
neurons in visual cortex. Science 264, 1333–1336.Choosing different recovery time constants did not noticeably alter
Carandini, M., Heeger, D.J., and Movshon, J.A. (1997). Linearity andthe results.
normalization in simple cells of the macaque primary visual cortex.
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