Abstract
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The current study aims to decipher the computations underlying confidence judgment in 24 action decisions that are made in a dynamic environment. Using a reaching task in which 25 movements are initiated to multiple potential targets, we show that action selection, reac-26 tion time and choice confidence all emerge from a common computation in which parallel 27 prepared actions compete based on the overall desirability of targets and action plans. investigation showed that the low altitude and the lack of power on both engines would 37 not allow for a successful landing to either airport. This incident describes a ubiquitous 38 situation in which choice confidence -i.e., the subjective belief that a given action is 39 more desirable than any alternative -has a key role in guiding behavior, especially in acting. In the current study, we aim to elucidate the computations underlying choice 50 confidence, modeling confidence as a belief that an action has an overall better set of 51 outcomes (costs and benefits) than alternatives. We designed a "reach-before-you-know" 52 experiment that involved rapid reaches to two potential targets presented simultaneously 53 in both hemifields [7, 8] . Critically, the actual goal location was not disclosed before the 54 movement onset. Dual-target trials were interleaved with single-target trials in which one 55 target was presented either in the left or the right hemifield. By varying the target prob-56 ability to induce different levels of uncertainty, we tested how goal location uncertainty 57 influences behavior. We found that when both targets had about the same probability 58 of action, individuals delayed making a decision and moved towards an intermediary lo-59 cation, waiting to collect more information before selecting one of the targets -a spatial 60 averaging strategy reported in previous studies [7, 9, 10] . On the contrary, when one of the 61 targets had higher probability of action, reaches had faster responses and launched closer 62 to the likely target. These findings suggest that target certainty influences both planning 63 and execution of actions in decisions with multiple competing options. Surprisingly, the 64 relationship between approach direction with reaction time was not fully mediated by 4 actions are formed concurrently and compete over time until one has a sufficient evidence 72 to win the competition [13, 14] . We replace evidence with desirability -a continuously 73 accumulated quantity that integrates all sources of information about the relative value 74 of an action with respect to alternatives. Reaching movements are generated as a mixture action is low. On the contrary, when one action outperforms the alternatives, the net evi-80 dence is strong and choice confidence in high. Therefore, the "winning" action determines 81 the selected target and the reaction time, whereas the "losing" action contributes to the 82 computation of confidence -i.e., the closer the desirability of the non-selected action to 83 the desirability of the selected one, the lower the choice confidence. Because desirability 84 is time-and state-dependent, and action competition often does not end after move-85 ment onset, selected actions can be changed or corrected in-flight (i.e., change of mind) 86 when confidence is sufficiently low, and/or in the presence of new incoming information.
87
Hence, the model predicts that both movement direction and reaction time can be used 88 as an easy-to-measure proxies for choice confidence. When people are uncertain about 89 the current best option, decisions are delayed by both moving towards an intermediary 90 location and by having longer reaction time. In contrast, when they are certain, reaches 91 are initiated faster and move directly to a target. Importantly, the model predicts that instructed to perform rapid reaches using a robotic manipulandum under a "reach-before- 
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The unequiprobable session was similar to equiprobable except for the dual-target tri-113 als, in which one of the potential targets was always assigned with higher probability (0.8)
114
than alternative one (0.2). The targets with the high and low probabilities were indicated 115 by unfilled green and red cues, respectively. In single-target trials (i.e., target probability 116 1) which were randomly interleaved with the dual-target trials in both sessions, a single 117 unfilled blue cue was presented in the left or the right hemifield. The set of target con-118 figurations is shown in Fig. 2B . Participants achieved an overall success rate around 93% 6 and their performance was similar between the two sessions (93% and 90% respectively). by-trial analysis showed that the effect on initiation timing was indirect and actually 159 mediated by a latent variable influencing both RT and the approach direction of a tra-160 jectory.
161
By plotting RT vs. approach direction separately for the two sessions, we found that 162 changes in RT are independent of target probability and accounted for by approach di- 
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• (possibly due to the biomechanical constraints of the reaching movements) regardless 167 of the target probability (best fit cubic regression model; R-square < 0.95, p-value < 0.01
168
for the cubic coefficient in both sessions). To ensure that this effect was not due to some 
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The framework consists of a set of dynamic neural fields (DNFs), which mimic the neural means that the net evidence supporting that the selected target is more desirable than the 11 alternative is weak and therefore individuals should be less confident about their choices.
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On the other hand, if the race was a landslide (green traces), it means that one alternative 235 outperforms the other and therefore individuals should be more confident about their 236 choice. Going back to the population analysis, the "winning" population determines 237 the reaction time and the selected target, whereas the "losing" one contributes to the 238 computation of the confidence that the selected option is the best current alternative.
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Note that in the absence of action competition (i.e., single-target trials), the activity and confidence that the selected action is better than the alternatives emerge through a 271 common mechanism of desirability-driven competition between parallel prepared actions. information into a common currency -named relative desirability -to bias the competition.
312
The desirability reflects the belief about the quality of the action and acts as weighted populations is frequently a close call, which means that the net evidence supporting the 323 selected action is weak and we should be less confident about the current best action.
324
This results in slower reaction times and spatially averaged movements to an interme-325 diary location between the potential goals. On the contrary, when one of the targets is 326 assigned with higher probability, the competition is biased to the likely target. In this 327 case the net evidence supporting the selected action is strong and therefore we should and was calibrated at the beginning of each session.
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The participants were trained to perform rapid reaching movements using the robotic equiprobably to the left or right visual field (top row in Fig. 2 ). In the two-target trials, 463 the cues were also shaded blue and had equal probability of filling-in after the movement 464 onset (bottom row in Fig. 2 ). The second test session was similar to the first one with 465 the only difference that one of the cues was always assigned with higher probability in the 466 two-target trials. The "likely" cue was shaded green and had 80% probability of being the 467 correct target, while the alternative cue was shaded red and had 20% probability. The set 
where u (χ, t) is the local activity of the DNF at the position χ and time t, andu (χ, t) 
where c exc , c inh , σ exc , σ inh describe the amplitude and the width of the excitatory and 497 the inhibitory components, respectively.
498
We convolved the kernel function with a sigmoidal transformation of the field so that 
The architectural organization of the framework is shown in Fig. 5 . The "spatial 
where η loc , η outcome and η cost scale the influence of the spatial sensory input field, the describes the "relative desirability" of each policy π i -i.e., it reflects how "desirable" it is 521 to move towards a particular direction φ i with respect to the alternative options.
522
Each neuron in the reach planning field is linked with a stochastic optimal controller.
523
Once the activity of a neuron i exceeds a threshold γ, the controller i is triggered and
524
generates an optimal policy π * i -i.e., sequence of actions towards the preferred direction 525 of the neuron i -which is given by minimizing the following cost function:
where the policy π i (x t ) is a sequence of actions from t = 1 to t = T i to move towards 
where ν i (x t ) is the normalized activity of the neuron i (i.e., the relative desirability 543 value) at the state x t . Because the desirability is time-and state-dependent, the weighted 544 mixture of the individual policies produces a range of behavior, from winner-take-all (i.e, 545 direct reaching to a target) to spatial averaging.
546
To handle contingencies, such as perturbations (e.g., changes on the number of targets, 547 target probabilities, expected rewards, etc) and effects of noise, the framework implements 25 a widely used technique in stochastic optimal control known as "receding horizon" [54, 55] .
549
In particular, the framework executes only the initial portion from the sequence of actions 550 for a short period of time k (k = 10 in our study) and then recomputes the individual 551 optimal policies π * i (x t+k ) from time t + k to t + k + T i and remixes them. This approach 552 continues until the hand arrives to one of the targets. • . Each neuron in the reach planning field is connected with a stochastic optimal control system. Once the activity of a neuron exceeds a threshold γ, the corresponding controller generates a sequence of reach actions towards the preferred direction of the neuron. The reach planning field receives excitatory inputs from the spatial sensory input field that encodes the angular representation of the potential targets, and the expected outcome field that encodes the expected outcome of the competing targets (blue, red and green Gaussian distributions correspond to cues with 0.5, 0.2 and 0.8 target probability, respectively). It also receives inhibitory inputs from the reach cost field that represents the effort required to move towards a particular direction. The normalized activity of the reach planning field encodes the "desirability" of the M available sequences of actions (i.e., neurons with activation level above the threshold γ) at a given time and state and acts as a weighting factor on each individual sequence of actions. Because the relative desirability is time-and state-dependent, a range of behavior from weighted averaging (i.e., spatial averaging trajectories) to winner-take-all (i.e., direct reaches to one of the cues) is generated. . When only a single target is presented, the neuronal activity ramps up quickly to the response threshold resulting in faster reactions and direct reaches to the target. However, when two targets are simultaneously presented, the neurons compete for selection through inhibitory interactions resulting often in slower reaction times and spatially averaged movements. If one of the alternatives is assigned with higher probability, the competition is biased to the likely target leading to faster responses. Consistent with the human findings, the model predicts that target probability influences both the approach direction and the reaction time of the movements. However, reaction time and approach direction are not fully mediated by the target probability. Instead, the longer it takes to resolve the action competition, the more likely it is the losing population to be still active at the movement onset, resulting in spatially averaged reaches. 
